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Foreword
The Symposium on Theoretical Aspects of Computer Science (STACS) is held alternately in
France and in Germany. The conference from February 29th to March 3rd, held in Paris, is
the 29th in this series. Previous meetings took place in Paris (1984), Saarbrücken (1985),
Orsay (1986), Passau (1987), Bordeaux (1988), Paderborn (1989), Rouen (1990), Hamburg
(1991), Cachan (1992), Würzburg (1993), Caen (1994), München (1995), Grenoble (1996),
Lübeck (1997), Paris (1998), Trier (1999), Lille (2000), Dresden (2001), Antibes (2002), Berlin
(2003), Montpellier (2004), Stuttgart (2005), Marseille (2006), Aachen (2007), Bordeaux
(2008), Freiburg (2009), Nancy (2010) and Dortmund (2011).
The interest in STACS has remained at a high level over the past years. The STACS
2012 call for papers led to 273 submissions from 38 countries. Each paper was assigned to
three program committee members. The committee selected 54 papers during a two-week
electronic meeting held in November. As co-chairs of the program committee, we would like
to sincerely thank its members and the many external referees for their valuable work. In
particular, there were intense and interesting discussions. The overall very high quality of
the submissions made the selection a difficult task.
This year the conference included a tutorial. We would like to express our thanks to the
speaker R. Ravi for this tutorial, as well as as to the invited speakers, Thomas Colcombet,
Martin Dietzfelbinger and Shafi Goldwasser. Special thanks go to Andrei Voronkov for
his EasyChair software (www.easychair.org). Moreover, we would like to warmly thank
Evripidis Bampis, Olivier Dubois, Noura El-Habchi and Thierry Lanfroy for continuous help
throughout the conference organization.
For the 5th time, STACS proceedings are published in electronic form. Instead of
providing a complete printed version, we allowed participants to print selected papers on
place. The electronic proceedings are available through the LIPIcs (Leibniz International
Proceedings in Informatics) and the HAL (hyper articles en ligne) series. Both, HAL and
LIPIcs, guarantee perennial, free and easy electronic access, while the authors retain the
rights over their work. STACS 2012 received funds from the lab LIP6 at the Université
Pierre et Marie Curie and the GdR Informatique et Mathématique. We thank them for their
support!
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Abstract
We survey in this paper some variants of the notion of determinism, refining the spectrum between
non-determinism and determinism. We present unambiguous automata, strongly unambiguous
automata, prophetic automata, guidable automata, and history-deterministic automata. We
instantiate these various notions for finite words, infinite words, finite trees, infinite trees, data
languages, and cost functions. The main results are underlined and some open problems proposed.
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1 Introduction
The relationship between deterministic and non-deterministic machines plays a central role
for many questions in computer science, in particular, when it comes to complexity. In this
survey, we investigate these notions and related ones in the context of classical automata
and more recent automata models.
The role of determinism for automata is different from its role for general Turing machines.
The reason for that is that automata are more considered as data structures than as programs.
Indeed, automata are meant to be compact representations of (possibly infinite) languages.
They are meant to be transformed, composed and used in decision procedures. General
Turing machines cannot play such a role since by the theorem of Rice only trivial properties
concerning them can be decided. For this essential reason, determinism or non-determinism
are considered under a very different angle for automata compared to, say, complexity theory.
Since the seminal works of Myhill [23] and Rabin and Scott [26] deterministic and
non-deterministic finite-state automata are known to define the same classes of languages
over finite words. It is also known that they have very different properties. For instance,
complementing a deterministic automaton is a straighforward operation (linear time and
space), while it is exponential for general non-deterministic automata in the sense that
there exist languages accepted by an automaton which when complemented requires an
exponentially bigger automaton for being accepted. For this reason it is meaningful to
carefully distinguish the two models as far as decision procedures are involved.
As automata theory developed over time, new types of automata were introduced such
as automata over infinite words, finite trees, infinite trees, etc. . . The relationship between
∗ This work has received funding from the European Union’s Seventh Framework Programme (FP7/2007-
2013) under grant agreement 259454.
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2 Forms of Determinism for Automata
deterministic and non-deterministic machines became richer at each step, reflecting the
intricate mathematical principles underlying these objects.
In this survey, the following objects will be encountered:
Standard word automata.
Register automata (similar to the model of finite-memory automata of Kaminsky and
Francez). Such automata read words over an infinite alphabet containing data values (such
as natural numbers), can store such data values in a finite number of registers, and compare
them for equality with the current data value.
A typical example is the language: ‘some letter appears twice in the word’.
Automata over infinite words (of length ω). Due to the infinite length of the words,
such automata do not use accepting states. The accepting runs are defined in terms of the
states that appear infinitely often. Prominent examples are Büchi and Müller automata.
A typical example is the language: ‘the letter a appears finitely many times’.
Automata over finite trees. Such automata can branch; thus computations proceed
‘concurrently’ in several subtrees of the tree.
A typical example the language is: ‘every branch contains an occurrence of letter b’.
Automata over infinite trees. As with finite trees such automata are branching, but
additionaly the run should satisfy an accepting condition on each of its branches, similarly
to the case of infinite words.
A typical example is the language: ‘the letter a occurs at infinitely many nodes’.
Cost automata. These automata are used for recognising functions from words to
non-negative integers. Such automata use several counters that can be incremented and reset.
The values taken by the counters during all runs are aggregated into a value which is output.
A typical example is the function: ‘the number of occurrences of letter a’.
We present in this survey different notions of determinism and non-determinism. It is
important to understand that these variants are not tied to a specific form of automata.
The different models are used to exhibit the differences between the notions, and also to
illustrate why each of these notions is interesting in practice. Thus, we will introduce several
restrictions to non-deterministic automata which are not as restrictive as determinism, but
still allow us to derive some useful properties. There are several motivations for considering
such variants.
Complexity. A first reason for preferring deterministic automata is that some operations
are easier to perform with deterministic automata. This is the case for universality testing
(PTIME against PSPACE in general over words), or complement (linear blowup against
exponential blowup over words). What kind of notions, less restrictive than determinism
yields the same complexity results? The notions of unambiguity and strong unambiguity
provide some answers.
Decidability. A second reason is that one works with a class of automata which does not
admit determinisation (i.e., deterministic automata are strictly weaker than non-deterministic
ones) and that the non-deterministic automata do not enjoy good properties. This is the
case with register automata. Non-deterministic register automata have an undecidable
universality problem while deterministic ones have a decidable universality problem. One
is interested in this situation in introducing forms of determinism, not as restrictive as the
general determinism, and for which the universality problem remains decidable. It is relevant
in this case to consider the class of strongly unambiguous automata as a class of automata
of intermediate expressive power which retain good algorithmic properties.
Structure. Another reason for preferring deterministic automata to non-deterministic
automata is that they have a sharper structure for some advanced decision procedures. This
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happens, for instance, when one is interested in the characterisation of some sub-classes of
the regular languages, i.e. problems such as, ‘is it possible to define a language given in
input in some fixed fragment of logic?’. Deterministic automata, being more constrained,
exhibit more behaviour in their structure, and for this reason are better indicated. We will
see that prophetic automata over infinite words are good in this respect for characterising
future temporal logics. In a similar way, guidable automata are suitable for analysing the
fix-point structure of languages of infinite trees.
Games. A last reason is that one wants to use a specific property of deterministic
automata, which is not enjoyed by non-deterministic automata. This is in particular the
case for composing with games. The idea behind this is that in a game (say, two players,
turn based), the first player is not aware of the future of the play since it depends of the
choices of the opponent. Hence, he has to decide his moves solely based on the past of the
play. The determinism of an automaton has a similar flavour since it means making decisions
solely based on the current state, and hence without guessing any information concerning
the future. This similarity can be used for safely composing games with automata. This
is an important technique in automata theory. We will see that in this context the notion
of history-determinism (also called ‘good for solving games’) can be used as a replacement
to determinism. A motivating example is the theory of cost functions where deterministic
automata are strictly weaker than general automata while history-deterministic ones are as
expressive.
Through these motivations, many different variations around determinism have emerged:
unambiguity, strong unambiguity, prophetic automata, guidability and history-determinism.
Their presentation is organised as follows.
In Section 2 we recall the definitions of word automata as well as some standard results for
them. In Section 3 we consider several notions of unambiguity. More specifically, we introduce
unambiguity and strong unambiguity, and we study these notions over word automata, register
automata, infinite word automata (in particular prophetic Büchi automata) and infinite tree
automata (in particular the inherent ambiguity result). In Section 4 we present guidable
automata, a notion related to top-down determinism over finite and infinite trees. In Section 5
we introduce history-deterministic automata, also described as those ‘good for solving games’.
We define the notion and give results over finite words. We then present the motivating
example of cost functions. We also explain why these automata behave nicely in the context
of games.
2 Word automata
A (non-deterministic) (finite word) automaton (Q,A, I,∆, F ) consists of a finite set of states
Q, an alphabet A, a set of initial states I ⊆ Q, a transition relation ∆ ⊆ Q× A×Q, and
a set of final states F ⊆ Q. A run of the automaton over a word a1 . . . an is a sequence
q0, . . . , qn of states such that (qi−1, ai, qi) ∈ ∆ for all i = 1 . . . n. The run is initial if q0 ∈ I
and it is final if qn ∈ F . A run is accepting if it is both initial and final. A word is accepted
if there is an accepting run of the automaton over it. The set of accepted words is called the
language of the automaton. One also says that this is an automaton for the language. We
will use the same terminology for extended forms of automata.
Consider for instance the (non-deterministic) automaton with input alphabet {a, b}
depicted as follows:
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p q1 q2 . . . qn−1 qn
a, b
b a, b a, b a, b a, b
Following tradition, a transition (p, a, q) is denoted by an edge from p to q labeled a. Multiple
transitions going between the same states are denoted with commas separating letters. Initial
states have an incoming arrow without origin, and final states have a similar outgoing arrow.
The illustrated automaton is for the language ‘the nth letter from the end is a b’.
An automaton is called deterministic if for all states p and all letters a there is at most one
transition of the form (p, a, q). Additionally it is called complete if for all states p and letter
a there exists a transition of the form (p, a, q). The symmetric notion is co-determinism. An
automaton is co-deterministic if for all states q and all letters a there is at most one transition
of the form (p, a, q). The automaton above is co-deterministic, but not deterministic. The
size of an automaton is number of its states.
I Theorem 1. Word automata of size n can be transformed into deterministic and complete
automata of size at most 2n for the same language. This bound is tight.
In particular the automaton in the example above requires an exponential number of states
to be made deterministic.
The closure properties of automata are of particular importance. Indeed languages
accepted by automata are closed under union (using a disjoint union construction) and
intersection (using a product construction). They are also closed under reversal. The reversal
operation consists of inverting the order of letters in all words. This is obtained by reversing
the transitions and exchanging initial and final states. All these operations are polynomial (in
particular the resulting automaton has polynomial size). However, the complement operation
requires an exponential blowup in the number of states; in general one cannot do better than
putting the automaton in deterministic form and then complementing.
The situation slightly differs for deterministic (and complete) automata. Intersection and
union are still polynomial operations (this time union requires a product construction rather
than a disjoint union). This time complement is easy (one just has to complement the set of
final states), but reversal requires an exponential blowup.
3 Unambiguous forms of automata
The notion guaranteeing the unicity of the runs for each input is classically called unambiguity.
In this section, we develop several notions of unambiguity, classical unambiguity in Section 3.1,
and then strong unambiguity in Section 3.2. We continue our study with the motivating
example of register automata (also called finite-memory automata) in Section 3.3. We
conclude our description of this notion with the study of unambiguous automata over infinite
words, and in particular with prophetic Büchi automata in Section 3.4 and over infinite trees
in Section 3.5.
3.1 Unambiguity
A key consequence of the notion of determinism is that if an input is accepted, then there
exists one and one only run which witnesses this acceptance. This yields the first notion of
unambiguity, which can be applied to many models of automata.
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I Definition 2. A (non-deterministic) automaton is unambiguous if on every input there is
at most one accepting run.
Of course all deterministic automata are unambiguous (in any model of computation).
Thus, on every model of computation enjoying determinisation, unambiguous automata are
not less expressive than non-deterministic automata. The converse is not true, and some
unambiguous automata are not deterministic, even on finite words. Consider for instance the
automaton from the previous section recognising the language of finite words such that ‘the
n’th letter from the end is a b’. This automaton is co-deterministic, and as a consequence
unambiguous, but it is not deterministic.
One can also remark that it is easy to decide (in polynomial time) whether or not an
automaton is unambiguous. For this, given a non-deterministic automaton A, one constructs
another non-deterministic automaton B which accepts an input if and only if the original
automaton had two distinct accepting runs over this input. This new automaton is essentially
obtained by a product construction. It simulates concurrently on the input two instances of
the original automaton. An extra gadget bit is used to detect that the two simultaneous runs
differ at some moment. Of course, this new automaton accepts some word if and only if the
original automaton is ambiguous. Since emptiness is decidable, we obtain that unambiguity
is decidable (even in polynomial time). This argument is generic, and can be applied to most
forms of automata. This is in particular true for all models of automata encountered in this
document, and even beyond.
As one may expect, unambiguous automata have some algorithmic advantages compared
to general non-deterministic automata. For instance, the problem of universality (whether
an automaton accepts all inputs), the problem of inclusion and the problem of equivalence
are PSPACE complete for languages described by non-deterministic automata [29]. The
situation is different for unambiguous automata.
I Theorem 3 (Hunt and Stearns [28]). Over finite words, the problems of universality,
inclusion and equivalence of languages accepted by unambiguous automata are polynomial.
Such results suggest that the notion of unambiguity could be used in decision procedures
in replacement for determinism. However, even if succinct unambiguous automata exist
(more succinct than equivalent deterministic automata), one does not know how to efficiently
construct them:
I Question 1. Is is possible to efficiently disambiguate non-deterministic automata? In
other words, does there exist a construction which, given a non-deterministic automaton,
produces an unambiguous automaton of minimal size (or close to the minimal) for the same
language, in time polynomial (in the sum of sizes of the input and the output)?
Closure properties. Some closure properties are elementary to perform on the languages
accepted by unambiguous automata. This is, in particular, the case for closure under union
and intersection. In order to achieve this, in either case one simply performs a product
construction. In contrast to deterministic automata, the languages of unambiguous automata
are closed under reversal in linear time (the procedure for non-deterministic automata
naturally preserves unambiguity). Note, once more, that these approaches are very generic,
and that these closure properties are enjoyed by most models of unambiguous automata, and
in particular all the models of automata appearing in this survey.
Another interesting operation on automata is the cascade (it is an operation on automata,
not on languages). The principle of cascading two automata is to run the first automaton on
the input, and then run a second automaton with the run of the first automaton as input.
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This operation is easy to perform using again a product construction. It can be used to
perform composition of transducers, and also generalises the construction of intersection and
union. It is very useful for things such as composing operators in a temporal logic. What
is interesting is that the cascade of non-deterministic automata yields a non-deterministic
automaton, the cascade of deterministic automata yields a deterministic automaton, and the
cascade of unambiguous automata yields an unambiguous automaton. The cascade operation
is a generic operation which can be applied to most models of automata, including all the
models of automata appearing in this survey. Cascade products preserve unambiguity in
all cases. Over words, this operation allows us to easily construct complex unambiguous
automata by cascading deterministic and co-deterministic automata.
However, it is erroneous to think that unambiguous automata are ‘easy’ to complement
in the manner of deterministic automata. Indeed, the notion of unambiguity does only refer
to how the automaton accepts an input, and it says nothing about rejecting an input.
I Question 2. What is the state complexity of complementing an unambiguous finite word
automaton? In particular, is it the case that the complement of the language of an un-
ambiguous word automaton is accepted by an unambigous word automaton of polynomial
size?
Remark in particular that determinising an unambiguous automaton may yield an exponential
blowup of the number of states, and thus it does not answer Question 2.
3.2 Strong unambiguity
To circumvent the problem of closure under complement, another notion of unambiguity can
be used. We call it strong unambiguity.
I Definition 4. A strongly unambiguous (and complete) automaton is an automaton which
can be used both as an unambiguous automaton for the language and as an unambiguous
automaton for its complement.
There are several ways to implement this definition. The simplest way is to consider the
couple of two unambiguous automata, one for the language, the other for the complement.
Some more compact presentations can be used, for instance using a single automaton and
(in the case of finite word automata) two couples of sets of initial states and final states, one
to be used for accepting the language, the other for accepting the complement. It is easy to
see that in terms of size, the two codings are similar up to a linear factor in size.
Note that testing if a pair of automata represent a strongly unambiguous automaton is
doable in polynomial time, at least over words. Indeed, it involves checking the unambiguity
of both automata, the emptiness of their intersection, and the universality of the union. All
these tests can be performed in polynomial time, the last one using Theorem 3.
Closure properties. Strongly unambiguous automata are naturally closed under union,
intersection, and cascade (using product constructions), and under complement. Strongly
unambiguous automata are also closed under reversal in an easy way. Once more these prop-
erties are generic, and apply to most models of automata, including all of those encountered
in this survey.
A natural question is the relationship between strong unambiguity and unambiguity in
the case of finite words, and in particular the possible ‘equivalence’ of the two notions. The
question is equivalent to Question 2.
I Question 3. Is it possible to transform an unambiguous automaton into a strongly unam-
biguous one of polynomial size?
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The two notions of unambiguity are interesting for finite word automata for complexity
reasons. However, it is when dealing with other models of automata that the subtlety of the
notion is revealed. We consider in the remainder of the section the case of register automata
in Section 3.3, the case of Büchi automata over infinite words in Section 3.4 and finally the
case of infinite trees in Section 3.5.
3.3 The motivating example of register automata
In this section, we show that notions of unambiguity, here strong unambiguity, can be used
for defining classes of languages with nice properties. This requires a change of model,
and going beyond classes of standard regular languages of finite words. We consider here
the case of register automata. In this case, the notions of deterministic, unambiguous
and non-deterministic automata have different expressive power. In particular the non-
deterministic model is too strong (e.g., it is not closed under complement, and universality is
undecidable). In this context it is interesting to consider the class of strongly unambiguous
register automata; it generalises deterministic register automata, has good closure properties
(in particular under complement and reversal contrary to deterministic automata), but does
not inherit the bad decidability properties of the general class of non-deterministic register
automata (universality is decidable).
A data word is a word over the alphabet A × D where A is a standard finite alphabet
of letters, and D is an infinite alphabet of data values. A register automaton (variant of
the model introduced by Kaminski and Francez [14] studied by Kaminski and Zeitlin [15]
under the name ‘finite-register automata with non-deterministic reassignement’) has a finite
number of states, and a finite number of registers, say 1, . . . , k. Registers can store data
values. A configuration of the automaton is a tuple (p, d1, . . . , dk) consisting of a state and a
data value for each register. At the beginning of the run, the automaton starts with any data
value stored in its register (non-deterministic choice). Then the run proceeds as for a non-
deterministic automaton whith reading the input, and at each time the transition describes
how to use the data values of the register. Transitions are of the form (p, a, u1, . . . , uk, q)
where p and q are states, a is a letter (from A), and u1, . . . , uk are sequences of actions taken
from {=, 6=, guess}. Such a transition goes from state p to state q when reading letter a and
performs the sequence of actions on each counter as follows: action = checks that the value
of the register coincides with the data value read currently (otherwise it is not allowed to
take the transition), the action 6= is similar, but checks that the data values are different,
and finally, the action guess possibly changes the value of the register, choosing the new
value non-deterministically.
Let us give two examples of register automata. Here we assume that A contains only one
letter, and we omit it wen drawing transitions. Furthermore, we consider only automata
with one register. Thus transitions are simply labeled with sequence of actions.
p q r
guess; =
6=
= p q r
guess; = =
The first one guesses a value and immediately checks that the guess coincides with the
left-most data value in the word. Then, it compares the value of this register with all other
positions in the word until it finds another occurrence of this value. In order to reach the
final state, the value stored in the register during the first step should be encountered a
second time in the word. It accepts the language ‘the first data value reappears’. The second
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automaton chooses non-deterministically a position in the word, stores its value, then chooses
non-deterministically a second position in the word, and checks that the value is equal to its
register. It accepts the language ‘some data value appears twice’. The reader can check easily
that the complement of the first language, namely the language ‘the first data value does
not occur elsewhere’ is also accepted by a register automaton (set the set of final states to
{p, q}). However, it is also well known that the complement of the second language, namely
the language ‘all data values are different’ is not accepted by any register automaton.
Using direct adaptations of the constructions for classical word automata, one can show
that the languages accepted by register automata are closed under union (using disjoint
union of the automata) and intersection (using a product construction, with a set of registers
containing all registers of the automata), and that their emptiness is decidable. The register
automata are also closed under reversal of languages (this is not the case for the original
model of Kaminski and Francez). However, on the negative side, register automata are not
closed under complement, and their universality problem is undecidable. Overall, these
automata seem to be too expressive, and it is relevant to search for sub-models which would
enjoy a better balance between expressiveness and decidability.
A first worthwhile restriction to consider is deterministic register automata. A deter-
ministic register automaton is a register automaton for which it is possible to construct in
a unique way a run, step by step, while reading the input from left to right. For this, one
requires that (a) there is exactly one initial state, (b) for each pair of distinct transitions
reading the same letter from the same state, there exists a register whose action starts with
= in one of the transitions, and starts with 6= in the other transition, (c) each guess action
is immediately followed with an = action, and (d) by convention the register share a common
data value at the beginning of the run1, say ⊥ 6∈ D. The sequence of actions ‘guess; =’ is
called store since it amounts to collect the current data value, and store it in the register2.
For instance, the first example of a register automaton above is in fact a deterministic
register automaton. Deterministic register automata are closed under union, intersection,
complement and cascade, and emptiness and universality are decidable. However, these
automata lack the closure under reversal.
The notion of a strongly unambiguous register automaton is the one presented for finite
word automata, instantiated for register automata. As in the usual case, the notion of strong
unambiguity is semantic (in terms of existence of runs), but it is nevertheless a decidable
property using the argument from the previous sections. Also, using the generic constructions
described above, one easily shows that strongly unambiguous register automata are closed
under intersection, union, complement and reversal. Furthermore, emptiness and universality
are decidable. Hence, this model seems a good compromise between expressivity (it is
more general than deterministic and co-deterministic automata) and decidability (most key
properties of closure and decidability hold).
However, there is another way to define a class with similar properties. Consider the
class of languages that are accepted by a register automaton and such that the complement
1 Strictly speaking, this is not a restriction of the syntax of non-deterministic register automata, never-
theless, one easily shows that such deterministic register automata, up to minor modifications, can be
seen as special cases of non-deterministic ones.
2 The original finite-memory automata of Kaminski and Francez are allowed to use the action store but
not the action guess. This restriction yields a weaker model, which is in particular not closed under
language reversal. For instance the language ‘the last data value does not appear before’ cannot be
recognised even with a non-deterministic finite-memory automaton. Kaminski and Zeitlin have studied
more recently the model of ‘finite-memory automata with non-deterministic reassignment’ [15]. This
model corresponds to register automata, where ‘non-deterministic reassignment’ stands for ‘guess’.
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is also accepted by a register automaton. Since non-deterministic register automata are
closed under intersection, union and reversal, the same holds for this class. Furthermore, the
emptiness and universality of this class are decidable. However, this class has one important
defect: it is not possible to decide if a pair (A,B) of register automata represents a valid
language of the class. Indeed, it would require to decide if the union of the languages of A
and B contains all words. This is the universality problem, which is undecidable for register
automata.
The conjecture is that the two classes coincide.
I Conjecture 4. The class of data languages that are accepted by register automata and
whose complements are accepted by register automata coincide with the class of data languages
accepted by strongly unambiguous automata.
One direction is straightforward. Indeed, since the class of strongly unambiguous data
languages is closed under complement, every language accepted by a strongly unambiguous
automaton is accepted by a register automaton as well as its complement.
Something which may seem surprising is that the above conjecture may even be effective.
This may happen in particular if it is proved as a consequence of the following conjecture.
I Conjecture 5. Given two data languages K,L accepted by register automata and of empty
intersection, there exists effectively a language U accepted by a strongly unambiguous register
automaton such that K ⊆ U and L ⊆ {U .
This conjecture would imply Conjecture 4. Indeed, if K and L are complement of each
other and both are accepted by a register automaton, then U = K where U is the strongly
unambiguous language from Conjecture 5. However, even if U is known, this would not help
for deciding whether K = {L.
Another conjecture regarding this class reads as follows.
I Conjecture 6. Strongly unambiguous register automata are equivalent to cascades of
deterministic and co-deterministic register automata.
Let us remark that the notion of cascade requires a bit more precision in this case. Indeed,
cascading automata means executing a second automaton with a run of the first automaton
as input. However, the question arises whether the second automaton, when reading the run
of the first automaton, has access to the content of the registers of the first automaton during
its run (as if these values were data-values written on the word). In the above conjecture, we
assume that cascade allows this.
We terminate with register automata by remarking that Conjectures 4 and 5 make sense
for the natural extension register automata to finite trees, while Conjecture 6 would have no
obvious meaning in this context.
3.4 The case of infinite words: prophetic Büchi automata
We have seen that it was straightforward for (finite) word automata to transform them into
unambiguous ones. Indeed, it is sufficient to determinise. The situation for infinite words is
different. We are dealing here with infinite words of length ω; i.e. words of the form a1a2 . . . ,
with a1, a2, . . . in a given finite alphabet A. The set of words over the alphabet A is denoted
Aω.
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A (non-deterministic) automaton over infinite words3 (Q,A,∆,W) has a set of initial
states I, an input alphabet A, a transition relation ∆, and an accepting condition W.
The accepting condition (C,W ) consists of an alphabet C and a language of infinite words
W ⊆ ACω. The transition relation is a subset of Q×A×C×Q. A run of such an automaton
over a word a1a2 . . . is a sequence:
(q0, a1, c1, q1), (q1, a2, c2, q2), . . .
of transitions in ∆. It is accepting if q0 ∈ I and c1c2 · · · ∈ W . A word is accepted if there
exists an accepting run over it. The set of accepted words is the language of the automaton.
An automaton over infinite words is called determinisitic (and complete) if for all input letter
a and all states p, there exists one and only one transition of the form (p, a, c, q).
Automata over infinite words are classified according to their accepting condition. A Büchi
automaton is an automaton over finite words using the accepting condition B = ({1, 2},WB)
whereWB is the language of infinite words that contain infinitely many occurrences of letter 2.
Transitions labelled with the condition letter 2 are called Büchi transitions. Said differently,
a run in a Büchi automaton is accepting if it visits infinitely often some Büchi transition.
Consider for instance the following Büchi automaton (where we take the convention that
Büchi transitions are drawn as double arrows):
p q
a, b
a, b
b
This automaton accepts the language of infinite words over {a, b} that contain finitely many
occurrences of the letter a. Indeed, for this automaton to accept an infinite word, the
accepting run has to witness infinitely many occurrences of the Büchi transition from q to q.
This means that the word has to eventually contain only b’s. Conversely, given an infinite
word with finitely many b’s, one can construct an accepting run by starting in state p, and
going to q when the last occurrence of letter a has been seen. This Büchi automaton is not
deterministic. It is well known that this language is not accepted by any deterministic Büchi
automaton (one interesting aspect of Büchi’s seminal work was to be able to complement
Büchi automata without determinising them [3]).
What McNaughton has later shown is that, using a stronger acceptance condition, it is
possible to determinise Büchi automata. A Müller accepting condition (C,M) is such that
M is a Boolean combination of properties of the form ‘the letter c occurs infinitely often’
[22].
I Theorem 5 (McNaughton [20]). A language of infinite words is accepted by a Büchi
automaton if and only if it is accepted by a deterministic Müller automaton.
A consequence of Theorem 5 is that Müller automata can be made deterministic (one
has to remark that Müller automata are easy to transform into Büchi automata), and hence
unambiguous. However, the question remains for Büchi automata: is it possible to transform
Büchi automata into equivalent unambiguous ones? Prophetic automata positively answer
this question. Indeed, every Büchi automaton can be made prophetic (Theorem 7), and
every prophetic automaton is strongly unambiguous.
3 We adopt here a terminology where accepting conditions label transitions rather than states. This is not
the standard definition. However the various models are equivalent, and all the content of this section
would be valid for the other model.
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Prophetic automata are a strong form of co-deterministic automata; i.e., automata such
that for all states q and all letters a there exists at most one transition of the form (p, a, c, q).
However, co-determinism (as studied in [1]) is not sufficient for guaranteeing unambiguity.
Indeed, since the word is infinite, there can be several infinite runs over the same input
even if it is co-deterministic (the proof that co-determinism entails unambiguity for finite
words involves an induction on the length of the word which cannot be performed for infinite
words).
I Definition 6. A Büchi automaton is prophetic4 if it is universal and unambiguous when
all its states are set to be initial.
So in particular if the prophetic automaton is such that all states are the origin of an
accepting run over some input (useless states are removed), the unambiguity assumption
entails that the automaton is co-deterministic. By definition, prophetic automata are strongly
unambiguous.
For instance, consider the following Büchi automaton (without initial states):
p q
r s
b
b
a
a
a, b
a
b
For all words (over {a, b}) this automaton has exactly one accepting run (assuming all states
are initial). Indeed, if a word has infinitely many a’s, it is accepted only from state p if the
first letter is b, and only from state q if its first letter is a. The word bω is accepted only
from state s, and the words with finitely many a’s (at least one) are accepted only from
state r. Hence this automaton is prophetic. If one sets {r, s} to be the set of initial states,
the automaton accepts the language of words with finitely many occurrences of letter a. As
explained above, this language is accepted by a non-deterministic Büchi automaton, but by
no deterministic Büchi automaton. This prophetic automaton shows that the language is
nevertheless accepted by a strongly unambiguous Büchi automaton.
Though the subject of this survey is not to dig further in this notion of prophetic automata,
let us show that it has some quite intriguing properties. In particular, these automata are in
some sense ‘minimal in the long run’. This can be illustrated by the following remark: ‘there
is exactly one prophetic automaton (that has only productive states) for the full langage
over the unary alphabet {a}, and this automaton has only one state’. This property is very
different from what we are used to with deterministic automata. Indeed, there are infinitely
many deterministic Büchi automata for this language.
The key theorem concerning prophetic Büchi automata is that such automata exist for
all regular languages of infinite words.
I Theorem 7 (Michel and Carton [5]). For all regular languages of infinite words, there exists
an equivalent prophetic automaton.
4 The reader should be aware that prophetic are called ‘unambiguous automata’ in [5]. We avoid this
terminology here which would be strongly ambiguous.
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A direct consequence of this result is that, in particular, Büchi automata can be made
strongly unambiguous.
This is not the only interest of prophetic automata. Another motivation is the use of
prophetic automata for the characterisation and decidability of classes of regular languages.
In general, one is interested in questions of the form:
Does a given regular language L belong to a fixed sub-class of regular languages?
This kind of questions was initiated with the famous seminal work of McNaughton-Papert-
Schützenberger [27, 21] characterising in an effective way the languages of finite words
that can be defined in first-order logic. There is now a rich variety of results of this form.
The decision procedure for such results usually starts by assuming that the language L is
represented in a specific suitable form. For instance, to characterise first-order logic, one
should start with a minimal deterministic automaton, or with the syntactic monoid. For
deciding the star-height one starts with another form of automata [16, 7]. We will also see in
Section 4 guidable automata which were introduced for attacking the Mostowski hierarchy
problem. In general, it is an interesting high level question to be able to relate the properties
of the class of regular languages one aims at with the suitable form of representation needed
for the language.
Prophetic automata enter this picture when one is interested in characterising the regular
languages of infinite words corresponding to some temporal logics, and more specifically, if
one wants to answer the following question:
Is it possible to define a regular language of infinite words L in temporal logic using
only the operator neXt (resp. Until)?
This problem is decidable [24], and the representation of the language used in the proof and
in the decision procedure is a prophetic automaton for L.
There is an intuitive reason for that: the temporal logics in consideration only use future
modalities, and thus nicely cohabit with prophetic automata. One way to witness this nice
cohabitation is to remark that a formula of such a temporal logic is naturally encoded as
a cascade of elementary prophetic automata representing the operators of the logic. This
would not hold if the logic could use past operators. Nor if automata would be deterministic
rather than prophetic.
3.5 The case of infinite trees and inherent ambiguity
We have only encountered word automata so far. The theory of automata over trees is also
very rich (see e.g., [10] for an extensive presentation).
For simplicity, we will use a slightly restrictive notion of trees. This is solely for simplifying
the technical aspects of the discussion. We will consider binary trees, with labels (from a
finite alphabet, say A) only on inner nodes (i.e., nodes that are not leaves). Each node has
either two children, or it is a leaf. One denotes by ε the root node of the tree, and given an
inner node x, one denotes by x0 its left child and by x1 its right child. The label at inner
node x in tree t is denoted t(x). One finally denotes by nodes(t) the set of nodes of the tree
t. A tree is finite if it has finitely many nodes, otherwise it is called infinite. We call the
infinite binary tree the only infinite tree without leaves over a unary alphabet.
A finite tree automaton (Q,A, I,∆, F ) has a finite set of states Q, an input alphabet A, a
set of initial states I, a transition relation ∆ ⊆ Q× A×Q×Q, and a set of final states F .
A run (ρ, δ) over a tree t is a mapping ρ from nodes of t to Q and a mapping δ from inner
nodes to ∆ such that for every inner node x, δ(x) = (ρ(x), t(a), ρ(x0), ρ(x1)). The run is
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initial if ρ(ε) is initial. The run is final if t(x) ∈ F for all leaves x. The run is accepting if it
is both initial and final. Note that ρ is sufficient by itself for defining the run. The mapping
δ will become necessary when we consider infinite trees.
Over finite words, determinism and co-determinism played a symmetric role, and so had
exactly the same properties. This is not the case over trees, due to the absence of similar
symmetry. For this reason, one distinguishes two different notions of determinism. A tree
automaton is bottom up deterministic (and complete) if (a) it has exactly only one final state
and (b) for all states q, r and letter a, there is exactly one transition of the form (p, a, q, r).
A tree automaton is top-down deterministic (and complete) if (a) it has only one initial
state, and (b) for all state p and all letters a there exists exactly one transition of the form
(p, a, q, r). A top-down deterministic automaton has exactly one initial run on each input. A
bottom-up deterministic automaton has exactly one final run on each finite input (there can
be several runs over infinite trees).
I Theorem 8. Automata over finite trees can be made bottom-up deterministic, but not
top-down deterministic in general.
The fact that every tree automaton can be made bottom-up deterministic is obtained by a
powerset-construction similar to the determinisation of word automata. For the impossibility
of obtaining top-down deterministic automata it is witnessed by the following very simple
tree language:{
a
a b
,
a
b a
}
.
Indeed, a top-down deterministic automaton, when processing the tree, has to guess whether
the b-subtree will occur in the left or the right sub-tree. This contradicts determinism.
Formally, the proof shows that if a top-down deterministic automaton accepts the above
trees, then it accepts also the ‘three-a’s’ tree.
Over finite trees it is possible to provide a strongly unambiguous automaton by using
bottom-up deterministic automata according to Theorem 8. But what about infinite trees?
Formally an infinite tree automaton is defined as for finite trees, but is further enhanced
with an accepting condition W = (C,W ) (as defined in Section 3.4), and each transition is
of the form (p, a, c, q, r) where c is an extra component from C. A run ρ over an infinite tree
is now called final if all its leaves belong to F , and furthermore for every infinite branch
x0, x1, . . . , the word ρ(x0)ρ(x1) · · · ∈W . A run is accepting if it is both initial and final. A
Müller automaton for infinite trees is such an automaton which uses a Müller acceptance
condition. A language of infinite trees is called regular if it is the language of some Müller
automaton over infinite trees. Regular languages of infinite trees are known to be closed
under union, intersection, and complement (a famous result of Rabin [25]).
For instance, consider the Büchi automaton for infinite trees over the alphabet {a, b}
that has states {p, q}, initial state p, final state q, and transitions:
{ (p, b, 1, p,>), (p, b, 1,>, p), (p, a, 1,>,>), (>, a, 2,>,>), (>, b, 2,>,>) } .
The language of this automaton is the language ‘there is an occurrence of the letter a’.
Observe first that all trees are accepted from state >. The state p should be understood
as ‘searching for letter a’. Given an input, the automaton has to start at root position in
state p; i.e., it ‘searches for letter a’. Then the state p is propagated as long as a letter b is
encountered (since only the two first transitions can be used from p while reading b). Each
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time the automaton has to decide to pursue its search to the left subtree (first transition) or
to the second subtree (second transition). When finding an occurrence of a, there is nothing
more to check and the third transition is used. Finally, the Büchi condition guarantees that
the two first transitions are not used infinitely often along an infinite branch; i.e., it prevents
the automaton from searching, never finding, but still accepting the input infinite tree.
I Theorem 9 (Carayol, Löding, Niwinski and Walukiewicz [4]). The language of infinite
trees ‘there is an occurrence of the letter a’ is intrinsically ambiguous; i.e., there exists no
unambiguous automaton for this language.
The proof of this result is by reduction to the result of the non existence of a regular choice
function over the infinite binary tree.
In order to state the result concerning choice one needs to define the regular relations
over trees. Firstly, given U1, . . . , Uk subsets of the nodes of t, denote by t[U1, . . . , Uk] the
tree t in which the label of node x is set to (t(x), b1(x), . . . , bk(x)) where bi(x) = 1 if x ∈ Ui
and 0 otherwise, for all i. In other word t[U1, . . . , Uk] is the tree t enhanced with the
characteristic functions of the sets U1, . . . , Uk as extra labelling information. Call now a
relation R ⊆ (2nodes(t))k regular if there is an automaton which accepts t[U1, . . . , Uk] if and
only if (U1, . . . , Uk) ∈ R. In other words, there exists an automaton which, when given the
various input sets as extra labelling of the tree, is able to check whether the relation holds
between them. We will use this definition for a function from sets of nodes to nodes. Such a
function can be seen in the usual way as a relation between sets and singleton sets.
A choice function on a tree t is a function which maps each non-empty subset of nodes of
t to one of its elements; it chooses an element in the set given as input.
I Theorem 10 (Gurevich and Shelah [12], see [4] for a simple proof). There is no regular
choice function on the infinite binary tree5.
The phenomenon raised by this theorem is that an automaton is able to test that a set of
nodes is non-empty, but it is unable to pinpoint in a unique way an element witnessing this
non-emptiness. The reduction essentially says that if an unambiguous automaton for the
language ‘there exists an occurrence of letter a’ existed, then this automaton would have
to identify in some way a specific occurrence of the letter a as witness6. Thus it could be
seen as choosing some occurrence of a inside the set of occurrences of a. In other word, this
automaton could be used, after some slight modifications, as an implementation of a choice
function. This would contradict Theorem 10.
4 Guidable automata
A guidable automaton is an automaton over finite or infinite trees which has some properties
that resemble those of a top-down deterministic automaton. Recall that top-down deter-
ministic automata are not as expressive as general automata, already over finite trees. The
notion was introduced in [8] and is deeply studied in [17].
Intuitively, a guidable automaton is an automaton which requires the minimum quantity of
information for resolving its non-determinism. This informal definition is stated as ‘given any
5 The theorem of Gurevich and Shelah is stated in terms of definability in monadic second-order logic.
Thanks to the result of Rabin [25], the statements are equivalent.
6 For instance, the above automaton for the language ‘there is an occurrence of letter a’ witnesses letter
a, namely when it uses the transition (p, a,>,>). But this automaton is ambiguous, and for this reason
there may be several positions on which this transition could be used.
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accepting run of any automaton for the same language, it contains sufficient information for
resolving the non-determinism.’ Another supporting intuition is that a guidable automaton
is able to ‘simulate’ the behaviour of any automaton for this language.
To implement this, let us first describe what is a guide from an automaton A to an
automaton B. A guide is an application:
g : QB ×∆A → ∆B ,
where QB are the state of B, and ∆A and ∆B are the set of transitions of the automata A
and B respectively.
Let us show now how to extend a guide g into a function g˜ from the runs of A to runs
of B. Assume that the automaton B has a unique initial state q0, and consider some run
(ρA, δA) of A over some input tree t. One constructs a run for B inductively as if g was
defining a top-down deterministic transducer of states QB, reading the run of A. Then there
is at most one run (ρ, δ) of B such that:
ρ(ε) = q0 and δ(x) = g(ρ(x), δA(x)) for all inner nodes x .
This initial run, if it exists, is called the run of B driven by (ρA, δA).
An infinite tree automaton A guides an infinite tree automaton B if there exists a guide
g such that for every accepting run ρ of A, g˜((ρ, δ)) is an accepting run of B over the same
infinite tree. A direct consequence of this is that the language of A is included in the language
of B. In fact, the guide g can be understood as an ‘easy to verify’ certificate for this inclusion.
I Definition 11. An infinite tree parity7 automaton B is guidable if for all infinite tree parity
automata A generating a sub-language of B, A guides B.
Thus, an automaton is guidable if for all automaton generating a sub-language there is an
easy certificate for the inclusion of the languages.
You can remark easily that every top-down deterministic automaton is guidable. Indeed,
the guide uses the input transition from ∆A just for determinining the letter, and has no
choice concerning the transition to take. The above infinite tree Büchi automaton for the
language ‘there is an occurrence of letter a’ is guidable. Unfortunately, this would be too
technical to establish here.
An important property of guidable automata is that they always exist.
I Theorem 12 ([8]). Every regular language of infinite trees is accepted by a guidable parity
automaton.
The construction requires a doubly exponential blowup, and this is tight [17].
This theorem was used for an attempt to deciding the Mostowski hierarchy for non-
deterministic automata; i.e. the hierarchy induced by the number of priorities necessary for
a parity automaton to accept a language of infinite trees. It seems that guidable automata
are the correct form of automata to analyse in a procedure for deciding this hierarchy. For
the moment the problem has only been reduced to another problem, the existence of a bound
on the function computed by some forms of automata [8].
Löding has proposed a method for deciding if a given infinite tree parity automaton
is guidable [17]. The key ingredient is to able to construct, given two infinite tree parity
7 The parity conditions are special cases of Müller conditions: the letters are integers, and the accepting
language contains those words such that the maximal integer encountered infinitely often is even.
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automata A and B, a finite Rabin game which is won by the first player if and only if A
guides B (and in this case the positional winning strategy induces the guide). The algorithm
for deciding if a given infinite tree parity automaton B is guidable is then to first transform
B into a guidable automaton A (this requires a doubly exponential blowup in the number of
states) and then check that A guides B. This is a doubly exponential procedure.
I Question 7. Can we decide efficiently if a infinite tree parity automaton is guidable? If the
answer is no, does there exist small certificates that an infinite tree automaton is guidable?
What is the state complexity of complementing a guidable automaton?
5 History-determinism
5.1 Principle
History-determinism is a notion suitable for automata running over words (finite or infinite).
It has been introduced for its use in the context of games of infinite duration by Henzinger
and Piterman [13] under the name ‘good for solving games’. The same notion was introduced
independently in [6] for cost functions, and used together with Löding in [9] for developing
the theory of cost functions over finite trees.
Given an infinite word automaton A = (Q,A, I,∆,W) (the automaton may have infinitely
many states) and a mapping τ from Q to some set Q′, denote by τ(A) the homomorphic
image of A by τ , that is the automaton (Q′, τ(I), τ(∆),W) where τ(∆) is the transition
relation
{(τ(p), a, c, τ(q)) : (p, a, c, q) ∈ ∆} .
The homomorphic image of an automaton over finite words is defined in a similar way,
omitting the accepting condition part, and replacing the final states F by τ(F ).
Let us remark that A may be deterministic and τ(A) not be deterministic. Note also that
the language of the homomorphic image is always a superset of the language of the original
automaton. This simply comes from the fact that accepting runs in A have an accepting
homomorphic image by τ . Note finally that it can be a strict superset.
I Definition 13. An automaton is history-deterministic if it is the homomorphic image of a
(possibly infinite) deterministic automaton for the same language.
The idea behind the notion of history-determinism is that an automaton can be non-
deterministic, but that one can use the deterministic automaton from which it is the
homomorphic image as an oracle for resolving the non-deterministic choices. If an automaton
is history-deterministic, and if adding a new transition or a new initial state to it does not
change the language, then the obtained automaton is again history-deterministic.
Consider a finite or infinite word history-deterministic automaton H which the homomor-
phic image τ(A) of a deterministic automaton for the same language. For p a state of A, call
Ap the language accepted from state p by A. For q a state of H, define in the same way Hq
the language accepted by H from state q. We claim that for all states p of A reachable from
the initial state, Ap = Hτ(p). One direction is straightforward. Indeed, any accepting run of
A from state p is send by τ to an accepting run over the same input of H from sate τ(p).
Conversely, assume a word u is accepted by H from state τ(p). Let w be a run such that A
reaches state p after reading it (reachability assumption). This means that wu is accepted
by H. Thus by the history-determinism assumption, wu is accepted by A. It follows, since
A is deterministic, that u is accepted by A from state p. This proves the claim.
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We directly deduce from it the following characterisation of history-deterministic automata
over finite words.
I Proposition 14. An automaton over finite words is history deterministic if and only if it
contains a deterministic sub-automaton for the same language.
Indeed the construction is as follows, where we reuse the above notations for A and H.
First of all, one can consider that all states of A are reachable. Otherwise one removes
the non-reachable states, and consider that H is the homorphic image of this restricted
automaton. Then one chooses as unique initial state τ(q0). Finally one removes sufficiently
many transitions from H for making it deterministic without creating a dead-end; i.e. without
ever removing the last transition issued from a given state reading a given letter. One then
checks that none of these edge removals change the language accepted by H. This is obvious
since whenever a transition has been removed from H, say (p, a, q), then another transitions
(p, a, q′) was existing. But, by the above claim, (and since we have only kept the states
which are homomorphic images of reachable states of A), Hq = Hq′ . It follows that removing
(p, a, q) or (p, a, q′) (but not both) from the automaton does not change its language.
It is natural to wonder whether this result can be extended.
I Conjecture 8. A parity automaton is history-deterministic if and only if it contains a
deterministic sub-automaton for the same language.
Let us remark that in the case of finite words, history-determinism has an efficient decision
procedure.
I Theorem 15 (Löding [18]). One can decide in polynomial time if an automaton has a
deterministic sub-automaton for the same language.
5.2 The motivating example of cost functions
Proposition 14 and Conjecture 8 tend to make us think that the notion is not very inter-
esting. Indeed it implies that history-deterministic automata are always of bigger size than
deterministic ones for the same language. So why would we be interested in using such forms
of automata?
An enlightening example is to consider the case of cost functions. In this model deter-
ministic automata are strictly weaker than non-deterministic ones, but history-deterministic
automata are as expressive as non-deterministic automata.
Let us describe this model of automata through examples. Consider the following
automaton:
p q r
a, b : ε
b : ε
a : ic
b : ε
a, b : ε
B =
This automaton is a one counter B-automaton ([6], following ideas from [16] and [2]). We do
not want to enter a full description of this object. Let us simply describe its semantics. The
interesting reader can refer to [9] for more precise definitions. In our case, the automaton
possesses one counter, which ranges over non-negative integers. At the beginning of the run,
the counter assumes value 0. Three actions can be performed on the counter:
it can be left unchanged, using action ε,
it can be incremented by 1, using action ic,
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it can be reset to 0, using action r.
Each transition is labelled a1, · · · : α, where a1, . . . are the letters read by the transition for
being fired, and α is the action performed on the counter. A run of the automaton is defined
as usual. A run is said n-accepting if it starts in an initial state, end in a final state and
the counter never exceeds value n along the run (this can be seen as a run under a resource
consumption constraint ). The n-language accepted by the automaton is the set of words
which are n-accepted. This first automaton n-accepts a word if and only if the input word
contains a factor of the form bamb for some m ≤ n. 8
One needs to adapt the notion of history-determinism to B-automata. A B-automaton is
history-deterministic9 if for all n, there is a deterministic B-automaton of same n-language,
the homomorphic image of which is A. In other words, the automaton is unique, but should
be uniformly history-deterministic for all acceptance conditions.
Let us give an intuitive meaning why the above automaton is not history-deterministic.
Fix yourself some n, for instance 1. Now imagine that you feed this automaton with a
word over {a, b}, letters by letters, yielding a word of value n. Your goal is to construct
step by step an n-accepting run of the automaton. At the beginning of the run, you are
in state p. While receiving each letter, you have to decide what transition to take. The
non-determinism occurs when in state p, while reading letter b. Your problem is that you
want to go to state q only when a segment of a’s of length n is about to arrive next. Whatever
is your computational power, if you do not know the letters to arrive next, you are unable to
decide if should proceed to p or to q. This informal argument is the reason why this first
B-automaton is not history-deterministic: it is impossible to resolve the non-determinism
without looking the input ahead. This corresponds to the above notion of history-determinism
since, assuming history-determinism, the automaton from which you are the homomorphic
image is deterministic, and hence it has all the computation power possible (there is no size
constraint, not even finiteness), but because of its determinism it has no access to the future
of the input.
Consider now the following automaton:
p q r
a : ε
b : r
a : ic
a : ε
b : ε
a, b : ε
H =
Consider an n-accepting run of this automaton over the input, then it has to read a p at
some point, and enters state q, then spends at most n steps in state p, and then reads again
a b allowing to proceed to r which is the only accepting state. This means that the word
contains a factor bamb for m ≤ n. Let us show conversely how to construct ‘in a deterministic
way’ an n-accepting run over a word containing a factor bamb for m ≤ n. The run starts
in state p. As long as a letter is met, and there is no non-deterministic choice, the run is
prolongated using the only transition available. The only case of non-determinism is when
the run is in state q and the input letter is an a. In this case, one has to choose to either
stay in p–call this choice ‘continue’–or to go to p–call this choice ‘skip’–. One resolves this
non-determinism by choosing to continue as long as the counter has a value smaller than n,
8 One often sees B-automata as defining functions. The function computed by a B-automaton is the
least n such that there exists an n-accepting run, or infinity if there is no such run. In this case, the
automaton computes the least size of a block of consecutive a’s surrounded by b’s.
9 The exact definition requires this modulo an approximation [6]. We do not enter these details here.
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and to skip otherwise. Using this construction, if the input word contains a factor bamb
for m < n, then the word has to terminate in state r which is accepting. This strategy of
constructing the run can be implemented by a deterministic automaton which would know
(a) what state the automaton H is in and (b) the current value of the counter. In this case
this bigger deterministic automaton (it has 3(n+ 1) states) is sent by homomorphic image
to H (by projecting out the counter value), and accepts the same n-language. This means
that H is history-deterministic. Furthermore it is equivalent to B.
In the above example, it is clear that it is required to know the current value of the counter.
And in fact, it would be impossible to provide a determinisitic or even an unambiguous
B-automaton which would accept the same n-language for all n. In this case, the notions of
determinism and history-determinism completely differ in expressiveness.
The general theory is a bit more involved, since automata need be considered modulo
an approximation ≈ in order to be made history determinisitic. We do not define it here.
Nevertheless, the following statement should sustain the interest of the notion of history-
determinism.
I Theorem 16 ([6]). B-automata cannot be made deterministic nor unambiguous, even up
to ≈. Every B-automaton is equivalent to an history-deterministic one, up to ≈.
In the last section, we explain why history-deterministic automata are good for solving
games. This has been used in particular for proving results concerning cost functions in [9].
5.3 History-determinism is good for solving games
As mentioned above the key motivation for introducing history-determinism is its use for
solving games. We will explain this for automata over infinite words, though the main
application of the technique is for cost-functions.
We start by describing what is a game. A game (A,W) consists of a winning condition
W = (C,W ) (corresponding to an accepting condition in Section 3.4), and an arena A which
is a (possibly infinite) directed graph with edges labeled by C, and such that the vertices
(called positions) are partitioned into positions for Eva and positions for Adam. Furthermore,
there is a distinguished starting position p0. Traditionally, the positions of Eva are denoted
by circles, and the positions of Adam by squares. The following example
p
r s
q
a
a b
b
a
a b
b
The game is played by two opponents, Eva and Adam. It starts by putting a token on the
starting position position (here r). Then the token is moved by the owner of the position.
Here Adam for the first move. The player chooses the edges along which the token should
move. Here, either to p or to q. Then the game proceeds with the new position. In the above
case, this is the turn of Eva to play. In the end, the two players will have constructed an
infinite path in the arena, labeled with some infinite word w over C. This play is winning for
Eva if w ∈W . Otherwise it is winning for Adam. A player is winning if he has a strategy
specifying what he should play such that, whatever are the choice of the opponent, the
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resulting play is winning for him. Formally, a strategy is defined as a mapping from partial
plays (the prefix of a play), ending in a state of the player to edges, the transition taken by
the strategy after having seen this prefix. In the above case, if the winning condition is the
set of languages that contains infinitely many occurrences of both a and b, then Eva (circle)
wins the game by alternatively playing left and right.
A winning condition is called determined if for all games using this winning condition,
one of the players has a winning strategy. It is possible to construct winning conditions
which are not determined. However, thanks to Martin’s theorem [19], every reasonable
accepting condition, and in particular every regular winning condition is determined. This
is an important property since it allows us to reason with arguments such as if there is no
strategy for one player, then the other has a winning strategy: it allows to complement
an existential property ‘there is a strategy for one player’, and obtain again an existential
property ‘there is a strategy for the other player’ (?).
Games play an important role in automata theory since the seminal work of Gurevich
and Harrington [11], and in particular in the proof of closure under complementation of
the regular languages of infinite trees. More specifically, complementing a regular language
means negating a property of the form ‘there exists a run of the first automaton’, and obtain
a property of the form ‘there exists a run of the complement automaton’. This is exactly
what games are good for (cf. ?). But for this approach to work, the automata must be
able to ‘manipulate’ the strategies. The issue is that the strategy is a very complex object.
Indeed it tells what should be the next arrow to take knowing the full history of the play
so far. This is too much information for an automaton. For this reason, the simpler finite
memory strategies play an important role. In the above example, player Eva requires one bit
of memory in order to switch between left and right, and be sure to win: this is a memory 2
strategy. In fact, the condition ‘infinitely many a’s and infinitely many b’s’ requires memory
at most 2 in every game. Said differently, on every game with this winning condition, if Eva
wins, then she needs only one bit of memory for implementing a winning strategy. More
generally, every winning condition which is a regular language of infinite words requires only
a finite amount of memory to implement the winner’s strategy.
It would be too long to explain in mode detail why finite memory strategy are important
for complementing infinite tree automata. Another advantage of the notion is that it helps
for deciding the winner in a finite game. Indeed, it is sufficient to guess a finite memory
strategy (and this is an object of linear size), and then check that this strategy is winning
(often a polynomial task). This is how one proves that deciding the winner of a game over a
fixed regular winning condition is in NP∩coNP (it is more complex if the winning strategy is
part of the input).
Now, consider a game G of winning condition L = (B, L), and assume you have a
deterministic infinite word automaton A for the language L of accepting condition W =
(C,W ). Then, a natural thing to do is to compose the two objects. This yields a new
game G ⊗ A, the position of which are ordered pairs of a position in G and a state of A,
and of winning condition W. At each turn of the game, the player chooses to move the
token according to the first game, and the second component is updated according to the
transitions of the automaton, outputting a letter from C. Formally, a new position (p, q)
belongs to the same player as p in G, and there is an edge from (p, q) to (p′, q′) labelled c if
there is an edge from p to p′ labelled b in G, and a transition of the form (q, b, c, q′) in A.
The starting position is the pair of the starting position in G and the initial state from A. It
is quite clear that playing this new game amounts to play the original game, and update
at the same time the state of the automaton. Since the automaton accepts the winning
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condition L, the winner is preserved.
I Theorem 17. The games G and G ⊗ A have same winner. Furthermore, if the winner of
G ⊗A can win with memory k, then he/she can win with memory k|A| the game G.
The memory part of this statement is also natural: in order to translate a winning strategy
from G ⊗A to a winning strategy for G, it is necessary to maintain (a) sufficient memory for
winning the game G ⊗ A, and furthermore (b) sufficient memory for keeping track of the
state the automaton A should be in. Hence an upper bound of k|A|.
A similar construction can be done, with A not deterministic. In this case, in the product
game G ⊗A, player Eva is furthermore in charge of constructing the run of the automaton
(this is implemented in the precise definition of the game). But, if A is not deterministic,
what remains true is that if Adam wins G, then Adam wins G ⊗A. The converse does not
necessarily hold. Indeed, the game G ⊗ A requires Eva to resolve the non-determinism of
A. But, when Eva makes such a choice, Adam can take advantage of this information for
winning the game. History-determinism is here the right notion, and this is why the notion
is also called ‘good for solving games’ in [13]:
I Theorem 18. If H is history-deterministic, then G and G ⊗H have same winner.
What differs here compared to the deterministic case is that, when translating the winning
strategy for Eva in the game G ⊗H to G, one uses the automaton A from which H is the
homomorphic image as second component.
The intriguing consequence of this is that the memory needed to win the game G is now
k|A| and not k|H| as if H was deterministic. This is interesting since the automaton A may
a priori be very large compared to H. Using this construction, one reduces a game G which
may require a lot of memory to a slightly larger game G ⊗ H of same winner which uses
much less memory.
In the context of regular winning conditions, assuming Conjecture 8 holds, we cannot
hope to really win something, since this means that one could choose the automata H and A
of same size. In [9] the technique is used for cost functions. In this context, it allows one to
transform games that require an unbounded quantity of memory into games which require no
memory. History-deterministic automata play a crucial role in the theory of cost-functions
for this reason.
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Abstract
In these lectures, I will describe a simple iterative method that supplies new proofs of integrality
of linear characterizations of various basic problems in combinatorial optimization, and also
allows adaptations to design approximation algorithms for NP-hard variants of these problems
involving extra “degree-like” budget constraints. It is inspired by Jain’s iterative rounding method
for designing approximation algorithms for survivable network design problems, and augmented
with a relaxation idea in the work of Lau, Naor, Salvatipour and Singh in their work on designing
the approximation algorithm for its degree bounded version. Its application was further refined
in recent work of Bansal, Khandekar and Nagarajan on degree-bounded directed network design.
I will begin by reviewing the background material on LP relaxations and their solvability and
properties of extreme point or vertex solutions to such problems. I will then introduce the basic
framework of the method using the assignment problem, and show its application by re-deriving
the approximation results of Shmoys and Tardos for the generalized assignment problem.
I will then discuss linear characterizations for the spanning tree polyhedron in undirected
graphs and give a new proof of integrality using an iterative method. I will then illustrate an
application to approximating the degree-bounded version of the undirected problem, by proving
the results of Goemans and Lau & Singh.
I will continue with showing how these methods for spanning trees simplify and generalize
to showing linear descriptions of maximum weight matroid bases and also maximum weight sets
that are independent in two different matroids. This also leads to good additive approximation
algorithms for a bounded degree version of the matroid basis problem.
I will close with applications of the iterative method by revisiting Jain’s original proof for
the SNDP and giving a new proof that unifies its treatment with that for the Symmetric TSP
polyhedron (describing joint work with Nagarajan and Singh). I will also outline the versatility
of the method by pointing out the other problems for which the method has been applied,
summarizing the discussion in a recent monograph I have co-authored on this topic with Lap Chi
Lau and Mohit Singh (published by Cambridge University Press, 2011).
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On Randomness in Hash Functions∗
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Abstract
In the talk, we shall discuss quality measures for hash functions used in data structures and
algorithms, and survey positive and negative results. (This talk is not about cryptographic hash
functions.) For the analysis of algorithms involving hash functions, it is often convenient to as-
sume the hash functions used behave fully randomly; in some cases there is no analysis known
that avoids this assumption. In practice, one needs to get by with weaker hash functions that
can be generated by randomized algorithms. A well-studied range of applications concern realiza-
tions of dynamic dictionaries (linear probing [37], chained hashing, dynamic perfect hashing [21],
cuckoo hashing and its generalizations [30, 42]) or Bloom filters [8, 11] and their variants.
A particularly successful and useful means of classification are Carter and Wegman’s universal
or k-wise independent classes, introduced in 1977 [13, 53]. A natural and widely used approach
to analyzing an algorithm involving hash functions is to show that it works if a sufficiently strong
universal class of hash functions is used [10, 18, 21, 41], and to substitute one of the known
constructions of such classes [2, 3, 7, 13, 16, 20, 45, 50, 51, 53]. This invites research into the
question of just how much independence in the hash functions is necessary for an algorithm to
work. Some recent analyses that gave impossibility results constructed rather artificial classes
that would not work [15, 43]; other results pointed out natural, widely used hash classes that
would not work in a particular application [1, 25, 26, 41, 43]. Only recently it was shown that
under certain assumptions on some entropy present in the set of keys even 2-wise independent
hash classes will lead to strong randomness properties in the hash values [14, 39]. The negative
results in [25] show that these results may not be taken as justification for using weak hash classes
indiscriminately, in particular for key sets with structure.
When stronger independence properties are needed for a theoretical analysis, one may resort
to classic constructions [46, 47, 22]. Only in 2003 it was found out how full randomness can
be simulated using only linear space overhead (which is optimal) [28, 40]. The “split-and-share”
approach [17, 24, 30] can be used to justify the full randomness assumption in some situations
in which full randomness is needed for the analysis to go through, like in many applications
involving multiple hash functions (e. g., generalized versions of cuckoo hashing with multiple
hash functions [19, 30, 31, 32, 33, 34, 38] or larger bucket sizes [27, 29, 12], load balancing [5],
Bloom filters and variants [8, 23], or minimal perfect hash function constructions [6, 9, 17]).
For practice, efficiency considerations beyond constant factors are important. It is not hard
to construct very efficient 2-wise independent classes [16, 48]. Using k-wise independent classes
for constant k bigger than 3 has become feasible in practice only by new constructions [36, 50, 51]
involving tabulation. This goes together well with the quite new result that linear probing works
with 5-independent hash functions [41].
Recent developments suggest that the classification of hash function constructions by their
degree of independence alone may not be adequate in some cases. Thus, one may want to
analyze the behaviour of specific hash classes in specific applications, circumventing the concept
of k-wise independence. Several such results were recently achieved concerning hash functions
that utilize tabulation [44, 49]. In particular if the analysis of the application involves using
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randomness properties in graphs and hypergraphs (generalized cuckoo hashing [30], also in the
version with a “stash” [35], or load balancing [5, 52]), a hash class combining k-wise independence
with tabulation has turned out to be very powerful [4, 28, 54].
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Abstract
In this talk we describe a new type of probabilistic algorithm which we call Bellagio Algorithms:
a randomized algorithm which is guaranteed to run in expected polynomial time, and to produce
a correct and unique solution with high probability. These algorithms are pseudo-deterministic:
they can not be distinguished from deterministic algorithms in polynomial time by a probabilistic
polynomial time observer with black box access to the algorithm.
We show a necessary and sufficient condition for the existence of a Bellagio Algorithm for an
NP relation R: R has a Bellagio algorithm if and only if it is deterministically reducible to some
decision problem in BPP. Several examples of Bellagio algorithms, for well known problems in
algebra and graph theory which improve on deterministic solutions, follow.
The notion of pseudo-deterministic algorithms (or more generally computations) is interesting
beyond just sequential algorithms. In particular, it has long been known that it is impossible to
solve deterministically tasks such as consensus in a faulty distributed systems, whereas random-
ized protocols can achieve consensus in expected constant time. We thus explore the notion of
pseudo-deterministic fault tolerant distributed protocols: randomized protocols which are poly-
nomial time indistinguishable from deterministic protocols in presence of faults.
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Abstract
The Travelling Salesman Problem is one of the most fundamental and most studied problems
in approximation algorithms. For more than 30 years, the best algorithm known for general
metrics has been Christofides’s algorithm with approximation factor of 32 , even though the so-
called Held-Karp LP relaxation of the problem is conjectured to have the integrality gap of only
4
3 . Very recently, significant progress has been made for the important special case of graphic
metrics, first by Oveis Gharan et al. [3], and then by Mömke and Svensson [8]. In this paper,
we provide an improved analysis of the approach presented in [8] yielding a bound of 139 on the
approximation factor, as well as a bound of 1912 + ε for any ε > 0 for a more general Travelling
Salesman Path Problem in graphic metrics.
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1 Introduction and related work
The Travelling Salesman Problem (TSP) is one the most fundamental and most studied
problems in combinatorial optimization, and aproximation algorithms in particular. In
the most standard version of the problem, we are given a metric (V, d) and the goal is to
find a closed tour that visits each point of V exactly once and has minimum total cost,
as measured by d. This problem is APX-hard, and the best known approximation factor
of 32 was obtained by Christofides [1] more than thirty years ago. However, the so-called
Held-Karp LP relaxation of TSP is conjectured to have an integrality gap of 43 . It is known
to have a gap at least that big, however the best known upper bound [9] for the gap is given
by Christofides’s algorithm and equal to 32 .
In a more general version of the problem, called the Travelling Salesman Path Problem
(TSPP), in addition to a metric (V, d) we are also given two points s, t ∈ V and the goal is to
find a path from s to t visiting each point exactly once, except if s and t are the same point
in which case it can be visited twice (this is when TSPP reduces to TSP). For this problem,
the best approximation algorithm known is that of Hoogeveen [7] with approximation factor
of 53 . However, the Held-Karp relaxation of TSPP is conjectured to have an integrality gap
of 32 .
One of the natural directions of attacking these problems is to consider special cases
and several attempts of this nature has been made. The most interesting one is the graphic
TSP/TSPP, where we assume that the given metric is the shortest path metric of an undirected
graph. Equivalently, in graphic TSP we are given an undirected graph G = (V,E) and we
need to find a shortest tour that visits each vertex at least once. Yet another formulation
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would ask for a minimum size Eulerian multigraph spanning V and only using edges of G.
Similar formulations apply to the graphic TSPP case. The reason why these special cases
are very interesting is that they seem to include the difficult inputs of TSP/TSPP. Not only
are they APX-hard (see [5]), but also the standard examples showing that the Held-Karp
relaxation has a gap of at least 43 in the TSP case and
3
2 in the TSPP case, are in fact graphic
metrics.
Very recently, significant progress has been made in approximating the graphic TSP and
TSPP. First, Oveis Gharan et al. [3] gave an algorithm with an approximation factor 32 − ε
for graphic TSP. Following that, Mömke and Svensson [8] obtained a significantly better
approximation factor of 14(
√
2−1)
12
√
2−13 ≈ 1.461 for graphic TSP, as well as factor 3−
√
2 + ε ≈
1.586+ε for graphic TSPP, for any ε > 0. Their approach uses matchings in a truly ingenious
way. Whereas most earlier approaches (including that of Christofides [1] as well as Oveis
Gharan et al. [3]) add edges of a matching to a spanning tree to make it Eulerian, the new
approach is based on adding and removing the matching edges. This process is guided by a
so-called removable pairing of edges which essentially encodes the information on which edges
can be simultanously removed from the graph without disconnecting it. A large removable
pairing of edges is found by computing a minimum cost circulation in a certain auxiliary
flow network, and the bounds on the cost of this circulation translate into bounds on the
size of the resulting TSP tour/path.
1.1 Our results
In this paper we present an improved analysis of the cost of the circulation used in the
construction of the TSP tour/path. Our results imply a bound of 139 ≈ 1.444 on the
approximation factor for the graphic TSP, as well as a 1912 + ε ≈ 1.583 + ε bound for the
graphic TSPP, for any ε > 0. The circulation used in [8] consists of two parts: the “core”
part based on an extreme optimal solution to the Held-Karp relaxation of TSP, and the
“correction” part that adds enough flow to the core part to make it feasible. We improve
bounds on costs of both part, in particular we show that the second part is in a sense
free. As for the first part, similarly to the original proof of Mömke and Svensson, our proof
exploits its knapsack-like structure. However, we use the 2-dimensional knapsack problem in
our analysis, instead of the standard knapsack problem. We also provide a supplementary
essentially matching lower bound on the cost of the core part, which means that any further
progress on bounding that cost has to take into account more than just the knapsack-like
structure of the circulation.
1.2 Organization of the paper
In the next section we present previous results relevant to the contributions of this paper. In
particular we recall key definitions and theorems of Mömke and Svensson [8]. In Section 3
we present the improved upper bound on the cost of the core part of the circulation, as well
as an essentially matching lower bound. In Section 4 we prove that the correction part of
the circulation is in a sense free. Finally, in Section 5 we apply the results of the previous
sections to obtain improved approximation algorithms for graphic TSP and TSPP.
2 Preliminaries
In this section we review some standard results concerning TSP/TSPP approximation and
recall the parts of the work of Mömke and Svensson [8] relevant to the contributions of
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this paper. Note that large parts of the material presented in [8] are omitted entirely or
collapsed to a single theorem statement. A reader interested in a more detailed and complete
exposition is advised to read the original paper instead.
2.1 Held-Karp Relaxation and the Algorithm of Christofides
The Held-Karp relaxation (or subtour elimination LP) for graphic TSP on graph G = (V,E)
can be formulated as follows (see [6, 4, 8] for details on equivalence between different
formulations):
min
∑
e∈E
xe subject to x(δ(S)) ≥ 2 for ∅ 6= S ⊂ V, where xe ≥ 0.
Here δ(S) denotes the set of all edges between S and V \S for any S ⊆ V , and x(F ) denotes∑
e∈F xe for any F ⊆ E. We will refer to this LP as LP (G) and denote the value of any of
its optimal solutions by OPTLP (G).
The approximation ratio of the classic 32 -approximation algorithm for metric TSP due to
Christofides [1] is in fact related to OPTLP (G) as follows:
I Theorem 2.1 (Shmoys, Williamson [9]). The cost of the solution produced by the algorithm
of Christofides on a graph G is bounded by n+OPTLP (G)/2, and so its approximation factor
is at most n+OPTLP (G)/2OPTLP (G) .
The Held-Karp relaxation can be generalized to the graphic TSPP in a straightforward
manner. Suppose we want to solve the problem for a graph G = (V,E) and endpoints s, t.
Let Φ = {S ⊆ V : |{s, t} ∩ S| = 1}. Then the relaxation can be written as
min
∑
e∈E xe
subject to x(δ(S)) ≥ 2 for S 6∈ Φ
x(δ(S)) ≥ 1 for S ∈ Φ
xe ≥ 0 for e ∈ E
We denote this generalized program by LP (G, s, t) and its optimum value by OPTLP (G, s, t).
It is clear that OPTLP (G, v, v) = OPTLP (G) for any v ∈ V .
Let G′ = (V,E ∪ {e′}), where e′ = {s, t}. From any feasible solution to LP (G, s, t) we
can obtain a feasible solution to LP (G′) by adding 1 to xe′ . Therefore
I Fact 2.2. OPTLP (G, s, t) ≥ OPTLP (G′)− 1.
2.2 Reduction to Minimum Cost Circulation
The authors of [8] use the optimal solution of LP (G) to construct a low cost circulation in a
certain auxiliary flow network. This circulation is then used to produce a small TSP tour for
G. We will now describe the construction of the flow network and the relationship between
the cost of the circulation and the size of the TSP tour.
Let us start with the following reduction
I Lemma 2.3 (Lemma 2.1 and Lemma 2.1(generalized) of Mömke and Svensson [8]). If there
exists a polynomial time algorithm that for any 2-vertex connected graph G returns a graphic
TSP solution of cost at most r · OPTLP (G), then there exists an algorithm that does the
same for any connected graph. Similarly, if there exists a polynomial time algorithm that for
any 2-vertex connected graph G and its two vertices s, t returns a graphic TSPP solution of
cost at most r ·OPTLP (G, s, t), then there exists an algorithm that does the same for any
connected graph.
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We will henceforth assume that the graphs we work with are all 2-vertex-connected. Let G
be such graph. We now construct a certain auxiliary flow network corresponding to G.
Let T be a DFS spanning tree of G with an arbitrary root vertex r. Direct all edges of T
(called tree-edges) away from the root, and all other edges (called back-edges) towards the
root. Let ~G be the resulting directed graph, and let ~T be its subgraph corresponding to T .
Where neccessary to avoid confusion, we will use the name arcs (and tree-arcs and back-arcs)
for the edges of this directed graph. The flow network is obtained from ~G by replacing some
of its vertices with gadgets, as described below.
Let v be any non-root vertex of ~G having l children: w1, . . . , wl in T . We introduce l
new vertices v1, . . . , vl and replace the tree-arc (v, wj) by tree-arcs (v, vj) and (vj , wj) for
j = 1, . . . , l. We also redirect to vj all the back-arcs leaving the subtree rooted by wj and
entering v. We will call the new vertices and the root in-vertices and the remaining vertices
out-vertices. We will also denote the set of all in-vertices by I. Notice that all the back-arcs
go from out-vertices to in-vertices, and that each in-vertex has exactly one outgoing edge.
We assign lower bounds (demands) and upper bounds (capacities) as well as costs to arcs.
The demands of the tree-arcs are 1 and the demands of the back-arcs are 0. The capacities of
all arcs are∞. Finally the cost of any circulation f is defined to be∑v∈I max(f(B(v))−1, 0),
where B(v) is the set of incoming arcs of v. This basically means that the cost is 0 for
tree-arcs and 1 for back-arcs, except that for every in-vertex the first unit of circulation is
free. The circulation network described above will be denoted C(G,T ). For any circulation
C, we will use |C| to denote its cost as described above.
It is worth noting that the cost function of C(G,T ) can be simulated using the usual
fixed-cost edges by introducing an extra vertex v′ for each in-vertex v, redirecting all in-arcs
of v to v′ and putting two arcs from v′ to v: one with capacity of 1 and cost 0, and the other
with capacity ∞ and cost 1. For simplicity of presentation however, we will use the simpler
network with a slighly unusual cost function.
Also note that the edges of C(G,T ) minus the incoming tree edges of the in-vertices are
in 1-to-1 correspondance with the edges of G. Similarly, all vertices of C(G,T ) except for
the new in-vertices correspond to the vertices of the original graph. We will often use the
same symbol to denote both edges or both vertices.
The main technical tool of [8] is given by the following theorem:
I Theorem 2.4 (Lemma 4.1 of [8]). Let G be a 2-vertex connected graph, let T be a DFS
tree of G, and let C∗ be a circulation in C(G,T ) of cost |C∗|. Then there exists a spanning
Eulerian multigraph H in G with at most 43n+
2
3 |C∗| − 23 edges. In particular, this means
that there exists a TSP tour in the shortest path metric of G with the same cost.
and its generalized version
I Theorem 2.5 (Lemma 4.1(generalized) of [8]). Let G = (V,E) be a 2-vertex connected
graph and s, t its two vertices, and let G′ = (V,E ∪ {e′}) where e′ = {s, t}. Let T be a
DFS tree of G′ and let C∗ be a circulation in C(G′, T ) of cost |C∗|. Then there exists
a spanning multigraph H in G, that has an Eulerian path between s and t with at most
4
3n+
2
3 |C∗| − 23 + distG(s, t) edges. In particular, this means that there exists a TSP path
between s and t in the shortest path metric of G with the same cost.
I Remark. The above theorem is not just a rewording of the generalized version of Lemma
4.1 from [8]. In our version C∗ is a circulation in C(G′, T ) and not C(G,T ). Note however,
that in the proof of Theorem 1.2 of [8] the authors are in fact using the version above, and
provide arguments for why it is correct.
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In order to be able to apply Theorem 2.4 and Theorem 2.5, the authors of [8] use the
optimal solution of LP (G) to define a circulation f in C(G,T ) as follows. Let G = (V,E)
be a graph, and let E′ = {e ∈ E : x∗e > 0}, where x∗ is an extreme optimal solution of
LP (G). Let G′ = (V,E′). It is clear that x∗ is also an optimal solution for LP (G′), so an
r-approximate TSP tour with respect to OPTLP (G′) is also r-approximate with respect to
OPTLP (G). Therefore, we can always assume that E′ = E. The reason why this assumption
is useful is given by the following theorem.
I Theorem 2.6 (Cornuejols, Fonlupt, Naddef [2]). For any graph G, the support of any
extreme optimal solution to LP (G) has size at most 2n− 1.
Thus, we can assume that |E| ≤ 2n − 1. Moreover, we can assume that G is 2-vertex
connected because of Lemma 2.3.
Let T used in the construction of C(G,T ) be the tree resulting from always following the
edge e with the highest value of x∗e. We construct a circulation f in C(G,T ) as a sum of two
ciculations: f ′ and f ′′. The ciculation f ′ corresponds to sending, for each back-arc a, flow of
size min(x∗a, 1) along the unique cycle formed by a and some tree-arcs. The circulation f ′′ is
defined in a way that guarantees that f = f ′ + f ′′ satisfies all the lower bounds. Let v be
an out-vertex and w an in-vertex, such that there is an arc (v, w) in C(G,T ), and the flow
on (v, w) is smaller than 1. Also let a be any back-arc going from a descendant of w to an
ancestor of v (in ~T ). Such an arc always exists since G is 2-vertex connected. We push flow
along all edges of the unique cycle formed by a and tree-arcs until the flow on (v, w) reaches
1.
The total cost of f can be bounded by∑
v∈I
max(f(B(v))− 1, 0) ≤
∑
v∈I
max(f ′(B(v))− 1, 0) +
∑
v∈I
f ′′(B(v)).
We will denote the sum
∑
v∈I f
′′(B(v)) by |f ′′|, which is slightly inconsistent with previous
definitions, but simplifies the notation quite a bit. We thus have |f | ≤ |f ′|+ |f ′′|.
The authors of [8] provide the following bounds for the two terms of the above expression:
I Lemma 2.7 (Claim 5.3 in [8]). |f ′′| ≤ OPTLP (G)− n.
I Lemma 2.8 (Claim 5.4 in [8]). |f ′| ≤ (7− 6√2)n+ 4(√2− 1)OPTLP (G).
The main theorem of [8] follows from these two bounds
I Theorem 2.9 (Theorem 1.1 in [8]). There exists a polynomial time approximation algorithm
for graphic TSP with approximation ratio 14(
√
2−1)
12
√
2−13 < 1.461.
3 New upper bound for |f ′|
In this section we describe an improved bound on |f ′|.
I Lemma 3.1. |f ′| ≤ 53OPTLP − 32n.
Before presenting our analysis of the cost of f ′ let us recall some notation and basic
observations introduced in [8]. For any v ∈ I let tv be the (unique) outgoing arc of v.
I Fact 3.2. For every in-vertex v, we have |B(v)| ≥
⌈
f ′(B(v))
min(x∗tv ,1)
⌉
.
Proof. Since T was constructed by always following the arc a with the highest value of x∗a,
we have that x∗tv ≥ xa for any a ∈ B(v) and the claim follows. J
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Decompose f ′(B(v)) into two parts: lv = min(2− x∗tv , f ′(B(v))) and uv = f ′(B(v))− lv.
The intuition here is that the higher uv is, the larger OPTLP (G) is. In particular, if we let
u∗ =
∑
v∈I uv, then
I Fact 3.3 (Stated in the proof of Claim 5.4 in [8]). u∗ ≤ 2(OPTLP (G)− n).
Proof. Consider a vertex v of G which (in the construction of C(G,T )) is replaced by a
gadget with a set Iv of in-vertices, and let x∗(v) be the fractional degree of v in x∗. Since
for any w ∈ Iv, the tree-arc tw and all the back-arcs entering w correspond to edges of G
incident to v, each such w contributes at least 2 + uw to x∗(v), provided that uw > 0 (if
uw = 0 we cannot bound w’s contribution in any way). Since we also know that x∗(v) ≥ 2
(this is one of the inequalities of the Held-Karp relaxation), we get the following bound
x∗(v) ≥ max
2, ∑
w∈Iv, uw>0
(2 + uw)
 ≥ 2 + ∑
w∈Iv
uw.
Summing this over all vertices we get 2OPTLP (G) ≥ 2n+ u∗, and the claim follows. J
Because of Theorem 2.6 we have
∑
v∈I |B(v)|+ n− 1 ≤ 2n− 1, and so by Fact 3.2∑
v∈I
⌈
lv + uv
min(1, x∗tv )
⌉
≤ n.
Also note that in terms of lv and uv the total cost of f ′ is given by the following formula∑
v∈I
max(0, lv + uv − 1).
Our goal is to upper-bound this cost as a function of n and u∗. Instead of working directly
with G and the solution x∗ to the corresponding LP (G), we abstract out the key properties
of x∗tv , lv and uv and work in this restricted setting.
I Definition 3.4. A configuration of size n is a triple (x, l, u), where x, l, u : {1, . . . , n} → R≥0
such that for all i = 1, . . . , n
1. 0 < xi ≤ 1,
2. li ≤ 2− xi, and
3. ui > 0 =⇒ li = 2− xi.
I Definition 3.5. Let C = (x, l, u) be a configuration. We will say that the i-th element
of C uses d li+uixi e edges and denote this number by ei(C), or ei if it is clear what C is.
We will also say that C uses
∑n
i=1 ei edges. Also, the value of C is defined as val(C) =∑n
i=1 max(0, li + ui − 1). Note that upper-bounding the cost of f ′ corresponds to finding
the maximum value of C.
I Remark. The values xi, li and ui correspond to xtv , lv and uv, respectively. The properties
enforced on the former are clearly satisfied by the latter with the exception of the inequalities
xi ≤ 1. The reason for introducing these inequalities is the following. Without them, the
natural definition of the number of edges used by the i-th element of C would be
⌈
li+ui
min(xi,1)
⌉
.
However, in that case, for any configuration C there would exists a configuration C ′ with
val(C ′) ≤ val(C) and xi ≤ 1 for all i = 1, . . . , n. In order to construct C ′ simply replace
all xi > 1 with ones. If as a result we get li < 2− xi and ui > 0 for some i, simultanously
decrease ui and increase li at the same rate until one of these inequalities becomes an equality.
For that reason, we prefer to simply assume xi ≤ 1 and be able to use a (slightly) simpler
definition of ei. As we will see, the inequalities xi ≤ 1 turn out to be quite useful as well.
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We denote by CONF(n, u∗) the set of all configurations (x, l, u) of size n such that∑n
i=1 ui = u∗. We also use OPT(n, u∗) to denote any maximum value element of CONF(n, u∗),
and VAL(n, u∗) to denote its value. It is easy to see that
I Fact 3.6. |f ′| ≤ VAL(n, u∗).
Notice that determining VAL(n, u∗) for given n and u∗ is a 2-dimensional knapsack
problem. Here, items are the possible triples (xi, li, ui) satisfying the configuration definition.
The value of such a triple is equal to max(0, li+ui−1), i.e. its contribution to the configuration
value, if used in one. Also, the “mass” of (xi, li, ui) is ui and its “volume” is ei. We want to
maximize the total item value, while keeping tht total mass ≤ u∗ and total volume ≤ n.
I Lemma 3.7. For any n ∈ N, u∗ ∈ R≥0, there exists an optimal configuration in CONF(n, u∗)
such that:
1. ei = li+uixi for all i = 1, . . . , n (in particular, all ei are integral),
2. (li = 0) ∨ (li = 2− xi) for all i = 1, . . . , n.
Proof. We prove each property by showing a way to transform any C ∈ CONF(n, u∗) into
C ′ ∈ CONF(n, u∗) such that val(C ′) ≥ val(C) and C ′ satisfies the property.
Let us start with the first property, which basically says that all edges are fully saturated.
Assume we have ei > li+uixi for some i ∈ {1, . . . , n}. If li < 2− xi, we increase li until either
ei = li+uixi , in which case we are done, or li = 2−xi. In the second case we start decreasing xi
while increasing li at the same rate, until ei = li+uixi . Clearly, both transformations increase
the value of the configuration and keep both ui and ei unchanged.
To prove the second property, let us assume that for some i ∈ {1, . . . , n} we have
0 < li < 2− xi. We also assume that our configuration already satisfies the first property, in
particular we have ei = lixi (ui = 0 since li < 2− xi). We increase xi and keep li = eixi until
li + xi = 2. This increases the value of the configuration and keeps ui and ei unchanged. To
see that xi ≤ 1, note that xi = li/ei ≤ li and xi + li = 2. J
I Theorem 3.8. For any n ∈ N, u∗ ∈ R≥0, and any C ∈ CONF(n, u∗) we have val(C) ≤
u∗ + 16 (n− u∗).
Proof. It is enough to prove the bound for optimal configurations satisfying the properties in
Lemma 3.7. Let C be such a configuration. We will prove that for all i = 1, . . . , n we have:
vali = max(0, li + ui − 1) ≤ ui + 16(ei − ui).
Summing this bound over all i gives the desired claim.
If ui = li = ei = 0, then the bound clearly holds. It follows from Lemma 3.7 that the only
other case to consider is when li = 2−xi and ei = li+uixi (notice that in this case li+ui−1 ≥ 0
and so vali = li + ui − 1).It follows from these two equalities that eixi = li + ui = 2− xi + ui
and so
xi =
2 + ui
1 + ei
.
Using this expression to bound vali we get
vali = li + ui − 1 = 2− xi + ui − 1 = 1 + ui − xi = 1 + ui − 2 + ui1 + ei = ui −
1− (ei − ui)
1 + ei
.
We need to prove that
ui − 1− (ei − ui)1 + ei ≤ ui +
1
6(ei − ui),
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or equivalently
(ei − ui)
(
1
6 −
1
1 + ei
)
+ 11 + ei
≥ 0.
Since ui ≤ ei (this follows from property 1 in Lemma 3.7 and the fact that xi ≤ 1), we have
two cases to consider.
Case 1: 16 − 11+ei ≥ 0. In this case the whole expression is clearly nonnegative.
Case 2: 16 − 11+ei < 0, meaning that ei ∈ {1, 2, 3, 4}. In this case we proceed as follows:
(ei − ui)
(
1
6 −
1
1 + ei
)
+ 11 + ei
= ui
(
1
1 + ei
− 16
)
+ ei6 −
ei − 1
ei + 1
.
The first term is clearly nonnegative and the second one can be checked to be nonnegative
for ei ∈ {1, 2, 3, 4}. Note that integrality of ei plays a key role here, as the second term is
negative for ei ∈ (2, 3).
J
We can show that the above bound is essentially tight
I Theorem 3.9. For any n ∈ N, u∗ ∈ R≥0, there exists C ∈ CONF(n, u∗) such that
val(C) = u∗ + 16 (n− u∗)−O(1).
Proof. It is quite easy to construct such C by looking at the proof of Theorem 3.8. We get
the first tight example when, in Case 2 of the analysis, we have ui = 0 and ei ∈ {2, 3}. This
corresponds to configurations consisting of elements of the form:
xi = 23 , li =
4
3 , ui = 0, in which case we have ei = 2 and so ui +
1
6 (ei − ui) = 13 and
vali = li + ui − 1 = 13 , or
xi = 12 , li =
3
2 , ui = 0, in which case we have ei = 3 and so ui +
1
6 (ei − ui) = 12 and
vali = li + ui − 1 = 12 .
Using these two items we can construct tight examples for u∗ = 0 and arbitrary n ≥ 2.
To handle the case of u∗ > 0 we need another (almost) tight case in the proof of
Theorem 3.8 which occurs when ui is close to ei and ei is relatively large. In this case the
value of the expression (ei − ui)
(
1
6 − 11+ei
)
+ 11+ei is clearly close to 0. This corresponds
to using items of the form xi = 1, li = 1 and arbitrary ui. For such elements we have
ei = dui + 1e and so
ui +
1
6(ei − ui) ≤ ui +
1
3 ,
and
vali = li + ui − 1 = ui,
so the difference between the two is at most 13 . By combining the three types of items
described, we can clearly construct C as required for any n and u∗. J
We are now ready to prove the Lemma 3.1.
Proof (of Lemma 3.1). It follows from Theorem 3.8 and Fact 3.6 that
|f ′| ≤ u∗ + 16(n− u
∗) = 56u
∗ + 16n.
Using Fact 3.3 we get:
|f ′| ≤ 56 · 2(OPTLP − n) +
1
6n =
5
3OPTLP −
3
2n.
J
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4 New upper bound for |f ′′|
In this section we give a new bound for |f ′′|. We do not bound it directly, as in Lemma 2.7.
Instead, we show the following.
I Lemma 4.1.
|f ′′| ≤ 56 (2OPTLP (G)− 2n− u
∗) .
What this says is basically that f ′′ can be fully paid for by ( 56 of) the slack we get in Fact 3.3.
To better understand this bound, and in particular the constant 56 , before we proceed to
prove it, let us first show how it can be used.
I Corollary 4.2. |f | ≤ 53OPTLP − 32n.
Proof. We have |f | ≤ |f ′|+ |f ′′| ≤ 56u∗+ 16n+ 56 (2OPTLP − 2n− u∗) = 53OPTLP − 32n. J
There are several interesting things to note here. First of all, we got the exact same bound
as in Lemma 3.1, which means that |f ′′| can be fully paid for by the slack in Fact 3.3, as
suggested earlier. In particular, this means that improving the constant 56 in Lemma 4.1 is
pointless, since we would still be getting the same bound on |f | when |f ′′| = 0. Therefore,
we do not try to optimize this constant, but instead make the proof of the Lemma as
straightforward as possible.
Let us now proceed to prove Lemma 4.1. For any non-root in-vertex w let zw =
x∗tw + x
∗(B(w)). Basically, if v is the parent of w in ~T , then zw is the total value of x∗ over
all edges connecting v with vertices in the subtree Tw of T determined by w. Also, let γw be
the total of x∗ over all edges connecting vertices in Tw with vertices above v.
We can formulate the following local version of Lemma 4.1.
I Lemma 4.3. For every non-root vertex v of G we have
∑
w∈Iv
max(0, 1− γw) ≤ 56
(
x∗(v)− 2−
∑
w∈Iv
uw
)
.
Notice that Lemma 4.1 easily follows from Lemma 4.3 by summing over all non-root vertices.
Proof (of Lemma 4.3). Let v be a non-root vertex of G. We define 3 types of vertices in
Iv:
w ∈ Iv is heavy if γw < 1 and zw > 2
w ∈ Iv is light if γw < 1 and zw ≤ 2,
w ∈ Iv is trivial otherwise (i.e. γw ≥ 1).
We denote by Hv and Lv the sets of heavy and light vertices in Iv, respectively. Intuitively,
heavy vertices are the ones that contribute to both u∗ and |f ′′|, light vertices contribute only
to |f ′′|, and the remaining (i.e. trivial) vertices do not contribute to |f ′′|.
We are going to use the following observations:
1. zw ≥ 2− γw for all w ∈ Hv ∪ Lv,
2. x∗(v) ≥∑w∈Hv∪Lv zw + max(0, 2−∑Hv∪Lv γw).
The first observation follows from the Held-Karp inequality for the cut induced by the subtree
Tw of T determined by w. The second follows from Held-Karp inequality as well, this time
for the cut induced by the set
⋃
w∈Hv∪Lv Tw ∪ {v}. The only edges crossing this cut are the
back-edges with total x∗ value
∑
Hv∪Lv γw, and edges incident to v, but not to a vertex from
a subtree induced by one of w ∈ Hv ∪ Lv. The second term in the second observation is a
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lower-bound on the total x∗ value of this second kind of edges, resulting from the Held-Karp
inequality.
Note that the trivial vertices might have zw > 2 and so contribute to u∗. However in that
case the proof is quite simple and it will be advantageous for us to get it out of our way. Let
w0 be a trivial vertex with zw0 > 2. What we do is basically use this vertex to cancel out
the lone 2 in the second factor of the RHS of the bound in Lemma 4.3:
x∗(v)− 2−
∑
w∈Iv
uw ≥
∑
w∈Iv\w0
zw + zw0 − 2−
∑
w∈Iv\w0
uw − uw0 =
∑
w∈Iv\w0
(zw − uw)
Since w0 6∈ Hv ∪ Lv we thus have
5
6
(
x∗(v)− 2−
∑
w∈Iv
uw
)
≥
∑
w∈Hv∪Lv
5
6(zw − uw) ≥
∑
w∈Hv∪Lv
(1− γw).
The last inequality holds because we have zw−uw = 2 for heavy w and zw−uw = zw ≥ 2−γw
for light w. We can thus assume that all trivial vertices have zw ≤ 2 (and so uw = 0).
Note that using our observations, we can reformulate our claim as follows:
∑
w∈Hv∪Lv
(1− γw) ≤ 56
( ∑
w∈Hv∪Lv
zw + max
(
0, 2−
∑
w∈Hv∪Lv
γw
)
− 2−
∑
w∈Iv
uw
)
.
and since we now assume that trivial vertices have zw ≤ 2, it is enough to prove:
∑
w∈Hv∪Lv
(1− γw) ≤ 56
( ∑
w∈Lv
zw + max
(
0, 2−
∑
w∈Hv∪Lv
γw
)
+ 2(|Hv| − 1)
)
(since zw = 2 + uw for w ∈ Hv).
Clearly, if all w ∈ Iv are trivial, both sides of the bound are 0 and so it trivially holds.
Otherwise, we consider the following two cases:
Case 1:
∑
w∈Hv∪Lv γw > 2. Notice that this implies |Hv|+ |Lv| ≥ 3. In this case the RHS
of the bound becomes
5
6
( ∑
w∈Lv
zw + 2(|Hv| − 1)
)
≥ 56
( ∑
w∈Lv
(2− γw) + 2(|Hv| − 1)
)
.
The ratio of the above expression and the LHS is lower-bounded by the ratio of these
same expressions with all γw = 0, i.e. 56 · 2(|Lv|+|Hv|−1)|Lv|+|Hv| , which is definitely at least 1,
since |Lv|+ |Hv| ≥ 3.
Case 2:
∑
w∈Hv∪Lv γw ≤ 2. In this case the RHS of the bound becomes
5
6
( ∑
w∈Lv
zw + 2−
∑
w∈Hv∪Lv
γw + 2(|Hv| − 1)
)
≥ 56
( ∑
w∈Lv
(2− 2γw) +
∑
w∈Hv
(2− γw)
)
.
The claim now follows by observing that (2− 2γw) = 2(1− γw) and 2− γw ≥ 2(1− γw).
J
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5 Applications to graphic TSP and TSPP
As a consequence of Corollary 4.2, we get improved approximation factors for graphic TSP
and graphic TSPP.
I Theorem 5.1. There is a 139 -approximation algorithm for graphic TSP.
Proof. By Corollary 4.2 we get
|f | ≤ 53OPTLP −
3
2n.
The TSP tour guaranteed by Theorem 2.4 has size at most
4
3n+
2
3 |f | ≤
4
3n+
2
3
(
5
3OPTLP −
3
2n
)
= 109 OPTLP +
1
3n.
Notice that the approximation ratio of the resulting algorithm is getting better with OPTLP
increasing (with fixed n). Therefore the worst case bound is the one we get for OPTLP = n,
i.e. 109 +
1
3 =
13
9 . J
I Remark. This analysis is significantly simpler than the one in [8]. Balancing with Chris-
tofides’s algorithm is no longer necessary since bounds on approximation ratios for both
algorithms are decreasing in OPTLP .
I Theorem 5.2. There is a 1912 +ε-approximation algorithm for graphic TSPP, for any ε > 0.
Proof. This proof is very similar to the proof of Theorem 1.2 in [8]. However, the reasoning
is slighly simpler, in our opinion. Suppose we want to approximate the graphic TSPP
in G = (V,E) with end-vertices s and t. Let G′ = (V,E ∪ {e′}), where e′ = {s, t}, and
let OPTLP denote OPTLP (G′). Also, let d be the distance between s and t in G. By
Corollary 4.2 we get
|f | ≤ 53OPTLP −
3
2n.
The TSP path guaranteed by Theorem 2.5 has size at most
4
3n+
2
3 |f | −
2
3 +
d
3 ≤
4
3n+
2
3
(
5
3OPTLP −
3
2n
)
− 23 +
d
3 =
10
9 OPTLP +
n+ d− 2
3 .
It is clear that the quality of this algorithm deteriorates as d increases. We are going to
balance it with another algorithm that displays the opposite behaviour. The following
approach is folklore: Find a spanning tree T in G and double all edges of T except those
that lie on the unique shortest path connecting s and t. The resulting graph has a spanning
Eulearian path connecting s and t with at most 2(n− 1)− d edges.
Since OPTLP − 1 ≤ OPTLP (G, s, t) is a lower bound for the optimal solution, the two
approximation algorithms have approximation ratios bounded by
10
9 OPTLP +
n+d−2
3
OPTLP − 1
and
2n− 2− d
OPTLP − 1 .
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For a fixed value of OPTLP the first of these expressions is increasing and the second is
decreasing in d. Therefore the worst case bound we get for an algorithm that picks the best
of the two solutions occurs when
10
9 OPTLP +
n+ d− 2
3 = 2n− 2− d,
which leads to
d = 54n−
5
6OPTLP − 1.
For this value of d the approximation ratio is at most
2n− 2− ( 54n− 56OPTLP − 1)
OPTLP − 1 =
3n
4 − 1 + 56OPTLP
OPTLP − 1 =
3n
4 − 16
OPTLP − 1 +
5
6 .
Since OPTLP ≥ n this is at most
3n
4 − 13
n− 1 +
5
6 =
3
4 +
5
6 +O
(
1
n
)
= 1912 +O
(
1
n
)
,
which proves the claim. J
I Remark. One might ask why the improvement for the graphic TSP is much bigger than the
one for graphic TSPP. The reason for that is that while for large values of OPT/n our bound
on |f | is significantly better than the one in [8], it is only slightly better when OPT = n. As
it turns out, this is exactly the worst case for TSPP, both in our analysis and in the one
in [8]. For TSP however, the worst case value of OPT for the analysis in [8] is larger than n.
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Abstract
We consider the monotone submodular k-set packing problem in the context of the more general
problem of maximizing a monotone submodular function in a k-exchange system. These systems,
introduced by Feldman et al. [9], generalize the matroid k-parity problem in a wide class of
matroids and capture many other combinatorial optimization problems. We give a deterministic,
non-oblivious local search algorithm that attains an approximation ratio of (k + 3)/2 +  for the
problem of maximizing a monotone submodular function in a k-exchange system, improving on
the best known result of k + , and answering an open question posed by Feldman et al.
1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems
Keywords and phrases k-set packing, k-exchange systems, submodular maximization, local
search, approximation algorithms
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.42
1 Introduction
In the general k-set packing problem, we are given a collection G of sets, each with at most
k elements, and an objective function f : 2G → R+ assigning each subset of G a value and
seek a collection S ⊆ G of pairwise-disjoint sets maximizing f . In the special case that
f(A) = |A|, we obtain the unweighted k-set packing problem. Similarly, if f is linear function,
so that f(A) =
∑
e∈A w(e) for some weight function w : G → R+ we obtain the weighted
k-set packing problem. In this paper we consider the case in which f may be any monotone
submodular function.
For unweighted k-set packing, Hurkens and Schrijver [15] and Halldórsson [13] indepen-
dently obtained a k/2 +  approximation via a simple local search algorithm. Using similar
techniques, Arkin and Hassin [1] obtained a k − 1 +  approximation for weighted k-set
packing, and showed that this result is tight for their simple local search algorithm. Chandra
and Halldórsson [5] showed that a more sophisticated local search algorithm, which starts
with a greedy solution and always chooses the best possible local improvement at each stage,
attains an approximation ratio of 2(k + 1)/3 + . This was improved further by Berman [2],
who gave a non-oblivious local search algorithm yielding a (k + 1)/2 +  approximation for
weighted k-set packing. Non-oblivious local search [16] is a variant of local search in which
an auxiliary objective function, rather than the problem’s given objective, is used to evaluate
solutions. In the case of Berman, the local search procedure repeatedly seeks to improve the
sum of the squares of the weights in the current solution, rather than the sum of the weights.
Many of the above local search algorithms for k-set packing yield the same approximations
for the more general problem of finding maximum independent sets in (k+1)-claw free graphs.
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Local search techniques have also proved useful for other generalizations of k-set packing,
including variants of the matroid k-parity problem [18, 20]. Motivated by the similarities
between these problems, Feldman et al. [9] introduced the class of k-exchange systems, which
captures many problems amenable to approximation by local search algorithms. These
systems are formulated in the general language of independence systems, which we now
briefly review.
An independence system is specified by a ground set G, and a hereditary (i.e. non-empty
and downward-closed) family I of subsets of G. The sets in I are called independent sets,
and the inclusion-wise maximal sets in I are called bases. Given an independence system
(G, I) and a function f : 2G → R+, we shall consider the problem of finding an independent
set S ∈ I that maximizes f .
The class of k-exchange systems satisfy the following additional property:
I Definition 1 (k-exchange system [9]). An independence system (G, I) is a k-exchange
system if, for all A and B in I, there exists a multiset Y = {Ye ⊆ B \ A | e ∈ A \ B},
containing a subset Ye of B \A for each element e ∈ A \B, that satisfies:
(K1) |Ye| ≤ k for each x ∈ A.
(K2) Every x ∈ B \A appears in at most k sets of Y .
(K3) For all C ⊆ A \B, (B \ (⋃e∈C Ye)) ∪ C ∈ I.
We call the set Ye in Definition 1 the neighborhood of e in B. For convenience, we extend the
collection Y in Definition 1 by including the set Yx = {x} for each element x ∈ A ∩B. It is
easy to verify that the resulting collection still satisfies conditions (K1)–(K3).
The 1-exchange systems are precisely the class of strongly base orderable matroids
described by Brualdi [3]. This class is quite large and includes all gammoids, and hence all
transversal and partition matroids. For k > 1, the class of k-exchange systems may be viewed
as a common generalization of the matroid k-parity problem in strongly base orderable
matroids and the independent set problem in (k+ 1)-claw free graphs. Feldman et al. showed
that k-exchange systems encompass a wide variety of combinatorial optimization problems,
including k-set packing, intersection of k strongly base orderable matroids, b-matching (here
k = 2), and asymmetric traveling salesperson (here k = 3).
Our results hold for any k-exchange system, and so we present them in the general
language of Definition 1. However, the reader may find it helpful to think in terms of a
concrete problem, such as the k-set packing problem. In that case, the ground set G is the
given collection of sets, and a sub-collection of sets S ⊆ G is independent if and only if all
the sets in S are disjoint. Given A and B as in Definition 1, Ye is the set of all sets in B
that contain any element contained by the set e ∈ A (i.e. the set of all sets in B that are not
disjoint from e). Then, property (K3) is immediate, and (K1) and (K2) follow directly from
the fact that each set in G contains at most k elements.
1.1 Related Work
Recently, the problem of maximizing submodular functions subject to various constraints
has attracted much attention. We focus here primarily on results pertaining to matroid
constraints and related independence systems.
In the case of an arbitrary single matroid constraint, Calinescu et al. have attained a
e/(e− 1) approximation for monotone submodular maximization via the continuous greedy
algorithm. This result is tight, provided that P 6= NP [6]. In the case of k ≥ 2 simultaneous
matroid constraints, an early result of Fisher, Nemhauser, and Wolsey [10] shows that
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the standard greedy algorithm attains a k + 1 approximation for monotone submodular
maximization. Fischer et al. state further that the result can be generalized to k-systems
(a full proof appears in Calinescu et al. [4]). More recently, Lee, Sviridenko, and Vondràk
[19] have improved this result to give a k +  approximation for monotone submodular
maximization over k ≥ 2 arbitrary matroid constraints via a simple, oblivious local search
algorithm. Feldman et al. [9] used a similar analysis to show that oblivious local search
attains a k+ approximation for the class of k-exchange systems (here, again, k ≥ 2). For the
more general class of k-systems, Gupta et al. [12] give a (1 + β)(k + 2 + 1/k) approximation,
where β is the best known approximation ratio for unconstrained non-monotone submodular
maximization.
In the case of unconstrained non-monotone submodular maximization, Feige, Mirrokni,
and Vondrák [7] gave a randomized 2.5 approximation, which was iteratively improved
by Gharan and Vondrák [11] and then Feldman, Naor, and Shwartz [8] to ≈ 2.38. For
non-monotone maximization subject to k matroid constraints, Lee, Sviridenko, and Vondrák
[17] gave a k+2+1/k+ approximation, and later improved [19] this to a k+1+1/(k−1)+
approximation. Again, the latter result is obtained by a standard local search algorithm.
Feldman et al. [9] apply similar techniques to yield a k + 1 + 1/(k− 1) +  approximation for
non-monotone submodular maximization the general class of k-exchange systems.
1.2 Our Contribution
In the restricted case of a linear objective function, Feldman et al. [9] gave a non-oblivious
local search algorithm inspired by Berman’s algorithm [2] for (k + 1)-claw free graphs. They
showed that the resulting algorithm is a (k+1)/2+ approximation for linear maximization in
any k-exchange system. Here we consider a question posed in [9]: namely, whether a similar
technique can be applied to the case of monotone submodular maximization in k-exchange
systems. In this paper, we answer this question affirmatively, giving a non-oblivious local
search algorithm for monotone submodular maximization in a k-exchange system. As in [9],
the k-exchange property is used only in the analysis of our algorithm. Our algorithm attains
an approximation ratio of k+32 + . For k > 3, this improves upon the k +  approximation
obtained by the oblivious local search algorithm presented in [9]. Additionally, we note that
our algorithm runs in time polynomial in −1, while the k +  approximation algorithm of [9]
requires time exponential in −1.
As a consequence of our general result, we obtain an improved approximation guarantee
of k+32 for a variety of monotone submodular maximization problems (some of which are
generalizations of one another) including: k-set packing, independent sets in (k + 1)-claw
free graphs, k-dimensional matching, intersection of k strongly base orderable matroids, and
matroid k-parity in a strongly base orderable matroid. In all cases, the best previous result
was k + .
2 A First Attempt at the Submodular Case
Before presenting our algorithm, we describe some of the difficulties that arise when attempting
to adapt the non-oblivious local search algorithm of [2] and [9] to the submodular case. Our
hope is that this will provide some intuition for our algorithm, which we present in the next
section.
We recall that a function f : 2G → R+ is submodular if f(A)+f(B) ≥ f(A∪B)+f(A∩B)
for all A,B ⊆ G. Equivalently, f is submodular if for all S ⊆ T and all x 6∈ T , f(S+x)−f(S) ≥
f(T + x) − f(T ). In other words, submodular functions are characterized by decreasing
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marginal gains. We say that a submodular function f is monotone if it additionally satisfies
f(S) ≤ f(T ) for all S ⊆ T .
The non-oblivious algorithm of [9] for the linear case is shown in Algorithm 1. It repeatedly
searches for a k-replacement (A,B) that improves the non-oblivious potential function w2.
Formally, we call the pair of sets (A,B), where B ⊆ S and A ⊆ G \ (S \B) a k-replacement
if |A| ≤ k, |B| ≤ k2 − k + 1 and (S \ B) ∪ A ∈ I. If w(e) = f({e}) is the weight assigned
to an element e, then the non-oblivious potential function used by Algorithm 1 is given by
w2(S) =
∑
e∈S w(e)2. That is, our non oblivious potential function w2(S) is simply the sum
of the squared weights of the elements of S.1 We use the fact that w2(S) > w2((S \B) ∪A)
if and only if w2(A) > w2(B), to slightly simplify the search for an improvement.
Algorithm 1: Non-Oblivious Local Search for Linear Objective Functions
Input: Ground set G
Membership oracle for I ⊆ 2G
Value oracle for monotone submodular function f : 2G → R+
Approximation parameter  ∈ (0, 1)
Let Sinit = {arg maxe∈G w(e)};
Let α = w(Sinit)/n;
Round all weights w(e) down to integer multiples of α;
S ← Sinit ;
Sold ← S;
repeat
foreach k-replacement (A,B) do
if w2(A) > w2(B) then
Sold ← S;
S ← (S \B) ∪A;
break;
until Sold = S;
return S;
In the monotone submodular case, we can no longer necessarily represent f as a sum of
weights. However, borrowing some intuition from the greedy algorithm, we might decide to
replace each weight w(e) in the potential function w with the marginal gain/loss associated
with e. That is, at the start of each iteration of the local search algorithm, we assign each
element e ∈ G weight w(e) = f(S+ e)− f(S− e), where S is the algorithm’s current solution,
then proceed as before. Note that w(e) is simply the marginal gain attained by adding e
to S (in the case that e 6∈ S) or the marginal loss suffered by removing e from S (in the
case that e ∈ S). We define the non-oblivious potential function w2 in terms of the resulting
weight function w as before.
Unfortunately, the resulting algorithm may fail to terminate, as the following small
example shows. We consider a simple, unweighted coverage function on the universe U =
1 To ensure polynomial-time convergence, Algorithm 1 first round the weights down to integer multiples
of a suitable small value α, related to the approximation parameter . The algorithm then converges in
time polynomial in −1 and n, at a loss of only (1− )−1 in the approximation factor.
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{a, b, c, x, y, z}. Let:
S1 = {a, b} S3 = {x, y}
S2 = {a, c} S4 = {x, z}
Our ground set G is then {1, 2, 3, 4} and our objective function f(A) = ∣∣⋃i∈A Si∣∣ for all
A ⊆ G. We consider the 2-exchange system with only 2 bases: P = {1, 2} and Q = {3, 4}.
For current solution S = P we have w(1) = w(2) = 1 and w(3) = w(4) = 2. Since
w2({1, 2}) = 2 < 8 = w2({3, 4}), the 2-replacement ({3, 4}, {1, 2}) is applied, and the current
solution becomes Q. In the next iteration, we have S = Q, and w(1) = w(2) = 2 and
w(3) = w(4) = 1, so the 2-replacement ({1, 2}, {3, 4}) is applied by the algorithm. This
returns us to the solution to P , where the process repeats indefinitely.
3 The New Algorithm
Intuitively, the problem with this initial approach is that the weight function used at each step
of the algorithm depends on the current solution S (since all marginals are taken with respect
to S). Hence, it may be the case that a k-replacement (A,B) results in an improvement with
respect to the current solution’s potential function, but in fact results in a decreased potential
value in the next iteration after the weights have been updated. Surprisingly, we can solve
the problem by introducing even more variation in the potential function. Specifically, we
allow the algorithm to use a different weight function not only for each current solution S,
but also for each k-replacement (A,B) that is considered. We give the full algorithm at the
end of this section and a detailed analysis in the next.
First, we describe the general approach we use to generate the weights used in our
potential function. Rather than calculating all marginal gains with respect to S, we consider
elements in some order and assign each element a weight corresponding to its marginal
gain with respect to those elements that precede it. By carefully updating both the current
solution and its order each time we apply a local improvement, we ensure that the algorithm
converges to a local optimum.
The algorithm stores the current solution S as an ordered sequence s1, s2, . . . , s|S|. At
each iteration of the local search, before searching for an improving k-replacement, it assigns
a weight w(si) to each si ∈ S, as follows. Let Si = {sj ∈ S : j ≤ i} be the set containing the
first i elements of S. Then, the weight function w assigning weights to the elements of S is
given by
w(si) = f(Si−1 + si)− f(Si−1) = f(Si)− f(Si−1)
for all si ∈ S. Note that our weight function satisfies
∑
si∈S
w(si) =
|S|∑
i=1
[f(Si)− f(Si−1)] = f(S)− f(∅) ≤ f(S) . (1)
In order to evaluate a k-replacement (A,B), we also need to assign weights to the elements
in A ⊆ G\(S \B). We use a different weight function for each k-replacement (A,B), obtained
as follows. We order A according to an arbitrary ordering ≺ on G and ai be the ith element
of A and Ai = {aj ∈ A : j ≤ i}. Then, the weight function w(A,B) assigning weights to the
elements of A is given by
w(A,B)(ai) = f((S \B)∪Ai−1+ai)−f((S \B)∪Ai−1) = f((S \B)∪Ai)−f((S \B)∪Ai−1)
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for all ai ∈ A. Note that for every k-replacement (A,B),
∑
x∈A
w(A,B)(ai) ≥
|A|∑
i=1
[f((S \B) ∪Ai)− f((S \B) ∪Ai−1)]
= f((S \ B) ∪ A) − f(S \ B) ≥ f(S ∪ A) − f(S) , (2)
where the last inequality follows from the submodularity of f . Note that since the function
f is monotone submodular, all of the weights w and w(A,B) that we consider will be non-
negative. This fact plays a crucial role in our analysis. Furthermore, the weights w assigned
to elements in S remain fixed for all k-replacements considered in a single phase of the
algorithm. Finally, we note that although both w and w(A,B) depend on the current solution
S, we omit this dependence from our notation, instead stating explicitly when there is a
chance of confusion which solution’s weight function we are considering.
Our final algorithm appears in Algorithm 2. We start from an initial solution Sinit =
arg maxe∈G f({e}), consisting of the single element of largest value. When applying a k-
replacement (A,B), the algorithm updates the ordered solution S in a fashion that ensures
all of the elements of S \B precede those of A, while all elements of S \B and, respectively, A
occur in the same relative order. As we shall see in the next section, this guarantees that the
algorithm will converge to a local optimum. As in the linear case, we use the sum of squared
weights w2(B) =
∑
b∈B w(b)2 and w2(A,B)(A) =
∑
a∈A w(A,B)(a)2 to guide the search.
To ensure polynomial-time convergence, we round all of our weights down to the nearest
integer multiple of α, which depends on the parameter . This ensures that every improvement
improves the current solution by an additive factor of at least α2. Because of this rounding
factor, we must actually work with the following analogs of (1) and (2):
∑
x∈S
w(x) ≤
|S|∑
i=1
[f(Si)− f(Si−1)] = f(S)− f(∅) ≤ f(S) (3)
∑
x∈A
w(A,B)(x) ≥
|A|∑
i=1
[f((S \B) ∪Ai)− f((S \B) ∪Ai−1)− α]
= f((S \ B) ∪ A)− f(S \ B)− |A|α ≥ f(S ∪ A)− f(S)− |A|α (4)
4 Analysis of Algorithm 2
We now analyze the approximation and runtime performance of Algorithm 2. We consider
the worst-case ratio, or locality gap, f(O)/f(S) where S is any locally optimal solution (with
respect to Algorithm 2’s potential function) and O is a globally optimal solution. We shall
need the following technical lemma, which is a direct consequence of Lemma 1.1 in [19]. We
give a proof here for the sake of completeness.
I Lemma 2. Let f be a submodular function on G, Let T, S ⊆ G, and {Ti}ti=1 be a partition
of T . Then,
t∑
i=1
[f(S ∪ Ti)− f(S)] ≥ f(S ∪ T )− f(S)
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Algorithm 2: Non-Oblivious Local Search
Input: Ground set G
Membership oracle for I ⊆ 2G
Value oracle for monotone submodular function f : 2G → R+
Approximation parameter  ∈ (0, 1)
Fix an arbitrary ordering ≺ on the elements of G
Let Sinit = arg maxe∈G f({e})
Let δ =
(
1 + k+32
)−1 and α = f(Sinit)δ/n
S ← Sinit and Sold ← S
repeat
X ← ∅
for i = 1 to |S| do
w(si)← b(f(X + si)− f(X))/αcα
X ← X + si
foreach k-replacement (A,B) do
Let ai be the ith element in A according to ≺
X ← S \B
for i = 1 to |A| do
w(A,B)(ai)← b(f(X + ai)− f(X))/αcα
X ← X + ai
if w2(A,B)(A) > w2(B) then
Sold ← S
Delete all elements in B from S
Append the elements of A to the end of S, in the order given by ≺.
break
until Sold = S
return S
Proof. Define A0 = S and then Bi = Ti \ S and Ai = Bi ∪ Ai−1, for all 1 ≤ i ≤ t. Then,
since S ⊆ Ai−1 for all 1 ≤ i ≤ t, submodularity of f implies
f(Ti ∪ S)− f(S) = f(Bi ∪ S)− f(S) ≤ f(Bi ∪Ai−1)− f(Ai−1) = f(Ai)− f(Ai−1)
for all 1 ≤ i ≤ t. Now, we have
t∑
i=1
[f(S ∪ Ti)− f(S)] ≥
t∑
i=1
[f(Ai)− f(Ai−1)] = f(At)− f(A0) = f(S ∪ T )− f(S) . J
4.1 Approximation Ratio of Algorithm 2
We now consider the approximation ratio of Algorithm 2. A general outline of the proof is as
follows: we consider only a particular set of k-replacements (A,B) and derive (in Lemma 3)
a relationship between the non-oblivious potential functions w2 and w2(A,B) and the weight
functions w and w(A,B) for these k-replacements. We use this relationship to derive (in
Lemma 4) a lower bound on the weight w(x) of each element x in a locally optimal solution.
Finally, in Theorem 5 we combine these lower bounds to obtain a bound on the locality gap
of Algorithm 2.
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For the rest of this subsection, we consider an arbitrary instance (G, I, f) and suppose that
S is a locally optimal solution returned by the algorithm on this instance, while O is a global
optimum for this instance. Because S is locally optimal, we must have w2(A,B)(A) ≤ w2(B)
for every k-replacement (A,B), where w and each w(A,B) are the weight functions determined
by S.
We now describe the set of k-replacements used in our analysis. We have S,O ∈ I for
the k-exchange system (G, I). Thus, there must be a collection Y assigning each e of O a
neighborhood Ye ⊆ S, satisfying the conditions of Definition 1. For each x ∈ S, let Px be the
set of all elements e ∈ O for which: (1) x ∈ Ye and (2) for all z ∈ Ye, w(z) ≤ w(x). That is,
Px is the set of all elements of O which have x as their heaviest neighbor in S. Note that the
construction of Px depends on the weights w assigned to elements in S being fixed throughout
each iteration and independent of the particular improvement under consideration.
We define Nx =
⋃
e∈Px Ye, and consider (Px, Nx). From property (K2) of Y we have
|Px| ≤ k. Similarly, from property (K1) and the fact that all elements e ∈ Px have as a
common neighbor x ∈ Ye we have |Nx| ≤ 1 + k(k − 1) = k2 − k + 1. Finally, from property
(K3) we have (S \Nx) ∪ Px ∈ I. Thus, (Px, Nx) is a valid k-replacement for all of our sets
Px, x ∈ S. Furthermore, {Px}x∈S is a partition of O, and by the definition of Px, we have
w(x) ≥ w(z) for all z ∈ Nx. Again, this depends on the weights of elements in S being the
same for all k-replacements considered by the algorithm during a given phase.
The following extension of a theorem from [2], relates the squared weight potentials w2
and w2(Px,Nx) to the weight functions w and w(Px,Nx) for each of our k-replacements (Px, Nx).
I Lemma 3. For all x ∈ S, and e ∈ Px,
w(Px,Nx)(e)2 − w2(Ye − x) ≥ w(x) ·
(
2w(Px,Nx)(e)− w(Ye)
)
.
Proof. First, we note that
0 ≤ (w(x)− w(Px,Nx)(e))2 = w(x)2 − 2w(x) · w(Px,Nx)(e) + w(Px,Nx)(e)2 . (5)
Additionally, since e ∈ Px, every element z in Ye has weight at most w(x), and so
w2(Ye − x) =
∑
z∈Ye−x
w(z)2 ≤ w(x)
∑
z∈Ye−x
w(z) = w(x) · w(Ye − x) . (6)
Adding (5) and (6) then rearranging terms using w(x) · w(Ye − x) + w(x)2 = w(x) · w(Ye)
gives the desired result. J
We now prove the following lemma, which uses the local optimality of S to obtain a lower
bound on the weight w(x) of each element x ∈ S.
I Lemma 4. For each x ∈ S, w(x) ≥ ∑
e∈Px
[
2w(Px,Nx)(e)− w(Ye)
]
.
Proof. Because S is locally optimal with respect to k-replacements, including in particular
(Px, Nx), we must have
w2(Px,Nx)(Px) ≤ w2(Nx) . (7)
First, we consider the case w(x) = 0. Recall that all the weights produced by the algorithm
are non-negative, and w(x) is the largest weight in Nx. Thus, w(e) = 0 for all e ∈ Nx and
w2(Nx) = 0. Moreover, (7) implies that w2(Px,Nx)(Px) = 0 as well, and so w(Px,Nx)(e) = 0 for
all e ∈ Px. The claim then follows.
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Now, suppose that w(x) 6= 0, and so w(x) > 0. From (7), together with the fact that
x ∈ Ye for all e ∈ Px, we have:
w2(Px,Nx)(Px) ≤ w2(Nx) ≤ w(x)2 +
∑
e∈Px
w2(Ye − x) . (8)
Rearranging (8) using w2(Px,Nx)(Px) =
∑
e∈Px w(Px,Nx)(e)
2 we obtain:∑
e∈Px
[
w(Px,Nx)(e)2 − w2(Ye − x)
] ≤ w(x)2 . (9)
Applying Lemma 3 to each term on the left of (9) we have:∑
e∈Px
w(x) · [2w(Px,Nx)(e)− w(Ye)] ≤ w(x)2 . (10)
Dividing by w(x) (recall that w(x) 6= 0) then yields∑
e∈Px
[
2w(Px,Nx)(e)− w(Ye)
] ≤ w(x) . J
We now prove our main result, which gives an upper bound on the locality gap of
Algorithm 2.
I Theorem 5.
(
k+3
2 + 
)
f(S) ≥ f(O)
Proof. Lemma 4 gives us one inequality for each x ∈ S. We now add all |S| inequalities to
obtain∑
x∈S
∑
e∈Px
[
2w(Px,Nx)(e)− w(Ye)
] ≤∑
x∈S
w(x) . (11)
We have
∑
x∈S w(x) ≤ f(S) by (3). Additionally, from (4), f(S ∪ Px) − f(S) − |Px|α ≤∑
e∈Px w(Px,Nx)(e) for every Px. Thus, (11) implies
2
∑
x∈S
[f(S ∪ Px)− f(S)− |Px|α ]−
∑
x∈S
∑
e∈Px
w(Ye) ≤ f(S) . (12)
Since P is a partition of O, (12) is equivalent to
2
∑
x∈S
[f(S ∪ Px)− f(S)]− 2|O|α−
∑
e∈O
w(Ye) ≤ f(S) . (13)
We have w(x) ≥ 0 for all x ∈ S, and there are at most k distinct e for which x ∈ Ye, by
property (K2) of Y . Thus∑
e∈O
w(Ye) ≤ k
∑
x∈S
w(x) ≤ kf(S) ,
by (3). Combining this with (13), we obtain
2
∑
x∈S
[f(S ∪ Px)− f(S)]− 2|O|α− kf(S) ≤ f(S) . (14)
Using again the fact that P is a partition of O, we can apply Lemma 2 to the remaining
sum on the left of 14, yielding
2 [f(S ∪O)− f(S)]− 2|O|α− kf(S) ≤ f(S) ,
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which simplifies to
f(S ∪O)− |O|α ≤ k + 32 f(S) . (15)
From the definition of α and the optimality of O, we have
|O|α ≤ nα = δf(Sinit) ≤ δf(O) .
Finally, since f is monotone, we have f(O) ≤ f(S ∪O). Thus, (15) implies
(1− δ)f(O) ≤ k + 32 f(S) ,
which is equivalent to f(O) ≤ (k+32 + ) f(S) by the definition of δ. J
4.2 Runtime of Algorithm 2
Now, we consider the runtime of Algorithm 2. Each iteration requires time O(n) to com-
pute the weights for S, plus time to evaluate all potential k-replacements. There are
O(nk+k(k−1)+1) = O(nk2+1) such k-replacements (A,B), and each one can be evaluated in
time O(k2), including the computation of the weights w(A,B). Thus, the total runtime of
Algorithm 2 is O(Ik2nk2+1), where I is the number of improvements it makes. The main
difficulty remaining in our analysis is showing that Algorithm 2 constantly improves some
global quantity, and so I is bounded. Here, we show that although the weights w assigned
to elements of the current solution S change at each iteration, the non-oblivious potential
w2(S), is monotonically increasing.
I Lemma 6. Suppose that Algorithm 2 applies a k-replacement (A,B) to solution S to obtain
a new solution T . Let wS be the weight function w determined by solution S and wT be the
weight function w determined by solution T . Then, w2T (T ) ≥ w2S(S) + α2.
Proof. We first show that wS(si) ≤ wT (si) for each element si ∈ S \ B and w(A,B)(ai) ≤
wT (ai) for any element ai ∈ A. In the first case, let Si (respectively, Ti) be the set of all
elements in S (respectively T ) that come before si and Ai be the set of all elements of A that
come before ai (in the ordering ≺). When the algorithm updates the solution S, it places all
of A after S \B, removes all elements of B from S, and leaves all elements of S \B in the
same relative order. Thus, Ti ⊆ Si. It follows directly from the submodularity of f that
wS(x) =
⌊
f(Si + si)− f(Si)
α
⌋
α ≤
⌊
f(Ti + si)− f(Ti)
α
⌋
α = wT (x) .
Let w(A,B) be the weight function for k-exchange (A,B) and current solution S. We now
show that w(A,B)(ai) ≤ wT (ai) for each element ai ∈ A. In this case, we let Ai be the set of
all elements of A that come before ai (in the ordering ≺) and Ti be the set of all elements of
T that come before ai after applying (A,B) to S. When the algorithm updates the solution
S, it places all elements of A after all of S \ B, removes all elements of B from S, and
leaves all elements of A in the same relative order. Thus, Ti ⊆ (S \B) ∪Ai and so from the
submodularity of f
w(A,B)(ai)=
⌊
f((S\B) ∪Ai + ai)− f((S\B) ∪Ai)
α
⌋
α ≤
⌊
f(Ti + ai)− f(Ti)
α
⌋
α = wT (ai) .
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Finally, since Algorithm 2 applied (A,B) to S, we must have w2(A,B)(A) > w2S(B), and since
all weights are integer multiples of α, we must in fact have w2(A,B)(A) ≥ w2S(B) + α2. From
this inequality, together with the above bounds on wS and w(A,B), we have
w2S(S) =
∑
x∈S\B
wS(x)2 +
∑
x∈B
wS(x)2 ≤
∑
x∈S\B
wS(x)2 +
∑
y∈A
w(A,B)(y)2 + α2
≤
∑
x∈S\B
wT (x)2 +
∑
y∈A
wT (y)2 + α2 = w2T (T ) + α2 . J
I Theorem 7. For any value  ∈ (0, 1), Algorithm 2 makes at most O(n3−2) improvements.
Proof. Because f is submodular, for any element e and any set T ⊆ G, we have f(T + e)−
f(T ) ≤ f({e}) ≤ f(Sinit). In particular, for any solution S ⊆ G with associated weight
function w, we have
w2(S) =
∑
e∈S
w(e)2 ≤ |S|f(Sinit)2 ≤ nf(Sinit)2 .
Additionally, from Lemma 6, each improvement we apply must increase w2(S) by at least
α2, and hence the number of improvements that Algorithm 2 can make is at most
w2(S)− f(Sinit)2
α2
≤ nf(Sinit)
2 − f(Sinit)2
α2
= (n − 1)
(
f(Sinit)
α
)2
= (n − 1)n
2
δ2
= O(n3−2) . J
I Corollary 8. For any  > 0, Algorithm 2 is a k+32 +  approximation algorithm, running
in time O(−2k2nk2+4).
5 Open Questions
We do not currently have an example for which the locality gap of Algorithm 2 can be as bad
as stated, even for specific k-exchange systems such as k-set packing. In the particular case
of weighted independent set in (k + 1)-claw free graphs, Berman [2] gives a tight example
that shows his algorithm can return a set S with k+12 w(S) = w(O). His example uses only
unit weights, and so the non-oblivious potential function is identical to the oblivious one.
However, the algorithm of Feldman et al. (given here as Algorithm 1) considers a larger class
of improvements than those considered by Berman, and so this example no longer applies,
even in the linear case. For the unweighted variant, Hurkens and Schrijver [15] give a lower
bound of k/2 + , where  depends on the size of the improvements considered. Because the
non-oblivious local search routine performs the same as oblivious local search on instances
with unit weights (since 1 = 12), this lower bound applies to Algorithm 1 in the linear case.
From a hardness perspective, the best known bound is the Ω(k/ ln k) NP-hardness result of
Hazan, Safra, and Schwartz [14], for the special case of unweighted k-set packing.
Another interesting question is whether similar techniques can be adapted to apply to more
general problems such as matroid k-parity in arbitrary matroids (here, even an improvement
over k for the general linear case would be interesting) or to non-monotone submodular
functions. A major difficulty with the latter generalization is our proof’s dependence on the
weights’ non-negativity, as this assumption no longer holds if our approach is applied directly
to non-monotone submodular functions.
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A Pumping Lemma for Pushdown Graphs of Any
Level
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Abstract
We present a pumping lemma for the class of ε-contractions of pushdown graphs of level n, for
each n. A pumping lemma was proposed by Blumensath, but there is an irrecoverable error in
his proof; we present a new proof. Our pumping lemma also improves the bounds given in the
invalid paper of Blumensath.
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1 Introduction
Higher-order pushdown systems are a very natural extension of pushdown systems. They
were originally introduced by Maslov [10]. In a system of level n we have a level-n stack
of level-(n − 1) stacks of ... of level-1 stacks. The idea is that the system operates only on
the topmost level-1 stack, but additionally it can make a copy of the topmost stack of some
level, or can remove the topmost stack of some level. Higher-order pushdown systems have
connections with several other concepts. A result of Knapik et al. [9] shows that higher-
order pushdown systems generate the same trees as safe higher-order recursion schemes.
Carayol and Wöhrle [2] proved that the ε-contractions of graphs generated by higher-order
pushdown systems are exactly the graphs in the Caucal hierarchy [3]. Thus, all these graphs
have decidable monadic second-order theories.
Even though higher-order pushdown systems generate important classes of graphs, useful
characterizations of their structure are still rare. We still miss techniques for disproving
membership in the pushdown hierarchy. In classical automata theory, pumping lemmas
provide good tools for proving that a language cannot be defined by a finite automaton
or by a pushdown automaton. For indexed languages, which are the languages recognized
by pushdown systems of level 2, we have a pumping lemma of Hayashi [6], and a shrinking
lemma of Gilman [4]. We also have a pumping lemma of Kartzow [7] for collapsible pushdown
systems of level 2. On higher levels, similar results are still missing. Blumensath [1] published
a pumping lemma for all levels of the higher-order pushdown hierarchy. Unfortunately, there
is an irrecoverable error in his proof (cf. [11]).
Our main theorem is the following pumping lemma applicable to every level of the higher-
order pushdown graph hierarchy.
I Theorem 1.1. Let A be a pushdown system of level n, and L a regular language. Let G be
the ε-contraction of the pushdown graph of A; assume that it is finitely branching. Assume
that in G there exists a path of length m from the initial configuration to some configuration
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c. Let S1 = (m + 1) · CAL and Sj = 2Sj−1 for 2 ≤ j ≤ n, where CAL is a constant which
depends on A and on L. Assume also that in G there exists a path p of length at least Sn,
which starts in c and belongs1 to L. Then there are infinitely many paths in G, which start
in c, belong to L, and end in configurations having the same state as the last configuration
of p.
This theorem is very similar to the pumping lemma proposed in [1]. Namely our Lemma
5.2 is an analogue of Corollary 16 from [1], and our Lemma 5.3 is an analogue of Theorem
61 from [1]; the above theorem (without the part about the regular language L) is obtained
by composing these two lemmas.
Notice also that the bound Sn is n− 1 times exponential in m, while the corresponding
bound in [1] is 3n − 1 times exponential. Thus we obtain a better bound. Moreover, our
bound is optimal, as explained in Section 6. The other difference is that our pumping
preserves a regular property L of the paths, as well as the state of the last configuration.
2 Preliminaries
A pushdown system (PDS for short) of level n is given by a tuple (A,Γ, γI , Q, qI ,∆, λ), where
A is an input alphabet,
Γ is a stack alphabet, and γI ∈ Γ is an initial stack symbol,
Q is a set of states, and qI ∈ Q is an initial state,
∆ ⊆ Q× Γ×Q×OP is a transition relation, where the set OP contains the operations
popk and pushk(α) for 1 ≤ k ≤ n and α ∈ Γ,
λ : ∆→ A ∪ {ε} is a labelling of transitions.
In this paper, the letter n is always used for the level of the pushdown system.
For any alphabet Γ (of stack symbols) we define a k-th level pushdown store (k-pds for
short) as an element of the following set Γk∗:
Γ0∗ = Γ,
Γk∗ = (Γk−1∗ )∗ for 1 ≤ k ≤ n.
In other words, a 0-pds is just a single symbol, and a k-pds for 1 ≤ k ≤ n is a (possibly
empty) sequence of (k − 1)-pds’s. The last element of a k-pds is also called the topmost
one. For any αk ∈ Γk∗ and αk−1 ∈ Γk−1∗ we write αk : αk−1 for the k-pds obtained from
αk by placing αk−1 at its end. The operator „:” is assumed to be right associative, i.e.
α2 : α1 : α0 = α2 : (α1 : α0). We say for k ≥ 1 that a k-pds is proper if it is nonempty and
every (k − 1)-pds in it is proper; a 0-pds is always proper.
A configuration of A consists of a state and of a proper n-pds, i.e. it is an element of
Q × Γn∗ in which the n-pds is proper. The initial configuration consists of the initial state
qI and of the n-pds containing only one 0-pds, which is the initial stack symbol γI . For a
configuration c, its state is denoted by state(c), and its n-pds is denoted by pi(c).
Next, for configurations c, d we define when c ` d. Let α be the topmost 0-pds of pi(c).
Assume that (state(c), α, state(d), op) ∈ ∆. We have two cases depending on op:
if op = popk then pi(d) is obtained from pi(c) by replacing its topmost k-pds αk : αk−1
by αk (i.e. we remove the topmost (k − 1)-pds; in particular the topmost k-pds of pi(c)
has to contain at least two (k − 1)-pds’s),
1 Formally, the word consisting of labels on that path belongs to L.
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if op = pushk(β) then pi(d) is obtained from pi(c) by replacing its topmost k-pds αk : αk−1
by (αk : αk−1) : αk−1, and then by replacing its topmost 0-pds by β (i.e. we copy the
topmost k-pds, and then we change the topmost symbol in the copy2).
A run is a function w from numbers 0, 1, . . . , l (for some l ≥ 0) to configurations such
that w(i − 1) ` w(i) for 1 ≤ i ≤ l. The number l is called the length of w, and denoted by
|w|. We say that w is a run from w(0) to w(|w|). For 0 ≤ x ≤ y ≤ |w| we can consider the
subrun of w from x to y; this is the run of length y − x which maps i to w(i+ x). For two
runs v, w such that v(|v|) = w(0) we can consider their composition; this is the run of length
|v|+ |w| which maps i ≤ |v| to v(i), and i > |v| to w(i− |v|). We say that a configuration d
is reachable from a configuration c if there exists a run w from c to d.
The pushdown graph of A, denoted by PDG(A), is the directed graph consisting of
configurations of A reachable from the initial configuration; there is an edge from a config-
uration c to a configuration d when c ` d. To each edge of PDG(A) we can assign a label
from A ∪ {ε} in the following way. Let c, d be configurations such that c ` d. Notice that
the transition δ ∈ ∆ used between c and d (in the definition of `) is uniquely determined.
We label the edge from c to d by λ(δ). A run of A can also be interpreted as a path in
PDG(A), so it makes sense to talk about edges of a run, and about labels of these edges.
We define the ε-contraction of PDG(A), denoted by PDG(A)/ε, which is a directed
multigraph.3 Its vertices are the initial configuration cI , and configurations d such that
there is a run from cI to d in which the last edge is labelled by an element of A (i.e. not by
ε). In PDG(A)/ε there is an edge from c to d labelled by a ∈ A when in PDG(A) there is
a path from c to d whose edges except the last one are labelled by ε, and the last edge is
labelled by a. We say that PDG(A)/ε is finitely branching if from each of its nodes there
are only finitely many outgoing edges.
A position is a vector x = (xn, xn−1, . . . , x1) of n positive integers. The symbol on
position x in configuration c (which is an element of Γ) is defined as follows: we take the
xn-th (from the bottom) (n − 1)-pds of pi(c), then its xn−1-th (n − 2)-pds, and so on. We
say that x is a position of c, if at position x there is a symbol in c.
For 0 ≤ k ≤ n, by topk(c) we denote the position of the bottommost symbol of the
topmost k-pds of c. In particular top0(c) is the position of the topmost symbol in c.
For any run w, indices 0 ≤ a ≤ b ≤ |w|, and a position y of w(b), we define a position
histw(b, y)(a). It is y when b = a. It is y also when b = a + 1, and the operation between
w(a) and w(b) is popk, as well as when the operation is pushk and y is not in the topmost
(k−1)-pds of w(b). If the operation between w(a) and w(b) is pushk and y is in the topmost
(k − 1)-pds of w(b), then histw(b, y)(a) is the position of w(a) from which a symbol was
copied to y (i.e. this is y with the (n−k+1)-th coordinate decreased by 1). When b > a+1,
histw(b, y)(a) is defined (by induction) as histw(a+1, histw(b, y)(a+1))(a). In other words,
histw(b, y)(a) is the (unique) position of w(a), from which the symbol was copied to y in
w(b).
For 0 ≤ k ≤ n, a run w, and an index 0 ≤ b ≤ |w| we define a set prekw(b) consisting
of all indices a for which 0 ≤ a ≤ b and histw(b, topk(w(b)))(a) = topk(w(a)). Intuitively,
a ∈ prekw(b) means that the topmost k-pds of w(b) „comes from” the topmost k-pds of w(a),
2 In the classical definition the topmost symbol can be changed only when k = 1 (for k ≥ 2 it has to be
β = α). Notice however that our theorems, true for every PDS, are in particular true for such restricted
PDS’s. On the other hand, it is not difficult to see that for any PDS A of level n there exists a PDS
B of level n of this restricted form such that graphs PDG(A)/ε and PDG(B)/ε are isomorphic.
3 In this graph, unlike in PDG(A), we can have multiple edges between two nodes, each labeled by a
different symbol.
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in the sense that the topmost k-pds of w(b) is a copy of the topmost k-pds of w(a), but
possibly some changes were done to it.
Example. Consider a PDS of level 3. Below, brackets are used in descriptions of pds’s
as follows: symbols taken in brackets form one 1-pds, 1-pds’s taken in brackets form one
2-pds, and 2-pds’s taken in brackets form one 3-pds. Consider a run w of length 6 in which
pi(w(0)) = [[[ab]]] and the operations between consecutive configurations are:
push2(c), push3(d), pop1, push3(e), pop2, pop3.
The contents of the 3-pds’s of the configurations in the run, and the pre sets, are presented
in the table below.
i pi(w(i)) pre0w(i) pre1w(i) pre2w(i) pre3w(i)
0 [[[ab]]] {0} {0} {0} {0}
1 [[[ab][ac]]] {0, 1} {0, 1} {0, 1} {0, 1}
2 [[[ab][ac]][[ab][ad]]] {0, 1, 2} {0, 1, 2} {0, 1, 2} {0, 1, 2}
3 [[[ab][ac]][[ab][a]]] {3} {0, 1, 2, 3} {0, 1, 2, 3} {0, 1, 2, 3}
4 [[[ab][ac]][[ab][a]][[ab][e]]] {3, 4} {0, 1, 2, 3, 4} {0, 1, 2, 3, 4} {0, 1, 2, 3, 4}
5 [[[ab][ac]][[ab][a]][[ab]]] {0, 5} {0, 5} {0, 1, 2, 3, 4, 5} {0, 1, 2, 3, 4, 5}
6 [[[ab][ac]][[ab][a]]] {3, 6} {0, 1, 2, 3, 6} {0, 1, 2, 3, 6} {0, 1, 2, 3, 4, 5, 6}
In configuration w(0) symbol a is on position (1, 1, 1) and symbol b is on position (1, 1, 2).
We have
histw(2, (2, 2, 1))(1) = (1, 2, 1) and histw(2, (2, 2, 1))(0) = (1, 1, 1).
Notice that positions y in w(b) and histw(b, y)(a) in w(a) not necessarily contain the same
symbol, for example on position (1, 2, 2) in w(1) we have c, and on position (1, 1, 2) in w(0)
we have b, but histw(1, (1, 2, 2))(0) = (1, 1, 2).
Easy properties. The following two propositions follow immediately from the definitions.
These properties are often used implicitly later.
I Proposition 2.1. Let w be a run, let 0 ≤ k ≤ n, and let 0 ≤ a ≤ b ≤ c ≤ |w|. Then
prekw(b) ⊆ prek+1w (b) (for k < n), and
a ∈ prekw(b) and b ∈ prekw(c) implies a ∈ prekw(c), and
{a, b} ⊆ prekw(c) implies a ∈ prekw(b).
I Proposition 2.2. Let w be a run, let 1 ≤ k ≤ n, and let 0 ≤ a ≤ b ≤ |w| be such that
a ∈ prekw(b). Then a ∈ prek−1w (b) if and only if, for all a ≤ i ≤ b, the size of the k-pds of
w(i) containing histw(b, topk(w(b)))(i) is not smaller than the size of the topmost k-pds of
w(a).
3 Types of configurations
Let A = (A,Γ, γI , Q, qI ,∆, λ) be a PDS of level n. Below we define a function typeA which
assigns to every configuration of A an element of a finite set TA. The important properties
of the typeA function are listed below, in the three facts.
I Fact 3.1. Let A be a PDS of level n. Let w be a run of A such that 0 ∈ pre0w(|w|), and
let c be a configuration such that typeA(w(0)) = typeA(c). Then there exists a run v from c
such that
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1. if pi(w(0)) 6= pi(w(|w|)) then pi(v(0)) 6= pi(v(|v|)), and
2. 0 ∈ pre0v(|v|), and
3. all edges of w are labelled by ε if and only if all edges of v are labelled by ε, and
4. typeA(w(|w|)) = typeA(v(|v|)).
I Fact 3.2. Let A be a PDS of level n. Let w be a run of A such that at least one of its
edges is not labelled by ε, and the position top0(w(0)) is present in every configuration of w.
Let c be a configuration such that typeA(w(0)) = typeA(c). Then there exists a run v from
c such that at least one of its edges is not labelled by ε, and the position top0(c) is present
in every configuration of v.
I Fact 3.3. Let A be a PDS of level n. Let w be a run of A, and let c be a configuration such
that typeA(w(0)) = typeA(c). Then there exists a run v from c such that state(v(|v|)) =
state(w(|w|)).
Before we define types of configurations, we define types of k-pds’s, for each k. The main
idea is that we have to characterize special kind of runs, called k-returns, as well as runs as
described by Facts 3.2 and 3.3.
I Definition 3.4. Let 1 ≤ r ≤ n, and let w be a run. We say that w is an r-return if
the topmost r-pds of w(0) contains at least two (r − 1)-pds’s, and
histw(|w|, topr−1(w(|w|)))(0) is the bottommost position of the (r − 1)-pds just below
the topmost (r − 1)-pds of w(0), and
prer−1w (|w|) = {|w|}.
In other words, w is an r-return when the topmost r-pds of w(|w|) is obtained from the
topmost r-pds of w(0) by removing its topmost (r − 1)-pds (but not only in the sense of
contents, but we require that really it was obtained this way). In particular we have the
following proposition.
I Proposition 3.5. Let w be an r-return. Then the topmost r-pds of w(0) after removing
its topmost (r − 1)-pds is equal to the topmost r-pds of w(|w|).
Example. Consider a PDS of level 2, and a run w of length 6 in which pi(w(0)) = [[ab][cd]],
and the operations between consecutive configurations are:
push2(e), pop1, pop2, pop1, push1(d), pop1.
The contents of the 2-pds’s of the configurations in the run are presented in the table below.
i 0 1 2 3 4 5 6
pi(w(i)) [[ab][cd]] [[ab][cd][ce]] [[ab][cd][c]] [[ab][cd]] [[ab][c]] [[ab][cd]] [[ab][c]]
The subruns of w from 0 to 2, from 0 to 4, from 1 to 2, from 3 to 4, and from 5 to 6 are
1-returns; the subruns of w from 1 to 3, and from 2 to 3 are 2-returns. These are the only
subruns of w being returns, in particular w is not a 1-return because 4 ∈ pre0w(6).
We are going to define a type of a k-pds for each 0 ≤ k ≤ n. A set of possible level-k types
(types of k-pds’s) will be denoted by T k. We also define a set Dk; its elements correspond
to kinds of runs (this correspondence is formalized in the “agrees with” notion).
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I Definition 3.6. We define T k (where 0 ≤ k ≤ n) by induction on k, going down from
k = n to k = 0. Let 0 ≤ k ≤ n. Assume we have already defined sets T i for k + 1 ≤ i ≤ n.
We take
Dk = Q∪
n⋃
r=k+1
{r}×
(
{non-ε}∪
(
{0, 1}×P(T n)×P(T n−1)×· · ·×P(T r+1)×Q×{0, 1}
))
,
T k = P(T n)× P(T n−1)× · · · × P(T k+1)×Q×Dk,
where by P(X) we denote the power set of X (the set of all subsets of X).
I Definition 3.7. We define type(αk) ⊆ T k for a k-pds αk (where 0 ≤ k ≤ n) by induction
on k, going down from k = n to k = 0. Let 0 ≤ k ≤ n. Assume we have already defined
sets type for i-pds’s for k + 1 ≤ i ≤ n.
1. Let t = (r, f, ξn, ξn−1, . . . , ξr+1, q, g) ∈ Dk, and let w be a run. Decompose pi(w(|w|)) =
βn : βn−1 : · · · : βr. We say that w agrees with t if
w is an r-return, and
each edge of w is labelled by ε if and only if f = 0, and
type(βi) = ξi for r + 1 ≤ i ≤ n, and
q = state(w(|w|)), and
pi(w(|w|)) can be obtained from pi(w(0)) by removing its topmost (r − 1)-pds if and
only if g = 0.
2. We say that a run w agrees with (r, non-ε) ∈ Dk if at least one edge of w is labelled by
an element of A, and position topr−1(w(0)) is present in every configuration of w.
3. We say that a run w agrees with q ∈ Dk ∩Q if state(w(|w|)) = q.
4. Let t = (ρn, ρn−1, . . . , ρk+1, p, t′) ∈ T k, and let αk be a k-pds. We say that t ∈ type(αk)
if the following is true.
For k + 1 ≤ i ≤ n, let αi be an i-pds such that type(αi) = ρi. Then there exists a
run from (p, αn : αn−1 : · · · : αk) which agrees with t′.
In point 4 of the above definition we mean that for all appropriate αk+1, αk+2, . . . , αn
the run exists (and not that there exist appropriate αk+1, αk+2, . . . , αn such that the run
exists). However in fact the „there exists” variant would be equivalent; this is described by
the following lemma, which is the main technical result about types.
I Lemma 3.8. Let 0 ≤ k ≤ n, let t ∈ Dk, and let w be a run which agrees with t. Decompose
pi(w(0)) = αn : αn−1 : · · · : αk. Then
(type(αn), type(αn−1), . . . , type(αk+1), state(w(0)), t) ∈ type(αk).
The proof of this lemma is tedious but rather straightforward. Finally, we define types
of configurations.
I Definition 3.9. Let TA = P(T n)×P(T n−1)× · · · × P(T 1)× Γ×Q. For a configuration
c = (q, αn : αn−1 : · · · : α0), let
typeA(c) = (type(αn), type(αn−1), . . . , type(α1), α0, q).
Using Lemma 3.8 it is not difficult to show that Facts 3.1–3.3 for such definition of a
type.
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4 Pumping of pushdown graphs
The following technical lemma describes how pushdown graphs can be pumped.
I Lemma 4.1. Let A be a PDS of level n, let 0 ≤ k ≤ n, let w be a run of A, and let
G ⊆ prekw(|w|)− {|w|}. Let αk be the k-pds of w(0) containing histw(|w|, topk(w(|w|)))(0).
For 1 ≤ j ≤ k, let rj be the maximum of the sizes of the j-pds’s in αk. Define
N0 = |TA|+ 1 and Nj = rj · 2Nj−1 for 1 ≤ j ≤ k.
Assume that |G| ≥ Nk. Then there exist indices 0 ≤ x < y < z ≤ |w| such that
1. typeA(w(x)) = typeA(w(y)), and
2. x ∈ pre0w(y) and y ∈ prekw(|w|), and
3. either pi(w(x)) 6= pi(w(y)), or G ∩ {x, x+ 1, . . . , y − 1} 6= ∅, and
4. z − 1 ∈ G and top0(w(y)) is present in every configuration of the subrun of w from y to
z.
Let us comment on the statement of this lemma. The essence of the lemma is that in
every appropriately long run one can find indices x, y such that typeA(w(x)) = typeA(w(y))
and x ∈ pre0w(y). Notice that the notion “appropriately long” depends on the size of the
stack in w(0): when one starts from a bigger stack, we require a longer run. Then Fact
3.1 can be applied to the fragment of w between x and y, so this fragment can be pumped
(repeated forever). The lemma is more complicated for technical reasons. The problem is
that pumping any fragment of a run is not interesting enough. For example the fragment
between x and y can be a loop doing nothing; we are not satisfied with finding such a loop.
For this reason we have introduced the set G of “good” indices, and we assume that this set
is big enough. Our goal is to have some element of G in the fragment between x and y (the
second variant of condition 3). However this is not always possible, and we sometimes get
the first variant of condition 3; the intuition is that then we can show (using also index z)
that the graph has to be infinitely branching.
The above lemma is proved by induction on k. For k = 0 we have |G| ≥ |TA| + 1 and
there are only |TA| possible values of typeA, so there exist two indices x, y ∈ G such that
x < y and typeA(w(x)) = typeA(w(y)) (we get condition 1). By assumption we know that
x, y ∈ pre0w(|w|); this implies that x ∈ pre0w(y) (we get condition 2). We have condition 3
because x ∈ G. We take z = y + 1. We have z − 1 ∈ G. Because y ∈ pre0w(|w|), position
top0(w(y)) is present in w(z) (we get condition 4).
For k > 0 we make the induction step using the following lemma about sequences
of integers. For 0 ≤ i ≤ |w| as ai we take the size of the k-pds of w(i) containing
histw(|w|, topk(w(|w|)))(i).
I Lemma 4.2. Let N ≥ 1 be a natural number, let a0, a1, . . . , aM be a sequence of positive
integers such that |ai − ai−1| ≤ 1 for 1 ≤ i ≤ M . Let G ⊆ {0, 1, . . . ,M − 1} be such that
|G| ≥ a0 · 2N . Then there exist two indices b, e such that 0 ≤ b < e ≤M and e− 1 ∈ G, and
1. for each i such that b ≤ i ≤ e we have ai ≥ ab, and
2. for each i such that 0 ≤ i ≤ b− 1 we have ai ≥ ab + 1, and
3. |Hb,e| ≥ N , where
Hb,e = {i : b ≤ i ≤ e− 1 ∧ ∀j(i ≤ j ≤ e⇒ aj ≥ ai) ∧
∧ ∃g∈G(g ≥ i ∧ ∀j(i+ 1 ≤ j ≤ g ⇒ aj ≥ ai + 1))}.
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5 Finitely branching ε-contractions of pushdown graphs
In this section we show how finitely branching ε-contractions of pushdown graphs can be
pumped; we prove Theorem 1.1. First we give an auxiliary lemma, which describes how the
assumption about finite branching can be used. Then we have two lemmas, which are then
composed together into Theorem 1.1. Lemma 5.2 tells us that a short run from the initial
configuration cannot finish in a configuration having a big stack. Lemma 5.3 is similar to
Theorem 1.1, but instead of assuming that a configuration can be reached with a short run
from the initial configuration, we assume that its stack is small (and this assumption will
be then satisfied thanks to Lemma 5.2).
I Lemma 5.1. Let A be a PDS of level n, let w be a run of A such that w(0) is reachable
from the initial configuration, and let 0 ≤ x < y ≤ |w|−1 be indices such that typeA(w(x)) =
typeA(w(y)), and x ∈ pre0w(y), and pi(w(x)) 6= pi(w(y)). Assume that top0(y) is present in
every configuration of the subrun of w from y to |w|. Assume also that every edge of w
between x and y is labelled by ε, and at least one edge of w between y and |w| is not labelled
by ε. Then PDG(A)/ε is not finitely branching.
Proof. Without loss of generality, we assume that w begins in the initial configuration; we
can obtain such a situation by appending before w any run from the initial configuration to
w(0), and appropriately shifting x and y. Let g be the smallest index (0 ≤ g ≤ x) such that
every edge between g and x is labelled by ε. Then w(g) is a node of PDS(A)/ε.
We want to create a sequence of runs v1, v2, v3, . . . such that for each i ≥ 1 we have
a) v1(0) = w(x) and vi(0) = vi−1(|vi−1|) for i > 1, and
b) pi(vi(0)) 6= pi(vi(|vi|)), and
c) 0 ∈ pre0vi(|vi|), and
d) every edge of vi is labelled by ε, and
e) typeA(vi(0)) = typeA(vi(|vi|)).
As v1 we can take the subrun of w from x to y. Assume that we already have vi for some
i ≥ 1. We use Fact 3.1 for vi (as w) and vi(|vi|) (as c); thanks to properties c) and e) its
assumptions are satisfied. We obtain a run vi+1 from vi(|vi|). Conditions 1–4 of the fact
immediately give us conditions b–e for vi+1.
Notice, for each i ≥ 1, that because 0 ∈ pre0vi(|vi|) and pi(vi(0)) 6= pi(vi(|vi|)), position
top0(vi(|vi|)) (which is top0(vi+1(0))) is lexicographically greater than top0(vi(0)). Thus
every top0(vi(0)) is different.
For every i ≥ 1 we do the following. From condition e) and from typeA(w(x)) =
typeA(w(y)) we know that typeA(vi(0)) = typeA(w(y)). We use Fact 3.2 for the subrun
of w from y to |w| (as w), and for vi(0) (as c). We obtain a run ui from vi(0) such that at
least one of its edges is not labelled by ε, and position top0(vi(0)) is present in every config-
uration of ui. We can assume that only the last edge of ui is not labelled by ε (we obtain
this situation by cutting ui after the first edge not labelled by ε). Now compose the subrun
of w from g to x, runs v1, v2, . . . , vi−1, and run ui. We obtain a run from w(g) such that
only its last edge is not labelled by ε. Thus ui(|ui|) is a successor of w(g) in PDG(A)/ε, in
which position top0(vi(0)) is present. As each position top0(vi(0)) is different, they cannot
be all present in only finitely many configurations, so among ui(|ui|) there are infinitely
many different configurations. This means that PDG(A)/ε is not finitely branching. J
I Lemma 5.2. Let A be a PDS of level n such that PDG(A)/ε is finitely branching. Let
w be a run which begins in the initial configuration, and whose last edge is not labelled by ε.
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Let m be the number of edges of w not labelled by ε. Let
M1 = (m+ 1) · (|TA|+ 1) and Mj = 2Mj−1 for 2 ≤ j ≤ n.
Then, for 1 ≤ k ≤ n, the size of any k-pds of w(|w|) is at most Mk.
Proof. Induction on m. Notice that m ≥ 1. Define
M ′1 = m · (|TA|+ 1) and M ′j = 2M
′
j−1 for 2 ≤ j ≤ n.
Let b be the index such that the (m− 1)-st edge of w not labelled by ε is between w(b− 1)
and w(b); if m = 1 we take b = 0. From the induction assumption, used for the subrun of w
from 0 to b, we know, for 1 ≤ k ≤ n, that the size of any k-pds of w(b) is at most M ′k. This
is also true for m = 1, as M ′k ≥ 1.
Assume that for some k (1 ≤ k ≤ n) the size of some k-pds of w(|w|) is greater than Mk.
Let s be the bottommost position of such a k-pds. Let v be the subrun of w from b to |w|.
For 0 ≤ i ≤ |v|, let ai be the size of the k-pds of v(i) containing histv(|v|, s)(i). We have
a|v| ≥Mk and a0 ≤M ′k. Of course |ai−1 − ai| ≤ 1 for 1 ≤ i ≤ |v|. Let
G = {i : 0 ≤ i ≤ |v| − 1 ∧ ∀j(i+ 1 ≤ j ≤ |v| ⇒ aj ≥ ai + 1)}.
Notice that |G| ≥ Mk −M ′k, as for each j such that M ′k ≤ j ≤ Mk − 1 in G we have the
last index i such that ai = j. Let e be the greatest index such that e− 1 ∈ G; let v′ be the
subrun of v from 0 to e. Define
N0 = |TA|+ 1 and Ni = M ′i · 2Ni−1 for 1 ≤ i ≤ k − 1.
We are going to use Lemma 4.1 for k − 1 (as k), for the run v′ (as w), and for G. We
have to check that its assumptions are satisfied. We need to check that G ⊆ prek−1v (e).
Because only the topmost k-pds can change its size, and ai 6= ai+1 for i ∈ G, it follows that
histv(|v|, s)(i) = topk(v(i)) for i ∈ G ∪ {e}, which means that G ⊆ prekv(e). As additionally
aj ≥ ai for i ∈ G, i ≤ j ≤ |v|, from Proposition 2.2 we get G ⊆ prek−1v (e), as required. We
also need to check that G has enough elements; this is a straightforward calculation.
From Lemma 4.1 we obtain indices 0 ≤ x < y < z ≤ e such that
1. typeA(v(x)) = typeA(v(y)), and
2. x ∈ pre0v(y), and
3. either pi(v(x)) 6= pi(v(y)), or G ∩ {x, x+ 1, . . . , y − 1} 6= ∅, and
4. z− 1 ∈ G and top0(v(y)) is present in every configuration of the subrun of v from y to z.
Is it possible that pi(v(x)) = pi(v(y))? As additionally x ∈ pre0v(y) (condition 2), this
would mean that for every position p in v(y) we have histv(y, p)(x) = p (between v(x) and
v(y) some new fragments of the n-pds were added and then removed; it is impossible that
we have first removed something and then reproduced it). In particular ax and ay describe
the size of the same k-pds, so ax = ay. Moreover ai ≥ ax for x ≤ i ≤ y. But condition
3 implies that there is some g ∈ G ∩ {x, x + 1, . . . , y − 1}. This is impossible, as we have
ay ≥ ag + 1 (by definition of G), and ag ≥ ax, which means that ax 6= ay. Thus we always
have pi(v(x)) 6= pi(v(y)).
Because z−1 ∈ G, we have az−1 6= az, so since only the topmost k-pds can change its size,
we know that histv(|v|, s)(z) = topk(v(z)). Additionally ai ≥ az = az−1 + 1 for z ≤ i ≤ |v|
(by definition of G), which means that topk−1(v(z)) is present in every configuration of the
subrun of v from z to |v|. Since top0(v(y)) is present in v(z − 1) (condition 4), we know
that top0(v(y)) is (lexicographically) below topk−1(v(z)), so one cannot remove top0(v(y))
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without removing topk−1(v(z)). It follows that top0(v(y)) is present in every configuration
of the subrun of v from y to |v|.
Recall also that the last edge of v is not labelled by ε, and all earlier edges are labelled
by ε. So every edge of v between x and y is labelled by ε, and at least one edge of v between
y and |v| is not labelled by ε. Thus the assumptions of Lemma 5.1 (where v is taken as w)
are satisfied. We get that PDG(A)/ε is not finitely branching, which contradicts with our
assumption. J
I Lemma 5.3. Let A be a PDS of level n such that PDG(A)/ε is finitely branching, and let
w be a run of A such that w(0) is reachable from the initial configuration. For 1 ≤ j ≤ n,
let rj be the maximum of the sizes of j-pds’s of w(0). Define
N0 = |TA|+ 1 and Nj = rj · 2Nj−1 for 1 ≤ j ≤ n.
Assume that at least Nn edges of w are not labelled by ε. Then for each j ∈ N there exist a
run wj from w(0) which has at least j edges not labelled by ε, and such that state(wj(|wj |)) =
state(w(|w|)).
Proof. Let G be the set of indices i (0 ≤ i ≤ |w| − 1) such that the edge between w(i) and
w(i+1) is not labelled by ε. We use Lemma 4.1 for n (as k), for run w, and set G. Of course
G ⊆ prenw(|w|), as prenw(|w|) by definition contains all numbers from 0 to |w|. We also have
|G| ≥ Nn, which is the required size. From the lemma we obtain indices 0 ≤ x < y < z ≤ |w|
such that
1. typeA(w(x)) = typeA(w(y)), and
2. x ∈ pre0w(y), and
3. either pi(w(x)) 6= pi(w(y)), or G ∩ {x, x+ 1, . . . , y − 1} 6= ∅, and
4. z − 1 ∈ G and top0(w(y)) is present in every configuration of the subrun of w from y to
z.
Assume first that every edge of w between x and y is labelled by ε. By condition 3 we
see that pi(w(x)) 6= pi(w(y)). Notice also that at least one edge of w between y and z is
not labelled by ε, namely the last edge (as z − 1 ∈ G). The assumptions of Lemma 5.1
are satisfied; we get that PDG(A)/ε is not finitely branching, which contradicts with our
assumption. Thus at least one edge of w between x and y is not labelled by ε.
We want to create a sequence of runs v1, v2, v3, . . . beginning at w(x) such that for each
j ≥ 1 we have
a) 0 ∈ pre0vj (|vj |), and
b) at least j edges of vj are not labelled by ε, and
c) typeA(vj(0)) = typeA(vj(|vj |)).
As v1 we can take the subrun of w from x to y. Assume that we already have vj for some
j ≥ 1. We use Fact 3.1 for vj (as w) and vj(|vj |) (as c); thanks to properties a) and c) its
assumptions are satisfied. We obtain a run v from vj(|vj |). Let vj+1 be the composition of
runs vj and v. Condition 2 of the fact says that 0 ∈ pre0v(|v|); together with 0 ∈ pre0vj (|vj |)
it gives us that 0 ∈ pre0vj+1(|vj+1|). Condition 3 of the fact says that at least one edge of v
is not labelled by ε; thus at least j + 1 edges of vj+1 are not labelled by ε. Condition 4 of
the fact says that typeA(v(0)) = typeA(v(|v|)); thus typeA(vj+1(0)) = typeA(vj+1(|vj+1|)).
Next, we use Fact 3.3 for the subrun of w from y to |w| and for vj(|vj |); we obtain a
run v′j from vj(|vj |) such that state(v′j(|v′j |)) = state(w(|w|)). Finally, as wj we take the
composition of the subrun of w from 0 to x with run vi and with run v′i; this run satisfies
the thesis of the lemma. J
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Proof (Theorem 1.1). First we consider the following special case. Assume that the lan-
guage L contains all words. Assume also that the set of states of A is of the form Q×{0, 1},
and a transition is labelled by ε if and only if it leads to a state with 0 on the second
coordinate. Then we take CAL = 3 · (|TA| + 1) · 2|TA|+1. Because in PDG(A)/ε we have
a path of length m from the initial configuration to c, there exists a run w from the initial
configuration to c such that exactly m of its edges are not labelled by ε, in particular the
last one. Let
M1 = (m+ 1) · (|TA|+ 1) and Mj = 2Mj−1 for 2 ≤ j ≤ n.
By Lemma 5.2 we know, for 1 ≤ k ≤ n, that the size of any k-pds of c is at most Mk. Let
N0 = |TA|+ 1 and Nj = Mj · 2Nj−1 for 1 ≤ j ≤ n.
A straightforward calculation proves that Sn ≥ Nn. Because in PDG(A)/ε we have a path
of length Sn starting at c, there exists a run v starting at c such that at least Sn ≥ Nn of its
edges are not labelled by ε. We use Lemma 5.3 for the run v (as w). It says that there exist
runs wj from c having arbitrarily many edges not labelled by ε, and such that wj(|wj |) and
w(|w|) have the same state. Since one state is reached either only by ε-transitions or only
by non-ε-transitions, the last edge of wj is not labelled by ε, because the last edge of w was
not labelled by ε. It means that there are arbitrarily many paths in PDG(A)/ε starting at
c, and ending in configurations with state state(w(|w|)).
Next, consider a situation where A is arbitrary, but L still contains all words. Then
we convert A to A′ having the above form. We simply product the states Q of A by
{0, 1}; for every transition δ = (q1, γ, q2, op) of A, in A′ we have, for i = 0, 1, transitions
((q1, i), γ, (q2, 0), op) if λ(δ) = ε, or ((q1, i), γ, (q2, 1), op) otherwise. The initial state gets 1
on the second coordinate. Notice that only configurations having 1 on the second coordinate
are in PDG(A′)/ε. Moreover there is an edge between two configurations in PDG(A)/ε if
and only if there is an edge between corresponding (obtained by putting 1 on the second
coordinate of the state) configurations in PDG(A′)/ε. So the two graphs are isomorphic,
thus the theorem for one of them immediately implies the theorem for the other.
For an arbitrary language L and arbitrary PDS A the theorem is true, because we can
make a product of A with a finite automaton recognizing L. J
6 Example application
Let ϕ : N → N be an unbounded function. Let fϕ1 (x) = x · ϕ(x) and fϕk+1(x) = 2f
ϕ
k
(x) for
k ≥ 1. Consider the tree Tϕn whose nodes are
{0i1j : i ≥ 0, j ≤ fϕn (i+ 2) + 1},
and a node w is connected with a node wa by an edge labelled by a (where w is a word
and a ∈ {0, 1} is a letter). This tree is not isomorphic to the ε-contraction of any pushdown
graph of level n.
Heading for a contradiction, assume that Tϕn is isomorphic to PDG(A)/ε for some push-
down system A of level n. In this isomorphism, the empty word in Tϕn has to correspond
to the initial configuration (as it is the only configuration which can have no predecessors).
Choose i ∈ N such that ϕ(i+ 2) ≥ CAL (where CAL is the constant from Theorem 1.1, for
L = {0, 1}∗). Let c be the configuration corresponding to 0i1, and d the configuration cor-
responding to 0i1fϕn (i+2)+1. We use Theorem 1.1 for the path from the initial configuration
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to c and for the path from c to d; their length is, respectively, i+ 1 and fϕn (i+ 2) (which is
greater or equal to Sn from the theorem). Thus we obtain infinitely many paths starting in
0i1, which contradicts the definition of Tϕn .
On the other hand it is known that when the function ϕ is constant, then tree Tϕn is
isomorphic to PDG(A)/ε for some pushdown system A. See e.g. [1], Example 9, where a
very similar pushdown system is constructed. In this sense the length required in Theorem
1.1 is the smallest possible: Sn has to be n− 1 times exponential in m.
7 Future work
As a continuation of this work, we have recently [8] generalized Theorem 1.1 to collapsible
pushdown systems. Collapsible pushdown systems are an extension of higher-order push-
down systems, in which an additional operation, called collapse, can be performed. Trees
generated by these systems correspond to all higher-order recursion schemes [5], not only to
safe ones.
Our pumping lemma talks only about the length of paths, and about a regular condition
on the labels on them, hence its applications are rather limited. It would be useful to show a
pumping lemma which describes more precisely how the new paths (as sequences of labels)
can be constructed from the original paths, similarly to the classical pumping lemma for
finite automata or pushdown automata.
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Abstract
An algorithmic meta theorem for a logic and a class C of structures states that all problems ex-
pressible in this logic can be solved efficiently for inputs from C. The prime example is Courcelle’s
Theorem, which states that monadic second-order (mso) definable problems are linear-time solv-
able on graphs of bounded tree width. We contribute new algorithmic meta theorems, which state
that mso-definable problems are (a) solvable by uniform constant-depth circuit families (AC0 for
decision problems and TC0 for counting problems) when restricted to input structures of bounded
tree depth and (b) solvable by uniform logarithmic-depth circuit families (NC1 for decision prob-
lems and #NC1 for counting problems) when a tree decomposition of bounded width in term
representation is part of the input. Applications of our theorems include a TC0-completeness
proof for the unary version of integer linear programming with a fixed number of equations and
extensions of a recent result that counting the number of accepting paths of a visible pushdown
automaton lies in #NC1. Our main technical contributions are a new tree automata model for
unordered, unranked, labeled trees; a method for representing the tree automata’s computations
algebraically using convolution circuits; and a lemma on computing balanced width-3 tree de-
compositions of trees in TC0, which encapsulates most of the technical difficulties surrounding
earlier results connecting tree automata and NC1.
1998 ACM Subject Classification F.1.3 Complexity Measures and Classes
Keywords and phrases algorithmic meta theorem, monadic second-order logic, circuit complex-
ity, tree width, tree depth
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.66
1 Introduction
Courcelle’s Theorem [6] states that every monadic second-order (mso) definable problem can
be decided in linear time on graphs of bounded tree width. Since many important graph
properties are expressible in this logic, Courcelle’s Theorem yields a unified framework for
showing that numerous problems on graphs of bounded tree width are solvable in linear
time. Recently we showed that both Courcelle’s Theorem as well as its later extensions [1]
also hold when “linear time” is replaced by “logarithmic space” [9], making the power of
mso-definability available for the study of logarithmic space.
The present paper furthers this line of research and transfers the idea of unified mso-based
problem definitions to circuit classes inside logarithmic space. During the course of this paper
we identify mso-based algorithmic meta theorems that place problems in the circuit classes
AC0, GapAC0, TC0, NC1, and #NC1. The classes AC0, GapAC0, and TC0 are defined via
Boolean (AC0), arithmetic (GapAC0), and threshold (TC0) circuit families of constant depth
and unbounded fan-in. The classes NC1 and #NC1 are defined via Boolean and arithmetic
© M. Elberfeld, A. Jakoby, and T. Tantau;
licensed under Creative Commons License NC-ND
29th Symposium on Theoretical Aspects of Computer Science (STACS’12).
Editors: Christoph Dürr, Thomas Wilke; pp. 66–77
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
M. Elberfeld, A. Jakoby, and T. Tantau 67
circuits, respectively, of logarithmic depth and bounded fan-in. All our results concerning
circuit classes hold for a strict form of uniformity, namely dlogtime-uniformity.
The inputs for Courcelle’s Theorem are graphs of bounded tree width and many mso-
definable problems on such graphs are complete for logarithmic space, including even the
question of whether the graph has a certain tree width [9], but also the reachability problem
for trees. Thus, algorithmic meta theorems that place problems inside subclasses of L either
need to restrict the logic or the kinds of inputs allowed. In the present paper, we consider
the latter case: For the constant-depth circuit classes, we only allow input graphs that have
bounded tree depth (a restriction of bounded tree width). For the logarithmic-depth circuit
classes we allow arbitrary graphs of bounded tree width as input, but require that the graphs
are accompanied by tree decompositions in term representation.
Bounded Tree Depth Structures and Constant-Depth Circuits Our first contribution is
a set of meta theorems that place problems in constant-depth circuit classes. The inputs for
these theorems are structures that have bounded tree depth, a measure on graphs that was
introduced by Nešetřil and Ossona de Mendez [16] to quantify the similarity of graphs to
star graphs (in opposition to tree width, which quantifies the similarity of graphs to trees).
Characterizations of when a class C of graphs has bounded tree depth include: (a) All graphs
in C have a tree decomposition of both bounded width and depth; or alternatively (b) all
graphs in C have bounded longest path length. The tree depth of a logical structure is the
tree depth of its Gaifman graph.
I Theorem 1 (Decision Using Boolean Constant-Depth Circuits). For every mso-formula φ
over some signature τ and every d ∈ N, there is a dlogtime-uniform AC0-circuit family
that, on input of an arbitrary τ -structure S, outputs 1 if, and only if, the tree depth of S is
at most d and S |= φ holds.
As an example application, consider the problem of deciding whether a graph has a
perfect matching. The complexity of this mso-definable problem has been studied in detail
and its complexity varies in dependence of the class of graphs under consideration. By the
above theorem, deciding whether a graph of bounded tree depth has a perfect matching lies
in AC0. In contrast, it is known that the same problem for graphs of bounded tree width is
L-complete [7, 9].
Instead of just deciding whether a formula is satisfied by a logical structure, when the
formula has a free second-order variable, we can try to count the number of assignments
of sets to the free variable that make the formula true. Moreover, if we count the number
of solutions with respect to the sizes of these sets, this leads to cardinality versions of
Courcelle’s Theorem. These cardinality versions allow a much broader range of applications
than the decision version and we will show how both known results from the literature and
also new results can be proved in an elegant manner using these versions. To formulate
the cardinality versions, we need a bit of terminology: Let φ(X1, . . . , X`, Y1, . . . , Yk) be an
mso-formula with two sets of free set variables, namely the Xi and the Yj , and let S be a
logical structure with universe S. The solution histogram of φ and S, denoted by hist(S, φ),
is an `-dimensional integer array that tells us “how many solutions of a certain size exist”.
In detail, let s = (s1, . . . , s`) ∈ {0, . . . , |S|}` be an index vector that prescribes sizes for
the sets that are substituted for the Xi. Then hist(S, φ)[s] equals the number of subsets
S1, . . . , S`, S
′
1, . . . , S
′
k ⊆ S with |S1| = s1, . . . , |S`| = s` and S |= φ(S1, . . . , S`, S′1, . . . , S′k). In
other words, we count how often φ can be satisfied when the sets assigned to the Xi-variables
have certain sizes, but impose no restrictions on the sizes of the Yj . As a first example, let
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φdom(X1) = ∀x
(
X1(x) ∨ ∃y(X1(y) ∧ E(y, x))
)
, which expresses that X1 is a dominating set
in a graph with edge relation E. Then hist(G, φdom)[s1] is the number of dominating sets
of size s1 in the graph G. As a second example, let φmatching(Y1) be the formula expressing
that Y1 is an edge set that is a perfect matching in G. Then, since ` = 0, the histogram
hist(G, φmatching) is just a scalar value that tells us how many perfect matchings G has.
In order to represent a histogram h using a single number num(h) ∈ N, imagine h to be
stored in computer memory with a word size large enough so that each of its entries fits
into one memory cell (choosing the word size as k|S| will suffice). Then num(h) is the single
number representing the whole of the memory contents (a formal definition of num(h) will
be given later). In particular, the bits of any single entry of h can easily be obtained from
the bits of num(h).
I Theorem 2 (Histogram Computation Using Arithmetic Constant-Depth Circuits). For every
mso-formula φ(X1, . . . , X`, Y1, . . . , Yk) over some signature τ and every d ∈ N, there is a
dlogtime-uniform GapAC0-circuit family that, on input of a τ -structure S of tree depth at
most d, outputs num(hist(S, φ)).
By Theorem 1 we can check in AC0 whether an input structure S has tree depth d
and, if not, we could output an error value like −1. Applying Theorem 2 to the formula
hist(G, φmatching) shows that counting the number of perfect matchings in graphs of bounded
tree depths lies in GapAC0. Since GapAC0 is contained in FTC0, the functional version of
the class TC0 of constant-depth circuits with threshold gates, computing a particular bit of
the number num(hist(S, φ)) can be done using a TC0-circuit:
I Corollary 3. For every mso-formula φ(X1, . . . , X`, Y1, . . . , Yk) over some signature τ and
every d ∈ N, there is a dlogtime-uniform TC0-circuit family that, on input of a τ -structure
S of tree depth at most d, an `-dimensional index s, and a bit position i, outputs the ith bit
of hist(S, φ)[s].
We cannot hope to place the computation of solution histograms in any complexity
class smaller than FTC0 since the TC0-complete problem majority is easily expressible
using an mso-formula and the histogram: Turning a string s into a logical structure
S = ({1, . . . , |s|}, PS1 ) in the usual manner by setting i ∈ PS1 ⇔ s[i] = 1, for the mso-
formula φ(X1) = ∀x(X1(x) → P1(x)) more than half of the input bits are 1 if, and only
if, hist(S, φ)[b|s|/2c + 1] > 0. In Section 3 we use extensions of this idea to prove the
TC0-completeness of the unary version of integer linear programming with a constant number
of equations.
Bounded Tree Width, Term Representations, and Logarithmic-Depth Circuits Our sec-
ond contribution are algorithmic meta theorems for NC1 and its arithmetic companion class
#NC1. For these theorems the input structure is equipped with a tree decomposition of
bounded width (no longer of bounded depth, though) given in term representation. The
term representation of a tree like is the string [ [ ] [ [ ] [ ] ] ], which exhibits the tree’s
ancestor relation.
I Theorem 4 (Decision Using Boolean Logarithmic-Depth Circuits). For every mso-formula φ
over some signature τ and every w ∈ N, there is a dlogtime-uniform NC1-circuit family that,
on input of a τ -structure S along with a width-w tree decomposition in term representation
for S, decides whether S |= φ holds.
As an example application, consider the problem of deciding the language accepted by
a tree automaton. It is well known that every such language lies in NC1 [15]. The above
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theorem allows us to reprove this fact succinctly: an mso-formula can easily check (using
existential second-order quantifiers) whether there is an assignment of states to the nodes of
the tree that is locally consistent and that makes the automaton accept.
I Theorem 5 (Histogram Computation Using Arithmetic Logarithmic-Depth Circuits). For
every mso-formula φ(X1, . . . , X`, Y1, . . . , Yk) over some signature τ and every w ∈ N, there
is a dlogtime-uniform #NC1-circuit family that, on input of a τ -structure S along with a
width-w tree decomposition in term representation for S, outputs num(hist(S, φ)).
An application of this theorem is to count the number of accepting paths of nondetermin-
istic visible pushdown automata.
Technical Contributions The proofs of the algorithmic meta theorems for constant-depth
circuits rest on two new technical tools. First, we introduce a new model of automata, which
we call multiset automata, that exactly captures the mso-definable problems on unordered
unranked labeled trees. Standard automata-theoretic approaches to proving meta theorems
cannot be applied in the context of constant-depth circuits: all known approaches include
preprocessing steps that enlarge the depth of the input trees by at least a logarithmic
factor, making them infeasible for simulation by constant-depth circuits. Second, we develop
algebraic representations of the computations of multiset automata using arithmetic circuits
that keep track of the number of ways in which states can be reached.
In the context of research on logarithmic-depth circuits, trees in term representation
are a natural form of input. In many papers (including the present), a central problem is
that a logarithmic-depth circuit cannot work on the term representation directly when it
has large depth. The standard approach is to recursively divide the tree into parts smaller
by some constant factor, but doing so uniformly is an involved problem. We present a new
algorithm for dealing with trees of arbitrary depth: It takes a tree T as input and outputs
a width-3 tree decomposition of T that is perfectly balanced and, hence, has logarithmic
depth. The bags of this decomposition form a hierarchical separation of T into subtrees
along which a recursive algorithm can work. A key property of our construction is that it
can be performed in TC0.
Related Work Algorithmic meta theorems for monadic second-order logic have been studied
intensively from the perspective of achieving a low runtime (see [12] for an overview), but
there is less work on meta theorems that lead to exact classifications in complexity theoretic
terms. Two exceptions are Wanke’s paper [18], which shows that all problems that are
captured by Courcelle’s Theorem are in LOGCFL, and our paper [9], which places these
problems further down into L.
Tree automata-based techniques are routinely used to prove time- and space-efficient
variants of Courcelle’s Theorem [1, 9]. The problem of deciding whether a fixed tree
automaton accepts a given tree in term representation lies in NC1 both in the ranked [15]
and the unranked case [11].
Buss [3] used pebbling-based strategies to evaluate Boolean sentences in uniform NC1. His
method was later adopted to evaluate arithmetic sentences [2] and, more recently, to prove
that the number of accepting computations of nondeterministic visible pushdown automata
can be counted in #NC1 [13].
Organization of This Paper After discussing the logical, graph theoretic and complexity
theoretic background of our work in Section 2, in Sections 3 and 4 we sketch the proofs and
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applications of the algorithmic meta theorems for constant-depth and logarithmic-depth
circuits, respectively. Due to lack of space, formal proofs are omitted from the present
conference paper; they can be found in its technical report version [10].
2 Background
A detailed review of the notations on logic, graphs, tree decompositions, and complexity
classes that we use in the present paper can be found in our technical report [10]. In the
following, we just point out less common notations that we will use: For a graph G, we
write V (G) for its vertex set and E(G) ⊆ V (G) × V (G) for its edge set. We consider
trees as special cases of directed graphs, where edges point from the root towards the
leaves, but call their vertices nodes. A tree decomposition is a pair (TD, BD) where TD is
a tree and BD is a labeling function BD : V (TD) → P(V (G)), where P(X) is the power
set of X, that satisfies standard connectedness and edge covering conditions. The closure
clos(T ) of a directed tree T is the graph with vertex set V (clos(T )) = V (T ) and edge set
E(clos(T )) = {(v, w) ∈ V (T ) × V (T ) | there is a v-to-w or a w-to-v path in T}. The tree
depth [16] of a connected graph G, denoted by td(G), is 1 plus the minimum depth of a
rooted tree T with V (G) = V (T ) and E(G) ⊆ E(clos(T )). The tree depth of a graph with
components C1, . . . ,Cm is maxi∈{1,...,m} td(Ci). The tree width and tree depth of a logical
structure are those of its Gaifman graph. The longest path length lpl(G) of a graph is the
length of the longest path in the graph. Nešetřil and Ossona de Mendez [17] showed that
lpl(G) ≤ 2td(G) − 2 holds for each undirected graph G.
3 Algorithmic Meta Theorems For Constant-Depth Circuit Classes
In the present section we prove the algorithmic meta theorems that relate monadic second-
order properties of graphs of bounded tree depth to constant-depth circuit classes (Theorems 1
and 2 from the introduction). The route toward proving them is the following: (1) First, we
show how a tree decomposition of a logical structure of bounded tree depth can be computed
using first-order reductions. Once available, we show how to adjust the original mso-formula
to an equivalent formula for the computed tree. This first step allows us to replace the task
of computing solution histograms for structures of any signature by the more manageable
problem of computing solution histograms for trees. (2) Second, we introduce the notion of
multiset automata for unordered unranked labeled trees, prove standard closure properties
for these automata, and show that they capture exactly the mso-definable properties of
unordered unranked labeled trees. This turns the problem of deciding formulas into the
problem of evaluating multiset automata. (3) After that we explain how to reduce computing
the number of ways in which multiset tree automata accept an input tree to evaluating
arithmetic circuits of constant depth. In the course of this step, we address the problem
of how histograms can be encoded as numbers. As we will see, by using an appropriate
encoding, we may assume that our formulas φ are all of the form φ(X1, . . . , Xk), that is, we
may assume that no variables Yi are present. This is why the lemmas and theorems of the
present section are all formulated without references to any Yj . (4) At the end, we apply the
algorithmic meta theorems to concrete problems. We show, in particular, that the unary
version of integer linear programming with a constant number of equations is complete for
TC0.
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Turning Tree-Depth-Bounded Structures into Depth-Bounded Tree Structures The first
step toward our goal of proving Theorems 1 and 2 is to compute tree decompositions of
bounded width and depth for input structures of bounded tree depth using first-order
reductions.
I Lemma 6. Let τ be a signature and d ∈ N. There is a first-order computable function that,
on input of the encoding code(S) of a τ -structure S, outputs either (a) a tree decomposition
D of S of width at most 2d − 3 and depth at most 2d − 1, or (b) “no” and td(S) > d holds
in this case.
The following lemma uses a first-order reduction to transform the task of computing
histograms for input structure of any signature to the task of computing histograms for tree
structures. For the formulation of the lemma, we use the following terminology: An s-tree
structure is a structure T = (V,ET, P T1 , . . . , P Ts ) over the signature τs-tree = {E2, P 11 , . . . , P 1s }
where (V,ET ) is a directed tree.
I Lemma 7. Let φ(X1, . . . , X`) be an mso-formula over some signature τ and w ∈ N.
There is an s ∈ N, a mso-formula ψ(X1, . . . , X`) over τs-tree, and a first-order computable
function that, on input of any τ -structure S with universe S and a width-w tree decomposition
D = (TD, BD) for S, produces an s-tree structure T , such that (a) the depth of T equals the
depth of TD plus 1, and (b) for all indices i ∈ {0, . . . , |S|}` we have hist(S, φ)[i] = hist(T , ψ)[i]
and all other entries in the array hist(T , ψ) are 0.
Lemma 6 and Lemma 7 together provide a transformation from evaluating mso-formulas on
logical structures of bounded tree depth to evaluating them on s-tree structures of bounded
depth.
Turning Formulas on Tree Structures into Tree Automata The trees underlying the s-
tree structures that are produced by Lemma 7 do not impose an order on sibling nodes
and nodes may have an unbounded number of children. Such trees, with the s unary
predicates represented by binary strings, are known as unordered, unranked labeled trees
in the literature [14]. “Unordered” means that there is no total order on sibling nodes
and “unranked” stands for unbounded degree. In this section we introduce a new notion of
automata that is appropriate for unordered labeled trees and prove that it exactly captures
the mso-definable properties of unordered labeled trees, resulting in a theorem which can
be seen as an extension of the classical Büchi–Elgot–Trakhtenbrot Theorem. Moreover, the
translation between mso-formula and automata will preserve the sizes and number of solutions,
thereby establishing a reduction from computing solution histograms for mso-formulas on
s-tree structures to evaluating tree automata.
Tree-automata-based proofs of time and space efficient variants of Courcelle’s Theorem
transform input structures into trees where the underlying tree has bounded degree. Then,
in these proofs mso-formulas on bounded degree trees are transformed into the classical tree
automata for ranked labeled trees that were developed in the 1970’s. Adopting this strategy
and transforming s-tree structures with unbounded degree into tree structures of bounded
degree would come at the cost of increasing the depth of the tree by at least a logarithmic
factor and this would imply vertical data dependencies in the tree that we cannot hope to
handle with constant-depth circuits. Due to this reason, we need an automaton model that
does not force us to change the topology of the tree. For a similar reason, we cannot use some
order on the children and translate to the tree automata for ordered unranked trees that
are studied in the context of xml processing [11]; here the horizontal data dependencies on
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sibling subtrees are too high. In fact, such automata are able to decide any regular property
on the ordered children of a node and, thus, cannot be simulated by constant-depth circuits.
The only automaton model from the literature that does not introduce dependencies
between nodes that cannot be handled by constant-depth circuits is due to Libkin [14] who
defined counting unranked tree automata, which are equivalent to mso on unordered trees.
The transition functions of these automata are defined in terms of Boolean functions: they
allow us to assign a state q′ to a node with symbol σ if a Boolean function δ(σ, q′), which
depends on the number of occurrences of states at the children, evaluates to 1. However, it
is unclear (at least to us) how these automata could be used to compute solution histograms
since we need to relate the states assigned to the subtrees of a node with the state that is
assigned to the whole tree in a transparent way, without “hiding it inside a Boolean function.”
In this section, we develop multiset automata as a notion that exactly captures the
mso-definable properties of unordered labeled trees (unranked or ranked) and that allows us
to control the assignment of states to the children of a node such that we can later establish
a cardinality-preserving transformation into arithmetic circuits.
A multiset M on a universe U is a function #M : U → N that assigns a multiplicity to
each element of U . We write Pω(U) for the class of all multisets on U and we write Pm(U)
for the class of all multisets on U where each element has multiplicity at most m. Given a
number m ∈ N, let M |m be #M |m(e) = min{#M (e),m} for e ∈ U . We call M |m the capped
version of M to multiplicity m.
I Definition 8 (Multiset Automata). A nondeterministic (bottom-up) multiset automaton is a
tuple A = (Σ, Q,Qa,∆) consisting of an alphabet Σ, a state set Q, a set Qa ⊆ Q of accepting
states, and a state transition relation ∆ ⊆ Σ × Pm(Q) ×Q for some constant multiplicity
bound m. The automaton is deterministic if for every σ ∈ Σ and every M ∈ Pm(Q) there
is exactly one q ∈ Q with (σ,M, q) ∈ ∆; in this case we can view ∆ as a state transition
function δ : Σ× Pm(Q)→ Q.
I Definition 9 (Computation of a Multiset Automaton). Let (T, l) be a labeled tree, where
l : V (T )→ Σ is the labelling function, and let A = (Σ, Q,Qa,∆) be a multiset automaton.
A computation of A on (T, l) is a partial assignment q : V (T )→ Q such that for every node
n ∈ V (T ) for which q(n) is defined, we have that (a) the value q(c) is defined for each child c
of n in T and (b) for the multisetM = {q(c) | c is a child of n} we have (l(n),M |m, q(n)) ∈ ∆.
A computation is accepting, if q(r) ∈ Qa holds for the root node r of T . The tree language
L(A) contains all labeled trees accepted by A.
Given an s-tree structure T = (V,ET, P T1 , . . . , P Ts ) and sets S1, . . . , S` ⊆ V , let us write
T (T , S1, . . . , S`) for the labeled tree whose node set is V , whose edge set is ET , and whose
labeling function maps each node v ∈ V to the bitstring l1 . . . lsx1 . . . x` ∈ {0, 1}s+` with
li = 1⇔ v ∈ P Ti and xi = 1⇔ v ∈ Si. We write T (T ) in case ` = 0.
I Theorem 10. Let s, ` ∈ N.
1. For every mso-formula φ(X1, . . . , X`) over τs-tree there is a multiset automaton A with
alphabet {0, 1}s+`, such that for all s-tree structures T with universe V and S1, . . . , S` ⊆ V
we have T |= φ(S1, . . . , S`) if, and only if, A accepts T (T , S1, . . . , S`).
2. For every multiset automaton A with alphabet {0, 1}s+` there is an mso-formula φ(X1, . . . , X`)
over τs-tree, such that for all s-tree structures T with universe V and S1, . . . , S` ⊆ V we
have T |= φ(S1, . . . , S`) if, and only if, A accepts T (T , S1, . . . , S`).
Our proof of the theorem follows Arnborg et al. [1], but modified to unranked trees rather
than ranked trees and multiset automata rather than usual tree automata. It entails proofs
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of standard closure properties: The class of tree languages accepted by multiset automata
is closed under intersection, union, complement, and for every nondeterministic multiset
automaton there is a deterministic automaton accepting the same tree language.
From Automaton Evaluation to Arithmetic Circuit Evaluation Theorem 10 shows that in
order to decide whether a given mso-formula is true for a given tree, we can instead evaluate
a multiset automaton. Since any logical structure of bounded tree depth can be transformed
into a labeled tree of constant depth, we have all the ingredients together to prove Theorem 1
from the introduction.
Instead of just deciding formulas, in the remaining part of this section we turn our
attention to the more challenging problem of computing the solution histograms. Our aim
will be to replace the evaluation of automata by the evaluation of convolution circuits, see
Lemma 11, such that the circuits’s outputs are the sought solution histograms. Then we
reduce the evaluation of convolution circuits to the evaluation of arithmetic circuits. Since
arithmetic circuits of constant depth can be evaluated in GapAC0, we get Theorem 2.
Theorem 10 establishes a link between formulas and multiset automata that is “solution-
preserving” in the sense that there is a one-to-one correspondence between satisfying as-
signments to the free variables of the formulas and labelings of the trees that make an
automaton A accept. In order to talk more easily about the number of such labelings, we
recall the notion of multicolorings from [9]: Given a set S, a multicoloring of S is a tuple
(S1, . . . , S`) of subsets Sj ⊆ S for j ∈ {1, . . . , `}. Given a set X of multicolorings of S, let
hist(X) denote the [|S| + 1]`-array whose entry at index i = (i1, . . . , i`) is the number of
multicolorings (S1, . . . , S`) ∈ X with |S1| = i1, . . . , |S`| = i`. Given a multiset automaton
A = ({0, 1}s+`, Q,Qa,∆) and an s-tree structure T with universe V , let us write SA(T , P )
for the set of tuples (S1, . . . , S`) with Si ⊆ V for which A reaches a state q ∈ P at the root of
T (T , S1, . . . , S`). Clearly, SA(T , P ) is a set of multicolorings of V . In particular, for the au-
tomaton A constructed in Theorem 10 for a formula φ we have hist(T , φ) = hist(SA(T , Qa)).
This means that “all” we have to do is to devise a way of computing hist(SA(T , Qa)) for a
given automaton A and a tree T .
For the computation of hist(SA(T , Qa)) we use convolution circuits, which are similar
to arithmetic circuits, only instead of numbers whole histogram arrays are passed between
gates. The basic gates of a convolution circuit are addition gates (which just add the
arrays componentwise), subtraction gates (if there are no subtraction gates, the circuit is
called positive), and convolution gates. The convolution C = A ∗ B of two arrays A and
B is defined by C[k] =
∑
i∈[r]`,j∈[s]` with k=i+j A[i]B[j]. The addition of two histograms
corresponds exactly to combining two disjoint sets of solutions for the same tree, while the
convolution of the histograms corresponds to combining the solutions of two sibling subtrees.
The construction of convolution circuits for a ranked automata is already described in
[9] for the logspace setting. For the unranked automata considered in the present section,
the construction needs to be more involved: For a node of a tree with a large number of
children, the difficult part is to combine the histograms of all of these children so that they
correspond to some particular capped version of the multiset of states reached at the children.
The details of the recursive construction that achieves this can be found in our technical
report [10]. The main result established is the following, where val(C) is the output of C:
I Lemma 11. Let A = ({0, 1}s+`, Q,Qa, δ) be a deterministic multiset automaton with
multiplicity bound m ∈ N. Then there is a first-order computable function that maps every
s-tree structure T = (V, P T1 , . . . , P Ts ) to a convolution circuit C such that (a) val(C) =
hist(SA(T , Qa)), (b) the depth of C is bounded by a function that depends on A and linearly
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on the depth of T , and (c) the fan-in of C is bounded by a function that depends on A and
linearly on the degree of T . Furthermore, if the degree of T is bounded by m, then C is
positive.
The final problem is to move from convolution circuits to arithmetic circuits. This is
quite easy to achieve: For a vector b = (b1, . . . , b`) of large bases and an `-dimensional
histogram h, set numb(h) =
∑
(i1,...,i`)∈{0,...,|S|}` h[i1, . . . , i`]b
i1
1 · · · bi`` . Then numb(A ∗B) =
numb(A) ·numb(B). Thus, if we replace all constants c in the circuit C from the above lemma
by numb(c) and replace all convolution gates by multiplication gates, we get the arithmetic
circuit claimed in Theorem 2.
Application: Placing Problems in Constant-Depth Circuit Classes The algorithmic meta
theorems developed in this section allow putting problems into the uniform circuit classes AC0,
GapAC0 and TC0 by using direct mso-based definitions of problems on structures of bounded
tree depth or reductions to mso-definable problems on bounded tree depth structures.
I Theorem 12. For every d ∈ N, the language {(G, s) | G has tree depth at most d and at
least s perfect matchings} is TC0-complete under AC0-reductions.
I Theorem 13. For each ` ∈ N, the problem `-integer-linear-programming, the version
of integer linear programming where there are at most ` equations and the input numbers are
given in unary, is complete for TC0 under AC0-reductions.
4 Algorithmic Meta Theorems For Logarithmic-Depth Circuit Classes
In the present section we prove Theorems 4 and 5, which involve circuits of logarithmic
depth rather than constant depth as in the previous section. The inputs now consist of (an
encoding of) a logical structures S together with a tree decomposition D of S, where TD is
given in term representation. The proofs follow along the same lines as those of Theorems 1
and 2, which involved the following steps: (1) Compute a tree decomposition of the input
structure and move from formulas on the input structures to formulas on trees, (2) move
from formulas on trees to the evaluation of tree automata, (3) move from the evaluation of
tree automata to convolution circuits and from convolution circuits to arithmetic circuits.
Clearly, computing a tree decomposition is no longer necessary since it is already part of
the input. All of the other steps are also possible when the tree depth is no longer constant,
the resulting circuits then simply have arbitrary depth. Since it is known that tree automata
can be evaluated in NC1 on trees given in term representation [15, 11], Theorem 4 follows
(almost) immediately from our previous arguments.
The main obstacle in proving Theorem 5 is that one can evaluate arithmetic formulas of
arbitrary depth in #NC1 [2, 5], but evaluating arithmetic circuits can be done in #NC1 only if
the circuit has logarithmic depth (evaluating arithmetic circuits of arbitrary depth is already
FP-hard when we cap the numbers to enforce the outputs to have only polynomial length,
which they need not have in general). This means that, at some point in the course of the
proof of Theorem 5, we need to move from trees or circuits of arbitrary depth to logarithmic
depth. Previous papers, such as [13], have faced a similar obstacle, namely evaluating tree-like
structures of arbitrary depth whose nodes perform a complicated algebraic operation on the
values of their children. In these papers, the approach was to somehow extend the ideas used
in the proof that evaluating arithmetic formulas can be done in #NC1 [2, 5] to more general
algebraic structures.
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Our approach to tackling this problem is different and may be of independent interest.
Rather than trying to adapt algorithms to the convolution computations that would be
needed in our setting, we attack the problem at a much earlier stage: We balance the tree
decomposition. Since all of our later algorithms do not increase the depth of the considered
trees, we get the desired arithmetic circuits of logarithmic depth. In detail, we show how a
balanced width-3 tree decomposition of an arbitrary tree can be computed using constant-
depth threshold circuits. The construction has two key properties. First, it is based on the
classical tree contraction method, which is used a lot in the context of parallel random access
machines, but which hitherto was not used in the context of NC1. Using it will allow us to
compute a balanced tree decomposition even in TC0 and not only in NC1. Second, the tree
decomposition we compute does not have the property that the nodes of each bag form a
balanced separator of some part of the tree. Normally, recursive NC1 algorithms find sets of
nodes that in each step split up the tree into components that are smaller than the current
tree by a certain factor. This is not the case for the sets of nodes in our bags: While we can
ensure that the whole tree is balanced and, hence, has logarithmic depth, we cannot ensure
that the elements of any individual bag split the tree in some balanced way. Naturally, a lot
of bags will have this balancing property (otherwise no tree decomposition of logarithmic
depth would result), but we cannot say anything about where these balancing bags will
lie. It seems that this more global approach (just find a tree decomposition of logarithmic
depth) instead of the traditional local approach (find a balancing separator for each subtree
recursively) allows us to lower the circuit complexity to a constant depth.
In the following, we first review term representations and, then, sketch the proof of
Theorem 4. After that, we describe the technical result on how a width-3 tree decomposition
of any tree can be computed in FTC0; and then use this result to prove Theorem 5. At the
end of this section, we sketch applications of the established meta theorems.
Background on Term and Ancestor Representations of Trees Up to now, the details of
how tree decompositions are encoded as strings was not important; indeed, in the context of
constant tree depth almost any encoding of the input graph and of tree decompositions will
do since they can easily be transformed into one another. In the context of logarithmic-depth
circuits, however, it is well known that it is crucial that the “ancestor relation” of the tree (for
directed trees, this is exactly the transitive closure) is made accessible to the circuits, rather
than just a pointer-structure or an adjacency matrix. There are two different ways of encoding
this relation: Explicitly as a list of pairs or implicitly as a bracket structure. The two represen-
tations can be transformed into one another using TC0-circuits and we will use both of them.
Decision by Logarithmic-Depth Circuits for Term Representations As mentioned earlier,
the proof machinery established in Section 3 allows us already to prove Theorem 4 from
the introduction. The only obstacle is that in all intermediate steps we do not only need to
compute trees, but also their term representations. This is straightforward to achieve, see
our technical report for details [10].
Computing Width-3 Tree Decompositions of Trees in Constant Depth We show that
using only TC0-circuits, for every tree T given in term representation we can compute a
width-3 tree decomposition (TD, BD) of T (regarded as a graph) such that TD is a perfectly
balanced binary tree (and, hence, has logarithmic depth):
I Theorem 14. There is a dlogtime-uniform FTC0-circuit family that on input of a term
representation of a tree T outputs a term representation of a width-3 tree decomposition
(S,B) of T where S is a balanced binary tree.
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The proof idea is surprisingly simple: As was already implicitly observed by Buss [4],
the trees resulting from the different stages of the classical tree contraction method can be
computed in TC0. During a tree contraction step, for a leaf n, one considers its sibling s, its
parent p, and its grandparent g. We call c = (n, s, p, g) a contraction tuple and associate a
set I(c) of nodes with it that covers all nodes that have been “contracted away” inside this
tuple. Our two key observations are the following: (a) For every two contraction tuples c
and c′, the sets I(c) and I(c′) are either disjoint or one is contained in the other. From this
we can derive that the contraction tuples can be arranged in a tree of logarithmic depth. (b)
If we attach the bag {n, s, p, g} to each node (n, s, p, g) of this “tree of contraction tuples,”
we get a width-3 tree decomposition of the original tree.
Computing Histograms by Logarithmic-Depth Circuits for Term Representations Recall
that our goal for the present section is to prove Theorem 5, that our line of proof was to do
the same sequence of transformations as we did in Section 3 for constant depth circuits, and
that the missing building block was a procedure to turn an arbitrary tree decomposition into
a tree decomposition of logarithmic depth. Theorem 14 provides us with the tools to build
this missing block.
Application: Placing Problems in Logarithmic-Depth Circuit Classes We discuss some
examples of how to use the algorithmic meta theorems for logarithmic-depth circuit classes
to put decision and counting problems into NC1 and #NC1, respectively. A simple example
is the problem of evaluating Boolean sentences that are given as terms, a problem well known
to lie in dlogtime-uniform NC1 [3, 2].
Buss [3] extended his NC1-approach for the evaluation of Boolean sentences to also cover
the membership problem for parenthesis languages. Later researchers adapted this approach
to show that larger classes of context-free languages can be decided in NC1, with the most
general one being the result of Dymond [8] that languages recognizable by visible pushdown
automata are in NC1. Besides deciding whether a string is accepted by a fixed vpa, recently
the problem of counting the number of accepting computation paths of nondeterministic
vpas was studied in the context of logarithmic-depth circuits and shown to be complete for
#NC1 by Krebs, Limaye, and Mahajan [13]. Theorems 4 and 5 can be used to reprove that
these decision and counting problems are in NC1 and #NC1, respectively [10].
5 Conclusion
In the present paper we transferred the idea of unifying the study of computational problems
by using mso-based problem definitions and tree decompositions to circuit complexity classes
inside logarithmic space, leading to algorithmic meta theorems for Boolean and arithmetic
circuit classes of constant and logarithmic depth. Regarding constant-depth circuits, we
discussed how to put the problem of solving a linear equation system that contains a constant
number of equations whose coefficient are given in unary into TC0. The most general
application for logarithmic-depth circuits showed an alternative proof of a recent result that
one can count the number of accepting paths of visible pushdown automata in #NC1.
A natural direction of further research would be to try and use our theorems for logarithmic-
depth circuits to simulate some generalization of visible pushdown automata where the height
of the stack at different positions in time can be computed in advance; say, in NC1 instead of
FTC0. Another direction would be to find algorithmic meta theorems that unify problems
lying in other complexity classes around logarithmic space. Such research would need to
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address all three dimensions of algorithmic meta theorems: (a) the considered logic, (b) the
considered class of input structures, and (c) the considered complexity class. We may go from
mso to more expressive or less expressive logics (like, for example, mso on graphs where we
can only quantify over vertex sets). Or we may consider other classes of structures that are
more or less restrictive than bounded tree width (like, for example, bounded clique width).
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Abstract
We present a simple randomized algorithm that approximates the number of satisfying assign-
ments of Boolean formulas in conjunctive normal form. To the best of our knowledge this is the
first algorithm which approximates #k-SAT for any k ≥ 3 within a running time that is not
only non-trivial, but also significantly better than that of the currently fastest exact algorithms
for the problem. More precisely, our algorithm is a randomized approximation scheme whose
running time depends polynomially on the error tolerance and is mildly exponential in the num-
ber n of variables of the input formula. For example, even stipulating sub-exponentially small
error tolerance, the number of solutions to 3-CNF input formulas can be approximated in time
O(1.5366n). For 4-CNF input the bound increases to O(1.6155n).
We further show how to obtain upper and lower bounds on the number of solutions to a CNF
formula in a controllable way. Relaxing the requirements on the quality of the approximation, on
k-CNF input we obtain significantly reduced running times in comparison to the above bounds.
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1 Introduction
The design and analysis of algorithms that determine the satisfiability or count the models
of k-CNF formulas has quite some tradition. In the case of the satisfiability problem the
earliest algorithm with a worst case running time which is significantly better than the trivial
poly(n)2n bound dates back to at least 1985 [14]. The time bounds have improved gradually
over the years with most recent results (only a few of which are [11, 18, 10, 9]) being analyses
of randomized algorithms that have been obtained from either Schöning‘s algorithm [20], the
algorithm of Paturi, Pudlák, Saks, and Zane [17], or a combination of both. The currently
fastest algorithm for 3-SAT by Hertli [9] running in time O(1.30704n) falls roughly into
the second category. The corresponding counting problems have seen similar improvements
[3, 26, 2, 13, 4, 24] over the trivial time bound, with the current best worst case running
time for #3-SAT being O(1.6423n) obtained by Kutzkov [13].
Quite surprisingly, however, the situation is completely different for the approximation of
#k-SAT. To the best of my knowledge not even small improvements over the trivial worst
case time bound are known.1 This, however, does not seem to be due to a general lack of
interest in the problem itself. From a complexity theoretical point of view, for example,
several already classic papers [22, 23, 19] study questions closely related to direct algorithmic
problems in #k-SAT approximation. In particular Valiant and Vazirani [23] bound the
1 Disregarding, of course the pathological fact that exact methods can be interpreted as approximation
algorithms, as well.
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complexity of the approximation problem from above by reduction to SAT, and hence settle
its complexity in a certain sense.
While theoretical results on the approximation of #k-SAT are rather old, there are several
heuristic approaches to the problem, that have all appeared only fairly recently. Motivated
by questions of practicability, these results focus on methods that can be shown empirically
to work well, while sacrificing some (at least theoretically) desirable properties. That is,
some of these approaches yield approximations without any guarantee on the quality of
the approximation [25, 5]. Others yield reliable lower and upper bounds [8, 7, 12] which,
in certain cases, are surprisingly good although generally their quality is rather low. In
particular, this line of work does not provide rigorous bounds on running times and neither
does it yield rigorous quality estimates of the approximation computed.
With regard to the above results, the lack of competitive worst case bounds for #k-SAT
approximation algorithms seems to be due to several factors. First of all the exact algorithms
found in the literature and their analyses do not seem to carry over easily to the approximation
problem. Secondly, complexity theoretical insights are usually not considered applicable in
the context of designing fast exponential algorithms. An example is the technique of Valiant
and Vazirani which leads to a significant blow up in formula size. And thirdly, it is not
clear which of the known algorithmic ideas used in the heuristic approaches could at least in
principle show a good worst case behavior.
1.1 Contributions
In this paper we will see that one can indeed not only improve upon the trivial worst-case
time bound mentioned above. But the algorithm we will present also provides arbitrarily
good precision in significantly less time than known exact methods. To be more precise, the
algorithm we present is a randomized approximation scheme for #k-SAT for every k ≥ 3.
Given a freely adjustable error tolerance  > 0, randomized approximation schemes produce
an output that is within a factor of e of the number #F of solutions of some input formula
F .
We obtain the following main result, which we state here only for k = 3 and k = 4. The
general result will be discussed in Section 3.
I Theorem 1.1. There is a randomized approximation scheme running in time O(−2 ·1.5366n)
for #3-SAT and in time O(−2 · 1.6155n) for #4-SAT.
For #3-SAT this algorithm is already significantly faster than the currently fastest exact
algorithm from [13] which runs in time O(1.6423n). For #4-SAT the benefit of approximation
is even more impressive, as the best bound for exact methods is still the O(1.9275n) bound
of the basically identical algorithms of Dubois [3] and Zhang [26].
We will see that the algorithm of Theorem 1.1 is not complicated and monolithic like
the branching algorithms usually employed in exact counting results. But it is actually a
combination of two very simple and very different algorithms. The main reason for considering
this combination relies on two pieces of intuition. On the one hand, if a formula has few
solutions, then it is not too bad an idea to compute their number by simply enumerating
them. On the other hand, if a formula has many solutions, then a quite trivial sampling
algorithm should yield good results.
Observe that the result of Theorem 1.1 can already be used to compute e.g. #F exactly in
time O(1.5366n) for any 3-CNF formula which has only a sub-exponential number of solutions.
To achieve this we only have to set  appropriately. However, we shall see below, that this
can also be achieved in significantly less time. Motivated by the heuristic results on the
STACS’12
80 An Approximation Algorithm for #k-SAT
approximation of #k-SAT described above, we also study the effect of weaker requirements
on the approximation bounds. It seems, of course, perfectly reasonable to assume that weaker
bounds should come at the benefit of dramatically improved running time bounds. We will
therefore show that this is the case. With respect to lower bounds we obtain:
I Theorem 1.2 (Lower Bound Algorithm). There is a randomized algorithm which, on input a
3-CNF formula F on n variables and a natural number N , performs the following in time
O(N0.614 · 1.30704n):
If #F > N it reports this with probability at least 3/4.
If #F ≤ N then with probability at least 3/4 it reports this and outputs the correct
value #F .
Furthermore, there is a deterministic algorithm solving this task in time O(N0.585 · 1.3334n).
This lower bound algorithm will in fact be used in the proof of Theorem 1.1 and relies on
the above observation that we can simply use a SAT algorithm for enumerating all solutions
provided the input formula has only few. The time bounds mentioned thus arise from the SAT
algorithms used – the randomized 3-SAT algorithm by Hertli [9] and the deterministic one of
Moser and Scheder [15] (which is in fact a derandomized version of Schöning’s algorithm).
To obtain upper bounds, on the other hand, we cannot use the high-solution part of
Theorem 1.1. But, although it might seem unreasonable to expect that this would yield a
competitive running time, we can use an algorithm based on the bisection technique of Valiant
and Vazirani [23]. Interestingly an algorithm based on Valiant and Vazirani‘s technique has
been used already in the heuristic result of [8]. Their approach, however, is quite different
from ours and does not have a good worst-case behavior.
By systematically augmenting the input formula F with randomly chosen GF(2)-linear
constraints, the bisection technique makes it possible to approximate #F by determining
satisfiability of the augmented formulas. The main difference of our approach to this classical
scheme lies in the observation that it is more reasonable for our purposes to work directly
with the system of linear equations obtained, instead of encoding it into k-CNF. In this way
we obtain the running time bounds which are valid even for general CNF input formulas.
I Theorem 1.3 (Upper Bound Algorithm). There is an algorithm, which on input a CNF
formula F on n variables and an integer µ ≤ n takes time O∗(2n−µ) and performs the
following with probability at least 2/3:
It outputs a number u ≥ µ such that U := 2u+3 ≥ #F . If furthermore u > µ then 2u is
a 16-approximation of #F .
Remark
This algorithm will actually work for upper bounding |S| for any set S ⊆ {0, 1}n with a
polynomial membership test. However, as this is a trivial consequence of the proof, we
consider only the case that the input is a CNF formula.
Moreover, we do not particularly focus on improving the approximation ratio mentioned
in Theorem 1.3. Such an improvement is in fact unnecessary if we want to use this algorithm
to design a randomized approximation scheme: We can combine the above algorithm with
that of Theorem 1.2 to obtain a 16-approximation algorithm for e.g. #3-SAT which runs
(up to a polynomial factor) within the same time bound as that stated in Theorem 1.1. This
algorithm can then be plugged into a Markov chain by Jerrum and Sinclair [21] to boost
the quality of approximation. This yields a (1 + 1poly(n) )-approximation algorithm incurring
only a polynomial overhead in the computation. Thus we have a second, although more
complicated, algorithm that satisfies the claim of Theorem 1.1.
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2 Preliminaries
For a CNF formula F , let sat(F ) be the set of its solutions and #F = |sat(F )|. We shall
always use n to denote the number of variables of a CNF formula under consideration. A
randomized α-approximation algorithm A for #k-SAT outputs, on input a k-CNF formula
F , a number A(F ) such that
Pr
[
α−1#F ≤ A(F ) ≤ α#F ] ≥ p. (1)
Here p is some constant, independent of the input and strictly larger than2 1/2. A randomized
approximation scheme for #k-SAT, is then an algorithm which on input F and a natural
number −1 behaves like a randomized e-approximation algorithm.
We use the notation x1 = x and x0 = x¯. For a clause C, a variable x, and a truth value
a ∈ {0, 1}, the restriction of C on x = a is the constant 1 if the literal xa belongs to C,
and C \ {x1−a} otherwise. We write C|x=a for the restriction of C on x = a. A partial
assignment is a sequence of assignments (x1 = a1, . . . , xr = ar) with all variables distinct.
Let α be a partial assignment. We will use the notation α∪ (x = a) to denote the assignment
(x1 = a1, . . . , xr = ar, x = a). If C is a clause, we let C|α be the result of applying the
restrictions x1 = a1, . . . , xr = ar to C. Clearly the order of application does not matter. If
F is a CNF formula, we let F |α denote the result of applying the restriction α to each clause
in F , and removing the resulting 1’s. We call F |α the residual formula.
As we will use the algorithm of Paturi, Pudlák, Saks, and Zane [17] and a very recent
paper by Hertli [9], we need the constant
µk =
∞∑
j=1
1
j(j + 1k−1 )
.
3 The Algorithm
We are now able to state the main result in full detail.
I Theorem 3.1. For k ≥ 3, #k-SAT has a randomized approximation scheme running in
time3
O∗
(
−2 · 2n
(
k−1
k−1+µk
))
.
As already outlined, the randomized approximation scheme of Theorem 3.1 is a combination
of two different algorithms. We will discuss the algorithm for the case of few solutions now.
The case of many solutions will be treated afterwards in Section 3.2.
3.1 Formulas with few solutions
For formulas with few solutions we will now present an algorithm relying on a simple
enumeration of solutions by using a k-SAT algorithm as a subroutine. This will also prove
Theorem 1.2.
2 In the literature, usually either the value p = 3/4 or a further parameter δ such that p = 1− δ seems to
be common. However, it is well-known that all of these can be translated into each other with only
polynomial overhead.
3 We use the O∗ notation to suppress factors sub-exponential in n.
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I Lemma 1. Let F be a k-CNF formula on n variables and let A be an algorithm performing
the following task in time O∗(2βkn). If F is satisfiable, with probability at least 3/4 it outputs
a solution to F . If F is unsatisfiable, it reports this correctly.
Then, there is a algorithm, which on input F and a natural number N , takes time
O∗(2βknN (1−βk)), and performs the following:
If #F > N it reports this with probability at least 3/4.
If #F ≤ N then with probability at least 3/4 it reports this and outputs the correct value
#F .
Furthermore, if the algorithm reports #F > N then this holds with certainty.
Theorem 1.2 follows directly from this lemma by using the randomized 3-SAT algorithm of
Hertli [9] which has β3 = 0.3864. For the claim about the deterministic algorithm we use the
result of Moser and Scheder [15], with β3 = 0.4151.
In the proof of the above lemma, we will use the following fact which is very easily proven.
I Lemma 2. A rooted tree with N leaves and depth (i.e. max root to leaf-distance) n has at
most n ·N vertices in total.
Proof of Lemma 1. Note first, that by a standard trick we can boost the success probability
of A. Assume that, as provided by the statement of the lemma, we have error probability at
most 1− p ≤ 1/4. Then the probability of erring in M independent repetitions is at most
(1− p)M ≤ e−pM . Call the boosted version of this algorithm A∗.
We shall fix a good value for M . Below we will see that algorithm A∗ will be queried a
number O(nN) of times, for some N ≤ 2n, each time on a formula of at most n variables.
The probability that the algorithm errs in any of these queries is at most nN · e−pM . So
choosing M within a constant factor of log nN (which is polynomial in n) allows us to
condition on the SAT algorithm not erring in any of the O(nN) queries. The probability
of that latter event is close to 1. And as this is the only possible source of failure of the
algorithm, we will easily achieve a success probability of 3/4 in the end.
The algorithm
Check if F is satisfiable, using A∗, and if so, perform the following. Inductively, construct a
search tree associated with partial assignments α, such that F |α is satisfiable. For a leaf in
the current search tree associated with some assignment α, choose a variable x from F |α
and check F |α∪(x=0) and F |α∪(x=1) for satisfiability using the algorithm A∗. For each of the
satisfiable restrictions add a new child to the current leaf in the search tree. We stop the
algorithm, if it has N leaves, or if it has found all of the solutions of F . Traversing this
tree, e.g. in a depth first manner we can implement this procedure in polynomial space (not
taking the space needs of A∗ into account).
Time
Consider the search tree this algorithm produces. As it has at most N leaves, and depth at
most n, we have (recall Lemma 2) at most nN nodes overall in the tree.
Observe first, that at each node we perform at most 2 queries to the SAT algorithm
A∗. A node of level ` in the tree incurs queries taking time at most O∗(bn−`) for b = 2βk .
Therefore, we can give an upper bound of the overall time spent in answering all queries by
bounding the time spent on a completely balanced binary search tree of depth d = log nN .
Let T (d, n) denote the overall time spend to run the algorithm on a balanced binary
search tree with d levels with an n variable formula. Then, up to a sub-exponential factor
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for the time spent at each node in the tree, T (d, n) = bn + 2T (d − 1, n − 1). Note that
T (0, n) = 1, and thus
T (d, n) =
d∑
ν=0
2νbn−ν
which yields the claimed bound. J
3.2 Formulas with many Solutions
We use the following simple folklore algorithm which can be found e.g. in Motwani and
Raghavan’s book [16]. Given a CNF formula F on n variables, choose an assignment from
{0, 1}n uniformly at random. Repeat this process a number N of times and let X be the
number of solutions of F among these N trials. By a simple argument (see e.g. Theorem
11.1. in [16]), if
N = Ω
(
2n
2#F
)
then with probability at least 3/4, the value X · 2
n
N
is an e-approximation of #F . Hence,
we have the following
I Lemma 3. Let F be an n variable CNF formula with at least N solutions and −1 a
natural number. Then there is an algorithm which, in time O∗
(
2n
2N
)
yields a randomized
e-approximation of #F .
3.3 Combining the algorithms
We shall now prove Theorem 3.1 by combining both of the above algorithms. Let F be a
k-CNF formula on n variables and −1 a natural number. We run the algorithm of Lemma 1
with a parameter N . The exact value of N will be determined later. Note that if the
algorithm reports #F ≤ N , it also computes #F exactly with probability at least 3/4.
Otherwise, if the algorithm reports that #F > N , we know with certainty that this is the
case. Hence, given that the algorithm reports the latter, the algorithm of Lemma 3 will take
time O∗
(
2n
2N
)
to yield an e-approximation of #F .
It remains to bound the running time which amounts to optimizing the cutoff parameter
N . For every choice of N , the combined algorithm works in time within a sub-exponential
factor of
max{2βknN (1−βk), 2
n
N
}.
Let f be such that log2N = f · n. Then this maximum translates into max{βk + f(1 −
βk), 1− f}. Since (βk + f(1− βk) is increasing and 1− f is decreasing in f , the minimum
over all f of the maximum of the two is obtained when f is chosen so as to make them equal,
that is, at
f = 1− βk2− βk .
This translates into an overall running time of
O∗
(
2
n
2−βk
)
.
Recall that βk determines the running time O∗(2βkn) of the subroutine consisting of a
randomized k-SAT algorithm, used in the algorithm of Lemma 1. We shall have a look at
these running times, now.
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3.3.1 The case k ≥ 5
The algorithm of Paturi, Pudlák, Saks and Zane [17], can be used as the subroutine randomized
k-SAT algorithm, which has a running time of
O∗
(
2(1−
µk
k−1 )n
)
. (2)
Hence, we have here, βk = 1− µkk−1 which yields the claimed bound.
3.3.2 The cases k = 3 and k = 4
For these values of k, several improvements over the PPSZ algorithm have been presented.
The currently fastest one is that by Hertli [9], whose bounds match those of the PPSZ
algorithm in the unique-SAT case. We thus also have here the corresponding bound of
equation (2).
4 Upper bounds
In this section we will prove Theorem 1.3 by presenting a simple algorithm producing
upper bounds on #F . We will use Valiant and Vazirani’s bisection technique [23] and
its application to approximate counting. We will therefore consider random GF(2)-linear
systems of equations of the form Ax = b. For some m ≤ n these consist of an m× n matrix
A, an m dimensional vector b and a vector x representing the variables of F . The entries of
A and b are chosen independently and uniformly at random from {0, 1}. As such systems
give rise to a family of pairwise independent hash functions of the form h(x) = Ax− b, we
will use the following well known
I Fact 4.1 (Hashing Lemma). Let F be a CNF formula, and Ax = b an m× n random linear
system of equations. Then
Pr
[|{x ∈ sat(F ) | Ax = b}| /∈ (1− , 1 + ) · 2−m ·#F ] ≤ (1− 2−m)2m#F · 2 .
The formulation of this fact in terms of CNF formulas is just for convenience. In fact, in its
general wording it can be applied to any finite set – its proof can be found e.g. in Goldreich’s
book [6]. Secondly, we need a standard fact about the rank of random matrices such as
the matrices obtained in the above way. Consider a random m× n matrix A as above with
m ≤ n and let r denote its rank. The proof of the following lemma then follows easily, for
example, from a result of Blömer, Karp and Welzl [1]:
I Lemma 4. There is a constant c such that E[r] ≥ m− c. Furthermore, r ≥ m−O(logm)
with probability at least 1−O(m−1).
A third ingredient of the algorithm is the following Lemma, which can be proved by simple
linear algebra .
I Lemma 5. Let Ax = b be a system of GF(2)-linear equations with solution set A. There
is an algorithm listing all solutions in time within a polynomial factor of |A|.
We are now ready to prove the Theorem.
Proof of Theorem 1.3. We start with the description of the algorithm. Choose a random
GF(2)-linear n×n system of equations Ax = b. Starting with a parameter ν = n and decreas-
ing ν in each step, we build random linear systems Anx = bn, An−1x = bn−1, . . . , Aµx = bµ.
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The system Aνx = bν is obtained from Ax = b by deleting the last n − ν rows of A and
entries of b. Then Fν denotes the pair consisting of F and Aνx = bν . We say that Fν is
satisfiable if there is a solution x ∈ sat(F ) such that Aνx = bν .
For each ν we rigorously determine whether Fν is satisfiable by using the algorithm of
Lemma 5 to list all solutions of the linear system and for each determine whether it satisfies
F . We let u be the minimum ν ≥ µ such that Fν is unsatisfiable. If all Fn, . . . , Fµ are
unsatisfiable, we set u = µ.
To establish the time bound, note that the running time is dominated by the time the
algorithm spends in determining satisfiability of Fµ. By Lemma 4 the matrix Aµ has with
high probability rank at least m−O(log n) and we have |A| = O∗(2n−µ) which yields the
claimed time bound. Thus we shall in the following condition on the event that the rank of
Aµ satisfies this rank criterion.
Correctness
The correctness follows from standard arguments also used in the classical approach [23]. We
give a proof for completeness. Let f = dlog #F e. Assume first, for simplicity, that µ = 0.
We will show that with the desired probability, u is a 16-approximation to #F .
First, consider the event that u = f − c for some c ≥ 4. The probability pc of this event is
the probability that all of Fn, . . . , Fu are unsatisfiable. Furthermore, conditional on Fu being
unsatisfiable, all Fν for ν ≥ u are unsatisfiable, as well. Hence, we have pc = Pr[Fu is unsat ],
and by the Hashing Lemma 4.1, we have thus
Pr[Fu is unsat ] <
2u
#F ≤ 2
1−c.
By a union bound argument, we thus see that f − 3 ≤ u with probability at least 3/4.
Next, consider u = f + c which implies that Fu−1 is satisfiable. Applying the Hashing
Lemma 4.1 with parameter  = ζ − 1 for ζ = 2u−1/#F , we see that
Pr[Fu−1 is satisfiable] <
ζ
(ζ − 1)2 .
As ζ ≥ 1, this bound is decreasing in ζ, and hence in u, therefore, the probability that Fu−1
is satisfiable is at most 2c−1(2c−1 − 1)−2. Again, a union bound shows that u ≤ f + 3 with
probability at least 33/49.
Next, note that if µ > 0 then these findings do not change. Especially, if µ < f − 3 then
the above result does not change. And if µ ≥ f − 3, then by the above, with probability at
least 3/4 we have u = µ.
Taking into account that we have conditioned on Aµ having rank m−O(logm) the above
probabilities degenerate a bit. But the bounds claimed in the statement of the Theorem are
still easily achieved. J
Remarks
Note that the use of listing algorithm of Lemma 5 can be avoided by using a uniform sampling
algorithm for the solutions of Ax = b, this then yields essentially the same time bounds.
Furthermore, uniform sampling is easily achieved by fixing a basis of the column space of
A, choosing u.a.r. assignments to non-basis variables and extending these assignments to
solutions of Ax = b.
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5 Open Problems
It is a peculiar fact that our result falls short of yielding any reasonable time bound for the
approximation of #2-SAT. A direct application of the algorithm of Theorem 3.1 to this case
would yield (using a polynomial time 2-SAT subroutine) a bound of O(1.4142n) whereas the
fastest exact method [24] takes time only O(1.2377n). It would therefore be interesting to
develop an approximation algorithm which beats the bounds of these exact methods.
Secondly, the time bounds achieved in this paper are significantly better than those
for known exact methods, but also, they are much worse than the bounds known for the
corresponding satisfiability problems. Is it possible to close this gap, maybe even in terms of
a purely algorithmic analog of Valiant and Vazirani’s result?
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Abstract
We determine the asymptotic proportion of minimal automata, within n-state accessible de-
terministic complete automata over a k-letter alphabet, with the uniform distribution over the
possible transition structures, and a binomial distribution over terminal states, with arbitrary
parameter b. It turns out that a fraction ∼ 1 − C(k, b)n−k+2 of automata are minimal, with
C(k, b) a function, explicitly determined, involving the solution of a transcendental equation.
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1 Introduction
To any regular language, one can associate in a unique way its minimal automaton, i.e. the
only accessible complete deterministic automaton recognizing the language, with a minimal
number of states. Therefore the space complexity of a regular language can be seen as the
number of states of its minimal automaton. The worst-case complexity of algorithms dealing
with finite automata is usually known [27]. But the average-case analysis of algorithms
requires weighted sums on the set of possible realizations, and in particular the enumeration
of the objects that are handled [10]. Therefore a precise enumeration is often required for
the algorithmic study of regular languages.
The enumeration of finite automata according to various criteria (with or without initial
state [18], non-isomorphic [13], up to permutation of the labels of the edges [13], with a
strongly connected underlying graph [21, 18, 26, 19], acyclic [22],. . . ) has been investigated
since the fifties.
In [18] Korshunov determines the asymptotic estimate of the number of accessible com-
plete and deterministic n-state automata over a finite alphabet. His derivation, and even the
formulation of the result, are quite complicated. In [4] a reformulation of Korshunov’s result
leads to an estimate of the number of such automata involving the Stirling number of the
second kind. On the other side, in [20] a different simplification of the involved expressions
is achieved, by highlighting the role of the Lagrange Inversion Formula in the analysis.
A natural question is to ask what is the fraction of minimal automata, among accessible
complete and deterministic automata of a given size n and alphabet cardinality k. Nicaud
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[25] shows that, asymptotically, half of the complete deterministic accessible automata over
a unary alphabet are minimal, thus solving the question for k = 1.
In this paper we solve this question for a generic integer k ≥ 2 (see Theorem 1 later
on). At a slightly higher level of generality, we give a precise estimation of the asymptotic
proportion of minimal automata, within n-state accessible deterministic complete automata
over a k-letter alphabet, for the uniform distribution over the possible transition structures,
and a binomial distribution over terminal states, with arbitrary parameter 0 < b < 1 (the
uniform case corresponding to b = 12 ). Our theoretical results are in agreement with the
experimental ones.
The paper is organized as follows. In Section 2 we recall some basic notions of automata
theory, and we set a list of notations that will be used in the remainder of the paper. Then,
we state our main theorem, and give a short and simple heuristic argument. In Section 3 we
give a detailed description of the proof structure, and its subdivision into separate lemmas.
In Section 4 we prove in detail the most difficult lemmas, and give indications for those
that are provable through standard methods. Finally, in Section 5 we discuss some of the
implications of our result.
2 Statement of the result
For a given set E, |E| denotes the cardinality of E. The symbol [n] denotes the canonical
n-element set {1, 2, . . . , n}. Let E be a Boolean condition, the Iverson bracket [[E ]] is equal
to 1 if E = true and 0 otherwise. We use E(X) to denote the expectation of the quantifier
X, and P(E) = E([[E ]]) for the probability of the event E . For {Ei} a collection of events, we
define a shorthand for the first moment
m({Ei}) :=
∑
i
P(Ei) = E
(∑
i
[[Ei]]
)
. (1)
If p(c) is the probability that exactly c events occur, we have m({Ei}) =
∑
c c p(c) ≥∑
c≥1 p(c) = 1 − p(0), i.e. p(0) ≥ 1 − m({Ei}). This elementary inequality, known as
first-moment bound, is used repeatedly in the following. It is in fact a special case of a
more general relation (named Markov’s inequality), stating that, for x a random variable,
P(|x| ≥ a) ≤ E(|x|)/a (the specialisation is x ∈ N and a = 1).
A finite deterministic automaton A is a quintuple A = (Σ, Q, δ, q0, T ) where Q is a finite
set of states, Σ is a finite set of letters called alphabet, the transition function δ is a mapping
from Q × Σ to Q, q0 ∈ Q is the initial state and T ⊆ Q is the set of terminal (or final)
states. With abuse of notations, we identify T (i) ≡ [[i ∈ T ]].
An automaton is complete when its transition function is total. The transition function
can be extended by morphism to all words of Σ∗: δ(p, ε) = p for any p ∈ Q and for any
u, v ∈ Σ∗, δ(p, (uv)) = δ(δ(p, u), v). A word u ∈ Σ∗ is recognized by an automaton when
δ(q0, u) ∈ T . The language recognized by an automaton is the set of words that it recognizes.
An automaton is accessible when for any state p ∈ Q, there exists a word u ∈ Σ∗ such that
δ(q0, u) = p.
We say that two states p, q are Myhill-Nerode-equivalent (or just equivalent), and write
p ∼ q, if, for all finite words u, T (δ(p, u)) = T (δ(q, u)) [24]. This property is easily seen to
be an equivalence relation. An automaton is said to be minimal if all the equivalence classes
are atomic, i.e. p 6∼ q for all p 6= q. In other words, the minimal automaton A′ recognizing
the same language as A has set of states Q′ corresponding to the set of equivalence classes
of A. For a general reference on automata see e.g. [14].
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At the aim of enumeration, the actual labeling of states in Q and letters in Σ is im-
material, and we can canonically assume that Q = [n], Σ = [k], and q0 = 1. In this case,
when there is no ambiguity on the values of n and k, we will associate an automaton A
to a pair (D, T ) of a transition structure and a set of terminal states. The set of complete
deterministic accessible automata with n states over a k-letter alphabet is denoted An,k.
We will determine statistical averages of quantities associated to automata A ∈ An,k.
This requires the definition of a measure µ(A) over An,k. The simplest and more natural
case is just the uniform measure. We generalise this measure by introducing a continuous
parameter. For S a finite set, the multi-dimensional Bernoulli distribution of parameter
b over subsets S′ ⊆ S is defined as µb(S′) = b|S′|(1 − b)|S|−|S′|. The distribution associ-
ated to the quantifier |S′| is thus the binomial distribution. We will consider the family
of measures µ(n,k)b (A) = µ
(n,k)
unif (D)µ(n)b (T ), with µ(n,k)unif (D) the uniform measure over the
transition structures of appropriate size, and µ(n)b (T ) the Bernoulli measure of parameter b
over Q ≡ [n]. The uniform measure over all accessible deterministic complete automata is
recovered setting b = 12 . Superscripts will be omitted when clear.
The result we aim to prove in this paper is
I Theorem 1. In the set An,k, with the uniform measure, the asymptotic fraction of minimal
automata is
exp
(− 12ckn−k+2) , (2)
with
ck = 12 ωk
k ; −k ωk = ln(1− ωk) . (3)
More generally, for any 0 < b < 1, with measure µ(n,k)b (A), the asymptotic fraction is
exp
(− (1− 2b(1− b))ckn−k+2) . (4)
We singled out the constant ωk, instead of only ck, because the former appears repeatedly,
in the evaluation of several statistical properties of random automata. Solving (3), it can
be written in terms of (a branch of) the Lambert W -function, as ωk = 1 + 1kW (−ke−k),
however the implicit definition (3) is of more practical use. See Table 1 for a numerical table
of values.
k 2 3 4 5 6
ωk 0.796812 0.940480 0.980173 0.993023 0.997484
ck 0.317455 0.415928 0.461509 0.482799 0.492498
Table 1 The constants involved in the statement of Theorem 1, for the first values of k.
The result above, specialised to b = 1/2, provides as a corollary the asymptotic number
of minimal automata, when combined with the known asymptotics for |An,k| [18, 4, 20]
|An,k| = ωk
{
kn+ 1
n
}
2n
(
1 +O(n−1)) , (5)
where
{
n
m
}
denotes a Stirling number of second type, i.e., the number of ways of partitioning
n elements into m non-empty blocks, and ωk is defined as in (3) (the asymptotics of Stirling
numbers in this regime is then extracted through a saddle-point analysis [11]).
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When it is understood that |Σ| = k, a transition function δ is identified with a k-tuple
of maps (or, for short, a k-map) δα : Q → Q, as δα(p) ≡ ∆(p, α) (in this case, to avoid
confusion, we use ∆ for the k-tuple of {δα}1≤α≤k). And, clearly, a k-map is identified with
the corresponding vertex-labeled, edge-coloured digraph over n vertices, with uniform out-
degree k, such that, for each vertex i ∈ [n] and each colour α ∈ [k], there exists exactly one
edge of colour α outgoing from i. The terminology of graph theory will occasionally be used
in the following.
We use the wordmotif for an unlabeled oriented graphM , when it is intended as denoting
the class of (edge-coloured) subgraphs of a k-map that are isomorphic to M . The core of
our proof is in the analysis of the probability of occurrence of certain motifs, that we now
introduce.
I Definition 2. A M-motif M of a transition structure D is a pair of states i 6= j, and
an ordered k-tuple of states {`α}1≤α≤k, such that δα(i) = δα(j) = `α (see Figure 1, left).
Repetitions among `α’s are allowed.
A three-state M-motif M (3) of a transition structure D is the analogue of a M-motif,
with three distinct states i, j and h, such that δα(i) = δα(j) = δα(h) = `α for all 1 ≤ α ≤ k
(see Figure 1, right).
M M (3)
i j
`1 `2 . . . `k
i j h
`1 `2 . . . `k
Figure 1 Left: aM-motif. Right: a three-stateM-motif. The colouring of the edges is represented
through the multiplicity of arrows. The examples are for k = 3.
The reason for studying M-motifs is in the two following easy remarks:
I Remark. If the transition structure of an automaton A contains a M-motif, with states i,
j and {`α}1≤α≤k, and T (i) = T (j), then i ∼ j and A is not minimal.
I Remark. Consider a transition structure D containing no three-state M-motifs, and r M-
motifs with states
{
ia, ja, {`aα}1≤α≤k
}
1≤a≤r. Averaging over the possible sets of terminal
states with the measure µb(T ), the probability that T (ia) = T (ja) for some 1 ≤ a ≤ r is
1− (2b(1− b))r.
Our theorem results as a consequence of a number of statistical facts, on the structure of
random automata, which are easy to believe although hard to prove. Thus, there is a short,
non-rigorous path leading to the theorem, that we now explain.
1. A fraction 1−o(1) of non-minimal automata contain two Myhill-Nerode-equivalent states
i ∼ j that are the incoming states of a M-motif.
2. Random transition structures locally “look like” random k-maps – this despite the highly
non-local, and non-trivial, accessibility condition – the only remarkable difference be-
ing in the distribution of the incoming degrees r of the states, pr = 0 if r = 0, and
1
ωk
Poisskωk(r) if r ≥ 1.
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3. With this in mind, it is easy to calculate that the average number of M-motifs with
equivalent incoming states is (1− 2b(1− b))(n2)n−k [E(r(r−1)pr)k2 ]k, at leading order in n,
that is, 12 (1− 2b(1− b))ωkk n−k+2.
4. Random transition structures also show weak correlations between distant parts, and
M-motifs are ‘small’, thus, with high probability, pairs of M-motifs are non-overlapping.
This suggests that the distribution of the number of M-motifs is a Poissonian, with
the average calculated above (as if the corresponding events were decorrelated). As a
corollary, we get the probability that there are no M-motifs. By the first claim, on the
dominant role of M-motifs, this allows to conclude.
3 Structure of the proof
As it often happens, what seems the easiest way to get convinced of a claim is not necessarily
the easiest path to produce a rigorous proof. Our proof strategy will be in fact very different
from the sequence of claims collected above. As it is quite composite, in this section we will
outline the subdivision of the proof into lemmas, and postpone the proofs to Section 4.
Call Prare the probability, w.r.t. µb(D, T ) above, that the transition structure contains
no M-motif, and still the automaton is non-minimal. Call Pconfl the probability that the
transition structure contains some three-state M-motifs. Call P (r) the probability that
the transition structure contains no three-state M-motif, and exactly r M-motifs. Thus
Pconfl +
∑
r≥0 P (r) = 1.
The fraction of pairs (D, T ) of transition structures D with no three-state M-motif,
and sets of terminal states T taken with the Bernoulli measure of parameter b such that
T (ia) = T (ja) for some M-motif, are∑r≥1 P (r) (1− (2b(1− b))r). As a consequence, w.r.t.
the measure µb(A) above, the probability that an automaton is non-minimal is
P(A is non-minimal) =
∑
r≥1
P (r) (1− (2b(1− b))r) +O(Prare) +O(Pconfl) . (6)
(To be precise, above we are neglecting summands P (r)rare, for r ≥ 1, describing the probability
of having no three-state M-motif, and exactly r M-motifs, all of which satisfying T (ia) 6=
T (ja), and still there exist pairs of equivalent states. From the treatment of the following
section, it would be easily seen that these terms are negligible.)
If one can prove that Prare, Pconfl = o
(
1− P (0)), then
P(A is non-minimal) =
∑
r≥1
P (r)
(
1− (2b(1− b))r + o(1)) . (7)
In particular, if we can prove that P (r) = Poissρ(r)(1 + o(1)), with ρ =
∑
r rP (r), it would
follow that
P(A is non-minimal) =
(
1− e−ρ(1−2b(1−b)))(1 + o(1)) . (8)
This corresponds to the statement of Theorem 1, with ρ = ckn−k+2.
Note that our error term is not only small w.r.t. 1: as important for probabilities, it
is small also w.r.t. min(p, 1 − p), with p the probability of our event of interest. As, for
an alphabet with k letters, p ∼ n−k+2 has a non-trivial scaling with size when k > 2, this
difference is relevant.
So we see that Theorem 1 is implied by
I Proposition 1. The statements in the following list do hold
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1. P (r) = Poissρ(r)(1 + o(1)), for some ρ;
2. ρ = ckn−k+2(1 + o(1));
3. Pconfl = o(n−k+2);
4. Prare = o(n−k+2).
A collection of related, more explicit probabilistic statements is the following
I Proposition 2. The average number of occurrences of M-motifsM and three-stateM-motifs
M (3) in uniform random transition structures are respectively given by
m(M) = 12n
−k+2ωkk
(
1 + o(1)
)
; (9)
m(M (3)) = 16n
−2k+3ωk2k
(
1 + o(1)
)
. (10)
Given that there are no three-state M-motifs, the average number of r-tuples (M1, . . . ,Mr)
of distinct M-motifs is given by
1
r!m
(
(M1, . . . ,Mr)
)
= 1
r!
(
1
2n
−k+2ωkk
(
1 + o(1)
))r
. (11)
The proof of this proposition is postponed to the end of Section 4.
Equation (9) proves ρ = ckn−k+2
(
1 + o(1)
)
, that is, Part 2 of Proposition 1. Using
the first-moment bound, equation (10) proves Pconfl = O(n−k+1) as required for Part 3 of
Proposition 1.
The result in equation (11) concerning higher moments of M-motifs implies the proof of
convergence of P (r) to a Poissonian distribution, Part 1 of Proposition 1. The idea behind
this claim is the fact that the occurrence of a M-motif with given states {i, j} (and any
k-tuple {`α}) is a ‘rare’ event, as it has a probability ∼ n−k, and, as the motifs are ‘small’
subgraphs, involving O(1) vertices, and parts of the transition structure D far away from
each other (in the sense of distance on the graph) are weakly correlated, we expect the
“Poisson Paradigm” to apply in this case, as discussed, for example, in Alon and Spencer [1,
ch. 8]. A rigorous proof of this phenomenon can be achieved using the strategy called Brun’s
sieve (see e.g. [1, sec. 8.3]). The verification of the hypotheses discussed in the mentioned
reference is exactly the statement of equation (11).
Thus, assuming Proposition 2, there is a single missing item in our ‘checklist’, namely,
Part 4 of Proposition 1. We need to determine that Prare = o(n−k+2). The idea behind this
is that, in absence of M-motifs, there is a high probability that, for all pairs of states (i, j),
certain isomorphic subgraphs of the two breadth-first search trees started from i and j visit
a large number of states which are all distinct. For i ∼ j, we need in particular that, for
all the pairs of homologous states in these subgraphs, they are either both or none terminal
states. The fact that they are all distinct implies that the probability for this to occur is
a product of factors 1 − 2b(1 − b), one for each such pair, thus we can concentrate on the
estimation of the size of these subgraphs.
For the bounds that we need, it would suffice to produce isomorphic subgraphs of size
of order lnn− ln(1−2b(1−b)) , but it will turn out that the largest possible subgraph is provably of
size at least of order n
1
4(k+1) , and in fact conjecturally O(n).
Note that we need only an upper bound on Prare (and no lower bound), and we have
some freedom in producing bounds, as, at a heuristic level, we expect Prare = O(n−k+1)
o(n−k+2). Our proof strategy will exploit this fact, and the following property of accessible
transition functions (see [7]): given a random k-map ∆ = {δα(i)}1≤i≤n,1≤α≤k, the number
of states accessible from state 1 is a random variable m = m(n, k), with average Θ(n) and
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probability around the modal value1 of order n− 12 . Remarkably, if the accessible part has
size m, then the induced transition structure is sampled uniformly among all transition
structures of size m.
This has a direct simple consequence: if the average number of occurrences of a family of
events on a random k-map is m({Ei})k-maps = O(n−γ), then the same average over random
accessible transition functions of fixed size is bounded asm({Ei})acc. ≤ O(n−γ+ 12 ). Actually,
this bound is very generous and, if needed (but this is not our case), the extra exponent 12
could be replaced by any  > 0 with some extra effort.
Thus, instead of proving that Prare = o(n−k+2), we will define the quantity P ′rare, exactly
as Prare but on random k-maps over n states. Note that the definitions of Prare and P ′rare
are based on two notions: not containing certain motifs, and not presenting pairs of Myhill-
Nerode-equivalent states, and that both this notions are not confined to accessible automata,
but are well-defined also for maps which are not accessible. Then we will prove that
I Proposition 3. P ′rare = o(n−k+
3
2 ).
In summary, as this proposition implies Part 4 of Proposition 1, Proposition 2 implies Parts
1 to 3 of Proposition 1, and Proposition 1 implies our main Theorem 1, we need to provide
proofs of Propositions 2 and 3. This task is fulfilled in the following sections.
4 Proofs of the lemmas
Proof of Proposition 3. In a k-map, we say that a state i is a sink state if δα(i) = i for all
α. We say that two states {i, j} form a sink pair if the set
Nij = {i, j, δ1(i), δ1(j), · · · , δk(i), δk(j)}
has cardinality k+1 or smaller. As easily seen through the first-moment bound, the probab-
ility of having any sink state or sink pair in a random k-map is at most of order n−k+1 (pre-
cisely, the overall constant is bounded by 1 + (k+1)
2k
2(k−1)! ). So, to prove that P ′rare = o(n−k+
3
2 ),
it is enough to prove the same statement conditioned on the property that the k-map does
not contain any sink state or pair.
We say that two states {i, j} form a quasi-sink pair if the set Nij has cardinality k + 2.
The average number of quasi-sink pairs in a random k-map is of order n−k+2, thus this case
must be analysed at our level of accuracy.
There exist three families of quasi-sink pairs: one family corresponds to pairs producing
a M-motif; another family, that we call of type-1, corresponds to pairs for which there exists
a value α such that {i, j, δα(i), δα(j)} are all distinct; and a further family, that we call of
type-2, corresponds to pairs for which any letter α is such that δα(i) or δα(j) is not repeated
within Nij (say that the first case occurs for h letters, and the second one for the remaining
k − h ones).
In evaluating P ′rare, we have excluded the M-motif case, and we are left only with type-1
and type-2 quasi-sinks. Furthermore, we have excluded sink states, so in type-2 quasi-sinks
we must have both h and k − h non-zero.
For a type-1 quasi-sink {i, j}, define the pair following {i, j} as the pair {i′, j′} such that
i′ = δα(i), j′ = δα(j), for α the first lexicographic letter such that {i, j, δα(i), δα(j)} are all
distinct. For a type-2 quasi-sink {i, j} define the pair following {i, j} as the pair {i′, j′} with
i′ = δ1(i), j′ = δ1(j). Again, by first-moment estimate, the probability that there exists
1 I.e., the most probable value.
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a quasi-sink pair {i, j}, such that also the pair following it is a quasi-sink, is bounded by
O(n−k+1) (for which we need that h(k − h) > 0 in a type-2 quasi-sink), and we can further
condition our k-map not to contain such motifs. If {i, j} is a quasi-sink pair, a necessary
condition for i ∼ j is that also i′ ∼ j′. Thus, we can bound P ′rare by the probability that
there exist no non–quasi-sink pairs in the k-map. This is the formulation of the problem
that we ultimately address.
Consider a non–quasi-sink pair {i, j}, and construct the lexicographic breadth-first tree
exploration, simultaneously on the two states i and j, neglecting those branches in which,
in one or both of the two trees, there is a state already visited by the exploration (call leaves
these nodes).
Call (v1, v2, . . .) the ordered sequence of steps in the breadth-first search, at which a leaf
node is visited. For fixed integers v and h, we want to determine the probability of the event
vh ≤ v, conditioned to the event that the list has at least h items. By standard estimate of
factorials, and crucially making use of the exclusion of sink and quasi-sink motifs, it can be
proved for this quantity
P(vh ≤ v) ≤ 1
h!
(
v(v + 1)
n− 2v
)h
. (12)
Set h = k+1. By definition, in a non–quasi-sink pair, we certainly have at least k+1 entries
vj . If v = O(nγ) for some 0 < γ < 1, we have that for each non–quasi-sink pair {i, j}
P(v(ij)k+1 ≤ v) ≤ O(n−(k+1)(1−2γ)) . (13)
The number of non–quasi-sink pairs is bounded by
(
n
2
)
, thus by first-moment bound
P(v(ij)k+1 ≤ v for all {i, j}) ≤ O(n−k+1+2γ(k+1)) . (14)
For γ < 14(k+1) we thus get P(v
(ij)
k+1 ≤ v for all {i, j}) ≤ o(n−k+
3
2 ) as needed. Thus, we know
that, with probability larger than 1 − o(n−k+ 32 ), all the non–quasi-sink pairs in our k-map
have vk+1 & nγ , for any γ < 14(k+1) . This means that, if we truncate the breadth-first search
tree exploration to a depth of order γ lnnln k , we have at most k leaves in the tree. Thus, for
all the trees, we have at least order nγ internal nodes, i.e. pairs of states (i′, j′) for which it
is required T (i′) = T (j′) for having i ∼ j.
But, as all these states appear not repeated in the exploration, the probability that i ∼ j
is bounded by an exponential of the form (1− 2b(1− b))nγ , which decreases faster than any
power law. The overall factor
(
n
2
)
from the first-moment bound is irrelevant, and we are
able to conclude that P ′rare = o(n−k+
3
2 ), as needed. Note that this proof works not only
for finite values of b in the open interval ]0, 1[, as required for our purposes, but even up to
b n−γ . J
Before passing to the proof of Proposition 2, we need to recall the relation between
accessible deterministic complete automata and combinatorial objects known as k-Dyck
tableaux [4], and determine a collection of statistical properties of these tableaux.
Given the integers M and n, a tableau T in the set T [M × n] is a map from [M ] to [n]
such that:
1. every value y ∈ [n] has at least one preimage;
2. calling xT (y) the smallest preimage, we have xT (1) < xT (2) < . . . < xT (n).
The tableau T may be represented graphically, on a M × n grid, by marking the M pairs
{(x, T (x))}1≤x≤M . Then the conditions above translate as follows. There is exactly one
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marked entry per column. Mark in red the pairs (xT (y), y), and in black the remaining ones:
there is exactly one red entry per row, which is at the left of all black entries in the same
row (if any), and the polygonal line connecting the red entries in sequence is monotonically
increasing. We call the collections of positions of red and black marks respectively the
backbone BT and wiring part WT of the tableau T . It is easily seen that the number of
tableaux in T [M ×n] is given by the Stirling number of second type
{
M
n
}
. The asymptotic
evaluation of
{
M
n
}
, for n large and M/n = O(1), can be done through the general methods
of analytic combinatorics (see e.g. [10], and in particular [11] for this specific problem). A
result of this calculation that we shall need is the following
I Proposition 4. If M,M ′ = κn + O(1), with κ > 1, calling ω the only solution of the
equation −κω = ln(1− ω) in [0, 1],{
M
n
}
=
{
M ′
n
}(n
ω
)M−M ′ (
1 + o(1)
)
. (15)
For a fixed integer k, when M = N(n, k) = kn+ 1, we have a special subfamily of tableaux
in T [N × n]. A tableau is k-Dyck if xT (`) ≤ k(`− 1) + 1, i.e. if the backbone cells lie above
the line of slope 1/k containing the origin of the grid. A small example of k-Dyck tableau
is shown in Figure 2.
ǫ 1a 1b 1c 2a 2b 2c 3a 3b 3c 4a 4b 4c 5a 5b 5c 6a 6b 6c 7a 7b 7c 8a 8b 8c 9a 9b 9c
1
2
3
4
5
6
7
8
9
1
2
3
4
5
6
7
8
9
ǫ
Figure 2 Left: a tableau with n = 9 and k = 3. The backbone part is in red. This tableau is
valid because the red entries are monotonic (as shown by the orange profile), and k-Dyck because
they are all on the left of the green staircase line. Right: the associated k-map. Backbone edges,
corresponding to the breadth-first search tree, are in black, and wiring edges are in gray.
There exists a canonical bijection between k-Dyck tableaux and transition structures D
of accessible deterministic complete automata. It suffices to associate the indices (1, 2, . . . , n)
of the states to the rows of the tableaux, and the indices (, 11, . . . , 1k, · · · , n1, . . . , nk) of the
oriented edges of D to the columns. Then, for x = iα, the entry (x, y) is marked in T if and
only if δα(i) = y, and it is part of the backbone if and only if it is part of the breadth-first
search tree on D started at the initial state.
Given a function fˆ(y) : [n]→ [M ], consider the restriction of the set T [M×n] to tableaux
T in which the backbone function xT (y) is dominated by fˆ , i.e., such that xT (y) ≤ fˆ(y) for
all 1 ≤ y ≤ n. Call T [M × n; fˆ ] this set. Our k-Dyck tableaux correspond to the special
case T [N × n; fˆ?], with fˆ?(y) := N − k(n − y + 1). A required technical lemma, that we
state without proof, is the following
I Proposition 5. Take an integer n, N = O(n), B = O(1), and `  √n. Let M = N − B,
and take a function fˆ such that fˆ(y) = fˆ?(y) for all y ≤ `, fˆ(y) = fˆ?(y) − B for all
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y ≥ n− `, and fˆ?(y)−B ≤ fˆ(y) ≤ fˆ?(y) for all y. Then∣∣cT [M × n; fˆ ]∣∣∣∣cT [M × n]∣∣ −
∣∣cT [N × n; fˆ?]∣∣∣∣cT [N × n]∣∣ = o(1) . (16)
With these tools at hand, we are now ready to prove Proposition 2.
Proof of Proposition 2 (p.93). Given three distinct states i, j, h, with i < j < h, call
Mijh(T ) the event that in the tableau T there is a three-state motif on states {i, j, h} and
{`α}, for some `α’s. Similarly, given 2r distinct states {(ia, ja)}1≤a≤r, with ia < ja and
ja < ja+1, call M(i1,j1;...;ir,jr)(T ) the event that in the tableau T there is a r-tuple of M -
motifs, such that the a-th motif has states ia, ja, and {`aα}, for some `aα’s. Proposition 2
consists in evaluating the two quantities∑
i<j<h
E[[Mijh]]T [N×n;fˆ?] ;
∑
(i1,j1;...;ir,jr)
E[[M(i1,j1;...;ir,jr)]]T [N×n;fˆ?] . (17)
We now make a crucial remark: given a backbone structure B, the average over all possible
completions of the indicator variables [[Mijh]] (respectively [[M(i1,j1;...;ir,jr)]]) is zero if any
column of index in the set C = {k(j − 1) + 1 + α, k(h − 1) + 1 + α}1≤α≤k has a red mark
(respectively, in the set C = {k(ja − 1) + 1 + α}1≤a≤r;1≤α≤k), otherwise, it is
∏
i∈C y
−1
i ,
where yi is the height of the backbone profile at column i. As a consequence, backbone
structures contributing to the quantities in (17), weighted with the factor µ(c)
∏
i∈C y
−1
i ,
correspond to generic backbone structures, weighted with the factor µ(c), over (N −kr)×n
tableaux. The correspondence is done by just erasing the columns in C. The function fˆ is
modified accordingly. Define
fˆ i1,...,ir (y) = fˆ?(y)− k
r∑
a=1
[[y ≥ ja]] . (18)
Then, the precise statement of the remark above is
E[[Mijh]]T [N×n;fˆ?] =
∣∣T [(N − 2k)× n; fˆ j,h]∣∣∣∣T [N × n; fˆ?]∣∣ ; (19)
E[[M(i1,j1;...;ir,jr)]]T [N×n;fˆ?] =
∣∣T [(N − kr)× n; fˆ j1,...,jr ]∣∣∣∣T [N × n; fˆ?]∣∣ . (20)
Thus, the right-hand side of (19) is just the special case r = 2 of (20). Of course we have
∣∣T [(N − kr)× n; fˆ j1,...,jr ]∣∣∣∣T [N × n; fˆ?]∣∣ =
∣∣T [(N−kr)×n;fˆj1,...,jr ]∣∣∣∣T [(N−kr)×n]∣∣∣∣T [N×n;fˆ?]∣∣∣∣T [N×n]∣∣
∣∣T [(N − kr)× n]∣∣∣∣T [N × n]∣∣ . (21)
We can apply Proposition 4 to the rightmost ratio. Then, if the ja’s are within the range
for application of Proposition 5, we can also simplify the leftmost ratio, to get
E[[Mijh]]T [N×n;fˆ?] '
(ωk
n
)2k
; (22)
E[[M(i1,j1;...;ir,jr)]]T [N×n;fˆ?] '
(ωk
n
)kr
. (23)
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As in Proposition 5 we just asked for ` √n, which is compatible with ` n, the fraction
of 2r-tuples (i1, j1; . . . ; ir, jr) such that some ja’s are out of range is subleading, and, using
the reasonings at the beginning of Section 3, the corresponding contribution can be included
in Pconfl.
Then, the straightforward calculation of the number of triplets (i, j, h), and 2r-tuplets
{(ia, ja)}1≤a≤r, at leading order in n, allows to conclude. J
5 Algorithmic consequences
The results obtained in this paper open new possibilities for the study in average of the
properties of regular languages, and of the average-case complexity of algorithms applied to
minimal automata. In this section we mention just a few among these consequences.
I Corollary 3. Minimal automata with n states over a k-letter alphabet can be randomly
generated with O(n3/2) average complexity, using Boltzmann samplers.
The random generator for complete deterministic accessible automata given in [4] is
based on a Boltzmann sampler [9], its average complexity is O(n3/2). As from Theorem 1
there is a constant proportion of minimal automata amongst accessible ones, the rejection
method can be efficiently applied to randomly generate a minimal automaton. Note that
such a generator (described in [4]) has already been implemented in REGAL,2 a C++-library
for the random generation of automata [2], though there were no theoretical result on the
efficiency of this algorithm at that time.
I Corollary 4. For the uniform distribution on complete deterministic accessible automata,
the average complexity of Moore’s state minimization algorithm is Θ(n log log n).
Proof. The average complexity of Moore’s state minimization algorithm for the uniform
distribution on n-state deterministic automata over a finite alphabet is O(n log log n) [8].
The upper bound for accessible automata is then obtained studying the size of the accessible
part of a k-random map [7, 18]. Moreover from [3] the lower bound of Moore’s algorithm
applied on minimal automata with n states is Ω(n log log n). Using Theorem 1, this is also
a lower bound for complete deterministic accessible automata. J
I Corollary 5. For the uniform distribution on complete deterministic accessible automata,
there exists a family of implementations of Hopcroft’s state minimization algorithm whose
average complexity is O(n log log n).
From [8] a family of implementations of Hopcroft’s state minimization algorithm are
always faster than Moore’s algorithm. The result follows from Corollary 4. In [5] the lower
bound on the algorithm is proved to be O(n log n) for any implementation. Though it is
still unknown whether there exists an implementation whose average complexity is Θ(n).
References
1 N. Alon and J. Spencer. The Probabilistic Method. 2nd ed., John Wiley, 2000.
2 F. Bassino, J. David and C. Nicaud. REGAL: A library to randomly and exhaustively
generate automata. In J. Holub and J. Zdárek eds, 12th Int. Conference Implementation
and Application of Automata (CIAA 2007), LNCS 4783, 303–305. Springer, 2007.
2 Available at http://regal.univ-mlv.fr/
F. Bassino, J. David, and A. Sportiello 99
3 F. Bassino, J. David and C. Nicaud. Average-case analysis of Moore’s state minimization
algorithm. Algorithmica, to appear.
4 F. Bassino and C. Nicaud. Enumeration and random generation of accessible automata.
Theor. Comput. Sci., 381 86–104, 2007.
5 J. Berstel, L. Boasson and O. Carton. Continuant polynomials and worst-case behavior of
Hopcroft’s minimization algorithm. Theor. Comput. Sci., 410 2811–2822, 2009.
6 J.R. Buchi. Weak second-order arithmetic and finite automata. Math. Logic Quart., 6
66–92, 1960.
7 A. Carayol and C. Nicaud. Distribution of the number of accessible states in a random
deterministic automaton. In 29th International Symposium on Theoretical Aspects of Com-
puter Science (STACS 2012), Paris, March 2012.
8 J. David. Average complexity of Moore’s and Hopcroft’s algorithms. Theor. Comput. Sci.
to appear.
9 P. Duchon, P. Flajolet, G. Louchard and G. Schaeffer. Boltzmann Samplers for the Random
Generation of Combinatorial Structures. In Combinatorics, Probability, and Computing,
Special issue on Analysis of Algorithms 13 577–625, 2004.
10 P. Flajolet and R. Sedgewick. Analytic Combinatorics. Cambridge Univ. Press, 2009.
11 I.J. Good, An Asymptotic Formula for the Differences of the Powers at Zero. Ann. Math.
Stat. 32 249–256, 1961.
12 F. Harary. Unsolved problems in the enumeration of graphs. Publ. Math. Inst. Hungar.
Acad. Sci., 5 63–95, 1960.
13 M.A. Harrison. A census of finite automata, Canad. Journ. of Math., 17 100–113, 1965.
14 J.E. Hopcroft and J.D. Ullman. Introduction to Automata Theory, Languages and Compu-
tation. Addison-Wesley, 1979.
15 J.E. Hopcroft. An n log n algorithm for minimizing states in a finite automaton. Technical
report, Stanford CA, USA, 1971.
16 R. Iranpour and P. Chacon. Basic Stochastic Processes: The Mark Kac Lectures. Macmillan
Publ. Co., 1988.
17 S. Kleene. Representation of Events in Nerve Nets and Finite Automata. In C. Shannon
and J. Mccarthy eds., Automata Studies, 3–42. Princeton University Press, 1956.
18 A.D. Korshunov. Enumeration of finite automata. Problemy Kibernetiki, 34 5–82, 1978. In
Russian.
19 A.D. Korshunov. On the number of non-isomorphic strongly connected finite automata.
Journal of Information Processing and Cybernetics, 9 459–462, 1986.
20 E. Lebensztayn. On the asymptotic enumeration of accessible automata. Discr. Math.
Theor. Comp. Science 12 75–80, 2010
21 V.A. Liskovets. Enumeration of non-isomorphic strongly connected automata, Vesci Akad.
Navuk BSSR, Ser. Fiz.-Mat. Navuk, 3 26–30, 1971. In Russian.
22 V.A. Liskovets. Exact enumeration of acyclic automata. In 15-th International Conference
on Formal Power Series and Algebraic Combinatorics (FPSAC’03), 2003.
23 E.F. Moore. Gedanken experiments on sequential machines. In Automata Studies, Princeton
Univ., 129–153, 1956.
24 A. Nerode. Linear automaton transformations. Proc. of the American Math. Society, 9
541–544, 1958.
25 C. Nicaud. Average state complexity of operations on unary automata. In 24th Int. Sym-
posium on Mathematical Foundations of Computer Science (MFCS 1999), 231–240, 1999.
26 R. Robinson, Counting strongly connected finite automata, In Graph theory with Applica-
tions to Algorithms and Computer Science, Y. Alavi et al. eds., Wiley, 671–685, 1985.
27 S. Yu, Q. Zhuang and K. Salomaa, The state complexities of some basic operations on
regular languages, Theoret. Comput. Sci., 125 315–328, 1994.
STACS’12
Balanced Partitions of Trees and Applications ∗
Andreas Emil Feldmann1 and Luca Foschini2
1 Institute of Theoretical Computer Science, ETH Zürich
Zürich, Switzerland
feldmann@inf.ethz.ch
2 Department of Computer Science, U.C. Santa Barbara
Santa Barbara, USA
foschini@cs.ucsb.edu
Abstract
We study the k-BALANCED PARTITIONING problem in which the vertices of a graph are to be
partitioned into k sets of size at most dn/ke while minimising the cut size, which is the number
of edges connecting vertices in different sets. The problem is well studied for general graphs,
for which it cannot be approximated within any factor in polynomial time. However, little is
known about restricted graph classes. We show that for trees k-BALANCED PARTITIONING remains
surprisingly hard. In particular, approximating the cut size is APX-hard even if the maximum
degree of the tree is constant. If instead the diameter of the tree is bounded by a constant, we
show that it is NP-hard to approximate the cut size within nc, for any constant c < 1.
In the face of the hardness results, we show that allowing near-balanced solutions, in which
there are at most (1+ε)dn/ke vertices in any of the k sets, admits a PTAS for trees. Remarkably,
the computed cut size is no larger than that of an optimal balanced solution. In the final
section of our paper, we harness results on embedding graph metrics into tree metrics to extend
our PTAS for trees to general graphs. In addition to being conceptually simpler and easier to
analyse, our scheme improves the best factor known on the cut size of near-balanced solutions
from O(log1.5(n)/ε2) [Andreev and Räcke TCS 2006] to O(log n), for weighted graphs. This also
settles a question posed by Andreev and Räcke of whether an algorithm with approximation
guarantees on the cut size independent from ε exists.
1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems
Keywords and phrases balanced partitioning, bicriteria approximation, hardness of approxima-
tion, tree embeddings
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.100
1 Introduction
In this paper we study the k-BALANCED PARTITIONING problem, which asks for a partition
of the n vertices of a graph into k sets of size at most dn/ke each, such that the number of
edges connecting vertices in different sets, called the cut size, is minimised. The problem
has numerous applications of which one of the most prominent is in the field of parallel
computing. There, it is crucial to evenly distribute n tasks (vertices) among k processors
(sets) while minimising the inter-processor communication (edges between different sets),
which constitutes a bottleneck. Other applications can be found in the design of electronic
circuits and sparse linear solvers. However, despite the broad applicability, k-BALANCED
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Figure 1 Two optimally partitioned binary trees. For the tree on the left k = 8 (with a cut size
of 10) whereas k = 9 (with a cut size of 8) for the tree on the right. The numbers in the vertices
indicate the set they belong to and the cut set is represented by the dashed edges.
PARTITIONING is a notoriously hard problem. The special case of k = 2, commonly known as
the BISECTION problem, is already NP-hard [11]. For this reason, approximation algorithms
that find a balanced partition with a cut size larger than optimal have been developed. We
follow the convention of denoting the approximation ratio on the cut size by α.
Unfortunately, when k is not constant even finding an approximation of the minimum
balanced cut still remains infeasible, as it is known that no finite approximation for the
cut size can be computed in polynomial time, unless P=NP [1]. In order to overcome this
obstacle, relaxing the balance constraints has proven beneficial. By that we mean that
the sets of the partitions are allowed to be of size at most (1 + ε)dn/ke for some factor
ε ≥ 0. Along these lines, bicriteria approximation algorithms have been proposed, which
approximate both the balance and the cut size of the optimal solution. That is, the computed
cut size is compared to the optimal cut size of a perfectly balanced partition in which ε = 0.
The k-BALANCED PARTITIONING problem has received some attention for the case ε ≥ 1,
that is when a perfect balance is approximated within a factor of two. For this case, the
best result is by Krauthgamer et al. [15] who give an algorithm with approximation factor
α ∈ O(√log n log k). However, it is not hard to imagine how the slack on the balance can be
detrimental in practical applications. In parallel computing, for instance, a factor of two on
the balance in the workload assigned to each machine can result in a factor of two slowdown,
since the completion time is solely determined by the overloaded machines.
Therefore the case of ε < 1, that is when near-balanced partitions are allowed, is of greater
practical interest. No progress has been made on near-balanced partitions since Andreev
and Räcke [1] gave an algorithm with α ∈ O(log1.5(n)/ε2)—a significantly worse bound than
the one for ε ≥ 1. This is not surprising since, as argued in [1], as ε approaches 0 and the
constraint on the balance becomes more stringent the k-BALANCED PARTITIONING problem
starts bearing more resemblance to a packing problem than to a partitioning problem. One
direct side effect is that the spreading metric relaxations developed for ε ≥ 1 [5, 15] do not
extend to near balanced partitions. This is because such strategies aim at breaking the graph
into components of size less than n/k while minimizing the cut, only to later rely on the fact
that pieces of that size can be packed into k partitions such that no partition exceeds 2n/k
vertices. However, when near-balanced solutions are required, the partition phase can no
longer be oblivious of the packing. So it is necessary to combine the partition step with an
algorithm to pack the pieces into near-balanced partitions.
Our Contribution. As argued above, the restriction to near-balanced partitions poses
a major challenge in understanding the structure of k-BALANCED PARTITIONING. For this
reason, we consider the simplest non-trivial instance class of the problem, namely connected
trees. Figure 1 gives an example of how balanced partitions exhibit a counter-intuitive
behaviour even on perfect binary trees, as increasing k does not necessarily entail a larger
cut size. Our results confirm this intuition when a perfectly balanced solution is required:
adapting an argument by Andreev and Räcke [1], we show that it is NP-hard to approximate
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Figure 2 Illustrations of best approximation factor α known against k and ε, for general graphs
(left) and trees (right). The plane (α, k) represents the case of perfectly balanced solutions (ε = 0)
and shows that the restriction to trees does not significantly change the asymptotic behaviour.
However, for ε > 0 much better approximations can be devised for trees. This remarkable behaviour
can be partially adapted to general graphs via tree decompositions, allowing us to reduce the gap
between the case ε < 1 and ε ≥ 1 visible in the plot on the left.
the cut size within any factor better than α = nc for any constant c < 1. (Figure 2 summarises
the results presented here together with the related work.) This is asymptotically tight, since
a trivial approximation algorithm can achieve a ratio of n by cutting all edges of the tree.
Interestingly, the lower bound remains true even if the diameter of the tree (i.e. the length of
the longest path between any two leaves) is restricted to be at most 4, while instances of
diameter at most 3 are polynomially solvable.
By a substantially different argument, we show that a similar dichotomy arises when
parametrizing the complexity with respect to the maximum degree ∆. For trees with ∆ = 2
(i.e. paths) k-BALANCED PARTITIONING is trivial. However, if ∆ = 5 the problem becomes
NP-hard and with ∆ = 7 we show it is APX-hard. Finding where exactly the dichotomy arises,
i.e. the ∆ ∈ {3, 4} at which k-BALANCED PARTITIONING becomes hard, is an interesting open
problem. These results should be contrasted with a greedy algorithm by MacGregor [17] to
find tree bisections that can be extended to find perfectly balanced partitions for k sets with
α ∈ O(log(n/k)), for trees of constant degrees.
On the positive side, we show that when near-balanced solutions are allowed, trees
behave substantially better than general graphs. We present an algorithm that computes
a near-balanced partition for any constant ε > 0 in polynomial time, achieving a cut size
no larger than the optimal for a perfectly balanced partition, i.e. α = 1. In this sense the
presented algorithm is a PTAS w.r.t. the balance of the computed solution. In addition, our
PTAS can be shown to yield an optimal perfectly balanced solution for trees if k ∈ Θ(n),
while on general graphs the problem is NP-hard for these values of k [13].
In the last section of our paper we capitalise on the PTAS for trees to tackle the
k-BALANCED PARTITIONING problem on general, weighted graphs. By embedding a graph
into a collection of trees with a cut distortion of O(log n) we can use our PTAS for trees
to get a solution for graphs. Since the PTAS has approximation factor α = 1, the total
approximation factor paid for the general graphs is due only to the distortion of the em-
bedding, that is α ∈ O(log n). Note that since the graph is decomposed into trees as a
preliminary step, the decomposition is oblivious of the balance constraints related to solving
k-BALANCED PARTITIONING on the individual trees, hence the distortion does not depend
on ε. This is sufficient to simultaneously improve on the previous best result known [1]
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of α ∈ O(log1.5(n)/ε2), and answers an open question posed in the same paper whether
an algorithm with no dependence on ε in the ratio α exists. In addition, our analysis is
significantly simpler than the one in [1]: the ad-hoc approach of [1] must deal directly with
the complications introduced by considering general graphs. We are able to minimise those
by relying on the powerful tool of tree decompositions.
Related Work. We extend the results in [1], where it is shown that for general graphs
approximating the cut size of the k-BALANCED PARTITIONING problem is NP-hard for any
finite factor α, if perfectly balanced partitions are needed. In [1] the authors also give a
bicriteria approximation algorithm with α ∈ O(log1.5(n)/ε2) when solutions are allowed
to be near-balanced. If more unbalance is allowed, for ε ≥ 1 Even et al. [5] present an
algorithm with α ∈ O(log n) using spreading metrics techniques. Later Krauthgamer et
al. [15] improved the result to α ∈ O(√log n log k) using a semidefinite relaxation which
combines l2 metrics with spreading metrics. To the best of our knowledge, the only result
on restricted graph classes is for graphs with excluded minors (such as planar graphs). By
applying a spreading metrics relaxation and the results in [14]1 it is possible to compute
near-balanced solutions with α ∈ O(1).
The special case when k = 2, commonly known as the BISECTION problem, is well studied.
It is NP-hard in the general case [11] but approximation algorithms are known. For instance
Räcke [21] gives an algorithm with approximation ratio α ∈ O(log n) for perfectly balanced
partitions. For near-balanced partitions Leighton and Rao [16] show how to compute a
solution using min-ratio cuts. In this solution the cut size is approximated within α ∈ O(γ/ε),
where γ is the approximation factor of computing a min-ratio cut. In [16] it was shown that
γ ∈ O(log n), and this result was improved [2] to γ ∈ O(√log n). For (unweighted) planar
graphs it is possible to compute the optimum min ratio cut in polynomial time [19]. If a
perfectly balanced solution to BISECTION is required for planar graphs, Dìaz et al. [4] show
how to obtain a PTAS. Even though it is known that the BISECTION problem is weakly
NP-hard on planar graphs with vertex weights [19], whether it is NP-hard on these graphs in
the unweighted case is unknown. For other special graph classes the problem can be solved
optimally in polynomial time [3]. For instance an O(n4) algorithm for grid graphs without
holes has been found [8], while for trees an O(n2) algorithm [17] exists.
In addition to the case k = 2, some results are known for other extreme values of k. For
trees the above mentioned bisection algorithm by MacGregor [17] is easily generalised to
solve the k-BALANCED PARTITIONING problem for any constant k in polynomial time. At the
other end of the spectrum, i.e. when k ∈ Θ(n), it is known that the problem is NP-hard [13]
for any k ≤ n/3 on general graphs. Feo and Khellaf [10] give a α = n/k approximation
algorithm for the cut size which was improved [9] to α = 2 in case k equals n/3 or n/4.
We complete the review of related work by discussing the literature on tree decompositions,
which we leverage in our algorithm for general graphs. Informally a tree decomposition of a
graph G is a set of trees for which the leaves correspond to the vertices of G, and for which
the structure of their cuts approximate the cuts in G. Tree decompositions have been studied
in the context of oblivious routing schemes (see [18] for a survey). In [21], Räcke introduces
an optimal decomposition with factor O(log n), which we employ in the present work. In a
recent work, Madry [18] shows that it is possible to generalise Räcke’s insights so that any
cut based problem (see [18] for more details) is solvable on graphs by computing solutions on
tree decompositions of the input graph.
1 We thank an anonymous reviewer for pointing out this folklore result.
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2 The Hardness of Computing Perfectly Balanced Partitions
We now consider the problem of finding a perfectly balanced partition of a tree with minimum
cut size. We prove hardness results in the case where either the diameter or the degrees are
restricted to be constant. All reductions are from MAX-3-PARTITION, defined as follows.
I Definition 1 (MAX-3-PARTITION). Given 3k integers a1, . . . , a3k and a threshold s, such
that s/4 < ai < s/2 and
∑3k
i=1 ai = ks, find the maximum number of disjoint triples of a1 to
a3k such that each triple sums up to exactly s.
The MAX-3-PARTITION problem is APX-hard, i.e. for some constant ρ it is NP-hard to
decide whether all k integers or at most k/ρ of them can be partitioned into triples that sum
up to exactly s. This is true even if all integers are polynomially bounded in k, which can be
shown using the standard reduction for the corresponding decision problem in [11] and the
results on the 3D-MATCHING problem by Petrank [20] 2.
We begin by showing that an approximation algorithm with factors α = nc and ε = 0,
for any constant c < 1, for k-BALANCED PARTITIONING on trees could be used to find the
optimal solution to an instance of MAX-3-PARTITION. We do not rely on the APX-hardness of
the latter problem for the proof, but only on the NP-hardness of the corresponding decision
problem. The idea for the reduction is similar to the one used by Andreev and Räcke [1] for
general graphs. The result holds even if the diameter of the tree is bounded by a constant3.
I Theorem 2. The k-BALANCED PARTITIONING problem on trees has no polynomial time
approximation algorithm with approximation factors α = nc and ε = 0, for any constant
c < 1, even if the diameter is at most 4, unless P=NP.
The reduction in the proof of the above theorem relies on the fact that the degree of
the tree is unbounded. Hence a natural question arising is what the complexity of bounded
degree trees is. As we will show next the problem remains surprisingly hard when bounding
the degree. We are able to prove two hardness results for this case. First we show that the
problem of finding a perfectly balanced partition of a tree is APX-hard even if the maximum
degree of the tree is at most 7. To prove this result we use a gap-preserving reduction from
MAX-3-PARTITION. In particular this means that a substantially different (and more involved)
technique than the one used to prove Theorem 2 has to be employed: rather than relying on
the fact that many edges have to be cut in a gadget consisting of a high degree star, we need
gadgets with structural properties that guarantee a number of cut edges proportional to the
number of integers that cannot be packed into triples in a MAX-3-PARTITION instance.
I Theorem 3. Unless P=NP, there exists a constant ρ such that the minimum cut size of
a perfectly balanced partition on trees with maximum degree ∆ cannot be approximated in
polynomial time within α = 1 + (1− ρ−1)/24 and ε = 0 even if ∆ is at most 7.
Proof. Given an instance of MAX-3-PARTITION with polynomially bounded integers a′i,
consider the instance I where ai = 12a′i. Obviously all hardness properties are preserved by
this transformation. As a consequence all integers are divisible by 4 and s > 20, which will
become important later in the proof. For each ai in I, construct a gadget Ti composed by
a path on ai vertices (called ai-path) connected to the root of a tree on s vertices (called
2 We thank Nikhil Bansal for pointing out the connection between the reductions in [11] and the results
by Petrank [20]
3 All missing proofs of this paper can be found in the full version [7].
A.E. Feldman and L. Foschini 105
s
/
4
s/
4
s/4
s
/4−
1
a1
T1
a2
T2
a3k
T3k
. . .
Figure 3 Construction for Theorem 3. Each gadget Ti is composed by an ai-path connected to
the root of an s-tree through an edge from A (straight grey). Each s-tree branches into four paths
of (almost) the same length. Two adjacent gadgets in a path are connected through the roots of
their s-trees with an edge from B (wiggled grey).
s-tree). The root of the s-tree branches into four paths, three of them with s/4 vertices each,
and one with s/4− 1 vertices. The construction is completed by connecting the roots of the
s-trees in a path, as shown in Figure 3. We call B the set of edges connecting different Tis
and A the set of edges connecting an ai-path with the corresponding s-tree in each Ti.
At a high level, we set out to prove that if all k integers in I can be partitioned into
triples that sum up to exactly s, then the constructed tree T can be split into a 4k-balanced
partition with cut size 6k − 1. If however at most a ρ fraction of the integers can be
partitioned in this way, T requires at least (1− ρ−1)k/4 additional cut edges. This means
that a polynomial time algorithm computing an approximate 4k-balanced partition for T
within factor 6k−1+(1−ρ
−1)k/4
6k−1 ≥ 1 + (1− ρ−1)/24 of the optimum cut size could approximate
the MAX-3-PARTITION problem within the ratio ρ in polynomial time. Hence the theorem
follows.
It is easy to see that if all k integers of I can be partitioned into triples of size exactly s,
cutting exactly the 6k − 1 edges in A and B suffices to create a valid 4k-balanced partition.
It remains to be shown that (1− ρ−1)k/4 additional edges are required in the other case. Let
C∗ be an optimal cut set of a 4k-balanced partition in T when at most k/ρ many integers can
be partitioned into triples of size exactly s in I. We argue that by incrementally repositioning
cut edges from the set C := C∗ \ (A ∪B) to edges in (A ∪B) \ C∗, eventually all the edges
in A ∪B will be cut. However, the following lemma implies that a constant fraction of the
edges initially in C will not be moved. We will then argue that the more triples of I can
not be packed into triples of size s, the more edges are left in C. Thus the more edges must
additionally have been in C compared to those in A ∪B. We rely on the following lemma.
I Lemma 4. If s > 20 then |C| ≥ 2|(A ∪B) \ C∗|.
Consider the following algorithm A which repositions cut edges from a 4k-balanced
partition and thereby computes an approximation to MAX-3-PARTITION. As long as there is
an uncut edge e ∈ A ∪B, A removes a cut edge in C and cuts e instead. At the end of the
process, when all edges in A∪B are cut, A removes the set of cut edges left in C denoted by
C ′. Then |C ′| is the number of additional edges cut in the case at most a ρ fraction of the
integers can be partitioned into triples of size exactly s. When repositioning a cut edge from
C to A∪B, or when removing a cut from C ′, A modifies the sizes of the sets in the partition
induced by the cut set, and the balance might be lost. In particular, when a cut edge e ∈ C
is removed, the algorithm will join the two connected components induced by the cut set and
incident to e to form a single component. The algorithm will then include it in an arbitrary
one of the sets that contained the two components. This changes the sizes of at most two
sets in the partition. When a new cut is introduced by A, a component is split into two and
the two newly created components are retained in the same set, thus no set size is changed.
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By Lemma 4 there are at least as many edges in C ′, as there are edges that are repositioned
from C to A ∪B. Since each edge from C repositioned by A causes at most two changes in
set sizes, the total number of set size changes performed by A amortized on the removed
edges in C ′ is therefore at most 4|C ′|.
When A terminates only edges from A ∪B are cut. Therefore the remaining connected
components correspond to the 3k integers ai of I in addition to 3k integers equal to s. Since
at most a ρ fraction of the k integers in I can be partitioned into triples of size exactly s,
and the elements of size s can be ignored, at least (1 − ρ−1)k of the sets of the resulting
partition do not have size exactly s. This means that A must have changed the size of at least
(1−ρ−1)k sets, since it converted a 4k-balanced partition into a solution to MAX-3-PARTITION
with at least (1− ρ−1)k unbalanced sets. This finally implies that 4|C ′| ≥ (1− ρ−1)k, which
concludes the proof since |C ′| is the number of additional cuts required. J
Using a similar argument as in the above proof, if we restrict the degree to be at most
5 we can still show that the problem remains NP-hard. For this we use a slightly different
construction than the one shown in Figure 3: instead of connecting the s-trees through their
roots, the B edges connect the leaves of the shortest branches of the s-trees. It is then
possible to show that exactly the 6k − 1 edges in A and B are cut if all k integers in I can
be partitioned into triples of size exactly s, while otherwise at least 6k edges are cut. Since
the MAX-3-PARTITION problem is NP-hard this suffices to establish the following result.
I Theorem 5. The k-BALANCED PARTITIONING problem on trees has no polynomial time
algorithm even if the maximum degree is at most 5, unless P=NP.
3 Computing Near-Balanced Partitions
The previous section shows that approximating the cut size of k-BALANCED PARTITIONING
is hard even on trees if perfectly balanced partitions are desired. We showed that for the
general case when the degree is unbounded there is no hope for a polynomial time algorithm
with non-trivial approximation. Therefore, in this section we study the complexity of the
problem when allowing the partitions to deviate from being perfectly balanced. In contrast
to the negative results presented so far, we prove the existence of a PTAS for k-BALANCED
PARTITIONING on trees that computes near-balanced partitions but returns a cut size no
larger than the optimum of a perfectly balanced partition.
Conceptually one could find a perfectly balanced partition of a tree T with minimum cut
size in two steps. First all the possible ways of cutting T into connected components are
grouped into equivalence classes based on the sizes of their components. That is, the sets
of connected components S and S ′ belong to the same equivalence class if they contain the
same number of components of size x for all x ∈ {1, . . . , dn/ke}. In a first step the set of
connected components that achieves the cut of minimum size for each class is computed and
set to be the representative of the class. In a second stage only the equivalence classes whose
elements can be packed into k sets of size at most dn/ke are considered, and among those
the representative of the class with minimum cut size is returned. Clearly such an algorithm
finds the optimal solution to the k-BALANCED PARTITIONING problem, but the runtime is
exponential in n as the total number of equivalence classes is exponential. The idea of our
algorithm is instead to group sets of connected components into coarser equivalence classes,
defined as follows. The coarser definition allows reducing the total number of classes at the
expense of introducing an approximation error in the balance of the solution.
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I Definition 6. Let S be a set of disjoint connected components of the vertices of T , and
ε > 0. A vector ~g = (g0, . . . , gt), where t = dlog1+ε(1/ε)e + 1, is called the signature
of S if in S there are g0 components of size in [1, εdn/ke) and gi components of size in
[(1 + ε)i−1 · εdn/ke, (1 + ε)i · εdn/ke), for each i ∈ {1, . . . , t}.
The first stage of our algorithm uses a dynamic programming scheme to find a set of
connected components of minimum cut size among those with signature ~g, for any possible ~g.
Let S denote the set containing each of these optimal sets that cover all vertices of the tree,
as computed by the first stage. In the second stage the algorithm attempts to distribute
the connected components in each set S ∈ S into k bins, where each bin has a capacity of
(1 + ε)dn/ke vertices. This is done using a scheme originally proposed by Hochbaum and
Shmoys [12, 22] for the BIN PACKING problem. The final output of our algorithm is the
partition of the vertices of the given tree that corresponds to a packing of a set S˜ ∈ S that
uses at most k bins and has minimum cut size. Both stages of the algorithm have a runtime
exponential in t. Hence the runtime is polynomial if ε is a constant.
Figure 4 A part of a tree in
which a vertex v, its rightmost child
u, its predecessor w, the set of ver-
tices Lv, and the m covered vertices
by some lower frontier with signa-
ture ~g are indicated.
We now describe the dynamic programming scheme to
compute the set of connected components of minimum cut
size among those whose signature is ~g, for every possible
~g. We fix a root r ∈ V among the vertices of T , and an
ordering of the children of every vertex in V . We define
the leftmost and the rightmost among the children of a
vertex, the siblings left of a vertex, and the predecessor
of a vertex among its siblings according to this order in
the natural way. The idea is to recursively construct a set
of disjoint connected components for every vertex v 6= r
by using the optimal solutions of the subtrees rooted at
the children of v and the subtrees rooted at the siblings
left of v. More formally, let for a vertex v 6= r the set
Lv ⊂ V contain all the vertices of the subtrees rooted at those siblings of v that are left
of v and at v itself (Figure 4). We refer to a set F of disjoint connected components as a
lower frontier of Lv if all components in F are contained in Lv and the vertices in V not
covered by F form a connected component containing the root r. For every vertex v and
every signature ~g, the algorithm recursively finds a lower frontier F of Lv with signature ~g.
Finally, a set of connected components with signature ~g covering all vertices of the tree can
be computed using the solutions of the rightmost child of the root. The algorithm selects a
set having minimum cut size in each recursion step. Let Cv(~g,m), for any vertex v 6= r and
any integer m, denote the optimal cut size over those lower frontiers of Lv with signature ~g
that cover a total of m vertices with their connected components. If no such set exists let
Cv(~g,m) =∞. Additionally, we define µ := (1 + ε)dn/ke, and ~e(x) for any integer x < µ to
be the signature of a set containing only one connected component of size x. We now show
that the function Cv(~g,m) can be computed using a dynamic program.
Let F∗ denote an optimal lower frontier associated with Cv(~g,m). First consider the case
when v is a leaf and the leftmost among its siblings. Then Lv = {v} and hence the set F∗
either contains {v} as a component or is empty. In the latter case the cut size is 0 and in
the former it is 1 since the leaf has to be cut from the tree. Thus Cv((0, . . . , 0), 0) = 0 and
Cv(~e(1), 1) = 1 while all other function values equal infinity. Now consider the case when v
is neither a leaf nor the leftmost among its siblings, and let w be the predecessor and u the
rightmost child of v. The set Lv contains the vertices of the subtrees rooted at v’s siblings
that are left of v and at v itself. The lower frontier F∗ can either be one in which the edge
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from v to its parent is cut or not. In the latter case the m vertices that are covered by F∗ do
not contain v and hence are distributed among those in Lw and Lu since Lv = Lw ∪Lu ∪{v}.
If x of the vertices in Lu are covered by F∗ then m− x must be covered by F∗ in Lw. The
vector ~g must be the sum of two signatures ~gu and ~gw such that the lower frontier of Lu
(respectively Lw) has minimum cut size among those having signature ~gu (respectively ~gw)
and covering x (respectively m− x) vertices. If this were not the case the lower frontier in
Lu (respectively Lw) could be exchanged with an according one having a smaller cut size—a
contradiction to the optimality of F∗. Hence in case v is a non-leftmost internal vertex and
the edge to its parent is not cut, Cv(~g,m) equals
min
{
Cw(~gw,m− x) + Cu(~gu, x) | 0 ≤ x ≤ m ∧ ~gw + ~gu = ~g
}
. (1)
If the edge connecting v to its parent is cut in F∗, then all nv vertices in the subtree
rooted at v are covered by F∗. Hence the other m − nv vertices covered by F∗ must be
included in Lw. Let x be the size of the component S ∈ F∗ that includes v. Analogous to
the case before, the lower frontiers Lu and Lw with signatures ~gu and ~gw in F∗ \ {S} must
have minimum cut sizes. Hence the vector ~g must be the sum of ~gu, ~gw, and ~e(x). Therefore
in case the edge to v’s parent is cut, Cv(~g,m) equals
1 + min
{
Cw(~gw,m− nv) + Cu(~gu, nv − x) | 1 ≤ x < µ ∧ ~gw + ~gu + ~e(x) = ~g
}
. (2)
Taking the minimum value of the formulas in (1) and (2) thus correctly computes the
value for Cv(~g,m) for the case in which v is neither a leaf nor the leftmost among its siblings.
In the two remaining cases when v is either a leaf or a leftmost sibling, either the vertex u
or w does not exist. Therefore for these cases the recursive definitions of Cv can easily be
derived from formulas (1) and (2) by letting all function values Cu(~g, x) and Cw(~g, x) of a
non-existent vertex u or w be 0 if ~g = (0, . . . , 0) and x = 0, and ∞ otherwise.
The above recursive definitions for Cv give a framework for a dynamic program that
computes the solution set S in polynomial time if ε is a constant, as the next theorem shows.
I Theorem 7. For any tree and constant ε > 0 the set S is computable in polynomial time.
The second stage of the algorithm attempts to pack each set of connected components
S ∈ S into k bins of capacity (1 + ε)dn/ke. This means solving the well known BIN PACKING
problem, which is NP-hard in general. However we are able to solve it in polynomial time
for constant ε using a method developed by Hochbaum and Schmoys [12]. The description of
the second phase has been deferred to the full version of the paper [7]. The main theorem
resulting from the algorithms of the first and second phase is stated next.
I Theorem 8. For any tree T , k ∈ {1, . . . , n}, and ε > 0 there is an algorithm that computes
a partition of T ’s vertices into k sets such that each set has size at most (1 + ε)dn/ke and its
cut size is at most that of an optimal perfectly balanced partition of the tree. Furthermore the
runtime is polynomial if ε is a constant and can be upper bounded by O(n4(k/ε)1+3d 1ε log( 1ε )e).
4 Extension to Unrestricted Weighted Graphs
In this section we present an algorithm that employs the PTAS given in Section 3 to find a
near-balanced partition of a graph G with weighted edges. The (weighted) cut size computed
has a capacity of at most α ∈ O(log n) times that of an optimal perfectly balanced partition
of G. The algorithm relies on using our PTAS to compute near-balanced partitions of a set
of decomposition trees that well approximate the cuts in G. This set can be found using
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the results by Räcke [21]. The reason why this process yields an O(log n) approximation
of the cut size depends on the properties of the decomposition, which we now detail, after
introducing a few definitions. A cut W ⊆ V of the vertices of a graph G = (V,E, u), with
capacity function u : E → R+, is to be computed. The quality of the cut is measured using
the cut size C(W ), which is the sum of the capacities of the edges connecting vertices in
W and V \W . A decomposition tree of a graph G = (V,E, u) is a tree T = (VT , ET , uT ),
with capacity function uT : ET → R+, for which the leaves L ⊂ VT of T correspond to the
vertices in G. More precisely there is a mapping mG : VT → V of all tree vertices to vertices
in G such that mG induces a bijection between L and V . Let mT : V → L denote the inverse
function of this bijection. Accordingly we also define a leaf cut K ⊆ L of a tree. The cut size
C(K) of a leaf cut K is the minimum capacity of edges in ET that have to be removed in
order to disconnect K from L \K. We map cuts W to leaf cuts K and vice versa using the
notation mT (W ) and mG(K) to denote the image of W and K according to mT and mG
respectively. We make use of the following result which can be found in [18, 21].
I Theorem 9. For any graph G = (V,E, u) with n vertices, a family of decomposition trees
{Ti}i of G and positive real numbers {λi}i with
∑
i λi = 1 can be found in polynomial time,
such that for any cut W of G and corresponding leaf cuts Ki = mTi(W ), C(Ki) ≥ C(W ) for
each i (lower bound), and
∑
i λiC(Ki) ≤ O(log n) · C(W ) (upper bound).
Since
∑
i λi = 1 the above theorem implies that for at least one tree Ti it holds that
C(Ki) ≤ O(log n) · C(W ). As we will see, this allows for a fast approximation of balanced
partitions in graphs using a modified version of the PTAS given in Section 3. We adapt the
PTAS to compute near-balanced leaf partitions of each Ti. That is, it computes a partition
L = {L1, . . . , Lk} of the l leaves L of a tree T into k sets of size at most (1 + ε)dl/ke each.
The cut size C(L) in this case is the minimum capacity of edges that have to be removed in
order to disconnect the sets in L from each other. It is easy to see that the PTAS given in
Section 3 can be adapted to compute near-balanced leaf partitions: first signatures need to
count leaves instead of vertices in Definition 6. Also edge counts are replaced with sum of
edge capacities, in Equation 2. Moreover, we need to keep track of the number lv of leaves
at a subtree of a vertex v instead of the number nv of vertices in Equations 1 and 2.
I Corollary 10. For any weighted tree T , ε > 0, and k ∈ {1, . . . , l}, there is an algorithm
that computes a partition of the l leaves of T into k sets such that each set includes at
most (1 + ε)dl/ke leaves and its cut size is at most that of an optimal perfectly balanced leaf
partition. The runtime is polynomial in k and the number of vertices of T if ε is constant.
Using the above results we show that near-balanced partitions that deviate by only a
logarithmic factor from the optimal cut size can be computed for graphs in polynomial time.
I Theorem 11. Let G = (V,E, u) be a graph with n vertices, ε > 0 be a constant, and
k ∈ {0, . . . , n}. There is an algorithm that computes in polynomial time a partition of V into
k sets such that each set has size at most (1 + ε)dn/ke and its cut size is at most O(log n)
times that of the optimal perfectly balanced solution.
5 Conclusions
In this paper, the k-BALANCED PARTITIONING problem was studied on trees and some of the
results were applied to weighted graphs. When a perfectly balanced solution is required,
we showed that even when either the diameter or the degree of the tree is constant the
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k-BALANCED PARTITIONING problem remains hard to approximate. In this sense, trees
represent the simplest unit that capture the full complexity of the problem.
On the other hand, if one settles for near-balanced solutions, trees prove to be “easy”
instances which admit a PTAS with approximation α = 1, the best possible in the bicriteria
sense. This crucial fact enables our PTAS for trees to be extended into an algorithm for
general graphs with approximation factor α ∈ O(log n), improving on the best previous [1]
bound of α ∈ O(log1.5(n)/ε2). Hence, remarkably, the same approximation guarantee can
be attained on the cut size for the k-BALANCED PARTITIONING problem in case k = 2 (the
BISECTION problem) and for unrestricted k, if we settle for near-balanced solutions in the
latter case. This is in contrast to the strong inapproximability results for both general graphs
and trees when the solutions are to be perfectly balanced.
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Figure 5 The hardness of trees versus their
maximum degree ∆: the hardness results from
Section 2 (large dots) indicate that the hardness
grows with ∆ (dotted line). A modification of Mac-
Gregor’s [17] algorithm yields an approximation of
O(∆ log∆(n/k)) (solid line). This means there is
a gap of size O(log(n/k)) between the lower and
upper complexity bounds in case ∆ is constant.
Open Problems. For perfectly bal-
anced partitions of trees it remains open
to generalise our results to show a tighter
dependency of the hardness on the degree
(Figure 5). In addition, the possibility of an
approximation algorithm for perfectly bal-
anced partitions with a better ratio than
α ∈ O(∆ log∆(n/k)), as provided by the
greedy scheme by MacGregor [17], remains
open. In particular, Theorem 3 does not rule
out an algorithm that approximates the cut
size by the factor α = 25/24 if ∆ ≤ 7.
For near-balanced partitions a question
resulting from our work is whether faster
algorithms can be found. We showed that we
can achieve approximations on the cut size
that do not depend on ε. Hence it suggests
itself to try and find an algorithm that will compensate the cost of being able to compute
a near-balanced solution for any ε > 0 not in the runtime but in the cut size. A recent
result [6] however shows that there is no hope for a reasonable algorithm of this sort. More
precisely it is shown that, unless P=NP, for trees there is no algorithm for which the runtime
is polynomial in the input length and the inverse of ε, and has the following properties. The
computed solution is near-balanced and the cut size may deviate from the optimum of a
perfectly balanced solution by α = nc/εd, for any constants c and d where c < 1.
Another main challenge we see for general graphs is to resolve the discrepancy in complexity
between the case ε ≥ 1 and the case ε < 1, studied in this paper (recall Figure 2). For the
case ε ≥ 1 the algorithm by Krauthgamer et al. [15] achieves factor α ∈ O(√log n log k)
and in the same paper it is shown that a dependency of α on k is unavoidable. Proving
similar results for the case ε < 1 seems difficult to achieve, as the spreading metric techniques
generally used for ε ≥ 1 do not extend to ε < 1. Furthermore, the tree embedding results we
used to achieve an O(log n) approximation do not seem amenable to leading to algorithms
with o(log n) approximation factor. Therefore it is likely that radically new techniques need
to be developed to resolve the discrepancy.
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Abstract
In this paper we present an implicit dynamic dictionary with the working-set property, support-
ing insert(e) and delete(e) in O(log n) time, predecessor(e) in O(log `p(e)) time, successor(e) in
O(log `s(e)) time and search(e) in O(log min(`p(e), `e, `s(e))) time, where n is the number of ele-
ments stored in the dictionary, `e is the number of distinct elements searched for since element e
was last searched for and p(e) and s(e) are the predecessor and successor of e, respectively. The
time-bounds are all worst-case. The dictionary stores the elements in an array of size n using no
additional space. In the cache-oblivious model the log is base B and the cache-obliviousness is
due to our black box use of an existing cache-oblivious implicit dictionary. This is the first impli-
cit dictionary supporting predecessor and successor searches in the working-set bound. Previous
implicit structures required O(log n) time.
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Keywords and phrases working-set property, dictionary, implicit, cache-oblivious, worst-case,
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Digital Object Identifier 10.4230/LIPIcs.STACS.2012.112
1 Introduction
In this paper we consider the problem of maintaining a cache-oblivious implicit dictionary [11]
with the working-set property over a dynamically changing set P of |P | = n distinct and
totally ordered elements. We define the working-set number of an element e ∈ P to be
`e = |{e′ ∈ P | we have searched for e′ after we last searched for e}|. An implicit dictionary
maintains n distinct keys without using any other space than that of the n keys, i.e. the data
structure is encoded by permuting the n elements. The fundamental trick in the implicit
model, [10], is to encode a bit using two distinct elements x and y: if min(x, y) is before
max(x, y) then x and y encode a 0 bit, else they encode a 1 bit. This can then be used to
encode l bits using 2l elements. The implicit model is a restricted version of the unit cost
RAM model with a word size of O(log n). The restrictions are that between operations we
are only allowed to use an array of the n input elements to store our data structures by
permuting the input elements, i.e., there can be used no additional space between operations.
In operations we are allowed to use O(1) extra words. Furthermore we assume that the
number of elements n in the dictionary is externally maintained. Our structure will support
the following operations:
Search(e) determines if e is in the dictionary, if so its working-set number is set to 0.
Predecessor(e) will find max{e′ ∈ P ∪ {−∞} | e′ < e}, without changing any working-set
numbers.
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Insert/
Delete(e) Search(e)
Pred(e)/
Succ(e)
Additional
words
[10] – O(log2 n) O(log2 n) – None
[5] – O
(
log2 n
log logn
)
O
(
log2 n
log logn
)
– None
[7] – O(log n) amor. O(log n) O(log n) None
[6] – O(log n) O(log n) O(log n) None
[9] + O(log n) O(log `e) O(log `e∗) O(n)
[3, Sec. 2] + O(log n) O(log `e) exp. O(log n) O(log log n)
[3, Sec. 3] + O(log n) O(log `e) exp. O(log `e∗) exp. O(√n)
[4] + O(log n) O(log `e) O(log n) None
This paper + O(log n) O(logmin(`p(e), `s(e), `e)) O(log `e∗) None
Table 1 The operation time and space overhead of important structures for the dictionary
problem. Here e∗ is the predecessor or successor in the given context. In a search for an element e
that is not present in the dictionary `e is n.
Successor(e) will find min{e′ ∈ P ∪ {∞} | e < e′}, without changing any working-set
numbers.
Insert(e) inserts e into the dictionary with at working-set number of 0, all other working-set
numbers are increased by one.
Delete(e) deletes e from the dictionary, and does not change the working-set number of
any element.
There has been a continuous development of implicit dictionaries, the first milestone was
the implicit AVL-tree [10] having bounds of O(log2 n). The second milestone was the
implicit B-tree [5] having bounds of O(log2 n/ log log n) the third was the flat implicit tree
[7] obtaining O(log n) worst-case time for searching and amortized bounds for updates. The
fourth milestone is the optimal implicit dictionary [6] obtaining worst-case O(log n) for search,
update, predecessor and successor.
Numerous non-implicit dictionaries attain the working-set property; splay trees [12], skip
list variants [2], the working-set structure in [9], and two structures presented in [3]. All
achieve the property in the amortized, expected or worst-case sense. The unified access
bound, which is achieved in [1], even combines the working-set property with finger search.
In finger search we have a finger located on an element f and the search cost of finding say
element e is a function of d(f, e) which is the rank distance between elements f and e. The
unified bound combines these two to obtain a bound of O(mine∈P {log(`e + d(e, f) + 2)}).
Table 1 gives an overview of previous results, and our contribution.
The dictionary in [6] is, in addition to being implicit, also designed for the cache-oblivious
model [8], where all the operations imply O(logB n) cache-misses. Here B is the cache-line
length which is unknown to the algorithm. The cache-oblivious property also carries over
into our dictionary. Our structure combines the two worlds of implicit dictionaries and
dictionaries with the working-set property to obtain the first implicit dictionary with the
working-set property supporting search, predecessor and successor queries in the working-set
bound. The result of this paper is summarized in Theorem 1.
I Theorem 1. There exists a cache-oblivious implicit dynamic dictionary with the working-set
property that supports the operations insert and delete in time O(log n) and O(logB n) cache-
misses, search, predecessor and successor in time O(log min(`p(e), `e, `s(e))), O(log `p(e)) and
O(log `s(e)), and cache-misses O(logB min(`p(e), `e, `s(e))), O(logB `p(e)) and O(logB `s(e)),
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respectively, where p(e) and s(e) are the predecessor and successor of e, respectively.
Similarly to previous work [1, 4] we partition the dictionary elements into O(log log n) blocks
B0, . . . , Bm, of double exponential increasing sizes, where B0 stores the most recently accessed
elements. The structure in [4] supports predecessors and successors queries, but there is no
way of knowing if an element is actually the predecessor or successor, without querying all
blocks, which results in O(log n) time bounds. We solve this problem by introducing the
notion of intervals and particularly a dynamic implicit representation of these. We represent
the whole interval [min(P ); max(P )] by a set of disjoint intervals spread across the different
blocks. Any point that intersects an interval in block Bi will lie in block Bi and have a
working-set number of at least 22i . This way when we search for the predecessor or successor
of an element and hit an interval, then no more points can be contained in the interval in
higher blocks, and we can avoid looking at these, which give working-set bounds for the
search, predecessor and successor queries.
2 Data structure
We now describe our data structure and its invariants. We will use the moveable dictionary
from [4] as a black box. The dictionary over a point set S is laid out in the memory addresses
[i; j]. It supports the following operations in O(log n′) time and O(logB n′) cache-misses,
where n′ = j − i+ 1:
Insert-left(e) inserts e into S which is now laid out in the addresses [i− 1; j].
Insert-right(e) inserts e into S which is now laid out in the addresses [i; j + 1].
Delete-left(e) deletes e from S which is now laid out in the addresses [i+ 1; j].
Delete-right(e) deletes e from S which is now laid out in the addresses [i; j − 1].
Search(e) determines if e ∈ S, if so the address of element e is returned.
Predecessor(e) returns the address of the element max{e′ ∈ S | e′ < e} or that no such
element exists.
Successor(e) returns the address of the element min{e′ ∈ S | e < e′} or that no such
element exists.
From these operations we notice that we can move the moveable dictionary, say left, by
performing a delete-right operation for an arbitrary element and re-inserting the element
again by an insert-left operation. Similarly we can also move the dictionary one position to
the right.
Our structure consists of m = Θ(log log n) blocks B0, . . . , Bm, each block Bi is of size
O(22i+k), where k is a constant. Elements in Bi have a working-set number of at least
22i+k−1 . The block Bi consists of an array Di of wi = d · 2i+k elements, where d is a constant,
and moveable dictionaries Ai, Ri,Wi, Hi, Ci and Gi, for i = 0, . . . ,m− 1, see Figure 1. For
block Bm we only have Dm if |Bm\{min(P ),max(P )}| ≤ wm, otherwise we have the same
structures as for the other blocks. We use the block Di to encode the sizes of the movable
dictionaries Ai, Ri,Wi, Hi, Ci and Gi so that we can locate them. Discussion of further
details of the memory layout is postponed to Section 3.
We call elements in the structures Di and Ai for arriving points, and when making a
non-arriving point arriving, we will put it into Ai unless specified otherwise. We call elements
in Ri for resting points, elements in Wi for waiting points, elements in Hi for helping points,
elements in Ci for climbing points and elements in Gi for guarding points.
Crucial to our data structure is the partitioning of [min(P ); max(P )] into intervals. Each
interval is assigned to a level and level i corresponds to block Bi. Consider an interval
lying at level i. The endpoints e1 and e2 will be guarding points stored at level 0, . . . , i.
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B0 BmBiB1 Bm−1. . . . . .
Di Ai Ri Wi Hi Ci Gi
1, 2, . . . . . . , n
arriving resting waiting helping climbing guarding
Figure 1 Overview of how the working set dictionary is laid out in memory. The dictionary
grows and shrinks to the right when elements are inserted and deleted.
All points inside of this interval will lie in level i and cannot be guarding points, i.e.
]e1; e2[∩(
⋃
j 6=iBj ∪Gi) = ∅. We do not allow intervals defined by two consecutive guarding
points to be empty, they must contain at least one non-guarding point. We also require
min(P ) and max(P ) to be guarding points in G0 at level 0, but they are special as they do
not define intervals to their left and right, respectively. A query considers B0, B1, . . . until
Bi where the query is found to be in a level i interval where the answer is guaranteed to
have been found in blocks B0, . . . , Bi.
The basic idea of our construction is the following. When searching for an element it is
moved to level 0. This can cause block overflows (see invariants I.5–I.9 in Section 2.2), which
are handled as follows. The arriving points in level i have just entered from level i− 1, and
when there are 22i+k of them in Ai they become resting. The resting points need to charge
up their working-set number before they can begin their journey to level i + 1. They are
charged up when there have come 22i+k further arriving points to level i, then the resting
points become waiting points. Waiting points have a high enough working-set number to
begin the journey to level i+ 1, but they need to wait for enough points to group up so that
they can start the journey. When a waiting point is picked to start its journey to level i+ 1
it becomes a helping or climbing point, and every time enough helping points have grouped
up, i.e. there is at least c = 5 consecutive of them, then they become climbing points and are
ready to go to level i+ 1. The climbing points will then incrementally be going to level i+ 1.
2.1 Notation
Before we introduce the invariants we need to define some notation. For a subset S ⊆ P , we
define pS(e) = max{s ∈ S ∪ {−∞} | s < e} and sS(e) = min{s ∈ S ∪ {∞} | e < s}. When
we write S≤i we mean
⋃i
j=0 Sj where Sj ⊆ P for j = 0, . . . , i.
For S ⊆ P , we define GILS(e) = S∩]pP\S(e); e[ to be the Group of Immediate Left
points of e in S which does not have any other point of P\S in between them. Similarly
we define GIRS(e) = S∩]e; sP\S(e)[ to the right of e. We will notice that we will never
find all points of GILS(e) unless |GILS(e)| < c, the same applies for GIRS(e). For S ⊆ P ,
we define FGLS(e) = S∩]pP\S(pS(e)); pS(e)] to be the First Group of points from S Left
of e, i.e. the group does not have any points of P\S in between its points. Similarly we
define FGRS(e) = S ∩ [sS(e); sP\S(sS(e))[. We will notice that we will never find all points of
FGLS(e) unless |FGLS(e)| < c, the same applies for FGRS(e).
We will sometimes use the phrasings a group of points or e’s group of points. This refers
to a group of points of the same type, i.e. arriving, resting, etc., and with no other types of
points in between them. Later we will need to move elements around between the structures
Di, Ai, Ri, Wi, Hi, Ci and Gi. For this we have the notation X
h→ Y , meaning that we
move h arbitrary points from X into Y , where X and Y can be one of Di, Ai, Ri, Wi, Hi,
Ci and Gi for any i.
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When we describe the intervals we let ]a; b] be an interval from a to b that is open at a
and closed at b. We let (a; b) be an interval from a to b that can be open or closed at a and
b. We use this notation when we do not care if a and b are open or closed. In the methods
updating the intervals we will sometimes branch depending on which type an interval is. For
clarity we will explain how to determine this given the level i of the interval and its two
endpoints e1 and e2. The interval (e1; e2) is of type [e1; e2) if e1 ∈ Gi, else e1 ∈ G≤i−1 and
the interval is of type ]e1; e2). This is symmetric for the other endpoint e2.
2.2 Invariants
We will now define the invariants which will help us define and prove correctness of our
interface operations: insert(e), delete(e), search(e), predecessor(e) and successor(e). We
maintain the following invariants which uniquely determine the intervals1:
I.1 A guarding point is part of the definition of at most two intervals2, one to the left at
level i and/or one to the right at level j, where i 6= j. The guarding point e lies at level
min(i, j). The interval at level min(i, j) is closed at e, and the interval at level max(i, j)
is open at e. We also require that min(P ) and max(P ) are guarding points stored in G0,
but they do not define an interval to their left and right, respectively, and the intervals
they help define are open in the end they define. A non-guarding point intersecting an
interval at level i, lies in level i. Each interval contains at least one non-guarding point.
The union of all intervals give ] min(P ); max(P )[.
I.2 Any climbing point, which lies in an interval with other non-climbing points, is part of a
group of at least c points. In intervals of type [e1; e2] which only contain climbing points,
we allow there to be less than c of them.
I.3 Any helping point is part of a group of size at most c− 1. A helping point cannot have a
climbing point as a predecessor or successor. An interval of type [e1; e2] cannot contain
only helping points.
We maintain the following invariants for the working-set numbers:
I.4 Each arriving point in Di and Ai has a working set value of at least 22
i−1+k , arriving
points in D0 and A0 have a working-set value of at least 0. Each resting point in Ri
will have a working-set value of at least 22i−1+k + |Ai|, resting points in R0 have a
working-set value of at least |A0|. Each waiting, helping or climbing point in Wi, Hi and
Ci, respectively, will have a working-set value of at least 22
i+k . Each guarding point in
Gi, who’s left interval lies at level i and right interval lies at level j, has a working set
value of at least 22max(i,j)−1+k .
We maintain the following invariants for the size of each block and their components:
I.5 |D0| = min(|B0| − 2, w0) and |Di| = min(|Bi|, wi) for i = 1, . . . ,m.
I.6 |Ri| ≤ 22i+k and |Wi|+ |Hi|+ |Ci| 6= 0⇒ |Ri| = 22i+k for i = 0, . . . ,m.
I.7 |Ai|+ |Wi| = 22i+k for i = 0, . . . ,m− 1, and |Am|+ |Wm| ≤ 22m+k .
I.8 |Ai| < 22i+k for i = 0, . . . ,m.
I.9 |Hi|+ |Ci| = 4c22i+k + ci, where ci ∈ [−c; c], for i = 0, . . . ,m− 1.
1 We assume that |P | = n ≥ 2 at all times if this is not the case we only store G0 which contains a single
element and we ignore all invariants.
2 Only the smallest and largest guarding points will not participate in the definition of two intervals, all
other guarding points will.
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From the above invariants we have the following observation:
O.1 From I.1 all points in Gi are endpoints of intervals in level i, and each interval has at
most two endpoints. Hence for i = 0, . . . ,m we have that
|Gi| ≤ 2(|Di|+ |Ai|+ |Ri|+ |Wi|+ |Hi|+ |Ci|)
(∗)
≤ (4 + 2d+ 8c) · 22i+k + 2c ,
where we in (∗) we have used I.5, I.6, I.7 and I.9.
From I.1 we have the following lemma.
I Lemma 1. Let e be an element, e1 = pG≤i(e), e2 = sG≤i(e) and i be the smallest integer
for which I(e1, e2, i) =]e1; e2[∩
⋃i
j=0Bj 6= ∅. Then 1) (e1; e2) is an interval at level i if e is
non-guarding and 2) (e1; e) or (e; e2) is an interval at level i if e is guarding.
2.3 Operations
We will briefly give an overview of the helper operations and state their requirements (R) and
guarantees (G), then we will describe the helper and interface operations in details. Search(e)
uses the helper operations as follows: when a search for element e is performed then the
level i where e lies is found using find, then e and O(1) of its surrounding elements are moved
into level 0 by use of move-down while maintaining I.1–I.4. Calls to fix for the levels we have
altered will ensure that I.5–I.8 will be maintained, finally a call to rebalance-below(i − 1)
will ensure that I.9 is maintained by use of shift-up(j) which will take climbing points from
level j and make them arriving in level j + 1 for j = 0, . . . , i− 1. Insert(e) uses find to find
the level where e intersects, then it uses fix to ensure the size constraints and finally e is
moved to level 0 by use of search.
Find(e) - returns the level i of the interval that e intersects along with e’s type and
whatever e is in the dictionary or not. [R&G: I.1–I.9]
Fix(i) - moves points around inside of Bi to ensure the size invariants for each type
of point. Fix(i) might violate I.9 for level i. [R: I.1–I.4 and that there exist c˜1, . . . , c˜6
such that |Di|+ c˜1, |Ai|+ c˜2, |Ri|+ c˜3, |Wi|+ c˜4, |Hi|+ c˜5, |Ci|+ c˜6 fulfill I.5–I.8, where
|c˜i| = O(1) for i = 1, . . . , 6. G: I.1–I.8].
Shift-down(i) - will move at least 1 and at most c points from level i into level i− 1. [R:
I.1–I.8 and |Hi|+ |Ci| = 4c22i+k + c′i, where 0 ≤ c′i = O(1). G: I.1–I.8].
Shift-up(i) - will move at least 1 and at most c points from level i into level i + 1. [R:
I.1–I.8 and |Hi|+ |Ci| = 4c22i+k + c′i, where c ≤ c′i = O(1). G: I.1–I.8].
Move-down(e, i, j, tbefore, tafter) - If e is in the dictionary at level i it is moved from level
i to level j, where i ≥ j. The type tbefore is the type of e before the move and tafter is
the type that e should have after the move, unless i = j in which case e will be made
arriving in level j. [R&G: I.1–I.8].
Rebalance-below(i) - If any c < cl for l = 0, . . . , i rebalance-below(i) will correct it so I.9
will be fulfilled again for l = 0, . . . , i. [R: I.1–I.8 and
∑i
l=0 slack(cl) = O(1), where
slack(cl) =
{
0 if cl ∈ [−c; c] ,
|cl| − c otherwise .
G: I.1–I.9].
Rebalance-above(i) - If any cl < −c for l = i, . . . ,m− 1 rebalance-above(i) will correct it
so I.9 will be fulfilled again for l = i, . . . ,m− 1. [R: I.1–I.8 and ∑m−1l=i slack(cl) = O(1).
G: I.1–I.9].
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Find(e) We start at level i = 0. If e < min(P ) or max(P ) < e we return false and 0. For
each level we let e1 = pG≤i(e), e2 = sG≤i(e), p = pBi\Gi(e) and s = sBi\Gi(e). We find p and
s by querying each of the structures Di, Ai, Ri,Wi, Hi and Ci, we find e1 and e2 by querying
Gi and comparing with the values of e1 and e2 from level i − 1. While p < e1 and e2 < s
we continue to the next level, that is we increment i. Now outside the loop, if e ∈ Bi we
return i, the type of e and the boolean true as we found e, else we return i and false as we
did not find e.
Predecessor(e) (successor(e)) We start at level i = 0. If e < min(P ) then return −∞
(min(P )). If max(P ) < e then return max(P ) (∞). For each level we let e1 = pG≤i(e),
p = pBi(e), e2 = sG≤i(e) and s = sBi(e). While p < e1 and e2 < s we continue to the next
level, that is we increment i. When the loop breaks we return max(e1, p) (min(s, e2)).
Insert(e) If e < min(P ) we swap e and min(P ), call fix(0), rebalance-below(m) and return.
If max(P ) < e we swap e and max(P ), call fix(0), rebalance-below(m) and return.
Let cl = GILCi(e), cr = GIRCi(e), hl = GILHi(e) and hr = GIRHi(e). We find the level i
of the interval (e1; e2) which e intersects using find(e).
If e is already in the dictionary we give an error. If |cl| > 0 or |cr| > 0 or (e1; e2) is of
type [e1; e2] and does not contain non-climbing points then insert e as climbing at level i.
Else if |hl|+ 1 + |hr| ≥ c then insert e as climbing at level i and make the points in hl and
hr climbing at level i. Else insert e as helping at level i. Finally we call rebalance-below(m)
and then search(e) to move e from the current level i down to level 0.
Search(e) We first find e’s current level i and its type t, by a call to find(e). If e is in the
dictionary then we call move-down(e, i, 0, t, arriving) which will move e from level i down to
level 0 and make it arriving, while maintaining I.1–I.8, but I.9 might be broken so we finally
call rebalance-below(i− 1) to fix this.
Fix(i) In the following we will be moving elements around between Di, Ai, Ri, Wi, Hi and
Ci. The moves Ai → Ri and Ri →Wi, i.e. between structures which are next to each other
in the memory layout, are simply performed by deleting an element from the left structure
and inserting it into the right structure. The moves Wi → Hi ∪Ci and the other way around
Hi ∪ Ci →Wi will be explained below.
If |Di| > wi then perform Di h→ Ai where h = |Di| − wi. If |Di| < wi and |Bi\{min(P ),
max(P )}| > |Di| then perform Hi ∪ Ci h1→ Wi, Wi h2→ Ri, Ri h3→ Ai and Ai h4→ Di where
h1 = min(wi−|Di|, |Hi|+ |Ci|), h2 = min(wi−|Di|, |Wi|+h1), h3 = min(wi−|Di|, |Ri|+h2)
and h4 = min(wi − |Di|, |Ai|+ h3).
If |Wi|+ |Hi|+ |Ci| 6= 0 and |Ri| < 22i+k then perform Hi∪Ci h1→Wi and Wi h2→ Ri where
h1 = min(22
i+k − |Ri|, |Hi|+ |Ci|) and h2 = min(22i+k − |Ri|, |Wi|+h1). If |Ri| > 22i+k then
perform Ri
h1→ Ai where h1 = |Ri| − 22i+k .
If i < m and |Ai|+ |Wi| < 22i+k then perform Hi ∪ Ci h1→ Wi, where h1 = min(22i+k −
(|Ai| + |Wi|), |Hi| + |Ci|). If |Ai| + |Wi| > 22i+k then perform Wi h1→ Hi ∪ Ci where h1 =
min(|Ai|+ |Wi| − 22i+k , |Wi|).
If |Ai| ≥ 22i+k then let h1 = |Ai| − 22i+k , delete Wi as it is empty and rename Ri to Wi.
Now move h1 elements from Ai into a new moveable dictionary X, rename Ai to Ri, rename
X to Ai and perform Wi
h1→ Hi ∪ Ci.
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Performing Wi → Hi ∪ Ci: Let w = sWi(−∞), cl = GILCi(w), cr = GIRCi(w), hl = GILHi(w)
and hr = GIRHi(w). If |cl| > 0 or |cr| > 0 or (e1; e2) is of type [e1; e2] and only contains
climbing points then make w climbing at level i. Else if |hl|+ 1 + |hr| ≥ c then make hl, w
and hr climbing at level i. Else make w helping at level i.
Performing Hi ∪ Ci →Wi: Let w be the minimum element of sHi(−∞) and sCi(−∞), and
let cr = GIRCi(w). Make w waiting at level i. If w was climbing and |cr| < c then make cr
helping at level i.
Shift-down(i) We move at least one element from level i into level i− 1. If |Di| < wi then
we let a be some element in Di. If |Di| < |Bi| then: if |Ai| = 0 we perform3 Hi ∪ Ci h1→Wi,
Wi
h2→ Ri and Ri → Ai, where h1 = min(1, |Hi|+ |Ci|) and h2 = min(1, |Wi|+ h1), now we
know that |Ai| > 0 so let a = sAi(−∞), i.e., a is the leftmost arriving point in Ai at level i.
We call move-down(a, i, i− 1, arriving, climbing).
Shift-up(i) Assume we are at level i, we want to move at least one and at most c arbitrary
points from Bi into Bi+1. Let s1 = sCi(−∞), e1 = pG≤i(s1) and e2 = sG≤i(s1), and let
s2 = sCi∩[e1;e2](s1), s3 = sCi∩[e1;e2](s2), s4 = sCi∩[e1;e2](s3) and s5 = sCi∩[e1;e2](s4), if they
exist, also let cr = GIRCi(s4) be the group of climbing elements to the immediate right of s4,
if they exist. We will now move one or more climbing points from Bi into Bi+1 where they
become arriving points. If i = m− 1 or i = m then we put arriving points into Di+1, which
we might have to create, instead of Ai+1.
We now deal with the case where (e1; e2) is of type [e1; e2] and only contains climbing
points. Let l be the level of e1’s left interval, and r the level of e2’s right interval, also let cI
be the number of climbing points in the interval. If l = i+ 1 we make e1 arriving, else we
make it guarding, at level i+ 1. Make the points of s1, s2, s3 and s4 that exist arriving at
level i+ 1. If cI ≤ c then make s5 arriving at level i+ 1 if it exists, also if r = i+ 1 we make
e2 arriving, else we make it guarding, at level i+ 1. Else make s5 guarding at level i.
We now deal with the cases where (e1; e2) might contain non-climbing points. If p(s1) = e1
we make s1 and s2 waiting and guarding at level i, respectively, else we make s1 guarding at
level i and s2 arriving at level i+ 1. Now in both cases we make s3 arriving at level i+ 1
and s4 guarding at level i. If 〈(s4; e2) is not of type [s4; e2] or contains non-climbing points〉
and |cr| < c, i.e. there are less than c consecutive climbing points to the right of s4, then we
make the points cr helping at level i.
We have moved climbing points from Bi into Bi+1, and made them arriving. Finally we
call fix(i+ 1).
Move-down(e, i, j, tbefore, tafter) Depending on the type tbefore of point e we have different
cases.
Non-guarding Let e1 = pG≤i(e), e2 = sG≤i(e) and let l be the level of the left interval of e1 and
r the level of the right interval of e2. Also let p2 = pBi\Gi∩[e1;e2](p1), p1 = pBi\Gi∩[e1;e2](e),
s1 = sBi\Gi∩[e1;e2](e) and s2 = sBi\Gi∩[e1;e2](s1), also let cl = FGLCi∩[e1;e2](e) be the elements
in the first climbing group left of e, likewise let cr = FGRCi∩[e1;e2](e) be the elements in the
first climbing group right of e.
3 The move Hi ∪ Ci l→Wi will be performed the same way as we did it in fix.
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Case i = j: make e arriving in level j, if |cl| < c then make the points in cl helping at
level j, if |cr| < c then make the points in cr helping at level j. Finally call fix(j).
Case i > j: If both p2 and p1 exists we make p1 guarding in level j and let e′1 denote p1,
else if only p1 exists we make e1 guarding at level min(l, j) and p1 of type tafter at level j
and let e′1 denote e1, else we make e1 guarding in level min(l, j), and let e′1 denote e1. If
both s1 and s2 exists we make s1 guarding at level j, and let e′2 denote s1, else if only s1
exists we make s1 of type tafter at level j and make e2 guarding at level min(j, r) and let
e′2 denote e2, else we make e2 guarding at level min(j, r) and let e′2 denote e2. Lastly we
make e of type tafter in level j. Now let c′l denote the elements of cl which we have not
moved in the previous steps, likewise let c′r denote the elements of cr which we have not
moved. If 〈(e1; e′1] is not of type [e1; e′1] or contains non-climbing points〉 and |c′l| < c then
make c′l helping at level i. If 〈[e′2; e2) is not of type [e′2; e2] or contains non-climbing points〉
and |c′r| < c then make c′r helping at level i. Call fix(i), fix(j), fix(min(l, i)) and fix(min(i, r)).
Guarding If e = min(P ) or e = max(P ) we simply do nothing and return. Let e1 = pG≤h(e)
be the left endpoint of the left interval (e1; e[ lying at level h and e2 = sG≤h(e) be the right
endpoint of the right interval [e; e2) lying at level i, we assume w.l.o.g. that h > i, the case
h < i is symmetric. Also let l be the level of the left interval of e1 and r the level of the right
interval of e2. Let p2 = pBh\Gh∩[e1;e](p1) and p1 = pBh\Gh∩[e1;e](e) be the two left points of
e, if they exists, s1 = sBi\Gi∩[e;e2](e) and s2 = sBi\Gi∩[e;e2](s1) the two right points of e, if
they exits. Also let cl = FGLCi∩[e1;e](e) and cr = FGRCi∩[e;e2](e).
If p2 does not exist we make e1 guarding at level min(l, j), we make p1 of type tafter at
level j and let e′1 denote e1, else we make p1 guarding at level j and let e′1 denote p1. If it
is the case that i > j then we check: if s2 does not exist then we make s1 of type tafter at
level j, e2 guarding at level min(j, r) and let e′2 denote e2, else we make s1 guarding at level
j and let e′2 denote s1. We make e of type tafter at level j.
Now let c′l be the points of cl which was not moved and c′r the points of cr which was
not moved. If |c′l| < c then make c′l helping at level h. We now have two cases if e′2 exists:
then if |c′r| < c then make c′r helping at level i. The other case is if e′2 does not exist: then if
〈(e′1; e2) is not of type [e′1; e2] or contains non-climbing points〉 and |c′r| < c then make c′r
helping at level i. In all cases call fix(min(l, h)), fix(h) and fix(i). If i > j then call fix(j)
and fix(min(j, r)).
Delete(e) We first call find(e) to get the type of e and its level i, if e is not in the dictionary
we just return. If e is in the dictionary we have two cases, depending on if e is guarding or not.
Non-guarding Let cl = GILCi(e) be the elements in the climbing group immediately left of e, let
cr = GIRCi(e) be the elements in the climbing group immediately right of e, let hl = GILHi(e)
be the elements in the helping group immediately left of e, and let hr = GIRHi(e) be the
elements in the helping group immediately right of e. Let e1 = pG≤i(e) and let e2 = sG≤i(e).
Let l be the level of the interval left of e1 and r the level of the interval right of e2.
We have two cases, the first is |]e1; e2[∩Bi| = 1: if l > r make e1 guarding and e2
arriving at level r, if l < r then make e1 arriving and e2 guarding at level l. If l = r and
|P | = n ≥ 4 then make e1 and e2 arriving at level l = r. Delete e, call fix(r), fix(l), fix(i)
and rebalance-above(1).
The other case is |]e1; e2[∩Bi| > 1: If 〈(e1; e2) is not of type [e1; e2] or contains non-
climbing points〉 and |cl|+ |cr| < c then make cl and cr helping at level i. If |hl|+ |hr| ≥ c
then make hl and hr climbing at level i. Delete e, call fix(i) and rebalance-above(1).
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Min-guarding If e = min(P ) then let e′ = sG≤m(e) and e′′ = sG≤m(e′) where 0 is the level
of (e; e′) and i is the level of (e′; e′′). The case of e = max(P ) is symmetric. Also let
s1 = sB0\G0∩[e;e′](e), s2 = sB0\G0∩[e;e′](s1), t1 = sBi\Gi∩[e′;e′′](e′) and t2 = sBi\Gi∩[e′;e′′](t1).
If s2 exists then delete e make s1 guarding at level 0 and call fix(0). If s2 does not exist
and t2 exists then delete e make s1 and t1 guarding and e′ arriving at level 0 and finally call
fix(0) and fix(i). If s2 does not exist and t2 does not exist then delete e, make s1 and e′′
guarding and e′ and t1 arriving at level 0 and finally call fix(0) and fix(i). In all the previous
cases return.
Guarding Let h be the level of the left interval (e1 : e[, let i the level of the right interval
[e : e2) that e participates in. We assume w.l.o.g. that h > i, the case h < i is symmetric. Let
l the level of the left interval that e1 participates in, where e1 = pG≤h(e) and e2 = sG≤h(e).
Let p2 = pBh\Gh∩[e1;e](p1) and p1 = pBh\Gh∩[e1;e](e). Let cl = FGLCi(e) be the points in the
first group of climbing points left of e.
If p2 exist we make p1 guarding at level i, and let e′ denote p1, else we make e1 guarding at
level min(l, i), let e′ denote e1 and if [e′; e2) is of type [e′; e2] and contains only climbing points
then we make p1 climbing at level i else we make p1 waiting at level i. Let c′l be the points
in cl which was not moved in the previous movement of points. If |c′l| < c make c′l helping at
level h. If e′ is e1 then call fix(l). Delete e, call fix(h), fix(i) and rebalance-above(1).
Rebalance-below(i) For each level l = 0, . . . , i we perform a shift-up(l) while c < cl.
Rebalance-above(i) For each level l = i, . . . ,m − 1 we perform shift-down(l + 1) while
cl < −c.
3 Memory management
We will now deal with the memory layout of the data structure. We will put the blocks in the
orderB0, . . . , Bm, where block Bi further has its dictionaries in the orderDi, Ai, Ri,Wi, Hi, Ci
and Gi, see Figure 1. Block Bm grows and shrinks to the right when elements are inserted
and deleted from the working set dictionary.
The Di structure is not a moveable dictionary as the other structures in a block are, it
is simply an array of wi = d2i+k elements which we use to encode the size of each of the
structures Ai, Ri,Wi, Hi, Ci and Gi along with their own auxiliary data, as they are not
implicit and need to remember O(2i+k) bits which we store here. As each of the moveable
dictionaries in Bi have size O(22i+k) we need to encode numbers of O(2i+k) bits in Di.
We now describe the memory management concerning the movement, insertion and
deletion of elements from the working-set dictionary. First notice that the methods find,
predecessor and successor do not change the working-set dictionary, and layout in memory.
Also the methods shift-down, search, rebalance-below and rebalance-above only calls other
methods, hence their memory management is handled by the methods they call. The only
methods where actual memory management comes into play are in insert, shift-up, fix, move-
down and delete. We will now describe two methods internal-movement – which handles
movement inside a single block/level – and external-movement – which handles movement
across different blocks/levels. Together these two methods handle all memory management.
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. . .D mj .γ . . . Gmj .γ + 1
Sin
Sout
move |mi.δ| positions
Internal-movement(m1, . . . ,ml)
. . .B0 BM1.γ BMi.γ
External-movement(M1, . . . ,Ml)
perform m1, . . . ,mq
Bm. . .BMi.γ+1BMi.γ−1. . . BMl.γ. . .
. . .B0 BM1.γ BMi.γ BMi.γ+1BMi.γ−1. . . . . .
BMi+1.γ−1 BMi+1.γ . . .
Bm. . .BMl.γBMi+1.γ−1 BMi+1.γ . . .
compact
compact
Figure 2 (Left) Memory movement of internal-movement inside of a block Bi. (Right) Memory
movement of external-movement across multiple blocks BM1.γ , . . . , BMl.γ .
Internal-movement(m1, . . . ,ml) Internal-movement in level i takes a list of internal moves
m1, . . . ,ml to be performed on block Bi, where l = O(1) and move mj consists of:
the index γ = Di, Ai, Ri,Wi, Hi, Ci, Gi of the dictionary to change, where we assume4
that mj .γ ≤ mh.γ, for j ≤ h,
the set of elements Sin to put into γ, where |Sin| = O(1),
the set of elements Sout to take out of γ, where |Sout| = O(1) and
the total size difference δ = |Sin| − |Sout| of γ after the move.
For j = 1, . . . , l do: if mj .δ < 0 then remove Sout from γ, insert Sin into γ and move
γ + 1, . . . , G left |mj .δ| positions, where we move them in the order γ + 1, . . . , G. If mj .δ > 0
then move γ + 1, . . . , G right mj .δ positions, where we move them in the order G, . . . , γ + 1,
remove Sout from γ and insert Sin into γ. See Figure 2.
It takes O(log(22i+k)) = O(2i+k) time and O(logB(22
i+k)) = O( 2i+klogB ) cache-misses to
perform move j. In total all the movesm1, . . . ,ml useO(2i+k) time and O( 2i+klogB ) cache-misses,
as l = O(1).
External-movement(M1, . . . ,Ml) External-movement takes a list of external movesM1, . . . ,
Ml, where l = O(1). Move Mj consists of:
the index 0 ≤ γ ≤ m of the block/level to perform the internal moves m1, . . . ,mq on,
where Mj .γ < Mh.γ for j < h,
the list of internal moves m1, . . . ,mq to perform on block γ, where q = O(1), and
the total size difference ∆ =
∑q
h=1mh.δ of block γ after all the internal moves m1, . . . ,mq
have been performed.
Let ∆ =
∑l
i=1Mi.∆ be the total size change of the dictionary after the external-moves
have been performed. If ∆ = 0 then we let γend = Ml.γ else we let γend = m. Let pend =∑γend
j=0 |Bj |+∆ be the last address of the right most block that we need to alter. Let s1, . . . , sk
be the sublist of the indexes {1, . . . , l} where Msi .∆ ≤ 0 for i = 1, . . . , k. Let a1, . . . , ah be
the sublist of the indexes {1, . . . , l} where Mai .∆ > 0 for i = 1, . . . , h.
We first perform all the internal moves of each of the external moves Ms1 , . . . ,Msk . Then
we compact all the blocks with index i where M1.γ ≤ i ≤ γend so the rightmost block ends
at position pend. Finally for each external move Mai for i = 1, . . . , h: move BMai .γ left so it
aligns with BMai .γ−1 and perform all the internal moves of Mai , then compact the blocks
BMai .γ+1, . . . , BMai+1 .γ−1 at the left end so they align with block BMai .γ .
It takes O
(
l log
(
22i+k
))
= O (l2i+k) time and O (l logB (22i+k)) = O (l 2i+klogB) cache-
misses to perform the internal moves on level i. In total all the external movesM1, . . . ,Ml use
4 We will misuse notation and let γ + 1 denote the next in the total order D,A,R,W,H,C,G. We will
also compare mj .γ and mh.γ with ≤ in this order.
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O(2γend+k) time and O
(
2γend+k
logB
)
cache-misses, as the external move at level γend dominates
the rest and l = O(1).
3.1 Memory management in updates of intervals
With the above two methods we can perform the memory management when updating the
intervals in Section 2.3: Whenever an element moves around, is deleted or inserted, it is
simply put in one or two internal moves. All internal moves in a single block/level are
grouped into one external move. Since all updates of intervals only move around a constant
number of elements, the requirements for internal/external-movement that l = O(1) and
q = O(1) are fulfilled. From the above time and cache bounds for the memory management
the bounds in Theorem 1 follows.
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Abstract
We prove the first Chernoff-Hoeffding bounds for general (nonreversible) finite-state Markov
chains based on the standard L1 (variation distance) mixing-time of the chain. Specifically,
consider an ergodic Markov chain M and a weight functionf : [n] → [0, 1] on the state space
[n] of M with mean µ , Ev←pi[f(v)], where pi is the stationary distribution of M . A t-step
random walk (v1, . . . , vt) on M starting from the stationary distribution pi has expected total
weight E[X] = µt, where X ,
∑t
i=1 f(vi). Let T be the L1 mixing-time of M . We show that the
probability of X deviating from its mean by a multiplicative factor of δ, i.e., Pr [|X − µt| ≥ δµt],
is at most exp(−Ω (δ2µt/T)) for 0 ≤ δ ≤ 1, and exp(−Ω (δµt/T )) for δ > 1. In fact, the bounds
hold even if the weight functions fi’s for i ∈ [t] are distinct, provided that all of them have the
same mean µ.
We also obtain a simplified proof for the Chernoff-Hoeffding bounds based on the spec-
tral expansion λ of M , which is the square root of the second largest eigenvalue (in absolute
value) of MM˜ , where M˜ is the time-reversal Markov chain of M . We show that the probability
Pr [|X − µt| ≥ δµt] is at most exp(−Ω (δ2(1− λ)µt)) for 0 ≤ δ ≤ 1, and exp(−Ω (δ(1− λ)µt))
for δ > 1.
Both of our results extend to continuous-time Markov chains, and to the case where the
walk starts from an arbitrary distribution x, at a price of a multiplicative factor depending on
the distribution x in the concentration bounds.
1998 ACM Subject Classification G.3 Probability and Statistics
Keywords and phrases probabilistic analysis, tail bounds, Markov chains
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.124
1 Introduction
In this work, we establish large deviation bounds for random walks on general (irreversible)
finite state Markov chains based on mixing properties of the chain in both discrete and
continuous time settings. To introduce our results we focus on the discrete time setting,
which we now describe.
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Let M be an ergodic Markov chain with finite state space V = [n] and stationary
distribution pi. Let (v1, . . . , vt) denote a t-step random walk onM starting from a distribution
ϕ on V . For every i ∈ [t], let fi : V → [0, 1] be a weight function at step i so that Ev←pi[fi(v)] =
µ > 0 for all i. Define the total weight of the walk (v1, . . . , vt) by X ,
∑t
i=1 fi(vi). The
expected total weight of the random walk (v1, . . . , vt) is E[ 1tX] ≈ µ as t→∞.
When the vi’s are drawn independently according to the stationary distribution pi, a
standard Chernoff-Hoeffding bound says that
Pr [|X − µt| ≥ δµt] ≤
{
e−Ω(δ
2µt) for 0 ≤ δ ≤ 1,
e−Ω(δµt) for δ > 1.
However, when (v1, . . . , vt) is a random walk on a Markov chain M , it is known that the
concentration bounds depend inherently on the mixing properties of M , that is the speed at
which a random walk converges toward its stationary distribution.
Variants of Chernoff-Hoeffding bounds for random walk on Markov chains have been
studied in several fields with various motivations [5, 10, 11, 12, 17, 16, 7]. For instance,
these bounds are linked to the performance of Markov chain Monte Carlo integration
techniques [11, 9]. They have also been applied to various online learning problem [15],
testing properties of a given graph [6], leader election problems [10], analyzing the structure
of the social networks [2, 13], understanding the performance of data structures [4], and
computational complexity [7]. Improving such bounds is therefore of general interest.
We improve on previous work in two ways. First, all the existing deviation bounds, as
far as we know, are based on the spectral expansion λ(M) of the chain M . This spectral
expansion λ(M) characterizes how much M can stretch vectors in Rn under a normed space
defined by the stationary distribution pi, which coincides with the second largest absolute
eigenvalue of M when M is reversible. (A formal definition is deferred to Section 2.) The
most general result for Markov chains in this form (see, e.g. [12, 16]) is
Pr [|X − µt| ≥ δµt] ≤
{
‖ϕ‖pie−Ω((1−λ)δ2µt) for 0 ≤ δ ≤ 1,
‖ϕ‖pie−Ω((1−λ)δµt) for δ > 1.
(1)
where ϕ is an arbitrary initial distribution and ‖ · ‖pi is the pi-norm (which we define formally
later).
However, for general irreversible Markov chains, the spectral expansion λ does not
directly characterize the mixing time of a chain and thus may not be a suitable parameter for
such bounds. A Markov chain M could mix rapidly, but have a spectral expansion λ close to
1, in which case Eq. (1) does not yield meaningful bound. In fact there is a way to modify
any given Markov chain M so that the modified Markov chain M ′ has (asymptotically) the
same mixing-time as M , but the spectral expansion of M ′ equals 1 (Appendix A gives a
detailed construction). It is therefore natural to seek a Chernoff-type bound for Markov
chains directly parameterized by the chain’s mixing time T .
Second, most previous analyses for deviation bounds such as Eq. (1) are based on non-
elementary methods such as perturbation theory [5, 12, 11, 17]. Kahale [10] and Healy [7]
provided two elementary proofs for reversible chains, but their results yield weaker bounds
than those in Eq. (1). Recently, Wagner [16] provided another elementary proof for reversible
chains matching the form in Eq. (1). Together with the technique of “reversiblization” [3, 12],
Wagner’s analysis can be generalized to irreversible chains. However, his use of decoupling on
the linear projections outright arguably leads to a loss of insight; here we provide an approach
based on directly tracing the corresponding sequence of linear projections, in the spirit of [7].
This more elementary approach allows us to tackle both reversible and irreversible chains in
a unified manner that avoids the use of “reversiblization".
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As we describe below, we prove a Chernoff-type bound for general irreversible Markov
chains with general weight functions fi based on the standard L1 (variation distance) mixing
time of the chain, using elementary techniques based on extending ideas from [7]. The
exponents of our bounds are tight up to a constant factor. As far as we know, this is the
first result that shows that the mixing time is sufficient to yield these types of concentration
bounds for random walks on Markov chains. Along the way we provide a unified proof for
(1) for both reversible and irreversible chains based only on elementary analysis. This proof
may be of interest in its own right.
2 Preliminaries
Throughout this paper we shall referM as the discrete time Markov chain under consideration.
Depending on the context,M shall be interpreted as either the chain itself or the corresponding
transition matrix (i.e. it is an n by n matrix such that Mi,j represents the probability a walk
at state i will move to state j in the next step). For the continuous time counterpart, we
write Λ as the generator of the chain and let M(t) = etΛ, which represents the transition
probability matrix from t0 to t0 + t for an arbitrary t0.
Let u and w be two distributions over the state space V. The total variation distance
between u and w is ‖u− w‖TV = maxA⊆V
∣∣∑
i∈A ui −
∑
i∈A wi
∣∣ = 12 ||u− w||1.
Let  > 0. The mixing time of a discrete time Markov chain M is
T () = min {t : maxx ‖xM t − pi‖TV ≤ }, where x is an arbitrary initial distribution. The
mixing time of a continuous time Markov chain specified by the generator Λ is T () =
min {t : maxx ‖xM(t)− pi‖TV ≤ }, where M(t) = eΛt.
We next define an inner product space specified by the stationary distribution pi:
I Definition 1 (Inner product under pi-kernel). Let M be an ergodic Markov chain with state
space [n] and pi be its stationary distribution. Let u and v be two vectors in Rn. The inner
product under the pi-kernel is 〈u, v〉pi =
∑
x∈[n]
uivi
pi(i) .
We may verify that 〈·, ·〉pi indeed forms an inner product space by checking it is symmetric,
linear in the first argument, and positive definite. The pi-norm of a vector u in Rn is
‖u‖pi =
√〈u, u〉pi. Note that ‖pi‖pi = 1. For a vector x ∈ Rn, we write x‖ = 〈x, pi〉pipi for its
component along the direction of pi and x⊥ = x− x‖ for its component perpendicular to pi.
We next define the spectral norm of a transition matrix.
I Definition 2 (Spectral norm). Let M the transition matrix of an ergodic Markov chain.
Define the spectral norm of M as λ(M) = max〈x,pi〉pi=0
‖xM‖pi
‖x‖pi .
When M is clear from the context, we shall simply write λ for λ(M). We shall also
refer 1− λ(M) as the spectral gap of the chain M . In the case when M is reversible, λ(M)
coincides with the second largest eigenvalue of M (the largest eigenvalue of M is always
1). However, when M is irreversible, such relation does not hold (one hint to realize that
the eigenvalues of M for an irreversible chain can be complex, and the notion of being
the second largest may not even be well defined). Nevertheless, we can still connect λ(M)
with an eigenvalue of a matrix related to M . Specifically, let M˜ be the time reversal of M :
M˜(x, y) = pi(y)M(y,x)pi(x) . The multiplicative reversiblization R(M) of M is R(M) ≡MM˜. The
value of λ(M) then coincides with the square root of the second largest eigenvalue of R(M),
i.e. λ(M) =
√
λ(R(M)). Finally, notice that the stationary distribution of M , M˜ , and R
are all the same. These facts can be found in [3].
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3 Chernoff-Hoeffding Bounds for Discrete Time Markov Chains
We now present our main result formally.
I Theorem 3. Let M be an ergodic Markov chain with state space [n] and stationary
distribution pi. Let T = T () be its ε-mixing time for ε ≤ 1/8. Let (V1, . . . , Vt) denote a
t-step random walk on M starting from an initial distribution ϕ on [n], i.e., V1 ← ϕ. For
every i ∈ [t], let fi : [n]→ [0, 1] be a weight function at step i such that the expected weight
Ev←pi[fi(v)] = µ for all i. Define the total weight of the walk (V1, . . . , Vt) by X ,
∑t
i=1 fi(Vi).
There exists some constant c (which is independent of µ, δ and ) such that
1. Pr[X ≥ (1 + δ)µt] ≤
{
c‖ϕ‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1
c‖ϕ‖pi exp (−δµt/(72T )) for δ > 1
2. Pr[X ≤ (1− δ)µt] ≤ c‖ϕ‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1
Before we continue our analysis, we remark on some aspects of the result.
Optimality of the bound The bound given in Theorem 3 is optimal among all bounds
based on the mixing time of the Markov chain, in the sense that for any given T and constant
ε, one can find a δ, a family of functions {fi : V → [0, 1]}, and a Markov chain with mixing
time T (ε) = T that has deviation probabilities matching the exponents displayed in Theorem
3, up to a constant factor. In this regard, the form of our dependency on T is tight for
constant ε. For example, consider the following Markov chain:
The chain consists of 2 states s1 and s2.
At any time step, with probability p the random walk jumps to the other state and with
probability 1− p it stays in its current state, where p is determined below.
for all fi, we have fi(s1) = 1 and fi(s2) = 0.
Notice that the stationary distribution is uniform and T () = Θ(1/p) when  is a constant.
Thus, we shall set p = Θ(1/T ) so that the mixing-time T (ε) = T . Let us consider a walk
starting from s1 for sufficiently large length t. The probability that the walk stays entirely
in s1 up to time t is (1 − p)t ≈ e−tp = exp(−Θ(t/T )). In other words, for δ = 1 we have
Pr[X ≥ (1 + δ)µt] = Pr[X ≥ t] = Pr[the walk stays entirely in s1] = exp(−Θ(t/T ())). This
matches the first bound in Theorem 3 asymptotically, up to a constant factor in the exponent.
The second bound can be matched similarly by switching the values of fi(·) on s1 and s2.
Finally, we remark that this example only works for  = Ω(1), which is how mixing times
appear in the usual contexts. It remains open, though, whether our bounds are still optimal
when  = o(1).
Dependency on the threshold  of the mixing time Note that the dependence of 
only lies on T (). Since T () is non-decreasing in , it is obvious that  = 1/8 gives the best
bound in the setting of Theorem 3. In fact, a more general form of our bound, as will be seen
along our derivation later, replaces 1/72 in the exponent by a factor (1−√2)/36. Hence
the optimal choice of  is the maximizer of (1−√2)/T () (with  < 1/2), which differs for
different Markov chains. Such formulation seems to offer incremental improvement and so
we choose to focus on the form in Theorem 3.
Comparison with spectral expansion based Chernoff bound The bound given in
Theorem 3 is not always stronger than spectral expansion based Chernoff bounds (1) that is
presented in, for example, Lezaud [12] and Wagner [16]. Consider, for instance, a random
constant degree regular graph G. One can see that the spectral gap of the Markov chain
induced by a random walk over G is a constant with high probability. On the other
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hand, the mixing time of the chain is at least Ω(log n) because the diameter of a constant
degree graph is at least Ω(log n). Lezaud [12] or Wagner [16] gives us a concentration
bound Pr[X ≥ (1 + )µt] ≤ c‖ϕ‖pi exp
(−Θ(δ2µt)) when δ < 1 while Theorem 3 gives us
Pr[X ≥ (1 + )µt] ≤ c‖ϕ‖pi exp
(−Θ(δ2µt/(log n))).
Comparison with a union bound Assuming the spectral expansion based Chernoff
bound in Lezaud [12] and Wagner [16], there is a simpler analysis to yield a mixing time
based bound in a similar but weaker form than Theorem 3: we first divide the random walk
(V1, ..., Vt) into T () groups for a sufficiently small  such that the ith group consists of the
sub-walk Vi, Vi+T (), Vi+2T (), .... The walk in each group is then governed by the Markov
chain MT (). This Markov chain has unit mixing time and as a result, its spectral expansion
can be bounded by a constant (by using our Claim 3.1 below). Together with a union bound
across different groups, we obtain
1. Pr[X ≥ (1 + δ)µt] ≤
{
cT‖ϕ‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1
cT‖ϕ‖pi exp (−δµt/(72T )) for δ > 1
2. Pr[X ≤ (1− δ)µt] ≤ cT‖ϕ‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1 (2)
Theorem 3 shaves off the extra leading factors of T in these inequalities, which has
significant implications. For example, Eq. (2) requires the walk to be at least Ω(T log T ),
while our bounds address walk lengths between T and T log T . Our tighter bound further
can become important when we need a tighter polynomial tail bound.
As a specific example, saving the factor of T becomes significant when we generalize these
bounds to continuous-time chains using the discretization strategy in Fill [3] and Lezaud [12].
The strategy is to apply known discrete time bound on the discretized continuous time chain,
say in a scale of b units of time, followed by taking limit as b→ 0 to yield the corresponding
continuous time bound. Using this to obtain a continuous analog of Eq. (2) does not work,
since under the b-scaled discretization the mixing time becomes T/b, which implies that the
leading factor in Eq. (2) goes to infinity in the limit as b→ 0.
We now proceed to prove Theorem 3.
Proof. (of Theorem 3) We partition the walk V1, ..., Vt into T = T () subgroups so that
the i-th sub-walk consists of the steps (Vi, Vi+T , ...). These sub-walks can be viewed as
generated from Markov chain N ,MT . Also, denote X(i) ,
∑
0≤j≤t/T fi+jT (Vi+jT ) as the
total weight for each sub-walk and X¯ =
∑T
i=1X
(i)/T as the average total weight.
Next, we follow Hoeffding’s approach [8] to cope with the correlation among the X(i).
To start,
Pr[X ≥ (1 + δ)µt] = Pr
[
X¯ ≥ (1 + δ)µt
T
]
≤ E[e
rX¯ ]
er(1+δ)µt/T
. (3)
Now noting that exp(·) is a convex function, we use Jensen’s inequality to obtain
E[erX¯ ] ≤
∑
i≤T
1
T
E[erX
(i)
]. (4)
We shall focus on giving an upper bound on E[erX(i) ]. This requires two steps:
First, we show the chain N has a constant spectral gap based on the fact that it takes
one step to mix.
Second, we appy a bound on the moment generating function of X(k) using its spectral
expansion.
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Specifically, we shall prove the following claims, whose proofs will be deferred to the next
two subsections.
I Claim 3.1. Let M be a general ergodic Markov chain with -mixing time T (). We have
λ(MT ()) ≤ √2.
I Claim 3.2. Let M be an ergodic Markov chain with state space [n], stationary distribution
pi, and spectral expansion λ = λ(M). Let (V1, . . . , Vt) denote a t-step random walk on M
starting from an initial distribution ϕ on [n], i.e., V1 ← ϕ. For every i ∈ [t], let fi : [n]→ [0, 1]
be a weight function at step i such that the expected weight Ev←pi[fi(v)] = µ for all i. Define
the total weight of the walk (V1, . . . , Vt) by X ,
∑t
i=1 fi(Vi). There exists some constant c
and a parameter r > 0 that depends only on λ and δ such that
1. E[e
rX ]
er(1+δ)µt
≤
{
c‖ϕ‖pi exp
(
−δ2 (1− λ)µt/36
)
for 0 ≤ δ ≤ 1
c‖ϕ‖pi exp (−δ(1− λ)µt/36) for δ > 1.
2. E[e
−rX ]
e−r(1−δ)µt
≤ c‖ϕ‖pi exp
(
−δ2(1− λ)µt/36
)
for 0 ≤ δ ≤ 1.
Claim 3.1 gives a bound on the spectral expansion of each sub-walk X(i), utilizing the
fact that they have unit mixing times. Claim 3.2 is a spectral version of Chernoff bounds
for Markov chains. As stated previously, while similar results exist, we provide our own
elementary proof of claim 3.2, both for completeness and because it may be of independent
interest.
We now continue the proof assuming these two claims. Using Claim 3.1, we know
λ(N) ≤ 12 . Next, by Claim 3.2, for the i-th sub-walk, we have
E[erX(i) ]
er(1+δ)µt/T
≤
{
c‖ϕM i‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1
c‖ϕM i‖pi exp (−δµt/(72T )) for δ > 1
(5)
for an appropriately chosen r (which depends only on λ and δ and hence the same for all
i). Note that M i arises because X(i) starts from the distribution ϕM i. On the other hand,
notice that ‖ϕM i‖2pi = ‖ϕ‖M i‖2pi + ‖ϕ⊥M i‖2pi ≤ ‖ϕ‖‖2pi + λ2(M i)‖ϕ⊥‖2pi ≤ ‖ϕ‖2pi (by using
Lemma 5), or in other words ‖ϕM i‖pi ≤ ‖ϕ‖pi. Together with (3) and (4), we obtain
Pr[X ≥ (1 + δ)µt] ≤
{
c‖ϕ‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1
c‖ϕ‖pi exp (−δµt/(72T )) for δ > 1
This proves the first half of the theorem. The second case can be proved in a similar manner,
namely that
Pr[X ≤ (1− δ)µt] ≤ E[e
−rX¯ ]
e−r(1−δ)µt/T
≤
T∑
k=1
1
T
E[e−rX(k) ]
e−r(1−δ)µt/T
≤ c‖ϕ‖pi exp
(−δ2µt/(72T ))
again by Jensen’s inequality applied to exp(·).
J
3.1 Mixing Time v.s. Spectral Expansion
In this subsection we prove Claim 3.1. We remark that Sinclair [14] presents a similar result
for reversible Markov chains: for every parameter ε ∈ (0, 1),
1
2
λ(M)
1− λ(M) log
1
2ε ≤ T (ε), (6)
where T (ε) is the ε-mixing-time of M . However, in general it is impossible to get a bound
on λ(M) based on mixing time information for general irreversible chains because a chain M
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can have λ(M) = 1 but the ε-mixing-time of M is, say, T (ε) = 2 for some constant  (and
λ(M2) 1).
In light of this issue, our proof of Claim 3.1 depends crucially on the fact that MT (ε) has
mixing time 1, which, as we shall see, translates to a bound on its spectral expansion that
holds regardless of reversibility. We need the following result on reversible Makrov chains,
which is stronger result than Eq. (6) from [14].
I Lemma 4. Let 0 < ε ≤ 1/2 be a parameter. Let M be an ergodic reversible Markov chain
with ε-mixing time T (ε) and spectral expansion λ(M). It holds that λ(M) ≤ (2ε)1/T (ε).
We remark that it appears possible to prove Lemma 4 by adopting an analysis similar
to Aldous’ [1], who addressed the continuous time case. We present an alternative proof that
is arguably simpler; in particular, our proof does not use the spectral representation theorem
as used in [1] and does not involve arguments that take the number of steps to infinity.
Proof. (of Lemma 4) Recall that for an ergodic reversible Markov chain M , it holds that
λ(M t) = λt(M) for every t ∈ N. Hence, it suffices to show that λ(MT ()) ≤ 2. Also, recall
that λ(MT ()) is simply the second largest eigenvalue (in absolute value) of MT (). Let v be
the corresponding eigenvector, i.e. v satisfies vMT () = λ(MT ())v. Since M is reversible, the
entries of v are real-valued. Also, notice that v is a left eigenvector of M while (1, 1, ..., 1)T is
a right eigenvector ofM (using the fact that each row of M sums to one). Furthermore, v and
(1, ..., 1)T do not share the same eigenvalue. So we have 〈v, (1, ..., 1)T 〉 = 0 , i.e. ∑i vi = 0.
Therefore, by scaling v, we can assume w.l.o.g. that x , v+ pi is a distribution. We have the
following claim.
I Claim 3.3. Let x be an arbitrary initial distribution. LetM be an ergodic Markov chain with
stationary distribution pi and mixing time T (). We have ‖xMT () − pi‖TV ≤ 2‖x− pi‖TV .
The key idea for proving this claim is to split the difference x−pi into positive and negative
components, and analyze ‖xMT () − pi‖TV = ‖(x − pi)MT ()‖TV using these components
together with a rescaling to transform the components into probability distributions and
then invoke the definition of mixing time. Details are available in the full version of this
paper.
By Claim 3.3, ‖xMT (ε) − pi‖TV ≤ 2ε‖x − pi‖TV , i.e. ‖xMT (ε) − pi‖1 ≤ 2ε‖x − pi‖1.
Observing that (xMT (ε) − pi) and (x− pi) are simply λ(MT (ε))v and v, the above inequality
means λ(MT (ε))‖v‖1 ≤ 2ε‖v‖1, which implies λ(MT (ε)) ≤ 2ε, as desired. J
Proof. (of Claim 3.1) The idea is to reduce to the reversible case by considering the revers-
iblization of MT (ε). Let M˜T (ε) be the time reversal of MT (ε), and R ,MT (ε)M˜T (ε) be the
reversiblization of MT (ε). By Claim 3.1, λ(MT (ε)) =
√
λ(R). Let us recall (from Section 2)
that M , MT (ε), and M˜T (ε) all share the same stationary distribution pi. Next, we claim that
the ε-mixing-time of R is 1. This is because ‖ϕMT (ε)M˜T (ε)− pi‖TV ≤ ‖ϕMT (ε)− pi‖TV ≤ ε,
where the second inequality uses the definition of T (ε) and the first inequality holds since
any Markov transition is a contraction mapping: for any Markov transition, say S = (s(i, j)),
and any vector x, ‖xS‖1 =
∑
j |
∑
i xis(i, j)| ≤
∑
j
∑
i |xi|s(i, j) =
∑
i |xi| = ‖x‖1; putting
x = ϕMT (ε) − pi and S = M˜T (ε) gives the first inequality. Now, by Lemma 4, λ(R) ≤ 2ε,
and hence λ(MT (ε)) =
√
λ(R) ≤ √2ε, as desired. J
3.2 Bounding the Moment Generating Function
We now prove Claim 3.2. We focus on the first inequality in the claim; the derivation of the
second inequality is similar.
K-M. Chung, H. Lam, Z. Liu, and M. Mitzenmacher 131
Claim 3.2 leads directly to a spectral version of the Chernoff bound for Markov chains.
Lezaud [12] and Wagner [16] give similar results for the case where fi are the same for all
i. The analysis of [16] in particular can be extended to the case where the functions fi are
different. Here we present an alternative analysis and along the way will discuss the merit of
our approach compared to the previous proofs.
Recall that we define X =
∑t
i=1 fi(Vi). We start with the following observation, which
has been used previously [7, 12, 16]:
E[erX ] = ‖ϕP1MP2...MPt‖1, (7)
where the Pi are diagonal matrices with diagonal entries (Pi)j,j , erfi(j) for j ∈ [n]. One
can verify this fact by observing that each walk V1, . . . , Vt is assigned the corresponding
probability in the product of M ’s with the appropriate weight er
∑
i
fi(Vi).
For ease of exposition, let us assume Pi are all the same at this moment. Let P =
P1 = ... = Pt, then (7) becomes ‖ϕ(PM)t−1P‖1 = 〈ϕ(PM)t−1P, pi〉pi = 〈ϕ(PM)t, pi〉pi =
‖ϕ(PM)t‖1 (see Lemma 5 below). Up to this point, our analysis is similar to previous
work [5, 12, 7, 16]. Now there are two natural possible ways of bounding ‖ϕ(PM)t‖1 =
〈ϕ(PM)t, pi〉pi.
Approach 1. Bounding the spectral norm of the matrix PM . In this approach,
we observe that 〈ϕ(PM)t, pi〉pi ≤ ‖ϕ‖pi‖PM‖tpi where ‖PM‖pi is the operator norm of the
matrix PM induced by ‖ · ‖pi (see, for example, the proof of Theorem 1 in [16]). This
method decouples the effect of each PM as well as the initial distribution. When M is
reversible, ‖PM‖pi can be bounded through Kato’s spectral perturbation theory [5, 12, 11].
Alternatively, Wagner [16] tackles the variational description of ‖PM‖pi directly, using
only elementary techniques, whose analysis can be generalized to irreversible chains.
Approach 2. Inductively giving a bound for x(PM)i for all i ≤ t. In this
approach, we do not decouple the product ϕ(PM)t. Instead, we trace the change of the
vector ϕ(PM)i for each i ≤ t. As far as we know, only Healy [7] adopts this approach and
his analysis is restricted to regular graphs, where the stationary distribution is uniform.
His analysis also does not require perturbation theory.
Our proof here generalizes the second approach to any ergodic chains by only using
elementary methods. We believe this analysis is more straightforward for the following
reasons. First, directly tracing the change of the vector ϕ(PM)i for each step keeps the
geometric insight that would otherwise be lost in the decoupling analysis as in [12, 16].
Second, our analysis studies both the reversible and irreversible chains in a unified manner.
We do not use the reversiblization technique to address the case for irreversible chains. While
the reversiblization technique is a powerful tool to translate an irreversible Markov chain
problem into a reversible chain problem, this technique operates in a blackbox manner; proofs
based on this technique do not enable us to directly measure the effect of the operator PM .
We now continue our analysis by using a framework similar to the one presented by
Healy [7]. We remind the reader that we no longer assume Pi’s are the same. Also, recall
that E[erX ] = ‖ϕP1MP2...MPt‖1 = 〈ϕP1MP2...MPt, pi〉pi = ‖(ϕP1MP2...MPt)‖‖pi. Let us
briefly review the strategy from [7].
First, we observe that an arbitrary vector x in Rn can be decomposed into its parallel
component (with respect to pi) x‖ = 〈x, pi〉pi and the perpendicular component x⊥ = x−x‖
in the Lpi space. This decomposition helps tracing the difference (in terms of the norm)
between each pair of ϕP1M...PiM and ϕP1M...Pi+1M for i ≤ t, i.e. two consecutive
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steps of the random walk. For this purpose, we need to understand the effects of the
linear operators M and Pi when they are applied to an arbitrary vector.
Second, after we compute the difference between each pair xP1M...PiM and xP1M...Pi+1M ,
we set up a recursive relation, the solution of which yields the Chernoff bound.
We now follow this step step framework to prove Claim 3.2
The effects of the M and Pi operators Our way of tracing the vector ϕP1MP2...MPt
relies on the following two lemmas.
I Lemma 5. (The effect of the M operator) Let M be an ergodic Markov chain with
state space [n], stationary distribution pi, and spectral expansion λ = λ(M). Then
1. piM = pi.
2. For every vector y with y⊥pi, we have yM⊥pi and ‖yM‖pi ≤ λ‖y‖pi.
Note that Lemma 5 is immediate from the definitions of pi and λ.
I Lemma 6. (The effect of the P operator) Let M be an ergodic Markov chain with
state space [n] and stationary distribution pi. Let f : [n]→ [0, 1] be a weight function with
Ev←pi[f(v)] = µ. Let P be a diagonal matrix with diagonal entries Pj,j , erf(j) for j ∈ [n],
where r is a parameter satisfying 0 ≤ r ≤ 1/2. Then
1. ‖(piP )‖‖pi ≤ 1 + (er − 1)µ.
2. ‖(piP )⊥‖pi ≤ 2r√µ.
3. For every vector y⊥pi, ‖(yP )‖‖pi ≤ 2r√µ‖y‖pi.
4. For every vector y⊥pi, ‖(yP )⊥‖pi ≤ er‖y‖pi
Items 1 and 4 of Lemma 6 state that P can stretch both the perpendicular and parallel
components along their original directions moderately. Specifically, a parallel vector is
stretched by at most a factor of (1 + (er − 1)µ) ≈ 1 + O(rµ) and a perpendicular vector
is stretched by a factor of at most er ≈ 1 + O(r). (Recall r will be small.) On the other
hand, items 2 and 3 of the lemma state that P can create a new perpendicular component
from a parallel component and vice versa, but the new component is of a much smaller size
compared to the original component (i.e. only of length at most 2r√µ times the original
component).
We note that the key improvement of our analysis (which can be found in the full version
of this work) over that of Healy [7] stems from items 2 and 3 of Lemma 6. Healy [7] proved a
bound with a factor of (er−1)/2 = O(r) for both items for the special case of undirected and
regular graphs. Our quantitative improvement to O(r√µ) (which is tight) is the key for us
to prove a multiplicative Chernoff bound without any restriction on the spectral expansion
of M .
Recursive analysis We now provide a recursive analysis for the terms xP1M...MPi for
i ≤ t based on our understanding of the effects from the linear operators M and Pi. This
completes the proof for Claim 3.2.
Sketch of proof of Claim 3.2. First, recall that
E[erX ] = ‖(ϕP1MP2...MPt)‖‖pi = ‖(ϕP1MP2...MPtM)‖‖pi =
∥∥∥∥∥∥
(
ϕ
t∏
i=1
(PiM)
)‖∥∥∥∥∥∥
pi
where the second equality comes from Lemma 5. Our choice of r is r = min{1/2, log(1/λ)/2, 1−√
λ, (1 − λ)δ/18}. We shall explain how we make such a choice as we walk through our
analysis.
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We now trace the pi-norm of both parallel and perpendicular components of the random
walk for each application of PiM . Let z0 , ϕ and zi = zi−1PiM for i ∈ [t]. By triangle
inequality and Lemma 5 and 6, for every i ∈ [t],
‖z‖i ‖pi = ‖(zi−1PiM)‖‖pi = ‖((z‖i−1 + z⊥i−1)PiM)‖‖pi ≤ ‖(z‖i−1PiM)‖‖pi + ‖(z⊥i−1PiM)‖‖pi
≤ (1 + (er − 1)µ) ‖z‖i−1‖pi + (2r
√
µ) ‖z⊥i−1‖pi,
and similarly,
‖z⊥i ‖pi ≤ ‖(z‖i−1PiM)⊥‖pi + ‖(z⊥i−1PiM)⊥‖pi ≤ (2rλ
√
µ) ‖z‖i−1‖pi + (erλ) ‖z⊥i−1‖pi
≤ (2rλ√µ) ‖z‖i−1‖pi +
√
λ‖z⊥i−1‖pi,
where the last inequality holds when r ≤ (1/2) log(1/λ) i.e. er ≤ 1/√λ. The reason to
require r ≤ (1/2) log(1/λ) is that we can guarantee the perpendicular component is shrinking
(by a factor of
√
λ < 1) after each step.
Now let α0 = ‖z‖0‖pi = 1 and β0 = ‖z⊥0 ‖pi, and define for i ∈ [t],
αi = (1 + (er − 1)µ)αi−1 + (2r√µ)βi−1 and βi = (2rλ√µ)αi−1 +
√
λβi−1.
One can prove by induction easily that ‖z‖i ‖pi ≤ αi and ‖z⊥i ‖pi ≤ βi for every i ∈ [t],
and αi’s are strictly increasing. Therefore, bounding the moment generating function
E[erX ] = ‖z‖t ‖pi ≤ αt boils down to bounding the recurrence relation for αi and βi.
Observe that in the recurrence relation, only the coefficient (1 + (er − 1)µ) > 1 while the
remaining coefficients (2r√µ), (2rλ√µ), and √λ are all less than 1 if r is chosen sufficiently
small. This suggests, intuitively, αi’s terms will eventually dominate. This provides us a
guide to reduce the recurrence relation to a single variable. In particular, one can show that
βi ≤ 2r
(∑i−1
j=0
√
λj+2µ
)
αi−1 +
√
λiβ0 for every i ∈ [t], by expanding the recurrence relation
and using the fact that αi’s are increasing. Also, by substituting βi−1, we get α1 ≤ (1 + (er−
1)µ) + 2r√µβ0 and αi ≤
(
1 + (er − 1)µ+ 4r2√µ
(∑i−2
j=0
√
λj+2µ
))
αi−1 + 2r
√
λi−1µβ0 for
every 2 ≤ i ≤ t. One can then show that
αt ≤
(
1 +
8r√µβ0
1− λ
)
(1 + (er − 1))
t∏
i=2
1 + (er − 1)µ+ 4r2√µ
i−2∑
j=0
√
λj+2µ

which can be further shown to be bounded by
2 max
{
1,
8r√µ
1− λ
}
‖ϕ‖pi exp
{(
(er − 1) + 8r
2
(1− λ)
)
µt
}
.
through elementary analysis. Recall that our goal is to choose an r to bound E[erX ]/er(1+δ)µt.
Choosing r = min{1/2, log(1/λ)/2, 1 − √λ, (1 − λ)δ/18} = (1 − λ)δ/18, we complete the
proof of Claim 3.2.
J
Before completing this subsection, we make a final remark. Our proof also works even
for the case Epi[fi(v)] are different for different values of i, which results in a more general
Chernoff type bound based on spectral expansions. This more general result, as far as we
know, has not been noted in existing literatures with the exception of Healy [7], who gave
a Chernoff bound of this kind with stronger assumptions for regular graphs, although the
analysis given by Lezaud [12] or Wagner [16] also appears to be generalizable as well. On the
other hand, this strengthened result of Claim 3.2 does not seem to be sufficient to remove
the requirement that Epi[fi(v)] are the same for Theorem 3.
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3.3 Continuous Time Case
We now generalize our main result to cover the continuous time chains. The analysis is
similar to the one presented by Lezaud [12] and is presented in the full version of this paper.
I Theorem 7. Let Λ be the generator of an ergodic continuous time Markov chain with
state space [n] and mixing time T = T (). Let {vt : t ∈ R+} be a random walk on the chain
starting from an initial distribution ϕ such that vt represents the state where the walk stay at
time t. Let {ft : [n] → [0, 1] | t ∈ R+} be a family of functions such that µ = Ev←pi[ft(v)]
for all t. Define the weight over the walk {vs : s ∈ R+} up to time t by Xt ,
∫ t
0 fs(vs)ds.
There exists a constant c such that
1. Pr[X ≥ (1 + δ)µt] ≤
{
c‖ϕ‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1
c‖ϕ‖pi exp (−δµt/(72T )) for δ > 1
2. Pr[X ≤ (1− δ)µt] ≤ c‖ϕ‖pi exp
(
−δ2µt/(72T )
)
for 0 ≤ δ ≤ 1
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A Construction of Mixing Markov Chain with No Spectral Expansion
In this section, we show that any ergodic Markov chain M with mixing time T = T (1/4)
can be modified to a chain M ′ such that M ′ has mixing time O(T ) but spectral expansion
λ(M ′) = 1.
Our modification is based on the following simple observation. Let M ′ be an ergodic
Markov chain with stationary distribution pi′. If there exist two states v and v′ such that (i)
M ′v,v′ = 1, i.e., state v leaves to state v′ with probability 1, and (ii) M ′u,v′ = 0 for all u 6= v,
i.e., the only state transits to v′ is v, then λ(M ′) = 1: Note that in this case, pi′(v) = pi′(v′)
since all probability mass from v leaves to v′, which receives probability mass only from
v. Consider a distribution x whose probability mass all concentrates at v, i.e., xv = 1 and
xu = 0 for all u 6= v. One step walk from x results in the distribution xM ′ whose probability
mass all concentrates at v′. By definition, ‖x‖pi′ = ‖xM ′‖pi′ and thus λ(M ′) = 1.
Now, let M be an ergodic Markov chain with mixing time T = T (1/4) and stationary
distribution pi. We shall modify M to a Markov chain M ′ that preserves the mixing-time
and satisfies the above property. We mention that it is not hard to modify M to satisfy the
above property. The challenge is to do so while preserving the mixing-time. Our construction
is as follows.
For every state v in M , we “split” it into three states (v, in), (v,mid), (v, out) in M ′.
For every state (v, in) in M ′, we set M ′(v,in),(v,in) = M ′(v,in),(v,mid) = 1/2, i.e., (v, in)
stays in the same state with probability 1/2 and transits to (v,mid) with probability 1/2.
For every state (v,mid) in M ′, we set M ′(v,mid),(v,out) = 1, i.e., (v,mid) always leaves to
(v, out).
For every pairs of states u, v in M , we set the transition probability M ′(u,out),(v,in) from
(u, out) to (v, in) to be Mu,v.
It is not hard to verify that the modified chain M ′ is well-defined, ergodic, and satisfies
the aforementioned property (namely, (v,mid) leaves to (v, out) with probability 1 and is
the only state that transits to (v, out)). It remains to show that M ′ has mixing-time O(T ).
Toward this goal, let us define yet another Markov chain C that consists of three states
{in,mid, out} with transition probability Cin,in = Cin,mid = 1/2, and Cmid,out = Cout,in = 1.
Clearly, C is ergodic and has constant mixing-time. Now, the key observation is that a
random walk on M ′ can be decomposed into walks on M and C in the following sense: every
step on M ′ corresponding to a step on C in a natural way, and one step on M ′ from (u, out)
to (v, in) can be identified as a step from u to v in M . Note that the walks on M and C are
independent, and in expectation, every 4 steps of walk on M ′ induce one step of walk on M .
It is not hard to see from these observation that the mixing time of M ′ is at most 8T .
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Abstract
In this paper, a compressed membership problem for finite automata, both deterministic (DFAs)
and non-deterministic (NFAs), with compressed transition labels is studied. The compression
is represented by straight-line programs (SLPs), i.e. context-free grammars generating exactly
one string. A novel technique of dealing with SLPs is introduced: the SLPs are recompressed,
so that substrings of the input text are encoded in SLPs labelling the transitions of the NFA
(DFA) in the same way, as in the SLP representing the input text. To this end, the SLPs are
locally decompressed and then recompressed in a uniform way. Furthermore, in order to reflect
the recompression in the NFA, we need to modify it only a little, in particular its size stays
polynomial in the input size.
Using this technique it is shown that the compressed membership for NFA with compressed
labels is in NP, thus confirming the conjecture of Plandowski and Rytter [21] and extending the
partial result of Lohrey and Mathissen [14]; as this problem is known to be NP-hard, we settle
its exact computational complexity. Moreover, the same technique applied to the compressed
membership for DFA with compressed labels yields that this problem is in P, and this problem
is known to be P-hard.
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1 Introduction
1.1 Compression and Straight-Line Programms
Due to ever-increasing amount of data, compression methods are widely applied in order to
decrease the data’s size. The stored data is processed from time to time and decompressing it
on each occasion is wasteful. Thus there is a large demand for algorithms working directly on
the compressed representation of the data, without explicit decompression. Such task is not
as desperate, as it may seem: it is a popular outlook that compression basically extracts the
hidden structure of the text and if the compression rate is high, the text must have a lot of
internal structure. So if data is compressed well, it has a structure that can be exploited by
algorithms. Indeed, efficient algorithms for fundamental text operations (pattern matching,
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checking equality, etc.) are known for various practically used compression methods (LZ,
LZW, etc.) [2, 3, 5].
Practical compression methods, like LZW or LZ variants, differ and so only algorithms
for data compressed using them are also different. This leads to a plethora of algorithms for
various compression variants and string operations. However, a different approach is also
explored: for some applications and for most of theory-oriented considerations it would be
useful to model the practical compression standard by a more mathematically well-founded
method. This idea, lay at the foundations of the notion of Straight-Line Programms (SLP),
whose instance can be simply seen as context-free grammars generating exactly one string.
SLPs are the most popular theoretical model of compression. This is on one hand
motivated by a simple, ‘clean’ and appealing definition, on the other hand, they model the
LZ compression standard: each LZ compressed text can be converted into an equivalent SLP
with only logarithmic, with respect to decompressed data’s size, overhead (and in polynomial
time) while each SLP can be converted to an equivalent SLP with just a constant overhead
(and in polynomial time).
The approach of modelling compression by SLP in order to develop efficient algorithms
turned out to be fruitful. Algorithmic problems for SLP-compressed input strings were
considered and successfully solved [10, 11, 18]. The recent state-of-the-art efficient algorithms
for pattern matching in LZ and LZW compressed text essentially use the reformulation of
LZW and LZ methods in terms of SLPs [2, 3]. SLPs found their usage also in programme
verification [4, 9]. Surprisingly, while SLPs were introduced mainly as a model for practical
applications, they turned out to be useful also in strictly theoretical branches of computer
science, for instance, in the word equations [20, 19]; in particular, the currently best PSPACE
bound was obtained in this fashion by Plandowski [19].
1.2 Membership problem
As SLPs are used both in theoretical and applied research in computer science, tools for
dealing with them should be developed. In particular, one should be aware that whenever
working with strings, these may be supplied as respective SLPs. Hence, all the usual string
problems should be reinvestigated in the compressed setting, as the classical algorithms may
not apply directly, be inefficient or the problems themselves may become computationally
difficult.
From language theory point of view, the crucial questions stated in terms of strings, is
the one of compressed string recognition. To be more precise, we consider classic membership
problems, i.e. recognition by automata, generation by a grammar etc., in which the input is
supplied as an SLP. We refer to such problems as compressed membership problems. These
were first studied in the pioneering work of Plandowski and Rytter [21], who considered
compressed membership problem for various formalism for defining languages. Already in this
work it was observed that we should precisely specify, what part of the input is compressed.
Clearly the input string, but what about the language representation (i.e. regular expression,
automaton, grammar, etc.). Should it be also compressed or not? Both variant of the problem
are usually considered, with the following naming convention: when only the input string is
compressed, we use a name compressed membership, when also the language representation,
we prepend fully to the name.
In years to come, the compressed membership problem was investigated for various
language classes [5, 7, 12, 13, 21]. Compressed word problem for groups and monoids [12, 15,
16], which can be seen as a generalisation of membership problem, was also investigated.
Despite the large attention in the research community, the exact computational complexity
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of some problems remained open. The most notorious of those is the fully compressed
membership problem (FCMP) for NFA, considered already in the work of Plandowski and
Rytter [21]. Here, the compression of NFA is done by allowing it to have transitions by
strings, instead of single letters, and representing these strings as SLPs.
It is relatively easy to observe that the compressed membership problem for the NFA
is in P, however, the status of the fully compressed variant remained open for a long time.
Some partial results were obtained by Plandowski and Rytter [21], who observed that it is
in PSPACE and is NP-hard for the case of one-letter alphabet, both of these bounds being
relatively simple. Moreover, they showed that this problem is in NP for some particular cases,
for instance, for one-letter alphabet. Further work on the problem was done by Lohrey and
Mathissen [14], who demonstrated that if the strings defined by SLP have polynomial periods,
the problem is in NP, and when all strings are highly aperiodic, it is in P. Concerning the
case of DFAs, it is known that even for a fixed regular language, the compressed membership
is P-hard [17, 1], and no upper-bound better than PSPACE was known.
1.3 Our results and techniques
We establish the computational complexity of fully compressed membership problems for
both NFAs and DFAs.
I Theorem 1. Fully compressed membership problem for NFA is in NP, for DFA it is in P.
Our approach to the problem is essentially different than the ones of Plandowski and
Rytter [21] and Lohrey and Mathissen [14]. The earlier work focused on the properties of
strings described by SLPs. We take a completely different route: we analyse and change the
way strings are described by the SLPs in instance. That is, we focus on the SLPs, and not
on the encoded strings. Roughly, our algorithm aims at having all the strings in the instance
compressed ‘in the same way’. To achieve this goal, we decompress the SLPs. Since the
compressed text can be exponentially long, we do this locally: we introduce explicit strings
into the rules’ bodies. Then, we recompress these explicit strings uniformly. Since such pieces
of text are compressed in the same way, we can ‘forget’ about the original substrings of the
input and treat the introduced nonterminals as atomic letters. Such recompression shortens
the text significantly: one ‘round’ of recompression, in which every pair of letters that was
present at the beginning of the ‘round’ is compressed, should shorten the encoded strings by
a constant factor.
Other application of the technique
We stress that the idea of local decompression and recompression of SLP is new and promising:
there is hope that it can be applied to other problem related to SLPs. In fact between the
submission of this work and its acceptance the author successfully applied this technique in
fully compressed pattern matching [6], obtaining a faster algorithm for this problem.
2 Preliminaries
2.1 Straight line programmes
Formally, a Straight line programme (SLP) is context free grammar G with a language
consisting of exactly one string. Usually it is assumed that G is in a Chomsky normal form,
i.e. each production is either of the form X → Y Z or X → a. By this assumption, strings
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defined by G’s nonterminals have length at most 2n; since our algorithm will replace some
substrings by shorter ones, none string defined by SLPs during the run of algorithm will
exceed this length.
We denote the string defined by nonterminal A by val(A) (like value). A symbol is either
a letter or a nonterminal. The notion of val extends to strings of symbols in an obvious way.
2.2 Input
The instance of the fully compressed membership problem (FCMP) for NFA consists of an
input string, represented by an SLP, and an NFA N , whose transitions may be labelled by
SLPs.
For our purposes it is more convenient to assume, that all SLPs are given as a single
context free grammar G with a set of nonterminals X = {X1, . . . , Xn}, the input string
is defined by Xn and the NFAs transitions are labelled with nonterminals of G. While
we require that the input grammar is in the Chomsky normal form, during the algorithm
we allow the grammar to be in a slightly more general form, described by the following
conditions:
each nonterminal has exactly one production, which is of the form (1a)
Xi → uXjvXk or Xi → uXjv or Xi → u, where u, v ∈ Σ∗ and j, k < i, (1b)
if val(Xi) =  then Xi does not appear in the rules’ bodies. (1c)
The strings u, v and their substrings appear explicitly in a rule, this notion is introduced
to distinguish them from the substrings of val(Xi).
Without loss of generality we may assume that the input string starts and ends with
designated, unique symbols, denoted as $ and #. These are not essential, however, the first
and last letter of val(Xn) need to be treated in a somewhat special manner, furthermore,
this applies to these letters’ appearances in the NFA as well. Having special symbols for the
first and last letter makes the analysis smoother.
2.3 Input size, complexity classes
The size |G| of the representation of grammar G is the sum of length of G’s rules’ bodies. The
size |N | of the representation of NFA N is the sum of number of its states and transitions.
The size |Σ| of alphabet Σ is simply the number of elements in Σ.
The input (or, in general, current instance) size is polynomial in N , G, Σ and n, which
denotes the number of nonterminals in G. One of the crucial properties of our algorithm is
that n only decreases during the run of the algorithm.
By npolytime (polytime) we denote the class of algorithms running in non-deterministic
(deterministic, respectively) polynomial time, and by NP (P, respectively) the corresponding
complexity classes of the decision problems.
2.4 Automata, paths and labels, determinism
Since we investigate automata, proofs deal mainly with (accepting) paths for strings. the
constructed NFAs have transitions labelled with either letters, or non-terminals of G. That is
δ ⊆ Q× (Σ∪X )×Q. Consequently, a path P from state p1 to pk+1 is a sequence α1α2 . . . αk,
where αi ∈ Σ ∪ X and δ(pi, αi, pi+1). We write that P induces such a list of labels. The
val(P) defined by such a path P is simply val(α1 . . . αk). We also say that P is a path for a
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string val(P). A path is accepting, if it ends in an accepting state. A string w is accepted by
N if there is an accepting path from the starting state for w.
We consider also DFAs with compressed labels. Let us comment, what ‘determinism’
means here: a NFA with compressed labels is a deterministic, when for each state q and
any two transitions from q labelled with α and α′, the first letters of val(α) and val(α′)
are different. One could define determinism meaningfully in other ways, however, all these
notions seem to be polynomially equivalent.
2.5 Known results
We use the following basic result, which states that the FCMP, when the input string is over
a one-letter alphabet, is in NP for NFA and in P for DFA.
I Lemma 2 (cf. [21, Theorem 5]). The FCMP restricted to the input string over an alphabet
Σ = {a} is in NP for NFA and in P for DFA.
The second claim is trivial and the first claim can be easily inferred from the result of
Plandowski and Rytter [21, Theorem 5], who proved that this problem is in NP, when
Σ = {a}, i.e. also transitions in the NFA are labelled by powers of a only. In such a case a
path in NFA exists if and only if it satisfies an Eulerian-type condition: each state is entered
and leaved the same number of times. Since each edge is used at most expontentially many
times, a description of such a path can be guessed and then it can be verified whether it
satisfies the condition and defines a word of appropriate length.
3 Basic classifications and outline of the algorithm
In this section we present the outline of the algorithm for FCMP for NFAs. Its main part
consist of recompression, i.e. replacing strings appearing in val(Xn) by shorter ones. In
some cases, such replacing is harder, in other easier. It should be intuitively clear that it
depends on the position of letters inside encoded strings: if a is a first or last letter of some
val(Xi), then recompressing strings including a looks difficult, as such strings can be split
into different nonterminals and recompression requires heavy modification of G, or even
rebuilding of the NFA. On the other hand, if a letter a is only ‘inside’ strings encoded by
nonterminals, its compression is done only ‘inside’ rules of G, which seems easy. Thus, before
we state the algorithm, we firstly introduce classification of letters (and strings) into ‘easy’
and ‘difficult’ to compress.
3.1 Crossing appearances, types of letters, maximal blocks
We say that a string w has a crossing appearance in a (string defined by) nonterminal Xi with
a production Xi → uXjvXk, if w appears in val(Xi), but this appearance is not contained
in neither u, v, val(Xj) nor val(Xk). Intuitively, this appearance ‘crosses’ the symbols in
u val(Xj)v val(Xk), i.e. at the same time part of w is in the explicit substring (u or v) and
part is in the compressed strings (val(Xj) or val(Xk)). This notion is similarly defined for
nonterminals with productions of the form Xi → uXjv, productions of the form Xi → u
clearly do not have crossing appearances.
A string w has a crossing appearance in the NFA N , if there is a path in N inducing list
of labels α1α2, where α1, α2 ∈ X ∪ Σ with at least one of α1, α2 being a nonterminal, such
that w appears in a val(α1α2), but this appearance is not contained in the val(α1), nor in
val(α2). The intuition is similar as in the case of crossing appearance in a rule: it is possible
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that a string w is split between two transitions’ labels. Still, there is nothing difficult in
consecutive letter transitions, thus we treat such a case as a simple one.
We say that a pair of different letters ab is a crossing pair, if ab has a crossing appearance
of any kind. Otherwise, such a pair is non-crossing.
We say that a letter a ∈ Σ is left-outer (right-outer), if there is a nonterminal Xi, such
that a is the leftmost (rightmost, respectively) symbol in val(Xi). A letter is outer, if it is
left-outer or right-outer. Otherwise, the letter is inner. Notice that if a pair ab is crossing,
then b is left-outer or a is right-outer. The outer letters and crossing pairs correspond to the
intuitive notion of being ‘hard’ to compress.
The following lemma shows that while G may encode long strings, they have relatively
few different short substrings and few outer letters.
I Lemma 3. There are at most 2n different outer letters and at most |G| + 3n different
pairs of letters appearing in val(X1), . . . , val(Xn).
The set of outer letters, the set of crossing pairs and the set of non-crossing pairs appearing
in val(X1), . . . , val(Xn) can be computed in polytime.
The notions of (non-) crossing pairs do not apply to aa, still, an analog can be defined:
for a letter a ∈ Σ we say that a` is a a’s maximal block of length ` (or simply `-block), if it
appears in some string defined by some nonterminal and it is surrounded by letters other
than a, formally, if there exist two letters x, y ∈ Σ, where x 6= a 6= y and a nonterminal Xi,
such that xa`y is a substring of val(Xi). Similarly to crossing pairs, it can be shown that
there are not too many different maximal blocks of a.
I Lemma 4. For a letter a there are at most |G| different lengths of a’s maximal blocks in
val(X1), . . . , val(Xn). The set of these lengths can be calculated in polytime.
3.2 Outline of the algorithm
Our algorithm consists is based on two main operations performed on strings encoded by G
blocks compression of a For each a` that is and `-block in val(Xn) and ` > 0, replace all
a’s `-blocks in val(X1), . . . , val(Xn) by a fresh letter a`. Modify N accordingly.
pair compression of ab For two different letters ab replace each of ab in val(X1), . . . , val(Xn)
by a fresh letter c. Modify N accordingly.
We denote the string obtained from w by a’s blocks compression by BCa(w), and the string
obtained by compression of a pair ab into c by PCab→c(w).
We adopt the following notational convention throughout rest of the paper: whenever we
refer to a letter a`, it means that the last block compression was done for a and a` replaced
a’s `-blocks.
The main idea behind the algorithm is that block compression and pair compression
shorten the encoded texts significantly. The general schema is given in Algorithm 1.
There are two important remarks to be made:
there is no explicit non-deterministic operation in the code, however, it appears implicitly
in the term ‘modify the NFA accordingly’ in lines 4 and 10. Roughly, to perform such a
modification, one needs to solve FCMP for string a`, and this is known to be NP-hard.
the compression (both of pairs and blocks) is never applied to $, nor to #. The markers
were introduced so that we do not bother with strange behaviour when first or last letter
is compressed, and so we do not touch the markers.
Ideally, each letter of the input is compressed and so the | val(Xn)| halves in each iteration
of the main loop. The worst case scenario is not far from the ideal behabviour.
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Algorithm 1 Outline of the CompMem, which tests compressed membership
1: while | val(Xn) > n| do
2: while something changed do
3: for a: inner letter do
4: compress blocks of a, modify N accordingly
5: for non-crossing pair ab in val(Xn), a, b /∈ {$,#} do
6: compress ab, modify N accordingly
7: L← list of outer letters, except $ and #
8: . Including letters introduced in line 4 and 6
9: for a ∈ L do
10: compress blocks of a, modify N accordingly
11: for each a`b in val(Xn) do
12: compress a`b, modify N accordingly
13: Decompress Xn and solve the problem naively.
I Lemma 5. There are O(n) executions of the loop in line 1 of CompMem.
I Remark. Notice that pair compression PCab→b is in fact introducing a new nonterminal
with a production c→ ab, similarly BCa. Hence, CompMem creates new SLPs, that encode
strings from the instance. However, these new nonterminals are never expanded, they are
always treated as individual symbols. Thus it is better to think of them as letters. Moreover,
the analysis of running time of CompMem relies on the fact that no new nonterminals are
introduced by CompMem.
4 Details
In this section we describe in detail how to implement the block compression and pair
compression and how to modify the NFA. In particular, we are going to formulate the
connections between NFA and SLPs preserved during CompMem.
4.1 Invariants
The invariants below describe the grammar kept by CompMem.
SLP 1 The set of used nonterminals is a subset of X = {X1, . . . , Xn} and the productions
are of the form described in (1).
SLP 2 The nonterminal Xn has a production Xn → $uXn−1v#, where u, v ∈ (Σ \ {$,#})∗;
$, # are not used in other productions.
The following invariants represent the constraints on the NFA.
Aut 1 every transition of N is labelled by a single letter of Σ (letter transition) or by a
nonterminal (nonterminal transition) that does not define , each nonterminal labels
at most one transition. No transition is labelled with Xn.
Aut 2 there is a unique starting state that has a unique outgoing transition labelled by letter
$, and no incoming transitions; there is no other transition by $. Similarly, there is a
unique accepting state that has a unique incoming transition labelled by letter #, it
does not have any outgoing transitions; there is no other transition by # in N .
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CompMem will preserve (SLP 1)–(Aut 2), and we shall always assume that the input of the
subroutines satisfies (SLP 1)–(Aut 2).
We assume that the input instance satisfies (SLP 1)–(Aut 2), moreover that the input
grammar is in the Chomsky normal form. It is routine to transform (in polytime) the input
instances not satisfying these conditions into equivalent instances that satisfy them.
4.2 Compression of non-crossing pairs and inner letters
The compression of non-crossing pairs and block compression for inner letters is intuitively
easy: whenever these appear in strings encoded by G or on paths in N , they cannot be split
between nonterminals or between transitions. So we replace their explicit appearances in the
grammar and in the NFA. This is formalised and shown in this subsection
Consider a non-crossing pair ab. Since it is non-crossing, it can only appear in the the
explicit strings in the rules of G. Hence, compressing ab into a fresh letter c consists of
replacing each explicit ab by c in rules’ bodies. Still, ab can appear on a path in N . But
since ab is non-crossing, this can be either wholly inside a nonterminal transition (and so
compression was already taken care of), or on two consecutive letter transitions. This is also
easy to handle: whenever there is a path from p to q by a string ab, we introduce a new
letter transition by c from p to q. This description is formalised in PairComp.
To distinguish between the input and output G and N , we utilise the following convention:
‘unprimed’ names refer to the input (like G, Xi, N), while ‘primed’ symbols refer to the
output (like G′, X ′i, N ′). This convention is used in lemmata concerning algorithms through
the paper.
Algorithm 2 PairComp(ab, c), which compresses a non-crossing pair ab into c
1: for each production Xi → α do
2: replace each explicit ab in α by c
3: for states p, q do
4: if δN (p, ab, q) then put a transition δN (p, c, q)
I Lemma 6. PairComp runs in polytime and preserves (SLP 1)–(Aut 2). When applied to a
non-crossing pair of letters ab, where a, b /∈ {$,#}, it implements the pair compression, i.e.
val(X ′i) = PCab→c(val(Xi)), for each Xi.
N ′ recognises val(X ′n) if and only if N recognises val(Xn). If N is a DFA, so is N ′.
We can apply the same approach to the inner letters block compression. However, in this
case, the modification of N uses non-determinism.
Since a is an inner letter, it cannot appear as the last or first letter of any nonterminal,
and so every maximal block of a in val(X1), . . . , val(Xn) is an explicit substring in one of
the rule’ bodies; so we simply replace explicit a` by a fresh letter a` in rules’ bodies. Before
considering the NFA, notice that as a is an inner letter, a` cannot have a crossing appearance
in N , and no nonterminal defines a`. Hence, when a` is a substring of a string defined by a
path in N , then a` appears wholly inside a nonterminal transition, or a` labels a path using
letter transitions only. The former case is taken care of by compression of a maximal blocks
in G, and in the latter case for each a` and each pair of states P and q we check whether
there is a path for a` from p to q using letter transitions only.
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Algorithm 3 BlockComp(a), which compresses inner letter a blocks
1: establish the lengths `1, . . . , `k of a’s maximal block
2: for each a`m do
3: for each production Xi → α do
4: replace every explicit maximal block a`m in α by a`m
5: for states p, q in N do
6: if δN (p, a`m , q) then . Check non-deterministically, see Lemma 2
7: put a transition δN (p, a`m , q)
I Lemma 7. Suppose that BlockComp is applied for inner letter a /∈ {$,#}. Then
it preserves (SLP 1)–(Aut 2) and properly implements maximal block compression, i.e.
val(X ′i) = BCa(val(Xi)) for each Xi.
The operations in line 6 of BlockComp can be performed in npolytime, other operations
can be performed in polytime.
Each of the new letters a` is inner. N recognises val(Xn) if and only if N ′ recognises
val(X ′n) for some non-deterministic choices. If N is DFA, so is N ′.
4.3 Compression of outer letters and crossing pairs
Now, we turn our attention to the compression of outer letters and crossing pairs. The
outline is as follows: we fix an outer letter a and modify the instance, so that a becomes
inner. Then, BlockComp is applied to a. Next, we want to compress each pair of the form
a`b. Such a pair can be crossing, as b can be a left-outer letter. Thus, we modify the instance
again, so that none of a`b is a crossing pair so afterwards we compress it using PairComp.
4.3.1 Transforming an outer letter to an inner letter
The reason, why a is an outer letter, is that it is the first or the last symbol in some val(Xi).
To make it an inner letter, it is enough to remove each nonterminal’s a-prefix and a-suffix.
To be more precise: fix i and let val(Xi) = a`iuari , where u does not start nor end with a.
Then our goal is to modify G so that val(X ′i) = u. (If val(Xi) is a power of a, we simply
give u =  and ri = 0.) This can be done in a bottom-up fashion, starting from X1: it is
enough to calculate and memorise the lengths of the a-prefixes and a-suffixes for consecutive
nonterminals, see the operations in lines 1–4 of OutToIn. Then we need to modify the NFA
accordingly: it is enough to replace the transition labelled with Xi by path consisting of
three transitions, labelled with a`i , X ′i and ari .
The removed a-prefixes and a-suffixes can be exponentially long, and so we store them
in the rules in a succinct way, i.e. a` is represented as (a, `); the size of representation of `
is O(log `), that is, linear in n. We say that such a grammar is in an a-succinct form. The
situation is similar for the NFA, as it might have transitions labelled with a`, which are
stored in succinct way as well. We say that N satisfies a-relaxed (Aut 1), if its transitions
are labelled by nonterminals, a single letter or by a`, where ` ≤ 2n.
I Lemma 8. OutToIn(a) for a /∈ {$,#} runs in polytime time and preserves (SLP 1)–(Aut
2), except that it a-relaxes (Aut 1). G′ is in the a-succinct form.
Let val(Xi) = a`iuiari , where ui does not begin, nor end with a. After OutToIn val(X ′i) =
ui. In particular the letter a is inner.
N accepts val(Xn) if and only if N ′ accepts val(X ′n). If N is a DFA, so is N ′.
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Algorithm 4 OutToIn(a), which changes an outer letter a to an inner letter.
1: for i = 1 . . n do
2: let the production for Xi be Xi → αi
3: let a`i , ari be the the explicit a-prefix and a-suffix of αi
4: remove prefix a`i and suffix ari from αi
5: replace appearance of Xi in rules’ bodies by a`jXjarj
6: if val(Xi) =  then remove Xi from rules’ bodies
7: if there is a nonterminal transition δN (p,Xi, q) in N then
8: remove transition δN (p,Xi, q)
9: if val(Xi) 6=  then
10: create new states p1, q1 in N ,
11: set transitions: δN (p, a`i , p1), δN (p1, Xi, q1), δN (q1, ari , q)
12: else create transition δN (p, a`i , q)
Since after OutToIn a is no longer an outer letter, we may compress its maximal blocks
using BlockComp. Some small twitches are needed to accommodate the a-succinct form of G
and the fact that N is a-relaxed: the non-trivial part of BlockComp was the application of
Lemma 2, which works for such large powers of a in npolytime, see Lemma 2. Other actions
of BlockComp generalise in a simple way.
I Lemma 9. BlockComp can be extended, so that it applies to instances satisfying (SLP
1)–(SLP 2) with G in the a-succinct form and a-relaxed-(Aut 1)–(Aut 2). The output
satisfies (SLP 1)–(Aut 2) and the claim of Lemma 7 applies to such an extension.
4.3.2 Crossing pair compression
By Lemma 9 all letters a` are inner. However, a pair of the form a`b can still be crossing
and this can happen only when b is a left-outer letter. We try to fix it by ensuring that
such a b is not a left-outer letter. To do so, we ‘pop’ one letter from the beginning of each
nonterminal (that is, all left outer letters): let val(Xi) = bw for b ∈ Σ, we modify G so that
val(X ′i) = w. Clearly, after such operations there are some (perhaps other) left-outer letters
in G. Still, we show that none a`b is crossing.
Popping letters is performed similarly to the removal of the a-prefix, i.e. in a bottom-up
fashion, starting from X1: when considering a rule Xi → α, we remove the first letter
from α, say b, and replace Xi by bXi in all rules’ bodies. It is easy to modify the NFA
N accordingly: when there is a transition δN (p,Xi, q), we change it into a chain of two
transitions: δN ′(p, b, p1) and δN ′(p1, X ′i, q). The whole operation is not performed on Xn,
as the letter $ is not going to be compressed anyway. This description is formalised in
Algorithm 5.
I Lemma 10. Pop runs in time polytime and preserves (SLP 1)–(Aut 2). Let val(Xi) = bu,
where b ∈ Σ, then val(X ′i) = u for i < n and val(X ′n) = val(Xn). After running Pop, pairs
of the form a`b appearing in val(Xn) are non-crossing.
N ′ accepts val(X ′n) if and only if N accepts val(Xn). If N is deterministic, so is N ′.
Now, it is enough to apply the pair compression for non-crossing pairs to each pair of the
form a`b. For convenience, we write the whole procedure for pair compression for crossing
pairs in Algorithm 6.
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Algorithm 5 Pop, pops the first letter from each nonterminal
1: for i← 1 . . n− 1 do . Popping letters
2: let Xi → α and b be the first letter of α
3: remove first letter (b) from α
4: replace each Xi in rules’ bodies by bXi,
5: if α =  then remove Xi from rules’ bodies
6: if there is a transition δN (p,Xi, q) in N then . NFA modification
7: remove transition δN (p,Xi, q)
8: if α 6=  then
9: create new state p1 in N , set transitions: δN (p, b, p1), δN (p1, Xi, q)
10: else set transition δN (p, b, q)
Algorithm 6 CrPairComp(a), which compresses crossing pairs a`b
1: run Pop on each letter
2: for each a` do
3: for each a`b appearing in val(Xn) do
4: run PairComp(a`b, c)
I Lemma 11. CrPairComp runs in polytime and preserves (SLP 1)–(Aut 2). It implements
pair compression for a`b, in the sense that val(X ′i) = PCa`b→c(val(Xi)) for each Xi.
N ′ accepts val(X ′n) if and only if N accepts val(Xn). If N is deterministic, so is N ′.
4.4 Running time
Since the running time of each algorithm is npolytime, it is enough to show that the size of Σ,
G and N are always polynomial in n (recall that n is unchanged throughout Algorithm 1).
I Lemma 12. During Algorithm 1, the sizes of Σ, G, N are polynomial in n.
Using Lemmas 6–12 it is now possible to conclude that Algorithm 1 correctly solves
the FCMP for NFA, in nondeterministic polynomial (in n) time. The only source of non-
determinism is the one in Lemma 2, and so for DFA the corresponding problem can be solved
deterministically.
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Abstract
A standard way of building concurrent systems is by composing several individual processes by
product operators. We show that even the simplest notion of product operators (i.e. asynchron-
ous products) suffices to increase the complexity of model checking simple logics like Hennessy-
Milner (HM) logic and its extension with the reachability operator (EF-logic) from PSPACE to
nonelementary. In particular, this nonelementary jump happens for EF-logic when we consider
individual processes represented by pushdown systems (indeed, even with only one control state).
Using this result, we prove nonelementary lower bounds on the size of formula decompositions
provided by Feferman-Vaught (de)compositional methods for HM and EF logics, which reduce
theories of asynchronous products to theories of the components. Finally, we show that the same
nonelementary lower bounds also hold when we consider the relativization of such compositional
methods to finite systems.
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1 Introduction
Concurrent systems are systems which consist of multiple processes that are simultaneously
executed and possibly interacting with each other. A standard way of designing concur-
rent systems is to compose together several individual processes by taking some “product”
operators. Various product operators have been introduced in concurrency theory and
verification ranging from synchronized products (the strongest form of products) to asyn-
chronous products (the weakest form of products). From the point of view of system design,
synchronized products are the most suitable form of compositional operators. Unfortunately,
from the point of view of system verification, they are known to be too powerful. For example,
while reachability is NL-complete for finite transition systems, it becomes PSPACE-complete
when the same problem is considered over synchronized products of finite transition systems
(a.k.a. communicating finite-state machines). In the case of infinite-state systems, we see
a more drastic change: while reachability is decidable in polynomial time for pushdown
systems (PDS), the same problem becomes undecidable when considered over synchronized
products of two PDS (note: these subsume Minsky’s counter machines).
In order to circumvent the problem of high complexity and undecidability in verifying
concurrent systems composed from individual processes via synchronized products, various
weaker notions of products were introduced. Apart from asynchronous products which
prohibit the processes to communicate, stronger product operators were introduced by
restricting the types of synchronization that are allowed among the processes. Several such
restrictions include bounded context switches [14], and finite synchronization [18]. These
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restricted product operators can serve as good underapproximations of synchronized products.
For example, a recent study of concurrency bugs conducted by the authors of [11] reveal that
many real-world concurrency bugs can be detected within a small number of context switches.
In addition, such restrictions also lead to decidability or lower computational complexity in
model checking. For example, checking reachability over communicating finite-state machines
and communicating pushdown systems with bounded context switches are both NP-complete
[14].
When we consider logic model checking, the situation is not as simple. Asynchronous
products do not make model checking easier than synchronized products when we use logics
like LTL and CTL (and, in fact, even their restrictions to LTL(F,X) and the logic EG).
Intuitively, the reason is that synchronization is easily embedded in such logics. Consequently,
reachability of 2-stack pushdown systems, which is well-known to be undecidable, easily
reduces to model checking any of aforementioned logics over asynchronous products of two
PDS. In contrast, the situation is substantially better when we consider simpler logics like
Hennessy-Milner (HM) Logic and its extension with the reachability operator (i.e. EF-logic).
In fact, powerful (Feferman-Vaught) compositional methods (e.g. [12, 15, 18]), which reduce
model checking of product structures to model checking of their components, can be used for
obtaining decidability or better upper complexity bounds of model checking HM-logic and
EF-logic. We now state the most basic form of such compositional methods from [15].
I Theorem 1 ([15]). For each HM/EF formula ϕ over the action labels A = A1 ∪ . . . ∪ Ak,
for nonempty disjoint sets A1, . . . ,Ak, one can compute k finite sets of HM/EF formulas
{ψ1i }i∈I1 , . . . , {ψki }i∈Ik over A1, . . . ,Ak respectively, and a positive boolean formula (i.e.
no negations) β with variables {x1i }i∈I1 , . . . , {xki }i∈Ik such that for all transition systems
T1, . . . , Tk with initial states s1, . . . , sk we have (
∏k
i=1 Ti, s¯) |= ϕ if and only if β[µ] is true,
where s¯ = (s1, . . . , sk) and µ assigns the variables of β as follows: µ(xji ) = 1 if and only if
(Tj , sj) |= ψji .
Actually, a stronger version of Theorem 1 was proven in [15] (e.g. with atomic propositions).
In the statement of Theorem 1, the k sets of formulas and the positive boolean formula β
are referred to as the decomposition of ϕ. To give some concrete illustrations of the power of
this compositional theorem, Theorem 1 can be used to show that model-checking fixed EF
formulas (i.e. the complexity is only measured the size of the system) is: NL-complete for
asynchronous products of finite systems (c.f. PSPACE-completeness of communicating finite-
state systems), PSPACE-complete for asynchronous products of PDS [16], and P-complete
for asynchronous products of Basic Process Algebras (equivalently, one-state PDS).
Despite the aforementioned usefulness of Feferman-Vaught compositional methods, the
technique yields algorithms with nonelementary complexity in the size of the formula (see [15]),
which is not desirable from both theoretical and practical viewpoints. In fact, it was recently
shown that when we consider stronger logics like first-order logic, where Feferman-Vaught
compositional methods are also available (e.g. see [12]), this nonelementary complexity is
unavoidable [6]. It is natural to ask whether this nonelementary complexity is avoidable
when we consider simpler logics like HM-logic or EF-logic. In fact, this open question has
been posed in the literature (e.g. [7, 15]).
This open question actually brings us to a more fundamental open question: how do
asynchronous products affect the complexity of model checking of HM-logic and EF-logic?
This open question has manifested itself in the literature in various concrete forms. As an
example, take the result that model checking EF-logic over pushdown systems is PSPACE-
complete [20]. Over asynchronous products of two pushdown systems, the best algorithm for
model checking EF-logic runs in nonelementary time [16]. In fact, the same nonelementary
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gap is currently present for asynchronous products of two BPAs. Failing to answer this
open question is also the reason for the existing nonelementary complexity gaps for several
verification problems for PA-processes [13], which are an extension of asynchronous products
of BPAs with process creations.
Contributions. In this paper, we provide answers to the above open questions. A main
contribution of this paper is to show that, for each integer k > 0, there exists an asynchronous
product of two BPAs whose EF-logic theory requires k-fold exponential time to solve. This
means that model checking EF-logic over the class of asynchronous products of two BPAs
requires nonelementary time, which is in stark contrast to PSPACE-completeness of EF model
checking over BPAs [20]. As an upshot of our result, it follows that model checking EF-logic
over PA-processes requires nonelementary time, which solves the open question posed by
R. Mayr [13].
We also show that similar results hold for HM-logic. More precisely, we prove that for
each integer k > 0 there exists an asynchronous product of two prefix-recognizable systems (an
extension of BPAs introduced by Caucal [5] by allowing infinitely many rewrite rules compactly
represented by regular languages) whose HM-logic theory requires k-fold exponential time to
solve. This means that model checking HM-logic over the class of asynchronous products of
two prefix-recognizable systems requires nonelementary time, which is in stark contrast to
PSPACE-completeness of HM-logic model checking over prefix-recognizable systems (which
easily follows1 from the result of [20]).
An important corollary of our two aforementioned results is that there is no elementary
algorithm for computing decompositions of formulas in HM-logic and EF-logic in the sense of
Theorem 1. We go one step further to show that no decompositions of formulas in HM-logic
and EF-logic of elementary size even exist in general. In other words, both descriptional
and computational complexity of compositional methods of HM-logic and EF-logic in the
sense of Theorem 1 are inherently nonelementary. Incidentally, this also entails the same
nonelementary lower bounds for compositional methods provided in [7] since they generalize
Theorem 1.
So far, our nonelementary lower bounds for compositional methods for HM-logic and
EF-logic require the use of infinite-state systems. This still leaves the possibility that Theorem
1 could hold when we restrict the transition systems under consideration to be finite-state.
Questions of this form are of particular interests in finite model theory (e.g. see [10]) and
in verification of finite-state systems. We show, however, that the same nonelementary
lower bounds relativize to the class of asynchronous products of finite systems. Whether the
nonelementary lower bounds hold when relativized to the class of asynchronous products of
finite trees is left for future work.
2 Preliminaries
General: By N = {0, 1, . . .} we denote the set of nonnegative integers. For each i, j ∈ N,
we define the interval [i, j] = {i, i + 1, . . . , j}. Let f : N → N be a function. We write
f(n) = poly(n) if there is some polynomial p(n) such that f(n) ≤ p(n) for all n ∈ N. We
write f(n) = exp(n) if there is some polynomial p(n) such that f(n) ≤ 2p(n) for all n ∈ N.
We define the standard Tower function Tower : N× N→ N inductively as Tower(0, n) = n
and Tower(k, n) = 2Tower(k−1,n), for each k > 0 and each n ∈ N.
1 On the same note, even µ-calculus over prefix-recognizable systems is only EXP-complete [9]
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Automata: A deterministic finite automaton (DFA) is a tuple A = (Q,Σ, q0, δ, F ), where
Q is a finite set of states, Σ is a finite alphabet, q0 ∈ Q is the initial state, δ : Q× Σ→ Q is
the transition function, and F ⊆ Q is the set of final states. By L(A) = {w ∈ Σ∗ | A accepts
w} we denote the language of A. The size of A is defined as |A| = |Q|.
Systems: Let us fix a countable set of action labels Act. A transition system is tuple
T = (S,A, { a−→| a ∈ A}), where S is a set of states, A ⊆ Act is a finite set of action labels,
and where a−→⊆ S × S is a set of transitions for each a ∈ A. We say T is finite if S is finite.
A pointed transition system is a pair (T , s), where T is a transition system and s is state
of T . We write s a−→ t to abbreviate (s, t) ∈ a−→. We apply similar abbreviations for other
binary relations over S. For each Γ ⊆ A, we define Γ−→= ⋃a∈Γ a−→.
Given k ≥ 1 transition systems T1 = (S1,A1, { a−→1| a ∈ A1}), . . . , Tk = (Sk,Ak, { a−→k|
a ∈ Ak}), where the Ai ∩ Aj = ∅ for each i 6= j, we define its asynchronous product∏k
i=1 Ti = (S,A, { a−→| a ∈ A}), where S =
∏k
i=1 Si, A =
⋃k
i=1 Ai, and where for each a ∈ A
we have (s1, . . . , sk)
a−→ (s′1, . . . , s′k) if and only if si a−→i s′i for some i ∈ [1, k] with a ∈ Ai
and sj = s′j for each j ∈ [1, k] \ {i}.
Logic: Formulas of EF-logic over a finite set A ⊆ Act of labels are given by the following
grammar ϕ ::= > | ¬ϕ | ϕ ∧ ϕ | 〈Γ〉ϕ | 〈Γ∗〉ϕ, where Γ ⊆ A:
We introduce the usual abbreviations ⊥ = ¬>, ϕ1∨ϕ2 = ¬(¬ϕ1∧¬ϕ2), ϕ1 → ϕ2 = ¬ϕ1∨ϕ2,
ϕ1 ↔ ϕ2 = (ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1), [Γ]ϕ = ¬〈Γ〉¬ϕ, and [Γ∗]ϕ = ¬〈Γ∗〉¬ϕ. We also write
〈Γ〉n (resp. [Γ]n) as an abbreviation for a sequence of n consecutive 〈Γ〉’s (resp. [Γ]’s). By
|ϕ| we denote the size of each EF formula |ϕ| defined as usually. Hennessy-Milner logic (HM)
is the syntactic fragment of EF that one obtains by forbidding formulas of the kind 〈Γ∗〉ϕ.
Since we allow formulas of the form 〈Γ∗〉ϕ for subsets Γ of the action labels (instead of only
〈A∗〉), our version of EF is slightly more general than the standard definition of EF-logic.
However, our results easily carry over to the standard definition of EF-logic.
For each transition system T = (S,A, { a−→| a ∈ A}) and each EF-formula ϕ (over A)
define the set of states [[ϕ]]T ⊆ S that satisfy ϕ by induction on the structure of ϕ as follows:
[[>]]T = S [[〈Γ〉ϕ]]T = {s ∈ S | ∃t ∈ [[ϕ]]T : s Γ−→ t}
[[¬ϕ]]T = S \ [[ϕ]]T [[〈Γ∗〉ϕ]]T = {s ∈ S | ∃t ∈ [[ϕ]]T : s Γ−→
∗
t}
[[ϕ1 ∧ ϕ2]]T = [[ϕ1]]T ∩ [[ϕ2]]T
We also write (T , s) |= ϕ whenever s ∈ [[ϕ]]T or simply s |= ϕ when T is clear from the
context.
Infinite-state models: A pushdown system (PDS) is a tuple P = (Σ,A,∆), where
Σ is a finite set of process constants, A ⊆ Act is a finite set of action labels and ∆ is a
finite set of rewrite rules of the form u 7→a v, where a ∈ A, u ∈ Σ∗ and v ∈ Σ∗. A basic
process algebra (BPA) is PDA P = (Σ,A,∆), where for each u 7→a v ∈ ∆ we have |u| = 1.
The associated transition system T (P) is defined as T (P) = (Σ∗,A, { a−→| a ∈ A}), where
a−→= {(uw, vw) | u 7→a v ∈ ∆, w ∈ Σ∗} for each a ∈ A. The size of a PDS is defined as
|P| = |Σ|+ |A|+∑u 7→av∈∆(|u|+ |v|).
3 Hardness of asynchronous product
We start by proving a nonelementary lower bound for the problem of model checking EF
on BPA×BPA: given two BPAs P = (Σ,A,∆), P ′ = (Σ′,A′,∆′) with A ∩ A′ = ∅, a pair
of process constants 〈X,X ′〉 ∈ Σ × Σ′, and an EF formula ϕ over A ∪ A′, check whether
(T (P)× T (P ′), 〈X,X ′〉) |= ϕ.
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I Theorem 2. Model checking EF on BPA×BPA is nonelementary.
We then show that this lower bound implies a nonelementary lower bound for model checking
HM-logic over the class of asynchronous products of two prefix-recognizable systems (a precise
definition is given below).
3.1 Proof of Theorem 2
The structure of the proof of Theorem 2 is as follows. We first show how to encode large
counters as EF formulas evaluated over the class of asynchronous products of two BPAs. Such
large counters are enforced by the two stacks in the two BPAs, which alternately “guess” an
encoding of a counter and “check” the correctness of the encoding. As we will see later, this
encoding of large counters can be used to encode memberships of Tower(k, cn) space-bounded
Turing machines for any fixed k > 0.
Large counters: The following encoding of large numbers is from [19, 3]. In the following,
the notations n and ` will range over N. We define the alphabets Ω` = {0`, 1`} and the
values val(0`) = 0 and val(1`) = 1 for each ` ≥ 0.
A (1, n)-counter is a word from Ωn0 . The value val(c) of some (1, n)-counter c = σ0 · · ·σn−1
is defined as val(c) =
∑n−1
i=0 2i · val(σi) ∈ [0, 2n − 1]. So the set of values val(c) for (1, n)-
counters c equals [0, 2n − 1] = [0,Tower(1, n) − 1]. An (`, n)-counter with ` > 1 is a word
c = c0σ0c1σ1 . . . cmσm, where m = Tower(`− 1, n)− 1, each ci is an (`− 1, n)-counter with
val(ci) = i and σi ∈ Ω`−1 for each i ∈ [0,m]. We define val(c) =
∑m
i=0 2i · val(σi). Observe
that val(c) ∈ [0,Tower(`, n)− 1] and the length of each (`, n)-counter is uniquely determined
by ` and n.
In the following, we define Ω′` = {0′`, 1′`} to be a fresh copy of Ω`; moreover define
Σ` =
⋃`
i=0 Ωi and analogously Σ′` =
⋃`
i=0 Ω′i.
Definition of the two BPAs: For each integer ` > 0, let us define the following simple
BPAs P` = (Σ`,L`,∆`), where
L` = Σ` ∪ Σ`, where Σ` = {σ | σ ∈ Σ`} is a dual copy of Σ`.
∆` = {τ 7→σ στ | σ, τ ∈ Σ`} ∪ {σ 7→σ ε | σ ∈ Σ`}.
The transition system T (P`) has a fairly regular behavior. The set of states is Σ∗` . Executing
an action σ ∈ Σ` from a state u ∈ (Σ`)∗ allows to remove exactly this leftmost symbol σ from
u if u begins with σ, otherwise σ cannot be executed from u. Dually, from every nonempty
state u ∈ (Σ`)+ of T (P`) we can execute every action σ ∈ Σ` yielding the state σu; the only
state from which the σ ∈ Σ` are not executable is the empty word ε. We define the BPA P ′`
analogously to P` but by priming every symbol. Formally, P ′` = (Σ′`,L′`,∆′`), where
L′` = Σ′` ∪ Σ′`, where Σ′` = {σ′ | σ′ ∈ Σ′`} is a dual copy of Σ′`.
∆′` = {τ ′ 7→σ′ σ′τ ′ | σ′, τ ′ ∈ Σ′`} ∪ {σ′ 7→σ′ ε | σ′ ∈ Σ′`}.
Note that the set of states of T (P`)×T (P ′`) is (Σ`)∗ × (Σ′`)∗. Given a state s = (u, u′) ∈
(Σ`)∗ × (Σ′`)∗, we call u the left stack of s and u′ the right stack of s. So we treat the words
u and u′ as stacks with their left-most symbols being the top of the stack. Recall that every
(`, n)-counter is in particular a word over Σ`−1. We extend this notion to words over Σ′`−1 in
the usual way. So each (`, n)-counter will in particular be either a word over Σ`−1 or over
Σ′`−1, depending on whether we address the left stack or the right stack. Note that if some
word over Σk (resp. over Σ′k) has an (`, n)-counter as a prefix, then the length of this prefix
is uniquely determined by ` and n, namely Tower(` − 1, n). An extended (`, n)-counter is
either a string cσ, where either c ∈ Σ∗`−1 is an (`, n)-counter and σ ∈ Ω`, or a string c′σ′,
where c′ ∈ (Σ′`−1)∗ is an (`, n)-counter and σ′ ∈ Ω′`.
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Next, we define some EF formulas (with primed counterparts for the right stack) for each
`, n ∈ N:
1. countσ(`,n) for each σ ∈ Ω` such that (T (P`)× T (P ′`), (u, u′)) |= countσ(`,n) if and only if
for some (`, n)-counter c we have cσ is a prefix of u.
2. countσ′(`,n) for each σ′ ∈ Ω` such that (T (P`)× T (P ′`), (u, u′)) |= countσ
′
(`,n) if and only if
for some (`, n)-counter c′ we have c′σ′ is a prefix of u′.
3. xcount(`,n) such that (T (P`)× T (P ′`), (u, u′)) |= xcount(`,n) if and only if some extended
(`, n)-counter cσ (for σ ∈ Ω`) is a prefix of u.
4. xcount′(`,n) such that (T (P`)× T (P ′`), (u, u′)) |= xcount′(`,n) if and only if some extended
(`, n)-counter c′σ′ (for σ′ ∈ Ω′`) is a prefix of u′.
5. first(`,n) (resp. first′(`,n)) such that (T (P`) × T (P ′`), (u, u′)) |= first(`,n) (resp. (T (P`) ×
T (P ′`), (u, u′)) |= first′(`,n)) if and only if some extended (`, n)-counter cσ (resp. c′σ′) with
val(c) = 0 (resp. val(c′) = 0) is a prefix of u (resp. u′).
6. last(`,n) (resp. last′(`,n)) such that (T (P`) × T (P ′`), (u, u′)) |= last(`,n) (resp. (T (P`) ×
T (P ′`), (u, u′)) |= last′(`,n)) if and only if some extended (`, n)-counter cσ (resp. c′σ′) with
val(c) = Tower(`, n)− 1 (resp. val(c′) = Tower(`, n)− 1) is a prefix of u (resp. u′).
7. eq(`,n) such that (T (P`) × T (P ′`), (u, u′)) |= eq(`,n) if and only if there exist extended
(`, n)-counters cσ ∈ (Σ`−1)∗Ω` and c′σ′ ∈ (Σ′`−1)∗Ω′` such that (i) cσ is a prefix of u, (ii)
c′σ′ is a prefix of u′, and (iii) val(c) = val(c′).
8. inc(`,n) (resp. inc′(`,n)) such that (T (P`)×T (P ′`), (u, u′)) |= inc(`,n) (resp. (T (P`)×T (P ′`),
(u, u′)) |= inc′(`,n)) if and only if there exist extended (`, n)-counters cσ ∈ (Σ`−1)∗Ω` and
c′σ′ ∈ (Σ′`−1)∗Ω′` such that (i) cσ is a prefix of u, (ii) c′σ′ is a prefix of u′, and (iii)
val(c) + 1 = val(c′) (resp. val(c′) + 1 = val(c)).
9. succ(`,n) (resp. succ′(`,n)) such that (T (P`)× T (P ′`), (u, u′)) |= succ(`,n) (resp. (T (P`)×
T (P ′`), (u, u′)) |= succ′(`,n)) if and only if there are extended (`, n)-counters c1σ1 and c2σ2
(resp. c′1σ′1 and c′2σ′2) with σ1, σ2 ∈ Ω` (resp. σ′1, σ′2 ∈ Ω′`) such that c1σ1c2σ2 is a prefix
of u and val(c1) + 1 = val(c2) (resp. val(c′1) + 1 = val(c′2)).
The formulas that we will define will be exponential in ` and polynomial in n (represented in
unary). This definition will be given by induction on `. We will start with the following simple
observations: xcount(`,n) =
∨
σ∈Ω` count
σ
(`,n), and xcount′(`,n) =
∨
σ′∈Ω′
`
countσ′(`,n). We will
now construct several formulas ϕ that we evaluate on T (P`)× T (P ′`) expressing properties
of the left stack. Without making them explicit, we can construct corresponding analogs ϕ′
expressing the respective property on the right stack.
Let us proceed by defining the above formulas for the case of ` = 1. We define countσ(1,n)
and countσ′(1,n) as countσ(1,n) =
〈
Ω0
〉n 〈σ〉> and countσ′(1,n) = 〈Ω′0〉n 〈σ′〉>. We put first(1,n) =
〈00〉n〈Ω1〉>. The definition of last(1,n) is analogous. We also define eq(1,n) as xcount(1,n) ∧
xcount′(1,n)∧
∧n−1
i=0 〈Ω0〉i〈Ω′0〉i∧
∧
σ∈Ω0(〈σ〉> ↔ 〈σ′〉>). The definitions of inc(1,n) and succ(1,n)
are analogous.
Let us now proceed to the case of ` > 1. We start by defining the formula countσ(`,n)
for each σ ∈ Ω`. We will achieve this, by making use of the formulas first(`−1,n), last(j,n)
with j ∈ [1, `− 1], xcount(`−1,n), and succ(`−1,n). The first two conjuncts of the definition of
countσ(`,n) are self-explanatory,
countσ(`,n) = first(`−1,n) ∧
[
Σ`−1
∗](xcount(`−1,n) → (last(`−1,n) ∨ succ(`−1,n))) ∧ addσ,
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whereas the formula addσ will express that the symbol σ follows after the top-most (`, n)-
counter. Formally we put addσ = ψσ`−1, where
ψσj =

[
Σj
∗] (last(j,n) → ψσj−1) if j > 1[
Σ1
∗] (last(1,n) → 〈10〉n 〈11〉〈12〉 · · · 〈1`−2〉〈Ω`−1〉〈σ〉>) if j = 1.
Intuitively, the formula ψσ`−1 jumps to last extended (1, n)-counter of the last extended (2, n)-
counter . . . of the last extended (`− 1, n)-counter and expresses that the correct sequence
follows from this position.
Define first(`,n) as first(`,n) = xcount(`,n) ∧
[
Σ`−1
∗] (〈Ω`−1〉> → 〈0`−1〉>), similarly we
define last(`,n). We set eq(`,n) as the conjunction of xcount(`,n) ∧ xcount′(`,n) and
[
Σ`−1
∗]xcount(`−1,n) →
〈Σ′`−1∗〉
eq(`−1,n) ∧ ∧
σ∈Ω`−1
(〈Σ∗`−2〉〈σ〉> ↔ 〈Σ′∗`−2〉〈σ′〉>)
.
Let us give some intuition on the formulas eq(`,n) for each ` ∈ [2, k]: Whenever we pop from
the left stack some string from (Σ`−1)∗ until on top of the left stack there is some extended
(` − 1, n)-counter cσ, one can remove from the right stack a string from (Σ′`−1)∗ yielding
an extended (`− 1, n) counter c′τ ′ on top of the right stack such that val(c) = val(c′) and
moreover σ = τ holds.
In analogy to eq(`,n) one can define the formula inc(`,n). Finally, let us define succ(`,n).
We put
succ(`,n) = 〈Σ′`〉
〈
(Σ′`−1)∗
〉 (
eq(`,n) ∧
〈
Σ`−1
∗〉 〈Σ`〉 inc′(`,n))
Intuitively, we the formula succ(`,n) pushes onto the right stack some string that it checks to
be a copy of the topmost extended (`, n)-counter of the left stack via eq(`,n), then pops the
topmost extended (`, n)-counter of the left stack and then invokes the formula inc′(`,n).
It is easy to see that the formulas given above express the desired properties. Furthermore,
we note that the size of each formula is exponential in ` and polynomial in n.
By using standard arguments (e.g. see the proof of PSPACE-hardness of EF model checking
over pushdown systems in [2]), we can now complete the proof of Theorem 2. In the following,
we shall only provide a sketch. For each integer k > 0, there exists a fixed Turing machine
M operating with Tower(k − 1, cn) space (for a constant c) whose membership problem
is complete for SPACE(Tower(k − 1, poly(n))). Each such membership problem can easily
be reduced to EF model checking over the class of asynchronous products of two BPAs in
polynomial time as follows. For an input word w ofM of length n one can construct formulas
xcount(k,cn) and the pair of BPAs Pk+1 and P ′k+1 in time poly(n). Each computation ofM
can be viewed as a sequence of configurations (each being a (k, cn)-counters), which when
considered together is also a (k + 1, cn)-counter, satisfying the transition conditions ofM
(e.g. two consecutive configurations respect the transition function of M). One can express
the computation ofM on w by an EF formula of the kind 〈Σ∗k+1〉ϕ, where 〈Σ∗k+1〉 aims at
pushing a sequence onto the left stack and where ϕ expresses that this sequence expresses
the desired properties.
We will make use of the following lemma in Section 4.
I Lemma 3. Every DFA accepting the regular language
L`,n = {u ∈ Σ∗` | ∃u′ ∈ (Σ′`)∗ : (T (P`)× T (P ′`), (u, u′)) |= xcount(`,n)}
has at least Tower(`− 1, n) + 1 states.
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Proof. Recall that every extended (`, n)-counter has length exactly Tower(` − 1, n) + 1.
We have L`,n = {cσw | w ∈ Σ∗` , cσ is some extended (`, n)-counter}. The corollary now
follows from the following simple observation: Every DFA A over some alphabet Σ with
L(A) = U · Σ∗ for some ∅ ( U ⊆ Σm has at least m states. J
3.2 Lower bounds for HM-logic
We conclude this section by showing how Theorem 2 implies a nonelementary lower bound
for model checking HM on the asynchronous product of two prefix-recognizable systems.
A prefix-recognizable system is a tuple R = (Σ,A,∆), where Σ is finite set of process
constants, A ⊆ Act is a finite set of action labels and ∆ is a finite set of rewrite rules
of the form U 7→a V , where a ∈ A, and where U, V ⊆ Σ∗ are regular languages given
as DFAs, say. The associated transition system is T (R) = (Σ∗,A, { a−→| a ∈ A}), where
a−→= {(uw, vw) | u ∈ U, v ∈ V,w ∈ Σ∗ for some rule U 7→a V ∈ ∆} for each a ∈ A.
Remark: One can construct from a given pair of BPAs P = (Σ,A,∆) and P ′ = (Σ′,A′,∆′)
and a given EF formula ϕ over A ∪ A′ a pair of prefix-recognizable systems R = (Σ,A,∆R)
and R′ = (Σ′,A′,∆′R) and some HM formula ϕ˜ such that [[ϕ]]T (P)×T (P) = [[ϕ˜]]T (R)×T (R′) as
follows: By [4] one can compute for each Γ ⊆ A (analogously for each Γ′ ⊆ A′) a pair regular
languages UΓ and VΓ (resp. UΓ′ and VΓ′) each accepted by DFAs of at most exponential
size such that the relation Γ−→
∗
over Σ∗ × Σ∗ (resp. Γ
′
−→
∗
over (Σ′)∗ × (Σ′)∗) is exactly
R(Γ˜) = {(uw, vw) | u ∈ UΓ, v ∈ VΓ, w ∈ Σ∗} (resp. R′(Γ˜′) = {(uw, vw) | u ∈ UΓ′ , v ∈
VΓ′ , w ∈ (Σ′)∗}). The latter is even shown for PDAs in [4]. Hence we can define the HM
formula ϕ˜ to emerge from ϕ by replacing each occurence of 〈Γ∗〉 by 〈Γ˜〉 and each occurrence
of 〈(Γ′)∗〉 by 〈Γ˜′〉.
Theorem 2 and the previous remark immediately imply the following corollary.
I Corollary 4. Model checking HM on the asynchronous product of two prefix-recognizable
systems is nonelementary.
We remark that model checking HM on a single prefix-recognizable system is only PSPACE-
complete; the upper bound can be shown via reduction to EF model checking pushdown
systems, which is in PSPACE by [20].
4 Lower bounds for compositional methods for HM and EF logics
We start by proving nonelementary lower bounds for Feferman-Vaught type of compositional
methods for HM and EF logics (i.e. Theorem 1) already over the the class of asynchronous
products of two transition systems. In Section 4.2 we will then show how our lower bounds
can be relativized to the class of all asynchronous products of two finite transition systems.
Let us briefly recall decompositions following Theorem 1 for EF logic of asynchronous
products of two transition systems. Analogously HM can be dealt with. A decomposition
of the asynchronous product of two transition systems, the first component being defined
over action labels A and the second one over A′ (we assume that any two such sets A and
A′ are non-empty and disjoint for the rest of this section) is a triple D = (Ψ,Ψ′, β), where
Ψ = {ψi}i∈I and Ψ′ = {ψ′j}j∈J for index sets I and J , where β is a positive boolean formula
with variables ranging over {xi}i∈I ∪ {x′j}j∈J , each ψ ∈ Ψ (resp. each ψ′ ∈ Ψ′) is an EF
formula that is interpreted on the first (resp. second) component, i.e. over A (resp. A′).
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Recall that such a decomposition has the property that for every pointed transition system
(T , s) over A and every pointed transition system (T ′, s′) over A′ and every EF formula ϕ
over A ∪ A we have ((T × T ′), (s, s′)) |= ϕ if and only if β[µ] is true, where µ(xi) = 1 if and
only if (T , s) |= ψi and where µ(x′j) = 1 if and only if (T ′, s′) |= ψ′j . As expected, the size of
such a decomposition is defined as |D| = ∑ψ∈Ψ |ψ|+∑ψ′∈Ψ′ |ψ′|+ |β| .
I Theorem 5. The size of decompositions for EF (resp. HM) formulas in the sense of
Theorem 1 cannot be bounded by an elementary function. More precisely, there is a family of
EF (resp. HM) formulas {ϕ` | ` ≥ 1} where ϕ` is defined over some action labels A` ∪ A′`,
such that |ϕ`| = exp(`), and such that for every elementary function f : N→ N there is some
h ∈ N such that every decomposition D for ϕh on the class of all asynchronous products of
two transition systems over, respectively, Ah and A′h satisfies |D| > f(h).
4.1 Proof of Theorem 5
The proof idea for Theorem 5 for the case of EF-logic is as follows (we will remark how to
adapt it for HM-logic later). We consider the sequence of pairs of BPAs {(P`,P ′`)}`≥1 defined
in the previous section, where the set of states of T (P`) (resp. T (P ′`)) is Σ∗` (resp. (Σ′`)∗).
We will show that if a small (i.e. of elementary size) decomposition for EF-formulas exists in
general, then there is a family of DFAs A` of size elementary in ` with L(A`) = L`,` for each
`, clearly contradicting Lemma 3. To this end, we invoke the result from [2] about the sizes
of automata expressing the sets of configurations of BPAs satisfying EF formulas combined
with standard constructions from automatic structures.
We first recall the following proposition from [2] about the size of DFAs representing the
set of configurations of BPAs satisfying EF formulas.
I Proposition 6 ([2]). Given an EF formula ϕ and a BPA P = (Σ,A,∆), there exists a DFA
Aϕ of size double exponential in |P|+ |ϕ| with L(Aϕ) = [[ϕ]]T (P), i.e. Aϕ accepts the set of
states u of T (P) with (T (P), u) |= ϕ.
Actually, in [2], the authors construct alternating finite automata with polynomially many
states, which can be translated to DFAs of double exponential size (e.g. see [17]).
Define {ϕ` | ` ≥ 1} as ϕ` = xcount(`,`) over the action labels A` = L` and A′` = L′`,
where recall that L` (resp. L′`) are the action labels of the BPA P` (resp. P ′`) defined in the
previous section.
To prove Theorem 5, assume to the contrary that the there exist decompositions for
EF formulas ϕ whose sizes can be bounded from above by an elementary function, say by
Tower(r, |ϕ|) for some fixed r ∈ N. Let h ∈ N be a sufficiently large number for the following
arguments to work. Let us fix a smallest possible decomposition D = (Ψ,Ψ′, β) for the
EF formula ϕh = xcount(h,h) over Lh ∪ L′h. Thus by assumption |D| ≤ Tower(r, |ϕh|). Let
Ψ = {ψi}i∈I and Ψ′ = {ψ′j}j∈J . Recall that each ψi ∈ Ψ is an EF formula over Lh, and each
ψ′j ∈ Ψ′ is an EF formula over L′h. Moreover β is a positive boolean formula over the variables
{xi}i∈I ∪ {x′j}j∈J such that for every state (u, u′) ∈ (Σh)∗ × (Σ′h)∗ of T (Ph) × T (P ′h), it
is the case that (T (Ph) × T (P ′h), (u, u′)) |= ϕh if and only if β[µ] is true, where µ is the
assignment to β where we have µ(xi) = 1 if and only if (T (Ph), u) |= ψi and µ(x′j) = 1 if
and only if (T (P ′h), u′) |= ψ′j .
Next, we will use Proposition 6 and the small decomposition given by the assumption to
construct a DFA for the language Lh,h = {u ∈ Σ∗h | ∃u ∈ (Σ′h)∗ : (T (Ph)× T (P ′h), (u, u′)) |=
ϕh} with less than Tower(h− 1, h) + 1 states, which will contradict Lemma 3. To do so, we
first make the following simple observation that relates the decomposition D of ϕh and the
formula ϕh itself.
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Define the EF formula β˜ over Lh ∪ L′h to be obtained from the boolean formula β by
replacing each variable xi by ψi and each variable x′j by ψ′j . Then, since all formulas ψi
and ψ′j are also formulas over Lh ∪ L′h, the EF formula β˜ is also a formula over Lh ∪ L′h.
Moreover, it is easy to see that by assumption we have [[ϕh]]T (Ph)×T (P′h) = [[β˜]]T (Ph)×T (P′h).
In fact, the latter immediately follows from the fact that
[[ψi]]T (Ph)×T (P′h) = [[ψi]]T (Ph) × (Σ′h)∗, and (1)
[[ψ′j ]]T (Ph)×T (P′h) = Σ
∗
h × [[ψ′j ]]T (P′h) (2)
which can easily be proven by induction on the structure of the formulas ψi and ψ′j since no
action labels of Ph (resp. P ′h) occur in the action labels of ψ′j (resp. ψi). Thus, the goal to
obtain a contradiction will be to show that we can find a small DFA for
L1(β˜) = {u ∈ Σ∗h | ∃u′ ∈ (Σ′h)∗ : (T (Ph)× T (P ′h), (u, u′)) |= β˜}.
Using Proposition 6 we obtain DFAs for [[ψi]]T (Ph) (for each i ∈ I) and [[ψ′j ]]T (P′h) (for
each j ∈ J) each of size double exponential in, respectively, |ψi| + |Ph| and |ψj | + |P ′h|.
To obtain a small DFA for L1(β˜) from these DFAs, we will now perform some simple
constructions from automatic structures (e.g. see [16]). We first briefly recall the notion
of (binary) automatic relations. Fix a nonempty finite alphabet Σ. A pair of words
(u,w) = (a1 · · · am, b1 · · · bn) ∈ Σ∗ × Σ∗ can be represented as a word u ⊗ w = c1 · · · ck of
length k = max(m,n) in the new alphabet Σ⊥ ×Σ⊥, where Σ⊥ = Σ ∪ {⊥} with a “padding”
symbol ⊥ /∈ Σ, and where either ci = (ai, bi) if i ≤ m and i ≤ n, where ci = (ai,⊥) if
i ≤ m, i > n or where ci = (⊥, bi) otherwise. A (binary) relation R ⊆ Σ∗ × Σ∗ is said to
be automatic if the language {u⊗ v | (u, v) ∈ R} ⊆ (Σ⊥ × Σ⊥)∗ can be accepted by a DFA
(i.e. is regular). We also write pi1(R) to be the projection of R to the first component, i.e.,
pi1(R) = {u ∈ Σ∗ | ∃w : (u,w) ∈ R}. The following proposition is standard (e.g. see [16]):
I Proposition 7. Given two automatic relations R1, R2 accepted by DFAs A1 and A2,
respectively, we have (i) the relation R1 ∩ R2 can be accepted by a DFA of size at most
|A1| · |A2|, (ii) the relation R1 ∪ R2 can be accepted by a DFA of size at most |A1| · |A2|,
and (iii) the language pi1(R1) ⊆ Σ∗ can be accepted by a DFA of size 2O(|A1|).
Observe now that [[ψi]]T (Ph)×T (P′h) (for each i ∈ I) and [[ψ′j ]]T (Ph)×T (P′h) (for each j ∈ J)
is an automatic relation over the alphabet Σ = Σh ∪Σ′h that can be accepted by DFAs of size
double exponential in, respectively, |ψi|+ |Ph|+ |P ′h| and |ψ′j |+ |Ph|+ |P ′h| by Proposition
6. The construction of a small DFA A for the language L1(β˜) can be done in a bottom-up
fashion with respect to β˜ using Proposition 7 by firstly taking unions and intersections from
the DFAs recognizing [[ψi]]T (Ph)×T (P′h) (for each i ∈ I) and [[ψ′j ]]T (Ph)×T (P′h) (for each j ∈ J),
and at the end projecting to the first component. All in all, there are constants c1, c2 with
c1 < c2 (both independent of h) such that
|A| ≤ Tower(c1, |ϕh|+ |Ph|+ |P ′h|) ≤ Tower(c2, h). (3)
The latter inequality follows from the fact that |Ph|+ |P ′h| = poly(h) and |ϕh| = exp(h). On
the other hand, due to [[ϕh]]T (Ph)×T (P′h) = [[β˜]]T (Ph)×T (P′h) and Lemma 3, we must have
|A| ≥ Tower(h− 1, h) + 1. (4)
It is clear that if we choose h sufficiently large, then inequalities (3) and (4) cannot hold at
the same time, a contradiction.
Remark. The proof above can be easily adapted to the case of HM-logic by taking prefix-
recognizable systems and the HM formulas of the form ^xcount(`,`) defined in the remark given
at the end of previous section instead of BPAs and EF formulas of the form xcount(`,`).
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4.2 Restricting to finite transition systems
Theorem 5 gives a nonelementary lower bound for decompositions over asynchronous products
of two general transition systems. This still leaves the possibility that better upper bounds
might be possible when we consider only asynchronous products of finite transition systems,
i.e., the version of Theorem 1 when transition systems under consideration are finite. The
following theorem shows that this is not the case.
I Theorem 8. The size of decompositions for EF (resp. HM) formulas in the sense of
Theorem 1 cannot be bounded by an elementary function when restricted to the class of finite
transition systems.
Roughly speaking, this theorem can be proven by combining Theorem 5 and the fact that HM
and EF logics satisfy “finite model property with respect to a finite set of formulas”: a logic
L is said to satisfy the finite model property with respect to a finite set of formulas whenever,
for every finite set Ξ of L-formulas and every pointed transition system (T , s) there exists a
finite pointed transition system (TΞ, sΞ) such that for all ψ ∈ Ξ we have (T , s) |= ψ if and
only if (TΞ, sΞ) |= ψ.
It simple to check that when restricted to logics that are closed under boolean operations
the finite model property with respect to a finite set of formulas is equivalent to the the finite
model property (for single formulas). To prove Theorem 8, the following technical lemma
suffices.
I Lemma 9. Let ϕ be an HM (resp. EF) formula over the action labels A∪A′ for nonempty
disjoint sets A and A′. Then, every decomposition of ϕ over all asynchronous products of two
finite systems over A and A, respectively, is also a decomposition of ϕ over all asynchronous
products of two general transition systems over A and A′, respectively.
Observe that Theorem 5 and the above lemma immediately imply Theorem 8. We shall
give the proof of Lemma 9 for EF-logic. In fact, HM-logic can be dealt with completely
analogously. We note that EF (analogously HM) has the finite model property with respect
to a finite set of formulas owing to the same property for Propositional Dynamic Logic (of
which EF-logic is a sublogic). The latter can be proven e.g. via filtration (e.g. see [8]).
Let us now proceed to the proof of Lemma 9. Let fix an arbitrary EF-formula ϕ.
Let C = (Φ,Φ′, α) be a decomposition of ϕ over the class asynchronous products of two
finite transition systems over A and A′, respectively. Let us assume Φ = {ϕk}k∈K and
Φ′ = {ϕ′m}m∈M for index sets K and M . We assume here that α is a boolean formula over
the variables {xk}k∈K and {x′m}m∈M . It is important to note here that we may only assume
here that C is a decomposition for ϕ on the class of asynchronous products of two finite
transition systems over A and A′, respectively.
In addition, we apply Theorem 1 to obtain a decomposition D = (Ψ,Ψ′, β) of ϕ over
the class of asynchronous products of two general transition systems, where Ψ = {ψi}i∈I
and Ψ′ = {ψj}j∈J . We assume that β is a boolean formula over the variables {yi}i∈I and
{y′j}j∈J .
Let us define the finite set of formulas Ξ = Φ ∪ Ψ over A and Ξ′ = Φ′ ∪ Ψ′ over A′.
Let us fix an arbitrary pointed transition system (T , s) over A and an arbitrary transition
system (T ′, s′) over A′. Let us moreover fix some finite pointed transition systems (TΞ, sΞ)
over A and (T ′Ξ′ , s′Ξ′) over A′ witnessing the finite model property with respect to Ξ and
Ξ′, respectively. To prove to lemma we will show that already C is a decomposition, so
we will show (T × T ′, (s, s′)) |= ϕ if and only if α is true, if xk = ((T , s) |= ϕk) and
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x′m = ((T ′, s′) |= ϕ′m). The latter follows from the following equivalences:
(T × T ′, (s, s′)) |= ϕ ⇔ β is true if yi = ((T , s) |= ψi) and y′j = ((T ′, s′) |= ψ′j).
⇔ β is true if yi = ((TΞ, sΞ) |= ψi) and y′j = ((T ′Ξ′ , s′Ξ′) |= ψ′j).
⇔ (TΞ × T ′Ξ′ , (sΞ, s′Ξ′)) |= ϕ.
⇔ α is true if xk = ((TΞ, sΞ) |= ϕk) and x′m = ((T ′Ξ′ , s′Ξ′) |= ϕ′m).
⇔ α is true if xk = ((T , s) |= ϕk) and x′m = ((T ′, s′) |= ϕ′m).
Hence, C is a decomposition over all (both finite and infinite) transition systems, com-
pleting the proof of Lemma 9.
Acknowledgements: Anthony Lin thanks EPSRC (EP/H026878/1) for their support.
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Abstract
We consider a chromatic variant of the art gallery problem, where each guard is assigned one
of k distinct colors. A placement of such colored guards is conflict-free if each point of the
polygon is seen by some guard whose color appears exactly once among the guards visible to
that point. What is the smallest number k(n) of colors that ensure a conflict-free covering of
all n-vertex polygons? We call this the conflict-free chromatic art gallery problem. The problem
is motivated by applications in distributed robotics and wireless sensor networks where colors
indicate the wireless frequencies assigned to a set of covering “landmarks” in the environment
so that a mobile robot can always communicate with at least one landmark in its line-of-sight
range without interference. Our main result shows that k(n) is O(log n) for orthogonal and
for monotone polygons, and O(log2 n) for arbitrary simple polygons. By contrast, if all guards
visible from each point must have distinct colors, then k(n) is Ω(n) for arbitrary simple polygons
and Ω(
√
n) for orthogonal polygons, as shown by Erickson and LaValle [3].
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Keywords and phrases art gallery problem, conflict-free coloring, visibility
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1 Introduction
The Art Gallery Theorem is a classical result in computational geometry, first posed by Klee
and proved by Chvátal [2], which says that bn/3c (point) guards are always sufficient, and
sometimes necessary, to cover a simply-connected n-vertex polygon. In the last 30 years,
many extensions, variations, and generalizations involving different types of guards, polygons,
and visibility constraints have been investigated. (See [6] and [8], for instance.)
Besides their mathematical elegance and appeal, the interest in art gallery problems is
also spurred by applications in distributed surveillance, monitoring, and robotics. In many of
these applications, the “guards” are “landmarks” deployed in an environment to help provide
navigation and localization service to mobile robots. The mobile device communicates with
these landmarks through wireless, or other “line-of-sight” signaling mechanisms. In order for
the signaling mechanism to work correctly, the different landmarks visible to the robot at
any position must operate on different frequency—the robot is unable to receive the signal if
multiple landmarks in its range are transmitting at the same frequency. This motivates a
“chromatic” version of the art gallery theorem, where the goal is not to optimize the number
of guards, but rather the number of distinct colors needed to distinguish the guards.
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Problem Motivation and the Results
Radio transceivers are cheap but tuning them to many different frequencies requires costly
hardware. If the polygons can be covered by guards of very few distinct colors (frequencies),
then it would enable inexpensive robot localization and navigation. This was the motivation
behind the work of Erickson and LaValle [4] who sought to guard the polygon so that each
point of the polygon is seen by guards of distinct colors only—that is, the robot located
anywhere in the polygon is able to communicate without interference with any of the guards
in its line-of-sight. Surprisingly, Erickson and LaValle discovered that this strong chromatic
condition does not lead to much savings in the number of colors: there are simple polygons
that require Ω(n) colors, and even monotone orthogonal polygons require Ω(
√
n) colors [3].
Motivated by this negative result, we consider a weaker chromatic condition, which is
sufficient for the original robotics application of interference-free communication with a guard
at all locations. Specifically, we call a placement of colored guards conflict-free if each point
of the polygon is seen by some guard whose color appears exactly once among the guards
visible to that point. Thus, for any placement of the robot in the polygon, there is at least
one guard that can communicate with the robot without interference. We want to determine
the smallest number k(n) of colors that ensure a conflict-free coloring of some guard set in
all n-vertex polygons. We call this the conflict-free chromatic art gallery problem.
The main result of our paper is to prove that k(n) is O(log n) for orthogonal and for
monotone polygons, and k(n) = O(log2 n) for arbitrary simple polygons. Thus, not only
does the conflict-free coloring yield significantly smaller bounds for distinct colors, it also
fulfills the hopeful vision of robotics application that a few colors suffice.
Related Work and Hypergraph Coloring
The chromatic art gallery problem is related to hypergraph coloring, where one must assign
colors to the vertices of a hypergraph H = (V, E), so that its edges, which are subsets of
vertices, are appropriately colored. In the most basic form, called the proper coloring, every
edge e with at least two vertices must be non-monochromatic; that is, there must be two
vertices x, y ∈ e whose colors are distinct. In the conflict-free coloring of H , every edge e must
have a vertex that is uniquely colored among the vertices in e. Smorodinsky [9, 11] considers
several simple geometric hypergraphs, such as those induced by disks or rectangles. For
instance, the rectangle hypergraph has a finite set of axis-aligned rectangles, and each maximal
subset of rectangles with a common intersection forms an hyperedge. For these hypergraphs,
it is known that the conflict-free chromatic number is Ω(log n) and O(log n) [7, 10].
To see the connection between chromatic art gallery and the hypergraph coloring, consider
a guard set S, and let R be the set of the guards’ visibility regions in the polygon. Then
we have a hypergraph H = (V, E), whose vertices correspond to S and in which a subset
Se ⊆ S corresponds to an edge if there is a point pe in the polygon contained exactly in
the visibility regions of the guards in Se and no others. A conflict-free hypergraph coloring
of H is easily seen to be also a conflict-free coloring of the guard set S. Of course, in the
chromatic art gallery, we need to simultaneously choose the guard set and color it, so it does
not quite reduce to the hypergraph coloring. Even if we were to consider a fixed guard set,
the visibility regions are not as well-behaved as disks or rectangles, and no non-trivial bound
is known for their conflict-free chromatic number.
The previous result that is most directly relevant to our work is the mentioned version of
the chromatic art gallery, with a stronger chromatic condition on the guard’s coloring. This
original version relates to a strong hypergraph coloring of the corresponding hypergraph H.
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Organization
Section 2 introduces some basic definitions and concepts. In Section 3, we prove the O(log n)
bound for the conflict-free coloring of orthogonal polygons, and the general proof strategy
that is used later for simple polygons as well. In Section 4, we prove the O(log n) bound for
monotone polygons, which is the key to establishing the O(log2 n) upper bound for general
polygons in Section 5.
2 The conflict-free chromatic art gallery problem
Let P be a simple polygon, whose boundary we denote as ∂P ⊂ P . We say that two points
p, q ∈ P are visible to each other if the line segment pq is a subset of P . The visibility
region of a point p is defined as V (p) := {q ∈ P | q is visible from p}. A finite point set
S ⊂ P is called a guard set if ⋃p∈S V (p) = P and we call the points in S guards. A coloring
c : S → {1, . . . , k} of the guards with k colors is called conflict-free if each point p ∈ P is
seen by a guard whose color appears exactly once among all guards that see p. Let kcf (S)
be the minimum number of colors required to color a guard set S conflict-free and let S(P )
be the set of all guard sets of P . Then the conflict-free chromatic guard number of a polygon
P is defined as χ(P ) := minS∈S(P ) kcf (S). We want to determine the smallest number k(n)
such that for all n-vertex polygons Pn we have χ(Pn) ≤ k(n).
Figure 1 This polygon requires bn/3c
guards but its conflict-free chromatic
guard number is just 2.
The classical art gallery theorem says that bn/3c
guards are both necessary and sufficient for cover-
ing a n-vertex polygon, but the number of colors
needed to ensure conflict-free covering may be signif-
icantly smaller. For instance, the construction that
forces bn/3c guards (Fig. 1) only requires two colors.
A polygon is called orthogonal, if its edges meet at
right angles. A polygon P is called monotone with respect to a line ` if every line orthogonal
to ` intersects the boundary of P at most twice. P is called x-monotone (y-monotone) if P
is monotone with respect to the x-axis (respectively the y-axis).
The following concept of independence is central to our proofs, and forms a basis for
coloring by partitioning into independent subpolygons.
I Definition 1 (Independence). Let P be a polygon. We call two subpolygons P1 and P2 of
P independent if there are no points p1 ∈ P1 and p2 ∈ P2 that are mutually visible.
I Lemma 2. Let {A1, . . . , Am} be a partition of the polygon P into m families of pairwise
independent subpolygons. That is, each Ai = {Pi1, . . . , Piki} is a collection of subpolygons
that are pairwise independent and all the subpolygons in the m families form a partition of
P . Then we have χ(P ) ≤ ∑mi=1 maxPij∈Ai {χ(Pij)}.
Proof. Let {C1, . . . , Cm} be m disjoint color sets, where |Ci| = maxPij∈Ai {χ(Pij)}. Then
we can guard every subpolygon Pij ∈ Ai conflict-free in itself with guards that get colors
from Ci, giving a total number of |C1| + . . . + |Cm| colors. We claim that this coloring
ensures that every point p ∈ P sees a guard of unique color among all guards that see p.
To prove this claim, without loss of generality, suppose that p is contained in a subpolygon
Pij1 of Ai and s1 is its guard of unique color in Pij1 . Any other guard s2 in P that has the
same color as s1 must lie in a subpolygon Pij2 6= Pij1 , which is contained in Ai and hence
independent of Pij1 . Thus s2 does not see p, and s1 is not only a guard of unique color
among all guards in Pij1 , but among all guards in P . Thus, we have found a conflict-free
covering with |C1|+ . . .+ |Cm| colors, which completes the proof. J
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Lemma 2 naturally suggests a divide-and-conquer strategy: we partition the polygon into
four sets of subpolygons and then conquer each set by recursively splitting the regions into
sets of independent regions and applying Lemma 2.
I Remark. We only require the interiors of subpolygons P1 and P2 to be independent, and
allow mutual visibility among their boundary points as long as these points also belong to
the boundary of another subpolygon that is responsible for their conflict-free covering. In
particular, for a line segment e contained in two boundaries ∂P1 and ∂P2, we will explicitly
mention whether P1 or P2 is “responsible” for guarding e.
3 Orthogonal Polygons
Our basic strategy is to partition the orthogonal polygon P into four types of monotone
orthogonal subpolygons. These subpolygons have a boundary consisting of a single base edge
and another subchain that is either x-monotone or y-monotone. The chain can be either
above the base edge or below in the former case, and to the left or to the right in the latter
case. We use mnemonic identifiers U (up), D (down), L (left) and R (right) to refer to these
four types. When we show all or parts of the partition, we display these types with the
colors red, green, black and blue, always using the following consistent mapping U → red,
D → green, L → black and R → blue.
The partitioning process
Given a polygon P we construct a partition by iteratively adding monotone subpolygons. In
each odd-numbered step we add subpolygons of Type U and D, and in each even-numbered
step we add subpolygons of Type L and R. Figures 2 and 3 illustrate the construction.
1
e
Q
R
Figure 2 The first step of the parti-
tioning process.
Step 1 Let e be the lowest horizontal edge of P ’s
boundary. Let Q be the set of all points q ∈ P which
are vertically visible from e and lie on or above e. Q
is the first subpolygon in our partitioning, and it is
of type U. Because P is a simply-connected region,
with no holes, it is easy to see that Q splits it in parts
that lie entirely to its left or entirely to its right, and
each part R shares exactly one edge with Q, which
is a vertical line segment.
1
2
2
2
2
2
Figure 3 The second step of the par-
titioning process.
Step 2 The line segments on the boundary of
Q become the base edges for new subpolygons of
Type L and R, which are defined analogously as the
first subpolygon, with vertical visibility replaced by
horizontal visibility. We note that the remaining
regions lie entirely above or below a subpolygon of
type L or R and share exactly one horizontal line
segment with these subpolygons, but not with the
first subpolygon Q.
Step 3 The horizontal line segments from Step 2 in turn generate subpolygons of Type U
and D.
We repeat steps 2 and 3 until we have a complete partition. In each odd-numbered step
we construct red (U) and green (D) polygons and in each even-numbered step black (L) and
blue (R) subpolygons.
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I Lemma 3. The partitioning process terminates within n+ 2 steps.
Proof. In each step at least one subpolygon is added to the partition. Such a subpolygon
touches at least one edge e = {u, v} previously not touched. In at most two additional
steps, both the endpoints of e, u and v, become completely surrounded by subpolygons of
the partition. The polygon is completely covered if all vertices are surrounded, hence the
partitioning process ends after at most n+ 2 steps. J
The schematic tree
The recursive partitioning generates four families of polygons: up-polygons AU , down-
polygons AD, left-polygons AL, and right-polygons AR. Ideally, we would like to invoke
Lemma 2 on this partition partitioned {AU , AD, AL, AR}. Unfortunately the subpolygons
in each family are not independent, see Fig. 4 for an example. We, therefore, introduce a
condition that allows us to subdivide the group AU into sets of independent subpolygons. In
the following, we focus exclusively on the red (up) polygon group; the other three groups are
handled in the same way.
We first introduce a schematic tree that is a convenient graphical representation of the
polygon partition we have. This graph is a 4-colored directed graph, where each vertex
represents a subpolygon of the partition of the same color. There exists a directed edge
from a subpolygon Pi to a subpolygon Pj if and only if Pj has been constructed over a line
segment e that is part of Pi’s boundary. As mentioned earlier, we consider e to be part of Pi
but not of Pj . Since P has no holes, T contains no cycle and is a tree. The first constructed
Q
Step 1
Step 2
Step 3
Step 4
Step 5
Step 6
Figure 4 The complete partition and the corresponding schematic tree.
subpolygon Q has no incoming edge, and it represents the root of our tree. (The base edge
of Q is considered to be a part of this subpolygon.) Since all other vertices have indegree 1,
T is a rooted directed tree and any subpolygon constructed in Step k has depth k − 1 in T .
Hence all red and green vertices have even height and all vertices of color blue or black have
odd height. Therefore every directed path in T alternates between vertices of red or green
color and vertices of blue or black color.
I Remark. Let pi ∈ Pi and pj ∈ Pj be two points of two subpolygons of the partition. Then
the shortest path between pi and pj in P goes through a subpolygon Pk if and only if Pk lies
on the shortest path between Pi and Pj in T .
I Lemma 4. Let P be a polygon with the given partition and the schematic tree T . Let Pi
and Pj be two arbitrary subpolygons of type U. Then, either (i) Pi and Pj are independent, or
(ii) there exists a red-black-alternating (or a red-blue-alternating) directed path in T between
Pi and Pj.
Proof. Suppose Pi and Pj are not independent, then there exist points pi ∈ Pi and pj ∈ Pj
that are mutually visible. The shortest path in P between pi and pj , therefore, must be a
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line segment. The way we included the base edges to be part of just one subpolygon excludes
the possibility of the line segment being horizontal or vertical. Without loss of generality, let
us assume that the line segment is directed up and to the left, with pi at the bottom-right,
and pj at the top-left. Since Pi is a U polygon, the visibility ray −−→pipj can only leave it
through its left boundary, and therefore it must enter a type L subpolygon. Next, by the
upward direction of −−→pipj , it can leave this L subpolygon only through a top boundary edge,
which forces it to enter a U subpolygon. This process repeats until we reach Pj , showing
that the sequence of polygons traversed by the shortest path from pi to pj is an alternating
U-L sequence, which corresponds to a red-black-alternating path in T . J
Conquering red-black-alternating trees: Staircase and recursion
Deriving a bound on the conflict-free chromatic guard number for family AU directly seems
difficult, because of inter-dependence of the subpolygons within the family. Instead, we use
the property of Lemma 4 to look at that portion of AU that forms a red-black-alternating tree.
That is, consider the union of the subpolygons that corresponds to a red-black alternating
tree in T . Suppose Pn is such an n-vertex orthogonal polygon, namely, whose partition is
a red-black alternating tree. We will cover a part of Pn with a staircase polygon in such a
way that all other relevant parts (containing red subpolygons) are independent and proceed
recursively for all of them.
Recall that a staircase (orthogonal) polygon is an orthogonal polygon whose boundary
can be split into two subchains with alternating convex and reflex interior vertices, with the
two endpoints being convex. A staircase polygon in which one of the subchains has only
one interior vertex is called a convex fan. Convex fans are star-shaped and can clearly be
guarded with one guard (and one color).
I Lemma 5. The conflict-free chromatic number for a staircase polygon P is at most 3.
Proof. Consider the following placement of colored guards in a staircase polygon: Starting
from the top, we place a guard s1 on the first convex vertex of the lower subchain. Then
we iteratively place a guard si+1 on the lowest convex vertex visible from si, alternating
between the two subchains until the staircase polygon is covered. To each guard si we assign
the color in {1, 2, 3} with the same residue class as i modulo 3. One can check that the
coloring is conflict-free, and a complete proof can be found in [4]. J
Let f(n) denote the smallest number of colors that ensure a conflict-free covering of all
type U subpolygons in any orthogonal Pn corresponding to a red-black-alternating tree. In
other words, for every Pn there is a guard set S ⊂ Pn that can be colored with f(n) colors
such that each point of a type U subpolygon is seen by some guard whose color appears
exactly once among the guards visible to that point. In the following we give a placement of
colored guards, which shows that f(n) is O(log n).
Since Pn consists of type U and type L subpolygons, it “grows to the left”. Therefore we
will cover Pn with staircases ascending to the left in a natural way: Let e be a horizontal
edge with two reflex vertices. We call the horizontal line through e a decision line, see Figure
5. A decision line splits Pn in a lower part and two or more independent upper parts, of
which at most one upper part contains more than bn/2c vertices. Starting from the lowest
and rightmost vertex of Pn we construct a staircase ascending to the left, which at every
decision line follows the upper part with the most vertices. We guard this staircase with
colors {1, 2, 3}. Furthermore at every intersection of the staircase’s lower subchain with a
base edge of a type U subpolygon, we insert a convex fan that is oriented to the left and to
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2&4
1
2
3
1
4
4
staircase polygon
remaining regions
convex fan
decision linee
type U base edge
type L base edge
second round
first round
third round
Figure 5 The first staircase subpolygon and covering with staircases and convex fans.
the top. These convex fans are bounded from the right by the staircase polygon and hence
independent. We guard every convex fan with a guard of color 4 placed on the intersection.
By iteratively adding staircases together with convex fans we can prove an upper bound on
f(n):
I Lemma 6. Suppose Pn is an orthogonal polygon with a partition that has a red-black-
alternating schematic tree. Then a conflict-free coloring of all the red regions of Pn needs at
most 4 logn colors. The same bound also holds for a red-blue-alternating schematic tree.
Proof. We cover a part of the type U subpolygons with a staircase and convex fans as
described. The remaining regions of the type U subpolygons are parts of smaller red-black-
alternating trees. These smaller trees are all bounded from below by a decision line and from
above and from the side by Pn’s boundary, hence they are independent. Furthermore all of
the smaller trees contain at most bn/2c of Pn’s vertices because during the construction we
choose at every decision line the upper part with the most remaining vertices.
Thus, the chromatic number follows the recurrence f(n) ≤ f(n/2) + 4, which yields
f(n) ≤ 4 logn. The same holds also for the red-blue-alternating trees by symmetry. J
A logarithmic upper bound for orthogonal polygons
We will show how one can cover all type U subpolygons in an arbitrary orthogonal polygon
Pn with O(log n) colors. Let T be the schematic tree of the partition and let A and B be two
disjoint color sets of size f(n). We use the A and B to iteratively cover red-black-alternating
and red-blue-alternating subtrees of T . In each step we must ensure that the subtrees of the
same type are independent so that we can use the same colors for all of the subtrees:
Step 1 Take a not yet covered subpolygon Ps corresponding to a vertex vs of minimal
depth in T . Let Ts denote the inclusion-maximum red-black-alternating subtree rooted at vs.
By Lemma 6 we can guard all type U subpolygons corresponding to red vertices in the tree
Ts with A.
Step 2 For every type U subpolygon in Ts (which now are all guarded) check whether it
has red grandchildren in T that are not yet guarded (and thus must be connected through
a blue vertex). These grandchildren are pairwise independent by Lemma 4, hence for each
grandchild v it is possible to cover the inclusion-maximum red-blue-alternating subtree rooted
at v with guards colored with colors in B conflict-free by Lemma 6. We have no conflicts
with the type U subpolygons covered before since A and B are disjoint.
Step 3 As in Step 2, cover the independent inclusion-maximum red-black-alternating
subtrees rooted at not yet covered red grandchildren of type U subpolygons in one of the
red-blue-alternating subtrees. We use the color set A, which gives no conflicts with the
guards in the red-blue-alternating subtrees, since they have colors from B. Furthermore
we have also no conflicts with the guards in a previous red-black-alternating subtree by
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Lemma 4, since the shortest path must go through the root of a red-blue-alternating subtree
and hence through both a type L and a type R subpolygon.
Step 4 Repeat Step 2 and Step 3 as long as there are grandchildren. Otherwise we either
have covered all type U subpolygons, or there remain type U subpolygons connected through
a green vertex, which are thus independent by Lemma 4. In that case we start over with
Step 1.
In this way, we get a conflict-free covering of all type U subpolygons in Pn with at most
|A| + |B| = 2f(n) = O(log n) colors. We can apply the same procedure to type D, L and
R subpolygons in alternating trees, since these cases are axis symmetric or rotationally
symmetric. For each type we use two new color sets of size f(n), which yields a conflict-free
coloring of all subpolygons of the partition of an orthogonal polygon, where we use at most
8f(n) = O(log n) colors in total. We have established the main result of this section.
I Theorem 7. The conflict-free chromatic guard number for orthogonal polygons on n vertices
is k(n) = O(log n).
4 Monotone Polygons: a Step Towards Simple Polygons
The recursive partitioning technique of the previous section will form the basis for our proof
of the general (non-orthogonal) polygons as well. However, the more complex visibility
structure of non-orthogonal polygons forces us first to establish an intermediate result for
monotone polygons. Specifically, our proof structure works by partitioning the polygon into
families of simpler staircase-shaped subpolygons. In the orthogonal case, staircase polygons
are easily covered using 3 colors (Lemma 5), but non-orthogonal staircases appear to be
more complicated. The main result of this section is to show that this basic building block
has conflict-free chromatic guard number O(log n). We then use this result to show that
arbitrary simple polygons have conflict-free chromatic guard number O(log2 n). A second
(albeit minor) is that a naive recursive partitioning using x-aligned and y-aligned visibility
may not even terminate in general polygons, and so we appropriately modify the partitioning
to ensure finite termination. In the following, we assume without loss of generality that our
polygon is x-monotone.
Monotone polygons
vs
vt
Figure 6 Partitioning a monotone
polygon into independent monotone sub-
polygons over concave subchains.
The monotone polygons are easily reduced to a col-
lection of independent monotone polygons with a
specialized structure, where one of the chains is either
a line segment or a concave chain. Specifically, given
an x-monotone polygon, consider the shortest path
between the leftmost and the rightmost vertices. This
path splits the polygon into a family of x-monotone
pieces, with pieces of the shortest path forming one
of their chains. In addition, all the subpolygons lying
below the shortest paths are mutually independent, as are those lying above the path. Due
to lack of space, the proof of the following lemma is omitted from this extended abstract.
I Lemma 8. The conflict-free chromatic guard number for monotone polygons is at most
twice the conflict-free chromatic guard number for monotone polygons over a concave chain.
In the following, we show that monotone polygons over a concave chain have conflict-free
chromatic guard number O(log n). The basic units of interest, however, turn out to be
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monotone polygons over an edge or over a convex chain. The following subsection handles
their coloring, which in turn forms the basis for coloring of monotone polygons over concave
chains.
Monotone polygons over a convex subchain
Let Pn be a monotone polygon over a single horizontal edge. Let g(n) denote the smallest
number of colors that ensure a conflict-free covering for any such Pn. Similar to our method
for constructing staircases in orthogonal polygons, we consider decision lines through either
horizontal edges with adjacent reflex vertices or through a vertex for which both of its
neighbors have a higher y-coordinate. A decision line splits Pn in a lower part and two or
more independent upper parts, of which at most one part contains more than bn/2c vertices.
Then we construct a subpolygon that contains the base edge of Pn and at each decision
line follows the part with the most remaining vertices, see the left picture in Figure 7. This
subpolygon is star-shaped and can thus be guarded with a single guard. The remaining
regions are mutually independent, x-monotone over a horizontal edge and contain at most
bn/2c of Pn’s vertices. We get the recurrence g(n) ≤ g(n/2) + 1, which yields g(n) ≤ log n.
1
2 2
3
3 3
3
Figure 7 x-monotone polygons over a single horizontal edge, a sloped edge and a convex chain.
Now let’s look at a monotone polygon over a single non-horizontal edge, without loss of
generality ascending to the right. We show in the middle picture of Figure 7 that Pn can be
partitioned into a set of independent monotone polygons over a horizontal edge and a tilted
monotone polygon over a horizontal edge. Hence by Lemma 2 for any such polygon we have
χ(Pn) ≤ 2g(n) ≤ 2 logn.
Monotone polygons Pn over a convex subchain are also easily covered with O(log n) colors.
The shortest path in Pn from the leftmost vertex to the rightmost vertex cuts off independent
monotone polygons over a single edge. The remaining subpolygon is bounded by a concave
chain on top and the convex chain at the bottom. We can cover such a polygon using log n
colors, by the following recursive process: place a guard of color i = 1 at the middle vertex of
the concave chain; increment the color to i = 2, place guards of color 2 at the middle vertex
of the two subchains, and so on. Clearly this requires log n colors, so it remains to show that
the polygon is covered and the coloring is conflict-free. Let p be a point in the remaining
subpolygon and let l(p) be the list of all guard colors p can see. Between any two guards on
the concave subchain that have the same color there must lie a guard of lower color between
them. Hence the minimal color in l(p) is a unique color among all guards that contain p in
their visibility region. Therefore by Lemma 2, for any monotone polygon Pn over a convex
chain we have χ(Pn) ≤ 2g(n) + log n ≤ 3 logn.
Monotone polygons over a concave subchain
For monotone polygons Pn over a concave chain, we cut off independent monotone subpolygons
over a horizontal edge as we did before in the case of a non-horizontal base edge. This
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results in two additional independent subpolygons whose boundary consists of a lower
subchain which is concave and strictly increasing (respectively strictly decreasing) and an
upper subchain which is monotonically increasing (respectively monotonically decreasing).
11
2
2
3
3
3
3 2
2
Figure 8 Guard placement for mono-
tone polygon over a concave subchain.
In both of these subpolygons we place colored guards
on the concave subchains as we did in the case of
monotone subpolygons over a convex subchain. We
show the partition and the guard placement and col-
oring in Figure 8. Let P be the subpolygon over the
strictly increasing concave subchain. If a point p in
P is guarded by a guard on the concave subchain, it
has a guard of unique color among all other guards
on the concave subchain that see p. However, there
may be regions in P not guarded by the guards on
the concave subchain. For these regions we have the
following technical lemma, whose proof is omitted due to lack of space.
I Lemma 9. If a point p ∈ P is not visible from any of the guards on the concave subchain,
then p lies in a not yet guarded simply connected region, which has the shape of a monotone
subpolygon over a convex chain. Furthermore all such regions are independent.
Thus, we have a partition into monotone polygons over a single horizontal edge (where
we need at most log n colors), monotone polygons over a convex chain (at most 3 log n colors)
and the two independent subpolygons guarded by the guards on the concave chain (at most
log n colors). By Lemma 2 we have that for any monotone polygon Pn over a concave chain,
χ(Pn) ≤ 5 logn. In view of Lemma 8, we now have the main result of this section.
I Theorem 10. The conflict-free chromatic guard number for monotone polygons on n
vertices is k(n) = O(log n).
5 Arbitrary Simple Polygons
Our proof structure for orthogonal polygons has the following form. We first partitioned
the polygon into four different types of subpolygons and showed that the process terminates
after a finite number of steps (Lemma 3). We then derived a necessary condition for two
subpolygons of the same type not to be independent (Lemma 4). We then found a conflict-free
covering using three colors for the basic building blocks, the staircase polygons (Lemma 5).
We used this to get an upper bound of 4 log n for polygons corresponding to red-black-
alternating subtrees (Lemma 6). Finally we put all subtrees together to achieve an O(log n)
upper bound on the chromatic guard number k(n) for orthogonal polygons.
Our proof for non-orthogonal simple polygons follows the same outline, with appropriate
differences spelled out. Specifically, given a n-vertex polygon Pn, we construct a partition
{AU , AD, AL, AR}, where AU , AD, AL, AR, respectively, is the collection of up-polygons
(depicted in red), down-polygons (in green), left-polygons (in black) and right-polygons (in
blue). We rotate Pn in such a way that we can start with a horizontal line segment which
gives rise to a first subpolygon of type U. Since the polygon’s edges are no longer axis parallel,
the partitioning process can be trapped between to edges e and f that ascend to the same
direction. This gives rise to a long and possibly infinite alternating path, see the left picture
in Figure 9.
In order to deal with this difficulty, we do the following. When an edge e of P gets
touched during the partitioning process for the second time by a subpolygon of the same
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type, without any vertex being touched in the meantime, we extend this subpolygon until it
touches a vertex of e or f , see the right picture in Figure 9. This ensures that in at least
f
e
f
e
Figure 9 Replacing a red-black-alternating path with an augmented U subpolygon.
every third step of the partitioning process a vertex gets touched. Now any vertex v can be
touched at most five times, since after the first time v gets touched, in each following step
at least an additional 90◦ of v’s interior angle are covered by a subpolygon of the partition.
Along the lines of Lemma 3, this modification allows us to prove the following result, whose
proof is omitted from this extended abstract due to lack of space.
I Lemma 11. The revised partitioning process gives a complete partition after a finite number
of (at most 15n) steps.
This replacement of alternating paths with a single polygon slightly changes the definition
of the subpolygon types in the partitioning, but its does not change the relations between
subpolygons of the same type when it comes to visibility—we simply replaced an alternating
path with a shorter alternating path. This means that the schematic tree of the revised
partitioning process has the same properties as the original partitioning process in orthogonal
polygons, in particular we get as a corollary from Lemma 4:
I Lemma 12. Let P be a polygon with the given revised partition and the schematic tree
T . Let Pi and Pj be two arbitrary subpolygons of type U. Then, either (i) Pi and Pj are
independent, or (ii) there exists a red-black-alternating (or a red-blue-alternating) directed
path in T between Pi and Pj.
This allows us to invoke the same coloring strategy as used in orthogonal polygons. We
first focus on polygon regions corresponding to red-black-alternating trees. A polygon Pn
corresponding to a red-black-alternating tree consists of type U and type L subpolygons; it
“grows to the left”. In place of Lemma 5, which states a constant conflict-free chromatic guard
number for staircase polygons, we have Theorem 10, which gives an O(log n) for monotone
polygons. We cover a part of Pn with a polygon that is both x- and y-monotone: Starting
from the lowest and rightmost vertex of Pn, at every decision line we follow the upper part
with the most vertices. We need O(log n) colors to do this plus an additional color to cover
the convex fans to its left as before. We are left with independent subtrees, all of size ≤ bn/2c.
We recursive each of them and cover all type U subpolygons of Pn in at most log n rounds.
This leads to the following result.
I Lemma 13. Suppose Pn is a simple polygon with a partition that has a red-black-alternating
schematic tree. Then a conflict-free coloring of all the red regions of Pn needs at most O(log2 n)
colors. The same bound also holds for a red-blue-alternating schematic tree.
The composition of red-black-alternating trees and red-blue-alternating trees that we
described earlier depended only on the condition of Lemma 4, which we preserved in the
revised partition of arbitrary polygons, see Lemma 12. Considering this, we can put subtrees
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together as we did in the case of orthogonal polygons. Thus we finally get an upper bound
for simple polygons.
I Theorem 14. The conflict-free chromatic guard number for simple non-orthogonal polygons
on n vertices is k(n) = O(log2 n).
6 Conclusions
The art gallery problems provide a conceptually clean and mathematically elegant framework
to study many applied questions related to surveilling, monitoring and covering of a physical
environment. In this paper, we studied a chromatic variant of the art gallery, where the
primary concern is to minimize the number of distinct colors assigned to guards. Our two
main results are that (i) every n-vertex simple polygon has a conflict-free chromatic art
gallery coverage with O(log2 n) colors, and (ii) if the polygon is orthogonal, then the number
of colors is only O(log n). A stronger form of coloring, which requires all guards visible
to a point to be distinct in colors, needs Ω(n) colors for simple polygons and Ω(
√
n) for
orthogonal polygons [3], showing that the weaker conflict-free condition gives a significant
improvement in the number of colors.
Our work suggests several directions for future research. Perhaps the most natural
question is to investigate the lower bounds on the number of colors needed. Currently,
we have none. What is the tight bound for the simple non-orthogonal polygons? Finally,
the line-of-sight visibility model is a crude model for wireless communication. Recently,
Fabila-Monroy et al. [5] have investigated the art gallery problems that allows the signal to
penetrate k walls. One could consider our chromatic art gallery in a similar setting.
Acknowledgment We thank Luca Foschini for some insightful discussions during this
research.
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Abstract
Omega numbers, as considered in algorithmic randomness, are by definition real numbers that
are equal to the halting probability of a universal prefix-free Turing machine. Omega numbers
are obviously left-r.e., i.e., are effectively approximable from below. Furthermore, among all
left-r.e. real numbers in the appropriate range between 0 and 1, the Omega numbers admit well-
known characterizations as the ones that are Martin-Löf random, as well as the ones such that
any of their effective approximation from below is slower than any other effective approximation
from below to any other real, up to a constant factor. In what follows, we obtain a further
characterization of Omega numbers in terms of Theta numbers.
Tadaki considered for a given prefix-free Turing machine and some natural number a the set
of all strings that are compressed by this machine by at least a bits relative to their length, and
he introduced Theta numbers as the weight of sets of this form. He showed that in the case
of a universal prefix-free Turing machine any Theta number is an Omega number and he asked
whether this implication can be reversed. We answer his question in the affirmative and thus
obtain a new characterization of Omega numbers.
In addition to the one-sided case of the set of all strings compressible by at least a certain
number a of bits, we consider sets that comprise all strings that are compressible by at least a but
no more than b bits, and we call the weight of such a set a two-sided Theta number. We demon-
strate that in the case of a universal prefix-free Turing machine, for given a and all sufficiently
large b the corresponding two-sided Theta number is again an Omega number. Conversely, any
Omega number can be realized as two-sided Theta number for any pair of natural numbers a
and b > a.
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Keywords and phrases computational complexity, Kolmogorov complexity, algorithmic random-
ness, Omega number
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1 Universal prefix-free machines and random reals
An Omega number is the weight of the domain of a universal prefix-free machine U , i.e., a
real number of the form ΩU =
∑
σ∈domU 2
−|σ|. Chaitin [3] introduced Omega numbers and
demonstrated, after work of Zvonkin and Levin [10], that Omega numbers admit recursive
approximations from below yet feature completely random binary expansions. That is,
Omega numbers are left-r.e. and Martin-Löf random. Remarkably, Omega numbers are the
only such numbers and therefore characterize the set of reals with these two properties.
Calude, Hertling, Khoussainov, Wang [1] and Kučera, Slaman [5] proved this equivalence
known as the Kučera-Slaman Theorem [4, p. 410].
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Tadaki introduced Theta numbers ΘaM as the weight of the set of strings that can be
compressed by a constant number a of bits relative to their length with respect to the coding
given by some prefix-free Turing machine M , i.e.,
ΓaM = {σ ∈ {0, 1}∗ : (∃τ)M(τ) = σ and |τ | ≤ |σ| − a}, ΘaM =
∑
σ∈ΓaM
2−|σ|.
Tadaki showed that in the case of a prefix-free universal Turing machine any Theta number
is an Omega number and he asked whether this implication can be reversed. We answer his
question in the affirmative and obtain this way a new characterization of Omega numbers.
In addition to the one-sided case of the set ΓaM of all strings compressible by at least a of
bits, we consider the two-sided case of the set Γa\bM of all strings that are compressible by at
least a but no more than b bits. We demonstrate that such sets cannot contain an r.e. set,
hence are not r.e., but somewhat surprisingly, in the case of a universal prefix-free machine,
for given a and for all sufficiently large b the corresponding two-sided Theta number Θa\bM
is left-r.e. and, in fact, is again an Omega number. Conversely, any Omega number can be
realized as two-sided Theta number for any pair of natural numbers a and b > a.
Note that due to space considerations in the sequel several results are stated without
proof.
Notation A string is a finite binary sequence, the length of a string σ is denoted by |σ|,
where |·| will also denote cardinality for sets. A set of strings is prefix-free if no string
in the set is a proper prefix of another string in the set. We let domM = {σ : M(σ) ↓}
be the domain of a Turing machine M , where M(σ) ↓ and M(σ) ↑ denote convergence and
divergence of the computation ofM on input σ. A prefix-free Turing machine or, for short, a
prefix-free machine is a Turing machine that has prefix-free domain. The prefix-free
Kolmogorov complexity of a string σ with respect to a prefix-free machine M , denoted
KM , is the length of the shortest input toM which results in output σ. A prefix-free machine
U is universal if for any other prefix-free machine M , there exists a constant c such that
for all strings σ, KU (σ) ≤ KM (σ) + c. Universal prefix-free machines exist [4, 6]. We fix
some reference universal prefix-free machine U and write K in place of KU . Furthermore,
let K(σ|ρ) = min{|τ | : U(1|ρ|0ρτ) = σ} denote the prefix-free complexity of σ given
ρ.
We will identify strings and natural numbers via the order morphisms between the length-
lexicographical ordering on strings and the usual order on the natural numbers, and accord-
ingly the function K, in addition to strings, may take natural numbers as arguments or even
integers, where the latter are viewed as a coded pair of a natural number and the sign. For
a natural number n, we let n∗ denote a code for n of minimum length, i.e., U(n∗) = n
and |n∗| = K(n), where among all codes of minimum length the code n∗ is the one with the
least running time on U , breaking ties by choosing the least string in lexicographical order.
For n = 0, 1, . . ., we let n¯ denote an encoding of the natural number n with respect to U ,
i.e, U(n¯) = n, that has length at most 2 log n+ c for some constant c [4], where log denotes
logarithm to base 2. We choose the mapping n 7→ n¯ to be recursive, while this would not
be possible for the mapping n 7→ n∗.
Unless explicitly specified otherwise, the term sequence refers to an infinite binary
sequence. A sequence x1x2 . . . can be viewed as the real that has binary expansion 0.x1x2 . . .,
and the notation sequence and real will be used interchangeably. A real number α ∈ [0, 1]
is called left-r.e. if it is the limit of an effectively given sequence of nonnegative dyadic
rationals, i.e., nonnegative rationals with denominators that are a power of 2. For a real α
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equal to 0.x1x2 . . ., the string α  n consists of the first n bits x1x2 . . . xn of α after the
decimal point. A real α is Martin-Löf random if there exists a constant c such that
K(α  n) ≥ n− c for all n. This definition coincides with our intuition that random objects
do not compress too much. A real that is left-r.e. and Martin-Löf random is called anOmega
number. For further background on notions discussed in this section, see the monograph
by Downey and Hirschfeldt [4], which contains also a detailed account of the Kraft-Chaitin
theorem to be used in the sequel.
2 Sets of compressible strings
Kolmogorov complexity comes in several flavors [4]. Besides the prefix-free Kolmogorov com-
plexity K introduced in Section 1, one can consider the plain version defined similarly but
without any requirements on machines being prefix-free. The plain Kolmogorov complexity
of a string of length n never exceeds n plus an additive constant, and a straightforward
combinatorial argument shows that for some positive constant d and all natural numbers a
and n, at most a fraction of 2−a+d of all strings of length n have plain Kolmogorov com-
plexity of at most n − a [4, p. 112]. For prefix-free Kolmogorov complexity, the situation
is similar but somewhat more involved because the upper bound of n has to be replaced
by n + K(n). Prefix-free Kolmogorov complexity for strings of length n may achieve but
never exceeds n+K(n), up to an additive constant [4, p. 128]. Furthermore, Chaitin’s cel-
ebrated Counting Theorem asserts that the number of strings describable by codes shorter
than this upper bound minus a constant has a simple upper bound reminiscent of the one
for plain complexity.
I Counting Theorem (Chaitin [2, 4, 6]). For some positive constant d and all natural num-
bers a and n, it holds that
|{σ ∈ {0, 1}n : K(σ) ≤ n+K(n)− a}| ≤ 2n−a+d ,
i.e., at most a fraction of 2−a+d of all strings of length n have prefix-free Kolmogorov com-
plexity of no more than n+K(n)− a.
When working with plain Kolmogorov complexity, it is suggestive to call an n-bit string
a-compressible in case the plain Kolmogorov complexity of the string is at most n−a and to
call a string compressible in case it is 1-compressible. Following the literature conventions,
we extend this notation to the prefix-free setting. Note that indicating compression relative
to n and not relative to the upper bound n+K(n) avoids having to count bits of compression
relative to the nonrecursive latter bound. We will, by slight abuse of notation, permit our
notation to carry over to negative values of a because some of our results extend to this
case.
I Definition 1. Let a be any integer. A string σ is a-compressible with respect to a
prefix-free machine M if KM (σ) ≤ |σ| − a. Furthermore, a string σ is a-compressible
if K(σ) < |σ| − a.
I Definition 2. Let M be a prefix-free machine and let a and b be integers. The set of
a-compressible strings with respect to M , denoted ΓaM , is
ΓaM = {σ ∈ {0, 1}∗ : (∃τ)M(τ) = σ and |τ | ≤ |σ| − a},
and the set of [a, b)-compressible strings with respect to M is
Γa\bM = Γ
a
M − ΓbM .
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We will refer to sets of the form ΓaM and Γ
a\b
M as one-sided and two-sided Gamma sets,
respectively, and we will call such Gamma sets universal in caseM is a universal prefix-free
machine.
By the Counting Theorem, there exists a constant d such that for all integers a and
string lengths n,
|ΓaU ∩ {0, 1}n| ≤ 2n−K(n)−a+d . (1)
In particular, this shows that for any integer a the fraction of strings of length n that are
a-compressible goes to 0 when n goes to infinity.
Miller and Yu [7] refined Chaitin’s Counting Theorem [4, Section 3.7]. Using their result,
we can improve (1) to lower and upper bounds that match up to a constant factor. We state
Miller and Yu’s result in a slightly altered form where we replace one occurrence of K(σ)
by KU (σ) for an arbitrary universal prefix-free machine U . One can resolve the differences
introduced in our alternate version via appropriately chosen values for the constant d; details
are left to the reader.
I Improved Counting Theorem (Miller and Yu [7]). Let U be a universal prefix-free machine.
There is a constant d such that for all natural numbers c and n it holds that
2n−c−K(c|n
∗)−d ≤ |{σ ∈ {0, 1}n : KU (σ) ≤ n+K(n)− c}| ≤ 2n−c−K(c|n∗)+d .
Note that the bounds given by the Improved Counting Theorem are false in general for
negative values of c. By the Improved Counting Theorem we obtain in Corollaries 3 and 4
bounds for the number of strings of length n in sets of the form Γa\bU and Γ
a\b
U for a universal
prefix-free machine U . Proposition 5 then shows that the assertion of Corollary 4 cannot be
strengthened to hold for all b instead of just all sufficiently large b.
I Corollary 3. Let U be any universal prefix-free machine. There is a constant d such that
for all natural numbers a and all n, as well as for all integers a and for all sufficiently large
natural numbers n it holds that
2n−K(n)−a−K(a|n
∗)−d ≤ |ΓaU ∩ {0, 1}n| ≤ 2n−K(n)−a−K(a|n
∗)+d . (2)
I Remark. Tadaki states the special case of Corollary 3 where a is equal to 1 and attributes
this result to Solovay [9, Theorem 5]. For this special case, as with any constant value of a,
the additive terms a and K(a|n∗) in the exponents of the bounding terms in (2) can be
subsumed into the constant d.
I Corollary 4. Let U be any universal prefix-free machine and let a be any integer. Then
for any real ε > 0, for all sufficiently large integers b, and for all n it holds that
(1− ε) |ΓaU ∩ {0, 1}n| ≤
∣∣∣Γa\bU ∩ {0, 1}n∣∣∣ ≤ |ΓaU ∩ {0, 1}n| . (3)
I Proposition 5. For every pair of integers a and b there is a universal prefix-free machine U
such that Γa\bU is empty.
3 Compressible strings and enumerability
We note that by definition every one-sided Gamma set is r.e., and every two-sided Gamma
set is the difference of two r.e. sets, or d.r.e., for short (see the monographs cited in the
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references [4, 6, 8] for background on r.e. and d.r.e. sets). Furthermore, in general sets of the
form ΓaM and Γ
a\b
M can be rather simple and may for example be empty or may be infinite
and recursive, where the latter can be achieved by choosing M to be a prefix-free machine
where M(0k) = 0k+1 while M is undefined, otherwise. In contrast to this, complements of
one-sided universal Gamma sets cannot even be r.e because any infinite r.e. set must contain
highly compressible strings. For two-sided Gamma sets Γa\bU a similar assertion holds for
sufficiently large b according to Proposition 6. We conclude this section by Lemma 7 which
provides the technical machinery for Theorems 10 and 11.
I Proposition 6. Let U be a universal prefix-free machine, and let a be any integer. For any
integer b, the set Γa\bU does not contain an infinite r.e. set. For almost all integers b > a,
the complement of the set Γa\bU is not r.e.
I Lemma 7. Let U be a universal prefix-free machine and let a and b be any integers
where a < b. Suppose that for each integer t an enumeration without repetitions of the set ΓtU
is given uniformly effectively in t and let σ0, σ1, σ2, . . . and τ0, τ1, τ2, . . . be the corresponding
enumerations of ΓaU and Γ
b
U , respectively. Furthermore, let d be any natural number and
let r be any recursive function. Then for all sufficiently large b there is a strictly increasing
recursive function g such that for all i,
(i)
∣∣σg(i)∣∣ = |τi| − d,
(ii) g(0) > r(0) and g(i+ 1) > r(g(i)),
(iii) σg(i) 6= τj for j = 0, . . . , r(i).
Proof. Each of the b-compressible strings τj occurs exactly once in the sequence σ0, σ1, . . .,
thus there is a computable function h such that for all i, each of the strings τ0, . . . , τi occurs
among the strings σ0, . . . , σh(i), hence does not occur among σh(i)+1, σh(i)+2, . . .. For further
use note that h(i) ≥ i.
We define inductively functions γ and g, which a priori are not necessarily total. For a
start, we setm0 to h(r(0)) = max{r(0), h(r(0))}, let γ(0) be the least string of length |τ0|−d
that differs from σ0 through σm0 , and let g(0) be the least (in fact possibly undefined but
if defined unique) index j such that γ(0) = σj . Assuming that γ and g have already been
defined for all arguments up to i, let
mi+1 = max{g(i), r(g(i)), h(r(i))},
γ(i+ 1) = min
{
η ∈ {0, 1}|τi+1|−d : η 6= σj for j ∈ {0, . . . ,mi+1}
}
,
g(i+ 1) = min{j : σj = γ(i+ 1)},
that is, γ(i+ 1) is the lexicographically least string of length |τi+1| − d that differs from all
the strings σ0, . . . , σmi+1 , while g(i+1) is the index of γ(i+1) in the enumeration σ0, σ1, . . ..
Now consider any i such that γ(i) and g(i) are both defined. Then assertion (i) holds
true by choice of γ(i) and because γ(i) and σg(i) are the same. Furthermore, assertions (ii)
and (iii) hold true because of g(i) > mi and because by choice of h and mi, σg(i) differs
from τ0 through τr(i). Since the functions γ and g are partial recursive, in order to prove
the lemma, it remains to show that g is total for all sufficiently large b.
By the Counting Theorem, for some n0 and all n ≥ n0 there exists a string of length n−d
that is not a-compressible. In case b > n0, the b-compressible strings τ0, τ1, . . . must all
have length at least n0, hence when trying to define γ(i + 1) there will always be a string
of length |τi+1| − d that differs from the a-compressible strings σ0 through σmi+1 . So in
case b > n0, the only way g might avoid being total is that there is a least index i such that
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the functions g and γ are defined on all values up to i, the string γ(i + 1) is defined, too,
but the value g(i+1) is undefined. That is, the string γ(i+1) is defined but does not occur
in the enumeration σ0, σ1, . . . of all a-compressible strings, which we show is impossible.
Consider a prefix-free machine M that assumes its input to be of the form a¯b¯ρ where a
and b are integers and ρ is a prefix-free code for some b-compressible string, i.e., U(ρ) = τi
for some index i. In case M is able to verify this assumption, M simulates the inductive
definition of γ and g in order to compute γ(i+1), and outputs η = γ(i+1). But then there
exists a c such that for all large enough b and for an optimal code ρ for τi,
KU (η) ≤
∣∣a¯b¯ρ∣∣+ c ≤ ∣∣a¯b¯∣∣+ |τi| − b+ c = |τi| − d− a− (b− a) + ∣∣a¯b¯∣∣+ c+ d ≤ |η| − a,
where the inequalities follow, first, by universality of U , second, by choice of ρ as a code of
length at most |τi| − b, third, by rearranging terms, and, last, because η has length |τi| − d
and because for any b that is large enough the difference b− a will be larger than ∣∣a¯b¯∣∣ plus
the constant c + d. Hence for sufficiently large b, for all i the string γ(i) is a-compressible,
hence g(i) is defined. J
4 Left-r.e. approximations for Theta numbers
In the following definition, we review and slightly extend Tadaki’s [9] concept of Theta
number, which is central for this exposition.
I Definition 8. The weight of a (not necessarily finite) set A of strings is the value of
the sum
∑
σ∈A 2
−|σ|, and the weight of a singleton string σ is 2−|σ|. For a prefix-free
machine M and integers a and b let
ΘaM =
∑
σ∈ΓaM
2−|σ| and Θa\bM =
∑
σ∈Γa\bM
2−|σ|
be the weights of the set ΓaM of a-compressible strings and of the set Γ
a\b
M of [a, b)-compressible
strings with respect to M .
We will refer to reals of the form ΘaM and Θ
a\b
M as one-sided and two-sided Theta
numbers, respectively. A Theta number is universal if its underlying prefix-free machine
is universal. Note that for any prefix-free machineM and any integers a and b, in case a ≤ b,
we have ΓbM is a subset of Γ
a
M and therefore
Θa\bM = Θ
a
M −ΘbM ,
whereas Θa\bM = 0, otherwise. Furthermore, for any prefix-free machineM and any integers a
and b, the Theta numbers ΘaM and Θ
a\b
M are both finite since both can be at most as large
as 2−a times the weight of the domain of the prefix-free machine M , where the latter weight
is at most 1 by the Kraft inequality, i.e.,
Θa\bM ≤ ΘaM =
∑
τ∈ΓaM
2−|τ | ≤
∑
σ∈domM
2−(|σ|+a) ≤ 2−a . (4)
As observed by Tadaki [9], the real Θ1U and indeed all one-sided Theta numbers, or reals
of the form ΘaM for integers a, are the weight of some r.e. set, which is equivalent to being
left-r.e. Proposition 6, which says that Γa\bM need not be r.e., now comes back to haunt us
because in contrast to the one-sided case, a two-sided Theta number may fail to be left-r.e.
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I Proposition 9. Let a be any integer. There exists a prefix-free machine M such that for
all b > a the real Θa\bM is not left-r.e.
The following theorem asserts that two-sided Theta numbers Θa\bU are indeed left-r.e for
all sufficiently large b in the case of a universal prefix-free machine U . This result comes
as a slight surprise since for all sufficiently large b the set Γa\bU is not r.e. according to
Proposition 6.
I Theorem 10. Let U be a universal prefix-free machine, and let a be any integer. For all
sufficiently large integers b, the real Θa\bU is left-r.e.
Proof. Apply Lemma 7 to U and a where d is equal to 0 and r is the identity function.
Fix any b that is so large that there are enumerations σ0, σ1, σ2, . . . and τ0, τ1, τ2, . . . of ΓaU
and ΓbU , respectively, and a recursive function g as in Lemma 7. Recall that the function g
is strictly increasing, hence is one-to-one and its range R is recursive. Then Θa\bU is left-r.e.
because we have
Θa\bU =
∑
σ∈Γa\bM
2−|σ| =
∑
σ∈ΓaM
2−|σ| −
∑
τ∈ΓbM
2−|τ |
=
∑
k∈N\R
2−|σk| +
∑
k∈N∩R
2−|σk| −
∑
k∈N
2−|τk|
=
∑
k∈N\R
2−|σk| +
∑
k∈N
2−|σg(k)| − 2−|τk|︸ ︷︷ ︸
=0
.
J
5 Theta numbers and Martin-Löf randomness
Tadaki [9] demonstrated that every one-sided universal Theta number is Martin-Löf ran-
dom. Using Theorem 10, we extend Tadaki’s result to show that two-sided universal Theta
numbers are Martin-Löf random. As just mentioned, the first statement in the following
theorem is due to Tadaki [9].
I Theorem 11. Let U be a universal prefix-free machine and let a be a natural number.
(i) The real ΘaU is Martin-Löf random.
(ii) For all sufficiently large natural numbers b, the real Θa\bU is Martin-Löf random.
Proof of (II). Fix any natural number b > a. Assuming thatΘa\bU is not Martin-Löf random,
we will obtain a contradiction if b is sufficiently large. In order to apply Lemma 7, take d = 1
and let r be equal to the identity function. Furthermore, let σ0, σ1, σ2, . . . and τ0, τ1, τ2, . . .
be enumerations of ΓaU and of Γ
b
U , respectively, as in the assumption of the lemma. Then
for sufficiently large b there is a strictly increasing function g as in the lemma, i.e., for all i,
the string σg(i) is one bit shorter than the string τi and differs from τ0, τ1, . . . , τi. Next let
for any natural number s,
Is = {i ≤ s : σi /∈ {τ0, . . . τs}} and Θa\bU,s =
∑
i∈Is
2−|σi| .
Observe that the sequence {Θa\bU,s} converges to Θa\bU , but not necessarily monotonically so.
Similarly to the one-sided case, let M be a prefix-free machine that, on input η, first tries to
compute the string U(η) and its length n. If successful, M next searches for the least s such
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that the length n initial segment of the binary expansion of Θa\bU,s is equal to U(η). If such a
number s is found, M outputs the least string of length n − 2 that differs from σ0, . . . , σs,
where such an output string exists for all sufficiently large n by the Counting Theorem.
By letting d0 be equal to the coding constant for M with respect to U , we can fix
a sufficiently large length n such that the following holds. The initial segment of Θa\bU of
length n is equal to U(η) for some code η of length at most n−a−d0−2, and the stringM(η)
exists, has length n− 2, and satisfies K(M(η)) ≤ |η|+ d0 ≤ n− a− 2. It follows that M(η)
is a-compressible, hence is equal to σt for some index t > s.
For the length n indicated in the previous paragraph, consider the corresponding values
of s, η and t and the corresponding set Is, as well as the set I+s = Is ∪ {t}. By choice of η,
the set I+s contains only indices of a-compressible strings and the sum of the weights of these
strings is strictly larger than Θa\bU . More precisely, since Θ
a\b
U,s differs from Θ
a\b
U by at most
2−n, we have∑
i∈I+s
2−|σi| =
(∑
i∈Is
2−|σi|
)
+ 2−|σt| = Θa\bU,s + 4 · 2−n ≥ Θa\bU + 3 · 2−n . (5)
Having the weight of strings indexed by I+s to be greater than Θ
a\b
U is not a contradiction be-
cause some of these strings may in fact be b-compressible and hence do not contribute toΘa\bU .
However, whenever a string ρ is b-compressible, i.e., is equal to some string τj , then σg(j) is
another a-compressible string with strictly greater weight than ρ. The string σg(j) may be
b-compressible in turn, in which case there is another a-compressible string of weight strictly
larger than σg(j). Iterating this process, we eventually reach a terminal a-compressible
string that is not b-compressible and contributes its weight to Θa\bU . In the remainder of the
proof, we argue that the terminal strings that are reached by such cascades starting from
strings with indices in I+s have a total weight that is strictly larger than Θ
a\b
U , which is then
indeed a contradiction.
Formally, define a partial function h such that σi is equal to τh(i) in case σi is indeed
b-compressible, and h is undefined otherwise. Let f = g ◦ h. Then for all i such that h(i) is
defined, we have
σf(i) = σg(h(i)), hence |σf(i)| = |σi| − 1 by choice of h and g.
I Claim 1. The function f is one-to-one in the sense that if f(i) and f(j) are both defined
and are the same, then i is equal to j.
Proof. In case f(i) = g(h(i)) and f(j) = g(h(j)) are both defined and are the same,
then h(i) and h(j) must both be defined and the same because g is strictly increasing and
hence one-to-one. Consequently, h(i) and h(j) are indices of identical strings σi and σj ,
hence i and j must be the same. J
I Claim 2. For all i ∈ Is, either f(i) is undefined or s < f(i).
Proof. Fix i in Is. In case h(i) is defined, by definition of h we have σi = τh(i), hence h(i) > s
by definition of Is. Then also f(i) = g(h(i)) > s because g is strictly increasing. J
I Claim 3. For all i it holds that f(i) < f(f(i)) whenever both values are defined.
Proof. It suffices to show that h(i) is strictly less than h(g(h(i))) because g is strictly increas-
ing and maps these two indices to f(i) and f(f(i)), respectively. In case the string σg(h(i))
occurs among τ0, τ1, . . . at all, then the corresponding index h(g(h(i)))must be strictly larger
than h(i) because by choice of g, the string σg(h(i)) differs from τ0 through τh(i). J
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For every i there is a maximum natural number m such that f [m](i) is defined because the
strings σf [0](i), σf [1](i), . . . are mutually distinct and have all length at most |σi|. Given i and
such maximum m, we let the i-cascade be the sequence
i, f(i), f(f(i)), . . . , f [m](i)
and we call i, f [m](i), and m respectively the starting point, the end point, and the
length of this cascade. The minimum possible length of a cascade is 0, in which case
starting point and end point coincide. Note that by choice of f , the length of an i-cascade
can be equivalently defined as the least k such that σf [k](i) is not b-compressible, i.e., an
index j occurring in a cascade is the end point of the cascade if and only if σj is not in ΓbU ,
or equivalently, is in Γa\bU .
I Claim 4. If two cascades have the same end point, then the starting point of one cascade
occurs in the other.
Proof. For a proof, consider an i-cascade of length k and a j-cascade of length l ≤ k that
have the same end point. In case the j-cascade has length 0, there is nothing to prove.
Otherwise, since f is one-to-one, the indices f [l−1](i) and f [k−1](i) must be the same, and
by an easy induction argument we obtain
i = f [0](i) = f [k−l](j) . J
I Claim 5. Any two distinct starting points which belong to Is have distinct end points for
their respective cascades.
Proof. By Claims 2 and 3, the numbers that occur in a cascade that starts at any point
in Is are all strictly larger than s, except for the starting point, which has size at most s.
So given two distinct indices i, j ∈ Is, i cannot occur in the j-cascade and vice versa, hence
the cascades starting at i and at j must have distinct end points by Claim 4. J
Let E be the set of all indices i that are end points of a cascade starting at some index in I+s .
The cardinality of E is then equal to the cardinality of either Is or I+s since by Claim 5 the
end points of the cascades starting at indices in I+s are mutually distinct except that there
may be a unique index j ∈ Is such that the j-cascade and the t-cascade have the same end
point. In the latter case, the index t is equal to f [k](j) for some k > 0 by s < t and Claims 2,
3, and 4, hence the length of σj is at least |σt| + 1. Furthermore, in case there is such an
index j, we have∑
i∈E
2−|σi| ≥
∑
i∈I+s \{j}
2−|σi| ≥ Θa\bU + 3 · 2−n − 2−|σj | > Θa\bU ,
where the inequalities hold, first, by choice of the index j and because the strings indexed
by a cascade decrease in length, hence increase in weight, second, by (5) and, third, because
of |σj | ≥ |σt|+1 = n− 1. Otherwise, in case the end points of the cascades starting at some
index in I+s are mutually distinct, we can argue similarly and infer rather directly from (5)
that the weight of the strings with index in E is strictly larger than Θa\bU . So we obtain in
both cases a contradiction to the definition of Θa\bU because the end point of any cascade is
the index of a string that is in ΓaU but not in Γ
b
U , hence this string contributes its weight
to Θa\bU . This concludes the proof of Theorem 11. J
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6 Universal Theta numbers and Omega numbers
Finally, we ask which reals can be realized as one-sided or two-sided Theta numbers.
Tadaki [9] demonstrates that one-sided universal Theta numbers are always Omega num-
bers. He then asks whether conversely every Omega number can be realized as one-sided
universal Theta number. Similarly, by Theorems 10 and 11, which assert that any two-sided
universal Theta number is indeed an Omega number in case the corresponding larger com-
pression bound b is sufficiently large, it is suggesting to ask whether all Omega numbers
can be realized as two-sided universal Theta numbers. We give a positive answer to both
question in Theorem 12. Together with the results mentioned above this yields a new char-
acterization of the Omega numbers: a real is an Omega number if and only if the real is a
one-sided universal Theta number.
I Theorem 12. Let a and b > a be natural numbers and let α be a nonnegative left-r.e.
Martin-Löf random real where α < 2−a. Then there are universal prefix-free machines V
and V ′ such that α = Θa\bV = Θ
a
V ′ .
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Abstract
The Contraction Checking problem asks, given two graphs H and G as input, whether H
can be obtained from G by a sequence of edge contractions. Contraction Checking remains
NP-complete, even when H is fixed. We show that this is not the case when G is embeddable
in a surface of fixed Euler genus. In particular, we give an algorithm that solves Contraction
Checking in f(h, g) · |V (G)|3 steps, where h is the size of H and g is the Euler genus of the
input graph G.
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1 Introduction
We consider simple finite graphs and use standard graph-theoretical terminology. For
notions not define here, we refer the reader to Diestel [6] and to Mohar and Thomassen [17].
Contractions and topological minors. To contract an edge is to identify its two endpoints
and remove the loop and multiple edges that have possibly been created. A graph H is
a contraction of a graph G (H <c G) if H can be obtained from G by a sequence of edge
contractions. Deciding whether the input graph can be contracted to a fixed pattern is
NP-complete, even for small pattern graphs – the smallest is an induced path on four
vertices [3].
To dissolve a vertex of degree 2 is to contract one of the edges incident with it. A graph H
is a topological minor of a graph G if H can be obtained from G by a sequence of vertex/edge
deletions and vertex dissolutions. Recently, Grohe et al. proved that for every fixed graph
H there exists an O(|V (G)|3) time algorithm deciding whether H is a topological minor of
G [13]. This is an FPT algorithm for this problem when parameterized by the size of H , that
is, an algorithm with running time g(|H|) · |G|O(1). (For more information on parametrized
complexity theory, see any of the books: Downey and Fellow [7], Flum and Grohe [10], or
Niedermeier [20].)
Previous work on contractions. The problem of checking whether a graph is a contraction
of another has attracted some attention. Perhaps the first systematic study of contractions
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was undertaken by Brouwer and Veldman [3]. According to the results of [3], checking if
a graph is contractible to the induced cycle on four vertices or the induced path on four
vertices is NP-complete. More generally, they prove that it is NP-complete for every bipartite
graph with at least one connected component that is not a star. Looking at contractions to
fixed pattern graphs is justified by the result by Matoušek and Thomas [15] who proved that
deciding, given two input graphs G and H, whether G is contractible to H is NP-complete
even when both G and H are trees.
Surface containment relations. Surface versions of contractions and topological minors
can be defined for surface-embedded graphs. Formal definitions are presented in Section
2. For the purpose of this introduction, we only note that surface contractions and surface
topological minors are surface-embedded versions of contractions and topological minors,
respectively, that respect the embedding.
For every surface Σ and every pattern graph H , there exists a polynomial-time algorithm
deciding whether a Σ-embedded graph can be contracted to H [14]. The algorithm is based
on a combinatorial lemma that allows to reduce the problem of testing for contraction in
a surface-embedded graph to a constant number of tests for surface topological minors in
its dual. The procedure is polynomial for every fixed graph H; however, the degree of the
polynomial depends on the size of H. Is it possible to design an FPT algorithm for this
problem when parameterized by the size of H?
The main obstacle is testing for surface topological minors. If there existed an FPT al-
gorithm for deciding if a surface-embedded input graph contains a pattern graph H as a
surface topological minor, then the machinery of [14] would imply an FPT algorithm for
contraction checking. Surface topological minors are different from topological minors as they
are defined for surface-embedded graphs and respect the embedding. While it is possible to
reduce topological minor testing to surface topological minor testing, the latter is not known
to be FPT-reducible to the former.
In this paper we overcome these difficulties and show that testing whether a surface-
embedded graph is contractible to a given pattern is FPT, when parameterized by the size of
the pattern.
The irrelevant vertex technique. A core technique from Graph Minors by Robertson
and Seymour that has been especially prolific in algorithmic research is the following win/win
approach. If the treewitdh of the input graph is small (less than a certain constant c
depending on the problem parameter), apply dynamic programming and solve the problem in
FPT time with respect to c; otherwise, exploit the existence of a subdivision of a large wall in
the input graph (its size depends on c). In the latter case, one can usually find an irrelevant
vertex – a vertex that can be safely removed from the graph without changing the solution.
Then, the algorithm is recursively applied to the new graph so that, eventually, the treewidth
of the graph drops below c to make the dynamic programming approach applicable.
Our approach. We follow this general scheme, however, we additionally prove that one can
assume that the subgraph containing a large subdivided wall is of bounded treewidth. More
precisely, for every positive integer h and a surface Σ, there exist constants t and T such
that in every Σ-embedded graph of treewidth at least t there exists a disk in Σ such that
the graph induced by the vertices inside the disk is of treewidth at most T and contains a
subdivision of a wall of height h. This assumption comes in handy in our proof. We also
believe that this lemma is of independent interest and can be applied to other problems.
Having found a subgraph of bounded treewidth containing a large subdivided wall, we
consider a collection of nested cycles from the wall. For each cycle, we check what sub-
patterns of the guest graph can be seen as surface topological minors of its interior with a
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Relation planar graph graphs on surfaces all graphs
(induced) subgraph FPT [8] W[1]-hard
minor FPT[22]
topological minor FPT [13]
weak/strong immersion FPT [13]
induced minor FPT [9] open para-NP-complete [9]
contraction FPT [this paper] para-NP-complete [3]
Table 1 Overview of parameterized complexity status of containment relations in graphs.
“certain attachment” to the boundary of the cycle. This attachment determines the possible
ways such a pattern should be extended outside the cycle towards matching the structure of
the host graph. This is encoded as a characteristic function of each cycle. A key property is
that the characteristic function is monotone – whatever can be attached to a cycle, can also
be attached to subsequent cycles in the collection.
The main idea is to determine a collection of consecutive cycles with the same characteristic
function, which is now feasible since this computation takes place in a graph of bounded
treewidth. If this collection is “sufficiently large” then the monotonicity property implies
that every sub-pattern of the guest graph can be also located away from some “safe” cycle
and this is proved by making use of the Unique Linkage Theorem of Robertson and Seymour
from [21, 23]. Then the safe cycle contains an irrelevant vertex that is removed and the
procedure recurses until the host graph has bounded treewidth.
Table 1 summarizes the current state of research on parameterized complexity of contain-
ment relations, including the contribution of this paper.
In this extended abstract we give a detailed outline of the algorithm. The complete
presentation of the algorithm and the proof will appear in the journal version of this paper.
2 Definitions
Surfaces. A surface Σ is a compact 2-manifold without boundary (we always consider
connected surfaces). Whenever we refer to a Σ-embedded graph G we consider G accompanied
by some embedding of it in Σ without crossings. To simplify notation, we do not distinguish
between a vertex of G and the point of Σ used in the drawing to represent the vertex or
between an edge and the line representing it. Given an edge e, we denote by e the set of its
endpoints (clearly, 1 ≤ |e| ≤ 2). We also consider a graph G embedded in Σ as the union
of the points corresponding to its vertices and edges. That way, a subgraph H of G can be
seen as a graph H, where H ⊆ G. We refer to the book of Mohar and Thomassen [19] for
more details on graph embeddings. The Euler genus of a graph G is the minimum integer γ
such that G can be embedded on a surface of the Euler genus γ.
Given a Σ-embedded graph G, we denote by F (G) the set of its faces, i.e. the set of
connected components of the set Σ \G. We say that a face in F (G) is trivial if it is incident
with at most two edges. An edge is trivial if it is incident with a trivial face. A loop of G is
an edge with one endpoint. We say that a loop e is singular if it is either non-contractible or
it is contractible and both connected components of Σ \ e contain vertices of G.
The surface contraction of an edge e in a Σ-embedded graph G is the graph G′ = G\Σe
defined as follows. In case e is non-singular, G′ is the graph obtained if we identify the
closure of all points of e to a single vertex. In case e is singular the G′ is the graph obtained
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from G after removing all points of e. Notice that surface contractions are defined in a way
that preserves surface integrity.
Let H and G be two Σ-embedded graphs. We say that H is a surface contraction of
G, denoted by H ≤Σc G , if H can be obtained from G by a (possibly empty) sequence
of operations that may be either surface contractions of edges or removals of trivial edges.
Finally, we say that H is a surface minor of G, if H is a surface contraction of some subgraph
of G.
Isomorphism. Let A1 and A2 be graphs and let ψ : V (A1) → V (A2) be a bijection.
We say that A1 and A2 are ψ-isomorphic if for each pair x, y ∈ V (A1) it holds that
{x, y} ∈ E(A1) if and only if {ψ(x), φ(y)} ∈ E(A2). The edge extension of ψ, denoted by
ψe : V (A1) ∪ E(A1) → V (A2) ∪ E(A2) extends ψ so to incorporate the correspondence
between the edges of A1 and the edges of A2 implied by ψ.
Topological isomorphism. Let Ai be Σi-embedded graphs i ∈ {1, 2}. Suppose also that
Σ1 is homeomorphic to Σ2. Let ψ : V (A1) → V (A2) be a bijection from V (A1) to V (A2).
We say that A1 is ψ-topologically isomorphic to A2 is there is a homeomorphism φ : Σ1 → Σ2
such that ψ is an isomorphism from A1 to A2 and ψe is induced by the restriction of φ in
V (A1). Notice that the bijection ψ above is an isomorphism between A1 and A2.
Surface topological minor. Let Σ be a surface and G be a Σ-embedded graph. Given a set
P of internally disjoint extended paths of G, we define GP as the Σ-embedded graph created
if we first remove from G each edge not in a path in P and then replace each extended path
(P,A) in P(G) by the extended path ((e, {e}), A) where e is a new edge and e = A.
Let Σ be a surface and (G,SG) and (H,SH) be two rooted Σ-embedded graphs. Let also
σ be a bijection from SG to SH . We say that (H,SH) is a surface σ-rooted topological minor
of (G,SG), and we denote it by (H,SH) ≤Σσ (G,SG) if there is a collection P of internally
disjoint extended paths in G such that GP is ψ-topologically isomorphic to H for some
bijection ψ : V (GP)→ V (H) where σ ⊆ ψ. When SG = SH = ∅, we say that H is a surface
topological minor for G and denote it by H ≤Σstm G.
The main technical result of [14] is an equivalence between surface contractions in a
surface-embedded graph and surface topological minors in its dual. A multigraph is called
thin if it has no two parallel edges bounding a 2-face. (In particular, simple graphs are thin.)
For a surface Σ and a simple Σ-embedded graph H, let CΣ(H) be a maximal set of thin
Σ-embedded multigraphs that have the same adjacencies between their vertices as H (that
is, forgetting multiple edges) such that they are all pairwise not topologically isomorphic.
The set CΣ(H) is finite (Lemma 5 in [14]).
I Proposition 1 ([14]). Let G and H be graphs. Suppose also that G is embedded in
a surface Σ and let G∗ be its dual. Then H ≤Σc G if and only if there exists a graph
Hˆ ∈ CΣ(H) such that Hˆ∗ ≤Σstm G∗.
3 Description of the algorithm
Let G and H be the host and the guest graph respectively. We denote by n the number of
vertices in G. Also, in order to maintain only one parameter during the description of the
algorithm, we assume that h = |E(H)|+ |V (H)|+ eg(G), where eg(G) is the Euler genus
of G. For simplicity, we will use the notation Oh(nα) instead of f(h) · nα where f is some
computable function of h.
General framework. Following the idea of the irrelevant vertex technique, introduced by
Robertson and Seymour in [22], our first step is to check whether the treewidth of G is at
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most f0(H) + h + 1 where f0 : N → N is a suitable function of H. This can be done in
Oh(n) steps because of the results in [2]. If tw(G) < f0(h) + h+ 1, then the problem can
be solved by the dynamic programming algorithm of [1] in Oh(n) steps (this also follows
from Courcelle’s theorem [4] and the fact that contraction checking is expressible in Monadic
Second Order Logic). So we may assume that tw(G) ≥ f0(h) + h + 1. Also using the
algorithm in [18] we may consider that G is optimally 2-cell embedded in some surface Σ of
Euler genus eg(G). Let G∗ be the dual embedding of G in Σ. From [16], the treewidth of a
Σ 2-cell embedded graph and the treewidth of its dual cannot differ more than eg(Σ) + 1.
Therefore tw(G∗) ≥ f0(h). From Proposition 1, H is a contraction of G if and only if for
some Σ-embedded graph in Hˆ ∈ CΣ(H) it holds that Hˆ∗ ≤Σstm G∗. Recall that the size of
each graph in CΣ(H) depends only on H and eg(G) and therefore is bounded by f1(h) for
some function f1.
Our goal is to give an Oh(n2) step procedure with the following specifications:
Procedure Irrelevant Edge Detection(G,Σ)
Input: a graph G′ of treewidth at least f0(h) that is 2-cell embedded in a surface Σ of Euler
genus ≤ h.
Output: an edge e′ ∈ E(G′) such that G′ \ e remains 2-cell embedded in Σ and for every
Σ-embedded graph H ′ of size at most f1(h), it holds that
H ′ ≤Σstm G′ ⇔ H ′ ≤Σstm G′ \ e′.
Actually, function f0 should be chosen to be “sufficiently big” so it is possible to find an
irrelevant edge.
Let e∗ be the output of Irrelevant Edge Detection(G∗,Σ). Using the proof of Proposition 1,
we may find an edge e∗ ∈ E(G∗) such that if e∗ it is the dual edge of e ∈ E(G), then H is a
contraction of G if and only if H is a contraction of G/e. That way we reduce, in Oh(n2) steps,
the problem of checking whether H ≤c G to the problem whether H ≤c Gnew = G/e. Clearly,
we may again check whether tw(Gnew) < f0(h) + h + 1 and either solve the problem by
dynamic programming or again apply the Irrelevant Edge Detection procedure on Gnew. Since
the new graph is always smaller than the previous, applying the same steps, the algorithm
will stop and produce a correct solution. As this will occur in less than n repetitions, the
whole algorithm will take Oh(n3) steps, as claimed.
Given the above framework, what remains is to describe how the Irrelevant Edge Detection
procedure works.
Big walls of small treewidth. It follows from the results in [5, 11, 12] that every Σ-
embeddable graph of big enough treewidth contains as a subgraph a subdivision of a wall of
given height and width (where height and width are defined in the obvious way). Also, by
the same results, we can assume that this subdivision is “flat in the surface” in the sense
that its perimeter is a contractible cycle of the embedding (i.e. handles are outside the wall).
An example of such a subdivided wall is depicted in Figure 1 (for simplicity, we do not depict
the subdivision vertices). We need the following Lemma:
I Lemma 1. There are functions t1 and t2 such that, for every κ, every graph G that is
embedded in a surface Σ of Euler genus g and has treewidth at least t1(κ, g), contains a
subgraph R such that
R is the subdivision of a wall of height and width equal to k,
R is drawn inside a closed disk ∆ bounded by its perimeter, and
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∆ ∩G, i.e. the part of the graph that lies inside the perimeter of R, has treewidth upper
bounded by t2(κ, g).
Also, such a graph R can be computed in Oh(n2) steps.
Proof. The following claim can easily be derived by Lemma 4 in [11].
Claim. Let G be a graph embedded in a surface Σ of Euler genus g and let i be a positive
integer. If tw(G) ≥ 48i(g + 1), then G contains a subdivided wall R of height i and width i
as a subgraph and R is drawn inside a closed disk ∆ of Σ bounded by the perimeter of G′.
Let t1(κ, g) = 48κ(g + 1) and t2(κ, g) = 48(κ+ 1)(g + 1). Apply the following routine on G.
1. Let G′ := G.
2. While tw(G′) ≥ t2(κ, g) do
3. let i = κ+ 2,
4. let R′ be a subdivided wall of height i, as in
the above claim, and
5. update G′ to the subgraph of G′ induced by the vertices
in the strict interior of the perimeter of R′.
6. Output G′.
Notice that the output of the above routine has always treewidth at most t2(κ, g). If
the above algorithm never enters the loop of lines 3–5, then tw(G′) = tw(G) ≥ t1(κ, g) and,
because of the above claim for i = k, G contains the desired subdivided wall R of height
k. If this is not the case, then because of the stripping of Line 5, G′ (and thus G as well)
contains a wall R of height i− 2 = k, as required. J
The third assertion of Lemma 1 is important for our algorithm, as it implies that all
subgraphs of G that are inside the outer cycle have bounded treewith and therefore, for these
graphs, it is possible to answer queries on (rooted) surface topological minor containment in
Oh(n) steps.
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4. let RÕ be a subdivided wall of height i, as in
the above claim, and
5. update GÕ t the subgraph of GÕ induced by the vertices
in the strict interior of the perimeter of RÕ.
6. Output GÕ.
Notice that the output of the above routine has always treewidth at most t2(Ÿ, g). If
the above algorithm never enters the loop of lines 3–5, then tw(GÕ) = tw(G) Ø t1(Ÿ, g) and,
because of the above claim for i = k, G contains the desired subdivided wall R of height
k. If this is not the case, then because of t stri i of Line 5, GÕ (and thus G as well)
contains a wall R of height i≠ 2 = k, as req i J
The third assertion of Lem a 1 is importa t for o r algorithm, as it implies that all
subgraphs of G that are inside the outer cycle have bounded treewith and therefore, for these
graphs, it is possible to answer queries on (rooted) surface topological minor containment in
Oh(n) steps.
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Figure 1 A wall of height 17 and width 15 together with a railed annulus of 6 cycles and 23 rails
in it.
Cycles, rails, and tracks.Notice now that inside the perimeter of a subdivided wall of “big”
enough height and width, one may distinguish a collection of nested cycles A = {C1, . . . , Cr}
Figure 1 A wall of height 17 and width 15 together with a railed annulus of 6 cycles and 23 rails
in it.
Cycles, rails, and tracks.Notice now that i si eri eter of a subdiv de wall of “big”
enough height and width, one may distinguish ion of nested cycles A = {C1, . . . , Cr}
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all met by a collection of paths W = {W1, . . . ,Wq} (we call them rails) in a way that the
intersection of a rail and a cycle is always a path. We can also assume that, among these
cycles, Cr is the perimeter of the subdivided wall and we call it the outer cycle.
See Figure 1 for an example of how to extract 6 cycles and 23 rails from a (subdivided)
wall of height 17 and width 15. We call this pair (A,W) of collections of cycles and rails railed
annulus and observe that all rails and cycles are contained inside the outer cycle. Moreover,
given that we need k1 cycles and k2 rails, we can always find them in a subdivided wall of
big enough height and width. Combining this fact with Lemma 1, we derive the following.
I Lemma 2. There exist functions t3 and t4, such that every graph G that is embedded in
a surface Σ of Euler genus g and has treewidth at least t3(r, q) contains a railed annulus
(A,W) if r cycles and q rails such that every subgraph of G that is entirely inside the outer
cycle of A has treewidth at most t4(r, q).
For a more abstract visualization of a railed annulus with 9 cycles and 24 rails, see
Figure 2.
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cycle
Wj
Cj
x(i,j)
outer
Figure 2 A railed annulus of 9 cycles and 24 rails. Among them, we distinguish 8 tracks.
For the purposes of our algorithm, we distinguish some proper subset of the rails and we
call them tracks. For each cycle Ci of a railed annulus and for each rail Wh, we denote by
x(i,j) the last vertex, starting from inside, of Wh that is a vertex of Ci. For the i-th cycle
(counting from inside to outside) we denote by X(i) the set of all x(i,j)’s on it (in Figure 2,
X(5) consists of the white vertices). Also, for each i, we denote by  (i) the inner closed disk
bounded by Ci and by G(i) the subgraph of G that is is inside  (i).
H
 ˜
J J ˜,X
Figure 3 A graph J that is  ˜-excised by H and its enhanced version J ˜,X (X consists of the
white vertices).
Figure 2 A railed annulus of 9 cycles and 24 rails. Among them, we distinguis s.
For the purposes of our algorithm, we distinguish some proper subset of the rails and we
call them tracks. For each cycle Ci of a railed annulus and for each rail Wh, we denote by
x(i,j) the last vertex, starting from inside, of Wh that is a vertex of Ci. For the i-th cycle
(counting from inside to outside) we denote by X(i) the set of all x(i,j)’s on it (in Figure 2,
X(5) consists of the white vertices). Also, for each i, we denote by ∆(i) the inner closed disk
bounded by Ci and by G(i) the subgraph of G that is is inside ∆(i).
Crossings of a pattern graph. Let H be a Σ-embedded pattern graph of at most h edges
and let ∆˜ be a closed disk of Σ. The notion of a graph J that is ∆˜-excised by H is visualized
in Figure 5. Notice that J is embedded inside ∆˜ and contains new vertices (the white
vertices, denoted by X) that are the points of intersection of H with the boundary of ∆˜.
The number of these white vertices is the crossing number of J . We see each ∆˜-excised graph
J as being embedded inside the disk ∆. We also consider its enhancement J∆˜,X by adding
edges between boundary vertices as depicted in Figure 5. We say tha two ∆˜-excised graphs
J1 and J2 are equivalent if their enhancements J1∆,X and J2∆,X are topologically isomorphic.
We also define the same enhancement for each graph G(i) and we denote it by G(i)∆(i),X(i)
(se the left art of Figure 5).
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Attached topological minors. We set up a repository Hh of all graphs J that can be
∆˜-excised by H with crossing number f4(h) where f4 is a function to be determined later.
Clearly, the size of Hh depends exclusively on h. Our next step is to set up a 0/1-vector χi
that encodes, for every J ∈ Hh and every mapping ρ : X → X(i), whether J∆˜,X is a surface
topological minor of G(i)∆(i),X(i) , where the vertices of X are mapped to vertices of X
(i) as
indicated by ρ. When this happens, we say that J is a ρ-attached topological minor of G(i)).
For an example of such a mapping, see the right part of Figure 5.
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Crossings of a pattern graph. Let H be a  -embedded pattern graph of at most h edges
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G
(i)
 (i),X(i) Ci
Gi
Figure 4 The graph G(i) (i),X(i) and a realization of J as a ﬂ-attached topological minor of G
(i).
Detecting an irrelevant edge. As each G(i) has bounded treewidth and the property of
being a ﬂ-attached topological minor can be expressed in MSOL, ‰i can be computed in
Oh(n) steps and can be encoded in space that depends exclusively on h. It is important to
notice that the vector sequence ‰1, . . . ,‰r is monotone in the sense that if a graph J is a
ﬂ-attached topological minor of Gi, then it is also a ﬂ-attached topological minor of GiÕ for
iÕ > i. By a pigeonhole argument, if the number of the cycles in the railed annulus is big
enough, then there should exist a sub-collection C◊+1, . . . , C◊+l of consecutive cycles where
‰◊+1 = . . . = ‰◊+l, i.e., where the members of Hr behave the same as ﬂ-attached topological
minors in their interiors (here l will be chosen to be as big as required for the correctness of
our proofs). We call the seqence C◊+1, . . . , C◊+l frozen and observe that it can be detected
algorithmically in Oh(n) steps. In other words, we have the following:
I Lemma 3. There exists some function g : Næ N such that for every two positive integers
h and l, every  -embedded graph G with a (r, q)-railed annulus (A,W) where r Ø g(h) · l, and
every I µ {1, . . . , q} there is an integer ◊ œ {0, . . . , r≠ l}, such that the sequence {‰1, . . . ,‰r}
contains a subsequence {‰◊+1, . . . ,‰◊+l} of l consecutive equal vectors. Moreover, there is an
algorithm that, given h, l, G, (A,W), and I, outputs ◊ in „(h, tw(G(r))) · n steps, for some
function „.
We claim that any edge in a non-track rail that lies between Cr and Cr+1 is an irrelevant
Figure 4 he r (i)∆ , li tion of J as a ρ-at ached topological minor of G
(i).
Detecting a i (i) as bounded tre width and the property of
being a ρ-attac e expressed in MSOL, χi can be computed in
Oh(n) steps a t t depends exclusively on h. It is important o
notice that t e χ , χ is onotone in the sense that if a graph J is a
ρ-a tached to l i i is also a ρ-at ached topological minor of Gi′ for
i′ > i. y a i l , if er of the cycles in the railed an ulus is big
enough, then t r s l ist s - ll tion θ+1, . . . , Cθ+l of consecutive cycles where
χθ+1 = . . . χθ l, i.e., ere t e e ers of r behave the same as ρ-attached topological
minors in their interiors (here l ill be chosen to be as big as required for the correctness of
our proofs). e call the seqence θ+1, . . . , θ+l frozen and observe that it can be detected
algorith ically in Oh(n) steps. In other words, we have the following:
I Le a 3. There exists so e function g : → such that for every two positive integers
h and l, every Σ-e bedded graph G with a (r, q)-railed annulus (A,W) where r ≥ g(h) · l, and
every I ⊂ {1, . . . , q} there is an integer θ ∈ {0, . . . , r− l}, such that the sequence {χ1, . . . , χr}
contains a subsequence {χθ+1, . . . , χθ+l} of l consecutive equal vectors. Moreover, there is an
algorithm that, given h, l, G, (A,W), and I, outputs θ in φ(h, tw(G(r) ) · n steps, for some
function φ.
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We claim that any edge in a non-track rail that lies between Cr and Cr+1 is an irrelevant
edge. In other words, the procedure Procedure Irrelevant Edge Detection(G,Σ) is the following:
Procedure Irrelevant Edge Detection(G,Σ)
1. Compute Hh.
2. Find, using Lemma 2, a railed annulus (A,W)
in G with r = g(h) · t3(h) cycles and t4(h) rails.
3. Pick a proper subset I of {1, . . . , q} of size t5(h)
and call the rails in {Wi | i ∈ I} tracks.
4. Apply Lemma 3, using (A,W) and its tracks, in order to
detect a frozen sequence Cθ+1, . . . , Cθ+l in A.
6. Let i ∈ {1, . . . .r} \ I and let e be an edge of Wi that lies
between Cθ+1 and Cθ+2, i.e. an edge in Wi ∩ (∆θ+2 \ Cθ+1 \∆θ+2).
7. Output e.
The functions t3, t4, and t5 above, depend on H and the genus of G and will be determined
later so that the algorithm is correct.
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edge. In other words, the procedure Procedure Irrelevant Edge Detection(G, ) is the following:
Procedure Irrelevant Edge Detection(G, )
1. Compute Hh.
2. Find, using Lemma 2, a railed annulus (A, )
in G with r = g(h) · t3(h) cycles and t4(h) rails.
3. Pick a proper subset I of {1, . . . , q} of size t5(h)
and call the rails in { i | i œ I} tracks.
4. Ap ly Lemma 3, using ( , ) i , i rder to
detect a frozen sequence ◊ ◊ l i .
6. Let i œ {1, . r} \ I and let e i t at lies
betwe n C◊+1 and C◊+2, i. . i ﬂ ( ◊+2 \ C◊+1 \ ◊+2).
7. Output e.
The functions t3, t4, and t5 ab , the genus of G and will be determined
later so that the algorith is corr
C◊+◊Õ+rÕ
C◊+lC◊+1
C◊+◊Õ+1
C◊+◊Õ+1 C◊+◊Õ+rÕ
Figure 5 The upper figure depicts a realization of H as a topological minor of G. The annulus
defined by the cycles C◊+◊Õ+1 and C◊+◊Õ+rÕ does not contain any image of a vertex in H. The lower
figure shows the corresponding linkage.
4 Correctness of the algorithm
This section contains a sketch of the proof that irrelevant edges are indeed irrelevant.
Linkage extraction. Suppose that H is a surface topological minor of G. Our purpose is to
find a realization of H as a surface topological minor of G in a way that avoids the irrelevant
edge. For this we fix our attention in the “frozen” annulus defined by the cycles C◊+1 and
C◊+l. As H has at most 2 · h vertices, there should be a big enough sub-annulus that does
not contain any images of the vertices of H. Assume that this sub-annulus contains the
rÕ cycles C◊+◊Õ+1, . . . , C◊+◊Õ+rÕ . Notice that H defines a collection of disjoint paths whose
terminals are outside this annulus. This collection is a hÕ-linkage (i.e. a subgraph consisting
Figure 5 The u per figure depicts f as a topological minor of G. The annul s
defined by the cycles Cθ+θ′+1 and θ θ′ ′ tain any image of a vertex in H. The lower
figure shows the corresponding linka .
4 Correctness of the l rit
This section contains a sketch of the proof that irrelevant edges are indeed irrelevant.
Linkage extraction. Suppose that H is a surface topological minor of G. Our purpose is to
find a realization of H as a surface topological minor of G in a way that avoids the irrelevant
edge. For this we fix our attention in the “frozen” annulus defined by the cycles Cθ+1 and
Cθ+l. As H has at most 2 · h vertices, there should be a big enough sub-annulus that does
not contain any images of the vertices of H. Assume that this sub-annulus contains the
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r′ cycles Cθ+θ′+1, . . . , Cθ+θ′+r′ . Notice that H defines a collection of disjoint paths whose
terminals are outside this annulus. This collection is a h′-linkage (i.e. a subgraph consisting
of a collection of at most h′ disjoint paths) for some h′ ≤ h and we denote it by L′ (see
Figure 5).
Linkage replacement.The terminals of a linkage are the endpoints of its paths. Recall
that the terminals of the linkage L that we detected in the previous paragraph has all its
linkages outside the closed annulus defined by the cycles C1 and Cr. We call such a linkage
A-avoiding linkage. Our next step is to prove the following lemma:
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of a collection of at most hÕ disjoint paths) for some hÕ Æ h and we denote it by LÕ (see
Figure 5).
Linkage replacement.The terminals of a linkage are the endpoints of its paths. Recall
that the terminals of the linkage L that we detected in the previous paragraph has all its
linkages outside the closed annulus defined by the cycles C1 and Cr. We call such a linkage
A-avoiding linkage. Our next step is to prove the following lemma:
C◊+◊Õ+1C◊+◊Õ+rÕC◊+◊Õ+1
L
LÕ
Cµ
C◊+◊Õ+rÕ
Cµ
Figure 6 The replacement of linkage L by a linkage LÕ. (We do not depict paths that are entirely
outside the sub-annulus. Also, for reasons of simplicity we represent the intersection of all, except
from one, paths with Cµ by a single vertex instead of a path.)
I Lemma 4. There exist functions t3, t4, and t5 such that the following hold: If h is a positive
integer h, G a Sigma-embedded graph with a railed annulus (A,W) with r = t3(h) cycles
and q = t4(h) rails, L an A-avoiding linkage L and subset I a proper subset of {1, . . . , q}
where |I| = t5(h), then there is an A-avoiding linkage L with the following properties:
the paths of L link the same terminals as the paths in LÕ,
no more than t5(h) paths in LÕ cross the “middle” cycle CÁr/2Ë and, when this happens,
their intersection will be just a path,
when we orient such a path from inside to outside, its last in Cµ should always be a vertex
of X(µ).
Cµ Cµ C◊+1
C◊+◊Õ+rÕC◊+◊Õ+1C◊+◊Õ+rÕC◊+◊Õ+1
track
J Õ J Õ
Figure 7 Two di erent realizations of J Õ as ﬂ-attached topological minors of Gµ. The one on the
right avoids the irrelevant edge.
The proof of the above lemma is quite technical and uses the “vital linkage” Theorem of
Roberstong and Seymour in [23] (actually the function t5 is directly taken from [23]). An
example of this linkage replacement is depicted in Figure 6.
Figure 6 The replacement of linkage L by a linkage L′. (We do not depict paths that are entirely
outside the sub-annulus. Also, for reasons of simplicity we represent the intersection of all, except
from one, paths with Cµ by a single vertex instead of a path.)
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and q = t4(h) rails, L an A-avoiding linkage L and subset I a pr per subset of {1, . . . , q}
where |I| = t5(h), then there is an A-avoiding linkage L with the following properties:
the paths of L link the same terminals as the paths in L′,
no more than t5(h) paths in L′ cross the “middle” cycle Cdr/2e and, when this happens,
their intersection will be just a path,
when we orient such a path from inside to outside, its last in Cµ should always be a vertex
of X(µ).
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of a collection of at most hÕ disjo t paths) for some hÕ Æ h and we denote it by LÕ (see
Figure 5).
Linkage replacement.The terminals of a linkage are the endpoints of its paths. Recall
that the terminals of the linkage L that we detected in the previous paragraph has all its
linkages outside the closed annulus defined by the cycles C1 and Cr. We call such a linkage
A-avoiding linkage. Our next step is to prove the following lemma:
C◊+◊Õ+1C◊+◊Õ+rÕC◊+◊Õ+1
L
LÕ
Cµ
C◊+◊Õ+rÕ
Cµ
Figure 6 The replacement of linkage L by a linkage LÕ. (We do not depict paths that are entirely
outside the sub-annulus. Also, for reasons of simplicity we represent the intersection of all, except
from one, paths with Cµ by a single vertex instead of a path.)
I Lemma 4. There exist functions t3, t4, and t5 such that the following hold: If h is a positive
integer h, G a Sigm -embedded graph with a railed annulus (A,W) ith r = 3(h) cycles
and q = t4(h) rails, L an A-avoiding linkage L and subset I a proper subset of {1, . . . , q}
w re |I| = t5(h), then there is an A-avoiding linkage L with the following properties:
the paths of L link the same terminals as the paths in LÕ,
no more than t5(h) paths in LÕ cross the “middle” cycle CÁr/2Ë and, when this happens,
their intersection will be just a path,
when we orient such a path from inside to outside, its last in Cµ should always be a vertex
of X(µ).
Cµ Cµ C◊+1
C◊+◊Õ+rÕC◊+◊Õ+1C◊+◊Õ+rÕC◊+◊Õ+1
track
J Õ J Õ
Figure 7 Two di erent realizations of J Õ as ﬂ-attached topological minors of Gµ. The one on the
right avoids the irrelevant edge.
The proof of the above lem a is quite technical and uses the “vital linkage” Theorem of
Roberstong and Seymour in [23] (actually the function t5 is directly taken from [23]). An
example of this linkage replacement is depicted in Figure 6.
Figure 7 Two different realizations of J ′ as ρ-attached topological minors of Gµ. The one on the
right avoids the irrelevant edge.
The proof of the above lemma is quite technical and uses the “vital linkage” Theorem of
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Roberstong and Seymour in [23] (actually the function t5 is directly taken from [23]). An
example of this linkage replacement is depicted in Figure 6.
Pattern displacement. Our next step is to observe that the new linkage gives rise to a
graph J ′ of Hh that is a ρ-attached topological minor of G(µ). Recall that χθ+θ′+1 = χµ.
Therefore, J ′ is also ρ′-attached topological minor of G(θ+θ′+1) where ρ′ is the “left-side
displacement” of ρ from Cµ to Cθ+θ′+1. But then, we may use the segments of the tracks
that are cropped by the annulus defined by Cµ and Cθ+θ′+1 to realize J ′ as a ρ′-attached
topological minor of G(µ) in a way that rails that are not tracks are avoided (see Figure 7).
Clearly, the new realization of J ′ avoids the irrelevant edge and can be extended to a
realization of H as a surface topological minor of G (see the right part of Figure 7). This
means that the irrelevant edge is indeed irrelevant and this yields the correctness of procedure
Irrelevant Edge Detection(G,Σ).
5 Open problem
We prove that contraction checking is FPT for graphs on surfaces. To complete Table 1 it
would be interesting to know the parametrized complexity of induced minor checking for
graphs on surfaces.
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Abstract
We study the distribution of the number of accessible states in deterministic and complete auto-
mata with n states over a k-letters alphabet. We show that as n tends to infinity and for a
fixed alphabet size, the distribution converges in law toward a Gaussian centered around vkn
and of standard deviation equivalent to σk
√
n, for some explicit constants vk and σk. Using
this characterization, we give a simple algorithm for random uniform generation of accessible
deterministic and complete automata of size n of expected complexity O(n
√
n), which matches
the best methods known so far. Moreover, if we allow a ε variation around n in the size of the
output automaton, our algorithm is the first solution of linear expected complexity. Finally we
show how this work can be used to study accessible automata (which are difficult to apprehend
from a combinatorial point of view) through the prism of the simpler deterministic and complete
automata. As an example, we show how the average complexity in O(n log log n) for Moore’s min-
imization algorithm obtained by David for deterministic and complete automata can be extended
to accessible automata.
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1 Introduction
The structure of an automaton with n states
1
3
5
4 2
a1
a1, a2
a1
a2
a2a2
a1
a1
a2
(a)
(b) 1
2
3
a1
a2a2
a1
a1
a2
Figure 1 A structure (a) of T5,2 (a) and
its accessible automaton (b) in A3,2.
over a k-letter alphabet is simply a deterministic
and complete finite automaton with states in [n] =
{1, . . . , n} over the alphabet {a1, . . . , ak}. The
state 1 is always assumed to be the unique initial
state. We do not take final states into account
as we are only interested in the structure of the
automaton and not in the accepted language. We
denote by Tn,k (or Tn if k is understood) the set
of all such transition structures. As structures in
Tn,k can alternatively be described by k-tuples of
mappings from [n] to [n] (i.e. the i-th mapping
corresponds to the action of the transitions labeled
by ai), the cardinal of Tn,k is |Tn,k| = nkn. An
accessible automaton is a structure in Tn,k such
that all states are accessible from the initial state 1.
We denote by An,k (or An if k is understood) the set of all accessible automata in Tn,k. The
accessible automaton of a structure in Tn,k is obtained by restricting the structure to its
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set {s1 < . . . < sj} of accessible states and by renaming the state si as i for all i ∈ [j], as
depicted in Fig. 1. Since s1 = 1, the resulting automaton belongs to Aj,k.
In this article, we study the distribution of the size of the accessible automaton of a
random structure of Tn,k, as n tends to infinity. The alphabet size k ≥ 2 is assumed to
be fixed and in particular does not depend on n (the case k = 1 is quite different and can
be analyzed using known results on random mappings [9]). For all n ≥ 1, we consider the
random variable Xn describing the size of the accessible automaton of a structure in Tn,k,
for the uniform distribution. The probability for Xn to take value i, for i ∈ [n], is given by
the following formula first obtained in [16]:
P (Xn = i) =
labels of acc. states︷ ︸︸ ︷(
n− 1
i− 1
)
·
acc. aut.︷ ︸︸ ︷
|Ai,k| ·
remaining transitions︷ ︸︸ ︷
nk(n−i)
nkn
. (1)
Indeed if we fix the accessible automaton, it remains to choose the labels in [n] for its states
(as the initial state is always labeled by 1, we have
(
n−1
i−1
)
choices) and the target for the
k(n − i) transitions that take their source outside of the accessible component (kn total
transitions for the structure minus the ki of the accessible automaton). For these transitions,
all n choices of target are valid. An important consequence of this formula is that two
accessible automata in Ai,k appear in the same number of structures of Tn,k, for any i ∈ [n].
n 100 1000 10000
E[Xn](k=2) 79.6356 796.663 7967.41
E[Xn](k=3) 94.0138 940.489 9404.40
E[Xn](k=4) 97.9746 980.137 9801.89
k 2 3 4
vk 0.796812 0.940479 0.980176
Size of the accessible automata
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Figure 2 On the top left, an approximation of the average size of the accessible automaton based
on 10000 randomly generated structures from Tn,k. On the bottom left, the values of the constant
vk = 1 + 1kW0(−ke−k) for different values of k. On the right, the graphical representation of X100.
Our main technical contribution is to describe the law of Xn for large values of n. As
hinted by Fig. 2, we show that the average size of the accessible automaton E[Xn] is equivalent
to vkn where vk is a constant depending1 on the size of the alphabet k. We also show that
the standard deviation is equivalent to σk
√
n, where σk is also a constant depending on k.
As shown in Fig. 2, the shape of the repartition of the size of the accessible automaton for a
fixed n looks like a Gaussian. This type of behavior is quite common with combinatorial
objects: it is the case for instance for the number of cycles in a random permutation of size
n, for the number of occurrences of a fixed pattern in a random string of length n, ... (see
1 Recall k is assumed to be fixed in our asymptotic analysis.
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[10, p. 683]). It is formally captured by the notion of convergence in distribution to the
normal (or Gaussian) law. More precisely, we are going to show that in a random structure
of size n, once it has been centered by its mean and scaled by its standard deviation, the
distribution of the size of the accessible automaton is asymptotically Gaussian. Note that
standard analytic methods [10] cannot be directly applied here since there are no known
expressions for the associated generating function.
Our interest in studying the distribution of the size of the accessible automaton is not
only motivated by its fundamental nature but also by its rich implications in the algorithmic
and combinatorial study of accessible automata. To substantiate our claim, we provide three
applications of our theoretical results.
Our first application deals with the problem of uniform generation of deterministic and
complete accessible automata. This problem is declined in two variants: the exact one and the
ε-approximated one for ε ∈ (0, 1). The exact generation problem asks to generate uniformly at
random an automaton of Am, for a given size m ≥ 1, whereas the ε-approximated one asks for
an automaton in Am′ for some m′ ∈ [(1−ε)m, (1+ε)m] where m is given; the ε-approximated
also requires that two automata of the same size have the same probability to be generated.
The first solution [17, 4] to the exact generation problem, based on an adaptation of the
recursive method [18], has a complexity in O(m2) (consisting of a preprocessing in O(m2) and
a computation in O(m)). In [1], another solution based on a representation of deterministic
and complete accessible automata by words was proposed, with a complexity in O(m2). This
complexity was later improved in [3], using methods based on combinatorial bijections and
Boltzmann sampling [7], which gives an expected complexity of O(m
√
m). This last work
was then adapted to generate possibly incomplete automata [2], with the same expected
complexity. Note that the best known upper-bound for the ε-approximated problem is also
O(m
√
m) as all known solutions to the ε-approximated problem are in fact solutions to the
exact problem.
We propose a very simple algorithm for generating accessible automata of size m whose
expected complexity O(m
√
m) matches the best known upper bounds. This algorithm
consists in generating uniformly at random a transition structure in Tn,k with n =
⌊
m
vk
⌋
states and then to compute its accessible automaton. If it is of size m we output it, and
otherwise we restart the process. The correctness of the algorithm follows from the above
remark that two accessible automata of size m appear as accessible automata in the same
number of structures of Tn. The probability to obtain an accessible automaton of size exactly
m is in Θ( 1√
m
) and hence the average number of iterations of the algorithm is in O(
√
m).
As every iteration can be computed in linear time, the expected complexity is in O(m
√
m).
Slightly modifying the algorithm to output the automaton when its size belongs to the
interval [(1−ε)m, (1+ε)m] yields a solution to the ε-approximation problem with an expected
complexity of O(m). We also show that this algorithm can readily be adapted to generate
minimal automata (using a recent result on the asymptotic number of minimal automata
[11]), with the same expected complexity for the exact version and an expected complexity
in O(n log log n) for the approximated version.
The second application concerns the formula expressing the asymptotic number of
automata in An,k, as n tends to infinity. In [14], Korshunov established that:
|An,k| ∼ Ekn! {knn } with Ek =
1 +
∑∞
r=1
1
r
(
kr
r−1
)
(ek−1λk)−r
1 +
∑∞
r=1
(
kr
r
)
(ek−1λk)−r
and λk =
ekvk − 1
ek−1vkk
, (2)
where {knn } designates the Stirling numbers of the second kind: {knn } is the number of different
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ways to partition kn elements into n non-empty sets. Recently in [15], Lebensztayn gave a
simplified expression of the constant Ek, using the theory of Lagrange inversion applied in
the context of generalized binomial series. Using our main result and the simple fact that∑n
i=1 P (Xn = i) = 1, we obtain another proof of his simplified expression for Ek. Note
that we do use Korshunov’s equivalent to obtain our results but never the expression of the
constant Ek given in Eq. (2).
The last application and the main perspective of this work is the study of combinatorial
properties of accessible automata (which are difficult to apprehend from a combinatorial point
of view) through the prism of the simpler structures of Tn,k. This approach seems particularly
well suited for the average case analysis of classical algorithms on finite automata. We give
two examples of asymptotic properties of structures that can be transfered to accessible
automata. In particular, we show that the average complexity in O(n log log n) for Moore’s
minimization algorithm recently obtained for structures by David in [6] can be extended,
using our result, to accessible automata.
2 Preliminaries
2.1 Deterministic and complete automata
A deterministic and complete transition structure for an automaton over a finite alphabet Γ is
a tuple (Q, q0, δ, F ) where Q is a finite set of states, q0 ∈ Q is the initial state, δ : Q×Γ 7→ Q
is the transition function and F ⊆ Q is the set of final sets. For all n ≥ 1 and k ≥ 2,
we denote by Tn,k the set of all structures over the alphabet {a1, . . . , ak} with states in
[n] = {1, . . . , n}, such that 1 is the initial state and with an empty set of final states.
A structure in Tn,k is said to be accessible (accessible automaton for short) if all its states
can be reached from the initial state 1. We denote2 by An,k the set of all accessible automata
in Tn,k. For a more detailed introduction to finite automata, we refer the reader to [13].
The equivalent of Korshunov given in Eq. (2) involves the Stirling numbers of the second
kind {knn }. In [12], Good establishes the following equivalent as n tends to infinity and for a
fixed k:
{knn } ∼
(kn)!(eρk − 1)n
n!ρknk
√
2pikn(1− ke−ρk) with ρk = k +W0(−ke
−k), (3)
where the classical Lambert function W0 [5] is implicitly defined by W0(x)eW0(x) = x
and W0(x) ≥ −1 for all x ≥ −e−1. Alternatively, ρk is the unique positive solution of
ρk = k − ke−ρk .
Using Eq. (3) and Stirling’s formula in Korshunov’s equivalent (cf. Eq. (2)), we obtain:
|An,k| ∼ Ekαkβnknkn with αk =
1√
1− ke−ρk and βk =
kk(eρk − 1)
ρkke
k
. (4)
2.2 Elements of probability
Let us first recall some basic definitions of probability theory (see [8, 10] for more details). If
X is a real valued random variable, we denote by E[X] its expected value and by V[X] its
2 Instead of labeled automata, we could consider unlabeled automata: the set Aun,k of deterministic and
complete automata with n states over {a1, . . . , ak} up to isomorphism. As deterministic and accessible
automata do not admit non-trivial automorphisms, we have |An,k| = (n− 1)!|Aun,k|. Remark that this
property does not hold for non-accessible structures or non-deterministic automata.
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variance, when they exist. The standard deviation is
√
V[X].
I Definition 1. Let (Xn)n≥1 be a sequence of real valued random variables and X be a real
valued random variable. We say that Xn converges in distribution to X when for every t ∈ R,
P (Xn ≤ t)→ P (X ≤ t) as n→∞.
I Definition 2. Let (Xn)n≥1 be a sequence of random variables such that E[Xn] and V[Xn]
exist for all n ≥ 1. We say that Xn is asymptotically Gaussian when the standardized
random variable X∗n =
Xn−E[Xn]√
V[Xn]
converges in distribution to the normal distribution N (0, 1)
of parameters 0 and 1, defined by, for any t ∈ R, P (N (0, 1) ≤ t) = 1√2pi ∫ t−∞ e−x2/2dx.
3 Distribution of the size of the accessible component
In this section we state and prove our main result from which we derive all announced
properties of this paper. This result, in particular, explains the Gaussian shape of Fig. 2.
I Theorem 3 (Asymptotically Gaussian). Let Xn be the random variable associated with the
size of the accessible part in a structure of Tn,k. Then Xn is asymptotically Gaussian with
expected value and standard deviation asymptotically equivalent to vk n and σk
√
n respectively,
with
vk = 1 +
1
k
W0(−ke−k) and σk =
√
vk(1− vk)
kvk − k + 1 . (5)
3.1 Outline of the proof of Theorem 3
In this section we present the ideas of the proof of Theorem 3. To shorten the presentation,
we do not derive the asymptotic value of the expected value and variance before establishing
the convergence in distribution to the Gaussian law. Initially, we estimated the values of
the expected value and variance from Eq. (10) and Eq. (11) respectively. As shown in the
next section, the proof of Theorem 3 can be reduced to the following statements: for all
` ∈ {0, 1, 2} and for all t ∈ R, as n tends to infinity we have
bvknc+bt√nc∑
i=1
(
i− bvk nc√
n
)`
· P (Xn = i) −→ 1
σk
√
2pi
∫ t
−∞
x` · exp
(
− x
2
2σ2k
)
dx, (6)
n∑
i=bvknc+bt√nc
(
i− bvk nc√
n
)`
· P (Xn = i) −→ 1
σk
√
2pi
∫ ∞
t
x` · exp
(
− x
2
2σ2k
)
dx, (7)
and there exists a positive constant C > 0 such that, for every i and n such that 1 ≤ i ≤ n,
P (Xn = i) ≤ C√
n
and P (Xn = bvknc) ∼ Ekαk
√
vk√
2pin(1− vk)
. (8)
3.1.1 Expected value and variance
Assuming that Eq. (6), Eq. (7) and Eq. (8) hold, we show how to establish Theorem 3.
For the expected value of Xn, we consider the sum of Eq. (6) and Eq. (7) for ` = 1 and
t = 0:
E(Xn)− bvk nc√
n
=
n∑
i=1
i− bvk nc√
n
· P (Xn = i) −→ 1
σk
√
2pi
∫ ∞
−∞
x · exp
(
− x
2
2σ2k
)
︸ ︷︷ ︸
odd function
dx = 0
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This proves that E[Xn] = bvk nc+ o(
√
n) = vk n+ o(
√
n).
Similarly for the variance of Xn, we consider the sum of Eq. (6) and Eq. (7) for ` = 2
and t = 0, we prove E
[
(Xn − bvk nc)2
]
∼ σ2k n. It follows that V[Xn] ∼ σ2k n.
For the convergence in distribution to a normal distribution, we have, using the two
equivalents obtained previously, that P (X∗n ≤ t) ∼ P (Xn ≤ vk n+ σk t
√
n). The error terms
can be handled with Eq. (8), so that using Eq. (6) for ` = 0 gives the result.
Note that we cannot deduce E[Xn] ∼ vk n and V[Xn] ∼ σ2k n from the case ` = 0 only,
since the convergence in distribution of Yn to Y does not necessarily imply that E[Yn]→ E[Y ]
or V[Yn]→ V[Y ]. In particular here, one can prove that not all the moments of X∗n converge.
3.1.2 Reducing the range of the sums of Eq. (6) and Eq. (7)
Our first step of the proof is to show there exist two reals a and b such that 1e < a < vk < b < 1
and
banc∑
i=1
P (Xn = i) +
n∑
i=bbnc
P (Xn = i) = o
(
1
n
)
. (9)
This is proved using classical upper bounds for binomial coefficients and for the number of
automata in Eq. (1). As
(
i−bvk nc√
n
)`
∈ O(n`/2), this also shows that for ` ∈ {1, 2},
banc∑
i=1
(
i− bvk nc√
n
)`
P (Xn = i) +
n∑
i=bbnc
(
i− bvk nc√
n
)`
P (Xn = i) = o(1).
For the reminder of the proof, we fix a and b and we denote by In the set {banc+1, . . . , bbnc}.
3.1.3 Equivalent of P (Xn = i) for i ∈ In.
Our starting point is Eq. (1), which states that P (Xn = i) = in
(
n
i
)|Ai,k|n−ki. For any integer
i in In we can use the equivalent for |Ai,k| of Eq. (4) and Stirling’s formula to obtain the
following equivalent of P (Xn = i):
P (Xn = i) ∼ Ekαk√2pin g
(
i
n
)[
f
(
i
n
)]n
, with f(x) = x
(k−1)xβxk
(1− x)1−x and g(x) =
√
x
1− x. (10)
The constants αk and βk of Eq. (4) can be
1
0.8
1
e a vk b 1
useful range
f(x)
Figure 3 The variations of f on [0, 1].
reformulated in terms of vk using the facts that
vk = ρkk and vk = 1 − e−kvk . We have αk =
(1 − ke−kvk)−1/2 and βk = 1(1−vk)vk−1k ek . As i
belongs to In, in belongs to [a, b]. On [a, b] the
function g is continuous and positive: it has little
influence on the analysis. The situation is different
for f because it is raised to the power n in the
expression. When n grows, the distribution of
probabilities is concentrated around the unique
point vk of [a, b] where f reaches its maximum
1. The function f is positive on [a, b], increasing on [a, vk] and decreasing on [vk, b], with
f(vk) = 1 and f ′(vk) = 0, as shown in Fig. 3. Notice that, since g is bounded on [a, b] and
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|f | ≤ 1 on this interval, we have for all i ∈ In that P (Xn = i) ≤ C√n for some C ≥ 0 . This,
and Eq (9) for values of i outside of In, proves the first part of Eq. (8).
We now set i = bvknc + j to center around bvknc. Using Taylor’s formula near vk on
n ln f(x) and remarking that f ′′(vk) = − 1σ2
k
we get:
f
(bvknc+ j
n
)n
= exp
(
− j
2
2σ2kn
)(
1 +O
(
j3
n2
)
+O
(
1
n
))
. (11)
This equation and Eq. (10) for j = 0 proves the second part of Eq. (8).
The function x 7→ e−x2/2σ2 appears in this formula, applied to x = j√
n
, from which we
will eventually obtain the asymptotic Gaussian shape. This hints that everything meaningful
happens at scale
√
n around bvknc. We now want to consider the sum where Eq. (11) is
useful, that is, on a range where it contains every window of scale
√
n and also where j
3
n2 is
not too big, for the Gaussian approximation to hold. For these reasons3, we take a window of
scale n5/9 for j (we have
√
n n5/9  n3/2). One can verify that the contribution outside
of this window is negligible:
bvknc−bn5/9c∑
i=banc+1
P (Xn = i) +
bbnc∑
i=bvknc+bn5/9c
P (Xn = i) = o
(
1
n
)
. (12)
For the first sum, we use that f is increasing on [a, vk], so that we can bound from above
P (Xn = i) by its value computed from the estimation of Eq. (11) with i = vkn− n5/9; this
is enough to obtain the result. The second sum is calculated similarly.
3.1.4 Approximation by an integral at scale
√
n around vkn
At this point we have reduced the range of the sum to {bvknc −
⌊
n5/9
⌋
, . . . , bvknc+
⌊
n5/9
⌋},
and we aim at proving the following result: for all t ∈ R,
bt√nc∑
j=−bn5/9c
(
j√
n
)`
P (Xn = bvknc+ j) −−−−→
n→∞
Ekαk g(vk)√
2pi
∫ t
−∞
x` · exp
(
− x
2
2σ2k
)
dx. (13)
In the working range of this section, we can use both Eq. (10) and Eq. (11). By Taylor’s
formula, g(vk +O( 1n )) = g(vk) +O(
1
n ), and therefore, for all j ∈ {−
⌊
n5/9
⌋
, . . . ,
⌊
n5/9
⌋},
P (Xn = bvknc+ j) = Ekαk g(vk)√2pin exp
(
− j
2
2σ2kn
)(
1 +O(n−1/3) +O(κn)
)
, (14)
for some positive sequence (κn)n≥1 that tends to 0 as n tends to infinity, which comes from
Eq. (10): it is the maximum of the error term for j ∈ In.
Let h` be the function defined on R by h`(x) = x` · exp
(
− x22σ2
k
)
and let (ωn)n≥1 be a
sequence of positive reals4 with ωn → +∞, ωn ·κn → 0 and ωn ·n−1/9 → 0 as n→∞. Using
this properties, one can obtain from Eq. (14) that for any fixed real t,
bt√nc∑
j=−bωn√nc
(
j√
n
)`
P (Xn = bvknc+ j) = Ekαk g(vk)√2pin
bt√nc∑
j=−bωn√nc
h`
(
j√
n
)
+ o(1).
3 There are other technical reasons for which n 59 is a better choice than others nλ with 12 < λ <
2
3 , but
these are the main ones.
4 For instance ωn = min{log n,− log κn} for n large enough.
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Here we recognize a Riemann sum of step 1√
n
. Using that h′` is bounded on R, we can
therefore prove that it can be approximated by an integral (see Figure 4) as follows:
1√
n
bt√nc∑
j=−bωn√nc
h`
(
j√
n
)
=
∫ t
−ωn
h`(x)dx+O
(
ωn√
n
)
. (15)
h0(x)
1√
n
h0(
j√
n
)
j√
n
1
bt√nc√
n
−bωn√nc√
n
Figure 4 The sum is equal to the area
in blue. It is well approximated, when
n grows, by the surface below the curve
between −ωn and t, since the rectangles’
width is smaller and smaller. For our
function h`, the error term of this ap-
proximation is in O( ωn√
n
), including the
last rectangle.
It remains to estimate the sum for j in {− ⌊n5/9⌋ , . . . , bt√nc}. We use integral bounds,
which are similar to Riemann sums, to obtain that there exists a constant D > 0 such that
−bωn√nc∑
j=−bn5/9c
(
j√
n
)`
P (Xn = bvkc n+ j) ≤ D
∫ −ωn
−∞
|h`(x)|dx.
Since −ωn → −∞, this part is asymptotically negligible, completing the proof of Eq. (13).
Hence, using Eq. (9) and Eq. (12) we obtain the proof that Eq. (6) holds. The same
techniques can also be applied in order to prove Eq. (7).
3.1.5 Another proof of Lebensztayn’s theorem [15]
Observe that
1 =
n∑
i=1
P (Xn = i) =
bvknc∑
i=1
P (Xn = i) +
n∑
bvknc
P (Xn = i)− P (Xn = bvknc)︸ ︷︷ ︸
O(n−1/2) by Eq. (8)
.
Hence, from what we have just proven, by taking ` = 0 and t = 0 in Eq. (6) and Eq. (7), we
obtain that
n∑
i=1
P (Xn = i) −−−−→
n→∞
Ekαk g(vk)√
2pi
∫ ∞
−∞
h0(x)dx.
But the left quantity is equal to 1, and the right part can be computed and is equal to
Ekαk g(vk)σk. Hence, Ekαk g(vk)σk = 1, and after basic simplifications we obtain the
following expression for Ek, which is much simpler than Eq. (2):
Ek =
1
αk g(vk)σk
= k + k − 1
vk
.
Note that we only needed to know that Ek exists to obtain the formula above, yielding
another proof of Lebensztayn’s theorem that does not use Korshunov’s complicated expression
for Ek.
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4 Algorithms for random sampling
In this section we describe random generation algorithms for deterministic and complete
accessible automata, which are all variations on the same rejection algorithm5. As explained
in the introduction, our main algorithm RandomSampler(m,k) (presented in Fig. 5) generates
at random structures in Tn,k for n =
⌊
m
vk
⌋
and extracts their accessible automata. The
algorithm rejects until the accessible automaton is of size m. Recall that the accessible
automaton of a structure is obtained by restricting the structure to its set {s1 < . . . < sj} of
accessible states and by relabeling the state si as i for all i ∈ [j].
vk ← 1 + 1kW0(−ke−k)1
n←
⌊
m
vk
⌋
2
repeat3
for (p, a) ∈ [n]× {a1, . . . , ak} do4
δT (p, a)←Uniform([n])5
A← accessible automaton of T6
until A has m states7
return A8
RandomSampler(m,k)
v ← e−11
repeat2
n← ⌊mv ⌋3
for (p, a) ∈ [n]× {a1, . . . , ak} do4
δT (p, a)←Uniform([n])5
A←accessible automaton of T6
v ← max( |A|n , e−1)7
until A has m states8
return A9
AdaptiveRandomSampler(m,k)
Figure 5 Random samplers for deterministic and complete accessible automata. δT (p, q) is the
target of the transition starting at p and labeled by a in T .
Let us now analyze the expected complexity of RandomSampler(m,k). The computation
of vk can be achieved [5] using a truncation of the formula W0(x) =
∑∞
i=1
(−i)i−1
i! x
i, which
converges exponentially fast for |x| < 1e and hence in particular for x = −ke−k. Hence if
we keep the m first terms only, we have enough precision for the rest of the algorithm. A
breadth-first search algorithm is used to compute the accessible part in time Θ(m), since k
is fixed. The relabeling necessary to obtain the accessible automaton can also be computed
in Θ(m).
Hence the expected complexity is a linear function of m times the expected number of
iterations. The expected number of iterations is the expected value of the number of tries to
obtain the event Xn = m which is equal to 1P (Xn=m) . Using Eq. (10) and Eq. (11), we have
that P (Xn = m) is equivalent to Ekαkg(vk)√2pin . The expected number of iterations is therefore
in Θ(
√
n). This leads to the expected complexity stated in the theorem below.
I Theorem 4. For any fixed integer k ≥ 2, the expected complexity of RandomSampler(m,k)
is in Θ(m3/2).
4.1 Approximate Sampling
If we relax the condition of Line 7 in RandomSampler(m,k) to keep A when its number of
states is in [m−ε√m,m+ε√m], we obtain algorithm ApproxRandomSampler(m,k,ε). Notice
that ApproxRandomSampler(m,k,ε) outputs automata of different sizes, in [m− ε√m,m+
5 Some prefer the name “pseudo-algorithm” since it may never halt; but this event has probability 0.
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ε
√
m]. However, if we only consider automata of fixed size m′ ∈ [m − ε√m,m + ε√m],
ApproxRandomSampler(m,k,ε) is a uniform generator for accessible automata of size m′.
As for RandomSampler(m,k), the expected complexity is a linear function of m times
the average number of iterations, which depends on P (m− ε√n ≤ Xn ≤ m+ ε
√
n). For any
ε > 0, the average number of iterations of ApproximateSampling(m) is
P (m− ε√n ≤ Xn ≤ m+ ε
√
n) ∼
(
1
σk
√
2pi
∫ ε
−ε
exp
(
− x
2
2σ2k
)
dx
)
= Θ(1). (16)
More precisely, Equation (16) shows that the average number of iterations is in Θ(ε−1).
I Theorem 5. For any fixed integer k ≥ 2 and real ε > 0, the expected complexity of
ApproxRandomSampler(m,k,ε) is in Θ(m).
Remark that the usual approximated range interval is [m(1− ε),m(1 + ε)]: the algorithm
we propose is much more precise.
4.2 Avoiding the computation of the constant vk.
It is possible to avoid the explicit computation of vk, using the self-adaptive algorithm
AdaptiveRandomSampler(m,k) presented in Fig. 5. The idea is that if n is large enough,
generating a structure of size n and computing the size n′ of its accessible automaton
yields an estimation of vk by n
′
n , which is likely to be precise. The approximated sampler
AdaptiveApproxRandomSampler(m,k,ε) is defined similarly.
Though needing more iterations than the first versions6, these two adaptive algorithms
have the same expected complexity as stated in the following theorem.
I Theorem 6. For any fixed integer k ≥ 2 and real ε > 0, the expected complexities of
AdaptiveRandomSampler(m,k) and AdaptiveApproxRandomSampler(m,k,ε) are respect-
ively Θ(m3/2) and Θ(m).
Note that it could be tempting to replace vk by a fixed approximation. For instance,
one could take 0.8 for v2. It is easy to show that doing so results in an asymptotically
exponential number of rejections. For instance, when taking v2 = 0.8, if we use f(0.8)n to
estimate the proportion of additional rejects, we see that for automata of size 100,000 we do
approximatively 7 times as many rejections, but moving to automata of size 1,000,000 this
number jumps to approximatively 142,000,000 times as many. This underlines the importance
of mathematical analysis not only to study algorithms but also to devise them.
4.3 Sampling random accessible minimal automata
Recently, in [11] it was shown that the probability for an automaton of An,k to be minimal
tends toward some constant λk > 0 as n tends to infinity.
So if we replace the condition of Line 8 of RandomSampler(m,k) by “A has m states
and is minimal”, we obtain a random sampler for accessible and minimal automata. This is
strictly equivalent to first use RandomSampler(m,k) and then apply a rejection algorithm
to keep minimal automata only; the induced distribution on minimal automata is therefore
the uniform distribution.
6 Simulations for a two-letter alphabet seem to indicate that at most twice as much iterations are required,
on average.
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If we use Moore’s algorithm (which has an average complexity in O(n log log n), see
Section 5) to test for minimality, we obtain an expected complexity in Θ(m3/2+m log logm) =
Θ(m3/2). For the ApproxRandomSampler(m,k,ε), we obtain an approximated sampler for
minimal accessible automata with an expected complexity in Θ(m log logm).
5 Application to analysis of algorithm
The main perspective of this work is to help analyze the average complexities of algorithms
that deal with accessible automata using average complexities of this same algorithms on
structures.
A common technique for such studies is to isolate sets of inputs with non-typical behaviors,
and then prove that the contribution of such sets to the average complexity is negligible,
because an input belongs to such a set with a small probability. In our context, it is usually
much easier to prove such properties for structures rather than for automata, since they are
simpler combinatorial objects. In this section, we briefly describe a general scheme that can
be used in these situations: under some general conditions, properties that sufficiently rarely
hold for structures still rarely hold for automata.
The idea is the following: let P be a property of automata (accessible or not) such that if
the property holds for the accessible automaton of a structure it also holds for the structure
itself. A property such as “being accessible” obviously does not satisfy this requirement but
a property such as “having a sink state” does. In the following we explain and illustrate why,
if one can afford a
√
m multiplier, the negligibility of such a property can be transfered from
structures to automata.
Let pA(m) and pT (n) denote the probabilities that P holds for a size-m automaton and
for a size-n structure, respectively. Then, if AT denotes the accessible automaton of the
structure T ,
pA(m) =
|{T ∈ Tn : |AT | = m and AT satisfies P}|
|{T ∈ Tn : |AT | = m}| ≤
|{T ∈ Tn : T satisfies P}|
|{T ∈ Tn : |AT | = m}| .
The last quantity is equal to pT (n)P (Xn=m) by multiplying and dividing the quantity by |Tn|. By
taking n =
⌊
m
vk
⌋
, and using Eq. (8), we obtain that for any such property P,
pA(m) ≤ pT
(⌊
m
vk
⌋)
·O(√m). (17)
We now give two examples to illustrate how Eq. (17) can be used. First, we prove that
the probability that an automaton has a sink state is asymptotically negligible:
I Lemma 7. For the uniform distribution, the probability that an automaton with m states
on an alphabet with k ≥ 2 letters has a sink state is in O(n3/2−k).
Proof. As remarked previously Eq. (17) holds for this property. The probability that a
structure with n states has at least one sink state is at most n1−k, since every given state is
a sink state with probability n−k. This conclude the proof by taking n = bm/vkc. J
The same technique can be used to prove a deeper result on Moore’s minimization
algorithm. David [6] proved that for the uniform distribution on structures with n states
on an alphabet with at least two letters, the average complexity of Moore’s algorithm is
O(n log log n).
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His result can almost readily be adapted to the uniform distribution on accessible
automata, using the method described above. First notice that when applied to a structure
T , the complexity of Moore’s algorithm is greater than or equal to its complexity for the
accessible automaton of T . David’s proof relies on showing that the probability that a
structure needs more than Θ(n log log n) instructions is small enough to have a negligible
contribution to the average complexity. With some care, one can show that his error terms
can be handled with the O(
√
m) multiplier of Eq. (17), giving the result.
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Abstract
Finding edge-disjoint odd cycles is one of the most important problems in graph theory, graph
algorithm and combinatorial optimization. In fact, it is closely related to the well-known max-cut
problem. One of the difficulties of this problem is that the Erdős-Pósa property does not hold for
odd cycles in general. Motivated by this fact, we prove that for any positive integer k, there exists
an integer f(k) satisfying the following: For any 4-edge-connected graph G = (V,E), either G
has edge-disjoint k odd cycles or there exists an edge set F ⊆ E with |F | ≤ f(k) such that G−F
is bipartite. We note that the 4-edge-connectivity is best possible in this statement. Similar
approach can be applied to an algorithmic question. Suppose that the input graph G is a 4-edge-
connected graph with n vertices. We show that, for any ε > 0, if k = O((log log log n)1/2−ε),
then the edge-disjoint k odd cycle packing in G can be solved in polynomial time of n.
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1 Introduction
Finding edge-disjoint odd cycles is one of the most important problems in combinatorial
optimization, graph theory, and graph algorithm. Let us formulate our problem.
The edge-disjoint odd cycle packing
Input. A graph G with n vertices, and an integer k.
Problem. Does G have edge-disjoint k odd cycles?
Let us look at each importance of this problem.
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1.1 Importance in Combinatorial Optimization
In order to consider the edge-disjoint odd cycle packing, it is natural to consider the
“fractional” version of the problem. Given a graph G, a fractional edge-disjoint odd cycle
packing is a function f from C of odd cycles in G to [0, 1] satisfying ∑C:e∈C f(C) ≤ 1 for
each edge e in G. The fractional version of the edge-disjoint odd cycle packing is defined to
be maximizing
∑
C∈C f(C) over the fractional odd cycle packings f in G. This allows us to
consider the integer programs whose linear program relaxations are duals. One can see that
the edge-disjoint odd cycle packing is a “dual” problem of finding a minimum edge cover for
the set of all odd cycles, which is one of the most important NP-complete problem, called the
maximum cut problem. Fiorini et al. [7] proved that the integrality gap of the edge-disjoint
odd cycle packing LP is bounded by a constant for planar graphs. But for general graphs,
this is not true. Goemans and Williamson [10] proved that the integrality gap of the dual
problem (the odd cycle covering LP) is at most 9/4 for planar graphs.
The edge-disjoint odd cycle packing is known to be NP-hard, even for planar graphs, if k
is a part of input, see [7]. We remark that packing disjoint cycles, i.e., no parity requirement,
has been also studied extensively. It is one of the most fundamental problems in graph theory
with applications to several areas (see [2, 18]). For more details in this context, we refer the
reader to the book by Schrijver [26].
1.2 Importance in Graph Theory
A family F of graphs is said to have the Erdős-Pósa property, if for every integer k there is an
integer f(k,F) such that every graph G contains k edge-disjoint subgraphs each isomorphic
to a graph in F or a set F of at most f(k,F) edges such that G − F has no subgraph
isomorphic to a graph in F . The term Erdős-Pósa property arose because in [5], Erdős and
Pósa proved that the family of cycles (without any parity condition) has this property.
On the other hand, for cycles with odd length, the situation is different. The Erdős-Pósa
property does not hold for odd cycles in general. Let us give an example. For a graph G, an
odd cycle cover is a set of edges F ⊆ E(G) such that G− F is bipartite. An Escher wall of
height h consists of an elementary wall W of height h and h vertex disjoint paths P1, . . . ,Ph
of length two such that:
(i) Each Pi has both endpoints on W but is otherwise disjoint from W .
(ii) One endpoint of Pi is in the ith brick of the top row of bricks of W , the other is in the
(h+ 1− i)th brick of the bottom row of W . Furthermore, both of these vertices are in
only one brick of W .
We remark that, as pointed out by Lovász and Schrijver (see [29]), an Escher wall of
height h contains neither two edge-disjoint odd cycles nor an odd cycle cover with fewer than
h edges. This shows that the Erdős-Pósa property does not hold for odd cycles. However,
Reed [21] proved that the Erdős-Pósa property holds for the half integral version of the
edge-disjoint odd cycle packing.
1.3 Importance in graph algorithm
The importance of finding edge-disjoint odd cycles comes also from the relation to the
edge-disjoint paths problem. In the edge-disjoint paths problem, we are given a graph G and
a set of k pairs of vertices (called terminals) in G, and we have to decide whether or not
G has k edge-disjoint paths connecting given pairs of terminals. This is certainly a central
problem in algorithmic graph theory and combinatorial optimization. See surveys [8, 23]. It
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has attracted attention in the contexts of transportation networks, VLSI layout and virtual
circuit routing in high-speed networks or Internet.
We can see that the k edge-disjoint paths problem can be reduced to finding k edge-disjoint
odd cycles as follows. Suppose we have an instance of the edge-disjoint paths problem with
a graph G = (V,E) and terminal pairs (s1, t1), . . . , (sk, tk). Let G′ be the graph obtained
from G by subdividing every edge into two edges and by adding an edge connecting si and
ti for i = 1, . . . , k. Then finding edge-disjoint k odd cycles in G′ is equivalent to finding k
edge-disjoint paths in G.
Let us give previous known results on the edge-disjoint paths problem. If k is a part of the
input of the problem, then this is known to be NP-complete [6] and it remains NP-complete
even if G is constrained to be planar [17]. In fact, even for series-parallel graphs (allowing
multiple edges), it remains NP-complete [19]. This is one of the few problems that are known
to be NP-complete for series parallel graphs or bounded tree-width graphs. Let us observe
that the vertex-disjoint paths problem is solvable for bounded tree-width graphs (and hence
for series parallel graphs), see [20].
On the positive side, the seminal work of Robertson and Seymour [24] says that there
is a polynomial time algorithm (actually O(m3) time algorithm, where m is the number
of edges of an input graph G) for the edge-disjoint paths problem when the number k of
terminals is fixed (the time complexity is improved to O(n2) in [13] where n is the number
of vertices and a shorter correctness proof is given in [16]). Actually, this algorithm is one of
the spin-offs of their groundbreaking work on Graph Minor project, spanning 23 papers, and
giving several deep and profound results and techniques in discrete mathematics.
Recently, a faster algorithm and a much simpler correctness proof for the edge-disjoint
paths problem in 4-edge-connected graphs are given in [12].
I Theorem 1. Suppose that the input graph G is 4-edge-connected, which has n vertices.
For any ε > 0, if k = O((log log log n) 12−ε), then the k-edge-disjoint paths problem in G is
solvable in polynomial time of n.
1.4 Main Contributions
Lovász and Schrijver (see [29]) characterized graphs without two edge-disjoint odd cycles.
However, their proof heavily depends on the seminal result by Seymour [28] for decomposing
regular matroids. No such characterization has been known for k edge-disjoint odd cycles
for any fixed k, even k = 3. In fact, Lovász and Schrijver considered the problem of finding
a structure without many edge-disjoint odd cycles in early 1980’s (actually, it seems that
Gerards, Seymour, and Thomassen also considered this problem in early 1980’s).
As we pointed out, one of the main difficulties is because the Erdős-Pósa property does not
hold. The situation is not improved even if we assume a given graph to be 3-edge-connected,
as we can easily make the above example 3-edge-connected by adding some parallel edges.
On the other hand, if we assume some moderate edge-connectivity, i.e., if we assume 4-edge-
connectivity, then the situation dramatically changes. Actually, our result holds also for
graphs with no edge-cut of size exactly three, which we call 3-edge-cut-free graphs. The
following is our main result.
I Theorem 2. For any positive integer k, there exists an integer f(k) = 22O(k
2 log k) satisfying
the following. For any 4-edge-connected graph (or any 3-edge-cut-free graph) G = (V,E),
either G has edge-disjoint k odd cycles or there exists an edge set F ⊆ E with |F | ≤ f(k)
such that G− F is bipartite.
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If we consider “vertex-disjoint” instead of “edge-disjoint”, then we need vertex-connectivity
Θ(k) as in [14]. So in the edge-disjoint case, we get a much better result. As we mentioned,
the 4-edge-connectivity is best possible.
Similar proof technique for Theorem 2 can be applied to the edge-disjoint odd cycle packing.
As we have already seen before, the edge-disjoint k odd cycle packing is a generalization of
the k edge-disjoint paths problem. Since the edge-disjoint paths problem in 4-edge-connected
graphs is much easier than the problem in general graphs [12], we expect that we can design
a simpler algorithm for the edge-disjoint k odd cycle packing under the assumption that the
input graph is 4-edge-connected. Here is our second contribution.
I Theorem 3. Suppose that the input graph G is a 4-edge-connected graph (or a 3-edge-
cut-free graph) with n vertices. For any ε > 0, if k = O((log log log n)1/2−ε), then the
edge-disjoint k odd cycle packing in G is solvable in polynomial time of n.
We have seen that the k edge-disjoint paths problem can be reduced to the edge-disjoint k
odd cycle packing by subdividing every edge into two edges and by adding an edge connecting
si and ti for i = 1, . . . , k. If the original graph is 4-edge-connected, then the obtained graph
is not 4-edge-connected but 3-edge-cut-free. Therefore, Theorem 3 implies Theorem 1 as a
corollary.
The characterization by Lovász and Schrijver results in a polynomial time algorithm for
testing whether or not a given graph contains two edge-disjoint odd cycles. In general, the
following theorem is recently proved.
I Theorem 4 (Kawarabayashi–Reed [15]). For any fixed k, there is a polynomial time algorithm
for the edge-disjoint odd cycle packing.
However, the correctness proof of the algorithm needs the whole graph minor papers,
and moreover, a hidden constant is huge.1 On the other hand, our proof for Theorem 3 is
within 5 pages, and the full proof is presented in this paper. In addition, our hidden constant
concerning k is not so big and therefore we can handle superconstant concerning k.
It is natural to ask why we do not consider the weaker condition that the minimum
degree being at least four, but in fact this weaker restriction would not gain us anything.
Consider an instance of the edge-disjoint k odd cycle packing on an arbitrary graph G that
may have degree three vertices. Then attach by two edges to each node in G a constant-sized
bipartite graph of high minimum degree. This new graph G′ has minimum degree high, but
the resulting instance of the edge-disjoint k odd cycle packing is clearly equivalent to the
original one in G. This example shows that 4-edge-connectivity is necessary. Thus we really
need to stick the 4-edge-connectivity in our proof.
2 Preliminaries
In this paper, n and m always mean the numbers of vertices and edges of a given graph,
respectively. A pair of subgraphs (A,B) is a separation if G = A ∪B and there are no edges
in E(A)∩E(B). The order of the separation (A,B) is |V (A)∩V (B)|. We denote a clique (or
a complete graph) with t vertices by Kt. A clique minor of order t, denoted by a Kt-minor,
1 To quote David Johnson [11], “for any instance G = (V,E) that one could fit into the known universe,
one would easily prefer |V |70 to even constant time, if that constant had to be one of Robertson and
Seymour’s.” He estimates one constant in an algorithm for testing for a fixed minor H to be roughly
2 ↑ 222
2↑(2↑Θ(|V (H)|))
, where 2 ↑ n denotes a tower 222
..
.
involving n 2’s.
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(v, e1)
(v, e2)
(v, {e1,e2})
Figure 1 Construction of L(G)
can be thought of as t disjoint trees T1, . . . , Tt such that there is an edge between Ti and Tj
for any i, j with i 6= j. Sometimes, one tree Ti is called a node of the clique minor. We say
that a clique minor K consisting of disjoint trees T1, . . . , Tt is odd, if for every cycle C in K,
|E(C)∩ (⋃iE(Ti))| is even. A block of a graph G is a maximal subgraph that is 2-connected
(or a single vertex or a K2).
It is well-known that the edge-disjoint paths problem can be reduced to the vertex-disjoint
paths problem by considering the line graph. Similarly, edge-disjoint cycles in a graph
correspond to vertex-disjoint cycles in its line graph. However, taking the line graph does
not keep the information of parity. Therefore, instead of the line graph, we introduce the
extended line graph, which is obtained from G by replacing every vertex by a clique whose
each edge is subdivided into two edges. More precisely, for a graph G = (V,E), the extended
line graph L(G) = (V ∗, E∗) of G is defined by
V ∗1 = {(v, e) | v ∈ V, e ∈ E, e is incident to v},
V ∗2 = {(v, {e1, e2}) | v ∈ V, e1, e2 ∈ E, e1 and e2 are incident to v},
V ∗ = V ∗1 ∪ V ∗2 ,
E∗ = {(v, e1)(v, {e1, e2}) | (v, e1), (v, {e1, e2}) ∈ V ∗}
∪ {(v1, e)(v2, e) | e is an edge connecting v1 and v2 in G}.
See Figure 1 for the construction of L(G). One can see that G contains edge-disjoint k odd
cycles if and only if L(G) contains vertex-disjoint k odd cycles.
We now look at definitions of the tree-width and wall. Let G be a graph, T a tree and let
V = {Vt ⊆ V (G) | t ∈ V (T )} be a family of vertex sets Vt ⊆ V (G) indexed by the vertices
t of T . The pair (T,V) is called a tree-decomposition of G if it satisfies the following three
conditions:
V (G) =
⋃
t∈T Vt,
for every edge e ∈ E(G) there exists a t ∈ T such that both ends of e lie in Vt,
if t, t′, t′′ ∈ V (T ) and t′ lies on the path of T between t and t′′, then Vt ∩ Vt′′ ⊆ Vt′ .
The width of (T,V) is the number max{|Vt| − 1 | t ∈ T} and the tree-width tw(G) of G is the
minimum width of any tree-decomposition of G.
We can apply dynamic programming to solve problems on graphs of bounded tree-width,
in the same way that we apply it to trees (see e.g. [1]), provided that we are given a bounded
width tree decomposition. Bodlaender [3] developed a linear time algorithm.
I Theorem 5. For an integer w, there exists a (wO(w))nO(1) time algorithm that, given a
graph G, either finds a tree decomposition of G of width w or concludes that the tree-width
of G is more than w. Furthermore, if w is fixed, there exists an O(n) time algorithm.
If the tree-width and k are small, by a standard dynamic programming technique, the
edge-disjoint k odd cycle packing can be solved efficiently (see e.g. [1]).
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Figure 2 An elementary wall of height 8
I Theorem 6. For integers w and k, there exists a (wO(kw))nO(1) time algorithm for the
edge-disjoint k odd cycle packing in graphs of tree-width w.
An elementary wall of height eight is depicted in Figure 1. An elementary wall of height
h for h ≥ 2 is similar. It consists of h levels each containing h bricks, where a brick is a
cycle of length six. A wall of height h is obtained from an elementary wall of height h by
subdividing some of the edges, i.e. replacing the edges with internally vertex disjoint paths
with the same endpoints. The nails of a wall are the vertices of degree three within it. Any
wall has a unique planar embedding. We define a distance function dW on the vertices of
W so that dW (x, y) is the minimum number of regions of this embedding that an arc in
the plane with endpoints x and y intersects. We define the distance between two subgraphs
W1,W2 of W by
dW (W1,W2) = min{dW (x, y) | x ∈ V (W1), y ∈ V (W2)}.
The perimeter of a wall W , denoted per(W ), is the boundary of the unique face in this
embedding which contains more than six vertices of the original elementary wall. For any wall
W in a given graph G, there is a unique component U of G−per(W ) containing W −per(W ).
The compass of W , denoted comp(W ), is the subgraph of G induced by V (U) ∪ V (per(W )).
A subwall of a wall W is a wall which is a subgraph of W . A subwall of W of height h is
proper if it consists of h consecutive bricks from each of h consecutive rows of W . For a
subgraph H , we say a proper subwall W ′ is dividing in H if H contains W ′ and the compass
of W ′ in H is disjoint from (W −W ′)∩H . A wall is flat if its compass does not contain two
vertex-disjoint paths connecting the diagonally opposite corners. Note that if the compass of
W has a planar embedding whose infinite face is bounded by the perimeter of W then W is
clearly flat. Seymour [27], Thomassen [30], and others have characterized precisely which
walls are flat.
One of the most important results concerning the tree-width is the main result of Graph
Minors. V [22] which says the following.
I Theorem 7. For any t, there exists a constant f1(t) such that if G has tree-width at least
f1(t), then G contains a wall W of height t.
The best known upper bound for f1(t) is 202t
5 , see [4, 20, 25]. The best known lower
bound is Θ(t2 log t), see [25]. Furthermore, such a wall can be found efficiently.
I Theorem 8 ([24, 25]). In a graph G with tree-width at least f1(t), we can find a wall W
of height t in (f1(t)O(f1(t)))nO(1) time.
3 Finding a Large Clique Minor
In our algorithm for the edge-disjoint k odd cycle packing, we divide the problem into two
cases depending on whether the tree-width of the input graph is large or not. In order to
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deal with the case when the tree-width is large, we show the following theorem, which says
that we can find a large clique minor in L(G) if the tree-width of G is large.
I Theorem 9. For any 4-edge-connected graph (or any 3-edge-cut-free graph) G and for any
integer t ≥ 2, there exists an integer g(t) = 2(2O(t2)) such that one of the following holds:
1. G has tree-width at most g(t).
2. The extended line graph L(G) contains a clique minor of order t.
Furthermore, either the tree decomposition of G of width at most g(t) or the Kt-minor in
L(G) can be computed in (g(t)O(g(t)))nO(1) time.
The objective of this section is to give a proof of this theorem. Since the proof is almost
the same as the proof of Theorem 4.1 in [12], we omit it. We note that [12] deals with the
line graph instead of the extended line graph.
We now give a remark that a large clique minor plays an important role in the disjoint
paths problem. By using the following theorem, we can reduce the disjoint paths problem to
an equivalent smaller problem if the input graph has a large clique minor. We will use this
theorem also in our proofs of Theorems 2 and 3.
I Theorem 10 (Robertson and Seymour [24, Theorem (5.4)]). Let s1, . . . , sk, t1, . . . , tk be the
terminals in a given G. If there is a clique minor of order at least 3k in G, and there is no
separation (A,B) of order at most 2k − 1 in G such that A contains all the terminals and
B −A contains at least one node of the clique minor, then there are vertex-disjoint paths Pi
with two ends in si, ti for i = 1, . . . , k.
4 Erdős-Pósa Property (Proof of Theorem 2)
In this section, we give a proof of Theorem 2. An outline of the proof is described as follows.
In Section 4.1, we show that if L(G) has a large clique minor, then G is not a minimum
counterexample of Theorem 2. In Section 4.2, we show that if L(G) contains no large clique
minor, then G cannot be a counterexample.
4.1 Property of a minimum counterexample
In this subsection, we show that if L(G) has a large clique minor, then G is not a minimum
counterexample of Theorem 2. To show this, we use the following theorem given in [9].
I Theorem 11 (Geelen et al. [9, Theorem 13]). There is a constant c such that if G contains
a Kt-minor K, where t ≥ dcl
√
log 12le for a positive integer l, then one of the following
holds.
1. G contains an odd Kl-minor.
2. There exists a vertex set X with |X| < 8l such that the unique block (i.e., maximal
2-connected subgraph) U of G−X that intersects all the nodes of K disjoint from X is
bipartite.
Furthermore, such an odd Kl-minor or a vertex set X can be found in O(nm) time.
With the aid of this theorem, we show the following property of a minimum counter-
example.
I Proposition 12. Let k and l be positive integers. Suppose that G = (V,E) is a 4-edge-
connected graph (or a 3-edge-cut-free graph) with minimum number of edges such that it does
not contain edge-disjoint k odd cycles and G−F is not bipartite for any F ⊆ E with |F | ≤ l.
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Then, L(G) has no clique minor of order max{d3ck√log 36ke, 50k}, where c is the constant
given in Theorem 11.
Proof. Assume that L(G) has a clique minor K of order max{d3ck√log 36ke, 50k}. By
Theorem 11, we have one of the following.
1. L(G) contains an odd K3k-minor.
2. There exists a vertex set X with |X| < 24k such that the unique block U of L(G)−X
that intersects all the nodes of K disjoint from X is bipartite.
When L(G) contains an odd K3k-minor, we can take vertex-disjoint k cycles each passing
through three nodes of the clique minor in L(G). Since these cycles are of odd length by the
definition of the odd clique minor, we can find vertex-disjoint k odd cycles in L(G). Hence,
the corresponding cycles in G are edge-disjoint odd cycles, which contradicts the assumption.
Suppose that there exists a vertex set X with |X| < 24k such that the unique block U of
L(G)−X that intersects all the nodes of K disjoint from X is bipartite. Let U1, . . . , Uq be the
connected component of L(G)−X − U that are not bipartite. Since L(G) does not contain
vertex-disjoint k odd cycles, we have q < k. By the definition of U , each Ui is adjacent to at
most one vertex, say ui, of U . Therefore, we have a separation (A′, B′) of L(G) such that
V (A′)∩V (B′) = X∪{u1, . . . , uq} and B′−A′ is a bipartite graph containing U−{u1, . . . , uq}.
We note that B′ −A′ contains a clique minor of order 50k − |X ∪ {u1, . . . , uq}| > 25k. The
following claim shows that we can find a separation of small order with some additional
conditions.
I Claim 13. There exists a separation (A,B) of L(G) with Y := V (A) ∩ V (B) such that
|Y | < 25k, B −A is bipartite, B −A contains a clique minor of order 25k, we can link up Y
by vertex-disjoint paths in any desired way in B, there is no edge with both end vertices in
Y , and every vertex in Y is contained in V ∗1 , where V ∗1 is the vertex set as in the definition
of L(G).
Proof of the claim. Let (A,B) be a separation of L(G) of minimum order such that V (B) ⊆
V (U) ∪X, B − A is bipartite, and B − A contains at least one node of the clique minor.
Furthermore, we assume that |B| is minimum among such separations. We note that such a
separation exists, because (A′, B′) satisfies these conditions. We show that this separation
(A,B) satisfies the conditions in the above claim.
Define Y = V (A) ∩ V (B). By the definition of (A,B), it is obvious that |Y | ≤ |X ∪
{u1, . . . , ul}| < 25k. Since B − A contains at least one node of the clique minor, at least
50k− |Y | > 25k nodes are contained in B −A, that is, B −A contains a clique minor KB of
order at least 25k. By applying Theorem 10 with KB and the terminal set Y , we can link
up Y by vertex-disjoint paths in any desired way in B.
Assume that Y contains a vertex v∗ = (v, {e1, e2}) ∈ V ∗2 . Since v∗ is adjacent to two
vertices, say v∗1 , v∗2 ∈ V ∗1 , by removing v∗ from Y and adding v∗1 or v∗2 , we can obtain a
separation with smaller B, which contradicts the definition of (A,B). Thus, we have Y ⊆ V ∗1 .
Furthermore, there exists no edge with both end vertices in Y , because we can remove one
end vertex from Y if such an edge exists. J
Let (A,B) and Y be as in this claim, and we denote Y = {(vi, ei) | i = 1, 2, . . . , |Y |}
because Y ⊆ V ∗1 . Let FY = {e1, . . . , e|Y |} be the edge set in G that corresponds to Y . Then,
one component H of G−FY corresponds to B−A. More precisely, if (v, e) ∈ V ∗1 is contained
in B −A, then the corresponding edge e is contained in H . Now we observe the following by
the properties of B −A and the definition of L(G).
1. Since B −A is bipartite, H is also bipartite.
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2. Since we can link up Y by vertex-disjoint paths in any desired way in B, we can connect
FY in H by edge-disjoint paths in any desired way. We note that every path in B
connecting a fixed pair of vertices in Y has the same parity, and the same thing holds for
paths connecting FY in H.
3. Since B − A contains at least 25k + 1 nodes of the clique minor, H contains at least
25k + 1 edges.
Since H is bipartite by the first property, V (H) is partitioned into two color classes V1(H)
and V2(H). Now we contract Vi(H) to a single vertex vi for i = 1, 2 in G, and we remove some
edges between v1 and v2 so that 25k edges of E(H) remain between them. Let Gˆ = (Vˆ , Eˆ) be
the obtained graph. We note that FY might contain an edge between two vertices in V1(H)
(or V2(H)), because B is not necessarily bipartite. In such a case, Gˆ contains a self-loop. We
can see that this reduction does not affect the existence of edge-disjoint k odd cycles by the
second property. On the other hand, if Gˆ− Fˆ is bipartite for some Fˆ ⊆ Eˆ with |Fˆ | ≤ l, then
we can make G bipartite by removing the edge set that corresponds to Fˆ , which contradicts
the assumption. Note that Fˆ does not contain an edge connecting v1 and v2, because the
number of edges between v1 and v2 is bigger than |FY |. Thus, Gˆ − Fˆ is not bipartite for
any Fˆ ⊆ Eˆ with |Fˆ | ≤ l. Since the number of edges decreases by the third property, this
contradicts the minimality of G. J
4.2 When L(G) has no large clique minor
In this subsection, we consider the case when L(G) has no clique minor of order t =
max{d3ck√log 36ke, 50k}. By Theorem 9, the tree-width of G is bounded by some constant
g(t). Since each vertex of G has degree at most t, one vertex in G is replaced by at most
t+
(
t
2
)
< t2 vertices in L(G). Thus, the tree-width of L(G) is smaller than a constant t2g(t).
Now we show the following proposition.
I Proposition 14. Let k be a positive integer. Let t and g(t) be positive integers as above,
and suppose that there exists an integer f(i) satisfying the condition in Theorem 2 for
i = 1, 2, . . . , k − 1. Suppose that G is a 4-edge-connected graph (or a 3-edge-cut-free graph)
not containing edge-disjoint k odd cycles such that L(G) has no clique minor of order t,
and F ⊆ E is a minimum edge set such that G − F is bipartite. Then, we have |F | ≤
max{4f(k − 1), 3t2g(t)}.
Proof. Assume that |F | > max{4f(k − 1), 3t2g(t)}. First, we show that F is “highly-
connected” in some sense. For two edges e1, e2, we say that a path P connects e1 and e2 if
the first and last edges of P are e1 and e2. A path connects two edge sets F1 and F2 if it
connects edges in F1 and F2. We show the following claim.
I Claim 15. For any sets F ′, F ′′ ⊆ F with |F ′| = |F ′′| ≤ |F |/2, there exist |F ′| edge-disjoint
paths each connecting F ′ and F ′′.
Proof of the claim. Let F ′, F ′′ ⊆ F be sets with |F ′| = |F ′′| ≤ |F |/2. To derive a contradic-
tion, assume that G does not contain |F ′| edge-disjoint paths connecting them. By Menger’s
theorem, there exists an edge set C ⊆ E such that |C| ≤ |F ′| − 1 and G − C contains no
path connecting F ′ and F ′′. That is, there exists a partition (G1, G2) of G− C such that
V (G1 ∩G2) = ∅, F ′ ⊆ E(G1) ∪ C, and F ′′ ⊆ E(G2) ∪ C.
If bothG1 andG2 contain an odd cycle, then each has at most k−2 edge-disjoint odd cycles.
By induction hypothesis, for i = 1, 2, Gi has an edge set Fi with |Fi| ≤ f(k − 1) such that
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Gi−Fi is bipartite. Then, G−(F1∪F2∪C) is bipartite and |F1∪F2∪C| < 2f(k−1)+ |F |2 ≤ |F |,
which contradicts the minimality of F .
Suppose that G1 contains no odd cycle. Then, G − ((F \ F ′) ∪ C) is bipartite and
|(F \ F ′) ∪ C| < |F |, which contradicts the minimality of F . The same argument can be
applied when G2 contains no odd cycle. J
We choose one end vertex ve arbitrary for each e ∈ F , and define a vertex set VF =
{(ve, e) | e ∈ F} of L(G). Then, VF is |F |/2-connected in L(G) by the above claim, where
we say that a vertex set X is κ-connected if |X| ≥ κ and for all subsets X1, X2 ⊆ X with
|X1| = |X2| ≤ κ there are |X1| vertex-disjoint paths connecting X1 and X2. In particular,
since |F | > max{4f(k − 1), 3t2g(t)}, VF is a 32 t2g(t)-connected set of size 3t2g(t). Now we
use the following lemma.
I Lemma 16 (Diestel et al. [4, Proposition 3]). Let G be a graph and κ be a positive integer.
If G contains a (κ+ 1)-connected set of size at least 3κ, then G has tree-width at least κ.
Since L(G) has a 32 t2g(t)-connected set VF of size 3t2g(t), L(G) has tree-width at least
t2g(t) by Lemma 16, which is a contradiction. J
By Propositions 12 and 14, f(k) is bounded by 3t2g(t) = 22O(k
2 log k) , which completes
the proof of Theorem 2.
5 Packing Algorithm (Proof of Theorem 3)
In this section, we give an algorithm for the edge-disjoint k odd cycle packing in 4-edge-
connected graphs (or 3-edge-cut-free graphs), and prove Theorem 3.
Since the case with small tree-width is easy by Theorem 6, it suffices to deal with the
case when the extended line graph L(G) has a large clique minor by Theorem 9. For this
case, we give a procedure that reduces the original instance to a smaller instance.
I Proposition 17. Let G be a 4-edge-connected graph (or a 3-edge-cut-free graph) and k be
a positive integer. If a clique minor of order at least max{d3ck√log 36ke, 50k} is given in
L(G), where c is the constant given in Theorem 11, then we can reduce an instance of the
edge-disjoint k odd cycle packing in G to an equivalent smaller instance in polynomial time.
Proof. We use a similar argument to the proof of Proposition 12. Suppose that the extended
line graph of G contains a clique minor K of order at least max{d3ck√log 36ke, 50k}. Then,
we have one of the following by Theorem 11.
1. L(G) contains an odd K3k-minor.
2. There exists a vertex set X with |X| < 24k such that the unique block U of L(G)−X
that intersects all the nodes of K disjoint from X is bipartite.
When L(G) contains an odd K3k-minor, G contains edge-disjoint k odd cycles, which
means that we can easily find edge-disjoint k odd cycles in G. (In other words, we can reduce
the original instance to a trivial “YES” instance.)
Suppose that there exists a vertex setX with the above conditions. Let A,B, Y, FY , H, V1(H),
and V2(H) be as in the proof of Proposition 12. Construct a smaller graph by contracting
Vi(H) to a single vertex vi for i = 1, 2 and by removing some edges between v1 and v2, and
let Gˆ = (Vˆ , Eˆ) be the obtained graph. We have already seen in the proof of Proposition 12
that this reduction does not affect the existence of edge-disjoint k odd cycles. Since the
obtained graph is smaller than the original one, the obtained instance is a desired one. J
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Now we give a proof of Theorem 3.
Proof of Theorem 3. First, we apply Theorem 9 where t = max{d3ck√log 36ke, 50k} and
c is the constant given in Theorem 11. Then, either the input graph G has tree-width at
most g(t), or L(G) contains a clique minor of order t by Theorem 9. In the first case, we can
solve the edge-disjoint k odd cycle packing in G in (g(t)O(kg(t)))nO(1) time by Theorem 6.
In the second case, we apply Proposition 17 to obtain a smaller instance, and recurse the
algorithm. We note that the running time (g(t)O(kg(t)))nO(1) is bounded by a polynomial
of n if k = O((log log log n)1/2−ε). This shows that we can solve the problem in polynomial
time. J
Finally, we give a remark on the time complexity for the case when k is a fixed constant.
In this case, the most time consuming part is to execute Theorem 11 repeatedly. Since L(G)
might have Ω(n3) vertices and edges when G has vertices of high degree, if we apply a naive
reduction algorithm, then the time complexity of the reduction step becomes O(n6), and
so the total running time is O(n6m). If we find an edge set FY of G directly (i.e., without
constructing L(G)), then the running time will be greatly improved, but we will not discuss
this issue in this paper.
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Abstract
Power circuits are data structures which support efficient algorithms for highly compressed in-
tegers. Using this new data structure it has been shown recently by Myasnikov, Ushakov and
Won that the Word Problem of the one-relator Baumslag group is is decidable in polynomial time.
Before that the best known upper bound was non-elementary. In the present paper we provide
new results for power circuits and we give new applications in algorithmic group theory: 1. We
define a modified reduction procedure on power circuits which runs in quadratic time thereby
improving the known cubic time complexity. 2. We improve the complexity of the Word Problem
for the Baumslag group to cubic time thereby providing the first practical algorithm for that
problem. 3. The Word Problem of Higman’s group is decidable in polynomial time. It is due to
the last result that we were forced to advance the theory of power circuits.
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1 Introduction
Power circuits have been introduced in [18] as a data structure for integers which supports
+, −, ≤, and (x, y) 7→ 2xy. Thus, by iteration it is possible to represent, by very small
circuits, huge values (involving the tower function). Efficient algorithms for power circuits
yield efficient algorithms for arithmetic with integers in highly compressed form. This idea of
efficient algorithms for highly compressed data is the main underlying theme of the present
paper. In this sense our paper is simultaneously about compression, data structures and
about algorithmic group theory.
In 1910 Max Dehn [5] formulated fundamental algorithmic problems for groups. The
most prominent one is the Word Problem: “Given a finite presentation of some fixed group
G, decide whether an input word w represents the trivial element 1G in G.” It took until
the 1950’s that Novikov and Boone constructed (independently) finitely presented groups
with an undecidable Word Problem [21, 3]. There are also finitely presented groups with a
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decidable Word Problem but with arbitrarily high complexity [25, Theorem 1.3]. In these
examples the difficult instances are extremely sparse and, inherently due to the constructions,
these groups never appear in any natural setting.
A finitely presented group has a decidable word problem if and only if there is a recursive
upper bound on its Dehn function. Although the Dehn function gives a lot more of information
about the group (e.g., if it is linear, then the group is hyperbolic and the Word Problem
is linear), the Dehn function is not necessarily a good indicator for the complexity of the
Word Problem [16, 23]. However, for “natural examples” the connection between the Dehn
function and the complexity of the Word Problem was believed to be rather tight.
Such a natural example was the Baumslag group G(1,2) (sometimes called Baumslag-
Gersten group). It is a non-cyclic one-relator group all of whose finite factor groups are
cyclic [1]. Being a one-relator group the word problem is decidable. However, the only
known general way to solve the Word Problem in one-relator groups is by a so-called Magnus
break-down procedure [17, 15] which computes normal forms. It was developed in the 1930s
and there has been no progress ever since. Its time-complexity on G(1,2) is non-elementary,
since it cannot be bounded by any tower of exponents. Actually, Gersten showed that the
Dehn function of G(1,2) is non-elementary [9], see also [24]. Therefore (until recently) G(1,2)
was the simplest candidate for a group with a non-polynomial Word Problem in the worst
case. But then it turned out that its Word Problem is in P: Using the ability of power
circuits to compress huge numbers, Myasnikov, Ushakov and Won showed that the Word
Problem of the Baumslag group is solvable in polynomial time [19].
It should be noted that the question of algorithmic hardness of the Word Problem in
one-relator groups is still wide open, but some researchers conjecture that it is polynomial
(even quadratic, see [2]), based on observations on generic-case complexity [11].
The contributions of the present paper are as follows: In a first part, we give new efficient
manipulations of the data structure of power circuits. We improves the complexity of the
reduction algorithm of power circuits from cubic to quadratic time. With the help of this
improved reduction algorithm (and some other ideas) we can, as our second result, reduce
the complexity of the Word Problem in G(1,2) significantly from O(n7) in [19] down to O(n3).
This cubic algorithm is the first practical algorithm which works for that problem on all
reasonably short instances. The algorithm has been implemented and tested. It is available
in the CRAG library [20].
Another new application of power circuits shows that the Word Problem in Higman’s
group H4 is decidable in polynomial time. This is our third and main result. Higman’s group
H4 is a very interesting group with 4 generators and 4 simple defining relations. Higman [10]
constructed H4 in 1951 as the first example of a finitely presented infinite group where all
finite quotient groups are trivial. This leads immediately to an infinite simple group which is
finitely generated; and no such group was known before Higman’s construction. The group
H4 is constructed by amalgamation (see Section 5 or [27]), which yields decidability of the
Word Problem, but the procedure computes normal forms and the length of normal forms
can be a tower function in the input length. Thus, Higman’s group was another natural, but
rather complicated candidate for a finitely presented group with an extremely hard Word
Problem. Our paper eliminates H4 as a candidate: We show that the Word Problem of H4 is
in O(n6). Actually, the algorithm for H4 is more complicated than for the Baumslag group
G(1,2).
We obtain this result by new techniques for efficient manipulations of multiple markings
in a single power circuit and their ability for huge compression rates. Compression techniques
have been applied elsewhere for solving word problems, [12, 13, 26]. But in these papers
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the authors use straight-line programs whose compression rates are far too small (at best
exponential) to cope with Baumslag or Higman groups.
Due to lack of space in this conference version of the paper, we present a slightly less
efficient, yet much less technical version of the reduction procedure. In formal statements we
use the “soft-O notation”. Full proofs for the complexity bounds without the poly-logarithmic
factors as stated e.g. in the abstract can be found online [7].
Algorithms and problems are classified by their time complexity on a random-access
machine (RAM).
The tower function τ : N→ N is defined as usual: τ(0) = 1 and τ(i+ 1) = 2τ(i) for i ≥ 0.
For instance τ(4) = 222
21
= 216 and τ(6) written in binary cannot be stored in the memory
of any conceivable real-world computer. We use standard notation and facts from group
theory as found in the classical text book [15].
2 Power circuits
This section is based on [18], but with improved time complexities. In addition, we provide
new material such as our treatment of multiple markings which makes the data structure
more versatile. This is used for our results on Higman’s group. Let Γ be a set and δ be a
mapping δ : Γ× Γ→ {−1, 0,+1}. This defines a directed graph (Γ,∆), where Γ is the set of
vertices and the set of directed arcs (or edges) is ∆ = σδ = {(P,Q) ∈ Γ× Γ | δ(P,Q) 6= 0}
(the support of the mapping δ). Note that the sign of δ(P,Q) is to be read as the edge’s
label and has nothing to do with its orientation. Throughout we require that (Γ,∆) is a dag
(directed acyclic graph). In particular, δ(P, P ) = 0 for all vertices P .
A marking is a mapping M : Γ → {−1, 0,+1}. We can also think of a marking as a
subset of Γ where each element in M has a sign (+ or −). (Thus, we also speak about a
signed subset.) Each node P ∈ Γ is associated with a marking, which is called its Λ-marking
or successor marking ΛP , consisting of the target nodes of outgoing arcs from P :
ΛP : Γ→ {−1, 0,+1} , Q 7→ δ(P,Q)
Thus, the marking ΛP is the signed subset which corresponds to the targets of outgoing arcs
from P . We define the evaluation ε(P ) of a node (ε(M) of a marking resp.) by imposing:
ε(P ) = 2ε(ΛP ) for a node P , ε(M) =
∑
P∈Γ
M(P )ε(P ) for a marking M.
Leaves evaluate to 1. The values ε(P ) and ε(M) can be computed bottom-up in the dag,
making ε(P ) and ε(M) well-defined real numbers. The evaluation of a node P is positive.
I Definition 1. A power circuit is a pair Π = (Γ, δ) with δ : Γ× Γ→ {−1, 0,+1} such that
(Γ,∆) is a dag as above with the additional property that ε(M) ∈ Z for all markings M .
We will see in Corollary 8 that it is possible to check in quasi-quadratic time whether a
dag (Γ,∆) is a power circuit. (One checks ε(ΛP ) ≥ 0 for all nodes P .)
I Example 2. We can represent every integer in the range [−n, n] as the evaluation of some
marking in a power circuit with node set {P0, . . . , P`} such that ε(Pi) = 2i for 0 ≤ i ≤ ` and
` = blog2 nc. Thus, we can convert the binary notation of an integer n into a power circuit
with O(log |n|) vertices and O((log |n|) log log |n|) arcs.
I Example 3. A power circuit can realize tower functions, since a chain of n+ 1 nodes allows
us to represent τ(n) as the evaluation of the last node.
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We denote the empty marking (the constant zero mapping) by 0 and for any marking M
there is an obvious definition of −M having ε(−M) = −ε(M). The insertion of a new node
Clone(P ) without incoming arcs and with ΛClone(P ) = ΛP is called cloning of a node P .
The notion is extended to markings, where Clone(M) is obtained by cloning all nodes in
σ(M) and defining Clone(M)(Clone(P )) = M(P ) for P ∈ σ(M) and Clone(M)(P ) = 0
otherwise. We say that M is a source, if no node in σ(M) has any incoming arcs. Note that
Clone(M) is always a source.
If M and K are markings, then M + K given by (M + K)(P ) = M(P ) + K(P ) is a
mapping where −2 and 2 may appear as images. For every P with M(P ) +K(P ) = ±2, let
P ′ = Clone(P ) and redefine M + K by putting (M + K)(P ) = (M + K)(P ′) = ±1. In
this way we can realize addition (and subtraction) in a power circuit by cloning at most
|σ(M) ∩ σ(K)| nodes. Note that any other marking in the power circuit remains unaffected
by this operation.
Next, consider markings U and X with ε(U) = u and ε(X) = x such that u2x ∈ Z (e.g.
due to x ≥ 0). We obtain a marking V with ε(V ) = u2x and |σ(V )| = |σ(U)| as follows.
First, let V = Clone(U) and X ′ = Clone(X). Next, introduce additional arcs from every
P ′ ∈ σ(V ) to every Q′ ∈ σ(X ′) with signs given by δ(P ′, Q′) = X ′(Q′). Note that the cloning
of X avoids double arcs from V to X. The cloning of U is not necessary, if U happens to be
a source.
We now introduce the reduction of a power circuit which allows us to compare markings.
I Definition 4. A reduced power circuit consists of
i) a power circuit Π = (Γ, δ) in which no two different nodes evaluate to the same number,
ii) an ordered list [P1, . . . , Pn] of the nodes Γ such that ε(Pi) < ε(Pi+1) for all 1 ≤ i < n,
iii) a bit vector [b(1), . . . , b(n− 1)] where b(i) = 1 if and only if 2ε(Pi) = ε(Pi+1).
I Proposition 5 ([18]). There is an O(|Γ|) time algorithm which on input a reduced power
circuit and two markings K and M compares ε(K) and ε(M). It outputs whether the two
values are equal and if not, which one of them is larger. In the latter case it also tells whether
|ε(K) − ε(M)| is exactly 1 or ≥ 2. (This is essentially an argument about binary sums∑
i≥0 ai · 2i with ai ∈ {−1, 0,+1}.) J
Algorithm 1 ExtendReduction
Input: A dag Π = (Γ ∪˙ U, δ) with no arcs pointing from Γ to U , such that (Γ, δ|Γ×Γ) is a
reduced power circuit and a listM of markings of Π.
Output: The output of the procedure is “no”, if Π is not a power circuit (because ε(P ) 6∈ Z
for some node P ). Else, the output is a reduced power circuit Π′ = (Γ′, δ′) and a listM′ of
markings of Π′ where:
i) Γ ⊆ Γ′ and δ|Γ×Γ = δ′|Γ×Γ
ii) |Γ′| ≤ |Γ|+ 3 |U |
iii) For all Q ∈ U there is a node Q′ ∈ Γ′ with ε(Q) = ε(Q′).
iv) For every marking M ∈ M there is a corresponding marking M ′ ∈ M′ with ε(M ′) =
ε(M) and |σ(M ′)| ≤ |σ(M)|.
1 compute a topological order [Q1, . . . , Q|U|] of U, i.e., an ordering of the nodes such
that for i ≤ j there are no arcs from Qi to Qj;
2 for i = 1, . . . , |U | do
3 U := U \ {Qi};
4 let [P1, P2, . . .] be the ordered list of the current node set Γ;
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5 using binary search, find the minimal j such that
ε(Qi) ≤ ε(Pj); /* check ε(ΛQi) ≤ ε(ΛPj ) */
6 if ε(ΛQi) < 0 then return no fi;
7 if ε(Qi) < ε(Pj) then /* check ε(ΛQi) < ε(ΛPj ) */
8 Γ := Γ ∪ {Qi};
9 insert {Qi} into Γ’s sorted list of nodes between Pj and Pj+1;
10 set the bit vector for Qi according to whether ε(ΛQi) + 1 = ε(ΛPj )
11 else /* ε(Qi) = ε(Pj) */
12 find the maximum n such that b(1) = . . . = b(n− 1) = 1;
13 as in example 2, create a new node B with ε(B) = 2n+1 and adjust the
ordered list of Γ and the bit vector accordingly;
14 using the ordered list of Γ and the bit vector, find the maximal number k
such that there is a chain of nodes Pj = R0, R1, . . . , Rk−1 with
ε(R`) = ε(Pj) · 2` (for 0 ≤ ` < k);
15 Rk := Clone(Rk−1);
16 find the maximal ` such that ΛRk (P1) = . . . = ΛRk (P`−1) = +1;
17 remove P1, . . . , P`−1 from ΛRk and set ΛRk (P`) := +1 instead;
18 insert Rk into Γ’s ordered list between Pj+k−1 and Pj+k and set the bit
vector for Rk according to whether ε(ΛRk ) + 1 = ε(ΛPj+k )
19 foreach M ∈M∪ {ΛQ : Q ∈ U} with M(Qi) =: s 6= 0 do
20 remove Qi from M ;
21 ` := 0; while M(R`) = s do remove R` from M od;
22 let M(R`) := M(R`) + s
23 od fi od
I Theorem 6. The procedure ExtendReduction given in Algorithm 1 is correct and runs
in time O˜((|Γ|+ |U |) · |U |+ |σ(M1)|+ . . .+ |σ(Mm)|), where M1, . . . ,Mm are the markings
inM whose support contains nodes in U .
Proof. In the outer loop, the nodes are moved from U to Γ one by one. The topological
order ensures that arcs originating from the currently processed node Qi all end in Γ. The
binary search used to determine the right place of Ui inside Γ takes log(|Γ|+ |U |) comparisons
(remember that |Γ| grows in each cycle) and thus O˜(|Γ|+ |U |) time.
For the insertion of Ui into Γ, we distinguish two cases. The first one (lines 7 to 10) is
rather easy: If there is no node in Γ with the same value as Ui, we can just insert Ui and
adjust the bit vector using the comparision procedure from 5. No marking involving Ui (this
includes Λ markings of other nodes in U) needs to be changed. The second case (lines 11
to 23) is somewhat more complicated. Here we have ε(Ui) = ε(Vj). The general idea is to
remove Ui and use Vj instead in all markings M having Ui in their support. However, this
does not work when M(Ui) = M(Vj) (M would become doubly marked or target of a double
arc). In that case, we remove both Ui and Vj from M and replace them by a node R1 with
value 2 · ε(Pj). If again, R1 becomes doubly marked by M , repeat (lines 19 to 23). This
continues until we reach a node unmarked by M (or marked with the opposite sign) or when
the sequence of nodes starting at Pj and each node having double the value of its predecessor
(we call such a sequence a chain) ends. In order to cope with the latter, we create a new node
Rk (which is, of course, completely unmarked) in lines 12 to 18. Doubling a node is done by
increasing its Λ-marking by one in the obvious way. An extension of the chain starting at
the 1-node might be needed, so we create that first (new node B).
Now, let us look at the time complexity. Topological ordering of U takes linear time in
the number of arcs which is bounded by |U | · (|Γ|+ |U |). For the analysis of the main loop,
let us first ignore lines 19 to 23. Apart from the log(|Γ|+ |U |) comparisons used in the binary
search (each O(|Γ| time), we only need a constant number of comparisons and O(|Γ|+ |U |)
time e.g. for going through the bit vector. This is O˜((|Γ|+ |U |)) per iteration.
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Now to lines 19 to 23: As for the adjustment of markings, note that in every cycle
of the inner while loop, we lose one mark or one edge originating in U . This adds up to
O((|Γ| + |U |) · |U | + |σ(M1)| + . . . + |σ(Mm)|). Note that markings having their support
entirely in Γ never have to be altered during the whole process. J
I Corollary 7. There is a O˜(|Γ|2 +∑M∈M |σ(M)|) time procedure Reduce that reduces a
power circuit Π = (Γˆ, δˆ) with markings M. The number of nodes at most triples. This is a
special case of Theorem 6 where Γ = ∅ and U = Γˆ. J
I Corollary 8. As a by-product, the procedure Reduce tests whether a dag (Γ, δ) defines a
power circuit (i.e., all markings evaluate to integers). J
By introducing a more sophisticated data structure, one gets rid of the log factors in the
time complexity of ExtendReduction and Reduce, see [7]. Note that quadratic time is
optimal, since the the number of arcs can be quadratic in the number of nodes.
3 Arithmetic in the semi-direct product Z[1/2]o Z
The basic data structure for this paper deals with the semi-direct product Z[1/2]o Z. Here
Z[1/2] denotes the ring of rational numbers with denominators in 2N (It is also known as
the ring of dyadic rationals.) Thus, an element in Z[1/2] is a rational number r which can
be written as r = u2x with u, x ∈ Z. We view Z[1/2] as an abelian group with addition.
Multiplication by 2 defines an automorphism of Z[1/2], and hence the semi-direct product
Z[1/2]oZ becomes a (non-commutative) group where elements are pairs (r,m) ∈ Z[1/2]×Z
and with the following explicit formulae for multiplication and inverses:
(r,m) · (s, n) = (r + 2ms,m+ n), (r,m)−1 = (−r2−m,−m)
The group Z[1/2]oZ is isomorphic to the Baumslag-Solitar group BS(1, 2) = 〈a, t | tat−1 =
a2〉 via the mapping a↔ (1, 0), t↔ (0, 1).
A sequence of s group operations may lead to exponentially large or exponentially small
values in the first component. Binary representation can cope with these values. We equip
Z[1/2] o Z with a partially defined swap operation. For (r,m) ∈ Z × Z ⊆ Z[1/2] o Z we
define swap(r,m) := (m, r). This looks innocent, but note that a sequence of 2O(n) defined
operations starting with (1, 0) may yield a pair (0, τ(n)) where τ is the tower function. Indeed
swap(1, 0) = (0, 1) = (0, τ(0)) and
swap((0, τ (n))(1, 0)(0,−τ(n))) = swap(τ(n+ 1), 0) = (0, τ(n+ 1)). (1)
We also use triples to denote elements in Z[1/2] o Z. A triple [u, x, k] with u, x, k ∈ Z
and x ≤ 0 ≤ k denotes the pair (u2x, k + x) ∈ Z[1/2]o Z. For each element in Z[1/2]o Z
there are infinitely many corresponding triples. Using the generators a and t of BS(1, 2) one
can write:
[u, x, k] = (u2x, k + x) = (0, x)(u, k) ∈ Z[1/2]o Z
= txautk ∈ BS(1, 2) and
[u, x, k] · [v, y, `] = [u2−y + v2k, x+ y, k + `]
In what follows we use power circuits with triple markings for elements in Z[1/2]oZ. For
T = [U,X,K], where U,X,K are markings in a power circuit with ε(U) = u, ε(X) = x ≤ 0,
ε(K) = k ≥ 0, we define ε(T ) ∈ Z[1/2]o Z to be the triple ε(T ) = [u, x, k] = (u2x, x+ k).
Let us note that the Word Problem of (Z[1/2]oZ, ·, swap) is solvable in polynomial time
[7].
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4 Solving the Word Problem in the Baumslag group
The Baumslag group1 G(1,2) is a one-relator group with two generators a and b and the
defining relation aab = a2. (The notation gh means conjugation, here gh = hgh−1. Hence
aa
b = bab−1aba−1b−1.) The group G(1,2) can be written as an HNN extension of BS(1, 2) '
Z[1/2] o Z with stable letter b; and BS(1, 2) is an HNN extension of Z ' 〈a〉 with stable
letter t:
〈a, b | aab = a2〉 ' 〈a, t, b | at = a2, ab = t〉 ' HNN(〈a, t | at = a2〉, b, 〈a〉 ' 〈t〉)
' HNN (HNN(〈a〉, t, 〈a〉 ' 〈a2〉), b, 〈a〉 ' 〈t〉)
Before the work of Myasnikov, Ushakov and Won [19], G(1,2) had been a possible candidate
for a one-relator group with an extremely hard (non-elementary) word problem in the worst
case by the result of Gersten [9]. (Indeed, the tower function occurs as follows: Let T (0) = t
and T (n+ 1) = bT (n)aT (n)−1b−1. Then T (n) = tτ(n) by a translation of Equation 1.) The
purpose of this section is to improve the O(n7) time-estimation of [19] to (quasi-)cubic time.
Theorem 9 yields the first practical algorithm to solve the Word Problem in G(1,2) for a
worst-case scenario2. It has been implemented and runs in reasonable time on instances of
several thousand letters.
I Theorem 9. The Word Problem of the Baumslag group G(1,2) is decidable in time O˜(n3).
Proof. We assume that the input is already in compressed form, given by a sequence of
letters b, b−1 and triple markings [U,X,K], the latter representing elements in Z[1/2]o Z,
which in turn encode words over a±1’s and t±1’s. We use the following invariants:
i) U,X,K have pairwise disjoint supports.
ii) U is a source.
iii) All incoming arcs to X ∪K have their origin in U .
iv) Arcs from U to X have the opposite sign of the corresponding node-sign in X.
These are clearly satisfiable in case we start with a sequence of a±1’s, t±1’s, and b±1’s
(e.g. create disjoint power circuits, one for each marking, as in Example 2). The formula
[u, x, k] · [v, y, `] = [u2−y + v2k, x+ y, k+ `] allows to multiply elements in Z[1/2]oZ without
destroying the invariants or increasing the total number of nodes in the power circuits (the
invariants make sure that cloning is not necessary). The total number of multiplications is
bounded by n. Taking into account that there are at most n2 arcs, we are within the time
bound O(n3).
Now we perform leftmost Britton reductions, see [15]. In terms of group generators
this means replacing factors basb−1 by ts and b−1tsb by as (always replacing the leftmost
occurance first). Thus, if we see a subsequence b[u, x, k]b−1, then we must check if x+ k = 0
and after that if u2x ∈ Z. If we see a subsequence b−1[u, x, k]b, then we must check u = 0.
In the positive cases we swap, in the other case we do nothing. Let us give the details: For a
test we reduce a copy of the circuit using Reduce which takes time O˜(n2). After each test
for a Britton reduction, the copy is deleted. There are two possibilities for necessary tests.
1.) u = 0. If yes, remove in the original power circuit the source U , this makes X ∪K a
source; replace [u, x, k] by [x+ k, 0, 0]. The invariants are satisfied.
1 sometimes called Baumslag-Gersten group, not to be confused with the Baumslag-Solitar group BS(1, 2)
2 It is easy to design simple algorithms which perform extremely well on random inputs. But all these
algorithms fail on short instances, e.g. in showing tT (6) = T (6)t.
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2.) x+ k = 0. If yes, check whether u2x ∈ Z. If yes, replace [u, x, k] in the original power
circuit by either [0, u2x, 0] or [0, 0, u2x] depending on whether u2x is negative or positive.
We get u2x without increasing the number of nodes, since arcs from U to X have the
opposite signs of the node-signs in X. Thus, if E has been the set of arcs before the test,
it is switched to U ×X \E after the test. The new marking for u2x is a source and does
not introduce any cycle, because its support is still the support of the source U .
It is easy to see that computing a Britton reduction on an input sequence of size n, we need
at most 2n tests and at most n of them are successful. Hence we are still within the time
bound O˜(n3). J
5 Solving the Word Problem in Higman’s group H4
The Higman group Hq has a finite presentation with generators a1, . . . , aq and defining
relations apap−1a−1p = a2p−1 for all p ∈ Z/qZ. It is known [27] that Hq is trivial for q ≤ 3 and
infinite for q ≥ 4. From now on, we focus on the group H4 which is the one usually referred
to as the Higman group. This group was the first example of a finitely generated group where
all finite quotient groups are trivial. It was another potential natural candidate for a group
with an extremely hard (non-elementary) word problem in the worst case. Indeed, define:
w(p, 0) = ap (p ∈ Z/4Z), w(p− 1, i+ 1) = w(p, i)ap−1w(p, i)−1 (i ∈ N, p ∈ Z/4Z)
By induction, w(p, n) = aτ(n)p ∈ H4, where τ(n) is the n-th value of the tower function, but
the length of the words w(p, n) is 2n+1 − 1, only. Hence there is a “tower-sized gap” between
input length and length of a canonical normal form.
We define the group G12 by the generators a1 and a2, and definining relation a2a1a−12 = a21.
In the same way we define G23, G34, and G41. As we saw in Section 3, each of these groups
is isomorphic to the Baumslag-Solitar group BS(1, 2) and to Z[1/2]o Z. Furthermore, we
define the group G123 by the generators a1, a2, a3 and defining relations a2a1a−12 = a21 and
a3a2a
−1
3 = a22. (Similarly define G341.) We have G123 = G12 ∗F2 G23 where F2 is the free
subgroup of both G12 and G23 generated by a2. Finally, we get H4 as an amalgamated
product
H4 ' G123 ∗F13 G341,
where F13 is the free subgroup of rank two of G123 and G341 with basis {a1, a3}, see [27].
This isomorphism yields a direct proof that H4 is an infinite group, see [27]. In the
following we use some well-known facts about amalgamated products, see [15, 27, 6]. In
order to solve the Word Problem, we start with an alternating sequence of group elements
from G123 and G341. The sequence can be shortened, only if one factor happens to be in the
subgroup F13. In this case we swap the factor from G123 to G341 and vice versa. By abuse
of language we call this procedure again a Britton reduction. (This is perhaps not standard
notation, but it conveniently unifies the same phenomenon in amalgamated products and
HNN-extensions.) A sequence evaluating to 1 in H4 can be entirely eliminated using these
kinds of Britton reductions.
Elements in the groups Gi,i+1 (i ∈ Z/4Z) are represented by triple markings T = [U,X,K]
in some power circuit. In order to remember that we evaluate T in the group Gi,i+1, we give
each T a type (i, i+ 1), which is recorded as a subscript. For ε(T ) = [u, x, k] we obtain:
ε(T(i,i+1)) = axi+1aui aki+1 ∈ Gi,i+1
= au2
x
i a
x+k
i+1 if u2x ∈ Z
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From now on we work with a single power circuit Π together with a sequence (Tj)j∈J
of triple markings of various types. This is given as a tuple T = (Γ, δ; (Tj)j∈J). If (Γ, δ) is
reduced, then T is called a main data structure .
I Definition 10. The weight ω(T ) of a triple marking T = [U,X,K] is defined as ω(T ) =
|σ(U)| + |σ(X)| + |σ(K)|. The weight ω(T ) of a main data structure T is defined as
ω(T ) = ∑j∈J ω(Tj). Its size‖T ‖ is defined by ‖T ‖ = |Γ|.
The following basic operations are defined on a main data structure. Applying a basic
operation means replacing the left-hand side of the equation by the right-hand side, thus
forgetting any markings of the replaced triple(s). To improve readability, we write them
down only for G123, but they are also defined for G341.
Multiplication: [u, x, k](1,2) · [v, y, `](1,2) = [u2−y + v2k, x+ y, k + `](1,2)
Swapping from (1, 2) to (2, 3): [0, x, k](1,2) = [x+ k, 0, 0](2,3)
Swapping from (2, 3) to (1, 2): [z, 0, 0](2,3) =
{
[0, 0, z](1,2) for z ≥ 0
[0, z, 0](1,2) for z < 0.
Splitting: [u, x, k](1,2) = [u2x, 0, 0](1,2) · [0, x, k](1,2) for u2x ∈ Z
[u, x, k](2,3) = [0, x, k](2,3) · [u2−k, 0, 0](2,3) for u2−k ∈ Z
We allow splitting operations only when immediatelly followed by a multiplication, thus
we never increase the number of triple markings inside T .
We keep T as a main data structure by doing addition and multiplication by powers of 2
using clones (as described in Section 2) and calling ExtendReduction on these after each
basic operation.
I Proposition 11. Let T = (Γ, δ; (Tj)j∈J) be a main data structure of size at most m,
weight at most w (and with |J |+ w ≤ m). The following assertions hold.
i) No basic operation increases the weight of T .
ii) Each basic operation increases the size ‖T ‖ by O(w).
iii) Each basic operation takes time O˜(mw).
iv) A sequence of s basic operations takes time O˜(s2m2) and the size of T remains bounded
by O(m+ sw).
Proof. We can do the necessary tests, because the power circuit is reduced (Proposition 5).
Before each operation we replace the involved markings in (Tj)j∈J by clones, which increases
the size by O(w), but does not increase the weight. Note that there is enough time to create
the clones with all their outgoing arcs. With the new clones we can perform the operations
by using the algorithms described in Section 2. We regain the main data structure by calling
ExtendReduction which integrates the modified clones into the reduced representation.
In order to get iv), we observe that the final size of the circuit is bounded by O(m+ sw),
so we need at most s · O˜((m+ sw) · w) ⊆ O˜(s2m2) time for all s operations. J
I Theorem 12. The Word Problem of H4 can be solved in time O˜(n6).
The traditional input for a Word Problem solving algorithm is a word over the generators
ap and their inverses a−1p . We solve a slightly more general problem by assuming that the
input consists of a power circuit Π = (Γ, δ) together with a sequence of s triple markings of
various types. Each triple marking [U,X,K](p,p+1) corresponds to aε(X)p+1 a
ε(U)
p a
ε(K)
p+1 ∈ H4.
Let w be the total weight of T = (Γ, δ; (Tj)1≤j≤s). For simplicity we assume s ≤ w and
that w and sizes of clones are bounded by ‖T ‖ = |Γ|. Having s ≤ w ≤ n ∈ O(w), we can
think of n = |Γ| as our input size. We transform T into a main data structure by invoking
Reduce.
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During the procedure |Γ| increases, but the number of triple markings remains bounded
by s and the weight by w. In order to achieve our main result we show how to solve the
word problem with O(s2) basic operations on the main data structure T . Assuming this,
by Proposition 11, the final size will be bounded by m ∈ O(s2w); and the time for all basic
operations is O˜(s4w2) ⊆ O˜(n6).
We collect sequences of triple markings of type (1, 2) and (2, 3) in intervals L, which in
turn receive type (1, 2, 3); and we collect triple markings of type (3, 4) and (4, 1) in intervals
of type (3, 4, 1). Each interval has (as a sequence of triple markings) a semantics ε(L) which
is a group element either in G123 or in G341 depending on the type of L. Thus, it makes
sense to ask whether ε(L) ∈ F13. These tests are crucial and dominate the runtime of the
algorithm.
Now the sequence (Tj)1≤j≤s of triple markings appears as a sequence of intervals:
(L1, . . . ,Lf ;Lf+1, . . . ,Lt).
We introduce a separator “;” dividing the list in two parts. The following invariants are kept
up:
i) All L1, . . . ,Lf satisfy ε(Li) /∈ F13. In particular, these intervals are not empty and they
represent non-trivial group elements in (G123 ∪G341) \ F13.
ii) The types of intervals left of the separator are alternating.
In the beginning each interval consists of exactly one triple marking, thus f = 0 and
t = s. The algorithm will stop either with 1 ≤ f = t or with f = 0 and t = 1.
Now we describe how to move forward: First, assume f = 0 (thus t > 1). If ε(L1) /∈ F13,
then move the separator to the right, i.e. we obtain f = 1. If ε(L1) ∈ F13, then, after
swapping L1, we can join the intervals L1 and L2. In this case we still have f = 0, but t
decreases by 1.
Now assume that 0 < f < t. If Lf and Lf+1 have the same type, then append Lf+1 to
Lf , and move the separator to the left of Lf . Thus, f and t decrease by 1.
If Lf and Lf+1 have different types, then we test whether ε(Lf+1) ∈ F13. If ε(Lf+1) /∈ F13,
then move the separator to the right, i.e. f increases by 1. If ε(Lf+1) ∈ F13, then we swap
Lf+1 and join the intervals Lf and Lf+1 into one new interval. Since we do not know
whether the new interval belongs to F13, we put the separator in front of it, decreasing both
f and t by 1.
If we terminate with 1 ≤ f = t, then ε(L1) · · · ε(Lt) ∈ H4 is a Britton-reduced sequence
in the amalgamated product. It represents a non-trivial group element, since t ≥ 1.
In the other case we terminate with f = 0 and t = 1. We will make sure that the subgroup
membership test for F13 can as a by-product also answer the question whether a sequence
ε(L) represents the trivial group element. If we do so, one more test on (L1) yields the
answer we need.
The number of membership tests for F13 is bounded by 2s. All that remains, is to prove:
I Lemma 13. The test for membership of ε(L) in the subgroup F13 can be realized with O(s)
basic operations in the main data structure T . The test yields either “no” or it says “yes”
with the additional information whether or not ε(L) is the trivial group element. Moreover,
in the “yes” case we can also swap the type of L within the same bound on basic operations.
Proof. Assume that L is of type (1, 2, 3), so it contains only triples of types (1, 2) and (2, 3).
Let s be the length of L. In a first round we create a sequence of triple markings (T1, . . . , Tt)
with t ≤ s such that for 1 ≤ i < t the type of Ti is (1, 2) if and only if the type of Ti+1 is
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(2, 3). We can do so by s− t multiplications from left to right without changing the semantics
of g = ε(T1) · · · ε(Tt) ∈ G123.
Next, we make this sequence Britton-reduced (which also gives us the information whether
the sequence represents the identity in the group). Again, we scan from left to right. If we are
at T = Ti with value [u, x, k] we have to check whether either [u, x, k](1,2) = (0, z) ∈ Z[1/2]oZ
or [u, x, k](2,3) = (z, 0) ∈ Z[1/2]o Z for some integer z ∈ Z.
For the type (1, 2) we have [u, x, k](1,2) = (0, z) if and only if u = 0, which in a reduced
circuit means that the support of the marking for u is empty. Hence this test is trivial. If
the test is positive, we can replace [u, x, k](1,2) by [0, x, k](1,2) and perform a swap to type
(2, 3). If t > 1 we perform multiplications with its neighbors, thereby decreasing the value t.
For the type (2, 3) we have [u, x, k](2,3) = (z, 0) if and only if both k+ x = 0 and u2x ∈ Z.
These tests are possible in linear time and if successful, we continue as in the precedent case.
The final steps are more subtle. Let ε(Tj) = gj ∈ G12 ∪G23. Recall that (g1, . . . , gt) is
already a Britton-reduced sequence. We have g1 · · · gt ∈ F13 if and only if there is a sequence
(h0, h1, . . . , ht) with the following properties:
i) h0 = ht = 1 and hj ∈ 〈a2〉 for all 0 ≤ j ≤ t.
ii) hj−1gj = g′jhj with g′j ∈ F1 ∪ F3 for all 1 ≤ j ≤ t.
Assume that such a sequence (h0, h1, . . . , ht) exists. Then we have g′j ∈ 〈a1〉 if and only
if gj ∈ G12. Moreover, whenever gh = g′h′ ∈ G123 with g, g′ ∈ F1 ∪ F3 and h, h′ ∈ 〈a2〉,
then g = g′ and h = h′. This follows because g′−1g = h′h−1 ∈ F13 ∩ 〈a2〉 = {1}. Thus, the
product hj−1gj uniquely defines g′j ∈ F1 ∪ F3 and hj ∈ 〈a2〉, because h0 = 1 is fixed.
The invariant during a computation from left to right is that ε(Tj) = hj−1gj . We obtain
ε(Tj) = g′jhj by a splitting operation. If no splitting is possible we know that g /∈ F13 and
we can stop. If, however, a splitting is possible, then we have two cases. If j is the last
index (j = t), then, in addition, we must have hj = 1. We can test this. If the test fails,
we stop with g /∈ F13. If we are not at the last index we perform a swap of the right-hand
factor and multiply it with the next triple marking, which has the correct type to do so.
As our sequence has been Britton-reduced, the total number of triple markings remains
constant. There can be no cancelations at this point. Thus, the test gives us the answer to
the subgroup membership problem using O(s) basic operations. J
6 Conclusion and future research
The Word Problem is a fundamental problem in algorithmic group theory. In some sense
“almost all” finitely presented groups are hyperbolic [22] and satisfy a “small cancelation”
property, so the Word Problem is solvable in linear time! For hyperbolic groups there are
also efficient parallel algorithms and the Word Problem is in NC2 [4]. On the other hand,
for many naturally defined groups little is known. Among one-relator groups the Baumslag
group G(1,2) was supposed to have the hardest Word Problem [19], but we solved it in cubic
time. The method generalizes to the higher Baumslag groups G(m,n) in case that m divides n,
but this requires more “power circuit machinery” and has not been worked out in full details
yet, see [19]. The situation for G(2,3) is open and related to questions in number theory.
Baumslag and Higman groups are built via HNN extensions and amalgamated products.
Many algorithmic problems are open for such constructions, for advances about theories of
HNN-extensions and amalgamated products we refer to [14].
Another interesting open problem concerns the Word Problem in Hydra groups. Doubled
hydra groups have Ackermannian Dehn functions [8], but still it is possible that their Word
Problem is solvable in polynomial time.
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Abstract
We present two recursive techniques to construct compressed sensing schemes that can be “de-
coded" in sub-linear time. The first technique is based on the well studied code composition
method called code concatenation where the “outer" code has strong list recoverability proper-
ties. This technique uses only one level of recursion and critically uses the power of list recovery.
The second recursive technique is conceptually similar, and has multiple recursion levels. The
following compressed sensing results are obtained using these techniques:
(Strongly explicit efficiently decodable `1/`1 compressed sensing matrices) We present a strongly
explicit (“for all") compressed sensing measurement matrix with O(d2 log2 n) measurements
that can output near-optimal d-sparse approximations in time poly(d log n).
(Near-optimal efficiently decodable `1/`1 compressed sensing matrices for non-negative sig-
nals) We present two randomized constructions of (“for all") compressed sensing matrices with
near optimal number of measurements: O(d log n log logd n) and Om,s(d1+1/s log n(log(m) n)s),
respectively, for any integer parameters s,m ≥ 1. Both of these constructions can output near
optimal d-sparse approximations for non-negative signals in time poly(d log n).
To the best of our knowledge, none of the results are dominated by existing results in the liter-
ature.
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1 Introduction
Compressed sensing [4,7] is a sparse recovery problem that has seen a surge in recent research
activity due to a wide variety of practical applications [8]. (The literature is vast: we will
only refer to the very closely related work in this paper. The reader is referred to the
survey [8] and the references therein for more details.) Compressed sensing (CS) has two
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components. The combinatorial part is to design a t×N measurement matrix M (where
typically t N) such that, given the “measurements" Mx of any signal x ∈ RNone needs to
recover a sparse approximation of x. More precisely the algorithmic task is as follows. Given
the measurements y = Mx+ ν which was contaminated with a noise vector ν, the `p/`p CS
problem is to compute a vector xˆ ∈ RN (ideally xˆ is d-sparse or O(d)-sparse, i.e. having at
most d or O(d) non-zero entries for some parameter 1 ≤ d  N) such that the following
conditions holds: ‖x− xˆ‖p ≤ C · ‖x− x∗d‖p +C ′ · ‖ν‖p, where x∗d is the vector x with all but
its d highest-magnitude components zeroed out. In the above C ≥ 1 is the approximation
factor. Ideally, we would like to achieve C = 1 +  for any  > 0. The noise dependency C ′
should also be as small as possible. Typically, we consider p = 1 in the “for all" case (i.e. the
same matrix has to work for every signal) and p = 2 in the “for each" case (i.e. a distribution
on matrices that works with high probability for each signal). This paper will concentrate
on the `1/`1 for all problem.
The primary objective in compressed sensing is to minimize the number of measurements
t. It is known that t = Θ(d log(N/d)) measurements are both necessary and sufficient [3].
The second objective is to “decode" (i.e. compute xˆ given y = Mx) efficiently. It was shown
recently that for the `1/`1 for all problem, decoding can be done in time O(N logN) while
still attaining the optimal O(d log(N/d)) number of measurements [14].
While near linear time decoding is fairly efficient, it is natural to wonder whether one could
decode in sub-linear time. In particular, can we achieve decoding with time poly(d, logN)?
Note that when d is small, then poly(d, logN) could be an exponential improvement over
O˜(N). Given the wide applicability of compressed sensing, this is an interesting theoretical
question in itself. In particular, compressed sensing is directly related to data streaming [16],
where poly(d, logN)-time decoding is crucial.
For the `1/`1 for all problem, sublinear time decoding for compressed sensing has been
considered by Gilbert et al. [9]. They achieve a poly(t) time decoding with a sub-optimal
t = O(d logcN) number of measurements (where c ≥ 4 is some absolute constant). Their
result has a few more shortcomings: (i) their measurement matrix M is randomized; and (ii)
measurement noise was not handled. Indyk and Ruzic [14] overcome these drawbacks but
they can only obtain near-linear time decoding. Very recently, Porat and Strauss [19] obtain
the optimal number of measurements with sub-linear decoding time. However, the decoding
time is always polynomial in N .
Our Results. We have three results for the sub-linear time decodable `1/`1 for all
problem. (We clarify that without the sub-linear time decoding aspect, better results
especially w.r.t. the number of measurements are known.) The first result is a CS matrix that
uses t = O(d2 log2N) measurements. This is an improvement over [9] only for d = o(log2N).
However, our scheme has a couple of advantages: (i) the matrix M is strongly explicit (i.e. any
entry in the matrix can be computed in poly(logN) time) and (ii) it can handle measurement
noise. Our construction and decoding schemes are arguably much simpler: the matrix is the
classic group testing matrix based on Reed-Solomon codes [15].
Our next two results only work for the case when the original signal x is non-negative
(the first result works for arbitrary signals). While the constraint is restrictive, it does hold in
some applications, such as when x is an image pixel vector, or when we address super-imposed
coding problems under multiple-access adder channels [1]. The second result is a randomized
CS scheme for non-negative signals with t = O(d logN log logdN) measurements along with
poly(t) decoding time. However, this result cannot handle measurement noise. The third res-
ult is a randomized CS scheme for non-negative signals with t = O(d1+1/s logN(log(m)N)s),
for any integer parameters s,m ≥ 1 where we have suppressed some terms that depend
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only on s and m and log(m)(·) denotes the log(·) operator applied m times. Though the
number of measurements is worse, this scheme can handle measurement noise and is efficiently
decodable.
All of our CS results obtain an approximation ratio of C = 1 +  for arbitrary  > 0, with
the dependence of t on  matching the best known quadratic guarantee of [14].
Our Techniques. The strongest point of our paper is probably its conceptual simplicity.
There is a generic decoding framework that has been used many times before: e.g.
in [6, 9, 14] for CS and in [13,17] for group testing. The decoding has two main steps. The
first step, called filtering, approximately identifies the locations of the “heavy hitters" in x,
whose omission from the output would likely result in a large approximation factor. The
second step, called estimation, assigns values to these coordinates to obtain xˆ. The final CS
matrix is obtained by vertically stacking the filtering and the estimation matrices.
The main insight in sublinear time decodable schemes in this paper (and in [13,17]) is
two-fold. The first observation is that many existing estimation algorithms (e.g., [9, 14,19])
will work in (near) linear time in |S| if given a set S ⊆ [N ] of coordinates which do not miss
too much heavy hitter mass. Thus, to get a sublinear time decoding algorithm, it would be
sufficient to compute S in the filtering stage with |S| = poly(d, logN) in time poly(d, logN).
The second observation is that, by taking advantage of the fact that |S| can be larger than d,
we can design the filtering matrix with about O(d logN) measurements.
The main technical contribution of this paper is in the filtering step.
Let’s start with the O(d1+1/s logN(log(m)N)s) `1/`1 for each result. In this case we use
only one level of recursion. In particular, we use a (n, k)q code1 to “hash" each of the N
coordinates of x into nq “buckets" n times. (In particular, if the ith codeword in the jth
position has a symbol β, where i ∈ [N ], j ∈ [n], β ∈ [q], then the jth copy of xi goes to the
(j, β) bucket.) Then we use another filtering scheme on each of the n chunks of q buckets
corresponding to each position in the codeword. Three things are in our favor: (i) We can
pick q  N , which means we can use a “wasteful" filtering scheme, such as the identity
matrix, on each of n chunks of buckets; (ii) Since x is non-negative it is not too hard to show
that a heavy hitter in x is likely “contained" in a heavy hitter of the hashed-down domain of
size q; (iii) A simple Markov argument shows that if we pick a large enough number of heavy
hitters in the domain of size q, then a lot of non-heavy hitters in x will not suddenly become
heavy hitters in the smaller domain due to collisions with other non-heavy hitters in x. This
implies that in sub-linear time, we can get for each of the n chunks of buckets, a small list of
possible bucket locations that the heavy hitters in x will reside. (A similar construction was
used for group testing by the authors in [17].)
In coding terminology, the remaining problem is the following: for every i ∈ [n], given a
small subset Si ⊆ [q], we want to output all codewords (c1, . . . , cn) such that ci ∈ Si for every
i ∈ [n]. Using a simple Markov argument one can get a similar result with measurement
noise except we’ll need to work with the weaker condition that ci ∈ Si for at least n/2 values
of i ∈ [n]. It turns out that this problem is exactly the problem of list recovery (cf. [10]). The
recent work of Parvaresh and Vardy [18] leads to excellent list recoverable codes that can
perform the task above algorithmically in time poly(n) (which in our setting of parameters
is poly(t)). However, these codes have too large a q for our purposes.
Fortunately, if we recursively combine several families of Parvaresh-Vardy codes (via a
well-known code composition technique called “code concatenation"), then we get codes over
1 I.e., we use a code with N = qk codewords each of which is a vector in [q]n. See Section 2 for more
details on coding terminology/definitions.
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acceptably small q that still have acceptable list recoverability. Typically, code concatenation
is done with two different families of codes while ours does it with the same family.
The O(d logN log logdN) result follows by a different recursive construction which has
multiple recursive levels. (Similar construction was again used for group testing by the
authors in [17].) Here is the main idea behind the construction. Let us consider the simple
case where by a simple hashing we map the N coordinates of x into two domains of size
√
N
each. The way we do this is hashing all coordinate indices that agree in the first logN/2
bits into one bucket (and we similarly do this for the last logN/2 bits). Now recursively
we obtain sub-linear time decodable filtering schemes that work on domains of size
√
N . In
other words, we will get two lists S1 and S2 which will contain the first and second logN/2
bits of the indices of the heavy hitters of x respectively. Note that all the indices of the heavy
hitters are contained in the set S1 × S2. To complete the recursive step, we use a filtering
scheme that can exploit the fact that all the heavy hitters are contained in S1 × S2. (This is
similar to special property of the estimation algorithms mentioned earlier.) For the base case
of the recursion, we can use pretty much any filtering scheme (including the identity matrix).
For the recursive steps, we use a filtering scheme using the ideas outlined in the previous
paragraph but with a random code (which has excellent list recoverability) instead of the
Parvaresh-Vardy type codes. As mentioned earlier this scheme cannot handle measurement
noise. However, this scheme has another nice property: unlike the other construction, this
one allows for a tradeoff between the decoding time and the number of measurement. Other
than the claimed result, one can also obtain sublinear-time decoding (though not as efficient
as poly(t) decoding time) while being within a constant factor of the optimal number of
measurements.
Our result for general signals follows the list recoverability paradigm above but with
Reed-Solomon codes instead of Parvaresh-Vardy codes. This leads to worse number of
measurements but Reed-Solomon codes have better “distance" properties than Parvaresh-
Vardy codes, which allows us to use the same matrix for both filtering and estimation. This
allows us to have a strongly explicit construction, whereas the O(d1+1/s logN(log(m)N)s)
result is randomized as the estimation step is randomized (while the filtering step is explicit).
The estimation procedure is also extremely simple: just take the median of the measurements
(of a filtered heavy hitter). We do not need the “pursuit" steps as in related prior works.
Even though list recoverable codes have been used to construct good group testing
matrices [5, 13], to the best of our knowledge, this is the first work to explicitly use list
recoverable codes in compressed sensing. Since sufficiently strong list recoverable codes are
known to imply good expanders (cf. [12]), the work of [14] (and related papers) have used
list recovery implicitly. However, the direct use of list recovery in our work leads to better
parameters.
2 Coding Theory Facts
A code of dimension k and block length n over an alphabet Σ is a subset C ⊆ Σn of size |Σ|k.
The rate of such a code equals k/n. Each vector in C is called a codeword. The distance of
C is the minimum number of positions that any two distinct codewords differ in. A code
with dimension k, block length n and distance ∆ over Σ will be compactly referred to as an
(n, k,∆)|Σ|-code (or simply (n, k)|Σ|-code if we do not care about its distance). A code C
over Fq is called a linear code if C is a linear subspace of Fnq . A linear code with dimension
k, block length n and distance ∆ over Fq will be compactly referred to as an [n, k,∆]q- (or
simply [n, k]q-) code.
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A concatenated binary code has an outer code Cout : [q]k1 → [q]n1 over a large alphabet of
size q = 2k2 , and a binary inner code Cin : {0, 1}k2 → {0, 1}n2 . The encoding of a message
in ({0, 1}k2)k1 is natural. First, it is encoded with Cout and then Cin is applied to each of
the outer codeword symbols. The concatenated code is denoted by Cout ◦ Cin.
Let `, L ≥ 1 be integers and let 0 ≤ α ≤ 1. A q-ary code C of block length n is called
(α, `, L)-list recoverable if for every sequence of subsets S1, . . . , Sn ⊆ [q] such that |Si| ≤ ` for
every i ∈ [n], there exists at most L codewords (c1, . . . , cn) such that for at least αn positions
i, ci ∈ Si. A (1, `, L)-list recoverable code will be henceforth referred to as (`, L)-zero error
list recoverable.
We will need the following powerful result due to Parvaresh and Vardy2:
I Theorem 2.1 ( [18]). For all integers s ≥ 1, for all prime powers r and all powers q of r,
every pair of integers 1 < k ≤ n ≤ q, there is an explicit Fr-linear map E : Fkq → Fnqs such
that:
1. The image of E, C ⊆ Fnqs , is a code of minimum distance at least n− k + 1.
2. Provided α > (s + 1)(k/n)s/(s+1)`1/(s+1), C is an (α, `,O((rs)sn`/k))-list recoverable
code. Further, a list recovery algorithm exists that runs in poly((rs)s, q, `) time.
I Corollary 2.2. Let 0 < α ≤ 1 be a real and s, ` ≥ 1 be integers. Then for any prime power q,
there is a strongly explicit Fp linear
(
q, k
def= qs ·
(
α
2s
)1+1/s · 1s√
`
)
qs
that is
(
α, `, sO(s)q`/k
)
-list
recoverable in time poly(pss, q, `).
In the above, the s’th “order" Parvaresh-Vardy code will be referred to as the PVs code.
PV1 is the well-known Reed-Solomon codes (RS code for short). For the RS codes, we will
use the following result which has better list recoverability but has a much faster running
time:
I Theorem 2.3 ( [2]). An [n, k]q RS code is an (α, `,
√
2n`/k)-list recoverable provided
α >
√
2k`
n . Further, there is a O(n2`2 log(n`)poly(log q))-time list recovery algorithm.
The next result is folklore.
I Theorem 2.4. Let 0 < α ≤ 1 be a real and let ` ≥ 1 be an integer. Then for integers
q ≥ e6`α2 and large enough n, the following holds. A random3
(
n, k = αn2 log q
)
q
code is(
α, `, L
def=
⌈ 2`
α
⌉)
-list recoverable with probability at least 1− 2−Ω(αnL).
Concatenating PV codes with itself recursively m times leads to:
I Corollary 2.5. Let 0 < α ≤ 1 be a real and s,m, ` ≥ 1 be integers. Then the following
holds for large enough n: there exists a
(
n, nR
)
qs
-code that is (1− (1−α)m, `, sO(ms)`/R)-list
recoverable where R = 1s ·
(
α
2s
)1+1/s · 1s√
`
, and 1R ≤ q ≤ 1R ·
(
log(m) n+m
)
.
3 Constructions based on one-level code concatenation
We first fix some notations. For any x ∈ Rm, S ⊆ [m], let xS ∈ Rm denote x with everything
outside of S zeroed out. For any positive integer d ≤ m, let Hd(x) denote the set of d largest
2 This statement of the theorem appears in [11].
3 The qk codewords in a random (n, k)q code are independently chosen by assigning each of the n symbols
independently and uniformly at random from [q].
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(or “heaviest") coordinates of x in magnitudes, breaking ties arbitrarily. Note that, when
|S| ≥ d, we have Hd(xS) ⊆ S.
3.1 General signals and Reed-Solomon-based compressed sensing
Our main result in this section is the following:
I Theorem 3.1. For every  > 0, M = MRS◦ID with c = O(1/) is a compressed
sensing measurement matrix with t = O(d2(logdN)2/2) measurements which admits a
(d/)2poly(logN)-time decoding algorithm that, given a noisy measurement vector y = Mx+ν,
outputs (the non-zero coordinates and values of) a d-sparse approximation xˆ ∈ RN with the
following approximation guarantee: ‖x− xˆ‖1 ≤ (1 + )‖x− xHd(x)‖1 + 0.4logN ‖ν‖1.
Fix a [n, k, n− k + 1]q-RS code C = {c1, · · · , cqk} ⊂ [q]n, and the identity code IDq : [q]→
{0, 1}q. (IDq(i) is the ith standard basis vector.) Let M = MRS◦ID denote the matrix of the
concatenated code RS ◦ ID defined as follows. The matrix M is a binary matrix with N = qk
columns and t = qn rows. We index each row of M by a pair (p, i) ∈ [n]× [q]. Let Mj denote
the jth column of M , then Mj(p, i) = 1 iff cj(p) = i. We use M to compress signals in RN .
Algorithm 1 is used for decoding. We will choose parameters n, k, q so that the RS code is
(α = 1/2, l = cd, L =
√
2nl/k)-list recoverable. In particular, the parameters q ≥ n > k have
to satisfy 1/2 >
√
2kl/n, or n > 8cdk. Furthermore, we shall also choose c > 2.
Algorithm 1 Decoding algorithm for M = MRS◦ID
1: Input: y ←Mx+ ν, where ν is the noise vector, c > 2 and d is the sparsity parameter
2: // note again that n > 8cdk
3: for each position p ∈ [n] do
4: Let Sp ⊂ [q] denote the set of cd indices i such that the corresponding measurements
y(p, i) are the cd heaviest-magnitude measurements in the set {y(p, i) | i ∈ [q]}.
5: Use the list-recovery algorithm (with the inputs Sp, p ∈ [n]) for the RS code to recover a
set H ⊂ [N ] of ≤ L indices.
6: for each j ∈ H do
7: Let xˆj = median{y(p, i) | cj(p) = i}.
8: Return the top d (in magnitude) xˆj , j ∈ H.
For notational convenience, define D = Hd(x) = Hd(x). Before presenting the two main
steps of the analysis, we need a simple auxiliary lemma.
I Lemma 3.2. Let δ = k/n. Consider an arbitrary index j ∈ [N ]. There is a subset P ⊂ [n]
of positions satisfying the following: (a) |P | ≥ 7(1− δd)n/8 ≥ 3n/4, and (b) for every p ∈ P ,
we have |y(p, cj(p))− xj | ≤ 10n ‖ν‖1 + 8cd‖x− xD‖1.
Proof. The RS code has relative distance > 1−δ. Hence, every two codewords have at most δn
positions with the same symbols. In particular, there is a set P ′ of at least n−dδn = (1−δd)n
positions satisfying the following: for every p ∈ P ′, cj(p) 6= cj′(p), ∀j′ ∈ D \ {j}.
Next, because for every j′ ∈ [N ] \ (D ∪ {j}) the codeword cj′ shares at most δn positions
with cj , the triangle inequality implies
∑
p∈P ′ |y(p, cj(p))− xj | ≤ ‖ν‖1 + δn‖x− xD‖1. Since
|P ′| ≥ (1− δd)n, by Markov inequality there is a subset P ⊂ P ′ of at least |P | ≥ 78 (1− δd)n
positions such that, for every p ∈ P
|y(p, cj(p))− xj | ≤ 8(‖ν‖1 + δn‖x− xD‖1)(1− δd)n ≤
10
n
‖ν‖1 + 8
cd
‖x− xD‖1.
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The inequality 7(1 − δd)n/8 ≥ 3n/4 follows from our assumptions that n > 4ckd and
c > 2. J
I Lemma 3.3. Consider an arbitrary j ∈ D such that |xj | > 10‖x−xD‖1cd + 18‖ν‖1n . Then,
cj(p) ∈ Sp for at least αn = n/2 different positions p ∈ [n] (where Sp is as defined in Step 4).
Proof. Let δ = k/n, and let P be the set of positions satisfying the properties stated in
Lemma 3.2. Then, for each p ∈ P ,
|y(p, cj(p))| ≥ |xj | − |y(p, cj(p))− xj | > 10‖x− xD‖1
cd
+ 18‖ν‖1
n
− 10
n
‖ν‖1 − 8
cd
‖x− xD‖1
≥ 8
cdn
‖ν‖1 + 2
cd
‖x− xD‖1. (1)
Next, for every position p ∈ [n], let ν(p) = [ν(p, 1), · · · , ν(p, q)] denote the restriction of the
noise vector ν on to the q coordinates within position p. Since ‖ν‖1 =
∑n
p=1 ‖ν(p)‖1, by
Markov inequality there must be a set P ′ of at least 3n/4 positions such that ‖ν(p)‖1 ≤
4‖ν‖1/n for every p ∈ P ′. Let P¯ = P ∩ P ′. Then, |P¯ | ≥ n/2 = αn. We will prove that
cj(p) ∈ Sp for every p ∈ P¯ , which would then complete the proof of the lemma.
Fix a position p ∈ P¯ . Let y(p) = [y(p, 1), · · · , y(p, q)] be the subvector of y restricted to
position p. For each i ∈ [q], define Di = {j ∈ D | cj(p) = i}. By the triangle inequality and
the fact that p ∈ P ′,∑i∈Sp |y(p, i)−∑j∈Di xj | ≤ ‖ν(p)‖1 +‖x−xD‖1 ≤ 4n‖ν‖1 +‖x−xD‖1.
Noting that |Sp| = cd, by Markov inequality again there is a subset S′ ⊂ Sp of size cd/2
satisfying |y(p, i)−∑j∈Di xj | ≤ 8cdn‖ν‖1 + 2cd‖x−xD‖1 for every i ∈ S′. Because∑i |Di| ≤ d
and cd/2 > d, there must be at least one i′ ∈ S′ for which Di′ = ∅. Hence,
min
i∈Sp
|y(p, i)| ≤ |y(p, i′)| = |y(p, i′)−
∑
j∈Di
xj | ≤ 8
cdn
‖ν‖1 + 2
cd
‖x− xD‖1. (2)
From (1) and (2), and the fact that Sp contains the d largest coordinates in magnitudes of
y(p), we conclude that i ∈ Sp as desired. J
We next prove that all the median estimates are pretty good.
I Lemma 3.4. For any j ∈ [N ], |xj − xˆj | ≤ 10n ‖ν‖1 + 8cd‖x− xD‖1.
Proof. Let δ = k/n, and let P be the set of positions satisfying the properties stated in
Lemma 3.2. This means for |P | ≥ 3n/4 > n/2 of the positions we know the values y(p, cj(p))
are within ± ( 10n ‖ν‖1 + 8cd‖x− xD‖1) of xj . Thus, so is the median xˆj of the y(p, cj(p)). J
We are now ready to prove the main result.
I Theorem 3.5. With parameter c = 18/, Algorithm 1 runs in time poly(d log n) and
outputs a d-sparse vector xˆ satisfying ‖x− xˆ‖1 ≤ (1 + )‖x− xD‖1 + (28d/n)‖ν‖1, where D
is the set of k highest-magnitude coordinates of x.
Proof. The total “extra mass" we get, relative to the best ‖x − xD‖1, comes from the
estimation error mass and the total mass of the small magnitude coordinates in D. It is not
hard to see that
‖x− xˆ‖1 ≤ ‖x− xD‖1 + d
(
18‖ν‖1
n
+ 10‖x− xD‖1
cd
)
+ d
(
10
n
‖ν‖1 + 8
cd
‖x− xD‖1
)
= (1 + 18/c)‖x− xD‖1 + (28d/n)‖ν‖1.
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We next choose the parameters to minimize the number of measurements t of the matrix
M . The following is not best possible (we can reduce it by a log log factor). Choose n = q,
k = n/(4cd) = n/(72d). For N ≤ qk, we need logN ≤ 72dq log q. Thus, we can pick
n = q = O
(
d
 logdN
)
. The total number of measurements is t = nq = O(d22 (logdN)2).
Finally, we analyze the run time of the algorithm. The following steps dominate
the running time of the other steps: (i) The first for loop, which takes O(nq log q) =
O(d22 poly(logdN)); (ii) Step 8 (the list recovery step), which by Theorem 2.3 takes
O(l2n2 log nlpoly(log q)) = d2/2poly(logN) time and (iii) the second for loop which takes
O(Lq) = O(d2/ logdN) time. Thus, the overall running time is d2/2poly(logN), as desired.
This completes the proof of Theorem 3.1.
3.2 Non-negative signals
Our main result of this section is as follows:
I Theorem 3.6. For every  > 0, and s,m ≥ 1 there is a strongly explicit compressed sensing
scheme with t = (sm)O(s) · (d )1+1/s · (log(m)N +m)s measurements and poly(t) decoding
time that on input a signal x ∈ RN≥0 and measurement vector ν ∈ Rt outputs a vector xˆ ∈ RN
that is d-sparse with the following approximation guarantee:
‖x− xˆ‖1 ≤ (1 + )‖x− xHd(x)‖1 +
O() · log(m+1)N
logN · ‖ν‖1.
Estimation Algorithm. We will use the following estimation result by Porat and Strauss [19].
Our contribution is the filtering matrix.
I Theorem 3.7 ( [19]). Let N ≥ d ≥ 1 be integers and  > 0 be a real. Then there exists a
random t×N matrix M with the following properties: (i) t = O ( d2 · log(N/d)); and (ii) Let
S ⊆ [N ], x ∈ RN and ν ∈ Rt. Then there exists a |S| · (log(N/d)/)O(1) time algorithm that
given a noisy measurement Mx+ ν, outputs a vector x′ ∈ RN with at most O(d) non-zero
entries such that ‖x′ − xHd(x)‖1 ≤ (1 + ) · (‖x− xHd(x)‖1 + ‖xHd(x)\S‖1) + c·log(N/d) · ‖ν‖1,
where c ≥ 1 is some absolute constant.
From list recovery to compressed sensing
I Theorem 3.8. Let d ≥ 1 be an integer and c ≥ 1 be a real. Let `, L ≥ 1 be integers. Then
the following holds for any q ≥ `, where q is a power of 2. Let Cout be an (n1, k1)q-code
that is (1/2, `, L)-list recoverable. Let Cin be an (n2, k2
def= log q)2 code with the following
property. For any vector z ∈ Rq≥0 and measurement noise µ ∈ Rn2 , given the measurement
outcome MCinz + µ, there is a Tin(n2, q)-time algorithm that outputs at most ` coordinates
of z containing the set
{
i ∈ [q] | zi ≥ γ · ‖z − zHd(z)‖1 + δ · ‖µ‖1
}
, where γ, δ > 0. Then the
matrix M def= MCout◦Cin has the following properties:
(i) M is t×N matrix, where t = n1n2 and N = qk1 .
(ii) For any x ∈ RN≥0 and ν ∈ Rt, consider the noisy measurement vector y = Mx+ν ∈ Rt≥0.
There exists a set H ⊆ [N ] with |H| ≤ L such that{
i ∈ [N ] | xi ≥ γ · ‖xT ‖1 + 2δ · ‖ν‖1
n1
}
⊆ H, (3)
where T = [N ] \Hd(x).
(iii) If Cout can be list recovered in time Tout(n1, q), then given y, the set H from part (ii)
can be computed in time n1 · Tin(n2, q) + Tout(n1, q).
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Proof. Property (i) follows from the properties of concatenated codes. In the rest of the
proof, we will prove (ii) and (iii) together by outlining an algorithm to compute the set H.
For notational convenience, let the codewords in Cout be denoted by {c1, . . . , cN}. We
will associate the ith coordinate of x with ci.For any j ∈ [n1], let µj ∈ Rn2 be the projection
of ν to the positions in [t] corresponding to the outer codeword position j. Note that
‖ν‖=
∑
j∈[n1] ‖µj‖1. Thus by a Markov argument, there exists a subset U ⊆ [n1] with
|U | ≥ n1/2 such that for every j ∈ U , ‖µj‖1 ≤ 2‖ν‖1n1 . Fix an outer codeword position j ∈ U .
For any i ∈ [N ], let ci(j) ∈ [q] denote the jth symbol in the codeword ci. Now define the
vector z = (z1, . . . , zq) such that for any β ∈ [q], zβ =
∑
i∈[N ]:ci(j)=β xi. By the assumption in
the Theorem statement and the upper bound on ‖µj‖1, we know that in time Tin(n2, q) we can
compute a set Sj of size at most ` such that
{
β ∈ [q] | zβ ≥ γ · ‖z − zHd(z)‖1 + 2δ · ‖ν‖1n1
}
⊆
Sj . Before we proceed we claim that
‖xT ‖1 ≥ ‖z − zHd(z)‖1. (4)
Indeed, the above follows from the subsequent argument. Let H ′ = {ci(j)|i ∈ Hd(x)}. Now
note that ‖xT ‖1 ≥ ‖z − zH′‖1 ≥ ‖z − zHd(z)‖1, where the first inequality follows from the
definitions of z and H ′ while the second inequality follows from the definition of Hd(z) and
the fact that |H ′| ≤ d.
Thus, (4) (and the fact that x is a non-negative signal) implies that for every i ∈ [N ]
such that xi ≥ γ · ‖xT ‖1 + 2δ‖ν‖1/n1, zci(j) ≥ xi ≥ γ · ‖z − zHd(z)‖1 + 2δ · ‖ν‖1/n1. In other
words, ci(j) ∈ Sj . As the choice of j was arbitrary, it holds that for every i ∈ [N ] such
that xi ≥ γ · ‖xT ‖1 + 2δ‖ν‖1/n1, ci(j) ∈ Sj for every j ∈ U . Recall that since |Sj | ≤ `
for every j ∈ U , |U | ≥ n1/2 and as Cout is (1/2, `, L)-list recoverable in time Tout(n1, q)
one can compute a set H ⊆ [N ] of size at most L such that every i ∈ [N ] such that
xi ≥ γ · ‖xT ‖1 + 2δ · ‖ν‖1/n1 satisfies i ∈ H. This completes the proof of (ii). Further, (iii)
just follows from the description of the algorithm above to compute H. J
Specific Instantiations. The “identity" code ID(q) : [q]→ {0, 1}q is often used as an inner
code. Here, ID(i) for any i ∈ [q] is the q-bit vector that is set to 1 in position i and is zero
otherwise. (The proofs are deferred to the full version.)
I Lemma 3.9. Let d ≥ 1 be an integer and c ≥ 1 be a real. Let q ≥ 2(c+ 1)d be an integer.
Then for any vector x ∈ Rq≥0 and measurement noise µ ∈ Rq, given the outcome MID(q)x+µ,
there is an O(q log(cd)) time algorithm that outputs ` def= 2(c+ 1)d coordinates of x such that
it contains the set T def=
{
i ∈ [q] | xi ≥ 1cd · ‖x− xHd(x)‖1 + 2(c+1)d · ‖µ‖1
}
.
Random CS construction. Applying Theorem 3.8 with the outer code from Theorem 2.4 as
Cout (with q being a power of 2) and the code from Lemma 3.9 as Cin implies the following
result (which we will use in Section 4):
I Corollary 3.10. Let N ≥ d ≥ 1 be integers and  > 0 be a real. Then there exists a
random t × N matrix M with the following properties: (i) t = O (d · logN); and (ii) Let
S ⊆ [N ], x ∈ RN≥0 and ν ∈ Rt. Then there exists a O˜(|S| · t) time algorithm that given
a noisy measurement Mx + ν, outputs a subset H ⊆ [N ] with |H| ≤ O(d/) such that
S ∩
{
i ∈ [N ] | xi ≥ d · ‖x− xHd(x)‖1 + d·logN · ‖ν‖1
}
⊆ H.
Explicit CS construction. Applying Theorem 3.8 with the outer code from Corollary 2.5
(with q being a power of 2) and the inner code from Lemma 3.9 implies the following result:
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I Corollary 3.11. Let n ≥ d ≥ 1 and s,m ≥ 1 be integers and  > 0 be reals. Then there
exists an explicit t×N matrix M with the following properties:
t ≤ (sm)O(s) · (d )1+1/s · (log(m)N +m)s
Let x ∈ RN≥0 and ν ∈ Rt. Then there exists a poly(t) time algorithm that given a
noisy measurement Mx + ν, outputs a subset H ⊆ [N ] with |H| ≤ such that H ⊇{
i ∈ [N ]|xi ≥ d · ‖x− xHd(x)‖1 + ·log
(m+1)N
d·logN · ‖ν‖1
}
.
The above (instantiated with Cout = PVs and Cin = ID) with Theorem 3.7 proves
Theorem 3.6.
4 Recursive construction with multiple recursion levels
Our main result of this section is the following:
I Theorem 4.1. For every  > 0, there is a randomized compressed sensing scheme with
t = O(d/2 logN log logdN) measurements and poly(t) decoding time that on input a signal
x ∈ RN≥0 outputs a vector xˆ ∈ RN that is d-sparse with the following approximation guarantee:
‖x− xˆ‖1 ≤ (1 + )‖x− xHd(x)‖1.
The main technical result to prove the above theorem is the following result:
I Theorem 4.2. Let n ≥ d ≥ 1 be integers. Assume for every i ≥ d, there is a t(i) × i
matrix Mi with the following property. For any subset S ⊆ [i], vector z ∈ Ri≥0 and given the
outcome vector Miz, there is a d(|S|, i)-time algorithm that outputs at most ` coordinates of
z containing the set
{i ∈ S | zi ≥ γ · ‖z − zHd(z)‖1}, (5)
where γ > 0. Let 1 ≤ a ≤ log n and 1 ≤ b ≤ log n/a be integers. Then there exists a ta,b × n
matrix Ma,b that has the following property. Given any x ∈ Rn≥0, from the measurement
vector Ma,bx, in time Da,b, one can compute a set H with |H| ≤ ` such that
H ⊇ {i ∈ [n] | xi ≥ γ · ‖x− xHd(x)‖1}, (6)
where
ta,b =
dlogb( logna )e−1∑
j=0
bj · t
(
bj
√
n
)
(7)
and
Da,b =
dlogb( logna )e−2∑
j=0
bj · d
(
`b, b
j√
n
)
+ log n
a
· d(2a, 2a). (8)
Finally, if the family of matrices {Mi}i≥d is (strongly) explicit then so is Ma,b.
Proof. We will construct the final matrixMa,b recursively. In particular, let such a matrix in
the recursion with N columns be denoted by Ma,b(N). Note that the final matrix is Ma,b =
Ma,b(n). (For notational convenience, we will define Da,b(N) and ta,b(N) to be the decoding
time for and the number of rows in Ma,b(N)respectively). Next, we define the recursion. If
N ≤ 2a, then set Ma,b(N) =MN . Note that in this case, ta,b(N) = t(N). Further, we will
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use the given algorithm in the base case, which implies that Da,b(N) = d(N,N). It is easy
to check that both (7) and (8) are satisfied. Finally since MN satisfies (5), Ma,b(N) satisfies
(6).
Now consider the case when N > 2a. For i ∈ [b], define M(i) to be the ta,b( b
√
N) × N
matrix whose kth column (for k ∈ [N ]) is identical to the mth column in Ma,b( b
√
N) where
m is the ith chunk of 1b log n bits in k (e think of k and m as their respective binary
representations). DefineMa,b(N) to be the stacking ofM(1),M(2), . . . ,M(b) andMN . First,
we verify that (7) holds. To this end note that
ta,b(N) = b · ta,b( b
√
N) + t(N). (9)
In particular, (by induction) all the M(i) contribute b ·∑
⌈
logb
(
log b
√
N
a
)⌉
−1
j=0 b
j · t
(
bj
√
b
√
N
)
=∑dlogb( logNa )e−1
j=1 b
j · t
(
bj
√
N
)
rows. Since MN adds another t(N) rows, Ma,b(N) indeed
satisfies (7).
Finally, we consider the decoding of Ma,b(N). The decoding algorithm is natural: we
run the decoding algorithm for Ma,b( b
√
N) (that is guaranteed by induction) on the part of
the outcome vector corresponding to each of the M(i) (i ∈ [b]) to compute sets Si with the
following guarantee.
Let z(i) (for i ∈ [b]) be defined as follows. For any 0 ≤ j ≤ b√N − 1, the jth entry of z(i)
is the sum of the xk’s where the ith chunk of log n/b bits in k is the same as j (where we
think of k and j as log n-bit and log n/b-bit vectors respectively). By induction, when the
decoding algorithm for Ma,b( b
√
N) is run on M(i)z(i), then it outputs a set Si with |Si| ≤ `
such that {j ∈ [ b√N ] | z(i)j ≥ γ · ‖z(i) − z(i)Hd(z(i))‖1} ⊆ Si. Finally, we run the algorithm for
MN on MNx given the set S
def= S1 × S2 × · · · × Sb to obtain a set H with |H| ≤ `. To
show that H satisfies (6), we need to show that {j ∈ [N ] | xj ≥ γ · ‖x− xHd(x)‖1} ⊆ S. In
particular, we need to show that for any j ∈ [N ] with xj ≥ γ · ‖x − xHd(x)‖1, ji ∈ Si for
every i ∈ [ b√N ], where ji denotes the ith chunk of log n/b bits in j (where we think of j as a
logN -bit vector). To this end, we first note that using the same argument as in Theorem 3.8,
we have ‖x−xHd(x)‖1 ≥ ‖z(i)−z(i)Hd(z(i))‖1. Since x is a non-negative signal (and the definition
of z(i)), it is easy to see that if xj ≥ γ · ‖x−xHd(x)‖1, then z(i)ji ≥ γ · ‖z(i)− z
(i)
Hd(z(i))
‖1, which
in turn implies ji ∈ Si, as desired.
To complete the proof, we need to verify that this algorithm takes time as claimed in (8).
Note that Da,b(N) = b ·Da,b( b
√
N) + t(`b, N). The rest of the proof of (8) is similar to that
of (7). Finally, the claim on explicitness follows from the construction. J
Applying Theorem 4.2 to Corollary 3.10, we obtain
I Corollary 4.3. Let N ≥ d ≥ 1 be integers and  > 0 be a real. Then there exists a random
t×N matrix M with the following properties: (i) t = O (d · logN log logdN); and (ii) Let
x ∈ RN≥0. Then there exists a poly(t) time algorithm that given a measurement Mx, outputs
a subset H ⊆ [N ] with |H| ≤ O(d/) such that H ⊇ {i ∈ [N ]|xi ≥ d · ‖x− xHd(x)‖1}.
The above (with theMi family following from the construction in Theorem 3.8 instantiated
with a random code as Cout and the identity code as the inner code) with Theorem 3.7
implies Theorem 4.1.
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Abstract
Many relational structures are automatically presentable, i.e. elements of the domain can be seen
as words over a finite alphabet and equality and other atomic relations are represented with
finite automata. The first-order theories over such structures are known to be primitive recursive,
which is shown by the inductive construction of an automaton representing any relation definable
in the first-order logic. We propose a general method based on Ehrenfeucht-Fraïssé games to give
upper bounds on the size of these automata and on the time required to build them. We apply
this method for two different automatic structures which have elementary decision procedures,
Presburger Arithmetic and automatic structures of bounded degree. For the latter no upper
bound on the size of the automata was known. We conclude that the very general and simple
automata-based algorithm works well to decide the first-order theories over these structures.
1998 ACM Subject Classification F.4.1 Computational Logic; F.2.2 Computations on discrete
structures
Keywords and phrases Automata-based decision procedures for logical theories, Automatic
Structures, Ehrenfeucht-Fraïssé Games, Logics, Complexity
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.242
1 Introduction
The idea of automatic structure first appeared in the work of Büchi and Elgot [1, 4] who
showed how to use finite word automata to decide the weak second-order theory of integers
with one successor and hence Presburger Arithmetic. Hodgson [7] exhibited that a general
effective procedure to build an automaton whose language corresponds exactly to the solutions
of a first-order formula over a relational structure can be given, if the basic relations can
be described by automata. Khoussainov and Nerode [8] called these structures automatic
structures and initiated a systematic study of which structures can be automatically presented.
The construction of an automaton accepting the solutions of a first order formula for an
automatic structure is very simple. It can be done inductively on the structure of the formula
by replacing the logical operators by corresponding operations on (deterministic) automata.
For example, existential quantification can be done by projection and determinisation. The
complexity in general is known to be primitive recursive, which is a tight bound since some
automatic structures have a non-elementary first-order theory. Some work on the size of these
automata has been done by Klaedtke [10] and Eisinger [3] for some (ω-)automatic structures,
and for the well-studied Presburger Arithmetic an optimal time upper bound for the size [9]
of the automaton and for its construction [2] has been obtained. In [3, 10] Ehrenfeucht-Fraïssé
games are used as a proof tool. These games have been classically used to show bounds for
the decision procedure of logical theories by using the fact that quantification over an infinite
set can be replaced by quantification over some finite set (see e.g. [5]). First Klaedtke [10]
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and then Eisinger [3] linked this approach with the automata approach by relating the states
of a minimal automaton corresponding to a formula with equivalence classes (whose number
can be bounded) determined by a suitable Ehrenfeucht-Fraïssé game. In [2] we obtain an
upper bound for the complexity of the construction of the automata in a different way.
For automatic structures of bounded degree (i.e. elements of the domain are only in relation
with a bounded number of other elements), several elementary complexity results were shown
recently [11], notably a 2EXPSPACE algorithm for the uniform model-checking problem of
injective automatic structures. These results are shown also via a kind of Ehrenfeucht-Fraïssé
argument using Gaifman’s locality principle [6] but the decision procedure is neither based
on the inductive automata construction nor easily practically implementable. As far as we
know, no upper bound on the size and the construction of the automaton corresponding
to solutions of a formula has been shown. One result of this paper is a 3EXPTIME upper
bound for this problem, using the simple inductive automaton construction.
To obtain this result we present an extension of Klaedtke’s approach of the use of
Ehrenfeucht-Fraïssé games to automatic structures. Roughly speaking, Klaedtke’s approach
consists in relating states of a minimal automaton of a formula to equivalence classes
of suitably chosen refinements of relations defined by Ehrenfeucht-Fraïssé games (called
Ehrenfeucht-Fraïssé relations). Showing an upper bound on the index of these relations
then gives an upper bound on the size of the minimal automaton for a given formula. We
use the same kind of relations and give in our main theorem general conditions allowing to
obtain an upper bound even on the time needed to construct the automaton. Even though
the automata constructed are in general not minimal, we show that they satisfy the crucial
property that two words in the same equivalence class of the Ehrenfeucht-Fraïssé relation
must lead to the same state of an automaton (even after determinisation of an automaton
obtained by projection). This allows to obtain a bound on the size of all automata inductively
constructed depending on the index of the Ehrenfeucht-Fraïssé relation.
We also apply our main theorem to Presburger Arithmetic (with most-significant digit
first encoding), using very similar Ehrenfeucht-Fraïssé relations as [3] who shows a triple
exponential upper bound on the size of the automaton, and we extend his results to show
that even the construction can be done in 3EXPTIME. The same result for least-significant
digit first encoding was shown in [2] using a complicated analysis of the automata obtained
from quantifier-free formulas like in [9].
The paper is organised as follows. We first recall the notion of automatic structures
and an explicit inductive construction of an automaton that accepts solutions of a formula.
Then we present our main theorem which gives conditions on Ehrenfeucht-Fraïssé relations
that imply upper bounds on the size (and the time required to inductively build it) of the
automaton accepting solutions of a first-order formula. Finally, we show how to define
Ehrenfeucht-Fraïssé relations allowing to apply our main theorem for automatic structures of
bounded degree and for Presburger Arithmetic.
2 Preliminaries
We suppose that the reader is familiar with finite string (over finite alphabet) automata. We
define the size of an automaton A = (Σ, Q, q0, F, δ) as the space required to write it. We will
only consider automata with alphabets such that letters are written in space logarithmic
w.r.t. the size of the alphabet, and whose states are integers (ranging from 1 to the number of
states). It is clear that the size of such an automaton is bounded by some polynomial in |Σ|
and |Q|. Many manipulations over deterministic automata (complementation, minimisation,
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product of two automata, relabelling) can be performed within time polynomial w.r.t. the
size of the input automata. In the following we use on-the-fly constructions, i.e. states in the
constructed automata are created on demand; only reachable states are considered. Although
the time (and space) complexity of automaton determinisation (using the well-known subset
construction) can’t be bounded by any polynomial of the size of the input, it is clear that it
can be bounded by some fixed polynomial of the sizes of the input and the (trim) output
automata. In the following we use mainly the same notation as [11].
2.1 Structures and first-order logic
A signature is a finite set S of predicate symbols. Each predicate symbol P ∈ S has a fixed arity
denoted by arP . A relational structure of signature S is a couple A = (A, (PA)P∈S), with A
a set called domain and PA ⊆ AarP . We will identify a predicate P with its interpretation
PA. We say that P holds for (a1, . . . , aarP ) ∈ AarP (also formulated P (a1, . . . , aarP ) holds)
if (a1, . . . , aarP ) ∈ PA. A congruence on the relational structure A = (A, (PA)P∈S) is an
equivalence relation ≡ on A such that for all P ∈ S and a1, . . . , aarP , b1, . . . , barP ∈ A such
that ai ≡ bi (for any i ≤ arP ), we have that if P (a1, . . . , aarP ) holds, then P (b1, . . . , barP )
holds as well. We denote by [a]≡ (or [a]) the equivalence class of a ∈ A w.r.t. ≡. A/≡
denotes the set of all equivalence classes. For each predicate P we can define the quotient
predicate P/≡ by P/≡([a1], . . . , [aarP ]) holds iff P (a1, . . . , aarP ) holds. Furthermore the
quotient structure A/≡ is defined as the structure (A/≡, (P/≡)P∈S).
We write α¯r as a shorthand for (α1, . . . , αr), with the αi possibly being elements of a set
(typically A), or variables. We also write [1, r] to denote the set of integers between 1 and r.
First-order formulas over the signature S are defined as usual as either:
an atomic formula ϕ(x¯r) over r variables (x¯r), i.e. of the form P (xj1 , . . . , xjarP ) for some
predicate P with arity arP and (jk)1≤k≤arP some arP -tuple of elements in [1, r]. Notice
that some variables may not appear syntactically in the formula whereas others may
appear more than once. The size of such a formula is defined as ‖ϕ‖ = arP .
a conjunction, ϕ(x¯r) = ϕ1(x¯r) ∧ ϕ2(x¯r) with ϕ1 and ϕ2 two first order formulas over the
same1 r variables. We define its size to be ‖ϕ‖ = 1 + ‖ϕ1‖+ ‖ϕ2‖.
a negation, ϕ(x¯r) = ¬ϕ1(x¯r) with ϕ1 a formula over r variables; ‖ϕ‖ = 1 + ‖ϕ1‖.
or an existential quantification, i.e. ϕ(x¯r) = ∃y.ϕ1(x¯r, y) where y is a fresh variable and
ϕ1 a formula over r + 1 variables; ‖ϕ‖ = 1 + ‖ϕ1‖.
Given a formula ϕ(x¯r) over r variables, we denote by A  ϕ(a¯r) (with a¯r ∈ Ar) that the
formula ϕ is valid (in the usual sense) when we substitute the variables with the corresponding
constants. We can associate to any formula its set of solutions (in the structure A which will
always be clear from the context), that is the set of assignments of the free variables seen
as r-tuples of elements of A that satisfy (in the usual sense) the formula. Thus first-order
(r-variables) formulas define (r-ary) first-order relations over the domain.
2.2 Automatic presentations
Informally, an automatic structure is a relational structure whose domain can be represented
by a regular language over an alphabet Σ such that ar-ary predicates can also be seen
1 This will be useful for defining easily the automata corresponding to a formula. Notice that this is not
a restriction, since if two formulas do not syntactically contain the same variables, we can consider that
they have the same variables by adding them implicitly, e.g. in P (x1, x2) ∧ P (x2, x3) both subformulas
have free variables x1, x2, x3.
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as regular languages. We extend the representation of the domain as a regular language
to a representation of any cartesian power of the domain as a regular language. As we
can’t represent a k-tuple of words of Σ∗ with a word over the alphabet Σk —the k words
do not necessarily have the same length— we pad the shorter words with an additional
symbol  /∈ Σ. We repeatedly add  at the beginning of the shorter words (rather than at
the end as done usually) giving the k words the same length leading to the definition of
(right-aligning) convolution of words: Let a¯k be a k-tuple of words in Σ∗. We write 〈a¯k〉 for
its convolution which is a word over the alphabet (Σ∪{})k\{}k (denoted by Σˆk). Its length
is |〈a¯k〉| = maxi(|ai|) where |ai| denotes the length of ai and its j-th letter (starting from 1)
is (a1[|a1| − |〈a¯k〉|+ j], a2[|a2| − |a¯k|+ j], . . . , ak[|ak| − |〈a¯k〉|+ j]) where ai[|ai| − |〈a¯k〉|+ j]
denotes , if (|ai| − |〈a¯k〉|+ j) is not strictly positive, and the (|ai| − |〈a¯k〉|+ j)-th letter of ai
otherwise. For example, we have 〈bab, , bc〉 = (b, , )(a, , b)(b, , c). Conversely, we define
the operators (.↓i)1≤i≤k and (.⇓i)1≤i≤k for words in Σˆ∗k. .↓i is a monoïd morphism from Σˆ∗r
to (Σ ∪ {})∗ projecting each letter of the word to its i-th component. w⇓i is defined as the
greatest suffix of w↓i not starting with . We write w⇓k as a shorthand for (w⇓1, . . . , w⇓k).
The duality between convolution and⇓. is exhibited by the identity: a¯k = 〈a¯k〉⇓k.
I Definition 1. An r-variable automaton A over Σ is a finite automaton over the alphabet
Σˆr such that L(A) ⊆ {〈wr〉 | ∀i ∈ [1, r] , wi ∈ Σ∗}. It represents the r-ary relation
R(A) = {w⇓k | w ∈ L(A)}.
Let us notice that provided letters of the alphabet Σ can be written within space
logarithmic w.r.t. |Σ|, letters of Σˆr can be written within space logarithmic w.r.t. |Σˆr|. Thus
most operations over r-variable automata will also be achieved within polynomial time.
I Definition 2. An automatic presentation is a tuple AP = (Σ,S, AD, A=, (AP )P∈S) where
Σ is a finite alphabet, S is a signature, AD is an automaton over Σ, (AP )P∈S is a family of
arP -variable automata over Σ and A= is a 2-variable automaton over Σ such that R(A=) is
a congruence on the structure (L(AD), (R(AP ))P∈S).
An automatic presentation AP is called deterministic, if all its automata are deterministic.
Its size ‖AP‖ is the space required to write all its automata. The structure presented by
AP is the quotient A(AP ) = (L(AD), (R(AP ))P∈S)/R(A=). AP is injective if R(A=) is the
identity relation. A relational structure is called automatically presentable (or automatic) if
there is an automatic presentation isomorphic to it. The element [w]R(A=) with w ∈ L(AD)
of the structure A(AP ) is denoted by [w]. Given u ∈ Σˆ∗r a convolution of r words in Σ∗ we
say that u represents ([u⇓1], . . . , [u⇓r]).
2.3 Automata-based model-checking
We are interested in the following problem.
I Definition 3. The model-checking problem for a relational structure A = (A, (P )P∈S)
over a signature S and a first-order sentence ϕ over the same S is to decide whether A  ϕ.
For automatic structures, this problem has been shown decidable using the following
theorem [7, 8]. It provides also a way to get a representation of all solutions of a formula.
I Theorem 4. Given an automatic presentation AP = (Σ,S, AD, A=, (AP )P∈S) and a
first-order formula ϕ over S with r free variables one can build an r-variable automaton Aϕ
over Σ such that R(Aϕ) = {(w1, . . . , wr) ∈ L(AD)r | A(AP )  ϕ([w1], . . . , [wr])}.
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In Section 3 we study the complexity of the automaton construction, i.e. the size of the
automaton Aϕ corresponding to a formula ϕ as well as the time needed to construct it.
This in turn gives complexity bounds for the model-checking problem. We first give here a
detailed description of the automaton construction. We consider deterministic automatic
presentations. Given a formula ϕ (with r free variables) we have to build an automaton that
distinguishes vectors of elements of the domain whose representatives satisfy the formula
from those that don’t. Intuitively, it is straightforward to build such automata inductively.
We first give the construction of the r-variable minimal automaton ADr that accepts exactly
all convolutions of words in L(AD). We will ensure we only build automata which reject any
word not representing a convolution of words in L(AD) by product with ADr .
To construct ADr we build an automaton accepting ∗L(AD) denoted by A′D = (Σ ∪
{}, Q′D, q0, F, δ) which has just one more state than AD. Then we construct A′Dr =
(Σˆr, QDr , q′0, F
′, δr) on-the-fly as follows: QDr is the subset of (Q′D)
r reached by the on-the-
fly construction, q′0 = (q0, . . . , q0), F ′ = F r and δr is defined as: let q′i = δ(qi, ai) for all
i, then δr((q1, . . . , qr), a¯r) = (q′1, . . . , q′r). Finally, ADr is obtained by minimising A′Dr . It
is clear that the time to build this minimal automaton is bounded by some polynomial of
‖AP‖r: indeed as ‖AP‖ is greater than both |Σ| and the number of states in AD, ‖AP‖r is
greater than the number of states of A′Dr and the size of its alphabet. Remark that the fact
that ADr is minimal is needed later in Section 3.
We now detail an inductive (on the structure of the formula) construction of the r-variable
automaton accepting representatives of solutions of some formula ϕ with r free variables.
Let’s start by the case of atomic formulas, i.e. of the form ϕ(x¯r) = P (xj1 , . . . , xjar )
with P a predicate of S with arity ar, and the (jk)1≤k≤ar a tuple of ar integers in [1, r]. The
construction of the r-variable automaton AP (xj1 ,...,xjar ) is performed in two steps: first we
build A′P (xj1 ,...,xjar ) which within words corresponding to a convolution of words in L(AD)
accepts only those satisfying P (xj1 , . . . , xjar ). As we introduce extra tracks for variables not
appearing in P (xj1 , . . . , xjar ), this automaton may accept words that are not convolutions
of words in L(AD). Therefore we build AP (xj1 ,...,xjar ) as the minimal automaton accepting
the intersection of languages of A′P (xj1 ,...,xjar ) and ADr . Let AP = (Σˆar, QP , q0, FP , δP ),
then A′P (xj1 ,...,xjar ) = (Σˆr, QP , q0, FP , δ
′) where δ′ is given as follows: for all q ∈ QP and
(l1, . . . , lr) ∈ Σˆr, δ′(q, (l1, . . . , lr)) = q0 if for all k ≤ r, ljk =  and δ′(q, (l1, . . . , lr)) = q′,
if δP (q, (lj1 , . . . , ljar )) = q′. Then we obtain AP (xj1 ,...,xjar ) by minimising the product of
A′P (xj1 ,...,xjar ) and ADr . It is clear that the time required to build AP (xj1 ,...,xjar ) is also
bounded by some polynomial of ‖AP‖r. Having a minimal automaton is needed in section 3.
The case of negation is closely related to automaton complementation which is simple
for deterministic automata which we use. But a word in Σˆ∗r is neither necessarily a convolution
of words of L(AD), nor a convolution of words in Σ∗. Therefore the automaton for ¬ψ is
built from the complement of the automaton for ψ, followed by an on-the-fly product with
ADr . Notice that we don’t minimise this automaton; our results on complexity will still hold.
The case of conjunction is straightforward thanks to the fact that the free variables
of the two formulas must be the same. The automaton is built as an on-the-fly product. We
also do not need to minimise this inductively generated automaton.
The last case is ϕ = ∃y.ψ(x¯r, y). By induction (as ψ is a subformula of ϕ) we build
the (r + 1)-variable automaton Aψ = (Σˆr+1, Qψ, q0, Fψ, δψ). We assume that the track
corresponding to variable y in Aψ is the (r+1)-th (other cases are the same). We define from
the (r + 1)-variable automaton Aψ by projection a non-deterministic r-variable automaton
A′ϕ that accepts representatives of solutions of ϕ. A′ϕ = (Σˆr, Qϕ, Q0, Fϕ, δϕ) is built as
follows: Qϕ = Qψ, the set of initial states Q0 is the set of states reachable in Aψ from q0 by
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transitions labelled in {}r ×Σ, Fϕ = Fψ and δϕ(q, a) = {q′ | ∃b ∈ Σ∪ {}.δψ(q, (a, b)) = q′}.
We show the correctness of our construction. First we show that any word accepted by
A′ϕ is a convolution of words representing a solution of ϕ. Consider a word u that is accepted
by A′ϕ (see Fig. 1). Then there is an accepting run of u. Denote by q1 the first state of the
run (which is an initial state of A′ϕ) and by q2 the last state of the run (q2 ∈ Fψ). From this
run we can get a word w′ ∈ Σˆ∗r+1 (with w′ ↓i = u ↓i for any i ≤ r) reaching q2 from q1 in
Aψ. By definition of the initial states of A′ϕ, there is a word w′′ in ({}r ×Σ)∗ such that w′′
reaches q1 from q0 in Aψ. Thus w′′w′ is accepted by Aψ, which means it is a convolution
of r + 1 words in L(AD), so for any i ≤ r + 1, (w′′w′)⇓i∈ L(AD). By definition of w′ and
w′′, (w′′w′)⇓i= u⇓i for any i ≤ r meaning u is a convolution of r words all in L(AD). We
know that ([(w′′w′)⇓i])i≤r+1 satisfies ψ, so ([w′′w′⇓i])i≤r = ([u⇓i])i≤r satisfies ∃y.ψ(x¯r, y).
Thus u is a convolution of words in L(AD) that represent a solution of ϕ. We now show
that A′ϕ accepts any convolution of words in L(AD) that represent a solution of ϕ. Consider
a solution of ϕ and take a representation u. There must exist a word w′ such that the
convolution of u and w′ is accepted by Aψ. Then u is also accepted by A′ϕ. That concludes
the proof of correctness of the construction of A′ϕ an automaton accepting solutions of ϕ.
Finally we get Aϕ by determinising A′ϕ using the standard on-the-fly subset construction.
Though in practice one can minimise this automaton, our complexity results still hold even
if we don’t.
3 Ehrenfeucht-Fraïssé relations for automata
Ehrenfeucht-Fraïssé equivalence relations are a general tool to establish upper and lower
bounds on the complexity of the first-order theory over relational structures. They have
been used for example extensively by Ferrante and Rackoff [5] to give some upper bounds
for the decision procedure of several first-order logics. Let A be a relational structure with
domain A. A set of Ehrenfeucht-Fraïssé equivalence relations for A is a (N2-indexed) family
of relations (Erm)m∈N,r∈N over Ar such that:
a¯rE
r
0 b¯r iff for any quantifier-free formula ϕ over r free variables: A  ϕ(a¯r) iff A  ϕ(b¯r)
Let a¯rErm+1b¯r, then ∀ar+1 ∈ A, ∃br+1 ∈ A such that (a¯r, ar+1)Er+1m (b¯r, br+1).
As a result any first-order formula with r free variables and quantifier-depth at most m
cannot distinguish between tuples in the same Erm equivalence class. In [5] it is shown that in
a first-order formula for several logics like Presburger Arithmetic quantifiers ranging over all
elements of the domain can be restricted to finite subsets, hence obtaining space-constrained
non-deterministic algorithms that exhaustively check the validity of these formulas with
restricted quantification. The complexity of the decision procedures in [5] is closely related
to that of deciding whether a predicate holds (usually simple) and the space required to
enumerate these finite subsets, which depends on the size of the candidate br+1.
As we work on automatic presentations, the domain is a language and tuples of elements of
the domain can also be seen as words. Thus we can consider the family of Ehrenfeucht-Fraïssé
relations as a family of relations over languages and also impose that these relations are
right-congruences allowing to relate equivalence classes with states of an automaton. This
idea was used first by Ladner [12], working on monadic second-order and first-order logics on
words, to deduce from the finiteness of the index the possibility to build a finite automaton.
Recently Klaedtke [10] and then Eisinger [3] used this idea to give upper bounds on the size
of automata for some (ω-)automatic structures. Our theorem below, not only bounds the
size of automata but also allows us to establish an upper bound for the (time) complexity of
the inductive construction of an r-variable automaton accepting solutions of a first-order
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formula. This is possible since we can show that all automata inductively constructed satisfy
the property that two words in the same equivalence class lead to the same state.
I Theorem 5. Let AP = (Σ,S, AD, A=, (AP )P∈S) be a deterministic automatic presentation
and (Erm) a family of binary symmetric reflexive transitive relations over Σˆ∗r such that:
1. For any m, words of Σˆ∗r that do not represent a convolution of words in Σ∗ are alone in
a same Erm equivalence class. The empty-word, , is alone in its Erm equivalence class.
2. Let uEr0v, if u is a convolution of r words in L(AD) then so is v and the r-tuples
represented by u and v satisfy the same atomic formulas in the structure presented
by AP .
3. (back-and-forth) If u is a convolution of r words in Σ∗ and uErm+1v, then for any
ur+1 ∈ Σ∗, there exists vr+1 ∈ Σ∗ such that 〈u⇓r, ur+1〉Er+1m 〈v⇓r, vr+1〉.
4. The Erm are right-congruence relations: uErmv implies ∀w ∈ Σˆ∗r, uwErmvw.
5. The index of Erm is bounded by f(m+ r), for some function f .
Then the following holds: For any first-order formula ϕ over S with quantifier depth
at most m and r free variables, the inductive construction of a deterministic r-variable
automaton for ϕ builds an automaton with at most f(m+ r) states and can be done within
time bounded by c1‖ϕ‖ (‖AP‖m+rf(m+ r))c2 for some constants c1 and c2.
Proof. We first remark that hypothesis 2 can be generalised to: for any m, if uErmv and u
is a convolution of r words in L(AD), then so is v and the r-tuples represented by u and v
satisfy the same atomic formulas (and even the same r-variables formulas with quantifier
depth at most m). We show that by applying m times hypothesis 3 (with a valid ur+1), and
then discarding the m new components.
The proof is by structural induction over formulas ϕ. Each formula has some quantifier
depth m and some number r of free variables. The bound on the number of states is shown
by proving inductively that any two words in Σˆ∗r in the same Erm equivalence class reach the
same state in the constructed automaton. Hence the number of states of these automata is
bounded by f(m+ r). We choose the constants c1 and c2 as the maximum of the constants
needed to bound the construction of the automata below. Sizes of automata are always
bounded by a fixed polynomial of ‖AP‖m+rf(m + r), since the alphabet is bounded by
‖AP‖m+r, and the number of states by f(m+ r).
We start with the case of atomic formulas, i.e. ϕ is of the form P (xj1 , . . . , xjr ) where
P is a predicate with arity ar and (jk)1≤k≤ar a family of ar integers in [1, r]. AP (xj1 ,...,xjr )
is built as a minimal automaton. If u and v are Erm equivalent, according to hypothesis 4, for
any w ∈ Σˆ∗r , uwErmvw. Thus with generalised hypothesis 2, this means that uw represents
a solution of P (xj1 , . . . , xjr ) iff vw does, so uw ∈ L(AP (xj1 ,...,xjr )) iff vw ∈ L(AP (xj1 ,...,xjr )).
The Myhill-Nerode theorem allows us to conclude that u and v reach the same state in
AP (xj1 ,...,xjr ) as it is minimal. The time to build this automaton is bounded by a fixed
polynomial of ‖AP‖r.
The case of negation is ϕ = ¬ψ. Aϕ is built as a product automaton between the
complement of Aψ and ADr . Let u, v ∈ Σˆ∗r with uErmv. Hypothesis 4 implies that for any
w ∈ Σˆ∗r , uwErmvw; according to generalised hypothesis 2 this implies that uw is a convolution
of words in L(AD) (and thus uw ∈ L(ADr )) iff vw also is. As ADr is minimal by construction,
the Myhill-Nerode theorem ensures that u and v reach the same state in ADr . As u and
v reach the same state in Aψ by induction hypothesis, they also reach the same state in
the corresponding product automaton, which therefore has at most f(m + r) states. By
induction hypothesis, it takes time less than c1(‖ϕ‖ − 1)(‖AP‖m+rf(m+ r))c2 to build Aψ.
Aψ has at most f(m + r) states, and an alphabet of size smaller than ‖AP‖r. Thus any
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A′ϕ
q0 q1 ... q2
u1 u2 u|u|
...
... ... ... ...
Aψ
q0 q1 ... q2
∗w′′
∗
({}
r × Σ
)
∗
w′1 w
′
2
w′|u|
...
... ... ... ...
Figure 1 Getting a word w′′w′ ∈ Σˆ∗r+1 reaching q2 in Aψ from u ∈ Σˆ∗r reaching q2 from q1 in Aϕ.
manipulation over Aψ will take time less than a fixed polynomial of ‖AP‖m+rf(m+ r), this
includes its complementation and product with ADr .
The case of conjunction is ϕ = ϕ1 ∧ ϕ2. By induction hypothesis, uErmv implies that
u and v reach the same state in Aϕ1 and in Aϕ2 , hence they will reach the same state in the
product automaton (we don’t even need to minimise Aϕ to ensure this property). The time
upper bound also holds as it takes total time less than c1(‖ϕ‖ − 1)(‖AP‖m+rf(m+ r))c2 to
build both Aϕ1 and Aϕ2 whose sizes are bounded by a fixed polynomial of ‖AP‖m+rf(m+r),
hence it takes a total time less than c1‖ϕ‖(‖AP‖m+rf(m+ r))c2 to build Aϕ.
The last case is ϕ = ∃y.ψ(x¯r, y), where ψ has r + 1 free variables and quantifier-
depth at most m− 1. Its automaton Aψ = (Qψ, q0, Fψ, δψ) is inductively built within time
c1(‖ϕ‖− 1)(‖AP‖m+rf(m+ r))c2 . We assume that the track corresponding to the variable y
in Aψ is the (r+ 1)-th. Let A′ϕ = (Σˆr, Qϕ, Q0, Fϕ, δϕ) be the (non-deterministic) automaton
as constructed in Section 2.3. We denote qs the state of Aψ reached by all words that are
not convolutions of words in Σ∗. Let uErmv. We show that u and v reach the same set of
states in A′ϕ. There are three cases: (1) u is not a convolution of words in Σ∗. Then nor
is v and they obviously only reach the state qs in A′ϕ. (2) u = , then v =  and u and v
are equal and clearly reach the same states. (3) u 6=  (then v 6= ) and u is a convolution
of words in Σ∗ (then so is v). This first implies that both u and v can reach qs in A′ϕ as
(for any a ∈ Σ) 〈u⇓r, a〉 and 〈u⇓r, a〉 are not convolutions of words in Σ∗ so they both
reach qs in Aψ. Assume now that u reaches a state q2 6= qs from q1 (as depicted in Fig. 1).
We can deduce w′ and w′′, such that w′′ ∈ ({}r × Σ)∗ and for all i ≤ r, w′ ↓i = u↓i, and
w′′w′ reaches q2 from q0 in Aψ. As w′′w′ does not reach qs (in Aψ), it is a convolution of
words in Σ∗ (induction hypothesis and hypothesis 1). Notice that w′′w′ is the convolution of
(w⇓i)1≤i≤r and (w′′w′)⇓r+1. According to hypothesis 3, there is a word v′ ∈ Σ∗ such that
〈v⇓r, v′〉 (the convolution of the (v⇓i)1≤i≤r and v′) is Er+1m−1 equivalent to w′′w′. According
to the induction hypothesis this implies w′′w′ and 〈v⇓r, v′〉 reach the same state in Aψ, so
there is a word reaching q2 in Aψ that is a convolution of the (v⇓i)1≤i≤r with another word
in Σ∗, which means that v can also reach q2 in A′ϕ.
We have shown that any u, v ∈ Σˆ∗r with uErmv reach the same set of states in A′ϕ, hence
by definition of the subset construction, they reach the same state in Aϕ. Thus, Aψ, A′ϕ and
Aϕ each have at most f(m+ r) states over an alphabet bounded by ‖AP‖m+r and it takes
time polynomial w.r.t. the size of these automata to build Aϕ from Aψ, thus within time
c1(‖AP‖m+rf(m+ r))c2 . That concludes the induction. J
Notice that we don’t need to minimise any inductively-generated automaton during the
construction. Furthermore remark that our approach only uses Ehrenfeucht-Fraïssé relations
to prove an upper bound of the complexity of the automata construction (which might be
much more efficient in particular cases), whereas Ferrante and Rackoff [5] need these relations
to devise decision procedures.
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4 Automata construction for structures of bounded degree
Automatic structures of bounded degree are structures whose uniform model-checking problem
is known to be elementary [11]. Informally, a structure has bounded degree if there is a finite
upper bound on the number of elements any element of the domain can be in relation with.
We first formally define the necessary notions. The Gaifman-graph G(A) of a relational
structure A = (A, (P )P∈S) is the graph G(A) = (A, {(a, b) ∈ A× A | ∃P ∈ S ∃i, j.∃a¯arP ∈
AarP . ai = a, aj = b, and P (a¯arP ) holds}). A structure has bounded degree if its Gaifman-
graph has bounded degree, i.e. there exist a constant δ such that every node of the graph
is adjacent to at most δ other nodes. The minimal such δ is called the degree of A. An
automatic presentation AP is of bounded degree, if A(AP ) is of bounded degree. Then, the
degree of AP is the same as the degree of A(AP ). The following proposition is from [11].
I Proposition 6. Let AP be an automatic presentation of bounded degree. Its degree is
bounded by 22
‖AP‖c
for some constant c. If AP is injective, then its degree is bounded by
2‖AP‖
c
for some constant c.
The following theorem is an application of Theorem 5.
I Theorem 7. The construction of the automaton for injective deterministic automatic
structures AP with bounded degree leads to an automaton whose size is bounded by f(m+r) =
22
3m+r+c3.‖AP‖+2
within time c1‖ϕ‖(‖AP‖m+rf(m + r))c2 for some constants c1, c2 and c3
independent of AP .
To prove the theorem we have to give Ehrenfeucht-Fraïssé relations satisfying the hypothe-
ses of Theorem 5. Let us fix for the rest of this section an injective deterministic automatic
presentation AP = (Σ,S, AD, A=, (AP )P∈S) of bounded degree δ. Thanks to Proposition 6
we know that δ ≤ 2‖AP‖c . We can furthermore assume that the automata are minimal. Let
QD be the set of states of AD and QP the set of states of each AP . We denote arP the arity
of each predicate P , and arM = maxP∈S arP .
Using A(AP ) we define a structure A(AP )sat, for which it will be easier to express
Ehrenfeucht-Fraïssé relations satisfying all the hypotheses of Theorem 5. For example, to
show right-congruence it will be necessary to be able to distinguish words leading to different
states in the automata of AP .
A(AP )sat is defined as the structure (Σ∗, (P )P∈S′) with the following predicates in the
signature S ′: an “empty-word” monadic predicate denoted P which holds exactly for the
empty word, a monadic predicate PD,q for each state q ∈ QD holding exactly for words
that reach q in AD and a predicate PP,q with arity r for each predicate P with arity r and
each state q ∈ QP that is not a sink state (i.e. with empty residual). PP,q holds exactly for
r-tuples whose convolution reaches q in AP .
I Lemma 8. The degree of the structure A(AP )sat is bounded by δ′ = δ
∑
P∈S |QP | ar2P .
We prove this by contradiction: if x is in relation with too many words in A(AP )sat, too
many arP -tuples containing x reach a state in AP from which a final state can be reached.
From this, we can deduce a word of L(AD) in relation with more than δ words in A(AP ).
Before we define the Ehrenfeucht-Fraïssé relations we need the following definitions:
I Definition 9. For a relational structure B with domain B the Gaifman metric dB(b1, b2)
for b1, b2 ∈ B is the distance between b1 and b2 in G(B), that is the length of the shortest
path connecting b1 and b2 in G(B) (or +∞ if b1 and b2 don’t belong to the same connected
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component). The B-sphere of radius d ∈ N around b ∈ B denoted by SB(b, d) is defined as
the set {b′ ∈ B | dB(b, b′) ≤ d}. We extend the notion of sphere around a point to spheres
around r points, we call that the B-neighbourhood of radius d around b¯r : for b¯r ∈ Br and
d ∈ N, N rB(b¯r, d) =
⋃
1≤i≤r SB(bi, d). Finally, a B-isomorphism ξ from B1 ⊆ B to B2 ⊆ B is
a bĳection that maps B1 to B2 such that for any predicate P of B with arity arP , and any
arP -tuple b¯arP of B1, P (b1, . . . , barP ) holds iff P (ξ(b1), . . . , ξ(barP )) holds. We will say that
B1 and B2 are B-isomorphic and write B1 ξ'B B2.
The Ehrenfeucht-Fraïssé relations that we define roughly state that r-tuples of words are
equivalent when they have sufficiently large isomorphic neighbourhoods (i.e. of exponential
radius) in the structure A(AP )sat.
I Definition 10. We define the equivalence relations Erm over Σˆ∗r as follows: First we partition
Σˆ∗r in two disjoint subsets, Vr the set of words that are convolution of words in Σ∗ and Ir the
set of words that aren’t. Then we define uErmv iff (1) u and v are in Ir, (2) or u = v =  (3) or
u and v are in Vr\{} and N rA(AP )sat(u⇓r, (3m−1)/2)
ξ'A(AP )sat N rA(AP )sat(u⇓r, (3m−1)/2)
for some ξ such that ξ(u⇓i) = v⇓i.
It is clear that the relations Erm are symmetric, reflexive and transitive, and satisfy
hypothesis 1 of Theorem 5. Due to space limitations, we just sketch here the proofs
that this family of relations satisfy the other hypotheses of Theorem 5. To show it satisfies
hypothesis 2 we essentially just need the fact that atomic formulas of A(AP ) can be expressed
as quantifier-free formulas in A(AP )sat. The back-and-forth property (hypothesis 3) is proved
by exhibiting the vr+1 and extending the isomorphism. vr+1 is: (1) the image of ur+1 by the
neighbourhood isomorphism, if ur+1 is “close” to (u⇓r) (i.e. distance smaller than 3m) (2)
ur+1, if it is “far” from the (v⇓r) and the (u⇓r), (3) some iterated preimage of ur+1 by the
neighbourhood isomorphism, if ur+1 is in the neighbourhood of radius 3m around (v⇓r) but
“far” from (u⇓r). The closure of this relation by appending arbitrary suffix (hypothesis 5)
crucially relies on the additional predicates provided by A(AP )sat.
Finally the following lemma states an upper bound on the index of the Erm relations:
I Lemma 11. The index of Erm is bounded by 22
2g(m,r,arM,δ,‖AP‖)
with g(m, r, arM , δ, ‖AP‖) =
(m+ 2). log2(3) + log2(log2(r)) + 2 log2(arM ) + log2(log2(δ)) + log2(log2 ‖AP‖).
This lemma can be proved noticing that as the degree of G(A(AP )sat) is bounded by δ′
(Lemma 8), an A(AP )sat-neighbourhood of radius 3m around r points has at most r.δ′3m+1
elements. Thus there are at most
∏
P∈A(AP )sat 2
karP non A(AP )sat-isomorphic k-elements
sets. That concludes the picture of the proof of Theorem 7.
Notice that Theorem 7 only considers injective deterministic automatic presentations.
Using Corollary 4.3 of [8] it is easy to see that an automatic presentation AP which is non-
deterministic and not injective can be transformed into a deterministic injective presentation
AP ′ such that ‖AP ′‖ ≤ 2‖AP‖c for some constant c. Notice that the bound on the index
of the Erm relations in Lemma 11 only depends exponentially on the size of the automatic
presentation and it depends exponentially on its degree (which is bounded by a double
exponential for a non-injective structure, see Proposition 6). Therefore we can obtain a
deterministic automaton representing solutions of a formula ϕ in the structure A(AP ′)
(which is isomorphic to A(AP )) in triple exponential time. Therefore we obtain the following
corollary improving the 3EXPSPACE upper bound of [11]. Moreover, we get easily in
3EXPTIME a non-deterministic automaton representing solutions in the structure A(AP ).
I Corollary 12. The model-checking problem for automatic presentations of bounded degree
is in 3EXPTIME.
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5 Automata construction for Presburger Arithmetic
Presburger Arithmetic (PA) is the first-order theory over A = (Z,+/3, >/2), the structure
over integers with addition and ordering. It was shown decidable [13] using quantifier
elimination. Ferrante and Rackoff [5] gave the first definition of an Ehrenfeucht-Fraïssé
relation over integers for PA. Büchi showed that PA was automatic [1] and Eisinger [3] showed
that when using a suitable presentation based on most-significant digit first complement
notation, Ferrante and Rackoff’s relations are preserved by appending arbitrary suffixes
allowing to obtain an upper bound on the size of the minimal automaton for a formula.
A common encoding of integer vectors is to use a binary representation and 0 (if the
number is positive) or 1 (if it is negative) as padding symbols instead of . This leads
to a non-injective presentation. Here, we use an injective automatic presentation of PA
which is convenient for our purposes based on the binary most-significant digit first with
complement notation: the alphabet is Σ = {0, 1} and valid encodings are in the language
D = {0, 1} ∪ 01{0, 1}∗ ∪ 10{0, 1}∗. We denote by µ the isomorphism from elements of
D to Z. We have µ(0) = 0, µ(1) = −1 and µ(01w) = 2|w| +∑|w|i=1 2|w|−iw[i], µ(10w) =
−2|w|+1 +∑|w|i=1 2|w|−iw[i]. It is easy to construct automata AD with L(AD) = D and A>
and A+ for comparison and addition. Then, we get the injective deterministic automatic
presentation for PA, APPres = (Σ, {>,+}, AD, A=, A>, A+) where A= accepts the identity
relation over D.
The rest of the section is devoted to defining Ehrenfeucht-Fraïssé relations which satisfy the
5 hypotheses of Theorem 5. We first recall the Ehrenfeucht-Fraïssé relations of [3] for tuples
of integers. We need to define inductively some families of integers and of sets of integers. Let
Bm, B
′
m, δm such that B0 = {−2,−1, 0, 1, 2}, δm = lcmBm, B′m = {δmv/v′ | v, v′ ∈ Bm, v′ 6=
0} and Bm+1 = Bm ∪ {v + v′ | v, v′ ∈ B′m}. Eisinger [3] defines an Ehrenfeucht-Fraïssé
relation over tuples of integers inspired by Ferrante and Rackoff [5] as follows:
I Definition 13. ([3], Definition 1) For two k-tuples of integers u¯k and v¯k we define the
equivalence relation F rm as u¯kF rmv¯k iff for any i, ui ≡ vi mod δ2m and for all a1, . . . , ar ∈ Bm,
and for all c ∈ Z, with |c| ≤ (r + 1)δ2m,
∑r
i=1 aiui + c ≥ 0 iff
∑r
i=1 aivi + c ≥ 0.
We adapt these relations (over integers) to relations over words of Σˆ∗r . This adaptation is
slightly more involved than in [3] due to the presence of the padding symbol . Furthermore
we have to distinguish convolutions of words according to which of their components can be 
or not. We partition Σˆ∗r in three disjoint subsets: Vr the set of words that are convolution of
words in D ∪ {}, Sr the set of words w that are convolution of words in Σ∗ such that there
is an i with w⇓i /∈ D ∪ {} and Ir the set of words that aren’t convolutions of words of Σ∗.
We further partition Vr and Sr into languages indexed by subsets of [1, r]: let K ⊆ [1, r], we
define Vr,K = {w ∈ Vr | w⇓i 6=  iff i ∈ K} and Sr,K = {w ∈ Sr | w⇓i 6=  iff i ∈ K}. Clearly
Vr =
⋃
K⊆[1,r] Vr,K and Sr =
⋃
K⊆[1,r] Sr,K .
I Definition 14. We define a family of relations over words of Σˆ∗r . For u, v ∈ Σˆ∗r , uErmv iff:
u, v ∈ Ir, or u, v ∈ Sr,K for some K ⊆ [1, r].
u, v ∈ Vr,K for some K (so if i ∈ K, u⇓i and v⇓i are in D and represent integers) and:
For all i ∈ K, µ(u⇓i) ≡ µ(v⇓i) mod δ2m
For all b1, . . . , br ∈ Bm, for all c ∈ Z, |c| ≤ (r + 1)δ2m, c +
∑
i∈K bi.µ(u ⇓i) ≥ 0 iff
c+
∑
i∈K bi.µ(v⇓i) ≥ 0
I Lemma 15. Erm satisfies hypotheses 1 to 5 of Theorem 5, with f(m+ r) = 22
2c(m+r)
, for
some fixed c.
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Each hypothesis is proved similarly to the corresponding one of [3]. Thus, we have defined
Ehrenfeucht-Fraïssé relations satisfying the 5 hypotheses of Theorem 5 and we obtain the
following corollary.
I Corollary 16. The inductive construction of an automaton Aϕ representing all solutions
of a Presburger Arithmetic formula ϕ is in 3EXPTIME.
6 Conclusion and Perspectives
We have given a triple-exponential upper bound on the size of the automaton corresponding
to the solutions of a first-order formula over automatic structures of bounded degree. An
open problem is to find a matching lower bound. One can easily deduce a double-exponential
lower bound from [11] and it might be possibly to adapt their proof of a 2EXPSPACE lower
bound for the model-checking problem to obtain a formula and a structure for which the
corresponding automaton must be of triple exponential size. Another interesting question
is to study how our method can be extended to the case of tree automatic structures of
bounded degree [11] as well as for ω-automatic structures.
Acknowledgement. We would like to thank Florian Horn for helpful comments.
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Abstract
We exhibit the following new upper bounds on the space complexity and the parallel complexity
of the Bipartite Perfect Matching (BPM) problem for graphs of small genus:
(1) BPM in planar graphs is in UL (improves upon the SPL bound from Datta et. al. [7]);
(2) BPM in constant genus graphs is in NL (orthogonal to the SPL bound from Datta et. al. [8]);
(3) BPM in poly-logarithmic genus graphs is in NC; (extends the NC bound for O(log n) genus
graphs from Mahajan and Varadarajan [22], and Kulkarni et. al. [19].
For Part (1) we combine the flow technique of Miller and Naor [23] with the double counting
technique of Reinhardt and Allender [27]. For Part (2) and (3) we extend [23] to higher genus
surfaces in the spirit of Chambers, Erickson and Nayyeri [4].
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1 Introduction
1.1 Matching Problems in Graphs
A matching M in a graph G is a set of vertex disjoint edges. The end-points of the edges
in M are said to be matched. A perfect matching in a graph G is a matching M such that
every vertex of G is matched. See [21] for an excellent introduction to matching and related
problems.
Historically, matching problems have played a central role in Algorithms and Complex-
ity Theory. Edmond’s blossom algorithm [10] for Max-Matching was one of the first
examples of a non-trivial polynomial time algorithm. It had a considerable share in initi-
ating the study of efficient computation, including the class P itself; Valiant’s #P-hardness
[30] for counting perfect matchings in bipartite graphs provided surprising insights into the
counting complexity classes. The study of whether Perfect-Matching is parallelizable
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has yielded powerful tools, such as the isolating lemma [25], that have found numerous other
applications.
The rich combinatorial structure of matching problems combined with their potential to
serve as central problems in the field invites their study from several perspectives. The focus
of this paper is on the space and parallel complexity of matching problems. The best known
upper bound for Perfect-Matching (and other matching problems mentioned above) is
non-uniform SPL [2] whereas the best hardness known is NL-hardness [5]. Unless otherwise
specified, all circuit classes from now on are uniform (say L-uniform).
1.2 Matching Problems in Planar Graphs
A well known example where planarity is a boon is that of counting perfect matchings.
The problem in planar graphs is in P [17] as opposed to being #P-hard in general graphs
[30]. Counting perfect matchings in planar graphs can in fact be done in NC [31]; thus
Perfect-Matching (Decision) in planar graphs is in NC. “Is the construction version
of Perfect-Matching in planar graphs in NC?” remains an outstanding open question,
whereas the bipartite planar case is known to be in NC [23], [22], [19], [7].
The space complexity of matching problems in planar graphs was first studied by Datta,
Kulkarni, and Roy [7] where it was shown that Min-Wt-PM in bipartite planar graphs is in
SPL. Kulkarni [18] shows that Min-Wt-PM in planar graphs (not necessarily bipartite) is
NL-hard. The only known hardness for Perfect-Matching in planar graphs is L-hardness
(cf. [6]). For bipartite planar graphs, nothing better than L-hardness is known.
Given a directed graph G and two vertices s and t in G, let Dir-Reach denote the
problem of deciding if there exists a path from s to t in G. Dir-Reach is NL-complete. It
turns out that Dir-Reach in planar graphs reduces (in log-space) to Perfect-Matching
in bipartite planar graphs [6]; the former was proved to be in UL∩ coUL by Bourke, Tewari,
and Vinodchandran [3]. In this paper we show that Perfect-Matching in bipartite planar
graphs is in UL, leaving the coUL bound as an intriguing open question.
1.3 Matching Problems in small genus graphs
Counting perfect matchings in graphs embedded on O(log n) genus surfaces is in NC (see Gal-
luccio and Loebl [12]). Combining this with a rounding procedure from Goldberg, Plotkin,
Shmoys, and Tardos [13], the authors of [22] and [19] obtain an NC algorithm for the de-
cision and construction versions of BPM in O(log n) genus graphs. In [8], the result of [7]
was extended to bipartite graphs of bounded genus and a tighter bound of SPL ⊆ NC was
obtained. We are able to improve these results using a technique of Miller and Naor [23]
and its extension to higher genus graphs by Chambers, Erickson and Nayyeri [4].
1.4 Our Results
I Theorem 1.1. Perfect-Matching in bipartite planar graphs is in UL.
The result holds for both decision and construction versions of the problem. We build on two
key algorithms: (1) Miller and Naor’s algorithm [23] for perfect matching in bipartite planar
graphs; (2) Reinhardt and Allender’s [27] UL algorithm for shortest path in min-unique
graphs: graphs with polynomially bounded edge-weights and having at most one minimum
weight path between any pair of vertices. Miller and Naor reduce the Perfect-Matching
(Decision) in planar graphs to the following problem in directed planar graphs: Neg-Cycle
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(Decision) problem - given a directed graph with polynomially bounded edge-weights, de-
cide whether or not the graph contains a negative weight cycle. The simple observation that
this reduction works in log-space combined with the crucial observation that Neg-Cycle
problem is in NL yields the somewhat surprising NL bound for perfect matching in bipartite
planar graphs. While this upper bound matches the lower bound of NL for matching in
bipartite graphs, we are able to improve it to UL by making efficient use of planarity. This
brings it tantalizingly close to the best known upper bound of UL ∩ coUL for planar reach-
ability. For the proof of the UL bound in part (a), we first provide a technical extension of
(2) when the graph contains negative weight edges but no negative weight cycles. A simple
but subtle combination of (1) and (2) then yields the desired result. As opposed to [19] and
[7], our space bounded algorithms do not require determinant computation as a subroutine,
instead we make use of a variant of planar reachability. However, for the weighted case we
do not know how to improve upon the SPL bound in [7]. We also do not know how to
improve on LC=L bound for maximum matching due to Hoang [15].
I Theorem 1.2. Perfect-Matching in bipartite graphs of constant genus is in NL.
I Theorem 1.3. Perfect-Matching in bipartite graphs of (log n)O(1)genus is in NC.
Again the results hold for both decision and construction versions but we require that a
cellular embedding of the graph be given as part of the input. We adapt the approach of
Chambers et. al. [4] in the context of the flow instance corresponding to the perfect matching
problem. Chambers, Erickson and Nayyeri [4] extend the techniques of Miller and Naor to
reduce the search space of a max-s, t-flow on a surface. In particular, for genus g surface they
can formulate the flow problem as a linear program in only O(g) variables. We show that a
flow instance corresponding to perfect matching in a bipartite graph embedded on a surface is
a yes instance exactly when we can send flows along the 2g basis cycles such that the residual
graph has no negative cycle. Moreover, if we start from a Perfect-Matching instance
then the flows must be integral and polynomially bounded. Thus exhaustive search in the
2g-dimensional space yields an NL algorithm for the existence of a Perfect-Matching
when g is a constant. We believe that this NL bound can be improved to UL.
For poly-logarithmic genus, the ellipsoid method yields an NC bound. Our observation is
that the separation oracle, the problem of determining if a weighted directed graph contains a
negative cycle, can be implemented in NC. For the construction version, we use the rounding
procedure of Goldberg, Plotkin, Shmoys and Tardos [13] to obtain an integral solution in
NC from the fractional solution coming from the ellipsoid algorithm.
We also consider Even-Path problem: deciding whether or not there is a directed
simple path of even length between two specified vertices. Even-Path is NP-complete [20]
but restricted to planar graphs it is in P [26]. For directed acyclic graphs (DAGs), the
problem is NL-complete. The Even-Path problem can be viewed as a relaxation of the
Red-Blue-Path problem - given a directed graph with edges colored Red or Blue, decide
whether or not there is a (simple) path between two specified vertices such that consecutive
edges in the path are of different colors. The Red-Blue-Path problem is known to be
NL-complete for planar DAGs [18]. This provides context for the following theorem.
I Theorem 1.4. Even-Path in planar DAG is in UL.
The hope is that the proof of this theorem contains the seeds for a proof showing that
Red-Blue-Path for planar DAGs is in UL which would imply that NL collapses to UL. It
is worth noting that our proof of the UL bound for Even-Path in planar DAGs combines
two different deterministic isolation techniques ([3], [15]).
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1.5 Organization
Section 2 contains preliminaries. Section 3 contains the UL bound for bipartite planar
graphs. Section 4 contains the results for higher genus graphs. Section 5 contains UL bound
for Even-Path problem in planar DAG. Section 6 contains some open ends.
2 Preliminaries
2.1 Matching Problems
We consider the following computational problems related to matching:
Perfect-Matching (Decision) : decide if G contains a perfect matching.
Perfect-Matching (Construction) : construct a perfect matching in G (if exists).
Min-Wt-PM (Decision) : given G together with edge-weights w : E(G)→ Z such that
|w(e)| ≤ nO(1), and an integer k - decide if G contains a perfect matching of weight at
most k.
Max-Matching (Decision) : given G and an integer k, decide if G has a matching of
cardinality at least k.
UPM (Decision) : decide if G has a unique perfect matching
2.2 Space Complexity Classes
See the monograph by Vollmer [32] for definitions of standard circuit complexity classes. It
is known that UL ⊆ NL ⊆ NC ⊆ P and UL ⊆ SPL. It is also known that SPL ⊆ ⊕L ⊆ NC.
NL and SPL as well as NL and ⊕L are not known to be comparable.
2.3 Flow Terminology
Here we rephrase the terminology used in [23]. An undirected edge is a two element unordered
set {u, v} such that u, v ∈ V. An undirected graph G = (V,E) consists of a set V of vertices
and a set E of undirected edges. An arc is an ordered tuple (u, v) ∈ V × V . A directed
graph −→G = (V,−→E ) consists of a set V of vertices and a set −→E ⊆ V × V of arcs. Given an
undirected graph G = (U, V ), its directed version is a directed graph ←→G = (V,←→E ) where←→
E := {(u, v) | {u, v} ∈ E}.
A capacity-demand graph is a triple (G, c, d) where G = (V,E); every arc (u, v) ∈ ←→E
is assigned a real value c(u, v) called the capacity of the arc and every vertex v ∈ V is
assigned a real value d(v) called the demand at the vertex. A pseudo-flow in a capacity-
demand graph (G, c, d) is a function f : ←→E → R such that: (i) for every arc (u, v) ∈ ←→E ,
we have: (skew-symmetry) f(u, v) = −f(v, u), and (ii) for every vertex v ∈ V, we have:
(demands met)
∑
w∈V :(v,w)∈←→E f(v, w) = d(v). A flow in a capacity-demand graph (G, c, d) is
a function f :←→E → R such that: (a) f is a pseudo-flow in (G, c, d); (b) for every (u, v) ∈ ←→E ,
we have: (capacity constraints satisfied) f(u, v) ≤ c(u, v). A zero-demand graph (G, c) is a
capacity-demand graph in which the demand at every vertex is zero.
For a description of other graph theoretic terminology (such as walk, dual graph etc.),
we refer the reader to Diestel’s excellent text [9].
2.4 Main Lemmas from Miller and Naor [23]
I Definition 2.1 (Directed Dual). Let G be a planar graph. Fix an embedding of G in the
plane. Let G∗ denote the dual of G with respect to the fixed embedding. The directed
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dual of G is the directed version of G∗ denoted by
←−→
(G∗). The arcs of ←→G and that of ←−→(G∗)
are in one to one correspondence. If e = {u, v} is an edge in G with a directed version
(u, v) and e∗ = {x∗, y∗} is the corresponding dual edge in G∗ then in ←−→(G∗) the directed edge
that corresponds to (u, v) is directed (x∗, y∗) where x∗ is the face that lies to the left of the
directed edge (u, v).
I Proposition 2.2 (folklore, see for instance [23]). Let (G, c) be a zero-demand graph. Let f
be a flow in (G, c). If C∗ = (e∗1, . . . , e∗k) is a directed cycle in
←−→
(G∗), then∑
e : e∗∈C∗
f(e) = 0.
I Lemma 2.3 (Miller, Naor [23]). Let (G, c) be a zero-demand planar graph, then: there
exists a flow in (G, c) ⇐⇒ ←−→(G∗) has no negative weight cycle with respect to weights c.
3 Bipartite Planar Matching: The UL Bounds
Suppose we have a directed graph G with polynomially bounded weights on its edges. The
weights could be positive or negative. Let s be a fixed vertex in G. Let d(u, v) denote
the length of the minimum length path from u to v. whenever defined. Notice that these
definitions are conditional on the non-existence of negative cycles and we show how to deal
with these cases below.
Vk := {v | d(s, v) ≤ k}.
Let distwk (u, v) denote the weight of the minimum weight walk (with respect to weights w)
of length at most k from u to v. Note that distwk (u, v) could be negative. We define,
Σwk :=
∑
v∈Vk
distwk (s, v).
We use an extension of [27] to compute distwk (s, v) and Vk in UL. We pause to note
that the technique of [27], called double counting in [27], is a generalization of the inductive
counting technique used by Immerman [16] and Szelepcsényi [28] to show that NL = coNL.
We combine this UL algorithm with Miller and Naor’s algorithm via Weighting Scheme A
in Section 5 to obtain the UL bound for perfect matching in bipartite planar graphs.
We need an extension of [27], when the graph contains negative weight edges but no neg-
ative weight cycles. We call this extension (Algorithm 2) as the Extended-RA Algorithm
. Following lemmas are simple consequences of the Extended-RA Algorithm and min-
uniqueness achieved via generalized BTV weights (Weighting Scheme A).
The weighting scheme A
Weighting scheme A is a generalization of the weight function in [3] to planar graphs. In
other words, given a directed planar graph G, we construct a log-space computable edge
weight function with respect to which any simple cycle in G has non-zero weight. Tewari and
Vinodchandran [29] give a log-space construction of such a weight function by an application
of Green’s Theorem. We give an alternate procedure (see Algorithm 1) that achieves the
same result.
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Input : A planar graph G
Output : An edge weight function wA such that for any simple cycle C in G
wA(C) 6= 0
1 Compute a spanning tree T in G;
2 For any arc e ∈ ←→T , set wA(e) = 0;
3 Let R denote the spanning tree in G∗ consisting of the edges that do not belong to
T. Fix a root r for R (say the unbounded face) and let −→R denote the orientation
of R where each edge is oriented towards the root;
4 An arc e∗ = (u, v) ∈ −→R separates the tree R into two subtrees. Let αu denote the
number of vertices in the subtree containing u. Set wA(u, v) = αu and
wA(v, u) = −αu;
5 Set wA(e) = wA(e∗) for every e ∈ E(G) where e∗ is the (directed) dual edge of e;
Algorithm 1: Weighting Scheme A
I Lemma 3.1 (adaptation of [3]). With respect to the weight function wA the absolute value
of the sum of the weights of the arcs along any simple directed cycle is equal to the number
of faces in the interior of the cycle.
Proof of Lemma 3.1: For a simple cycle C of G, let us define the weight of C, w(C), to
be the sum of weights of the edges lying along C in clockwise order. Note that wA is
skew symmetric. Thus clockwise and anti-clockwise weights of the cycle C are the same in
absolute value but opposite in sign. We are denoting the clockwise weight of C by w(C).
It suffices to show that for a facial cycle F of G, w(F ) = +1. This is because for a simple
cycle C:
w(C) =
∑
F∈Interior(C)
w(F ).
But w(F ) equals the sum of the weights of dual edges (in G∗) outgoing from the dual vertex
F ∗ ∈ V (G∗), so it suffices to show that for every vertex u ∈ V (G∗):∑
v:(u,v)∈E(G∗)
αv = +1.
Observe that the number of nodes in the subtree rooted at u is one more than sum of the
number of vertices in the subtrees rooted at v for various v, such that (u, v) is a dual edge.
This, together with the skew symmetry of the weights wA(u, v), completes the proof. 
Input : A directed graph G on n vertices; edge-weights w : E(G)→ Z such that
|w(e)| ≤ nO(1); s, v ∈ V (G); and an integer t
Output : distwt (s, v)
1 Initialize V0 ← {s} and Σw0 ← 0;
2 for k = 1 to t do
3 Compute (|Vk|,Σwk ) from (|Vk−1|,Σwk−1);
4 end
5 Compute distwt (s, v) from (|Vt|,Σwt ) and output;
Algorithm 2: Extended-RA Algorithm (adapted from [27])
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I Lemma 3.2. Given a directed planar graph with polynomially bounded weights w on its
arcs such that there are no negative weight cycles, the shortest distance distw(u, v) between
any pair of vertices with respect to weights w can be computed in UL.
I Lemma 3.3. Given a directed planar graph with polynomially bounded weights w on its
arcs, deciding whether or not the graph contains a negative weight cycle is in coUL.
Input : A bipartite planar graph G
Output : A perfect matching in G if one exists; else reject
1 Construct a capacity-demand graph (G, c, d) as follows: for each vertex v ∈ A, set
d(v) = 1 and for each vertex v ∈ B, set d(v) = −1. For u ∈ A, v ∈ B, set
c(u, v) = 1 and c(v, u) = 0;
2 Construct a pseudo-flow f ′ in (G, c, d) (see [23]);
3 Construct a zero-demand graph (G, c− f ′);
4 Run Extended-RA Algorithm on
←−→
(G∗) with weights w = n4(c− f ′) + btv to
compute the shortest distances distwn (u, v) in
←−→
(G∗), where btv denotes generalized
BTV weights (Weighting Scheme A defined in the beginning of this section);
5 Compute distc−f
′
n (u, v) in
←−→
(G∗) from the above by ignoring the lower order weights
from btv;
6 Run Miller and Naor’s algorithm to compute f (see algorithm in Section 5.1 in
[23]);
7 If f is a flow then for u ∈ A and v ∈ B, output “u is matched to v”
⇐⇒ f(u, v) = 1;
8 otherwise reject and output “No perfect matching";
Algorithm 3: UL algorithm for Perfect-Matching in bipartite planar graphs
Combining Algorithm 2 with Miller and Naor’s algorithm, we obtain the UL algorithm
(Algorithm 3) for Perfect-Matching in bipartite planar graphs.
I Theorem 3.4. (Theorem 1.1) In bipartite planar graphs, both the decision as well as the
construction versions of the Perfect-Matching are in UL.
Proof. The correctness of the above algorithm follows from [23]. To see the UL bound, note
that the Extended-RA algorithm computes distwn correctly along a unique path assuming
min-uniqueness of the weights. If there are no negative weight cycles then the generalized
BTV weights (Section 5) guarantee min-uniqueness.
Thus, if there are no negative weight cycles in
←−→
(G∗) then we obtain a valid flow and a
perfect matching along the unique accepting path. Otherwise, we realize that f is not a
valid flow and reject. J
We also obtain the following corollary on similar lines
I Corollary 3.5. Single-source, single-sink maximum flow problem in planar networks with
polynomially bounded capacities is in LUL.
4 Bipartite Perfect Matching in higher genus graphs
We need G to be given together with its cellular embedding [4] on a surface of genus g.
Every graph admits a cellular embedding as the embedding on the minimal genus surface
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is always cellular [24]. We also need the 2g basis cycles in G explicitly given to us. The
advantage of cellular embedding of G is that every vertex of G corresponds to a face in the
dual graph G∗ and vice versa. Let G be a graph with a cellular embedding on a surface of
genus g and let C1, C2, . . . , C2g be the basis cycles. Using Steps 1, 2, and 3 of Algorithm 3,
we first obtain a multiple source multiple sink flow problem and then transform it to a zero
demand instance. None of these reductions use planarity. Let (G, c) denote the zero-demand
instance associated with G with capacity function c.We fix an arbitrary orientation for each
Ci. For i = 1, . . . , 2g, let Fi denote the flow that is zero everywhere outside Ci, i.e., Fi(e) = 0
if e /∈ Ci and for each e ∈ Ci the flow value is fi, i.e., Fi(e) = fi Let f = (f1, . . . , f2g) and
let c− f denote the graph with the weight of edge e defined as c(e)−∑i Fi(e).
The following is a generalization of Lemma 2.3 in Section 2 (same as Lemma 4.1 in
[23]) for higher genus graphs with cellular embeddings. After we obtained the proof of this
lemma, we learned that a similar lemma is already noted by Chambers et al. [4].
I Lemma 4.1. The zero demand instance (G, c) admits a valid flow if and only if there
exists f1, . . . , f2g such that the dual graph G∗ with weights c− f has no negative cycles.
Moreover: if the capacities c are integral then we can assume fi to be integral.
Proof. Analogous to the proof of Lemma 3.1 in [4].
If (G, c) admits a valid flow F then we fix 2g basis cycles C∗1 , . . . , C∗2g in the dual with
an arbitrarily chosen orientation and we take fi =
∑
e∈C∗
i
F (e). We need that C∗i crosses Ci
exactly once, and C∗i does not cross Cj if j 6= i. We claim that this choice leaves no negative
cycles in the dual with respect to weights c− f (cf. Lemma 3.1 in [4]).
If there exists f such that there are no negative cycles in the dual with respect to weights
c−f then using the shortest distance in dual (proof of Lemma 4.1 in [23]) we can get a valid
flow in the zero-demand instance. Here we use the fact that the embedding is cellular and
hence every vertex corresponds to a cycle in the dual; and the flow obtained by the shortest
distance in the dual sums up to zero on every cycle in the dual. J
We use the fact that if (G, c) admits a valid flow then there exists f such that the values
of fi are at most cmax · n, where cmax is the maximum absolute value of the capacites to
obtain the following.
I Theorem 4.2. Given a bipartite graph G together with a cellular embedding on a constant
genus surface, Perfect-Matching(Decision + Construction) in G is in NL.
I Theorem 4.3. Given a bipartite graph G together with a cellular embedding on a surface
of poly-logarithmic genus, Perfect-Matching(Decision + Construction) in G is in NC.
Proof. Note that Lemma 4.1 reduces the decision version of the Bipartite Perfect Matching
problem to the problem of solving the feasibility of a linear program in variables f1, . . . , f2g
with the linear constraints that every cycle in the dual is non-negative with respect to weights
c− f. We use ellipsoid method to solve this problem.
The crucial observation is that the separation oracle for this problem is in NC. The
separation oracle in our context is, given a weighted graph, the problem of determining
whether or not it contains a negative cycle. This problem is equivalent to checking if all
pair shortest paths are well-defined (because otherwise vertices lying on a negative cycle will
have negative shortest paths to themselves). Thus a parallelized version of Floyd-Warshall
which runs in NC even when the weights are exponential [14] is sufficient for our purpose.
The running time of the algorithm modulo the separation oracle is polynomial in the
number of variables and hence in gO(1) time. This yields an NC algorithm for the decision
version for poly-log genus graphs, given their embedding in the required form.
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The construction version is also in NC,: A solution to the linear program in the 2g
variables naturally translates to a point inside the Perfect Matching Polytope of G [19].
Pulling back a point from R2g to R|E(G)| can be accomplished in L via an argument similar
to the proof of Lemma 4.1. An NC procedure to obtain a Perfect Matching, given a point
inside the Perfect Matching Polytope is described in [13] (also see Section 3 in [19]). J
5 Even-Path in planar DAG is in UL
I Definition 5.1 (Red-Blue-Path). Given a directed graph with each edge colored either
Red or Blue, a Red-Blue-Path from s to t is a (simple) directed path from s to t such that
consecutive edges are of different colors. The Red-Blue-Path problem is to decide if there
is a Red-Blue-Path from s to t.
I Definition 5.2 (Even-Path). Given a directed graph and two nodes s and t, an Even-Path
from s to t is a (simple) directed path from s to t containing even number of edges. The
Even-Path problem is to decide if there is an Even-Path from s to t.
I Theorem 5.3 ([18]). Red-Blue-Path in planar DAGs is NL-complete.
In this section, we prove that the Even-Path problem (which can be viewed as a relaxation
of the Red-Blue-Path problem as a path starting with say Red edge and ending with say
Blue edge is always of even length) in planar DAG is in fact in UL. Our proof involves a
combination of two different isolation techniques that are currently available.
I Lemma 5.4. Let G be a planar DAG and u and v be any two vertices in G. Then with
respect to the weight function wA, (a) if P1 and P2 are two minimum weight Even-Paths
from u to v, then P1 ⊕ P2 (the symmetric difference between the sets of edges of P1 and
P2) divides the plane into at most two bounded regions; (b) no three minimum weight Even-
Paths from u to v share a common vertex w other than u and v, such that the path segments
between the vertices u and w and between w and v are not identical. (c) there are at most
2n4 minimum weight Even-Paths from u to v.
Proof. (a) For the sake of contradiction let C1, C2 and C3 be any three bounded regions
of P1 ⊕ P2. Let Pij be the restriction of the i-th path to the j-th region for i ∈ {1, 2} and
j ∈ {1, 2, 3}. Observe that wA(P1j) 6= wA(P2j) since Cj is a simple cycle and by Lemma
3.1 we have that wA(Cj) 6= 0. Now the parity of the lengths of the path segments P1,j and
P2,j are different since if they were the same, we could replace the higher weighted segment
with the lower weighted one and get an even length path of lesser weight. This implies that
|C1| + |C2| + |C3| is odd since each |Ci| is odd. Let P ′i =
⋃
j Pij for i ∈ {1, 2}. Therefore
either |P ′1| is odd or |P ′2|, but not both. Without loss of generality lets assume |P ′1| is odd.
For each j pick the path segment between P1j and P2j that has lesser weight to create a set
say P ′. Now wA(P ′) is strictly smaller than both wA(P ′1) and wA(P ′2). If |P ′| is odd then
replace P ′1 with P ′ and if |P ′| is even then replace P ′2 with P ′ to get a path of smaller weight
and same parity. This is a contradiction. Thus P1 ⊕ P2 has at most two bounded regions.
(b) Let P1, P2 and P3 be three minimum weight paths from u to v that share a common
vertex (say w) such that the segments of each of the three paths between the vertices u and
w and between w and v are distinct. In other words, if P ′i and P ′′i are the segments of Pi
between the vertices u and w and between w and v respectively (for i ∈ {1, 2, 3}), then {P ′i}
are pairwise non-identical and so are {P ′′i }. There exists at least two path segments between
P ′1, P ′2 and P ′3 whose lengths have the same parity. Without loss of generality assume its
P ′1 and P ′2. Now if wA(P ′1) 6= wA(P ′2) then since they have the same parity we can pick the
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lesser weight path between P ′1 and P ′2 and similarly the lesser weight path between P ′′1 and
P ′′2 and append them to get an even path of weight less than either that of P1 or P2 from
u to v. Thus we can assume wA(P ′1) = wA(P ′2). By Lemma 3.1, this implies that P ′1 ⊕ P ′2
as at least two bounded regions. Moreover since P ′′1 and P ′′2 are also not identical, therefore
P ′′1 ⊕P ′′2 has at least one one bounded region. Thus P1⊕P2 has at least 3 bounded regions,
thus contradicting part (a).
(c) Let a, b, c and d be four vertices in G and let Pa,b,c,d be the set of all minimum
weight even length paths from u to v that pass through the vertices a, b, c and d in that
order and are vertex disjoint between the vertices a and b and between the vertices c and d
respectively. Then by part (b), Pa,b,c,d will have at most 2 paths. Since the total number of
such tuples is at most n4, therefore the number of minimum weight, even length u-v paths
is bounded by 2n4. J
Constructing an auxiliary graph
Construct a directed (multi)graph G′ from G as follows: the vertex set of G′ is the vertex
set of G. An edge (vi, vj) is in G′ if and only if there exists a vertex vk in G and the edges
(vi, vk) and (vk, vj) are in G. The weight w of an edges in G′ is the sum of the weights of
the corresponding two edges in G.
Now Lemma 5.5 follows by definition of G′ and part (c) of Lemma 5.4.
I Lemma 5.5. (a) G has a directed Even-Path from u to v if and only if G′ has a directed
path from u to v; (b) the number of minimum weights paths from u to v in G′ with respect
to wA is at most 2n4.
Weighting scheme B
Our weighting scheme B is based on a well known hashing scheme based on primes, due to
Fredman, Komlós and Szemerédi [11].
I Lemma 5.6 ([11]). Let c be a constant and S be a set of n-bit integers with |S| ≤ nc. Then
there is a c′ and a c′ log n-bit prime number p so that for any x 6= y ∈ S x 6≡ y (mod p).
Hoang used this scheme to give better upper bounds for Perfect-Matching in certain
classes of graphs [15]. Aduri, Tewari and Vinodchandran showed that reachability in graphs
where the number of paths from s to any vertex is bounded by a polynomial is in UL, by
applying this hashing scheme. We use Lemma 5.6 here to define a weight function with
respect to which G′ is min-unique.
Let pi be the ith prime number. Consider the lexicographical ordering of the edges
of G′ and denote the jth edge in this ordering by ej . Define the ith weight function (for
1 ≤ i ≤ q(n) and an appropriate polynomial q(n) dictated by Lemma 5.6), wBi(ej) = 2j(
mod pi).
I Lemma 5.7 (Adapted from [1]). There exists an i ≤ q(n) such that the graph G′ with
respect to the weight function Wi = wA · n10 + wBi is min-unique.
Proof. Let Pv be the set of minimum weight paths from s to a vertex v in G′, with respect
to wA. Then by Lemma 5.5, |Pv| is bounded by 2n4. It follows from Lemma 5.6 that
with respect to some wBi , all paths in
⋃
v Pv will have distinct weights. Therefore G′ is
min-unique with respect to Wi for some i. J
STACS’12
264 Improved Bounds for Bipartite Matching on Surfaces
For each i ∈ [q(n)], check if G′ is min-unique with respect to Wi or not. Once we have
an appropriate i, we can decide reachability in G′ in UL [27]. By Lemma 5.5 a path in G′
corresponds to an EvenPath in G and thus we have Theorem 5.8.
I Theorem 5.8. (Theorem 1.4) Even-Path in planar DAGs is in UL.
6 Open Ends
Is Neg-Cycle (Decision) in planar graphs in UL? Is Odd-Cycle in planar graphs in ⊕L?
Is Perfect-Matching (Decision) in bipartite planar graphs in coUL? Is Min-Wt-PM
in bipartite planar graphs in NL? Is Max-Matching in bipartite planar graphs in NL?
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Abstract
We present three spectral sparsification algorithms that, on input a graph G with n vertices
and m edges, return a graph H with n vertices and O(n log n/2) edges that provides a strong
approximation of G. Namely, for all vectors x and any  > 0, we have
(1− )xTLGx ≤ xTLHx ≤ (1 + )xTLGx,
where LG and LH are the Laplacians of the two graphs. The first algorithm is a simple modifica-
tion of the fastest known algorithm and runs in O˜(m log2 n) time, an O(log n) factor faster than
before. The second algorithm runs in O˜(m log n) time and generates a sparsifier with O˜(n log3 n)
edges. The third algorithm applies to graphs where m > n log5 n and runs in O˜(m logm/n log5 n n)
time. In the range where m > n1+r for some constant r this becomes O˜(m). The improved sparsi-
fication algorithms are employed to accelerate linear system solvers and algorithms for computing
fundamental eigenvectors of dense SDD matrices.
1998 ACM Subject Classification G.2.2 [Discrete Mathematics]: Graph Theory—graph algo-
rithms; G.3 [Probability and Statistics]: Probabilistic algorithms (including Monte Carlo)
Keywords and phrases Spectral sparsification, linear system solving
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1 Introduction
The efficient transformation of dense instances of graph problems to nearly equivalent sparse
instances is a very powerful tool in algorithm design. The idea, widely known as graph
sparsification, was originally introduced by Benczúr and Karger [3] in the context of cut
problems. Spielman and Teng [10] generalized the cut-preserving sparsifiers of Benczúr and
Karger to the more powerful spectral sparsifiers, which preserve in an algebraic sense the
Laplacian matrix of the dense graph. The main motivation of spectral sparsifiers was the
design of nearly-linear time algorithms for the solution of symmetric diagonally dominant
(SDD) linear systems.1
Given that even the existence of cut-preserving sparsifiers is not immediately clear, the
result of Benczúr and Karger was indeed very surprising; they proved that, for arbitrary ,
cuts can be preserved within a factor of 1 ±  by a graph with O(n log n/2) edges. This
1 A matrix A is SDD if for all i, Aii ≥
∑
j 6=i |Aij |.
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graph can be computed by a randomized algorithm that runs in O(m log3 n) time, where m
is the number of edges in the dense graph. Spielman and Teng gave the first construction of
spectral sparsifiers, but the edge count of these objects was several log factors bigger than
that of Benczúr and Karger’s cut-preserving sparsifiers. However, recent progress that we
review below allows for the construction of spectral sparsifiers with O(n log n/2) edges in
O˜(m log3 n log(1/)) time.2
Sparsification can be employed to immediately accelerate algorithms for numerous prob-
lems. In several cases and depending on the density of the instance, the sparsification routine
dominates the running time of the sparsifier-enhanced algorithm. This provides a strong
incentive for speeding up the construction of sparsifiers even further.
This problem was recently undertaken in the context of cut-preserving sparsifiers by Fung
et al. [5]. Improving upon the work of Benczúr and Karger, they proved that there is an
O(m log2 n) time algorithm that computes a sparsifier with O(n log n/2) edges. This stands
as the fastest known algorithm with this sparsity guarantee for general graphs. However,
Fung et al. also showed that we can do even better on slightly more dense graphs. More
concretely, they proved that there is an O(m + n log n) time algorithm that computes a
sparsifier with O(n log2 n/2) edges. Note that by transitivity, a combination of the two
algorithms can produce a graph with O(n log n/2) edges in O(m + n log4 n/2) time. In
other words, there is a linear time sparsification algorithm for graphs with more than n log4 n
edges.
This leads us to the main question we address in this paper: Is something analogous to
the result of Fung et al. [5] possible for spectral sparsification? We answer the question in
the affirmative. We first show that a slight modification of the known algorithm can improve
the run time to O˜(m log2 n log(1/)). This nearly matches the most general result of [5].
We present two additional sparsification algorithms. The first generates a sparsifier with
O˜(n log3 n/2) edges in O˜(m log n) time. The second produces a sparsifier with O˜(m/ log2 n)
edges in O(m logm/(n log5 n) n) time. As in the cut-preserving case, transitivity then allows
us to re-sparsify these sparsifiers with the fastest general-case algorithm in order to get a
sparsifier with O(n log n/2) edges.
Applications in numerical algorithms. Sparsification can be used to accelerate the
computation of an approximate Fiedler eigenvector of a (normalized) graph Laplacian [11],
and more generally of the first non-trivial eigenvector of an SDD matrix L. The approximate
eigenvector is a normalized vector x such that xTLx is within 1 ±  of the eigenvalue λ2.
More concretely, by applying the simple inverse power method analyzed in [11] to the
sparsifier with O(n log3 n/2) edges one can obtain a 1±  approximation of its eigenvector in
O(n log5 n log(1/)/2) time. However, sparsification preserves the eigenvalues within 1± 
and so the computed approximation is a 1 ± 3 approximation for the dense graph. This
implies overall that the Fiedler eigenvector of a graph with m > n log3 n can be computed
in O(m log n + n log5 n log(1/)/2) time. The previously fastest known algorithm runs in
time O(m log2 n log(1/)). We note here that one practical application of eigenvectors is
in partitioning algorithms; the analysis of Cheeger’s inequality [4] tells us how to turn an
approximate Fiedler vector into a partition. Hence, we give an improvement to the running
time of a fundamental graph partitioning algorithm. Finally we note that the computation
of additional eigenvectors can be performed in the same amount of time (per vector) by
restricting the action of the matrix to the complement of the subspace spanned by the
previously computed eigenvectors.
2 We use the O˜() notation to hide log log n factors.
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In addition, the 1±  sparsifiers we obtain can be applied in a standard way as precondi-
tioners for SDD linear systems, giving us a faster solver for these systems. In particular, for
the case when m, the number of non-zero entries in the matrix of the system, is greater than
n1+r for some small constant r, we can show that our solver approximates a solution with
relative error δ in time O˜(m log(1/δ)). The previously best known algorithm [8] runs in time
O˜(m log n log(1/δ)).
2 Overview of our techniques
2.1 Brief background on spectral sparsification
The first algorithm for edge-efficient spectral sparsifiers was given by Spielman and Srivastava
[9]. Their algorithm produces a sparsifier with O(n log n/2) edges in a very elegant way:
it samples edges with replacement. The probability of sampling an edge is proportional to
its weight multiplied by its effective resistance in the resistive electrical network associated
with the given graph. Computing the effective resistance of a given edge requires—almost by
definition—the solution of a linear system on the graph Laplacian.3 However, Spielman and
Srivastava also provided a way of estimating all m effective resistances by solving O(log n)
SDD systems; their approach involves characterizing the effective resistances as the squared
lengths of vectors and then applying the Johnson-Lindenstrauss (JL) theorem [2]. This holds
under the assumption that the SDD solver is direct, i.e. it outputs an exact solution. The use
of a nearly-linear time iterative solver that computes approximate solutions introduces an
additional source of imprecision; Spielman and Srivastava showed that solving the systems
up to an inverse polynomial precision is sufficient for sparsification. This brings the running
time of their algorithm to O˜(m logc+2 n), where c is the constant appearing in the running
time of the SDD solver.
2.2 The O˜(m log2 n) algorithm
While the work of Spielman and Srivastava did not improve the running time of the SDD
solver, it proved to be a decisive step towards the fast SDD solver of Koutis, Miller, and Peng
[7, 8], which runs in time O˜(m log n log(1/δ)). Using this solver in the Spielman and Srivastava
sparsification sampling scheme immediately yields an O˜(m log3 n/2) time algorithm. This
brings us to the first contribution of this paper, a tighter analysis of the Spielman and
Srivastava algorithm. In Section 5 we show that a fixed precision from the SDD solver is
actually sufficient for sparsification. This decreases the running time to O˜(m log2 n/2). This
improvement is included in all our subsequent algorithms.
2.3 The O˜(m log n) algorithm
In order to speed up the algorithm further, we need to break the central bottleneck, which
comes from having to solve O(log n) linear systems each of which takes O˜(m log n) time. We
improve the running time of this step by allowing for cruder, but more easily-computable,
approximations of the effective resistances. It was shown in [7] that if we estimate the
effective resistances, the Spielman-Srivastava scheme still goes through, but we may need to
sample more edges to compensate for the loss of accuracy.
3 Laplacian matrices are SDD.
I. Koutis, A. Levin, and R. Peng 269
In particular, we estimate the effective resistances by using a spine-heavy approximation to
G. This is a graph that has an extremely good low stretch spanning tree. In [8] it was shown
that linear equations in Laplacians of spine-heavy graphs can be solved in O˜(m log(1/δ))
time. Further any graph can be easily transformed into a spine-heavy approximation while
distorting the effective resistances by at most an O˜(log2 n) factor. Using this spine-heavy
approximation in order to quickly estimate effective resistances, and then sampling with
respect to these estimates, allows us to get a sparsifier with O(n log3 n/2) edges in O˜(m log n)
time. The details are given in Section 5.
2.4 The O˜(m) algorithm
Several more obstacles needs to be circumvented for an even faster algorithm. Even assuming
a computationally free SDD solver, estimating the effective resistances via the Johnson-
Lindenstrauss projection requires operating on m vectors of dimension O(log n), which is too
expensive. This forces us to try to decrease (hopefully down to a constant) the dimension of
the projections. Of course this introduces higher distortions in the estimates for the effective
resistances, but as we noted above the algorithm can compensate by taking more samples.
The second key to our result comes into play here: transitivity. We observe that it is enough
to produce a sparsifier with m′ = O(m/ log2 n) edges since we can then run our slightly
slower algorithm in time O˜(m′ log2 n) = O˜(m) and get the final sparsifier. This trick allows
us to reduce the dimension of the JL projection to a constant, for large enough m. The
details are given in Section 6.
However to get these severely distorted estimates for the effective resistances, it is not
enough to just take our O(m log2 n) algorithm and replace the JL projection by a constant-
dimensional one. The remaining bottleneck is the running time of the solver; its construction
requires at the minimum the computation of a low-stretch tree which takes O˜(m log n) time
[1]. The solver steps after the construction of the low-stretch tree take O˜(m) time on a
spine-heavy graph. This implies that we would be able to sparsify in O˜(m) time if the
computation of the low-stretch tree were not an issue.
To solve this problem, we show that every graph can be decomposed into graphs of
diameter O(log n) with relatively few edges between the pieces. Spanning trees with O(log n)
average stretch can be easily computed for each of these pieces, and thus we sparsify them
separately and then put the results together. The details are given in Section 7.
3 Background on spectral graph theory
3.1 The graph Laplacian and its pseudoinverse
Let G = (V,E,w) be an undirected weighted graph on n vertices, which we identify with the
integers {1, 2, . . . , n}, and m edges, where the weight of edge e is given by we. The Laplacian
of G is denoted by LG. It is a symmetric n×n matrix with zero row and column sums, where
the (i, j) off-diagonal entry is given by −w(i,j) if (i, j) is an edge of G and 0 otherwise. The
ith diagonal entry is given by the weighted degree of vertex i.
If G is a connected graph, then LG is a matrix of rank n− 1, with its kernel spanned by
1 (the vector of all 1’s). We let L+G denote the Moore-Penrose pseudoinverse of LG; this is
a matrix that acts as the inverse of LG on (kerLG)⊥, and satisfies L+GLG = LGL
+
G = In−1,
where In−1 is the projection onto the (n− 1)-dimensional image of LG.
Given the one-to-one correspondence of graphs and their Laplacians we will often apply
algebraic notation to graphs, with the obvious meaning.
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3.2 Spectral approximation and sparsification
In this paper we concentrate on symmetric diagonally dominant matrices. For two matrices
A and B of the same dimension, we write A  B if xTAx ≤ xTBx for all vectors x. For two
graphs G and H, we write G  H if the Laplacians satisfy LG  LH .
I Definition 1. We say that a graph H is a κ-approximation of a graph G if G  H  κG.
It is not hard to show that if H is a graph that κ-approximates a graph G then we have
1
κ
L+G  L+H  L+G (1)
I Definition 2. Given a graph G, we say that a (sparser) graph H is a 1 ±  spectral
sparsifier of G if
(1− )G  H  (1 + )G. (2)
It is easy to see that if H is a 1±  spectral sparsifier of G then 11−H is a graph that
1+
1− -approximates G. By the definition, it is also easy to verify transitivity. If G1 is a 1± 1
sparsifier of G and G2 is a 1± 2 of G1 then G2 is a (1± 1)(1± 2) sparsifier of G.
3.3 Graphs as resistive electrical networks
We can consider our graph G as an electrical network of nodes (vertices) and wires (edges),
where edge e has resistivity of w−1e Ohms.
In this context it is very useful to give another definition of the Laplacian LG, in terms
of its incidence matrix BG. To define BG, fix an arbitrary orientation for each edge in G.
For a vertex i let χi be its (n× 1) characteristic vector, with a 1 at the ith entry and 0’s
everywhere else. Let e = (i, j) be an edge and define be = χi − χj . Then BG is the m× n
matrix whose eth row is the vector be. Let WG be the m ×m diagonal matrix whose eth
diagonal entry is we. With these definitions, it is easy to verify that
LG = BTGWGBG =
∑
e∈G
webeb
T
e .
For notational convenience, we will drop the subscripts on LG, BG, and WG when the
graph we are dealing with is clear from context.
Going back to the electrical analogy, the effective resistance between vertices i and j,
denoted by RG(i, j) or RG(e) when (i, j) is an edge e, is the voltage difference that has to
be applied between i and j in order to drive one unit of external current between the two
vertices. Algebraically it is given by
RG(i, j) = (χi − χj)TL+G(χi − χj) (3)
The above equation allows us to apply (1) and see that
G  H  κG⇒ (1/κ)RG(e) ≤ RH(e) ≤ RG(e). (4)
The definition of the effective resistance for (i, j) in (3) shows directly that it can be
computed by solving the system LGx = (χi − χj). In light of this, (4) will be of central
importance in our proofs. Informally, it states that if H is a κ-approximation of G, then the
effective resistance of any edge in G can be approximated by the effective resistance of the
same edge in H, which can be done by solving the system LHx = (χi − χj). This will allow
us to construct special approximations H for which solving with LH is easier than with LG.
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3.4 Low-stretch trees, spine-heavy graphs and SDD solvers
Let T be a spanning tree of G. For any edge e = (i, j) of G, there is a unique path e1, e2, . . . , eν
between i and j along edges of T. We say that the stretch of e in T is stretchT (e) :=
we
∑ν
i=1 w
−1
ei , i.e. the weight of e multiplied by the sum of inverse weights of tree edges on
the path from i to j. We denote by stretchT (G) the sum of stretches in T of all edges of G,
i.e. stretchT (G) =
∑
e∈G stretchT (e).
It is known that every graph G has a spanning tree T with stretchT (G) = O˜(m log n),
known as a low-stretch tree. The tree can computed in time O˜(m log n) [1, 8]. We call a
graph spine-heavy if it has a spanning tree with stretchT (G) = O(m/ log n). Given a graph
G we can compute a spine-heavy graph H that O˜(log2 n)-approximates it by computing a
low-stretch tree and then scaling up the weights of tree edges in G by the O˜(log2 n) factor.
This is summarized in the following lemma.
I Lemma 3. Every graph G with n vertices is O˜(log2 n)-approximated by a spine-heavy graph
H. The graph H can be constructed in time dominated by the computation of a low-stretch
tree for G.
Finally we state a lemma that summarizes the recent work on fast SDD solvers [8].
I Lemma 4. Let A be an SDD matrix. There is a symmetric operator A˜δ such that
(1− δ)A  A˜δ  (1 + δ)A
and that for any vector b, the vector A˜+δ b can be evaluated in O˜(m log n log(1/δ)) time.
Moreover, if A is the Laplacian of a spine-heavy graph and its low-stretch tree is given, then
A˜+δ b can be evaluated in O˜(m log(1/δ)) time.
4 The Spielman-Srivastava sampling scheme
Spielman and Srivastava [9] give the following simple algorithm for producing a 1± sparsifier
of a graph G: For each i from 1 to N = O(n log n/2), we sample an edge e of G from the
probability distribution p assigning e a probability pe proportional to qe = weRG(e). If we
select edge e, we add it to the sparsifier with weight we/(Npe).
This scheme produces a 1±  sparsifier with high probability. An analysis is given in [9],
and a different perspective can be found in Srivastava’s dissertation [13].
For the efficient implementation of their algorithm Spielman and Srivastava first obtain a
different expression for the effective resistance, via a simple algebraic manipulation:
RG(i, j) = (χi − χj)TL+(χi − χj)
= (χi − χj)TL+LL+(χi − χj)
= (χi − χj)TL+BTW 1/2W 1/2BL+(χi − χj)
= ‖W 1/2BL+(χi − χj)‖2
The advantage of this definition is that it expresses the effective resistance as the squared
Euclidean distance of two points, given by the ith and jth column of the matrix W 1/2BL+.
This new expression still involves the solution of a linear system with L. The natural
idea is to replace L with an approximation L˜ satisfying the properties described in Lemma 4.
So instead of RG(i, j) we compute the quantities RˆG(i, j) = ‖W 1/2BL˜+δ (χi − χj)‖2.
Of course, there are still m systems to be solved. To work around this hurdle, Spielman
and Srivastava observe that projecting the vectors to an O(log n)-dimensional space preserves
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the Euclidean distances within a factor of 1± /8, by the Johnson- Lindenstrauss theorem.
Algebraically this amounts to computing the quantities ‖QW 1/2BL˜+δ (χi − χj)‖2, where Q is
a properly defined random matrix of dimension k ×m for k = O(log n). The authors invoke
the result of Achlioptas [2], which states that one can use a matrix Q each of whose entries
is randomly chosen in {±1/√k}.
The construction of the sparsifiers can can thus be broken up into three steps.
1. Compute QW 1/2B. This takes time O(km), since B has only two non-zero entries per
row.
2. Apply the linear operator L˜+δ to the k columns of the matrix (QW 1/2B)T , using Lemma
4. This gives the matrix Z = QW 1/2BL˜+δ .
3. Compute all the (approximate) effective resistances (time O(km)) via the square norm of
the differences between columns of the matrix Z. Then sample the edges.
5 The first two sparsification algorithms
5.1 The O˜(m log2 n) algorithm
Spielman and Srivastava prove that the approximations RˆG(i, j) can be used to obtain the
sparsifier if they satisfy
(1− /4)RG(i, j) ≤ RˆG(i, j) ≤ (1 + /4)RG(i, j).
Then they show that this can be satisfied if δ, the accuracy guarantee of the linear system
solver, is taken to be an inverse polynomial in n. Thus their algorithm is dominated by
the second step (the applications of L˜+δ ) and takes time O˜(m log
3 n log(1/)).
The following lemma shows that in fact it is enough to take take δ to be a constant.
Furthermore, our proof significantly simplifies the corresponding analysis of [9].
I Lemma 5. For a given , if L˜ satisfies (1− δ)L  L˜  (1 + δ)L where δ = /8, then the
approximate effective resistance values RˆG(u, v) = ‖W 1/2BL˜+(χu − χv)‖2 satisfy:
(1− )RG(u, v) ≤ RˆG(u, v) ≤ (1 + )RG(u, v).
Proof. We only show the first half of the inequality, as the other half follows similarly. Since
L and L˜ have the same null space, by (1) the given condition is equivalent to:
1
1 + δL
+  L˜+  11− δL.
Since 11+δL+  L˜+, we have
RG(u, v) = (χu − χv)TL+(χu − χv)
≤ (1 + δ)(χu − χv)T L˜+(χu − χv)
= (1 + δ)(χu − χv)T L˜+L˜L˜+(χu − χv).
Applying the fact that L˜  (1 + δ)L to the vector L˜+(χu − χv) in turn gives:
RG(u, v) ≤ (1 + δ)2(χu − χv)T L˜+LL˜+(χu − χv)
= (1 + δ)2‖W 1/2BL˜+(χu − χv)‖2 = RˆG(u, v)
The rest of the proof follows from 1(1+δ)2 ≤ 1− /4 by choice of δ. J
This proves our first theorem.
I Theorem 6. There is a 1± sparsification algorithm that runs in time O˜(m log2 n log(1/)).
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5.2 The O˜(m log n) algorithm
In [7] it was proven that if we use estimates to the effective resistances, rather than the true
values, the Spielman-Srivastava scheme still works, but in order to produce the sparsifier we
have to compensate by taking more samples. Specifically, for α > 1, if the probabilities with
which we sample all edges are at least 1/α of the true values, then we have to take α times
as many samples. This is formalized in the following lemma.
I Lemma 7. Suppose that we run the Spielman-Srivastava algorithm and sample edges with
probabilities proportional to q˜e such that (1/α)qe ≤ q˜e ≤ qe for all edges e. Then, taking α
times as many samples gets us a 1±  sparsifier with the same high probability guarantee as
the Spielman-Srivastava algorithm run with probabilities proportional to qe.
We are now ready to state our second theorem.
I Theorem 8. There is a 1±  sparsification algorithm for graphs with m > n log3 n edges
that runs in time O˜(m log n log(1/)). The output sparsifier contains O˜(n log3 n/2) edges.
Proof. Given the input graph G we construct a spine-heavy graph H that O˜(log2 n)-
approximates G. The construction can be done in time O˜(m log n), by Lemma 3. We
run the Spielman-Srivastava scheme (Section 4) on H to approximate the effective resis-
tances RH(i, j) within a factor of 1± . Step 2 of the Spielman-Srivastava scheme runs in
O˜(m log n log(1/)) time on H , by Lemma 4. We adjust the approximate effective resistances
in H down by a factor of 1 +  to accommodate for the upper side of the error in Lemma 5.
Then, by (2) the calculated approximate effective resistances satisfy
1
O˜(log2 n)
RG(i, j) ≤ RˆH(i, j) ≤ RG(i, j).
Finally we let q˜e = weRˆH(i, j) for all edges e = (i, j) of G and sample the edges of G with
probabilities proportional to q˜e. By Lemma 7 we see that we get a 1 ±  sparsifier with
O˜(n log3 n/2) edges. J
6 Effective resistances via very-low dimensional projections
With the improvement of the last section, all three steps of the Spielman-Srivastava algorithm
take O˜(m log n) time; our goal now is to reduce this to O˜(m). The extra logarithm in the
current implementation is due to the dimension k = O(log n) of the projection matrix Q,
and we address this issue here.
It is worth noting that once we have a sparsifier H with O( mlog2 n ) edges such that(
1− 2
)
G  H 
(
1 + 2
)
G,
we can afford to fully (1± 2 )-sparsify that H using our O˜(m log2 n) algorithm. The sparsifier
of H (with O(n log n/2) edges) will then be a 1± -sparsifier for G.
Since we can take more samples, we are able to underestimate probabilities more ag-
gressively by decreasing the dimension we project onto, and still get a good approximation
to G with high probability. In order to show that we do not underestimate effective resis-
tances by too much, we need a more detailed understanding of the relationship between
the dimension k and the approximation guarantee. This is provided by the version of the
Johnson-Lindenstrauss theorem stated as Lemma 7 of [6]:
STACS’12
274 Improved Spectral Sparsification and Numerical Algorithms for SDD Matrices
I Lemma 9. Let u be a unit vector in Rν . For any given positive integers k, let U1, . . . , Uk be
random vectors chosen independently from the ν-dimensional Gaussian distribution Nν(0, 1).
For Xi = uTUi, define W = W (u) = (X1, . . . , Xk) and L = L(u) = ‖W‖2. Then for any
β > 1:
1. E(L) = k,
2. Pr[L ≥ βk] < O(k) exp(−k2 (β − (1 + ln β)),
3. Pr[L ≤ k/β] < O(k) exp(−k2 (β−1 − (1− ln β)).
Following standard analysis of the Johnson-Lindenstrauss theorem, we see that this
lemma essentially gives us the probability of increasing or decreasing sizes of a given vector
by a certain factor when we multiply the vector by a random matrix of Gaussian entries.4
Roughly, the third part states that for a given small constant r  1, the probability of
underestimating distances (and hence effective resistances in our application) by an nr factor
is around O(n−rk/2). By setting k sufficiently large and applying a union bound, we obtain
that with high probability all estimates are at least Ω(n−r) of the true quantities required
by the Spielman-Srivastava algorithm.
Combining this with the fact that weight times effective resistance is upper bounded by
1, one can show by concentration of measure theorems that the normalizing factor (i.e. the
weighted sum of the estimated effective resistances) stays within a constant factor of its true
value with high probability. Therefore, with high probability we underestimate the edge
selection probabilities by at most a factor of O(nr). The number of samples we need to take
as a result is n1+r log n. As long as this is smaller than m/ log2 n we can sparsify in O˜(m)
time. This shows that as long as m is big enough relative to n, we can sparsify in linear time,
as we claimed in the introduction. We formalize this argument below.
I Lemma 10. There is an algorithm that, on input a graph G with n vertices, m edges, a
low-stretch spanning tree for G with total stretch O˜(m log n), and a parameter t, generates a
1±  sparsifier with O˜(mt log n/2) edges in O˜(m log m3t log2 n n log(1/)) time.
Proof. We first construct in O(m) time the spine-heavy graph G′ that O˜(log2 n)-approximates
G. We then apply the Spielman-Srivastava sampling scheme in order to estimate the effective
resistances in G′.
Invoking Part 3 of Lemma 9 with β = m
nt log2 n shows us that when we project onto k
dimensions, the probability of underestimating by a factor of β is at most:
O(k) exp
(
k
2 (1− β
−1 − ln β)
)
≤ O(k) exp
(
k
2 (1− ln β)
)
≤ O(k)(3/β) k2
where the first inequality follows from k/2 ≥ 0 and 1 − β−1 ≤ 1. So when (3/β) k2 = n−d,
taking a union bound over all m ≤ n2 edges gives that no edge’s effective resistance is
underestimated by more than a factor of β. The requirement on k imposed by this is:
O(k)(3/β) k2 ≤ n−d
k ≥ 2d logβ/3 n+ logβ/3 k +O(1)
Setting d to be some constant and taking the value of β as before we see that taking
k = O(log m
3nt log2 n
n) will give us the required high probability claims.
4 This is a minor difference from previous parts, where we use matrices entries randomly chosen in ±1/√k
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This shows that projecting in order to estimate effective resistances and using these to
estimate edge selection probabilities will give us values that are at least an nt log2 n/m factor
of the true value (for β as above). Following the proof of Lemma 5 we can see that using an
approximate solver introduces a small multiplicative error. Using the fact that G′ is a graph
that O(log2 n)-approximates G, we see that this method produces approximates probabilities
in G that are at least a factor of ntm of the true values.
Consider sampling with these estimated probabilities. Then, by the discussion at the be-
ginning of Section 5.2 with α = m/(nt), we see that to sparsify we need to take O(mt log n−2)
samples.
The running time of this process is dominated by amount of time it takes to do k
solves in LG′ , namely O(km log(1/)) by Lemma 4. For the choice of k as before this is
O˜(m log m
3t log2 n
n log(1/)), as required.
J
I Theorem 11. Given a graph G with n vertices, m edges such that m > n log5 n, and a
low-stretch spanning tree with stretch O˜(m log n), we can generate a 1± -sparsifier H of G
with O(n log n/2) edges in O˜(m log m
n log5 n
n log(1/)) time.
Proof. Applying Lemma 10 with t = O(log3 n) gives a graph with O˜( mlog2 n ) edges that is
a 1± -sparsifier. This graph can in turn be sparsified in O˜( mlog2 n log2 n) = O˜(m) time, by
Theorem 8. J
7 Improved sparsification via graph decompositions
Theorem 11 reveals that the computation of the low-stretch tree of the input graph is the
final bottleneck on our way to getting the faster algorithms. In order to solve this problem,
we no longer compute a low-stretch spanning tree for the entire graph. Instead, we decompose
the graph into subgraphs for which we can trivially find low-stretch spanning trees and we
sparsify each subgraph separately. The decomposition is based on the following simple fact
about low diameter graphs:
I Lemma 12. Given an unweighted graph with n vertices, m edges, and diameter O(log n),
finding a breadth-first search (BFS) tree in O(m) time gives low stretch spanning tree with
average stretch O(log n).
We can now apply low diameter decomposition to extend this to arbitrary undirected
graphs losing an extra factor of log log n. The variant of low diameter decomposition that
we use can be best described using the following lemma (see, e.g., [14, Lemma 4]).
I Lemma 13. Given an undirected, unweighted graph with n vertices and m edges, we can
partition it into pieces of O(log n) diameter so that at most m/2 edges are between the pieces.
Applying this O(log log n) times and sparsifying the edges between pieces each time gives
the claim for arbitrary unweighted graphs:
I Theorem 14. Given an undirected, unweighted graph G with n vertices and m edges
such that m > Ω(n log4 n), we can output a sparsifier H with O˜(n log n/2) edges in
O˜(m log m
3n log4 n
n log(1/)) time.
Proof. We create G1, . . . Gl where l = 4 log log n as follows. Given G1 . . . Gi, we partition
E(G) \ E(G1) . . . \ E(Gi) into low diameter pieces using Lemma 13 and let Gi+1 be edges
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with both endpoints in the same piece that’s not in some Gj with j ≤ i. Applying guarantees
of Lemma 13 inductively gives |E(Gi)| ≤ 2−iE(G) = 2−im, and specifically |E(Gl)| ≤ mlog2 n .
Therefore Gl can be sparsified to Hl via the slower algorithm in time O˜(m log(1/)).
We now turn our attention toG1 . . . Gl−1. IfGi contains less than O(m/(log2 n/4 log log n))
edges, it can be left unsparsified. Otherwise, since a low-stretch tree can be obtained trivially,
we can sparsify it by means of Lemma 10. Concretely, by letting t = log2 n we get graphs
H1, . . . ,Hl−1 (the 1± -sparsifiers of the corresponding Gi) such that
(1− )Gi  Hˆi  (1 + )Gi,
in total time O˜(m log m
n log4 n
n log(1/)). Letting Hˆ = Hl +
∑
i<lHi gives a sparsifier
with O˜( mlogn/2) edges, which can in turn be sparsified in O˜(m) time to generate H with
O(n log n/2) edges. J
For weighted graphs, we partition edges by weights into buckets and sparsify each subgraph.
Combining this type of partition with the lemmas above gives a sparsifier with O(log n) loss
in edge count.
I Theorem 15. Given a graph G with n vertices, m edges such that m > Ω(n log5 n) we can
compute in O˜(m log m
3n log5 n
n log(1/)) time a sparsifier for it with O˜(n log n/2) edges.
Proof. By Section 10.2 of [12], edges whose endpoints are connected by a path with weights
that are larger by a factor of n3 can be discarded without significant changes to the spectral
structure of the graph. Then grouping the edges by weights into buckets containing edges
with weights [(1 + )iWmin, (1 + )i+1Wmin] gives a partition of G into G1, . . . , Gl such
that |V (G1)| + · · · + |V (Gl)| ≤ O(n log n−1). By Lemma 10 with t = log2 n, each Gi
where |E(Gi)| ≥ |V (Gi)| mn log3 n can be sparsified to a graph with |V (Gi)| mn log3 n edges in
O˜(logm
n
n(|E(Gi)|+ |V (Gi)| log n)) time. The total running time of this part is O˜(logm
n
n(m+
n log2 n−1)). Then the total number of edges remaining is at most m
n log3 n
∑
i |V (Gi)| ≤ mlog2 n .
This graph can in turn be sparsified in O˜(m) time to give a sparsifier with O(n log n/2)
edges. J
8 Final Remarks
We remark that the O˜(m) sparsification algorithm of this paper relies crucially on graph
decompositions. However it seems natural to conjecture that decompositions are not necessary,
and that the same upper bound can be obtained via straightforward sampling scheme.
We believe that this is an interesting question that would potentially lead to a deeper
understanding of low-stretch subgraph computations.
On the other hand the original algorithm of Spielman and Teng remains the only known
combinatorial sparsification algorithm that does not rely on solving systems. Designing
a spectral sparsification algorithm that does not depend on a linear system solver and
that outputs a very sparse graph with O(n log n) or O(n log2 n) edges is a challenging open
problem. Given that it may be impossible to achieve this, it also makes sense to ask for
algorithms that compute very sparse κ-approximations for small κ. Such algorithms could
play a significant role in the development of more practical SDD solvers.
Finally, the possibility of a linear time sparsification algorithm for graphs with m =
O(n logc n) edges is left open, and we believe it poses an interesting open problem.
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Abstract
A key theorem in algorithmic graph-minor theory is a min-max relation between the treewidth of a
graph and its largest grid minor. This min-max relation is a keystone of the Graph Minor Theory
of Robertson and Seymour, which ultimately proves Wagner’s Conjecture about the structure
of minor-closed graph properties. In 2008, Demaine and Hajiaghayi proved a remarkable linear
min-max relation for graphs excluding any fixed minor H: every H-minor-free graph of treewidth
at least cH r has an r × r-grid minor for some constant cH . However, as they pointed out, there
is still a major problem left in this theorem. The problem is that their proof heavily depends
on Graph Minor Theory, most of which lacks explicit bounds and is believed to have very large
bounds. Hence cH is not explicitly given in the paper and therefore this result is usually not
strong enough to derive efficient algorithms.
Motivated by this problem, we give another (relatively short and simple) proof of this result
without using big machinery of Graph Minor Theory. Hence we can give an explicit bound for
cH (an exponential function of a polynomial of |H|). Furthermore, our result gives a constant
w = 2O(r2 log r) such that every graph of treewidth at least w has an r × r-grid minor, which
improves the previously known best bound 2Θ(r5) given by Robertson, Seymour, and Thomas in
1994.
1998 ACM Subject Classification G.2.2 Graph Theory
Keywords and phrases grid minor, treewidth, graph minor
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.278
1 Introduction
One of the deepest and most far-reaching theories of the recent 20 years in the realm of
discrete mathematics and theoretical computer science is Graph Minor Theory developed by
Robertson and Seymour in a series of over 20 papers spanning the last 20 years. The original
goal of this work, now achieved, was to prove Wagner’s Conjecture [26], which can be stated as
follows: every minor-closed graph property (preserved under taking of minors) is characterized
by a finite set of forbidden minors. This theorem has a powerful algorithmic consequence:
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every minor-closed graph property can be decided by a polynomial-time algorithm. This
follows from another important result in Graph Minor Theory which gives a polynomial time
algorithm to test whether or not a given graph has a fixed graph as a minor. One of the most
central concepts, introduced early on, is the notion of treewidth [24]. Treewidth has obtained
immense attention ever since, especially because many NP-hard problems can be handled
efficiently on graphs of bounded treewidth [1]. In fact, all problems that can be defined in
monadic second-order logic are solvable for graphs of bounded treewidth [4]. But perhaps
even more importantly, Graph Minor Theory gives a powerful and vast toolkit of concepts
and ideas to handle graphs and understand their structure. Indeed, a huge body of work has
evolved that applies and extends these ideas in various fields of discrete mathematics and
computer science.
A keystone in the proof of these theorems, and many other theorems, is a grid-minor
theorem [24]: any graph of treewidth at least some f(r) is guaranteed to have the r × r grid
graph as a minor. This gird-minor theorem played a key role for the graph minor algorithm
(c.f., the disjoint paths problem [16, 17, 25, 27, 28]). It also played a key role for some other
deep applications (e.g., [12, 14, 15, 20]).
Such grid-minor theorems have also played a key role for many algorithmic applications,
in particular via the bidimensionality theory (e.g., [5, 6, 7, 9]), including many approximation
algorithms, PTASs, and fixed-parameter algorithms. These include feedback vertex set,
vertex cover, minimum maximal matching, face cover, a series of vertex-removal parameters,
dominating set, edge dominating set, R-dominating set, connected dominating set, connected
edge dominating set, connected R-dominating set, and unweighted TSP tour.
The grid-minor theorem of [24] has been extended, improved, and re-proved by Robertson,
Seymour, and Thomas [29], Reed [22], and Diestel, Jensen, Gorbunov, and Thomassen [11].
The best bound known for general graphs is superexponential: every graph of treewidth more
than 202r5 has an r × r grid minor [29]. We note that as a corollary of our main theorem
in this paper, we improve this bound in Corollary 2. Robertson et al. [29] conjecture that
the bound on f(r) can be improved to a polynomial rΘ(1); the best known lower bound is
Ω(r2 log r).
A linear upper bound has been shown for planar graphs [29] and bounded genus graphs [6].
Recently this min-max relation is also established for graphs excluding any fixed minor H:
every H-minor-free graph of treewidth at least cH r has an r × r grid minor for some
constant cH [8]. This bound leads to many powerful algorithmic results on H-minor-free
graphs [3, 8, 9, 13] that are previously not known.
However, as Demaine and Hajiaghayi pointed out in [8] (also see [10]), there are still
major problems left in this grid-minor theorem for H-minor-free graphs, in particular in
algorithmic graph-minor theory. The biggest problem is how large the constant cH in the
grid-minor theorem for H-minor-free graphs is. In particular, how does it depend on H?
This constant is particularly important because it is in the exponent of the running times of
many algorithms, as mentioned in [8, 10]. The current results (e.g., [8]) heavily depend on
Graph Minor Theory, most of which lacks explicit bounds and is believed to have very large
bounds. Recently, there is a simplified proof of Graph Minor Theory [18], but the bound is
still huge. For this reason, improving the constants, even for special classes of graphs, and
presumably using different approaches from graph minors, is an important theoretical and
practical challenge.
Perhaps, Demaine, Hajiaghayi and Kawarabayashi [10] are the first to try to attack this
issue, and they gave explicit bounds for the case of K3,k-minor-free graphs, an important
class of apex-minor-free graphs extending bounded genus graphs. The bounds are not too
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small but are a vast improvement over previous bounds (in particular, much smaller than
2 ↑ |V (H)|, where 2 ↑ n denotes a tower 222 .
..
involving n 2’s).
In this paper, we resolve this issue. More precisely, our main theorem is the following.
I Theorem 1. For any fixed graph H and for any positive integer r, there exists a constant
w = |V (H)|O(|E(H)|) · r satisfying the following. If G does not contain an H-minor but has
treewidth is at least w, then G has an r × r-grid minor. Moreover, there is an algorithm,
whose running time is a polynomial in |V (G)| and w, to output either a tree-decomposition
of width at most w, an r × r-grid minor, or an H-minor in a given graph.
Let us emphasize that, unlike the algorithms using the graph minor theory [8], no huge
function of |H| is involved in the above algorithm.
Furthermore, by setting H as an r× r-grid with r2 vertices and 2r2−2r edges, Theorem 1
implies the following as a corollary, which improves the previously known best bound 202r5
given in [29] for large r.
I Corollary 2. There exists a constant w = 2O(r2 log r) such that every graph of treewidth at
least w has an r × r-grid minor.
To the best of our knowledge, Theorem 1 is the only grid-minor theorem with an explicit
bound other than for planar graphs [29], bounded-genus graphs [6], and K3,k-minor-free
graphs [10]. Our theorem also leads to several algorithms with explicit and improved bounds
on their running time, as mentioned above, in particular via the bidimensionality theory
(e.g., [5, 6, 7, 9]).
In addition, the proof techniques are interesting in their own right, for example, the
path-intertwining technique used in many contexts (see, e.g., [2, 19]), together with some
techniques from Diestel et al. [11].
This paper is organized as follows. In Section 2, we give notations and results that are
needed in this paper. In Section 3, we adapt tools from Diestel et al. [11]. Our key lemmas
are provided in Section 4. Finally in Section 5, we give our main proof of Theorem 1.
2 Preliminaries
In this paper, n and m always mean the number of vertices of a given graph and the
number of edges of a given graph, respectively. For X ⊆ V in a graph G = (V,E), let
NG(X) denote the set of vertices in V \ X that are adjacent to X. For simplicity, for
v ∈ V , NG({v}) is denoted by NG(v). A separation (A,B) is that G = A ∪B, there are no
edges in E(A) ∩ E(B), and moreover both A− B and B − A are nonempty. The order of
the separation (A,B) is |V (A) ∩ V (B)|. An r × r grid is a graph which is isomorphic to
the graph Wr obtained from Cartesian product of paths of length r − 1, with vertex set
V (Wr) = {(i, j) | 1 ≤ i ≤ r, 1 ≤ j ≤ r} in which two vertices (i, j) and (i′, j′) are adjacent if
and only if |i− i′|+ |j − j′| = 1.
A tree decomposition of a graph G is a pair (T,W), where T is a tree and W is a family
{Wt | t ∈ V (T )} of vertex sets Wt ⊆ V (G), such that the following two properties hold:
(1)
⋃
t∈V (T )Wt = V (G), and every edge of G has both ends in some Wt.
(2) If t, t′, t′′ ∈ V (T ) and t′ lies on the path in T between t and t′′, then Wt ∩Wt′′ ⊆Wt′ .
The width of a tree decomposition (T,W) is maxt∈V (T ) |Wt| − 1. The treewidth of a graph G
is the minimum width over all possible tree decompositions of G.
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A linkage P is a set of mutually vertex-disjoint paths in a graph. For two vertex sets
Z1 and Z2, P is a Z1-Z2 linkage if each member is a path from Z1 to Z2. The order of
the linkage, denoted by |P| is the number of paths. In slightly sloppy notation, sometimes
we will identify a linkage P with the subgraph consisting of the paths in P. For a linkage
P = {P1, . . . , Pp} in G, a P-bridge in G is either an edge e ∈ E(G)\E(P) whose endpoints
are both in P , or a subgraph of G consisting of a connected component C of G−P together
with all edges joining C and P . The vertices of a P-bridge B in P ∩B are called attachments
of B, and we say that B is attached to P at these vertices. Given any two subpaths P and
Q contained in the linkage P , we say that they are adjacent if there exists a P-bridge which
intersects with both P and Q.
Now, we present some known results on mesh and treewidth, which will be used in the
next section. For an integer α, we call a set X ⊆ V (G) α-connected in G if |X| ≥ α and for
all subsets Y,Z ⊆ X with |Y | = |Z| ≤ α, there are |Y | mutually vertex-disjoint paths in G
from Y to Z. Note that the sets Y and Z are not required to be disjoint. If X = V (G), then
we say G is α-connected. An α-connected set X is externally α-connected if, in addition, the
required paths do not contain any vertex in X except their endpoints. Following [11], let us
call a separation (A,B) a premesh if all the edges with both end vertices in V (A) ∩ V (B) lie
in A, and A contains a tree T with the following properties:
1. T has maximum degree at most three;
2. every vertex of A ∩B lies in T and has degree at most two in T ; and
3. T has a leaf in A ∩B.
A premesh (A,B) is called an α-mesh if V (A ∩B) is externally α-connected in B, and the
graph G = A ∪B is said to have this premesh or α-mesh.
Among useful lemmas on the α-mesh, Diestel et al. [11] proved the following lemmas.
I Lemma 3. Let G be a graph and let β ≥ α ≥ 1 be integers. If G has no α-mesh of order
β, then G has treewidth < α+ β − 1.
I Lemma 4. Let β ≥ 2 be an integer. Let T be a tree of maximum degree ≤ 3 and X ⊆ V (T )
be a vertex set with |X| ≥ β. Then T has an edge set F ⊆ E(G) such that every component
of T − F has at least β vertices and at most 2β − 2 vertices in X, except that one such
component may have fewer vertices in X.
3 Finding good linkages
In this section, we show that graphs with large treewidth have a pair of linkages with some
good properties. Such linkages will be used to construct a grid-minor or an H-minor in
Sections 4 and 5. The following lemma is obtained from the arguments in [11], but we
describe the proof for completeness.
I Lemma 5. For a graph H with h vertices and for integers k, p′, there exists an integer
w = (kh)O(|E(H)|) · p′ satisfying the following. If a graph G has treewidth at least w, then
either G contains an H-minor or two linkages P and Q such that
(C1) |P| ≥ p′ and |Q| ≥ 3k2|P|,
(C2) each path in Q hits all but at most |P|/3k2 paths in P, and
(C3) P is a Z1-Z2 linkage for some Z1, Z2 ⊆ V (G) such that for each edge e ∈ E(P),
(P ∪Q)− e has no Z1-Z2 linkage.
Proof. Let c = 3k2h2 and let α = c2|E(H)|−1p′. We show that w = (2h + 2)α is a desired
integer.
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Suppose that G has treewidth at least w. By Lemma 3, there is an α-mesh of order
at least (2h + 1)(α − 1). Let T ⊆ A be a tree associated with the premesh (A,B). Let
X = V (A ∩ B) ⊆ V (T ). By Lemma 4, T has at least h disjoint subtrees each containing
at least h vertices of X. Let A1, . . . , Ah be the vertex sets of these subtrees. Then by the
definition of k-mesh, B contains a set Pij of k mutually vertex-disjoint paths between Ai
and Aj that have no inner vertices in A.
Let us identify the index set {0, 1, . . . , h− 1} and the vertex set of H, and let us impose
a linear ordering on the index pairs ij by fixing a bijection f : {ij | 1 ≤ i < j ≤ h} to
{0, . . . , (h2) − 1} such that f(ij) < |E(H)| if and only if ij ∈ E(H). Let l∗ ≤ (h2) be a
maximum integer such that for all 0 ≤ l < l∗ and all i, j, there exist sets P lij satisfying the
following conditions.
1. P lij is a set of mutually vertex-disjoint paths from Ai to Aj in B that hit A only in their
end points.
2. If f(ij) < l, then P lij has exactly one path Pij , and Pij does not meet any paths in P lst
with ij 6= st.
3. If f(ij) = l, then |P lij | = α/c2l.
4. If f(ij) > l, then |P lij | = α/c2l+1.
5. If l = f(st) < f(ij), then for every edge e ∈ E(P lij) \ E(P lst), there are no k/c2l+1
vertex-disjoint paths from Ai to Aj in the graph (P lij ∪ P lst)− e.
If l∗ ≥ |E(H)|, then we are done since there is an H-minor. Hence we may assume that
l∗ < |E(H)|.
We shall first prove that l∗ > 0. Let st = f−1(0) and put P0st := Pst. For any ij with
f(ij) > 0, let Fij ⊆ E(Pij)\E(P0st) be a maximal edge set such that there are still α/c
vertex-disjoint paths from Ai to Aj in (Pij ∪P0st)−Fij , and define P0ij as such a set of paths.
Then it is easy to see that P0ij satisfies the above conditions. This proves that l∗ > 0.
Since l∗ > 0, by the maximality of l∗, the above five conditions are satisfied for l < l∗ but
cannot be satisfied for l = l∗. Let st = f−1(l∗−1). We claim that there is no path P ∈ P l∗−1st
such that P avoids a set Lij of some |P l
∗−1
ij |/c paths in P l
∗−1
ij for all ij with f(ij) ≥ l∗.
Suppose such a path P exists. Let s′t′ := f−1(l∗) and define P l∗s′t′ := Ls′t′ . Let P l
∗
st := {P}
and P l∗ij := P l
∗−1
ij for f(ij) < l∗ − 1. For each ij with f(ij) > l∗, let Fij ⊆ E(Lij)\E(Ll
∗
s′t′)
be a maximal edge set such that there are still |P l∗−1ij |/c2 vertex-disjoint paths from Ai to
Aj in (Lij ∪ Ll∗s′t′)− Fij and define P l
∗
ij as such a set of paths. Then these would give rise to
a family of sets P l∗ij , a contradiction to the maximality of l∗.
Thus for every path P ∈ P l∗−1st , P must intersect all but at most |P l
∗−1
ij |/c− 1 paths in
P l∗−1ij for some ij with f(ij) ≥ l∗. By the pigeonhole principle, there are at least |P l
∗−1
st |/
(
h
2
)
paths (letting these paths Q) in P l∗−1st each of which intersects all but |P l
∗−1
ij |/c− 1 paths in
P l∗−1ij for some ij with f(ij) ≥ l∗ (letting such a set P l
∗−1
ij be P).
Then, we have |Q| ≥ |P l∗−1st |/
(
h
2
) ≥ α/(c2l∗h2) and |P| = α/c2l∗+1, which implies that
|P| ≥ p′ and |Q| ≥ 3k2|P|. Furthermore, by the definitions of P and Q and by condition 5,
we obtain the following:
1. each path in Q meets all but at most |P|/c ≤ |P|/3k2 paths in P, and
2. P is a Z1-Z2 linkage for some Z1 ⊆ Ai and Z2 ⊆ Aj such that for each edge e ∈ E(P),
(P ∪Q)− e has no Z1-Z2 linkage.
This completes the proof of Lemma 5. J
Later, we will use this lemma in which h = k. The next lemma is a key lemma in this
section. Its proof is inspired by [11].
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I Lemma 6. Suppose that k, p′,P, and Q satisfy the conditions (C1)-(C3) in Lemma 5, and
G = P ∪ Q. Each path Pj ∈ P has vertices pj,1, pj,2, . . . , pj,2k which appear in this order
from Z1 to Z2 such that the following holds:
(C4) For all j, let ith segment of Pj be the subpath of Pj between pj,i and pj,i+1, and let
ith interval of P be the union of the ith segment of Pj. Then, for each i, there is a
subset Qi ⊆ Q with |Qi| ≥ (k − 2)|P| such that each path in Qi intersects all but at
most |P|/3k2 paths of P only in their ith segments.
Proof. Let p = |P|. Since each path in Q hits all but at most p/3k2 paths, and |Q| ≥ 3k2p,
we may assume that P1 intersects at least (1− 1/3k2)3k2p ≥ 2k2p paths in Q.
Walk along P1 from one end vertex until encountered kp paths in Q, then pick up
e1 ∈ E(P1) −
⋃
Q∈QE(Q). Then walk along P1 until encountered another kp paths in Q,
then pick up e2 ∈ E(P1)−
⋃
Q∈QE(Q), and so on. Hence we pick up such edges e1, e2, . . . , e2k.
By our assumption and Menger’s theorem, there exists a vertex set of size at most p− 1
separating Z1 and Z2 in G− ei for each i. Clearly each path Pj contains exactly one vertex
in this cut for 2 ≤ j ≤ p. Let {p2,i, p3,i, . . . , p2k,i} be the set of vertices consisting of the
cut in G− ei such that Pj contains pj,i for 2 ≤ j ≤ p and 1 ≤ i ≤ 2k. We may define p1,i
as one of the end vertices of ei. Let us define the segment Pj [i, i+ 1] which is the subpath
of Pj between pj,i and pj,i+1, for j = 1, . . . , p and for i = 1, . . . , 2k − 1. Note that some of
Pj [i, i+ 1] could be a single vertex. The vertex set {p1,i, . . . , pp,i} divides P into two parts
PRi and PLi such that PRi is a linkage from Z1 to {p1,i, . . . , pp,i}, and PLi is a linkage from
Z2 to {p1,i, . . . , pp,i}, respectively. Let us remind that at least kp paths in Q hit P1[i, i+ 1]
for each i.
Recall that the ith interval is defined by
⋃p
j=1 Pj [i, i+ 1]. We claim that at least (k− 2)p
of the kp paths in Q encountered on P1[i, i+ 1] do not leave the ith interval. Since there is
no path from Z1 to Z2 in G − {p1,i, . . . , pp,i}, at most p paths of the kp paths in Q leave
for PRi − {p1,i, . . . , pp,i} through {p1,i, . . . , pp,i}. Similarly, at most p paths of the kp paths
in Q leave for PLi+1 − {p1,i+1, . . . , pp,i+1} through {p1,i+1, . . . , pp,i+1}. Therefore, at least
(k − 2)p of the kp paths in Q encountered on P1[i, i+ 1] do not leave the ith interval. Hence,
at least (k − 2)p paths in Q stay strictly inside the ith interval.
Thus, the cuts {p1,i, . . . , pp,i} for 1 ≤ i ≤ 2k − 1 will break the elements of P into 2k
intervals. Moreover, each interval contains at least (k − 2)p paths in Q that stay strictly in
the interval. These paths form the set Qi. This completes the proof. J
4 Main Lemmas
Suppose that P and Q are linkages satisfying the conditions (C1)-(C4) in Lemmas 5 and 6,
and let G = P ∪Q and p = |P|. For each i = 1, . . . , 2k, define G′i to be the induced subgraph
of G in the ith interval. We say that an index set X ⊆ {1, 2, . . . , p} is good in G′i if it satisfies
the following: for any subsets Y1, Y2 ⊆ X with |Y1| = |Y2| = 2r, there are 2r mutually
vertex-disjoint paths from {pj,i | j ∈ Y1} to {pj,i+1 | j ∈ Y2} in G′i.
Our first lemma in this section is the following.
I Lemma 7. Let r and k be integers, and set p′ = 400k2r. Suppose that P and Q are
linkages that satisfy conditions (C1)-(C4) in Lemmas 5 and 6, and let p = |P|. For each i,
there is a good set Xi in G′i with |Xi| ≥ 3p/4. Moreover, |Xi−1 ∩Xi ∩Xi+1| ≥ 100k2r for
i = 2, . . . , 2k − 1.
Proof. Define X = {j | Pj ∈ P hits at least 2r paths of Qi}. Then, by simple counting
argument, we have |X| ≥ 3p/4, because (p− p/3k2)(k − 2)p > (k − 2)p(3p/4) + 2r(p/4).
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Assume that X is not a good set in G′i. Then, for some subsets Y1, Y2 ⊆ X with |Y1| =
|Y2| = 2r, there is a separation (A,B) of order at most 2r−1 in G′i with {pj,i | j ∈ Y1} ⊆ V (A)
and {pj,i+1 | j ∈ Y2} ⊆ V (B). We now consider ZA := {j | V (Pj) ∩ V (A − B) 6= ∅} and
ZB := {j | V (Pj) ∩ V (B −A) 6= ∅}. Since Pj ∈ P hits at least 2r > |V (A) ∩ V (B)| paths of
Qi for each j ∈ X and moreover each path in Q intersects at least (1− 1/3k2)p ≥ 3p/4 paths
of P, both |ZA| and |ZB | are at least 3p/4. Since |ZA ∩ ZB | ≤ |V (A) ∩ V (B)| ≤ 2r − 1, we
have |ZA ∪ ZB | = |ZA|+ |ZB | − |ZA ∩ ZB | > p, which is a contradiction.
Since |Xi| ≥ 3p/4 for each i, we have |Xi−1 ∩Xi ∩Xi+1| ≥ p− 3 · (p/4) ≥ 100k2r. J
We say that a leaf of a connected graph is a vertex of degree one, and a K1,k-minor (or a k-
star-minor) is a connected subgraph with at least k leaves. For a linkage P ′ = {P ′1, . . . , P ′|P′|}
in a graph G, a K1,k-minor S in G is said to be attached to P ′ if every leaf of S is contained
in P ′, and |V (S) ∩ V (P ′j)| = 1 holds whenever V (P ′j) contains a leaf of S.
The next lemma is the key lemma in our proof. It roughly says that one can either find
an r × r-grid minor in G′i or else, given a good set X in G′i, construct a minor of a “star-like
graph” with at least k leaves in X. This gives us a K1,k-minor with some condition in G′i.
This lemma allows us to “weave” the paths in P and construct a Kk-minor. Some idea in
our proof can be found in [2].
I Lemma 8. For each i, we have the following. Let r, k, p,P, Q, and G′i be as above, and
let X be a good set in G′i with |X| ≥ 100k2r. Then, either
1. G′i has an r × r-grid minor, or
2. there exist Y1, Y2 ⊆ X with |Y1| = |Y2| = k such that G′i has a linkage P ′ from {pj,i | j ∈
Y1} to {pj,i+1 | j ∈ Y2} and a K1,k-minor S′ attached to P ′.
Proof. Since we only consider the ith interval of P, we omit the index i in this proof for
simplicity if no confusion may arise. That is, we denote Pj [i, i + 1] and G′i by Pj and G′,
respectively.
Let PX =
⋃
j∈X Pj be the linkage that consists of the paths corresponding to X. Since X
is a good set in G′, we shall only focus on the unique connected component of G′ containing
PX . For our convenience, let us assume that G′ itself is such a unique component.
Let Y be the set of connected components of G′ − PX . We consider the auxiliary graph
G∗ with the vertex set X ∪ Y such that there exists an edge connecting j ∈ X and y ∈ Y
if a PX -bridge y has attachments in Pj , and there exists an edge connecting j1, j2 ∈ X if
G′ has an edge connecting Pj1 and Pj2 . We note that G∗ is connected, since we assume the
connectivity of G′.
We say that a K1,t-minor S′ in G∗ with t leaves is a good K1,t-minor if all leaves are in
X and |V (S′) ∩X| ≤ 3t. We take disjoint subgraphs S1, . . . , Sl in G∗ such that Si is a good
K1,ti -minor with ti ≥ 3 for i = 1, . . . , l, and
the total number of leaves
∑l
i=1 ti is as large as possible.
We show the following claim.
I Claim 9. If
∑l
i=1 ti ≥ 3k, then there is a K1,k-minor S∗ in G∗ such that all the leaves of
S∗ are in X.
Proof. For any two subgraphs Si, Sj with ti, tj leaves, respectively, if there is a path between
Si and Sj , then we can obtain a K1,ti+tj−2-minor whose all leaves are in X. Note that
ti + tj − 2 > ti and ti + tj − 2 > tj .
Having proved this, we just greedily construct a star-minor such that all the leaves of
the star-minor are in X. At the first step, we pick up one graph Si ∈ {S1, . . . , Sl}. Then
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Figure 1 A connected component of G∗ − S
we find a path between Si and {S1, . . . , Sl} \ {Si}. Such a path must exist because G∗ is
connected. Suppose that the path connects Si and Sj with i 6= j. Then we merge Si and Sj
as above to obtain a K1,ti+tj−2-minor with all the leaves in X. Next, we find a path between
the K1,ti+tj−2-minor and {S1, . . . , Sl} \ {Si, Sj}, and we repeat this process until the end.
By the above remark, in each iteration, we get a star-minor with more leaves (in X) than
the star-minor in the previous iteration. In fact, since the total number of leaves
∑l
i=1 ti
is at least 3k at the beginning, in the final iteration, we get a star-minor with at least∑l
i=1(ti − 2) ≥ k leaves in X. Note that we use the assumption ti ≥ 3 in this inequality.
This completes the proof of Claim 9. J
We note that if there is a K1,k-minor S∗ in G∗ such that all the leaves are in X, then we
have the second conclusion of Lemma 8, in which P ′ = PX and S′ is a minimal subgraph
corresponding to S∗. Hence, in what follows, we assume that
∑l
i=1 ti < 3k. By the definition
of a good K1,t-minor, this implies that |V (S) ∩X| < 9k for S :=
⋃l
i=1 Si. Now we show the
following.
I Claim 10. Let S =
⋃l
i=1 Si. As shown in Figure 1, each connected component of G∗ − S
consists of a path P , a vertex set Y ′ ⊆ Y − V (S), and edges between V (P ) and Y ′ such that
for every y ∈ Y ′, either
NG∗(y) ∩ V (P ) consists of one vertex, or
NG∗(y)∩V (P ) consists of two vertices v1, v2 with either v1v2 ∈ E(P ) or v1v3, v3v2 ∈ E(P )
for some v3 ∈ V (P ) ∩ Y .
Furthermore, each internal vertex of P is not adjacent to S, and each vertex in Y ′ adjacent
to an internal vertex of P is not adjacent to S.
Proof. Let C be a connected component of G∗ − S. If |V (C) ∩X| ≤ 2, then the claim is
obvious, because each vertex y ∈ Y is not adjacent to a vertex in Y by the definition of G∗.
Suppose that |V (C) ∩X| ≥ 3. By our choice of {S1, . . . , Sl}, we observe that
each vertex y ∈ V (C) ∩ Y is adjacent to at most two vertices in V (C), and
if a vertex y ∈ V (C) ∩ Y is adjacent to two vertices in V (C), then y is not adjacent to S.
Again, we note that each vertex y ∈ Y is not adjacent to a vertex in Y . While C contains a
vertex y ∈ V (C) ∩ Y that is adjacent to two vertices v1, v2 in V (C), we remove y (together
with edges yv1 and yv2) and add an edge v1v2. Then, the obtained graph C ′ contains vertices
in Y of degree one and vertices in X.
If there exists a vertex x ∈ V (C ′) ∩X adjacent to three vertices in V (C ′) ∩X, then by
adding this K1,3-minor to S, we obtain a new set of star-minors with more total number of
leaves, which contradicts the choice of S. Hence, the subgraph of C ′ induced by V (C ′) ∩X
forms a path or a cycle with multiple edges. Let x1, x2, . . . , xq be vertices of V (C ′) ∩X that
appear along this path (or cycle) in this order.
If xj is adjacent to a vertex v in S for some j = 2, 3, . . . , q − 1, then we can increase
the total number of leaves of S by adding a K1,3-minor whose leaves are xj−1, xj+1, and v.
Therefore, xj is not adjacent to S for j = 2, 3, . . . , q − 1. Similarly, if there exists a vertex
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y ∈ V (C ′)∩ Y that is adjacent to xj for some j = 2, 3, . . . , q − 1, then y is not adjacent to S.
Note that, by this argument, we can also see that the subgraph of C ′ induced by V (C ′) ∩X
is not a cycle but a path, because G∗ is connected.
Since each vertex y ∈ Y is not adjacent to a vertex in Y , the original component C is
obtained from C ′ by subdividing some edges into two edges. Thus, the claim holds by the
above properties of C ′. J
I Claim 11. Suppose that |V (S) ∩X| < 9k. Then, some connected component of G∗ − S
contains at least 4r + 2k(r + 4) vertices in X.
Proof. Let C be the set of connected components of G∗ − S each containing a vertex in X.
By the choice of S, we can see that following:
for each x ∈ V (S) ∩X, x is adjacent to at most one component of C, and
for each y ∈ V (S) ∩ Y , y is adjacent to no component of C.
This means that |C| ≤ |V (S) ∩X| < 9k, because G∗ is connected. Since |X| ≥ 100k2r >
9k ·(4r+2k(r+4)), at least one connected component of G∗−S contains at least 4r+2k(r+4)
vertices in X. J
By Claims 10 and 11, we can see that G∗ − S contains a long path. The following claim
shows that each subgraph of G′ corresponding to a long path with some condition contains
either an r × r-grid minor or “crossing paths”.
I Claim 12. Suppose that 0, 1, 2, . . . , r + 3 ∈ X appear in a path of G∗ − S in this order,
and suppose also that there exist mutually vertex-disjoint paths R1, . . . , Rr from V (P1) to
V (Pr+2) in G′− (P0∪Pr+3). Then, either G′ contains an r× r-grid minor or there exist two
vertex-disjoint paths P ′ and R′ in G′− (P0∪Pr+3) such that P ′ connects pj1,i and pj2,i+1 for
some j1, j2 ∈ {2, 3, . . . , r + 1}, P ′ does not intersect with V (P1) ∪ V (Pr+2), and R′ connects
V (P1) and V (Pr+2). Furthermore, if such paths P ′ and R′ exist, then G′ − (P0 ∪ Pr+3)
contains a linkage P ′ = {P1, Pr+2, P ′} and a K1,3-minor attached to P ′.
Proof. By the latter half of Claim 10, each of R1, . . . , Rr intersects with P1, P2, . . . , Pr+2
but does not intersect with the subgraph corresponding to S. Let D be the graph obtained
from (
⋃
1≤j≤r+2 Pj) ∪ (
⋃
1≤i≤r Ri) by executing the following procedure: contract P1 to a
single vertex s1, contract Pr+2 to a single vertex t1, add a vertex s2 and edges s2pj,i for
j = 2, 3, . . . , r+ 1, and add a vertex t2 and edges t2pj,i+1 for j = 2, 3, . . . , r+ 1 (see Figure 2).
Then, by a characterization of the existence of 2 vertex-disjoint paths (see [30]), either there
exist a s1-t1 path and a s2-t2 path that are mutually vertex-disjoint, or D contains pairwise
disjoint vertex sets U1, . . . , Uq (q ≥ 0) containing none of {s1, t1, s2, t2} such that
(1) for 1 ≤ i, j ≤ q with i 6= j, ND(Ui) ∩ Uj = ∅,
(2) for 1 ≤ i ≤ q, |ND(Ui)| ≤ 3, and
(3) if D¯ is the graph obtained from D by contracting each component Ui to a single vertex
for each i, then D¯ can be embedded in a plane so that s1, s2, t1 and t2 are on the outer
face boundary in this order.
If there exist a s1-t1 path and a s2-t2 path that are mutually vertex-disjoint, then the
corresponding paths are two vertex-disjoint paths P ′ and R′ in G′ − (P0 ∪ Pr+3) such that
P ′ connects pj1,i and pj2,i+1 for some j1, j2 ∈ {2, 3, . . . , r + 1}, P ′ does not intersect with
V (P1) ∪ V (Pr+2), and R′ connects V (P1) and V (Pr+2). The existence of a K1,3-minor
attached to P ′ = {P1, Pr+2, P ′} is guaranteed by the existence of R′.
Suppose that there exist disjoint vertex sets U1, . . . , Uq (q ≥ 0) as above. By the
construction of D¯ in the condition (3), the paths in D¯ corresponding to P2, . . . , Pr+1 are
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mutually vertex-disjoint except their end points, and the same thing holds for the paths in
D¯ corresponding to R1, . . . , Rr. By the planarity of D¯, these paths form an r × r-grid minor
(see [23]). Since G′ contains D¯ as a minor, we have an r × r-grid minor of G′. J
Figure 2 Construction of D Figure 3 Paths from Pr+1 to Ps−r
Now we are ready to prove Lemma 8. By Claims 10 and 11, G∗−S contains a path contain-
ing at least 4r+ 2k(r+ 4) vertices in X. We may assume that −s, . . . ,−2,−1, 1, 2, . . . , s ∈ X
appear in the path in this order, where s = 2r + k(r + 4). Since X is a good set, there
are 2r mutually vertex-disjoint paths from {pj,i | j ∈ ±{1, 2, . . . , r}} to {pj,i+1 | j ∈
±{s, s− 1, . . . , s− r+ 1}}. By the latter half of Claim 10, this means that G′ contains either
r vertex-disjoint paths from Pr+1 to Ps−r or r vertex-disjoint paths from P−r−1 to P−s+r
that do not intersect with the subgraph corresponding to S. By symmetry, we may assume
that G′ contains r vertex-disjoint paths from Pr+1 to Ps−r that do not intersect with the
subgraph corresponding to S (see Figure 3).
We partition {r + 1, r + 2, . . . , s− r} into k disjoint sets U1, U2, . . . , Uk by setting Ul :=
{l(r + 4) − 3, l(r + 4) − 2, . . . , l(r + 4) + r}. Note that |Ul| = r + 4 for each l. Then, by
the assumption that 1, 2, . . . , s ∈ X appear in this order, there exist r vertex-disjoint paths
from Pl(r+4)−2 to Pl(r+4)+r−1 in G′ − (Pl(r+4)−3 ∪ Pl(r+4)+r) for each l. We now apply
Claim 12 for each Ul. If we can find an r × r-grid minor for some l, then we are done.
Otherwise, by Claim 12, for each l, we can take a linkage P ′l = {Pl(r+4)−2, Pl(r+4)+r−1, P ′l }
and a K1,3-minor attached to P ′l .
Let P ′ = ⋃l P ′l . Then, we have k disjoint K1,3-minors attached to P ′. Since the total
number of leaves is 3k, by the same argument as Claim 9, we can construct a K1,k-minor
attached to P ′ that is the second conclusion of Lemma 8. J
5 Main Proof
In this section, we give a proof of Theorem 1. That is, we show that there exists a constant
w = |V (H)|O(|E(H)|) ·r such that every graph with treewidth at least w has either an H-minor
or an r × r-grid minor.
By applying Lemma 5 with k = h = |V (H)| and p′ = 400k2r, we obtain an integer
w = kO(|E(H)|) · r. If the graph G has treewidth at least w, then either G contains an
H-minor or two linkages P and Q satisfying (C1)-(C3). By Lemma 6, the linkage P can be
partitioned into 2k intervals with the condition (C4). By Lemma 7, for each i = 1, 2, . . . , 2k,
there is a good set Xi in G′i such that |Xi| ≥ 3p/4 and |Xi−1 ∩Xi ∩Xi+1| ≥ 100k2r.
For each i = 1, 3, 5, . . . , 2k − 1, we apply Lemma 8 with X = Xi−1 ∩Xi ∩Xi+1 (where
we define X0 = {1, 2 . . . , p}). If an r × r-grid minor is obtained, then we are done. Thus, we
may assume that there exist Y1,i, Y2,i ⊆ Xi−1 ∩Xi ∩Xi+1 with |Y1,i| = |Y2,i| = k such that
G′i has a linkage P ′i from {pj,i | j ∈ Y1,i} to {pj,i+1 | j ∈ Y2,i} and a K1,k-minor S′i attached
to P ′i.
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For i = 2, 4, 6, . . . , 2k − 2, since Y2,i−1, Y1,i+1 ⊆ Xi, there exist k vertex-disjoint paths
from {pj,i | j ∈ Y2,i−1} to {pj,i+1 | j ∈ Y1,i+1} by the definition of good sets. That is, we
can connect P ′i−1 and P ′i+1 in the ith interval. By adding these (k − 1)× k paths to
⋃
i P ′i,
we obtain a linkage P ′ from Y1,1 to Y2,2k−1 and K1,k-minors S′1, S′3, . . . , S′2k−1 attached to
P ′. This graph contains a complete bipartite graph Kk,k as a minor, which implies that it
contains a Kk-minor. Since H is a subgraph of Kk, this completes the proof of the first half
of Theorem 1.
By following the above arguments, Lemmas 6, 7, and 8 can be translated in polynomial
time algorithms by using known algorithms for finding constant number of disjoint paths
between two disjoint sets, for finding a minimum vertex cut, and for solving the 2 paths
problem (e.g. [30, 31, 32]). We note that, in the proof of Lemma 8, we do not have to
maximize the total number of leaves
∑l
i=1 ti at the beginning. This is because, if we cannot
obtain the desired objects in Claims 10, 11, and 12, then we can find a set of star-minors
with more total number of leaves. Hence, we only have to apply these claims, repeatedly.
To translate Lemma 5 to a polynomial time algorithm, it suffices to translate Lemmas 3
and 4 to polynomial time algorithms. Given a tree T and a vertex set X ⊆ V (T ), we can
easily find an edge set F as in Lemma 4 in linear time by a simple greedy algorithm. On the
other hand, we have no polynomial time algorithm to compute either a tree decomposition
of G of width < α+ β − 1 or an α-mesh of order β in G as in Lemma 3. However, by the
arguments in [11] (see also [21, Lemma 3.10]), we can find in polynomial time either a tree
decomposition of G of width < w or h vertex sets A1, . . . , Ah as in the proof of Lemma 5.
Therefore, all the procedures in the proof can be done in polynomial time in n and w. J
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Abstract
A mode of a multiset S is an element a ∈ S of maximum multiplicity; that is, a occurs at least as
frequently as any other element in S. Given an array A[1 : n] of n elements, we consider a basic
problem: constructing a static data structure that efficiently answers range mode queries on A.
Each query consists of an input pair of indices (i, j) for which a mode of A[i : j] must be returned.
The best previous data structure with linear space, by Krizanc, Morin, and Smid (ISAAC 2003),
requires O(
√
n log log n) query time. We improve their result and present an O(n)-space data
structure that supports range mode queries in O(
√
n/ log n) worst-case time. Furthermore, we
present strong evidence that a query time significantly below
√
n cannot be achieved by purely
combinatorial techniques; we show that boolean matrix multiplication of two
√
n×√n matrices
reduces to n range mode queries in an array of size O(n). Additionally, we give linear-space data
structures for orthogonal range mode in higher dimensions (queries in near O(n1−1/2d) time) and
for halfspace range mode in higher dimensions (queries in O(n1−1/d2) time).
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(i.e., the multiplicity) of x in S. A mode of S is an element a ∈ S such that for all x ∈ S,
freqS(x) ≤ freqS(a). A multiset S may have multiple distinct modes; the frequency of the
modes of S, denoted by m, is unique.
Along with the mean and median, the mode is a fundamental statistic in data analysis.
Given a sequence of n elements ordered in a list A, a range query seeks to compute the
corresponding statistic on the multiset determined by a subinterval of the list: A[i : j]. The
objective is to preprocess A to construct a data structure that supports efficient response to
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provided at query time. Such a data structure is useful as it allows us to report statistics
over any window of a given sequence of data.
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We assume the standard RAM model of computation with word size w = Ω(log n).
Although the complete set of possible queries can be precomputed and stored using Θ(n2)
space, practical data structures require less storage while still enabling efficient response
time. For all i, if i = j, then a range query must report A[i]. Consequently, any range
query data structure for a list of n items requires Ω(n) storage space in the worst case [2].
This leads to a natural question: how quickly can an O(n)-space data structure answer
range queries? A range mean query is equivalent to a normalized range sum query (partial
sum query), for which a precomputed prefix-sum array provides a linear-space static data
structure with constant query time [16]. Range median queries have been analyzed extensively
in recent years and are closely related to range counting, where efficient data structures
are now known (with linear space and logarithmic or slightly sublogarithmic query time)
[2, 3, 5, 10, 11, 14, 16, 20, 21]. In contrast, range mode queries appear more challenging than
range mean and median. As expressed recently by Brodal et al. [3, page 2]: “The problem of
finding the most frequent element within a given array range is still rather open.”
The best previous linear-space data structure for range mode query was by Krizanc et al.
[15, 16], who obtained a query time of O(
√
n log log n).1 No better approaches have been
discovered in the intervening eight years, which leads one to suspect that a
√
n-type bound
might be the best one could hope for.
Indeed, we present strong evidence that purely combinatorial approaches cannot avoid
the
√
n effect in the preprocessing or query costs, up to polylogarithmic factors. (Krizanc et
al.’s method has near n3/2 preprocessing time.) More specifically, we show in Section 7 that
boolean matrix multiplication (matrix multiplication on {0, 1}-matrices with addition and
multiplication replaced by OR and AND, respectively) of two
√
n×√n matrices reduces to n
range mode queries in an array of size O(n). This reduction implies that any data structure
for range mode must have either Ω(nω/2) preprocessing time or Ω(nω/2−1) query time in
the worst case, where ω denotes the matrix multiplication exponent. Since the current best
matrix multiplication algorithm has exponent 2.3727 [23], we cannot obtain preprocessing
time better than n1.18635 and query time better than n0.18635 simultaneously with current
knowledge. Moreover, since the current best combinatorial algorithm for boolean matrix
multiplication (which avoids algebraic techniques as in Strassen’s) has running time only
a polylogarithmic factor better than cubic [1], we cannot obtain preprocessing time better
than n3/2 and query time better than
√
n simultaneously by purely combinatorial techniques
with current knowledge, except for polylogarithmic-factor speedups.
In view of the above hardness result, it is therefore worthwhile to pursue more modest
improvements for the range mode problem. Notably, can the extra log log factor in Krizanc
et al.’s bound be eliminated?
In Section 3, we give a data structure that accomplishes just that: with O(n) space, we
can answer range mode queries in O(
√
n) time. The data structure is based on—and in some
ways simplifies—Krizanc et al.’s, since we use only rudimentary structures (mostly arrays),
without van Emde Boas trees or repeated binary searches.
In fact, we go beyond eliminating a mere log log factor: in Section 6, we present an O(n)-
space data structure that answers range mode queries in o(
√
n) time. The precise worst-case
time bound is O(
√
n/w) ⊆ O(√n/ log n). As one might guess, bit packing tricks are used
to achieve the speedup, but in addition we need a nontrivial combination of ideas, including
1 The original data structure described by Krizanc et al. [16] supports queries in O(
√
n log n) time. As
they remarked, this time can be reduced to O(
√
n log log n) by using van Emde Boas trees for predecessor
search [22].
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partitioning elements into two sets (one with small maximum frequency and another with a
small number of distinct elements), each handled by a different method, and an interesting
application of rank/select data structures (from the world of succinct data structures).
In Section 8, we consider a natural higher-dimensional generalization of the problem:
given a set of coloured points in Rd, support queries for the most frequently occurring colour
in some query range. We obtain the first nontrivial results for this geometric problem. For
example, for orthogonal ranges, we give a near-linear space data structure that supports
queries in near O(n1−1/2d) time. For halfspace ranges, we give a linear-space data structure
that supports queries in O(n1−1/d2) time. This latter result is obtained using an interesting
application of geometric cuttings [7], in addition to standard range searching data structures.
Throughout the paper, let m denote the maximum frequency (i.e., the mode of the overall
array), and let ∆ denote the number of distinct elements (m,∆ ≤ n).
2 Related Work
Computing a Mode. The mode of a multiset S of n items can be found in O(n log n)
time by sorting S and scanning the sorted list to identify the longest sequence of identical
elements. By reduction from element uniqueness, a matching Ω(n log n) lower bound in
the comparison model follows. Better bounds on the worst-case time can be obtained by
parameterizing in terms of m or ∆. A worst-case time of O(n log ∆) is easily achieved by
inserting the n elements into a balanced search tree in which each node stores a key and its
frequency. Munro and Spira [19] described an O(n log(n/m))-time algorithm and a matching
comparison-based lower bound. On the word RAM model, the mode can be computed in
linear expected time by hashing.
Range Mode Query. As mentioned, a data structure of Krizanc et al. [16] requires
linear space and provides O(
√
n log log n) query time. Krizanc et al. also considered larger-
space structures. They described data structures that provide constant-time queries using
O(n2 log log n/ log n) space and O(n log n)-time queries using O(n2−2) space, for any fixed
 ∈ (0, 1/2]. Petersen and Grabowski [21] improved the first bound to constant time and
O(n2 log log n/ log2 n) space and Petersen [20] improved the second bound to O(n)-time
queries using O(n2−2) space, for any fixed  ∈ [0, 1/2). Although its space requirement is
almost linear in n as  approaches 1/2, the data structure of Petersen [20] requires ω(n)
space (the number of levels in a hierarchical set of tables and hash functions approaches
∞ as → 1/2). Our new approach can also lead to improved space-time tradeoffs (see the
statement of Theorem 7 with the parameter s = n1−): we can obtain O(n) query time
with O(n2−2/ log n) space for any fixed  ∈ [0, 1/2]. This improves Petersen’s result (though
for  = 0, Petersen and Grabowski’s result remains slightly better). Finally, Greve et al. [12]
prove a lower bound of Ω(log n/ log(s · w/n)) query time for any data structure that uses s
memory cells of w bits in the cell probe model.
Other Query Problems. Bose et al. [2] considered approximate range mode queries, in
which the objective is to return an element whose frequency is at least αm. They gave
a data structure that requires O(n/(1 − α)) space and answers approximate range mode
queries in O(log log1/α n) time for any fixed α ∈ (0, 1), as well as data structures that provide
constant-time queries for α ∈ {1/2, 1/3, 1/4}, using space O(n log n), O(n log log n), and
O(n), respectively. Greve et al. [12] gave data structures that support approximate range
mode queries in O(1) time using O(n) space for α = 1/3, and O(log(α/(1− α))) time using
O(nα/(1− α)) space for any fixed α ∈ [1/2, 1).
Durocher et al. [9] described an O(n)-space data structure that supports constant-time
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range majority queries; this data structure is then extended to range α-majority queries, a
generalization of range majority.
3 First Method: O(
√
n) Query Time and O(n) Space
We begin by presenting a linear-space data structure with O(
√
n) query time, improving
Krizanc et al.’s result [16] by a log log factor. We build on the data structure of Krizanc et
al. and introduce a different technique that avoids the need for predecessor search. We will
actually establish the following time-space tradeoff—the linear-space result follows by setting
the parameter s = d√ne.
I Theorem 1. Given an array A[1 : n] and any fixed value s ∈ [1, n], there exists a data
structure requiring O(n+ s2) space that supports range mode queries on A in O(n/s) time.
The following observation will be useful:
I Lemma 2 (Krizanc et al. [16]). Let A and B be any multisets. If c is a mode of A ∪ B
and c 6∈ A, then c is a mode of B.
Data Structure Precomputation. Given input array A[1 : n], let D denote the set of
distinct elements stored in A and assume some arbitrary ordering on the elements. We first
apply rank space reduction: construct an array B[1 : n] such that for each i, B[i] stores the
rank of A[i] in D. Here, B[i] ∈ {1, . . . ,∆}. For any a, i, and j, B[a] is a mode of B[i : j]
if and only if A[a] is a mode of A[i : j]. For simplicity, we describe our data structures in
terms of array B; a table look-up provides a direct bijective mapping from {1, . . . ,∆} to D.
Set D, array B, and the value ∆ are independent of any query range and can be computed
in O(n log ∆) time during preprocessing.
For each a ∈ {1, . . . ,∆}, let Qa = {b | B[b] = a}. That is, Qa is the set of indices b such
that B[b] = a. For any a, a range counting query for element a in B[i : j] can be answered
by searching for the predecessors of i and j, respectively, in the set Qa; the difference of their
indices is the frequency of a in B[i : j] [16]. Such a range counting query can be implemented
using an efficient predecessor data structure in Θ(log log n) time in the worst case (e.g., [22]).
The following related decision problem, however, can be answered in constant time by a
linear-space data structure: does B[i : j] contain at least q instances of element B[i]? This
question can be answered by a “select” query that returns the index of the qth instance of
B[i] in B[i : n]. For each a ∈ {1, . . . ,∆}, store the set Qa as an ordered array (also denoted
Qa for simplicity). Define a rank array B′[1 : n] such that for all b, B′[b] denotes the rank
(i.e., the index) of b in QB[b]. Given any q, i, and j, to determine whether B[i : j] contains
at least q instances of B[i] it suffices to check whether QB[i][B′[i] + q − 1] ≤ j. Since array
QB[i] stores the sequence of indices of instances of element B[i] in B, looking ahead q − 1
positions in QB[i] returns the index of the qth occurrence of element B[i] in B[i : n]; if this
index is at most j, then the frequency of B[i] in B[i : j] is at least q. If the index B′[i] + q− 1
exceeds the size of the array QB[i], then the query returns a negative answer. This gives the
following lemma:
I Lemma 3. Given an array A[1 : n], there exists a data structure requiring O(n) space that
can determine in constant time for any 0 ≤ i ≤ j ≤ n and any q whether A[i : j] contains at
least q instances of element A[i].
Following Krizanc et al. [16], given any s ∈ [1, n] we partition array B into s blocks of
size t = dn/se. That is, for each i ∈ {0, . . . , s− 2}, the ith block spans B[i · t+ 1 : (i+ 1)t]
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Figure 1 The array has size n = 24 (of which ∆ = 5 are distinct), partitioned into s = 6 blocks
of size t = 4. The query range is A[i : j] = A[7 : 19], for which the unique mode is 20, occurring
with frequency 5. The corresponding mode of B[i : j] is 2. The query range is partitioned into the
prefix B[7 : 8], the span B[9 : 16], and the suffix B[17 : 19]. The span covers blocks bi = 2 to bj = 3,
for which the corresponding mode is S[2, 3] = 2, occurring with frequency S′[2, 3] = 4.
and the last block spans B[(s− 1)t+ 1 : n]. We precompute tables S[0 : s− 1, 0 : s− 1] and
S′[0 : s− 1, 0 : s− 1], each of size Θ(s2), such that for any 0 ≤ bi ≤ bj < s, S[bi, bj ] stores a
mode of B[bit+ 1 : (bj + 1)t] and S′[bi, bj ] stores the corresponding frequency.
The arrays Q1, . . . , Q∆ can be constructed in O(n) total time in a single scan of array B.
The arrays S and S′ (which we call the mode table) can be constructed in O(n · s) time by
scanning array B s times, computing one row of each array S and S′ per scan. Thus, the
total precomputation time required to initialize the data structure is O(n · s).
Query Algorithm. Given a query range B[i : j], let bi = d(i − 1)/te and bj = bj/tc − 1
denote the respective indices of the first and last blocks completely contained within B[i : j].
We refer to B[bit+ 1 : (bj + 1)t] as the span of the query range, to B[i : min{bit, j}] as its
prefix, and to B[max{(bj + 1)t+ 1, i} : j] as its suffix. One or more of the prefix, span, and
suffix may be empty; in particular, if bi > bj , then the span is empty. See Figure 1.
The value c = S[bi, bj ] is a mode of the span with frequency fc = S′[bi, bj ]. If the span
is empty, then let fc = 0. By Lemma 2, either c is a mode of B[i : j] or some element of
the prefix or suffix is a mode of B[i : j]. Thus, to find a mode of B[i : j], we verify for every
element in the prefix and suffix whether its frequency in B[i : j] exceeds fc and, if so, we
identify this element as a candidate mode and count its additional occurrences in B[i : j].
We now describe how to compute the frequency of all candidate elements in the prefix,
storing the value and frequency of the current best candidate in c and fc; an analogous
procedure is applied to the suffix. Sequentially scan the items in the prefix starting at the
leftmost index, i, and let x denote the index of the current item. If QB[x][B′[x]− 1] ≥ i, then
an instance of element B[x] appears in B[i : x−1], and its frequency has been counted already;
in this case, simply skip B[x] and increment x. Otherwise, check whether the frequency of
B[x] in B[i : j] (which is equivalent to the frequency of B[x] in B[x : j]) is at least fc by
Lemma 3 (i.e., by testing whether QB[x][B′[x] + fc − 1] ≤ j). If not, we again skip B[x].
Otherwise, B[x] is a candidate, and the exact frequency of B[x] in B[i : j] can be counted by
a linear scan2 of QB[x], starting at index B′[x] + fc− 1 and terminating upon reaching either
an index y such that QB[x][y] > j or the end of array QB[x] (i.e., y = |QB[x]|+ 1). That is,
QB[x][y] denotes the index of the first instance of element B[x] that lies beyond the query
range B[i : j] (or no such element exists). Consequently, the frequency of B[x] in B[i : j] is
fx = y −B′[x]. Update the current best candidate: c← B[x] and fc ← fx.
After all elements in the prefix and suffix have been processed, a mode of B[i : j] and its
frequency are stored in c and fc, respectively.
2 Although the time required to complete a linear scan could be reduced by instead using a binary search
or a more efficient predecessor data structure, the worst-case time remains unchanged; for simplicity, a
linear scan suffices.
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Analysis. Excluding the linear scans of QB[x], the query cost is clearly bounded by O(t).
For each candidate B[x] encountered during the processing of the prefix, the cost of the
linear scan of QB[x] is O(fx − fc). Since fc is at least the frequency of the mode of the span,
at least fx − fc instances of B[x] must occur in the prefix or suffix. We can thus charge
the cost of the scan to these instances. Since each element B[x] is considered a candidate
at most once (during its first appearance) in the prefix, we conclude that the total cost of
all the linear scans is proportional to the total number of elements in the prefix, i.e., O(t).
An analogous argument holds for the cost of processing the suffix. Therefore, a range mode
query requires O(t) = O(n/s) total time. The data structure requires O(n) space to store
the arrays A, B, and B′, O(n) total space to store the arrays Q1, . . . , Q∆, and O(s2) space
to store the tables S and S′. This proves Theorem 1.
4 Second Method: O(
√
n/w) Query Time and O(n) Space When
m ≤ √nw
Our second method is a refinement of the first method (from Section 3), in which we store the
mode table (S and S′) more compactly by an encoding scheme that enables efficient retrieval
of the relevant information, using techniques from succinct data structures, specifically, for
rank/select operations. We show how to reduce a query to four rank/select operations. These
new ideas allow us to improve the space bound in Theorem 1 by a factor of w, which enables
us to use a slightly larger number of blocks, s, which in turn leads to an improved query time.
However, there is one important caveat: our space-saving technique only works when the
maximum frequency is small, namely, when m ≤ s. Specifically, we will prove the following
theorem in this section: choosing s = d√nwe gives O(n) space and O(√n/w) query time for
m ≤ √nw.
I Theorem 4. Given an array A[1 : n] and any fixed s ∈ [1, n] such that m ≤ s (where m is
the frequency of the overall mode), there exists a data structure requiring O(n+ s2/w) space
that supports range mode queries on A in O(n/s) time.
Modified Data Structure. Recall that for a span from block bi to block bj , the mode
table stores a mode of the span and its frequency in S[bi, bj ] and S′[bi, bj ], respectively. As
we will show, a mode of the span can be computed efficiently if its frequency is known;
consequently, we omit table S. Also, instead of storing the frequency of the mode explicitly,
we store column-to-column frequency deltas (i.e., differences of adjacent frequency values);
observe that frequency values are monotone increasing across each row. We encode the
frequency deltas for a single row as a bit string, where a zero bit represents an increment
in the frequency of the mode (i.e., each frequency delta is encoded in unary) and a one bit
represents a former cell boundary. In any row, the number of ones is at most the number of
blocks, s, and the number of zeroes is at most m ≤ s. Precompute a data structure that uses
a linear number of bits to support O(1)-time binary rank and select operations on each row
(e.g., see [18]):3 given a binary string, for each a ∈ {0, 1}, ranka(i) returns the number of
times a occurs in the first i positions of the string, and selecta(i) returns the position of the
ith occurrence of a in the string. Thus, each row of the table uses O(s) bits of space. The
table has s rows and requires O(s2) bits of space in total. We pack these bits into words,
resulting in an O(s2/w)-space data structure.
3 Succinct data structures can ensure that space usage is very close to the length of the bit string up to
lower-order terms, but this fact is not needed in our application.
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Modified Query Algorithm. Assuming we know a mode of the span and its frequency,
we can process the prefix and suffix ranges in O(t) time as before. Our attention turns now
to determining a mode of the span and its frequency. We first obtain the frequency of the
mode of the span in O(1) time using rank and select queries on the bit string of the bith row:
posbj ← select1(bj − bi + 1), and freq ← rank0(posbj ).
Having found the frequency of the mode, identifying a mode itself is still a tricky problem.
We proceed in two steps. We first determine the block in which the last occurrence of a
mode lies, in O(1) time, as follows:
poslast ← select0(freq), and blast ← rank1(poslast) + bi.
Next we find a mode of the span by iteratively examining each element in block blast, using a
technique analogous to that for processing a suffix from Section 3. By Lemma 3 (reversed with
j ≤ i), we can check whether each element B[x] in blast has frequency freq in B[bit+ 1 : x],
in O(1) time per element. If the mode occurs multiple times in block blast, its last occurrence
will be successfully identified. Processing block blast requires O(t) total time. We conclude
that the total query time is O(t) = O(n/s) time. This proves Theorem 4.
5 Third Method: O(∆) Query Time and O(n) Space
In this section, we take a quick detour and consider a third method that has query time
sensitive to ∆, the number of distinct elements; this “detour” turns out to be essential in
assembling our final solution. We show the following:
I Theorem 5. Given an array A[1 : n], there exists a data structure requiring O(n) space
that supports range mode queries on A in O(∆) time, where ∆ denotes the number of distinct
elements in A.
The proof is simple: to answer a range mode query, the approach is to compute the
frequency (in the query range) for each of the ∆ possible elements explicitly, and then just
compute the maximum in O(∆) time.
Data Structure Precomputation. As before, we work with the array B by rank space
reduction. This time, we divide B into blocks of size t = ∆. For each i ∈ {1, . . . , bn/∆c},
and for every x ∈ {1, . . . ,∆}, store the frequency Ci[x] of x in the range B[1 : i∆]. The total
size of all these frequency tables is O((n/∆) ·∆) = O(n). The preprocessing time required is
O(n) (or O(n log ∆) time if ∆ or B must be computed).
Query Algorithm. Given a query range B[i : j], as mentioned, it suffices to compute the
frequency of x in B[i : j] for every x ∈ {1, . . . ,∆}.
Let bj = bj/∆c − 1. We can compute the frequency C(x) of x in the suffix B[bj∆ + 1 : j]
for every x ∈ {1, . . . ,∆} by a linear scan, in O(∆) time since the suffix has size at most ∆.
Then the frequency of x in B[1, j] is given by Cbj [x] + C(x). The frequency of x in B[1, i]
can be computed similarly. The frequency of x in B[i, j] is just the difference of these two
numbers. The total query time is clearly O(∆). This proves Theorem 5.
6 Final Method: O(
√
n/w) Query Time and O(n) Space
We are finally ready to present our improved linear-space data structure with O(
√
n/w)
query time. Our final idea is simple: if the elements all have small frequencies, the second
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method (Section 4) already works well; otherwise, the number of distinct elements with large
frequencies is small, and so the third method (Section 5) can be applied instead.
More precisely, let s be any fixed value in [1, n]. Partition the elements of A into those with
low frequencies, i.e., at most s, and those with high frequencies, i.e., greater than s. A mode
of the low-frequency elements has frequency at most s. Thus we can apply Theorem 4 to build
an O(n+ s2/w)-space range mode query data structure on the low-frequency elements to
support O(n/s) query time. On the other hand, there are at most n/s distinct high-frequency
elements. Thus we can apply Theorem 5 to build an O(n)-space range mode query data
structure on the high-frequency elements to support O(n/s) query time. The following simple
decomposition lemma allows us to combine the two structures:
I Lemma 6. Given an array A[1 : n] and any ordered partition of A into two arrays B1[1 : n′]
and B2[1 : n − n′] such that no element in B1 occurs in B2 nor vice versa, if there exist
respective s1(n)- and s2(n)-space data structures that support range mode queries on B1 and
B2 in t1(n) and t2(n) time, then there exists an O(n+ s1(n) + s2(n))-space data structure
that supports range mode query on A in O(t1(n) + t2(n)) time.
Proof. For each a ∈ {1, 2} and i ∈ {1, . . . , n}, precompute Ia[i], the index in the Ba array of
the first element in A to the right of A[i] that lies in Ba; and precompute Ja[i], the index in
the Ba array of the first element in A to the left of A[i] that lies in Ba. Given a range query
A[i : j], we can compute the mode in the range B1[I1[i], J1[j]] and the mode in the range
B2[I2[i], J2[j]] and determine which has larger frequency; this is a mode of A[i : j]. J
We have thus completed the proof of our main theorem:
I Theorem 7. Given an array A[1 : n] and any fixed s ∈ [1, n], there exists a data structure
requiring O(n + s2/w) space that supports range mode queries on A in O(n/s) time. In
particular, by setting s = d√nwe, there exists a data structure requiring O(n) space that
supports range mode queries on A in O(
√
n/w) time.
7 Boolean Matrix Multiplication and Range Mode
In this section, we show that boolean matrix multiplication of two
√
n×√n matrices reduces
to n range mode queries in an array of size O(n). Greve et al. [12] observe the following:
I Observation 8 (Greve et al. [12]). Let S be a multiset whose elements belong to a universe
U . Adding one of each element in U to S increases the frequency of the mode of S by one.
I Observation 9 (Greve et al. [12]). Let S1 and S2 be two sets (not multisets) and let S be
the multiset union of S1 and S2. The frequency of the mode of S is one if S1 ∩ S2 = ∅ and it
is two if S1 ∩ S2 6= ∅.
Now let A and B be two
√
n ×√n boolean matrices for which we are to compute the
product C = A ·B. The entry ci,j in C must be 1 precisely if there exists at least one index
k, where 1 ≤ k ≤ √n, such that ai,k = bk,j = 1. Our goal is to determine whether this is the
case using one range mode query for each entry ci,j . Our first step in achieving this is to
transform each row of A and each column of B into a set. For the ith row of A, we construct
the set Ai containing all those indices k for which ai,k = 1, i.e., Ai = {k | ai,k = 1}. Similarly
we let Bj = {k | bk,j = 1}. Clearly ci,j = 1 if and only if Ai ∩ Bj 6= ∅. By Observation 9,
this can be tested if we can determine the frequency of the mode in the multiset union of
Ai and Bj . Our last step is thus to embed all the sets Ai and Bj into an array, such that
we can use range mode queries to perform these intersection tests for every pair i, j. Our
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constructed array M has two parts, a left part L and a right part R. The array M is then
simply the concatenation of L and R. The array L represents all the sets Ai. It consists of√
n blocks of
√
n entries. The ith block (entries L[(i− 1)√n+ 1 : i√n]) represents the set
Ai, and it consists of the elements {1, . . . ,
√
n} \Ai in some arbitrary order, followed by the
elements of Ai in some arbitrary order. The array R similarly represents the sets Bj and it
also consists of
√
n blocks of
√
n entries. The jth block represents the set Bj and it consists
of the elements in Bj in some arbitrary order, followed by the elements {1, . . . ,
√
n} \Bj in
some arbitrary order.
Now assume that |Ai| and |Bj | are known for each set Ai and Bj . We can now determine
whether Ai ∩ Bj 6= ∅ (i.e., whether ci,j = 1) from the result of the range mode query on
M [start(i) : end(j)], where
start(i) = (i− 1)√n+ 1 +√n− |Ai| and end(j) = n+ (j − 1)
√
n+ |Bj |.
To see this, first observe that start(i) is the first index in M of the elements in Ai, and that
end(j) is the last index in M of the elements in Bj . In addition to a suffix of the block
representing Ai and a prefix of the block representing Bj , the subarray M [start(i) : end(j)]
contains
√
n− i complete blocks from L and j − 1 complete blocks from R. Since a complete
block contains all the elements {1, . . . ,√n}, it follows from Observations 8 and 9 that
Ai ∩Bj 6= ∅ (i.e., ci,j = 1) if and only if the frequency of the mode in M [start(i), end(j)] is
2 +
√
n− i+ j − 1. The answer to the query (start(i), end(j)) thus allows us to determine
whether ci,j = 1 or 0. The array M and the values |Ai| and |Bj | can clearly be computed in
linear time when given matrices A and B, thus we have the following result:
I Theorem 10. Let p(n) be the preprocessing time of a range mode data structure and q(n)
its query time. Then boolean matrix multiplication on two
√
n×√n matrices can be solved
in time O(p(n) + n · q(n) + n).
8 Higher Dimensions
We now consider generalizations of the range mode problem to Euclidean spaces of constant
dimension d. Given a set P of n points in Rd, each of which is assigned a colour, we consider
the problem of constructing an efficient data structure to support queries that return a most
frequently occurring colour in P ∩ Q for a query range Q ⊆ Rd. We consider orthogonal
range queries in Section 8.1 and halfspace range queries in Section 8.2.
8.1 Orthogonal Ranges
We generalize the technique of Krizanc et al. [16] by dividing space into sd grid cells
such that there are O(n/s) points between any two consecutive parallel grid hyperplanes.
The generalization of a span of a query range Q is the largest rectangle inside Q whose
sides lie along grid hyperplanes. There are s2d distinct spans and for each we precompute
and store the mode of the span. This component of our data structure thus requires
O(s2d) space. For each set of points of a given colour, we also build an orthogonal range
counting data structure [8] with polylogarithmic space overhead that answers queries in
polylogarithmic time (see [13] for the best known solution, using O(n(log n/ log log n)d−2)
space and with O((log n/ log log n)d−1) query time). Across all colours, these data structures
require O(n polylog n) space.
Given a query hyperrectangle Q we use binary search amongst the grid hyperplanes in
order to determine the slabs in which Q’s sides lie. We then determine the mode of Q’s span
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in O(1) time from our precomputed table. For each of the 2d sides of Q we must additionally
consider each of the O(n/s) points in the slab in which the side lies. For each such point, we
count the number of points of its colour in Q using the range counting data structure of its
colour in polylogarithmic time to find the actual mode. So, the running time of a query is
O (2d · (n/s) · polylog n) = O ((n/s) · polylog n) time.
I Theorem 11. Given a set P of n points in Rd, each of which is assigned a colour, and
any fixed s ∈ {1, . . . , n}, there exists a data structure requiring O(n polylog n + s2d) space
that supports orthogonal range mode queries in O ((n/s) · polylog n) time. In particular, by
setting s = dn1/2de, there exists a data structure requiring O(n polylog n) space that supports
range mode queries in O(n1−1/2d polylog n) time.
Alternatively, we can guarantee O(n) space if we increase the query time by an n factor,
by switching to a linear-space data structure for orthogonal range counting with O(n) query
time (by using a range tree [8] with n fan-out).
8.2 Halfspace Ranges
We now consider halfspace range queries. We work in dual space [8], where the input is
transformed into n hyperplanes, each assigned a colour, and a query halfspace is transformed
into a point. A query for a dual point q returns the most frequently occurring colour amongst
the hyperplanes that lie below q. Let s ∈ {1, . . . , n} be a fixed parameter specified by the
user. We use the key concept of cuttings [7] from computational geometry. Given a set of n
hyperplanes in Rd, a (1/r)-cutting is a partition of Rd into simplicial cells such that each cell
intersects at most n/r hyperplanes. The following is known [7, 6]:
I Lemma 12. For any set of n hyperplanes in Rd, there exists a (1/r)-cutting with O(rd)
cells. Furthermore, there is a data structure for point location in the (1/r)-cutting, also
requiring O(rd) space and answering queries in O(log r) time.
We set r = (n·sd−1)1/d. For each cell γ in the cutting, we store the mode of the hyperplanes
that lie strictly below γ. This component of our data structure requires O(rd) = O(n · sd−1)
space. In primal space, we build a simplex range reporting data structure [4, 17] for all of
the points with S = O(n · sd−1) space. This data structure reports the k points in a query
simplex in O((n/S1/d) polylog n + k) = O((n/s)1−1/d polylog n + k) time. Also, for each
colour i, we build a separate halfspace range counting data structure [4, 17] for the ni points
of colour i, with Si = O(ni · sd−1) space and O(ni/S1/di + log ni) = O((ni/s)1−1/d + log n)
query time. The total space is O(n · sd−1).
Given a dual query point q, we first identify the cell γ of the (1/r)-cutting that contains
q in O(log r) time. The mode of the hyperplanes below q is either the colour stored at cell γ
or one of the colours of the hyperplanes intersecting γ. We can find the O(n/r) hyperplanes
intersecting γ by simplex range reporting in primal space in O((n/s)1−1/d polylog n+ n/r)
time, since the set of all hyperplanes intersecting a simplex dualizes to a polyhedron of O(1)
size. For each hyperplane that intersects γ and lies below q, we perform a halfspace range
counting query for the points of the colour of the hyperplane in primal space to determine
the actual mode. The running time of this step is O
(∑O(n/r)
i=1 (ni/s)1−1/d + (n/r) log n
)
.
By Hölder’s inequality, the sum in the first term is bounded by O((n/r)1/d · (n/s)1−1/d) =
O((n/s)1−1/d2) for r = (n · sd−1)1/d. The second term (n/r) log n = (n/s)1−1/d log n does
not dominate except when n/s = O(polylog n).
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I Theorem 13. Given a set P of n points in Rd, each of which is assigned a colour, and any
fixed s ∈ {1, . . . , n}, there exists a data structure requiring O(n · sd−1) space that supports
halfspace range mode queries in O((n/s)1−1/d2 + polylog n) time. In particular, by setting
s = 1, there exists a data structure requiring O(n) space that supports halfspace range mode
queries in O(n1−1/d2) time.
A similar approach works for other ranges (e.g., simplices, balls, and other constant-degree
semialgebraic sets) by transforming query ranges to query points in a higher dimension, and
using cuttings in this higher-dimensional space.
9 Discussion and Directions for Future Research
We close by mentioning a few interesting open problems. A useful generalization of the
problem is to return the kth most frequently occurring element (or the k most frequent
elements) in a query range. Due to its dependence on precomputed modes stored in array S,
an analogous generalization of our methods (except for the third method) seems unlikely
without a significant increase in space, if k is large.
I Open Problem 1. Construct an O(n)-space data structure for identifying the kth most
frequently occurring element (or the k most frequent elements) in the range A[i : j] in time
O(n1−) (or O(n1− + k)) for some constant  > 0, where i, j, and k are given at query time.
We have given (near-)linear-space data structures for multiple variants of range mode,
including orthogonal range mode for a d-dimensional point set and halfspace range mode for a
d-dimensional point set. Our results, in various ways, build on and generalize the techniques
of Krizanc et al. [16]. It is unknown whether there are entirely different approaches that can
achieve smaller exponents on n in the query times.
I Open Problem 2. Is there a linear-space dynamic data structure for range mode in an
array that supports queries and updates in O(
√
n polylog n) time? In the full paper we give
respective dynamic data structures with O(n) space and O(n3/4 polylog n) query and update
times, and with O(n4/3) space and O(n2/3 polylog n) query and update times.
I Open Problem 3. Is there a (near-)linear-space data structure for orthogonal range mode
in Rd that supports queries in o(n1−1/2d) time?
I Open Problem 4. Is there a linear-space data structure for halfspace range mode in Rd
that supports queries in o(n1−1/d2) time?
Lastly, the following open problem is likely difficult since currently no techniques seem
capable of proving unconditional super-polylogarithmic cell probe lower bounds:
I Open Problem 5. Prove a tight, unconditional lower bound on the worst-case query time
required by any O(n)-space data structure that supports range mode queries on an array of
n items.
Acknowledgements. The authors thank Peyman Afshani, Francisco Claude, Meng He, Ian
Munro, Patrick Nicholson, Matthew Skala, and Norbert Zeh for discussing various topics
related to range searching.
References
1 N. Bansal and R. Williams. Regularity lemmas and combinatorial algorithms. In Proc.
IEEE FOCS, pages 745–754, 2009.
2 P. Bose, E. Kranakis, P. Morin, and Y. Tang. Approximate range mode and range median
queries. In Proc. STACS, volume 3404 of LNCS, pages 377–388. Springer, 2005.
T.M. Chan, S. Durocher, K.G. Larsen, J. Morrison, and B.T. Wilkinson 301
3 G. S. Brodal, B. Gfeller, A. G. Jørgensen, and P. Sanders. Towards optimal range medians.
Theor. Comp. Sci., 412(24):2588–2601, 2011.
4 T. M. Chan. Optimal partition trees. In Proc. ACM SoCG, pages 1–10, 2010.
5 T. M. Chan and M. Pătraşcu. Counting inversions, oﬄine orthogonal range counting, and
related problems. In Proc. ACM-SIAM SODA, pages 161–173, 2010.
6 B. Chazelle. Cutting hyperplanes for divide-and-conquer. Disc. Comp. Geom., 9(2):145–
158, 1993.
7 B. Chazelle. Cuttings. In Handbook of Data Structures and Applications, pages 25.1–25.10.
CRC Press, 2005.
8 M. de Berg, O. Cheong, M. van Kreveld, and M. Overmars. Computational Geometry:
Algorithms and Applications. Springer-Verlag, Heidelberg, Germany, 3rd edition, 2008.
9 S. Durocher, M. He, J. I. Munro, P. K. Nicholson, and M. Skala. Range majority in constant
time and linear space. In Proc. ICALP, volume 6755 of LNCS, pages 244–255. Springer,
2011.
10 T. Gagie, S. J. Puglisi, and A. Turpin. Range quantile queries: Another virtue of wavelet
trees. In Proc. SPIRE, volume 5721 of LNCS, pages 1–6. Springer, 2009.
11 B. Gfeller and P. Sanders. Towards optimal range medians. In Proc. ICALP, volume 5555
of LNCS, pages 475–486. Springer, 2009.
12 M. Greve, A. G. Jørgensen, K. D. Larsen, and J. Truelsen. Cell probe lower bounds and
approximations for range mode. In Proc. ICALP, volume 6198 of LNCS, pages 605–616.
Springer, 2010.
13 J. JáJá, C. W. Mortensen, and Q. Shi. Space-efficient and fast algorithms for multidimen-
sional dominance reporting and counting. In Proc. ISAAC, volume 3341 of LNCS, pages
558–568. Springer, 2004.
14 A. G. Jørgensen and K. D. Larsen. Range selection and median: Tight cell probe lower
bounds and adaptive data structures. In Proc. ACM-SIAM SODA, pages 805–813, 2011.
15 D. Krizanc, P. Morin, and M. Smid. Range mode and range median queries on lists and
trees. In Proc. ISAAC, volume 2906 of LNCS, pages 517–526. Springer, 2003.
16 D. Krizanc, P. Morin, and M. Smid. Range mode and range median queries on lists and
trees. Nordic Journal of Computing, 12:1–17, 2005.
17 J. Matoušek. Range searching with efficient hierarchical cuttings. Disc. Comp. Geom.,
10(2):157–182, 1993.
18 J. I. Munro. Tables. In V. Chandru and V. Vinay, editors, Foundations of Software
Technology and Theoretical Computer Science, volume 1180 of LNCS, pages 37–42. Springer,
1996.
19 J. I. Munro and M. Spira. Sorting and searching in multisets. SIAM J. Comp., 5(1):1–8,
1976.
20 H. Petersen. Improved bounds for range mode and range median queries. In Proc. SOFSEM,
volume 4910 of LNCS, pages 418–423. Springer, 2008.
21 H. Petersen and S. Grabowski. Range mode and range median queries in constant time
and sub-quadratic space. Inf. Proc. Let., 109:225–228, 2009.
22 P. van Emde Boas. Preserving order in a forest in less than logarithmic time and linear
space. Inf. Proc. Let., 6(3):80–82, 1977.
23 V. Vassilevska Williams. Breaking the Coppersmith-Winograd barrier.
http://www.cs.berkeley.edu/˜virgi/matrixmult.pdf, 2011.
STACS’12
Log-supermodular functions, functional clones and
counting CSPs∗
Andrei A. Bulatov1, Martin Dyer2, Leslie Ann Goldberg3, and
Mark Jerrum4
1 School of Computing Science, Simon Fraser University
Burnaby, Canada
abulatov@cs.sfu.edu
2 School of Computing, University of Leeds
Leeds LS2 9JT, UK
dyer@comp.leeds.ac.uk
3 Department of Computer Science, University of Liverpool
Liverpool, L69 3BX, UK
L.A.Goldberg@liverpool.ac.uk
4 School of Mathematical Sciences, Queen Mary, University of London
London E1 4NS, UK
m.jerrum@qmul.ac.uk
Abstract
Motivated by a desire to understand the computational complexity of counting constraint satis-
faction problems (counting CSPs), particularly the complexity of approximation, we study func-
tional clones of functions on the Boolean domain, which are analogous to the familiar relational
clones constituting Post’s lattice. One of these clones is the collection of log-supermodular (lsm)
functions, which turns out to play a significant role in classifying counting CSPs. In our study,
we assume that non-negative unary functions (weights) are available. Given this, we prove that
there are no functional clones lying strictly between the clone of lsm functions and the total clone
(containing all functions). Thus, any counting CSP that contains a single nontrivial non-lsm func-
tion is computationally as hard as any problem in #P. Furthermore, any non-trivial functional
clone (in a sense that will be made precise below) contains the binary function “implies”. As a
consequence, all non-trivial counting CSPs (with non-negative unary weights assumed to be avail-
able) are computationally at least as difficult as #BIS, the problem of counting independent sets
in a bipartite graph. There is empirical evidence that #BIS is hard to solve, even approximately.
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1 Introduction
In the classical setting, a constraint satisfaction problem CSP(Γ ) is specified by a finite
domain D and constraint language Γ , which is a set of relations of varying arities over D.
An instance of CSP(Γ ) is a set of n variables taking values in D, together with a set of
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constraints on those variables. Each constraint is an a-ary relation R from Γ applied to
an a-tuple of variables, the scope of the constraint. Thus, constraint satisfaction problems
(CSPs) may be viewed as generalised satisfiability problems, among which usual satisfiability
is a very special case.
The relational clone 〈Γ 〉R generated by a set Γ of relations is the set of relations that are
expressible, in some precise sense termed “pp-definability”, in terms of the base relations Γ .
It turns out that if two sets of relations Γ and Γ ′ generate the same relational clone
〈Γ 〉R = 〈Γ ′〉R, then the computational complexity of the corresponding CSPs, CSP(Γ ) and
CSP(Γ ′), are the same. Relational clones have played a key role in the development of the
complexity theory of CSPs: instead of considering all sets of relations Γ , one only needs to
consider the ones that are relational clones. For an introduction to the algebraic theory of
relational clones, see, for example, the expository chapter of Cohen and Jeavons [7].
Recently, there has been considerable interest in the computational complexity of counting
CSPs. Here, the goal is to count the number of solutions rather than merely to decide if
one exists. In fact, in order to encompass the computation of partition functions of models
from statistical physics and other generating functions, it is reasonable to consider weighted
sums, which can be expressed by replacing the relations in the constraint language by real- or
complex-valued functions. Then the weight of an assignment is the product of the function
values corresponding to that assignment, while the value of the CSP instance itself is the
sum of the weights of all assignments. If I is an instance of such a counting CSP then we
denote this weighted sum by Z(I), and call it the “partition function of I” by analogy with
the concept in statistical physics. For a finite set of functions Γ we are interested in the
problem #CSP(Γ ): given an instance I using only functions from Γ , output Z(I).
Our first goal (see §2) is to answer the question: what is the analogue of pp-definability,
and hence of relational clones, in the context of (weighted) counting CSPs (#CSPs), and
what insight does it provide into the computational complexity of these problems? At a
high level, the answer to the first question is clear. View the relations in Γ as predicates. A
relation is pp-definable over Γ in the classical sense if it can be expressed as the projection
of a conjunction of predicates in Γ . (Projection is the operation of existential quantification
over a certain subset of variables.) In order to adapt this concept to the counting setting, we
should replace a conjunction of relations by a product of functions, and replace existential
quantification (projection) by summation. However, in defining a counting analogue of
pp-definability, a number of detailed decisions have to be made, and a number of delicate
issues faced.
We call our proposed analogue of pp-definability “ppsω-definability”, and our analogue
of relational clone “functional clone”. There is at least one proposal in the literature for
extending pp-definability to the algebraic/functional setting, that of Yamakami [18]. However,
ppsω-definability is more liberal than the corresponding notion in [18], and leads to a more
inclusive functional clone. Our notion of ppsω-definability includes a limiting operation.
Without this limit, a functional clone may contain arbitrarily close approximations to a
function F of interest, without including F itself.
Aside from a desire for tidiness, there is a good empirical motivation for introducing limits.
Just as pp-definability is closely related to polynomial-time reductions between classical
CSPs, so is ppsω-definability related to approximation-preserving reductions between counting
CSPs. (Lemma 9 is a precise statement of this connection.) Many approximation-preserving
reductions in the literature (for example, [12]) are based not on a fixed “gadget” but
on sequences of increasingly-large gadgets that come arbitrarily close to some property
without actually attaining it. Our notion of ppsω-definability seems exactly to capture this
phenomenon.
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Our second, more concrete goal (see §3–§5) is to explore the role of log-supermodular
functions in the classification of functional clones, and hence in the complexity of approxim-
ating #CSPs. We restrict attention to the Boolean situation; that is, the domain is {0, 1}
and the allowed functions are of the form {0, 1}k → R≥0 for some integer k. A function with
Boolean domain is said to be log-supermodular if the logarithm of it is supermodular. It
is a non-trivial fact (Lemma 5) that the set LSM of log-supermodular functions is in fact
a functional clone. We examine the landscape of functional clones under the assumption
that non-negative unary functions (weights) are available. (Such an assumption is quite
usual in related work, such as Cai, Lu and Xia’s work on classifying “Holant∗” problems [6].)
Adding non-negative weights makes the classification of functional clones more tractable,
though we are still unable to provide a complete inventory. On the other hand, adding all
unary weights leads to a less rich (and more pessimistic) landscape [18]: negative weights
introduce cancellation, which tends to drive approximate counting CSPs in the direction of
intractability.
One particularly simple functional clone is the one generated by disequality. (Following
convention, we allow equality for free, in addition to the non-negative weights mentioned
earlier.) A counting CSP derived from this clone is trivial to solve exactly, as the partition
function factorises. Let us say that functions from this clone are of “product form”. Our main
result (Theorem 8) is that any clone that contains a function F that is not of product form
necessarily contains IMP, the binary (i.e., arity-2) function that takes the value 1, unless its
first argument is 1 and its second is 0, when it takes the value 0. (The complexity-theoretic
consequence of this will be discussed presently.) Furthermore (also Theorem 8), if F is not
log-supermodular (and is not in the clone generated by disequality), then the clone contains
all functions. Note that a large part of the functional clone landscape — below the clone
generated by IMP and above LSM — is very simple. If there is a complex landscape of
functional clones it must lie between the functional clone generated by IMP and the class of
functions LSM.
We present also an efficient version of ppsω-definability, and a corresponding notion of
functional clone, that allows complexity-theoretical consequences to be deduced (Theorem 10).
This is the third contribution of the paper (see §6). The last three authors, together with
Greenhill [10], studied the complexity of counting problems expressible using IMP. They
identified a class of natural problems of this form (which has since grown considerably)
which are interreducible via approximation-preserving reduction, and for which no efficient
approximation algorithm (FPRAS) is known. They conjectured that problems in this class
do not admit an FPRAS. If this is so then #CSP(F) is computationally intractable (in the
presence of nonnegative weights) whenever F contains a function F that is not of product
form. Furthermore, if F is not log-supermodular, then the counting problem #CSP(F) is
universal for Boolean counting CSPs and hence is provably NP-hard to approximate.
Although we focus on approximation of the partition functions of (weighted) #CSPs in
this paper, there is of course an extensive literature on exact computation; see, e.g., Cai,
Chen and Lu [5] and prior work.
2 Functional clones
Let (R,+,×) be any subsemiring of (C,+,×), where C denotes the complex numbers, and
D a finite domain. For n ∈ N, denote by Un the set of all functions Dn → R; also denote
by U = U0 ∪ U1 ∪ U2 ∪ · · · the set of functions of all arities. Suppose F ⊆ U is some
collection of functions, V = {v1, . . . , vn} is a set of variables and x : {v1, . . . , vn} → D
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is an assignment to those variables. An atomic formula has the form ϕ = G(vi1 , . . . , via)
where G ∈ F , a = a(G) is the arity of G, and (vi1 , vi2 , . . . , via) ∈ V a is a scope. Note that
repeated variables are allowed. The function Fϕ : Dn → R represented by the atomic formula
ϕ = G(vi1 , . . . , via) is just Fϕ(x) = G(x(vi1), . . . ,x(via)) = G(xi1 , . . . , xia), where from now
on we write xj = x(vj).
A pps-formula (“primitive product summation formula”) is a summation of a product
of atomic formulas. A pps-formula ψ over F in variables V ′ = {v1, . . . , vn+m} has the form
ψ =
∑
vn+1,...,vn+m
∏s
j=1 ϕj , where ϕj are all atomic formulas over F in the variables V ′.
(The variables V are free, and the others, V ′ \ V , are bound.) The formula ψ specifies a
function Fψ : Dn → R in the following way:
Fψ(x) =
∑
y∈Dm
s∏
j=1
Fϕj (x,y), (1)
where x and y are assignments x : {v1, . . . , vn} → D and y : {vn+1, . . . , vn+m} → D. The
functional clone 〈F〉 generated by F is the set of all functions in U that can be represented by
a pps-formula over F∪{EQ} where EQ is the binary equality function defined by EQ(x, x) = 1
and EQ(x, y) = 0 for x 6= y. We refer to the pps-formula as an “implementation” of the
function. We use the following lemma.
I Lemma 1. If G ∈ 〈F〉 then 〈F , G〉 = 〈F〉.
To make the next step we suppose that R is dense-in-itself with respect to the usual
topology on C. Then we say that an a-ary function F is ppsω-definable over F if there exists
a finite subset SF of F ∪ {EQ} such that, for every ε > 0, there is an a-ary function F̂
specified by a pps-formula over SF with ‖F̂ − F‖∞ = maxx∈Da |F̂ (x)− F (x)| < ε.
Denote the set of functions in U that are ppsω-definable over F ∪ {EQ} by 〈F〉ω; we
call this the ppsω-definable functional clone generated by F . Note that functions in 〈F〉ω
are determined only by finite subsets of F . Also, although some functions taking values
outside R (including partial functions, which are undefined, or infinite, on some inputs) may
be ppsω-definable over F ∪ {EQ}, 〈F〉ω is defined to include only functions in U . The class
of functions U in operation at any time will be clear from the context.
That completes the setup for expressibility. In order to deduce complexity results, we
need an effective version of 〈F〉ω. We say that a function F is efficiently ppsω-definable over
F if there is a finite subset SF of F , and a TMMF,SF with the following property: on input
ε > 0,MF,SF computes a pps-formula ψ over SF such that Fψ has the same arity as F and
‖Fψ − F‖∞ < ε. The running time of MF,SF is at most a polynomial in log ε−1. Denote
the set of functions in U that are efficiently ppsω-definable over F ∪ {EQ} by 〈F〉ω,p; we
call this the efficient ppsω-definable functional clone generated by F , The following useful
observation is immediate from the definition of 〈F〉ω,p.
I Observation 2. Suppose F ∈ 〈F〉ω,p. Then there is a finite SF ⊆ F such that F ∈ 〈SF 〉ω,p.
Since pps-formulas are defined using sums of products (with just one level of each), we
need to check that functions that are ppsω-definable in terms of functions that are themselves
ppsω-definable over F are actually directly ppsω-definable over F . The following lemma
ensures that this is the case.
I Lemma 3. If G ∈ 〈F〉ω [or G ∈ 〈F〉ω,p] then 〈F , G〉ω = 〈F〉ω [〈F , G〉ω,p = 〈F〉ω,p].
Lemma 3 may have wider applications in the study of approximate counting problems.
Often, approximation-preserving reductions between counting problems are complicated
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to describe and difficult to analyse, owing to the need to track error estimates. Lemma 3
suggests breaking the reduction into smaller steps, and analysing each of them independently.
This assumes, of course, that the reductions are ppsω-definable, but that often seems to be
the case in practice.
3 Relational Clones and Non-negative functions
A function F ∈ U is a Boolean function if its range is contained in {0, 1}. F encodes a
relation R as follows: x is in the relation R iff F (x) = 1. We will not distinguish between
relations and the Boolean functions that define them. Suppose that R ⊆ U is a set of
Boolean functions/relations. A pp-formula over R is an existentially quantified product of
atomic formulas. More precisely, a pp-formula ψ over R in variables V ′ = {v1, . . . , vn+m}
has the form ψ = ∃ vn+1, . . . , vn+m
∧s
j=1 ϕj , where ϕj are all atomic formulas over R in the
variables V ′. As before, the variables V = {v1, . . . , vn} are called “free”, and the others,
V ′ \ V , are called “bound”. The formula ψ specifies a Boolean function Rψ : Dn → {0, 1} in
the following way. Rψ(x) = 1 if there is a vector y ∈ Dm such that
∧s
j=1Rϕj (x,y) evaluates
to “1”, where x and y are assignments x : {v1, . . . , vn} → D and y : {vn+1, . . . , vn+m} → D;
Rψ(x) = 0 otherwise. We refer to the pp-formula as an “implementation” of Rψ.
A relational clone (often called a “co-clone”) is a set of Boolean relations containing the
equality relation and closed under finite Cartesian products, projections, and identification of
variables. A basis [9] for the relational clone I is a set R of Boolean relations such that the
relations in I are exactly the relations that can be implemented with a pp-formula over R.
Every relational clone has such a basis.
For every set R of Boolean relations, let 〈R〉R denote the set of relations that can
be represented by a pp-formula over R ∪ {EQ}. It is well-known that if R ∈ 〈R〉R then
〈R ∪ {R}〉R = 〈R〉R Thus, 〈R〉R is in fact a relational clone with basis R.
A basis R for a relational clone 〈R〉R is called a “plain basis” [9, Definition 1] if every
member of 〈R〉R is definable by a CNF(R)-formula (a pp-formula over R with no ∃).
For most of this paper, we restrict attention to the Boolean domain D = {0, 1} and to
the codomain R = R≥0 of non-negative real numbers. For n ∈ N, denote by Bn the set of
all functions {0, 1}n → R≥0; also denote by B = B0 ∪ B1 ∪ B2 ∪ · · · the set of functions of
all arities. The advantage of working with the Boolean domain is (i) that it comes with a
well-developed theory of relational clones, and (ii) the concept of log-supermodular function
makes sense (see §4). As explained in the introduction, the advantage of working with
non-negative real numbers is that we thereby forbid cancellation, and potentially obtain a
more nuanced expressibility/complexity landscape.
Given a function F ∈ B, let RF be the function corresponding to the relation underlying F .
That is, RF (x) = 0 if F (x) = 0 and RF (x) = 1 if F (x) > 0. The following straightforward
lemma will be useful.
I Lemma 4. Suppose F ⊆ B. Then 〈{RF | F ∈ F}〉R = {RF | F ∈ 〈F〉}.
4 Log-supermodular functions
A function F ∈ Bn is log-supermodular (lsm) if F (x ∨ y)F (x ∧ y) ≥ F (x)F (y) for all
x,y ∈ {0, 1}n. The terminology is justified by the observation that F is lsm if and only if
f = lnF is supermodular, where ln 0 is treated as −∞, a formal entity that is operated on
in the obvious way. We denote by LSM ⊂ B the class of all lsm functions. The second part
of our main result (Theorem 8) in some sense says that, in terms of expressivity, everything
A.A. Bulatov, M. Dyer, L.A. Goldberg, and M. Jerrum 307
of interest takes place in the class LSM. The class LSM fits naturally into our study of
expressibility because of the following closure property: functions that are ppsω-definable
from lsm functions are lsm.
I Lemma 5. If F ⊆ LSM is any set of lsm functions then 〈F〉ω ⊆ LSM.
Proof. The only nontrivial step is to show that if G ∈ Bn+m is lsm then so is the function
G′ ∈ Bn defined by G′(x) =
∑
y∈{0,1}m G(x,y). It is enough to prove the claim for
m = 1, as the result for general m follows by induction. Suppose a′, b′ ∈ {0, 1}n, and
let A = {(a′, 0), (a′, 1)} and B = {(b′, 0), (b′, 1)}. We extend G to subsets of {0, 1}n+1
by letting G(Z) =
∑
z∈Z G(z) for all Z ⊆ {0, 1}n+1. Note that G′(a′) = G(A) and
G′(b′) = G(B). Denote by A ∨ B and A ∧ B the sets A ∨ B = {a ∨ b : a ∈ A and b ∈ B}
and A ∧ B = {a ∧ b : a ∈ A and b ∈ B}. Note that G′(a′ ∨ b′) = G(A ∨ B) and
G′(a′ ∧ b′) = G(A ∧ B). Since G is lsm, we know that G(a)G(b) ≤ G(a ∨ b)G(a ∧ b) for
all a, b ∈ {0, 1}n+1. Thus, applying the Ahlswede-Daykin “Four-functions Theorem” [1,
Theorem 1] with α = β = γ = δ = G,
G′(a′)G′(b′) = G(A)G(B) ≤ G(A ∨B)G(A ∧B) = G′(a′ ∨ b′)G′(a′ ∧ b′).
As a′, b′ ∈ {0, 1}n were arbitrary, G′ is lsm. More details are in the full version [4]. J
An important example of an lsm function is the 0,1-function “implies”, with IMP(1, 0) = 0
and IMP(x, y) = 1 for all other x and y. We also think of this as a binary relation
IMP = {(0, 0), (0, 1), (1, 1)}. Complexity-theoretic issues will be treated in detail in §6.
However, it may be helpful to give a pointer here to the importance of IMP in the study of
approximate counting problems.
The problem #BIS is that of counting independent sets in a bipartite graph. Dyer et
al. [10] exhibited a class of counting problems, including #BIS, which are interreducible
via approximation-preserving reductions. Further natural problems have been shown to lie
in this class, which appears to be of intermediate complexity between counting problems
that are tractable (i.e., admitting a polynomial-time approximation algorithm) and those
that are NP-hard to approximate. We will see in due course (Theorem 10) that #BIS and
#CSP(IMP) are interreducible via approximation-preserving reductions, and hence are of
equivalent difficulty.
We know from Lemma 5 that 〈IMP,B1〉ω ⊆ LSM. It is an open question whether the
inclusion is strict. A related question is whether LSM = 〈F〉ω for any finite set F of lsm
functions. A similar question has been investigated by Živný et al. [19] in this context of
optimisation problems, where summation is replaced by maximisation or minimisation.
5 The main result
Since we want to be able to derive computational results, we now restrict attention to
functions whose co-domains are restricted to efficiently-computable real numbers. A real
number is polynomial-time computable if the first n bits of its binary expansion can be
computed in time polynomial in n. Let Rp denote the set of non-negative real numbers
that are polynomial-time computable. For n ∈ N, denote by Bpn the set of all functions
{0, 1}n → Rp; also denote by Bp = Bp0 ∪ Bp1 ∪ Bp2 ∪ · · · the set of functions of all arities.
I Remark. If F ⊆ Bp then real numbers appearing as function values must be polynomial-
time computable. This is a stronger requirement than the efficiently approximable real
numbers defined in [13], but it results in a more uniform treatment of limits when we discuss
efficient ppsω-definability using these functions.
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5.1 Pinnings and modular functions
Let δ0 be the unary function with δ0(0) = 1 and δ0(1) = 0 and let δ1 be the unary function
with δ1(0) = 0 and δ1(1) = 1.
If n ≥ 2 then a 2-pinning of a function F ∈ Bn is a function
Gi,j(x1, x2) = F (c1, . . . , ci−1, x1, ci+1, . . . , cj−1, x2, cj , . . . , cn),
where i, j ∈ {1, . . . , n}, i 6= j, and each ck is in {0, 1}. Clearly, every 2-pinning of F is in
〈F,Bp1〉, since the constants ck can be implemented using the functions δ0 and δ1.
We say that a function F ∈ Bn is log-modular if f = lnF is modular, ie., F (x∨ y)F (x∧
y) = F (x)F (y) for all x,y ∈ {0, 1}n.
We will use the following fact about 2-pinnings of lsm and log-modular functions. This
follows directly from [15, Theorem 44.1] for the supermodular case, but Schrijver’s proof also
applies to the modular case. The lemma is originally due to Topkis [16].
I Lemma 6 (Topkis). Let F be a function from {0, 1}n to R>0. F is lsm iff every 2-pinning
of F is lsm. F is log-modular iff every 2-pinning of F is log-modular.
5.2 Binary functions
Recall that EQ is the binary relation EQ = {(0, 0), (1, 1)}. (We used the name “EQ” to denote
the equivalent binary function as well.) Denote by OR, NEQ, and NAND the binary relations
OR = {(0, 1), (1, 0), (1, 1)}, NEQ = {(0, 1), (1, 0)}, and NAND = {(0, 0), (0, 1), (1, 0)}.
I Lemma 7. Let F ∈ Bp2 . Assuming F (0, 1) ≥ F (1, 0),
(i) if F (0, 0)F (1, 1) = F (0, 1)F (1, 0), then 〈F,Bp1〉ω,p = 〈Bp1〉ω,p;
(ii) if RF = EQ, then 〈F,Bp1〉ω,p = 〈Bp1〉ω,p;
(iii) if RF = NEQ, then 〈F,Bp1〉ω,p = 〈NEQ,Bp1〉ω,p;
(iv) if IMP ⊆ RF and F (0, 0)F (1, 1) > F (0, 1)F (1, 0), then 〈F,Bp1〉ω,p = 〈IMP,Bp1〉ω,p;
(v) otherwise, 〈F,Bp1〉ω,p = 〈OR,Bp1〉ω,p = Bp.
I Remark. From Lemma 7, we see that IMP does not really occupy a special position in
〈IMP,Bp1〉ω,p, in the sense that there are other function F with 〈F,Bp1〉ω,p = 〈IMP,Bp1〉ω,p.
Similarly, OR does not occupy a special position in 〈OR,Bp1〉ω,p. Nevertheless, it is useful to
label the classes this way, and we will do so.
I Remark. From the proof of Lemma 7, we have the following inclusions between the four
classes involved. 〈Bp1〉ω,p ⊆ 〈NEQ,Bp1〉ω,p ⊆ 〈OR,Bp1〉ω,p and 〈Bp1〉ω,p ⊆ 〈IMP,Bp1〉ω,p ⊆
〈OR,Bp1〉ω,p. In fact, 〈NEQ,Bp1〉ω,p and 〈IMP,Bp1〉ω,p are incomparable, and hence all the
inclusions are actually strict. For one non-inclusion, note the clone 〈IMP,Bp1〉ω,p contains
only lsm functions, and hence does not contain NEQ. For the other, we claim that arity-2
functions in the clone 〈NEQ,Bp1〉ω,p are of one of three forms — U1(x)U2(y), U(x)EQ(x, y)
or U(x)NEQ(x, y) — and then observe that IMP matches none of these.
5.3 Functional clones on 2-element set
I Theorem 8. Suppose F ∈ Bp.
If F /∈ 〈NEQ,Bp1〉 then IMP ∈ 〈F,Bp1〉ω,p, and hence 〈IMP,Bp1〉ω,p ⊆ 〈F,Bp1〉ω,p
If, in addition, F /∈ LSM then 〈F,Bp1〉ω,p = Bp.
The non-effective version of the theorem — with B,B1 replacing Bp,Bp1 , and 〈·〉ω replacing
〈·〉ω,p — also holds.
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Proof. We start with the first part of the theorem, for which the aim is to show that either
IMP ∈ 〈F,Bp1〉ω,p or F ∈ 〈NEQ,Bp1〉. Let C be the relational clone 〈RF , δ0, δ1〉R. Since
{RF , δ0, δ1} ⊆ {RF ′ | F ′ ∈ {F} ∪ Bp1}, C ⊆ 〈RF ′ | F ′ ∈ {F} ∪ Bp1〉R, so by Lemma 4,
C ⊆ {RF ′ | F ′ ∈ 〈F,Bp1〉}.
First, suppose IMP ∈ C. Then 〈F,Bp1〉ω,p contains a function F ′ with RF ′ = IMP. The
function F ′ falls into parts (iv) or (v) of Lemma 7, so by this lemma, 〈F,Bp1〉ω,p is either
〈IMP,Bp1〉ω,p or 〈OR,Bp1〉ω,p. Either way, 〈F,Bp1〉ω,p contains IMP (as noted in Remark at
the end of Section 5.2). Similarly, if OR ∈ C or NAND ∈ C then IMP ∈ 〈F,Bp1〉ω,p.
We now consider the possibilities. If RF is not affine, then [8, Lemma 5.30] shows that
one of IMP, OR and NAND is in C. This is also proved in [11, Lemma 15].
In fact, the set of all relational clones (also called “co-clones”) is well understood. These
are listed in [9, Table 2], which gives a plain basis for each relational clone. A graph illustrating
the subset inclusions between the relational clones, called Post’s lattice, is depicted in [2,
Figure 2]. This graph is reproduced in the full version [4, Figure 1]. The relational clones
are the vertices of the graph. A downwards edge from one clone to another indicates that
the lower clone is a subset of the higher one. For example, since there is a path (in this
case, an edge) from ID1 down to IR2 in Post’s lattice, we deduce that IR2 ⊂ ID1. We will
require bases for only 3 relational clones: IR2, ID1, and IL2; their plain bases are {EQ, δ0, δ1},
{EQ,NEQ, δ0, δ1}, and {(x1 ⊕ . . .⊕ xk = c) | k ∈ N, c ∈ {0, 1}}, respectively.
If RF is affine then the relations in C are given by linear equations, so C is either the
relational clone IL2 (whose plain basis is the set of all Boolean linear equations) or C is some
subset of IL2, in which case it is below IL2 in [4, Figure 1].
Now, EQ, δ0 and δ1 are in C. The relational clone containing these relations (and nothing
else) is IR2, so C is a (not necessarily proper) superset of IR2. Thus, C is (not necessarily
strictly) above IR2 in [4, Figure 1]. From the figure, it is clear that the only possibilities are
that C is one of the relational clones IL2, ID1 and IR2.
Now IR2 ⊂ ID1 and the plain basis of ID1 is {EQ,NEQ, δ0, δ1}. Therefore if C = IR2 or
C = ID1, then RF is definable by a CNF formula over {EQ,NEQ, δ0, δ1}.
Suppose that F (x) has arity n. To avoid trivialities, suppose that RF is not the empty
relation. Suppose that ψ(v1, . . . , vn) is a CNF formula over {EQ,NEQ, δ0, δ1} implementing
the relation Rψ = RF .
Let V = {v1, . . . , vn}. Let ψi be the projection of ψ onto variable vi. ψi is one of the three
unary relations {(0)}, {(1)}, and {(0), (1)}. Let V ′ = {vi ∈ V | ψi = {(0), (1)}}. For vi ∈ V ′
and vj ∈ V ′, let ψi,j be the projection of ψ onto variables vi and vj . ψi,j is a binary relation.
As is easily seen, of the 16 possible binary relations, the only ones that can occur are EQ,
NEQ and {0, 1}2. (See the full version [4] for details.) We define an equivalence relation ∼
on V ′ in which vi ∼ vj iff ψi,j ∈ {EQ,NEQ}. Let V ′′ contain exactly one variable from each
equivalence class in V ′. Let k = |V ′′|. For convenience, we will assume V ′′ = {v1, . . . , vk}.
Now, for every assignment x : {v1, . . . , vk} → {0, 1} there is exactly one assignment
y : {vk+1, . . . , vn} → {0, 1} such that RF (x,y) = 1. Let σ(x) be this assignment y. Now,
define the arity-k function G by G(x) = F (x, σ(x)). Note that
G(x) =
∑
y∈{0,1}n−k
F (x,y), (2)
where y is an assignment y : {vk+1, . . . , vn} → {0, 1}. By construction, G(x) is a strictly
positive function. Also, from (2), G ∈ 〈F,Bp1〉ω,p. We finish with two cases.
Case 1. Every 2-pinning of G is log-modular. Then G is also log-modular, by Lemma 6.
This means (see, for example, [3, Proposition 24]) that g = lnG is a linear function
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of x1, . . . , xk and ¬x1, . . . ,¬xk so G ∈ 〈NEQ,Bp1〉. (For example, if g = a1x1 + a2x2 +
a3¬x3 then G can be written as G(x1, x2, x3) =
∑
y3
f1(x1)f2(x2)f3(y3)NEQ(x3, y3), where
fi(x) = exp(aix) is a function in Bp1 .) Since F (x,y) = RF (x,y)G(x), we conclude that
F ∈ 〈NEQ,Bp1〉.
Case 2. There is a 2-pinning G′ of G that is not log-modular. Since G is strictly positive,
so is G′. Since G ∈ 〈F,Bp1〉ω,p, so is G′. By Lemma 7, (parts (iv) or (v)), IMP ∈ 〈G′,Bp1〉ω,p.
By Lemma 3, IMP ∈ 〈F,Bp1〉ω,p.
Finally, we consider the case in which C = IL2. Let ⊕3 be the relation {(0, 0, 0), (0, 1, 1),
(1, 0, 1), (1, 1, 0)} containing all triples whose Boolean sums are 0. From the plain basis of
IL2, we see that the relation ⊕3 is in C, so 〈F,Bp1〉 contains a function F ′ with RF ′ = ⊕3.
Let F ′′ be the symmetrisation of F ′ implemented by
F ′′(x, y, z) = F ′(x, y, z)F ′(x, z, y)F ′(y, x, z)F ′(y, z, x)F ′(z, x, y)F ′(z, y, z).
Now let µ0 = F ′′(0, 0, 0) and µ2 = F ′′(0, 1, 1). Let U be the unary function with U(0) = µ−1/30
and U(1) = µ1/60 µ
−1/2
2 . Note that since F ∈ Bp, the appropriate roots of µ0 and µ2
are efficiently computable, so U ∈ Bp1 . Now ⊕3(x, y, z) = U(x)U(y)U(z)F ′′(x, y, z), so
⊕3 ∈ 〈F,Bp1〉. Finally, let U ′ be the unary function defined by U ′(0) = 1 and U ′(1) = 2 and
let G(x, z) =
∑
y ⊕3(x, y, z)U ′(y). Note that G(0, 0) = G(1, 1) = 1 and G(0, 1) = G(1, 0) = 2.
By Lemma 1, G is in 〈F,Bp1〉. But by Lemma 7, IMP ∈ 〈G,Bp1〉ω,p so by Lemma 3,
IMP ∈ 〈F,Bp1〉ω,p.
We now prove Part 2 of the theorem. Suppose that F is not lsm and that F /∈
〈NEQ,Bp1〉 so, by Part 1 of the theorem, we have IMP ∈ 〈F,Bp1〉ω,p. Let H(x1, x2) =∑
y1,y2
IMP(y1, x1)IMP(y1, x2)IMP(x1, y2)IMP(x2, y2). Note that H(0, 0) = H(1, 1) = 2
and H(0, 1) = H(1, 0) = 1. Now for any integer k, let
Hk(x1, . . . , xn) =
∑
y1,...,yn
F (y1, . . . , yn)
n∏
i=1
H(xi, yi)k.
By construction, Hk is strictly positive. Also, as k gets large, Hk(x1, . . . , xn) gets closer
and closer to 2knF (x1, . . . , xn). Thus, for sufficiently large k, Hk is not lsm. By Lemma 1,
H ∈ 〈F,Bp1〉ω,p so Hk ∈ 〈F,Bp1〉ω,p. Applying Lemma 6 to Hk, there is a binary function
F1 ∈ 〈F,Bp1〉 that is not lsm so F1(0, 0)F1(1, 1) < F1(0, 1)F1(1, 0). By Parts (iii) and (v) of
Lemma 7, we either have NEQ ∈ 〈F,Bp1〉 or OR ∈ 〈F,Bp1〉. In the latter case, we are finished
by (v) of Lemma 7. In the former case, we are also finished since OR ∈ 〈IMP,NEQ〉— details
are given in the full version [4]. J
6 Complexity-theoretic consequences
In order to explore the computational consequences of Theorem 8, we need to recall some
definitions from computational complexity, specifically relating to approximate counting
problems. For contextual material and proofs of any unsubstantiated claims made below,
please refer to [10].
For our purposes, a counting problem is a function Π from instances w (encoded as a
word over some alphabet Σ) to a number Π(w) ∈ R≥0. For example, w might encode an
instance I of a counting CSP problem #CSP(Γ ), in which case Π(w) would be the partition
function Z(I) associated with I. A randomised approximation scheme (RAS) for Π is a
randomised algorithm that takes an instance w and returns an approximation Y to Π(w).
The approximation scheme has a parameter ε > 0 which specifies the error tolerance. Since
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the algorithm is randomised, the output Y is a random variable depending on the “coin
tosses” made by the algorithm. We require that, for every instance w and every ε > 0,
Pr
[
e−εΠ(w) ≤ Y ≤ eεΠ(w)] ≥ 3/4. The RAS is said to be a fully polynomial randomised
approximation scheme, or FPRAS, if it runs in time bounded by a polynomial in |w| (the
length of the word w) and ε−1. See Mitzenmacher and Upfal [14, Definition 10.2].
Suppose that Π1 and Π2 are functions from Σ∗ to R≥0. An “approximation-preserving
reduction” (AP-reduction) [10] from Π1 to Π2 gives a way to turn an FPRAS for Π2
into an FPRAS for Π1. Specifically, an AP-reduction from Π1 to Π2 is a randomised
algorithm A for computing Π1 using an oracle1 for Π2. The algorithm A takes as input a
pair (w, ε) ∈ Σ∗ × (0, 1), and satisfies the following three conditions: (i) every oracle call
made by A is of the form (v, δ), where v ∈ Σ∗ is an instance of Π2, and 0 < δ < 1 is an
error bound satisfying δ−1 ≤ poly(|w|, ε−1); (ii) the algorithm A meets the specification for
being a randomised approximation scheme for Π1 (as described above) whenever the oracle
meets the specification for being a randomised approximation scheme for Π2; and (iii) the
run-time of A is polynomial in |w| and ε−1. Note that the class of functions computable by
an FPRAS is closed under AP-reducibility. Informally, AP-reducibility is the most liberal
notion of reduction meeting this requirement. If an AP-reduction from Π1 to Π2 exists
we write Π1 ≤AP Π2. If Π1 ≤AP Π2 and Π2 ≤AP Π1 then we say that Π1 and Π2 are
AP-interreducible, and write Π1 =AP Π2.
A word of warning about terminology. Subsequent to [10] the notation ≤AP has been
used to denote a different type of approximation-preserving reduction which applies to
optimisation problems. We will not study optimisation problems in this paper, so hopefully
this will not cause confusion.
The complexity of approximating Boolean #CSPs in the unweighted case (i.e., where
the functions in Γ have codomain {0, 1}) was earlier studied by the final three authors [11].
Two counting problems played a special role there, and in earlier work in the complexity of
approximate counting [10]. They also play a key role here.
Name #SAT
Instance A Boolean formula ϕ in conjunctive normal form.
Output The number of satisfying assignments of ϕ.
Name #BIS
Instance A bipartite graph B.
Output The number of independent sets in B.
An FPRAS for #SAT would, in particular, have to decide with high probability between
a formula having some satisfying assignments or having none. Thus #SAT cannot have an
FPRAS unless NP = RP.2 The same is true of any problem to which #SAT is AP-reducible.
As far as we are aware, the complexity of approximating #BIS does not relate to any of
the standard complexity theoretic assumptions, such as NP 6= RP. Nevertheless, there is
increasing empirical evidence that no FPRAS for #BIS exists, and we adopt this as a working
hypothesis. Of course, this hypothesis implies that no #BIS-hard problem (problem to
which #BIS is AP-reducible) admits an FPRAS. Finally, here is a precise statement of the
1 The reader who is not familiar with oracle Turing machines can just think of this as an imaginary
(unwritten) subroutine for computing Π2.
2 The supposed FPRAS would provide a polynomial-time decision procedure for satisfiability with two-
sided error; however, there is a standard trick for converting two-sided error to the one-sided error
demanded by the definition of RP [17, Thm 10.5.9].
STACS’12
312 Log-supermodular functions
computational task we are interested in. A (weighted) #CSP problem is parameterised by a
finite subset F of Bp and defined as follows.
Name #CSP(F)
Instance A pps-formula ψ consisting of a product of m atomic F-formulas over n free
variables x. (Thus, ψ has no bound variables.)
Output The value
∑
x∈{0,1}n Fψ(x) where Fψ is the function defined by that formula.
Officially, the input size |w| is the length of the encoding of the instance. However, we
shall take the size of a #CSP(F) instance to be n + m, where n is the number of (free)
variables and m is the number of constraints (atomic formulas). This is acceptable, as we
are only concerned to measure the input size within a polynomial factor; moreover, we
have restricted Γ to be finite, thereby avoiding the issue of how to the encode constraint
functions F . We typically denote an instance of #CSP(F) by I and the output by Z(I); by
analogy with systems in statistical physics we refer to Z(I) as the partition function.
Aside from simplifying the representation of problem instances, there is another, more
important reason for decreeing that F is finite, namely, that it allows us to prove the following
basic lemma relating functional clones and computational complexity. It is, of course, based
on a similar result for classical decision CSPs.
I Lemma 9. Suppose F ⊆ Bp is finite. If F ∈ 〈F〉ω,p then #CSP(F,F) ≤AP #CSP(F)
Proof. Let k be the arity of F . LetM be a TM which, on input ε′ > 0, computes a k-ary
pps-formula ψ over F ∪ EQ such that ‖Fψ − F‖∞ < ε′. Consider an input (I, ε) where I
is an instance of #CSP(F,F) and ε is an accuracy parameter. The key idea of the proof is
to construct an instance I ′ of #CSP(F) by replacing each F -constraint in I with the set of
constraints and extra (bound) variables in the formula ψ that is output byM with input ε′.
After choosing an appropriate ε′ the proof can be completed by a fairly straightforward
computation (see the full version [4]). J
I Theorem 10. Suppose F is a finite subset of Bp.
If F ⊆ 〈NEQ,Bp1〉 then, for any finite S ⊆ Bp1 , there is an FPRAS for #CSP(F , S).
Otherwise,
There is a finite subset S of Bp1 such that #BIS ≤AP #CSP(F , S).
If there is a function F ∈ F such that F /∈ LSM then there is a finite subset S of Bp1
such that #SAT =AP #CSP(F , S).
I Example 11. Let F ∈ Bp2 be the function defined by F (0, 0) = F (1, 1) = λ and F (0, 1) =
F (1, 0) = 1, where λ > 1. Then, by Theorem 10, #CSP(F, S) is #BIS-hard, for some set S
of unary weights. (This counting CSP is also #BIS-easy.) Note that #CSP(F, S) is nothing
other than the ferromagnetic Ising model with an applied field. So we recover, with no effort,
the main result of Goldberg and Jerrum’s investigation of this model [12].
I Example 12. If F is as before, but λ ∈ (0, 1), then F /∈ LSM and Theorem 10 tells us that
#CSP(F, S) is #SAT-hard, for some set S of unary weights. This is a restatement of the
well-known fact that the partition function of an antiferromagnetic Ising model is hard to
compute, even approximately.
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Abstract
We consider the classical rumor spreading problem, where a piece of information must be dissem-
inated from a single node to all n nodes of a given network. We devise two simple push-based
protocols, in which nodes choose the neighbor they send the information to in each round using
pairwise independent hash functions, or a pseudo-random generator, respectively. For several well-
studied topologies our algorithms use exponentially fewer random bits than previous protocols.
For example, in complete graphs, expanders, and random graphs only a polylogarithmic number
of random bits are needed in total to spread the rumor in O(log n) rounds with high probability.
Previous explicit algorithms, e.g., [10, 17, 6, 15], require Ω(n) random bits to achieve the same
round complexity. For complete graphs, the amount of randomness used by our hashing-based
algorithm is within an O(log n)-factor of the theoretical minimum determined by Giakkoupis and
Woelfel [15].
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1 Introduction
Broadcasting a piece of information to all nodes in a network is one of the fundamental
problems in the theory of network algorithms. A basic variant of the problem is the rumor
spreading problem: One node in a graph with n nodes initially obtains a piece of information,
called the rumor. In subsequent synchronous rounds, nodes communicate with randomly
chosen neighbors in order to spread the rumor. Protocols for rumor spreading are of
fundamental interest and have several applications, such as in the maintenance of distributed
replicated database systems [4, 10], failure detection [24], resource discovery [16], and data
aggregation [1]. As such, the problem has been well-studied in the literature.
Several design goals have been considered when devising rumor spreading protocols: Most
importantly, the algorithm should be efficient, in the sense that the rumor reaches every
node in a small number of rounds. In addition, rumor spreading protocols should be local,
i.e., nodes should not need to have any information about the global connectivity of the
network. Another important property is robustness, that is, the protocol can tolerate the
failure of some links [10, 17].
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Under standard model assumptions, deterministic rumor spreading protocols are often
inefficient. For example, on complete graphs, it is not possible to spread the rumor in o(n)
rounds if nodes in the adjacency lists can be ordered arbitrarily (and nodes do not know the
orderings). Hence, essentially all rumor spreading protocols of note are randomized.
In the standard models, a node u can open a communication channel to one of its
neighbors, v. If u knows the rumor, u can then push it to v, and if u does not know the
rumor, it can try to pull it from v. In push-protocols, where the rumor is disseminated solely
by push communication, it is easy to share randomness among all nodes: The first node that
obtains the rumor can generate a random string and then nodes pass the same random string
along with the rumor. It is known that for push-protocols it is necessary to share randomness
in order to achieve both, time and randomness efficiency [15]. On the other hand, in order
to benefit from pull-communications, nodes that have not received any messages would have
to generate their own “private” random strings to determine their random communication
partners. Thus, it seems that pull-communications cannot help to spread the rumor to many
nodes, unless many nodes generate random strings, and thus in total a large number of
random bits is generated. Therefore, in this paper we restrict our attention to push-protocols.
Precisely, a push-protocol proceeds in synchronous rounds as follows: Initially, in round
0, an arbitrary node receives the rumor. In every succeeding round, every informed node
(i.e., every node that received the rumor in a previous round) chooses a random neighbor
(according to some probability distribution), which it then informs about the rumor.
In the fully random protocol, in each round every informed node chooses its neighbor
uniformly at random. This simple classical protocol, which has been extensively studied,
is local, robust, and efficient. For instance, for a variety of graphs, such as complete
graphs [13, 23], hypercubes [10], random graphs [12], expanders [21, 14], or regular graphs
with constant conductance [14], only O(log n) rounds are needed to spread the rumor to all
nodes with high probability (w.h.p.).1 In a graph of degree d, every informed node needs to
choose log d random bits in every round, and thus typically a total of Θ(t · n · log d) random
bits are needed, if the protocol runs for t rounds.
The so-called quasi-random protocol was proposed by Doerr, Friedrich, and Sauerwald
with the aim of “imitating properties of the classical push model with a much smaller degree
of randomness” [6]. The idea is that each node, once it becomes informed, only chooses
one starting point in its adjacency list uniformly at random. From then on, it contacts its
neighbors in the order they appear in the adjacency list, beginning with that starting point
(and in a round-robin fashion). The protocol has very similar properties as the fully random
algorithm, and in particular it has been proven to be as efficient on complete graphs, random
graphs, strong expanders and hypercubes (see also Table 1). Only O(n log d) random bits
are needed in total for the quasi-random protocol on a graph of degree d.
Doerr and Fouz [5] showed that in the complete graph one cannot further reduce the
amount of randomness of the quasi-random protocol by limiting each node’s choice of its
starting point in its list without sacrificing the efficiency of the protocol. Giakkoupis and
Woelfel [15] proved more general upper and lower bounds for the amount of randomness
required to spread a rumor on the complete graph: They provided a relatively simple protocol
that needs only O(n log log n) random bits in total to spread the rumor to all nodes of the
complete graph. Moreover, they showed that any protocol that uses only log n−log log n−ω(1)
random bits needs ω(log n) rounds to inform all nodes. While the probabilistic method can
1 We say an event occurs with high probability, if there exists a constant ε > 0 such that the probability
of the event is 1−O(n−ε).
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Graph family Rumor spreading time Random bits Reference
Graphs with
∆/δ = O(1)
R(G) = O((1/φ) log n), w.h.p. Ω(n log n log ∆) [21, 14]
H(G) = O((1/φ) log n), w.h.p. O((1/φ) log2 n) Thm. 8
Expanders R(G) = O(log n), w.h.p. Θ(n log n) [21, 14]H(G) = O(log n), w.h.p. O(log2 n) Thm. 8
Strong
Expanders
R(G) = log n+ lnn+ o(log n), w.p. 1− o(1) Θ(n log n log ∆) Cor. 10
Q(G) = O(log n), w.h.p. Θ(n log ∆) [6, 7]
P(G) = log n+ lnn+ o(log n), w.p. 1− o(1) O(log3 n) Thm. 9
Complete
Graphs
R(G) = log n+ lnn+ o(log n), w.p. 1− o(1) Θ(n log2 n) [23]
Q(G) = log n+ lnn+ o(log n), w.p. 1− o(1) Θ(n log n) [11]
P(G) = log n+ lnn+ o(log n), w.p. 1− o(1) O(log3 n) Thm. 9
G(n, p) with
p = ω(log n/n)
R(G) = log n+ lnn+ o(log n), w.p. 1− o(1) Θ(n log n log(pn)) Cor. 10 & [12]
Q(G) = O(log n), w.h.p. Θ(n log(pn)) [6]
P(G) = log n+ lnn+ o(log n), w.p. 1− o(1) O(log3 n) Cor. 12
Table 1 Comparison of the rumor spreading time and the required number of random bits for
various topologies. By R(G) and Q(G) we denote the rumor spreading time of the fully random
and the quasi-random push-protocols, respectively, on graph G. By H(G) and P(G) we denote the
rumor spreading time of our hashing-based and PRG-based protocols. By δ and ∆ we denote the
minimum and maximum degrees of G, and φ denotes the conductance of G (see Section 3.2 for the
definition of conductance). All the time bounds for H(G) listed above also hold for P(G).
be employed to show that there exists a protocol which needs only O(log n) random bits to
inform all nodes in the complete graph [15], no explicit construction of a protocol that uses
less than O(n) random bits was known prior to this work.
1.1 Our Results
We present the first explicit rumor spreading protocols that use a sub-linear number of
random bits in total to efficiently spread the rumor in a wide class of networks. We describe
two protocols: one that uses hash functions, and one that uses pseudo-random generators
(short: PRGs). If the protocols run for a number of t rounds, then they need O(t · log n) and
O(t · log2 n) random bits, respectively. We prove that for many standard graph topologies
a logarithmic or polylogarithmic number of rounds suffice to broadcast the rumor w.h.p.,
so only a polylogarithmic number of random bits are consumed. In particular, using only
a polylogarithmic number of random bits, our protocols are asymptotically as efficient as
the best known protocol (i.e., the fully random one) on expanders and “strong” expanders
(for the definition of strong expanders see the beginning of Section 4). For strong expanders,
such as the complete graph and random graphs G(n, p) with p = ω(log n/n), our time bound
matches the lower bound for regular graphs shown in [9] for the fully random protocol. We
also prove a general upper bound of O((1/φ) log n) rounds, where φ is the conductance of
the underlying graph. This bound is tight in the sense that there are graphs for which the
diameter is at least Ω((1/φ) log n) [2]. The same upper bound was shown for the fully random
push-protocol in [2, 14, 21]. For a more complete overview of our results and a comparison
with previous results, see Table 1.
In our hashing-based protocol, nodes use pairwise independent hash functions (one for
each round) to determine the neighbors to send the rumor to. The intuition is the following:
In some round every informed node v establishes a communication link to a random neighbor
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X(v). For the efficiency of the protocol it is important that many of the random variables
X(v) are distinct, i.e., that the number of “message collisions” is small. In order to bound
the number of collisions, we can use second-moment methods and thus rely on pairwise
independence of the random variables X(v), as opposed to complete independence. This
is in spirit similar to the first application of pairwise independence to reduce the amount
of randomness, namely Luby’s derandomization of his parallel Minimum Independent Set
algorithm [20]. In our PRG-based protocol, nodes employ Nisan’s pseudo-independent block
generator [22] with a different seed in every round. We assume that nodes have no initial
IDs, so we combine our protocols with a mechanism to distribute IDs to all nodes. (Such
a mechanism was already presented in [15], but in our new protocols the size of the IDs is
much smaller.)
The analyses of both protocols deviates sometimes significantly from previous analyses
of rumor spreading protocols that use full randomness. Since we are limited to pairwise
independence or pseudo-independence, we cannot employ strong tail bounds such as Chernoff-
type bounds.
Our protocols are local, i.e., no information about the graph topology is needed. Further,
the fact that their analysis works for such a wide range of graphs indicates that the protocols
are robust. While the protocols are not quite as simple as the fully random and the
quasi-random protocols, the computation a node must perform in each round involves only
a constant number of arithmetic operations in the hashing-based protocol, and O(log n)
operations in the PRG-based protocol. The randomness requirement of the latter protocol is
also by a (log n)-factor higher. The hashing-based protocol is asymptotically as efficient as
the PRG-based protocol on all graphs that we consider. However, only for the PRG-based
protocol the constant factor in our upper bound on the rumor spreading time for strong
expander graphs matches the lower bound for the fully random protocol [9].
We assume the standard adversary model, which was also used in [6, 15]: In each round,
every informed node u chooses an index j ∈ {1, . . . , deg(u)}, and sends a message to the
j-th node in its adjacency list. No edge connection information is available to u other than
its adjacency list; and the order of u’s neighbors in this list is determined by an oblivious
adversary (before the algorithm is executed).2 For this model, it is known that any protocol
for the complete graph that uses at most b < log n random bits (b = 0 for a deterministic
algorithm) needs at least roughly b+ n/2b rounds to inform all nodes [15].
1.2 Preliminaries
Throughout the paper, G = (V,E) is a connected, undirected graph on n nodes. For each
node u ∈ V , we let N(u) denote the set of neighbors of u, and deg(u) := |N(u)| is the degree
of u. By δ and ∆ we denote the minimum and maximum degrees of G, respectively; if G is a
regular graph, we denote its degree by d. For any node sets S, T ⊆ V , we define the edge set
E(S, T ) := {{u, v} ∈ E | u ∈ S and v ∈ T}. The volume of S is vol(S) := ∑u∈S deg(u).
By It, for t ≥ 1, we denote the set of informed nodes at the end of round t, and Ut := V \It
is the set of uninformed nodes at that time. By I0 and U0 we denote the corresponding sets
initially, before the algorithm is executed. We assume that I0 = {s} for some arbitrary initial
node s. By log x we denote the binary logarithm of x.
2 In fact, our results hold for a slightly stronger adversary: the adversary is allowed to choose a different
ordering of the neighbors of a node for each round—but these orderings must be fixed before the
algorithm starts.
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For each 1 ≤ i ≤ m, let Xi be a discrete uniform random variable with (finite) range
Ri. We say that the sequence of random variables X1, . . . , Xm is pseudo-independent with
parameter ε, if for all Ai ⊆ Ri, 1 ≤ i ≤ m,∣∣∣∣Pr [X1 ∈ A1 ∧ · · · ∧Xk ∈ Am ]− |A1 × · · · × Am||R1 × · · · ×Rm|
∣∣∣∣ ≤ ε. (1)
The sequence is ε-approximate independent, if equation (1) is true as long as all sets Ai,
1 ≤ i ≤ m, have cardinality 1. Finally, the sequence is ε-approximate k-wise independent, if
any k random variables in that sequence are ε-approximate independent.
We recall the following Chernoff bound which can be easily derived from the Chernoff
bound for binomial random variables (cf. [8, Problem 3.6]).
I Lemma 1. Fix any 0 < p < 1 and let X1, . . . , Xn be independent identical geometric
random variables with Pr [Xi = k ] = (1− p)k−1 · p, for every k ≥ 1. Let X =
∑n
i=1Xi and
µ = E [X ]. Then it holds for all β > 0 that Pr [X ≥ (1 + β)µ ] ≤ e−nβ2/(2(1+β)).
Due to space limitations, several proofs are omitted from this extended abstract.
2 Description of the Protocols
Both our protocols are of the same structure. We consider only T -round protocols, in
which nodes send messages only for the first T rounds. In addition to T , each protocol is
parameterized by n, the number of nodes in the graph, and c, a constant to adjust the error
term. We assume that all nodes know n. (As long as the first node to receive the rumor
knows some upper bound n′ on n, the protocols work fine, but then the required amount of
randomness is a function in n′.) Moreover, all nodes have access to a common random string
s, the current round number, and the parameters c and T . (We make this assumption for
presentational reasons. In practice, the first node can determine s, c, and T , and then send
them together with the rumor. The current round number can also be sent together with
the rumor, and updated in each round. From Table 1 it is immediate that the increase in
message size incurred by this additional information is dominated by the length of s, i.e., the
randomness requirements of the protocol.) Whenever a node sends the rumor to one of its
neighbors in round t it also sends a message containing a unique string x that we call ID. A
node is uninformed as long as it has not received a message. Once a node receives the first
message, it becomes informed and from then on uses the ID of the received message as its
own ID. Once a node becomes informed, it ignores all further incoming messages. If in some
round an uninformed node receives multiple messages, then it only considers an arbitrary
one and discards all others.
We assume that in a T -round protocol, the first node to receive the rumor (in round
0) also receives the ID 0. Now, suppose a node v receives its first message with ID xv in
round t′. (Recall that v discards all other messages it receives.) Then, in round t > t′ node
v uses the values of t, s, as well as the ID xv to determine two functions ft(s, xv) (called the
link function) and gt(xv) (called the ID function). The function value of ft modulo deg(v)
determines to which neighbor v sends the rumor in round t, and gt(xv) is the ID of the
message sent by v to its neighbor in round t.
Both our protocols use the same ID function gt, which is defined by gt(x) := x+ 2t−1.
I Claim 2. All messages of a T -round protocol with ID function gt(x) = x + 2t−1 have
distinct IDs in
[
2T
]
.
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Let us briefly describe the intuition why this ID function works. Consider any path P =
(u0, u1, . . . , ut) of length t that follows the “spread” of the rumor, i.e., if u`−1 6= u`, then u`−1
sends the rumor to u` in round `. Then, we associate with P a bitstring S(P ) = (s1, . . . , st)
where s` = 1 if u` 6= u`−1 and s` = 0 otherwise. Note that S(P ) 6= S(P ′) for any two distinct
paths P and P ′ that the rumor has followed in the first t rounds. Since additionally S(P ) is
precisely the ID of the message that ut−1 sends to ut in round t if ut−1 6= ut, it follows that
all messages sent in round t have distinct IDs of length t whose last bit is 1.
For every node v ∈ It−1, let Xt(v) be the random variable which assumes value j ∈
{1, . . . , deg(v)} if in round t node v sends a message to its j-th neighbor (i.e., the j-th node
in its adjacency list). If v 6∈ It−1, then define Xt(v) = 0. A protocol is ε-approximate k-wise
independent in round t, if given any values of the random variables Xt′(v), t′ < t, v ∈ V , the
sequence of random variables Xt(v), v ∈ It−1, is ε-approximate k-wise independent. The
protocol is ε-approximate k-wise independent, if it is so in every round. The protocol is
pseudo-independent with parameter ε in round t, if given any values for the random variables
Xt′(v), t′ < t, v ∈ V , the sequence of random variables Xt(v), v ∈ It−1, is pseudo-independent
with parameter ε.
In the following we present two T -round protocols: Our first protocol is based on
pairwise independent hash functions. It is approximate pairwise independent and uses
O(T · (log T + log n)) random bits. Our second protocol is based on Nisan’s PRG. It uses
O(T · log2 n) random bits, and is pseudo-independent.
2.1 The Hashing-Based Protocol
We present a simple protocol based on pairwise independent hash functions that achieves
approximate pairwise independence. A family H of hash functions h : [M ]→ [N ] is called
ε-approximate k-wise independent, if for a randomly chosen function h ∈ H the sequence of
hash values h(x), x ∈ [M ], is ε-approximate k-wise independent. (In the case ε = 0, H is
called k-wise independent.)
I Claim 3. For all integer functions R = R(n),M = M(n), N = N(n), there is an O(1/R)-
approximate pairwise independent family HM,N,R of hash functions h : [M ]→ [N ], such that
each hash function in HM,N,R can be described with O(logR+ log logM) bits.
The construction of the hash class HM,N,R is standard: Every function in HM,N,R
has the same form ha,b,p(x) = (ax + b) mod p mod N , where p is a prime in {M ′, 2M ′},
M ′ = dR · logMe, and a, b ∈ [p]. The random linear functions over [p] yield pairwise
independence over [p] for all pairs of keys that are not in the same congruence class modulo
p. Since p is a random prime for a randomly chosen hash function, the probability that two
keys are congruent modulo p is small, and we obtain approximate pairwise independence.
Our protocol uses a sequence of randomly chosen hash functions. More precisely, the
random string s used by the protocol is a sequence of T hash functions, i.e., s = (h1, . . . , hT ),
where hi ∈ H2T ,nc,n3c is chosen uniformly (and independently) at random. The protocol
uses the link function ft
(
s, xv) = ht(xv). That is, any node v ∈ It−1 with ID xv sends the
rumor in round t to the (`t + 1)-th node in its neighbor list, where `t =
(
ht(xv)) mod deg(v).
(Recall that it also sends a message with the ID gt(xv) along with the rumor.)
I Lemma 4. The hashing-based T -round protocol is O(1/nc)-approximate pairwise inde-
pendent and uses O(T · (log T + log n)) random bits.
Proof. By Claim 3, a hash function hi ∈ H2T ,nc,n3c can be described with O(log T + log n)
random bits. Hence, the protocol uses T times that many random bits.
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Now fix some round number t ≤ T and some hash functions h1, . . . , ht−1 ∈ H2T ,nc,n3c .
Then the execution of the protocol during the first t−1 rounds is uniquely determined by the
choice of h1, . . . , ht−1. Now, let u, v ∈ It−1 be distinct nodes and fix arbitrary yu ∈ [deg(u)]
and yv ∈ [deg(v)]. Suppose that u and v obtained IDs xu and xv, respectively, when they
received their first messages. By Claim 2, xu 6= xv. Then, even though the execution
of the protocol during the first t − 1 rounds is fixed (and the values of xu and xv may
depend on h1, . . . , ht−1), ht(xu) and ht(xv) are O(1/n3c)-approximate pairwise independent
random variables with range [nc]. Thus, for every pair (zu, zv) ∈ [nc]2 the probability that
ht(xu) = zu and ht(xv) = zv is at most 1/n2c +O(1/n3c) = (1 +O(1/nc))/n2c. Hence,
Pr [ht(xu) mod deg(u) = yu ∧ ht(xv) mod deg(v) = yv ]
≤
(
1 +O
(
1
nc
))
· 1
n2c
· dnc/ deg(u)e · dnc/ deg(v)e
≤
(
1 +O
(
1
nc
))
·
(
1
deg(u) +
1
nc
)
·
(
1
deg(v) +
1
nc
)
= 1deg(u) · deg(v) +O
(
1
nc
)
.
A similar calculation gives a lower bound of 1deg(u) deg(v)−O( 1nc ) on the above probability. J
In order to select their random neighbors, nodes have to randomly choose hash functions
from the class H2T ,nc,n3c . Evaluating a hash function involves only a few integer arithmetic
operations with integers of value at most 2T . However, in order to select a random hash
function, one also has to select a random prime of logarithmic length (in n). This can be
avoided, though, by using hash functions in H2T ,nc,R, where R = max{n3c, 2T }, as in this
case it can be shown that the hash functions do not need to use random primes. Doing this
increases the total number of random bits used by the protocol to O(T · (T + log n)). For
most of the graph topologies analyzed in this paper, T = O(log n), so in this case sampling
random primes can be avoided without affecting the randomness requirement.
2.2 The PRG-Based Protocol
Let m, `, and k be positive integers and let ε > 0. Let B : {0, 1}m → ({0, 1}`)k be some
mapping. For 0 ≤ i < k and s ∈ {0, 1}m, we define Bi(s) to be the projection of B(s)
to the (i + 1)-th component. That is, if B(s) = y0y1 . . . yk−1, where each yj ∈ {0, 1}`
is a block of length `, then Bi(s) = yi. The mapping B is a pseudo-independent block
generator with parameter ε, if for a randomly chosen seed w ∈ {0, 1}m the random variables
B0(w), . . . , Bk−1(w) are pseudo-independent with parameter ε.
I Theorem 5 ([22]). There is a constant α > 0 such that for any integers ` and k ≤ ` there
is a pseudo-independent block generator B(`,k) : {0, 1}α·`·k → ({0, 1}`)2k with parameter 2−`.
The block generator is based on pairwise independent hash functions. In particular the
random seed is an `-bit string x and a sequence of k hash functions h1, . . . , hk from a family
of pairwise independent hash functions with universe and range of size roughly 2`. In order
to determine a random value Bi(x) it suffices to evaluate the composition of up to k hash
functions at point x. (Hence, it is not required for nodes to generate the entire pseudo-random
string.)
Let α be the constant from Theorem 5 and ` = dc · log ne. Our T -round protocol
uses a random string s =
(
(p1, w1), . . . , (pT , wT )
)
, where each wi ∈ {0, 1}α·`2 and pi is a
random prime in {2`−1, . . . , 2`}. As previously, nodes send messages in order to distribute
IDs using the ID function gt(xv). If a node v ∈ It−1 has ID xv, it uses the link function
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ft(s, xv) = B(`,`)xv mod pt(wt) to determine to which neighbor to send the rumor to in round t.
That is, if prior to round t node v receives its first message with ID xv, then in round t it
determines b = xv mod pt and looks up the (b+ 1)-th block of the random string determined
by the block-generator B(`,`) with seed wt. (This random string consists of 2` blocks of
length `.)
I Lemma 6. The PRG-based T -round protocol is pseudo-independent with parameter
O(T/nc−2) and uses O(T · log2 n) random bits.
As in the hashing based protocol, one can avoid generating a random prime for each
round by choosing ` = max{T, dc · log ne} and defining ft(s, xv) = B(`,`)xv (wt) (thus, nodes do
not consider their IDs modulo a prime). This way, the protocol needs O(T (T 2 + log2 n))
random bits, which is no different than before as long as T = O(log n).
3 Analysis of the Hashing-Based Protocol
In Section 3.1 we study the progress achieved in a single round of an approximate pairwise
independent protocol. Then in Section 3.2, we use this result to derive a general upper bound
for the hashing-based protocol in terms of graph conductance.
3.1 Analysis of a Single Round
The next lemma provides lower bounds on the number of nodes informed in a single round
of an ε-approximate pairwise independent protocol, for a sufficiently small ε. Specifically, it
counts the nodes informed by rumor transmissions along the edges in a given subset F of
the set E(It, Ut) of edges between informed and uninformed nodes. Note that the expected
number of such transmissions in the fully random protocol is
∑
{u,v}∈F : u∈It,v∈Ut 1/ deg(u),
which is at least |F |/∆ and at most |F |/δ. For an ε-approximate pairwise independent
protocol, the expected number of such transmissions is different by at most ε∆ · |F |. Let Xu,
for each u ∈ It, denote the neighbor v ∈ N(u) that u chooses in round t+ 1. By the law of
total probability, for any node u′ ∈ It \ {u},
Pr [Xu = v ] =
∑
v′∈N(u′)
Pr [Xu = v ∧Xu′ = v′ ] ≤ |N(u′)| ·
(
1
deg(u) · deg(u′) + ε
)
≤ 1/deg(u) + ε∆,
and similarly, Pr [Xu = v ] ≥ 1/deg(u)− ε∆.
I Lemma 7. Consider an ε-approximate pairwise independent protocol with ε = o(1/n3).
Fix a round 0 ≤ t < T and the set It of informed nodes before round t+ 1 begins. Fix also
an arbitrary set of edges F ⊆ E(It, Ut). Let J be the set of nodes that become informed in
round t+ 1 if we consider only transmissions of the rumor along the edges in F .
(a) Pr [ |J | ≥ 1 ] ≥ (1− o(1)) |F |/∆2|F |/δ + 6 .
(b) If |F | ≥ 16∆, then Pr
[
|J | ≥ 119 ·
δ2
∆2 ·
|F |
∆
]
≥ 12 − o(1).
(c) For any v ∈ Ut, let γv := |{u ∈ V : {u, v} ∈ F}| be the number of edges in F that are
incident to v. If
∑
v∈V γ
2
v = o(∆ · |F |), and |F | = ω(∆), and ∆/δ = 1 + o(1), then
Pr
[
|J | ≥ (1− o(1)) · |F |∆
]
≥ 1− o(1).
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I Remark. We will use Lemma 7 in the analysis of the PRG-based protocol as well; in fact, (c)
is only used there. Recall from Lemma 6 that the PRG-based protocol is pseudo-independent
with parameter ε = O(T/nc−2), and thus it is also ε-approximate pairwise independent.
We now give an outline of the proof of Lemma 7. For any uninformed node v ∈ Ut, let
Zv denote the number of rumor transmissions to v through edges in F in round t+ 1. To
prove (a) we bound the probability that
∑
v Zv = 0, which is the same as the probability
that |J | = 0, using Chebyshev’s inequality. Note that we cannot use stronger concentration
tools, such as Chernoff bounds, since we only have (approximate) pairwise independence
among the choices of different nodes in a round. In general,
∑
v Zv ≥ |J |, because a node
may receive the rumor more than once in a round. Thus we cannot prove (b) and (c) just by
showing a lower bound on
∑
v Zv. In addition to lower-bounding
∑
v Zv, we also upper-bound∑
v Z
2
v . For the latter bound we use Markov’s inequality (we cannot apply Chebyshev’s
inequality, as 4-wise independence among the node’s choices is needed for that). Then we
apply Cauchy-Schwartz’s inequality to lower-bound |J | = ∑v 1Zv>0 by (∑v Zv)2/∑v Z2v .
3.2 An Upper Bound in Terms of Conductance
Let G be an arbitrary graph and let S ⊆ V be any set of size 0 < |S| < n. The conductance of
S is defined as φ(S) = |E(S,V \S)|min{vol(S),vol(V \S)} . The conductance of G is defined as the minimum
conductance over all sets S,
φ(G) = min
S⊆V,0<|S|<n
Φ(S) = min
S⊆V,0<|S|<n
|E(S, V \ S)|
min{vol(S), vol(V \ S)} .
Note that the conductance of a d-regular graph G is φ(G) = minS⊆V,0<|S|<n |E(S,V \S)|d·min{|S|, n−|S|} .
I Theorem 8. For any graph with conductance φ and ∆/δ = O(1), the hashing-based protocol
informs all nodes in O((1/φ) log n) rounds w.h.p. using O((1/φ) log2 n) random bits.
Proof. We choose the parameters of the hashing-based protocol to be T = Θ((1/φ) log n)
and c > 3. From Lemma 4 then it follows that the protocol is o(1/n3)-approximate
pairwise independent, and the total number of random bits used is O(T · (log T + log n)) =
O((1/φ) log2 n), since 1/φ = O(n2) in any connected graph.
The proof is divided into four phases according to the number of informed nodes |It|.
Phase 1: 1 ≤ |It| ≤ 16(∆/δ) · (1/φ). This phase is divided into several subphases. For
every 1 ≤ i ≤ log(16(∆/δ) · (1/φ)), subphase i begins when the number of informed nodes is
at least 2i−1 and ends when this number is at least 2i. Assume that we are at the beginning
of the i-th subphase. Fix an arbitrary round t of the i-th subphase and the set of informed
nodes It; thus, 2i−1 ≤ |It| < 2i. We consider the number of nodes that become informed in
round t+ 1. Applying Lemma 7(a) with F = E(It, Ut) gives
Pr [ |It+1 \ It| ≥ 1 ] ≥ (1− o(1)) |E(It, Ut)|/∆2|E(It, Ut)|/δ + 6 . (2)
Suppose first that |E(It, Ut)|/δ ≥ 6. Then, the above probability is at least
(1− o(1)) · (δ/∆) · (1/3) ≥ (δ/∆)2 · (1/49) · |It| · φ =: p,
where the inequality follows from the upper bound on |It|. On the other hand, if |E(It, Ut)|/δ ≤
6, then the probability in equation (2) is at least
(1− o(1)) · |E(It, Ut)|/(18∆) ≥ (1− o(1)) · φ δ |It|/(18∆) ≥ p.
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Therefore, the expected time to increase |It| from 2i−1 to 2i is at most
2i−1 · 1
p
≤ 2i−1 · 1(1/49) (δ/∆)2 · φ 2i−1 = 49 · (∆/δ)
2 · (1/φ) =: τ.
By Markov’s inequality,
Pr
[ |It+2τ | ≤ 2i | |It| ≥ 2i−1 ] ≤ 1/2.
Hence the time to complete Phase 1 can be upper bounded by τ = O((1/φ)) multiplied
with the sum of log(16(∆/δ) · (1/φ)) = O(log n) independent geometric random variables
each with parameter 1/2. Applying a Chernoff bound for the sum of independent geometric
random variables (Lemma 1) yields that the number of rounds required for Phase 1 is at
most O((1/φ) · log n) w.h.p.
Phase 2: 16(∆/δ) · (1/φ) ≤ |It| ≤ n/2. Fix a round t and the set of informed nodes
It. We apply Lemma 7(b), with F = E(It, Ut). Note that the precondition |F | ≥ 16∆ is
satisfied, as
|F | = |E(It, Ut)| ≥ φ · δ · |It| ≥ φ · δ · 16(∆/δ) · (1/φ) = 16∆.
Hence we conclude from Lemma 7(b),
Pr
[
|It+1 \ It| ≥ 119 ·
δ3
∆3 · φ · |It|
]
≥ 12 − o(1),
and thus, with probability 1/2 − o(1), |It+1| ≥
(
1 + 119 · δ
3
∆3 · φ
)
· |It|. So, the number of
rounds until we have |It| ≤ n/2 can be upper bounded by the sum of log1+ 119 · δ3∆3 ·φ(n/2) =O((1/φ) log n) independent geometric random variables with parameters 1/2− o(1). Using
again the Chernoff bound in Lemma 1 we obtain that Phase 2 is completed within at most
O((1/φ) log n) rounds w.h.p.
Phase 3: n/2 ≤ |It| ≤ n− 16(∆/δ) · (1/φ). The analysis is the same as in Phase 2 with
the roles of It and Ut switched.
Phase 4: n− 16(∆/δ) · (1/φ) ≤ |It| ≤ n. Again, the analysis is the same as in Phase 1
with the roles of It and Ut switched.
Since each of the four phases requires only O((1/φ) · log n) rounds w.h.p., the result
follows by applying the union bound. J
4 Analysis of the PRG-Based Protocol
We now consider graph families with strong expansion properties. We prove that by increasing
the number of random bits slightly, from O(log2 n) to O(log3 n), we can obtain precise time
bounds that are comparable to the ones for the fully random protocol.
We describe a condition that implies such tight bounds, in terms of the following version
of conductance (see, e.g., [18]),
φ˜(G) := min
S⊆V,0<|S|<|V |
|E(S, V \ S)| · vol(V )
vol(S) · vol(V \ S) .
This definition is slightly different than the one given in Section 3.2, but it is easy to verify
that φ(G) ≤ φ˜(G) ≤ 2 · φ(G).
The following theorem concerns so-called strong expanders, which are almost-regular
graphs for which the conductance φ˜(G) tends to one.
STACS’12
324 Low Randomness Rumor Spreading via Hashing
I Theorem 9. For any graph with ∆/δ = 1 + o(1) and φ˜ ≥ 1− o(1), the PRG-based protocol
informs all nodes in log n+ lnn+ o(log n) rounds with probability 1− o(1), using O(log3 n)
random bits in total.
The proof of Theorem 9 is similar to that of Theorem 8. We consider different phases
according to the size of It and apply Lemma 7(c) to lower bound the increase of the number
of informed nodes.
It was shown in [9, Theorem 1 & Lemma 2] that on any d-regular graph with d = ω(1),
the fully random protocol requires at least log n+ lnn− o(log n) rounds to spread the rumor
to all n nodes. We observe the following simple corollary of Theorem 9.
I Corollary 10. Under the same assumptions as in Theorem 9, all nodes are informed by
the fully random protocol within log n+ lnn+ o(log n) rounds with probability 1− o(1).
Theorem 9 can be used to obtain tight bounds for several interesting graph families. For
that, we consider the algebraic expansion of graphs. For any graph G = (V,E), let M be the
normalized adjacency matrix of G, i.e., Mi,j = 1/
√
deg(i) deg(j) if {i, j} ∈ E and Mi,j = 0
otherwise. Moreover, let λ2 = λ2(G) be the second largest eigenvalue of M . Since M is real
and symmetric, λ2 is a real number. Also, since φ˜(G) ≥ 1− λ2 [18, Theorem 5.3], we can
apply Theorem 9 to obtain the following result.
I Corollary 11. For any graph with λ2 = o(1) and ∆/δ = 1 + o(1), the PRG-based protocol
informs every node in log n+ lnn+ o(log n) rounds with probability 1− o(1), using O(log3 n)
random bits in total.
Notice that this corollary can be applied to regular graphs. In particular, d-regular
Ramanujan graphs [19] satisfy the preconditions of the corollary. Moreover, we can use Co-
rollary 11 to obtain a time bound for certain families of random graphs.
I Corollary 12. In the G(n, p) random graph with p = ω(log n/n), the PRG-based protocol
informs every node in log n+ lnn+ o(log n) rounds with probability 1− o(1), using O(log3 n)
random bits in total.
Proof. Since p = ω(log n/n), we have λ2 = o(1) by [3, Theorem 1.2], and ∆/δ = 1 + o(1) by
a Chernoff bound. Applying Corollary 11 then yields the claim. J
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Abstract
One of the most important algorithmic meta-theorems is a famous result by Courcelle, which
states that any graph problem definable in monadic second-order logic with edge-set quantifica-
tions (MSO2) is decidable in linear time on any class of graphs of bounded tree-width. In the
parlance of parameterized complexity, this means that MSO2 model-checking is fixed-parameter
tractable with respect to the tree-width as parameter. Recently, Kreutzer and Tazari [13] proved
a corresponding complexity lower-bound—that MSO2 model-checking is not even in XP wrt. the
formula size as parameter for graph classes that are subgraph-closed and whose tree-width is
poly-logarithmically unbounded. Of course, this is not an unconditional result but holds modulo
a certain complexity-theoretic assumption, namely, the Exponential Time Hypothesis (ETH).
In this paper we present a closely related result. We show that even MSO1 model-checking
with a fixed set of vertex labels, but without edge-set quantifications, is not in XP wrt. the formula
size as parameter for graph classes which are subgraph-closed and whose tree-width is poly-
logarithmically unbounded unless the non-uniform ETH fails. In comparison to Kreutzer and
Tazari, (1) we use a stronger prerequisite, namely non-uniform instead of uniform ETH, to avoid
the effectiveness assumption and the construction of certain obstructions used in their proofs;
and (2) we assume a different set of problems to be efficiently decidable, namely MSO1-definable
properties on vertex labeled graphs instead of MSO2-definable properties on unlabeled graphs.
Our result has an interesting consequence in the realm of digraph width measures: Strength-
ening the recent result [8], we show that no subdigraph-monotone measure can be algorithmically
useful, unless it is within a poly-logarithmic factor of (undirected) tree-width.
1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems
Keywords and phrases Monadic Second-Order Logic, Treewidth, Lower Bounds, Exponential
Time Hypothesis, Parameterized Complexity
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1 Introduction
A famous result by Courcelle, proved in 1990, states that any graph property definable in
monadic second-order logic with quantification over vertex- and edge-sets (MSO2) can be
decided in linear time on any class of graphs of bounded tree-width [2]. This result has a strong
significance. As MSO2 logic can express many interesting graph properties, we immediately
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get linear-time algorithms for important NP-hard problems, such as Hamiltonian Cycle,
Vertex Cover, and 3-Colorability, on graphs of bounded tree-width. Such a result is
called an algorithmic meta-theorem, and many other algorithmic meta-theorems have since
appeared for other classes of graphs—see e.g. [9, 11] for a good survey.
As can be seen, Courcelle’s theorem is a fast and relatively easy way of establishing that
a problem can be solved efficiently on graphs of bounded tree-width. However, one may
ask how far this result could be generalized. That is, is there a graph class of unbounded
tree-width such that MSO2 model-checking remains tractable on this class? Considering
how important this question is for theoretical understanding of what makes some problems
on certain graph classes hard, it is surprising that until recently there has not been much
research in this direction.
The first result, by Kreutzer, providing a “lower bound” to Courcelle’s theorem appeared
in [12]. In that paper, Kreutzer used the following version of “unbounding” the tree-width of
a graph class:
I Definition 1 (Kreutzer and Tazari [12, 13]). The tree-width of a class C of graphs is strongly
unbounded by a function f : N → N if there is an  < 1 and a polynomial p(x) s.t. for all
n ∈ N there is a graph Gn ∈ C with the following properties:
i) the tree-width of Gn is between n and p(n) and is greater than f(|Gn|), and
ii) given n, the graph Gn can be constructed in time 2n
 .
The degree of the polynomial p is called the gap-degree of C (with respect to f). The
tree-width of C is strongly unbounded poly-logarithmically if it is strongly unbounded by
logc n, for all c ≥ 1.
In other words, the tree-width of C is strongly unbounded means that (i) there are no big gaps
between the tree-width of witness graphs (those that certify that the tree-width of n-vertex
graphs in C is greater than f(n)), and (ii) we can compute such witnesses effectively—in
sub-exponential time wrt. n.
The main result of [12] is the following theorem (we postpone formal definitions to
Sections 2 and 3): Let Γ be a fixed set of colors, and C be a class of graphs such that
(1) the tree-width of C is strongly unbounded poly-logarithmically; (2) C is closed under
Γ-colorings (i.e., if G ∈ C and G′ is obtained from G by coloring some vertices or edges by
colors from Γ, then G′ ∈ C); and, (3) C is constructible (i.e., given a witness graph in C,
a certain substructure can be computed in polynomial time). Then MC(MSO2-Γ, C), the
MSO2 model-checking problem on C with colors from Γ, is not in XP (and hence not in
FPT—see Section 2 for a definition of these complexity classes), unless all problems in the
polynomial-time hierarchy can be solved in sub-exponential time. This would, of course,
mean that the Exponential-Time Hypothesis (ETH) fails. The results of [12] have been
improved by Kreutzer and Tazari in [14], where the constructibility requirement (3) was
dropped.
A further improvement by the same authors appeared in [13]. The main result in [13] can
be stated as follows: Let C be a class of graphs such that (1) the tree-width of C is strongly
unbounded poly-logarithmically; and (2′) C is closed under taking subgraphs, i.e. G ∈ C and
H ⊆ G implies H ∈ C. Then MC(MSO2, C), the (ordinary) MSO2 model-checking problem
on C, is not in XP unless all problems in the polynomial-time hierarchy can be solved in
sub-exponential time. Note that (2′), to be closed under subgraphs, is a strictly weaker
condition than (2), to be closed under Γ-colorings (of edges, too).
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Our results
In this paper we prove a result closely related to Kreutzer–Tazari’s [12, 14, 13] but for MSO1
logic with a fixed set of vertex labels. The role of vertex labels in our paper is similar to that
of colors in [12, 14], but weaker in the sense that the labels are not assigned to edges.1 In
contrast to the work by Kreutzer and Tazari, we assume a different set of problems—those
expressible by MSO1-L on graphs with vertex labels from a fixed finite set L—to be efficiently
solvable on a graph class in order to derive an analogous conclusion.
Before stating our main result, we mention one more fact. There exist classes C of
L-labeled graphs of unbounded tree-width on which MC(MSO1-L, C), the MSO1 model-
checking problem on C, is polynomial time solvable, e.g. classes of bounded clique-width or
rank-width. But it is important to realize that these classes are not closed under taking
subgraphs. Our main result then reads—cf. Section 4:
I Theorem 2 (reformulated as Theorem 12). Assume a (suitable but fixed) finite label set L,
and a graph class G satisfying the following two properties:
a) G is closed under taking subgraphs,
b) the tree-width of G is densely unbounded poly-logarithmically (see Def. 8).
Then MC(MSO1-L,GL), the MSO1-L model-checking problem on all L-vertex-labeled graphs
from GL, is not in XP unless the non-uniform Exponential-Time Hypothesis fails.
Our general approach follows that by Kreutzer and Tazari in [12, 14, 13] but differs from
theirs in three main ways:
I) Kreutzer and Tazari require witnesses as in (ii) of Definition 1 of [13] to be computable
effectively in their proofs. It is unclear how this can be done and hence they simply add
this as a natural requirement. Furthermore, the construction of certain obstructions
(grid-like minors) used in their proof requires an involved machinery [14]. We adopt a
different position and avoid (note our “densely unbounded” vs. “strongly unbounded”)
both aspects by using a stronger complexity-theoretic assumption, namely the non-
uniform ETH instead of the ordinary ETH. In this way, we can get the obstructions as
advice “for free.” This makes our proof shorter and exhibits its structure more clearly.
II) Our result applies to MSO1-L model-checking on L-vertex-labeled graphs, while the
result of [13] applies to MSO2 over unlabeled graphs. There are problems that can be
expressed in MSO1-L and not in MSO2 and vice versa (take Red-Blue Dominating
Set vs. Hamiltonian Cycle, for instance). If, however, the set of labels L is fixed
for both, MSO1-L has much weaker expressive power than MSO2-L due to missing
edge-set quantifications (see Section 2). In particular, note that many of the existing
algorithmic meta-theorems (e.g. [2, 4]) that deal with MSO-definable properties handle
unlabeled as well as (vertex-)labeled inputs with equal ease. However, extending e.g.
the results of [4] from MSO1-L to MSO2 is not possible unless EXP = NEXP.
III) Finally, because of the free advice, our proof does not need technically involved
machinery such as the simulation of a run of a Turing machine encoded in graphs [13].
Theorem 2 raises the open question whether poly-logarithmically unbounded tree-width
along with closure under subgraphs is a strong enough condition for even the bare MSO1
model-checking to be intractable (modulo appropriate complexity-theoretic assumptions).
1 The reason we use the term labels and not colors is to be able to clearly distinguish between vertex-labeled
graphs and the colored graphs used in [12, 14], where colors are assigned to edges and vertices.
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If we assume that the label set L is “unbounded” we obtain an even stronger result:
MSO1-L model-checking with vertex labels L is not tractable for a graph class satisfying
(a) and (b) of Theorem 2 unless every problem in the polynomial-time hierarchy is in
DTIME(2o(n))/SubEXP (cf. Theorem 13).
Finally, as a corollary, we obtain an interesting consequence in the area of directed graph
(digraph) width measures, improving upon [8]. Informally, digraph width measures that are
subdigraph-monotone and algorithmically “powerful” is at most a poly-logarithmic factor
of the tree-width of the underlying undirected graph—cf. Section 5. In this context, we
let U(D) denote the underlying undirected graph of a digraph D. Given a digraph width
measure δ, we let Uδ(d) := {U(D) | δ(D) ≤ d} to be the set of underlying undirected graphs
of digraphs of δ-width at most d.
I Theorem 3 (reformulated as Theorem 15). Assume a (suitable but fixed) finite label set L,
and a digraph width measure δ such that
a) δ is monotone under taking subdigraphs, and
b) MC(MSO1-L,DL), the MSO1-L model-checking problem on all L-vertex-labeled digraphs
DL is in XP wrt. δ(D) and the input formula ϕ ∈ MSO1-L as parameters.
Then, unless the non-uniform ETH fails, for all d ∈ N the tree-width of the class Uδ(d) is
not densely unbounded poly-logarithmically.
Proof outline and organization
We are going to show via a suitable (multi-step) reduction that the potential tractability
of MSO1-L model-checking on our graph class implies sub-exponential time algorithms for
problems which are not believed to have one (cf. ETH). The success of the reduction, of
course, rests on the assumptions of G being subgraph-closed and of unbounded tree-width.
So, at a high level, our proof technique is similar to that of Kreutzer and Tazari.
However, there are some crucial differences. While [13] uses the effectiveness assumption
in Definition 1. ii and some further technically involved algorithms to construct a “skeleton”
in the class C suitable for their reduction, in our reduction we obtain a corresponding labeled
skeleton in the class GL “for free” from an oracle advice function which comes with the
non-uniform (fixed-sized circuits) computing model. That is why our complete proof is also
significantly shorter than that in [13]. Additionally, our arguments employ a result on strong
edge colorings of graphs in order to “simulate” certain edge sets within the MSO1-L language,
thus avoiding the need for a more expressive logic such as MSO2.
The rest of the paper is organized as follows: In Section 2 we overview some standard
terminology and notation. Section 3 then includes the core technical concepts: unbounding
tree-width (Definition 8), the grid-like graphs of Reed and Wood [16] (Proposition 2), and
a new way of interpreting arbitrary graphs in labeled grid-like graphs of sufficiently high
order (Lemma 10). These then lead to the proof of our main result, equivalently formulated
as Theorem 12, in Section 4. In this section, we also show the stronger collapse result in
Theorem 13, that of PH ⊆ DTIME(2o(n))/SubEXP. The consequences for directed width
measures are then discussed in Section 5, followed by concluding remarks in Section 6.
2 Preliminaries
The graphs we consider in this paper are simple, i.e. they do not contain loops and parallel
edges. Given a graph G, we let V (G) denote its vertex set and E(G) its edge set. A path P
of length r > 0 in G is a sequence of vertices P = (x0, . . . , xr) such that all xi are pairwise
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distinct and (xi, xi+1) ∈ E(G) for every 0 ≤ i < r. Let S be a family of sets Si for i = 1, 2, . . ..
Then the intersection graph on S is the graph I(S) where V (I(S)) = S and SiSj ∈ E(I(S))
iff Si ∩ Sj 6= ∅.
Let L = {L1, . . . , Lk} be a set of labels. A L-vertex-labeled graph, or L-graph for short,
is a graph G together with a function λ : V (G)→ 2L, assigning each vertex a set of labels,
and we write (G,λ) to denote this graph. For a graph class G, we shortly write GL for the
class of all L-graphs over G, i.e. GL contains all (G,λ) where G ∈ G and λ is an arbitrary
L-vertex-labelling of G. Note that, unlike in e.g. [12], we do not allow labels for edges, which
is in accordance with our focus on MSO1 logic of graphs (defined next).
Monadic second-order logic (MSO) is an extension of first-order logic by quantification
over sets. On the one-sorted adjacency model of graphs it reads as follows:
I Definition 4. The language of MSO1, monadic second-order logic of graphs, contains the
expressions built from the following elements:
i) variables x, y, . . . for vertices, and X,Y, . . . for sets of vertices,
ii) the predicates x ∈ X and adj(x, y) with the standard meaning,
iii) equality for variables, the connectives ∧,∨,¬,→ and the quantifiers ∀, ∃.
Note that we do not allow quantification over sets of edges (as edges are not elements). If we
considered the two-sorted incidence graph model (in which the edges formed another sort
of elements), we would obtain aforementioned MSO2, monadic second-order logic of graphs
with edge-set quantification, which is strictly more powerful than MSO1, cf. [6]. Yet even
MSO1 has strong enough expressive power to describe many common problems.
I Example 5. The 3-Coloring problem can be expressed in MSO1 as follows: ∃V1, V2, V3[∀v (v ∈ V1 ∨ v ∈ V2 ∨ v ∈ V3) ∧∧i=1,2,3 ∀v, w (v 6∈ Vi ∨ w 6∈ Vi ∨ ¬ adj(v, w)) ].
The MSO1 logic can naturally be extended to L-graphs. The monadic second-order logic
on L-vertex-labeled graphs, denoted by MSO1-L, is the natural extension of MSO1 with
unary predicates Li(x) for each label Li ∈ L, such that Li(x) holds iff Li ∈ λ(x).
Parameterized complexity and MSO1 model-checking
Throughout the paper we are interested in the problem of checking whether a given input
graph satisfies a property specified by a fixed formula. This problem can be thought of as an
instance of a parameterized problem, studied in the field of parameterized complexity (see
e.g. [7] for a background on parameterized complexity).
A parameterized problem Q is a subset of Σ×N0, where Σ is a finite alphabet and N0 =
N ∪ {0}. A parameterized problem Q is said to be fixed-parameter tractable if there is
an algorithm that given (x, k) ∈ Σ × N0 decides whether (x, k) is a yes-instance of Q in
time f(k) · p(|x|) where f is some computable function of k alone, p is a polynomial and |x| is
the size measure of the input. The class of such problems is denoted by FPT. The class XP
is the class of parameterized problems that admit algorithms with a run-time of O(|x|f(k))
for some computable f , i.e. polynomial-time for every fixed value of k.
We are dealing with a parameterized model-checking problem MC(MSO1, C) where C is a
class of graphs; the task is to decide, given a graph G ∈ C and a formula φ ∈ MSO1, whether
G |= φ. The parameter is k = |φ|, the size of the formula φ. We actually consider the labeled
variant MC(MSO1-L, C) for C being a class of L-graphs.
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Interpretability of logic theories
One of our main tools is the classical interpretability of logic theories [15] (which in this
setting is analogical to transductions as used e.g. by Courcelle [3]). To describe the simplified
setting, assume that two classes of relational structures K and L are given. The basic
idea of an interpretation I of the theory ThMSO(K ) into ThMSO(L ) is to transform MSO
formulas φ over K into MSO formulas φI over L in such a way that “truth is preserved”:
First, one chooses a formula α(x) intended to define in each structure G ∈ L a set
of individuals (new domain) G[α] := {a : a ∈ dom(G) and G |= α(a)}, where dom(G)
denotes the set of individuals (domain) of G.
Then, one chooses for each s-ary relational symbol R from K a formula βR(x1, . . . , xs),
with the intention to define a corresponding relation G[βR] := {(a1, . . . , as) : a1, . . . , as ∈
dom(G) and G |= βR(a1, . . . , as)}. With these formulas one defines for each G ∈ L the
relational structure GI :=
(
G[α], G[βR], . . .
)
intended to correspond with structures in K .
Finally, there is a natural way to translate each formula φ (over K ) into a formula φI
(over L ), by induction on the structure of formulas. The atomic ones are substituted by
corresponding chosen formulas (such as βR) with the corresponding variables. Then one
proceeds via induction simply as follows:
(¬φ)I 7→ ¬(φI) , (φ1 ∧ φ2)I 7→ (φ1)I ∧ (φ2)I ,(∃x φ(x))I 7→ ∃y (α(y) ∧ φI(y)) , (∃X φ(X))I 7→ ∃Y φI(Y ).
The whole concept is shortly illustrated in by the following scheme
φ ∈ MSO over K
H ∈ K
GI ∼= H
I−−−−−→
I←−−−−−
φI ∈ MSO over L
G ∈ L
G
I Definition 6 (Interpretation between theories). Let K and L be classes of relational
structures. Theory ThMSO(K ) is interpretable in theory ThMSO(L ) if there exists an
interpretation I as above such that the following two conditions are satisfied:
i) For every structure H ∈ K , there is G ∈ L such that GI ∼= H, and
ii) for every G ∈ L , the structure GI is isomorphic to some structure of K .
Furthermore, ThMSO(K ) is efficiently interpretable in ThMSO(L ) if the translation of each
φ into φI is computable in polynomial time and the structure G ∈ L , where GI ∼= H, can
be computed from any H ∈ K in polynomial time.
Exponential-Time Hypothesis
The Exponential-Time Hypothesis (ETH), formulated in [10], states that there exists no algo-
rithm that can solve n-variable 3-SAT in time 2o(n). It was shown in [10] that the hypothesis
can be formulated using one of the many equivalent problems (e.g. k-Colorability or
Vertex Cover)—i.e. sub-exponential complexity for one of these problems would imply
the same for all the others.
ETH can be formulated in the non-uniform version: There is no family of algorithms
(one for each input length) which can solve n-variable 3-SAT in time 2o(n). In theory of
computation literature, “non-uniform algorithms” are often referred to as “fixed-sized input
circuits” where for each length of the input a different circuit is used. Yet another way of
thinking about non-uniform algorithms is as having an algorithm that is allowed to receive
an oracle advice, which depends only on the length of the input. As mentioned in [1], the
results of [10] hold also for the non-uniform ETH.
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3 Key Technical Concepts
Unbounding Tree-width
Following Definition 1, we aim to formally describe what it means to say that the tree-width
of a graph class is not bounded by a function g. Recall (see also [12, 13]) that it is not
enough just to assume tw(G) > g(|V (G)|) for some sporadic values of tw with huge gaps
between them, but a reasonable density of the surpassing tree-width values is also required.
Hence we suggest the following alternative definition:
I Definition 7 (Densely unbounded tree-width). For a graph class G, we say that the tree-
width of G is densely unbounded by a function g if there is a constant γ > 1 such that, for every
m ∈ N, there exists a graph G ∈ G whose tree-width is tw(G) ≥ m and |V (G)| < O(g−1(mγ)).
The constant γ is called the gap-degree of this property.
I Remark. Comparing to Definition 1 one can easily check that if the tree-width of a class G
is strongly unbounded by a function g, then the tree-width is densely unbounded by g with
the same gap-degree, and the witnessing graphs G of Definition 7 can be computed for all m
efficiently—in sub-exponential time wrt. m. Hence our definition is weaker in this respect.
For simplicity we are interested in graph classes whose tree-width is densely unbounded
by every poly-logarithmic function of the graph size. That is expressed by the following
simpler definition:
I Definition 8 (Densely unbounded tree-width II). For a graph class G, we say that the
tree-width of G is densely unbounded poly-logarithmically if it is densely unbounded by logcm
for every c ∈ N. That is, for every c > 0 the following holds: for all m ∈ N there exists
a graph G ∈ G whose tree-width is tw(G) ≥ m and with size |V (G)| < O(2m1/c). (The
gap-degree becomes irrelevant in this setting.)
Grid-like graphs
The notion of a grid-like minor was introduced by Reed and Wood in [16], and extensively
used by Kreutzer and Tazari [14, 13]. In what follows, we avoid use of the word “minor” in
our definition of the same concept, since “H-minors” where H is grid-like are always found
as subgraphs of the target graph, which might cause some confusion.
I Definition 9 (Grid-like [16]). A graph G together with a collection P of paths, formally
the pair (G,P), is called grid-like if the following is true:
i) G is the union of all the paths in P,
ii) each path in P has at least two vertices, and
iii) the intersection graph I(P) of the path collection is bipartite.
The order of such grid-like graph (G,P) is the maximum integer ` such that the intersection
graph I(P) contains a K`-minor. When convenient, we refer to a grid-like graph simply as
to G.
Note that the condition (ii) is not explicitly stated in [16], but its validity implicitly follows
from the point to get a K`-minor in I(P), cf. Theorem 2. One can easily observe the following:
I Proposition 1. Let (G,P) be a grid-like graph. Then the collection P can be split into
P = P1 ∪ P2 such that each Pi, i = 1, 2, consists of pairwise disjoint paths. Consequently,
the maximum degree in G is ∆(G) ≤ 4.
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The next result is crucial for our paper:
I Proposition 2 (Reed and Wood [16]). Every graph with tree-width at least c`4
√
log ` contains
a subgraph which is grid-like of order `, for some constant c.
MSO1 interpretation on grid-like graphs
Now we prove the core new technical tool of our paper. We show how the subgraphs of I(P)
of any grid-like graph (G,P) can be efficiently MSO1-interpreted in G itself with a suitable
vertex labelling. First, we state a useful result about strong edge colorings of graphs—a
strong edge-coloring is an assignment of colors to the edges of a graph such that no path of
length three contains the same color twice.
I Proposition 3 (Cranston [5]). Every graph of maximum degree 4 has a strong edge-coloring
using at most 22 colors. This coloring can be found with a polynomial-time algorithm.
For a class of grid-like graphs G, let I⊆(G) = {H : H ⊆ I(P), (G,P) ∈ G} denote the
class of all subgraphs of their intersection graphs. Our core tool is the following lemma.
I Lemma 10. Let G be any class of grid-like graphs. There exists a fixed finite set L of
labels, with |L| ≥ 47, and a graph class I ⊇ I⊆(G), such that the following holds. The
MSO1 theory of I has an efficient interpretation in the MSO1 theory of GL—the class of
all L-vertex-labeled graphs over G. Stated differently, any H ⊆ I(P) where (G,P) ∈ G is
interpreted in some L-graph of G.
Proof. Note that the use of a class I in the statement of the lemma is only a technicality
related to (ii) of Definition 6. We are actually interested only in interpreting the graphs from
I⊆(G), and I then simply contains all the graphs that (also accidentally) result from the
presented interpretation.
Hence we choose an arbitrary (G,P) ∈ G and H ⊆ I(P). The task is to find a vertex
labeling λH : V (G) → 2L such that H has an efficient MSO1 interpretation in the labeled
graph (G,λH) ∈ GL. By Proposition 3 (cf. also Proposition 1), let γ : E(G)→ {1, . . . , 22}
be a strong edge-coloring of the chosen graph G. Let P = Pw ∪ Pb be the bipartition
of the paths forming G corresponding to the partite sets of I(P). We call the paths of
Pw ∩ V (H) “white” and those of Pb ∩ V (H) “black”. The remaining paths not in the
vertex set of H are irrelevant. The edges of white/black paths are also called white/black,
respectively, with the understanding that some edges of G may be both white and black.
For x ∈ V (G), we let w(x) = {γ(f) : f is a white edge incident to x} and b(x) = {γ(f) :
f is a black edge incident to x}. According to Proposition 1, |w(x)| ≤ 2, |b(x)| ≤ 2.
The key observation, derived directly from the definition of a strong edge-coloring, is
that any edge f = xy ∈ E(G) is a white edge iff w(x) ∩ w(y) 6= ∅, and analogously for
black edges. This allows us to speak separately about the white and black edges in G using
only the language of MSO1. Another easy observation is that the vertex sets of the paths
in P have a system of distinct representatives by Hall’s theorem. For if P ′ ⊆ P and P ′
contains p white paths and q black paths, then |V (P ′)| ≥ 2 · max{p, q} ≥ p + q, proving
Hall’s criterion. We assign a marker r(x) ∈ {∅, w, b} to each x ∈ V (G) such that r−1(w) is
the set of the representatives of white paths and r−1(b) is that of black paths (i.e., r−1(∅)
are not representatives). Finally, we assign another vertex marker m(x) ∈ {0, 1} to each
vertex x ∈ V (G) such that m(x) = 1 iff x ∈ V (P1) ∩ V (P2) where P1, P2 ∈ V (H) ⊆ P and
{P1, P2} ∈ E(H).
Hence the label set L consists of 22 “light” colors coming from γ values on white paths,
another 22 “dark” colors from black paths, and the three singletons w, b,m described above
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(altogether 47 binary labels). Note that the actual size of the needed label space over L
is even much smaller; at most
[(22
2
)
+ 22 + 1
]2 · 3 · 2 < 219. The label λH(x) of a vertex
x ∈ V (G) then contains the disjoint union w(x)∪˙ b(x), the label r(x) if 6= ∅, and finally m if
m(x) = 1.
Now, the interpretation of H in (G,λH) is simply as follows: The domain, i.e. the vertex
set of H , is identified within V (G) by a predicate α(x) expressing that “r(x) = w ∨ r(x) = b”
in MSO1-L. In formal logic language (cf. Section 2), it is Lw(x)∨Lb(x). The relational symbol
adj of H is then replaced, for x, y ∈ V (G) s.t. α(x) ∧ α(y), with βadj(x, y) ≡ ∃z [“m(z) =
1” ∧ %(x, z) ∧ %(y, z)], where %(t, z) ≡ [“r(t) = w”→ conw(t, z)] ∧ [“r(t) = b”→ conb(t, z)]
and where conw ( conb ) routinely expresses in MSO1-L the fact that t, z belong to the same
component induced by white (black) edges in G. Precisely, conw(t, z) ≡ ∀Z
[
z ∈ Z ∧ t 6∈
Z → ∃u, v(v ∈ Z ∧ u 6∈ Z ∧ adj(u, v) ∧ “w(u) ∩ w(v) 6= ∅”)]. Clearly, in this interpretation
(G,λH)I ' H thanks to our choice of λH . J
Lemma 10 will be coupled with the next technical tool of similar flavor used in our
previous [8]. We remark that its original formulation was even stronger, making the target
graph class planar, but we are content with the following weaker formulation here. We call a
graph G {1, 3}-regular if all the vertices of G have degree either one or three.
I Lemma 11 ([8, in Theorem 5.5]). The MSO1 theory of all simple graphs has an efficient
interpretation in the MSO1 theory of all simple {1, 3}-regular graphs. Furthermore, this
efficient interpretation I can be chosen such that, for every MSO1 formula ψ, the resulting
property ψI is invariant under subdivisions of edges; i.e. for every {1, 3}-regular graph G
and any subdivision G1 of G it holds G |= ψI iff G1 |= ψI .
4 The Main Theorem
I Theorem 12 (cf. Theorem 2). Let L be a finite set of labels, |L| ≥ 47. Unless the
nonuniform Exponential-Time Hypothesis fails, there exists no graph class G satisfying all
the three properties
a) G is closed under taking subgraphs,
b) the tree-width of G is densely unbounded poly-logarithmically,
c) the MC(MSO1-L,GL) model-checking problem is in XP, i.e. testing whether G |= ϕ is
solvable in time O(|V (G)|f(|ϕ|)) for some computable function f .
Proof. We will show that if there exists a graph class G satisfying all three properties
stated above, then we contradict the non-uniform ETH. Fix b ∈ N (to be determined later)
and any sufficiently large c ∈ N such that c > 5b. By (b) and Definition 8, we have that
for all m ∈ N there is G′m ∈ G such that tw(G′m) ≥ m5b and |V (G′m)| < O
(
2m5b/c
)
. By
Proposition 2, the graph G′m contains a subgraph Gm ⊆ G′m which is grid-like as (Gm,Pm) of
order mb, for all sufficiently large m. Also Gm ∈ G by (a). We fix (one of) the Kmb -minor in
I(Pm), and denote by Vm the partition of the vertex set of I(Pm) into connected subgraphs
that define this minor. Furthermore, by Proposition 3, there exists a strong edge coloring
γm : E(Gm) → {1, . . . , 22} of Gm. Define an advice function A that acquires the values
A(m) := 〈Gm,Pm,Vm, γm〉 (whenever m is large enough for Gm to be defined as above).
Since c > 5b and |V (Gm)| < O
(
2m5b/c
)
, our advice function A is sub-exponentially bounded.
Now we get to the core of the proof. Assume that we get an arbitrary graph F and any
MSO1 formula ϕ as input. We show that the model-checking instance F |= ϕ can be solved
in sub-exponential time wrt. m = |V (F )| with help of our advice function A. For starters we
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query the oracle advice value A(m) = 〈Gm,Pm,Vm, γm〉. Then, by Lemma 11, there is an
interpretation I1 such that there exists a {1, 3}-regular graph H and HI1 ' F . Moreover,
since I1 is efficient, we can compute H efficiently and |V (H)| ≤ mb for a suitable fixed b
and sufficiently large m. Since our advice (Gm,Pm) is a grid-like graph of order mb—i.e.,
its intersection graph I(Pm) has a Kmb -minor— I(Pm) has a minor isomorphic to H, too.
But H is {1, 3}-regular and, in particular, has maximum degree three. Hence there exists
a subgraph H1 ⊆ I(Pm) that is isomorphic to a subdivision of H (in other words, H is a
topological minor of I(Pm)). This subgraph H1 can be straightforwardly computed from the
advice Vm over (Gm,Pm) in polynomial time.
By Lemma 10 there is another efficient interpretation I2 assigning to H1 a labeling λ1 such
that (Gm, λ1)I2 ' H1. This λ1 can actually be computed very easily with help of the advice
γm from A(m) along the lines of the proof of Lemma 10, not even using the algorithmic part of
Proposition 3. Finally, we compute in polynomial time the formula ψ ≡ (ϕI1)I2 . According to
Lemma 11, ψ is invariant under subdivisions of edges, and so H |= ϕI1 ⇐⇒ H1 |= ϕI1 . Then,
by the interpretation principle, F |= ϕ ⇐⇒ H |= ϕI1 ⇐⇒ H1 |= ϕI1 ⇐⇒ (Gm, λ1) |= ψ.
The final task is to run the algorithm of (c) on the instance (Gm, λ1) |= ψ. The run-time is
|V (Gm)|p for some p depending only on ψ, i.e. only on ϕ. Hence we get a solution to the
model-checking instance F |= ϕ in time O(|V (Gm)|f(|ϕ|)) < O(2f(|ϕ|)·m5b/c) ∈ 2O(m1−ε) for
any fixed ϕ, with a sub-exponentially bounded oracle advice function A.
In particular, if ϕ expresses the fact that a graph is 3-colorable (Example 5), then
this shows that 3-Colorability ∈ DTIME(2o(m))/SubEXP, contradicting non-uniform
ETH. J
I Proposition 4. Theorem 12 remains valid even if (b) is replaced with “the tree-width of G
is densely unbounded by logq·γ with gap degree γ” for any q > 8.
Proof sketch. This follows from Definition 7 and since Lemma 11 works letting b = 2 (cf., [8]).
Combining with Proposition 2, we see that any exponent q > 2 · 4 suffices for our arguments
to work, modulo the gap degree. J
We can strengthen Theorem 12 by showing that every problem in the Polynomial-Time
Hierarchy (PH) is in DTIME(2o(n))/SubEXP. But this stronger result comes at the price
of a stricter assumption on the graph class G: we assume that the MC(MSO1-L,GL) model-
checking problem is in XP (wrt. the formula size |ϕ| as parameter) for every finite set of
labels L such that |L| = O(|ϕ|). Note that in Theorem 12, L was a fixed finite set of labels.
I Theorem 13. Unless PH ⊆ DTIME(2o(n))/SubEXP, there exists no graph class G
satisfying all three properties
a) G is closed under taking subgraphs,
b) the tree-width of G is densely unbounded poly-logarithmically,
c) the MC(MSO1-L,GL) model-checking problem is in XP, i.e. testing whether G |= ϕ, where
G is a vertex-labeled graph with O(|ϕ|) labels, is solvable in time O(|V (G)|f(|ϕ|)) for some
computable function f .
5 Implications for Directed Width Measures
In this section, we briefly foray into the area of digraph width measures and discuss the
implications of the results in the previous section. This part follows on our earlier [8]. An
important goal in the design of a “good” width measure is for it to satisfy two seemingly
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contradictory requirements: (1) a large class of problems must be efficiently solvable on the
graphs of bounded width; and, (2) the class of the graphs of bounded width should have a
nice, reasonably rich and natural structure. In contrast to the undirected graph case, where
e.g. tree-width has become a true success story, this effort has largely failed for digraph width
measures. A partial answer for the reasons of this failure was provided in [8] where it was
shown that any digraph width measure that is different from the undirected tree-width and
monotone under directed topological minors is not algorithmically powerful. The phrase
“different from tree-width” is defined by the property that there exists a constant c ∈ N
such that the class of the underlying undirected graphs of digraphs of width at most c has
unbounded tree-width. Algorithmic “powerfulness” has been defined as the property of
admitting XP algorithms (wrt. the width as parameter) for all problems in MSO1.
We improve upon this result by showing that even if the underlying undirected graphs
corresponding to digraphs of bounded width have poly-logarithmically unbounded tree-width,
and the digraph width measure is monotone just under subdigraphs, then the width measure
is not algorithmically powerful. First note that we relax unbounded tree-width by poly-
logarithmically unbounded tree-width. This is a somehow stronger assumption, and the
strengthening is unavoidable due to a negative example shown in [8]. Secondly, we require the
directed width measure to be closed under subdigraphs and not directed topological minors as
in [8]; which is, on the other hand, a much weaker requirement. Thirdly, our interpretation
of algorithmic powerfulness is that all problems in MSO1-L can be solved on L-vertex-labeled
graphs in XP-time wrt. the width and formula size as parameters. This again is a dilution
of the notion of algorithmic power as defined in [8], where only plain MSO1 over unlabeled
digraphs has been exploited.
We start by defining what it means for a digraph width measure to have poly-logarithmically
unbounded tree-width. We shortly denote by U(D) the underlying undirected graph of a
digraph D.
I Definition 14. A directed width measure δ largely surpasses tree-width if there exists
d ∈ N such that the tree-width of the undirected graph class {U(D) : δ(D) ≤ d} is densely
unbounded poly-logarithmically.
Then the main result of this section reads:
I Theorem 15. Let L be a finite set of labels, |L| ≥ 47. Unless the non-uniform Exponential-
Time Hypothesis fails, there exists no directed width measure δ satisfying all three properties:
a) δ is monotone under taking subdigraphs;
b) δ largely surpasses the tree-width of underlying undirected graphs; and
c) for all L-vertex-labeled digraphs D and all formulas ϕ ∈ MSO1-L, the problem of deciding
whether D |= ϕ is solvable in time O(|D|f(δ(D),|ϕ|)) for some computable f .
6 Concluding Remarks
Our paper contributes to Kreutzer and Tazari’s impressive results in this area. Our proof is
shorter and holds for MSO1-L logic instead of MSO2 at the price of a stronger assumption
in computational complexity. The expressive power of MSO2 over graphs with labels from
a set L and MSO1 with the same label set is huge—for instance, the latter is not able to
express some natural graph problems like Hamiltonian cycle. However, one cannot directly
compare the expressive power of bare MSO2 without labels and MSO1-L over graphs with
vertex labels from L, as there are problems which can be expressed in MSO1-L but not in
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MSO2 and vice versa. We have proved that it is not possible to efficiently process latter
MSO1-L on graph classes with “very” unbounded tree-width which are subgraph-closed.
Besides the implications discussed in Section 5, there is also an implication for another
width measure—clique-width. Clique-width [4] (as well as rank-width) is a graph parameter
which allows efficient (FPT time) model-checking of (labeled) MSO1-L formulas, however it
has received some criticism for not having nice structural properties such as being monotone
under taking subgraphs. Our results indicate that it is unlikely any parameter exists with
the desirable properties of clique-width which is monotone under taking subgraphs.
Finally, let us briefly mention the possibility of extending Theorem 12 to unlabeled
graphs, i.e., using plain MSO1 over G in Theorem 12 (c). It is not known whether there exists
any natural and nontrivial graph class where unlabeled MSO1 is efficiently solvable and yet
MSO1-L model-checking is hard. Such a graph class would necessarily contain graphs of
unbounded clique-width (since otherwise MSO1-L could be efficiently model-checked) and
yet with sufficient structure to allow efficient model-checking of bare MSO1.
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Abstract
We investigate the parameterized complexity of Vertex Cover parameterized above the
optimum value of the linear programming (LP) relaxation of the integer linear programming for-
mulation of the problem. By carefully analyzing the change in the LP value in the branching steps,
we argue that even the most straightforward branching algorithm (after some preprocessing) res-
ults in an O∗(2.6181r) algorithm for the problem where r is the excess of the vertex cover size
over the LP optimum. We write O∗(f(k)) for a time complexity of the form O(f(k)nO(1)), where
f(k) grows exponentially with k.
Then, using known and new reductions, we give O∗(2.6181k) algorithms for the parameterized
versions of Above Guarantee Vertex Cover, Odd Cycle Transversal, Split Vertex
Deletion and Almost 2-SAT, and an O∗(1.6181k) algorithm for Kon¨ig Vertex Deletion,
Vertex Cover Param by OCT and Vertex Cover Param by KVD. These algorithms
significantly improve the best known bounds for these problems. The notable improvement is
the bound for Odd Cycle Transversal for which this is the first major improvement after
the first algorithm that showed it fixed-parameter tractable in 2003. We also observe that using
our algorithm, one can obtain a simple kernel for the classical vertex cover problem with at most
2k −O(log k) vertices.
1998 ACM Subject Classification G.2.2 Graph Theory, F.2.2 Nonnumerical Algorithms and
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Keywords and phrases Algorithms and data structures, Graph Algorithms, Parameterized Al-
gorithms
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1 Introduction and Motivation
In this paper we revisit one of the most studied problems in parameterized complexity, the
Vertex Cover problem. Given a graph G = (V,E), a subset S ⊆ V is called vertex cover
if every edge in E has at least one end-point in S. The Vertex Cover problem is formally
defined as follows.
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Vertex Cover
Instance: An undirected graph G and a positive integer k.
Parameter: k.
Problem: Does G have a vertex cover of of size at most k?
We start with a few basic definitions regarding parameterized complexity. For decision
problems with input size n, and a parameter k, the goal in parameterized complexity is to
design an algorithm with runtime f(k)nO(1) where f is a function of k alone, as contrasted
with a trivial nf(k) algorithm. Problems which admit such algorithms are said to be fixed
parameter tractable (FPT). The theory of parameterized complexity was developed by
Downey and Fellows [6]. For recent developments, see the book by Flum and Grohe [7].
Vertex Cover was one of the earliest problems that was shown to be FPT [6]. After a
long race, the current best algorithm for Vertex Cover runs in time O(1.2738k + kn) [3].
However, when k < m, the size of the maximum matching, the Vertex Cover problem is
not interesting, as the answer is trivially NO. And if m is large (suppose, for example, the
graph has a perfect matching), then for the cases the problem is interesting, the running
time of the standard version is not practical, as k, in this case, is quite large. This led to the
following natural “above guarantee version" of the Vertex Cover problem.
Above Guarantee Vertex Cover (agvc)
Instance: An undirected graph G, a maximum matching M and
a positive integer `.
Parameter: `.
Problem: Does G have a vertex cover of of size at most |M |+ `?
The agvc problem is not only a very natural parameterization of the classical Vertex
Cover problem but is also very central in the “zoo" of parameterized problems. We refer to
the Figure 1 for the details of problems reducing to agvc. This implies that an improved
algorithm for this problem implies improved algorithm for several other problems, including
Almost 2-SAT and Odd Cycle Transversal.
The first known parameterized algorithm for agvc was using a parameter preserving
reduction to Almost 2-SAT. In Almost 2-SAT, we are given a 2-SAT formula φ, a
positive integer k and the objective is to check whether there exists at most k clauses whose
deletion from φ can make the resulting formula satisfiable. The Almost 2-SAT problem
was introduced in [16] and a decade later it was shown by Razgon and Barry O’Sullivan [23]
to have an O∗(15k) time algorithm, thereby proving fixed-parameter tractability of the
problem when k is the parameter. In 2011, there were two new algorithms for the agvc
problem [5, 22]. One using new structural results about König-Egerváry graphs — graphs
where the size of a minimum vertex cover is equal to the size of a maximum matching [22]
and the other by a novel reduction to an “above guarantee version" of the Multiway Cut
problem [5]. The second algorithm runs in time O∗(4k) and this is the previously fastest
known algorithm for agvc.
The algorithm presented in [5] for agvc is not only the fastest known algorithm but also
differs from previous algorithms conceptually in that it introduces the concept of approaching
problems above the guarantee obtained by solving the relaxation of linear programming.
This novel approach, combined with the fact that an improvement on the above guarantee
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Figure 1 The zoo of problems around agvc; An arrow from a problem P to a problem Q indicates
that there is a parameterized reduction from P to Q with the parameter changes as indicated on
the arrow.
versions of Vertex Cover improves the best known bounds for a number of parameterized
problems, has motivated us to do a similar study for Vertex Cover.
The well known integer linear programming formulation (ILP) for Vertex Cover is as
follows.
ILP formulation of Minimum Vertex Cover – ILPVC
Instance: A graph G = (V,E).
Feasible Solution: A function x : V → {0, 1} satisfying edge constraints
x(u) + x(v) ≥ 1 for each edge (u, v) ∈ E.
Goal: To minimize w(x) = Σu∈V x(u) over all feasible solutions x?
In the linear programming relaxation of the above ILP, the constraint x(v) ∈ {0, 1} is replaced
with x(v) ≥ 0, for all v ∈ V . For a graph G, we call this relaxation LPVC(G). Clearly,
every integer feasible solution is also a feasible solution to LPVC(G). If the minimum value
of LPVC(G) is vc∗(G) then clearly the size of a minimum vertex cover is at least vc∗(G).
So this leads to the following natural parameterization of Vertex Cover.
Vertex Cover above LP
Instance: An undirected graph G, positive integers k and dvc∗(G)e,
where vc∗(G) is the minimum value of LPVC(G)
Parameter: k − dvc∗(G)e.
Problem: Does G have a vertex cover of of size at most k?
Observe that since vc∗(G) ≥ m, where m is the size of a maximum matching of G, we have
that k − vc∗(G) ≤ k −m. Thus any parameterized algorithm for Vertex Cover above
LP is also an algorithm for agvc and hence an algorithm for every problem described in
Figure 1.
Our Results and Methodology. We develop an O∗(2.6181(k−vc∗(G))) time for Vertex
Cover above LP. Our algorithm is a simple branching algorithm. After a couple of
preprocessing steps, the algorithm picks an arbitrary vertex v in the graph and recursively
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Problem Name Previous f(k)/Reference New f(k) in this paper
agvc 4k [5] 2.6181k
Almost 2-SAT 4k [5] 2.6181k
RHorn-Backdoor Detection Set 4k [5, 8] 2.6181k
König Vertex Deletion 4k [5, 18] 1.6181k
Split Vertex Deletion 5k [2] 2.6181k
Odd Cycle Transversal 3k [24] 2.6181k
Vertex Cover Param by OCT 2k (folklore) 1.6181k
Vertex Cover Param by KVD – 1.6181k
Table 1 The table gives the previous f(k) bound in the running time of various problems and
the ones obtained in this paper.
tries to find a vertex cover of size at most k by considering whether v is in the solution
or not. However, the analysis of the algorithm is more involved as it is not obvious that
the measure k − vc∗(G) will drop in the recursive steps. We string together several known
results around linear programming relaxation of Vertex Cover to obtain this algorithm for
Vertex Cover above LP. Some of the results we use are classical the Nemhauser-Trotter
theorem and the properties of a “minimum surplus set”. Using this algorithm we obtain an
improved algorithm for every problem mentioned in Figure 1.
We give a list of problems with their previous best running time and the ones obtained
in this paper in Table 1. The most notable one among them is the new algorithm for Odd
Cycle Transversal, the problem of deleting at most k vertices to obtain a bipartite
graph. The parameterized complexity of Odd Cycle Transversal was a long standing
open problem in the area and only in 2003, Reed et al. [24], developed an algorithm for the
problem running in time O∗(3k). In fact this was the first time that the iterative compression
technique was used. However, there has been no further improvement over this algorithm in
the last 9 years; though several reinterpretations of this algorithm have been published [9, 14].
We also find the algorithm for König Vertex Deletion, the problem of deleting at
most k vertices to obtain a König graph very interesting. It is a natural generalization of
the odd cycle transversal problem. In [18] it was shown that one can solve this problem by
obtaining a minimum sized vertex cover of the graph and given a minimum vertex cover
one can solve König Vertex Deletion in polynomial time. However, in this article we
discover a relationship between the measure k− vc∗(G) and the minimum number of vertices
needed to delete to obtain a König graph, and this together with a reduction rule based on
Nemhauser-Trotter theorem for König Vertex Deletion gives an algorithm with running
time O∗(1.6181k).
We also note that using our algorithm, we obtain a simpler polynomial time algorithm for
Vertex Cover that, given an input (G, k) returns an equivalent instance (G′ = (V ′, E′), k′)
such that k′ ≤ k and |V (G′)| ≤ 2k − c log k for any fixed constant c. This is also known as a
kernel for Vertex Cover in the literature. This improves the size bound on the previously
known such algorithm [26], that gave an upper bound of 2k − c for any fixed constant c.
Indepedently, Lampis [12] has also given a kernel for a Vertex Cover whose size is bounded
by 2k − c log k.
We find this new algorithm for Odd Cycle Transversal and various other problems
using an algorithm for Vertex Cover very exciting and hope that this will lead to a new
race for Vertex Cover above LP like its classical counterpart Vertex Cover!
STACS’12
342 LP can be a cure for Parameterized Problems
2 Preliminaries
Let G = (V,E) denote a graph. For a subset S of V , the subgraph of G induced by S is
denoted by G[S] and it is defined as the subgraph of G with vertex set S and edge set
{(u, v) ∈ E : u, v ∈ S}. By NG(u) we denote the (open) neighborhood of u, that is, the set of
all vertices adjacent to u. Similarly, for a subset T ⊆ V , we define NG(T ) = (∪v∈TNG(v))\T .
When it is clear from the context, we drop the subscript G from the notation. The surplus
of an independent set X ⊆ V is defined as surplus(X) = |N(X)| − |X|. The surplus of a
graph G, surplus(G), is defined to be the minimum surplus over all independent sets in the
graph.
By the phrase an optimum solution to LPVC(G), we mean a feasible solution with
x(v) ≥ 0 for all v ∈ V minimizing the objective function w(x) = ∑u∈V x(u). It is well
known that for any graph G, there exists an optimum solution to LPVC(G), such that
x(u) ∈ {0, 12 , 1} for all u ∈ V [19]. Such a feasible optimum solution to LPVC(G) is called
half integral and can be found in polynomial time [19]. In this paper we will always deal
with half integral optimum solutions to LPVC(G). Thus by default whenever we will say
optimum solution to LPVC(G) we will mean half integral optimum solution to LPVC(G).
Let V C(G) be the set of all minimum vertex covers of G and vc(G) denote the size of a
minimum vertex cover of G. Let V C∗(G) be the set of all optimal solutions (including non
half integral optimal solutions) to LPVC(G). By vc∗(G) we denote the value of an optimum
solution to LPVC(G). We define V xi = {u ∈ V : x(u) = i} for each i ∈ {0, 12 , 1} and define
x ≡ i, i ∈ {0, 12 , 1}, if x(u) = i for every u ∈ V . Clearly, vc(G) ≥ vc∗(G) and vc∗(G) ≤ |V |2
since x = 12 is always a feasible solution to LPVC(G). We also refer to the x ≡ 12 solution
simply as the all 12 solution. Proofs of results not appearing in the article will appear in the
full version.
3 An Algorithm for Vertex Cover above LP
In this section we give an algorithm for Vertex Cover above LP. The algorithm has
essentially two phases, a preprocessing phase and a branching phase. We first describe the
preprocessing steps used in the algorithm and then give a simple description of the algorithm.
Finally, we argue about its correctness and prove the desired running time bound on the
algorithm.
3.1 Preprocessing
We describe two standard preprocessing rules to simplify the input instance. We first state
the (known) results which allow for their correctness, and then describe the rules.
I Lemma 1. [20, 21] For a graph G, in polynomial time, we can compute an optimal
solution x to LPVC(G) such that all 12 is the unique optimal solution to LPVC(G[V x1/2]).
Furthermore, surplus(G[V x1/2]) > 0.
I Lemma 2. [20] Let G be a graph and x be an optimal solution to LPVC(G). There is a
minimum vertex cover for G which contains all the vertices in V x1 and none of the vertices
in V x0 .
I Preprocessing Rule 1. Apply Lemma 1 to compute an optimal solution x to LPVC(G) such
that all 12 is the unique optimum solution to LPVC(G[V x1/2]). If V x0 ∪ V x1 6= ∅ then delete the
vertices in V x0 ∪ V x1 from the graph and reduce k by |V x1 |.
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The soundness/correctness of Preprocessing Rule 1 follows from Lemma 2. After the
application of preprocessing rule 1, we know that x ≡ 12 is the unique optimal solution to
LPVC() of the resulting graph and the graph has a surplus of at least 1. This brings us to
the next lemma which allows us to compute an independent set of a minimum surplus.
I Lemma 3. (see Theorem 6.1.4 in [15], see also [4] and [20]) Given a graph G, the surplus
of G, i.e. an independent set in G of minimum surplus, can be computed in polynomial time.
I Lemma 4. [3, 20] Let G be a graph, and let Z ⊆ V (G) be an independent set such that
surplus(Z) = 1 and for every Y ⊆ Z, surplus(Y ) ≥ surplus(Z). Then,
1. If the graph induced by N(Z) is not an independent set, then there exists a minimum
vertex cover in G that includes all of N(Z) and excludes all of Z.
2. If the graph induced by N(Z) is an independent set, let G′ be the graph obtained from G
by removing Z ∪N(Z) and adding a vertex z, followed by making z adjacent to every
vertex v ∈ G\ (Z ∪N(Z)) which was adjacent to a vertex in N(Z) (also called identifying
the vertices of N(Z)).Then, G has a vertex cover of size at most k if and only if G′ has
a vertex cover of size at most k − |Z|.
I Preprocessing Rule 2. Using Lemma 3, find the minimum surplus independent set Z in
G. If surplus(Z) = 1, then apply Lemma 4 to reduce the instance. In other words, if the
graph induced by N(Z) is not an independent set, then include N(Z) in the vertex cover,
delete Z ∪N(Z) from the graph, and decrease k by |N(Z)| and otherwise, remove Z from
the graph, identify the vertices of N(Z), and decrease k by |Z|.
The soundness of Preprocessing Rule 2 follows from Lemma 4. As Z is a minimum surplus
set in G, for every Y ⊆ Z, surplus (Y ) ≥ surplus(Z).
After the exhaustive application of Preprocessing rules 1 and 2, for the resulting graph,
all 12 is the unique optimum solution to the LPVC() and the graph has a surplus of at least 2.
3.2 Branching
After the preprocessing rules are applied exhaustively until neither of the rules apply, we pick
an arbitrary vertex u in the graph and branch on it. In other words, in one branch, we add u
into the vertex cover, decrease k by 1, and delete u from the graph, and in the other branch,
we add N(u) into the vertex cover, decrease k by |N(u)|, and delete {u} ∪N(u) from the
graph. The correctness of this algorithm follows from the soundness of the preprocessing
rules and the fact that the branching is exhaustive.
3.3 Analysis
In order to analyze the running time of our algorithm, we define a measure µ = µ(G, k) =
k − vc∗(G). We will first show that our preprocessing rules do not increase this measure.
Following this, we will prove a lower bound on the decrease in the measure occurring as a
result of the branching, thus allowing us to bound the running time of the algorithm in terms
of the measure µ. For each case, we let (G′, k′) be the instance resulting by the application
of the rule or branch, and let x′ be an optimum solution to LPVC(G′).
1. Consider the application of Preprocessing Rule 1. We know that k′ = k − |V x1 |. Since
x′ ≡ 12 is the unique optimum solution to LPVC(G′), and G′ comprises precisely the
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vertices of V x1/2, the value of the optimum solution to LPVC(G′) is exactly |V x1 | less than
that of G. Hence, µ(G, k) = µ(G′, k′).
2. We now consider the application of Preprocessing Rule 2.
(a) Suppose that N(Z) was not independent. In this case, k′ = k − |N(Z)|. We also
know that w(x′) =
∑
u∈V x
′(u) = w(x)− 12 (|Z|+ |N(Z)|) + 12 (|V x
′
1 | − |V x
′
0 |). Adding
and subtracting 12 (|N(Z)|), we get w(x′) = w(x) − |N(Z)| − 12 (|Z| − |N(Z)|) +
1
2 (|V x
′
1 | − |V x
′
0 |). But, Z ∪ V x
′
0 is an independent set in G, and N(Z ∪ V x
′
0 ) =
N(Z) ∪ V x′1 in G. Since surplus(G) ≥ 1, |N(Z ∪ V x
′
0 )| − |Z ∪ V x
′
0 | ≥ 1. Hence,
w(x′) = w(x)− |N(Z)|+ 12 (|N(Z ∪ V x
′
0 )| − |Z ∪ V x
′
0 |) ≥ w(x)− |N(Z)|+ 12 . Thus,
µ(G′, k′) ≤ µ(G, k)− 12 .
(b) Suppose that N(Z) was independent. In this case, k′ = k − |Z|. We claim that
w(x′) ≥ w(x)− |Z|. Suppose that this is not true. Then, it must be the case that
w(x′) ≤ w(x) − |Z| − 12 . We will now consider three cases depending on the value
x′(z) where z is the vertex in G′ resulting from the identification of N(Z).
Case 1: x′(z) = 1. Now consider the following function x′′ : V → {0, 12 , 1}. For every
vertex v in G′ \ {z}, retain the value assigned by x′, that is x′′(v) = x′(v). For every
vertex in N(Z), assign 1 and for every vertex in Z, assign 0. Clearly this is a feasible
solution. But now, w(x′′) = w(x′)− 1 + |N(Z)| = w(x′)− 1 + (|Z|+ 1) ≤ w(x)− 12 .
Hence, we have a feasible solution of value less than the optimum, which is a
contradiction.
Case 2: x′(z) = 0. Now consider the following function x′′ : V → {0, 12 , 1}. For
every vertex v in G′ \ {z}, retain the value assigned by x′, that is x′′(v) = x′(v). For
every vertex in Z, assign 1 and for every vertex in N(Z), assign 0. Clearly this is
a feasible solution. But now, w(x′′) = w(x′) + |Z| ≤ w(x) − 12 . Hence, we have a
feasible solution of value less than the optimum, which is a contradiction.
Case 3: x′(z) = 12 . Now consider the following function x′′ : V → {0, 12 , 1}. For
every vertex v in G′ \ {z}, retain the value assigned by x′, that is x′′(v) = x′(v). For
every vertex in Z ∪ N(Z), assign 12 . Clearly this is a feasible solution. But now,
w(x′′) = w(x′)− 12 + 12 (2|Z|) + 12 ≤ w(x)− 12 . Hence, we have a feasible solution of
value less than the optimum, which is a contradiction.
Hence, w(x′) ≥ w(x)− |Z|, which implies that µ(G′, k′) ≤ µ(G, k).
3. We now consider the branching step.
a. Consider the case when we pick u in the vertex cover. In this case, k′ = k − 1. We
claim that w(x′) ≥ w(x) − 12 . Suppose that this is not the case. Then, it must be
the case that w(x′) ≤ w(x)− 1. Consider the following assignment x′′ : V → {0, 12 , 1}
to LPVC(G). For every vertex v ∈ V \ {u}, set x′′(v) = x′(v) and set x′′(u) = 1.
Now, x′′ is clearly a feasible solution and has a value at most that of x. But this
contradicts our assumption that x ≡ 12 is the unique optimum solution to LPVC(G).
Hence, w(x′) ≥ w(x)− 12 , which implies that µ(G′, k′) ≤ µ(G, k)− 12 .
b. Consider the case when we don’t pick u in the vertex cover. In this case, k′ = k−|N(u)|.
We know that w(x′) = w(x) − 12 (|{u}| + |N(u)|) + 12 (|V x
′
1 | − |V x
′
0 |). Adding and
subtracting 12 (|N(u)|), we get w(x′) = w(x)− |N(u)| − 12 (|{u}| − |N(u)|) + 12 (|V x
′
1 | −
|V x′0 |). But, {u} ∪ V x
′
0 is an independent set in G, and N({u} ∪ V x
′
0 ) = N(u) ∪ V x
′
1
in G. Since surplus(G) ≥ 2, |N({u} ∪ V x′0 )| − |{u} ∪ V x
′
0 | ≥ 2. Hence, w(x′) =
w(x)− |N(u)|+ 12 (|N({u} ∪ V x
′
0 )| − |{u} ∪ V x
′
0 |) ≥ w(x)− |N(u)|+ 1.
Hence, µ(G′, k′) ≤ µ(G, k)− 1.
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We have thus shown that the preprocessing rules do not increase the measure µ(G, k)
and the branching step results in a ( 12 , 1) decrease in µ(G, k) = µ, resulting in the recurrence
T (µ) ≤ T (µ− 12 ) + T (µ− 1) which solves to (2.6181)µ = (2.6181)k−vc
∗(G). Thus we get a
(2.6181)(k−vc∗(G)) algorithm for Vertex Cover above LP.
I Theorem 5. Vertex Cover above LP can be solved in time O∗((2.6181)k−vc
∗(G)).
By applying the above theorem iteratively for increasing values of k, we can compute a
minimum vertex cover of G and hence we have the following corollary.
I Corollary 6. There is an algorithm that, given a graph G, computes a minimum vertex
cover of G in time O∗(2.6181(vc(G)−vc∗(G))).
4 Applications
In this section we give several applications of the algorithm developed for Vertex Cover
above LP.
4.1 An algorithm for Above Guarantee Vertex Cover
Since the value of the LP relaxation is at least the size of the maximum matching, our
algorithm also runs in time O∗(2.6181k−m) where k is the size of the minimum vertex cover
and m is the size of the maximum matching.
I Theorem 7. Above Guarantee Vertex Cover can be solved in time O∗(2.6181`)
time, where ` is the excess of the minimum vertex cover size above the size of the maximum
matching.
Now by the known reductions in [8, 17, 22] (see also Figure 1) we get the following corollary
to Theorem 7.
I Corollary 8. Almost 2-SAT, Almost 2-SAT(v), RHorn-Backdoor Detection Set
can be solved in time O∗(2.6181k). However, KVDpm can be solved in time O∗(1.6181k).
4.2 Algorithms for Odd Cycle Transversal and Split Vertex Deletion
We describe a generic algorithm for both Odd Cycle Transversal and Split Vertex
Deletion. Let X,Y ∈ {Clique, Independent Set}. A graph G is called an (X,Y )-graph if its
vertices can be partitioned into X and Y . Observe that when X and Y are both independent
set, this corresponds to a bipartite graph and when X is clique and Y is independent set,
this corresponds to a split graph. In this section we outline an algorithm that runs in time
O∗(2.6181k) and solves the following problem.
(X,Y)-Transversal Set
Instance: An undirected graph G and a positive integer k.
Parameter: k.
Problem: Does G have a vertex subset S of size at most k such that
its deletion leaves a (X,Y )-graph?
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We solve the (X,Y)-Transversal Set problem by using a reduction to agvc that takes
k to k [25].
I Theorem 9. (X,Y)-Transversal Set can be solved in time O∗(2.6181k).
As a corollary to the above theorem we get the following new results.
I Corollary 10. Odd Cycle Transversal and Split Vertex Deletion can be solved
in time O∗(2.6181k).
4.3 An algorithm for König Vertex Deletion
A graph G is called König if the size of a minimum vertex cover equals that of a maximum
matching in the graph. Clearly bipartite graphs are König but there are non-bipartite graphs
that are König (a triangle with an edge attached to one of its vertices, for example). The
König Vertex Deletion problem is stated as follows.
König Vertex Deletion (KVD)
Instance: An undirected graph G and a positive integer k.
Parameter: k.
Problem: Does G have a vertex subset S of size at most k such
that G \ S is a König graph?
This problem is a natural generalization of the Odd Cycle Transversal problem. If
the input graph G to König Vertex Deletion has a perfect matching then this problem
is called KVDpm. By Corollary 8, we already know that KVDpm has an algorithm with
running time O∗(1.6181k) by a polynomial time reduction to agvc, that takes k to k/2.
However, there is no known reduction if we do not assume that the input graph has a
perfect matching and it required several interesting structural theorems in [18] to show that
KVD can be solved as fast as agvc. Here, we outline an algorithm for KVD that runs in
O∗(1.6181k) and uses an interesting reduction rule. However, for our algorithm we take a
slight detour and solve a slightly different, although equally interesting problem. Given a
graph, a set S of vertices is called König vertex deletion set (kvd set) if its removal leaves a
König graph. The auxiliary problem we study is following.
Vertex Cover Param by KVD
Instance: An undirected graph G, a König vertex deletion set S of size
at most k and a positive integer `.
Parameter: k.
Problem: Does G have a vertex cover of size at most `?
This fits into the recent study of problems parameterized by other structural parameters.
See, for example Odd Cycle Transversal parameterized by various structural paramet-
ers [11] or Treewidth parameterized by vertex cover [1] or Vertex Cover parameterized
by feedback vertex set [10].
For our proofs we will use the following characterization of König graphs.
I Lemma 11. [18, Lemma 1] A graph G = (V,E) is König if and only if there exists a
bipartition of V into V1 unionmulti V2, with V1 a vertex cover of G such that there exists a matching
across the cut (V1, V2) saturating every vertex of V1.
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Note that in Vertex Cover param by KVD, G \ S is a König graph. So one could
branch on all subsets of S to include in the output vertex cover, and for those elements not
picked in S, we could pick its neighbors in G \ S and delete them. However, the resulting
graph need not be König adding to the complications. Note, however, that such an algorithm
would yield an O∗(2k) algorithm for Vertex Cover Param by OCT. That is, if S were
an odd cycle transversal then the resulting graph after deleting the neighbors of vertices not
picked from S will remain a bipartite graph, where an optimum vertex cover can be found in
polynomial time.
Given a graphG = (V,E) and two disjoint vertex subsets V1, V2 of V , we let (V1, V2) denote
the bipartite graph with vertex set V1∪V2 and edge set {{u, v} : {u, v} ∈ E and u ∈ V1, v ∈ V2}.
Now, we describe an algorithm based on Theorem 5, that solves Vertex Cover param by
KVD in time O∗(1.6181k).
I Theorem 12. Vertex Cover Param by KVD can be solved in time O∗(1.6181k).
Proof. Let G be the input graph, S be a kvd set of size at most k. We first apply Lemma 1
on G = (V,E) and obtain an optimum solution to LPVC(G) such that all 12 is the unique
optimum solution to LPVC(G[V x1/2]). Due to Lemma 2, this implies that there exists a
minimum vertex cover of G that contains all the vertices in V x1 and none of the vertices
in V x0 . Hence, the problem reduces to finding a vertex cover of size `′ = ` − |H| for the
graph G′ = G[V x1/2]. Before we describe the rest of the algorithm, we prove the following
lemma regarding kvd sets in G and G′ which shows that if G has a kvd set of size at most k
then so does G′. Even though this looks straight forward, the fact that König graphs are
not hereditary (i.e. induced subgraphs of König graphs need not be König) makes this a
non-trivial claim to prove.
I Lemma 13. Let G and G′ be defined as above. Let S be a kvd set of graph G of size at
most k. Then, there is a kvd set of graph G′ of size at most k.
We now show that µ = vc(G′)− vc∗(G′) ≤ k2 . Let O be a kvd set of G′ and define G′′ as
the Kónig graph G′ \O. We know that |M | = vc(G′′) = vc∗(G′′), where M is a maximum
matching in the graph G′′. This implies that vc(G′) ≤ vc(G′′) + |O| = |M |+ |O|. But, we
also know that vc∗(G′) ≥ |M |+ 12 (|O|) and hence, vc(G′)− vc∗(G′) ≤ 12 (|O|). By Lemma
13, we know that there is an O such that |O| ≤ k and hence, vc(G′)− vc∗(G′) ≤ k2 .
By Corollary 6, we can find a minimum vertex cover of G′ in time O∗(2.6181vc(G′)−vc∗(G′))
and hence in time O∗(2.6181k/2). If the size of the minimum vertex cover obtained for G′ is
at most `′, then we return yes else we return no. This completes the proof of the theorem. J
It is known that, given a minimum vertex cover, a minimum sized kvd set can be computed
in polynomial time [18]. Hence, Theorem 12 has the following corollary.
I Corollary 14. KVD can be solved in time O∗(1.6181k).
Since the size of a minimum Odd Cycle Transversal is at least the size of a minimum
Konig Vertex Deletion set, we also have the following corollary.
I Corollary 15. Vertex Cover Param by OCT can be solved in time O∗(1.6181k).
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4.4 An improved kernel for Vertex Cover
We give a kernelization for Vertex Cover based on Theorem 5 as follows. Exhaustively,
apply the Preprocessing rules 1 and 2 (see Section 3). When the rules no longer apply, if
k − vc∗(G) ≤ log k, then solve the problem in time O∗(2.6181log k) = O(nO(1)). Otherwise,
just return the instance. We claim that the number of vertices in the returned instance is
at most 2k − 2 log k. Since k − vc∗(G) > log k, vc∗(G) is upper bounded by k − log k. But,
we also know that when Preprocessing Rule 1 is no longer applicable, all 12 is the unique
optimum to LPVC(G) and hence, the number of vertices in the graph G is twice the value of
the optimum value of LPVC(G). Hence, |V | = 2vc∗(G) ≤ 2(k − log k). Observe that by the
same method we can also show that in the reduced instance the number of vertices is upper
bounded by 2k − c log k for any fixed constant c. Indepedently, Lampis [12] has also given a
kernel for a Vertex Cover whose size is bounded by 2k − c log k.
5 Conclusion and Further Work
We have demonstrated that using the drop in LP values to analyze branching algorithms can
give powerful results for parameterized complexity. Recently, in [13], a significantly faster
algorithm for Vertex Cover above LP, running in time O∗(2.3146k), has been obtained.
We believe that our algorithm is the beginning of a race to improve the running time bound
for agvc and possibly for the classical vertex cover problem, for which there has been no
progress in the last several years after an initial plethora of results.
Our other contribution is to exhibit several parameterized problems that are equivalent
to or reduce to agvc through parameterized reductions. We observe that as the parameter
change in these reductions are linear, any upper or lower bound results for kernels for
one problem will carry over for the other problems too (subject to the directions of the
reductions).
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Abstract
Within the frameworks of learning in the limit of indexed classes of recursive languages from
positive data and automatic learning in the limit of indexed classes of regular languages (with
automatically computable sets of indices), we study the problem of minimizing the maximum
number of mind changes FM(n) by a learnerM on all languages with indices not exceeding n. For
inductive inference of recursive languages, we establish two conditions under which FM(n) can
be made smaller than any recursive unbounded non-decreasing function. We also establish how
FM(n) is affected if at least one of these two conditions does not hold. In the case of automatic
learning, some partial results addressing speeding up the function FM(n) are obtained.
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1 Introduction
In this paper, we consider a popular model for learning languages in the limit from infinite
positive data (inductive inference), as defined by M. Gold in [13] (in the sequel, we refer to
it as TxtEx): a learner is an algorithmic device that, given access to potentially all positive
data (as a stream of data items, intermittent with a special character representing “no data
at this moment”), produces a (potentially infinite) sequence of conjectures, and eventually
stabilizes on a correct grammar for the target language. Specifically, we concentrate on
learnability of indexed classes of languages — represented by computable numberings of
languages with uniformly decidable membership problem; these classes represent practically
interesting families of languages, in particular, the class of regular languages as represented
by all finite automata or regular expressions and its practically important subclasses, and
the class of pattern languages represented by patterns [1].
There are many different measures of complexity for learning languages in the limit
[8, 9, 10, 22, 16, 12]. One obvious natural measure of complexity is the number of mind
changes that a learner makes on a target language before stabilizing on a correct grammar
for it. As there are infinitely many languages in the target class, it is natural to consider the
maximum number of mind changes that a learnerM makes on the first n+1 languages in the
numbering defining the target class; in the sequel, we denote this number by FM(n) (another
approach to mind change complexity was suggested in [19]). This measure of complexity of
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inductive inference, in the context of learning indexed families of recursive functions, was
first suggested by J. Ba¯rzdin¸š and R. Freivalds in [4], where they also initiated a study of
the bounds on the function FM(n). It is easy to see that FM(n) can be bounded by n— the
learner can use the “identification by enumeration” strategy, whereby all functions in the
numbering consistent with the input data seen so far are tried, starting from the first one,
until a (smallest) index of the target function is found. However, Ba¯rzdin¸š and Freivalds
showed in [4] (providing full proof in [5]) that the linear upper bound on FM(n) can be
reduced exponentially — to log n + log log n + o(log log n), if the learner is allowed to use
programs of general type (from a universal acceptable numbering of all programs) rather
than indices in the numbering of the target class. They also established a nearly matching
lower bound for the function FM(n) (having shown that there exists an indexed class of
functions where no strategy can use less than nearly log n mind changes). In the paper [3],
J. Ba¯rzdin¸š showed that the lower bound on the number of mind changes jumps to nearly
n, if the numbering defining the target class of functions is used as the hypotheses space.
In the paper [6], the authors studied the following problem: is it possible to “speed up”
learning of indexed classes of functions achieving as slow growth of the function FM(n) as
possible? More specifically, if and when is it possible, given any total recursive function r(n)
and any learner M for an indexed class L, to find another learner M′ such that, for all n,
r(FM′(n)) ≤ max({FM(n), c}), for some constant c? They suggested to call such a provable
statement for a class L “absolute speed-up theorem” (AST, for brevity), and established
validity of AST for any class L of recursive functions with decidable equivalence problem
and not learnable with a constant number of mind changes.
In this paper, we study possibilities of mind change speed-ups in two different contexts.
First, we consider TxtEx-learning (from all positive data) of indexed families of recursive
languages. Secondly, we consider learning in the limit, from positive data, automatic classes
of languages by automatic learners; such an indexed class of languages is defined by a finite
automaton (the study of inductive inference in this context was initiated in [15]).
In the general case of TxtEx-learning of indexed families, we establish the conditions
under which AST is possible: we show that AST holds if (a) the equivalence problem for the
languages in the class is decidable and (b) inclusion of one language in another one implies
their equality (Theorem 3). Note that the condition (a) typically holds for practically
important indexed families of languages (for example, the class of regular languages indexed
by finite automata and the class of pattern languages indexed by patterns). In light of
this, the condition (b) is really the important criterion deciding if the AST can work for an
indexed class. This condition is quite simple and can be typically tested for many practically
useful indexed classes. Now, we show that, if the condition (a) holds and the condition (b)
does not (and yet there are no subset chains of languages of length more than 2), then
FM(n) can grow faster than any fixed recursive function (Theorem 6). We also consider the
case when the condition (b) holds, but (a) does not. It turns out, that, in this case, any
class can be learned with O(log n) upper bound on FM(n) (Theorem 8), and there exists a
class with the lower bound of log n− o(log n) on FM(n) for any learner M (Theorem 7).
Interestingly, if a learner witnessing AST is required to conjecture grammars only for
the languages in the class, then it cannot be made consistent with the input seen so far:
for such consistent learners, we show that, for some classes, the lower bound on FM(n) is
log n+ 1 (cf. Theorem 5).
For the automatic case, the definition of FM needs to be readjusted, as indices of lan-
guages are strings, and the set of indices must be regular; in addition, we require learners
to be computable by finite automata (automatic). Accordingly, we consider a (natural) or-
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dering of all indices and define FM(w) as the maximum of the number of mind changes on
all languages with indices not length-lexicographically greater than w with respect to the
given ordering.
We have not been able to find a reasonable range of automatic classes for which AST
holds. Yet, we obtained some interesting partial results. First, we show that, for any
nondecreasing unbounded automatic function, there is an automatic class that can be learned
by an automatic learner with FM(w) not exceeding this function; yet AST is not possible for
this class, as the function provides also the matching lower bound on FM(w) (Theorem 10).
Then we show that, for a range of automatic classes satisfying a simple condition, FM(w)
can be made smaller than any unbounded non-decreasing recursive function if an automatic
learner uses fat texts, where every input datum appears infinitely many times (Theorem 12).
This result works also for automatic learners using arbitrary input texts if the languages in
the class satisfy the additional condition of being pairwise infinitely different. Although, our
results in this section do not directly deal with a more practically interesting AST problem
for learning automatic classes with no strong restrictions on either stream of input data or
the class to be learnt, they certainly shed light on the difficulties of solving the AST problem
without these restrictions.
Mind changes have played an important role in other fields besides inductive inference,
such as in computational complexity to determine the powers of Boolean Hierarchy, query
order, etc., see for example [7, 14].
2 Preliminaries
Let N denote the set of natural numbers. A language is a subset of N . The symbol
∅ denotes the empty set. Symbols ⊆,⊇,⊂,⊃, respectively, denote subset, superset, proper
subset and proper superset. Furthermore, max(S),min(S) and card(S), respectively, denote
the maximum, minimum and cardinality of a set S, where max(∅) = 0 and min(∅) = ∞.
We use card(S) ≤ ∗ to denote that the cardinality of S is finite.
We let 〈·, ·〉 stand for an arbitrary, computable, one-to-one encoding of all pairs of natural
numbers onto N [21]. Similarly, one can define 〈·, ·, . . . , ·〉 coding multiple arguments. We
assume these pairing functions to be monotonically increasing in all their arguments.
We let ϕ denote a fixed acceptable programming system for the partial computable func-
tions [21]. The i-th partial computable function in the system ϕ is denoted by ϕi. The set
of all recursive functions is denoted by R. When considering partial computable functions
with multiple arguments, we assume that the inputs are coded using the pairing function
described above. We let Wi = domain(ϕi).
2.1 Learning Languages in the Limit
A finite sequence σ is a mapping from an initial segment of N into (N ∪ {#}). We let
Λ denote the empty sequence. The content of σ, denoted content(σ), is the set of natural
numbers in the range of σ. The length of σ, denoted |σ|, is the number of elements in the
domain of σ. SEQ denotes the set of all finite sequences. A text T is a mapping from N to
(N ∪{#}). The content of T , denoted content(T ), is the set of natural numbers in the range
of T . A text T is for a language L iff content(T ) = L. T [n] denotes the initial segment of
T of length n, and σ[n] denotes the initial segment of σ of length n. Intuitively, #’s denote
pauses in the presentation of data. A text T is called fat [20] if for every x ∈ content(T ),
there exist infinitely many n such that T (n) = x.
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A language learning machine is an algorithmic mapping from SEQ to N∪{?}. Intuitively,
? denotes that the learner does not have enough data to form a conjecture. We let M,
with or without decorations, range over learning machines. If, for all but finitely many n,
M(T [n]) = i, then we say that M(T )↓ = i (or simply, M(T ) = i). If there exists an i such
that M(T )↓ = i, then we say that M(T ) converges (written: M(T )↓); otherwise, we say
that M(T ) diverges or M(T ) is undefined (written: M(T )↑).
I Definition 1. [13] (a) M TxtEx-identifies a language L (written: L ∈ TxtEx(M)) iff for
all texts T for L, M(T )↓ and WM(T ) = L.
(b) M TxtEx-identifies a class L of languages iff M TxtEx-identifies each L ∈ L.
(c) TxtEx = {L : (∃M)[M TxtEx-identifies L]}.
For a learner M, a text T , and n ∈ N , we let MCM(T [n]) denote the number of mind
changes [9, 8] made by M on T [n], that is, card({r < n :? 6= M(T [r]) 6= M(T [r + 1])}).
Similarly, MCM(T ) denotes the number of mind changes [9, 8] made by M on T , that is,
card({r :? 6= M(T [r]) 6= M(T [r+1])}). We let MCM(L) denote the maximum over MCM(T )
for all texts T for L. One can assume without loss of generality that, if M(σ) 6=? and σ ⊆ τ ,
then M(τ) 6=?.
A learner M is said to be consistent [1, 2] if for all σ ∈ SEQ, content(σ) ⊆WM(σ).
An indexed family is a family L = (Li)i∈N of languages such that, {(i, x) : x ∈ Li} is
recursive. When dealing with indexed families, we let FM(i) = maximum over MCM(T ) on
any input text T for a language Lj , j ≤ i.
Often, when learning indexed families, instead of using the acceptable programming sys-
temW0,W1, . . . as hypothesis space, we use an indexed family, (Hi)i∈N , as hypothesis space.
That is, in Definition 1(a), we require HM(T ) = L, instead of requiring WM(T ) = L. This
model of learning is said to be class preserving [18, 23] if {Hi : i ∈ N} = {Li : i ∈ N}. In
theorems in the sequel, for positive learnability statements, by default, we take the hypo-
thesis space Hi = Li, unless specified otherwise. For non-learnability statements, we allow
acceptable programming system (Wi)i∈N as hypothesis space, (and thus the diagonalization
works against arbitrary hypothesis spaces).
We now formally define AST.
I Definition 2. Suppose an indexed family L = (Li)i∈N is given. We say that L satisfies
absolute speed-up theorem (AST) if for any recursive function r(·) and a learner M for
L, there exists another learner M′ and a constant c such that, for all n, r(FM′(n)) ≤
max({FM(n), c}).
3 Mind Change Speed-up for Learning Recursive Languages
Our main goal in this section is to establish conditions under which AST holds for learning
an indexed class of languages. First note that AST does not hold for some indexed classes.
This follows from Theorem 9 below, for automatic families. The following theorem gives
conditions for AST holding for an indexed class (the actual AST is stated in the corollary).
Proof of the following theorem essentially uses the idea of delaying mind change until it
is safe, that is, until all grammars, except for at most one grammar, upto a sufficiently large
bound are found to be incompatible with the input data.
I Theorem 3. Suppose L = (Li)i∈N is an indexed family for which the equivalence problem is
decidable. Furthermore, assume that Li ⊆ Lj implies Li = Lj . Suppose h is a monotonically
non-decreasing recursive function, with range(h) being unbounded.
Then, there exists a learner M which TxtEx-learns L such that FM(n) ≤ h(n).
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Proof. Let H(k) = min({k′ : h(k′) > k}). Let M(Λ) =?. Inductively, define M(T [n + 1])
as follows.
If for all j ≤ n, content(T [n+ 1]) 6⊆ Lj , then let M(T [n+ 1]) = M(T [n]).
Otherwise, let j be least such that content(T [n + 1]) ⊆ Lj . If there exists a j′ <
H(MCM(T [n]) + 1), such that Lj 6= Lj′ (this can be tested, as the equivalence problem is
decidable) and content(T [n + 1]) ⊆ Lj′ , then let M(T [n + 1]) = M(T [n]) (the learner M
“does not want” to change mind to j, as there is a different language containing the same
initial segment of input data not “too far” from j — as defined by the function H); otherwise
let M(T [n+ 1]) = j.
Note that if M(T [n + 1]) = j, then for all j′ < H(MCM(T [n]) + 1), Lj = Lj′ or
content(T [n + 1]) 6⊆ Lj′ . That is, for all j′ such that h(j′) ≤ MCM(T [n]) + 1, Lj = Lj′
or content(T [n + 1]) 6⊆ Lj′ . Thus, if content(T [n + 1]) ⊆ Li for an Li different from Lj ,
i must be so large that MCM(T [n + 1]) < h(i). It follows that, given any Li, for any
text T for Li, MCM(T ) ≤ h(i). Furthermore, M TxtEx-identifies Li on a text T for Li,
as after it has received T [n + 1] such that content(T [n + 1]) 6⊆ Lj′ for any j′ such that
h(j′) ≤ max({h(i), 1}), we will have M(T [n+ 1]) = i. J
I Corollary 4. Suppose L = (Li)i∈N is an indexed family for which the equivalence problem
is decidable. Furthermore, assume that Li ⊆ Lj implies Li = Lj . Then, AST holds for L.
Proof. Suppose M TxtEx-identifies L and FM is the corresponding mind change complex-
ity. The corollary is trivial if FM is bounded by a constant. So assume FM is unbounded.
Given a recursive function r, define the recursive function h such that, h(0) = 0, and
h(n+1) = h(n)+1 if r(h(n)+1) ≤ FM(n+1) as can be verified by running M on some σ of
length at most n, such that content(σ) ⊆ {x : x ≤ n} ∩ Li, for some i ≤ n; h(n+ 1) = h(n)
otherwise. Thus, r(h(n)) ≤ FM(n). Now the corollary follows from Theorem 3. J
The above corollary immediately gives the result of Ba¯rzdin¸š, Kinber and Podnieks [6]
that, in the case of inductive inference of indexed classes of recursive functions, decidability
of the equivalence problem for the functions in an indexed class suffices for AST.
It can be easily shown that the conditions of Theorem 3 are not necessary — for
example, one can easily transform any indexed class L = (Li)i∈N satisfying the con-
ditions of Theorem 3 into a class L′ = (Lj)′j∈N with undecidable equivalence problem
and AST holding for it. For this, one takes either L′2j = L′2j+1 = {2x : x ∈ Lj} or
L′2j = {2x : x ∈ Lj} ∪ {2 ∗ 〈2j, rj〉 + 1} and L′2j+1 = {2x : x ∈ Lj} ∪ {2 ∗ 〈2j + 1, rj〉 + 1},
for some appropriate large enough rj , such that the i-th Turing Machine does not correctly
decide whether L′2j = L′2j+1.
Note that the learner in the proof of Theorem 3 can be made consistent (for indexed
families), if the learner is allowed to output N as a conjecture. For this, if the conjecture of
the above learner is inconsistent (including for the initial conjecture ?), then it is replaced by
a conjecture for N . This doubles the number of mind changes made, however this problem
can be easily addressed by replacing h(i) by b(h(i) .− 1)/2c in the above construction.
Then, the above result holds even for consistent learners, for any non-decreasing unbounded
recursive h which is ≥ 1 on all inputs. However, the consistent learner outputting N from
time to time may not be class preserving. In case one requires class preserving consistency,
the following theorem holds.
I Theorem 5. Suppose Li = {〈x, bx〉 : x ∈ N}, where br is the (r+ 1)-th least significant bit
of i in binary representation (the least significant bit is b0).
Let L = {Li : i ∈ N}. Then,
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(a) L can be class-preservingly consistently learnt by a learner M which makes at most
dlog(i+ 1)e mind changes on Li;
(b) For any class-preserving consistent learner M for L, FM(n) ≥ dlog(n+ 1)e.
Now we consider what happens if the conditions of Theorem 3 do not hold. First, we
consider the case when decidability of the equivalence problem still holds, but subset chains
of length more than 1 are allowed.
Proof of the following Theorem 6 essentially exploits the following idea. Note that for
any infinite set B and finite sequence σ, if content(σ) ⊆ B, and a learner learns both B
and B′, a finite subset of B containing content(σ), then the learner makes a mind change,
beyond σ, on some text for B extending σ. For each learner Mi the proof uses a set L2i
(representing B above). It then constructs σ0, σ1, . . . , σr, with r ≤ h(2i), by potentially
placing a finite subset of L2i containing content(σj) into the class L in order to force h(2i)
mind changes by Mi (in case Mi learns L). It will be the case that at most one of the above
finite sets is actually placed in L and others are spoiled (by making them non-subset of L2i),
thus satisfying the requirement of having a subset chain of length at most 2.
I Theorem 6. Suppose h is any recursive increasing function. There exists an indexed family
L, where the indexing is one-to-one, for which there is no subset chain of length more than
2, and there is no speedup. That is,
(a) L can be TxtEx-learnt, using a class preserving hypothesis space, by a learner M, such
that FM(i) ≤ h(i).
(b) For any M which TxtEx-identifies L, FM(2i) ≥ h(2i).
Proof. For ease of notation we assume that h(0) ≥ 1. Let L2i = {〈i, x〉 : x is odd}.
Let Ari = {〈i, x〉 : x is odd and x ≤ r}.
Let Br,yi = {〈i, x〉 : x is odd and x ≤ r} ∪ {〈i, 2〈r, y〉〉}.
We let L = {Lj : j ∈ N}, where Lj , for odd j, are defined below. They will be of the
form Ari or B
r,y
i which are chosen to be in the class based on the following construction
(where it can be easily ensured that if Lj = Ari or B
r,y
i , then j ≥ 2i).
It will be the case that, for any i, r, L contains at most one of Ari or Br,yi (for some y),
and there are at most h(2i) many different r’s such that L contains Ari or Br,yi (for some y).
We now give the construction for Lj , for j being odd. The following process is run in
dovetailing fashion for each i. For a given i, the languages constructed below are of the form
Ari or B
r,y
i . These are used to diagonalize against the learner Mi.
Whenever the process below needs to define a new language (Lj), we assume that a j ≥ 2i
is allocated in some fashion so that all Lj , j being odd, get defined when one considers the
processes for different i; note that for every i at least one language gets defined below.
Construction for the languages in L which are of the form Ari or Br,yi .
Initially, let σ0 = 〈i, 1〉.
For k = 0 to h(2i)− 1 do:
1. Let w = max({w′ : 〈i, w′〉 ∈ content(σk)}).
2. Add a new language, say Lj , to L. Initially, Lj is Awi . Define more and more
elements not in Awi to be not in Lj until step 3 succeeds. If and when step 3
succeeds, go to step 4.
3. Search for a τ extending σk such that content(τ ) ⊆ L2i, and Mi(σk) 6= Mi(τ).
4. Let Lj = Bw,yi , for an even y such that Lj(〈i, 2〈w, y〉〉) has not been defined upto
now and y > w.
5. Let σk+1 be an extension of τ such that content(σk+1) = Aw
′
i , for some odd w′ > w
such that w′ bounds the time needed to get upto here in the construction.
EndFor
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Note that if Mi TxtEx-learns L, then the search in step 3 will succeed. Furthermore,
only the last incomplete iteration of the “for” loop may generate a subset of L2i. All other
languages generated are incomparable to each other. Thus the languages in L satisfy the
“subset” constraints of the theorem.
Furthermore, if Mi TxtEx-learns L, then the above construction forces at least h(2i)
mind changes for Mi on some text for L2i. Thus, the condition (b) of the theorem holds.
To see (a), let g(i, k) denote a program which decides Lj , for the j as in iteration k of
the for loop above if iteration k exists; otherwise it is a program which decides L2i. Note
that such a grammar can be easily defined, as one can slowly follow L2i, and if one observes
iteration k to have started, then follow Lj as in there — see step 5 in the construction above
which allows us to do this.
Now, if 〈i, w〉 is the largest element seen in the input so far and w is even, then the
learner immediately knows the input language and can output a grammar appropriately.
On the other hand, if w is odd, then the learner simulates the construction (for parameter
i) above for w steps to find the largest k such that the construction above, after w steps,
reaches iteration k in the loop. Now, if 〈i, w〉 belongs to Lj , where j is as in iteration k of
the loop in the construction above, then the learner outputs g(i, k). Otherwise, it outputs
g(i, k + 1).
It is easy to verify that the learner above TxtEx-learns the class L and makes at most
h(k) mind changes on a text for the language Lk. J
Now we will study what can happen if the languages in an indexed class are equal or
incomparable, but the equivalence problem may be undecidable. Proofs of the next two
theorems are based on techniques used in [5, 11] for similar theorems for function learning.
I Theorem 7. Given any non-decreasing recursive function f with unbounded range, there
exists an indexed family L = (Li)i∈N , where, for all j and k, either Lj = Lk or Lj and
Lk are incomparable, such that for all M TxtEx-identifying L, FM(n) ≥ log n − f(n) for
infinitely many n.
The next theorem shows that, yet, every indexed class with equal or incomparable lan-
guages can be learned using approximately log n mind changes.
I Theorem 8. Every indexed family L = (Li)i∈N , such that for all i, j, either Li = Lj or
Li and Lj are incomparable, can be TxtEx-learnt by a learner M, using a class preserving
hypothesis space, such that FM(n) ≤ log n+ log log n+ o(log log n).
(Here, for ease of notation, we take log n and log log n to be 1, for n ≤ 2).
One can improve the bound in the above theorem to FM(n) ≤ log n + log log n + . . . +
o(log log log . . . log n). Note that the above result does not hold if one requires that the
learner uses the given indexing of L as the hypothesis space. This follows from the corres-
ponding result for function learning from [3].
4 Automatic Classes and Learning
In this section, we introduce necessary concepts for automatic learning of automatic classes.
Let Σ denote a non-empty finite alphabet. Let Σ∗ denote the set of all strings over the
alphabet Σ. Let  denote the empty string. We let |w| denote the length of string w. We fix
some arbitrary order among the members of Σ. For strings x and y, x <lex y denotes that x
is lexicographically (that is, in dictionary order) before y. The relation x <ll y denotes that x
is length-lexicographically before y, that is, either |x| < |y|, or |x| = |y| and x <lex y. When
we consider sets of strings, min(S) and max(S) denote the length-lexicographically minimal
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and maximal strings in S, where max(∅) =  and min(∅) is undefined. We let succL(w) and
predL(w) denote the successor and predecessor of w in the length-lexicographical ordering of
the language L, where predL(w) is undefined for the length-lexicographically least string in
L, and succL(w) is undefined for the length-lexicographically maximal string in L (if any).
For a given Σ and w ∈ Σ∗, let ord(w) denote the number of strings in Σ∗ which are <ll w.
We let cfL denote the characteristic function of L.
The convolution (see [17]) of two strings x, y ∈ Σ∗, conv(x, y), is defined as the string
(x(0), y(0))(x(1), y(1)) . . . (x(n− 1), y(n− 1)), where each pair is a symbol from (Σ ∪ {})2
and n = max(|x|, |y|). The special symbol  6∈ Σ is appended (as many times as needed) to
the shorter string in order to make both strings to be of the same length n. Similarly, conv
can be defined on multiple arguments. An n-ary relation R or an m-ary function f is called
automatic if the sets {conv(x1, x2, . . . , xn) : R(x1, x2, . . . , xn)} and {conv(x1, x2, . . . , xm, y) :
f(x1, x2, . . . , xm) = y}, respectively, are regular.
A family of languages over alphabet Σ, {Lα : α ∈ I} is said to be automatic (see [17])
iff I is a regular set, each Lα ⊆ Σ∗, and {conv(α, x) : x ∈ Lα} is regular. When we
are considering learning of automatic classes, the elements of languages are strings rather
than natural numbers. Most of the definitions and notations discussed above for learning
languages over natural numbers carry over to the case of learning languages over strings, with
numbers being replaced by strings; we omit the details. Below we describe a special kind
of learner, called automatic learner ([15]). An automatic learner is an automatic mapping
from previous memory, current datum to new memory and new conjecture. Here memory
is a string over some alphabet Γ. Suppose T is the input text for the automatic learner Q.
Let (memTn+1, hypTn+1) = Q(memTn , T (n)), where memT0 and hypT0 are some default initial
memory mem0 and the default initial hypothesis hyp0 of the learner Q. We can consider the
hypothesis hypTn of the learner Q as its output on the input T [n], and thus the learnability
notions discussed in Section 2.1 above can be taken over to the setting of automatic learners.
Below we let Q range over automatic learners.
When dealing with automatic families, we let FM(w) = maximum over the mind changes
made by the learner M on any input text for a language Lu, u ≤ll w. Note that for learning
automatic families, as long as memory is not restricted (except due to the definition of
automatic learner), one can assume the hypothesis space to be the same as the automatic
class being learnt. Thus, for the next section, for all the results the hypothesis space used
is the automatic family being learnt.
5 Mind Change Speed-up for Automatic Classes
In the sequel, pairing is assumed to be done via convolution. We begin with an example
of an automatic class containing languages over the unary alphabet with linear lower and
upper bounds on the number of mind changes.
I Theorem 9. Let L0i = {0j : j < i}. Let L = {L0i : i ∈ N}. Then,
(a) L can be TxtEx-learnt by an automatic learner Q such that FQ(0n) = n.
(b) Any learner M which TxtEx-learns L has FM(0n) ≥ n.
Proof. Consider an iterative learner Q which starts with conjecture 00. Q, on previous
conjecture 0j and new input 0i, outputs 0max({i+1,j}). Clearly, Q satisfies (a). Part (b)
follows easily as for any TxtEx-learner for L, one can construct σi, i ∈ N , such that
σi ⊆ σi+1, content(σi) = L0i , and M(σi) is a grammar for L0i . Then MCM(σi) ≥ i. J
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Now we show that, for any automatic function h (with the range containing strings over
a unary alphabet), there is an automatic class that can be learned automatically with h
(more precisely, ord(h(0i+1, ) + 1) being the tight bound on the number of mind changes.
I Theorem 10. Suppose h is a non-decreasing automatic function with range(h) ⊆ 0+. Let
L(0i+1,) = {(0i+1, 1j) : j ∈ N}, L(0i+1,1j+1) = {(0i+1, 1r) : r < j + 1}, L(,) = ∅, and
L = {L(,)} ∪ {L(0i+1,1j) : i ∈ N, j ≤ ord(h(0i+1, ))}. Then,
(a) L can beTxtEx-learnt by an automatic learnerQ, such that FQ(0i+1, ) = ord(h(0i+1, ))
+ 1.
(b) Any learner M which TxtEx-learns L has FM(0i+1, ) ≥ ord(h(0i+1, )) + 1.
Now our goal is to show that, under certain natural conditions, mind change speed-up for
automatic classes is possible if an automatic learner uses fat texts. Proofs of Theorems 11
and 12 are the most difficult in this paper. In these theorems, on one hand, the class
L considered is automatic (so equivalence, subset problem, etc., among languages in the
class are decidable), but, on the other hand, the learner is automatic and we also allow
some subset relations among languages. The main difficulty is because of the learner being
automatic, thus forgetting past data. The proof again uses delaying of mind change until
it is safe, by cancelling all but c wrong grammars upto some large enough bound (in a way
similar to Proof for Theorem 3). Here c is a constant such that at most c different languages
in the class are related by subset/superset relation with any particular language of the class.
Then, the learner finds upto c2 many grammars which may be for the input language, in case
any of the languages, with indices below the large enough bound mentioned above, contains
the input language. The learner then proceeds to try these languages one by one (where
smaller languages are tried first). Due to forgetting of past data by automatic learners, one
needs a fat text to be able to cancel out wrong grammars. The proof for arbitrary speed-up
(Theorem 12) is technically involved, and thus we begin by showing a simpler version first.
I Theorem 11. Suppose L = {Lα : α ∈ I} is an automatic family (without loss of generality,
assume one-to-one). Suppose constants k and c are given, where for all L ∈ L, card({L′ ∈
L : L ⊆ L′ or L′ ⊆ L}) ≤ c.
Then, there exists an automatic learner Q which learns L from fat texts such that (for
learning from fat texts) FQ(α) ≤ max({d|α|/ke, 1}) ∗ c2 − 1.
Proof. Without loss of generality assume that there are at least c + 1 indices of length at
most k. The learner Q defined below operates in phases. Intuitively, memory of Q is of the
form (0i, 0p, α1, α2, . . . , αc+1, β1, β2, . . . , βc2 , prevconj), where
(i) p = k ∗ i;
(ii) αj <ll αj+1, for 1 ≤ j < c;
(iii) αc ≤ll αc+1;
(iv) prevconj is the previous conjecture;
(v) Q has already made (i− 1)-phases (each producing upto c2 conjectures), and is now
in its i-th phase;
(vi) for all α such that |α| ≤ p and α 6∈ {αj : 1 ≤ j ≤ c} ∪ {γ : αc ≤ll γ ≤ll αc+1}, Q has
already observed a string in the input which is not in Lα;
(vii) in case αc = αc+1, β1, . . . , βc2 denote the c2 possible members β of I such that Lβ
is contained in one of Lαj , 1 ≤ j ≤ c (in case of < c2 such members, we use # for the
remaining elements); furthermore, if Lβj ⊆ Lβj′ , then j ≤ j′;
(viii) in case αc = αc+1, prevconj = βj for some j such that 1 ≤ j ≤ c2, and for
1 ≤ j′ < j, Q has already observed a string in the input which is not in Lβj′ .
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Initially, the memory of Q is (01, 0k, α1, α2, α3, . . . , αc, αc+1,#,#, . . . ,#, ?), where αc+1
is the length-lexicographically largest element of I of length at most k, and α1, . . . , αc are
the c length-lexicographically least elements of I. The initial conjecture of Q is ?.
At any point during the learning process, if the new input is w and the previous conjecture
is (0i, 0p, α1, α2, . . . , αc+1, β1, β2, . . . , βc2 , prevconj), then Q behaves as follows:
(1.) If αc 6= αc+1, and w 6∈ Lαj for some least j with 1 ≤ j ≤ c+ 1, then
(1.1.) If j = c+1, then let α′c+1 = predI(αc+1), and α′r = αr for 1 ≤ r ≤ c; otherwise,
let α′r = αr, for 1 ≤ r < j, α′r = αr+1, for j ≤ r < c, and α′c = succI(αc).
(1.2.) If α′c 6= α′c+1, then let β1 = . . . = βc2 = #, and let new memory be
(0i, 0p, α′1, . . . , α′c+1, β1, . . . , βc2 , prevconj) and let new conjecture be prevconj.
(1.3.) else (i.e., α′c = α′c+1), let β1, . . . , βc2 denote the c2 possible members β of I such
that Lβ is contained in one of Lα′
j
, 1 ≤ j ≤ c; furthermore, if Lβj ⊆ Lβj′ , then j ≤ j′;
If there are several possible orders to choose βj satisfying the above, then choose the
lexicographically least order among them. (In case of < c2 members β of I such that
Lβ is comparable to some Lαj , we use # for the remaining β’s); Conjecture β1, and
let new memory be (0i, 0p, α′1, . . . , α′c+1, β1, . . . , βc2 , β1).
(2.) else (if αc = αc+1), then
if w 6∈ Lprevconj , then
∗ (2.1.) if prevconj = βj , and j < c2 and βj+1 6= #, then let new memory be
(0i, 0p, α1, α2, . . . , αc+1, β1, β2, . . . , βc2 , βj+1) and the new conjecture be βj+1.
∗ (2.2.) otherwise, let new memory be
(0i+1, 0p+k, α′1, α′2, . . . , α′c+1,#,#, . . . ,#, prevconj),
where α′c+1 is the length-lexicographically largest element of I of length at most
p+ k, and α′1, . . . , α′c are the c length-lexicographically least elements of I.
else (i.e., w ∈ Lprevconj) repeat the old memory and conjecture.
(3.) else (i.e., αc 6= αc+1, and w ∈ Lαj for all j with 1 ≤ j ≤ c + 1) repeat the old
memory and conjecture.
Intuitively, for any w, in step (1) the learner (over several inputs) tries to eliminate all
but c of the potential conjectures of length at most p; all the eliminated conjectures do not
contain the input language (see steps 1, 1.1 and 1.2). Once the learner is left with only c
conjectures of length at most p, which may contain the input language, it finds the indices
of all the potential c2 many languages which may be for the input language (unless none of
the languages, with index of length at most p, contain the input language) (see step 1.3).
After this, in steps 1.3, 2 and 2.1, the learner serially tries all the above c2 many languages
which could be the input language. (Note that, the testing of these languages is done in
a specific order so that subsets are tried earlier than the supersets.) Then, the learner
eliminates them one by one, until it finds the correct language or observes that none of
them could contain the input language (i.e., all languages in L which contain the input have
indices of length larger than p). In which case the learner goes to the next (i + 1-th) phase
(step 2.2).
It is now easy to verify that the above learner TxtEx-identifies L on fat texts, and on
Lα makes at most max({d|α|/ke, 1}) ∗ c2− 1 mind changes (using max({d|α|/ke, 1}) phases,
each of which may make upto c2 conjectures). J
Note that the above proof uses fat texts to be able to check whether a language in the
automatic family contains the input language or not. In the above theorem, one can replace
c2 by c, if, instead of using conjectures βj one by one, the learner (i) keeps track of βj such
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that it hasn’t seen a non-element of Lβj , and (ii) outputs a conjecture βj if the learner hasn’t
seen a non-element of Lβj and Lβj is contained in every other Lβj′ for which it hasn’t seen
a non-element. This ensures that in steps 1.3 and 2, for each i, at most c conjectures are
output.
Furthermore, we can generalize the theorem above to beat (almost everywhere) mind
changes given by any non-decreasing unbounded recursive function as follows.
I Theorem 12. Suppose L = {Lα : α ∈ I} is an automatic family (without loss of generality
assume one-to-one). Suppose a non-decreasing unbounded recursive function h and a con-
stant c are given, where for all L ∈ L, card({L′ ∈ L : L ⊆ L′ or L′ ⊆ L}) ≤ c. Then, there
exists an automatic learner Q which learns L from fat texts such that (for learning from fat
texts) FQ(α) ≤ max({h(|α|), 1}) ∗ c− 1.
The above result also works if, instead of using fat texts, the languages in the class
are required to be pairwise infinitely different or the alphabet size is 1 (in addition to the
requirement: for all L ∈ L, card({L′ ∈ L : L ⊆ L′ or L′ ⊆ L}) ≤ c, for some constant c).
6 Conclusion
In 1972, Ba¯rzdin¸š and Freivalds introduced the maximum number of mind changes on the
first n functions as a measure of efficiency of learning in the limit. Our interest in this
measure of complexity for learning indexed classes of languages was revived by growing
interest in automatic learning of automatic classes of languages. As mind change speed-up
effects, discussed and resolved for learning recursive functions in [6], surprisingly, have never
been explored for learning languages from positive data, we, first, considered these issues for
the corresponding framework. We also give a sufficient condition for a family of automatic
classes for which speed-up is possible if either an automatic learner uses fat texts, or the
languages in the classes in question differ infinitely. Yet the general problem of whether there
are wide natural automatic classes for which mind change speed-up is possible remains open.
One can note that the mind change speed-up in both frameworks considered in our paper
is achieved when a learner, choosing a new conjecture, accesses increasingly more data from
the underlying numbering of languages. It would be very interesting to find out if the amount
of such data can be measured in some form and what is the actual quantitative relationship
between this amount and the number of mind changes.
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Abstract
We consider the complexity of two questions on polynomials given by arithmetic circuits: testing
whether a monomial is present and counting the number of monomials. We show that these
problems are complete for subclasses of the counting hierarchy which had few or no known natural
complete problems before. We also study these questions for circuits computing multilinear
polynomials.
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1 Introduction
Several recent papers in arithmetic circuit complexity refer to a family of classes called
the counting hierarchy consisting of the classes PP ∪ PPPP ∪ PPPPPP ∪ . . .. For example,
Bürgisser [6] uses these classes to connect computing integers to computing polynomials,
while Jansen and Santhanam [14] — building on results by Koiran and Perifel [18] — use them
to derive lower bounds from derandomization. This hierarchy was originally introduced by
Wagner [32] to classify the complexity of combinatorial problems. Curiously, after Wagner’s
paper and another by Torán [27], this original motivation of the counting hierarchy has to
the best of our knowledge not been pursued for more than twenty years. Instead, research
focused on structural properties and the connection to threshold circuits [3]. As a result,
there are very few natural complete problems for classes in the counting hierarchy: for
instance, Kwisthout et al. give in [20] “the first problem with a practical application that is
shown to be FPPP
PP
-complete”. The related class C=P appears to have no natural complete
problems at all (see [13, p. 293]). It is however possible to define seemingly natural ones by
starting with a #P-complete problem and considering the variant where an instance and a
positive integer are provided and the question is to decide whether the number of solutions
for this instance is equal to the integer. We consider these problems to be counting problems
∗ Partially supported by DFG grants BU 1371/2-2 and BU 1371/3-1.
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disguised as decision problems, in contrast to the question studied here. Note that the
corresponding logspace counting class C=L is known to have interesting complete problems
from linear algebra [1].
In this paper we follow Wagner’s original idea and show that the counting hierarchy is a
helpful tool to classify the complexity of several natural problems on arithmetic circuits by
showing complete problems for the classes PPPP, PPNP and C=P.1 The common setting of
these problems is the use of circuits or straight-line programs to represent polynomials. Such
a representation can be much more efficient than giving the list of monomials, but common
operations on polynomials may become more difficult. An important example is the question
of determining whether the given polynomial is identically zero. This is easy to do when
given a list of monomials. When the polynomial is given as a circuit, the problem, called
ACIT for arithmetic circuit identity testing, is solvable in coRP but is not known to be in P.
In fact, derandomizing this problem would imply circuit lower bounds, as shown in [15]. This
question thus plays a crucial part in complexity and it is natural to consider other problems
on polynomials represented as circuits. In this article we consider mainly two questions.
The first question, called ZMC for zero monomial coefficient, is to decide whether a
given monomial in a circuit has coefficient 0 or not. This problem has already been studied
by Koiran and Perifel [17]. They showed that when the formal degree of the circuit is
polynomially bounded the problem is complete for P#P. Unfortunately this result is not fully
convincing, because it is formulated with the rather obscure notion of strong nondeterministic
Turing reductions. We remedy this situation by proving a completeness result for the class
C=P under more traditional logarithmic space reductions. This provides a natural complete
problem for this class. Koiran and Perifel also considered the general case of ZMC, where
the formal degree of the circuits is not bounded. They showed that ZMC is in CH. We
provide a better upper bound by proving that ZMC is in coRPPP. We finally study the case
of monotone circuits and show that the problem is then coNP-complete.
The second problem is to count the number of monomials in the polynomial computed
by a circuit. This seems like a natural question whose solution should not be too hard, but
in the general case it turns out to be PPPP-complete, and the hardness holds even for weak
circuits. We thus obtain another natural complete problem, in this case for the second level
of the counting hierarchy.
Finally, we study the two above problems in the case of circuits computing multilinear
polynomials. We show that our first problem becomes equivalent to the fundamental problem
ACIT and that counting monomials becomes PP-complete.
2 Preliminaries
Complexity classes We assume the reader to be familiar with basic concepts of computa-
tional complexity theory (see e.g. [4]). All reductions in this paper will be logspace many-one
unless stated otherwise.
We consider different counting decision classes in the counting hierarchy [32]. These
classes are defined analogously to the quantifier definition of the polynomial hierarchy but,
in addition to the quantifiers ∃ and ∀, the quantifiers C, C= and C6= are used.
1 Observe that Hemaspaandra and Ogihara [13, p. 293] state that Mundhenk et al. [24] provide natural
complete problems for PPNP. This appears to be a typo as Mundhenk et al. in fact present complete
problems not for PPNP but for the class NPPP which indeed appears to have several interesting complete
problems in the AI/planning literature.
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I Definition 2.1. Let C be a complexity class.
A ∈ CC if and only if there is B ∈ C, f ∈ FP and a polynomial p such that
x ∈ A⇔
∣∣∣{y ∈ {0, 1}p(|x|) | (x, y) ∈ B}∣∣∣ ≥ f(x),
A ∈ C=C if and only if there is B ∈ C, f ∈ FP and a polynomial p such that
x ∈ A⇔
∣∣∣{y ∈ {0, 1}p(|x|) | (x, y) ∈ B}∣∣∣ = f(x),
A ∈ C6=C if and only if there is B ∈ C, f ∈ FP and a polynomial p such that
x ∈ A⇔
∣∣∣{y ∈ {0, 1}p(|x|) | (x, y) ∈ B}∣∣∣ 6= f(x).
Observe that C6=C = coC=C with the usual definition coC = {Lc | L ∈ C}, where Lc is
the complement of L. That is why the quantifier C6= is often also written as coC=, so C6=P is
sometimes called coC=P.
The counting hierarchy CH consists of the languages from all classes that we can get from
P by applying the quantifiers ∃, ∀, C, C= and C6= a constant number of times. Observe that
with the definition above PP = CP. Torán [28] proved that this connection between PP and
the counting hierarchy can be extended and that there is a characterization of CH by oracles
similar to that of the polynomial hierarchy. We state some such characterizations which
we will need later on, followed by other technical lemmas (we omit the proof of Lemma 2.3
which is not stated in [28] but can be shown with similar techniques).
I Lemma 2.2. [28] PPNP = C∃P.
I Lemma 2.3. PPPP = CC6=P
I Lemma 2.4. [11] ∃C6=P = C6=P.
I Lemma 2.5. [25] For a large enough constant c > 0, it holds that for any integers n and x
with |x| 6 22n and x 6= 0, the number of primes p smaller than 2cn such that x 6≡ 0 mod p
is at least 2cn/cn.
I Lemma 2.6. [13, p. 81] For every oracle X we have PPBPP
X
= PPX .
Arithmetic circuits An arithmetic circuit is a labeled directed acyclic graph (DAG) con-
sisting of vertices or gates with indegree or fanin 0 or 2. The gates with fanin 0 are called
input gates and are labeled with −1 or variables X1, X2, . . . , Xn. The gates with fanin 2
are called computation gates and are labeled with × or +. We can also consider circuits
where computation gates may receive more than two edges, in which case we say that they
have unbounded fanin. The polynomial computed by an arithmetic circuit is defined in the
obvious way: an input gate computes the value of its label, a computation gate computes
the product or the sum of its children’s values, respectively. We assume that a circuit has
only one sink which we call the output gate. We say that the polynomial computed by the
circuit is the polynomial computed by the output gate. The size of an arithmetic circuit is
the number of gates. The depth of a circuit is the length of the longest path from an input
gate to the output gate in the circuit. A formula is an arithmetic circuit whose underlying
graph is a tree. Finally, a circuit or formula is called monotone if, instead of the constant
−1, only the constant 1 is allowed.
It is common to consider so-called degree-bounded arithmetic circuits, for which the degree
of the computed polynomial is bounded polynomially in the number of gates of the circuit.
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In our opinion this kind of degree bound has two problems. One is that computing the
degree of a polynomial represented by a circuit is suspected to be hard (see [2, 17, 16]),
so problems defined with this degree bound must often be promise problems. The other
problem is that the bound on the degree does not bound the size of computed constants,
which by iterative squaring can have exponential bitsize. Thus even evaluating circuits on a
Turing machine becomes intractable. The paper by Allender et al. [2] discusses problems
that result from this. To avoid all these complications, instead of bounding the degree of the
computed polynomial, we choose to bound the formal degree of the circuit or equivalently to
consider multiplicatively disjoint circuits. A circuit is called multiplicatively disjoint if, for
each ×-gate, its two input subcircuits are disjoint from one another. See [23] for a discussion
of degree, formal degree and multiplicative disjointness and how they relate.
3 Zero monomial coefficient
We first consider the question of deciding if a single specified monomial occurs in a polynomial.
In this problem and others regarding monomials, a monomial is encoded by giving the variable
powers in binary.
ZMC
Input: Arithmetic circuit C, monomial m.
Problem: Decide if m has the coefficient 0 in the polynomial computed
by C.
I Theorem 3.1. ZMC is C=P-complete for both multiplicatively disjoint circuits and formulas.
Proof. Using standard reduction techniques from the #P-completeness of the permanent
(see for example [4]), one define the following generic C=P-complete problem, as mentioned
in the introduction.
per=
Input: Matrix A ∈ {0, 1,−1}n, d ∈ N.
Problem: Decide if per(A) = d.
Therefore, for the hardness of ZMC it is sufficient to show a reduction from per=. We
use the following classical argument. On input A = (aij) and d we compute the formula
Q :=
∏n
i=1
(∑n
j=1 aijYj
)
. It is a classical observation by Valiant [29]2 that the monomial
Y1Y2 . . . Yn has the coefficient per(A). Thus the coefficient of the monomial Y1Y2 . . . Yn in
Q− dY1Y2 . . . Yn is 0 if and only if per(A) = d.
We now show that ZMC for multiplicatively disjoint circuits is in C=P. The proof is
based on the use of parse trees, which can be seen as objects tracking the formation of
monomials during the computation [23] and are the algebraic analog of proof trees [30]. A
parse tree of a multiplicatively disjoint circuit is a subgraph with the following properties: it
contains the output gate; if it contains a multiplication gate then it contains both its input
edges; if it contains an addition gate then it contains exactly one of its input edges. The
value of a parse tree is the product of the labels of all the input gates it contains. It is easy
to see that the polynomial computed by a multiplicatively disjoint circuit is the sum of the
values of all its parse trees.
2 According to [31] this observation even goes back to [12].
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Consider a multiplicatively disjoint circuit C and a monomial m, where the input gates
of C are labeled either by a variable or by −1. A parse tree T contributes to the monomial
m in the output polynomial if, when computing the value of the tree, we get exactly the
powers in m; this contribution has coefficient +1 if the number of gates labeled −1 in T is
even and it has coefficient −1 if this number is odd. The coefficient of m is thus equal to
0 if and only if the number of trees contributing positively is equal to the number of trees
contributing negatively.
Let us represent a parse tree by a boolean word ¯, by indicating which edges of C appear
in the parse tree (the length N of the words is therefore the number of edges in C). Some of
these words will not represent a valid parse tree, but this can be tested in polynomial time.
Consider the following language L composed of triples (C,m, 0¯) such that:
1. 0 = 0 and ¯ encodes a valid parse tree of C which contribute positively to m,
2. or 0 = 1 and ¯ does not encode a valid parse tree contributing negatively to m.
Then the number of ¯ such that (C,m, 0¯) belongs to L is the number of parse trees
contributing positively to m and the number of ¯ such that (C,m, 1¯) belongs to L is equal
to 2N minus the number of parse trees contributing negatively to m. Thus, the number of
0¯ such that (C,m, 0¯) ∈ L is equal to 2N if and only if the number of trees contributing
positively is equal to the number of trees contributing negatively, if and only if the coefficient
of m is equal to 0 in C. Because L is in P, ZMC for multiplicatively disjoint circuits is in
C=P. J
I Theorem 3.2. ZMC belongs to coRPPP.
Proof. Given a circuit C, a monomial m and a prime number p written in binary, CoeffSLP
is the problem of computing modulo p the coefficient of the monomial m in the polynomial
computed by C. It is shown in [16] (and implicitly in [22] and [17]) that CoeffSLP belongs
to FP#P. See [9] for a more detailed proof simplifying the one in [22].
We now describe a randomized algorithm to decide ZMC. Let c be the constant given in
Lemma 2.5. Consider the following algorithm to decide ZMC given a circuit C of size n and
a monomial m, using CoeffSLP as an oracle. First choose uniformly at random an integer
p smaller than 2cn. If p is not prime, accept. Otherwise, compute the coefficient a of the
monomial m in C with the help of the oracle and accept if a ≡ 0 mod p. Since |a| ≤ 22n ,
Lemma 2.5 ensures that the above is a correct one-sided error probabilistic algorithm for
ZMC. This yields ZMC ∈ coRPCoeffSLP. Hence ZMC ∈ coRPPP. J
I Theorem 3.3. ZMC is coNP-complete both for monotone formulas and monotone circuits.
Proof. For hardness, we reduce the NP-complete problem Exact-3-Cover [10] to the
complement of ZMC on monotone formulas, as done in [26, Chapter 3] (we reproduce the
argument here for completeness).
Exact-3-Cover
Input: Integer n and C1, . . . , Cm some 3-subsets of {1, . . . , n}.
Problem: Decide if there exists I ⊆ {1, . . . ,m} such that {Ci | i ∈ I} is
a partition of {1, . . . , n}.
Consider the formula F =
∏m
i=1(1 +
∏
j∈Ci Xj). The monotone formula F has the
monomial
∏n
i=1Xi if and only if (n,C1, . . . , Cm) is a positive instance of Exact-3-Cover.
Let us now show that ZMC for monotone circuits is in coNP. This proof will use the
notion of parse tree types, which are inspired by the generic polynomial introduced in [22]
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to compute coefficient functions. We give here a sketch of the argument, more details are
provided in [9]. The parse trees of a circuit which is not necessarily multiplicatively disjoint
may be of a much bigger size than the circuit itself, because they can be seen as parse trees
of the formula associated to the circuit and obtained by duplicating gates and edges. Define
the type of a parse tree by giving, for each edge in the original circuit, the number of copies
of this edge in the parse tree. There can be many different parse trees for a given parse tree
type but they will all contribute to the same monomial, which is easy to obtain from the
type: the power of a variable in the monomial is the sum, taken over all input gates labeled
by this variable, of the number of edges leaving from this gate. In the case of a monotone
circuit, computing the exact number of parse trees for a given type is thus not necessary, as
a monomial will have a non-zero coefficient if and only if there exists a valid parse tree type
producing this monomial.
Parse tree types, much like parse trees in the proof of Theorem 3.1, can be represented
by Boolean tuples which must satisfy some easy-to-check conditions to be valid. Thus the
coefficient of a monomial is 0 if and only if there are no valid parse tree types producing this
monomial, which is a coNP condition. J
4 Counting monomials
We now turn to the problem of counting the monomials of a polynomial represented by a
circuit.
CountMon
Input: Arithmetic circuit C, d ∈ N.
Problem: Decide if the polynomial computed by C has at least d mono-
mials.
To study the complexity of CountMon we will look at what we call extending polynomials.
Given two monomials M and m, we say that M is m-extending if M = mm′ and m and m′
have no common variable. We start by studying the problem of deciding the existence of an
extending monomial.
ExistExtMon
Input: Arithmetic circuit C, monomial m.
Problem: Decide if the polynomial computed by C contains an m-
extending monomial.
I Proposition 4.1. ExistExtMon is in RPPP. For multiplicatively disjoint circuits it is
C6=P-complete.
Proof. We first show the first upper bound. So let (C,m) be an input for ExistExtMon
where C is a circuit in the variables X1, . . . , Xn. Without loss of generality, suppose that
X1, . . . , Xr are the variables appearing in m. Let d = 2|C|: d is a bound on the degree of the
polynomial computed by C. We define C ′ =
∏n
i=r+1(1 + YiXi)
d for new variables Yi. We
have that C has an m-extending monomial if and only if in the product CC ′ the polynomial
P (Yr+1, . . . , Yn), which is the coefficient of m
∏n
i=r+1X
d
i , is not identically 0. Observe that
P is not given explicitly but can be evaluated modulo a random prime with an oracle for
CoeffSLP. Thus it can be checked if P is identically 0 with the classical Schwartz-Zippel-
DeMillo-Lipton lemma (see for example [4]). It follows that ExistExtMon ∈ RPPP.
The upper bound in the multiplicatively disjoint setting is easier: we can guess an m-
extending monomial M and then output the answer of an oracle for the complement of ZMC,
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to check whether M appears in the computed polynomial. This establishes containment in
∃C6=P which by Lemma 2.4 is C6=P.
For hardness we reduce to ExistExtMon the C6=P-complete problem per6=, i.e., the
complement of the per= problem introduced for the proof of Theorem 3.1. We use essentially
the same reduction constructing a circuit Q :=
∏n
i=1
(∑n
j=1 aijYj
)
. Observe that the only
potential extension of m := Y1Y2 . . . Yn is m itself and has the coefficient per(A). Thus
Q− dY1Y2 . . . Yn has an m-extension if and only if per(A) 6= d. J
CountExtMon
Input: Arithmetic circuit C, d ∈ N, monomial m.
Problem: Decide if the polynomial computed by C has at least d m-
extending monomials.
I Proposition 4.2. CountExtMon is PPPP-complete.
Proof. Clearly CountExtMon belongs to PPZMC and thus with Theorem 3.2 it is in
PPcoRP
PP
. Using Lemma 2.6 we get membership in PPPP. To show hardness, we reduce the
canonical CC6=P-complete problem CC6=3SAT to CountExtMon. With Lemma 2.3 the
hardness for PPPP follows.
CC6=3SAT
Input: 3SAT-formula F (x¯, y¯), k, ` ∈ N.
Problem: Decide if there are at least k assignments to x¯ such that there
are not exactly ` assignments to y¯ such that F is satisfied.
Let (F (x¯, y¯), k, `) be an instance for CC6=3SAT. Without loss of generality we may
assume that x¯ = (x1, . . . , xn) and y¯ = (y1, . . . , yn) and that no clause contains a variable in
both negated and unnegated form. Let Γ1, . . . ,Γc be the clauses of F .
For each literal u of the variables in x¯ and y¯ we define a monomial I(u) in the variables
X1, . . . , Xn, Z1, . . . , Zc in the following way:
I(xi) = Xi
∏
{j | xi∈Γj}
Zj I(¬xi) =
∏
{j | ¬xi∈Γj}
Zj
I(yi) =
∏
{j | yi∈Γj}
Zj I(¬yi) =
∏
{j | ¬yi∈Γj}
Zj
From these monomials we compute a formula C by
C :=
n∏
i=1
(I(xi) + I(¬xi))
n∏
i=1
(I(yi) + I(¬yi)) . (1)
We fix a mapping mon from the assignments of F to the monomials computed by C: Let
α¯ be an assignment to x¯ and β¯ be an assignment to y¯. We define mon(α¯β¯) as the monomial
obtained in the expansion of C by choosing the following terms. If αi = 0, choose I(¬xi),
otherwise choose I(xi). Similarly, if βi = 0, choose I(¬yi), otherwise choose I(yi).
The monomial mon(α¯β¯) has the form
∏n
i=1X
αi
i
∏c
j=1 Z
γj
j , where γj is the number of
true literals in Γj under the assignment α¯β¯. Then F is true under α¯β¯ if and only if mon(α¯β¯)
has the factor
∏c
j=1 Zj . Thus F is true under α¯β¯ if and only if mon(α¯β¯)
∏c
j=1
(
1 + Zj + Z2j
)
has the factor
∏n
i=1X
αi
i
∏c
j=1 Z
3
j . We set C ′ = C
∏c
j=1
(
1 + Zj + Z2j
)
.
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Consider an assignment α¯ to x¯. The coefficient of the monomial
∏n
i=1X
αi
i
∏c
j=1 Z
3
j in
C ′ is the number of assignments β¯ such that α¯β¯ satisfies F . Thus we get
(F (x¯, y¯), k, `) ∈ CC6=3SAT
⇔ there are at least k assignments α¯ to x¯ such that the monomial
n∏
i=1
Xαii
c∏
j=1
Z3j
does not have coefficient ` in C ′
⇔ there are at least k assignments α¯ to x¯ such that the monomial
n∏
i=1
Xαii
c∏
j=1
Z3j
occurs in C ′′ := C ′ − `
n∏
i=1
(1 +Xi)
c∏
j=1
Z3j
⇔ there are at least k tuples α¯ such that C ′′ contains the monomial
n∏
i=1
Xαii
c∏
j=1
Z3j
⇔ C ′′ has at least k (
c∏
j=1
Z3j )-extending monomials.
J
I Theorem 4.3. CountMon is PPPP-complete. It is PPPP-hard even for unbounded fan-in
formulas of depth 4.
Proof. CountMon can be easily reduced to CountExtMon since the number of monomials
of a polynomial is the number of 1-extending monomials. Therefore CountMon belongs to
PPPP.
To show hardness, it is enough to prove that instances of CountExtMon constructed in
Proposition 4.2 can be reduced to CountMon in logarithmic space. The idea of the proof
is that we make sure that the polynomial for which we count all monomials contains all
monomials that are not m-extending. Thus we know how many non-m-extending monomials
it contains and we can compute the number of m-extending monomials from the number of all
monomials. We could use the same strategy to show in general that CountExtMon reduces
to CountMon but by considering the instance obtained in the proof of Proposition 4.2
and analyzing the extra calculations below we get hardness for unbounded fanin formulas of
depth 4.
So let (C ′′, k,m) be the instance of CountExtMon constructed in the proof of Propo-
sition 4.2, with m =
∏c
j=1 Z
3
j . We therefore need to count the monomials computed by
C ′′ which are of the form f(X1, . . . , Xn)
∏c
j=1 Z
3
j . The circuit C ′′ is multilinear in X, and
the Zj can only appear with powers in {0, 1, 2, 3, 4, 5}. So the non-m-extending monomials
computed by C ′′ are all products of a multilinear monomial in the Xi and a monomial in
the Zj where at least one Zj has a power in {0, 1, 2, 4, 5}. Fix j, then all monomials that are
not m-extending because of Zj are computed by the formula
C˜j :=
(
n∏
i=1
(Xi + 1)
)∏
j′ 6=j
5∑
p=0
Zpj′
(1 + Zj + Z2j + Z4j + Z5j ) . (2)
Thus the formula C˜ :=
∑
j C˜j computes all non-m-extending monomials that C
′′ can
compute. The coefficients of monomials in C ′′ cannot be smaller than −` where ` is part
of the instance of CC6=3SAT from which we constructed (C ′′, k,m) before. So the formula
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C∗ := C ′′ + (`+ 1)C˜ contains all non-m-extending monomials that C ′′ can compute and it
contains the same extending monomials. There are 2n6c monomials of the form that C ′′
can compute, only 2n of which are m-extending, which means that there are 2n(6c − 1)
monomials computed by C∗ that are not m-extending. As a consequence, C ′′ has at least k
m-extending monomials if and only if C∗ has at least 2n(6c − 1) + k monomials. J
I Theorem 4.4. CountMon is PPNP-complete both for monotone formulas and monotone
circuits.
Proof. We first show hardness for monotone formulas. The argument is very similar to the
proof of Theorem 4.3. Consider the following canonical C∃P-complete problem C∃3SAT.
C∃3SAT
Input: 3SAT-formula F (x¯, y¯), k ∈ N.
Problem: Decide if there are at least k assignments α¯ to x¯ such that
F (α¯, y¯) is satisfiable.
We reduce C∃3SAT to CountMon. With Lemma 2.2 the hardness for PPNP follows.
Consider a 3SAT-formula F (x¯, y¯). Let n = |x¯| = |y¯| and let c be the number of clauses of
F . Define the polynomial C∗ = C +
∑c
j=1 C˜j where C is defined by Equation 1 and C˜j
by Equation 2. The analysis is similar to the proof of Theorem 4.3. The polynomial C∗ is
computed by a monotone arithmetic formula and has at least 2n(6c − 1) + k monomials if
and only if (F, k) is a positive instance of C∃3SAT.
We now prove the upper bound. Recall that CountMon ∈ PPZMC. From Theorem 3.3,
it follows that CountMon on monotone circuits belongs to PPNP. J
5 Multilinearity
In this section we consider the effect of multilinearity on our problems. We will not consider
promise problems and therefore the multilinear variants of our problems must first check if
the computed polynomial is multilinear. We start by showing that this step is not difficult.
The proof is omitted due to space constraints.
CheckML
Input: Arithmetic circuit C.
Problem: Decide if the polynomial computed by C is multilinear.
I Proposition 5.1. CheckML is equivalent to ACIT.
Next we show that the problem gets much harder if, instead of asking whether all the
monomials in the polynomial computed by a circuit are multilinear, we ask whether at least
one of the monomials is multilinear.
MonML
Input: Arithmetic circuit C.
Problem: Decide if the polynomial computed by C contains a multilinear
monomial.
The problem monML lies at the heart of fast exact algorithms for deciding k-paths by
Koutis and Williams [19, 33] (although in these papers the polynomials are in characteristic
2 which changes the problem a little). This motivated Chen and Fu [7, 8] to consider
monML, show that it is #P-hard and give algorithms for the bounded depth version. We
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provide further information on the complexity of this problem (the proof is similar to that of
Proposition 4.1 and can be found in [9]).
I Proposition 5.2. MonML is in RPPP. It is C6=P-complete for multiplicatively disjoint
circuits.
We now turn to our first problem, namely deciding whether a monomial appears in the
polynomial computed by a circuit, in the multilinear setting.
ML-ZMC
Input: Arithmetic circuit C, monomial m.
Problem: Decide if C computes a multilinear polynomial in which the
monomial m has coefficient 0.
I Proposition 5.3. ML-ZMC is equivalent to ACIT.
Proof. We first show that ACIT reduces to ML-ZMC. So let C be an input for ACIT.
Allender et al. [2] have shown that ACIT reduces to a restricted version of ACIT in which
all inputs are −1 and thus the circuit computes a constant. Let C1 be the result of this
reduction. Then C computes identically 0 if and only if the constant coefficient of C1 is 0.
This establishes the first direction.
For the other direction let (C,m) be the input, where C is an arithmetic circuit and
m is a monomial. First check if m is multilinear, if not output 1 or any other nonzero
polynomial. Next we construct a circuit C1 that computes the homogeneous component of
degree deg(m) of C with the classical method (see for example [5, Lemma 2.14]). Observe
that if C computes a multilinear polynomial, so does C1. We now plug in 1 for the variables
that appear in m and 0 for all other variables, call the resulting (constant) circuit C2. If
C1 computes a multilinear polynomial, then C2 is zero if and only if m has coefficient 0
in C1. The end result of the reduction is C∗ := C2 + ZC3 where Z is a new variable and
C3 is a circuit which is identically 0 iff C computes a multilinear polynomial (obtained via
Proposition 5.1). C computes a multilinear polynomial and does not contain the monomial
m if and only if both C2 and ZC3 are identically 0, which happens if and only if their sum is
identically 0. J
In the case of our second problem, counting the number of monomials, the complexity
falls to PP.
ML-CountMon
Input: Arithmetic circuit C, d ∈ N.
Problem: Decide if the polynomial computed by C is multilinear and
has at least d monomials.
I Proposition 5.4. ML-CountMon is PP-complete (for Turing reductions).
Proof. We first show ML-CountMon ∈ PP. To do so we use CheckML to check that
the polynomial computed by C is multilinear. Then counting monomials can be done in
PPML-ZMC, and ML-ZMC is in coRP. By Lemma 2.6 the class PPcoRP is simply PP.
For hardness we reduce the computation of the {0, 1}-permanent to ML-CountMon.
The proposition follows, because the {0, 1}-permanent is #P-complete for Turing reductions.
So let A be a 0-1-matrix and d ∈ N and we have to decide if per(A) ≥ d. We get a matrix B
from A by setting bij := aijXij . Because every entry of B is either 0 or a distinct variable, we
have that, when we compute the permanent of B, every permutation that yields a non-zero
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summand yields a unique monomial. This means that there are no cancellations, so that
per(A) is the number of monomials in per(B).
The problem is now that no small circuits for the permanent are known and thus per(B)
is not a good input for ML-CountMon. But because there are no cancellations, we have
that det(B) and per(B) have the same number of monomials. So take a small circuit for
the determinant (for instance the one given in [21]) and substitute its inputs by the entries
of B. The result is a circuit C which computes a polynomial whose number of monomials
is per(A). Observing that the determinant, and thus the polynomial computed by C, is
multilinear completes the proof. J
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Motion planning with pulley, rope, and baskets∗
Christian E.J. Eggermont1 and Gerhard J. Woeginger1
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513, 5600 MB Eindhoven, Netherlands
Abstract
We study a motion planning problem where items have to be transported from the top room of
a tower to the bottom of the tower, while simultaneously other items have to be transported into
the opposite direction. Item sets are moved in two baskets hanging on a rope and pulley. To
guarantee stability of the system, the weight difference between the contents of the two baskets
must always stay below a given threshold.
We prove that it is Πp2-complete to decide whether some given initial situation of the un-
derlying discrete system can lead to a given goal situation. Furthermore we identify several
polynomially solvable special cases of this reachability problem, and we also settle the computa-
tional complexity of a number of related questions.
1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems
Keywords and phrases planning and scheduling; computational complexity
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.374
1 Introduction
The Oxford mathematician Charles Lutwidge Dodgson (1832–1898) is better known under
his pseudonym Lewis Carroll. He is the author of books like “Alice’s Adventures in Won-
derland” and “Through the Looking-Glass”, and he has constructed a multitude of mathem-
atical puzzles. One of Carroll’s most famous problems is called “The Captive Queen” ; see
for instance Wakeling [10]:
“A captive queen and her son and daughter were shut up in the top room of a very
high tower. Outside their window was a pulley with a rope around it, and a basket
fastened to each end of the rope of equal weight. They managed to escape with the
help of this and a weight they found in the room, quite safely. It would have been
dangerous for any of them to come down if they weighed 15 lbs more than the content
of the other basket, for they would do so too quick, and they also managed not to
weigh less either. The one basket coming down would naturally of course draw the
other basket up.
The queen weighed 195 lbs, daughter 105, son 90, and the weight 75 lbs. How did
they all escape safely?”
In the initial situation queen, daughter, son, and weight are all up the tower and none of
them is at the bottom of the tower. This situation is denoted Q,D, S,W ‖ ∅, and we use a
similarly intuitive notation for other situations. The schedule in Figure 1 solves the Captive
Queen problem in eleven steps.
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1. The weight is sent down Q,D, S ‖ W
2. The son goes down, the weight comes up Q,D,W ‖ S
3. The daughter goes down, and the son comes up Q,S,W ‖ D
4. The weight goes down Q,S ‖ D,W
5. The queen goes down; daughter and weight come up D,S,W ‖ Q
6. The weight falls down D,S ‖ Q,W
7. The son goes down, the weight comes up D,W ‖ Q,S
8. The daughter goes down, and the son comes up S,W ‖ Q,D
9. The son sends down the weight S ‖ Q,D,W
10. The son goes down, the weight comes up W ‖ Q,D, S
11. The weight falls to the ground ∅ ‖ Q,D, S,W
Figure 1 A feasible schedule for Lewis Carroll’s Captive Queen problem.
Mathematical formulation
Motivated by the Captive Queen problem, we will investigate the following motion planning
problem. Let I be a set of items, and let w(i) be the positive integer weight of item i ∈ I.
A state of the system is specified by an item set J ⊆ I at the top of the tower (and with
the remaining items in I − J located at the bottom of the tower). For J ⊆ I we throughout
denote w(J) =
∑
j∈J w(j), and as usual we let w(∅) = 0. The system can move directly
from state J ⊆ I to state K ⊆ I if
|w(J ∩ (I −K))− w(K ∩ (I − J))| ≤ ∆, (1)
where the positive integer bound ∆ specifies the maximum allowed weight difference between
the two exchanged subsets in the baskets. We say that state K is reachable from state J ,
if there is a sequence of moves that transforms J into K. Since inequality (1) is symmetric
in J and K, reachability is a symmetric relation. The decision version of our mathematical
motion planning problem is defined as follows.
Problem: Captive-Queen
Instance: A set I of items; positive integer weights w(i) for i ∈ I; a positive integer
bound ∆; two subsets I0, I1 ⊆ I.
Question: Is the goal state I1 reachable from the initial state I0?
Although problem Captive-Queen does not cover all the algorithmic features of Carroll’s
problem, we think that it does cover the most important ones. Note that the weight of
75 lbs in Carroll’s problem constitutes an indestructible item that can fall down with the
basket without obeying constraint (1); in our problem formulation, however, there are no
such indestructible items.
We will also discuss the following variant of Captive-Queen where the number of moves
is a priori bounded by m.
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Problem: Captive-Queen-with-few-Moves
Instance: A set I of items; integer weights w(i) for i ∈ I; a bound ∆; two subsets
I0, I1 ⊆ I; an integer bound m that is encoded in unary.
Question: Is there a sequence of at most m moves that transforms the initial state I0
into the goal state I1?
The following example illustrates that there exist YES-instances of Captive-Queen for
which every feasible schedule has exponential length.
I Example 1. Consider the item set I = {0, 1, . . . , n− 1} with weights w(i) = 2i for i ∈ I.
The difference bound is ∆ = 1, the initial state is I0 = ∅, and the goal state is I1 = I.
Let J1, . . . , J2n be an enumeration of all 2n subsets of I in order of increasing weight.
By considering the binary representation of w(Jj) and w(Jj+1), one sees that the system
can move from every state Jj to the successor state Jj+1. Since J1 = I0 and J2n = I1,
there consequently exists a sequence of 2n − 1 moves that transforms state I0 into state I1.
Since every move increases the weight of the current state by at most ∆ = 1, every feasible
schedule must have length at least 2n − 1.
Our results
We establish a number of results on the algorithmic and combinatorial behavior of the
motion planning problems introduced above. As our main result, we precisely pinpoint the
computational complexity of the Captive-Queen problem: it is Πp2-complete and hence
located at the second level of the polynomial hierarchy (Section 3). The variant Captive-
Queen-with-few-Moves turns out to be NP-complete. Next we show that certain natural
special cases of Captive-Queen are polynomially solvable:
the case with super-increasing weight sequences (Section 4.1);
the case with divisible weight sequences (Section 4.2).
These special cases originate from the literature around the knapsack problem (see for
instance the books [6, 4]). In Section 5 we finally characterize the computational complexity
of several related algorithmic problems:
recognizing isolated states in a system;
deciding whether every state in a system is isolated;
deciding whether a system contains some isolated state;
deciding whether all states in a system are reachable from each other.
We also discuss the restriction of these problems to super-increasing weight sequences and
to divisible weight sequences.
2 Preliminaries and first observations
We consider some fixed instance of Captive-Queen with item set I, weights w(i), difference
bound ∆, and initial state I0 and goal state I1. Throughout the paper we will assume without
loss of generality that w(I0) ≤ w(I1) (and otherwise we simply swap I0 and I1).
The following (straightforward) lemma provides a concise characterization of the possible
moves between states.
I Lemma 2. There is a direct move from state J ⊆ I to state K ⊆ I if and only if
|w(J)− w(K)| ≤ ∆. (2)
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Proof. This follows since the inequalities in (1) and (2) are equivalent. J
The weight spectrum W1 < W2 < · · · < Wk of the Captive-Queen instance enumerates
the weights of all the subsets of I in increasing order. The weight spectrum between w(I0)
and w(I1) is the piece Wa < · · · < Wb of the weight spectrum starting with Wa = w(I0)
and ending with Wb = w(I1). The maximum gap between two bounds Wa and Wb is the
maximum of the values Wj+1 −Wj taken over j = a, . . . , b− 1.
The standard dynamic programming algorithm for the Subset-Sum problem generates
(as a by-product) a sorted list of the sums of all subsets of a given set of integers; see for
instance Cormen & al [2]. This yields the following.
I Lemma 3. The weight spectrum can be computed in pseudo-polynomial time O(nW ),
where n = |I| and W =∑i∈I w(i). J
The following observation is an immediate consequence of Lemma 2.
I Corollary 4. The following three statements are pairwise equivalent.
(i) The goal state I1 is reachable from the initial state I0.
(ii) The maximum gap in the weight spectrum between w(I0) and w(I1) is at most ∆.
(iii) For every integer V with w(I0) ≤ V < w(I1), there exists an item set J ⊆ I such
that V < w(J) ≤ V + ∆.
Lemma 3 and Corollary 4.(ii) together imply that Captive-Queen and Captive-
Queen-with-few-Moves are solvable in pseudo-polynomial time.
3 Hardness of the Captive-Queen
In this section we will establish Captive-Queen to be Πp2-complete and Captive-Queen-
with-few-Moves to be NP-complete.
Corollary 4.(iii) shows that the Captive-Queen problem can be rewritten into an equi-
valent question of the form ∀x∃y P (x, y) where P (x, y) is a Boolean predicate that can
be evaluated in polynomial time. The complexity class Πp2 represents problems of exactly
this particular form with a universal quantifier followed by an existential quantifier (see for
instance Section 17.2 in Papadimitriou [7]). Hence we derive the following statement.
I Lemma 5. Problem Captive-Queen lies in Πp2. J
The main part of this section is dedicated to proving Πp2-hardness of the Captive-Queen
problem. The proof is done by means of a polynomial time reduction from the following
quantified satisfiability problem, which was shown to be Πp2-complete by Stockmeyer [9].
Problem: 2-Quantified 3-CNF-Sat
Instance: Two sets X = {x1, . . . , xs} and Y = {y1, . . . , ys} of Boolean variables. A
Boolean formula φ(X,Y ) over X ∪ Y in conjunctive normal with clauses c1, . . . , ct
where every (disjunctive) clause cj consists of exactly three literals.
Question: Is ∀x1, . . . , xs ∃y1, . . . , ys φ(X,Y ) true?
We pick an arbitrary instance of 2-Quantified 3-CNF-Sat, and we will construct a
corresponding instance of Captive-Queen from it. In our construction every item weight
is specified in terms of its decimal representation, which consists of 3s + 2t digits that are
partitioned into five parts; see Figure 2 for an illustration.
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The verification-part consists of the t left-most digits in the decimal representation, and
the clause-part consists of the t digits immediately to the right of the verification-part.
In both parts the jth digit from the right (1 ≤ j ≤ t) is said to correspond to clause cj .
The Y -part consists of the next s digits. In this part the ith digit from the right (1 ≤
i ≤ s) corresponds to variable yi.
The X-part consists of the next s digits (immediately to the right of the Y -part). The
ith digit from the right (1 ≤ i ≤ s) corresponds to the Boolean variable xi.
The control-part consists of the remaining s digits in the decimal representation. For
technical reasons, we will mainly work with the s lowest bits in the binary representation
of the control-part (and we will ignore the remaining unused bits). The ith bit from the
right (1 ≤ i ≤ s) corresponds to the Boolean variable xi.
Verification
part Clause-part Y-part X-part
Control
part
t . . . . . . 1 t . . . . . . 1 s . . . . . . 1 s . . . . . . 1 s . . . . . . 1
Figure 2 The division of the decimal representations into five parts.
Throughout we will use the term digits to specify the decimal representation of the
verification-part, clause-part, Y -part, and X-part, and we will use the term bits to specify
the binary representation of the control-part. Next, let us describe the 4s+ 3t+ 2 items in
the Captive-Queen instance together with their weights.
For every literal ` ∈ {xi, xi} there is a corresponding X-item X(`). The weight of X(`)
has a 1-digit in the position corresponding to variable xi in the X-part. If ` = xi is un-
negated, then there is a 1-bit in the position that corresponds to xi in the control-part
(whereas in case ` = xi is negated, this bit is not used). Furthermore, if literal ` occurs
in clause cj , then the weight has a 1-digit in the position corresponding to clause cj in
the verification-part. All other digits and bits are 0.
For every literal ` ∈ {yi, yi} there is a corresponding Y -item Y (`). Its weight has a
1-digit in the position corresponding to variable yi in the Y -part. If literal ` occurs in
clause cj , then the weight of Y (`) has a 1-digit in the position corresponding to clause
cj in its verification-part. All other digits and bits are 0.
For every clause cj there are three C-items Ck(cj) with k = 0, 1, 2. The weight of item
Ck(cj) has a 1-digit in the position corresponding to clause cj in the clause-part, and a
k-digit in the position corresponding to clause cj in the verification-part. All other digits
and bits are 0.
Finally there are two dummy items D0 and D1 whose weights are w(D0) = U − 1 and
w(D1) = U + 2s. The integer U in these weights is defined as follows: it has a 3-digit
in every position in the verification-part, a 1-digit in every position in the clause-part,
Y -part, and X-part, and an all-zero control-part.
We will throughout refer to the 4s+ 3t non-dummy items as XYC-items. To complete the
description of the Captive-Queen instance, we define the weight bound ∆ = 1, the initial
state I0 = {D0} with w(I0) = U − 1, and the goal state I1 = {D1} with w(I1) = U + 2s.
I Lemma 6. The constructed instance of Captive-Queen satisfies the following.
(i) If we add up the decimal representations of the weights of some subset J of XYC-
items, then there will be no carry-overs from lower positions to higher positions in
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the verification-part, clause-part, Y -part, and X-part. Furthermore, there will be no
carry-over from the control-part to the X-part.
(ii) If w(I0) < V < w(I1) holds for some integer V , then the verification-part, clause-part,
Y -part, and X-part of V agree with the corresponding part of U . The control-part of
V lies between 0 and 2s − 1.
(iii) If w(I0) < w(J) < w(I1) holds for some item set J , then J contains no dummy items
and hence solely consists of XYC-items.
Proof. Statement (i) follows by looking into the digits and bits in our construction. Only
X-items X(xi) for un-negated literals have non-zero control-part, and these control-parts
altogether only add up to 2s−1. Every position in the decimal representation of verification-
part, clause-part, Y -part, or X-part is non-zero for at most five XYC-items. For statement
(ii), note that U ≤ V ≤ U + 2s − 1 and note that the control-part of U is 0.
For statement (iii), observe that all item weights in the instance are greater than 10s. If
set J contains dummy item D0 then it must also contain some other item, and this brings
w(J) above w(I1). And if J contains dummy item D1 then its weight is above w(I1). J
We now define a bijection between the 2s integers V with U ≤ V ≤ U + 2s − 1 on one
side and the 2s truth-settings of the Boolean variables in X = {x1, . . . , xs} on the other
side. Since 0 ≤ V − U ≤ 2s − 1, the binary representation of V − U consists of s bits.
Then the ith bit (counted from the right end) specifies the truth-value of variable xi in the
corresponding truth-setting TV (X). Vice versa, any truth-setting for X can be interpreted
as the binary representation of some integer where the value of xi specifies the ith bit. By
adding the value U to this integer, we get the number from the range U, . . . , U + 2s− 1 that
corresponds to the truth-setting.
The following two lemmas will be proved in the full version of this paper.
I Lemma 7. Let V be an integer with U ≤ V ≤ U + 2s − 1. If there exists an item set J
with w(J) = V , then there also exists a truth-setting T (Y ) for the Boolean variables in Y ,
such that formula φ(X,Y ) is true under the combined truth-setting TV (X) and T (Y ).
I Lemma 8. Let V be an integer with U ≤ V ≤ U + 2s − 1. If there exists a truth-setting
T (Y ) for the Boolean variables in Y such that formula φ(X,Y ) is true under the combined
truth-setting TV (X) and T (Y ), then there exists an item set J with w(J) = V .
Let us wrap things up. Assume that the constructed instance of Captive-Queen has
answer YES. By Corollary 4 this is the case if and only if for all integers V in the range
w(I0) < V < w(I1) there exists an item set J with w(J) = V . By Lemma 7 and Lemma 8
this is the case if and only if for all truth-settings TV (X) with U ≤ V ≤ U + 2s − 1 for the
variables in X, there exists a truth setting for the variables in Y such that formula φ(X,Y )
is true. And finally this exactly means that the considered instance of 2-Quantified 3-
CNF-Sat has answer YES. Together with Lemma 5 this yields the main result of the paper.
I Theorem 9. Problem Captive-Queen is Πp2-complete. J
Our reduction establishes Πp2-hardness of Captive-Queen for the special case where
∆ = 1. If we multiply all item weights in our construction by a factor f , then we also derive
Πp2-hardness for the cases where ∆ = f .
Finally let us settle the complexity of Captive-Queen-with-few-Moves
I Theorem 10. Problem Captive-Queen-with-few-Moves is NP-complete.
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Proof. The NP-certificate consists of the at most m intermediate states that the system
traverses while moving from the initial state to the goal state.
The NP-hardness proof is done by a reduction from the NP-hard Subset-Sum problem
(see Garey & Johnson [3]): Given a sequence q1, . . . , qn of positive integers and a positive
integer Q, is there an index-set N ⊆ {1, . . . , n} with q(N) = Q? Consider the item set
I = {1, . . . , n + 2} with w(i) = 2qi for 1 ≤ i ≤ n, and with w(n + 1) = 2Q − 1 and
w(n+ 2) = 2Q+ 1. The difference bound is ∆ = 1, the initial state is I0 = {n+ 1}, the goal
state is I1 = {n + 2}, and the bound on the number of moves is m = 2. The only way of
moving from I0 to I1 is through a state N ⊆ {1, . . . , n} with q(N) = Q. J
4 Two highly structured special cases
In this section we analyze special cases of Captive-Queen where the weight sequence
carries a strong combinatorial structure and therefore behaves nicely. We will show that
for these special cases the (otherwise difficult) problems Captive-Queen and Captive-
Queen-with-few-Moves become solvable in polynomial time. The following two auxiliary
tools T1 and T2 (for an item set I with weights w(i) for i ∈ I) form the main ingredients
for our algorithms.
T1. Compute the maximum gap in the weight spectrum between two given bounds
w(I0) and w(I1); this maximum gap is denoted by gap(I, w, I0, I1).
T2. Compute the largest value W with W ≤ d in the weight spectrum; the corres-
ponding value is denoted Wmax(I, w, d).
I Lemma 11. Consider a specially structured family of weight sequences for which the
tools T1 and T2 can be implemented in polynomial time. Then for this family also the
problems Captive-Queen and Captive-Queen-with-few-Moves can be solved in poly-
nomial time.
Proof. By Corollary 4.(ii) an instance of Captive-Queen has answer YES if and only
if gap(I, w, I0, I1) ≤ ∆. Furthermore, an instance of Captive-Queen-with-few-Moves
can be solved as follows. We let d0 = w(I0) and then compute the auxiliary values dj =
Wmax(I, w, dj−1 + ∆) for j = 1, . . . ,m. The instance has answer YES if and only if dm ≥
w(I1). J
4.1 The case with super-increasing weight sequences
In this section we consider item sets I = {1, . . . , n} whose weights are super-increasing
and hence satisfy the following inequalities. These conditions originate from the knapsack
literature; see for instance Magazine, Nemhauser & Trotter [5].
w(1) + w(2) + · · ·+ w(i− 1) < w(i) for i = 1, . . . , n. (3)
With every subset J ⊆ I we associate a binary number bin(J) = bnbn−1 . . . b2b1 whose
bits are defined as bi = 1 if i ∈ J and bi = 0 if i /∈ J . Furthermore we denote by J+
the subset with bin(J+) = bin(J) + 1 (in case J 6= I), and we denote by J− the subset
with bin(J−) = bin(J) − 1 (in case J 6= ∅). It is easy to see (and also well-known) that
w(J) < w(K) holds if and only if bin(J) < bin(K). Hence distinct subsets always have
distinct weights, and the weight spectrum consists of 2n pairwise distinct values. For any
set J ⊆ I with ∅ 6= J 6= I, the three numbers w(J−), w(J), w(J+) form three consecutive
values in the weight spectrum.
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Now let us discuss the gap between two consecutive values w(J) and w(J+) (with J 6= I)
in the weight spectrum. Let k ∈ I be the smallest element that is not contained in J .
Since bin(J+) = bin(J) + 1, the set J+ results from J by adding element k to it while
simultaneously removing the elements 1, 2, . . . , k−1 from it. This yields that the gap length
w(J+)− w(J) equals
Gk := w(k)−
k−1∑
j=1
w(j). (4)
Next consider an input I, w, I0, I1 for tool T1. Let α be the largest element in the symmetric
difference of I0 and I1; then α /∈ I0 and α ∈ I1. Define an intermediate set I1/2 that agrees
with I0 and I1 on all elements above α, that contains α, and that contains none of the
elements below α. From now on we assume that I0 6= I−1/2 and I1 6= I1/2, as the cases
with equality are easily settled. The maximum gap between w(I0) and w(I1) either is the
maximum gap between w(I0) and w(I−1/2), or the w(I
−
1/2) and w(I1/2), or it is the maximum
gap between w(I1/2) and w(I1). Hence it is sufficient to determine these three gaps, and
then to output the value of the largest one.
In order to analyze the first gap, let β be the largest element with β /∈ I0 that is strictly
smaller than α. Since I−1/2 does contain β and also all the elements below β, the maximum
gap between w(I0) and w(I−1/2) equals maxk≤β Gk. The second gap between w(I
−
1/2) and
w(I1/2) equals Gα. For the third gap, let γ be the largest element with γ ∈ I1 that is
strictly smaller than α. Since I1/2 neither contains γ nor any of the elements below γ, the
maximum gap between w(I1/2) and w(I1) equals maxk≤γ Gk. This completes the polynomial
time algorithm for tool T1.
A polynomial time algorithm for tool T2 can be found in the literature (Magazine,
Nemhauser & Trotter [5]), and is based on a simple greedy approach. Consider a knapsack
of size d, and repeatedly pack the largest unpacked item weight into this knapsack. When no
further item fits into the knapsack, the overall weight in the knapsack equals Wmax(I, w, d).
I Theorem 12. Problems Captive-Queen and Captive-Queen-with-few-Moves can
be solved in polynomial time, if the weight sequence is super-increasing. J
4.2 The case with divisible weight sequences
In this section we consider item sets I = {1, . . . , n} whose weights satisfy the following
divisibility conditions. These conditions come from the knapsack and packing literature
where they have been investigated thoroughly; see for instance Pochet & Wolsey [8] and
Coffman, Garey & Johnson [1].
w(i) | w(i+ 1) for i = 1, . . . , n− 1. (5)
Our first goal is to design a polynomial time algorithm for tool T1. We distinguish two
cases. First assume that w(1) > 1. Then (5) implies that all item weights are divisible by
w(1). In this case we define new item weights w′(i) = w(i)/w(1), and observe that
gap(I, w, I0, I1) = w(1) · gap(I, w′, I0, I1). (6)
Next assume that w(1) = 1 holds, and define ` as the largest integer with w(`) = 1. Let
I ′ = {` + 1, . . . , n} contain the items of weight greater than 1, let w′ be the restriction of
the weights w from I to I ′, and let I ′0 = I0 ∩ I ′ and I ′1 = I1 ∩ I ′. Then
gap(I, w, I0, I1) = max {gap(I ′, w′, I ′0, I ′1)− `, 1} . (7)
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Note that I ′ = ∅ in (7) yields gap(I, w, I0, I1) = 1. The two formulas in (6) and (7) yield
a recursive procedure for computing gap(I, w, I0, I1). The running time of the procedure is
polynomial, and with a little effort can even be made linear in n.
Tool T2 is available in the literature (Coffman, Garey & Johnson [1]), and follows the
same greedy approach as tool T2 for super-increasing weight sequences.
I Theorem 13. Problems Captive-Queen and Captive-Queen-with-few-Moves can
be solved in polynomial time, if the weight sequence is divisible. J
5 Analysis of four related problems
We will now discuss some further properties of the discrete system that underlies the
Captive-Queen problem. Recall that every state of the system corresponds to a subset of
items, and that the system can move from state J directly to state K if (1) respectively (2)
is satisfied. A state J is isolated, if there are no other states reachable from J . A system is
fully connected, if every state is reachable from every other state. Equivalently, a system is
fully connected if and only if the state ∅ is reachable from the state I.
Figure 3 lists four algorithmic problems that are formulated around isolated states and
fully connected systems. The full version of this paper will show that
Problem Isolated-State is coNP-complete;
Problem All-States-Isolated is coNP-complete;
Problem Some-State-Isolated can be decided in polynomial time;
Problem Fully-Connected can be solved in polynomial time.
Furthermore, the full version will show that all these problems are easy, if the weight
sequence is super-increasing (see Section 4.1) or divisible (see Section 4.2).
Problem: Isolated-State
Instance: An item set I; weights w(i) for i ∈ I; a bound ∆; a subset J ⊆ I.
Question: Is the state J isolated?
Problem: All-States-Isolated
Instance: An item set I; weights w(i) for i ∈ I; a bound ∆.
Question: Are all states in this system isolated?
Problem: Some-State-Isolated
Instance: An item set I; weights w(i) for i ∈ I; a bound ∆.
Question: Does this system contain some isolated state?
Problem: Fully-Connected
Instance: An item set I; weights w(i) for i ∈ I; a bound ∆.
Question: Is this system fully connected?
Figure 3 The algorithmic problems discussed in Section 5.
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Abstract
Assignment between two parties in a two-sided matching market has been one of the central
questions studied in economics, due to its extensive applications, focusing on different solution
concepts with different objectives. One of the most important and well-studied ones is that of
stability, proposed by Gale and Shapley [8], which captures fairness condition in a model where
every individual in the market has a preference of the other side. When the preferences have indif-
ferences (i.e., ties), a stable outcome need not be Pareto efficient, causing a loss in efficiency. The
solution concept Pareto stability, which requires both stability and Pareto efficiency, offers a re-
finement of the solution concept stability in the sense that it captures both fairness and efficiency.
We study the algorithmic question of computing a Pareto stable assignment in a many-to-
many matching market model, where both sides of the market can have multiunit capacities
(i.e., demands) and can be matched with multiple partners given the capacity constraints. We
provide an algorithm to efficiently construct an assignment that is simultaneously stable and
Pareto efficient; our result immediately implies the existence of a Pareto stable assignment for
this model.
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eral
Keywords and phrases Algorithm, stable matching, Pareto efficiency
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1 Introduction
Two-sided matching markets have been extensively studied since the seminal work of Gale and
Shapley on stable marriage [8], where there are a set of men and women, each with a strict
preference ranking over members of the other side. A matching between the men and women
is stable if there is no man-woman pair who both strictly prefer each other to their current
partners. The concept of stability captures fairness condition for market participants and
has had enormous influence on the design of real world matching markets [18]. The original
marriage model, as well as many of its generalizations, have been thoroughly investigated.
A practical reality of matching markets is ties, or indifferences: Agents may not be able
to strictly rank their prospective partners, i.e., they might be indifferent among some of them.
The introduction of ties into preference lists dramatically changes the properties and structure
of the set of stable matchings. For instance, man or woman-optimal stable matchings are no
longer well-defined [19], and stable matchings need not all have the same cardinality. The
problem of finding a maximum cardinality stable matching becomes NP-hard [11, 16], and
much work has focused on finding approximation solutions [13, 17]. In addition, arguably
more importantly, stability no longer guarantees Pareto efficiency (roughly speaking, Pareto
efficiency means that no other feasible solution exists that improves some agent without
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hurting everyone else)1, an observation that has received much attention in the economics
literature (e.g., [2, 22, 6, 1, 7]). In particular, as Erdil and Ergin [6] demonstrate, simply
using a matching returned by the Gale-Shapley deferred acceptance algorithm can cause
quite a severe loss in efficiency.
To capture both fairness and efficiency, Sotomayor [22] suggests Pareto stability (i.e.,
both stable and Pareto efficient) as a natural solution concept for matching markets in the
presence of indifferences. A natural question is then whether such a matching always exists,
and how to find one efficiently. Note that the presence of ties in the preference lists cannot
be addressed by the standard trick of introducing small perturbations: If ties are broken
arbitrarily, the set of stable matchings with respect to the new strict preferences can be
strictly smaller than the set of stable matchings with respect to the original preferences with
ties — that is, artificial tiebreaking does not preserve the set of stable matchings in the
original problem, thus, may not generate a Pareto efficient matching.
This question has recently been addressed by Erdil and Ergin [6, 7] for the many-to-one
matching model, where one side of the market can have multi-unit capacity. The authors
showed an algorithm to find a Pareto stable assignment, when an agent’s preference over
subsets of neighbors is the natural partial order derived from preferences over individual
neighbors. In recent years, there are a growing number of instances of many-to-many
matching markets, such as online labor markets, course assignments, and the UK medical
intern markets, where agents on both sides might want to transact with multiple agents from
the other side. In course assignments, for instance, students may register for multiple courses
and have preferences over them; on the other hand, courses may have implicit preferences
over students according to their, e.g., years of study, majors.
The generalization to multi-unit demand on both sides is nontrivial: The many-to-many
stable matching problem behaves rather differently from the many-to-one and one-to-one
models in terms of the properties and structure of the set of solutions [19, 5, 21, 22]. In this
paper, we study Pareto stability with indifference for many-to-many matching, by considering
the natural generalization of the Erdil and Ergin model to many-to-many market: What
happens when agents have the same preference model over subsets of acceptable partners as
in [6, 7], but agents on both sides can have capacities greater than one? Our main result is
the following:
Theorem. For many-to-many matching markets with indifferences, a Pareto stable assign-
ment always exists and can be computed in polynomial time.
1.1 Algorithmic Ideas
The algorithm of Erdil and Ergin [6, 7] for the many-to-one matching model depends on
two observations: First, an assignment has a Pareto improvement (i.e., another assignment
where no one gets worse off and at least one agent gets better off) only if the assignment
graph does have an augmenting path or cycle (formal definitions refer to Section 2). Second,
more critically, any Pareto improvement to a stable assignment preserves stability. These
observations immediately imply an algorithm to find a Pareto stable assignment: Starting
from any stable assignment, keep making Pareto improvements by eliminating augmenting
1 For example, there are two men m1,m2 and two women w1, w2, where m1 strictly prefers w1 to w2, but
all others are indifferent amongst their possible partners. The matching (m1, w2), (m2, w1) is stable, but
not Pareto efficient since m1 can be reassigned to w1 and m2 to w2 without making anyone worse off.
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paths and cycles until none remain, and the resulting matching will be both stable and
Pareto efficient.
In the many-to-many setting, however, while the first property still holds, we observe
that the second critical property fails: A Pareto improvement to a stable assignment need
not preserve stability, as the following example shows.
I Example 1 (Pareto improvement does not preserve stability). Consider the example in the
following figure, where m2 and w2 have capacity two each and other agents all have unit
capacity. Preferences are specified next to each node, e.g., m2 is indifferent between w1 and
w2 and prefer both of them to w3.
w3
w2
w1
m3
m2
m1
w2
w1 = w2 ≻ w3
w1 = w2
m2
m1 ≻ m2 ≻ m3
m1 = m2
w3
w2
w1
m3
m2
m1
It can be seen that the assignment on the left is stable, and the assignment on the right is a
Pareto improvement where w2 strictly improves her assignment and no one gets worse off.
However, the assignment on the right is unstable as m2 and w2 would like to match with
each other rather than w3 and m3 respectively, i.e., it is a blocking pair.
Since Pareto improvements need not preserve stability, all previous approaches (e.g., [6, 7,
4]) computing a Pareto stable assignment in variant models fail. Further, even the existence
of a Pareto stable assignment in the many-to-many setting is unclear. We will give an explicit
algorithm to compute a Pareto stable assignment, which implies the existence immediately.
The above example already shows that the approach of starting with an arbitrary stable
assignment and making Pareto improvements will not work, since this need not preserve
stability. Further, for the given stable assignment in the above example (left), there is only
one Pareto improvement (right); thus, the problem cannot be solved by a careful selection of
Pareto improvements.
Instead of using a stability preserving Pareto improvement approach, our algorithm
builds on the idea of Roth and Vande Vate [20], who provide an alternative to the deferred
acceptance algorithm to compute a stable (one-to-one) matching. Their algorithm can be
interpreted as follows: Assume that all women are present at the beginning, and men ‘arrive’
one by one. We start with the empty matching. When a new man m arrives, match him to
a most preferred woman w with whom he forms a blocking pair, if any; if this woman was
already matched to a man m′, set m′ free and consider him as the next arriving man; the
algorithm runs iteratively until all men have arrived. Since every woman who changes her
partner in this process gets a strict improvement and no woman ever becomes worse off, the
algorithm terminates; the final matching is stable, since by construction the matching at
every man’s arrival is stable.
Our algorithm, like [20], assumes all women are available and considers men one by one
(precisely, increases their capacities unit by unit). When the capacity of a man is increased
by one, we do a sequence of reassignments to guarantee stability (with respect to the current
considered capacities). Further, we ensure that no woman ever becomes worse off, and that
some woman strictly improves her assignment in each phase. The algorithm hence will
eventually terminate and lead to a stable matching; it remains to consider Pareto efficiency.
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An important idea in our algorithm to derive Pareto efficiency is that in the process of
reassignments, no augmenting cycles have ever been introduced in the matching; but, on
the other hand, we allow the existence of augmenting paths. The key component of our
algorithm is a subroutine for eliminating augmenting paths while preserving stability (and
introducing no augmenting cycles). Having constructed a matching which is stable and
contains no augmenting cycles, we apply the subroutine to eliminate augmenting paths in a
stability preserving fashion, which finally yields a Pareto stable matching.
1.2 Related Work
There is a vast literature studying various aspects of the original stable marriage model of
Gale and Shapley [8], as well as many of its variants. For a nice review of the very large
economics literature on the subject, see the book by Roth and Sotomayor [19] and the survey
by Roth [18]; for an introduction to algorithmic and computational issues, see, for instance,
the textbook by Gusfield and Irving [9] and the survey by Iwama and Miyazaki [12].
When preferences have indifferences, Irving [14] defined two different notions, weak
stability and strong stability, to capture different levels of stability. These two solution
concepts, while conceptually similar, have rather different properties. The stability considered
in our paper corresponds to weak stability. The computer science literature has largely focused
on, e.g., approximating the maximum cardinality weakly stable matching (e.g., [13, 17]) or
computing strongly stable matchings (e.g. [14, 15, 10, 3]).
Another related work is [4] which also considers Pareto stable solutions in many-to-many
settings; however, in the work of [4], every pair of agents can transact any number of units
(e.g., money transfer) which is very different from the present paper where at most one unit
can be assigned. Specifically, in the model of [4], the stability-preserving and augmenting
path/cycle elimination properties still hold; thus, a Pareto stable solution exists trivially
and the algorithm in Erdil and Ergin [6, 7] can be applied directly. The solution structures,
algorithm ideas and technical details in our paper are all quite different from [6, 7, 4].
2 Preliminaries
In a two-sided marketplace, let M be the set of men and W be the set of women. Throughout
this paper, we will use m ∈ M to denote a man and w ∈ W to denote a woman, and use
x, y, z ∈M ∪W to denote any individual agent (man or woman). For each agent x ∈M ∪W ,
let cx ∈ N be his/her capacity, which is the maximum number of agents on the opposite side
that can be matched to x. The presence of capacities allows us to assume, without loss of
generality, that |M | = |W | = n, as dummy agents with cx = 0 can be added to the market.
Each man m ∈ M has a preference list Pm ranking individual women, denoted by 
and =, where w1  w2 means that the man (strictly) prefers w1 to w2, and w1 = w2
means that m is indifferent between them. We say m weakly prefers w1 to w2 if either
w1  w2 or w1 = w2, denoted by w1  w2. Every two women in Pm are comparable and
the preference is assumed to be transitive. The preference Pm gives individual women that
are acceptable to m, and it may only contain a partial list of women (i.e., m does not want
to be matched with any woman that is not on the list). For example, a possible preference
list for m is Pm : (w1 = w2  w3 = w5): here, m is indifferent between w1 and w2, and
prefers either of them to w3, w5, amongst which m is indifferent; he finds all other partners
unacceptable. The preference list Pw for each woman w ∈ W is defined similarly. Let
E = {(m,w) | m ∈ Pw, w ∈ Pm} be the set of mutually acceptable pairs. The problem then
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can be encoded as a bipartite graph (M,W ;E) where every vertex has a capacity and a
preference over its neighbors.
Notice that the preference lists Pm and Pw defined above are over individual neighbors.
Since agents can have capacities greater than one, we also need to define preferences over
subsets of neighbors. For this, we adopt the preference model used by Erdil and Ergin [6, 7]
in their work for many-to-one markets — the preference ordering over individuals defines
a natural ranking over subsets of acceptable partners — given a subset S ⊆ W and two
women w,w′ /∈ S, m prefers S ∪ {w} to S ∪ {w′} if and only if m prefers w to w′ (it is
allowed that w,w′ = ∅). In addition, the preference is transitive, i.e., if m prefers S1 to S2
and S2 to S3, it prefers S1 to S3 as well. The preferences of women are defined similarly.
For example, if Pm = (w1  w2  w3  w4), then m prefers {w1, w2, w3} to {w1, w2, w4},
also m prefers {w1, w3} to {w2} (via {w2, w3} in the middle). Note that this preference over
subsets only constitutes a partial order — specifically, some subsets may not be comparable
— for example, m cannot compare (or equivalently, is indifferent between) the sets {w1, w4}
and {w2, w3}.2
Given the preferences of all agents, our objective is to establish a multi-unit pairing
between men and women, called an assignment (or b-matching). An assignment is denoted
by µ = (µmw)m∈M,w∈W , where µmw = 1 means that m and w are matched and µmw = 0
otherwise. A feasible assignment is one that satisfies the following conditions:
∑
w µmw ≤ cm
and
∑
m µmw ≤ cw, and µmw = 1 only if (m,w) ∈ E (i.e., m and w are mutually acceptable).
All assignments considered in this paper are feasible.
2.1 Solution Concepts
We will consider the following solution concepts.
I Definition 2 (Stability). We say that a feasible assignment µ = (µmw) is (pairwise) stable if
there is no pair (m,w) ∈ E (called a blocking pair), µmw = 0, satisfying one of the following
conditions:
Both m and w have leftover capacity;
m has leftover capacity and there is m′, µm′w = 1, such that w strictly prefers m to m′;
or w has capacity remaining and there is w′, µmw′ = 1, such that m prefers w to w′;
There are m′ and w′, µmw′ = 1 and µm′w = 1, such that m strictly prefers w to w′ and
w strictly prefers m to m′.
Note that both members of a blocking pair are able to improve their assignments respect-
ively by matching with each other (and possibly breaking some of the current assignments). A
stable assignment always exists, and can be found using a variant of Gale-Shapley’s deferred
acceptance algorithm [8] for computing stable matchings (by making cx copies for each
individual x ∈M ∪W with the same preference list).
We next define Pareto efficiency. Roughly speaking, an assignment is Pareto efficient if
there is no other feasible assignment where no agent is worse off, and at least one agent is
strictly better off. The formal definition is given below.
2 The preference we consider is called responsive preference in economics (see, e.g., [19]). This model of
preferences with multi-unit capacity is both simple, since agents continue to only express preferences
over individuals, and is arguably natural for settings where the benefit from a partner to an agent does
not depend upon the agent’s remaining partners.
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I Definition 3 (Pareto efficiency). Given a feasible assignment µ = (µmw), let Sx(µ) be the
subset of individuals assigned to x in µ. We say that µ′ = (µ′mw) is a Pareto improvement of
µ if for all x ∈M ∪W , x weakly prefers Sx(µ′) to Sx(µ), and the preference is strict for at
least one agent. An assignment µ is called Pareto efficient if it does not have any Pareto
improvement.
Recall from Introduction that when preference lists contain ties, a stable assignment need
not be Pareto efficient. This leads naturally to the concept of Pareto stability [22], which
combines both Pareto efficiency and stability to provide a stronger solution concept to choose
from amongst the set of feasible assignments.
I Definition 4 (Pareto stability). A feasible assignment is Pareto stable if it is both stable
and Pareto efficient.
2.2 Characterization of Pareto Efficiency
Given the connection between matching and network flow, it is not surprising that the
existence of augmenting paths and cycles in an assignment is closely related to whether it
can be improved, i.e., its Pareto efficiency. The main difference in the context of stable
assignment is that nodes have preferences in addition to capacities; thus, augmenting paths
and cycles must improve not just the size of an assignment, but also its quality, as determined
by node preferences. We first define augmenting path and cycle in the context of stable
assignment.
I Definition 5 (Augmenting Path). Given an assignment µ = (µmw), we say that
[m0, w1,m1, . . . , w`,m`, w`+1]
is an augmenting path if (i)
∑
w µm0w < cm0 and
∑
m µmw`+1 < cw`+1 , (ii) µmkwk = 1 and
µmk−1wk = 0 for all k, and (iii) mk weakly prefers wk+1 to wk and wk weakly prefers mk−1
to mk.
The first condition says that the capacities of m0 and w`+1 are not exhausted. The
second condition says that pairs alternatively are not and are in the current assignment µ
along the path. The last condition ensures that we are able to get a Pareto improvement by
reassigning matches according to the augmenting path. That is, removing all pairs (mk, wk)
and matching all pairs (mk, wk+1) give a feasible assignment, which is a Pareto improvement
over µ (where no one is worse off and m0 and w`+1 are better off).
I Definition 6 (Augmenting Cycle). Given an assignment µ = (µij), we say that
[m1, w2,m2, . . . , w`,m`, w1,m1]
is an augmenting cycle if (i) µmkwk = 1 and µmkwk+1 = 0 for all k (where w`+1 = w1) (ii)
mk weakly prefers wk+1 to wk and wk weakly prefers mk−1 to mk, and at least one of these
preferences is strict.
Again, we are able to match all pairs (mk, wk+1) and unmatch all pairs (mk, wk) in an
augmenting cycle to get a Pareto improvement. For a given assignment, an augmenting path
or cycle can be found easily by a network flow approach.
The following lemma characterizes the relation between stable assignment and augmenting
path and cycle (its proof is the same as the one for many-to-one matching market [6]).
I Lemma 7. A feasible assignment is Pareto efficient if and only if it has no augmenting
path or cycle.
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3 Algorithm
In this section, we will give an efficient algorithm to compute a Pareto stable assignment.
By the above characterization Lemma 7, it suffices to find a stable assignment without
containing any augmenting path and cycle. We will apply the idea of the Roth and Vande
Vate algorithm [20] that computes a stable one-to-one matching as the high level structure
of our algorithm: Initially all individuals are available; women are with full capacities and
men are with null capacity. We increase capacities of men unit by unit, and do a number of
reassignments in the process. In the course of the algorithm, the current assignment always
has the following invariants (with respect to the current capacities):
Stability preserving: it is always stable.
No augmenting cycle: it does not contain any augmenting cycle.
Women improving: the assignments of all women do not get worse off and overall
keep improving (this implies that the algorithm always terminates).
Why do we need to maintain the invariant that the algorithm contains no augmenting
cycles, whereas it is allowed to have augmenting paths? Observe that the reason that a
Pareto improvement may not preserve stability is that the path or cycle corresponding to the
Pareto improvement contains a matched pair (m,w) where both m and w are also matched to
a less preferred agent, say w′ and m′. When the match (m,w) is removed in the reassignment
process of the augmenting path/cycle, even though m and w could receive better partners
in the path or cycle, they will prefer to be matched to each other instead of w′ and m′
respectively. For augmenting path, however, we can always start reassignment from one side
of the path (say, the man), and stop proceeding along the path when we reach such a woman
w (then (m′, w) is unmatched and the process restarts). In this stability-preserving process,
a woman becomes strictly better off. However, for the pair (m,w) in an augmenting cycle,
we would need to release both (m′, w) and (m,w′) to preserve stability. That is, we would no
longer have the monotonically improving property for women’s assignments, which is critical
to the analysis of the algorithm.
The high-level structure of the algorithm is described below:
Pareto-Stable-Alg
1. Initialization
there are no assigned edges (i.e., µ = 0) between M and W
all women have their full capacities available
let d = (dm)m∈M be a virtual capacity vector of men; initially dm = 0 for
m ∈M
2. While there is m ∈M such that dm < cm
run Increase-Cap(d)
3. While there is an augmenting path P
run Eliminate-Path(P )
4. Return the final assignment
Note that in the algorithm, µ = (µmw)m∈M,w∈W and (dm)m∈M are global variables in
both subroutines. The first subroutine, Increase-Cap, increases the virtual capacity of a
man by one and does a number of reassignments to ensure the three invariants listed above
(in particular, it guarantees that the assignment is stable for the increased virtual capacity
vector). The second subroutine, Eliminate-Path, eliminates all possible augmenting paths
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to derive a Pareto efficient assignment in a stability preserving fashion. The two subroutines
are not completely independent: We may call the second subroutine in the process of the
first one, and vice versa. After all augmenting paths have been eliminated, by Lemma 7, the
returned assignment is Pareto stable.
While the algorithm may look a bit complicated as the two subroutines may call each
other, the fact that no women ever get worse off in the process implies a simple, but critical,
structure of the algorithm: we iteratively do a sequence of reassignments to improve women’s
assignments while preserving stability and containing no augmenting cycle. If at any moment
in the algorithm a woman’s assignment gets strictly improved, no matter at which stage the
algorithm is, we terminate that thread immediately and go to Step (2) of the main algorithm
to repeat the process given the current virtual capacity vector d. Such monotonically
improving property is crucial to the analysis of the algorithm.
We will describe the two subroutines in detail in the following subsections. (All discussions
are with respect to the considered virtual capacity vector.) In the algorithm, for any
(augmenting) cycle C and a pair (m,w) ∈ C, we use C \ {(m,w)} to denote the path by
removing pair (m,w) from C.
3.1 Subroutine One: Capacity Increment
The first subroutine that increases virtual capacities of the men is the following.
Increase-Cap(d)
1. Pick an arbitrary man m with dm < cm
2. Let dm ← dm + 1, i.e., increase the virtual capacity of m by one
3. Let S = {w | (m,w) is a blocking pair}
4. Let T = {w ∈ S | m prefers w  w′ for any w′ ∈ S}
5. If T = ∅ (i.e., there is no blocking pair), return
6. Otherwise
a. If there exists w ∈ T such that adding match (m,w) does not introduce any
augmenting cycle
pick such a woman w′
add match (m,w′)
b. Otherwise
pick an arbitrary w′ ∈ T
let C be a potential augmenting cycle by adding (m,w′)
let P =
[
m
C\{(m,w′)}−−−−−−−−−→ w′
]
be the path from m to w′ through C \ {(m,w′)}
run Eliminate-Path(P )
c. If w′ (defined either in Step (6.a) or (6.b)) is over-matched (i.e.,
matched to more than cw′ neighbors)
let m′ be a least preferred man matched to w′ where deleting (m′, w′)
does not introduce an augmenting cycle
delete match (m′, w′)
let dm′ ← dm′ − 1
return
d. Otherwise, return
When the virtual capacity of m is increased by one, there might be some blocking pairs,
among which the subroutine tries to match m to one that he prefers most (w′ ∈ T in the
above description). However, this could introduce potential augmenting cycles (Step 6(b)).
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Instead of matching m and w′ directly, the subroutine considers a potential augmenting cycle
C incurred by (m,w′) and tries to do reassignments according the other path from m to
w′ along the cycle. Finally, if w′ is over-matched, then we delete one of her least preferred
assignments without incurring any augmenting cycles and delete the virtual capacity of that
man by one. This guarantees that the assignment remains stable, and the assignment of w′
strictly improves.
The existence of m′ in Step 6(c) is guaranteed by the following lemma.
I Lemma 8. Given a stable assignment without augmenting cycles, for any woman w let
S ⊆M be the subset of men matched to w to whom w is least preferred. Then there is m ∈ S
such that deleting match (m,w) does not introduce any augmenting cycle.
3.2 Subroutine Two: Augmenting Path Elimination
Consider any given stable assignment, assume that there is an augmenting path P =
[m0, w1,m1, . . . , w`,m`, w`+1], where (mi, wi) is in the assignment and (mi, wi+1) is not.
Note that it is possible that an individual x (either a man or a woman) or a pair (x, y)
appears more than once in P . In this subsection, when we refer to an individual x ∈ P or a
pair (x, y) ∈ P , we denote the corresponding one at that position of P .
Before describing the subroutine, we will first consider a truncation process, which deletes
some pairs in a given augmenting path according to different appearances of the same agent
and will will be used in the subroutine.
3.2.1 Truncation.
For a given augmenting path P , we consider the following truncation function.
Trunc-Path(P )
1. while one of the following "if" conditions holds
If there is m such that P = [. . . ,m,w1, . . . , w2,m, . . .] and m weakly prefers
w1 to w2
truncate P = [. . . ,m, (w1, . . . , w2,m, ) . . .]
If there is w such that P = [. . . , w,m1, . . . ,m2, w, . . .] and w weakly prefers
m2 to m1
truncate P = [. . . , w, (m1, . . . ,m2, w, ) . . .]
2. Return path P
It can be seen that if Trunc-Path(P ) is executed, by the rules of the truncation, no
pair (x, y) can appear more than once after truncation. However, it is still possible that
an individual appears more than once (e.g., when m strictly prefers w2 to w1, we do not
truncate the two occurrences of m). The truncation process is necessary in our algorithm; in
particular, it is important to the analysis of termination of the algorithm.
We have the following observation.
I Lemma 9. For any given augmenting path P , Trunc-Path(P ) returns an augmenting
path as well.
3.2.2 Elimination.
We next describe the subroutine to eliminate augmenting paths while preserving the three
invariants listed at the beginning of the section. Note that for any augmenting path, its one
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side must be a man and the other side must be a woman. The subroutine starts from the
man side and considers pairs one by one. Hence, for any man-woman pair in the path, the
objective is to match them; and for any woman-man pair in the path, the objective is to
unmatch them.
Eliminate-Path(P )
1. Assume P = [m∗, w1,m1, . . . , w∗]
2. Let e = (m∗, w1) be the first pair on path P
3. while e 6= ∅
• If e is not a match (i.e., e = (m,w))
if adding match (m,w) does not introduce an augmenting cycle
a. add match (m,w)
b. if w is not over-matched, return
c. if w strictly prefers m to a current partners
∗ let m′ be a least preferred man matched to w where deleting (m′, w)
does not introduce an augmenting cycle (by Lemma 8, such m′ exists)
∗ delete match (m′, w)
∗ let dm′ ← dm′ − 1
∗ return to Step 2 of the main algorithm Pareto-Stable-Alg to run
Increase-Cap
d. else let e be the next pair after (m,w) in P
otherwise
e. let C = [m,w′1,m′1, . . . , w′k,m′k, w,m] be such a potential cycle if adding
(m,w)
f. expand P =
[
m∗, . . . ,m,w′1
C\{(m,w)}−−−−−−−−→ m′k, w, . . . , w
∗
]
g. truncate P =
[
m∗, . . . ,Trunc-Path
(
m,w′1
C\{(m,w)}−−−−−−−−→ m′k, w, . . . , w
∗
)]
h. let e be the first pair returned by the Trunc-Path
• If e is a match (i.e., e = (w,m))
if deleting match (w,m) does not introduce an augmenting cycle
i. delete match (w,m)
j. let e be the next pair after (w,m) in P
otherwise
k. run the above Steps (e,f,g,h)
(switching the notations of m and w (except m∗ and w∗))
The subroutine tries to add and delete matches one by one along pairs in the path
P . If the current considered pair is a man-woman pair (i.e., e = (m,w)), the subroutines
matches them if it does not introduce any augmenting cycle. If the assignment of w is strictly
improved (i.e., the condition in Step (3.b) or (3.c) is satisfied), the subroutine terminates.
Note that at this point the subroutine may not completely eliminate the augmenting path,
however, the overall assignment of the woman gets strictly improved and the process restarts
at the capacity increment stage. If matching m and w will introduce a potential augmenting
cycle, instead of adding the match directly, the subroutine takes a “detour" and considers
the other path from m to w along the cycle and expands it to the path P (Step 3(f); by the
following Lemma 10, it is a valid expansion). Then the subroutine will do a truncation from
m to the end of the path P and restarts the process by considering the first pair returned
by the truncation (its first individual must be m). The subroutine performs similarly if the
considered pair is a woman-man pair.
We first establish the following observations.
I Lemma 10. The expansion of path P in Step (3.f) is a well-defined augmenting path.
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We have the following key claim, which implies that the subroutine always terminates.
I Lemma 11 (Main). The subroutine Eliminate-Path(P ) terminates in finite number of
steps for any augmenting path P .
3.3 Analysis of the Algorithm
Again, the high level structure of the algorithm is to increase capacities of men and eliminate
augmenting paths. While the algorithm may look involved, as the virtual capacity is not
always monotonically increasing (e.g., in Step 6(c) of Increase-Cap and Step 3(c) of
Eliminate-Path, we actually need to reduce the virtual capacities) and two subroutines
may call each other, there is a simple, but crucial, idea behind the algorithm: the assignments
of women keep improving (this is the exact reason that we do not want to introduce any
augmenting cycle in the course of the algorithm). Therefore, at any moment of the algorithm,
if a woman’s assignment gets improved (e.g., Step 6(c) of Increase-Cap and Step 3(b), 3(c)
of Eliminate-Path), the algorithm will abandon the current subroutine and restart the
whole process (i.e., capacity increment and augmenting path elimination) starting from the
current virtual capacity vector. Since every woman can improve her assignment at most
n2 times (as her capacity is at most n and every unit capacity can be improved at most n
times), the whole algorithm will terminate.
It is easy to see that the three invariants listed at the beginning of the section are
maintained in the course of the algorithm. Indeed, the last two (no augmenting cycle and
women not worse off) hold trivially as they are guaranteed by the algorithm itself. For
stability, in the subroutine Increase-Cap, when increasing the virtual capacity of m by
one, we try to match m with a most preferred woman w where (m,w) forms a blocking
pair. If w is not over-matched, then the resulting assignment is still stable. Otherwise, we
delete a match (m′, w) where m′ is a least preferred man matched to w and reduce the
virtual capacity of m′ by one (Step (6.c) of Increase-Cap); this implies that the resulting
assignment is still stable with respect to the new capacity vector. For the second subroutine
Eliminate-Path, stability comes from the definition of augmenting path and the fact that
when we delete a match (w,m), we know that m must be a least preferred man matched
to w and w was over-matched (otherwise, when we add the match right before (w,m), the
assignment of w gets strictly improved and the subroutine will run Step (3.b) or (3.c) to
terminate). Therefore, the final returned assignment is stable.
By the rule of the algorithm Pareto-Stable-Alg, when it terminates there is no
augmenting path. By the invariant that there is no augmenting cycle, we know that the
returned assignment is Pareto efficient. We conclude with the following result.
I Theorem 12. The algorithm Pareto-Stable-Alg computes a Pareto stable assignment
in polynomial time.
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Abstract
We show that the separation property fails for the classes Σn of the Rabin-Mostowski index
hierarchy of alternating automata on infinite trees. This extends our previous result (obtained
with Szczepan Hummel) on the failure of the separation property for the class Σ2 (i.e., for co-
Büchi sets). It remains open whether the separation property does hold for the classes Πn of
the index hierarchy. To prove our result, we first consider the Rabin-Mostowski index hierarchy
of deterministic automata on infinite words, for which we give a complete answer (generalizing
previous results of Selivanov): the separation property holds for Πn and fails for Σn-classes. The
construction invented for words turns out to be useful for trees via a suitable game.
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1 Introduction
The separation question is whether two disjoint sets A and B can be separated by a set C
(i.e., A ⊆ C and B ⊆ C) which is in some sense simpler. Separation is one of the main issues
in descriptive set theory. A fundamental result due to Lusin is that two analytic sets can
be always separated by a Borel set, but two co-analytic sets in general cannot. The former
implies that if a set is simultaneously analytic and co-analytic then it is necessarily Borel,
which is the celebrated Suslin Theorem (see, e.g., [8] or [7]).
A well-known fact in automata theory exhibits a similar pattern: if a set of infinite
trees as well as its complement are both recognizable by Büchi automata then they are also
recognizable by weak alternating automata (weakly recognizable, for short). This result was
first proved by Rabin [10] in terms of monadic second-order logic; the automata-theoretic
statement was given by Muller, Saoudi, and Schupp [9]. It is not difficult to adapt Rabin’s
proof to obtain the separation property: any two disjoint Büchi recognizable sets of trees can
be separated by a weakly recognizable set (see, e.g., [5]). Quite analogical to the co-analytic
case, the separation property fails in general for the dual class of co-Büchi tree languages
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(i.e., the complements of Büchi recognizable sets). In [5], a pair of such sets is presented that
cannot be separated by any Borel set, hence a fortiori by any weakly recognizable set.
A systematic study of the separation property for tree automata has been undertaken by
Santocanale and Arnold [11]. They asked if the above-mentioned result of Rabin can be
shifted to the higher levels of the index hierarchy of alternating automata with an appropriate
generalization of weak recognizability. The question stems naturally from the µ-calculus
version of Rabin’s result which states that if a tree language is definable both by a Π2-term
(i.e., with a pattern νµ) and a Σ2-term (µν), then it is also definable by an alternation free
term, i.e., one in Comp(Π1 ∪ Σ1) [2]. Somewhat surprisingly, Santocanale and Arnold [11]
discovered that the equation
Πn ∩ Σn = Comp(Πn−1 ∪ Σn−1),
which amounts to Rabin’s result for n = 2, fails for all n ≥ 3. Consequently, it is in general
not possible to separate two disjoint sets in the class Σn by a set in Comp(Πn−1 ∪ Σn−1);
similarly for Πn.
There is however another plausible generalisation of Rabin’s result suggested by the
analogy with descriptive set theory. Letting
∆n = Πn ∩ Σn,
we may ask if two disjoint sets in a class Σn can be separated by a set in ∆n; a similar
question can be stated for Πn. By remarks above, we know that the separation property in
this sense holds for Π2 (Büchi) and fails for Σ2 (co-Büchi) class, in a perfect analogy with
the properties of analytic vs. co-analytic classes in the descriptive set theory1.
In the present paper we answer the question negatively for all classes Σn of the Rabin–
Mostowski index hierarchy for alternating automata on infinite trees. (The Σn-classes
correspond to the indices (i, k) with k odd; see the definition below.) By an analogy with
the Borel hierarchy [7, 8], one is tempted to conjecture that the separation property actually
does hold for all classes Πn, but this question seems to be difficult already for n = 3.
To prove our main result, we first study a conceptually simpler case of infinite words
and the Rabin–Mostowski index hierarchy of deterministic automata. In this case we give a
complete answer: the separation property holds for classes Πn and fails for classes Σn. The
argument is based on a uniform construction of an inseparable pair in each class Σn. This
construction is further used in the case of trees. More specifically, we consider labeled trees
whose vertices are divided between two players: Eve and Adam, who wish to form a path in
the tree. For a set on infinite words L, we consider the set Win∃(L) of those trees where
Eve has a strategy to force a path into L. The operation Win∃ allows us to shift the witness
family from words to trees.
It should be noted that in the case of deterministic automata on infinite words, the
separation property of the class (1, 2) was proved earlier by Selivanov [12], who also gave a
hint [13] how this result can be generalized for all classes Πn.
2 Index hierarchy
Throughout the paper, ω stands for the set of natural numbers, which we identify with its
ordinal type. We also identify a natural number n < ω with the set {0, 1, . . . , n− 1}.
1 However, the classical notation plays a trick here, as the analogy matches the classes Σ11 ∼ Π2 and
Π11 ∼ Σ2.
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(1, 2)
OOO
OOO
OOO
OO
(1, 3)
OOO
OOO
OOO
OO
ooo
ooo
ooo
oo
(1, 4)
OOO
OOO
OOO
OO
ooo
ooo
ooo
oo
(1, 5)
ooo
ooo
ooo
oo
. . .
(0, 1) (0, 2) (0, 3) (0, 4) . . .
Figure 1 The Mostowski–Rabin index hierarchy.
We will consider deterministic automata on infinite words and alternating automata on
infinite trees. For more background, we refer the reader to a survey by Thomas [14].
A deterministic parity automaton over an input alphabet A can be presented by A =
〈A,Q, qI ,Tr , rank〉, where Q is a finite set of states ranked by the function rank : Q→ ω, and
Tr : Q×A→ Q is a transition function. A run of A on a word u ∈ Aω is a word r ∈ Qω whose
first element r0 is the initial state qI , and rn+1 = Tr(rn, un), for n < ω. It is accepting if
the highest rank occurring infinitely often (i.e., lim supn→∞ rank(rn)) is even. The language
L(A) recognized by A consists of those words u ∈ Aω which admit an accepting run. The
Rabin-Mostowski index of A is the pair (min rank(Q),max rank(Q)); we may assume without
loss of generality that min rank(Q) is 0 or 1. It is useful to partially order the indices as
represented on Figure 1. That is, we let (ι, κ) v (ι′, κ′) if either {ι, . . . , κ} ⊆ {ι′, . . . , κ′}, or
ι = 0, ι′ = 1, and {ι+2, . . . , κ+2} ⊆ {ι′, . . . , κ′}. We consider the indices (1, κ) and (0, κ−1)
as dual, and let (ι, κ) denote the index dual to (ι, κ). The above ordering induces a hierarchy,
that is, if a language L is recognized by an automaton of index (ι, κ) and (ι, κ) v (ι′, κ′) then
L is also recognized by an automaton of index (ι′, κ′). Moreover, the hierarchy is strict in
the sense that, for any index (ι, κ), there is a language recognized by an automaton of index
(ι, κ), but not by any (deterministic) automaton of the dual index (ι, κ) [6, 15]. Indeed, the
witness can be the parity condition itself:
Lι,κ = {u ∈ {ι, . . . , κ}ω : lim sup
n→∞
un is even }. (1)
The concept of alternating automaton is best understood via parity games. For the sake
of further application, we present them in a more general setting of graph games. A graph
game is a perfect information game of two players, say Eve and Adam, where plays may have
infinite duration. It can be presented by a tuple
〈V∃, V∀,Move, pI , `, A, L∃, L∀〉.
Here V∃ and V∀ are (disjoint) sets of positions of Eve and Adam, respectively, Move ⊆ V ×V
is the relation of possible moves, with V = V∃ ∪ V∀, pI ∈ V is a designated initial position,
and ` : V → A is a labelling function, with some alphabet A. These items constitute an
arena of the game. Additionally, L∃, L∀ ⊆ Aω are two disjoint sets representing the winning
criteria for Eve and Adam, respectively.
The players start a play in the position pI and then move the token according to the
relation Move (always to a successor of the current position), thus forming a path in the
arena. The move is selected by Eve or Adam, depending on who the owner of the current
position is. If a player cannot move, she/he looses. Otherwise, the result of the play is
an infinite path v0, v1, v2, . . ., inducing the sequence of labels `(v0), `(v1), `(v2), . . . If this
sequence belongs to L∃ then Eve wins, if it belongs to L∀ then Adam wins; otherwise there is
a draw. We say that Eve wins the game if she has a winning strategy, the similar for Adam.
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In the games considered in this paper, we always have L∀ = Aω − L∃, hence a draw will
not occur. But it is convenient to consider the winning criteria for both players.
A parity game of index (ι, κ) is defined as above with A = {ι, . . . , κ}, L∃ = Lι,κ (see
equation (1)), and L∀ = L∃ = {u ∈ {ι, . . . , κ}ω : lim supn→∞ un is odd }.
A (full) k-ary tree over a finite alphabet A is a mapping t : k∗ → A. An alternating parity
tree automaton of index (ι, κ) running on such trees can be presented by
A = 〈A,Q∃, Q∀, qI , δ, rank〉
where Q is a finite set of states with an initial state qI , partitioned into existential states
Q∃ and universal states Q∀, δ ⊆ Q×A× {0, 1, . . . , k − 1, ε} ×Q is a transition relation, and
rank : Q→ ω. An input tree t is accepted by A iff Eve has a winning strategy in the parity
game
G(A, t) = 〈Q∃ × k∗, Q∀ × k∗, (q0, ε),Mov, `, Lι,κ, Lι,κ〉, (2)
where Mov = {((p, v), (q, vd)) : v ∈ dom(t), (p, t(v), d, q) ∈ δ} and `(q, v) = rank(q). In-
tuitively, the players follow a path in the tree t, additionally annotated by the states. A
transition is always selected by the owner of the state. The automaton accepts the tree if
Eve can force each such path to be accepting.
The hierarchy of tree languages induced by the indices of alternating parity automata
is strict, as showed by Bradfield [4]. An alternative proof of this difficult result was later
given [1] based on the Banach Fixed-Point Theorem; Both proofs [1, 4] use the same witness
family of sets of binary trees defined by parity games. For the sake of further application, we
will present this concept in a more general setting.
We consider k-ary trees over an alphabet {∃, ∀} × A. The labels {∃, ∀} are used to
partition the nodes of a tree t into positions of Eve and Adam. In the game, the players form
a path in t, starting from the root. The next move is selected by Eve or Adam, depending on
whether the actual label contains ∃ or ∀. The winning criteria concern the sequence formed
by the second components of the labels occurring in the play, which is a word in Aω .
Each language L ⊆ Aω induces two winning criteria: L∃ = L, and L∀ = L, which give
rise to two games: an L-∃ game, and an L-∀ game. Let us describe formally an L-∃ game
over a tree t : k∗ → {∃, ∀} ×A. It is a graph game with the following items:
V∃ = {v ∈ k∗ : t(v) ↓1= ∃} `(v) = t(v) ↓2, for v ∈ k∗
V∀ = {v ∈ k∗ : t(v) ↓1= ∀} L∃ = L
Move = {(w,wi) : w ∈ k∗, i ∈ k} L∀ = L.
p0 = ε (the root of the tree)
An L-∀ game is defined similarly with the winning criteria L∀ = L, and L∃ = L.
The set Win∃k(L) consists of those trees t, for which Eve has a winning strategy in
L-∃-game. The set Win∀k(L) consists of those trees t, for which Adam has a winning strategy
in L-∀-game. The following can be easily verified.
I Fact 1. If a language L of infinite words is recognized by a deterministic automaton of
index (ι, κ) then both languages Win∃k(L) and Win∀k(L) can be recognized by an alternating2
tree automaton of index (ι, κ).
2 In fact, even non-deterministic, but we don’t explore it in this paper.
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A family witnessing the strictness of the index hierarchy of alternating tree automata [1, 4]
consists of the sets of binary trees Wi,k, which can be presented by Wi,k = Win∃2(Li,k).
The following Σ/Π terminology for the index hierarchy,motivated by the connection
with the µ-calculus (see, e.g., [3]); will be convenient to handle dualities. For each m ≥ 1,
we consider two indices: (1,m) and (0,m − 1), and associate the symbol Σm with this
index whose maximum is odd, and Πm with the one whose maximum is even. For example,
(0, 1) ≈ Σ2, (1, 2) ≈ Π2, (1, 3) ≈ Σ3, (0, 2) ≈ Π3, (1, 4) ≈ Π4, (0, 3) ≈ Σ4, etc. We will then
refer to an automaton of index (ι, κ) as to Σm or Πm-automaton with an appropriate m.
3 Deterministic hierarchy over words
In this section we investigate the index hierarchy for deterministic automata on infinite
words. A language of infinite words is in the class Σm if it is recognized by a deterministic
Σm-automaton; similarly for Πm. A language is in the class ∆m if it is simultaneously Σm
and Πm. We show that the separation property holds for classes Πm and fails for Σm, for
m ≥ 2. In fact, both properties will follow from a single construction (parametrized by m).
Note that we do not consider the classes Σ1 and Π1, which are uninteresting from the
point of view of the separation property3.
For m ≥ 2, we fix an alphabet
mpi =
{ {1, . . . ,m} if m is even
{0, . . . ,m− 1} if m is odd.
Note that maxmpi is always even. Let Im ⊆ mωpi be the set of infinite words where maxmpi
occurs infinitely often. Let Km be a superset of Im consisting of the words satisfying parity
condition,
Km = {u ∈ mωpi : lim sup
n→∞
un is even }.
That is, Km coincides with L1,m or L0,m−1 of (1), depending on whether m is even or odd.
It is straightforward to see that Km is in the class Πm.
In the sequel we consider words over a product alphabet m2pi. We identify a pair of words
〈u, v〉 ∈ (mωpi)2 with a single word over
(
m2pi
)
in an obvious manner. The subsequent lemma
is the heart of our paper.
I Lemma 1. For each m ≥ 2, there exist disjoint sets U1, U2 ⊆ mωpi of class Σm, satisfying
the following:
Km ×Km ⊆ U1
Km ×Km ⊆ U2
Km ×Km ⊆ U1 ∪ U2 = Im × Im.
Proof. We first present the construction in the case when m is odd; thus the Σm-automata
have index (1,m), and Πm-automata have index (0,m− 1).
Let Pm be an automaton over the alphabet mpi with the set of states also equal to mpi,
and the transition function Tr(q, s) = s, for any q and s. (We leave the remaining items
temporarily unspecified.) Let Pm × > be an automaton over m2pi which behaves like Pm
reading only the first component. Similarly, >× Pm reads only the second component.
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U1 U2
P+2m ×>
(m−1,.)

>× P+1m
(.,m−1)
\\ P
+1
m ×>
(m−1,.)

>× P+2m
(.,m−1)
\\
Figure 2 Automata for U1 and U2 for m odd.
We represent the Σm-automata recognizing U1 and U2 on Figure 2. The states of the
automaton for U1 are {0, 1, . . . ,m− 1} (upper component) and {0′, 1′, . . . , (m− 1)′} (lower
component). In its upper component, the automaton reads the left component of the input
symbols until it eventually encounters a symbol (m − 1, s), for some s. Then the edge is
directed to the state (m− 1)′ in the lower component. Here the automaton reads the right
component of the input symbols until it eventually encounters a symbol (s,m− 1), for some
s, in which case it moves to the state m− 1 in the upper component. The ranks in the upper
component are rank(i) = i+ 2, for i = 0, 1, . . . ,m− 2, and rank(m− 1) = m. The ranks in
the lower component are rank(i′) = i+ 1, for all i. For the initial state we set 0.
The automaton for U2 is defined analogously; the difference concerns only rankings4,
namely rank(i) = i+1, for all i, and rank(i′) = i+2, for i = 0, 1, . . . ,m−2 and rank((m−1)′) =
m. Note that the states m− 1 and (m− 1)′ can be reached only while changing the levels
and, whenever it happens, both automata assume the highest odd rank m.
Each word u ∈ (m2pi)ω induces the same run in both automata up to the rankings. Clearly,
a word u causes infinitely many changes of the level if and only if it contains infinitely many
occurrences of m− 1 on both left and right track. By remark above, such a word is accepted
by neither of the automata. On the other hand, if the run on u stabilizes on some level
then one of the automata necessarily accepts, as the ranks they assume in their runs (after
stabilization) differ precisely by 1.
This shows that U1 and U2 are disjoint and U1 ∪ U2 = Im × Im. The inclusion
Km ×Km ⊆ Im × Im is obvious.
If u ∈ Km ×Km then the run on u stabilizes in the upper or lower component (as clearly
u 6∈ Im × Im). Then the automaton for U1, from some moment on, either reads a word
in Km in the upper component or a word in Km in the lower component; in either case it
accepts. A similar argument shows the second inclusion, which completes the proof of the
lemma in case m is odd. The construction for the case of m even is analogous. We leave it
to the reader with Figure 3 as a hint.
J
The properties of U1 and U2 mentioned in Lemma 1 imply a kind of hardness of these sets.
Generally, for an automaton A over an alphabet A of some index (ι, κ), let rankA denote the
function sending a word u ∈ Aω onto the sequence of ranks assumed by A. More precisely,
3 By definition, a deterministic automaton of index (1, 1) accepts no words, and an automaton of index
(0, 0) accepts all words.
4 The somewhat awkward exceptions in ranking of (m− 1) in the first automaton and (m− 1)′ in the
second follow from our desire of having the graphs of both automata the same. Otherwise we could
merge the “nasty” states with their companions.
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U1 U2
Pm ×>
(m,.)

>× P−1m
(.,m)
\\ P
−1
m ×>
(m,.)

>× Pm
(.,m)
\\
Figure 3 Automata for U1 and U2 for m even.
rankA : Aω → {ι, . . . , κ}ω, and
rankA(u) = rank(r0)rank(r1) . . . , (3)
where r0r1 . . . is the unique run of A on u. If B is another automaton over A with index
(ι, κ), we define rankA×B : Aω → ({ι, . . . , κ}2)ω, by
rankA×B(u) = 〈rankA(u), rankB(u)〉.
I Lemma 2. Let A and B be automata of class Πm over some alphabet A, such that
L(A) ∩ L(B) = ∅. Let U1 and U2 satisfy the properties of Lemma 1. Then, for each word
u ∈ Aω,
1. if u ∈ L(A) then rankA×B(u) ∈ U1,
2. if u ∈ L(B) then rankA×B(u) ∈ U2,
3. rankA×B(u) ∈ U1 ∪ U2.
Proof. Generally, if D is a deterministic parity automaton of index (ι, κ) then, by definition
of acceptance,
u ∈ L(D) ⇔ rankD(u) ∈ Lι,κ.
Hence, in our case, u ∈ L(A) ⇒ rankA(u) ∈ Km, and u 6∈ L(B) ⇒ rankB(u) ∈ Km. As
L(A) and L(B) are disjoint, u ∈ L(A) implies rankA×B(u) ∈ Km ×Km, but we know from
Lemma 1 that Km ×Km ⊆ U1. The argument for 2 is similar. Finally, again by disjointness
of L(A) and L(B), we have rankA×B(u) ∈ Km ×Km, for any u, but we know from Lemma 1
that Km ×Km ⊆ U1 ∪ U2, which completes the proof. J
We are now ready to state the main result of this section. Recall that the separation property
for the class Π2 was proved earlier by Selivanov [12], who also gave5 a hint [13] how this
result can be generalized for all classes Πn.
I Theorem 3. The separation property holds for classes Πm and fails for classes Σm of the
index hierarchy of deterministic word automata.
Proof. We will show that any pair of disjoint languages of class Πm over some finite alphabet
A is separable by a language of class ∆m, whereas this property fails for the pair of sets
U1, U2 of Lemma 1 (which are of class Σm).
Let A and B be as in Lemma 2. It follows from 1 and 2 that the inverse image of U1
under the mapping rankA×B, i.e.,(
rankA×B
)−1
(U1) = {u ∈ Aω : rankA×B(u) ∈ U1}
5 More precisely, that author considered the reduction property for the dual classes Σm. See a comment
after Proposition 3.5 in [13].
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separates L(A) and L(B). Let us see that this set is recognizable by an Σm-automaton.
For an input u, we just use the automaton for U1 reading the subsequent values of the
function rankA×B; the construction is straightforward. In a similar vein we can show that(
rankA×B
)−1
(U2) is in the class Σm as well. Clearly these sets are disjoint as U1 and U2
are disjoint. But it follows from condition 3 of Lemma 2 that they sum up to Aω, hence they
both are of class ∆m.
To show that U1 and U2 are inseparable, we start with the following observation. Suppose
that A and B are Πm-automata over the alphabet m2pi. Then the function rankA×B, which
in this case has type rankA×B :
(
m2pi
)ω → (m2pi)ω, has a fixed point. Indeed, a fixed point f
can be defined6 by an inductive formula
f0 =
(
rank(qAI ), rank(qBI )
)
fn+1 =
(
rank
(
TˆrA(qAI , f0 . . . fn)
)
, rank
(
TˆrB(qBI , f0 . . . fn)
))
(where Tˆr is the standard extension of Tr from letters to finite words).
Now suppose, for the sake of contradiction, that there is a set C ⊆ mωpi of class ∆m, such
that U1 ⊆ C and U2 ⊆ C. Let A and B be two automata of class Πm, such that
L(A) = C
L(B) = C.
By remark above, the function rankA×B has the fixed point (f0, f1, . . .). On the other hand,
by conditions 1 and 2 of Lemma 2, it reduces C to U1 ⊆ C, and C to U2 ⊆ C. This
contradiction completes the proof. J
4 Alternating hierarchy over trees
In this section we investigate the Rabin-Mostowski index hierarchy for alternating automata
on k-ary trees. A tree language is in the class Σm if it is recognized by an alternating
Σm-automaton; similarly for Πm. A tree language is in the class ∆m if it is simultaneously
Σm and Πm. We show that the separation property fails in general for the classes Σm, for
m ≥ 1.
It will be convenient to have some normal form of alternating automata. We call an
alternating automaton on k-ary trees, A = 〈A,Q∃, Q∀, qI , δ, rank〉, an ∃∀-automaton if it
satisfies the following conditions:
1. qI ∈ Q∃,
2. if (p, s, d, q) ∈ δ is a transition then p ∈ Q∃ iff q ∈ Q∀,
3. for any pair (p, s) ∈ Q×A, there are exactly two transitions (p, s, d, q), (p, s, d′, q′) ∈ δ.
These conditions imply that the graph of the game G(A, t) (see equation (2)) unravels to a
full binary tree, where ∃ and ∀ alternate starting with ∃.
We will focus on the ranks of the states occurring in this tree. More precisely, let the
index of A be (ι, κ). With any tree t : k∗ → A, we associate a binary tree
T (A, t) : 2∗ → {∃, ∀} × {ι, . . . , κ}
6 The existence and uniqueness of this fixed point can be also inferred from the Banach Fixed-Point
Theorem.
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as follows. We define an auxiliary function γ : 2∗ → Q× k∗, using the notation own(q) = ξ ∈
{∃, ∀}, whenever q ∈ Qξ. The value of γ represents the state and the current position in the
game-play on the tree t. Let γ(ε) = (qI , ε), and T (A, t)((ε) = (own(qI), rank(qI)). Suppose
T (A, t)(v) and γ(v) are defined, say γ(v) = (p, w). By condition 3 above, there are exactly
two pairs that extend (p, t(w)) to a transition in δ. Suppose they are (d, q) and (d′, q′) (in
this pre-defined order, for definiteness). We let γ(v0) = (q, wd) and γ(v1) = (q′, wd′). We
further define T (A, t)(v0) = (own(q), rank(q)) and T (A, t)(v1) = (own(q′), rank(q′)). It is
straightforward to see that
t ∈ L(A) ⇔ T (A, t) ∈Wι,κ (4)
(see page 400 for the definition of Wι,κ). We leave to the reader the proof of the following
simple observation.
I Lemma 4. Any alternating tree automaton can be transformed to an ∃∀-automaton of the
same index, recognizing the same language.
A ∀∃-automaton is defined similarly, with the only difference that qI ∈ Q∀. Clearly, an
analogue of Lemma 4 for ∀∃-automata holds as well.
We are going to define a tree version of the “hard pairs” from Section 3. Let m ≥ 1, and
let U1 and U2 be the languages defined in the proof of Lemma 1. We let
∇1 = Win∃4(U1)
∇2 = Win∀4(U2).
By Fact 1, the sets ∇1 and ∇2 are of class Σm. To have some analogue of Lemma 2, we need
some analogue of the function rankA×B; we will define it only for automata in a special form.
We call a tree t : k∗ → {∃, ∀} ×A a ∃∀-tree if
t(v) ↓1=
{ ∃ if |v| is even
∀ if |v| is odd.
The concept of a ∀∃-tree is defined analogously. Note that the trees T (A, t) defined above
are ∃∀-trees or ∀∃-trees, whenever A is an ∃∀-automaton or ∀∃-automaton, respectively.
At first, we define a product of a binary ∃∀-tree t1 and a binary ∀∃ tree t2 as a 4-ary
∃∀-tree t1 ? t2 : 4∗ → {∃, ∀} ×A×A. It is convenient to fix some bijection 4 ∼ 2× 2, so that
a (finite) word w in 4∗ can be identified with a pair of words v, u in 2∗ of the same length
(such that wi = (vi, ui)); we then use the notation w = (u ◦ v). We then let7
t1 ? t2(u ◦ v) = (t1(u) ↓1, t1(u) ↓2, t2(v) ↓2) .
Now fix k and an alphabet A. Let A and B be two automata on k-ary trees over the alphabet
A, both of the class Πm. Assume moreover that A is an ∃∀-automaton and B a ∀∃-automaton.
For a tree t : k∗ → A, consider an ∃∀-tree T (A, t) and a ∀∃-tree T (B, t). We let
gA×B(t) = (T (A, t) ? T (B, t)). (5)
The following is a (partial) analogue of Lemma 2.
7 Figure 4 at the end of the paper shows how from a green ∃∀ tree t1 and a red ∀∃ tree t2 we obtain a
blue 4-ary tree t1 ? t2.
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I Lemma 5. With the notations above,
1. if t ∈ L(A) then gA×B(t) ∈ ∇1,
2. if t ∈ L(B) then gA×B(t) ∈ ∇2.
Proof. Assume that t ∈ L(A). It implies, that Eve has a winning strategy σA showing that
T (A, t) ∈Wι,κ. Since L(A) and L(B) are disjoint, Adam has a winning strategy σB showing
that T (B, t) 6∈Wι,κ.
Let σ be the strategy for Eve on the tree T (A, t) ? T (B, t) which combines σA and σB.
Namely, σA, σB choose one of the two options available for respectively Eve and Adam and σ
chooses the uniquely defined combination of these two options. Since σA leads to a sequence
in Km, σB leads to a sequence in the complement of Km, the resulting sequence defined by
σ belongs to Km ×Km, in particular it belongs to U1.
Assume now that t ∈ L(B). It implies, that Eve has a winning strategy σB showing that
T (B, t) ∈Wι,κ. Since L(A) and L(B) are disjoint, Adam has a winning strategy σA showing
that T (A, t) 6∈Wι,κ.
Let σ be the strategy for Adam on the tree T (A, t) ? T (B, t) which combines σA and σB.
Namely, σA, σB choose one of the two options available for respectively Adam and Eve and σ
chooses the uniquely defined combination of these two options. Since σA leads to a sequence
in the complement of Km, σB leads to a sequence in Km, the resulting sequence defined by
σ belongs to Km ×Km, in particular it belongs to U2. J
The reader may have noticed that the point 3 of Lemma 2 is missing in Lemma 5. This is
precisely why we fail to extend the positive results on the classes Πm from words to trees.
We can state the main result of the paper.
I Theorem 6. The separation property fails for classes Σm of the index hierarchy of altern-
ating tree automata. More specifically, for any m ≥ 2, there exists a pair of sets of 4-ary
trees of class Σm inseparable by any set of class ∆m.
Proof. The proof is similar to the proof of Theorem 3. To show that ∇1 and ∇2 are
inseparable, we start with the following observation. Suppose that A and B are Πm-automata
over the alphabet {∃, ∀} × (ι, κ)2. Suppose moreover that A is an ∃∀-automaton and B is a
∀∃-automaton. We will show that the mapping gA×B has a fixed point t. Since the range of
the mapping gA×B consists of ∃∀ trees, it implies the first coordinate of t(u ◦ v) has to be ∃
for u ◦ v of even length and ∀ otherwise. The second and third coordinates of t(u ◦ v) for
u = u0 . . . un+1 and v = v0 . . . vn+1 will be defined along the same lines as in the proof of
Theorem 3, however we have to take care of -transitions. For this sake we will define the
token mappings γA and γB like the token mapping γ used in the definition of T (A, t) (see
(4)). The mappings will be defined successively together with the tree t.
Let us define
t(ε) ↓2= rank(qAI ), t(ε) ↓3= rank(qBI ).
The A- and B- tokens are placed in the root. In automaton A there are two transitions
from qI on the letter t(ε). Similarly, there are two transitions in B. The root of t has four
successors uniquely defined by these two pairs of transitions. Assume now that Eve in A and
Adam in B made their first moves. These two moves uniquely define a vertex u0 ◦ v0 in the
tree t, that is one of the four successors of the root of t. If Eve decided for an -transition
then the second coordinate of γA remains unchanged. Otherwise we move the token to
u0 ◦ v0. Similarly if Adam decided for an -transition then the second coordinate of γB
remains unchanged, otherwise we move the token to u0 ◦ v0. In automaton A there are two
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transitions from the state γA(u0) ↓1 on the letter t(γA(u0) ↓2). Similarly, there are two
transitions in B from the state γA(v0) ↓1 on the letter t(γB(v0) ↓2). The vertex t(u0 ◦ v0)
has four successors uniquely defined by these two pairs of transitions. We extend γA and γB
accordingly and continue building a full 4-ary tree t.
It is easy to verify that the tree t is a fixed point8 of gA×B. Now suppose, for the sake of
contradiction, that there exists a set C of trees over the alphabet {∃, ∀} × (ι, κ)2 such that
C belongs to the class ∆m,
∇1 ⊆ C and ∇2 ⊆ C.
Let A and B be two automata of class Πm, such that
L(A) = C
L(B) = C.
By the remark above, the function gA×B has the fixed point t. On the other hand, by
conditions 1 and 2 of Lemma 5, it reduces C to ∇1 ⊆ C, and C to ∇2 ⊆ C. This
contradiction completes the proof. J
Figure 4 Operation ? on a green ∃∀ tree t1 and a red ∀∃ tree t2 gives the blue 4-ary tree.
The consideration of 4-ary trees in Theorem 6 made the proof more transparent, but the
result can be adapted to binary trees as well.
I Corollary 7. There exists a pair of sets of binary trees of class Σm inseparable by any set
of class ∆m.
Sketch of proof. Let ∇1,∇2 be as in Theorem 6. We define languages V1, V2 of binary trees
and a mapping η such that ∇i = η−1[Vi]. Let V1 consist of binary trees t over the alphabet
{∃, ∀} ×mpi such that
1. the first two levels of t, that is the root and its children, belong to Eve, as well as all the
levels 4k, 4k + 1, for k = 0, 1, 2, . . .,
2. the levels 4k + 2, 4k + 3, for k = 0, 1, 2, . . ., belong to Adam,
3. Eve has a strategy, such that if the sequence (∃, w0), (∃, v0), (∀, w1), (∀, v1), (∃, w2), (∃, v2), . . .
represents a game-play then (w0, v0), (w1, v1), (w2, v2), . . . belongs to U1.
8 As in Theorem 3, the existence and uniqueness of this fixed point can be also inferred from the Banach
Fixed-Point Theorem.
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The set V2 satisfies the same conditions 1, 2, and 3 is replaced by the requirement that Adam
has a strategy, which forces represents a game-play (w0, v0), (w1, v1), (w2, v2), . . . into U2.
To a 4-ary tree t over the alphabet {∃, ∀} × (mpi)2, we now assign a binary tree t′ = η(t)
over the alphabet {∃, ∀}×mpi. As before, it is convenient to use a bijection 4 ∼ 2× 2, so that
a node of t of level ` can be presented by (x0, y0)(x1, y1), . . . , (x`−1, y`−1), with xi, yi ∈ 2.
The root of t′ is labeled (t() ↓ 1, t() ↓ 2), and the second level is labeled by (t() ↓ 1, t() ↓ 3)
in both directions. More specifically, whenever
t ((x0, y0)(x1, y1), . . . (x`−1, y`−1)) = (ξ, a, b),
we let
t′ (x0, y0, x1, y1, . . . , x`−1, y`−1) = (ξ, a)
t′ (x0, y0, x1, y1, . . . , x`−1, y`−1, z) = (ξ, b) for z = 0, 1.
It is straightforward to verify that ∇i = η−1[Vi], for i = 1, 2. Suppose that V1, V2 are
separated by a set C of class ∆m. It is easy to check that the preimage under the mapping η
of a tree language recognized by an alternating automaton of an index (i, n) can be itself
recognized by an automaton of the same index. Hence η−1[C] is in the class ∆m and separates
∇1 and ∇2, which contradicts Theorem 6. J
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Abstract
We give asymptotically exact values for the treewidth tw(G) of a random geometric graph G(n, r)
in [0,
√
n]2. More precisely, we show that there exists some c1 > 0, such that for any constant 0 <
r < c1, tw(G) = Θ( lognlog logn ), and also, there exists some c2 > c1, such that for any r = r(n) ≥ c2,
tw(G) = Θ(r
√
n). Our proofs show that for the corresponding values of r the same asymptotic
bounds also hold for the pathwidth and treedepth of a random geometric graph.
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1 Introduction
Starting with the seminal paper of Gilbert [5], random geometric graphs have in recent
decades received a lot of attention as a model for large communication networks such as
sensor networks. Network agents are represented by the vertices of the graph, and direct
connectivity is represented by edges. For applications of random geometric graphs, we refer
to Chapter 3 of [7], and for a survey of many theoretical results, we refer to Penrose’s
monograph [12].
Given a set V of n vertices and a nonnegative real r = r(n), a random geometric graph is
defined as follows: each vertex is placed at some position of the square Sn = [0,
√
n]2, chosen
independently and uniformly at random. This choice of the square is only for convenience; by
suitable scaling of r we could have chosen the square [0, 1]2 and the results were still valid.
Note that with probability 1 no two vertices choose the same position. We will identify
each vertex with each position, that is, u ∈ V refers also to the geometrical position of u in
the square. Then we define G(n, r) as the random graph having V as the vertex set with
|V | = n, and with an edge connecting each pair of vertices u, v ∈ V at distance d(u, v) ≤ r,
where d(·, ·) denotes the Euclidean distance. In order to simplify calculations, we will use
the well-known idea of Poissonization (see [12]): we assume that the vertices of G(n, r) are
generated according to a Poisson point process of intensity 1 over the square Sn = [0,
√
n]2.
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Conditioned under the fact that this Poisson point process generates exactly n vertices
(which happens with probability Θ(1/
√
n)), this model and the standard model of random
geometric graphs have the same uniform distribution of the n vertices, and we will use this
equivalence from now on.
All our stated results are asymptotic as n → ∞. We use the usual notation a.a.s. to
denote asymptotically almost surely, i.e. with probability 1− o(1). It is well known that the
property of the existence of a giant component of order Θ(n) undergoes a sharp threshold
in G(n, r) (see e.g. [6]), but the exact value r is not yet known. However, there exist two
positive constants c−, c+ such that for r ≤ c−, a.a.s. the largest component of G(n, r) is
a.a.s. of order O(log n), whereas for r ≥ c+, a component of order Θ(n) is present (see [12]).
In this paper, we study the behaviour of two tree-like parameters, the treewidth and the
treedepth, on random geometric graphs.
The treewidth of a graph measures the similarity between a tree and G. It was introduced
by Robertson and Seymour in [17] inside their series of articles on graph minors. It has several
applications in graph theory and algorithmics; one good example is Courcelle’s Theorem [1].
For a graph G = (V,E) on n vertices, we call (T,W ) a tree decomposition of G, where W
is a set of vertex subsets W1, . . . ,Ws ⊆ V (G) and T is a forest with vertices in W , such that
1.
⋃
Wi = V (G)
2. For any e = uv ∈ E(G) there exists a set Wi such that u, v ∈Wi
3. For any v ∈ V (G), the subgraph induced by the Wi 3 v is connected as a subgraph of T .
The width of a tree-decomposition is w(T,W ) = max
i
|Wi| − 1, and the treewidth of a graph
G can be defined as
tw(G) = min
(T,W )
w(T,W ).
A vertex partition V = (A,S,B) is a balanced k-partition if |S| = k + 1, S separates A and
B, and 13 (n− k − 1) ≤ |A|, |B| ≤ 23 (n− k − 1). Then S is called a balanced separator. The
following result connecting balanced partitions and treewidth is due to Kloks [9].
I Lemma 1 ([9]). Let G be a graph with n vertices and tw(G) ≤ k such that n ≥ k − 4.
Then G has a balanced k-partition.
The treedepth td(G) of a graph G was introduced by Nešetřil and Ossona de Mendez
as a tree-like parameter in the scope of homomorphism theory. In particular, it provides
an alternative definition of bounded expansion classes [11]. Moreover, the notion of the
treedepth is closely connected to the treewidth. Intuitively speaking, the treewidth of a
graph G is a parameter that measures the similarity between G and a certain tree, while the
treedepth of G measures how close G is to a star. In other words, the treedepth also takes
into account the diameter of the tree we are comparing the graph with.
This concept of treedepth has been introduced using different names in the literature.
It is equivalent to the height of an elimination tree used in Cholesky decomposition [14].
Analogous definitions can be found using the terminology of rank function [10], vertex ranking
number (or ordered coloring) [3] or weak coloring number [8].
Let T be a rooted tree. The closure of T is the graph that has the same set of vertices
and two vertices are connected if they are relatives (ancestor or predecessor) in T . Consider
a rooted forest as the disjoint union of rooted trees whose height is the maximum of the
height among all the trees. The closure of a rooted forest will consist of the disjoint union
of the closures of each rooted tree. The treedepth of a graph G, td(G), is defined to be the
minimum height of a rooted forest, whose closure contains G as a subgraph.
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Observe that, by definition, if G is a graph with components H1, . . . ,Hm,
tw(G) = max
i
tw(Hi), td(G) = max
i
td(Hi). (1)
This two parameters are closely related by the following inequalities:
tw(G) ≤ td(G) ≤ tw(G)(log n+ 1),
both bounds being sharp. For example, if S is a star, tw(S) = td(S) = 1, while if Pn is a
path of length n, tw(Pn) = 1 and td(Pn) = blog nc+ 1.
Results and organization of the paper. In this paper we study the values of tw(G)
and td(G) of a random geometric graph G = G(n, r) for different values of r = r(n). In
particular, we prove the following two main theorems:
I Theorem 2. There is some constant 0 < c1 < c−, such that for any 0 < r ≤ c1, a.a.s.
tw(G(n, r)) = Θ( lognlog logn ), and also a.a.s. td(G(n, r)) = Θ( lognlog logn ).
I Theorem 3. There is some constant c2 > c+, such that for any r = r(n) ≥ c2, a.a.s.
tw(G(n, r)) = Θ(r
√
n), and also a.a.s. td(G(n, r)) = Θ(r√n).
I Remark. For G = G(n, r) with r constant, but r ≥ c2, by the results of [2], many problems
such as Steiner Tree, Feedback Vertex Set, Connected Vertex Cover can be
solved in time O(poly(n)3
√
n), and Connected Dominating Set, Connected Feedback
Vertex Set, Min Cycle Cover, Longest Path, Longest Cycle, Graph Metric
Travelling Salesman Problem can be solved in time O(poly(n)4
√
n).
I Remark. Other width parameters that are sandwiched between treewidth and treedepth
will have the same asymptotic behavior in G(n, r). For instance, the pathwidth of a graph,
introduced by Robertson and Seymour [16], is defined to be the similarity between a graph
and a path. Since the pathwidth is bounded from below by the treewidth and bounded from
above by the treedepth (see Theorem 5.3 and Theorem 5.11 of [18]), the former theorems
imply that for those values of r = r(n) the pathwidth of the graph is of the same order.
We point out that it is an interesting feature of G(n, r) that treewidth and treedepth are
asymptotically of the same order for a wide range of parameters r, since this is not true for
random graphs in general [13]. The similar value of treedepth and treewidth implies that
G(n, r) is more similar to a star–shaped tree than to a path–shaped tree, which in general is
not true for random graphs. Observe also that in the period before the giant component the
tree-like parameters are proportionally larger respect to the order of the components than
when a giant component appears. In the classical random graph model the existence of a
linear number of edges slightly above the giant component already implies a linear treewidth
(see [4]), whereas a random geometric graph with the same number of edges (and a giant
component) only has treewidth Θ(
√
n).
In Section 2 we give the proof of Theorem 2. Whereas the lower bound follows from a
standard argument about the maximum clique order, the proof of the upper bound is more
involved. In Section 3 we continue by proving Theorem 3. Finally, in Section 4 we conclude
mentioning open problems.
2 Proof of Theorem 2
Let rt = Θ(1) the (not yet known) threshold radius of having a giant component, i.e. a
connected component H with V (H) = Θ(n). In this section we will compute the treedepth
D. Mitsche and G. Perarnau 411
for a random geometric graph with r < rt, i.e. when there is no giant component. We also
assume r = Θ(1). From now on, unless otherwise stated, we will call the vertices of G(n, r)
as points, since we use vertex for a different graph related to G(n, r) (see below). In [12] it is
shown that the order of the largest component in this case is a.a.s. Θ(log n), and we will
assume this from now on. This implies directly the coarse upper bound td(G) = O(log n).
For the sake of simplicity, we assume, moreover that r < c1, where c1 is a constant chosen
in such a way that the order of each component is a.a.s. at most log n (this value exists, see
Theorem 10.3 of [12], and is only chosen to simplify calculations).
We derive a lower bound on tw(G) by studying the clique number of G, ω(G). Tessellate
Sn into square cells of side length r/
√
2. Note that we have a linear number of such cells
and note that any two points in the same cell are connected by an edge. The distribution of
the number of points inside the cells can be modeled as a balls and bins problem: we have n
balls and m = Θ(n) bins, and each of the n balls is thrown independently and uniformly at
random into one of the bins. Denoting Xi denote the number balls inside the cell Ci, classical
results (see e.g. [15]) state that if m = Θ(n), then maxiXi = (1 + o(1)) lognlog logn a.a.s..
As any pair of points that belong to the same cell of the tessellation, is connected by an
edge, G contains a clique subgraph formed of maxiXi points, and therefore
td(G) ≥ tw(G) ≥ ω(G) = log n
log log n
.
We will now show an upper bound on td(G) which asymptotically matches this lower bound.
We use the following lemma.
I Lemma 4. Let X ∼ Po(λ). For any k ≥ 2λ, Pr(X ≥ k) ≤ 2Pr(X = k).
Having tessellated Sn into cells, we construct a cell-graph CG of G using the following
criterion: each non-empty cell will be represented by a vertex and two vertices of CG will
be joined if there exist two points in the corresponding cells of G that share an edge (see
Figure 1, where the tessellation is omitted for clarity). The cell-graph CG has a structure
similar to the original graph, but simpler.
(a) Random geometric graph (b) Cell-graph
Figure 1 A random geometric graph and its corresponding cell graph
Having in mind the previously established lower bound on the order of the maximum
clique, set Tmax = lognlog logn . We focus on a certain connected component H of G that will
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have order at most log n. Note that there are at most n different components, not necessarily
all of logarithmic order. Let CH denote the cell-graph of component H. Note that since the
side length is r√
2
, each cell belongs to at most one connected component. Letting Ai be the
number of points in the cell i (which will produce an Ai-clique) the number of points in H
can be written as
∑
i∈V (CH)Ai, and we have
∑
i∈V (CH)Ai ≤ log n.
We will call a cell of the tessellation sparse if it contains less than T =
√
logn
log logn points,
and dense otherwise. Observe that all the cells contain at most Tmax points.
I Proposition 5. For any component H, the number of points belonging to dense cells is
a.a.s. not larger than O(Tmax).
Proof. Since Ai ∼ Po(λ), for some constant λ = λ(r),
p = Pr(Ai ≥ T ) ≥ Pr(Ai = T ) ∼ e
−λ
√
2piT
(
eλ
T
)T
, (2)
using the Stirling approximation T ! ∼ √2piT (Te )T .
To count the number of points lying in dense cells, we define the following random
variables:
Yi =
{
t if i is dense and has t points inside
0 otherwise
Our aim is to show that Y =
∑
i∈V (CH) Yi is at most O(Tmax). In this case (at least to
us) it is not clear how a Chernoff type inequality can be used. Nevertheless, we will show
that the probability that Y is larger than 8Tmax is o(n−1) and taking a union bound over all
at most n components, a.a.s. no component will have more than 8Tmax points in dense cells.
The probability of having a sparse cell is 1 − p, while the probability of having T + j
points inside a cell is Pr(Po(λ) = T+j) ∼ e−λ√
2pi(T+j)
(
eλ
T+j
)T+j
. Since e
−λ√
2pi(T+j)
(
eλ
T+j
)T+j
≤
( eλT )
T e−λ√
2piT
( eλT )
j , and using (2) we have
Pr(Po(λ) = T + j) ≤ p ( eλT )j .
These observations lead to the definition of the following random variable:
Ri =

0 with probability 1− p.
T + j with probability p
(
eλ
T
)j
for any j ≥ 1.
T with probability p
(
1− eλT−eλ
)
First of all, observe that Ri is a probability distribution. The random variables Yi
and Ri have similar distributions. In fact, each variable Ri stochastically dominates the
corresponding random variable Yi. Analogously we define R =
∑
i∈V (CH)Ri. Then,
Pr(Y > t) ≤ Pr(R > t) for any t ∈ R (3)
and in particular this holds, if t = O(Tmax).
Now we compute explicitly an upper bound for Pr(R > 8Tmax). We have |V (CH)| < log n
cells in H. There are n initial cells and then at most es different connected sets of s cells,
and for this reason there are at most nelogn ways to construct CH . Assuming that i of
them are dense, we have
(|V (CH)|
i
)
ways to choose them, and after that, at most (log n)i
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ways to distribute the points among these cells. The probability of having a dense cell with
Ri = T + j is p
(
eλ
T
)j
, so that
Pr(R > 8Tmax) = nelogn
|V (CH)|∑
i=1
∑
S∈(V (CH )i )
∑
P
j∈S cj≥8Tmax
Pr
∧
j∈S
Aj = cj

≤ n2
|V (CH)|∑
i=0
(
log n
i
)
(log n)i
i∏
j=1
p
(
eλ
T
)cj−T
.
We use the upper bound
(
logn
i
) ≤ (log n)i. It must be also stressed that we have
i∏
j=1
p
(
eλ
T
)cj−T
≤ (p
√
2piT )
P
cj
T < (p
√
2piT )8
√
logn,
since
∑
cj > 8Tmax. Moreover, since cj > T (the cells are dense), we have for i = 8
√
log n+k,∏i
j=1 p
(
eλ
T
)cj−T ≤ p8√lognpk. Therefore, it is useful to split the former equation into two
sums:
Pr(R > 8Tmax) ≤ n2
8
√
logn∑
i=0
(log n)2i (p
√
2piT )8
√
logn
+n2
(
(log n)2p
)8√logn∑
k>0
(
(log n)2p
)k
As
(
(log n)2p
)k
< 1/2, the infinite sum is less than one. Therefore,
Pr(R > 8Tmax) ≤ n2
(
8
√
log n+ 1
)(
(log n)2
√
2piTp
)8√logn
∼ exp
{
2 log n+ 4 log log n+ 8
√
log n (2 log log n+ log p+O(log T ))
}
Since p ∼ c√
T
(
eλ
T
)T
, by Lemma 4 and (2), log p ∼ − 12
√
log n. The term Θ(log T ) =
O(log log n) is negligible and thus,
Pr(R > 8Tmax) ≤ exp {−(1 + o(1))2 log n} = O(n−2). (4)
By (3), this also implies that Pr(Y > 8Tmax) = O(n−2), and by taking a union bound over
all components, this implies that a.a.s. there is no component having more than 8Tmax
points inside dense cells. J
In order to obtain the desired matching upper bound, we need to construct a representation
of the shape of the connected components which simplifies the structure. We now tessellate
the square [0,
√
n]2 into square cells of side length r. Proposition 5 also follows for this kind
of tessellation since the size of the cells differs just by a constant factor. Consider now the
cell graph CG from this tessellation. Observe that the points belonging to a cell can only
be connected by an edge to points in the same cell and to points in one of the at most 8
cells adjacent to that cell. Therefore, CG will be a subgraph of the diagonal two-dimensional
grid graph L√n,√n, where each cell is adjacent to the 8 cells surrounding it. The following
proposition will be useful:
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I Proposition 6. Let Lm,n be a diagonal two-dimensional grid graph and suppose that m ≤ n.
Then
td(Lm,n) ≤ m log n.
Fix a component CH of CG. We know that |V (CH)| ≤ |V (H)| ≤ log n and hence, the
diameter of CH is at most log n. Without loss of generality we may assume that each vertex
is connected to all its 8 neighbouring cells provided that they are non empty. Take a vertex
v ∈ V (CH) for which there exists some other vertex at distance the diameter of CH . The
vertices of CH at distance d from v are said to be in the d-th floor. We also refer to the
points inside the cells at distance d from v as points in the d-th floor.
We provide an elimination scheme for H. We want to find a balanced separator of this
component (both parts will have linear order) that contains at most logn(log logn)2 points. In
particular, the separator set will be chosen among the different floors of CH , corresponding
to points that belong to cells at some fixed distance from v in CH . Select the last floor f
such that the number of points in lower floors is at most |V (H)|/2. Observe that this is
always a separator that splits the graph H into two smaller pieces of order at most |V (H)|/2.
If this separator of H has order at most logn(log logn)2 , we align in the elimination tree the points
of the separator in a path, and we proceed recursively for the two subgraphs. The subtrees
corresponding to these subgraphs are attached as children of the last node in the separator.
Suppose now that the floor f contains more than logn(log logn)2 points of H. Then we can
have many consecutive floors, before and after f , with more than logn(log logn)2 points. However,
since the order of the component H is at most log n, there can be at most (log log n)2 such
floors.
Considering CH , this implies that we have at most (log log n)2 such consecutive floors
containing more than logn(log logn)2 points. Let us call the cell graph of these floors L
′. Right
after and before these floors we have two small cuts in CH (meaning that they contain less
than logn(log logn)2 points), call them A
′ and B′ respectively. We will recursively repeat this
procedure for the two remaining parts A (the floors before A′) and B (the floors after B′)
(see Fig.2). Observe that both A and B contain at most |V (H)|/2 points each (but they
could contain much less, and in fact B could be empty).
Figure 2 Decomposition of CH
Focus now on L′. This is a subgraph of at most 4 copies of the diagonal grid log n ×
(log log n)2 (see Fig.2), since there are at most log n points in each floor and therefore at
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most log n cells containing them. By cutting these 4 copies and by using Proposition 6,
tdCG(L
′) ≤ O ((log log n)3)
where tdCG denotes the treedepth in the cell-graph.
The decomposition of CH = (A,A′, L′, B′, B) gives the following inequality:
tdCG(CH) ≤
2 log n
(log log n)2
+max{tdCG(A), O
(
(log log n)3
)
, tdCG(B)}, (5)
since, as A′ and B′ were two floors with few points inside, |A′ ∪B′| ≤ 2 logn(log logn)2 .
Observe that there exists α, β ≤ 1/2 such that |A| ≤ α|V (H)| and |B| ≥ β|V (H)|, and
therefore, since the diameter of CH is at most log n, we can repeat this procedure at most
log2 |V (H)| = O(log log n) times. The constants α and β may change in each step but they
are uniformly bounded by 1/2. Hence, tdCG(CH) ≤ O
(
logn
log logn
)
= O(Tmax).
Now we are able to finish the proof of Theorem 2. By Proposition 5, we know that there
are at most O(Tmax) points in dense cells. We temporarily remove all these points, and
add them at the end. Any of the remaining cells now has at most T points. We apply the
previously described strategy of decomposition, the only difference being that each cell of
L′ contains now at most T points of G since there are no dense cells. Therefore, for the
subgraph corresponding to L′ in H we have td(L′) ≤ O (T (log log n)3).
Since T (log log n)3 = o
(
2 logn
(log logn)2
)
, the upper bound on td(H) that arises from the
formula (5) applied on the original graph, is not affected. Therefore, the treedepth of the
component after removing the dense cells is at most O(Tmax). Finally, taking into account
all the points corresponding to the dense cells by attaching them all in a path above the root
of the elimination tree for the non dense cells, we still have
td(H) ≤ O
(
log n
log log n
)
,
since adding a point increases the treedepth by at most 1. Using Equation (1), we have
proven Theorem 2.
3 Proof of Theorem 3
Fix now r = r(n) ≥ c2, for some sufficiently large constant c2 above rt, the threshold radius
of having a giant component. We will first give a strategy to construct an elimination tree
for G, thus giving an upper bound on td(G).
Given A ⊆ [0,√n]2, we denote by vol(A) the area of A. We need the following lemma:
I Lemma 7. For any A ⊆ [0,√n]2 such that vol(A) ≥ c log n and any δ > 0, the number of
points inside A is a.a.s. at most (1 + δ) vol(A).
I Proposition 8. For any r ≥ c2, td(G) ≤ r
√
n.
Proof. We tessellate the square [0,
√
n]2 into square cells of length r. Denote, moreover, by
C(i,j) the j-th such cell in the i-th row, for 1 ≤ i, j ≤ m =
√
n/r.
We provide some tree decomposition, such that G can be embedded as a subgraph of the
closure of the tree. Define X1 = ∪mi=0C(bm/2c,i) and denote by Y1 = {y1, . . . , ys} the points
inside the cells of X1 (in arbitrary order). We start constructing the tree by putting the root
into y1 and by attaching the path y1 − · · · − ys. Next, we define X12 = ∪bm/2c−1i=0 C(i,bm/2c)
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and X22 = ∪mi=bm/2c+1C(i,bm/2c), and let X2 = ∪2i=1Xi2. Define Xi and Xji in the same way.
At the end of the path y1 − · · · − ys, we attach now two disjoint paths constructed with
the points of Y 12 and Y 22 , respectively (again in arbitrary order). This process will then be
iteratively repeated until all the points are added to the tree (see Figure 3). Every two steps
the number of cells in Xi grows by a factor of 2. If k is the number of steps, the construction
ends when 2k/2 =
√
n/r, that is, when k = log n− 2 log r.
X1
X2
X3
X4 Y 1
1
Y 21 Y 22
Y 41
Y 31 Y 34
Y 48
Figure 3 Sketch of the construction
Now we need to know the height of this elimination tree. Since vol(Xi) is at least of
logarithmic size, by Lemma 7 we can always ensure the concentration on the number of
points inside Xji .
Observe that in Xji there are
√
n
r 2
−d(i+1)/2e cells of the tessellation. Then, vol(Xji ) =
r2|Xji | = r
√
n2−d(i+1)/2e. For a sufficiently large c, if i ≤ ` = log n−2 log log n+2 log r−log c,
vol(Xji ) ≥ c log n and by Lemma 7 together with a union bound over all j and i ≤ `, we have
a.a.s.
|Y ji | = O
(
r
√
n2−d(i+1)/2e
)
(6)
After this point vol(Xi) is too small to show concentration, but we have at most k − ` =
2 log log n − 4 log r + log c steps remaining. Since vol(Xji ) beyond ` is smaller than c log n,
we will have at most the number of points inside an area of size c log n containing it. Thus,
a.a.s., for any j and ` ≤ i ≤ k, |Y ji | ≤ O(log n), and a.a.s.
k∑
i=`
max
j
∣∣∣Y ji ∣∣∣ ≤ O(log n log log n).
Hence, the height of this elimination tree is a.a.s.
td(G) ≤
∑`
i=0
max
j
∣∣∣Y ji ∣∣∣+ k∑
i=`+1
max
j
∣∣∣Y ji ∣∣∣
≤ O
(
r
√
n
(∑
i≥0 2
−d(i+1)/2e
))
+O (log n log log n)
= O(r
√
n). J
For convenience, tessellate the square [0,
√
n]2 into small squares of size r/4. Given a set
A ⊆ V (identified with the corresponding geometric positions in [0,√n]2), define by ∂A the
boundary of A as ∂A =
{
x ∈ [0,√n]2 : minu∈A d(x, u) = r2
}
. We use vol(∂A) to refer to the
length of the boundary of A.
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I Lemma 9. Let S be a separator of the giant component. Let A be a connected component
of G \ S. Then there exists a connected set of cells CS containing |CS | = cS = Θ(vol(∂A)/r)
cells, such that all the points inside CS are from the giant component and in the separator.
Figure 4 Cells of CS
I Theorem 10. There exists a constant c2 such that for any r ≥ c2, a.a.s., tw(G) ≥ Ω(r
√
n).
Proof. We will show that there exists no balanced separator of size o(r
√
n) for the giant
component H. Then, by Lemma 1, this implies that tw(H) = Ω(r
√
n), and therefore
tw(G) ≥ tw(H) = Ω(r√n).
Let S be a fixed balanced separator of H. Let S1, . . . , Sm the different connected
components of S. If m = Ω(r
√
n), for each component of S there is at least one point, since
H is connected. This point belongs to S and to H and therefore the separator contains at
least m = Ω(r
√
n) points. Therefore we can assume that m < r
√
n.
Since S is balanced, there exist two sets A and B (not necessarily connected) with
|A| = αn, |B| = βn for some 13 < α, β < 23 such that G \ S contains no edges from A to
B. By an isoperimetric inequality given a set A, vol(∂A) = Ω(
√
vol(A)). If vol(A) = αn
for 0 < α < 1, then even if A touches the boundary of [0,
√
n]2, this is still true since at
least a constant fraction of the perimeter is inside the square. Therefore we know that
vol(∂A) = Ω(
√
n), and by applying Lemma 9 for each connected component of S, we have a
set of cells CS with cS = Ω(
√
n/r) such that all the points inside CS are in S and in H.
Now we need to show that a.a.s. there are a lot of points inside CS . Denote by Y the
random variable counting the number of points inside CS . The following simple claim shows
that Y is concentrated around its expected value with very high probability.
I Claim 11. The number of points Y inside CS satisfies
Pr
(
Y < (1− δ)E (Y ) = (1− δ) r
2
16
cS
)
≤ e− δ
2r2
32 cS .
To show that no separator can have o(r
√
n) points we will use a union bound over all the
possible balanced separators of H. Write CS = ∪CSi where CSi are the cells given by
Lemma 9 for the separator Si. Letting cS1 , . . . , cSm the sizes of these separator components,
there are at most nmecS1+···+cSm ways to construct CS : for each component CSi we have n
places to choose where to start and then at most ecSi connected set of cells of size cSi .
Combining the previous upper bound from Claim 11 with a union bound over all separators
of size cS ≥ Ω(
√
n/r), the probability of having such a bad balanced separator is at most∑
cS≥Ω(√n/r)
∑
m≤O(r√n)
∑
cS1+···+cSm=cS
nmecSe−γr
2cS , (7)
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where γ = δ2/32 for any 0 < δ < 13 . The number of ways to sum i using m non-negative
numbers is
(
i+m
m−1
) ≤ (i+m)m ≤ nm, and thus, (7) can be bounded from above by∑
cS≥Ω(√n/r)
∑
m≤O(r√n)
n2mecSe−γr
2cS (8)
Observe that if m ≤ c r
√
n
logn for some small constant c > 0, then n
2m < e2cr
√
n = o(eγr
2cS ),
for sufficiently large γ. Therefore assume that m > c r
√
n
logn .
Suppose that there is a constant fraction of cells in CG\CS contained in components of size
at least
√
n logn
cr . We restrict our separator to these big components. For this (sub)separator
we have m ≤ c
( √
n
r logn
)
(there are at most n/r2 cells), and by the previous arguments, for
this (sub)separator, the probability of having few points is at most e−γr
2cS for some γ > 0,
and hence the probability of having few points in S is also at most e−γr
2cS .
Thus, there is at least a constant fraction of vertices of CG \ CS in components of order
at most
√
n logn
cr . Then, by the same isoperimetric inequality as before,
cS ≥ n
1/4
√
log n√
cr
× c
√
n
r log n
= Ω
(
n3/4
r3/2
√
log n
)
,
since all the components have order at least
√
n logn
cr .
We distinguish two cases. First, we consider the case c2 ≤ r = O(
√
log n). Since
m = O(r
√
n), n2m = e2m logn ≤ e2r
√
n logn ≤ e2
√
n log3/2 n and eγr
2cS ≥ eγ n
3/4√r√
logn ≥ eγ n
3/4√
logn ,
n2mecSe−γr
2cS ≤ e−γ′r2cS
for some 0 < γ′ < γ. Otherwise, r = ω(
√
log n). Observe that m ≤ cS since cSi ≥ 1 by
definition. Therefore,
n2mecSe−γr
2cS ≤ n2cSecSe−γr2cS = e(2 logn+O(1)−γr2)cS ≤ e−γ′′r2cS
for some 0 < γ′′ < γ. We showed that each term of (8) can be bounded by an exponentially
small term. Hence, there exist constants ν, ν′ > 0, such that with probability at most∑
cS≥Ω(√n/r)
∑
m≤O(r√n)
n2mecSe−νr
2cS ≤ O
(
rn3/2e−ν
′r
√
n
)
= o(1)
there exists a separator S containing less than (1− δ) r216cS = Ω(r
√
n) points connected to
the giant component, completing the proof. J
4 Conclusion
We have shown that for random geometric graphs with 0 < r ≤ c1 and for r ≥ c2 the
parameters of treewidth and treedepth are asymptotically of the same order. The immediate
natural question that remains open is whether for all values of r = Θ(1), including the values
of c1 ≤ r ≤ c2, this happens to be true. For either of the parameters it would be interesting
to know whether there is a sharp threshold width of order o(1), in the sense that there exists
some critical value of the radius rc such that the treewidth (treedepth, respectively) of a
graph with radius of at most rc − o(1) is of order Θ( lognlog logn ) with probability at least 1− ,
and the treewidth (treedepth, respectively) of a graph with radius at least rc + o(1) is of
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order Θ(
√
n) with probability at least 1− , for any  > 0. We remark that the general result
on sharp thresholds of monotone properties of [6] implies only a sharp threshold width of
order log3/4 n. Needless to say, in case of the existence of such a sharp threshold, it would be
nice to find this exact threshold value for any of the two parameters (they might coincide).
Using our methods, this, however, among other problems, requires the knowledge of the
exact threshold value rt of the appearance of the giant component in a random geometric
graph, which at the moment is not known.
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Search Heuristics – The Robustness of Mutation
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Abstract
The analysis of randomized search heuristics on classes of functions is fundamental for the under-
standing of the underlying stochastic process and the development of suitable proof techniques.
Recently, remarkable progress has been made in bounding the expected optimization time of
the simple (1+1) EA on the class of linear functions. We improve the best known bound in
this setting from (1.39 + o(1))en lnn to en lnn+O(n) in expectation and with high probability,
which is tight up to lower-order terms. Moreover, upper and lower bounds for arbitrary muta-
tions probabilities p are derived, which imply expected polynomial optimization time as long as
p = O((lnn)/n) and which are tight if p = c/n for a constant c. As a consequence, the standard
mutation probability p = 1/n is optimal for all linear functions, and the (1+1) EA is found to be
an optimal mutation-based algorithm. Furthermore, the algorithm turns out to be surprisingly
robust since large neighborhood explored by the mutation operator does not disrupt the search.
1998 ACM Subject Classification F.2 [Analysis of algorithms and problem complexity]
Keywords and phrases Randomized Search Heuristics, Evolutionary Algorithms, Linear Func-
tions, Running Time Analysis
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.420
1 Introduction
Consider the following modified Coupon Collector process. The n bins, initially all empty,
have weights. At each time step, go through the bins and flip the state (full/empty) of each
bin independently with probability 1/n. Then check whether the total weight of the full bins
has decreased compared to the previous time step. If so, restore the previous configuration,
otherwise keep the new one. How long does it take until all bins are full at the same time?
If all bins weigh the same, then an O(n log n) bound on the expected time follows along
the famous analysis of the Coupon Collector Problem. However, if the weights are different,
then the analysis becomes much more involved. In fact, this problem has been studied for
more than a decade in the analysis of randomized search heuristics (RSH) and is known as
the linear function problem there.
RSHs are general problem solvers that may be used when no problem-specific algorithm
is available. Famous examples are simulated annealing, evolutionary computation, tabu
search etc. In order to understand the working principles of RSHs, and to give theoretically
founded advice on the applicability of certain RSHs, rigorous analyses of the runtime of
RSHs have been conducted. This is a growing research area where many results have been
obtained in recent years. It started off in the early 1990’s [15] with the consideration of very
simple evolutionary algorithms such as the well-known (1+1) EA on very simple example
functions such as the well-known OneMax function. Later on, results regarding the runtime
on classes of functions were derived [9, 11, 19, 20, e. g.] and important tools for the analysis
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were developed. Nowadays the state of the art in the field allows for the analysis of different
types of search heuristics on problems from combinatorial optimization [16].
Recently, the analysis of evolutionary algorithms on linear functions has experienced
a great renaissance. The first proof that the (1+1) EA optimizes any linear function in
expected time O(n log n) by Droste et al. [9] was highly technical since it did not yet explicitly
use the analytic framework of drift analysis [10], which allowed for a considerably simplified
proof of the O(n log n) bound, see He and Yao [12] for the first complete proof using the
method.1 Another major improvement was made by Jägersküpper [13], who for the first time
stated bounds on the implicit constant hidden in the O(n log n) term. This constant was
finally improved by Doerr et al. [6] to the bound (1.39 + o(1))en lnn using a clean framework
for the analysis of multiplicative drift [7]. The best known lower bound for general linear
functions with non-zero weights is en lnn − O(n) and was also proven by Doerr et al. [6],
building upon the OneMax function analyzed by Doerr et al. [3, 4].
The standard (1+1) EA flips each bit with probability p = 1/n but also different values
for the mutation probability p have been studied in the literature. Recently, it has been
proved by Doerr and Goldberg [5] that the O(n log n) bound on the expected optimization
time of the (1+1) EA still holds (also with high probability) if p = c/n for an arbitrary
constant c. This result uses the multiplicative drift framework mentioned above and a drift
function being cleverly tailored towards the particular linear function. However, the analysis
is also highly technical and does not yield explicit constants in the O-term. For p = ω(1/n),
no runtime analyses were known so far.
In this paper, we prove that the (1+1) EA optimizes all linear functions in expected
time en lnn+O(n), thereby closing the gap between the upper and the lower bound up to
terms of lower order. Moreover, we show a general upper bound depending on the mutation
probability p, which implies that the expected optimization time is polynomial as long as
p = O((lnn)/n) (and p = Ω(1/poly(n))). Since the expected optimization time is proved
to be superpolynomial for p = ω((lnn)/n), this implies a phase transition in the regime
Θ((lnn)/n). If the mutation probability is c/n for some constant c, the expected optimization
time is proved to be (1 ± o(1)) ecc n lnn. Altogether, we obtain that the standard choice
p = 1/n of the mutation probability is optimal for all linear functions. In fact, the lower
bounds turn out to hold for the large class of so-called mutation-based EAs, in which the
(1+1) EA with p = 1/n is found to be an optimal algorithm.
Our findings are interesting both from a theoretical and practical perspective. On the
theoretical side, it is noteworthy that ecc is basically the expected waiting time for a mutation
step that changes only a single bit. Hence, the mutation operator (in conjunction with the
acceptance criterion) is surprisingly robust in the sense that steps flipping many bits do
neither help nor harm. On the practical side, the optimality of p = 1/n is remarkable since
this seems to be the choice that is most often recommended by researchers in evolutionary
computation [2]. Furthermore, the fact that the (1+1) EA is an optimal mutation-based
algorithm emphasizes that it reflects the working principles of more complex EAs and that
its runtime analysis can be crucial for obtaining results for more complex approaches.
The proofs of the upper bounds use the recent multiplicative drift theorem and a drift
function adapted towards both the linear function and the mutation probability. As a
consequence from our main result, we obtain the results by Doerr and Goldberg [5] with
less effort and explicit constants in front of the n lnn-term. All these bounds hold also with
1 Note, however, that not the original (1+1) EA but a variant rejecting offspring of equal fitness is studied
in that paper.
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high probability, which follows from the recent tail bounds added to the multiplicative drift
theorem by Doerr and Goldberg [5]. The lower bounds are based on a new multiplicative
drift theorem for lower bounds. By deriving very exact results, we show that the research
area is maturing and provides for very strong and, at the same time, general tools.
This paper is structured as follows. Section 2 sets up definitions, notations and other
preliminaries. Section 3 summarizes and explains the main results. In Sections 4 and 5,
respectively, we prove an upper bound for general mutation probabilities and a refined result
for p = 1/n. Lower bounds are shown in Section 6. We finish with some conclusions. Due to
space limitations, several proofs had to be omitted from this paper.
2 Preliminaries
The (1+1) EA is a basic search heuristic for the optimization of pseudo-boolean functions
f : {0, 1}n → R. It reflects the typical behavior of more complicated evolutionary algorithms,
serves as basis for the study of more complex approaches and is therefore intensively
investigated in the theory of RSHs [1]. For the case of minimization, it is defined as
Algorithm 1.
Algorithm 1 (1+1) EA
t := 0.
choose uniformly at random an initial bit string x0 ∈ {0, 1}n.
repeat
create x′ by flipping each bit in xt independently with prob. p ≤ 1/2 (mutation).
xt+1 := x′ if f(x′) ≤ f(xt), and xt+1 := xt otherwise (selection).
t := t+ 1.
until forever.
The (1+1) EA can be considered a simple hill-climber where search points are drawn
from a stochastic neighborhood based on the mutation operator. The parameter p, where
0 < p ≤ 1/2, is often chosen as 1/n, which then is called standard mutation probability.
We call a mutation from xt to x′ accepted if f(x′) ≤ f(xt), i. e., if the new search point
is taken over; otherwise we call it rejected. In our theoretical studies, we ignore the fact
that the algorithm in practice will be stopped at some time. The runtime (synonymously,
optimization time) of the (1+1) EA is defined as the first random point in time t such that
the search point xt has optimal, i. e., minimum f -value. This corresponds to the number
of f -evaluations until reaching the optimum. In many cases, one is aiming for results on
the expected optimization time. Here, we also prove results that hold with high probability,
which means probability 1− o(1).
The (1+1) EA is also an instantiation of the algorithmic scheme that is called mutation-
based EA by Sudholt [17] and is displayed as Algorithm 2. It is a general population-based
approach that includes many variants of evolutionary algorithms with parent and offspring
populations as well as parallel evolutionary algorithms. Any mechanism for managing the
populations, which are multisets, is allowed as long as the mutation operator is the only
variation operator and follows the independent bit-flip property with probability 0 < p ≤ 1/2.
Again the smallest t such that xt is optimal defines the runtime. Sudholt has proved for
p = 1/n that no mutation-based EA can locate a unique optimum faster than the (1+1) EA
can optimize OneMax. We will see that the (1+1) EA is the best mutation-based EA on a
broad class of functions, also for different mutation probabilities.
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Algorithm 2 Scheme of a mutation-based EA
for t := 0→ µ− 1 do
choose xt ∈ {0, 1}n uniformly at random.
end for
repeat
select a parent x ∈ {x0, . . . , xt} according to t and f(x0), . . . , f(xt).
create xt+1 by flipping each bit in x independently with probability p ≤ 1/2.
t := t+ 1.
until forever.
Throughout this paper, we deal with linear functions. A function f : {0, 1}n → R is
called linear if it can be written as f(xn, . . . , x1) = wnxn + · · ·+ w1x1 + w0. As common in
the analysis of the (1+1) EA, we assume w. l. o. g. that w0 = 0 and wn ≥ · · · ≥ w1 > 0 hold.
Search points are read from xn down to x1 such that xn, the most significant bit, is said
to be on the left-hand side and x1, the least significant bit, on the right-hand side. Since
it fits the proof techniques more naturally, we assume also w. l. o. g. that the (1+1) EA (or,
more generally, the mutation-based EA at hand) is minimizing f , implying that the all-zeros
string is the optimum. Our assumptions do not lose generality since we can permute bits
and negate the weights of a linear function without affecting the stochastic behavior of the
(1+1) EA/mutation-based EA.
The probably best-studied linear function is OneMax(xn, . . . , x1) = xn + · · ·+ x1, occa-
sionally also called the CountingOnes problem (which would be the more appropriate name
here since we will be minimizing the function). In this paper, we will see that on the one
hand, OneMax is not only the easiest linear function definition-wise but also in terms of
expected optimization time. On the other hand, the upper bounds obtained for OneMax
hold for every linear function up to lower-order terms. Hence, surprisingly the (1+1) EA is
basically as efficient on an arbitrary linear function as it is on OneMax. This underlines
the robustness of the randomized search heuristic and, in retrospect and for the future, is a
strong motivation to investigate the behavior of RSHs on the OneMax problem thoroughly.
Our proofs of the forthcoming upper bounds use the multiplicative drift theorem in its
most recent version (cf. [5] and [7]). The key idea of multiplicative drift is to identify a
time-independent relative progress called drift.
I Theorem 1 (Multiplicative Drift, Upper Bound). Let S ⊆ R be a finite set of positive
numbers with minimum 1. Let {X(t)}t≥0 be a sequence of random variables over S ∪ {0}.
Let T be the random first point in time t ≥ 0 for which X(t) = 0.
Suppose that there exists a δ > 0 such that
E(X(t) −X(t+1) | X(t) = s) ≥ δs
for all s ∈ S with Prob(X(t) = s) > 0. Then for all s0 ∈ S with Prob(X(0) = s0) > 0,
E(T | X(0) = s0) ≤ ln(s0) + 1
δ
.
Moreover, it holds that Prob(T > (ln(s0) + t)/δ)) ≤ e−t.
As an easy example application, consider the (1+1) EA on OneMax and let X(t) denote
the number of one-bits at time t. As worse search points are not accepted, X(t) is non-
increasing over time. We obtain E(X(t) −X(t+1) | X(t) = s) ≥ s(1/n)(1−1/n)n−1 ≥ s/(en),
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in other words a multiplicative drift of at least δ = 1/(en), since there are s disjoint single-bit
flips that decrease the X-value by 1. Theorem 1 applied with δ = 1/(en) and ln(X(0)) ≤ lnn
gives us the upper bound en(lnn+ 1) on the expected optimization time, which is basically
the same as the classical method of fitness-based partitions [17, 18] or coupon collector
arguments [14] would yield.
On a general linear function, it is not necessarily a good choice to let X(t) count the
current number of one-bits. Consider, e. g., the well-known function BinVal(xn, . . . , x1) =∑n
i=1 2i−1xi. The (1+1) EA might replace the search point (1, 0, . . . , 0) by the better search
point (0, 1, . . . , 1), amounting to a loss of n−2 zero-bits. More generally, replacing (1, 0, . . . , 0)
by a better search point is equivalent to flipping the leftmost one-bit. In such a step, an
expected number of (n− 1)p zero-bits flip, which decreases the expected number of zero-bits
by only 1− (n− 1)p. The latter expectation (the so-called additive drift) is only 1/n for the
standard mutation probability p = 1/n and might be negative for larger p. Therefore, X(t)
is typically defined as X(t) := g(x(t)), where x(t) is the current search point at time t and
g(xn, . . . , x1) is another linear function called drift function or potential function. Doerr et al.
[7] use x1 + · · ·+ xn/2 + (5/4)(xn/2+1 + · · ·+ xn) as potential function in their application of
the multiplicative drift theorem. This leads to a good lower bound on the multiplicative drift
on the one hand and a small maximum value of X(t) on the other hand. In our proofs of
upper bounds in the Sections 4 and 5, it is crucial to define appropriate potential functions.
For the lower bounds in Section 6, we need the following variant of the multiplicative
drift theorem.
I Theorem 2 (Multiplicative Drift, Lower Bound). Let S ⊆ R be a finite set of positive
numbers with minimum 1. Let {X(t)}t≥0 be a sequence of random variables over S, where
X(t+1) ≤ X(t) for any t ≥ 0, and let smin > 0. Let T be the random first point in time t ≥ 0
for which X(t) ≤ smin. If there exist positive reals β, δ ≤ 1 such that for all s > smin and all
t ≥ 0 with Prob(X(t) = s) > 0 it holds that
1. E
(
X(t) −X(t+1) | X(t) = s) ≤ δs,
2. Prob(X(t) −X(t+1) ≥ βs | X(t) = s) ≤ βδ/ln s,
then for all s0 ∈ S with Prob(X(0) = s0) > 0,
E
(
T | X(0) = s0
)
≥ ln(s0)− ln(smin)
δ
· 1− β1 + β .
The lower-bound version includes a condition on the maximum stepwise progress and
requires monotonicity since the upper bound can be very pessimistic otherwise. As a technical
detail, we allows for a positive target smin, which is required in our applications.
3 Summary of Main Results
We now list the main consequences from the lower bounds and upper bounds that we will
prove in the following sections.
I Theorem 3. On any linear function, the following holds for the expected optimization
time E(Tp) of the (1+1) EA with mutation probability p.
1. If p = ω((lnn)/n) or p = o(1/poly(n)) then E(Tp) is superpolynomial.
2. If p = Ω(1/poly(n)) and p = O((lnn)/n) then E(Tp) is polynomial.
3. If p = c/n for a constant c then E(Tp) = (1± o(1)) ecc n lnn.
4. E(Tp) is minimized for mutation probability p = 1/n if n is large enough.
5. No mutation-based EA has an expected optimization time that is smaller than E(T1/n)
(up to lower-order terms).
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In fact, our forthcoming analyses are more precise; in particular, we do not state available
tails on the upper bounds above and leave them in the more general, but also more complicated
Theorem 4 in Section 4. The first statement of our summarizing Theorem 3 follows from
the Theorems 10 and 11 in Section 6. The second statement is proven in Corollary 6, which
follows from the already mentioned Theorem 4. The third statement takes together the
Corollaries 5 and 12. Since ec/c is minimized for c = 1, the fourth statement follows from
the third one in conjunction with Corollary 12. The fifth statement is also contained in the
Theorems 10 and 11.
It is worth noting that the optimality of p = 1/n apparently was never proven rigorously
before, not even for the case of OneMax2, where tight upper and lower bounds on the
expected optimization time were only available for the standard mutation probability [4, 17].
For the general case of linear functions, the strongest previous result said that p = Θ(1/n) is
optimal [9]. Our result on the optimality of the mutation probability 1/n is interesting since
this is the commonly recommended choice by practitioners.
4 Upper Bounds
In this section, we show a general upper bound that applies to any non-trivial mutation
probability.
I Theorem 4. On any linear function, the optimization time of the (1+1) EA with mutation
probability 0 < p ≤ 1/2 is at most
(1− p)1−n
(
nα2(1− p)1−n
α− 1 +
α
α− 1
ln(1/p) + (n− 1) ln(1− p) + t
p
)
=: b(t)
with probability at least 1− e−t, and it is at most b(1) in expectation, where α > 1 can be
chosen arbitrarily (also depending on n).
Before we prove the theorem, we note two important consequences in more readable
form. The first one (Corollary 5) displays upper bounds for mutation probabilities c/n.
The second one (Corollary 6) is used in Theorem 3 above, which states a phase transition
from polynomial to superpolynomial expected optimization times at mutation probability
p = Θ((lnn)/n).
I Corollary 5. On any linear function, the optimization time of the (1+1) EA with mutation
probability p = c/n, where c > 0 is a constant, is bounded from above by (1+o(1))((ec/c)n lnn)
with probability 1− o(1) and also in expectation.
I Corollary 6. On any linear function, the optimization time of the (1+1) EA with mutation
probability p = O((lnn)/n) and p = Ω(1/poly(n)) is polynomial with probability 1− o(1) and
also in expectation.
The proof of Theorem 4 uses an adaptive potential function as in Doerr and Goldberg [5].
That is, the random variables X(t) used in Theorem 1 map the current search point of the
(1+1) EA via a potential function to some value in a way that depends also on the linear
function at hand. As a special case, if the given linear function happens to be OneMax,
X(t) just counts the number of one-bits at time t. The general construction shares some
2 However, a recent technical report extending Sudholt [17] shows the optimality of p = 1/n in the case
of OneMax using a different approach, see http://arxiv.org/abs/1109.1504.
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similarities with the one in Doerr and Goldberg [5], but both construction and proof are
significantly less involved. Moreover, we can also consider p = ω(1/n).
Proof of Theorem 4. Let f(x) = wnxn + · · ·+ w1x1 be the linear function at hand. Define
γi :=
(
1 + αp(1− p)n−1
)i−1
for 1 ≤ i ≤ n, and let g(x) = gnxn + · · · + g1x1 be the potential function defined by
g1 := 1 = γ1 and
gi := min
{
γi, gi−1 · wi
wi−1
}
for 2 ≤ i ≤ n. Note that the gi are non-decreasing w. r. t. i. Intuitively, if the ratio of wi
and wi−1 is too extreme, the minimum function caps it appropriately, otherwise gi and gi−1
are in the same ratio. We consider the stochastic process X(t) := g(a(t)), where a(t) is the
current search point of the (1+1) EA at time t. Obviously, X(t) = 0 if and only if f has been
optimized.
Let ∆t := X(t) −X(t+1). We will show below that
E(∆t | X(t) = s) ≥ s · p · (1− p)n−1 ·
(
1− 1
α
)
. (∗)
The initial value satisfies
X(0) ≤ gn + · · ·+ g1 ≤
n∑
i=1
γi ≤
(
1 + αp(1−p)n−1
)n
− 1
αp(1− p)1−n ≤
enαp(1−p)
1−n
αp(1− p)1−n ,
which means
ln(X(0)) ≤ nαp(1− p)1−n + ln(1/p) + ln((1− p)n−1).
The multiplicative drift theorem (Theorem 1) yields that the optimization time T is bounded
from above by
ln(X0) + t
p(1− p)n−1(1− 1/α) ≤
α
(
nαp(1− p)1−n + ln(1/p) + ln((1− p)n−1) + t)
(α− 1)p(1− p)n−1 = b(t)
with probability at least 1− e−t, and E(T ) = b(1), which proves the theorem.
To show (∗), we fix an arbitrary current value s and an arbitrary search point a(t)
satisfying g(a(t)) = s . In the following, we implicitly assume X(t) = s but mostly omit this
for the sake of readability. We denote by I := {i | a(t)i = 1} the index set of the one-bits
in a(t) and by Z := {1, . . . , n} \ I the zero-bits. We assume I 6= ∅ since there is nothing to
show otherwise. Denote by a′ the random (not necessarily accepted) offspring produced by
the (1+1) EA when mutating a(t) and by a(t+1) the next search point after selection. Recall
that a(t+1) = a′ if and only if f(a′) ≤ f(a(t)). In the following, we will use the event A that
a(t+1) = a′ 6= a(t) since obviously ∆t = 0 otherwise. Let I∗ := {i ∈ I | a′i = 0} be the random
set of flipped one-bits and Z∗ := {i ∈ Z | a′i = 1} be the set of flipped zero-bits in a′ (not
conditioned on A). Note that I∗ 6= ∅ if A occurs.
We need further definitions to analyze the drift carefully. For i ∈ I, we define k(i) :=
max{j ≤ i | gj = γj} as the most significant position to the right of i (possibly i itself)
where the potential function might be capping; note that k(i) ≥ 1 since g1 = γ1. Let
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L(i) := {k(i), . . . , n} ∩ Z be the set of zero-bits left of (and including) k(i) and let R(i) :=
{1, . . . , k(i)− 1} ∩ Z be the remaining zero-bits. Both sets may be empty. For event A to
occur, it is necessary that there is some i ∈ I such that bit i flips to zero and∑
j∈I∗
wj −
∑
j∈Z∗∩L(i)
wj ≥ 0
since we are taking only zero-bits out of consideration. Now, for i ∈ I, let Ai be the event
that
1. i is the leftmost flipping one-bit (i. e., i ∈ I∗ and {i+ 1, . . . , n} ∩ I∗ = ∅) and
2.
∑
j∈I∗ wj −
∑
j∈Z∗∩L(i) wj ≥ 0.
If none of the Ai occurs, ∆t = 0. Furthermore, the Ai are mutually disjoint.
For any i ∈ I, ∆t can be written as the sum of the two terms
∆L(i) :=
∑
j∈I∗
gj −
∑
j∈Z∗∩L(i)
gj and ∆R(i) := −
∑
j∈Z∗∩R(i)
gj .
By the law of total probability and the linearity of expectation, we have
E(∆t) =
∑
i∈I
E(∆L(i) | Ai) · Prob(Ai) + E(∆R(i) | Ai) · Prob(Ai). (∗∗)
In the following, the bits in R(i) are pessimistically assumed to flip to 1 independently with
probability p each if Ai happens. This leads to E(∆R(i) | Ai) ≥ −p
∑
j∈R(i) gj .
In order to estimate E(∆L(i)), we carefully inspect the relation between the weights of
the original function and the potential function. By definition, we obtain gj/gk(i) = wj/wk(i)
for k(i) ≤ j ≤ i and gj/gk(i) ≤ wj/wk(i) for j > i whereas gj/gk(i) ≥ wj/wk(i) for j < k(i).
Hence, if Ai occurs then gj ≥ gk(i) · wjwk(i) for j ∈ I∗ (since i is the leftmost flipping one-bit)
whereas gj ≤ gk(i) · wjwk(i) for j ∈ L(i). Together, we obtain under A(i) the nonnegativity of
the random variable ∆L(i):
∆L(i) | Ai =
∑
j∈I∗|Ai
gj −
∑
j∈(Z∗∩L(i))|Ai
gj
≥
∑
j∈I∗|Ai
gk(i) · wj
wk(i)
−
∑
j∈(Z∗∩L(i))|Ai
gk(i) · wj
wk(i)
≥ 0
using the definition of Ai.
Now let Si := {|Z∗ ∩ L(i)| = 0} be the event that no zero-bit from L(i) flips. Using the
law of total probability, we obtain that
E(∆L(i) | Ai) · Prob(Ai) = E(∆L(i) | Ai ∩ Si) · Prob(Ai ∩ Si)
+ E(∆L(i) | Ai ∩ Si) · Prob(Ai ∩ Si).
Since ∆L(i)|Ai ≥ 0, the conditional expectations are non-negative. We bound the second
term on the right-hand side by 0. In conjunction with (∗∗), we get
E(∆t) ≥
∑
i∈I
E(∆L(i) | Ai ∩ Si) · Prob(Ai ∩ Si) + E(∆R(i) | Ai) · Prob(Ai).
Obviously, E(∆L(i) | Ai ∩ Si) ≥ gi. We estimate Prob(Ai ∩ Si) ≥ p(1− p)n−1 since it is
sufficient to flip only bit i and Prob(Ai) ≤ p since it is necessary to flip this bit. Further
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above, we have bounded E(∆R(i) | Ai). Taking everything together, we get
E(∆t) ≥
∑
i∈I
p(1− p)n−1gi − p2 ∑
j∈R(i)
gj

≥
∑
i∈I
p(1− p)n−1 gi
gk(i)
γk(i) − p2
k(i)−1∑
j=1
γj
 .
The term for i equals
p(1− p)n−1 gi
gk(i)
(
1 + αp(1− p)n−1
)k(i)−1
−
p2 ·
((
1 + αp(1−p)n−1
)k(i)−1
− 1
)
(
αp
(1−p)n−1
)
≥
(
1− 1
α
)
p(1− p)n−1 gi
gk(i)
(
1 + αp(1− p)n−1
)k(i)−1
=
(
1− 1
α
)
p(1− p)n−1gi,
where the inequality uses gi ≥ gk(i). Hence,
E(∆t) ≥
∑
i∈I
(
1− 1
α
)
p(1− p)n−1gi =
(
1− 1
α
)
p(1− p)n−1g(a(t)),
which proves (∗), and, therefore, the theorem. 
5 Refined Upper Bound for Mutation Probability 1/n
In this section, we consider the standard mutation probability p = 1/n and refine the result
from Corollary 5. More precisely, we obtain that the lower order-terms are O(n). The proof
is shorter and uses a simpler potential function.
I Theorem 7. On any linear function, the expected optimization time of the (1+1) EA with
p = 1/n is at most en lnn+2en+O(1), and the probability that the optimization time exceeds
en lnn+ (1 + t)en+O(1) is at most e−t.
6 Lower Bounds
In this section, we state lower bounds that prove the results from Theorem 4 to be tight up
to lower-order terms for a wide range of mutation probabilities. Moreover, we show that the
lower bounds hold for the very large class of mutation-based algorithms (Algorithm 2). Recall
that a list of the most important consequences is given above in Theorem 3. For technical
reasons, we split the proof of the lower bounds into two main cases, namely p = O(n−2/3−ε)
and p = Ω(nε−1) for any constant ε > 0. The proofs go back to OneMax as a worst case, as
outlined in the following subsection.
6.1 OneMax as Easiest Linear Function
Doerr et al. [6] show with respect to the (1+1) EA with standard mutation probability 1/n
thatOneMax is the “easiest” function from the class of functions with unique global optimum,
which comprises the class of linear functions. More precisely, the expected optimization time
on OneMax is proved to be smallest within the class.
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We will generalize this result to p ≤ 1/2 with moderate additional effort. In fact, we will
relate the behavior of an arbitrary mutation-based EA on OneMax to the (1+1) EAµ in
a similar way to Sudholt [17, Section 7]. The latter algorithm, displayed as Algorithm 3,
creates search points uniformly at random from time 0 to time µ − 1 and then chooses a
best one from these to be the current search point at time µ− 1; afterwards it works as the
standard (1+1) EA. Note that we obtain the standard (1+1) EA for µ = 1. Moreover, we will
only consider the case µ = poly(n) in order to bound the running time of the initialization.
This makes sense since a unique optimum (such as the all-zeros string for OneMax) is with
overwhelming probability not found even when drawing 2
√
n random search points.
Algorithm 3 (1+1) EAµ
for t := 0→ µ− 1 do
choose xt ∈ {0, 1}n uniformly at random.
end for
xt := arg min{f(x) | x ∈ {x0, . . . , xt}} (breaking ties uniformly).
repeat
create x′ by flipping each bit in xt independently with prob. p.
xt+1 := x′ if f(x′) ≤ f(xt), and xt+1 := xt otherwise.
t := t+ 1.
until forever.
Our analyses need the monotonicity statement from Lemma 8 below, which is similar to
Lemma 11 in Doerr et al. [6] and whose proof is already sketched in Droste et al. [8, Section 5].
Note, however, that Doerr et al. [6] only consider p = 1/n and have a stronger statement for
this case. More precisely, they show Prob(|mut(a)|1 = j) ≥ Prob(|mut(b)|1 = j), which does
not hold for large p. Here and hereinafter, |x|1 denotes the number of ones in a bit string x.
I Lemma 8. Let a, b ∈ {0, 1}n be two search points satisfying |a|1 < |b|1. Denote by mut(x)
the random string obtained by mutating each bit of x independently with probability p. Let
0 ≤ j ≤ n be arbitrary. If p ≤ 1/2 then Prob(|mut(a)|1 ≤ j) ≥ Prob(|mut(b)|1 ≤ j).
The following theorem is a generalization of Theorem 9 by Doerr et al. [6] to the
case p ≤ 1/2 instead of p = 1/n. However, we not only generalize to higher mutation
probabilities, but also also consider the more general class of mutation-based algorithms.
Finally, we prove stochastic ordering, while Doerr et al. [6] inspect only the expected
optimization times. Still, many ideas of the original proof can be taken over and be combined
with the proof of Theorem 5 in Sudholt [17].
I Theorem 9. Consider a mutation-based EA A with population size µ and mutation
probability p ≤ 1/2 on any function with unique global optimum. Then the optimization
time of A is stochastically at least as large as the optimization time of the (1+1) EAµ on
OneMax.
6.2 Large Mutation Probabilities
It is not too difficult to show that mutation probabilities p = Ω(nε−1), where ε > 0 is an
arbitrary constant, make the (1+1) EA (and also the (1+1) EAµ) flip too many bits for it to
optimize linear functions efficiently.
I Theorem 10. On any linear function, the optimization time of an arbitrary mutation-based
EA with µ = poly(n) and p = Ω(nε−1) for some constant ε > 0, is bounded from below by
2Ω(nε) with probability 1− 2−Ω(nε).
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6.3 Small Mutation Probabilities
We now turn to mutation probabilities that are bounded from above by roughly 1/n2/3. Here
quite precise lower bounds can be obtained.
I Theorem 11. On any linear function, the expected optimization time of an arbitrary
mutation-based EA with µ = poly(n) and p = O(n−2/3−ε) is bounded from below by (1− o(1))·
(1− p)−n(1/p) min{lnn, ln(1/(p3n2))}.
As a consequence from Theorem 11, we obtain that the bound from Theorem 4 is tight
(up to lower-order terms) for the (1+1) EA as long as ln(1/(p3n2)) = lnn − o(lnn). This
condition is weaker than p = O((lnn)/n). If p = ω((lnn)/n) or p = o(1/poly(n)), then
Theorem 11 in conjunction with Theorem 10 imply superpolynomial expected optimization
time. Thus, the bounds are tight for all p that allow polynomial optimization times.
We state another important consequence, implying the statement from Theorem 3 that
using the (1+1) EA with mutation probability 1/n is optimal for any linear function.
I Corollary 12. On any linear function, the expected optimization time of a mutation-based
EA with µ = poly(n) and p = c/n, where c > 0 is a constant, is bounded from below by
(1 − o(1))((ec/c)n lnn). If p = ω(1/n) or p = o(1/n), the expected optimization time is
ω(n lnn).
Finally, we remark that the expected optimization time of the (1+1) EA with p = 1/n
on OneMax is known to be en lnn−Θ(n) [4]. Hence, in conjunction with the Theorems 7
and 9, we obtain for p = 1/n that the expected optimization time of the (1+1) EA varies by
at most an additive term Θ(n) within the class of linear functions.
Conclusions
We have presented new bounds on the expected optimization time of the simple (1+1) EA
on the class of linear functions. The results are now tight up to lower-order terms, which
applies to any mutation probability p = O((lnn)/n). This means that 1/n is the optimal
mutation probability on any linear function. We have for the first time studied the case
p = ω(1/n) and proved a phase transition from polynomial to exponential running time in
the regime Θ((lnn)/n). The lower bounds show that OneMax is the easiest linear function,
and they apply not only to the (1+1) EA but also to the large class of mutation-based EAs.
They so exhibit the (1+1) EA as optimal mutation-based algorithm on linear functions. The
upper bounds hold with high probability. The analyses shed light on the working principles
of randomized search heuristics on simple problems and prove that they can be surprisingly
robust with respect to their parametrization. As proof techniques, we have used and further
developed multiplicative drift analysis in conjunction with adaptive potential functions. In
the future, we are confident to see these techniques applied to the analysis of other RSHs.
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Abstract
Cai and Yang initiated the systematic parameterized complexity study of the following set of
problems around Eulerian graphs. For a given graph G and integer k, the task is to decide if G
contains a (connected) subgraph with k vertices (edges) with all vertices of even (odd) degrees.
They succeed to establish the parameterized complexity of all cases except two, when we ask
about
a connected k-edge subgraph with all vertices of odd degrees, the problem known as k-Edge
Connected Odd Subgraph; and
a connected k- vertex induced subgraph with all vertices of even degrees, the problem known
as k-Vertex Eulerian Subgraph.
We resolve both open problems and thus complete the characterization of even/odd subgraph
problems from parameterized complexity perspective. We show that k-Edge Connected Odd
Subgraph is FPT and that k-Vertex Eulerian Subgraph is W[1]-hard.
Our FPT algorithm is based on a novel combinatorial result on the treewidth of minimal
connected odd graphs with even amount of edges.
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1 Introduction
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k-Edge Π Subgraph (resp. k-Vertex Π Subgraph)
Instance: A graph G and non-negative integer k.
Parameter: k.
Question: Does G contain a subgraph with k edges from Π
(resp. an induced subgraph on k vertices from Π)?
Cai and Yang established the parameterized complexity of all variants of the problem
except k-Edge Connected Odd Subgraph and k-Vertex Eulerian Subgraph, see
Table 1. It was conjectured that k-Edge Connected Odd Subgraph is FPT and k-
Vertex Eulerian Subgraph is W[1]-hard. We resolve these open problems and confirm
both conjectures.
Eulerian Even Odd Connected Odd
k-Edge FPT [4] FPT [4] FPT [4] FPT Thm. 3
k-Vertex W[1]-hard Thm. 4 FPT [4] FPT [4] FPT [4]
Table 1 Parameterized complexity of k-Edge Π Subgraph and k-Vertex Π Subgraph.
The remaining part of the paper is organized as follows. In Section 2, we provide
definitions and give preliminary results. In Section 3, we show that k-Edge Connected
Odd Subgraph is FPT. Our algorithmic result is based on an upper bound for the treewidth
of a minimal connected odd graphs with an even number of edges. We show that the treewidth
of such graphs is always at most 3. The proof of this combinatorial result, which we find
interesting in its own, is non-trivial and is given in Section 4. The bound on the treewidth is
tight—complete graph on four vertices K4 is a minimal connected odd graph with an even
number of edges and its treewidth is 3. In Section 5, we prove that k-Vertex Eulerian
Subgraph is W[1]-hard and observe that the problem remains W[1]-hard if we ask about
(not necessary induced) Eulerian subgraph on k vertices. We conclude the paper in Section 6
with some open problems.
2 Definitions and Preliminary Results
Graphs. We consider finite undirected graphs without loops or multiple edges. The vertex
set of a graph G is denoted by V (G) and its edge set by E(G). A set S ⊆ V (G) of pairwise
adjacent vertices is called a clique. For a vertex v, we denote by NG(v) its (open) neighborhood,
that is, the set of vertices which are adjacent to v. Distance between two vertices u, v ∈ V (G)
(i.e., the length of the shortest (u, v)-path in the graph) is denoted by distG(u, v). For a
vertex v and a positive integer k, N (k)G [v] = {u ∈ V (G) | distG(u, v) ≤ k}. The degree of a
vertex v is denoted by dG(v), and ∆(G) is the maximum degree of G. For a set of vertices
S ⊆ V (G), G[S] denotes the subgraph of G induced by S, and by G−S we denote the graph
obtained form G by the removal of all the vertices of S, i.e. the subgraph of G induced by
V (G) \ S.
Parameterized Complexity. Parameterized complexity is a two dimensional framework
for studying the computational complexity of a problem. One dimension is the input size n
and another one is a parameter k. It is said that a problem is fixed parameter tractable (or
FPT), if it can be solved in time f(k) ·nO(1) for some function f . One of basic assumptions of
the Parameterized Complexity theory is the conjecture that the complexity class W[1] 6= FPT,
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and it is unlikely that a W[1]-hard problem could be solved in FPT-time. We refer to the
books of Downey and Fellows [6], Flum and Grohe [7], and Niedermeier [8] for detailed
introductions to parameterized complexity.
Treewidth. A tree decomposition of a graph G is a pair (X,T ) where T is a tree and
X = {Xi | i ∈ V (T )} is a collection of subsets (called bags) of V (G) such that:
1.
⋃
i∈V (T )Xi = V (G),
2. for each edge {x, y} ∈ E(G), x, y ∈ Xi for some i ∈ V (T ), and
3. for each x ∈ V (G) the set {i | x ∈ Xi} induces a connected subtree of T .
The width of a tree decomposition ({Xi | i ∈ V (T )}, T ) is maxi∈V (T ) {|Xi|−1}. The treewidth
of a graph G (denoted as tw(G)) is the minimum width over all tree decompositions of G.
Minimal odd graphs with even number of edges. We say that a graph G is odd if all
vertices of G are of odd degree. Let r be a vertex of G. We assume that G is rooted in r.
Let G be a connected odd graph with an even number of edges. We say that G is a minimal
if G has no proper connected odd subgraphs with an even number of edges containing r.
The importance of minimal odd subgraphs with even numbers of edges is crucial for our
algorithm because of the following combinatorial result.
I Theorem 1. Let G be a minimal connected odd graph with an even number of edges with
a root r. Then tw(G) ≤ 3.
For non-rooted graphs, we also have the following corollary.
I Corollary 2. For any minimal connected odd graph G with an even number of edges,
tw(G) ≤ 3.
Let us remark that the bound in Theorem 1 is tight—complete graph K4 with a root
vertex r is a minimal odd graph with even number of edges and of treewidth 3. The proof
of Theorem 1 is given in Section 4. This proof is non-trivial and technical, and we find the
combinatorial result of Theorem 1 to be interesting in its own. From algorithmic perspective,
Theorem 1 is a cornerstone of our algorithm; combined with color coding technique of Alon,
Yuster and Zwick in [1] it implies that k-Edge Connected Odd Subgraph is FPT. We
give this algorithm in the next section.
3 Algorithm for k-Edge Connected Odd Subgraph
To give an algorithm for k-Edge Connected Odd Subgraph, in addition to Theorem 1,
we also need the following result of Alon, Yuster and Zwick from [1] obtained by a powerful
color-coding technique.
I Proposition 1 ([1]). Let H be a graph on k vertices with treewidth t. Let G be a n-vertex
graph. A subgraph of G isomorphic to H, if one exists, can be found in O(2O(k) · nt+1)
expected time and in O(2O(k) · nt+1 · log n) worst-case time.
We are ready to prove the main algorithmic result of this paper.
I Theorem 3. k-Edge Connected Odd Subgraph can be solved in time O(2O(k log k) ·
n4 · log n) for n-vertex graphs.
Proof. Let (G, k) be an instance of the problem. We apply the following algorithm.
Step 1. If k is odd and ∆(G) ≥ k, then return Yes. Else if k is odd but ∆(G) < k, then go
to Step 3.
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Step 2. If k is even and ∆(G) ≥ k, then we enumerate all odd connected graphs H with k
edges of treewidth at most 3. For each odd graph H of treewidth at most 3 and with k edges,
we use Proposition 1 to check whether G has a subgraph isomorphic to H. The algorithm
returns Yes if such a graph H exists. Otherwise, we construct a new graph G by removing
from the old graph G all vertices of degree at least k.
Step 3. For each vertex v, check whether there is a connected odd subgraph H with k
edges that contains v. To do it, we enumerate all connected subgraphs with p = 0, . . . , k
edges that include v using the following observation. For every connected subgraph H of G
with p ≥ 1 edges such that v ∈ V (H), there is a connected subgraph H ′ with p− 1 edges
such that v ∈ V (H ′) and H ′ is a subgraph of H. Hence, given all connected subgraphs with
p− 1 edges, we can enumerate all subgraphs with p edges by a brute-force algorithm. The
algorithm returns Yes if a connected odd subgraph H with k edges exists for some vertex v,
and it returns No otherwise. 1
In what follows we discuss the correctness of the algorithm and evaluate its running time.
If k is odd and ∆(G) ≥ k, then the star K1,k is a subgraph of G. Hence, G has a
connected odd subgraph with k edges.
Let k be even and let r ∈ V (G) be a vertex with dG(r) ≥ k. If G has a connected
odd subgraph with k edges containing r, then G has a minimal connected odd subgraph
H with even number of edges rooted in r. Let ` = |E(H)|. Graph H contains at most
` vertices in NG(r). It follows that there are k − ` vertices v1, . . . , vk−` ∈ NG(r) \ V (H).
Denote by H ′ the subgraph of G with the vertex set V (H) ∪ {v1, . . . , vk−`} and the edge
set E(H) ∪ {rv1, . . . , rvk−`}. Since k and ` are even, we have that H ′ is an odd graph. By
Theorem 1, tw(H) ≤ 3. Graph H ′ is obtained from H by adding some vertices of degree 1,
and, therefore, tw(H ′) ≤ 3. This means that when G has a connected odd subgraph H with
k edges containing r, then there is a connected odd subgraph H ′ with k edges containing r
and of treewidth at most three. But then in Step 2, we find such a graph H ′ with k edges.
If no connected odd subgraph with k edges was found in Step 2, then if such a graph exist,
it contains no vertex of degree (in G) at least k. Therefore all such vertices can be removed
from G without changing the solution. Finally, in Step 3, trying all possible connected
subgraphs with k edges in the obtained graph of maximum degree at most k − 1, we can
deduce if G contains an odd subgraph with k edges.
Concerning the running time of the algorithm. There are at most
(
k(k−1)/2
k
)
non-
isomorphic graphs with k edges, and we can find all connected odd graphs with k edges in
time 2O(k log k) and to check in time O(k) if the treewidth of each of the graphs is at most
three by making use of Bodlaender’s algorithm [3]. The running time of this part can be
reduced to 2O(k), see e.g. [2]. Then for each graph H of this type, to check whether H is a
subgraph of G, takes time O(2O(k) · n4 · log n) by Proposition 1.
When we arrive at Step 3, we have that ∆(G) ≤ k − 1. We show by induction that for
any p ≥ 1, there are at most p!kp connected subgraphs with p edges that contain a given
vertex v. Clearly, the claim holds for p = 1. Let p > 1. Any connected subgraph of G with
p− 1 edges has at most p vertices. Since there are at most pk possibilities to add an edge to
this subgraph to obtain a connected subgraph with p edges, the claim follows. Therefore, for
each vertex v, we can enumerate all connected subgraphs H with k edges that include v in
1 The idea of Step 3 is due to anonymous STACS referee. This allows us to improve the running time
O(2O(k
2 log k) · n4 · log n) of the algorithm from the original version.
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time O(k!kk). Hence, Step 3 can be done in time O(2O(k log k) · n). We conclude that the
total running time of the algorithm is O(2O(k log k) · n4 · log n). J
4 Minimal connected odd graphs with even number of edges
In this section we give a high level description of the proof of Theorem 1, the main combin-
atorial result of this paper. The proof is inductive, and for the inductive step we identify
specific structures in a minimal connected odd graph with an even number of edges.
To proceed with the inductive step, we need a stronger version of Theorem 1. Let G be
a graph and let x ∈ V (G). We say that a graph G′ is obtained from G by splitting x into
x1, x2, if G′ is constructed as follows: for a partition X1, X2 of NG(x), we replace x by two
vertices x1, x2, and join x1, x2 with the vertices of X1, X2 respectively. The following claim
implies Theorem 1.
I Claim 1. Let G be a minimal connected odd graph with an even number of edges with a
root r. Then tw(G) ≤ 3.
Moreover, if dG(r) = 1 and z is the unique neighbor of r, then at least one of the following
holds:
i) there is a tree decomposition (X,T ) of G of width at most three such that for any bag
Xi ∈ X with z ∈ Xi, |Xi| ≤ 3; or
ii) for any graph G′ obtained from G− r by splitting z into z1, z2, tw(G′) ≤ 3 and there is a
tree decomposition (X,T ) of G′ of width at most three such that there is a bag Xi ∈ X
containing both z1 and z2.
To describe the structures in the graph, we need a notion of a subgraph with terminals.
Roughly speaking, a subgraph with terminals is connected to the remaining part of the graph
only via terminals. More formally, let H be a subgraph of graph G, and let s1, . . . , sr ∈ V (H).
We say that H is a subgraph of G with terminals s1, . . . , sr if there is a subgraph F of G
such that
G = F ∪H;
V (F ) ∩ V (H) = {s1, . . . , sr}; and
E(F ) ∩ E(H) = ∅.
Thus every edge of G having at least one endpoint in a non-terminal vertex of H, should
be an edge of H. In particular, terminal vertices of H separate non-terminal vertices of H
from other vertices of G. We also say that a subgraph H with a given set of terminals is
separating if the graph obtained from G by the removal of all non-terminal vertices of H and
all the edges of H (denoted G−H) is not connected.
The specific structures we are looking for in the inductive step are the subgraphs isomorphic
to graphs with terminals from the set H = {H1, H2, H3, H4, H5, H6} shown in Fig. 1. We
often say that Hi ∈ H is contained in graph G (or G has Hi) if G has a subgraph isomorphic
to Hi with the terminals shown in Fig. 1. Notice that H6 is a subgraph of H4 and H5, and
we are looking for H6 only if we cannot find H4 or H5.
The proof of Claim 1 is by induction on the number of edges. The basis case is a graph
with 6 edges. Every connected odd graph with an even number of edges has at least 6 edges,
and there are only two graphs with 6 edges that have these properties, these graphs are
shown in Fig. 2. Trivially, Claim 1 holds for these graphs for any choice of the root. Then
we assume that a minimal connected odd graph G with an even number of edges has at least
8 edges.
F.V. Fomin and P.A. Golovach 437
s1
s2
H1
s1
s2
H2
s3 s2 s3
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s1 s3
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s1
s2 s3
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s1 s2
s3
s4
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H6
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Figure 1 The set H.
Figure 2 The base of the induction: Minimal graphs with six edges.
If G contains a subgraph R with terminals s1, s2 shown in Fig. 3 such that r /∈ V (R) \
{s1, s2} and s1s2 /∈ E(G), then we replace R by edge s1s2. It is possible to show that the
resulting graph G′ is a minimal connected odd graph with an even number of edges. Since
G′ has less edges than G, we can use the inductive assumption. Furthermore we assume that
G has no R.
G′R
s1
s2
s1
s2
s1
s2
G
Figure 3 Replacement of R.
Next step is to prove that if G has no subgraph from H, then G is one of the graphs
G1, G2, G3 shown in Fig. 4. For each of these graphs the theorem trivially holds. Actually,
we will need a stronger result, saying that if G has no subgraph from H2, . . . ,H6 and every
subgraph of G isomorphic to H1 is of specific form, namely, this subgraph is not separating
and r is not a non-terminal vertex of H1, then even in this case, G is one of the graphs
G1, G2, G3 shown in Fig. 4. The proof of this claim is not straightforward. With this claim
we can proceed further with an assumption that G contains at least one graph from H.
For the case when r is a non-terminal vertex of a subgraph H ∈ H, we prove that H = H1.
We remove non-terminal vertices of H, identify terminals s1, s2, and add a new root vertex
r′ adjacent to the vertex obtained from s1, s2. Then we prove that this graph is a minimal
connected odd graph with an even number of edges, and then we can apply the induction
assumption on this graph, and derive our claim for G. The difficulty here is to ensure that
the treewidth of the graph G does not increase when we make the inductive step. This
requires the assumptions i) and ii) in Claim 1 on the structure of tree decompositions. From
this point, it can be assumed that r is not a non-terminal vertex of a subgraph from H with
the corresponding set of terminals.
All graphs H2, . . . ,H6 have even number of edges and every terminal vertex of such a
graph is of even degree. This means, that G cannot contain a non-separating graph H from
{H2, . . . ,H6}, because removing edges and non-terminal vertices of H, would result in a
STACS’12
438 Parameterized Complexity of Connected Even/Odd Subgraph Problem
G3
r
r
r
G1 G2
Figure 4 Graphs G1, G2, G3.
connected odd subgraph of G with even number of edges, which is a contradiction to the
minimality of G. Hence, if G contains subgraphs from H but they are non-separating, G can
contain only H1. Then as we already have shown, G is one of the graphs G1, G2, G3 shown
in Fig. 4.
x2
y1
s2 s4
F2
F
(1)
1
s1 = r
y2x2
y1
s2 s4
F2
F
(4)
1
s1 s3
r
y2x2
y1
s2 s4
F2
F
(3)
1
s1
r
y2 y2x2
y1
s2 s4
F2
F
(2)
1
s1 s3
r
x1 x1 x1
s3
x1
s3
Figure 5 The case H = H4, the trees F (1)1 , . . . , F
(4)
1 are formed by “bold" edges.
Thus we can assume that G contains a separating subgraph H from H. Among all such
separating subgraphs, we select H such that the number of edges of the component F1 of the
graph G′ = G−H containing r is minimum. We prove that G′ has exactly two components
F1, F2, where F1 is a tree. We consequently consider the cases H = H1, . . . ,H6 and argue
as follows. If H = H1, then F1 = K2 and we apply induction for F2 rooted in one of the
terminals of H. If H = H2, then we prove that F1 = K2. If F2 = K2, then the proof follows
directly. Otherwise, we identify terminals s1, s3, and add a new root r′ adjacent to the vertex
obtained from s1, s3. It is possible to show that the constructed graph is a minimal connected
odd graph with an even number of edges, and we can use the induction assumption for this
graph. The arguments for the case H = H3 are similar. If H = H4, then we prove that F1
is one of the trees F (1)1 , . . . , F
(4)
1 shown in Fig. 5. For F2, we prove that tw(F2) ≤ 2, and
use this fact to construct a tree decomposition of G of width three. The case H = H5 is
similar. Finally, for H = H6, we prove that it can be assumed that s1, s2, s4, s5 ∈ V (F1),
s3, s6 ∈ V (F2), and F1 is the tree shown in Fig. 6. Then we apply for F2 the same arguments
as in the case H = H4. In each of the cases, we succeed to reduce G to a smaller minimal
connected odd graph G′ with even number of edges and show that tw(G) ≤ tw(G′), which
completes the induction step.
s2
s3
F2
s6
s4
s5
r
s1
Figure 6 The case H = H6, the tree F1 is induced by “bold" edges.
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5 Complexity of k-Vertex Eulerian Subgraph
In this section we prove that k-Vertex Eulerian Subgraph is W[1]-hard.
I Theorem 4. The k-Vertex Eulerian Subgraph is W[1]-hard.
Proof. We reduce from the well-known W[1]-complete k-Clique problem (see e.g. [6]):
k-Clique
Instance: A graph G and non-negative integer k.
Parameter: k.
Question: Does G contain a clique with k vertices?
Notice that the problem remains W[1]-complete when the parameter k is restricted to
be odd. It follows immediately from the observation that the existence of a clique with k
vertices in a graph G is equivalent to the existence of a clique with k + 1 vertices in the
graph obtained from G by the addition of a universal vertex adjacent to all the vertices of G.
From now it is assumed that k > 1 is an odd integer.
Let G be a graph. We construct the graph G′ by subdividing edges of G by k2 vertices,
i.e. each edge xy is replaced by an (x, y)-path of length k2 + 1. We say that u ∈ V (G′) is a
branch vertex if u ∈ V (G), and u is a subdivision vertex otherwise. We also say that u is a
subdivision vertex for an edge xy ∈ E(G) if u is a subdivision vertex of the path obtained
from xy. We claim that G has a clique of size k if and only if G′ has an induced Eulerian
subgraph on k′ = 12 (k − 1)k3 + k vertices.
Suppose that G has a clique K with k vertices. Let H be the subgraph of G induced by
K and the subdivision vertices for all edges xy with x, y ∈ K. It is easy to see that H is a
connected Eulerian graph on k′ = 12 (k − 1)k3 + k vertices.
Let now H be an induced Eulerian subgraph of G′ on k′ = 12 (k − 1)k3 + k vertices.
Denote by U the set of branch vertices of H, and let p = |U |. Let A = {xy ∈ E(G)|x, y ∈
U, and H has a subdivision vertex for xy} and let F = (U,A). Let also q = |A|. Since H is
connected, the graph F is connected as well. Observe that if u ∈ V (H) is a subdivision vertex
for an edge xy ∈ E(G), then all subdivision vertices for xy are vertices of H and x, y ∈ V (H).
It follows that H has p + q · k2 = k′ vertices, and we have p− k = ( 12 (k − 1)k − q)k2. Since
k2 is a divisor of p − k, p ≥ k. Suppose that p > k. Then since k2 is a divisor of p − k,
p ≥ k2 + k. Any connected graph with p vertices has at least p− 1 edges, and it means that
q ≥ k2 + k − 1 > 12 (k − 1)k. We get that 0 < p− k = ( 12 (k − 1)k − q)k2 < 0; a contradiction.
We conclude that p = k. Then q = 12 (k − 1)k and U is a clique with k vertices. J
Recall that k-Vertex Eulerian Subgraph asks about an induced Eulerian subgraph
on k vertices. For the graph G′ in the proof of Theorem 4, any Eulerian subgraph is induced.
It gives us the following corollary.
I Corollary 5. The following problem:
Instance: A graph G and non-negative integer k.
Parameter: k.
Question: Does G contain an Eulerian subgraph
with k vertices?
is W[1]-hard.
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6 Conclusion
We proved that k-Edge Connected Odd Subgraph is FPT and k-Vertex Eulerian
Subgraph is W[1]-hard. This completes the characterization of even/odd subgraph problems
with exactly k edges or vertices from parameterized complexity perspective. While it is
trivial to decide whether a graph G has a (connected) even or odd subgraph with at most k
edges or vertices, the question about a subgraph with at least k edges or vertices seems to be
much more complicated. For At Least k-Edge Odd Subgraph and At Least k-Vertex
Odd Subgraph, following the lines of the proofs from [4] for k-Edge Odd Subgraph
and k-Vertex Odd Subgraph, it is possible to show that these problems are in FPT. For
other cases, the approaches used in [4] and in our paper, do not seem to work.
Cai and Yang in [4] also considered dual problems where the aim is to find an even
or odd subgraph of a graph G with |V (G)| − k vertices or |E(G)| − k edges respectively.
Recently, these results were complemented by Cygan et al. [5]. However, the complexity of
the dual problem to k-Edge Connected Odd Subgraph, namely, obtaining connected
odd subgraph with |E(G)| − k edges, remains open.
Acknowledgments. The authors are grateful to the anonymous referees for their construct-
ive suggestions and remarks.
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Abstract
We analyze the classic board game of Mastermind with n holes and a constant number of colors.
The classic result of Chvátal (Combinatorica 3 (1983), 325–329) states that the codebreaker
can find the secret code with Θ(n/ log n) questions. We show that this bound remains valid if
the codebreaker may only store a constant number of guesses and answers. In addition to an
intrinsic interest in this question, our result also disproves a conjecture of Droste, Jansen, and
Wegener (Theory of Computing Systems 39 (2006), 525–544) on the memory-restricted black-box
complexity of the OneMax function class.
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1 Introduction
The original Mastermind game is a board game for two players invented in the seventies
by Meirowitz. It has pegs of six different colors. The goal of the codebreaker, for brevity
called Paul here, is to find a color combination made up by codemaker (called Carole in
the following). He does so by guessing color combinations and receiving information on how
close this guess is to Carole’s secret code. Paul’s aim is to use as few guesses as possible.
For a more precise description, let us call the colors 1 to 6. Write [n] := {1, . . . , n} for
any n ∈ N. Carole’s secret code is a length-4 string of colors, that is, a z ∈ [6]4. In each
iteration, Paul guesses a string x ∈ [6]4 and Carole replies with a pair (eq(z, x), pi(z, x)) of
numbers. The first number, eq(z, x), which is usually indicated via black answer-pegs, is
the number of positions, in which Paul’s and Carole’s string coincide. The other number,
pi(z, x), usually indicated by white answer-pegs, is the number of additional pegs having
the right color, but being in the wrong position. Formally eq(z, x) := |{i ∈ [4] | zi = xi}|
and pi(z, x) := maxρ∈S4 |{i ∈ [4] | zi = xρ(i)}| − eq(z, x), where S4 denotes the set of all
permutations of [4]. Paul “wins” the game if he guesses Carole’s string, that is, if Carole’s
answer is (4, 0).
We are interested in strategies for Paul that guarantee him to find the secret code with
few questions. We thus adopt a worst-case view with respect to Carole’s secret code. This is
equivalent to assuming that Carole may change her hidden string at any time as long as it
remains consistent with all previous answers (devil’s strategy).
Previous results. Mathematics and computer science literature produces a plethora
of results on the Mastermind problem. For the original game with 6 colors and 4 positions,
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Knuth [8] showed that Paul needs at most four queries until being able to identify Carole’s
string (which he may query in the fifth iteration to win the game).
Chvátal [3] studies a general version of this game with k colors and n positions, that is, the
secret code is a length-n string z ∈ [k]n. Denote by d(n, k) the minimum number of guesses
that enable Paul to win the game for any secret code. Chvátal proves that for k < n1−ε,
ε > 0 an arbitrarily small constant, we have d(n, k) = O( n log klogn−log k ). More precisely, he
shows that for any ε > 0 and n sufficiently large, (2 + ε)n(1+2 log k)logn−log k guesses chosen from
[k]n independently and uniformly at random, with high probability, suffice to distinguish
between all possible codes (that is, each secret code leads to a different sequence of answers).
Therefore, the secret code can be determined after that many guesses. This remains true if
Carole replies only with black answer-pegs, that is, if for any of Paul’s guesses x she reveals
to him only eq(z, x), the number of bits, in which her and Paul’s string coincide.
For larger values of k, the following is known. For n ≤ k ≤ n2, Chvátal proves d(n, k) ≤
2n log k+ 4n and for k = ω(n2 log n) he shows (k− 1)/n ≤ d(n, k) ≤ dk/ne+ d(n, n2). These
results have subsequently been improved. Chen, Cunha, and Homer [2] show that d(n, k) ≤
2ndlog ne+2n+dk/ne+2 for k ≥ n. Goodrich [7] proves d(n, k) ≤ ndlog ke+d(2−1/k)ne+k
for arbitrary k.
For k = 2 colors, the Mastermind problem is related to the well-studied coin weighing
problem. For this reason, first results on this problem date back to years as early as 1963,
when Erdős and Rényi [6] show that d(n, 2) = Θ(n/ log n).
Concerning the computational complexity, Stuckman and Zhang [9] show that it is NP -
hard to decide whether a given sequence (x(i), (eq(i), pi(i)))ti=1 of queries x(i) and answers
(eq(i), pi(i)) of black and white pegs has a secret code leading to these answers, i.e., whether
there exists a string z ∈ [k]n such that eq(z, x(i)) = eq(i) and pi(z, x(i)) = pi(i) for all i ∈ [t].
Goodrich [7] proves that this is already NP -hard if we only ask for consistence with the
black answer-peg replies eq(i).
Our results. Originally motivated by a conjecture on black-box complexities (cf. Sec-
tion 2), we study a memory-restricted version of the Mastermind problem. Since this original
motivation asks for the case of two colors only, we restrict ourselves to the number k of colors
being constant, though clearly our methods can also be used to analyze larger numbers of
colors.
The memory-restriction can be briefly described as follows. Given a memory of size
m ∈ N, Paul can store up to m guesses and Carole’s corresponding replies. Based only on
this information, Paul decides on his next guess. After receiving Carole’s reply, based only
on the content of the memory, the current guess, and the current answer, he decides which
m out of the m + 1 strings and answers he keeps in the memory. Note that our memory
restriction means that Paul truly has no other memory, in particular, no iteration counters,
no experience that certain colors are not used, and so one. So formally Paul’s strategy
consists of a guessing strategy, which can be fully described by a mapping from m-sets of
guesses and answers to strings x ∈ [k]n, and a forgetting strategy, which maps (m+ 1)-sets
of guesses and answers to m-subsets thereof.
Clearly, a memory-restriction makes Paul’s life not easier. The O(n/ log n) strategies by
Erdős and Rényi [6] and by Chvátal [3] do use the full history of guesses and answers and
thus only work with a memory of size Θ(n/ log n). Surprisingly, this amount of memory is
not necessary. In fact, one single memory cell is sufficient.
I Theorem 1. Let k ∈ N. For all n ∈ N, Paul has a size-one memory strategy winning the
Mastermind game with k colors and n positions in O(n/ log n) guesses. This remains true
if we allow Carole to play a devil’s strategy and if Carole only reveals the number of fully
correct pegs eq(x, z) (“black answer-peg version of Mastermind”).
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The bound in Theorem 1 is asymptotically tight. A lower bound of Ω(n/ log n) is already
true without memory restrictions. This follows easily from an information theoretic argument,
cf. [6] or [3]. Our result disproves a conjecture of Droste, Jansen, and Wegener [5], who
believed that a lower bound of Ω(n log n) should hold for the 2-color black answer-peg
Mastermind problem with memory-restriction one.
The proof of Theorem 1 is quite technical. For a clearer presentation of the ideas, we
first consider the size-two memory-restricted model, cf. Section 3. The proof of Theorem 1
is given in Section 4. Before going into the proofs, in the following section we sketch the
connection between Mastermind games and black-box complexities.
2 Mastermind and Black-Box Complexities
In this section, we describe the connection between the Mastermind game and black-box
complexity. The reader only interested in the Mastermind result may skip this section
without loss.
Roughly speaking, the black-box complexity of a set of functions is the number of func-
tion evaluations needed to find the optimum of an unknown member from that set. Since
problem-unspecific search heuristics such as randomized hill-climbers, evolutionary algo-
rithms, simulated annealing etc. do optimize by repeatedly generating new search points and
evaluating their objective values (“fitness”), the black-box complexity is a lower bound on
the efficiency of such general-purpose heuristics [5].
Black-box complexity. Let S be a finite set. A (randomized) algorithm following the
scheme of Algorithm 1 is called black-box optimization algorithm for functions S → R.
Algorithm 1: Scheme of a black-box algorithm for optimizing f : S → R
1 Initialization: Sample x(0) according to some probability distribution p(0) on S;
2 Query f(x(0));
3 for t = 1, 2, 3, . . . do
4 Depending on
(
(x(0), f(x(0))), . . . , (x(t−1), f(x(t−1)))
)
choose a probability
distribution p(t) on S and sample x(t) according to p(t);
5 Query f(x(t));
For such an algorithm A and a function f : S → R, let T (A, f) ∈ R ∪ {∞} be the
expected number of fitness evaluations until A queries for the first time some x ∈ arg max f .
We call T (A, f) the runtime of A for f . For a class F of functions S → R, the A-black-box
complexity of F is T (A,F) := supf∈F T (A, f), the worst-case runtime of A on F . Let A be
a class of black-box algorithms for functions S → R. Then the A-black-box complexity of
F is T (A,F) := infA∈A T (A,F). If A is the class of all black-box algorithms, we also call
T (A,F) the unrestricted black-box complexity of F .
As said, the unrestricted black-box complexity is a lower bound for the efficiency of
randomized search heuristics optimizing F . Unfortunately, often this lower bound is not
very useful. For example, Droste, Jansen, and Wegener [5] observe that the NP -complete
MaxClique problem on graphs of n vertices has a black-box complexity of only O(n2).
Black-box algorithms with bounded memory. As a possible solution to this
dilemma, Droste, Jansen, and Wegener suggest to restrict the class of algorithms con-
sidered from all black-box optimization algorithms to a reasonably large subset. A natural
restriction is to forbid the algorithm to exploit the whole history of search points evaluated.
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This is motivated by the fact that many heuristics, e.g., evolutionary algorithms, only store
a bounded size population of search points. Simple hill-climbers or the Metropolis algorithm
even store only one single search point.
Algorithm 2 is the scheme of a black-box algorithm with bounded memory of size µ. It is
important to note that a black-box algorithm with bounded memory is not allowed to access
any other information than the one stored in the µ pairs (x(1), f(x(1))), . . . , (x(µ), f(x(µ))),
which are currently stored in the memory and, in the selection step, also the information
provided by (x(µ+1), f(x(µ+1))). In particular, the algorithm does not have access to an
iteration counter.
Algorithm 2: Scheme of a black-box algorithm with memory of size µ for optimizing
function f : S → R
1 Initialization: M← ∅;
2 for t = 1, 2, . . . do
3 Depending (only) onM choose a probability distribution p on S and sample x(µ+1)
according to p ; //variation step
4 Query f(x(µ+1));
5 SelectM⊆M∪ {(x(µ+1), f(x(µ+1)))} of size |M| ≤ µ; //selection step
Mastermind and the OneMax function class. A test function often regarded to
analyze how the randomized search heuristic under investigation progresses in easy parts
of the search space, is the simple OneMax function OneMax : {0, 1}n → R, x 7→∑ni=1 xi.
Note that OneMax(x) = eq((1, . . . , 1), x) for all x ∈ {0, 1}n. In fact, for any z ∈ {0, 1}n,
eq(z, ·) yields an equivalent optimization problem. Let us denote by OneMaxn := {eq(z, ·) |
z ∈ {0, 1}n} the class of all these functions.
Due to a coupon collector effect, many classical randomized search heuristics like random-
ized local search or the (µ+ λ) evolutionary algorithm (with µ, λ constants) need Θ(n log n)
function evaluations to optimize OneMaxn.
As a moments thought reveals, black-box algorithms optimizing OneMaxn correspond
to strategies for Paul in the Mastermind game (without memory restriction) with two colors
and only black answer-pegs used. Hence the unrestricted black-box complexity of OneMaxn
is Θ(n/ log n) by the results of Erdős and Rényi [6] and Chvátal [3].
This connection was seemingly overlooked so far in the randomized search heuristics
community, where Droste, Jansen, and Wegener [5] prove an upper bound of O(n) and
later Anil and Wiegand [1] prove the asymptotically correct bound of O(n/ log n). Since
already the first bound is lower than what many randomized search heuristics achieve, Droste,
Jansen, and Wegener suggest to investigate the memory-restricted black-box complexity of
OneMaxn. They conjecture in [5, Section 6] that a memory restriction of size one leads to
a black-box complexity of order Θ(n log n).
Again, clearly, the memory-restricted black-box complexity of OneMaxn and optimal
strategies for Mastermind with two colors, black answer-pegs only, and a corresponding
memory restriction are equivalent questions. Consequently, our result can be rephrased to
saying that the black-box complexity of OneMaxn even with the memory restricted to one
is Θ(n/ log n), disproving the conjecture of Droste, Jansen, and Wegener.
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3 The Mastermind Game with Memory of Size Two
Since the proof of Theorem 1 is quite technical, we give in this section a simpler proof
showing that with a memory of size two Paul can win the game using only O(n/ log n)
guesses. Already this proof contains many ingredients needed to prove Theorem 1, e.g., the
use of the random guessing strategy with limited memory, the block-wise determination of
the secret code, and the simulation of iteration counters in the memory.
Let k ≥ 2 be the number of colors used. In particular for k = 2, it will be convenient
to label the colors from 0 to k − 1. Let us denote the set of colors by C := [0..k − 1] :=
{0, 1, . . . , k − 1}. We assume that k is a constant and that the number n of positions in the
string is large, that is, all asymptotic notation is with respect to n.
I Theorem 2. Paul has a size-two memory strategy winning the black answer-peg only
Mastermind game with k colors and n positions in O(n/ log n) guesses. This remains true if
we allow Carole to play a devil’s strategy.
As many previous works, the proof of Theorem 2 heavily relies on random guessing. For
the case of k = 2 colors, already Erdős and Rényi [6] showed that there is a t ∈ Θ(n/ log n)
such that t guesses x(1), . . . , x(t) chosen from {0, 1}n independently and uniformly at random,
together with Carole’s black answer-peg answers, uniquely define the hidden code. This was
generalized by Chvátal [3] to the following result.
I Theorem 3 (from [3]). Let ε > 0, let n > n(ε) be sufficiently large and let k < n1−ε.
Let x(1), . . . , x(t) be t ≥ (2+ε)n(1+2 log k)logn−log k samples chosen from Cn independently and uniformly
at random. Then for all z ∈ Cn, the set
Sconsistent := {y ∈ Cn | ∀i ∈ [t] : eq(y, x(i)) = eq(z, x(i))}
satisfies E[|Sconsistent|] ≤ 1 + 1/n.
Since the strategy implicit in Theorem 3 needs a memory of size Θ(n/ log n), we cannot
apply it directly in our setting. We can, however, adapt it to work on smaller portions
(“blocks”) of the secret code, and this with much less memory.
Let y ∈ Cn and let B ⊆ [n] be a block (i.e., an interval) of size s := d√ne. As we shall
see, by t ∈ O(s/ log s) times guessing a string obtained from y by replacing the colors in B
by randomly chosen ones (and guessing k additional reference strings), we can determine
z|B , the part of the secret code z in block B.
We can do so with a memory of size two only. We store the string obtained from y by
altering it on B (sampling string) in one cell. Note that we do not need to remember y, as we
only need to ensure that our guesses agree in the positions [n] \B. We use the other memory
cell (storage string, in the following typically denoted by x) to store the random substrings
of length s substituted into y at B, and Carole’s answers. Note that each such answer can be
encoded in binary using `n ∈ O(log n) entries of the string. Hence the t guesses and answers
can be memorized using a total number of t(s+ `n) = O(n/ log n) positions.
This approach allows us to determine s positions of z using t = O(s/ log s) guesses. Hence
we can determine the secret code z with tdn/se = O(n/ log n) guesses as desired.
In Algorithm 3 (notation used will be introduced below) we make this strategy more
precise by giving it in pseudo-code. Note, however, that this algorithm does not fully satisfy
the size-two memory restriction. The reason is that the queries do not only depend on the
current state of the memory, but also on iteration counters and, e.g. in lines 9 and 11, on the
program counter. Further below, in Algorithm 4 we shall remove this shortcoming with a
few additional technicalities, which we are happy to spare for the moment.
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Algorithm 3: An almost size-two memory-restricted algorithm winning the k-color
black answer-peg only Mastermind game in O(n/ log n) guesses. Remark: x denotes
the unique string inM with xn = 1 and y denotes the unique string inM with yn = 0.
1 Initialization: y ← [0 . . . 0];
2 Query eq(z, y) and updateM← {(y, eq(z, y))};
3 for i = 1 to d(n− 1)/se do
4 x← [0 . . . 0|1]; //initialization of x
5 Query eq(z, x) and updateM by adding (i = 1) or replacing (i > 1) (x, eq(z, x)) in
M;
6 for q = 0 to t+ k − 1 do
7 if q < k then y ← substitute(y,Bi, [q . . . q]) ; //reference string
8 else y ← substitute(y,Bi, r) where r ∈ C|Bi| u.a.r.; //random guess
9 Query eq(z, y) and updateM by replacing (y, eq(z, y));
10 x← [x1 . . . xp1(x)|BLOCKi(y)|binary`n(eq(z, y))|1|0 . . . 0|1] ; //add y’s info to x
11 Query eq(z, x) and updateM by replacing (x, eq(z, x));
12 while ∆i(y) < |Bi| do
13 y ← substitute(y,Bi, w), where w ∈ Sconsistenti u.a.r.;
14 Query eq(z, y) and updateM by replacing (y, eq(z, y));
15 while eq(z, y) < n do y ← substitute(y, {n}, c), where c ∈ C u.a.r., and query
eq(z, y);
Before we argue for the correctness of Algorithm 3, let us fix the notation. For any
string x ∈ Cn we also write x = [x1 . . . xn]. To ease reading, we allow ourselves to indicate
different structural components of x by vertical bars, e.g., x = [x1 . . . xp|xp+1 . . . xn]. For
i ∈ [d(n− 1)/se] let Bi := {(i− 1)s+ 1, . . . , is} ∩ [n− 1], the positions of the i-th block. Set
BLOCKi(x) := x|Bi := [x(i−1)s+1 . . . xmin{is,n−1}] ,
the i-th block of x. For any string r ∈ C|Bi| we define
substitute(x,Bi, r) := [x1 . . . x(i−1)s|r|xmin{is,n−1}+1 . . . xn] ,
the string with the i-th block substituted by r. Similarly, let substitute(y, {n}, c) :=
[y1 . . . yn−1|c]. Note that we do not assign the n-th position to any of the blocks. We do so
because in Algorithms 3 and 4 we shall use that position to indicate, which one of the two
strings in the memoryM is the storage string (the unique x ∈M with xn = 1) and which
one is the sampling string (the unique string y ∈M with yn = 0).
Let p1(x) := max{i ∈ [n− 1] | xi = 1}, the largest position i < n of x with entry “1”. As
mentioned above, we encode Carole’s answers eq(z, y) ∈ [0..n] in binary, using `n := dlog ne+1
positions, and we denote this binary encoding of length `n by binary`n(eq(z, y)). By ∆i(y)
we denote the contribution of the i-th block to the value eq(z, y), i.e., ∆i(y) is the number
of positions in the i-th block, in which Paul’s guess y and Carole’s secret code z coincide.
Formally, ∆i(y) := eq(z|Bi , y|Bi). Lastly, let Sconsistenti be the set of strings w of length |Bi|
such that substitute(z,Bi, w) is consistent with all of Carole’s replies (formal definition
follows). We shall see below that both ∆i(y) and Sconsistenti can be computed solely from the
content of the memory cells (lines 12–14).
We now argue for the correctness of Algorithm 3. Let us consider the state of the memory
after having sampled all t random samples for the i-th block (that is, we are in lines 12–14).
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We show that based on the information given in the memory, we can restore the full history
of guesses for the i-th block. To this end, first note that for any guess y done in line 9, we
used s + `n + 1 positions in x for storing its information (line 10; we add the additional
“1” at the end to ease determining via p1(x) the positions in x, which have not yet been
used for storing information). In lines 6–11 we first asked and stored k non-random guesses
xc = substitute(y,Bi, [c . . . c]) and we stored these reference strings together with Carole’s
replies eq(z, xc) =
∑`n
h=1 2h−1xc(s+`n+1)−h, c ∈ [0..k − 1]. Therefore, for j ∈ [t], the j-th
random sample is r(j) = [x(k+j−1)(s+`n+1)+1 . . . x(k+j−1)(s+`n+1)+|Bi|] and the corresponding
query was y(j) = substitute(y,Bi, r(j)). We have stored Carole’s reply to this guess in
binary, and we can infer eq(z, y(j)) =
∑`n
h=1 2h−1x(k+j)(s+`n+1)−h. This shows how to regain
the full guessing history.
Next we show how to compute the contributions ∆i(y(j)) of the entries in the i-th
block. To this end, note that the constant substrings [c . . . c] in the reference strings
xc in total contribute exactly |Bi| to the sum eq(z, x0) + . . . + eq(z, xk). Formally,∑k−1
c=0 eq([z(i−1)s+1 . . . zmin{is,n−1}], [c . . . c]) = |Bi|. Since all other positions of the sam-
pling string y are not changed during the phase, in which we determine the i-th block, we
infer that
∆i(y(j)) = eq(z, y(j))− (eq(z, x0) + . . .+ eq(z, xk)− |Bi|)/k .
Consequently, in lines 12–14, the algorithm can compute ∆i(y(j)) for all j ∈ [t]. From this it
can infer
Sconsistenti := {z˜ ∈ C|Bi| | ∀j ∈ [t] : eq(z˜, BLOCKi(y(j))) = ∆i(y(j))},
the set of possible code segments in Bi. By Theorem 3, the expected size of Sconsistenti
is bounded from above by 1 + 1/|Bi|. Thus, in lines 12–14 we need an expected number
of 1 + 1/|Bi| samples w chosen from Sconsistenti uniformly at random until we find a y =
substitute(y,Bi, w) with ∆i(y) = s (which implies that the i-th block of y coincides with
Carole’s secret code). This shows how we determine the entries of the i-th block in an
expected total number of t = O(s/ log s) guesses.
When Algorithm 3 executes line 15, all but the last entry of y coincide with Carole’s
secret code. Hence trying random colors in the n-th position finds the hidden code z with an
additional expected number of k = Θ(1) guesses.
To turn Algorithm 3 into a size-two memory-restricted one, we use the first `n entries of
x to store in binary the iteration counter i, which indicates the index of the block currently
being under consideration. This will move the storage space for the guesses and answers by
`n positions to the right. Formally, we define i(x) :=
∑`n−1
h=0 2hx`n−h. The inner for loop
needs no additional memory to be simulated, because we can learn from p1(x) how many
guesses q(x) have been queried already. More precisely, since storing each guess requires
s+ `n + 1 positions and the first `n positions are used for indicating the number of already
determined entries, we have q(x) := (p1(x)− `n)/(s+ `n + 1) .
Lastly, we need to replace the sequential queries in lines 9 and 11 of Algorithm 3 (as
this exploits information stored in the program counter). Fortunately, again we can deduce
from the memory where we stand. We define a function Part(y, x), which equals 1 if the
information of y has been added to the storage string x already and which equals 0 otherwise.
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Algorithm 4: A size-two memory-restricted algorithm winning the k-color black answer-
peg only Mastermind game in O(n/ log n) guesses. Remark: x denotes the unique
string inM with xn = 1 and y denotes the unique string inM with yn = 0.
1 Initialization: LetM← ∅ ; // clear memory
2 if M = ∅ then
3 y ← [0...0] ; //first reference string
4 Query eq(z, y) and updateM← {(y, eq(z, y))};
5 else if |M| = 1 then
6 x← [0...0|1] ; //initialization of storage string
7 Query eq(z, x) and updateM←M∪ {(x, eq(z, x))};
8 else if i(x) < d(n− 1)/se then
9 if x = [0 . . . 0|1] or ∆i(x)(y) = |Bi(x)| then
10 x← [binary`n(i(x) + 1)|BLOCKi(x)+1(y)|binary`n(eq(z, y))|1|0 . . . 0|1] ; //clear
storage string and add first reference string
11 Query eq(z, x) and updateM by replacing (x, eq(z, x));
12 else if Part(y, x) = 1 and q(x) < t+ k then
13 if q(x) < k then y ← substitute(y,Bi(x), [q(x) . . . q(x)]) ; //reference string
14 else y ← substitute(y,Bi(x), r) where r ∈ C|Bi(x)| u.a.r.; //random guess
15 Query eq(z, y) and updateM by replacing (y, eq(z, y));
16 else if Part(y, x) = 0 and ∆i(x)(y) < |Bi(x)| then
17 x← [x1 . . . xp1(x)|BLOCKi(x)(y)|binary`n(eq(z, y))|1|0 . . . 0|1]; //add y’s info
to x
18 Query eq(z, x) and updateM by replacing (x, eq(z, x));
19 else if Part(y, x) = 1 and q(x) = t+ k then
20 y ← substitute(y,Bi(x), w) where w ∈ Sconsistenti(x) chosen u.a.r.;
21 Query eq(z, y);
22 if ∆i(x)(y) = |Bi(x)| then UpdateM by replacing (y, eq(z, y));
23 else if i(x) = d(n− 1)/se then
24 y ← substitute(y, {n}, c) where c ∈ C\{yn} u.a.r.;
25 Query eq(z, y) ;
26 Go to line 2;
That is, we set
Part(y, x) =

1, if
∑`n
i=1 2i−1xp1(x)−i = eq(z, y)
and BLOCKi(x)(y) = [xp1(x)−`n−|Bi(x)| . . . xp1(x)−`n−1]
0, otherwise .
Note that Part(y, x) = 1 indicates that the information of y has been stored in x also in the
case that our current sample equals the previous one. This is no problem as then the current
guess does not give any new information. Hence the use of Part modifies the algorithm to
sample t random guesses without immediate repitition. Note that the probability to sample
the same string r ∈ C|Bi(x)| twice in a row is at most 1/2 (if the last block consists only of
one position and k = 2) and is typically much smaller. Hence, occurrences of this event have
no influence on the asymptotic number of guesses needed to win the game.
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With these modifications, Algorithm 3 becomes the truly size-two memory-restricted
Algorithm 4.
4 Memory of Size One: Proof of Theorem 1
Compared to the situation in Section 3, Paul faces two additional challenges in the size-one
memory-restricted setting. The obvious one is that he has less memory available, in particular,
after a large part of the code has been determined and needs to be stored. The more subtle
one is that he cannot any longer query a search point and then store whatever is worth
storing in the second memory cell. With one memory cell, all he can do is to guess a new
string and keep or forget it.
Before we give a proof of Theorem 1, let us discuss a linear time winning strategy, i.e., a
strategy that allows Paul to find Carole’s secret code in a linear expected number of guesses
using one memory cell only. This linear time strategy will be used in the proof of Theorem 1
to determine the last Θ(n/ log n) entries of the secret code.
The basic idea of the linear time strategy is to test each position one by one, from left
to right. Since we have just one memory cell, we need to indicate in this one string, which
entries have been determined already. We do so by keeping all not yet determined entries at
one identical value different from the one of the entry determined last. To this end, let us for
all x ∈ Cn define
tn(x) := min{i ∈ [n] | ∀j ∈ {i, . . . , n} : xj = xi} ,
the tail number of x. The following lemma describes the linear time strategy.
I Lemma 4. Let x ∈ Cn. Furthermore, let us denote Carole’s secret code by z ∈ Cn. Let us
assume that the first tn(x)− 1 entries of z have been determined (i.e., Carole can no longer
change the entries of [z1 . . . ztn(x)−1]). Further assume that xi = zi for all i < tn(x) and that
M = {(x, eq(z, x))} is the current content of the memory cell.
There is a size-one memory-restricted guessing procedure LinAlg that—even if Carole
plays a devil’s strategy—after an expected constant number of successive calls modifies the
memory such that the string y now in the memory satisfies yi = zi for all i ≤ tn(x) and
tn(y) = tn(x) + 1. Every call of LinAlg requires only one guess.
Interestingly, for the definition of LinAlg, we need to distinguish between the cases of
k = 2 and k ≥ 3 colors, as certain arguments exploit particular properties of these cases. We
claim that Algorithm 5 certifies Lemma 4 for k = 2 colors. Here we denote, for all i ∈ [n], by
eni the i-th unit vector of length n.
Algorithm 5: Routine LinAlg for k = 2 colors
1 Assumption: The string x ∈ {0, 1}n in the memory satisfies tn(x) < n and xi = zi
for all i < tn(x);
2 Sample y ∈ {x⊕ entn(x), x⊕
∑n
i=tn(x)+1 e
n
i } uniformly at random;
3 Query eq(z, y);
4 if y = x⊕ entn(x) then
5 if eq(z, y) > eq(z, x) thenM← {(y, eq(z, y))};
6 else
7 if eq(z, x) + eq(z, y) = n+ tn(x) thenM← {(y, eq(z, y))};
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Algorithm 6: A size-one memory algorithm winning the k-color Mastermind game in
O(n/ log n) guesses.
1 Initialization: LetM← ∅;
2 if M = ∅ then
3 x← [0 . . . 0];
4 Query eq(z, x) and updateM← {(x, eq(z, x))};
5 if ∃c ∈ C : suffix(x) = [cc] ∧ tn(x) ≤ ` then
6 LinAlg ; //find the first ` entries [z1 . . . z`]
7 else if ∃c ∈ C : suffix(x) = [cc] ∧ tn(x) = `+ 1 then
8 x← [0 . . . 0︸ ︷︷ ︸
`
| 0 . . . 0︸ ︷︷ ︸
bs
|x1 . . . x`| 0 . . . 0︸ ︷︷ ︸
n−(2`+bs+`s+2)
|binary`s(1)|01]; //copy prefix (which
coincides with the hidden code)
9 Query eq(z, x) and updateM by replacing (x, eq(z, x));
10 else if suffix(x) = [01] ∧ i(x) ≤ b ∧ q(x) < t+ k then
11 Apply Sampling;
12 else if suffix(x) = [01] ∧ i(x) ≤ b ∧ q(x) = t+ k then
13 Apply OptimizeBlock;
14 else if suffix(x) = [01] ∧ i(x) = b+ 1 then
15 x← [x`+bs+s+1 . . . x2`+bs+s+1|x`+1 . . . x`+bs|c . . . c] with c ∈ C\{x`+bs} u.a.r.;
16 Query eq(z, x) and updateM by replacing (x, eq(z, x)); //prepares x for LinAlg
17 else if ∃c ∈ C : suffix(x) = [cc] ∧ `+ bs < tn(x) ≤ n− 2 then
18 LinAlg;
19 else if ∃c ∈ C : suffix(x) = [cc] ∧ tn(x) = n− 1 then
20 Sample y ∈ {[x1 . . . xn−2|p] | p ∈ C2}\{x} uniformly at random;
21 Query eq(z, y);
22 if eq(z, y) = n thenM← {(y, eq(z, y))} ; //hidden code found
23 Go to line 2;
A proof of Lemma 4 and the algorithm LinAlg for k ≥ 3 colors can be found in [4].
Building on LinAlg, we can now present Paul’s strategy for the one-memory setting and
thus prove Theorem 1.
The very rough overview of Paul’s strategy is the following. He determines the first
n − Θ(n/ log n) positions using random guessing, where he manages to store the random
substrings and Carole’s answers in the yet undetermined part of his one string in the memory.
As in the proof of Theorem 2, he does so by iteratively determining blocks of length s := d√ne.
Then, using the linear time strategy from Lemma 4, he determines the missing entries in
O(n/ log n) guesses.
To distinguish between the sampling and the linear time phase, Paul uses the last two
entries suffix(x) := [xn−1xn] of his string x. He has suffix(x) = [01], when he is in the
random guessing phase, and he uses suffix(x) = [cc] for some c ∈ C to indicate that he
applies calls to LinAlg. Once Paul has determined all but the last two entries (visible from
tn(x) = n− 1), he simply needs to sample uniformly at random from the set of all k2 − 1
remaining possible strings. This clearly finds z in a constant expected number of queries.
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The total expected number of guesses can be bounded by
number of blocks de-
termined in phase 1︷ ︸︸ ︷
n−2
s (1−Θ(log−1 n))
queries needed to deter-
mine any such block︷ ︸︸ ︷
O( slog s ) +
queries needed in
the 2nd phase︷ ︸︸ ︷
O( nlogn ) +
phase 3︷︸︸︷
O(1) = O( nlogn ) .
A non-trivial part is the random guessing phase. As in the proof of Theorem 2, after
guessing t+ k strings, we want to be able to regain the full guessing history. If we simply
stored the random substring and Carole’s reply in some unused part of x, then this changed
memory would influence Carole’s next answer and we would be unable to deduce information
on the next guess from it. We solve this difficulty as follows. We store Carole’s latest reply
(i.e., value eq(z, x) currently in the memory) and we sample new (random) substrings for the
current block at the same time. Here we store the value eq(z, x) in a part of x for which we
know the entries of Carole’s hidden code. By this, we can separate in Carole’s next answer
the influence of the just stored information from the one of the random guess. The precise
description of this Sampling substrategy can be found in [4].
To gain this storage space where we know the hidden code, we start with another phase,
Phase 0, in which we apply the LinAlg procedure O(log n) times until we found the first
` := `n + 1 positions of z (cf. Lemma 4).
The pseudo-code for the size-one memory-restricted strategy winning the Mastermind
game with k colors in O(n/ log n) guesses is given in Algorithm 6. Similar to the notation in
the proof of Theorem 2, we denote for any h ∈ [0..n] the binary encoding of length `n by
binary`n(h) and we denote the binary encoding of length `s := dlog se+ 1 by binary`s(h).
The current block of interest i(x) is encoded in positions {n− `s− 1, . . . , n− 2}, i.e., we have
i(x) :=
∑`s−1
h=0 2hxn−2−h and Bi(x) := {`+ (i(x)− 1)s+ 1, . . . , `+ i(x)s}. The total number
of blocks which we determine via random guessing is b := bn−2s (1− Klogn )c for some suitable
large constant K. The number of random guesses for each block is t := d(2 + ε) s(1+2 log k)log s−log k e
for some arbitrarily small constant ε > 0. Lastly, the actual number of already sampled
guesses for block Bi(x) is denoted by q(x). As discussed in the proof of Theorem 2, q(x) can
be computed via the largest position p1 < n− 2− `s with xp1 = 1. Note that the Sampling
routine described above implicitly updates the counter q(x) by changing the p1 value. The
OptimizeBlock routine determines BLOCKi(x)(z), stores it in Bi(x) and increases the block
counter i(x) by one.
To end this proof sketch, let us show that our memory cell has enough storage capacity to
store all t+ k substrings, the values binary`n(eq(z, x)), and the values binary`s(∆i(v)(v)).
We have n− 2− (2`+ bs) = n− n(1−K/ log n)−O(log n) = Kn/ log n−O(log n) positions
for storing information and the total number of positions needed for storing the t+ k sample
informations is
(t+ k)(s+O(log n)) = Θ(n/ log n) + o(n/ log n) < Kn/ log n−O(log n)
for constant, but sufficiently large K.
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Abstract
We consider the problem of testing isomorphism of groups of order n given by Cayley tables.
The trivial nlogn bound on the time complexity for the general case has not been improved over
the past four decades. Recently, Babai et al. (following Babai et al. in SODA 2011) presen-
ted a polynomial-time algorithm for groups without abelian normal subgroups, which suggests
solvable groups as the hard case for group isomorphism problem. Extending recent work by Le
Gall (STACS 2009) and Qiao et al. (STACS 2011), in this paper we design a polynomial-time
algorithm to test isomorphism for the largest class of solvable groups yet, namely groups with
abelian Sylow towers, defined as follows. A group G is said to possess a Sylow tower, if there
exists a normal series where each quotient is isomorphic to a Sylow subgroup of G. A group
has an abelian Sylow tower if it has a Sylow tower and all its Sylow subgroups are abelian.
In fact, we are able to compute the coset of isomorphisms of groups formed as coprime exten-
sions of an abelian group, by a group whose automorphism group is known. The mathematical
tools required include representation theory, Wedderburn’s theorem on semisimple algebras, and
M. E. Harris’s 1980 work on p′-automorphisms of abelian p-groups. We use tools from the theory
of permutation group algorithms, and develop an algorithm for a parameterized version of the
graph-isomorphism-hard setwise stabilizer problem, which may be of independent interest.
1998 ACM Subject Classification I.1.2 Algorithms
Keywords and phrases polynomial-time algorithm, group isomorphism, solvable group
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.453
1 Introduction
We consider the Group Isomorphism problem when groups are given by their Cayley tables.
We design a polynomial-time algorithm to test isomorphism for the largest class of solvable
groups yet, namely groups with abelian Sylow towers, defined as follows. A group G is said
to possess a Sylow tower, if there exists a normal series where each quotient is isomorphic
to a Sylow subgroup of G. A group has an abelian Sylow tower if it has a Sylow tower
and all its Sylow subgroups are abelian. If two groups G and G∗ are isomorphic, the set
of isomorphisms is a coset of Aut(G) in Sym(G ∪ G∗), thus can be represented by a set of
generators of Aut(G) and an isomorphism between G and G∗.
I Theorem 1.1. There is a polynomial-time algorithm that decides isomorphisms between
two groups with abelian Sylow towers, when the groups are given by Cayley tables. If the
groups are isomorphic, the algorithm computes the coset of their isomorphisms.
Let us sketch the current state of the Group Isomorphism problem. For the general case,
a straightforward nlogn+O(1) algorithm has been known for about four decades (cf. [25]) and
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has not been improved. While isomorphism of abelian groups can be tested in linear time
according to Kavitha [21] (improving Savage’s O(n2) [29] and Vikas’s O(n log n) [33]), the
next natural target to consider, p-groups of class 2, turns out to be currently intractable;
nothing significantly better than the trivial nlogn bound is known. We note that p-groups
are solvable. Partly for this reason, Babai et al. consider semisimple groups, i.e, groups
without abelian normal subgroups (in certain sense the opposite of solvable groups), and
present a polynomial-time algorithm for this class in [6] (building on [5]). This work thus
amplifies the significance of the solvable case; every group has a solvable normal subgroup
such that the quotient is semisimple.
Recently, some progress has been made for some classes of solvable groups, notably for
those with at least one abelian normal Hall subgroup.
To explain, let us recall some definitions. For a group G, let N be a normal subgroup,
and H a subgroup of G. We say that G is a semidirect product of N and H, denoted as
G = NoH, if NH = G and N∩H = {id}. H is called a complement of N in G. A subgroup
is a Hall subgroup if its order is coprime to its index. The Schur-Zassenhaus theorem states
that a normal Hall subgroup always has a complement. In [26], Qiao, Sarma and Tang
present efficient algorithms for groups with an abelian normal Hall subgroup, assuming the
complement is either a group with a bounded number of generators, or an elementary abelian
group. [26] builds on a technique by Le Gall [13] which allows the normal Hall subgroup
to go from elementary abelian to abelian, and an algorithmic result by Babai [4] to test
equivalence of linear codes.
In [26], linear representation theory of finite groups was brought to bear on the Group
Isomorphism problem, and the reason that the case when the complement is elementary
abelian can be solved is mainly because the representations of elementary abelian groups is
well-known and can be combined with the algorithmic result on code equivalence. Even the
case when the complement is abelian, was not known. The main contribution of this paper
is to combine ideas from permutation group algorithms with several mathematical results to
compute in polynomial time the automorphism group of the semidirect product G = AoH,
where A is an abelian normal Hall subgroup, assuming Aut(H) is known. The following
result is an inductive tool used to prove Theorem 1.1. It can also be interpreted that we are
able to test isomorphism of groups formed as coprime extensions of an abelian group, by a
group whose automorphism group is known.
I Theorem 1.2. Let A be an abelian group, and H a group of order coprime to |A|. Suppose
two groups G and G∗ both can be decomposed as A o H. Then there is a polynomial-time
algorithm that computes the coset of isomorphisms between G and G∗, when the groups are
given by Cayley tables, and Aut(H) is given by a list of generators.
Successive applications of Theorem 1.2 along the Sylow tower gives our main result (Sec-
tion 3.1).
We briefly indicate the techniques involved. The main object of study is the action of
the automorphism group of H on the set of all linear representations of H up to equivalence
of representations. Basic facts of representation theory allow us to interpret this action
as a parameterized version of the string G-isomorphism problem (G a permutation group
acting on the set of indices), the starting point of Luks’ polynomial-time algorithm to test
isomorphism of graphs with bounded degree [22]. Thus we introduce the following paramet-
erized version of the setwise stabilizer problem: given P ≤ Sym(Ω) and ∆ ⊆ Ω, compute
P{∆} = {pi ∈ P | ∆pi = ∆} in time 2|∆| · poly(|Ω|). We solve this problem by adapting
Luks’s dynamic programming technique for hypergraph isomorphism [24]. Finally, we need
to generalize an argument by Le Gall [13] which reduces the case of abelian normal Hall
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subgroups to elementary abelian. The generalization allows the complement to be an ar-
bitrary group, rather than just a cyclic group. Of particular relevance is the work by M.E.
Harris on p′-automorphisms of abelian p-groups ([15], [16]). We also need an old result
by A. Ranum [27] on matrix representations of the automorphisms of abelian groups, and
Wedderburn’s classical theory of semisimple algebras (cf. Chapter 5 in [1]).
It has long been believed that p-groups or equivalently, nilpotent groups (as they are
direct product of p-groups) represent the hard cases for Group Isomorphism problem. Our
results do not change this perception since all nilpotent groups with abelian Sylow subgroups
are abelian.
1.1 Related work and the organization of the paper
We mention some group theory literature related to groups with abelian Sylow towers.
A Sylow tower of a group has been used in Chapter 7.6 in Gorenstein’s Finite Groups
[14]. A group is called an A-group if all its Sylow subgroups are abelian. An A-group is
not necessarily solvable, e.g. A5, while a group with an abelian Sylow tower is solvable.
Properties of A-groups have been studied, cf. e.g. [31], [20], and Chapter 12 in [9]. In
particular, in [9], the number of non-isomorphic solvable A-groups of order ≤ n is proved to
be nO(logn). On the other hand, in [26], the number of non-isomorphic groups with abelian
Sylow towers of order ≤ n is shown to be nΩ(logn). Both Sylow towers and A-groups are
discussed at length in Huppert’s classical monograph [19].
The construction of finite groups of a given order has been studied by group theorists. To
achieve this goal, criteria of isomorphism have been developed. The content of Section 4.2
is adapted from Taunt’s work on constructing A-groups [32]. In [8], Besche, Eick and
O’Brien surveyed the construction of finite groups of order at most 2000. In particular,
in [8, Section 3.3], coprime split extensions are considered, and a practical algorithm, due
to Eick, for listing all groups formed by coprime split extensions is presented. Work along
these lines often reflects brilliant insights and can be a potential guidance to polynomial-time
algorithms (as Taunt’s work in our case), but they do not (at least not directly) address the
time complexity of isomorphism testing, since their concern is to list all groups of certain
order up to isomorphism in practice.
Several recent papers are related to or motivated by the group isomorphism problem. The
works on groups without abelian normal subgroups ([5] and [6]), and groups with abelian
normal Hall subgroups ([13] and [26]) have been mentioned in the introduction. p-groups of
class 2 are generally believed to be the barrier for group isomorphism problem, and in this
regard, recent work by Wilson [34, 35] on the structure of p-groups is noteworthy. From the
complexity-theoretic perspective, we note that in [11], Chattopadhyay, Torán, and Wagner
show that graph isomorphism has no AC0-reduction to group isomorphism.
Given a permutation group P ≤ Sym(Ω) and a subset ∆ ⊆ Ω of the permutation
domain, the setwise stabilizer problem asks to compute P{∆} = {pi ∈ P | ∆pi = ∆}. Our
algorithm runs in 2|∆| ·poly(|Ω|). It is inspired by Luks’s simply-exponential time algorithm
for hypergraph isomorphism [24]. Generalizing the special case of the graph isomorphism
problem introduced by Babai in 1979 [3] to hypergraphs, Arvind et al. [2] consider the vertex-
colored hypergraph isomorphism problem, where isomorphisms are required to preserve the
colors and the color-classes have bounded size. They give a polynomial-time algorithm for
this case. As a tool, they consider another parameterized version of the setwise stabilizer
problem; the parameter is the size t of some P -stable set containing ∆. They presented an
algorithm with the same running time as ours, with t in the place of |∆|. Our parameter
“subsumes” theirs (as in our case ∆ is not required to be contained in some small P -stable
set), and the algorithms are different.
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The rest of the paper is organized as follows. We present the preliminaries in Section 2.
In Section 3, we explain the reduction of Theorem 1.1 to Theorem 1.2, and give an outline of
the proof of Theorem 1.2. In particular, in Section 3.2, we first reduce the original problem
of isomorphism computation (Problem 1) to Problems 2 and 3. This reduction is detailed
in Section 4. In Section 5, we present solutions to Problems 2 and 3 for the special case
when the normal group is elementary abelian; in this section, we establish new connections
to permutation group algorithms. Finally in Section 6 we indicate how general case of
Problems 2 and 3 reduces to elementary abelian case.
2 Preliminaries
2.1 General group theory
Groups are finite in this paper. Here we present a brief account of the concepts used, and
introduce notation. For a group G, if T ⊆ G generates G we write G = 〈T 〉. We write H ≤ G
for H being a subgroup of G. An inner automorphism of a group G is the conjugation by
an element g ∈ G, i. e., the map ιg : x 7→ xg : g−1xg (x ∈ G). A subgroup N ≤ G is normal
if it is invariant under all inner automorphisms of G, and N is a characteristic subgroup
of G if it is invariant under all automorphisms of G. A subgroup is a Hall subgroup if its
order and its index are coprime. Given a group G and N  G, G is the group extension
of N by G/N . If N is a normal Hall subgroup, then G is the coprime extension of N by
G/N . Given a semidirect product decomposition G = N oH, the conjugation action of H
on N gives a homomorphism α : H → Aut(N). We denote this situation by G = N oα H.
In the language of extension theory of groups, G is called the split extension of N by H.
The well-known Schur-Zassenhaus theorem asserts that a normal Hall subgroup always has
a complement. That is, all coprime extensions split. In [26] it is observed that its proof
(e.g. Section 9 in [1]) is constructive, giving an efficient algorithm to compute a specific
complement.
I Theorem 2.1 (Algorithmic Schur-Zassenhaus theorem, cf. [26]). Let G be a finite group.
Given a normal Hall subgroup N G, there exists H ≤ G such that G = N oH, and such
an H can be computed in polynomial time. If H and H∗ are two complements of N , then
H and H∗ are conjugates.
A (right) coset of H in G containing g ∈ G is Hg = {hg | h ∈ H}. Given two groups
G and G∗, the set of their isomorphisms is denoted by Iso(G,G∗). Given a group G and
φ ∈ Aut(G), we write the action of φ in the exponent, that is for g ∈ G, gφ is the image of
g under φ.
Given a finite set Ω, Sym(Ω) denotes the symmetric group consisting of all permutations
of Ω. A permutation group acting on Ω is a subgroup of Sym(Ω). Given pi ∈ Sym(Ω) and
a ∈ Ω, the image of a under pi is denoted by api. For A ⊆ Ω, Api = {api | a ∈ A}. Given a
permutation group P ≤ Sym(Ω) and x, y ∈ Ω, denote Px→y = {pi ∈ P | xpi = y}. For a pair
of subsets A, B ⊆ Ω of the same size, denote PA→B = {pi ∈ P | Api = B}. Let F be a field.
Given a vector space V over F, the general linear group GL(V ) consists of all non-singular
linear transformations of V .
By the fundamental theorem of finite abelian groups, a finite abelian group is isomorphic
to a direct product of cyclic groups of prime power orders. Formally, let A be an abelian
group, then there exists a direct product decomposition of A as A = 〈e1〉× 〈e2〉× · · ·× 〈en〉,
where ei ∈ A has order pkii , s.t. p1 ≤ p2 ≤ · · · ≤ pn, and if pi = pi+1, then ki ≤ ki+1, for all
i. This decomposition is called the primary decomposition of A, and the tuple (e1, . . . , en)
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forms a basis of A. An elementary abelian group is Znp , where p is a prime. Its automorphism
group is isomorphic to GL(n, p). The set of generators of GL(n, p) described in Theorem
4.12 from [1] suffices for our use, and a suitable generalization can give a set of generators
for Aut(Ap) where Ap is an abelian p-group.
2.2 Linear representations of finite groups
A (linear) representation of a finite group G over a field F is a homomorphism G→ GL(V )
where V is a vector space over F. In this paper, a representation of a group is over the
field Fp of prime order p which is coprime to the order of the group. Given representations
α, β : G→ GL(n, p), hom(α, β) := {φ ∈M(Fp, n) | α(g)φ = φβ(g), ∀g ∈ G}, and Iso(α, β) =
{φ ∈ hom(α, β), φ non-singular}. If ψ,ψ′ ∈ hom(α, β), then ψ+ψ′ ∈ hom(α, β). This shows
that hom(α, β) is an algebra. α and β are equivalent, denoted as α ∼ β, if Iso(α, β) is not
empty. An invariant subspace U of α : G → GL(V ) is a subspace of V such that ∀g ∈ G,
α(g)(U) = U . The restriction of α to U , α|U is called a sub-representation of α. ~0 and V are
called trivial invariant subspaces. A representation without non-trivial invariant subspaces
is an irreducible representation.
Schur’s lemma states that for two irreducible representations α and β, if they are not
equivalent, then hom(α, β) = {0}. If they are equivalent, then hom(α, β) is a skew field. In
the equivalence case, if α, β are over Fp, Wedderburn’s “little” theorem ensures hom(α, β)
to be a field, and thus Iso(α, β) = hom(α, β)×. Given a representation φ : G → GL(V ), if
V = U ⊕W , where U and W are invariant subspaces, then φ is called the direct sum of
φ|U and φ|W . A representation is completely reducible, if it is a direct sum of irreducible
sub-representations. Maschke’s theorem states that any representation φ : G → GL(n,F)
where char(F) - |G| is completely reducible.
Let Rep(G,F) denote the set of linear representations of G over F up to equivalence, and
Irr(G,F) to denote the set of all irreducible representations of G over F up to equivalence.
An action of Aut(G) on Rep(G,F) can be defined. For φ ∈ Aut(G) and α ∈ Rep(G,F),
αφ(g) = α(gφ−1), ∀g ∈ G. The set Irr(G,F) is a stable set under this action.
Next, we list some facts about equivalence of representations. For a representation
α : G→ GL(n,F), viewing α(g) as a matrix and taking the trace, we get the character of α,
denoted as χα : G→ F. Two representations over a field of characteristic that does not divide
|G| are equivalent if and only if their characters are the same. Given a completely reducible
representation φ and an irreducible representation τ of a group G, the multiplicity of τ in
φ is the number of occurrences of τ (up to equivalence) in the direct sum decomposition of
φ. Comparing the multiplicities of irreducibles provides another criterion for equivalence of
completely reducible representations.
2.3 Representing groups in algorithms
At different stages of the algorithm, we will be concerned with abstract groups, permutation
groups, and linear groups, so we summarize their representations here. Abstract groups
are given by their Cayley tables. Operations in subgroups and quotient groups are easy
by referring to the tables. If a group is of some particular type (e.g., cyclic or elementary
abelian), we may use their natural representations implicitly (e.g. Zm, Znp ). For a linear
group in GL(n, p), we assume all matrices in this group are given explicitly. A permutation
group P ≤ Sym(Ω) is represented by a list of generators. A coset Pr in Sym(Ω) is represented
by a set of generators T of P and a coset representative r′, denoted as 〈T 〉r′. For an abstract
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groupG, Aut(G) can be viewed as a subgroup of Sym(G), and Iso(G,G∗) as a coset of Aut(G)
in Sym(G ∪G∗).
We will be concerned with representing a coset of a direct product of groups. Given
groups G and H, for a coset L = Kr in G × H, we denote by KG ⊆ G and KH ⊆ H the
projections of K on the first and second coordinates, resp. For h ∈ KH , let KG(h) = {g ∈
G | (g, h) ∈ K}. It is a coset of KG(idH). We can then represent Kr as follows.
I Claim 1. Given 〈T 〉 = KH , 〈S〉 = KG, and for every h ∈ T some rh ∈ KG(h), 〈T ∪S∪{rh |
h ∈ T}〉r = Kr.
2.4 Algorithms for permutation groups and linear representations
Algorithms for permutation groups given by a list of generators have been studied and
analyzed, cf., e.g. [23] and [30]. By Sims’s “sifting” procedure, from any set of generators
of P ≤ Sym([n]), a set of generators of size O(n) can be computed. The next proposition
follows from Sims’s method.
I Proposition 1 (Point-transporter algorithm, cf. [23], Proposition 3.9). Given 〈S〉 = P ≤
Sym(Ω), |Ω| = n, x, y ∈ Ω, Px→y can be computed in poly(n, |S|).
We describe some algorithmic tasks about linear representations and their solutions. As
in our setting, linear representations are given by listing all matrices, the solutions to these
tasks will mostly follow from the definitions. We remark that the tasks for representations
over finite fields such as the decomposition into irreducible components, and comparing if
two irreducible representations are equivalent can be done much more efficiently, even when
only generators are given (cf. [28] and [18, Chapter 7]). To compute a basis of hom(α, β)
(as an algebra) can be viewed as computing the kernel of a system of linear equations by
writing out the linear equations by definition of hom(α, β).
I Proposition 2. Given α, β ∈ Rep(G,Fp), a basis of hom(α, β) can be computed in time
poly(|G|, n).
I Proposition 3. (cf. [26, Section 2]) Given a representation φ : G→ GL(V ), its irreducible
components can be listed in time O(dim(V )2 · |V | · |G|).
We can use characters to tell the type of an irreducible representation. It follows from
Proposition 3 that we can compute the multiplicities of irreducible representations.
3 About the main theorems
3.1 Reduction of Theorem 1.1 to Theorem 1.2
We explain the reduction of Theorem 1.1 to Theorem 1.2. Let G and G∗ be the groups
whose isomorphisms we wish to compute. Given a group G, it is not hard to show that if
G possesses an abelian Sylow tower, then the Sylow tower can be computed in polynomial
time. Two Sylow towers of G and H are compatible, if the ith factors, counting from bottom
of the tower, are of the same order. Thus we first decide if G and G∗ have compatible
abelian Sylow towers. If they do not, it is decided that they are not isomorphic. For two
compatible towers {id} = G0G1 · · ·G` = G and {id} = G∗0G∗1 · · ·G∗` = G∗, as the
base case, G/G`−1 and G∗/G∗`−1 are both abelian so their isomorphisms can be computed
(e.g. use [10] to compute the primary decomposition, and then a set of generators of the
automorphism group of an abelian p-group can be described). Given Iso(G/Gi, G∗/G∗i ), to
compute Iso(G/Gi−1, G∗/G∗i−1) we can apply Theorem 1.2, as Gi/Gi−1 is a normal Sylow
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p-subgroup of G/Gi−1 for some prime p. (Note that every two factors in the Sylow tower
are of coprime orders.)
3.2 Outline of the proof of Theorem 1.2
Recall that Theorem 1.2 requires to solve the following problem. It is legitimate to consider
just abelian p-groups as if the normal Hall subgroup is abelian, we can form an abelian
Sylow tower of the normal Hall subgroup and apply the idea of iterating along the Sylow
tower as in Section 3.1.
I Problem 1 (Isomorphism computing). Given a group H and Aut(H), let p be a prime not
dividing |H|, and Ap an abelian p-group. Given homomorphisms α : H → Aut(Ap) and
β : H → Aut(Ap), compute Iso(Ap oα H,Ap oβ H), in time poly(|Ap|, |H|).
We introduce some further definitions. We call a homomorphism from H to Aut(D) a
(generalized) representation of H on D. Usually the group D is from some specified group
class. For example, when D is an elementary abelian group Fnp , then Aut(D) ∼= GL(n, p)
and we are dealing with the representation theory over Fp. In our more general setting,
the groups D will be abelian p-groups (p - |H|). In analogy with linear representations,
two (generalized) representations α : H → Aut(D) and β : H → Aut(D), α and β are
called equivalent, if there exists ψ ∈ Aut(D), such that for every h ∈ H, α(h)ψ = β(h).
We denote this by α ∼ψ β, and α ∼ β if ψ is clear from context. We also denote the
set of the representations of H over D, up to equivalence by Rep(H,D). Then an action
of Aut(H) on Rep(H,D) can be defined as follows: for φ ∈ Aut(H) and α ∈ Rep(H,D),
αφ(h) = α(hφ−1). For an action of a group H on the domain Ω, and two points x, y ∈ Ω, we
denote Hx→y = {h ∈ H | xh = y}. Given these definitions, in Section 4, Problem 1 breaks
up to the following two problems.
I Problem 2 (Representation-transporting automorphisms). Given a group H and Aut(H),
let p be a prime not dividing |H|, and Ap an abelian p-group. Given homomorphisms
α, β : H → Aut(Ap), compute Aut(H,α, β) := Aut(H)α→β = {φ ∈ Aut(H) | αφ ∼ β}, in
time poly(|Ap|, |H|).
I Problem 3 (Intertwining automorphisms). Given a groupH and Aut(H), let p be a prime not
dividing |H|, and Ap an abelian p-group. Given homomorphisms α, β : H → Aut(Ap), such
that α ∼ β, compute Aut(Ap, α ∼ β) := {ψ ∈ Aut(Ap) | α ∼ψ β}, in time poly(|Ap|, |H|).
The cases when Ap is elementary abelian are of great importance. We will solve the
elementary abelian case in Section 5, and reduce the abelian case to the elementary abelian
case in Section 6.
4 Breaking Problem 1 to Problem 2 and Problem 3
Recall that Problem 1 requires computing the coset of isomorphisms between Ap oαH and
Ap oβ H, where p - |H|. Problem 2 requires computing Aut(H,α, β) = {φ ∈ Aut(H) |
αφ ∼ β}, and Problem 3 requires computing Aut(Ap, α ∼ β) = {ψ ∈ Aut(Ap) | α ∼ψ β}.
In this section we consider the more general situation when the normal subgroup is a Hall
subgroup, not necessarily abelian.
4.1 Reducing to isomorphisms preserving a decomposition
Given a group G = N oα H, N a normal Hall subgroup, denote automorphisms in Aut(G)
that send H to H by Aut∗(G). We will show that the structure of Aut(G) is essentially
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determined by Aut∗(G). First note that a normal Hall subgroup is characteristic. Then by
Schur-Zassenhaus theorem, any φ ∈ Aut(G) sends N to N and H to a conjugate of H. For
g ∈ G, writing g = nh where n ∈ N and h ∈ H, it is clear that Hg = Hn′ , for n′ = nh.
Thus all conjugates of H are {Hn | n ∈ N}. For n ∈ N , let Aut(G,n) = {φ ∈ Aut(G) |
φ(H) = Hn}, then we have Aut(G) = ∪n∈NAut(G,n).
I Claim 2. φ ∈ Aut∗(G) if and only if φ ◦ ιn ∈ Aut(G,n).
As for Problem 1, Claim 2 then tells us that it is enough to focus on the isomorphisms that
send H to H, as others can be recovered by composing with an inner automorphism.
4.2 The structure of isomorphisms preserving a decomposition
The content of this subsection is adapted from [32] by Taunt (cf. Theorem 3.3 in [32]). In
the following, suppose we are given G = N oα H and G∗ = N oβ H, N is normal Hall
in G and G∗. The set of isomorphisms between G and G∗ preserving the decomposition,
denoted by Iso∗(G,G∗), is {φ ∈ Iso(G,G∗) | φ(N) = N,φ(H) = H}. We will develop
the characterization of isomorphisms in Iso∗(G,G∗) by examining their restrictions to the
normal subgroups and to the complements.
I Definition 4.1. (ν, η) for ν ∈ Aut(N), η ∈ Aut(H) is a compatible pair w.r.t. α and β, if
for all h ∈ H, α(h) = ν−1 ◦ β(η(h)) ◦ ν.
Let the set of all compatible pairs w.r.t. G and G∗ be Com(G,G∗) ⊆ Aut(N)×Aut(H).
We write Com(G) for Com(G,G). It can be verified that Com(G) ≤ Aut(N)×Aut(H), and
Com(G,G∗) is a coset of Com(G). We then show that Com(G,G∗) captures Iso∗(G,G∗).
I Theorem 4.2. For G = N oα H, G∗ = N oβ H, there is a bijection between Iso∗(G,G∗)
and Com(G,G∗). In particular, Aut∗(G) ∼= Com(G).
4.3 Reducing Problem 1 to Problem 2 and Problem 3
We now can see how Problem 1 breaks into Problem 2 and Problem 3. Suppose we are
given G = N oα H and G∗ = N oβ H. By discussion in Section 4.1 we know it is enough
to consider isomorphisms sending H to H, that is Iso∗(G,G∗). Then by Theorem 4.2 we
need to compute Com(G,G∗), which is a coset in Aut(N)× Aut(H). We first consider the
projection of Com(G,G∗) on Aut(H). Then η ∈ Aut(H) is in the projection if and only if
there exists ν ∈ Aut(N) such that (ν, η) is a compatible pair, which by Definition 4.1 just
induces equivalence of representations αη, β ∈ Rep(H,N). Thus we get Problem 2. Suppose
we are given 〈T 〉 = Aut(H,α, β), to compute a set of generators for Com(G,G∗) Claim 1
shows that we need to compute for every η ∈ T a set of generators for {ν ∈ Aut(N) |
(ν, η) is a compatible pair}, which is essentially Problem 3.
5 When the normal subgroup is elementary abelian
5.1 Solving Problem 2 when the normal subgroup is elementary abelian
5.1.1 Parameterized setwise stabilizer problem
We first introduce the algorithmic tool that will be used. Given a permutation group P ≤
Sym(Ω) and ∆ ⊆ Ω, Setwise stabilizer problem asks to compute P{∆} := P∆→∆. It is one
of Luks’s equivalence class above Graph Isomorphism [23], and in [7], it is shown to be in
NP∩coAM, thus not expected to be NP-complete unless the polynomial hierarchy collapses.
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Inspired by Luks’s dynamic programming procedure for hypergraph isomorphism [24], our
algorithms takes into account the size of the set ∆. In fact we will solve the parameterized
set-transporter problem.
I Proposition 4 (Parameterized set-transporter problem). For P ≤ Sym(Ω), A,B ⊆ Ω, |Ω| = n
and |A| = |B| = k, there is an algorithm in time 2k · poly(n) that computes PA→B .
Proof. Put an order to elements in A as {x1, . . . , xk}, and let Ai = {x1, . . . , xi}, for i ∈ [k].
We will build a dynamic programming table indexed by (Ai, C) for C ⊆ B of size i to
store PAi→C . To start, for every b ∈ B, Px1→b can be computed by the point-transporter
algorithm in Proposition 1. Now assume that for every C ′ ⊆ B of the same size ` − 1, we
have computed PA`−1→C′ . For A`, C ⊆ B of size `, we can compute PA`→C by the equation
PA`→C =
⋃
b∈C(PA`−1→C\{b})x`→b, where PA`−1→C\{b} can be read from the table, and
(PA`−1→C\{b})x`→b can be computed by Proposition 1. After taking union over b ∈ C, apply
Sims’s method to get a small set of generators. To analyze the running time, the number
of table entries is bounded by 2k. For each entry we apply point transporter algorithm and
sifting procedure for at most k times, which runs in time poly(n). J
Another classical problem in permutation group algorithms is the string P -isomorphism
problem, where P is a permutation group acting on the indices of the strings. This problem
is the starting point of Luks’s polynomial time algorithm to test isomorphism of graphs of
bounded degree [22]. For a permutation group P ≤ Sym(Ω) and a function f : Ω→ [`], the
action of pi ∈ P on f , denoted as fpi, is defined by fpi(x) = f(xpi−1). [`] can be considered as
a set of colors to be assigned to points in the permutation domain. Now given two functions
f1, f2 : Ω → [`], the problem asks to compute the coset IsoP (f1, f2) := {pi ∈ P | fpi1 = f2}.
We consider the parameterized version of this problem, where the sum of sizes of all but one
colors is bounded.
I Corollary 5.1 (Parameterized string P -isomorphism problem). For a permutation group P ≤
Sym(Ω), |Ω| = n, and two functions f1, f2 : Ω→ [`], such that for j ∈ [2],
∑
i∈[`−1] |f−1j (i)| ≤
k. Then IsoP (f1, f2) can be computed in time 2k · poly(n).
5.1.2 Reducing Problem 2 to parameterized string P -isomorphism
problem
Recall that Problem 2, when the normal subgroup is elementary abelian, requires to compute
for two linear representations α, β : H → GL(n, p), Aut(H,α, β) = {φ ∈ H | αφ ∼ β}. Let
Ω be the set of all irreducible representations of H. α induces α′ : Ω → {0, 1, . . . , n} by
assigning an irreducible representation ω ∈ Ω to its multiplicity in α. As the total number
of irreducibles in α is bounded by the dimension of the representation,
∑
i∈[n] |α′−1(i)| ≤
|Ω| ≤ n. Similarly we have β′ : Ω→ {0, 1, . . . , n}.
I Lemma 5.2. Aut(H,α, β) = IsoAut(H)(α′, β′).
Lemma 5.2 shows the reduction from Problem 2 in elementary abelian case to string P -
isomorphism problem to be executed. It can be achieved in time polynomial in poly(pn, |H|)
in conjunction with the algorithms for linear representations presented in Section 2.4. We
leave the details to the full version.
I Theorem 5.3. For a group H, suppose Aut(H) is given by generators, and representations
α, β : H → GL(n, p) are given by listing the matrices. Then Aut(H,α, β) = {φ ∈ Aut(H) |
αφ ∼ β} can be computed in time 2n · poly(|H|).
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5.2 Solving Problem 3 when the normal subgroup is elementary abelian
In Problem 3, when the normal subgroup is elementary abelian, we are given α, β : H →
GL(n, p) such that α ∼ β, and we need to compute those ψ ∈ GL(n, p) inducing equivalence
between α and β, that is Iso(α, β). We will use End(α) and Aut(α) to denote hom(α, α)
and Iso(α, α). If α and β are irreducible representations over Fp, as discussed in Section 2.2,
Schur’s lemma states that the hom(α, β) is an extension field of Fp, and Iso(α, β) is the
multiplicative group of hom(α, β). Suppose then hom(α, β) is isomorphic to Fq, where
q = pm. Since Fnp is a Fq-module, m | n. By Proposition 2, hom(α, β) can be computed and
listed in time poly(|H|, pn).1 Given α and β, we first use Proposition 3 to get irreducible
components. Then group them by isomorphic types, using the character to distinguish them.
As α and β are equivalent, we can assume that α and β are decomposed, and irreducible
components grouped as P = P1 ⊕ P2 ⊕ · · · ⊕ Pr, where Pi is the direct sum of ki copies of
ρi, and ρi is irreducible. By the discussion above, we can list Aut(ρi) = F×qi , qi = p
mi . Then
we need to use Wedderburn’s theory on the structure of semisimple algebras.2
I Lemma 5.4 (Lemma 12 and Lemma 13 in [1]). End(P) ∼= End(P1) ⊕ · · · ⊕ End(Pr), and
End(Pi) ∼= Mki(Fqi), where: qi = pmi for some mi; ki is the number of copies of ρi in Pi.
Given this lemma, note that automorphisms of P are the invertible elements in End(P).
I Proposition 5. Aut(P) ∼= Aut(P1) ⊕ · · · ⊕ Aut(Pr), and Aut(Pi) ∼= GL(ni, qi), where
qi = pmi for some mi, and ki is the number of copies of ρi in Pi.
Finally we recall that a set of generators of GL(ni, qi) can be described easily. We also need
to store the change-of-basis matrix when we decompose representations.
6 When the normal subgroup is an abelian p-group
In this section we show that for Problem 2 and Problem 3, the abelian normal Hall subgroup
can be reduced to the elementary abelian case. We exhibit the main lemma and indicate
the reduction to be executed, while proofs can be found in the full version.
We describe some concepts that are generally useful for the study of p-group, following
[14]. For a group G, the Frattini subgroup Φ(G) is the intersection of maximal subgroups,
and G/Φ(G) is called the Frattini factor group of G. For a prime p, the p-core Op(G) is the
unique largest normal p-subgroup of G. For a p-group P , it is well-known that its Frattini
factor group P/Φ(P ) is elementary abelian. An abelian p-group is homocyclic, if its primary
decomposition consists of factors of the same order. We will use a slightly improved main
technical lemma in [16], the proof of which is put into appendix. (The original lemma deals
with the case when B is homocyclic.)
I Lemma 6.1 ([16]). Let B = B1 × B2 × · · · × Bk be an abelian p-group, where Bi’s are
the homocyclic components of B of exponent pri and order prini . Denote A := Aut(B), and
O := Op(A).
1. Aut(Bi/Φ(Bi)) ∼= GL(ni, p), A/O ∼=
∏
i∈[k] Aut(Bi/Φ(Bi));
2. Let X be a p′-subgroup of A/O. For i = 1, 2, gi : X → Aut(B) is a monomorphism such
that x and gi(x) induce the same element of A/O for all x ∈ X. Then there exists t ∈ O
such that g2(x) = t−1g1(x)t for all x ∈ X.
1 As a field F is a simple algebra over its prime field, any F-module is a direct sum of some copies of F.
2 An algebra A is semisimple if any A-module is a direct sum of simple modules. The group algebra of
G, FG is semisimple if char(F) - |G|. cf. Chapter 5 in [1].
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Let the notations as in Lemma 6.1, and Λp : A → A/O be the canonical epimorph-
ism. As A/O ∼= ∏i GL(ni, p), for α : H → A, Λp ◦ α maps H to ∏i GL(ni, p). Recall
that Aut(H,α, β) = {φ ∈ Aut(H) | αφ ∼ β}. The following corollary is an immediate
consequence of Lemma 6.1.
I Corollary 6.2. Aut(H,α, β) = Aut(H,Λp ◦ α,Λp ◦ β).
The above corollary indicates that we need to compute Λp as the reduction. From the
algorithmic point of view we need to be able to manipulate explicitly the automorphism
group of an abelian group. To achieve that Ranum’s work on automorphisms of abelian
groups ([27], cf. also [17] and [13]) will be crucial. This reduction is first proposed by
Le Gall in [13], and he proved for for the case when the complement is cyclic. Here we
just proved that the same reduction in [13] can be applied to arbitrary complements. We
note that the authors in [26] overlooked the fact that Le Gall’s result was proved only for
cyclic complements, and used for the situation when the complement is elementary abelian.
Finally, Ranum’s work also enables the reduction from Problem 3 to Ap being elementary
abelian, which can be viewed as solving a system of linear Diophantine equations (cf. [12])
and then a set of generators can be recovered.
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Abstract
In the (non-preemptive) Generalized Min Sum Set Cover Problem, we are given n ground elements
and a collection of sets S = {S1, S2, ..., Sm} where each set Si ∈ 2[n] has a positive requirement
κ(Si) that has to be fulfilled. We would like to order all elements to minimize the total (weighted)
cover time of all sets. The cover time of a set Si is defined as the first index j in the ordering
such that the first j elements in the ordering contain κ(Si) elements in Si. This problem was
introduced by [1] with interesting motivations in web page ranking and broadcast scheduling.
For this problem, constant approximations are known [2, 15].
We study the version where preemption is allowed. The difference is that elements can be
fractionally scheduled and a set S is covered in the moment when κ(S) amount of elements in S
are scheduled. We give a 2-approximation for this preemptive problem. Our linear programming
and analysis are completely different from [2, 15]. We also show that any preemptive solution
can be transformed into a non-preemptive one by losing a factor of 6.2 in the objective function.
As a byproduct, we obtain an improved 12.4-approximation for the non-preemptive problem.
1998 ACM Subject Classification F.2.2. Nonnumerical Algorithms and Problems
Keywords and phrases Set Cover, Approximation, Preemption, Latency, Average cover time
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.465
1 Introduction
The Min Sum Set Cover problem is a minimum latency version of the hitting set problem. We
are given as input n elements, {1, 2, . . . , n} = [n] and a collection of sets S = {S1, S2, ..., Sm}
where each set Si ∈ 2[n]. The goal is to find a permutation of the elements such that the total
sum of (or equivalently average) cover/hitting times of all sets is minimized. For simplicity,
we will say that an element e is covered at time slot t or it has cover time cov(e) = t if
it is placed in the t-th position in the permutation. The cover time cov(Si) of a set Si is
defined as mine∈Si cov(e) and the goal is to minimize
∑
Si∈S cov(Si). For this problem, a
simple greedy algorithm is known to achieve an approximation factor 4 [4, 8]. The greedy
algorithm iteratively picks the element that hits the most sets that are not yet hit. Also it is
known that the problem cannot be approximated within a factor of 4−  for any  > 0 unless
P = NP [8]. A closely related problem known as Min Sum Coloring was studied before in
© Sungjin Im, Maxim Sviridenko and Ruben van der Zwaan;
licensed under Creative Commons License NC-ND
29th Symposium on Theoretical Aspects of Computer Science (STACS’12).
Editors: Christoph Dürr, Thomas Wilke; pp. 465–476
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
466 Preemptive and Non-Preemptive Generalized Min Sum Set Cover
[4, 5] with applications in scheduling. Also the special case of the Min Sum Vertex Cover
was used in [6] as a heuristic for speeding up a solver for semidefinite programs.
The Min Latency Set Cover problem is a variant where the cover time is defined as the
time where all elements in the set are covered e.g. cov(Si) = maxe∈Si cov(e). This problem
is in fact equivalent to the precedence-constrained scheduling on a single machine [16], for
which various 2-approximation algorithms are known [10, 7, 11]. It was shown that, assuming
a variant of the Unique Games Conjecture, unless P=NP there is no 2−  approximation for
any  > 0 [3].
A generalization of the aforementioned problems was introduced by Azar, Gamzu and
Yin [1] to provide a better framework for ranking web pages in response to queries that
could have multiple intentions. This generalized problem was later named Generalized Min
Sum Set Cover [2], and can be stated as follows. Every set Si has a requirement κ(Si) ∈
{1, 2, . . . , |Si|} = [|Si|]. For a permutation of the ground set we define cov(e) as before and Si
is covered at time t if t is the earliest time such that |{e ∈ Si : cov(e) ≤ t}| ≥ κ(Si). Again, the
goal is to find a permutation of the elements in [n] minimizing
∑
Si∈S cov(Si). Azar et al. [1]
give a modified greedy algorithm that has a performance guarantee of O(ln(maxSi∈S κ(Si))).
The question whether there exists an O(1)-approximation was answered affirmatively by
Bansal, Gupta and Krishnaswamy [2]. In order to obtain an O(1)-approximation, they used
a time indexed linear program together with knapsack cover inequalities and gave a clever
randomized rounding scheme. Very recently, their approximation ratio of 485 was improved
by Skutella and Williamson to 28 via the same LP but a different rounding scheme [15].
In this paper we study the Preemptive Generalized Min Sum Set Cover. Like the
Generalized Min Sum Set Cover problem, when κ(S) = |S| for all S ∈ S it is a special case
(and in fact is a equivalent to) single machine scheduling problem with precedence constraints
and preemptions: 1|prec, pmtn|∑wjCj . It is known that preemption does not improve the
solution quality for this problem (shown by a simple exchange argument), i.e. the optimal
preemptive and non-preemptive schedules have the same optimal value. Hence it follows
that there is no 2−  approximation for any  > 0 assuming a variant of the Unique Games
Conjecture and P 6= NP [3].
Preemptive Generalized Min Sum Set Cover is formally defined as follows. Given the
ground set of elements [n], sets S = {S1, S2, ..., Sm} and requirement κ(U) ∈ [|U |] for each
set U ∈ S, we should fractionally assign elements of the ground set to the interval [0, n].
Formally, we define functions xe(t) : [0, n] → {0, 1} where xe(t) is the indicator function
that denotes whether element e is scheduled at time t such that
∫ n
t=0 xe(t) dt = 1 for all
e ∈ [n] and ∑e∈[n] xe(t) = 1 for any time t ∈ [0, n]. Then, the cover time cov(S) of the
set S is defined as the earliest time t such that
∫ t
τ=0
∑
e∈S xe(τ) dτ ≥ κ(S) and the goal is
to minimize the sum of cover times over all sets. Note that the cover time cov(S) is not
necessarily an integer unlike in the non-preemptive problem.
Our main motivation to study Preemptive Generalized Min Sum Set Cover is the fact
that it provides a lower bound for the optimal value of the Generalized Min Sum Set Cover.
We decouple finding an approximate solution to the relaxed problem (see Section 2) and the
question of the lower bound quality (see Section 3 and Conjecture 1).
Our Results
Our main result is a polynomial time approximation algorithm with performance guarantee
of 2 for the Preemptive Generalized Min Sum Set Cover. As we noticed before this result
is tight modulo some complexity assumptions [3]. We note that one can easily show that
the linear program used in [2, 15] is a valid relaxation for the preemptive problem, thus the
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best known approximation for the non-preemptive problem also carries for the preemptive
problem as well.
We introduce a configuration linear program which completely differs from the linear
programming relaxation used in [2, 15]. Interestingly, it is not obvious that our new linear
program is a valid relaxation for the preemptive problem, unlike the previous linear program
in [2, 15] which can be easily shown to be a valid relaxation for the preemptive (and non-
preemptive) problem. Our new LP is provably stronger than the previous LP, for both the
preemptive and non-preemptive problems.
Further, we study the “gap” between the preemptive and non-preemptive solutions
of the Generalized Min Sum Set Cover Problem, which is of independent interest. With
some modifications of the rounding scheme in [15], we show that one can transform any
α-approximate preemptive schedule into 6.2α-approximate non-preemptive one. With this
transformation, we obtain an 12.4-approximation for the non-preemptive Generalized Min
Sum Set Cover Problem, improving upon the previous best 28-approximation by Skutella and
Williamson[15]. We conjecture that the gap between optimal preemptive and non-preemptive
solutions is precisely two.
All our proofs easily extend to the case where every set Si has a non-negative weight
wi ≥ 0 and the objective is to minimize
∑
Si∈S wi · cov(Si).
Organization
The remainder of this paper is organized as follows. In Section 2 we introduce the configuration
linear program LPprimal. First, we prove that our configuration linear program is a valid
relaxation for Preemptive Generalized Min Sum Set Cover and that this linear program can
be solved in polynomial time. Finally, we design a rounding procedure that results in a
randomized 2-approximation (Section 2.4) that can be derandomized. In Section 3 we obtain
a transformation from a preemptive schedule to a non-preemptive schedule with a loss of
factor 6.2, which immediately implies a 12.4-approximation in expectation to Generalized
Min Sum Set Cover. In Section 4 we compare the time indexed linear program in [2, 15] to
our own configuration linear program and show our linear program is stronger. Due to space
constraints, we omit most parts from Section 3 and 4. We will include the full details and
omitted proofs in the full version of this paper.
2 2-Approximation for Preemptive Generalized Min Sum Set Cover
This section is devoted to prove the following theorem.
I Theorem 1. There is a randomized polynomial time 2-approximation algorithm for Pree-
mptive Generalized Min Sum Set Cover.
Throughout this section, for any integer t ∈ [n], the t-th time slot will be equivalent to
the time interval [t− 1, t].
2.1 Configuration LP
We write a configuration linear program. For a set S ∈ S, a valid configuration is an (integral)
assignment of elements in S to time slots. More formally, such a map can be described as an
injective function fS : S → [n]. For notational simplicity, we may represent the mapping
via a relation F =def {(e, fS(e)) | e ∈ S}. Let F(S) denote the collection of all possible
configurations for set S. Let CFS denote the completion time t of set S under the configuration
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F , i.e. the first time t′ such that |f−1S ([t′])| ≥ κ(S). Let xe,t denote the fraction of element e
we schedule in the t-th time slot. The variable yFS is used to indicate which configurations S
adheres to. For example, if yFS = 1, it means all elements in S are scheduled following the
configuration F .
Our linear program is formulated as follows.
min
∑
S∈S
∑
F∈F(S)
CFS y
F
S (ILP)
s.t.
∑
e
xe,t = 1 ∀ t ∈ [n] (1)∑
t
xe,t = 1 ∀ e ∈ [n] (2)∑
F∈F(S)
yFS = 1 ∀S ∈ S (3)∑
F∈F(S),(e,t)∈F
yFS = xe,t ∀ e, t ∈ [n], S : e ∈ S (4)
xe,t ∈ {0, 1} ∀ e, t ∈ [n]
yFS ∈ {0, 1} ∀S ∈ S, F ∈ F(S)
The constraints (1) and (2) enforce that exactly one element is scheduled at any time
slot and that an element can be scheduled only once over all times. The constraint (3) states
that each set S has a unique configuration. Finally, (4) says that if an element e is scheduled
at time t, then it must align with the configuration of S.
The relaxation LPprimal of ILP is then defined as follows.
min
∑
S∈S
∑
F∈F(S)
CFS y
F
S (LPprimal)
s.t. Constraints (1),(2),(3) and (4) hold
xe,t ≥0 ∀ e, t ∈ [n]
yFS ≥0 ∀S ∈ S, F ∈ F(S)
2.2 Validity of the LP
It is easy to verify that LPprimal is a valid linear programming relaxation for Generalized
Min Sum Set Cover. However, it is not obvious that the LPprimal is indeed a valid relaxation
for the preemptive problem. Since we will use two different types of fractional schedules
throughout the analysis, we first clearly define/remind those schedules. The first one is a
continuous schedule that is defined by indicator functions xe(t) : [0, n]→ {0, 1}, e ∈ [n] such
that (1) for any t ∈ [0, n],∑e∈[n] xe(t) = 1 and (2) for any e ∈ [n], ∫ nτ=0 xe(τ) dτ = 1. We
say that xe(t), e ∈ [n] is a feasible schedule if all these conditions are satisfied. Recall that
the completion time CS of each set S is defined by a continuous schedule as the earliest time
t such that
∫ t
τ=0
∑
e∈S xe(τ) dτ ≥ κ(S). The other version of schedule, which is somewhat
discretized, is defined by xe,t, e, t ∈ [n] that satisfy (1)
∑
e∈[n] xe,t = 1, (2)
∑
t∈[n] xe,t = 1
and (3) 0 ≤ xe,t ≤ 1 for any e, t ∈ [n]. When these conditions are satisfied, we will say
xe,t, e, t ∈ [n] is feasible. Note that this discretized version of schedule does not immediately
define the completion time of sets. Rather, it is used in LPprimal as a relaxation of continuous
schedules. We show the following theorem.
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I Theorem 2. Consider any feasible continuous schedule xe(t), e ∈ [n]. Let CS denote the
completion time of S in this schedule. For any e, t ∈ [n], let xe,t =def
∫ t
τ=t−1 xe(τ) dτ . Then
xe,t satisfy constraints (1) and (2). Also there exists y-values that satisfy the other constraints
(3) and (4) as well and further satisfy∑
S∈S
∑
F∈F(S)
CFS y
F
S ≤
∑
S∈S
CS . (5)
The first claim in Theorem 2 that xe,t satisfy constraints (1) and (2) easily follows from
the property of continuous schedules and from how xe,t are defined. Due to the space
constraints, we defer the proof to the full version of this paper. In fact, it is not difficult
to see that there exist y-values that satisfy all constraints (1)-(4). However, we can find an
example of y-values satisfying all the constraints but not satisfying the inequality (5) (See full
version of this paper). Henceforth, we focus on showing that there exist “good” y-values that
also satisfy (5). We will show how to construct a feasible solution y such that the inequality∑
F∈F(S)
CFS y
F
S ≤ CS (6)
holds for any set S ∈ S which will imply the inequality (5). Since setting yS-values for a
specific S does not affect other y-values, we can focus on each S ∈ S. We will find “good"
yFS -values that satisfy constraints (3) and (4), and further (6).
To this end, we define two matroids M1 and M2 that enforce that any independent set in
the intersection of M1 and M2 which corresponds to a feasible configuration F ∈ F(S). Then
we show that the vector xe,t, e ∈ S, t ∈ [n] lies in the intersection of the polytopes of the two
matroids. Using the fact that such an intersection polytope is integral, we will be able to
decompose x into a convex combination of integer points that lie in the intersection of the
polytopes of M1 and M2. As already mentioned, due to the structure of the matroids, each
integer point will correspond to a configuration F ∈ F(S). By setting y-values as suggested
by the decomposition, we will guarantee that y satisfy constraints (3) and (4). Finally, we
will complete the analysis by showing that such y-values satisfy (6) as well. This is enabled
by some additional constraints we impose on the matroids. We refer the reader to Chapters
39-41 in [13] for the extensive overview of algorithmic matroid theory.
We begin with defining each of the two matroids M1 and M2 which have the same
common ground set, U = {(e, t) | e ∈ S, t ∈ [n]} (Recall that we are focusing on each fixed
S ∈ S separately). We will call (e, t) a pair in order to distinguish it from elements, [n]. The
first matroid M1 = (U, I(M1)) enforces that each element in S can be scheduled in at most
one time slot. Formally, the collection I(M1) of independent sets of M1 is defined as follows:
A ∈ I(M1) if and only if for any e ∈ S, |A ∩ {(e, t) | t ∈ [n]}| ≤ 1. Observe that M1 is a
partition matroid since pairs in U are partitioned based on each common element, and any
independent set collects at most one pair from each group. Hence the polytope P (M1) of
M1 (polymatroid) is defined as follows.∑
t∈[n]
xe,t ≤ 1 ∀e ∈ S (P (M1))
xe,t ≥ 0 ∀e ∈ S, t ∈ [n]
I Proposition 3. The vector x = (xe,t), e ∈ S, t ∈ [n] is in the polytope P (M1). Moreover,∑
e∈S,t∈[n] xe,t = |S|, i.e. x belongs to the base polymatroid of M1.
The second matroid M2 = (U, I(M2)) has a more involved structure. It enforces that in
each time slot, at most one element in S can be scheduled. Additionally, it enforces that at
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most κ(S) elements can be scheduled during the first C − 1 time slots and at most |S| − κ(S)
elements can be scheduled during the time slots, C + 1, C + 2, ..., n, where C is an integer
such that C − 1 < CS ≤ C. This additional constraints will be crucial in finding “good”
y-values. Formally, A ∈ I(M2) if and only if A satisfies
For each integer time t ∈ [n], |A ∩ {(e, t) | e ∈ S}| ≤ 1.
|A ∩ {(e, t) | e ∈ S], 1 ≤ t ≤ C − 1}| ≤ κ(S).
|A ∩ {(e, t) | e ∈ S,C + 1 ≤ t ≤ n}| ≤ |S| − κ(S).
We observe that I(M2) is a laminar matroid: All pairs in U are partitioned into groups
with the same time t, and at most one pair can be chosen from each group to be in an
independent set. Further, the second and third constraints put a limit on the number of pairs
that can be chosen from the groups of time slots t = 1, 2, ..., C − 1 and from the groups of
time slots t = C + 1, C + 2, ..., n, respectively. We define the polymatroid P (M2) as follows.∑
e∈S
xe,t ≤ 1 ∀t ∈ [n] (P (M2))
C−1∑
t=1
∑
e∈S
xe,t ≤ κ(S)
n∑
t=C+1
∑
e∈S
xe,t ≤ |S| − κ(S)
xe,t ≥ 0 ∀e ∈ S, t ∈ [n]
I Proposition 4. The vector x = (xe,t) lies in the polymatroid P (M2).
It is well known the the intersection of two polymatroids is an integral polytope, i.e. any
vertex point is integral. Hence since (xe,t) lies in the intersection of two polytopes P (M1)
and P (M2), it can be decomposed into a linear combination of vertex (hence integer) points
in P (M1) ∩ P (M2). Note that each of such integer points corresponds to an independent
set in I(M1) ∩ I(M2), which is of size at most |S| due to the constraints of M1. In fact,
the size must be exactly |S|, since ∑e∈S∑t∈[n] xe,t = |S|. By the constraints of M1 and
the first constraints of M2, we conclude that each of such integer points corresponds to a
configuration F ∈ F(S). Hence we have shown the following lemma.
I Lemma 5. There exist F ′(S) ⊆ F(S) and positive constants θFS , F ∈ F ′(S) that satisfy∑
F∈F ′(S) θ
F
S = 1.
For any e ∈ S, t ∈ [n], xe,t =
∑
F∈F ′(S) θ
F
S · 1[(e, t) ∈ F ].
where an indicator variable 1[(e, t) ∈ F ] = 1 if and only if (e, t) ∈ F .
We let yFS = θFS for all F ∈ F ′(S) and yFS = 0 for all F ∈ F(S) \ F ′(S). Note that x and
y satisfy constraints (3) and (4).
It remains to show that y satisfy (6). Now the second and third constraints of M2 play a
crucial role. We make the following observation.
I Lemma 6. For any F ∈ F ′(S) exactly one of the following holds.
|F ∩ {(e, t) | e ∈ S, 1 ≤ t ≤ C − 1}| = κ(S).
|F ∩ {(e, t) | e ∈ S, 1 ≤ t ≤ C − 1}| = κ(S)− 1 and (e, C) ∈ F for some e ∈ S.
Proof. Recall that |F | = |S|. By the third constraints of M2, we know that N≥C+1 =def
|F ∩ {(e, t) | e ∈ S,C + 1 ≤ t ≤ n}| ≤ |S| − κ(S), hence that N≥C =def |F ∩ {(e, t) | e ∈
S,C ≤ t ≤ n}| ≤ |S| − κ(S) + 1. Therefore, we have N≤C−1 =def |F ∩ {(e, t) | e ∈ S, 1 ≤
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t ≤ C − 1}| ≥ κ(S)− 1. Further, we know N≤C−1 ≤ κ(S) from the second constraint of M2.
Thus unless N≤C−1 = κ(S), it must be the case that N≤C−1 = κ(S)− 1. In that case, since
N≥C+1 ≤ |S| − κ(S), we conclude that (e, C) ∈ F for some e ∈ S. J
Motivated by the above lemma, we can now prove that our linear program is a valid
relaxation for the preemptive version of the problem.
Proof of Theorem 2. Partition F ′(S) into F ′1(S) and F ′2(S) by letting F ′1(S) to denote all
F ∈ F ′(S) that fall in the first case in the Lemma 6 and letting F ′2(S) = F ′(S) \ F ′1(S).
Let θ′ =
∑
F∈F ′2(S) θ
F
S . Note that for any F ∈ F ′1(S), CFS ≤ C − 1 and for any F ∈ F ′2(S),
CFS = C. In words, the set S is completed no later than time C − 1 for (1 − θ′) fraction
of configurations in F ′(S) and exactly at time C for θ′ fraction of configurations in F ′(S).
Hence we have that∑
F∈F(S)
CFS y
F
S =
∑
F∈F ′(S)
CFS θ
F
S =
∑
F∈F ′1(S)
CFS θ
F
S +
∑
F∈F ′2(S)
CFS θ
F
S
≤ (1− θ′)(C − 1) + θ′C = C − 1 + θ′ (7)
Now we focus on upper-bounding θ′. From the definition of CS and the fact that∑
e∈S xe(τ) ≤ 1 for any τ , we know that∫ C−1
τ=0
∑
e∈S
xe(τ) dτ =
∫ CS
τ=0
∑
e∈S
xe(τ) dτ −
∫ CS
τ=C−1
∑
e∈S
xe(τ) dτ
≥ κ(S)− (CS − (C − 1)) (8)
On the other hand, it follows that∫ C−1
τ=0
∑
e∈S
xe(τ) dτ =
C−1∑
t=1
∑
e∈S
xe,t [By the definition of xe,t ]
=
C−1∑
t=1
∑
e∈S
∑
F∈F ′(S)
yFS [From the decomposition of x into yFS ]
=
∑
F∈F ′1(S)
yFS
∑
e∈S
C−1∑
t=1
1[(e, t) ∈ F ] +
∑
F∈F ′2(S)
yFS
∑
e∈S
C−1∑
t=1
1[(e, t) ∈ F ]
=
∑
F∈F ′1(S)
θFS · κ(S) +
∑
F∈F ′2(S)
θFS · (κ(S)− 1)
= (1− θ′) · κ(S) + θ′ · (κ(S)− 1) = κ(S)− θ′ (9)
From (8) and (9), we have θ′ ≤ CS − (C − 1). By combining this with (7), we complete
the proof of Theorem 2. J
2.3 Solving the LP
The linear programming relaxation LPprimal has exponentially many variables. Hence, we
solve the dual LP and show there are only polynomially many non-zero variables in the
primal LP that achieve the optimal LP value. The dual LP is as follows.
max
∑
t∈[n]
αt +
∑
e∈[n]
βe+
∑
S∈S
γS (LPdual)
s.t. αt + βe −
∑
S:e∈S
δetS ≤ 0 ∀e, t (10)
γS +
∑
(e,t)∈F
δetS ≤ CFS ∀S ∈ S, F ∈ F(S) (11)
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c(t2, t) = |S| − κ(S)
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c(·, ·) = 1
vL−1
Figure 1 An illustration of the construction of the graph G, in which we want to find a maximum-
value flow.
To solve LPdual with the ellipsoid algorithm, we need a separation oracle for finding a
violated constraint (see [9]). Since constraints (10) are easy to verify (there are only n2 of
them), we focus on constraints (11). We need a polynomial time algorithm that given γS
and δetS-values, finds (if any) S ∈ S and F ∈ F(S) that violate constraints (11).
We model this problem as a classical minimum cost s-t flow problem. In this problem, we
are given a digraph G = (V,A), a capacity function c : A→ Q+, a cost function k : A→ Q
and the volume φ ∈ Q+. The goal is to send φ amount of flow from the source s to the sink t,
i.e. to find an s-t flow f of volume φ, subject to capacity constraints 0 ≤ f(e) ≤ c(e) for all
e ∈ A and the standard flow conservation constraints, minimizing the costs ∑e∈A f(e)k(e).
It is known that if the volume φ and capacities ce, e ∈ E are integral then we can test
in polynomial time if there is an s-t flow of volume φ. Moreover, if there is such a flow (i.e.
there is a feasible solution to the problem) then there is an integral minimum-cost s-t flow,
and it can be found in polynomial time (see Chapter 12 in [13]).
We now show how to reduce our separation problem for constraints (11) to the minimum
cost s-t flow problem. It will be convenient for us to consider an equivalent maximum cost s-t
flow problem where the goal is to maximize the value of the objective function
∑
e∈A f(e)k(e).
Fix a set S and an integer L ∈ [n]. We will try to find a violated constraint for the
constraints (11) corresponding to the set S and configurations F ∈ F(S) with CFS = L.
Create a directed complete bipartite graph GL = (U, V,A) where part U has vertex ue for
each e ∈ S, part V has vertex vi for each time slot i ∈ [n]. Arc a = (ue, vi) ∈ A has cost
k(e) = δeiS and capacity c(e) = 1. We augment GL as follows. We add a source vertex s and
connect it to all vertices in U . There are two “intermediate” sinks t1 and t2, both connected
to the “final” sink t. The vertices v1, v2, ..., vL−1 in V are connected to t1 and the vertices
vL+1, vL+2, ..., vn in V are connected to the other intermediate sink t2. The arcs a between
the source s and part U have cost k(a) = 0 and capacity c(a) = 1. Analogously, all arcs a
between part V and intermediate sinks t1 and t2 have cost k(a) = 0 and capacity c(a) = 1.
Arcs a′ = (t1, t) and a′′ = (t2, t) have capacities c(a′) = κ(S) − 1 and c(a′′) = |S| − κ(S)
respectively, and all of them have zero costs. The vertex vL is special and is directly connected
to t. The arc (vL, t) has a unit capacity and zero cost. The goal is to find the s-t flow of
volume φ = |S| of maximum cost. See Figure 1 for an illustration of this construction.
Note that any integral s-t flow f of value |S| in digraph GL corresponds to a valid
configuration F for volume S such that CFS = L, and vice versa. Hence, if the maximum-cost
s-t flow in GL has cost more than L− γS , the constraint (11) is violated for S and F ∈ F(S)
that corresponds to the flow. The converse also holds: if the maximum-cost s-t flow has cost
less than or equal to L− γS there is no configuration F ∈ F(S) with CFS = L that violates
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(Cut)
(Compress)
(Order)
(LP solution)
a b c d
Figure 2 In this example the schedule is stretched by a factor of two e.g. λ = 12 .
(11). With the help of this separation oracle and classical connection between separation and
optimization [9], we can solve LPdual in polynomial time.
Then we can optimally solve LPprimal by focusing only on yFS variables that correspond to
the constraints that were considered by the ellipsoid method in solving LPdual. A more formal
(and well-known) argument is that the LPdual with the subset of constraints considered by the
ellipsoid method is a relaxation of the original problem but it has the same optimal solution.
The dual of the relaxed problem is LPprimal restricted to the subset of corresponding variables
which by the strong duality theorem has the same optimal value.
2.4 Rounding procedure
Let xe,t and yFS be a basic optimal solution of the linear programming relaxation LPprimal.
In particular we know that there are at most 2n+m+ n2m non-zero variables (this is the
number of constraints (1)-(4)). Let CLPS denote the completion time of set S in the LP. That
is, CLPS =
∑
F∈F(S) C
F
S y
F
S . We create a schedule parameterized by λ ∈ (0, 1], where λ is
randomly drawn from (0, 1] according to the density function f(v) = 2v.
Create an arbitrary continuous schedule xe(t), e ∈ [n], t ∈ [0, n] from xe,t, e, t ∈ [n] such
that for any e, t ∈ [n], ∫ t
τ=t−1 xe(τ) dτ = xe,t. For example, this can be done by processing
each element e for the amount xe,t during the time step t in an arbitrary order between the
elements to obtain xe(t). For notational convenience, let σ denote the continuous schedule
xe(t). The new schedule σ(λ) is defined as follows. Stretch out the schedule σ by a factor
of 1λ . In other words, map every point τ in time onto τ/λ. For each element e define
τe ∈ [1, n/λ] to be the earliest point in time when the element has been processed for one
time unit (out of total 1/λ). Leave the machine idle whenever it processes the element e
after time τe. After repeating this procedure for all elements e ∈ [n], we shift the whole
schedule to the left to eliminate all idle times. The final schedule σ(λ) has total length n.
Let x(λ)e (t), e ∈ [n], t ∈ [0, n] be the resulting continuous schedule σ(λ). Note that similar
algorithms were used in scheduling before to design approximation algorithms for various
preemptive scheduling problems with total completion time objective [14, 12].
I Example 7. See Figure 2 for an illustration. Consider an instance with 4 elements
{a, b, c, d}, with the LP solution xa,1 = 2/3, xb,1 = 1/3, xc,2 = 1, xd,3 = 1/3, xb,3 = 1/3,
xa,3 = 1/3, xd,4 = 2/3, xb,4 = 1/3. Construct a continuous schedule by randomly ordering
the elements in each time step. For example in time step 3, three elements, a, b, d are
scheduled seamlessly, each for 1/3 time steps. Then stretch the whole schedule by a factor
two (λ = 1/2). cut out each element after being scheduled by a unit amount. Finally,
compress the schedule, by shifting everything to the left removing the idle times.
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Let CS(λ) denote the completion time of S in the new schedule σ(λ). Order all config-
urations F ∈ F(S) for yFS > 0 in non-decreasing order of CFS . Let F1, F2, ..., Fk be such an
ordering. Define C˜s(λ) =def CFjS where
∑j−1
i=1 y
Fi
S < λ and
∑j
i=1 y
Fi
S ≥ λ. Let 1[φ] be an
indicator function such that 1[φ] = 1 if and only if φ is true and zero otherwise.
I Lemma 8. For any S ∈ S and 0 < λ ≤ 1, CS(λ) ≤ 1λ · C˜S(λ).
Proof. To simplify the proof we assume that there exists j such that
∑
1≤l≤j y
Fl
S = λ.
Otherwise, let j be the lowest index such that
∑
1≤l≤j y
Fl
S > λ, then we define two copies F ′j
and F ′′j of configuration Fj , with y
F ′j
S = λ−
∑
1≤l≤j−1 y
Fl
S and y
F ′′j
S =
∑
1≤l≤j y
Fl
S − λ. Here
F ′j and F ′′j are the same configurations as Fj . Now,
∑
1≤l≤j−1(y
Fl
S ) + y
F ′j
S = λ.
We will show the following inequality:∫ C˜S(λ)/λ
τ=0
∑
e∈S
x(λ)e (τ) dτ ≥ κ(S) (12)
since it would imply that the completion time CS(λ) of the set S in the schedule σ(λ)
must be no later than C˜S(λ)/λ. Since for every e ∈ S we have
∫ C˜S(λ)/λ
τ=0 x
(λ)
e (τ) dτ ≥
min
{
1,
∫ C˜S(λ)
τ=0 xe(t)/λ dτ
}
≥ min
{
1,
∑
t≤bC˜S(λ)c xe,t/λ
}
, and C˜S(λ) is integral by definition
for any λ ∈ (0, 1], it is sufficient to show the inequality∑
e∈S
min
{
λ,
∑
t≤C˜S(λ)
xe,t
}
≥ λκ(S) (13)
to derive (12). We now derive the inequality (13).∑
e∈S
min
{
λ,
∑
t≤C˜S(λ)
xe,t
}
≥
∑
e∈S
min
{
λ,
j∑
l=1
yFlS · 1[(e, t) ∈ Fl for some t ≤ C˜(λ)]
}
=
∑
e∈S
j∑
l=1
yFlS · 1[(e, t) ∈ Fl for some t ≤ C˜(λ)]
=
j∑
l=1
yFlS
∑
e∈S
1[(e, t) ∈ Fl for some t ≤ C˜(λ)]
≥
j∑
l=1
yFlS κ(S) = λκ(S)
The first inequality follows from constraints (4). The first equality holds because
∑j
l=1 y
Fl
S = λ.
The last inequality holds because for any Fl, l ≤ j, CFlS ≤ C˜S(λ). J
The following lemma can be easily shown from the definition of C˜S(λ).
I Lemma 9. For any S ∈ S, ∫ 1
λ=0 C˜S(λ)dλ = C
LP
S .
Proof of Theorem 1. By Theorem 2, LPprimal is a valid relaxation, and we now show how to
round to obtain a 2-approximation (in expectation).
E[CS(λ)] =
∫ 1
λ=0
CS(λ) · 2λ dλ [By definition]
≤
∫ 1
λ=0
1
λ
· C˜S(λ) · 2λ dλ [By Lemma 8]
= 2
∫ 1
λ=0
C˜S(λ) dλ = 2CLPS [By Lemma 9]
J
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We shortly indicate how our approximation algorithm can be derandomized. The function
C˜S(λ) is a piecewise constant function, with at most a polynomial number of pieces since
there are at most polynomially many non-zero variables yFS for each S. This implies that
there are at most polynomially many “interesting” λ-values that we need to consider, among
which at least one that gives the desired approximation ratio.
3 Gap between Preemptive and Non-preemptive Schedules
In this section, we study the lower bound quality of the preemptive problem for the non-
preemptive problem. The goal is to show that there exists a small gap between the preemptive
and non-preemptive solutions (schedules) of Generalized Min Sum Set Cover. Note that if
we show a way to convert any given preemptive schedule into a non-preemptive one losing a
factor of η, it would immediately obtain a 2η-approximation algorithm for the non-preemptive
Generalized Min Sum Set Cover.
Our scheme for transforming a preemptive schedule into non-preemptive one is similar
to the one by Skutella and Williamson [15]. We obtain a better gap by utilizing several
additional tricks and starting from a preemptive schedule. Formally we prove the following
theorem, of which the proof is deferred to the full version of this paper.
I Theorem 10. Given a preemptive schedule with cost C, then there exists a non preemptive
schedule with expected cost at most 6.2C. Furthermore, this transformation can be done in
polynomial time.
Combining Theorem 1 and Theorem 10 we derive
I Theorem 11. There exists a polynomial time 12.4-approximation algorithm for Generalized
Min Sum Set Cover.
We have shown an upper bound on the gap of 6.2, and any gap lower than 2 would result
in an approximation factor strictly less than 4 for the non-preemptive problem, which is
impossible unless P=NP [8]. We believe that our gap is not tight. In fact, we make the
following bold conjecture:
I Conjecture 1. Given a preemptive schedule with cost C then there is a non-preemptive
schedule with cost at most 2C. Further, such a non-preemptive schedule can be found in
polynomial time.
It would be also interesting to show if the optimal gap between values of preemptive
and non-preemptive schedules depends on parameter ξ = minS{κ(S)/|S|}. For example, we
know if ξ = 1 then there is no advantage for preemptive schedules, i.e. η = 1 in this case.
4 Comparison of our LP and the previous one in [2, 15]
In this section we compare our configuration LP and the LP considered in [2, 15], which is
time-indexed and based on knapsack covering inequalities. We show that our configuration
LP (LPPrimal) is stronger for the non-preemptive problem than the LP (LPBGK) considered in
[2, 15]. We first provide an instance for which LPPrimal has an objective value strictly larger
than LPBGK. Secondly, we show that for any instance LPPrimal has an objective no smaller
than the objective of LPBGK. Together with the fact that both LPs are valid relaxations, we
establish that LPPrimal is stronger than LPBGK. We will include the proofs in the full version
of this paper.
STACS’12
476 Preemptive and Non-Preemptive Generalized Min Sum Set Cover
References
1 Yossi Azar, Iftah Gamzu, and Xiaoxin Yin. In STOC, pages 669–678, 2009.
2 Nikhil Bansal, Anupam Gupta, and Ravishankar Krishnaswamy. A constant factor approx-
imation algorithm for generalized min-sum set cover. In SODA, pages 1539–1545, 2010.
3 Nikhil Bansal and Subhash Khot. Optimal long code test with one free bit. In FOCS, pages
453–462, 2009.
4 Amotz Bar-Noy, Mihir Bellare, Magnús M. Halldórsson, Hadas Shachnai, and Tami Tamir.
On chromatic sums and distributed resource allocation. Inf. Comput., 140(2):183–202,
1998.
5 Amotz Bar-Noy, Magnús M. Halldórsson, and Guy Kortsarz. A matched approximation
bound for the sum of a greedy coloring. Inf. Process. Lett., 71(3):135–140, 1999.
6 S. Burer and R. Monteiro. A projected gradient algorithm for solving the maxcut sdp
relaxation. Optimization Methods and Software, 15:175–200, 2001.
7 Chandra Chekuri and Rajeev Motwani. Precedence constrained scheduling to minimize
sum of weighted completion times on a single machine. Discrete Applied Mathematics,
98(1-2):29–38, 1999.
8 Uriel Feige, László Lovász, and Prasad Tetali. Approximating min sum set cover. Algorith-
mica, 40(4):219–234, 2004.
9 Martin Grotschel, László Laszlo Lovász, and Alexander Schrijver. Geometric algorithms
and combinatorial optimization. Second edition. Algorithms and Combinatorics, 2. Springer-
Verlag, Berlin, 1993.
10 Leslie A. Hall, Andreas S. Schulz, David B. Shmoys, and Joel Wein. Scheduling to minimize
average completion time: Off-line and on-line approximation algorithms. Mathematics of
Operations Research, 22(3):513–544, 1997.
11 François Margot, Maurice Queyranne, and YaoguangWang. Decompositions, network flows,
and a precedence constrained single-machine scheduling problem. Operations Research,
51(6):981–992, 2003.
12 Maurice Queyranne and Maxim Sviridenko. A (2+ε)-approximation algorithm for the gener-
alized preemptive open shop problem with minsum objective. J. Algorithms, 45(2):202–212,
2002.
13 Alexander Schrijver. Combinatorial optimization: polyhedra and efficiency. Springer-Verlag,
Berlin, 2003.
14 Andreas Schulz and Martin Skutella. Random-based scheduling: new approximations and
lp lower bounds. In RANDOM, pages 119–133, 1997.
15 Martin Skutella and David P. Williamson. A note on the generalized min-sum set cover
problem. Operations Research Letters, To appear, 2011.
16 Gerhard J. Woeginger. On the approximability of average completion time scheduling under
precedence constraints. Discrete Applied Mathematics, 131(1):237–252, 2003.
Randomized Communication Complexity for
Linear Algebra Problems over Finite Fields ∗
Xiaoming Sun1 and Chengu Wang2
1 Institute of Computing Technology, Chinese Academy of Sciences
Beijing, China
sunxiaoming@ict.ac.cn
2 IIIS, Tsinghua University
Beijing, China
wangchengu@gmail.com
Abstract
Finding the singularity of a matrix is a basic problem in linear algebra. Chu and Schnitger [3]
first considered this problem in the communication complexity model, in which Alice holds the
first half of the matrix and Bob holds the other half. They proved that the deterministic com-
munication complexity is Ω(n2 log p) for an n×n matrix over the finite field Fp. Then, Clarkson
and Woodruff [4] introduced the singularity problem to the streaming model. They proposed
a randomized one pass streaming algorithm that uses O(k2 log n) space to decide if the rank
of a matrix is k, and proved an Ω(k2) lower bound for randomized one-way protocols in the
communication complexity model.
We prove that the randomized/quantum communication complexity of the singularity prob-
lem over Fp is Ω(n2 log p), which implies the same space lower bound for randomized streaming
algorithms, even for a constant number of passes. The proof uses the framework by Lee and
Shraibman [8], but we choose Fourier coefficients as the witness for the dual approximate norm
of the communication matrix. Moreover, we use Fourier analysis to show the same random-
ized/quantum lower bound when deciding if the determinant of a non-singular matrix is a or b
for non-zero a and b.
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1 Introduction
Communication complexity, introduced by Yao [16], is a powerful tool to solve a variety of
problems in areas as disparate as VLSI design, decision trees, data structures and circuit
complexity [7]. It is a game between two parties, Alice and Bob, with unlimited computing
power, that want to compute the value of a function f : X×Y 7→ {0, 1}, but Alice only knows
x ∈ X while Bob only knows y ∈ Y . The communication complexity is the minimal amount of
bits they transfer. We denote the randomized and quantum communication complexity which
succeeds with probability at least 1−  by R(f) and Q(f) (or Q∗ (f)) respectively, where
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R(f) is with private coin, Q(f) is without entanglement and Q∗ (f) is with entanglement.
The three functions have the following relationship: Q∗ (f) ≤ Q(f) ≤ O(R(f)) [6].
In the streaming model, the input is presented as a sequence and can be examined by
the algorithm in only a few passes (typically just one). We are interested in the size of
memory the algorithm uses. It can be proved by a reduction that the size of memory times
the number of passes can be bounded by the communication complexity if Alice holds the
first part of the stream and Bob holds the remaining.
We focus on linear algebra problems, because they are fundamental problems in mathem-
atics, and the matrix computation is used everywhere. Furthermore, the singularity problem
is the most basic problem, because it can be reduced to many linear algebra problems,
e.g. to determine whether linear equations have a solution, to compute the diagonal of the
LU decomposition or QR decomposition and to determine whether two subspaces intersect.
Formally speaking, for an n × n matrix x whose entries are in the the finite field Fp, the
singularity problem is to decide whether x is singular over Fp, and the determinant problem
is to compute the determinant of x over Fp for non-singular x. In the streaming model, the
input x comes row by row sequentially, while in the communication complexity model, Alice
holds the first n/2 rows, and Bob holds the remaining n/2 rows.
These problems have a trivial deterministic algorithm that uses O(n2 log p) spaces in one
pass or the same number of communications in one-way. Chu and Schnitger [3] proved an
Ω(n2 log p) communication complexity for deterministic protocols of the singularity problem.
Luo and Tsitsiklis [9] proved that a deterministic protocol must transfer Ω(n2) real numbers
for the matrix inversion problem. Clarkson and Woodruff [4] proposed a randomized one
pass streaming algorithm that uses O(k2 log n) space to decide if the rank of a matrix is k,
and proved an Ω(k2) lower bound for randomized one-way protocol in the communication
complexity model by reducing from the index function, which implies an Ω(n2) space lower
bound in the streaming model with one pass. Deciding the disjointness of two n/2 dimensional
subspaces is actually the singularity problem. Miltersen et al. [10] showed a tight lower bound
when deciding whether a vector is in a subspace of Fn2 in the one-sided error randomized
asymmetric communication complexity model, by using the Richness Lemma.
In the communication model, there is another way to distribute the input: Alice and Bob
each holds an n× n matrix x and y, respectively, and they want to compute the singularity
or determinant of x+ y. The two ways are equivalent up to a constant factor, because
det(x+ y) = det
(
x+ y 0n×n
y In×n
)
= det
(
x −In×n
y In×n
)
.
This way is more beautiful and symmetric. When p = 2, f(x + y) = f(x ⊕ y) is a
important block-composed function with good properties and attracted lots of attentions
recently [11, 18, 14, 17]. Here, we formally define the problems in this way.
I Problem 1 (Singularity). Alice and Bob hold two n × n matrices x and y over Fp,
separately. They want to determine whether x+ y is singular over Fp.
I Problem 2 (Deta,b). Alice and Bob hold two n× n matrices x and y over Fp, separately.
For a, b ∈ Fp \{0}, we promise that detp(x+y) is either a or b, where detp is the determinant
over Fp. They want to compute detp(x+ y).
1.1 Our Results
I Theorem 3. The randomized/quantum communication complexity of Singularity is
Ω(n2 log p).
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We prove it using the duality of the approximate norm [8]. We compute all the Fourier
coefficients of the singularity function and use them as a witness in the Duality Theorem.
This result implies the same lower bound when deciding if two subspaces of Fnp intersect.
Also, it implies that Ω(k2) communication is required to decide if the rank of x+ y is k, by
padding n2 − k2 zeros, which improves the determinant result in [4].
I Theorem 4. The randomized/quantum communication complexity of Deta,b is Ω(n2 log p),
for all non-zero a and b.
For this problem, we prove a small spectral norm of the matrix representing the problem,
by decomposing the matrix onto Fourier basis which has good properties.
All these results imply the same space lower bound for randomized streaming algorithms,
even if the algorithm reads the stream a constant number of passes.
1.2 Outline
In Section 2, we define the basic notations. We prove Theorem 3 in Section 3 and Theorem 4
in Section 4. Finally, we discuss the open problem in Section 5.
2 Preliminaries
For prime p, Fp is a finite field. For a function f : FNp 7→ R, the Fourier coefficient of f is
fˆ(s) = 1
pN
∑
x∈FNp
ω−〈s,x〉f(x),
where ω = e2pii/p. The inverse transform is
f(x) =
∑
s∈FNp
ω〈s,x〉fˆ(s).
The Kronecker delta, denoted by δi,j , is 1 if i = j and 0 otherwise.
I Fact 5. The number of n×n matrices of rank r over Fp is pr(r−1)/2
(
n
r
)
p
∏n
k=n−r+1(pk−1).
Especially, the number of non-singular n× n matrices over Fp is
∏n−1
k=0(pn − pk).
In this paper, we don’t distinguish vectors (matrices) from discrete unary (bivariate)
functions. For example, for vector v, v(x) means the x-th element of v, and for matrix A,
A(x, y) means the entry at x-th row and y-th column.
For a vector x, we define the `1-norm ‖x‖1 =
∑
i |xi|, and the `∞-norm ‖x‖∞ = maxi |xi|.
For a matrix A, we also define the `1-norm ‖A‖1 =
∑
i,j |xi,j |, and the `∞-norm ‖A‖∞ =
maxi,j |Ai,j |. Let σ = (σ1, · · · , σrank(A)) be the vector of nonzero singular values of A. The
trace norm of A is ‖A‖tr = ‖σ‖1. The spectral norm is ‖A‖ = ‖σ‖∞, which is also the square
root of the largest eigenvalue of the positive-semidefinite matrix A†A [5], where A† is the
conjugate transpose of A.
3 Lower Bound for Singularity Problem
We first introduce the approximate rank and norm. Then, for XOR composed function
g(x⊕ y), the trace norm is equal to the `1 norm of the Fourier coefficients. This property
still holds for approximate norm and for g(x+ y) in Fp. After that, we present the Duality
Theorem, which converts the definition of the approximate norm from min to max. Finally,
we compute Fourier coefficients of the singularity function, and choose it as the witness.
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3.1 Approximation Norms
The matrix rank and matrix norm can give a lower bound for deterministic communica-
tion complexity. Similarly, the approximate rank and norm can prove a lower bound for
randomized/quantum protocols.
For α ≥ 1 and a sign matrix A, we define the approximate trace norm by
‖A‖αtr = min
B:1≤Ai,jBi,j≤α
‖B‖tr,
and the approximate rank by
rankα(A) = min
B:1≤Ai,jBi,j≤α
rank(B).
For α ≥ 1 and a sign vector x, we define the approximate Fourier `1-norm by
‖xˆ‖α1 = min
y:1≤xiyi≤α
‖yˆ‖1.
I Theorem 6. [2] Let A be a sign matrix and 0 <  < 1/2, and α = 1/(1 − 2), then
Q(A) ≥ 12 log rankα(A).
Because the approximate rank can be bounded by the approximate trace norm [8]:
rankα(A) ≥ (‖A‖
α
tr)2
α2 · size(A) ,
the approximate trace norm can give a lower bound for the communication complexity. This
result can also be found in [12].
I Lemma 7. Let g : FNp 7→ {−1, 1} be a sign function, and f = g◦+⊗N , i.e. f(x, y) = g(x+y).
Let A be the sign matrix representing f . Then, ‖A‖αtr ≥ ‖gˆ‖α1 · pN .
The p = 2 case of Lemma 7 can be found in [8, Theorem 85]. It can be easily generalized to
Fp with little changes. As a result, we omit this proof.
Combining them together, the randomized/quantum communication complexity can be
bounded by the ‖ˆ·‖α1 norm.
I Corollary 8. For g : FNp 7→ {−1, 1} and f = g ◦ +⊗N , Q(f) ≥ log ‖gˆ‖α1 − 2α, where
α = 1/(1− 2).
3.2 Duality
The definition of the approximate Fourier `1 norm begins with miny. In such a definition,
we have to check every y if we want to prove a lower bound. However, the Duality Theorem
converts miny to maxy. As a result, a particular y, called the witness, is enough to prove a
lower bound.
I Definition 9. For a general norm ‖ · ‖ on RN , the dual norm on RN , denoted by ‖ · ‖∗, is
defined by
‖x‖∗ = max
y∈RN :‖y‖≤1
〈x, y〉.
I Theorem 10 (Duality Theorem). [8, Theorem 64] For a general norm ‖ · ‖ on RN ,
‖x‖α = max
y:‖y‖∗≤1
1 + α
2 〈x, y〉+
1− α
2 ‖y‖1.
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3.3 Choosing Fourier Coefficients as Witness
It is difficult to find a useful witness. The first choice that comes to mind is to choose h = g,
which can be used to prove the inner product problem. The discrepancy method is the
special case of taking h = µ ◦ g for a distribution µ [8]. Here we propose a new choice: taking
h = gˆ. Now we calculate gˆ first.
We define a sign function g : Fn×np 7→ {−1, 1}, where g(x) = −1 if x is full rank over Fp
and g(x) = 1 otherwise. Then, we define f(x, y) = g(x+ y). In such a definition, f is the
function representing the Singularity problem.
We change the value of g from {−1, 1} to {0, 1}, by defining g01 = (1− g)/2. In other
words, g01(x) = 1 if x is full rank, and g01(x) = 0 otherwise.
ĝ01 has a good property that a same rank results in a same value.
I Lemma 11. For s, t ∈ Fn×np , ĝ01(s) = ĝ01(t) if rankp(s) = rankp(t), where rankp is the
matrix rank over Fp.
Proof. Because rankp(s) = rankp(t), there are full rank matrices u and v, such that s = vtu.
Since vT and uT are full rank, y = vTxuT is a bijection between matrices x and y.
ĝ01(s) =
∑
x ω
−tr(sTx)g01(x)
pn2
=
∑
x ω
−tr(tTvTxuT)g01(x)
pn2
=
∑
y ω
−tr(tTy)g01(y)
pn2
= ĝ01(t)
J
I Lemma 12. Let r = rankp(s), then
ĝ01(s) = (−1)rp−n(n+1)/2
n−r∏
k=1
(pk − 1).
Proof. By Lemma 11, we only need to choose one s for each rank to prove it. For rank r,
we choose s = diag(1, · · · , 1, 0, · · · , 0), which is a diagonal matrix with r 1’s in the diagonal.
We start from the most simple case of rankp(s) = 0, i.e. s is an all-zero matrix.
pn
2 · ĝ01(s) =
∑
x
ω−〈0,x〉g01(x) =
∑
x
g01(x) = # of full rank matrices =
n−1∏
k=0
(pn − pk)
Then, we consider rank-1 matrix s = diag(1, 0, 0, · · · , 0), which is a matrix with all zero
entries except for the top left one.
For k = 0, 1, · · · , n− 1, we denote the k-th row of matrix x by x(k, ·), and the submatrix
from the k-th row to the last row by x(k–, ·).
pn
2 · ĝ01(s) =
∑
x(0,·)
∑
x(1–,·)
ω−〈s,x〉g01(x) =
∑
x(0,·)
ω−x(0,0)
∑
x(1–,·)
g01(x)
∑
x(1–,·) g01(x) is the number of the full rank matrices given the first row. It is
∏n−1
k=1(pn−pk)
if the first row is non-zero, and 0 if the first row is zero. Except for the case that the first row
is zero, they are all canceled out because
∑
x(0,0) ω
−x(0,0) = 0. Thus, the remaining is the
minus value of the case that the first row is non-zero, i.e. pn2 · ĝ01(s) = −
∏n−1
k=1(pn − pk).
In general, for the rank-r matrix s = diag(1, · · · , 1, 0, · · · , 0) with r 1’s in the diagonal,
pn
2 · ĝ01(s) =
∑
x(0,·)
ω−x(0,0)
∑
x(1,·)
ω−x(1,1) · · ·
∑
x(r−1,·)
ω−x(r−1,r−1)
∑
x(r–,·)
g01(x).
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∑
x(r–,·) g01(x) is the number of full rank matrices given the first r rows. It is
∏n−1
k=r (pn − pk)
if the first r rows is linear independent, and 0 otherwise.
We define ζ as follows: ζ(x, k) = 0 if the first k rows of x are linear dependent and
ζ(x, k) = 1 otherwise. Now we have
pn
2 · ĝ01(s) =
∑
x(0,·)
ω−x(0,0)
∑
x(1,·)
ω−x(1,1) · · ·
∑
x(r−1,·)
ω−x(r−1,r−1)ζ(x, r)
n−1∏
k=r
(pn − pk)
Then we slightly change ζ to ζ¯: ζ¯(x, k) = 0 if the first k − 1 rows of x are linear independent
but the first k rows are linear dependent, and ζ¯(x, k) = 1 otherwise. It is clear that
ζ(x, r) =
∏r
k=1 ζ¯(x, k), which gives
pn
2 ·ĝ01(s) =
∑
x(0,·)
ω−x(0,0)ζ¯(x, 1)
∑
x(1,·)
ω−x(1,1)ζ¯(x, 2) · · ·
∑
x(r−1,·)
ω−x(r−1,r−1)ζ¯(x, r)
n−1∏
k=r
(pn−pk).
Since
∑
x(k,·) ω
−x(k,k) = 0, we have∑
x(k,·)
ω−x(k,k)ζ¯(x, k + 1) =
∑
x(k,·):ζ¯(x,k+1)=1
ω−x(k,k) = −
∑
x(k,·):ζ¯(x,k+1)=0
ω−x(k,k).
x(k, ·) goes over the linear combinations of the first k rows. At the same time, x(k, k) goes over
the linear combinations of x(0, k), x(1, k), · · · , x(k − 1, k). If x(0, k), x(1, k), · · · , x(k − 1, k)
are not all zero, x(k, k) is balanced, so −∑ω−x(k,k) = 0. If x(0, k), x(1, k), · · · , x(k − 1, k)
are all zero, x(k, k) = 0, so −∑ω−x(k,k) = −pk.
Consequently, we have
pn
2 · ĝ01(s) = (−1)(−p)(−p2) · · · (−pr−1)
n−1∏
k=r
(pn − pk) = (−1)rp−n(n+1)/2
n−r∏
k=1
(pk − 1).
J
I Lemma 13. ‖gˆ(s)‖1 < 1 + 6 · p−n
∏n
k=1(pk − 1)
Proof.
‖gˆ(s)‖1 ≤ 1 + 2‖ĝ01(s)‖1
= 1 + 2
n∑
r=0
∑
s:rankp(s)=r
|ĝ01(s)|
= 1 + 2
n∑
r=0
pr(r−1)/2
(
n
r
)
p
n∏
k=n−r+1
(pk − 1) · p−n(n+1)/2
n−r∏
k=1
(pk − 1)
= 1 + 2p−n(n+1)/2
n∏
k=1
(pk − 1)
n∑
r=0
pr(r−1)/2
(
n
r
)
p
= 1 + 2p−n(n+1)/2
n∏
k=1
(pk − 1)
n−1∏
k=0
(1 + pk)
= 1 + 2p−n
n∏
k=1
(pk − 1)
n−1∏
k=0
1 + pk
pk
< 1 + 2p−n
n∏
k=1
(pk − 1) · 3
J
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Now we can prove that the approximate Fourier `1-norm of g is large.
I Lemma 14.
‖gˆ‖3/21 = pΩ(n
2)
Proof. In the proof of Lemma 7, we know ‖hˆ‖∗1 = pn
2‖hˆ‖∞. We rewrite Theorem 10:
‖gˆ‖α1 = max
h:pn2‖hˆ‖∞≤1
1 + α
2 〈g, h〉+
1− α
2 ‖h‖1.
We choose h = (−1)n+1ĝ01. So, hˆ = (−1)n+1g01/pn2 , and ‖hˆ‖∞ = 1/pn2 .
〈g01, h〉 = 〈g01, (−1)n+1ĝ01〉
= (−1)n+1
∑
s
g01(s)ĝ01(s)
= (−1)n+1
∑
s:rankp(s)=n
ĝ01(s)
= (−1)n+1
n−1∏
k=0
(pn − pk) · (−1)np−n(n+1)/2
= −p−n
n∏
k=1
(pk − 1)
〈g, h〉 = −2〈g01, h〉+
∑
x
h(x) = −2 · −p−n
n∏
k=1
(pk − 1) + 0 = 2p−n
n∏
k=1
(pk − 1)
‖gˆ‖3/21 ≥
1 + 3/2
2 〈g, h〉+
1− 3/2
2 ‖h‖1
≥ 54 · 2p
−n
n∏
k=1
(pk − 1)− 14
(
6p−n
n∏
k=1
(pk − 1) + 1
)
= p−n
n∏
k=1
(pk − 1)− 14
≥ p−n
n∏
k=1
pk−1 − 14
= pn(n−3)/2 − 14
J
I Theorem 15 (Theorem 3 Restated). The randomized/quantum communication complexity
of the Singularity problem is Ω(n2 log p).
Proof. By Corollary 8, Q1/6(f) ≥ log ‖gˆ‖3/21 − 3 = Ω(n2 log p). R1/6(f) = Ω(Q1/6(f)). J
4 Lower Bound for Determinant of Non-singular Matrix
We use a small spectral norm of the matrix representing the Deta,b problem to prove the
communication complexity lower bound. To prove the lower bound of spectral norm, we
decompose the matrix onto Fourier basis, because the Fourier basis has good properties and
a small spectral norm.
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4.1 Spectral Norm Method
In the previous section, a large trace norm implies a large communication complexity lower
bound. However, here we use a small spectral norm to prove a large communication complexity
lower bound.
The spectral norm method is based on the discrepancy method, which can derive the com-
munication complexity lower bound by giving an upper bound for a value called discrepancy
defined below.
I Definition 16 (Discrepancy). Let f : FNp × FNp 7→ {0, 1} be a function, S × T be a
rectangle, and µ be a probability distribution on FNp × FNp . Denote discµ(S × T, f) =
|∑(x,y)∈S×T µ(x, y)(−1)f(x,y)|, and discµ(f) = maxS,T⊆FNp discµ(S × T, f).
The discrepancy is widely used in proving communication complexity lower bound [1, 15, 7],
with many applications. It was also used to prove the quantum lower bound [6, 13], and
could be phrased in the following theorem.
I Theorem 17. [6] For any function f and any distribution µ, we have
Q∗ (f) = Ω
(
log 1− 2discµ(f)
)
.
Furthermore, the discrepancy can be bounded by the spectral norm.
I Theorem 18. [7, Example 3.29] Let f : FNp ×FNp 7→ {0, 1,⊥} be a partial Boolean function.
We define the corresponding partial sign matrix F by its entries
F (x, y) =

1 if f(x, y) = 0,
−1 if f(x, y) = 1,
0 otherwise.
For the uniform distribution µ on the defined inputs of f , we have discµ(f) ≤ pN · ‖F‖/‖F‖1.
4.2 Fourier Basis Matrix
For the determinant problem, it is difficult to compute ‖F‖ directly. We will decompose F
into Fourier basis: F =
∑
k λkHk. The spectral norm of the Fourier basis Hk is easier to
compute. At last, we will use the triangle inequality to bound ‖F‖.
I Definition 19 (Discrete logarithm). F∗p = Fp \ {0} is a cyclic multiplicative group, in which
2 is a primitive element (the generator for the multiplicative group). For a ∈ F∗p, we say
k = log2 a if 2k = a.
Let η = e2pii/(p−1). For k = 0, 1, · · · , p− 2 and a ∈ Fp, we define a family of τ as below.
τk(a) =
{
0 if a = 0,
ηk log2 a otherwise.
I Lemma 20. For a, b ∈ Fp,
1. τk(a)τk(b) = τk(ab);
2.
∑p−1
a=0 τk(a) = 0, if k 6= 0;
3. τk(a)τk(a)∗τk(a) = τk(a).
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Proof. 1. If a = 0 or b = 0, both sides are 0. If a 6= 0 and b 6= 0, τk(a)τk(b) =
ηk log2 aηk log2 b = ηk log2(ab) = τk(ab).
2.
p−1∑
a=0
τk(a) =
p−1∑
a=1
τk(a) =
p−1∑
a=1
ηk log2 a =
p−2∑
l=0
ηkl = 0
3. If a = 0, both sides are 0. If a 6= 0, τk(a)∗τk(a) = |τk(a)|2 = 1. J
Then, we define a family of hk. For x ∈ Fn×np , we define hk(x) = τk(detp(x)).
I Lemma 21. For x, y ∈ Fn×np ,
1. hk(x)hk(y) = hk(xy);
2. hk(x)hk(x)∗hk(x) = hk(x).
Proof.
1. hk(x)hk(y) = τk(detp(x))τk(detp(y)) = τk(detp(x)detp(y)) = τk(detp(xy)) = hk(xy);
2. hk(x)hk(x)∗hk(x) = τk(detp(x))τk(detp(x))∗τk(detp(x)) = τk(detp(x)) = hk(x). J
I Lemma 22. For t ∈ Fn×np , hˆk(t) = 0 if the first row of t is all-zero and k 6= 0.
Proof.
hˆk(t) =
∑
x
h(x)ω〈x,t〉 =
∑
x(1–,·)
ω〈x(1–,·),t(1–,·)〉
∑
x(0,·)
h(x)
If x(1–, ·) is fixed and x(0, ·) goes over Fnp , detp(x) is balanced on all non-zero values. Thus,∑
x(0,·) h(x) = 0. J
I Lemma 23. For w, t ∈ Fn×np , if det(w) 6= 0, then hˆk(wt) = hk(w)∗hˆk(t).
Proof.
hˆk(wt) = hk(w)∗hk(w)hˆk(wt)
= hk(w)∗hk(w)
1
pn2
∑
x
hk(x)ω−〈x,wt〉
= hk(w)∗hk(wT)
1
pn2
∑
x
hk(x)ω−〈w
Tx,t〉
= hk(w)∗
1
pn2
∑
x
hk(wTx)ω−〈w
Tx,t〉
= hk(w)∗hˆk(t)
J
I Lemma 24. For t ∈ Fn×np , if det(t) = 0 and k 6= 0, then hˆk(t) = 0.
Proof. Because t is singular, we can find an invertible matrix w such that the first row of
wt is all zero. By Lemma 22 and Lemma 23, hˆk(t) = hˆk(wt)/hk(w)∗ = 0/hk(w)∗ = 0. J
I Lemma 25. For k 6= 0 and t ∈ Fn×np , hˆk(t) = hˆk(I)hk(t)∗, where I is the identity matrix
of size n× n.
Proof. If det(t) = 0, hˆk(t) = 0 = hˆk(I) · 0 = hˆk(I)hk(t)∗.
If det(t) 6= 0, hˆk(t) = hˆk(t · I) = hk(t)∗hˆk(I). J
I Lemma 26. For k 6= 0, hˆk(I)∗hˆk(I) = p−n2 .
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Proof.
〈hˆk, hˆk〉 =
∑
x
hˆk(x)∗hˆk(x)
=
∑
x
(
hˆk(I)hk(x)
)∗ (
hˆk(I)hk(x)
)
= hˆk(I)∗hˆk(I)
∑
x
hk(x)∗hk(x)
= hˆk(I)∗hˆk(I)〈hk, hk〉
= hˆk(I)∗hˆk(I) · pn2〈hˆk, hˆk〉
Therefore, hˆk(I)∗hˆk(I) = p−n
2 . J
At last, we define a family of matrix Hk. For x, y ∈ Fn×np , we define Hk(x, y) = hk(x+ y).
I Lemma 27. For k 6= 0, HkH†kHk = pn
2 ·Hk.
Proof. For w, x, y, z, r, s, t ∈ Fn×np ,
(HkH†kHk)(w, z)
=
∑
x
∑
y
Hk(w, x)Hk(y, x)∗Hk(y, z)
=
∑
x
∑
y
hk(w + x)hk(x+ y)∗hk(y + z)
=
∑
x
∑
y
(∑
r
hˆk(r)ω〈r,w+x〉
)(∑
s
hˆk(s)ω〈s,x+y〉
)∗(∑
t
hˆk(t)ω〈t,y+z〉
)
=
∑
r
∑
s
∑
t
hˆk(r)hˆk(s)∗hˆk(t)ω〈r,w〉
(∑
x
ω〈r−s,x〉
)(∑
y
ω〈−s+t,y〉
)
ω〈t,z〉
=
∑
r
∑
s
∑
t
hˆk(r)hˆk(s)∗hˆk(t)ω〈r,w〉
(
pn
2
δr,s
)(
pn
2
δs,t
)
ω〈t,z〉
= p2n
2∑
r
hˆk(r)hˆk(r)∗hˆk(r)ω〈r,w〉ω〈r,z〉
= p2n
2∑
r
(hˆk(I)hk(r)∗)(hˆk(I)∗hk(r))(hˆk(I)hk(r)∗)ω〈r,w+z〉
= p2n
2∑
r
hˆk(I)hˆk(I)∗hˆk(I)hk(r)∗hk(r)hk(r)∗ω〈r,w+z〉
= p2n
2∑
r
p−n
2
hˆk(I)hk(r)∗ω〈r,w+z〉
= pn
2∑
r
hˆk(r)ω〈r,w+z〉
= pn
2
hk(w + z)
= pn
2
Hk(w, z)
J
I Lemma 28. For k 6= 0,
‖Hk‖ = pn2/2.
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Proof. We denote the largest eigenvalue of a semi-definite matrix A by max eval(A). Thus,
‖A‖ =
√
max eval(A†A).
‖HkH†kHk‖ =
√
max eval((HkH†kHk)† ·HkH†kHk)
=
√
max eval((H†kHk)3)
=
(√
max eval(H†kHk)
)3
= ‖Hk‖3
Comparing to Lemma 27, we have ‖Hk‖3 = pn2‖Hk‖. Therefore, ‖Hk‖ = pn2/2. J
4.3 Lower Bound for Det
For Deta,b, f(x, y) is 0 if detp(x+ y) = a, 1 if detp(x+ y) = b and undefined for other cases.
We define the corresponding partial sign matrix F as below.
F (x, y) =

1 if detp(x+ y) = a,
−1 if detp(x+ y) = b,
0 otherwise.
I Lemma 29. ‖F‖1 = Ω(p2n2−1).
Proof. In the uniform distribution, Prx∈Fn×np [detp(x) 6= 0] =
∏n
k=1(1− p−k) > φ(p−1) > 0,
where φ is the Euler function. This means that the density of the non-singular matrix is greater
than a constant. Furthermore, the determinant is balanced on all non-zero values. Thus,
Prx∈Fn×np [detp(x) = a or b] >
2
p−1φ(p−1). Finally, ‖F‖1 ≥ 2p−1φ(p−1)·p2n
2 = Ω(p2n2−1). J
I Lemma 30. ‖F‖ ≤ 2pn2/2.
Proof. It is easy to check that we can decompose F to the Fourier basis matrices:
F = 1
p
·
p−2∑
k=1
(
η−k log2 a − η−k log2 b)Hk
. Then, we use the triangle inequality of matrix norm to bound the norm of F :
‖F‖ ≤ 1
p
·
p−2∑
k=1
∣∣η−k log2 a − η−k log2 b∣∣ ‖Hk‖ ≤ 1
p
· (p− 2) · 2 · pn2/2 < 2pn2/2.
J
I Theorem 31 (Theorem 4 Restated). The randomized/quantum communication complexity
of Deta,b is Ω(n2 log p).
Proof.
discµ(f) ≤ pn2 ‖F‖‖F‖1 ≤ p
n2 · 2p
n2/2
Ω(p2n2−1) = O(p
−n2/2+1)
R1/3(f) = Ω(Q∗1/3(f)), Q∗1/3(f) = Ω
(
log 1discµ(f)
)
= Ω(n2 log p).
J
STACS’12
488 Randomized Communication Complexity for Lin. Alg. Problems over Finite Fields
5 Open Problems
One open problem is to distinguish between detp(x) = 0 and detp(x) = a. We guess it has an
Ω(n2 log p) lower bound even for quantum protocols. The proof could be similar to Section 3.
The other one is to compute the (i, j)-th element of the inverse of matrix x. We conjecture
the quantum communication Ω(n2 log p) as well. Actually, this problem is as hard as solving
linear equations.
We discuss all these problems over Fp, but we think they are still hard over integers.
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Abstract
This paper considers the logic FOcard, i.e., first-order logic with cardinality predicates that can
specify the size of a structure modulo some number. We study the expressive power of FOcard
on the class of languages of ranked, finite, labelled trees with successor relations.
Our first main result characterises the class of FOcard-definable tree languages in terms of
algebraic closure properties of the tree languages. As it can be effectively checked whether
the language of a given tree automaton satisfies these closure properties, we obtain a decidable
characterisation of the class of regular tree languages definable in FOcard.
Our second main result considers first-order logic with unary relations, successor relations,
and two additional designated symbols < and + that must be interpreted as a linear order and
its associated addition. Such a formula is called addition-invariant if, for each fixed interpret-
ation of the unary relations and successor relations, its result is independent of the particular
interpretation of < and +. We show that the FOcard-definable tree languages are exactly the
regular tree languages definable in addition-invariant first-order logic.
Our proof techniques involve tools from algebraic automata theory, reasoning with locality
arguments, and the use of logical interpretations. We combine and extend methods developed
by Benedikt and Segoufin (ACM ToCL, 2009) and Schweikardt and Segoufin (LICS, 2010).
1998 ACM Subject Classification F.4.1 Mathematical Logic, F.4.3 Formal Languages
Keywords and phrases regular tree languages, algebraic closure properties, decidable character-
isations, addition-invariant first-order logic, logical interpretations
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.489
1 Introduction
The search for decidable characterisations of certain classes of languages has a long tradition
in logic and automata theory. For the case of word languages definable by first-order logic
FO and extensions thereof, the situation is quite well-understood by now. For example, the
languages definable by FO over linearly ordered word structures are exactly the aperiodic
languages [10], and the languages definable by FO on word structures with successor relation
(but without order) are precisely the aperiodic languages closed under idempotent-guarded
swaps [1]. Similar results are known for extensions of FO such as, e.g., the logics FOmod
and FOcard that enrich FO by quantifiers that count modulo some integer, respectively,
by predicates that specify the size of the word modulo some integer [11, 9]. All these
characterisations lead to effective procedures for deciding whether a given regular language
is definable by the respective logic. We refer to [11] for a detailed overview.
Transferring such characterisations from word languages to tree languages is usually quite a
challenge. In particular, it is a longstanding open problem to find a decidable characterisation
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of the regular tree languages definable by FO on tree structures with prefix-order (i.e., the
transitive closure of the parent-child relation). For trees with successor relations (and without
prefix-order), according results for FO and FOmod have been achieved in [2], using a new
notion of closure under guarded swaps.
The present paper transfers techniques of [2] from FO to FOcard, generalising results of
[9] from word languages to tree languages. We consider languages of ranked, finite, labelled
trees with successor relations (and without prefix-order) definable in FOcard. Our first main
result identifies a new property of tree languages called closure under transfer and shows
that the FOcard-definable tree languages coincide with the regular tree languages that are
closed under transfer and under guarded swaps. This leads to a decidable characterisation of
the FOcard-definable regular tree languages.
Our second main result considers first-order logic with unary relations, successor relations,
and two additional designated symbols < and + that must be interpreted as a linear order
and its associated addition. Such a formula is called addition-invariant if, for each fixed
interpretation of the unary relations and successor relations, its result is independent of the
particular interpretation of < and +. For some background on addition-invariant first-order
logic we refer to [7, 9]. The present paper’s second main result shows that the FOcard-
definable tree languages are exactly the regular tree languages definable in addition-invariant
first-order logic. Our proof techniques involve tools from algebraic automata theory [11, 2],
reasoning with locality arguments [7, 6], and the use of logical interpretations (cf., e.g., [7, 5]).
In particular, we combine and extend methods developed in [2, 9].
Structure of the paper. We start by fixing the necessary notations in section 2. In section 3,
we state and prove our algebraic characterisation of the FOcard-definable tree languages.
Section 4 shows that it can be effectively decided whether a given regular tree language
has the closure properties associated with FOcard-definability. In section 5, we consider
addition-invariant FO and show that the FOcard-definable tree languages are exactly the
regular tree languages definable in addition-invariant FO.
Due to space limitations, many technical details of our proofs are deferred to the full
version of this paper, available at the authors’ websites.
2 Preliminaries
We write N for the set of natural numbers starting with 0, and N≥1 for N \ {0}. The notation
[n,m] is used for the closed interval of natural numbers between n and m. We use the
abbreviations [n] := [0, n], (n] := [1, n] and [n) := [0, n − 1]. By x MOD m we denote the
non-negative remainder when dividing x by m.
We consider tree languages of finite trees that are labelled with symbols of a finite alphabet
Σ (fixed for the course of the paper). We assume that each node has at most two children,
called left child and right child, respectively. This is done for the ease of exposition; all our
results easily generalise to arbitrary ranked finite labelled trees. Words are identified with
trees where every node has at most one child. We write C (resp. E) for the transitive (resp.
reflexive-transitive) closure of the parent-child relation. On each tree, there exists a canonical
linear order of the nodes of the tree according to the order in which they are visited by a
breadth-first-traversal, where the left child of a node is visited before the right child. We
refer to this ordering as the bf-order of a tree. The size of a tree t, denoted |t|, is the number
of nodes of t.
A tree is identified with a logical structure, whose universe consists of all nodes of the
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tree. For each a ∈ Σ, it contains unary relations Pa for the set of nodes with label a, and
binary relations S1 resp. S2 for the left resp. right child relation. The set of all formulae of
first-order logic with these relation symbols is denoted by FO.
We now introduce some basic concepts that will be used throughout this article to talk
about the shape of trees. Let t be a tree. For a node v of t, we denote the subtree rooted
at v by t|v. The k-spill of v in t, denoted by tk|v, is the restriction of t|v to all vertices with
distance at most k from v. The equivalence class of tk|v under isomorphism is called the k-type
of v in t. We say that v realises its k-type in t. Two nodes (in, potentially, distinct trees) are
k-similar, if they realise the same k-type. Two trees are k-similar if their roots are k-similar.
For each k-type τ , |t|τ is the number of nodes of t that realise τ . If |t|τ > 0, then τ occurs
in t. For a tree s, we write s≤k t if |s|τ ≤ |t|τ holds for all k-types τ . We use s=k t and
s<k t analogously. These notations are extended to finite sequences (ti)i∈(n] of trees by the
definition |(ti)i∈(n]|τ = |t1|τ + · · ·+ |tn|τ .
An n-context C, for n ∈ N≥1, is a tree with distinguished leaves h1, . . . , hn, called holes.
If n = 1, C is plainly called a context. The inner tree of C is the tree obtained from C by
removing its holes. The size |C| of C is the size of its inner tree. By replacing a hole hi of
C by a tree t (resp. context) one obtains an (n− 1)-context (resp. n-context). Given trees
t1, . . . , tn, let C[t1, . . . , tn] be the tree obtained from C by replacing the hole hi by ti, for all
i ∈ (n]. For a context C and a tree t, Ct := C · t := C[t] is the concatenation of C with t.
We mostly use contexts as means to decompose given trees. For a tree t with a node u and
nodes v1, . . . , vn below u, let t[u, v1, . . . , vn) be the n-context obtained from t|u by removing
all nodes strictly below v1, . . . , vn and making v1, . . . , vn holes. Usually, the k-type of a hole’s
parent in this n-context will not equal its k-type in t. For this reason, we introduce the
following concepts.
Let C be a context with a hole h. A k-type-labelling of C is a labelling λ of the nodes of
C that assigns (k+ 1)-types to the nodes of the inner tree of C, and a k-type to h. A tree t is
compatible with λ, if the (k + 1)-type of t induces λ(h). If there exists such a tree t and λ(v)
is the (k + 1)-type of v in C · t, for each v ∈ C with v 6= h, then λ is consistent. A context C
together with a consistent k-type-labelling λ of C is called a k-abstract context. All concepts
introduced for trees will be used for abstract contexts as well. When we refer to the types of
nodes in abstract contexts, we always mean the types given by λ. (C, λ) is compatible with
a tree t, if t is compatible with λ. If (C, λ) is compatible with another k-abstract context
(C ′, λ′), then C · C ′ is also a k-abstract context. A k-abstract loop is a k-abstract-context
where the (k+ 1)-type of the root induces the k-type of its hole. Notice that for a k-abstract
loop C the set of (k + 1)-types realised by nodes of C, and that realised by nodes of Cn is
the same, for any n ∈ N≥1.
Let L be a tree language. Two trees s, t agree on L if either s, t ∈ L or s, t /∈ L. Two
contexts C1, C2 are congruent modulo L, written C1 ∼=L C2, if for all contexts C and trees t,
the trees C · C1 · t and C · C2 · t agree on L. A context C is idempotent if C2 ∼=L C. A tree
language is regular, if it is recognised by a (bottom-up) tree automaton (for a reference on
tree automata, see e.g. [4]). The set of all contexts with the operation of concatenation forms
a monoid. The quotient of this monoid by ∼=L is called, in analogy to the word case, the
syntactic monoid of L. Just as in the word case, a tree language is regular iff its syntactic
monoid is finite. Therefore, with each regular tree language L come two associated constants:
ωL is the least number such that for each context C, CωL is idempotent; κL is the least
number such that, for each context C there exists a context C ′ of size at most κL with
C ′ ∼=L C. In both cases, we usually omit the index L.
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3 First-order logic with cardinality predicates
In this section, we consider an extension of first-order logic by cardinality predicates, and we
characterise regular tree languages definable by this logic. Let FOcard (resp. FOmcard) denote
the set of formulae of first-order logic that, in addition to the common rules for the formation of
formulae of first-order logic, may use relation symbols from the set {Ca,m : m ∈ N≥1, a ∈ [m)},
(resp. {Ca,m : a ∈ [m)}) where each Ca,m is a nullary relation symbol. The formula Ca,m
shall be satisfied in a structure iff the size of the structure’s universe is congruent a modulo
m. A tree language L is FOcard-definable iff there exists an FOcard-sentence ϕ such that
t ∈ L iff t |= ϕ, for all trees t. For trees s, t, we write s ≈mq t to denote that s and t agree on
all tree languages definable by FOmcard-sentences of quantifier depth at most q.
Our aim for this section will be a characterisation of the FOcard-definable tree languages in
terms of their closure properties. To achieve this goal, we combine and extend the techniques
developed in [2] and [9]. In [2], necessary and sufficient conditions for the FO-definability of
a regular tree language were shown. To state the characterisation, we need to introduce the
following notions. A tree language L is aperiodic iff there exists a constant ` ∈ N, such that
C` ∼=L C`+1, for all contexts C.
I Definition 3.1 (Guarded Swaps, [2]). Let t be a tree with root w.
Let uEvEu′Ev′ be nodes of t. Let C := t[w, u), C1 := t[u, v), D := t[v, u′), C2 := t[u′, v′)
be contexts and let s := t|v′ . The vertical swap of the tree t = C · C1 ·D · C2 · s between C1
and C2 is the tree C · C2 ·D · C1 · s. If u and u′ as well as v and v′ are k-similar, for some
k ∈ N, then we say that the vertical swap is k-guarded.
Let u and v be incomparable nodes of t (i.e., neither u E v nor v E u holds). Let
C := t[w, u, v), and let s1 := t|u and s2 := t|v. The horizontal swap of t = C[s1, s2] between
u and v is the tree C[s2, s1]. If u and v are k-similar, for some k ∈ N, then we say that the
horizontal swap is k-guarded.
A tree t′ is a k-guarded swap of t iff it is either a k-guarded vertical swap or a k-guarded
horizontal swap of t. A tree language L is closed under k-guarded swaps iff each tree t agrees
on L with all its k-guarded swaps. L is closed under guarded swaps, if there exists a k such
that L is closed under k-guarded swaps.
The characterisation of FO-definable tree languages by Benedikt and Segoufin reads as
follows:
I Theorem 3.2 ([2]). A tree language is FO-definable iff it is regular, aperiodic, and closed
under guarded swaps.
For the special case of regular word languages it was shown in [9] that FOcard-definability
of a regular language is characterised by certain closure properties as well. Let L be a
regular word language over an alphabet Σ. The language L is said to be closed under
idempotent-guarded swaps if for all words p, q, r, e, f ∈ Σ∗, such that e, f are idempotent it
holds that e p f r e q f ∼=L e q f r e p f . A regular word language L is closed under transfer iff
xω+1yzω ∼=L xωyzω+1, for all words x, y, z with |x| = |z|. The following was proved in [9]:
I Theorem 3.3 ([9]). A word language L is FOcard-definable iff it is regular, closed under
idempotent-guarded swaps, and closed under transfer.
The present section’s goal is to show that Theorem 3.3 can be generalised to regular tree
languages. To this end, we introduce a generalisation of the notion of closure under transfer
to tree languages. Similarly to guarded swaps, it consists of a “vertical” and a “horizontal”
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property. In this case, the vertical property is a direct translation of the notion of transfer
from the syntactic monoid of word languages to the syntactic monoid of tree languages.
I Definition 3.4 (Transfer). A regular tree language L is closed under vertical transfer if
Cω+11 ·D ·Cω2 ∼=L Cω1 ·D ·Cω+12 holds for all contexts C1, D,C2 with |C1| = |C2|. L is closed
under horizontal transfer if the trees C[Cω+11 · s1, Cω2 · s2] and C[Cω1 · s1, Cω+12 · s2] agree on
L, for all 2-contexts C, contexts C1, C2 with |C1| = |C2|, and trees s1 and s2. If L is closed
under vertical and under horizontal transfer, then L is called closed under transfer.
The remainder of this section is devoted to the proof of the following theorem:
I Theorem 3.5 (Characterisation of the FOcard-definable tree languages). A tree language L
is FOcard-definable iff it is regular, closed under guarded swaps, and closed under transfer.
The transfer property, as stated in Definition 3.4, makes the connection with the corres-
ponding property of word languages clear and will be useful when considering decidability
questions in section 4. For the proof of Theorem 3.5, however, another formulation of transfer
in terms of the following notion will be convenient:
I Definition 3.6 (Growing a tree by a context; n-Template). Let t be a tree with root w, and
let ∆ be a context. Let p be a node of t, and let C := t[w, p) and s := t|p (i.e. t = Cs). We
say that the tree C∆s is obtained from t by letting t grow by ∆ at p.
For any n ∈ N, an n-template is a tree T with n expansion points, i.e. n distinct distin-
guished nodes p1, . . . , pn. We define T 〈〉 := T and, given a sequence of contexts ∆1, . . . ,∆`,
for an ` ≤ n, we let T 〈∆1, . . . ,∆`〉 be the tree obtained by letting T 〈∆1, . . . ,∆`−1〉 grow by
∆` at p`.
The following lemma gives an alternative formulation of transfer in terms of templates and is
easily seen to be true:
I Lemma 3.7 (Alternative formulation of transfer). Let L be a regular tree language. L is
closed under transfer iff for all 2-templates T and all contexts C1, C2 with |C1| = |C2|, the
trees T 〈Cω+11 , Cω2 〉 and T 〈Cω1 , Cω+12 〉 agree on L.
The outline of our proof of Theorem 3.5 is similar to the proof of Theorem 3.2 given in [2],
in that a major part of it consists in the proof of the following lemma:
I Lemma 3.8 (Main lemma). Let L be a regular tree language that is closed under guarded
swaps and closed under transfer. There exist m, q ∈ N, such that L is a union of ≈mq -
equivalence classes.
Before we turn to the proof of this lemma, we show how to prove Theorem 3.5 with its help.
Proof of Theorem 3.5 using Lemma 3.8: For the “if-direction”, let L be a regular tree
language closed under transfer and guarded swaps. We want to show that L is FOcard-
definable. By Lemma 3.8, we know that there exist m, q ∈ N such that L is a union of
≈mq -equivalence classes. It easy to see that each such class is definable by an FOcard-sentence,
and the number of these classes is finite. Hence L can be defined by the disjunction of such
sentences.
For the “only-if” direction, let L be an FOcard-definable tree language. For all m ∈ N≥1
and all a ∈ [m), let Ta,m denote the language of all trees of size a modulo m. We make use
of the following easy observation:
I Claim 3.9. There exists an m ∈ N≥1 and FO-definable tree languages L0, . . . , Lm−1, such
that L =
⋃
a∈[m)
(La ∩ Ta,m).
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Every FO-definable tree language is regular, as is each of the languages Ta,m. Hence Claim 3.9
immediately implies that L is regular, too. By Theorem 3.2, for each a ∈ [m) there is a ka ∈ N
such that the language La is closed under ka-guarded swaps. Let k := max{k0, . . . , km−1}.
Each language La is obviously closed under k-guarded swaps, too. As guarded-swaps do not
change the size of a tree, every language La ∩ Ta,m is closed under k-guarded-swaps, so their
union L is so as well.
It remains to show closure of L under transfer. By Lemma 3.7, it suffices to show that for
arbitrary 2-templates T , and contexts C1 and C2 with |C1| = |C2|, the trees s := T 〈Cω+11 , Cω2 〉
and t := T 〈Cω1 , Cω+12 〉 agree on L. For each a ∈ [m), let ϕa be the FO-sentence defining La,
and let qa denote its quantifier depth. Let ϕ denote the FOcard-sentence defining L. If s, t
agree on their size modulo m and on all sentences ϕ0, . . . , ϕm−1, they must, by Claim 3.9,
agree on ϕ as well. Let q := max{q0, . . . , qm−1}. Because of the idempotency of Cω1 and
Cω2 , the trees s and t agree on L iff for some n ∈ N≥1 the trees s′ := T 〈Cnω+11 , Cnω2 〉 and
t′ := T 〈Cnω1 , Cnω+12 〉 agree on L. Note that, for any ` ∈ N, the number of occurrences of
each `-neighbourhood-type in the trees s′ and t′ is either the same (this is the case for the
`-neighbourhood-types of nodes whose `-neighbourhood is neither strictly contained in the
sequence of repetitions of C1 nor in that of C2) or can be made arbitrarily large by the
choice of n (for `-neighbourhood-types of nodes whose `-neighbourhood is strictly contained
in a long sequence of repetitions of C1 or C2). Thus we may deduce by an application of
Hanf’s Theorem (see e.g. [5]) that for some n, the trees s′ and t′ agree on all FO-sentences
of quantifier depth at most q. By what was said above, this implies that the trees agree on
ϕ. Therefore they agree on L, so L is closed under transfer. J
The remainder of section 3 is dedicated to the proof of the main lemma (Lemma 3.8).
Let L be a regular tree language that is closed under transfer and under k-guarded swaps,
for a k ∈ N. We want to show that there exist q ∈ N and m ∈ N≥1 such that two trees s, t
that agree on all FOmcard-sentences of quantifier depth q agree on L. We let m be given by the
following lemma, which is an adaptation of a lemma proved in [9] for regular word languages.
Its proof is a simple restatement of the proof given in [9] in terms of templates and contexts.
I Lemma 3.10. Let L be a regular tree language. L is closed under transfer iff there exists
an m ∈ N≥1, such that for all ` ∈ N≥1, all contexts ∆1, . . . ,∆`, all `-templates T and all
δ1, . . . , δ` ∈ N, if δ1|∆1|+ δ2|∆2|+ · · ·+ δ`|∆`| ≡ 0 (modm), then the trees T 〈∆ω1 , . . . ,∆ω` 〉
and T 〈∆ω+δ11 , . . . ,∆ω+δ`` 〉 agree on L.
As an intermediate step towards our goal, we show that s ≈mq t implies that either t has the
same number of occurrences of each (k+ 1)-type as s, and s and t agree on L (in this case we
are done with the proof of the main lemma), or the number of occurrences of some type differs
between s and t and, in this case, t agrees on L with “s with some additional contexts added”.
This is basically done as in the proof of Theorem 2 of [2], with only minor modifications of the
lemmas used therein. Note, however, that in contrast to [2], we also have to care about the
size of the trees modulo m. The following lemma gives a precise formulation of what we show:
I Lemma 3.11. Let L be a regular tree language that is closed under transfer and k-guarded
swaps, for a k ∈ N. Let s, t be trees.
(a) If s=k+1 t and s, t are (k + 1)-similar, then both trees agree on L.
(b) For all d,m ∈ N there exists a q ∈ N such that, if s ≈mq t and not s=k+1 t, then there ex-
ists an n ∈ N≥1 and a sequence of k-abstract loops (Si)i∈(n] and expansion points p1, . . . , pn
in s such that (i) s〈S1, . . . , Sn〉 agrees with t on L, (ii) |s〈S1, . . . , Sn〉| ≡ |s| (modm),
(iii) |s|τ > d, for all (k + 1)-types τ occurring in (Si)i∈(n].
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We use Lemma 3.11(b) with d := mωb, where b is fixed according to Lemma 3.12 below.
Now choose q according to Lemma 3.11(b), and let s, t be trees such that s ≈mq t. Our aim
is to prove that s and t agree on L. If s=k+1 t, we are done due to Lemma 3.11(a). For
the remainder of this section, assume that s=k+1 t does not hold. Let (Si)i∈(n] be given by
Lemma 3.11(b). Let t′ := s〈S1, . . . , Sn〉. We know that t′ and t agree on L, both trees have
the same size modulo m, and each (k + 1)-type occurring in (Si)i∈(n] occurs strictly more
than d times in s. We will construct a new tree s′, (k + 1)-similar to s, agreeing with s on
L, and with all the (k + 1)-types from the loops that distinguish s from t′ added. I.e., we
want to achieve |s′|τ = |s|τ + |(Si)i∈(n]|τ = |t′|τ for all (k + 1)-types τ . Then we are assured
by Lemma 3.11(a) that t′ and s′ agree on L. Therefore, because t′ and t as well as s′ and s
agree on L, we know that s and t agree on L, which is the conclusion that we are aiming at.
As a first step to construct s′, we replace each loop Si by a loop congruent to it modulo
L, the size of which is bounded by a constant b depending only on L. The existence of such a
loop is guaranteed by the following lemma, whose proof uses a standard pumping argument,
where we have to ensure that the size of the given tree remains unchanged modulo m.
I Lemma 3.12 (Loop bound). Let k ∈ N, m ∈ N≥1, and let L be a regular tree language.
There exists a (computable) bound b ∈ N such that for all k-abstract loops ∆ there exists a
loop ∆′ satisfying: (1) ∆′ ∼=L ∆, (2) |∆′| ≤ b, (3) |∆′| ≡ |∆| (modm), (4) ∆′≤k+1 ∆.
For each i ∈ (n], let S′i be the loop of size at most b given by the lemma for the
loop Si. Let I := {i1, . . . , i`} ⊆ [n] be a non-empty set of size at most m such that
|S′i1 |+ · · ·+ |S′i` | ≡ 0 (modm). Such a set exists by a simple application of the pigeonhole
principle, because, as a consequence of Lemma 3.11(b), the summed size of the loops (Si)i∈(n]
is 0 modulo m. The next lemma tells us that there exists a tree, obtained from s by a
sequence of k-guarded swaps, which contains (disjoint) copies of the loops (S′i
ω)i∈I . The
proof of the lemma uses Lemma 4 of [2] to include one loop after another into a tree obtained
from s by k-guarded swaps (note that these change neither the (k + 1)-type of the root nor
the number of occurrences of (k + 1)-types in a tree [2]), and then removes intersections
between the images of the individual loops under the inclusion mappings by k-guarded swaps.
I Lemma 3.13. Let L be a regular tree language closed under k-guarded swaps, for k ∈ N.
Let (∆i)i∈(`], for ` ∈ N≥1, be a sequence of k-abstract loops. For all trees s such that
(∆i)i∈(`]<k+1 s, there exists an `-template T such that T 〈∆1, . . . ,∆`〉 agrees with s on L,
T 〈∆1, . . . ,∆`〉=k+1 s, and T 〈∆1, . . . ,∆`〉 is (k + 1)-similar to s.
Recall that we know, by Lemma 3.11 and 3.12, that each (k + 1)-type occurring in one of
the loops (S′i)i∈(n] occurs more than d times in s. The contexts (S′i)i∈(n] being k-abstract
loops, we do not introduce any new (k + 1)-types when taking their ω-powers. Hence, each
(k + 1)-type of (S′i
ω)i∈I occurs at least d times in s.
We want to apply Lemma 3.13 for (∆i)i∈(`] := (S′iω)i∈I and s. To do this, we need
to make sure that (S′i)i∈I <k+1 s. This is assured by taking d := mωb as, obviously, there
cannot be more occurrences of any particular (k + 1)-type in (S′i)i∈I than there are nodes
in (S′i)i∈I altogether. Let T be given by Lemma 3.13. By Lemma 3.10, we know that
T 〈S′i1ω, . . . , S′i`ω〉 agrees with T 〈S′i1ω · S′i1 , . . . , S′i`ω · S′i`〉 on L. This tree, in turn, agrees with
T 〈S′i1ω · Si1 , . . . , S′i`ω · Si`〉 on L, as each context S′i is congruent Si modulo L by Lemma 3.12.
By this reasoning, we have added a copy of (Si)i∈I (and hence, especially, a copy of every
(k + 1)-type therein) to a tree that agrees with s on L.
Now we may apply the same argument successively on the tree just obtained to add the
remaining (k + 1)-types from {S1, . . . , Sn} \ {Si1 , . . . , Si`}. Finally this yields the desired
tree s′. This finishes the proof of Lemma 3.8. J
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4 Decidability
In this section we show that it is possible to decide if a given regular tree language is closed
under transfer. Combined with the decidability of closure under guarded swaps (see [2])
and our results from section 3 this implies that FOcard-definability of a given regular tree
language is decidable.
I Theorem 4.1. It is decidable whether the language L recognised by a given tree automaton
A is closed under transfer.
Proof. We assume w.l.o.g. that A is a minimal deterministic tree automaton with state set
Q. In order to decide whether L is closed under horizontal transfer, we will check all possible
counter examples to this property. If L does not posses the closure property, there exists
a 2-context C and contexts ∆1,∆2 with |∆1| = |∆2| and trees s1, s2 such that the trees
t1 := C[∆ω+11 s1,∆
ω
2 s2] and t2 := C[∆
ω
1 s1,∆
ω+1
2 s2] do not agree on L. Let f∆1 , f∆2 : Q→ Q
and fC : Q×Q→ Q denote the transition functions induced by A and, respectively, ∆1, ∆2,
and C on Q. The trees t1 and t2 do not agree on L iff there exist states p1, p2 and q+1 ,q1,q2,
q+2 such that: (1) f
ω
∆1(p1) = q1 and f
ω+1
∆1 (p1) = q
+
1 , (2) f
ω
∆2(p2) = q2 and f
ω+1
∆2 (p2) = q
+
2 ,
(3) fC(q+1 , q2) 6= fC(q1, q+2 ).
Let R ⊆ Q6 be a relation such that a tuple of states ~q := (p1, p2, q+1 , q1, q2, q+2 ) belongs to
R, iff there are contexts ∆1,∆2 with |∆1| = |∆2| satisfying conditions (1) and (2) above.
For all i ∈ N, let Mi denote the set of transition functions induced by contexts of size i on
Q. The set Mi can be computed by simply enumerating all of the (finitely many) contexts of
size i and computing the transition function of each such context in turn. Hence, we can
recursively enumerate R by iterating through all the sets Mi and comparing the behaviour
of the transition functions therein upon all combinations of states. By a pumping argument
one sees that there exists a computable bound n such that, if there are contexts ∆1,∆2
witnessing conditions (1) and (2) for a tuple ~q, then there have to be such witnesses of size
at most n. Hence, R is decidable.
Now we can decide closure under horizontal transfer by checking all possible counter
examples: For all 6-tuples ~q as above with ~q ∈ R, we compute all possible transition functions
f : Q × Q → Q induced by A and check if f(q+1 , q2) 6= f(q1, q+2 ). If such an f is found,
condition (3) is satisfied and L cannot be closed under horizontal transfer. On the other
hand, if the check fails for all functions f , we know that L is closed under horizontal transfer.
The decidability of closure under vertical transfer follows using an analogous argument. J
Combining Theorem 3.5 with Theorem 4.1 and the decidability of closure under guarded
swaps obtained in [2], immediately leads to:
I Corollary 4.2. It is decidable whether the language L recognised by a given tree automaton
A is FOcard-definable.
5 Addition-invariant FO
The set of all first-order formulae that may use the additional binary relation symbol <
and a ternary relation symbol + is denoted by FO[<,+]. A {<,+}-expansion of a tree
t is a structure that keeps the interpretation of Pa (for all a ∈ Σ) and S1, S2 given by t,
and interprets < as a linear order on t and + as the addition relation induced by <. A
FO[<,+]-formula ϕ is addition-invariant, if for all {<,+}-expansions of s, s′ of a tree, s |= ϕ
iff s′ |= ϕ. Let +–inv–FO denote the set of addition-invariant formulae. This section’s main
result is the following theorem, generalising a result of [9] from words to trees:
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I Theorem 5.1. Let L be a regular tree language. The following statements are equivalent:
(1) L is +–inv–FO-definable, (2) L is closed under transfer and guarded swaps, (3) L is
FOcard-definable.
The equivalence of statements (3) and (2) was proved in Theorem 3.5. It is easily seen that
any regular tree language definable by an FOcard-sentence ϕ is definable by an +–inv–FO-
sentence. For example, the following +–inv–FO-sentence defines C1,2 (where we assume that
the least element with respect to < has index 0):
∃x ∃z (z = x+ x ∧ ¬∃y (y < z)).
For the remainder of this section, we will be occupied by the proof that +–inv–FO-
definability implies closure under guarded swaps and transfer. The following proofs make
extensive use of first-order interpretations; see e.g. [5] for an exposition of this technique.
Closure under guarded swaps. To prove the closure of +–inv–FO-definable regular tree
languages under guarded swaps, we use the following Lemma 5.2, which is an immediate
consequence of [8, Proposition 6.11] (which lies at the heart of the results from [9], too). To
state the lemma, we need the following notations: Let σ be a relational signature. For each
σ-structure A, we write σA for the set of relations of A. Let A,B be σ-structures. Let α
be a mapping from the universe of A to the universe of B. For a relation R ∈ σA of arity
m, we define α(R) := {(α(a1), . . . , α(am)) : (a1, . . . , am) ∈ R}. For σA = {R1, . . . , Rn}, let
α(σA) := {α(R1), . . . , α(Rn)}. We write A ≈q B to indicate that A and B satisfy the same
first-order-sentences of quantifier depth at most q.
I Lemma 5.2 ([8]). Let q′′, h, e ∈ N≥1 and let σ be a signature. There exists an infinite set
P := {p1 < p2 < p3 . . .} ⊆ N with p1 > h and pi ≡ h (mod e), for all i ∈ N≥1, and a number
q′ such that the following is true for all finite σ-structures M and all linear orders <1 and
<2 on M ’s universe: if 〈M,<1〉 ≈q′ 〈M,<2〉, then 〈Z,+, P, α1(σM )〉 ≈q′′ 〈Z,+, P, α2(σM )〉,
where αi is a map taking the j-th node of M according to <i to pj , for i ∈ (2] and j ∈ N≥1.
The second ingredient to our proof of the closure of +–inv–FO-definable tree languages under
guarded swaps is a lemma of [6] which was used in [3] to prove closure under guarded swaps
of order-invariantly definable tree languages:
I Lemma 5.3 (implicit in [6]). Let x, q′ ∈ N, and let σ be a signature. There exists k′ ∈ N
such that for each finite σ-structure M and all x-tuples a¯ and b¯ of M with isomorphic
k′-neighbourhoods, there exist linear orders <1 and <2 of the universe of M , whose initial
elements are respectively a¯b¯ and b¯a¯, such that 〈M,<1〉 ≈q′ 〈M,<2〉.
We use the lemmas 5.2 and 5.3 together with an interpretation argument, to prove:
I Lemma 5.4. Let L be a regular tree language. If L is definable by an +–inv–FO-sentence,
then L is closed under guarded horizontal swaps.
Proof sketch. Let ϕ be an +–inv–FO-sentence defining L. Let Q be the state set of a
minimal deterministic tree automaton recognising L. We want to show that L is closed under
k-guarded horizontal swaps, for a k ∈ N that will be fixed later on. Consider a tree t with
incomparable k-similar nodes u and v. Let t1 := t|u and t2 := t|v, i.e. t = C[t1, t2] for a
2-context C. Let t′ := C[t2, t1]. We may assume that the trees t1 and t2 have height at least
k. Taking k > κLk′+ |QQ| (with κL as defined at the end of section 2), where k′ will be fixed
later on by our application of Lemma 5.3, a standard pumping argument shows that we may
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assume that t1 = DEt′1, for a tree t′1 and contexts E,D such that E is idempotent, and D is
κLk
′-similar to t2. Let e := |E|. Without loss of generality, e ≤ κL (if not, we can replace E
by a congruent context of that size) and |t′1| ≥ e (if not, we can prepend a copy of E to it).
For i ∈ {1, 2}, we decompose ti into blocks of size e, plus a residual block of size
ni := |ti| MOD e, if |ti| is not divisible by e: A block consists of e consecutive nodes of ti,
ordered according to the bf-order of the tree (cf., section 2). We let M be a structure using
the set of blocks of size e of t1 and t2 as universe, with relations which encode the following
information about t1 and t2: the successor relations between the nodes of the different blocks
(resp., between the blocks and the residual blocks not in M), the position of E, and the
labels of the nodes in each block. Let b1 and b2 be the blocks containing the roots of t1
and t2, respectively. Since t1 and t2 are k-similar, the k/e-neighbourhoods of b1 and b2 in
M are isomorphic. We let k′ be given by Lemma 5.3 for x := 1 and a q′ to be fixed later
on. By our choice of k we have k′ ≤ k/e ≤ k/κL. By Lemma 5.3 we obtain two linear
orders <1 and <2 on M such that, according to <1, b1 comes first and b2 comes second, and
according to <2 it is just the other way round. Lemma 5.3 guarantees that 〈M,<1〉 and
〈M,<2〉 agree on all FO[<,+]-sentences of quantifier depth ≤ q′. Thus, by Lemma 5.2, we
obtain structures M1 and M2 over the integers which contain “stretched copies” of 〈M,<1〉
and 〈M,<2〉, respectively. I.e. some elements of M1 and M2, marked by a unary predicate P ,
correspond to the original structures, and other positions in between do not. The number h
of Lemma 5.2 is set to be |C|+ n1 + n2, and q′′ will be fixed later on. We choose q′ as given
by Lemma 5.2 and obtain that M1 and M2 agree on all FO[<,+]-sentences of quantifier
depth at most q′′.
Now we specify an FO[<,+]-interpretation that transforms M1 into a tree agreeing with
t on L, and M2 into a tree agreeing with t′ on L: The set of nodes of the trees consist of all
non-negative integers before the least position in P that is not included in any “stretched
relation”. The successor relations and labels of the first e nodes starting at a node p where P
holds are interpreted in such a way that t1 and t2 are simulated on these nodes; for this, the
“stretched copies” of the relations from 〈M,<1〉 resp. 〈M,<2〉 are used. The nodes between
p+ e and the next number p′ in P , are interpreted as copies of the idempotent context E;
the same is done for the nodes between the positions h and p1 − 1. All these copies of E
are inserted at the original position of E in the simulated tree t1. In the first h nodes, the
(inner tree of) the 2-context C and the two residual blocks of size n1 and n2 are simulated.
The simulated parent of the first hole of C is linked to the node that is simulated at the first
position in P ; the parent of the second hole of C is linked to the node at the second position
in P . This way, for t˜1 := DEit′1, for a suitable i ∈ N≥1, the interpretation turns M1 into the
tree C[t˜1, t2] (which, as E is idempotent, agrees with t on L), and M2 into C[t2, t˜1] (which
agrees with t′ on L). By choosing q′′ larger than the sum of the maximal quantifier depth of
the formulae of this interpretation, and the quantifier depth of the formula ϕ defining the
language L, we ensure that t and t′ agree on ϕ, finishing the proof. J
Our next goal is to prove that every +–inv–FO-definable regular tree language is closed under
guarded vertical swaps as well. To achieve this, we first prove the closure under a variant of
guarded vertical swaps, where the guardedness assumptions are somewhat strengthened: A
language L is said to be closed under strongly-k-guarded vertical swaps, for k ∈ N, if each
tree t containing nodes u C v C u′ C v′, such that u and u′ are k-similar, v and v′ have
isomorphic k-neighbourhoods, and the k-neighbourhoods of v and v′ and k-spills of u and u′
are all mutually disjoint, agrees on L with its vertical swap between t[u, v) and t[u′, v′).
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I Lemma 5.5. Let L be a regular tree language. If L is +–inv–FO-definable, then L is
closed under strongly-k-guarded vertical swaps, for some k ∈ N.
The proof of Lemma 5.5 proceeds similarly to the proof of Lemma 5.4 (the strongly-guarded
swaps being necessary to apply Lemma 5.3). We continue by showing that being closed under
strongly-guarded vertical swaps is actually equivalent to being closed under guarded vertical
swaps, if the language under consideration is closed under guarded horizontal swaps, too.
I Lemma 5.6. Let L be a tree language. L is closed under guarded swaps iff it is closed
under strongly-guarded vertical swaps and guarded horizontal swaps.
Proof idea. Closure under guarded swaps immediately implies closure under strongly-guarded
swaps and guarded horizontal swaps. Let L be a tree language that is closed under strongly-
k′-guarded vertical swaps and k′-guarded horizontal swaps. We show that L is closed under
k-guarded vertical swaps, for a suitable number k > k′. Let t := C∆1∆∆2s be given as in
the definition of vertical guarded-swaps, and let t′ := C∆2∆∆1s. The proof proceeds by
distinguishing cases depending on the root-hole-distance of the contexts ∆1, ∆, ∆2. We show
how to find nodes u˜ and u˜′ in the k-spills of the root of ∆1 resp. ∆2, and v˜ and v˜′ in the
k-spills of the hole of ∆1 resp. ∆2 in t, fulfilling the preconditions for a strongly-k′-guarded
vertical swap between t[u˜, v˜) and t[u˜′, v˜′). After this swap, we have either swapped “too
much” or “not enough” of ∆1 and ∆2. In these cases, we are able to repair the remaining
parts by a series of k′-guarded horizontal swaps between the (incomparable) nodes “around”
the nodes swapped in the strongly-guarded vertical swap. J
Closure under transfer. We now show that a regular tree language definable by an
+–inv–FO-sentence is closed under transfer. This is the easier part of the proof of The-
orem 5.1, as we are able to build directly on results proved in [9]. To state the according
result, we need some further notation: Given words w, x ∈ Σ∗, with |w| ≥ |x|, we denote by
|w|x the number of non-overlapping occurrences of x as a factor in w. Furthermore we say
that a sentence ϕ separates languages L1 and L2 iff every word in L1, but no word in L2,
satisfies ϕ.
I Lemma 5.7 (Proposition 3.3 of [9]). Let n ∈ N with n ≥ 2, y ∈ Σ∗, x¯ ∈ (Σ × {1})∗ and
z¯ ∈ (Σ× {2})∗. For all a, b ∈ N, let
Ln,a,b := {w ∈ yx¯(x¯z¯|z¯z¯)∗ : |w|x¯, |w|z¯ ≥ n, |w|x¯ ≡ a (modn), |w|z¯ ≡ b (modn)}.
There exists no FO[<,+]-sentence that separates Ln,1,0 from Ln,0,1.
We use Lemma 5.7 and proceed with a proof by contradiction: If a regular tree language
L is not closed under transfer, we show by an interpretation argument that there exists a
FO[<,+]-sentence separating a suitable word language Ln,1,0 from a word language Ln,0,1
for n := ωL. This is akin to what is done in [9] to prove that every regular word language
is closed under transfer, the difference being that we have to simulate trees in words.
I Lemma 5.8. Let L be a regular tree language. If L is definable by an +–inv–FO-sentence,
then L is closed under transfer.
Proof sketch. Assume that L is not closed under transfer. This means, there are contexts
∆1,∆2 with |∆1| = |∆2| and a 2-template T , such that t := T 〈∆ω+11 ,∆ω2 〉 ∈ L, but
t′ := T 〈∆ω1 ,∆ω+12 〉 /∈ L. Let ti,j := T 〈∆i1,∆j2〉, for all i, j ∈ N≥1. Because ∆ω1 and ∆ω2 are
idempotent, we may repeat both contexts in the trees t and t′ without affecting membership
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in L. Hence, for all i, j ≥ ω, (1) if i ≡ 1 (modω), j ≡ 0 (modω), then ti,j ∈ L, and
(2) if i ≡ 0 (modω), j ≡ 1 (modω), then ti,j /∈ L. As we are aiming at a contradiction to
Lemma 5.7, we fix the numbers and words therein: We take n to be ω. To each tree we
assign the word of its labels, ordered according to the bf-order on the nodes of the tree. Let
y be the word obtained from the template T in that way. Let x and z be the words obtained
from the inner tree of the contexts ∆1 and ∆2, respectively. Let x¯ be the word x with each
symbol a ∈ Σ that occurs in x replaced by the tuple (a, 1), and let z¯ be obtained from z
by tagging each symbol of z accordingly by 2. Let LT := {ti,j : i, j ∈ N}. We define an
FO[<,+]-interpretation that interprets trees from LT in words from the language yx¯(x¯z¯|z¯z¯)∗
such that, given a word w ∈ yx¯(x¯z¯|z¯z¯)∗ with i := |w|x¯ and j := |w|z¯, this interpretation
constructs the tree ti,j . It is possible to do this by FO[<,+]-formulae, because ∆1, ∆2,
and T are fixed, and we can use the tags 1 and 2 in the words x¯ and z¯ to identify the
positions in a word where subwords corresponding to ∆1 resp. ∆2 start. Now consider the
languages Ln,1,0 and Ln,0,1 (for n := ω) of Lemma 5.7: If w ∈ Ln,1,0, then, by (1), ti,j ∈ L.
On the other hand, if w ∈ Ln,0,1, then ti,j /∈ L. Let ϕ be the +–inv–FO-sentence defining
L. We alter ϕ according to our interpretation to obtain an FO[<,+]-sentence ϕ′. By the
addition-invariance of ϕ, the choice of the addition relation (here, the one induced by the
linear order on the word) is immaterial for the satisfaction of ϕ by ti,j . Therefore, w |= ϕ′
iff ti,j |= ϕ iff ti,j ∈ L. Thus, ϕ′ separates Ln,0,1 from Ln,1,0, contradicting Lemma 5.7 and
finishing the proof of Lemma 5.8. J
From the lemmas 5.8, 5.4, 5.5, 5.6, we obtain that every +–inv–FO-definable regular tree
language is closed under transfer and guarded swaps, concluding the proof of Theorem 5.1. J
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Abstract
We give a very simple approximation algorithm for the maximum asymmetric traveling sales-
man problem. The approximation guarantee of our algorithm is 2/3, which matches the best
known approximation guarantee by Kaplan, Lewenstein, Shafrir and Sviridenko. Our algorithm
is simple to analyze, and contrary to previous approaches, which need an optimal solution to a
linear program, our algorithm is combinatorial and only uses maximum weight perfect matching
algorithm.
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1 Introduction
In this paper, we study the maximum asymmetric traveling salesman problem (MAX ATSP).
The input to the MAX ATSP is a directed complete graph G = (V,A) with edge weights
w(e) ≥ 0 for all e = (i, j) ∈ A. The objective is to find a tour of maximum weight.
This problem is known to be APX-hard [11], and research has focused on finding good
approximation algorithms for this problem. Good approximation algorithms are of particular
interest because they imply good approximations for a number of related problems. For
example, it was shown by Breslauer, Jiang and Jiang [3] that an α-approximation algorithm for
MAX ATSP implies a ( 72− 32α)-approximation algorithm for the shortest superstring problem;
a problem that arises in DNA sequencing and data compression. Any α-approximation
algorithm for MAX ATSP implies an algorithm with the same guarantee for the maximal
compression problem defined by Tarhio and Ukkonen [12].
The current best approximation algorithm for MAX ATSP is due to Kaplan, Lewenstein,
Shafrir and Sviridenko [5] and achieves an approximation guarantee of 23 . Their algorithm
needs the optimal solution of an LP relaxation of the max ATSP, which is scaled up to an
integral solution by multiplying it by the least common denominator of all variables. From
the scaled up solution, a pair of cycle covers is extracted that have a combined weight of
at least twice the weight of the optimum solution. Finally the obtained pair of cycle covers
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is processed using a rather complicated coloring lemma. Previous results on MAX ATSP
appeared among others in [4], [6] [1], [9]. In this paper, we give a very simple approximation
algorithm that achieves the same guarantee as the algorithm by Kaplan et al. Our algorithm is
combinatorial in nature: it constructs a certain matching instance and computes a maximum
weight matching. We then give a simple procedure that uses this matching to form three
tours, and we show that the average weight of these tours is at least 23 times the optimum.
Other variants of the maximum traveling salesman problem that have been considered
are among others: the maximum symmetric traveling salesman problem (MAX TSP), in
which the underlying graph is undirected - currently the best known approximation ratio
is 79 [10], the maximum metric symmetric traveling salesman problem, in which the edge
weights satisfy the triangle inequality - the best approximation factor is 78 [7], the maximum
asymmetric traveling salesman problem with triangle inequality - the best approximation
ratio is 3544 [8].
The key idea in our approach to MAX ATSP is the following. A natural first idea that
has been very fruitful when designing an approximation algorithm for maximum traveling
salesman problems is to start with a cycle cover of maximum weight, i.e., a maximum weight
collection of edges such that each node is incident to exactly two edges (in the undirected
case) or exactly one incoming and one outgoing edge (in the directed case). Such a cycle
cover can be found in polynomial time by a reduction to maximum weight matching. Since
the optimal tour is a cycle cover, the weight of the maximum weight cycle cover is at least
the weight of the optimal tour. By removing the lightest edge from each cycle, we obtain a
collection of node disjoint paths, which can be arbitrarily connected to form a tour. For the
asymmetric case, this approach will give a 12 -approximation algorithm, since the cycle cover
may contain cycles of length two (2-cycles). If we could find a maximum weight cycle cover
without 2-cycles, then we would achieve a 23 -approximation, but, unfortunately, finding a
maximum weight cycle cover without 2-cycles is APX-hard [2].
Our key observation is the fact that we can exclude 2-cycles from the cycle cover, if we
allow the cycle cover to contain “half edges”: We split each edge (i, j) into two half edges;
the head of (i, j) (which is incident to j but not to i) and the tail of (i, j) (which is incident
to i, but not to j). A half edge has weight equal to half the weight of the original edge. Now,
for a pair of edges (i, j), (j, i), we ensure that the solution does not contain both edges, but
we do allow the solution to contain the heads of both (i, j) and (j, i) or the tails of both
(i, j) and (j, i). We show that such a cycle cover with half edges can be computed by an
appropriate reduction to a maximum weight perfect matching problem. Finally, we show
how to use the cycle cover with half edges to extract three tours with total weight at least
twice the weight of the cycle cover.
2 Cycle Covers without 2-Cycles but with Half-Edges
We begin by introducing the maximum weight cycle cover problem without 2-cycles, but
with half-edges, and showing it can be computed in polynomial time. Given a complete
directed graph G = (V,E) and weights w(e) ≥ 0 for each e ∈ E, a cycle cover is a subset C
of the edges, so that each i ∈ V has exactly one outgoing and one incoming edge in C. In
the maximum weight cycle cover problem with half-edges, we allow the solution C to contain
“only the head or only the tail” of an edge (i, j). Such a half-edge has weight 12w(i, j) and is
thought to be incident to only one endpoint of the edge (i, j). We introduce these half-edges
so that we can ensure that our cycle cover does not have 2-cycles. This gives rise to the
following problem:
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I Definition 1. Given a directed graph G = (V,E) with edge weights w(i, j) ≥ 0 for every
(i, j) ∈ E, let G˜ = (V˜ , E˜) be the graph obtained from G by replacing each (i, j) ∈ E by a
node v(i,j) and two edges (i, v(i,j)) and (v(i,j), j), each with weight 12w(i, j). A cycle cover
without 2-cycles but with half-edges is a subset C˜ ⊆ E˜ such that
(i) each node in V has exactly one outgoing and one incoming edge in C˜;
(ii) for each (i, j) ∈ E, C˜ contains either zero edges from {(i, v(i,j)), (v(i,j), j), (j, v(j,i)),
(v(j,i), i)}, or it contains exactly one edge incident to i and one edge incident to j.
I Lemma 2. We can find a maximum weight cycle cover without 2-cycles but with half-edges
in polynomial time.
Proof. We reduce the problem of finding C˜ of maximum weight to a maximum weight perfect
matching problem in the following undirected graph G′:
For each node i ∈ V , we create two nodes, ini and outi. For an edge e = (i, j) ∈ E, we
create two nodes head(i,j) and tail(i,j), and we have three undirected edges
{outi, tail(i,j)}, {tail(i,j), head(i,j)} and {head(i,j), inj}. The weight of the first and third edge
is 12w(i, j), and the weight of the second edge is 0.
Note that a perfect matching in this graph corresponds to a cycle cover of G of the same
weight and vice versa: for each edge (i, j) of G, a perfect matching of G′ either contains
edge {tail(i,j), head(i,j)} or edges {outi, tail(i,j)}, {head(i,j), inj}. Of course, if we are only
interested in computing a cycle cover of G, then it suffices to split each node i into two: ini
and outi and connect inj and outi via an edge whenever (i, j) ∈ G and compute a perfect
matching in the thus obtained bipartite undirected graph. We will now show how to modify
G′ so that a perfect matching in G′ corresponds to a maximum weight cycle cover without
2-cycles but with half-edges.
A perfect matching in G′ defines a set of half-edges C˜ ⊆ E˜ of the same weight that
satisfies property (i) in Definition 1, but C˜ may contain four half-edges that correspond to
a 2-cycle in G. To enforce that C˜ also satisfies property (ii), we add two additional nodes,
i{i,j} and j{i,j} for each pair of edges (i, j), (j, i). We add an edge from i{i,j} to tail(i,j) and
head(j,i), and we add an edge from j{i,j} to head(i,j) and tail(j,i). These edges all have weight
0. The fact that the additional nodes need to be matched ensures that C˜ does not contain
all four half-edges corresponding to (i, j) and (j, i).
For a pair of edges (i, j), (j, i) in G, the matching instance G′ thus has a gadget containing
10 edges. See Figure 1. We now verify that a perfect matching in G′ corresponds to a cycle
out in
tail head
head tail
outin
i j
i j
i j
(i,j) (i,j)
(j,i) (j,i)
{i,j} {i,j}
Figure 1 A gadget corresponding to a 2-cycle on vertices i and j.
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(a)
(b)
Figure 2 Possible ways of matching vertices i{i,j}, j{i,j}, head(i,j), tail(i,j), head(j,i), tail(j,i).
cover without 2-cycles but with half-edges C˜ of the same weight. If a perfect matching
M of G′ matches nodes i{i,j} and j{i,j} as shown in Figure 2(a), then for one of the edges
(i, j), (j, i), both of the corresponding half-edges are excluded from C˜ and for the other edge,
either both of the corresponding half-edges, or neither of the corresponding half-edges will be
in C˜. If nodes i{i,j} and j{i,j} are matched as in Figure 2(b), M must contain appropriately
either {outi, tail(i,j)}, {outj , tail(j,i)} or {ini, head(j,i)}, (inj , head(i,j)), i.e., C˜ contains either
(i, v(i,j)) and (j, v(j,i)) or (v(j,i), i) and (v(i,j), j). So indeed, condition (ii) of Definition 1 is
satisfied. J
I Lemma 3. Given a graph G, let C˜ be a cycle cover without 2-cycles but with half-edges.
Then, we can construct three sets of node disjoint paths P1,P2,P3 in G, with total weight at
least twice the weight of C˜.
Proof. We use C˜ to construct a set F of directed and undirected edges with endpoints in
V , and we then decompose F into three paths. For a pair of vertices i, j, if both (i, v(i,j))
and (v(i,j), j) are in C˜, then we replace it by the edge (i, j). If both (i, v(i,j)) and (j, v(j,i)),
or (v(i,j), j) and (v(j,i), i) are in C˜, then we add undirected edge {i, j}. We think of an
undirected edge as having two tails (and no heads) in the first case, and two heads (and no
tails) in the second case. Note that it is then the case that each node is the head of one edge
and the tail of one edge in F , by property (i) of Definition 1.
We will show how to find three sets of node-disjoint paths, such that each edge (i, j) ∈ F
is in exactly two of the paths, and for an undirected edge {i, j} ∈ F , there is one path that
contains (i, j) and one path that contains (j, i). Note that the sum of the weights of these
three sets of paths is exactly equal to twice the weight of C˜.
We consider a weakly connected component in (V, F ). Note that a component has at
least three nodes by property (ii) of Definition 1. If the component has no undirected edges,
then it is a directed cycle, since each node is the head of one edge and the tail of another
edge. Let F ′ be the edges in the component. We take two adjacent edges e1, e2 and make
this the first path, the second path is F ′\{e1} and the third path is F ′\{e2}.
Otherwise, if F ′ does contain undirected edges, note that (V, F ′) is a cycle if we ignore
the direction of all edges. Moreover, it is the case that the number of undirected edges in the
cycle is even and an undirected edge having two heads (resp. two tails) is followed on the
cycle by an undirected edge having two tails (resp. two heads). To see this, recall that each
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A1 B1
A2
B2
A3 B3
C1 D1
C2 D2
C3 D3
E1
E2
E3
E4
E5
E6
Figure 3 E1, E2, . . . , E6 represent directed paths. To P1 we add edges on paths E1, E3, E5 as
well as edges A1, D1, B2, D2, B3, D3. To P2 we add edges on paths E2, E4, E6 as well as edges
B1, C1, A2, C2, A3, C3. To P3 we add edges on paths E1, E2, . . . , E6.
node is the head and the tail of one edge, and that undirected edges have either two heads
or two tails.
The paths to be added to P1,P2 and P3 are now constructed as follows: to P1 we add
the directed edges that point in clockwise direction and we add the undirected edges, which
we make directed by directing them in clockwise direction. To P2 we add the directed edges
that point in anticlockwise direction, and we add the undirected edges and direct them in
anticlockwise direction. Finally, we also add all directed edges from F ′ to P3. An example of
this procedure is shown in Figure 3.
There is one exception to the above construction. If the directed edges in F ′ form one
path (possibly an empty path), then at least one of the two sets P1,P2 contains a cycle. In
this case, we take one undirected edge in F ′ and reverse its direction in both P1 and P2.
Clearly, the paths are node disjoint, each directed edge is contained in two of the three
sets P1,P2,P3, and for each undirected edge {i, j}, there is one set of paths that contains
(i, j) and one set of paths that contains (j, i). J
I Corollary 4. There exists a 23 -approximation algorithm for max ATSP.
Proof. The optimal tour gives a set C˜ that is a cycle cover without 2-cycles but with
half-edges, if for each edge (i, j) in the optimal tour, we include (i, v(i,j)) and (v(i,j), j) in
C˜. Hence the maximum weight set C˜ has weight at least OPT , and it can be computed
in polynomial time using Lemma 2. Using Lemma 3, we can thus find three sets of node
disjoint paths, P1,P2,P3, of total weight 2OPT . We can arbitrarily connect the paths in Pi
into a tour without decreasing the weight, for i = 1, 2, 3 and hence, one of these tours has
weight at least 23OPT . J
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Abstract
Queueing networks are gaining attraction for the performance analysis of parallel computer sys-
tems. A Jackson network is a set of interconnected servers, where the completion of a job at
server i may result in the creation of a new job for server j. We propose to extend Jackson
networks by “branching” and by “control” features. Both extensions are new and substantially
expand the modelling power of Jackson networks. On the other hand, the extensions raise com-
putational questions, particularly concerning the stability of the networks, i.e, the ergodicity of
the underlying Markov chain. We show for our extended model that it is decidable in polyno-
mial time if there exists a controller that achieves stability. Moreover, if such a controller exists,
one can efficiently compute a static randomized controller which stabilizes the network in a very
strong sense; in particular, all moments of the queue sizes are finite.
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1 Introduction
Queueing theory plays a central role in the performance analysis of computer systems. In
particular, queueing networks are gaining attraction as models of parallel systems. A queueing
network is a set of processing units (called servers), each of which performs tasks (called
jobs) of a certain type. Each server has its own queue of jobs waiting to be processed. The
successful completion of a job may trigger one (or more) new jobs (of possibly different type)
that need to be processed as well. In addition to this “internal” job creation, so-called open
queueing networks allow for new jobs to arrive “externally”, i.e., from outside.
Queueing networks are a popular model for both hardware and software systems because
of their simplicity and generality. On the hardware side, queueing networks can, e.g., be used
for modeling multi-core processors, see e.g. [28] and the references in [8]. One advantage of
queueing-based analyses is their scalability with growing parallelism; e.g., it is said in [20]:
“Cycle-accurate full-system performance simulators do not scale well beyond a few tens of
processor cores at best. As such, analytical models based on the theory of queueing systems,
are a logical choice for developing a basic understanding of the fundamental tradeoffs in
future, large-scale multi-core systems.” On the software side, queueing networks are used for
modeling message passing. It is said in [27]: “Two natural classes of systems can be modeled
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using such a framework: asynchronous programs on a multi-core computer and distributed
programs communicating on a network.” Of course, the realm of queueing networks stretches
far beyond computer science, see [3, 7].
The simplest queueing networks are so-called Jackson networks [15]: Given two servers
i, j ∈ {1, . . . , n}, there is a “rule” of the form i pij↪−−→ j which specifies the probability pij that
the completion of an i-job results in the creation of a j-job. There are also rules i
pi0
↪−−→ ε
where pi0 = 1−
∑
j pij specifies the probability that no new job is created. Each server i has
a rate µi with which an i-job is processed if there is one. In addition, there is a rate αi with
which i-jobs arrive from outside the network. The processing times and the external arrivals
are exponentially distributed, so that a Jackson network describes a continuous-time Markov
chain (CTMC). It was shown in Jackson’s paper [15] that if the rate λi of internal and
external arrivals at server i is less than µi for all i, then the network is stable, i.e., the average
queue length is finite and almost surely all queues are empty infinitely often. Moreover,
Jackson networks allow a product form, i.e., the steady-state distribution of the queue lengths
can be expressed as a product of functions pii(k), where pii(k) is the steady-state probability
that queue i has length k.
I Example 1 (network processor). In [1], Jackson networks are used to model network
processors, i.e., chips that are specifically targeted at networking applications—think of a
router. We describe the model from [1] (sections 4.1 and 4.2, slightly adapted). Before
packets are processed in the “master processor” M , they pass through the “data plane” D,
from which a fraction q of packets needs to be processed first in the “control plane” C:
D
1−q
↪−−→M D q↪−→ C C 1↪−→M M 1↪−→ ε
An “arrival manager” A sends some packets (fraction d0) directly to D, but others (frac-
tions d1, . . . , dn with d0 +d1 + · · ·+dn = 1) are sent to “slave processors” S1, . . . , Sn to assist
the master. Some packets (fraction b) still need the attention of the master after having been
processed by a slave:
A
d0
↪−→ D A di↪−→ Si Si b↪−→ D Si 1−b↪−−→ ε , i ∈ {1, . . . , n}.
Jackson networks and their extensions have been thoroughly studied, but they are
restricted in their modelling capabilities, as (i) the completion of a job may trigger at
most one job, and (ii) there is no nondeterminism that would allow to control the output
probabilities of a server. Considering (i), it seems unnatural to assume that a distributed
program communicating on a network produces at most one message at the end of its
computation. Considering (ii), the “arrival manager” A in Example 1 may want to flexibly
pass incoming packets to the master or one of the slaves, possibly depending on the current
load. These restrictions have not been fully addressed, not even in isolation. In this paper we
introduce controlled branching queueing networks, which are Jackson-like networks but allow
for both nondeterminism (“controlled”) and the creation of more than one job (“branching”).
Both extensions directly raise computational issues. We show in Example 2 on page 511
that even purely stochastic branching networks do not allow a product form, which illustrates
the mathematical challenge1 of this extension and poses the question for an effective criterion
that allows to determine whether the network is stable, i.e., returns to the empty state
1 It is noted in [14] that “[. . . ] virtually all of the models that have been successfully analyzed in classical
queueing network theory are models having a so-called product form stationary distribution.”
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infinitely often. Moreover, due to the nondeterminism, we now deal with continuous-time
Markov decision processes (CTMDPs). Our main theorem (Theorem 3) states that if there
exists any scheduler resolving the nondeterminism in such a way that the controlled branching
network is stable, then there exists a randomized static scheduler that achieves stability as
well, where by “randomized static” we mean that the decisions may be randomized but not
dependent on the current state (such as the load) of the system. Moreover, the existence of
such a stabilizing scheduler and the scheduler itself can be determined in polynomial time,
and, finally, the randomized static scheduler is stabilizing in a very strong sense, in particular,
all moments of the queue sizes are finite.
Related work. We use nondeterminism to describe systems whose behaviour is not
completely specified. A system designer can then resolve the nondeterminism to achieve
certain goals, in our case stability. Although nondeterminism is a very well established
modelling feature of probabilistic systems (see e.g. [19]), the literature on automatic design
of stabilizing controllers for queueing networks is sparse. Flow-controlled networks [26, 21]
allow to control only the external arrival stream or the service rates (see also [2] and the
references therein). The authors of [18, 13] consider queueing networks with fewer servers
than job types, so that the controller needs to assign servers to queues. As in [18, 13], we
also use linear programming to design a controller, but our aim is different: we allow the
controller to influence the production of the individual queues, and we study the complexity
of designing stabilizing controllers and the nature of such controllers. There has been a
substantial amount of work in the last years analyzing probabilistic systems with “branching
features”, most prominently on recursive Markov chains [12, 11] and probabilistic pushdown
systems [10, 5]. While these models allow for a probabilistic splitting of tasks by pushing
new procedures on a stack, the produced tasks are processed in a strictly sequential manner,
whereas the queues in a queueing network process jobs in parallel and in continuous time.
Recently, probabilistic split-join systems were introduced [16], which allow for branching but
not for external arrivals, and assume unlimited parallelism. In [17, chapter 8] a queueing
model with multiple classes of tasks and “feedback” is discussed, which is similar to our
branching except that there is only one server, hence there is no parallelism. Algorithmic
theory of queueing systems has also attracted some attention in the past. In particular, for
closed (i.e., without external arrivals) queueing systems, [24] shows EXP-completeness of
minimizing a weighted throughput of the queues.
2 Preliminaries
Numbers. We use Z,Q,R for the sets of integer, rational, real numbers, respectively, and
N,Q≥0,R≥0 for their respective subsets of nonnegative numbers.
Vectors and Matrices. Let n ≥ 1. We use boldface letters for denoting vectors x =
(x1, . . . ,xn) ∈ Rn. Vectors are row vectors per default, and we use superscript T for
transpose, so that xT denotes a column vector. If the dimension n is clear from the context,
we write 0 := (0, . . . , 0), 1 := (1, . . . , 1), and e(i) = (0, . . . , 0, 1, 0, . . . , 0) for the vector with
the 1 at the ith component (1 ≤ i ≤ n). It is convenient to define e(0) := 0. For two
vectors x,y ∈ Rn we write x ∼ y with ∼ ∈ {=, <,≤, >,≥} if the respective relation holds
componentwise. For a vector x ∈ Rn we denote its 1-norm by ‖x‖ := ∑ni=1 |xi|. When
x ∈ Nn is a vector of queue sizes, we refer to ‖x‖ as the total queue size. For a matrix
A ∈ Rn×n, we write Ai for its ith row, i.e., Ai = (Ai1, . . . , Ain).
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CTMDP. A continuous-time Markov decision process (CTMDP) consists of an at most
countable set S of states, an initial state s1 ∈ S, a set of actions Σ 2, and a transition rate
q(s, σ, s′) ≥ 0 for each pair of states s, s′ ∈ S and each action σ ∈ Σ (here q(s, σ, s′) = 0
means that the transition from s to s′ never occurs). We define a continuous-time Markov
chain (CTMC) to be a CTMDP whose set of actions Σ is a singleton (we usually do not
write the only action explicitly, so the transition rates of a CTMC are denoted by q(s, s′),
etc.).
Intuitively, a run of a CTMDP starts in s1 and then evolves in so-called epochs. Assume
that (after the previous epoch) the system is in a state s. The next epoch consists of the
following phases: First, a scheduler chooses an action σ ∈ Σ to be executed. Second, a waiting
time for transition to each state s′ ∈ S is chosen according to the exponential distribution
with the rate q(s, σ, s′) (here we assume that if q(s, σ, s′) = 0, then the waiting time is ∞).
The transitions compete in a way such that the one with the least waiting time is executed
and the state of the CTMDP is chosen accordingly (the other transitions are subsequently
discarded).
Formally, a run is an infinite sequence s1, σ1, t1, s2, σ2, t2, . . . ∈ (S × Σ × R≥0)ω. We
denote by Run the set of all runs. A scheduler is a function Θ which assigns to every finite
path s1, σ1, t1, s2, σ2, t2, . . . sn ∈ (S × Σ × R≥0)∗ × S a probability distribution Θ(w) on
actions (i.e. Θ(w) : Σ→ [0, 1] satisfies ∑σ∈Σ Θ(w)(σ) = 1). For technical reasons, we have
to restrict ourselves to measurable schedulers (for details see e.g. [23]).
We work with a measurable space of runs (Run,F) where F is the smallest σ-algebra
generated by basic cylinders (i.e. sets of runs with common finite prefix) in a standard
way. Every scheduler Θ induces a unique probability measure PrΘ on F determined by the
probabilities of the basic cylinders. For detailed definitions see [23]. Then each scheduler Θ
induces a stochastic process (x(t) | t ∈ R≥0) on the probability space (Run,F ,PrΘ) where
x(t) is the current state of the run in time t, i.e., each x(t) is a random variable defined by
x(t)(s1, σ1, t1, s2, σ2, t2, . . .) = si ,
i−1∑
j=1
ti ≤ t and
i∑
j=1
ti ≥ t .
A scheduler Θ is memoryless if for every path w = s1, σ1, t1, s2, σ2, t2, . . . sn+1 ∈ (S × Σ ×
R≥0)∗ × S we have that Θ(w) = Θ(sn+1).
Networks. Define R(n,K) := {r ∈ Nn | r1 + · · · + rn ≤ K}. A production function for
(n,K) is a function Prob : R→ Q ∩ (0, 1] with R ⊆ R(n,K) such that ∑r∈R Prob(r) = 1. A
controlled branching network with n queues and branching factor K consists of an arrival
rate µ0 ∈ Q ∩ (0,∞), queue rates µi ∈ Q ∩ (0,∞) for i ∈ {1, . . . , n}, an arrival production
function Prob0 : R0 → Q ∩ (0, 1] for (n,K), and finite action sets Σ1, . . . ,Σn as follows. An
action σi ∈ Σi assigns to queue i a production function Probi(σi) : Ri(σi)→ Q ∩ (0, 1] for
(n,K). Define Σ := Σ1 × · · · × Σn. If σ = (σ1, . . . , σn) ∈ Σ, we write Ri(σ), Probi(σ) and
R0(σ), Prob0(σ) to mean Ri(σi), Probi(σi) and R0, Prob0. Observe that the rates µi do not
depend on actions. This simplification is without loss of generality.3 We assume a nonzero
2 Usually, each state has its own set of available actions. As this feature is not needed for queueing
networks, we stick to the simpler version in which all actions are always available.
3 To show that this assumption is w.l.o.g. one can employ the standard “uniformization” trick. More
precisely, assume that the actions of a queue i have different rates. Define µi to be the maximum of
all rates of Σi and compensate by “adding self-loops”, i.e., make the actions of Σi generate a new job
for queue i with a suitable probability. This effectively substitutes a transition with longer delay by
possibly several transitions with delay µi. As static schedulers can be easily translated between the
original and the transformed system, our results remain valid.
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arrival stream, i.e., there is r ∈ R0 with r 6= 0. We define the size of a controlled network
by n+K + (
∑n
i=0 |µi|) + |R0|+ |Prob0|+
∑n
i=1
∑
σi∈Σi |Ri(σi)|+ |Probi(σi)|, where |µi| etc.
means the description size assuming the rationals are represented as fractions of integers in
binary. A controlled branching network induces a CTMDP with state space Nn (the queue
sizes), initial state 0, action set Σ, and transition rates
q(x, σ,y) =
∑
i∈{0,1,...,n}:i=0∨xi 6=0
∑
r∈Ri(σ):y=x−e(i)+r
µiProbi(σ)(r) for x,y ∈ Nn, σ ∈ Σ.
Interpreting this definition, there is a “race” between external arrivals (rate µ0) and the
nonempty queues (rates µi); if the external arrivals win, new jobs are added according
to Prob0(σ); if queue i wins, one i-job is removed and new jobs are added according
to Probi(σ).
An purely stochastic branching network is a controlled branching network with Σ = {σ},
i.e., with a unique action for each queue. Hence, the induced CTMDP is a CTMC. In the
purely stochastic case we write only Ri for Ri(σ) etc. If Probi(r) = p in the purely stochastic
case, we use in examples the notation i
p
↪−→ r, where we often write r ∈ R(n,K) as a multiset
without curly brackets. For instance, if n = 2, we write 1
p
↪−→ 1, 2 and 1 p↪−→ 2, 2 and 1 p↪−→ ε to
mean Prob1(r) = p with r = (1, 1) and r = (0, 2) and r = (0, 0), respectively.
Fixing a controlled network N and a scheduler Θ for the CTMDP induced by N , we
obtain a stochastic process NΘ = (x(t) | t ∈ R≥0), where x(0) = 0 ∈ Nn, which evolves
according to the dynamics of N and the scheduler Θ. In the purely stochastic case we drop
the subscript Θ, and so we identify a network N with its induced stochastic process.
I Example 2 (no product form). Consider the purely stochastic branching network with
0 1↪−→ 1, 2 and 1 1↪−→ ε and 2 1↪−→ ε. If its stationary distribution pi (for a definition of stationary
distribution see before Theorem 3) had product from, the queues would be “independent in
steady-state”, i.e., pi(x2 ≥ 1 | x1 ≥ 1) = pi(x2 ≥ 1), where by x we mean x(t) in steady state.
However, if µ0 is much smaller than µ1 = µ2, then we have pi(x2 ≥ 1 | x1 ≥ 1) > pi(x2 ≥ 1),
intuitively because x1 ≥ 1 probably means that there was an arrival recently, so that x2 ≥ 1
is more likely than usual. More concretely, let µ0 = 1 and µ1 = µ2 = 3 and consider the
2-state Markov chain obtained by assuming that each arrival leads to the state (1, 1) and each
completion of any job leads to the state (0, 0). By computing the stationary distribution pi′ of
this 2-state Markov chain in the standard way, we obtain pi′((0, 0)) = 6/7 and pi′((1, 1)) = 1/7.
Since this 2-state Markov chain “underapproximates” the CTMC induced by the network,
we have pi(x1 ≥ 1 ∧ x2 ≥ 1) ≥ 1/7. On the other hand, by considering the two queues
separately, the standard formula for the M/M/1 queue gives pi(x1 ≥ 1) = pi(x2 ≥ 1) = 1/3.
Product form would imply pi(x1 ≥ 1 ∧ x2 ≥ 1) = pi(x1 ≥ 1) ·pi(x2 ≥ 1) = 1/9, contradicting
the inequality above.
3 Results
We focus on the stability of purely stochastic and controlled branching networks. Our notion
of stability requires that the network is completely empty infinitely many times. Given a
stochastic process (x(t) | t ∈ R≥0), we say that the process is ergodic if the expected return
time to 0 is finite. More formally, define a random variable R by
R := inf
t>0
{t | x(t) = 0, ∃t′ < t : x(t′) 6= 0} .
Then the process is ergodic iff E [R] <∞. In the controlled case, we say that a scheduler Θ
for N is ergodic for N if NΘ is ergodic. In the following we use stability and ergodicity
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interchangeably. A scheduler Θ is static if it always chooses the same fixed distribution on
actions. Note that static schedulers are memoryless. If in a stochastic process (x(t) | t ∈ R≥0)
the limit pi(x) := limt→∞ Pr(x(t) = x) exists for all x ∈ Nn and
∑
x∈Nn pi(x) = 1, then
pi : R≥0 → [0, 1] is called the stationary distribution.
I Theorem 3. Let N be a controlled branching network. It is decidable in polynomial time
whether there exists an (arbitrary) ergodic scheduler for N . If it exists, one can compute, in
polynomial time, a static randomized ergodic scheduler for N with stationary distribution pi
such that there exists an exponential moment of the total number of waiting jobs, i.e., there
is δ > 0 such that
∑
x∈Nn exp(δ ‖x‖)pi(x) exists.
To prove Theorem 3 we generalize the concept of traffic equations (see e.g. [6]) from the
theory of Jackson networks. Intuitively, the traffic equations express the fact that the inflow
of jobs to a given queue must be equal to the outflow. Remarkably, the traffic equations
characterize the stability of the Jackson network. More precisely, a Jackson network is stable
if and only if there is a solution of the traffic equations whose components are strictly smaller
than the rates of the corresponding queues (we call such a solution deficient).
We show how to extend the traffic equations so that they characterize the stability of
controlled branching networks. For a smooth presentation, we start with purely stochastic
branching networks and add control later on. Hence, the overall plan of the proof of Theorem 3
is as follows: Set up traffic equations for purely stochastic branching networks and show
that if there is a deficient solution of these equations, then the network is stable. This
result, presented in Section 3.1 (Proposition 4), is of independent interest and requires the
construction of a suitable Lyapunov function. Then, in Section 3.2, we generalize the traffic
equations to controlled branching networks and show that any ergodic scheduler determines
a deficient solution (Proposition 10). This solution naturally induces a static scheduler,
which, when fixed, determines an purely stochastic network with deficiently solvable traffic
equations. Propositions 4 and 10 imply Theorem 3 and provide some additional results.
3.1 Purely stochastic branching networks
Assume that N is purely stochastic, i.e., there is a single action for each queue. In such a case
the CTMDP induced by the network is in fact a CTMC. We associate the following quantities
to a network, which will turn out to be crucial for its performance. Let µ := (µ1, . . . , µn).
Let α ∈ Rn≥0 be the vector with αi := µ0
∑
r∈R0 Prob0(r)ri; i.e., αi indicates the expected
number of external arrivals at queue i per time unit. Note that α 6= 0, as we assume a
nonzero arrival stream. Let A ∈ Rn×n≥0 be the matrix with Aij :=
∑
r∈Ri Probi(r)rj ; i.e., Aij
indicates the expected production of j-jobs when queue i fires. W.l.o.g. we assume that all
queues are “reachable”, i.e., for all queues i there is j ∈ N with (αAj)i 6= 0. We define a set
of traffic equations
λj = αj +
n∑
i=1
λi ·Aij , j ∈ {1, . . . , n}, (1)
in matrix form:
λ = α+ λA . (2)
We prove the following proposition.
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I Proposition 4. Assume that λ ∈ Rn≥0 solves the traffic equations (2) and satisfies λ < µ.
Then the following conclusions hold:
1. The process N is ergodic, i.e., the expected return time to 0 is finite.
2. There exists a stationary distribution pi such that there exists an exponential moment of
the total queue size, i.e., there is δ > 0 such that
∑
x∈Nn exp(δ ‖x‖)pi(x) exists.
The key step to the proof of Proposition 4 is to construct a so-called Lyapunov function with
respect to which the process N exhibits a “negative drift”. This is in fact a classical technique
for showing the stability of queueing systems [22]; the difficulty lies in finding a suitable
Lyapunov function. The “drift” of N is given by the mean velocity vector ∆(x) ∈ Rn≥0
of N , defined by ∆(x) := limh→0+ E [x(t+ h)− x(t) | x(t) = x] /h. The limit exists, is
independent of t, and we have
∆(x) = α+
∑
i:xi 6=0
µi(−e(i) +Ai) . (3)
The following lemma is implicitly proved in [9, theorem 1].
I Lemma 5. Suppose that a function V˜ : Rn≥0 → R≥0 is two times continuously differentiable,
V˜ (x) = 0 implies x = 0, and that there is γ > 0 such that we have
∆(x)
(
V˜ ′(x)
)T ≤ −γ for all x 6= 0,
where V˜ ′(x) denotes the gradient of V˜ at x. Then the conclusions of Proposition 4 holds.
Following [9], we construct the Lyapunov function V˜ in two stages: we first define a suitable
piecewise linear function V : Nn → R≥0; then V is smoothed to obtain V˜ . For the definition
of V we need the following lemma.
I Lemma 6. The matrix series A∗ :=
∑∞
i=0A
i converges (“exists”) in Rn×n≥0 and is equal to
(I −A)−1.
Define vectors q(1), . . . , q(n) ∈ Rn≥0 by setting q(i)T := a(i)T /
∥∥a(i)∥∥, where a(i)T is the ith
column of A∗. Observe that we have 1q(i)T = 1 for all i. Define the function V : Rn≥0 → R≥0
by V (x) := maxi{xq(i)T }. We will use the following property of V :
I Lemma 7. If 0 6= x ∈ Rn≥0 and xi = 0, then xq(i)T < V (x).
Lemma 7 is not obvious; in [4] we use Farkas’ lemma for the proof. The following lemma
describes the crucial “negative drift” property of V :
I Lemma 8. There is γ > 0 such that we have
∆(x)
(
V ′(x)
)T ≤ −γ for all x 6= 0
and all subgradient vectors V ′(x) of V at x. More precisely, one can choose
γ := min
i
(µi − λi)/
∥∥∥a(i)∥∥∥ ,
where a(i)T is the ith column of A∗.
I Example 9. Consider the network with
0 1↪−→ 1 1
1/5
↪−−→ 2, 2
1
4/5
↪−−→ ε
2
1/6
↪−−→ 1, 2
2
5/6
↪−−→ ε
,
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Figure 1 Illustration of negative drift.
arrival rate µ0 = 7/30, and µ = (5/12, 7/20), so that µ0 + µ1 + µ2 = 1. Let us write
[0] := α = µ0(1, 0), [1] := µ1(−e(1) + A1), [2] := µ2(−e(2) + A2), [01] := [0] + [1],
[02] := [0] + [2], [012] := [0] + [1] + [2]. These vectors are shown in Figure 1 (a). The
mean velocity vector ∆(x) is one of the vectors [0], [01], [02], [012], depending on which
components of x are nonzero. The vector field in Figure 1 (b) shows the corresponding
vectors for several x ∈ N2. The connected line segments indicate points x with the same
value of V (x) = max{xq(1)T ,xq(2)T } = max{ 56x1 + 16x2, 27x1 + 57x2} (values 0.5, 1, 1.5, . . .).
It can be seen from the figure that the drift is negative with respect to the gradient of V , if
x 6= 0.
Proof of Lemma 8. Let x 6= 0. We need to show ∆(x)q(i)T ≤ −γ for all i with xq(i)T =
V (x). W.l.o.g. we assume that xq(1)T = V (x) and show only ∆(x)q(1)T ≤ −γ. By Lemma 7
we have x1 6= 0. It follows from the property (I −A)A∗ = I and the definition of q(1) that
we have
(−e(1) +A1)q(1)T = −1/
∥∥∥a(1)∥∥∥ and (−e(i) +Ai)q(1)T = 0 for 2 ≤ i ≤ n. (4)
Hence we have:
∆(x)q(1)T =
α+ ∑
i:xi 6=0
µi(−e(i) +Ai)
 q(1)T by (3)
= αq(1)T − µ1/
∥∥∥a(1)∥∥∥ by (4) and x1 6= 0
≤ −γ +αq(1)T − λ1/
∥∥∥a(1)∥∥∥ by the definition of γ
= −γ +
(
α+
n∑
i=1
λi(−e(i) +Ai)
)
q(1)T by (4)
= −γ + (α+ λ(−I +A)) q(1)T
= −γ + 0q(1)T = −γ by the traffic equation.
J
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Using integration, one can obtain a two times continuously differentiable function V˜
satisfying the conditions in Lemma 5: the function V is smoothed by defining V˜ (x), for
all x, as an “average” of the values V (y) where y belongs to a small ball around x; see the
appendix of [9] for the formal details. This concludes the proof of Proposition 4.
3.2 Controlled branching networks
In this subsection we generalize the traffic equations (2) to deal with an arbitrary controlled
branching network N . To obtain a distribution on actions for a static randomized ergodic
scheduler, we assign variables to actions instead of queues, i.e., for every action ξ of the
network we introduce a variable λξ capturing the rate of firing the action ξ. Denote by Σ¯
the set
⋃n
i=1 Σi. Given ζ ∈ Σ¯ and j ∈ {1, . . . , n}, we denote by Aζj the average number of
jobs added to the queue j when the action ζ fires, i.e., for ζ ∈ Σi we set
Aζj :=
∑
r∈Ri(ζ)
Probi(ζ)(r) · rj .
We generalize (2) to the traffic LP presented in Figure 2, where the variable δ is intended to
bound, for all j, the probability that queue j is busy.
min δ subject to
∑
ξ∈Σj
λξ = αj +
n∑
i=1
∑
ζ∈Σi
λζ ·Aζj j ∈ {1, . . . , n}
δ ≥
∑
ξ∈Σj λξ
µj
j ∈ {1, . . . , n}
λξ ≥ 0 ξ ∈ Σ¯
Figure 2 The traffic LP.
We prove the following
I Proposition 10.
1. If there exists an arbitrary ergodic scheduler for N , then the traffic LP can be solved with
min δ < 1.
2. If the traffic LP is solved with min δ < 1, one can compute in polynomial time a
static randomized ergodic scheduler Θs for N . Moreover, denoting by ρi the utiliza-
tion limt→∞ Pr(xi(t) 6= 0) of the queue i, the scheduler Θs minimizes maxi ρi among all
memoryless ergodic schedulers.
Hence one can decide in polynomial time whether an arbitrary ergodic scheduler exists; if
yes, one can compute in polynomial time a static randomized ergodic scheduler.
Let us first concentrate on part 1. Let Θ be an ergodic scheduler. Roughly speaking, we
prove that a feasible solution of the traffic LP can be constructed using (limit) frequencies of
firing individual actions in NΘ. Formally, given a run ω of NΘ, t ∈ R≥0 and ξ ∈ Σ¯, we denote
by O≤tξ (ω) the number of times the action ξ is fired up to time t on ω. For memoryless Θ we
have the following result.
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I Lemma 11. Assume that Θ is a memoryless ergodic scheduler. For every ξ ∈ Σ¯ there is a
constant Oξ such that for almost all runs ω of NΘ the limit
lim
t→∞
O≤tξ (ω)
t
exists and is equal to Oξ. There is δ¯ < 1 such that
(
δ¯, Oξ | ξ ∈ Σ¯
)
solves the traffic LP.
Moreover, for every i ∈ {1, . . . , n} the utilization ρi of the queue i in NΘ is equal to
∑
ξ∈Σi
Oξ
µi
.
We prove Lemma 11 in [4]. If there exists an arbitrary (i.e. possibly history-dependent) ergodic
scheduler, then by Theorem 7.3.8 of [25] there exists also a memoryless (and deterministic)
ergodic scheduler.4 This fact, combined with Lemma 11, implies part 1. of Proposition 10.
Now let us concentrate on part 2. of Proposition 10.
I Lemma 12. Any feasible solution
(
δ¯, λ¯ξ | ξ ∈ Σ¯
)
of the traffic LP with δ¯ < 1 induces a
static randomized ergodic scheduler whose utilization of any queue i is equal to
∑
ξ∈Σi
λ¯ξ
µi
.
Proof. We construct a static randomized scheduler Θ which chooses an action ξ ∈ Σi for
the queue i with probability
Pξ =
λ¯ξ∑
ζ∈Σi λ¯ζ
,
∑
ζ∈Σi
λ¯ζ > 0 . (5)
Otherwise, if
∑
ζ∈Σi λ¯ζ = 0, we may control the queue i arbitrarily because no jobs ever
come to the queue. We further assume (w.l.o.g.) that such queues have been removed from
the network, i.e., that Pξ is defined using (5) for all ξ ∈ Σ¯. Note that
∑
ξ∈Σi Pξ = 1 for every
i ∈ {1, . . . , n}.
Fixing the scheduler Θ we obtain a purely stochastic branching network whose traffic
equations are deficiently solvable. Formally, we define a new purely stochastic branching
network N ′ with n queues with the same arrival rate, the same arrival production function
and the same queue rates as N . Further, N ′ has R′i =
⋃
ξ∈Σi Ri(ξ) and the following
production functions Prob′i associated to queues:
Prob′i(r) =
∑
ξ∈Σi
Pξ · Probi(ξ)(r) , r ∈ R′i
(Here we formally assume Probi(ξ)(r) = 0 for r 6∈ Rξ.) The traffic equations (1) for N ′ have
the following form:
λj = αj +
n∑
i=1
λi ·A′ij , j ∈ {1, . . . , n} (6)
with
A′ij :=
∑
r∈R′
i
Prob′i(r) · rj =
∑
ξ∈Σi
Pξ
∑
r∈R′
i
Probi(ξ)(r) · rj =
=
∑
ξ∈Σi
λ¯ξ∑
ζ∈Σi λ¯ζ
∑
r∈R′
i
Probi(ξ)(r) · rj =
∑
ξ∈Σi
λ¯ξ∑
ζ∈Σi λ¯ζ
·Aξj .
4 To be formally correct, we apply Theorem 7.3.8 of [25] to the embedded discrete time MDP and obtain
a scheduler which returns to the state 0 in finitely many steps (on average). As there are only finitely
many rates in our system, this means that also the expected return time to 0 is finite.
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Setting λi :=
∑
ξ∈Σi λ¯ξ for every i ∈ {1, . . . , n}, we obtain λiA′ij =
∑
ξ∈Σi λ¯ξAξj . If we put
this equality into the first equation of the traffic LP, we see that (λ1, . . . , λn) solves (6). Also,
λj < µj for all j ∈ {1, . . . , n}. Proposition 4 then implies that the scheduler Θ is ergodic.
Finally, let us concentrate on the utilization. Note that the utilization of any queue i is
the same in N ′ as in NΘ, so it suffices to concentrate on N ′. Observe that the matrix I −A′
is invertible by Lemma 6. This means that (λ1, . . . , λn) is, in fact, the unique solution of (6).
Then however, by Lemma 11, the utilization ρi of queue i in N ′ (and thus also in NΘ) is
equal to λiµi =
∑
ξ∈Σi
λ¯ξ
µi
. J
To complete the proof of Proposition 10, we consider the problem of minimizing the maximal
utilization maxi ρi. Let Θs be a static randomized ergodic scheduler induced by a solution
of the traffic LP in the sense of Lemma 12 (here we consider a solution which minimizes δ).
Observe that the scheduler Θs minimizes maxi ρi among all schedulers induced by solutions
of the traffic LP. However, by Lemmas 11 and 12, for every memoryless scheduler Θ there
exists a static randomized scheduler induced by a solution of the traffic LP which has the
same utilization of each queue as Θ. Thus Θs minimizes maxi ρi among all memoryless
ergodic schedulers.
4 Conclusions
We have suggested and studied controlled branching networks, a queueing model which
extends Jackson networks by nondeterministic and branching features as required to model
parallel systems. Although much of the classical theory (such as product-form stationary
distributions) no longer holds for controlled branching networks, we have shown that the
traffic equations can be generalized. This enabled us to construct a suitable Lyapunov
function which we have used to establish strong stability properties. We have shown for
the controlled model that static randomized schedulers are sufficient to achieve those strong
stability properties. Linear programming can be used to efficiently compute such a scheduler,
which at the same time minimizes the maximal queue utilization.
Future work should include the investigation of more performance measures, e.g., the
long-time average queue size. Can non-static schedulers help to minimize it?
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mous reviewers for valuable comments.
References
1 M. Ahmadi and S. Wong. A performance model for network processor architectures in
packet processing system. In Proceedings of the 19th IASTED International Conference on
Parallel and Distributed Computing and Systems, pages 176–181. ACTA Press, 2007.
2 A. Azaron and S.M.T. Fatemi Ghomi. Optimal control of service rates and arrivals in
Jackson networks. European Journal of Operational Research, 147(1):17–31, 2003.
3 G. Bolch, S. Greiner, H. de Meer, and K.S. Trivedi. Queueing Networks and Markov Chains.
John Wiley and Sons, 2006.
4 T. Brázdil and S. Kiefer. Stabilization of branching queueing networks. Technical report,
arxiv.org, 2011. Available at http://arxiv.org/abs/1112.1041.
5 T. Brázdil, S. Kiefer, A. Kučera, and I. Hutařová Vařeková. Runtime analysis of probabilis-
tic programs with unbounded recursion. In Proceedings of ICALP, volume 6756 of LNCS,
pages 319–331, 2011.
6 H. Chen and D. Yao. Fundamentals of Queueing Networks. Springer, 2001.
STACS’12
518 Stabilization of Branching Queueing Networks
7 J. Daigle. Queueing Theory with Applications to Packet Telecommunication. Springer,
2010.
8 J.D. Deng and M.K. Purvis. Multi-core application performance optimization using a
constrained tandem queueing model. Journal of Network and Computer Applications, In
Press, Corrected Proof, 2011. DOI: 10.1016/j.jnca.2011.07.004.
9 D. Down and S.P. Meyn. Piecewise linear test functions for stability and instability of
queueing networks. Queueing Systems, 27:205–226, 1997.
10 J. Esparza, A. Kučera, and R. Mayr. Model checking probabilistic pushdown automata. In
LICS 2004, pages 12–21. IEEE, 2004.
11 K. Etessami, D. Wojtczak, and M. Yannakakis. Recursive stochastic games with positive
rewards. In Proceedings of ICALP 2008, pages 711–723, 2008.
12 K. Etessami and M. Yannakakis. Recursive Markov chains, stochastic grammars, and
monotone systems of nonlinear equations. Journal of the ACM, 56(1):1–66, 2009.
13 K.D. Glazebrook and J. Niño-Mora. A linear programming approach to stability, optimi-
sation and performance analysis for Markovian multiclass queueing networks. Annals of
Operations Research, 92:1–18, 1999.
14 J.M. Harrison and R.J. Williams. Brownian models of feedforward queueing networks:
Quasireversibility and product form solutions. Annals of Applied Probability, 2(2):263–293,
1992.
15 J.R. Jackson. Networks of waiting lines. Operations Research, 5(4):518–521, 1957.
16 S. Kiefer and D. Wojtczak. On probabilistic parallel programs with process creation and
synchronisation. In Proceedings of TACAS, volume 6605 of LNCS, pages 296–310. Springer,
2011.
17 M.Y. Kitaev and V.V.Rykov. Controlled queueing systems. CRC Press, 1995.
18 P.R. Kumar and S.P. Meyn. Duality and linear programs for stability and performance
analysis of queueing networks and scheduling policies. IEEE Transactions on Automatic
Control, 42(1):4–17, 1996.
19 M. Kwiatkowska, G. Norman, and D. Parker. Prism 4.0: Verification of probabilistic real-
time systems. In Proceedings of CAV, volume 6806 of LNCS, pages 585–591, 2011.
20 N. Madan, A. Buyuktosunoglu, P. Bose, and M. Annavaram. A case for guarded power
gating for multi-core processors. In High Performance Computer Architecture (HPCA),
pages 291–300, 2011.
21 W.A. Massey and R. Srinivasan. A heavy traffic analysis for semi-open networks. Perfor-
mance Evaluation, 13(1):59–66, 1991.
22 S.P. Meyn and R.L. Tweedie. Markov Chains and Stochastic Stability. Springer, 1993.
23 M. Neuhäußer, M. Stoelinga, and J.-P. Katoen. Delayed nondeterminism in continuous-
time Markov decision processes. In Proceedings of FoSSaCS 2009, volume 5504 of LNCS,
pages 364–379. Springer, 2009.
24 C.H. Papadimitriou and J.N. Tsitsiklis. The complexity of optimal queueing network con-
trol. Mathematics of Operations Research, 24:293–305, 1994.
25 M. L. Puterman. Markov Decision Processes: Discrete Stochastic Dynamic Programming.
John Wiley and Sons, 2008.
26 S. Stidham, Jr. Optimal control of admission to a queueing system. IEEE Transactions on
Automatic Control, 30(8):705–713, 1985.
27 S. La Torre, P. Madhusudan, and G. Parlato. Context-bounded analysis of concurrent
queue systems. In Proceedings of TACAS, volume 4963 of LNCS, pages 299–314, 2008.
28 H. Zisgen, I. Meents, B.R. Wheeler, and T. Hanschke. A queueing network based system
to model capacity and cycle time for semiconductor fabrication. In Proceedings of the 40th
Conference on Winter Simulation, pages 2067–2074, 2008.
Stronger Lower Bounds and
Randomness-Hardness Trade-Offs Using
Associated Algebraic Complexity Classes
Maurice Jansen and Rahul Santhanam
School of Informatics, The University of Edinburgh
Informatics Forum, 10 Crichton Street
Edinburgh, EH8 9AB, United Kingdom
maurice.julien.jansen@gmail.com, rsanthan@inf.ed.ac.uk
Abstract
We associate to each Boolean language complexity class C the algebraic class a·C consisting of
families of polynomials {fn} for which the evaluation problem over Z is in C. We prove the
following lower bound and randomness-to-hardness results:
1. If polynomial identity testing (PIT) is in NSUBEXP then a·NEXP does not have poly size
constant-free arithmetic circuits.
2. a·NEXPRP does not have poly size constant-free arithmetic circuits.
3. For every fixed k, a·MA does not have arithmetic circuits of size nk.
Items 1 and 2 strengthen two results due to Kabanets and Impagliazzo [7]. The third item
improves a lower bound due to Santhanam [11].
We consider the special case low-PIT of identity testing for (constant-free) arithmetic circuits
with low formal degree, and give improved hardness-to-randomness trade-offs that apply to this
case.
Combining our results for both directions of the hardness-randomness connection, we demon-
strate a case where derandomization of PIT and proving lower bounds are equivalent. Namely,
we show that low-PIT ∈ i.o-NTIME[2no(1) ]/no(1) if and only if there exists a family of multilinear
polynomials in a·NE/lin that requires constant-free arithmetic circuits of super-polynomial size
and formal degree.
1998 ACM Subject Classification F.1.3 Complexity Measures and Classes.
Keywords and phrases Computational Complexity, Circuit Lower Bounds, Polynomial Identity
Testing, Derandomization.
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.519
1 Introduction
In this paper we study the arithmetic circuit complexity of families of multivariate polyno-
mials {fn} in terms of the computational hardness of the underlying evaluation problem.
Towards this end we associate to each Boolean language complexity class C the class a·C
consisting of all families of polynomials {fn} with integer coefficients, such that given an
integer input tuple x to fn, an integer i and a bit b, it can be decided within the resources
of the class C whether the ith bit of fn(x) equals b. We restrict the number of variables, the
degree, and the bit size of coefficients of such families to be polynomially bounded in n (See
Section 2 for the formal definition). We note that a similar notion was suggested by Koiran
and Perifel [9].
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One of our main motivations is to find an elegant way to state “hybrid” results involv-
ing Boolean and arithmetic circuit lower bounds, such as the trade-offs of Kabanets and
Impagliazzo [7] or the lower bound of Santhanam [11]. These are examples where people,
perhaps unknowingly, have been proving lower bounds and randomness-hardness tradeoffs
geared towards associated algebraic classes, while in our opinion lacking the proper language
to describe, and consequently interpret, the results. The a·C notions provides a language for
succinctly expressing these results, and leads to natural questions for making improvements.
Consequently we have strengthened several important results from the literature.
A prime example of the above situation is the celebrated theorem by Kabanets and
Impagliazzo [7], which says that if polynomial identity testing (PIT) is in NSUBEXP, then
either NEXP 6⊆ P/poly, or permanent does not have poly-size arithmetic circuits. PIT is the
problem of deciding for a given arithmetic circuit Φ whether it computes the zero polynomial.
We refer to a recent survey by Saxena [12] for more on this problem. The quoted theorem
tells us that derandomization of polynomial identity testing yields lower bounds of some
sort. However, it doesn’t tell us whether these will be Boolean lower bounds or arithmetic
lower bounds. We make the observation1 that the theorem by Kabanets and Impagliazzo
is equivalent to the statement PIT ∈ NSUBEXP ⇒ a·NEXP/lin 6⊆ ASIZE′(poly). Here
ASIZE′(poly) denotes the class of polynomial families {fn} computable by constant-free
arithmetic circuit of size poly(n) using addition, multiplication, and division by computed
constants (See Section 2). Hence, to answer the above question, putting PIT in NSUBEXP
gives arithmetic lower bounds for families of polynomials that can be evaluated in NEXP
with linear advice. A natural improvement to the result would be to drop the linear advice.
We show that this can indeed be done2, resulting in the following stronger theorem:
I Theorem 1. PIT ∈ NSUBEXP⇒ a·NEXP 6⊆ ASIZE′(poly).
In the above, on the right hand side, the associated algebraic class gives us a measure of
the explicitness of the lower bound. We have improved this explicitness from evaluable in
NEXP/lin down to evaluable in NEXP. As it is generally undesirable to have non-uniform
dependencies appearing in the explicitness measure of a lower bound, the main significance
of our result is that we have managed to remove the non-uniformity.
Similar to Theorem 1 we observe that Theorem 5.2 of Ref. [7], which states that either
NEXPRP 6⊂ P/poly or Permanent does not have poly-size arithmetic circuits, is equivalent
to the statement that a·NEXPRP/lin 6⊆ ASIZE′(poly). We also improve the explicitness of
this lower bound and obtain that
I Theorem 2. a·NEXPRP 6⊆ ASIZE′(poly).
Furthermore, we improve a theorem by Santhanam [11] which states that for every k,
either MA 6⊆ SIZE(nk), or there exists a family polynomial {fn}, whose graph is decidable
in MA, that is not in ASIZE(nk). We show the following stronger result:
I Theorem 3. For every k, a·MA 6⊆ ASIZE(nk).
The above results demonstrate the usefulness of the a·C notion. There are further reasons
why the notion is worth exploring. It gives a way of bringing uniformity into the algebraic
complexity setting. Note that traditional algebraic complexity classes such as VP and VNP
1A proof will appear in the full version of this paper.
2An obvious way to do this would be to ‘just’ show that a·NEXP ⊆ ASIZE′(poly)⇒ a·NEXP/lin ⊆
ASIZE′(poly). It is not clear whether this is true.
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are inherently non-uniform. We also feel the notion could facilitate more interactions of
techniques from structural complexity and algebraic complexity. Given how few lower bound
techniques we have available, and given the well-known barriers such as natural proofs
and algebrization to finding new ones, we need to make the best use of the ones we have.
The recent lower bounds success of Williams [17] is an instructive example of how known
techniques from different domains can be combined to give an interesting new result.
In general, one might ask for any known separation C 6⊆ D in the Boolean world whether it
can be strengthened to show that a·C 6⊆ a·D. Note that this would indeed be a strengthening
as C ⊆ D trivially implies a·C ⊆ a·D. Arithmetic analogues of time hierarchy results, eg.,
a·DTIME[n2] ( a·DTIME[n3] and a·NTIME[n2] ( a·DTIME[n3] can be proved quite easily
using the fact that the separation can be witnessed by a unary language. However, we don’t
know whether arithmetic analogues of results such as Williams’ lower bound hold. There
could be a connection between proving the arithmetic analogue of a Boolean result and
whether the techniques used to prove the Boolean result algebrize in the sense of Aaronson
and Wigderson [1]. We have not properly explored this yet.
One of the advantages of using associated algebraic classes is that this enables us to
derive tighter hardness-randomness trade-offs. This is especially striking for the case of the
low-formal-degree polynomial identity testing problem (low-PIT). We define low-PIT as the
special case of PIT for circuits Φ whose formal degree deg(Φ) is less than or equal to the
size |Φ|. Formal degree is a syntactic notion, easily computed for a circuit (See Section 2).
Examples of types of circuits that automatically satisfy the degree restriction deg(Φ) ≤ |Φ|
are formulas and skew-circuits, the latter being equivalent to algebraic branching programs.
This makes low-PIT an important special case of the general problem. We show that we
can specialize Theorem 1 to obtain the following low-degree version:
I Theorem 4. low-PIT ∈ NSUBEXP⇒ a·NEXP 6⊆ ASIZEDEG′(poly).
In the above ASIZEDEG′(poly) is the class of families of polynomials {fn} computable
by constant-free arithmetic circuits of size poly(n) and formal degree poly(n) (The ‘prime’
indicates that we allow a single division by a previously computed constant at the output
gate).
For the special case of low-PIT, we also make progress on trade-offs that go in the
opposite direction. Namely, we show that derandomization can be achieved under weaker
hardness assumptions than was known previously. For example using our techniques we can
prove the following theorem:
I Theorem 5 (Proof to appear in full version). Suppose there exists a family {pn} ∈ ml·NEXP
with {pn} 6∈ i.o-ASIZEDEG′(ne(n)), where e(n) is a monotone non-decreasing time con-
structible function with e(n) = ω(1). Then low-PIT ∈ NTIME[2no(1) ].
In the above, ml·NEXP is the subclass of a·NEXP consisting of all families {fn}, where
each fn is multilinear. The key improvement3 that we make here over the techniques of Ref.
[7], is that we can work with ASIZEDEG′-hardness instead of ASIZE′-hardness in case we
only need to cater for low-PIT. To achieve such improved trade-offs, we prove a so-called
root extraction lemma (Lemma 19) that is formal-degree efficient. This lemma, which is
of independent interest, is subsequently combined with the framework of Ref. [7]. As an
additional twist, we start with a hardness assumption in terms of an associated algebraic
class.
3See some remarks about the difference in Section 2.
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Finally, combining our results for both directions of the hardness vs. randomness con-
nection, the work of this paper culminates with the following theorem, which demonstrates
a setting where derandomization of PIT and proving lower bounds are formally equivalent:
I Theorem 6. There exists a family {pn} ∈ ml·NE/lin with {pn} 6∈ ASIZEDEG′(s(n)), for
s(n) = nω(1) if and only if low-PIT ∈ i.o-NTIME[2r(n)]/r(n), for r(n) = no(1).
In the past there have been several authors claiming partial converses to randomness-
hardness theorems involving PIT. Our paper is the first where an actual equivalence is
being observed. In this the associated algebraic classes play a central role, which we offer
as further evidence of the importance of this notion.
2 Preliminaries
Let NSUBEXP = ∩NTIME[2n ]. We define SIZE(s(n)) to be the class of all languages
in {0, 1}∗ computable by Boolean circuits of size s(n). A (division-free) arithmetic circuit
over some field F and a set of variables X = {x1, x2, . . . , xn} is given by a labeled directed
acyclic graph. Nodes of in-degree zero are labeled with elements of X ∪ F. Other nodes
are labeled by + or ×. To each node, a.k.a. gate, we can associate a polynomial ∈ F[X],
defined inductively in the obvious way. If constant-labels are restricted to be in {−1, 0, 1} the
circuit is called constant-free. For the size of an arithmetic circuit we count the number of
wires. We define ASIZE(s(n)) to be the class of all families of polynomials {fn} with integer
coefficients that have constant-free arithmetic circuits of size s(n). We let ASIZE′(s(n)) be
the class obtained from ASIZE(s(n) by allowing one single division at the output gate by an
integer a 6= 0, where a has been computed by the circuit. We remark that due to a result by
Strassen [14] on avoidance of divisions, cf. Theorem 2.17 and Corollary 3.9 in [7], a family
of polynomials {fn} of poly(n) degree can be computed by an arithmetic circuit of poly(n)
size with arbitrary use of division gates iff {fn} ∈ ASIZE′(poly(n)). We define “infinitely
often” versions of these classes in the obvious way. For example i.o-ASIZE(s(n)) is the class
of families {fn} such that for infinitely many n, fn can be computed by a size s(n) circuit.
ASIZEDEG(s(n)) is obtained from ASIZE(s(n)) by adding the restriction that formal
degree of the circuit is bounded by s(n) as well. Formal degree is defined inductively
as follows. For input gates, regardless of their label, formal degree is 1. Formal degree
of an addition gate is taken to be the maximum of the formal degree of its inputs. For
multiplication gates one takes the sum of formal degrees of its inputs. We define the class
ASIZEDEG′(poly) to be the class of families of polynomials {fn} with integer coefficients
such that there exist families {gn} and {cn ∈ Z} in ASIZEDEG(poly) with fn = gn/cn, for
each n.
Families in ASIZE(poly) can have super-polynomial degree, e.g. x2n can be computed
with n−1 repeated multiplications. We like to point out that in general for a family {fn} ∈
ASIZE(poly) with deg(fn) = nO(1) it is not known whether {fn} ∈ ASIZEDEG(poly). In
particular it is a fallacy to think the well-known trick of computing degree components
separately at every gate in the circuit proves this, as was pointed4 out by Bürgisser [3], cf.
[8]. Namely, this construction requires a model where arbitrary constants can be used by
the circuit at unit cost. A similar remark can be made for the classes ASIZEDEG′(poly)
4The class ASIZEDEG(poly) is known as VP0 in the literature, whereas ASIZE(poly) corresponds to
families of polynomials with τ -complexity poly(n), cf. Ref. [9].
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and ASIZE′(poly), in which case it is perhaps more obvious that computing components
separately does not help, since one of the given circuits only computes a constant.
We define the language corresponding to the polynomial identity testing problem
PIT = {Φ : Φ is a division-free constant-free arithmetic circuit such that Φ ≡ 0}. Similarly,
we define low-PIT to be the following language
{Φ : Φ is a division-free constant-free arithmetic circuit of formal degree ≤ |Φ| and Φ ≡ 0}.
We make use of the well-known Schwartz-Zippel-deMillo-Lipton Lemma.
I Lemma 7 ([4, 13, 18]). Let A be an arbitrary nonempty subset of the field F. Then for
any nonzero polynomial f ∈ F[X] of degree d, Pr[f(a1, a2, . . . , an) = 0] ≤ d|A| , where the ai’s
are picked independently and uniformly at random from A.
We use several easily proved propositions.
I Proposition 1. A constant-free division-free arithmetic circuit of size s and formal degree
d without variables computes an integer constant of absolute value at most 2ds.
By hard-wiring inputs we obtain the following corollary:
I Corollary 8. For a constant-free division-free arithmetic circuit of size s and formal degree
d computing a polynomial f(x1, x2, . . . , xn), if we evaluate f on integers a1, . . . , an of at most
B bits, then |f(a1, a2, . . . , an)| ≤ 2O(dsB2).
I Proposition 2 (Multilinear Extension over Z). Let f : {0, 1}n → {0, 1} be a Boolean function.
Define F (x1, . . . , xn) =
∑
a∈{0,1}n f(a)
∏
i∈[n](1− xi + ai(2xi − 1)). Then F is a multilinear
polynomial with integer coefficients that coincides with f on {0, 1}n. Furthermore, F is the
unique polynomial with these properties.
We now get to the central definition of this paper.
I Definition 9. Let C be a language complexity class. Corresponding to C we have the
associated algebraic class a·C which is given by the collection of all polynomial families {fn}
defined in m(n) = nO(1) variables of degree poly(n) having integer coefficients of poly(n) bit
size such that the evaluation language
E({fn}) := {(1n, a1, a2, . . . , am(n), i, b) : the ith bit of fn(a1, a2, . . . , am(n)) equals b} ∈ C,
where i, a1, a2, . . . , am(n)∈Z are given in binary. We denote the subclass of a·C consisting of
families of multilinear polynomials by ml·C.
Typically for a complexity class C we will have the complementation property that a·C =
a·(C ∩ coC). This is due to the inclusion of the bit b in the definition of the evaluation
language. We have the following property in particular:
I Proposition 3. a·NEXP = a·(NEXP ∩ coNEXP).
Namely, given a NEXP-machine M deciding E({fn}) for some family of polynomials
{fn}, one can simulateM on inputs (1n, a1, a2, . . . , am(n), i, b) and (1n, a1, a2, . . . , am(n), i, 1−
b). In these nondeterministic simulations one finds at most one of them accepting, and it
is guaranteed there exists at least one such path. For all paths where an accept is found,
the machine knows exactly whether (1n, a1, a2, . . . , am(n), i, b) ∈ E({fn}). This means that
we have a nondeterministic exponential time flag machine for computing the characteristic
function of E({fn}), which implies that E({fn}) ∈ NEXP ∩ coNEXP. Recall that a flag
machine sets a flag bit and produces output. If the flag is 0 this means on the given path
no output is produced. If the flag is 1 it signals the output is valid. To compute a function,
all flag = 1 paths must produce the same value, and there must be at least one such path.
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3 Improved Lower Bounds from Derandomization of PIT
In this section, in order to avoid ambiguity we use a new variable N to indicate the input
length for Boolean complexity classes. For example, Σ4TIME[N ] is the class of all languages
decidable by Σ4-machines in time O(N) for inputs of size N . We will prove Theorem 2, and
the following theorem (which implies Theorem 1):
I Theorem 10. PIT ∈ NSUBEXP⇒ ml·NEXP 6⊆ ASIZE′(poly).
We first establish fixed polynomial size arithmetic circuit lower bounds for a·PH.
I Theorem 11. For any fixed k, there exists {fn} ∈ a·PH with {fn} 6∈ i.o-ASIZE′(nk).
Furthermore, each fn is multilinear in n variables, has degree 3k and has coefficients in
{0, 1}.
Proof. For simplicity we show a fixed size lower bound in terms of ASIZE instead of ASIZE′.
The proof is easily modified to yield the more general statement. There are 2O(n2k) arith-
metic circuits of size at most nk. Consider the class F of homogeneous multilinear polyno-
mials in n variables of degree 3k with 0, 1 coefficients. Then |F| = 2( n3k). Hence there exists
fn ∈ F that is not in ASIZE(nk). Our goal is to find it ‘in PH’.
Let C be the class of arithmetic circuits corresponding to F , where we just represent in
the ΣΠ-form, i.e. a sum of monomials. We can fix some representation of C by strings of
length O(n3k). Our goals is to find the lexicographically least circuit Φ ∈ C such that for
all arithmetic circuits Ψ of size nk, Φ − Ψ 6≡ 0. Define the language L to consist of tuples
(1n, < Φ >) with the property that for all circuits Ψ of size nk, Φ − Ψ 6≡ 0, where < Φ >
to denotes the string encoding of Φ. Checking Φ−Ψ 6≡ 0 is a coRP predicate. This implies
that L is in coNPRP. On input 1n, using binary search and making existential queries to
L, one can find the lexicographically least Φ of size O(n3k) such that (1n, < Φ >) ∈ L
in FPNP
coRPRP
. Define fn to be the polynomial computed by this Φ. Once the sum of
monomials representations of fn is known, evaluations is poly-time computable for integer
inputs. Hence we obtain that E({fn}) ∈ PH. J
From the proof of Theorem 11 we can conclude that the following lemma is true:
I Lemma 12. There exists a constant c1 ∈ N, such that for any k ≥ 1, there exists {fn} ∈
ml· Σ4TIME[N c1k] with {fn} 6∈ i.o-ASIZE′(nk).
Namely, to describe an algorithm for E({fn}), consider an input (1n, a1, . . . , an, i, b) of
sizeN . The proof of Theorem 11 shows that we can first find in Σ4TIME[poly(n3k)] a sum-of-
monomials description of a polynomial fn of size O(n3k) that requires size nk. After that we
evaluate f(a1, . . . , an), which can be done in time poly(N3k) given this simple representation
of fn. We get that the total overhead for deciding E({fn}) is Σ4TIME[poly(Nk)]. One now
easily derives the following lemma:
I Lemma 13. There exists a constant c2 ∈ N, such that for any k ≥ 1, there exists {fn} ∈
ml·DTIME0,1-Perm[1][N c2k] with {fn} 6∈ i.o-ASIZE′(nk).
Proof. By Toda’s theorem [15] and Valiant’s Completeness result [16], we know that
there exists an absolute constant b ∈ N so that for every k ∈ N, Σ4TIME[Nk] ⊆
DTIME0,1-Perm[1][N bk]. Let c1 be the constant given by Lemma 12. We get that
Σ4TIME[N c1k] ⊆ DTIME0,1-Perm[1][N bc1k]. Hence the lemma holds for c2 = bc1. J
We use the following lemma by Kinne, van Melkebeek and Shaltiel:
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I Lemma 14 (Claim 5 in [5]). There exists a constant d such that the following holds
for any functions a(·) and t(·) with a(·) time-constructible and t(·) monotone. If PIT ∈
NTIME(t(N)) and {pern} ∈ ASIZE′(a(n)), then DTIME0,1-Perm[1][N ] ⊆ NTIME[t(N ·
logdN · a(√N))].
We are now ready to prove Theorem 10.
Proof. (Theorem 10) We are done if {pern} 6∈ ASIZE′(poly), so assume that
ASIZE′({pern}) ≤ n`, for ` ∈ N. Consider arbitrary k ≥ 1. Combining Lem-
mas 13 and 14, we obtain that for any monotone function t(·), if PIT ∈ NTIME[t(N)],
then ml·NTIME[t(N c2k · logdN c2k · N c2`k/2)] 6⊆ ASIZE′(nk). As we are assuming that
PIT ∈ NSUBEXP, if we apply this with t(N) = 2N , for small enough , we get that
ml·NTIME[2N ] 6⊆ ASIZE′(nk). Since k was arbitrary, we get that ml·NTIME[2N ] 6⊆
ASIZE′(poly), which implies that ml·NEXP 6⊆ ASIZE′(poly). J
Next we move on to the proof of Theorem 2.
Proof. (Theorem 2). Suppose that a·NEXPRP ⊆ ASIZE′(poly). Then a·EXP ⊆
ASIZE′(poly). We claim that this implies that EXP ⊆ SIZE(poly). Let L ∈ EXP be
any language. We will show that L ∈ SIZE(poly). Since we can evaluate multilinear ex-
tensions (Proposition 2) of characteristic functions of EXP languages within EXP itself, we
get {Fn} in a·EXP, where Fn is the multilinear extension of χL on {0, 1}n. We get that
{Fn} ∈ ASIZE′(poly). This means that we have constant-free (division-free) arithmetic
circuits Φ1 and Φ2 of size at most p(n) = nO(1), such that Φ2 does not contain variables
and computes some nonzero constant c ∈ Z. Furthermore, if Φ1 computes Gn then it holds
that Gn = c · Fn. For input a ∈ {0, 1}n, Fn(a) ∈ {0, 1} , which means for such inputs
Gn(a) ∈ {0, c}. We want to evaluate Φ1 modulo some prime number q that does not divide
c. This will tell us χL(a). We have that |c| ≤ 22p(n) due to Proposition 1. This means that
c has at most 2p(n) prime factors. Hence, using the Prime Number Theorem there exists a
prime number q of p(n)2 bits, provided n is large enough, that does not divide c. As our
task is to show only the non-uniform upper bound L ∈ SIZE(poly), mere existence of this
number q suffices for our purposes, as we can hardcode it into the Boolean circuit simulating
Φ1 and Φ2. Hence EXP ⊆ SIZE(poly).
Babai, Fortnow, Lund [2] prove that EXP ⊆ SIZE(poly) ⇒ EXP = MA. So we get
that EXP = MA. Also, because easily {pern} ∈ a·NEXPRP, we have that {pern} ∈
ASIZE′(poly). This implies that P#P ⊆ NPRP, cf. Lemma 5.3 in Ref. [7]. By Toda’s
Theorem [15], MA ⊆ P#P. Hence we obtain that EXP = MA ⊆ NPRP. By padding this
implies that EEXP ⊆ NEXPRP. Hence a·EEXP ⊆ a·NEXPRP ⊆ ASIZE′(poly). This is a
contradiction. One can easily deduce that a·EEXP 6⊆ i.o-ASIZE′(nlogn) by observing that
Lemma 12 also holds if we allow k to depend on n as k(n) = dlog ne. J
We can specialize Lemma 14 so that we replace the condition “PIT ∈ NTIME(t(N)) and
{pern} ∈ ASIZE′(a(n))” by “low-PIT ∈ NTIME(t(N)) and {pern} ∈ ASIZEDEG′(a(n))”.
This yields the following theorem (which implies Theorem 4):
I Theorem 15. low-PIT ∈ NSUBEXP⇒ ml·NEXP 6⊆ ASIZEDEG′(poly).
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4 Stronger Fixed Size Lower Bounds for MA
As the result we aim to strengthen puts somewhat different constraints on constants ap-
pearing in arithmetic circuits compared to what we have seen so far, we make the following
provisional definition. Let ASIZEfree(s(n)) denote the class obtained from ASIZE(s(n)) by
granting the underlying circuits arbitrary constant labels ∈ Z. Similar to Theorem 11 we
have the following theorem.
I Theorem 16 (Proof will appear in full version). ∀k∃{fn} ∈ a·PH with {fn} 6∈
i.o-ASIZEfree(nk).
We want to strengthen Theorem 1.4 of [11], which we can reformulate it in our termi-
nology as follows:
I Theorem 17 ([11]). For every k, either 1) MA 6⊆ SIZE(nk), or 2) a·MA 6⊆ ASIZEfree(nk).
We will show that for every k, the second item holds by itself. Let us briefly remark on a
technical issue related to this reformulation. For {fn}, where fn is a integer polynomial over
n variables, Ref. [11] uses the notion Gh({fn}) = {(~x, v)|fn(~x) = v}, and proves that for
every k, either MA 6∈ SIZE(nk), or there exists {fn} 6∈ ASIZEfree(nk) with Gh({fn}) ∈ MA.
We prefer to work with the evaluation language E({fn}) instead of Gh({fn}). One can
observe that the argument we give to strengthen Theorem 17 can be easily modified to work
with Gh(·) instead. Consider the following proposition:
I Proposition 4. If {pern} ∈ ASIZEfree(poly), then 1) 0, 1-permanent of an n × n matrix
over Z can be computed with poly(n) size Boolean circuits, and 2) PH ⊆ MA.
For the above, it is argued in Ref. [11], proof of Theorem 1.4, that the first item follows
from {pern} ∈ ASIZEfree(poly), and that the second item follows from the first. The
following theorem implies Theorem 3 from the introduction:
I Theorem 18. For any fixed k, there exists {fn} ∈ a·MA/ASIZEfree(nk).
Proof. We show that Item 2 of Theorem 17 holds by itself. For this, we indicate how the
proof of Theorem 1.4 in Ref. [11] must be modified. This proof conditions on the predicate
{pern} ∈ ASIZEfree(poly). If this is not true, the proof there can easily be modified to use
E(·) instead of Gh(·), which then yields the statement of the theorem. Otherwise, suppose
that {pern} ∈ ASIZEfree(poly). By Proposition 4 we have that PH ⊆ MA. The latter
implies that a·PH ⊆ a·MA. Hence in this case Item 2 holds also, due to Theorem 16. J
5 A Characterization of Derandomization for low-PIT
We will use the algebraic hardness-to-randomness framework of Ref. [7]. The refinement
that we make here is to show that it suffices to start with a weaker5 ASIZEDEG′-hardness
assumption rather than ASIZE′-hardness, in case we only need to cater for low-PIT.
For a polynomial f(x, y) ∈ F[x1, . . . , xn, y] and p(x) ∈ F[x1, . . . xn], f|y=p denotes the
polynomial obtained by substituting p for y in f . We will also write this polynomial as
f(x, p). In case f|y=p = 0, we say that p is a root of f for y. The following is our degree-
efficient root extraction lemma:
5See Section 2 for some remarks pertaining to these measures when dealing with families of poly-
degree.
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I Lemma 19. Suppose that f ∈ Z[x1, . . . , xn, y] is a nonzero polynomial computed by a
division-free constant free arithmetic circuit of size s and formal degree D. Suppose that
p ∈ Z[x1, . . . , xn] is a root of f for y. Then there exist constant-free division-free arith-
metic circuits Φ1 and Φ2 of size and formal degree bounded by poly(n, s,D,L) such that the
following are true:
1. Φ1 computes a polynomial q ∈ Z[x1, . . . , xn].
2. Φ2 does not contain variables. It computes a nonzero constant c ∈ Z.
3. It holds that c · p = q.
4. L bounds the maximum bit size of p(x) on {0, 1, . . . , dpdf}n, where df and dp are the
degrees of f and p, respectively.
The proof of the above lemma follows by analyzing the degree blow-up in the root
extraction method of Ref. [6]. As this procedure involves Newton iteration it is a priori not
at all clear that formal-degrees are well-behaved, but this turns out to be true. The proof will
appear in the full version of this paper. We continue towards our hardness-to-randomness
trade-offs. First we need the following lemma:
I Lemma 20 (Nisan-Wigderson Design [10]). Let n,m be integers with n < 2m. There exists
a family of sets S1, S2, . . . , Sn ⊆ [`], such that 1) ` = O(m2/ log n), 2) For each i, |Si| = m,
and 3) For every i 6= j, |Si ∩ Sj | ≤ log n. Furthermore, the above family of sets can be
computed deterministically in time poly(n, 2`).
Define NW p as follows. For parameters `,m, n, construct the set system S1, S2, . . . , Sn
as in Lemma 20. Then for a1, a2, . . . , a` ∈ F, and a polynomial p in m variables, NW p(a) =
(p(a|S1), p(a|S2), . . . , p(a|Sn)). The following lemma is derived from Lemma 19 using a hybrid
argument, cf. Lemma 7.6 in [7]:
I Lemma 21. Let n and m be integers with n < 2m and m < n. Suppose we are
given a nonzero polynomial f ∈ Z[y1, . . . , yn] of degree df and a multilinear polynomial
p ∈ Z[x1, . . . , xm] with coefficients of bit size at most me, for some integer constant e ≥ 1.
Assume that f can be computed by a division free constant-free arithmetic circuit of size s and
formal degree D. Let S ⊆ Z be any set of size |S| > dfm, and let ` be given by Lemma 20.
Suppose that f(NW p(a)) = 0 for all a ∈ S`. Then there exists q ∈ Z[x1, . . . , xm] and
c ∈ Z/{0} such that p = q/c, where q and c can be computed by constant-free division-free
arithmetic circuits of size and formal degree poly(n,me, s,D).
A proof of the above lemma will be included in the full version of the paper. Our first
trade-off is as follows:
I Theorem 22. ml·NEXP 6⊆ ASIZEDEG′(poly(n))⇒ low-PIT ∈ ⋂>0 i.o-NTIME[2N ].
Proof. Consider a family {pm} ∈ ml·NEXP that is not in ASIZEDEG′(poly). By reindexing
we can assume wlog. that pm is defined over m variables. Let e be such that coefficients
of pm are at most me bits. We have that for every k, there exist infinitely many m such
that pm cannot be written as pm = fm/cm, where fm and cm ∈ Z/{0} are computed by
constant-free division-free arithmetic circuits of size and formal degree at most mk. The
m ∈ Z that satisfy this property we call the good indexes for k. We use the fact that
a·NEXP = a·(NEXP ∩ coNEXP). This means that we there exists a constant d and a
nondeterministic flag machineM running in time 2(n′)d for inputs of size n′ that can compute
the characteristic function of E({pm}) on a given input, cf. Proposition 3.
Let c0 be an absolute constant that bounds the overhead of Lemma 21, in the sense
that for the case n = s = D we can write an upper bound of nc0mec0 for the bound
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poly(n,me, s,D) given by the lemma. We will describe an i.o-NSUBEXP algorithm for
low-PIT. Let Φ be a constant-free (division-free) arithmetic circuit of size N computing f .
First we check that the formal degree of Φ is bounded by N , if not reject.
Let m = bN1/rc, where r is chosen arbitrarily large. We claim that for infinitely many
input lengthsN the following test property holds: for every constant-free arithmetic circuit Ψ
of sizeN , Ψ ≡ 0⇔ (∀a ∈ S`),Ψ(NW pm(a)) = 0, where S = [Nm+1] with ` = O(m2/ logN)
taken according to Lemma 20. This follows from Lemma 21. Namely, let k = c0(r+e) and let
M be the set of good indexes for k. ThenM is an infinite set. Consider input lengths N of
the formN = (N ′)r, whereN ′ ∈M. For such N , we setm = N ′. The test property can only
be violated if for some Ψ of size N we have that Ψ 6≡ 0, while (∀a ∈ S`),Ψ(NW pm(a)) = 0.
By Lemma 21 we obtain that pm can be written as pm = fm/cm, for fm and cm ∈ Z/{0}
that are computed by constant-free arithmetic circuits of size and formal degree at most
N c0mc0e = (m)c0(r+e) = mk. We know the latter does not hold for m ∈M.
We continue the description of the algorithm. We produce a set H to sample Φ with,
namely we take H to be the output of NW pm(·) on S`. We have that |H| = (Nm + 1)` =
2O(N2/r logN). We do simulations of the machine M for E({pm}) to get all the bits of all
the evaluations of pm(·) on S`. As pm is multilinear with coefficients of bit length at most
me, we can bound the bit size of any such evaluation by O(me log(Nm)). This means
that the inputs (1m, a1, . . . , am, i, b) that we simulate M on, have bit size O(m log(Nm))
(recall that i is given in binary). The simulation for a single such input thus costs
NTIME[2O(md logd(Nm))] = NTIME[2O(Nd/r logdN)]. To get all bits of an evaluation for a
single element in H therefore takes at most NTIME[O(me log(Nm)) · 2O(Nd/r logdN)], which
we can bound as NTIME[2O(Nd/r logdN)]. To construct the entire set H we can use the same
asymptotic time bound assuming wlog. that d ≥ 2.
If during the process of obtaining all the bits we obtain a flag bit set to 0, we reject. This
means that on every path where we pass this check, we have obtained a hitting set, unless
N is an input length where the test property is not satisfied. On these paths, we continue
to verify deterministically that f(h) = 0 for all h ∈ H. If yes, then we accept, else reject.
By our previous remarks, for infinitely many N , this correctly decides whether Φ ≡ 0.
Let us consider the cost of evaluation of Φ on elements of H. For a ∈ S` and subset
Sj in the Nisan-Wigderson design, the bit size of pm(a|Sj ) is O(me log(Nm)). By Corol-
lary 8 this means that the absolute value of any gate of Φ for input NW pm(a) is at most
2O(N2m2e log2(Nm)) = 2NO(1) . Thus intermediate values can be represented by poly(N) bits.
We conclude that evaluation of Φ on a single element of the test set H cost time poly(N).
We can conclude the entire cost of our test algorithm is NTIME[2O(Nd/r logdN)]. As r can
be chosen arbitrarily large and d is an absolute constant not depending on r, we conclude
that low-PIT ∈ ⋂>0 i.o-NTIME[2N ]. J
5.1 Proof of Theorem 6
We first prove the hardness-to-randomness direction. The following corollary to Lemma 21
follows straightforwardly:
I Corollary 23. Let s(n) = nω(1) be a function. Suppose that {pn} is a family of multilinear
polynomials in n variables with coefficients of bit size at most ne′ for some integer e′, such
that pn cannot be written as qn/cn for cn ∈ Z\{0} for any qn and cn computed by constant-
free arithmetic circuits of size s(n). Then there exists an absolute constant c > 0 such that
for any division-free constant-free arithmetic circuit Φ of size n with deg(Φ) ≤ n, if we take
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m such that s(m) ·m−e′c > nc and let ` be given by Lemma 20, then for all large enough n,
Φ ≡ 0⇔ (∀a ∈ S`),Φ(NW pm(a)) = 0, where S = [nm+ 1].
We will describe an i.o-NTIME[2no(1) ]/no(1) algorithm for low-PIT. Let Φ be an arith-
metic circuit of size N , and let f be the polynomial computed by it. First we check that
the formal degree of Φ is bounded by N , if not reject. Else, consider the given family {pm}.
By reindexing we may assume wlog. that pm is defined over m variables. Let e′ ≥ 1 be
such that pm has coefficients of bit size at most me
′ . We have that for infinitely many m,
pm has ASIZEDEG′-hardness larger than s(m), where s(m) = mω(1). The m that have this
property we call good.
We use the complementation property for ml·NE/lin, cf. Proposition 3 and the comment
thereafter. This means that we have a nondeterministic flag machine M running in time
2O(n′) with O(n′) bits of advice for inputs of size n′ that can compute the characteristic
function of E({pm}) Let c be the constant given by Corollary 23. For input size N the
algorithm receives two strings of advice α and β. First, if there exists a good m0 such that
s(m0)(m0)−ce
′ ∈ [N c, (N + 1)c], then α = 1m0 . If there is no such m0, then α is set to the
empty string. A simple argument shows that |α| = No(1). For the second piece of advice β
we obtain the advice M needs so we can complete the simulations which we describe below
(we will analyze this in more detail there).
In case the algorithm receives the empty string for α, it halts and rejects. Otherwise,
we set m = m0. Note that as N c is a strict monotone increasing function it must be that
for infinitely many N we obtain a good m0 as advice. By Corollary 23, provided N is large
enough, the following test property holds: Φ ≡ 0 ⇔ (∀a ∈ S`),Φ(NW pm(a)) = 0, where
S = [Nm+ 1] with ` = O(m2/ logN) taken according to Lemma 20.
Let us continue the description of the algorithm. We produce a set H to sample Φ with,
namely take H to be the output of NW pm(·) on S`. We have that |H| = (Nm+1)` = 2No(1) .
We do simulations of the machine M for E({pm}) to get all the bits of all the eval-
uations of pm(·) on S`. As pm is multilinear with coefficient of at most me′ many bits,
we can bound the bit size of any such evaluation by O(me′ log(Nm)). This means that
the inputs (1m, a1, . . . , am, i, b) that we simulate M on, have bit size O(m log(Nm)) (re-
call i is given in binary). For the string β we give the advice that M needs for all input
lengths up to this maximum bit size, which is O(m2 log2(Nm)) = No(1) in total. Given
such advice, the simulation for a single such input thus costs NTIME[2O(m log(Nm))] =
NTIME[2No(1) ]. To get all bits of an evaluation for a single element in H therefore takes at
most NTIME[O(me′ log(Nm)) · 2No(1) ] = NTIME[2No(1) ] with the same amount of advice.
We conclude that we can construct the entire set H in NTIME[2No(1) ] with No(1) advice.
If during the process of obtaining all the bits we obtain a flag bit set to 0, we reject.
This means that if on every path where we pass this check, we have obtained a hitting set,
provided N is large enough. On the path where we pass this check, we continue to verify
deterministically that f(h) = 0 for all h ∈ H. If yes, then we accept, else reject. By our
previous remarks, for infinitely many N , this correctly decides whether Φ ≡ 0.
Let us consider the cost of evaluation of Φ on elements of H. For a ∈ S` and subset
Sj in the Nisan-Wigderson design, the bit size of pm(a|Sj ) by O(me
′ log(Nm)). By Corol-
lary 8 this means that the absolute value of any gate of Φ for input NW pm(a) is at most
2O(N2m2e
′
log2(Nm)) = 2NO(1) . Thus intermediate values can be represented by poly(N) bits.
We conclude that evaluation of Φ on a single element of the test set H cost time poly(N).
We can conclude the entire cost of our test algorithm is NTIME[2No(1) ] with No(1) advice,
and that for infinitely many input lengths N the algorithm is correctly decides low-PIT. J
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Due to space restriction the randomness-to-hardness direction of the proof of Theorem 6
has been ommited from this version of the paper. It will appear in the full version.
References
1 S. Aaronson and A. Wigderson. Algebrization: A new barrier in complexity theory. Trans-
actions on Computation Theory, 1(1), 2009.
2 L. Babai, L. Fortnow, and C. Lund. Nondeterministic exponential time has two-prover
interactive protocols. Computational Complexity, 1:3–40, 1991. Addendum in vol. 2 of
same journal.
3 P. Bürgisser. Completeness and Reduction in Algebraic Complexity Theory. Springer Verlag,
2000.
4 R. DeMillo and R. Lipton. A probabilistic remark on algebraic program testing. Inf. Proc.
Lett., 7:193–195, 1978.
5 D. van Melkebeek J. Kinne and R. Shaltiel. Pseudorandom generators, typically correct
derandomization, and circuit lower bounds. Technical Report TR10–129, Electronic Collo-
quium on Computational Complexity (ECCC), 2010.
6 M. Jansen. Extracting roots of arithmetic circuits by adapting numerical methods. In Proc.
2nd Symp. on Innovations in Computer Science, 2011.
7 V. Kabanets and R. Impagliazzo. Derandomizing polynomial identity testing means proving
circuit lower bounds. Computational Complexity, 13(1–2):1–44, 2004.
8 P. Koiran. Shallow circuits with high powered inputs. In Proc. 2nd Symp. on Innovations
in Computer Science, 2011.
9 P. Koiran and S. Perifel. Interpolation in Valiant’s theory. Computational Complexity,
20(1):1–20, 2011.
10 N. Nisan and A. Wigderson. Hardness versus randomness. J. Comp. Sys. Sci., 49:149–167,
1994.
11 R. Santhanam. Circuit lower bounds for Merlin–Arthur classes. SIAM J. Comput.,
39(3):1038–1061, 2009.
12 N. Saxena. Progress of polynomial identity testing. Technical Report ECCC TR09-101,
Electronic Colloquium in Computational Complexity, 2009.
13 J.T. Schwartz. Fast probabilistic algorithms for polynomial identities. J. Assn. Comp.
Mach., 27:701–717, 1980.
14 V. Strassen. Vermeidung von divisionen. Journal für die Reine und Angewandte Mathe-
matik, 264:182–202, 1973.
15 S. Toda. PP is as hard as the polynomial-time hierarchy. SIAM J. Comput., 20:865–877,
1991.
16 L. Valiant. The complexity of computing the permanent. Theor. Comp. Sci., 8:189–201,
1979.
17 R. Williams. Non-uniform ACC circuit lower bounds. In Proceedings of 26th IEEE Con-
ference on Computational Complexity, page To appear, 2011.
18 R. Zippel. Probabilistic algorithms for sparse polynomials. In Proceedings of the Interna-
tional Symposium on Symbolic and Algebraic Manipulation (EUROSAM ’79), volume 72
of Lect. Notes in Comp. Sci., pages 216–226. Springer Verlag, 1979.
Surface Split Decompositions and Subgraph
Isomorphism in Graphs on Surfaces
Paul Bonsma1
1 Humboldt University Berlin, Computer Science Department, Unter den
Linden 6, 10099 Berlin, Germany.
bonsma@informatik.hu-berlin.de.
Abstract
The Subgraph Isomorphism problem asks, given a host graph G on n vertices and a pattern graph
P on k vertices, whether G contains a subgraph isomorphic to P . The restriction of this problem
to planar graphs has often been considered. After a sequence of improvements, the current best
algorithm for planar graphs is a linear time algorithm by Dorn (STACS ’10), with complexity
2O(k) ·O(n).
We generalize this result, by giving an algorithm of the same complexity for graphs that can
be embedded in surfaces of bounded genus. In addition, we simplify the algorithm and analysis.
The key to these improvements is the introduction of surface split decompositions for bounded
genus graphs, which generalize sphere cut decompositions for planar graphs. We extend the
algorithm for the problem of counting and generating all subgraphs isomorphic to P , even for
the case where P is disconnected. This answers an open question by Eppstein (JGAA’99).
1998 ACM Subject Classification F.2.2 Computations on discrete structures, G.2.2 Graph al-
gorithms
Keywords and phrases Analysis of algorithms, parameterized algorithms, graphs on surfaces,
subgraph isomorphism, dynamic programming, branch decompositions, counting problems
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.531
1 Introduction
The Subgraph Isomorphism problem asks, given a host graph G on n vertices and a pattern
graph P on k vertices, whether G contains a subgraph isomorphic to P . This is a well-
studied problem that generalizes many other important problems, such as finding cliques,
determining the girth, finding complete bipartite subgraphs, and finding a Hamilton path
or cycle. See Eppstein [15] for a survey on previous results for this problem and its many
applications. This problem is NP-complete in general, even for planar graphs. However, in
many cases P can be considered to be a small fixed graph. In that case, a trivial polynomial
time algorithm of complexity nO(k) exists. For general graphs, nothing better is known.
When restricting G to be planar, this can be improved significantly: Eppstein [15] gave a
linear time algorithm for Planar Subgraph Isomorphism for any fixed graph P on k vertices.
This seems best possible. However to judge the practicality of such an algorithm, the
dependency of the complexity on the value k is also essential. Hence we view the problem as
a parameterized problem with parameter k. (See [14, 20] for background on parameterized
algorithms.) Using this refined viewpoint, the complexity of Eppstein’s algorithm [15] is
2O(k log k) · O(n). This improved on previous algorithms for Planar Subgraph Isomorphism
by Plehn and Voigt [21] of complexity 2O(k log k) · nO(
√
k), and Alon et al. [3], of complexity
2O(k) · nO(
√
k). Finally, Dorn [11] improved the previous results and gave an algorithm of
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complexity 2O(k) · O(n). Eppstein [16] also considered graphs of bounded genus, which
generalize planar graphs. In [16], an algorithm for Subgraph Isomorphism in bounded genus
graphs is given, with complexity 2O(k log k) · O(n). In addition, Eppstein [16] considered
the even more general graph class of apex-minor free graphs, and gave an f(k) · O(n) time
algorithm, where f(k) is a rapidly growing function of k. Subsequent results of Demaine
and Hajiaghayi [7] imply that this complexity can be improved to f(k) = 2O(k log k). The
aforementioned results by Eppstein [15, 16] in fact hold for the more general counting version
of the problem, where the number of subgraphs of G that are isomorphic to P should be
computed. In addition, in the case P is connected, he gave an algorithm for listing all of
these subgraphs in time 2O(k log k) ·O(n)+z ·kO(1), where z is the number of such subgraphs.
New results In this paper, we give an algorithm of complexity 2O(k) · O(n) for the
counting version of Subgraph Isomorphism, for the case where G has bounded genus. This
generalizes the result for planar graphs in [11] and improves the complexity of the bounded
genus result in [16]. In addition, we give an algorithm that lists all z subgraphs isomorphic to
P in in time 2O(k) ·O(n)+z ·kO(1). This also holds for the case where P is disconnected, and
therefore answers an open question from Eppstein [15]. This is made possible by developing
a simpler method for counting disconnected subgraphs. Our results hold for graphs of
bounded non-orientable genus as well. For simplicity, we describe the orientable case only,
and discuss the non-orientable case in the full version of this paper [5]. We also remark that
our algorithm can easily be modified to count induced subgraphs [5].
Related research There are many examples of problems that can be solved faster on
planar graphs and generalizations such as bounded genus graphs and H-minor free graphs.
For instance, for the aforementioned graph classes, many parameterized problems can be
solved in subexponential time 2O(
√
k) · O(n), see e.g. [2, 10, 6, 8]. The theory of bidimen-
sionality [6, 8] easily gives subexponential time algorithms for many problems restricted
to the aforementioned graph classes. However, Subgraph Isomorphism is not one of these,
except for very special cases of P such as paths. An essential ingredient for many of these
algorithmic results on planar graphs, bounded genus graphs and H-minor free graphs is
fast dynamic programming over tree decompositions and branch decompositions. For many
problems (such as for instance Longest Path, Maximum Leaf Tree), the best known dy-
namic programming algorithms for general graphs have a complexity of 2O(w logw) · O(n),
where w is the width of the given decomposition. However, when restricted to sparse graph
classes, a lot of research has been devoted to showing that this can often be improved to
2O(w) ·O(n) [1, 10, 11, 12, 13, 22]. In the case of planar graphs, an essential tool is given by
a special kind of branch decompositions, called sphere cut decompositions. These were intro-
duced by Seymour and Thomas [23], and their algorithmic usefulness was first demonstrated
in 2005 (conference version) by Dorn et al. [13]. Loosely speaking, a branch decomposition
for a graph G consists of a labeled tree T , and every edge e ∈ E(T ) partitions the edges of
G into two graphs G1 and G2. In a sphere cut decomposition, for every e ∈ E(T ) a simple
closed curve in the plane exists (a noose), that separates the plane into two regions, one
containing G1 and the other containing G2. In the case that a sphere cut decomposition of
width w is given, an improved complexity of 2O(w) ·O(n) can be proved for many dynamic
programming algorithms, by using the fact that solutions can cross the nooses in a limited
number of ways, which can be encoded by non-crossing partitions; see [13, 10].
It is generally believed that many algorithms for planar graphs can be extended to graphs
of bounded genus. However, in the past, making this step has always been an intricate task.
For instance, Dorn et al. [12] consider the Hamilton Cycle problem and related problems on
graphs of bounded genus, and reduce this case to the planar case by cutting the surface a
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number of times along nooses. For the remaining planar case, dynamic programming over
sphere cut decompositions is used, but this is relatively complex because the previous cuts
need to be taken into account. Rué et al. [22] proposed a different dynamic programming
method for graphs on surfaces: they define surface cut decompositions, where two subgraphs
G1 andG2 defined by an edge of the branch decomposition are separated by a limited number
of nooses, which have a limited number of common points. Since in the case of surfaces of
higher genus, the boundary between G1 and G2 may become quite complex, an elaborate
definition is required to characterize this [22]. After a few intermediate steps, the complexity
bounds given in [22] are again based on counting non-crossing partitions.
New techniques and overview of the paper In Section 3 we give a dynamic pro-
gramming algorithm for Subgraph Isomorphism that works for all graphs, when a branch
decomposition is given. However, in order to give a good bound on its complexity, we restrict
to bounded genus graphs and introduce a special kind of branch decomposition. One of the
main contributions of this paper is that we introduce surface split decompositions for graphs
of bounded genus, and a strong but simple technique for bounding the resulting dynamic
programming complexity. This is a type of branch decomposition that directly generalizes
sphere cut decompositions. It allows algorithms and analysis that are significantly simpler
than previous dynamic programming algorithms for bounded genus graphs. In fact, our
algorithm and analysis is even significantly simpler than that of some previous algorithms
for planar graphs (e.g. [11]). Informally, our basic but crucial observation is that for surfaces
of higher genus, it is irrelevant that the two subgraphs G1 and G2 defined by an edge of
the branch decomposition can share a complex boundary; it is only relevant that there are
two disjoint (connected) regions R1 and R2 in the surface such that Gi is drawn in Ri for
i = 1, 2. This is because it is not necessary to consider the number of ways in which partial
solutions can cross the boundary of the regions; we can argue on a higher level by appropri-
ately applying a 2O(k) bound on the total number of bounded genus graphs on k vertices,
which avoids many of the technical challenges that were faced in previous papers for similar
problems [1, 22, 11, 12]. For more details, see Section 4. In a subsequent paper, we will
show how this technique can be applied to various other problems for graphs on surfaces.
In Section 5 we give an algorithm for finding surface split decompositions in linear time,
where the width depends linearly on the graph diameter. For this we generalize a result
by Tamaki [24] and Dorn [11], for finding low width sphere cut decompositions for planar
graphs of bounded diameter. This is then applied in Section 6 to prove our main algorithmic
results. To this end, we start with a standard technique for decomposing embedded graphs
into layers of small branch width (see e.g. [2, 11, 15]). The main innovation in Section 6
is a new, simpler way (compared to [15]) of avoiding double-counting in the case where the
pattern graph P is disconnected, by considering color-coded solutions.
We expect that the notion of surface split decompositions, our algorithm for finding them,
and our technique for bounding the size of corresponding dynamic programming tables will
be a stimulus for the algorithmic research on bounded genus graphs. We believe that it will
enable the generalization of various existing algorithmic results for planar graphs, and that
it should allow for the simplification of various known results for bounded genus graphs,
and more general graphs. We remark that algorithms that are conceptually simpler are not
only convenient for the reader or programmer; often they are also faster in practice. Indeed,
when restricted to planar graphs, the constants in our complexity bound are significantly
smaller than those in the algorithm by Dorn [11]. This is discussed in the full version of this
paper [5]. The proofs and proof details that are omitted because of space constraints can
also be found in [5]. We start by giving definitions in Section 2.
STACS’12
534 Surface Split Decompositions and Subgraph Isomorphism in Graphs on Surfaces
2 Preliminaries
For basic graph theoretical notations not defined here we refer to [9]. The main graphs
that we will consider throughout will be simple, but we will construct auxiliary graphs that
may have parallel edges and loops, i.e. that may be multi-graphs. The distance from u to
v is the length of a shortest path from u to v. The eccentricity of a vertex u ∈ V (G) is
the maximum distance from u to v, over all v ∈ V (G). By d(v) we denote the degree of
v ∈ V (G), which is the number of incident edges. An isomorphism between two simple
graphs G1 and G2 is a bijective function φ : V (G1) → V (G2) such that uv ∈ E(G1) if and
only if φ(u)φ(v) ∈ E(G2). The Subgraph Isomorphism (counting) problem takes as input a
simple (host) graph G and a simple (pattern) graph P . The objective is to compute the
number of subgraphs G′ of G that are isomorphic to P . Such a subgraph G′ is called a
P -isomorph, or isomorph if the graph P is clear.
The set of leaves of a tree T is denoted by L(T ). A branch decomposition of a graph
G is a tuple (T, µ) consisting of a ternary tree T , and a bijection µ : L(T ) → E(G). For
a subset S ⊆ L(T ), we will use µ(S) to denote the set of images. Every edge eT ∈ E(T )
defines a middle set mid(eT ) ⊆ V (G) in the following way: let T1 ⊆ V (T ) and T2 ⊆ V (T )
denote the vertex sets of the two tree components of T −eT . The edge sets µ(L(T )∩T1) and
µ(L(T ) ∩ T2) partition the edges of G. By G1 and G2 we denote the respective subgraphs
of G induced by these edge sets. Now mid(eT ) is defined as V (G1) ∩ V (G2). The width of
(T, µ) is defined as maxeT∈E(T ) |mid(eT )|. A rooted branch decomposition is a tuple (T, µ)
where T is a ternary tree, and a root r ∈ L(T ) is identified. In this case, µ is a bijection
from L(T )\{r} to E(G). Note that a rooted branch decomposition can easily be obtained
from a branch decomposition. In the case of a rooted branch decomposition, for e ∈ E(T ),
by Te ⊆ V (T ) we denote the set of vertices of the component of T − e that does not contain
r. Similar to above, Te defines a subgraph of G, which is denoted by Ge. Since T is ternary,
every edge e ∈ E(T ) for which Te is non-trivial (i.e. not a single vertex) has two children;
these are the two edges of Te that are adjacent to e. Observe that if er ∈ E(T ) is the edge
incident with r, then Ger = G.
For an introduction to graphs embedded on surfaces we refer to [19]. Formally, a surface
is a connected compact 2-manifold without boundary. For every integer g ≥ 0, Let Sg denote
a surface that is obtained by adding g handles to a sphere. Hence Sg is an orientable surface
of genus g. For ease of presentation, all surfaces that we consider will be orientable. In the
full version of this paper [5], we discuss the non-orientable case. A region of a surface is a
connected open set. The boundary of a region R consists of all the points that lie in the
closure of R but not in R itself. For a simple curve C ⊆ Sg, all the points in C that are not
the end points are called interior points.
An embedding ψ of a graph G into the surface Sg consists of an injective mapping of the
vertices v of G to points ψ(v) in Sg, and a mapping of edges e = uv of G to a simple curve
ψ(e) in Sg with end points ψ(u) and ψ(v), such that two edges may only intersect in their
end points. To simplify terminology and notation, if ψ is an embedding of a graph G, then
the images ψ(v) and ψ(e) (which are subsets of Sg) for v ∈ V (G) and e ∈ E(G) will also be
called vertices and edges of G, respectively. Let X ⊆ Sg be the union of all vertices and edges
of an embedded graph G. The faces of G are the maximal regions of Sg\X. An embedding
is a 2-cell embedding if every face is homeomorphic to an open disc. For a graph G with
n vertices and m edges, which is 2-cell embedded in Sg with f faces, by Euler’s formula it
holds that n −m + f = 2 − 2g. The boundary of every face F of G defines a closed walk
(vertex sequence) v0, v1, . . . , vk−1, v0 in G in a straightforward way, which will be called the
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facial walk for F . If the length of W is k, then F will be called a k-face.
Given a 2-cell embedding ψ of a graph G in Sg, we can define the following two related
(multi-) graphs, and their 2-cell embeddings in Sg. To construct the dual graph G∗, we draw
one vertex vF in every face F of G. For every edge e ∈ E(G) that is incident with faces F
and F ′, we draw an edge e∗ in G∗ from vF to vF ′ . e∗ is called the dual edge of e and e the
primal edge of e∗. The radial graph RG of G (which is also called the vertex-face incidence
graph) is obtained by starting with the vertex set V (G) (the original vertices), and adding a
vertex vF for every face F of G (the face vertices). For every face F in G with corresponding
facial walk u0, u1, . . . , uk−1, u0, add k edges u0vF , u1vF , . . . , uk−1vF to RG, drawn in the
region F , in the given order around vF .
A combinatorial embedding pi of a graph G consists of a cyclic order piv on the incident
edges for every vertex v ∈ V (G). From an embedding of a graph we obtain the corresponding
combinatorial embedding by considering the clockwise order of edges around every vertex.
A map is a connected graph G together with a combinatorial embedding pi. The set of all
facial walks and therefore the number of faces of a map can easily be deduced (without
constructing the embedding), so the number of faces f of a map is well-defined. The genus
g of a map G, pi is the solution to n − m + f = 2 − 2g, where n = |V (G)|, m = |E(G)|
and f is the number of faces of G, pi. The genus of a connected graph G is the minimum g
such that G admits a combinatorial embedding of genus g. Given a map G, pi of genus g, a
corresponding 2-cell embedding of G in Sg exists.
3 A dynamic program for counting colorful isomorphs
In this section we give a dynamic programming algorithm for the following generalization
of Subgraph Isomorphism. An instance of the Colorful Subgraph Isomorphism problem
consists of a colored host graph G, and a pattern graph P . The coloring of G is a function
α : V (G) → C, with C = {1, . . . , q}. This encodes a partition of V (G) into q sets. We
remark that this is not required to be a proper vertex coloring, so adjacent vertices may
receive the same color. A subgraph G′ of G is called colorful if for every color x ∈ C, G′
contains a vertex v of color x. (Note that G′ may have more than q vertices.) The objective
is to count the number of colorful P -isomorphs of G. We now present an algorithm for this
problem. (When q = 1, this is the original counting problem.)
Dynamic programming table Let (T, µ) be a rooted branch decomposition of G. For
every edge e ∈ E(T ), we will form a dynamic programming table Te. Informally, this table
will store information about all possible subgraphs of the graph Ge, on at most k vertices.
Firstly, we distinguish between non-isomorphic subgraphs. Furthermore, subgraphs of Ge
that are isomorphic but intersect differently with the ‘boundary’ mid(e) of Ge are also
considered distinct. Finally, we keep track of the set of colors that appear in these subgraphs.
Two subgraphs of Ge are only considered equivalent if they match in all three regards. In
that case, there will be a single entry in the table that represents both subgraphs. We now
define this formally.
Let H be a graph, and let γ be a mapping from mid(e) to V (H)∪{nil}, which is injective
on V (H). To be precise, every vertex of V (H) occurs at most once as a γ-image, but multiple
vertices may be mapped to nil. Furthermore, let A ⊆ {1, . . . , q}. For such a tuple (H, γ,A),
a subgraph G′ of Ge is called an (H, γ,A)-subgraph if the following two properties hold.
There is an isomorphism φ : V (G′)→ V (H) with γ(v) = φ(v) for all v ∈ mid(e)∩V (G′),
and γ(v) = nil for all v ∈ mid(e)\V (G′).
For all colors x ∈ C: x ∈ A if and only if G′ contains a vertex of color x.
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For e ∈ E(T ), the dynamic programming table Te will now contain entries (H, γ,A, η), where
H, γ and A are as defined above, and η is a non-negative integer. The idea is that such a
table entry indicates that Ge contains exactly η non-equivalent (H, γ,A)-subgraphs. Table
entries (H1, γ1, A1, η1) and (H2, γ2, A2, η2) are equivalent if the following properties hold.
There is an isomorphism φ : V (H1) → V (H2) such that for all v ∈ mid(e), either
γ1(v) = γ2(v) = nil, or φ(γ1(v)) = γ2(v) holds.
A1 = A2.
Observe that the above definition satisfies the following property: a subgraph G′ ofGe is both
an (H1, γ1, A1)-subgraph and an (H2, γ2, A2)-subgraph if and only if (H1, γ1, A1, η1) and
(H2, γ2, A2, η2) are equivalent. Therefore, when two entries (H1, γ1, A1, η1) and (H2, γ2, A2, η2)
are equivalent, we can merge them by replacing them with the single entry (H1, γ1, A1, η1+
η2). We say that the table Te is k-correct if
for every tuple (H, γ,A), Te contains an entry (H, γ,A, η) if and only if Ge contains
exactly η ≥ 1 graphs G′ with |V (G′)| ≤ k that are (H, γ,A)-subgraphs, and
Te contains no pairs of equivalent entries.
Dynamic programming update step Let e ∈ E(T ) be an edge with children f
and g. We will now show how a k-correct table Te for e can be obtained from k-correct
tables Tf and Tg for f and g, respectively. We define two entries (Hf , γf , Af , ηf ) ∈ Tf and
(Hg, γg, Ag, ηg) ∈ Tg to be compatible if for all v ∈ mid(f)∩mid(g), it holds that γf (v) = nil
if and only if γg(v) = nil. We now show how to combine two such compatible entries into
an entry (He, γe, Ae, ηe):
For all v ∈ mid(f) ∩mid(g) with γf (v) 6= nil (and thus γg(v) 6= nil): identify the vertex
γf (v) of Hf with the vertex γg(v) of Hg, and call the new vertex ν(v). This gives the
graph He.
For all v ∈ mid(e): If v ∈ mid(f)\mid(g) then set γe(v) = γf (v). If v ∈ mid(g)\mid(f)
then set γe(v) = γg(v). If v ∈ mid(g) ∩mid(f) then set γe(v) = ν(v). By definition of
mid(e), this covers all cases and thus defines the function γe.
Set Ae = Af ∪Ag.
Set ηe := ηf · ηg.
It can be verified that if there are ηf (Hf , γf , Af )-subgraphs in Gf , and ηg (Hg, γg, Ag)-
subgraphs in Gg, then there are ηf · ηg (He, γe, Ae)-subgraphs in Ge that are the result of
combining graphs of the former two types in every possible combination. However, there
may also be (He, γe, Ae)-subgraphs of Ge that are the result of combining different types of
subgraphs of Gf and Gg. Therefore, merging entries is required as well.
Assuming that we have k-correct tables Tf and Tg for f and g respectively, we construct
a k-correct table Te for e as follows: We start with an empty table Te. Then we consider
every pair of compatible entries from Tf and Tg, and combine them as described above. For
every such combination, this yields a possible entry (H, γ,A, η) for Te. In case that H has
more than k vertices, we ignore this possible entry. Otherwise, we check whether Te already
contains an equivalent entry (H ′, γ′, A′, η′). If so, we merge the two entries. If not, we add
the entry (T, γ,A, η) to the table Te. Then we continue with the next pair of compatible
entries from Tf and Tg. This yields the following lemma.
I Lemma 1. Let (T, µ) be a rooted branch decomposition for a colored graph G, and k be an
integer. Let e ∈ E(T ) be an edge with children f and g, for which k-correct tables Tf and
Tg are given. Then the table Te that is constructed with the above dynamic programming
update step is k-correct for e. The construction takes time X3 · f(k) · kO(1), where f(k) is
the complexity of deciding whether two entries are equivalent, and X is an upper bound on
the size of a k-correct table.
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This update step is the core of the following dynamic programming algorithm: First,
for every edge e ∈ E(T ) that has no children, Ge consists of a single edge, so it is trivial
to construct a k-correct table Te. For every edge e ∈ E(T ) with two children f and g, we
compute a k-correct table Te using the dynamic programming update step. After computing
k-correct tables for all edges of T , we inspect the table Ter where er is the root edge of (T, µ).
Since Ger = G, mid(er) = ∅. Therefore, Ter contains at most one entry (H, γ,A, η) such
that H is isomorphic to P and A = {1, . . . , q}. If there is such an entry (H, γ,A, η), we
return η, and otherwise we return 0. The correctness of this procedure follows from the
definitions. Combined with Lemma 1 this gives the following theorem. Note that a branch
decomposition (T, µ) of a graph on m edges has |E(T )| ∈ O(m).
I Theorem 2. Let (T, µ) be a rooted branch decomposition of a colored graph G with m
edges. In time X3 · f(k) · kO(1) · O(m), it can be computed how many colorful subgraphs of
G are isomorphic to a given graph P on k vertices, where f(k) is the complexity of deciding
whether two entries are equivalent, and X is an upper bound on the size of a k-correct table.
The above theorem applies to general graphs, for which an appropriate bound for X can
be given (this way we would match Eppstein’s result [15]). However, to obtain the desired
improved complexity, we consider bounded genus graphs and introduce surface split decom-
positions in the next section. In the case that an embedding pi of G of bounded genus is
given, and (T, µ) is a surface split decomposition, we give a good upper bound for X.
4 Surface split decompositions and a bound for the table size
In this section, we introduce surface split decompositions for graphs embedded in Sg, and
demonstrate their usefulness. For graphs of genus 0 (planar graphs), the following definition
is an alternative way to define sphere cut decompositions.
I Definition 3. Let G be a graph embedded in Sg. A branch decomposition (T, µ) of G
is called a surface split decomposition if for every e ∈ E(T ) and corresponding subgraphs
G1 and G2 of G, there are disjoint regions R1 ⊆ Sg and R2 ⊆ Sg such that for i = 1, 2, all
vertices and edges of Gi are drawn entirely in the closure of Ri.
Observe that this definition implies that all vertices in mid(e) lie on the boundary of the
closure of R1 and on the boundary of the closure of R2, so the closures are not disjoint (if
mid(e) 6= ∅). We stress that it is crucial that R1 and R2 are connected open sets. If not, then
firstly the above definition is not a generalization of sphere cut decompositions, but more
importantly, the proof of Lemma 5 below fails. Even if the boundaries of the regions R1 and
R2 are the same, this boundary is not necessarily a simple curve if g ≥ 1. It may even be
quite complex [22], but this does not matter. The definition easily extends to maps G, pi of
genus g: (T, µ) is a surface split decomposition of G, pi if it is a surface split decomposition
for any embedding of G in Sg that corresponds to the combinatorial embedding pi.
Let (T, µ) be a surface split decomposition for a map G, pi. We now give a bound on
the size of a k-correct table. We will use a bound on the number of different graphs on n
vertices, embedded in a surface of genus g. To be precise, we will consider simple, connected
graphs G, that come with a combinatorial embedding pi. Such a pair G, pi is called a simple
map. In addition, a tuple (u, v) of vertices is given such that uv ∈ E(G). This is the
root. Such a combination G, pi, (u, v) is called a simple rooted map. Two simple rooted maps
G, pi, (u, v) and G′, pi′, (u′, v′) are equivalent if there is an isomorphism φ : V (G) → V (G′)
with φ(u) = u′, φ(v) = v′, and that maps facial walks of G to facial walks of G′. In case
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an edge labeling is given for both simple rooted maps, we also require that φ maps edges to
edges of the same label. To bound the number of simple rooted maps, we apply a result by
Bender and Canfield [4], which implies the following bound.
I Theorem 4. There are 2O(n) · nO(g) simple rooted maps of genus at most g on at most n
vertices.
I Lemma 5. Let G, pi be a simple map of genus at most g, for which a coloring with q
colors and a surface split decomposition (T, µ) of width w are given. Let k be an integer.
For e ∈ E(T ), let Te be a k-correct table. Then |Te| ∈ 2q · 2w · 2O(k) · kO(g).
Proof sketch: For all entries (H, γ,A, η) ∈ Te where H has at most k vertices, we will encode
H and γ by a simple rooted map H ′, pi′, (u, v) on at most k + 1 vertices, together with a
0/1-labeling λ of a subset of the edges of H ′, and a 0/1-labeling ρ of the vertices in mid(e).
This means that any two non-equivalent entries (H, γ,A, η) and (H ′, γ′, A′, η′) either have
A 6= A′, or yield a different labeling ρ, or yield non-equivalent rooted maps.
We use the following auxiliary graph. Since (T, µ) is a surface split decomposition, there
are disjoint regions R1 and R2 in Sg, such that Ge lies in the closure of R1, and mid(e) lies on
the boundary of both R1 and R2. Thus we can extend Ge by drawing a vertex u in R2, and
drawing edges in the closure of R2 from u to every vertex in mid(e), while maintaining an
embedding in Sg. Number the vertices of mid(e) v1, . . . , vt, corresponding to the clockwise
order of edges around u.
Now we show how to construct the encoding H ′, pi′, ρ, λ for an entry (H, γ,A, η) ∈ Te.
Firstly, for all vertices v ∈ mid(e), set ρ(v) = 0 if and only if γ(v) = nil. The graph H ′ is
constructed as follows. Since Te is k-correct, H corresponds to a subgraph of Ge, so H can
also be drawn in the closure of R1, such that all vertices that are γ-images are drawn on
the boundary of R1. Start with such an embedding. Next, add the vertex u, and edges uvi
for every vi ∈ mid(e) with γ(vi) 6= nil. Draw these as described in the previous paragraph.
This yields a simple graph embedded in Sg, on at most k + 1 vertices. However, it may not
be connected. Add edges between different components until the graph is connected. This
yields H ′. Clearly, drawing these new edges can be done while maintaining an embedding.
Hence H ′ is embedded in Sg, and the corresponding combinatorial embedding pi′ has genus
at most g. To obtain a rooted map, choose i to be the lowest index such that ρ(vi) = 1. Then
the tuple (u, vi) is chosen as the root of H ′, pi′. That is, v = vi. A bridge of a connected
graph G is an edge e ∈ E(G) such that G − e is disconnected. For all bridges e ∈ E(H ′),
we set λ(e) = 1 if e ∈ E(H), and λ(e) = 0 otherwise. It can now be verified that the rooted
edge labeled map H ′, pi′, (u, v), λ, function ρ and set A encode the entry; informally, when
knowing H ′, pi′, (u, v), λ and ρ, we can reconstruct H and γ.
There are at most 2w possibilities for ρ, at most 2q possibilities for A, at most 2O(k) ·kO(g)
simple rooted maps on at most k+1 vertices of genus at most g (Theorem 4), and at most 2k
possible labelings λ (since a graph on k+1 vertices contains at most k bridges.) Therefore,
the number of entries in a k-correct table is bounded by 2q · 2w · 2O(k) · kO(g). 
Using the isomorphism testing algorithm for graphs of bounded genus by Miller [18] or
Grohe [17], we can test in time kO(g) whether two entries are equivalent. Combining this
fact with Theorem 2 and Lemma 5 gives the following theorem.
I Theorem 6. Let G, pi be a simple map with m edges of genus at most g, for which a
coloring with q colors and a surface split decomposition (T, µ) of width w are given. Let P
be a graph on k vertices. In time 8q · 8w · 2O(k) · kO(g) ·O(m), it can be computed how many
colorful subgraphs of G are isomorphic to P .
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5 Constructing surface split decompositions
Tamaki [24] gave a linear time algorithm for constructing a branch decomposition of width
2d + 1 of a graph G embedded in the sphere, when a vertex r ∈ V (G) of eccentricity d is
given. Dorn [11] gave a different presentation of the construction and showed that it yields
in fact a sphere cut decomposition. We now generalize this result to surfaces of higher genus.
I Theorem 7. Let G, pi be a map of genus at most g, for which a vertex r ∈ V (G) of
eccentricity d is given. In linear time, a surface split decomposition (T, µ) of G of width at
most (2g + 1)(4d+ 3)/2 can be constructed.
Before we construct the surface split decomposition (T, µ), we will construct a number
of auxiliary graphs. The objective of the first stage of the construction is to construct
a tree T ∗, such that for every e ∈ E(G), there is a unique vertex of T ∗ associated with
e. This can be thought of as the function µ, from a subset of V (T ∗) to E(G). We will
show in Lemmas 8 and 9 below that this T ∗ is already ‘almost’ the desired surface split
decomposition. However, T ∗ will not yet be ternary (though it will have maximum degree
3), and the vertices that are associated with edges of G are not necessarily leaves. This is
subsequently addressed in the second stage of the construction.
For the first stage, we start by modifying the graph G as follows: for every edge e = uv,
add two extra parallel edges between u and v, one on either side of e (while maintaining a
combinatorial embedding). This ensures that all original edges of G are incident with two
2-faces, and that every vertex has degree at least 3. Denote the resulting embedded graph
by G′. The edges in E(G′) ∩ E(G) are called original edges, and edges in E(G′)\E(G) are
called new edges. Now construct RG′ , the radial graph of G′. Let TS be a BFS spanning tree
of RG′ , rooted at a vertex r ∈ V (RG′)∩V (G) of eccentricity d. Choose T ∗ to be a spanning
tree of the dual graph of RG′ , such that for all edges e∗ ∈ E(T ∗), the corresponding primal
edge e is not in TS . Using Euler’s formula it can be shown that there are now 2g edges of
RG′ that are neither in TS , nor are their dual edges in T ∗. Add all of these edges to TS ,
to obtain the graph T+S . This completes the first stage of the construction of a surface split
decomposition.
We remark that there is a trivial bijection between the faces of RG′ and the edges of
G′, and a trivial bijection between the vertices of T ∗ and the faces of RG′ , and therefore a
resulting bijection from V (T ∗) to E(G′). Below, we refer to these bijections when speaking
of ‘the set of edges of G′ or faces of RG′ that corresponds to a subset of V (T ∗)’. The subgraph
of G′ that corresponds to a set T1 ⊆ V (T ∗) is the subgraph of G′ induced by the edges that
correspond to T1. For an edge eT ∈ E(T ∗), let T1 and T2 be the vertex sets of the two
components of T ∗ − eT . Informally, by joining the faces of RG′ that correspond to the
vertices in T1 and T2, we can construct regions R(T1) and R(T2) that satisfy the following
two properties.
I Lemma 8. For an edge eT ∈ E(T ∗), let T1 and T2 be the vertex sets of the two components
of T ∗−eT , and let G′1 and G′2 be the subgraphs of G′ that correspond to T1 and T2 respectively.
For every such edge eT , there exist disjoint regions R(T1) ⊆ Sg and R(T2) ⊆ Sg, such that
for i = 1, 2, all vertices and edges of Gi are drawn entirely in the closure of Ri.
I Lemma 9. For an edge eT ∈ E(T ∗), let T1 be the vertex set of one of the components of
T ∗ − eT , and let G′1 be the subgraph of G′ that corresponds to T1. For every such edge eT ,
there are at most (2g + 1)(4d+ 3)/2 vertices of G′1 that lie on the boundary of R(T1).
Proof sketch: We use that the boundary of a region R(T1) is a subgraph of RG′ , and contains
at most 2g+1 edges that are not in TS . This holds because one of these edges is the primal
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edge of eT , and the other edges are edges of E(T+S )\E(TS), of which there are at most 2g
(which can be shown using Euler’s formula). Secondly, one can show that the maximum
length of a path in TS is 4d+ 2. Hence the boundary of the region R(T1) contains at most
(2g + 1)(4d + 3) edges. This number may be divided by 2 since RG′ is bipartite and only
half of its vertices are vertices of G′. 
At this point, T ∗ is already close to a low-width surface split decomposition of G. It
remains to make it into a ternary tree, of which only the leaves correspond to original
edges of G′. This is easily done with elementary operations. The reason is that, because
of the parallel edges that were added to G′, a vertex vd ∈ V (T ∗) has degree at most 2 if it
corresponds to an original edge of G′, and degree at most 3 otherwise. We omit the details
of this final stage of the proof of Theorem 7.
6 Summary of the algorithm for bounded genus graphs
In this section we show how to combine the ingredients of the previous sections to obtain
our main results; we present an algorithm for counting the number of subgraphs isomorphic
to P in a graph G of bounded genus, and an algorithm for listing all of them. Without
loss of generality, we may assume that G is connected. Throughout this section we use the
following notations. We choose an arbitrary vertex r ∈ V (G). Let d be the eccentricity of
r. For i = 0, . . . , d, define Li ⊆ V (G) to be the set of vertices at distance i of r. We call
such a set a layer. Let Gji = G[Li ∪ Li+1 ∪ . . . ∪ Lj ]. The following property easily follows
from Theorem 7 using a standard argument, see e.g. [15, 11].
I Lemma 10. Let G, pi be a map of genus g, with a vertex r of eccentricity d, and subgraphs
Gji as defined above. For i, j with 0 ≤ i ≤ j ≤ d, a surface split decomposition of Gji of width
at most (2g + 1)(4j − 4i+ 7)/2 can be constructed in time O(n′ +m′), where n′ = |V (Gji )|
and m′ = |E(Gji )| .
We now present a novel algorithm for counting the number of P -isomorphs in G, even
for the case where P is disconnected. Let c be the number of components of P , which are
denoted by P 1, . . . , P c. For S ⊆ {1, . . . , c}, denote by PS the subgraph of P induced by the
components with labels in S. Formally, PS = P [∪i∈SV (P i)]. For every Gji , we consider the
following coloring, which uses the color set {1, . . . , j − i+1}: the vertices of layer Lx are all
colored with color x− i+ 1. For 0 ≤ i ≤ j ≤ d with j − i < k and S ⊆ {1, . . . , c}, we define
DPCji (S) to be the number of colorful subgraphs of G
j
i that are isomorphic to PS . In other
words, this is the number of PS-isomorphs that use all layers of Gji . Combining Lemma 10
with Theorem 6 yields the following proposition.
I Proposition 11. Let G, pi be a connected simple map of genus at most g, let P be a graph
on k vertices with c components, and let DPCji (S) and G
j
i be as defined above. For given i,
j with 0 ≤ i ≤ j ≤ d and j − i < k, and given set S ⊆ {1, . . . , c}, DPCji (S) can be computed
in time 2O(gk) ·O(n′ +m′), where n′ = |V (Gji )| and m′ = |E(Gji )|.
For j ∈ {0, . . . , d}, we define DPTj(S) to be the number of subgraphs of Gj0 that are
isomorphic to PS . Note that these are not required to be colorful. In particular, if S = ∅,
then we define DPTj(S) = 1. To avoid the discussion of trivial cases, we simply define
DPCji (S) = 0 if i < 0, and DPT
j(S) = 0 if j < 0. It can be shown that the following
recursion for computing DPTj(S) is correct.
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I Lemma 12. For every j ∈ {0, . . . , d} and S ⊆ {1, . . . , c}, it holds that DPTj(S) =
DPTj−1(S)+
∑
DPTj−x−1(S1) ·DPCjj−x+1(S2), where the summation is over all partitions
of S into S1 and S2 with S2 6= ∅, and all x ∈ {1, . . . , k}.
I Theorem 13. Let G, pi be a simple map with m edges, of genus at most g, and let P be a
(possibly disconnected) graph on k vertices. In time 2O(gk) ·O(m), the number of subgraphs
of G that are isomorphic to P can be computed.
Proof: In the first stage of the algorithm, we compute DPCji (S) for every i, j with 0 ≤ i ≤
j ≤ d and j − i < k, and every S ⊆ {1, . . . , c}. There are 2c choices of S, so computing
DPCji for one choice of i and j and all possible choices of S takes time 2c ·2O(gk) ·O(n′+m′),
where n′ = |V (Gji )| and m′ = |E(Gji )| (Proposition 11). Since every vertex and every edge
of G appears in Gji for at most O(k2) choices of i and j, this yields a total complexity
of 2c · 2O(gk) · k2 · O(n + m) ⊆ 2O(gk) · O(m) for the first stage. (G is connected, so n ∈
O(m).) The second stage of the algorithm uses the recursion from Lemma 12 for computing
DPTj(S) for every j ∈ {0, . . . , d} and S ⊆ {1, . . . , c}. One can show that this takes time
3c · O(k) · O(d) ⊆ 3c · O(k) · O(n) ⊆ 2O(k) · O(m). Finally, the algorithm returns the value
of DPTd({1, . . . , c}), which is the total number of P -isomorphs of Gd0 = G. 
I Corollary 14. Let g be a constant. Let G, pi be a simple map with m edges, of genus at
most g, and let P be a (possibly disconnected) graph on k vertices. In time 2O(k) ·O(n), the
number of subgraphs of G that are isomorphic to P can be computed.
(Here we used m ∈ O(n + g) = O(n).) Since the above algorithm is a rather simple
algorithm that uses only additions and multiplications for the counting, it can be extended
to an algorithm for listing all isomorphs. We sketch how this can be done for the second
stage of the algorithm. We first run the above counting algorithm and compute all values
DPTj(S) and DPCji (S). Next, we apply a backtracking stage where we recursively mark
the combinations of i, j and S that contribute to the total number of isomorphs. In a
third stage, we apply the counting algorithm again, but instead of computing the values
for DPTj(S) and DPCji (S), we compute a list of all corresponding subgraphs of G for all
combinations of i, j and S that actually contribute to the total number of isomorphs. The
steps of the algorithm where lists are constructed can then be attributed to the construction
of the final list of P -isomorphs, and thus their complexity can be bounded by zkO(1), where
z is the number of P -isomorphs. All other steps can be done with the same complexity as
the counting algorithm. This yields:
I Theorem 15. Let G, pi be a simple map with m edges, of genus at most g, and let P be a
(possibly disconnected) graph on k vertices. In time 2O(gk) ·O(m) + zkO(1), all subgraphs of
G that are isomorphic to P can be generated, where z is the number of such subgraphs.
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Abstract
The Denjoy-Young-Saks Theorem from classical analysis states that for an arbitrary function
f : R → R, the Denjoy alternative holds outside a null set, i.e., for almost every real x, either
the derivative of f exists at x, or the derivative fails to exist in the worst possible way: the limit
superior of the slopes around x equals +∞, and the limit inferior −∞. Algorithmic randomness
allows us to define randomness notions giving rise to different concepts of almost everywhere. It
is then natural to wonder which of these concepts corresponds to the almost everywhere notion
appearing in the Denjoy-Young-Saks theorem. To answer this question Demuth investigated
effective versions of the theorem and proved that Demuth randomness is strong enough to ensure
the Denjoy alternative for Markov computable functions. In this paper, we show that the set
of these points is indeed strictly bigger than the set of Demuth random reals — showing that
Demuth’s sufficient condition was too strong — and moreover is incomparable with Martin-Löf
randomness; meaning in particular that it does not correspond to any known set of random reals.
To prove these two theorems, we study density-type results, such as the Lebesgue density
theorem and obtain results of independent interest. We show for example that the classical
notion of Lebesgue density can be characterized by the only very recently defined notion of
difference randomness. This is the first analytical characterization of difference randomness. We
also consider the concept of porous points, a special type of Lebesgue non-density points for
which drops in density are witnessed by single intervals. An essential part of our proof will be to
argue that porous points of effectively closed classes can never be difference random.
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1 Introduction
The aim of the theory of algorithmic randomness is to give a precise definition of what it
means for a single object (usually a finite or infinite binary sequence) to be random. For
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infinite binary sequences (or reals, as any real can be represented by an infinite binary
sequence) a satisfactory definition was given by Martin-Löf [11]. Informally an infinite
sequence x is Martin-Löf random if it does not belong to any set which can computably be
shown to have measure 0. Even though Martin-Löf’s definition is still believed to be the best
one (at least the most well-behaved), many alternative notions of randomness have appeared
in the literature over the years, some weaker than Martin-Löf randomness, some stronger.
We refer the reader to the two recent books [8, 12] for an extensive survey of these notions.
An interesting line of research is to study the connections between algorithmic randomness
and computable analysis. The latter is concerned with effective versions of classical theorems
in analysis, i.e., analytical theorems where the objects involved (functions, sets, points, etc.)
are effective, that is, computable in some sense. Consider a classical theorem of type “for
any function f , for almost every x, . . . ”. Its effective version will look like “for any effective
function f , for almost every x, . . . ”. Now, since there are only countably many effective
functions (no matter what meaning is given to effective), one can reverse the quantifiers, and
get a statement of type “for almost every x, for every effective function f , ...”. Therefore, a
sufficiently random x will satisfy the conclusion of the theorem. For each such theorem, we
can thus look at the following question: How much randomness is needed for x to satisfy
the conclusion of the theorem? A recent example is a result proven in [1] and [10] showing
that Martin-Löf randomness is precisely the level of randomness needed to satisfy the most
natural effective version of Birkhoff’s ergodic theorem. Another is a result of Brattka, Miller
and Nies [3], which is closely connected to this paper. They considered the effective version of
the following theorem. If f is a non-decreasing function from R to R, then f is differentiable
almost everywhere. Following the above scheme, they studied the class of reals x such that
every computable non-decreasing function f is differentiable at x, and were able to show that
this class precisely coincides with the class of computably random reals. This was surprising
as computable randomness had very few known characterizations other than its original
definition, and in particular, no known analytical characterization.
Demuth [7] studied an effective version of a related theorem, the so-called Denjoy-Young-
Saks theorem, which asserts that any function f : R → R satisfies the Denjoy alternative
at almost all points. The Denjoy alternative at a point x states that either the function is
differentiable at x or the derivative fails to exist in the most dramatic way, i.e., the function f
has around x arbitrarily large positive slopes and negative slopes. Demuth mainly studied the
Denjoy alternative for Markov computable functions (which we will define in a moment) and
studied the set DA of points x such that any Markov computable function satisfies the Denjoy
alternative at x. Demuth introduced a randomness notion, now called Demuth randomness,
which he proved to be sufficient to be in DA. The main result of this paper is that Demuth
randomness is in fact too strong a condition, and that the class DA is strictly larger than
the class of Demuth random reals. Difference randomness is a notion of randomness slightly
stronger than Martin-Löf randomness and significantly weaker than Demuth randomness.
We show that this notion already implies the Denjoy alternative for Markov computable
functions.
I Theorem 1. Every difference random real belongs to DA.
We then show that this result cannot be strengthened to Martin-Löf randomness: in fact,
Martin-Löf randomness is neither sufficient nor necessary to ensure the Denjoy alternative
for Markov computable functions.
I Theorem 2. The set DA of reals that satisfy the Denjoy alternative for all Markov
computable functions is incomparable under inclusion with the set of Martin-Löf random
reals.
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These results will be proven in Section 3. Finally we show that x is difference random if
and only if x is Martin-Löf random and has positive density in every effectively closed class
in which x is contained.
1.1 Preliminaries
We provide notation, recall the definitions of computable and Markov computable functions
on the real numbers, and recall the definitions of Martin-Löf randomness, difference random-
ness, and computable randomness.
Basic notation. The set of finite binary sequences (we also say strings) is denoted by
2<ω, and the set of infinite binary sequences, called Cantor space, is denoted by 2ω. For a
string σ, |σ| is the length of σ. If σ is a string and x is either a string or an infinite binary
sequence, we say that σ is a prefix of x, which we write σ  x, if the first |σ| bits of x are
exactly the string σ. Given a binary sequence, finite or infinite, with length at least n, xn
denotes the string made of the first n bits of x.
The Cantor space is classically endowed with the product topology. A basis of this
topology is the set of cylinders: given a string σ ∈ 2<ω, the cylinder [[σ]] is the set of elements
of 2ω having σ as a prefix. If A is a set of strings, [[A]] is the union of the cylinders [[σ]]
with σ ∈ A. The Lebesgue measure λ (or uniform measure) on the Cantor space is the
probability measure assigning to each bit the value 0 with probability 1/2 and the value 1
with probability 1/2, independently of all other bits. Equivalently it is the measure λ such
that λ([[σ]]) = 2−|σ| for all σ. We abbreviate λ([[σ]]) by λ(σ). Given two subsets X and Y,
the second one being of positive measure, the conditional measure λ(X|Y) of X knowing Y
is the quantity λ(X ∩Y)/λ(Y). As before, if X or Y is a cylinder [[σ]], we will simply write it
as σ.
Computable real-valued functions. Most of the paper will focus on functions from
[0, 1] to R. The set [0, 1] is typically identified with 2ω, where a real x ∈ [0, 1] is identified
with its binary expansion. This extension is unique, except for dyadic rationals (of the
form a2−b with a, b positive integers) which have two. A cylinder [[σ]] will be commonly
identified with the open interval (0.σ, 0.σ + 2−n), where 0.σ is the dyadic rational whose
binary extension is 0.σ000 . . ..
We say that a function f : [0, 1]→ R is computable (over the reals) if it can be effectively
approximated with arbitrary precision. More precisely, f is computable (over the reals) if
there exists a computable function f̂ : Q×N→ Q and a computable ψ : N→ N such that for
all x ∈ [0, 1] and q ∈ [0, 1]∩Q, we have |x− q| < 2−ψ(n) ⇒ |f(x)− f̂(q, n)| < 2−n. Note that
a computable function over the reals is by this definition necessarily continuous. A real x is
computable if the constant function x is computable. Equivalently, a real is computable if
its binary expansion, seen as a function from N to {0, 1} is computable.
We denote the set of computable reals by Rc. The image of a computable real by a
computable function is itself a computable real. Since the computable reals form a dense
subset of the reals, a computable function is uniquely determined by its restriction Rc → Rc.
The class of Markov computable functions is a larger class of functions Rc → Rc. As we
just said, a real x is computable if there is a computable function β which computes its
binary expansion. Any index i of β in an uniform enumeration (φi)i of partial computable
functions is called a name for x. A function f : Rc → Rc is said to be Markov computable
if from a name of x ∈ Rc, one can effectively compute a name for f(x). More precisely, f
is Markov computable if there exists a partial computable function ϕ : N → N such that
for all x ∈ Rc, if i is a name for x, then ϕ(i) is defined and is a name for f(x). Given a
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Markov computable function f , x ∈ [0, 1] and s ∈ N, we sometimes use the notation f(x)s
to denote the approximation of f(x) at precision level 2−s. Unless specified otherwise, a
Markov computable function is always assumed to be total on [0, 1] ∩ Rc. An important
theorem of Tseitin [13] states that a total Markov computable function is always continuous
on its domain.
We define the following analytical notations: for a function f , the slope at a pair a, b of
distinct reals in its domain is
Sf (a, b) =
f(a)− f(b)
a− b .
Recall the following definitions for the case that z is in the domain of f .
Df(z) = lim sup
h→0
Sf (z, z + h) and Df(z) = lim inf
h→0
Sf (z, z + h)
The derivative f ′(z) exists if and only if these values are equal and finite.
In this article we will work with functions that are not necessarily defined on all reals,
e.g., Markov computable functions. When working with these functions Df(z) and Df(z)
are not defined for all z. Nonetheless, in case the set dom(f) is a dense subset of [0, 1], one
can consider the lower and upper pseudo-derivatives defined by:
D˜ f(x) = lim infh→0+ {Sf (a, b) : a, b ∈ dom(f) ∧ a ≤ x ≤ b ∧ 0 < b− a ≤ h}.
D˜f(x) = lim sup
h→0+
{Sf (a, b) : a, b ∈ dom(f) ∧ a ≤ x ≤ b ∧ 0 < b− a ≤ h}.
Note that when the function f is continuous on its (dense) domain, which is the case for
computable and Markov computable functions, one can replace dom(f) by any dense subset
of dom(f) in the definition of D˜ f and D˜f . For Markov computable functions, for example,one could use Q instead of Rc to define the pseudo-derivatives.
As we have seen above, an open set U ⊆ 2ω is a union of cylinders. If it is a union of
a computably enumerable (c.e.) family of cylinders, it is said to be effectively open (or c.e.
open). A set is called effectively closed set if its complement is effectively open. We will need
the following technical lemma. We omit the proof due to space considerations.
I Lemma 3. Let h : ⊆ [0, 1] → R+0 be a computable function that is defined and non-
decreasing on an effectively closed class C. Then hC can be extended to a function g : [0, 1]→
R+0 that is computable and non-decreasing on [0, 1].
Randomness notions. If (Un) is a sequence of open sets, it is said to be a uniformly c.e.
sequence of open sets if there is a sequence (Wn) of uniformly c.e. sets of strings such that
each Un is the union of the cylinders generated by the strings in Wn.
A Martin-Löf test is a uniformly c.e. sequence (Un)n of open sets such that for all n,
λ(Un) < 2−n. A difference test is a pair ((Un)n, C) of a uniformly c.e. sequence (Un)n of
open classes and a single effectively closed class C such that for all n, λ(Un ∩ C) < 2−n. A
strong test is a uniformly c.e. sequence (Un)n of open sets with the weaker condition that
limn λ(Un) = 0.
I Definition 4. A sequence x ∈ 2ω is called Martin-Löf random if there is no Martin-Löf
test covering it, i.e., for any Martin-Löf test (Un)n we have x 6∈
⋂
n Un. A sequence x ∈ 2ω is
called weakly 2-random if there is no strong test covering it, i.e., for any strong test (Un)n
we have x 6∈ ⋂n Un. A sequence x ∈ 2ω is called difference random if there is no difference
test covering it, i.e., if for any difference test ((Un)n, C) we have x 6∈
⋂
n(Un ∩ C).
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The notion of difference randomness was introduced by Franklin and Ng [9]. They proved
that the set of difference random reals in fact coincides with the set of Martin-Löf random
reals that are Turing incomplete.
I Proposition 5. For both Martin-Löf randomness and difference randomness, it is equivalent
(see for example [8]) to require “almost avoidance”: a sequence x ∈ 2ω is Martin-Löf random
(resp. difference random) if and only if for every Martin-Löf test (Un) (resp. difference
test ((Un), C)), x only belongs to finitely many Un (resp. finitely many Un ∩ C).
Note that this type of “almost avoidance” variation of definitions is not admissible for weak
2-randomness.
Another strengthening of Martin-Löf randomness is Demuth randomness. A Demuth test
is a sequence (Un) of effectively open sets with λ(Un) < 2−n for all n, which is not necessarily
uniformly c.e., but instead enjoys the following weak form of uniformity: there exists an ω-c.e.
function f : N→ N which for each n gives a c.e. index for a set of strings generating Un.
I Definition 6. A sequence x ∈ 2ω is said to be Demuth random if for every Demuth test
(Un), x belongs to only finitely many Un.
The last notion of randomness we will discuss in the paper is computable randomness.
Its definition involves the notion of martingale.
I Definition 7. A martingale is a function d : 2<ω → [0,∞) such that for all σ ∈ 2<ω
d(σ) = d(σ0) + d(σ1)2 .
Intuitively, a martingale represents a betting strategy where a player successively bets
money on the values of the bits of an infinite binary sequence (doubling its stake when the guess
is correct); d(σ) then represents the capital of the player after betting on initial segment σ.
With this intuition, a martingale succeeds against a sequence x if lim supn d(xn) = +∞. A
computably random sequence is a sequence against which no computable betting strategy
succeeds. In other words:
I Definition 8. A sequence x ∈ 2ω is computably random if and only if for every computable
martingale d, lim supn d(xn) < +∞.
We denote by MLR, W2R, DiffR, DemR, CR the classes of Martin-Löf random, weakly 2-
random, difference random, Demuth random and computably random sequences respectively.
Given a sequence x ∈ 2ω, the following implications
x ∈W2R
↘
x ∈ DiffR −→ x ∈ MLR −→ x ∈ CR
↗
x ∈ DemR
hold and no other implication holds in general (other than those which can be derived by
transitivity from the above diagram). See for example [12] for a detailed exposition.
2 Density and porosity
In this section, we initiate the study of effective aspects of Lebesgue density, which will be
crucial in the proofs of Theorems 1 and 2. In this section, we mostly focus on what is needed
for the proofs of these theorems. In Section 4 we will provide further results on density.
Let us first recall the concept of Lebesgue density.
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I Definition 9. We define the (lower Lebesgue) density ρ of a set C ⊆ R at a point x to be
the quantity
ρ(x|C) := lim inf
γ,δ→0+
λ([x− γ, x+ δ] ∩ C)
λ([x− γ, x+ δ]) ,
where λ is the Lebesgue measure.
Intuitively, this measures what fraction of the space is filled by C around x if we “zoom
in” arbitrarily close. Note that the density of a set at a point is between 0 and 1.
Again, in the rest of the paper, we will freely identify 2ω and [0, 1] and will therefore be
able to talk about density of a set C ⊆ 2ω at a point.
I Theorem 10 (Lebesgue density theorem). Let C ⊆ R be a measurable set. Then ρ(x|C) = 1
for all points x ∈ C outside a set of measure 0.
The concept of porosity of a set at a point forms a cornerstone of the proofs of Theorems 1
and 2. The following definition originates in the work of Denjoy. See for instance [2, 5.8.124]
(but note the typo in the definition there); also [4, Ex. 7:9.12].
I Definition 11. We say that C is porous at x via ε > 0 if for each α > 0 there exists β with
0 < β ≤ α such that (x − β, x + β) contains an open interval of length εβ that is disjoint
from C. We say that C is porous at x if it is porous at x via some ε. We call a non-porosity
point a real x such that every effectively closed class to which it belongs is non-porous at x.
Clearly porosity of C at x implies ρ(x|C) < 1. Therefore for almost every point x of a
measurable class C, we have that C is not porous at x.
I Lemma 12. Let C ⊆ [0, 1] be an effectively closed class. If z ∈ C is difference random,
then C is not porous at z.
Proof. In this proof, we say that a string σ meets C if [[σ]] ∩ C 6= ∅.
Fix c ∈ N such that C is porous at z via 2−c+2. For each string σ consider the set of
minimal “porous” extensions at stage t,
Nt(σ) =
{
ρ  σ
∣∣∣∣ ∃τ  σ [ |τ | = |ρ| ∧ |0.τ − 0.ρ| ≤ 2−|τ |+c ∧[[τ ]] ∩ Ct = ∅ ∧ ρ is minimal with this property
]}
.
We claim that ∑
ρ∈Nt(σ)
ρ meets C
2−|ρ| ≤ (1− 2−c−2)2−|σ|. (1)
To see this, let R be the set of strings ρ in (1). Let V be the set of prefix-minimal strings
that occur as witnesses τ in (1). Then the open sets generated by R and by V are disjoint.
Thus, if r and v denote their measures, respectively, we have r + v ≤ 2−|σ|. By definition of
Nt(σ), for each ρ ∈ R there is τ ∈ V such that |0.τ − 0.ρ| ≤ 2−|τ |+c. This implies r ≤ 2c+1v.
The two inequalities together imply (1).
Note that by the formal details of this definition even the “holes” τ are ρ’s, and therefore
contained in the sets Nt(σ). This will be essential for the proof of the first of the following
two claims. At each stage t of the construction we define recursively a sequence of anti-chains
as follows.
B0,t = {∅}, and for n > 0: Bn,t =
⋃
{Nt(σ) : σ ∈ Bn−1,t}
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Claim. If a string ρ is in Bn,t then it has a prefix ρ′ in Bn,t+1.
This is clear for n = 0. Suppose inductively that it holds for n− 1. Suppose further that ρ
is in Bn,t via a string σ ∈ Bn−1,t. By the inductive hypothesis there is σ′ ∈ Bn−1,t+1 such
that σ′  σ. Since ρ ∈ Nt(σ), ρ is a viable extension of σ′ at stage t+ 1 in the definition of
Nt+1(σ′), except maybe for the minimality. Thus there is ρ′  ρ in Nt+1(σ′). 
Claim. For each n, t, we have
∑{2−|ρ| : ρ ∈ Bn,t ∧ ρ meets C} ≤ (1− 2−c−2)n.
This is again clear for n = 0. Suppose inductively it holds for n− 1. Then, by (1),
∑
ρ∈Bn,t
ρ meets C
2−|ρ| =
∑
σ∈Bn−1,t
σ meets C
∑
ρ∈Nt(σ)
ρ meets C
2−|ρ| ≤
∑
σ∈Bn−1,t
σ meets C
2−|σ|(1− 2−c−2) ≤ (1− 2−c−2)n.
This establishes the claim. 
Now let Un =
⋃
t[[Bn,t]]. Clearly the sequence (Un)n∈N is uniformly effectively open.
By the first claim, Un =
⋃
t[[Bn,t]] is a nested union, so the second claim implies that
λ(C ∩ Un) ≤ (1− 2−c−2)n. We show z ∈
⋂
Un by induction on n. Clearly z ∈ U0. If n > 0
suppose inductively σ ≺ z where σ ∈ ⋃tBn−1,t. Since z is random there is η such that
σ ≺ η ≺ z and η ends in 0c1c. Every interval (a, b) ⊆ [0, 1] contains an interval of the form
[[ρ]] for a dyadic string ρ such that the length of [[ρ]] is no less than (b− a)/4. Thus, since C
is porous at z via 2−c+2, there is t, ρ  η and τ satisfying the condition in the definition of
Nt(σ). By the choice of η one verifies that τ  σ. Thus z ∈ Un.
Now take a computable subsequence (Ug(n))n∈N such that λ(C ∩ Ug(n)) ≤ 2−n to obtain
a difference test that z fails. J
3 Effective forms of the Denjoy-Young-Saks Theorem
We begin with the formal definition of the Denjoy alternative.
I Definition 13. Let f :⊆ [0, 1]→ R be a partial function whose domain is dense. We say
that f satisfies the Denjoy alternative at x if
either the pseudo-derivative of f at x exists (meaning that D˜f(x) = D˜ f(x))or D˜f(x) = +∞ and D˜ f(x) = −∞.
Intuitively this means that there are two ways for the alternative to hold: either the
function behaves well on x by having a derivative at this place, or, if it behaves badly, it does
so in the worst possible way, that being the fact that the limit superior and the limit inferior
diverge as much as possible. The Denjoy-Young-Saks theorem (see, e.g., Bruckner [5]) states
that the Denjoy alternative holds at almost all points for any function f .
3.1 Computable randomness means that all computable functions
satisfy the Denjoy alternative
I Definition 14 (Demuth [6]). A real z ∈ [0, 1] is called Denjoy random (or a Denjoy set) if
for no Markov computable function g we have D˜ g(z) = +∞.
In a preprint by Demuth [6, p. 6] it is shown that if z ∈ [0, 1] is Denjoy random, then
for every computable f : [0, 1] → R the Denjoy alternative holds at z. By combining this
result with the results in [3] we can achieve the following result that provides a pleasing
characterization of computable randomness through differentiability of computable functions.
STACS’12
550 The Denjoy alternative for computable functions
I Theorem 15 (Demuth, Miller, Nies, Kučera). The following are equivalent for a real
z ∈ [0, 1].
1. z is Denjoy random.
2. z is computably random.
3. For every computable f : [0, 1]→ R the Denjoy alternative holds at z.
Note that all we need for (2) ⇒ (1) is that f(q) is a computable real uniformly in a
rational q ∈ [0, 1] ∩Q. Thus, in Definition 14 we can replace Markov computability of f by
this weaker hypothesis.
3.2 Difference randomness implies that all Markov computable
functions satisfy the Denjoy alternative
We now turn to the proof of Theorem 1. It will be enough to prove the following.
I Proposition 16. Let x ∈ 2ω be a computably random real that is also a non-porosity point.
Then x ∈ DA, i.e., all Markov computable functions satisfy the Denjoy alternative at x.
To get Theorem 1 from this proposition, remember that a difference random point is
always computably random, and, by Lemma 12 a difference random real is also always a
non-porosity point.
Proof. We first prove a lemma, which takes advantage of the special way in which a set is
arranged around its non-porosity points.
I Lemma 17. Suppose that f : ⊆ [0, 1] → R is Markov computable. Let C ⊆ [0, 1] be an
effectively closed class such that there is an n with D˜ f(z) > −n for all z ∈ C. Let thecomputably random real x ∈ C be a non-porosity point of C. Then f is differentiable at x.
Proof. We effectivize an argument of Bogachev [2, p. 371]. Replacing f by f(x) + (n+ 1)x,
we may assume that for x ∈ C and some r and s, we have
∀a, b [r < a ≤ x ≤ b < s→ Sf (a, b)0 > 0].
We restrict our attention to the interval [r, s]; for notational simplicity we assume that
[r, s] = [0, 1]. Let f∗(x) = supa≤x f(a). Then f∗ is nondecreasing on C.
Claim. The function f∗ C is computable.
To see this, recall that p, q range over [0, 1] ∩Q, and let f∗(x) = infq≥x f(q). If x ∈ C and
f∗(x) < f∗(x) then x is computable: fix a rational d in between these two values. Then for
p, q ∈ (r, s) we have p < x↔ f(p) < d, and q > x↔ f(q) > d. Hence x is both left-c.e. and
right-c.e., and therefore computable. Now a Markov computable function is continuous at
every computable x. Thus f∗(x) = f∗(x) for each x in C.
To compute f∗(x) for x ∈ C up to precision 2−n, we can now simply search for rationals
p < x < q such that 0 < f(q)n+2 − f(p)n+2 < 2−n−1, and output f(p)n+2. If during this
search we detect that x 6∈ C, we stop. This shows the claim. 
By Lemma 3 there is a computable nondecreasing function g defined on [0, 1] that extends
f∗. Then by a classic theorem of Lebesgue, g′(x) exists for a.e. x ∈ [0, 1]. A result by Brattka,
Miller and Nies [3, Thm. 4.1] states that in fact computable randomness of x is enough to
guarantee the existence of g′(x).
It therefore suffices to show that for each x ∈ C such that g′(x) is defined and C is not
porous at x, we have D˜f(x) ≤ g′(x) ≤ D˜ f(x). Since D˜ f(x) ≤ D˜f(x), this would establishthe theorem.
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To see this, we show D˜f(x) ≤ g′(x), the other inequality being symmetric. Fix ε > 0.
Choose α > 0 such that
∀u, v ∈ C [(u ≤ x ≤ v ∧ 0 < v − u ≤ α)→ Sf∗(u, v) ≤ g′(x)(1 + ε)] (2)
furthermore, since C is not porous at x, we may assume that for each β ≤ α, the interval
(x− β, x+ β) contains no open subinterval of length εβ that is disjoint from C. Now suppose
that a, b ∈ [0, 1] ∩ Q, a < x < b and β = 2(b − a) ≤ α. There are u, v ∈ C such that
0 ≤ a− u ≤ εβ and 0 ≤ v − b ≤ εβ. Since u, v ∈ C we have f∗(u) ≤ f(a) and f(b) ≤ f∗(v).
Therefore v − u ≤ b− a+ 2εβ = (b− a)(1 + 4ε). It follows that
Sf (a, b) ≤ f∗(v)− f∗(u)
b− a ≤ Sf∗(u, v)(1 + 4ε) ≤ g
′(x)(1 + 4ε)(1 + ε). J
We are now ready to prove Proposition 16. Suppose x is computably random and is a
non-porosity point. Let f be a Markov computable function. Suppose that f does not satisfy
the Denjoy alternative at x by strong failure of the existence of the pseudo-derivative at x.
We therefore are D˜ f(x) > −∞ or D˜f(x) < +∞. Suppose the first one holds (the proof forthe other case is similar), and take an n such that D˜ f(x) > −n. By definition of D˜ , thismeans that for some fixed positive rational ε and some fixed t, x belongs to the effectively
closed class:
C = {x ∈ [0, 1] | ∀q1, q2 ∈ Q s.t. x ∈ [q1, q2] ∧ |q2 − q1| < ε, Sf (q1, q2)t ≥ −n}
We can therefore apply Proposition 16 to this class C (every point z ∈ C is such that
D˜ f(z) > −n, x belongs to C, x is computably random and is a non-porosity point). Therefore,f is differentiable at x, and thus the Denjoy alternative holds indeed. J
3.3 The class DA is incomparable with the Martin-Löf random reals
I Theorem 18. There exists a real x that is not Martin-Löf random but nonetheless satisfies
the Denjoy alternative for all Markov computable functions.
Proof sketch. The Denjoy alternative at x can be met in two ways. We will say “the DA for
f is fulfilled by existence” if the (pseudo-)derivative of f at x exists and say that “the DA
for f is fulfilled by failure” in the other case. To prove the statement we construct a set x by
forcing that is CR, not MLR and for every Markov computable function either fulfills the DA
by failure for this function or is a density point (and therefore certainly not a porosity point)
of a certain effectively closed class L such that L and f fulfill the requirements of Lemma 17.
The argument to prove the statement then goes like this: if we fulfill the DA by failure we
are done. Otherwise x would be a density point of L. Since x ∈ CR we can invoke Lemma 17
to show that f is differentiable and therefore fulfills the DA by existence.
Assume we have constructed the initial segment σ of x so far, and are given a computable
martingale M . The most interesting part of the argument is how to ensure that we are
density points of certain effectively closed classes of the form L := {x  σ | M(xn) <
ε for all n > |σ|}. To do this we need to make sure that the density of x in L will be 1 in the
limit. At every stage of the construction we will make sure that the density of x is at least
1− q for some q by choosing the right extension σ′ of σ. When we later extend σ′ further
we will make q smaller and smaller while forever staying inside L. This way in the limit we
reach density 1 in L.
To achieve density 1 − q as required, we look at the quantity m := infτσM(τ). We
interpret m as an amount of capital that the martingale M has put on a savings account
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and is not touching anymore. Of course this implies that M also has less capital available
for betting and can therefore reach capital ε only on a smaller fraction of the extensions of σ.
By applying the Ville-Kolmogorov inequality for martingales to M −m it is clear that M
can reach capital ε only on a set of extensions of σ of relative measure 1− M(σ)−mε−m . Or, in
other words, σ has density 1− (M(σ)−m)/(ε−m) in L. By replacing σ with a long enough
extension we can make sure that M(σ) is arbitrarily close to m and thereby raise the density
to the desired level 1− q. Although this method only controls the density in L of the dyadic
intervals containing x, we are able to show that this is sufficient. J
I Theorem 19. There exists a Markov computable function f for which the Denjoy alternative
does not hold at Chaitin’s Ω. Moreover, f can be taken to be uniformly continuous, i.e., it
can be built in such a way that it has a (unique) continuous extension to [0, 1].
Proof. Let (Un) be a universal Martin-Löf test, i.e., a test such that all reals that are not in
MLR are covered by it (the existence of such a Martin-Löf test is well-known). No computable
real can be Martin-Löf random; every x ∈ Rc belongs to U1. Let Ω be the leftmost point
of the complement of U1. It is not hard to see that since U1 is a c.e. open set, it is an
effective union
⋃
t It of closed rational intervals It that overlap only on their endpoints. Let
U1[s] =
⋃
t<s It and let Ωs be the leftmost point of U1[s]. Then Ω is approximated from
below by the computable sequence of rationals (Ωs)s.
Our function f is defined as the restriction to Rc of the following function F . Outside U1,
F is equal to 0. On U1, it is constructed sequentially as follows. At stage s+ 1, consider Is.
There are two cases.
1. Either adding this interval does not change the value of Ω (i.e., Ωs+1 = Ωs). In that case,
define the function F to be equal to zero on Is.
2. Or, this interval does change the value of Ω: Ωs+1 > Ωs. In this case, define F on Is to
be the triangular function taking value 0 on the endpoints of Is and reaching the value v
at the middle point, where v is defined as follows. Let t be the last stage at which the
previous increase of Ω occurred (i.e., t is maximal such that t < s and Ωt+1 > Ωt). Let n
be the smallest integer such that the real interval [Ωt,Ωt+1] contains a multiple of 2−n.
For that n, set v = 2−n/2.
First, we see that the restriction f of F to Rc is Markov computable: given a code i, we
try to compute the real x coded by i (remember that such an x might not exist) until we find
a sufficiently good estimate a < x < b such that the interval [a, b] is contained either in one
or in the union of two of the intervals appearing in the enumeration of U1. It is then easy to
compute F at x as one can decide which of the above cases hold for each interval, and both
the zero function and the triangular function are computable on Rc. (In the triangular case,
note that the value n of the construction can be found computably.)
We claim that the function f does not satisfy the Denjoy alternative at Ω. More precisely,
we have D˜f(Ω) = 0 and D˜ f(Ω) = −∞. Notice that f is equal to 0 on (Ω, 1] ∩ Rc andnon-negative on [0,Ω) ∩ Rc, taking the value 0 at computably real points arbitrarily close to
Ω (at least the endpoints of intervals Is enumerated on the left of Ω), therefore D˜f(Ω) = 0 is
clear. To see that D˜ f(Ω) = −∞, consider for all k the dyadic real ak which is a multiple of2−k, is smaller than Ω and such that Ω− ak < 2−k. Since ak < Ω, there exists a stage t such
that an ∈ [Ωt,Ωt+1]. Let s > t be the next stage at which Ω increases. By definition, F is
then defined to be a triangular function on [Ωs,Ωs+1] of height 2−n/2.Thus, letting xk be
middle point of [Ωs,Ωs+1] and q > Ω be a rational such that q − ak < 2−k, we have
Sf (xk, q) =
f(q)− f(xk)
q − x ≤
0− 2−k/2
2−k ≤ −2
k/2.
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Since this happens for all k, we have D˜ f(Ω) = −∞.It remains to show that the function F is continuous on [0, 1]. But this is almost immediate
as one can write F =
∑
n hn where hn is the function equal to 0 except on the intervals on
which F is a triangular function of height 2−n/2, and on that interval hn = F . It is obvious
that the hn are continuous and of magnitude at most 2−n/2. Therefore
∑
n ||hn|| <∞, so
by the Weierstrass M-test we can conclude that the convergence is uniform and hence the
function
∑
n hn is continuous. J
4 Positive density as a randomness notion
We return to the notion of positive density and give an interesting characterization of
incomplete Martin-Löf random sets.
I Theorem 20. The following statements are equivalent for a Martin-Löf random real x.
1. x is difference random.
2. x has incomplete Turing degree.
3. x is a point of positive lower Lebesgue density in every effectively closed class C with
x ∈ C, that is, ρ(x|C) 6= 0.
Proof sketch. The equivalence between (1) and (2) has been shown by Franklin and Ng [9].
(1) ⇒ (3): Proof by contraposition. Assume that x ∈ MLR and that for all ε there is an
interval I with x ∈ I such that λ(C | I) < ε. Then for all k let
Uk = {z | ∃ interval I : z ∈ I and λ(C | I) < 2−k}.
Since C is effectively closed, these classes are uniformly effectively open; and clearly x ∈ C.
The measure bound on this difference test follows from the following lemma, the proof of
which we omit due to space considerations.
I Lemma 21. Let C ⊆ [0, 1] be closed. Let Uk = {z | ∃ interval I : z ∈ I and λ(C | I) < 2−k}.
Then λ(C ∩ Uk) ≤ 2−k+1.
(3) ⇒ (2): We only sketch the proof due to space considerations.
Suppose now that x is Martin-Löf random and Turing complete. We are going to show
that x has lower density 0 inside some effectively closed class C. We show that, given a
rational ε, we can effectively construct an effectively closed class Cε such that x ∈ Cε and
λ(Cε | xn) < ε for some n. It will then suffice to let C :=
⋂
ε Cε for an effective list of ε’s
that converge to 0.
Fix ε > 0. In this construction, we will build an auxiliary c.e. set W . By the recursion
theorem, since x is complete, we can assume to know in advance a Turing reduction Γ such
that Γx = W .
In order to lower the density of Cε around x we need to remove many reals from Cε. Since
we do not know x, this comes at the risk of inadvertently removing x as well. The approach
of the proof is then to make use of the fact that we control W . We keep observing the results
of the reduction Γ relative to all possible oracles in a neighborhood and wait until we see a
certain type of behavior (the reduction outputs 0 on a certain value) on all oracles except
fraction ε. As soon as this happens we change W in such a way that it does exactly not
show this behavior. Since x computes W it certainly cannot be among the 1− ε fraction of
oracles showing the special behavior, so we can safely remove them from Cε.
Of course it must be avoided that we wait forever, since in that case the measure of Cε
would forever remain equal to 1. It will therefore be necessary to argue why we can be sure
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that we will eventually observe the special behavior. To see this, we will argue that if we
never observe that behavior, x is in a descending chain of sets Uk such that Uk always has
measure 1− ε relative to Uk−1, and that this chain actually is a Martin-Löf test covering x.
This of course contradicts x ∈ MLR. J
Together with Lemma 12 we get the following corollary. To the best of our knowledge
there exists no direct proof of this fact.
I Corollary 22. For any x ∈ MLR the following implication holds: If for all effectively closed
classes C with x ∈ C it holds that ρ(x|C) > 0 then for all effectively closed classes C with
x ∈ C we have that C is not porous at x.
I Remark. If x is weakly 2-random and C is an effectively closed class containing x, then
ρ(x|C) = 1. This is because for x to have ρ(x|C) < 1 in some C can be written as ∀δ0 ∃δ <
δ0
2 :
λ([x−δ,x+δ]∩C)
λ([x−δ,x+δ]) < 1− ε for some fixed ε, which is a Π02 condition. By the Lebesgue density
theorem, the set of these x (for each C) is also null, so they are covered by a strong test.
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Abstract
We prove that the determinacy of Gale-Stewart games whose winning sets are accepted by real-
time 1-counter Büchi automata is equivalent to the determinacy of (effective) analytic Gale-
Stewart games which is known to be a large cardinal assumption. We show also that the determ-
inacy of Wadge games between two players in charge of ω-languages accepted by 1-counter Büchi
automata is equivalent to the (effective) analytic Wadge determinacy. Using some results of set
theory we prove that one can effectively construct a 1-counter Büchi automaton A and a Büchi
automaton B such that: (1) There exists a model of ZFC in which Player 2 has a winning strategy
in the Wadge game W (L(A), L(B)); (2) There exists a model of ZFC in which the Wadge game
W (L(A), L(B)) is not determined. Moreover these are the only two possibilities, i.e. there are
no models of ZFC in which Player 1 has a winning strategy in the Wadge game W (L(A), L(B)).
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1 Introduction
Two-players infinite games have been much studied in Set Theory and in Descriptive Set
Theory, see [9, 8]. In particular, if X is a (countable) alphabet having at least two letters
and A ⊆ Xω, then the Gale-Stewart game G(A) is an infinite game with perfect information
between two players. Player 1 first writes a letter a1 ∈ X, then Player 2 writes a letter
b1 ∈ X, then Player 1 writes a2 ∈ X, and so on . . . After ω steps, the two players have
composed an infinite word x = a1b1a2b2 . . . of Xω. Player 1 wins the play iff x ∈ A, otherwise
Player 2 wins the play. The game G(A) is said to be determined iff one of the two players
has a winning strategy. A fundamental result of Descriptive Set Theory is Martin’s Theorem
which states that every Gale-Stewart game G(A), where A is a Borel set, is determined [9].
On the other hand, in Computer Science, the conditions of a Gale Stewart game may
be seen as a specification of a reactive system, where the two players are respectively a non
terminating reactive program and the “environment". Then the problem of the synthesis of
winning strategies is of great practical interest for the problem of program synthesis in reactive
systems. In particular, if A ⊆ Xω, where X is here a finite alphabet, and A is effectively
presented, i.e. accepted by a given finite machine or defined by a given logical formula, the
following questions naturally arise, see [15, 10]: (1) Is the game G(A) determined? (2) If
Player 1 has a winning strategy, is it effective, i.e. computable? (3) What are the amounts
of space and time necessary to compute such a winning strategy? Büchi and Landweber gave
a solution to the famous Church’s Problem, posed in 1957, by stating that in a Gale Stewart
game G(A), where A is a regular ω-language, one can decide who the winner is and compute
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a winning strategy given by a finite state transducer, see [16] for more information on this
subject. In [15, 10] Thomas and Lescow asked for an extension of this result where A is no
longer regular but deterministic context-free, i.e. accepted by some deterministic pushdown
automaton. Walukiewicz extended Büchi and Landweber’s Theorem to this case by showing
first in [18] that that one can effectively construct winning strategies in parity games played
on pushdown graphs and that these strategies can be computed by pushdown transducers.
Notice that later some extensions to the case of higher-order pushdown automata have been
established [1].
In this paper, we first address the question (1) of the determinacy of Gale-Stewart games
G(A), where A is a context-free ω-language accepted by a (non-deterministic) pushdown
automaton, or even by a 1-counter automaton. Notice that there are some context-free
ω-languages which are (effective) analytic but non-Borel and thus the determinacy of these
games cannot be deduced from Martin’s Theorem of Borel determinacy. On the other hand,
Martin’s Theorem is provable in ZFC, the commonly accepted axiomatic framework for Set
Theory in which all usual mathematics can be developped. But the determinacy of Gale-
Stewart games G(A), where A is an (effective) analytic set, is not provable in ZFC; Martin
and Harrington have proved that it is a large cardinal assumption equivalent to the existence
of a particular real, called the real 0], see [8, page 637]. We prove here that the determinacy
of Gale-Stewart games G(A), whose winning sets A are accepted by real-time 1-counter
Büchi automata, is equivalent to the determinacy of (effective) analytic Gale-Stewart games
and thus also equivalent to the existence of the real 0].
Next we consider Wadge games which were firstly studied by Wadge in [17] where he
determined a great refinement of the Borel hierarchy defined via the notion of reduction
by continuous functions. These games are closely related to the notion of reducibility by
continuous functions. For L ⊆ Xω and L′ ⊆ Y ω, L is said to be Wadge reducible to L′ iff
there exists a continuous function f : Xω → Y ω, such that L = f−1(L′); this is then denoted
by L ≤W L′. On the other hand, the Wadge game W (L,L′) is an infinite game with perfect
information between two players, Player 1 who is in charge of L and Player 2 who is in charge
of L′. And it turned out that Player 2 has a winning strategy in the Wadge game W (L,L′)
iff L ≤W L′. It is easy to see that the determinacy of Borel Gale-Stewart games implies
the determinacy of Borel Wadge games. On the other hand, Louveau and Saint-Raymond
have proved that this latter one is weaker than the first one, since it is already provable in
second-order arithmetic, while the first one is not. It is also known that the determinacy
of (effective) analytic Gale-Stewart games is equivalent to the determinacy of (effective)
analytic Wadge games, see [11]. We prove in this paper that the determinacy of Wadge
games between two players in charge of ω-languages accepted by 1-counter Büchi automata
is equivalent to the (effective) analytic Wadge determinacy, and thus also equivalent to the
existence of the real 0].
Then, using some recent results from [4] and some results of Set Theory, we prove that,
(assuming ZFC is consistent), one can effectively construct a 1-counter Büchi automaton A
and a Büchi automaton B such that: (1) There exists a model of ZFC in which Player 2 has
a winning strategy in the Wadge game W (L(A), L(B)); (2) There exists a model of ZFC in
which the Wadge game W (L(A), L(B)) is not determined. Moreover these are the only two
possibilities, i.e. there are no models of ZFC in which Player 1 has a winning strategy in the
Wadge game W (L(A), L(B)).
The paper is organized as follows. We recall some known notions in Section 2. We study
context-free Gale-Stewart games in Section 3 and context-free Wadge games in Section 4.
Some concluding remarks are given in Section 5.
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2 Recall of some known notions
We assume the reader to be familiar with the theory of formal (ω-)languages [14, 13].
We recall the usual notations of formal language theory.
If Σ is a finite alphabet, a non-empty finite word over Σ is any sequence x = a1 . . . ak,
where ai ∈ Σ for i = 1, . . . , k , and k is an integer ≥ 1. The length of x is k, denoted by |x|.
The empty word has is denoted by λ; its length is 0. Σ? is the set of finite words (including
the empty word) over Σ. A (finitary) language V over an alphabet Σ is a subset of Σ?.
The first infinite ordinal is ω. An ω-word over Σ is an ω -sequence a1 . . . an . . ., where for
all integers i ≥ 1, ai ∈ Σ. When σ = a1 . . . an . . . is an ω-word over Σ, we write σ(n) = an,
σ[n] = σ(1)σ(2) . . . σ(n) for all n ≥ 1 and σ[0] = λ.
The usual concatenation product of two finite words u and v is denoted u.v (and sometimes
just uv). This product is extended to the product of a finite word u and an ω-word v: the
infinite word u.v is then the ω-word such that:
(u.v)(k) = u(k) if k ≤ |u| , and (u.v)(k) = v(k − |u|) if k > |u|.
The set of ω-words over the alphabet Σ is denoted by Σω. An ω-language V over an
alphabet Σ is a subset of Σω, and its complement (in Σω) is Σω − V , denoted V −.
The prefix relation is denoted v: a finite word u is a prefix of a finite word v (respectively,
an infinite word v), denoted u v v, if and only if there exists a finite word w (respectively,
an infinite word w), such that v = u.w.
If L is a finitary language (respectively, an ω-language) over the alphabet Σ then the set
Pref(L) of prefixes of elements of L is defined by Pref(L) = {u ∈ Σ? | ∃v ∈ L u v v}.
We now recall the definition of k-counter Büchi automata which will be useful in the
sequel.
Let k be an integer ≥ 1. A k-counter machine has k counters, each of which containing a
non-negative integer. The machine can test whether the content of a given counter is zero
or not. And transitions depend on the letter read by the machine, the current state of the
finite control, and the tests about the values of the counters. Notice that in this model some
λ-transitions are allowed. During these transitions the reading head of the machine does not
move to the right, i.e. the machine does not read any more letter.
Formally a k-counter machine is a 4-tupleM=(K,Σ, ∆, q0), where K is a finite set of
states, Σ is a finite input alphabet, q0 ∈ K is the initial state, and ∆ ⊆ K × (Σ ∪ {λ}) ×
{0, 1}k ×K × {0, 1,−1}k is the transition relation. The k-counter machineM is said to be
real time iff: ∆ ⊆ K × Σ× {0, 1}k ×K × {0, 1,−1}k, i.e. iff there are no λ-transitions.
If the machineM is in state q and ci ∈ N is the content of the ith counter Ci then the
configuration (or global state) ofM is the (k + 1)-tuple (q, c1, . . . , ck).
For a ∈ Σ ∪ {λ}, q, q′ ∈ K and (c1, . . . , ck) ∈ Nk such that cj = 0 for j ∈ E ⊆ {1, . . . , k}
and cj > 0 for j /∈ E, if (q, a, i1, . . . , ik, q′, j1, . . . , jk) ∈ ∆ where ij = 0 for j ∈ E and ij = 1
for j /∈ E, then we write:
a : (q, c1, . . . , ck) 7→M (q′, c1 + j1, . . . , ck + jk).
Thus the transition relation must obviously satisfy:
if (q, a, i1, . . . , ik, q′, j1, . . . , jk) ∈ ∆ and im = 0 for some m ∈ {1, . . . , k} then jm = 0 or
jm = 1 (but jm may not be equal to −1).
Let σ = a1a2 . . . an . . . be an ω-word over Σ. An ω-sequence of configurations r =
(qi, ci1, . . . cik)i≥1 is called a run ofM on σ iff:
(1) (q1, c11, . . . c1k) = (q0, 0, . . . , 0)
(2) for each i ≥ 1, there exists bi ∈ Σ∪{λ} such that bi : (qi, ci1, . . . cik) 7→M (qi+1, ci+11 , . . . ci+1k )
and such that a1a2 . . . an . . . = b1b2 . . . bn . . .
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For every such run r, In(r) is the set of all states entered infinitely often during r.
I Definition 1. A Büchi k-counter automaton is a 5-tuple M=(K,Σ, ∆, q0, F ), where
M′=(K,Σ, ∆, q0) is a k-counter machine and F ⊆ K is the set of accepting states. The
ω-language accepted byM is:
L(M) = {σ ∈ Σω | there exists a run r ofM on σ such that In(r) ∩ F 6= ∅}
The class of ω-languages accepted by Büchi k-counter automata is denoted BCL(k)ω.
The class of ω-languages accepted by real time Büchi k-counter automata will be denoted
r-BCL(k)ω. The class BCL(1)ω is a strict subclass of the class CFLω of context free
ω-languages accepted by Büchi pushdown automata.
We assume the reader to be familiar with basic notions of topology which may be found
in [9, 10, 14, 13]. There is a natural metric on the set Σω of infinite words over a finite
alphabet Σ containing at least two letters which is called the prefix metric and is defined as
follows. For u, v ∈ Σω and u 6= v let δ(u, v) = 2−lpref(u,v) where lpref(u,v) is the first integer
n such that the (n+ 1)st letter of u is different from the (n+ 1)st letter of v. This metric
induces on Σω the usual Cantor topology in which the open subsets of Σω are of the form
W.Σω, for W ⊆ Σ?. A set L ⊆ Σω is a closed set iff its complement Σω − L is an open set.
For V ⊆ Σ? we denote Lim(V ) = {x ∈ Σω | ∃∞n ≥ 1 x[n] ∈ V } the set of infinite words
over Σ having infinitely many prefixes in V . Then the topological closure Cl(L) of a set
L ⊆ Σω is equal to Lim(Pref(L)). Thus we have also the following characterization of closed
subsets of Σω: a set L ⊆ Σω is a closed subset of the Cantor space Σω iff L = Lim(Pref(L)).
We now recall the definition of the Borel Hierarchy of subsets of Xω.
I Definition 2. For a non-null countable ordinal α, the classes Σ0α and Π0α of the Borel
Hierarchy on the topological space Xω are defined as follows: Σ01 is the class of open subsets
of Xω, Π01 is the class of closed subsets of Xω, and for any countable ordinal α ≥ 2:
Σ0α is the class of countable unions of subsets of Xω in
⋃
γ<α Π0γ .
Π0α is the class of countable intersections of subsets of Xω in
⋃
γ<α Σ0γ .
A set L ⊆ Xω is Borel iff it is in the union ⋃α<ω1 Σ0α = ⋃α<ω1 Π0α, where ω1 is the first
uncountable ordinal.
There are also some subsets of Xω which are not Borel. In particular the class of Borel
subsets of Xω is strictly included into the class Σ11 of analytic sets which are obtained by
projection of Borel sets. The co-analytic sets are the complements of analytic sets.
I Definition 3. A subset A of Xω is in the class Σ11 of analytic sets iff there exist a finite
alphabet Y and a Borel subset B of (X×Y )ω such that x ∈ A↔ ∃y ∈ Y ω such that (x, y) ∈ B,
where (x, y) is the infinite word over the alphabet X × Y such that (x, y)(i) = (x(i), y(i)) for
each integer i ≥ 1.
We now recall the notion of completeness with regard to reduction by continuous functions.
For a countable ordinal α ≥ 1, a set F ⊆ Xω is said to be a Σ0α (respectively, Π0α, Σ11)-
complete set iff for any set E ⊆ Y ω (with Y a finite alphabet): E ∈ Σ0α (respectively, E ∈ Π0α,
E ∈ Σ11) iff there exists a continuous function f : Y ω → Xω such that E = f−1(F ).
We now recall the definition of classes of the arithmetical hierarchy of ω-languages, see
[14]. Let X be a finite alphabet. An ω-language L ⊆ Xω belongs to the class Σn if and only
if there exists a recursive relation RL ⊆ (N)n−1 ×X? such that:
L = {σ ∈ Xω | ∃a1 . . . Qnan (a1, . . . , an−1, σ[an + 1]) ∈ RL},
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where Qi is one of the quantifiers ∀ or ∃ (not necessarily in an alternating order). An
ω-language L ⊆ Xω belongs to the class Πn if and only if its complement Xω − L belongs
to the class Σn. The class Σ11 is the class of effective analytic sets which are obtained by
projection of arithmetical sets. An ω-language L ⊆ Xω belongs to the class Σ11 if and only
if there exists a recursive relation RL ⊆ N× {0, 1}? ×X? such that:
L = {σ ∈ Xω | ∃τ(τ ∈ {0, 1}ω ∧ ∀n∃m((n, τ [m], σ[m]) ∈ RL))}.
Then an ω-language L ⊆ Xω is in the class Σ11 iff it is the projection of an ω-language over
the alphabet X × {0, 1} which is in the class Π2. The class Π11 of effective co-analytic sets is
simply the class of complements of effective analytic sets.
Recall that the (lightface) class Σ11 of effective analytic sets is strictly included into the
(boldface) class Σ11 of analytic sets.
Recall that a Büchi Turing machine is just a Turing machine working on infinite inputs
with a Büchi-like acceptance condition, and that the class of ω-languages accepted by Büchi
Turing machines is the class Σ11 of effective analytic sets [2, 14]. On the other hand, one can
construct, using a classical construction (see for instance [7]), from a Büchi Turing machine
T , a 2-counter Büchi automaton A accepting the same ω-language. Thus one can state the
following proposition.
I Proposition 4. An ω-language L ⊆ Xω is in the class Σ11 iff it is accepted by a non
deterministic Büchi Turing machine, hence iff it is in the class BCL(2)ω.
3 Context-free Gale-Stewart games
We first recall the definition of Gale-Stewart games.
I Definition 5 ([8]). Let A ⊆ Xω, where X is a finite alphabet. The Gale-Stewart game
G(A) is a game with perfect information between two players. Player 1 first writes a letter
a1 ∈ X, then Player 2 writes a letter b1 ∈ X, then Player 1 writes a2 ∈ X, and so on . . .
After ω steps, the two players have composed a word x = a1b1a2b2 . . . of Xω. Player 1 wins
the play iff x ∈ A, otherwise Player 2 wins the play.
Let A ⊆ Xω and G(A) be the associated Gale-Stewart game. A strategy for Player 1 is a
function F1 : (X2)? → X and a strategy for Player 2 is a function F2 : (X2)?X → X. Player
1 follows the strategy F1 in a play if for each integer n ≥ 1 an = F1(a1b1a2b2 · · · an−1bn−1).
If Player 1 wins every play in which she has followed the strategy F1, then we say that the
strategy F1 is a winning strategy (w.s.) for Player 1. The notion of winning strategy for
Player 2 is defined in a similar manner.
The game G(A) is said to be determined if one of the two players has a winning strategy.
We shall denote Det(C), where C is a class of ω-languages, the sentence : “Every
Gale-Stewart game G(A), where A ⊆ Xω is an ω-language in the class C, is determined".
Notice that, in the whole paper, we assume that ZFC is consistent, and all results, lemmas,
propositions, theorems, are stated in ZFC unless we explicitely give another axiomatic
framework.
We can now state our first result.
I Proposition 6. Det(Σ11) ⇐⇒ Det(r-BCL(8)ω).
Proof. The implication Det(Σ11) =⇒ Det(r-BCL(8)ω) is obvious since r-BCL(8)ω ⊆ Σ11.
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To prove the reverse implication, we assume that Det(r-BCL(8)ω) holds and we show
that every Gale-Stewart game G(A), where A ⊆ Xω is an ω-language in the class Σ11, or
equivalently in the class BCL(2)ω by Proposition 4, is determined.
Let then L ⊆ Σω, where Σ is a finite alphabet, be an ω-language in the class BCL(2)ω.
Let E be a new letter not in Σ, S be an integer ≥ 1, and θS : Σω → (Σ ∪ {E})ω be the
function defined, for all x ∈ Σω, by:
θS(x) = x(1).ES .x(2).ES
2
.x(3).ES
3
.x(4) . . . x(n).ES
n
.x(n+ 1).ES
n+1
. . .
We proved in [3] that if k = cardinal(Σ) + 2, S ≥ (3k)3 is an integer, then one can
effectively construct from a Büchi 2-counter automaton A1 accepting L a real time Büchi
8-counter automaton A2 such that L(A2) = θS(L). In the sequel we assume that we have
fixed an integer S ≥ (3k)3 which is even.
Notice that the set θS(Σω) is a closed subset of the Cantor space Σω. An ω-word
x ∈ (Σ ∪ {E})ω is in θS(Σω)− iff it has one prefix which is not in Pref(θS(Σω)). Let
L′ ⊆ (Σ ∪ {E})ω be the set of ω-words y ∈ (Σ ∪ {E})ω for which there is an integer n ≥ 1
such that y[2n − 1] ∈ Pref(θS(Σω)) and y[2n] /∈ Pref(θS(Σω)). It is easy to see that L′ is
accepted by a real time Büchi 2-counter automaton.
The class r-BCL(8)ω ⊇ r-BCL(2)ω is closed under finite union in an effective way, so
θS(L)∪L′ is accepted by a real time Büchi 8-counter automaton A3 which can be effectively
constructed from A2.
As we have assumed that Det(r-BCL(8)ω) holds, the game G(θS(L)∪L′) is determined,
i.e. one of the two players has a w.s. in the game G(θS(L) ∪ L′). We now show that the
game G(L) is itself determined.
We shall say that, during an infinite play, Player 1 “goes out" of the closed set θS(Σω) if
the final play y composed by the two players has a prefix y[2n] ∈ Pref(θS(Σω)) such that
y[2n+ 1] /∈ Pref(θS(Σω)). We define in a similar way the sentence “Player 2 goes out of the
closed set θS(Σω)".
Assume first that Player 1 has a w.s. F1 in the game G(θS(L) ∪ L′). Then Player
1 never “goes out" of the set θS(Σω) when she follows this w.s. because otherwise the
final play y composed by the two players has a prefix y[2n] ∈ Pref(θS(Σω)) such that
y[2n+ 1] /∈ Pref(θS(Σω)) and thus y /∈ θS(L) ∪ L′. Consider now a play in which Player 2
does not go out of θS(Σω). If player 1 follows her w.s. F1 then the two players remain in
the set θS(Σω). But we have fixed S to be an even integer. So the two players compose an
ω-word
θS(x) = x(1).ES .x(2).ES
2
.x(3).ES
3
.x(4) . . . x(n).ES
n
.x(n+ 1).ES
n+1
. . .
and the letters x(k) are written by player 1 for k an odd integer and by Player 2 for
k an even integer because S is even. Moreover Player 1 wins the play iff the ω-word
x(1)x(2)x(3) . . . x(n) . . . is in L. This implies that Player 1 has also a w.s. in the game G(L).
Assume now that Player 2 has a w.s. F2 in the game G(θS(L) ∪ L′). Then Player
2 never “goes out" of the set θS(Σω) when he follows this w.s. because otherwise the
final play y composed by the two players has a prefix y[2n − 1] ∈ Pref(θS(Σω)) such that
y[2n] /∈ Pref(θS(Σω)) and thus y ∈ L′ hence also y ∈ θS(L) ∪ L′. Consider now a play in
which Player 1 does not go out of θS(Σω). If player 2 follows his w.s. F2 then the two players
remain in the set θS(Σω). So the two players compose an ω-word
θS(x) = x(1).ES .x(2).ES
2
.x(3).ES
3
.x(4) . . . x(n).ES
n
.x(n+ 1).ES
n+1
. . .
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where the letters x(k) are written by player 1 for k an odd integer and by Player 2 for k an
even integer. Moreover Player 2 wins the play iff the ω-word x(1)x(2)x(3) . . . x(n) . . . is not
in L. This implies that Player 2 has also a w.s. in the game G(L). J
I Theorem 7. Det(Σ11) ⇐⇒ Det(CFLω) ⇐⇒ Det(BCL(1)ω).
Proof. The implications Det(Σ11) =⇒ Det(CFLω) =⇒ Det(BCL(1)ω) are obvious since
BCL(1)ω ⊆ CFLω ⊆ Σ11.
To prove the reverse implication Det(BCL(1)ω) =⇒ Det(Σ11), we assume that
Det(BCL(1)ω) holds and we are going to show that then every Gale-Stewart game G(L),
where L ⊆ Xω is an ω-language in the class r-BCL(8)ω is determined. Then Proposition 6
will imply that Det(Σ11) also holds. Let then L(A) ⊆ Γω, where Γ is a finite alphabet and A
is a real time Büchi 8-counter automaton.
We now recall the following coding which was used in the paper [3].
Let K be the product of the eight first prime numbers. An ω-word x ∈ Γω was coded by
the ω-word
hK(x) = A.CK .x(1).B.CK
2
.A.CK
2
.x(2).B.CK
3
.A.CK
3
.x(3).B . . . B.CK
n
.A.CK
n
.x(n).B . . .
over the alphabet Γ1 = Γ ∪ {A,B,C}, where A,B,C are new letters not in Γ. We are going
to use here a slightly different coding which we now define. Let then
h(x) = CK .C.A.x(1).CK2 .A.CK2 .C.x(2).B.CK3 .A.CK3 .C.A.x(3) . . .
. . . CK
2n
.A.CK
2n
.C.x(2n).B.CK2n+1 .A.CK2n+1 .C.A.x(2n+ 1) . . .
We now explain the rules used to obtain the ω-word h(x) from the ω-word hK(x).
(1) The first letter A of the word hK(x) has been suppressed.
(2) The letters B following a letter x(2n+ 1), for n ≥ 1, have been suppressed.
(3) A letter C has been added before each letter x(2n), for n ≥ 1.
(4) A block of two letters C.A has been added before each letter x(2n+ 1), for n ≥ 1.
The reasons behind this changes are the following ones. Assume that two players alternatively
write letters from the alphabet Γ1 = Γ ∪ {A,B,C} and that they finally produce an ω-word
in the form h(x). Due to the above changes we have now the two following properties which
will be useful in the sequel.
(1) The letters x(2n+ 1), for n ≥ 0, have been written by Player 1, and the letters x(2n),
for n ≥ 1, have been written by Player 2.
(2) After a sequence of consecutive letters C, the first letter which is not a C has always
been written by Player 2.
We proved in [3] that, from a real time Büchi 8-counter automaton A accepting L(A) ⊆ Γω,
one can effectively construct a Büchi 1-counter automaton A1 accepting the ω-language
hK(L(A))∪hK(Γω)−. We can easily check that the changes in hK(x) leading to the cod-
ing h(x) have no influence with regard to the proof of this result in [3] and thus one
can also effectively construct a Büchi 1-counter automaton A2 accepting the ω-language
h(L(A))∪h(Γω)−.
On the other hand we can remark that all ω-words in the form h(x) belong to the
ω-language H ⊆ (Γ1)ω of ω-words y of the following form:
y = Cn1 .C.A.x(1).Cn2 .A.Cn′2 .C.x(2).B.Cn3 .A.Cn′3 .C.A.x(3) . . .
. . . Cn2n .A.Cn
′
2n .C.x(2n).B.Cn2n+1 .A.Cn′2n+1 .C.A.x(2n+ 1) . . .
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where for all integers i ≥ 1 the letters x(i) belong to Γ and the ni, n′i, are even non-null
integers.
An important fact is the following property of H which extends the same property
of the set h(Γω). Assume that two players alternatively write letters from the alphabet
Γ1 = Γ∪ {A,B,C} and that they finally produce an ω-word y in H in the above form. Then
we have the two following facts:
(1) The letters x(2n+ 1), for n ≥ 0, have been written by Player 1, and the letters x(2n),
for n ≥ 1, have been written by Player 2.
(2) After a sequence of consecutive letters C, the first letter which is not a C has always
been written by Player 2.
Let now V = Pref(H) ∩ (Γ1)?.C. So a finite word over the alphabet Γ1 is in V iff it is
a prefix of some word in H and its last letter is a C. It is easy to see that the topological
closure of H is
Cl(H) = H ∪ V.Cω.
Notice that an ω-word in Cl(H) is not in h(Γω) iff a sequence of consecutive letters C has
not the good length. Thus if two players alternatively write letters from the alphabet Γ1 and
produce an ω-word y ∈ Cl(H)− h(Γω) then it is Player 2 who has gone out of the set h(Γω)
at some step of the play. This will be important in the sequel.
It is very easy to see that the ω-language H is regular and to construct a Büchi automaton
H accepting it. Moreover it is known that the class BCL(1)ω is effectively closed under
intersection with regular ω-languages (this can be seen using a classical construction of a
product automaton). Thus one can also construct a Büchi 1-counter automaton A3 accepting
the ω-language h(L(A))∪[h(Γω)− ∩H].
We denote also U the set of finite words u over Γ1 such that |u| = 2n for some integer
n ≥ 1 and u[2n− 1] ∈ Pref(H) and u = u[2n] /∈ Pref(H).
Now we set:
L = h(L(A)) ∪ [h(Γω)− ∩H] ∪ V.Cω ∪ U.(Γ1)ω
We have already seen that the ω-language h(L(A))∪[h(Γω)− ∩H] is accepted by a Büchi
1-counter automaton A3. On the other hand the ω-language H is regular and it is accepted
by a Büchi automaton H. Thus the finitary language Pref(H) is also regular, the languages
U and V are also regular, and the ω-languages V.Cω and U.(Γ1)ω are regular. This implies
that one can construct a Büchi 1-counter automaton A4 accepting the language L.
By hypothesis we assume that Det(BCL(1)ω) holds and thus the game G(L) is determ-
ined. We are going to show that this implies that the game G(L(A)) itself is determined.
Assume firstly that Player 1 has a winning strategy F1 in the game G(L).
If during an infinite play, the two players compose an infinite word z, and Player 2 “does
not go out of the set h(Γω)" then we claim that also Player 1, following her strategy F1, “does
not go out of the set h(Γω)". Indeed if Player 1 goes out of the set h(Γω) then due to the above
remark this would imply that Player 1 also goes out of the set Cl(H): there is an integer n ≥ 0
such that z[2n] ∈ Pref(H) but z[2n+ 1] /∈ Pref(H). So z /∈ h(L(A)) ∪ [h(Γω)−∩H ]∪ V.Cω.
Moreover it follows from the definition of U that z /∈ U.(Γ1)ω. Thus If Player 1 goes out of
the set h(Γω) then she looses the game.
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Consider now an infinite play in which Player 2 “does not go out of the set h(Γω)". Then
Player 1, following her strategy F1, “does not go out of the set h(Γω)". Thus the two players
write an infinite word z = h(x) for some infinite word x ∈ Γω. But the letters x(2n+ 1), for
n ≥ 0, have been written by Player 1, and the letters x(2n), for n ≥ 1, have been written by
Player 2. Player 1 wins the play iff x ∈ L(A) and Player 1 wins always the play when she
uses her strategy F1. This implies that Player 1 has also a w.s. in the game G(L(A)).
Assume now that Player 2 has a winning strategy F2 in the game G(L).
If during an infinite play, the two players compose an infinite word z, and Player 1 “does
not go out of the set h(Γω)" then we claim that also Player 2, following his strategy F2,
“does not go out of the set h(Γω)". Indeed if Player 2 goes out of the set h(Γω) and the
final play z remains in Cl(H) then z ∈ [h(Γω)− ∩H] ∪ V.Cω ⊆ L and Player 2 looses. If
Player 1 does not go out of the set Cl(H) and at some step of the play, Player 2 goes out of
Pref(H), i.e. there is an integer n ≥ 1 such that z[2n− 1] ∈ Pref(H) and z[2n] /∈ Pref(H),
then z ∈ U.(Γ1)ω ⊆ L and Player 2 looses.
Assume now that Player 1 “does not go out of the set h(Γω)". Then Player 2 follows his
w. s. F2, and then “never goes out of the set h(Γω)". Thus the two players write an infinite
word z = h(x) for some infinite word x ∈ Γω. But the letters x(2n+ 1), for n ≥ 0, have been
written by Player 1, and the letters x(2n), for n ≥ 1, have been written by Player 2. Player
2 wins the play iff x /∈ L(A) and Player 2 wins always the play when he uses his strategy F2.
This implies that Player 2 has also a w.s. in the game G(L(A)). J
Looking carefully at the above proof, we can obtain a stronger result:
I Theorem 8. Det(Σ11) ⇐⇒ Det(CFLω) ⇐⇒ Det(r-BCL(1)ω).
4 Context-free Wadge games
We first recall the notion of Wadge games.
I Definition 9 (Wadge [17]). Let L ⊆ Xω and L′ ⊆ Y ω. The Wadge game W (L,L′) is a
game with perfect information between two players, Player 1 who is in charge of L and Player
2 who is in charge of L′. Player 1 first writes a letter a1 ∈ X, then Player 2 writes a letter
b1 ∈ Y , then Player 1 writes a letter a2 ∈ X, and so on. The two players alternatively write
letters an of X for Player 1 and bn of Y for Player 2. After ω steps, Player 1 has written an
ω-word a ∈ Xω and Player 2 has written an ω-word b ∈ Y ω. Player 2 is allowed to skip, even
infinitely often, provided he really writes an ω-word in ω steps. Player 2 wins the play iff
[a ∈ L↔ b ∈ L′], i.e. iff: [(a ∈ L and b ∈ L′) or (a /∈ L and b /∈ L′ and b is infinite)].
Recall that a strategy for Player 1 is a function σ : (Y ∪ {s})? → X. And a strategy for
Player 2 is a function f : X+ → Y ∪ {s}. The strategy σ is a winning strategy for Player 1
iff she always wins a play when she uses the strategy σ, i.e. when the nth letter she writes is
given by an = σ(b1 . . . bn−1), where bi is the letter written by Player 2 at step i and bi = s if
Player 2 skips at step i. A winning strategy for Player 2 is defined in a similar manner.
The game W (L,L′) is said to be determined if one of the two players has a winning
strategy. In the sequel we shall denote W-Det(C), where C is a class of ω-languages, the
sentence: “All Wadge games W (L,L′), where L ⊆ Xω and L′ ⊆ Y ω are ω-languages in the
class C, are determined".
There is a close relationship between Wadge reducibility and games.
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I Definition 10 (Wadge [17]). Let X, Y be two finite alphabets. For L ⊆ Xω and L′ ⊆ Y ω,
L is said to be Wadge reducible to L′ (L ≤W L′) iff there exists a continuous function
f : Xω → Y ω, such that L = f−1(L′). L and L′ are Wadge equivalent iff L ≤W L′ and
L′ ≤W L. This will be denoted by L ≡W L′. And we shall say that L <W L′ iff L ≤W L′
but not L′ ≤W L.
The relation ≤W is reflexive and transitive, and ≡W is an equivalence relation.
The equivalence classes of ≡W are called Wadge degrees.
I Theorem 11 (Wadge). Let L ⊆ Xω and L′ ⊆ Y ω where X and Y are finite alphabets.
Then L ≤W L′ if and only if Player 2 has a winning strategy in the Wadge game W (L,L′).
The Wadge hierarchy WH is the class of Borel subsets of a set Xω, where X is a finite
set, equipped with ≤W and with ≡W . Using Wadge games, Wadge proved that, up to the
complement and ≡W , it is a well ordered hierarchy which provides a great refinement of the
Borel hierarchy.
We can now state the following result on determinacy of context-free Wadge games.
I Theorem 12. Det(Σ11) ⇐⇒ W-Det(CFLω) ⇐⇒ W-Det(BCL(1)ω) ⇐⇒ W-Det(r-
BCL(1)ω).
Recall that, assuming that ZFC is consistent, there are some models of ZFC in which
Det(Σ11) does not hold. Therefore there are some models of ZFC in which some Wadge
games W (L(A), L(B)), where A and B are Büchi 1-counter automata, are not determined.
We are going to prove that this may be also the case when B is a Büchi automaton (without
counter). To prove this, we use a recent result of [4] and some results of set theory, so we
now briefly recall some notions of set theory and refer the reader to [4] and to a textbook
like [8] for more background on set theory.
The usual axiomatic system ZFC is Zermelo-Fraenkel system ZF plus the axiom of choice
AC. The axioms of ZFC express some natural facts that we consider to hold in the universe
of sets. A model (V, ∈) of an arbitrary set of axioms A is a collection V of sets, equipped
with the membership relation ∈, where “x ∈ y" means that the set x is an element of the set
y, which satisfies the axioms of A. We often say “ the model V" instead of "the model (V,
∈)".
We say that two sets A and B have same cardinality iff there is a bijection from A onto
B and we denote this by A ≈ B. The relation ≈ is an equivalence relation. Using the axiom
of choice AC, one can prove that any set A can be well-ordered so there is an ordinal γ
such that A ≈ γ. In set theory the cardinal of the set A is then formally defined as the
smallest such ordinal γ. The infinite cardinals are usually denoted by ℵ0,ℵ1,ℵ2, . . . ,ℵα, . . .
The continuum hypothesis CH says that the first uncountable cardinal ℵ1 is equal to 2ℵ0
which is the cardinal of the continuum.
If V is a model of ZF and L is the class of constructible sets of V, then the class L is a
model of ZFC + CH. Notice that the axiom V=L, which means “every set is constructible",
is consistent with ZFC because L is a model of ZFC + V=L.
Consider now a model V of ZFC and the class of its constructible sets L ⊆ V which is
another model of ZFC. It is known that the ordinals of L are also the ordinals of V, but the
cardinals in V may be different from the cardinals in L. In particular, the first uncountable
cardinal in L is denoted ℵL1 , and it is in fact an ordinal of V which is denoted ωL1 . It is
well-known that in general this ordinal satisfies the inequality ωL1 ≤ ω1. In a model V of
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the axiomatic system ZFC + V=L the equality ωL1 = ω1 holds, but in some other models of
ZFC the inequality may be strict and then ωL1 < ω1.
The following result was proved in [4].
I Theorem 13. There exists a real-time 1-counter Büchi automaton A, which can be
effectively constructed, such that the topological complexity of the ω-language L(A) is not
determined by the axiomatic system ZFC. Indeed it holds that :
(1) (ZFC + V=L). The ω-language L(A) is an analytic but non-Borel set.
(2) (ZFC + ωL1 < ω1). The ω-language L(A) is a Π02-set.
We now state the following new result. To prove it we use in particular the above
Theorem 13, the link between Wadge games and Wadge reducibility, the Π02-completeness of
the regular ω-language (0?.1)ω ⊆ {0, 1}ω, the Shoenfield’s Absoluteness Theorem, and the
notion of extensions of a model of ZFC.
I Theorem 14. 1 Let B be a Büchi automaton accepting the regular ω-language (0?.1)ω ⊆
{0, 1}ω. Then one can effectively construct a real-time 1-counter Büchi automaton A such
that:
(1) (ZFC + ωL1 < ω1). Player 2 has a winning strategy F in the Wadge game W (L(A), L(B)).
But F cannot be recursive and not even hyperarithmetical.
(2) (ZFC + ωL1 = ω1). The Wadge game W (L(A), L(B)) is not determined.
I Remark 15. Every model of ZFC is either a model of (ZFC + ωL1 < ω1) or a model of (ZFC
+ ωL1 = ω1). Thus there are no models of ZFC in which Player 1 has a winning strategy in
the Wadge game W (L(A), L(B)).
I Remark 16. In order to prove Theorem 14 we do not need to use any large cardinal axiom
or even the consistency of such an axiom, like the axiom of analytic determinacy.
5 Concluding remarks
We have proved that the determinacy of Gale-Stewart games whose winning sets are accepted
by (real-time) 1-counter Büchi automata is equivalent to the determinacy of (effective)
analytic Gale-Stewart games which is known to be a large cardinal assumption.
On the other hand we have proved a similar result about the determinacy of Wadge
games. We have also obtained an amazing result, proving that one can effectively construct
a real-time 1-counter Büchi automaton A and a Büchi automaton B such that the sentence
“the Wadge game W (L(A), L(B)) is determined" is actually independent from ZFC.
Notice that it is still unknown whether the determinacy of Wadge games W (L(A), L(B)),
where A and B are Muller tree automata (reading infinite labelled trees) , is provable within
ZFC or needs some large cardinal assumptions to be proved.
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Abstract
Let µ be a computable ergodic shift-invariant measure over {0, 1}N. Providing a constructive
proof of Shannon-McMillan-Breiman theorem, V’yugin proved that if x ∈ {0, 1}N is Martin-Löf
random w.r.t. µ then the strong effective dimension Dim(x) of x equals the entropy of µ. Whether
its effective dimension dim(x) also equals the entropy was left as an open problem. In this paper
we settle this problem, providing a positive answer. A key step in the proof consists in extending
recent results on Birkhoff’s ergodic theorem for Martin-Löf random sequences. At the same time,
we present extensions of some previous results.
As pointed out by a referee the main result can also be derived from results by Hochman [8],
using rather different considerations.
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1 Introduction
The effective dimension and strong effective dimension of an infinite binary sequence x are
defined as
dim(x) = lim inf
n
K(xn)
n
Dim(x) = lim sup
n
K(xn)
n
,
where K(w) is the Kolmogorov complexity of w.
They can be characterized as effective versions of Hausdorff and packing dimensions
respectively, or by divergence of gales (see [12, 15, 1] for the original results and [13] for a
survey).
Let p ∈ [0, 1] be a computable real number and µp the Bernoulli measure over Cantor
space given by µp[w] = p|w|1(1− p)|w|0 . It is well-known1 that if an infinite binary sequence
1 see [11] for a generalization of this result
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x is Martin-Löf random w.r.t. µp then dim(x) = Dim(x) = h(µp), where h(µp) is the entropy
of µp defined by
h(µp) = −p log(p)− (1− p) log(1− p). (1)
This result is not difficult to prove and reduces to the strong law of large numbers for
Martin-Löf random sequences, as on the one hand2
K(xn) = − logµp[xn] +O(log(n))
for µp-random sequences by Levin-Schnorr theorem, and on the other hand
− 1
n
logµp[xn] = −|xn|1
n
log(p)− |xn|0
n
log(1− p)
which converge to h(µp) for µp-random sequences, by the Strong Law of Large Numbers for
Martin-Löf random sequences.
This result highlights the relationship between Shannon’s information theory, Kolmogorov
algorithmic information theory and effective randomness.
Ergodic theory provides a natural extension of information theory in which many results
can be transferred, with more involved proofs, from the case of independent identically
distributed random variables to the ergodic case, where independence is only required
asymptotically, in the average (see Section 2 for a precise definition).
First, the strong law of large numbers extends to Birkhoff’s ergodic theorem. Second, the
coincidence between local information and entropy extends through the Shannon-McMillan-
Breiman theorem. Whether Martin-Löf randomness fits with these theorems has been an
open problem for a while. The first results were proved by V’yugin [22], based on non-classical,
constructive proofs of the theorems. He proved, in particular:
I Theorem 1 (Effective Birkhoff ergodic theorem I). Let µ be a computable shift-invariant
ergodic measure over {0, 1}N and f ∈ L1(µ) be computable. For every Martin-Löf µ-random
sequence x,
lim
n→∞
1
n
n−1∑
k=0
f ◦ T k(x) =
∫
f dµ.
The entropy of an ergodic measure is defined as
h(µ) = lim
n→∞−
1
n
∑
|w|=n
µ[w] logµ[w]. (2)
Observe that (1) and (2) are consistent as they give the same quantity when µ is a Bernoulli
measure.
I Theorem 2 (Effective Shannon-McMillan-Breiman theorem I). Let µ be a computable shift-
invariant ergodic measure over {0, 1}N. For every Martin-Löf µ-random sequence x,
lim sup
n→∞
K(xn)
n
= lim sup
n→∞
− 1
n
logµ[xn] = h(µ).
2 K is the prefix-free version of Kolmogorov complexity
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The question whether lim inf K(xn)n coincides with h(µ) for every Martin-Löf µ-random was
left open by V’yugin. An alternative proof of Theorem 2 approximating ergodic measures by
Markovian measures was later developed by Nakamura [16], but also left the question open.
In this paper we provide a positive answer to this question. As was pointed out by a referee,
Hochman’s constructive proof of the Shannon-McMillan-Breiman theorem [8] gives another
proof of the result.
A classical proof of the Shannon-McMillan-Breiman theorem uses Birkhoff’s ergodic
theorem, applied to some particular functions. The problem in making it effective is that
these functions are not computable in general. Recent works have been achieved to push the
effective ergodic theorem to the largest possible class of functions. Here we extend it enough
to get the full effective Shannon-McMillan-Breiman theorem.
In Section 2 we recall basic notions of computability, randomness and ergodic theory. In
Section 3 we develop effective versions of Birkhoff’s ergodic theorem. In Section 4 we present
our main result.
2 Background and notations
We work on the Cantor space {0, 1}N of infinite binary sequences. A finite word w ∈ {0, 1}∗
determines the cylinder [w] ⊆ {0, 1}N of infinite sequences starting with w. If x ∈ {0, 1}N and
n ∈ N, xn is the prefix of x of length n, and is also denoted x0x1 . . . xn−1. The cylinders
form a base of the product topology.
Effective topology
An open set U ⊆ {0, 1}N is effective if it is a recursively enumerable union of cylinders. A
closed set is effective it its complement is an effective open set. A function f : {0, 1}N → R
is computable if there is a Turing machine that on oracle x and input n computes a
rational number q such that |q − f(x)| < 2−n. Equivalently, f is computable if for every
rational numbers a < b, f−1(a, b) is effectively open, uniformly in a, b. A function f :
{0, 1}N → [0,+∞] is lower (resp. upper) semi-computable if there is a Turing machine
that on oracle x and input n computes a rational number qn such that f(x) = supn qn (resp.
f(x) = infn qn). Equivalently, f is lower (resp. upper) semi-computable if for every rational
number a, f−1(a,+∞] (resp. f−1[0, a)) is effectively open, uniformly in a.
Kolmogorov complexity and Martin-Löf randomness
For w ∈ {0, 1}∗, K(w) is the prefix-free version of Kolmogorov complexity, defined by Levin
and Chaitin independently. It is defined as the length of a shortest input of a universal
Turing machine with prefix-free domain computing w on that input.
A probability measure µ over {0, 1}N is determined by its value on the cylinders µ[w], for
w ∈ {0, 1}∗. µ is computable if all µ[w] are computable real numbers, uniformly in w. Given
a computable probability measure µ, a sequence x ∈ {0, 1}N is Martin-Löf µ-random,
denoted x ∈ MLµ, if there is c such that for all n,
K(xn) ≥ − logµ[xn]− c.
Martin-Löf’s original definition of a random sequence (in [14]) was expressed in terms of tests
rather than complexity, but the one given above, due to Levin and Chaitin [4] independentely,
was proved to be equivalent by Levin [9] and Schnorr [20].
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Let us briefly present a notion of randomness test that we will use in the sequel. A
µ-test is a lower semi-computable function f : {0, 1}N → [0,+∞] such that ∫ f dµ ≤ 1. The
definition of a Martin-Löf random sequence can be rephrased as follows: x ∈ MLµ if and only
if the quantity
dµ(x) = sup
n
{− logµ[xn]−K(xn)},
called the randomness deficiency of x, is finite. It was proved in [9] that tµ := 2dµ is a
µ-test and by Gács [7] that it is optimal in the sense that for every µ-test f , there exists a
constant cf such that f ≤ cf tµ. As a result, x ∈ MLµ if and only if f(x) <∞ for each µ-test
f if and only if tµ(x) <∞. More can be found on this subject in [10] as well as in the recent
textbooks [17, 5].
Ergodic theory
We recall some basic notions of ergodic theory, more details can be found in [21, 19]. We
denote by T : {0, 1}N → {0, 1}N the shift map defined by T (x0x1x2 . . .) = x1x2x3 . . ..
A measure µ over {0, 1}N is shift-invariant if for all Borel sets A, µ(T−1A) = µ(A),
equivalently if µ[0w] + µ[1w] = µ[w] for all w ∈ {0, 1}∗. µ is ergodic if for all Borel sets A
such that T−1A = A up to a null set, µ(A) = 0 or 1. Equivalently, µ is ergodic if for all
u, v ∈ {0, 1}∗,
lim
n→∞
1
n
n−1∑
k=0
µ([u] ∩ T−k[v]) = µ[u] · µ[v].
Every Bernoulli measure is shift-invariant and ergodic.
3 Effective ergodic theorems
The following theorem, taken from [2], extends a result of Kucˇera from the uniform measure
to any ergodic shift-invariant measure:
I Theorem 3 (Effective Poincaré recurrence theorem). Let µ be a computable ergodic shift-
invariant measure and C ⊆ {0, 1}N an effective closed set such that µ(C) > 0. Every
Martin-Löf µ-random sequence has a tail in C, i.e. for every x ∈ MLµ there exists k such
that T k(x) ∈ C.
In [3] and [6] independently this result was used to prove that not only the orbit of x
eventually falls into C, but it does so with frequency µ(C).
I Theorem 4 (Effective Birkhoff ergodic theorem II). Let µ be a computable ergodic shift-
invariant measure and C ⊆ {0, 1}N an effective closed set such that µ(C) > 0. For every
Martin-Löf µ-random sequence x,
lim
n→∞
1
n
|{k < n : T k(x) ∈ C}| = µ(C).
We first generalize the result from sets to functions:
I Theorem 5 (Effective Birkhoff ergodic theorem III). Let µ be a computable ergodic shift-
invariant measure. Assume f : {0, 1}N → [0,+∞] is:
either lower semi-computable,
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or upper semi-computable and bounded by a µ-test.
For each x ∈ MLµ,
lim
n→∞
n−1∑
k=0
f ◦ T k(x) =
∫
f dµ.
Proof. Let us denote the Birkhoff averages by Afn(x) = 1n (f(x) + . . .+ f ◦ Tn−1(x)).
If f is lower semi-computable, then there is a sequence of uniformly computable non-
negative functions fn ↗ f . Applying Theorem 1 to fn and x ∈ MLµ gives lim infk Afk(x) ≥
lim infk Afnk (x) =
∫
fn dµ. By the monotone convergence theorem,
∫
fn dµ ↗
∫
f dµ, so
lim infk Afk(x) ≥
∫
f dµ. If
∫
f dµ =∞ we are done. Otherwise, let q > ∫ f dµ be a rational
number. The set CK := {x : ∀k ≥ K,Afk(x) ≤ q} is effectively closed and by the classical
ergodic theorem, there exists K such that µ(CK) > 0. Theorem 3 tells us that if x ∈ MLµ
then there is n such that Tn(x) ∈ CK . As a result, lim supAfk(x) = lim supAfk(Tn(x)) ≤ q.
As this is true for every q >
∫
f dµ, we get the result.
Now, if f is upper semi-computable and f ≤ t where t is a µ-test, then for x ∈ MLµ,
applying the preceding result to t and t− f ,
Afn(x) = Atn(x)−A(t−f)n (x)→
∫
t dµ−
∫
(t− f) dµ =
∫
f dµ. J
We then extend this result further:
I Corollary 6 (Effective Birkhoff ergodic theorem IV). Let f : {0, 1}N → [0,+∞] be ∆02 on MLµ,
i.e. there is a sequence fn of uniformly computable functions such that f(x) = limn fn(x) for
each x ∈ MLµ. Assume that f is dominated by a µ-test. For every x ∈ MLµ,
lim
n→∞
n−1∑
k=0
f ◦ T k(x) =
∫
f dµ.
Proof. Let gN = infn≥N fn and hN = min(t, supn≥N fn) where t is a µ-test dominating f .
On MLµ, gN ↗ f and hN ↘ f . By the monotone and dominated convergence theorem,
the convergences hold in L1(µ). Applying Theorem 4 to gN and hN gives the result. More
precisely, for every x ∈ MLµ and every N ,
lim inf
n
Afn(x) ≥ lim inf
n
AgNn (x) =
∫
gN dµ
lim sup
n
Afn(x) ≤ lim sup
n
AhNn (x) =
∫
hN dµ,
so ∫
f dµ = sup
N
∫
gN dµ ≤ lim inf
n
Afn(x) ≤ lim sup
n
Afn(x) ≤ inf
N
∫
hN dµ =
∫
f dµ. J
3.1 Further results
We briefly discuss the extent to which the assumptions in the preceding results are needed.
3.1.1 ∆02 functions
In Corollary 6 that one cannot get rid of the assumption that f is dominated by a µ-test,
as a limit of uniformly computable functions may not be finite on all Martin-Löf random
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points, even if it is integrable. Let us give an example of such an f . Let µ be the uniform
measure over [0, 1] and α be a ∆02 random real (a ∆02 real is a limit of a sequence of uniformly
computable reals). Define f by f(x) = 1√|x−α| for x 6= α and f(α) = +∞. f is a limit of
uniformly computable functions. Indeed, let an be a computable sequence of reals converging
to α: for all x, f(x) = limn→∞ 12−n+√|x−an| .
3.1.2 Upper semi-computable functions
In Theorem 5 we do not know whether the assumption that the upper semi-computable
function f is dominated by a test is really needed. Without this assumption, we still get a
partial result.
I Proposition 7. Let f : {0, 1}N → [0,+∞] be upper semi-computable. For every x ∈ MLµ,
lim inf
n→∞
n−1∑
k=0
f ◦ T k(x) =
∫
f dµ.
Proof. The argument to prove inequality ≥ is essentially the one used in Theorem 5 to prove
that lim supAfn(x) ≤
∫
f dµ when f is lower semi-computable. Let q <
∫
f dµ be a rational
number. By the classical ergodic theorem there exists K ∈ N such that the effective closed
set Cq,K := {x : ∀k ≥ K,Afk(x) ≥ q} has positive measure. By Theorem 3, if x ∈ MLµ then
there exists n such that Tn(x) ∈ Cq,K , which implies lim inf Afk(x) = lim inf Afk(Tn(x)) ≥ q.
Taking q closer and closer to
∫
f dµ we get lim inf Afk(x) ≥
∫
f dµ.
We now prove the other inequality. If
∫
f dµ = +∞ we are done, otherwise let q > ∫ f dµ
be a rational number. By the classical ergodic theorem, for each K ∈ N, µ(Cq,K) = 0 so
Cq,K contains no µ-random point. As a result, lim inf Afk(x) ≤
∫
f dµ for each x ∈ MLµ. J
Observe that it is possible to build an integrable upper semi-computable function f that
is not dominated by a µ-test.
3.1.3 Π02 sets
By Corollary 6, if D is a ∆02-set, i.e. if both D and its complement are effective intersections
of effective open sets, then the visit frequency of the trajectory of a Martin-Löf random
sequence into D is always µ(D). What can be said about sets of higher complexity in the
effective Borel hierarchy?
Let Ω be a left-c.e. random sequence (a Chaitin’s Ω). Let Dn = Tn[Ω,Ω + 2−2n−2]. Dn
is Σ02 (and even ∆02), uniformly in n: Dn = Tn(
⋃
i[Ω, 1] ∩ [0, qi + 2−2n−2]) where qi ↗ Ω
is a computable sequence of dyadic numbers. One easily checks that µ(Dn) ≤ 2−n−2. Let
D =
⋃
nDn: D is Σ02, µ(D) < 1 but all the iterates of Ω belong to D.
As a result, the complement of D is a Π02-set of positive measure, but no iterate of Ω
belongs to this set. We can conclude that the complement of D does not contain any effective
closed set of positive measure. As shown by the following result, the converse is also true: if
a Π02-set of positive measure contains no effective closed set of positive measure then there is
a random sequence whose iterates avoid this set.
I Proposition 8. Let D =
⋂
n Un where Un are (not necessarily uniformly) effective open
sets. Assume µ(D) > 0. The following are equivalent:
1. every random point eventually falls into D,
2. D contains an effective closed set of positive measure,
3. lim inf A1Dn (x) > 0 for every random point x.
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Proof. 1⇒ 2. Let K0 be the complement of some level in a universal ML test.
Assume D contains no effective closed set of positive measure. We construct a decreasing
sequence Kn of effective closed sets of positive measure. As Tn(Kn) has positive measure, it is
not a subset of D so there is in+1 such that Tn(Kn)\Uin+1 6= ∅. Let Kn+1 = Kn \T−nUin+1 :
Kn+1 6= ∅ so µ(Kn+1) > 0 as it is an effective closed set that contains random sequences.
In the limit,
⋂
nKn is non-empty and if x ∈
⋂
nKn then for every n, Tn(x) /∈ Uin+1 , so
Tn(x) /∈ D.
2⇒ 3. Direct: if C ⊆ D is an effective closed set of positive measure then lim inf A1Dn ≥
lim inf A1Cn = µ(C) > 0 by Theorem 3
3⇒ 1. Obvious. J
3.2 Recurrence time
Let (X,T ) be a dynamical system. Given a set A and a point x ∈ A, the recurrence time of
x is defined as the minimal k ≥ 1 such that T k(x) belongs to A. Ergodic theory provides
several results about the asymptotic behavior of the recurrence time of a point, which have
applications in coding and information theory. We focus on the particular case of the shift
map on the Cantor space and when A is a cylinder.
For x ∈ {0, 1}N, let Rn(x) := min{k ≥ n : x0 . . . xn−1 = xk . . . xx+n−1} = min{k ∈ n :
xn = T k(x)n}. Ornstein and Weiss [18] proved that for a shift-invariant ergodic probability
measure µ, logRn(x)/n converge to the entropy h(µ) almost-surely, extending the convergence
in probability earlier proved by Wyner and Ziv [23]. Nakamura [16] proved a weak version of
that result for Martin-Löf random points, showing that lim sup logRn(x)/n = h(µ) for every
Martin-Löf µ-random sequence x.
Here we show that the full result can be simply derived from Theorem 3.
I Theorem 9. Let µ be a shift-invariant ergodic measure. For every x ∈ MLµ,
lim
n→∞
logRn(x)
n
= h(µ).
Proof. Let fn(x) = logRn(x)/n and q < h(µ) be rational. Note that fn is computable on
MLµ, uniformly in n. From Ornstein and Weiss result, the set {x : ∃N∀n ≥ N, fn(x) ≥ q}
has measure one, hence there exists N such that the set CN := {x : ∀n ≥ N, fn(x) ≥ q}
has positive measure. Let x ∈ MLµ: as CN is effectively closed, by Theorem 3 there
exists k such that T k(x) ∈ CN , which implies lim inf fn(T k(x)) ≥ q. One easily sees that
Rn(x) ≥ Rn−1(T (x)), which implies lim inf fn(x) ≥ lim inf fn(T k(x)) ≥ q. As this inequality
holds for each q < h(µ), we get lim inf fn(x) = h(µ) for every x ∈ MLµ. Together with
Nakamura’s result, it proves the theorem. J
4 The effective Shannon-McMillan-Breiman theorem
We now present our main result.
I Theorem 10 (Effective Shannon-McMillan-Breiman theorem II). Let µ be a computable
shift-invariant probability measure. For each x ∈ MLµ,
lim
n→∞
K(xn)
n
= lim
n→∞−
1
n
logµ[xn] = h(µ).
A proof of the classical result, stating the result for a.e. x, can be found in [21, 19]. It
makes use of martingale convergence theorems and ergodic theorems. The main difficulty in
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adapting the proof is to make sure that the effective versions of the ergodic theorem can be
applied. The rest of this section is devoted to the proof of Theorem 10.
An easy calculation shows that
− logµ[xn] =
n−1∑
k=0
fn−1−k ◦ T k(x) (3)
where
fk(x) := − logµ[x0|x1 . . . xk] = − log µ[x0 . . . xk]
µ[x1 . . . xk]
for k ≥ 1,
f0(x) := − logµ[x0].
I Lemma 11. fk(x) converge for each x ∈ MLµ.
Proof. Define the computable martingale
d() = 2
d(x0) =
1
µ[x0]
d(x0 . . . xk) =
µ[x1 . . . xk]
µ[x0 . . . xk]
for k ≥ 1.
By the effective Doob’s convergence theorem (see Theorem 7.1.3 on page 270 in [5]), for each
x ∈ MLµ, d(x0 . . . xk) converges, and so does fk(x) = log d(x0 . . . xk). J
Let f(x) be the limit. We write
− 1
n
logµ[xn] =
1
n
n−1∑
k=0
(fn−1−k ◦ T k(x)− f ◦ T k(x)) + 1
n
n−1∑
k=0
f ◦ T k(x)
and prove that the first term tends to 0 while the second term converges to
∫
f dµ = h(µ).
We will use the following lemma (Corollary 2.2 on page 261 in [19], Lemma 4.26 on page
26 in [21]).
I Lemma 12. f∗ := supk fk ∈ L1.
As fk → f a.e. and the convergence is dominated by f∗ ∈ L1, fk → f in L1.
I Proposition 13. For each x ∈ MLµ,
lim
n
1
n
n−1∑
k=0
f ◦ T k(x) =
∫
f dµ = hµ(P ). (4)
Proof. That
∫
f dµ = h(µ) is a classical result and follows from h(µ) = limk
∫
fk dµ and the
L1-convergence of fk to f .
f∗ is lower semi-computable and by Lemma 12 it is a µ-test. By construction, f is ∆02 on
MLµ and it is dominated by f∗ so it satisfies the conditions of Corollary 6, from which the
result follows directly. J
I Proposition 14. For each x ∈ MLµ,
lim
n→∞
1
n
n−1∑
k=0
fn−1−k ◦ T k(x)− f ◦ T k(x) = 0. (5)
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Proof. Let
gN = sup
k≥N
|fk − f | and g˜N = sup
k,j≥N
|fk − fj |.
For x ∈ MLµ,
|fk(x)− f(x)| = lim
j
|fk(x)− fj(x)|
= lim sup
j
|fk(x)− fj(x)|
≤ sup
j≥N
|fk(x)− fj(x)|,
so gN (x) ≤ g˜N (x). As fk → f a.e., g˜N → 0 a.e. As g˜N ≤ 2f∗ ∈ L1, g˜N → 0 in L1 by the
dominated convergence theorem. On MLµ,∣∣∣∣∣ 1n
n−1∑
k=0
fn−1−k ◦ T k − f ◦ T k
∣∣∣∣∣ ≤ 1n
n−1∑
k=0
|fn−1−k ◦ T k − f ◦ T k|
= 1
n
n−1−N∑
k=0
|fn−1−k ◦ T k − f ◦ T k|+ 1
n
n−1∑
k=n−N
|fn−1−k ◦ T k − f ◦ T k|
≤ 1
n
n−1−N∑
k=0
gN ◦ T k + 1
n
n−1∑
k=n−N
(f∗ + f) ◦ T k
≤ 1
n
n−1−N∑
k=0
g˜N ◦ T k + 1
n
n−1∑
k=0
(f∗ + f) ◦ T k − 1
n
n−N−1∑
k=0
(f∗ + f) ◦ T k.
Fix N and let n → ∞. As g˜N ∈ L1 is lower semi-computable, the first term converges to∫
g˜N dµ by the Effective Ergodic Theorem 5. As f∗ + f is ∆02 on MLµ and is dominated by
the µ-test 2f∗, the second and the third terms converge to
∫
(f∗ + f) dµ by Corollary 6 so
their limits cancel each other.
As
∫
g˜N dµ→ 0, we have proved equality (5). J
Putting equalities (3), (4) and (5) together gives, for x ∈ MLµ,
lim
n
− 1
n
logµ[xn] = lim
n
1
n
n−1∑
k=0
fn−1−k ◦ T k(x) = h(µ).
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Abstract
We investigate structural properties of ω-automatic presentations of infinite structures in order
to sharpen our methods to determine whether a given structure is ω-automatic. We apply these
methods to show that no field of characteristic 0 admits an injective ω-automatic presentation,
and that uncountable fields with a definable linear order cannot be ω-automatic.
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1 Introduction
Automatic structures are (in general) infinite structures that admit a finite presenta-
tion by automata. Informally, an automatic presentation of a relational structure B =
(B,R1, . . . , Rm) consists of a language L, which must be recognisable by an automaton A,
and a surjective function pi : L → B that associates every word of L with the element of
B that it represents. The function pi must be surjective (every element of B is named by
some word in L) but need not be injective (elements may have more than one name). In
addition it must be recognisable by automata, reading their inputs synchronously, whether
two elements of L name the same element of B, and, for each relation Ri, whether a given
tuple of words in L names a tuple in Ri. Together, the automaton A and the automata
that recognise equality and the relations R1, . . . , Rm provide a finite representation of the
structure B. This concept has implicitly been known since the first days of automata theory,
but the systematic investigation of such presentations was mainly invoked by the work of
Khoussainov and Nerode [7] and later by the work of Blumensath and Grädel [1].
In principle we can use automata over finite words, infinite words, finite trees, or infinite
trees to obtain different classes of automatic structures. Indeed, any model of automata can
be used for this approach as long as it is effectively closed under all first-order operations
(union, intersection, complementation, and projection) and its emptiness problem is decidable.
As a consequence of these two properties it follows that
every automatic structure has a decidable first-order theory and, more generally,
given any automatic presentation of A and any first-order formula ϕ(x1, . . . , xk) one can
effectively construct an automaton that represents the relation ϕA = {a¯ ∈ Ak : A |= ϕ(a¯)}.
Thus, all definable properties of automatic structures can be algorithmically investigated
using automata-theoretic methods based on appropriate finite presentations. This makes
automatic structures a domain of considerable interest for computer science.
While the case of word-automatic structures (with presentations based on automata
operating on finite words) is reasonably well understood, much less is known for presentations
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based on other classes of automata. In particular, our methods to establish whether a given
structure admits an automatic presentation on, say, infinite words, or to classify all such
structures inside a given domain, are still relatively weak. For countable structures, an
important achievement is the result by Kaiser, Rubin, and Bárány [6] that a countable
structure is ω-automatic if, and only if, it is word-automatic. Thus the recent result by
Tsankov [14] that the additive group of the rationals is not automatic immediately implies
that it is not ω-automatic either. Another interesting result for word-automatic structures is
due to Khoussainov, Nies, Rubin and Stephan. In [8] among others they show that there are
no infinite automatic fields.
One of the most prominent and important structures with a decidable first-order theory
is certainly the field of reals (R,+, ·). The decidability goes back to Tarski [13] and is based
on a quantifier elimination argument. Therefore, it is very natural to ask whether the field
of reals admits an automatic presentation. Of course, such a presentation cannot be based
on automata on finite words (or finite trees) because languages of finite words and trees are
countable. However, it might be the case that the field of reals is ω-automatic, i.e., admits
a presentation based on automata on infinite words, or that it is ω-tree-automatic, with a
presentation based on automata on infinite trees.
The question whether this is the case is closely related to classical problems raised
by Büchi and Rabin in the context of decidable first-order theories. The decidability of
Presburger arithmetic, the first-order theory of (N,+), had originally been proved by quantifier
elimination, but Büchi’s automata-based proof of the decidability of S1S (the monadic theory
of infinite words) easily carries over to an automata-theoretic decidability argument for
Presburger arithmetic. And indeed, (N,+) is now one of the standard examples for word-
automatic structures. In Rabin’s classical paper [11], where he proved the decidability of
S2S (the monadic theory of the infinite binary tree) and several other theories, he explicitly
raised the question whether also the decidability of the field of reals could be proved by
automata-theoretic methods.
In this paper we investigate the question whether the field of reals, and other fields
of characteristic 0, are ω-automatic. It is quite easy to see that both reducts (R,+) and
(R, · ) of the field of reals are ω-automatic but it has so far been open whether two such
presentations could be combined to one of the entire field. We shall prove that this is not
the case. More generally, we establish the following results.
I Theorem 1. No field of characteristic 0 admits an injective ω-automatic presentation.
I Theorem 2. No field of characteristic 0 with a definable linear order is ω-automatic.
In particular, the field of reals does not admit an ω-automatic presentation. Notice that
this does not completely settle Rabin’s question, since it might still be the case that the field
of reals is ω-tree-automatic. We do not expect this, but our current methods do not seem to
be powerful enough to settle this question.
We briefly outline our methodology. We shall make heavy use of the notion of end-
equivalence of infinite words: two words v, w ∈ Σω are end-equivalent, in short v ∼e w, if
they are equal from some position onwards, i.e. v[n, ω) = w[n, ω) for some n ∈ N, and we
analyse the size of ∼e-equivalent sets in ω-automatic structures.
In the study of ω-automatic presentations, it is important to distinguish between injective
and non-injective presentations. Injective presentations are much easier to work with, and,
of course, they have the advantage that we do not need an automaton to determine whether
two words encode the same elements. In the case of word-automatic structures it is not
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hard to see that we can always find an injective automatic presentation, which makes our
life much easier. On the other side, it had been open for some time whether ω-automatic
structures always admit injective presentations, until Hjorth, Khoussainov, Montalbán and
Nies [5] were able to describe an ω-automatic structure that does not even permit an injective
Borel presentation (which is a much more general notion than an injective ω-automatic
presentation).
Nevertheless, many ω-automatic structures do admit injective presentations such as, for
instance, the reducts (R,+) and (R, ·) of the field of reals. Therefore it is also interesting to
ask what kind of structures admit an injective presentation.
Our first step will be the observation that every injective ω-automatic presentation of
an infinite structure necessarily produces an infinite set of ∼e-equivalent elements. On the
other side, we shall prove the following general fact on ω-automatic fields.
I Lemma 3. Whenever a field of characteristic 0 admits an ω-automatic presentation then
the size of all ∼e-equivalent subsets of the field is bounded by a constant.
To establish this, we shall combine an argument saying that the image of every set of
∼e-equivalent elements under a definable k-ary function can be partitioned into a small
number of sets, each of which consists of ∼e-equivalent elements only, with a result on
additive combinatorics, known as Freiman’s Theorem.
From these results, we immediately obtain Theorem 1 because on one side, an injective
presentation of an infinite filed would have to contain an infinite set of ∼e equivalent elements,
but on the other side, we have proved that every such set should be of bounded size.
To extend this result beyond injective presentations, more work is needed. We shall
assume that our fields admit a definable linear order, and prove a strengthening of Kuske’s
result [9] that ({0, 1}ω, <lex) is embeddable into every ω-automatic uncountable linear order.
In fact, we shall prove that every ω-automatic presentation of an uncountable linear order
contains an injective automatic presentation of ({0, 1}ω, <lex). This implies that every
ω-automatic presentation of an uncountable structure with a definable linear order contains
an infinite ∼e-equivalent set. Together with Lemma 3 this implies Theorem 2.
2 Preliminaries
First, we give a formal definition of an ω-automatic presentation over the alphabet Σ.
I Definition 4. An ω-automatic presentation of a structure A = (A,RA1 , . . . , RAn ) consists of
a structure L = (L,≈, RL1 , . . . , RLn ), L ⊆ Σω, and a surjective function pi : L→ A such that:
≈ = {(v, w) : pi(v) = pi(w)},
RLi = {(v1, . . . , vri) : (pi(vi), . . . , pi(vri)) ∈ Ri} for i = 1, . . . , n,
L,≈, RL1 , . . . , RLn are all ω-regular.
We call a presentation injective if pi is injective. In this case we will omit ≈ in the signature
of L. A structure is ω-automatic if it has an ω-automatic presentation.
Sometimes we are also not interested in the concrete labelling function pi. In these cases
we will also omit pi and just demand that that (L,R1, . . . , Rn)/ ≈ is isomorphic to A.
A relation R ⊆ Ln is called ω-regular if the language
LR = {〈v1, . . . , vn〉 : (v1, . . . , vn) ∈ R} ⊆ (Σn)ω
is ω-regular, where 〈v1, . . . , vn〉 ∈ (Σn)ω is the so called convolution, defined by
〈v1, . . . , vn〉[i] = (v1[i], . . . , vn[i]).
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2.1 ω-Semigroups
The fundamental correspondence between recognisability by finite automata and by finite
semigroups has been extended to ω-regular sets. This is based on the notion of ω-semigroups.
Rudimentary facts on ω-semigroups are well presented in [10], we only mention what is most
necessary.
An ω-semigroup S = (Sf , Sω, ·, ∗, pi) is a two-sorted algebra, where (Sf , ·) is a semigroup,
∗ : Sf × Sω 7→ Sω is the mixed product satisfying, for every s, t ∈ Sf and every α ∈ Sω, the
equality s · (t ∗ α) = (s · t) ∗ α, and where pi : Sωf 7→ Sω is the infinite product satisfying
s0 · pi(s1, s2, . . .) = pi(s0, s1, s2, . . .) as well as the associativity rule:
pi(s0, s1, s2, . . .) = pi(s0s1 · · · sk1 , sk1+1sk1+2 · · · sk2 , . . .)
for every sequence (si)i≥0 of elements of Sf and every strictly increasing sequence (ki)i≥0 of
indices. For s ∈ Sf we write sω for pi(s, s, . . .).
Morphisms of ω-semigroups are defined to preserve all three products as expected. There
is a natural way to extend finite semigroups and their morphisms to ω-semigroups. As in
semigroup theory, idempotents play a central role in this extension. An idempotent is a
semigroup element e ∈ S satisfying ee = e. For every element s in a finite semigroup, the
sub-semigroup generated by s contains a unique idempotent sk. The least k > 0 such that
sk is idempotent for every s ∈ Sf is called the exponent of the semigroup Sf . Another useful
notion is absorption: we say that s absorbs t (on the right) if st = s.
There is also a natural extension of the free semigroup Σ+ to the ω-semigroup (Σ+,Σω)
with ∗ and pi determined by concatenation. An ω-semigroup S = (Sf , Sω) recognises a
language L ⊆ Σω via a morphism φ : (Σ+,Σω)→ (Sf , Sω) if φ−1(φ(L)) = L. This notion of
recognisability coincides with that by non-deterministic Büchi automata; constructions from
Büchi automata to ω-semigroups and back are also presented in [10].
I Theorem 5 ([10]).
A language L ⊆ Σω is ω-regular if, and only if, it is recognised by a finite ω-semigroup.
3 Freiman’s Theorem
On the algebraic side, we will use a result on additive combinatorics due to Freiman. It
has also been an essential ingredient in Tsankov’s recent proof that the additive group of
rationals is not automatic [14]. Freiman’s Theorem is concerned with subsets A of a group
G with small doubling A + A = {a + a′ : a, a′ ∈ A}, in the sense that |A + A| ≤ c|A| for
some constant c > 0. For example, consider the case G = (Z,+). Then, for every arithmetic
progression A, we have |A+A| < 2|A|. For larger values of c, more complicated sets than
simple arithmetic progressions are possible. To state Freiman’s Theorem we need the notion
of a generalised or multidimensional arithmetic progression.
I Definition 6. A d-dimensional arithmetic progression is a set P such that there exist
p0 ∈ P , p = (p1, . . . , pd) ∈ P d and n1, . . . , nd ∈ N with
P =
{
p0 +
d∑
i=1
mipi : 0 ≤ mi ≤ ni for i = 1, . . . , d
}
.
A progression is called proper if for some such p0, p, n it holds that |P | =
∏
1≤i≤d(ni + 1).
Freiman’s Theorem [3] states that every set A with |A + A| ≤ c|A| is contained in a
proper multidimensional progression P which is not much larger than A.
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I Theorem 7 (Freiman). Let (G,+) be a torsion free Abelian group. For every constant
c ∈ N, there exist d, k ∈ N such that every finite subset A ⊆ G with |A + A| ≤ c|A| is
contained in some proper d-dimensional arithmetic progression P of size at most k|A|.
For proofs we refer to [12] or to the very nice lecture notes [4]. In our analysis of ω-
automatic fields, we will need a consequence of Freiman’s Theorem which ensures that a fairly
large portion of such a set A is contained in an (one-dimensional) arithmetic progression.
I Lemma 8. Let (G,+) be a torsion free Abelian group. For every constant c there exist
d, k such that for every finite subset A ⊆ G with |A+ A| ≤ c|A| there exists an arithmetic
progression P with |P ∩A| ≥ d√|A|/k.
Proof. Since |A + A| ≤ c · |A|, by Freiman’s Theorem there is a proper progression Q ={
q0 +
∑d
i=1miqi : 0 ≤ mi ≤ ni for i = 1, . . . , d
}
such that A ⊆ Q and |Q| ≤ k · |A|. We
may assume that nd ≥ ni for all i < d, which implies nd + 1 ≥ d
√|A|.
We will now take a closer look at the representation of A in Q. For every tuple m =
(m1, . . . ,md−1) ≤ (n1, . . . , nd−1) we write Am for the set
Am :=
{
q0 +
d−1∑
i=1
miqi +mqd : m ≤ nd
}
∩A.
Clearly, every set Am is contained in the induced one dimensional arithmetic progression
Pm = {p0 + np1 : n ≤ nd} with p0 = q0 +
∑d−1
i=1 miqi and p1 = qd.
All we need to show now is that there is an m with |Am| ≥ d
√|A|/k. Since Q is proper,
it holds that |Q| = ∏di=1(ni + 1). The sets Am with mi ≤ ni form a partition of A into∏d−1
i=1 (ni + 1) sets. It follows that there is a tuple m with
|Am| ≥ |A|∏d−1
i=1 (ni + 1)
≥ |Q|/k∏d−1
i=1 (ni + 1)
=
∏d
i=1(ni + 1)
k
∏d−1
i=1 (ni + 1)
= nd + 1
k
≥
d
√|A|
k
.
J
4 End-Equivalence
Two words v, w ∈ Σω are end-equivalent, in short v ∼e w, if they are equal from some
position onwards, i.e. v[n, ω) = w[n, ω) for some n ∈ N. Making explicit a position m after
which the words are equal, we obtain refined relations ∼me ; two words are ∼me -equivalent
(m-end-equivalent) if v[m,ω) = w[m,ω). Clearly v ∼e w if, and only if, v ∼me w for some m
and the ∼me -classes partition any language into finite classes of size at most |Σ|m.
End-equivalence plays an important role in the study of ω-regular languages. We first
observe that every infinite regular language has an infinite ∼e-class.
I Lemma 9. Let L be an infinite ω-regular language. Then there is an infinite ∼e-class
X ∈ L/ ∼e.
Proof. Since L is an ω-regular language, by [2] it has the form L =
⋃
1≤i≤n UiV
ω
i for some
(finite-word) regular languages Ui, Vi which are not empty. We consider two cases.
Suppose that V ωi = {vωi } for each i, in which case L is countable. Since L is infinite there
is an i such that Uivωi is also infinite.
Observe that the words in Uivωi need not be pairwise ∼e-equivalent. For example consider
U = 1∗, v = 01. Here it holds that (01)ω ∈ Uvω and (10)ω ∈ Uvω but (01)ω 6∼e (10)ω.
Nevertheless, all w ∈ Uivωi fall into one of at most |vi| many ∼e-classes and therefore
Uiv
ω
i / ∼e must contain an infinite class.
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In the other case, there is a Vi which contains two words w, v such that wω 6= vω. Set
U ′i := Uiw∗, then U ′ivω ⊆ (UiV ∗i )V ωi = UiV ωi . The language U ′ivω is infinite. Otherwise the
language w∗vω would also be finite and therefore wivω = wjvω for some i 6= j. But then
wl = vk for some k, l ∈ N and therefore wω = vω, contradiction. Since U ′ivω is infinite, we
know from the first part of the proof that U ′ivω/ ∼e contains an infinite ∼e-class. J
In the following we examine which elements of a structure can be encoded in the same
end-class. For this undertaking, it is handy to consider elements of the original structure
∼e-equivalent with respect to some given presentation.
I Definition 10. Let A be a structure with ω-automatic presentation (L, pi) and ∼ an
equivalence relation on the domain of the presentation. We say B ⊆ A is (∼,L, pi)-equivalent
or ∼-equivalent in (L, pi) iff B ⊆ pi(X) for some X ∈ L/∼.
If the presentation that is considered is clear from the context we will often just write
that the set is ∼-equivalent without mentioning the presentation explicitly.
Observe that an equivalence relation ∼ on L does not need to induce an equivalence
relation on A. Indeed, an element of A can have several encodings in L and can thus occur
in the image of more than one ∼-class. However, if a set B is ∼-equivalent in (L, pi), then
there are encodings of the elements of B such that these codings are pairwise ∼-equivalent.
As a first application, we use Lemma 9 to make a quick observation about injective
ω-automatic presentations.
I Lemma 11. Let A be an infinite structure. Then, for every injective ω-automatic present-
ation (L, pi) of A, there is an infinite set M ⊆ A that is ∼e-equivalent in (L, pi).
Proof. Since A is infinite, L must also be infinite and therefore by Lemma 9 there must be
an infinite class X ∈ L/ ∼e. Since pi is injective, it follows that pi(X) is an infinite set that
is ∼e-equivalent in (L, pi). J
The following lemma gives us a useful property of sets that are ∼me -equivalent in an
ω-automatic presentation. Intuitively, it states that the image of an ∼me -equivalent set B
under a definable k-ary function can always be partitioned into a constant number of sets
which are also ∼me -equivalent and this constant only depends on the presentation but not
on B.
I Lemma 12. Let A be a structure with ω-automatic presentation (L, pi) and let f : Ak+` → A
be a function that is FO-definable in A. Then there is a constant q such that, for every
m ∈ N, every (∼me ,L, pi)-equivalent subset B ⊆ A and every tuple a ∈ A`, the image f(Bk, a)
admits a partition into q (∼me ,L, pi)-equivalent sets C0, . . . , Cq−1.
Proof. Let A be a Büchi automaton with states Q = {0,..., q− 1} that recognises f in (L, pi).
First, choose a tuple of words va ∈ pi−1(a). Since B is ∼me -equivalent in (L, pi), there is a
set M ⊆ L of pairwise ∼me -equivalent words such that pi M is a bijection between M and B.
For every tuple b ∈ Bk we denote by vb the unique tuple in Mk with pi(vb) = b. Now choose,
for every tuple b ∈ Bk, a word fb ∈ pi−1(f(b, a)). This means that the word 〈vb, va, fb〉 is
accepted by A for every tuple b ∈ Bk. Let ρb be an accepting run of A on 〈vb, va, fb〉.
We obtain a partition of Mk into sets M0, . . . ,Mq−1 by defining Mi := {vb : ρb[m] = i}.
For every nonempty Mi fix a tuple vb ∈Mi. We will now show that, for any d with vd ∈Mi,
there is an encoding of f(d, a) that is ∼me -equivalent to fb.
The intuition is that we can simply replace the tail of 〈vd, va, fd〉 by the tail of 〈vb, va, fb〉
and obtain a new word that is accepted by A. This will give us a new encoding of f(d, a)
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that is ∼me -equivalent to fb. More formally, for every such d it holds that ρd[0,m)ρb[m,ω) is
an accepting run on
〈vd, va, fd〉[0,m)〈vb, va, fb〉[m,ω) = 〈vd, va, fd〉[0,m)〈vd, va, fb〉[m,ω)
= 〈vd, va, fd[0,m)fb[m,ω)〉.
This holds since 〈vd〉 ∼me 〈vb〉 and ρd[m] = ρb[m] = i. But since A recognises f in L, pi, it
follows that pi(fd[0,m)fb[m,ω)) = f(d, a).
So there is a ∼me -class such that, for every vd ∈ Mi, the function value f(d, a) has an
encoding in this class. This implies that all the sets C ′i defined by C ′i := {f(b, a) : vb ∈Mi}
are ∼me -equivalent in (L, pi). Obviously it holds that
⋃
0≤i≤q−1 C
′
i = f(Bk, a). We can now
simply define Ci to be the set C ′i−
⋃
0≤j<i C
′
j and obtain a partition C0, . . . , Cq−1 of f(Bk, a)
with the desired properties. J
From this result we infer that, in injectively ω-automatic structures, no FO-definable
k-ary function can guarantee that the image of a finite set is always much larger than the set
itself. We can make this precise by the notion of the minimal image size.
I Definition 13. The minimal image size of a function f : Ak → A over an infinite set A,
MISf : N→ N, is given by MISf (n) = min{|f(Xk)| : X ⊆ A, |X| = n}.
We now show that, for injectively presentable structures, the minimal image size of every
FO-definable function grows at most linearly with n.
I Lemma 14. Let A be an infinite structure with an injective ω-automatic presentation.
Then, for every FO-definable function f , it holds that MISf (n) = O(n).
Proof. Suppose there is an injective automatic presentation (L, pi) of an infinite structure
with FOdefinable function f : Ak → A such that MISf grows in a superlinear way.
Let A = (Q,Σk+1, q0,∆, F ) be a Büchi automaton that recognizes f in (L, pi) and
c the constant from Lemma 12 with respect to f and (L, pi). Now choose n such that
MISf (n) > c|Σ| · n. This is possible since MISf grows in a superlinear way. By Lemma 11
there is an infinite set M ⊆ A that is ∼e-equivalent in (L, pi). Therefore we can choose m
such that there is a (∼me ,L, pi)-equivalent set of size at least n. Choose m minimal and let
N be a ∼me -equivalent set of maximal size. Then n ≤ |N | ≤ |Σ|n, otherwise we could have
chosen m smaller.
Observe that if MISf (n) = a then for all sets X with |X| ≥ n it holds that |f(X)| ≥ a.
By Lemma 12, f(Nk) can be partitioned into c ∼me -equivalent sets. One of these sets has
size at least |f(Nk)|/c > |Σ|n ≥ |N |. But this contradicts the maximality of N among all
∼me -equivalent sets. J
Since pairing functions grow in a quadratic way, we obtain the following corollary.
I Corollary 15. No infinite structure with an FO-definable pairing function admits an
injective ω-automatic presentation.
5 Fields of Characteristic 0
Every field of characteristic 0 contains, in a canonic way, a copy of (N,+, ·). We first show
that, whenever a field of characteristic 0 admits an ω-automatic presentation, the size of
every ∼e-equivalent set of natural numbers is bounded by a constant.
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I Lemma 16. Let (K,+, ·) be a field of characteristic 0 with an ω-automatic presentation
(K, pi). Then there exists a constant q such that no (∼e,K, pi)-equivalent set N of natural
numbers has size |N | > q.
Proof. Consider the function p : K ×K → K defined by
p(x, y) := (x+ y)(x+ y + 1)2 + y.
Note that p restricted to the natural numbers is the Cantor pairing function. Now let
q be the constant from Lemma 12 associated with the function p with respect to (K, pi).
Towards a contradiction, assume there exist sets of natural numbers that are ∼e-equivalent
in (K, pi) and have more than q elements. This implies that, for some m, there exists a
(∼me ,K, pi)-equivalent set of natural numbers of size larger than q.
Fix such an m and let N be one of the largest such sets, i.e. such that |N | ≥ |M | for
every M ⊆ N that is ∼me -equivalent in (K, pi). Now apply Lemma 12 and obtain a partition
M1, . . . ,Mq of p(N2) ⊆ N such that every Mi is ∼me -equivalent in (K, pi). Since p is a pairing
function on N, we have
|p(N2)| = |N |2 > q · |N |.
It follows, by the pigeonhole principle, that there must be a Mi of size at least |N |2/q > |N |.
But, since Mi is a set of natural numbers that is (∼me ,K, pi)-equivalent, this contradicts the
choice of N as one of the largest sets. J
We will now generalise this statement from sets of natural numbers to arbitrary subsets
of the field. The key here is the use Freiman’s Theorem and Lemma 8 derived from it.
I Lemma 3. Whenever a field (K,+, ·) of characteristic 0 admits an ω-automatic presentation
(K, pi) then the size of all ∼e-equivalent subsets of K is bounded by a constant r.
Proof. We show that every set M ⊆ K that is ∼e-equivalent in K, pi has size |M | ≤ r.
Let q1 be the constant q from Lemma 12 with respect to the function (x − y1)/y2, let
q2 be the constant q from Lemma 12 with respect to +, and let q3 be the constant q from
Lemma 16. We then set c := max{q1, q2, q3} and let k, d be the constants from Freiman’s
Theorem with respect to c. Finally, we choose r = c2d · kd.
Suppose there is a set M that is ∼e-equivalent in (K, pi) with |M | > r. Then we can also
choose an m such that there are ∼me -equivalent sets of size larger than r. Choose such a
∼me -equivalent set M of maximal size.
It is easy to see that |M +M | ≤ c|M |. Otherwise we could argue analogously to the proof
of Lemma 16 and obtain a set C that is larger than M and also ∼me -equivalent in (K, pi).
By Lemma 8 there is an arithmetic progression P = {p0 +mp1 : m < n,m ∈ N} such
that N := M ∩ P has size at least
d
√
|M |
k . Now, by Lemma 12, we can partition the set
{(a − p0)/p1 : a ∈ N} ⊆ N into at most c sets and obtain a ∼me -equivalent set of natural
numbers of size at least
d
√|M |/k
c
>
d
√
c2dkd
ck
= c.
But this contradicts Lemma 16. J
For injective presentations, Lemma 11 ensures infinite ∼e-equivalent sets, but Lemma 3
forbids such sets, and therefore we directly obtain Theorem 1. For Theorem 2, more work is
necessary. In the next section we show a result that will enable us to lift the above argument
from injective presentations to general ones for fields with a definable linear order.
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6 ω-Automatic Linear Orders
For uncountable fields of characteristic 0 with a definable linear order, we transfer the result
of the previous section from injective presentations to general ω-automatic ones. The problem
that we face if we consider non-injective presentations (L, pi) is that we cannot simply infer
that there are infinite ∼e-equivalent sets. For example, ∼e is an ω-automatic equivalence
relation and identifies all ultimately equal words.
But, as we will see, this cannot happen for ω-automatic presentations of uncountable
linear orders. To prove this, it suffices to show that every ω-automatic presentation of an
uncountable linear order (A,<) contains an infinite regular subset such that the presentation,
restricted to this subset, is an injective presentation of a suborder of (A,<). In [9] Kuske
had already shown that ({0, 1}ω, <lex) is embeddable into any ω-automatic uncountable
linear order. He constructs, from a given ω-automatic presentation of such an order, a
subpresentation that is a presentation of ({0, 1}ω, <lex). This subpresentation, however, is
not ω-automatic: its domain is the complement of a language
⋃
i≤n ViU
ω
i where the Vi are
context free and and the Ui are regular. In particular, his presentations do not contain two
∼e-equivalent words.
We will therefore present here a strengthening of Kuske’s result. We show that every
automatic presentation of an uncountable linear order contains an injective automatic
presentation of ({0, 1}ω, <lex).
The main techniques originate from [6]. For a given ω-automatic presentation (L,≈, <) we
construct finite words u, v0, v1 such that u{v0, v1}ω ⊆ L and, for any two words α, β ∈ {0, 1}ω,
it holds that
uvα[0]vα[1]vα[2] . . . < uvβ[0]vβ[1]vβ[2] . . . if, and only if, α <lex β.
This means v0 encodes 0, v1 encodes 1 and the language u{v0, v1}ω encodes {0, 1}ω in a
natural way.
To handle these constructions, it is convenient to use an algebraic characterisation of
ω-regular languages. More precisely, we use that a language L is ω-automatic if, and only if,
there is an ω-semigroup morphism g : Σ∞ → S from the free ω-semigroup Σ∞ = (Σ∗,Σω)
into some finite ω-semigroup S = (Sf , Sω) with g−1(g(L)) = L. A broader introduction to
the topic can be found in [10]. The advantage of having such a morphism g is that we know,
whenever g(u) = g(v) for two words u and v, that u ∈ L if, and only if, v ∈ L. With this
property it is much easier to ensure that the elements we construct have the properties that
we want than by cutting apart and rearranging runs of automata.
I Theorem 17. For every ω-automatic presentation (L,≈, <) of an uncountable linear order
there exists a subset L′ of L such that (L′, <∩(L′)2) is an injective ω-automatic presentation
of ({0, 1}ω, <lex).
Proof. Let L = (L,≈, <) be an ω-automatic presentation of an uncountable linear order.
Since L is automatic, for each δ ∈ {L,≈, <} there are ω-semigroup morphisms to finite
ω-semigroups Sδ = (Sδf , Sδω):
()L : Σ∞ → SL, ()≈ : (Σ× Σ)∞ → S≈, ()< : (Σ× Σ)∞ → S<
that recognise the corresponding relations. We set FL := (L)L and for ∼∈ {≈, <} we
define F∼ := ({〈u, v〉 : u ∼ v})∼. We define c to be the size of the largest ω-semigroup
among SL, S≈, S<, set C := c3 and k as the least common multiple of the exponents of these
semigroups.
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As mentioned before, our goal is to show that there are u, v0, v1 ∈ Σ+ with v0 6= v1,
|v0| = |v1| such that u{v0, v1}ω ⊆ L and for all α, β ∈ {0, 1}ω it holds that uvα < uvβ iff
α <lex β (here vα stands for vα[0]vα[1]vα[2] . . .). This obviously means, that L restricted to
u{v0, v1}ω is an injective ω-automatic presentation of ({0, 1}ω, <lex).
Before we start we need to fix some notions. We call an infinite set H = {h0 < h1 <
h2 < . . .} ⊆ N a factorisation. For a given ω-semigroup morphism g : Σ∞ → S and w ∈ Σω,
we say that H is a g, e-homogeneous factorisation of w if g(w[hi, hi+1)) = e for all i ∈ N.
The following lemma is basically a reformulation of Ramsey’s theorem for countably
infinite graphs to the language of ω-semigroup morphisms. It ensures the existence of
factorisations that are homogeneous for several words and morphisms.
I Lemma 18. For i ∈ {1, . . . , n} let hi : Σ∞i → Si be a morphism into a finite ω-semigroup
Si and wi a word over the corresponding alphabet. There exists a G = {g1 < g2 < g3 . . .} ⊆ N
such that, for every i, G is an hi,ei-homogeneous factorisation of wi for some idempotent
semigroup element ei ∈ Si.
Proof. This lemma is more or less a direct consequence of Ramsey’s theorem: We colour
every {k, l} ⊂ N, k < l with the tuple of semigroup elements [hi(wi[k, l))]1≤i≤n. From
Ramsey’s theorem we obtain a G = {g1 < g2 < g3 . . .} such that all {gi, gj}, i 6= j have the
same colour. Having set ei := hi(wi[g1, g2)), G obviously is a hi,ei-homogeneous factorisation
of wi and ei is idempotent since eiei = hi(wi[g1, g2))hi(wi[g2, g3)) = hi(wi[g1, g3)) = ei. J
Now we are ready to start the construction. As a first step, we show that there are two
words x0 and x1 and a factorisation H such that, regarding H , x0 and x1 are mapped to the
same elements under every mentioned morphism. Later on we will use the obtained words to
cut out suitable candidates for u, v0 and v1.
I Lemma 19. There exist x0, x1 ∈ L with [xi]∼e ∩ [x1−i]≈ = ∅ and a factorisation H =
{h1 < h2 < h3 < . . .} such that, for some idempotent eL ∈ SL, H is a ()L, eL-homogeneous
factorisation of x0 and x1. For δ ∈ {≈, <} there are idempotent eδ, e01δ and e10δ such that
H is a ()δ, eδ-homogeneous factorisation of 〈x0, x0〉 and 〈x1, x1〉 and
H is a ()δ, e01δ -homogeneous factorisation of 〈x0, x1〉 and
H is a ()δ, e10δ -homogeneous factorisation of 〈x1, x0〉.
Proof Sketch. Since L is a presentation of an uncountable structure, there are elements
y0, . . . , yC such that [yi]∼e ∩ [yj ]≈ = ∅ for i 6= j. With Lemma 18 we obtain an H that
is a homogeneous factorisation of all yi and respectively all 〈yi, yj〉 under all mentioned
morphisms. Since we have more elements yi than triples (a, b, c) ∈ SL × S≈ × S< there
must be some i 6= j such that H is a ()L, eL-homogeneous factorisation of yi and yj and for
δ ∈ {≈, <} a ()δ, eδ-homogeneous factorisation of 〈yi, yi〉 and 〈yj , yj〉. J
We may also assume that H is coarse enough that x0[hl, hl+1) 6= x1[hl, hl+1) for all l ∈ N.
We need to modify x0, x1 a bit to ensure all the properties required later.
I Lemma 20. There exist y0, y1 ∈ LA with y0 6≈ y1 and a factorisation G = {g1 < g2 <
g3 < . . .} with the following properties:
y0[0, g1) = y1[0, g1) and y0[gi, gi+1) 6= y1[gi, gi+1) for all i ∈ N.
for δ ∈ {≈, <} there is an element →δ∈ Sδf and idempotents δ, ↑δ, ↓δ∈ Sδf such that
〈y0, y0〉[0, g1)δ = →δ,
〈y0, y0〉[gi, gi+1)δ = 〈y1, y1〉[gi, gi+1)δ = δ,
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〈y0, y1〉[gi, gi+1)δ = ↑δ,
〈y1, y0〉[gi, gi+1)δ = ↓δ and
→δ, ↑δ and ↓δ absorb δ.
Proof Sktech. We first construct y0 and y1 and then show that these have the desired
properties. We define y0 as y0 := x1[0, h2)x0[h2, ω) and y1 by
y1[0, h2) := x1[0, h2) and
y1[h2l, h2l+2) := x1[h2l, h2l+1)x0[h2l+1, h2l+2) for l ≥ 1.
We set G = {h2kl+2 : l ∈ N} (remember k is the least common multiple of the exponents of
the involved semigroups). It holds that 〈y0, y1〉≈ = 〈y1, x1〉≈. So if y0 ≈ y1 then also y1 ≈ x1
and therefore y0 ≈ x1. But y0 ∼e x0 in contradiction to [x0]∼e ∩ [x1]≈ = ∅. That the other
postulated properties hold can be established by straightforward calculations. J
Now that we have y0 and y1, we are ready to construct u, v0 and v1. We set
u := y1[0, g0), v0 := y0[g0, g1) and v1 := y1[g0, g1).
From this definition we immediately get for δ ∈ {≈, <}:
〈u, u〉δ = →δ , 〈v0, v0〉δ = 〈v1, v1〉δ = δ, 〈v0, v1〉δ = ↑δ and, 〈v1, v0〉δ = ↓δ .
In the following we will omit the subscripts and just write →, ↑, ↓ and  since it will be
obvious from the context which δ is meant.
We will now show that u{v0, v1}ω has all the properties that were announced at the
beginning of the proof.
I Lemma 21. u{v0, v1}ω ⊆ L
Proof. Let α be any sequence from {0, 1}ω.
(uvα)L = y1[0, g0)L(yα[i][g0, g1)L)i∈N = x1[0, g0)L(eL)ω = (x1)L ∈ FL
This means every uvα is in L and therefore u{v0, v1}ω ⊆ L. J
Next we show that at least some words from u{v0, v1}ω do encode distinct elements.
I Lemma 22. → (↑↓)ω 6∈ F≈.
Proof. First we see that →↑ω 6∈ F≈ since 〈y0, y1〉≈ =→↑ω and y0 6≈ y1. We will make use of
the transitivity of ≈ to show that also → (↑↓)ω 6∈ F≈. Suppose → (↑↓)ω ∈ F≈, then consider
the words u(v0v1v0)ω,u(v1v0v1)ω and u(v1v1v0)ω. We have
〈u(v0v1v0)ω, u(v1v0v1)ω〉≈ = → (↑↓↑)ω = → (↑↓)ω and 〈u(v1v0v1)ω, u(v1v1v0)ω〉≈ = →
( ↑↓)ω = → (↑↓)ω.
Hence u(v0v1v0)ω ≈ u(v1v0v1)ω and u(v1v0v1)ω ≈ u(v1v1v0)ω and so by transitivity
u(v0v1v0)ω ≈ u(v1v1v0)ω, but 〈u(v0v1v0)ω, u(v1v1v0)ω〉≈ = → (↑ )ω = →↑ω 6∈ F≈, con-
tradiction. J
We conclude our proof by showing that < is indeed the lexicographic order on u{v0, v1}ω.
I Lemma 23. Either it holds for every α 6= β ∈ {0, 1}ω uvα < uvβ iff α <lex β or it holds
for every α 6= β ∈ {0, 1}ω uvα < uvβ iff β <lex α.
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Proof Sketch. First observe that u(v0v1)ω 6≈ u(v1v0)ω since 〈u(v0v1)ω, u(v1v0)ω〉≈ = →
(↑↓)ω 6∈ F≈. Therefore either u(v0v1)ω < u(v1v0)ω or u(v1v0)ω < u(v0v1)ω holds. In the first
case, we can show, for every α 6= β ∈ {0, 1}ω, that uvα < uvβ iff α <lex β. The other case
leads to the other part of the lemma’s statement and can be shown analogously.
Using the idempotence and absorption properties of ↑, ↓ and → it is possible to write
all elements 〈uvα, uvβ〉< as infinite products with no consecutive occurrences of two ↑, ↓
or  (except for infinite occurrences at the end). For every such infinite product ρ that
originates from the image of a word 〈uvα, uvβ〉 with α <lex β, it is possible to find words
w1, w2, w3 ∈ u{v0, v1}ω with 〈w1, w2〉< = 〈w2, w3〉< =→ (↑↓)ω and 〈w1, w3〉< = ρ. But, by
transitivity of <, this implies ρ ∈ F< and therefore we get that u{v0, v1}ω is ordered as
desired. J
Taking all together, we get that L restricted to u{v0, v1}ω is an injective ω-automatic
presentation of ({0, 1}ω, <lex), which completes the proof of Theorem 17. J
Combining the above Theorem 17 and Lemma 3 proves Theorem 2 for uncountable fields
of characteristic 0 with definable linear orders. Since countable ω-automatic structures have
injective presentations [6], these are covered by Theorem 1, and Theorem 2 follows.
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Abstract
Higher-order pushdown automata (n-PDA) are abstract machines equipped with a nested ‘stack
of stacks of stacks’. Collapsible pushdown automata (n-CPDA) extend these devices by adding
‘links’ to the stack and are equi-expressive for tree generation with simply typed λY terms.
Whilst the configuration graphs of HOPDA are well understood, relatively little is known about
the CPDA graphs. The order-2 CPDA graphs already have undecidable MSO theories but it
was only recently shown by Kartzow [9] that first-order logic is decidable at the second level. In
this paper we show the surprising result that first-order logic ceases to be decidable at order-3
and above. We delimit the fragments of the decision problem to which our undecidability result
applies in terms of quantifer alternation and the orders of CPDA links used. Additionally we
exhibit a natural sub-hierarchy enjoying limited decidability.
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Keywords and phrases Collapsible Pushdown Automata, First Order Logic, Logical Reflection
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1 Introduction
Higher-order pushdown automata generalise traditional pushdown automata by allowing the
stack to contain other stacks rather than just atomic elements. These devices are closely
related to recursion schemes, which are essentially simply typed λY terms that generate a
single infinite tree. Enjoying decidable µ-calculus theories, the class of trees generated by
recursion schemes shows a lot of promise as a model for verifying higher-order functional
programs [12, 13]. Unfortunately n-PDA expressively coincide with order-n recursion schemes
only when the latter satisfy a property called safety [10], unsafe recursion schemes are strictly
more expressive [15, 14]. Hence a more powerful automaton is needed, which motivates
order-n collapsible pushdown automata (n-CPDA) [7]. Inspired by panic automata [11], which
can be viewed as the special case at order-2, atomic elements in collapsible stacks eminate
‘links’ that target a component of the stack further below.
We concern ourselves here with configuration graphs of these automata with reachable
states as vertices and transitions as edges. It is particularly fruitful to additionally consider
the ‘-closures’ of such graphs, whose edges consist of an unbounded number of transitions
rather than just single steps. The -closures of n-PDA graphs form precisely the Caucal
Hierarchy [6, 3, 5], which is defined independently in terms of graph transformations. This
deep result has as a consequence that every n-PDA graph has decidable MSO theory.
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2-CPDA 32-CPDA 32-CPDA nn-CPDA nn,(n−1)-CPDA nm-CPDA n-PDA
/w -cl. /w -cl. (/w -cl.) n ≥ 4 /wo -cl. n ≥ 4, /w -cl.
n ≥ 3 n ≥ 3 /w -cl. m ≤ n− 2 all n
Σ1 Dec [9] Dec [1] Dec [1] Dec ? Und Dec [5]
Σ2 Dec [9] Dec [1] Und Und Und Und Dec [5]
FO Dec [9] Dec [1] Und Und Und Und Dec [5]
MSO Und [7] Und [7] Und [7] Und [7] Und [7] Und [7] Dec [5]
µ-c. Dec [11] Dec [7] Dec [7] Dec [7] Dec [7] Dec [7] Dec [10]
Table 1 Summary of (un)decidability results known to date. Those in bold are from this paper.
The notation ‘nm,m′ -CPDA’ means an n-CPDA that only uses links of orders m and m′.
Unfortunately there is even a 2-CPDA graph that has undecidable MSO theory [7].
Nevertheless the local nature of first-order logic meant it was widely assumed the first-order
theories would still enjoy decidability and indeed Kartzow saw that the -closures of 2-CPDA
graphs are tree automatic [9] and so do indeed have decidable first-order theory. Our first
contribution is to show that Kartzow’s result cannot be extended to higher-orders in full
generality. At order-3 we get undecidability when we consider Σ2-sentences, namely those
with quantifier alternation of the form ∀∃. If we allow order-3 links we do not even need
-closure for this. This result is interesting in itself, but we also gain some insight into
what links ‘mean’ in terms of 3-CPDA graphs. On the one hand links can act as ‘place
holders’ that allow first-order logic to compare internal components of a single order-3 stack
rather than just two order-3 stacks in their entirety. This is the core of the undecidability
result, which goes via a reduction from Post’s Correspondence Problem [16]. Additionally
order-3 links provide edges in the graph that are ‘non-local’ in nature, allowing -closure to
be eliminated as a requirement for undecidability. At order-4 we get that even the Σ1-theory
is undecidable—viz. the theory consisting of sentences without any quantifier alternation.
Our second contribution introduces a technique to tackle the Σ1-theories of CPDA graphs.
Making use of logical reflection [2], which enables CPDA to ‘know’ which µ-calculus sentences
they satisfy at any given point, we define a notion of monotonic CPDA that constructs
all its reachable configurations without ever destroying an order-(n − 1) stack. This has
some parallels with Carayol’s work on canonical sequences of operations witnessing the
constructibility of n-PDA stacks [4]. If an n-CPDA only has ‘order-n links’, monotonicity
allows us to eliminate them, thereby producing an n-PDA with decidable MSO theory, and
leading to the decidability of the Σ1 theory of the original n-CPDA. This is a graph analogue
of Aehlig et al.’s [8] in which links are eliminated from 2-CPDA to produce an equivalent
word-generating 2-PDA. This decidability result is the first about a fragment of first-order
logic on n-CPDA at all orders and shows restricting links can recover some decidability.
We emphasise that even the undecidability results without -closure still require a
restriction of the domain to configurations reachable from the origin. Unlike word-automatic
structures, however, this undecidability is non-trivial, as indicated by the positive results.
2 Preliminaries
2.1 Higher-Order Stacks
Let us fix a stack-alphabet Γ. For higher-order automata this alphabet must be finite, but it
is convenient for definitions to allow it to be infinite. An order-1 stack over Γ is just a string of
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the form [ γ ] where γ ∈ Γ∗. Let us refer to the set of order-1 stacks over Γ as stack1(Γ). For
n ∈ N the set of order-(n+ 1) stacks is: stackn+1(Γ) := stack1(stackn(Γ)). We allow the fol-
lowing operations on an order-1 stack s for every a ∈ Γ: pusha1([ a1 · · · am ]) := [ a1 · · · ama ],
pop1([ a1 · · · amam+1 ]) := [ a1 · · · am ], nop(s) := s. We allow the following order-(n+1) oper-
ations on an order-(n+ 1) stack s, where θ is any order-n operation: pushn+1([ s1 · · · sm ]) :=
[ s1 · · · smsm ], popn+1([ s1 · · · smsm+1 ]) := [ s1 · · · sm ], θ([ s1 · · · sm ]) := [ s1 · · · θ(sm) ].
Where s is an (n+ 1)-stack we write topn+1(s) to denote the top-most (right-most) order-n
stack (abusing notation with topn+1(s) := s if s is an n-stack) and top1(s) as the top atomic
element. Let us also write s v t when s = [ s1 · · · sm ] and t is of the form [ s1 · · · sm′ ] for
m′ ≤ m, s @ t when additionally s 6= t and define |s| := m.
2.2 Collapsible Pushdown Stacks
A pusha,k1 operation in a CPDA attaches a k-link from the newly created a element that
points to the k-stack below. The targets of these links are preserved during higher-order
push operations. Consider the sequence σ = pusha,21 ; push2; push3; push
c,3
1 ; push3, then:
[[[abca] [ab]]] σ−−→ [[[abca ] [ab a ] [ab a ] ] [[abca ] [ab a ] [ab a c ]] [[abca ] [ab a ] [ab a c ]]]
We offer fine control over the orders of links that a collapsible stack may contain; an order-nS
stack is an order-n stack equipped with order-i links for each i ∈ S. Formally the S-collapsible
pushdown alphabet Γ[S] (for S ⊆ N) induced by an alphabet Γ is the set Γ × S × N. The
set of order-nS collapsible stacks stackCnS (Γ) is defined by: stack
C
nS (Γ) := stackn(Γ
[S]). An
atomic element (a, l, p) ∈ Γ[S] has label a with a link of order l. If l < n the target of a link
is the pth (l − 1)-stack of the l-stack in which the element resides.
We thus introduce the operations pusha,l1 (s) := push
(a,l,|topl+1(s)|−1)
1 (s) and collapse(s) :=
popl|topl+1(s)|−p where top1(s) = (a, l, p) and θm represents the operation θ iterated m times.
From now on we will abuse notation and consider top1(s) := a. Write ΘnS to denote the set
of order-nS collapsible stack operations. Write ⊥n for the empty n-stack.
2.3 The Automata and their Graphs
Let n ∈ N and let S ⊆ [1..n]. An nS-CPDA (order-nS collapsible pushdown automaton)
A is a tuple: 〈 Σ,Π, Q, q0,Γ, Ra1 , Ra2 , . . . , Rar , Pb1 , Pb2 , . . . , Pbr′ 〉 where Σ is a finite set of
transition labels {a1, a2, . . . , ar}; Π is a finite set of configuration labels {b1, b2, . . . , br′}; Q
is a finite set of control-states; q0 ∈ Q is an initial control-state; Γ is a finite stack alphabet;
each Rai is the ai-labelled transition relation with Rai ⊆ Q × Γ × ΘnS × Q; each Pbi is
the bi-labelled unary predicate specified by Pbi ⊆ Q × Γ. Remaining consistent with the
definitions in the literature, an n-CPDA is an n[n..2]-CPDA and an n-PDA is an n∅-CPDA.
A configuration of an nS-CPDA A is a pair (q, s) where q is a control-state and s is an nS-
stack. Such a configuration satisfies the predicate bi ∈ Π just in case (q, top1(s)) ∈ Pbi . We say
A can ai-transition from (q, s) to (q′, θ(s)), written (q, s) ai−−→ (q′, θ(a)), iff (q, top1(s), θ, q′) ∈
Rai . Let us further say that (q′, s′) can be reached from (q, s) in A with path labeled in L
for some L ⊆ Σ∗ iff (q, s) ai1−−−→ (q1, s1)
ai2−−−→ (q2, s2)
ai3−−−→ · · · (qm−1, sm−1) aim−−−−→ (q′, s′)
for some configurations (q1, s1), . . . , (qm−1, sm−1) where ai1ai2ai3 · · · aim ∈ L. We write
(q, s) L−−→ (q′, s′) to mean this. The set of reachable configurations of A is given by:
R(A) := { (q, s) : (q0,⊥n) Σ
∗
−−−→ (q, s) }
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The configuration graph G(A) of A has domain R(A), unary predicates Π and directed
edges Σ between configurations. The -closure of such a graph G(A) is induced from G(A)
by defining a-labelled edges between vertices related by 
∗a−−−→ in G(A).
2.4 Logics
We consider first-order logic FO on graphs as it is standardly defined. A Σ0 = Π0 = ∆0
formula φ(x1, . . . , xk) is one without any quantifiers. A Σn+1 formula is one of the form
∃~y.φ(~y, x1, . . . , xk) where φ(~y, x1, . . . , xk) is Πn and a Πn+1 formula is one of the form
∀~y.φ(~y, x1, . . . , xk) where φ is Σn. A ∆n formula is one that is equivalent to both a Σn and
Πn formula on every CPDA graph. MSO is FO extended with variables ranging over sets.
Transitive closure logic FO(TC) is FO together with a binary predicate φ(x, y) for every
formula of FO φ(x, y) with two variables, which denotes the transitive closure of the relation
defined by φ(x, y). When the formulae transitively closed are restricted to ∆1 we call the
logic FO(TC [∆1 ]). A sentence is a formula with no free variables.
Note that we often allow ourselves to assume additional edges in the graph when writing
formulae. For example z pop3;pop2−−−−−−→ z′ means that we perform pop3 and then pop2 on the
stack of z and move into a fixed distinguished control-state to result in a configuration z′.
Thus x pop3;pop2−−−−−−→ z ∧ y pop3;pop2−−−−−−→ z mean that pop3 followed by pop2 on the stack of x
results in the same stack as pop3 followed by pop2 on the stack of y, regardless of whether x
and y have different control-states. Provided that the number of operations constituting the
edge is bounded, this can be done without -closure.
3 Undecidability
3.1 Post’s Correspondence Problem
All of the undecidability results go via a reduction from the Post Correspondence Problem
[16], which is well known to be undecidable. Consider a finite-alphabet Σ with |Σ| ≥ 2. An
instance of the Post Correspondence Problem (PCP) consists of two finite sequences of strings
over Σ: u1, . . . , um and v1, . . . , vm. The question to be decided is whether there is a finite
sequence i1 . . . ik consisting of integers 1 ≤ ij ≤ m such that ui1 .ui2 . · · · .uik = vi1 .vi2 . · · · .vik .
I Example 1. Consider the following two sequences of strings over the alphabet {a, b, c}:
u1 := ab u2 := cababcabb u3 := ca v1 := ababc v2 := ab v3 := bca
Then the Post Correspondence Problem has answer ‘yes’ as witnessed by the solution 1123:
u1.u1.u2.u3 = ababcababcabbca = v1.v1.v2.v3
Given an instance of the PCP P we define a pushdown automaton AP1 that pushes
elements of Σ onto the stack together with indices indicating a partition into the ui and vi.
IDefinition 2. The automaton AP1 has stack alphabet: Σ unionmulti {1u, 2u . . .mu} unionmulti {1v, 2v . . .mv}
and behaves by non-deterministically choosing one of the following options:
Push any member of Σ onto the stack.
If the Σ symbols in the stack since the last symbol of the form iu (or the bottom of the
stack if there is no such symbol) form the word uj , then it may push ju onto the stack.
If the Σ symbols in the stack since the last symbol of the form iv (or the bottom of the
stack if there is no such symbol) form the word vj , then it may push jv onto the stack.
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P has a solution just in case AP1 can generate a stack with ‘matching’ iu and iv subsequences.
I Lemma 3. Let P be an instance of Post’s Correspondence Problem. P has a solution just
in case the automaton AP1 can generate a stack s such that:
su = sv where su is the subsequence of s consisting of elements of the form iu and sv of
elements of the form iv and equality is interpreted with respect to the indices i only.
The top two elements of s form the set {iu, iv} for some 1 ≤ i ≤ m.
I Example 4. To continue the running example from Example 1, which we call P , the
solution as represented by a stack of AP1 is: [ ab1uab1uc1vababc1vab2vb2uca3u3v ]
3.2 Post’s Correspondence Problem and 2-CPDA
Hague et al. [7] showed that the model-checking problem for MSO on 2-CPDA graphs is
undecidable; indeed the 2-CPDA graph they exhibit witnesses the undecidability of transitive
closure logic FO(TC). To introduce our basic technique, we first reprove the undecidability
of FO(TC) on 2-CPDA graphs—in fact we get the undecidability of FO(TC [∆1 ]).
The 2-CPDA AP2 is like AP1 except it ensures each index (elements of the form iu or iv)
has a pointer to a distinct 1-stack in the 2-stack. This enables first-order logic to ‘ascertain
corresponding positions’ in two instances of a 1-stack by comparing the results of collapsing.
More specifically, AP2 behaves in the same way as AP1 except that it performs push2; pushju,21
or push2; push
jv,2
1 whenever AP1 would have performed pushju1 or pushjv1 for some 1 ≤ j ≤ m.
I Example 5. To continue Example 1, the solution as represented by a stack of AP2 is:
[[ab ] [ab 1u ab ] [· · ·] [· · ·] [· · ·] [· · ·] [· · ·] [· · ·] [ab 1u ab 1u c 1v ababc 1v ab 2v b 2u ca 3u 3v]
We adapt AP2 further so that it may non-deterministically enter a distinguished control-
state guess when it has formed a stack whose top two elements are those in a set {iu, iv}
for some 1 ≤ i ≤ m. Lemma 3 then implies:
I Lemma 6. Let P be an instance of Post’s Correspondence Problem. P has a solution iff
the automaton AP2 can reach a configuration (guess, s) such that su = sv, where su is the
subsequence of top2(s) consisting of elements of the form iu, and sv of elements of the form
iv, and equality is interpreted with respect to the indices i only.
Let us say that a stack s is a u-stack if its top element is of the form iu and a v-stack if its
top element is of the form iv. Consider the compound operations popu(s) (resp. popv(s))
that perform pop1 on s, stopping only when the next element of the form iu (resp. iv) is
found or else the top 1-stack is rendered empty if no such element exists. It is also useful to
define !u := v and !v := u. Note that a configuration (guess, s), where s is a w-stack for
w ∈ {u, v} (so that pop1(s) is a !w-stack), meets the criterion of Lemma 6 precisely when
top1(popkw(s)) = iw iff top1(popk!w(pop1(s))) = i!w for every k ∈ N. This is because popu
and popv step (backwards) through the sequences su and sv.
Bearing this in mind, we extend AP2 to an automaton AP2+ that allows additional behaviour
after reaching a guess-configuration so that it does its best to verify the condition above.
We will then use FO(TC [∆1 ]) to assert the constraints that the automaton is unable to
enforce by itself. AP2+ is defined to generate any sequence of configurations of the form:
(guess, s) init−−−→ (test, t1) next−−−→ (test, t2) next−−−→ · · · next−−−→ (test, tk−1) next−−−→ (final, tk)
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where the top three 1-stacks of each ti include a 1-stack u(ti) that is either a u-stack or
empty and a 1-stack v(ti) that is either a v-stack or empty. The automaton will abort if ever
top1(u(ti)) = iu but top1(v(ti)) = jv with i 6= j and will enter a control-state final iff u(tk)
and v(tk) are both empty. Let us say that ti is w-dominant for w ∈ {u, v} if w(ti) A !w(ti),
which occurs iff w(ti) is below !w(ti) in ti. The third of the top three 1-stacks in ti is the
auxiliary conditional stack cond(ti) = pop!w(!w(ti)) where ti is w-dominant. This will be
of technical use in avoiding the need for -closure. Where s is a w-stack, the transition init−−−→
consists of just push2; pop1; push2;pop!w, which sets up an initial u, v and conditional stack,
one of which will be the original top2(s).
The idea is that AP2+ can always enforce one of u(ti+1) = popu(u(ti)) or v(ti+1) =
popv(v(ti)) but not both—the one that is not enforced in ti+1 must be guessed. It is easy to
see that this is possible. A transition (test, t) next−−−→ (test, t′) will employ a sequence of trans-
itions of the form pop2; pop2; pop∗1; push2; pop∗1; push2; pop∗1, enforcing w(t′) = popw(w(t)),
guessing !w(t′) but still enforcing cond(t′) = pop!w′(!w′(t′)) when t is w-dominant and t′
is w′-dominant. It may or may not be the case that w = w′ depending on the guess and the
ordering of the iu and iv.
We now define a relation stronger than next−−−→ that AP2+ cannot impose by itself. We
say that c′ = (test, t′) is a successor of c = (test, t), written c′ = c+, iff c test−−−→ c′ and
!w(t′) = pop!w(w!(t)) = cond(t) where t is w-dominant. We then reformulate Lemma 6:
I Lemma 7. Let (guess, s) be a reachable configuration of AP2+ for some instance P of
Post’s Correspondence Problem. Then s represents a solution to P in the sense of Lemma
6 if and only if there exists a chain of configurations c1, c2, . . . , ck such that ci+1 = c+i for
1 ≤ i < k, (guess, s) init−−−→ c1 and ck has control-state final.
Let us now observe that the relation x = y+ is definable by a ∆1 formula. Let w range
over {u, v} and consider configurations (test, t) and (test, t′). Define tow(t) to be pop2(t)
or (pop2; pop2)(t) as necessary to render w(t) the topmost 1-stack in t. Since the number
of stack operations are bounded, we may safely view this as an edge in G(AP2+) without
resorting to -closure.
Recall that we have ensured that each instance of iu or iv in the representation of the
postulated solution to P has a 2-link with a distinct target. It is also the case that the
conditional stack of any t is the top-most 1-stack. This means that the equality cond(t) =
w(t′) between internal 1-stacks holds iff the equality collapse(t) = (tow; collapse)(t′) holds,
which may be viewed as an equality between configurations since t and t′ are 2-stacks. Hence
x = y+ can be expressed by a ∆1 formula ψ+(x, y) ∧ (x next−−−→ y) where ψ+(x, y) asserts for
each w ∈ {u, v} that if y is !w-dominant, then:
∃z.(x collapse−−−−−→ z ∧ y tow;collapse−−−−−−−−→ z) equivalently ∀z.(x collapse−−−−−→ z → y tow;collapse−−−−−−−−→ z)
With the aid of transitive closure, the existence of the (_)+-sequence in the condition in
Lemma 7 can be asserted in Σ1-FO(TC [∆1 ]), completing the reduction.
I Lemma 8. There exists a Σ1 sentence φ of FO(TC [∆1 ]) such that for all instances P
of Post’s Correspondence Problem we have: G(AP2+)  φ iff P has a solution.
3.3 Undecidability for 32-CPDA and 42-CPDA
A 32-CPDA can record the chain of 2-stacks mentioned in Lemma 7 directly in its 3-stack—the
members of the chain are piled on top of each other. This allows -closure in the graph and
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universal quantification to replace transitive closure in the logic. As with AP2+ the key idea
in the proof is to use first-order logic to assert the coherence of guesses that the automaton
makes, ensuring that the 2-stacks making up the alleged (_)+-chain stored in the stack really
do form a chain. The 32-CPDA AP32 begins by behaving in the same way as AP2+ , performing
only 2-stack operations until just after it has performed an init transition. It then proceeds
to perform next transitions, perfoming a push3 operation after completing each one. It
may stop and enter a distinguished control-state guess32 as soon as it has completed a
(push3;next)-transition that would have resulted in a final-control state in AP2+ . We thus
have a solution to P iff AP32 has a reachable configuration of the form:
(guess32 , [s s1 s2 · · · sk]) such that si+1 = s+i for every 1 ≤ i < k
Since the si
next−−−→ si+1 is guaranteed by the definition of AP32 , it suffices to assert that
ψ+(si, si+1) for every 1 ≤ i ≤ k (abusing notation by ignoring control-states). But observe
how ψ+ makes sense on 3-stacks provided that the 3-stacks only differ in their topmost
2-stacks. This is thus equivalent to ψ+([s s1 s2 · · · si−1 si si], [s s1 s2 · · · si−1 si si+1]).
Given -closure we are able to have a single edge labelled toPre going from a configuration
of the form (guess32 , S) to any one of the form (test32 , Si) where Si is the prefix of S with
its si on top for 2 ≤ i ≤ k. Thus the following asserts correctness:
∃x.(guess32(x) ∧ ∀y.(x
toPre−−−−→ y → ψ+((pop3; push3)(y), y)))
I Lemma 9. There exists a Σ2 sentence φ of FO such that for all instances P of Post’s
Correspondence Problem we have: G(AP32)  φ iff P has a solution.
Observe that the sentence asserting the correctness of a chain suggested by AP32 essentially
says that every Si generated by toPre from (guess32 , S) satisfies θ(Si) = θ′(Si) for some
particular sequences of operations θ and θ′. With the aid of an order-42 stack we are
able to go from a (guess32 , [S]) configuration to create both a configuration of the form
(testθ, [S θ(Sk) θ(Sk−1) · · · θ(S2)]) and following an alternative path a configuration of
the form (testθ′ , [S θ′(Sk) θ′(Sk−1) · · · θ′(S2)]). In other words we create two 42-stacks
containing in corresponding positions the 32-stacks that have to be compared to verify the
chain. Given a 42-CPDA AP42 implementing this, we can assert the existence of a correct chain
with a Σ1-sentence asserting the existence of a testθ-configuration and a testθ′ -configuration
both with the same stack. Whilst -closure is not required here, the restriction to reachable
configurations is necessary for the control-states testθ and testθ′ to be significant.
I Lemma 10. There exists a Σ1-sentence φ such that for every instance P of Post’s
Correspondence Problem we have G(AP42)  φ iff P has a solution.
3.4 The Non-Locality of 33-CPDA
Adapting AP32 to become a 33-CPDA is straightforward—the role of 2-links, giving each
element iu and iv a link with a distinct target, can easily be taken by 3-links; of course these
distinct targets will be distinct 2-stacks rather than distinct 1-stacks. The challenge is that
we also want to remove the need for -closure, although we still have to restrict the domain to
configurations reachable from the origin. The idea is that 3-links are ‘non-local’ with respect
to a 3-stack so that whilst with AP32 it was necessary to use -closure in order to provide
access to all elements of the alleged chain, this can instead, in some sense, be performed by a
single collapse edge on a 3-link.
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The 33-CPDA AP33 begins by behaving in a similar way to AP32 (using 3-links instead of 2-
links). Recall a next-transition inAP2+ takes the form pop2; pop2; pop∗1; push2; pop∗1; push2; pop∗1
(the lack of -closure is not a concern here as we will not need to refer to next-transitions in
the logic). By implication AP32 will perform a next-transition of the form:
push3; pop2; pop2; pop∗1; push2; pop∗1; push2; pop∗1. We make AP33 differ again from AP32 by
performing instead: push3; pop2; pop2; push
?,3
1 ; push2; pop∗1; push2; pop∗1; push2; pop∗1 for each
next-transition, where ? is a new distinct stack symbol. After the next-transitions are com-
plete, and AP32 would have moved into a guess32 control-state, we perform final push3; push?,31
operations and move into a distinguished candidate control-state.
This has the effect of creating a configuration of the form:
(candidate, [s s1 s2 · · · sk [ ? ? · · · ? ]] )
which corresponds to an AP32 -configuration (guess32 , [s s1 s2 · · · sk ]). From here we further
extend AP33 to be allowed to perform arbitarily long sequences of pop2 operations from a
candidate-configuration with the option of ending in a distinguished control-state ready
if it reaches a ? symbol. Thus to assert the existence of a candidate-configuration x such
that χ(y) holds of all y that are prefixes of its stack ending in an si, we may say:
∃x.∃x′.∀z.∀y.(candidate(x)∧x pop3−−−→ x′ ∧ ((ready(z)∧ z pop3−−−→ x′ ∧ z collapse−−−−−→ y)→ χ(y)))
In particular we may take χ to be the assertion about prefixes used with AP32 (noting that
this does not require -closure). Again the restriction to reachable configurations is necessary
to give candidate and ready their significance.
I Lemma 11. Let P be an instance of Post’s Correspondence Problem. Then there exists
a Σ2 sentence φ of FO such that: G(AP33)  φ (note no -closure) if and only if P has a
solution.
As a consequence of all these reductions:
I Theorem 12. 1. For every n ≥ 4 and 2 ≤ m ≤ n− 2 the Σ1-FO model-checking problem
for nm-CPDA graphs (even without -closure, albeit restricted to configurations reachable
from the origin) is undecidable.
2. For every n ≥ 3 and m ≥ 3 the Σ2-FO model-checking problem for nm-CPDA graphs
(even w/o -closure, albeit restricted to configurations reachable from the origin) is
undecidable.
3. For every n ≥ 3 and m ≥ 2 the Σ2-FO model-checking problem for the -closures of
nm-CPDA graphs is undecidable.
4 Σ1 Decidability on nn-CPDA
We reduce checking a Σ1-sentence on the -closure of an nn-CPDA graph to MSO model-
checking on n-PDA, which is known to be decidable. The idea is to ‘eliminate the n-links’
and instead ‘simulate’ them in an n-PDA. The high level idea could be viewed as the graph
analogue of Aehlig et al.’s link-elimination at order-2 for word generation [8]; however our
technique for graphs is necessarily quite different. When generating a word one only needs to
(non-deterministically) simulate a single run at a time, whilst for graphs one sometimes needs
to verify the non-existence of edges which in some sense requires checking all possible runs.
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Figure 1 The anatomy of a run and eliminating the destruction of (n− 1)-stacks.
Another issue is that for graphs links not only serve an operational purpose but additionally
distinguish otherwise identical stacks. Due to space constraints we will not detail the solution
to this challenge as it is largely technical. But the basic idea is that every atomic element
(0-stack) and every constituent k-stack is assigned one of three colours c<, c= and c> which
specifies whether the highest target of an n-link that it contains is below, the same as or
above the highest target of an n-link contained in a k-stack below it in the (k + 1)-stack.
The colouring of every prefix of a stack is sufficient to distinguish stacks even when links
are deleted. It is also possible for an nn-CPDA to keep track of sufficient information to
dynamically maintain colour annotations.
We instead focus on the more interesting question of accounting for the operational
aspect of links after they have been eliminated—that is how we express what a run involving
collapse ‘would have done’ in the simulating n-PDA. Again due to space constraints we only
sketch the main ideas. Our strategy is illustrated in Figure 1. Consider an a-labelled edge
in the -closure of the configuration graph of an nn-CPDA A between a configuration with
stack A and a configuration with stack B, witnessed by an ∗a-labelled run. Such a run can
be divided into two parts with a configuration bearing stack L at the boundary. Suppose
that no n-stack containing fewer than m (n− 1)-stacks is used, then L is deemed to be the
first configuration in the run with a stack containing m (n− 1)-stacks.
We describe the ∗-labelled first part of the run from A to L as an ∗-fall and the
∗a-labelled component from L to B as an ∗a-climb. These two components are simulated by
an n-PDA using two different methods. First consider the climb. Due to L being the ‘lowest
stack’ in the run, it is possible to construct the stack of B from L without destroying any
(n− 1)-stacks and in particular without having to perform collapse. Of course the original
n-CPDA might have a more complex run between L and B that does need to use collapse,
but we show that it is possible to adjust the automaton so that it ‘can smooth out’ its run
during the ∗a-climb and avoid destroying any (n− 1)-stacks. This means that climbs can
be implemented directly by an n-PDA.
For the fall we exploit the fact that the stack of L is a prefix of the stack of A. The
idea is that each (n− 1)-stack t in an n-stack s will be annotated with information about
the climbs that could be performed from the prefix of s ending in t. We then adjust the
automaton further so that it is always aware of those annotations to which it has an ∗-fall.
This means that it can exploit the information in the annotations indirectly without actually
having to ‘physically’ perform the ∗-fall. Again this means that physical use of the collapse
operation can be avoided.
In order to keep the annotations concerning climbs finite, it is necessary to fix in advance
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a finite number of stacks to which one might eventually want to climb. These stacks will be
possible witnesses to our Σ1-sentence and so there will be one for each variable therein; the
requirement to fix these is the reason why the proof does not generalise to more complex
sentences. It is also impossible for an n-PDA to correctly provide such annotations itself and
so, as with the undecidability proofs, it is necessary for it to guess these annotations and
then use MSO to verify correctness externally.
So let us fix an nn-CPDA A and a Σ1-sentence ∃x1∃x2 · · · ∃xk.χ(x1, x2, . . . , xk) to be
interpreted over G(A) where χ(x1, x2, . . . , xk) is quantifier free.
4.1 Simulating the Climb
An ∗a-climb is a run of the form: (q, [s1 s2 · · · sk t]) 
∗a−−−→ (q′, [s1 s2 · · · sk t′ t1 t2 · · · tm])
that never descends below t so that for all stacks s occurring in the run, [s1 s2 · · · sk] @ s.
Our first step is to construct a modified ‘monotonic’ automaton A↑ that can climb from the
configuration transition to the last without ever destroying any (n− 1) stacks in the process.
We are able to construct A↑ using logical reflection [2]. Given µ-calculus sentences
φ1, . . . , φk, logical reflection allows a CPDA to be augmented so that it ‘knows’ (by reference
to its control-state and the top element of the stack) whether a particular φi holds in its
graph at its current configuration. In particular we can take the φi to be assertions of the
form: ‘If I were to to mark the current topn (n − 1)-stack and then perform a pushn into
control-state q, then I would be able to perform -transitions and end back at the marker
in control-state q′’. Given an automaton that is aware of the truth of such assertions, it
can be adapted so that instead of actually performing these -transitions, which grow the
stack before returning to the starting point, it can simply transition from control-state q
to control-state q′ without touching the stack. In this way it is able to carry out the climb
without creating an (n− 1)-stack only to destroy it later on, which is exactly what we want.
The CPDA produced by an application of logical reflection generates a graph isomorphic
to the original in a particularly strong way. That is if a CPDA B′ is produced from a CPDA
B by an application of logical reflection, then there is an isomorphism L : G(B) ∼= (B′)
that can be defined as a map on configurations of the form L(q, s) = (q, L(s)) where the
control-state is preserved and L preserves the structure of the stack (albeit adding information
to the atomic elements therein). Even though the evaluation of a µ-calculus formula will
be a function of both q and top1(L(s)) it is top1(L(s)) that contains all of the additional
information provided by logical reflection. (In actual fact this is a slight abuse of notation as
B′ will need to store information concerning the stack s in its control-state as well. However,
since this information depends completely on the stack and not the control-state, it is safe
for our purposes to suppress it notationally and assume that it is ‘absorbed’ into the L(s)
component). This means that when A↑ transitions from control-state q to control-state q′
without touching the stack, the information that the stack contains remains correct.
Using a similar technique we also allow A↑ to construct all of its reachable configurations
from its initial state without destroying (n− 1)-stacks via transitions given a fresh label r.
4.2 Meta-Annotations—Towards simulating the Fall
Let Σ be the set of non- edge labels of A and let Q be its set of control-states, both of
which are shared by A↑. A k-meta-annotation (where k is the number of variables in the
formula) is a k.|Σ|-tuple M := ((Qa1)a∈Σ, (Qa2)a∈Σ, . . . , (Qak)a∈Σ) where Qai ⊆ Q for every i
and a with 1 ≤ i ≤ k and a ∈ Σ. We further adapt A↑ to non-deterministically choose some
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meta-annotation M to push onto the stack before performing any pushn operation. Hence
every (n− 1)-stack in any reachable configuration is decorated with a meta-annotation.
The ‘meaning’ of meta-annotations is given with respect to a k-tuple of A↑ configurations
c1 = (q1, s1), c2 = (q2, s2), . . . , ck = (qk, sk). Suppose that t v si is a prefix of one of the
stacks of these configurations, then a ‘correct’ meta-annotation on top of t is one such that
its set Qaj contains a control-state p iff there is an ∗a-climb from (p, t) to (qj , sj). Note in
particular that if popn(t) 6v sj then such a climb would be impossible and so Qaj = ∅.
If the meta-annotations contained in the stacks of c1, c2, . . . , ck are all correct in this sense,
then we say that this k-tuple of configurations is consistent. Consistency is not something
that can be guaranteed by the automaton itself, but will be asserted using MSO.
We now consider how to handle ∗-falls. Formally an ∗-fall is a run of the form:
(q, [s1 s2 · · · sk]) 
∗
−−→ (q′, [s1 s2 · · · sk′ ]) where k′ < k and [s1 s2 · · · sk′ ] is a prefix of
every stack occurring in the run.
We make one final adjustment to A↑ by again applying logical reflection, this time with
µ-calculus assertions of the form ψM,q for each possible meta-annotation M and control-state
q. The sentence ψM,q says: ‘From my current configuration I could behave as A, without
deploying any new meta-annotations, and eventually reach a stack with the meta-annotation
M on top in control-state q’. Since no new meta-annotations are deployed, ψM,q effectively
says: ‘I have an ∗-fall from my current configuration to a configuration with control-state q
and M on top of the stack’. Logical reflection gives the CPDA graph a unary predicate Mq↓
that holds whenever ψM,q would hold.
The n-PDA A↑↓ is formed from A↑, adjusted as above, by removing all of the transitions
performing a popn or collapse operation. Note that the Mq↓ predicates depend only on the
top1 element of the stack and current control-state—these thus remain in A↑↓. Moreover
since A↑ was adapted to perform all ∗a-climbs without performing popn or collapse, then
despite the deletion of edges, if A↑ was able to perform an ∗a-climb from a configuration c
to a configuration c′, then A↑↓ can also perform such a climb. Hence consistency is preserved.
The reachable configurations will also be unaffected by this deletion due to the r-transitions.
4.3 Σ1-Model Checking
Any run of the form (q, s) 
∗a−−−→ (q′, s′), which witnesses an a-labelled edge in the -closure,
is either a climb itself or else can be decomposed into (q, s) 
∗
−−→ (p, t) 
∗a−−−→ (q′, s′) where
the component from (q, s) to (p, t) is an ∗-fall and the component from (p, t) to (q′, s′) is an
∗a-climb. We can thus assert the existence of an a-edge in G(A) by asserting in G(A) the
existence of either a climb or else such a fall followed by a climb.
Given the quantifier-free first-order formula χ(x1, x2, . . . , xk), construct χ′(x1, x2, . . . , xk)
by replacing every occurence of an atomic formula xi
a−−→ xj with an MSO formula:
xi
∗a−−−→ xj ∨
∨
M=((Qa1 )a∈Σ,(Qa2 )a∈Σ,...,(Qak)a∈Σ), p∈Qaj
Mp
↓(xi)
where the reachability assertion xi
∗a−−−→ xj is MSO definable. Observe that in the n-PDA
A↑↓ the relation 
∗a−−−→ asserts precisely the existence of an ∗a-climb and so if c′1, c′2, . . . , c′k
are consistent configurations of A↑↓ corresponding (via the isomorphism) to configurations
c1, c2, . . . , ck of A, then G(A↑↓)  χ′(c′1, c′2, . . . , c′k) iff G(A)  χ(c1, c2, . . . , ck). But
note further that since for every k-tuple of configurations of A there exists precisely one
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corresponding consistent k-tuple of configurations of A↑↓ we have:
G(A↑↓)  ∃x1x2 · · ·xk.(con(x1, x2, . . . , xk) ∧ χ′(x1, x2, . . . , xk))
iff G(A)  ∃x1x2 · · ·xk.χ(x1, x2, . . . , xk)
where con(x1, x2, . . . , xk) asserts consistency. Note that con(x1, x2, . . . , xk) is also MSO
definable in G(A↑↓); one can quantify over prefixes of a stack by iterated popn, and reachability
in G(A↑↓) captures precisely the climbs in A. This completes the reduction.
5 Further Directions
Whilst it is very natural to restrict to configurations reachable from the origin of the graph, it
would also be interesting to investigate removing this restriction. For collapsible stacks there
would be two versions of this problem: allowing arbitrary stack contents in configurations or
restricting to stacks that could be constructed from the empty stack using stack operations.
We conjecture that the former is undecidable but that the latter is decidable.
Acknowledgement We thank the anonymous reviewers for helpful comments.
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Abstract
We present an optimal, combinatorial 1− 1/e approximation algorithm for Maximum Coverage
over a matroid constraint, using non-oblivious local search. Calinescu, Chekuri, Pál and Vondrák
have given an optimal 1−1/e approximation algorithm for the more general problem of monotone
submodular maximization over a matroid constraint. The advantage of our algorithm is that it
is entirely combinatorial, and in many circumstances also faster, as well as conceptually simpler.
Following previous work on satisfiability problems by Alimonti, as well as by Khanna, Mot-
wani, Sudan and Vazirani, our local search algorithm is non-oblivious. That is, our algorithm
uses an auxiliary linear objective function to evaluate solutions. This function gives more weight
to elements covered multiple times. We show that the locality ratio of the resulting local search
procedure is at least 1− 1/e. Our local search procedure only considers improvements of size 1.
In contrast, we show that oblivious local search, guided only by the problem’s objective function,
achieves an approximation ratio of only (n − 1)/(2n − 1 − k) when improvements of size k are
considered.
In general, our local search algorithm could take an exponential amount of time to converge
to an exact local optimum. We address this situation by using a combination of approximate
local search and the same partial enumeration techniques as Calinescu et al., resulting in a clean
(1− 1/e)-approximation algorithm running in polynomial time.
1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems
Keywords and phrases approximation algorithms; maximum coverage; matroids; local search
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.601
1 Introduction
Maximum coverage [1,6–9,11,13,16] (also known as Max Cover) is a well-known combinatorial
optimization problem related to Set Cover. Given a universe U , element weights w : U → R+,
a family F ⊂ 22U of subsets of U , and a number n, the problem is to select n sets Si ∈ F
such that w(S1 ∪ · · · ∪ Sn) is as large as possible.
Like many combinatorial optimization problems, maximum coverage is hard to solve
exactly. A straightforward reduction from Set Cover shows that the decision version of
maximum coverage with unit weights (deciding whether there are n sets that span at least
m elements) is NP-complete, so the best we can hope for is an approximation algorithm.
One natural approach is the following heuristic. First pick the set S1 of maximum
weight. Then pick the set S2 that maximizes w(S2 \ S1), and so on. This approach leads
to the well-known greedy algorithm, and yields an approximation ratio of 1− 1/e ≈ 0.632+.
Amazingly, in this setting the greedy algorithm is optimal. Feige [9] used the PCP theorem to
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show that if there exists a polynomial-time algorithm that approximates maximum coverage
within a ratio of 1− 1/e+  for some  > 0 then P = NP.
The present paper deals with a generalized version of maximum coverage, in which
we are given a matroid m over F , and the goal is to find a collection S ⊆ F that covers
elements of maximum weight, subject to the constraint that S ∈ m. We call this problem
maximum coverage over a matroid constraint. If the underlying matroid is the uniform
matroid of rank n, we recover the original problem. Because every maximum coverage
function is monotone submodular, this problem falls under the more general setting of
maximizing monotone submodular functions subject to a matroid constraint. The greedy
algorithm still applies in this general setting, but its approximation ratio is only 1/2, even
when the monotone submodular function is a maximum coverage function. Calinescu,
Chekuri, Pál and Vondrák [5] developed a sophisticated algorithm for a general problem of
monotone submodular maximization over a matroid constraint, which achieves the optimal
approximation ratio of 1− 1/e. Their algorithm first finds a fractional solution using the
continuous greedy algorithm, and then rounds it to an integral solution using pipage rounding.
1.1 Our contribution
We propose a simple algorithm for maximum coverage over a matroid constraint. Like
the continuous greedy algorithm, our algorithm achieves the optimal approximation ratio
of 1 − 1/e. In contrast to the continuous greedy algorithm, however, our algorithm is
combinatorial, in the sense that it only deals with integral solutions. Our approach is based
on non-oblivious local search, a technique first proposed by Alimonti [2] and by Khanna,
Motwani, Sudan and Vazirani [12].
In classical (or, oblivious) local search, the algorithm starts at an arbitrary solution, and
proceeds by iteratively making small changes that improve the objective function, until no such
improvement can be made. The locality ratio of a local search algorithm is minw(S)/w(O),
where S is a solution that is locally-optimal with respect to the small changes considered by
the algorithm, O is a global optimum, and w is the objective function for the problem. The
locality ratio provides a natural, worst-case guarantee on the approximation performance of
the local search algorithm.
In many cases, oblivious local search may have a very poor locality ratio, implying that a
locally-optimal solution may be of significantly lower quality than the global optimum. For
example, for our problem the locality ratio for an algorithm changing a single set at each
step is 1/2. As the locality ratio depends on the type and size of local changes considered,
one approach for improving an algorithm’s performance is simply to consider larger (but
still constant-sized) neighborhoods. Unfortunately, in our case, this technique results in no
asymptotic improvement in the locality ratio. Specifically, we show that the locality ratio
of oblivious local search remains only (n− 1)/(2n− 1− k) when k sets are exchanged. For
constant k, this is only marginally better than the approximation ratio 1/2 achievable using
the greedy algorithm.
Non-oblivious local search adopts a more radical approach by altering the objective
function used to guide the search. We proceed as before, but modify the local search
algorithm to use an auxiliary objective function to decide whether the current solution is an
improvement. By carefully choosing this auxiliary function, we can ensure that poor local
optima with respect to the original objective function are no longer local optima.
In this paper, we present a non-oblivious local search algorithm for the problem of
maximum coverage over a matroid constraint. Specifically, we construct an auxiliary objective
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function whose locality ratio (for single changes) is slightly larger than 1− 1/e, resulting in
an algorithm whose approximation ratio is the best possible, assuming P 6= NP.
In general, local search algorithms could converge in exponentially many steps. We
address this issue using approximate local search, a technique described systematically by
Schulz, Orlin and Punnen [15]. Approximate local search allows us to bound the running time
of the algorithm at a small cost in the resulting approximation ratio. By employing partial
enumeration, as described by Calinescu et al., we can eliminate this small cost, achieving an
approximation ratio of 1− 1/e.
1.2 Comparison with existing algorithms
Both our algorithm and the one by Calinescu et al. give the same approximation ratio.
The continuous greedy algorithm works on a discretized version of a particular continuous
relaxation of the problem to obtain a fractional solution to the problem. This solution must
then be rounded to an integral solution using the pipage rounding technique, which employs a
submodular minimization algorithm at each step. In contrast, our algorithm always maintains
a current integral solution and requires only simple combinatorial operations that add and
remove elements from this solution. Moreover, our algorithm is extremely simple, and can
be described using only a few lines of pseudocode.
In most settings, our algorithm is also faster. For a fair comparison, we consider versions
of both algorithms that achieve an approximation ratio of at least 1− 1/e. Furthermore, we
analyze the algorithm of Calinescu et al. only in the special case of maximum coverage. In this
setting, it is possible to calculate the continuous relaxation of the objective function exactly,
rather than by random sampling, thus greatly improving the runtime of the continuous
greedy algorithm. Denoting the rank of the matroid by n, the total number of sets by s = |F|,
the maximal size of a set by u, and the sum of the sizes of all sets by U , our algorithm runs
in time O˜(n3s2u), whereas the algorithm by Calinescu et al. runs in time O˜(n2s3u + s7).
For all non-trivial instances of the problem, we must have s > n, and so our algorithm is
indeed considerably faster, assuming that the size u of the largest set does not dominate
both expressions. We stress that this is the case even after the continuous greedy algorithm
has been optimized to compute the maximum coverage function directly, rather than by
sampling as in the general analysis of Calinescu et al. [5].
Another relevant algorithm is described in an earlier paper by the same set of authors [4].
The algorithm presented by Calinescu et al. in that paper is more general than ours, but
less general than their later paper. It applies to monotone submodular functions which are
sums of weighted rank functions of matroids. The continuous greedy algorithm is replaced
with a simple linear program. In the simplest case of a uniform matroid, the running time of
this algorithm (using interior-point methods) is O˜(U3.5 + s7); more complicated matroids
result in even worse running times. When the sets are large, this is considerably slower than
our algorithm.
1.3 Future work
We believe that the approach outlined in this paper can be used to design approximation
algorithms for similar problems. In particular, we are working on generalizing the algorithm
to monotone submodular functions.
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1.4 Paper organization
Section 2 provides a concise overview of existing work related to maximum coverage. In
Section 3 we formally present the problem, discuss the limitations of oblivious local search,
and present our non-oblivious local search algorithm. In Section 4 we give an analysis of the
approximation ratio and runtime for our non-oblivious local search algorithm, and show how
to attain a clean, polynomial time (1 − 1/e)-approximation by using partial enumeration
techniques, as in [5].
For reasons of space, we defer some proofs to the appendix, which only appears in the
full version of the paper that can be found on the authors’ websites. In the appendix we
also discuss the optimality of our auxiliary objective function, and analyze the standard
oblivious local search in the special case of strongly base orderable matroids, showing that its
performance can be much worse than our non-oblivious local search algorithm. Finally, we
show that the difficulty of finding an exact local optimum is not an artifact of our oblivious
non-oblivious objective function by presenting an instance for which even the oblivious local
search algorithm requires an exponential number of improvements to find an exact local
optimum.
1.5 Acknowledgments
We thank Anupam Gupta for suggesting the problem to us, and Allan Borodin and Roy
Schwartz for helpful discussions.
2 Related work
Maximum coverage was first defined by Hochbaum and Pathria [11] in 1998. In fact, an even
more general problem had been defined earlier by Cornuejols, Fisher and Nemhauser [8] in
1977, in the context of locating bank accounts. Both papers describe the greedy algorithm,
and show that its approximation ratio is 1− (1− 1/n)n ≈ 1− 1/e.
Feige [9], in his seminal paper on the inapproximability of Set Cover, showed that unless
P = NP, it is impossible to approximate maximum coverage to within 1− 1/e+  for any
 > 0. His proof uses PCP techniques, extending earlier work by Lund and Yannakakis [14].
Maximum coverage over a partition matroid was considered by Chekuri and Kumar [6]
under the name maximum coverage with group budget constraints. In this variant, the family
F is partitioned into subfamilies Fi, and the solution must contain at most ni sets from
Fi, and at most n overall. They analyze the performance of the greedy algorithm when the
greedy choices are given by an approximate oracle.
Algorithms for maximum coverage with group budget constraints with the optimal approx-
imation ratio 1−1/e were presented by Srinivasan [16] and by Ageev and Sviridenko [1]. Both
algorithms first formulate the problem as an LP, and then round the solution. Srinivasan’s
approach involves sophisticated sampling. Ageev and Sviridenko’s approach, pipage rounding,
repeatedly simplifies the solution until it becomes integral, without decreasing its value. Both
approaches work in more general settings.
Calinescu, Chekuri, Pál and Vondrák [5] combined a more sophisticated version of pipage
rounding with the continuous greedy algorithm to obtain an optimal 1− 1/e approximation
algorithm for monotone submodular maximization over a matroid constraint. The continuous
greedy algorithm is a steepest descent algorithm running in continuous time (in practice, a
suitably discretized version is used), producing a fractional solution. This solution is rounded
using pipage rounding.
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Other generalizations of maximum coverage appear in the literature. In budgeted maximum
coverage, each element is provided with a cost, and the sets chosen by the algorithm are
restricted by the total cost of the elements they cover. Khuller, Moss and Naor [13] show that
a greedy approach yields an optimal 1− 1/e approximation algorithm. Cohen and Katzir [7]
generalize this even further, and provide an optimal 1 − 1/e semi-greedy approximation
algorithm.
3 Local search for maximum coverage over a matroid
We consider the problem of maximum coverage over a matroid. The inputs are
A universe U .
Value oracle access to a non-negative weight function w : U → R+.
A family F of subsets of U with |F| = s, maxA∈F |A| = u.
A matroid over F of rank n, given as an independence oracle.
Note that the matroid m has as its ground set the sets F , and so a member of m is a collection
of sets from F . We call the members of m independent sets. We extend w to a function over
subsets A of U by letting w(A) =
∑
u∈A w(u). The goal, then, is to find a collection of sets
S ⊆ F that covers elements in U of maximal weight, subject to the constraint that S ∈ m:
max
S∈m
w(
⋃
S).
Recall that m is a matroid over F if: (1) m 6= ∅, (2) m is downward-closed (if A ∈ m and
B ⊂ A, then B ∈ m), and (3) for all A,B ∈ m with |A| > |B| we have B ∪ {x} ∈ m for some
x ∈ A \B. This last property guarantees that all maximal independent sets of the matroid
have the same cardinality. These sets are called bases, and their common cardinality is called
the rank, denoted in this paper by n.
Our starting point is the oblivious local search algorithm, shown in Algorithm 1. The
algorithm starts from an arbitrary base S (obtained, e.g., by the standard greedy algorithm)
and repeatedly attempts to improve the total weight of all elements covered by S by
exchanging up to k sets in S with k sets not in S, maintaining the matroid constraint. We
call a pair (A,B) a k-exchange for S if A ⊆ S with |A| ≤ k, B ⊆ F \S with |B| = |A|. When
no single k-exchange improves the weight of all elements covered by S, the algorithm returns
S.
Algorithm 1 Oblivious k-LocalSearch
S ← an arbitrary basis in m.
repeat
Sold ← S {Remember previous solution}
Let E be the set of all valid k-exchanges for S
S ← argmax
(A,B)∈E
w
(⋃
(S \A ∪B)
)
until S = Sold {Repeat until no improvement is possible}
return S
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As mentioned in the introduction, the locality ratio of Algorithm 1 is rather poor. Consider
the following set system:
A1 = {x, A}, A2 = {B},
B1 = {y}, B2 = {x}.
The elements x, y have unit weight, and the elements A, B have some arbitrarily small
weight  > 0. We consider the partition matroid whose independents sets contain at most
one of {Ai, Bi} for i ∈ {1, 2}. Under this matroid, the base {A1, A2} is a local optimum for
1-exchanges, since replacing A1 by B1 or A2 by B2 both result in a net loss of . The global
optimum is {B1, B2}, and the locality ratio is thus (1 + 2)/2. Note that the base {A1, A2}
is also produced by the standard greedy algorithm applied to this instance. This shows that
we cannot hope to beat the locality ratio by choosing a greedy starting solution.
We can generalize this example to show that oblivious k-local search has a locality ratio of
at most n−12n−k−1 for all k < n. Let the universe U consist of n−1 elements {x1, . . . , xn−1} and
n− k elements {y1, . . . , yn−k}, all of weight 1, and n− 1 elements {2, . . . , n} of arbitrarily
small weight  > 0. For each 1 ≤ i ≤ n, there are two sets Ai and Bi, defined as follows:
Ai = {i} for 1 ≤ i ≤ n− 1, An = {x1, . . . , xn−1},
Bi = {xi} for 1 ≤ i ≤ n− 1, Bn = {y1, . . . , yn−k}.
We consider the partition matroid whose independent sets contain at most one of {Ai, Bi} for
each i ∈ [n]. The globally optimal solution is the set B = {Bi}1≤i≤n, which covers elements
of total weight n− 1 + n− k = 2n− k − 1. The set A = {Ai}1≤i≤n is locally optimal under
improvements of size k and covers elements of total weight only (n − 1)(1 + ), and the
locality ratio is thus (n− 1)(1 + )/(2n− k − 1). In order to see that it is, in fact, a local
optimum, note that if we do not replace An with Bn, the remaining replacements can only
decrease the value of the solution. Suppose, then, that we do replace An with Bn. This
replacement reduces the total weight of the covered elements by k − 1. There are only k − 1
remaining exchanges, each of which can increase the total weight of the covered elements by
less than 1. Again, we note that the solution A is also the solution produced by the greedy
algorithm. In the special case of strongly base orderable matroids, the approximation ratio
of oblivious k-local search is, in fact, exactly n−12n−k−1 , as we show in the full version of the
paper.
Let us examine the first instance above in more detail. Intuitively, the basis {A1, B2} in
our example is better than the basis {A1, A2} since it is of almost equal value to {A1, A2}
but additionally covers element x twice. From a local search perspective, this is an advantage
since it ensures that x will stay covered after the next exchange. In order to improve
the performance of local search, we want to somehow give extra weight to solutions that
offer flexibility in future exchanges, perhaps even at a slight loss in the objective function.
Following this intuition, we employ a function which gives extra weight to elements that are
covered multiple times as an auxiliary objective function. A similar idea appears in Khanna
et al. [12], in the context of the maximum satisfiability problem, and even earlier in similar
work by Alimonti [2]. There, the idea is to give extra weight to clauses which are satisfied by
more than one variable, because these clauses will remain satisfied after flipping the next
variable in the search procedure.
Thus, we seek to modify Algorithm 1 by replacing the oblivious objective function w with
an auxiliary objective function f of the general form:
f(S) =
∑
u∈U
αhu(S)w(u),
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where hu(S) = |{A ∈ S : u ∈ A}| is the number of sets in S that contain element u. By
setting, for example αi > α1 for all i > 1, we can give extra value to solutions that cover
some element more than once. Additionally, note that if we set α0 = 0 and αi = 1 for all
i > 0, we recover the oblivious objective function. We now consider the problem of how
to set the αi. We want to balance two concerns. First, we want to allow the algorithm to
potentially decrease the objective value of the current solution in the short-term, in exchange
for future flexibility. However, in the long-term, we want the algorithm to give enough weight
to the original objective that it produces a reasonable final solution.
There is no immediately compelling reason to assign any weight to elements that have
not been covered at all, so let us set α0 = 0, and examine the above instance in terms of the
remaining αi. We have
f({A1, A2}) = (1 + 2)α1, f({A1, B2}) = α2 + α1,
f({B1, A2}) = (1 + )α1, f({B1, B2}) = 2α1.
By setting  = α2−α1α1 , the solution {A1, A2} will remain a local optimum, even for the non-
oblivious potential function. The locality ratio (in terms of the original objective function)
will remain 1/2 +  = 1/2 + α2−α1α1 . If we set α2 to be too close to α1, there will not be
much improvement in the locality ratio, and if α2 < α1, the locality ratio will decrease.
This confirms our intuition that it is advantageous to give more weight to elements that are
covered multiple times. Alternatively, if we set α2 ≥ 2α1, then the solution {A1, B2} will
become a local optimum, and the locality ratio will become 1/2 + /2. This confirms our
intuition that it is bad to give too much extra weight to elements covered multiple times.
By extending a similar analysis to arbitrary instances, we obtain the following values for
αi:
α0 = 0, α1 = 1− 1
e[n]
, αi+1 = (i+ 1)αi − iαi−1 − 1
e[n]
, (1)
where the constant e[n] is defined as
e[n] =
n−1∑
l=0
1
l! +
1
(n− 1)!(n− 1) .
This choice of αi is optimal, as we show in the full version of the paper. We note that the
sequence e[i], where i ≥ 2, is decreasing and bounded below by e:
I Lemma 1. For all n ≥ 2 we have e < e[n] and e[n] > e[n+1].
Our coefficients αi satisfy the following properties, which follow directly from their definition.
I Lemma 2. Let βi = αi+1 − αi. Then, the βi satisfy the recurrence relation
β0 = 1− 1
e[n]
, βi = iβi−1 − 1
e[n]
.
I Lemma 3. For all i < n, βi > 0 and βi+1 ≤ βi.
I Lemma 4. There exists a universal constant C0 such that for all i ≤ n, αi ≤ C0 log i.
Our resulting local search algorithm for maximum coverage over a matroid is given in
Algorithm 2. In addition to using the non-oblivious potential function f described above, we
modify our algorithm to start from a greedy initial solution. This initial solution is a good
starting point, and speeds up the convergence of the algorithm. Our algorithm takes as a
parameter δ, which governs how much an improvement is required to improve the current
solution to be accepted. We describe this aspect of the algorithm in more detail in the next
section.
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Algorithm 2 LocalSearch(δ)
{Greedy algorithm}
S ← ?
for i = 1→ n do
S ← S + argmax
A∈F :S+A∈m
[f(S +A)− f(S)]
end for
{Local search}
repeat
Sold = S {Remember previous solution}
Let E be the set of all valid 1-exchanges for S
S ← argmax(A,B)∈E f((S \A) ∪B)
until S ≤ (1 + δ)Sold {Repeat until δ-locally optimal}
return Sold
4 Analysis of the non-oblivious local search algorithm
Our analysis makes use of the notion of a δ-approximate local optimum. Formally, we say
that a solution S is a δ-approximate local optimum if (1+ δ)f(S) ≥ f(S′) for all solutions S′
differing from S by a single set. Intuitively, replacing exact local optimality (as in Algorithm
1) with approximate local optimality limits the total number of improvements the algorithm
can make, at a slight cost in the approximation factor. We consider some δ-approximate
local optimum S = {S1, . . . , Sn} and some global optimum O = {O1, . . . , On}. A classical
result of Brualdi [3] shows that for any matroid m we can renumber the sets of O so that for
each i, S−i, Oi := (S \ {Si})∪ {Oi} is a base of m. We suppose that O has been renumbered
so that this is the case, and consider the 1-exchanges that remove Si from S and add Oi to
the result. Local optimality implies that for each i, we have
(1 + δ)f(S) ≥ f(S−i, Oi).
Summing over all n such inequalities we obtain the inequality
n(1 + δ)f(S) ≥
n∑
i=1
f(S−i, Oi). (2)
The main difficulty of the analysis lies in the fact that inequality (2) is given in terms of
the non-oblivious potential function f , but we wish to derive an approximation guarantee for
the original objective function w. In order to put f and w on common ground, we make the
following definitions.
For any two subsets L,G ⊂ [n], we define EL,G to be the set of elements that belong to
the sets Si for i ∈ L, and Oj for j ∈ G, and no other sets in S and O. The sets EL,G thus
form a partition of U . Then, for all integers l, c, g ≥ 0 such that 1 ≤ l + c+ g ≤ n, we define
xl,c,g =
∑
L,G:
|L|=l+c,
|G|=g+c,
|L∩G|=c
w(EL,G).
In words, xl,c,g is the total weight of elements that belong to exactly l + c of the sets Si,
exactly g + c of the sets Oj , exactly c of them sharing indices. We call the variables xl,c,g
symmetric variables.
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We can express all the quantities we are interested in using the symmetric variables xl,g,c:
f(S) =
∑
l+c≥1
αl+cxl,c,g =
∑
l,c,g
αl+cxl,c,g (since α0 = 0),
n∑
i=1
f(S−i, Oi) =
∑
l,c,g
(lαl+c−1 + gαl+c+1 + (n− l − g)αl+c)xl,c,g,
w
(⋃
S
)
=
∑
l+c≥1
xl,c,g,
w
(⋃
O
)
=
∑
g+c≥1
xl,c,g.
The only expression which is not immediate is the one for
∑n
i=1 f(S−i, Oi). We derive it as
follows: consider an element u ∈ EL,G for some sets L,G. In S, the element u appears in |L|
sets. If i ∈ L ∩G or i /∈ L ∪G, it also appears in |L| sets in (S−i, Oi). Finally, if i ∈ L \G,
it appears in |L| − 1 sets in (S−i, Oi). If i ∈ G \ L, it appears in |L|+ 1 sets in (S−i, Oi).
I Theorem 5. If S is a δ-approximate local optimum, then
(1 + C0δn log n)w(
⋃
S) ≥ (1− 1/e[n])w(⋃O), for some universal constant C0.
Proof. Reformulating inequality (2) in terms of our symmetric notation and simplifying, we
obtain
0 ≤
∑
l,c,g
((l + g + δn)αl+c − lαl+c−1 − gαl+c+1)xl,c,g. (3)
Similarly, reformulating the statement of the theorem in terms of our symmetric notation,
we obtain
0 ≤ (1 + C0δn log n)
∑
l+c≥1
xl,c,g −
(
1− 1
e[n]
) ∑
g+c≥1
xl,c,g. (4)
Since we have xl,c,g ≥ 0 for all l, c, g, in order to prove the lemma, it suffices to show that the
coefficient of any term xl,c,g in (3) is at most its coefficient in (4). We consider three cases,
and simplify expressions using the fact that α0 = 0. In the first, suppose that g = c = 0. We
must show that for all 1 ≤ l ≤ n,
(l + δn)αl − lαl−1 ≤ 1 + C0δn log n. (5)
In the next case, suppose that l = c = 0. We must show that for all 1 ≤ g ≤ n,
−gα1 ≤ −
(
1− 1
e[n]
)
. (6)
Finally, we must show for l, g, c such that l + c 6= 0, g + c 6= 0, and 1 ≤ l + c+ g ≤ n,
(l + g + δn)αl+c − lαl+c−1 − gαl+c+1 ≤ 1
e[n]
+ δC0n log n. (7)
We now verify each of these inequalities, using the properties of αi stated in Lemmas 2, 3,
and 4. For (5), we have
(l + δn)αl − lαl−1 = lβl−1 + δnαl = βl + 1
e[n]
+ δnαl
≤ β0 + 1
e[n]
+ δnαl = 1 + δnαl ≤ 1 + C0δn log n.
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Inequality (6) follows directly from the fact that g ≥ 1 and α1 = 1− 1e[n] . For inequality (7),
we consider two cases. First, suppose g = 0 and so c ≥ 1. Then, we have
(l + δn)αl+c − lαl+c−1 ≤ lβl + δnαl+c = βl+1 + 1
e[n]
− βl + δnαl+c
≤ 1
e[n]
+ δnαl+c ≤ 1
e[n]
+ C0δn log n.
If g ≥ 1, then we have
(l + g + δn)αl+c − lαl+c−1 − gαl+c+1 = lβl+c−1 − gβl+c + δnαl+c
≤ lβl+c−1 − βl+c + δnαl+c = 1
e[n]
− cβl+c + δnαl+c ≤ 1
e[n]
+ C0δn log n.
This completes the proof of Theorem 5. J
We obtain the following corollary by setting
δ = 
C0n log n
(
1− 1
e[n]
− ) = O
(

n log n
)
:
I Corollary 6. Algorithm LocalSearch(C1/(n log n)) is a (1 − 1/e[n] − )-approximation
algorithm, for some universal constant C1 and all  > 0.
Since e > e[n], the same proof shows that if we replace e[n] by e in the definition of the
sequence αi, then the resulting approximation ratio is 1− 1/e− .
Now, we turn to the run-time of Algorithm 2. First, we note that by keeping track of
how many times each element of U is covered by the current solution, we can compute the
change in f due to adding or removing a set from the solution using only O(u) value oracle
calls. The initial greedy phase takes time O(nsu). Each iteration of the local search phase
requires ns calls to the independence oracle for m and O(nsu) calls to the value oracle for w.
Thus, each iteration can be completed in time O(nsu). We now bound the total number of
improvements that the algorithm can make.
I Lemma 7. For any δ > 0, Algorithm LocalSearch(δ) makes at most O(δ−1) improvements.
Proof. Let Sˆ be the solution produced by the initial greedy phase of LocalSearch(δ), and
let Oˆ = argmaxS∈m f(S). Then, LocalSearch(δ) makes at most log1+δ(f(Oˆ)/f(Sˆ)) improve-
ments. Because the sequence of coefficients αi is increasing and concave, for any S ⊆ T ⊂ F
and A ∈ F \ T we must have 0 ≤ f(T +A)− f(T ) ≤ f(S +A)− f(S), and so f is monotone
submodular. Thus, the classical result of Fischer, Nemhauser, and Wolsey [10] implies that
the greedy algorithm is a 2-approximation for maximizing f , so 2f(Sˆ) ≥ f(Oˆ). Algorithm
LocalSearch(δ) can therefore make at most log1+δ 2 = log 2log(1+δ) = O(δ−1) improvements. J
By setting  = 1/e[n] − 1/e, we would obtain a clean (1− 1/e)-approximation algorithm.
However, since 1− 1/e[n] is very close to 1− 1/e, the resulting δ would be superpolynomial
in n, and so we would not obtain a polynomial-time algorithm. Instead, we use a partial
enumeration technique described by Khuller et al. [13]. Effectively, we try to “guess” a single
set in the optimal solution, and then run LocalSearch on a contracted instance containing
this set. We then iterate over all possible guesses.
I Definition 8. Let I = 〈U,w,F ,m〉 be an instance of maximum coverage, where U is the
universe, w is the weight function, F is a family of subsets of U , and m is a matroid defined
over F .
Y. Filmus and J. Ward 611
Let A ∈ F . The contracted instance I|A = 〈U |A, w|A,F|A,m|A〉 is defined as follows:
U |A = U,
w|A = u 7→
{
w(u) u /∈ A,
0 u ∈ A,
F|A = F −A,
m|A = m/A = {S ⊂ F : S +A ∈ m}.
Note that the definition of w|A directly implies that
w|A
(⋃
S
)
= w
(⋃
S \A
)
= w
(⋃
S ∪A
)
− w(A). (8)
We can now formulate the new algorithm. Algorithm Approx simply runs LocalSearch(δ)
on the instance I|A for each A ∈ F , and returns the best resulting solution of the original
instance I.
Algorithm 3 Approx(δ)
for A ∈ F do
Let SA be the result of running LocalSearch(δ) on instance I|A
end for
A← argmaxA∈F w(
⋃
SA ∪A)
return SA +A
I Theorem 9. If LocalSearch(δ) has an approximation ratio of θ on matroids of rank n− 1
then Approx(δ) has an approximation ratio of 1/n+ (1− 1/n)θ on matroids of rank n.
Proof. Let O be some optimal solution, and A ∈ O be a set of maximum weight in O.
Submodularity implies that w(O) ≤∑B∈O w(B) ≤ nw(A), and so w(A) ≥ w(O)/n. Since
O −A ∈ m|A, we have w|A(
⋃
SA) ≥ θ · w|A(
⋃
O \A). From identity (8) we then have
w
(⋃
SA ∪A
)
= w(A) + w|A
(⋃
SA
)
≥ w(A) + θ · w|A
(⋃
O \A
)
= (1− θ)w(A) + θ · w
(⋃
O
)
≥
(
1− θ
n
+ θ
)
w
(⋃
O
)
. J
I Corollary 10. For some universal constant C2 and all n ≥ 3, Algorithm Approx(C2/(n2 log n))
has an approximation ratio of at least 1− 1/e.
Proof. Let C2 = 3C1, where C1 is the constant defined in Corollary 6. The corollary implies
that LocalSearch(C2/(n2 log n)) has an approximation ratio of 1−1/e[n−1]−1/3n. Theorem 9
implies that the approximation ratio of Approx(C2/(n2 log n)) is
1
n
+
(
1− 1
n
)(
1− 1
e[n−1]
− 13n
)
≥ 1− 1
e[n−1]
+
1
e[n−1] − 13
n
≥ 1− 1
e
,
using the fact that e[n−1] ≤ e[2] = 3. J
Our final algorithm Approx(C2/(n2 log n)) makes s calls to LocalSearch. Each of these calls
makes at most O(n2 log n) improvements, each taking time O(nsu). The final runtime is
thus O˜(n3s2u).
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Abstract
In this paper, we consider solving the integer linear systems, i.e., given a matrix A ∈ Rm×n, a
vector b ∈ Rm, and a positive integer d, to compute an integer vector x ∈ Dn such that Ax ≥ b,
where m and n denote positive integers, R denotes the set of reals, and D = {0, 1, . . . , d − 1}.
The problem is one of the most fundamental NP-hard problems in computer science.
For the problem, we propose a complexity index η which is based only on the sign pattern
of A. For a real γ, let ILS=(γ) denote the family of the problem instances I with η(I) = γ. We
then show the following trichotomy:
ILS=(γ) is linearly solvable, if γ < 1,
ILS=(γ) is weakly NP-hard and pseudo-polynomially solvable, if γ = 1, and
ILS=(γ) is strongly NP-hard, if γ > 1.
This, for example, includes the existing results that quadratic systems and Horn systems can be
solved in pseudo-polynomial time.
1998 ACM Subject Classification G.2.1 Combinatorics
Keywords and phrases Integer linear system, Sign pattern, Complexity index, TVPI system,
Horn system
Digital Object Identifier 10.4230/LIPIcs.STACS.2012.613
1 Introduction
Integer linear systems
Let A denote a matrix A ∈ Rm×n, b denote a vector b ∈ Rm, where m and n denote positive
integers, and R denote the set of reals. For a positive integer d, let D = {0, 1, . . . , d− 1}. In
this paper, we consider the problem of computing an integer vector x ∈ Dn such that Ax ≥ b,
which we denote by ILS. The ILS problem is one of the most fundamental and important
problems in computer science, and have been studied extensively from both theoretical and
practical points of view [18, 26]. It is known that the ILS problem is strongly NP-hard, and
can be solved in polynomial time, if m or n are bounded by some constant [22], or A is totally
unimodular and b is integral [15]. When A is quadratic (also called TVPI, i.e., each row of A
contains at most two nonzero elements) or Horn (i.e., each row of A contains at most one
positive element), the ILS problem is known to be weakly NP-hard, but it can be solved in
time polynomial in the input length and d, and hence in pseudo-polynomial time [20, 14, 29].
The best known bounds for quadratic and Horn systems require O(md) time [2] and O(n2md)
time, respectively. For unit linear systems, i.e., A ∈ {0,−1,+1}m×n, it is known that the
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problem is still strongly NP-hard, but it can be solved in O(nm) [21] and O(n log n +m)
time [27] if A is in addition quadratic, and can be solved in O(n2m) time [9, 28] if A is in
addition Horn. Finally, for the difference constraint systems, i.e., A ∈ {0,−1,+1}m×n and
each row of A contains one positive element and one negative element, it is known that the
problem is equivalent to the negative cycle detection in network theory and can be solved in
O(nm) [3, 11, 24] and O(
√
nm logC) [12], where C denotes the maximum absolute value of
the negative elements in b.
A complexity index for integer linear systems
In this paper, we introduce a complexity index η for the ILS problem, which sharply
distinguishes between the classes of easy, semi-hard and hard integer linear systems. The
complexity index is based only on the sign pattern of A.
For a real a, its sign is defined as
sgn(a) =

+ (a > 0)
0 (a = 0)
− (a < 0),
(1)
and the sign of a real matrix A ∈ Rm×n is the matrix sgn(A) ∈ {0,−,+}m×n which is
obtained from A by replacing each element by its sign. For example, for a matrix
A =
(
1 −3 0
4 2 −5
)
, (2)
we have
sgn(A) =
(
+ − 0
+ + −
)
. (3)
Given an instance I = (A, b, d) of the ILS problem, the index η(I) is the optimal value of
the following linear programming problem.
min. Z
s.t.
∑
j:sgn(aij)=+ αj +
∑
j:sgn(aij)=−(1− αj) ≤ Z (i = 1, . . . ,m)
0 ≤ αj ≤ 1 (j = 1, . . . , n).
(4)
We note that neither numerical information of A, b nor d is used for our index η(I), and
it depends only on sgn(A), i.e., two problem instances I and I ′ have η(I) = η(I ′) if the
corresponding matrices have the same sign patterns.
The idea of this index originates from the works by Boros et al. [5], which intro-
duced a complexity index for the Boolean satisfiability problem (SAT): Given a CNF
ϕ =
∧m
i=1
(∨
j∈Pi xj ∨
∨
j∈Ni xj
)
of n variables, where Pi, Ni ⊆ {1, 2, . . . , n} with Pi∩Ni = ∅,
determine whether or not ϕ is satisfiable, i.e., whether or not there is x ∈ {0, 1}n such that
ϕ(x) = 1. Their index distinguishes between the classes of easy and hard SAT instances.
We can see that our index is a generalization of theirs to integer linear systems, since the
Boolean satisfiability problem can be represented as integer linear systems with unit matrices
A ∈ {0,−1,+1}m×n.
The results obtained in this paper
For a real γ, let ILS=(γ) denote the family of the problem instances I with η(I) = γ. We
then have the following main result.
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I Theorem 1.1. (1) ILS=(γ) is linearly solvable, if γ < 1,
(2) ILS=(γ) is weakly NP-hard and pseudo-polynomially solvable, if γ = 1, and
(3) ILS=(γ) is strongly NP-hard, if γ > 1.
Here we assume that ILS=(γ) 6= ∅ holds.
We also show that η(I) < 1, = 1, and > 1 can be checked in linear time. This theorem
implies the existing results [2, 14, 29] that quadratic (i.e., TVPI) systems and Horn systems
can be solved in pseudo-polynomial time, since quadratic systems and Horn systems are
included in ILS=(γ) with γ ≤ 1, which will be discussed later.
If we restrict integer linear systems to Boolean satisfiability problem, then Boros et al. [5]
showed that ILS=(γ) is linearly solvable if γ ≤ 1, and ILS=(γ) is strongly NP-hard if γ > 1.
Instead of their result, which partitions the SAT problem into two classes of easy and hard
SAT instances, we partition integer linear systems into three classes of easy, semi-hard and
hard systems.
For unit linear systems, i.e., A ∈ {0,−1,+1}m×n, we have the following result.
I Theorem 1.2. Let A be a unit matrix, i.e., A ∈ {0,−1,+1}m×n. Then we have
(1) ILS=(γ) is polynomially solvable if γ ≤ 1.
(2) ILS=(γ) is strongly NP-hard if γ > 1.
We note that Theorem 1.2 includes polynomial solvability for Horn and quadratic unit
systems [1, 8, 9, 17, 21, 27, 28], and tractability of SAT problem (i.e., the satisfiability
problem for 2-, Horn, renamable Horn, and q-Horn CNFs can be solved in polynomial time)
[10, 13, 23, 4].
We generalize the results above by considering nonconstant γ. More precisely, we regard
γ as a function of the number of variables n and d, and for such γ, let ILS≤(γ) denotes the
family of the problem instances I with η(I) ≤ γ. We have the following results.
I Theorem 1.3. (1) ILS≤(γ) is linearly solvable, if γ < 1.
(2) ILS≤(γ) is weakly NP-hard and pseudo-polynomially solvable, if 1 ≤ γ ≤ 1 + c logd nn for
some constant c > 0.
(3) ILS≤(γ) is strongly NP-hard, if γ ≥ 1 + 1nδ for some constant δ < 1.
I Theorem 1.4. Let A be a unit matrix, i.e., A ∈ {0,−1,+1}m×n. Then we have
(1) ILS≤(γ) is polynomially solvable, if γ ≤ 1 + c logd nn .
(2) ILS≤(γ) is strongly NP-hard, if γ ≥ 1 + 1nδ for some constant δ < 1.
Finally, we mention that there exists a line of research for sign solvability for linear
systems [7, 25], linear programming problem [16], and linear complementarity problem [19].
They mainly study sign patterns of the input data, that always determine sign patterns of
solutions. Their works are motivated by the fact that the input data are uncertain but the
structural properties are preserved in most practical situations. While both their and our
works concern the sign patterns of the input, ours differs from theirs in that our work studies
the integer solutions and does not concern sign patterns of the solutions.
2 Integer linear systems with index smaller than 1
For a given problem instance I = (A, b, d), we denote by (Z,α1, . . . , αn) an optimal solution
of (4). Let V = {1, . . . , n}. In this paper, we assume without loss of generality that each
variable is not redundant, i.e., A contains no column whose elements are all 0, since otherwise
we can fix all redundant variables to 0, for example.
In this section, we consider the case in which η(I) < 1, i.e., Z < 1, and prove (1) in
Theorem 1.3, which implies Theorems 1.1, 1.2, 1.4 when η(I) < 1.
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2.1 The case of η(I) < 1/2
Let us first consider the case in which Z = η(I) < 1/2. Then, there exists no j ∈ V with
αj = 1/2, since otherwise we have Z ≥ 1/2, a contradiction. If αj > 1/2 for some j ∈ V ,
then by Z < 1/2, the j-th column of A is nonpositive. Similarly, αj < 1/2 implies that
the j-th column of A is nonnegative. These imply that Z = 0, αj > 1/2 ⇒ αj = 1, and
αj < 1/2⇒ αj = 0. Therefore, we have the following lemma.
I Lemma 2.1. If Problem (4) has the optimal value Z < 1/2, then we have Z = 0, and
there exists a unique 0-1 optimal solution for (4).
Moreover, η(I) < 1/2 (and hence η(I) = 0) holds if and only if each column of A is either
nonnegative or nonpositive. Let y be a n-dimensional vector such that yj = d − 1 if j-th
column of A is nonnegative, and 0, otherwise (i.e., if j-th column of A is nonpositive). Then
it is not difficult to see that there exists a vector x ∈ Dn with Ax ≥ b if and only if y satisfies
Ay ≥ b. These lead to the following lemma.
I Lemma 2.2. Let I = (A, b, d) be a problem instance. Then we can check whether η(I) < 1/2
in linear time, and if so, the problem can be solved in linear time.
2.2 The case of η(I) = 1/2
We next consider the case in which Z = η(I) = 1/2.
If αj > 1/2 (resp., αj < 1/2) for some j ∈ V , then Z = 1/2 implies that the j-th column
of A is nonpositive (resp., nonnegative). Define a vector α∗ ∈ Rn by α∗j = 1 if the j-th
column of A is nonpositive, 0 if the j-th column of A is nonnegative, and 1/2, otherwise.
Then we can see that this α∗ is also an optimal solution of (4).
I Lemma 2.3. If Problem (4) has the optimal value Z = 1/2, then it has a half-integral
optimal solution.
Moreover, α∗j = 1/2 if and only if the j-th column of A contains both positive and
negative elements, and if aij 6= 0 for such j, then the i-th row of A contains no nonzero
element aik with k 6= j and α∗k = 1/2. Let us fix xj = 0 for all j ∈ V with α∗j = 1, and
xj = d − 1 for all j ∈ V with α∗j = 0. Then each inequality of the resulting integer linear
system contains at most one variable, and hence it can be easily solved.
I Lemma 2.4. Let I = (A, b, d) be a problem instance. Then we can check whether η(I) = 1/2
in linear time, and if so, the problem can be solved in linear time.
2.3 The case of 1/2 < η(I) < 1
In this section, we consider the case in which 1/2 < Z = η(I) < 1. Note that in this
case Problem (4) might have no (half-)integral optimal solution. For example, let A be a
(n+ 1) × n matrix such that aij = −1 if i = j, 1 if i = n+ 1, and 0 otherwise. Then the
problem has a unique optimal solution Z = nn+1 and αj =
1
n+1 for all j.
For a subset S ⊂ R, let VS = {j ∈ V | αj ∈ S}. For two reals a and b with a < b,
[a, b) = {z ∈ R | a ≤ z < b}, (a, b] = {z ∈ R | a < z ≤ b} and [a, b] = {z ∈ R | a ≤ z ≤ b}.
Let ε be a positive number that satisfies Z ≤ 1− ε and 2kε = 1 for some integer k, where we
note that ε might depend on m and n. We then partition [0, 1] into 2k + 1 sets
[0, 1] =
k⋃
`=1
[(`− 1)ε, `ε) ∪ {1/2} ∪
k⋃
`=1
(1− `ε, 1− (`− 1)ε]. (5)
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For i = 1, 2, . . . ,m, let Pi = {j ∈ V | aij > 0} and Ni = {j ∈ V | aij < 0}. Then we have
the following properties.
I Lemma 2.5. Let I = (A, b, d) be a problem instance with 1/2 < η(I) < 1, and let ε be
defined as above. Then
(i) V(1−ε,1] ∩ Pi = ∅ and V[0,ε) ∩Ni = ∅ hold for all i = 1, 2, . . . ,m.
(ii) If j ∈ V(1−(`+1)ε,1−`ε] ∩ Pi for some ` = 1, 2, . . . , k and i = 1, 2, . . . ,m, then we have
Pi − {j} ⊆ V[0,`ε) and Ni ⊆ V(1−`ε,1].
(iii) If j ∈ V[`ε,(`+1)ε) ∩ Ni for some ` = 1, 2, . . . , k and i = 1, 2, . . . ,m, then we have
Pi ⊆ V[0,`ε) and Ni − {j} ⊆ V(1−`ε,1].
Proof. (i), (ii), and (iii) follow from Z ≤ 1− ε. J
By (i) in Lemma 2.5, if j ∈ V(1−ε,1], then the j-th column of A is nonpositive, and hence
we can fix xj = 0. Similarly, if j ∈ V[0,ε), then the j-th column of A is nonnegative, and
hence we can fix xj = d − 1. After fixing variables in V(1−ε,1] ∪ V[0,ε), if aij > 0 for some
j ∈ V(1−2ε,1−ε], then (ii) in Lemma 2.5 implies that the i-th inequality of the resulting
system contains only one variable xj . By solving such inequalities, we have a lower bound
xj ≥ pj (∈ D). Since all the other inequalities have aij ≤ 0, we can fix xj = pj . Similarly,
if aij < 0 for some j ∈ V[ε,2ε), then (iii) in Lemma 2.5 implies that the i-th inequality of
the resulting system contains only one variable xj . By solving such inequalities, we have
an upper bound xj ≤ pj (∈ D). Since all the other inequalities have aij ≥ 0, we can fix
xj = pj . By repeatedly applying this argument to variables in V(1−(`+1)ε,1−`ε] and V[`ε,(`+1)ε)
for ` = 2, 3, . . . k, we can fix all the variables in V \ V{1/2}. Note that by (ii) and (iii) in
Lemma 2.5, each inequality of the resulting system consists of at most one variable. Hence
we can solve it in linear time.
Formally, we describe the algorithm in Algorithm 2.7. We note that the algorithm uses
no information of (Z,α1, . . . , αn) of (4).
We remark that if the algorithm above solved the integer linear system, then we have
η(I) < 1. Since we can check whether η(I) ≤ 1/2 in linear time by Lemmas 2.2 and 2.4, we
have the following result.
I Lemma 2.6. Let I = (A, b, d) be a problem instance. Then we can check whether 1/2 <
η(I) < 1 in linear time, and if so, the problem can be solved in linear time.
By combining Lemmas 2.2, 2.4, and 2.6, we have (1) in Theorem 1.3.
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I Algorithm 2.7.
Step 1.
for 1 ≤ j ≤ n do
if j-th column of A is nonpositive then xj := 0
else if j-th column of A is nonnegative then xj := d− 1
end if
end for
if the resulting system has an inconsistent inequality (with no variable) then output
“infeasible” and halt
else remove inequalities with no variable from the system
end if
Step 2.
while the resulting system has j ∈ V such that aij′ = 0 for all i and j′ with aij > 0 and
j′ 6= j do
compute a lower bound xj ≥ p by solving inequalities in {i | aij > 0}
if p ≤ d then xj := max{dpe, 0}
else output “infeasible” and halt
end if
if the resulting system has an inconsistent inequality (with no variable) then output
“infeasible” and halt
else remove inequalities with no variable from the system
end if
end while
Step 3.
while the resulting system has j ∈ V such that aij′ = 0 for all i and j′ with aij < 0 and
j′ 6= j do
compute an upper bound xj ≤ p by solving inequalities in {i | aij < 0}
if p ≥ 0 then xj := min{bpc, d− 1}
else output “infeasible” and halt
end if
if the resulting system has an inconsistent inequality (with no variable) then output
“infeasible” and halt
else remove inequalities with no variable from the system
end if
end while
Step 4. /* Note that each inequalities of the resulting system has exactly one variable.*/
Solve the resulting system.
It is not difficult to see that the algorithm 2.7 above can be implemented in linear time
in the input length and the number of nonzero elements of A.
3 Integer linear systems with index 1
In this section, we assume that integer linear systems have index 1, and prove Theorems 1.1
and 1.2 for this case.
Let (Z,α1, . . . , αn) be an optimal solution of (4). Then we note that |Pi ∩ V(1/2,1]| ≤
1, |Ni ∩ V[0,1/2)| ≤ 1, and |(Pi ∪ Ni) ∩ V{1/2}| ≤ 2 holds for all i = 1, 2, . . .m, since
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otherwise we have Z > 1, a contradiction. Moreover, (Pi ∪ Ni) ∩ V{1/2} 6= ∅ implies
Pi ∩ V(1/2,1], Ni ∩ V[0,1/2) = ∅, which again follows from Z = 1. Define a vector α∗ ∈ Rn by
α∗j = 0 if αj < 1/2, α∗j = 1/2 if αj = 1/2, and α∗j = 1, otherwise (i.e., if αj > 1/2). It is not
difficult to see that α∗ is also an optimal solution of (4).
I Lemma 3.1 ([5]). If Problem (4) has the optimal value Z = 1, then it has a half-integral
optimal solution.
Moreover, such a solution can be computed in linear time.
I Lemma 3.2 ([6]). We can decide whether Problem (4) has the optimal value Z = 1 in
linear time, and if so, we can compute a half-integral optimal solution in linear time.
Let α ∈ {0, 1/2, 1}n denote an optimal solution of Problem (4). To make discussion clear,
we may assume α ∈ {1/2, 1}n without loss of generality. To see this, assume that αj = 0
holds for some j. We then replace the variable xj to a new variable x′j (= d− 1− xj), i.e.,
we substitute xj := d− 1− x′j in the system. It is not difficult to see that the feasibility of
the original integer linear system is equivalent to the one of the resulting system. Since the
coefficient matrix of the resulting system differs A only by the sign of the j-th column of
matrix A, we have a half-integral optimal solution with αj = 1 for the new LP problem (4).
By replacing all variables j with αj = 0, we have the integer linear system such that problem
(4) has an optimal solution α ∈ {1/2, 1}n. We remark that this replacement can be done in
linear time.
Let Q = V{1/2} and H = V{1}. By α ∈ {1/2, 1}n, V can be partitioned into Q and H:
V = Q ∪H. (6)
Then by the discussion at the beginning of this section, we have the following properties.
I Lemma 3.3 (QH-partition [5]). A partition V = Q ∪ H satisfies the following three
conditions:
(a) Each row i of A contains at most two nonzero elements aij with j ∈ Q. Or equivalently,
|(Pi ∪Ni) ∩Q| ≤ 2 holds for all i = 1, 2, . . . ,m.
(b) Each row i of A contains at most one positive element aij with j ∈ H. Or equivalently,
|Pi ∩H| ≤ 1 holds for all i = 1, 2, . . . ,m.
(c) If row i of A contains a positive element aij with j ∈ H, then the elements aik with k ∈ Q
are all zeros. Or equivalently, Pi ∩H 6= ∅ ⇒ (Pi ∪Ni) ∩Q = ∅ for all i = 1, 2, . . . ,m.
For a QH-partition of V , let S denote the set of rows i of A such that aij = 0 for all
j ∈ Q. Let A[S,H] denote the submatrix of A whose row and column sets are S and H,
respectively, and let bH and xH respectively denote the restriction of b and x to H . Then by
Lemma 3.3 (a), linear system A[S,H]xH ≥ bH is Horn, i.e., each row of A[S,H] contains at
most one positive element. It is known that any Horn system has a unique minimal solution
if it is feasible. Let x∗H ∈ DH be such a solution for A[S,H]xH ≥ bH . Since Lemma 3.3
(c) implies that any element aij with i 6∈ S and j ∈ H is nonpositive, we can see that the
original integer linear system is feasible if and only if so is the system obtained from it by
substituting xH = x∗H . Thus we consider the system obtained by fixing xH = x∗H . Since the
resulting system is quadratic (i.e., each row contains at most two nonzero elements), we can
solve it, for example, by the algorithm proposed in [14]. We summarize this algorithm in
Algorithm 3.4.
STACS’12
620 Trichotomy for Integer Linear Systems Based on Their Sign Patterns
I Algorithm 3.4.
Step 1.
Compute a QH-partition of V
Step 2.
if the integer linear system xH ∈ DH and A[S,H]xH ≥ bH is infeasible then output
“infeasible” and halt
else compute a unique minimal solution x∗H ∈ DH of the system and substitue xH := x∗H
end if
Step 3.
if the resulting system is infeasible then output “infeasible” and halt
else compute an integer solution x∗Q ∈ DQ of the resulting system, and output the vector
(x∗H , x∗Q) and halt
end if
I Lemma 3.5. Algorithm 3.4 solves the integer linear system with index 1 in time polynomial
in n, m and d.
Proof. Since the correctness of algorithm 3.4 follows from the discussion before the description
of the algorithm, we discuss its time complexity only.
By [6], Step 1 can be executed in linear time. Steps 2 and 3 can be done in polynomial
time in n, m, and d [29, 14]. Therefore, in total, the algorithm requires polynomial time in
n, m, and d. J
I Lemma 3.6. For unit matrix A, Algorithm 3.4 solves the integer linear system with index
1 in polynomial time.
Proof. The lemma follows from the fact that Horn and quadratic integer linear systems are
solvable in polynomial time, if A is unit [8, 17]. J
We next show the weak NP-hardness of the problem.
I Lemma 3.7. ILS=(1) is weakly NP-hard.
Proof. It is known [20] that solving Horn or quadratic system is weakly NP-hard. We show
that Horn and quadratic systems both have index at most 1. Since the integer linear system
with index less than 1 is solvable in linear time, this proves the lemma.
Let I = (A, b, d) be a Horn system. Then we assign all the variables αj to 1. Since each
row of A contains at most one positive element, we have η(I) ≤ 1. On the other hand if I is
quadratic, then by assigning all the variables αj to 1/2, we have η(I) ≤ 1, since each row of
A contains at most two nonzero elements. J
4 Integer linear systems with index η with 1 < η ≤ 1 + c logd n
n
In this section, we consider the case in which 1 < η(I) ≤ 1 + c logd nn , and complete the proof
of (2) in Theorem 1.3 and (1) in Theorem 1.4. Our positive results can be regarded as
generalizations of the ones for ILS=(1).
A partition of V into Q, H, and Y , i.e., V = Q ∪H ∪ Y is called QHY -partition, if Q
and H satisfy all the conditions in Lemma 3.3.
If we have a QHY -partition with small Y , then the integer linear system can be solved
by assigning all possible assignments to variables in Y . For this purpose, we make use of the
following result.
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I Lemma 4.1 ([5]). A QHY -partition with |Y | < 6n(η(I)−1) can be computed in polynomial
time.
By using this lemma, if γ is a function of n with γ ≤ 1 + c logd nn , then we have a
QHY -partition with |Y | ≤ 6c logd n. Note that each of the d|Y | assignments to the variables
of Y produces a problem instance I∗ with η(I∗) ≤ 1. Each such instance is solvable in
pseudo-polynomial time by Lemma 3.5, and if A is unit, it is solved in polynomial time by
Lemma 3.6. Moreover, since d|Y | ≤ n6c, we have that the integer linear systems can be solved
in pseudo-polynomial time if the system has index at most 1 + c logd nn for some constant c,
and in polynomial time if the system is in addition unit.
5 Strong NP-hardness for integer linear systems
In this section, we show the strong NP-hardness for the integer linear systems, i.e., we prove
(2) in Theorems 1.2 and 1.4, which implies (3) in Theorems 1.1 and 1.3.
We first show that ILS≤(γ) is NP-hard, if γ ≥ 1 + 1nδ for some constant δ < 1. To do
this, we reduce the Boolean satisfiability problem (SAT) to our problem.
Given a CNF ϕ =
∧m
i=1
(∨
j∈Pi xj ∨
∨
j∈Ni xj
)
, we construct an integer linear system as
follows:
∑
j∈Pi xj +
∑
j∈Ni(1− xj) ≥ 1 (i = 1, . . . ,m)
x ∈ {0, 1}n. (7)
Namely, A is a matrix defined by
aij =

1 j ∈ Pi
−1 j ∈ Ni
0 otherwise,
(8)
b is a vector defined by
bi = 1− |Ni| (i = 1, . . . ,m), (9)
and d = 2.
It is not difficult to see that ϕ is satisfiable if and only if there exists a x ∈ Dn such that
Ax ≥ b. Since this reduction is polynomial, solving the integer linear system is in general
NP-hard. Moreover, as mentioned in the introduction, our index η is a generalization of the
complexity index of SAT defined by Boros et al. [5].
I Lemma 5.1. Let Z(ϕ) denote the complexity index of CNF ϕ defined in [5], and η(I)
denote the complexity index of the integer linear system defined as (7). Then we have
Z(ϕ) = η(I).
We now refer the following theorem due to Boros et al. [5], where SAT(γ) denotes the
set of instances ϕ of SAT such that Z(ϕ) ≤ γ.
I Theorem 5.2 ([5]). SAT(γ) is strongly NP-hard, if γ ≥ 1 + 1
nδ
for some constant δ < 1.
By combining Theorem 5.2 with Lemma 5.1, we have the following result.
I Lemma 5.3. Let γ be a function of n such that γ ≥ 1+ 1
nδ
for some constant δ < 1. Then
ILS≤(γ) is strongly NP-hard, even if A is unit.
STACS’12
622 Trichotomy for Integer Linear Systems Based on Their Sign Patterns
Note that Lemma 5.3 implies that for any constant γ > 1, ILS≤(γ) is NP-hard, even if A
is unit. In order to show (2) in Theorems 1.2, we consider the following simple reduction.
Let A (resp., A′) be a unit m× n (resp., m′ × n′) matrix with the optimal value γ (resp.,
γ′) of (4). Consider the following integer linear system:(
A 0
0 A′
)(
x
x′
)
≥
(
0
b′
)
,
where 0 denote a zero matrix (or vector) of appropriate size, and b′ denote a vector in Rm′ .
We can see that this system has a solution if and only if A′x′ ≥ b′ has a solution, since x = 0
clearly satisfies Ax ≥ 0. If we choose A′x′ ≥ b′ from strongly NP-hard instances with γ′ ≤ γ,
we have the following results.
I Lemma 5.4. Let γ be a constant with γ > 1 and ILS=(γ) 6= ∅. Then ILS=(γ) is strongly
NP-hard, even if A is unit.
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Abstract
We consider a natural generalization of the classical pattern matching problem: given com-
pressed representations of a pattern p[1 . .M ] and a text t[1 . . N ] of sizes m and n, respectively,
does p occur in t? We develop an optimal linear time solution for the case when p and t are
compressed using the LZW method. This improves the previously known O((n+m) log(n+m))
time solution of G ,asieniec and Rytter [11], and essentially closes the line of research devoted
to studying LZW-compressed exact pattern matching.
1998 ACM Subject Classication F.2.2 Nonnumerical Algorithms and Problems
Keywords and phrases pattern matching, compression, Lempel-Ziv-Welch
Digital Object Identier 10.4230/LIPIcs.STACS.2012.624
1 Introduction
One of the most natural problems concerning processing information is pattern matching, in
which we are given a pattern p[1 . .M ] and a text t[1 . . N ], and have to check if there is an
occurrence of p in t. Although many very ecient (both from a purely theoretical and more
practically oriented point of view) solutions to this problem are known [16, 8, 13, 9, 5, 4],
most data is archived and stored in a compressed form. This suggest an intriguing research
direction: if the text, or both the pattern and the text, are given in their compressed
representations, do we really need to decompress them in order to detect an occurrence? If
just the text is compressed, this is the compressed pattern matching problem. For Lempel-
Ziv-Welch compression, used for example in Unix compress utility and GIF images, Amir et
al. introduced two algorithms with respective time complexities O(n+M2) and O(n logM +
M) [1], where n is the compressed size of the text. The pattern preprocessing time was then
improved [14] to get O(n+M1+) time complexity. In a recent paper [12] we proved that in
fact a O(n+M) solution is possible, as long as the alphabet consists of integers which can be
sorted in linear time. A more general problem is the fully compressed pattern matching, where
both the text and the pattern are compressed. This problem seems to be substantially more
involved than compressed pattern matching, as we cannot aord to perform any preprocessing
for every possible prex/sux of the pattern, and such preprocessing is a vital ingredient
of any ecient pattern matching algorithm known to the author. Nevertheless, G ,asieniec
and Rytter [11] developed a O((n+m) log(n+m)) time algorithm for this problem, where
n and m are the compressed sizes of the text and the pattern, respectively.
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In this paper we show that in fact an optimal linear time solution is possible for fully
LZW-compressed pattern matching. The starting point of our algorithm is the O(n+M)
time algorithm [12]. Of course we cannot aord to use it directly as M might be of order m2.
Nevertheless, we can apply the method to a few carefully chosen fragments of the pattern.
Then, using those fragments we try to prune the set of possible occurrences, and verify them
all at once by a combined usage of the so-called PREF function and iterative compression of
the (compressed) pattern similar to the method of [11]. The chosen fragments correspond to
the most complicated part of the pattern, in a certain sense. If there is no such part, we
observe that the pattern is periodic, and a modication of the algorithm from [12] can be
applied. To state this modication, and prove its properties, we briey review the algorithm
from [12] in the next section. While the modication itself might seem simple, we would like
to point out that it is nontrivial, and we need quite a few additional ideas in order to get the
result.
2 Preliminaries
We consider strings over nite alphabet Σ (which consists of integers which can be sorted
in linear time, namely Σ = {1, 2, . . . , (n + m)c}) given in a Lempel-Ziv-Welch compressed
form, where a string is represented as a sequence of codewords. Each codeword is either a
single letter or a previously occurring codeword concatenated with a single character. This
additional character is not given explicitly: we dene it as the rst character of the next
codeword, and initialize the set of codewords to contain all single characters in the very
beginning. The resulting compression method enjoys a particularly simple encoding/decoding
process, but unfortunately requires outputting at least Ω(
√
N) codewords (so, for example,
we are not able to achieve an exponential compression possible in the general Lempel-Ziv
method). Still, its simplicity and good compression ratio achieved on real life instances
make it an interesting model to work with. For the rest of the paper we will use LZW when
referring to Lempel-Ziv-Welch compression.
We are interested in a variation of the classical pattern matching problem: given a pattern
p[1 . .M ] and a text t[1 . . N ], does p occur in t? We assume that both p and t are given in
LZW compressed forms of size m and n, respectively, and wish to achieve a running time
depending on the size of the compressed representation n+m, not on the original lengths N
and M . If the pattern does occur in the text, we would like to get the position of its rst
occurrence. We call such problem the fully compressed pattern matching.
A closely related problem is the compressed pattern matching, where we aim to detect the
rst occurrence of an uncompressed pattern in a compressed text. In a previous paper [12],
we proved that this problem can be solved in deterministic linear time. This O(n+M) time
algorithm will be our starting point. Of course we cannot directly apply it as M might be of
order m2. Nevertheless, a modied version of this solution will be one of our basic building
bricks. In order to state the modication and prove its correctness we briey review the
idea behind the original algorithm in the remaining part of this section. First we need a few
auxiliary lemmas. A period of a word w is an integer 0 < d ≤ |w| such that w[i] = w[i+ d]
whenever both letters are dened.
I Lemma 1 (Periodicity lemma). If both d and d′ are periods of w, and d+d′ ≤ |w|+gcd(d, d′),
then gcd(d, d′) is a period as well.
Using any linear time sux array construction algorithm and fast LCA queries [2] we get
the following.
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I Lemma 2. Pattern p can be preprocessed in linear time so that given any two fragments
p[i . . i+ k] and p[j . . j + k] we can nd their longest common prex (sux) in constant time.
I Lemma 3. Pattern p can be preprocessed in linear time so that given any fragment p[i . . j]
we can nd its longest prex which is a sux of the whole pattern in constant time, assuming
we know the (explicit or implicit) vertex corresponding to p[i . . j] in the sux tree.
A border of a word w is an integer 0 ≤ b < |w| such that w[1 . . b] = w[|w| − b+ 1 . . |w|].
The longest border is usually called the border (similarly, the shortest period is called the
period). By applying the preprocessing from the Knuth-Morris-Pratt algorithm for both the
pattern and the reversed pattern we get the following.
I Lemma 4. Pattern p can be preprocessed in linear time so that we can nd the border of
each its prex (sux) in constant time.
A snippet is any substring (factor) p[i . . j] of the pattern, represented as a pair of integers
(i, j). If i = 1 we call it a prex snippet, and if j = |p| a sux snippet. An extended snippet is
a snippet for which we also store the corresponding vertex in the sux tree (built for the
pattern) and the longest sux which is a prex of the pattern. A sequence of snippets is a
concatenation of a number of substrings of the pattern.
A high-level idea behind the linear time LZW-compressed pattern matching is to rst
reduce the problem to pattern matching in a sequence of extended snippets. It turns out
that if the alphabet is of constant size, the reduction can be almost trivially performed in
linear time, and for polynomial size integer alphabets we can apply more sophisticated tools
to get the same complexity. Then we focus on pattern matching in a sequence of snippets.
The idea is to simulate the well-known Knuth-Morris-Pratt algorithm while operating on
whole snippets instead of single characters using Lemma 5 and Lemma 6.
I Lemma 5. Given a prex snippet and a sux snippet we can detect an occurrence of the
pattern in their concatenation in constant time.
I Lemma 6. Given a prex snippet p[1 . . i] and a snippet p[j . . k] we can nd the longest
long border b of p[1 . . i] such that p[1 . . b]p[j . . k] is a prex of the whole p in constant time,
where a long border is b ≥ i2 such that p[1 . . b] = p[i− b+ 1 . . i].
During the simulation we might create some new snippets, but they will be always either
prex snippets or half snippets of the form p[ i2 . . i]. All information required to make those
snippets extended can be precomputed in a relatively straightforward way using O(M) time.
The running time of the resulting procedure is as much as Θ(n logM), though. To
accelerate it we try to detect situations when there is a long snippet near the beginning of
the sequence, and apply Lemma 7 and Lemma 8 to quickly process all snippets on its left.
I Lemma 7. Given a sequence of extended snippets s1s2 . . . si such that |si| ≥ 2
∑
j<i |sj |,
we can detect an occurrence of p in s1s2 . . . si in time O(i).
I Lemma 8. Given a sequence of extended snippets s1s2 . . . si such that |si| ≥ 2
∑
j<i |sj |,
we can compute the longest prex of p which is a sux of s1s2 . . . si in time O(i).
After such modication the algorithm works in linear time, which can be shown by
dening a potential function depending just on the lengths of the snippets, see the original
paper.
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3 Overview of the algorithm
Our goal is to detect an occurrence of a pattern p[1 . .M ] in a given text t[1 . . N ], where p and t
are described by a Lempel-Ziv-Welch parse of size m and n, respectively. The diculty here is
rather clear: M might be of order m2, and hence looking at each possible prex or sux of the
pattern would imply a quadratic (or higher) total complexity. As most ecient uncompressed
pattern algorithms are based on a more or less involved preprocessing concerning all prexes
or suxes, such quadratic behavior seems dicult to avoid. Nevertheless, we can try to
use the following reasoning here: either the pattern is really complicated, and then m is
very similar to M , hence we can use the linear compressed pattern matching algorithm
sketched in the previous section, or it is in some sense repetitive, and we can hope to speedup
the preprocessing by building on this repetitiveness. In this section we give a high level
formalization of this intuition.
We will try to process whole codewords at once. To this aim we need the following
technical lemma which allows us to compare large chunks of the text (or the pattern) in
a single step. It follows from the linear time construction of the so-called sux tree of a
tree [17] and constant time LCA queries [2].
I Lemma 9. It is possible to preprocess in linear time a LZW parse of a text over an alphabet
consisting of integers which can be sorted in linear time so that given any two codewords we
can compute their longest common sux in constant time.
We defer its proof to Section 6 as it is not really necessary to understand the whole idea.
As an obvious corollary, given two codewords we can check if the shorter is a sux of the
longer in constant time.
In the very beginning we reverse both the pattern and the text. This is necessary because
the above lemma tells how to compute the longest common sux, and we would actually
like to compute the longest common prex. The only way we will access the characters of
both the pattern and the text is either through computing the longest common prex of two
reversed codewords, or retrieving a specied character of a reversed codeword (which can
be performed in constant time using level ancestor queries), hence the input can be safely
reversed without worrying that it will make working with it more complicated. We call those
reversed codewords blocks. Note that all suxes of a block are valid blocks as well.
We start with classifying all possible patterns into two types. Note that this classication
depends on both m (size of the compressed pattern) and n (size of the compressed texts)
which might seem a little unintuitive.
I Denition 10. A kernel of the pattern is any (uncompressed) substring of length n+m
such that its border is less than n+m2 . A kernel decomposition of the pattern is its prex
with period at most n+m2 followed by a kernel.
Note that the distance between two occurrences of such substring must be at least n+m2 ,
and hence a kernel occurs at most 2m times in the pattern and 2n times in the text. It might
happen that there is no kernel, or in other words all relatively short fragments are highly
repetitive. In such case the whole pattern turns out to be highly repetitive.
I Lemma 11. The pattern either has a kernel decomposition or its period is at most n+m2 .
Moreover, those two situations can be distinguished in linear time, and if a decomposition
exists it can be found with the same complexity.
Proof. We start with decompressing the prex of length n+m. If its period d is at least
n+m
2 , we can return it as a kernel. Otherwise we compute the longest common prex of the
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pattern and the pattern shifted by d characters (or, in other words, we compute how far the
period extends in the whole pattern). This can be performed using at most 2(n+m) queries
described in Lemma 9 (note that being able to check if one block is a prex of another would
be enough to get a linear total complexity here, as we can rst identify the longest prex
consisting of whole blocks in both words and then inspect the remaining at most min(n,m)
characters naively). If d is the period of the whole pattern, we are done. Otherwise we
identied a substring s of length n+m followed by a character a such that the period of s is at
most d ≤ n+m−12 but the period of sa is dierent (larger). We remove the rst character of s
and get s′. Let d′ be the period of s′a. If d′ ≥ n+m2 , s′a is a kernel. Otherwise d, d′ ≤ n+m−12
are both periods of s′, and hence by Lemma 1 they are both multiplies of the period of s′.
Let b be the character such that d is a period of s′b (note that a 6= b). Because d is a period
of s′b, s′[|s′|+ 1− d] = b. Similarly, because d′ is a period of s′a, s′[|s′|+ 1− d′] = a. Hence
s′[|s′|+ 1− d] 6= s′[|s′|+ 1− d′], and because (|s′|+ 1− d)− (|s′|+ 1− d′) is a multiple of the
period of s′ we get a contradiction. Note that the prex before s′a is periodic with period
d ≤ n+m2 by the construction. J
If the pattern turns out to be repetitive, we try to apply the algorithm described in the
preliminaries. The intuition is that while we required a certain preprocessing of the whole
pattern, when its period is d it is enough to preprocess just its prex of length O(d). This
intuition is formalized in Section 4. If the pattern has a kernel, we use it to identify O(n)
potential occurrences, which we then manage to verify eciently. The verication uses a
similar idea to the one from Lemma 9 but unfortunately it turns out that we need to somehow
compress the pattern during the verication as to keep the running time linear. The details
of this part are given in Section 5.
4 Detecting occurrence of a periodic pattern
If the pattern is periodic, we would like to somehow use this periodicity so that we do not
have to preprocess the whole pattern (i.e., build the sux tree, LCA structure, compute the
borders of all prexes and suxes, and so on). It seems reasonable that preprocessing just
the rst few repetitions of the period should be enough. More precisely, we will decompress a
suciently long prex of p and compute some of its occurrences inside the text. To compute
those occurrences we apply a fairly simple modication of Levered-pattern-matching
(see [12]) called Lazy-levered-pattern-matching. The pseudocode of the modied
version can be seen below.
First observe that both Lemma 5 and Lemma 7 can be modied in a straightforward
way so that we get the leftmost occurrence, if any exists. The original procedure quits as
soon as it detects that the pattern occurs. We would like it to proceed so that we get more
than one occurrence, though. A naive solution would be to simply continue, but then the
following situation could happen: both ` and |sk| are very close to m, the pattern occurs
both in the very beginning of p[1 . . `]sk and somewhere close to the boundary between the
two parts, and the longest sux of the concatenation which is a prex of the pattern is very
short. Then we would detect just the rst occurrence, and for some reasons that will be clear
in the proof of Lemma 15 this is not enough. Hence whenever there is an occurrence in the
concatenation, we skip just the rst half of p[1 . . `] and continue, see lines 11-14. This is the
only change in the algorithm.
While Lazy-levered-pattern-matching is not capable of generating all occurrences
in some cases, it will always detect a lot of them, in a certain sense. This is formalized in the
following lemma.
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Algorithm 1 Lazy-levered-pattern-matching(s1, s2, . . . , sn)
1: `← longest prex of p ending s1 . Lemma 3
2: k ← 2
3: while k ≤ n and `+∑ni=k |si| ≥M do
4: choose t ≥ k minimizing |sk|+ |sk+1|+ . . .+ |st−1| − |st|2
5: if `+ |sk|+ |sk+1|+ . . .+ |st−1| ≤ |st|2 then
6: output the rst occurrence of p in p[1 . . `]sksk+1 . . . st, if any . Lemma 7
7: `← longest prex of p ending p[1 . . `]sksk+1 . . . st . Lemma 8
8: k ← t+ 1
9: else
10: output the rst occurrence of p in p[1 . . `]sk, if any . Lemma 5
11: if p occurs in p[1 . . `]sk then
12: `← longest prex of p ending p[⌈ `2⌉ . . `]
13: continue
14: end if
15: if p[1 . . `]sk is a prex of p then
16: `← `+ |sk|
17: k ← k + 1
18: continue
19: end if
20: b← longest long border of p[1 . . `] s.t. p[1 . . b]sk is a prex of p . Lemma 6
21: if b is undened then
22: `← longest prex of p ending p[⌈ `2⌉ . . `]
23: continue
24: end if
25: `← b+ |sk|
26: k ← k + 1
27: end if
28: end while
I Lemma 12. If the pattern of length M occurs starting at the i-th character, Lazy-levered-
pattern-matching detects at least one occurrence starting at the j-th character for some
j ∈ {i− M2 , i− M2 + 1, . . . , i}.
Proof. There are just two places where we can lose a potential occurrence: line 7 and 12.
More precisely, it is possible that we output an occurrence and then skip a few others. We
would like to prove that the occurrences we skip are quite close to the occurrences we output.
We consider the two problematic lines separately.
line 7 st is a lever, so ` + |s1| + . . . + |st| ≤ 32M . Hence the distance between any two
occurrences of the pattern inside p[1 . . `]sksk+1 . . . st is at most M2 . We output the rst
of them, and so can safely ignore the remaining ones.
line 12 If there is an occurrence, we remove the rst half of p[1 . . `] and might skip some
other occurrences starting there. If the rst occurrence starts later, we will not skip
anything. Otherwise we output the rst occurrence starting in p[1 . . `2 ], and if there is
any other occurrence starting there, their distance is at most `2 ≤ M2 , hence we can safely
ignore the latter.
J
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I Lemma 13. Lazy-levered-pattern-matching can be implemented to work in time
O(n) and use O(M) additional memory.
Proof. The proof is almost the same as in [12]. The only dierence as far as the running
time is concerned is line 12. By removing the rst half of p[1 . . `] we either decrease the
current potential by 1 or create a lever and thus can amortize the constant time used to
locate the rst occurrence of the pattern inside p[1 . . `]sk. J
Note that Lazy-levered-pattern-matching works with a sequence of snippets. By
rst applying the preprocessing mentioned in the preliminaries we can use it to compute a
small set which approximates all occurrences in a compressed text.
I Lemma 14. Lazy-levered-pattern-matching can be used to compute a set S of
O(n) occurrences of an uncompressed pattern of length M ≥ n in a compressed text such
that whenever there is an occurrence starting at the i-th character, S contains j from
{i− M2 , i− M2 + 1, . . . , i}.
Proof. As mentioned in the preliminaries, we can reduce compressed pattern matching to
pattern matching in a sequence of snippets in linear time. Because M ≥ n, the preprocessing
does not produce any occurrences yet. Then we apply Lazy-levered-pattern-matching.
Because its running time is linear by Lemma 13, it cannot nd more than O(n + M)
occurrences. A closer look at the analysis shows that the number of occurrences produced
can be bounded by the potentials of all sequences created during the initial preprocessing
phase, which as shown in [12] is at most O(n). J
Now it turns out that if the pattern is compressed but highly periodic, the occurrences
found in linear time by the above lemma applied to a suciently long prex of p are enough
to detect an occurrence of the whole pattern.
I Lemma 15. Fully compressed pattern matching can be solved in linear time if the period
of the pattern is at most n+m2 . Furthermore, given a set of r potential occurrences we can
verify all of them in O(n+m+ r) time.
Proof. We build the shortest prex p[1 . . αd] of the pattern such that αd ≥ n+m, where
d ≤ n+m2 is the period of the whole pattern. Observe that αd ≤ 32 (n+m) and hence we can
aord to store this prex in an uncompressed form. By Lemma 14 we construct a set S of O(n)
occurrences of p[1 . . αd] such that for any other occurrence starting at the i-th character there
exists j ∈ S such that 0 ≤ i− j ≤ αd2 ≤ 32 (n+m). We partition the elements in S according
to their remainders modulo d so that St = {j ∈ S : j ≡ t (mod d)} and consider each St
separately. Note that we can easily ensure that its elements are sorted by either applying
radix sort to the whole S or simply observing that Lazy-levered-pattern-matching
generate the occurrences from left to right.
We split St into maximal groups of consecutive elements x1 < x2 < . . . < xk such that
xi+1 ≤ xi + αd2 , which clearly can be performed in linear time with a single left-to-right
sweep. Each such group actually corresponds to a fragment starting at the x1-th character
and ending at the (xk + αd − 1)-th character which is a power of p[1 . . d]. This is almost
enough to detect an occurrence of the whole pattern. If the fragment is suciently long,
we get an occurrence. In some cases this is not enough to detect the occurrence because
we might be required to extend the period to the right as to make sucient space for the
whole pattern. Fortunately, it is impossible to repeat p[1 . . d] more than 32α times starting at
the xk character, as otherwise we would have another xk+1 ∈ St which we might have used
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to extend the group. Hence to compute how far the period extends it would be enough to
align p[1 . . αd]p[1 . . αd2 ] starting at the xk character and compute the rst mismatch with the
text. We can assume that all suxes of p[1 . . αd] are blocks with just a linear increase in the
problem size, and hence we can apply Lemma 9 to preprocess the input so that each such
alignment can be processed in time proportional to the number of block in the corresponding
fragment of the text. To nish the proof, note that any single block in the text will be
processed at most twice. Otherwise we would have two groups ending at the xk-th and x
′
k′ -th
characters such that |xk + αd− (x′k′ + αd)| ≤ αd2 and that would mean that one of those
groups is not maximal. After computing how far the period extends after each group, we
only have to check a simple arithmetic conditions to nd out if the pattern occurs starting at
the corresponding x1.
To verify a set of r potential occurrences, we construct the groups and compute how far
the period extends after each of them as above. Then for each potential occurrence starting
at the bi-th character we lookup the corresponding Sbi mod d and nd the rightmost group
such that x1 ≤ bi. We can verify an occurrence by looking up how far the period extends
after the xk-th character and checking a simple arithmetic condition. To get the claimed
time bound, observe that we do not have to perform the lookup separately for each possible
occurrence. By rst splitting them according to their remainders modulo d and sorting
all x1 and bi in linear time using radix sort consisting of two passes we get a linear total
complexity. J
5 Using kernel to accelerate pattern matching
We start with computing all occurrences of the kernel in both the pattern and the text.
Because the kernel is long and aperiodic, there are no more than 2m of the former and 2n of
the latter. The question is if we are able to detect all those occurrences eciently. It turns
out that because the kernel is aperiodic, Lazy-levered-pattern-matching can be (again)
used for the task. More formally, we have the following lemma.
I Lemma 16. Lazy-levered-pattern-matching can be used to compute in O(n+M)
time all occurrences of an aperiodic pattern of length M ≥ n in a compressed text.
Proof. By Lemma 14 we can construct in linear time a set of occurrences such that any
other occurrence is quite close to one of them. But the pattern is aperiodic, so if it occurs
at positions i and j with |i − j| ≤ M2 , then in fact i = j. Hence the set contains all
occurrences. J
We apply the above lemma to nd the occurrences of the kernel in both the pattern
and the text. Each occurrence of the kernel in the text gives us a possible candidate for an
occurrence of the whole pattern (for example by aligning it with the rst occurrence of the
kernel in the pattern). Hence we have just a linear number of candidates to verify. Still, the
verication is not trivial. An obvious approach would be to repeat a computation similar to
the one from Lemma 11 for each candidate. This would be too slow, though, as it might turn
out that some blocks from the pattern are inspected multiple times. We require a slightly
more sophisticated approach.
Using (any) kernel decomposition of the pattern we represent it as p = p1p2p3, where
the period of p1 is at most
n+m
2 , and p2 is a kernel. We start with locating all occurrences
of p2p3 in the text. It turns out that because p2 is aperiodic, there cannot be too many of
them. Hence we can aord to generate all such occurrences and then verify if any of them is
preceded by p1 as follows:
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Algorithm 2 PREF(T [1 . . |T |])
1: PREF[1] = 0, s← 1
2: for i = 2, 3, . . . , |T | do
3: k ← i− s+ 1
4: r ← s+ PREF [s]− 1
5: if r < i then
6: PREF[i] = Naive-Scan(i, 1)
7: if PREF[i] > 0 then
8: s← i
9: end if
10: else if PREF[k] + k < PREF[s] then
11: PREF[i]← PREF[k]
12: else
13: x← Naive-scan(r + 1, r − i+ 2)
14: PREF[i]← r − i+ 1 + x
15: s← i
16: end if
17: end for
18: PREF[1] = |T |
1. if |p1| ≥ n then we can directly apply Lemma 15,
2. if |p1| < n then take the prex of p1p2 consisting of the rst n+m letters. Depending on
whether this prex is periodic with the period at most n+m2 or aperiodic, we can apply
Lemma 15 or Lemma 16.
The most involved part is computing all occurrences of p2p3. To nd them we construct
a new string T = p2p3$t[1 . . N ] by concatenating the sux of the pattern and the text. For
this new string we compute the values of the prex function dened in the following way:
PREF[i] = max{j : T [k] = T [i+ k − 1] for all k = 1, 2, . . . , j}
Of course we cannot aord to compute PREF[i] for all possible N+M values of i. Fortunately,
PREF[i] ≥ |p2| i p2 occurs in T starting at the i-th character. Because |p2| = n+m and p2
is aperiodic, there are no more than 2N+Mn+m ≤ n+m such values of i. We aim to compute
PREF[i] just for those i. First lets take a look at the relatively well-known algorithm
which computes all PREF[i] for all i, which can be found in the classic stringology book by
Crochemore and Rytter [7]. We state its code for the sake of completeness. Naive-scan(x, y)
performs a naive scanning of the input starting at the x-th and y-th characters and returns
the rst mismatch, if any. PREF uses this procedure in a clever way as to reuse already
processed parts of the input and keep the total running time linear. The complexity is linear
because the value of s+ PREF[s] cannot decrease nor exceed |T |, and whenever it increases
we are able to pay for the time spent in Naive-scan using the dierence between the new
and the old value.
We will transform this algorithm so that it computes only PREF[i] such that the kernel
occurs starting at the i-th character. We call such positions i interesting. The rst problem
we encounter is that we need a constant time access to any PREF[i] and cannot aord to
allocate a table of length |T |. This can be easily overcome.
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I Lemma 17. A table PREF such that PREF[i] > 0 i the kernel occurs starting at the i-th
character and any entry can be accessed in constant time can be implemented in space and
after preprocessing not exceeding the compressed size of T , which is O(n+m).
Proof. Observe that any two occurrences of the kernel cannot be too close. More precisely,
their distance must be at least n+m2 . We split the whole T into disjoint fragments of size
n+m
2 . There are no more than 2(n+m) of them and there is at most one occurrence in each
of them. Hence we can implement the table by allocating an array of size 2(n + m) with
each entry storing at most one element. J
We modify line 2 so that it iterates only through interesting values of i. Note that
whenever we access some PREF[j] inside, j is either i, s or k = i − s + 1. In the rst
two cases it is clear that the corresponding positions are interesting so we can access the
corresponding value using Lemma 17. The third case is not that obvious, though. It might
happen that k is not interesting and we will get PREF[k] = 0 instead of the true value. If
r ≥ i + |p2| − 1 then because p2 occurs at i, it occurs at k as well, and so k is interesting.
Otherwise we cannot access the true value of PREF[k], so we start a naive scan by calling
Naive-scan(i+ |p2|, |p2|+ 1) (we can start at the |p2|+ 1-th character because p2 occurs at
i). After the scanning we set s← i. Note that because r < i+ |p2| − 1, this increases the
current value of s+ PREF[s], and we can use the increase to amortize the scanning.
We still have to show how to modify Naive-scan. Clearly we cannot aord to perform
the comparisons character by character. By the increasing s+ PREF[s] argument, any single
character from the text is inspected at most once by accessing T [x] (we call it a left side
access). It might be inspected multiple times by accessing T [y], though (which we call a
right side access). We would like to perform the comparisons block by block using Lemma 9.
After a single query we skip at least one block. If we skip a block responsible for the left
side access, we can clearly aord to pay for the comparison. We need to somehow amortize
the situation when we skip a block responsible for the right side access. For this we will
iteratively compress the input (this is similar to the idea used in [10] with the exception that
we work with PREF instead of the failure function). More formally, consider the sequence of
blocks describing p2p3. First note that no further blocks from T will be responsible for a
right side access because of the unique $ character. Whenever some two neighboring blocks
b1, b2 from this prex occur in the same block b
′ from the text, we would like to glue them,
i.e., replace by a single block. We cannot be sure that there exists a block corresponding to
their concatenation, but because we know where it occurs in b′ we can extract (in constant
time, by using the level ancestor data structure [3] to preprocess the whole code trie) a
block for which the concatenation is a prex. We will perform such replacement whenever
possible. Unfortunately, after such replacement we face a new problem: p2p3 is represented
as a concatenation of prexes of blocks instead of whole blocks. Nevertheless, we can still
apply Lemma 9 to compute the longest common prex of two prexes of blocks b[1..i] and
b′[1..i′] by rst computing the longest common prex of b and b′, and decreasing it if it
exceeds min(i, i′). More formally, we store a block cover of p2p3.
I Denition 18. A block cover of a word w is a sequence b1[1 . . i1], b2[1 . . i2], . . . , bk[1 . . ik]
of prexes of blocks such that their concatenation is equal to w.
This denition is illustrated on Figure 1. Obviously, the initial partition of p2p3 into
blocks is a valid block cover. If during the execution of Naive-scan we nd out that two
neighboring elements bj [1 . . i1], bj+1[1 . . ij+1] of the current cover occur in some other longer
block b, we replace them with the corresponding prex of b′, see Figure 2.
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w
b1[1..i1] b2[1..i2] bk[1..ik]bk−1[ik−1]...
Figure 1 A block cover of w.
bj [1..ij ] bj+1[1..ij+1]
b
b′
b′[1..ij + ij+1]
Figure 2 Compressing the current block cover.
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Figure 3 A trie (on the left) and its sux tree (on the right).
We store all bj [1 . . ij ] on a doubly linked list and update its element accordingly after
each replacement. The nal required step is to show how we can quickly access in line 13 the
block corresponding to r − i+ 2. We clearly are allowed to spend just constant time there.
We keep a pointer to the block covering the r-th character of the pattern. Whenever we need
to access the block covering the (r − i+ 2)-th character, we simply move the pointer to the
left, and whenever the current longest match extends, we move the pointer to the right. We
cannot move to the left more time than we move to the right, and the latter can be bounded
by the number of blocks in the whole p1p2 if we replace the neighboring blocks whenever it
is possible.
I Lemma 19. Fully compressed pattern matching can be solved in linear time if we are given
the kernel of the pattern.
I Theorem 20. Fully LZW-compressed pattern matching for strings over a polynomial size
integer alphabet can be solved in optimal linear time assuming the word RAM model.
6 LZW parse preprocessing
The goal of this section is to prove Lemma 9. We aim to preprocess the codewords trie so
that given any two codewords, we can compute their longest common sux in constant time.
The sux tree of a tree A, where A is a tree with edges labeled with single characters, is
dened as the compressed trie containing sA(v)$ for all v ∈ A, where sA(v) is the string
constructed by concatenating the labels of all edges on the v-to-root path in A, see Figure 3.
This has been rst used by Kosaraju [15], who developed a O(|A| log |A|) time construction
algorithm, where |A| is the number of nodes of A. The complexity has been then improved
by Breslauer [6] to just O(|A| log |Σ|) and by Shibuya [17] to linear for integer alphabets.
We build the sux tree of the codeword trie T in linear time [17]. As a result we also
get for any node v of the input trie the node of the sux tree corresponding to sT (v)$.
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Now assume that we would like to compute the longest common sux of two codewords
corresponding to nodes u and v in the input trie. In other words, we would like to compute
the longest common prex of sT (u) and sT (v). This can be found in constant time after a
linear time preprocessing by retrieving the lowest common ancestor of their corresponding
nodes in the sux tree [2].
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Abstract
Quantum amplitude amplification is a method of increasing a success probability of an algorithm
from a small  > 0 to Θ(1) with less repetitions than classically. In this paper, we generalize
quantum amplitude amplification to the case when parts of the algorithm that is being amplified
stop at different times.
We then apply the new variable time amplitude amplification to give two new quantum
algorithms for linear algebra problems. Our first algorithm is an improvement of Harrow et al.
algorithm for solving systems of linear equations. We improve the running time of the algorithm
from O(κ2 logN) to O(κ log3 κ logN) where κ is the condition number of the system of equations.
Our second algorithm tests whether a matrix A is singular or far-from-singular, faster then the
previously known algorithms.
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1 Introduction
Large systems of linear equations arise in many situations and faster algorithms for solving
them are of great interest. For this reason, it would be very interesting to have a quantum
algorithms for this problem.
However, there are some substantial difficulties with designing such an algorithm. First,
if we have a system of linear equations Ax = b with N equations and N unknowns, the
coefficient matrix A is of size N2. If a quantum algorithm accesses all or most of coefficients
in A, it would require time Ω(N2). We could allow query access to the coefficient matrix
A (similarly to Grover’s algorithm [12] and other quantum query algorithms) but then we
run into a second problem. The quantum algorithm still has to output the solution vector
x. Since the solution vector x consists of values for N variables, this requires time Ω(N).
This argument suggests that quantum speedup for this problem can be at most polyno-
mial (because classical algorithms for systems of linear equations run in time O(Nω)) where
ω = 2.37... is the matrix multiplication constant.
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Recently, Harrow, Hassidim and Lloyd [13] discovered a surprising quantum algorithm
that allows to bypass the limitations described above and to "solve" systems of linear equa-
tions in time O(logcN) - in an unconventional sense. Instead of outputting the solution vec-
tor x in a classical form, their algorithm generates the quantum state |x〉 =∑Ni=1 xi|i〉 with
the coefficients xi being equal to the values of variables in the solution x = (x1, x2, . . . , xN )
of the system Ax = b.
HHL algorithm has been quite controversial. On one hand, one cannot read the values
x1, . . . , xN from the quantum state |x〉 =
∑N
i=1 xi|i〉. Even to estimate them, one would
have to produce many copies of |x〉, increasing the running time of the quantum algorithm
many times.
On the other hand, the state |x〉 =∑Ni=1 xi|i〉 can be used to estimate expressions of the
form
∑
i cixi which depend on all xi simultaneously. Classically, it is intuitively unlikely
that one would be able to estimate expressions of this form without solving the system
and finding x1, . . . , xN - which requires time Θ(N c). This intuition is substantiated by the
fact that estimating such expressions is BQP-complete [13]. Thus a classical algorithm for
evaluating expressions of the form
∑
i cixi in time O(log
cN) does not exist - unless P=BQP.
Another context in which the state |x〉 would be useful is if we wanted to test whether
the solutions of two systems of linear equations Ax = b and A′x′ = b′ were close one to
another. In this case, we could generate the solution states |x〉 and |x′〉 for both systems
and then compare them using the SWAP-test [8]. (For example, we might be interested in
testing whether the stationary distributions of two Markov chains are close one to another
[13]. Then, each stationary distribution can be described as a solution to a system of linear
equations.)
Besides providing the output as a quantum state |x〉, another weakness of the HHL
algorithm is the dependence of its running time on parameters other than the size of the
system of equations N . In particular, its running time depends on κ, the condition number
of matrix A. The condition number is defined as the ratio between the largest and the
smallest singular value of A: κ = maxi,j
|µi|
|µj | where µi are the singular values of A.
When condition number κ is taken into account, the running time of the HHL quantum
algorithm is O(κ2 logN). Thus, the speedup achieved by the HHL algorithm is exponential,
as long as κ = O(logcN). However, systems of linear equations with a polylogarithmic
condition number are quite rare. It is much more common for a system to have a condition
number that scales as Θ(N) or Θ(N c). (We present some examples in section 4.5.) For this
reason, we think that it is important to improve the dependence of the HHL algorithm on
κ.
In this paper, we present a better quantum algorithm of solving systems of linear equa-
tions in the sense of HHL, with the running time O(κ log3 κ logN). It would be desirable
to have even better dependence on κ but our algorithm is probably close to being optimal.
Harrow et al. [13] show that, unless BQP = PSPACE, time of Ω(κ1−o(1)) is necessary for
generating the state |x〉 that describes the solution of the system.
Our second result is a quantum algorithm for testing whether a matrix A is singular,
under a promise that A is either singular or far from being singular. (Here, “far from
singular" means that all singular values are at least .) Under this assumption, we design
a quantum algorithm that runs in time1 O˜( s(A)
max(
√
k,1)
) where k is the number of singular
1 Here, O˜ notation ignores logarithmic factors.
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values of A that are equal to 0 and
s(A) =
√√√√ N∑
i=1
1
min2(ρi, )
where ρi are all the singular values of A.
Both of our results use a new tool, the variable-time quantum amplitude amplifica-
tion which allows to amplify the success probability of quantum algorithms in which some
branches of the computation stop earlier than other branches. The conventional amplitude
amplification [7] would wait for all branches to stop - possibly resulting in a substantial in-
efficiency. Our new algorithm amplifies the success probability in multiple stages and takes
advantage of the parts of computation which stop earlier.
The variable-time amplitude amplification is a generalization of variable time search of
Ambainis [2]. Variable time search was a generalization of Grover’s algorithm to the setting
when queries to different items take different time. In this paper, we improve variable time
search to deal with the more general setting of amplitude amplification.
We then apply the new variable-time amplitude amplification to design the quantum
algorithms for solving systems of linear equations and testing singularity. We expect that the
variable time amplitude amplification will be useful for building other quantum algorithms,
as well.
Related work After this work was completed, Belovs [4] discovered another algorithm
for testing the singularity. Belovs’ algorithm achieves similar running time, using a different
method (span programs) than our work (variable time eigenvalue estimation).
2 Methods and subroutines
Throughout the paper, we use two well known quantum algorithms: eigenvalue estimation
and amplitude amplification.
Eigenvalue estimation. Quantum eigenvalue estimation [15] is a quantum algorithm that,
given a Hamiltonian H (in form of a black box that allows by apply H for a time T that we
choose) and its eigenstate |ψ〉 : H|ψ〉 = λ|ψ〉, outputs an unchanged eigenstate |ψ〉, together
with an estimate λ˜ for the eigenvalue λ.
We assume that 0 ≤ λ ≤ 1. The standard version of eigenvalue estimation [14, p. 118]
performs the unitary U = e−iH up to 2k times and outputs x ∈ {0, pi
2k
, 2pi
2k
, . . . , (2
k−1)pi
2k
} with
probability
p(x) =
1
22k
sin2 2k(λ− x)
sin2(λ− x) (1)
(equation (7.1.30) from [14]).
According to Theorem 7.1.5 in [14], if λ ∈ [m
2k
, m+1
2k
], then the probability of outputting
one of the two closest estimates (m
2k
and m+1
2k
)) is at least 8pi2 . We can increase this probability
to at least 1−  by repeating the eigenvalue estimation algorithm O(log 1 ) times and taking
the majority of answers.
Amplitude amplification. Another tool that we repeatedly use is quantum amplitude
amplification [7]. Quantum amplitude amplification takes an algorithm A that succeeds
with a small probability  and transforms it into an algorithm A′ that succeeds a probability
2/3 (or 1− o(1)).
Classically, increasing the success probability from  to 2/3 requires repeating A Θ( 1 )
times. Quantumly, amplitude amplification allows to do that with just O( 1√

) repetitions of
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A. The algorithm A whose success probability is being increased can be either a classical
algorithm or a quantum algorithm.
3 Variable time amplitude amplification
Our first result is a generalization of the amplitude amplification. Consider a quantum algo-
rithm A which may stop at one of several times t1, . . . , tm. (In the case of singularity-testing
or systems of linear equations, these times correspond to m runs of eigenvalue estimation
with increasing precision and increasing number of steps.) To indicate the outcome, A has
an extra register O with 3 possible values: 0, 1 and 2. 1 indicates the outcome that should
be amplified. 0 indicates that the computation has stopped at this branch but did not result
in the desired outcome 1. 2 indicates that the computation at this branch has not stopped
yet.
Let pi be the probability of the algorithm stopping at time ti (with either the outcome
0 or outcome 1). The average stopping time of A (the l2 average) is
Tav =
√∑
i
pit2i .
Tmax denotes the maximum possible running time of the algorithm (which is equal to tm).
Let
αgood|1〉O|ψgood〉+ αbad|0〉O|ψbad〉
be the algorithm’s output state after all branches of the computation have stopped. Our
goal is to obtain |ψgood〉 with a high probability. Let psucc = |αgood|2 be the probability of
obtaining this state via algorithm A.
Our main result is
I Theorem 1. We can construct a quantum algorithm A′ invoking A several times, for total
time
O
(
Tmax
√
log Tmax +
Tav√
psucc
log1.5 Tmax
)
that produces a state α|1〉⊗ |ψgood〉+β|0〉⊗ |ψ′〉 with probability |α|2 ≥ 1/2 as the output2.
Proof. The proof is given in the full version of the paper [3]. J
By repeating A′ O(log 1 ) times, we can obtain |ψgood〉 with a probability at least 1− .
In contrast to our algorithm, the usual amplitude amplification [7] would run for time
O( Tmax√psucc ). Our algorithm A′ provides an improvement whenever Tav is substantially smaller
than Tmax.
Our algorithm A′ is optimal, up to the factor of logc Tmax. If the algorithm A has just
one stopping time T = Tav = Tmax, then amplitude amplification cannot be performed with
fewer than O( T√psucc ) steps. Thus, the term of
Tav√
psucc
is necessary.
If we would like to algorithm A′ to be exact (to produce an output state that is exactly
|ψgood〉, conditional on the first bit being |1〉), the term Tmax is also necessary because, in
some branch of computation, A can run for Tmax steps and A′ needs the part of |ψgood〉 that
comes from this branch. If A′ only has to produce an approximation of |ψgood〉, a better
result is possible.
2 The first bit of the output state indicates whether we have the desired state |ψgood〉 or not. Since
|α|2 ≥ 1/2, we get |ψgood〉 with probability at least 1/2.
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I Theorem 2. Let  > 0 be a constant. We can construct a quantum algorithm A′ invoking
A several times, for total time
O
(
Tav√
psucc
log1.5max
(
Tav,
1
psucc
))
that produces a state α|1〉 ⊗ |ψ′good〉+ β|0〉 ⊗ |ψ′〉 with |α|2 ≥ 1/2 and ‖ψgood − ψ′good‖ ≤ 
as the output.
Theorem 2 is a straightforward consequence of Theorem 1. We observe that the prob-
ability of an algorithm A running for more than T0 = Tav√δpsucc steps is at most δpsucc.
(Otherwise, we would have T 2av > δpsuccT 20 = Tav.)
We set δ = (/2)2 and T0 = Tav√psucc/2 and take a quantum algorithm A1 that runs A but
stops after T0 steps. Then, the output state of A1 is |ψ′good〉 with3 ‖ψgood − ψ′good‖ ≤  and
Tmax for the new algorithm A1 is equal to T0. Theorem 2 now follows by applying Theorem
1 to A1.
4 Quantum algorithms for linear algebra problems
4.1 Preliminaries
We will consider two problems: testing whether a matrix A is singular and “solving" systems
of linear equations Ax = b in the sense of [13].
Similarly to [13], we assume that the matrix A is Hermitian. This assumption is without
a loss of generality. For singularity testing, if A is not Hermitian, we can replace it by
A′ =
(
0 A
A† 0
)
, (2)
where 0 denotes the all-zero matrix of the appropriate size. Then, A′ is singular if and only
if A is singular.
For systems of linear equations, we can replace Ax = b by A′y = b′ where b′ =
(
0
b
)
.
The solution of this system is
y =
(
x
0
)
which is essentially equivalent to x.
For both algorithms, the matrix A can be given in one of the following forms:
1. A black box implementing A (for Hermitian A) as a Hamiltonian;
2. A black box answering queries about the values of A, in one of the following two forms:
a. (for dense matrices) given i, j, the black box returns aij ;
b. (for sparse matrices) given i, the black box returns a list of all values in the ith row
(or ith column) that are non-zero.
3 Removing the part of |ψgood〉 that corresponds to A running for more than T0 steps results in an
unnormalized state |ψ′′good〉 with ‖ψgood − ψ′′good‖ ≤ /2. Normalizing |ψ′′good〉 results in a normalized
state |ψ′good〉 with ‖ψ′′good − ψ′good‖ ≤ /2 and ‖ψgood − ψ′good‖ ≤ .
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The second case reduces to the first one, because, given a black box that answers queries
about values aij , we can build a black box implementing A, by using one of methods for
simulating black-box Hamiltonians. In the sparse case, to simulate the Hamiltonian A for
time T , it is sufficient to use the query black box for A O((T logN)1+o(1)) times [5, 10].
In the dense case, the quantum-walk based methods by Childs [9] give an O(C(A)T ) query
simulation of the Hamiltonian A for time T , with a somewhat complicated dependence of
C(A) on the matrix A.
For the rest of this paper, we assume that A is given via a Hamiltonian. We assume that
the evolution of the Hamiltonian A for time T can be simulated in time C(A)min(T, 1), for
some C(A) (as in the simulation by [9]). (Using a simulation method that works in time
O(C(A)T 1+o(1)) (as in [5, 10]) is also possible, with a corresponding increase in the running
times of our algorithms.)
4.2 Singularity testing
We consider the problem of testing whether a matrix A is singular. It is known that testing
the singularity of an n× n matrix requires Ω(n2) queries in the quantum query model [11].
However, better quantum algorithms may be possible for restricted cases of the singu-
larity problem. A natural restriction is to consider the case when the matrix A is either
singular or far from being singular.
Namely, we consider the testing whether A is singular with a promise that ‖A‖ ≤ 1 and
one of the following two is true:
A is singular;
All singular values of A are at least .
We will refer to this problem as -Singularity.
Let ρ1(A), . . . , ρN (A) be the singular values of a matrix A. Let
s(A) =
√√√√ N∑
i=1
1
min2(ρi, )
.
IfA is not Hermitian, we replace it by a Hermitian, as described in section 4.1. If ρ1(A), . . . , ρN (A)
are the singular values of a matrix A, then the eigenvalues of A′ are ±ρ1(A), . . . ,±ρN (A).
I Theorem 3. There is an algorithmA for -singularity that runs in timeO(C(A)s(A) log1.5 s(A) logN)
if A is non-singular and time
O
(
C(A)s(A) log1.5 s(A) logN√
k
)
if A has k > 0 singular values that are equal to 0.
Proof. We apply variable time amplitude amplification to Algorithm 1.
To analyze this algorithm, we first observe that receiving the second part of a completely
mixed state as an input is equivalent to receiving the N -dimensional completely mixed state
ρN as the input. The completely mixed state can be written as a mixture of eigenvectors
|vi〉 of A with equal coefficients:
ρN =
N∑
i=1
1
N
|vi〉〈vi|.
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Input: an N ×N matrix A.
1. With probability 12N output "non-singular" and stop.
2. Prepare a bipartite state
N∑
i=1
1√
N
|i〉 ⊗ |i〉.
3. Let k = 1.
4. While k ≤ d 2 e, do:
a. On the second register, apply eigenvalue estimation for A with parameters chosen so
that, with probability at least 1− 1N2 , the estimate is within 12k of being correct.
b. If the obtained estimate is at least + 1
2k
, output "fail" and stop.
c. If the obtained estimate is at most − 1
2k
, output "singular" and stop.
Algorithm 1 Algorithm for singularity testing.
If the input to eigenvalue estimation was |vi〉, the eigenvalue estimation loop would stop
after O( 1ρi logN) steps, with a high probability. Therefore, the l2-average stopping time
would be Tav = O(
s(A) logN√
N
).
Let A be the algorithm obtained by applying Theorem 2 to Algorithm 1. If A has k
singular values that are equal to 0, then the success probability of Algorithm 1 is psucc =
k+0.5
N and the running time of A is
O
(
Tav√
psucc
log1.5max(Tav, psucc)
)
= O
(
s(A) log1.5 s(A) logN√
k
)
.
Conditional on the algorithm succeeding, the probability of the correct answer “singular" is
k
k+0.5 ≥ 23 .
If A has no singular value equal to 0, then the success probability of Algorithm 1 is
psucc = 12N + O(
1
N2 ), with the O(
1
N2 ) term coming from the possibility that eigenvalue
estimation may output an incorrect estimate with probability (at most 1N2 ). The running
time of A is
O
(
Tav√
psucc
log1.5max(Tav, psucc)
)
= O
(
s(A) log1.5 s(A) logN
)
.
Conditional on the algorithm succeeding, the probability of the correct answer “non-singular"
is
1
2N
psucc
= 1− o(1). J
4.3 Systems of linear equations
We consider solving a system of linear equations Ax = b where A = (aij)i,j∈[N ], x =
(xi)i∈[N ], b = (bi)i∈[N ]. As before, we assume that A is Hermitian.
Let |vi〉 be the eigenvectors of A and λi be their eigenvalues. Similarly to [13], we
assume that all λi satisfy 1κ ≤ |λi| ≤ 1 for some known κ. We can then transform the state
|b〉 =∑ni=1 bi|i〉 into |x〉 =∑ni=1 xi|i〉 as follows:
1. If, in terms of eigenvectors |vi〉 of A, we have |b〉 =
∑
i ci|vi〉, then |x〉 =
∑
i
ci
λi
|vi〉.
2. By eigenvalue estimation, we can create the state |b′〉 = ∑i ci|vi〉|λ˜i〉 where λ˜i are the
estimates of the true eigenvalues.
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3. We then create the state
|b′′〉 =
∑
i
ci|vi〉|λ˜i〉
(
1
κλ˜i
|1〉+
√
1− 1
κ2λ˜2
|0〉
)
. (3)
Conditional on the last bit being 1, the rest of state is
∑
i
ci
λ˜i
|vi〉|λ˜i〉 which can be
turned into an approximation of |x〉 by running eigenvalue estimation in reverse and
uncomputing λ˜i.
4. We then amplify the part of state which has the last qubit equal to 1 (using amplitude
amplification) and obtain a good approximation of |x〉 with a high probability.
I Theorem 4. [13] Let Ax = b be a system of linear equations. Then, we can generate |ψ〉
satisfying ‖|ψ〉 − |x〉‖ ≤  where |x〉 =∑ni=1 xi|i〉 in time O(C(A)κ2 logN).
The main term in the running time, κ2 is generated as a product of two κ’s. First, for
‖|ψ〉−|x〉‖ ≤ , it suffices that the estimates λ˜i satisfy |λi−λ˜i| = O(λ˜i). Since λi = Ω(1/κ),
this means |λi − λ˜i| = O( κ ). To estimate λi within error O( κ ), we need to run H for time
O(κ ). Second, for amplitude amplification, we may need to repeat the algorithm generating
|b′′〉 O(κ) times - resulting in the total running time O(κ2/).
For eigenvalue estimation, the worst case is when all of most of λi are small (of order
Θ(1/κ)). Then, |λi − λ˜i| = Θ( κ ) and eigenvalue estimation with the right precision indeed
requires time Θ(κ ).
For amplitude amplification, the worst case is if most or all of λi are large (constant).
Then, the coefficients 1
κλ˜i
can be of order Θ(1/κ) and Θ(κ) repetitions are required for
amplitude amplification.
We now observe that the two Θ(κ)’s appear in the opposite cases. One of them appears
when λi is small (λi ≈ κ) but the other appears when λi is large (λi ≈ 1).
If all eigenvalues are of roughly similar magnitude (e.g., λ ∈ [a, 2a] for some a), the
running time becomes O(κ/) because we can do eigenvalue estimation in time to error a in
O(1/a) and, for amplitude amplification, it suffices to repeat the generation of |b′′〉 O(κa)
times (since the amplitude of 1 in the last qubit of |b′〉 is at least 1κa for every vi). Thus,
the running time is
O
(
1
a
)
·O(κa) = O
(κ

)
.
The problem is to achieve a similar running time in the general case (when the eigenvalues
λi can range from κ to 1).
To do that, we run eigenvalue estimation several times. Each time, we double the
precision and double the running time (as in Algorithm 1 for singularity testing). This
gives a quantum algorithm in which different branches of computation stop at different
times. By applying our variable-time amplitude amplification to this quantum algorithm,
we get
I Theorem 5. Let Ax = b be a system of linear equations. Then, we can generate |ψ〉
satisfying ‖|ψ〉 − |x〉‖ ≤  in time
O
(
C(A)κ log3 κ
3
log2
1

)
.
For more details, we refer the reader to the full version of the paper [3].
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4.4 Algorithm of Theorem 5
In this subsection, we describe the algorithm of Theorem 5. For its analysis, we refer the
reader to the full version of this paper [3].
For our algorithm, we need a version of eigenvalue estimation that is guaranteed to
output exactly the same estimate with a high probability. This can be achieved by running
the standard eigenvalue estimation (described in section 2) kuniq times and takes the most
frequent answer xmaj .
I Lemma 1. For kuniq = O( 12 log
1
 ), we have
1. If |λ− x| ≤ 1−2n+1 , then Pr[xmaj = x] ≥ 1− .
2. If λ ∈ [x+ 1−2n+1 , x+ 1+2n+1 ], then Pr[xmaj ∈ {x, x+ 1}] ≥ 1− .
Proof. Omitted. J
We refer to this algorithm as UniqueEst(H, 2n, ).
When we use UniqueEst as a subroutine in algorithm 3, we need the answer to be
unique (as in the first case) and not one of two high-probability answers (as in the second
case). To deal with that, we will replace H with H + δpi2n I for a randomly chosen δ ∈ [0, 1].
The eigenvalue becomes λ′ = λ+ δpi2n and, with probability 1− ,
λ′ ∈
[
x− 1−2
2n
pi,
x+ 1−2
2n
pi
]
for some integer x. This allows to achieve the first case for all eigenvalues, except a small
random fraction of them.
We now show that Theorem 1 implies our main result, Theorem 5. We start by describing
a variable running time Algorithm 2. This algorithm uses the following registers:
The input register I which holds the input state |x〉 (and is also used for the output
state);
The outcome register O, with basis states |0〉, |1〉 and |2〉 (as described in the setup for
variable-time amplitude amplification);
The step register S, with basis states |1〉, |2〉, . . ., |2m〉 (to prevent interference between
various branches of computation).
The estimation register E, which is used for eigenvalue estimation (which is a subroutine
for our algorithm).
HI , HO, HS and HE denote the Hilbert spaces of the respective registers.
From now on, we refer to  appearing in Theorem 5 as final.  without a subscript is
an error parameter for subroutines of algorithm 2 (which we will choose at the end of the
proof so that the overall error in the output state is at most final).
Our main algorithm is Algorithm 3 which consists of applying variable-time amplitude
amplification to Algorithm 2.
We claim that, conditional on the output register being |1〉O, the output state of Algo-
rithm 2 is close to
|ψideal〉 =
∑
i
αi|vi〉I ⊗
(
1
κλi
|1〉O ⊗ |2ji〉S
)
. (5)
Variable-time amplitude amplification then generates a state that is close to |ψideal〉‖ψideal‖ . Fourier
transform in the last step of algorithm 3 then effectively erases the S register. Conditional
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Input: parameters x1, . . . , xm ∈ [0, 1], Hamiltonian H.
1. Initialize O to |2〉, S to |1〉 and E to |0〉. Set j = 1.
2. Let m = dlog2 κ e.
3. Repeat until j > m:
Stage j:
a. Let H ′ = H + xjpi2j I. Using the registers I and S, run UniqueEst(H
′, 2j , ). Let λ′
be the estimate output by UniqueEst and let λ = λ′ − xjpi2j .
b. If λ > 12j+1 , perform the transformation
|2〉O ⊗ |1〉S → 1
κλ
|1〉O ⊗ |2j〉S +
√
1− 1
(κλ)2
|0〉O ⊗ |2j〉S . (4)
c. Run UniqueEst in reverse, to erase the intermediate information.
d. Check if the register E is in the correct initial state |0〉E . If not, apply |2〉O ⊗ |1〉S →
|0〉O ⊗ |2j + 1〉S on the outcome register O.
e. If the outcome register O is in the state |2〉, increase j by 1 and go to step 2.
Algorithm 2 State generation algorithm
Input: Hamiltonian H.
1. Generate uniformly random x1, . . . , xm ∈ [0, 1].
2. Apply variable-time amplitude amplification to Algorithm 2, with H and x1, . . . , xm as
the input.
3. Apply a transformation mapping |2j〉S → |j〉S to the S register. After that, apply
Fourier transform Fm to the S register and measure. If the result is 0, output the state
in the I register. Otherwise, stop without outputting a quantum state.
Algorithm 3 Main algorithm
on S being in |0〉S after the Fourier transform, the algorithm’s output state is close to our
desired output state |x〉‖x‖ , where
|x〉 =
∑
i
αi|vi〉I .
Finally, performing Fourier transform and measuring produces |0〉S with probability 1/m.
Because of that, the success probability of algorithm 3 needs to be amplified. This adds
a factor of O(
√
m) to the running time, if we would like to obtain the result state with
probability Ω(1) and a factor of O(
√
m log 1 ) if we would like to obtain it with probability
at least 1− .
4.5 Examples of systems of linear equations
The Harrow-Hassidim-Lloyd algorithm achieves the biggest speedup when the condition
number κ is small. If κ is polylogarithmic in N , then O(κ2 logcN) = O(logc
′
N). The
Harrow-Hassidim-Lloyd algorithm then achieves an exponential speedup compared to the
classical algorithms which run in time that is polynomial in N .
In this case, the additional advantage provided by our algorithm is small. However,
systems of linear equations for which κ = O(logcN) are quite rare. (We have looked at
possible applications of the HHL algorithms and it was difficult to find natural examples of
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systems where κ = O(logcN).) We illustrate this with several natural examples of systems
of linear equations.
Example 1: Assume that we have a system of equations Ax = b in which A and b are
random (for example, each entry is an i.i.d random variable which takes values +1 and -1
with probability 1/2 each).
With a high probability, the biggest singular value of A is of the order Θ(
√
N) and the
smallest singular value of A is of the order Θ(1/
√
N) [16]. Hence, κ = Θ(N).
Thus, the running time of the HHL algorithm would be
O(κ2C(A) logcN) = O(N2C(A) logcN).
(For arbitrary A, with query access to A, C(A) = O(N) [9]. This would give the overall
running time of O(N3 logcN) - worse than classical algorithms for solving systems of linear
equations.)
Theorem 5 provides an improvement of the running time to
O(κ log3 κC(A) logcN) = O(NC(A) logcN).
Example 2: Consider a d-dimensional grid of size d
√
N × d√N × . . .× d√N , consisting of
locations (a1, . . . , ad), ai ∈ {1, 2, . . . , d
√
N}. Let L be the Laplacian of this grid, defined by
L(a1,...,ad),(b1,...,bd) =

2d if (a1, . . . , ad) = (b1, . . . , bd)
−1 if ai = bi ± 1 for one i and ai = bi for all other i
0 otherwise
Consider a system of linear equations of the form Lx = b.
We can express L = L1 + L2 + . . .+ Ld where
(Li)(a1,...,ad),(b1,...,bd) =

2 if (a1, . . . , ad) = (b1, . . . , bd)
−1 if ai = bi ± 1 and aj = bj for all j 6= i
0 otherwise
For simplicity, we assume that the grid has periodic boundary conditions (i.e., location
d
√
N + 1 equals location 1). Then, the eigenvalues of Li are λj = 2 − 2 cos jpid√
N
, for j =
0, 1, . . . , d
√
N − 1. Since cosx ≈ 1− x22 for small x, the smallest non-zero eigenvalue is
2− 2 cos pi
d
√
N
≈ 2
(
pi
d
√
N
)2
= Θ
(
1
N2/d
)
.
The largest eigenvalue is upper bounded by 4.
The eigenvalues of L are of the form λj1 +λj2 + . . .+λjd where λji are the eigenvalues of
Li. Hence, the smallest non-zero eigenvalue is Θ( 1N2/d ) while the largest eigenvalue is Θ(d).
The condition number is O(dN2/d).
For d = logN , the condition number would be of the order O(logN) and both HHL and
our algorithm would run in polylogarithmic time. However, a more interesting case would be
d = 2 or d = 3, since this would correspond to a discretization of actual physical processes
in 2 or 3 dimensions. Then, κ = O(N) (for d = 2) or κ = O(N2/3) (for d = 3).
In this case, the HHL algorithm would run in time O˜(N2) or O˜(N4/3). Our algorithm
would improve this to O˜(N) or O˜(N2/3). (Since the Laplacian L is sparse, the overhead due
to simulating Hamiltonian L is small.)
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Abstract
We prove that, over infinite trees, satisfiability is decidable for Weak Monadic Second-Order
Logic extended by the unbounding quantifier U. We develop an automaton model, prove that it
is effectively equivalent to the logic, and that the automaton model has decidable emptiness.
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1 Introduction
The general topic of this paper is monadic second-order logic extended with the unbounding
quantifier. The unbounding quantifier is a kind of set quantifier, which says that a formula
ϕ(X) holds for arbitrarily large finite sets X:
UXϕ(X) def=
∧
n∈N
∃X n ≤ |X| <∞ ∧ ϕ(X).
The unbounding quantifier was introduced in [1], along with some rudimentary decidability
results. The quantifier is part of a research program, which investigates the notion of
“regular language” for infinite words and trees. The general theme of the research program
is that some features, such as the unbounding quantifier, can be added to monadic second-
order logic over infinite objects, while preserving properties one would expect from a regular
language. For instance, consider a language L of infinite words. Define a Myhill-Nerode-like
equivalence relation ∼L on finite words:
w ∼L w′ if for every finite word u and every infinite word v, uwv ∈ L ⇐⇒ uw′v ∈ L.
One can show that if L is defined in monadic second-order logic with the unbounding quanti-
fier (MSO+U), then ∼L has finitely many equivalence classes. Furthermore, each equivalence
class is a regular language of finite words. The research program is discussed in [3].
The expressive power of the logic MSO+U is still not properly understood. It is an open
problem whether satisfiability is decidable over infinite words.
So far, research has dealt with fragments of the logic. The paper [4] introduces two
classes of automata on infinite words, called ωB- and ωS-automata, and proves that they
correspond to fragments of MSO+U with restricted quantifier use. It is not clear if there can
be an automaton model for the whole logic MSO+U, as opposed to an automaton model
for fragments of the logic. These doubts are based on the paper [12], which proves that
∗ Both authors have been partially supported by ERC Starting Grant Sosna.
† partially supported by the Polish Ministry of Science grant nr N N206 567840
© Mikołaj Bojańczyk and Szymon Toruńczyk;
licensed under Creative Commons License NC-ND
29th Symposium on Theoretical Aspects of Computer Science (STACS’12).
Editors: Christoph Dürr, Thomas Wilke; pp. 648–660
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
M. Bojańczyk and S. Toruńczyk 649
MSO+U can define non-Borel languages of infinite words. This implies that there can be
no nondeterministic automaton model for MSO+U that has a Borel acceptance condition,
which excludes all known nondeterministic automata models that use counters. One has to
keep in mind that the non-Borel result still leaves room for automata; a distant analogy is
that parity automata on infinite trees recognize non-Borel sets.
The topological problems described above disappear when one considers weak monadic
second-order logic (WMSO), where set quantifiers are restricted to finite sets. In count-
able structures, such as infinite words or trees, formulas of WMSO, even extended with the
unbounding quantifier, can only define Borel languages. Over infinite words, and without
the unbounding quantifier, WMSO has the same expressive power as MSO, thanks to the
McNaughton/Safra determinization theorem. This coincidence fails when the unbounding
quantifier is introduced: WMSO+U is strictly less powerful than MSO+U. The crucial ad-
vantage of the weak logic is that it supports the classical automaton-logic connection: it
admits an automaton model, the max-automaton from [2]. The automaton-logic connec-
tion also works for other extensions of WMSO on infinite words, see [5]. The topological
complexity of WMSO+U has been studied in [7].
Content of this paper
The goal of this paper is the following theorem:
I Theorem 1. Satisfiability is decidable for WMSO+U over infinite trees.
We prove the theorem in three steps.
1. In Section 2, we define a new automaton model for infinite trees, called a nested lim-
sup automaton, which has the same expressive power as WMSO+U, and show effective
translations from the logic to the automaton and back again.
2. In Section 3, we define a second new automaton model for infinite trees, called a puz-
zle, which is more expressive than a nested limsup automaton, and show an effective
translation from nested limsup automata to puzzles.
3. In Section 4, we provide a decision procedure for nonemptiness of puzzles.
The proof, especially step 3, is maybe more interesting than the result itself. The general
theme is to extend concepts of automata theory from finite sets to infinite sets equipped with
compact metric topologies. The details of the proof are deferred to an external appendix [6],
which is divided into three parts.
Related work
The automata models studied in this paper work on infinite objects. Two of the models,
namely the ωB- and ωS-automata from [4], have natural counterparts working on finite
words, called B- and S-automata. These finite word counterparts have recently seen a lot of
interest. Instead of defining boolean-valued functions, which accept or rejects words, B- and
S-automata define number-valued functions, which map words to numbers. These number-
valued functions on finite words have been studied in depth by Colcombet in [9], under the
name of regular cost functions. The theory of regular cost functions looks very promising,
see [11] and [10] for some developments.
On a technical level, this paper uses profinite words [13] to model the limit behavior of
finite words. This approach has been successfully applied in [14], as an alternative for cost
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functions in the study of the limitedness problem – B- or S-automata do define boolean-
valued functions, which accept or reject profinite words.
Acknowledgement. We are grateful to the anonymous reviewer for his detailed remarks.
2 WMSO+U and Nested Limsup Automata
In Section 2 and 3, when talking about a tree over an alphabet A, we mean a full infinite
binary tree with nodes labeled by A. (In Section 4, we switch to edge-labeled graphs.)
WMSO+U. A tree is interpreted as a logical structure, with unary predicates for labels,
and two binary predicates for left and right successors. To express properties of this logical
structure, we use weak monadic second-order logic, which means that formulas can quantify
over nodes and finite sets of nodes. We use the convention where first-order variables
are denoted x, y, z and set variables are denoted X,Y, Z. Also, we allow the unbounding
quantifier U defined in the introduction.
I Running example. Consider an alphabet A = {a, b, c}. Define a b-factor in a tree t to be
a connected set of nodes with label b. Being a b-factor is definable in WMSO:
bfactor(X) def= ∃x x ∈ X ∧ (∀z z ∈ X =⇒ (x ≤ z ∧ ∀y x ≤ y ≤ z =⇒ (y ∈ X ∧ b(y)))).
Here, ≤ denotes the ancestor relation – the transitive reflexive closure of the parent relation –
which is definable in WMSO. The running example in this paper is the tree language over A,
call it L, which contains a tree if and only if the root has label a, and for every node x:
(a) If x has label a, then its subtree has b-factors of unbounded size.
(b) If x has label b or c, then in its subtree, the size of b-factors is bounded.
The language L is defined by the following formula of WMSO+U
(∃x ∀y (x ≤ y) ∧ a(x)) ∧ (∀x a(x) ⇐⇒ UX((bfactor(X)∧∀y (y ∈ X ⇒ y ≥ x))).
Let L be the set of trees satisfying the property above. What does a tree t ∈ L look like?
Observe first that every b-factor has to be finite, since an infinite b-factor contains finite b-
factors of unbounded size, violating condition (b). Also, a node with label b or c cannot have
a descendant with label a. This is because a tree with b-factors of bounded size cannot have
a subtree with b-factors of unbounded size. It follows that all the nodes with label a form a
connected set, call it X, which contains the root. There must be b-factors of unbounded size
below every node from X, however every such b-factor must be finite, and have bounded size
b-factors in its subtree. It follows that every node from X has at least one child in X, and
the size of b-factors with parents in X is unbounded. An example is depicted in Figure 1.
In the figure, we distinguish the maximal b-factors and call them F1, F2, . . ., because they
will get a lot of attention in the later analysis. The language L contains no regular tree,
because in a regular tree either b-factors have bounded size, or some b-factor is infinite. In
particular, L is not a regular language of infinite trees. Observe that in Figure 1, the only
part of the tree that behaves in a non-regular way is the b-factors F1, F2, . . .. J
2.1 Nested Limsup Automata
In this section, we define an automaton model which, over infinite trees, has the same ex-
pressive power as WMSO+U. The automaton is obtained by nesting two types of automata:
prefix automata and limsup automata. We begin by defining prefix automata and limsup
automata, then we show how they are nested.
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Figure 1 A tree t ∈ L. Every c node has only c descendants.
Prefix automata. A prefix automaton is used to test regular properties of a finite prefix of
a tree. Typical languages recognized by this kind of automaton are reachability properties
“some node has label a”, or “there is an antichain with five labels a”. A prefix of a tree is
an ancestor-closed set of nodes in the tree. A prefix automaton is given by the following
ingredients:
An input alphabet A.
A finite set of states Q, together with an initial state qI ∈ Q.
A (nondeterministic) transition relation
δ ⊆ Q×A×Q×Q.
A set of accepting states F ⊆ Q
The automaton accepts an infinite tree if there is a finite prefix X ⊆ {0, 1}∗ and a run
ρ : X → Q, such that ρ respects the transition relation, has the initial state in the root, and
all maximal nodes of X have labels in the accepting set F .
A prefix automaton has an existential nature: it tests if there exists a finite prefix with a
certain (regular) property. In particular, languages recognized by prefix automata are open
sets, under the usual topology over infinite trees.
Atomic limsup automata. We now define a second kind of automaton, called an atomic
limsup automaton. A typical language recognized by this kind of automaton is “for every
n ∈ N, there is some path in the tree with at least n labels a”. Observe that this typical
language is not the same as “there is some path with infinitely many labels a”.
The general idea is that the automaton has a counter, which stores natural numbers.
The transition function chooses states in a top-down deterministic fashion. The transition
function also induces a labeling of edges in the tree by sequences of counter operations.
There are two counter operations: increment (written inc) and reset (written reset). Unlike
the model for WMSO+U on infinite words defined in [2], there is no max operation here.
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The automaton accepts an input tree if the counter has unbounded values, ranging over
nodes in the tree. We give a formal definition below.
An atomic limsup automaton is given by the following ingredients:
An input alphabet A.
A finite set of states Q, together with an initial state qI ∈ Q.
A (top-down deterministic) transition function
δ : Q×A→ ({inc, reset}∗ ×Q)2.
Let t be a tree over the input alphabet A. Using the deterministic transition function δ and
the initial state in the root, one labels in a unique way the nodes of t by states and the
edges of t by sequences in {inc, reset}∗. Suppose that the counter has value 0 in the root.
For any finite path pi in t, by reading the operations along the path, we get a counter value.
The automaton accepts the tree t if the counter value is unbounded, when ranging over all
finite paths in the tree. In other words, the automaton accepts if there are arbitrarily long
sequences of increments that are not interrupted by reset.
Nested limsup automata. We now combine the two automata above into a single model,
by using nesting. We define nested limsup automata by induction on the nesting depth.
A nested limsup automaton of nesting depth 1 is either a prefix automaton, or an atomic
limsup automaton.
An automaton of nesting depth k + 1 is defined as follows. Suppose that A1, . . . ,An
are nested limsup automata of nesting depth k, over a common input alphabet A. Let B
be either a prefix automaton, or an atomic limsup automaton, with input alphabet {0, 1}n.
Then the expression B[A1, . . . ,An] defines a nested limsup automaton. This new automaton
has nesting depth k + 1 and input alphabet A. When does it accept a tree t? Consider
the tree tˆ over alphabet {0, 1}n, where the label of a node x is a bit-vector, which has 1
on coordinate i ∈ {1, . . . , n} if and only if Ai accepts the subtree of t rooted in x. The
automaton B[A1, . . . ,An] accepts t if and only if the automaton B accepts the tree tˆ.
Observe that nested limsup automata are closed under complementation – the comple-
ment of A is recognized by an automaton B[A], where B is a prefix automaton checking for
0 at the root.
Like all nested models of automata, nested limsup automata are something of a hybrid,
sitting between logical formulas and automata.
I Running example. We now present a nested limsup automaton which recognizes the com-
plement of the language L from the running example. Consider first an auxiliary automaton
B, a limsup automaton, which increments its counter whenever it sees a b, and resets it
whenever it sees a or c. Since a large b-factor must contain a long path, the automaton B
accepts a tree if and only if the tree has b-factors of unbounded size. A tree belongs to the
complement of L if and only if the root is not labeled by an a, or if there is some node x,
such that:
The label of x is a, and B rejects the subree of x; or
The label of x is either b or c, and B accepts the subtree of x.
Therefore, the complement of L is recognized by a limsup automaton nested inside a prefix
automaton. J
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2.2 Equivalence
The model of nested limsup automata is designed to be equivalent to WMSO+U, as stated
in the following theorem.
I Theorem 2. A language of infinite trees is definable in WMSO+U if and only if it is
recognized by a nested limsup automaton. Translations both ways are effective.
The proof of this theorem is in part I of the appendix [6]. The proof ideas are based on [2].
Recall that our goal in this paper is to decide satisfiability of WMSO+U. The above
theorem reduces the satisfiability problem of WMSO+U to the emptiness problem for nested
limsup automata. However, due to the nesting operation, nested limsup automata are still
too difficult to solve for emptiness. That is why, in the next section, we present a further
reduction, which removes the nesting in a nested limsup automaton.
3 Puzzles
We now turn to the second automaton model in this paper, which is called a puzzle. The
name is silly because we do not expect this model to be relevant outside this paper.
3.1 Puzzles, a denested version of nested limsup automata.
The ingredients of a puzzle are:
a finite set Q of states
a finite set C of counters
an input alphabet A
an initial state qI ∈ Q
a (nondeterministic) transition relation
δ ⊆ Q×A× ({inc, reset, cut} × C)∗ ×Q)2
an unbounding acceptance condition q ∈ Q 7→ Uq ⊆ C, which maps each state q to the
set of counters that are called unbounded in q.
a parity acceptance condition q ∈ Q 7→ Ωq ∈ N, which maps each state to a natural
number, called its parity rank.
Given an input tree t over the input alphabet, a run of the puzzle is an infinite binary tree
where the nodes are labeled by states, the root has the initial state, and the edges are labeled
by ({inc, reset, cut} × C)∗, in a way consistent with the transition relation of the puzzle.
Observe that there is a new counter operation, called cut. The idea is that in the
acceptance condition, the lim sup operation is only calculated along paths without cut.
More formally, for a sequence of counter operations
σ ∈ ({inc, reset, cut} × C)∗
we define the value of σ on counter c, denoted by val(σ, c), to be the maximal number n,
such that some prefix of σ without a cut on counter c has n increments on counter c that
are not interrupted by a reset on counter c. For example,
val(σ, c) = 2 for σ = inc(c)cut(d)inc(c)cut(c)inc(d)inc(c)inc(c)inc(c)reset(c).
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even though there are 3 consecutive increments on c after the cut on c. For a finite path pi
in a run ρ, we define
val(ρ, pi, c) def= val(σ, c) where σ is the sequence of edge labels on pi.
Finally, for a node x in a run ρ, we define
val(ρ, x, c) def= sup{val(ρ, pi, c) : pi is a finite path originating in x } ∈ N ∪ {∞}.
A run ρ is accepting if on every path, the parity acceptance condition is satisfied, and
Uq = {c ∈ C : val(ρ, x, c) =∞} for every node x with state q. (1)
The key differences between a puzzle and a nested limsup automaton are:
The set of bounded counters is tested in every subtree, as defined in (1);
The model is not nested, but nondeterministic;
There is the new cut counter operation.
I Running example. We define a puzzle which recognizes the language L from the running
example (for simplicity, we ignore the condition on the root label). The states Q are qa, qb
and qc. There is one counter, call it d. State qb increments the counter, which corresponds
to counting the size of a path in a b-block, while the other states qa and qc reset the counter.
This behavior is captured by the following set of transitions:
{(qσ, σ, (reset(d), q0), (reset(d), q1)) : σ ∈ {a, c}, q0, q1 ∈ Q}∪
{(qb, b, (inc(d), q0), (inc(d), q1)) : q0, q1 ∈ Q}.
In this particular puzzle, the parity acceptance condition plays no role, and all states have
accepting parity rank 0. Also, this puzzle does not use the cut operation. The key role is
played by the unbounding acceptance condition, which is defined by
Uqa = {d} Uqb = ∅ Uqc = ∅.
In other words, any node with state qa in an accepting run must have unbounded values of
the counter in its subtree, and every other node must have bounded values of the counter
in its subtree. J
I Theorem 3. For every nested limsup automaton one can compute a puzzle that recognizes
the same language.
The proof of this theorem is in part II of the appendix [6]. The theorem can be interpreted
as trading nesting for nondeterminism. From the point of view of deciding emptiness, this
is a good trade: nesting is cumbersome for an emptiness algorithm, while nondeterminism
is irrelevant.
The converse of Theorem 3 fails: thanks to the parity condition, puzzles recognize non-
Borel tree languages, while WMSO+U defines only Borel tree languages. Another reason is
shown in the appendix: languages recognized by puzzles are not closed under complements.
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4 Emptiness for puzzles
This section is about the emptiness procedure for puzzles.
I Theorem 4. Emptiness is decidable for puzzles.
The general idea is that even though an accepting run of a puzzle is an infinite object,
there should be some way of drawing it in a finite way. This idea works for Büchi automata,
because every nonempty Büchi automaton accepts the unfolding of a lasso graph such as:
ba
This idea also works for parity tree automata, because every nonempty parity tree automaton
accepts the unfolding of some finite graphs, such as:
b
a
Runs as graphs. In the proof of Theorem 4, we will treat a run ρ of a puzzle as an edge-
labeled graph Gρ. The graph Gρ has the same nodes as ρ. It has no labels on the nodes.
An edge in the graph is labeled by the word
σ ∈ Q · ({inc, reset, cut} × C)∗ ·Q,
which begins with the state in the source node of the edge, followed by the sequence of
counter operations on the edge, and ending with the state in target node of the edge. From
now on, when writing ρ, we will refer to the graph Gρ. The labels on the edges of Gρ are
words over the alphabet
Λ def= Q ∪ {inc, reset, cut} × C.
We fix this alphabet for the rest of this section.
I Running example. Recall the tree t from Figure 1. The puzzle in the running example
has only one run over any tree, and over t the run is accepting. The part of this run that
concerns that b-factor Fn is illustrated in Figure 2. In the rest of this section, we will try to
define a limit Fω. J
Factor. A factor in a tree is a connected set of nodes. Every factor has a root node, which
is the least node in the factor. A port in a factor is a node outside the factor that has its
parent in the factor. A root-to-port path in a factor is a path from the root to some port,
seen as a sequence of edges.
Signature. The signature of a (finite or infinite) path in a run is the concatenation of all
the labels on that path, which is a word over the alphabet Λ. We use the letters σ or τ to
denote signatures of paths.
I Running example. In Figure 2, the signature of the rightmost root-to-port path in Fn is
σn
def= (qb · inc · qb)n−1 · (qb · inc · qc). J
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Figure 2 The run of the puzzle inside the b-factor Fn of the tree t from Figure 1.
For signatures of factors, we use multisets, which are sets where the number of occur-
rences an element can be in N∪{∞}. Consider a finite factor F . The signature of the factor
is the multiset of path signatures, ranging over root-to-port paths in the factor. All path
signatures in this multiset have the same source state, namely the state in the root of the
factor. This state is called the root state of a factor signature. It is important that factor
signatures describe finite factors. In an infinite factor, it may be the case that a path is not
included in root-to-port paths. We use the letter Σ to denote factor signatures.
I Running example. The signature of the factor in Figure 2 is the multiset, call it Σn, which
contains all path signatures σ1, . . . , σn−1 once, and the path signature σn twice. J
4.1 Limits of signatures
The key technique in this paper is to use limits. We are mainly interested in the limits of
signatures, both signatures of paths, and signatures of factors. In this section, we establish
the notion of limit that we use. Our approach to limits of path signatures is to treat path
signatures as a special case of profinite words. Our approach to limits of factor signatures is
to use a variant of Hausdorff distance on multisets of profinite words. The definitions follow.
Profinite words. Consider the following distance on finite words over the alphabet Λ.
distance(σ, τ ) = max{ 12n : some DFA of n states accepts σ but not τ}.
It is not difficult to see that this is indeed a distance, even an ultrametric:
distance(σ1, σ2) ≤ max(distance(σ1, τ), distance(τ, σ2)) for every σ1, σ2, τ ∈ Λ∗.
A sequence of words (τn)n is called Cauchy if for every ε > 0 there is some n such that all
the words τn, τn+1, . . . lie in a ball of diameter ε.
I Running example. Recall the sequence (σn)n of signatures of rightmost paths in the factors
Fn. This sequence is not Cauchy, because even-numbered words have an even number of
increments, and odd-numbered words do not, and evenness can be tested by a DFA of
2 states. However, the sequence (σn)n has several Cauchy subsequences, including the
sequences (σn!)n and (σn!+1)n. J
Consider two Cauchy sequences (σn)n and (τn)n to be equivalent if
σ1, τ1, σ2, τ2, . . .
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is also a Cauchy sequence. This is an equivalence relation, call it ∼. An equivalence class
of this relation is called a profinite word (see [13] for more on profinite words). The set of
profinite words is denoted by Λ̂∗. We model signatures of paths and their limits by profinite
words. Here are the key properties of profinite words that we use:
1. It makes sense to say that a profinite word belongs or does not belong to a regular
language L ⊆ Λ∗. Indeed, if (σn) is a Cauchy sequence, then either all but finitely many
elements belong to L, or all but finitely many elements do not belong to L. Therefore,
it makes sense to say that a Cauchy sequence belongs or does not belong to a regular
language. Also this property is preserved when going to an equivalent Cauchy sequence.
In particular, it makes sense to say that a profinite word does at least one increment on
some counter c, or does at least 4 increments, or begins with state q, because all of these
are regular properties.
2. There is a distance on profinite words, namely:
distance((σn)n, (τn)n) = lim
n→∞ distance(σn, τn).
By the triangle inequality, the above limit exists for Cauchy sequences and does not
depend on the choice of a sequence in a class of ∼. Equipped with this distance, the
set of profinite words is a compact metric space. This means that every sequence has a
converging subsequence. Also, for every regular language L ⊆ Λ∗, there is some distance ε
such that any two words at distance at most ε either both belong to L, or both do not
belong to L.
3. It makes sense to concatenate profinite words. This is because the relation ∼ is a con-
gruence with respect to concatenation of sequences:
(σn)n ∼ (σ′n)n and (τn)n ∼ (τ ′n)n, implies (σn · τn)n ∼ (σ′n · τ ′n)n.
I Running example. Recall the Cauchy sequence (σn!)n. We write σω for the profinite word
represented by this sequence. This profinite word begins with letter qb and ends with letter
qc. Also, for every n, there are more than n increments in σω, which is something that can
only happen in a profinite word. J
Hausdorff distance on sets. So far, we have defined a compact metric space to model path
signatures, namely the set of profinite words over Λ. We now want to do the same thing
for multisets of path signatures. Our approach is to use a multiset variant of the Hausdorff
distance on sets. We begin by recalling the distance on sets (not multisets), because this
definition is easier to digest. A metric on a set A (we are interested in the case when A is
the set of profinite words over Λ) can be lifted to a metric on closed subsets of A, using the
Hausdorff distance. For two closed subsets X,Y ⊆ A, their Hausdorff distance is defined by
distance(X,Y ) def= max
(
sup
x∈X
inf
y∈Y
distance(x, y), sup
y∈Y
inf
x∈X
distance(x, y)
)
.
This is a metric on closed subsets. This definition can be extended to so-called closed
multisets. As an example, consider multisets of real numbers. Like any finite multiset, the
multiset
Xn = { 1
n
,
1
n2
, . . . ,
1
nn
}
is closed. The sequence (Xn)n tends to the (closed) multiset where 0 appears infinitely often.
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I Running example. Consider the signature Σn of the factor Fn. One can prove that the
sequence (Σn!)n is Cauchy. Its limit is the multiset, call it Σω, where every σn appears once,
and every limit of a subsequence of (σn) appears infinitely often. Among others, for every
k ∈ N, σω+k appears infinitely often. J
4.2 Signature graphs
We are now ready to define the key concept of this paper, which is a signature graph. A
signature graph is used to represent limits of accepting runs. A signature graph is going to
have labeled parallel edges, so it is really a multigraph. When talking about an edge labeled
multigraph, we mean a directed graph with edges labeled by some alphabet A. The edges
form a multiset, so for any label σ and pair of vertices x, y, the number of edges from x to
y with label σ may potentially be 0, 1, . . . , or countably infinite.
Definition of a signature graph. A path signature is a profinite word over Λ that begins
with a state (called the source state) and ends with a state (called the target state). A
factor signature is a closed multiset of path signatures, which agree on the source state.
A signature graph is a multigraph with edges labeled by path signatures, subject to the
following consistency condition. For every node x, there is some state q ∈ Q, such that all
edges entering x have target state q, and all edges leaving x have source state q. This state
q is called the node label of x, although technically speaking a signature graph supplies only
edge labels, and the node labels are derived information.
In a signature graph, the labeling assigns signature paths to individual edges. However,
using the monoid structure of path signatures, we can assign a path signature to every finite
edge path, by concatenating the labels of the edges in the path.
Fans. Suppose that x is a node in an edge labeled graph. We define the fan of x to be
the multiset of labels of edges leaving x. If P is a family of multisets over A, then we say
that a graph has fans in P if the fan of each node is in P. In the proof, when dealing with
signature graphs, we are interested in two sets P of factor signatures. The first set, call it
Pfin
is the set of factor signatures of finite factors that appear in some run of the puzzle, not
necessarily accepting. This set depends on the transitions and counter in the puzzle. It does
not depend, however, on the acceptance conditions (boundedness and parity) in the puzzle,
because these are only used to distinguish accepting runs. The second set is the closure of
the first set, under the Hausdorff distance, in the space of closed multisets of profinite words:
Pfin.
Limit accepting signature graph. Recall that thanks to the properties of the profinite
monoid, it makes sense to say that a path signature does an increment/cut/reset on some
counter. We say that a path signature has value ω on counter c if for every n ∈ N, the
path signature has value at least n on counter c (recall that the value refers to the maximal
number of increments, not interrupted by a reset, before the cut). Also, one can ask about
the maximum rank, in the parity acceptance condition, of states visited by the limit path
signature. For a node x in a signature graph G, define U(G, x) to be the set of counters Uq,
where q is the state in the label of x.
We now present the key definition in the emptiness procedure for puzzles, the definition
of a limit accepting signature graph. The idea is that a limit accepting signature graph is
the limit of a converging sequence of accepting runs.
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A signature graph G with a distinguished root node is called limit accepting if
1. The root node is labeled by the initial state of the automaton,
2. Every node in G is reachable from the root node,
3. The parity condition is satisfied on every infinite path,
4. For every node x and counter c, counter c belongs to U(G, x) if and only if
a. There is an infinite path from x, such that every prefix of the path can be extended
to a finite path that does not cut c, and reaches a node whose fan contains an edge
with ω on counter c; or
b. There is an infinite path from x, which does not cut c, resets it finitely often, and
increments it infinitely often.
Main technical theorem. To prove Theorem 4, we present a stronger result, Theorem 5,
which is the main technical contribution of this paper.
I Theorem 5. The following conditions are equivalent.
1. There is a limit accepting signature graph with fans in Pfin,
2. There is a limit accepting signature graph with fans in Pfin with finitely many nodes,
3. The puzzle has an accepting run.
Furthermore, given a puzzle one can decide if the conditions hold.
I Running example. By Theorem 5, the puzzle from the running example should have a
limit accepting signature graph with fans in Pfin, with finitely many nodes. Such a graph
is illustrated in Figure 3, and has 3 nodes, but infinitely many edges. J
The proof of Theorem 5 is in part III of the appendix [6]. A rough sketch is as follows.
Implication from 1 to 2. The key point is that we can design an automaton model,
closely resembling alternating automata on graphs, which recognizes limit accepting sig-
nature graphs. This automaton model shares the following property with alternating
automata on graphs: a nonempty automaton accepts a graph with finitely many nodes.
Implication from 2 to 3. The key point is to get rid of the limits, and replace them
by actual finite pieces of runs. The idea is of course to use finite pieces of runs from
a sequence approximating the limit, but the implementation of this idea requires some
technical effort. We use a notion of bisimulation that is adapted to converging sequences.
...
Figure 3 This signature graph represents the accepting run in Figure 2, in the following sense.
Node x represents all nodes with label a. The self-loop in x stands for the lefmost path in the graph
from Figure 2. Node y represents a limit of the factors Fn. The fan of y is Σω – the limit of the
fans (Σn!)n. The thick edge stands for infinitely many edges, including infinitely may with label
(qb · inc · qc)ω. Node z together with its two self-loops stands for a subtree with infinitely many c’s.
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Implication from 3 to 1. The key point is to extract limits from an arbitrary accepting
run of a puzzle. For this, we use a version of Ramsey’s theorem adapted to metric spaces.
Decidability. The key point is to compute a finite representation of the set Pfin. In
the end, we reduce this to the domination problem for B-automata over finite trees [11].
We believe that the technique of limits of graphs is quite general, and can be applied to
other automaton models for trees.
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