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Adiabatic shuttling of single impurity bound electrons to gate-induced surface states in semiconductors has
attracted much attention in recent times, mostly in the context of solid-state quantum computer architecture. A
recent transport spectroscopy experiment for the first time was able to probe the Stark shifted spectrum of a
single donor in silicon buried close to a gate. Here, we present the full theoretical model involving large-scale
quantum mechanical simulations that was used to compute the Stark shifted donor states in order to interpret
the experimental data. Use of atomistic tight-binding technique on a domain of over a million atoms helped not
only to incorporate the full band structure of the host, but also to treat realistic device geometries and donor
models, and to use a large enough basis set to capture any number of donor states. The method yields a
quantitative description of the symmetry transition that the donor electron undergoes from a three-dimensional
Coulomb confined state to a two-dimensional !2D" surface state as the electric field is ramped up adiabatically.
In the intermediate field regime, the electron resides in a superposition between the atomic donor states and the
2D surface states. In addition to determining the effect of field and donor depth on the electronic structure, the
model also provides a basis to distinguish between a phosphorus and an arsenic donor based on their Stark
signature. The method also captures valley-orbit splitting in both the donor well and the interface well, a
quantity critical to silicon qubits. The work concludes with a detailed analysis of the effects of screening on the
donor spectrum.
DOI: XXXX PACS number!s": 71.70.Ej, 03.67.Lx, 71.55.Cn
I. INTRODUCTION
A key feature behind the remarkable progress in solid-
state electronics over the past years has been the ability to
modulate the conductivity of semiconductor devices at will
by using ensembles of dopants. As we approach the era of
nanoscale electronics, dopants have yet another interesting
role to play. Individual dopants at low temperatures provide
three-dimensional !3D" confinement to electrons and holes
on length scales that are greater than individual atoms but
usually less than that of quantum dots. These naturally oc-
curring carrier traps not only provide access to a number of
quantum phenomena typically associated with natural or ar-
tificial atoms, but also provide possibilities of wave-function
engineering1,2 by classical control mechanisms with electric
and magnetic fields. The homogeneity of the confining po-
tential from one dopant to another of the same species is an
added advantage over quantum dots, which are usually not
identical in practice. On the other hand, the small length
scales associated with dopants can make individual donor
gate control difficult to achieve. Among other factors, devel-
opments in this area rely on a boost in the ability to scale
down gate lengths to tens of nanometers.
Already, donors have been used in some elegant quantum
computing !QC" proposals that draws upon the vast expertise
of the semiconductor device industry. One particularly inter-
esting proposal that renewed interest in the quantum me-
chanics of donors is the Kane qubit,3 which encodes quan-
tum information in the nuclear spin of a phosphorus donor in
silicon, and engineers the donor electron wave function by
electrodes to manipulate information. Several other spinoffs
of the Kane qubit include encoding qubits in the electronic
spin of the donor electron4,5 or in the spatial orbitals of a
singly ionized molecule of two donors.6 In Ref. 7, an excited
state-based encoding scheme was also presented with the
deep donors in Si. Recent schemes have also proposed the
use of a bilinear array of electron spin qubits8 with semiglo-
bal field control9 to enhance scalability of the Kane architec-
ture and to incorporate quantum error correction and the as-
sociated circuitry. In addition to the promise of scalable
system design, such architectures also benefit from the long-
spin coherence times in Si.
The Kane qubit proposal has spurred a number of experi-
mental efforts aimed at fabricating donor-based nanostruc-
tures and developing single atom10 or ion11 implantation
technologies. Some of the recently fabricated structures in
the laboratory include a gated charge qubit device of two
donors,12 a metallic wire of donors,13 a single donor in a
FinFET corner,1,14 and a delta-doped layer of discrete
dopants.15 Recent experiments have been successful in mea-
suring Stark shift of the hyperfine coupling of donors in Si,2
coherent oscillations of a P donor spin,16 orbital Stark effect
of a donor coupled to a triangular well,1 and charge relax-
ation of a donor charge qubit.12 Optical spectroscopy experi-
ments have already revealed a rich excited electronic struc-
ture of bulk donors at zero fields.17–19 The extensive on going
research efforts in this area are aimed at ultimately achieving
the initialization, readout, and control of individual donor
spins.
A single donor in Si in the proximity of a gate forms an
important system in quantum electronics. Thus, a great deal
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of effort has gone into understanding the gate control of the
electron wave function.20–35 By applying suitable gate volt-
ages, the donor bound electron can be ionized to the surface,
where it is convenient to measure its spin and to perform
quantum control. The ionization process is adiabatic if the
donor is close to the interface but abrupt for donors buried
deep into the host.20,26,27Donors close to interfaces have also
been studied recently in the context of quantum computing.
In a digital version of the Kane qubit, Skinner et al.36 pro-
posed a gate directed subinterfacial transport mechanism of
an ionized donor electron as a means of information trans-
port. Calderon et al. has calculated typical adiabatic shuttling
times of the electron between the donor and the interface,
both from single32 and two-valley33 effective mass models,
and concluded that the tunneling time can be sensitive to the
donor depth from the interface. A single-valley effective
mass approach34 investigated the ionization process in the
presence of metallic gates. In other works,37,38 it was sug-
gested that entangling the laterally confined ionized electrons
at the surface could offer more robust control over two-qubit
operations, and may help to circumvent the J-oscillation
problem encountered in entangling donor-bound electron
spins.39
In a recent experiment,1 the electric field-dependent elec-
tronic structure of a donor near an interface was probed for
the first time, thus, demonstrating the soundness of the the-
oretical proposals. The experiment involved resonant tunnel-
ing through single-donor states, and made use of single do-
nors embedded in the corners of commercial FinFETs. To
understand the transport data, we employed a tight-binding-
based large-scale device simulation involving over a million
atoms, and obtained an accurate quantitative description of
the donor spectrum. As a result, not only were we able to
infer the depths of the donors and the electric fields they
were subjected to, but also we could deduce the species of
the donors from their Stark signature.40
In this paper, we elaborate on the theoretical analysis of
the gated surface-proximal donor system, and also offer a
more comprehensive view of the quantum-confinement tran-
sition observed in the FinFET measurements. In earlier
works on this system, trial wave functions were employed in
a limited basis using either hydrogenic states, or restricted
valley effective mass theory. While these works are impor-
tant milestones in our understanding of the system, the intui-
tive effective mass or hydrogenic approaches generally do
not provide the precision required to test and interpret ex-
perimental data. Such EMT calculations only provide an in-
complete description of the electronic structure, and are not
able to capture many excited states, some of which could be
probed in the experiments. In going beyond effective mass
theory, the band minima basis method introduced in Ref. 27
is able to describe excited donor levels in a large basis of
conduction band states, but is not optimized for devices with
linear dimensions beyond 10 nm. The tight-binding method
involves a full-band-structure, and due to its large atomistic
basis set, can capture most parts of the donor spectrum. A
more complete description can provide correct trends of en-
ergy states and correct symmetry transitions of the wave
functions particularly near the ionization regime.
The importance of the excited states in the basis has been
evident from previous EMT works on the Stark shift of the
energy spectrum of donors buried deep in bulk silicon. In-
clusion of the p states in the calculation30 was shown to
improve the evolution trend of the ground state obtained
from a 1s-manifold model.28
While most other works have been done on P donors, we
have modeled P and As impurities in detail to help positively
identify the impurities found in the experiment as As. We
also investigate the effect of various types of screening on
the donor spectrum. Such screening effects in real devices
can range from purely metallic to half-metallic or insulator
type, and need to be a part of any realistic donor-interface
model.
A schematic of the device under investigation is shown in
Fig. 1. A Group V donor is located a distance D from the
oxide barrier in a lattice of #001$ grown Si. The donor gen-
erates a Coulomb potential well that traps an electron at low
electric fields and at low temperatures. A unidirectional elec-
tric field is applied perpendicular to the oxide surface, and
generates a triangular well at the interface. At low-electric
fields, the donor well is much lower in energy than the tri-
angular well, and the lowest states of the system are local-
ized in the donor well with symmetries permitted by a 3D
Coulomb well, host band structure and interface effects. At
high-electric fields, the interface well is lower in energy, and
states are localized at the surface forming a two-dimensional
!2D" system, weakly bound by the lateral Coulomb potential.
The transition from the 3D Coulomb confinement to the 2D
surface states occur at intermediate field values at which the
two wells are almost aligned in energy, resulting in a strong
hybridization of the Coulomb and the surface states.
This paper is organized as follows. In Sec. II, we elabo-
rate on the details of the method. In Sec. III, we discuss the
Stark spectrum of a donor in detail dividing the spectrum
into three field regimes. Explanations of interface effects,
donor species and depths, valley splitting in interfacial states,
and effects of image charges are also provided. Section IV
concludes this work.
II. METHOD
The tight-binding method employed in this work utilizes
the 20 band sp3d5s! spin model with nearest neighbor inter-
actions. This model is based on representing wave functions
FIG. 1. !Color online" A schematic of a single-donor device. An
electric field perpendicular to the oxide interface generates a poten-
tial well at the surface, which can couple to the Coulombic potential
well produced by a donor. The electronic structure of the whole
system is sensitive to the donor depth D and the applied field F.
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of solid-state systems with linear combination of atomic or-
bitals !LCAO" after the semiempirical treatment proposed by
Slater and Koster.41 The model parameters were optimized
by a genetic algorithm procedure42 with analytically derived
constraints43 to fit critical features of the Si band structure.
This is a widely applied technique in semiempirical tight-
binding theory to model a host of semiconductor materials.
The donor was modeled by a Coulomb potential screened
by the dielectric constant of Si. The donor potential assumes
a cutoff potential U0 at the donor site, the magnitude of
which was adjusted to obtain the ground-state binding energy
of the donor. It was shown in an earlier work44 that the
magnitude of U0 approximates the strength of the valley-
orbit !VO" interaction responsible for lifting the sixfold de-
generacy of the 1s manifold of a bulk donor. The full Hamil-
tonian of the host and the donor subjected to a constant
electric field and modified closed boundary conditions
!BC"45 was diagonalized by parallel Lanczos algorithm to
extract the relevant part of the donor spectrum46 with the
nanoelectronic modeling tool-3D !NEMO-3D" simulation
engine.42,47 Each of the simulations in this work typically
used a 3D zincblende atomistic lattice of about 1.4 million Si
atoms, and took 6 h on 40 processors to capture 14 energy
states.48
Since the oxide barrier is about 3 eV above the conduc-
tion band !CB" minima of Si, while the relevant states in this
work span a 100 meV range below the CB, a hard-wall BC is
well justified as an interface model. An abrupt hard-wall BC
in an atomistic simulation domain, however, introduces non-
physical surface states over a broad range of energies includ-
ing a large number of states inside the bandgap. The separa-
tion of these nonphysical states from the relevant physical
states is a computation challenge as it hampers the effective-
ness of the Lanczos algorithm. Ref. 45 introduced a modified
hard-wall BC in which the energies of the exposed dangling
bonds of the surface atoms were raised to eliminate these
nonphysical states from the relevant part of the spectrum. In
essence, this BC mimicks the passivation of dangling bonds
at the surface. This modified hard-wall BC has proved very
robust42 and has negligible effect on the physically relevant
states near the band edges.
This tight-binding technique was previously used to com-
pute Stark shift of the donor hyperfine interaction35 in good
agreement with ESR experiments.2 The model has also been
applied to compute valley splitting in quantum wells in the
presence of lattice miscuts and alloy disorder,49 and to model
quantum dots for optical communication wavelengths.50
III. RESULTS AND DISCUSSIONS
It is well known that a Group V donor in bulk Si has an
orbital singlet ground state of A1 symmetry, an orbital triplet
manifold of first excited states of T2 symmetry, and an or-
bital doublet manifold of second excited states of E1
symmetry.51 The six lowest states of the donor are of 1s type,
and arise from the sixfold degenerate conduction band
minima of Si. For a P donor in Si, the above three manifolds
are at !45.6, !33.9, and !32.6 meV, respectively, below the
conduction band.17 In addition, there are higher manifolds of
notably 2p and higher states bound at approximately
!11 meV. In comparison, the only notable difference in this
spectrum for an As donor is the ground state energy of
!54 meV instead of !45.6 meV.
The splitting of the six 1s states of a donor into the three
components described above is due to the VO interaction,52
which is the result of coupling between the conduction band
valleys produced by the rapidly varying donor potential in
the vicinity of the nucleus. The VO interaction varies from
one donor species to another due to the species-dependent
microscopic variation of the donor potential in the central
cell. These central cell effects are caused by a number of
factors such as distance-dependent dielectric screening and
local strain in the bonds between the donor and the host
atoms.27,52
In Fig. 2, we show the Stark shifted spectra of donors in
Si. Figure 2!a" shows the spectrum for an As impurity at a
depth of 3.8 nm !7 lattice constant, a0" from the interface.
Figure 2!b" shows the spectrum of a P donor at the same
depth, while Fig. 2!c" is for a P donor 15 nm from the inter-
face, mimicking a bulk donor as surface effects do not influ-
ence the donor states at zero field. The field range is chosen
such that we capture the entire transition of the donor elec-
tron from the impurity well to the interface well. The follow-
ing analysis is broken down into three field !F" regimes. In
this work, the zero of the energy is taken to be the conduc-
tion band minimum at the donor site.
A. Coulomb confined regime
At F=0, the states are all confined to the donor well.
While the bulk impurity case of Fig. 2!c" shows the singlet,
triplet and doublet manifolds at the respective energies de-
scribed above, an interface breaks this symmetry for a donor
located close to the Si boundary. For both an As and a P
donor about 3.8 nm from the interface, the degeneracy of the
triplet !doublet" states is lifted. A closer look at the zero-field
states as a function of donor depth, as shown in Fig. 3, re-
veals the effect of a planar interface on these Coulomb con-
fined states. As the donor depth decreases, all the states are
pushed up in energy due to confinement, similar to what is
observed in a quantum well as the width of the well de-
creases. The triplet state is split into components of two and
one, while both the doublet states are split. The twofold de-
generate component of the triplet approaches one of the dou-
blet states at about a donor depth of 5 nm !9a0". The states
are restored to their bulk symmetries at larger depths of
about 7 nm !13a0".
At low-electric fields, the ground state is unaffected #Fig.
2!a"$, while the higher states evolve downwards in
energy.30,32 This downward movement is more pronounced
for the higher manifold of p states.
For small donor depths, the s-type excited states and the p
states exhibit a slight upward movement with field before
following their general trend of downward evolution in the
energy scale. A similar effect was also observed in our earlier
work on the Stark shift of the contact hyperfine coupling,35
and could be explained by simple symmetry arguments from
perturbation theory !PT". The energy shift given by first-
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order PT for a constant E-field F directed along y is
%!&Fy&!'. For a symmetric unperturbed wave function !
about the donor nucleus at y=0, this first-order shift evalu-
ates to zero because of the odd function Fy. This is usually
the case for a bulk donor, and one has to resort to second or
higher order PT to give the usual Stark shift trends. On the
other hand, if the donor is close to the interface, many of the
wave functions are no longer symmetric about the nucleus
due to the truncation effect of the interface. As a result, there
can be first-order energy shifts that depend on the sign of F.
A slightly more rigorous treatment of this effect has been
presented in Ref. 35 in the context of the hyperfine interac-
tion.
The 8 lowest wave functions !S1 through S8" are shown
in Fig. 4. The left column shows the wave functions at F
=0 for the As donor at 3.8 nm depth. The first six states are
seen to have 1s-type symmetries although they are truncated
by the interface. The seventh and eighth states are of p like,
and was also shown in Ref. 34, although a few of the 1s
states arising due to the multivalley structure of Si were not
captured in that work.
B. Hybridized regime
As the electric field increases, a triangular well is formed
at the interface, and the higher states of the system have
interfacial confinement. At higher field values, the interface
well and the donor well are somewhat aligned in energy. At
this point, the higher lying p states and the interface states
mingle with the 1s manifold !Fig. 2" pushing the whole
manifold downwards in energy. In this regime, strong hy-
bridization is observed between the donor states and the in-
terface states, as the donor bound electron begins its ioniza-
tion to the interface. The second excited state !S3", which
was moving downwards in tandem with the first excited state
!S2", begins to anticross the ground state !S1", while S2 con-
tinues to evolve downwards. At this point, the ground state
begins to evolve downwards while S3 moves up and mixes
with the higher states. This regime marks a symmetry tran-
sition from the 3D Coulomb confined states to 2D interface
states. This also serves as a signature of an atomic Coulomb
well linked to a gate-generated 2D electronic system.
The middle column of Fig. 4 shows some of the wave
functions in this hybridization regime. The electron resides
in a superposition of the donor state and the interfacial state,
as shown in the probability densities of S1, S2, and S3.
States S4 and S5 are actually excited interface states, which
penetrated the 1s manifold of the donor. S6, S7, and S8 are
still confined at the impurity.
C. Interfacial confinement regime
Increasing the electric field further pushes the interface
well below the impurity well. As a result, the states are
mostly localized in the interface well and has 2D symme-
















































































FIG. 2. !Color online" The electronic structure of a donor near
an interface as a function of electric field. a" and b" depict the
spectrum of an As and P donor, respectively, at a depth of 3.8 nm !7
lattice constants, a0", while c" is for a P donor at 15 nm depth
!bulk-like case". The letters C, H, and I mark the three confinement
regimes: Coulomb confined !c", Hybridized between donor and in-
terface states !h", and 2D interface confined !i". The zero of energy
is the conduction band minimum at the donor site.
FIG. 3. !Color online" The orbital triplet !T2" and the orbital
doublet !E1" manifolds as a function of donor depth. While all the
states are pushed up by confinement, components of T2 and E1 are
seen to anticross each other at low depths.
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tries. It is to be noted that the long-range Coulomb potential
still binds the electron laterally at the interface and prevents
it from forming a two-dimensional electron gas !2DEG" over
an extended lattice. This gives rise to the possibility of pre-
serving identities of qubits, as pointed out in Refs. 37 and 38,
as well as producing interfacial qubits with a lesser number
of gates.
Since the unidirectional electric field lowers two of the
four valleys of Si, we expect a manifold of two lowest states
arising from the contribution of the lowered valleys. These
two states are expected to be somewhat isolated from the
higher manifold of states. In Fig. 2!a", we observe the two
closely spaced states occurring above F=30 MV /m. A gap
of about 20 meV with the higher manifold is also observed.
States comprising of one, two, and three lobes are observed
in Fig. 4 !right column" in this regime. The higher states S7
and S8 are still somewhat hyrbidized with donor states,
whereas the lowest states do not have much electron density
near the impurity site.
The splitting between the two lowest states in this field
regime is due to valley splitting resulting from confinement.
The strong confinement potential of the hard wall interface
on one end and the electric field on the other cause coupling
between the two lowered valleys, and result in a splitting
between the states to which these valleys contribute. This
phenomena has been studied in Si quantum wells49,53 and
dots,54 where valley splitting can be engineered to separate
out the spin states used for encoding qubits.
In Fig. 5!a", we plot this interfacial valley splitting as a
function of electric field for two different donor depths. In
the field regime shown, valley splitting increases linearly
with the field as the triangular confinement provided by the
electric field becomes stronger. Figure 5!b" shows valley
splitting as a function of donor depth at three field values. At
a constant electric field, the splitting seems to increase non-
linearly with donor depths, and flattens out at higher depths.
This is a consequence of the fact that a higher field is needed
to ionize the electron bound to donors closer to the interface.
While the confinement provided by the interfacial hard wall
was held fixed for the data in Fig. 5, we will show later that
the magnitude of the valley splitting is affected by image
charges that modify the interfacial confinement potential.
However, the general trends of the graphs in Fig. 5 with field
and depth remain unchanged irrespective of the screening
effects.
The presence of this interfacial valley splitting is critical
for proposals in which 2D confined electrons at the surface
are to be used as qubits either in the form of double quantum
dots55–57 analogous to experiments done in GaAs58 or donor-
dot hybrid qubits.37,59 By increasing the field, the two-valley
split states can be separated out and quantum information
can be encoded in the twofold degenerate spin states, so as to
minimize decoherence effects.60 However, such architectures
need to account for the interface dependence of the valley
splitting.61,62
D. Donor species and depths
Comparison of the Stark shifted spectrum of an As donor
with a P donor at the same depths of 3.8 nm, as shown in
FIG. 4. !Color online" The lowest 8 single electron probability
densities !&"&2" of the Si:As system in the a" Coulomb confined
regime !left column", b" hybridized regime !middle column", and c"
interfacial confinement regime !right column". The As donor is at
3.8 nm from the interface, and its energy spectrum is shown in Fig.
2!a". The field and depth are both in the y direction. The plots show
a 2D cut through the z=0 plane passing through the donor center.



























FIG. 5. !Color online" a" Energy difference !#" between the two
lowest interfacial states, S1 and S2, as a function of a" field, and b"
donor depth.
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Figs. 2!a" and 2!b", reveals the basic trends of the eigenstates
to be similar. The only notable difference arises in the spac-
ing between the ground state and the excited manifold since
As has a higher binding energy than P. As a consequence, the
P donor states reach the hybridization regime at a lower field.
A transport spectroscopy experiment, which can probe the
energy spacings of a few of the excited states relative to the
ground state, can determine the species of the donor with the
aid of a statistical fitting procedure presented in Ref. 40. This
technique, however, relies on a measurable difference be-
tween the binding energies of the group V donors, and is not
likely to be successful for donor pairs like P and Sb whose
binding energies only differ by less than 2 meV.
The onset of ionization occurs when the interface well
states are at similar energies to the donor states—a regime
we denote as a hybridized regime since the eigenstates are in
a superposition of the donor and the interface states. For
larger donor depths, this hybridization occurs at lower fields
as it takes a smaller field to cause the same drop in potential
between the donor and the interface. In Ref. 32, it was shown
that the critical field at which the donor and the well ground
states anticross decreases with depth. For donors at small
depths, the electron resides in a superposition state over a
range of field values as its ionization is not abrupt like a bulk
impurity. In our earlier work,1 we were able to identify a
hybridized regime in a field-depth curve, and map the experi-
mental data points on this curve. A data sample to the left of
this curve signified a Coulomb confined regime, whereas a
data sample to the right signified an interfacial confinement
regime. As the donor depth increases, the width of this hy-
bridized regime gets narrower as the donor-interface cou-
pling diminishes. Comparison of a P donor at 3.8 and 15.2
nm #Figs. 2!b" and 2!c"$ shows that not only does the ion-
ization field decrease as depth increases,28,30,32 but also the
field regime for hybridization becomes narrower.
The Stark spectrum for a shallow donor #Fig. 2!b"$ looks
somewhat different qualitatively from that of a deeper donor
#Fig. 2!c"$ primarily because a number of states remain de-
generate for a deeper donor-interface system. For a shallow
donor, the stronger tunnel couplings and symmetry breaking
by the interface remove these degeneracies. The fact that the
hybridized regime is in a very narrow field regime also con-
tributes to this difference.
E. Electron localization
Figure 6 gives a quantitative description of the electron
localization at different fields and donor depths. Figure 6!a"
shows the dipole moment in the direction of the field for
different donor depths as a function of the field. At F=0, the
electron is localized at the impurity, and the dipole moment
is 0. As the field is increased, the electron probability distri-
bution shifts toward the interface either gradually for small
donor depths or abruptly for larger donor depths. Once ion-
ized, it exhibits a weaker dependence on the field.
To provide some insight into how strongly the electron is
laterally bound at the interface, we can make use of the ex-
pectation value of the operator $=(!x!x0"2+ !z!z0"2 as the
field is in y direction with !x0 ,y0 ,z0" being the coordinates of
the impurity. Figures 6!b" and 6!c" show this lateral confine-
ment of the donor electron as a function of field and depth
respectively. At F=0 in Fig. 6!b", the lateral confinement is
between 1 and 2 nm, which is of the order of the Bohr radii
of the donor. As the field increases, the lateral confinement
deteriorates as the electron moves away from the impurity
core. Figure 6!c" shows the lateral confinement at the inter-
face as a function of donor depth at a high field value of F
=50 MV /m. As expected, the lateral confinement is stron-
gest for donors close to the interface.
This shows that experiments, which are aiming to build
interfacial qubits may benefit from a delta doped layer of
impurities at depths chosen to suit their confinement criteria
based on gate densities and qubit separations for optimal
exchange interactions.








































































FIG. 6. !Color online" a" The ground-state dipole moment in the
direction of the field showing average electron localization. The
electron shuttling is smooth for donors near the surface, but abrupt
for donors buried deep. b" The lateral confinement of the electron as
a function of field for different donor depths. c" The variation of
lateral electron confinement at the interface as a function of donor
depth at F=50 MV /m. All the data are for an As donor.










































































  PROOF COPY [BD11448] 098936PRB  
  PROOF COPY [BD11448] 098936PRB  
  PROOF COPY [BD11448] 098936PRB  
F. Effects of screening
In realistic devices, presence of charges near a boundary
between a semiconductor and another material can induce
image charges. These image charges occur because of a re-
distribution of the charges in the vicinity of the boundary,
and they affect the electrostatics of the system by modifying
the net potential the source charges experience. The image
charges and their screening effects strongly depend on the
materials at the other side of the boundary, most notably
through their dielectric functions.
In Ref. 63, MacMillen used a variational technique to
derive an approximate model of screening for a donor near
an interface. Assuming that the donor is located at the coor-
dinates !x0 ,y0 ,z0" and the interface is closest in the y direc-
tion, the additional screening potential due to the image
charges in his model is of the form,
HS =
CQ





where the first term represents the interaction of the electron
with the image of the positively charged nuclear core, while
the second term is the interaction of the electron with its own
image. In effect, the first term is that of a point charge Q
located a distance D on the other side of the interface and
interacting with the donor electron. The second term due to
the electron image term is a one-dimensional !1D" confined
potential commonly used to describe electronic image
screening effects in 2DEGs. C is the electrostatic constant
given by e2 / !4%&si". In comparison, the unscreened Hamil-
tonian of the system can be expressed as,
HU = H0 !
C
(!x ! x0"2 + !y ! y0"2 + !z ! z0"2
+ eFy , !2"
where H0 is the Si crystal Hamiltonian, the 2nd term is the
donor potential energy, and the 3rd term represents the
y-directed electric field. The total Hamiltonian is given by,
HT=HU+HS.
Although we employ this model in this work, a more
accurate model may involve a self-consistent Possion solu-
tion taking into account the probability distribution of the
electron. Such a model would capture the lateral confinement
of the electron image missing in this work. It was also sug-
gested in another work64 that the electron image charge term
assumes a more gradual variation and does not assume such
a high value at the dielectric boundary. For simplicity and
ease of computation, we have ignored the two above-
mentioned corrections. The screening model in Eq. !1" has
been used in other works,32,34 and presents a good basis for
comparison.
In Eq. !1", Q is a ratio given by Q= &!&Si&I+&Si . For a metallic
interface, &I=' and Q reduces to 1. An SiO2 interface has
&=3.4, and Q assumes the value !0.55. Q also vanishes if the
interface material is Si suggesting that there are no image
charges if there is no dielectric discontinuity. It is to be noted
that for a metallic interface the image charges have opposite
signs as the source charges, which implies that the electron
image tends to pull the electron toward the interface while
the donor image tends to push the electron away from the
interface. For an insulator interface like SiO2, the image
charges are of the same sign as their source charges, and has
the reverse screening effect as compared to a metal. Since a
small layer of oxide is sandwiched between the metal and the
semiconductor in realistic devices, a more realistic screening
might be something between a metallic and an insulator type
screening. We also investigated the screening effects for such
a case with Q=0.5, henceforth referred to as partial metallic
!PM" screening.
Figure 7 shows the net potential the donor electron is
subjected to under different types of screening. Plot Fig. 7!a"
ignores screening, plot Figs. 7!b" and 7!d" employ partial
metallic screening, whereas plot Fig. 7!c" assumes insulator
type screening of SiO2. Plots Figs. 7!a"–7!c" are all at zero
electric fields. Comparison of Figs. 7!a" and 7!b" shows that
the partial metallic type image charges cause the potential
well to spread out more near the interfacial region and advo-
cates ionization. Figure 7!c" shows that oxide type screening
not only raises the net potential, but also provides more do-
nor confinement and hinders ionization. Figure 7!d" shows
the screened donor under a strong electric field.
Figure 8!a" shows the effect of each of the image charge
terms of Eq. !1" on the binding energy of the donor with
partial metallic type screening. If the first term of Eq. !1" is
taken into account only, the net attractive potential of the
system is lowered as the donor image term is of opposite
sign to the donor source potential term. Hence, the binding
energy of the electron decreases at all field values. On the
other hand, the electron image term is attractive and in-
creases the total attractive potential the donor electron expe-
riences. As a result, the donor electron is more strongly
bound relative to the conduction band edge. If we include
both the image terms and compare the resulting binding en-
FIG. 7. !Color online" Effect of screening on the donor poten-
tial. The donor is Si:As at a depth of 3.8 nm. a" The potential at
F=0 without any image charge effects. Total donor potential with
b" partial metallic type screening !Q=0.5", and c" SiO2 type screen-
ing !Q=!0.55", and d" partial metallic type screening at F
=30 MV /m.
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ergy with the unscreened binding energy, we notice that the
binding energy decreases !less negative" in the Coulomb
confined regime and increases !more negative" in the inter-
facial confinement regime. This suggests that the donor im-
age term plays a dominant role in the Coulomb confined
regime, while the electron image term is more dominant in
the interfacial regime. There is a point at which the un-
screened and screened binding energy curves cross each
other, implying that the donor and the electron image effects
completely cancel each other.
In Fig. 8!b", we show the binding energy with various
types of screening. All three screened binding energy curves
cross the unscreened binding energy curve, suggesting that
the donor and electron image terms switch their dominant
roles between the Coulomb and the interfacial confinement
regimes. A closer look at the interfacial regime at F
=50 MV /m shows that the SiO2 screened curve has the low-
est binding energy while the metallic screened curve has the
highest. This is expected provided the electron image term
plays a dominant role in the interfacial regime. In the metal-
lic case, the electron image term is attractive and causes the
electron to be strongly bound at the interface. The repulsive
electron image term, in case of SiO2, causes the electron to
be bound at a lower energy.
In Fig. 9, we show part of the Stark shifted spectrum for
the As donor at 3.8 nm depth under different types of screen-
ing. The major effect of screening is a shift of the whole
spectrum in absolute energy scale. The relative differences
between the lowest states in the Coulomb confined and in the
hybridized regime remain mostly unchanged. However, the
relative energy spacing of the states are somewhat affected in
the interfacial confinement regime. This effect is maximum
with full metallic-type screening. It must be mentioned that a
full metallic type screening is unrealistic in real MOSFETs
as it forms a metal semiconductor junction allowing current
leakage. The more realistic type of screening is likely to be
of SiO2 or of partial metallic nature.
A plot of the valley splitting with screening in Fig. 10
shows that valley splitting can vary by several meVs depend-
ing on the type of screening. This is expected as the electron
image term varies rapidly near the interface boundary and
modifies the confinement potential.
IV. CONCLUSION
We have computed the Stark shifted spectrum for an As
and a P donor in Si at various depths from an interface.
Utilizing the tight-binding approximation, we capture a more
complete manifold of s and p type states skipped in earlier
works. Understanding the details of these excited states, has
proved to be critical to interpret experimental data.1 The re-
sults show adiabatic ionization of the donor electron to the












































FIG. 8. !Color online" Effect of image charges on the ground
state of Si:As at 3.8 nm donor depth. a" Effect of the various image
potential terms of Eq. !1" on the binding energy with partial metal-
lic type screening. b" Variation of the binding energy with various
types of screening.

























































FIG. 9. !Color online" Partial Stark spectrum of Si:As at 3.8 nm
depth with a" SiO2 type screening !Q=!0.55" b" partial metallic
type screening !Q=0.5" c" Metallic screening !Q=1".















FIG. 10. !Color online" Energy difference !#" between the two
lowest states !S1 and S2" at interfacial confinement as a function of
field. This valley-orbit splitting can be sensitive to the type of
screening.
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field defined interfacial well as the higher excited states in-
terfere with the 1s manifold. Anticrossing between the
ground state and the second excited state characterizes this
ionization as the electron transits from a Coulomb confined
regime to an interfacial confinement regime through an in-
termediate hybridization of the donor and interface well
states. At weak field, surface effects are visible as the triplet
and doublet degeneracy of the 1s manifold are lifted. At high
fields, the states conform to the 2D symmetries of the inter-
face well. Strong confinement by a hard wall and the field
produces valley splitting of the lowest two states. Finally, we
investigate the effect of various types of screening on the
Stark shifted spectrum. We observe that the donor image
term has a dominant effect in the Coulomb regime, while the
electron image term is dominant in the interfacial confine-
ment regime.
The model and the method presented here helps to obtain
a comprehensive quantitative description of the donor Stark
shift problem that has been of recent interest in the context of
quantum computing applications. This numerical approach
helps in the large-scale qubit device modeling, and was used
to interpret single donor transport measurements in
FinFETs.1
ACKNOWLEDGMENTS
This work was supported by the Australian Research
Council, the Australian Government, and the U.S. National
Security Agency !NSA" and the Army Research Office
!ARO" under Contract No. W911NF-08-1-0527. Part of the
development of NEMO-3D was initially performed at JPL,
Caltech under a contract with NASA. NCN/nanohub.org
computational resources were used in this work. S.R. also
acknowledges the support of Dutch Foundation for Funda-




1 G. P. Lansbergen, R. Rahman, C. J. Wellard, I. Woo, J. Caro, N.
Collaert, S. Biesemans, G. Klimeck, L. C. L. Hollenberg, and S.
Rogge,Nat. Phys. 4, 656 !2008".
2 F. R. Bradbury, A. M. Tyryshkin, G. Sabouret, J. Bokor, T.
Schenkel, and S. A. Lyon, Phys. Rev. Lett. 97, 176404 !2006".
3 B. E. Kane, Nature !London" 393, 133 !1998".
4 R. Vrijen, E. Yablonovitch, K. Wang, H. W. Jiang, A. Balandin,
V. Roychowdhury, T. Mor, and D. DiVincenzo, Phys. Rev. A
62, 012306 !2000".
5 R. deSousa, J. D. Delgado, and S. Das Sarma, Phys. Rev. A 70,
052304 !2004".
6 L. C. L. Hollenberg, A. S. Dzurak, C. Wellard, A. R. Hamilton,
D. J. Reilly, G. J. Milburn, and R. G. Clark, Phys. Rev. B 69,
113301 !2004".
7 A. M. Stoneham, A. J. Fisher, and P. T. Greenland, J. Phys.:
Condens. Matter 15, L447 !2003".
8 L. C. L. Hollenberg, A. D. Greentree, A. G. Fowler, and C. J.
Wellard, Phys. Rev. B 74, 045311 !2006".
9 C. D. Hill, L. C. L. Hollenberg, A. G. Fowler, C. J. Wellard, A.
D. Greentree, and H.-S. Goan, Phys. Rev. B 72, 045350 !2005".
10 S. R. Schofield, N. J. Curson, M. Y. Simmons, F. J. Ruess, T.
Hallam, L. Oberbeck, and R. G. Clark, Phys. Rev. Lett. 91,
136104 !2003".
11 D. N. Jamieson, C. Yang, T. Hopf, S. M. Hearne, C. I. Pakes, S.
Prawer, M. Mitic, E. Gauja, S. E. Andresen, F. E. Hudson, A. S.
Dzurak, and R. G. Clark, Appl. Phys. Lett. 86, 202101 !2005".
12 S. E. S. Andresen, R. Brenner, C. J. Wellard, C. Yang, T. Hopf,
C. C. Escott, R. G. Clark, A. S. Dzurak, D. N. Jamieson, and L.
C. L. Hollenberg, Nano Lett. 7, 2000 !2007".
13 F. J. Ruess, W. Pok, K. E. J. Goh, A. R. Hamilton, and M. Y.
Simmons, Phys. Rev. B 75, 121303 !2007".
14 H. Sellier, G. P. Lansbergen, J. Caro, S. Rogge, N. Collaert, I.
Ferain, M. Jurczak, and S. Biesemans, Phys. Rev. Lett. 97,
206805 !2006".
15 F. J. Ruess, B. Weber, K. E. J. Goh, O. Klochan, A. R. Hamilton,
and M. Y. Simmons, Phys. Rev. B 76, 085403 !2007".
16 A. R. Stegner, C. Boehme, H. Huebl, M. Stutzmann, K. Lips,
and M. S. Brandt, Nat. Phys. 2, 835 !2006".
17 A. K. Ramdas and S. Rodriguez, Rep. Prog. Phys. 44, 1297
!1981".
18 N. Q. Vinh, P. T. Greenland, K. Litvinenko, B. Redlich, A. F. G.
van der Meer, S. A. Lynch, M. Warner, A. M. Stoneham, G.
Aeppli, D. J. Paul, C. R. Pidgeon, and B. N. Murdin, Proc. Natl.
Acad. Sci. U.S.A. 105, 10649 !2008".
19 D. Karaiskaj, J. A. H. Stotz, T. Meyer, M. L. W. Thewalt, and M.
Cardona, Phys. Rev. Lett. 90, 186402 !2003".
20 G. D. J. Smit, S. Rogge, J. Caro, and T. M. Klapwijk, Phys. Rev.
B 68, 193302 !2003".
21 A. A. Larionov, L. Fedichkin, and K. A. Valiev, Nanotechnology
11, 392 !2000".
22 C. J. Wellard, L. C. L. Hollenberg, and C. I. Pakes, Nanotech-
nology 13, 570 !2002".
23 Y. C. Fang and J. Tucker, Phys. Rev. B 66, 155331 !2002".
24 L. M. Kettle, H.-S. Goan, S. C. Smith, C. J. Wellard, L. C. L.
Hollenberg, and C. I. Pakes, Phys. Rev. B 68, 075317 !2003".
25 G. D. J. Smit, S. Rogge, J. Caro, and T. M. Klapwijk, Phys. Rev.
B 70, 035206 !2004".
26 A. S. Martins, R. B. Capaz, and Belita Koiller, Phys. Rev. B 69,
085320 !2004".
27 C. J. Wellard and L. C. L. Hollenberg,Phys. Rev. B 72, 085202
!2005".
28 M. Friesen, Phys. Rev. Lett. 94, 186403 !2005".
29 G. Kandasamy, C. J. Wellard, and L. C. L. Hollenberg, Nano-
technology 17, 4572 !2006".
30 A. Debernardi, A. Baldereschi, and M. Fanciulli, Phys. Rev. B
74, 035202 !2006".
31 H. T. Hui, Phys. Rev. B 74, 195309 !2006".
32 M. J. Calderon, B. Koliller, X. Hu, and S. Das Sarma, Phys. Rev.
Lett. 96, 096802 !2006".
33 M. J. Calderon, Belita Koiller, and S. Das Sarma, Phys. Rev. B
77, 155302 !2008".
34 A. F. Slachmuylders, B. Partoens, W. Magnus, and F. M. Peeters,





























































































































  PROOF COPY [BD11448] 098936PRB  
  PROOF COPY [BD11448] 098936PRB  
  PROOF COPY [BD11448] 098936PRB  
Appl. Phys. Lett. 92, 083104 !2008".
35 R. Rahman, C. J. Wellard, F. R. Bradbury, M. Prada, J. H. Cole,
G. Klimeck, and L. C. L. Hollenberg, Phys. Rev. Lett. 99,
036403 !2007".
36 A. J. Skinner, M. E. Davenport, and B. E. Kane, Phys. Rev. Lett.
90, 087901 !2003".
37 M. J. Calderon, B. Koiller, and S. Das Sarma, Phys. Rev. B 75,
125311 !2007".
38 M. J. Calderon, B. Koiller, and S. Das Sarma, Phys. Rev. B 74,
081302!R" !2006".
39 B. Koiller, X. Hu, and S. Das Sarma, Phys. Rev. Lett. 88,
027903 !2001".
40 G. P. Lansbergen, R. Rahman, C. J. Wellard, P. E. Rutten, J.
Caro, I. Woo, N. Colleart, S. Biesemans, G. Klimeck, L. C. L.
Hollenberg, and S. Rogge, Electron Devices Meeting, 2008.
IEDM 2008. IEEE International.
41 J. C. Slater and G. F. Koster, Phys. Rev. 94, 1498 !1954".
42 G. Klimeck, F. Oyafuso, T. B. Boykin, R. C. Bowen, and P. von
Allmen, Comput. Model. Eng. Sci. 3, 601 !2002".
43 T. B. Boykin, G. Klimeck, and F. Oyafuso,Phys. Rev. B 69,
115201 !2004".
44 S. Ahmed, N. Kharche, R. Rahman, M. Usman, S. Lee, H. Ryu,
H. Bae, S. Clark, B. Haley, M. Naumov, F. Saied, M. Korkusin-
ski, R. Kennel, M. McLennan, T. B. Boykin, and G. Klimeck,
Springer Encyclopedia for Complexity !2009".
45 S. Lee, F. Oyafuso, P. von Allmen, and G. Klimeck, Phys. Rev. B
69, 045316 !2004".
46 M. Naumov, S. Lee, B. Haley, R. Rahman, H. Ryu, F. Saied, S.
Clark, and G. Klimeck, J. Comput. Electron. 7, 297 !2008".
47 G. Klimeck, S. Ahmed, N. Kharche, M. Korkusinski, M. Usman,
M. Prada, and T. B. Boykin, IEEE Trans. Electron Devices 54,
2079 !2007".
48 NanoHUB.org computational resource of a 256-node 3.3GHz
Pentium Irvindale PC cluster was used in this work. The tight-
binding calculations were done under the hood of the Nano-
Electronic Modeling Tool !NEMO-3D".
49 N. Kharche, M. Prada, T. B. Boykin, and G. Klimeck, Appl.
Phys. Lett. 90, 092109 !2007".
50 M. Usman, S. Ahmed, and G. Klimeck, IEEE Trans. Nanotech-
nol. ", ", !2008".
51 W. Kohn and J. M. Luttinger, Phys. Rev. 98, 915 !1955".
52 S. T. Pantelides and C. T. Sah, Phys. Rev. B 10, 621 !1974".
53 T. B. Boykin, G. Klimeck, M. Eriksson, M. Friesen, S. N. Cop-
persmith, P. von Allmen, F. Oyafuso, and S. Lee, Appl. Phys.
Lett. 84, 115 !2004".
54 S. Srinivasan, G. Klimeck, and L. Rokhinson, Appl. Phys. Lett.
93, 112102 !2008".
55 M. Friesen, P. Rugheimer, D. E. Savage, M. G. Lagally, D. W.
van der Weide, R. Joynt, and M. A. Eriksson, Phys. Rev. B 67,
121301 !2003".
56 D. Culcer, L. Cywinski, Q. Li, X. Hu, and S. Das Sarma,
arXiv:0903.0863 !unpublished".
57 D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120 !1998".
58 J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird, A. Yacoby,
M. D. Lukin, C. M. Marcus, M. P. Hanson, and A. C. Gossard,
Science 309, 2180 !2005".
59 private communication with M. S. Carroll, QIST, Sandia Na-
tional Laboratories.
60 C. Tahan, M. Friesen, and R. Joynt, Phys. Rev. B 66, 035314
!2002".
61 T. B. Boykin, N. Kharche, and G. Klimeck, Phys. Rev. B 77,
245320 !2008".
62 A. L. Saraiva, M. J. Calderon, Xuedong Hu, S. Das Sarma, and
Belita Koiller, Phys. Rev. B 80, 081305!R" !2009".
63 D. B. MacMillen and U. Landman, Phys. Rev. B 29, 4524
!1984".
64 M. Diarra, Y. Niquet, C. Delerue, and G. Allan, Phys. Rev. B 75,
045301 !2007".

















































































  PROOF COPY [BD11448] 098936PRB  
  PROOF COPY [BD11448] 098936PRB  
  PROOF COPY [BD11448] 098936PRB  
AUTHOR QUERIES —
#1 AU: Please check renumbering of Refs.
#2 AU: Please define EMT.
#3 Au: Please verify that the first page should be !121303! not !123013! in Ref. 13 aslo verify that the author
should be !Rueß! not !Ruess! in Ref. 13.
#4 Au: Please verify that the author should be !Rueß! not !Ruess! in Ref. 15.
#5 AU: Please check first page in Ref. 17.
#6 Au: Please verify that the first page should be !075317! not !75317! in Ref. 24.
#7 AU: Please check first page in ref. 29.
#8 Au: Please verify that the author should be !Hui! not !Hu! in Ref. 31.
#9 Au: Please verify that the year should be !2001! not !2002! in Ref. 39.
#10 AU: Please verify Ref. 40.
#11 AU: Please check first page in ref. 41.
#12 AU: Please check content of Ref. 42, unable to verify
#13 AU: Please supply volume and first page no. in ref. 50.
#14 AU: Please update Ref. 56 if possible.
NOT FOR PRINT! FOR REVIEW BY AUTHOR NOT FOR PRINT!
1-11
  PROOF COPY [BD11448] 098936PRB  
