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ABSTRACT 
We propose asequence-based algorithm BACAP to assemble BAC sequences generated 
from hierarchical shotgun sequencing. Our approach relies on sequence similarity rather than 
physical mapping. It follows the "overlap-layout-consensus" framework used for shotgun 
sequencing data. BACAP uses heuristic methods to achieve efficiency and accuracy. It was 
tested on four simulated data sets of 200 BAC-size sequences each and one real data set of 
228 rice BACs from TIGR. The average running time was 25 minutes on one 900 MHz IA-
64 GenuineIntel Itanium machine. Our results show that BACAP can quickly and accurately 
accomplish some BAC assembly tasks without physical mapping information. 
1 
GENERAL INTRODUCTION 
Introduction 
Two strategies have been used in genome sequencing projects: Whole-Genome Shotgun 
sequencing (WGS) and Hierarchical Shotgun sequencing (HS). WGS was proposed to be 
inexpensive and efficient while HS was proposed to be accurate. Extensive debate has taken 
place about which of the two strategies is better for complex genomes (Green, 1997; Green, 
2002; Waterston et al., 2002; Weber &Myers, 1997). In general, the HS method overcomes 
the misassembly problem caused by the repeats and it may be more suitable for complex 
genomes unless new methods arise. The main challenge for HS is the physical mapping, 
which should be done before sequencing. In practice, the. proposed "map first, then 
sequence" is not typically performed. Usually, the construction of physical maps and the 
sequencing are completed concurrently, as the Human Genome Project (HGP) does. Another 
problem with the HS method is that even when the mapping information is available it is not 
accurate (Zhuo et al., 2001). An important issue to consider for the HS method is how to 
assemble Bacterial Artificial Chromosome (BAC) sequences into a complete sequence 
without prior knowledge of the mapping. 
A number of DNA sequence assembly programs have been developed for assembling 
shotgun reads (500 bp) (Aparicio et al., 2002, p. 25; Batzoglou et al., 2002; Gleizes & 
Henaut, 1994; Huang, 1992; Huang, 1996b; Huang &Madan, 1999; Huang et al., 2003; Jaffe 
et al., 2003; Kim & Segre, 1999; Lawrence et al., 1994; Mullikin & Ning, 2003; Peltola et 
al,. 1984; Smith et al., 1993; Staden, 1980). However, none of these methods have been used 
in the assembly of BAC sequences (100200 kb). To our knowledge, only four assembly 
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programs aimed at assembling BAC sequences exist to date. First, GigAssembler (Kent & 
Haussler, 2001) was built to merge initial sequence contigs and to order and orient the 
produced-larger contigs. It produced the first publicly available assembly of human genome 
based on rr~~TA, paired plasmid ends, EST, BAC end pairs, and other information, such as 
fingerprint-based physical maps (Kent ~ Haussler, 2001). Second, NCBI's in-house 
assembler (http://www.ncbi.nlm.nih.govi~enome/guide/build.html, date accessed: February 
2004) uses STS marker maps instead of fingerprint clone contigs to yield the assembly. 
Barnacle, the third program, is able to assemble the genome from the bottom-up without a 
fingerprint-based physical map of the clones (Choi & Farach-Colton, 2003). Barnacle is 
touted as very fast, but the efficiency is partly due to the input data from NCBI, which has 
done the most time consuming parts of assembly: all-against-all and other kinds of overlap 
computations. Fourth, Mega Weaver (Wang, 2004) applies the "overlap-layout-consensus" 
framework used in genome assembly. Mega Weaver attempts to minimize the false overlaps 
before consensus construction. However, Wang's paper didn't mention the computational 
complexity on time and memory, which are two critical issues in long sequences like BACs 
assembly. 
In this paper, we present an assembler BACAP (BAC Assembly Program) developed 
from CAP3 (Huang &Madan, 1999) to produce the sequence-based assembly of BACs. 
BACAP does not need prior physical mapping information. It produces the final sequence 
completely based on sequence overlapping information and quality values, if available. 
Obviously, the traditional dynamic programming can not be used for the BAC sequence 
assembly. For efficiency, the overlap computation is usually restricted to a band of diagonals 
in the dynamic programming matrix (Green, 1996; Huang &Madan, 1999; Pearson & 
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Lipman, 1988). We use a modified banded alignment and a heuristic method to accomplish 
this computational burden. The program was tested on 228 BAC sequences from TIGR 
(http://gnn.tigr.org/tigr-scripts/e2k1/bac status_display.spl?db=osal&status=Finished 
&chromosome =A11&segdb=osg, date accessed: March 2004) and four artificial data sets (see 
methods). An error rate of 0.001 was introduced to all data sets to mimic the sequencing error 
of BACs. The assembly results were 100% correct according to the annotation, and the 
running time is acceptable. 
Mini-review of Genome Sequencing Methods 
Whole-Genome Shotgun Sequencing (WGS) 
In this method, multiple copies of the genome, typically at least 6-8-fold, are randomly 
broken into small pieces by restriction enzymes or other physical methods. One or both ends 
of each piece are then sequenced by automated sequencing machines. By doing this, 
overlapping fragments covering the same region will be created. Finally, the overlapping 
fragments are assembled by programs to produce the original sequence. The WGS method 
was first used to sequence the 1.8-Mb genome of the bacterium H. flu (Fleischmann et al., 
1995). It has been applied successfully to produce the sequences of plasmids, organelles, and 
microbial genomes. While the WGS method works well for genomes with relatively few 
repeat sequences such as the Drosophila genome (3% repeat content)(Myers et al., 2000), it 
is more challenging to use for genomes with a high content of repeats, such as the human 
genome(Green, 2002; Waterston et al., 2002). 
Hierarchical Shotgun Sequencing (HS) 
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HS is also referred to as clone-based strategy or BAC-by-BAC sequencing. In this 
method, a physical map of the genome is constructed before sequencing. A minimal tiling 
path, which consists of BAC clones covering the genome with a minimum of overlaps, is 
selected. Shotgun sequencing is then applied to produce the sequence of each BAC. 
Overlapping BAC sequences are then merged to form longer sequences. The assembly within 
the BAC is rather simple because the misassembly problem caused by repeats is greatly 
reduced, since the repeats may be unique at the BAC level. Any assembly program used by 
WGS can be used at this stage during the process. The HS method has been applied to 
generate the draft human sequences by the international Human Genome Project. It has also 
been successful in the genome sequencing projects of C. elegans (1998), Arabidopsis (2000), 
and rice (Sasaki et al., 2002). The challenge for BAC-by-BAC sequencing is the construction 
of the high-resolution physical map. Two clones, A and B, overlap on fingerprints if they 
share at least k restriction fragments in common. The physical mapping problem is 
formalized to determine the order of and distance between clones based on the fingerprint 
overlaps. This has been proved to be NP-hard by Goldberg (Goldberg et al., 1995). A 
fingerprint clone contig (FPC) includes 10-100 BACs which have at least one overlap with 
other members in the group. The FPC is usually constructed using probabilistic models and 
algorithms (Soderlund et al., 2000; Soderlund et al., 1997), which inevitably contain errors. 
Outline 
This paper is organized as follows. The algorithms and data simulations are presented 
in the Methods and Materials section. The evaluation of performance of BACAP is presented 
in the Results section. Discussion on the accuracy and efficiency of BACAP is in the 
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Discussion section. Future research directions are listed in the Future Research section. 
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METHODS AND MATERIALS 
This section describes the detailed algorithms used in BACAP and the data simulation 
for the evaluation of the performance of BACAP. 
Methods 
The assembly method consists of three phases. In phase I, repetitive regions of reads are 
identified by coverage information and low-quality regions are clipped by both quality values 
and alignment information. Overlaps of similar reads are computed. In phase II, reads are 
joined to form contigs in decreasing order of overlap scores. In phase III, multiple sequence 
alignments for each contig are performed and a consensus sequence, together with a quality 
value for each base, is constructed. Base quality values are used in the computation of 
overlaps and the construction of multiple sequence alignments. We describe phase I and 
phase III in detail below. Phase II is the same as that of CAP3 except that no constraints are 
provided in the construction of contigs (Huang &Madan, 1999). The terms reads, fragments, 
and BAC sequences are interchangeable in this paper. 
Fast Identification of Repetitive Regions 
A region of a read is considered repetitive if it is highly similar to regions of many reads. 
Similarities between reads are estimated by a chain of segment pairs whose score is greater 
than a cutoff. A segment pair is a gap-free alignment of two segments of the two aligned 
reads. Alargest-scoring chain of segment pairs can be quickly identified by a fast alignment 
technique (Altschul et a1.,1990; Huang, 1996a). Basically, a lookup table is constructed for 
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all regions ~of the reads with a large word size (22 by default). The reason for a large word 
size is the BAC-size sequences. If the word size (usually 11) for shotgun genome assembly is 
used, unexpected random matches may occur frequently. To ensure a large word size, a 
hashing technique is used. Then, for each read fX, fast alignment procedures between fX and 
other reads fy, x<y, are performed using the lookup table. A coverage array for the read fX
records the number of overlaps between read f and other reads based on the high-scoring 
chains of segment pairs. The coverage array for read fX has the size of length of fX. It is set to 
O lnitlally. When ahigh-scoring chain is found for fX, the region covered by the chain is 
incremented by 1. A region is defined repetitive if all the corresponding elements of the 
coverage array are greater than a cutoff. After all the reads fX are compared with fy, x<y, a 
final lookup table for the unique regions is constructed with an even larger word size (33 by 
default). The reason to use a larger word size is to make sure that spanning regions of 
repetitive regions are very similar in order to extend an exact match into the masked repeat 
regions. If a repetitive region is surrounded by unique regions highly similar to one other 
read, then this repetitive region may be falsely classified as repeats and the overlap may be 
true overlap. 
Clipping of Low-Quality Regions 
Poor ends of reads are first clipped by quality values. Sequence similarities are then 
used to determine the clipping positions of reads. The 5' clipping position of a read is the 
minimum of 5' end positions of good regions of the read. The 3' clipping position of a read is 
the maximum of 3' end positions of good regions of the read. A good region is defined if it is 
highly similar to a region of another read and it is sufficiently long with high-quality values. 
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Traditional banded alignment algorithm computes the overlaps by a matrix band covering all 
segment pairs of the high-scoring chain (Huang &Madan, 1999). The segment pairs are 
recomputed during the banded alignment procedure. This is un-necessary for BAC sequences 
since the error rate in BACs is low, about 0.0001 or even lower. Next, we describe a heuristic 
method to fast compute the approximate overlap for clipping purpose. 
A high-scoring chain between read f and read g is used for the approximate alignment to 
determine the start and end positions of good similar regions. The criteria for selecting such a 
chain are based on the coordinates and scores. If the smaller of the two starting positions of a 
good chain, that is, min{fS~, gs~}, equals 1, this chain is selected. Otherwise, the highest-
scoring chain which meets the requirement min { fs~, gs~ } <lencutoff (200 by default) is 
selected. We take advantage of the segment pairs produced previously by the fast alignment 
procedure. So, we only compute overlaps for the gaps between segment pairs by the full-
matrix alignment algorithm (Needleman &Wunsch, 1970; Hirschberg, 1975). Essentially, 
between each consecutive pair of segment pairs, where the first ends at (i,j) and the second 
begins at (k,l) in two reads f and g, respectively, a full matrix global alignment of (fi...fk) x 
(g~...gl) can be computed. Then, this small overlap and the segment pairs are concatenated to 
form the complete approximate alignment (Figure 1). If the two sequences are supposed to be 
merged together during assembly (chain score > scorecutof~, the two regions in the overlap 
will not significantly diverge. Thus, only a small portion of the two regions is needed to 
perform the full-matrix global alignment procedure. 
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,fstart 
Read f 
gstarr Read g 
\_. 
Figure ~. Computation of approximate alignment of reads f and g. The big rectangle with solid line 
represents the full dynamic programming matrix, with the rows corresponding to the bases of read f and the 
columns to the bases of read g. The heavy lines inside the big rectangle represent segment pairs identified by the 
fast alignment procedure. The rectangles with dotted lines are the ones actually computed using full matrix 
dynamic programming. 
Special treatments are needed for the gap before the first segment pair and the gap after 
the last segment pair, if any exist. We'll describe the treatments when a gap exists before the 
first segment pair. When neither of the two starting positions of the chain between read f and 
read g equals 1, a gap occurs before the first segment pair (Figure 2). The actual starting 
position of the similar region is located by computing an optimal local alignment for 
(f1...fs~rt) x (gl...gsc~rt)• If the local alignment does not end at (fS~n, gStart), then an optimal 
global alignment is performed to connect the local alignment with the starting point (fS~n, 
gs~rt) (Figure 2). The alignment produced within the gap should be good enough to be 
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considered. Otherwise, the starting position of overlap between read f and read g would be 
(fs~, gs~). Similar treatments apply to the gap after the last segment pair. 
,fstart 
Read f 
gsrart Read g 
l 
t 
Figure 2. Special treatments for the gap before the first segment pair. The big rectangle, the read f and read 
g, are the same as described in Figure 1. A gap occurs before the starting point (fs~, gS~) of the chain between 
read f and read g. The big dotted rectangle represents the gap. The dashed curve inside the gap represents the 
optimal local alignment for the gap. When the ending position of the local alignment differs from the starting 
point (fs~~, gscarc)~ a full matrix global alignment is performed within the small dotted rectangle to connect them. 
Computatl'on of Overlaps 
From now on, a clean read or a read refer to the read after 5' and/or 3' clipping. In WGS, 
the overlap computation is usually performed using banded alignment algorithms (Green, 
1996; Huang &Madan, 1999; Pearson &Lipman, 1988) to ensure efficiency. But for the 
BAC assembly, it would never run through with the traditional banded alignment procedure 
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since the BACs are so long. Here we use a slightly modified version of the banded alignment. 
To deliver an optimal global alignment within a band, the lower diagonal (loved) and 
upper diagonal (upd) must satisfy the following location requirements: loved <_ min (0, N-M) 
and upd > max (0, N-M), where M, N are the lengths of the two sequences. This would result 
in a wide band if the lengths of the two sequences differ significantly (Figure 3), which is not 
affordable for alignments between long sequences. We'll describe how we narrow down the 
band in the next paragraph. Adivide-conquer technique is used to achieve the linear space 
delivery of an alignment (Hirschberg, 1975; Myers &Miller, 1988). The running time is 
O(NW*logM), where W is the width of the band. As in the fast alignment procedure, base 
quality values are incorporated in the score calculation. Each overlap is evaluated by five 
measures, as in CAP3 (Huang &Madan, 1999). 
N 
M 
Figure 3. Location requirements for loved and upd. The big rectangle is the dynamic programming matrix. M 
and N are the lengths of the two sequences to be aligned. To compute optimal global alignment within a band, 
the lower diagonal of the band should fall in the triangle under the shaded area and the upper diagonal of the 
band should fall in the triangle above the shaded area. Thus, the shaded area is the minimum width of a band for 
the global alignment within a band. 
For each pair of reads with a potential overlap, a minimum band of diagonals identified 
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previously by fast alignment procedure is used. The minimal band should cover all the 
segment pairs of the specific high-scoring chain selected for the approximate alignment 
during clipping. Note that this chain satisfies the requirements on the score and the 
coordinates. Thus, it is good enough to represent the overlap between the two reads. The 
band need not cover the upper-left and the lower-right corners of the original dynamic 
programming matrix. The banded alignment will be restricted to a smaller matrix in which 
the band satisfies the location requirement (Figure 4). The region outside the new matrix is 
considered as a deletion gap and an insertion gap for the two reads respectively. 
N 
Deletion gap 
M 
Insertion gap 
Figure 4. Modified banded alignment. The big rectangle is the dynamic programming matrix. M and N are the 
lengths of the two reads. The large shaded area is the band satisfying the location requirements for the global 
alignment of the two reads. The small shaded area is the minimum band identified by the fast alignment 
procedure. It doesn't cover the upper -left and the lower-right corners of the matrix. The small dotted rectangle 
is the actual matrix that is used to produce the alignment within the band. Note that the small band covers the 
upper-left and the lower-right corners of the dotted matrix. The regions indicated by heavy lines are considered 
as a deletion gap and an insertion gap for the final alignment. The difference between the small and the large 
shaded areas leads to a considerable difference in the running time of the alignment algorithm. 
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Construct~'on of Consensus 
A multiple sequence alignment is constructed for each contig. A scoring scheme 
incorporating quality values (Huang &Madan, 1999) is used for accuracy. Reads are ordered 
by their positions in the contig. Then, each read is aligned to the current alignment one by 
one. After an alignment is constructed, a consensus sequence, together with a quality value 
for each base, is generated. For clarity, the current alignment is called a block and the read to 
be aligned is called a new read. Although the pair-wise alignment computation is performed, 
at most, once for each read, carrying out the computation over the entire dynamic 
programming matrix is not reasonable since the overlap between BAC sequences may be 
very long. So, we decided to use the banded alignment algorithm for aligning the new read 
with the black. To deliver the alignment in linear space, the divide and conquer technique is 
used (Hirschberg, 1975; Myers &Miller, 1988). Usually, a large portion of the block remains 
unchanged for the rest of the construction. Thus, only the 3' portion of the block is used for 
the alignment procedure, which will be replaced by the resulting alignment. 
The determination of the band width for the banded alignment procedure for the new 
read and the 3' block is slightly different from what is done during the overlap computation 
where it is one to one alignment. Two possible ways are available to determine the band 
width: 1) Perform fast alignments between the new read and every sequence in the 3' block. 
As in the clipping procedure, ahigh-scoring chain satisfying both the coordinates and score 
requirements will be selected for each pair. The final minimal band should cover all the 
segment pairs for every selected high-scoring chain. 2) Generate a consensus sequence for 
the 3' block. Then, use the fast alignment procedure to determine the band for consensus 
sequence and the new read with a method similar to what is used for the overlap 
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computation. Gaps in the consensus sequence or the sequences in the block are ignored in the 
fast alignment procedure. The tradeoff between these two methods is the accuracy and 
efficiency. The first method is more accurate, while the second method is more efficient. Let 
n be the maximum depth of the block in a contig, the fast alignment procedure will be 
performed O(n2) and O(n) times respectively for the first method and the second method. We 
decided to use the first method to get more accurate results and use a modified fast alignment 
procedure, described next, to achieve efficiency. 
The fast alignment procedure is performed O(n2) times. To speed up the process, a 
slightly different technique was used to build the lookup table. Instead of using consecutive 
words as we do for repeat masking and low-quality clipping procedure, we borrowed the idea 
of SSAHA (Ning et al., 2001) to use non-consecutive words for the lookup table. Because all 
the 2w-character matches are guaranteed to be found, we used the normal word size w=11 at 
this stage so that no hashing technique was needed. 
Data Simulation 
Four simulated data sets were generated from the 29 Mb Human chromosome 21 
genomic contigs (Accession number: NT_011512.9) from NCBI 
(http://www.ncbi.nlm.nih.gov/). For each data set preparation, 200 substrings of the original 
sequence were randomly extracted. The length of the substrings ranged from 150 kb to 165 
kb. An error rate of 0.001 was introduced to the substrings. The coverage information on the 
original sequence for those substrings was collected for performance evaluations. Then, 
BACAP was tested on these simulated data sets. The contigs produced were aligned with the 
original 29 Mb human sequence using dds2 (Huang, unpublished). The coverage information 
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of those contigs on the original sequence was calculated, which was then compared to the 
coverage information of the data set. A similar process was applied to singletons produced by 
BACAP; Perl scripts were written to accomplish these purposes. 
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RESULTS 
One real data set of 228 BACs from TIGR and four simulated data sets of 200 
sequences each were used to evaluate the performance of BACAP. All the tests were run on a 
900 MHz IA-64 GenuineIntel Itanium machine. To evaluate the efficiency of BACAP, we 
compared it with Phrap (Green, 1996). 
Test on 228 BAC Sequences from TIGR 
A total of 228 TIGR rice BAC sequences were retrieved from NCBI. The total length 
was 31 Mb. An error rate of 0.001 was introduced to the BAC sequences to mimic the error 
rate of BACs. The program took 23 minutes to finish the assembly. A total of 39 contigs and 
14 singletons were produced, and all were correctly assembled according to the annotation on 
TIGR's website except for missing three joins. We further checked those three cases by using 
dds2 (Huang, unpublished) to see if they should be joined or not (Table 1). 
We found that the first case (AC104616, AC105932) was not supposed to be joined. No 
good chain was found by dds2: It is an incorrect annotation on the TIGR website. The lack of 
joins for the remaining two cases was caused by the wide width of the band between each 
pair. In our program, banded alignment procedure is only performed when the band width is 
within the cutoff value (200 by by default). For the second case, there were 500 'N's in one 
of the two BAC sequences (ACO27038, ACO22457), which made the band too wide for the 
banded alignment procedure to be performed. For the last case, a large deletion (218 bp) gap 
for the BAC sequences (ACO24594, AC051632) resulted in a wide band, which was the 
reason they were not joined. 
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Table 1.5unlmary of the three cases that are not joined by BACAP 
Case Sequences involved Should be joined? Causes 
1 AC 104616, AC 105932 No Can't be aligned by dds2 
2 ACO27038, ACO22457 No 501 `N's in ACO27038 
3 ACO24594, AC051632 No A big deletion gap 
Test on Simulated Data Sets 
We chose Human chromosome 21 as our testing sequence because it has about 40% 
interspersed repeats (Hattori et al., 2000). A high rate of repeats causes false overlaps, which 
challenge assembly programs. So, Human chromosome 21 is a good sequence to check the 
ability of our program to handle repeats. Four simulated da~a sets of 200 sequences each were 
generated as described in the Methods and Materials section. The detailed attributes of those 
data sets are listed in Table 2. Note that the depth of contigs of the simulated data sets ranges 
from four to six, which we believe reflects the depths of raw BACs in hierarchical shotgun 
sequencing. 
Table 2. Summary of artificial data sets 
Data set Number of Length of Number of Original Length of Depth 
original contigs contigs singletons singletons Of contigs 
1 44 14,410,808 26 4,135,586 6 
2 41 15,688,243 29 4,604,994 5 
3 41 15,682,964 25 3,935,816 4 
4 44 15,900,819 19 3,001,928 6 
Number of original contigs (singletons): the number of contigs (singletons) that the simulated 
data set can form. It was calculated by the coverage information when the data set was 
generated; Length of contigs (singletons): total length of those contigs (singletons). Depth of 
contigs: the maximum number of sequences that cover the same region of a contig in the data. 
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Evaluate the accuracy of our assembly program on the simulated data sets is not 
difficult, though it is usually hard to evaluate on real data. We knew the correct answer to the 
assembly since we had the coverage information calculated when the data set was generated. 
The coverage information tells us how many contigs and singletons should be formed (Table 
2) and their coordinates with respect to the original human sequence (Accession number: 
NT_011512.9). For clarity, we refer this as true contigs. Coordinates of the contigs produced 
by our program BACAP were simply calculated by aligning the contigs with the original 
sequence using dds2 (Huang, unpublished). We refer to this as produced contigs. Then, the 
two sets of coordinates were compared to see if any difference existed between them. Two 
values were calculated: the percentage of the true contigs covered by the produced contigs, 
referred as true positive (TP); and the percentage of the produced contigs not covered by the 
true contigs, referred as false positive (NY). TP and FP for singletons were similarly 
calculated. The accuracy and time efficiency of BACAP are summarized in Table 3. 
Table 3. Summary of the accuracy and efficiency of BACAP 
Data set 
Running time TP (%) FP (%} TP (%) FP (%} 
(min) contigs contigs singletons singletons 
1 
2 
3 
4 
24 100 0 100 0 
32 100 0 100 0 
22 100 0 100 0 
24 100 0 100 0 
Efficiency of BACAP 
Besides accuracy, the memory and the running time are two critical issues for 
assembling long sequences such as BACs. Ideally, we wanted to compare the efficiency of 
our program with all other BAC assembly programs. But we chose to compare our program 
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to only Phrap (Green 1996} due to the unavailability of the GigAssembler (Kent & Haussler, 
2001), the complicated preprocessing of the Barnacle (Choi & Farach-Colton, 2003), and the 
unclear user manual for the Perl scripts used in Mega Weaver (Wang, 2004). 
Phrap was run on the simulated data set 2. Unfortunately, it couldn't finish the job after 
3 days. We had to kill the job. The reason why Phrap took so long to assemble this data set 
may be because Phrap is not intended for BAC assembly. Thus, it may not use heuristic 
methods for the overlap computation. The memory requirement for Phrap was only 20 folds 
of the input data, while our program required 100 folds. 
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DISCUSSION 
Accuracy and efficiency are two important issues for any assembly program. The 
performance of BACAP was evaluated as described in Results section. Here, we discuss how 
BACAP achieves accuracy and efficiency. 
Accuracy of BACAP 
For the test on the TIGR data set, BACAP missed three joins. The two sequences in the 
first case didn't have any good overlap as checked by dds2 (Huang, unpublished). So they 
should not be joined. The sequences for the remaining two cases had either a large deletion or 
insertion gap, which resulted in a big band width for the banded alignment procedure. Thus, 
the banded alignment procedures which would have joined those sequences were not 
performed because the band widths are larger than the cutoff value (200 by by default). 
The selection of the cutoff value for the band width is critical. If the cutoff value were 
too big, an extremely long time would be needed to complete the banded alignment 
procedure. Even if the program went through the alignment process, the misassembly rate 
would be high because the wide width of the band indicates large variations between the two 
reads. If the cutoff value were too small, some true joins would be missed. We chose 200 by 
as the default value for the band width cutoff since the estimated error of a 150 kb BAC 
sequence is 0.001 * 150 kb = 150 bp. If the band width is greater than the cutoff, no join will 
be performed since the sequences may not be reliable. 
The assembly test on the TIGR data set was fast and accurate. One reason is that those 
BAC sequences have high qualities and the overlap of the two adjacent BACs is long. Thus 
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false overlaps can be easily removed by the program since the alignment score of the true 
overlap is usually higher than other overlaps. Another reason is that almost all the contigs 
have a depth of 2 or 3, where the depth of a contig is defined as the maximal number of 
BACs that cover the same region of a contig. To assess the performance of our program, we 
need to use more complicated data with greater depths and increased repeat sequences. The 
available real BACs are usually manually curated and have the similar features as the one we 
used. Therefore, simulated data sets were needed for further testing. 
From Table 3, we can see that we got 100% accuracy on the four simulated data sets. 
This is attributable to several features of our program. The repeat masking feature, especially 
the use of long words in the fast alignment procedure, greatly reduces the false overlaps 
caused by repeats while maintaining the true overlaps. The overlap computation further 
removes false overlaps by the requirement of coordinates and the evaluation of good 
alignments. One important consideration is that our results are based on only four data sets 
with 200 sequences each. The accuracy may vary when more data sets or real raw data are 
tested. 
Efficiency of BACAP 
BACAP runs fast with an average running time of 25 minutes on our testing data sets. In 
our program, we use several methods to reduce the running time. First, a large word size is 
used during fast alignment procedures for the repeat masking and overlap computation. 
Second, a heuristic method of concatenating the already produced segment pairs and the 
small full-matrix alignments in between segment pairs is used at the clipping stage. Third, 
banded alignment procedures are used for both the overlap computation and the consensus 
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generation. Fourth, non-consecutive words are used in the fast alignment procedure during 
consensus generation. 
To reduce the memory requirement for our program, the divide and conquer technique is 
used in all alignment procedures to deliver Linear space alignments (Hirschberg, 1975; Myers 
& Miller, 1988). However, BACAP still has a high memory requirement, about 100 folds of 
the input size. The high demand of the memory for BACAP is because we sacrifice the space 
used for time efficiency. We noticed from our tests that the most memory consuming part of 
the process is the consensus generation. Therefore, the program occupies the most memory in 
the last few minutes of its run. This is consistent with our design, though. For example, we 
usually use the upper bound of the size of an array for allocating the memory when the array 
is used multiple times and the size changes along the time. The problem of the upper bound 
is that it may not be tight enough, which means we allocate more memory space than we 
actually need. One solution is to allocate space for a small size initially and then double the 
size whenever it is exceeded. But this may not be very helpful when the size increases 
exponentially during the first several runs. Also, time is required to copy the old data into the 
new larger array, especially when it is an array of data structures. We do not use this method 
for memory allocating during the consensus generation procedure because we think it will 
take too much time. That is why we see the accumulation of the occupied memory. More 
techniques will need to be developed to achieve the space efficiency. 
As we already pointed out, although our tests showed the accuracy and time efficiency 
of our program, more experiments need to be done to further estimate the performance. 
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FUTURE RESEARCH 
One feature of our program is to use quality values in the fast alignment procedure, the 
overlap computation, and the consensus generation during the assembly. The quality value of 
a base ranges from 0 to 100. The larger the quality value is, the more reliable the base is. In 
our scoring scheme, a large positive score and a large negative score are received by matches 
at bases with high quality values and differences at bases with high quality values, 
respectively (Huang &Madan, 1999). The rationale is that the alignment score should reflect 
the qualities of the two sequences. However, we don't know the exact impact of this feature 
since all the data sets we used for testing don't have quality values. One way we can evaluate 
the impact in the future is to include quality values in the simulations. This kind of 
simulation needs to be carefully designed so that the impact of incorporating quality values 
can be assessed. We need to first know the distribution of the quality values for BAC 
sequences, which can be collected from quality values of the consensus sequences produced 
by PCAP (Huang et al., 2003) on mouse genome. Then, we can simply generate quality 
values for simulated data according to the distribution. 
Another direction of our future research, as we've already pointed -out, is to further 
improve the efficiency in time and space so that our program can handle a large number of 
BAC sequences. Although our program can be finished very fast, the memory requirement is 
rather large, about 100 times as large as the input data size. As we mentioned before, we 
sacrifice the space for time efficiency. The program occupies a large amount of memory 
during the consensus generation stage. We need to improve the memory efficiency of the 
program while maintaining the time efficiency. One possibility is to implement the banded 
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alignment algorithm as Chao proposed (Chao et al., 1992) so that it requires only O(NW) 
time rather than O(NW*1og11~, and O(N) space, where N is the length of the shorter of the 
two sequences and W is the width of the band. By doing this, we can afford to allocate 
smaller space first then copy the entire data to the new expanded space whenever needed. 
Another possibility is to redesign the program so that the requirements for time and memory 
are more balanced. 
Ensuring accuracy is another direction for our future research. The assembly accuracy is 
mostly affected by repeats in the data sets. The accuracy of BACAP on the simulated data 
sets was 100%. The simulated data sets were generated from the human chromosome 21 
which has about 40% intersperse repeats. So, to some extent, the tests on the simulated data 
sets did show the performance of BACAP on repeats. However, as we pointed out, we only 
did a limited number of tests, which might not thoroughly represent the overall performance. 
More tests need to be done to assess how well BACAP handles repeats, and if the 
performance is not as good as we expected, then more complicated techniques will be needed 
to improve the accuracy of the program. 
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