Managing cardiac disease and abnormal heart rate variability remain challenging problems with an enormous economic and psychological impact worldwide. Consequently, the purpose of this paper is to introduce a fractal approach to pacemaker design based on the constrained finite horizon optimal control problem. This is achieved by modeling the heart rate dynamics via fractional differential equations. Also, by using calculus of variations, we show that the constrained finite horizon optimal control problem can be reduced to solving a linear system. Finally, we discuss the hardware complexity involved in the practical implementation of fractal controllers. Cyber-physical systems, fractional calculus,  optimal control, model predictive control, fractal behavior, nonstationary behavior, heart rate variability. I. 1 An artificial pacemaker senses the heartbeats and triggers electrical impulses to the heart in order to regulate the heart rhythm [24]. 2012 IEEE/ACM Third International Conference on Cyber-Physical Systems 978-0-7695-4695-7/12 $26.00
INTRODUCTION
Modern embedded systems enable a tight integration of sophisticated sensors monitoring real world processes (e.g., heart rate, cloud movement, temperature fluctuations, wind speed, volcanic activity, and terrestrial magnetism) and actuators able to control the environment. Consequently, these systems are expected to successfully integrate computation, communication and control with physical processes and are commonly referred to as cyber physical systems (CPS) [10] [30] [46] . The CPS paradigm is meant to drive the design of many technological systems ranging from smart transportation (e.g., autonomous collision avoidance for either roadway or air traffic corridors), to distributed energy (e.g., energy generation and transportation, zero-net energy buildings), and to health care (e.g., automated systems for health care monitoring and diagnosis, robust and noninvasive drug delivery systems, robotic surgery).
In addition to various engineering requirements (e.g., adaptiveness, autonomy, efficiency, functionality, reliability, safety, and usability), the health care CPS need to maximize the patients quality-of-life, while minimizing the intrinsic costs related to patient hospitalization. For instance, given that the cardiac diseases are among the most widespread medical conditions, it is necessary to have bio-implantable devices capable of monitoring the heart rate, communicating with medical experts/devices, and actuating some parameters in real time when the patient's heart is misbehaving. Despite this need for such systems, the biomedical system development lacks a coherent theory that coordinates the use of cyber and physical resources in a unique, efficient, and robust approach. One such example of a CPS challenge is the artificial pacemaker 1 consisting of both analog (i.e., sense amplifiers to monitor information about the heart rate activity and pacing output circuitry) and digital components (i.e., microprocessors and memory blocks for actuating pacing events) [23] [43] .
Although the area of pacemaker design has a relatively long history, advanced approaches for pacemaker control gained significant attention only recently. More precisely, it has been observed that the heart rate variability of healthy individuals is neither periodic, nor fully chaotic, but instead characterized by fractal laws [19] [20] [21] [28] . On the other hand, while ignoring the fractal characteristics of the heart rate variability, the proposed approaches for artificial pacing have focused mainly on employing classical linear system theory [14] [32] [37] [38] or neural networks [50] to design various control algorithms.
However, pacemakers need pacing algorithms that rely on optimal control for heart stimulation that consider the characteristics of the individual heart rate on both short and long time scales, as well as adequate medical therapy [15] [17] . As shown in Fig. 1 , the role of the optimal control algorithm is to identify whether the heart rate is following a healthy trend or indicates a life threatening situation given the available information about the metabolic state (SO2 level, respiration rate, etc.), human activity (rest/exercise), and measurement time (daytime /nighttime). The optimal controller can contribute not only to minimizing the risk of inadequate heart stimulation (that, in turn, may lead to other medical conditions), but also to maximizing the likelihood of detecting a malfunction in the pacemaker itself and improve the battery longevity.
Starting from these overarching ideas, our contribution is three fold: First, we propose a more accurate modeling of the heart rate dynamics via fractional differential equations. Second, we model the rate adaptive pacing as a constrained finite horizon optimal control problem with fractal state equations. Third, we compare and contrast various control approaches for pacemakers and give a sense of the hardware implementation complexity required by such fractal controllers.
The remainder of this paper is structured as follows: Section II summarizes the complex mechanism behind human heart rate generation and the main approaches for Figure 2 : A short electrocardiogram showing the heart activity of three beats and the P-wave (atrial depolarization), QRS complex (ventricles depolarization) and T wave (ventricles repolarization). The R-R interval is the time interval between two consecutive heart beats represented in the electrocardiogram by two consecutive R-waves. The variability observed in the R-R intervals is essential for medical diagnosis. Figure 1 . Cyber-physical system approach to pacemaker design: Accurate monitoring and continuous interaction with medical experts/devices allows for better modeling and control approaches of rate adaptive pacemakers.
building rate responsive pacemakers, and motivates the need for a fractal optimal control approach. Section III introduces the concept of fractional calculus and its applications to real problems. Section IV discusses a constrained finite horizon optimal control approach to regulate the dynamics of a fractal process (i.e., control of R-R intervals) considering two performance index functions. Section V presents the goodness-of-fit analysis for two modeling approaches (i.e., a non-fractal one based on classical integer order calculus and a fractal approach based on fractional order differential equation) and the performance analysis of the proposed solution. Finally, Section VI concludes the paper by pointing out future directions for dynamic optimization algorithms of such medical systems.
II. MOTIVATION AND PRIOR WORK

A. Cardiac Signals and the Role of Pacemakers
The human heart is a muscle-based organ divided into four chambers: two atria (top chambers holding the blood) and two ventricles (bottom thick-walled chambers meant to help pumping the blood into the circulatory system). When the myocardium and specialized fibers are resting, the heart collects de-oxygenated blood from the body in the right atrium and oxygenated blood from lungs in the left atrium. Then, with each heart beat (which results from a muscle contraction), the blood flows from the right ventricle into the lungs for oxygenation and from the left ventricle into the human body. This entire process of creating a heart beat is known as the cardiac cycle and is carefully preceded and controlled by a complex electrical mechanism [16] . As shown in Fig. 2 , this activity can be recorded on an electrocardiogram as a P-wave (atrial depolarization), as well as QRS complex which corresponds to ventricles depolarization. The cardiac cycle ends with the ventricles repolarization, i.e., a small wave called the T-wave.
Because the R-waves are always the most pronounced ones on an electrocardiogram, the distance between two consecutive R waves (i.e., the R-R interval) is used by physicians to determine the heart rate activity. Consequently, the study of heart rate variability is extremely important for medical diagnosis. This also motivates our optimal control approach seeking to regulate the magnitude of the R-R intervals. This is described in detail in Section IV.
B. Control-Based Approaches to Pacemaker Design
Since their invention in 1932, implantable pacemakers have evolved from fixed rate pacemakers (i.e., medical devices delivering an electrical pulse at fixed intervals of time) and demand pacemakers (i.e., medical device triggering an electrical impulse only if a heart beat is missing), to complex rate responsive pacemakers. The main distinction between the rate responsive pacemakers and their predecessors is that besides the sensory part responsible with sensing the heart beats, they also consist of a control part which is meant to adapt the pacing response as a function of the heart activity [51] . Therefore, designing the control algorithm for heart pacing is a very important and challenging task. For instance, the introduction of extra pacing to an already active heart can be lethal because heart chambers will not have enough time to refill with blood and thus will not provide the necessary amount of oxygenated blood throughout the body. On the other hand, missing heart beats can also lead to critical conditions. Consequently, based on the characteristics of the proposed control approaches and the state variables which are optimized, the rate responsive pacemakers can be classified as open loop 2 [49] , and autonomous nervous system 5 (ANS) [37] controllers. For instance, Inbar et al. [18] describe a closed loop proportional (P) controller for optimal pacing, which maintains the venous oxygen saturation at a predefined level. Of note, the proposed P-controller relies on a postulated nonlinear model that relates the venous oxygen saturation to the 2 Pacing rate is determined only by the current state of heart rate by using a predefined model with no feedback from changes in the system and no observation of the output. 3 Pacing rate is determined by using feedback information from the output of the systems (in particular, the heart rate activity). 4 Pacing depends on metabolism and/or respiratory system. 5 Pacing is influenced by the autonomous nervous system activity. heart rate. Along the same lines, Hexamer et al. [25] discuss a closed loop pacing approach based on regulating the atrialventricular conduction time (AVCT). At the heart of their approach lies the assumption that the dynamics of AVCT can be modeled as a linear time invariant system. Employing a similar closed-loop processes control, Zhang et al. [53] propose a classical proportional-integral derivative (PID) controller for ensuring that the entire system consisting of the heart rate activity and pacing pulse achieves a targeted R-R interval. More precisely, their PID controller uses the error difference between the monitored and the predefined target R-R interval to compute the necessary amplitude of the atrioventricular node vagal stimulation. Using the same error difference between the observed and targeted R-R interval, Tosato et al. [52] propose a proportional integral (PI) closed loop controller to determine the frequency of stimulation.
Along the same lines of focusing on timing behavior of the contractions between atria and ventricles, Sun et al. [50] propose a spiking neural network (SNN) based pacemaker device which predicts the pacing delays. The analog design of the SNN neurons uses a second order transfer function to determine the delays of the delivered impulses. More recently, Neogi et al. [38] assume that the heart rate activity can be modeled by a second order transfer function and present a proportional plus derivative controller for regulating the heart rate.
In parallel with the development of this body of work on control pacing algorithms, Jiang et al. [22] introduce a testing software platform. More precisely, the authors model the heart timing and electrical conduction properties via a timed automaton and interface it with a postulated pacemaker. Based on this closed loop infrastructure, the authors are able to identify a set of requirements that need to be satisfied in order to ensure safe and high efficiency for pacemaker operation.
Lopez et al. [32] propose nonlinear approach and a heart beat control algorithm that uses concepts of proportional gain and norm. Alternatively, Sugiura et al. [49] use the fuzzy control theory to regulate pacing while patient respiratory rate and temperature are used as state variables. In contrast to these approaches, Nakao et al. [37] uses an optimal control approach to regulate the heart rate and the sympathetic activity while assuming that the blood pressure is the state variable.
Despite this significant body of work, state-of-the-art pacing algorithms assume that the heart rate (and other relevant physiological processes) can be modeled via linear state equations. However, by relying on detrended fluctuation analysis [19] , one can observe that the R-R intervals exhibit a fractal behavior and thus cannot be well approximated by such linear models. To overcome this limitation, we argue that the control algorithms of rate responsive pacemakers should rely on fractal dynamical equations using concepts from fractional calculus [10] . This is described in the following sections.
III. BASICS OF FRACTIONAL CALCULUS
The origins of fractional calculus date back to the correspondence between L'Hopital and Leibniz in which they debated the meaning of a 0.5 order differentiation [42] . Over the years, fractional calculus has found applications in physics (e.g., viscoelasticity [34] , dielectric polarization [39] , heat transfer phenomena [6] ) and engineering (e.g., control [40] [42][1][2] [36] , bioengineering [33] , traffic modeling [8] , game theory [11] ).
Broadly speaking, fractional (or fractal) calculus deals with functional differentiation and integration of arbitrary orders [35] [42] . Unlike classical (i.e., integer order) calculus, fractional derivatives directly incorporate the dynamical characteristics (i.e., fractal behavior) of any target process x(t) (e.g., R-R intervals, flow of oxygenated blood) through a weighted sum denoting the contribution of the previous events x(Ĳ), for any
where Į is the fractional order of the derivative and D * n is the Gamma function [35] . This continuous time definition of fractional derivative can also be written in discretized form via the Grunwald-Letnikov formula:
/ represents the integer part of the ratio between the t and ǻt. Equations (1) (continuous) and (2) (discrete) capture directly the role of the power law observed in the time differences (i.e., 1 D W n t ) and allows not only for a more accurate description of the time dynamics of various physiological processes x(t), but also for a better optimization; this issue is discussed in the next section.
IV. FRACTIONAL CALCULUS BASED MODELING AND OPTIMAL CONTROL OF HEART RATE ACTIVITY
In this section, we build a new theory based on the experimental observations that heart rate processes display a fractal behavior and model it via fractional differential equation. This represents a major departure from the traditional modeling approaches used in control (dynamic) optimization field. Our approach tries to bring the magnitude of R-R intervals to a given reference value from either very large or very small values which are signs of heart disease (i.e., bradycardia or tachycardia). Of note, although we illustrate the optimal control problem only for two different cost functions, the proposed formalism can be extended to other cost functions and control signals (e.g., magnitude of the pacing voltage applied to either atria or ventricles).
A. Finite Time Fractal Optimal Control with Integral of Squared Tracking Error (ISE) Criterion
In this section, we introduce a constrained finite horizon fractal optimal control approach to heart rate regulation problem. More precisely, given an initial time t i and a final time t f , the goal of the controller is to find the optimal control signal, i.e., the frequency of the pacing events, which minimizes the quadratic cost of observing deviations in either the magnitude of R-R intervals or heart rate activity from a predefined reference value, as well as the magnitude of pacing frequency, as shown below:
subject to the following constraints:
where y(t) represents the heart rate activity seen as a state variable, y ref (t) denotes the reference values that need to be achieved in terms of heart rate activity, f(t) is the pacing frequency, w and z are the weighting coefficients for the quadratic error and magnitude of the control signal, respectively, in the cost function, Į is the exponent of the fractional order derivative characterizing the dynamics of the heart rate activity y(t), a(t) and b(t) are weighting coefficients for the heart activity and pacing frequency, y min and y max are the minimum and maximum bounds on heart rate activity y(t), y(t i ) is the initial condition, y(t f ) is the final condition, f min and f max are the minimum and maximum allowed bounds on pacing frequency f(t).
By focusing on the squared difference between the actual and the reference value in (3), the optimal controller minimizes the chances of getting either positive or negative deviations from a predefined reference. In other words, the cost functional in (3) penalizes any deviations from the reference value and large magnitudes in the control signal. The use of the integral of squared difference between the actual and the reference heart rate is also attractive because of two reasons: First, it simplifies to linear equations when evaluating the optimality conditions. Second, the integral of squared error is in general robust to parameter variations. Note that unlike other general formulations of optimal control, in this setup we have to deal with very specific initial and final values summarized in (5) . Consequently, the role of the controller is to determine the right pacing frequency which drives the system from one initial state (labeled as life-threatening) to a final state (labeled as safe).
Note also that in both equations (4) and (6), we impose minimum and maximum bounds on the accepted R-R intervals and the delivered pacing frequencies. These bounds are necessary because they prevent the optimal control algorithm from driving the heart muscle system at excessive pacing rates.
To solve the above optimal control problem, we use concepts from the optimization theory and construct first the Lagrangian functional, L(y, f, Ȝ, ȕ 1 ,ȟ 1 , ȕ 2 , ȟ 2 ) (consisting of the initial cost function in (3) and the constraints in (4), (5) and (6) multiplied by Lagrange multipliers), as follows:
where Ȝ, ȕ 1 ,and ȕ 2 are the Lagrange multipliers associated with the dynamical state equation for y(t) and the constraints imposed on the control variable f, ȟ 1 and ȟ 2 are the slack variables needed to transform the inequality bounds into equality constraints on the control variable f. The reason for introducing the Lagrange multipliers Ȝ, ȕ 1 , and ȕ 2 and encapsulate the constraints (4), (5) , and (6) into a single optimization function is to transform the constrained problem into an unconstrained minimization.
By expanding the Lagrange function in (7) via the Taylor formula and considering that it attains its minimum in the vicinity of Ĳ = 0, i.e., 0 / w w W L
, we obtain the following relations:
are the fractional derivatives operating backward and forward in time, respectively. In order to solve the relations in (8), we discretize the interval ] ,
and use the formula in (2) to construct a linear system as follows:
,..., 1 , 0
In summary, the constrained finite horizon fractal optimal control defined in (3) through (6) can be reduced to solving a linear programming problem (given by (9), (10), (11) , and (12)) and so it does not add a significant complexity compared to classical linear system theory approaches. In addition, this constrained finite horizon fractal optimal control can address some of the American Heart Association desideratum [15] for optimal control algorithms that find the right pacing frequency, output voltage, pulse width, or atrio-ventricular delays that can improve the patient quality-of-life and battery longevity.
B. Finite Time Fractal Optimal Control with Integral of Squared Time Multiplied by Squared Tracking Error (ITSE) Criterion
Despite its analytical tractability, the finite time optimal control problem with integral of the squared difference between the actual and reference value of the process has the drawback that in some cases it can present large overshoots and oscillations. In addition, besides the magnitude of the error existing between the actual and the reference values, also the time at which this error occurs is of significant importance. As an alternative to the integral of the difference between the actual and the reference values, we consider next an optimization criterion involving the integral of the squared time multiplied by the squared tracking error (ITSE). This approach is meant to penalize any overshoot or oscillation that might appear in the cost function close to the final time t f . Consequently, the augmented finite horizon fractal optimal control problem seeks to minimize the following cost function: > @ ³ ¿ ¾ 1 ® subject to the following constraints:
Employing concepts from the theory of constrained optimization and calculus of variations and discretizing the optimality conditions (i.e, differential equations), we obtain the following system of equations:
As one can observe from equations (17), (18) , (19) , and (20) , the optimal control problem reduces to solving a linear program which computes the y and Ȝ values for a predefined set of discretization steps. Of note, the size of the linear program depends on the number of discretization steps.
V. EXPERIMENTAL RESULTS
An important requirement of optimal control approaches is to rely on accurate models of the dynamical system or state variables of interest to the designer. Consequently, in this section we first estimate the parameters corresponding to a non-fractal and a fractal model and analyze the goodness-of-fit of each approach. More precisely, we perform a hypothesis testing by investigating whether or not the observed data can be modeled via a specific model. In this context, the goodness-of-fit measures (via the P-value 6 ) the discrepancy between the real measurements and the model predictions. Next, we provide a complete numerical analysis of the proposed fractal optimal control problems introduced in Section IV.
A. Parameter Identification of Fractional Calculus Models
To make the discussion more concrete, we consider two types of models: First, we model the heart rate through a first order differential equation, estimate the corresponding parameters (i.e., a and b), and compute the goodness-of-fit between the actual measurements and the obtained model. Second, we assume that over a finite time interval the heart rate can be modeled through a fractional order differential equation similar to the one presented in (4), estimate the parameters D, a, and b and report its goodness-of-fit. Table 1 summarizes the estimated parameters and the goodness-of-fit results for both non-fractal and fractal models proposed to model the heart rate dynamics of healthy individuals. To discriminate in terms of accuracy between the two models, we use the goodness-of-fit described in [7] at 0.05 statistical significance level. This implies that we perform a null hypothesis testing against each model and if the P-value computed for the considered model is below 0.05 level, then with 95% confidence we reject the model as a good fit for the data. Note that this statistical approach proves to be a more robust way of validating models than relying on mean square method [7] . By comparing the Pvalues in the fourth and ninth columns, we can draw the following conclusions:
x The modeling approach of heat rate processes via a fractional differential equation (as shown in (4)) cannot be rejected. The model is superior to the one based on first order derivative for all five heart rate times both in terms of P-values and test statistics. x The modeling of heart rate dynamics via a first order derivative type of model is strongly rejected by the observed null P-values and high test statistic results. For completeness, in Table 2 , we investigate the goodness-of-fit between a non-fractal model (i.e., first order differential equation) and a fractal one (based on fractional derivative as shown in (4)) for an individual suffering from atrial fibrillation. As one can notice, although the magnitude of the P-values increases compared to the healthy individuals, their values are smaller than the 0.05 significance level allowing us to reject the hypothesis that we can model such heart activity time series via a non-fractal equation. In contrast, the P-values for the fractional order derivative based model are significantly higher allowing the possibility of being a good fitting model.
B. Performance Analysis of Constrained Finite Horizon Fractional Optimal Control for Heart Rate Signals
To illustrate the performance and efficiency of the proposed optimal controller for regulating the pacing frequency of an artificial pacemaker, we consider the heart rate of an individual suffering from atrial fibrillation 7 (see Fig.  3 .a). To better emphasize the abnormal behavior in the length of R-R intervals, we also plot the minimum (black solid line, corresponding to 0.667 seconds) and maximum (blue dotted line, corresponding to 1 second) bounds for a normal heart rhythm. In addition, we assume that the measured heart rate comes from a CPS infrastructure where the normalized pacing frequency was set to 1 for a fixed time interval of 56 seconds corresponding to 100 recorded beats. Both the natural and artificial pacing led to an elevated average heart rate of 108 beats per minute. The elevated heart rate is frequently experienced as heart palpitations and can cause fainting and dizziness leading to major injuries. Thus, the role of an adaptive CPS pacemaker is to regulate the pacing frequency in conjunction with the natural pacing coming from the brain in order to keep the heart rate between 60 and 90 beats per minute.
The first step in the analysis is to check which of the two modeling approaches (i.e., the non-fractal one represented by a first order differential equation and the fractal one given by a single fractional order differential equation) is more suitable to be used for capturing the heart rate characteristics exhibited for over 390 heart beats or an interval of time of 235.36 seconds. By relying on the goodness-of-fit algorithm presented in [7] , the P-value and test statistics for the integer first order differential equation based model are 0.0018 and 0.3845, respectively. Since we performed the null hypothesis testing at 0.05 significance value, based on small P-value of 0.0018 we can reject the integer order differential equation as being a good model. In contrast, by applying the same goodness-of-fit algorithm, the P-value and the test statistic for a fractional single order differential equation type of model are 0.8471 and 0.2949, respectively. This shows that for this interval of time, the heart rate and implicitly the R-R intervals can be better modeled via a fractional order differential equation.
Once the parameter identification and goodness-of-fit analysis is completed (and validate or invalidate one type of model), the role of the optimal controller in equations (3) 7 Atrial fibrillation is a common example of irregular heart beat activity characterized by very high heart rate or very short R-R intervals. These short R-R intervals may precede congestive heart failures. TERMS OF THE ESTIMATED  PARAMETERS AND THE GOODNESS-OF-FIT OBTAINED FOR FIVE TIME SERIES OF HEART RATE ACTIVITY. THE R-R INTERVAL TIME SERIES ARE OBTAINED  FOR HEALTHY INDIVIDUALS [41]. EXCEPT THE TIME SERIES WITH ID 3, ALL OTHER HEART RATE ACTIVITY SERIES CAN BE MODELED THROUGH A  FRACTIONAL ORDER DIFFERENTIAL EQUATION OF THE TYPE PRESENTED IN (4) . THIS IS JUSTIFIED BY THE ESTIMATED P-VALUES AND TEST STATISTICS.
Classical (Non-Fractal) Model Fractal Model
Parameters of the model For instance, the first 100 beats exhibit on average R-R intervals of 0.55 seconds with a standard deviation of 0.14 seconds. This can lead to palpitations and so fainting and dizziness. b) Applying the fractal optimal controller, the R-R interval is increased from 0.19 to 0.80 (corresponding to a healthy heart rate of 75 beats per minute) in a finite control horizon of 0.1 seconds. c) Control signal -pacing frequency -necessary to be followed by the optimal control module of the pacemaker to increase the R-R intervals and reduce the heart rate from approximately 100 to 75 beats per minute.
through (6) is to determine the optimal pacing frequency for which the R-R intervals can be increased from the observed 0.20 seconds to 0.80 seconds which would correspond to a normal heart rate of 75 beats per minute. Fig. 3 .b shows the impact of considering various discretization steps (i.e., N = 30, 40, 100, 500, and 1000 steps) on the R-R intervals for a finite control horizon of 0.1 second. Note that the controller was constrained to find the control signal such that the R-R intervals are between 0.6 and 1, and the pacing frequency between 0.5 and 1. The w and z coefficients in the performance index function shown in (3) were set to 0.1. One can clearly see that even for a small number of discretization steps, the optimal controller is able to bring the R-R interval from 0.20 to 0.80 seconds for the predefined control horizon. In addition, Fig. 3 .c shows the control signal (pacing frequency) needed to be followed in parallel with the natural pacing coming from the brain to achieve a 0.8 R-R interval or a heart rate of 75 beats per minute. For completeness, the final frequency as a function of the considered number of discretization steps is as follows: 0.8745 for 1000 steps, 0.8732 for 500 steps, 0.8689 for 100 steps, 0.8658 for 40 steps and 0.8647 for 30 steps.
Consequently, the loss in accuracy of computing the normalized pacing frequency from fewer discretization steps is approximately 1.1%.
Besides the importance of the number of discretization steps, the constrained finite horizon fractal optimal controller also depends on the choice of ratio between the w and z coefficients in (3) . To investigate how the controller depends on this ratio, we fix the number of discretization steps and the z coefficient to 300 and 1, respectively. Next, we consider four values (i.e., 1, 5, 10, and 15) for the w coefficient and solve the optimal control problem assuming that the R-R interval state variable is constrained to be between 0.6 and 1 and the pacing frequency varies between 0.1 and 1. We also set the initial and final values for the R-R interval state variable to 0.4 and 0.8. As we can see from Fig. 4 , increasing the magnitude of the w coefficient makes the state variable y(t) get closer to the reference value for the considered finite control horizon. This implies that depending on the medical conditions, the optimal controller can be customized to be more or less sensitive to deviations by adjusting the coefficients in the performance index in equation (3). (4) . THIS IS JUSTIFIED BY THE ESTIMATED P-VALUES AND TEST STATISTICS.
Parameters of the model (3) on solving the constrained finite horizon fractal optimal control problem for 300 discretization steps and z = 1. Increasing the magnitude of w makes the error in the cost function larger and brings the state variable closer to the predefined reference value. Figure 5 . Impact of the z coefficient in the performance index in (3) and the constraints imposed on the state variable y(t) while solving the constrained finite horizon fractal optimal control problem for 100 discretization steps and w = 1. Decreasing the magnitude of z makes the error in the cost function more important and brings the state variable closer to the predefined reference value. Also, the constraints on state variable can influence the convergence of the controller to the reference value.
To fully understand the impact of the constraints on the convergence of the controller, we consider the fractal (optimal) controller defined in equations (3) through (6) for 100 discretization steps under four test cases:
x coefficients w and z set to 1, state variable y(t) constrained between 0.79 and 1, control signal f(t) constrained between 0.01 and 1, initial value for the control signal set to 0.3, initial and final values on the state variable to 1.5 and 0.8, respectively; x coefficients w and z set to 1 and 0.01, respectively, state variable y(t) constrained between 0.79 and 1, control signal f(t) constrained between 0.01 and 1, initial value for the control signal set to 0.3, initial and final values on the state variable to 1.5 and 0.8, respectively; x coefficients w and z set to 1, state variable y(t) constrained between 0.66 and 1, control signal f(t) constrained between 0.01 and 1, initial value for the control signal set to 0.3, initial and final values on the state variable to 1.5 and 0.8, respectively; x coefficients w and z set to 1 and 0.01 respectively, state variable y(t) constrained between 0.79 and 1, control signal f(t) constrained between 0.01 and 1, initial value for the control signal set to 0.3, initial and final values on the state variable to 1.5 and 0.8, respectively. As one can observe from Fig. 5 , decreasing the magnitude of z makes the error between the state variable and the reference value more significant and so contributes to a higher rate of convergence. Moreover, by comparing the green (dotted) line with the blue (star markers) curve, we can observe that the magnitude of z coefficient plays a more important role than the constraints.
Next, we also investigate the performance of the fractal optimal controller defined by equations (13) through (16) (where the cost function integrates the product between the time and the error between the actual and the reference R-R interval) is influenced by the number of discretization steps N. Note that the controller was constrained to find the control signal such that the R-R interval is kept between 0.6 and 1 seconds and the pacing frequency is between 0.5 and 1. The w and z coefficients in the performance index function shown in (3) were set to 0.1. Fig. 6 shows that the optimal controller is able to bring the R-R interval from 0.2 to 0.8 seconds in the predefined finite horizon for various discretization steps (i.e., N = 30, 40, 100, 500, and 1000 discretization steps). Due to the time multiplication of the error between the actual and the reference R-R interval, this controller exhibits a slightly faster convergence to the predefined reference value.
For completeness, Fig. 7 shows the control signal (pacing frequency) needed to be followed by the optimal controller in addition to the natural pacing coming from the brain to achieve a 0.8 R-R interval or a heart rate of 75 beats per minute. In this setup, the final optimal pacing frequency is as follows: 0.8473 for 30 discretization steps, 0.8487 for 40 discretization steps, 0.8527 for 100 discretization steps, 0.8576 for 500 discretization steps, and 0.8591 for 1000 discretization steps. Consequently, by reducing the number of discretization steps from 1000 to 30 which also reduce the computational time complexity, the penalty in accuracy is less than 1.4%.
C. Hardware Complexity of Fractal Optimal Control
In this subsection, we investigate the hardware complexity (i.e., area overhead) of implementing the fractal controller by building an FPGA prototype. Consequently, we consider its implementation on a Xilinx Virtex4 FPGA (Device: XC5VLX30 and Package: FF324). Xilinx's SXT is used for synthesis, and Xilinx's Isim is used for the simulations. Table III summarizes the area overhead of the controller design in terms of slice, LUT, and register utilization. In this design, the worst case time to solve a X = 0.096 Y = 0.7168 X = 0.096 Y = 0.7168 Figure 6 . Applying the fractal optimal controller described in equations (13) through (16) ; the R-R interval is increased from 0.19 to 0.80 (corresponding to a healthy heart rate of 75 beats per minute) in a finite control horizon of 0.1 seconds. Of note, the effect of multiplying the error between the initial and final reference value with the time it occurs forces the process to converge to the target rate a bit faster. Figure 7 . Control signal -pacing frequency -necessary to be followed by the optimal controller module (described by equations (13) through Eq. (16)) of the pacemaker in order to increase the R-R intervals and reduce the heart rate from approximately 100 to 75 beats per minute. 16x16 linear program is 1190 clock cycles. Although some further optimization can be obtained via a dedicated ASIC implementation of the fractal optimal controller, this shows that the proposed approach can be implemented in silicon quite effectively. Further optimizations should also consider reducing the computational speed to save power.
VI. CONCLUSIONS
In this paper, we presented a constrained finite horizon optimal control approach to R-R interval regulation in implantable pacemakers. Towards this end, we have investigated the goodness-of-fit of a fractal approach to modeling the dynamics of R-R intervals and the performance of two controllers under parameters estimated from individuals suffering from atrial fibrillation and bradycardia. In addition, we have also analyzed the feasibility of implementing such a controller by reporting the area overhead obtained from a real FPGA implementation.
As future work, we plan to investigate the impact of cost functions that depend on higher order moments and the controller stability in the presence of uncertainties. Another line of research would be to investigate the implications and clinical benefits of various cost functions on cardiac pacing. 
