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Abstract
A generation theorem of semigroups of locally Lipschitz operators on a subset of a real Banach space is given and applied to the
problem of the well-posedness of the Carrier equation utt − κ(‖u‖2)u+ γ |ut |p−1ut = 0 in Ω × (0,∞) with acoustic boundary
condition, where p > 2 and Ω is a bounded domain in an arbitrary dimensional space.
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1. Introduction
In this paper we discuss the generation of semigroups of locally Lipschitz operators on a subset D of a real Banach
space (X,‖ · ‖). In order to consider a Lipschitz continuity in a local sense, we employ a vector-valued functional
ϕ = (ϕi)di=1 such that each ϕi is a proper functional from X into [0,∞] with effective domain including the set D
and such that for each α ∈ Rd+ the set Dα := {x ∈ D; ϕ(x)  α} is closed in X, where R+ = [0,∞) and vectorial
inequalities are used on the understanding that the same inequalities hold between their respective components. A one-
parameter family {S(t); t  0} of locally Lipschitz operators from D into itself is called a semigroup of locally
Lipschitz operators on D with respect to ϕ, if the following conditions are satisfied:
(S1) S(0)x = x for x ∈ D, and S(t)S(s)x = S(t + s)x for t, s  0 and x ∈ D.
(S2) For x ∈ D, S(·)x : [0,∞) → X is continuous.
(S3) For each α ∈Rd+ and τ > 0, there exists M(τ,α) > 0 such that∥∥S(t)x − S(t)y∥∥M(τ,α)‖x − y‖ for x, y ∈ Dα and t ∈ [0, τ ].
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families of solution operators to the abstract Cauchy problem
(CP;x) u′(t) ∈ Au(t) for t > 0, and u(0) = x,
where x is an initial data given in D and A is a possibly multi-valued operator in X. In fact, it was shown [12] that if
A is a locally continuous operator on D satisfying the dissipativity condition in terms of a metric-like functional V
D+V (x, y)(Ax,Ay) ω(α)V (x, y) for x, y ∈ Dα ,
then A is the infinitesimal generator of a semigroup of locally Lipschitz operators on D, where D+V is the direc-
tional derivative of the functional V defined by D+V (x, y)(ξ, η) = lim infh↓0(V (x + hξ, y + hη) − V (x, y))/h for
(x, y), (ξ, η) ∈ X × X. The result was applied to the global solvability of Kirchhoff equation for real analytic initial
data. In [11], a generation theorem of semigroups of locally Lipschitz operators associated with semilinear evolution
equations was given and applied to the global solvability of complex Ginzburg–Landau equation. It is worth pointing
out that the existence of a family of metric-like functionals, with respect to which A is locally dissipative, is necessary
for an operator A on D to be the infinitesimal generator of a semigroup of locally Lipschitz operators on D.
We are interested in studying the abstract Cauchy problem (CP; x) for a fully nonlinear and possibly multi-valued
operator A which is not always locally continuous. In discussing the noncontinuous case, the problem of how to
formulate a dissipativity condition in terms of a family of metric-like functionals occurs, since a directional derivative
of a functional is usually used in the different way from the continuous case. In fact, the generation of locally quasi-
contractive semigroups was discussed in [10], under the local quasi-dissipativity condition in the sense that for each
α  0 there exists ω = ω(α) 0 such that [x − y, ξ − η]−  ω‖x − y‖ for x, y ∈ D(A) ∩ Dα , ξ ∈ Ax and η ∈ Ay.
Their result is an extension of the generation theorem of quasi-contractive semigroups due to [6]. It is known that the
convexity of norm implies
(‖x − y‖ − ‖x − y − λξ‖)/λ+ (‖x − y‖ − ‖x − y +μη‖)/μ
 [x − y, ξ ]− + [x − y,−η]−  [x − y, ξ − η]−  [x − y, ξ − η]+
for x, y, ξ, η ∈ X. These considerations lead us to the dissipativity condition in the sense that there exists a family
{Vα(·,·); α ∈ Rd+} of metric-like functionals on X × X satisfying the following conditions: For each α ∈ Rd+ there
exist ω = ω(α) 0 and β = β(α) ∈Rd+ with β  α such that
lim sup
λ,μ↓0
(
sup
{(
Vβ(x, y)− Vβ(x − λξ, y)
)
/λ+ (Vβ(x, y)− Vβ(x, y −μη))/μ
−ωVβ(x, y); x, y ∈ D(A)∩Dα, ξ ∈ Ax, η ∈ Ay
})
 0.
Under this type of dissipativity condition, a necessary and sufficient condition for the existence of semigroups of
locally Lipschitz operators, which provide us with mild solutions of (CP), is given by Theorem 2.3.
The advantage of using a family of metric-like functionals instead of the metric induced by the original norm lies
in the fact that the obtained result may be applied to certain nonlinear systems. In fact, a family {Vα(·,·); α ∈Rd+} of
metric-like functionals on L2(Ω)×L2(Ω) will be constructed in Section 3 so that the above-mentioned dissipativity
condition may be satisfied by the operator A in L2(Ω) associated with the mixed problem for Carrier equation with
acoustic boundary condition⎧⎪⎨
⎪⎩
utt − κ(‖u‖2)u + γ |ut |p−1ut = 0 in Ω × (0,∞),
ρut + f ξtt + gξt + hξ = 0 on Γ × (0,∞),
∂u
∂ν
− ξt = 0 on Γ × (0,∞),
where Ω is a bounded domain in RN with smooth boundary Γ and p > 2. In [7], a solution was constructed by a
Galerkin approximation and the continuous dependence of solutions on their initial data was also proved only for
N  3. Their result will be improved by our approach (Theorem 3.1).
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Let X be a real Banach space with norm ‖ · ‖ and D a subset of X. In order to introduce a class of semigroups, we
employ a vector-valued functional ϕ and a comparison function g in this paper.
Let ϕ = (ϕi)di=1 be a vector-valued functional satisfying the following conditions:
(ϕ1) For each i = 1,2, . . . , d , ϕi is a proper functional from X into [0,∞].
(ϕ2) For each i = 1,2, . . . , d , the effective domain of ϕi includes the set D.
(ϕ3) For each α ∈Rd+, the set Dα := {x ∈ D; ϕ(x) α} is closed in X.
Let g ∈ C(Rd+;Rd) satisfy the following conditions:
(g1) For each i = 1,2, . . . , d , gi(0) 0.
(g2) For each i = 1,2, . . . , d , gi(w) is nondecreasing in wj with j 
= i.
(g3) For each α ∈Rd+, the Cauchy problem w′(t) = g(w(t)) for t  0 with the initial condition w(0) = α has a global
maximal solution m(t;α) on [0,∞).
Such a function g is called a comparison function.
In this section we give a generation theorem of a semigroup {S(t); t  0} of locally Lipschitz operators on D with
respect to ϕ satisfying the growth condition
ϕ
(
S(t)x
)
m
(
t;ϕ(x)) for t  0 and x ∈ D. (2.1)
In order to introduce a class of operators generating semigroups of locally Lipschitz operators on D with respect to ϕ
satisfying the growth condition (2.1), we employ the following family of metric-like functionals.
Let {Vα(·,·); α ∈Rd+} be a family of nonnegative functionals on X ×X satisfying the following conditions:
(V1) For each α ∈Rd+, there exists L(α) 0 such that∣∣Vα(x, y)− Vα(xˆ, yˆ)∣∣L(α)(‖x − xˆ‖ + ‖y − yˆ‖)
for (x, y), (xˆ, yˆ) ∈ X ×X.
(V2) For each α ∈Rd+, there exist M(α)m(α) > 0 such that
m(α)‖x − y‖ Vα(x, y)M(α)‖x − y‖
for (x, y) ∈ Dα ×Dα .
By using the family {Vα(·,·); α ∈Rd+}, the following dissipativity condition is considered.
(D) For each α ∈Rd+ there exist ω 0 and β ∈Rd+ with β  α such that
lim sup
λ,μ↓0
(
sup
{(
Vβ(x, y)− Vβ(x − λξ, y)
)
/λ+ (Vβ(x, y)− Vβ(x, y −μη))/μ
−ωVβ(x, y); x, y ∈ D(A)∩Dα, ξ ∈ Ax, η ∈ Ay
})
 0.
The idea of the localization with respect to a functional is affected by the Lyapunov method and goes back at least
as far as [3]. The Lyapunov method for quasi-contractive semigroups is found in [14] and [15].
The generation of semigroups by a given operator A in X is closely related with the abstract Cauchy problem for A.
Let A be a possibly multi-valued operator and consider the differential inclusion
(DI) u′(t) ∈ Au(t) for t > 0.
A function u : [0, τ ] → X is called a strong solution to (DI) on [0, τ ], if it is Lipschitz continuous on [0, τ ], dif-
ferentiable for almost all t ∈ (0, τ ), u(t) ∈ D(A) and the strong derivative u′(t) belongs to the set Au(t) for almost
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in D(A). To establish the existence of solution of (DI) we use a notion of solution which refers directly to the differ-
ence approximation method. We start with the definition of ε-approximate solutions of (DI) on [0, τ ].
Let ε > 0. A step function v : [0, τ ] → X is called an ε-approximate solution of (DI) on [0, τ ], if there exist a
partition {0 = t0 < t1 < · · · < tN−1 < τ  tN }, x0 ∈ X, a sequence {xi}Ni=1 in D(A) and a sequence {ξi}Ni=1 in X with
ξi ∈ Axi for 1 i N such that
(ε1) v(0) = x0, and v(t) = xi for t ∈ (ti−1, ti] ∩ [0, τ ],
(ε2) ti − ti−1  ε for i = 1,2, . . . ,N ,
(ε3) ∑Ni=1 ‖xi − xi−1 − (ti − ti−1)ξi‖ ε.
Let x ∈ X. A continuous function u : [0, τ ] → X is called a mild solution of (CP; x) on [0, τ ], provided that
u(0) = x and for each ε > 0 there exists an ε-approximate solution vε of (DI) on [0, τ ] such that ‖u(t) − vε(t)‖ ε
for t ∈ [0, τ ]. If there exists α ∈ Rd+ such that vε(t) ∈ Dα for ε > 0 and t ∈ [0, τ ], then the mild solution u is said to
be confined to Dα .
A convergence theorem for approximate solutions is given by
Theorem 2.1. Let A be an operator in X satisfying the dissipativity condition (D). Let α ∈Rd+ and τ > 0. Let u0 ∈ Dα
and assume that there exists ε0 > 0 such that to each ε ∈ (0, ε0] there corresponds an ε-approximate solution uε :
[0, τ ] → X satisfying the condition that uε(t) ∈ Dα for t ∈ [0, τ ]. If limε↓0 uε(0) = u0 and there exists β ∈ Rd+ with
β  α such that D(A) ∩ Dβ is dense in Dα , then there exists a unique mild solution u of (CP; u0) on [0, τ ] confined
to Dα and
lim
ε↓0
(
sup
{∥∥uε(t)− u(t)∥∥; t ∈ [0, τ ]})= 0. (2.2)
Moreover, if uˆ0 ∈ Dα and uˆ is a mild solution of (CP; uˆ0) on [0, τ ] confined to Dα , then there exists M(τ,α) > 0 such
that ∥∥u(t)− uˆ(t)∥∥M(τ,α)‖u0 − uˆ0‖ for t ∈ [0, τ ]. (2.3)
For the proof of Theorem 2.1 we need the following lemma.
Lemma 2.2. Let A be an operator in X satisfying the dissipativity condition (D). Let α ∈ Rd+ and τ > 0. Let
x0, xˆ0 ∈ Dα . Let {uλ; λ ∈ (0, λ0]} be a family of approximate solutions of (DI) on [0, τ ] such that limλ↓0 uλ(0) = x0
and uλ(t) ∈ Dα for t ∈ [0, τ ] and λ ∈ (0, λ0] and let {uˆμ; μ ∈ (0,μ0]} be a family of approximate solutions of (DI)
on [0, τ ] such that limμ↓0 uˆμ(0) = xˆ0 and uˆμ(t) ∈ Dα for t ∈ [0, τ ] and μ ∈ (0,μ0]. Then, there exists M(τ,α) > 0
such that
lim sup
λ,μ↓0
(
sup
{∥∥uλ(t)− uˆμ(s)∥∥; t, s ∈ [0, τ ], |t − s| δ})
M(τ,α)
(‖x0 − u‖ + ‖xˆ0 − u‖ + δ|||Au|||) (2.4)
for any δ  0 and u ∈ D(A)∩Dα , where |||Au||| = inf{‖v‖; v ∈ Au}.
Proof. By the definition of λ-approximate solutions, for each λ ∈ (0, λ0] there exist a partition {0 = tλ0 < tλ1 < · · · <
tλ
Nλ−1 < τ  t
λ
Nλ
}, xλ0 ∈ X, a sequence {xλi }N
λ
i=1 in D(A) and a sequence {ξλi }N
λ
i=1 in X with ξλi ∈ Axλi for 1 i Nλ
such that
(λ1) uλ(0) = xλ0 and uλ(t) = xλi for t ∈ (tλi−1, tλi ] ∩ [0, τ ],
(λ2) hλi := tλi − tλi−1  λ for 1 i Nλ,
(λ3) ∑Nλ ‖xλ − xλ − (tλ − tλ )ξλ‖ λ.i=1 i i−1 i i−1 i
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μ
j=1, xˆ
μ
0 , {xˆμj }Nˆ
μ
j=1 and {ξˆ μj }Nˆ
μ
j=1, and set hˆ
μ
j =
tˆ
μ
j − tˆμj−1 for 1 j  Nˆμ.
Let ε > 0. By condition (D), there exist ω 0 and β ∈Rd+ with β  α which are independent of ε, and δ0 > 0 such
that h, hˆ ∈ (0, δ0] imply that(
Vβ(x, y)− Vβ(x − hξ, y)
)
/h+ (Vβ(x, y)− Vβ(x, y − hˆη))/hˆ ωVβ(x, y)+ ε (2.5)
for x, y ∈ D(A)∩Dα , ξ ∈ Ax and η ∈ Ay.
In the following, a slight change in the proof due to [8] will actually show that Lemma 2.2 is true, by using the
inequality (2.5) instead of the usual dissipativity condition in terms of the norm of X. (See also the proof of [4]
and [5].)
Let λ,μ ∈ (0,min(δ0, λ0,μ0)] satisfy λω  1/2 and μω  1/2, and let u ∈ D(A) ∩ Dα . Since uλ(t) ∈ Dα for
t ∈ [0, τ ], we notice that xλi ∈ D(A)∩Dα for 1 i Nλ. In order to estimate the difference ‖xλi − xˆμj ‖, we consider
γi,jVβ(x
λ
i , xˆ
μ
j ), where {γi,j }0iNλ,0jNˆμ is the sequence in R defined by γi,j =
∏i
k=1(1 −ωhλk)
∏j
k=1(1 −ωhˆμk )
for 0 i Nλ and 0 j  Nˆμ.
By the inequality (2.5) with (x, ξ) = (xλi , ξλi ), (y, η) = (u, v) and h = hλi , and condition (V1), we have(
Vβ
(
xλi , u
)− Vβ(xλi − hλi ξλi , u))/hλi  L(β)‖v‖ +ωVβ(xλi , u)+ ε (2.6)
for 1 i Nλ and v ∈ Au. If we define a sequence {zλi }N
λ
i=1 in X by zλi = (xλi − xλi−1)/hλi − ξλi for 1 i Nλ, then
we have
∑Nλ
i=1 hλi ‖zλi ‖ λ by condition (λ3), and(
Vβ
(
xλi , u
)− Vβ(xλi−1, u))/hλi  ωVβ(xλi , u)+L(β)(∥∥zλi ∥∥+ |||Au|||)+ ε (2.7)
for 1 i Nλ, by the inequality (2.6) and condition (V1). We use the inequality (2.7) to find
γi,0Vβ
(
xλi , u
)
 γi−1,0Vβ
(
xλi−1, u
)+ (L(β)(∥∥zλi ∥∥+ |||Au|||)+ ε)hλi
for 1 i Nλ. Since |Vβ(xλi , u)−Vβ(xλi , xˆμ0 )| L(β)‖xˆμ0 −u‖ (by condition (V1)) and Vβ(xλ0 , u)M(β)‖xλ0 −u‖
(by condition (V2) and the fact that xλ0 = uλ(0) ∈ Dα), we find
γi,0Vβ
(
xλi , x
μ
0
)
max
(
L(β),M(β)
)(∥∥xλ0 − u∥∥+ ∥∥xˆμ0 − u∥∥)
+L(β)
i∑
k=1
hλk
∥∥zλk∥∥+ (L(β)|||Au||| + ε)tλi
for 0 i Nλ.
Let 1 i Nλ and 1 j  Nˆμ. Then we use the inequality (2.5) with (x, ξ) = (xλi , ξλi ), (y, η) = (xˆμj , ξˆμj ), h = hλi
and hˆ = hˆμj to find(
Vβ
(
xλi , xˆ
μ
j
)− Vβ(xλi−1, xˆμj ))/hλi + (Vβ(xλi , xˆμj )− Vβ(xλi , xˆμj−1))/hˆμj
 ωVβ
(
xλi , xˆ
μ
j
)+L(β)(∥∥zλi ∥∥+ ∥∥zˆμj ∥∥)+ ε,
where {zˆμj }Nˆ
μ
j=1 is the sequence in X defined by zˆ
μ
j = (xˆμj − xˆμj−1)/hˆμj − ξˆ μj for 1  j  Nˆμ. Since 1 −
hλi hˆ
μ
j
hλi +hˆμj
ω 
max((1 − hλi ω), (1 − hˆμj ω)), we have
γi,jVβ
(
xλi , xˆ
μ
j
)

hˆ
μ
j
hλi + hˆμj
γi−1,jVβ
(
xλi−1, xˆ
μ
j
)+ hλi
hλi + hˆμj
γi,j−1Vβ
(
xλi , xˆ
μ
j−1
)
+ h
λ
i hˆ
μ
j
hλ + hˆμ
(
L(β)
(∥∥zλi ∥∥+ ∥∥zˆμj ∥∥)+ ε). (2.8)
i j
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γi,jVβ
(
xλi , xˆ
μ
j
)
max
(
L(β),M(β)
)(∥∥xλ0 − u∥∥+ ∥∥xˆμ0 − u∥∥)+L(β)((tλi − tˆμj )2 + λtλi +μtˆμj )1/2|||Au|||
+L(β)
(
i∑
k=1
hλk
∥∥zλk∥∥+
j∑
k=1
hˆ
μ
k
∥∥zˆμk ∥∥
)
+ (tλi + tˆμj )ε
for 0 i Nλ and 0 j  Nˆμ. The desired inequality (2.4) is easily obtained by the above inequality together with
condition (V2). 
Proof of Theorem 2.1. Let α ∈ Rd+ and τ > 0. Let β be a vector such that β  α and D(A) ∩ Dβ is dense in Dα .
The existence of such β is ensured by assumption. We begin by showing the continuous dependence of mild solutions
on their initial data. For this purpose, let x0, xˆ0 ∈ Dα and let u and uˆ be mild solutions of (CP; x0) and (CP; xˆ0) on
[0, τ ] confined to Dα , respectively. Then, by the definition of mild solutions of (CP; x0) on [0, τ ] confined to Dα , we
see that for each ε > 0 there exists an ε-approximate solution vε of (DI) on [0, τ ] such that ‖u(t) − vε(t)‖  ε for
t ∈ [0, τ ] and vε(t) ∈ Dα for ε > 0 and t ∈ [0, τ ]. By vˆε we denote the corresponding one with u replaced by uˆ. Then,
by Lemma 2.2 with α replaced by β there exists M(τ,β) > 0 such that
sup
{∥∥u(t)− uˆ(t)∥∥; t ∈ [0, τ ]}M(τ,β)(‖x0 − x‖ + ‖xˆ0 − x‖)
for any x ∈ D(A)∩Dβ . Since x0 ∈ Dα and D(A) ∩Dβ is dense in Dα , the above inequality implies (2.3). (It should
be noticed that the continuous dependence of mild solutions on their initial data can be also proved by the Bénilan
method [1].)
To show the convergence of approximate solutions, let u0 ∈ Dα and let {uε; ε ∈ (0, ε0]} be a family of approximate
solutions of (DI) on [0, τ ] such that limε↓0 uε(0) = u0 and uε(t) ∈ Dα for t ∈ [0, τ ]. By Lemma 2.2 with α replaced
by β , there exists M(τ,β) > 0 such that
lim sup
λ,μ↓0
(
sup
{∥∥uλ(t)− uμ(s)∥∥; t, s ∈ [0, τ ], |t − s| δ})M(τ,β)(2‖u0 − x‖ + δ|||Ax|||) (2.9)
for any δ  0 and x ∈ D(A) ∩ Dβ . By considering the case of δ = 0, it is shown that there exists a function u :
[0, τ ] → X satisfying (2.2), since u0 ∈ Dα is approximated by a sequence in D(A) ∩ Dβ . Since limε↓0 uε(0) = u0,
we have u(0) = u0 by (2.2). By (2.9) combined with (2.2) we have∥∥u(t)− u(s)∥∥M(τ,β)(2‖u0 − x‖ + |t − s||||Ax|||)
for t, s ∈ [0, τ ] and x ∈ D(A) ∩ Dβ . This implies the continuity of u on [0, τ ] in X. It is thus proved that u is a mild
solution of (CP; u0) on [0, τ ]. 
The following is the main theorem in this paper, which is a generalization of the result due to [9] for semigroups
of contractions.
Theorem 2.3. Let A be an operator in X satisfying the dissipativity condition (D). Then, the following statements are
equivalent:
(a) There exists a semigroup {S(t); t  0} of locally Lipschitz operators on D with respect to ϕ satisfying the growth
condition (2.1) and the following condition:
(C) For each α ∈ Rd+ and τ > 0 there exists β ∈ Rd+ such that for each x ∈ Dα , the restriction of S(·)x to [0, τ ]
is a unique mild solution of (CP; x) on [0, τ ] which is confined to Dβ .
(b) For each α ∈ Rd+ there exists β ∈ Rd+ such that to each u0 ∈ Dα and ε > 0 there correspond δ ∈ (0, ε], a parti-
tion {0 = t0 < t1 < · · · < tN = δ} of [0, δ], x0 ∈ X, a sequence {xi}Ni=1 in D(A) ∩ Dβ , a sequence {ξi}Ni=1 in X
with ξi ∈ Axi for i = 1,2, . . . ,N and uδ ∈ D such that the following conditions are satisfied:
(i) ‖x0 − u0‖ δε and ‖xN − uδ‖ δε.
(ii) ∑N ‖xi − xi−1 − (ti − ti−1)ξi‖ δε.i=1
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(iv) (ϕ(uδ)− ϕ(u0))/δ  gε(ϕ(u0)), where gε(w) = (gεi (w))di=1 and gεi (w) = gi(w)+ ε for w ∈Rd+.
Proof. We begin by showing that (a) implies (b). Let α ∈Rd+. By condition (C) with τ = 1, there exists β ∈Rd+ such
that for each x ∈ Dα , the restriction of S(·)x to [0,1] is a mild solution of (CP; x) on [0,1] which is confined to Dβ .
Let u0 ∈ Dα and ε > 0. By the growth condition (2.1), we have lim suph↓0(ϕi(S(h)u0) − ϕi(u0))/h gi(ϕ(u0)) for
1 i  d . This fact and the continuity of S(·)u0 on [0,∞) in X together imply that there exists h0 > 0 such that(
ϕ
(
S(h)u0
)− ϕ(u0))/h gε(ϕ(u0)) and ∥∥S(h)u0 − u0∥∥ ε (2.10)
for h ∈ (0, h0]. Let δ1 be a number such that
δ1 ∈ (0,1] ∩ (0, ε/2] ∩ (0, h0). (2.11)
Then, we see by the choice of β and δ1 that the restriction of S(·)u0 to [0, δ1] is a mild solution of (CP; u0) on [0, δ1]
confined to Dβ . By the definition of mild solutions, there exists λ0 > 0 such that to each λ ∈ (0, λ0] there corresponds
a λ-approximate solution uλ of (DI) on [0, δ1] satisfying that∥∥uλ(t)− S(t)u0∥∥ λ for t ∈ [0, δ1], (2.12)
uλ(t) ∈ Dβ for t ∈ [0, δ1]. (2.13)
Let λ be a positive number such that
λ δ1ε/2, λ ε/2, λ+ δ1  h0, λ λ0 (2.14)
and
sup
{∥∥S(t)u0 − S(s)u0∥∥; t, s ∈ [0, h0], |t − s| λ} δ1ε/2. (2.15)
By the definition of λ-approximate solutions, there exist a partition {0 = t0 < t1 < · · · < tN−1 < δ1  tN }, x0 ∈ X,
a sequence {xi}Ni=1 in D(A) and a sequence {ξi}Ni=1 in X with ξi ∈ Axi for 1 i N such that
uλ(0) = x0 and uλ(t) = xi for t ∈ (ti−1, ti] ∩ [0, δ1], (2.16)
ti − ti−1  λ for 1 i N, (2.17)
N∑
i=1
∥∥xi − xi−1 − (ti − ti−1)ξi∥∥ λ. (2.18)
By (2.13) we have xi ∈ D(A)∩Dβ for 1 i N . Let δ = tN and uδ = S(δ)u0 ∈ D. Then, the inequality (2.17) with
i = N and (2.14) together imply that
δ1  tN = δ < δ1 + λ h0. (2.19)
Since δ1  ε/2 (by (2.11)) and λ  ε/2 (by (2.14)), we have δ < ε by (2.19). Since λ  δ1ε/2 (by (2.14)), we have
by (2.19)
λ δ1ε  tNε = δε. (2.20)
It is thus shown that there exist δ ∈ (0, ε], x0 ∈ X, a sequence {xi}Ni=1 in D(A) ∩ Dβ , a sequence {ξi}Ni=1 in X
with ξi ∈ Axi for 1  i  N , a partition {0 = t0 < t1 < · · · < tN = δ} of the interval [0, δ] and uδ ∈ D satisfying
condition (ii) in (b) of Theorem 2.3. All the other conditions will be shown to be satisfied as follows: Since δ  h0
by (2.19), we have (ϕ(uδ) − ϕ(u0))/δ  gε(ϕ(u0)) and ‖uδ − u0‖ = ‖S(δ)u0 − u0‖  ε by (2.10). By (2.19) we
use (2.12) and (2.15) to find ‖uδ − xN‖ ‖S(δ)u0 − S(δ1)u0‖ + ‖S(δ1)u0 − uλ(δ1)‖ δ1ε/2 + λ δ1ε  δε, since
λ  δ1ε/2 (by (2.14)) and δ1  δ (by (2.19)). By (2.20) we have ‖u0 − x0‖ = ‖S(0)u0 − uλ(0)‖  λ  δε. It is
therefore proved that (a) implies (b).
To prove the converse implication “(b) ⇒ (a),” we need the following lemmas.
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be a sequence in [0, τ ) such that
0 = t0 < t1 < · · · < ti < · · · < τ,
(xi − xi−1)/(ti − ti−1)− zi ∈ Axi for i = 1,2, . . ., where x0 ∈ X.
Then, there exist β ∈Rd+ and an integer i0  1 such that
‖xi − xj‖
(
exp(4ωτ)/m(β)
)(
L(β)(ti − tj )|||Axk|||
+L(β)
(
i∑
p=k+1
hp‖zp‖ +
j∑
p=k+1
hp‖zp‖
)
+ (ti − tk)+ (tj − tk)
)
for i  j  k  i0.
Proof. By condition (D), there exist ω 0, β ∈Rd+ with β  α and δ0 > 0 such that h, hˆ ∈ (0, δ0] imply that(
Vβ(x, y)− Vβ(x − hξ, y)
)
/h+ (Vβ(x, y)− Vβ(x, y − hˆη))/hˆ ωVβ(x, y)+ 1 (2.21)
for x, y ∈ D(A)∩Dα , ξ ∈ Ax and η ∈ Ay.
Let hi = ti − ti−1 and ξi = (xi − xi−1)/hi − zi for i  1. Since the limit limi→∞ ti exists, there exists an integer
i0  1 such that hi  δ0 and hiω 1/2 for i  i0. Let k  i0, and let γi,j =∏ip=k+1(1 −ωhp)∏jp=k+1(1 −ωhp) for
i  j  k. Then it will be shown inductively that
γi,jVβ(xi, xj ) L(β)(ti − tj )|||Axk||| +L(β)
(
i∑
p=k+1
hp‖zp‖ +
j∑
p=k+1
hp‖zp‖
)
+ (ti − tk)+ (tj − tk) (2.22)
for i  j  k, which implies the desired inequality. To prove (2.22), let i  k + 1. For p = k + 1, . . . , i, we use (2.21)
with (x, y) = (xp, xk) and h = hp to find
(1 −ωhp)Vβ(xp, xk) Vβ(xp−1, xk)+L(β)hp
(‖zp‖ + |||Axk|||)+ hp
by condition (V1). Multiplying both sides by γp−1,k and summing up the resulting inequalities from p = k + 1 to
p = i, we see that the inequality (2.22) is true for j = k. By (2.21) with (x, y) = (xi, xj ), h = hi and hˆ = hj , we find
in a way similar to the derivation of (2.8)
γi,jVβ(xi, xj )
hj
hi + hj γi−1,jVβ(xi−1, xj )+
hi
hi + hj γi,j−1Vβ(xi, xj−1)
+ hihj
hi + hj
(
L(β)
(‖zi‖ + ‖zj‖)+ 1)
for i  j  k + 1. The inequality (2.22) is proved by a routine argument. 
Let α ∈ Rd+ and ε > 0. By [0, τ ε(α)) we denote the maximal interval of existence of the nonextensible maximal
solution mε(t;α) of the Cauchy problem r ′(t) = gε(r(t)) for t  0, and r(0) = α. Then it is known [13, Section 1.5]
that the following assertions hold:
(m1) If β  α  0, then τ ε(β) τ ε(α) and mε(t;α)mε(t;β) for t ∈ [0, τ ε(β)).
(m2) If s ∈ [0, τ ε(α)), then τ ε(mε(s;α)) = τ ε(α)− s and mε(t + s;α) = mε(t;mε(s;α)) for t ∈ [0, τ ε(α)− s).
(m3) limε↓0 τ ε(α) = ∞ and limε↓0 mε(t;α) = m(t;α) uniformly on every compact subinterval of [0,∞).
Lemma 2.5. Under condition (b) in Theorem 2.3, the following assertions hold:
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(II) For each α ∈Rd+ there exists β ∈Rd+ such that to each u0 ∈ Dα and ε > 0 there correspond δ ∈ (0, ε], a sequence
{hi}Ni=1 in (0, ε], x0 ∈ X, a sequence {xi}Ni=1 in D(A) ∩ Dβ , a sequence {ξi}Ni=1 in X with ξi ∈ Axi for i =
1,2, . . . ,N and uδ ∈ D such that the following conditions are satisfied:
(i) ∑Ni=1 hi = δ.
(ii) ∑Ni=1 ‖xi − xi−1 − hiξi‖ δε.
(iii) ‖x0 − u0‖ δε and ‖xN − uδ‖ δε.
(iv) ϕ(uδ)mε(δ;ϕ(u0)).
Proof. Let α ∈ Rd+. Then there exists β ∈ Rd+ such that to each u0 ∈ Dα and ε > 0 there correspond δ ∈ (0, ε],
a partition {0 = t0 < t1 < · · · < tN = δ} of [0, δ], x0 ∈ X, a sequence {xi}Ni=1 in D(A) ∩ Dβ , a sequence {ξi}Ni=1 in X
with ξi ∈ Axi for i = 1,2, . . . ,N and uδ ∈ D satisfying conditions (i) through (iv) in (b) of Theorem 2.3.
Let u0 ∈ Dα . Then, we deduce from the fact above that for each integer n 1, there exist δn ∈ (0,1/n], a partition
{0 = tn0 < tn1 < · · · < tnNn = δn} of [0, δn], xn0 ∈ X, a sequence {xni }
Nn
i=1 in D(A) ∩ Dβ , a sequence {ξni }Nni=1 in X with
ξni ∈ Axni for i = 1,2, . . . ,Nn and un ∈ D satisfying the following conditions:∥∥xn0 − u0∥∥ δn(1/n) and ∥∥xnNn − un∥∥ δn(1/n), (2.23)
Nn∑
i=1
∥∥xni − xni−1 − (tni − tni−1)ξni ∥∥ δn(1/n), (2.24)
‖un − u0‖ 1/n, (2.25)(
ϕ(un)− ϕ(u0)
)
/δn  g1/n
(
ϕ(u0)
)
. (2.26)
Since xnNn ∈ D(A) ∩ Dβ and ‖u0 − xnNn‖ ‖u0 − un‖ + ‖un − xnNn‖ 1/n + δn/n for n 1 (by (2.23) and (2.25)),
assertion (I) is true.
To verify assertion (II), let ε > 0 and consider the function w ∈ C([0,∞);Rd) defined by w(t) = ϕ(u0) +
tgε/2(ϕ(u0)) for t  0. Then w(0) = ϕ(u0) = mε(0;ϕ(u0)) and the value of the function (d/dt)(mεi (t;ϕ(u0))−wi(t))
at t = 0 is positive, since (d/dt)(mεi (t;ϕ(u0))−wi(t)) = gi(mε(t;ϕ(u0)))+ ε − (gi(ϕ(u0))+ ε/2) for t  0. Hence
there exists τ0 ∈ (0, τ ε(ϕ(u0))) such that w(t)mε(t;ϕ(u0)) for t ∈ [0, τ0]. For any integer n 1 with 1/n  ε/2
and δn  τ0, we have ϕ(un) ϕ(u0) + δng1/n(ϕ(u0)) ϕ(u0) + δngε/2(ϕ(u0)) = w(δn)mε(δn;ϕ(u0)) by (2.26).
This inequality together with (2.23) and (2.24) implies that assertion (II) is true. 
Let α0 ∈ Rd+ and τ¯ > 0. By condition (m3), there exists ε0 > 0 such that ε ∈ (0, ε0] implies that τ ε(α0) > τ¯ and
mεi (t;α0)mi(t;α0)+ 1 for t ∈ [0, τ¯ ] and 1 i  d . Let
αi = sup
{
mi(t;α0)+ 1; t ∈ [0, τ¯ ]
} (2.27)
for 1  i  d and let β ∈ Rd+ be a vector satisfying condition (II) in Lemma 2.5 with the vector α = (αi)di=1 in Rd+
defined by (2.27). Notice that
mε(t;α0) α for t ∈ [0, τ¯ ]. (2.28)
Lemma 2.6. Let A be an operator in X satisfying condition (D) and condition (b) in Theorem 2.3. Let α0 ∈Rd+ and
τ¯ > 0. Let ε0 and β ∈Rd+ be a positive number and a vector as in the preceding argument, respectively. Let u0 ∈ Dα0
and ε ∈ (0, ε0]. Then, for each k = 1,2, . . . there exist uk ∈ D, δk ∈ (0, ε], xk0 ∈ X, a sequence {hki }Nki=1 in (0, ε],
a sequence {xki }Nki=1 in D(A)∩Dβ and a sequence {ξki }Nki=1 in X with ξki ∈ Axki for 1 i Nk such that the following
conditions are satisfied:
Nk∑
hki = δk for k = 1,2, . . . , (2.29)i=1
Y. Kobayashi, N. Tanaka / J. Math. Anal. Appl. 338 (2008) 852–872 861Nk∑
i=1
∥∥xki − xki−1 − hki ξki ∥∥ δkε for k = 1,2, . . . , (2.30)
∥∥xk0 − uk−1∥∥ δkε and ∥∥xkNk − uk∥∥ δkε for k = 1,2, . . . , (2.31)
ϕ(uk)mε
(
δk;ϕ(uk−1)
) for k = 1,2, . . . , (2.32)
∞∑
k=1
δk = τ¯ . (2.33)
Proof. Let l  1 and assume that a sequence {uk}l−1k=0 in D, {δk}l−1k=1 in (0, ε], {xk0 }l−1k=1 in X, {hki }1iNk,1kl−1 in
(0, ε], {xki }1iNk,1kl−1 in D(A) ∩ Dβ and {ξki }1iNk,1kl−1 in X with ξki ∈ Axki for 1  i  Nk have been
chosen such that
∑l−1
k=1 δk < τ¯ and conditions (2.29)–(2.32) are satisfied for 1  k  l − 1. By condition (2.32) we
have ϕ(ul−1)  mε(
∑l−1
k=1 δk;ϕ(u0)). Since
∑l−1
k=1 δk < τ¯ and u0 ∈ Dα0 , we have ul−1 ∈ Dα by (2.28). Lemma 2.5
asserts that there exists δ ∈ (0, ε] satisfying ∑l−1k=1 δk + δ < τ¯ and conditions (i)–(iv) of (II) in Lemma 2.5 with u0
replaced by ul−1. By the supremum of such numbers δ ∈ (0, ε] we define δ(ul−1). Since δ(ul−1) > 0, there exist
ul ∈ D, δl > 0 with δ(ul−1)/2 < δl  ε, xl0 ∈ X, a sequence {hli}Nli=1 in (0, ε], a sequence {xli }Nli=1 in D(A)∩Dβ and a
sequence {ξ li }Nli=1 in X with ξ li ∈ Axli for 1 i Nl satisfying
∑l
k=1 δk < τ¯ and conditions (2.29)–(2.32) with k = l.
It remains to prove condition (2.33). To do this, assume to the contrary that ∑∞k=1 δk = τ∞ < τ¯ . For k  1, let
tk0 =
k−1∑
p=1
δp and tki = tk0 +
i∑
p=1
hkp for 1 i Nk. (2.34)
Notice that
tk−1Nk−1 = tk0 for k  2. (2.35)
Let z1i = (x1i − x1i−1 − h1i ξ1i )/h1i for 1 i N1. For k  2, let
zk1 =
(
xk1 − xk−1Nk−1 − hk1ξk1
)
/hk1,
zki =
(
xki − xki−1 − hki ξki
)
/hki for 2 i Nk.
Then, we have by (2.30) and (2.31)
Nk∑
i=1
(
tki − tki−1
)∥∥zki ∥∥ ∥∥xk0 − xk−1Nk−1∥∥+
Nk∑
i=1
∥∥xki − xki−1 − hki ξki ∥∥ (δk−1 + 2δk)ε (2.36)
for k  2. By (2.30) we have ∑N1i=1(t1i − t1i−1)‖z1i ‖  δ1ε. Therefore, we apply Lemma 2.4 to find a vector γ ∈ Rd+
and an integer j0  1 such that
∥∥xnNn − xmNm∥∥ (exp(4ωτ¯)/m(γ ))
(
L(γ )
(
tnNn − tmNm
)∣∣∣∣∣∣Axj0 ∣∣∣∣∣∣
+L(γ )
(
n∑
p=j
(δp−1 + 2δp)ε +
m∑
p=j
(δp−1 + 2δp)ε
)
+ (tmNm − tj0 )+ (tnNn − tj0 )
)
for n  m  j  j0. Since tnNn − t
j
0 =
∑n
p=j δp for n  j  2 (by (2.35)) and
∑∞
k=1 δk < ∞, the inequality above
implies that {xkNk }k1 is a Cauchy sequence in X. Since ‖uk −xkNk‖ δkε for k  1, the limit limk→∞ uk = u∞ exists
in X. By (2.32) we have ϕ(uk)mε(
∑k
p=j+1 δp;ϕ(uj )) for k  j  0. Taking the limit in this inequality as k → ∞,
we have by condition (ϕ3)
ϕ(u∞)mε
(
τ∞ − tj+1;ϕ(uj )
) (2.37)0
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a sequence {hi}Ni=1 in (0, ε/2], x0 ∈ X, a sequence {xi}Ni=1 in D(A) ∩ Dβ , a sequence {ξi}Ni=1 in X with ξi ∈ Axi for
1 i N and u ∈ D satisfying the following conditions:
τ∞ + δ < τ¯ , (2.38)
N∑
i=1
hi = δ, (2.39)
N∑
i=1
‖xi − xi−1 − hiξi‖ δε/2, (2.40)
‖x0 − u∞‖ δε/2 and ‖xN − u‖ δε/2, (2.41)
ϕ(u)mε/2
(
δ;ϕ(u∞)
)
. (2.42)
Let δ¯k = δ + τ∞ − tk0 for k  1. Then, we have
∑k−1
p=1 δp + δ¯k < τ¯ by (2.34) and (2.38). If for each k  1, a se-
quence {h¯ki }Ni=1 is defined by h¯ki = hi for 1  i  N − 1 and h¯kN = hN + τ∞ − tk0 , then we have
∑N
i=1 h¯ki = δ¯k
for k  1 (by (2.39)) and ∑Ni=1 ‖xi − xi−1 − h¯ki ξi‖  δε/2 + (τ∞ − tk0 )‖ξN‖ for k  1 (by (2.40)). By (2.41)
we have ‖x0 − uk−1‖  δε/2 + ‖u∞ − uk−1‖ for k  1. The inequality (2.42) together with (2.37) implies that
ϕ(u) mε(δ¯k;ϕ(uk−1)) for k  1. Since limk→∞ uk = u∞ in X, limk→∞ tk0 = τ∞ and limk→∞ δ¯k = δ, we see that
conditions (i)–(iv) in (II) of Lemma 2.5 are satisfied with (u0, uδ, hi, δ) replaced by (uk−1, u, h¯ki , δ¯k), for sufficiently
large integers k  1. Hence, the definition of δ(uk−1) implies that δ¯k  δ(uk−1) for sufficiently large integers k  1.
This is a contradiction to the fact that δ > 0, since limk→∞ δ¯k = δ and δ(uk−1) 2δk → 0 as k → ∞. 
We turn to the proof of the implication “(b) ⇒ (a).” Let α ∈Rd+ and τ > 0. Then, by Lemma 2.6 with α0 = α and
τ¯ = τ + 1 there exists β ∈ Rd+ with β  α such that for each u0 ∈ Dα and sufficiently small ε ∈ (0,1] the following
assertion holds: For each k = 1,2, . . . , there exist uk ∈ D, δk ∈ (0, ε], xk0 ∈ X, a sequence {hki }Nki=1 in (0, ε], a sequence
{xki }Nki=1 in D(A)∩Dβ and a sequence {ξki }Nki=1 in X with ξki ∈ Axki for 1 i Nk satisfying conditions (2.29)–(2.33)
with τ¯ = τ + 1.
For k  1, let tk0 =
∑k−1
p=1 δp and tki = tk0 +
∑i
p=1 hkp for 1  i  Nk . Consider the step function u : [0, τ ] → X
defined by
u(t) =
{
x10 for t = 0,
xki for t ∈ (tki−1, tki ] ∩ [0, τ ], 1 i Nk and k = 1,2, . . . .
(2.43)
Then, by an argument similar to the derivation of (2.36) we see that the function u is an approximate solution of (DI)
on [0, τ ] such that u(t) ∈ Dβ for t ∈ [0, τ ] and ‖u(0)−u0‖ ε by (2.31). By Lemma 2.5(I), there exists γ ∈Rd+ such
that D(A) ∩ Dγ is dense in Dβ . All of assumptions of Theorem 2.1 are thus confirmed, so that there exists a unique
mild solution of (CP; u0) on [0, τ ] confined to Dβ . We now define a one-parameter family {S(t); t  0} of operators
from D into itself by
S(t)x = uτ,α(t;x) for x ∈ Dα and t ∈ [0, τ ],
where for each α ∈ Rd+ and τ > 0, uτ,α(·;x) stands for a unique mild solution of (CP; x) on [0, τ ] confined to Dβ ,
whose existence is ensured by the preceding argument. By Theorem 2.1, the family {S(t); t  0} is a semigroup
of locally Lipschitz operators on D satisfying condition (C). To check the growth condition (2.1), let t ∈ (0, τ ] and
u0 ∈ Dα , and let u be the step function defined by (2.43). Then, there exist an integer k  1 and an integer i with
1  i  Nk such that t ∈ (tki−1, tki ]. Since |t − tkNk |  δk  ε and ‖uk − u(tkNk )‖  δkε, we have limε↓0 uk = S(t)u0.
The inequality (2.1) is obtained by letting ε ↓ 0 in the inequality ϕ(uk)  mε(tkNk ;ϕ(u0)) for k = 1,2, . . . , which
follows from condition (2.32). 
The following will be used to study the mixed problem for the Carrier equation with acoustic boundary condition
in Section 3.
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(R) For each x ∈ D and ε > 0 there exist δ ∈ (0, ε], xδ ∈ D(A)∩D and ξδ ∈ Axδ such that
‖xδ − x‖ ε, (2.44)
‖xδ − x − δξδ‖ δε, (2.45)(
ϕ(xδ)− ϕ(x)
)
/δ  gε(ϕ(x)). (2.46)
Then, there exists a semigroup {S(t); t  0} of locally Lipschitz operators on D with respect to ϕ satisfying (2.1) and
condition (C).
If, in addition, A is single-valued with D(A) = D and is continuous from each set Dβ into X with its weak topology,
then for each x ∈ D and τ > 0, S(t)x is weakly continuously differentiable, strong solution of (CP; x) on [0, τ ].
Proof. Let α ∈ Rd+. Since τ ε(α) → ∞ and mε(t;α) → m(t;α) uniformly on every compact subinterval of [0,∞),
there exists ε0 > 0 such that ε ∈ (0, ε0] implies that τ ε(α) > 1 and |mεi (t;α) − mi(t;α)|  1 for t ∈ [0,1] and
1 i  d . Let βi = sup{mi(t;α); t ∈ [0,1]} + 1 for 1 i  d , and let β = (βi)di=1. Let u0 ∈ Dα and ε > 0. Similarly
to the argument in the proof of (II) of Lemma 2.5, we deduce from condition (R) that there exist δ ∈ (0, ε] ∩ (0,1],
xδ ∈ D(A)∩D and ξδ ∈ Axδ satisfying the inequality ϕ(xδ)mε(δ;ϕ(u0)) in addition to the three conditions (2.44)–
(2.46) with x replaced by u0. By the choice of ε0 we have ϕi(xδ)mεi (δ;α)mi(δ;α)+1 for 1 i  d . This means
that xδ ∈ Dβ by the definition of β . Condition (b) of Theorem 2.3 with N = 1 is thus shown to be checked, so that
there exists a semigroup {S(t); t  0} of locally Lipschitz operators on D with respect to ϕ satisfying (2.1) and
condition (C).
Assume that A is single-valued with D(A) = D and is continuous from each set Dβ into X with its weak topology,
and let α ∈ Rd+, x ∈ Dα and τ > 0. Then, by condition (C) there exist β ∈ Rd+ and a family {uε}ε>0 of approximate
solutions of (DI) on [0, τ ] such that uε(t) ∈ Dβ and ‖uε(t)−S(t)x‖ ε for t ∈ [0, τ ] and ε > 0. Since uε(t) ∈ Dβ for
t ∈ [0, τ ] and ε > 0 and since A is continuous from Dβ to X with its weak topology, we see that supt∈[0,τ ] ‖Auε(t)‖
is bounded as ε ↓ 0 and that Auε(t) converges weakly to AS(t)x for t ∈ [0, τ ] as ε ↓ 0. Since ‖uε(t) − uε(0) −∫ tεi
0 Au
ε(s) ds‖ ε for t ∈ (tεi−1, tεi ] ∩ [0, τ ] (by condition (ε3) in the definition of approximate solutions), we use the
Lebesgue convergence theorem to obtain S(t)x = x + ∫ t0 AS(s)x ds for t ∈ [0, τ ]. 
3. Carrier equations with acoustic boundary conditions
This section is devoted to a global solvability of the mixed problem for Carrier equation with acoustic boundary
condition⎧⎪⎨
⎪⎩
utt − κ(‖u‖2)u + γ |ut |p−1ut = 0 in Ω × (0,∞),
ρut + f ξtt + gξt + hξ = 0 on Γ × (0,∞),
∂u
∂ν
− ξt = 0 on Γ × (0,∞).
(3.1)
Here p > 2, Ω is a bounded domain in RN with smooth boundary Γ , and f,g and h are nonnegative, continuous
function on Γ with f and h positive everywhere; ρ and γ are positive constants; κ ∈ C1([0,∞);R) satisfies
0 < κ0  κ(s) and
∣∣κ ′(s)s1/2∣∣κ(s)−1 K for all s  0, (3.2)
where κ0 and K are constants; and ‖u‖ denotes the usual L2(Ω) norm of u.
Following [7], assume that there exists a sequence {Γn}n=1,2,... of subsets of Γ such that the surface measure
meas(Γn) of Γn is positive and Γn+1 ⊂ Γn for n = 1,2, . . . and limn→∞ meas(Γn) = 0, and define V by the closure
in H 1(Ω) of the union of all sets Vn = {u ∈ H 1(Ω); u = 0 a.e. on Γn}. Then, it is known [7] that V is a closed
subspace of H 1(Ω), H 10 (Ω) ⊂ V1 ⊂ V2 ⊂ · · · ⊂ V ⊂ H 1(Ω) and that ‖∇u‖ is a norm in V equivalent to the usual
norm in H 1(Ω), by the Poincaré inequality
‖u‖ cV ‖∇u‖ for u ∈ V , (3.3)
where cV is a positive constant.
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‖v‖Lp+1 for v ∈ W . Let X = V ×L2(Ω)×L2(Γ )×L2(Γ ) and define an operator A in X by
A(u,v, ξ, η) = (v, κ(‖u‖2)u− γ |v|p−1v,η,−(1/f )(ρv + gη + hξ)) (3.4)
for (u, v, ξ, η) ∈ D(A), where D(A) is the set of all (u, v, ξ, η) ∈ X such that v ∈ W , κ(‖u‖2)u−γ |v|p−1v ∈ L2(Ω)
and 〈
κ
(‖u‖2)u− γ |v|p−1v,φ〉+ κ(‖u‖2)〈∇u,∇φ〉 + γ 〈|v|p−1v,φ〉
= κ(‖u‖2)〈η,φ〉Γ for any φ ∈ W , (3.5)
where 〈w,z〉Γ stands for the inner product of L2(Γ ) and
〈w,z〉 =
{∫
Ω
w(x)z(x) dx if w,z ∈ L2(Ω), or w ∈ Lp+1(Ω), z ∈ L(p+1)/p(Ω),∫
Ω
∑N
i=1 wi(x)zi(x) dx if w = (wi)Ni=1, z = (zi)Ni=1 ∈ L2(Ω)N .
We are in a position to state the well-posedness result for the mixed problem (3.1).
Theorem 3.1. Let (u0, v0, ξ0, η0) ∈ D(A). Then there exists a unique pair (u, ξ) of functions in the class
u ∈ C([0,∞);V )∩C1([0,∞);L2(Ω))∩C1w([0,∞);V )∩C2w([0,∞);L2(Ω)),
ξ ∈ C1([0,∞);L2(Γ ))∩C2w([0,∞);L2(Γ )),(
u(·, t), ut (·, t), ξ(·, t), ξt (·, t)
) ∈ D(A) for t  0
satisfying (3.1) together with the initial condition u(x,0) = u0(x), ut (x,0) = v0(x), ξ(x,0) = ξ0(x) and ξt (x,0) =
η0(x).
Moreover, (u(·, t), ut (·, t), ξ(·, t), ξt (·, t)) depends continuously on the initial data (u0, v0, ξ0, η0) in V ×L2(Ω)×
L2(Γ )×L2(Γ ).
Theorem 3.1 will be proved by a sequence of propositions.
Proposition 3.2. For each λ > 0, R(I − λA) = X.
Proof. Let λ > 0 and (u0, v0, ξ0, η0) ∈ X. Set
R = c2V ρ−1
{
ρ(1/κ0)‖v0‖2 + ρ‖∇u0‖2 +
∥∥f 1/2η0∥∥2Γ + ∥∥h1/2ξ0∥∥2Γ },
and define κR(s) = κ(min(s,R)) for s  0. Then we have
0 < κ0  κR(s)MR := sup
{
κ(s); 0 s R} (3.6)
for s  0. Consider the operator Ψ from E := W ×L2(Γ ) into its dual space defined by〈
Ψ (v,η), (z, ζ )
〉
E∗,E = ρκR
(‖u0 + λv‖2)−1〈v − v0, z〉 + λ2ρ〈∇v,∇z〉 + λργ κR(‖u0 + λv‖2)−1〈|v|p−1v, z〉
+ 〈(f + λg + λ2h)η, ζ 〉
Γ
+ λρ(〈v, ζ 〉Γ − 〈η, z〉Γ )
for (v, η), (z, ζ ) ∈ E. Then we see that Ψ is bounded and coercive by using (3.6).
To prove that Ψ is pseudo-monotone, let {(vn, ηn)}n=1,2,... be a sequence in E such that it converges weakly to
(v, η) in E and
lim sup
n→∞
〈
Ψ (vn, ηn), (vn − v,ηn − η)
〉
E∗,E  0. (3.7)
Then we want to show that
lim inf
n→∞
〈
Ψ (vn, ηn), (vn − z, ηn − ζ )
〉
E∗,E 
〈
Ψ (v,η), (v − z, η − ζ )〉
E∗,E (3.8)
for any (z, ζ ) ∈ E. Since
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Ψ (vn, ηn), (vn − v,ηn − η)
〉
E∗,E = ρκR
(‖u0 + λvn‖2)−1(‖vn − v‖2 + 〈v − v0, vn − v〉)
+ λ2ρ(∥∥∇(vn − v)∥∥2 + 〈∇v,∇(vn − v)〉)
+ λργ κR
(‖u0 + λvn‖2)−1(〈|vn|p−1vn − |v|p−1v, vn − v〉
+ 〈|v|p−1v, vn − v〉)
+ ∥∥(f + λg + λ2h)1/2(ηn − η)∥∥2Γ + 〈(f + λg + λ2h)η,ηn − η〉Γ
+ λρ(−〈vn, η〉Γ + 〈ηn, v〉Γ ),
the weak convergence of the sequence {(vn, ηn)} to (v, η) in E and (3.7) imply that limn→∞ vn = v in H 1(Ω),
limn→∞ ηn = η in L2(Γ ) and
lim
n→∞
〈|vn|p−1vn − |v|p−1v, vn − v〉= 0. (3.9)
Since ‖vn‖p+1Lp+1 − ‖v‖
p+1
Lp+1 is bounded by
(p + 1)(〈|vn|p−1vn − |v|p−1v, vn − v〉+ 〈|v|p−1v, vn − v〉),
we have lim supn→∞ ‖vn‖Lp+1  ‖v‖Lp+1 . The uniform convexity of Lp+1(Ω) shows that limn→∞ vn = v
in Lp+1(Ω). It follows that the sequence {(vn, ηn)} converges to (v, η) in E as n → ∞. By this fact and the in-
equality∣∣〈|w|p−1w,z〉− 〈|wˆ|p−1wˆ, z〉∣∣
 p
(
max
(‖w‖Lp+1,‖wˆ‖Lp+1))p−1‖w − wˆ‖Lp+1‖z‖Lp+1
for w, wˆ ∈ Lp+1, we obtain the desired inequality (3.8).
The linear functional F on E, defined by
F(z, ζ ) = −λρ〈∇u0,∇z〉 + 〈f η0 − λhξ0, ζ 〉Γ
for (z, ζ ) ∈ E, is continuous. By Brezis’ theorem [2], there exists (v, η) ∈ E such that
Ψ (v,η) = F. (3.10)
Set u = u0 + λv ∈ V and ξ = ξ0 + λη ∈ L2(Γ ). Then we have by (3.10)
ρκR
(‖u‖2)−1〈v − v0, z〉 + λρ〈∇u,∇z〉 + λργ κR(‖u‖2)−1〈|v|p−1v, z〉
+ 〈f (η − η0)+ λgη + λhξ, ζ 〉Γ + λρ(〈v, ζ 〉Γ − 〈η, z〉Γ )= 0 (3.11)
for (z, ζ ) ∈ W ×L2(Γ ). By (3.11) with ζ = 0 we have〈
(v − v0)/λ, z
〉+ κR(‖u‖2)〈∇u,∇z〉 + γ 〈|v|p−1v, z〉= κR(‖u‖2)〈η, z〉Γ (3.12)
for z ∈ W . This implies that (v − v0)/λ = κR(‖u‖2)u − γ |v|p−1v ∈ L2(Ω). By (3.11) with z = 0 we have
(η − η0)/λ = −(1/f )(gη + hξ + ρv). Once it is shown that ‖u‖2  R, the proof is complete because κR(‖u‖2) =
κ(‖u‖2) by the definition of κR . By (3.11) with (z, ζ ) = (v, η) = ((u− u0)/λ, (ξ − ξ0)/λ) we find
ρκR
(‖u‖2)−1(‖v‖2 − ‖v0‖2)+ ρ(‖∇u‖2 − ‖∇u0‖2)+ 2λργ κR(‖u‖2)−1‖v‖p+1Lp+1
+ (∥∥f 1/2η∥∥2
Γ
− ∥∥f 1/2η0∥∥2Γ )+ 2λ∥∥g1/2η∥∥2Γ + (∥∥h1/2ξ∥∥2Γ − ∥∥h1/2ξ0∥∥2Γ ) 0,
which implies that ‖u‖2  c2V ‖∇u‖2 R by the definition of R. 
Lemma 3.3. Let (u, v, ξ, η), (uˆ, vˆ, ξˆ , ηˆ) ∈ D(A) and set
w = κ(‖u‖2)u− γ |v|p−1v, wˆ = κ(‖uˆ‖2)uˆ− γ |vˆ|p−1vˆ,
σ = −(1/f )(ρv + gη + hξ), σˆ = −(1/f )(ρvˆ + gηˆ + hξˆ).
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∣∣κ(‖u‖2)−s − κ(‖uˆ‖2)−s∣∣ 2sK
1∫
0
κ
(∥∥θu+ (1 − θ)uˆ∥∥2)−s dθ ‖u− uˆ‖ (3.13)
for s  0, where K is the constant appearing in (3.2), and
2
〈
κ
(‖u‖2)−1w − κ(‖uˆ‖2)−1wˆ, v − vˆ〉
+ γp
1∫
0
κ
(∥∥θu+ (1 − θ)uˆ∥∥2)−1〈∣∣θv + (1 − θ)vˆ∣∣p−1(v − vˆ), v − vˆ〉dθ
−C‖u− uˆ‖2
1∫
0
∥∥θv + (1 − θ)vˆ∥∥p+1
Lp+1 dθ + 2
〈∇(u− uˆ),∇(v − vˆ)〉
+ 2(1/ρ)〈f (σ − σˆ ), η − ηˆ〉
Γ
+ 2(1/ρ)〈h(ξ − ξˆ ), η − ηˆ〉
Γ
 0 (3.14)
for some constant C > 0.
Proof. The inequality (3.13) is obtained by integrating∣∣(d/dθ)κ(∥∥θu+ (1 − θ)uˆ∥∥2)−s∣∣
 2sκ
(∥∥θu+ (1 − θ)uˆ∥∥2)−(s+1)∣∣κ ′(∥∥θu+ (1 − θ)uˆ∥∥2)〈θu+ (1 − θ)uˆ, u− uˆ〉∣∣
for θ ∈ (0,1). Since (u, v, ξ, η) ∈ D(A), we have by (3.5)〈
κ
(‖u‖2)−1w − κ(‖uˆ‖2)−1wˆ, v − vˆ〉+ γ 〈κ(‖u‖2)−1|v|p−1v − κ(‖uˆ‖2)−1|vˆ|p−1vˆ, v − vˆ〉
+ 〈∇(u− uˆ),∇(v − vˆ)〉= 〈η − ηˆ, v − vˆ〉Γ . (3.15)
To estimate the second term on the left-hand side, let
ψ(s) = |s|p+1/(p + 1) (3.16)
for s ∈R. Then ψ is convex, and ψ ′(s) = |s|p−1s and ψ ′′(s) = p|s|p−1 for s ∈R. We have
(d/dθ)2γ κ
(∥∥θu+ (1 − θ)uˆ∥∥2)−1〈ψ ′(θv + (1 − θ)vˆ), v − vˆ〉
 2γ κ
(∥∥θu+ (1 − θ)uˆ∥∥2)−1〈p∣∣θv + (1 − θ)vˆ∣∣p−1(v − vˆ), v − vˆ〉
− 4γKκ(∥∥θu+ (1 − θ)uˆ∥∥2)−1‖u− uˆ‖∣∣〈ψ ′(θv + (1 − θ)vˆ), v − vˆ〉∣∣
and ∣∣〈ψ ′(θv + (1 − θ)vˆ), v − vˆ〉∣∣ ∫
Ω
∣∣θv + (1 − θ)vˆ∣∣(p−1)/2|v − vˆ| · ∣∣θv + (1 − θ)vˆ∣∣(p+1)/2 dx
 ε
〈∣∣θv + (1 − θ)vˆ∣∣p−1(v − vˆ), v − vˆ〉+ (1/4ε)∥∥θv + (1 − θ)vˆ∥∥p+1
Lp+1 (3.17)
for any ε > 0. By combining the two inequalities above and choosing ε > 0 such that 4K‖u − uˆ‖ε = p in the case
where u 
= uˆ, there exists C > 0 such that
2γ
〈
κ
(‖u‖2)−1|v|p−1v − κ(‖uˆ‖2)|vˆ|p−1vˆ, v − vˆ〉
 γp
1∫
0
κ
(∥∥θu+ (1 − θ)uˆ∥∥2)−1〈∣∣θv + (1 − θ)vˆ∣∣p−1(v − vˆ), v − vˆ〉dθ
−C‖u− uˆ‖2
1∫ ∥∥θv + (1 − θ)vˆ∥∥p+1
Lp+1 dθ. (3.18)
0
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〈
f (σ − σˆ ), η − ηˆ〉
Γ
+ ρ〈v − vˆ, η − ηˆ〉Γ +
∥∥g1/2(η − ηˆ)∥∥2
Γ
+ 〈h(ξ − ξˆ ), η − ηˆ〉
Γ
= 0. (3.19)
The desired inequality (3.14) is obtained by substituting (3.18) and (3.19) into (3.15). 
Lemma 3.4. Let (u0, v0, ξ0, η0) ∈ D(A). Let {(uλ, vλ, ξλ, ηλ)}λ>0 be a family in D(A) such that
(uλ − u0)/λ = vλ, (3.20)
(vλ − v0)/λ = κ
(‖uλ‖2)uλ − γ |vλ|p−1vλ, (3.21)
(ξλ − ξ0)/λ = ηλ, (3.22)
(ηλ − η0)/λ = −(1/f )(ρvλ + gηλ + hξλ), (3.23)
κ
(‖uλ‖2)−1(〈κ(‖uλ‖2)uλ − γ |vλ|p−1vλ,φ〉+ γ 〈|vλ|p−1vλ,φ〉)+ 〈∇uλ,∇φ〉 = 〈ηλ,φ〉Γ for all φ ∈ W.
(3.24)
For each λ > 0, set
wλ = κ
(‖uλ‖2)uλ − γ |vλ|p−1vλ, (3.25)
w0 = κ
(‖u0‖2)u0 − γ |v0|p−1v0, (3.26)
σλ = −(1/f )(ρvλ + gηλ + hξλ), (3.27)
σ0 = −(1/f )(ρv0 + gη0 + hξ0). (3.28)
Then, the family {(uλ, vλ,wλ, ξλ, ηλ, σλ)} converges to (u0, v0,w0, ξ0, η0, σ0) in V ×W ×L2(Ω)×L2(Γ )×L2(Γ )×
L2(Γ ) as λ → 0.
Proof. We first prove that limλ↓0 uλ = u0 in L2(Ω) and the family {vλ} is bounded in L2(Ω) as λ ↓ 0. Substitut-
ing (3.21) into (3.24) and setting φ = vλ (= (uλ − u0)/λ by (3.20)), we have
ρκ
(‖uλ‖2)−1((‖vλ‖2 − ‖v0‖2)/λ+ 2γ ‖vλ‖p+1Lp+1)+ ρ(‖∇uλ‖2 − ‖∇u0‖2)/λ 2ρ〈ηλ, vλ〉Γ . (3.29)
By (3.23) we have
f (ηλ − η0)/λ+ ρvλ + gηλ + hξλ = 0. (3.30)
Taking the inner product of (3.30) and ηλ (= (ξλ − ξ0)/λ) and adding (3.29) we find
ρκ
(‖uλ‖2)−1{(‖vλ‖2 − ‖v0‖2)/λ+ 2γ ‖vλ‖p+1Lp+1}+ ρ(‖∇uλ‖2 − ‖∇u0‖2)/λ
+ (∥∥f 1/2ηλ∥∥2Γ − ∥∥f 1/2η0∥∥2Γ )/λ+ 2∥∥g1/2ηλ∥∥2Γ + (∥∥h1/2ξλ∥∥2Γ − ∥∥h1/2ξ0∥∥2Γ )/λ 0. (3.31)
This implies that
ρκ
(‖uλ‖2)−1‖vλ‖2 + ρ‖∇uλ‖2 + ∥∥f 1/2ηλ∥∥2Γ + ∥∥h1/2ξλ∥∥2Γ
 ρκ
(‖uλ‖2)−1‖v0‖2 + ρ‖∇u0‖2 + ∥∥f 1/2η0∥∥2Γ + ∥∥h1/2ξ0∥∥2Γ . (3.32)
Since κ(s) κ0 for s  0, we see that the family {‖∇uλ‖} is bounded, so is the family {‖uλ‖} by (3.3). The inequal-
ity (3.32) together with this fact implies that the family {vλ} is bounded in L2(Ω) as λ ↓ 0. It follows from (3.20) that
limλ↓0 uλ = u0 in L2(Ω).
We shall show that the family {(wλ, vλ, ηλ, σλ)} is bounded in L2(Ω) × W × L2(Γ ) × L2(Γ ) as λ ↓ 0. Since
(uλ − u0)/λ = vλ, (vλ − v0)/λ = wλ, (ξλ − ξ0)/λ = ηλ, (ηλ − η0)/λ = σλ and (u0, v0, ξ0, η0) ∈ D(A), we find
by (3.14)
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(‖uλ‖2)−1(‖wλ‖2 − ‖w0‖2)+ 2(κ(‖uλ‖2)−1 − κ(‖u0‖2)−1)〈w0,wλ〉
+ λγp
1∫
0
κ
(∥∥θuλ + (1 − θ)u0∥∥2)−1〈∣∣θvλ + (1 − θ)v0∣∣p−1wλ,wλ〉dθ
− λC‖vλ‖2
1∫
0
∥∥θvλ + (1 − θ)v0∥∥p+1Lp+1 dθ + (‖∇vλ‖2 − ‖∇v0‖2)+ (1/ρ)(∥∥f 1/2σλ∥∥2Γ − ∥∥f 1/2σ0∥∥2Γ )
+ (1/ρ)(∥∥h1/2ηλ∥∥2Γ − ∥∥h1/2η0∥∥2Γ ) 0. (3.33)
Since (d/dθ)‖θvλ + (1 − θ)v0‖p+1Lp+1 = (p + 1)〈ψ ′(θvλ + (1 − θ)v0), vλ − v0〉, where ψ is the function defined
by (3.16), we have by (3.17)
‖vλ‖p+1Lp+1 − ‖v0‖
p+1
Lp+1  λγp
1∫
0
〈
κ
(∥∥θuλ + (1 − θ)u0∥∥2)−1∣∣θvλ + (1 − θ)v0∣∣p−1wλ,wλ〉dθ
+ λC
1∫
0
κ
(∥∥θuλ + (1 − θ)u0∥∥2)∥∥θvλ + (1 − θ)v0∥∥p+1Lp+1 dθ. (3.34)
Combining (3.33) and (3.34) we see by the first part of the proof that ‖wλ‖, ‖∇vλ‖, ‖σλ‖Γ , ‖ηλ‖Γ and ‖vλ‖Lp+1 are
bounded as λ ↓ 0 and that
lim sup
λ↓0
∣∣∣∣∣∣(wλ, vλ, ηλ, σλ)∣∣∣∣∣∣2  ∣∣∣∣∣∣(w0, v0, η0, σ0)∣∣∣∣∣∣2, (3.35)
lim sup
λ↓0
(∣∣∣∣∣∣(wλ, vλ, ηλ, σλ)∣∣∣∣∣∣2 + ‖vλ‖p+1Lp+1) ∣∣∣∣∣∣(w0, v0, η0, σ0)∣∣∣∣∣∣2 + ‖v0‖p+1Lp+1 (3.36)
where ||| · ||| is the associated norm in the Hilbert space L2(Ω) × H 1(Ω) × L2(Γ ) × L2(Γ ) equipped with the inner
product〈〈
(w,v, η,σ ), (wˆ, vˆ, ηˆ, σˆ )
〉〉= κ(‖u0‖2)−1〈w, wˆ〉 + 〈∇v,∇vˆ〉 + (1/ρ)〈f σ, σˆ 〉Γ + (1/ρ)〈hη, ηˆ〉Γ . (3.37)
By the fact shown in the preceding argument and (3.20)–(3.23) we see that the family {(uλ, vλ, ξλ, ηλ)} converges
to (u0, v0, ξ0, η0) in H 1(Ω)×L2(Ω)×L2(Γ )×L2(Γ ) as λ ↓ 0. Since limλ↓0 vλ = v0 in L2(Ω), v0 ∈ Lp+1(Ω) and
the family {vλ} is bounded in Lp+1(Ω) as λ ↓ 0, we see that the family {vλ} in Lp+1(Ω) and the family {|vλ|p−1vλ}
in L(p+1)/p(Ω) converge weakly to v0 and |v0|p−1v0 in Lp+1(Ω) and L(p+1)/p(Ω), respectively. This implies that
〈wλ,φ〉 = −κ
(‖uλ‖2)〈∇uλ,∇φ〉 − γ 〈|vλ|p−1vλ,φ〉
→ −κ(‖u0‖2)〈∇u0,∇φ〉 − γ 〈|v0|p−1v0, φ〉= 〈w0, φ〉
for all φ ∈ C∞0 (Ω). Since the family {wλ} is bounded in L2(Ω) as λ ↓ 0, we have limλ↓0 wλ = w0 weakly
in L2(Ω). We have 〈∇(vλ − v0),φ〉 = −λ〈wλ,divφ〉 → 0 as λ ↓ 0, for all φ = (φi)Ni=1 ∈ C∞0 (Ω)N . This im-
plies that limλ↓0 ∇vλ = ∇v0 weakly in L2(Ω)N . Since the trace operator γ0 from H 1(Ω) into L2(Γ ) is con-
tinuous, the weak convergence of the family {vλ} to v0 in H 1(Ω) implies that limλ↓0 γ0(vλ) = γ0(v0) weakly
in L2(Γ ). It follows from (3.27) that limλ↓0 σλ = σ0 weakly in L2(Γ ), since it has already been shown that
limλ↓0 ξλ = ξ0 and limλ↓0 ηλ = η0 in L2(Γ ). It is thus proved that the family {(wλ, vλ, ηλ, σλ)} in the Hilbert space
L2(Ω)×H 1(Ω)×L2(Γ )×L2(Γ ) with the inner product defined by (3.37) converges weakly to (w0, v0, η0, σ0) and
satisfies (3.35). Hence limλ↓0(wλ, vλ, ηλ, σλ) = (w0, v0, η0, σ0) in L2(Ω)×H 1(Ω)×L2(Γ )×L2(Γ ).
It remains to prove that limλ↓0 vλ = v0 in Lp+1(Ω). By (3.36) and the fact shown above, we have
lim supλ↓0 ‖vλ‖Lp+1  ‖v0‖Lp+1 . Since Lp+1(Ω) is uniformly convex, this inequality and the weak convergence
of {vλ} in Lp+1(Ω) together imply that limλ↓0 vλ = v0 in Lp+1(Ω). 
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Let
ϕ1(u, v, ξ, η) = ρκ
(‖u‖2)−1‖v‖2 + ρ‖∇u‖2 + ∥∥f 1/2η∥∥2
Γ
+ ∥∥h1/2ξ∥∥2
Γ
for (u, v, ξ, η) ∈ X, and
ϕ2(u, v, ξ, η) = κ
(‖u‖2)−1∥∥κ(‖u‖2)u− γ |v|p−1v∥∥2 + ‖∇v‖2 + (1/ρ)∥∥(1/f )1/2(ρv + gη + hξ)∥∥2
Γ
+ (1/ρ)∥∥h1/2η∥∥2
Γ
+ ‖v‖p+1
Lp+1
for (u, v, ξ, η) ∈ D(A), and ϕ2(u, v, ξ, η) = ∞ for (u, v, ξ, η) ∈ X \ D(A). Then, there exists a comparison func-
tion g = (g1, g2) ∈ C(R2+;R2) such that
lim sup
λ↓0
(
ϕi(uλ, vλ, ξλ, ηλ)− ϕi(u0, v0, ξ0, η0)
)
/λ gi
(
ϕ1(u0, v0, ξ0, η0), ϕ2(u0, v0, ξ0, η0)
) (3.38)
for i = 1,2.
Proof. By (3.31) combined with (3.13) we have
lim sup
λ↓0
(
ϕ1(uλ, vλ, ξλ, ηλ)− ϕ1(u0, v0, ξ0, η0)
)
/λ+ 2ργ κ(‖u0‖2)−1‖v0‖p+1Lp+1  2ρKκ(‖u0‖2)−1‖v0‖3.
Here we have used Lemma 3.4. As in the argument in Step 1 in [7], we see that the right-hand side is bounded
by ργ κ(‖u0‖2)−1‖v0‖p+1Lp+1 + C for some positive constant C. Therefore, the desired inequality (3.38) for i = 1 is
satisfied with g1(r) = C for r = (r1, r2) ∈R2+.
By (3.33) combined with (3.34) and (3.13), we have
lim sup
λ↓0
(
ϕ2(uλ, vλ, ξλ, ηλ)− ϕ2(u0, v0, ξ0, η0)
)
/λ
 C
(
κ
(‖u0‖2)+ ‖v0‖2)‖v0‖p+1Lp+1 + 4Kκ(‖u0‖2)−1‖v0‖‖w0‖2,
where w0 is defined by (3.26). We have 4Kκ(‖u0‖2)−1‖v0‖‖w0‖2  2K(1 + ‖v0‖2)ϕ2(u0, v0, ξ0, η0). Since ‖v‖2 
(1/ρ)κ(‖u‖2)ϕ1(u, v, ξ, η) and ‖u‖2  c2V ‖∇u‖2  c2V (1/ρ)ϕ1(u, v, ξ, η) for (u, v, ξ, η) ∈ X (by the definition
of ϕ1), the function F defined by F(s) = Mκ(c2V (1/ρ)s) for s  0 satisfies
κ
(‖u‖2) F (ϕ1(u, v, ξ, η)), (3.39)
‖v‖2  (1/ρ)F (ϕ1(u, v, ξ, η))ϕ1(u, v, ξ, η) (3.40)
for (u, v, ξ, η) ∈ X. Here Mκ(s) = sup{κ(σ ); σ ∈ [0, s]} for s  0. These inequalities together imply that the desired
inequality (3.38) for i = 2 is satisfied with g2(r) = (2K +CF(r1)+ (1/ρ)(C + 2K)F(r1)r1)r2 for r = (r1, r2) ∈R2+.
The unique solution of r ′1(t) = C with r1(0) = α1 ( 0) is given by r1(t) = Ct + α1 for t  0. For any
a ∈ C(R+;R), the problem r ′2(t) = a(t)r2(t) and r2(0) = α2 ( 0) has a unique global solution given by r2(t) =
exp(
∫ t
0 a(s) ds)α2 for t  0. These facts show that the function g ∈ C(R2+;R2), defined by g(r) = (g1(r), g2(r)) for
r = (r1, r2) ∈R2+, is a comparison function. The proof of Proposition 3.5 is complete. 
For each α = (α1, α2) ∈R2+, define a functional Vα on X ×X by
Vα(z, zˆ) =
(
ρκ
(‖u‖2)−1 min(‖v − vˆ‖, r(α1))2 + ρ∥∥∇(u− uˆ)∥∥2
+ ∥∥f 1/2(η − ηˆ)∥∥2
Γ
+ ∥∥h1/2(ξ − ξˆ )∥∥2
Γ
)1/2 (3.41)
for z = (u, v, ξ, η), zˆ = (uˆ, vˆ, ξˆ , ηˆ) ∈ X, where
r(α1) = 2(α1/ρ)1/2F(α1)1/2,
where F is defined as in the proof of Proposition 3.5.
870 Y. Kobayashi, N. Tanaka / J. Math. Anal. Appl. 338 (2008) 852–872Proposition 3.6.
(i) The family {Vα(·,·); α ∈R2+} of functionals on X ×X satisfies conditions (V1) and (V2).
(ii) The dissipativity condition (D) is satisfied.
Proof. By Minkowski’s inequality we have∣∣Vα(z0, zˆ0)− Vα(z1, zˆ1)∣∣

{(
ρ1/2κ
(‖u0‖2)−1/2 min(‖v0 − vˆ0‖, r(α1))− ρ1/2κ(‖u1‖2)−1/2 min(‖v1 − vˆ1‖, r(α1)))2
+ ρ(∥∥∇(u0 − uˆ0)∥∥− ∥∥∇(u1 − uˆ1)∥∥)2 + (∥∥f 1/2(η0 − ηˆ0)∥∥Γ − ∥∥f 1/2(η1 − ηˆ1)∥∥Γ )2
+ (∥∥h1/2(ξ0 − ξˆ0)∥∥Γ − ∥∥h1/2(ξ1 − ξˆ1)∥∥Γ )2}1/2
for zi = (ui, vi, ξi, ηi) ∈ X, zˆi = (uˆi , vˆi , ξˆi , ηˆi ) ∈ X and i = 0,1. Since |min(a0, b0) − min(a1, b1)|  |a0 − a1| +
|b0 − b1| for ai, bi ∈R and i = 1,2, and∣∣κ(‖u‖2)−1/2 − κ(‖uˆ‖2)−1/2∣∣Kκ−1/20 ‖u− uˆ‖ (3.42)
for u, uˆ ∈ X (by (3.13) with s = 1/2), condition (V1) is satisfied. Since κ0  κ(‖u‖2) F(α1) and ‖v‖ r(α1)/2 for
z = (u, v, ξ, η) ∈ Dα (by (3.39) and (3.40), respectively), condition (V2) is satisfied.
To check condition (D), we employ a family {〈·,·〉a; a > 0} of inner products of X ×X defined by
〈z, zˆ〉a = ρa〈v, vˆ〉 + ρ〈∇u,∇uˆ〉 +
〈
f 1/2η,f 1/2ηˆ
〉
Γ
+ 〈h1/2ξ,h1/2ξˆ 〉
Γ
for z = (u, v, ξ, η), zˆ = (uˆ, vˆ, ξˆ , ηˆ) ∈ X and let |z|a be the associated norm in X × X. By Minkowski’s inequality we
have ∣∣|z|a − |z|b∣∣ ρ1/2∣∣a1/2 − b1/2∣∣‖v‖ (3.43)
for z = (u, v, ξ, η) ∈ X and a, b > 0. By Schwarz’s inequality we have
|z|a
(|z|a − |zˆ|a) 〈z, z − zˆ〉a (3.44)
for z, zˆ ∈ X and a > 0. Let α = (α1, α2) ∈R2+ and let z = (u, v, ξ, η), zˆ = (uˆ, vˆ, ξˆ , ηˆ) ∈ D(A)∩Dα . Let (v,w,η,σ ) =
Az and (vˆ, wˆ, ηˆ, σˆ ) = Azˆ. Then, we notice that ‖u‖2  c2V α1/ρ, ‖v‖ r(α1)/2, ‖v‖p+1Lp+1  α2 and ‖w‖2  F(α1)α2.
Choose β = (β1, β2) ∈ R2+ so that β  α and r(β1) > r(α1) and consider λ > 0 such that r(α1) + λF(α1)1/2α1/22 
r(β1). Since ‖v − λw − vˆ‖ r(α1)+ λF(α1)1/2α1/22 , we have by the choice of β(
Vβ(z, zˆ)− Vβ(z − λAz, zˆ)
)
/λ = (|z − zˆ|κ(‖u‖2)−1 − |z − zˆ − λAz|κ(‖u‖2)−1)/λ
+ (|z − zˆ − λAz|κ(‖u‖2)−1 − |z − zˆ − λAz|κ(‖u−λv‖2)−1)/λ.
By (3.42)–(3.44) we have
Vβ(z, zˆ)
(
Vβ(z, zˆ)− Vβ(z − λAz, zˆ)
)
/λ ρκ
(‖u‖2)−1〈v − vˆ,w〉 + ρ〈∇(u− uˆ),∇v〉
+ 〈f 1/2(η − ηˆ), f 1/2σ 〉
Γ
+ 〈h1/2(ξ − ξˆ ), h1/2η〉
Γ
+K(ρ/κ0)1/2‖v‖
(‖v − vˆ‖ + λ‖w‖)Vβ(z, zˆ).
Similarly, Vβ(z, zˆ)(Vβ(z, zˆ) − Vβ(z, zˆ − μAzˆ))/μ is estimated for μ > 0 with r(α1) + μF(α1)1/2α1/22  r(β1). It
follows that
Vβ(z, zˆ)
((
Vβ(z, zˆ)− Vβ(z − λAz, zˆ)
)
/λ+ (Vβ(z, zˆ)− Vβ(z, zˆ −μAzˆ))/μ)
 ρκ
(‖u‖2)−1〈v − vˆ,w − wˆ〉 + ρ〈∇(u− uˆ),∇(v − vˆ)〉+ 〈η − ηˆ, f (σ − σˆ )〉
Γ
+ 〈h(ξ − ξˆ ), η − ηˆ〉
Γ
+K(ρ/κ0)1/2‖v‖
(‖v − vˆ‖ + λ‖w‖)Vβ(z, zˆ).
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2Vβ(z, zˆ)
((
Vβ(z, zˆ)− Vβ(z − λAz, zˆ)
)
/λ+ (Vβ(z, zˆ)− Vβ(z, zˆ −μAzˆ))/μ)
 4(ρ/κ0)K‖u − uˆ‖‖wˆ‖‖v − vˆ‖ + ρC‖u− uˆ‖2
1∫
0
∥∥θv + (1 − θ)vˆ∥∥p+1
Lp+1 dθ
+ 2K(ρ/κ0)1/2‖v‖
(‖v − vˆ‖ + λ‖w‖)Vβ(z, zˆ).
This inequality implies that condition (D) is satisfied. 
Proposition 3.7.
(i) For each α ∈R2+, the set Dα is closed in X.
(ii) The operator A is continuous from Dα to X with its weak topology.
Proof. To prove the proposition, it suffices to show that if (u, v, ξ, η) ∈ X, (un, vn, ξn, ηn) ∈ Dα for n  1 and the
sequence {(un, vn, ξn, ηn)}n1 converges in X to (u, v, ξ, η) as n → ∞, then (u, v, ξ, η) ∈ Dα and the sequence
{A(un, vn, ξn, ηn)}n1 converges weakly in X to A(u,v, ξ, η) as n → ∞.
Let (u, v, ξ, η) ∈ X and {(un, vn, ξn, ηn)}n1 be a sequence in X such that (un, vn, ξn, ηn) ∈ Dα for each n 1 and
it converges in X to (u, v, ξ, η) as n → ∞. Since (un, vn, ξn, ηn) ∈ D(A) for n 1, we have
〈wn,φ〉 + κ
(‖un‖2)〈∇un,∇φ〉 + γ 〈|vn|p−1vn,φ〉= κ(‖un‖2)〈ηn,φ〉Γ (3.45)
for any φ ∈ W and n 1, where wn = κ(‖un‖2)un − γ |vn|p−1vn for n 1. Since (un, vn, ξn, ηn) ∈ Dα for n 1,
we have
ρκ
(‖un‖2)−1‖vn‖2 + ρ‖∇un‖2 + ∥∥f 1/2ηn∥∥2Γ + ∥∥h1/2ξn∥∥2Γ  α1, (3.46)
κ
(‖un‖2)−1‖wn‖2 + ‖∇vn‖2 + (1/ρ)∥∥f 1/2σn∥∥2Γ + (1/ρ)∥∥h1/2ηn∥∥2Γ + ‖vn‖p+1Lp+1  α2 (3.47)
for n  1, where σn = −(1/f )(ρvn + gηn + hξn) for n  1. This means that the sequence {(vn,wn,σn)}n1 is
bounded in W × L2(Ω) × L2(Γ ) as n → ∞, so that there exist a sequence {(vn(k),wn(k), σn(k))}k1 and (v˜,w,σ ) ∈
W × L2(Ω) × L2(Γ ) such that the sequence {(vn(k),wn(k), σn(k))}k1 converges weakly in W × L2(Ω) × L2(Γ ) to
(v˜,w,σ ) as k → ∞. Since the sequence {vn(k)}k1 converges weakly in L2(Ω) to v˜ and converges in L2(Ω) to v as
k → ∞, we see that v = v˜ ∈ W and the sequence {vn(k)}k1 converges weakly in both spaces V and Lp+1(Ω) to v as
k → ∞. The sequence {|vn(k)|p−1vn(k)}k1 is bounded in L(p+1)/p(Ω) as k → ∞ and |v|p−1v ∈ L(p+1)/p(Ω), since
v ∈ Lp+1(Ω). This fact together with the fact limk→∞ vn(k) = v in L2(Ω) (by assumption) implies that the sequence
{|vn(k)|p−1vn(k)}k1 converges weakly in L(p+1)/p(Ω) to |v|p−1v as k → ∞. We thus conclude that
〈w,φ〉 + κ(‖u‖2)〈∇u,∇φ〉 + γ 〈|v|p−1v,φ〉= κ(‖u‖2)〈η,φ〉Γ (3.48)
for any φ ∈ W , by letting k → ∞ in (3.45) with n = n(k). By considering φ ∈ C∞0 (Ω) in (3.48) we have
w = κ(‖u‖2)u − γ |v|p−1v, so that (u, v, ξ, η) ∈ D(A). Since the sequence {vn(k)}k1 converges weakly in V
to v as k → ∞, we see that the sequence {vn(k)}k1 converges weakly in L2(Γ ) to v as k → ∞. This fact im-
plies that the sequence {σn(k)}k1 converges weakly in L2(Γ ) to −(1/f )(ρv + gη + hξ) as k → ∞, so that
σ = −(1/f )(ρv + gη + hξ) by the uniqueness of weak limits. By letting k → ∞ in (3.46) and (3.47) with n = n(k),
the lower semicontinuity of norms shows that the set Dα is closed in X.
A slight change of the preceding arguments shows that any subsequence of the sequence {A(un, vn, ξn, ηn)}n1
has a subsequence which converges weakly in X to A(u,v, ξ, η), if (u, v, ξ, η) ∈ X and {(un, vn, ξn, ηn)}n1 is a
sequence in X such that (un, vn, ξn, ηn) ∈ Dα for n 1 and it converges in X to (u, v, ξ, η) as n → ∞. This implies
that the sequence {A(un, vn, ξn, ηn)}n1 converges weakly in X to A(u,v, ξ, η) as n → ∞. 
Proof of Theorem 3.1. We shall prove Theorem 3.1 by applying Corollary 2.7 to the operator A defined by (3.4). By
Proposition 3.6, the family of functionals Vα on X × X defined by (3.41) satisfies conditions (V1) and (V2), and the
operator A satisfies the dissipativity condition (D).
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(uλ, vλ, ξλ, ηλ) ∈ D(A) such that (uλ, vλ, ξλ, ηλ)− (u0, v0, ξ0, η0)−λA(uλ, vλ, ξλ, ηλ) = 0. This means that there ex-
ists a family {(uλ, vλ, ξλ, ηλ)}λ>0 in D(A) satisfying (3.20)–(3.24). By Lemma 3.4, we have limλ↓0(uλ, vλ, ξλ, ηλ) =
(u0, v0, ξ0, η0) in X. These facts and (3.38) together imply that condition (R) is satisfied.
By Proposition 3.7, the operator A is continuous from each closed subset Dα of X to the underlying Banach
space X with its weak topology. All the assumptions of Corollary 2.7 are thus checked. From Corollary 2.7 we deduce
that the Cauchy problem for the operator A has a weakly continuously differentiable, strong solution on [0,∞). This
fact proves Theorem 3.1. 
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