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The energy and momentum selectivity of time- and angle-resolved photoemission spectroscopy
is exploited to address the ultrafast dynamics of the antiferromagnetic spin density wave (SDW)
transition photoexcited in epitaxial thin films of chromium. We are able to quantitatively extract
the evolution of the SDW order parameter ∆ through the ultrafast phase transition. ∆(Te) is
defined by the transient temperature of the thermalized electron gas, Te. The complete destruction
of SDW order on a sub-100 fs time scale is observed, much faster than for conventional charge density
wave materials. Our results reveal that equilibrium concepts for phase transitions such as the order
parameter may be utilized even in the strongly non-adiabatic regime of ultrafast photo-excitation.
In ultrafast pump-probe measurements, the transfer of
energy from the laser pulse can lead to the population of
excited states [1–3], changes in magnetic ordering [4, 5]
and even electronic or structural phase transitions [6–
9]. In many cases a transient increase of the electronic
temperature occurs which may be tracked, for example,
by angle-resolved photoemission spectroscopy (ARPES)
[1, 10, 11]. An open question is still to what extent the
electronic temperature alone can be said to govern ul-
trafast changes, particularly for phase transitions, due to
the strongly non-adiabatic nature of pump-probe exper-
iments and the possibility of exciting non-thermal elec-
tron distributions on short time scales. Such a descrip-
tion is further complicated in many correlated materials
such as high-Tc superconductors, charge density waves
(CDWs) and ferromagnets, in which lattice degrees of
freedom play an important role. In the case of CDWs,
the periodic motion of the atomic cores (phonons) can
lead to a periodic opening and closing of the spectral gap
[6, 12–14] independent of the temperature of the elec-
tronic system. In ultrafast demagnetisation of ferromag-
nets, a bottle neck for the transition is the transfer of
angular momentum, which proceeds through the lattice
[15] meaning that a hot electron system may be necessary,
but is not sufficient to drive the system from one mag-
netic phase to another. In contrast, the ordering in spin
density waves stems directly from electronic correlations
[16] and thus offers an opportunity to study the dynam-
ics of a phase transition in which the role of the lattice
is minimised. This allows a more stringent test of the
role played by the electronic temperature in driving ma-
terials from one phase to another under non-equilibrium
conditions.
Cr famously undergoes a transition to an
antiferromagnetic-SDW phase [17]. Although the
SDW in Cr has been widely studied [17–21], very few
studies of the time-domain dynamics exist [22–24], none
of which directly address the electronic structure.
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FIG. 1. (Color online) (a) Schematic pump-probe experiment
of the Cr(110) thin film. (b) Schematic Fermi surface and
surface Brillouin zone of Cr. Electron pockets are contained
within solid black lines while hole pockets are colored cyan.
The hexagon marks the (110) surface projected Brillouin zone.
(c) Electronic structure of Cr(110) thin film measured along
the dotted arrow in Fig 1b. The SDW band is marked by a
white arrow.
In this Letter we report the first time-resolved ARPES
investigation of the SDW transition in Cr. We directly
observe the ultrafast disappearance and recovery of the
SDW-derived electronic structure following pulsed infra-
red excitation. The ultrafast dynamics of the electronic
structure are simulated with a mean field model in order
to disentangle intrinsic SDW dynamics from other non-
equilibrium effects. We find that the order parameter
of the SDW is governed by the transient electronic tem-
perature, implying an intimate link between electronic
temperature and spin ordering as the driving mechanism
of the SDW in Cr. Our results demonstrate that equilib-
rium concepts can still survive on ultra-short time scales.
Cr(110) films were grown epitaxially on a clean
W(110) crystal at room temperature at a pressure of
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FIG. 2. (Color online) ARPES images obtained with 40 eV
probe energy (a) in thermal equilibrium at a delay of -200 fs
(XUV probe pulse before pump pulse) and (b) following op-
tical excitation at 200 fs delay. The dotted box highlights the
area considered in the simulation as presented in Fig. 4a. (c)
Difference image between the images shown in (a) and (b). In
the false color plot red and blue mark intensity increase and
decrease of intensity respectively. (d) Transient rigid shift of
the EDCs. The solid black line is a guide to the eye.
1x10−10 mbar, and then annealed to 600◦C. A film thick-
ness of 7 nm was produced by reference to the LEED
and ARPES phase diagram [20]. For the pump-probe
measurements, shown schematically in Fig. 1a, a lin-
ear polarised 1.5 eV pump and 40 eV XUV (extreme
ultraviolet) probe were utilised to collect snapshots of
the electronic structure. A detailed description of our
high-harmonic generation-based trARPES set-up is pre-
sented elsewhere [25]. Due to the optical-absorption
depth of 30 nm at the pump wavelength [26], the en-
tire thin film will be excited nearly homogeneously. The
combined time resolution of the experiment was mea-
sured to be 130 fs. Unless otherwise stated, a fluence
of 0.8 mJ cm−2 and an s-polarised pump were selected
to maximise pump-probe signal while avoiding signifi-
cant space charge. ARPES measurements were carried
out with a hemispherical electron analyser (SPECS) at
100 K, well below the surface SDW transition tempera-
ture of 411 K [18]. All results presented here are from
the band at the Fermi level EF along the Γ-S direction
marked in Fig. 1b.
Fig. 1c shows the electronic structure of Cr in the SDW
phase measured with He I radiation. The data are plot-
ted in a false colour log scale to highlight weak features.
An electron band is seen to disperse towards the Fermi
level (EF) from Γ towards the S-point. As the band ap-
proaches EF it bends away and continues again to higher
binding energies. This feature with weak spectral weight
is a direct result of the SDW periodicity which results in
a band renormalisation via back folding [20]. The fact
that we observe the renormalised dispersion in our data
confirms the high quality of our Cr film preparation. A
hole-like band with maxima at -0.7 eV binding energy is
also derived from Cr states (not shown in Fig. 1c).
The same spectrum obtained with pulsed XUV radi-
ation is presented in Fig. 2a. As expected in the SDW
phase the renormalised band is observed, though it is
weaker than in the He-lamp measurements due to the
lower energy resolution of the high harmonics source of
200 meV. Upon excitation with the pump laser pulse, the
dispersion is observed to change. As shown for 200 fs af-
ter optical excitation, the dispersion linearly crosses the
Fermi level, as in the paramagnetic phase [18, 20], while
spectral weight is removed from the renormalised band.
These changes are highlighted by the difference image
in Fig. 2c in which one clearly sees a strong reduction
(blue) of spectral weight in the SDW band region, which
is gained above the Fermi level (red). Additionally, be-
tween the SDW band and Γ, intensity is gained above EF
due to the broadening of the Fermi-Dirac distribution of
the metallic states from a surface resonance [21].
Also visible in Fig. 2c at 200 fs is a rigid shift of the en-
tire electronic structure towards higher kinetic energies.
A shift of almost 30 meV is observed which is the same,
within experimental errors, as the observed shift of the
Fermi level. The dynamics of this shift over the time
delay of the experiment are given in Fig. 2d, revealing
a rapid peak followed by recovery to a new equilibrium
value by around 500 fs. Such dynamics are not typical
of probe-induced space charge effects. The origin of this
shift may be due to out-of-equilibrium chemical potential
shifts, or a change of the potential barrier at the sample
surface induced by the transient electronic temperature.
For simplicity we treat it purely phenomenologically in
the following analysis.
Energy Distribution Curves (EDCs) from the metallic
surface resonance region (box “SR” in Fig. 2a) are pre-
sented in Fig. 3a at different pulse delays. By fitting a
Fermi-Dirac distribution convolved with the instrumen-
tal resolution, the transient electronic temperature (Te)
may be extracted. We note that within our time resolu-
tion of 130 fs we always observe a thermal distribution
of electrons. Fig. 3b displays the evolution of Te up to
1000 fs following excitation. After a rapid increase to
1200 K close to time zero, Te decreases to a new quasi-
equilibrium value after 800 fs, where it is thermalized
with the lattice. These results are corroborated by a
simple two-temperature model fit to the data (see Sup-
plementary Material for details [27]).
In order to investigate the quantitative effect of Te on
the SDW electronic structure, we utilize results from a
mean field model, which may be applied to BCS super-
conductors and density waves [28, 29], in order to de-
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FIG. 3. (Color online) (a) Fermi distribution extracted from
region SR indicated in Fig. 2a at various pulse delays. (b)
Electronic temperature extracted from the Fermi distribution
as a function of pulse delay. Solid black and blue lines are
2TM fits to the data for the electron and lattice tempera-
ture respectively (see main text). (c) Electronic temperature
(solid black line) and associated order parameter (red mark-
ers) calculated as a function of pulse delay. The dotted line
marks the SDW transition temperature. (d) Dynamics of the
normalized SDW band intensity in the region marked SDW
indicated in Fig. 2a for both the simulation (solid line) and
experiment (markers). An arrow marks the point at which ∆
transitions from zero to a finite value. The color background
in (c) and (d) highlights the region where the SDW is in the
ground (blue) and excited (orange) state.
scribe the SDW as a renormalised dispersion with a gap.
In such a model, the poles of the Green’s function give
the quasi-particle dispersion, which may be written as
E± = ±
√
(k)2 + ∆2, where  is the bare band disper-
sion. This renormalised dispersion has two branches sep-
arated by a gap determined by ∆. The temperature de-
pendence of the SDW order parameter (∆) is given by
∆(Te) = ∆0
√
1−
(
Te
TC
)2
where ∆0 is half the gap measured by photoemission,
and TC = 411 K is the surface phase transition tem-
perature of the SDW [18]. The spectral weight in the
renormalised bands is given by the coherence factors
u2± = (1 + /E±)/2. Further details may be found in
the Supplementary Material [27]. In the experiment each
time delay is associated to a particular Te, hence we in-
troduce time resolution into the simulation by producing
snapshots of the electronic structure at the experimen-
tally determined Te. The rigid shift dynamics are added
phenomenologically. The phonon (i.e. the lattice) tem-
perature from a two-temperature model (2TM) calcula-
tion is also extracted [27]. We note that the temperature
of the phonons is always lower than the SDW transi-
tion temperature in our measurements (see Fig. 3b), and
therefore does not play a dominant role in the phase tran-
sition dynamics.
The response of the order parameter to the transient
Te is shown in Fig. 3c, and compared with Te. In the re-
gion where Te > TC , ∆ goes to zero, reflecting the closing
of the SDW gap. Once Te drops below TC , ∆ becomes fi-
nite and tends towards a stable out-of-equilibrium value.
The resulting simulated spectral response of the renor-
malised SDW band is shown in Fig. 3d as a solid black
line. The region considered in the simulation is marked
in Fig. 4a by a white box, which is equivalent to that used
to extract the response in the data, marked in Fig. 2a.
Following excitation two distinct regions of recovery are
evident. The first rapid increase in intensity is due to
the rigid band shift presented in Fig. 2d, which shifts
the electronic structure relative to the fixed region of
interest (ROI). In principle, such an effect may be re-
moved by considering a ROI large enough to encompass
both the bands plus the shift. However doing so means
the ROI includes the region in which the Fermi distribu-
tion is transiently broadened and thus a transient change
of intensity is also observed here due to changing ther-
mal distribution. In our simulation it is found that the
rigid shift dynamics and the dynamics of the Fermi dis-
tribution (modelled by the SDW density of states mul-
tiplied by the Fermi function) give the same qualitative
response. The second recovery region is the result of the
order parameter dynamics, as shown in Fig. 3c, which be-
comes finite at the point marked by the arrow in Fig. 3d,
resulting in a shoulder in the recovery dynamics.
The simulated response is compared to the experimen-
tal data from the region of the SDW band (box “SDW”
in Fig. 2a) and shows good agreement. The image from
our simulation in Fig. 4a summarizes the effects taking
place in the electronic structure. For a given pulse de-
lay, the value of the order parameter is determined by
Te, which therefore defines both the size of the gap and
the spectral weight of the renormalised band. In addi-
tion, Te drives the thermal broadening which results in
an additional reduction of intensity for a fixed region of
integrated electronic structure. As discussed, the rigid
band shift can have the same effect.
In order to further test the idea that ∆ is governed by
Te, we have carried out fluence dependent measurements
of the SDW phase transition. If the time at which the
SDW gap re-opens does indeed purely depend on Te, it
should vary with the laser fluence, as this changes the
transient Te dynamics. Data sets at different fluences
show similar shoulders to those observed in Fig. 3d, cor-
responding to the SDW gap re-opening [27]. The time
at which the gap re-opens is summarised in Fig. 4b as
a function of absorbed fluence. Data sets for which
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FIG. 4. (Color online) (a) Simulated electronic structure in
the region highlighted in Fig. 2b. Following pump excitation
both the order parameter and the rigid shift change tran-
siently. No Fermi distribution has been applied in the image
to highlight the two branches of the renormalised dispersion.
(b) Absorbed fluence dependence of the time at which the
SDW gap re-opens. The red region highlights the fluence
range for which the SDW order parameter is zero for some
delays, while in the blue region it remains finite for all delays.
Te > TSDW is fulfilled for some delays show a gap re-
opening; conversely when Te < TSDW for all delays we
observe only a single recovery time scale, resulting from
the change of spectral weight due to the rigid band shift
or the thermal distribution.
Below around 0.2 mJ cm−2 we find that the SDW is
no longer driven into the paramagnetic phase, and that
only a single relaxation time scale is observed. Above this
fluence, the time taken to relax below TC increases with
fluence. This corroborates the idea that upon ultrafast
optical excitation the melting and recovery of the SDW
is driven by a purely electronic mechanism and that we
can indeed quantitatively track ∆ through the ultrafast
phase transition.
The disappearance of the SDW signature - the renor-
malised band - implies the electron gas no longer experi-
ences the SDW spin-ordering potential, which results in
the disappearance of the long-range spin ordering. Since
AFM ordering is present only in the SDW phase, once
the SDW is removed, the magnetic order also disappears
on a sub-100 fs time scale, as the sample transitions
to the paramagnetic phase. We thus conclude that the
SDW is directly driven by the transient Te and that even
on ultra short time scales the transient heating of the
electrons drives the spin-ordering of the SDW transition.
The lattice plays a limited role on the SDW transition at
these fluences, acting as a heat sink allowing the heated
electron-spin gas to cool and the SDW ordering to re-
emerge.
In summary, we have used trARPES at XUV energies
to investigate the excitation and recovery of the SDW in
Cr(110) thin films on ultrafast time scales. We find that
the transition to the paramagnetic state occurs promptly
within the pump-pulse duration. In addition, we show
that the order parameter ∆ follows the electronic temper-
ature Te which governs both the closing and re-opening of
the SDW gap. This therefore suggests that the electrons
form a quasi-equilibrium with the spin order, while the
phonon temperature lags behind. We speculate that such
a general approach may be applicable to a range of op-
tically induced phase transitions in the ultrafast regime,
and may be used as the basis of more sophisticated de-
scriptions including lattice or other degrees of freedom.
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5SUPPLEMENTARY MATERIAL
Two Temperature Model
In the main article the transient electronic temperature
Te was extracted from the broadening of the Fermi level.
By using a two-temperature model (2TM), it is possible
to model this transient temperature and additionally es-
timate the temperature of the lattice. The equations for
the 2TM are two coupled differential equations:
Ce
dTe
dt
= P
√
2.77
piσ2
exp
(− 2.77 (t− t0)2
σ2
)
−λ(Te−Tlatt)
Clatt
dTlatt
dt
= λ(Te − Tlatt)
Ce = γTe and Clatt are the electron and lattice spe-
cific heat capacities; P is the absorbed energy den-
sity; σ is the full-width (in time) at half maximum of
the laser pulse; and λ is the electron-phonon coupling.
The factor of 2.77 comes from using the full width at
half maximum of the Gaussian pulse. The values for
P = 75 J cm−3 and σ = 65 fs are determined experimen-
tally; γ = 75 J m−3 K−2 is calculated within the Som-
merfeld model [30]; and the adjustable fit parameter λ is
set to 0.22. The temperature dependence of Clatt is ap-
proximated in the Debye model, with a high temperature
value of Clatt = 0.448 J g
−1 K−1 [31]. The equations are
solved numerically and reproduce the experimental data.
Details of Mean-Field Model
To model the transient response of the spin density
wave (SDW) we have used a simple model describing one
band of electrons with a linear dispersion subject to an
interaction described in a mean-field manner by an order
parameter. Such a theory is applicable to superconduc-
tors and spin and charge density waves, as it gives a
mean field description of the relevant interaction, which
need not be explicitly specified but is contained in the
order parameter [28, 29]. Depending on the exact in-
teractions between electrons and holes in a material the
ground state which develops can be a superconductor
(singlet or triplet state), SDW or CDW. The effect of
the order parameter is then to open a gap of magnitude
∆ in the linear dispersion.
The spectral function A(k) in this model has the form
[28]:
A(k, ω) = u(k)2δ(ω − E+(k)) + v(k)2δ(ω + E−(k))
where u(k) and v(k) are the coherence factors and E(k)
is the renormalised dispersion in the SDW state. The
renormalised dispersion is given by:
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FIG. 5. Simulated spectral function of the SDW in Cr before,
shortly after and at longer time after excitation by a laser
pulse. Changes are due to dynamics of the order parameter
and the broadening of the Fermi distribution.
E±(k) = ±
√
(k)2 + ∆2
(k) is the bare dispersion and ∆ is the order param-
eter, which is equal to half the gap size measured by
photoemission. In the gapped state, two renormalised
dispersion branches appear, which carry spectral weight
corresponding to u(k)2 = (1 + /E±)/2 and v(k)2 =
(1 − /E±)/2 respectively. u(k)2 and v(k)2 are the so-
called coherence factors, which respectively describe the
spectral weight carried by the renormalized dispersions
E+ and E− in the SDW phase. As such, they describe the
spectral weight transferred from the original bare band
(k) to the back-folded band in the SDW, which we mon-
itor in the time-domain in our present study.
We model the dynamics of the SDW phase by utilising
the above spectral function. By defining ∆ = ∆(Te) we
can simulate the evolution of the spectral function fol-
lowing laser excitation. Images from the simulation are
shown in Fig. 5 for three representative delays: before
excitation, shortly after excitation, and at later delays.
A Fermi distribution function has been applied here to
model the population of the upper and lower bands, in
contrast to Fig. 4a in the main text. Before excitation,
the back folded band due to the renormalised disper-
sion in the SDW phase is evident. Upon excitation this
changes into the paramagnetic high-temperature phase
as ∆ goes rapidly to zero, removing spectral weight from
the back-folded dispersion. After some time ∆ becomes
finite again, and the gap gradually re-opens, leading to a
recovery of the back-folded spectral weight. Intensity is
found in both branches of the renormalised dispersion as
electrons continue to relax.
To further illustrate the model, Fig. 6 shows the change
of intensity within a fixed region of interest caused by
the SDW order parameter (green) and the thermal re-
laxation or rigid shift dynamics (blue) described in the
main text. The transients are calculated independently
for each contribution, highlighting the shape of the tran-
sient associated to each effect.
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FIG. 6. Dynamics of the normalized SDW band intensity due
to the order parameter dynamics (green dashed line) and rigid
shift (blue dashed line), and their combination (solid black
line) compared with the experimental data (red markers).
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FIG. 7. Response of SDW band in renormalised region as in
the main article for a) 0.17 mJ cm−2 b) 0.26 mJ cm−2 and c)
0.48 mJ cm−2. The corresponding simulated curves are shown
in black. In b) and c) the points at which the SDW gaps re-
open are 300 fs and 325 fs respectively, in comparison with
400 fs as shown in the main text for a fluence of 0.8 mJ cm−2.
Fluence-Dependent Response
In the main article, it was shown that recovery of the
SDW intensity is observed on two time scales. In Fig. 7
we show the same analysis for three additional absorbed
fluences, in which similar dynamics in the recovery is
observed for the two higher fluences. The lowest fluence
shows only a single exponential decay. All curves shown
here are for an excitation with p-polarised light.
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