Abstract-The use of scattered coincidences for the attenuation correction of positron emission tomography data has recently been proposed. For practical applications, convergence speeds require further improvement, yet there exists a tradeoff between convergence speed and the risk of nonconvergence. In this respect, a maximum-likelihood gradient-ascent (MLGA) algorithm and a two-branch backprojection (2BP), which was previously proposed, were evaluated. MLGA was combined with the Armijo step-size rule, and accelerated using conjugate gradients, Nesterov's momentum method, and data subsets of different sizes. In 2BP, we varied the subset size, an important determinant of convergence speed and computational burden. We used three sets of simulation data to evaluate the impact of a spatial scale factor. The Armijo step size allowed tenfold increased step sizes compared with native MLGA. Conjugate gradients and Nesterov momentum lead to slightly faster, yet nonuniform convergence; improvements were mostly confined to later iterations, possibly due to the nonlinearity of the problem. MLGA with data subsets achieved faster, uniform, and predictable convergence, with a speedup factor equivalent to the number of subsets and no increase in computational burden. By contrast, 2BP computational burden increased linearly with the number of subsets due to repeated evaluation of the objective function, and convergence was limited to the case of many (and, therefore, small) subsets, which resulted in high computational burden. Possibilities of improving 2BP appear limited. While general-purpose acceleration methods appear insufficient for MLGA, results suggest that data subsets are a promising way of improving MLGA performance.
I. INTRODUCTION

I
N POSITRON emission tomography (PET), reconstruction of the tracer spatial distribution λ is often based on one of two models. In analytic approaches, precorrected data are modeled as integrals of λ along straight lines of response (LORs), summarized as the Radon transform R; whereas in numerical approaches, the model can describe a more complex, but still linear mapping.
In both models, photon attenuation (pre) correction (AC) is an essential step of the image reconstruction process, compensating for the loss of detected photon pairs through photoelectric effects and Compton scattering. AC generally requires some information about the spatial distribution of the electron density ρ: most often, this information is provided in the form of linear attenuation coefficients μ. Since AC algorithms are well established for known μ, the main difficulty lies in determining μ: in fact, this has been extensively studied in all contexts of (multimodality) PET, in particular, in combination with radionuclide transmission sources, X-ray computed tomography (CT), and magnetic resonance imaging (MRI), as well as using PET emission data [1] .
The latter approach, which relies solely on unscattered PET emission data, was already studied in the days of standalone PET, for example, in the form of maximum-likelihood reconstruction of attenuation and activity (MLAA [2] ), and interest was revived in the past five years by improved performance with time-of-flight (TOF) emission data [3] - [7] . These approaches consider a joint (λ, μ) optimization problem, but suffer from two theoretical limitations [4] : first, the PET emission data determine the attenuation sinogram Rμ only on LORs, where Rλ > 0. Second, the attenuation sinogram is only determined up to an unknown offset, which translates into an unknown scaling factor in the reconstructed λ. Without TOF information, cross talk between λ and μ is an additional issue. Many combination techniques using PET emission data and other information have been proposed, but are often limited to particular applications in specific multimodality settings [8] .
Some of us have recently proposed a new approach to estimate the electron density ρ from object-scattered PET photons having energies below the photopeak [9] . This approach is as universal as other emission-based ones in that it employs only PET detector data and can, in principle, complement any of the aforementioned approaches-in particular, in PET/MRI, where transmission information is unavailable. In single photon emission CT (SPECT), other groups have studied a similar question empirically [10] as well as theoretically [11] , with the latter paper presenting a local-uniqueness proof of the nonlinear inverse problem, assuming small attenuation. What makes this approach challenging, however, both in PET and SPECT, is that the model of the scatter data is neither linear in μ nor does it relate to the Radon transform. Approaches which have been pursued so far in PET comprise two likelihood-based methods [12] - [14] and an iterative, two-branch backprojection (2BP) [9] . Based on some of this earlier work, in this paper, we focus on evaluating, and improving, the practicality of maximum-likelihood gradient ascent (MLGA) and 2BP.
A major tradeoff concerning the step size in gradient-ascent algorithms is the one between convergence speed and the risk of nonconvergence. On the one hand, with larger step sizes, convergence is faster, but the estimates are prone to oscillations and other types of nonconvergence. On the other hand, smaller step sizes guarantee convergence, but impact convergence speed. Hence, in this paper, we explore options for acceleration of MLGA without increasing the risk of nonconvergence. Also, we evaluate the well-described approach of partitioning the data into subsets for both MLGA and 2BP.
After formal introduction of the problem and a description of our data simulation, we will summarize MLGA and 2BP and propose new variants, which we will then evaluate.
II. DATA MODELING
The aim of this paper is attenuation-image reconstruction from object-scattered PET coincidences. Hence, the data model is, physically and mathematically, different from what is known in activity PET -reconstruction of the tracer distribution from true coincidences. The two main differences are a curved geometry and nonlinearity of the measurement equation.
A. Geometry
We assume that each detected Gamma photon can be classified as scattered or unscattered based on its energy, and restrict our attention to coincidences with exactly one single-scattered photon, the other one being unscattered. In activity PET, each coincidence corresponds to an emission event and thus to an element of the tracer distribution; here, each coincidence also corresponds to a scattering event and thus to an element of the electron-density distribution. Consequently, the notion of an LOR, which usually represents possible emission locations, is replaced by that of a surface of response (SOR), which represents possible scattering locations. Based on Compton scattering geometry, this set of possible scattering locations can be shown to form an American-football shaped surface [9] . While an LOR can be parameterized by two detector elements, an SOR is described by two detectors elements and the energy of the single-scattered photon. The objective of image reconstruction is to reconstruct the attenuation map, represented by the electron-density distribution, from objectscattered coincidences defined on these SORs. Despite these differences, SORs can be represented in a system matrix A just like LORs, which has the dimensions of the number of SORs (n i ) times the number of voxels (n j ).
B. Measurement Equation
In the Appendix , we sketch a derivation of a discrete version of the measurement equation from [9] , which in turn was derived in detail in [15] . The main complication, compared to activity PET, is the fact that the electron density does not only have a positive impact on the number of scattered coincidences (by generating scatter), but also a negative one (by removing scatter through attenuation). Hence, the measurement equation is nonlinear in the electron density ρ. In addition, it depends on the tracer distribution λ; here, we assume that λ is known and encode this quantity as weighting factors in the system matrix, consequently called A λ . Another quantity, an attenuation tensor K , encodes the attenuation length of each voxel along the path of the scattered radiation; as this depends not only on the SOR, but also on the scattering location (because radiation scattered in different locations propagates along different paths, even if detected on the same SOR), K has dimensions of n i × n j × n j . 1 In summary, we model SORs as described earlier, and the expected scatter data ȳ on these SORs using a nonlinear measurement equation, with a scatter system matrix A λ (having λ as a parameter) and a constant attenuation tensor K
where and
• exp denote elementwise multiplication and exponentiation, respectively. The 2-D matrix A λ describes the sensitivity of the PET camera on SOR i for radiation scattered in a voxel s (in the absence of attenuation); the 3-D tensor K is related to the attenuation length of a voxel t for that radiation. The two roles of a voxel (attenuating and scattering) are reflected in the double appearance of ρ in the middle expression of (1) . Through the final expression of (1), we define the compound system matrixÃ λ,ρ for the brevity of later expressions.
III. DATA SIMULATION
Simple, low-resolution 2-D scatter data were simulated similarly, as described in [9] : this involved an object consisting of n j = 9 × 9 = 81 pixels of 5 ×5 cm 2 size, and a 40-cmradius detector equipped with 32 detectors (compare Fig. 1 ) having four energy bins (0-127, 128-255, 256-383, and 384-511 keV), which resulted in n i = 32 ×32 ×4 = 4096 single-scatter SORs across all energy bins. (Note that these energy bins are unrealistic for an implementation in practice as the lower energy windows will have large amounts of multiple scatter.) Thus, in line with the above, each SOR is represented by two detector indices and the energy of the scattered photon; the measured data y (comprising n i measurements) can be understood as a concatenation of four sinograms (one for each of the four energy bins), allowing for a single update using all of the measured data.
After establishing A (of size n i × n j ) and K (n i × n j × n j ) in memory, data simulation consisted of evaluating (1) . Thus, all simulations considered single scattering as well as photon attenuation, without multiple scattering or explicit energy uncertainty (other than the wide energy bins). Considering these physical effects would significantly complicate the geometry and thus the computation of A and K , yet without changing the shape of the measurement equation (1) . No noise was added to the simulated data in this paper. In order to study the same problem at different scales, which is known to be an important determinant for photon scattering [16] , phantom simulations and reconstructions were repeated using smaller FOVs and systems (rabbit-sized: scale factor u = 0.35 for a 1.75×1.75 cm 2 pixel size and 14 cm detector radius; and rat-sized: u = 0.2, 1 × 1 cm 2 pixel size, 8 cm detector radius).
IV. OBJECTIVE FUNCTIONS
We used different objective functions for the two algorithms: the log-likelihood L of the modeled data, given the measured data, and the sum of the squared differences S between the modeled and the measured data. When shown, these quantities are plotted against the iteration number to study the monotonicity of the objective function.
For a more practically oriented evaluation of reconstruction results, we calculated normalized mean square errors (NMSEs) of ρ in the image domain, relative to the reference in Fig. 1 . This analysis embraces the fact that an increase of the objective function does not necessarily correspond to a better (that is, closer to the reference) image. NMSEs are plotted against computation time.
V. ALGORITHMS
In summary, we applied MLGA [13] , [14] and a 2BP approach [9] to the simulated data. Both of these algorithms are detailed in the following. We studied the following variants.
• MLGA with conjugate gradients (MLCGA) enabled by the Armijo step-size rule [17] ; MLGA with a preconditioner (MLPGA); MLPGA with Nesterov acceleration [18] ; and MLPGA using data subsets [19] . • 2BP including subset sizes different from the previously proposed value 3. All algorithms are designed for unconstrained optimization; therefore, the negative values of ρ were set to 0 after each iteration or subset. Furthermore, we note that conjugate gradients, as well as the Nesterov acceleration scheme, are designed for linear problems, yet regardless, applied to a nonlinear problem here. Computations were carried out in MATLAB (R2016b and R2017a; The MathWorks, Natick, MA), using vectorized code and sparse matrix functions.
A. Maximum-Likelihood Gradient Ascent
An in-depth analysis of MLGA, also comparing this algorithm with another likelihood-based approach [12] , is being carried out in a separate work [20] . Here, we sketch the necessary detail to follow the implementation of the algorithm.
The Poisson log-likelihood of ȳ, up to terms only dependent on the given measurement y, reads
where • log denotes an elementwise logarithm and 1 y is a data vector composed of ones. The gradient of the log likelihood (2), with respect to ρ, uses the gradient of the model of the data (with respect to ρ) and reads
Using (1), one then finds the gradient of the model of the data
Hence, we have all ingredients to define the update equation, using a potentially nonuniform step size s, through
We focus on two step sizes here, the constant step size (MLGA)
as well as the preconditioned, MLEM-like step size (MLPGA)
where α and γ are empirically determined step-size constants that led to fastest convergence. To avoid overoptimization, for each algorithm, empirical step-size constants were fitted to a power law a × b u , where u is the scale factor of the experiment (scanner and phantom). As this is still subjective to some extent, we evaluated the Armijo step size rule [17] 
with the increased step-size constant α * = 10α in combination with η = 0.5. In each iteration, we used the current gradient
and chose for m the smallest nonnegative integer fulfilling the Armijo-Goldstein condition
This condition requires that the increase of L in each step (left-hand side) be at least a σ -fraction of the improvement expected from a linear behavior of L, which can be expressed by the step size and gradient (right-hand side). It allows the use of much larger step sizes without increasing the risk of nonconvergence, as too large step sizes will be downregulated. Equation (10) was evaluated using σ = 0.001. This has enabled acceleration by extending the MLGA method toward a conjugate-gradient method (MLCGA): we have chosen MLGA with the Armijo step size rule (8) as a basis, and complemented it with conjugate gradients in accordance with the following update:
where g n and c n are the gradients and conjugate gradients in iteration n, respectively. Equation (11) is the Polak Ribière formula [21] ; s * 1 is chosen as in (8); and we restarted every five iterations by setting p 5n = 0 for n ∈ N.
Furthermore, as it was applied to other gradient methods in image reconstruction [18] , [22] , [23] , we have studied acceleration by Nesterov's momentum method. For this part of the study, we have chosen MLPGA (7) as a basis. Since we observed that the value of the step-size constant γ that we used in MLPGA lead to nonconvergence, we used half the step size s
Here, r n+1 , representing the updated estimate in unmodified MLPGA [compare (14) with (5)], is used as an intermediate quantity for the accelerated update in (16) . Finally, inspired by ordered subset expectation maximization (OSEM [19] ), we evaluated the impact of subsetization of the measured data, again based on MLPGA (7)-a choice that will be discussed in Section VII-A 2). I denotes a subset such that · I is a vector with all components other than those in I set to 0. Thus, mathematically, subset operations can be represented by replacing y by y I (and similarly for 1 y ) throughout (1), (3), (4), and (7), emulating zero measurements outside of the current subset. In implementation, this was done more efficiently by replacing all vectors, matrices, and tensors by the respective subset quantities of smaller size. We used 2, 4, 8, 16, and 32 subsets of equal size in these experiments, and SORs were randomly partitioned (using each SOR exactly once) into these subsets. We were able to verify that subset sensitivity images, computed by backprojecting subset data all set to 1, were reasonably homogeneous across voxels and subsets.
In a first subset experiment, step-size constants were not changed; in another one, step sizes were compensated so as to maintain the product of step-size constant γ and the number of subsets (using half the step size for twice the number of subsets, respectively).
B. Two-Branch Backprojection
In [9] , some of us proposed an iterative scatter-toattenuation approach with additive updates, by backprojecting the difference between measured and estimated data into image space. Both a positive and a negative backprojection branch were found necessary to account for attenuating and scattering contributions of ρ in (1): in other words, to account for a deficit of estimated coincidences on an SOR, the algorithm either increases the electron density on that SOR (to encourage generation of additional scatter), or decreases the electron density in the volume between the SORs (to decrease attenuation of scatter). Hence, each update step involves computation of two possible updates and twofold evaluation of the objective function S to determine the better update.
Updates are applied per subset of SORs; these subsets are defined, in each iteration, by random partition of all SORs. Using the above-mentioned notation, we write the 2BP updates as
(17) where 1 ρ is an image vector composed of ones, ± are step-size constants, and S ± is short for S( ȳ( ρ ± )). Note that every evaluation of S involves the full data; we have experimented with evaluating the objective function only for the current subset I , which often leads to nonconvergence. In this paper, we varied the subset size from the previous value of 3 (from [9] ) by considering the alternatives 1, 2, 5, 7, 10, and 20.
VI. RESULTS
A. Armijo Step Size and Conjugate Gradients
As seen in Fig. 2 , the Armijo step size increases convergence rates compared with the constant step size. Convergence is still monotonous, yet less uniform from one iteration to the next. The degree of improvement differs across spatial scales.
Conjugate gradients (MLCGA; see Fig. 2 ) contribute an additional improvement in convergence rates. Improvements appear to be confined to later iterations at all spatial scales. Fig. 3 shows the improvement in convergence rate by acceleration through Nesterov's momentum method, compared with MLPGA (MLGA with an MLEM-like step size). Nesterov acceleration with a noncompensated step size s 3 was found not to converge, so Fig. 3 shows a comparison of the sloweddown version with MLPGA at the same step-size constant s * 3 , stressing the gain in convergence rate. MLPGA with Nesterov acceleration slightly outperforms noncompensated MLPGA, although this improvement is rather modest and, as that of conjugate gradients, confined to later iterations. Convergence (per iteration) is fastest with smallest subsets (of size 1) and slows down, yet irregularly, with increasing subset size. In fact, there is hardly a difference between one and two SORs per subsets, while the NMSE decreases nonmonotonously with as few as seven SORs per subset, and convergence is not guaranteed with ten or more SORs per subset. This is similar across all spatial scales [ Fig. 4(a)-(c) ].
B. Nesterov Momentum
C. Subset Size and Number of Subsets
The effect of the number of subsets on MLGA performance is shown in Fig. 5 . Likewise, a higher number of subsets (that is, a smaller subset size) increase convergence rates, which is again true at all spatial scales [ Fig. 5(a)-(c) ]. In contrast to 2BP and similar to MLEM/OSEM in emission tomography, MLPGA generally converges for fewer, larger subsets and becomes unstable only for more, that is, smaller subsetscompare Fig. 5(c) . In our experiments with only 32 detectors, 32 subsets turned out to converge at human and rabbit scales, while 16 was the maximum number of MLPGA subsets for convergence at the rat scale. However, in this latter case, 16 subsets yielded an NMSE of 0.01 as early as after a single iteration, which more subsets can hardly improve.
In order to quantify the effect of subsets, we decreased the 2BP step size for larger subsets until monotonous convergence was achieved for all subset sizes. As seen in Fig. 6(a) , the convergence rates of image NMSE (as a function of computation times) are similar for several of these variants, with a subset size of 5 appearing optimal in this example.
In MLPGA, the subset gain is approximately linear: the gain can be quantified indirectly in two ways. First, each doubling of the number of subsets is almost exactly compensated by halving of the number of iterations (Fig. 5) ; second, halving the step size, as indicated in Fig. 6(b) , almost exactly compensates doubling the number of subsets. Note that contrary to Fig. 6(a) , which compares several algorithms at the edge of nonconvergence, Fig. 6 (b) compares algorithms artificially slowed down by varying degrees. Fig. 7 shows the run times of 2BP and MLGA as a function of subset sizes and the numbers of subsets, respectively, both in the phantom geometry (Fig. 1) , as well as in a fully populated geometry (all voxels containing nonzero tracer activity and attenuation). All run times are independent of the spatial scale and are higher with the fully populated geometry. Note that according to the results in Section VI-C, 2BP converges only for subsets of size up to 7, while MLGA converges across a wide range of subset numbers.
D. Subsets and Computational Burden
In 2BP, the computational effort per iteration grows with increasing number of subsets (decreasing subset size), as every subset requires two evaluations of the objective function. In fact, run times increase approximately 20-fold for a 20-fold increase in the number of subsets [ Fig. 7(a) ].
By contrast, as known for OSEM, computational efforts for MLGA do not increase with the number of subsets, as all tensor and matrix computations can be efficiently restricted to the relevant SORs in each subset. MLGA run times even decreased by a factor of 0.8 for a 32-fold subset-number increase [ Fig. 7(b) ]. 
VII. DISCUSSION
In this paper, we have evaluated acceleration strategies for MLGA and a simple backprojection-based (2BP) algorithm for scatter-to-attenuation reconstruction.
A. Convergence Properties
The main result regarding 2BP is that convergence critically depends on the number of SORs per subset, with the unusual result that a small number of SORs per subset (that is, a high number of subsets) are required for convergence. This is due to the fact that for each subset, a single update branch [positive or negative; compare (17) ] is chosen and applied to all SORs in that subset. However, different SORs in the subset may call for different update directions. According to our results, not only are updates with more SORs per subsets less effective; apparently, the larger the number of SORs per subsets, the higher the chance that no effective update exists. This effect can be moderated by reducing step sizes, yet at the price of decreased convergence rates.
A similar tradeoff in MLGA is the one between convergence speed and the risk of nonconvergence through the choice of step-size constants. Introduction of the Armijo step size rule into MLGA was found to allow the use of tenfold increased (maximum) step sizes without impacting convergence. This suggests that the optimization of step-size constants is much less important in this case for achieving optimal performance. Choosing even excessively high step sizes will have some impact on computational burden through added evaluations of the Armijo-Goldstein condition (10), but not so much on convergence of the algorithm. The Armijo step size further enabled the use of conjugate gradients. This, however, leads to more nonuniform convergence, which makes performance less predictable. In addition, during our preliminary optimization, we observed that this algorithm was sensitive toward changes of the numerous parameters, such as those of the Armijo-Goldstein condition or the specific update equation of the conjugate gradients. We also found the restart parameter (five iterations in our case) to be an important factor for good convergence rates.
This was not true for MLPGA when accelerated using Nesterov's momentum method, which has no additional parameters; however, this algorithm required a smaller choice of step sizes for convergence compared with nonaccelerated MLPGA. Again, convergence was nonuniform, that is, challenging to predict.
An observation common to both acceleration techniques (conjugate gradients and Nesterov momentum) is that their benefit is only seen at later iterations. We hypothesize that this is due to the nonlinearity of the problem: in particular, nonlinear conjugate gradients methods, an extension of conjugate gradients derived for linear problems, may perform better in close proximity of the optimum than far away from it, where a linear approximation to the objective function fails to properly represent the optimum. This may also explain the need for restarts, as some kind of memory about earlier environments is kept in the conjugate gradients and may require invalidation after a couple of iterations. Applying a restarting scheme to Nesterov's method would be possible; however, considering that Nesterov acceleration manifests in consistently faster convergence rates after five iterations, we do not expect a benefit from additional restarts.
Acceleration through subsets is more promising than either of the two previous approaches, due to several advantages.
1) The approach has been subject to evaluation in many contexts since first publication [19] and is now well understood. In particular, various subsetization strategies have been proposed based on acquisition time, geometry, or TOF information [24] . In this paper, the random subsets partitioning scheme was chosen since other geometrically established subsetization rules do not immediately apply to the extended measurement space of SORs, due to the different shapes of different SORs. While the subset sensitivities were reasonably balanced in the cases we verified, optimized ordering schemes might help eliminate the uncertainty associated with our random selection [25] . 2) There are no additional parameters except the number of subsets. In fact, compared with MLPGA without subsets, not even step-size constants were changed. We have mentioned before that mathematically, the subset variant can be formulated by replacing y and 1 y by their subset variants (with zero-valued entries outside of the current subset). This includes 1 y in the denominator of the step size (7); as a consequence, each element of the step size scales approximately linearly with the number of subsets. This compensates the inverse proportionality between the elements of the log-likelihood gradient (3) and the number of subsets. Hence, as in OSEM, each update of ρ new amounts to the same order of magnitude as in the no-subsets case, with as many updates per iteration as subsets. This is true for s 3 (7), while not so for s 1 (6) , and explains our choice of MLPGA as a basis for the subset algorithm in Section V-A. 3) Convergence is uniform, and convergence rates are quantitatively predictable. In fact, doubling the number of subsets has the same effect as doubling the number of iterations or doubling the step size, yet without the risk of nonconvergence (within limits). 4) Subsets are easy to implement, with only minor modifications compared with MLGA without subsets.
B. Computational Burden
In addition, MLGA with subsets is computationally efficient, with efforts similar to MLGA without subsets, and straight-forward to implement in loop-based languages, such as C++. In this paper, using MATLAB, a matrix-based language, care had to be taken to avoid repeated slicing of the full system matrix to extract partial system matrices for each subset, which results in an undesirable constant computational effort per subset. In this paper, this was achieved by prearranging the data and the system matrix in memory in slices according to the known number of subsets. As a result, regular MATLAB matrix computations could be used, simplifying the efficient use of sparse matrices.
Interestingly, we have measured a slight decrease in computation times per iteration for more subsets [ Fig. 7(b) ]. This decrease is supposedly related to more efficient memory operations when operating on smaller tensors, matrices, and vectors.
The computational burden of 2BP, by contrast, scales linearly with the number of subsets, which in combination with the upper limit on subset sizes leads to an explosion of the computational burden required for convergence. An explanation is given in the following.
While the individual use of three SORs per subset in the 2BP update (17) may appear as an example of subsetization that is neutral in terms of computation time, it is in fact most inefficient. The reason is that 2BP requires two evaluations of the objective function (that is, two full forward projections) for each subset to determine the correct backprojection branch, which dominate computational burden. Hence, more subsets increase the computational burden.
A similar statement holds for a combination of, for example, the Armijo step-size rule with data subsets in MLGA: the computational burden would, again, increase linearly with the number of subsets, due to objective function evaluations in each subset as part of the Armijo-Goldstein condition (10) .
In this regard, the previously used number of three SORs per subset in 2BP appears close to optimal, at least for problems of this size. Note, however, as 2BP uses a fixed number (as opposed to a fixed fraction) of the total number of SORs in each subset, increasing the number of SORs further increases the number of subsets and thus the computational burden.
C. Limitations
This paper has three main limitations.
1) The use of simple physics simulation and the size of the problems, which makes validation in more realistic scenarios (energy uncertainty, 3-D scattering, and multiple scattering) necessary; we note, however, that many, more complicated models can still be represented by (1), except for multiple photon scattering. 2) The inverse crime, as no noise was simulated and reconstruction was performed with the same model as the simulation; again, this demands further validation, but does not invalidate the results obtained in this paper, in particular, in terms of computational burden. Also, each instance of nonconvergence can be directly attributed to the reconstruction problem and the unfitness of the respective algorithm, e.g., due to nonlinearity. No algorithm should perform better on noisy data than on noiseless data, so what we have found to be unsuitable in this paper would be with noisy data, too. 3) We assumed knowledge of λ to focus on algorithms that reconstruct ρ. This assumption is easily justified in applications, such as Compton scatter imaging with external sources [26] , where the sources are exactly known. In the PET application at hand, extension toward joint reconstruction of (λ, ρ) may follow the lines of schemes, such as MLAA [2] . In particular, this paper should be interpreted similar to studies of the maximumlikelihood transmission (MLTR) algorithm [27] in the context of MLAA: like MLGA, the MLTR component of MLAA assumes knowledge of the correct activity distribution λ and does not exploit TOF information, yet is a crucial component of the very promising TOF-MLAA joint reconstruction scheme.
VIII. CONCLUSION
In conclusion, 2BP appears impractical due to the computational burden, and the possibilities of improving 2BP appear limited. While general-purpose acceleration methods, such as conjugate gradients and Nesterov's momentum method, prove insufficient for MLGA, possibly because they are inappropriate for these particular nonlinear problems, results suggest that data subsets are a promising way of improving MLGA performance. Future work may be directed toward studying geometrically backed subsetization strategies, taking into account the special structure of the measurement space (where the shape of each SOR depends on the energy of the scattered photon), as well as toward applying subset-MLGA to realistic data. 
where the indices e, s, and t represent emitting, scattering, and transmitting voxels, respectively. We remind that i defines a detector pair and the energy of the scattered photon; then, b i s,e is related to the probability, per unit electron density in s, that radiation from a unit radioactivity in e is scattered in s and detected on i (that is, the scattered photon is detected, with the given energy, in the first detector, and the unscattered photon is detected in the second detector defined by i ). That probability is thus scaled by λ e and ρ s and summed over all possible emission and scattering locations. The final term in (18) describes attenuation by the voxels traversed by either of the photons; therefore, k i s,t is proportional to the radiological path length of voxel t for radiation on SOR i , scattered in the particular location s.
We now incorporate λ into the scatter matrix by defining 
