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Sommaire
Le design d’e´clairage est une taˆche qui est normalement faite manuellement, ou` les
artistes doivent manipuler les parame`tres de plusieurs sources de lumie`re pour obtenir le
re´sultat de´sire´. Cette taˆche est difficile, car elle n’est pas intuitive. Il existe de´ja` plusieurs
syste`mes permettant de dessiner directement sur les objets afin de positionner ou mod-
ifier des sources de lumie`re. Malheureusement, ces syste`mes ont plusieurs limitations
telles qu’ils ne conside`rent que l’illumination locale, la came´ra est fixe, etc. Dans ces
deux cas, ceci repre´sente une limitation par rapport a` l’exactitude ou la versatilite´ de ces
syste`mes. L’illumination globale est importante, car elle ajoute e´norme´ment au re´alisme
d’une sce`ne en capturant toutes les interre´flexions de la lumie`re sur les surfaces. Ceci
implique que les sources de lumie`re peuvent avoir de l’influence sur des surfaces qui ne
sont pas directement expose´es.
Dans ce me´moire, on se consacre a` un sous-proble`me du design de l’e´clairage : la
se´lection et la manipulation de l’intensite´ de sources de lumie`re. Nous pre´sentons deux
syste`mes permettant de peindre sur des objets dans une sce`ne 3D des intentions de
lumie`re incidente afin de modifier l’illumination de la surface. De ces coups de pinceau,
le syste`me trouve automatiquement les sources de lumie`re qui devront eˆtre modifie´es et
change leur intensite´ pour effectuer les changements de´sire´s. La nouveaute´ repose sur la
gestion de l’illumination globale, des surfaces transparentes et des milieux participatifs
et sur le fait que la came´ra n’est pas fixe. On pre´sente e´galement diffe´rentes strate´gies
de se´lection de modifications des sources de lumie`re.
Le premier syste`me utilise une carte d’environnement comme repre´sentation in-
terme´diaire de l’environnement autour des objets. Le deuxie`me syste`me sauvegarde
l’information de l’environnement pour chaque sommet de chaque objet.
Mots clefs :
Design de lumie`re, rendu inverse, illumination globale, paradigme de peinture.
Abstract
Lighting design is usually a task that is done manually, where the artists must
manipulate the parameters of several light sources to obtain the desired result. This
task is difficult because it is not intuitive. Some systems already exist that enable a
user to paint light directly on objects in a scene to position or alter light sources.
Unfortunately, these systems have some limitations such that they only consider local
lighting, or the camera must be fixed, etc. Either way, this limitates the accuracy or the
versatility of these systems. Global illumination is important because it adds a lot of
realism to a scene by capturing all the light interreflections on the surfaces. This means
that light sources can influence surfaces even if they are not directly exposed.
In this M. Sc. thesis, we study a subset of the lighting design problem : the selection
and alteration of the intensity of light sources. We present two different systems to
design lighting on objects in 3D scenes. The user paints light intentions directly on
the objects to alter the surface illumination. From these paint strokes, the systems find
the light sources and alter their intensity to obtain as much as possible what the user
wants. The novelty of our technique is that global illumination, transparent surfaces
and subsurface scattering are all considered, and also that the camera is free to take
any position. We also present strategies for selecting and altering the light sources.
The first system uses an environment map as an intermediate representation of the
environment surrounding the objects. The second system saves all the information of
the environment for each vertex of each object.
Keywords :
Light design, inverse rendering, global illumination, painting metaphor.
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Chapitre 1
Introduction
L’e´clairage est un des aspects les plus importants d’une sce`ne lorsqu’un artiste veut
communiquer une ide´e, une e´motion. Une pie`ce tre`s e´claire´e sera ge´ne´ralement plus
chaleureuse qu’une pie`ce sombre. L’e´clairage donne une personnalite´ a` une pie`ce, invite
au repos ou encore rend propice le travail commun d’un groupe ou celui d’un individu
solitaire. Pour des objets individuels, la pre´sence de highlights ou d’ombres re´sultant de
l’e´clairage permet de mieux distinguer leur forme ou leur donner une apparence plus
dramatique (p. ex. des oeuvres d’art dans un muse´e).
Dans les sce`nes re´elles ainsi qu’au cine´ma et en photographie, les e´clairagistes doivent
manuellement controˆler les sources de lumie`re et utiliser des outils (p. ex. des diffuseurs,
des bloqueurs) pour obtenir les effets lumineux de´sire´s. Ceci est habituellement une
taˆche complexe, qui demande de l’intuition et de l’expe´rimentation, ce qui peut eˆtre
fastidieux. Pour les sce`nes synthe´tiques, c’est la meˆme chose : l’artiste doit manipuler
plusieurs parame`tres pour chaque source de lumie`re. Meˆme dans les cas d’un simple
spot de lumie`re, les quelques parame`tres utilise´s deviennent rapidement complique´s a`
ge´rer lorsque le nombre de sources ainsi que leurs effets indirects se combinent entre
eux.
Le proble`me fondamental reste cependant que l’influence qu’a une source est souvent
peu intuitive, a` cause de plusieurs phe´nome`nes relie´s a` l’illumination globale. Par exem-
ple, l’interre´flexion de la lumie`re sur les objets, les concentrations de lumie`re formant des
caustiques, les surfaces semi-transparentes, la diffusion de la lumie`re dans des milieux
participatifs, etc., ne sont que quelques phe´nome`nes qui entravent conside´rablement
notre capacite´ a` pre´voir comment la manipulation d’une source de lumie`re affectera la
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sce`ne. En conside´rant ces effets, lorsqu’une sce`ne contient plusieurs sources de lumie`re,
deviner quelle source manipuler pour modifier l’e´clairage d’une certaine zone sans en
affecter une autre devient tre`s difficile, car l’e´clairage d’une sce`ne est une fonction non
line´aire et un petit changement d’un parame`tre d’une source de lumie`re peut affecter
toute la sce`ne. Aussi, la visualisation d’un changement peut eˆtre tre`s couˆteuse si aucun
effort d’efficacite´ n’est de´ploye´.
Dans la litte´rature, plusieurs me´thodes et algorithmes existent de´ja` pour modifier
de manie`re intuitive l’illumination d’une sce`ne. Certains de ces syste`mes se limitent
au positionnement de sources de lumie`re dans le cas d’illumination directe, et dans
certains cas, se limitent e´galement a` des BRDFs simples, ou a` une came´ra fixe [PF92,
PRJ97, PTG02, PBMF07]. D’autres syste`mes incorporent l’illumination globale, mais
ne permettent pas de de´placer la came´ra et/ou se limitent a` la technique de la radiosite´
[SDS+93, CSF99]. Finalement, un syste`me a e´te´ pre´sente´ pour modifier l’illumination
parvenant d’une carte d’environnement sur un objet [OMSI07], mais sans l’inte´grer dans
une sce`ne 3D.
Dans ce me´moire, nous proposons deux syste`mes qui permettent de peinturer sur
un objet des intentions d’e´clairage (plus clair, plus fonce´, plus rouge, etc.). Une fois les
intentions peinture´es, nos syste`mes trouvent les sources de lumie`re qui vont satisfaire
ces intentions en augmentant ou en diminuant l’intensite´ de ces sources. Afin d’eˆtre
utile, la visualisation de l’e´clairage sur un objet en cours de modification doit se faire
en temps au moins interactif ; nous expliquerons les structures que nous utilisons pour
atteindre cet objectif. Finalement, nos syste`mes permettent de de´placer la came´ra en
tout temps pour permettre une utilisation plus ge´ne´rale et flexible.
Le contenu du me´moire sera divise´ comme suit : le chapitre 2 fera une bre`ve re´vision
de quelques techniques permettant de modifier en temps re´el l’illumination d’un objet
ou d’une sce`ne au complet. Le chapitre 3 fera la revue de la litte´rature sur le proble`me du
rendu inverse, domaine couvrant la proble´matique vise´e par ce me´moire. Le chapitre 4
introduira les diffe´rentes strate´gies imple´mente´es pour la se´lection et la modification des
sources de lumie`re suite a` un coup de pinceau. Les chapitres 5 et 6 introduiront les deux
syste`mes complets imple´mente´s. Le chapitre 7 de´crira certains de´tails d’imple´mentation.
Finalement, le chapitre 8 montrera et discutera les re´sultats et le chapitre 9 conclura le
me´moire ainsi qu’offrira quelques perspectives de travaux futurs.
CHAPITRE 1. INTRODUCTION 3
Une copie e´lectronique avec illustrations en couleur est disponible sur http://www.
iro.umontreal.ca/labs/infographie/theses/rozonfre/.
Chapitre 2
Re´-e´clairage
2.1 De´finition
Il y a quelques anne´es a` peine, le rendu en temps re´el de sce`nes tridimensionnelles
n’utilisait en majorite´ que des points de lumie`re et/ou des sources directionnelles, en
ne conside´rant que l’illumination directe. On utilisait e´galement presque exclusivement
le mode`le de Phong [Pho75] pour la re´flectance (bidirectionnal reflection distribution
function ou BRDF) des surfaces. Dans ce contexte restreint, la lumie`re transmise vers
la came´ra a` partir des surfaces est simplement la somme du coefficient d’illumination
ambiante (qui est une constante d’illumination qu’on ajoute a` toutes les surfaces afin
d’approximer grossie`rement l’illumination globale) et de la contribution directe de cha-
cune des sources de lumie`re. Selon les proprie´te´s du mate´riau (p. ex. la rugosite´) applique´
sur une surface, la lumie`re re´fle´chie par un e´le´ment de la surface de fac¸on diffuse est une
fonction cosinus de l’angle relatif entre la normale de la surface et de la direction inci-
dente de la lumie`re. La lumie`re re´fle´chie spe´culairement est quant a` elle souvent estime´e
par un lobe comme une fonction cosinus d’ordre supe´rieur de l’angle relatif entre la di-
rection de vue et la direction incidente de la lumie`re. Ce type de re´flectance permet de
donner un aspect plus lisse a` une surface (p. ex. un me´tal poli). Ce mode`le a beaucoup
e´te´ utilise´ parce qu’il est tre`s simple, permettant de ge´ne´rer tre`s rapidement des images
de sce`nes dynamiques, ce qui est ne´cessaire lorsqu’une visualisation en temps re´el est
de´sire´e.
Le proble`me est que ce mode`le est trop simple. Dans la re´alite´, le comportement de la
re´flexion de la lumie`re de certains mate´riaux ne peut pas eˆtre approxime´ assez bien par
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ce mode`le. De plus, d’autres phe´nome`nes sont comple`tement ignore´s, par exemple les
occultations et les interre´flexions. Finalement, ce mode`le ne peut utiliser que des sources
de lumie`re ponctuelles ou directionnelles. En re´alite´, les sources surfaciques constituent
la majorite´ des sources existantes. Les techniques susceptibles d’eˆtre en mesure de rendre
correctement ces effets demeurent tre`s couˆteuses, et malgre´ les progre`s impressionnants
des CPUs, elles ne sont pas capables de produire des images de sce`nes complexes assez
rapidement. De ces techniques, on compte le lancer de rayons (pour l’illumination directe
seulement), la radiosite´ (pour de l’illumination globale de surfaces diffuses), le lancer de
chemins, le lancer de photons, etc.
L’ombrage permet de de´terminer si la lumie`re atteint un e´le´ment de surface, et joue
donc un roˆle important dans l’apparence d’une sce`ne tridimensionnelle. Les techniques
pour l’ombrage sont surtout traite´es avec des cartes d’ombre (shadow maps) ou des
volumes d’ombre (shadow volumes) [WPF90, HLHS03] et se limitent souvent aux om-
bres dures provenant de sources de lumie`re ponctuelles et directionnelles. Le proble`me
est qu’en re´alite´, les sources de lumie`re sont souvent surfaciques et que l’illumination
provenant de telles sources produit des ombres floues parce que la lumie`re rec¸ue en un
point peut eˆtre partiellement bloque´e par un objet. Les sources ponctuelles ge´ne`rent des
images moins re´alistes (voir figure 2.1). En ge´ne´ral, on perc¸oit mieux la forme de l’objet
quand il est e´claire´ par une source surfacique. Plusieurs variantes ont e´te´ introduites
pour adoucir les ombres produites par les techniques temps re´el, mais elles sont la plu-
part du temps des approximations, demeurent plus couˆteuses en calculs, et ne traitent
que l’illumination directe.
Les interre´flexions (limite´es) ont re´cemment e´te´ imple´mente´es en (quasi) temps re´el.
Cependant, ces techniques limitent soit le nombre d’interre´flexions ou le nombre de
sources de lumie`re pour que leurs calculs se re´alisent en temps re´el. En supposant que
les parame`tres des sources de lumie`re dans une sce`ne restent fixes, et en utilisant le
fait que la lumie`re re´fle´chie de fac¸on diffuse est inde´pendante du point de vue, une
technique qui est souvent utilise´e dans les syste`mes de rendu temps re´el (notamment
dans les jeux vide´o) est le pre´calcul de la lumie`re re´fle´chie par les surfaces. La quantite´
de lumie`re ainsi re´fle´chie par ces surfaces est stocke´e dans des textures, qu’on appelle
cartes de lumie`re, utilise´es lors du rendu de la sce`ne. Les techniques utilise´es pour le
pre´calcul peuvent eˆtre n’importe laquelle des techniques d’illumination globale, comme
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(a) (b)
Figure 2.1 – Un objet e´claire´ (a) par une source ponctuelle et (b) par une source
surfacique. L’e´clairage par la source surfacique donne plus de de´tails sur la forme de
l’objet. Source [SKS02a].
la radiosite´ ou le lancer de photons. L’avantage des cartes de lumie`re est qu’on obtient
une bonne qualite´ d’image due a` une meilleure approximation de l’illumination globale
(comparativement a` un simple coefficient d’illumination ambiante). Les de´savantages
sont que ces cartes sont seulement valides pour la configuration des sources de lumie`re
avec laquelle elles ont e´te´ calcule´es : l’illumination dynamique est donc impossible. De
plus, seulement les re´flexions diffuses peuvent eˆtre pre´calcule´es ainsi.
Avec la venue des processeurs graphiques (graphic processing units ou GPUs), la
ge´ne´ration d’images est maintenant devenue tre`s rapide. Par contre, certains effets sont
encore tre`s difficiles a` accomplir avec ces processeurs, par exemple les re´flexions multiples
caracte´ristiques a` l’illumination globale. On doit alors recourir a` des approximations.
La motivation e´tait donc tre`s grande de visualiser des objets en temps re´el en
pre´sence d’occultations et d’interre´flexions, avec des sources dynamiques de lumie`re
autres que ponctuelles et directionnelles.
2.2 Transfert de lumie`re pre´calcule´
Le transfert de lumie`re pre´calcule´ (Precomputed radiance transfer ou PRT [SKS02b,
SKS02a]) a e´te´ introduit pour visualiser, en temps re´el, un objet e´claire´ par une carte
d’environnement en pre´calculant des fonctions qui transforment la lumie`re rec¸ue par
l’objet en lumie`re re´fle´chie. Ces fonctions e´tant inde´pendantes de la carte d’environ-
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nement, elle peut donc changer. Il s’agit d’une des premie`res techniques qui permet de
modifier en temps re´el l’illumination d’un objet et d’en faire un rendu de qualite´.
La carte d’environnement, qui de´finit l’illumination incidente, est d’abord projete´e
dans une nouvelle base qui permet la compression. Diffe´rentes bases sont de´crites a` la
section 2.4. A` l’origine, les harmoniques sphe´riques ont e´te´ utilise´es.
Les objets a` illuminer sont d’abord divise´s en e´le´ments de surface. Pour avoir de
meilleurs re´sultats, les surfaces sont subdivise´es en polygones d’aires sensiblement iden-
tiques. Ceci implique que meˆme si un objet contient de grandes surfaces planes, qui
pourraient eˆtre repre´sente´es par un grand polygone, elles devront eˆtre subdivise´es en
plusieurs polygones. L’illumination de la surface se calcule seulement a` ses sommets et
ensuite la couleur est interpole´e entre eux. Donc si les polygones sont trop gros, l’illu-
mination ne sera calcule´e qu’aux coins de ceux-ci, et possiblement certains phe´nome`nes
pourraient eˆtre totalement ignore´s, par exemple un highlight fin.
Un ensemble de fonctions de transfert d’illumination sont pre´calcule´es et stocke´es
pour chaque sommet de l’objet. Ces fonctions convertissent l’illumination arbitraire
incidente en illumination sortant de l’objet, incluant des effets comme les ombres et les
interre´flexions de l’objet sur lui-meˆme.
L’ide´e principale de la technique est de pre´calculer la manie`re dont l’objet re´fle´chit la
lumie`re incidente sur lui-meˆme ou sur l’environnement autour de lui. Autant la lumie`re
incidente que les fonctions de transfert sont repre´sente´es dans la meˆme base. L’inte´grale
du rendu devient un simple produit scalaire des coefficients des bases pour les sur-
faces diffuses, et une multiplication de matrices et un produit scalaire pour les surfaces
spe´culaires. La technique est limite´e a` de l’illumination incidente distante. On pre´sente
maintenant les grandes lignes de l’algorithme.
2.2.1 Pre´calcul des objets
Une fonction de transfert pour un sommet donne´ transforme l’illumination incidente
en lumie`re re´fle´chie. Pour un objet convexe e´claire´ par une carte d’environnement (il-
lumination distante), la fonction de transfert est simplement l’inte´grale de la lumie`re
en chaque sommet, de´finie sur l’he´misphe`re positif et ponde´re´e par le cosinus de l’angle
entre la direction de la lumie`re et la normale au sommet. Une fonction de transfert
plus complexe est ne´cessaire si l’objet est concave, car elle doit prendre en compte les
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occultations. Dans ce cas, l’inte´grale de la lumie`re est multiplie´e par un facteur addi-
tionnel repre´sentant la visibilite´ dans chaque direction a` partir d’un point de l’objet.
Une fonction encore plus complexe prendra en compte la lumie`re que l’objet re´fle´chit
sur lui-meˆme.
Les occultations, l’inte´gration de la lumie`re et les interre´flexions ne peuvent pas
eˆtre calcule´es en temps re´el au moment du rendu. Comme la quantite´ de me´moire est
devenue beaucoup moins une restriction, comparativement a` la puissance de calcul des
ordinateurs de nos jours, l’approche consiste a` pre´calculer les fonctions de transfert pour
chaque sommet et a` les sauvegarder.
La lumie`re incidente et les fonctions de transfert sont repre´sente´es dans la meˆme
base. Pour chacune des bases de´crites dans la section 2.4, l’inte´grale entre la lumie`re
incidente et les fonctions de transfert est facilement calculable et dans certains cas, la
carte vide´o peut en acce´le´rer davantage le calcul.
Objets diffus
Pour calculer la lumie`re re´fle´chie a` partir d’un sommet de l’objet dans une certaine
direction v, l’inte´grale suivante doit eˆtre e´value´e :
R(v) =
∫
Ω
L(s)V (s)f(s,v)Hn(s)ds. (2.1)
Le terme L(s) repre´sente l’illumination provenant de la direction s sur l’he´misphe`re Ω
sur lequel on inte`gre. V (s) est une fonction binaire de visibilite´, dont la valeur est 1 si
la partie de l’environnement dans la direction s est visible, et 0 autrement. V (s) peut
contenir toute l’information sur les occultations de l’objet. f(s,v) repre´sente la BRDF
du mate´riau de la surface. Hn(s) est le produit scalaire entre la normale n de la surface
au sommet et la direction s.
Quand la lumie`re incidente est repre´sente´e par des coefficients li dans une base Bi
quelconque, on peut alors remplacer L(s) de l’e´quation 2.1 et on obtient
R(v) ≈
∫
Ω
(∑
i
liBi(s)
)
V (s)f(s,v)Hn(s)ds. (2.2)
Maintenant, la lumie`re incidente est la somme ponde´re´e des bases Bi(s). En utilisant la
proprie´te´ de la line´arite´ du transport de la lumie`re, on obtient la somme des coefficients
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de l’illumination incidente multiplie´e par l’inte´grale qui de´pend seulement des bases et
de la BRDF :
R(v) ≈
∑
i
li
∫
Ω
Bi(s)V (s)f(s,v)Hn(s)ds. (2.3)
Si la BRDF est diffuse, on a de´ja` pre´calcule´ f(s,v) : les BRDFs diffuses ne de´pendent
pas de la direction de la vue. L’inte´grale entie`re peut eˆtre e´value´e et remplace´e par un
scalaire ti. Maintenant, la lumie`re re´fle´chie peut eˆtre exprime´e comme :
R(v) ≈
∑
i
liti. (2.4)
Cette dernie`re e´quation ne de´pend que des coefficients de l’illumination incidente et des
proprie´te´s de l’objet au sommet. La lumie`re re´fle´chie par l’objet peut eˆtre calcule´e avec
un simple produit scalaire.
Comme pre´calcul, l’inte´grale de l’e´quation 2.3 est e´value´e pour chaque sommet de
l’objet et pour chaque base. Ceci donne autant de coefficients qu’il y a de bases pour
repre´senter la lumie`re incidente, pour chaque sommet. Pour e´valuer l’inte´grale, un en-
semble de 10,000 a` 30,000 vecteurs de direction ale´atoires est premie`rement cre´e´. En-
suite, pour chaque sommet, on de´termine s’il y a occultation pour chacune de ces direc-
tions. L’inte´grale devient alors une grosse somme sur chaque vecteur de direction.
Pour inclure les interre´flexions, on doit modifier l’e´quation. La lumie`re re´fle´chie en
pre´sence d’occultations et d’interre´flexions correspond a`
Rir(v) = R(v) +
∫
Ω
L¯p(s)Hn(s)(1− VP (s))ds, (2.5)
ou` R(v) est l’inte´grale de l’e´quation 2.1. L’inte´grale additionnelle repre´sente la lumie`re
qui provient des interre´flexions. L¯p(s) repre´sente la lumie`re provenant de l’objet lui-
meˆme dans la direction s. Si la lumie`re incidente varie peu sur l’objet (p. ex. si la
lumie`re provient de l’infini), L¯p(s) est bien approxime´e comme si l’objet est e´claire´ par
L(s) pour chaque sommet pour toute direction s. Par contre, si la source de lumie`re
incidente n’est pas distante, alors l’illumination directe varie sur l’objet et L¯p(s) ne
peut pas eˆtre connue a` partir de la lumie`re incidente au sommet parce qu’il de´pend
de la lumie`re re´fle´chie des autres sommets, qui eux-meˆmes, de´pendent des changements
d’illumination directe. Donc, pour eˆtre capable de pre´calculer les interre´flexions, on doit
supposer que la lumie`re incidente est invariante sur tout l’objet.
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Le terme d’occultation (1 − Vp(s)) filtre toutes les directions autres que celles qui
ne sont pas cache´es dans l’inte´grale. Il ne peut y avoir d’interre´flexions qu’a` partir des
directions ou` la lumie`re atteint l’objet.
La lumie`re re´fle´chie de l’e´quation 2.5 de´pend line´airement de la lumie`re incidente et
peut eˆtre factorise´e dans un vecteur de coefficients de la meˆme fac¸on que l’ombrage.
Pour inclure les interre´flexions dans le pre´calcul, on proce`de d’abord comme indique´
plus haut. Ensuite, on e´value les interre´flexions en effectuant plusieurs passes. Chaque
passe e´value seulement les chemins qui proviennent des sources de lumie`re et qui sont
re´fle´chis au moins une fois sur l’objet avant d’arriver au sommet en cours d’e´valuation.
Ces contributions sont ensuite ajoute´es au sommet, apre`s eˆtre transforme´es dans la base.
Objets spe´culaires
Comme la lumie`re re´fle´chie par une surface spe´culaire de´pend de la direction de
vue (au lieu d’eˆtre une fonction qui de´pend seulement de s), la fonction de transfert
pour chaque sommet devient une matrice, au lieu d’un vecteur. Maintenant, le calcul de
l’illumination doit de´pendre de la direction de vue pendant la visualisation et le terme
f(s,v) de l’e´quation 2.3 ne peut pas eˆtre pre´calcule´.
La matrice de transfert transforme la lumie`re incidente en lumie`re re´fle´chie pour
chaque sommet de l’objet. Elle prend en compte les occultations et les interre´flexions,
mais ne peut plus inclure la BRDF car la lumie`re re´fle´chie par une surface spe´culaire
de´pend de la direction de vue.
E´tant donne´ que la fonction de transfert de´pend de la re´flexion r de la direction
de vue au lieu d’une normale fixe n, le terme Hn(s) dans l’e´quation 2.1 devient une
fonction plus complexe G(s, r).
Le pre´calcul dans le cas des objets spe´culaires est d’e´valuer les coefficients pour la
matrice de transfert pour chaque sommet. La version de l’inte´grale qui ne contient que
les ombres est
RS(L,v) =
∫
L(s)G(s,v)Vp(s)ds (2.6)
et la version avec les ombres et les interre´flexions est
RI(L,v) = RS(L,v) +
∫
L¯p(s)G(s,v)(1− Vp(s))ds. (2.7)
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Ces e´quations donnent la lumie`re re´fle´chie pour la direction de vue v comme une
fonction de la lumie`re incidente L et v. Ces quantite´s sont toutes les deux inconnues
au moment du pre´calcul. Avec quelques manipulations mathe´matiques, les inte´grales de
l’e´quation 2.7 peuvent eˆtre factorise´es comme des coefficients de la matrice de transfert.
Les coefficients peuvent eˆtre calcule´s en inte´grant un triple produit des bases en utilisant
les formules de re´cursion de la se´rie de Clebsch-Gordan.
2.2.2 Rendu
Le processus ge´ne´ral pour de´terminer la couleur finale de chaque sommet consiste
en les e´tapes suivantes :
1. La lumie`re incidente L est calcule´e en e´chantillonnant les directions de la lumie`re
incidente a` partir d’un point (p. ex. le centre de l’objet). On transforme cet
e´chantillonnage dans la base choisie, ce qui donne un vecteur de coefficients. Si
on ignore les interre´flexions de l’objet, on peut aller chercher la lumie`re inci-
dente locale pour quelques points e´chantillonne´s sur la surface de l’objet, ce qui
donnera plusieurs vecteurs de coefficients. On utilise ensuite ces vecteurs pour
de´terminer la lumie`re incidente pour chaque sommet de l’objet en interpolant les
points e´chantillonne´s.
2. La lumie`re incidente est replace´e dans l’espace de l’objet.
3. Seulement une transformation line´aire est ne´cessaire a` chaque sommet pour obtenir
la couleur. Ceci correspond a` un produit scalaire pour les objets diffus, et un pro-
duit matrice-vecteur pour les objets spe´culaires.
4. Pour les objets spe´culaires, on doit faire la convolution entre la lumie`re transfe´re´e
et la BRDF pour chaque sommet, pour ensuite e´valuer le re´sultat dans la direction
v.
2.3 Re´-e´clairage direct vers indirect
Hasˇan et al. [HPB06] pre´sentent une technique pour re´-e´clairer une sce`ne arbitraire-
ment complexe, dans un contexte d’illumination globale. On de´crit ici les grandes lignes
de l’algorithme.
La technique suppose certains faits pour qu’elle fonctionne :
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– La came´ra fixe permet de re´duire la complexite´ ge´ome´trique de la sce`ne a` ce qui
est visible dans l’image.
– Le calcul de l’illumination directe a` partir de sources ponctuelles d’une sce`ne peut
eˆtre re´alise´ efficacement, graˆce aux avance´es des cartes vide´o.
– L’illumination provient surtout d’interre´flexions de surfaces diffuses et donc, en
particulier, les caustiques ne sont pas ge´re´es.
La technique introduit deux ensembles de points : un ensemble V d’e´chantillons de
la came´ra, qui sont entie`rement visibles a` partir du point de vue, et un ensemble G
d’e´chantillons de collecte qui sont distribue´s dans toute la sce`ne. Le proble`me du re´-
e´clairage est alors de recalculer un vecteur vi de la lumie`re indirecte re´fle´chie sur les
e´chantillons de la came´ra V , qui correspondent en fait aux pixels de l’image ge´ne´re´e.
E´tant donne´ que la came´ra est fixe, ce calcul peut eˆtre de´fini comme une transformation
line´aire T de la lumie`re directe re´fle´chie par les e´chantillons de collecte gd
vi = T · gd. (2.8)
Pour obtenir une image de bonne qualite´, on doit distribuer beaucoup d’e´chantillons
de la came´ra (ce qui correspond ultimement a` la re´solution de l’image) et d’e´chantillons
de collecte. En supposant que le nombre d’e´chantillons de la came´ra nv = 640× 480 ≈
300K et que le nombre d’e´chantillons de collecte ng = 64K, alors la matrice T de la trans-
formation line´aire a nv lignes et ng colonnes. Donc la plus importante partie de la tech-
nique est de compresser une telle matrice tout en restant capable d’e´valuer l’e´quation 2.8
efficacement. La technique projette l’illumination directe sur les e´chantillons de collecte
gd et les lignes de la matrice T dans une base d’ondelettes de Haar 2D (voir section 2.4.2),
tout en e´liminant les coefficients les moins significatifs.
2.3.1 Pre´calculs
Les pre´calculs a` faire dans cette technique est la distribution des e´chantillons de
collecte et de la came´ra, et le calcul de la matrice de transfert T.
Le choix des e´chantillons de collecte peut eˆtre fait de diffe´rentes fac¸ons. Deux de ces
fac¸ons sont :
E´chantillonnage uniforme : Si on a un budget de ng e´chantillons et un ensemble de
triangles dans la sce`ne, alors on peut distribuer les e´chantillons sur les triangles
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proportionnellement a` l’aire de ceux-ci.
E´chantillonnage par importance : Si on utilise la technique du lancer de photons,
mais en lanc¸ant des photons a` partir des e´chantillons de la came´ra, on obtiendra
les endroits dans la sce`ne qui sont susceptibles d’eˆtre les plus importants pour les
e´chantillons de la came´ra, permettant ainsi d’ame´liorer possiblement la qualite´
des re´sultats.
Les e´chantillons de la came´ra sont triviaux a` trouver, il s’agit de faire un lancer de
rayons simple de la came´ra vers la sce`ne, et de garder la premie`re intersection.
Pour obtenir gd, qui est le vecteur d’illumination directe des e´chantillons de collecte,
on doit organiser ces e´chantillons dans un vecteur. Une technique de regroupement
hie´rarchique ordonne les e´chantillons en utilisant l’algorithme des k-moyennes.
Pour calculer T, la me´thode utilise´e se divise en deux e´tapes, qui se´pare la matrice
de transfert en deux :
1. Une matrice M transfe`re la lumie`re due aux diverses interre´flexions dans la sce`ne ;
M peut eˆtre de moindre pre´cision.
2. Une matrice F fait le transfert final entre les e´chantillons de collecte et les e´chantillons
de la came´ra ; F doit avoir une meilleure pre´cision.
Ces deux matrices sont compresse´es en e´liminant les coefficients d’ondelettes les
moins significatifs. Donc la formulation du proble`me global devient
vi = [F · (M + I)] · gd, (2.9)
ou` I est la matrice identite´.
La matrice M est calcule´e en lanc¸ant, a` partir des ng e´chantillons, des photons dans
la sce`ne, ce qui va permettre de calculer la contribution de la lumie`re des e´chantillons
de collecte entre eux. La matrice M est donc carre´e, ou` la i-e`me ligne de la matrice
donne la contribution de chaque e´chantillon vers le i-e`me e´chantillon.
De fac¸on similaire, la matrice F est calcule´e en lanc¸ant des photons a` partir des
e´chantillons de la came´ra, ce qui va permettre de calculer la contribution de lumie`re
des e´chantillons de collecte vers les e´chantillons de la came´ra. Donc, la i-e`me ligne
de la matrice F donne la contribution de chaque e´chantillon de collecte vers le i-e`me
e´chantillon de vue.
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Figure 2.2 – Aperc¸u de la technique de Hasˇan et al. [HPB06]. Source [HPB06].
2.3.2 Rendu
Voici les e´tapes ne´cessaires pour obtenir l’image finale. La figure 2.2 donne un aperc¸u
sche´matise´ de l’approche.
1. Jusqu’ici, la technique ne fait aucune supposition sur la position, l’orientation et
l’e´mission des sources de lumie`re. Ceci permet donc de modifier les parame`tres de
ces sources au rendu et d’avoir le re´sultat en temps re´el. Quand les parame`tres des
sources changent, on doit calculer la lumie`re rec¸ue par les e´chantillons de collecte a`
partir des sources de lumie`re (le vecteur gd). Pour ceci, on peut utiliser n’importe
quelle technique d’illumination directe connue et efficace. On projette ensuite gd
dans les bases d’ondelettes de Haar.
2. On calcule l’e´quation 2.9, ou` toutes les matrices et les vecteurs sont projete´s dans
les bases d’ondelettes, ce qui donne le vecteur vwi , qui est la couleur de chaque
pixel de l’image, exprime´e seulement en coefficients d’ondelettes.
3. On applique la transformation inverse en ondelettes sur vwi , ce qui donne vi,
c’est-a`-dire les couleurs des pixels de l’image.
L’article explique comment stocker efficacement les coefficients d’ondelettes des ma-
trices et des vecteurs et faire les produits sur la carte vide´o afin d’acce´le´rer grandement
le traitement.
2.4 Repre´sentations efficaces
Ici on introduit des outils qui permettent de repre´senter certains signaux (p. ex. une
BRDF) afin de pouvoir les manipuler, combiner et compresser efficacement et facile-
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Figure 2.3 – Visualisation des fonctions de la base des harmoniques sphe´riques pour
les basses fre´quences. Les zones bleues repre´sentent des coefficients ne´gatifs et les zones
rouges des coefficients positifs.
ment. En infographie, il est souvent ne´cessaire d’effectuer l’inte´grale de la convolution
de plusieurs signaux (p. ex. entre l’environnement et la BRDF pour obtenir la couleur
re´fle´chie pour un certain point sur la surface d’un objet) et ces repre´sentations offrent
une manie`re de calculer ce genre d’ope´rations plus facilement.
2.4.1 Harmoniques sphe´riques
La transforme´e de Fourier repre´sente une fonction line´aire comme une somme ponde´re´e
de fre´quences e´le´mentaires (fonctions sinuso¨ıdales). Les harmoniques sphe´riques sont
l’e´quivalent de la transforme´e de Fourier, mais pour les fonctions sphe´riques. Elles sont
donc ide´ales pour repre´senter des donne´es naturellement de´finies sur la sphe`re, par exem-
ple une carte d’environnement. Comme pour la transforme´e de Fourier, les harmoniques
sphe´riques posse`dent e´galement des proprie´te´s mathe´matiques utiles pour simplifier le
traitement de fonctions.
La figure 2.3 montre la visualisation de quelques fonctions de base des harmoniques
sphe´riques. Une fonction de base est de´finie par deux indices, L ∈ N et M ∈ Z. L est
appele´ l’indice de bande. Pour chaque L, M est compris entre −L et L. Les petites
valeurs de L repre´sentent les fonctions de base de basses fre´quences sur la sphe`re.
Puisque les fonctions de la base des harmoniques sphe´riques sont orthonormales, il
s’ensuit qu’une fonction scalaire f , de´finie sur la sphe`re, peut eˆtre repre´sente´e par des
coefficients de fonctions d’harmoniques sphe´riques, qui ponde`rent chaque fonction de
base Y ml .
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Les coefficients cml peuvent eˆtre calcule´s en projetant f sur chacune des fonctions de
base Y ml avec une inte´grale :
cml =
∫
f(s)Y ml (s)ds. (2.10)
La fonction originale f peut alors eˆtre reconstruite a` partir de ces coefficients par la
sommation des fonctions de base ponde´re´e par les coefficients correspondants :
f˜(s) =
∑
cml Y
m
l (s). (2.11)
Comme pour la transforme´e de Fourier, la fonction reconstruite sera toujours une
approximation s’il y a une quantite´ finie de coefficients. Par contre, pour des fonctions
sphe´riques de basses fre´quences, une quantite´ relativement petite de coefficients est
suffisante pour reconstruire une bonne approximation.
E´tant donne´ que les fonctions de base des harmoniques sphe´riques sont orthonor-
males, si on a deux fonctions a et b de´finies sur la sphe`re, leur projection dans les bases
satisfait l’e´quation suivante :
∫
a˜(s)b˜(s)ds =
∑
aml b
m
l . (2.12)
Les harmoniques sphe´riques sont invariantes sous la rotation. La fonction reconstru-
ite f˜(s) qui a subi une rotation peut eˆtre projete´e dans les harmoniques sphe´riques en
utilisant une transformation line´aire des coefficients de f(s).
2.4.2 Ondelettes
Les ondelettes sont un outil mathe´matique pour de´composer hie´rarchiquement un
signal. Elles permettent a` une fonction d’eˆtre repre´sente´e en termes d’une forme grossie`re,
en ajoutant progressivement des de´tails de plus en plus fins. Les ondelettes offrent donc
une technique e´le´gante pour repre´senter des niveaux de de´tails.
Ici on abordera seulement les ondelettes pour des fonctions discre`tes et line´aires. Ce
sont les plus simples et les plus utilise´es en infographie. Elles ont la limitation qu’elles
ne fonctionnent que sur des fonctions line´aires. Donc, pour repre´senter une fonction
sphe´rique, il faudra trouver une transformation de cette fonction vers, par exemple, un
carre´. Les ondelettes ont par contre un inconve´nient majeur : elles ne sont pas invariantes
sous la rotation.
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Figure 2.4 – Les quatre fonctions boˆıte de la base de V 2. Source [SDS95].
Ondelettes en une dimension
On peut penser a` un signal discret (p. ex. une image) comme e´tant une fonction
divise´e en parties e´gales sur l’intervalle [0, 1) et ou` chaque partie a une valeur constante.
Pour ce faire, on utilisera la notion d’espace vectoriel de l’alge`bre line´aire. Dans cette sec-
tion, on appellera une fonction divise´e en 2n parties e´gales fn. Pour f0, ceci correspond
a` une fonction constante sur l’intervalle [0, 1). On de´finit V 0 comme l’espace vectoriel
de toutes les f0 possibles. Pour f1, ceci correspond a` une fonction qui contient deux
parties constantes sur les intervalles [0, 0.5) et [0.5, 1). On de´finit V 1 l’espace vectoriel
de toutes les f1 possibles. Si on continue de cette fac¸on, l’espace vectoriel V j contiendra
toutes les f j , qui ont des valeurs constantes pour chacun des 2j sous-intervalles.
Parce que toutes les fonctions ont e´te´ de´finies sur l’intervalle [0, 1), chaque fonction
dans V j fait e´galement partie de V j+1, en divisant chaque sous-partie de la fonction en
deux.
Maintenant, on va trouver une base pour chaque espace vectoriel V j . C’est ce qu’on
appelle les scaling functions note´es par le symbole φ. La base la plus simple pour V j
est donne´e par l’ensemble des fonctions boˆıte suivantes :
φji (x) = φ(2
jx− i), i = 0, . . . , 2j − 1 (2.13)
ou`
φ(x) =
{
1 pour 0 ≤ x < 1
0 autrement.
(2.14)
La figure 2.4 montre les quatre fonctions boˆıte qui forment la base de V 2.
La prochaine e´tape est de de´finir le produit scalaire entre deux e´le´ments de l’espace
vectoriel V j . Le produit scalaire standard,
〈f |g〉 =
∫ 1
0
f(x)g(x)dx, (2.15)
ou` f, g ∈ V j sera utilise´ pour l’instant. On peut maintenant de´finir un nouvel espace
vectoriel W j des vecteurs qui sont orthogonaux a` V j et V j+1. Donc, de fac¸on informelle,
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Figure 2.5 – Les ondelettes de Haar pour W 1. Source [SDS95]
on peut dire que les ondelettes dans W j sont une fac¸on de repre´senter les parties d’une
fonction dans V j+1 qu’on ne peut pas repre´senter dans V j .
L’ensemble des vecteurs ψji (x) line´airement inde´pendants dans W
j sont appele´s on-
delettes. Ces vecteurs de base ont deux proprie´te´s importantes :
1. Les vecteurs ψji ∈ W j avec les fonctions de base φji ∈ V j forment une base de
V j+1.
2. Chaque vecteur ψji ∈ W j est orthogonal a` chaque fonction de base φji ∈ V j sous
le produit scalaire choisi.
Les ondelettes correspondant aux fonctions boˆıte choisies plus haut sont connues
sous le nom d’ondelettes de Haar, et sont de´finies par
ψji (x) = ψ(2
jx− i) i = 0, . . . , 2j − 1 (2.16)
ou`
ψ(x) =


1 pour 0 ≤ x < 0.5
−1 pour 0.5 ≤ x < 1
0 autrement.
(2.17)
La figure 2.5 montre les deux ondelettes de Haar pour W 1.
Donc, on peut de´composer un signal discret en ondelettes en commenc¸ant par
repre´senter notre signal Sj comme la combinaison line´aire des vecteurs de base de V j , ou`
j est la re´solution du signal. Ensuite, re´cursivement, on trouve la combinaison line´aire
des vecteurs de base de V j−1 qui repre´sente le mieux Sj , qui donne Sj−1, et on trouve
la combinaison line´aire des vecteurs de W j qui permet de re´cupe´rer Sj . On continue
jusqu’a` tant que j = 1.
En infographie, on utilise les ondelettes de Haar parce qu’elles posse`dent une pro-
prie´te´ additionnelle importante : les vecteurs dans W j sont orthonormaux entre eux.
Donc si on a deux signaux, a et b, projete´s dans une base d’ondelettes, l’e´quation suiv-
ante est satisfaite
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Figure 2.6 – (a) L’ensemble des bases standards pour un signal de re´solution 4×4. (b)
L’ensemble des bases non-standards pour un signal de la meˆme re´solution.
∫
a(s)b(s)ds =
∑
aˆibˆi (2.18)
ou` aˆi et bˆi sont les coefficients des ondelettes.
Une autre utilite´ inte´ressante des ondelettes est la compression. Soit a˜, un signal
reconstruit a` partir d’une compression des coefficients d’ondelettes de a, c’est-a`-dire en
mettant a` ze´ro les n plus petits coefficients (en valeur absolue). Alors on peut prouver
que le taux d’erreur ∆ =
∑
(a˜i − ai)2 est minimal pour le taux de compression par
ondelettes choisi. Donc la me´thode de compression est tre`s simple et efficace.
Ondelettes en plusieurs dimensions
On peut e´tendre la technique a` un signal 2D en transformant de fac¸on inde´pendante
les lignes et les colonnes. Il existe deux fac¸ons de de´composer un signal 2D (voir figure 2.6
pour un signal 2D de re´solution 4× 4) :
1. Me´thode standard : on effectue toutes les ite´rations de la transformation sur les
lignes du signal. On effectue ensuite toutes les ite´rations sur les colonnes. Elle a
l’avantage d’eˆtre tre`s simple a` calculer, en re´cupe´rant une imple´mentation de la
transformation 1D et en l’appliquant sur les lignes et ensuite sur les colonnes. Par
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contre, le support de chaque base (re´gion ou` la fonction est non-nulle) n’est pas
ne´cessairement carre´.
2. Me´thode non-standard : on effectue, en alternance, une ite´ration de la transfor-
mation sur les lignes et une ite´ration sur les colonnes. Cette me´thode est un peu
plus efficace a` calculer et le support de chaque base est carre´.
Il est possible de travailler en plus de deux dimensions. Il existe aussi des types
d’ondelettes pour des fonctions sphe´riques [SS95]. Elles sont ge´ne´ralement beaucoup
plus complexes et leur avantage n’est pas e´norme.
2.4.3 SRBF
Tsai et Shih [TS06] expliquent comment les SRBFs peuvent repre´senter une carte
d’environnement et une BRDF arbitraire. Les SRBFs sont des fonctions circulairement
syme´triques par rapport a` un axe de´fini sur Sm, qui est la sphe`re unite´ dans Rm+1.
Soient η et ξ deux points sur Sm, et θ la distance ge´ode´sique entre η et ξ, c’est-a`-dire
θ = arccos(η · ξ). Une SRBF est une fonction qui de´pend de θ, et qui peut eˆtre exprime´e
en terme d’une expansion de polynoˆmes de Legendre comme
G(cos θ) = G(η · ξ) =
∞∑
l=0
GlPl(η · ξ) (2.19)
ou` Pl(η · ξ) est le polynoˆme de Legendre normalise´ de degre´ l, et Gl sont les coefficients
qui satisfont Gl ≤ 0 et
∑
∞
l=0 Gl < ∞. ξ est le centre de la SRBF. Par la proprie´te´ que
les polynoˆmes de Legendre sont orthogonaux dans l’intervalle [−1,+1], les expansions
facilitent la convolution de deux SRBFs, nomme´e aussi inte´grale sphe´rique singulie`re,
par
(G∗mH)(ξg · ξh) =
∫
Sm
G(η · ξg)H(η · ξh)dω(η) (2.20)
=
∞∑
l=0
GlHl
ωm
dm,l
Pl(ξg · ξh) (2.21)
ou` ωm est la surface totale de S
m, dm,l est la dimension de l’espace des harmoniques
sphe´riques d’ordre l sur Sm et dω est la de´rive´e d’un e´le´ment de surface sur Sm.
Deux exemples de SRBFs sont la fonction Abel-Poisson et la fonction gaussienne.
Dans le cas de la gaussienne, l’e´valuation de l’inte´grale
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Figure 2.7 – (a) Le trace´ de SRBFs gaussiennes avec des parame`tres de bande passante
diffe´rents. (b) Un rendu 3D d’une SRBF gaussienne. Source [TS06].
(GGau
∗m H
Gau)(ξg · ξh;λg, λh) = e−(λg+λh)ωmΓ
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m+ 1
2
)
Im−1
2
(||r||)
(
2
||r||
)m−1
2
(2.22)
ou` λ est le parame`tre de bande passante, qui controˆle la couverture de la SRBF et
r = λgξg + λh + ξh. La figure 2.7 montre un exemple de SRBFs gaussiennes.
Soit un ensemble de points distincts Ξ = {ξ1, . . . , ξn} sur Sm, qui sont les centres
des SRBFs, et un autre ensemble de nombres re´els Λ = {λ1, . . . , λn} ∈ R, qui sont les
parame`tres de bande passante correspondants, alors une fonction sphe´rique F (η) peut
eˆtre repre´sente´e comme une expansion en SRBFs comme
F (η) ≈
n∑
k=1
FkG(η · ξk;λk). (2.23)
Le net avantage des SRBFs est qu’elles de´finissent une fonction sphe´rique directe-
ment dans l’espace Sm, et non pas dans un espace fre´quentiel. Ceci implique qu’il n’est
pas ne´cessaire d’effectuer la rotation de la fonction pour calculer l’inte´grale entre deux
frames oriente´s diffe´remment.
Chapitre 3
Rendu inverse
3.1 Introduction
Les proble`mes inverses sont habituellement beaucoup plus complexes a` re´soudre,
mais forment de plus en plus un sujet important dans la recherche en infographie, car
leurs applications sont multiples. Quelques exemples d’utilisations de proble`mes inverses
aborde´s en infographie sont : le design de l’e´clairage (p. ex. positionnement automatique
des sources de lumie`re ou modification de leur intensite´, sujet du pre´sent me´moire), le
design d’animations (p. ex. la cine´matique inverse) [WW92], le positionnement automa-
tique de la came´ra et d’objets [PP03]. On peut de´finir les proble`mes inverses comme
e´tant des proble`mes ou` l’on doit infe´rer les valeurs de certains parame`tres d’un syste`me
a` partir de donne´es observables ou de ce que l’on souhaite comme re´sultat final. Ceci
est donc bien diffe´rent des proble`mes dits directs, ou` les valeurs de tous les parame`tres
du syste`me sont connues et utilise´es pour simuler ou calculer le re´sultat final.
Par exemple, en infographie, un proble`me direct classique est de calculer la lumie`re
re´fle´chie des objets dans une sce`ne tridimensionnelle a` partir des informations comme les
sources de lumie`re, la ge´ome´trie et les mate´riaux (proprie´te´s de re´flectance) des objets,
la position de la came´ra, etc. Les proble`mes directs peuvent eˆtre prouve´s comme e´tant
bien pose´s [HMH95]. Ce n’est pas le cas pour les proble`mes inverses, qui manquent au
moins un des crite`res de Hadamard [Had02] pour eˆtre conside´re´s comme bien pose´s :
la solution n’est pas line´aire sur les donne´es, ce qui implique qu’une petite erreur de
mesure peut engendrer des erreurs conside´rables dans la solution [HMH95].
Dans ce chapitre, nous discutons principalement des proble`mes inverses relie´s a`
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l’e´clairage dans le domaine de l’infographie. Quoique la proble´matique peut eˆtre as-
socie´e a` la vision par ordinateur, nous nous limitons a` l’infographie ou` les parame`tres
de la came´ra et de plusieurs aspects de la sce`ne tridimensionnelle sont connus. Con-
trairement aux proble`mes directs, ce sont des proble`mes ou` un ou plusieurs aspects de
la sce`ne sont inconnus. Une caracte´ristique commune de ce type de proble`mes est que
l’on connaˆıt d’avance l’apparence finale de certaines surfaces de la sce`ne. C’est donc
a` l’algorithme inverse de modifier ou trouver les valeurs des parame`tres des surfaces
ou de la sce`ne pour obtenir le re´sultat de´sire´. Comme mentionne´ dans l’introduction
du me´moire, ce genre d’outils est d’une tre`s grande importance entre autres pour les
architectes, l’industrie du jeu vide´o et des effets spe´ciaux de films, surtout en re´alite´
augmente´e ou` le re´el et le synthe´tique doivent coexister de fac¸on naturelle.
3.2 The´orie
Dans cette section, on suppose qu’on utilise l’illumination globale. En re´alite´, on
pourrait simplifier davantage le proble`me en conside´rant seulement l’illumination lo-
cale, en utilisant seulement des sources de lumie`re pontuelles et en omettant les in-
terre´flexions. C’est ce que plusieurs des travaux ante´rieurs ont fait. Par contre, l’il-
lumination globale est souvent importante dans une sce`ne, car elle englobe tous les
phe´nome`nes relie´s aux interre´flexions de la lumie`re (p. ex. les caustiques) qui ajoutent
du re´alisme au rendu.
L’illumination globale est relie´e a` la the´orie du transport de la lumie`re et peut
eˆtre vue comme un cas particulier de celui-ci [CW93, SP94]. Le comportement de la
lumie`re qui se de´place est caracte´rise´ par les proprie´te´s des photons alors qu’ils traversent
l’environnement. La radiance L(r, ω) est de´finie comme la puissance lumineuse qui est
irradie´e a` un certain point r dans une direction ω pour une unite´ d’angle solide pour
une fre´quence donne´e :
L(r, ω) = Le(r, ω) +
∫
Ωi
fr(r, ω, ωi)L(r, ωi) cos θdωi (3.1)
ou` Le(r, ω) est l’e´mission initiale, fr est la fonction bidirectionnelle de re´flexion et/ou
transmission (BRDF, BTDF), θ est l’angle entre la normale de la surface au point r
et la direction ω, Ωi est l’he´misphe`re des directions incidentes au point r, et ωi est la
direction incidente de la lumie`re.
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Cette e´quation peut eˆtre exprime´e comme un ope´rateur line´aire. Premie`rement, on
de´finit l’ope´rateur de re´flexion locale Kˆ par
(Kˆh)(r, ω) ≡
∫
Ωi
k(r;ωi → ω)h(r, ωi) cos θdωi (3.2)
qui calcule la re´partition de la lumie`re incidente. h correspond a` la fonction qui de´crit
toute la lumie`re qui arrive au point r. L’ope´rateur Kˆ transforme la distribution de la
lumie`re incidente vers la distribution de la lumie`re re´fle´chie re´sultant d’une re´flexion
locale.
Soit M l’ensemble des surfaces dans la sce`ne. On de´finit la fonction de visibilite´ de
surface par
ν(r, ω) ≡ inf{x > 0 : r + xω ∈M} (3.3)
ou` “inf” de´signe la plus grande borne infe´rieure. Cette fonction donne la distance entre
r et le point le plus pre`s sur M dans la direction ω. Si un tel point n’existe pas, alors
ν(r, ω) = ∞. On de´finit e´galement la fonction du lancer de rayon par
p(r, ω) ≡ r + ν(r, ω)ω (3.4)
qui est le point d’intersection entre le rayon R(t) = r + tω et M. S’il n’existe pas
d’intersection, alors la fonction n’est pas de´finie.
Ensuite, on peut de´finir l’ope´rateur Gˆ qui transforme la distribution de la lumie`re
sortante vers la distribution de lumie`re incidente qui re´sulte de l’interre´flexion entre les
surfaces dans une sce`ne :
(Gˆh)(r, ω) ≡
{
h(p(r,−ω), ω) si ν(r, ω) <∞
0 autrement.
(3.5)
Avec ces ope´rateurs, on peut re´exprimer l’inte´grale de l’e´quation 3.1 comme suit :
L = Le + KˆGˆL. (3.6)
Cette e´quation permet de classifier les diffe´rents travaux pre´ce´dents en fonction des
e´le´ments inconnus de celle-ci [Mar98].
Les proble`mes directs sont ceux ou` l’on connaˆıt les valeurs pour Le, Kˆ et Gˆ afin de
re´soudre L. Si par contre on connaˆıt (partiellement) L, on peut caracte´riser les proble`mes
d’e´clairage inverse en fonction des inconnues de l’e´quation :
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1. Si Le est inconnue, mais qu’on connaˆıt (partiellement) Kˆ, Gˆ et L, alors c’est
un proble`me de design de lumie`re. C’est-a`-dire qu’on doit trouver les sources de
lumie`re (Le) qui, en affectant les objets (Gˆ) constitue´s de certains mate´riaux (Kˆ),
permettront de retrouver L.
2. Si Kˆ est inconnue et qu’on connaˆıt (partiellement) Gˆ, Le et L, alors c’est un
proble`me de design de mate´riau. C’est-a`-dire qu’on doit trouver la re´flectance des
objets qui, en fonction de la ge´ome´trie des objets (Gˆ) permettra de re´fle´chir la
lumie`re incidente Le afin de donner L.
3. Si Gˆ est inconnue et qu’on connaˆıt (partiellement) Kˆ, Le et L, alors c’est un
proble`me de design de ge´ome´trie. C’est-a`-dire qu’on doit de´former les objets (Gˆ)
afin d’obtenir une illumination de´sire´e.
Dans ce me´moire, on s’inte´resse a` la premie`re classe de proble`mes. Il est a` noter
qu’un proble`me particulier pourrait combiner plus d’une classe de proble`mes (p. ex. si
on ne connaˆıt pas les sources de lumie`re, ni la re´flectance). Dans ce cas-ci, le proble`me
serait encore plus mal pose´, car une explosion (infinite´) de possibilite´s d’illuminations
incidentes et de re´flectances des objets pourraient donner le meˆme re´sultat.
Si l’illumination incidente est distante, qu’aucune interre´flexion n’est prise en compte,
que les BRDFs sont isotropes et que la ge´ome´trie des objets ainsi que les parame`tres
de la came´ra sont connus, alors la lumie`re re´fle´chie d’un objet peut eˆtre conside´re´e
comme e´tant la convolution de deux signaux, la BRDF et la lumie`re incidente [RH01].
Ceci revient a` dire qu’on filtre la lumie`re incidente par la BRDF. Le proble`me dans ce
cas revient a` faire la de´convolution des deux signaux. On peut alors en conclure que
si l’illumination incidente et/ou la BRDF contiennent des hautes fre´quences, alors le
proble`me de la de´convolution des signaux est bien pose´. Meˆme si les restrictions de ce
mode`le sont fortes, c’est ce que nous utilisons dans notre premier syste`me imple´mente´,
car elles pre´sentent des avantages certains (voir chapitre 5) et correspondent ne´anmoins
a` des besoins re´els. Notre deuxie`me approche ne suppose pas que l’illumination inci-
dente est distante, et donc les re´sultats sont plus pre´cis mais a` un couˆt supple´mentaire
en pre´calculs et utilisation me´moire.
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3.3 Travaux ante´rieurs
Parmi les travaux ante´rieurs, on s’inte´resse en particulier a` deux classes de proble`mes
inverses : les proble`mes de design de lumie`re et les proble`mes de design de BRDF.
Les proble`mes de design de lumie`re s’inte´ressent a` modifier les parame`tres des sources
de lumie`re pour obtenir une illumination re´fle´chie de´sire´e. L’utilisateur manipule di-
rectement l’illumination re´fle´chie en peignant de la lumie`re directement sur les surfaces
des objets, soit en manipulant certains effets lumineux (p. ex. une ombre) directement
comme des objets, ou en changeant certains parame`tres globaux de la sce`ne (p. ex. la
luminosite´).
Les proble`mes de design de BRDF s’inte´ressent a` modifier les parame`tres de re´flectance
des surfaces des objets pour obtenir une illumination re´fle´chie de´sire´e. Comme pour
le design de lumie`re, l’utilisateur manipule soit directement l’illumination re´fle´chie ou
change manuellement les parame`tres de la surface.
Dans les deux cas, le but est le meˆme : obtenir une certaine illumination. L’ide´al pour
ce genre de syste`me de design est la possibilite´ d’obtenir des re´sultats dans des temps
raisonnables, tout en ayant un rendu de sce`ne d’assez bonne qualite´. Pour y parvenir,
les travaux ante´rieurs ont impose´ certaines contraintes a` leurs syste`mes : par exemple
de fixer la came´ra ou de restreindre le proble`me a` l’illumination directe.
Comme mentionne´ plus haut, il existe e´galement une troisie`me classe de proble`mes
inverses pour l’illumination : la modification de la ge´ome´trie. On ne s’inte´resse pas a`
cette classe parce que dans notre contexte, nous croyons que la ge´ome´trie de la sce`ne
est habituellement bien de´finie par l’artiste et que la forme d’un objet permet de l’iden-
tifier. La modification des objets n’est donc pas ne´cessairement une bonne ide´e dans ce
contexte.
3.3.1 Proble`mes de design de lumie`re
Dans cette section, nous pre´sentons quelques travaux qui tentent de re´soudre le
proble`me inverse ou` l’on veut retrouver la lumie`re incidente Le.
Dans le contexte ou` l’on souhaite positionner et/ou cre´er des sources de lumie`re, en
conside´rant seulement l’illumination directe, un des premiers travaux sur le proble`me
inverse d’illumination a e´te´ introduit par Poulin et Fournier [PF92]. Ils proposent d’u-
tiliser les highlights et les ombres sur les objets dans le but de mode´liser les sources de
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lumie`re.
Dans le cas des highlights, ils conside`rent le terme spe´culaire du mode`le de Phong
tel qu’exprime´ par Blinn [Bli77]. En laissant l’utilisateur indiquer le point d’intensite´
maximale du highlight, ils trouvent analytiquement la direction de la lumie`re. En choisis-
sant un autre point sur la surface de l’objet, l’utilisateur indique ou` le terme spe´culaire
atteint un certain seuil ; le syste`me peut alors de´terminer la valeur du coefficient de ru-
gosite´. En imposant d’autres restrictions, comme par exemple de contraindre la lumie`re a`
rester dans un certain plan, on peut ge´rer certains cas particuliers de sources de lumie`re
ponctuelles. Cette me´thode ne donne donc que des sources de lumie`re ponctuelles et
directionnelles.
Pour les ombres ge´ne´re´es par une source directionnelle, la direction de la source est
spe´cifie´e en laissant l’utilisateur choisir deux points arbitraires dans la sce`ne, le dernier
e´tant dans l’ombre du premier. Pour une source ponctuelle, le volume d’ombre [WPF90]
ge´ne´re´ par celle-ci doit eˆtre utilise´. Pour une source surfacique, des nouvelles sources
ponctuelles qui de´finissent les sommets de celle-ci sont ne´cessaires.
Cette me´thode est limite´e a` l’illumination locale et a` une BRDF spe´cifique. Aussi,
l’interface n’est pas ne´cessairement tre`s intuitive.
Le syste`me de Poulin et al. [PRJ97] e´tend la technique pre´ce´dente en plac¸ant des
sources de lumie`re ponctuelles en dessinant des ombres ou des highlights, ou des sources
de lumie`re surfaciques en dessinant des ombres et pe´nombres. Lorsque l’utilisateur des-
sine dans le syste`me, une se´rie continue de points sont cre´e´s et imme´diatement de´pose´s
dans la sce`ne en 3D. Ces points sont alors conside´re´s comme e´tant tous dans l’ombre
ou dans le highlight selon le cas. La technique commence en de´finissant pour chacun des
points trace´s un coˆne de positions possibles pour la source de lumie`re. Le volume ou`
peut eˆtre place´e la lumie`re correspond alors a` l’intersection de tous ces coˆnes. Un volume
infini produira une source directionnelle, sinon une source ponctuelle. Le proble`me est
pose´ comme une optimisation contrainte avec comme fonction objectif de maximiser la
distance entre les points trace´s et la source de lumie`re en satisfaisant les contraintes
que la source de lumie`re doit eˆtre a` l’inte´rieur de tous les coˆnes et pour les ombres, que
l’obstacle soit entre les points trace´s et la source de lumie`re.
Pour les sources de lumie`re surfaciques, l’utilisateur dessine l’ombre et la pe´nombre
(voir figure 3.1). Pour l’ombre, chaque point de la source doit eˆtre dans tous les coˆnes.
CHAPITRE 3. RENDU INVERSE 28
Figure 3.1 – Exemple de contraintes impose´es a` une source de lumie`re surfacique selon
le dessin d’une ombre et d’une pe´nombre dans le syste`me de Poulin et al. [PRJ97].
Pour la pe´nombre, au moins un point de la lumie`re doit eˆtre dans tous les coˆnes. Quand
l’utilisateur dessine des highlights, un point sur la surface est conside´re´ comme e´tant
dans le highlight si l’e´valuation de la fonction spe´culaire de Phong a` ce point donne une
valeur plus grande qu’un certain seuil. Ensuite, le coefficient de rugosite´ n est diminue´
(ce qui e´largit le coˆne) jusqu’a` ce qu’une intersection soit possible.
L’avantage de ce syste`me par rapport au pre´ce´dent est que son interface est beau-
coup plus intuitive que de manipuler des points. Par contre, les meˆmes restrictions s’ap-
pliquent au niveau des capacite´s du syste`me : exclusivement de l’illumination directe
avec une BRDF selon le mode`le de Phong.
Dans la meˆme veine, Pellacini et al. [PTG02] pre´sentent un syste`me pour modifier
en temps re´el l’apparance d’une ombre de´ja` existante dans une sce`ne, en conside´rant
celle-ci comme un objet a` part entie`re que l’on peut de´placer, agrandir, etc. Apre`s une
ope´ration, la position, l’orientation et l’angle de de´filement (cutoff angle) de l’unique
spot de lumie`re sont corrige´s pour obtenir le re´sultat. Le syste`me permet aussi d’ajouter
des fausses ombres ou des zones de lumie`re, qui sont appele´es dans le contexte de l’article
“biscuits” (cookies). La figure 3.2 pre´sente les ope´rations possibles.
Le syste`me semble eˆtre limite´ a` une seule source de lumie`re, et utilise seulement
l’illumination directe. De plus, l’ajout de ces “biscuits” fait que le re´sultat n’est pas
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Figure 3.2 – Un tableau des ope´rations possibles dans le syste`me de Pellacini et
al. [PTG02]. Source [PTG02].
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(a) (b)
(c) (d)
Figure 3.3 – Un exemple d’une se´ance de travail dans le syste`me de´crit de Pellacini et
al. [PBMF07]. (a) L’utilisateur peinture de la lumie`re sur la sce`ne pour donner l’atmo-
sphe`re ge´ne´rale de la sce`ne, et (b) le re´sultat de l’optimisation est affiche´. (c) L’artiste
peinture d’autres de´tails, et (d) le syste`me optimise d’autres sources de lumie`re pour
s’approcher du re´sultat de´sire´. Source [PBMF07].
ne´cessairement physiquement re´aliste.
Le dernier syste`me de positionnement de sources pre´sente´ ici (dans le contexte d’il-
lumination directe) est celui de Pellacini et al. [PBMF07]. Ils introduisent un syste`me
fait sur mesure pour l’industrie du film. Pour une image d’une sce`ne tridimensionnelle
donne´e, l’utilisateur peinture de la couleur, de la lumie`re et des ombres. Ils pre´sentent
une me´thode de travail pour ajouter et modifier ite´rativement des sources de lumie`re.
Un exemple de se´ance de design de sources de lumie`re est pre´sente´ a` la figure 3.3.
Le syste`me utilise une technique similaire a` celle de Schoeneman et al. [SDS+93],
c’est-a`-dire que le syste`me tente d’optimiser la fonction objectif suivante
ǫ =
(∑
i
Ii · ||Ti −Ri||2
)
/
(∑
i
Ii
)
(3.7)
ou` I est une carte d’importance (ou` l’utilisateur peinture dans l’image), Ti est l’intensite´
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Figure 3.4 – Un exemple de manipulation possible dans le syste`me de Okabe et
al. [OMSI07]. (a) L’utilisateur peinture la couleur diffuse de´sire´e directement sur l’objet
(un mode`le de lapin avec une BRDF blanche spe´culaire). (b) La sce`ne est rendue en
utilisant la carte d’environnement estime´e. L’utilisateur ajoute un highlight bleu sur
l’objet. (c) Tous les effets lumineux de´sire´s sont satisfaits en faisant le rendu du lapin
avec la carte d’environnement estime´e, montre´e en (d). Source [OMSI07].
du pixel i dans l’image de´sire´e et Ri est l’intensite´ du pixel i apre`s le rendu. Le syste`me
essaie ainsi d’optimiser les parame`tres des sources de lumie`re (position, orientation,
angle de de´filement, etc.) afin de minimiser ǫ. Il s’agit d’un proble`me non-line´aire avec
beaucoup de variables, qui peut eˆtre instable, ou tre`s difficile et couˆteux a` optimiser.
Le syste`me a l’avantage de conside´rer le moteur de rendu comme une boˆıte noire
(et donc de permettre n’importe quel moteur), mais utiliser un moteur avec illumina-
tion globale complexifirait e´norme´ment l’optimisation qui n’est de´ja` pas e´vidente. De
plus, la came´ra est fixe, donc la solution trouve´e peut ne pas convenir pour les images
subse´quentes dans un film, ou pour l’utilisation dans un logiciel d’architecture.
Okabe et al. [OMSI07] pre´sentent un syste`me ou` l’on peinture l’apparence de´sire´e
sur un objet illumine´ par une carte d’environnement (voir figure 3.4). Le pinceau dans ce
cas-ci assigne aux sommets de la ge´ome´trie des couleurs, qui repre´senteront par la suite
des contraintes. Apre`s un coup de pinceau, le syste`me effectue une optimisation pour
retrouver la carte d’environnement qui satisfera le mieux possible ces contraintes. Pour
re´soudre le proble`me dans un temps raisonnable, ils utilisent une forme de PRT (sec-
tion 2.2) avec SRBFs (section 2.4.3) pour repre´senter la carte d’environnement et des
BRDFs arbitraires. Plusieurs autres fonctionnalite´s sont imple´mente´es, comme par ex-
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emple la possibilite´ de glisser sur la surface de l’objet les coups de pinceau pre´ce´demment
applique´s, de pivoter la carte d’environnement pour de´placer les ombres, et le support
pour la gamme dynamique e´tendue (high dynamic range ou HDR).
Ce syste`me comporte aussi des limitations. D’abord, il s’agit d’un syste`me ou` un seul
objet est affecte´ par une carte d’environnement. Donc, c’est un bon syste`me dans un
contexte ou`, par exemple, l’on veut inse´rer un objet artificiel dans une photo existante.
Mais, si on veut modifier une sce`ne 3D en ge´ne´ral, alors ce syste`me est peu ade´quat.
Leur syste`me par optimisation est une fac¸on e´le´gante d’obtenir des re´sultats exacts,
si c’est vraiment ce que l’on recherche. On pre´fe`rera dans le contexte de ce me´moire
l’approche additive pour ajouter de la lumie`re, ce qui s’apparente plus a` l’approche d’un
peintre (chapitre 4). Outre la divergence “philosophique” de l’approche, l’optimisation
de la carte d’environnement peut causer des proble`mes : comme elle essaye a` tout prix
d’obtenir la couleur a` un certain sommet, elle pourra, pour y arriver, affecter des couleurs
totalement contre-intuitives a` l’environnement. Ainsi pour le point de vue au moment
du coup de pinceau, le re´sultat sera correct, mais que de`s que l’utilisateur visualisera
l’objet sous un autre angle, il pourrait eˆtre e´claire´ d’une manie`re tout a` fait autre a` ce
que l’utilisateur s’attendrait.
Dans le contexte de l’illumination globale, une des premie`res approches pour re´soudre
le proble`me inverse d’illumination incidente a e´te´ de´crite par Shoeneman et al. [SDS+93].
Leur syste`me permet de peinturer des couleurs directement sur les surfaces pour trou-
ver les couleurs et les intensite´s des sources de lumie`re de´ja` existantes. Pour re´soudre le
proble`me, ils introduisent la formulation mathe´matique suivante. Supposons {Φ1, . . . ,Φn}
l’ensemble des fonctions des contributions distinctes pour n sources de lumie`re dans
l’environnement. Ces fonctions peuvent eˆtre calcule´es par n’importe quel algorithme
d’illumination globale qui approxime l’e´quation 3.1. Alors, on peut de´crire l’illumina-
tion de la sce`ne comme une simple combinaison line´aire de la forme Ψ =
∑n
i uiΦ
i, ou`
ui est le poids non-ne´gatif de la source i de lumie`re sur l’environnement. Si on suppose
une relation line´aire Ξ entre les valeurs d’intensite´s αj dans la sce`ne ou sur l’e´cran, alors
on peut formuler le calcul d’illumination comme suit
αj = Ξ(Ψ) =
n∑
i=1
uiΞ(Φ
i). (3.8)
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Avec une telle formulation, le proble`me inverse peut se traduire en une minimisation
des moindres carre´s min (βj − αj)2 entre les valeurs de´sire´es (peinture´es) βj et les valeurs
obtenues αj . Dans le contexte de cet article, la solution est trouve´e en utilisant une
version modifie´e de Gauss-Seidel. Aussi, pour assurer un temps interactif en 1993, ils
utilisent la me´thode de la radiosite´, dont le re´sultat est inde´pendant du point de vue,
ce qui permet d’obtenir des fonctions Φi constantes. Ceci implique que toute re´flexion
spe´culaire est absente.
Costa et al. [CSF99] ont imple´mente´ une technique automatique qui cherche le
meilleur emplacement et les intensite´s pour des sources de lumie`re. Dans une e´tape
de pre´traitement, les exigences de l’utilisateur (appele´es les inverse luminaries ou ILs)
sont conside´re´es comme des sources d’intensite´ unitaire, qui se propagent dans l’envi-
ronnement. Ceci permet d’utiliser n’importe quel syste`me de simulation d’illumination
globale pour calculer la distribution d’importance des ILs sur un ensemble de surfaces.
Ensuite, une fonction fournie par l’utilisateur au moyen de scripts de´termine les buts
fixe´s et les contraintes de l’illumination, ainsi que les contraintes ge´ome´triques qui pour-
raient eˆtre souhaitables en termes de restrictions sur l’emplacement des sources. Cette
fonction est en re´alite´ une fonction de couˆt que le syste`me d’optimisation doit minimiser.
A` partir de cette fonction, une e´tape de validation essaie de trouver les incompati-
bilite´s entre les buts fixe´s et les sources de lumie`re de´ja` place´es, suivie d’une e´tape de
calcul qui essaie de trouver l’emplacement et l’orientation des sources de lumie`re. La
minimisation de la fonction est effectue´e par l’algorithme du recuit simule´.
Quoique l’approche soit prometteuse, l’utilisation de scripts pour de´finir les con-
traintes n’est pas ne´cessairement tre`s intuitive, contrairement a` un syste`me qui permet
de peinturer directement de la lumie`re sur les surfaces. Le choix du recuit simule´ comme
algorithme de minimisation est aussi discutable, car il ne s’agit pas de l’algorithme le
plus rapide qui soit.
Dans un contexte un peu diffe´rent ou` l’illumination incidente et la re´flectance sont
inconnues, Kawai et al. [KPC93] proposent un syste`me pour re´soudre ce proble`me com-
bine´. Ils utilisent la radiosite´ pour minimiser l’e´nergie globale de la sce`ne au lieu de
minimiser les moindres carre´s entre les valeurs de´sire´es et courantes. L’e´nergie de la
sce`ne correspond a` la somme ponde´re´e de l’e´mission des sources et de la re´flexion des
e´le´ments de surface en ajoutant des termes physiques et des termes base´s sur la per-
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ception humaine. Les termes physiques comprennent les e´missions, la distribution et la
directionalite´ des sources de lumie`re et les re´flectances des e´le´ments de surface, tandis
que les termes de perception humaine comprennent des quantite´s subjectives comme la
clarte´, la chaleur, etc. Tous ces termes sont conside´re´s dans la fonction de minimisation
comme des contraintes. Le syste`me utilise la technique de Broyden-Fletcher-Goldfarb-
Shanno (BFGS) d’optimisation non-line´aire pour re´soudre le proble`me.
Leur syste`me ne permet donc pas de “peinturer” de la lumie`re dans la sce`ne, ce
qui est ce qu’on essaie d’accomplir dans ce me´moire. Il s’agit vraiment ici de changer
globalement l’atmosphe`re ge´ne´rale de la sce`ne en utilisant potentiellement un grand
nombre de contraintes qui permettent d’obtenir des buts, comme par exemple “je veux
que la pie`ce soit plus invitante”. Leur syste`me utilise aussi la radiosite´ comme technique
de rendu, ce qui e´limine toute possibilite´ de re´flexions spe´culaires.
3.3.2 Design de BRDF
Quoique le proble`me de design de BRDFs n’est pas le proble`me vise´ par notre
syste`me, il reste que ce proble`me permet de modifier par rendu inverse l’apparence des
objets dans une sce`ne, ce qui rejoint en partie ce que nous voulons accomplir. Nous
pre´sentons ici quelques travaux importants sur le sujet.
Ben-Artzi et al. [BAOR06] proposent un syste`me pour modifier les parame`tres des
BRDFs (p. ex. la rugosite´ pour la BRDF de Phong, l’indice de re´fraction, le coefficient
d’extinction et la distribution moyenne des pentes pour la BRDF de Cook-Torrance) et
de voir le re´sultat en temps re´el.
Ils de´terminent premie`rement tout ce qui est statique dans les calculs de la sce`ne
pour factoriser ce qui sera modifiable par l’utilisateur. En partant de l’e´quation de la
re´flexion de la lumie`re
R(x, ωo) =
∫
Ω
L(x, ωi)V (x, ωi)ρ(ωi, ωo)S(ωi, ωo)dωi (3.9)
ou` L est la lumie`re incidente, V la visibilite´ binaire, ρ la BRDF et S le terme du cosinus
tel que max(ωi · ωo, 0). En fixant les parame`tres de la came´ra et en faisant l’hypothe`se
que n’importe quelle BRDF peut eˆtre exprime´e sous forme d’une combinaison line´aire
de bases
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Figure 3.5 – L’interface du syste`me BRDF-shop [CPK06] ou` l’on voit le canvas
sphe´rique pour apporter les modifications sur la BRDF, et a` gauche la feneˆtre avec
l’objet complexe pour appre´cier les modifications. Source [CPK06].
ρ(ωi, ωo) =
J∑
j=1
cjbj(ωi, ωo) (3.10)
on peut, en pre´calculant la fonction de transport, arriver a` une formulation de la re´flexion
qui est un simple produit scalaire (comme dans le cas de la technique de PRT)
R(x, ωo(x)) =
∑
j
cjTj(x) = c ·T(x) (3.11)
ou` Tj(x) sont les coefficients de la lumie`re re´fle´chie en chaque point, en ne conside´rant
pas la BRDF. Cette quantite´ est pre´calcule´e et projete´e dans la meˆme base que la
BRDF. La diffe´rence avec le PRT, c’est la BRDF qui peut eˆtre modifie´e, et non pas
l’illumination incidente. Dans l’article, les ondelettes sont utilise´es comme bases.
Les limitations majeures de la technique sont que la came´ra est fixe, et que les
parame`tres doivent eˆtre modifie´s manuellement pour obtenir le re´sultat voulu.
Un syste`me un peu diffe´rent des autres dans le contexte du rendu inverse pour le
design de BRDF est celui de Colbert et al. [CPK06]. Un canvas sphe´rique est pre´sente´
afin de modifier la BRDF directement, et il permet de visualiser en meˆme temps un
objet complexe pour en appre´cier les modifications. Ici, on ne peinture pas directement
sur l’objet pour accomplir des re´sultats spe´cifiques (figure 3.5).
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Le mode`le de BRDF utilise´ est une extension du mode`le de Ward [Lar92]. Le mode`le
de Ward est
F (ωi, ωo) =
1
4παxαy
√
cos θi cos θo
exp

−2
(
hˆ·xˆ
αx
)2
+
(
hˆ·yˆ
αy
)2
1 + hˆ · nˆ

 , (3.12)
ou` :
– ωi et ωo sont respectivement les directions incidente et sortante normalise´es ;
– xˆ et yˆ sont les directions principales de l’anisotropie ;
– θi et θo sont les angles que font ωi et ωo avec nˆ ;
– αx et αy sont les variances de la pente de la surface en directions de xˆ et yˆ ;
– nˆ est la normale a` la surface ;
– hˆ est le vecteur bissecteur tel que hˆ = (ωi + ωo)/||ωi + ωo||.
Pour eˆtre capable de dessiner des highlights n’importe ou` sur la sphe`re et de placer
plusieurs lobes spe´culaires, une extension est faite, donnant le mode`le suivant
f(ωi, ωo) =
ρd
π
+
# lobes∑
k=1
ρsk · Fk(ωi, Rkωo), (3.13)
ou` le parame`tre ρd repre´sente l’albe´do diffus pour le mate´riel et ρsk est l’albe´do spe´culaire
pour le k-e`me lobe. Fk est le mode`le de Ward pour le k-e`me lobe. La matrice de trans-
formation Rk permet de placer arbitrairement le k-e`me lobe sur la sphe`re.
Ils ont imple´mente´ plusieurs types de pinceaux : un pour cre´er un nouvel high-
light, un pour modifier la rugosite´ d’un highlight, un pour e´tirer un highlight (changer
l’anisotropie) et un dernier pour ajuster la distribution de l’e´nergie entre les diffe´rents
lobes. Ces pinceaux modifient les diffe´rents parame`tres du mode`le e´tendu.
La technique de Pacanowski et al. [PGSP08] pre´sente une interface ou` l’utilisateur
peut dessiner des highlights arbitraires. Dans ce contexte, le highlight est conside´re´
comme un objet artificiel projete´ sur l’objet. Lors du de´placement de la came´ra, le high-
light est distortionne´ pour qu’il se comporte similairement a` un ve´ritable highlight. Ici,
la BRDF et l’illumination de la sce`ne n’influencent aucunement le highlight. L’interface
du syste`me est pre´sente´e a` la figure 3.6(a).
Comme illustre´ a` la figure 3.6(b), l’approche est base´e sur la modification directe
du highlight, qui est projete´ sur un plan perpendiculaire a` la direction re´fle´chie R de
la lumie`re. Sur ce plan, l’artiste change la forme et le gradient de couleur avec des
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(a) (b)
Figure 3.6 – (a) L’interface du syste`me de Pacanowski et al. [PGSP08] pour dessiner
des highlights tre`s pre´cis sur un objet. (b) La repre´sentation d’un highlight sous le meˆme
syste`me. Le highlight est de´fini sur un plan perpendiculaire de la direction re´fle´chie R
de la lumie`re. Source [PGSP08].
outils 2D. Par conse´quent, le highlight est de´fini pour une certaine direction de L, ici
appele´e frame de re´fe´rence. Une se´ance de travail habituelle modifie donc la forme du
highlight et ses couleurs, pour ensuite visualiser le re´sultat pour diffe´rentes directions de
L. Le syste`me re´plique par de´faut le highlight pour chaque frame de re´fe´rence, mais un
utilisateur peut modifier le highlight pour certains frames de re´fe´rence. Alors le syste`me
interpolera le highlight entre les diffe´rents frames.
Pour interpoler le highlight, une repre´sentation par champ de distance de´finie par
une courbe est utilise´e pour la forme, et une texture pour les couleurs et les intensite´s.
La technique ne peut pas tout a` fait eˆtre conside´re´e comme une solution du rendu
inverse, car ici le re´sultat n’est pas ne´cessairement physiquement re´aliste ; ainsi on ne
retrouve pas les e´le´ments manquants de l’e´quation de l’illumination 3.1. Par contre, elle
permet d’ajouter des de´tails tre`s pre´cis, ce qui dans un contexte physiquement re´aliste,
serait a` peu pre`s impossible de faire.
Chapitre 4
Paradigme de peinture
Le paradigme de peinture est un peu le coˆte´ “philosophique” derrie`re un trait de
pinceau applique´ par l’utilisateur. C’est-a`-dire, qu’est-ce que signifie un trait de pinceau
sur un objet ? E´tant donne´ qu’il y a une multitude d’interpre´tations pour une multitude
de contextes diffe´rents, nous avons de´cide´ de diviser le proble`me en plusieurs strate´gies,
qui sont chacune orthogonales entre elles. Donc, l’utilisateur peut choisir, a` sa guise,
comment les modifications apporte´es a` la sce`ne doivent eˆtre mene´es. Au risque d’ajouter
une certaine lourdeur dans l’utilisation de notre prototype, ce choix permet d’investiguer
des taˆches mieux cible´es, espe´rant avec l’expe´rience de pouvoir de´gager des grandes
lignes d’interfaces intuitives.
Mais tout d’abord, de´finissons ce que nous essayons d’accomplir. Nous supposons
premie`rement les faits suivants :
1. La sce`ne est entie`rement mode´lise´e : la disposition, la ge´ome´trie et la re´flectance
(p. ex. la BRDF, les textures, etc.) des objets sont connues.
2. La position, la forme, la couleur et l’intensite´ d’e´mission des sources de lumie`re
sont connues.
3. N’importe quels phe´nome`nes lumineux (p. ex. re´flexion, re´fraction, illumination
globale, etc.) peuvent se produire dans la sce`ne. Cependant, la diffusion de lumie`re
a` l’inte´rieur des mate´riaux (subsurface scattering) n’est pas ge´re´e dans notre
imple´mentation.
4. La navigation dans la sce`ne doit se faire librement.
5. L’utilisation du syste`me doit se faire au moins en temps interactif.
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E´tant donne´es ces contraintes fortes impose´es au syste`me, nous avons de´cide´ de
re´duire le proble`me inverse ge´ne´ral, ou` tout peut eˆtre modifie´, a` un proble`me de se´lection
et de manipulation de l’intensite´ des sources de lumie`re de´ja` existantes. Malgre´ cette
forte re´duction, le proble`me reste inte´ressant tant au point de vue the´orique que pra-
tique, ou` un tel outil devrait grandement aider les “designers” d’e´clairage de sce`nes
synthe´tiques.
Avant de pre´senter la division du proble`me, nous de´crirons les deux mode`les de base
qui ont e´te´ conside´re´s dans l’imple´mentation de nos syste`mes.
4.1 Mode`les
Nous distinguons deux mode`les de modifications des sources de lumie`re dans notre
paradigme de peinture.
Mode`le exact. Le mode`le exact, comme son nom l’indique, cherche a` retrouver ex-
actement la couleur peinture´e sur la surface de l’objet. Les coups de pinceau sur l’ob-
jet se traduisent alors comme des contraintes sur la couleur peinture´e sur ces zones.
Habituellement, ce mode`le est accompagne´ d’un syste`me d’optimisation qui cherche les
valeurs des parame`tres des sources de lumie`re qui, apre`s application de la formule de
la re´flexion, permettent d’obtenir une image finale ou` les zones contraintes seront aux
couleurs peinture´es. Un bon exemple d’un tel syste`me est celui de Okabe et al. [OMSI07]
ou` l’optimisation des coefficients de SRBFs d’une carte d’environnement e´clairant l’ob-
jet repose sur une minimisation des moindres carre´s entre le re´sultat de la re´flexion
des sommets et la couleur de´sire´e. Le mode`le est tout indique´ si l’on de´sire obtenir des
couleurs exactes (ou a` un delta pre`s) a` certains endroits.
Mode`le additif. Le mode`le additif ajoute ou enle`ve progressivement de la couleur a`
chaque coup de pinceau. On peut interpre´ter ce mode`le comme faire de la peinture avec
de l’encre semi-transparente ou de l’aquarelle : la superposition de plusieurs couches
nous approche de la couleur de´sire´e. Contrairement au mode`le exact, la peinture des
sommets d’un objet n’est pas vue comme une contrainte forte sur la couleur de celui-ci,
et donc l’optimisation des parame`tres des sources de lumie`re n’est pas ne´cessaire.
Le mode`le exact est pre´fe´rable si l’on veut un re´sultat pre´cis. Mais est-ce que l’on
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de´sire vraiment qu’un sommet particulier soit d’une couleur pre´cise quand vient le temps
de retoucher la distribution de la lumie`re de la sce`ne ? Surtout que la re´flectance autre
que diffuse fera changer cette couleur si la came´ra change de position. Le plus important
est, a` notre avis, le contraste entre les zones ombrage´es et e´claire´es, la luminance ge´ne´rale
de la sce`ne, etc. Ce sont ces facteurs qui donnent une atmosphe`re particulie`re a` une
sce`ne. Donc si l’on de´sire, par exemple, e´clairer davantage un endroit sur un objet, le
mode`le exact n’est pas aussi approprie´ dans ce cas.
C’est le mode`le additif qui a e´te´ choisi dans nos deux syste`mes. Donc quand l’usager
peinture des sommets pour augmenter ou diminuer l’e´clairage, nous se´lectionnons les
sources de lumie`re selon une des strate´gies de´crites ci-dessous a` la section 4.3, sans
vraiment se soucier des autres coups de pinceau. Bien suˆr, cette fac¸on de penser peut eˆtre
contre-productive, car on peut “de´faire” le travail re´alise´ sur une partie de l’objet par un
coup de pinceau fait ailleurs sur celui-ci. On contrevient a` ce proble`me en introduisant
un pinceau de contrainte de´crit a` la section 4.2.
4.2 Pinceaux
Nous avons imple´mente´ trois types de pinceaux dans nos deux syste`mes :
Pinceau positif. Ce pinceau augmente l’e´clairage sur les sommets ou` il est ap-
plique´. L’augmentation de l’e´clairage est faite en choisissant la/les sources selon
la strate´gie de se´lection (section 4.3) et en les modifiant selon la strate´gie de
modification des sources de lumie`re choisie (section 4.4).
Pinceau ne´gatif. Ce pinceau diminue l’e´clairage sur les sommets ou` il est applique´.
Les sources choisies et la fac¸on de les modifier sont les meˆmes que pour le pinceau
positif.
Pinceau de contrainte. Ce pinceau permet de marquer des sommets comme e´tant
non modifiables. C’est-a`-dire que l’on restreint la modification des sources de
lumie`re afin de minimiser les changements sur les sommets marque´s de ce pinceau.
4.3 Strate´gie de se´lection
Les strate´gies de se´lection de´terminent, pour un coup de pinceau, quelles sont les
sources de lumie`re sujettes a` modification. Les strate´gies utilisent l’importance absolue
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d’un coup de pinceau (section 5.2.2), qui est en fait la quantite´ de lumie`re rec¸ue de
chaque source, filtre´e par la BRDF pour le point de vue actuel. Si des contraintes sur
des sommets ont e´te´ impose´es par l’utilisation du pinceau de contrainte, alors c’est
la strate´gie de se´lection qui doit ge´rer ces contraintes en pe´nalisant les sources qui
influencent ces sommets. Les de´tails sur l’imple´mentation du pinceau de contrainte sont
de´crits pour chaque syste`me aux sections 5.2.3 et 6.2.
Les strate´gies de se´lection sont les suivantes :
La plus importante. Cette strate´gie ne conside`re que la source qui influence le
plus les sommets peinture´s.
Histogramme. Cette strate´gie ordonne d’abord les sources en ordre de´croissant
selon leur importance absolue et se´lectionne progressivement, dans l’ordre, des
sources jusqu’a` ce qu’un certain pourcentage de la quantite´ totale de lumie`re
rec¸ue par les sommets peinture´s soit atteint.
Roulette russe. Cette strate´gie commence de la meˆme fac¸on que l’histogramme :
elle construit la liste des sources en ordre de´croissant d’importance relative. En-
suite, elle choisit ale´atoirement une source, selon la meˆme probabilite´ que son
importance relative.
4.4 Modification de l’intensite´
Les strate´gies de modification des sources de lumie`re de´terminent le facteur d’aug-
mentation (ou de diminution) de l’intensite´ lumineuse. Pour simplifier l’e´criture, nous
parlons seulement d’augmentation dans les descriptions : on applique une diminution
dans le cas du pinceau ne´gatif.
Les types de modifications sont les suivantes :
Constant. On ajoute une certaine valeur constante a` l’intensite´ des sources.
Double. On double l’intensite´ des sources.
Direct. On calcule l’intensite´ des sources pour que la moyenne de la couleur des
sommets soit la meˆme que la couleur du pinceau. Ceci correspond a` une imple´mentation
approximative du mode`le exact. Cette strate´gie est utilise´e pour converger plus
rapidement a` un certain re´sultat.
Fraction de direct. On calcule l’intensite´ comme pour la strate´gie pre´ce´dente,
mais on applique seulement une certaine fraction de l’intensite´ aux sources de
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lumie`re. Cette strate´gie est utilise´e pour s’approcher progressivement et rapide-
ment a` un certain re´sultat.
Chapitre 5
Syste`me avec cartes
d’environnement
Nous rappellons que le but du syste`me est de fournir des outils qui permettent de
peinturer sur des objets des intentions d’e´clairage et d’identifier les sources de lumie`re
qui contribuent le plus aux changements demande´s. Nous modifions ensuite l’intensite´
de ces sources pour essayer d’obtenir l’effet de´sire´. Donc ici nous supposons que l’artiste
ayant mode´lise´ la sce`ne est satisfait par sa ge´ome´trie, ses re´flectances et l’emplacement
des sources de lumie`re, et qu’il de´sire maintenant modifier les intensite´s des sources pour
obtenir une atmosphe`re de´sire´e. On verra a` la section 8.5.3 qu’on peut aussi utiliser le
syste`me pour positionner des sources. Les autres fonctionnalite´s de´sire´es dans le syste`me
sont la possibilite´ de de´placer librement la came´ra, d’obtenir des re´sultats au moins en
temps interactif et d’inclure les interre´flexions dans la sce`ne (l’illumination globale). Il
serait bien aussi que le pre´calcul ne´cessaire pour une sce`ne ne soit pas trop couˆteux ni
en temps ni en me´moire. Donc, en combinant toutes ces contraintes, il y a bien suˆr des
compromis a` faire, et il faut utiliser des repre´sentations qui permettent de compresser
les donne´es et d’acce´le´rer les calculs.
E´tant donne´ que le PRT (voir section 2.2) permet de visualiser un objet complexe
sous illumination distante en temps re´el, incluant le traitement des ombres, c’est ce
dont notre premier syste`me s’inspire. Par contre, nous sommes dans un contexte d’une
sce`ne arbitrairement complexe ou` l’hypothe`se de l’illumination distante peut eˆtre sou-
vent invalide. Donc, le syste`me utilise la carte d’environnement comme repre´sentation
interme´diaire pour capturer la lumie`re incidente provenant des sources et de l’illumina-
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Figure 5.1 – Aperc¸u de la repre´sentation utilise´e pour encoder l’illumination inci-
dente d’une sce`ne arbitrairement complexe. Les sources de lumie`re surfaciques a) et
b) e´mettent des photons (petits cercles de couleur). La carte d’environnement c) au-
tour de l’objet (le ballon) stocke, pour chaque e´le´ment discret de la carte, la lumie`re
incidente de la sce`ne pour cette direction. Pour les interre´flexions sur les surfaces de la
sce`ne, par exemple pour d), on utilise le lancer de photons pour obtenir la quantite´ de
lumie`re re´fle´chie pour chaque source. Lorsque le rayon partant de la carte d’environ-
nement arrive directement sur une source de lumie`re, comme en e), alors nous prenons
la contribution directe.
CHAPITRE 5. SYSTE`ME AVEC CARTES D’ENVIRONNEMENT 45
tion globale vers un objet donne´, en supposant que cette lumie`re provienne de l’infini.
Bien suˆr, ceci reste une approximation, mais il a e´te´ de´montre´ (far-field illumination) que
si la distance entre l’objet et les sources de lumie`re est environ cinq fois plus grande que
la taille de l’objet, alors cette approximation est suffisamment satisfaisante. Un aperc¸u
de cette repre´sentation est illustre´ a` la figure 5.1. Cette repre´sentation pose cependant
quelques contraintes sur le type d’objets qui fonctionnent bien avec ce syste`me : l’objet
doit eˆtre relativement compact comparativement a` la sce`ne. Par exemple, le syste`me
fonctionne bien pour un personnage, une chaise ou un bibelot, mais fonctionne moins
bien pour un mur ou un plancher. C’est pourquoi nous limitons la modification par
la peinture sur certains de ces objets de la sce`ne. Aussi, dans ce syste`me, on ne con-
side`re que l’auto-occultation, et non pas l’auto-re´flexion. Donc plus l’objet est concave
et spe´culaire, plus le re´sultat pourra diverger de l’intention peinture´e.
5.1 Aperc¸u de la technique
La technique comprend deux aspects importants : la visualisation et la peinture sur
les objets. La cle´ de la technique est l’utilisation d’une carte d’environnement et d’une
carte d’importance des sources de lumie`re. La carte d’environnement encode la lumie`re
incidente totale pour chaque direction e´chantillonne´e autour de l’objet. Elle sera utilise´e
pour calculer les couleurs aux sommets de l’objet peinture´. La carte d’importance des
sources de lumie`re donne, e´galement pour chaque direction autour de l’objet, la fraction
de l’intensite´ lumineuse de chaque source de lumie`re qui arrive de cette direction. Il est
possible de construire cette carte, car on suppose que les sources de lumie`re sont de´ja` a`
leurs positions finales.
Pour l’affichage, la carte d’environnement est mise a` jour, si besoin est, a` partir
de la carte d’importance des sources de lumie`re, exprime´e en ondelettes pour calculer
la couleur de chaque sommet de l’objet. Pour pouvoir utiliser les ondelettes comme
repre´sentation, il faut eˆtre capable d’effectuer une rotation des ondelettes pour que les
re´fe´rentiels de la carte d’environnement, de la BRDF et de la carte de visibilite´ pour
chaque sommet soient aligne´s (voir section 5.2.1).
Lors d’un coup de pinceau sur des sommets de l’objet afin de modifier l’intensite´
d’une ou plusieurs sources de lumie`re, on doit identifier les sources a` modifier selon la
strate´gie choisie (voir section 4.3). La carte d’importance des sources de lumie`re est
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alors utilise´e pour extraire cette information. La repre´sentation exacte de cette carte est
de´finie a` la section 5.2.2.
5.2 Repre´sentations
Pour repre´senter la BRDF, la carte d’environnement et la carte de visibilite´ de
fac¸on compacte, et permettre d’utiliser la carte vide´o pour faire certains calculs rapide-
ment, nous utilisons la repre´sentation en ondelettes (voir section 2.4.2). Il y a cependant
quelques proble`mes avec la repre´sentation en ondelettes, le plus important e´tant qu’il
n’y a aucune fac¸on analytique efficace d’effectuer la rotation des ondelettes pour aligner
la BRDF, la carte d’environnement et la carte de visibilite´, pour ensuite pouvoir calculer
le triple produit scalaire pour obtenir la couleur re´fle´chie en un sommet [NRH04]. C’est
pourquoi on utilise la me´thode pre´sente´e par Wang et al. [WNLH06], qui permet de
faire la rotation des ondelettes, et qu’on pre´sente ici.
5.2.1 Rotation des ondelettes
Dans cette section, nous de´rivons la formule pour effectuer la rotation d’une base
ge´ne´rale pour une fonction de´finie sur la sphe`re. Ceci aboutit a` une matrice de transfor-
mation pour chaque re´fe´rentiel local. Dans le cas des ondelettes, la matrice re´sultante est
tre`s creuse. Ici, on suppose que la lumie`re est distante et qu’on ignore les interre´flexions.
On commence par l’e´quation de la re´flexion a` un point de normale n dans la direction
ωo dans le cas de l’illumination distante :
Lr(n, ωo) =
∫
Ω(n)
L˜(n, ω)fr(ω, ωo)V (ω)(ω · ny)dω. (5.1)
Ceci est un rappel de l’e´quation de la re´flexion de la lumie`re Lr, pour un re´fe´rentiel
local comme l’inte´grale sur l’he´misphe`re Ω de toute la lumie`re incidente. Ici la normale n
est exprime´e dans le syste`me de coordonne´es de l’objet, et la direction incidente ω et la
direction de vue ωo sont toutes deux exprime´es dans le re´fe´rentiel local. L˜ est la lumie`re
incidente apre`s la rotation dans le re´fe´rentiel local ; fr est la BRDF de la surface ; V (ω)
est la fonction binaire de visibilite´ pour la direction incidente ω ; et ω · ny est le terme
du cosinus (ou` ny correspond a` la normale n dans le re´fe´rentiel local).
Habituellement, le terme du cosinus est incorpore´ dans la de´finition de la BRDF,
ce qui rend l’e´quation 5.1 essentiellement l’inte´grale triple entre la lumie`re incidente,
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la BRDF et la fonction de visibilite´. Si on connaˆıt la lumie`re incidente locale L˜ et
la direction de vue ωo, on peut utiliser des approximations avec des bases comme les
harmoniques sphe´riques ou les ondelettes pour repre´senter L˜, fr et V comme des vecteurs
de coefficients L˜, Fr et V (voir chapitre 2). L’inte´grale devient alors un simple produit
scalaire de trois vecteurs : Lr = Fr · L˜ ·V.
La lumie`re incidente L˜(n, ω) dans le re´fe´rentiel local est relie´e a` la lumie`re incidente
globale L par une rotation :
L˜(n, ω) = L(R(n) · ω). (5.2)
Ici, R(n) = [s,n, t] est simplement une matrice 3×3 qui transforme des coordonne´es
locales vers des coordonne´es globales, ou` n est la normale et s et t sont des vecteurs
tangents du re´fe´rentiel local et perpendiculaires entre eux. Puisque habituellement les
objets tridimensionnels n’ont pas de vecteurs tangents de´finis, nous utilisons une recette
simple (voir appendice A.1) pour les ge´ne´rer a` partir de n, ce qui veut dire que chaque
re´fe´rentiel local est identifie´ et indexe´ uniquement par n. Pour la simplification de la
description de la technique, nous fixons a` partir d’ici un re´fe´rentiel local, de´fini par n
et la direction de vue ωo. Dans ce cas, on peut e´crire la rotation R(n) comme R et la
BRDF fr(ω, ωo) comme fr(ω). Autrement, les vecteurs s et t peuvent eˆtre fournis au
pre´alable avec la de´finition de l’objet lui-meˆme.
Nous projetons d’abord la lumie`re incidente L sur un ensemble de bases orthonor-
males ξi (appele´es la base source) qui est de´fini dans le syste`me de coordonne´es de
l’objet :
L(R · ω) =
∑
i
Liξi(R · ω). (5.3)
Puisque la base ξi(R · ω) est elle-meˆme une fonction sphe´rique, elle peut eˆtre pro-
jete´e a` nouveau sur un ensemble (possiblement diffe´rent) de bases orthonormales ζj(ω)
(appele´es la base cible) qui est de´fini dans les coordonne´es du re´fe´rentiel local :
ξi(R · ω) =
∑
j
Rijζj(ω). (5.4)
Les coefficients Rij forment une matrice appele´e la matrice de transformation de
base. Chaque Rij stocke la projection de la base source ξi vers la base cible ζj sous
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la rotation R. En d’autres mots, cette matrice repre´sente la transformation line´aire des
bases sources vers les bases cibles. En substituant l’e´quation 5.4 dans l’e´quation 5.3 et en
re´arrangant les termes, on exprime la lumie`re incidente sur le re´fe´rentiel local (exprime´e
comme un ensemble de bases cibles) comme :
L(R · ω) =
∑
j
(∑
i
RijLi
)
ζj(ω). (5.5)
Nous projetons e´galement la BRDF et la carte de visibilite´ dans l’ensemble de bases
cibles :
fr(ω) =
∑
k
ρkζk(ω) (5.6)
V (ω) =
∑
k
vkζk(ω). (5.7)
Maintenant que la lumie`re incidente, la BRDF et la carte de visibilite´ sont exprime´es
dans la meˆme base orthonormale, on peut e´crire leur inte´grale dans une forme matricielle
compacte comme
Lr =
∫
L(R · ω)fr(ω)V (ω)dω =
∑
k
ρkvk
(∑
i
RikLi
)
= Fr ·V · (R× L) (5.8)
ou` Fr est le vecteur colonne (ρk) repre´sentant la BRDF dans l’ensemble des bases
cibles ; V est le vecteur colonne (vk) repre´sentant la carte de visibilite´ dans l’ensemble
des bases cibles ; L est le vecteur colonne (Li) repre´sentant la lumie`re incidente globale
dans l’ensemble des bases sources ; et R est la matrice de transformation de base (Rik)
entre les deux bases sous la rotation R. La figure 5.2 illustre la rotation dans l’espace
des ondelettes ainsi que la rotation dans l’espace spatial.
Il est a` noter que la matrice R n’est pas obligatoirement carre´e et qu’il est possible
de transformer un signal entre deux bases totalement arbitraires.
Jusqu’a` maintenant, nous avons pre´sente´ la the´orie derrie`re la rotation de bases. On
doit maintenant l’appliquer aux ondelettes. On utilise les ondelettes de Haar a` cause de
leur simplicite´. Les ondelettes de Haar ne peuvent repre´senter que des signaux line´aires
(1D) ou rectangulaires (2D). Il faut donc utiliser une parame´trisation qui permette
de prendre un signal de´fini sur la sphe`re (pour la lumie`re globale incidente) et sur
l’he´misphe`re (pour la lumie`re locale incidente, la BRDF et la carte de visibilite´ pour
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Figure 5.2 – Sche´ma de la transformation d’un environnement global vers un environ-
nement local (qui implique la rotation d’une sous-section) dans le domaine spatial et le
domaine des ondelettes.
(a) (b)
(c) (d)
Figure 5.3 – (haut) Parame´trisation entre le carre´ et l’he´misphe`re telle que de´crite
dans [SC97]. (bas) Parame´trisation entre le carre´ et la sphe`re selon [CAM08].
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Figure 5.4 – Ce diagramme montre comment une colonne de la matrice de rotation
R est calcule´e. On commence par construire l’ondelette de la source Ψi (Haar dans
cet exemple) dans le domaine spatial. La couleur bleue de´note une valeur positive et la
couleur rouge une valeur ne´gative. L’ondelette est alors e´chantillonne´e dans le re´fe´rentiel
local a` la re´solution de la cible et transforme´e en ondelettes dans un vecteur creux. Ce
vecteur creux devient alors la i-e`me colonne de la matrice R.
chaque sommet). Pour la sphe`re, on utilise la parame´trisation telle que de´crite par
Clarberg et al. [CAM08] qui combine la carte octae´drique [PH03] avec la parame´trisation
de Shirley et Chiu [SC97], ce qui permet d’obtenir un carre´ ou` chaque pixel repre´sente
exactement la meˆme aire une fois projete´ sur la sphe`re et ou` la distorsion est faible. Pour
l’he´misphe`re, on utilise directement la repre´sentation de´crite par Shirley et Chiu [SC97],
qui posse`de les meˆmes proprie´te´s que pour la sphe`re. La figure 5.3 illustre les deux
repre´sentations.
Pour les prochaines explications, la re´solution de la carte de lumie`re incidente source
est N = n2 et la re´solution de la carte de lumie`re incidente cible, de la BRDF et des
cartes de visibilite´ est M = m2. Habituellement, la re´solution choisie pour M est N/4.
Pre´calcul des matrices de rotation. Comme mentionne´ plus haut, il n’existe pas
de fac¸on analytique et efficace d’effectuer la rotation des ondelettes. L’astuce est donc de
pre´calculer nume´riquement des matrices de rotation pour un sous-ensemble de toutes
les normales possibles de´finies sur la sphe`re. La discre´tisation de la sphe`re utilise la
parame´trisation mentionne´e ci-dessus. E´tant donne´ qu’un re´fe´rentiel local est identifie´
et indexe´ selon sa normale n, il sera possible par la suite de choisir la matrice de
rotation qui effectuera le plus pre`s possible l’ope´ration ne´cessaire pour obtenir la carte
d’illumination incidente locale a` partir de la carte globale.
Soit R la matrice de rotation pre´calcule´e pour une certaine orientation n. R est une
matrice M ×N ou` N et M sont le nombre d’ondelettes pour la source et la cible respec-
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(a) (b) (c)
Figure 5.5 – (a) Une tranche 2D de la BRDF shiny metal (les couleurs sont inverse´es).
(b) La carte de visibilite´ du sommet encercle´ en jaune pour (c) le mode`le Suzanne. La
couleur blanche correspond aux endroits ou` l’on voit l’environnement et la couleur noire
aux occultations.
tivement. La i-e`me colonne de R correspond a` la projection de la i-e`me ondelette de la
source vers toutes les ondelettes de la cible pour le re´fe´rentiel local. Nous pre´calculons
une colonne a` la fois. Pour ce faire, il faut construire la i-e`me ondelette dans le do-
maine spatial pour le re´fe´rentiel global (source). Ensuite, nous e´chantillonnons l’image
de l’ondelette source a` partir du re´fe´rentiel local, ce qui donne l’image de l’ondelette
source ξi vue a` partir du re´fe´rentiel local. Nous transformons ensuite l’image obtenue
en ondelettes, et les coefficients donnent directement la i-e`me colonne de la matrice R.
La figure 5.4 illustre le processus.
Pre´calcul des BRDFs. Les BRDFs doivent e´galement eˆtre exprime´es sous forme
d’ondelettes pour que le syste`me fonctionne. Pour ce faire, nous e´chantillonnons la
BRDF dans la direction de vue ωo, qui est un e´le´ment de la discre´tisation de l’espace
de toutes les directions de vue possibles (l’he´misphe`re), en utilisant la parame´trisation
mentionne´e ci-dessus. Pour chaque direction de vue, nous e´chantillonnons la direction
de lumie`re incidente ω en utilisant la meˆme discre´tisation de l’he´misphe`re, avec une
re´solution M . Ceci donne une tranche 2D de la BRDF pour la direction de vue ωo.
On applique ensuite une transformation en ondelettes de Haar sur cette tranche, puis
la compresse en mettant a` ze´ro les coefficients les moins significatifs. La figure 5.5(a)
montre une tranche 2D pour la BRDF shiny metal.
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Pre´calcul de la carte de visibilite´. De fac¸on similaire a` la BRDF, la carte de visi-
bilite´ pour chaque sommet du mode`le ge´ome´trique doit eˆtre pre´calcule´e et transforme´e
en ondelettes. Pour chaque sommet, on e´chantillonne l’he´misphe`re autour du sommet en
utilisant toujours la meˆme parame´trisation, et en effectuant un lancer de rayons pour
de´terminer si la direction incidente ω est obstrue´e. Dans le cas d’une occultation, la
valeur de la carte est ze´ro, autrement la valeur est un. Ensuite, on applique une trans-
formation en ondelettes de Haar sur la carte. On empile ainsi les cartes de visibilite´,
en ordre croissant de l’identifiant des sommets. La figure 5.5(b) montre une carte de
visibilite´ pour un sommet du mode`le Suzanne (figure 5.5(c)).
Le rendu. Le rendu d’un objet sous l’influence d’une carte d’environnement consiste
en deux e´tapes. La premie`re e´tape est effectue´e quand la carte d’environnement change.
On ite`re au travers de toutes les matrices de rotation et effectue le calcul R × L de
l’e´quation 5.8. Cette ope´ration pre´calcule et stocke la lumie`re incidente locale L˜, en
ondelettes, pour chaque normale e´chantillonne´e. La deuxie`me e´tape, effectue´e chaque
fois que le point de vue change, ite`re sur tous les sommets de l’objet et calcule la couleur
du sommet comme e´tant le produit scalaire entre L˜ pour la normale la plus pre`s de celle
du sommet, de la tranche de la BRDF Fr pour le point de vue et de la carte de visibilite´
V du sommet. On trouve la bonne tranche de la BRDF en calculant le vecteur de la
direction de vue dans l’espace objet ωob = pc−ps ou` pc est la position de la came´ra et
ps est la position du sommet, toutes les deux dans l’espace objet. Ensuite on transforme
ωob vers ωo en effectuant une rotation selon la normale du sommet n. On utilise ensuite
ωo comme index pour retrouver la bonne tranche de la BRDF. Finalement, la couleur
au sommet est Lr = Fr ·V · L˜. Une imple´mentation du produit scalaire creux en GPU
a e´te´ faite pour acce´le´rer le traitement et est explique´e a` la section 7.3.
5.2.2 Carte d’importance des sources de lumie`re
La carte d’importance des sources de lumie`re donne, pour chaque direction ωi
e´chantillonne´e autour de l’objet, la fraction de lumie`re e´mise de chaque source qui
arrive vers l’objet dans la direction ωi. Dans le contexte d’une sce`ne ou` l’on conside`re
l’illumination globale, cette quantite´ de lumie`re est l’inte´grale de tous les chemins de
lumie`re possibles partant d’une source et arrivant sur l’objet dans la direction ωi, en
ponde´rant ces chemins par la fraction de lumie`re re´fle´chie sur les surfaces. Pour eˆtre
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capable de calculer cette quantite´, on peut utiliser une technique d’illumination globale,
par exemple le lancer de photons [Jen01] ou le tracer de chemins bidirectionnel [DBB02],
qui permet d’e´chantillonner l’espace des chemins de lumie`re de fac¸on efficace. Une fois
l’espace des chemins de lumie`re e´chantillonne´, la fraction de l’intensite´ que l’on cherche
devient alors une somme ponde´re´e. Soit si la i-e`me source de lumie`re dans la sce`ne, on
a
Lˆωi,si = Psiai,1 + Psiai,2 + . . .+ Psiai,n, (5.9)
ou` Lˆωi,si est la quantite´ de lumie`re totale arrivant sur la carte d’environnement de
l’objet dans la direction ωi a` partir de la source si, Psi est l’intensite´ lumineuse totale
de la source si et ai,c est l’atte´nuation totale de Psi pour un chemin arbitrairement
complexe c arrivant dans la direction ωi sur la carte d’environnement de l’objet. ai,c
peut comprendre, sans s’y limiter, des re´flexions diffuses, spe´culaires et miroirs, des
re´fractions, de l’atte´nuation dans un volume participant, etc.
En factorisant la somme, on obtient
Lˆωi,si = Psi (ai,1 + ai,2 + . . .+ ai,n) . (5.10)
Maintenant, il n’est pas ne´cessaire de conserver le de´tail des facteurs d’atte´nuation
ai,c e´tant donne´ que les seules ope´rations qui sont faites dans le syste`me modifient l’in-
tensite´ des sources de lumie`re. Donc on de´finit Ai =
∑n
c=1 ai,c, qui est l’approximation
du facteur de transfert de la lumie`re provenant de si arrivant sur la carte d’environ-
nement dans la direction incidente ωi. On calcule et conserve donc les Ai pour chaque
source de lumie`re, et ce pour chaque direction.
5.2.3 Contraintes sur les sommets
Le proble`me avec la re´solution du proble`me inverse pour modifier l’illumination sur
des objets est qu’une modification faite peut affecter un autre objet ou une autre partie
du meˆme objet. Nous mettons donc a` la disposition de l’utilisateur un outil qui permet
de pe´naliser les modifications faites a` l’environnement autour de certains sommets. On
applique ces contraintes en peignant sur les sommets dont on veut pre´server l’illumina-
tion. Pour que le sommet conserve sa couleur pour tous les points de vue (surtout dans
le cas ou` la BRDF est spe´culaire), nous contraignons toutes les modifications faites a`
CHAPITRE 5. SYSTE`ME AVEC CARTES D’ENVIRONNEMENT 54
l’environnement dans l’he´misphe`re autour du sommet. Nous imple´mentons cette fonc-
tionnalite´ en pe´nalisant les sources de lumie`re lors de la se´lection quand un coup de
pinceau est applique´.
Les contraintes sont imple´mente´es comme une pe´nalisation de la modification des
sources de lumie`re qui affectent les environnements autour des sommets contraints.
Nous avons observe´ que si peu de sommets sont contraints, plus ces contraintes sont
importantes.
E´tant donne´ que l’on connaˆıt d’avance les sources, on peut calculer globalement un
coefficient de pe´nalite´ pour chaque source. Ce coefficient est calcule´ selon la formule
suivante :
Csi =
1
T
T∑
j=1
(
1−
ScOj
SOj
) ScOj∑
k=1
Aki , (5.11)
ou` T est le nombre d’objets modifiables dans la sce`ne, SOj est le nombre de sommets
pour l’objet Oj , S
c
Oj
est le nombre de sommets contraints pour l’objet et Aki est la
fraction totale de l’intensite´ lumineuse de la source i arrivant sur le sommet contraint
k. Donc, si peu de sommets sur un objet sont contraints, alors leurs importances sont
plus grandes, ce qui se traduit par une pe´nalite´ plus substantielle.
De toutes les informations qu’on conserve dans le syste`me, Aki n’en est pas une.
Donc pour obtenir cette information, on e´chantillonne Ai par rapport a` l’he´misphe`re
autour du sommet k, en sommant toutes les valeurs re´cupe´re´es.
5.3 Calculs
5.3.1 Pre´calculs
L’avantage de cette technique est le temps relativement faible des pre´calculs qu’elle
ne´cessite. Voici les diffe´rents pre´calculs qui doivent eˆtre faits :
Carte de visibilite´. Pour les objets modifiables par coups de pinceau, les cartes
de visibilite´ doivent eˆtre pre´calcule´es. Une explication sommaire est donne´e a` la
section 5.2.1. Pour un objet, la carte ne doit eˆtre calcule´e qu’une fois, et l’objet
pourra eˆtre utilise´ dans plusieurs sce`nes par la suite.
BRDF. Pour chaque BRDF utilise´e sur des objets modifiables, la conversion dans
la repre´sentation par ondelettes (voir section 5.2.1) doit eˆtre faite. Encore une fois,
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ce pre´calcul ne doit eˆtre fait qu’une seule fois pour chaque BRDF, qui pourra eˆtre
utilise´e sur n’importe quel objet, dans n’importe quelle sce`ne.
Matrices de rotation. C’est probablement le plus gros pre´calcul pour cette tech-
nique. Par contre, ce calcul est fait une seule fois, et les matrices seront ensuite
utilisables dans n’importe quel contexte, pour une re´solution de source et de cible
fixe (voir section 5.2.1).
Lancer de photons. Pour eˆtre capable de calculer la carte d’importance des sources
de lumie`re (section 5.2.2), nous utilisons la technique du lancer de photons [Jen01]
pour retrouver les coefficients d’atte´nuation Ai de chaque direction de chaque carte
d’importance de chaque source de lumie`re. Cette technique a e´te´ choisie car elle
est relativement simple et les photons sont facilement stockables, contrairement
par exemple au tracer de chemins bidirectionnel ou` la structure de donne´es est
plus complexe. E´tant donne´ que l’information des photons qui sont envoye´s dans
la sce`ne est inde´pendante des objets et du point de vue, le lancer des photons se
fait une seule fois quand on lance le programme, pour une sce`ne choisie. Certaines
petites modifications sont faites a` l’algorithme original du lancer de photons :
1. Un nombre identique de photons sont lance´s pour chaque source de lumie`re.
2. L’identifiant de la source de lumie`re d’origine est stocke´ pour chaque photon.
3. L’intensite´ initiale de chaque photon est calcule´e en fonction que la source
de lumie`re ait une intensite´ unitaire.
5.3.2 Se´lection de l’objet
Lors de la se´lection de l’objet que l’utilisateur veut peinturer, le calcul des coefficients
d’atte´nuation est fait pour chaque source de lumie`re pour chaque direction de la carte
d’environnement. Nous utilisons la technique du lancer de photons pour obtenir ces
coefficients. Voici la proce´dure :
1. Nous trouvons le centre de l’objet. Il correspond au centre de sa boˆıte englobante
oriente´e sur les axes.
2. Pour chaque direction e´chantillonne´e, nous lanc¸ons un rayon a` partir de ce centre
dans cette direction.
3. Tant que le premier objet intersecte´ est l’objet se´lectionne´, on ignore cette inter-
section et on continue le rayon.
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4. Pour une intersection valide, on prend les n photons les plus proches (en de´finissant
une distance maximale) du point d’intersection. Les photons ont de´ja` e´te´ pre´ce´demment
lance´s lors du pre´calcul au de´marrage du programme. Les photons conside´re´s pour-
raient avoir des sources de lumie`re d’origines diffe´rentes. E´tant donne´ que nous
gardons l’information sur la source pour chaque photon, nous pouvons tout sim-
plement faire la somme des valeurs des photons pour chaque source, pour ainsi
calculer les Ai.
Maintenant qu’on a la carte d’importance des sources de lumie`re, on peut utiliser
l’intensite´ actuelle des sources pour calculer la carte d’environnement pour l’affichage.
Nous projetons ensuite la carte d’environnement en ondelettes, pour appliquer ensuite
les matrices de rotation pour obtenir tous les frames locaux d’illumination incidente
(section 5.2.1).
5.3.3 Mouvement de la came´ra
Lorsque l’utilisateur se prome`ne dans la sce`ne, nous devons recalculer les couleurs des
sommets de l’objet (section 5.2.1), puisque n’importe quelle BRDF peut eˆtre applique´e
sur un objet.
5.3.4 Peinture
Comme mentionne´ au chapitre 4, la peinture d’un objet se fait toujours aux sommets
de celui-ci. Donc, lorsque l’utilisateur peinture un objet avec un des pinceaux (voir
section 4.2), on ve´rifie d’abord quels sont les sommets affecte´s par le coup de pinceau,
et la couleur de la peinture sur chacun d’eux. Plus de de´tails sont fournis au chapitre 7.
Une fois ces informations trouve´es, nous cherchons l’importance des sources de
lumie`re pour le coup de pinceau donne´. Pour ce faire, nous avons imple´mente´ deux
techniques : une technique qui utilise l’e´chantillonnage et une autre qui utilise un pro-
duit scalaire (voir ci-dessous). Une fois les importances trouve´es, nous appliquons une
des strate´gies de se´lection de sources (section 4.3), pour ensuite les modifier selon une
des strate´gies de modification (section 4.4).
E´chantillonnage. Nous e´chantillonnons une certaine quantite´ de directions a` partir
des sommets affecte´s sur leur he´misphe`re respectif. L’e´chantillonnage des directions
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se fait a` partir de la BRDF. Une fois que nous connaissons les directions choisies
dans l’he´misphe`re pour chacun des sommets, nous consultons la carte d’importance
des sources de lumie`re, et nous sommons les importances pour chaque source dans les
directions choisies.
Voici en de´tail les e´tapes effectue´es :
1. Nous trouvons les sommets affecte´s par le coup de pinceau. Voir section 7.2.
2. Pour chaque sommet, nous cherchons la tranche de la BRDF et la carte de visibilite´
qui affecte le sommet pour le point de vue donne´ (section 5.2.1).
3. Nous cre´ons une version filtre´e de la BRDF par la carte de visibilite´, FrV, en
multipliant, e´le´ment par e´le´ment, les coefficients d’ondelettes de la BRDF avec
ceux de la carte de visibilite´. Ceci donne les coefficients d’ondelettes de FrV.
4. En utilisant FrV, nous transformons un ensemble pre´de´termine´ d’e´chantillons
(directions) pour qu’il repre´sente les zones importantes (section 5.3.4). Nous rap-
pelons que FrV, qui est une fonction he´misphe´rique, est parame´trise´e sur un carre´
et est repre´sente´e par des ondelettes. Donc les e´chantillons pre´de´termine´s sont en
fait de´finis sur le carre´ unitaire. Dans notre imple´mentation, on utilise l’ensemble
de Hammersley, dont les points sont bien distribue´s dans le plan et sont d’appa-
rance ale´atoire [WLH97]. Plusieurs autres distributions auraient pu eˆtre utilise´es.
5. Pour chaque FrV, les e´chantillons, qui sont a` pre´sent de´finis dans le frame local
du sommet en traitement, sont transforme´s dans la carte d’importance des sources
de lumie`re. Pour ce faire, nous transformons les e´chantillons sur le plan vers des
points sur l’he´misphe`re en utilisant la parame´trisation inverse entre l’he´misphe`re
et le plan. Nous transformons ensuite les e´chantillons vers le frame global en
utilisant la matrice de rotation pour la normale n au sommet (voir appendice A.1).
Finalement, nous transformons ces points (maintenant sur la sphe`re) vers le meˆme
plan que la carte d’importance des sources en utilisant la parame´trisation sphe`re-
plan.
6. Chaque e´chantillon se trouve maintenant sur un e´le´ment discret de la carte d’im-
portance des sources. Nous additionnons les importances pour chacune des sources
de lumie`re, pour chaque e´le´ment de la carte qui contient un e´chantillon. Si un
e´le´ment contient plus d’un e´chantillon, nous multiplions les importances par le
nombre de ces e´chantillons.
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Figure 5.6 – Illustration de la transformation de points (a) selon un niveau d’un signal
bidimensionnel compresse´ par des ondelettes ou` les pourcentages des quadrants (b)
sont de´rive´s a` partir des coefficients d’ondelettes pour la re´gion courante en utilisant
l’e´quation 5.13. L’ensemble initial de points est d’abord se´pare´ en deux range´es (c)
ou` leurs hauteurs sont de´termine´es par les probabilite´s totales et sont ensuite mises a`
l’e´chelle (d) pour qu’elles soient de la meˆme hauteur. Finalement, chaque range´e est
se´pare´e horizontalement (e) selon les probabilite´s de ses sous-re´gions et les points sont
encore une fois mis a` l’e´chelle (f) pour que les sous-re´gions soient de la meˆme taille. Le
processus recommence a` l’e´tape (a) pour chaque sous-re´gion. Source [CJAMJ05].
Transformation d’e´chantillons avec les ondelettes. Pour bien e´chantillonner
une BRDF (filtre´e par une carte de visibilite´) parame´tre´e sur un carre´ sous forme d’on-
delettes, nous avons utilise´ la technique de´crite dans Clarberg et al. [CJAMJ05], que
nous expliquons ici.
Soit une fonction en n dimensions, compresse´e avec des ondelettes :
H =
∑
i
HiΨi. (5.12)
E´chantillonner la fonction requiert de calculer les probabilite´s des diffe´rentes re´gions
de l’arbre des ondelettes. Nous de´finissons ces re´gions re´cursivement pour que la somme
des probabilite´s des sous-re´gions pour chaque noeud de l’arbre soit e´gale a` un. En
utilisant les coefficients des fonctions de mise a` l’e´chelle (scaling functions) pour une
re´gion donne´e, les probabilite´s des sous-re´gions sont alors de´finies comme :
P li =
H li,0∑
t H
l
t,0
. (5.13)
L’algorithme est hie´rarchique : il commence par le niveau le plus bas et proce`de
re´cursivement pour chaque niveau de la hie´rarchie des ondelettes. La figure 5.6 illustre
l’algorithme pour une tranche de BRDF.
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(a) (b)
Figure 5.7 – (a) Une tranche de la BRDF shiny metal. (b) L’e´chantillonnage re´sultant
avec la transformation de dix points selon l’ensemble de Hammersley. Les couleurs ont
e´te´ inverse´es pour une meilleure visualisation : blanc e´quivaut a` ze´ro et noir a` un.
Si on transforme des points multidimensionnels, l’algorithme alterne entre les di-
mensions. En commenc¸ant par la premie`re dimension, l’algorithme se´pare l’ensemble
de points en deux. Ensuite, pour la prochaine dimension, on se´pare les deux nouveaux
ensembles e´galement en deux, donnant quatre ensembles. Nous continuons ainsi pour
les autres dimensions. Ce processus peut eˆtre vu comme la construction d’un arbre
k-dimensions avec les points de l’ensemble.
Pour obtenir la bonne distribution lors de la se´paration des points dans une des
dimensions, on doit calculer la probabilite´ totale de chaque moitie´ de cette dimension.
Elles correspondent simplement a` la somme des probabilite´s des sous-re´gions a` l’inte´rieur
de chaque moitie´. Soient ces probabilite´s P li,x− et P
l
i,x+, ou` P
l
i,x+ = 1 − P li,x−. Pour
effectuer la se´paration, on divise d’abord les points de l’ensemble par rapport a` un
plan de se´paration positionne´ de telle sorte que la premie`re moitie´ contienne la fraction
P li,x− du nombre d’e´chantillons et que la deuxie`me moitie´ contienne la fraction P
l
i,x+.
Ensuite, chacun de ces deux nouveaux ensembles est agrandi pour que son domaine
redevienne [0, 1]. Cette proce´dure est alors re´pe´te´e sur chacun de ces sous-ensembles sur
les dimensions subse´quentes, jusqu’a` ce que tous les points aient e´te´ transforme´s sur
chaque dimension.
Lorsqu’une passe de transformation (c.-a`-d. sur les n dimensions) pour un niveau
a e´te´ comple´te´e, l’algorithme re´exe´cute re´cursivement cette e´tape sur les quatre sous-
ensembles. Les deux conditions d’arreˆt de l’algorithme sont : 1) si un ensemble est vide,
alors on n’applique pas la transformation sur celui-ci et 2) si on a atteint le dernier
niveau de l’arbre des ondelettes. La figure 5.7 montre un exemple de transformation
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pour une tranche de BRDF.
Produit scalaire. Une me´thode plus simple et plus exacte que d’e´chantillonner la
BRDF filtre´e (FrV) afin d’accumuler les contributions de la carte d’importance des
sources est tout simplement de faire le produit scalaire entre FrV et une version locale
de la carte d’importance des sources. Le de´savantage est qu’on doit, comme pour la carte
d’environnement lorsqu’on fait le rendu, calculer des re´fe´rentiels locaux pour chaque
matrice de rotation d’ondelettes, pour chaque source de lumie`re. L’avantage est qu’on
a de´ja` acce`s aux matrices de rotation pour les ondelettes, et que le calcul des frames
locaux ne doit eˆtre fait qu’une seule fois pour chaque objet, et non pas chaque fois que
l’environnement change.
Voici les e´tapes de cette version de l’algorithme :
1. Tout d’abord, quand un objet est se´lectionne´, nous calculons normalement la carte
globale d’importance des sources (section 5.3.1). Nous projetons ensuite chacune
des cartes d’importance (une pour chaque source) en ondelettes. Finalement, en
utilisant les matrices de rotation d’ondelettes, nous cre´ons les frames locaux de
chacune des cartes. Nous compressons chaque frame local en gardant les coeffi-
cients d’ondelettes les plus significatifs.
2. Lorsque l’utilisateur peinture sur l’objet, nous trouvons les sommets affecte´s par
le coup de pinceau (section 7.2).
3. Pour chaque sommet, nous cherchons la tranche de la BRDF, la carte de visibilite´
et le frame local des cartes d’importance correspondant le plus pre`s a` la normale
du sommet.
4. Pour chaque carte d’importance et pour chaque sommet, nous faisons le produit
scalaire triple entre la tranche de la BRDF, la carte de visibilite´ et la carte d’im-
portance, ce qui donne l’importance de chaque source pour chaque sommet.
5. Nous faisons la somme des importances pour chaque source, ce qui donne l’impor-
tance totale par source pour le coup de pinceau.
On voit ici que la me´thode en elle-meˆme est beaucoup plus simple et n’approxime
pas la BRDF filtre´e par un e´chantillonnage. Elle requiert cependant plus de me´moire
pour stocker les frames locaux des cartes d’importance. Les temps de calculs sont simi-
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laires : on remplace un e´chantillonnage de fonctions he´misphe´riques par plusieurs pro-
duits scalaires. Ces produits sont calcule´s sur la carte vide´o (section 7.3).
5.4 Conclusion
Le syste`me avec carte d’environnement a des avantages non ne´gligeables : la vitesse
de rendu d’un objet est rapide, le temps de pre´calcul est amorti si on utilise le syste`me
sur plusieurs sce`nes, surtout si un meˆme objet est utilise´. Effectivement, le plus gros
des pre´calculs sont pour des donne´es qui sont partage´es pour toutes les sce`nes. Une
fois qu’ils sont calcule´s, le temps de calcul pour charger une sce`ne est court (quelques
secondes).
Par contre, la limitation majeure du syste`me est qu’il suppose que la lumie`re provient
de l’infini (lumie`re distante) et ne ge`re pas certains phe´nome`nes comme la re´flexion de
la lumie`re par un objet sur lui-meˆme. Donc le syste`me fonctionne bien si la distance
entre les sources de lumie`re et l’objet est environ cinq fois plus grande que la taille de
l’objet (far field) et que l’objet n’est pas trop concave. Malheureusement, ceci est loin
d’eˆtre toujours vrai.
C’est pourquoi on pre´sente dans le prochain chapitre un autre syste`me qui re`gle
quelques-uns de ces proble`mes, en e´change d’un pre´calcul plus couˆteux et d’une utilisa-
tion me´moire par objet plus importante.
Chapitre 6
Syste`me avec points
Le syste`me avec points est similaire a` celui avec les cartes d’environnement (chapitre
5). Encore une fois, ce syste`me fournit des outils pour peinturer des intentions d’illu-
mination sur un objet afin d’identifier et de modifier l’intensite´ des sources de lumie`re
selon des strate´gies (voir section 4.3). On suppose aussi que la ge´ome´trie de la sce`ne
(positionnement des sources de lumie`re, des objets, le choix des textures, proprie´te´s de
re´flexion, etc.) satisfait l’artiste et que la taˆche a` accomplir est de trouver l’intensite´ des
sources.
Comme mentionne´ a` la conclusion du chapitre pre´ce´dent, le fait que le syste`me avec
carte d’environnement suppose que la lumie`re est distante repre´sente une approximation
de la re´alite´ qui peut diverger rapidement si la distance re´elle entre l’objet et les sources
de lumie`re est plus petite que cinq fois la taille de l’objet. Cette approximation ne
permet pas non plus de bien ge´rer les auto-re´flexions de la lumie`re sur l’objet. Ceci
limite grandement la ge´ne´ralite´ du type de sce`nes et d’objets qui fonctionnent bien avec
ce syste`me. Par exemple, peinturer sur un mur n’est pas tre`s recommande´, a` moins
qu’on le subdivise en plusieurs petites zones du mur.
En utilisant un peu plus de me´moire et de pre´calcul, on peut cependant corriger la
plupart de ces proble`mes. Le rendu de l’objet sera e´galement un peu plus couˆteux, mais
comme on le verra, restera dans des temps interactifs.
L’ide´e est tout simplement, pour chaque sommet des objets se´lectionnables, de
pre´calculer les cartes d’importance des sources de lumie`re (de la meˆme fac¸on que pour
l’autre syste`me). Cette fois-ci par contre, les cartes d’importance sont parame´tre´es sur
un he´misphe`re au lieu d’une sphe`re. En pre´calculant ces informations, nous e´liminons le
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Figure 6.1 – Aperc¸u de la repre´sentation utilise´e pour encoder l’illumination inci-
dente d’une sce`ne arbitrairement complexe. Les sources de lumie`re surfaciques a) et b)
e´mettent des photons (petits cercles de couleur). La carte d’environnement locale c)
d’un sommet (cercle jaune) de l’objet (ballon) contient, pour chaque e´le´ment discret
de la carte, la lumie`re incidente de la sce`ne pour une certaine direction. Pour les in-
terre´flexions sur les surfaces de la sce`ne, par exemple pour d), on utilise le lancer de
photons pour obtenir la quantite´ de lumie`re re´fle´chie pour chaque source. Lorsque le
rayon partant de la carte d’environnement arrive directement sur une source de lumie`re,
comme en e), alors on prend la contribution directe.
besoin d’effectuer la rotation et la transformation de fonctions sphe´riques exprime´es en
ondelettes vers une fonction he´misphe´rique, exprime´e e´galement en ondelettes. Ceci est
vrai, car toute l’information pre´calcule´e est de´ja` en fonction de l’environnement local
de chaque sommet, et non pas en fonction de l’environnement global.
6.1 Aperc¸u de la technique
Comme pour le syste`me pre´ce´dent, la technique comprend deux aspects importants :
la visualisation et la peinture des objets. Contrairement a` l’autre syste`me, ici on doit
pre´calculer, pour chaque sce`ne et pour chaque objet modifiable, la carte d’importance de
CHAPITRE 6. SYSTE`ME AVEC POINTS 64
chaque lumie`re sur l’he´misphe`re de chaque sommet. On le fait en pre´calcul, car il s’agit
d’un calcul relativement long. Dans l’autre syste`me, le calcul des cartes d’importance
globales e´tait fait au de´marrage du programme, car ce calcul est relativement court
(moins de 10 secondes).
Pour l’affichage, nous utilisons les cartes d’importance pour calculer les cartes d’envi-
ronnement de chaque sommet. Nous devons refaire ce calcul a` chaque fois que l’intensite´
d’une ou plusieurs sources de lumie`re est modifie´e. Une fois les cartes d’environnement
mises a` jour, pour obtenir la couleur d’un sommet, nous faisons exactement comme
avant : nous faisons le produit scalaire entre la bonne tranche de la BRDF et la carte
d’environnement. Ici, il n’y a pas de carte de visibilite´ : les auto-occultations et les in-
terre´flexions sont de´ja` prises en compte dans les cartes d’importance des sources lors du
pre´calcul.
Lors d’un coup de pinceau sur des sommets d’un objet afin de modifier l’intensite´
d’une ou plusieurs sources de lumie`re, on doit savoir quelles sources modifier selon la
strate´gie choisie (voir section 4.3). Nous utilisons les cartes d’importance des sources
pour obtenir cette information. La repre´sentation exacte de cette carte est de´finie a` la
section 6.2.
6.2 Repre´sentations
BRDF. La BRDF est encode´e de fac¸on identique au syste`me avec la carte d’environ-
nement. C’est-a`-dire que la discre´tisation de l’ensemble des directions de vue possibles
sur l’he´misphe`re dans le frame local de la BRDF est faite. Ensuite nous e´chantillonnons
la BRDF sous chaque direction de vue pour produire des tranches, qui forment des
images carre´es en utilisant la parame´trisation entre le carre´ et l’he´misphe`re.
Cartes d’importance. On peut voir les cartes d’importance par sommet comme une
carte a` plusieurs couches ou` chaque couche donne la fraction de l’intensite´ lumineuse
d’une source de lumie`re atteignant le sommet (directement ou apre`s un nombre arbi-
traire de rebonds). Pour un sommet, la lumie`re peut provenir de n’importe ou` autour,
ceci est donc une fonction he´misphe´rique, et nous utilisons la meˆme parame´trisation
que pour la BRDF.
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Cartes d’environnement. Les cartes d’environnement par sommet capturent la
lumie`re totale arrivant au sommet. Nous utilisons, comme pour les autres informations,
une repre´sentation en ondelettes parame´trise´e sur un carre´.
Contraintes sur les sommets. La formule pour les contraintes globales sur les
sources de lumie`re est la meˆme que pour le syste`me pre´ce´dent (section 5.2.3). Cepen-
dant, le pre´calcul des cartes d’importance pour chaque sommet se´pare´ment facilite la
taˆche concernant le facteur Rki . En effet, on n’a plus besoin d’e´chantillonner une carte
d’importance globale : on peut simplement faire la somme des coefficients d’ondelettes
de la carte d’importance de la source i pour le sommet k afin d’obtenir Rki .
6.3 Calculs
6.3.1 Pre´calculs
Le pre´calcul ne´cessaire diffe´rencie le plus cette technique du syste`me pre´ce´dent. Ici
un pre´calcul doit eˆtre fait pour chaque nouvelle sce`ne et pour chaque objet qui pourra
eˆtre peinture´.
Le pre´calcul consiste en une passe de lancer de photons modifie´e :
1. En premier, nous lanc¸ons des photons dans la sce`ne en supposant que les sources
de lumie`re ont une intensite´ lumineuse unitaire. Les photons donnent donc la
fraction relative de l’intensite´ de chaque source qui est disperse´e dans la sce`ne.
Pour chaque photon, nous gardons l’identifiant de la source d’origine.
2. Pour chaque sommet de chaque objet modifiable, nous e´chantillonnons l’he´misphe`re
autour du sommet en lanc¸ant des rayons dans la sce`ne et en regardant la premie`re
intersection. Pour chaque intersection, nous cherchons les photons dans un rayon
pre´de´termine´ autour de l’intersection. E´tant donne´ que nous connaissons la source
pour chaque photon, nous pouvons de´terminer la fraction d’intensite´ pour chaque
source qui atteint le sommet dans la direction incidente actuelle. Nous re´pe´tons
cette ope´ration pour chaque direction dans l’he´misphe`re. La parame´trisation de
l’he´misphe`re en carre´ donne une image pour chaque sommet, pour chaque source.
3. Nous compressons ces images en utilisant les ondelettes de Haar et en ne gardant
que les coefficients les plus significatifs.
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6.3.2 Se´lection de l’objet
Lors de la se´lection de l’objet que l’on veut peinturer, nous calculons et stockons
les cartes d’environnement par sommet. E´tant donne´ que nous avons de´ja` pre´calcule´ les
cartes d’importance, les cartes d’environnement deviennent seulement une combinaison
line´aire de ceux-ci. Soit Pi l’intensite´ lumineuse de la i-e`me source et Ii,s le vecteur de
coefficients d’ondelettes de la carte d’importance de la i-e`me source pour le sommet k.
Alors la carte d’environnement pour le sommet k est seulement
Ek =
N∑
i=0
PiIi,k, (6.1)
ou` Ek est le vecteur de coefficients d’ondelettes pour la carte d’environnement autour
du sommet k.
Les cartes d’environnement seront e´galement recalcule´es pour tout changement a`
l’intensite´ d’une des sources.
6.3.3 Rendu
La couleur au sommet est simplement le produit scalaire entre sa carte d’environ-
nement Es et la tranche de la BRDF Fr. On connaˆıt de´ja` Ek, donc il reste a` trouver
la bonne tranche de la BRDF en obtenant le vecteur de la direction de vue dans l’es-
pace objet ωob = pc − ps ou` pc est la position de la came´ra et ps est la position du
sommet, tous les deux dans l’espace objet. Ensuite nous transformons ωob vers ωo en
effectuant une rotation selon la normale du sommet n. Nous utilisons ωo comme index
pour retrouver la bonne tranche de la BRDF. Finalement, la couleur au sommet est
Lr = Fr · Es. Une imple´mentation en GPU a e´te´ faite pour acce´le´rer le traitement et
est explique´e a` la section 7.3.
6.3.4 Peinture
Comme mentionne´ au chapitre 4, la peinture d’un objet se fait toujours aux sommets
de celui-ci. Donc, lorsque l’utilisateur peinture un objet avec un des pinceaux (voir
section 4.2), on ve´rifie d’abord quels sont les sommets affecte´s par le coup de pinceau,
et la couleur de la peinture sur chacun d’eux. Plus de de´tails sont fournis a` la section 7.2.
Une fois ces informations trouve´es, nous devons de´terminer l’importance des sources
de lumie`re pour le coup de pinceau donne´. Nous utilisons la me´thode du produit scalaire,
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tre`s semblable a` celle du syste`me pre´ce´dent :
1. Nous trouvons les sommets qui ont e´te´ affecte´s par le coup de pinceau.
2. Pour chaque sommet, on cherche la tranche de la BRDF qui affecte le sommet
pour le point de vue donne´ (section 6.3.3).
3. Nous calculons l’importance de chaque source, pour un sommet, en effectuant le
produit scalaire entre chaque carte d’importance de celui-ci avec la tranche de la
BRDF.
4. Pour chaque sommet, nous sommons l’importance pour chaque source, ce qui
donne l’importance totale par source pour le coup de pinceau.
6.4 Conclusion
On peut remarquer que ce syste`me partage plusieurs e´le´ments avec le pre´ce´dent : les
repre´sentations pour les BRDFs et les cartes d’environnements locales sont les meˆmes
et les inte´grales se calculent de la meˆme fac¸on (par produit scalaire). Cependant, ce
syste`me est beaucoup plus simple car on e´limine le besoin d’effectuer la transformation
d’une carte d’environnement globale vers un re´fe´rentiel local. De plus, ce syste`me prend
en compte que les sources de lumie`re ne sont pas distantes et prend en compte les
auto-re´flexions de la lumie`re sur un objet. Le rendu de l’objet reste en temps interactif.
Cependant, nous ajoutons un couˆt de pre´calcul pour chaque sce`ne qui n’e´tait pas
ne´cessaire avec le syste`me pre´ce´dent et chaque objet occupe un peu plus d’espace
me´moire.
Chapitre 7
Imple´mentation
Dans ce chapitre nous de´taillons certaines parties de notre imple´mentation des
syste`mes pre´sente´s aux chapitres 5 et 6.
7.1 Outils
Les syste`mes ont e´te´ imple´mente´s en C++, en utilisant OpenGL comme API graphique.
Cg [NVIa] a e´galement e´te´ utilise´ pour les shaders et CUDA [NVIb] pour les calculs
paralle`les sur la carte vide´o.
Le syste`me d’exploitation utilise´ est Linux 2.6.29.4 avec le compilateur GCC 4.2.
Nous avons utilise´ le code de PBRT [PH04] (avec plusieurs modifications) pour
l’imple´mentation des techniques d’illumination globale comme le tracer de chemins bidi-
rectionnel et le lancer de photons.
7.2 Peinture
Nos syste`mes reposent sur le fait qu’on peinture sur les sommets des objets. Nous
de´taillons ici brie`vement comment on de´tecte si un coup de pinceau touche a` des som-
mets ou pas :
1. D’abord, lorsque l’utilisateur peinture sur le canvas (pixels), nous gardons les
pixels du trait et sa boˆıte englobante 2D.
2. Lorsque l’utilisateur termine le trait, on fait le rendu de l’objet en mode “point”,
sans le trait : c’est-a`-dire qu’on dessine seulement les sommets. Le rendu est fait
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dans un framebuffer object. Il faut aussi faire attention d’activer le backface culling
ainsi que le test avec le tampon de profondeur. Chaque sommet aura une couleur
diffe´rente qui de´termine l’indice de celui-ci dans le mode`le ge´ome´trique. Pour ce
faire, on transcode un indice sur 32 bits vers une couleur RGBA, e´galement de 32
bits (4× 8 bits). Les endroits ou` il n’y a pas de sommet ont une couleur blanche
opaque parfaite (0xFFFFFFFF).
3. On dessine le trait en utilisant les points enregistre´s dans un autre framebuffer
object.
4. Nous ve´rifions si le trait touche un des sommets en balayant la boˆıte englobante
2D du trait. Si un pixel contient un sommet et que le pixel correspondant a un
pixel du trait, alors on a trouve´ un sommet qui a e´te´ atteint. E´tant donne´ que la
couleur du pixel contenant un sommet est l’identifiant de celui-ci, alors on peut
retrouver les informations concernant ce sommet.
7.3 Utilisation du GPU
Dans les techniques pre´sente´es, nous utilisons les ondelettes pour repre´senter cer-
taines fonctions. Afin de compresser ces fonctions, nous gardons seulement les coeffi-
cients les plus significatifs, ce qui donne des vecteurs creux. Pour le premier syste`me,
on pre´calcule e´galement des matrices pour transformer des vecteurs de coefficients (sec-
tion 5.2.1). Ces matrices sont tre`s creuses (moins de 1% des e´le´ments sont non nuls).
Nous utilisons donc tre`s souvent le produit entre une matrice creuse et un vecteur
plein ainsi que le produit scalaire entre deux vecteurs creux. Afin d’augmenter l’interac-
tivite´ de notre application, il est important que ces produits soient faits tre`s rapidement.
Il existe plusieurs librairies qui utilisent une forme d’acce´le´ration pour effectuer ces
ope´rations, par exemple uBLAS, la librairie C++ d’alge`bre line´aire de Boost [Boo]. La
me´thode d’acce´le´ration dans ce cas repose sur l’encodage des matrices et des vecteurs :
l’encodage permet de chercher directement les informations sur les e´le´ments non nuls de
la matrice ou du vecteur, et d’effectuer les multiplications ou` les ope´randes sont toutes
les deux non nulles. L’autre avantage des encodages pour les matrices et vecteurs creux
est qu’ils permettent de re´duire grandement la quantite´ de me´moire ne´cessaire pour les
stocker.
Un exemple d’encodage pour les vecteurs creux est de cre´er deux vecteurs : un qui
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v =
[
0 0 1 −10 0 0 3 0 0 9 ]
vv =
[
1 −10 3 9 ]
vp =
[
2 3 6 9
]
Figure 7.1 – Un exemple d’encodage d’un vecteur v en gardant seulement les valeurs
non nulles ainsi que leurs positions respectivement dans vv et vp.
Figure 7.2 – Un exemple d’encodage d’une matrice M en gardant, pour chaque ligne,
les valeurs non nulles, leurs positions (dans la ligne) et les indices, dans les vecteurs
compresse´s, de de´but (et de fin) de chaque ligne respectivement dans Mv, Mp et Ml.
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contient les positions des e´le´ments non nuls et l’autre, les valeurs non nulles. Un exemple
est donne´ a` la figure 7.1.
Pour les matrices creuses, un encodage semblable peut eˆtre utilise´. On cre´e alors
trois vecteurs : un pour les indices de de´but et de fin des e´le´ments non nuls de chaque
ligne, un pour les positions des e´le´ments non nuls dans chaque ligne, et un pour les
valeurs des e´le´ments non nuls. Un exemple est donne´ a` la figure 7.2.
Data :
les vecteurs de positions P1 et P2 ;
les vecteurs de valeurs V1 et V2 ;
i, j = 0 ; R = 0
Result : le produit scalaire des deux vecteurs encode´s avec les vecteurs de
positions et de valeurs
foreach p ∈ P1 do
while p > P2,i do //On saute tous les e´le´ments non nuls du deuxie`me
//vecteur qui sont avant l’e´le´ment courant du premier
i = i+ 1;
end
v = V1,j ;
if p = P2,i then //On fait la multiplication des e´le´ments des deux
//vecteurs qui sont a` la meˆme position
R = R + (v ·V2,i);
end
j = j + 1;
end
return R;
Algorithme 1 : Algorithme pour calculer le produit scalaire de deux vecteurs
creux, ou` un vecteur est encode´ par l’ensemble des positions des valeurs non nulles
et l’ensemble des valeurs non nulles.
En utilisant ces encodages et en supposant que les matrices et les vecteurs sont tre`s
creux, on acce´le`re de´ja` grandement les produits. L’algorithme 1 fait le produit scalaire
entre deux vecteurs creux et l’algorithme 2 permet de calculer le produit entre une
matrice creuse et un vecteur plein.
Quoique les algorithmes 1 et 2 sont de´ja` une ame´lioration conside´rable par rapport
a` faire le produit standard (avec toutes les valeurs nulles), il reste qu’on calcule une
quantite´ gigantesque de produits dans nos syste`mes et qu’il est encore trop couˆteux de
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Data :
La matrice M repre´sente´e par les vecteurs Mr, Mp et Mv qui sont
respectivement les vecteurs d’indices des lignes, des positions et des
valeurs non nulles ;
Le vecteur V ; Le vecteur re´sultant R initialise´ a` ze´ro ;
l = 0
Result : Le vecteur issu du produit de M ·V
for i = 0; i < ||Mr|| − 1; i = i+ 1 do
p1 = Mr,i;
p2 = Mr,i+1;
for j = p1; j < p2; j = j + 1 do
Rl = Rl + (Mv ·VMp,j );
end
end
return R;
Algorithme 2 : Algorithme pour calculer le produit entre une matrice creuse et
un vecteur plein. La matrice est encode´e par : un vecteur indiquant les indices de
de´but et de fin de chaque ligne dans le vecteur de positions et de valeurs ; le vecteur
de positions des valeurs non nulles dans chaque ligne ; le vecteur des valeurs.
les effectuer.
On remarque imme´diatement, dans le cas de la multiplication entre une matrice
et un vecteur, que le calcul de chaque valeur du vecteur re´sultant est inde´pendant
par rapport aux lignes de la matrice. La cle´ afin d’obtenir une acce´le´ration beaucoup
plus substantielle est de calculer en paralle`le chacune de ces valeurs. Pour ce faire, on
aurait pu utiliser tout simplement le fait que les processeurs actuels ont ge´ne´ralement
plusieurs coeurs. Mais pour l’instant, ces processeurs ont au maximum quatre coeurs.
Au lieu d’utiliser le processeur, nous utilisons la carte graphique, qui, de nos jours, peut
eˆtre conside´re´e comme une machine tre`s puissante permettant de traiter en paralle`le un
flux de donne´es, ce qui est exactement ce qu’on essaie d’accomplir. De plus, l’e´volution
de la puissance de calcul des cartes graphiques est beaucoup plus rapide que celle des
processeurs graˆce a` la pression issue de l’industrie du jeu vide´o (figure 7.3).
On utilise CUDA, qui est un langage de programmation, un pilote et un ensemble
de librairies de´veloppe´s par NVIDIA, et qui permet d’exe´cuter du code arbitraire sur la
carte vide´o pour traiter n’importe quelles donne´es.
Ici, on n’entre pas dans les de´tails du langage : la documentation de NVIDIA est tre`s
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Figure 7.3 – L’e´volution de la puissance de calcul (en terme de giga-flops) entre les
GPUs de NVIDIA et les CPUs de Intel. Source [NVIc].
comple`te. 0 On de´crit seulement le mode`le d’exe´cution de CUDA pour ensuite expliquer
comment on l’applique pour notre proble`me. Le code est pre´sente´ a` l’annexe A.3.
Premie`rement, comme mentionne´ plus haut, les processeurs graphiques sont haute-
ment paralle`les, ce qui veut dire que plusieurs fils d’exe´cution (threads) sont exe´cute´s en
meˆme temps. Afin d’eˆtre capable d’assigner les diffe´rentes parties du proble`me a` re´soudre
aux fils d’exe´cution, CUDA utilise un mode`le hie´rarchique d’assignations. D’abord une
grille (de une a` trois dimensions, la grandeur est spe´cifie´e par l’utilisateur) est cre´e´e et
chaque e´le´ment contient un bloc. Les e´le´ments de chaque bloc (qui est e´galement de une
a` trois dimensions, de grandeur variable) contient un fil d’exe´cution. Ici on parle de fils
d’exe´cution virtuels : en re´alite´, le processeur graphique contient un nombre limite´ de
coeurs (p. ex. la famille des processeurs graphiques G80 ont 240 coeurs). Ces diffe´rents
coeurs seront assigne´s aux fils d’exe´cution. La figure 7.4 illustre le syste`me de grille et
de blocs en deux dimensions. Chaque fil d’exe´cution a donc un identifiant unique, qui
peut eˆtre utilise´ pour de´terminer quelle partie du proble`me paralle`le il doit re´soudre.
Un exemple simple pour illustrer est l’addition de deux vecteurs de longueur N
(a + b = c). Si on utilise une grille unitaire (un seul e´le´ment) qui contient un bloc
unidimensionnel de grandeur N , alors le fil d’exe´cution i a la charge d’effectuer l’addition
ai + bi = ci (voir figure 7.5).
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Figure 7.4 – Illustration de la me´thode hie´rarchique d’assignation des fils d’exe´cution
afin de paralle´liser un calcul. Source [NVIc].
Figure 7.5 – Illustration d’une fac¸on d’effectuer l’addition de deux vecteurs en paralle`le,
ou` chaque fil d’exe´cution additionne les e´le´ments correspondants d’une ligne.
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Υ =




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0
0
2
0

 ,


0
0
−1
0
1

 ,


0
0
0
0
0

 ,


3
0
0
2
0

 ,


8
0
2
4
0




M =
[
0 1 2 0 3
]
L =
[
0 2 4 4 7
]
P =
[
0 3 2 4 0 2 3
]
V =
[
3 2 −1 1 8 2 4 ]
Figure 7.6 – Repre´sentation compacte d’un ensemble Υ de vecteurs creux, ou` M est
le vecteur d’indirection, qui permet d’e´liminer la duplication des vecteurs identiques
dans l’ensemble, L est l’indice de de´but (et de fin) des donne´es compresse´es de chaque
vecteur, P est la position des valeurs non nulles dans chaque vecteur et V contient les
valeurs des e´le´ments non nuls.
On rappelle que dans nos syste`mes, les calculs substentiels sont la multiplication
des matrices de rotation des coefficients avec des vecteurs pleins lorsque la carte d’en-
vironnement change (section 5.2.1) et le produit scalaire entre des vecteurs creux pour
effectuer l’inte´grale entre la BRDF et la carte d’environnement locale (et la carte de
visibilite´ pour le syste`me avec carte d’environnement) a` chaque sommet.
7.3.1 Produit scalaire
Le proble`me avec les produits scalaires est qu’ils ne sont pas aussi facilement par-
alle´lisables que l’exemple de l’addition simple de vecteurs : la somme finale des e´le´ments,
si elle est faite en paralle`le, pourrait causer des erreurs dues au manque de synchroni-
sation entre les diffe´rents fils d’exe´cution. Nous exploiterons donc le paralle´lisme d’une
autre fac¸on : nous regroupons et envoyons sur la carte vide´o tous les calculs de pro-
duits scalaires a` faire. Apre`s, on peut calculer en paralle`le chaque produit scalaire. Pour
pousser encore plus le paralle´lisme, nous effectuons la multiplication des e´le´ments de
chaque vecteur par un groupe de fils d’exe´cution. Nous pre´sentons les grandes lignes de
l’algorithme.
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Donne´es. Les vecteurs sont exprime´s selon la repre´sentation illustre´e a` la figure 7.1.
Pour compacter plusieurs vecteurs, nous utilisons un tableau qui de´crit la position du
premier et dernier (qui est le premier du vecteur suivant) e´le´ment dans les donne´es
compresse´es. Un exemple est donne´ a` la figure 7.6.
Les donne´es ne´cessaires pour faire le produit scalaire entre les vecteurs correspon-
dants de deux ensembles sont :
1. V1, V2 : Les valeurs compacte´es non nulles des vecteurs pour chaque ensemble.
2. P1, P2 : Les indices des valeurs non nulles correspondantes dans chaque vecteur,
pour chaque ensemble.
3. L1, L2 : Les positions ou` commence et termine chaque vecteur dans les donne´es
Vi et Ii, pour chaque ensemble.
4. M1,M2 : E´tant donne´ qu’un vecteur peut revenir plusieurs fois dans un ensemble
parmi les calculs de produits scalaires, on compresse davantage les donne´es en ne
conservant qu’une seule copie de celui-ci. Mi donne la liste d’indices des vecteurs
de chaque ensemble.
Paralle´lisation. D’abord nous associons un e´le´ment de la grille de blocs de fils d’exe´cution
pour chaque produit scalaire : elle est donc unidimensionnelle et de la meˆme longueur
que le nombre de produits scalaires a` faire. L’indice de l’e´le´ment de la liste donne l’indice
du couple de vecteurs a` multiplier que le bloc de fils d’exe´cution doit accomplir. Cette
assignation constitue la premie`re exploitation du paralle´lisme. Chaque e´le´ment de la
liste contient un bloc avec une quantite´ fixe de fils d’exe´cution, qui vont effectuer un
produit scalaire. Dans notre imple´mentation, on utilise 32 fils.
Calcul d’un produit scalaire. Soient a et b les deux vecteurs dont l’on souhaite
le produit scalaire. a est situe´ a` l’indice Mˆ1 ∈ M1 dans L1. L1[Mˆ1] et L1[Mˆ1 + 1]
donnent les indices de de´but et de fin des donne´es compresse´es dans P1 et V1. De fac¸on
similaire, on peut retrouver les donne´es de b dans les tableaux M2, L2, P2 et V2. Soit
Lˆ01 = L1[Mˆ1], Lˆ
1
1 = L1[Mˆ1+1], Lˆ
0
2 = L2[Mˆ2] et Lˆ
1
2 = L2[Mˆ2+1]. Soit Fb le fils d’exe´cution
a` l’indice b dans le bloc.
Le roˆle de Fb est d’effectuer la multiplication des e´le´ments V1[Lˆ
0
1 + b + Qi] aux
positions P1[Lˆ
0
1 + b + Qi] dans a avec les e´le´ments correspondants dans b ; ou` Q est le
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nombre de fils d’exe´cution dans un bloc, ∀i ∈ N tel que Lˆ01 + b + Qi < Lˆ11 − Lˆ01. En
d’autres mots, Fb fait la multiplication des donne´es en commenc¸ant par la position b
dans les donne´es compresse´es de a en incre´mentant par le nombre de fils d’exe´cution
dans le bloc.
Il faut faire la multiplication de la donne´e V1[Lˆ
0
1 + b + Qi] de a avec la donne´e
correspondante a` la position P1[Lˆ
0
1 + b+Qi] dans b. On doit alors chercher dans P2 si
b a une valeur non nulle a` cette position : on doit obligatoirement faire une recherche
line´aire entre P2[Lˆ
0
2] et P2[Lˆ
1
2].
Une fois la multiplication des donne´es correspondantes entre les deux vecteurs faites,
on utilise le fil d’exe´cution F0 pour faire la somme de ces multiplications pour obtenir le
produit scalaire. On utilise un seul fil pour ne pas avoir de proble`mes de synchronisation.
Le code complet pour la multiplication entre deux ensembles de vecteurs creux est
disponible a` l’annexe A.3.1.
7.3.2 Produit matrice-vecteur
Pour les multiplications matrice-vecteur creux, il y a deux fac¸ons d’exploiter le par-
alle´lisme tel que de´fini dans CUDA : premie`rement en effectuant en paralle`le plusieurs
multiplications entre une matrice et un vecteur, mais aussi en calculant en paralle`le le
produit scalaire entre une ligne de chaque matrice et le vecteur.
Donne´es. Les matrices sont exprime´es selon la repre´sentation illustre´e a` la figure 7.2.
Pour compacter plusieurs matrices, on utilise un tableau qui de´crit la position du pre-
mier et dernier (qui est le premier de la matrice suivante) e´le´ments dans les donne´es
compresse´es. Un exemple est donne´ a` la figure 7.7.
Les donne´es ne´cessaires pour faire le produit scalaire entre les vecteurs correspon-
dants de deux ensembles sont :
1. V : Les valeurs compacte´es non nulles des matrices.
2. P : Les positions (dans les lignes) des valeurs non nulles de chaque matrice.
3. Ll : Les positions ou` commence et termine chaque ligne de chaque matrice dans
les donne´es compresse´es (relatives au de´but des donne´es de la matrice).
4. M : Les positions du de´but (et la fin) de chaque matrice dans les donne´es com-
presse´es.
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Υ =



 0 0 10 2 0
1 0 3

 ,

 0 0 00 0 2
6 2 3

 ,

 0 2 00 9 0
4 0 0




M =
[
0 4 8 11
]
Ll =
[
0 1 2 4 0 0 1 4 0 1 2 3
]
P =
[
2 1 0 2 2 0 1 2 1 1 0
]
V =
[
1 2 1 3 2 6 2 3 2 9 4
]
Figure 7.7 – Repre´sentation compacte d’un ensemble Υ de matrices creuses, ou` M
est le vecteur des positions du de´but (et de la fin) de chaque matrice dans les donne´es
compresse´es, Ll est le vecteur des positions ou` commence et termine chaque ligne de
chaque matrice, P est le vecteur des positions des valeurs non nulles dans chaque ligne
et V contient les valeurs des e´le´ments non nuls.
5. X : Les valeurs des vecteurs.
Paralle´lisation. D’abord nous cre´ons une grille de blocs de fils d’exe´cution bidimen-
sionnelle : la premie`re composante (x) de la grille repre´sente la multiplication entre une
matrice et un vecteur. Pour chacune de ces multiplications, la deuxie`me composante
(y) est la multiplication entre une ligne et le vecteur. Donc, si on a nm matrices ayant
chacune nl lignes, alors la grille sera de dimension nm × nl. On utilise, comme pour
le produit scalaire de deux vecteurs, plusieurs fils d’exe´cution pour effectuer le produit
scalaire entre une ligne d’une matrice et un vecteur. Donc chaque bloc de la grille aura
une grandeur fixe. Comme pour le produit scalaire de vecteurs, on utilise 32 fils.
Calcul d’une multiplication matrice-vecteur. E´tant donne´ qu’on divise le proble`me
de la multiplication de plusieurs matrices et vecteurs en plusieurs proble`mes de multi-
plication entre deux vecteurs (une ligne de la matrice et le vecteur), l’algorithme est le
meˆme que pour le produit scalaire (section 7.3.1). Les seules diffe´rences sont :
1. La fac¸on de trouver les valeurs de la ligne a` multiplier dans les donne´es compacte´es.
D’abord la composante x du fils d’exe´cution donne l’indice de la matrice et du
vecteur qu’il doit multiplier ensemble. La composante y donne la ligne de cette
matrice qu’il doit multiplier avec le meˆme vecteur. Avec ces informations, on a
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que M [x] et M [x+ 1] donnent les indices de de´but et fin des informations sur les
de´buts et fins des lignes de la x-ie`me matrice dans Ll. Soit L
M
l = Ll[M [x]]. On
peut alors trouver les indices de de´but et fin sur les informations de la ligne y de la
matrice x dans P et V , qui sont P [LMl [y]], P [L
M
l [y+1]], V [L
M
l [y]] et V [L
M
l [y+1]].
2. Les vecteurs multiplie´s sont pleins, donc pas besoin de faire la recherche line´aire
pour trouver les valeurs correspondantes dans les vecteurs lors d’une multiplication
avec une ligne.
Le code complet pour la multiplication entre deux ensembles de vecteurs creux est
disponible a` l’annexe A.3.2.
Chapitre 8
Re´sultats
Nous pre´sentons ici quelques re´sultats et exemples d’applications pour les syste`mes
pre´sente´s aux chapitres 5 et 6. Nous discutons aussi des statistiques ainsi obtenues pour
mieux de´gager les forces et faiblesses de chacun de nos deux syste`mes.
L’e´quipement utilise´ pour les re´sultats est un processeur Core 2 Duo 6600 (2.4 GHz)
avec 2 Go de me´moire vive et une carte vide´o GeForce 8800 GTX avec 768 Mo de
me´moire. Le syste`me d’exploitation utilise´ est Linux 2.6.29.4 en 64 bits, avec les pilotes
NVIDIA 180.29. On utilise e´galement CUDA 2.2.
Toutes les sce`nes ont e´te´ mode´lise´es dans Blender [Ble] et exporte´es dans un format
propre au projet. Le pinceau utilise´ dans tous les exemples est un cercle de 11 pixels
de diame`tre. Pour le lancer de photons, on utilise un noyau de 50 photons, ce qui est
suffisant pour toutes les sce`nes. Il faudrait ajuster ce parame`tre dans le cas ou` une sce`ne
contiendrait beaucoup plus de sources de lumie`re.
On rappelle qu’une version couleur e´lectronique est disponible au http://www.iro.
umontreal.ca/labs/infographie/theses/rozonfre/.
8.1 Syste`me avec carte d’environnement
Dans cette section, nous pre´sentons les temps de calculs, la quantite´ de me´moire
requise ainsi que quelques re´sultats pour le syste`me avec carte d’environnement.
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Re´solution (N) Temps calculs Taille % non nuls
16× 16 10 s. 11.8 Mo 18%
32× 32 1.2 m. (72 s.) 58.4 Mo 5.6%
64× 64 30 m. (160 s.) 266 Mo 1.5%
128× 128 3 h. (10800 s.) 1.1 Go (1126.4 Mo) 0.38%
Figure 8.1 – Les statistiques sur diffe´rentes re´solutions pour la carte d’environnement
globale (la re´solution pour la carte d’environnement locale est toujours N/4).
8.1.1 Pre´calculs
Les plus gros calculs pour ce syste`me est la cre´ation des matrices de transformation
des ondelettes et la conversion des BRDFs.
Pour les matrices de rotation, nous avons choisi une re´solution de 64×64 pour la carte
d’environnement globale et une re´solution de 32 × 32 pour les cartes d’environnement
locales. Ce choix est un compromis entre la qualite´ et la vitesse de rendu, et la quantite´
de me´moire ne´cessaire. Nous avons e´chantillonne´ e´galement 32 × 32 normales sur la
sphe`re. Donc, au total, on a 1024 matrices de transformation de taille 4096 × 1024.
Puisqu’il s’agit d’un tre`s grand nombre de donne´es, on quantifie les valeurs (float) des
matrices, qui sont dans le domaine [−1, 1], vers des entiers courts, afin de re´duire la
quantite´ me´moire de moitie´. On pre´sente a` la figure 8.1 les temps de calculs, la quantite´
de me´moire et le pourcentage des e´le´ments non nuls pour diffe´rentes re´solutions de
matrices (le nombre de normales reste le meˆme, soit 32×32). On rappelle qu’on ne doit
calculer les matrices qu’une seule fois ; par la suite, ces matrices peuvent eˆtre utilise´es
pour toutes les sce`nes.
Pour les BRDFs, la re´solution des tranches doit eˆtre la meˆme que la re´solution des
cartes d’environnement locales (dans notre cas 32 × 32), pour eˆtre capable de faire le
produit scalaire entre les deux. Le temps ne´cessaire pour transformer une BRDF est
d’environ une heure. Chaque BRDF prend environ 13 Mo de me´moire. Chaque BRDF
ne doit eˆtre convertie qu’une seule fois, apre`s quoi elle peut eˆtre applique´e sur plusieurs
objets.
Le dernier pre´calcul est la carte de visibilite´ de chaque objet. Le temps de calcul
est e´videmment de´pendant du nombre de sommets de l’objet. Par exemple, la teˆte de
singe Suzanne utilise´e dans la premie`re sce`ne est constitue´e de 10640 sommets, requiert
environ 2 minutes et occupe environ 10 Mo de me´moire.
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Figure 8.2 – La carte d’importance des sources de lumie`re : chaque pixel correspond
a` la source (identifie´e par la couleur) la plus importante dans une certaine direction
autour de l’objet. La projection utilise´e est illustre´e a` la figure 5.3 (en bas). Cette image
sert seulement pour la visualisation : en re´alite´, le syste`me conserve l’importance de
chaque source pour chaque direction.
8.1.2 Sce`ne simple
La premie`re sce`ne que nous avons utilise´e est tre`s simple mais de´montre quelques-
unes des fonctionnalite´s importantes des syste`mes. Il s’agit d’une pie`ce cubique avec neuf
points de lumie`re re´partis e´galement au plafond, avec un diffuseur place´ sous celles-ci
(couvrant tout le plafond). Les murs ont une seule BRDF de peinture mais de diffe´rentes
couleurs, et le plancher est diffus et gris. Le mode`le utilise´ pour ces BRDFs est celui de
Lafortune et al. [LFTG97], qui est une extension du mode`le de Blinn-Phong permettant
d’utiliser plusieurs lobes spe´culaires. N’importe quel autre mode`le aurait pu eˆtre utilise´.
L’objet d’inte´reˆt dans la sce`ne est la teˆte de singe appele´e Suzanne provenant de Blender.
Le mode`le comporte 10640 sommets. Le mate´riel utilise´ pour la teˆte est un me´tal brosse´,
qui est e´galement mode´lise´ par le mode`le de Lafortune et al.
Cette sce`ne comporte quelques phe´nome`nes lumineux inte´ressants comme l’interre´flexion
diffuse de la lumie`re (pour les murs et le plancher), et la transmission de lumie`re au
travers d’un mate´riau (pour le diffuseur).
La figure 8.3 montre quelques captures d’e´cran de la visualisation et de la manipula-
tion de la sce`ne avec le syste`me utilisant les cartes d’environnement. Le temps ne´cessaire
pour trouver et modifier les sources de lumie`re est tre`s court : habituellement moins
d’une seconde. On remarque que les e´le´ments non modifiables de la sce`ne sont rendus
avec de l’illumination directe seulement en utilisant le mode`le distribution-based BRDF
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(b)
(c)
Figure 8.3 – Exemple d’utilisation du syste`me avec carte d’environnement : (a) La sce`ne
sans modification. (b) On applique un coup de pinceau afin d’augmenter l’e´clairage sur
le dessus de la teˆte. (c) Le re´sultat de la modification : le syste`me a augmente´ l’intensite´
de la source de lumie`re au fond de la salle.
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introduit par Ashikhmin et Premoze [AP].
Le lancer de photons ne´cessaire lors du de´part du syste`me est de 23 secondes pour
900,000 photons (100,000 par lumie`re). La se´lection de l’objet prend environ 5.43 secon-
des, ce qui comprend le calcul de la carte d’importance des sources pour chaque direction
(4.63 s.), la cre´ation de l’environnement pour la visualisation de l’objet (0.01 s.) et le
calcul des environnements locaux (0.79 s.). Une image de la visualisation d’une carte
d’importance est montre´e a` la figure 8.2. On y voit l’importance directe des neuf sources
de lumie`re, mais aussi celle plus indirecte des murs. On remarque que la carte est tre`s
bruite´e sur les coˆte´s. Ceci correspond au dessous de l’objet, ou` le plancher diffus rend
la se´lection d’une source de lumie`re tre`s difficile. La vitesse de rendu de la sce`ne (avec
l’objet modifiable se´lectionne´) est entre 30 et 45 images par seconde.
8.1.3 Sce`ne plus complexe
La deuxie`me sce`ne que nous avons utilise´e est une autre pie`ce, ou` 12 sources de
lumie`re ponctuelles sont cache´es derrie`re un bloqueur. Deux colonnes de verres cre´ent des
caustiques dans la sce`ne. Les murs sont d’une peinture bleue diffuse. L’objet modifiable
est un vase ancien en argile un peu luisante. Toutes les BRDFs sont exprime´es dans le
mode`le de Lafortune et al. Le vase comporte 105,738 sommets. Le sche´ma de la sce`ne
est pre´sente´ a` la figure 8.4.
Nous pre´sentons a` la figure 8.6 quelques modifications faites a` l’e´clairage de l’objet.
Le premier coup de pinceau augmente l’intensite´ due a` une des caustiques re´fle´chies par
le vase. Le syste`me trouve que la source 6 est responsable de la caustique, et augmente
son intensite´. Ce genre d’ope´ration serait a` peu pre`s impossible dans les autres syste`mes
de rendu inverse, car ils ne prennent pas en compte les multiples rebonds de la lumie`re.
Le deuxie`me coup de pinceau assombrit le´ge`rement la partie droite du vase. Encore une
fois, le syste`me trouve correctement que la source 9 est la plus importante. On pre´sente
a` la figure 8.5 les histogrammes des importances de chaque source pour chaque coup
de pinceau. Ici on a utilise´ la strate´gie de se´lection “la plus importante” pour les deux
coups de pinceau. On remarque que dans le cas du deuxie`me coup de pinceau, plusieurs
sources ont une importance non ne´gligible. Dans ce genre de situation, l’utilisation de la
strate´gie de l’histogramme aurait effectue´ le meˆme effet en diminuant un peu plusieurs
sources de lumie`re. Par contre, le risque de conflit avec la premie`re modification aurait
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(a) (b)
Figure 8.4 – Sche´ma de la sce`ne plus complexe pour le syste`me avec carte d’envi-
ronnement. (a) Vue du dessus. (b) Vue de face, avec la nume´rotation des sources de
lumie`re.
e´te´ plus grand.
Le lancer de photons ne´cessaire lors du de´part du syste`me est de 231 secondes pour
12M photons (1M par source de lumie`re). La se´lection de l’objet prend 8.18 secondes,
ce qui comprend le calcul de la carte d’importance des sources pour chaque direction
(7.38 s.), la cre´ation de l’environnement pour la visualisation de l’objet (0.01 s.) et le
calcul des environnements locaux (0.79 s.). La vitesse de rendu de la sce`ne (avec l’objet
modifiable se´lectionne´) est entre 15 et 25 images par seconde.
8.2 Syste`me avec points
Dans cette section, nous pre´sentons les temps de calculs, la quantite´ de me´moire
requise ainsi que quelques re´sultats pour le syste`me avec points.
8.2.1 Pre´calculs
Le seul pre´calcul qui est re´utilisable sur plusieurs sce`nes est la conversion des BRDFs.
Il s’agit de la meˆme conversion que pour le syste`me avec carte d’environnement. Comme
mentionne´ a` la section 8.1.1, chaque BRDF prend environ une heure a` convertir et
occupe 13 Mo d’espace me´moire.
Pour chaque sce`ne, on doit pre´calculer les importances des sources de lumie`re pour
chaque sommet de chaque objet modifiable.
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Figure 8.5 – Distribution des importances de chaque source pour chaque couleur pour
(a) l’augmentation de la caustique et (b) l’assombrissement du coˆte´ droit du vase pour
le syste`me avec carte d’environnement.
(a) (b) (c)
(d) (e)
Figure 8.6 – Exemple d’utilisation du syste`me avec carte d’environnement. (a) Visual-
isation de l’objet dans l’e´tat initial. (b) Un coup de pinceau est donne´ a` la caustique de
gauche pour l’accentuer et (c) le re´sultat est affiche´. (d) Un coup de pinceau est donne´
pour diminuer l’e´clairage dans la partie droite du vase et (e) le re´sultat est affiche´.
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8.2.2 Sce`ne simple
Nous avons utilise´ la meˆme sce`ne simple que pour le syste`me avec carte d’environ-
nement pour pouvoir faire une comparaison. La figure 8.7 montre quelques captures
d’e´cran de la visualisation et de la manipulation de la sce`ne. De la meˆme fac¸on qu’avec
le syste`me avec carte d’environnement, moins d’une seconde est ne´cessaire pour trouver
et modifier les sources de lumie`re. Le mode`le de Ashikhmin et Premoze [AP] est utilise´
e´galement pour rendre les objets non modifiables de la sce`ne.
Le temps de pre´calcul de la sce`ne est d’environ 20 minutes et prend 27 Mo d’espace
me´moire. On rappelle que le pre´calcul est une forme de lancer de photons ou` la contri-
bution de chaque source de lumie`re est calcule´e pour chaque direction de l’he´misphe`re
autour de chaque sommet de chaque objet modifiable. La se´lection d’un objet est ici
tre`s rapide (environ une seconde) e´tant donne´ que les cartes d’importance des sources
sont pre´calcule´es et qu’on doit seulement les charger. La vitesse de rendu de la sce`ne
(avec l’objet modifiable se´lectionne´) est entre 30 et 45 images par seconde.
8.2.3 Caustiques
La sce`ne avec les caustiques montre que le syste`me avec points peut prendre en
compte des effets lumineux complexes sur n’importe quel type de surface. Il s’agit d’une
pie`ce (piscine) recouverte de feutre noir (pour empeˆcher que la lumie`re se refle`te sur les
murs), le fond de la piscine est recouverte d’une peinture bleue et la surface des vagues
est de l’eau. Nous avons enleve´ l’atte´nuation de la lumie`re dans l’eau pour mieux voir
les caustiques. Toutes les BRDFs sont exprime´es dans le mode`le de Lafortune et al. Le
fond de la piscine est le seul objet modifiable et est tre`s finement subdivise´ (173902
sommets) pour obtenir plus de de´tails. Le sche´ma de la sce`ne est montre´ a` la figure 8.8.
La figure 8.9 montre quelques captures d’e´cran de la visualisation et de la manip-
ulation de la sce`ne. Moins d’une seconde est ne´cessaire pour trouver et modifier les
sources de lumie`re. Ici, il y a plusieurs choses a` remarquer. Premie`rement, la source
de lumie`re choisie pour effectuer la modification n’est pas celle qu’intuitivement une
personne choisirait : elle est un peu en retrait par rapport a` la direction de la came´ra
et la zone peinture´e. La distribution des importances des sources est montre´e a` la fig-
ure 8.10. Ceci de´montre l’utilite´ du syste`me, qui rend intuitif ce genre de manipulation.
La seconde chose a` remarquer est que la modification de la source a engendre´ beaucoup
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(c)
Figure 8.7 – Exemple d’utilisation du syste`me avec points : (a) La sce`ne sans mod-
ification. (b) On applique un coup de pinceau afin d’ajouter de la lumie`re sur le coˆte´
droit du craˆne. (c) Le re´sultat de la modification : le syste`me a augmente´ l’intensite´ de
la source de lumie`re a` gauche de la salle.
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(a) (b)
Figure 8.8 – Sche´ma de la sce`ne de caustiques pour le syste`me avec points. (a) Vue de
coˆte´. (b) Vue de dessus, avec la nume´rotation des sources de lumie`re.
(a) (b) (c)
Figure 8.9 – Exemple d’utilisation du syste`me pour la sce`ne de caustiques : (a) La sce`ne
sans modification. (b) On applique un coup de pinceau afin d’accentuer une caustique
dans le fond de la piscine. (c) Le re´sultat de la modification : le syste`me a augmente´
l’intensite´ de la source de lumie`re nume´ro 7.
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Figure 8.10 – Distribution des importances de chaque source dans le bleu pour l’aug-
mentation de la caustique pour le syste`mes avec points. On montre seulement les con-
tributions pour le bleu puisque les autres canaux ne sont pas significatifs.
de changements dans la sce`ne. Ceci est le de´savantage de n’importe quel syste`me de
rendu inverse.
Le temps de pre´calcul de la sce`ne est d’environ 2 heures et prend 114 Mo d’espace
me´moire. Nous avons lance´ 1M de photons par source (16M au total). La se´lection d’un
objet reste toujours tre`s rapide (environ une seconde). La vitesse de rendu de la sce`ne
(avec l’objet modifiable se´lectionne´) est entre 5 et 15 images par seconde.
8.2.4 Sce`ne diffuse
La sce`ne diffuse est une pie`ce compose´e de colonnes a` base carre´e entourant le
Buddha de Stanford. Les murs de la pie`ce et le Buddha sont mats et blancs, les colonnes
sont en vert. Aucune des sources de lumie`re n’affecte directement le Buddha. Toutes les
BRDFs sont exprime´es dans le mode`le de Lafortune et al. Le Buddha contient 543,652
sommets, donc tre`s finement de´taille´. Le sche´ma de la sce`ne est montre´ a` la figure 8.11.
La figure 8.12 montre quelques captures d’e´cran de la visualisation et de la manip-
ulation de la sce`ne. Encore une fois, moins d’une seconde est ne´cessaire pour trouver et
modifier les sources de lumie`re. Dans cette sce`ne, nous illustrons que le syste`me peut
ge´rer les chemins de lumie`re complexes et est capable de trouver les sources significa-
tives meˆme dans le cas ou` la lumie`re est re´fle´chie de manie`re diffuse. Dans le cas de la
premie`re modification, nous avons utilise´ la strate´gie “la plus importante” pour cre´er
un highlight mieux de´fini. Dans le cas de la deuxie`me modification, nous avons utilise´ la
strate´gie “histogramme” pour assombrir de fac¸on plus ge´ne´rale le coˆte´ gauche du Bud-
dha. La figure 8.13 montre la distribution de l’importance des sources de lumie`re pour
CHAPITRE 8. RE´SULTATS 91
Figure 8.11 – Sche´ma de la sce`ne diffuse pour le syste`me avec points (vue de dessus)
avec la nume´rotation des sources de lumie`re.
les deux ope´rations. On remarque que la distribution est quand meˆme assez uniforme :
il n’y a pas une source qui domine totalement les autres.
Le temps de pre´calcul de la sce`ne est d’environ 3 heures et prend 266 Mo d’espace
me´moire. Nous avons lance´ 1M de photons par source (22M au total). La se´lection d’un
objet reste toujours tre`s rapide (environ une seconde). La vitesse de rendu de la sce`ne
(avec l’objet modifiable se´lectionne´) est entre 5 et 13 images par seconde.
8.3 Outils
Dans cette section, nous pre´sentons les diffe´rents re´sultats relie´s a` l’utilisation de
diffe´rentes strate´gies de se´lection des sources de lumie`re ainsi que les diffe´rentes strate´gies
de manipulation de l’intensite´ des sources. Nous utilisons le syste`me avec points pour
produire les re´sultats. Nous aurions pu prendre n’importe lequel des deux syste`mes et
obtenir les meˆme re´sultats (c’est-a`-dire les meˆmes diffe´rences entre les outils).
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(c) (d)
(e)
Figure 8.12 – Exemple d’utilisation du syste`me avec points pour la sce`ne diffuse. (a)
La sce`ne sans modification. (b) On applique un coup de pinceau sur le bras droit afin de
cre´er un highlight. (c) Le re´sultat de l’ope´ration : le syste`me a augmente´ l’intensite´ de
la source nume´ro 20. (d) On applique un deuxie`me coup de pinceau pour assombrir le
coˆte´ gauche du Buddha. (e) Le re´sultat de l’ope´ration : ici nous avons choisi la strate´gie
de l’histogramme pour faire la se´lection des sources, alors plusieurs sources ont e´te´
atte´nue´es.
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Figure 8.13 – Distribution des importances de chaque source pour les ope´rations ef-
fectue´es a` la figure 8.12 pour (a) l’augmentation de l’illumination sur le bras du Buddha
et (b) l’assombrissement du coˆte´ gauche du Buddha.
8.3.1 Strate´gies de se´lection
Nous pre´sentons a` la figure 8.14 les diffe´rents comportements des strate´gies de
se´lection. On remarque que pour une certaine zone peinture´e, les trois strate´gies donnent
des re´sultats diffe´rents. Pour la strate´gie “la plus importante”, a` la figure 8.14(b), seule
la lumie`re qui contribue le plus a` la zone est se´lec/var/tmp/portage/gnome-base/gnome-
keyring-2.22.3-r2/temp/build.logtionne´e (source dans le coin en haut a` gauche). Pour
la strate´gie de l’histogramme, a` la figure 8.14(c), les sources les plus importantes qui
contribuent a` un certain pourcentage (50% pour l’exemple) de toute la lumie`re rec¸u par
la zone sont se´lectionne´es. Dans l’exemple, les sources dans le coin en haut a` gauche et
a` gauche ont e´te´ se´lectionne´es. Pour la strate´gie de la roulette russe, a` la figure 8.14(d),
une source est choisie ale´atoirement ou` la probabilite´ de chaque source est ponde´re´e
par l’importance pour la zone peinture´e. Dans l’exemple, la deuxie`me source la plus
importante a e´te´ choisie, c’est-a`-dire la source a` gauche.
8.3.2 Strate´gies de modification
Nous pre´sentons a` la figure 8.15 les diffe´rents comportements des strate´gies de mod-
ification de l’intensite´ des sources de lumie`re. Pour une certaine zone peinture´e, les
quatre strate´gies donnent des re´sultats diffe´rents.
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(a) (b)
(c) (d)
Figure 8.14 – Illustration des strate´gies de se´lection des sources de lumie`re apre`s (a)
la peinture d’une certaine zone sur le craˆne du singe. (b) Se´lection de la source la plus
influente pour la zone. (c) Se´lection des sources les plus influentes qui couvrent 50%
de la lumie`re rec¸ue par la zone. (d) Se´lection ale´atoire d’une source ou` la probabilite´
qu’une source soit choisie est directement proportionnelle de l’influence sur la zone.
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(e)
Figure 8.15 – Illustration des strate´gies de modification des sources de lumie`re apre`s (a)
la peinture d’une certaine zone sur le craˆne du singe. (b) On augmente l’intensite´ de la
source par une certaine quantite´. (c) On double l’intensite´ de la source. (d) On re´sout
le syste`me pour que la zone soit de la meˆme intensite´ que le pinceau. La couleur n’est
pas prise en compte. (e) Strate´gie identique a` la pre´ce´dente, mais on garde seulement
une fraction de l’intensite´ du re´sultat.
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(a) (b) (c)
Figure 8.16 – Comparaison du rendu de la meˆme sce`ne sous (a) le syste`me avec cartes
d’environnement, (b) le syste`me avec points et (c) un rendu de re´fe´rence par PBRT.
On remarque que le syste`me avec points est beaucoup plus pre`s du rendu de re´fe´rence
que le syste`me avec carte d’environnement. La principale raison dans ce cas-ci est le
fait que le syste`me avec carte d’environnement ge`re mal les concavite´s : ceci se voit
particulie`rement bien pour l’oreille.
8.4 Comparaison entre les deux syste`mes
E´tant donne´ que les deux syste`mes ne font pas le rendu des objets modifiables de la
meˆme fac¸on : ils produisent des re´sultats diffe´rents. La figure 8.16 montre le rendu de
la teˆte de singe pour le syste`me avec carte d’environnement, le syste`me avec points et
un rendu de re´fe´rence par PRBT, en utilisant le tracer de chemins bidirectionel. E´tant
donne´ qu’on voulait comparer sommairement les images entre elles, le rendu de re´fe´rence
utilise relativement peu d’e´chantillons, ce qui explique pourquoi l’image est bruite´e. On
rappelle que le rendu des deux syste`mes se fait par sommet, et donc le niveau de de´tails
d’un objet est directement proportionnel a` son nombre de sommets.
On remarque tout d’abord que l’image produite avec le syste`me avec points est
beaucoup plus pre`s du rendu de re´fe´rence que l’image produite par le syste`me avec
carte d’environnement. Ceci est cause´ par le fait que les concavite´s sont mal ge´re´es
avec le syste`me par carte d’environnement, et donc on remarque que les diffe´rences
sont plus marque´es sur les endroits complexes (p. ex. l’oreille). D’autres diffe´rences
sont dues a` la discre´tisation des normales. Pour un sommet donne´, le syste`me par
carte d’environnement fait une interpolation biline´aire entre les intensite´s capture´es en
direction des quatre normales les plus pre`s de la normale du sommet, ce qui ne donne pas
exactement la meˆme intensite´. Finalement, la distribution des photons e´tant ale´atoire
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(surtout dans une sce`ne posse´dant des surfaces diffuses), il se peut qu’une zone n’ait
pas e´te´ atteinte par des photons. Ceci explique le trou prononce´ sur le craˆne en haut
a` droite de l’image 8.16(a). Autrement, les deux syste`mes convergent vers l’image de
re´fe´rence en apparence ge´ne´rale.
8.5 Discussion
Le syste`me fonctionne comme attendu : pour les objets modifiables, un aperc¸u de son
illumination directe et indirecte est disponible en temps interactif, les modifications de
son illumination sont quasi instantane´es et on peut se promener dans la sce`ne librement.
Lors d’un coup de pinceau le syste`me trouve les sources de lumie`re qui affecteront cette
zone, meˆme les sources dans d’autres pie`ces ou derrie`re des obstacles.
Malgre´ que le syste`me fonctionne, il y a deux limitations majeures inhe´rentes au
proble`me de la se´lection et modification de sources de lumie`re :
1. Granularite´ de la solution. Dans un contexte normal, une sce`ne ne contient
habituellement que quelques sources de lumie`re, par exemple un plafonnier, une
lampe, etc. Un autre exemple est une sce`ne exte´rieure, ou` la seule source est
le soleil. Il est rare d’avoir une centaine, voire une dizaine de sources dans une
sce`ne. Donc, lorsque l’utilisateur peinture une zone d’un objet, il est fort probable
qu’une grande partie de l’objet soit modifie´e. Il est donc impossible, avec une
petite quantite´ de sources, d’obtenir des re´sultats pre´cis.
2. Conflits. Pour la meˆme raison que le point pre´ce´dent, le fait qu’une sce`ne ne
contienne qu’un petit nombre de sources, la modification d’une de ces sources
va alte´rer conside´rablement le reste de la sce`ne, pouvant causer des conflits avec
d’autres zones de´ja` peinture´es par l’utilisateur. Malgre´ que le syste`me de con-
traintes fonctionne et peut aider a` limiter ces conflits, il reste que si la zone peinte
est affecte´e par une seule source, c’est celle-ci qu’on doit modifier pour obtenir les
re´sultats, peu importe si la source est pe´nalise´e ou pas.
Une fac¸on de contourner le proble`me serait de subdiviser les sources de lumie`re
surfaciques, ce qui augmente l’espace des solutions possibles. Cependant, ceci pourrait
affecter le re´alisme de la sce`ne puisque des zones d’une lumie`re surfacique pourraient
avoir des intensite´s tre`s diffe´rentes. Pour les sources ponctuelles, la modification de leur
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distribution angulaire d’e´mission de la lumie`re pourrait eˆtre une solution, mais ceci sort
du contexte de ce me´moire et pourrait encore une fois affecter le re´alisme et augmenter
la complexite´ des structures et des algorithmes.
8.5.1 Consommation me´moire
Pour le syste`me avec cartes d’environnement, une importante quantite´ me´moire est
prise par les matrices de rotation des ondelettes. Nous utilisons une re´solution source
de 64 × 64 et une re´solution cible de 32 × 32, ce qui donne 266Mo, comme indique´ a`
la figure 8.1. Ensuite, chaque objet modifiable doit avoir trois cartes d’environnement
(une par canal de couleur) par source de lumie`re qui donne la fraction de l’intensite´ qui
atteint l’objet dans chaque direction. Ces cartes sont repre´sente´es par des ondelettes, et
ensuite compresse´es. Un triplet de carte d’environnement prend 1475 octets si on garde
3% des coefficients d’ondelettes, ce qui est ne´gligeable, meˆme pour plusieurs centaines
de sources de lumie`re. Chaque BRDF occupe environ 12 Mo de me´moire. Finalement,
nous gardons les environnements locaux (une pour chaque canal de couleur) pour chaque
direction de normale e´chantillonne´e pour faire le rendu de l’objet. Encore une fois, ils
sont compresse´s avec des ondelettes (on garde 3% des coefficients), ce qui donne 94Ko
par objet si on utilise un e´chantillonnage de 32× 32 directions de normale.
Pour le syste`me avec points, le plus gros de la quantite´ me´moire est le re´sultat du
pre´calcul par objet. Nous conservons, pour chaque sommet de chaque objet, l’informa-
tion sur la fraction de l’intensite´ qui atteint le sommet pour chaque direction. Nous
utilisons une re´solution de 32× 32 pour ces cartes. Elles sont e´galement compresse´es en
ondelettes et nous gardons 3% des coefficients. Chaque carte prend environ 369 octets
(pour les trois canaux). Par contre, il doit y avoir une carte par source de lumie`re,
par sommet, par objet. Autrement, la technique n’a pas d’autres consommations de
me´moire importantes.
8.5.2 Strate´gies
Les diffe´rentes strate´gies de se´lection ont des utilite´s particulie`res. Par exemple, si
on est dans une sce`ne ou` il y a plusieurs sources dominantes et que l’utilisateur veut un
re´sultat relativement pre´cis, alors la strate´gie “la plus importante” est conseille´e. Sinon
si un re´sultat pre´cis n’est pas ne´cessaire, alors la strate´gie “roulette russe” empeˆchera
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le syste`me de toujours choisir la meˆme source, ce qui pourrait la rendre trop intense
par rapport aux autres. Dans une sce`ne ou` les sources ne sont pas dominantes ou
sont cache´es, la strate´gie de l’histogramme pourra aller chercher plusieurs sources pour
obtenir le re´sultat.
Les strate´gies sont bien utiles et tre`s rapidement l’utilisateur de´veloppe une intuition
sur laquelle il doit choisir pour obtenir les meilleurs re´sultats.
Contrairement aux strate´gies de se´lection, le choix d’une strate´gie de modification
est totalement de´pendant de ce que l’utilisateur veut accomplir. Pour des modifications
incre´mentales, ajouter une constante ou doubler l’intensite´ des sources de lumie`re sont
les strate´gies les plus approprie´es. Pour obtenir un re´sultat plus rapidement, alors les
strate´gies “direct” et “fraction de direct” sont pre´fe´rables.
8.5.3 Positionner des sources
Il est possible d’e´tendre le syste`me pour qu’il puisse trouver l’emplacement de sources
selon les coups de pinceaux. Il s’agit de placer une certaine quantite´ de sources d’inten-
site´ nulle aux endroits possibles ou` pourraient se trouver des sources. Quand l’utilisa-
teur peinture un objet, le syste`me se´lectionnera quelques-unes des sources nulles et par
conse´quent, cre´era ces sources de lumie`re dans la sce`ne finale.
L’avantage est qu’il n’y a aucune modification a` faire aux deux syste`mes pour ajouter
cette fonctionnalite´. Le de´savantage est qu’on ajoute de la complexite´ e´tant donne´ qu’il
y aura beaucoup de sources de lumie`re (voir section 8.5.1).
Chapitre 9
Conclusion
Dans ce me´moire, nous avons pre´sente´ deux syste`mes qui permettent de choisir et
de manipuler les intensite´s de sources de lumie`re en peignant de la lumie`re incidente sur
des objets. Le premier syste`me, avec les cartes d’environnement, sacrifie un peu l’exac-
titude des re´sultats pour moins de pre´calculs et une meilleure performance de rendu. Le
deuxie`me syste`me, avec les points, demande plus de pre´calculs et est le´ge`rement moins
rapide, mais offre des re´sultats plus exacts.
Dans les deux cas, les syste`mes prennent en compte l’illumination globale de la sce`ne
avec tous les effets lumineux qui lui sont rattache´s : les interre´flexions, les caustiques,
la diffusion de la lumie`re dans des milieux participatifs et les objets semi-transparents.
Nous avons donne´ des exemples qui montrent que le syste`me fonctionne comme
convenu : on peut modifier en temps interactif et de fac¸on intuitive l’apparence d’objets
due a` l’illumination en peignant sur ceux-ci. Les re´sultats sont disponibles et affiche´s
quasi instantane´ment.
Afin de pouvoir re´pondre a` nos contraintes pose´es au de´but de ce me´moire, nous
avons duˆ limiter le syste`me rendre correctement certains objets cibles, et a` rendre le
reste de la sce`ne en utilisant des techniques standards d’illumination directe. Ceci est
e´videmment une limitation majeure qu’il serait tre`s important d’e´liminer pour avoir
un syste`me complet utilisable dans un contexte professionnel. Des techniques comme
le re´-e´clairage direct vers indirect, pre´sente´ a` la section 2.3, pourraient peut-eˆtre eˆtre
adapte´es pour obtenir rapidement une approximation de l’e´clairage indirect de la sce`ne
comple`te.
Dans ce me´moire, nous avons aussi divise´ le comportement des syste`mes en diffe´rentes
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strate´gies pour la se´lection et la manipulation des sources de lumie`re. Plus de recherche
pourrait eˆtre faite pour automatiser le choix des strate´gies selon le cas.
Plusieurs ame´liorations pourraient rendre les syste`mes encore plus utiles. Pre´sentement
dans nos syste`mes, seulement certains objets peuvent eˆtre modifie´s. Il serait tre`s utile
que toutes les parties de la sce`ne puissent eˆtre modifie´es de fac¸on transparente, ou`,
par exemple, l’utilisateur peut peinturer un trait qui affecte plusieurs objets en meˆme
temps. Il faudrait aussi e´tudier la possibilite´ de modifier la distribution de l’e´mission
des sources de lumie`re afin de pouvoir obtenir des re´sultats encore plus pre´cis.
Plus d’optimisations pourraient eˆtre faites sur la gestion d’un grand nombre de
sources de lumie`re : dans nos structures, on pourrait e´liminer les sources de lumie`re peu
importantes par objet, afin d’utiliser moins de me´moire. On pourrait aussi regrouper
les sommets dans le syste`me avec points afin de compresser leurs donne´es. De fac¸on
similaire, on pourrait de´terminer automatiquement le nombre de sommets optimal sur
lesquels construire les he´misphe`res d’importance afin de re´duire la me´moire en gardant
une bonne qualite´. Autrement, les syste`mes peuvent ge´rer un grand nombre de sources
de lumie`re sans proble`me.
Comme mentionne´ pre´ce´demment, nous avons duˆ limiter le contexte de l’application
a` la se´lection et a` la manipulation de l’intensite´ des sources de lumie`re. Il serait bien suˆr
inte´ressant d’e´tudier le proble`me du design des sources (positionnement, orientation et
forme) tout en conside´rant l’illumination globale et la possibilite´ de bouger la came´ra.
Malgre´ ces limitations, les syste`mes pre´sente´s restent une solution inte´ressante au
proble`me complexe de rendu inverse et de´montrent bien l’utilite´ de la me´taphore de la
peinture pour modifier l’illumination sur un objet. E´tant donne´ que le comportement de
la lumie`re dans une sce`ne est tre`s complexe et que la manipulation des parame`tres des
sources de lumie`re est, de ce fait, e´galement complexe, l’importance d’un bon outil de
manipulation est cruciale. Nous croyons que les techniques et les re´sultats de ce me´moire
sont un pas dans la bonne direction. La peinture d’illumination s’ave`re intuitive et simple
et il s’agit donc d’un bon mode`le.
Annexe A
Appendices
A.1 Matrice de rotation
Cet algorithme calcule une matrice de rotation qui transforme un frame local vers
un frame global oriente´ autour d’un vecteur n.
Data : Le vecteur normal n
Result : La matrice de rotation R
s = [1.0, 0.0, 0.0];
d = dot(n, s);
if abs(d) > 0.6 then
s = [0.0, 1.0, 0.0];
end
t = cross(s, n);
s = cross(n, t);
R =

 sx nx txsy ny ty
sz nz tz

;
return R;
A.2 Hammersley
Voici le code pour produire des points (x, y) de Hammersley sur le plan 2D, x, y ∈
[0, 1]. n est le nombre de points a` ge´ne´rer.
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void PlaneHammersley(float *result, int n)
{
float p, u, v;
int k, kk, pos;
for (k=0, pos=0 ; k<n ; k++)
{
u = 0;
for (p=0.5, kk=k ; kk ; p*=0.5, kk>>=1)
if (kk & 1) // kk mod 2 == 1
u += p;
v = (k + 0.5) / n;
result[pos++] = u;
result[pos++] = v;
}
}
A.3 Multiplication creuse
A.3.1 Produit scalaire de vecteurs creux
template<class T, class I>
__device__ float getVal(
const I index,
const unsigned int start,
const unsigned int end,
const I* indices,
const T* vals)
{
for(int i = start; i < end; ++i){
if(index < indices[i]){
return 0.;
}
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else if(index == indices[i]){
return vals[i];
}
}
return 0.;
}
template<class T1, class T2, class I1, class I2>
__global__ void svsvm_kernel(
unsigned int nbVecs,
unsigned int offset,
const int* map1,
const int* map2,
const unsigned int* ptr1,
const unsigned int* ptr2,
const I1* indices1,
const I2* indices2,
const T1* vals1,
const T2* vals2,
float* y)
{
__shared__ float vals[WARP_SIZE];
int vec_id = blockDim.x * blockIdx.x + threadIdx.x + offset;
if(map1[vec_id] < 0 || map2[vec_id] < 0){
y[vec_id] = 0;
return;
}
int thread_id = blockDim.y * blockIdx.y + threadIdx.y;
int lane = thread_id & (WARP_SIZE-1);
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unsigned int vec1_start = ptr1[map1[vec_id]];
unsigned int vec1_end = ptr1[map1[vec_id] + 1];
unsigned int vec2_start = ptr2[map2[vec_id]];
unsigned int vec2_end = ptr2[map2[vec_id] + 1];
vals[lane] = 0;
for(int jj = vec1_start + lane; jj < vec1_end; jj += WARP_SIZE){
vals[lane] += vals1[jj] * getVal<T2, I2>(indices1[jj], vec2_start,
vec2_end, indices2, vals2);
}
__syncthreads();
if(lane < 16){
vals[lane] += vals[lane + 16];
}
__syncthreads();
if(lane < 8){
vals[lane] += vals[lane + 8];
}
__syncthreads();
if(lane < 4){
vals[lane] += vals[lane + 4];
}
__syncthreads();
if(lane < 2){
vals[lane] += vals[lane + 2];
}
__syncthreads();
if(lane < 1){
vals[lane] += vals[lane + 1];
}
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__syncthreads();
if(lane == 0){
y[vec_id] = vals[lane];
}
}
A.3.2 Produit scalaire entre matrices creuses et vecteurs pleins
__global__ void spmv_csr_vector_kernel(
const unsigned int num_mat,
const unsigned int num_rows,
const unsigned int num_values,
const unsigned int* ptrMat,
const unsigned short* ptrRow,
const unsigned short* indices,
const short* values,
const float* x,
float* y)
{
__shared__ float vals[WARP_SIZE];
int matrix_id = blockDim.x * blockIdx.x + threadIdx.x;
int thread_id = blockDim.y * blockIdx.y + threadIdx.y;
int lane = thread_id & (WARP_SIZE-1);
int row_id = thread_id / WARP_SIZE;
unsigned int rowOffset = matrix_id * (num_rows + 1);
unsigned int dataOffset = ptrMat[matrix_id];
int row_start = ptrRow[rowOffset + row_id];
int row_end = ptrRow[rowOffset + row_id + 1];
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int index = lane;
vals[index] = 0;
for(int jj = row_start + lane; jj < row_end; jj += WARP_SIZE){
vals[index] += values[dataOffset + jj] *
fetch_x<false>(indices[dataOffset + jj], x);
}
__syncthreads();
if(lane < 16){
vals[index] += vals[index + 16];
}
__syncthreads();
if(lane < 8){
vals[index] += vals[index + 8];
}
__syncthreads();
if(lane < 4){
vals[index] += vals[index + 4];
}
__syncthreads();
if(lane < 2){
vals[index] += vals[index + 2];
}
__syncthreads();
if(lane < 1){
vals[index] += vals[index + 1];
}
__syncthreads();
if(lane == 0){
int indexY = matrix_id * num_rows + row_id;
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y[indexY] = vals[index];
}
}
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