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We consider a mixture of a Bose-Einstein condensate, with a paired Fermi superfluid, confined in
a ring potential. We start with the ground state of the two clouds, identifying the boundary between
the regimes of their phase separation and phase coexistence. We then turn to the rotational response
of the system. In the phase-separated regime, we have center of mass excitation. When the two
species coexist, the spectrum has a rich structure, consisting of continuous and discontinuous phase
transitions. Furthermore, for a reasonably large population imbalance it develops a clear quasi-
periodic behaviour, in addition to the one due to the periodic boundary conditions. It is then
favourable for the one component to reside in a plane-wave state, with a homogeneous density
distribution, and the problem resembles that of a single-component system.
PACS numbers: 05.30.Jp, 03.75.b, 03.75.Ss, 03.75.Kk
I. INTRODUCTION
One of the interesting achievements in the field of cold
atomic gases is the realization of Fermi-Bose mixtures.
For example, in Ref. [1] the first observation of a mix-
ture of a Bose-Einstein condensate in a Fermi sea was
reported. An interesting possibility is that where both
components are superfluids. Such experiments have been
reported in a 6Li-7Li mixture [2–5], in a 40K-41K mixture
with a tunable interaction between the two species [6–8],
in a mixture of 6Li and 133Cs with broad interspecies
Feshbach resonances [9, 10], and in a two-component su-
perfluid 6Li-41K and 6Li-174Yb [11, 12].
In the problem of Fermi-Bose superfluid mixtures, var-
ious effects have been studied. These include Fara-
day waves [13], the existence of a super-counter-fluid
phase [14], the existence of dark-bright solitons [15], the
multiple periodic domain formation [16], and collective
oscillations [17–23]. Finally, the ground state and the
existence of vortices in a rotating quasi-two-dimensional
Fermi-Bose mixtures has also been investigated in [24].
Motivated by the studies mentioned above, in this ar-
ticle we study the ground state and the rotational prop-
erties of a mixture of a Bose superfluid, with a (paired)
Fermi superfluid, at zero temperature. We consider the
problem where the two components are confined in a ring
potential, i.e., under the assumption of one-dimensional
motion, and periodic boundary conditions. This situa-
tion is realized experimentally in a very tight toroidal
potential, where the transverse degrees of freedom are
frozen. We stress that this problem is not only interest-
ing theoretically, but it is also experimentally relevant,
following early experiment on rotating fermions in a har-
monic trap [25]. For example, numerous experiments
have been performed on single-component rotating Bose-
Einstein condensed atoms in annular/toroidal traps, see,
e.g., Refs. [26]. What is even more relevant is the experi-
ment of Ref. [27], where a mixture of two distinguishable
species of Bose-Einstein condensed atoms has been inves-
tigated.
One of the main results of the present study is the
state of lowest energy for some fixed value of the angular
momentum of this coupled system and the corresponding
dispersion relation, which plays a central role in its rota-
tional response. As shown below, this problem has a very
rich and interesting structure. Given the large number of
parameters, we have chosen to tune the relative strength
of energy scales that are associated with the Bose-Bose
coupling, the Bose-pair coupling, and the Fermi energy,
which results from the fermionic origin of the pairs.
An experimentally-relevant assumption which is done
in the present study is that the kinetic energy associ-
ated with the motion of the atoms around the ring is
much smaller than all these three energy scales. As a
result, in the case of phase coexistence, it is energeti-
cally favourable for the system to reside in plane-wave
states, with a homogeneous density distribution. This
is simply due to the fact that, when the kinetic energy
is negligible, the interaction energy is always minimized
when the density of both components is homogeneous
[28]. Clearly, this simplifies the problem significantly,
but on the same time it gives it an interesting structure,
as the cloud undergoes discontinuous transitions as the
angular momentum increases. In addition, the disper-
sion relation has a quasi-periodicity, which is set by the
minority component.
The system that we have considered is ideal for the
study of one of the most fundamental problems in cold
atomic systems, namely, superfluidity. One of the main
messages of our study is the richness of the collection of
phenomena which are associated with superfluidity due
to the mixing of a Bose-Einstein condensate of bosonic
atoms, with a paired superfluid Fermi system.
In what follows below, we start with our model in
Sec. II. In Sec. III we derive the condition for phase coex-
istence and phase separation of the two superfluid com-
ponents. We then turn to the rotational response of the
system in Sec. IV. In this section we start with the phase-
separated regime, and then turn to the case of phase
coexistence. In Sec. V we investigate the more general
problem where the boson mass is not equal to the mass
of the pairs. Finally, we summarize our main results and
present our conclusions in Sec. VI.
2II. THE MODEL
The problem we have in mind is that of a fermionic
and a bosonic superfluid, confined in a very tight toroidal
trap. Following Ref. [29], since the transverse degrees of
freedom are frozen, one may assume that the two order
parameters of the bosonic atoms and of the fermionic
pairs have a product form of a Gaussian profile in the
transverse direction, times ΨB(θ) for the bosonic atoms
and ΨP (θ) for the fermionic pairs, with both ΨB and
ΨP depending on the azimuthal angle θ, only. Then,
integrating over the transverse direction, one ends up in
the following energy functional,
H = − h¯
2NP
2mPR2
∫
Ψ∗P∂θθΨP dx−
h¯2NB
2mBR2
∫
Ψ∗B∂θθΨB dx
+
1
3
GPN
3
P
∫
|ΨP |6 dx+GFBNPNB
∫
|ΨP |2|ΨB|2 dx
+
1
2
GBN
2
B
∫
|ΨB|4 dx,
(1)
where x = Rθ, with R being the radius of the ring. In the
above equation we use the normalization
∫ |ΨB|2dx = 1
and
∫ |ΨP |2dx = 1. Here NB is the number of bosonic
atoms, with a mass mB . Assuming that we have NF
number of fermionic atoms, divided equally into two
spin states that pair up, we have NP = NF /2 pairs of
fermions. Also, mP = 2mF is the mass of the fermion
pairs, with mF being the mass of each fermionic atom.
In the data presented below we first consider the case
mB = mP , and then in Sec.V we examine the more gen-
eral problem, mB 6= mP .
Also, in Eq. (1), GB and GFB are the intra- and inter-
species one-dimensional interaction couplings [15], which
are proportional to the scattering lengths aB and aFB,
respectively. Since in the quasi-one-dimensional scheme
that we have adopted the transverse degrees of freedom
of the order parameters are frozen, the form of the Hamil-
tonian of Eq. (1) is essentially the same as the one of the
purely one-dimensional problem. The last term in H ,
which is proportional to GB, is the usual quartic term,
which corresponds to the boson-boson interaction. This
is the leading-order term of the more general expression
derived by Lieb and Liniger [30], for weak boson-boson
coupling. The term which is proportional to GFB , is
similar to the last one and it describes the interaction
between the bosons and the pairs, with the only differ-
ence being that it is proportional to the product of the
densities of the bosons and of the pairs. Finally, the term
which is proportional to GP comes from the Fermi energy
of the fermionic atoms which constitute the pairs. This
is also the leading-order term of a more general (Gaudin-
Yang) Hamiltonian [31], valid both in the BCS and in
the molecular limits.
The standard formula that connects GB with the scat-
tering length aB is GB = 2h¯ω⊥,BaB. Here, ω⊥,B is the
frequency of the trap in the transverse direction. The
formula for GFB is more complicated, since it depends
on the atomic masses and, potentially, on the two differ-
ent trap frequencies. Here we choose GFB – compared
with GB – in such a way that we explore the physically-
interesting regimes. Finally, GP = 4κh¯
2π2/mF , with the
dimensionless parameter κ = 1/4 in the BCS, weakly-
attractive coupling limit, and κ = 1/16 in the molecular
unitarity limit [15], i.e., close to a Feshbach resonance as-
sociated with the fermion-fermion interaction. In all the
results which follow below κ is set equal to 1/4, however
they are relatively insensitive to this value, in the sense
that the results are not affected, at least qualitatively.
Clearly GB and GFB have the same units, i.e., energy
times length, while GP has units of energy times length
squared.
In order for the Hamiltonian of Eq. (1) to be valid, the
bosonic atoms have to be in the mean-field regime, which
means that their density per unit length n0B = NB/(2πR)
must be larger than ≈ aB/a2⊥,B, where a⊥,B is the os-
cillator length that corresponds to ω⊥,B. Furthermore,
the assumption of quasi-one-dimensional motion requires
that n0BaB ≪ 1. Therefore, n0B has to be in the range
aB/a
2
⊥,B ≪ n0B ≪ 1/aB. For the fermionic component,
the third term in Eq. (1) is valid in both limits of weak
(κ = 1/4) and strong (κ = 1/16) attraction.
From Eq. (1) it follows that in the rotating frame with
some angular frequency Ω [32], ΨP (θ) and ΨB(θ) satisfy
the two coupled equations [15, 24],
[
− h¯
2
2mBR2
∂θθ + iΩh¯∂θ +GBNB|ΨB|2 +GFBNP |ΨP |2
]
ΨB = µBΨB ,[
− h¯
2
2mPR2
∂θθ + iΩh¯∂θ +GPN
2
P |ΨP |4 +GFBNB|ΨB|2
]
ΨP = µPΨP . (2)
Alternatively, we can view Eqs. (2) as the Euler-Lagrange
equations for the minimization of the total energy, under
the following three constraints: a constant total angu-
lar momentum −ih¯R ∫ [NBΨ∗B∂θΨB +NPΨ∗P∂θΨP ]dθ =
LBh¯ + LP h¯ = Lh¯, and a fixed number of NB bosonic
atoms andNP fermionic pairs, with the three correspond-
ing Lagrange multipliers being Ω, µB and µP . In the
results that follow below we have thus fixed L and we
have evaluated the state of lowest energy, treating Ω as
a Lagrange multiplier.
3We stress that in a harmonic trap, in two, or three spa-
tial dimensions there is the following possibility: When
rotated, a paired Fermi system, which is in the BCS
regime (only) may form a shell of unpaired atoms, which
undergo solid-body rotation, along with a core of non-
rotating paired atoms, which are located near the center.
As argued in Ref. [33], in this case breaking of the pairs is
energetically inexpensive, since the density is low, while
the cloud gains energy due to the centrifugal energy of
the normal cloud, undergoing solid-body rotation. In the
present problem such a “decoupling” between the pair
and the unpaired parts of the cloud is not possible, since
the two parts would have to move together. Therefore,
we do not expect such an effect to be present here (which
would anyway be relevant for κ ≈ 1/4, only).
Finally, we should mention that in our model we have
excluded the possibility of Efimov states [34]. Whether
these play any role in our problem would be the sub-
ject of a separate publication. Such a study should also
investigate the effect of losses.
III. BOUNDARY BETWEEN PHASE
SEPARATION AND PHASE COEXISTENCE OF
THE TWO SUPERFLUID COMPONENTS
Depending on the value of the parameters, there are
two phases. In the one, the two components have an
inhomogeneous density distribution and prefer to reside
in different parts of the torus/ring, i.e., we have phase
separation. In the other, the two components have a ho-
mogeneous density distribution, and thus we have phase
coexistence. We derive the condition for energetic sta-
bility of the homogeneous phase in Appendix A and the
condition for its dynamic stability from the Bogoliubov
spectrum, in Appendix B.
The condition for energetic stability of the phase where
the two components are distributed homogeneously and
coexist is
(
h¯2
2mBR2
+ 2GBn
0
B
)(
h¯2
2mPR2
+ 4GP (n
0
P )
2
)
> 4G2FBn
0
Bn
0
P , (3)
where n0B = NB/(2πR) and n
0
P = NP /(2πR). Let us
denote as φk = e
ikθ/
√
2πR, with k being an integer, the
well-known eigensolutions of the (single-particle) kinetic-
energy operator −h¯2∂θθ/(2mPR2) = −h¯2∂θθ/(2mBR2),
that corresponds to the kinetic energy of the parti-
cles, under periodic boundary conditions, with an energy
h¯2k2/(2mPR
2) = h¯2k2/(2mBR
2) and angular momen-
tum kh¯. It is clear that if Eq. (3) is satisfied for the non-
rotating state (L = 0), where ΨB = φ0 and ΨP = φ0,
it will also be satisfied for any plane-wave state with
nonzero angular momentum (kB , kP ), where
(kB, kP ) ≡ (ΨB = φkB , ΨP = φkP ) . (4)
We stress that this analysis is local and not global. In
other words, the condition of Eq. (3) does not necessarily
imply that any state (kB , kP ) is the absolute minimum of
the energy for the given angular momentum per particle
ℓ = L/N = xBkB +xP kP , where N = NB +NP . Still, it
becomes global when the nonlinear terms in the Hamil-
tonian are sufficiently large [35], or, equivalently, when
the kinetic energy is sufficiently small (as in the present
problem).
In addition to the energetic stability examined above
there is also the dynamic stability of the homogeneous
solution. In Appendix B we derive the Bogoliubov spec-
trum, i.e., the excitation energy h¯ω(k), as function of k,
where kh¯ is the angular momentum of the system, with
k being an integer. This is given by the smaller value of
ω2 which solves the following equation,
(
h¯2k4
2mBR2
+ 2GBn
0
Bk
2 − 2mBω2R2
)(
h¯2k4
2mPR2
+ 4GP (n
0
P )
2k2 − 2mPω2R2
)
= 4G2FBn
0
Bn
0
Pk
4. (5)
The condition for dynamic stability which results from
Eq. (5) with k = 1, i.e., for real ω, coincides with that
of energetic stability, Eq. (3). In addition, it follows from
Eq. (5) that in the case of a purely bosonic component
mBc
2
B =
h¯2
4mBR2
+GBn
0
B, (6)
where cB is the bosonic speed of sound. Similarly, in a
purely fermionic superfluid,
mP c
2
P =
h¯2
4mPR2
+ 2GP (n
0
P )
2, (7)
where cP is the speed of sound of the fermionic pairs.
4IV. ROTATIONAL RESPONSE OF THE TWO
SUPERFLUIDS
Let us now turn to the rotational response of the sys-
tem, under some fixed angular momentum, that we ex-
amine below. This problem depends on whether the two
components are separated, or they coexist. For this rea-
son, we examine each case separately, below.
Before we proceed, it is instructive to identify the three
energy scales EB , EFB , and EF , which appear in the
Hamiltonian of Eq. (1), defined as
EB
N
=
1
2
x2BGBn0,
EFB
N
= xBxPGFBn0, (8)
and
EF
N
=
1
3
GPx
3
Pn
2
0, (9)
where n0 = N/(2πR), xP = NP /N , and xB = NB/N .
Denoting as K the kinetic energy per particle, K =
h¯2/(2mBR
2) = h¯2/(2mPR
2), we introduce the use-
ful dimensionless quantities ǫB = EB/(NK), ǫFB =
EFB/(NK), and ǫF = EF /(NK). In what follows below
we consider values of ǫB, ǫFB, and ǫF which are much
larger than unity, as is also the case experimentally.
The terms EB and EFB are the familiar ones, met also
in the case of boson-boson mixtures. On the other hand,
EF comes from the Fermi pressure of the “underlying”
fermionic origin of the pairs, and it acts as an effective re-
pulsive potential, which, however, does not scale with the
density in the usual, quadratic, way, that we are familiar
with from the case of contact interactions. In this case
of the pairs, the corresponding energy per unit length
increases with the third power of the pair density, i.e.,
there is a stronger dependence of this term on the den-
sity. This is one of the major differences between the
problem of Fermi-Bose, and Bose-Bose mixtures. Finally,
we remark that while the contact potential corresponds
to two-body collisions, EF resembles a term that corre-
sponds to three-body collisions.
Before we proceed, we stress that Bloch’s theorem [36],
which refers to a single component system, is also valid in
our two-component system, at least under certain condi-
tions, which are examined in Sec. V [37, 38]. The easiest
case is that of equal masses, mB = mP , where the energy
is a periodic function, on top of a parabola, i.e.,
E
NK
= ℓ2 +
e(ℓ)
K
. (10)
Here e(ℓ) is a periodic function, with a period equal to
unity, e(ℓ+1) = e(ℓ). In what follows below we measure
the zero of the energy with respect to the ground-state
energy of the nonrotating system, and therefore e(ℓ =
0) = 0 in what follows below.
A. Regime of phase separation
In the regime of phase separation, already for zero an-
gular momentum the density of the two components is
inhomogeneous. In Fig. 1 we show numerical solutions
of Eqs. (2), i.e., the results we have derived minimizing
the energy of the system, fixing the angular momentum.
More specifically, we show the density distribution of the
two components, and the angular momentum carried by
each component separately. In these results we choose
a large enough value of GFB, see Eq. (3), so that the
demixing is complete, i.e., the two densities have almost
zero overlap, see the upper plot of Fig. 1. In this case
it is energetically favourable for the system to carry the
angular momentum via center of mass excitation.
In Fig. 1 we also consider a population imbalance xP =
NP /N = 0.1 and xB = NB/N = 0.9, while ǫB ≈ 83.33,
ǫFB ≈ 300.0, and ǫF ≈ 83.33. From the lower plot of
Fig. 1 we see that the angular momentum is shared by
the two components in a trivial way. More specifically,
the total angular momentum Lh¯ = LP h¯+LBh¯ is divided
into the two components proportionately to the mass and
the particle number, that is
LP
L
=
mPNP
mBNB +mPNP
,
LB
L
=
mBNB
mBNB +mPNP
.
(11)
Since the rotational kinetic energy Kr of the two compo-
nents is
Kr = Kr,P +Kr,B =
h¯2L2P
2NPmPR2
+
h¯2L2B
2NBmBR2
, (12)
if follows trivially from Eq. (11) that
Kr =
h¯2L2
2(mBNB +mPNP )R2
. (13)
Therefore, the dispersion relation is exactly parabolic, in
agreement with our numerical results (this is also con-
sistent with Bloch’s theorem). Finally, we stress that
the density distribution of the two components is unaf-
fected by the rotation, since the system is excited via
center of mass excitation. As a result, the density distri-
bution shown in the upper plot of Fig. 1 is independent
of ℓ = L/N .
B. Regime of phase coexistence
We now turn to the problem where the two components
have a homogeneous density distribution and thus they
coexist. In this case the solution of Eqs. (2) for the (non-
rotating) ground state is the trivial one, i.e., the plane-
wave state ΨB = φ0, and ΨP = φ0.
In Figs. 2 and 3 we show again numerical solutions of
Eqs. (2), i.e., the results we have derived minimizing the
energy of the system, fixing the angular momentum to
some values. In these data we consider a population im-
balance of xP = NP /N = 0.1 and xB = NB/N = 0.9,
in the BCS regime (κ = 1/4). Finally, we choose ǫFB ≈
143.2 for the Fermi-Bose coupling, ǫF ≈ 83.33 and two
different values for the Bose-Bose coupling, ǫB ≈ 3223 in
Fig. 2, and ǫB ≈ 644.6 in Fig. 3.
Before we discuss each graph separately, let us start
with some general remarks. From Eq. (10), subtract-
ing from the energy of the system the energy due to
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FIG. 1: (Color online) The density distribution nP (θ) =
NP |ΨP (θ)|
2 and nB(θ) = NB |ΨB(θ)|
2 of the two compo-
nents (upper plot), and the distribution of the angular mo-
mentum between the two components (lower plot), in the
regime of phase separation. Here the blue color (solid line)
corresponds to the bosons, and the red color (dashed line)
corresponds to the pairs. Also, xP = 0.1 and xB = 0.9,
in the BCS regime (κ = 1/4), ǫB ≈ 83.33, ǫFB ≈ 300.0,
and ǫF ≈ 83.33. The density of the two components is in-
dependent of the angular momentum. On the lower figure,
ℓB,P /ℓ = mB,PNB,P /(mBNB +mPNP ), as explained in the
text.
the center of mass excitation, E/(NK)− ℓ2, we get the
function e(ℓ)/K, which is shown in the upper plot of
Fig. 2 and Fig. 3. This has an exact periodicity of ℓ = 1,
due to Bloch’s theorem. On top of this, it also has a
quasi-periodicity, ℓ = 0.1. As we show below, this is set
by the minority component, and for the parameters we
have chosen this is the paired fermionic superfluid, with
xP = NP /N = 0.1.
Furthermore, when ℓ = L/N is an integer multiple
of xP = NP /N , in their lowest energy, the two compo-
nents are always in plane-wave states (kB, kP ), due to the
large value of ǫB, ǫFB, and ǫF that we have considered
[28, 35]. The actual value of kB and kP is determined
by the minimization of the corresponding kinetic energy,
xBk
2
B + xP k
2
P , under the constraint of the fixed angular
momentum, ℓ = xBkB + xPkP , that we want the system
to have. Clearly this does not depend on the value of the
rest of the parameters, and for this reason the value of
kB and kP is the same (for some given value of ℓ) in both
figures.
When ǫB and ǫF are much larger than unity, and we
have phase coexistence, it is energetically favourable for
the system to have a homogeneous density distribution
in both components, for any value of ℓ [28]. With the
constraint of angular momentum this is not always pos-
sible, though. For small values of the angular momen-
tum, where we have sound waves (and the dispersion re-
lation is linear in ℓ), there is predominantly excitation of
only one of the components. This may be seen from the
(smaller) solution for ωR of Eq. (5), which is the speed of
sound, and the corresponding eigenvector of the matrix
of Eq. (B4).
For the chosen parameters, we evaluate from Eq. (5)
the speed of sound, i.e., the slope of the dispersion rela-
tion to be ≈ cP ≈ 50.0 h¯/(mPR) in Fig. 2, in agreement
with our numerical data. In this case we have (predom-
inantly) excitation of the fermion pairs. In Fig. 3 the
speed of sound is ≈ cB ≈ 26.17 h¯/(mBR) – again in
agreement with our numerical results – we have (pre-
dominantly) excitation of the bosonic component. These
results already help us explain Figs. 2 and 3, at least for
sufficiently small values of ℓ.
Let us examine each plot separately, now, starting with
Fig. 2. In this case it is energetically favourable for the
bosonic component to reside always in plane-wave states
and thus retain its homogeneous density distribution, for
all values of the angular momentum. In that sense, the
“interesting” component is the fermionic in this case. As
a result, the density of the pairs changes as the angular
momentum is varied, having the usual density distribu-
tion of solitary-wave excitation under periodic boundary
conditions [39], while the bosonic density is (to a rather
good precision) constant.
For 0 ≤ ℓ < 1/2, ΨB ≃ φ0 and the fermionic pairs
carry (almost) all the angular momentum (as seen in the
lower plot of Fig. 2). Within this interval, we observe the
subintervals with a width of ∆ℓ = NP /N = xP = 0.1 (as
seen in the upper plot). For 0 < ℓ < xP the system shows
all the characteristics of an “ordinary” solitary wave (in
the pairs), with a dispersion relation that has a negative
curvature. This is due to the effective repulsive poten-
tial, discussed above (see Eq. (9) and the discussion that
follows below it).
In order to get some insight, it is instructive to write
down the trial (two-state) order parameter for the pairs
in the limit of “weak” interactions, i.e., when the three
energy scales of Eqs. (8) and (9) are much smaller than
the kinetic energy K. Then, for 0 < ℓ < xP ,
ΨB = φ0, ΨP =
√
1− ℓ
xP
φ0 +
√
ℓ
xP
φ1. (14)
At the second subinterval, xP < ℓ < 2xP , ΨP changes
trivially. More specifically, we have center of mass ex-
citation, and thus ΨP is simply multiplied by the phase
eiθ. We stress that this does not affect the interaction
energy, altering only the kinetic energy (and, obviously,
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FIG. 2: (Color online) The periodic function e(ℓ) (upper plot),
and the distribution of the angular momentum between the
two components (lower plot), in the regime of phase coex-
istence. Here the blue color (solid line) corresponds to the
bosons, and the red color (dashed line) corresponds to the
pairs. Also, xP = 0.1 and xB = 0.9, in the BCS regime
(κ = 1/4), ǫB ≈ 3223, ǫFB ≈ 143.2, and ǫF ≈ 83.33. The
quasi-periodic behaviour in L/N is set by NP /N = 0.1. On
the lower figure we see that the fermionic pairs carry (almost)
all the angular momentum up to ℓ = 1/2, since ΨB ≃ φ0 at
this interval. For 1/2 < ℓ < 3/2 the bosonic order parame-
ter ΨB is ≃ φ1. Finally, for 3/2 < ℓ < 5/2, ΨB ≃ φ2, etc.
The indices, e.g., (0, 0) denote the order parameter of the two
superfluids at each local minimum, in the notation of Eq. (4).
the angular momentum). Therefore,
ΨB = φ0, ΨP =
√
1− ℓ˜
xP
φ1 +
√
ℓ˜
xP
φ2, (15)
where 0 < ℓ˜ < xP . This continues all the way, up to the
interval 4xP < ℓ < 5xP = 1/2.
For 1/2 < ℓ < 6xP , instead of the pair order param-
eter ΨP to be multiplied by the phase e
5iθ, it is more
favourable for the bosonic order parameter ΨB to un-
dergo a discontinuous transition, and jump to the next
plane-wave state, ΨB ≃ φ1. The fermionic order param-
eter then adjusts to this change, and is multiplied by the
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FIG. 3: (Color online) The periodic function e(ℓ) (upper plot),
and the distribution of the angular momentum between the
two components (lower plot), in the regime of phase coex-
istence. Here the blue color (solid line) corresponds to the
bosons, and the red color (dashed line) corresponds to the
pairs. Also, xP = 0.1 and xB = 0.9, in the BCS regime
(κ = 1/4), ǫB ≈ 644.6, ǫFB ≈ 143.2, and ǫF ≈ 83.33. The
pairs are now in plane-wave states (as opposed to Fig. 2).
The indices, e.g., (0, 0) denote the order parameter of the two
superfluids at each local minimum, in the notation of Eq. (4).
phase e−4iθ. As a result,
ΨB = φ1, ΨP =
√
1− ℓ˜
xP
φ−4 +
√
ℓ˜
xP
φ−3. (16)
The same situation continues all the way up to ℓ = 1.
Then, the rest of the spectrum, for ℓ > 1, is determined
by Bloch’s theorem [36], in agreement with the numerical
results of Fig. 2.
Turning to Fig. 3, the situation is more subtle. In a
sense the role of the two components is reversed, since it
is now energetically more favourable to keep the pairs –
and not the bosons – in plane-wave states. There is one
important difference, though, compared with the previ-
ous case. Although in Fig. 2 the slope of the dispersion
relation at ℓ = xP /2 = 0.05 is continuous, in the present
case, at ℓ ≈ xP /2 = 0.05, it has a discontinuity, as seen
in the upper plot of Fig. 3. (This discontinuity appears
70 0.05 0.1
0
0.5
1
FIG. 4: The periodic function e(ℓ), derived from the two
parabolas of Eqs. (19) and (20), for ǫB = 5. Here xP = 0.1
and xB = 0.9. There is a level crossing at ℓ0 ≈ xP/2 = 0.05.
The system follows the lower, solid, curves, undergoing a dis-
continuous phase at the crossing point, i.e., at ℓ = ℓ0.
also approximately at all the odd-integer multiples of
ℓ = xP = 0.05, i.e., at ℓ ≈ 0.05, 0.15, 0.25, etc.)
In order to understand this qualitatively, let us con-
sider again the limit of weak interactions. For the trial
states
ΨB =
√
1− ℓ
xB
φ0 +
√
ℓ
xB
φ1, ΨP = φ0 (17)
the allowed values of ℓ are 0 ≤ ℓ ≤ xB. Considering also
the trial order parameters
ΨB =
√
xP − ℓ
xB
φ−1 +
√
1− xP − ℓ
xB
φ0, ΨP = φ1 (18)
the allowed values of ℓ are xP − xB ≤ ℓ ≤ xP . Thus the
common range of ℓ of the states of Eqs. (17) and (18) is
0 ≤ ℓ ≤ xP .
Evaluating the energy in the states of Eq. (17) we find
that,
E
NK
= ℓ+ 2ǫB
[
ℓ
xB
(
1− ℓ
xB
)]
. (19)
Similarly, for the states of Eq. (18),
E
NK
= 2xP − ℓ+ 2ǫB
[
xP − ℓ
xB
(
1− xP − ℓ
xB
)]
.
(20)
Figure 4 shows the two parabolas of Eqs. (19) and (20).
There is a clear level crossing, which leads to a discontin-
uous transition and also to the discontinuity in the slope
of the dispersion relation. In the limit where the radius
of the ring increases, with n0B kept fixed, this takes place
exactly at ℓ = xP /2. At this value of ℓ also the order pa-
rameter of the pairs undergoes a discontinuous transition
from ΨP ≃ φ0 to the state ΨP ≃ φ1, up to ℓ = 3xP /2,
etc. Having understood the behaviour of the system at
the interval 0 ≤ ℓ < xP , the rest of the spectrum fol-
lows by center of mass excitation, according to Bloch’s
theorem, as in the case examined earlier.
V. EFFECT OF THE MASS IMBALANCE
BETWEEN THE BOSONIC ATOMS AND THE
PAIRED FERMIONS
Up to now we have assumed that mB = mP . We
examine now the more general problem, wheremB 6= mP
[38]. Let us consider the many-body wavefunction of the
bosonic atoms and of the fermion pairs in some interval
of the total angular momentum 0 ≤ L0 ≤ Lper,
ΨL0 = ΨL0(θ1, . . . θNB , ϕ1, . . . , ϕNP ). (21)
Here the coordinates θi, with 1 ≤ i ≤ NB, refer to the
bosonic component, while ϕi, with 1 ≤ i ≤ NP , refer to
the fermion pairs.
Motivated by the case of equal masses, let us inves-
tigate now the conditions which allow us to excite the
center of mass of this two-component system. First of
all, the center of mass coordinate ΘCM is
ΘCM =
1
mBNB +mPNP
(
mB
NB∑
i=1
θi +mP
NP∑
i=1
ϕi
)
.
(22)
In order to achieve center of mass excitation with some
integer multiple of Lper, say nLper, we have to act with
einLperΘCM on ΨL0 . This operation will give ΨL0+nLper .
In order to do that, and since we have to satisfy the pe-
riodic boundary conditions (without loss of generality we
set n = 1 for the moment), the two combinations which
appear in the exponent, LpermB/(mBNB +mPNP ) and
LpermP /(mBNB + mPNP ), have to be integers, say p
and q, respectively, i.e.,
LpermB
mBNB +mPNP
= p,
LpermP
mBNB +mPNP
= q. (23)
From the above two equations follows that
mB
mP
=
p
q
(24)
and also
Lper = pNB + qNP . (25)
Therefore, in order to be able to excite the center of mass
motion of the system, the ratio between the masses has
to be a rational number. In addition, the period in L,
Lper, is no longer N , as in the symmetric model, i.e.,
mB = mP , but rather Lper = pNA + qNB. Actually, the
(smallest) period is the one that results from the values
of p and q, divided by their greatest common divisor.
Apparently, for p = q = 1, we get the symmetric case,
where Lper = N .
8We stress that the above results coincide with the ones
in Sec. IV A, when Eq. (24) is valid. The difference is that
in the case of phase separation, there is no restriction
on the masses, while here the ratio between the masses
has to be a rational number. The reason for this is the
following. When we have phase separation, the density
of the two components is sufficiently small at a certain
spatial extent around the ring, which allows the phase of
ΨB and ΨP to vary, satisfying the boundary conditions,
without any effect on any physical observable. On the
contrary, in the case of phase coexistence, this freedom
in the phase match is no longer possible and the periodic
boundary conditions require that Eq. (24) holds.
Let us now turn to the energy spectrum. From the pre-
vious discussion the bosonic component takes an angular
momentum LB = npNB, while the pairs LP = nqNP (we
now take the more general case, with n being any positive
integer). Within the mean-field approximation, if the or-
der parameters of the two components for 0 ≤ L0 ≤ Lper
are expanded in the plane-wave states φm
Ψ0B =
∑
m
cmφm, Ψ
0
P =
∑
m
dmφm, (26)
then at any other interval with nLper ≤ L ≤ (n+1)Lper,
ΨnB =
∑
m
cmφm+np, Ψ
n
P =
∑
m
dmφm+nq. (27)
It turns out that the total angular momentum Ln in these
states is, indeed, Ln = L0 + nLper. Also, if K0 is the
total kinetic energy of the states of Eq. (26), and Kn is
the total kinetic energy of the states of Eq. (27), then
Kn −K0 = h¯
2
2MR2
(Lpern
2 + 2L0n), (28)
where M = mB/p = mP /q. The form of Kn is
Kn =
h¯2
2MR2
(
n+
L0
Lper
)2
Lper =
h¯2
2MR2
L2n
Lper
, (29)
and finally, the energy spectrum for the total energy E
per particle is
E
N
=
h¯2
2MR2
L2
NLper
+ e(L), (30)
where we have dropped the index n in L. Here, e(L) is a
periodic function, with period Lper. Finally, introducing
K˜ = h¯2/(2MR2), Eq. (30) may be written as
E
NK˜
=
ℓ2
pxB + qxP
+
e(ℓ)
K˜
. (31)
The first term on the right coincides with Eq. (13). Fur-
thermore, for equal masses the above expression reduces
to Eq. (10).
In Fig. 5 we have considered an example of unequal
masses, with mB/mP = 1/3, or p = 1 q = 3, and we
have evaluated the dispersion relation, which is in agree-
ment with Eq. (31). More specifically, we have consid-
ered the same GB and GFB as in Fig. 2, xP = 0.1 and
xB = 0.9, and κ = 1/4, i.e., in the BCS regime. As in
the upper plots of Figs. 2 and 3, we subtract again the
energy due to the center of mass excitation, i.e., we plot
e(ℓ)/K˜, while in the lower plot we also show how the an-
gular momentum is distributed between the two species.
From these plots we see the expected, exact, periodicity
Lper/N = pxB + qxP = 1.2 of e(ℓ). On top of that, we
still have the quasi-periodicity, equal to 0.1, set by the
minority component, seen also in Figs. 2, and 3, which
was analysed in the previous section.
Clearly, in a real system, the ratio between the two
masses is not a rational number in general. Still, even if
this ratio is close to some rational number, one expects
that the deviations from the derived spectrum to be per-
turbatively small [38].
VI. SUMMARY AND CONCLUSIONS
In the present study we have considered a mixture of
a Bose-Einstein condensate, with a paired fermionic su-
perfluid, at zero temperature. We have assumed that
these two components are confined in a ring potential,
as in a very tight toroidal trapping potential. The pe-
riodic boundary conditions, combined with the degrees
of freedom of the two superfluids, give rise to interesting
effects. In the non-rotating, ground state of the system,
clearly there are two phases that one may identify. In the
one, the two components are distributed homogeneously
around the ring, while in the other, the components sep-
arate spatially.
The rotational response of the system, which is the
main question that we have investigated here, depends
crucially on the ground state. When the two compo-
nents separate, the two components carry their angular
momentum via center of mass excitation.
The more interesting case is the one where the
two components coexist uniformly (in the non-rotating,
ground state). For small values of the angular momen-
tum, we solved the problem via linearisation of the two
coupled equations. This approach also allowed us to
identify the nature of the sound-wave excitation of the
system. For the more general problem, we solved the
problem numerically. Interestingly enough, our results
show that for a rather wide range of the parameters,
and also for a relatively large population imbalance, the
vast majority of the angular momentum is carried by
the one component. This is not a surprise, since, for
the rather strong non-linear terms we have considered
(as in real experiments) it is energetically favourable for
the components to maintain their homogeneous density
distribution. As the angular momentum increases, the
static component starts rotating, too. In certain cases
(i.e., Figs. 3 and 4), this is accomplished via discontinu-
ous transitions.
Another interesting consequence of the derived disper-
sion relation is related with the local minima, which show
up at the integer multiples of the minority component.
These minima may give rise to persistent currents. The
high degree of tunability of these minima, which depend
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FIG. 5: (Color online) The periodic function e(ℓ) (upper plot),
and the distribution of the angular momentum between the
two components (lower plot), in the regime of phase coexis-
tence, for unequal boson and fermion-pair masses, mB = M ,
mp = 3M . Here, the blue color (solid line) corresponds to
the bosons, and the red color (dashed line) corresponds to
the pairs. Also, xP = 0.1 and xB = 0.9, in the BCS regime
(κ = 1/4), with GB and GFB being the same as in Fig. 2.
The periodicity Lper/N , according to Eq. (25), is 1.2, as seen
in the figures. The unit of energy K˜ used here on the y axis
is h¯2/(2MR2). The indices, e.g., (0, 0) denote the order pa-
rameter of the two superfluids at each local minimum, in the
notation of Eq. (4).
on the population imbalance, the strength of the non-
linear terms and the mass of the two components, is not
only an interesting theoretical result, but it may also have
technological applications.
In all of our displayed results we have assumed that the
majority of the particles are the bosonic atoms. Still, the
derived results are representative – at least qualitatively
– of the phases that show up, also in the opposite limit,
where the pairs is the dominant component. Actually,
we argue that only in the special case where the popula-
tions of the two components are rather close to each other
may the picture presented here be altered significantly (at
least when the ratio between Lper and the population of
the minority component is an integer multiple, as in the
results considered in this study). In addition, according
to Sec. V, no dramatic change occurs in the dispersion
relation in the case of a mass imbalance, apart from the
period of e(ℓ), provided that the mass ratio is a rational
number, or close to it.
Therefore, the present results are representative not
only in terms of the population imbalance, but also in
terms of the mass imbalance between the bosonic atoms
and the fermionic pairs. We thus come to the conclusion
that, despite the large parameter space that one has to
cover in order to get the full picture, the present results
cover a substantial fraction of the full phase diagram.
Compared with the problem of a bosonic mixture, the
present problem has qualitative similarities. The main
difference lies in the nonlinear term that appears for the
pairs of fermions. While in the Bose-Bose mixtures the
energy per unit length scales quadratically with the den-
sity (as a result of the assumed s-wave collisions), here the
nonlinear term that corresponds to the fermionic compo-
nent has a stronger density dependence, which goes as the
third power of the density. This dependence comes from
the Fermi pressure of the fermionic atoms, which consti-
tute the pairs, and in that sense it is of a very different
nature. Interestingly enough, this term also resembles a
three-body collision term in the Hamiltonian.
It would definitely be interesting to investigate this
problem also experimentally, in order to confirm the rich-
ness of the phases seen here. To make contact with ex-
periment, for a radius R = 100 µm, N = 103 atoms,
for scattering lengths aB and aFB 100 A˚, for a trans-
verse width of the torus 1µm, and a population imbal-
ance NP /NB = 10, one gets that ǫB ≈ 103, ǫFB ≈ 102,
while ǫF ≈ 102. Furthermore, all the three energy scales
EB/N , EFB/N , and EP /N are at least an order of mag-
nitude smaller than the oscillator quantum of energy as-
sociated with the transverse degrees of freedom, and thus
the motion of the atoms should be, to rather good de-
gree, quasi-one-dimensional. Finally, the typical value of
the speed of sound for these parameters is a few tens of
mm/sec.
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Appendix A: Derivation of the demixing condition
Let us assume that the order parameters have the si-
nusoidal form
ΨB =
1√
2πR
(c0+2c1 cos θ), ΨP =
1√
2πR
(d0+2d1 cos θ),
(A1)
where c20 + 2c
2
1 = 1 and d
2
0 + 2d
2
1 = 1. The total energy
of the system in the states of Eq. (A1) is the following
quadratic form,
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E = 2NB
h¯2
2mBR2
c21 + 2NP
h¯2
2mPR2
d21 + 2N
2
B
GB
πR
c21 − 4NBNP
GFB
πR
c1d1 + 2N
3
P
GP
π2R2
d21. (A2)
Minimizing the resulting quadratic equation, and de-
manding that the determinant of the linear system van-
ishes we get that(
h¯2
2mBR2
+
GBNB
πR
)(
h¯2
2mPR2
+
GPN
2
P
π2R2
)
=
=
G2FBNBNP
π2R2
, (A3)
which gives the boundary for the phase coexis-
tence/separation of Eq. (3). We stress that in the limit
where the kinetic-energy terms above are negligible, the
above condition is equivalent to Eqs. (18) and (19) in [15].
Appendix B: Derivation of the Bogoliubov spectrum
We assume small deviations of the order parameters
from the homogeneous solution Ψ0B = φ0 and Ψ
0
P = φ0,
i.e., ΨB(θ, t) = Ψ
0
B + δΨB(θ, t) and ΨP (θ, t) = Ψ
0
P +
δΨP (θ, t). Linearising the following two coupled time-
dependent equations,
ih¯
∂ΨB
∂t
=
[
− h¯
2∂θθ
2mBR2
+GBNB|ΨB|2 +GFBNP |ΨP |2
]
ΨB,
ih¯
∂ΨP
∂t
=
[
− h¯
2∂θθ
2mPR2
+GPN
2
P |ΨP |4 +GFBNB|ΨB|2
]
ΨP ,
(B1)
we get that
ih¯
∂(δΨB − δΨ∗B)
∂t
= − h¯
2
2mBR2
∂2(δΨB + δΨ
∗
B)
∂θ2
+ 2GBn
0
B(δΨB + δΨ
∗
B) + 2GFB
√
n0Bn
0
P (δΨB + δΨ
∗
B), (B2)
and also
ih¯
∂(δΨB + δΨ
∗
B)
∂t
= − h¯
2
2mBR2
∂2(δΨB − δΨ∗B)
∂θ2
. (B3)
Similar equations also hold for δΨP . Assuming plane-
wave solutions, and demanding that the resulting homo-
geneous system of two equations with two unknowns has
a non-trivial solution, we get the usual condition, which
then leads to Eq. (5),
∣∣∣∣
(
h¯2k4/(2mBR
2) + 2GBn
0
Bk
2 − 2mBω2R2 2GFB
√
n0Bn
0
Pk
2
2GFB
√
n0Bn
0
Pk
2 h¯2k4/(2mPR
2) + 4GP (n
0
P )
2m2 − 2mPω2R2
)∣∣∣∣ = 0. (B4)
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