Abstract-In this paper a parallel implementation of a recently introduced method for feature construction is described. This technique utilizes parallel genetic algorithms along with RBF neural networks to create new features from the original ones by discovering the hidden relations between patterns. The method is tested on series of classification problems from a variety of areas and the results are reported. The accompanied software is written entirely in ANSI C++ using the well established MPI library for parallelization.
I. INTRODUCTION
T HE problem of data classification has many practical application in areas such as chemistry [1] , [2] , [3] , biology [4] , [5] , economics [6] , [7] , physics [8] , [9] etc. Many methods have been proposed to tackle this problem such as neural networks [10] , radial basis functions networks [11] , support vector machines [12] , etc. The proposed software utilizes a grammatical evolution approach [13] to create a subset of features from the original one using non-linear combinations from them. This method initially was described in [14] and it was been used with success on a series of problems such as Spam Identification [15] , Fetal heart classification [16] , epileptic oscillations in clinical intracranial electroencephalograms [17] etc. Nevertheless, the process of Grammatical Evolution can require a lot of execution time and hence parallelization is mandatory. Parallel genetic algorithms have been used in many applications such as aerodynamic optimization [18] , steel structure optimization [19] , brain images [20] etc. The used parallel genetic algorithm is based on Island model [21] , [22] , where computing nodes exchange information between them and one node acts as the server with important responsibilities such as collecting the best located values by the other clients. The proposed software implements a parallel genetic algorithm with some additions such as: an enhanced stopping rule [23] and a new local search procedure introduced here. The software has been written entirely in ANSI C++ using MPI libraries (Lam [24] or OpenMPI [25] The rest of this article is organized as follows: in section II a detailed description of the method is given, in section III some experimental results in common classification problems are presented, in section IV typical usage of the software is provided and finally in section V some conclusions for the software are discussed.
II. METHOD DESCRIPTION A. Server side algorithm
The program is executed in parallel on a series of machines. One machine of them is considered as the server and each one from the others is considered as a client. The server periodically collects information from the clients about the discovered train error and the corresponding generation number for every client. The algorithm that runs on server has as follows:
1) Set N the number of clients.
2) Set N f the number of desired features.
3) If all clients have finished then a) Report (x * , y * ) as the pair of best chromosome and best train error. b) Evaluation step i) Create the N f new features for chromosome x * . ii) Transform, using grammatical evolution the original train data. The new train data will be used to train a classification model such as an RBF network. iii) Transform, using grammatical evolution the original test data. iv) Apply the classification model trained before to the new test data and report the induced test error. c) Terminate
B. Client side algorithm
On each client a genetic algorithm with the termination rule described in [23] accompanied with an additional local search operator is applied. The steps of the algorithm are given below: 1) Initialization step a) Set iter=0, where iter is the current number of generations b) Set N f the number of desired features. c) Set N c as the total chromosomes. d) Initialize chromosomes X i , i = 1 . . . N c The chromosomes are initialized randomly as vectors of integers. e) Set ITERMAX as the maximum number of allowed generations. f) Set p s as the selection rate and p m the mutation rate. Both rates are in the range [0, 1] g) Set f l = ∞, the best discovered fitness h) Set L I the number of generations that should pass before the local search procedure is applied. i) Set L c the number of chromosomes that will participate in local search procedure. 2) Termination check. At every generation the variance σ (iter) of f l is calculated. If there was no improvement of the genetic algorithm for a number of generations, then the algorithm should terminate. The stopping rule has as follows: If
Obtain the best value in the population, denoted as f l for the corresponding chromosome x l 8) Send (x l , f l ) to Server machine and Goto step 3 9) Send (x l , f l ) to Server machine and Terminate
III. EXPERIMENTAL RESULTS

A. Datasets
The classification datasets were found in the Machine Learning Repository in the following URL: http://www.ics. uci.edu/~mlearn/MLRepository.html The description of the classification datasets has as follows: numeric-valued attributes and 132 patterns. 7) EEG dataset. An EEG dataset, which is available online [30] , [31] and includes recordings for both healthy and epileptic subjects, is used. The dataset includes five subsets (denoted as Z, O, N, F, and S) each containing 100 single-channel EEG segments, each one having 23.6-second duration. The dataset has 500 patterns and the number of features is 21. 8) Regions dataset. Regions Dataset is created from liver biopsy images of patients with hepatitis C [32] . The dataset has 18 features. 9) Gene dataset. Dataset that described primate splicejunction gene sequences (DNA) with associated imperfect domain theory [36] . The dataset has 120 features.
B. Experiments
Firstly, a series of experiments was conducted using several classification methods from the relevant literature: 1) An RBF neural network 2) Minimum Redundancy Maximum Relevance Feature Selection method [33] , [34] 3) A Principal Component Analysis (PCA) method obtained from Mlpack [35] .
The results from the application of the classification methods to the above datasets are listed in Table I . The numbers in cells denote average classification error on the test set. The column RBF denotes average classification error for RBF with 10 hidden nodes, the column MRMR denotes average classification error for the MRMR feature selection method with two features selected and the column PCA denotes average classification error for the PCA method with two features created for every dataset. For the case of the proposed method three sets of experiments were conducted with two, four and eight processors correspondingly. The parameters for the proposed algorithm are listed in Table V . Every experiment has been performed 30 times using different seed for the random generator each time. The parameter N c was set to 500 for two processors, 250 for four processors and 125 for eight processors in order to have a fixed number of chromosomes (1000) in each case. All the experiments were conducted on a cluster of 16 cpus running Ubuntu 16.04.
The results from the conducted experiments in two processors are listed in Table II . The results of the proposed method with four processors are listed in Table III and finally the results in eight processors are listed in Table IV . In all three tables the column TD1 denotes the average execution time for one constructed feature, the column ED1 denotes the average classification error for one constructed feature, the column TD2 denotes the average execution time for two constructed features and the column ED2 denotes the average classification error for the two constructed features. Also, the column TD4 denotes the average execution time for four constructed features and the column ED4 denotes the average classification error for the four constructed features and the column TD8 denotes the average execution time for eight constructed features and the column ED8 denotes the average classification error for the eight constructed features. From the results we can notice that the method maintains the good approximation abilities even if the number of chromosomes on each client is reduced. Additionally, the execution time seems to decreased as the the number of processors increases.
At it can be deduced from the experiments the proposed method is able to construct a more efficient set of artificial features and in the majority of the experiments it can outperform other classification methods. As it can shown from the experimental results, the method is stable concerning execution time and classification error making use of 4 constructed features and even though 8. It seems that there is no significant change in error and average execution time in the majority of datasets.
IV. USAGE OF THE SOFTWARE
The software can be downloaded from the relevant github directory https://github.com/itsoulos/FeatureConstruction and the installation procedure is provided in the associated wiki page. For the reader's convenience we demonstrate the use of the proposed method using two computing nodes (node1, node2) and the wdbc dataset, which is located under example sub -directory.
A. Installation
The program can be easily installed in any operating system with ANSI C++ installed and the required MPI library. The steps are the following: 1) Download a zip file named FeatureConstructionmaster.zip from https://github.com/itsoulos/ FeatureConstruction 2) unzip FeatureConstruction-master.zip 3) Inspect Makefile.inc in order to change if required the parameters of the compilation. 4) Issue the command make.
B. Command line options
The outcome of the compilation is the executable fc under bin subdirectory, with many command line options such as:
The integer parameter dimension specifies the required number of features to be created by the genetic algorithm process. The default value for this parameter is 1. 2) -o dir. The string parameter dir determines the output directory for the produced train and test files by the algorithm. These file will have the same format as the input train and test files and the dimension will be the same as defined in parameter -d. This parameter has not default value and the user should determine it. 3) -p file. The string parameter file determines the train file that will be used by the proposed technique. This parameter has not default value and the user must specify it. The format of the file is specified in Figure 1 . The integer number D denotes the number of features (dimensionality) of the dataset and M determines stands for the number of points (patterns). In every subsequent line of the file should be the input pattern and the final column is the real output (category) for the corresponding pattern. 4) -t file. The string parameter file specifies the test file used by the algorithm. This parameter has not default value and the user should specifie it. The file should have the same format as in parameter -p. 5) -w num. The integer parameter num determines the number of weights (computing units) of the Rbf network. The default value for this parameter is 1.
C. A typical run
We create a file with the name of the above nodes with the name hostfile. The contents of hostfile will be: node1 node2 For the LAM MPI case we initiate the MPI environment using the command lamboot -v -d /home/user/hostfile With user we denote the current user of the UNIX pc. Now we can run the example with the command mpirun -np 3 /home/user/FeatureConstruction/bin/fc -p examples/wdbc.train -t examples/wdbc.test -d 2 -w 5
The output of the above command is outlined in Figure 2 . The program prints
1) The average number of generations required 2) The best discovered fitness value 3) The constructed program, which is the two artificial features created by the program. In our case from the 30 original features of WDBC problem the program created two artificial ones:
, f 2 (x) = x 23 4) The test error produced by RBF neural network using 1 to 20 processing nodes. Every run of RBF were conducted 30 times and different seed for the random generators was used each time and averages are reported.
V. CONCLUSIONS AND FUTURE RESEARCH
The software is written in ANSI C++ using the common MPI library for parallelization. The proposed algorithm utilized an enhanced stopping rule and a new local search procedure. The proposed method was used to improve the efficiency of classification problems by constructing artificial features from the existing ones and the results from the conducted experiments were very promising. Furthermore, future versions of the software may include
• A graphical user interface for the software in some portable library such as Qt or Gtk.
• A technique to identify the optimal grammar for every dataset.
• Additional stopping rules for the termination of the genetic algorithm, such as stopping rules on the server side.
• Ability for the software to read datasets from various format available 
