In this paper we show that the realization in L p (X, ν∞) of the nonsymmetric OrnsteinUhlenbeck operator L is sectorial for any p ∈ (1, +∞) and we provide an explicit sector of analyticity. Here (X, µ∞, H∞) is an abstract Wiener space, i.e., X is a separable Banach space, µ∞ is a centred non degenerate Gaussian measure on X and H∞ is the associated CameronMartin space. Further, ν∞ is a weighted Gaussian measure, that is, ν∞ = e −U µ∞ where U is a convex function which satisfies some minimal conditions. Our results strongly rely on the theory of nonsymmetric Dirichlet forms and on the divergence form of the realization of L in L 2 (X, ν∞).
Introduction
A family of linear bounded operators (T (t)) t≥0 , T (t) ∈ L(X) (where X is a Banach space and L(X) is the set of linear bounded operators on X) for any t ≥ 0, which satisfies the functional relation T (t + s) = T (t)T (s), s, t ≥ 0,
is called semigroup and naturally arises in the study of autonomous deterministic systems, both in finite and infinite dimension. An important class of semigroups consists of analytic semigroups, so called since the map t → T (t) is analytic from (0, +∞) into L(X * ). This class of semigroups enjoys nice properites, see e.g. [22] for a systematic treatment of the basis theory of analytic semigroups, abstract parabolic equations in general Banach spaces and their applications to parabolic PDE's.
The Ornstein-Uhlenbeck operator is the uniformly elliptic second order differential operator L defined on smooth functions ϕ by
where Q = (q i j) n i,j=1 is a positive definite matrix and A = (a ij ) n i,j=1 . It is well known (see [26, 27] ) that L may fail to generate an analytic semigroup both on L p (R n ) and in L p (X, µ) for 1 ≤ p < +∞, where µ is an invariant measure for L , i.e.,
(1.
2)
The relevance of the Ornstein-Uhlenbeck operator follows from the fact that it is the simplest case of second order elliptic operators with unbounded coefficients and from its applications on finance. An in-depth study of Ornstein-Uhlenbeck operator both in L p (R n ) and in L p (R n , µ), where µ is an invariant measure for L , can be found in [20] .
The additional assumption σ(A) ⊆ {z ∈ C : Rez < 0} implies the convergence of the integral
The centred Gaussian measure µ ∞ with covariance Q ∞ is an invariant measure for L in the sense of (1.2) . L behaves well L p (R n , µ ∞ ). Indeed, the realization L p of L in L p (R n , µ ∞ ) generates an analytic semigroup for any p ∈ (1, +∞). Further, in [8] the authors explicitly provide a sector Σ θp := {re iφ ∈ C : r > 0, |φ| ≤ θ p }, (
where θ p ∈ (0, π/2) is an angle which depends on Q, A and p, such that L p is sectorial in Σ θp . This sector is optimal, in the sense that if θ ∈ (0, π/2) is an angle such that L p is sectorial in Σ θ , then θ ≤ θ p . In [9] the same authors extend this result to nonsymmetric submarkovian semigroups. In infinite dimension the situation is much more complicated. Indeed, no analogous of Lebesgue measure is available. A possible choice is considering abstract Wiener spaces (X, µ ∞ , H ∞ ), where X is a separable Banach space µ ∞ is a Gaussian measure on X and H ∞ is the associated Cameron-Martin space (see e.g. [4] ). In this setting, the definition of the Ornstein-Uhlenbeck operator can be given in terms of bilinear forms: for smooth functions f, g : X → R we set
where D H∞ is the gradient along the directions of H ∞ . Following [23] it is possible to associate an operator L 2 to E as follows: for any f ∈ D(L 2 ) and any g smooth enough we have
The operator L 2 is symmetric and generates a C 0 analytic contraction semigroup on L 2 (X, µ ∞ ). Moreover, if f = ϕ(x * 1 , . . . , x * n ) for some smooth function ϕ and x * i ∈ X * , i = 1, . . . , n, then the operator L 2 reads as
which is the analogous of (1.1) with Q = I and a ij = δ ij , i, j = 1, . . . , n. In [17] the authors provide a generalization of L 2 , defining the Wiener space (X, µ ∞ , H ∞ ) as follows. They consider two operators Q : X * → X and A : D(A) ⊂ X → X such that Q is positive and symmetric and A generates a strongly continuous semigroup. Further, if we denote by (e tA ) t≥0 the semigroup generated by A, they assume that the integral
exists as a Pettis integral and the operator Q ∞ : X * → X defined by
is the covariance operator of the Gaussian measure µ ∞ . In such a this way they can define a second Reproducing Kernel Hilbert Space H associated to Q, and they prove the closability of a gradient operator D H in the directions of H. Thanks to a stochastic representation, the authors define the semigroup P (t) and the associated Ornstein-Uhlenbeck operator L which on smooth functions f (with f = ϕ(x * 1 , . . . , x * n ), for some smooth function ϕ and x * i ∈ D(A * ), i = 1, . . . , n) reads as
with q ij = Qx * i , x * j X×X * , which is a generalization of (1.1) in infinite dimension. Finally, arguing as in [18] , the authors show different characterizations of the analyticity of P (t). In particular, they prove that P (t) is analytic in L 2 (X, µ ∞ ) if and only if Q ∞ A * x * ∈ H for any x * ∈ D(A * ) and there exists a positive constant c such that
This characterization is the starting point of [24] , where the authors generalize the results in [8] in infinite dimension and without any assumption on the nondegeneracy of Q. To begin with, they prove that there exists an operator B ∈ L(H) such that
on smooth functions u, v, the authors show that L is indeed the operator associated to the nonsymmetric bilinear form E B , i.e., for any u, v smooth enough
This means that L = D H BD H , and the divergence form of L is the fundamental tool to avoid the nondegeneracy assumption on Q. Finally, by applying the numerical range (see [3, 21] ) the authors prove that for any p ∈ (1, +∞) the semigroup P (t) is analytic in L p (X, µ ∞ ) with sector of analiticity Σ θp defined in (1.3). Also in this case, this sector is optimal. We remark that, differently from L 2 , in general the operator L is not symmetric and therefore it is not possible to use the theory of self-adjoint operators to prove the analyticity of L.
In this paper we generalize the results of [24] to a weighted Gaussian measure: we consider the measure
where U is a suitable function (see e.g. [6, 10, 15] ), and we prove that for any p ∈ (1, +∞) the realization L p in L p (X, ν ∞ ) of the Ornstein-Uhlenbeck operator is sectorial with same sector Σ θp defined in (1.3). Again, we consider the bilinear form
and we prove that L 2 is the operator associated to E B in L 2 (X, ν ∞ ). By taking advantage of the divergence form of L 2 , we use analytic techniques to extend L 2 and the associated semigroup to L p (X, ν ∞ ), p ∈ (1, +∞). Finally, we prove that also in our case the numerical range gives the analyticity of the semigroup associated to L p in L p (X, ν ∞ ). The paper is split as follows. In Section 2 we uniform the notations used in the symmetric and in nonsymmetric case, which are different and sometimes may give rise to confusion and misunderstandings. Then, we prove that D H is closable on smooth functions in L p (X, ν ∞ ) for any p ∈ (1, +∞) and define the Sobolev spaces in the directions of H as the domain of the closure of D H . Further, as example 2.16 shows, the construction of the covariance Q ∞ we deal with allows us to consider more directions along which differentiate and therefore we can define Sobolev spaces which are bigger with respect to the classical ones.
Section 3 is devoted to construct the nonsymmetric Ornstein-Uhlenbeck operator and semigroup in L p (X, ν ∞ ). At first, thanks to the theory of nonsymmetric Dirichlet forms, we provide the definition of the Ornstein-Uhlenbeck operator and semigroup in L 2 (X, ν ∞ ). Later, we extend both the operator L p and the semigroup to any L p (X, ν ∞ ), p ∈ (1, ∞), and we conclude the section by showing an explicit formula for L p on smooth functions when p ∈ (1, ∞), and the inclusion D(L p ) ⊂ D(L 2 ) for any p ∈ [2, +∞). These results allow us to overcome the fact that we don't know a core for D(L p ). Indeed, [24] widely use the fact that the set of cylindrical functions of the form ϕ(x * 1 , . . . , x * n ) with ϕ smooth function and x * i ∈ D(A * ) for i = 1, . . . , n, is a core for L. At the best of our knowledge, the presence of the weight function U prevents of finding easily a core for L p . However, we are able to find a good approximations for functions in D(L p ) and in Section 4 we use the numerical range to show that L p generates an analytic semigroup in L p (X, ν ∞ ) with sector Σ θp for any p ∈ (1 + ∞). We are not able to show the optimality of this sector since the techniques applied both in [8] and in [24] don't work in infinite dimension with a weighted Gaussian measure.
Notations
Let X be a separable Banach space. We denote by ·, · X×X * the dual product, by · X its norm and by · X * the norm of its dual. Further, for a general Banach space V we denote by L(V ) the space of linear operators from V onto V endowed with the operator norm. For any k ∈ N ∪ {∞} and any n ∈ N we denote by C k b (R n ) the continuous and bounded functions on R n whose derivative are continuous and bounded up to order k. 
We follow [4 
We denote by X * µ∞ the closure of R * X * in L 2 (X, µ ∞ ) and we define R µ∞ :
It is possible to prove that R µ∞ (X * µ∞ ) is weakly * continuous on X * , and therefore R µ∞ (X * µ∞ ) ⊂ X. For any f ∈ X * µ∞ we still denote by R µ∞ (f ) the unique element y ∈ X such that R µ∞ (f )(g) = y, g X×X * for any g ∈ X * . The Cameron-Martin space H ∞ associated to µ ∞ is defined as follows (see e.g. [4, Chapter 2, Section 2]):
From [4, Lemma 2.4.1] it follows that h ∈ H ∞ if and only if there exists h ∈ X * µ∞ such that R µ∞ ( h) = h. Further, H ∞ is a Hilbert space if endowed with inner product
Let us denote by Ψ the isomorphism between H ∞ and X * µ∞ , i.e., Ψ(h) = h for any h ∈ H ∞ . We stress that for any f ∈ X * we have
From the definition of H ∞ it follows that Q ∞ f ∈ H ∞ and again from (2.1) and from the definition of R µ∞ we infer that
which gives R µ∞ (R * f ) = Q ∞ f and therefore Q ∞ f = R * f . Further, from (2.2) we deduce that
We get the following characterization of H ∞ .
Proof. The proof is quite simple but we provide it for reader's convenience. Let h ∈ H ∞ . Then, there exists h ∈ X * µ∞ such that R µ∞ ( h) = h. In particular, there exists (
2) and recalling that Q ∞ f n = R * f n for any n ∈ N, it follows that
This means that H ∞ ⊆ Q ∞ X * |·|H ∞ . The converse inclusion follows from analogous arguments.
Let us consider the continuous injection i ∞ : Q ∞ X * → X which can be continuously extend to
We recall that Ψ is the isomorphism between X * µ∞ and H ∞ . Then, it follows that Ψ • R * ≡ i * ∞ on X * . Further, for any f, g ∈ X * we have
for any x * , y * ∈ X * . Lemma 2.4. H ∞ admits an orthonormal basis Θ := {e n : n ∈ N} such that e n = i * ∞ x * n with x * n ∈ D(A * ) for any n ∈ N.
Proof. It is well known (see e.g. [19, Theorem 2.2] ) that the weak * -closure of D(A * ) coincides with X * . Then, for any x * ∈ X * there exists a sequence (
* X×X * for any x ∈ X. Further, this convergence implies that for any x ∈ X there exists a positive constant c x such that sup n∈N | x, x * n X×X * | ≤ c x . Then, the uniform boundedness principle gives sup n∈N x * n X * ≤ c for some positive constant c. Therefore, by dominated convergence theorem and Fernique Theorem it follows that
Combining this fact and (2.4) gives
In particular, this means that there exists an orthonormal basis of H ∞ of elements of Q ∞ (D(A * )).
We fix an orthonormal basis Θ := {e n : n ∈ N} of H ∞ such that e n = i * ∞ x * n and x * n ∈ D(A * ) for any n ∈ N. We denote by P n : X → H ∞ the projection on span{e 1 , . . . , e n } defined by
e n (x)e n , x ∈ X, n ∈ N, where e j := R * x * j for any j ∈ N.
Definition 2.5. For any k ∈ N ∪ {∞} we denote by F C k b,Θ (X) the space of cylindrical functions f ∈ C k b (X) such that there exists n ∈ N and ϕ ∈ C k b (R n ) which satisfies f (x) = ϕ( e 1 (x), . . . , e n (x)) for any x ∈ X. Remark 2.6. We stress that the space F C k b,Θ (X) is different from those considered in [1, 6, 10, 16, 17, 24, 25] . Indeed, in these papers the authors work with the spaces F C
The former is the space of cylindrical functions f such that there exists ϕ ∈ C k b (R n ) and y 1 , . . . , y n ∈ X * such that f (x) = ϕ( x, y * 1 X×X * , . . . , x, y * n X×X * ) for any x ∈ X, the latter is the space of cylindrical functions f such that there exists
b (X), it is "good" in the sense that it is big enough, since {x * n : n ∈ N} is an orthonormal basis of H ∞ with x * n ∈ D(A * ) for any n ∈ N. Further, it is well known that
Example 2.7. We provide a construction of the classical Wiener space by means of special operators A and Q. We consider the classical Wiener space (X, 
Therefore, A generates an analytic semigroup and, in particular, a strongly continuous semigroup. Further, we have
which means that Q t is a trace class operator for any t > 0 and the covariance operator Q ∞ coincides with the integral +∞ 0 e tA Qe tA dt.
In the following subsection we show that this construction allows us to consider more general directions along which differentiate functions on X.
Reproducing Kernel associated to Q and Sobolev Spaces
Starting from (2.3) we can define the Reproducing Kernel Hilbert Space associated to Q (see also [30] ). The relevance is that along the directions of this Reproducing Kernel it will be possible to define a gradient which we will show being a closable operator. We recall that Q is positive and symmetric. Then, following (2.3) we can define a scalar product on QX * and then, inspired by Lemma 2.3, the Reproducing Kernel Hilbert Space H associated to Q. H is a Hilbert space if endowed with the scalar product [·, ·] H . The inclusion i : QX * → X can be extended to the injection i : H → X and we consider the adjoint operator i * : X * → H. From the definition we deduce that i * = Q, if we think Q as a linear operator from X * to H. Finally, arguing as for i ∞ and i * ∞ we infer that Q = i • i * if we consider Q ∈ L(X * , X). The following hypothesis is very important since [17, Theorem 8.3] states that it is equivalent to the analyticity in L p (X, µ ∞ ) of the Ornstein-Uhlenbeck semigroup P (t) defined by
and extended to L p (X, µ ∞ ) for any p ∈ [1, +∞). 
where f ∈ F C 1 b,Θ (X) and f (x) = ϕ( x 1 , x X×X * , . . . , x n , x X×X * ) for some n ∈ N, ϕ ∈ C b (R n ) and any x ∈ X. Definition 2.12. We define the operator V : D(V ) ⊆ H ∞ → H as follows:
Since V is densely defined on H ∞ it is possible to consider the adjoint operator 
Remark 2.14. If Q = Q ∞ , i.e., the classical Malliavin setting, D H is the classical Malliavin derivative and V is the identity operator. Finally, for any p ∈ [1, +∞) the space W ∞ . This means that when we differentiate along the directions of H we are considering more directions with respect the derivatives along H ∞ . In particular, this means that 
We want to prove that
To this aim we prove an intermediate result, which is the extension of [16, Lemma 3.3] for the weighted measure ν ∞ .
Proof. From [16, Lemma 3.3] we already know that
for any g ∈ F C 1 b,Θ (X) and any h ∈ D(V * ). By density, it holds for any g ∈ W 1,p
Integration by parts (2.8) is the key tool to prove the closability of D H .
We still denote by D H the closure of D H and we denote by W
1,p
H (X, ν ∞ ) the domain of its closure. Finally, for any p ∈ (1, +∞) the space W 1,p H (X, ν ∞ ) endowed with the norm
is a Banach space, and for p = 2 it is a Hilbert space with inner product
Proof. Let us fix p ∈ (1, +∞). Since (V, D(V )) is closable from H ∞ onto H, from [16, Theorem 3.4] it follows that D(V * ) is dense in H, and therefore there exists an orthonormal basis {v n :
, respectively. If we show that F = 0 we infer the closability of D H . To prove that F = 0 let us consider g ∈ F C 1 b,Θ (X). From (2.8) applied to the function
for any j ∈ N. Letting n → +∞ in the right-hand side of (2.9) we infer that
e. x ∈ X for any j ∈ N, which gives F (x) = 0 for ν ∞ -a.e. x ∈ X. The second part of the statement follows from standard arguments. Remark 2.21. As one expects, for any k ∈ N ∪ {∞} the operator 
We introduce the nonsymmetric bilinear form
which means that E is positive definite. Moreover, again from Lemma 2.10 we deduce that 
for any u ∈ W 1,2 H (X, ν ∞ ). Proof. From (3.2) it follows that E is positive definite. To prove the closability of
2 (X, ν ∞ ; H) and therefore it converges to a function F ∈ L 2 (X, ν ∞ ; H) as n → +∞. Since from Proposition 2.20 we have that D H is a closed operator in L 2 (X, ν ∞ ; H), it follows that F = 0 for ν ∞ -a.e. in X. This means that
which gives the closability of (E, D) in L 2 (X, ν ∞ ). Further, for any u, v ∈ D, from Hypothesis 2.9 we have From [23, Chapter 1] we can define a densely defined operator L as follows: We can define the densely defined operator L * and the strongly continuous semigroup (T * (t)) t≥0 which it generates. Here, L * and T * (t) are the adjoint operators of L and T (t), respectively, for any t ≥ 0. Further, arguing as for E it is possible to show that the nonsymmetric bilinear form 
Finally, the operator L * is associated to the bilinear form E * , i.e., it can be defined as
We extend the semigroup (T (t)) t≥0 to any p ∈ (1, +∞) and we show some important properties of the Ornstein-Uhlenbeck semigroup in L p (X, ν ∞ ). We need of a technical Lemma, which is the analogous of [10, Lemma 2.7] in our setting, about the differentiability of the positive and negative part of a function u ∈ W 1,2
Proof. The proof is analogous to the one of [10, Lemma 2.7] and we omit it. We simply remark that, in the second part, as in the proof of Proposition 2.20 we consider the basis {v n : n ∈ N} of H of elements of D(V * ) and we need to prove that
H (X, ν ∞ ) and any ϕ ∈ F C * ,1 b (X). Thanks to Lemma 3.5 we can prove that both L and L * are Dirichlet operators and therefore that (T (t)) t≥0 and (T * (t)) t≥0 are sub-Markovian operators. For reader's convenience, we recall the definitions of Dirichlet and sub-Markovian operators and their main properties (see e.g. (ii) A closed linear densely defined operator A on H is called Dirichlet operator if
Proposition 3.7. Let (S(t)) t≥0 be a strongly continuous contraction semigroup on L 2 (E, µ) with generator A. Then, the following are equivalent:
(ii) A is a Dirichlet operator on L 2 (E, µ).
We prove that it is possible to extend the semigroup (T (t)) t≥0 to a strongly continuous contraction semigroup on L p (X, ν ∞ ) for any p ∈ [1, +∞). We follow the proof of [12, Theorem 1.4.1].
Proposition 3.8. The semigroup (T (t)) t≥0 can be uniquely extended to a positive contraction semi-
. This semigroups are strongly continuous if p ∈ [1, +∞) and are consistent in the sense that
Proof. For reader's convenience, we split the proof into different steps.
Step 1. At first, we prove that both L and
H (X, ν ∞ ) and from Lemma 3.5 we infer that (u − 1)
thanks to Lemma 2.10. The computations for L * are analogous. Hence, both L and L * are Dirichlet operators on L 2 (X, ν ∞ ), which means that (T (t)) t≥0 and (T * (t)) t≥0 are sub-Markovian semigroups on L 2 (X, ν ∞ ).
Step 2. Here, we prove that
and therefore
. By applying the Riesz-Thorin Interpolation Theorem [28, Section 1.18.7, Theorem 1] we conclude that (T (t)) t≥0 extends to a positive contraction semigroup (T p (t)) t≥0 on L p (X, ν ∞ ) for any p ∈ [1, +∞). Uniqueness follows by density.
Step 3. Now we show that (T p (t)) t≥0 is strongly continuous if p ∈ [1, +∞). Let f ≥ 0 be a bounded function which vanishes outside a set E of bounded measure. Then,
since (T (t)) t≥0 is strongly continuous. We recall that (T (t)) t≥0 is the Ornstein-Uhlenbeck semigroup on
, and therefore
By density, we deduce that (T 1 (t)) t≥0 is strongly continuous on L 1 (X, ν ∞ ). By interpolation, we infer the strong continuity of (T p (t)) t≥0 on L p (X, ν ∞ ) for any p ∈ (1, 2). Finally, the riflexivity of L p (X, ν ∞ ) (see e.g. [13, Section 4, Theorem 1] for any p ∈ (1, +∞) and [11, Theorem 1.34 ] allow us to conclude that (T p (t)) t≥0 is strongly continuous on L p (X, ν ∞ ) for any p ∈ (2, +∞).
Remark 3.9. For p = ∞ the uniqueness of the extended semigroup follows from an extra assumption. Indeed, the semigroup (T (t)) t≥0 can be uniquely extended to a positive contraction semigroup For any p ∈ [1, +∞) let us denote by L p the infinitesimal generator of (T p (t)) t≥0 . Since (T p (t)) t≥0 is a positive strongly continuous semigroup for any p ∈ [1, +∞), we immediately deduce the following result. [Φh n , h n ] H , where {h n : n ∈ N} is any orthonormal basis of H. We observe that for any f ∈ F C 2 b,Θ (X) such that f (x) = ϕ( e 1 (x), . . . , e n (x)) for some ϕ ∈ C 2 b (R n ), we have (x) , . . . , e n (x)), x ∈ X.
Proposition 3.11. For any u ∈ F C 2 b,Θ (X) we have u ∈ D(L) and 
it follows that u ∈ D(L) and
and any p ∈ (1, +∞). Proof. At first we stress that Lu ∈ L p (X, ν ∞ ) for any p ∈ (1, +∞). We study separately two cases. In the former we take p ∈ (1, 2), in the latter we consider p ∈ (2, +∞).
Let p ∈ (1, 2) and let u ∈ F C 2 b,Θ (X). Then,
where p ′ is the conjugate exponent of p. Hence, u ∈ D(L p ) and L p u = Lu. Let us consider p ∈ (2, +∞) and let u ∈ F C 2 b,Θ (X). Since T p (t)u = T (t)u, from Proposition 3.11 we deduce that t −1 (T p (t)u−u) → Lu for ν ∞ -a.e. x ∈ X. Let us consider q > p. For any v ∈ F C we know that for any δ > 0 there exists a Borel set X δ ⊂ X such that ν ∞ (X \ X δ ) ≤ δ and ∆ t u → 0 uniformly on X δ . Let us fix ε > 0. Since (|∆ t u| p ) t∈(0,1] is uniformly integrable, there exists δ > 0 such that
for any Borel set E ⊂ X such that ν ∞ (E) ≤ δ. Taking the lim sup as t → 0 in both the sides of (3.10), by (3.9) and dominated convergence we deduce that lim sup t→0 X |∆ t u| p dν ∞ ≤ ε.
The arbitrarily of ε > 0 implies that lim t→0 X |∆ t u| p dν ∞ = 0, which means that u ∈ D(L p ) and L p u = Lu for any p > 2.
We conclude this Section by proving a useful result. Proof. Let u ∈ D(L p ). Then, we have
as t → 0. Hence, u ∈ D(L) and Lu = L p u.
Analyticity of the semigroup associated to L p
We want to show that L is sectorial in L p (X, ν ∞ ) for any p ∈ (1, +∞), i.e., (T p (t)) t≥0 is an analytic semigroup on the sector Σ θp := re iφ : r > 0, |φ| < θ p , where
To this aim we follow the approach of [24, Section 3] . We introduce the following spaces of functions. 
This shows that Proposition 4.4(ii) holds true for any f ∈ D(L C p ) for any p ∈ [2, +∞).
Step 2. Let p ∈ (1, 2) and let f ∈ F C 2 b,Θ (X). Then, if we set g = f * , we have g ∈ L p ′ (X, ν ∞ ) with p ′ ∈ (2, +∞), g * = f and therefore
Arguing as in the first part of Step 1 and by applying (4.5) with f replaced by g we infer that
Let f ∈ D(L C p ) and let us set again g := f * . Approximating g with a sequence (g n ) ⊂ F C 2 b,Θ (X; C) we can repeat the argument of the second part of Step 1, and therefore we get
This concludes the proof. for any f ∈ L 2 (0, 1) (see e.g. [29] ). It is well known that A is symmetric and that e k = √ 2 sin(kπ·), k ∈ N, is an orthonormal basis of L 2 ((0, 1), dξ) of eigenvectors of A with corresponding eigenvalues λ k = −k 2 π 2 . We denote by (e tA ) t≥0 the semigroup generated by A. From [22] it follows that (e tA ) t≥0
