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Abstract
This work concerns in part the construction of conformal Jordan cells of infinite rank
and their reductions to conformal Jordan cells of finite rank. It is also discussed how
a procedure similar to Lie algebra contractions may reduce a conformal Jordan cell of
finite rank to one of lower rank. A conformal Jordan cell of rank one corresponds to a
primary field. This offers a picture in which any finite conformal Jordan cell of a given
conformal weight may be obtained from a universal covering cell of the same weight but
infinite rank.
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Logarithmic conformal field theory is essentially based on the appearance of conformal
Jordan cells, or Jordan cells for short, in the spectrum of fields. We refer to [1] for the
first systematic study of logarithmic conformal field theory, and to [2, 3, 4] for recent
reviews on the subject. The number of fields making up a Jordan cell is called the rank
of the cell. Only Jordan cells of finite rank have been discussed in the literature. An
objective of this work is to propose an extension to Jordan cells of infinite rank.
We shall also discuss how Jordan cells of finite or infinite rank may be reduced to
Jordan cells of lower rank. In this regard, a Jordan cell of rank one merely corresponds to
an ordinary primary field. The reductions of Jordan cells of finite rank are governed by
a procedure resembling Lie algebra contractions. A related procedure has recently been
employed in [5, 6, 7, 8], and in its various guises it constitutes a promising new approach
to logarithmic conformal field theory.
A Jordan cell of rank r = ρ+1 consists of a primary field, Ψ0, and ρ logarithmic and
non-primary partners, Ψ1, ...,Ψρ, satisfying [9]
T (z)Ψj(w) =
∆Ψj(w) + (1− δj,0)Ψj−1(w)
(z − w)2
+
∂wΨj(w)
z − w
, j = 0, 1, ..., ρ (1)
where Ψ−1 ≡ 0. T is the energy-momentum tensor whose modes, Ln, generate the
Virasoro algebra
[Ln, Lm] = (n−m)Ln+m +
c
12
n(n2 − 1)δn+m,0 (2)
with central charge c. In terms of these, (1) reads
[Ln,Ψj(z)] = {z
n+1∂z +∆(n + 1)z
n}Ψj(z) + (n + 1)z
nΨj−1(z) (3)
The two-point functions of the fields comprising the Jordan cell are
〈Ψi(z)Ψj(w)〉 = 0, i+ j < ρ
〈Ψi(z)Ψρ(w)〉 =
∑i
m=0
(−2)m
m!
Ai−m (ln(z − w))
m
(z − w)2∆
〈Ψi(z)Ψj(w)〉 = 〈Ψi+j−ρ(z)Ψρ(w)〉
=
∑i+j−ρ
m=0
(−2)m
m!
Ai+j−ρ−m (ln(z − w))
m
(z − w)2∆
, i+ j ≥ ρ (4)
with structure constants Aj, j = 0, ..., ρ. As already mentioned, it is seen that a rank-one
Jordan cell is simply a primary field.
For later convenience, we now re-express (1) using the following self-explanatory ma-
trix notation
T (z)Ψ(w) =
∆Ψ(w) + PΨ(w)
(z − w)2
+
∂wΨ(w)
z − w
(5)
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where we have introduced the off-diagonal r × r matrix
P =


0 0 0 ... 0 0 0
1 0 0 ... 0 0 0
0 1 0 ... 0 0 0
...
...
...
...
...
...
0 0 0 ... 1 0 0
0 0 0 ... 0 1 0


(6)
such that Pi,j = δi,j+1. To emphasize the size of a matrix, we shall sometimes write Pr×r
or Ψr×1, for example.
Our first objective is to discuss how a Jordan cell of rank r = ρ+ 1 may be reduced
to a Jordan cell of rank r′ < r. If the difference r − r′ = 2q is even, the reduction is
straightforward as one may simply set
Ψ0 ≡ ... ≡ Ψq−1 ≡ Ψρ−q+1 ≡ ... ≡ Ψρ ≡ 0 (7)
The surviving fields, Ψq, ..., Ψρ−q, are seen to form a Jordan cell of rank r
′ with Ψq as
its only primary member. It should be stressed that we in this work confine ourselves to
considering Jordan cells from the point of view of conformal structure (1) and (chiral)
two-point functions (4). It is immediately more complicated to describe the reduction if
r−r′ is odd. We shall focus on the case where this difference is one as all reductions may
be constructed as concatenations of such unit reductions. This applies as well, of course,
to the even case discussed above, but corresponds to an alternative scenario.
Let us consider the linear map


Φ0;ǫ
...
Φρ;ǫ

 =


U0,0;ǫ ... U0,ρ;ǫ
...
...
Uρ,0;ǫ ... Uρ,ρ;ǫ




Ψ0
...
Ψρ

 (8)
of the original representation of the Jordan cell given in terms of Ψ to a new one in
terms of Φǫ. The map is governed by the matrix Uǫ which is assumed invertible for
non-vanishing ǫ. We shall be interested in the limit1
Φj(z) := lim
ǫ→0
Φj;ǫ(z) (9)
and look for a map (8) that would result in a decoupling of the set Φ0, ...,Φρ into a Jordan
cell of rank ρ consisting of the first ρ fields, Φ0, ...,Φρ−1, and a primary field, Φρ, with
vanishing two-point function.
1Note that Φj denotes a single field whereas Φǫ indicates a vector of fields denoted Φj;ǫ. This is done
to keep the notation simple, and will hopefully not cause confusion.
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To this end, we first consider
T (z)Φ(w) = lim
ǫ→0
{T (z)Φǫ(w)}
=
∆Φ(w) + limǫ→0{UǫPU
−1
ǫ Φǫ(w)}
(z − w)2
+
∂wΦ(w)
z − w
(10)
from which it follows that we should require that
lim
ǫ→0
{Ur×r;ǫPr×rU
−1
r×r;ǫ} =

 Pρ×ρ 0ρ×1
01×ρ 01×1

 (11)
Likewise, from
〈Φi(z)Φj(w)〉 = lim
ǫ→0
〈Φi;ǫ(z)Φj;ǫ(w)〉 (12)
it follows that we should impose the conditions
lim
ǫ→0


ρ∑
k,l=0
Ui,k;ǫUj,l;ǫ
k+l−ρ∑
m=0
(−2)m
m!
Ak+l−ρ−m(ln(z − w))
m


=


∑i+j−ρ+1
m=0
(−2)m
m!
Ai+j−ρ+1−m(ln(z − w))
m, 0 ≤ i, j < ρ
0, i = ρ or j = ρ
(13)
We have found the following solution for the matrix Ur×r;ǫ:
Ui,j;ǫ = 0, i+ 1 < j
Ui,i+1;ǫ =
ǫ
2
Ui,j;ǫ =
(−1)i−j
i− j + 1
(
2(i− j)
i− j
)
ǫ−2(i−j)−1, j ≤ i < ρ
Uρ,j;ǫ = δj,0 (14)
which for lower rank reads
U2×2;ǫ =


1/ǫ ǫ/2
1 0

 , U3×3;ǫ =


1/ǫ ǫ/2 0
−1/ǫ3 1/ǫ ǫ/2
1 0 0


(15)
and
U4×4;ǫ =


1/ǫ ǫ/2 0 0
−1/ǫ3 1/ǫ ǫ/2 0
2/ǫ5 −1/ǫ3 1/ǫ ǫ/2
1 0 0 0


(16)
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Before proving that (14) indeed constitutes a solution, it is useful to note that
U(r−1)×(r−1);ǫ = R(r−1)×r,r−1Ur×r;ǫCr×(r−1),r (17)
and
R(r−2)×(r−1),r−1U(r−1)×(r−1);ǫ = R(r−2)×(r−1),1R(r−1)×r,rUr×r;ǫCr×(r−1),1 (18)
Here we have introduced the matrix
R(n−1)×n,i =

 I(i−1)×(i−1) 0(i−1)×1 0(i−1)×(n−i)
0(n−1)×(i−1) 0(n−i)×1 I(n−i)×(n−i)

 (19)
annihilating the ith row in a matrix Mn×m by multiplication from the left. Likewise,
annihilation of the jth column is governed by multiplication from the right by the matrix
Cm×(m−1),j =
(
R(m−1)×m,j
)t
=


I(j−1)×(j−1) 0(j−1)×(m−j)
01×(j−1) 01×(m−j)
0(m−j)×(j−1) I(m−j)×(m−j)


(20)
One does not have to worry about working out explicitly the inverse of Uǫ and subse-
quently considering the limit in (11), since it turns out that
Ur×r;ǫPr×r =

 Pρ×ρ 0
(ǫ)
ρ×1
01×ρ 01×1

Ur×r;ǫ, 0(ǫ)ρ×1 =

 ǫ/2
0(ρ−1)×1

 (21)
from which the condition (11) follows immediately. The refinement (21) of (11) follows
itself from combining (17) and (18).
Now, the conditions (13) are easily verified for i = ρ or j = ρ, so we may focus on
0 ≤ i, j < ρ. Using, among other things, that k + l ≥ ρ on the left-hand side of (13), we
find that (13) is equivalent to demanding
lim
ǫ→0


i+1∑
n=N−j−1
Ui,n;ǫUj,N−n;ǫ

 = δN,i+j+1 (22)
The non-trivial part of this reads
N∑
n=1
βN,n = SN (23)
where
βN,n =
1
n(N − n+ 1)
(
2N − 2n
N − n
)(
2n− 2
n− 1
)
, SN =
1
N + 1
(
2N
N
)
(24)
4
To prove (23) by induction in N , we first verify that it is satisfied for N = 1. We then
try to find x2, ..., xN such that
βN+1,1 + x2βN+1,2 =
SN+1
SN
βN,1
(1− xn)βN+1,n + xn+1βN+1,n+1 =
SN+1
SN
βN,n, n = 2, ..., N − 1
(1− xN )βN+1,N + βN+1,N+1 =
SN+1
SN
βN,N (25)
since this would imply that
N+1∑
n=1
βN+1,n =
SN+1
SN
N∑
n=1
βN,n = SN+1 (26)
as required to satisfy the induction step. The last equality follows from (23) which now
serves as the induction assumption. The existence of a solution to the set of linear
equations (25) is non-trivial since there is one more constraint than free parameters. It
is not hard to verify, though, that the set
xn =
n(n− 1)(3N − 2n+ 4)
N(N + 1)(N + 2)
, n = 2, ..., N (27)
solves (25) and hence the induction step.
This completes the proof that the map (8) with Uǫ given by (14) reduces the Jordan
cell (Ψ0, ...,Ψρ) to the Jordan cell (Φ0, ...,Φρ−1), in the limit ǫ → 0. By construction,
the structure constants of the resulting lower-rank Jordan cell are thereby inherited from
the original higher-rank Jordan cell. This should not be regarded as a limitation of the
procedure since the constants may be modified by a further re-scaling of the new fields.
The conventional representation of a Jordan cell as given above in (1) and (4) does
not seem to allow a naive extension to infinite rank. This may explain why Jordan cells
of infinite rank so far have managed to elude explicit construction. To remedy this, we
here suggest to first re-label the Jordan cell subtracting ρ/2 from the index of the fields:
r = ρ+ 1 even : Ψ−ρ/2, Ψ−ρ/2+1, ..., Ψ−1/2, Ψ1/2, ..., Ψρ/2 (28)
and
r = ρ+ 1 odd : Ψ−ρ/2, Ψ−ρ/2+1, ..., Ψ−1, Ψ0, Ψ1, ..., Ψρ/2 (29)
In either case, the field Ψ−ρ/2 is the only primary one in the full Jordan cell. The
strong resemblance of (28) and (29) to su(2) representations of spin ρ/2 will be discussed
elsewhere.
The limit where the rank approaches infinity is more natural in the new setting given
by (28) and (29). Namely, let us consider the two infinite sets of fields {Ψj} where either
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j ∈ (ZZ + 1/2) or j ∈ ZZ, corresponding to extensions of the two possibilities (28) and
(29), respectively. In either case, we have
T (z)Ψj(w) =
∆Ψj(w) + Ψj−1(w)
(z − w)2
+
∂wΨj(w)
z − w
(30)
whereas the two-point functions shall be defined by
〈Ψi(z)Ψj(w)〉 = 0, i+ j < 0
〈Ψi(z)Ψj(w)〉 =
∑i+j
m=0
(−2)m
m!
Ai+j−m (ln(z − w))
m
(z − w)2∆
, i+ j ≥ 0 (31)
Indeed, it may be verified straightforwardly that these two-point functions are quasi-
conformally or projectively invariant in the sense that insertions of L0,±1 vanish. It is
noted that
〈Ψi+k(z)Ψj−k(w)〉 = 〈Ψi(z)Ψj(w)〉 (32)
for all integer k, and that, unlike the finite case, there is no primary field in such a Jordan
cell of infinite rank.
From (31) it seems natural to define the conjugate field to Ψj as Ψ−j. This would
ensure that two-point functions of conjugate fields would be given by the familiar pole
structure only:
〈Ψj(z)Ψ−j(w)〉 =
A0
(z − w)2∆
(33)
A sensible construction would thus presuppose A0 6= 0. With this definition of conjugate
fields, we see that the two types of infinite Jordan cells may be distinguished by whether
or not they contain a self-conjugate field, corresponding to j ∈ ZZ or j ∈ (ZZ + 1/2),
respectively. Due to the similarity with (29) and (28), we shall call the two types odd
or even, respectively. It is stressed, though, that for a given finite rank there is only one
Jordan cell. It may be represented by (Ψ0, ...,Ψr−1) as in (1) and (4), or by (28) or (29)
depending on (the parity of) the rank.
An infinite Jordan cell as defined above reduces to an ordinary Jordan cell of finite
rank, r = ρ+ 1, if one introduces the parameter ρ and defines
Ψj ≡ 0, |j| ≥ ρ/2 + 1 (34)
This requires that the original Jordan cell of infinite rank is of the same type as the
parity of the rank of the resulting finite cell. From the reduction procedure above, on the
other hand, we know how to reduce a Jordan cell of finite rank to one of any lower rank.
This seems to suggest that there are two possible parent Jordan cells of infinite rank
from which any finite Jordan cell can be obtained, provided, of course, they are of the
same conformal weight. From this perspective, one could choose either of the two types
or proposals and consider it the ’universal covering cell’ of a given conformal weight.
A reason for favouring one type over the other does not present itself immediately. It
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is not even clear that any of them should be excluded. The existence or non-existence
of a self-conjugate field, which constitutes the characterizing difference between the two
types, may play an important role in some contexts.
In summary, we have found that Jordan cells of a given common conformal weight are
naturally organized in an infinite hierarchy labeled by their rank. A Jordan cell of rank
r thus appears at level r in the hierarchy. The Jordan cells are nested in the sense that a
Jordan cell of rank r′ may be obtained by reduction of a Jordan cell of rank r provided
r′ < r. Two types of Jordan cells of infinite rank have been proposed as the universal
covering cell from which any finite Jordan cell may be obtained by reduction.
Finally, our construction of Jordan cells of infinite rank and their reductions may
be extended to N = 1 superconformal field theory. This also applies to the reduction
procedure of Jordan cells of finite rank, and will be addressed elsewhere.
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