Abstract In this paper, we consider the nonconvex quadratically constrained quadratic programming (QCQP) with one quadratic constraint. By employing the conjugate gradient method, an efficient algorithm is proposed to solve QCQP that exploits the sparsity of the involved matrices and solves the problem via solving a sequence of positive definite system of linear equations after identifying suitable generalized eigenvalues. Some numerical experiments are given to show the effectiveness of the proposed method and to compare it with some recent algorithms in the literature.
Introduction
We consider the following quadratically constrained quadratic programming (QCQP) min q(x) :=x T Ax + 2a
where A, B ∈ R n×n are symmetric matrices with no definiteness assumed, a, b ∈ R n and β ∈ R. When B = I, b = 0 and β < 0, QCQP reduces to the classical trustregion subproblem (TRS), which arises in regularization or trust-region methods for unconstrained optimization [5, 24] . Despite being nonconvex, numerous efficient algorithms have been developed to solve TRS [1, 6, 8, 9, 18] . The existing algorithms for TRS can be classified into two categories; approximate methods and accurate methods. The Steihaug-Toint algorithm is a well-known approximate method that exploits the preconditioned conjugate gradient iterations for unconstrained minimization of q(x) to obtain an approximate solution to large-scale instances of TRS [20, 22] . Precisely, the method follows a piecewise linear path connecting the conjugate gradient iterates for solving the system Ax = −a, which either finds an interior solution of TRS or terminates with a point on the boundary which does not allow the accuracy of the constrained solution to be specified. To over come the lack of accuracy of Steihaug-Toint algorithm, Gould et al. in [8] proposed the generalized Lanczos trust-region method which minimizes the problem on an expanding sequence of subspaces generated by Lanczos vectors. The classical algorithm [15] by Moré and Sorensen is an accurate method for TRS, which at each iteration makes use of the Cholesky factorization to solve a positive definite linear system and hence is not proper for large-scale instances. A number of algorithms designed for large-scale TRS reformulate the problem as a parameterized eigenvalue problem [6, 18, 19] . More recently, it has been shown that TRS can be solved by one generalized eigenvalue problem [1] . The QCQP is a natural generalization of TRS and is important in scaled trustregion methods for nonlinear optimization, allowing a possible indefinite scaling matrix. It also has applications in double well potential problems [7] and compressed sensing for geological data [11] . In recent years, QCQP has received much attention in the literature and various methods have been developed to solve it [3, 13, 16, 17, 21, 23] . In [16] , Moré gives a characterization of the global minimizer of QCQP and describes an algorithm for the solution of QCQP which extends the one for TRS [15] . A connection between the solution methods for QCQP and semidefinite programming (SDP) is established in [23] . However, the SDP approach is not practical for large-scale problems. Recently, it has been shown that when the quadratic forms are simultaneously diagonalizable, QCQP has a second order cone programming (SOCP) reformulation which is significantly more tractable than a semidefinite problem [3] . In [13] , the authors further showed that QCQP with an optimal value bounded from below is SOCP representable, which extends the results in [3] . The QCQP with the two-sided constraint has been studied in [17] . In particular, it has been shown that QCQP can be transformed into a parameterized generalized eigenvalue problem [17] . Salahi and Taati [21] also derived a diagonalization-based algorithm under the simultaneous diagonalizable condition of the quadratic forms. The method is proper for small and medium-scale instances since it needs matrix factorization. Recently, Adachi and Nakatsukasa developed an algorithm for QCQP that requires finding just one eigenpair of a generalized eigenvalue problem [2] , extending the one for TRS [1] . However, due to the requirement of constructing explicit form of the Hessian matrices, when the involved matrices are not highly sparse, the method is not efficient for largescale problems. Most recently, in [12] , the authors have derived a novel convex quadratic reformulation for QCQP and established that the optimal solution of QCQP can be recovered from the optimal solution of the new reformulation. They also developed two efficient algorithms to solve the new reformulation.
In the present paper, we propose a conjugate gradient-based algorithm for QCQP which applies the conjugate gradient method to solve a sequence of positive definite system of linear equations, and hence is efficient for large sparse instances of QCQP. It is worth noting that although the method of [16] and ours follow the same framework to solve the problem in the case where the optimal Lagrangian Hessian matrix is positive definite, there are some differences in our approach.
Firstly, in [16] , no specific algorithm is proposed to solve the so-called secular equation while here we propose an efficient algorithm to solve it. Secondly, our approach first verifies hard case (case 2) and if it is detected, the optimal solution of QCQP is computed via solving a positive definite system. We also emphasize that our approach for verifying hard case 2 is different from the one presented in [17] .
The rest of the paper is organized as follows. In Section 2, we review some known facts related to QCQP. A conjugate-gradient based algorithm is introduced in Section 3. Finally, in Section 4, we give some numerical results to show the effectiveness of the proposed method comparing with the algorithms from [2] and [12] .
Notations: Throughout this paper, for two symmetric matrices A and B, λ min (A, B) denotes the smallest generalized eigenvalue of pencil (A, B), A ≻ 0(A 0) denotes A is positive definite (positive semidefinite), A † denotes the Moore-Penrose generalized inverse of A, Range(A) and Null(A) denote its Range and Null spaces, respectively. Finally, for an interval I, int(I) stands for its interior.
2 Preliminaries: optimality, easy and hard cases
In this section, we state some results related to the QCQP that are useful in the next section. We start by considering the following assumptions. Assumption 1. QCQP satisfies the Slater's condition, i.e., there existsx with g(x) < 0. Assumption 2. There existsλ ≥ 0 such that A +λB ≻ 0. When Assumption 1 is violated, QCQP reduces to an unconstrained minimization problem and Assumption 2 ensures that QCQP has an optimal solution [2] . The following theorem gives a set of necessary and sufficient conditions for the global optimal solution of QCQP under Assumption 1. 
An optimal solution of QCQP belongs to one of the following two types: an interior solution with g(x * ) < 0 or a boundary solution with g(x * ) = 0. The following lemma states the case where QCQP has no boundary solution. Proof Let x * be the optimal solution of QCQP. If A 0, then from Theorem 1, g(x * ) = 0 and hence the optimal solution is on the boundary of the feasible region. Now suppose that A is positive semidefinite (singular) and g(x * ) < 0. Let v ∈ Null(A) and consider the following quadratic equation of variable α:
This equation has a root since v T Bv > 0 and g(x * ) < 0. To show v T Bv > 0, recall that, by Assumption 2, there existsλ ≥ 0 with A +λB ≻ 0. This implies that
The discussion above proves that in the case where A is positive semidefinite (singular), QCQP has a solution on the boundary. The only case that must be considered is the case where A is positive definite. In this case, x * = −A −1 a is the unique unconstrained minimizer of q(x). Hence, QCQP has no solution with g(x * ) = 0 if and only if g(−A −1 a) < 0.
In view of Lemma 1, unless A ≻ 0 and g(−A −1 a) < 0, QCQP has a boundary solution. Hence, from now on, we focus on the boundary solutions since an interior solution that can be obtained by solving the linear system Ax = −a.
By Assumption 2, A and B are simultaneously diagonalizable [14] , i. e., there exists an invertible matrix Q and diagonal matrices
It is easy to see that A + λB 0 if and only if λ ≤ λ ≤λ where
If A ≻ 0, λ < 0 else λ ≥ 0. Let I be the smallest interval containing all nonnegative λ satisfying the optimality conditions (1) and (4) . It follows from Theorem 1 that the interior of I, int(I) = (max{0, λ},λ). The interval I containsλ as the right endpoint if (a +λb) ∈ Range(A +λB) and it contains λ as the left endpoint if λ ≥ 0 and (a + λb) ∈ Range(A + λB). For any λ ∈ (λ,λ), define
where x(λ) = −(A+λB) −1 (a+λb). The function φ(λ) has the following properties. The QCQP similar to TRS is classified into easy case and hard case (case 1 and 2) instances. The characterization of the easy and hard cases of the QCQP with the two-sided constraint is given in [17] . Here we adapt the characterization for the QCQP based on the requirement λ * ≥ 0 where λ * denotes the optimal Lagrange multiplier. We have to consider separately the cases where A is positive definite and A is not positive definite as follows:
-A is positive definite. (iii) λ is finite and a + λb ∈ Range(A + λB) and λ * = λ.
-A is not positive definite. From Lemma 2 and Proposition 1, we see that in the easy case and hard case 1, λ * is the unique solution of equation φ(λ) = 0 in the interval (max{0, λ},λ). Hard case 2 corresponds to the case where equation φ(λ) = 0 has no solution in (max{0, λ},λ).
A conjugate gradient-based algorithm
In this section, we assume that a value ofλ such that A +λB ≻ 0 is known. By Lemma 1, excluding the case where A is positive definite and g(−A −1 a) < 0, solving QCQP is equivalent to find a nonnegative λ * ∈ [max{0, λ},λ] such that φ(λ * ) = 0. Note that except the case where QCQP is a hard case 2 instance, the nonlinear equation φ(λ) = 0 has a unique root in interval (max{0, λ},λ). According to this fact, we propose a conjugate gradient-based algorithm for QCQP which first checks for hard case 2 and if this is the case, a global optimal solution of QCQP is obtained via solving a positive definite system of linear equations, otherwise, the global solution of QCQP is computed by finding the root of equation φ(λ) = 0 in (max{0, λ},λ). We use the value of φ(λ) to form the algorithm. We consider the following three cases:
In this case, obviously (λ, x(λ)) satisfies the optimality conditions (1) to (4) and hence x(λ) is the unique optimal solution of QCQP.
2. Case 2. φ(λ) > 0. In this case, by Lemma 2, λ * ∈ (λ,λ]. Now we consider the following two possible subcases: (a)λ is infinite. In this case, from Proposition 1, equation φ(λ) = 0 has a unique root in (λ,λ). (b)λ is finite. In this case, either QCQP is a hard case 2 instance (λ * =λ) or equation φ(λ) = 0 has a unique root in (λ,λ). 3. Case 3. φ(λ) < 0.
In this case, by Lemma 2, λ * ∈ [max{0, λ},λ). Now we consider the following two possible subcases:
To the best of our knowledge, there is no algorithm in the literature to compute λ andλ for general A and B when the value ofλ is not known. However, when the value ofλ is available, λ andλ can be efficiently computed via finding some generalized eigenvalues of a matrix pencil [12, 17] . Precisely, A + λB 0 if and only if λ ≤ λ ≤λ where λ = λ 1 +λ,λ = λ 2 +λ,
and
It is worth noting that, whenλ is given, we only need to compute one extreme eigenvalue to determine the initial interval containing the optimal Lagrange multiplier, i.e., only one of λ andλ.
Verifying hard case 2
In this subsection, we discuss how one can detect hard case 2 if it is the case. In [17] , Pong and Wolkowicz proposed an algorithm based on minimum generalized eigenvalue of a parameterized matrix pencil to solve QCQP with the two-sided constraint that first carries out a preprocessing technique to recognize hard case 2, see Section 3.1.1 of [17] for more details. According to their result, when λ ∈ I and λ * ∈ [λ,λ), QCQP is hard case 2 if and only if g(x(λ)) ≤ 0 where
Similarly, whenλ ∈ I and λ * ∈ (λ,λ], QCQP is hard case 2 if and only if g(x(λ)) ≥ 0 where
† (a +λb). Unfortunately, in general these assertions are not true, QCQP may be hard case 2 but g(x(λ)) > 0 or g(x(λ)) < 0. A problem of this type is given in the following example. T with λ * = λ satisfy the optimality conditions
On the other hand, we have
In what follows, we fill this gap and describe an approach to recognize hard case 2. We use the following result.
Consider the following two cases. Case 1:λ ∈ I and λ * ∈ (λ,λ]. First notice that sinceλ ∈ I, then (a +λb) ∈ Range(A +λB). Hence, system
is consistent. Assume that the set {v 1 , v 2 , ..., vr} is an orthonormal basis of Null(A+ λB).
, then any solution of system (6) has the form x = x(λ) +Zy where x(λ) = −(A+λB) † (a+λb) and y ∈ R r . Now consider the following maximization problem:
By Proposition 2, Z T BZ ≺ 0 and hence the optimal solution of (7), y * , is the unique solution of the positive definite system
and p * = g(x(λ) + Zy * ). In the sequel, we show that λ * =λ if and only if p * ≥ 0. To see this, suppose that p * ≥ 0. Set x * = x(λ) + Zy * . Next consider the following quadratic equation of variable α:
where v ∈ Null(A +λB). Due to the facts that v T Bv < 0 and p * ≥ 0, the above equation has a root α. Now it is easy to see that x * := x * + αv with λ * =λ satisfies the optimality conditions of QCQP:
Next suppose that λ * =λ and x * is a global optimal solution of QCQP. Sincē λ > 0, it follows from optimality conditions that g(x * ) = 0 and thus p * ≥ 0. Case 2: λ ∈ I and λ * ∈ [λ,λ). This is similar to Case 1. First notice that since λ ∈ I, then (a + λb) ∈ Range(A + λB). Hence, system
, then any solution of system (9) has the form x = x(λ) +Zy where x(λ) = −(A+λB) † (a+λb) and y ∈ R r . Now consider the following minimization problem:
By Proposition 2, Z T BZ ≻ 0 and hence the optimal solution of (10), y * , is the unique solution of the positive definite system
and p * = g(x(λ) + Zy * ). In the sequel, we show that λ * = λ if and only if p * ≤ 0. To see this, suppose that p * ≤ 0. Set x * = x(λ) + Zy * . Next consider the following quadratic equation of variable α:
where v ∈ Null(A + λB). Due to the facts that v T Bv > 0 and p * ≤ 0, the above equation has a root α. Now it is easy to see that x * := x * + αv with λ * = λ satisfies the optimality conditions of QCQP:
Next suppose that λ * = λ and x * is a global optimal solution of QCQP. Sincē λ > 0, it follows from optimality conditions that g(x * ) = 0 and thus p * ≤ 0.
Example 2 Consider the same problem in Example 1. We have λ ∈ I and λ * ∈ [λ,λ).
T is an orthonormal basis of Null(A + λB) and
It is easy to see that the optimal solution of problem (10), y * = −25 and so p * = −914 < 0. Therefore, QCQP is a hard case 2 instance and x * = [−25 + √
457, 8]
T with λ * = λ satisfy the optimality conditions.
Solving the nonlinear equation φ(λ) = 0
When QCQP is not hard case 2, λ * is the unique solution of the equation φ(λ) = 0 on the underlying interval containing the optimal Lagrange multiplier. If B is positive semidefinite, it can be shown that the function φ(λ) is convex on I and thus a safeguarded version of Newton's method is a reasonable choice for the solution of this equation. This is the approach used by Moré and Sorenson [15] for solving the TRS which at each iteration makes use of the Cholesky decomposition and hence is not proper for large-scale problems. If B is indefinite, then φ(λ) may not be convex or concave and hence there is no guarantee that Newton's method will be convergent [16] . Here, we propose an algorithm for the solution of φ(λ) = 0 which is indeed the bisection method occupied with two techniques to accelerate its convergence [17, 21] .
Algorithm for solving equation φ(λ) = 0 Iterate until a termination criterion is met: In what follows, we explain two techniques used in the algorithm.
Inverse Interpolation
Let
Primal step to the boundary Let x * denote the optimal solution of QCQP. It can be shown that as the algorithm proceeds, λnew converges to the λ * , the optimal Lagrange multiplier and hence, the sequence x(λ) also will be convergent to x * . Now, suppose that there exist values λ b and λg with φ(λ b ) > 0 and φ(λg) < 0. Then, we can take an inexpensive primal step to the point αx(λ b ) + (1 − α)x(λg) on the boundary by choosing a suitable step length α. This likely improves the objective value. We note that the resulting sequence is also convergent to x * .
Computing φ(λ)
At each iteration of the algorithm, φ(λ) is computed by applying the conjugate gradient algorithm to the positive definite system of linear equations
The conjugate-gradient method is one of the most widely used iterative methods for solving symmetric positive-definite linear equations. In hard case 1 when λ * is near toλ or λ, system (12) may become ill-conditioned. In the following two theorems (Theorems 2 and 3), we show that, to overcome near singularity, one can solve an alternative well-conditioned positive definite system that has the same solution as (12) . Before stating that, we need the following proposition and lemma. Proof (a + λb) ∈ Range(A + λB) if and only if there existsx such that (A + λB)x = −(a + λb). This implies that
Next, the change of variablex =ȳ − (A +λB) −1 (a +λb) gives
implying that (−b+B(A+λB) −1 (a+λb)) ∈ Range(A+λB).
Theorem 2 Suppose that (a + λb) ∈ Range(A + λB). Moreover, assume that the set {v 1 , · · · , vr} is a basis of Null(A + λB) that is (A +λB)-orthogonal, i.e., v
if and only if y * = x * + z is the solution of
where z = (A +λB) −1 (a +λb) and α is an arbitrary positive constant. The same assertion holds when λ is replaced byλ.
Proof It is easy to see that x * is the unique solution of system (14) if and only if
To prove the theorem, it is sufficient to show that systems (16) and (15) are equivalent. System (15) can be rewritten as follows:
Since (A +λB) ≻ 0, we have 
Furthermore, we have
due to the fact that
where e i is the unit vector and q i , i = 1, ..., n, denote i'th column of Q. Therefore, it follows from (18) and (19) that
Now since (a + λb) ∈ Range(A + λB), by Lemma 3, (Bz − b) ∈ Range(A + λB) and consequently v Since α > 0, the above discussion proves that system (20) is equivalent to the following system:
This is also equivalent to
which completes the proof. When λ is replaced byλ, the assertion can be proved in a similar manner. n , then x = 0. For any x ∈ R n , there exist unique x 1 ∈ Null(A + λB) and x 2 ∈ Range(A + λB) such that x = x 1 + x 2 . We have
This implies that
Since (A + λB) 0, we obtain (A + λB)x 2 = 0, and hence x 2 ∈ Null(A + λB). Together with the assumption that x 2 ∈ Range(A + λB) we obtain x 2 = 0. Thus x = x 1 . On the other hand x 1 can be written as x 1 = r j=1 c j v j where c j ∈ R for j = 1, ...r. So it follows from (21) that r j=1 c j v T i (A +λB)v j = 0 for i = 1, ..., r, resulting in c j = 0 for j = 1, ..., r. Therefore x 1 = 0 and consequently x = 0, which completes the proof. When λ is replaced byλ, the assertion can be proved in a similar manner.
Numerical Experiments
In this section, on several randomly generated problems of various dimensions, we compare the proposed conjugate gradient-based algorithm (CGB) with Algorithms 1 and 2 from [12] and Algorithm 3.2 from [2] . The comparison with Algorithm 3.2 of [2] is done for dimension up to 5000 as it needs longer time to solve larger dimensions. All computations are performed in MATLAB 8.5.0.197613 on a 1.70 GHz laptop with 4 GB of RAM. Throughout the paper, we have assumed that there existsλ such that A +λB ≻ 0. In practiceλ is usually unknown in advance, but since all four algorithms require it for initialization, we assume thatλ is known and skip its computation. However, the algorithms in [4, 10, 16] can be used to find λ. We use the stopping criterion max {|φ(λ)|, ||(A + λB)x + (a + λb)||} < 10
for solving the equation φ(λ) = 0 where x is the best feasible solution of QCQP obtained up to the current iteration and [low, high] is the interval containing λ * at the current iteration. We set ǫ 1 = 10 −10 , ǫ 2 = 10 −13 and ǫ 3 = 10 −10 in Algorithms 1 and 2 from [12] . As in [12] , to compute λ andλ, the generalized eigenvalue problem is solved by eigifp 1 . To verify hard case 2, as described in Section 3.1, we need to compute an orthonormal basis of Null(A+λB) or Null(A+λB). Recall that A + λB and A +λB are singular and positive semidefinite. Thus, a nullspace vector of A + λB and A +λB can be found by finding an eigenvector corresponding to the smallest eigenvalue, i.e., 0, which in our numerical tests, is done by eigifp. We apply the Newton refinement process in Section 4.1.2 of [2] to all four algorithms to improve the accuracy of the solution. For simplicity, we consider QCQP with nonsingular B including positive definite and indefinite B. Hence, we can assume without loss of generality that b = 0. Our test problems include both easy and hard case (case 1 and case 2) instances.
First class of test problems
In this class of test problems, we consider QCQP with positive definite A and indefinite B. Thus, we setλ = 0. We follow Procedure 1, Procedure 2 and Procedure 3 to generate an easy case, hard case 1 and hard case 2 instance, respectively We first generate randomly a sparse positive definite matrix A and a sparse indefinite matrix B via A=sprandsym(n,density,1/cond,2) and B = sprandsym(n,density) where cond refers to condition number. After computingλ, we set a = −(A+λB)x 0 , where x 0 is computed via x0=randn(n,1)/10 and λ is chosen uniformly from (0,λ). Next, to avoid generating a QCQP having an interior solution, we chose β randomly from (−s, −ℓ) where s = x T c Bxc, ℓ = x T 0 Bx 0 and xc is the solution of linear system Ax = −a. From the optimality conditions we see that the above construction likely gives an easy case instance.
Procedure 2. (Generating a hard case 1 instance)
We generate A, B, x 0 and β as the above procedure but we set a = −(A +λB)x 0 . From the optimality conditions we see that this construction gives a hard case 1 instance.
Procedure 3. (Generating a hard case 2 instance)
We generate A, B and a as Procedure 2 but we set β = −ℓ.
We set cond = 10, 100, 1000 and for each dimension and each condition number, we generated 10 instances, and the corresponding numerical results are adjusted in Tables 1 and 2 , where we report the average runtime in second (Time) and accuracy (Accuracy). To measure the accuracy, we have computed the relative objective function difference as follows:
, where x * is the computed solution by each method and x best is the solution with the smallest objective value among the four algorithms. We use "Alg1" and "Alg2" to denote Algorithms 1 and 2 in [12] , respectively, and "Alg3" to denote Algorithm 3.2 in [2].
Second class of test problems
We first generate randomly a sparse positive definite matrix C and a sparse indefinite matrix B via C=sprandsym(n,density,1/cond,2) and B = sprandsym(n,density). Tables 3 and 4 .
As we see in Tables 1 and 3 , for 90% of the generated instances, CGB algorithm is faster than Algorithm 3.2 from [2] while having comparable accuracy. The time difference become significant when we increase the dimension, since Algorithm 3.2 requires computing an extremal eigenpair of an (2n + 1) × (2n + 1) generalized eigenvalue problem which is time-consuming when the involved matrices are not highly sparse.
From Tables 1, 2 , 3 and 4, we observe that CGB algorithm computes more accurate solutions than Algorithms 1 and 2. Moreover, except for one dimension, it is always faster than Algorithm 1 and when we increase the dimension, the time difference become significant. For easy case problems, CGB Algorithm is faster than Algorithm 2 for about 77% of cases, specifically, CGB Algorithm is more efficient than Algorithm 2 when condition number is large. In hard Case 2, CGB Algorithm is much more efficient than Algorithms 1 and 2 because it first checks for hard case 2, if it is the case, the optimal solution of QCQP is computed via solving a positive definite system of linear equations. In hard case 1, CGB algorithm is slower than Algorithm 2 for about 60 % of the cases but still faster than Algorithm 1 because of the extra time it take for verifying hard case 2.
Conclusions
In this paper, we have considered the problem of minimizing a general quadratic function subject to one general quadratic constraint. A conjugate gradient-based algorithm is introduced to solve the problem which is based on solving a sequence of positive definite system of linear equations by conjugate gradient method. Our computational experiments on several randomly generated test problems show that the proposed method is efficient for large sparse instances since the most expensive operations at each iteration is several matrix vector products, that are cheap when the matrix is sparse. 
