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The problem of time-optimal control with nonconvex control counterdomain in 
an infinite-dimensional case is considered. A geometrical version of Pontriagin’s 
maximum principle is formulated. The main result concerns certain necessary con- 
ditions of optimality, formulated in terms of quasitrajectories of the control system 
under consideration. The original control variable is eliminated from the condition 
of optimality, which is somewhat more abstract than the classical maximum prin- 
ciple, but, on the other hand, is valid even in the case when the optimal control 
does not exist. Some possible applications are pointed out. :(‘ 19X6 Academtc Press. Inc 
INTRODUCTION 
It has been pointed out [l] that the main properties of control systems 
with nonconvex control domain and/or counterdomain are quite similar to 
those of convex systems when considering system quasitrajectories instead 
of trajectories. It appears that it is possible to formulate a certain version of 
Pontriagin’s maximum principle in terms of quasitrajectories, to avoid con- 
vexity and compactness assumptions. The theorem about such a version 
formulated in the following is based on the results of Marchaud and 
Zaremba [2, 33, Wazewski [4] and on a generalization of “bang-bang” 
(so-called tendor) control given in [ 11. The main theorem of this paper 
can be applied to finite- or infinite-dimensional systems. However, in the 
latter (Banach space) case some additional assumptions must be 
introduced. It seems that the right restrictions which must be imposed on 
the systems under consideration are those related to closedness of the con- 
vex hull of the control counterdomain and to measurability in the sense of 
Lusin of the tendor orientor field [S] generated by the control system. 
Those restrictions are included in the concept of normal and regular con- 
trol systems. As for the definitions and notions of the orientor field theory 
used in this paper, the reader is referred to [ 11. 
A profound mathematical background concerning differential inclusions 
and more references can be found in [ 181. 
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NOTATION 
Let X denote a real separable and reflexive Banach space, such that X* 
(the dual of X) is uniformly convex, and let U be a real separable Banach 
space. By f we denote a continuous function f: R x Xx U + X, where R is 
the space of reals, and by C a multifunction defined in R with values in the 
space of closed bounded subsets of U. By control system we mean the pair 
(f, C). An absolutely continuous function x: R -+ X, which is a solution to 
the differential equation 
i(t) =I-(4 x(t), 4t)) almost everywhere on [t,, T] 
over an interval [to, r], to < T, with the initial condition x(t,,) = 
x0 E X, u : R + U measurable, u(t) E C(t) V t E [to, T], is called a trajectory 
of the system (f, C). The variable t is interpreted as time, x(t) as the system 
state, u(t) as the system control. The multifunction C is called the control 
domain of the system (f, C). The set 
N(t,x)={X3v:u=f(t,x,u),uEC(t)} 
is called the control counterdomain of the system (f, C). The control coun- 
terdomain defines the multifunction N: R x X+ 2x, called the orientor field 
associated with the system (f, C). An absolutely continuous function 
x : R -+ X, such that x( to) = x,, E X and 
i(t) E NC x(t)) a.e. on J= [to, T] 
is called a trajectory of the field N (over J, with initial condition x0). An 
absolutely continuous function x is a quasitrajectory of a control system 
(f, C) with initial condition x0 if x(0) =x0 and if sequences of functions 
{xi}, { ui} defined on J exist such that xi are absolutely continuous, 
xi(O) = x0, ui are measurable and 
(i) x,(t) -+x(t) on J, 
(ii) IIii(t)-f(t, x,(t), ui(t)ll +O a.e. on J, 
(iii) u,(t)EC(t) on J. 
An absolutely continuous function x: R --+ X is a quasitrajectory of an 
orientor field N if a sequence of absolutely continuous functions {Xi} exists 
such that 
(i) x,(t) + x(t) on J, 
(ii) d(ai(t), N(t, x,(t))) -+ 0 a.e. on J, 
(iii) ii are equibounded on J, x,(O) = x0 for all i= 1, 2,..., and 
x( 0) = xg E x. 
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In the theory of orientor fields the following sets are considered: E(t, x), 
being the convex hull of N(t, x), and Q(t, x) (called the tendor set), which 
is the smallest closed subset of N(t, x) such that N(t, x) and Q(f, X) have 
the same convex hull. In the case X= R” these sets define corresponding 
orientor fields E and Q. It has been pointed out that the field Q is lower 
semi-continuous and measurable in the sense of Lusin [S] and the fields N 
and E are continuous in the Hausdorff topology, provided X is locally 
compact and the field N is associated with a control system (f, C), where 
both f and C are continuous. In the case of much more general space X we 
introduce the following: 
DEFINITION 1. A control system (f, C) is said to be regular if the mul- 
tifunction E defined by the convex hull of the orientor set N(t, x) 
associated with (f, C) is an orientor field (i.e., it is closed-valued), and the 
corresponding field Q (the tendor field) is measurable in the sense of Lusin. 
It is known that if the control system under consideration is a regular 
one, then the system and the corresponding orientor fields, N, E and Q 
have the same quasitrajectories. It is also known that each quasitrajectory 
of the control system is at the same time a trajectory of the field E [I]. 
This property can be utilized while dealing with optimal control problems. 
Namely, the control counterdomain N of (A C) can be “relaxed” by replac- 
ing it by the convex set E(t, x), while considering quasitrajectories instead 
of trajectories. Thus, the problem of nonconvexity can be overcome. After 
finding the optimal quasitrajectory, the only problem is to find the optimal 
trajectory or, if such a trajectory does not exist, to approximate it by a 
sequence of trajectories. To do this we have to consider certain properties 
of the system reachable set. 
DEFINITION 2. By the reachable set of a control system (A C) (of an 
orientor field N) with an initial condition (to, s) we mean the set 
{(t, u) : (t, u) E [t,, T] x X, u = x(f), x( to) = s}, where x is a trajectory of the 
control system (of the field N, respectively). The reachable set will be 
denoted Z( (A C), (to, s)) or Z(N, (to, s)) while dealing with orientor fields. 
If t, = 0, the t, will be omitted and we will write Z((f, C), s) or Z(N, s). If 
s = x0 is fixed, this notation will be abbreviated to Z(f, C) or Z(N). 
Replacing the word “trajectory” by “quasitrajectory” we define the 
reachable set for quasitrajectories, being denoted as Z,((f, C), (to, s)) or 
Z,(N (to, s)). 
DEFINITION 3. Let K, be the hyperplane t = 0. The set Zb(A C) = 
Z(f; C) n K, is called a time-section of the reachable set Z(f, C). Similar 
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notation will be used for reachable sets of orientor fields and reachable sets 
for quasitrajectories. 
DEFINITION 4. Let J’ be a closed interval [t’, t”], t’ < t”; J’ c J. A tra- 
jectory (quasitrajectory) x: J +X of a control system (f, C) with initial 
condition (t’, S) is said to be optimal over J’ if the graph of x belongs to the 
boundary of the reachable set Z((f, C), (t’, s)) (of Z,((f, C), (t’, s)), respec- 
tively) over the interval J’. Replacing (f, C) by N we define an optimal tra- 
jectory of an orientor field N. 
In the above definition we do not declare whether the trajectory or 
quasitrajectory is time-optimal or optimal in the sense of some particular 
criterion of optimality. Defining a “final” set which is to be reached by the 
trajectory, we find that the time-optimal trajectory of a regular control 
system must fulfill the conditions of Definition 4, provided it exists. To be 
more precise let us recall basic properties of reachable sets of control 
systems. 
CERTAIN PROPERTIES OF REACHABLE SETS 
The earliest findings about reachable sets belong to Marchaud [2, 31 
and Zaremba. Though their works (published independently) do not refer 
directly to control systems, it is clear that the “emission zone” of a con- 
tingent equation is, in fact, the reachable set of certain control system with 
convex and compact control counterdomain. The main properties of 
emission zones or reachable sets are analogous to those of solutions to dif- 
ferential equations. Namely, it has been pointed out that the emission zone 
is closed and connected, provided the corresponding contingent equation is 
sufficiently regular. Moreover, it was proved that if a solution to a con- 
tingent equation with an initial condition (t’, x’) reaches a point (t”, x”) 
which belongs to the boundary of the emission zone (t’ < t”), then the 
solution must belong to the boundary of emission zone for all t E [t’, t”], 
A relevant application of the contingent equation theory to control 
problems was done by Wazewski [4]. His main observation was that, if 
dealing with system quasitrajectories, we can dispense with the assumption 
about convexity of the control counterdomain. An interesting geometrical 
interpretation given by Wazewski [6] reveals an analogy between convex 
orientors (control counterdomains) and the Monge cones of certain partial 
differential equaton. Due to that interpretation system trajectories can be 
treated as the Monge lines and the boundary of the reachable set as the 
characteristic conoide of a partial differential equation of first order. A 
valuable generalization of contingent equation theory to Banach spaces 
409/l 18/l-3 
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was given by S. N. Chow and J. D. Shuur 171, who proved the closedness 
and connectivity of the emission zone in a reflexive Banach space. 
Following the considerations of Wazewski and Chow and Shuur let us 
suppose that the reachable set and system quasitrajectories have the follow- 
ing property (R): 
(i) the control system reachable set for quasitrajectories Z,((A C), 
(to, s)) is closed; 
(ii) any quasitrajectory which reaches a point (t’, s’) belonging to the 
boundary of the reachable set for quasitrajectories belongs to that boun- 
dary for all t E [to, t’], t, < f’. 
It seems to be quite possible to prove the above property in the case of 
Banach space (the first one follows from the work of Chow and 
Shuur [7]). However, let us treat them as suppositions in this paper. 
THE MAXIMUM PRINCIPLE 
In the classical version of the maximum principle the “conjugated vec- 
tor” is defined which satisfies (by definition) certain differential equation. It 
is proved that if that equation and the equation of the system trajectory 
hold, then any optimal trajectory must satisfy certain necessary condition 
called the maximum principle of Pontriagin. If the space of the system state 
is a Hilbert one, then it can be shown that the changes of the conjugated 
vector are closely connected with the transition of the plane tangent to the 
reachable set along with the optimal trajectory. Let us follow a somewhat 
different way, starting with the definition of the conjugated vector. We use 
geometrical rather than anlytical properties defining this vector. Let us 
recall that the system state space under consideration is not equipped with 
any inner product. Instead the semi-inner products (., . ) + and ( ., ) _ 
will be used. Since (.;)+ =(.,A)~ in our case, we put (e;), = 
DEFINITION 5. Let Y be a normed vector space, let A c Y be a non- 
empty closed set and let K( y, p) be an open ball in Y with radius p and 
center y. A vector UE Y is said to be normal to A in the point z E &4 if 
u # dy and K(z + u, I] u 11) n A = @ (&4 is the boundary of A, $.,, is the origin 
of Y and 0 is empty set). The set of all normals to A at a point z E A4 will 
be denoted as fi(A, z). 
THEOREM I. Let E be a convex and continuous orientor field and let Y be 
the Banach space Y = R x X equipped with the norm (1 t, x Il.v = (( t I2 + 
1) x I/ *)‘I*. Suppose that a trajectory x of E with an initial condition (0, x0) E Y 
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passes through a point (t’, x’) E 82(E), where t’ E int J= [0, T] and Z(E) is 
the reachable set of E. Let 6 = fi(Z(E), (t’, xl)) be nonempty, let v E 5, and 
let f- (t) and a+(t) denote the left- and right-hand derivatives of x a point t, 
respectively. Then 
(i) ((1, i+(O), v),<O, 
(ii) ((1, i;--(t’)), u),>O, 
provided A!-+ and 5 exist at t’. 
Proof: Let us denote the norm /I. II,, briefly as jI.Ij. This will not cause 
confusion if we will bear in mind that u and (t, x) belong to Y = R x X. 
(i) Let us consider the function 
4(s) = II p - (t’ + s, s(t’ + s))ll, 
where p E Y is such that p - (t’, s( t’)) = v. We have 
4(s)= II P-(t’, x(f))-s. (1, i’(t’))ll +0(s) 
= Ilv+s.(-1, -i’(t’))ll +0(s), (1) 
if s > 0, where o(s)/s + 0 with s -+ 0. 
Let us observe that b(O) = 11 v II and 
D+(O)= lim 
lI~+s.(-l, -~‘(f))ll-ll4l 
2 (2) 
s-O+ s 
where D+ denotes the right-hand derivative. Now we apply the equality 
(a, b), = 11 b I/ lim II b + sa II - II b II 
s-O+ S 
(3) 
[l, Proposition 5.21. From (l), (2) and (3) it follows that 
W)D+4(0)= (C-1, --l;-‘(t’)), 0)s. (4) 
Let us note that D’qS(O)>O. Indeed, if 0+4(O) were negative, a 
neighborhood p of s = 0 would exist such that 11 p - (t, x(t))11 < II v )I in p; 
i.e., the point (t, x(t)) E Z(E) would belong to K(p, /I v II ), which contradicts 
the assumtion that v is normal to Z(E). Thus we have 
((-1, -.k’(t’)),u)30 
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or, due to the properties of the semi-inner product 
which completes the proof of the part (i). 
(ii) To prove this part of the theorem, we have to consider the function 
Ii/(s) = /I p - (t’ - s, x(t’ - s)) instead of 4(s). Applying an argument similar 
to that in (i) we conclude that (ii) holds. 
ASSUMPTION L. Let (L C) be a control system and let 8 be a 
neighbourhood of the set U, tJ C(t), where C(r) is the control domain. We 
assume that C is measurable and that the function f satisfies the following 
condition. 
IIf(~~~l,~)-f(~,X2r~)II~O(f,llXI-X211) (5) 
for all x,,x,~X, tEJ, MEW, where o: R, xR+ -+R, is such that u(t)=0 
is the unique solution to the differential equation ri( t) = o( t, u(t)) over the 
interval J with the initial condition v(O) = 0. 
THEOREM II. Let (f, C) be a regular control system with associated 
orientor field N, fulfilling the assumption L. Let E and Q denote the convex 
field and the tendor field generated by N, respectively. Let x: J+ X be an 
optimal quasitrajectory of (f, C) with an initial condition x0, over J. We 
denote 
A= {t: tEint J, R(Z(E), (t, x(t)))#@}. 
Suppose that A # Qr and u(A) > 0. Then 
i(t) = o(t, x(t)) a.e. on J, (6) 
where D is a selector of 3, such that a(. , x( * )) is measurable and 
(i) ((l,a(t,x(t)),v),=O a.e. onA, 
and, moreover 
(ii) (7) 
for all u E R(Z(E), (t, x(t))), t E A\& where Z is the null set over which x(t) 
does not exist. 
Proof: It is known that, under the above assumptions, Z,(f, C) = Z(E) 
and, consequently, x is a trajectory of E. Since x is differentiable almost 
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everywhere on .Z, we have 1+(t) = a-(t) a.e. on J. Thus, the equality (i) 
follows from (i) and (ii) of Theorem I. 
To prove (ii) let us suppose that a point z E E(t’, x(t’)) exists such that 
t’ E A\Z and (( 1, z), u), > 0. Consequently, a convex neighborhood q of z 
exists, such that (( 1, w), u), > 0 for all w  E E’(t, x) =df E(t, x) n ‘I. The mul- 
tifunction E’ is continuous and convex valued. Hence, a continuous selec- 
tor s(t, x) of E’ exists. Let y be the trajectory of E’ which corresponds to 
s(t, x) and passes through (t’, x( t’)). Thus, 3’ (t’) exists and (( 1, )‘+( t’)), 
u),>O. But once (t’, x(t’)) belongs to the reachable set of E, (with the 
initial condition (to, x(tO)), the trajectory y cannot leave the reachable set. 
Using the same argument as that in the proof of the point (i) of Theorem I 
we conclude that (1, j’(t’), v),<O, which is a contradiction to the 
previous inequality and completes the proof. 
Let us observe that Theorem II is formulated in terms of quasitrajec- 
tories of (f, C), without any convexity and compactness assumptions 
imposed on control domain and/or counterdomain. 
Similar geometrical interpretations are given by Markus and Lee [ 131, 
Leitmann [9], Boltiansky [ 121, Leitman [lo], Blaquiere and Leit- 
man [ll], and others. It should be noted that the optimal quasitrajectory 
of (f, C) need not be regular in the sense defined in [9]; i.e., the plane 
tangent to the reachable set along with the quasitrajectory need not exist. 
We require only that the set of normals A be nonempty. However, it seems 
to be difficult to prove that it is the case, i.e., that p(A) # 0. To overcome 
this difficulty, let us consider the following property, which might help us 
in this connection. 
PROPERTY (P). A constant r] exists such that for each (t, x) E .Z x X the 
reachable set Zq( (f, C), (t, x)) is conuex for all s E (t, I + 4). 
Of course, not every control system has the property (P). One might 
expect that if the orientor set N(t, x) is convex then the property (P) holds. 
In this case the following corollary may be useful. 
COROLLARY. Let (f, C) be a regular control system having property (P) 
and property (R) and let the assumptions of Theorem II hold. Let us denote 
H(t) = u {fitz(E, 6, x(s))), tc x(t))): SE to, f,>, 
B={t:t~intJ,H(t)#@}. 
Then ,LL(B) = p(J) and Theorem II holds while replacing in it the set A by B 
and W(E), (6 x(t))) by H(t). 
Proof: Let x: J+ X be an optimal quasitrajectory of (f, C) with an 
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initial condition (0, .x0). Obviously x’: [s, r] -+ A’, being the restriction of .r 
to [s, r], is an optimal quasitrajectory of (f; C) with the initial condition 
(s, x(s)), i.e., it lies on the boundary of Z(E, (s, x(s))), where s E int J. By 
the property (P) the set G(Z(E, (s, I(S))), (t, ,x(t))) is nonempty for each 
s E (t - ‘I, t), which means that p(B) = p( J). It is clear that Theorem II 
holds for any initial condition s E int J and any interval [s, r], s < T < T. 
This observation completes the proof. 
In order to construct any useful algorithm it is necessary to calculate the 
“adjoint trajectory” u: J-t X. One might expect that the variable u (the vec- 
tor normal to the boundary of the reachable set) satisfies a certain differen- 
tial equation or differential inclusion. We will not consider here this 
problem in detail. Let us, however, observe that the part (ii) of Theorem II 
provides the “control rule” which can be used to choose the value of 
cr(t, x). On the other hand, the part (i) of that theorem leads to the equality 
where 0 = (1, (T) and G can be determined due to the maximum principle 
(7). The equality (8) may provide additional conditions for v. Let us con- 
sider, for example, the case when X is a Hilbert space and 0 does not 
depend explicitly on t. Thus, from (8) we get 
; (W(t)), o(t)> = (&(a(t)), 4t)> + <4x(t)), ti(c)> =o, 
where ( ., . ) stands for the inner product of Y = R x X. 
Let us observe that 5, is Frechet’s derivative of 5 : Y--f Y; i.e., 5, is a 
continuous linear operator. Taking into account that i(t) = a(x(t)) we get 
<3x(t)), fi(t)> = - (4$l)), e(u(t))>, 
where O,* is the adjoint operator of c?~. Consequently, the desired differen- 
tial inclusion for v becomes 
d(f)E Jqt, u(t), x(t)) 2 (X3z: (5(x(t)), z) = - (cqx(t)), fff~(u(t)))}. (9) 
Obviously, an adjoint vector which satisfies the equation 
C(f) = -a:(u(t)) 
is a solution to (9), as in the classical maximum principle. 
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ON POSSIBLE APPLICATIONS 
This approach can be applied to infinite-dimensional systems governed 
by differential equations in P-spaces, for example, to any process described 
by a linear or nonlinear birth-and-death equation, such as mass-service 
queuning systems, population growth, polymerization, etc. 
As for distributed-parameter systems, described by partial differential 
equations, the main difficulty is that the operators under consideration 
must be bounded. Let us give some general remarks on this case. Our idea 
is to reformulate the original model, described by a partial differential 
equation, using a smoothing operation based on some physical con- 
siderations. We consider a control system whose state variable is a function 
of time t and of a spatial variable x. In technical applications we have 
x E R3, but here we let x E R', to simplify the notation. The system model is 
formulated as a nonlinear version of the Newman problem 
w, XI ___ = A(& z)(x), at (10) 
40, x) = d(x), (11) 
z.x I,- = 4th ZXI --I+ = -4t), (12) 
where Z, IIf = lim az( t, x)/ax with x + f, x 2 1. The function z(t, x) is the 
state variable defined on the set S = R + x [ -I, 11, u is the control function, 
u(t) E Cc R, C compact, and A is a differential operator. 
Moreover, we require that 
Z u+ -z,- = B(z(t, u)), (13) 
where z,~ are the right- and left-hand derivatives at v, and u is a solution to 
an algebraic equation u = E(z( t, u)). Conditions like (13) often appear in 
models of processes of mass and/or heat transfer with some chemical reac- 
tions, solidification, etc. 
Let us confine our attention to the case A(t, z)(x) = 
a(t, .z(t, x))(a2z(t, xyax2) for x E (int L)\ { a}, L = [ -I,]], a(t, z) a real- 
valued function. 
In order to describe this system by one equation of evolution, let us 
extend z(t, x) to the entire half-plane R + x R, put z,(O, x) = 0 for all x # L, 
z continuous, z, being the distributional derivative. Observe that 
Z xx = z:, + 6(x + 1) z,I -,+ - 6(x - I) Z,Il- + 6(x - v) (Z”, -z,-), 
where 6(. ) is the distribution of Dirac, z:, is the usual derivative in 
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(R+xR)\{-I,u,I}, and z:,(t,x)=limz,,(t,c’) with I:+x,~<.Y for 
XE {-I, u, 1). 
Let us define 
A’(& z, u) = (z, + 6(x + I) u(t) + 6(x- I) u(t) -6(x-u) B(x(t, u)) a(t, z). 
Observe that A = A’ in (int L)\ { u} and A’ is an extension of A to the set 
R + x R. Thus, (lo), (11) (12) (13) can be expressed by one equation 
w, XI 
- = A’( t, z, u)(x), at in [-l,Z] 
which includes all the boundary conditions. 
Let us introduce the following notation. We denote by II/ : R, + 
L2(R, R) a function of time whose value (for some fixed time) is the 
function z( t, *) E L2( R, R). We have 
z.R,xL+R, $1 R, -+ L2(R, R), 
$(t) = z(t, ) E L’(R, RI, $(t)(x) = z(t, x) E R. 
Thus, (14) becomes an ordinary differential equation in the space L2(R, R), 
as follows: 
44t) ~ = A’(& 9(t), 4t)). 
dt 
(15) 
Unfortunately, A’ is not continuous. Linear problems of this kind are con- 
sidered in [14]. Let us give another approach to this problem using a 
“smoothing” operation, in certain analogy to weak solutions to (17) based 
on some physical observations. The idea is that such physical parameters 
as temperature and concentration cannot be defined or measured at a point 
and they are always some global properties of a finite set of particles. Con- 
sequently, we replace the right-hand side of (15) by the weighted expected 
value of a function of random variable y with the density g(x -y), namely 
az(t,X) m -= 
I at + A’(& z, u)(x) gb -Y) dy. 
This, in L’(R, R) becomes 
d$(t) 
- = F(t, 4 IL(t)), 
dt 
where F is defined by the right-hand side of (16) taking into account that 
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$(t) = z(t, . ). As g(. ) we substitute the density function of the normal dis- 
tribution with zero mean and sufficiently small variance. Provided E(z) and 
B(z) are regular enough, the operator F is bounded, continuous and 
Lipschitz. Since the control domain Cc R is compact, the counterdomain 
(orientor field) of the system (F, C) is also compact. This implies that 
(F, C) is a regular control system and the results of the previous section 
can be applied. Observe that if the variance of g tends to zero, then the 
right-hand side of (17) tends to that of (15). However, it should be 
emphasized that, in this approach, g( * ) is fixed (it is a physical property of 
the process) and we do not pass to any limit with the variance of g. 
CONCLUSIONS 
Let us note that the necessary conditions for optimal control in Banach 
space were considered by several authors. A comprehensive study of this 
problem can be found in the book of Warga [15]. It is clear that any 
sequence of trajectories and corresponding control functions which con- 
verge to an optimal trajectory is what is called a minimizing %-solution in 
[15]. Observe, however, than we approach the problem from a somewhat 
different angle. The equation of motion considered in [ 151 is 
y=F(y,u,b), (18) 
where y is the state variable which belongs to a Banach space (not 
necessarilly reflexive), u E U is the control variable and b is the initial point. 
F is an integral operator of the form b + J;f(r, y(r), u(r)) dr. The Warga 
approach is to embed the control space 4? in a larger “abundant” set S#, 
so that there exists a “relaxed solution” to the original problem when 
replacing % by 9. The necessary conditions, derived in [15], also need 
some regularity assumptions about the operator F and a compactness 
assumption imposed on a set of solutions to (18) (assumption (5) of 
Theorem V.3.2). Let us observe that an important conclusion of our con- 
siderations is that the main restriction is not any compactness property of 
the sets of controls or of the reachable set, but the Lusin-measurability of 
the tendor field. The other conclusion is the meaning of the tendor field, 
not exposed enough in [15]. Restriction of the set of controls from the 
control domain to its tendor kernel has clear technical meaning and reflects 
directly the design of controlling device. This is why Wazewski’s approach 
may be more readable and clear for control engineers. Note that this 
approach is still referred to in recent leading publications in the field as, for 
example, in the book of Aubin and Cllina [lS]. 
An interesting geometric approach to the maximum principle with some 
36 S. RACZXNSKI 
minimal hypothesis was given by Clarke [ 16, 173. The results of [ 171 con- 
cern the case of a finite-dimensional systems, where the right-hand side of 
the state equation need neither be differentiable with respect to the state 
variable nor continuous with respect to the control, and the orientor set 
need not be bounded. The maximum principle is formulated using the con- 
cept of the normal to the reachable set. The generalization given in [ 173 
goes in a somewhat different direction than considered here, though some 
similarities are clear. For example, the hypothesis M, of [ 173 requires that 
the graph of the control domain be measurable. This is an analogy to our 
assumption that the tendor field is Lusin-measurable. However, in [ 173 no 
tendor field or tendor kernel of the control domain is considered. 
In practical applications the most common case is that of regular control 
systems. It results from the physical nature of control variable. Even if the 
system is described by partial differential equations with distributed 
(function-valued) control, its technical realization can hardly be done with 
infinite number of control variables. Once the control is of finite dimen- 
sionality, the corresponding control counterdomain N (the orientor set) is 
compact by the theorem of Mazur. In that case it is easy to show that the 
control system under consideration is regular. Another question is the com- 
putational aspect of Theorem II. It might appear that this version of the 
maximum principle does not provide any useful algorithms. Indeed, in the 
general case it is difficult to determine the normal vector ye and the selector 
G of the “relaxed” control counderdomain E. But let us observe that the 
general case refers to the situation when the optimal control need not exist. 
Consequently, the control variable does not appear in the conditions (i) 
and (ii) of the Theorem II. This property seems to be an interesting one. 
Namely, the philosophy of optimization algorithm is not to look for the 
optimal control, but rather for the optimal quasitrajectory. No uniqueness 
and/or existence of optimal control is required. The main tak is to find an 
optimal quasitrajectory and then to determine the corresponding control, 
corresponding sliding regime, or to approximate it by a certain sequence of 
trajectories. Of course, if the control counterdomain is convex, then the set 
E is equal to N and can be parametrized by the control variable. In that 
case the search is to be made in the control space directly. 
Finally, let us observe that the property (R) is not used directly in the 
above considerations. It is clear, however, that without that property the 
Definition 4 (of optimal trajectory) would be inconsistent. The proper- 
ty (R) makes this definition useful for practical applications of time-optimal 
control systems. 
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