Deep reinforcement learning has made significant progress in the field of continuous control, such as physical control and autonomous driving. However, it is challenging for a reinforcement model to learn a policy for each task sequentially due to catastrophic forgetting. Specifically, the model would forget knowledge it learned in the past when trained on a new task. We consider this challenge from two perspectives: i) acquiring task-specific skills is difficult since task information and rewards are not highly related; ii) learning knowledge from previous experience is difficult in continuous control domains. In this paper, we introduce an end-to-end framework namely Continual Diversity Adversarial Network (CDAN). We first develop an unsupervised diversity exploration method to learn task-specific skills using an unsupervised objective. Then, we propose an adversarial self-correction mechanism to learn knowledge by exploiting past experience. The two learning procedures are presumably reciprocal. To evaluate the proposed method, we propose a new continuous reinforcement learning environment named Continual Ant Maze (CAM) and a new metric termed Normalized Shorten Distance (NSD). The experimental results confirm the effectiveness of diversity exploration and self-correction. It is worthwhile noting that our final result outperforms baseline by 18.35% in terms of NSD, and 0.61 according to the average reward.
Introduction
Reinforcement learning has become increasingly popular due to its success in addressing challenging sequential decision-making problems [9] . Significant progress has been made in many real-world applications, such as playing video games [17, 16, 4] , robot control [6, 14] , and robot navigation [12, 5, 32, 27] . Equipped with reinforcement learning, agents are able to learn strategies in very complex environments [24, 25] and even cooperate in multi-agent competition [2] . However, unlike humans who can continually acquire skills and transfer previously learned knowledge throughout their life span, agents suffer from the catastrophic forgetting issue. That is to say, reinforcement agents are prone to forget the knowledge they learned in the past.
To address the catastrophic forgetting problem, continual reinforcement learning has been extensively studied. In this problem, a reinforcement model continually learns over time by accommodating new knowledge while retaining previously learned skills (also called behaviors). Recently, Kaplanis et al. [13] propose a synaptic model equipped with tabular and deep Q-learning agent to solve this problem. However, when the number of tasks increases, the performance of this method is limited. More importantly, Q-learning becomes infeasible when applied to complex continuous control problems, where action spaces are continuous and often high-dimensional [26, 14] .
In this paper, we focus on solving continual reinforcement learning problems in the field of continuous control, a task widely occurred in physical control [28] and autonomous driving [30] . One critical Optimization Direction Self-Correction Diversity Exploration Figure 1 : A simple demonstration of the proposed diversity exploration and self-correction. Left: With diversity exploration, our model learns to perform different skills with respect to different tasks. Right: The "skill" stands for the current skill, and the "skill " stands for previously learned skill. Model imitates skill if previous skill performs better.
challenge of this task is that rewards are not highly correlated to task information (e.g., task index and other configurations). For example, in the early stages of training, a model would receive similar rewards, even though in different environments. To solve this problem, researchers have proposed to learn different skills with respect to different contexts. Eysenbach et al. [7] propose an unsupervised exploration objective, diversity is all you need (DIAYN), to learn diverse behaviors in a reinforcement learning paradigm. They use the classification probability from the discriminator as a reward, which, however, prevents the model from training in an end-to-end manner. More critically, directly applying DIAYN to continual learning problems is infeasible. When the discriminator becomes more confident, and rewards become higher in the latter stages, the model may abandon a good skill simply because it wants to behave differently. Recent works [15, 19] introduce experience replay to learn from previous knowledge, which is able to tackle this limitation. However, these methods only focus on independently and identically distributed sampled data, making them impractical in our non-stationary environment. How to exploit the previous experience in the continuous control domain remains challenging.
In this paper, we propose an end-to-end continual reinforcement learning framework in the domain of continuous control. As shown in Figure 1 , to address the above challenges, our method contains two parts: diversity exploration and self-correction. Diversity exploration is an unsupervised objective that optimizes a policy to learn task-specific skills. With the extra training signals provided by a discriminator, diversity exploration encourages the policy to perform different behaviors with respect to task-specific contexts. To exploit the knowledge in previous experience, we explore an adversarial training mechanism to train the policy. In particular, we update the current policy using the previous experience when it forgets the skills learned in the past. In this way, the policy is optimized to maintain its performance in previous tasks. To further enable the end-to-end training, our policy is designed to predict the next state for the discriminator in addition to the action.
To demonstrate the performance of the proposed framework, we propose a new continual reinforcement learning setting called Continual Ant Maze (CAM). This environment instructs an ant to learn to navigate in multiple mazes. Although the reward is widely used as an auxiliary indicator, we propose a more intuitive metric, namely normalized shorten distance (NSD), to better evaluate the performance of each model in our environment. Our experiments quantitatively and qualitatively evaluate how diversity exploration and self-correction help our model find more useful skills and avoid catastrophic forgetting. Experimental results suggest that our model outperforms baseline by 18.35% NSD.
Related Work
Our work is closely related to the following topics: deep reinforcement learning, unsupervised reinforcement learning, and continual learning.
Deep Reinforcement Learning Research on deep reinforcement learning has been actively carried out due to its excellent performance in an Atari game via Deep Q-Network (DQN) [18] . Recently, many techniques [16, 21, 29, 31] have been studied to improve the performance of the reinforcement learning algorithm. Even though Q-learning has achieved significant success, it is infeasible to apply Q-learning to continuous control problems due to the curse of dimensionality [6] . In contrast, on-policy algorithms like A3C [16] can overcome this limitation because of their capability of dealing with continuous and high-dimensional inputs. However, A3C suffers from poor data efficiency and robustness. To solve this issue, TRPO [22] optimizes policy under certain constraints to guarantee monotonic improvement. Nevertheless, TRPO is too complicated and is incompatible with architectures that have auxiliary losses and shared weights. This drawback is further tackled by PPO [23] using a clipped surrogate objective.
Unsupervised Reinforcement Learning Recently, several researchers have proposed unsupervised training objectives for learning diverse skills. Gregor et al. [11] introduce a formalism of intrinsic control maximization for unsupervised option learning. They first define options as policies with a termination condition and propose to discover diverse intrinsic options using an information theoretic learning criterion. Eysenbach et al. [7] optimize an information theoretic objective with a maximum entropy policy. In this way, the agent learns skills that explore large parts of the state space and ensures that each skill is individually distinct. Achiam et al. [1] discuss a connection between variational option discovery and variational auto-encoders by solving a max-max optimization problem. Our approach is closely related to [7, 1] but distinct from it. In addition to the max-max unsupervised optimization function, we propose a min-max adversarial manner to learn from previous experience.
Continual Learning Continual learning is a long-standing goal of machine learning, where agents learn a series of tasks experienced in sequence. Inspired by the human education system, Bengio et al. [3] propose a continuation method, namely curriculum learning, to solve complex sequences of tasks.
A key issue of this paradigm is the catastrophic forgetting, i.e., the model often forgets the knowledge learned from previous tasks. To tackle this problem, Rusu et al. [20] propose progressive networks. They instantiate a new neural network for solving each task while enabling transferring features of previously learned networks. Another attempt along this direction is the PathNet. Fernando et al. [8] use a generic algorithm to select a pathway through a neural network. The pathway selected in the previous task is fixed, and the agent is trained to select the best pathway for other tasks. Lopez-Paz et al. [15] propose to use an episode memory and inequality constraints to enable the positive backward transfer. Inspired by [15] , Riemer et al. [19] encourage the network to share parameters when gradient directions align and keep parameters separate when gradients cause interference in opposite directions.
Proposed Method
In our work, we study continual reinforcement learning in a continuous control environment. The environment consists of several scenes, e.g., mazes in AntMaze, house scenes in Indoor Room Navigation, etc. The configurations of these scenes are different in size, shape, and complexity, thus leading to different reward functions. In our setting, an agent is required to learn from multiple tasks, e.g., from task T 1 to task T N , where N stands for the number of tasks. There are two challenges to overcome this problem. First, the reward and policy gradient loss are not highly related to the task information, resulting in insufficient training signals for learning task-specific skills. Second, in continuous control tasks, the previous experience is high-dimensional and noisy, making it challenging to leverage the previous knowledge.
To address the above challenges, we propose a framework called Continual Diversity Adversarial Network (CDAN). Figure 1 shows a high-level explanation of how our method works. We first propose diversity exploration to solve the challenge that reward function is not highly correlated to the task information. It is an unsupervised method that encourages the model to explore possible skills and to learn relationships between task scenes and policy skills. To prevent the model from forgetting skills, we propose an adversarial learning method called self-correction to exploit previous experience. In our work, the experience is a trajectory sampled from the reinforcement model. If the previous trajectory outperforms the trajectory of the current model, the model imitates the previous trajectory by maximizing the discriminated loss.
Preliminaries
For convenience, we formulate each task T i as a Partially Observable Markov Decision Process (POMDP), defined by T i = (S, A, O, P, R). Here, s t ∈ S describes the state of an agent at time t, and a t ∈ A is the action performed by the agent under the condition of observation o t ∈ O. . . . . Here, c j is a vector of context feature sampled from p(i), which belongs to task j . D φ consists of an LSTM layer(yellow circles), a fully connected layer(yellow triangles), and an average pooling layer (grey rectangle).
The probabilistic state-action transition function is represented as p(s t+1 | s t , a t ). The reward r t = R(s t , a t ) is a predefined function related to the task. Note that for simplify notation without loss of generality, we use s t to represent what the agent observes from this task.
The policy function π, defined by θ, receives a state s t at step t as input and predicts an action distribution. The action a t is sampled from the action distribution, marked as a t ∼ π θ (s t ). Starting from state s 0 , π θ generates a state trajectory τ = (s 0 , . . . s t ). We optimize the probability of action with the greatest advantage via policy gradient objective:
where A(a t , s t ) = Q(a t , s t ) − V (s t ) means the advantage of choosing an action a t . Q(a t , s t ) stands for the value choosing a t with state s t and V (s t ) stands for the accumulated value of state s t .
End-to-end Diversity Exploration
Since task information does not have a high correlation with reward and policy gradient loss, models may collapse even though task information is incorporated into the input. To be specific, model lacks of useful training signals since it receives similar rewards in different tasks. As a result, learning task-specific skills is extremely difficult. To address this issue, we seek to provide an extra training signals for model to learn the relationship between skills and tasks.
We propose a diversity exploration method to learn conditioned skills. We define context c ∼ p(T i ), where c contains task-specific information and a random variable, and p(T i ) is a context distribution. Note that even with different random variables, different c belong to the same task as long as their task information is the same. We concatenate c together with s t and feed it to policy π for each time step t. Our policy π θ predicts next stepŝ t in addition to action a t , represented as π θ (ŝ t , a t | s t−1 , c). By interacting with the environment, our model samples a real trajectory τ = (s 0 , . . . , s n ) and a predicted trajectoryτ = (ŝ 0 , . . . ,ŝ n ). Rather than identifying behavior with an arbitrary state s t , we use a discriminator D φ to recover a context from a complete trajectory. We use the following objective to optimize policy π θ and discriminator D φ jointly:
Here, the discriminator D φ learns to classify c for different trajectories τ . Also, the policy π θ learns to generate similar trajectories for the same context c and different trajectories for different contexts in order to facilitate the classification of discriminator on the other hand. The major advantage of this formulation is we can optimize policy π θ and discriminator D φ in an end-to-end manner.
Note that we use states rather than actions to distinguish skills since actions are not observable. We regularize each stateŝ t inτ with L1 loss: 
Experiments

Experiment Setup
Our environment is complex since it combines continuous control, maze navigation, and continual learning. Figure 3 shows 4 mazes in the Continual Ant Maze environment with different sizes. In each task, a robot starts from an fixed initial point with a random pose, being instructed to navigate to a fixed goal.
To train the reinforcement model, Duan et al. [6] propose a sparse reward function, which is 1 if the agent reaches the goal and 0 elsewise. However, this reward function is impractical because it cannot provide sufficient training signals. To address this problem, we propose a denser reward function as follows:
where r is per step reward, g is the position of the goal. d(p t , g) stands for the shortest distance from point p t at time t to g, and η is a time punishment term encourages model to reach the goal quicker. This reward function measures how much agent shorten its distance to the goal for every step. Experiments show that it is facilitate training since the agent receives a clear optimization direction even though it is far away from the goal at the early stage.
Most of the works regard reinforcement learning problems as reward maximization problems, where the reward also serves as the primary indicator of performance. As demonstrated in [6] , for example, the evaluation metric is defined as the mean reward of the whole trajectory. In this work, however, we propose a more intuitive metric considering every tasks to reflect the performance of each model. In testing, a robot starts at the same position with random poses. The robot stops if it touches the goal area or time limit exceeds. Shorten distance(SD) are calculated for each tasks by how much distance the robot shortens at the end of each episode. Overall, we propose a metric called normalized shorten distance (NSD) to evaluate the performances of each model,
N stands for the number of tasks, and T stands for the number of trajectories. Goal point g i and start point p i 0 do not change over trajectories for the same tasks. p i,j n stands for the last position of trajectory j. Implementation Details Motivated by recent research [1] , we train a model from easy mazes to hard mazes incrementally. We use PPO algorithm to implement our baseline since it is more robust and more data efficient compared with A3C. Baseline model concatenates task information c with every state s t and then feeds it to policy network as input.
In our implementation, we sample trajectories with a maximum length of 2048. π θ is optimized by PPO with batch size 32 and learning rate 0.001. The discounted reward factor γ is 0.99 and clip range is 0.2. We fix the length of discriminator input to 100 and the length of self-correction to 100 as well. All models are trained for 1e6 time steps in total. Every training process costs 2 days of experience on a Titan X GPU device.
Results and Discussions
In this section, we focus on answering the following questions. (i) Does our baseline be sufficiently trained. (ii) Is diversity exploration effective and be helpful to solve catastrophic forgetting. (iii) How do diversity exploration and self-correction benefit with each other and improve performance. Baseline Figure 4 (a) illustrates our baseline algorithm trained with different reward functions. The training reward of our baseline increases fast at early steps and converges after 8000 steps. Results suggest that our baseline is sufficiently trained, and our reward function makes the model converge faster and perform better.
Diversity Exploration
To understand how diversity exploration benefits our model, we compare the trajectories obtained by sampling from robots that are put in an empty square. We visualize trajectories sampled from same task condition with same color and trajectories sampled from different conditions with different colors. We can see from Figure 5 that trajectories sampled from a model trained by diversity exploration are scattered broadly while trajectories from the same tasks are gathered. It indicates that skills belong to the same class are similar and skills from different classes are distinguishable. By diversity exploration, the model learns to behave differently with respect to different task conditions. The correlation between task information and skills has been successfully increased. We also show how diversity exploration effects our training process. As Figure 4(b) shows, the two models have no policy entropy difference at the very beginning since policies in the early stages are close to random policy. After learning some skills, the model with diversity exploration has higher policy entropy during the training process. Higher policy entropy encourages the model to explore temporal-action space more sufficiently and try more skills.
Self-Correction
We evaluate the effectiveness of the self-correction objective. We first investigate how rewards increase in the training process. We compare two models with the same hyperparameter, one uses the self-correction objective to work with diversity exploration while the other is optimized by diversity objective only. Figure 4 (c) clearly demonstrates that performance can be significantly improved by self-correction in the latter stages of the training process. This indicates that experience replay is critical since the model can learn from good previous experiences to correct its skills.
To show how our method benefits from self-correction, we run model in different mazes and visualize the collected trajectories in Figure 6 . In the square maze, trajectories from the baseline model are more disorganized. The baseline model does not have a clear mode of behavior so that its trajectories scattered in a large area. By diversity exploration, the model learns to perform a small set of determined skills under the specific task condition, which is why trajectories are more concentrated. For model combined with diversity and self-correction, skills are more certain, and the robot has a higher rate of success. In the second maze, the baseline model and model with diversity tend to get stuck in the lower left corner. Model equipped with self-correction, however, is more likely to go to the right place.
Baseline + DE
Baseline + DE + ASC Baseline Figure 6 : The trajectories of different models. We visualize the trajectories of three models in the testing phase. For each maze, the blue point is the starting point, and the red star is the goal point. A robot stops when it "touches" the goal. Lastly, we compare shorten distance (SD) for each maze and normalized shorten distance (NSD) in total with respect to four models, baseline, model with diversity exploration (DE) only, the model with self-correction (ASC) only and model combined with diversity exploration and self-correction (DE+ASC). We collect 50 trajectories for every model per maze. From Table 1 , both diversity exploration and self-correction methods benefit the procedure of continual reinforcement learning. Furthermore, the two methods are remarkably reciprocal, especially in complex mazes like maze 1 and maze 2. The model combined with two methods achieves a great improvement and outperforms the rest of them.
Conclusion
In this paper, we have proposed the model CDAN to relieve the problem of continuous reinforcement learning in the continuous control domain. Firstly, we consider boosting the correlation between task information and policy skill. Then we introduce the adversarial self-correction method to solve catastrophic forgetting. Specifically, we integrate diversity exploration and adversarial self-correction into an end-to-end framework. We demonstrate the effectiveness of each part and how they exploit mutual benefits in our experiments.
To the best of our knowledge, it is the first work that focuses on continual reinforcement learning in continuous control domain. Due to the limit of time and device, we only conduct experiments on a few tasks with simple maze structures. In the future, we plan to apply our model to more complex environments and more tasks.
