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Abstract
Let H be a t-regular hypergraph on n vertices and m edges. Let M be
them×n incidence matrix ofH and let us denote λ = max
v∈1⊥
1√
t‖v‖‖Mv‖.
We show that the discrepancy of H is O(λ√t). As a corollary, this gives
us that for every t, the discrepancy of a random t-regular hypergraph with
n vertices and m ≥ n edges is almost surely O(√t) as n grows. The proof
also gives a polynomial time algorithm that takes a hypergraph as input
and outputs a coloring with the above guarantee.
1 Introduction
The main aim of this paper is to give a spectral condition that is sufficient
for the discrepancy of a regular hypergraph to be small. This is proved via
the partial coloring approach while using some combinatorial properties of the
hypergraph that are given by this spectral condition. This spectral criterion
immediately implies, via an old proof technique of Kahn and Szemere´di, that
for every t, the discrepancy of a random t-regular hypergraph on n vertices and
m ≥ n edges is almost surely O (√t) as n grows. Previously, a result of this
form was proved by Ezra and Lovett [EL15] who show that the discrepancy of
a random t-regular hypergraph on n verties and m ≥ n edges is O(√t log t)
almost surely as t grows. Recently, Bansal and Meka [BM19] showed that for
random t-regular hypergraphs on n vertices and m edges, the discrepancy is
O
(√
t
)
almost surely provided t = Ω
(
(log logn)2
)
and n grows. To state our
result formally, we make some definitions.
Let H = (V,E) be a hypergraph, with V as the set of vertices, and E ⊆ 2V
as the set of (hyper)edges. Let X = {χ : V → {±1}}, be the set of ±1 colorings
of V , and for χ ∈ X , and e ∈ E, denote χ(e) :=∑v∈e χ(v). The discrepancy of
H, denoted by disc(H) is defined as:
disc(H) def= min
χ∈X
max
e∈E
|χ(e)|.
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We call a hypergraph t-regular if every vertex is present in exactly t hyper-
edges. These will be the main focus of this paper. For a hypergraph H, let
M = M(H) be the m × n incidence matrix of H, i.e., M has rows indexed by
E , columns indexed by V , and entries are M(e, v) = 1 if v ∈ e and 0 otherwise.
We prove the following
Theorem 1.1. Let H be a t-regular hypergraph on n vertices and m edges with
M as its incidence and let λ = 1√
t
maxv⊥1,‖v‖=1 ‖Mv‖. Then
disc(H) = O
(
λ
√
t
)
.
Moreover, there is a randomized O˜((max{n,m})7) time algorithm that takes the
hypergraph H as input and outputs the coloring with the above guarantee.
1.1 Background
The study of hypergraph discrepancy, which seems to have been first defined
in a paper of Beck [Bec81], has led to some very interesting results with di-
verse applications (see, for example, [Cha00]). One of the most interesting open
problems in discrepancy theory is what is commonly known as the Beck-Fiala
conjecture, regarding the discrepancy of general t-regular hypergraphs.
Conjecture 1.2 (Beck-Fiala conjecture). For a t-regular hypergraph H, we
have
disc(H) = O(
√
t).
Although this conjecture is usually stated for bounded degree hypergraphs
(as opposed to regular ones), this is not really an issue. One can always add
hyperedges containing just a single vertex, and make it regular, and increasing
the discrepancy by at most 1. Beck and Fiala [BF81] also proved that for any
t-regular hypergraph H,
disc(H) ≤ 2t− 1.
This is more commonly known as the Beck-Fiala theorem. Essentially the
same proof can be done a bit more carefully to get a bound of 2t−3 (see [BH97]).
Given Conjecture 1.2, it is perhaps surprising that the best upper bound, due
to Bukh [Buk16], is “stuck at” 2t− log∗ t for large enough t.
It is possible that one of the reasons that the discrepancy upper bounds are so
far away from the conjectured bound (assuming it’s true), could be our inability
to handle many ‘large’ hyperedges. Indeed, if one is offered the restriction that
each hyperedge is also of size O(t) (regular and ‘almost uniform’), then a folklore
argument using the Lova´sz Local Lemma shows that the discrepancy is bounded
by O(
√
t log t). The proof of Theorem 1.1 also relies on being able to avoid
dealing with large edges (which are few, if any, in number).
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1.2 Discrepancy in random settings
Recently, there has been some interest in the discrepancy of random hyper-
graphs. Motivated by the seeming difficulty of bounding the discrepancy of
general t-regular hypergrpahs, Ezra and Lovett [EL15] initiated the study of dis-
crepancy of random t-regular hypergraphs. By random t-regular hypergraph,
we mean the hypergraph sampled by the following procedure: We fix n ver-
tices V and m (initially empty) hypergedges E . Each vertex in V chooses t
(distinct) hyperedges in E uniformly and independently to be a part of. They
showed that if m ≥ n, then the discrepancy of such a hypergraph is almost
surely O(
√
t log t) as t grows. The proof idea is the following: First observe that
most of the hyperedges have size O(t). For the remaining large edges, one can
delete one vertex from every hyperedge and make them pairwise disjoint. This
allows one to apply the folklore Lova´sz Local Lemma based argument, but with
a slight modification which makes sure that the large edges have discrepancy
at most 2. More recently, Bansal and Meka [BM19] reduced the discrepancy
bound to O(
√
t) almost surely as long as t = Ω
(
(log logn)2
)
for all m and n. A
corollary of Theorem 1.1 states that one can get the bound of O(
√
t) for every
(not necessarily growing) t = t(n) as n grows and m < n. More formally,
Corollary 1.3. There is an absolute constant C > 0 such that the following
holds: Let Ht be a random t-regular hypergraph on n vertices and m ≥ n hyper-
edges where t = o(
√
m). Then,
Pr
(
disc(Ht) ≤ C
√
t
)
≥ 1− o(1)
The theorem that implies Corollary 1.3 from Theorem 1.1 is the following:
Theorem 1.4. Let M be the incidence matrix of a random t-regular set system
on n vertices, where t = o(
√
m), and m ≥ n edges. Then with probability at
least 1− nΩ(1),
max
v∈1⊥
‖Mv‖ = O
(√
t‖v‖
)
.
We remark that the t = o(
√
m) is just a limitation of the proof technique
in [FKS89]. Although we believe that this should hold for all t < m, we do not
make any attempt to verify this, especially since [BM19] already takes care of
this case. Although many variations of Theorem 1.4 are known and standard,
one needs to verify it for our setting too. It should come as no surprise that the
proof follows that of Kahn and Szemere´di’s in [FKS89], and is postponed to the
Appendix A.2.
1.3 The partial coloring approach
Most of the bounds and algorithms on hypergraph discrepancy proceed via
a partial coloring approach. In general, a partial coloring approach [Bec81]
works by coloring a fraction of the (still uncolored) vertices in each step, while
ensuring that no edge has discrepancy more than the desired bound. Perhaps the
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most famous successful application of this is Spencer’s celebrated ‘six standard
deviations’ result [Spe85], which gives a bound of 6
√
n for any hypergraph on
n vertices and n edges. The original proof of Spencer was not algorithmic, i.e.,
it did not give an obvious way to take as input a hypergraph on n vertices
and n edges, and efficiently output a coloring that achieves discrepancy O(
√
n).
In fact, Alon and Spencer([AS00], §14.5) suggested that such an algorithm is
not possible. However, this was shown to be incorrect by Bansal [Ban10] who
showed an efficient algorithm to do the same task. However, the analysis of
this algorithm still relied on the (non-algorithmic) discrepancy bound of 6
√
n.
Later, Lovett and Meka [LM15] gave a ‘truly constructive’ proof of the fact
that the discrepancy is O(
√
n) in an extremely influential paper. The proof of
Theorem 1.1 will rely a somewhat technical feature of the main partial coloring
from this work. More recently, a result due to Rothvoss [Rot17] gives a simpler
proof of the same (O(
√
n)) bound, which is also constructive, and more general.
1.4 Proof idea
The proof of Theorem 1.1 is proved via the aforementioned partial coloring
approach. The main source of inspiration is a later paper of Spencer [Spe88],
which computes the discrepancy of the projective plane upto a constant factor.
A more general bound was also obtained by Matousˇek [Mat95], who upper
bounds the discrepancy of set systems of bounded VC-dimension (projective
plane has VC-dimension 2).
The spectral condition on M is used to establish standard combinatorial
‘pseudorandomness’ properties of H. In particular, if λ is small, then an α
fraction of V (H) take up an α fraction of most edges. This means, intuitively,
that in the partial coloring approach, if one colors an α fraction of edges, then
most of the edge sizes will have also reduced by an α fraction. The partial
coloring method of Lovett and Meka (and, curiously, none of the older ones)
allows one to color an α fraction vertices in such a way that Ω(n) edges to have
discrepancy zero in each step. This allows one to maintain that in every round
of the partial coloring, the edges that are too large (i.e., Ω(t)) get discrepancy
zero, and most other edges to reduce by an α fraction. This lets one not have
to deal with the discrepancy of large edges until they become small.
2 Proof of Theorem 1.1
2.1 Preliminaries and notation
We will need the aforementioned partial coloring theorem due to Lovett and
Meka:
Theorem 2.1 ([LM15]). Given a family of sets M1, . . . ,Mm ⊆ [n], a vector
x0 ∈ [−1, 1]n, real numbers c1, . . . , cm such that
∑
i∈[m] exp
(−c2i /16) ≤ n/16,
and a real number δ ∈ [0, 1], there is a vector x ∈ [−1, 1]n such that:
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1. For all i ∈ [m], 〈x − x0,1S〉 ≤ ci
√
|Mi|.
2. |xi| ≥ 1− δ for at least n/2 values of i.
Moreover, this vector x can be found in randomized O˜((m+ n)3δ−2) time.
A technical remark: The reason for the Lovett-Meka partial coloring, as
opposed to Beck’s partial coloring is not just the algorithmic aspect that the
former offers, but because it also offers the technical condition:∑
i∈[m]
exp
(−c2i /16) ≤ n/16.
This means one can set Ω(n) edges to have discrepancy 0. In comparison, if one
ignores the algorithmic aspect, Beck’s partial coloring, while assigning vertices
to {−1, 1, 0} (instead of [−1, 1], thus making it a ‘partial coloring’ in the true
sense), comes with the following condition:∑
i∈[m]
g(ci) ≤ K · n
where
g(x) =
{
e−x
2/9 x > 0.1
ln(1/x) x ≤ 0.1
and K < 1 is an absolute constant. One may observe that one this at most
only ensures that on average, Ω
(
n
log t
)
edges can be made to have discrepancy
0. Although [LM15] did not really need this part, they do mention, that this
feature could potentially be useful elsewhere. This seemingly subtle advantage
turns out to be crucial in the proof of Thoerem 1.1, where we set Ω(n) edges
(that will be called ‘bad’ and ‘dormant’ edges) to have discrepancy 0.
Henceforth, let V and E denote the vertices and edges of our hypergraph
respectively. Next, we will need a ‘pseudorandomness’ lemma that informally
states that an α fraction of vertices takes up around an α fraction of most edges:
Lemma 2.2. For any S ⊆ V with |S| = αn and a positive real number K, there
is a subset E′ ⊂ E of size at most λ2(1−α)nK2αt such that for every e 6∈ E′, we have
|e ∩ S| ≤ α|e|+Kαt, where λ = 1√
t
maxv⊥1,‖v‖=1 ‖Mv‖
Proof. Consider a vector v ∈ Rn where v(i) = 1−α for i ∈ S and −α otherwise.
Clearly, v ∈ 1⊥ and so
‖Mv‖2 ≤ λ2 · t · ‖v‖2 = λ2tα(1− α)n. (1)
On the other hand, Mv(e) = (1 − α)|e ∩ S| − α|e \ S| = |e ∩ S| − α|e|, and so
‖Mv‖2 =∑e(|e∩S|−α|e|)2. So, (1) gives us that there at most λ2(1−α)nK2αt edges
e such that ||e ∩ S| − α|e|| ≥ Kαt
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Since this proof is via partial coloring, let us use i to index the steps of the
partial coloring. For a partial coloring χ : V → [−1, 1], we call the set of vertices
u for which |χ(u)| < 1 − 1n as uncolored. For an edge e ∈ E, let the us use ei
to denote the edge e at step i, and V i to denote the still uncolored vertices. In
every step, we invoke Theorem 2.1 setting δ = 1n to get the partial coloring, so
will have |V i| ≤ 2−in. Let us call an edge dormant at step i if |ei| > 100 · 2−it,
and live otherwise. As the coloring proceeds, dormant edges become live. Let
us call an edge bad in step i if
∣∣|ei| − 2−i|e|∣∣ ≥ 10λ√t. Finally, we say that e
is dead in step i if |ei| ≤ 1000λ√t. Dead edges are no longer live and never
become live again.
We make two easy observations:
Claim 2.3. At step i, the number of dormant edges is at most 11002
−in.
Proof. This is just Markov’s inequality.
Claim 2.4. If |V i| ≤ 2−in, then at step i, the number of bad edges is at most
1
1002
−in.
Proof. This is by setting K = 10 · 2iλ
√
1
t and α = 2
−i in Lemma 2.2.
2.2 Partial coloring using Lemma 2.2
Proof of Theorem 1.1. Setting V 0 = V , we proceed by partial coloring. For
every i ≥ 0, at step i of the partial coloring, we have the following claim.
Claim 2.5. There is a partial coloring χi : V
i → [−1, 1] that satisfies the
following properties
1. |χ(v)| ≥ 1− 1n for at least half of V i.
2. All the bad and dormant edges get discrepancy 0.
3. A good and live edge e gets discrepancy at most ce
√
ei.
Proof. At step i of the partial coloring, we have |V i| = 2−in (w.l.o.g). Let
Aj := {e ∈ E | |e| ∈ [100 · 2j−1t, 100 · 2jt)}, and observe that |Aj | ≤ 2−j100n.
Define constants {ce}e∈E as follows: For a live and good edge e ∈ Aj , set
ce = 4
√
2 ln(1/2j−i), and 0 otherwise. Let B = Bi and D = Di denote the bad
and dormant edges respectively. Then we have:
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∑
e∈E
e−
c2e
16 =
∑
e∈E\(B∪D)
e−
c2e
16 + |B|+ |D|
≤
∑
j≤i
∑
e∈Aj
e2 ln(2
j−i) +
2−in
50
=
∑
j≤i
|Aj |22(j−i) + 2
−in
50
≤ n
100
∑
j≤i
2−j · 22j−2i + 2
−in
50
=
2−in
100
∑
j≤i
2j−i +
2−in
50
≤ 2
−in
25
≤ |V
i|
16
.
Therefore, Theorem 2.1 guarantees that there is a fractional coloring χ :
V i → [−1, 1] that is desired.
If an edge e has incurred nonzero discrepancy in round i, and is not dead,
then |ei| = 2−i|e| ± 10λ
√
t. Let j ≤ i be the last step (if exists) when e had
incurred nonzero discrepancy. This means that e was also good in step j and so
|ej| = 2−j |e| ± 10λ√t ≥ (3/4) · |ei|. Thus, the size of e must have reduced by
a factor of at least 3/4 since the last time e got nonzero discrepancy. Also, the
first time an edge e incurs nonzero is when its size is less than 100t. Therefore,
the discrepancy of an edge e until it becomes dead is at most
∑
i≥0
√
100(3/4)−it ln(1/2i) = O(
√
t).
Finally, rounding the color of every vertex to its nearest integer increases
the discrepancy by at most 1. When the edge becomes dead, we simply bound
its discrepancy by its size O(λ
√
t).
It remains to check that each of the O(log n) stages of partial coloring can
be done in time O˜((m+n)3n2), and the constants {ce}e∈E take O˜(mn) time to
compute at each stage, thus establishing the algorithmic part.
3 Conclusion and Discussion
We have given an upper bound on t-regular hypergraph discrepancy in terms of
t and a spectral property of the incidence matrix. However, when one restricts
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ones interests to the discrepancy of random t-regular hypergraphs, the O(
√
t)
bound is achieved only when m = Ω(n). One may observe that in Theorem 1.1,
one can replace λ by λ′ where
λ′(H) := max
U⊂V
|U|=16m
max
v∈1⊥
supp(v)⊆U
1√
t‖u‖‖MHv‖
and the proof would remain the same. Since because of the partial coloring
lemma, one may assign colors to all but at most 16m vertices while maintaining
that the discrepancy of every edge is 0. However, when H is a random t regular
hypergraph with n vertices and m = o(n) edges, we need not have λ′(H) =
O
(√
t
)
. The problem is that Claim A.6 does not extend. However, in this
regime, we believe that with high probability, the discrepancy is much lower
than
√
t (in contrast to λ growing). Recently, Franks and Saks [FS18] showed
that for n = Ω˜(m3), the discrepancy is O(t). We argue that this is an interesting
regime for random hypergraphs, as this kind of discrepancy bound is not implied
by the Beck-Fiala conjecture. The case where n = Ω(m logm), is of particular
interest, and we conclude with a conjecture, building on an open problem (open
problem 1) in [FS18]:
Conjecture 3.1. There is an absolute constant K > 0 such that the following
holds. Let t > 0 be any integer and H be a random t-regular hypergraph on n
vertices and K nlogn edges. Then with high probability,
disc(H) = O(1).
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A Appendix
A.1 A martingale inequality
We will state a martingale inequality that we will use in the proof of Theo-
rem 1.4. A sequence of random variables X0, X1, . . . , Xn martingale with re-
spect to another sequence of random variables Z0, Z1, . . . , Zn such that for all
i ∈ [n− 1], we have:
Zi = fi(X1, . . .Xi)
for some function fi, and
IE[Xi+1|Zi, . . . , Z1] = Zi.
A martingale is said to have the C-bounded difference property if
|Xi+1 −Xi| ≤ C.
The variance of a martingale is the quantity:
σ2 =
∑
i∈[n−1]
sup
(Z1,...,Zi)
IE[(Xi+1 −Xi)2|Z1, . . . , Zi].
We get good large deviation inequalities for martingales with bounded dif-
ferences and variances (see, for example, [CL06], Theorem 6.3 and Theorem
6.5). For a martingale X0, X1, . . . , Xn with respect to Z0, Z1, . . . , Zn, with the
C-bounded difference property and variance σ2, we have
Pr(|Xn −X0| ≥ λ) ≤ e−
t2
2(σ2+Cλ/3) . (2)
A.2 Proof of Theorem 1.4
We shall now prove Theorem 1.4. As mentioned before, this just means verifying
the proof of Kahn and Szemere´di for our random model (also see [BFSU98]) We
have that the regularity is t≪ n1/2.
We shall prove that for every x, and y such that ‖x‖ = ‖y‖ = 1 and x ⊥ 1,
we have that |ytMx| ≤ O(√t). First, we ‘discretize’ our problem by restricting
x to belong to the ǫ-net:
T
def
=
{
x ∈
(
ǫ√
n
Z
)n ∣∣∣∣ ‖x‖ ≤ 1 and x ⊥ 1
}
and y belonging to
T ′ def=
{
y ∈
(
ǫ√
n
Z
)n ∣∣∣∣ ‖y‖ ≤ 1
}
for a small enough constant ǫ.
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Claim A.1 ([FKS89], Proposition 2.1)). If for every x ∈ T , and y ∈ T ′, we
have that ‖ytMx‖ ≤ B for some constant C, then we have that for every z ∈ Rn
such that ‖z‖ = 1, we have that ‖Mz‖ ≤ (1 − 3ǫ)−1B.
Proof. Let z = argmax‖z‖=1 ‖Mz‖. We shall use the fact that there are x ∈ T ,
and y ∈ T ′ such that ‖x− z‖ ≤ ǫ, and
∥∥∥y − Mz‖Mz‖
∥∥∥ ≤ ǫ. With this in mind, we
have:
‖Mz‖ =
〈
Mz
‖Mz‖ ,Mz
〉
= 〈y + w1,M(x+ w2)〉
= ytMx+ 〈w1,Mx〉+ 〈y,Mw2〉+ 〈w1,Mw2〉.
Where |w1|, |w2| ≤ ǫ. We note that each of the terms 〈w1,Mx〉 and 〈y,Mw2〉,
and 〈w1,Mw2〉 are upper bounded by ǫ‖Mz‖, and 〈w1,Mw2〉 ≤ ǫ2‖Mz‖. Com-
bining this, and using the fact that ǫ2 ≤ ǫ, we have
‖Mz‖ ≤ (1 − 3ǫ)−1ytMx ≤ (1− 3ǫ)−1B.
So now, will need to only union bound over T ∪T ′. It is not hard to see that
each of these has size at most |T |, |T ′| ≤ (Cvǫ )n for some absolute constant Cv.
Indeed, we have:
|T | ≤
(√
n
ǫ
)n
Vol {x ∈ Rn | ‖x‖ ≤ 1 + ǫ}
≤
(√
n
ǫ
)n
· 1√
πn
(
2πe
n
)n/2
(1 + ǫ)n
≤
(
Cv
ǫ
)n
for some constant Cv.
We split the pairs [n] × [n] = L ∪ L where L def= {(u, v) | |xuyv| ≥
√
t/n},
which we will call ‘large entries’ and write our quantity of interest:
∑
(u,v)∈[n]×[n]
xuMu,vyv =
∑
(u,v)∈L
xuMu,vyv +
∑
(u,v)∈L
xuMu,vyv
For the large entries: For a set of vertices A ⊂ [n] and a set of edges
B ⊂ [n], let us denote I(A,B) to be the number of vertex-edge incidences in A
and B. Let us use µ(A,B)
def
= IE[|I(A,B)|].
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Lemma A.2. We have, for every set A of points and every set B, we have that
with high probability, I
def
= |I(A,B)| and µ def= µ(A,B) satisfy at least one of the
following:
1. I ≤ 2µ
2. I log (I/µ) ≤ C|B| log (n/|B|).
This lemma is sufficient to show that the large pairs do not contribute too
much, as shown by the following lemma, which is the main part of the proof of
Kahn and Szemere´di.
Lemma A.3 ([FKS89], Lemma 2.6). If the conditions given in Lemma A.2 are
satisfied, then
∑
(u,v)∈L |xuMu,vyv| = O(
√
t) for all x, y ∈ T .
Notice that since we are bounding
∑
(u,v)∈L |xuMu,vyv| = O(
√
t), which is
much stronger than what we really need, it is okay to consider both x and y
from T .
Proof of Lemma A.2. Let Bi(a, b) denote the event that there is an A and a
B which do not satisfy either of the conditions and |I(A,B)| = i. Before, we
prove the lemma, let us make some observations, which (in hindsight) help us
compute the probabilities much easier. Let A be a set of a vertices and B be a
collection of b edges, such that a ≤ b and b ≤ n/2 (this argument is symmetric
in a and b).
The point here is that we basically want to evaluate the sum:
Pr

⋃
a,b,i
Bi(a, b)

 ≤∑
i
Pr

⋃
a,b
Bi(a, b)


=
∑
i≤log2 n
Pr

⋃
a,b
Bi(a, b)

+ ∑
i≥log2 n
Pr

⋃
a,b
Bi(a, b)

 .
The first observation is that every term in the second sum is small. Towards
this, we have the straightforward claim.
Claim A.4. For a set of vertices A and edges B and a set of possible incidences
J ⊂ A×B, we have that Pr(I(A,B) = J) ≤ ( 2tn )|J|.
Proof. W.L.O.G, let A = {1, . . . , a}, and for i ∈ A, let ti = I({i}, B). We have
that:
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Pr(I(A,B) = J) =
∏
i∈A
(
n−b
t−ti
)
(
n
t
)
∼ (n− b)
at−|J|
nat
· (t!)
a∏
i∈A(t− ti)!
≤ e−µ(A,B)
(n
2
)−|J|
· (t)|J|
≤
(
2t
n
)|J|
.
If Bi(a, b) holds for some A and B, we have that I log(I/µ) > Cb log(n/b),
or
(n
b
)Cb
·
(µ
I
)I
≤ 1.
Therefore, we have:
Pr

⋃
a,b
Bi(a, b)

 ≤ (n
a
)(
n
b
)(
ab
i
)(
2d
n
)i
≤
(
n
b
)2(
e
abd
ni
)i
≤
(en
b
)2b (
e
µ
i
)i
≪
(
b
n
)C′b
≪ n−C′ .
for some large enough constant C′. Therefore, the second sum is at most
n2 1
nC′
= o(1).
It remains to deal with the sum
∑
i≤log2 n Pr
(⋃
a,b Bi(a, b)
)
. For these sum-
mands, we have that if |I(A,B)| ≤ log2 n and I log(I/µ) > Cb log(n/b), then
I ≥ Cb. Therefore, we only need to evaluate the sum:
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log2 n∑
i=Cb
Pr

⋃
a,b
Bi(a, b)

 ≤ (n
a
)(
n
b
) log2 n∑
i=Cb
(
ab
i
)(
2d
n
)i
≤
(
n
b
)2 log2 n∑
i=Cb
(
2eabd
in
)i
≤ log2 n
(n
b
)2b(2be
Cn
)Cb
= o(1).
We have used the assumption that b ≤ n/2 in Claim A.4. It can be easily
checked that when, b > n/2, then |I(A,B)| ≤ d|A| ≤ 2µ(A,B).
For the small entries:
Bounding the contribution from the small entries is much easier. The anal-
ysis given here is slightly different to the one given in [FKS89] and [BFSU98].
However, it does not make much of a difference, and is still, essentially, the
same large deviation inequality. We will first compute the expected value of the
quantity of interest using the following claim:
Claim A.5. We have that: ∣∣∣∣∣∣
∑
u,v∈L
xuyv
∣∣∣∣∣∣ ≤
n√
t
.
Proof. Since
∑
xi = 0, we have(∑
xi
)(∑
yi
)
=
∑
(u,v)∈L
xuyv +
∑
(u,v)∈L
xuyv = 0
or ∣∣∣∣∣∣
∑
u,v∈L
xuyv
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
u,v∈L
xuyv
∣∣∣∣∣∣ .
To bound this, we note that
1 =
(∑
x2u
)(∑
y2u
)
≥
∑
(u,v)∈L
x2uy
2
v
≥
√
t
n
∣∣∣∣∣∣
∑
(u,v)∈L
xuyv
∣∣∣∣∣∣
which gives us what we want.
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Given the above lemma, we can easily compute the expectation:
And so
IE

 ∑
(u,v)∈L
xuMu,vyv

 = t
n
∑
(u,v)∈L
xuyv ∈ [−
√
t,
√
t].
Claim A.6. We have that with high probability,∑
(u,v)∈L
xuMu,vyv = O(
√
t).
Proof. We set up a martingale and use the method of bounded variances. Let
us write the quantity that we wish to estimate as
X
def
=
∑
(u,v)∈B
xuMu,vyv.
We imagine M being sampled one column at a time, and in each column, t
entries are sampled. For column i, let us denote these by ei,1, . . . , ei,t, and let us
abbreviate Ei
def
= (ei,1, . . . , ei,t), and Ei
def
= (E1, . . . , Ei−1, Ei+1, . . . En). Clearly,
X = X(e1,1, . . . , en,t). Denote Xi,j
def
= IE[X |e1,1, . . . , ei,j ].
For distinct k, k′ ∈ [n], it is easy to see that we have the ‘Lipshitz’ property:
IE[X |e1,1, . . . , ei,j−1, ei,j = k]− IE[X |e1,1, . . . , ei,j−1, ei,j = k′] ≤ |xiyk|+ |xiyk′ |.
Therefore, we have a bounded difference property on |Xi,j −Xi,j−1| as fol-
lows:
|Xi,j −Xi,j−1| =
∣∣∣∣∣IE[X |e1,1, . . . , ei,j−1, ei,j]
− 1
n− j − 1
∑
k′∈[n]\{ei,1,...,ei,j−1}
IE[X |e1,1, . . . , ei,j−1, ei,j = k′]
∣∣∣∣∣
≤ |xi||yej |+
1
n− j − 1
∑
k′∈[n]\{ei,1,...,ei,j−1}
1[(i, k) ∈ B]|xiyk′ |
≤ |xiyej |+
1√
n
·
√
t
n
.
We will use that the above quantity is bounded by 2
√
t
n since we only consider
|xiyej | where (i, ej) ∈ B.
Now, we would like to compute the variance of the martingale
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Var(Xi,j −Xi,j−1|e1,1, . . . , ei,j−1) ≤ 1
n− j − 1
∑
k∈[n]
(
|xiyk|+
√
t
n
√
n
)2
≤ 2
n− j − 1
∑
k∈[n]
(
|xiyk|2 + t
n3
)
≤ 2x
2
i
n− j − 1 +O
(
t
n4
)
.
Where the last inequality uses that
∑
k y
2
k ≤ 1. Therefore, the variance of
the martingale is at most
2
n− t
∑
i
x2i +O
(
t
n3
)
≤ 3
n
=: σ2
since
∑
i x
2
i ≤ 1. Therefore, by the bounded variance martingale inequal-
ity (2), using |Xi −Xi−1| ≤ 2
√
t
n =: C:
Pr(X ≥ (D + 1)
√
t) ≤ exp
{
− D
2t
2σ2 + tC/3
}
≤ exp
{
− D
2t
3
n +
2t
3n
}
≤ exp{−D2n} .
For a large enough constant D, this lets us union bound over all x, y ∈ T ,
whose number can be bounded by
(
Cv
ǫ
)n
.
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