In this paper, we analyze the stability and convergence of a one-layer neural network proposed by Gao and Wang, which is designed to solve a class of horizontal linear complementarity problems. The globally asymptotical stability and globally exponential stability of this network are proved strictly under mild conditions, respectively. Meanwhile, this network is applied to solve a transportation problem and a class of the absolute equations.
Introduction
Let A, B ∈ R n×n and q ∈ R n be given, then the horizontal linear complementarity problem (HLCP(A, B, q)) 1, 2 is to find the vectors x and y ∈ R n such that Ax − By = q, x 0, y 0, x T y = 0. (1) Obviously problem (1) includes the following linear complementarity problem LCP (M, q): find a vector y ∈ R n such that y 0, My + q 0, y T (My + q) = 0,
where M ∈ R n×n and q ∈ R n . Then it is a fundamental problem in mathematical programming and provides a general framework to study linear and quadratic programming problems, bi-matrix games as well as more general equilibrium problems and variational inequality problems (see Refs. 1-7 and the references therein). Thus problem (1) has many important applications in scientific and engineering fields including network economics, transportation science, structure design, mechanical design, electrical engineering and so on (see Refs. 1-9 and the references therein). In many practical applications, problem (1) is desired to be solved in real time.
However, traditional algorithms (see Refs.7-13 and the references therein) may not be effective since the computing time required for a solution is greatly dependent on the dimension and the structure of the problem, and the complexity of the algorithm used.
One promising approach to handle these problems with high dimension and dense structure is to employ artificial neural network based circuit implementation. Even though the existing neural-network models in Refs. 14-22 can be used to solve problem (1) by transforming it into a LCP in (2) when matrix A or B is nonsingular, their stability and convergence might not be guaranteed since the resulting LCP does not satisfy the stability conditions of these models (see Example 1 in Section 4 and Ref. 15) . Moreover, matrices A and B are singular in practical problems (see Example 2 in Section 4 and Ref. 15) , and the models in Refs. [16] [17] [18] [19] are rather complex since they have two-layer structure. Recently, Gao and Wang 15 proposed the following a one-layer neural network model for (1):
• state equation
• output equation
where ρ > 0 is a scaling constant,
. This model has a low complexity and can be implemented by using simple hardware units. Even though Gao and Wang 15 pointed out that (3)- (4) is asymptotically stable and globally exponentially stable under the mild condition respectively, no proof and application are given. Since this model can solve some nonmonotone problems (see Example 1 in Section 4 and Examples 1-3 in Ref. 15 ) and the stability analysis can build the foundation for its application, it is necessary to prove strictly the stability results of (3)- (4) in Ref. 15 and provide some applications.
Besides the above consideration, motivated by the importance of the stability, convergence and exponential stability of equilibrium points for neural networks in many continuous optimization problems(see Refs.20-22 and the references therein), we analyze the stability and convergence of neural network (3)-(4) in this paper. The globally asymptotical stability and globally exponential stability of (3)-(4) are strictly proved under mild conditions, respectively. Meanwhile, it is applied to solve a transportation problem and a class of the absolute equations.
Throughout the paper, we assume that the solution set S * = {(x, y) ∈ R 2n |(x, y) solves (1)} = / 0, and that there exists a positive diagonal matrix
In our following discussions, we let · denote the Euclidean norm, I n denote the identity matrix of order n, R n
denote the gradient vector of the differentiable function ϕ(x) at x. For any vector u ∈ R n , u T denotes its transpose. For any n × n real symmetric matrix M, λ min (M) and λ max (M) denote its minimum and maximum eigenvalues, respectively. A neural network is said to be stable in the sense of Lyapunov, globally asymptotically stable, if the corresponding dynamical system is so.
The rest of the paper is organized as follows. In Section 2, the stability and convergence of the proposed network are discussed. Two illustrative examples and two applications are provided in Section 3. Finally some concluding remarks are drawn in Section 4.
Stability
In this section, we shall prove strictly the theoretical results for (3)- (4) 
where z ∈ R n . Then both (i) and (ii) below are true. (5) and
Then (x, Dy) ∈ S * if and only if x = (x − Dy) + from Lemma 1. Since D is a positive diagonal matrix, we have
This completes the proof. 
Proof. (i) can be obtained by the proof of Lemma 2(ii).
(
(iii) Consider the mapping ϕ : S * −→ Ω * defined by ϕ(x, y) = x + D −1 y for each (x, y) ∈ S * , then ϕ is well defined by (ii) and is surjective by (i).
From the proof of (ii), we know that x = W −1 (BDz+ q) = x and y = DW −1 (Az − q) = y . Thus ϕ is injective.
Remark 1. Obviously x = (x − y) + if and only if
Thus an equivalent form of (3)- (4) can be written as:
where ρ > 0 is a scaling constant, R = W −1 A and s = W −1 q. This provides the compact form for LCP in (2) (See Example 3 in Section 3). Now, we prove the following stability results of neural network (3)- (4) 
Theorem 4. If there exists a positive diagonal matrix
Λ = diag(λ 1 , λ 2 , ··· , λ n ) such that the matrix R T ΛW −1 A
is positive semi-definite, then neural network (3)-(4) is stable in the sense of Lyapunov, and the state trajectory z(t) and the output trajectory (x(t), y(t)) of (3)-(4) with any initial point z(0)
= z 0 will converge to a point in Ω * and S * , respectively. In particular, neural network (3)- (4) is globally asymptotically stable when S * = {(x * , y * )}.
Proof. It is easy to see that F(z)
Then system (3) has a unique and continuous solution z(t) with any initial point z(0) = z 0 for all t 0.
Let z * ∈ Ω * , then Rz * + s ∈ R n + by (3), and
by substituting w = 2(Rz+s)−z and v = Rz * +s into (8) . Similarly, we have (8) . It follows from the above inequalities that
for all z ∈ R n , and
from (9) and the positive semi-definiteness of R T ΛW −1 A. Thus system (3)- (4) is Lyapunov stable.
From (10)- (12) and following the similar argument as Refs. 17 and 20, we can prove that z(t) converges to a point in Ω * . From (4) and the analysis above, we see that the output trajectory (x(t), y(t)) also converges to a point in S * .
In particular, if S * = {(x * , y * )}, then Ω * = {z * } from Lemma 3 (iii), and the solution z(t) of (3) will approach to z * by the analysis above. Thus neural network (3)- (4) is globally asymptotically stable.
Theorem 5. If there exists a positive diagonal ma
- trix Λ = diag(λ 1 , λ 2 , ··· , λ n ) such that the matrix R T ΛW −1 A
is positive definite, then neural network (3)-(4) is globally exponentially stable.
Proof. From the proof of Theorem 4, ∀z 0 ∈ R n , let z(t) be the unique and continuous solution of (3) with z(0) = z 0 for all t 0.
Since
from (9) and the second inequality of (11), where
This and (11) imply that
for all t 0. This completes the proof. 
Proof. If A is nonsingular, so does
Thus the results holds by the non-singularity of
If B is nonsingular, so does B −T D −1 ΛR. Similar to the analysis above, the results can be obtained by
where 
then neural network (3)-(4) with D = I n is stable in the sense of Lyapunov, and the state trajectory z(t) and the output trajectory (x(t), y(t)) of (3)-(4) with any initial point z(0)
= z 0 will converge to a point in Ω * and S * , respectively. 
Proof. From (13), it is easy to verify that
for all z, z ∈ R n from (13) and R = W −1 B. Thus R T W −1 A is positive semi-definite and the result holds from Theorem 4 with Λ = I n .
From Corollary 6 and the proof of Corollary 7, we have following remark to judge that problem (1) is nonmonotone.
Remark 2. Problem (1) is nonmonotone if one of the following conditions is satisfied: (i) A + B is singular; (ii) A T (A + B) −T (A + B) −1 B is indefinite; (iii) A or B is nonsingular and AB T is indefinite.
Moreover, we have the following remark on the choice of matrices Λ and D for (3)-(4) from the analysis above. (4) has no any parameter at this case.
Remark 3. (i) If
(ii) If A + B is singular, then one can set Λ = I n in (3)-(4), only need to choose one matrix D such that W is nonsingular, and check the positive semidefiniteness of R T W −1 A or ADB T for Theorem 4 and the positive definiteness of ADB T for Theorem 5, respectively.
Illustrative Examples
In this section, four examples are provided to illustrate both the theoretical results in Section 2 and the simulation performance of the neural network (3)- (4) . The simulation is conducted in Matlab, and the ode solver used is ODE23s which is a stiff medium order method.
Example 1 below shows the simulation performance of neural network (3)- (4) for a nonmonotone problem with infinite number of solutions. Example 2 below shows the simulation performance of neural network (3)-(4) for a monotone problem.
Example 2. Consider problem (1), where
and q = (0, 0, 0, 0) T . Then it has infinite number of solutions
Even though both A and B are singular, one can verify that this problem is monotone. Then it can be solved by neural network (3)- (4) with D = I 4 from Corollary 7. When applied to this problem, all simulation results show that the state trajectory z(t) and the output trajectory (x(t), y(t)) of (3)- (4) with D = I 4 always converge to one of its equilibrium points
) and a solution (x * , y * ) of this problem respectively, where
For example, let ρ = 10 and z 0 = (3, 2.5, 1, 0.6) T , we get an equilibrium point z * = (2.75, 2.75, 0.8, 0.8) T of (3) Example 3. Consider a transportation problem 8 :
Then it can be written as
By Kuhn-Tucker Theorem 9 , u * is an optimal solution of (14) if and only if there exists a λ * ∈ R m+n such that
and O being the zero matrix of proper order. Then from Remark 1 and Corollary 6, neural network (3)- (4) for (2) can be simplified as:
where R = (I n + M) −1 and ρ > 0 is a scaling constant. Obviously this model has a one-layer structure, while existing models in Refs. 16-18 are twolayer structure. Furthermore, we have the following result for (16)- (17) In particular, since M defined in (15) is positive semi-definite, Corollary 8 ensures the stability and convergence of (16)- (17) when applied to problem (14) . At this case,
where Example 4. Consider a class of the absolute equations 6 :
where |u| = (|u 1 |, |u 2 |, ··· , |u n |) T , N ∈ R n×n and q ∈ R n . Let x = max{u, 0} and y = max{−u, 0}, then u = x − y, |u| = x + y and (18) becomes (1) with A = N − I n and B = I + N n . When N is nonsingular, neural network (3)- (4) for (18) can be simplified as:
where R = N −1 and ρ > 0 is a scaling constant. (19) - (20) is stable in the sense of Lyapunov, and for any z 0 ∈ R n , the state trajectory z(t) and the output trajectory u(t) of (19) - (20) with initial point z(0) = z 0 will converge to one of its equilibrium point and a solution of problem (18) , respectively. Furthermore, (19) - (20) It is easy to verify that N is indefinite and λ min (N T N) = 1.00052. Then Corollary 9 ensures that neural network (19) - (20) is globally exponentially stable for this problem. When applied to it, all simulation results show that the state variables z(t) and the output variables u(t) of (19)- (20) are exponentially stable at z * = |u * | and u * , respectively. For example, Fig. 4 depicts the output trajectories u(t) of (19)- (20) 
Conclusion
In this paper, we strictly prove the stability and convergence of a one-layer neural network proposed by Gao and Wang 15 , which is designed to solve a class of horizontal linear complementarity problem (HLCP). Two applications and two numerical examples are provided to show further the validity and performance of this system.
