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This research is, in a sense, a generalization f the problems of synthesis of 
reliable finite automata, beginning from the work of J. von Nenmann (1962). 
Though the final end of this work is a discussion of the problems of structural 
synthesis of reliable probabilistic automata, the question here will be just 
about the generators of probability distributions. The reason is that the 
synthesis of probabilistic automata can be reduced to synthesis of these 
generators. The method of solving this problem consists of wide use of the 
properties of regular bistochastic matrices. A particular case of it was 
successfully used by Gill (1962) in considering the problem of synthesis 
of probability transformers. Here, we obtain a generalization by means of 
some considerations from group theory. 
J. von Neumann in his well known lectures given in 1952 at the California 
Institute of Technology initiated the research in the field of synthesis of 
reliable automata from unreliable components. Strictly speaking, the 
increasing of reliability considered by yon Neumann in his lectures cannot 
be called a synthesis of reliable organisms from unreliable components. 
Even where he proposes the method of constructing a more reliable Sheffer 
organ from reliable ones, in fact we are dealing with a different situation: 
A more reliable Sheffer organ is constructed from less reliable organs of the 
same type and an absolutely reliable counter of ones or excited lines. If a given 
counter will work not quite reliably, the same property will have the con- 
structed organ also. This justifies our interest in the reliability-increasing 
methods in application to situations in which the building blocks are of two 
kinds; absolutely reliable and not quite reliable elements. 
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It is also necessary to explain our position in the question about the 
reliability of an automaton. The usual interpretation of it consists of the 
following: Suppose that we need to design a device which realizes a strictly 
determined process of transforming the input information. In this case, our 
aim is to get some finite deterministic automaton (FDA) operating in the 
absence of noise. However, this ideal cannot be reached. Therefore, we 
consider our device as a reliable one if the probability of an error, i.e., a 
wrong transition during some interval of time, is sufficiently small. Hence, it 
satisfies us to get instead of the FDA a finite probabilistic automaton (FPA) 
with transition matrices lightly different from the respective ones of the FDA. 
Of course, in the case when our aim is description of a probabilistic informa- 
tion processing, we have to modify our approach in accordance with the 
situation. Then, apparently there is no sense in speaking of either a "small 
probability of error" or a "wrong transition"; at the same time, it is quite 
reasonable to regard the obtained device as reliable if it operates as an FPA 
with transition matrices differing slightly from those of the required automaton 
within a certain interval of time. 
It can be easily understood that this conception of reliability is closely 
connected with the precision of realization of an FPA. The difference is just 
in the fact that here there is no need for absolute constancy of characteristics 
(the values of transition probabilities) of the obtained evice. Instead of this, 
there appears a requirement hat the difference between the mentioned 
characteristics must not exceed certain limits during a sufficiently long period 
of time. 
The question we will be engaged in consists of the following: Let D be an 
unreliable generator of random signals a 0 , a l ,  % .... , ~r, i.e., a device 
emitting at any discrete moment of time t, t = 0, 1, 2,..., a signal a3, 
j = 0, 1 .... , r, with probability p~(t). Because of the supposed unreliability of 
the generator D, we regard pj(t) as a denotation of just the real number 
expressing the probability of appearance of the output signal a 3 , but not the 
functional dependence of this probability on the values of j and t. We will 
know about the numbers pj(t) only that they satisfy the following two 
conditions: 
there exist positive rational numbers ~ and p such that 
V~ Vt (0 < p -- E <~ p.4(t) ~<p+E < 1). (2) 
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We call the attention of the reader to one feature of D. I f  D is included in 
the list of basic elements for some construction, then the presence of a 
second D means that we have another generator of the same signals cq.. 
However, the probabilities pj(t)  in this case will also satisfy conditions (1) and 
(2)--of course, with the same values of E and p. 
Further, let S be a set of absolutely reliable deterministic elements forming 
a complete system of automata in the space of output signals of D. It is required 
to construct (from the generator and elements of the set S) a device U emitting 
at any discrete moment of time t signals il l , fi~ ,..., fi~ with probabilities 
ql(t), q2(t),..., qm(t), respectively. Then 
Vt (7~lqk( t )= 1). (3) 
Our aim will be the construction of such devices which satisfy the following 
condition (4) for a given positive rational number 3. 
Let P~ok ..%_~(c, d) be a probability of the appearance of the signal fi~ in the 
output of the device U at the moment  ~ c ~- vd of time, if at the moments c, 
c @ d ..... c + (v - -1 )d  there appeared in the output of U signals fi~0' 
/~kl ,..., fikv_ 1 , respectively. Here, c and d are given natural numbers. Then the 
condition (4) we are interested in can be expressed as follows: 
3c Bd([ Pk;~i'"~'~-l~( c, d) -- Pk'g~...~;_~(c, d)] ~ 8). (4) 
Obviously, if (4) holds for 3 = 0, then the signals emitted by U are statistically 
independent. However, in practice, all important requirements are completely 
satisfied when (4) holds for a sufficiently small value of 3. Moreover, the 
absolute independence of signals can never be ascertained satisfactorily and, 
therefore, is just an admissible postulate in cases where we use it. Finally, 
we note that the signals aj and fik need not be interpreted as elementary ones. 
They will often be represented in the form of a system of other elementary 
signals, e.g., a system of O's and l's. 
The main purpose of this paper is examining the following question: Let 
8 and q ~ (ql, q2 ,.-., qm) be a positive rational number and a stochastic 
vector, respectively; we need to construct he U from the elements contained 
in D ~3 S such that for some c and for d = 1, U satisfies the condition 
Vv Vj([ q~ -- q~(c + vd)[ < 8). (5) 
Further, we will derive some formulas estimating the amount of equipment 
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depending on 3, p, and e, as well as methods of constructing U [satisfying 
condition (5)] for d > 1. These results will be in a sense a generalization of 
the method of synthesis of the device U proposed by Gill (1962). 
I I  
Birkhoff has shown that any bistochastic matrix M can be represented as a 
linear combination of some number of substitution matrices P1, P2 .... , Pn 
with positive Coefficients P l ,  P2,..-, P~: 
M = ~ p~P~. (6) 
i= l  
As the matrix M is stochastic, we must have 
~p,  = 1. (7) 
i=1 
We can get easily the inverse: I f  a matrix M is defined by (6) and (7), then 
it is a bistochastic one. A question arises: How must we choose the matrices Pi 
in order that the equality (6) defines a regular matrix ? A partial answer is 
contained in the following propositions. 
PROPOSITION 1. A bistochastic m × m matrix M, defined by the equalities 
(6) and (7), is regular i f :  
(a) one of the matrices Pi is a unit matrix; 
(b) in a FDA having 1)1, P2 ,..., P~ as transition matrices, there exists 
a state sj such that all theother m --  1 states are reachable from it. 
Proof. By the condition (b) for any value of k, h = 1, 2,..., m, there 
exists a product P~' of matrices Pi such that the element P~k ----- 1. Denote by 
c~ the number of factors in the expression Pk'. Since P j  is a substitution 
matrix and every substitution has a unique decomposition i to cycles, there 
exists a number d~ such that the element qkj of the matrix Qk ~--- P~g~ is equal 
to l. Denote by d the number maxk(c ~ ; dk). We will show that M d contains 
a positive column. Indeed, 
Ma = ~ Pq "Pi~ . . . . .  p,~ . Pq .  P~ . . . . .  Pi~. (8) 
(i1,~ 2..... i a) 
643/z4/3-z 
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All the coefficients in this linear combination of matrices are positive. Then, 
by (a), we can write 
Ma = ~ qkO~ + M', (9) 
k=l  
where M'  is a matrix with nonnegative lements, and ql, q2 ,..., q~ are 
positive numbers. By (4) and the positivity of qkj's for any value of 
k = 1, 2 ..... m, it follows that thejth column of the matrix M a consists of all 
positive elements. Then the matrix M is regular and bistochastic. 
The following two propositions concern the case when n = 2 in the 
equalities (6) and (7). 
PROPOSITION 2. Let 1)1 represent a cycle t~ of length m and P2 a substitu- 
tion t~ 2 . I f  there exist natural numbers i, k (1 <~ i, k <~ m) such that 
(i) V~l k+l = (i) as ,  (10) 
[where (i)t~ stands for the result of action of the substitution t$on the element i], 
(m, k) = 1, (11) 
then M is regular. 
Proof. Suppose that t91 = ( l  i I " '" ira_l) and the number i which satisfies 
the equality (10) is equal to i s . Now, by enumerating the elements of the 
set {1, 2,..., m} so that is becomes the first and (i~)t~lJ the jth element, we get 
the substitutions t91' and van ' adjoint to v¢1 and tg~, respectively, where 
t91'= (1 2 "'" m). Denote by PI' and P2' matrices of the substitutions 
corresponding to t91' and t92' , respectively. Obviously, 
p~,  = 
0 1 0 "-" O \  
? . ? .1 . .0 . . " j  .0 .~.  
0 0 ".. 0 1 ]  
1 0 ... 0 0 /  
Let us form a matrix 
M' = plP~' + p2Pz'. (12) 
It is easy to see that M'  is connected with M by the equality 
M'= TMT -1, (13) 
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where T is a properly selected substitution matrix. 
By (10) we obtain 
(1) t~+* = (1) t~'; 
hence P~' contains 1 as the fth element in the first row, where 
t ~ ~ k -k 2 (mod m). (14) 
We will suppose further that k = m - -  1 and prove our proposition firstly for 
this case. As a subsidiary means, we use the following m × m matrix: 
/ 1 1 0  "'" O \  
/o  o 1 o -.. o / 
R=[o  o o lO  ... o ]  
~oo  .-. o 1 I 
\1  0 ... 0 0 /  
Now, let us consider 0 and 1 standing for the minimal and maximal 
elements of a Boolean algebra, respectively. It is easy to prove by induction 
that the matrix Q = R e, c ~ m - -  2, is built up as follows: Different from 0 
there are just the elements qn,  q12 ,..., ql,c+l, q2.e+2 ,..., q,~-e.,~, qm-~+l.1, 
qm-~+~a, qm-~+~,2 ,..., q~l,  q,~ ,..', qm~. Hence, the matrix R m-1 has all its 
first column consisting of l 's. Then M '~-1 must have a positive column. By 
(13), it follows that M ~-1 has a positive column, too. 
Now we turn to the case k ~ m - -  1. Denote by R' a Boolean m × m matrix 
. . . . .  which are with all elements equal to 0 except r12, r2a ,.. , r~_l. ~ , r m , r le, 
equal to 1. It is easy to see that R '~-k is sum of two Boolean matrices, the first 
of which coincides in its form with p'm-~, but the second has the first element 
of the first row equal to 1. Hence, we can indicate positive numbers Pl',  
P2', .... Pn' and substitution matrices /51, P~ ,..., fin satisfying the following 
conditions: 
' ~ 
M,m-k = ~ Pi P i ,  (15) 
i=1 
/51 = v;~-~, 
(~=)1, = 1. 
By (11), we must have 
(re, m- -k )= 1. 
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Hence, there exists a natural number j for which 
j(m -- k) ~ 1 (mod m). (16) 
Using (15) and (16), we obtain further 
M 'j('n-k) = ~, q~Q~, (17) 
k=l  
where ql, q~ .... , q~, are positive real numbers, Qa, Q2 ,..., Q~" are substitution 
matrices, 
91 = p;j,~-k) = PI', (18) 
Q2 = P2 j. (19) 
By (15) and (19) we have 
(q2)n = 1. (20) 
It is easy to see that the equalities (17), (18), and (20) reduce the question 
of the regularity of M 'j(~-~) to the case already proved. Hence, the matrix 
M '~('~-~) is regular. But since M and M' are connected by the equality (13), the 
matrix M will also be regular. Thus, the regularity of matrix M is proved in 
both cases. 
As a corollary from Proposition 2, we obtain the following statement: If
m is a prime number,/)1 ~ P2, and/)1 represents a cycle of length m, then 
the matrix M is regular. 
PROPOSITION 3. The matrix M is irregular if there exist a substztutzon 
matrix P, pm= po, and natural numbers k and l such that 
(k, m) > 1, (21) 
P1 = pc, (22) 
P2 = pe+~. (23) 
Proof. By (22) and (23), we obtain 
M ~ = pe,~ ~ pi,pil~, 
l=O 
where p~' are positive numbers. Since m and h are connected by the inequality 
(21), the number of different residues obtained by dividing ik by m does not 
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increase ½m; then the number of positive elements of the matrix M '~ also does 
not increase ½m 2. Hence, for any natural n, a half of all elements of the matrix 
M n is equal to 0. But this obviously contradicts the properties of regular 
bistochastic matrices. Thus, Proposition 3 is proved. 
For further considerations we will need the following notation: Let Pit, 
i = 1, 2 ..... n, j = O, 1 ..... r, be positive real numbers atisfying the condition 
gi (~o= Pi~ =1) .  (24) 
Denote byfs(pij) the coefficient of x ~ in the Taylor expansion of the function 
f i  ~ PiJ xi 
4=1 5=0 
in neighborhood of the point x = 0. Further, given a natural m > 1 and 
v = O, 1,..., m -- 1, denote 
%~(P~) = ~ f,(Pi,). (25) 
s=--v(modm) 
Suppose now that the substitution matrix P represents a cycle t~ of length m. 
Choose a natural k satisfying the condition (m, k )= 1, and define the 
substitution matrices P~, j = 0, 1,..., r, by equalities of the form 
p~ = pe+jk. (26) 
Here ~ is a fixed natural number. Finally, denote by Mi ,  i = 1, 2,..., n, 
the matrix 
Ms = ~ pi~Pj. (27) 
PROPOSITION 4. The matrix 
M = 1] M, (28) 
i=1 
is regular, and elements of each its row are the number, %m(P~3), v = 0, 1,..., m - 1. 
Pro@ By the definition off~(pi~) and equalities (26)-(28), we can write 
M = pe.  2 f~(PiJ) p~k. (29) 
8=0 
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According to our assumption on the matrix P, we have 
P~ = 1. 
Hence, 
if 
sk ~ s'k (rood m). 
Therefore, we can transform (29) as follows: 
~-- i  m-- i  
v=0 s v=0 
src ------v/~(modm) sle ------vMmodm) 
But since k and m are relatively prime, the congruence 
sk ---- s'k (rood m) 
holds iff 
s ~ s' (mod m). 
Then, by (25) and (30), we obtain 
M = pe,~ ~ %,~(P i j )P~.  
v=0 
Similarly, we can state that 
vk =~ v'k (mod m), 0 ~ v, v' ~ m --  1, 
(~f~(p,j)) P~. 
(30) 
(31) 
*n--1 
M = Pe~ ~ %m(P,~)p~v. 
v=O 
(33) 
From (31) and (32), we further get 
holds iff v ~ v'. Hence, there exists a system of pairwise different natural 
numbers r 0 , r i ,..., r~_ i such that 
Vv(P ~ -~ Pr 0, (32) 
rv~m.  
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By grouping the summands in (33) according to increasing powers of P,  we 
obtain 
M = pen ~ ~,,(Pi,) P". (34) 
~z=O 
It is possible that some coefficients in this formula are equal to 0 (e.g., for 
rn <m--  1). 
Considering the matrix 
p,  = 
0 1 0 "" 0 \  
o o :o}, 
0 0 "'" 0 1 / 
1 o .-. o o /  
we can easily see that if v and v' are different natural numbers less than m, 
then P'~ + P''" is a matrix with elements not increasing 1. Clearly, we can 
choose a substitution matrix T such that 
TPT-1  = p ' .  
Hence, the matrix P~ + P"' also has all elements not increasing 1. Therefore, 
by (34), we conclude that elements of M are the numbers %~(p~-). The 
regularity of the matrix M follows trivially from Proposition 1. This completes 
the proof of Proposition 4. 
I I I  
Let C = (cij) be a real m x n matrix. Denote 
= m .x J I, 
K(C) = max(max(c i  , - -  c~d)). 
j ~il,i2x 1J 
We can obtain a simple expression for K(C) using the flmctional symbol ~o(). 
Denote by C'  the matrix we get from C by substituting the elements of each 
column by the corresponding minimal element of this column. Then 
,4C) - -  ,~(C-  C'). 
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PROPOSITION 5. Let A be a stochastic m X m matrix whose elements of each 
row form the same system of numbers a = {a 1 , az ,... , aa} where g -- {m > O. 
Denote by h and e, respectively, the numbers [g -- ½m], (½m -- [½m]), and 
by cq , a 2 ,..., c~h+ 1 the first h + 1 least number in the system a. Then for any 
stochastic m × m matrix B, there holds the inequality 
h 
K(AB) ~< (1 --  2 E ~x-  2ec%+1)K(B). (35) 
Proof. Denote by C the m × 1 matrix with nonnegative lements cj. 
Consider the difference of the numbers c~' and c{ defined by the equalities 
C i -~- a i j c  J , c d'  : ad jc  j • 
~=1 j=l  
According to our assumptions, there must be 
ci' --ce' = ~ a~c h -- a~,cu,. (36) 
t= l  ~=1 
Without loss of generality, we can assume that 
%=ct ,  c~=c~®~,  t= 1,2,...,g, 
where @ means addition modulo m. Similarly(suppose that 
Co®(m_g ) = Cm. 
Then we get instead of (36) the following expression: 
'm- -g  2g--ra 
c{- -c /= a ,c , -  Z a,,c~+,- Z a,,,_~+c,. (37) 
t= l  ~=1 ~=1 
Denoting by aj the difference cj -- mini cj, we can transform the equality 
into 
g ~- -g  29--¢a 
c{- -ce '= Z a ,a , -  Z as ,%+,-  2 as~-o+,a," (38) 
Since a 8 and c a are nonnegative, we obtain from (38) 
2g '~ g 
ci' -- ce' ~ Z (at -- a~,._g+~) at + ~., at%. (39) 
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Some of the differences a t -- as,~_g+t may be negative; suppose for the sake of 
simplicity that these are the first d ones. Accordingly, we get from (39) 
2g-we 
ci'--ce'~ Z (a'--as,~-g+,)%+ L at~rt 
t=d+l  t=2g--m+l 
g 2g--m 
t 1 t=d+l  
Since A is stochastic, we have 
d 2e-m 
ci'--ce'<~ (1 - -~ at-- ~] a ..... +,)K(C). 
t= l  t=d+l  
(40) 
However, we can easily see that 
d 2e--m d 2(h+e) h 
E a,q- Z asm-,+,=Za,-/  E as,.-~+,>/22%-}-2e%+l" 
*=1 t=d+l  t= l  t=d+l  x=l  
Consequently, we obtain from (40) 
h 
ci'--ce' <~ (1 - -2  2 ax -- 2e%+0 ~(C)" (41) 
X=I 
Since formula (35) follows directly from (41), Proposition 5 is completely 
proved. 
Note. This result can be generalized. A formula nalogous to the inequality 
(35) can be deduced by weaker assumptions. The requirement that all 
positive elements of each row of the matrix A must form the same set of 
numbers can be substituted by a weaker one. Namely, the number of positive 
elements in each row must be more than or equal to g. 
Let the numbers p~. entering in the definition of matrices Mi (27) 
satisfy the condition (2), i.e., 
Vi Vj(p -- E < Pu < P + E). (42) 
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Define the numbers g', g, h, e, h', and e' by means of these equalities: 
g, ] __~r l  [ m- - i  s ign( .m- - I  m- - I  
-- ] + [ -w- I ) ,  
g = g'r -}- 1, (44) 
h = [g -- ½m], (45) 
e = (½m -- [½m]), (46) 
h '= [½h], (47) 
e' = sign(½h -- h'). (48) 
Denote by X(X, y) a function defined for natural values of argument by means 
of the following expressions: 
x(x, O) = O, 
x(x, y + 1) = CJ ,  
if 
COROLLARY. I f  
if 
then 
y <~ [~x]; 
: C~[~ ], X(x, y -5 1) ~-~ 
y > [½x]. 
n = g't~ + P, 0 < 0 <~ g', (49) 
h' 
s=sign/v 
(50) 
Pro@ For the case when all the Pis are equal, denote fs(P~J), 
s = O, 1,..., g'r, byfs(1/(r q- 1)). Define the numbersfs' by equalities 
f~' =f~(1/(r ÷ 1))(r ÷ 1)g'. (51) 
STABLE PROBABILITY DISTRIBUTION GENERATOR 
Then, clearly the inequality 
Y~(f~(p,j) >/fs'(p -- e) °') 
225 
(52) 
holds. From Propositions 4 and 5 and the formulae (43)-(46), (49), and (52), 
we obtain: 
where 
(53) 
Mo---- H Mi  (54) 
i=g 'u+l 
and fil ,..-,/3~, fih+~ are the first h + 1 least numbers in the system 
C = (f0',A',..-,f;'~). 
By (42) and (54), we have 
K(Mo) ~< m0x ~(Mi) ~< p q- e. (55) 
Further, it is easy to show that 
vs(f; = f;,~_. >1 x(g',, + 1)). 
Hence, by (47) and (48), we obtain 
h h' 
2 Z/3~ + 2e~+i < 4 y x(e', ~) 
x=l s=sig/ lh '  
+ 2ex(g', s + 1) ÷ 2e'x(g', s ÷ 1). (56) 
The correctness of (50) now immediately follows from the inequalities 
(53), (55), and (56). 
Obviously each fs(Pis) is a sum of some number of terms of the form 
Pl h "P2J~ . . . . .  p.s , ,  0 ~< j~ ~< r. In the case when pCj are fixed, these terms 
are uniquely determined by the sequences of indices (Jl, J~ .... , in). Denote by 
Vs the set of those and only those sequences which define the set of corre- 
sponding te rms p l j l  • p~3- 2 . . . . .  Pns'~ for fi(pcj). Assuming that each sequence 
(Jl ,J2 ,...,J,~) induces a sequence of signals (ah, c9~ .... , ~-), let us define the 
set V~' of all the sequences of signals induced by sequences from the set V~. 
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Using these notions and notation, we will define one more class of sequences of 
signals. Suppose 
n 
i=1 
We define a set W,,~ by the equality 
W~ = 0 V~,. 
i=1 
Now it is easy to indicate a method of constructing U satisfying, except 
condition (3), the following one: For some c and a fixed 3, 
Vt(] qe(t) - -  1/m I < 3). 
For that, we determine the value of x from the equation 
h t 
(1-(4 z 
s=s ign  h" 
We obtain 
X 
In 3 --  ln(p + ~) 
ln(1 ~' 
- -  ~=signh' x(g', s) - -  2(e -l- e') x(g', h' q- 1)(p --  E)g') 
Substituting n = g']x[ 2_ 1, we build a network L (Fig. 1), where q~v~, 
v = 0, 1 , . . . ,m--  1 
stands for a switching network with n inputs and one output, operating 
according to the following rule: After c moments of time t, there appears an 
output signal 1 iff there is received the sequence W~ of input signals. 
We will explain this by an easy example. 
Let us find a realization of the distribution (¼, ~, ¼, ~) on the condition of 
having a complete set of three-valued logical elements and five unreliable 
generators D1 ..... D5 of random signals 0, 1, 2. Suppose that the 
probabilities po(t), pl(t),  p2(t) of emitting the signals 0, 1, 2 by the Dj's, 
j = 1 ..... 5, satisfy conditions (1) and (2), wherep = ~, E = ~. 
Obviously, for generating four output signals /31,/3~,/33,/34, we must 
resort to use of the signals 0, 1, 2. For example, we can generate/31,/3~,/3z,/34 
by the quadruples 1000, 0100, 0010, 0001, respectively. With that end in view, 
let us construct networks S 1 , S~, S 3 , S 4 with five inputs and one output, 
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generating functions %(x I ,..., xs) (i = 1, 2, 3, 4), respectively, which we 
define as follows: 
.... . . .  l.0 
if ~ l+" '+%=-- i - - l (mod4) ,  
if ~ l+ ' "+%~i - - l (mod4) .  
We will obtain the desired istribution (I, I, I, I) by joining the output of the 
jth generator Dj (j = 1 .... ,5) to theflh input of each network S1, S~, $3, $4. 
The output signals i l l , fl~, fi~, fl~ of the final network S will appear with 
certain shift in time, and the probabilities qs(t), q~(t) will satisfy the inequality 
t qs(t) ~ qt(t)[ ~< (1 -- (2/4)) 5 =~ 1/2 5. 
If on the same conditions we wish to generate the distribution (½, ½, ½), 
then one network S' will suffice with five inputs and one output, generating 
a following function ~o'(xl ,..., xs): 
~'(~i  , . . . ,  ~5) = l i if %+'"+%~0(mod3) ,  if %+. . '+~s~ l (mod3) ,  i f  0~ 1 + "'" + % ~ 2 (rood 3). 
Now, joining the output of one generator Dj to each input of S', we get the 
distribution (½, 1 ~, ~) with certain error. In our case, the probabilities qo(t), 
ql(t), q2(t) of the output signals 0, 1, 2 satisfy the conditions 
[ qs.(t) -- qz,(t)[ ~< (1 -- (2/4) -- (1/4)) 5 = 1/4 5. 
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The relative rror of this realization 
8 = max/(I/3) -- qs'(t)i" 100 < 0.15%. 
8' 
Recently, the author has succeeded in obtaining the following more 
precise stimation for the K(M) from (28): Let 
r ----- 1, n ~> 160, -~- <~ PiJ ~ ~, n = (9/32)m~d, 
then we have 
K(M) < (0.48 + 0.095(160/m)) t. 
REMARK8 
There are numerous papers considering more or less directly the questions 
of the structural synthesis of stochastic automata; see, for example, 
Agasandyan and Sragovich (1971), Davis (1961), E1-Ghoroury and Gupta 
(1971, 1972), Gelenbe (1971), Gill (1962), Lorenc (1969, 1972a, b), 
Makarevich and Matevosyan (1970), Murry (1970), Nieh (1967), Pospelov 
(1970), Sokal (1972), Souza and Leake (1969), Stanciulescu and Oprescu 
(1968), Stefka (1971), Ushakov and Panyukov (1965), Ushakov (1965), 
Warfield (1968), and also the references to Gelenbe (1971), Lorenc (1972a), 
and Warfield (1968). But only in a few cases have the authors paid enough 
attention to the unfavorable factors influencing the final results. In this 
respect, the works of E1-Ghoroury and Gupta (1972), Gill (1962), Lorenc 
(1969, 1972b), Makarevich and Matevosyan (1970), Murry (1970), 8okal 
(1972), 8tefka (1971), and Ushakov and Panyukov (1965) can be pointed out. 
The factors we mean here are as follows: 
(1) the instability of parameters of basic elements; 
(2) the impossibility of exact knowledge of values of these parameters. 
Obviously, the methods of the structural synthesis of stochastic automata 
ought not result at the same time in too complex realizations or in a con- 
siderably lower deceleration of speed. In the stabilization of values of 
parameters of basic elements, engineering design methods may be used 
suceesfully [Murry (1970), Sokal (1972)]. 
However, this is not the only possible way; it is important to note that these 
methods insure only limited accuracy of the desirable parameters. 
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Besides them, logical methods of lessening the influence of the above- 
mentioned factors also deserve attention. They prevail in E1-Ghoroury and 
Gupta (1972), Gill (1962), Lorenc (1969, 1972b), Makarevich and Matevosyan 
(1970), Stefka (1971), and Ushakov and Panyukov (1965), but Murry (1972) 
is using them too. Let us note that all considerations in Ei-Ghoroury and 
Gupta (1972), Stefka (1971) are based on binary variables. (Nevertheless, 
it is necessary to add that E1-Ghoroury and Gupta (1971) introduced a 
method of constructing n-dimensional stochastics out of binary variables 
although they restricted random numbers to being binary.) Our analysis is 
based on nary stochastic variables. This is justified by the recent progress 
in the technological design of many-valued logical elements. 
We note also that the estimate of closeness of the absolutely symmetric and 
output Bernoullian flows, given in EI-Ghoroury and Gupta (1972), which can 
be obtained from the input flow by addition modulo 2, follows straight from 
multiplicative properties of 2 × 2-bistochastic matrices. Thereby, it is only a 
simple corollary from Proposition 5 of Section 3. 
We can regard as an important feature of our method the fact that it can be 
used in a form which does not result in lowering the speed of output signals. 
I f  many independent sources of random signals are available, the output 
signals of the transformer will appear with the same speed as the input ones; 
only the origin of the time coordinate will be shifted for some steps. 
The method of Ushakov and Panyukov (1965) of obtaining uniformly 
distributed random numbers has many advantages. It is related in its idea to 
the methods of synthesis of stochastic automata mentioned in Lorenc (1969), 
Makarevich (1969), and Makarevich and Matevosyan (1970). A shortcoming 
of these methods is that they result in asynchronous output flows of signals. 
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