Abstract-Color Image Recognition is one of the most important fields in Pattern Recognition. Both Multi-set canonical correlation analysis and Kernel method are important techniques in the field of color image recognition. In this paper, we combine the two methods and propose one novel color image recognition approach: color image kernel canonical correlation analysis (CIKCCA). Color image kernel canonical correlation analysis is based on the theory of multi-set canonical correlation analysis and extracts canonical correlation features among the color image components. Then fuse the features of the color image components in the feature level, which are used for classification and recognition. Experimental results on the FRGC-v2 public color image databases demonstrate that the proposed approach acquire better recognition performance than other color recognition methods.
INTRODUCTION
Recent year traditional gray image recognition has been unable to meet the demands of people, color image recognition is attracting a large number of researchers [1] .
After the study of the neural network learning, kernel method [2] has become one of the most significant ways in the pattern recognition and machine learning field. It is based on statistical learning theory and support vector machine (SVM) and utilizes the nonlinear kernel function to reduce the computational complexity, which gained a wide range of application. LDA is a traditional statistical identification method, and at the same time, its widely using proved its efficiency in face recognition. However, kernel methods show better classification results than LDA and other traditional statistical methods. These years, some scholars put forward some typical kernel methods, which got better results than KDA [3, 4] , KPCA [5] and KCCA [6] . Based on the analysis of these methods, we can find that kernel methods can greatly reduce the time complexity of the algorithm, and maximize the identification features in the high dimension space, therefore, kernel methods have been widely used.
CCA (Canonical Correlation Analysis) [7] is proposed by H.Hotelling in 1936, it has become one of the most widely used methods in color image recognition.It maximize the correlation by project the two groups of low dimensional variables to a lower dimensional space. Sun at al. [8] using CCA to improve the performance of multi-label classifier based on MMSE estimator, i.e, under a moderate high dimensional data structure condition, CCA can solve a minimum mean square error problem by constructing a class dependent instruction matrix. Based on the equivalent, CCA can effectively solve the problem of minimum mean square error. Melzer at al. [9, 11] put forward kernel canonical correlation analysis algorithm for appearance model. Kernel CCA is a kind of CCA nonlinear extension, the input data is nonlinear transformed through the kernel function. Similar to traditional nonlinear method, kernel CCA is particularly suitable for the analysis of two related data set. Compare with other nonlinear feature fusion algorithms, such as kernel PCA, kernel CCA has an obvious advantage in the prediction of object position from a lot of pictures. Jing at al. [10] proposed a kind of color image canonical correlation analysis algorithm for color face image feature extraction and recognition. Although the traditional CCA can only solve the problem of correlation between the two groups of variables, and cannot be directly used to extracting features in color images that contain three groups of variables, this paper utilize CCA to solve the feature extraction involved three groups of variables, and apply preprocessed algorithm in the three color components of the color image to make the effectiveness of the algorithm verified in the database.
The rest of the paper is organized as follow: section 2 will give the principle of kernel discrimiant analysis. In section 3, the novel color image kernel canonical correction analysis will be described in detail. Experiment results will be given in section 4. At last, section 5 will conclude the whole paper.
II. THE PRINCIPLE OF KERNEL DISCRIMIANT ANANLYSIS
The kernel discriminant analysis is aimed to transform the original data from a low dimensional space into a nonlinear high dimensional kernel space. Assume that the original input sample sets 1 2 3 ( , , ,..., )
. For a nonlinear mapping: :
→ , after mapping, the original samples can be mapped into the high dimensional kernel space K . In the kernel space K, it is devoted to find a linear transformation which can both maximize the between-class scatter matrix and minimize the within-class scatter matrix. Then we obtain a set of mapped samples: 
.They respectively belong to three sample
. We will find three projection directions x ϕ , y ϕ , z ϕ , to maximize the correlation coefficients between the three functions ( )
ϕ − , and we can get the canonical correlation characteristics between the three groups of data set. Their correlation coefficients 1 2 3 , , r r r are defined as follows:
Φ respectively. In order to gain the maximum of the correlation coefficients 1 2 3 , , r r r , we transform (4) , (5), (6) into the following optimization problem: max ( )
.
Theorem 1: Function (7) is equivalent to solve the following three characteristic equations:
Proof: By using the Lagrange multiplier method, function (8) can be:
(1 ( ) ) , 9
x y z λ λ λ is the Lagrange multiplier.
Take the derivative of , ,
x y z ϕ ϕ ϕ respectively, and set their partial derivative equal zero, that is:
After the premultiplication , ,
ϕ ϕ ϕ to the partial derived formula the following will be :
Put (11), (12), (13) into (9), and set
equal zero, the following will be:
Through the deduction, the characteristic equations can be got as the Theorem1. Formula (9) makes three input data set canonical correlated. We call (9) as canonical correlation analysis on three data sets. Moreover, if we want to make kernel canonical correlation analysis on the three color component of the color image, we have to use kernel function instead of dot product operation, so we need: 
is singular, the first equation of (8) is expressed as a new equation:
To all solutions 
And (4) can be transformed as follow: 
The proof is similar to Theorem 1. CIKCCA is used in color image recognition, whose input data sets are a color image's preprocessed red, green, blue color component. That is the proposed CIKCCA. CIKCCA extracts canonical correlation characteristics of the three color components red, green and blue of the RGB color image, which proved to be effective in color image recognition.
B. Algorithm description

Assume
, ,
X X X represent three color components R,G,B of a color image respectively. CIKCCA is realized as following steps:
Step 1: Calculate 1 n (number of the principal components) principal components { } Y Y Y space respectively by using , ,
Step 5: Calculate , , (12),(13).
Step 6: Calculate , ,
Step 7: Construct a new data set B
Step 8: Apply the nearest neighbor classifier with the cosine distance to do classification.
IV. EXPERIMENTS
We will testify our algorithm on FRGC-V2 database. There are 12776 training images in FRGC-V2 [12] , including 16028 controlled images and 8014 uncontrolled images while controlled images have a better image quality than uncontrolled images. Training sample set consist of both controlled images and uncontrolled images. Training set contains 222 people, each has 36-64 images. We choose 100 people, everyone's 24 images are used to construct the sample set we needed, and every image is preprocessed to 60*60. Fig.1 is an individual's demo images of FRGC-V2.
In order to verify the effectiveness of our method, we will compare the results of CIKCCA and the results of CICCA on FRGC-V2 database. In the experiment, we choose 6 samples among the 24 samples in each class as training samples, the remaining samples as test samples. Each method runs ten times randomly.
In the experiment of CICCA and CIKCCA, we exact the three color components' canonical correlation characteristics of a color image by utilizing PCA, LDA and MSDDA. In PCA, we choose c-1 principal components, in LDA, we choose N-1 discriminant vectors, in MSDDA, we choose N-c discriminant vectors, these components or vectors are used for dimension reduction, where N is the total number of training samples, c is the number of the class. Table 1 shows comparison of the randomly experiment results between CICCA and CIKCCA, each class has 6 training samples and run 10 times randomly. The experiment result shows that CIKCCA increase the recognition rate by 1.02% compared to CICCA. Through nonlinear transformation, CIKCCA gets a better result than CICCA, which fully proved the superiority of the kernel methods. 
V. CONCLUSION
Color image recognition methods and kernel methods are both significant hot spots in pattern recognition and machine learning. Based on the above two methods, this paper proposed a novel color image recognition method: CIKCCA -color image kernel canonical correlation analysis method. First of all, the three groups of color components are projected into a high dimensional kernel space by utilizing kernel function, and then canonical correlation characteristics are extracted in the high dimensional kernel space and fused in the feature level. At last, the fused vectors are used for classification and recognition. The experiment results shows that our proposed approach has a better result than classical canonical correlation analysis, validating the advantage of kernel method.
