ABSTRACT. In this paper we consider the following problem: Given a unital C Ł -algebra A and a collection of elements S in the identity component of the invertible group of A, denoted inv 0 (A), characterize the group of finite products of elements of S. The particular C Ł -algebras studied in this paper are either unital purely infinite simple or of the form (A K) + , where A is any C Ł -algebra and K is the compact operators on an infinite dimensional separable Hilbert space. The types of elements used in the factorizations are unipotents (1+ nilpotent), positive invertibles and symmetries (s 2 ≥ 1). First we determine the groups of finite products for each collection of elements in (A K) + . Then we give upper bounds on the number of factors needed in these cases. The main result, which uses results for (A K) + , is that for A unital purely infinite and simple, inv 0 (A) is generated by each of these collections of elements. 0. Introduction. In this paper we consider the following problem: Given a unital C Ł -algebra A and a collection of elements S in the identity component of the invertible group of A, denoted inv 0 (A), or in U 0 (A) the identity component of the unitary group, characterize the set of finite products of elements of S. The C Ł -algebras considered in this paper are of the form (A K) + , where K is the compact operators on an infinite dimensional separable Hilbert space and A is any C Ł -algebra, and unital purely infinite simple C Ł -algebras.
0.
Introduction. In this paper we consider the following problem: Given a unital C Ł -algebra A and a collection of elements S in the identity component of the invertible group of A, denoted inv 0 (A), or in U 0 (A) the identity component of the unitary group, characterize the set of finite products of elements of S. The C Ł -algebras considered in this paper are of the form (A K) + , where K is the compact operators on an infinite dimensional separable Hilbert space and A is any C Ł -algebra, and unital purely infinite simple C Ł -algebras.
It is well known that for any unital Banach algebra inv 0 (A) is equal to the set of finite products of exponentials of elements of A. For the C Ł -algebras mentioned above we will characterize the groups of finite products generated by unipotents, positive invertibles, selfadjoint invertibles, symmetries and *-symmetries. A unipotent element has the form 1 + a with a nilpotent. Symmetries are elements that satisfy s 2 ≥ 1. A *-symmetry is a selfadjoint unitary.
The survey article [12] contains many similar factorization problems in M n , the n ðn matrices with entries in the complex numbers C, and L(H), the bounded operators on an infinite dimensional separable Hilbert space H. (In [12] symmetries are called involutions and *-symmetries are called symmetries.) For many elements it is easy to see that the set of finite products will not equal inv 0 (A). For example, if x 2 M n is a product of unipotents, it must have determinant equal to 1; the determinant condition is sufficient as well. However, in L(H) many elements besides exponentials generate inv L(H) Á , the invertible group. Included in this list are unipotents, positive invertibles, and symmetries.
Although factorization problems have been studied extensively in M n and L(H), not much else has been done until recently. In [6] de la Harpe and Skandalis consider factorization by commutators of elements in both inv 0 (A) and U 0 (A), i.e., elements of the form aba 1 b
1 with a and b 2 inv 0 (A) and U 0 (A) respectively for (A K)
+ , unital purely infinite simple C Ł -algebra and simple AF-algebras. For A ≥ C(X) M n , where X is a compact metric space, Phillips [10] characterized the group of finite products for the types of elements mentioned above as well as quasiunipotents (1+ quasinilpotent), accretives (a + a Ł is positive invertible), and positive stable elements sp(a) ² fï 2 C : Re(ï) Ù 0g Á . (It should be noted that this definition of accretive differs from definitions used elsewhere. See the comments before and after Lemma 4.1 of [10] .) It turns out (Theorem 4.5 (1) of [10] ) that for any C Ł -algebra A the accretive elements generate inv 0 (A) and the unitary accretives generate U 0 (A). Since accretive elements are positive stable (Corollary 4.3 of [10] ), positive stable elements also generate inv 0 (A).
This paper is organized as follows. Section 1 contains the characterization of the groups of finite products generated by unipotents, positive invertibles, and selfadjoint invertibles in (A K) + . Modulo an obvious scalar factor given by the unitization, we show that each element of inv 0 (A K)
+ is a finite product of unipotents, positive invertibles, or selfadjoint invertibles. We give a partial answer for symmetries: the group of finite products is characterized in K + . Upper bounds on the length of the factorizations in (A K) + are given in Section 2. In Section 3 we apply the results for (A K) + established in Section 1 to factorization problems in a unital purely infinite simple C Ł -algebra A. We show that all the sets of elements mentioned above are generators for inv 0 (A). The results in this paper come from the author's doctoral dissertation at the University of Oregon under the direction of Professor N. Christopher Phillips. I would like to thank Chris for his help and encouragement throughout the project. I am also grateful to the referee for number of useful suggestions.
In this section we will characterize the groups of finite products generated by unipotent elements, positive invertibles, selfadjoint invertibles, symmetries and *-symmetries in (A K) + . Let ô be the canonical projection from the unitization of a C Ł -algebra onto C. THEOREM 1.1. Let A be any C Ł -algebra. The set of finite products of unipotents in
An important technique in many proofs in this paper will be replacing an x in inv 0 (A) by an element that commutes with a projection. The next two lemmas allow us to do this in the proof of Theorem 1. To prove that ewv ≥ wvf it suffices to show that
The left-hand side is ef . We get ef for right-hand side since f commutes with 1 (e f ) 2 . (2) Using the definition of w and f 2 ≥ f , we have w 1 ≥ (e f )fe.
Similarly, for v we have
Since e f 2 I it follows that w 1 and v 1 are in I. 
This completes the proof of the lemma. 
The result follows by considering the factorization in the proof of (1). This completes the proof of the lemma. Now we proceed with the proof of Theorem 1.1.
Since inv 0 (A K)
+ is connected we may assume that jjx 1jj Ú 
We must factor both terms as products of unipotents. Since both p 0 and 1 p 0 were chosen to have infinite rank, the factorization of each term is similar. The details are given only for the first term. Notice that each term in (2) and (3) is in (A K K)
We factor the first term of (2), call it ã. The factorization of the other terms is similar. Now ã has diagonal entries of the form diag(ã n , ã 1 n , 1), where
+ . Thus ã can be factored as a product of three unipotent infinite block diagonal matrices. It follows from Lemma 1.4 (2) that each factor is in (A K K)
+ . This completes the proof of the theorem.
THEOREM 1.5. Let A be any C Ł -algebra. The set of finite products of positive invertibles in (A K)
+ is equal to
The proof of Theorem 1.5 uses matrix factorization techniques similar to those in the proof of Theorem 1.1. The following lemmas allow us to factor certain types of matrices as products of positive invertibles. The proofs of both lemmas make extensive use of Proposition 1.4.5 of [7] . LEMMA 1.6. Let B be a unital C Ł -algebra, and let I be an ideal in B. 
(2) Choose s n 2 B as in the proof of (1) 
Then there is an s 2 B such that
Notice that 1 + ts is invertible with (1 + ts)
Factor diag(y, given by (Ł) and (ŁŁ) in the proof of (1) 
When one considers factorization problems in a particular C Ł -algebra one might wonder if the different factorizations have similar behavior. For example, in M n all of the sets of finite products for elements considered in this paper are characterized by a determinant condition and are closed in inv(M n ). Such is not the case for (A K) + . EXAMPLE 1.9. In any C Ł -algebra A a symmetry s has the form s ≥ 2e 1, where e is an idempotent. If s 2 K + , it is easy to see that either e or 1 e is in K. In K idempotents are finite rank since they are the identity on their range. Let F denote the finite rank operators. Suppose x 2 K + is a product of symmetries. Since F is an ideal in K, x has the form f š 1 with f finite rank. Now suppose that f is a finite rank operator. Choose a basis so that f is in M n . By Theorem 3.6 of [13] , if det(f + 1 n ) ≥ š1 then f + 1 n is a finite product of symmetries in M n . Put f + 1 n ≥ Q k i≥1 s i , where s i is a symmetry in M n . Note that s i ý 1 is a symmetry in K + . It follows that the set of finite products of symmetries in K + is not closed in inv(K + ). A *-symmetry has the form 2p 1 with p a projection. Argue as above to see that the group of finite products of *-symmetries is not closed in U 0 (K + ).
Upper Bounds for Factorizations.
A companion problem to the factorization results is to find an upper bound on the length of the factorization. This has been done in several cases for exponentials. See the survey article [11] . For several types of elements, including unipotents, positive invertibles and selfadjoint invertibles, Phillips showed in [10] that there is no upper bound on the lengths of the factorizations in C(X) M 2 , where X is the Hilbert Cube [0, 1] N . The purpose of this chapter is to establish upper bounds for the length of factorization by unipotents, positive invertibles, and selfadjoint invertibles in stable C Ł -algebra. These bounds are not known to be best possible.
In [6] 
PROOF. See the proof of Lemma 7.3 of [6] . In order to prove that x is a product of three commutators they first show that x is a product of three such factors. 
Under this isomorphism
(1) 
The first factor on the right-hand side of (2) is
Substituting in (1) we get
Next we want to show that 
we get
Since each a i is unipotent, the first term of the right-hand side of (4) is unipotent. By Lemma 2.1 the second factor in (4) is a product of three terms of the form 1 0 s 1
i + . This gives
! as the product of seven unipotents and hence x as the product of 11.
To get the desired number 10, let y ≥ diag(a 1 , a 2 , . . . , a n ) and notice that in the factorization of the second term of (4) 
, and ã has the form as claimed. But then ã 1 0 w 1 ! is also lower triangular with diagonal 1's, hence unipotent. This rearrangement gives x as the product of ten unipotents.
By modifying the above proof slightly we can get upper bounds for the factorization by positive invertibles and self adjoint invertibles in a stable C Ł -algebra A. PROOF. Suppose x 2 inv 0 (A + ). Since x ≥ a + ï1 ≥ (ï 1 a + 1)ï1, where a 2 A and ï 2 C, and ï1 is positive and invertible we can assume that x ≥ a + 1.
Arguing as in the previous proof i + , and putting z ≥ diag(x 1 , 1, . . . , 1) , we get
Since each a i is positive invertible, the first factor is positive and invertible. Put y ≥ diag (a 1 , a 2 , . . . , a n ). Applying Lemma 2.1 to the second term of (2) yields
Combining (1) and (2) 3. Purely Infinite C Ł -Algebras. In this chapter we apply the factorization results established in section 1 for stable C Ł -algebras to factorization problems in the invertible group of a unital purely infinite simple C Ł -algebra. A C Ł -algebra A is purely infinite if for all x ½ 0 the hereditary subalgebra xAx contains an infinite projection.
It turns out that the set of finite products of any of the classes of elements considered above (commutators, unipotents, positive invertibles, selfadjoint invertibles, and symmetries), as well as others, is all of inv 0 (A). These results are due in part to the the fact that a purely infinite simple C Ł -algebra A contains a (*-isomorphic) copy of A K as the following lemma (Lemma 2.3 of [5] ) shows. LEMMA 3.1. Let p be a projection in a unital C Ł -algebra A with p ¾ 1 and fe ij g a system of matrix units for K. There is a homomorphism û:
A fact that will be used often in the proofs in this chapter is Proposition 2.2 of [3] : A unital purely infinite simple C Ł -algebra A contains two orthogonal projections p and q such that p ¾ q ¾ 1 in A. Given a projection p in A and x 2 inv 0 (A), the next lemma will allow us to employ our usual tactic of replacing x by an element that commutes p. PROOF. Replacing e by p and f by q, let w and v be the unipotents defined in Lemma 1.2 (1). We claim that
Since the right hand side of both (1) and (2) is a product of three positive invertibles, one need only check the claimed equalities. Recall from the proof of Lemma 1.2 (1) that 
Á as a product of symmetries as follows 
Using these definitions one can check that ü(c) ≥ û 1 (b) and so it suffices to show that ü(c) is a product of symmetries in (p + q + r)A(p + q + r).
For k ≥ 1, 2 or 3, let u k ≥ w We return now to the unital case. The next two theorems summarize the known results for generators of inv 0 (A) and U 0 (A). (2) Proposition 7.7 of [5] .
