Introduction
Internet performance measurements are carried out periodically to capture the performance of Internet links worldwide. Different Internet performance measurement frameworks available in the literature are SamKnows 1 , BISmark [1] , Dasu [2] , Netradar [3] , Portolan [4] , RIPE Atlas [5] , and perfSONAR [6] originally partially based on the PingER architecture [7] . A comprehensive review of these frameworks based on their deployment, probing methodology, features, and research impacts is carried out by Bajpai & Schonwalder [8] . Typically, these platforms use ping, mtr, cron, ntp, dig, netstat, iperf, and traceroute commands to mine the active performance metrics of the Internet links, e.g., packet loss, round trip time, jitter, delay, reachability and directivity. The metrics collected by these platforms are used to analyze the performance of Internet links worldwide. In particular, these include: end-to-end performance of the links, VoIP & Video over IP services, identifying last mile problems, congestion, optimized route selection, quantifying the digital divide, and evaluating the impact of major cable cuts, tsunamis, earthquakes, and social upheavals. Thus, this makes Internet performance measurement data repositories a valuable resource for network operators and researchers in transforming the broadband industry worldwide.
The Internet performance measurement frameworks capture the performance metrics in real time. Therefore, the collected metrics suffered from a common problem of inconsistent values with the remainder of the data set. The percentage of such values is quite high in Internet performance measurements as packets can get lost in the network due to congestion, bottleneck links, queuing overflow, out-oforder delivery, and faulty network software or hardware [9] . Consequently, inconsistent values or patterns are induced in the data which affect the overall Internet performance analysis. Such inconsistent values in the data are commonly termed as anomalies or outliers by various data analysis domains [10] . According to Hawkin's definition [11] , "An anomaly is an observation which deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism". Hence, the anomalies or outliers are the patterns in the data that deviate reasonably from the well-defined normal behavior.
Anomalies are critical as they contain interesting information about significant and rare events taking place in the environment. Therefore, detecting anomalies or outliers is often a main subject of data mining domain to help in extracting outlying observations or patterns from a given data set [12] . Anomaly detection is frequently applied to many safety critical domains, i.e., credit card or online fraud detection in the financial transaction [13] , network intrusion detection systems [14] , keystroke dynamics-based user authentication for mobile devices [15] , video surveillance [16] and healthcare data [17] . Further, an anomaly detection also plays a key role in Internet performance analysis particularly detecting sudden performance drops due to rare events such as route failure, congestion, hardware or software which may be triggered by cable cuts, earthquakes, tsunamis and social upheavals.
PingER (Ping End-to-End Reporting) 2 is also an Internet end-to-end Performance Measurement (IEPM) 3 framework led by the SLAC National Accelerator Laboratory 4 and running for the last 20 years. It contains a multi-domain historical data set (e.g., bandwidth, delay, jitter and loss) from 700 nodes in 170 countries of the world [7] , [18] . The size of the PingER data is about 60 GB stored in 100,000 flat files with a compression ratio of 5:1. The detail discussion on PingER is available in Section 2. PingER's vast end-to-end multi-domain data is challenging for network operators and researchers to query, analyze, detect and diagnose prominent performance anomalies with minimum human interaction. Further, the data set also suffers from missing values like other real-time performance measurement frameworks, which may also contribute towards false alarms.
The key anomaly detection techniques available in the literature are based on distance, density, classification, clustering and information theory [12] , [19] , [20] , [21] . For large data sets like PingER, the distance [22] and density [23] based algorithms produce unexpected results due to the curse of dimensionality. Therefore, clustering is widely used in large sized network traffic classification, analysis and anomaly identification to reduce high computation 2. www-iepm.slac.stanford.edu/pinger/ 3. http://www-iepm.slac.stanford.edu/ 4. https://www6.slac.stanford.edu/ costs [24] , [25] . Normally, anomalies are recognized as a side product of any clustering techniques [26] . However, their main objective is to find the clusters, therefore, they are not optimized to find outliers which are normally considered as a noise.
Furthermore, the outcome of these clustering algorithms is of a binary nature (data instance declared as an outlier is True or False). No measure is provided for quantifying the level of each object being an outlier. Therefore, in this paper, anomalies are detected in the PingER pre-processed data set after explicitly partitioning it into clusters to minimize the computing cost of the detection process. The pre-processing includes the transformation of PingER data flat files into a dimensional model and substituting the missing values in the data set. Afterward, a local outlier factor is calculated (instead of classifying an outlier as a binary property) for each data object by considering its nearby cluster. This local outlier factor is known as the Cluster Based Local Outlier Factor (CBLOF) which indicates its degree of outlier-ness in relation to its restricted neighborhood.
The remaining paper is organized as follows. Section 2 introduces the PingER framework. The proposed approach and performance evaluation setup for anomaly detection are explained in Section 3 and 4, respectively. Results and Discussion are presented in Section 5 and finally, Section 6 concludes the paper.
PingER Framework
The PingER framework was developed by the SLAC starting in 1995 with the objective to observe the end-toend performance of the Internet links around the world. Originally, it was designed to facilitate the modern High Energy Nuclear and Particle (HENP) physics data-extensive experiments taking place among the SLAC, the Brookhaven National Laboratory (BNL) 5 and the European Center for The PingER measurement cycle is activated by the MAs after every half hour. Each MA has a list of remote sites of interest. During each cycle, it sends a set of 100-byte ping requests and 1000-byte ping requests to each target in MA remote site list. The initial 100-byte ping is normally discarded as it is used to prime the routing caches [7] . The cycle for each remote site stops when the MA receives 10 ping responses or it has issued 30 ping requests. The raw data collected for each set of pings consists of an MA name, its IP addresses followed by the target remote site name and IP address, the payload, time stamp, packets sent, packets received, minimum Round Trip Time (RTT), maximum RTT, average RTT followed by the sequence number of the received packets and the actual RTTs of the received packets [27] . The data is publicly available through a web server (at each monitoring site) running a Common Gateway Interface (CGI) program. The main host at the SLAC works as a central data storage repository. It fetches all the raw 6 . http://home.cern/ data collected by each MA and stores it in a database on a daily basis. The data is analyzed to extract sixteen different network performance metrics, e.g., round trip time (average, maximum, and minimum), packet loss, jitter, unreachability, throughput, directivity, unpredictability, and quiescence for each day, month and year. Further, daily, monthly, and yearly summary reports are compiled for each MA and remote site pair. All reports are publicly accessible through a web interface as shown in Figure 2 7 .
Significance of the PingER Data Set
Currently, the PingER data repository at SLAC consists of 100,000 compressed flat files of 60 Gigabytes which is growing at the rate of 800 Megabytes per month. The analyzed data can be downloaded in tab-separated-value (.tsv) format on an hourly, monthly and yearly basis through the Pingtable web interface or by anonymous FTP 8 . This analyzed PingER historical data is a valuable resource for monitoring and analyzing the performance statistics of the Internet links around the world. For example, Figure 3 shows three Google Motion bubble charts 9 using PingER data set starting from 1998, that enables users to study the progress of Internet performance made by countries in comparison to their neighbors as well as the world in general. It is apparent from the figure that the China (the big red bubble-the volume of the bubble is proportional to the 7. http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl 8. ftp://ftp.slac.stanford.edu/users/cottrell/ 9. https://developers.google.com/chart/interactive/docs/gallery/motionchart country's population) has shown a significant improvement in lowering the average RTT values and increasing the throughput of the Internet links with a huge population of 1.38 billion people 10 . However, African countries are still lagging the rest of the world. Further, the data can also reveal interesting information about major events such as fiber cuts, earthquakes, tsunamis, and social upheavals. For example, the April 25, 2015 Nepal earthquake occurred at 11:56 Nepal Standard Time (NST) or 6:11 Coordinated Universal Time (UTC) 11 with a magnitude of 8.1 12 on the seismic scale. PingER successfully captured the impact of the earthquake on the Internet connectivity between the SLAC and the web server of the Nepal National Research and Education Network (NREN) 13 in Kathmandu, Nepal. It is seen in Figure 4 that there is 100% loss from after 7:39 soon after the earthquake until 11:29 14 . It is interesting to note that the connectivity stayed up for at least 1 hour 28 minutes after the earthquake. Similarly, Internet went dark during the Egypt unrest in January 2011. According to internet monitoring firm Renesys, shortly before 2300 GMT on 27 January virtually all routes to Egyptian networks were simultaneously withdrawn from the Internet's global routing 
Issues in the PingER Data Set
Besides the significance of PingER, the data set suffers from two drawbacks which can affect the quality of the finegrained performance analysis. The drawbacks are missing values and the anomalies in the data set.
Missing values: The PingER data set suffers from a high percentage of missing values or incomplete data like other real-time performance measurement frameworks [28] . These missing values are due to the loss of the probe packet in the network. The probe packet can be lost in the network due to congestion, bottleneck links, queuing overflow, faulty network hardware or drivers and due to the measurement host or target host being unavailable due to end host outages. Further, as PingER uses ICMP packets, sometimes routers deliberately hindered ICMP packets due to its low priority over TCP and UDP packets or restrict ICMP traffic due to low bandwidth or dropped ICMP packets due to security risks [7] . All these factors contribute to missing values in PingER data set which thus affect the quality of the data set for critical Internet performance analysis.
Anomalies or Outliers:
The outliers in the PingER data set are triggered by hardware failure, link failure, poor network configurations, congested routes and social upheavals creating flash crowds or high-volume flows. All these events are logged as spikes, dips, and bursts in the Internet performance measurements [29] and three in Tokyo 19 20 21 ) as shown in Figure 6 . All six hosts stayed up at the time of the earthquake. The minimum and average RTT to some hosts increased significantly as seen from SLAC as shown in Figure 7 . However, the values of RTT did not increase when seen from RIKEN 22 (Tokyo) in Japan. It appears that the increase in RTT was due to the change in route from SLAC to JAPAN, i.e., a possible undersea cable disruption due to the earthquake. Thus, it is critical for network operators and researchers to detect and analyze such outliers from the vast Internet performance measurements captured by the PingER with minimum human interaction [30] , [31] . 
Proposed Approach: Cluster Based Local Outlier Factor for Anomaly Detection
The anomaly or outlier detection algorithms based on the classical approaches use the full dimension of the data set [22] , [23] , [32] , [33] , thus, causing massive computational cost for the large data sets such as PingER. The cost can be minimized by distributing the large data set into meaningful clusters. Therefore, clustering is integrated with Local Outlier Factor (LOF) [23] to detect top n outliers in PingER data set. The approach is termed as Cluster Based Local Outlier Factor (CBLOF) which will overcome the drawbacks of clustering and LOF [26] . Consider a data set D containing the RTT values of the PingER measurements. The clustering algorithm is executed and D is partitioned into k disjoint sets i.e,
Each data instance is assigned with a local outlier factor termed as CBLOF. It is calculated based on the size of the cluster (Small Cluster (SC) or Large Cluster (LC)) and the distance between the target point and its nearby cluster. Suppose 
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Performance Evaluation Setup
The performance evaluation setup for detecting anomalies from the PingER data set consists of the following steps.
A. Extraction
The PingER data repository at SLAC fetches the raw data from all active monitoring agents daily. The daily data is then organized and analyzed to provide hourly data structured by metric, packet size, host (each host at a site is reported individually) or site (means there is one report for the aggregated hosts at a site), and the date. The data is compressed and saved in flat files with names indicating their content, e.g., average_rtt-100-by-node.tar. The data is publicly available as tar files and is retrieved via anonymous FTP 23 .
B. Missing Values & Outliers
Each uncompressed tar file contains day-to-day performance metric data files with a caption containing metric name, packet size, node and the date, i.e., average_rtt-100-by-node-2017-07-07.txt.gz. Further, each flat file analyzed daily record contains hourly data with the source & destination node name, and the missing values. The missing values are shown by a period (.) followed by a space as shown in Table 1 . These missing values are due to the ping request or reply getting lost in the network or the PingER MA not running or the remote host not responding. Similarly, the outliers in PingER data set which do not conform to the well-defined normal behavior of the adjacent values are shown red in Table 1 .
C. Transformation
During this step, a MapReduce [34] data flow is executed to transform the flat files into a PingER dimensional data model as described previously [35] . After transforming each text file for a given metric and day of the year, the data is exported into a Comma Separated Value (CVS) format for further analysis.
D. Experimental setup
The experimental setup consists of a cluster of 4 virtual 24 . Each virtual machine has four cores, 16 Gigabytes of Random Access Memory (RAM), and 220 Gigabytes of storage. First, the raw text files of 100-yearly-by-site data of PingER hosts are transformed into PingER dimensional model. The missing values are imputed using the k-NN algorithm [36] . The test data set has 806 instances (rows) and 28 attributes (columns). Next, the data is grouped into similar instances using k-means clustering algorithm which is a well-known partitioning method [37] . The value of k in k-means clustering algorithm is set to 5 and 7 in RapidMiner [38] . Finally, CBLOF algorithm is executed with different α and β values. The value of α which specifies the percentage of the data that is expected to be normal is set to 80, 90, and 100 respectively. Likewise, the value of β which specifies the minimum ratio between the size of a large and small cluster is set to 5.0, 8.0, and 1.0. The results are discussed in the next section.
Results and Discussion
After imputing the missing values, the PingER data set is partitioned with the help of the k-means clustering algorithm where the value of k is set to 5 and 7. The results of the algorithm with k = 7 are summarized in Table 2 . It appears that Cluster_3 has the highest fraction 0.356 and Cluster_0 has the lowest fraction 0.019 (the fraction is the ratio of each cluster within its point). The anomaly scores with k set to 5 & 7 with different values of α (80, 90 and 100) and β (8.0, 5.0, and 1.0) are shown in Table 3 (only top 10 results are shown). The results indicate that k = 7 gives better true anomalies as compared to k = 5 when applied in relation with CBLOF algorithm. The Detect Outlier (Distances) algorithm is used with CBLOF to detect the top 50 true anomalies in the clusters. The result shows that Cluster_0 has 6 anomalies, Cluster_1 has 1 24 . https://www.redhat.com anomaly, Cluster_2 has 2 anomalies, and Cluster_5 has 41 anomalies. A series graph in Figure 8 , shows the total no of anomalies detected by CBLOF in a PingER data set ranging from 1998 to 2016. The 806 instances (PingER nodes) are listed on the horizontal axis whereas the vertical axis indicates the total number of values in PingER data starting from 1998 to 2016. The circle points of Cluster_5 lie between 3500 to 3750. The high spikes are due to the high percentage of anomalies in this cluster which are due to the presence of the value, i.e., 3642.4 in 41 instances of the cluster. As a result, Cluster_5 has the highest deviation between the point. When the results of all clusters are merged, Cluster_5 has the highest impact and cancels the impact of anomalies of Cluster_0 as shown in Table 3 . Further, Figure 8 & 9 show that the year 1998 has the highest number of anomalies in Cluster_5. These anomalies are from the host located in the North East of China and are due to satellite link plus congestion in the network or the Chinese end hosts as average RTT is greater than 3500 ms.
Conclusion
In this paper, anomalies or outliers are detected from worldwide Internet performance measurements captured through PingER framework. First, the PingER data set is pre-processed by converting it from flat files to a PingER di- Figure 8 . Series graph of PingER data using CBLOF Figure 9 . Highest number of anomalies during the year 1998 mensional model. The missing values in the data are imputed using the k-NN algorithm. Further, the data is partitioned into clusters using the k-means clustering algorithm which helped in reducing the computational cost of the detection process. Afterward, clustering is integrated with the Local Outlier Factor (LOF) using the Cluster Based Local Outlier Factor (CBLOF) algorithm to detect the anomalies from the PingER data. The results conclude that the Cluster_5 has the highest percentage of the anomalies as compared to the other clusters. Most of these anomalies are generated by the PingER monitoring site in North East of China and are due to satellite link plus congestion in the network or the Chinese end hosts during the year 1998. Thus, anomaly detection in PingER data set reveals interesting information about the performance of the Internet links around the world.
