II. Literature survey
In this section, the existing techniques of face recognition are discussed. Bicego et al. [2] , proposed a system for face recognition based on Hidden Markov Models and wavelet coding. In this approach a sequence of overlapping sub-images are extracted from each face image and the wavelet coefficients for each of them is computed. The whole sequence is then modeled using Hidden Markov Models. Ahmed Shabaan Samra et al. [3] , proposed two methods for face recognition The first method combines the wavelet transform (WT) and fast Fourier transform (FFT) for face images of different features, illuminations and small occlusion, while the second method, combine the WT and discrete cosine transform (DCT) for face images of different scales, poses and rotated images(±20). Vinay Kumar and Shreyas [4] proposed Face recognition with variant pose, illumination and expression is a challenging problem. The Gabor wavelets approach is quite perspective and has several advantages such as invariance to homogenous illumination changes, small changes in head pose and robustness against facial hair, glasses. Lim Song Li and Norashikin Yahya [5] proposed a face recognition system combining features extracted using both Gabor wavelets and SVD. For Gabor wavelets, the extracted feature vectors are selected from only 12 out of 40 Gabor wavelets reducing computational time. For SVD, only the first five singular values are selected and its associated right singular vectors are used as the feature vectors. The combination of Gabor wavelets and SVD offers the advantage of increasing the reliability of the face recognition system. Nitin J. Sanket et al., [6] proposed a novel algorithm called Mirrored Fusion to normalize the effects of pose variations in facial images. A unique feature extraction technique called Adaptive Filter Wavelet Transform (AFWT) which is a combination of Stationary Wavelet Transform (SWT) along with Wiener filtering and scaling, Discrete Wavelet Transform (DWT) and Discrete Cosine Transform (DCT) is proposed. AFWT results in low contrast images with prominent features which are desirable for enhanced recognition rate of the FR system.Shridhar S. Shanbhag et al., [7] proposed three novel techniques, viz., Spatial Differentiation (SD), Wavelet Transform based Feature Extraction(WTFE), and Twin Pose Testing Scheme (TPTS), to improve the performance of a FR system. SD is used to enhance the facial features. WTFE uses the shift invariance property of SWT which, along with TPTS, neutralizes pose variations. A Binary Particle Swarm Optimization (BPSO) based feature selection algorithm is used to search the feature space for the optimal feature subset. Fatma Zohra Chelali and Amar Djeradi [8] proposed Gabor and Haar wavelet based feature extraction methods for the extraction of features from facial images. Face recognition experiments were carried out by using Artificial Neural Networks like MLP and RBF classifier. Daniel Madan Raja S et al., [9] proposed human face recognition system affected by varying lighting conditions. To overcome the illumination invariant problems, decomposition method is used. At various scales and frequencies the facial features are extracted by multi resolution property of Discrete Wavelet Transform(DWTs). Fusion of match scores depends on low and high frequency which is based on the human face representation to improve the accuracy in varying lighting conditions. Neelamma K. Patil et al., [10] proposed a novel method of face recognition using de-correlation of local features using Discrete Wavelet Transforms (DWT) which improves the recognition accuracy and avoids generalisability problem caused due to subspace discriminant analysis or statistical learning procedure by using a non-statistical procedure which avoids training step for face samples. The method performs well with images with partial occlusion and images with lighting variations as the local patch of the face is divided into several different patches.Fazael Ayatollahi et al., [11] proposed multimodal face recognition method which extracts features of rigid and semi-rigid regions of the face using Dual-Tree Complex Wavelet Transform (DT-CWT) DT-CWT decomposes range and intensity images into eight sub images and support vector machine (SVM) is used as the classifier. Thamizharasi Ayyavoo et al., [12] proposed face recognition with head rotation and tilt, lighting intensity and angle, facial expression, aging, partial occlusion. Multi scale technique Discrete Wavelet Transform is used for preprocessing. K Means clustering algorithm is used to cluster the pixels in face image obtained from preprocessing step. Binary threshold is applied in the clusters and performance is tested using Fuzzy K Nearest Neighbor classifier.Rasber D. Rashid et al., [13] proposed a feature extraction algorithm based on wavelets and local binary patterns (LBPs). The proposed method decomposes a face image into multiple subbands of frequencies using wavelet transform. LBP histograms based on the traditional 8-neighbour sampling points are extracted from the approximation sub-band and all LBPHs are concatenated into a single feature histogram to effectively represent the face image. Euclidean distance is used to measure the similarity of different feature histograms and the final recognition is performed by the nearest-neighbor classifier.
III. Proposed model
In this section, the proposed model of face recognition using convolution of original face image with DWT and CLBP is introduced. The block diagram of proposed model is shown in Fig. 1 
2D-Discrete Wavelet Transform
The DWT [14] transformation applied on an image will produce compressed image in one of the sub band which is useful in generating reduced number of features. The DWT decomposes an image into four sub bands such as approximation band, vertical band, horizontal band and diagonal band. Firstly, the rows of images are passed through low pass and high pass filter to generate corresponding low and high frequency coefficients. Similarly, the columns of an image are passed through low pass and high pass filter along with rows of low pass filter to generate approximation and vertical bands. The one level DWT decomposition on an image using filter is shown in Fig. 2 . 
Normalization:
Normalization is used to convert high values of LL band coefficients into lower magnitude values. The normalization is applied on LL sub-band coefficients of an image to convert high coefficients values into lower values. Each LL coefficient values are divided by maximum coefficient value to convert LL coefficient values range from 0 to 1, which helps in reducing the storage values in real time as given in equation (8) .
LL_Normalized coefficient values = (8)
2D Convolution:
The normalized LL sub-band of original face image obtained by DWT is convolved with original face image. The 2D-Convolution is used for sharpening and edge detection of an image effectively. The 2D-Convolultion of two images x (m,n) and h(x,y) is given in equation (9). x (m,n) * h(m,n)= 
Original matrix 4*4 is convolved with 2*2 Normalized matrix to get 5×5 output convolution matrix given in equation ( 13 
Compound Linear Binary Pattern (CLBP):
The CLBP operator [15] is used to obtain the CLBP feature from neighboring pixel values. The CLBP operates with window of odd number size N X N. The center pixel is considered as reference to obtain unique feature by using neighboring pixel values to compute both sign and magnitude components.
Let the centre pixel intensity value be Kc and surrounded neighbor pixel intensity values say Kp. The sign bit patterns for 3x3 matrixes are generated using Equation 14. The magnitude bit pattern is generated using Equation 15.
Where M avg = (|m1|+|m2|…………+|m8|)/8 m1 to m8 are the magnitude values of difference between respective Kp and Kc.
The example for CLBP is as shown is Figure 3 which shows unique features for both sign and magnitude component calculated for center pixel value and further this is repeated for all image pixel values in an image. 
Features
The features are extracted from database face images and test image to form single column feature vector. The single column vector helps in reducing the matching speed using Euclidean distance method.
Euclidean distance:
The distance between database features (p i ) and test features (q i ) is given in equation (16) .
Where, N=No of coefficients in a vector. Pi=Coefficient values of vectors in the database. qi=Coefficient values of vectors in the test image. The ED is used to find similarities and dissimilarities among face images to test performance of biometric system.
IV. Performance analysis
In this section, the definitions of performance parameters and experimental results of various techniques are discussed. [18] and Sagar et al., [19] is given in Table 1 . It is observed that the percentage TSR is high in the case of proposed method compared to existing algorithms. The performance of proposed method is better compared to existing algorithms for the following reasons. (i) Normalization performed on 2D DWT scales the coefficient values. ii). Convolution generates unique features. iii). CLBP performed makes the features more unique. 
Definition of Performance

V. Conclusion
Face recognition plays a crucial role in many applications which are essential and integral part of life and hence demands a high accuracy in recognizing the desired individual. An efficient approach for face recognition using convolution based DWT and CLBP feature vectors is proposed in this paper. A total success rate of 94.5% is realized with the proposed method and hence can be considered in comparison with existing methods.
