Abstract. Passwords are widely used for user authentication and, despite their weaknesses, will likely remain in use in the foreseeable future. Human-generated passwords typically have a rich structure, which makes them susceptible to guessing attacks. In this paper, we study the effectiveness of guessing attacks based on Markov models. Our contributions are two-fold. First, we propose a novel password cracker based on Markov models, which builds upon and extends ideas used by Narayanan and Shmatikov (CCS 2005). In extensive experiments we show that it can crack up to 69% of passwords at 10 billion guesses, more than all probabilistic password crackers we compared against. Second, we systematically analyze the idea that additional personal information about a user helps in speeding up password guessing. We find that, on average and by carefully choosing parameters, we can guess up to 5% more passwords, especially when the number of attempts is low. Furthermore, we show that the gain can go up to 30% for passwords that are actually based on personal attributes. These passwords are clearly weaker and should be avoided. Our cracker could be used by an organization to detect and reject them. To the best of our knowledge, we are the first to systematically study the relationship between chosen passwords and users' personal information. We test and validate our results over a wide collection of leaked password databases.
Introduction
Password-based authentication is the most widely used form of user authentication, both online and offline. Passwords will likely remain the predominant form of authentication for the foreseeable future, due to a number of advantages: passwords are highly portable, easy to understand for laypersons, and easy to implement for the operators. Despite the weaknesses passwords have, they still are and will be in use for some time. The reason can be found in [1] , which lists a large number of criteria that user authentication may fulfill, and measures the quality of a large number of user authentication mechanisms. Alternative forms of authentication can complement password, but have not been able, so far, to provide a standalone alternative solution.
In this work, we concentrate on offline guessing attacks, in which the attacker can make a number of guesses bounded only by the time and resources she is willing to invest. While such attacks can be improved by increasing the speed with which an attacker can make guesses (e.g., by using specialized hardware and large computing resources [5, 4] ), we concentrate here on techniques to reduce the number of guesses required to crack a password. Hence, our approach reduces the attack time independently of the available resources.
The optimal strategy for password cracking (both offline and online) is to enumerate passwords in decreasing order of likelihood, i.e., trying more frequent passwords first and less frequent passwords later. Moreover, human chosen passwords frequently have a rich structure which can be exploited to generate candidate guesses (e.g., using a dictionary and a set of concatenation rules).
Tools commonly used for password cracking, such as John the Ripper (JtR), exploit regularities in the structure of password by applying mangling rules to an existing dictionary of words (e.g., by replacing the letter a with @ or by appending a number). Such approach, allows to generate new guesses from an existing corpus of data, like a dictionary or a previously leaked password database. Recent work [11] [13] has shown ways to improve cracking performance by enumerating guessed passwords based on their likelihood. These password crackers have been shown to outperform JtR in certain conditions. The first insight of our work will be to build upon and improve on the performance of these probabilistic password crackers. Furthermore, while previously proposed password crackers outperform JtR, they do not consider any user specific information. This means that the guesses outputted by each of these tools are fixed and do not depend upon additional information about the user.
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Common sense would suggest that guessing a password can be done more efficiently when personal information about the victim is known. For example, one could try to guess passwords that contain the victim's date of birth or the names of their siblings. However, this raises the question, how do we order (in a probabilistic sense) what personal information to include in the guessing? While guessing likely passwords, shall we include all the information about the victims or only restrict the attack to a subset of that information? To the best of our knowledge, these questions have not been throughly explored so far and, as we will show, have a serious impact on the security of passwords. This is especially true since the steadily increasing use of social networks gives attackers access to a vast amount of public information about their victims for the purpose of password cracking.
Paper organization: We review some basics on password guessing, commonly used password guessers, as well as more related work in Section 2. In Section 3 we describe the Ordered Markov ENumerator (OMEN), and compare its performance with other password guessers. Section 4 details the idea of exploiting personal information in password guessing, some basic statistics about the data we use, a detailed description of our algorithm and the results of our experiments. We finally conclude this paper with a discussion of our findings.
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Related Work
One of the main problems with passwords is that many users choose weak passwords. These passwords typically have a rich structure and thus can be guessed much faster than with brute-force guessing attacks. Best practice mandates that only the hash of a password is stored on the server, not the password, in order to prevent leaking plain-text when the database is compromised. Furthermore, additional salting is used to avoid pre-computation attacks. Let H be a hash function and pwd the password, choose a random bitstring s ∈ R {0, 1} 16 as salt and store the tuple (s, h = H(pwd || s)). In this work we mainly consider offline guessing attacks, where an attacker is given access to the tuple (s, h), and tries to recover the password pwd . The hash function is frequently designed for the purpose of slowing down guessing attempts [9] . This means that the cracking effort is strongly dominated by the computation of the hash function making the cost of generating a new guess relatively small. Therefore, we evaluate all password crackers based on the number of attempts they make to correctly guess passwords.
John the Ripper
John the Ripper (JtR) [7] is one of the most popular password crackers. It proposes different methods to generate passwords: In dictionary mode, a dictionary of words is provided as input, and the tool tests each one of them. Users can also specify various mangling rules. When mangling rules are provided, JtR applies each rule to each word in the input dictionary. In real attacks, the dictionary mode using simple mangling rules works surprisingly well, especially when the input dictionary is derived from large collections of leaked passwords. Similarly to [3] , we discover that for relatively small number of guesses (less than 10 8 ), JtR in dictionary mode produces best results. However, we focus on attacks with larger number of attempts, for which simple, non probabilistic approaches fall short.
Password Guessing with Markov Models
Markov models have proven very useful for computer security in general and for password security in particular. They are an effective tool to crack passwords [6] , and can likewise be used to accurately estimate the strength of new passwords [2] .
The underlying idea is that adjacent letters in human-generated passwords are not independently chosen, but follow certain regularities (e.g., the 2-gram th is much more likely than tq and the letter e is very likely to follow th). In an n-gram Markov model, one models the probability of the next character in a string based on a prefix of length n − 1. Hence, for a given string c 1 , . . . , c m , a Markov model estimates its probability as
For password cracking, one basically learns the initial probabilities P (c 1 , . . . , c n−1 ) and the transition probabilities P (c n |c 1 , . . . , c n−1 ) from real-world data (which should be as close as possible to the distribution we expect in the data that we attack), and then enumerates passwords in order of descending probabilities as estimated by the Markov model (according to Equation 1).
To make this attack efficient, we need to consider a number of details. First, one usually has a limited dataset when learning the initial probabilities and transition probabilities. The limited data entails that one cannot learn frequencies with arbitrarily high accuracy, i.e., data sparseness is a problem. The critical parameters are the size of the alphabet Σ and the parameter n, which determines the length of the n-grams.
Second, one needs an algorithm that enumerates the passwords in the right order. While it is easy to compute the probability for a given password, it is not clear how to enumerate the passwords in decreasing probability. To overcome this problem, [6] provides a method to enumerate all passwords that have probability larger than a given threshold λ, but not necessarily in descending order. Hence, all passwords that have a probability (approximately) higher than λ are produced in output, where λ is an input parameter. This is sufficient for attacks based on precomputation (rainbow tables), but not for "normal" guessing attacks where guessing passwords in the correct order can drastically reduce guessing time.
Notably, an add-on to JtR has been released with an independent implementation of the algorithm presented in [6] . The implementation is available at [7] . In the evaluation section, we use this implementation as a comparison (and refer to as JtR-markov).
JtR Incremental mode (JtR-inc) [7] : The incremental mode tries passwords based on a (modified) 3-gram Markov model. Specifically, JtR-inc computes not only the probability of each 3-gram but also the probability that this particular 3-grams appears at certain indices. In this way, this attack takes into account the structure of the password (e.g., upper case appears usually at the front while numbers at the end). However, two key differences are to note: first, as for Narayanan and al. algorithm, the guesses are not generated in the true probability order and second, the Markov chain is modified so that it can cover the entire keyspace.
Probabilistic Grammars-based Schemes
Probabilistic context-free grammar (PCFG) schemes make the assumption that password structures have different probabilities [11] . In other words, some structures, such as passwords composed of 6 letters followed by 2 digits, are more frequent than others. The main idea of these schemes is therefore to extract the most frequent structures, and use them to generate password candidates.
More precisely, in the training phase, different structures are extracted from lists of real-world passwords, where each structure indicates the positions of lower and uppercase letters, numerical, and special characters, as well as the associated probabilities. In the attack phase (or password generation phase), an algorithm outputs the possible structures for the grammar with decreasing probabilities. From this output, which describes positions of the four classes of characters, password guesses are generated as follows: Numerical and special characters are substituted by those that have been observed in the training phase and in decreasing order of probability, and letters are substituted with appropriate words from a dictionary. This gives the final password candidate list.
OMEN: An Improved Markov Model Based Password Cracker
In this section we present a more efficient implementation of password enumeration based on Markov models, which is the first contribution of our work. Our implementation improves previous work based on Markov models by Narayanan et al. [6] and JtR [7] . Note that the indexing algorithm presented by Narayanan et al. [6] combines two ideas: first, it uses Markov models to index only passwords that have high probability, and second, it utilizes a hand-crafted finite automata to accept only passwords of a specific form (e.g., eight letters followed by a digit). Our algorithm is solely based on Markov models to create guesses. However, it could be combined with similar ideas as well.
An Improved Enumeration Algorithm
Narayanan et al.'s indexing algorithm [6] has the disadvantage of not outputting passwords in order of decreasing probability, however, guessing passwords in the right order can substantially speed up password guessing (see the example in Section 3.2). We developed an algorithm, the Ordered Markov ENumerator (OMEN), to enumerate passwords with (approximately) decreasing probabilities. On a high level, our algorithm discretizes all probabilities into a number of bins, and iterates over all those bins in order of decreasing likelihood. For each bin, it finds all passwords that match the probability associated with this bin and outputs them. More precisely, we first take the logarithm of all n-gram probabilities, and discretize them into levels (denoted η) similarly to Narayanan et al. [6] , according to the formula lvl i = round (log(c 1 · prob i + c 2 )) , where c 1 and c 2 are chosen such that the most frequent n-grams get a level of 0 and that n-grams that did not appear in the training are still assigned a small probability. Note that levels are negative, and we adjusted the parameters to get 10 different levels, i.e., the levels can take values 0, −1, . . . , −9. The number of levels influences both the accuracy of the algorithm as well as the runtime: more levels means better accuracy, but increased runtime.
For a specific length ℓ and level η, enumPwd(η, ℓ) proceeds as follows:
1. It identifies all vectors a = (a 2 , . . . , a l ) of length ℓ − 1 (when using 3-grams we need ℓ − 2 transition probabilities and 1 initial probability to determine the probability for a string of length ℓ), such that each entry a i is an integer in the range [0, −9] , and the sum of all elements is η.
Algorithm 1
Enumerating passwords for level η and length ℓ (here for ℓ = 4).
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function enumPwd(η, ℓ) 1. for each vector (ai) 2≤i≤ℓ with i ai = η and for each x1x2 ∈ Σ 2 with L(x1x2) = a2 and for each x3 ∈ Σ with L(x3 | x1x2) = a3 and for each x4 ∈ Σ with L(x4 | x2x3) = a4: (a) output x1x2x3x4 2. For each such vector a, it selects all 2-grams x 1 x 2 whose probabilities match level a 2 . For each of these 2-grams, it iterates over all x 3 such that the 3-gram x 1 x 2 x 3 has level a 3 . Next, for each of these 3-grams, it iterates over all x 4 such that the 3-gram x 2 x 3 x 4 has level a 4 , and so on, until the desired length is reached. In the end, this process outputs a set of candidate passwords of length ℓ and level (or "strength") η.
A more formal description is presented in Algorithm 1. It describes the algorithm for ℓ = 4. However, the extension to larger ℓ is straightforward.
Example: We illustrate the algorithm with a brief example. For simplicity, we consider passwords of length ℓ = 3 over a small alphabet Σ = {a, b}, where the initial probabilities have levels
and transitions have levels
-Starting with level η = 0 gives the vector (0, 0), which matches to the password bba only (the prefix "aa" matches the level 0, but there is no matching transition with level 0). -Level η = −1 gives the vector (−1, 0), which yields aba (the prefix "ba" has no matching transition for level 0), as well as the vector (0, −1), which yields aaa and aab. -Level η = −2 gives three vectors: (−2, 0) yields no output (because no initial probability matches the level −2), (−1, −1) yields baa and bab, and (0, −2) yields bba. -and so one for all remaining levels.
The selection of ℓ (i.e. the length of the password to be guessed) is challenging, as the frequency with which a password length appears in the training data is not a good indicator of how often a specific length should be guessed. For example, assume that are as many passwords of length 7 and of length 8, then the success probability of passwords of length 7 is larger as the search-space is smaller. Hence, passwords of length 7 should be guessed first. Therefore, we use an adaptive algorithm that keeps track of the success ratio of each length and schedules more passwords to guess for those lengths that were more effective. More precisely, our adaptive password scheduling algorithm works as follows:
1. For all n length values of ℓ (we consider lengths from 3 to 20, i.e. n = 17), execute enumPwd(0, ℓ) and compute the success probability sp ℓ,0 . This probability is computed as the ratio of successfully guessed passwords over the number of generated password guesses of length ℓ. 2. Build a list L of size n, ordered by the success probabilities, where each element is a triple (sp, level , length). (The first element L[0] denotes the element with the largest success probability.) 3. Select the length with the highest success probability, i.e., the first element L[0] = (sp 0 , level 0 , length 0 ) and remove it from the list. 4. Run enumPwd(level 0 − 1, length 0 ), compute the new success probability sp * , and add the new element (sp
Sort L and go to
Step 3 until L is empty or enough guesses have been made.
Performance Evaluation
In this section, we present a comparison between our improved Markov model password cracker and previous state-of-the-art solutions.
Datasets:
We evaluate the performance of our password guesser on multiple datasets. One of the largest lists currently publicly available is the RockYou list (RY), consisting of 32.6 million passwords that were obtained by an SQL injection attack in 2009. The passwords were leaked in clear, all further information was stripped from the list before it was leaked to the public. This list has two advantages: first, its large size gives well-trained Markov models; second, it was collected via an SQL injection attack therefore affecting all the users of the compromised service. We split the RockYou list into two subsets: a training set (RY-t) of 30 million and a testing set (RY-e) of the remaining 2.6 million passwords.
The MySpace list (MS) contains about 50 000 passwords (different versions with different sizes exist, most likely caused by different sanitation or leaked from the servers at different points in time). The passwords were obtained in 2006 by a phishing attack. As before, we split the list in a training set (MS-t) of 30 000 and a testing set (MS-e) of the remaining 20 000 passwords.
The Facebook list (FB) was posted on the pastebin.com website 5 in 2011. This dataset contains both Facebook passwords and associated email addresses. It is unknown how the data was obtained by the hacker, but most probably was collected via a phishing attack. Finally, we used a list of 60 000 email addresses and passwords leaked by the group LulzSec (we call this list LZ). The list was publicly released in June 2011 via Twitter 6 . We complemented the Facebook list by collecting the public information associated to the Facebook profiles connected to the email addresses. For each profile, we collected the public attributes, which include: first/last name; location; date of birth; friends names; siblings names; education/work names.
Ethical Considerations: Leaked password databases have been used in a number of studies on passwords [11, 10, 2] . Studying databases of leaked password has arguably helped the understanding of users real world password practices. The information we used in our study was already available to the public.
Results: In this section, we evaluate the efficiency of our password guesser OMEN, and compare it with other password guessers on different datasets. We discover that OMEN has consistently better performance compared to previously proposed algorithms. For the experiments, we trained OMEN using the RockYou training set RY-t (or MS-t in one experiment), and evaluated it on the sets RY-e, MS (or MS-e when training on MS-t), and FB. Figure 1a shows the comparison of OMEN and the Markov mode of JtR. JtR's Markov mode implements the password indexing function by Narayanan et al. [6] . Both models are trained on a list of passwords (*-t). Then, given a target number of guesses T (here 1 billion), we computed the corresponding level (η) to output T passwords. The curve shows the dramatic improvement in cracking speed given by our improved ordering of the password guesses. In fact, JtR-Markov outputs guesses in no particular order which implies that likely passwords can appear "randomly" late in the guesses. This behaviour leads to the near-linear curves shown in Figure 1a . One may ask whether JtR-Markov would surpass OMEN after the point T ; the answer is no as the results do not extend linearly beyond the point T ; and larger values of T lead to a flatter curve. To demonstrate this claim, we performed the same Figure 2a compares our guesser with the PCFG password guesser of Weir et al. [11] , based on the code available in [8] . We run it using the configuration as described in the paper and using the dictionary dict-0294 [12] . In this experiment we trained on the MySpace dataset, since the public version of PCFG seemed unable to correctly train on the larger RockYou dataset due to a memory bug.
OMEN vs PCFG:
OMEN outperforms the PCFG guesser, except when testing on the MySpace list, where PCFG produces slightly better guesses for the first 100 million attempts. However, OMEN produces better guesses after 100 million and outperforms PCFG by around 10% at 8 billion guesses. We believe the reason is that the grammar for PCFG is trained on a subset of the MySpace list, which is better adapted to guessing the MySpace list, whereas the MySpace list is too small to meaningfully train Markov models. Note that PCFG mostly plateaus after 0.5 billion guesses and results hardly improve any more, whereas OMEN still produces noticeable progress. For the other testing sets, however, OMEN produces better guesses almost from the beginning.
OMEN vs JtR's Incremental Mode:
We also compare OMEN to JtR in incremental mode (Figure 2b) . Similarly to the previous experiments, both crackers were trained on the RockYou training set of 30 million passwords. It appears clear that the incremental mode in JtR produces worse guesses than OMEN. Notably, it also produces worse guesses than any other cracker tested.
Personal Information and Password Guessing
The results of the previous section show that a significant fraction of passwords can be guessed with a (relatively) moderate number of attempts, compared to the entire possible search space. However, most techniques adopt a coarse grained approach that relies on a generic probability distribution, which by definition, does not depend on the password being guessed. Intuitively, exploiting personal information in the password cracking process may enhance the success ratio. Surpassingly, such possibility has not been extensively studied.
While a multitude of personal information can be used, we focus on a realistic scenario where these information can easily be extracted from a public source. For instance, an attacker armed with his victim email address, can gather her social network profile and use the collected information to guess her password.
Such information includes:
-Information related to the user's name, such as first name, last name, username; -Social relations such as friends' and family members' names; -Interests such as hobbies, favorite movies, etc; -Location information like the place of residence;
In the next sections, we explore the relationship between such information, referred to as hint in the rest of this paper, and passwords, as well as its effect on password cracking.
Similarity between Passwords and Personal Information
To asses whether social information can be exploited to improve password cracking, we quantify the correlation between passwords and personal information. We use two different similarity metrics to capture different aspects of the potential overlap.
Longest common substring (LCSS):
The LCSS of two strings is the longest string that is a substring of both strings. For example, the LCSS of the two strings abcabc and abcba is abc, and the LCSS of abcabc.
(Modified) Jaccard similarity (JS): The Jaccard similarity index compares similarity of two sets. For two sets X and Y , the Jaccard index is J(X, Y ) := |X∩Y | |X∪Y | . It is a similarity measure on sets, not on strings. However, we extract the n-grams from a string and apply the JS function to the sets of n-grams. There is one drawback of this measure that does not match our application, namely that appending unrelated information to the hint (which degrades the "real" usefulness only for large appended text) rapidly decreases the JS value. Therefore, we use a "modified JS" defined as follows: Given a password P and a hint H, and denoting the set of 3-grams that appear in P and H with P 3g and H 3g , respectively, we define J * 3g (P, H) := |P3g ∩H3g | |P3g |
. Figure 3 displays the cumulative distribution function (CDF) of the JS between passwords and personal information for FB and LZ datasets. For each password of the Facebook dataset, we compute the JS with each of its corresponding personal attribute. Note that any non-zero similarity means that at least one 3-gram is shared, which already is a substantial overlap. The correlation becomes stronger for about 10% of users. The grey (FB Username) and black (LZ Username) curves display the CDF of the similarity between passwords and U serN ames for the FB and LZ datasets, respectively. They both show similar shape, although surprisingly Facebook passwords seem to be more correlated to U serN ames than LZ passwords. In both datasets, about 10% of passwords seem to be highly correlated with the U serN ames attribute. Table 2 goes into more details and summarizes similarity measures between different attributes and the respective passwords of the FB datasets. As shown by Figure 3 , more than 80% of passwords have little similarity with personal information attributes. This explains the small similarity values in column JS and LCSS, that correspond to averages of the similarities over the whole dataset (since many similarities are equal to zero, the resulting averages have pretty low values). For this reason, we order the passwords according to their similarity Table 2 : Mean similarity between passwords and personal information (FB dataset).
values for the different attributes. We then present, in the columns JS(5%) and LCSS(5%), the average similarity of the top 5% for each attributes. First we notice how attributes such as U serN ames, F irstN ame and Birthday seem to substantially overlap with the passwords. For instance, for the top 5% users, U serN ames and Birthday share half of the n-grams with the password and have more than 4 and 6.4 common substring with it respectively. Furthermore, we notice that long attributes such as F riends or Education and W ork (on average 150 characters long and 50, respectively) have a high value of LCSS. Finally, the LCSS(5%) results show that the average LCSS value is around 3 which sustains the usage of a 3-grams model (rather than 2-grams or 4-grams).
In Section 4.2 we will explore how to incorporate these findings to robustly increase the performance of OMEN.
Password Creation Policies and Usernames One surprising fact highlighted by the data in the previous section is that usernames and passwords are very similar in a small, yet significant, fraction of the cases. This fact prompted us to study this specific aspect of password policies in depth, reader may refer to Appendix A for more details. The results are worrisome: out of 48 tested sites, 27 allowed identical username and password, including major sites such as Google, Facebook, and Amazon, and only 4 sites required more than one character difference between the two. This could lead to highly effective guessing attack.
OMEN+: Improving OMEN Performance with Personal Information
In Section 4.1 we showed that users' personal information and passwords can be correlated. However, it is not clear how to use such information when guessing passwords especially that some information may have a negatively impact on the performance. Let us illustrate this possibility with an example: assume that we possess extensive information about a victim. This information may include name, date of birth, location information, family member names, etc. Intuitively, this information should increase the performance of a password cracker.
For example, we could generate a password guess with the name of a sibling concatenated with their year of birth. However, in order to increase the (overall) performance, one must still order password guesses in decreasing probability. Otherwise, the integration of additional information can decrease effectiveness. To show this, for the sake of argument, let us assume that the attacker is only allowed one guess. The same argument can be extended to any number of guesses. The attacker should use some personal information for the one guess only if the probability of this password is higher than the most frequent "generic" password, say 123456. Assuming that no user specific password is, on average, more frequent than 123456, then, by including personal information, the attacker would decrease her chances of success for the single guess.
Boosting Algorithm: It is challenging to decide how to use the additional personal information. In fact, only certain parts of this data overlap with the password. In a dictionary-based attack, we need to decide which substring(s) should be added to the attack dictionary, and choosing the wrong ones one could decrease performance. With Markov models, however, the situation is easier, as n-grams are a canonical target. By increasing (conditional) probabilities of important n-grams (i.e. n-grams that are contained in hints), we can increase the probability of passwords that are related to them, and thus improve OMEN's performance. Our boosting algorithm takes as input a parameter α > 1 (see Section 4.2 on how this parameter is chosen), a hint h, and a Markov model consisting of the initial probabilities p(xy) and the conditional probabilities p(z|xy), and outputs modified conditional probabilities p * (z|xy). Let us assume we have a list of N passwords pwd 1 , . . . , pwd N , and for each password pwd i we have some additional information hint i , which may or may not help us in guessing the password. We want to automatically and efficiently determine if a specific set of hints is useful or not, and how strongly each of the hints should be weighted. Note that since hints are password-specific, trying all possible combinations would be too computationally expensive. Our algorithm works as follows 7 :
1. For each pair pwd i , hint i , two sets are defined: S i is the set of 3-grams that appear in both the password and the hint and T i is the set of 3-grams from pwd i such that hint i has a 3-gram that shares the first two letters, but not the third. For instance, if pwd i = password and hint i = passabcd then S i = {pas, ass} and T i = {ssw}. 2. For each 3-gram xyz in S i , we set the conditional probability
for a given parameter α. Considering the previous example, we boost the 3-grams pas and ass, as follows: p * (s|pa) := α · p(s|pa); p * (s|as) := α · p(s|as) By modifying a conditional probability fromp to α ·p we distribute a probability mass of (α − 1)p that we need to subtract at another place. The probabilityp is (in practice) much smaller than 1 (we use an alphabet size of |Σ| = 72), so 1 −p ≈ 1. Consequently, if we multiply all remaining (conditional) probabilities exceptp with (1 − αp), they sum up to approximately 1 again (using the approximation simplifies the calculations):
Writing s i := |S i | and t i := |T i | for the sizes of the two sets, the overall effect on password probabilities is
where p * pwdi is the "new" probability after boosting the n-grams, and p old pwdi is the "old" probability before boosting.
Estimating Boosting Parameters The section describes how the boosting parameter α of each hint i is computed. Recall that OMEN outputs password guesses in descending order of their (estimated) probabilities. Let f denote the function that gives the estimated probabilities x = f (y) for the y-th guess that OMEN outputs. This function can simply be computed by running OMEN and printing the probability estimation of the current password. The inverse function y = f −1 (x) gives the number of guesses OMEN needs to output before reaching passwords with a certain (estimated) probability. This function is shown in Figure 4 on a double logarithmic scale. In order to simplify the subsequent calculations, we approximate this function as f −1 (x) ≈ x −1.5 . The estimated number of guesses which is required to crack all passwords pwd 1 , . . . , pwd N is consequently defined by S = 1 N i=1,...,N f −1 (p pwdi ).Therefore, for a given hint i , the value α i to use to boost this hint is the value of α that minimizes the following function:
The following section presents the optimal values of α for different hints. . The x-axis shows α and the y axis the expected number of guesses.
Evaluation
Boosting Parameter Estimation We use the techniques described in the previous section to estimate the boosting parameter α for the different hints.
For each hint, we compute the sum S * for different values of α, and select the value that minimizes it. We illustrate the results with three examples: First Name: Figure 6a shows S * as a function of α for the attribute first name.
The minimum is around α = 2.3, which yields a boosting parameter of 1.
EduWork: Figure 6b shows S * as a function of α for the attribute eduWork, which is an identifier that contains the persons' education and occupancy. It has a very small decrease in the beginning, with a minimum around α = 1.2, but the overall differences are small and the remainder of the graph is monotonically increasing. The boosting parameter is 0.1, which is rounded to 0. Figure 6c shows S * as a function of α for the birthday attribute. Note that our dataset only contains a small number of profiles with that attribute, so the result might not be necessarily meaningful. Overall, there were only 7 profiles where the birthday attribute have an effect, and for two of them the effect is positive. These two have enough effect to lead to a great advantage in using the attribute. Overall, we limited the maximal parameter considered to 5.
Birthday:
Finally, we dropped the attribute email. Although it gives an alpha of 1.6 since the username is contained in email and achieves better results. All boosting parameters are summarized in Table 5 .
OMEN+ Performance Once we have estimated the values of the parameters α i for each hint i , we run OMEN+ on the Facebook (FB) list, consisting of 3140 passwords together with publicly available information about the users. The results are presented in Figure 7a . As expected, by including personal information in the Markov model, OMEN+ is able to guess more passwords in absolute terms. We have also conducted different experiments with other values α i to test the effectiveness of our estimation code. We confirmed that, when using different values α i , the cracking performance either remains the same or slightly decreases. The two lower curves in the figure show the performance of OMEN+ over all passwords with and without using personal attributes. Using personal information can increase the guessed passwords up to 5% (for lower number of guesses of up to 100 million), and around 3% at 1 billion guesses. The limited performance gain is partially explained by the fact that, as shown in Section 4.1, only a small proportion of passwords are based on personal information. The 2 curves in the upper part of the figure display the performance of OMEN+ over the top 5% passwords that are the most correlated with their personal attributes. The achieved performance is much better: About 82% of the passwords are cracked by using usernames only, and more than 88% by using all considered personal attributes. This result is very promising. Figure 7b shows a similar experiment performed on the LZ list (60000 passwords). We only had access to the local-part (i.e., the username) of the email associated to each password. Even though the information in this case was more limited, we realized similar gains compared to the previous test on the more extensive FB data.
Discussion and Conclusion
In this work we have first presented an efficient password guesser (OMEN) based on Markov models, which outperforms all publicly available password guessers. For common password lists we found that we can guess almost 70% of the passwords with 10 billion guesses. Subsequently, in our second contribution, we tested if additional personal information about a user can help us to better guess passwords. We found that some attributes indeed help, and we showed how OMEN+ can efficiently leverage this information. We summarize some of the key insights:
-Our work shows that Markov Model have even better potential than previously thought [6] , as we could make them guessing "in order", which leads to the improvements shown in Figures 1a and 1b . -We find, with our preliminary and simple experiments, that we can guess up to 5% more passwords. However this percentage is a lower bound since we had access to only a limited number of personal information and attributes. Furthermore, we show that the gain can go up to 30% for passwords that are actually based on personal attributes. This result clearly shows that passwords based on personal information are weaker and should be avoided. 
