Recent studies of liquid films driven by competing forces due to surface tension gradients and gravity reveal that undercompressive travelling waves play an important role in the dynamics when the competing forces are comparable. In this paper, we provide a theoretical framework for assessing the spectral stability of compressive and undercompressive travelling waves in thin film models. Associated with the linear stability problem is an Evans function which vanishes precisely at eigenvalues of the linearized operator. The structure of an index related to the Evans function explains computational results for stability of compressive waves. A new formula for the index in the undercompressive case yields results consistent with stability. In considering stability of undercompressive waves to transverse perturbations, there is an apparent inconsistency between long-wave asymptotics of the largest eigenvalue and its actual behaviour. We show that this paradox is due to the unusual structure of the eigenfunctions and we construct a revised long-wave asymptotics. We conclude with numerical computations of the largest eigenvalue, comparisons with the asymptotic results, and several open problems associated with our findings.
Introduction
Driven films exhibit a variety of complicated dynamics ranging from rivulets and sawtooth patterns in gravity driven flows [JdB92, SV85] to patterns in spin coating [FH94] and surfactant driven films [TWS89] . A theoretical framework for these problems is provided by a lubrication approximation of the Navier-Stokes equations [MW99, Gre78] . This yields a single partial differential equation for the film thickness as a function of position on the solid substrate and time. For directionally driven films, the driving force enters into the lubrication approximation as the flux f in a scalar hyperbolic conservation law u t + (f(u)) x = 0. Here u > 0 is the film thickness and x is the direction of the driving force. For gravity driven flow on an incline, the tangential component of gravity yields a flux proportional to u 3 [Hup82] . For surface-tension gradient driven flows f is proportional to u 2 [CHTC90] . In each of these cases, the flux is convex. Consequently, driven fronts in the film correspond to compressive shock solutions, whose simplest form is 1) in which the shock speed s = (f(u − ) − f(u + ))/(u − − u + ) satisfies the entropy condition f (u + ) < s < f (u − ); (1.2) equivalently, characteristics enter the shock on each side. Small variations in height near a compressive shock are propagated towards the shock from both sides. In practice, the discontinuous fronts (1.1) are smoothed by diffusive effects, primarily through surface tension. In the lubrication approximation, surface tension appears as a fourth order nonlinear regularization of the conservation law, but there is also secondorder nonlinear diffusion induced by the component of gravity normal to the incline, leading to the equation u t + (f(u)) x = −γ∇ · (u 3 ∇∆u) + β∇ · (u 3 ∇u).
(1.3)
In this equation, γ > 0 and β > 0 are constants. The shock waves (1.1) correspond to smooth travelling wave solutions of (1.3); for small β > 0, they typically have oscillatory overshoots and undershoots on either side of the shock. Additionally, the nonlinearity in the fourth order diffusion causes a single very pronounced overshoot or 'bump' on the leading edge of the shock (see Figure 1a) ; this structure is often referred to as a capillary ridge in experiments. Capillary ridges produced by surface tension are well known to be linearly unstable to long-wave perturbations in the transverse direction of the flow, producing the well-known fingering instability [CC92, THSJ89, KT97, YC99] . The effect of larger β is to suppress the bump (see Figure 1b) . The disappearance of the bump (for β sufficiently large) is accompanied by a transverse stabilization of the wave [BB97] . Experiments with doubly driven film flow, in which gravitational and surface tension gradient stresses are competing, have uncovered some new phenomena. While very thin films produce the characteristic capillary ridge followed by a fingering instability [CHTC90] , thicker films produce a wider capillary ridge that continues to broaden. Furthermore, the front, or leading edge of the film, remains planar; it does not experience fingering [BMFC98, KT98] .
The lubrication approximation for this problem yields an equation of the form (1.3) with a non-convex flux (see references listed above and below)
Numerical experiments [BMS99, MB99, M99] and analysis [BS99] with β small show that the experimental observations can be explained by the presence of undercompressive shocks. In particular, while weak jump initial data give rise to compressive waves, moderately strong jumps can evolve into a double shock structure in which the leading shock is undercompressive: it has the form (1.1) with a shock speed s that is larger than the characteristic speeds f (u ± ), and hence violates the entropy condition (1.2). The trailing wave is compressive (satisfying (1.2)) and travels at a slower speed. For stronger initial jumps, the solution evolves as a rarefaction wave connected to an undercompressive wave [MB99] ; this structure explains discrepancies between earlier thin film experiments [LL] and analysis based on the classical theory of conservation laws, which considers only compressive waves. The presence of undercompressive shocks is due to the combined effects of the non-convex flux and the fourth order diffusion. Moreover, numerical computations [MB99] confirm that the undercompressive leading wave is linearly stable to transverse perturbations, while the stability of the compressive shocks depends on the absence of a capillary ridge. The numerical simulations of [BMS99] also reveal a complicated relationship between initial condition/far field boundary condition and asymptotic behaviour of solutions. More specifically, for a range of far-field boundary conditions, there are multiple stable long-time asymptotic solutions including a number of compressive travelling waves (e.g. see Figure 2 ) and the two-wave structure described above, with an undercompressive leading front. The specific asymptotic solution that emerges in this case depends upon the shape of the initial data u(x, 0). For other far-field boundary conditions, only the two-wave structure is realized in the long-time limit, irrespective of the shape of the initial data. A detailed explanation of this behaviour is provided in [BMS99] .
In this paper, we specifically focus on the stability theory for travelling wave solutions u(x, y, t) = u(x − st) of the general equation while keeping in mind the special case studied in [BMS99] , corresponding to:
(1.6)
The condition (H 1 ) ensures that equation (1.5) is nonsingular. 1 As we will show, slightly different methods are required to analyze compressive versus undercompressive waves.
The existence of travelling waves is itself an interesting problem. For convex fluxes, the existence of travelling waves can be proved by a shooting argument as in [KH75] or using topological methods involving the Conley index as in [Ren96, BMS99] . The case of a non-convex flux such as (1.4) is more complicated. In particular, the phase portrait for the resulting travelling wave ODE can have more than two equilibria and the possibility of multiple heteroclinic orbits, including those that correspond to undercompressive travelling waves. A recent proof of existence of undercompressive waves for the case (1.5), (1.6) with sufficiently small D = β/γ 1/3 > 0 was given in [BS99] . Moreover, non-existence of undercompressive waves for large D was also established. Numerical results exploring the effect of varying D over a large range are explored in [M99] .
In this paper, we focus on issues concerning the stability of travelling wave solutions of (1.5). In § 2, we consider stability to one-dimensional perturbations, and in § § 3 and 4 we consider multidimensional stability.
A stability theory based on the Evans function [E, AGJ1, PW] has been developed for the stability analysis of general travelling waves. These ideas have recently been extended to the study of viscous shock waves in systems of conservation laws with second-order diffusion [GZ, ZH] and in scalar conservation laws with second-order diffusion and third-order dispersion [D, HZ.2, Z.3] . Undercompressive waves arise in both cases. In this paper, we use the Evans function to understand linear stability of travelling waves of the scalar equation (1.5). For this problem, undercompressive waves are generated from the non-convex flux and fourth order diffusion. This new context raises novel technical issues in using the Evans function. Moreover the complex structure of the travelling wave problem has interesting ramifications for the study of stability.
In § 2, following the general approach of [GZ] , we find a formula for an index Γ related to the Evans function. When Γ is negative, the travelling wave is unstable, since the presence of a positive growth rate is predicted. When positive, the index is consistent with stability. (The index only predicts the parity of the number of unstable eigenvalues or positive growth rates; when the index is positive, we are assured only that there are an even number of unstable eigenvalues, not that there are none.) The geometry underlying this index is used in § 2 to explain the following numerically observed feature: when there are multiple compressive waves for the same upstream and downstream thicknesses, the waves come in pairs, one stable and one unstable to one-dimensional perturbations. An interesting open problem is to give a rigorous proof of stability. Such a proof would require further bounds on potential unstable eigenvalues (perhaps by a variant of Grillakis' method, as in [PW, AGJS, D, P] ).
For undercompressive waves, the index requires special treatment due to the behaviour of eigenfunctions associated with the linearization about the travelling wave. In this case we derive a new simple expression for the index that we calculate easily from pictures of numerical results. This reduction turns out to be necessary for practical evaluation of the Evans function index in the case of travelling waves for higher order problems. It is a refinement of the general theory developed in [D, GZ] and directly extends to arbitrary order systems.
The difference between the compressive and undercompressive cases appears even more forcefully in the consideration of multidimensional stability. In § 3, we outline the framework for a study of stability to two-dimensional perturbations. We focus on longwave perturbations, and show numerically in § 4 that compressive waves are unstable, in agreement with long-wave asymptotics developed in § 3 (and also in [BB97, KT98] ). However, when considering undercompressive waves, there is a mathematical puzzle we call the long-wave paradox: a formal calculation [KT98, BB97] of the low-frequency (longwave) expansion of the growth rate of fingering perturbations as a function of spatial frequency yields an explicit formula for the leading order asymptotics of the growth rate of perturbations at long wave lengths. While this asymptotic formula agrees well with computed eigenvalues in the case of compressive waves, it fails for undercompressive waves. In § 3 we resolve the long-wave paradox by showing how, for undercompressive waves, the formal calculation overlooks an interesting feature of the linearized problem. In § 4, the resolution of the long-wave paradox is used to interpret numerical calculations of growth rates, demonstrating that undercompressive waves are stable to transverse perturbations.
In § 4, we also identify a curious feature of the growth rates. For parameter values for which there is an undercompressive wave, there are also multiple travelling waves and, moreover, the double shock structure collapses; the trailing compressive wave and the leading undercompressive wave have the same speed. The graphs of the growth rates (as a function of wave number) for the (unstable) compressive waves approach the maximum of the growth rates for the undercompressive wave and the compressive trailing wave. We interpret this observation in terms of the linearized equation, by observing that the trajectories of the compressive travelling waves approach a combination of the trajectories for the undercompressive wave and the trailing compressive wave.
The one dimensional case
To begin with, we consider solutions u = u(x, t) of equation (1.5) that are independent of y:
Suppose there is a travelling wave solution, which (by adding a linear term to f, f(y) = f(y) − sy) we may take to be stationary:
and boundary conditions
In addition to the standing assumptions (H 0 ), (H 1 ), we assume standard nondegeneracy conditions from [ZH] 2 : (H 2 ) a ± := f (u ± ) 0. (H 3 ) Solutions of (2.3)-(2.4) are (locally to u) unique up to translation.
Remark (H 2 ) holds if and only if (u ± , 0, 0) are hyperbolic rest points of the first-order system (for u, u , u ) associated with (2.3). Equivalently, it states that that the wave speed is non-characteristic for the underlying conservation law u t + (f(u)) x = 0.
Letting v(x, t) = e λt w(x), we obtain the eigenvalue problem Lw = λw:
Here, and below, denotes differentiation with respect to x. To demonstrate linear stability of the travelling wave u, we want to show that if Re λ > 0, λ 0, then equation (2.5), with suitable boundary conditions at ±∞, has only the trivial solution w ≡ 0. Our approach to this question is through the Evans function D(λ) (defined below) of [AGJS, GZ] . This is an analytic function whose zeroes in the right half plane (minus the exceptional point λ = 0, which lies on the boundary of the essential spectrum) correspond precisely to eigenvalues of L. Moreover, as shown in [ZH, HZ.2] , stability under quite general circumstances is equivalent to the condition: (D) D(·) has precisely one zero on {Re(λ) > 0}, consisting of a simple root at λ = 0.
The Evans function itself is rather difficult to evaluate; a more readily computable quantity is the stability index [J, PW, GZ, Z.2 In particular, Γ = −1 implies instability of the travelling wave, whereas Γ = 1 is consistent with stability. It is this computable index, and its interpretation in terms of the phase portrait of the travelling wave ODE, that provides much of the theoretical explanation of the numerically observed stability phenomena.
To construct the Evans function, we explore solutions of (2.5) as follows. Since the equation is fourth order, for each λ, there will be a four dimensional set of solutions. For λ ∈ {Re(λ) > 0}/{0}, we can choose a basis for the subspace S + of solutions that approach zero as x −→ ∞ and a basis for the subspace U − of solutions that approach zero as x −→ −∞. Then λ is an eigenvalue if S + and U − have non-trivial intersection. That is, we need a condition for the intersection of two linear subspaces of functions. This condition is that the Evans function D(λ), defined to be the Wronskian of the two pairs of basis functions of S + and U − , should vanish. In the present situation, the sign of the Wronskian is shown to be independent of x. The construction of the Evans function extends analytically to λ = 0, a fact that we use later in this section to compute the stability index.
In the construction of D(λ), we do not need to include information about whether the underlying travelling wave is compressive or undercompressive. After the Evans function is defined and related to stability of travelling waves, we then focus on the compressive and undercompressive cases in turn. In § § 2.5 and 2.6, we show that these cases differ most significantly at λ = 0, due to the fact that small disturbances propagate through an undercompressive wave, rather than being absorbed, as they are for a compressive wave. This distinction reveals itself in the structure of the subspaces S + and U − , but it can already be seen in the behaviour at x = ±∞, which we now discuss.
Asymptotic eigenvalue equations
As x → ±∞, behaviour of (2.5) is governed by the asymptotic constant coefficient equations
(2.7)
Here and below, we use subscripts ± to indicate that quantities depending on u are evaluated at u = u(±∞), respectively (e.g. c + = c(u(∞) ). In particular, a ± = f (u ± ), so that the sign of a ± governs whether characteristics for the underlying conservation law point towards the stationary front, or away from the front. This distinction shows the effect of the conservation law on the direction of propagation of small disturbances. The normal modes w := e µ ± j x of (2.7) are determined by the characteristic equation
First note that for λ = 0, one of the roots is µ = 0. This corresponds to the constant solution of equation (2.7) when λ = 0. For λ 0, we find that all solutions of (2.8) have nonzero real part.
Recall that we need to distinguish solutions w(x) that decay at x = +∞, for which Re(µ) < 0 (termed stable in Lemma 2.1 below) and solutions w(x) that decay at x = −∞, for which Re(µ) > 0 (termed unstable in Lemma 2.1).
Lemma 2.1 For λ ∈ {Re(λ) > 0}/{0}, (2.7) has two stable (i.e. negative real part) and two unstable roots, µ 1 , µ 2 < 0 < µ 3 , µ 4 (ordering by real parts). At λ = 0, there are two cases:
Proof (λ 0): First, observe that (2.8) has no imaginary roots µ for λ ∈ {Re(λ) > 0} \ {0}. For, setting µ = ki in (2.8), we have the dispersion relation
giving Re(λ) < 0 unless k = 0. Thus, the number of stable/unstable roots is constant. Taking λ → +∞, on the real axis, we have µ ∼ (−λ) 1/4 = |λ| 1/4 (−1) 1/4 , giving two stable and two unstable roots (Figure 3(a) ).
(λ = 0): At λ = 0, we can factor (2.8) as
Clearly, the first equation has no imaginary roots for a ± 0, so, we can again count roots by homotopy, taking b ± → 0 to find µ = −
. This gives two stable roots and one unstable root for a ± < 0, together with µ = 0, as claimed (Figure 3(b) ). The case a ± > 0 is symmetric. Now write (2.7) as a first order system
in the phase variable W := (w, w , w , w ) t . Throughout this paper, we will identify solutions of such fourth order scalar ODEs with solutions of their corresponding first order system.
For λ 0, each root µ k is associated with an eigenfunction w(x) = e µ k x , a solution of (2.7). Then W := (w, w , w , w ) t is a solution of (2.11). Since the equation is linear, these exponential solutions can be combined linearly to form subspaces of solutions. In keeping with the strategy of distinguishing exponentially decaying from exponentially growing solutions, we separate the corresponding subspaces of solutions S + , U − , where S + is the two-dimensional invariant subspace of solutions that decay as x −→ ∞, and U − is the two-dimensional invariant subspace of solutions that decay as x −→ −∞. The content of the following corollary is that not only are these subspaces two dimensional for λ 0, Re (λ) > 0, but they also extend analytically to λ = 0 as two dimensional subspaces, even though for λ = 0 each subspace may have a non-decaying eigenfunction (depending on the sign of a ± ) as described in Lemma 2.1. In the case of a compressive wave, a − > 0 and a + < 0. Thus for λ = 0 both S + and U − are composed of decaying eigenfunctions at their respective infinities in x. On the other hand, for an undercompressive wave, a − and a + have the same sign. If they are both negative then for λ = 0, U − has one nondecaying eigenfunction at x → −∞ while S + has two decaying modes at ∞. This difference between undercompressive and compressive waves carries over to the non-constant coefficient case describing the full eigenvalue problem (2.5). Consequently, in calculating the index Γ we treat the compressive and undercompressive cases separately.
Corollary 2.2
The stable/unstable subspaces S + /U − associated with A ± (·) are each twodimensional on {Re(λ) > 0}/{0}, and extend analytically in λ to {Re λ > 0}. More precisely, there exist bases {V 
12)
The bases can be chosen to depend analytically on λ and have the symmetry
Proof The dimension follows from Lemma 2.1. Likewise, since groups µ 1 , µ 2 and µ 3 , µ 4 remain spectrally separated on {Re λ > 0}, the generalized eigenprojections onto their associated subspaces are each analytic, by standard matrix perturbation theory [K] . The eigenprojections are given by the resolvent formula P :
. If Γ is chosen to be symmetric with respect to complex conjugation, then P is as well, by the corresponding property of A ± . Choosing an analytic basis of eigenvectors by the construction of [K, pp. 99-102] , we retain the above symmetry.
Stable and unstable manifolds
In the previous subsection, we froze the coefficients in the ODE (2.5), by setting u = u + and u = u − . This allows us to capture the behaviour of solutions of the nonconstant coefficient equation (2.5) as x −→ ±∞.
Given a solution ϕ(x) of (2.5), we associate with it the vector of derivatives
t . Given such a vector Φ, the angle it makes with a subspace T of the four dimensional phase space is the minimum of the angle between Φ and all vectors in T.
On {Re λ > 0}, define S + to be the subspace of solutions ϕ of the variable coefficient equation (2.5) whose corresponding vectors Φ approach, in angle, the subspaceS + of solutions of the constant coefficient problem as x → +∞ (Note that the bar distiguishes the constant coefficient problem as x → ±∞ from the variable coefficient problem for general x). Analogously, U − is defined to be the subspace of solutions ϕ of (2.5) whose corresponding vectors Φ approach, in angle, the subspaceŪ − as x → −∞. The existence of these subspaces is established in [GZ] 
The existence of these subspaces, along with analytic dependence on λ, follows by the gap lemma of [GZ,KS] , or alternatively by earlier results of [J,K.1-3] ; the full generality of the gap lemma is not needed here, since we have spectral separation of the subspaces S + , U − and the complementary A ± -invariant subspaces, a helpful feature of the scalar case.
The necessary hypotheses follow by analytic dependence of S + , U − , the aforementioned spectral gap, and exponential convergence of the coefficients a, b, and c as x → ±∞.
Regarding the latter property, recall from Remark 1 that u ± are hyperbolic rest points of (2.5) by virtue of (H 2 ), hence
for some α > 0, and thus
Using a slight extension of these results (see [ZH] Lemma 3.1, p. 779, or [GZ] Corollary 2.4, p. 807), we can conclude in addition that there exist basis functions ϕ are analytic on all of {Re λ > 0}; and ϕ(λ) = ϕ(λ) (see [GZ] ).
Because their associated eigenvalues may coalesce, ϕ
may not be individually analytically continuable on {Re λ > 0}; however, they are jointly continuable in the sense that their span, or alternatively their exterior product, can be analytically defined.
The Evans function
We now define the Evans function, following [AGJS, GZ] as the Wronskian of the basis functions ϕ
4 that characterize solutions decaying at +∞, at −∞, or both.
. . .
evaluated at x = 0. Note that the sign of D(λ) is independent of the value of x at which the determinant is evaluated.
Only (P3) requires discussion. This follows from the characterization of eigenfunctions of L as nontrivial solutions of (L − λ)w = 0 lying in S + ∩ U − , i.e. decaying at both ±∞. Evidently, vanishing of the Wronskian D(·) is equivalent to nontrivial intersection of S + and U − , by (2.16)-(2.17). The meaning of the Evans function at λ = 0 is less immediate, but equally important. Note that λ = 0 is an eigenvalue, with at least the eigenfunction u x , corresponding to translations of u. Moreover, since u x decays at ±∞, it lies in both U − and S + , implying D(0) = 0. Moreover, this zero of the Evans function does not interfere with either linear or nonlinear stability, as shown in [HZ.2, ZH], a result we alluded to earlier in formulating condition (D) , and which we restate here for clarity. Proposition 2.3 Linearized stability of u(·) as a solution of (2.1) w is equivalent to the Evans function condition (D) . Moreover, linearized stability implies nonlinear stability.
(Remark [HZ.2] also concerns more general, dispersive-diffusive equations such as the convex KdV-Burgers equation, or the nonconvex modified KdV-Burgers equation studied by [D, JMS, W] .)
Having defined the Evans function, we now begin to investigate whether or not it has a positive zero. To this end, we use the stability index Γ (see (2.6)) which only requires information about D(λ) for sufficiently large λ and the leading order behaviour for real λ near λ = 0. The small λ behaviour depends crucially on whether the travelling wave is compressive or undercompressive. The stability index will be shown to be a coordinateindependent orientation of the intersection of the stable/unstable manifolds of u + /u − in (2.3). The connection to stability is given through Proposition 2.4 The parity of the number of zeroes of D(·) in {Re(λ) > 0} is odd (even) according to Γ > (<)0. In particular, Γ < 0 implies instability, whereas Γ > 0 is necessary for stability.
On the other hand, the number of real roots with λ > 0 clearly has the parity claimed. The connection to stability follows from Proposition 2.3.
The Evans function as λ → ∞
Following [GZ] , we now evaluate the Evans function in the large |λ| regime. Let π : C 4 → C 4 denote orthogonal projection onto the span of the first two standard basis elements, e 1 = (1, 0, 0, 0)
t and e 2 = (0, 1, 0, 0) t . We have the following analog of Lemma 3.5 in [GZ] :
Lemma 2.5 The projection π is full rank on the A ± -invariant subspaces
This result holds for all λ.
Proof It is sufficient to treat the case that V , V are eigenvectors of A ± . If they are independent genuine eigenvectors, then, by the companion matrix structure of (2.11), we
The other possibility is that µ =μ and 
Proof The proof follows arguments of Proposition 2.8 of [GZ] , or the equivalent Proposition 7.3 of [ZH] for lower order systems of equations. The idea is to use an asymptotic argument for large λ to show that the sign of the determinant in the Evans function can be expressed in terms of the sign of the determinants in (2.19) provided λ is sufficiently large. Then Lemma 2.5, which implies that the sign of the determinants in (2.19) are independent of λ (since they are continuous and can never vanish) gives the desired result.
First we choose λ sufficiently large so that the asymptotic arguments below are valid. We can rescale (2.
where |ĉ | = O(λ −1/4 ). Applying Proposition 2.8 of [GZ] , or the equivalent Proposition 7.3 of [ZH] , we find that in phase variables, the subspacesŜ + (x)/Û − (x), defined by the evaluation of the stable/unstable subspace of (2.20) at an arbitrary x 0 , lies within angle O(λ −1/4 ) of the stable/unstable subspaces of the limiting equationŝ
with coefficientĉ held frozen at valueĉ(x 0 ). The subspaces of the limiting equations are spanned by the stable/unstable normal modes of (2.21), readily calculated to be
are fourth roots of (−ĉ) −1 .
Converting back to the original scaling, the subspaces S + (x 0 )/U − (x 0 ) defined by the evaluation of the stable/unstable subspace of (2.5) at x 0 , lie within angle O(λ −1/4 ) of the subspaces spanned by
)} respectively, where
are real-valued for λ real, and that for large λ µ 1 , µ 2 and µ 3 , µ 4 form complex conjugate pairs, we find therefore that
where M ± (x) are specific nonsingular real-valued coefficient matrices. It follows, therefore, that
Evaluating the Vandermonde determinant, and noting that all quantities involved are real and nonvanishing, hence have sign independent of x 0 , we find that
so long as λ is real and sufficiently large. But, the right hand side of (2.26) is independent of λ by Lemma 2.5.
Remark 1
The matrices M ± in the proof are used only as an intermediate book-keeping device, and play no role in the final computation.
Evaluation at λ = 0 in the Lax case
In this subsection, we restrict to the Lax case, for which
Consulting Lemma 2.1 and § 2.2, we find that S + (0), U − (0) consist of all solutions of (2.5) that exponentially decay as x → +∞, −∞ respectively. We can therefore integrate (2.5) with λ = 0 from either +∞ or −∞ to obtain
(2.28)
Note that (2.28) is exactly the variational equation for the travelling wave ODE (2.3). Indeed, one solution of (2.28) is ϕ = u x , corresponding to translation along the profile. By appropriate change of basis, we can arrange without loss of generality that
We choose ϕ + 2 and ϕ − 3 to be any independent solutions of (2.28) decaying at ±∞. Note that the travelling wave ODE (2.3) can be written as a three dimensional autonomous system 30) which has equilibria at B = (u + , 0, 0) and M = (u − , 0, 0). A travelling wave solution of (2.3) connecting u − to u + corresponds to a heteroclinic orbit of (2.30) connecting M to B. For the Lax case, M has a two-dimensional unstable manifold and B has a two-dimensional stable manifold. We now see that the subspace S + (U − ) at λ = 0 is composed of functions ϕ with corresponding vectors (ϕ, ϕ , ϕ ) t that span the tangent space of W s (B) (W u (M)) along u(·). An illustration of this structure for the special case of (1.6) is presented at the end of this section.
The next proposition, following the general approach introduced by Jones [J] relates the sign of D (0) to the orientation with which these stable/unstable manifolds intersect in the phase space R 3 of (2.3).
Similarly, a straightforward calculation (as in [GZ] ) yields
Differentiation of (2.5) with respect to λ shows that the functions z = ϕ 34) decaying at +∞, −∞ respectively. Integrating from +∞, −∞ respectively, and subtracting, we find thatz := ϕ
an inhomogeneous version of (2.28). Using (2.28), (2.35) to eliminate the fourth row in (2.33), we obtain travelling wave ODE at u + , u − respectively, and the second factor, ∆ = [u], is the KreissSakamoto-Lopatinski determinant arising in the study of inviscid stability. This is a special case of a very general relation pointed out in [ZS] between viscous and inviscid stability.
Combining Propositions 2.6 and 2.7, we have
Corollary 2.8 The stability index
We now present an example from [BMS99] and discuss how the machinery developed here explains numerical observations of one dimensional stability of compressive waves. We consider (1.6) with β = 0 and γ = 1. For each u + there is a range of u − for which multiple compressive travelling waves appear. For a special value of u − an infinite number of compressive waves occur. For the case u + = 0.1, the special value is approximately u − = 0.332051. A detailed discussion of the phase portrait for this example is given in [BMS99] . Shown in Figure 4 is a Poincaré section (at fixed u) from the phase portrait of (2.30). The stable manifold W s (B) is shown as a dashed line while the unstable manifold
is shown as a solid line. Note that this unstable manifold appears as a spiral whose center corresponds to the undercompressive connection. Each intersection of these two curves denotes a point along a heteroclinic orbit of (2.30). The intersection denoted by a circle corresponds to a one-dimensionally stable compressive wave while the box corresponds to a one dimensionally unstable compressive wave. The arrows on the figure denote the orientation of a choice of basis vectors ((ϕ Remark As often happens, we obtain a rigorous instability result by this technique, but it is only suggestive of stability. To obtain a complete stability result would require establishing nonexistence of pure imaginary eigenvalues (other than λ = 0), a separate (and quite interesting) unresolved issue.
Evaluation at λ = 0 in the undercompressive case
The undercompressive case, sgn a − = sgn a + , can be treated similarly. For example, Proposition 2.6 goes through unchanged. However, the behaviour at λ = 0 is significantly different, as might be expected from the fact that long-wave behaviour is dominated by the convection rates a ± in the far field. In the present, one-dimensional context, this leads to a slightly modified stability index. In the context of multi-dimensional stability, as we shall see later, the distinction is still more critical. Without loss of generality (and to be consistent with the thin film context [BMS99] ), assume
(2.37)
Note that this implies that there exists an intermediate equilibrium 4 u m between u − and u + . The corresponding system of equations (2.30) describing the phase portrait for the travelling wave has (at least) three equilibria B = (u + , 0, 0), M = (u m , 0, 0), T = (u − , 0, 0). The undercompressive wave corresponds to a connection from T (which has a onedimensional unstable manifold) to B (with a two-dimensional stable manifold).
Appealing again to § 2.2, we find that, as in the Lax case, S + consists of all solutions of (2.5) decaying exponentially at x = +∞. However, recalling the discussion before Corollary 2.2, when λ = 0, U − now consists of solutions that are only bounded as x → −∞. Without loss of generality, when λ = 0, choose again ϕ 38) where z ± satisfies the variational equation
Proof As in the proof of Proposition 2.7,
and Using the fact thatz := ϕ
as before satisfies (2.35), we can use (2.28), (2.35), (2.43) to reduce the fourth row of (2.42), obtaining
Using the third column to eliminate (u + − u − ), we obtain
where
Evaluation of (2.45) at x = 0 gives the first equality in (2.38). Integration of (2.34), together with (2.43), verify that z ± both satisfy (2.39), with the claimed boundary conditions at ±∞.
Now define
The reduction to a Melnikov integral in the second equality in (2.38) involves evaluation of Ψ − − Ψ + . Briefly, this follows (e.g. see, [GZ] , proof of Lemma 3.4, or [GH, Sch] ) from the (inhomogeneous) Abel's formula, 
Note that the functions z ± in (2.38) are uniquely specified by (2.39)-(2.40), modulo span{ū x , ϕ + 2 }. z − and z + have an important interpretation as the variations, in the travelling wave ODE,
of the unstable/stable manifolds of u + and u − (s) as the shock speed s is varied. Likewise, The stability index Γ is a coordinate-and normalization-independent measure of the orientation.
Calculation of Γ We now turn to the calculation of the stability index for the undercompressive case, which hinges on the calculation of the sign of the Melnikov integral
This can be evaluated conveniently in terms of the left zero eigenfunction π 0 . We postpone a discussion of the associated spectral theory to the next section. It transpires that the Melnikov integral arising in calculation of the stability index for undercompressive shocks can be expressed alternatively as
where ·, · denotes L 2 inner product, u * is the state arising in the original formula (in the present setting, u * = u − ; see [GZ] for more general situations), and k is an appropriately chosen constant. The key simplification of the Melnikov integral comes from the formula and thus, referring back to (2.49), we obtain the simple expression:
Proposition 2.11 For an undercompressive wave, the stability index Γ can be computed as
where π 0 denotes the left zero eigenfunction.
For the specific travelling wave computed numerically and shown in Figure 5 and for the corresponding π 0 shown in Figure 7 , we observe that Γ = +1, consistent with the stability of the undercompressive wave. To finish the proof of Proposition 2.11 we show the equality (2.54) then use integration by parts and the fact that π 0 (+∞) = 0. As we discuss in more detail in the next section, π 0 is uniquely specified up to a constant factor, is bounded, and satisfies the adjoint eigenvalue equation
It follows that the derivative π 0 x is uniquely specified up to constant factor by the properties that it decays at ±∞ and satisfies 
from which we readily find that e 3 satisfies e 3 − (be 3 /c) − (a/c)e 3 = 0.
Thus,
(1/c) det
satisfies (2.56) as claimed.
Remarks
The formula (2.55) in Proposition 2.11 is new, and is not restricted to the special setting of thin film models. In fact, the ideas used in its derivation, in particular (2.53) and (2.54), easily generalize to systems of conservation laws of arbitrary order to yield an analogous result. These formulae are the consequence of a general but somewhat nonstandard duality principle.
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This observation therefore represents a useful refinement in the general theory. For comparison, the formulae obtained in [GZ] for second order diffusive systems is analogous to Corollary 2.10; in the third order scalar case treated in [D] the formula obtained are explicitly evaluable, and the issue does not arise.
As pointed out in [SSch] in the diffusive case, nonvanishing of the Melnikov integral is related to well-posedness of Riemann solutions near the undercompressive shock (u − , u + , s). There is, however, no analog of (2.31) in the diffusive case, for which scalar Lax shocks are always stable [S.1, H.1, H.2, H.3, JGK].
In both the Lax and undercompressive cases, the index Γ can be evaluated numerically. However, it does not give a conclusive result of stability, yielding only parity of the number of unstable eigenvalues of L.
A complete numerical evaluation of stability can be performed efficiently using an algorithm of Brin [Br] , in which D(·) itself is evaluated numerically, and the winding number computed around {Re λ > 0}. Moreover, the largest eigenvalue can be computed numerically using the power method discussed in the following section. Furthermore, as was done in [BMS99] , nonlinear stability can be verified numerically by perturbing the stationary wave and noting convergence or divergence of solutions of the PDE. 5 In particular, note that the fact that e 3 /c satisfies the equation for z can be seen from the more general relation (z , z , z )S(w, w , w ) t ≡ constant for solutions w of the linearized travelling wave ODE (in particular, decaying solutions of the adjoint ODE at λ = 0) and solutions z of the adjoint eigenvalue ODE at λ = 0, wherẽ
For, by duality, this implies that (z , z , z )S =: (e 1 , e 2 , e 3 ), solves the adjoint of the travelling wave ODE written as a first order system, and by inspection e 3 = cz .
This relation, in turn, is a special case of
for solutions w, z of the eigenvalue and (resp.) adjoint eigenvalue ODE at λ = 0, where
under assumption cw = bw − aw. The duality relation (N1) was pointed out in [LZ.2] in the second-order diffusive (system) case; the underlying relation (N2) was pointed out in [ZH] , Lemma 4.4, and the extension to arbitrary higher order operators discussed in [ZH] , proof of Theorem 6.3.
Multi-dimensional stability and the long-wave paradox
This section addresses multi-dimensional stability and the long-wave paradox for stability of undercompressive shocks. Here we are concerned with how the spectrum of the linearized operator depends upon the transverse wave number. For this problem, we present a theoretical justification for formal and numerical treatments of the spectral problem.
A first order perturbation analysis of the spectrum can be readily carried out, both for systems and for scalar equations, by Evans function calculations very similar to those of the previous section [ZS] . What we require here, however, is a second order expansion, or 'diffusive correction' in the language of [ZS] , since scalar shock fronts are always neutrally stable to first order (see [ZS] , or calculations just below). In the present, scalar setting, this is much more convenient to carry out via standard, Fredholm solvability calculations, justified by passing to an appropriate weighted norm, than via the Evans function framework, and we shall therefore take this different point of view in what follows.
Preliminaries
Consider now the multi-dimensional version
of equation (2.
1). Linearizing about u(·), and taking the Fourier transform in transverse directions, we obtain
and k is the wave number,v =v(x, k, t).
Remark Equation (3.2) is for two space dimensions as in the application to thin films. In the case of higher dimensions, rotational invariance yields the same transformed equation in which k becomes the modulus of the wavenumber.
Associated with (3.2), we have the family
of eigenvalue equations, where L 0 is exactly the linearized operator about u(x) for the one-dimensional problem. In what follows, we will assume L k is an analytic function of k 2 , rather than just k, since in equation (3.2), L k is a quadratic polynomial of k 2 . The question, assuming stability of the one-dimensional operator, is whether the spectrum of L k remains stable as k is varied. Of particular interest (e.g. see [CE] ) is the variation for small k of the largest eigenvalue λ(k), where λ(0) = 0 corresponds to translation of the wave. For it is this mode, to leading order, that governs the propagation of disturbances along the front [G, GM, HZ.2, K.1, K.2, K.3, KS, ZH, ZS] . Stability of λ(k) for small k (i.e. Re λ 6 0) is called long-wave stability. This is the problem of most interest since the fourth order diffusion necessarily causes the dominant eigenvalue to decay as −k 4 c for large values of |k|.
Spectral Theory
A rigorous discussion of long-wave stability, in the context of conservation laws, requires additional spectral perturbation theory, beyond the usual Banach space theory of, for example, [K, Y] . The eigenvalue λ(0) = 0 of main interest is embedded in the essential spectrum of L 0 , [He, S.1, ZH] hence this standard theory does not apply. A priori there is no reason to expect an analytic development of λ(k) at such a point; indeed, for systems of conservation laws, it is a fundamental fact that λ(·) is in general not analytic at k = 0. We refer the reader to [ZS] for further discussion of this general situation.
However, in the present, scalar context, a much simpler treatment is possible by the weighted norm method of Sattinger [S.2] . Introducing the norm
with
has the effect of shifting the essential spectrum of L 0 to the left, into the strictly stable complex half-plane, as is readily checked by the methods of [He, S.2 ] (see also [Z.2] for further details). Thus, in this norm, λ(0) = 0 becomes an isolated eigenvalue, and we may conclude from standard spectral theory the existence of analytical developments
and (3.9) with respect to the standard inner product, where
(3.10)
Moreover, λ/ϕ are the unique L
2 Ω eigenvalue/function pair for L k in the vicinity of λ = 0, and λ/π the unique L 2 Ω −1 pair. An interesting feature of these developments as compared to the usual (unweighted) type is that, depending on the signs of a ± , ϕ(k) or π(k) may be nondecaying, in fact exponentially growing at ±∞. Nonetheless, as in the classical case, we have the following result, in which ·, · denotes the standard L 2 (R) inner product:
Proposition 3.1 Suppose that (consistent with one-dimensional stability) λ = 0 is a simple eigenvalue of L 0 (i.e. when k = 0), and that all other eigenvalues have a negative real part.
Let λ(k) as above denote the largest eigenvalue of L k . Then, for compactly supported initial data v 0 , and x restricted to any bounded domain, the solution v(
where P(k) denotes the generalized spectral projection operator
This can be seen from the corresponding classical result in L 2 Ω , together with the observation that Ω is bounded above and below on compact domains. For a proof in the general, systems setting, see [ZH, and 8], (note: this result is independent of the regularity of λ(·).) Proposition 3.1 states that the nonstandard eigenfunctions ϕ, π still govern asymptotic behaviour on bounded domains, analogous to 'resonant poles' in scattering theory [LP] . A useful corollary of this fact is that the power method can be used to find the largest eigenvalue/eigenfunction of L k , by solving v t = L k v starting with any compactly supported initial data. This validates the numerical stability analysis of [BB97, BMFC98] .
Likewise, the classical formula
based on solvability conditions/Fredholm alternative can be seen to apply, as a consequence of the equivalent formula in the Ω norm. That all L 2 inner products are well-defined follows from consideration of the decay/growth of ϕ, π as x → ±∞, which reveals that they and their derivatives lie in L 2 Ω , L 2 Ω −1 , respectively. (By comparison, only a weak version of the Fredholm alternative survives for systems, see [ZH] .) Remark The introduction of the weighted norm · Ω is equivalent to the change of variables z = Ωw, from which observation we may deduce that (since such a change of variables introduces only a nonzero constant multiplier) that zeroes of the Evans function correspond to eigenvalues with respect to Ω norm. Moreover, this yields the useful characterization of their generalized eigenfunctions as the intersection between the stable/unstable manifolds S + /U − defined as in § 2.
To investigate long-wave stability, we expand the operator
Using the fact that ϕ 0 =ū x , to first order we obtain
We multiply this equation with the left eigenfunction of L 0 , i.e. the solution of
is the formal adjoint, and then integrate from −∞ to +∞, to get
Integration by parts of the last term yields (3.17) since the boundary terms vanish. Hence,
as in (3.13) if π 0 is normalized by < π 0 , u x >= 1. Hence, using the explicit expression for L 1 in (3.14), we obtain, after integration by parts
Since the boundary terms vanish, the travelling wave ODE implies
To proceed further, we have to determine the left eigenfunction, by finding a solution of (3.15) with the appropriate behaviour at ±∞.
The discussion of the boundary conditions for π 0 depends upon the growth/decay rate of the travelling wave and the first order correction of the left eigenfunction, and leads to different results for the compressive and the undercompressive case.
In the Lax or compressive case, (a − > 0 > a + ), we have that the weight Ω of (3.6) grows exponentially. Thus, functions in L 2 Ω decay exponentially at +∞/ − ∞, while functions in L 2 Ω −1 are allowed to grow exponentially. Thus, the constant solution
. This validates the formal calculation in [THSJ89, BB97] via (3.13), which in this case is equivalent to simple integration, yielding (3.20) In the undercompressive case, (a − , a + < 0), on the other hand, Ω blows up as x → +∞ but decays as x → −∞. Thus, L 2 Ω functions may grow exponentially while L 2 Ω −1 functions must decay exponentially at −∞. The latter fact implies that π 0 in this case is not a constant function, hence the formal calculation of [THSJ89, BB97] no longer corresponds to (3.13). Moreover, numerical computations by the power method reveal that ϕ 1 indeed grows exponentially as x → −∞. Thus, the calculation of the Lax case, by integration against a constant is not valid to test stability in the undercompressive case, the resulting integral being unbounded, hence the conclusion of instability by this test is false. (Of course, this fallacy would likewise be detected at the level of solving for ϕ 1 .) This gives a simple explanation of the aforementioned long-wave paradox.
We further examine the growth rate of ϕ 1 at −∞ analytically: the slow growth rate
(analogous to the one-dimensional version (2.7)), at k = 0, λ = 0, gives
Now, let us consider the case b ≡ 0 corresponding to the stability computations of the undercompressive wave in [BMFC98] . Here, µ − = −λ/a − + H.O.T . Thus, in the case of stability, λ 1 < 0, we have 23) and so ϕ(k) generically exhibits exponential growth as x → −∞ for any small k > 0, the exception arising when S + intersects U − precisely along the unique decaying solution corresponding to the remaining (positive) root. Indeed, ϕ(k) (generically) decays at ±∞ in the case of instability! Remark The growth of ϕ at −∞ also raises an apparently subtle issue of competition between exponential temporal decay e Re λ(k)t and exponential spatial growth, and indeed, this issue is not resolved by considerations in the Ω norm (where spatial growth is ignored at −∞). However, heuristically, note that at the order of λ 1 , the dominant linear behaviour in the far field at −∞ is
which is precisely a translating wave with speed a − and shape corresponding to the eigenfunction in the far field. Thus, the exponential growth of the eigenfunction and exponential decay of the eigenvalue combine to produce a translation in the far field. This is consistent with the fact that for the undercompressive wave, information passes through the waves and goes off to −∞ with speed a − . Preliminary numerical computations [M99] verify that, in this regime, temporal decay indeed wins out over spatial growth. More detailed computations of [HoZ.3, Z.2], in the second order diffusive case, carry over in straightforward fashion to the case of higher-order diffusion (see [HZ.2] for a one-dimensional version) to reveal that
is a sufficient condition for linearized stability, independent of spatial growth of eigenfunction ϕ, or in our notation,
Alternative solvability condition
As discussed above, in the undercompressive case, π 0 ≡ constant is no longer a left eigenfunction for u x (as in the Lax case). Indeed, this is the key difference between Lax and undercompressive waves pointed out in [LZ.2]: the shock shift (represented at the linearized level by the component of instantaneous translation u x ) is not determined by mass (i.e. projection 1, · ), but by a different time-invariant of the solution π 0 (·), · , where π 0 is an nonconstant bounded solution of (3.25) with boundary conditions
The boundary conditions can be understood heuristically from the observation that mass near +∞ is swept inward by convection a + < 0, to interact with the shock, while mass near −∞ is swept away by a − < 0, never affecting the shock (see [ZH, § 10] , for a rigorous discussion). The condition at +∞ may be deduced rigorously by consideration of growth/decay rates at +∞ of solutions of the adjoint eigenvalue equation, which reveals that solutions in L
2 Ω −1 must in fact be bounded (note: growing solutions grow at too great an exponential rate). The condition at +∞ is clear, by exponential decay of functions in L 2 Ω −1 .
Numerical results
In this subsection, we describe numerical results for the thin film equation (3.27) which is equation (1.5) with b = 0, c = u 3 , f = u 2 − u 3 . We focus exclusively on the multi-dimensional stability of one-dimensional travelling waves. A preliminary stability analysis in [BMFC98] of compressive waves revealed that they were unstable against two-dimensional perturbations for a range of wavenumbers k > 0. On the other hand, the undercompressive wave was stable for all wavenumbers. These results agree with experimental observations of the liquid front.
In this paper, we calculate the critical growth rate λ(k) for a variety of compressive and undercompressive travelling waves, and compare the results with the long-wave asymptotic result λ(k) ∼ λ 1 k 2 as k −→ 0+, in which the coefficient is calculated numerically from the formulae above. There are several interesting features of the behaviour of λ(k) for moderate k, linked to the presence of a countable family of compressive waves for the wave speed at which there is also an undercompressive wave. 
Computation of the largest eigenvalue using the power method
For each of the travelling wave solutions, the values of the base profilesū on the finite difference grid are obtained by solving the travelling wave ODE, or by computing longtime solutions of the one-dimensional PDE. Then the dominant eigenvalue λ(k) and the corresponding eigenfunction are obtained for various wavenumbers k by solving (3.2) numerically. As in [BB97, BMFC98] , we used a finite difference scheme, with an implicit Euler time step to calculatev, then extracted the eigenvalue from the time evolution ofv after the exponential decay or growth rate in time had appeared. In addition, eigenvalues/functions were also confirmed by inverse vector iteration, a particularly useful method for computing subdominant or pairs of complex conjugate eigenvalues as in § 3.4.3.
We set parameters for the travelling waves by choosing u + = 0.1, u − = 0.332051, and shift to a reference frame (by subtracting a linear term from the flux) so that the wave is stationary. For this choice of parameters, we find an infinite number of travelling wave solutions, as observed in [BMS99] , but, as discussed in § 2.5, only every other one is stable as a solution of the one-dimensional version of (3.27). For the same parameters, there are two additional travelling waves: an undercompressive wave, from u T ≡ 1 − u − − u + = 0.567949 to u + , and a trailing compressive wave from u − to u T . (The latter wave is termed trailing because it corresponds to compressive waves that trail the undercompressive wave in numerical simulations [BMS99] of the partial differential equation with a certain range of initial data, in the limit that the two wave speeds coincide.) Figure 6 shows stability curves (graphs of λ = λ(k)) for three of the compressive waves from u − to u + (the first three in the ordering of [BMS99] that are stable to one-dimensional perturbations), for the undercompressive wave and for the trailing wave. The results for the first and third travelling wave are shown by solid lines, with additional symbols (bullets, pluses and diamonds) for the first, third and fifth travelling waves. A dot-dash curve represents the eigenvalue for the undercompressive wave, and a dashed curve the trailing compressive wave. We do not use a solid line for the fifth compressive wave, since it would coincide with the undercompressive and trailing compressive wave curves. From the figure, we immediately observe that the compressive waves all have a range of k > 0 for which they are unstable, whereas the undercompressive profile is linearly stable against transverse perturbations. Figure 6 also shows the following interesting phenomenon. Let λ(k; i) denote the stability curve for the (2i−1)th travelling wave (recall that the even numbered waves are unstable to one dimensional perturbations), and let λ uc (k) and λ tr (k) denote the dominant eigenvalues for the undercompressive and trailing compressive waves, respectively. In Figure 6 , observe that the graphs of λ(k; 3) and of max{λ uc (k), λ tr (k)} are virtually indistinguishable. This observation suggests that (3.28) This unusual limiting behaviour may be understood as follows: for large i, the (2i − 1)th travelling wave has a well-separated leading and trailing front which closely resembles a double shock composed of a leading undercompressive shock, and a trailing compressive shock having the same speed, each of which have travelling wave profiles. Correspondingly, the compressive travelling wave trajectories in phase space (i.e. trajectories from the middle equilibrium M to the bottom equilibrium B) are approximated by the union of a trajectory from M to T of the trailing compressive wave and the trajectory from T to B of the undercompressive trajectories at these parameter values. Hence the eigenvalues for these approximately composite waves are approximately given by the union of the eigenvalues of the component undercompressive and trailing waves. These general principles are familiar from the study of multi-hump solitary wave solutions in the reaction-diffusion and nonlinear optics literature, [AJ1, AGJ1, L, S.1, S.2] .
Though the proofs (from the solitary wave theory) in general break down for systems of conservation laws, due to the lack of a spectral gap at λ = 0, in the present, scalar setting they can be applied unchanged, after the usual weighting transformation to recover a spectral gap. (Alternatively, one could recall from § 2.2 the fact that S + and U − remain spectrally separated at k = 0, λ = 0, and carry out a direct proof using Evans function methods. These issues are discussed in [Z.3] .) Likewise, the eigenfunctions tend to be superpositions of the eigenfunctions (shifted so they essentially do not overlap, in keeping with the trajectories themselves) of the undercompressive and trailing compressive waves. The growth rate of the composition is then governed by the maximum of the growth rates of each part.
This observation suggests the following property:
At k = k 1 , where the two stability curves λ uc (k), λ tr (k) intersect, we might expect a loss of smoothness in λ(k; i) for i → ∞, and possibly for large enough finite i. The behaviour near k = k 1 is explored further in § 3.4.3.
Comparison with long-wave asymptotics
Next, we examine the range 0 < k < 0.1 in greater detail, and compare λ(k) for each compressive wave with the asymptotic form λ 1 k 2 , the coefficients λ 1 being calculated separately for each wave from the formula (3.20). The results are shown in the log-log plot of Figure 7 (left). In this figure, symbols correspond to computed values of λ(k) with triangles for the trailing wave, and circles, pluses and diamonds for waves one, three and five, respectively. The times symbols on the right are for the undercompressive wave. The solid lines represent λ 1 k 2 for compressive waves one and three. The line for wave five is indistiguishable from that for wave three. The dashed line represents λ 1 k 2 for the trailing wave, and the dot-dashed line for the undercompressive wave.
In Figure 7 (left), we note that the graphs of λ(k; i), i = 1, 2 clearly approach the asymptotic curves as k → 0, and stay reasonably close throughout the range 0 < k < 0.1. However, the graph of λ(k, 3) switches over in this range of k from the asymptotic curve to the curve for the compressive trailing wave. We conclude the following property: Figure 7 (left) suggests that the coefficient λ Moreover, the numerics suggest that for larger i, the leading order long-wave asymptotics agrees with the spectrum for a smaller range of k near zero. We conjecture that the analytic expansion breaks down in the limit as k → ∞ where we are essentially linearizing about a composite wave.
For the undercompressive wave, the linear stability analysis for general k can be done with the same numerical method as for the compressive case. To compute the coefficient of the long wave expansion λ 1 , we have to start with (3.18), and use the non-constant eigenfunction π 0 satisfying (3.15) with boundary conditions (3.26). Note that the argument presumes that λ 1 < 0, which can, in part, be justified here by referring to the numerical results for general k.
The adjoint problem (3.15), (3.26) was solved by discretizing the equation with finite differences similar as for the general-k problem, then solving for π 0 iteratively in a process similar to the iterative vector-iteration process used to calculate eigenvectors for known eigenvalues [Ke, PTVF] . Specifically, let p = (p i ), i = 1 . . . N denote the vector of grid-values approximating π 0 , and L disc the discrete N × N-matrix representation of the continuous operator given by (3.15), and the discrete boundary conditions
Then, successive approximations to π 0 are obtained by solving
where || − || ∞ denotes the discrete maximum norm. Note that, even though L * 0 is singular, the spectrum of the discretized operator will typically not include the eigenvalue zero, i.e. this operator is invertible and the above step can be carried out. After very few iterations, in fact we found in our numerical trials after the first iteration, the sequence of discrete p becomes stationary. The vector thus obtained is an eigenvector for the eigenvalue with the smallest modulus, and hence a good approximation of π 0 . For the special situation of equation (3.27), the resulting π 0 (x) is shown in Figure 8 . Note that the choice (3.29) for the discrete boundary conditions excludes convergence to a constant solution.
This π 0 is then used to evaluate (3.18). The resulting plot for λ 1 k 2 is shown in Figure 7 (right) as a dot-dashed line. The agreement with the numerical values λ(k) is excellent.
The spectrum for higher order compressive waves
We now present some more detailed computations showing the structure of the higher order compressive waves. Using an iterative method similar to that used to compute π 0 , we can compute the largest two eigenvalues of the linearized operator corresponding to travelling waves three (i = 2) and five (i = 3). Figure 9 shows the largest two eigenvalues and corresponding eigenfunctions for wave number three (i = 2). On the left, the solid line shows the largest eigenvalue and the dotted line shows the second eigenvalue. The long-dashed line shows the dominant eigenvalue for the trailing wave and the dot-dashed line the dominant eigenvalue for the undercompressive wave. It is clear for travelling wave three that the two eigenvalues are well separated, and that the second eigenvalue approaches a small but negative value as k → 0. On the right are the eigenfunctions for the largest two modes at k = 0. The eigenfunction with λ = 0 is shown as the solid line; it agrees precisely with the translation mode u x shown via circles. The eigenfunction corresponding to the negative eigenvalue is shown via a dotted line; it corresponds to infinitesimal but unequal shifts of the leading and the trailing edges of the wave, indicated by the observation that this wave is approximately cu x for c > 1 near the trailing part of the wave and u x near the leading part of the wave. The small negative value of this eigenvalue at k = 0 reflects the fact that the wave is just stable against one-dimensional perturbations towards one of its neighboring waves. Figure 10 shows the largest two eigenvalues and corresponding eigenfunctions for wave number five (i = 3). On the left, the solid line shows the largest eigenvalue and the dotted line shows the second eigenvalue. The long-dashed line showing the dominant eigenvalue for the trailing wave and the dot-dashed line the dominant eigenvalue for the undercompressive wave are only shown in the inset, as their agreement with the largest two eigenvalues of wave number five is very good. Unlike travelling wave three, the two eigenvalues of travelling wave five are not well separated, and appear to cross in the region marked with a box and blown up in Figure 11 . However, as for travelling wave three, the second eigenvalue approaches a small but negative value as k → 0. The inset shows an enlarged view of a region near k = 0, delineated, in the outer graph, by a small box with dotted lines. For a blow-up of the region near k = k 1 marked by the larger box with solid lines (see figure 11) . On the right are the eigenfunctions for the largest two modes at k = 0. The eigenfunction with λ = 0 is shown as the solid line; again, it agrees precisely with the translation mode u x shown via circles. The eigenfunction corresponding to the negative eigenvalue is shown via a dotted line; it again corresponds to infinitesimal but unequal shifts of the leading and the trailing edges of the wave. Figure 11 shows an enlarged view of Re λ(k) and Im λ(k) near the point where the two eigenvalues appear to cross in Figure 10 . The line styles carry over from that figure. As k approaches the intersection point, the largest and second eigenvalues coalesce, giving rise to a complex conjugate pair of eigenvalues, which reseparate into real eigenvalues after the intersection point. The imaginary part of the eigenvalues is shown to grow from zero and then shrink back to zero during this transition (see right figure) . The vertical dotted lines on each graph have exactly the same k values, and delineate the bifurcation points in k.
Conclusions
In summary, we have explored the stability of traveling waves in thin films driven by gravity and surface-tension gradients. We develop an Evans function theory for the one-dimensional stability of traveling waves that applies to a general class of viscous conservation laws including the thin film equations. In higher dimensions we develop a long-wave asymptotic theory for both compressive and undercompressive traveling waves. The results are reinforced by numerical simulations.
In the context of thin films, it is interesting that the phase portrait geometry underlying the existence of multiple traveling waves is encoded in the stability index Γ (2.6). In [BMS99] , we presented numerical evidence showing a cascade of bifurcations in the compressive traveling wave problem as the shock speed varies. In particular there exists a range of values of the shock speed for which there are multiple compressive waves with the same speed, left state, and right state. For a special shock speed there exists a countable infinity of such waves. We observed numerically that when multiple waves are ordered according to their relative position along the unstable manifold of the middle equilibrium in the phase portrait for the traveling wave problem, that these waves alternate stability in one-dimension. In this paper, we explain this observation by noting that the stability index Γ necessarily alternates sign, since its sign depends upon the orientation of the stable and unstable manifolds in the traveling wave phase portrait, as shown in Figure 4 . This provides a proof of instability for the even numbered waves, and consistency with stability of the odd numbered waves. An example of the profiles of such traveling waves is shown in Figure 2 .
An important discovery for driven films is that undercompressive waves exist at a special value of the shock speed. For the undercompressive wave, we derive a new formula (2.55) for the one-dimensional stability index that can be calculated numerically.
In § 3 we consider the stability of traveling waves to transverse perturbations. For compressive waves that are one-dimensionally stable, we provide a rigorous justification for a long-wave asymptotic formula first derived by Troian et al. [THSJ89] ) for flow down a vertical plane. This is formula (3.20) for the leading order behavior (λ 1 k 2 ) of the largest eigenvalue in the small wave number limit (k → 0). We discover, however, that this formula is not valid for undercompresive waves. This 'long-wave paradox' is resolved by the observation that, for the undercompressive wave, the eigenfunction for the zero eigenvalue of the adjoint linearized equation has spatial dependence, unlike the compressive case, for which it is constant. Taking this into account results in a new expression for the asymptotics for undercompressive waves, implying that they are stable to long wave transverse perturbations. An interesting feature of the dominant eigenfunction (for the linearized equation) is that, for small positive values of the wavenumber k, it has spatial exponential growth at −∞.
Finally, we examine the k-dependent spectrum for higher order compressive waves, as in the case of waves numbered three and five in Figure 2 . These waves are approximations of a composite wave comprised of the undercompressive wave in front and a trailing compressive wave behind it. We show via numerical computations that the largest eigenvalue for the higher order waves is well approximated by the maximum of the eigenvalues for the respective undercompressive and trailing compressive waves. The structure of the spectrum near the cross-over point can develop nonzero imaginary parts, as shown in Figure 11 .
We emphasize that, while this paper explores stability questions in some detail, our understanding of stability is still quite primitive. For example, we do not attempt to analyze the Evans function in its entirety, and our analytical results on stability to transverse perturbations are confined to small wave number asymptotics. Numerical results provide a more complete assessment of stability. The problem discussed here is just one illustration of the rich structure of nonlinear fourth order PDEs and their connection to problems in thin liquid films.
