Abstract. For a finite dimensional algebra A of finite global dimension the bounded derived category of finite dimensional A-modules admits AuslanderReiten triangles such that the Auslander-Reiten translation τ is an equivalence. On the level of the Grothendieck group τ induces the Coxeter transformation Φ A . More generally this extends to a homologically finite triangulated category T admitting Serre duality. In both cases the Coxeter polynomial, that is, the characteristic polynomial of the Coxeter transformation yields an important homological invariant of A or T . Spectral analysis is the study of this interplay, it often reveals unexpected links between apparently different subjects.
Introduction
Let k be a field and A be a finite dimensional k-algebra. If A has finite global dimension, a theorem of Happel [28] By construction, the Coxeter polynomial is a derived invariant of A, that is, two algebras A and B (of finite global dimension) with triangle-equivalent bounded derived categories have identical Coxeter polynomials. The set of roots of the Coxeter transformation equals the spectrum of the Coxeter transformation. The spectral radius of Φ A , that is, the maximum of the absolute values of the complex roots of χ A will also be called the spectral radius of A or χ A .
The main task of the present article is to investigate the impact of the spectrum of A on the ring-and module-theoretic properties of A and to identify important classes of finite dimensional algebras by their spectral properties. While it is true that algebras with very different features can have the same spectrum, under reasonable restrictions the information on A provided by its spectrum is surprisingly good.
Further, the spectral analysis of finite dimensional algebras yields an important window linking representation theory of finite dimensional algebras to many different areas of current research. The link is provided through the following observation. Let P 1 , . . . , P n be a complete, representative system of indecomposable projective A-modules. The integers c ij = dim k Hom(P i , P j ) yield an integral n × nmatrix C = (c ij ) with the property that Φ = −C −1 C t represents the Coxeter transformation Φ A in the basis of K 0 (A) formed by the classes [P 1 ], . . . , [P n ], and in particular is again an integral matrix.
Similar situations may be encountered in Lie theory, graph theory, knot theory, and singularity theory. In the present paper we concentrate on the links to graph theory and to singularity theory. We show -in the setting investigated in Sections 6 and 7 -that the representation theory of a path algebra of a Dynkin quiver, or of a tubular canonical algebra, or of an extended canonical algebra yields a categorification of the Milnor lattice, a central tool for the analysis of isolated singularities. Compare [20] for the relevant concepts.
The paper is organized as follows. In Section 1 we review general properties of the spectrum and discuss the interplay between an algebra and its spectrum. In particular, we deal with the relationship to graph theory, in connection with path algebras of bipartite quivers. In Section 2 we review basic results concerning hereditary, canonical, extended canonical and supercanonical algebras. These classes of algebras are particularly suitable to spectral analysis. In Section 3 we consider the problem to characterize the derived class of an algebra by its spectral data. We discuss known and new examples of isospectral algebras. We consider the recently introduced concept of representability of self-reciprocal polynomials, relating certain Coxeter polynomials to spectra of graphs, thus extending the range of phenomena in graph theory related to representation theory.
In Section 4 we study an important device to construct large algebras from smaller ones, the formation of one-point extensions, a process inverse to the formation of perpendicular categories with respect to exceptional modules. Explicit formulas are given expressing the corresponding changes of the Coxeter polynomials. We further discuss properties of such extensions for the classes of hereditary and canonical algebras.
In Section 5 we introduce a new class of algebras, called accessible algebras, which can be obtained by successive one-point extensions with exceptional modules, starting with the field k. Poset and tree algebras belong to this class, moreover the derived closure of the class of accessible algebras contains many of the algebras considered before. Despite the fact that also accessible algebras are not characterized by their Coxeter polynomials, we present a method to identify the derived class of an accessible algebra by spectral techniques.
In Section 6 we present the (graded) singularities attached to a weighted projective line X, and discuss the shape of the triangulated category of the singularities of R ( [11] , [61] and [39] ), which largely depends on the sign of the Euler characteristic of X. In the study of the derived category of finite dimensional modules over an extended canonical algebra, recently completed by the authors, an important tool was Orlov's theorem [61] to link this category to the triangulated category of singularities of a graded singularity, naturally associated to the context. This connection is the subject of sections 6.3 and 6.4.
In Section 7 we enlarge the range of hereditary representation theory by studying the stable category of vector bundles vect X on a weighted projective line. This category inherits the structure of a triangulated category from the Frobenius category vect X of vector bundles on X, whose class of projective (=injective) objects is a naturally chosen class of line bundles on X. The stable category of vector bundles on X is more accessible than the equivalent triangulated category of singularities studied in Section 6. For instance it allows an easy access to its Auslander-Reiten quiver. Based on spectral analysis, for the minimal wild weight type (2, 3, 7), we offer a direct analysis of vect X, thus bypassing Orlov's theorem. In the last Section 8 we offer a global view on the known classes of derived accessible algebras and discuss a number of open problems.
As standard references we mention [3] , [69] , [70] , [4] , [64] for algebras, and [20] or singularities.
The spectrum, general properties
For the moment k may be an arbitrary field. (Only later we will assume that k is algebraically closed.) Let A be a finite dimensional k-algebra. Let S 1 , . . . , S n be a complete system of pairwise nonisomorphic simple A-modules. Let P 1 , . . . , P n (respectively I 1 , . . . , I n ) denote complete systems of indecomposable projective (respectively injective) A-modules such that P i (resp. I i ) is the projective (resp. injective) hull of S i . By Jordan-Hölder's theorem the classes [S 1 ], . . . , [S n ] of simple A-modules naturally form a basis of the Grothendieck group K 0 (A) of the category mod -A of finite dimensional (right) A-modules with respect to short exact sequences.
If A has finite global dimension then we dispose of a number of additional features:
(i) n dim k Ext n (X, Y ). This form is called the Euler form, it is non-degenerate.
(v) Due to Serre duality of D b A, Euler form and Coxeter transformation on K 0 (A) are related by the formula y, x = − x, Φ A y for all x, y ∈ K 0 (A). Hence K 0 (A), equipped with the Euler form, is a bilinear lattice in the sense of [46] .
Fixing a basis e 1 , . . . , e n we may identify K 0 (A) with Z n , with members written as column vectors. With the help of C = ( e i , e j ), called the Cartan matrix with respect to e 1 , . . . , e n , we express the Euler form as x, y = x t C y. The next assertion is an easy consequence of property (iv) above. Lemma 1.1. With the above conventions, the Coxeter transformation Φ A is given by left matrix multiplication with the Coxeter matrix Φ A = −C −1 C t with respect to e 1 , . . . , e n .
While C has a nonzero determinant, it may not be invertible over the integers, however the Coxeter matrix Φ A is always an integral matrix (and of determinant one). This poses some restriction on the integral matrices qualifying as Cartan matrices. For the applications to follow, we mostly deal with the basis of indecomposable projectives or simples, respectively. It will always be clear from the context, which of the two cases is considered.
The lemma implies that the Coxeter polynomial χ A , that is, the characteristic polynomial of Φ A , is always monic, integral, and self-reciprocal. We recall that a polynomial f = a 0 + a 1 x + · · · + a n x n of degree n is called self-reciprocal (or symmetric, or palindromic) if a i = a n−i for all i = 0, . . . , n. It is equivalent to request that f (x) = x n f (1/x). In this survey we will only consider self-reciprocal polynomials which are monic and integral.
By design, the Coxeter polynomial χ A reflects important homological properties of the algebra A. The exact nature of this relationship remains however mysterious, and only a few results of a general nature are known. The most notable instance is a result of Happel [29] , expressing the degree one coefficient of χ A in terms of Hochschild cohomology H i A. Note that H i A = 0 if i is greater than the global dimension gl.dim(A) of A. 
1.1. Spectral radius one, periodicity. If the spectrum of A lies in the unit disk, then all roots of χ A lie on the unit circle, hence A has spectral radius ρ A = 1. Clearly, for fixed degree there are only finitely many monic integral polynomials with this property. Due to Kronecker's theorem, see [27, Prop. 1.2.1], these are easy to classify. We recall that the n-th cyclotomic polynomial Φ n is the minimal polynomial of a primitive n-th root of unity over the rational number field Q. The polynomial Φ n is monic integral of degree ϕ(n), where ϕ is Euler's totient function, see [44] . The Φ n can be recursively obtained from the formula ( The following table displays the number of such polynomials f for small degrees; a(n) is the number of monic polynomials of degree n of spectral radius 1, b(n) is the number of those which are additionally self-reciprocal and c(n) is the number of those which are self-reciprocal and where f (−1) is the square of an integer. (The reason to consider such polynomials will become clear later, see Section 1.2). Indeed, there is an efficient algorithm to determine such polynomials of given degree n. The algorithm is based on a quadratic bound n ≤ 4 ϕ(n) 2 for n in terms of Euler's totient ϕ(n), see [68, p. 248] . Note that there is no linear bound for n in terms of ϕ(n).
Cyclotomic polynomials Φ n and their products are a natural source for selfreciprocal polynomials. Clearly, Φ 1 = x − 1 is not self-reciprocal, but all the remaining Φ n (with n ≥ 2) are. Hence, exactly the polynomials (x − 1) 2k n≥2 Φ en n with natural numbers k, e n are self-reciprocal of spectral radius one.
It is not a coincidence that in the above table we have a(n) = b(n + 1) for n even and a(n) = b(n) for n odd. Indeed, if f is self-reciprocal of odd degree then f (−1) = 0 and hence f = (x + 1)g, where g is also self-reciprocal.
The following finite dimensional algebras are known to produce Coxeter polynomials of spectral radius one:
(1) hereditary algebras of finite or tame representation type, see Section 2.1; (2) all canonical algebras, see Section 2.2; (3) (some) extended canonical algebras, see Section 2.4; (4) generalizing (2), (some) algebras which are derived equivalent to categories of coherent sheaves.
We put v n = 1 + x + x 2 + . . . + x n−1 . Note that v n has degree n − 1. There are several reasons for this choice: first of all v n (1) = n, second this normalization yields convincing formulas for the Coxeter polynomials of canonical algebras and hereditary stars, third representing a Coxeter polynomial -for spectral radius one -as a rational function in the v n 's relates to a Poincaré series, naturally attached to the setting, compare Section 4.
In the column 'v-factorization', we have added some extra terms in the nominator and denominator which obviously cancel. The reason to complete the fraction in this way will become apparent in Section 6. Proof. Let C be the Cartan matrix of A with respect to the basis of indecomposable projectives. Since A is triangular and k is algebraically closed, we get det C = 1, yielding
Hence χ A (−1) is the determinant of the skew-symmetric matrix S = C t − C. Using the skew-normal form of S, see [58, Theorem IV.1], we obtain S ′ = U t SU for some U ∈ GL n (Z), where S ′ is a block-diagonal matrix whose first block is the zero matrix of a certain size and where the remaining blocks have the shape
with integers m i . The claim follows.
Which self-reciprocal polynomials of spectral radius one are Coxeter polynomials?
The answer is not known. If arbitrary base fields are allowed, we conjecture that all self-reciprocal polynomials are realizable as Coxeter polynomials of triangular algebras. Restricting to algebraically closed fields, already the request that f (−1) is a square discards many self-reciprocal polynomials, for instance the cyclotomic polynomials Φ 4 , Φ 6 , Φ 8 , Φ 10 . Moreover, the polynomial f = x 3 + 1, which is the Coxeter polynomial of the non simply-laced Dynkin diagram B 3 , does not appear as the Coxeter polynomial of a triangular algebra over an algebraically closed field, despite of the fact that f (−1) = 0 is a square. Indeed, the Cartan matrix 1.3. Relationship with graph theory. Given a (non-oriented) graph ∆, its characteristic polynomial κ ∆ is defined as the characteristic polynomial of the adjacency matrix M ∆ of ∆. Observe that, since M ∆ is symmetric, all its eigenvalues are real numbers. For general results on graph theory and spectra of graphs see [15] and [16] .
There are important interactions between the theory of graph spectra and the representation theory of algebras, due to the fact that if C is the Cartan matrix of A = k[ ∆], then M ∆ is determined by the symmetrization C + C t of C, since
We shall see that information on the spectra of M ∆ provides fundamental insights into the spectral analysis of the Coxeter matrix Φ A and the structure of the algebra A. 
A fundamental fact for a hereditary algebra
, where n is the number of vertices of ∆ and κ ∆ is the characteristic polynomial of the underlying graph ∆ of ∆ Proof. Since ∆ is bipartite, we may assume that the first m vertices are sources and the last n − m vertices are sinks. Then the adjacency matrix A of ∆ and the Cartan matrix C of A, in the basis of simple modules, take the form: A = N + N t , C = I n − N , where
We shall come back to this representability property of χ A . The above result is important since it makes the spectral analysis of bipartite quivers and their underlying graphs almost equivalent. Note, however, that the representation theoretic context is much richer, given the categorical context behind the spectral analysis of quivers. The representation theory of bipartite quivers may thus be seen as a categorification of the class of graphs, allowing a bipartite structure.
Constructions in graph theory. Several simple constructions in graph theory provide tools to obtain in practice the characteristic polynomial of a graph. We recall two of them (see [15] for related results):
(a) Assume that a is a vertex in the graph ∆ with a unique neighbor b and ∆ ′ (resp. ∆ ′′ ) is the full subgraph of ∆ with vertices ∆ 0 \ {a} (resp. ∆ 0 \ {a, b}),
Let ∆ i be the graph obtained by deleting the vertex i in ∆. Then the first derivative of κ ∆ is given by κ
The above formulas can be used inductively to calculate the characteristic polynomial of trees and other graphs. They immediately imply the following result that will be used often to calculate Coxeter polynomials of algebras. 
(ii) The first derivative of the Coxeter polynomial satisfies:
where
Proof. Use the corresponding results for graphs and A'Campo's formula for the algebras A and its quotients A (i) .
Later part (i) of the proposition will be extended to triangular algebras, see Proposition 3.4.
Important classes of algebras
In this section we give the definitions and main properties of such classes of finite dimensional algebras where information on their spectral properties is available. It is no accident that these algebras will reappear in Section 5, where we are going to describe a powerful method to decide on the (derived) shape of an algebra through spectral analysis. (ii) For a hereditary algebra A = k[ ∆], the spectral radius ρ A = ρ ΦA determines the representation type of A in the following manner:
• A is representation-finite if 1 = ρ A is not a root of the Coxeter polynomial χ A .
• A is tame if 1 = ρ A ∈ Roots(χ A ).
• A is wild if 1 < ρ A . Moreover, if A is wild connected, Ringel [65] shows that the spectral radius ρ A is a simple root of χ A . Then Perron-Frobenius theory yields a vector y
A y − . The vectors y + , y − play an important role in the representation theory of A = k[ ∆], see [17] , [63] . Namely, for an indecomposable A-module X: (a) X is a preprojective A-module (that is, τ 
Explicit formulas, special values. We are discussing various instances where an explicit formula for the Coxeter polynomial is known.
star quivers. Let A be the path algebra of a hereditary star [p 1 , . . . , p t ] with respect to the standard orientation, see
Since the Coxeter polynomial χ A does not depend on the orientation of A we will denote it by χ [p1,...,pt] . It follows from [50, prop. 9 .1] or [8] that
In particular, we have an explicit formula for the sum of coefficients of χ = χ [p1,...,pt] as follows:
This special value of χ has a specific mathematical meaning: up to the factor The above deals with all the Dynkin types and with the extended Dynkin diagrams of typeD n , n ≥ 4, andẼ n , n = 6, 7, 8. To complete the picture, we also consider the extended Dynkin quivers of typeÃ n (n ≥ 2) restricting, of course, to quivers without oriented cycles. Here, the Coxeter polynomial depends on the orientation:
If p (resp. q) denotes the number of arrows in clockwise (resp. anticlockwise) orientation (p, q ≥ 1, p + q = n + 1), that is, the quiver has typeÃ p,q , the Coxeter polynomial χ is given by
Hence χ(1) = 0, fitting into the above picture. The next table displays the v-factorization of extended Dynkin quivers extended Dynkin type star symbol weight symbol Coxeter polynomial 
Canonical algebras.
A canonical algebra Λ = Λ(p, λ) is determined by a weight sequence p = (p 1 , . . . , p t ) of t ≥ 2 integers p i ≥ 2 and a parameter sequence λ = (λ 3 , . . . , λ t ) consisting of t − 2 pairwise distinct non-zero scalars from the base field k. (We may assume λ 3 = 1 such that for t ≤ 3 no parameters occur). Then the algebra Λ = Λ(p, λ) is defined by the quiver
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satisfying the t − 2 equations:
For more than two weights, canonical algebras are not hereditary. Instead, their representation theory is determined by a hereditary category, the category coh(X) of coherent sheaves on a weighted projective line X = X(p, λ), naturally attached to Λ, see [24] . Canonical algebras were introduced by Ringel [64] . They form a key class to study important features of representation theory. In the form of tubular canonical algebras they provide the standard examples of tame algebras of linear growth. Up to tilting canonical algebras are characterized as the connected k-algebras with a separating exact subcategory or a separating tubular one-parameter family (see [51] and [71] ). That is, the module category mod -Λ accepts a separating tubular family T = (T λ ) λ∈P1k , where T λ is a homogeneous tube for all λ with the exception of t tubes T λ1 , . . . , T λt with T λi of rank p i (1 ≤ i ≤ t).
Canonical algebras constitute an instance, where the explicit form of the Coxeter polynomial is known, see [50] or [46] .
Proposition 2.4. Let Λ be a canonical algebra with weight and parameter data (p, λ). Then the Coxeter polynomial of Λ is given by
The Coxeter polynomial therefore only depends on the weight sequence p. Conversely, the Coxeter polynomial determines the weight sequence -up to ordering.
A finite dimensional algebra isomorphic to the endomorphism algebra of a tilting object in a (connected) hereditary abelian Hom-finite k-category H is called a quasitilted algebra. By a result of Happel [30] each such category is derived equivalent to the module category mod -H over a hereditary algebra or to the category coh(X) of coherent sheaves on a weighted projective line. The Coxeter polynomials of quasitilted algebras are therefore the Coxeter polynomials of hereditary or canonical algebras.
In Section 6 we investigate a class of graded singularities naturally attached to weighted projective lines or canonical algebras. There we will provide more details on the hereditary category coh(X).
Supercanonical algebras.
Following [52] , see also [73] , a supercanonical algebra is defined as follows: The double coneŜ of a finite poset S is the poset obtained from S by adjoining a unique source α and a unique sink ω, like in the picture
•
Due to commutativity there is a unique path κ S from α to ω inŜ. Let now S 1 , . . . , S t be finite posets, t ≥ 2 and λ 3 , . . . , λ t pairwise different elements from k \ {0}. The supercanonical algebra A = A(S 1 , . . . , S t ; λ 3 , . . . , λ t ) is obtained from the fully commutative quiversŜ 1 , . . . ,Ŝ t by identification of the sources and sinks, respectively, and requesting additionally the t − 2 relations
. . , t, where κ i = κ Si . The next figure yields an example of a supercanonical algebra with three arms
where we assume that κ 3 = κ 2 − κ 1 . In case, S 1 , . . . , S t are linear quivers
Returning to the general case, a simple calculation shows that
where χ Si is the Coxeter polynomial of the poset algebra S i , i = 1, . . . , t. Supercanonical algebras form a natural generalization of canonical algebras, since they arise from a canonical algebra Λ by replacing the linear arms of Λ by finite posets, that is, fully commutative quivers. In this paper we are mainly interested in supercanonical algebras of restricted type, where in addition to linear arms only posets of the form
will appear. There are many reasons to make supercanonical algebras an interesting class:
(1) The K-theory of supercanonical algebras is very similar to the K-theory of canonical algebras. There is a Riemann-Roch theorem, moreover one has an explicit formula for the Coxeter polynomial in terms of the characteristic polynomials of the posets S i .
(2) One-point extensions of canonical algebras with exceptional modules of derived finite length are supercanonical, see Theorem 4.9.
Extended canonical algebras. For an algebra A and a right
the one-point extension of A by M . In Section 4 we will study such algebras in greater detail. Let Λ = Λ(p, λ) be a canonical algebra. In [53] the authors proposed to study an interesting class of algebras according with the following result:
Proposition 2.5. The derived equivalence class of the one-point extension of a canonical algebra Λ by an indecomposable projective or injective module is independent of the particular choice of the module.
Proof. In the derived category D b Λ = D b coh(X) an indecomposable projective or injective module P is, up to translation, a line bundle from coh(X). For any two such objects P 1 and P 2 there hence exists a self-equivalence of D b coh(X) sending
The assertion now follows from Proposition 4.2.
We call an algebra of the form Λ[P ], with P indecomposable projective, an extended canonical algebra of type p, λ or just of type p 1 , . . . , p t . We use the notationΛ p, λ if P is the indecomposable projective of the sink vertex of the quiver of Λ. Note thatΛ =Λ p, λ is given by the quiver
keeping all the relations for the canonical algebra Λ and not introducing new ones. In particular, there are no relations involving the new vertex ⋆. For the Coxeter polynomial χΛ, which only depends on the numbers p 1 , . . . , p t , we writeχ p1,...,pt or χ p1,...,pt . By Proposition 4.5 we immediately get:
Corollary. The extended canonical algebraΛ of type p, λ has Coxeter polynomial
. Recall that the explicit form of the Coxeter polynomial for the hereditary star [p 1 , . . . , p t ] is given in Section 2.1.
The algebraD =D p, λ given in terms of the quiver *
• y y
with the two relations The derived category of an extended canonical algebra. The structure of the bounded derived category of an extended canonical algebraΛ =Λ p, λ sensibly depends on the sign of the Euler characteristic χ X = 2 − t i=1 (1 − 1/p i ) of the weighted projective line X associated to Λ. Following [53] , the description of the derived category of an extended canonical algebra yields an interesting trichotomy. Before proceeding the reader is advised to read Section 4.2.
Assume T is a triangulated category which is algebraic in the sense of Keller [32] . All triangulated categories appearing in this survey are algebraic. An exceptional object E is called special in T if the left (resp. right) perpendicular category ⊥ E (resp. E ⊥ ) is equivalent to D b coh(X) for some weighted projective line X and, moreover, the left adjoint ℓ (resp. right adjoint r) to inclusion maps E to a line bundle in coh(X). The next proposition, taken from [53] is the key tool to determine the shape of the derived category of an extended canonical algebra.
Proposition 2.7. Let T be a triangulated category having an exceptional object E that is special in T . Then there exists a tilting objectT of T whose endomorphism ring is an extended canonical algebra. Further for A = End(T ) the categories T and D
b mod -A are equivalent as triangulated categories.
Proof. By [24] the line bundle rE of coh(X) extends to a tilting bundle T in coh(X). NowT = T ⊕ E is a tilting object in T , whose endomorphism ring is an extended canonical algebraΛ. The claim follows.
Positive Euler characteristic: the domestic case. Consider a canonical algebra Λ = Λ(p, λ) of domestic type, that is, χ X > 0. We thus can assume t = 3, allowing some weights to be 1, if necessary. Let ∆ = [p 1 , p 2 , p 3 ] be the corresponding Dynkin star and∆ be the corresponding extended Dynkin diagram. Then∆ admits a unique positive additive function λ assuming the value 1 in some vertex (called extension vertex ). Additivity of λ means that for any vertex u one has 2λ(u) = v a uv λ(v), where v runs through all vertices and a uv denotes the number of vertices between u and v. The double extended graph of type ∆, denoted by∆, is the graph arising from∆ by adjoining a new edge in an extension vertex. We illustrate this for the case ∆ = [2, 3, 3] , where the diagram in the middle gives the values of the additive function.
• ∆ : Proof. LetX = X(p, λ) and T the derived category D b coh(X). Let E be simple in coh(X) of τ -period p t . Then E is special and E ⊥ is derived equivalent to Λ(p, λ).
Note that this yields the following wild canonical types (2, 3, 7), (2, 4, 5) , (3, 3, 4) and (2, 2, 2, 3; λ). Hence the derived category D b mod -Λ is equivalent to D b coh(X), whereX is the weighted projective line of type (p, λ).
Negative Euler characteristic (the wild case).
For negative Euler characteristic the derived category of modules over an extended canonical algebraΛ =Λ p, λ relates to the study of a Z-graded surface singularity R = R(p, λ) associated with the weighted projective line X associated to Λ.
For the definition of R(p, λ) and a table of the singularities with three generators, we refer to Section 6.1. The next theorem is a deep result, it is due to the work of several authors and documents the important role, extended canonical algebras have in singularity theory. We will prove it in Sections 6 and 7, where also the relevant definitions are given: 3. Further spectral properties 3.1. Isospectral algebras. Let χ A be the Coxeter polynomial of a finite dimensional algebra A. Its set of roots in the complex plane is denoted by Roots(χ A ). The set of roots together with their multiplicities is denoted Spec(χ A ), or just Spec(A), and called the spectrum of A. Two algebras are called isospectral (or cospectral), if they have the same spectrum, that is, the same Coxeter polynomial. In the same spirit we speak of isospectral graphs if their characteristic polynomials are the same. Clearly, derived equivalent algebras are isospectral, but in general isospectral algebras are not derived equivalent, as we are going to illustrate by a couple of examples. Wild hereditary tree algebras which are isospectral but not derived equivalent: Consider the tree algebras A 1 and A 2 given by the displayed quivers:
We denote the corresponding underlying graphs ∆ 1 and ∆ 2 . In [14] the graphs ∆ 1 and ∆ 2 were produced as the pair of isospectral graphs with smallest number of vertices, that is, κ ∆1 (x) = κ ∆2 (x). By A'Campo's formula (Proposition 1.6) we have χ Ai (x 2 ) = κ * ∆i (x) for i = 1, 2, hence χ A1 = χ A2 , that is the algebras A 1 and A 2 are isospectral. Moreover, we observe that the algebras A 1 and A 2 are not derived equivalent. Indeed, the quiver ∆ i appears as a section of a transjective component of the Auslander-Reiten quiver of the derived category of mod A i , for Isospectral tree algebras with an arbitrary big number of vertices: Indeed, consider the algebras A and A ′ given by the following quivers obtained by identifying a vertex of a quiver of typeẼ 8 with a extremal vertex of a linear quiver of type A n :
Proof. It is enough to observe that the underlying graphs ∆ and ∆ ′ satisfy κ ∆ (x) = κ ∆ ′ (x). This follows from the following construction at [67] :
The coalescence of ∆ 1 and ∆ 2 at vertices v 1 of ∆ 1 and v 2 of ∆ 2 is formed by identifying v 1 and v 2 and denoted by ∆ 1 • ∆ 2 . If ∆ 2 and ∆ To show the claim, only observe that
In our special case
A Dynkin quiver algebra isospectral to a wild algebra: The path algebra of a Dynkin quiver of type D 12 and the extended canonical algebra of type 2, 4, 6 are isospectral by Proposition 5.9. Isospectral problems also illustrate the interplay between spectral graph theory and Coxeter polynomials. The following result [56] , whose proof we sketch, is an example.
Proposition 3.2. Isospectral stars, with standard orientations, are isomorphic (as quivers or graphs).
Proof. Let p = [p 1 , . . . , p t ] and q = [q 1 , . . . , q s ] be two isospectral stars with the standard orientation.
First we show that s = t. Denote by c i the coefficient of x n−i in the polynomial κ p . Since p a tree, the coefficient c 4 is the number of pairs of independent edges of p, see [15, Theorem 1.3] . For p, an easy computation yields
Since, by hypothesis c 4 (p) = c 4 (q) then t = s. Consider now the expression of the Coxeter polynomial of p:
Multiply this polynomial by (1 − x) t to obtain:
A simple comparison of the coefficients of Γ p and Γ q implies that p = q.
3.2.
Representability of Coxeter polynomials. Following [54] , we say that a
. It follows that representable polynomials are self-reciprocal.
The concept of representability arises as a generalization of A'Campo's observation: if A = k[ ∆] is a bipartite hereditary algebra, then χ A is represented by κ ∆ . We shall see that there are other familiar examples of algebras with representable Coxeter polynomial and will illustrate some applications of this fact.
Examples: Recall that the (normalized) Chebycheff polynomials (of the second kind) (u n ) n may be inductively constructed by the rules:
A simple induction shows that the characteristic polynomial of the linear graph A n = [n] is the polynomial u n . Moreover v n+1 is represented by u n . Proposition 3.3. For each n ≥ 2, the n-th cyclotomic polynomial is representable. In fact, there is an irreducible factor f of
Proof. For n = 1 (and 2n − 1 = 1) we have:
such that g i is irreducible as a self-reciprocal polynomial. Recall that all the cyclotomic polynomials Φ d (and hence also Φ n (x 2 )) are irreducible. By induction hypothesis we may assume that for each d|n, we get
The result for Φ n follows from (1.4).
As concrete examples we calculate:
which is a factor of u 3 = x 3 − 2x and also of
The following remark shows the representability of the Coxeter polynomial for many algebras. Proof. The formula (a) is shown in Proposition 4.5. Therefore
when n is the degree of χ A . Hence χ A (x 2 ) = q * (x) with q = xq 1 − q 2 .
Graphical representability. In general, we shall say that a polynomial p ∈ Z[x] is graphically represented if p(x 2 ) = κ * ∆ (x) for a graph ∆. Applications of graphical representability arise as consequence of the following elementary remark: Proof. Observe that 0 = λ ∈ C, then µ = λ 2 ∈ Roots(p) if and only if λ + λ −1 ∈ Roots(q). Assume λ = r(a + ib) with r ∈ R + , a
. Since p has real coefficients, thenμ (and thereforeμ
, in this case ∆ is a union of Dynkin graphs, see [15] . . Such a quiver must not be bipartite. Moreover, since Roots(χ A ) is closed under complex conjugation and taking inverses, we need at least six vertices for ∆ to make the phenomenon appear. With this information at hand, many examples like
The following result stresses the relationship between properties of the Coxeter transformation χ A of an algebra A and the structure of the graph ∆ in case χ A is graphically represented by ∆. The interlacing property of eigenvalues yields inequalities:
which shows the result.
Several results have been proved which are special cases of the above Proposition. Namely:
(a) [62, Proposition 2.6] Let ∆ be a tree graph with s ramification points and ∆ be a quiver with underlying graph ∆. The Coxeter polynomial χ A of the hereditary algebra A = k[ ∆] has at most 2s roots outside the unit circle.
(b) In [43] generalized stars are introduced as amalgamations of linear quivers or even cycles in a selected vertex. It is shown that the Coxeter polynomial χ S of a wild generalized star S is of the form pq where p is a product of cyclotomic polynomials and q is an irreducible polynomial with exactly one root outside the unit circle (such polynomial is called a Salem polynomial ). 
Representability of the
Let q (p1,...,pt) be the polynomial representingχ (p1,...,pt) . Under the conditions shown in the above Proposition, a version of Sturm's Theorem [59] 
Corollary. Assume A has finite global dimension. Let S be a simple A-module. 
4.2.
One-point extensions and perpendicular categories. Throughout this subsection we assume that A is a finite dimensional algebra of finite global dimension, implying that the bounded derived category D b A of finite dimensional A-modules is homologically finite. Here, a triangulated category T is called homologically finite if for any two objects X and Y from T the space Hom T (X, Y [n]) is non-zero only for finitely many n. We will only consider such triangulated categories. Recall that an object E in a triangulated category T is called exceptional if End(E) = k and, moreover, E has no self-extensions, that is, Hom T (E, E[n]) = 0 for each non-zero integer n. Correspondingly, an A-module E is called exceptional if End(E) = k, and Ext n A (E, E) = 0 for each integer n > 0. Note that a module E is exceptional in mod -A if and only if it is exceptional as an object in the triangulated category D b mod -A under the standard embedding from mod -A to D b mod -A. Consider an exceptional object E in a triangulated category, then the right perpendicular category E ⊥ of E consists of all objects X from T satisfying the conditions Hom T (E, X[n]) = 0 for each integer n. Viewed as a full subcategory of T , E ⊥ is a triangulated category, and the exact inclusion E ⊥ ֒→ T admits an exact left adjoint ℓ : T → E ⊥ , see [7] . The next proposition shows that forming one-point extensions is in some sense inverse to forming perpendicular categories (with respect to an exceptional object). (
ii) In practice, it is impossible to describe the algebra B from the proposition in the form k[ ∆]/I. The reason is, that the left adjoint ℓ does not preserve indecomposability, that is, B is usually not a basic algebra.
It looks therefore surprising that the above proposition will allow us to calculate the Coxeter polynomial χ B of the perpendicular category E ⊥ , as will be shown in the next proposition, which will need some preparation. The Poincaré series of an element e in K 0 (A) is defined as P (A,e) = ∞ n=0 e, τ n e x n , where τ = Φ A . If e = [E] for some module E we write P (A,E) instead. Invoking the proposition again, we see that A ′ [N ] and A ′ [P (a)] are derived equivalent. One-point extension with an indecomposable projective P (a) (or injective I(a)) turns the path algebra of the quiver ∆ in the path-algebra of the quiver Γ, obtained from ∆ by adding a new arrow (with a new vertex) at a.
Next we deal with the tame situation.
Proposition 4.7. Let A be derived equivalent to the path algebra H = k[ ∆] of an extended Dynkin quiver and consider an exceptional A-module M . Then the algebra A[M ] is derived equivalent to an algebra B, which is (i) wild hereditary if M is derived preprojective or preinjective; (ii) supercanonical of restricted type if M has derived finite length. Moreover, if M is derived quasi-simple then B is a canonical algebra.
Proof. By Proposition 4.2 we can assume that M is an exceptional H-module which in case (i) is preprojective or preinjective and in case (ii) is an exceptional regular module from an exceptional tube with a quasi-length strictly less than the rank of the tube. Claim (i) is then proved as in the preceding proposition, and claim (ii) follows from [52] , the last one from [49] . [36] , [37] and [13] .
Remark 4.8. Starting with a wild hereditary algebra H, a one-point extension H[M ] with a module M that is indecomposable preprojective or preinjective is again derived wild hereditary. If M is an exceptional regular H-module we don't have a complete picture about the algebras arising as one-point extensions. It is known that there are such one-point extensions which are canonical, or super-canonical or extended canonical, but there are many others, where the 'type' is not known. For information on one-point extension algebras of wild hereditary algebras we refer to

4.4.
One-point extensions of canonical algebras. To study one-point extensions by exceptional modules over canonical algebras, results from [49] , [52] , [57] and [73] are useful.
Let Λ be a canonical algebra of weight type (p 1 , . . . , p t ).
(a) If M is regular simple in the i-th exceptional tube T i (of τ -period p i ), then the one-point extension Λ[M ] is tilting-equivalent to the canonical algebra of weight type (p 1 , . . . , p i + 1, . . . , p t ) having the same parameter sequence as Λ.
(b) If M has quasi-length s in T i (recall this means that s < p i ), then Λ[M ] is derived equivalent to a supercanonical algebra in the sense of [52] , where the linear arms of the canonical algebra with index different from i are kept, and the i-th arm 1 → 2 → · · · → p i − 1 is changed to the poset K(p i , s)
We write Λ(i, s) for Λ[M ] and call it a supercanonical algebra of restricted type. This yields the following theorem. Proof. The proof of (i) uses proposition 4.2 in combination with [49] and [52] .
(ii)(a) is covered by Proposition 4.7, (ii)(b) follows from [48] . The first assertion of (ii)(c) is Proposition 2.5.
Accessible algebras
In this section we introduce the classes of accessible algebras. Starting from the k-algebra k, accessible algebras are obtained by successive one-point extensions with exceptional modules. From a homological point of view this class looks quite artificial; in particular, accessible algebras are not closed under Morita equivalence or, more generally, under derived equivalence. It is thus natural to investigate derived accessible algebras, that is, those algebras which are derived equivalent to an accessible algebra.
There are many reasons to investigate such algebras: (i) By design accessible algebras have a combinatorial flavor, inherited from the largely combinatorial character of exceptional modules; (ii) Many interesting algebras are derived equivalent to accessible algebras, as will be shown in this section; (iii) Accessible algebras have a strong affinity to spectral analysis; (iv) Derived accessible algebras seem to be those finite dimensional algebras with the closest connection to singularity theory; we refer to Section 7 for further details.
Basic properties.
A finite dimensional k-algebra A is called accessible (resp. weakly accessible) if there are finite dimensional algebras A 1 , . . . , A n such that A 1 = k, A n = A and moreover A s+1 is (isomorphic to) a one-point extension or coextension of A s with an exceptional (resp. an indecomposable) module E s . Weakly accessible algebras (under the name weakly simply connected ) have been studied in [26] . One reason to focus on accessible instead of weakly accessible algebras is the combinatorial flavor of accessible algebra, supported by the following result. (ii) Not every hereditary algebra is accessible. Obviously the Kronecker algebra k[• ⇉ •] is not accessible. More generally, any algebra A derived equivalent to a hereditary algebra H of extended Dynkin type A p,q , equivalently to a canonical algebra of type (p, q), is not accessible. Indeed, the Coxeter polynomial χ A has the form (x− 1) 2 (1 + x+ · · ·+ x p−1 )(1 + x+ · · · + x q−1 ). Hence the degree one coefficient of χ A equals zero which is impossible for a derived accessible algebra.
(iii) Not every poset algebra is accessible: By (ii) the n-crown C n , given by the quiver
0 0 a a a • r r ee ee ee ee ee ee ee ee ee e • • • · · · • • with 2n vertices, is not accessible for n ≥ 2, since it is derived equivalent to the canonical algebra of type (n, n).
(iv) The path algebra A of the quiver ∆
is not accessible. Equipped with all commutativity relations, ∆ yields a poset P whose poset algebra P is accessible (v) A canonical algebra A with at least four weights is not derived accessible. Indeed, A has the Coxeter polynomial χ A = (x − 1)
, hence the degree one coefficient of χ A equals t − 2 ≥ 2, which is impossible for an accessible algebra.
The above examples provide the proper framework for our next result. 
Tree algebras.
We start with a lemma that later will be generalized.
Lemma 5.4. Each k-algebra A given by a linear quiver
with zero relations is accessible.
Proof. For s from 1 to n let A s be the restriction of A to the subquiver consisting of the vertices 1, . . . , s. By recursion it is sufficient to show that A is isomorphic to the one-point extension of A n−1 by an exceptional A n−1 -module E. There are two cases to consider. If no zero relation ends in vertex n then let E be the indecomposable projective A n−1 -module P (n − 1) corresponding to the vertex n − 1. Otherwise -assuming an irredundant set of zero relations of length ≥ 2 -we have a zero relation r xn−1···xr
G G n for a uniquely defined r < n − 1, and let E be the indecomposable injective A n−1 -module I(r + 1) corresponding to the vertex r + 1.
Since the algebras given by a linear quiver with zero relations are obviously representation-finite they may not look to be very interesting. We will show, however, that the closure of this class against derived equivalence will contain many interesting algebras mostly of wild representation type. Often this insight is due to spectral analysis. Assume for this, more specifically, that A n denotes the linear quiver
satisfying all zero relations x 3 = 0. An easy calculation shows that A 11 and the wild canonical algebra Λ of weight type (2, 3, 7) are isospectral (with Coxeter polynomial (x − 1) 2 v 2 v 3 v 7 and the same holds true for A 12 and the extended canonical algebrâ Λ 2, 3, 7 which both have Coxeter polynomial Φ 42 . This poses the question whether the algebras in question are derived equivalent. In fact they are, as we are going to show later in this section.
Path algebras of linear quivers with zero relations are a special case of so called tree algebras. By definition a tree algebra arises from the path algebra of a (finite) tree by factoring out zero relations. 
is the Tits form of C which, due to heredity of C agrees with the Euler quadratic form. Moreover
and End C (M ) is trivial. Hence M is exceptional. For (ii), to proceed by induction, we may assume that A = C[M ], then for i ≥ 1 we have that Ext
, where 0 → K → P → X → 0 is an exact sequence with P a projective C-module. Since P is also A-projective, we get the result. 
leads to an accessible algebra. This example allows variations like
mixing commutativity and zero relations. In each case the subscript n denotes the number of vertices. These diagrams (not the algebras!) play a prominent role in singularity theory, see [22] for their first appearance, and [20] for a recent textbook account. We note that Ladkani [41] , [42] has investigated poset algebras recently.
By way of example we note that the algebras A 10 , B 11 and A 12 have Coxeter
and Φ 42 indicating a possible derived equivalence to canonical (2, 3, 6) , (2, 3, 7) and extended canonical 2, 3, 7 , respectively. Again, this is not coincidental and the derived equivalence actually holds.
Alternatively, accessibility of the poset algebras, discussed above, can be derived from our next result. (i) S does not contain convexly any n-crown for n ≥ 2.
(ii) The poset algebra
Moreover, these conditions imply that A is accessible.
Proof. The equivalence of (i) and (ii) is proved in [18] .
Assume that A satisfies (i) and (ii) and consider A as a one-point extension A = B[M ] of a connected algebra B. By induction hypothesis, B is accessible. We shall show that M is exceptional. The paper [23] shows that all higher Hochschild groups satisfy H i A ′ = 0 = H i A. Happel's long exact sequence, see Proposition 4.1 implies the result.
As shown by Example 5.2 the conditions (i) and (ii) are only sufficient conditions and don't give a full characterization of accessible poset algebras.
Following [72] an algebra A satisfying that each convex subcategory C has vanishing first Hochschild cohomology group is called a strongly simply connected algebra. From subsection 4.1 follows that strongly simply connected algebras are weakly accessible. For the next remark recall that a schurian algebra A = k[ ∆]/I satisfies that dim k A(x, y) ≤ 1 for every couple of vertices x, y. In particular, tree algebras and poset algebras are schurian. Proof. The equivalence of (a) and (c) was shown in [23] , while we have shown already that (b) implies (c). To show that (c) implies (b) it is enough to consider a one-point extension A = B[M ] where A satisfies (c) and B is accessible and show that M is exceptional. It follows that the Hochschild cohomology groups of B and A of degree ≥ 1 vanish. Then M is exceptional by an obvious consideration of the long exact Happel's sequence.
Spectral analysis.
We illustrate the methods by investigating the linear quiver with 12 vertices subject to all zero-relations x 3 = 0.
Proposition 5.8. Let A n be the linear quiver of n vertices with the relations x 3 = 0. Then A 11 is derived equivalent to the canonical algebra Λ (2, 3, 7) and A 12 is derived equivalent to the extended canonical algebraΛ 2, 3, 7 .
Proof. The following table displays the Coxeter polynomial of A n and the corresponding derived type for n = 1, . . . , 12:
2, 3, 7 The table should be read as follows. First the Coxeter polynomials χ An are determined. Then, inductively, the derived shape of the algebra follows using the preceding analysis of the shape of one-point extensions by exceptional modules. The derived shape for the algebras A 1 , . . . , A 8 follows inductively from Corollary 4.6, observing that a one-point extension of a Dynkin diagram is either a Dynkin diagram or an extended Dynkin diagram, the type of the extension is thus determined by its Coxeter polynomial. This also works to determine the type of A 9 . Here we had two equivalent choices: the extended Dynkin type [2, 3, 6] and the canonical type (2, 3, 5) . For the following extensions it is preferable to deal with the canonical type. The extension steps from A 9 to A 10 and then to A 11 are covered by Theorem 4.9, parts (i) and (ii). The extension step from A 11 to A 12 is more difficult, since A 11 is derived equivalent to the wild canonical algebra of type (2, 3, 7), where we have insufficient knowledge on the one-point extensions, even with exceptional modules. Here we use that the exceptional A 11 -module M with support {11, 12} has rank one, yielding an extension A 12 = A 11 [M ] which is derived equivalent to the extended canonical algebra of type 2, 3, 7 . Note that -up to a factor minus one -the rank is given in terms of the Euler form by −, w , where w is a generator of the radical of the quadratic form.
The same proof works for other situations as well. By way of example let A n be the algebra B n of (2) if n is even and equal to the algebra C n of (3) if n is odd. We obtain exactly the same table (and rank information for the extension step from A 11 to A 12 ) as in the above proof and hence the following result:
Corollary. The algebra C 11 of (3) is derived canonical of type (2, 3, 7) and the algebra B 12 of (2) is derived extended canonical of type 2, 3, 7
The preceding discussion shows that the class of accessible algebras is very suitable to spectral analysis. One might therefore ask whether an accessible algebra is determined -up to derived equivalence -by its Coxeter polynomial. An interesting counterexample is the following:
Investigating the Coxeter polynomials of linear quivers with zero relations, an interesting anomaly happens for 12 vertices. Allowing only zero relations involving at least three (consecutive) arrows, the number of such algebras is given by the n-th Catalan number c n = 1/n [3, 8] , [6, 9] , [7, 12] } yields an extended canonical algebra of type 2, 4, 6 : 
Singularities
This section and the next one deal with one of the lucky instances in mathematics where one has very different descriptions for the same mathematical object, allowing to merge the knowledge from the various perspectives. In our situation we will have -at least -four different descriptions of our object of study, all attached to a weighted projective line X. Three of these objects will be discussed in this section: the triangulated category of singularities D Z Sg (R) of a graded Gorenstein algebra R attached to X, the stable category CM Z (R) of graded Cohen-Macaulay modules over R, and the derived category of finite dimensional modules over a finite dimensional algebra A, which -depending on the Euler characteristic of X -is either the path algebra of a Dynkin quiver, or a canonical algebra of tubular type, or, finally, an extended canonical algebra. The fourth object is the stable category vect X of vector bundles on X that will be discussed in the next section. Orlov's theorem shows that two of the four objects are equivalent, the remaining equivalences are due to the work of several people. To discuss the setup properly, we first review some properties of weighted projective lines and their associated graded singularities, then we discuss Orlov's theorem and finally we apply it to weighted projective lines.
6.1. The graded singularities associated to a weighted projective line. For a given weight sequence p = (p 1 , . . . , p t ), t ≥ 0, of integers p i ≥ 2 we form the rank one abelian group L = L(p) on generators x 1 , . . . , x t subject to the relations c := p 1 x 1 = · · · = p t x t . If additionally λ = (λ 3 , . . . , λ t ) is a parameter sequence of pairwise distinct non-zero elements from k, we form the commutative affine k-algebra S = S(p, λ) on generators x 1 , . . . , x t subject to the (t − 2) relations
1 , i = 3, . . . , t. Attaching x i degree x i , the algebra S becomes an L-graded algebra whose homogeneous components S x , x ∈ L, are finite dimensional k-vector spaces. The weighted projective line X = X(p, λ), introduced in [24] , has a category of coherent sheaves coh(X) which is equivalent to the quotient category mod L -S/ mod L 0 -S of the category mod L -S of finitely generated L-graded S-modules modulo its Serre subcategory mod L 0 -S of L-graded S-modules of finite length, see [24, 25] . If O denotes the structure sheaf of X, then naturally Hom 
We also need some results, relating the category vect X of vector bundles over X to suitable categories of graded maximal Cohen-Macaulay modules over R. (ii) If χ X > 0 then R is a positively Z-graded algebra with three generators and a single relation. Accordingly, R is complete intersection, in particular Gorenstein.
Moreover, sheafification M → M induces a natural equivalence CM Z (R) → vect X with inverse the global section functor Γ * = n∈Z Hom(O(−n ω), −).
Note that χ X > 0 holds if and only if t ≤ 3 and moreover, the star [p 1 , . . . , p t ] is Dynkin, that is, we deal with one of the weight types ( ), (p), (p, q), (2, 2, n), (2, 3, 3) , (2, 3, 4) or (2, 3, 4) . In this case R = R(p, λ) only depends on the weight sequence, the choice of the parameters does not matter. The algebra R has the form R = k[x, y, z]/(f ), where the generators x, y, z, the relation f and the degrees of generators and relation are given by the table below, see [25, prop. 8.4] . triangulated category of the graded singularities of R which will play a central role in this section. An 'infinite' version of this category was studied in [39] .
Under the name stabilized derived category of R the categories D Sg (R) were introduced before by Buchweitz in [11] . Extended to the graded case, Buchweitz gives an alternative description of D Z Sg (R) as the stable category of graded maximal Cohen-Macaulay modules CM Z (R), in Orlov's treatment this category appears as the stable category of matrix factorizations, used for instance in [33] and [34] . More precisely, Buchweitz showed that the category CM Z (R) of maximal graded Cohen-Macaulay R-modules is a Frobenius-category, hence inducing, -in Keller's terminology [32] -on the attached stable category CM Z (R) of graded maximal Cohen-Macaulay modules modulo projectives, the structure of an algebraic triangulated category, see [28] for the definition of a Frobenius category and its attached stable triangulated category. We are not giving the formal definition of the Gorenstein index a in general. Instead we remark that, for a weighted projective line X, the Gorenstein index of S = S(p, λ) is zero in the tubular case, for R = R(p, λ) it is +1, if χ X is positive, and it is −1 if χ X is negative. (The claim follows from Theorem 6.1.)
The categories of coherent sheaves on a weighted projective line offer an interesting application of Orlov's theorem. With some extra work, concerning the exact shape of the mentioned exceptional sequence and its perpendicular category, one gets the following result which is due to several authors [33] , [34] , [74] and [53] . Note that the authors of [33, 34] work in the stable category of matrix factorizations, so in a copy of CM Z (A), instead of D Z Sg (A). In the tubular case, one uses a natural generalization of Orlov's theorem to allow L(p)-gradings, see [74] . The next (sub)section will contain a sketch of the proof of Orlov's theorem in the case of weighted projective lines.
6.4. An application of Orlov's theorem. The next result illustrates the impact of Orlov's theorem. It is not a simple corollary, however, since serious extra work has to be done to get the explicit shape of the result. 
(iii) If χ X < 0, let R = R(p, λ) be the attached Z-graded singularity andΛ = Λ p, λ be the extended canonical algebra attached to X. Then there is a triangleequivalence
Concerning (i) we refer to [33] , also a proof in the discussed setting would not be difficult. As observed in [74] , assertion (ii) follows directly from an L(p)-graded version of Orlov's theorem. From now on we are dealing with case (iii). We need some preparation for the proof.
Let R = R(p, λ), be the positively Z-graded Gorenstein singularity attached to X. As mentioned before, R has Gorenstein index −1. We fix some notation:
Let P + be the triangulated subcategory of M + generated by all R(−n), n ≥ 0 and T its left perpendicular category ⊥ P + formed in M + . Denote further by S + the triangulated subcategory of M + generated by all k(−n), n ≥ 0 and D its right perpendicular category S Proof. We sketch the argument: Using that R is Gorenstein of Gorenstein index -1, and invoking Gorenstein duality R Hom Since R is positively graded with R 0 = k, it follows that k is exceptional in M and hence in M + . Invoking the minimal graded injective resolution 0 → R → E 0 → E 1 → E 2 → 0, where E 0 and E 1 are socle-free and E 2 is the graded injective hull of k(−1), it follows that k belongs to T and then also to D(−1). It is straightforward to check that D(−1)
⊥ equals the triangulated subcategory k generated by k, and hence
We now return to the Proof of (iii). The idea is: (a) to take a tilting object T in coh(X), whose endomorphism ring is derived equivalent to a canonical algebra Λ attached to X and, identifying coh(X) and D(−1), (b) to show thatT = T (−1) ⊕ k yields a tilting object in T , and (c) to show that the endomorphism ring ofT is derived equivalent to the extended canonical algebra, attached to X. 
The stable category of vector bundles
Let X be a weighted projective line. Relative to the natural choice of a class of L of line bundles on X we give the category vect X of vector bundles on X the structure of a Frobenius category whose indecomposable projectives=injectives are just the members of L. We recall that a k-linear category F is called a Frobenius category if it is equipped with an exact structure inherited from an abelian category through a full embedding, if further F has enough projectives and injectives with respect to this structure, and finally projectives and injectives coincide in F . By [28] the corresponding stable category F , that is, the factor category of F by the ideal I of all morphism factoring through a projective (or injective), is a triangulated category (which is algebraic in the sense of [32] ). 7.1. Fundamental properties. For this section we use unpublished material from joint work with D. Kussin and H. Meltzer [40] . In this account we concentrate on the stable category of vector bundles attached to a weighted projective line, although a more general approach is possible.
Let X be a weighted projective line. We define the distinguished class of line bundles L on X as follows: If χ X = 0, let L = τ -orbit {O(n ω)|n ∈ Z} is the τ -orbit of the structure sheaf. In the tubular case χ X = 0 we take the system L = {O( x)| x ∈ L(p)} of all line bundles. Note that in each case L is closed under the Auslander-Reiten translation. It is moreover convenient, to assume that the class of distinguished line bundles is closed under isomorphism. (Further choices for a distinguished class are possible and discussed in [40] ). By definition, the stable category of vector bundles 1 vect X is the triangulated category obtained from vect X as the factor category vect X/[L] of vect X modulo the two-sided ideal of all morphisms factoring through a finite direct sum of members from L. We are going to show that this stable category has a natural triangulated structure.
It follows from [11] that the class of sequences in CM Z (R), resp. CM L(p) (S) which are exact in the category of all graded modules over R = R(p, λ) (resp. S = S(p, λ)) is the class of distinguished exact sequence for the exact structure of a Frobenius category on the category of graded maximal Cohen-Macaulay modules in question. By Theorem 6.1 we have natural identifications CM Z (R) = vect X for χ X = 0 (resp. CM L(p) (S) = vect X) for χ X = 0 identifying indecomposable projective (graded) CM-modules with distinguished line bundles. Moreover, these identifications induce an exact structure on vect X which agrees with the above exact structure. We thus obtain: 
is non-degenerate.
For the proof of the next proposition we refer to [40] . (ii) If χ X = 0, then the components of vect X form a rational family (indexed by Q ∪ {∞}) of one-parameter family of tubes T λ , λ ∈ P 1 (k).
(iii) If χ X < 0, then each component of the Auslander-Reiten quiver of vect X has the form ZA ∞ .
On a theoretical level, the results of this section look very complete. However, several questions remain: How can we explicitly construct tilting objects in vect X? How do the concepts "exceptional bundle in vect X" and "exceptional object in vect X" relate? 7.2. Positive Euler characteristic. For χ X > 0 it is easy to specify a tilting object. Let p be the least common multiple of the weight sequence. The degree is the additive function on coh(X) which is zero on the structure sheaf, which is one on a simple sheaf concentrated in an ordinary point of X, and finally is p/p i on each simple sheaf concentrated in an exceptional point of weight p i . The slope µX is the quotient of degree and rank. (i) The isomorphism classes of indecomposable objects in coh(X) with a slope in the range 0 ≤ q < pχ X form a finite system E. The direct sum T of all objects in E is a tilting object for the abelian category coh(X), and H = End(T ) is the path algebra of extended Dynkin type∆.
(ii) The direct sum of all objects in E ′ = E \ {O} is a tilting object for the triangulated category T = vect X, and End T (T ′ ) is a path algebra of Dynkin type ∆.
Proof. The first claim is proved in [55] . It is then straightforward to prove the second claim. (Note however that (ii) is not just a trivial consequence of (i).)
Note that this reestablishes the central result of [33] bypassing Orlov's theorem.
7.3. Euler characteristic zero. As in [48] let C (q) be the additive closure of all indecomposables from coh(X) with slope q, where q ∈ Q ∪ { ∞}. There is a selfequivalence ϕ of D b coh(X) sending C q to C q/(1+q) for each q. The following result, taken from [40] , has a straightforward proof. This gives a direct proof of Ueda's result [74] not relying on Orlov's theorem.
7.4. Negative Euler characteristic: weight type (2, 3, 7). We next deal with the shape of vect X for Euler characteristic χ X < 0. By the preceding we know the combinatorial structure of vect X, in particular that each Auslander-Reiten component has shape ZA ∞ . Little information, we have sofar concerning the categorical structure of these components and of the morphisms between different components. In particular, it is difficult to give the precise location of a tilting object whose endomorphism ring is extended canonical. Fairly good information is available, however, on those components of vect X arising from components containing a line bundle (and then a whole AuslanderReiten orbit of line bundles). We call them line bundle components 2 . The number of line bundle components
1/p i is always finite, and only depends on the weight sequence [50, prop. 8.2 ]. This number is minimal for weight type (2, 3, 7) where the line bundles form a single τ -orbit, and (2, 3, 7) is the only weight type where this happens.
We are going to exhibit a tilting object for vect X in this line bundle component D such that, moreover, its indecomposable summands are from a single AuslanderReiten orbit.
Theorem 7.7. We assume that X has weight type (2, 3, 7) . Let M be the set of all integers of the form 22a + 7b with a ∈ {0, . . . , 5} and b ∈ {0, 1}. Let E be the extension term of the almost-split sequence
n E is a tilting object in vect X, whose endomorphism algebra is given by the linear quiver of 12 vertices with all zero relations x 3 = 0.
The proof affords several steps. We start with the key result.
Proposition 7.8. We have Hom(E, τ n E) = 0 for an integer n if and only if n equals 0, 7 or 22.
Proof. We abbreviate τ n F by F (n). Then
is the minimal projective resolution of E in the Frobenius category vect X. The claim follows by straightforward computation.
Corollary. E is quasi-simple in the stable line bundle component D. All objects having quasi-length ≤ 6 in D are exceptional. Further, the objects of quasi-length 7 have trivial endomorphism ring k, but are not exceptional.
Proof. By the shape of the Auslander-Reiten component, up to repeated τ -shift, an object F of quasi-length n has a triangle filtration 0 = F 0 → F 1 → · · · → F n = F such that for each j = 1, . . . , t we have a triangle F j−1 → F j → O(n− j) → F j−1 [1] .
The assertion now immediately follows from the proposition.
Calculating minimal projective resolutions in vect X we obtain: ′ from M and all integers n = 0.
Proof. We assume that Hom(E(ℓ), E(ℓ ′ [n])) = 0 and write ℓ = 22a + 7b and ℓ ′ = 22a ′ + 7b ′ with a, a ′ ∈ {0, . . . , 5} and b, b ′ ∈ {0, 1}. Then There are two cases to consider: Case 1 α ∈ {0, 7}. Then a ′ − a = 0 mod -7, and a ′ = a follows. Moreover, b ′ − b + 3n belongs to {0, 1} which implies n = 0, and proves the claim in this case. case 2 α = 22. Reduction modulo 7 yields a ′ − a = 1 mod -7, hence a ′ = a + 1 and (b ′ − b) + 3n = 0 which in turn implies n = 0 also in this case.
It affords more work to show that the system {M (ℓ)|ℓ ∈ M } generates vect X as a triangulated category.
We start with a result that is independent of the weight type. Proof. By the preceding proposition, we know that Hom(E(ℓ), X) = 0 for some integer ℓ ∈ Z. By Lemma 7.9 we can reduce ℓ modulo 21. Note that reduction modulo 21 for M yields the set S = {0, 1, . . . , 5, 7, . . . , 12}. For this we use the exact triangle E(0)x We have shown that Hom(E, X) = 0.
Proof of theorem 7.7. It follows from propositions 7.10 and 7.12 that T , the direct sum of all bundles E(ℓ) with ℓ ∈ M , is a tilting object in the triangulated category vect X. By means of proposition 7.8 it is further easily checked that the endomorphism algebra of T is isomorphic to the algebra A 12 from Section 5 given by the linear quiver of 12 vertices, satisfying all zero-relations x 3 = 0. There are other contexts in mathematics where a Coxeter formalism exists. Such connections often indicate a relationship to the representation theory of finite dimensional algebras. Such links therefore should be followed in order to determine whether the formal relationship is based on a conceptual connection.
(i) We have already mentioned graph theory in Section 1.3.
(ii) There is a now classical relationship to Lie theory, where the Coxeter formalism originates. The first link is the occurrence of Dynkin diagrams: By Gabriel's theorem [21] the isomorphism classes of indecomposable representations of the path algebra k[ ∆] of a Dynkin quiver are in bijective correspondence to their classes in the Grothendieck group K 0 (k[ ∆]), where they form the root system given by the roots of the corresponding Tits or Euler quadratic form. The correspondence in the converse direction is due to Ringel, who attaches a (quantum) Lie algebra to k[ ∆]. The basic construction is now known under the name Ringel-Hall algebra [66] .
(iii) Another instance is knot theory. There 'the' Seifert matrix V takes the role of the Cartan matrix, and 'the' Alexander polynomial det(V t − xV ) takes the role of the Coxeter polynomial, up to the factor det(V ). We refer to [12] for the relevant definitions.
(iv) This survey is devoted to the link to singularity theory. We assume k = C and briefly review some concepts; the reader will find all relevant definitions in [20] . For the two-dimensional singularities, appearing in this paper, the Milnor lattice is the second integral homology H 2 X of the Milnor fibre, equipped with the symmetric bilinear intersection form. With respect to a strongly distinguished basis the variation matrix V , the intersection matrix S and the classical monodromy H are related by S = −(V + V t ), and
showing the existence of a Coxeter formalism. Relative to a strongly distinguished basis, the intersection matrix S further yields a bigraph (a graph with two kind of edges, say solid and dotted), called a Coxeter-Dynkin diagram of the singularity. We note that for a derived accessible algebra of simpler type (Dynkin, extended Dynkin, canonical, extended canonical) the underlying quiver yields the solid edges of an associated Coxeter-Dynkin diagram, where the dotted lines represent the relations. We refer to [10] and [19] for a detailed investigation of Milnor lattices.
In conclusion, our approach yields a categorification of the Milnor lattice for the singularity attached to a weighted projective line by a triangulated category with a tilting object, that is, by a bounded derived category of a certain finite dimensional algebra A. Note, that for the singularities, discussed in this survey, the algebra A is derived accessible and, moreover, strongly related to hereditary representation theory.
For Euler characteristic χ X < 0 an interesting twist occurs: For the weight types (p, q, r) from Arnold's list of exceptional unimodal singularities the Coxeter-Dynkin algebra we attach to X, see Section 2.4, yields 'the' Coxeter-Dynkin diagram of the Milnor lattice corresponding to a singularity R(p ′ , q ′ , r ′ ), where the mapping (p, q, r) → (p ′ , q ′ , r ′ ) is known as Arnold's strange duality, an instance of mirror symmetry, see [38] 8.2. The role of derived accessible algebras. The following picture yields a rough description of the panorama of (derived accessible) algebras. This picture is well understood as long as we keep close to the center, given by the hereditary algebras of Dynkin or extended Dynkin type. It is not so clear what happens if we continue to extend these algebras by exceptional modules, when starting from wild hereditary or wild canonical algebras or even going beyond that. The knowledge is going to get very poor, when we start to extend supercanonical or extended canonical algebras. This is due to the insufficient knowledge of exceptional modules and the structure of their one-point extensions. Further work has to be done in this context. Here, spectral analysis has a pilot function, because once the dimension vector (class in the Grothendieck group) of an exceptional module is known, then at least the Coxeter polynomial of the one-point extension is available. We have pointed out that (derived) accessible algebras are especially suitable for a spectral analysis. Still the situation is not perfect since accessible algebras may be isospectral without being derived equivalent. This poses the question to isolate interesting subclasses C like path algebras of Dynkin quivers, or path algebras of stars, or canonical algebras with at most three weights where C has the separation property. This means that two members of C with the same spectrum must be derived equivalent.
It is an open question whether the class C of extended canonical algebras with three weights has this separation property. We conjecture that this is indeed the case, and moreover that the weight type can always be recovered from the Coxeter polynomial of an extended canonical algebra, regardless what the number of weights is.
Of course, all such questions are special instances of the general question to understand which properties of the representation theory of a finite dimensional algebra can be recovered from its spectral properties.
