INTRODUCTION
The use of computing in organizations has undergone extraordinary change since it began three decades ago. From its beginnings as a province of a few people in the accounting and billing operations, computing has evolved to the point that it is now an essential component in nearly all aspects of modern organizations.
What accounts for this phenomenal change, and what has been its effect on organizations?
Understanding the change of computing in organizations is important not only to help explain the present but it is essential for improving our ability to predict the future of information systems. This paper discusses change in computing in terms of two theoretical perspectives on the dynamics of computing, and concludes with an analysis of the forces affecting the dynamics of computing constructed by combining these perspectives.
THEORETICAL PERSPECTIVES ON THE DYNAMICS OF COMPUTING USE
Two theoretical perspectives are common in accounting for dynamics in computing use: rapid changes in technology leading to new and useful capabilities;
and changes in organizations that use computing which alter the context within which computing takes place. We describe these two basic classes of change underlying the dynamics of computing in organizations, then discuss the interaction of these to develop a more complete picture of the complex set of phenomena that make computing dynamic.
The technological perspective
It is a commonly held view in the computing field that computer technology creates new capabilities and new enconomies that "drive" the use and evolution of computing in organizations. Consequently, much attention is devoted to research, development and diffusion of new physical technologies and processes for use of those technologies, which together provide the infrastructure of computing in organizations. Change in the technological infrastructure of computing can be usefully characterized in four areas: theory, physical devices, software, and methods for use. Each is summarized in Fig. 1 . The various components of computing technology shown in Fig. 1 are separated for explanatory purposes, but computing technology consists of all these components in systematic interaction. To understand change in computing technology, the interactions of the components must be recognized and understood. Four important interactions can be observed. First, there is a precedence in development that is common across the components. Major advances in theoretical computer science generally precede new advances in physical devices and software. Often, new advances in software are stimulated by the capabilities and constraints provided by new physical devices. And methods tend to follow other areas of development in the effort to improve the organization's means of utilizing and exploiting the advances made in those areas. As a general rule, then, advances in computing use follow a long history of theoretical and engineering advances made in the other areas of computer technology. While application environments provide the "proving ground" of advances in computing technology, and often suggest new directions for t Authorship is random to denote equal contribution.
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The ideas expressed here are the authors', and should not be ascribed as those of the National Science Foundation. Theoretical proposals often take years to test and utilize, while the constraints of economic production in the creation of physical devices sometimes results in useful innovations never being made available to the market. This explains in part why there is such a substantial discrepancy between the "state of the art" in computing and the "state of the practice" in computing use. At the other end, in the user organization, the adoption and incorporation of a specific set of technology components often "freezes" the organization into those components for a considerable period of time. The investment must be amortized and paid off, and the costs of major changes to new components must be carefully weighed before they are adopted. This natural process of delay in organizational adoption and use of innovations also helps account for the difference between the state of the art and the state of the practice in computing.
Maim areas Components
Third, the process of change in the component areas often occurs across as well as within the areas. A prime example of this is the relationship between advances in physical devices and software, where many routines done by hardware have been taken over by software, and vice versa. Many of the major improvements in system performance of the past few years have come about by building hardware that incorporates specific features of given software systems, thus enabling more rapid execution of tasks. The creation of the Lisp Machine for using the Lisp programming language is a good example of this shift.
Finally, the changes in technological infrastructure illustrate that the goals guiding developments often embody trade-offs that cannot be easily resolved. For example, creation of more efficient software tools to make better use of hardware frequently constrains the utility of such software for users and programmers, while development of more user-friendly software usually places greater demands on hardware resources. There are ongoing efforts to create efficient systems that avoid this trade-off, but the task is difficult and compromises must be made. The fact that the goals for improvement vary from situation to situation means that there can be no universal solution to developing the "best" configuration of computing components. The technological infrastructure for computing is perhaps the most widely investigated aspect of computing, and certainly is the aspect of most concern to those in the production end of computing technology. In order to understand the dynamics of computing in organizations, therefore, it is also necessary to investigate the human and organizational contexts within which computing takes place.
The organizational perspective
The organizational perspective is relatively new to the computing field and largely the result of empirical social science analyzes of computers and information systems in real organizations [ 11. In contrast to the technological perspective, it posits that organizational factors are the key drivers of change in computing.
Organizations adapt the technology to fit their routine processes and the interests and agendas of key actors; they usually do not change to fit the technology.
From the organizational perspective, changes in computing correspond to changes in organizational routines and the interests and agendas of key actors. Computing is used to create new opportunities and to respond to changes in organizational contexts. Modern complex organizations share several key elements. First, they are purposive. Second, they produce most of their goods and services for external clientele. Third, they organize their work through a variety of specialized groups and explicit divisions of labor. These work organizations reflect both the demands of production and the results of critical negotiations about the distribution of resources. Fourth, they are work systems in which participants make decisions in and around their work rather than decision systems in which work is incidentally done. Thus, the physical work with and around computers influences what computing is done and how computing is used. Fifth, their participants are constrained by resources and organizational routines that are defined outside the formal boundaries of the organization. Sixth, their participants operate in a larger political and economic ecology that encourages them to select computing arrangements that give leverage to their negotiations in this larger ecology. Finally, organizations differ substantially in the nature and configuration of these elements-in purpose, in products, in the structure of work and decision making, in the nature of resources and other constraints, in their political and economic ecology, and in the role of computing.
Thus, the number of factors that influence organizational differences are great, and each has its particular effect on changes. Organizations experience a variety of different kinds of change, but only a few of these kinds of change are relevant to consideration of change in organizational c0mputing.t Long-term trends and cycles are important, of course, but they are important to every aspect of organizations. Their special importance to organizational use of computing is too bound up in larger changes to be easily identifiable.
Our concern must therefore rest with the more endemic and cyclical changes organizations undergo in the relatively short term (e.g. 20 yr), set against the background of major trends and cycles such as increasing technical and scientific knowledge and economic advances and declines. For this reason, we confine our concern to changes in organizational contexts for computing use. To investigate these issues we will next review several models of the growth of computing in organizations.
MODELS OF CHANGE IN COMPUTING
The basic issue in integrating the technological and organizational perspectives is to determine the processes of change and the drivers of change in computing use in organizations. Processes of change can be identified by historical analysis of the ways in which computing technology has been adopted and used in organizations.
From these accounts, and the factors that underlie change in each account, we can develop models of the drivers of change. We review here three models of change in computing in organizations taken from the literature of computer science, information systems and social science that concentrate on (1) the growth of systems in use, (2) the characteristics of systems in use, (3) the uses to which the systems are put, and (4) the factors that influence the changes in each of these.
Three models
The three models we use are those of Glaser et According to the GTS model, growth in the use of computing is a function of the organizational benefits derived from the technology's use and the continuing underlying advances in the technology itself.? It is the advances in the technology which set the stage for the organizational benefits. Specifically, it is the interacting phenomena of increasing capability and facility at decreasing cost per unit that are at the heart of the positive economics of computer use and that produce the benefits of both efficiency and effectiveness for users. Thus, it is technology which sets the stage for organizational benefits derived from computing, and it is continuing advances in technology which enhance the benefits derivable from each successive stage of computing's evolution.
In contrast to this model based primarily on technological determinism, Nolan's "stage theory" of computing posits is that organizations selectitlely adapt to changes in the technological infrastructure of computing in response to features of their internal and external environment. To capture the characteristics of change in computing, Nolan made the assumption that changes in budgets for computing can serve as a surrogate measure for change in a wide variety of environmental and technical variables, including changes in industry conditions, corporate sales, organizational strategy, management practices, and uses of computer technology. Plotting the changes in budgets for computing in a number of firms revealed that budgets seemed to grow according to an S-shaped curve. This led to a second major assumption:
that the turning points in the budget curve (shown in Fig. 3 ) are transition points between stages of growth. The turning points A, B, and C in Fig. 3 In contrast to the foregoing two models, Kraemer and King's model assumes that the organizational context rather than technological infrastructure is the driving force behind the evolution of computing in organizations. Their theoretical model [14] uses an underlying tenet of the other two models, namely the growth of computing can be usefully portrayed as a series of stages, but the key feature of their model is that organizational policy and politics drive the evolution of computing.
Four types of policy and political relationships are defined as relating to various stages: constitutive, distributive, regulatory, and redistributive policy. Briefly, constitutive policy is concerned with setting up a system, distributive policy with husbanding a system, regulatory policy with regulating the system, and redistributive policy with manipulating the existing system to achieve greater equity. Their theoretical model with four stages is shown in Fig. 4 .
Their empirical research [7] describes the characteristics of cities in three of the stages as follows (see also Fig. 5 None of these models are comprehensive explanatory theories. They are descriptive accounts of the changes in computing over time. However, we can use these models to develop insights into the characteristics of computing. forces. These include the implicitly recognized endemic demand for computing recognized in all three models above. Endemic demand would include standing organizational needs for faster and more accurate means of doing routine information processing tasks such as printing of bills, managing accounts, and keeping records. Also included would be the endemic demand for improved means of dealing with environmental uncertainty in planning and management.
Characteristics of computing dynamics from the models
Any computing innovation that meets these endemic demands within affordable means is likely to be adopted.
Demand-pull forces also include some things not normally recognized: institutionalized demand, which refers to the need to continue to support and improve the use of a practice or technology once it has been adopted (i.e. dependency on the technology that creates ongoing demand); and affective demand which includes created demands for use of computing that are not normally recognized as "legitimate" in the sense of organizational welfare (e.g. to exploit the entertainment value of computing, to capitalize on the leverage computing provides in other resource allocations, or to use computing to increase perceived status). In using these factors to understand the change of computing in organizations, a first question is "which is the dominant force?" This is a difficult question to answer. Yet we must accept as a working hypothesis that one or the other is dominant to develop a causal model. Most models of computing change assume that supply-push factors are dominant. Clearly, GTS and Nolan models above do so. However, we make the assumption that demand factors are dominant because demand factors are fundamental within the organizational context of computing use. Organizations existed long before computing emerged, and would be present without computing.
Yet computing would not be present in more than an academic sense without the presence of organizational demand for it. Therefore, we assume that endemic demand precedes the supply-push factors of computing, and indeed it is this demand that makes computing possible in organizations. This assumption has important ramifications for understanding the dynamics of computing. First, it suggests that organizational context will be more influential than technological infrastructure in determining the growth and use of computing in organizations. This seems to be the case if we examine the differences between the "state of the art" in computing and the "state of The endemic demands of the organization are met by such "old fashioned" means. Eventually it might become desirable or even necessary to update systems and methods, but only when the organization's demands themselves make this sensible. Second, it suggests that the speed of change in computing in organizations will be controlled by organizational demand forces. It is the speed with which computing-related change is occurring within an industry sector and/or organizational function, the relative role of computing in that change, and the saliency of both of these factors to key organizational actors that determines the speed of change in computing in organizations. This is clearly happening now as we see the adoption of small computers for specialized tasks that simply would not have been computerized before such computers became available and affordable.
But the question of whether to adopt and use such technologies will be answered on more complex grounds than whether the technology exists. The technology must exist to make the question sensible, but the answer to the question will depend on the nature of the organization at that time.
Third, it suggests that the task of understanding the dynamics of computing will require much more careful study of the organizational context of computing use than has been the case in the past. Most analyzes of computing change have focused on the technological infrastructure of computing, and this is the easiest approach to take because changes in the infrastructure are easy to trace. But if we are to understand the nature of computing in organizations we must study computing as it actually happens in organizations. This is a more demanding challenge by far, since it requires us to investigate a much wider array of factors affecting change. Finally, it suggests that we must further factor our analyzes of computing change according to those things that are internal to the organization from those that are external, in the sense of being controllable versus uncontrollable by the user organization. Changes in core technologies of computing are largely external to most user organizations, and even to many manufacturers of computing equipment. They emerge from research and development sites such as universities and industrial laboratories. The influences of user organizations on the activities of such research and development centers are often indirect, and it is uncommon for any given user organization to have much direct effect on what gets developed. Similarly, any given organization will exist within an environment that critically affects its operations and its welfare. For example, local governments exist within complex intergovernmental networks in which many situations that local governments must cope with originate outside the government's control. Nevertheless, there also are important aspects of computing growth that occur as a result of deliberate actions of organizations.
Suppliers of technology actively market their products to user organizations; user organizations actively investigate new technological possibilities and make decisions about adoption and use of technologies.
To understand the dynamics of computing we must understand more about the nature and interactions of both the external forces in using organizations.
By developing an accurate model of computing evolution in organizations it is possible to tie together the experiences of organizations to date. More significantly, such a model enables more accurate predictions about the future of computing in organizations. The ideas here build on the concepts presented above to create a framework for assessing the forces that give rise to the observed dynamics of computing.
We do so by adding a third dimension in our developing framework by differentiating the major organizational loci of change. Our basic focus has been on the organization, but many drivers of change come from outside the organization. For this reason we make a distinction between "internal" factors in computing use, and "external" factors that affect computing use. The boundary between "internal" and "external" is the boundary of the organization itself in the context of its environment. With the addition of this distinction, we can begin to develop a picture of the "pathways" whereby factors influencing change make their effects felt.
A basic framework
The basic framework for analyzing the pathways of change is shown in Fig. 7 . The two perspectives "technological infrastructure" and "organizational context" are shown down the left margin, while the distinction of "internal" and "external" loci of activity is shown across the top. The four cell matrix produced by this framework allows us to fill each cell with the factors that we believe to be important in the evolution of computing.
The primary classes of variables we are now investigating in our research are shown in the cells. Having established our basic framework, more difficult issues arise. Have we included all the significant variables? Are the variables correctly arrayed among the four cells? What weighting should be given to each of the variables? Would the weighting given to each variable change from organization to organization, or from time to time? Perhaps most importantly, can any systematic relationship among the variables be seen over time, in all the organizations studied? These are the fundamental questions of our current research, and since we have only embarked on our studies we do not yet have answers to these questions.
Nevertheless, we can utilize existing research, as well as the experience of others, to make some initial guesses about the forces that most dramatically influence the evolution of computing in organizations, and the ways in which they do so.
The variables shown in Fig. 7 are the major factors that can and do change over time. The primary objective in determining the course of evolution among these variables is to establish the dominance, direction, and pace of change among the variables. Dominance of change refers to the fundamental importance of each of the variables, and in turn the cells of the matrix, in stimulating and constraining change. The direction of change refers to the pathways of change among the variables and cells within the matrix. Pace of change refers to the speed with which changes take place within and between the cells. Dominance. As we noted earlier, we believe that organizational context is the dominant force in the evolution of computing.
By this we mean that the prevailing organizational conditions that computing can affect are more powerful determiners of whether and how much computing will be used than are the components of technological infrastructure. This definition of dominance results in the model depicted in Fig. 8 . Each of four cells is labeled with respect to its relative dominance in the processes of change in computing use in organizations. The most dominant force is external organizational context, for this constitutes the environment within which the using organization exists, and provides the rules within which it must operate. The next most powerful forces are internal organizational context and external technological infrastructure.
We do not identify here which of these is the "most" dominant, however. As the discussion of directions of change below will show, these two forces interact primarily through the remaining cell, internal technological infrastructure. This final cell is the least dominant, being affected by all three of the other cells either directly or indirectly.
Directions ofchange. The identification of the relative dominance of the four cells shown in Fig. 8  leads immediately to the hypothesis that directions of change tend to flow from the most dominant forces to the least dominant forces. Thus, we see the relationships shown in Fig. 9 infrastructure. As the discussion of dominance above, these prevailing directional pathways should be seen as the primary pathways, not as the exclusive pathways of change. In some circumstances changes will emanate from within organizations that affect the external dimensions, thus running in "reverse". This is certainly the case when striking innovations are made by individual organizations which are then picked up by other organizations (e.g. computer manufacturers, national associations) and actively promoted.
But this happens relatively rarely, and most changes follow the pathways we specify.
Pace ofchange.
Unlike the models depicted for the dominance of forces in change and pathways of change, the pace of change is uniquely influenced by the particular differences between technological infrastructure and organizational context. Specifically, the pace of basic change within the field of computing technology is so rapid that it eclipses change in other areas. For this reason, we hypothesize that the most rapid change occurs in the cell of external technological infrastructure.
The primary effects of this fast pace are felt through the pathways to internal organizational context and internal technological infrastructure.
The second most rapid pace of change occurs in the internal technological infrastructure cell, as new capabilities are exploited and forced upgrades take place. Change is slightly slower in internal organizational context, since the variables contained in this area are embedded in the traditions and practices of the organization, which generally resist rapid change. The slowest pace of change is in external organizational context. The collective behaviors of organizations and the prevailing traditions of the larger environment change very slowly in comparison to the other cells. These hypotheses about the pace of change are shown in Fig. 10 .
Interpreting the model
The model we offer here provides a general interpretation of the course of change in computing in organizations.
Change is basically stimulated by the rapid pace of change from within the cell of external technological infrastructure. New capabilities produced within this cell create new opportunities for organizational actors. These opportunities might offer the ability to do something truly new and useful, in which case they act as "attractors".
They also might offer a means of escaping from a current condition that cannot be tolerated (a "detractor"), and be adopted for that reason. The pace of change within the external technological infrastructure cell is important in the evolution of computing use because it sets the pace of "opportunity change" adopting organizations must deal with. It might seem from this assessment that the fundamental driver of evolution is technical change, but this is not the case. To this point the model is conservative, adopting the perspective of rational economic decision making. But this is too strict an interpretation of our model. Several important things differentiate our model from this rational viewpoint. First, we have a loose definition of "demand" that includes many motivations not customarily included in models of organizational rationality. We recognize and include rational demands, such as a proven organizational need for a faster means of processing accounts payable that might facilitate the decision to buy a computer system to accomplish this. But we also include less "rational" demands such as the desire of a departmental manager for a computer system in order to increase the status of his department, compete with another organizational unit, or simply obtain the opportunity to play around with computers. Second, we explicitly recognize an important link between perceptions of technological capabilities and the fabrication of demand to take advantage of them. This is especially important in computing change, where many computer procurement decisions are made because decision makers think the systems they buy can do things they cannot (or cannot easily) be made to do. It is also important in the context of complex inter-organizational relationships, such as those that exist among governments within a country. Demands can be made by one organization that affect another organization based on expectations about the affected organization's ability to meet the demands. For example, reporting requirements imposed on local governments by central governments will be affected by the central government's perception about local ability to comply with the demand. Prior to the advent of computer systems, certain kinds of reports were much more difficult to produce than they are today. If the central government believed that local governments could not comply with their demands, it would not make the demands (or would soon retract them). But if computer systems make it possible for local governments to comply with the demand, a major logistic barrier to the demand is removed. We believe there is a strong connection between the proliferation of central government reporting requirements and the growth of computer-based reporting capabilities in responding organizations. Finally, our model does not assume that people know the facts or always tell the truth. Many decisions to adopt computing are made on erroneous information, and many claims are made by vendors of technology that bear little relation to the truth. The result is that the marketing of technology to possible users goes far beyond the "provision of information for purchase decisions" usually ascribed to the marketing function by neo-classical economists. Marketing efforts are sometimes undertaken with the fundamental intent of altering peoples' perceptions of reality. Take for example the current advertizing for office automation equipment that claims this technology to be "inevitable"
and "essential" for organizations.
Neither claim is true. Widespread adoption of office automation technology is no more inevitable than was widespread adoption of supersonic transport technology or the picture-phone. Similarly, it is not correct to claim that a particular technology is essential to organizations that are getting along without it. The purpose of these ads is to get possible buyers to accept the proposition that they must buy this technology or suffer dire consequences.
The importance of this for our model is that concerted marketing efforts can affect the nature of demand, even though demand ultimately exerts the dominant influence in the supply/demand relationship.
CONCLUSION
The basic model presented in this paper draws together the foci of previous models of information system growth in organizations. It integrates the fundamental perspectives of technological and organizational change, and attempts to divine the basic relationships between these kinds of change both internally to the organization and externally to the organization. We believe the utility of this model is its inclusion of a wider array of factors that influence the timing and form of growth in computing use that occurs in complex organizations. This model alone cannot provide a detailed description of the actual processes of change, however. Research to specify and track the changes in individual variables listed in Fig. 7 is required to verify the model's accuracy as a general description of the forces of change involved, and to determine whether the relationships among the four cells of the model posited in fact proved to be true. We are currently engaged in research that will evaluate this model, and encourage others interested in the processes of computing growth in organizations to evaluate it as well.?
