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Abstract.
It is generally known that the energy density can be negative in quantum field theory.  It 
is also believed that there are limits on this negative energy density.  These limits are 
known as the quantum inequalities.  In a recent paper [8] an example was provided of a 
system which violated the quantum inequalities.  Here we will demonstrate a violation of 
the spatial quantum inequality for a scalar field with zero mass in 1-1 dimensional space-
time. In addition it will be argued that the system presented here also violates the 
quantum interest conjecture.
1. Introduction.
It has been shown [1] that in quantum field theory the energy density for a free field can 
be negative over some region of space and time.  This is a quantum effect that differs 
from classical physics where the energy density of a field is always positive.  It has been 
suggested the existence of negative energy density could lead to certain “exotic” effects 
such as the existence of wormholes in space-time [2] and violations of the second law of 
thermodynamics [3].  However, a number of papers have been written which demonstrate 
the existence of the quantum inequalities (see [4-7] and references, therein).   The 
quantum inequalities are lower limits on the weighted average of the energy density and 
their existence reduces the possibility that the aforementioned “exotic” effects occur.  
In contradiction to the claims of the quantum inequalities the author has written 
several papers that claim to demonstrate violations of the quantum inequalities [8-11].  In 
this discussion we will demonstrate a counter example to the spatial quantum inequality.  
2For a scalar field with zero mass in 1-1 dimensional space-time in a free field (i.e. 
all external potentials are zero) the spatial quantum inequality is given by E. E. Flanagan 
[5] as,
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where  00 ,RT x t is the regularized energy density,  x is a non-negative function, and 
 ,minS  is given by,
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where    x d x dx   .
Consider a zero mass scalar field in the presence of a static scalar potential  V x
where  V x is the inverse square well potential defined by,
  0  for  
0 for
V x a
V x
x a
  (1.3)
where 0 0V  .  In Section 2 the renormalized kinetic energy density  00RT x will be
calculated for this situation.  It will be shown that for x a , outside the inverse potential 
well,  00RT x is zero and for x a the average value of the kinetic energy density is 
negative.  It would be easy to show that this result violates the spatial quantum inequality,
except for the fact that the spatial quantum inequality only applies to free fields, that is, 
quantum fields where the scalar potential is zero.  In order to make the spatial quantum 
inequality apply to this case the scalar potential must be set to zero.  The way to achieve 
this is to instantaneously remove the scalar potential. Assume that this occurs at time 
0t  so that the scalar potential is given by,
     ,V x t t V x  (1.4)
where  u is the Heaviside step function.  What, then, happens to the kinetic energy 
density at 0t  ?  As has been demonstrated in [8] and [10] the kinetic energy density is 
continuous at 0t  .  This fact shouldn’t be surprising because it is consistent with 
3classical physics.  In classical physics an abrupt change in the external potential does not 
produce an abrupt change in the kinetic energy. So the quantum mechanical result is 
simply a carry over of the same result from classical physics [8].
Therefore, we know the kinetic energy density immediately after the scalar 
potential has been removed at 0t  . The final result is that at 0t  we have a free 
quantum field for which the average kinetic energy density is negative in the region 
a x a    and zero outside of this region.  Note that due to the fact that this is a free 
field (the scalar potential has been set to zero) the kinetic energy density is the same as 
the energy density.  It is then easy to show that the spatial quantum inequality will be 
violated.  This will be done in Section 4.  Also, in Section 6, we will examine the case 
were the scalar potential is reduced to zero in a continuous manner.
2.  Kinetic energy density.
In this section we will calculate the kinetic energy density for a scalar field with zero 
mass in the presence of scalar potential given by Eq. (1.3).  In making this calculation we 
will use some of the results from a paper by N. Graham and K.D Olum [12].  They 
calculated the energy density for a scalar field in the presence of an inverse square well 
scalar potential in 2-1 dimensional space-time.  Their approach will be used and 
appropriately modified to the problem here which is to calculate the kinetic energy 
density of scalar field in 1-1 dimensional space-time. 
The field operator  ˆ ,x t satisfies the Klein-Gordon equation,
 
2 2
2 2
ˆ ˆ
ˆ 0V x
t x
 

        (2.1)
where  is a positive parameter that can be set to zero to turn off the potential and  V x
is given by (1.3).  The kinetic energy density operator is,
 00 ˆ ˆ ˆ ˆ1ˆ ˆ 2T t t x x
   

                
(2.2)
Note the energy density operator,  ˆ  , is related to the kinetic energy density operator 
by,
     00 1ˆˆ ˆ ˆ ˆ2T V x           (2.3)
4The difference between the two operators is that the energy density operator has an 
explicit dependence on the scalar potential.  If the scalar potential is zero the kinetic 
energy density and energy density are the same.
The field operator is given by,
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where,
   , ,, i tk kf x t x e     (2.5)
and where k  and the  ,k x are real with  ,k x  representing the symmetric 
solutions and  ,k x  representing the anti-symmetric solutions.  The ,ˆ ka  and ,ˆ ka are 
the creation and destruction operators, respectively.  They obey the commutation 
relationships  , ,ˆ ˆ,k ka a k k             with all other commutations being zero.   The 
 ,k x are solutions of,
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The above relationships define the field operator.  However, in order to 
completely specify the system, the state vector on which the field operator acts must also 
be defined.  The normalized state vector will be designated by 0 and obeys the 
relationship ,ˆ 0 0ka   . 
From the above discussion the kinetic energy density expectation value is,
 00, 00ˆ ˆ0 0T T    (2.8)
Using the above relationships we obtain,
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Next, use (2.5) in the above to obtain,
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In order to regularize this solution we proceed as in Ref. [12] and introduce a counter 
term to compensate for the cosmological constant.  This involves subtracting off the term,
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where,
   0, cosk x kx   and    0, sink x kx   (2.12)
Therefore the regularized kinetic energy density is,
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This can be rewritten using the relationship,
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Use (2.6) in the above to obtain,
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Use this in (2.13) to obtain,
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From [12] we can relate the mode solutions to the Green’s function,
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where  , ,G x x k  is the Green’s function, which satisfies,
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From [12],
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Use this and (2.17) in (2.16) to obtain,
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From [12] we have the relationship    , , , ,G x x k G x x k     .  Therefore for real k
we have,
      1Im , , , , , ,
2
G x x k G x x k G x x k
i  
   (2.21)
Use this in (2.20) to obtain,
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Note that there are no poles in the upper half of the complex plane [12].  Therefore we 
can deform the integration path in the upper half plane per [12] and integrate around the 
branch cut along the positive imaginary axis due to k to obtain,
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Outside the square well potential where x a it is shown in [12] that,
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7and where 2 0V     .  Use (2.24) and (2.25) in (2.23) along with   0V x  for 
x a to obtain,
 00 0RT x a  (2.26)
According to [12] the Green’s function for x a is,
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and,
     2 22 cosh 2 sinh 2D a a            (2.29)
Next calculate the total kinetic energy in the region a x a   .  This is given by,
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Use (2.23) in the above to obtain,
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where,
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and,
   0 sinh 2, ,
x a
V xd
G x x i
dx D 
 


 (2.33)
Using (2.33) and (2.32) in (2.31) it is shown in the Appendix that,
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8where we have set 1  .  The integrand is non-negative for all 0  .  Therefore 
0KEE  .  The result of this is that the total kinetic energy is negative in the interval 
a x a   and the kinetic energy density is zero outside of this region.
3. Removing the potential.
At this point we have calculated the kinetic energy density for an inverse square well 
potential.  In order to use these results to test the validity of the quantum inequalities the 
potential must be removed due to the fact that the quantum inequalities only apply to 
systems where external potential is zero.  In Section 6 we will examine the situation 
where the scalar potential is removed continuously.  In the present section we will 
consider the simpler case of an instantaneous removal of the potential.  Therefore we 
assume that the potential takes the form of Eq. (1.4), i.e.      ,V x t t V x  where 
 V x is given by (1.3).  From the previous section we know what the kinetic energy 
density is during the period of time 0t  .  What is the effect on the kinetic energy 
density due to the instantaneous removal of the scalar potential at time 0t  ?
As has been discussed elsewhere [8][10] the kinetic energy density is continuous 
with respect to an abrupt change of the scalar potential.  This result should not be 
surprising or unexpected because it is consistent with classical physics.  This has been 
shown in Ref. [8] where the effect on the kinetic energy of a classical system due an 
instantaneous change in the potential was examined.  It was shown that the kinetic energy 
was continuous in this case.  This was also shown to be true for the quantum system 
under consideration here which will be demonstrated as follows.
Assume that the scalar potential is given by      ,V x t t V x  .  In this case the 
equations of motion for the field operator are,
 
2 2
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ˆ ˆ
ˆ 0 for 0V x t
t x
      
 
   2 2
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ˆ ˆ
0 for 0t
t x
     
 
(3.1)
where    ˆ ,x t  is the field operator for 0t  .  The boundary condition at 0t  are,
     ˆ ˆ,0 ,0x x   and 
     ˆ ˆ,0 ,0x x
t t
    (3.2)
Use this in (2.2) to obtain,
9     00 00ˆ ˆ,0 ,0T x T x  (3.3)
where        00 00ˆ ˆ ˆ,0 ,0T x T x     .  Therefore the kinetic energy density operator is 
continuous at 0t  .  
We can also expand    ˆ ,x t  in terms of mode solutions to obtain,
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Using (3.2) the initial condition, at 0t  , for the    , ,kf x t  are,
     , ,, 0 ,0k kf x f x    and 
     , ,, 0 ,0k kf x f x
t t
 
 
   (3.5)
This can be used in (2.9) to show that the kinetic energy density is continuous at 0t  .  
All this is discussed in more detail in [8].
At 0t  we have removed the scalar potential so that the spatial quantum 
inequality should apply for 0t  .  Since the kinetic energy density is continuous at 0t 
we know the value of the kinetic energy density just after the potential is removed. We 
have      00 00,0R RT x T x  where  00RT x is the kinetic energy density that was calculated 
in Section 2 for the inverse square well potential.  In addition, since the potential is zero, 
the kinetic energy density is now equivalent to the energy density. Therefore the spatial 
quantum inequality should apply to  00RT x .
4. Violating the quantum inequality.
In this section we will show that the quantity  00RT x violates the spatial quantum 
inequality.  Recall from Section 2 that we have defined the quantity KEE as the total 
kinetic energy within the region x a (see Eq. (2.30)).  It has been shown that 0KEE  .  
In addition the kinetic energy density  00RT x outside of the region x a is zero. To 
show that this violates the spatial quantum inequality let the weighting function  x be 
given by,
   
1 for 
exp for 
x a
x N
a x x a
 

    
(4.1)
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where  2 1N a     .   Use this in (1.2) to obtain,
 ,min 112S N    (4.2)
Use these results along with those of the last section to obtain,
       00 00,0 ,0
a
R R KE KE
a
T x x dx T x dx E N E N
 

 
     (4.3)
The last step is allowed because KEE is negative (see Eq. (2.34). Also, in evaluating this 
integral we have used the fact that  00, 0RT x  for x a .  Next, use (4.2) and (4.3) in  
Eq. (1.1) to yield,
1
12KE
E N N   (4.4)
If the spatial quantum inequality is true this equation must be valid for all  .  It is easy to 
show that this is not the case.  Rewrite this result as,
1
12 KE
E  (4.5)
In the limit 0  the left hand side of this equation approaches zero and the right hand 
side is unchanged.  In this limit (4.5) is not true so that the spatial quantum inequality is 
not valid.
5.  The positively of the energy.
There is one potential problem with the above results which will be addressed in this 
section.  Consider the situation for 0t  just after the scalar potential has been removed.  
The energy density at a given point is either negative or zero.  Therefore the total energy 
integrated over all space is negative.  This cannot be correct because the total energy 
cannot be less than or equal to zero.
The solution to the problem is given in a discussion in Ref. [8] and will be briefly 
reviewed here.  Assume at some initial time 1t a system is in its initial unperturbed 
vacuum state with   0V x  .  The mode solutions for the field operator defined in Eq. 
(2.4) are given by    0, 0,, i tk kf x t x e    where the  0,k x are the unperturbed 
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solutions given by (2.12).  Between time 1t and 2t the scalar potential is applied.  At 2t is 
reaches is final value which as specified in (1.3).
In the process of establishing the scalar potential a disturbance is created which 
moves outward at the speed of light.  This perturbs the mode solutions  ,kf x t .  After a 
sufficiently long time 2ft t the mode solutions will be approach their final value 
   , ,, fi tk f kf x t x e     over some large region L x L    .
This resolves the problem posed at the beginning at this section.  Consider the 
region L x L    where L  for sufficiently large 2ft t . Inside of this region 
the total kinetic energy is negative and is equal to the result calculated in Section 2.  
However outside of this region the kinetic energy density will be positive which will 
make the total integrated kinetic energy over all space positive as required.  We are 
justified in ignoring this part of the solution because it is at infinity and therefore doesn’t 
affect the result of our integrations over the sampling functions.
6.  Time dependent change in potential.
In Section 3 it was argued that the kinetic energy density was continuous despite an 
instantaneous change in the scalar potential.  In this section we will consider what 
happens if the scalar potential is reduced to zero in a continuous fashion. 
We will start by setting up the problem in the Schrödinger picture.  In this case 
the Schrödinger picture field operators  ˆS x and  ˆS x are constant in time and the 
time dependence is associated with the Schrödinger picture state vector  S t . In the 
Schrödinger picture the kinetic energy density operator is given by,
     
2
2
00
ˆ1ˆ
2
S
S S
d x
T x x
dx

         
(6.1)
The state vector obeys the Schrödinger equation,
   ˆS S Si t H tt
   

;     ˆS S Si t t Ht
   

(6.2)
ˆ
SH is the Schrödinger picture Hamiltonian operator and is given by,
ˆ ˆ ˆ
S SKE SVH H H  (6.3)
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where,
 00ˆ ˆSKE SH T x dx  (6.4)
and,
   21ˆ ˆ,
2SV S
H V x t x dx  (6.5)
Note that the ˆ SKEH term in the Hamiltonian may be thought of as an operator 
corresponding to the total kinetic energy and ˆ SVH is that part of the Hamiltonian that 
explicitly depends on the potential.  With this in mind define the total kinetic energy as,
     ˆK S SKE S KE t t H t     (6.6)
where K is a renormalization constant.  Take the derivative of (6.6) with respect to time 
to obtain,
     ˆ ˆ,K S S SKE Sd E t i t H H tdt      (6.7)
Use (6.3) in the above to obtain,
         ˆ ˆ ˆ ˆ ˆ, ,K S S S SV S S S SV Sd E t i t H H H t i t H H tdt               (6.8)
Use (6.5) and (6.2) in the above to obtain,
         21 ˆ,
2K S S S
d
E t dxV x t t x t
dt t
   
 (6.9)
Let  ,V x t be given by,
     ,V x t f t V x (6.10)
where  V x is the inverse step potential given by (1.3) and,
 
1 for 0
1  for 1 0
0 for 1
t
f t t t
t
 


   

(6.11)
For 0t  the scalar potential is static.  The kinetic energy density for this case was 
determined in Section 2.  We are interested in the change in the total kinetic energy 
during the time period from zero to 1t  .  This is given by,
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    
 1
0
0 1K K
d
E dt E t
dt

    (6.12)
For 1t  ,    0KdE t dt  since   0f t  for 1t  .   
At this point we will assume that the scalar potential is sufficiently small that we 
call solve this problem using standard perturbation theory as discussed in Chapt. 4 of Ref. 
[14].  In this case we re-write the Hamiltonian as,
0
ˆ ˆ ˆ
S S SpH H H  (6.13)
where,
   20 1ˆ ˆ ˆ2S SKE SH H V x x dx    (6.14)
and,
      21ˆ ˆ1
2Sp S
H f t V x x dx   (6.15)
0
ˆ
SH is the “unperturbed” part of the Hamiltonian and is calculated for a scalar field in the 
presence of the static scalar potential given by (1.3) and ˆ SpH is the part of the 
Hamiltonian that is due to the perturbation caused by the change in the scalar potential 
for 0t  . The Schrödinger picture field operators are given by,
   ˆ ˆ ,0S x x  and    ˆ ,0S x xt  


(6.16)
were  ˆ ,x t is given by (2.4). 
At this point we will follow standard perturbation theory as presented in [14] and 
switch to the Interaction picture where the interaction field operator is  ˆ ,x t and the 
Interaction state vector is  I t where [14],
   0ˆ SiH tI St e t   and    0 0ˆ ˆˆ ˆ, S SiH t iH tx t e x e    (6.17)
In terms of Interaction picture quantities Eq. (6.9) becomes,
         21 ˆ, ,
2K I I
d
E t V x t t x t t
dt t 
   
 (6.18)
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The initial state vector, at 0t  , is  0 0I   .  For 0t  we have, to the 
lowest order in perturbation theory [14],
    1ˆ1 0I t iO t    ;      1ˆ0 1I t iO t   (6.19)
where,
   1
0
ˆ ˆ
t
pO t H t dt  (6.20)
 ˆ pH t is the perturbed part of the Hamiltonian in the Interaction picture and is given by,
        21ˆ ˆ1 ,
2p
H t f t V x x t dx   (6.21)
Use (6.20) to obtain,
         2 21ˆ, 0 , , 0I It x t t i O t x t          (6.22)
where the higher order terms have been dropped from the right hand side of this equation.  
Use this result in (6.18) to yield,
         21ˆ ˆ0 , , 0KdE t if t V x O t x t dxdt t    
      (6.23)
This equation is valid to the lowest order in perturbation theory.  It is assumed that the 
scalar potential is sufficiently small that the higher order terms can be ignored.  Next we 
obtain,
           
2
2 2
1 1
ˆ ,ˆ ˆˆˆ ˆ0 , , 0 0 , , , 0p
x t
O t x t H t x t O t
t t

     
 
              
(6.24)
When this result is used in (6.23) the term involving    2ˆ ˆ, ,pH t x t   will end up 
being zero so that (6.23) becomes,
         
2
1
ˆ ,ˆ0 , 0K
dE t x t
if t V x O t dx
dt t

 

      
 (6.25)
At this point it won’t affect the final result and will simplify the discussion if we write 
 2ˆ ,x t in normal order.  Doing this and using (2.4) and (2.5) we obtain,
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       
1 2
1 2
1 2
2 † †
, 0 0
ˆ ˆ: , : 0 0
2
k q i k q t
k q
x x
x t dk dq e a a
kq
 
 
  
 
 

 
    (6.26)
From this it follows that,
     
1 2
1 2
1 2
2 , † †
, 0 0
ˆ ˆ: , : 0 0
2
k q i k q t
k q
C
V x x t dx dk dq e a a
kq
 
 
  
 
 

 
    (6.27)
and,
     
1 2
1 2
1 2
2 ,
, 0 0
ˆ ˆ0 : , : 0
2
k q i k q t
k q
C
V x x t dx dk dq e a a
kq
 
 
  
 
 

 
     (6.28)
where,
     1 2 1 2,k q k qC V x x x dx       (6.29)
From the above relationships we obtain,
       
1 2
1 2
1 2
2 , † †
, 0 0
ˆ ˆ: , : 0 0
2
k q i k q t
k q
k q C
V x x t dx i dk dq e a a
t kq
 
 
  
 
 

 
     (6.30)
and,
      1 2 1 2
1 2
,
1
,0 0 0
1ˆ ˆ ˆ0 0 1
2 2
t
k q i k q t
k q
C
O t dt f t dk dq e a a
kq
 
 
 
  
 
       (6.31)
Use these results to obtain,
            1 2
1 2
2
2
1 2
, 0 0
ˆ0 : , : 0
4
kq i k q t
kq
k q C
O t V x x t dx i dk dq B t e
t kq
 
  
 
  
 
 
   
(6.32)
where,
      
0
1
t
i k q t
kqB t dt f t e
    (6.33)
Use these results in (6.25) to obtain,
               1 2
1 2
2
*
2
, 0 0 4
kq i k q t i k q tK
kq kq
k q CdE t
f t dk dq B t e B t e
dt kq
 
  
 
      (6.34)
Use (6.11) in (6.33) to obtain for the time period  1 0t   ,
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    
 
 2 2
1 1i k q t
kq
i k q t
B t e
k q k q
  
          
(6.35)
Therefore,
            
*
2
2
1 cosi k q t i k q tkq kqB t e B t e k q t
k q
           
(6.36)
Use this in (6.34) to obtain,
     2 1KdE t t D t
dt
    (6.37)
where,
       
1 2
1 2
2
2
, 0 0
1 cos
4
kqC k q t
D t dk dq
k q kq
 
  
         (6.38)
It is evident that  D t is non-negative for all t .  Therefore   0KdE t dt  for all t in the 
range  1 0t   .  We can use this result in (6.12) to show that   0 1KE   is 
negative.  
How does this impact on the kinetic energy density.  During the time interval 
 1 0t   the scalar potential is removed.  This scalar potential was confined to the 
region a x .  The removal of this potential creates a disturbance which moves out at the 
speed of light from the region a x .  At 1t  the kinetic energy density in the region 
 1x a   is unaffected and, according to the results of Section 2, equals zero.  The 
total kinetic energy in the region  1x a   has decreased by the amount 
  0 1KE   from 0t  to 1t  .  From the results of Section 2 the total kinetic 
energy within this region at 0t  was KEE which is negative.  
Therefore the situation at 1t  is this – the kinetic energy density for 
 1x a   is zero.  The total kinetic energy in the region  1x a   is 
  0 1KE KE E    where both terms are negative.  Proceeding as in Section 4 it is 
evident that the spatial quantum inequality is violated at 1t  .
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7. The quantum interest conjecture.
At this point we have specified the field operator and kinetic energy density at 0t  .  
What happens for 0t  .  The field operator evolves in time according to Eq. (3.1).  A 
similar problem was considered in Ref. [8].  Using the same analysis as in [8] we can 
show that,
        00 00 001, 2R R RT x t T x t T x t
     (7.1)
where  00RT x is the kinetic energy density calculated in Section 2.
This result means that for 0t  we have two pulses of negative energy moving in 
opposite directions at the speed of light.  The pulses are isolated.  That is they are not 
surrounded or associated with a positive energy pulse.  This is a violation of the quantum 
interest conjecture.  
The quantum interest conjecture states that a pulse of negative energy must be 
preceded or followed by an even larger pulse of positive energy [13].  However, based on 
the results from Ref. [8], we have a pulse of negative energy that is not associated with a 
pulse of positive energy.  Therefore the quantum interest conjecture fails. 
8.  Conclusion.
We have examined a scalar field with zero mass in 1-1 dimensional space-time subject to 
the scalar potential  V x given in (1.3).  We have shown that the kinetic energy density 
is negative inside the region x a and zero outside of this region.  When the scalar 
potential is instantaneously removed at 0t  we can determine the energy density for 
0t  by using the fact that the kinetic energy density is continuous at 0t  despite the 
instantaneous change in the scalar potential.  From this we are able to show that the 
spatial quantum inequality is violated.
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Appendix.
Use (2.32) and (2.33) in (2.31) and let 1  to obtain,
 
 
2
00
0 0
2 sinh 22
1
4 2 sinh 2
4
k
KE
aN V aV
D
E d
V a
a
D


 
  

                  
 (9.1)
Rearrange terms to obtain,
 
2 2
0 0
0 2
0
2 21
2 4 2 sinh 2
4KE k
V Vd
E aN aD V a
D 
     
                     (9.2)
Use 2 0V     in the above to obtain,
 
2 2
0 0
2
0
21
2 4 sinh 2
4KE k
V Vd
E aN aD a
D 
    
             (9.3)
Rearrange terms to obtain,
   
2
0 0
2
0
21
4 sinh 2
4
k
KE k
aN V Vd
E a N D a
D 
     
           (9.4)
Use (2.28) and (2.29) in the above to obtain,
     
   
2 2 2 20
2
2 20 0
0 2
2
cosh 2 4
1
4
sinh 2 4 4
KE
aV
a a
d
E
D V
a a a V
     
      

                        
 (9.5)
Rearrange terms and use 2 0V     with 1  to obtain Eq. (2.34) in the text.
19
References.
1. H. Epstein, V. Glaser, and A. Jaffe, Nonpositivity of the energy density in 
quantized field theories, Nuovo Cim. 36 (1965) 1016-1022.
2. M. Morris, K. Thorne, and U. Yurtsever, Wormholes, Time Machines, and the 
Weak Energy Condition,  Phys. Rev. Lett. 61 (1988) 1446-1449.
3. L.H. Ford, Quantum coherence effects and the second law of thermodynamics,  
Proc. R. Soc. Lond. A 364 (1978) 227-236.
4. L.H. Ford and T.A. Roman, Restrictions on Negative Energy Density in Flat 
Spacetime, Phys. Rev. D55 (1997) 2082-2089.  (Also axXiv:gr-qc/9607003).
5. E.E. Flanagan, Quantum inequalities in two dimensional Minkowski spacetime,  
Phys. Rev. D56 (1997) 4922-4926.  (Also arXiv:gr-qc/9706006).
6. C.J. Fewster and S.P. Eveson, Bounds on negative energy densities in flat 
spacetime, Phys. Rev. D58, 084010, 1998. (Also arXiv:gr-qc/9805024).
7. L.H. Ford, Negative Energy Densities in Quantum Field Theory,  
arXiv:0911.3597.
8. D. Solomon “An example of a violation of the quantum inequalities for a massless 
scalar field in 1-1 dimensional space-time”.  To be published in Advanced Studies 
in Theoretical Physics.  arXiv:1003.1526v6.
9. D. Solomon. “A counter-example to the quantum interest conjecture”.  
arXiv:1007.3258v3.
10. D. Solomon. “A violation of the spatial quantum inequality”.  arXiv:1012.1622v1.
11. D. Solomon. “Some ambiguities with point split regularization and its impact on a 
proof of the spatial quantum inequality”.  arXiv:1103.2399v1.
12. N. Graham, K. D. Olum. “Negative energy densities in quantum field theory with 
a background potential”.  Phys. Rev. D67 (2003) 085014; Erratum-ibid. D69 
(2004) 109901. arXiv:hep-th/0211244v2.
13. L.H. Ford and T. A. Roman, The quantum interest conjecture,  Phys. Rev. D60 
(1999) 104018.  axXiv:gr-qc/9901074.
14. J.J. Sakurai, “Advanced Quantum Mechanics.” Addison-Wesley Publishing Co., 
Redwood City, California, (1967).
