Abstract-In wireless sensor networks, the reliability can be increased when data is sent to multiple sinks. Data information transmitted to each sink can be considered as a commodity. The objective is to determine the route between each source and sink such that the lifetime of the commodity is maximized. Iin this paper, we derive the upper and lower bounds for the lifetime maximization problem with multiple sinks. Simulation results show that these bounds are tight for large scale wireless sensor networks.
I. INTRODUCTION
The recent advances in Micro-Electro-Mechanical Systems (MEMS) technology have accelerated the development of wireless sensor networks (WSNs). WSNs have a wide range of applications, including environmental monitoring, smart building, medical care, and battlefield applications [1] . Since most of the sensor nodes are battery powered, one of the design objectives is to prolong the lifetime of these sensor nodes. Various energy-aware algorithms have been proposed in the literature (e.g., [2] , [3] ).
The network lifetime in a WSN can be defined as the time at which the first node runs out of its energy. Based on this definition, various algorithms have been proposed to maximize the network lifetime. Chang and Tassiulas formulated the maximum lifetime routing problem as a linear programming problem [4] . In [5] , Madan and Lall proposed the partially distributed and fully distributed algorithms to solve the linear maximum lifetime problem in WSNs.
For some of the applications in WSNs (e.g., patients' monitoring, battlefield surveillance), the reliability of the information is also an important design issue [1] . There are several ways to increase the reliability of sending data information from the source to the sink. At the physical layer, the reliability of the links can be increased via the use of forward error correction techniques. At the network layer, one technique is to let each source send its data via multiple paths to the sink [6] At the transport layer reliable transport protocols can be used [7] .
Another way to increase the reliability is to let each source either choose a sink for transmission or send the data to a number of sinks simultaneously. The latter approach can increase the chance that at least one sink has received the data information. To this endd Lin and Wen [8] proposed a joint scheduling and data aggregation heuristic in order to minimize the total power consumption in a multi-sink WSN.
In [9] , Oyman and Ersoy used multiple sinks to reduce the energy consumption of WSN. The network is partitioned into clusters. Each cluster has a sink. The source nodes send data to the corresponding sink in their cluster. In [10] , Kalantari and Shayman proposed a vector field formulation to obtain power-efficient routing for multi-sink WSNs. In this scheme, each partition in the WSN has one sink and the source only sends data to the sink within its partition.
The data information transmitted to sink k can be considered as commodity k. Our goal is to determine the route between each source and sink such that the lifetime of each commodity is maximized. In this paper we derive the upper and lower bounds for the lifetime maximization problem with multiple sinks. Simulation results show that these bounds are tight when the number of nodes in the WSN is large.
The rest of the paper is organized as follows: In Section II, we first summarize the maximum lifetime problem formulation with one sink. We then extend the problem formulation to the multi-sink scenario. In Section III, the upper and lower bounds of the lifetime maximization problems are presented. We also describe a distributed implementation algorithm based on dual decomposition. 'Uiven Si, £i, pij, and R j, the objective in the maximum lifetime routing problem is to maximize the time that the first node runs out of its energy, subject to the flow conservation constraints. The lifetime routing problem can be formulated as the following linear programming problem [4] , [5] . (2) where q is the upper bound on the inverse of the lifetime of all the nodes in the network. The optimal value (minimal value) is denoted by q* and is achieved at an optimal solution x*. B. Lifetime of a Commodity
For a WSN with multiple sinks, we assume that each source transmits its information to all of the sinks in order to increase the reliability. Let C denote the set of sinks and C denote the total number of sinks. The data that is transmitted to sink k e C is the commodity k. Let xkj denote the data rate from node i to node j for commodity k. The aggregate data rate from node i to is Lkc Xzk The lifetime of node i under data flow vector x = tcij} becomes. data generated by node i . for commodity k, and Rk = Rij C ii is the capacity for commodity k on link (i j)We assume that the data rate is much smaller than the link capacity (i.e., Sik < RkJ). The data of commodity k to the sink k is Sk nk EiEV, i7sink iLet qk denote the optimal value of problem (5) . When the aggregate traffic from other commodities are also taken into account, the power consumed in each sensor node will either increase or remain the same. Consequently, the lifetime of each commodity will decrease. Thus, lqk* is the upper bound of the lifetime of commodity k. In other words,
The equality holds when the bottleneck node of commodity k carries data for commodity k only. B. Lower Bound Problem To obtain the lower bound of the lifetime of each commodity, we consider the following scenario: Each intermediate node needs to relay traffic for all commodities in the set C. Let
Hk denote the set of sensor nodes that are within the two-hop neighborhood of sink k c C. Those sensor nodes that belong to Hk only relay data to sink k. Each sink node k c C does not relay traffic that is destined for other sink nodes. Consider the following optimization problem for commodity k:
The lifetime of commodity k e C can be defined as: In this section, we describe a distributed algorithm for the lower bound problem (i.e., problem (6) ). Due to space limitation, the distributed algorithm for the upper bound problem (i.e., problem (5)) will not be discussed. It can be derived in a similar manner.
The technique that we use is based on dual decomposition [11] . This technique has also been used in [5] . Problem (6) (7) Problem (7) is a convex optimization problem. To solve problem (7), we use the dual decomposition approach. We first introduce the Lagrange multipliers (vk and -rk) for the equality constraints in (7). The other constraints are local constraints in each node and do not need to be relaxed. The Lagrangian L(qk, xk,vk k) iS: Distributed algorithm for each source i . e V and each commodity k:
Given vk(t), -k(t), and the local information (pij, £i, R,ij) each node i updates the variables xk (t) and qk (t) by solving the following problem:
,',jk (t)) subject to E wkp1j wij(t) K £ qk(t) 
where a(t) is a positive diminishing step size and is chosen as 7 , xk (t) and qk(t) are solutions of problem (8) .
In summary, the values of xk and qk are updated in each iteration t at each node based on (8) . The values of Lagrange multipliers Uk (t) and iyk (t) are updated based on (9) and (IO).
Each node then exchanges the updated values of the Lagrange multipliers with its neighbors.
From the Lagrangian, the dual function and the dual problem can be defined A subgradient algorithm can be used to solve the dual problem. We use the following distributed algorithm to solve problem (7) IV. PERFORMANCE ANALYSIS In this section, we present the results of the upper and lower bounds of the lifetime maximization problems. In the experiment, we gradually increase the number of nodes in the network, starting with 50 and with incremental steps of 10. Sensor nodes are randomly deployed in a square area. In order to ensure that the density of the nodes is the same, the size of the coverage area is increased proportionally when we increase the number of nodes in the network. The maximum transmission radius of each node is assumed to be 1 unit. Figure 1 shows the results of the upper bound and lower bound of the lifetime for the network. Results are averaged over 1000 simulation runs. The lifetime is the average lifetime of all commodities in the network normalized with respect to the last value of the upper bound of the network with three sinks. When the number of nodes is increased, the bottleneck node of each commodity is more likely to be close to the sink and only carries the information that belongs to that particular sink. In this case, the optimal values obtained for commodity k in problems (5) and (6) become close. Thus, these bounds are tight for large scale wireless sensor networks.
In the next simulation experiment, we determine the number of iterations required for the distributed algorithm to converge for the lower bound problem. The number of nodes in the WSN is 400. Results from Figure 2 show that it takes 500 iterations for the algorithm to converge within 10% of the optimal value. It takes approximately 20,000 iterations for the algorithm to converge within 1% of the optimal value.
V. CONCLUSIONS
The reliability of the information can be increased when the data is sent to multiple sinks in a WSN. In this paper, we formulated two optimization problems and derived the upper and lower bounds for the lifetime maximization problem with multiple sinks. We also described a distributed algorithm for implementation in large scale WSNs. Simulation results show that these bounds are tight when the number of nodes in the WSN is large. For future work, we plan to determine the optimal value for the lifetime maximization problem with rmultiple sinks. Number of Nodes
