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RESUMO
O campo da neuroengenharia cresce a cada dia com estudos promissores sobre suas diferentes áreas,
sendo uma delas a estimulação elétrica funcional (FES). Para o avanço desses estudos, diferentes pla-
taformas experimentais biológicas são utilizadas a fim de melhor entender o funcionamento do sis-
tema nervoso e, eventualmente, poder intervir ativamente a fim de recuperar funções perdidas de-
vido a patologias ou acidentes. Além disso, para o melhor estudo da área, diversos pesquisadores se
utilizam de artrópodes como insetos. Estas cobaias são muito úteis, devido às suas similaridades ner-
vosas com seres mais complexos e facilidade de manuseio e aquisição. Desta forma, além de serem
utilizados em pesquisas que se utilizam de seus tamanhos reduzidos e complexidade biomecânica
para realizar tarefas difíceis para a micro-robótica atual, os insetos também são utilizados para es-
tudos introdutórios em neuroengenharia. Neste trabalho, duas plataformas experimentais relativas
aos dois cenários descritos para estimulação em nervos são desenvolvidas e testadas – ambas serão
aprofundadas brevemente a seguir, a começar pela última.
No Laboratório de Automação e Robótica (LARA da Universidade de Brasília (UnB), foi desenvol-
vida uma plataforma experimental para implementação de algoritmos de controle de direção para
baratas da espécie Blaberus giganteus. Esse setup contou com o kit de desenvolvimento da Backyard
Brains, o RoboRoach, afixado às costas da barata a ser experimentada para estimulação elétrica de
nervos de suas antenas. A placa RoboRoach foi interfaceada com um computador pessoal (PC) por
meio de protocolo Bluetooth (BT) 4.0, onde o algoritmo de orientação foi implementado e executado.
O PC foi também ligado a um sensor de captura de movimento da NDI Digital, o Polaris Spectra. Este
sensor, por meio de emissão e recebimento de ondas infravermelhas, provia ao PC informações de
posição do marcador passivo afixado à placa nos três eixos de deslocamento.
Desta forma, traçada uma referência retilínea, um algoritmo de orientação simples foi implemen-
tado de forma a estimular a antena da barata referente ao lado para a qual esta não deveria ir, fazendo
uso de um comportamento evasivo gatilhado pelas antenas das baratas. Assim, a barata poderia ser
orientada a seguir uma trajetória retilínea. Um controlador proporcional, ainda, foi implementado
de forma que a amplitude de estimulação variasse de acordo com o distanceamento da barata em
relação à referência desejada. Para os experimentos, foi utilizada inicialmente uma "barata virtual",
referente à utilização de diodos emissores de luz (LEDs) de debug presentes na placa, que indicavam
qual antena estaria sendo estimulada em determinado instante. Com isso, foi possível validar a efici-
ência do controlador em si, isolando as variáveis referentes à estimulação da barata. Em seguida, os
procedimentos cirúrgicos para experimentação com as baratas foram feitos e os experimentos foram
executados.
Os resultados adquiridos dos experimentos mostraram que, apesar do algoritmo de controle se
comportar bem em um cenário simulado (da "barata virtual"), houve impedimentos em relação à
estimulação dos espécimes. Erros na forma como o setup experimental foi desenvolvido e a estimu-
lação foi feita foram encontrados e discutidos. Mesmo assim, resultados satisfatórios no controle de
direção das baratas foram obtidos.
O trabalho foi, então, prosseguido no Centro de Neuroengenharia (CNE) da Universidade de Utah.
No novo setup experimental, foi desenvolvido um sistema em tempo real utilizado Matlab em um
sistema operacional Windows 7. O sistema interfaceava com um hardware de nome Grapevine, da
Ripple LLC, que provia dados de eletromiografia adquiridos por uma de suas entradas e, além disso,
possibilitava modulação de parâmetros de estimulação elétrica em uma de suas saídas. Desta forma,
o sistema foi montado em diversas sessões experimentais: inicialmente, para validação do sistema em
tempo real, se utilizando de sapos (de gênero Ptychadena) e, posteriormente, para desenvolvimento
da plataforma experimental e implementação do algoritmo de controle, ratos (Sprague-Dawley). Am-
bos os grupos de espécimes foram estimulados no nervo ciático utilizando um eletrodo do tipo hook,
de forma a desencadear uma estimulação de nervo completo (whole-nerve stimulation). Os sinais
elétricos, assim, ativavam grupos musculares específicos e os sinais elétricos que resultavam em con-
trações foram gravados e utilizados no sistema de controle. O setup contou, ainda, com a denervação
de ramificações do nervo ciático, de forma a isolar o tipo de movimento causado pela estimulação,
e com a consequente utilização de um sensor de força analógico para posterior comparação offline
com os sinais elétricos lidos do músculo (evoked electromyography – eEMG).
O algoritmo de controle proposto se utilizava de uma curva de recrutamento gerada por meio de
variações de amplitude dos sinais de estimulação e o valor máximo absoluto (MAV) das respectivas
respostas musculares. Esse procedimento era feito anteriormente à execução do controle, uma vez
que este gerava a curva utilizada durante a execução do algoritmo de controle. Este consistia de lei-
turas a cada 20m s (verificados em suas consistências posteriormente) dos sinais de eEMG, cálculo
do respectivo MAV e utilização deste na função de controle. Anteriormente a esta, o valor atual de
referência era computado, de forma a respeitar a forma trapezoidal desejada, de valores mínimo e
máximo entre zero e 50% do valor de saturação da curva de recrutamento. O controle proporcio-
nal integral era, então, computado com base no erro entre valor esperado e referência e a variável
de saída somada à referência desejada. Uma vez com o valor normalizado final, este era utilizado na
função inversa da curva de recrutamento e o valor de amplitude a ser utilizado para estimulação era
computado.
Foram adquiridos resultados referentes à consistência do sistema em tempo real e, ainda, à efici-
ência do controle implementado. Apesar da discussão sobre consistência do período de amostragem
se mostrar curta, uma vez que os 20m s esperados foram respeitados com uma pequena faixa de erro,
muitos pontos em relação aos resultados obtidos do controle são discutidos. Qualidade da curva de
recrutamento, efeitos da exposição do nervo ao ambiente, qualidade do controle utilizando diferentes
ganhos proporcionais e integrais, relação entre eEMG lido e força resultante, estratégias de filtragem
implementadas, fadiga muscular observada e erros de implementação do controle são discutidos. Por
fim, conclui-se que, apesar do sistema experimental (hardware e software) e do algoritmo de controle
poderem ser melhorados no futuro, houve sucesso no desenvolvimento do setup e na implementação
do algoritmo de controle.
Palavras Chave: neuroengenharia, estimulação neural, eletromiografia evocada, controle PI
ABSTRACT
This work consists on the development of two experimental setups for the implementation of control
algorithms in animals. The first one, developed at the Automation and Control Laboratory at the Uni-
versity of Brasilia, consists on the electrical stimulation of antennal nerves of cockroaches (Blaberus
giganteus) for direction control based on a retilinear reference. The position of the cockroach was
measured by a motion capture system, which communicated with a personal computer (PC) running
the control algorithm. The PC communicated with the stimulation board fixed to the cockroach back
through Bluetooth 4.0 protocol. The control algorithm implemented was a simple line-follower which
steer the cockroach by stimulating the antenna contrary to the desired direction with an amplitude
proportional to the error between measured and reference positions. The second experimental setup
took place at the Center for Neural Engineering at the University of Utah, where experiments using
grass frogs and Sprague-Dawley rats were conducted. For both species, a hook electrode was used for
whole-nerve stimulation of the sciatic nerve and wire electrodes were inserted into gastrocnemius
muscles in order to record evoked electromyography (eEMG) singals. A proportional integral control
algorithm was implemented in order to control muscle activation based on maximum absolute va-
lue (MAV) of the eEMG measured and recruitment curves found beforehand. Several aspects were
discussed for both experimental setups regarding efficiency of the controllers and problems found in
development and implementation. Finally, it is concluded that, even though there are several aspects
to be explored in relation to improvements in both projects, the results found were satisfactory for
initial trials.
Keywords: neural engineering, neural stimulation, evoked electromyography, proportional inte-
gral control
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Biotechnology is not inherently good or bad; it is
simply a set of techniques, and we have choices
about how we employ them. If we use our scientific
superpowers wisely, we can make life better for all
living beings—for species that walk and those that
fly, slither, scurry, and swim; for the creatures that
live in scientific labs and those who run them. So
it’s time to embrace our role as the dominant force
in shaping the planet’s future, time to discover what
it truly means to be stewards. Then we can all evolve
together. — Emily Anthes, Frankenstein’s Cat [4]
1.1 Context
As both medicine and rehabilitation engineering advance their knowledge and techniques regard-
ing the amelioration of neurological dysfunctions, no definite cure for certain pathologies and impair-
ments, such as paralysis and amputation, have been developed yet [5, Foreword]. In this sense, a new
field arises named neural engineering, defined as "an emerging interdisciplinary research area that
brings to bear neuroscience and engineering methods to analyze neurological function as well as to
design solutions to problems associated with neurological limitations and dysfunction" [6].
1.1.1 Neural Engineering and Insects
Several approaches have been used in order to better understand the nervous system as a whole,
from experiments with humans and other mammals, to the usage of less complex animals in experi-
ments. Some of these researches have found in the study of insects a good approach in both explor-
ing nervous system and development of important applications. Hence, the study of insects nervous
system has been tied to two main factors: the development of instrumentation and algorithms imple-
mentation for interfacing with nervous systems and the usage of these strategies allied with insects
natural minimized size and complex biomechanical responses needed for specific tasks.
Regarding the last aspects, the alliance between insects capabilities and recent technology has
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resulted in several interesting applications, such as the usage of controlled-flight beetles that could
be used as micro air vehicles (MAVs) with better miniaturization, payload and performance [7]; moth
swarming for search and rescue in inhospitable areas [8]; and terrestrial insect navigation controlling
for disaster sites exploration and search for possible victims [9]. Thus, it is understood nowadays the
advantages of these researches, as they allow us to understand aspects of neural engineering appliable
to other animals and, also, provide real-world applications.
1.1.2 Neural Engineering and Functional Electrical Stimulation
Neural engineering has seen three main fields emerging throughout the last years: stereotactic
and functional neurosurgery, neuromodulation and functional electrical stimulation (FES) [10, p. 1-
1]. Though the first two fields bear their great significance, we will focus mainly in the latter for this
work.
FES is a method consisting of applying low intensity electrical currents in order to restore or im-
prove specific functions [11, Introduction]. Most of these functions are related to muscle activity con-
trol, such as bowel and bladder control, even though some relate to visual and auditory prostheses [10,
p. 1-2]. In this work, the control of skeletical muscles will be the main focus. As just noted, FES does
not aim at reversing paralysis once the system is turned off; however, in some applications, the user
may receive benefits regarding the recall of voluntary muscle functions. Thus, among several other
uses, it has been used in patients in order to maintain active muscle activity during physiotherapy
sessions.
1.2 Goals
The goal of this work is to explore the neural engineering realm by working with different animals
while developing different applications. We propose a navigation control for cockroaches using neu-
ral engineering techniques and a motion-capture sensor in order to trace paths on which the insect
should thread. Also, a FES system is developed in order to control muscle activation in small animals,




There is only one nature – the division into science
and engineering is a human imposition, not a nat-
ural one. Indeed, the division is a human failure;
it reflects our limited capacity to comprehend the
whole. — Bill Wulf
2.1 Neurobiological basis of movement
The union between engineering and neuroscience, although having shown to be benefitial for
humankind, requires for one to understand basic principles of the other. Thus, while preoccupied
with a world of equations and algorithms, engineers must also plunge into a more biology-centered
domain and comprehend principles related to neurons and their properties. In order to act upon the
system, the engineer must understand it – as the next sections should be helpful with.
2.1.1 Inside Neurons
One cannot understand the signals that are read in nerves or the brain without having a primary
discerning of what a neuron is or does. A neuron – or brain cell – differentiates itself from a usual cell by
being excitable or, more specifically, by specializing in the propagation of electrical current [12, p. 193-
194]. The opening and closing of certain electrically charged elements channel an electrical stream
along the cell. The dendrites serve as the neuron inputs and drive the current passing through the
soma – the cell body – into the axons, which are considered the outputs. However, this current is only
fired through the soma if the inputs exceed a certain threshold. This flow of charge is usually called
an action potential – commonly used when referring to the waveform – or spike – which represents
the action potential in a wider time-scale.
Due to the characteristics of the ionic channels and their activation timings, action potentials have
very specific waveforms depending on several factors, from the cell’s own properties to the position
of the neuron related to the recording instrument [13]. The main qualities of spikes are amplitude,
duration and firing rate. All of these characteristics are going to be primal when dealing with the
stimulation parameters. For now, it is necessary to understand them carefully.
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Amplitude refers to the highest voltage value the action potential achieves within its duration. This
duration is named pulse-width, which contemplates, in time, all voltage values from the beginning to
the end of the wave. Spikes, however, do not always present themselves in a single firing, but in a spike
train, which is a burst of several spikes evoked in sequence. The period at which they are discharged
is the inverse of the spike frequency.
Another essential attribute of action potentials is their biphasic polarization. As the typical se-
quence of events takes place, when a conducting region of the neuron is electrically excited, specific
channels activate, generating an inward flow of positive charges. This depolarizes the cell, which is
originally around negative 70mV (the resting potential), activating another set of channels responsi-
ble for the outflow of positive charges. This creates a steep decrease in voltage (repolarization), reach-
ing a negative value even lower than the resting potential [14] – in other words, a hyperpolarization –
resulting, thus, in the biphasic shape. After all channels are closed, there is an specific delay within




































Figure 2.1: The diagram of a common action potential related with channels open.
The action potential then travels along the cell until the end of the axon, where it excites calcium
channels, guiding synaptic vesicles to the membrane. These vesicles release neurotransmitters that
will excite the next cell in the synaptic cleft [15, p. 160-166]. This pulse travels along the nerves, from
the brain to the nerves and vice versa.
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Therefore, when dealing with motor and sensory interfaces, there are two well-known pathways
followed by the signals: from the motor cortex to the motor units and from skin sensors to the so-
matossensory cortex.
2.1.2 Beyond Neurons
In order to understand the usual pathways studied by neuroengineers, it is important to acquire
knowledge about the routes, structures and the signals that interest the engineering realm. Neuronal
cells are, hence, zoomed out to nerves, lobes and cortices.
2.1.2.1 The Brain Moves
Starting from the first path aforementioned, most signals that are able to actually move body parts
originate primarly from the premotor cortex. Within it, the brain designs how movement will be exe-
cuted, although there are evidences that it is also involved in monitoring of accomplishment and per-
formance [16, p. 255]. Signals are delivered to the motor cortex, which translates movements planned
in premotor cortex to a more low-level and specialized context. These signals travel down the brain,
passing through the corticospinal tract and, finally, the spinal cord, where they branch out to different
peripheral nerves [16, p. 686-690]. The spinal cord plays, thus, the role of a nerval hub – besides being
involved in different types of autonomous movements by providing simple circuitries involving both
efferent and afferent pathways [16, p. 558]. Inside these nerves, efferent fibers carry motor-related sig-
nals – as opposed to the afferent pathways, which carry sensoring information to the higher-up levels
[16, p. 675-678].
Each of these efferent motor fibers, then, innervates different muscle fibers. Every single one of
these groups of connections are called motor units. At this point, it is interesting to point that, usually,
fast-acting and accurately controlled muscles have a large nerve-fibers-to-motor-fibers ratio, whereas
slow-acting muscles who do not require precise control have a smaller ratio [16, p. 81]. Once the signal
arrives at the muscle, actin and myosin filaments contract in an intricate mechanism, which generates
force and contracts the muscle. The resulting coupled system of tendons and bones generate motion
as we know it; however, it will not be thoroughly detailed in this document.
As the neural signals, who originated far back in the premotor cortex, travel through the mus-
cle fiber, a signal can be recorded for analysis — this is called electromyography (EMG) [17, p. 179-
180]. EMG signals can be divided in two branches: those which are part of a natural process, as be-
ing described so far, called volitional EMG, and those that are result of electrical stimulation, called
evoked EMG (eEMG). Even though volitional EMG is described merely by voltage, evoked EMG has
specific features which differ from the latter. For example, there are two main components that can
be assessed when measuring eEMG. The first one, called H-wave (or Hoffman reflex, H-reflex), travels
within the same pathways as muscle spindles (sensors located inside the muscles that translate length
into electrical activity). H-waves are typically easily excited, meaning their threshold for electrical
stimulation is much lower. The second main component of EMGs is the M-wave, which, opposingly,
is excited by higher signals. This wave is usually more closely related to the muscle contracting be-
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havior itself, being the one most commonly used in motor analysis. Apart from the other two waves
aforementioned, there is a third type, called the F-wave, which is generated once the motor fiber is
hyperexcited, producing afferent and efferent stimuli, the latter generating the M-wave. The former
travels through the nerve back to the spinal cord, where it returns as the F-wave, contracting the mus-








Figure 2.2: Different waves found in electromyography signals.
So far, it has been described the behavior of the motor system when a single signal comes forth.
This signal travels through the pathways described and, in the end, generates a single muscle twitch,
which is a quick contraction of the muscles, which return to the original length due to their passive
stiffness. In everyday experiences, however, it is known that this is not the usual performance of mem-
bers – as they are able to mantain the muscles contracted by long periods until they can no longer be
held steady. In order to do so, the neural system has to fire the motor units quickly and repeatedly
in a short timespan. As explained above, this form of activity is described as a spike train. The mus-
cle, acting as a low-pass filter, holds the spike for a while once it is excited. Accordingly, in order to
maintain the same contraction fashion for some time, the firing rate increases to frequencies close to
50H z , resulting in what is referred to as tetanic contraction – or tetanus. Obviously, the comparison
with everyday living falls short to explain everything, since the recruitment of different muscles within
the same muscle group are not being considered. On the other hand, it is a good instrument to easen
the comprehension of other factors, such as the muscle’s inability to hold contraction for a long time
[5, p. 39].
After this prolongued muscle work, the muscle does not present itself as capable of achieving the
same amount of contraction than before, in a situation regarded as muscle fatigue. Physiologically, it
is involved in several situations. Fatigue can occur, for example, by interruption of blood flow, result-
ing in a decrease of nutrients necessary for muscle contraction. Another example is in prolongued
activation and depletion of nutrients which were not consumed by the body – which is a common
cause in laboratory experiments [16, p. 82]. In this situation, yet, it is most probably explained by the
necessity of engaging in an active muscle process named relaxation, which consumes, besides time,
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ATP (adenosine triphosphate, the substance involved in muscle contraction itself and in general active
processes around the body) [19, p. 683]. It is interesting to bring out how muscle fiber types can affect
muscle fatigue, being divided by two main kinds: slow fibers and fast fibers muscle fibers. The first
one is characterised by the presence of small fibers and great amounts of capilarity. This results in
two main aspects: a smaller generation of force and better resistance agains fatigue. In counterpoint,
fast fibers are acknowledged as larger – hence, greater force output – and with lesser blood supply,
which reveals to be less resistant agains fatigue [16, 5, p. 80-81, p. 43]. Other nomenclatures when
refering to these fibers are, respectively, type I and type II or red and white muscle fibers – the former
pair refering to the presence or absence of hemoglobin, which acts as a source of oxygen and, thus,
fatigue resistance [20, p. 17].
As fatigue, there is another muscle time-varying characteristic, the muscle potentiation, which is
caused by increased sensitivity of calcium ionic channels after previous stimulations. This results in
a substantial increase of muscle output force and stiffness [21]. All these nonlinear characteristics are
truthfully important when designing control interfaces, which will be discussed more deeply further
on.
2.1.2.2 The Brain Feels
As there are specific neural pathways for carrying information such as motion, there are – just as
important – sensory pathways necessary for our everyday activities, such as temperature, pressure,
vibration and even pain perception. These specific variables are usually mediated by exteroceptors,
that is, receptors or skin sensors that perceive external stimuli. The other main group of receptors
is named proprioceptors, relating to receptors that provide information about the human’s own body,
such as muscle length, speed, contraction or even joint angle. This type of information is essencial for
the brain to be able to finely control motion, serving as closed-loop feedback. This distinction, some-
times, may fall into gray areas, as exteroceptors may all the same contribute to motion, for example,
in high-temperature reflex arcs [19, p. 147].
There are other types of receptors in the body that should be mentioned, such as visual recep-
tors in eyes and auditory receptors in ears. The receptors mentioned before, nevertheless, are known
as somatic receptors. The usual pathway for their signals is to travel in afferent neurons through pe-
ripheral nerves into the spinal cord (where some of the sensors are processed in basic circuitries) and
towards different areas of the nervous system, including: the medulla, pons, mesencephalon, cere-
bellum, thalamus and, finally, the somatosensory cortex [16, p. 555].
Despite of the long list of sensory receptors present in vertebrates, this reality is a tad different
when dealing with insects. While keeping the terminology of exteroceptors and proprioceptors, some
sensors vary according to arthropod’s inner characteristics, such as the presence of an exoskeleton.
Taking the cockroach’s antenna (which is a very interesting subject to study, as it will be noted later)
as an example, most of the proprioceptors are actually located externally to the body and can act as
exteroreceptors. In other words, while some mechanoreceptors, receptors that react to mechanical
changes – such as the campaniform sensilla or the articulated sensory hair – but only act as extero-
ceptors [22, p. 78], others can also work as proprioceptors, e.g. hair plates [23]. One of the most im-
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portant aspects of the cockroach’s antenna, in fact, is a characteristic noticeable in different insects:
active sensoring. Because of its innervated nature [24], these insect parts can move in different direc-
tions indepedently and be used in different sorts of behaviors [25]. The number of different actions is
surprisingly long (including anemotatic behavior, wall-following and electrostatic field detection), the
one with most interest for this work being the evasive behavior, which takes place when a cockroach
perceives a strange obstacle as a predator – resulting in a quick turn-and-run acting [26].
2.2 Interfacing with Neurons
A lot has been told about the physiology involved in afferent and efferent pathways, motor units,
muscles and sensory receptors; therefore, it is time to discuss about how these signals can be recorded,
manipulated, generated and used for tightening the interface between man and machine.
It is primarily important to understand the basic terminology used in this sort of interface. Neural
recording, for example, is the name of the technique used for acquiring neural signals, whereas neural
stimulation is how machines interface with the nervous system, generating waveforms similar to bi-
ological ones and exciting the nerves from an external end. As interfaces vary, these names will keep
their main name, as in "EMG recording" or "muscle stimulation". Moving on, this physical interface
between machine and human is called an electrode, which comes in different sizes and shapes. Usu-
ally, there is an explicit trade-off between how invasive the electrode is – how complex is the surgical
proceeding to implant it or not – and how selective it can be – namely, how many different neurons
are interfaced with a single channel [27].
There are a few types of electrodes that can be mentioned:
• superficial electrodes, which provide a less invasive and less selective interface (generating lots of
crosstalk, i.e., when two different muscles are recorded by the same channel [28]), being placed
usually on the skin of the user;
• hook electrodes, which are designed as two or more hooks (depending on the number of chan-
nels) on which the nerve is "hanged", discarding the electrical noise caused by tissues and the
skin-electrode interface that commonly poses as a problem for superficial electrodes users [29],
besides having better fixation than the latter [30, p. 45];
• cuff electrodes, whose shape follows the nomenclature by covering the nerve, guaranteeing a
better-yet-not-enough selectivity;
• Longitudinal Intrafascicular Electrodes (LIFE), which are single wires inserted into the nerve in
a longitudinal fashion;
• TIME electrodes, the transversal intrafascicular electrodes, which follow the same logic as the
latter mentioned, only transversaly [27]; and
• Utah Electrode Array (UEA), the one that has become more and more famous by the day due to
















Figure 2.3: The different types of electrodes in the order they were cited.
An important characteristic that accompanies electrode selection when stimulating is current
density. When delivering an specific amount of charge to the nerve, the gauge through which this
current will run is of great importance. In case a high charge is forced upon a narrow-diameter in-
terface, the effect might involve dispersion through heat, which can cause pain to the patient and
even harm the tissue, which is not at all advisable. By the same token, if a superficial electrode of
broad contact area is selected, for example, the current may be diffused, resulting in a less-than-ideal
stimulation threshold [5, p. 209-210]. Another aspect worth mentioning is that both recording and
stimulation usually happen in a single differential configuration, that is, a channel is always used for
either stimulating or recording, whereas at least one channel must be set as reference [32, p. 274]. The
signal measured, then, will be the difference between the signals measured by each electrode. In case
of EMG (or even superficial EMG – sEMG – where wavelengths may be larger than the interelectrode
distance), this reference can be used with more channels, allowing a technique named spatial filter-
ing, that significantly decreases low frequency artifacts – which will be detailed further on [5, p. 400].
As discussion over the motor system preceded, this very same order will be followed as related
techniques are explained, allowing the phisiology discoursed to serve as an example. When interfac-
ing with the motor system, many applications involve recording signals from either the nerves or the
muscles themselves, as it follows.
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2.2.1 Listening to the Nervous System
Whether one talks about common interfaces as sEMG-interfaced commercial prosthetic hands,
more rare practices as targeted muscle reinnervation [33, p. 300], or even more complex procedures
as surgical placement of an electrode array into a nerve for controlling a robotic hand, one thing is
certain: how signals are read and recorded must be thoroughly understood.
Once the desired electrode has been decided through research and the counter-balance of ad-
vantages and disadvantages, the electrode must be placed on the appropriate location. This involves
studying the neurophisiology of the species at hand and physical particularities of the subject, as well
as the most suited site for the current application. For this goal, all sorts of equipments are used, such
as oscilloscopes, muscle stimulators and, as strange as it may sound, audioamplifiers [5, p. 159].
The next main step involves amplifying and filtering the signal. Since signals recorded from these
types of interfaces usually wander from the microvolts to the millivolts ranges, these signals must be
magnified in order to be processed by usual electronics. For example, in EMG amplification, a series
of operational amplifiers must be used in order to attain a good signal quality, usually represented by
high input impedance, high common mode rejection ratio and low noise. This series can be further
described as the association of voltage followers and instrumentation amplifiers [32, p. 275]. Once
the signal is amplified by tens or hundreds of its value, it is valuable to apply usual filters in order to
decrease overall noise. One of the filters that may be used, as usual, is a notch filter of either 50H z
or 60H z as the cutoff frequency. However, in case of neural recording, the signal main frequencies
lie between specific ranges, such as 150H z –15k H z , allowing a simple band-pass filter to be used [34,
p. 483]. In case of EMG, the same band-pass filter can be implemented, however changing its cutt-off
frequencies to the range of 1H z –3k H z [34, p. 557].
While discussing signal preprocessing, it is worthy mentioning how different external stimuli may
interfere with the recorded signal. The stimuli mentioned, in fact, does not need to be of electrical
nature only; in other words, these disturbances may happen because of concurrent electrical stimu-
lation or even movement-related aspects. The subject in matter is stimulation artifacts and motion
artifacts. The latter may be present, for example, during sEMG acquisitions, when fixation of the
superficial electrodes is not optimal, resulting in distinctive disturbances in the waveform. For this
specific case, it has been proposed as solution the light abrasion of the skin surface using a fine sand-
paper [35]. However, for artifacts produced by simultaneous electrical stimulation, the approach may
involve less physical elements. This will be discussed along with the processing of eEMG signals soon.
Once the signals read are properly amplified and mostly free of noise and artifacts, hopefully by
hardware implementation approaches, it is time to convert them to digital data (suitably using an
A/D converter) and actually understand their meaning. The two major signal types usually recorded,
notwithstanding, have different processing procedures, which will be detailed followingly. Of course,
the types being mentioned are neural signals and muscle signals (eEMG), which shall be discussed
in order. Neural signals waveforms have been explained earlier in this report, thus, from this stage
onward, the plan is to extract those action potential waveforms and start the decoding process, which
consists in translating the characteristics of the spikes (usually the firing rate) into information that
can be used in applications, such as joint angle and skin pressure. The first software implementation
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of the input signal is called spike detecting, which consists in actually finding the times at which a
spike occurred. In order for this to happen, different algorithms can be implemented; yet, a some-
what simplistic approach is usually chosen in spite of the others due to its computational efficiency
and ease of implementation: the threshold detection. Because of action potential’s natural high am-
plitude peak, a voltage threshold trigger can be used to detect spikes. Thus, once the most proper
value for the dataset is set – which can be found either manually or automatically during an offline
analysis – the great majority of spikes will be found by this algorithm, since they tend to maintain
their characteristical waveform, provided that source location is kept constant [36, p. R57]. This path
has been continued by others, who have developed a double-threshold algorithm, consisting of pos-
itive and negative thresholds (contemplating both anodic and cathodic polarizations), which may
decrease the ratio of false detections, along with filtering implementations [37].
Having found the action potentials or, rather, being able to do so for the following ones, it is time to
actually classify the waveforms extracted. This is important since electrode channels are not always
capable of accurately pinpointing a single neuron (being addressed thus as an extracellular record-
ing), which would provide the waveform that has been made familiar in this document, but rather
multiple different signals and waveforms. The general shape of the action potential is known; how-
ever, depending on geometry of electrode and distance from recording point, the signals may vary in
amplitude or pulse width [38]. Hence, sorting algorithms are implemented, which may rely on two
aspects: the overall form of the spike (template matching) or specific properties of the signal that are
used in order to group them in similar categories, or neuron sources (feature clustering).
The first group of algorithms work basically by using predetermined spike templates, found some-
times by creating a "mean waveform" gathered from previous samples and, added to white noise, find
the probability that each template is found in the dataset. The second group extracts features from
the waveforms, such as peak time, peak-to-peak voltage or settling time and clusters the signals based
on these attributes [38]. Other approaches, still within the second group, rely on acquiring the eigen-
vectors of the waveforms set covariance matrix. This is called Principal Component Analysis (PCA), a
method that finds the orthogonal basis vectors that follow the largest variation within the data, i.e., an
algorithm that automatically selects the best features to use when classifying groups of signals [36].
PCA usually does well in matters of spike sorting; however, it may be not enough in specific cases, such
as when the main variation of the signal is in time, not in amplitude. For these situations, algorithms
which deal better with time-scaling have been tested and shown to work better, such as the usage of
wavelet coefficients [39]. Once these features were extracted, different kinds of clustering algorithms
can be used, from eyeballing the regions and setting thresholds to algorithms such as K-means or even


















Figure 2.4: Block diagram describing preprocessing stages before decoding implementation.
The following step from having classified the action potential according to their origin is to finally
acquire the firing rate of each neuron and try to correlate it with variables to which it is wanted to
translate. In other words, an estimator that will interpret the firing rate (which can be done by count-
ing the number of spikes within a moving window) and output information about, for example, how
contracted is the muscle, whether there is pressure on the skin or not, or even what temperature the
body is sensing in an specific place. Followingly, neural signals will be placed on hold, as muscle
signals treatment are discussed.
The first thing that should be noted when understanding the procedure of treating evoked EMG
signals is that, since it originates from muscles, it will most probably be elicited when a signal gen-
erates a contraction. For this to happen, a stimulating signal must travel through the nerve, as it has
been discussed before. In other words, when an electrode reads the muscle signals, it may also read
the electrical stimulus as well; thus, strategies must be implemented in order to treat this titled ar-
tifact. Two known approaches are the usage of blanking windows and finite impulse response filters.
The former one consists on nulling the signal read for an specific period at which the stimulation is
present, whereas the latter consists on applying a filter to the whole recorded signal, which can be
treated previously by the first approach [40]. While these methods were implemented in software and
may be more time costing, other methods have been implemented in hardware, such as the fast settle
triggers from Grapevine [41, p. 32]
While it is not the case when dealing with evoked EMG, one may notice how discontinuous the
volitional EMG signal shows to be; instead of seeming well-behaved as shown in Figure 2.2. In or-
der to achieve the signal mentioned, another processing must take place. After the signal has been
properly rectified via either software or hardware (preferably by the latter), a linear envelope should be
applied to the EMG signal, which will, as the name suggests, interpolate the peaks of signal, creating a
smoother curve. Despite of some studies being able to show how to implement this method in a man-
ner that is fast and efficient enough to be used in realtime [42], other methods may still be used online,
such as peak-to-peak amplitude and mean amplitude value. Once this waveform is achieved, the am-
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plitude of the volitional EMG can be used for implementing control algorithms to activate prosthetics
[42], for example.
The procedures aforementioned are the ones which are commonly implemented in order to use
decoding and control algorithms. For the next part, methods used for encoding signals, i.e., providing
action potentials that can be understood by the nervous system, will be explained.
2.2.2 Talking to the Nervous System
Now that the mysteries behind data acquisition from the nervous system have been made a bit
more clear, it is time to understand how one can emulate neural signals into it. As it has been discussed
before, action potentials have specific shapes that should be recreated in order to generate an ideal
response. Whether this response will go to efferent pathways and stimulate the muscles or to afferent
pathways and stimulate the brain in order to modulate specific sensations such as heat and vibration,
orientations should be followed in order to obtain better responses. For this goal, a few properties of
neural stimulation will be discussed next.
One of the first properties of the signal are related to the waveform, such as the signal shape:
whether it is rectangular, sinusoidal, triangular, etc. It is shown that the shape must affect more di-
rectly in the rising time of the signal, which should be fast enough for the nerve membrane not to
acommodate and open the channels. For this purpose, most commonly a rectangular-shaped stim-
ulus is prefered. Another feature is related to whether the signal is bipolar or monopolar, meaning
whether the signal changes polarization within its pulse-width (resulting in a bipolar pulse) or not
(monopolar pulse). The former is usually chosen due to better comfort and tissue integrity issues,
besides preserving the electrode capabilities due to the balancing of charges [5, p. 209]. Another fea-
ture that may be added to the waveform is an interphase delay, which is represented as an interval
between the primary and secondary pulses. This delay may result in a decrease of the threshold sep-





















Figure 2.5: Electrical stimulation parameters.
Another property to be considered is the nature of the stimulation itself – namely, the contrast
between current-regulated and voltage-regulated stimuli. Though some commercial electrical stim-
ulators still apply the latter, it is not the most recomended. This is explained by the fact that what
actually controls neural signals is electrical charge, which is more directly related with current than
voltage. Since the impedance of the system being stimulated is not of resistive nature only, the current
delivered will not be adequated. Also, if the impedance between the electrode and the neuron is too
high, the charge delivered by voltage-regulated stimulators may be too weak to reach an stimulation
threshold – thus, generating no response; by the same token, if the impedance is too small, this may
incur in discomfort or even pain to the subject [5, p. 208]. A change of impedance during stimulation,
thus, will result in undesired responses.
Followingly, as the signal being used is already settled for, one must decides on which sort of mod-
ulation will be used. Modulation, in this situation, refers to how changes in an specific variable may
be used to affect others. In this case, one must choose between modulating muscle force or sen-
sations by changes in the waveform properties. Two main types of modulation are then presented:
pulse-width modulation and amplitude modulation. Despite that the differences in the sensations
or contractions ellicited by them are usually very slight, the former is mainly implemented due to its
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ease of execution, as generating high resolution in the time axis has generally a more straightforward
implementation [44, p. 359].
In case of electrical stimulation on efferent pathways, there are specific matters that should be
discussed more thoroughly. Knowingly, efferent pathways stimulation will have direct effect on mus-
cle contraction, but how exactly a specific stimulus may affect the EMG response is a more complex
matter. This is more easily explained by recruitment curves, which graph the relation between a given
stimulation parameter (e.g., pulse-width or amplitude) and amplitude of activation, which can be de-
scribed by maximum EMG ellicited, generated force in newtons, highest peak-to-peak recorded value,
etc. Of course, the relation shown can be represented in a three-axis plot, being two of them variables
that contribute in stimulation and the third one, generally, once again related to the EMG value [45].
These curves are usually sigmoidal, being divided in three main sections: the deadzone, where
stimulation does not evoke any contraction; the high-slope, in which a behavior that can be approxi-
mated to a linear function is found; and saturation, the point at which any increase in stimulation will
result in no higher activation in the muscle [46]. As noted before, it has been shown that an decrease
in the interphase delay value will result in a greater threshold separation, meaning that the second
section – the high-slope – will demonstrate a steeper slope. In parallel, an increase in this parame-
ter provides a curve with better resolution and, thus, more fitting for applications involving different
muscle activations [43]. Another significant usage of the recruitment curve is when the interface be-
ing used is that of an electrode array. In these cases, it is not known for sure how well each single
channel of the array affects movement or sensation; in order to find out, one can make use of the re-
cruitment curves for each of the electrodes and, based on them, define individual selectivity indexes,























Figure 2.6: Expected effect of generated recruitment curve.
Still when considering recruitment curves, there is an interesting aspect that is worth mentioning
related to the difference between physiological activation and artificial stimulation of muscles. Dur-
ing natural activation, the nervous system recruits firstly type I small fibers, recruiting the larger fibers
only if more force is needed. However, when dealing with external stimuli, the first motor units to be
recruited will be the larger ones, since they have a smaller activation threshold. In terms of recruit-
ment curves, this means that a natural recruitment curve is usually less steep than the one generated
by electrical stimulation – which can come in the way of using applications that depend on different
values [44, 48, p. 359, p. 159].
Another important aspect that should be considered when stimulating afferent pathways is one
that may help deal with different muscle aspects: the catchlike muscle property. This property is based
on several changes in muscle tetanic contraction characteristics that follow a specific pattern of stim-
ulation, described by an initial burst of two to four high-frequency pulses [49], which has been related
to the increase in concentration of sarcoplasmic calcium ions, an important component of muscle
contraction [50]. As mentioned, this property has been shown to affect different characteristics, one
of which is muscle fatigue itself. It has been shown that it increases substantially resistance against
decrease of EMG response after a prolongued time [3], which is mostly explained by the increase of
calcium ions, which are closely related to muscle fatigue, as explained before. One more interesting
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parameter that is affected by it is muscle potentiation, which are inversely related in matters of mus-
cle strength; in other words, the usage of the catchlike property of the muscle in stimulation results in
a smaller overall force during potentiation [21]. Other characteristics have also been related to catch-
like muscle property – e.g. fiber type composition of the muscle [51] and muscle contraction [52] –
proving its revelance to electrical stimulation.
A lot has been detailed in the electrical stimulation of efferent pathways; however, lots of it can
be very useful insofar of explaining the stimulation in afferent pathways. For example, while efferent
pathways stimulation is usually modulated by amplitude or pulse-width, one of the most common
parameters used in neural encoding for sensations is frequency of stimulation [53, p. 362]Another
one of these aspects is analogous to recruitment curves, the named tuning curves. They are gener-
ated varying specific parameters of stimulation (usually the firing rate) and subjectively relating to
the patient’s sensations, such as joint angle or pressure [54].
All these aspects that were deeply described will come in very handy when understanding how
this work interfaced with subjects from different species and in different ways. A clear discernment
of each characteristic of both encoding and decoding were fundamental in the development of the
work and, hopefully, it was come accross appropriately.
2.3 Control of Arthropods Navigation
Once the basis for understanding neural interface with electrical stimulation of afferent pathways
have been settled, studies that rely on these approaches for navigation control of arthropods will be
discussed. These studies aim at controlling the direction at which insects and other invertebrates
move, either by walking or even flying. In this section, we focus on research involving terrestrial in-
sects, along with the methods proposed and results obtained.
Several studies have been made during the last decades considering neural stimulation of arthro-
pods in order to control movement [55, 7, 56]. Even though our work aims at the implementantion of
navigation control for insects, most of the works are focused on the development of electronic circuits
light enough to be carried by the insect and which affect the overall movement the least possible. As
this continuously shows to be a challenge, the navigation control used for arthropods has been mainly
restricted to human remote controlling [1], though some researches on control algorithms have been
implemented and will be detailed in subsection 2.3.2. In other words, most current researches only
make use of navigation control when it comes to assessing the quality of electronic devices proposed.
However, a lot can still be learned about how stimulation aimed at motor control has been done.
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remote operator
Figure 2.7: Example of remotely operated navigation control in a cockroach. Adapted from Latif et al
[1].
2.3.1 Principles of Neurophysiology in Insects
Before entering in the navigation control realm, it is interesting to have a deeper understanding on
how the nervous system of insects is organized, which is made available in [57] and shall be detailed
in sequence.
Insects have simple nervous systems mainly composed by a dorsal brain and segmental ganglia.
Ganglia are groups of interconnected neurons which, generally, represent similar functions. The brain
is composed of three main structures: the protocerebrum, the deuterocerebrum and the tritocerebrum.
The first one is primarly associated with vision, as it is adjacent to the optic lobes, which is related
to the orientation of antennas and biological cycle regulation. The second structure is associated
with denser antennal information processing, as olfactory sensoring information. The last one, which
surrounds the digestory system, is mainly associated with innervation of the labrum (upper lips).
Connected to the brain, there can be found a complex of fused ganglia called subesophageal gan-
glion, which innervate different structures, such as mandibles, maxillae, and labium. In some insects,
it also innervates hypopharynx, salivary glands, and neck muscles. The next structures are individual
ganglia, which are connected – within each segment – by commisures and – among different segments
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– by intersegmental connectives. Some of the ganglia connected are thoracic, which innervate both
wings and legs for both afferent and efferent pathways. These are some of the structures primarly
involved in locomotion. The abdominal ganglia, by the same token, innervate abdominal muscles,
which can be used in gait patterns focused on turning the insect around . Finally, the caudal ganglion












Figure 2.8: Basic neurophysiology of insects.
In case of cockroaches, as the main insect used in our work, the main differences are the fusion
of the subesophageal ganglion to the tritocerebrum and the specific nomenclature to the ganglia that
innervate the legs: the prothoracic and mesothoracic ganglia.
2.3.2 Insects Artificial Navigation Using Neural Interfaces
Having understood each role within the nervous system in insects, the strategies used in the last
decades are now detailed. Lots of them have been used throughout the years aiming at elliciting stim-
uli in invertebrates in order to control movement [1, 58]. Some of studies focus on stimulating the
insect in specific regions of the Central Nervous System, which evoke coordinated motor activity [59].
These structure, when stimulated, chains a proper sequence of actions that allows the arthropod to
execute functionalities such as walking [60]. All the while, several approaches can be followed in order
to stimulate these systems, such as the usage of Command Neurons, specific neurons that trigger a
whole behavior or part of a motor routine [60, 61]; stimulation of afferent strucutres, e.g. cockroaches
hair plates, which set off specific patterns [58]. Another somewhat famous strategy, however, does not
focus on the CPG: it consists on taking advantage of the mentioned evasive behavior of some arthro-
pods (more specifically, cockroaches) and stimulate the antennas in order to provoke right and left
turns [1, 2, 9].
One of these works placed a cockroach (wearing an electrical stimulation device) on top of an
instrumented trackball [2], which allowed the researchers to compare kinematic data based on stim-
ulation parameters. This resulted in valuable lessons about how stimulating the antenna can evoke
specific motion and how consistent this motion can be. In fact, these researchers proposed in the end
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of the work a line-following setup relying on two light sensors; unfortunatelly, due to great variance
perceived in the motion, the results were not consistent.
turn (yaw)
forward(pitch)
Figure 2.9: Cockroach atop a trackball used for sensing. Adapted from Holzer et al [2].
Another work, however, showed to be very efficient in this matter. By using a Microsoft Kinect
sensor, the system could verify the cockroach’s position and orientation in time, allowing very fine
control. The control implemented was focused on the angle difference between current orientation
and desired orientation towards a waypoint. This way, the control allowed the cockroach to maintain
a desired circular reference trajectory [9].
2.4 FES Control Using Evoked EMG
Another application involving the interface with the nervous system is control of movement. As
muscle activation is intimately connected to movements, it is the main aspect that should be stud-
ied when implementing the control algorithm. In this sense, different variables for measuring the
activation may be used, such as generated torque or joint angle; however, the most appropriate this
work is evoked EMG. The usage of eEMG is justified by two main reasons: firstly, it provides a cleaner
setup, in which sensors are attached in a more reliable way that interferes very little with movements.
Another good motive is the assessment of fatigue, that is done more precisely, since eEMG is a direct
measurement of muscle activation.
Even though eEMG is the variable chosen in this work, implementations that rely on other vari-
ables have been tested, such as in [62], where a closed-loop proportional and integral (PI) controller
was implemented in order to control output force. This study was successful in dealing with muscle
fatigue and potentiation effects by making use of force transducers as sensor inputs and modulating
pulse-width in wire electrodes. By surgically dettaching the muscle from the body, the force trans-
ducer was connected to it and a wire EMG electrode was inserted into the muscle. The work made
use of recruitment modulation, which directly mapped the relation between force and pulse-width.
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Using the root locus method, the PI controller was implemented and the results showed it to be effi-
cient in both controlling muscle force and compensating for fatigue effects.
The usage of eEMG recordings in control implementation, however, is the main topic in this sec-
tion. Some studies have focused on how the variation of specific parameters of stimulation could
contribute to reduce fatigue or muscle potentiation. It was found, in [3], that the usage of catchlike-
inducing trains (CIT) – consisting of an initial high-frequency burst of two to four pulses – increases

















Figure 2.10: Evoked EMG waveforms when stimulated by CIT and CFT. Adapted from Binder-Macleod
et al [3].
Other approaches aim at controlling eEMG activation itself. Some of which use Kalman Filter
(KF) for estimating either torque or stimulation level. Truthfully, in [63], a KF-estimator was used for
both purposes. The first estimator implemented used evoked EMG recordings and measured torque
to find the parameters for modelling activation, which creates a relation between desired torque and
measured torque. The second one outputs stimulation level based on past stimulations and eEMG
recorded, creating a model that linked desired eEMG and recorded eEMG. This approach resulted in
efficient control accuracy with different torque references; in addition, it demonstrated good results
as the muscle fatigue became evident.
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A similar approach was used in [64]: by making use of a Hammerstein model and applying a
Kalman Filter estimator, a predictive control was implemented. Firstly, the estimation of the model
parameters is made by using eEMG mean absolute value (MAV), last pulse-width used in stimulation
and the output control value acquired by the Hammerstein model as input parameters. Followingly,
the sum of the current and last output control values is used in a polynomial equation in order to find
the pulse-width. This approach led to results indicating successful control accuracy and stability.
Finally, there have been researches on the use of λ-Controllers for torque control using eEMG
and contraction of antagonist muscles (co-contraction). In these works, a reference rλi is set as the
control input and a linear behavior is forced onto the nonlinear recruitment curve by feedbacking
the amount of activated motor neurons, λ. In [65], two λ-Controllers were combined in order to feed
models that, based on a transformation between muscle activation and calcium dynamics models
(σi ), estimate accelerating torque (T ) and co-contraction torque (Tc c ) when multiplied by a function
fi – that relates measured angle and maximum angle. BothT andTc c are then used to model current
angle, which is fed back into the loop. As the product between σi and fi is nonlinear, modifying
extensions are added in order to linearize the torque inputs. This strategy was simulated and tested in
healthy subjects, leading to good results considering accelerating torque and co-contraction strenght
modulation, as well as joint-angle control.
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Chapter 3
Insect Direction Control Using Neural
Interfaces
The method of science is tried and true. It is not per-
fect, it’s just the best we have. And to abandon it,
with its skeptical protocols, is the pathway to a dark
age. — Carl Sagan
The following work was inspired by previous researches using BackyardBrains’s project named The
RoboRoach. The goal is to be able to actively control the direction of locomotion of a cockroach using
electrical stimulation of the antennal nerves. As explained before in this work, cockroaches use their
antennas to perceive the presence of possible predators, sending signals to their thoracic ganglia [66]
in order to react and avoid the menace.
The first half of the work presented in this document was developed at the Automation and Control
Laboratory (LARA) of the University of Brasilia, being focused on electrical stimulation of cockroach’s
antennas in order to implement direction control strategies. In Section 3.1, the methods used for
hardware and software development are described in detail, along with the experimental procedure
and control implementation. Section 3.2 presents data acquired during the experiments run. Finally,
in Section 3.3, the results presented are discussed.
3.1 Method
A small stimulator appended to the cockroach head, which connects one stimulating electrode to
each of the insect antennas and a reference electrode to its exoskeleton back was used. The stimulator
is based on BackyardBrains’s RoboRoach development kit, which will be further detailed in Subsection
3.1.1. In order to control its navigation, a scheme that can provide the cockroach’s position is designed
using the motion capture NDI’s Polaris Spectra system and passive retro-reflective markers. The whole
setup, thus, communicates with a central personal computer (PC) – running Ubuntu 14.04 Operating
System – through Bluetooth (BT) and Universal Serial Bus (USB) serial protocol (respectively). The
PC runs the navigation control algorithm implemented. In sequence, each of these modules will be















Figure 3.1: Block diagram describing the methods utilized.
3.1.1 RoboRoach Development Kit
"The RoboRoach" is the name given to a system envisioned to be used as a starting point for Neural
Engineering enthusiasts and researchers. The system consists of an electronic board small enough
not to significantly disturb the cockroach’s movements; a three-pin connector, where the system is
actually fixated to the insect’s exoskeleton; wire electrodes used for reference and stimulation; and a
3V lithium battery. The whole system weight averages 4.4 grams [67].
The electronic board itself does not involve complex hardware implementation, as it is not mean
to – due to cost and overall weight reduction purposes. It consists of a simple microcontroller con-
nected, using Serial Peripheral Interface (SPI) protocol, to a BlueRadio BR-LE4.0-S2A low-energy BT
module, which implements BT 4.0 communication protocol. There are four Light-Emitting Diodes
(LEDs) connected to BlueRadio: two serving as communication status LEDs and one for each stimu-
lation electrodes, meaning to be used for debugging purposes [68].
The stimulation provided by the board is voltage-based and allows the user to change some vari-
ables, such as pulse-width, amplitude, frequency and number of pulses. The waveform presented, al-
though rectangular, as usually recommended, is only monopolar (as opposed to bipolar, as explained
in Subsection 2.2.2). For each settable parameter, the range that could be found from documentation
is from 0 to 255, as contained in one byte.
BackyardBrains also provides all the code used for developing the mobile applications that com-
municate with the board. The code is documented in their repository [69], which easens the Applica-
tion Program Interface (API) development procedure soon-to-be explained.
3.1.2 Polaris Spectra
The system for sensoring position is NDI Digital’s Polaris Spectra, a somewhat portable optical
tracking system, which consists of a Position Sensor, weighing less than 2k g with dimensions between
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613mm of length per 104mm of width and 86mm of height, connected to the System Control Unit
(SCU) [70]. It provides the user with real-time (up to 60H z ) position and orientation (depending on
the tool used) information within a pyramidal volume with dimensions described in Figure 3.2 [71].
Figure 3.2: The volume within which positions are acquired. Source: NDI Digital.
The Position Sensor consists of an infrared emissor and the infrared sensor itself. A positioning
laser can be used in order to align the sensor with the area of interest. It works with two different types
of tools: the active and the passive markers. Active markers, as the name suggests, are powered and
emmit infrared radiation back to the sensor. This provides better precision while increasing bulkiness
of the tool. In order to counteract this disadvantage, passive markers, which consist of spherically-
shaped objects that reflect infrared radiation, may be used. The passive markers are divided in two
main types: geometrical tools and stray markers. Geometrical tools must contain at least three indi-
vidual spherical markers and be arranged in an specific shape, which should be defined within NDI’s
Guided User Interface (GUI). This allows the system to calculate the orientation of the tool based on
an initial setup. The other type, stray markers, are merely the spherical objects themselves, which do
not provide information on orientation. The main advantage is the absence of the support that fixates
the geometrical shape in geometrical tools, which decreases the tool overall weight and inertia [70].
NDI provides the user with different softwares that can be used in order to configure and test the
sensors and the tools. It provides different interfaces with the sensors, from real-time acquisition of
the sensor informations to the final calculation of position and orientation of the tools. A great feature
of the GUI is the possibility of "listening" to all the serial communication that happens between the
SCU and the PC, allowing the user to develop third-party programs using these examples along with
the API user’s guide provided by the development team.
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3.1.3 Developing our own API
In order to use both sensor and actuator, represented by the Polaris Spectra and the RoboRoach,
the PC must be able to communicate with them both. Different programming languages were tested
for this purpose; however, due to implementation limitations when interfacing with RoboRoach, Python
3.0 was chosen, which is a fast and programmer-friendly language with great support from the online
community. An API for each of the systems was developed and saved in a BitBucket public repository
[72] – and will be detailed in sequence.
3.1.3.1 RoboRoach Bluetooth Module API
As just said in Section 3.1.3, the RoboRoach represented the greatest limitation in terms of hard-
ware and software needed for communication. This happened due to the BT module used, a Blue-
tooth 4.0 low-energy module, which follows an specific and new communication protocol not yet
implemented in most languages. The justification for this hardware design lies on its high power ef-
ficiency (as it is said to implement an idle mode for the time it is not being used) and easeness of im-
plementation (being selected as the new protocol used in Internet of Things applications) [73]. Thus,
it was necessary to develop the code in a rather specific environment: an Ubuntu 14.04 Operating
System using a BT 4.0 USB dongle.
The BT 4.0 LE communication protocol is based on Generic Attribute Profile (GATT), a commu-
nication profile that divides each feature of the device in a tree-shaped hierarchy. The first level of
the tree displays all services that are available for interfacing: in this case, the battery service and
RoboRoach service, the latter being the one that was dealt with. Each service, then, consists of several
chacteristics. These characteristics may describe different parameters with which the programmer
can interface; some of them are configuration parameters, such as stimulation pulse-width, ampli-
tude and frequency, whereas others are acting variables – left and right electrode stimulation. Each
characteristic is related to a parameter field (still by protocol), which is defined in order to finish the
interface. When dealing with configuration parameters, the user must insert the value wanted for the
experiment; when stimulating, a simple binary activation may be set to indicate the instant of stimu-
lation. The code repository of BackyardBrains may be helpful when understanding this layout of the
protocol [69]. In order to set up the communication and discover the different addresses that were
implemented, along with the parameters range values that could be used, different Unix tools were
used, such as hcitool, hciconfig and gattool. Details on the initial procedure for communication can
be found in [74].
Having in hands the whole addresses information, a high-level API was developed in order to facil-
itate the programmer’s implementation using simple commands – from configuration settings, such
as "change amplitude", to electrode activation, such as "turn right".
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3.1.3.2 Polaris Spectra USB Interface API
Before implementing any code, a few steps had to be followed in order to be able to interface with
the SCU by the software provided in a CD-ROM by NDI Digital. The installation happened mostly
through Ubuntu’s Terminal tool, sometimes dealing with hardware connection itself. The procedure
is also detailed in the repository [72], under "Polaris" directory.
In terms of API development, it is interesting to note that Polaris Spectra’s SCU implements a very
straightforward USB serial communication with the computer. As mentioned before, all communica-
tion with the proprietary softwares available can be read through specific tools within the GUI, allow-
ing the user to implement the commands by themselves. Even though NDI Digital makes available
a thorough API user’s guide with detailed information on each function that can be used, the initial
communication setup used for stray markers is not entirely explained, which led the implementation
to different paths.
In order to design this initial setup, thus, the whole conversation between SCU and PC was mim-
icked using Python’s serial library. Each low-level function described in the API user’s guide was ac-
cordingly implemented and used in a high-level fashion, implementing two simple functions: one
that initialized the system and the communication between both ends, while setting stray markers
options, and one that plainly requested from the SCU the last position captured by the sensor for a
single stray marker. The code used was based on previous implementations, available in a public
repository [75].
3.1.4 Cockroach Preparations
In order to perform artificial control trials, the cockroach must to be prepared for experimenta-
tion. All steps were based on BackyardBrains’s experimental protocol detailed on their website [76],
which had to undergo a few alterations in order to provide better results. The insect species cho-
sen was Blaberus giganteus, due to its large size and strength and, also, availability – differently from
the famous species that is usually chosen, the Periplaneta americana. All surgeries were performed
at LARA, with appropriate light and making use of simple small manipulation equipment, such as
scissors, tweezers, toothpicks and cotton swabs. Even though there is no specific regulamentation for
experimentation in arthropods [77], a few precautions were taken, such as surgeons and auxiliary staff
wearing rubber gloves during the whole procedure and the intercalation of every step of the operation
with enough anesthesia and recovery time.
The procedure can be summarized by an initial anesthesia of the insect using ice cubes and cold
water [78], followed by the sanding and fixation of the electrode connectors onto the cockroach ex-
oskeleton head using Super Bonder glue. Followingly, a reference electrode is placed underneath the
cockroach’s wings, being fixated also with super glue. The two stimulating electrodes are then in-
serted into the residual antenna (which must be previously trimmed in order to enable the insertion).
One of the improvements proposed over process efficiency is the usage of a drilling tool in order to
increase precision and fixation of reference electrode. Also, an electric sanding tool was used so that
the waxy chitin would become more rougher, helping with the connector fixation. The last improve-
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ment that was implemented was the fixation of wings and cockroach head in relation to the body, in
order to decrease its degrees of motion (allowing a better controllability based on antennal position)
and enhance electronic system fixation.
After the procedure, the insect was placed back on its cage for several hours (usually overnight),
giving it sufficient time for recovery from surgical procedure and anesthesia.
Figure 3.3: Final result from electrode implantation and board fixation procedure.
3.1.5 The Experimental Setup
Having completed the hardware, software and cockroach preparations, the experimental organi-
zation that is going to be used during the tests is arranged. For this purpose, the Polaris Spectra is
placed on a tripod standing atop a table. The tripod is regulated so the sensor points downwards fac-
ing the floor, on which the insect walks. The calibration software provided by NDI Digital is executed
so that a path can be traced based on the change of position in only one of the axis. As the cockroach
does not move upwards nor downwards, having assured the floor is not crooked in relation to the sen-
sor, it is made sure the cockroach does not move in another axis as well (as represented in the example
of Algorithm 3.1, the x-axis).
In order for the tracking to take place appropriately, a marker is attached to the RoboRoach board
by gluing it together with a screw, which is inserted in the stray marker, using hot-melt glue. This
allows the board to be perceived by the sensor as long as it is within the path length. Also, the path
is drawn making sure it is within BT dongle reach while it is following the desired trajectory. The
experimental setup can be better pictured in Figure 3.4.
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Figure 3.4: Arrangement used for the experiments. Polaris Spectra is positioned facing the floor, where
a line indicates the desired path, namely, the reference path.
3.1.6 Simulations and Experiments
Two experimental methods were designed: a simulation, used for verifying the control efficacy,
and the experiments using living cockroaches implanted as described before in this work. Followingly,
in Subsection 3.1.6.1, the control algorithm implemented is described. In Subsections 3.1.6.2 and
3.1.6.3, these experiments are described.
3.1.6.1 Direction Control Algorithm
As both the sensor and actuators of the control system are complete, it is important to finally add
the direction control algorithm itself. In this sense, a plain line follower algorithm control was imple-
mented using a proportional gain that modulated amplitude. The control algorithm implemented is
based on the fixation of one of the movement axis (say, for this example, x-axis) around which maxi-
mum and minimum limits were imposed. In case the cockroach left these limits, a command would
be issued and the antennal stimulation would force the insect to remain within limits. A proportional
gain was added according to how much the cockroach overstepped the boundaries; this gain, thus,
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Figure 3.5: Control algorithm block diagram.
where kp refers to the proportional constant of the control; p o s i t i o n .xma x and p o s i t i o n .xmi n refer
to the maximum and minimum values in the x-axis. The pseudocode for the proposed initial algo-
rithm can be seen in Algorithm 3.1.
Algorithm 3.1 Pseudocode of the initial control algorithm experimented.
1: while stop character is not pressed do
2: get position
3: if position.x is more than max_limit then
4: set right_stimulation_amplitude← KP * (position.x - max_limit)
5: stimulate(left)
6: else if position.x is less than min_limit then




3.1.6.2 A Virtual Cockroach
As a proof of concept, the navigation control algorithm is tested using what is titled a virtual cock-
roach. The virtual cockroach consists of a human operator holding the board in a way the sensor
can capture the stray marker position and simulating the movement of a somewhat well-behaved
cockroach. Using the auxiliary status LEDs, which indicate which antenna is being stimulated, the
operator can reproduce the activity of a cockroach.
3.1.6.3 A Real Cockroach
The cockroach is initially removed from its cage and placed in a recipient with ice for little time
(around 3 minutes), so its metabolism slows down before the experiments, allowing the system to re-
spond more properly. Simple experiments are made in order to test the stimulation response for both
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antennas, consisting of stimulating the electrode through the command line in the PC and observing
the appropriate result.
Followingly, the cockroach is placed in the beginning of the path desired (it is important to de-
limitate the beginning and the end, since the algorithm assumed both due to the lack of orientation
information). Video of the experiment is recorded along with position information. Several trials are
performed for each cockroach, allowing enough time between procedures in order to avoid famil-
iarization with the stimulation signal, which may result in worse responses. The whole procedure
is repeated for three more cockroaches. For each, different parameters are tested for pulse-width,
frequency of stimulation and maximum amplitude. The values are shown in Table 3.1.
Frequency (Hz) Pulse-width (ms) Maximum amplitude (mV)
250 200 750
(a) Experiment 1.
Frequency (Hz) Pulse-width (ms) Maximum amplitude (mV)
150 5 750
(b) Experiment 2.
Frequency (Hz) Pulse-width (ms) Maximum amplitude (mV)
5 200 750
(c) Experiment 3.
Frequency (Hz) Pulse-width (ms) Maximum amplitude (mV)
250 4 750
(d) Experiment 4.
Table 3.1: Values used during experiments with cockroaches.
3.2 Results
As the experiments advanced, different plots are generated, which are related to both efficiency
of navigation control algorithm and quality of signal generated by the board used. Firstly, we observe
how output tension is delivered by the electrode pins from the board change when varying number
of pulses and setting pulse-width at 1m s .
31
Figure 3.6: Voltage output measured from board with 1 and 10 pulses.
Followingly, how it changes when different pulse-widths are set to the board as the number of
pulses is constant at 1.
Figure 3.7: Voltage output measured from board with pulse-width of 1m s , 10m s and 50m s .
The Figures below provides us with information on position during virtual cockroach experiments.
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First simulation with virtual cockroach
Position recorded
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Amplitude gain used in control
(a) First simulation with virtual cock-
roach.
Samples

















Second simulation with virtual cockroach
Position recorded
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Amplitude gain used in control
(b) Second simulation with virtual
cockroach.
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Third simulation with virtual cockroach
Position recorded
Reference path
Amplitude gain used in control
(c) Third simulation with virtual
cockroach.
Figure 3.8: Simulations using the virtual roboroach setup.
Finally, it is shown to us how the real cockroach wandered around the desired path during exper-
iments.
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(a) First experiment with real cock-
roach.
(b) Second experiment with real cock-
roach.
Figure 3.9: Experiments using the real roboroach setup. In blue, the desired path the cockroach should
follow. In red, the actual path traveled.
3.3 Discussion
There is a lot to be analyzed from both plots and parameters used in the experiments with RoboRoach.
Followingly, we will discuss what the results acquired tell us about the performance of the system de-
signed and how it can be improved in future works.
The first point to be analyzed is the output voltage the board describes. As seen in Figures 3.6 and
3.7, the hardware used have certain limitations when it comes to using specific stimulation param-
eters. For instance, Figure 3.6 shows the offset decay in voltage as the number of pulses parameter
is increased. Likewise, Figure 3.7 presents a similar behavior, as the offset decreases when increas-
ing pulse-width values. Both examples provided are enough to illustrate the voltage limitations of
the board, which come in the way when trying to modulate parameters such as pulse-width with the
control output. For this reason, amplitude modulation was chosen for the experiments.
Moving on from the stimulation to the implemented control itself, it can be observed in Figures
3.8a, 3.8b and 3.8c the navigation control strategy implemented behaved satisfactorily in terms of di-
rection and actuation intensity. This experiment, although not much consistent when considering
the subjective character of the operators, provides enough information to validate the strategy imple-
mented, as the experimentation in the cockroach shows to be highly complex.
As for the experiments with real cockroaches, much more information can be extracted. For most
of the experiments, as seen in Figures 3.9a and 3.9b, the cockroach presented a behavior far from
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ideal, most times not responding appropriately to the stimuli. When other stimulation parameters
were implemented, such as Tables 3.1b and 3.1c, the response to stimuli was much more consistent.
Still, whichever parameters chosen, it was observed a high rate of familiarization with the stimu-
lation by the insect, meaning it would react much better to stimuli during the first experiments than
during the latter, regardless of the great period between experiments dedicated to avoiding it. One
point that was not considered during the experiments is the actual frequency of stimulation. Even
though the frequency was set by software to be an specific parameter used by the board during ini-
tialization fase of the code, the code implementation did not consider that requesting a new stimula-
tion for the board from the main routine every loop interaction would overwrite the last behavior and
restart the stimulation. Since the routine was called in a frequency close to 100H z , the stimulation
could have been quickly familiarized by the cockroach due to it.
Another issue encountered during the experiments was the lack of an ideal setup. One of the
problems was the length of the path: since the reference traced for the experiments was somewhat
short in comparison to the distance the cockroach could achieve in a brief period of time, there was
little data acquired from successful experiments. Another problem with the setup is the amount of
distractions that could drive the cockroach: since it was done in the floor with lots of furniture around




FES Control Using Evoked EMG
I am very conscious that there is no scientific expla-
nation for the fact that we are conscious. — Andrew
Huxley
The following methods refer to experiments held at the Center for Neural Engineering (CNE) of
the University of Utah 1. For these experiments, the aim was to study control strategies that could be
used with a specific setup in order to control muscle activation from nerve electrical stimulation. In
order to do so, a real-time system with a GUI is required having in mind certain features: proper elec-
trical stimulation (along with different parameters modulation, such as amplitude, pulse-width and
frequency); one-channel EMG recording (with a high enough sampling rate); a short and consistent
loop period (which could vary from 10m s to 20m s ); analog interface with a force sensor in order to
be able to validate and study the relation between EMG activation and force; data visualization from
analog inputs, electrode reading and stipulated reference; control algorithm implementation.
The initial experiments took place using frogs, which served as a great starting point for experi-
mental setup testing and troubleshooting. Later on, the experiments used rats, on which other exper-
imental setup testings were executed and, finally, control implementation was tested.
In Section 4.1, the development of the real-time system, control implementation, experimental
setup and procedures are described. Followingly, in Section 4.2, results acquired from the experi-
ments are shown. At last, in Section 4.3, the results are explained and discussed.
4.1 Method
The experimental setup makes use of an electrical stimulator named Grapevine, from Ripple LLC,
which is detailed in 4.1.1. The Grapevine system communicates with a personal computer (PC) using
User Datagram Protocol (UDP), where the control algorithm is executed. The Grapevine makes use of
front-ends for both stimulation of the nerve and recording of muscle signals. The control algorithm
is implemented using a proportional integral controller in order to allow muscle activation to follow
a trapezoidal reference previously set.
1Halfway through the development of the work, the opportunity to upgrade it and finish it at another laboratory was
presented.
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The code development has a common beginning that should be described for both sets of exper-
imentations. Later on, specific enhancements in each situation are made in the code and hardware
so that overall performance is increased. All routines were implemented using Matlab R2014b along









Figure 4.1: Block diagram of the simplified experimental setup.
4.1.1 Grapevine
Grapevine is a hardware system from Ripple LLC used for acquisition of neural or muscular signals
and electrical stimulation. Its central computational unit, the largest module in the system, is called
Neural Interface Processor (NIP). At one side, NIP contains two USB-ports (named "expansion ports"),
one auxiliary port, one ethernet port, the power socket and power button [41, p. 8-9]. At the opposing
side, it provides four ports that interface with "front ends" (FEs). There are several types of FEs, which
are meant to be used for specific applications, e.g., the EMG front end, with 16 pairs of differential
inputs, ideal for EMG recording at high resolution; the Analog I/O FE, which interfaces with analogic
sensors and actuators at high sampling rates (1kS/s and 30kS/s ), providing the user with different
applications allied to neural acquisition; and, last but not least, the Micro+Stim FE, a 32-channel unit
made for both recording and current-based stimulation of neural interfaces. All FEs acquire data at
high rates and filter out frequencies of no interest, in addition to converting the analogic data to digital
in order to decrease noise that could be acquired during the transmission to the NIP [41, p. 13].
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Figure 4.2: Grapevine’s NIP and front-ends. Source: Ripple.
For the experiments here presented, the front end used for both recording of muscle signals and
electrical stimulation is Micro+Stim. Another FE named Micro, which differentiates from Micro+Stim
for not possessing stimulating capabilities, is also used in early stages. From Micro+Stim/Micro, the
Neural Interface Processor processes the digital data provided and offers the user different acquisition
options, such as:
• "raw" – raw signal – a 30kS/s signal discretized in 16 bits;
• "hi-res" – high resolution – same signal sampled at 1kS/s and at a higher 24-bit voltage resolu-
tion;
• "lfp" – local field potential – continuous waveform data sampled at 1kS/s, appropriate for elec-
troencephalograms (EEG) and electrocorticograms (ECoG); and
• "spike" – spike waveforms – which returns waveforms from action potentials, found by voltage
threshold crossing [41, p. 29].
The procedures require the usage of high-resolution acquisition, since it contains custom filters ap-
propriate for the application at hand. Another important feature of Grapevine and Micro+Stim is the
activation of fast settle triggers, which broadcast a message to the other front ends at the moment of
stimulation so they will stop recording and avoid stimulation artifacts.
Once the digital signal is once again filtered, this time by the NIP, it is sent to the ethernet port
in order to interface with the computer. One way to both acquire information from the NIP and also
send information about the electrical pulse it should generate is through the proprietary software
suite Trellis. It provides the user with initial configuration settings for the experiments, along with
different other softwares used to visualize data, check electrode impedance and shape the desired
waveform for stimulation. For applications that do not involve custom online modulation between
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recording and stimulation, Trellis contains all the appropriate softwares. However, since the goal is
to implement online real-time control, one must be able to access these features programmatically;
hence, Xippmex API should be used.
4.1.2 Xippmex
Xippmex is thus titled based on two main factors: firstly, the protocol implemented between com-
puter and Grapevine, named Extensible Instrument Processing Protocol (XIPP); secondly, the MEX for-
mat, specific for MATLAB files that invoke C, C++ or Fortran functions. Xippmex allows you to access
most of the tools implemented on Trellis through MATLAB scripts [79, p. 3]. Two of the functions of
Xippmex, however, deserve special attention: the cont function and the stimseq function, as they are
more frequently used in the code implemented. "Cont" function allows the user to gather continu-
ous data from whichever front end available for streaming. Since Grapevine continuously acquires
and stores data within a five-second buffer at specific rates aforementioned, "cont" receives as a pa-
rameter the duration that represents from how far back does the user wants to acquire data (in mil-
liseconds). Moreover, other parameters include the identification number for the electrode used, the
stream type (as earlier mentioned, "raw", "lfp", "spike", "hi-res") and the timestamp from which the
data is delivered [79, p. 11].
Another function that should be contemplated, "stimseq", is used for stimulating the specified
electrode using a certain sequence of events. This sequence is determined during code initialization,
but can be altered at any time. The parameters that can be set for each electrode are frequency, num-
ber of pulses, time at which first stimulus is generated, and the sequence itself. The sequence works as
an array of events, each one having as parameters amplitude, polarization, stimulation enabling, fast
settle activation, delay and recording enabling. This way, a quadratic pulse of different shapes can be
generated, allowing the programmer to have much more flexibility during experiments [79, p. 16-19].
4.1.3 Developing the Real-time System
Before developing the GUI necessary for control implementation and data visualization, a few
matters had to be discussed. For example, since the goal of the project was to be able to use a control
algorithm in real-time, different approaches for its implementations were studied. In this sense, it
was studied the preference between the usage of xPC Target, Real-Time Workshop or regular MATLAB
run in real-time in a Windows 7 environment. xPC Target relies on a two-computer setup: the host
computer, where the main user interface is present, and the target computer, running a real-time op-
erating system and interfacing with the hardware itself. Despite the disadvantage already presented,
namely, the need for two computers, specially one running in real-time, xPC Target provides real-time
capabilities, with reliable clocks and high performance [80, p. 1-2]. The one-computer-setup deriva-
tion of it is called Real-Time Workshop, which runs with both MATLAB and Simulink in a Windows
environment. It provides a better performance and ease of implementation [81, p. 1.3]; however, a li-
cense is necessary and it was not available at the moment. Hence, it was decided that the GUI could be
developed using regular MATLAB functions and scripts, as it has been done before with 60H z closed-
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loop control [82, p. 40-44]. For MATLAB to run in real-time, however, a Process Explorer program was
downloaded [83] and used to change the software priority.
Aiming at providing a consistent real-time interval for both the control function (consisting of
both acquisition, control algorithm, parameter modulation and stimulation) and the data visualiza-
tion/logging function, an initial strategy was used based on MATLAB’s Timer Objects. These types of
MATLAB variables consist on timers to which one can set the period it sets off, the function called
whenever the timer reaches zero and other parameters, such as how the queue of events is dealt with.
There is, however, a disadvantage to it pointed out by Mathworks Technical Team: when interfacing
with external hardwares, the timer may be held for a specific period, which may affect the consistency
of the setting-off period. Thus, it was decided to follow a different path, which was based on the serial
calling of each function within the period and the implementation of a high-precision delay routine
in MATLAB using the tic-toc functions.
Finally, as the code was being developed, it came to light that visualization could be an issue when
dealing with real-time. As it was being implemented, the plotting function was demanding a high
computational cost, which in several times disrupted the time period consistency. Once concluded
that this implementation would not be proper for real-time, it was suggested to use another machine
for dealing with plotting, i.e., the host machine would make all calculations for control and deliver
the data to the client machine through UDP. For this goal, Java-based functions that dealt with UDP
communication were implemented (since the appropriate MATLAB’s Toolbox was not available). A
crosscable ethernet cable was fabricated, thus, for linking both computers.
In the end, the final GUI was created for control implementation and data visualization/logging.
As subproducts of the process, other scripts were also generated focused at different experiments. The
first script used basically acquires evoked EMG waves while stimulating in a custom frequency. The
second code developed aimed at creating recruitment curves for the animal by varying amplitude,
then pulse-width and, finally, frequency of stimulation. Another script was coded in order to modu-
late amplitude, pulse-width and frequency based on analog readings, such as a force sensor. These
scripts were made to serve as preparation before the experiments involving the control algorithm it-
self. In the final GUI code, other functionalities were implemented, such as the data communication
and catchlike inducing patterns. Of course, another script was developed to be used in parallel with
the GUI in the client computer, which acquired the data from the UDP channel and plotted it in real-
time.
4.1.4 Control Algorithm
The control implemented makes use of the mean absolute value of amplitude acquired in the
last time window. This value is compared with a trapezoidal reference, generating an error which
acts as the input value for the control function. The control function outputs a normalized value,
which is added to the desired reference, and used in the inverse recruitment curve function. Based
on the amount of contraction calculated by the control, an amplitude value is found and used in the
stimulation, as described in Figure 4.3.
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Figure 4.3: Block diagram of the control system implemented.
The recruitment curve, hence, plays an important role in the experimental procedure and its code
must be detailed further before thoroughly describing the control function itself. The script for re-
cruitment curve generation runs in three separate stages: the first part consists on varying amplitude
of the stimulation (while maintaining pulse-width and frequency) and recording the eEMG signals.
Each stimulation lasts for 500m s and there is a delay between stimulations of 2.0s for muscle recov-
ery. The recorded data is saved as well as the mean absolute eEMG values ellicited by each stimulation
train, forming the second stage. For the third one, the data is used in offline analysis, where the data
is plotted and a sigmoidal function is fitted following the equation:
y =
Fma x
1+ e −g r o w t hR a t e (x−x̄ )
(4.1)
where y represents muscle activation, measured by maximum absolute value, and x represents am-
plitude. Fma x , g r o w t hR a t e and x̄ are specific parameters of the curve acquired from the curve
fitting algorithms of Matlab: maximum value of muscle activation, the slope of the recruitment curve
and its mean value.
The control algorithm implemented, then, acquires the current eEMG reference value, which is
shaped after a trapezoid – in order to mimic biomechanical movements described by a linear increase
in force, a plateau and a linear decrease in force. The maximum reference value is set to 50% of the
maximum value of the normalized recruitment curve, so there is enough leeway for increasing stim-
ulation and compensating fatigue. At the beginning of each control period, the last 20m s of recorded
eEMG is acquired and the maximum absolute value is computed. This value is compared to the refer-
ence, generating an error value, which is used in the control algorithm. The controller implemented
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where M AV (e E M G ) referes to the mean absolute value of evoked EMG and kp , ki denote controller
proportional and integral gains, respectively. Also, an anti-windup strategy was added to the algo-
rithm by discarding integral additions as the controller reaches saturation.
The output control value is normalized with the same parameters used by the recruitment curve
to values between 0 to 1. This value is added to the reference trapezoidal curve value (which varies







g r o w t hR a t e
+ x̄ (4.3)
With the acquired value at hand, the stimulation parameters are overwritten and stimulation is
resumed. Algorithm 4.1 represents the procedure just described.
Algorithm 4.1 Pseudocode of the eEMG control algorithm experimented.
1: while stop button not pressed do
2: acquire last 20ms of eEMG
3: calculate maximum absolute value
4: acquire last 20ms of analog input
5: calculate current reference value
6: calculate error value
7: calculate control output based on error
8: add current reference to control output
9: find parameter based on inverse sigmoidal function
10: stimulate
11: delay until loop period reaches 20ms
12: end while
4.1.5 Frog and Rat Preparations
The experiments described in this chapter make use of two animal species. The first ones, grass
frogs, are used in order to validate real-time capabilities of the system and hardware setup. They
are euthanized and made available after undergoing other experimental procedures approved by the
University of Utah Institutional Animal Care and Use Committee. Only after the decapitation do the
experiments take place, since the nerve activity should be preserved for a few hours following death.
The second set of experiments use Sprague-Dawley rats, which included a somewhat similar setup.
The rats are used in different experimental routines for other projects, in which the rat is anesthetized
using isofluorine in order to be kept alive during the experiments. All procedures were approved by
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the University of Utah Institutional Animal Care and Use Committee [84]. Vital signals, such as oxygen
concentration and cardiac rhythm, are taken every 15 minutes.
Using tweezers and scissors, the thigh skin of the grassfrog is cut and tissues involving the sciatic
nerve are separated using a glass probe in order not to damage the nerve. The sciatic nerve is then
placed hanging on a hook electrode (used for whole-nerve stimulation), which is affixated by a mag-
netic stand. The crus skin is then cut open in order to surgically expose the muscles and two wire
electrodes are placed into gastrocnemius, separated from each other by a one-centimeter distance.
The hook electrode is connected to a Micro+Stim front-end with 1.3µA/s t e p resolution and, as the
Micro+Stim recording capabilities are considered damaged by the facricant, the wire electrodes are
connected to a Micro front-end. It is important to make sure both ground and reference are sepa-
rated and the fast-settle option within Trellis is turned off, since the artifact should not be significant
for this setup. Also, in order to maintain the nerve functioning properly, Ringer’s solution is applied
to the tissue after each short experiment.
Figure 4.4: Experimental setup used in frog experiments.
For rat experiments, wire EMG electrodes are placed in lateral gastrocnemius (LG), medial gastroc-
nemius (MG), tibialis anterior (TA) and soleus (Sol) muscles in the previous experiments. In addition,
a hook electrode is placed on the sciatic nerve for stimulation. A couple of EMG electrodes from MG
is connected to Micro+Stim front-end, as well as the hook electrode. After the experiments, the rat is
sacrificed.
42
Figure 4.5: Experimental setup used in rat experiments.
4.1.6 Experiments
The first set of experiments aim at validating the real-time capabilities of the system during stim-
ulation and recording. Having this goal in mind, initial experiments are performed using a function
generator (Wavetek Meterman FG2C Function Generator) at different frequencies and very low am-
plitude. The function generator is connected to the Micro front ends. The Micro+Stim front-end is
connected to an oscilloscope (Tektronix TDS 1012) through a 1kΩ resistor. The initial script for sys-
tem validation is run and data is saved. Followingly, the system is tested using the frogs described
above. The code run is also the script used for testing real-time, recording and stimulating validation.
Problems perceived in the Micro+Stim front end during the latter experiments lead to a replacement
of the piece. A new Micro+Stim, with 7µA/s t e p resolution, is used in the following experiments. In
order to test its functionalities, the first experiment using a function generator and an oscilloscope is
run once again using the Micro+Stim alone, since its recording capabilities were intact.
In sequence, two experimental sessions with rats are made. As noted before, the rat preparation
follow the usual procedures listed in [84]; however, for this part, it is proposed stimulating the com-
mon fibular nerve, a branch of the sciatic nerve that innervates muscles responsible for plantar flex-
ion [85, p. 487]. This way, a force sensor can be fixed to the foot and force data can be acquired. For
the first rat, the mentioned branch is stimulated; for the second, due to difficulties involving surgi-
cal approaches, the tibial branch, which innervates muscles responsible for dorsiflexion, is surgically
severed and stimulation is made at the sciatic nerve.
During the first rat session, different setups are tried for recording and stimulating simultane-
ously, including: using Micro+Stim for both recording and stimulation; using Micro for recording
and Micro+Stim for stimulation; and using Micro/Micro+Stim for recording while stimulating with a
third-party stimulator (SD9 Square Pulse Stimulator - Grass Technologies). Finally, a Surf D front-end
is used, which acts similarly to the EMG front-end described in Subsection 4.1.1.
In the second session, the setup tested is Surf D front-end (for recording) and Micro+Stim front-
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end (for stimulation). After testing the setup using the initial script, a recruitment curve is generated
with amplitude values using the script described in Subsection 4.1.4. Using the recruitment curve, the
control algorithm is initially tested. Afterwards, a force transducer (Force Displacement Transducer
Model FT03 - Grass Technologies) is hooked to the left foot by suturing a surgical line into it. The ankle
is fixed so the force generated can represent the desired contraction more accurately.
Figure 4.6: Force sensor attached to rat foot.
Figure 4.7: Force sensor (to the left) fixed to rat finger. The ankle position is fixed in order to acquire
better measurements.
Different enhancements are proposed during the experimental procedures. One of which relates
to the way eEMG is used for control: at first, eEMG is acquired every 20m s and mean absolute value
is used as control input. Later on, using a moving window filter of the last 100ms of eEMG data, the
mean absolute value of the whole window is taken into account.
4.2 Results
The first results that can be observed are related to first experiments using function generator as
input signals and reading output signals with an oscilloscope. Since this experiment was used for
validation of code real-time aspects, the timings observed for each iteraction are plotted in sequence
in Figure 4.8. In this plot, the difference of time recorded between each iteraction is shown, as each
time dedicated for each function execution: ts e nd refers to time dedicated to data logging and send-
ing; tc o n t r o l refers to time dedicated to data acquisition and control implementation; td e l a y refers
to idle time, namely, time during which no processing is made; tg ui refers to time dedicated to GUI
commands callbacks.
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Figure 4.8: Loop periods during oscilloscope recording and stimulation. UDP communication was
turned on during the execution.
Followingly, results related to real-time validation and recording of stimulation provided by code
are shown. These results were collected during experiments with frogs. Firstly, real-time variables are
shown as described earlier for Figure 4.8.


































































Figure 4.9: Loop periods during certain experiment on frog. UDP communication was turned on
during the execution.
In frog experiments, evoked EMG was also recorded. Stimulation parameteres were fixed at a
0.5H z frequency and 130µA of amplitude.
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Figure 4.10: Data recorded during initial script running on second frog experiment.
The third set of experiments, as previously mentioned, were made with rats. For the first session
of experiments, results are related to real-time consistency and the type of recordings that were com-
pared in the end of the experiment. Time variables are shown below as described before.


























































Figure 4.11: Loop periods during certain experiment on rat. UDP communication was turned on
during the execution.
Evoked EMG signals were also recorded. As two main setups were tested (single-ended and dif-
ferential recordings), they are compared in Figure 4.12. For the plots shown below, stimulation was
made by the third-party stimulator described before.
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Figure 4.12: Representation of evoked EMG recorded for single-reference (above) and differential elec-
trodes (below).
The second session of experiments have results related to control aspects. Followingly, different
plots are shown representing recruitment curve generation and control results. Figure 4.13 shows two
plots: one detailing the stimulation artifact found when changing stimulation polarity (done 10s after
beginning of experiment) and the other showing behavior of eEMG after a long stimulation period
(around 30s ).
Time (s)








































Figure 4.13: Evoked EMG in rat zoomed in; long experiment for fatigue perceiving.
In sequence, two recruitment curves are shown: one recorded after a long time of nerve exposure
and one acquired after electrode repositioning. Both recruitment curves were generated by varying
amplitude of stimulation.
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Figure 4.14: Recruitment curves before and after electrode repositioning.
The evoked EMG behavior during the control algorithm execution of the first recruitment curve
shown in Figure 4.14 is presented below.
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Figure 4.15: Respective control output for first recruitment curve in Figure 4.14.
After the left leg presented a quality decay in signals that will be explained in Section 4.3, the right
leg went through the same procedure as the left one; for this part, however, the force transducer was
not connected. The tests done were similar: for each recruitment curve generated, different PID val-
ues were tested in control. Every time the quality of response was inconsistent, the electrode was
repositioned and the recruitment curve was plotted once again. The recruitment curve presented in
Figure 4.16 was acquired after changing the rat leg.
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Figure 4.16: Recruitment curve found in second leg.
The following plots show the behavior of two control outputs (with different P constants) before
and after applying a moving window filter of 100m s to evoked EMG recorded.












































Figure 4.17: Control output before and after moving window filtering.
In the following figure, a plot of evoked EMG is shown atop the respective measurements per-
formed by the force sensor.
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Figure 4.18: Evoked EMG during control execution and respective force measured by transducer.
Figure 4.19 shows control outputs for different kp and ki values (kd is kept constant at zero).
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(a) kp = 0.1
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(b) kp = 0.5
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(c) kp = 0.1
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(d) kp = 0.4
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(e) kp = 0.8
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(f) kp = 0.7
Figure 4.19: Control outputs for different kp gain values.
These evoked EMG recordings were acquired during the final experiments, using kp = 0.7.
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Figure 4.20: Control output recorded in last experiments.
Finally, the last experiment took place and eEMG was recorded while running the control algo-
rithm for more than 60 seconds.
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Figure 4.21: Control output recorded in very last experiment.
4.3 Discussion
There is a lot to be analyzed in each result acquired and shown in Section 4.2. In this section, we
will describe each of the results and discuss the meaning behind them.
Firstly, time results analysis are shown in Figure 4.8, Figure 4.9 and Figure 4.11. It can be seen that
the 20m s loop period required for control implementation is being respected with very little varia-
tion. Time used for data acquistion (communication with Grapevine) and control execution is very
short, being below 1m s , whereas data logging and UDP communication is clearly seen as bottleneck
in execution cost, as it varies around 10m s . Delay time (idle time), implemented in order to keep con-
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sistency in overall loop period, is shown to be significant, meaning more routines can be implemented
in code, such as control algorithms. The results are very consistent among different experiments and
setups, providing enough validation of real-time requirements in simple and complex setups which
include biological and nonbiological systems.
During frog experiments, we could acquire some eEMG recordings, which are shown in Figure
4.10. Even though there is a clear correlation between the stimulation times (as frequency of stimula-
tion was set as 0.5H z ) and the waveforms shown, the signal was considered too noisy for the applica-
tion. Plus, a great deal of ringing is seen in the signal. At this point, while contacting the manufacturer,
we found out the Micro+Stim front-end being used was not compatible with new firmware installed
in Grapevine; thus, the piece was returned and a new Micro+Stim was provided, which was experi-
mented in the rat.
The new setup was tested during the first experimental session with the rat. As the focus of this
session was to arrange a proper setup for stimulating and recording the signals, several different se-
tups were tried, as mentioned before. However, using the Micro/Micro+Stim front-ends to record
eEMG signal was shown to be very noisy, even with reference and recording channel inserted within
the same muscle. As we moved to Surf D front-end, which worked using differential signals in rela-
tion to a reference positioned in the rat upper body skin, the signal quality increased to a standard
that allowed experiments to proceed, as seen in Figure 4.12.
There were some worries at this point about the possibility of the signal recorded being mostly
artifact. Even though it was understood that the setup used would not allow a significant artifact (due
to distance between stimulation and recording), a few experiments that corroborated the affirma-
tion were run and the corresponding results are depicted in Figure 4.13. As the stimulation polarity
changed at 10s , it was believed the polarity of the signal recorded would change as well in case it was a
stimulation artifact. However, it can be seen that the greatest peak does not change (even though it de-
creases in amplitude); in fact, a small oscillation is seen to change before this peak, which is believed
to be the stimulus artifact. The other test run is shown in the plot underneath, which represents the
continuous stimulation for a long period of time (more than 30s ). As it is known, stimulation artifacts
are not affected by muscle fatigue, since they are not part of a biological process, just a propagation
of the electrical stimulation itself; thus, if the waveforms recorded were all but artifacts, they would
not decrease in amplitude after prolongued stimulation. Figure 4.13, nevertheless, shows a different
scenario, which reaffirms that the great peak recorded, on which control would be based, represents
an M-wave, rather than stimulus artifact.
Once it was concluded that the signal being measured could be used for control, the procedure
resumed as described in Subsection 4.1.6. At this point, it is interesting to highlight two interesting
results that are presented in Figure 4.14. As explained before, this curve tends to follow the behavior
described by the lower plot. However, the upper plot was found several times, usually after long proce-
dures. It was found that, due to nerve exposure to oxygen and continuous stimulation, its propagation
properties were being harmed, leading to nerve degradation. This brought forth a great disadvantage
of the setup proposed: the usage of a hook electrode for stimulation demands a shorter period of time
for experiments. In case this is now followed, the nerve conduction properties will degrade over time.
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In order to counteract this, every time control behaved as presented in Figure 4.15, the hook electrode
was repositioned further away from the previous local, where tissue damage gradually became visible.
The lower plot of Figure 4.14 shows how electrode repositioning increased quality of the recruitment
curve.
Another important aspect of the recruitment curves acquired that should be further discussed is
shown in Figure 4.16, which was recorded after changing the leg, as described previously in Subsection
4.1.6. In this figure, the recruitment curve is perceived as being very steep, providing a good threshold
separation for some applications. However, as the control algorithm implemented wanders around
the central point of the curve, assuming different values above and below it, it is important for this
section to possess very good resolution, which is not acquired in this case. In order to implement the
algorithm control, thus, different portions of the curve were tried. This way, different amplitude values
were used for plotting a recruitment curve with good enough resolution for the control algorithm.
Finally, a recruitment curve with amplitude values between 42 and 70µA was found to be good enough
for the applications.
Finally, as experiments with the control algorithm advanced, it was noted that the control output
was varying too much in a very short amount of time. This led to poor visualization during assessment
of controller efficiency. The evoked EMG signal used for the algorithm, thus, was filtered using a mov-
ing window of 100m s , which enhanced the signal regularity, as seen in Figure 4.17, and allowed us to
deal better with the parameters of the controller. Also, it was made possible to correlate the relation
between evoked EMG and output force, shown in Figure 4.18. As the force produced by the muscle
contraction would be an important variable when assessing fatigue compensation, this straightfor-
ward relation between both variables provided a good validation of the system.
As for the gain values used when designing the controller, the approach used was somewhat em-
pirical. Firstly, the relation between the proportional section of the controller was assessed. By ze-
roing ki in the controller and varying kp , the evoked EMG response in relation to the reference was
evaluated, as shown in Figures 4.19a and 4.19b. After a satisfactory kp was found, the integral portion
was dealt with by changing it to different values. However, there was a bug in the PID controller im-
plementation that prevented the integral term to be correctly implemented, leading to the behavior
of a proportional controller. Finally, as the best kp value was found, the final controller was designed,
which can be seen in Figure 4.19f. However, due to bad quality of the recruitment curve generated and
fatiguing behavior starting to manifest at this point, the controller did not reach its best performance.
The final experimental results acquired, which are represented by Figure 4.20, unfortunately had
a serious issue. This is perceived in the minimum reference values, which are not followed as well as
the rest. If the recruitment curve is not plotted correctly, the minimum value for stimulation does not
lead to a response close to zero, rather, it leads to an offset that can be seen in the figures. As seen
in the recruitment curve shown, the minimum amplitude was close to 40µA, which is considered to
be a very high value that already leads to significant muscle activity. This analysis shows how tight
the bonds between the recruitment curve and the algorithm control are: if the former is not plotted
correctly, there will be serious issues in the latter.
As a final result, Figure 4.21 demonstrate how the algorithm behaves as fatigue manifests. Un-
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fortunately, due to the problems regarded in the last paragraph, the control algorithm did not reach
its full potential. This plot, however, represents very well how fatigue affects the system and how the





An experimental setup for the development of a navigation algorithm in cockroaches was suc-
cessfully developed, along with software and hardware for interfacing with the insect nervous system
and acquiring position data. As for the navigation control strategies, a line-follower control algorithm
was achieved and results in simulated environment were reasonable; however, due to particularities
in the insect nervous system, the experimental results for real cockroaches was most times problem-
atic. Even so, there were situations in which the work functioned with good performance, allowing
the cockroach to thread on a straight-line path.
We also developed with success a real-time environment for nerval and muscle interface, allow-
ing the achievement of a FES control system that guides muscle contraction along a desired reference.
The system works with good real-time consistency, which is necessary for control algorithm imple-
mentations, and interfaces with the nervous system with good performance. However, due to nerval
exposure to oxygen, the experimental procedures are somewhat short time-wise. Even so, a propor-
tional control algorithm was implemented using a recruitment curve, providing good results in terms
of dynamic and static errors.
5.2 Future Work
As experiments progressed and result analysis advanced, a few improvements surfaced with both
easy and more complex implementations. Some of them are refered to software, others to hardware
and even to the arrange of experimental setup.
5.2.1 Insects Navigation Control Using Neural Interfaces
Concerning software improvements, the most straightforward strategy that should be implemented
is the frequency of stimulation. Since the code runs in loop, it was previously implemented a sleep
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function in order to decrease the processing. However, this sleep was not big enough, as it was wrong-
fully thought that the faster the execution, the better. Thus, it is proposed an implementation similar
to that used in the second part of the work: the timing of the functions being called at the beginning
of the loop followed by an specific delay subtracted by the initial execution time. This way, the fre-
quency should be more consistent and be set to lower values, such as 10H z or even 1H z . Another
enhancement that was actually implemented but can still be further explored is the data logging. The
lack of proper position data of the insect showed to be a great disadvantage for posterior data analysis;
thus, it is imperative for it to be recorded in future experiments.
Other improvements concern software, however, in a more complex algorithmic way: the im-
plementation and testing of different control strategies. Initially, implementation of a PI controller
would be beneficial for the overall performance, decreasing steady-state position error. Another con-
trol strategy, however, is a bit more complex and is dedicated to controlling orientation of the cock-
roach: even if the tracking sensor does not provide orientation information, it could be estimated by
position difference. Thus, the implementation would follow approaches already tested which led to
very good results [9]. Once these implementations are experimented with and the results are ana-
lyzed, an interesting approach would be to predetermine the path to be followed by an initial setup,
which could be achieved by moving a passive marker around the desired zone. Followingly, the com-
puter would calculate the necessary waypoints for the best interpolation possible and use them in
the orientation control. All control strategies should also consider modulating pulse-width insetad of
amplitude; which could not be made possible due to hardware limitations.
Even with all software implementation enhanced, hardware improvements should be considered.
As this was a first experimental version, a commercial hardware was used, which had some limitations
already discussed. Hence, it is proposed the design of new hardware with specific features: reduced
size and weight for better movement, hardware implementation of biphasic stimulation and current-
modulated stimulation. All these characteristics should improve overall performance of the stimula-
tion.
The final suggestions are related to the experimental setup used: the ideal setup should be in
a broader space, with the least amount of distractions possible. A surface above ground should be
considered, such as a table. The path chosen and implemented on code could be either longer or
circular, as done in other works [9], which would allow a greater amount of recorded data for posterior
analysis.
In order to advance the research itself, it is also proposed the study of cockroach nervous system
and central pattern generators in order to control navigation not by antennal nerves, but by thoracic
ganglia. This should enhance the performance of movement and electrode placement and fixation.
5.2.2 FES Control Using Evoked EMG
In terms of software enhancements that could be followingly implemented, it is suggested a proper
proportional-integral controller, which should decrease steady-state error and increase overall per-
formance of the controller. In sequence, the controller gains should be parameterized in order to
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minimize muscle fatigue. Aiming at enhancing recruitment curve quality and resolution, specific pa-
rameters should be tested, such as interphase delay and catchlike-inducing trains.
As for further software advances, it is suggested the programming of the code in a virtual environ-
ment more proper for real-time applications, in order to decrease execution loop period and improve
control efficiency.
Relating to experimental setup improvements, we propose the usage of a silicon-insulated elec-
trode rather than the hook electrode tested. The former electrode should be able not to displace the
nerve away from the animal body, allowing the experiments to run in better conditions regarding ner-
val exposure and recruitment curve quality.
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I. DESCRIÇÃO DO CONTEÚDO DO CD
• trabalho_de_graduação.pdf: relatório de Trabalho de Graduação.
• resumo_do_trabalho.pdf: resumo do relatório de Trabalho de Graduação.
• abstract_do_trabalho.pdf: abstract do relatório de Trabalho de Graduação.
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II. PROGRAMAS UTILIZADOS
Neste capítulo, será explicado o algoritmo em tempo real utilizado para o trabalho descrito no
Capítulo 4. Os demais programas dos setup experimentais descritos nos capítulos 3 e 4 estão presentes
e comentados em seus respectivos repositórios [72, 86].
Para a implementação do algoritmo, é utilizada uma função executada em loop até certo parâme-
tro mudar, como o valor de um botão. Essa função é detalhada em
1 function params = periodicFunction ( params )
2 global gui_params ;
3
4 % Reading from s e n s o r s and implementing c o n t r o l
5 control_func_timer = t i c ;
6 params = readAndStim ( params ) ;
7 params . control_func_time = toc ( control_func_timer ) ;
8
9 % Logging data i n t o v a r i a b l e and sending to UDP channel
10 send_func_timer = t i c ;
11 params = logAndSendData ( params ) ;
12 params . send_func_time = toc ( send_func_timer ) ;
13
14 % Flushing c a l l b a c k b u f f e r e v e r y 50∗LOOP_PERIOD (1 s ) and showing time
15 gui_timer = t i c ;
16 i f params . gui_counter == 50
17 gui_params . g u i _ t e x t . S t r i n g = s p r i n t f ( ’%f ’ , params . time ) ;
18 drawnow ; % n e c e s s a r y f o r button c a l l b a c k s
19 params . gui_counter = 1 ;
20 e l s e
21 params . gui_counter = params . gui_counter + 1 ;
22 end
23 params . gui_time = toc ( gui_timer ) ;
24
25 % Waiting u n t i l next period s t a r t s
26 delay_timer = t i c ;
27 while toc ( delay_timer ) < params . LOOP_PERIOD − . . .
28 ( params . control_func_time + . . .
29 params . send_func_time + . . .
30 params . gui_time ) ;
31 nop ( ) ;
32 end
33 params . delay_time = toc ( delay_timer ) ;
34 end
Nessa função, gui_params são variáveis utilizadas na GUI para interface do usuário com o pro-
grama. A função tic retorna para control_func_timer, send_func_timer, gui_timer e delay_timer
os valores de clock no momento de sua chamada. A função toc, então, utiliza essas variáveis para
retornar quanto tempo foi registrado no clock desde que o respectivo tic foi gravado.
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As funções readAndStim() e logAndSendData() executam as rotinas listadas em seus nomes: aqui-
sição de dados (read), estimulação parametrizada (stim), gravação de dados (log) e envio de dados
(send). A função nativa do Matlab drawnow é utilizada para chamada instantânea de callbacks da
GUI.
No caso de funções executadas em períodos diferentes, como a rotina que utiliza drawnow, um
contador é utilizado. Após 50 iterações, o contador é zerado e a rotina é executada. Desta forma, para
um período de 20m s , as funções de callback são executadas a cada (20 ·50)m s = 1s .
Após a execução de todas as funções necessárias, um delay de alta precisão é utilizado no loop
while. Com o tempo total de execução (20m s ) e os tempos de execução para cada função (presentes
nas variáveis control_func_time, send_func_time, gui_time), a diferença é calculada. Essa diferença
é utilizada no delay de alta precisão, que chama uma função sem operação, nop(), que implementa
um método simples, como uma adição, ou visualização vazia (disp(”)).
Desta forma, a função em tempo real é implementada com boa eficiência. É importante notar
que um programa de mudança de prioridades do sistema, como o Process Explorer [83], deve ser
executado e a prioridade do Matlab deve ser mudada para "Real-time" (24). Assim, a performance do
delay de alta precisão é máxima.
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