1. Introduction. The purpose of this paper is the investigation of approximate solutions to a Tricomi problem for the partial differential equation where (¡>i and 02 are given functions. Such a problem was first solved by Tricomi [l] for the case K(y) =y, a = b = c=f=0.
We approximate (1.1) by a difference equation (1.4 ) LhU=f in a function U which is defined on a mesh region Dh depending on the original domain D. The problem of solving the differential equation (1.1) with the boundary conditions (1.3) is replaced by the problem of solving the difference equation (1.4) with suitable boundary conditions, and investigating the behavior of U as the mesh size tends to zero. Filippov [2] proved that if the Tricomi problem for the equation yuxx + uyy = f(x, y) has a solution u in D which is sufficiently smooth, then the solution to an appropriate difference equation converges to u as the mesh size tends to zero. The techniques used in this paper, as in [2] , depend essentially on determining under what conditions the solution of the difference equation satisfies a maximum principle, in analogy with the maximum principle for the differential equation. The latter may be stated in the following form: if Lu^O in D and m is a nondecreasing function of y on Ti, then the maximum of u on D, if non-negative, is attained on T+. Such a principle was first discovered by Germain and Bader [3 ] for the Tricomi equation yuxx + uyv = 0, and was extended by Agmon, Nirenberg and Protter [4] to the equation (1.1) with the coefficients satisfying a complicated set of inequalities. In the present paper, we find that solutions to the difference equation have the maximum property provided that the coefficients of the difference equation satisfy certain inequalities which are consequences of the conditions of [4] away from the x-axis. However, near the x-axis, conditions in addition to those of [4] are necessary in order that the difference equation have the maximum property.
Using the maximum principle we prove that, for a sufficiently fine mesh, the difference equation has a unique solution U for arbitrary functions /, <pi and <bi, and that U converges to the solution u of the differential equation (1.1) with boundary conditions (1.3), provided that u exists and is twice continuously differentiable in D. In §6 we prove that under certain restrictions on K near the x-axis, and on the domain D+, the part of D for which y^O, the regularity conditions on the derivatives of u at the boundary of the region may be weakened.
2. The difference problem. We assume that K is of class C3i~D) with K(y)>Q for y>0 and K(y) <0 and K'iy)>0 for y<0. Furthermore, we suppose that a and b are of class C'(7_7) and c and/ are of class C(D).
Integrating the equations (1.2) with respect to y, we obtain the characteristics of the differential equation in the form x-x0= +G(y), where (2.1) Giy) = f [-Kin)]^dr,; y g 0.
We divide the segment AB into TV equal parts, each of length h, and through each of the points xk = XA+kh (k=l, 2, • • • , N-l) we draw the characteristics
x -xh = + Giy).
These characteristics, together with the characteristics Ti and r2, intersect at the points Taking for y<0 the points given by (2.2), and for y = 0 the points of the form (xA + kh, mh) (k, m integers) which lie in D, we obtain a mesh region Dh. For y>0, we define the neighbors of the mesh point (x, y) to be the four mesh points (x+h, y), (x -h, y), (x, y+h) and (x, y -h). We call the boundary Th of Dh those points of Dh in the upper half-plane for which not all four neighboring points belong to Dh, together with all points of Dh which lie on Ti, and the point B. The totality of points of Dh which are not boundary points we call the interior mesh region Dh. Let DH and D£ consist of all points of Dh for which y<0 and y>0, respectively, and let Y~ and T^ be the points of Th for which y <0 and y ^0, respectively. Finally we let 7«, be the points in Dh lor which y = 0.
We now introduce a difference operator Lh which acts on any function U defined on Dh. For any point (x, -y") of D~ we define
where Xn = y»-yn-i and yo = 0. At a point (x, y) of Dt we let
and at a point (x, 0) of 7» we define We have assumed here that pi is a function which is defined and continuous on the domain D+={(x, y)G7?|y^0}. The equations (2.6) and (2.7) form a system of linear algebraic equations in the unknown values of U at the points of Dh, in which the number of equations is equal to the number of unknowns.
The following result establishes a relation between the difference operator Ly and the differential operator L for functions of class C2(77). 
with O<0<1. Since H(x)->0 as x->0 we may choose 5>0 so small that H(8) <e/2. Then for all n and h such that nh/2^8, we have X"<e. On the other hand, for x^ 5/2, H'(x) is uniformly bounded. Therefore, we may choose h so small that for nh/2>8, X"<e. Hence for all n, X"->0 uniformly as Ä->0.
Using the relations (2.12) and (2.13) we find that
where yn-i<yn-a<yn<y»+s<yB+i.
Therefore since K is continuous, the expression Ä2/2X"Xn+i is uniformly bounded as h->0 and Hence, each term on the right side of (2.8) can be made arbitrarily small by choosing h sufficiently small. This completes the proof of the theorem. 3. Maximum principles. To establish a maximum principle for the difference equation on the region Dh, we first prove maximum principles on each of the regions Dj~ and Dt separately. Let us take as the boundary of DZ the set TïKJjh, and as the boundary of Dt the set Tt^Jyh. We then denote by Dh the set D* plus its boundary, and by Dt the set Dt plus its boundary.
From (2.2) we note that each point (x, -y") of DZ may be uniquely represented by a pair of indices (A, n), where the first denotes the negatively sloping characteristic and the second the ordinate corresponding to the point. In this notation the difference operator (2.3) takes the form 1 .
in which we have defined
Theorem 3.1. Let LkU^0 on Dñ and
Assume that the conditions (3.6) 7*.n g 0, (3.7) l + a*,n>0, (3.8) Ak,n g 1, (3.9) ¿*," -a*,n > 0, (3. 10) Ak+i,n-l -Ak,n --í4*,n.4*+l,n-l -«t+l.n-1 + ak,n + ak ,nCtk+l ,n-l
are satisfied at all points (k, n) of D~. Then the maximum of U on D~, if nonnegative, is attained on the boundary. If 7^ = 0, then the result holds without the requirement that the maximum be non-negative.
Proof. Assume that the maximum of U occurs at an interior point (k, n), and that Uk,n is greater than the maximum of U on the boundary. We consider the set of points in DZ which lie on the positively sloping characteristics passing through the points (k, n) and (k, n -1). Using (3.1) to write LkUk,n 0 we have
+ (Ak.n -ak,n)(Uk,n ~ Uk-l,n+l) ~ yk.nUk.n è 0, the second inequality following from the conditions (3.6), (3.8) and (3.9), together with the assumption that Uk,n is the maximum and is non-negative. Next we assert that
The second inequality of (3.11) follows from (3.9) and the assumption that Uk,n is the maximum. The first inequality we have proved for j = l, hence we proceed by induction. We will show that if (3.11) holds for any j with lújúk-l, then it holds also lor j + l. From LhUt-j.n+ĵ 0, we have
Multiplying (3.11) by the quantity
and adding the resulting inequality to the above inequality, we obtain
The second term on the right side is non-negative by (3.6) and the assumption that Uk.n, the maximum, is non-negative. In the last term on the right side, the first factor is non-negative by (3.9) and (3.10), while the second factor is non-negative by the induction hypothesis (3.11). Thus (3.11) holds for/+l and hence ior j=l, 2, • ■ ■ , k.
For j = k, the first inequality of (3.11) can be written
Since it was assumed that the maximum does not occur on the boundary, the second factor on the right side is positive. From this we conclude that Uo,n+k> Uo,n+k-i for some k^l, K^l, which contradicts the hypothesis (3.5). Hence the maximum must be attained on the boundary. The result for yk¡n=.Q follows by setting 7fc,n = 0 in the proof.
Let us now consider the region Dt, for which we have the following maximum principle. Proof. Let M^Q denote the maximum value of U on Dt and suppose that M is greater than the maximum of U on the boundary. Then there exists a point (x, y) in Dt at which U=M, and for at least one of its four neighboring points U<M. Then, referring to the equation (2.4), it follows from the conditions (3.12), (3.13) and (3.14) that LhU(x, y) <0, contrary to hypothesis.
Thus the maximum must be attained on the boundary.
Corollary.
Let LhU^0 on Dt, £/g0 on Tt and £7gM on y h with M>0. Suppose the conditions (3.12), (3.13) and (3.14) are satisfied on Dt. If (x, 0) is a point of y h at which U= M, then Uix, 0) > Uix, h).
Proof. By Theorem 3.2, U^M throughout Dt. If (x, h) is a boundary point of Dt, then Í7(x, A)g0 by hypothesis, and the theorem is trivially satisfied. Therefore we can assume that (x, h) is in Dt-Suppose that t/(x, h) = M. Then if c(x, h) <0 we find immediately from (2.4) that LhU(x, h) <0, contrary to hypothesis. On the other hand, if c(x, h)=Q, we must have LhUix, h)=0 which implies that U = M at each of the four neighbors of the point (x, h). In particular, Uix, 2h) = M. Repeating this argument a finite number of times, we either contradict the assumption that LhU^O on Dt, or we obtain U = M at some point of Tt, contrary to hypothesis.
We may now state and prove the following maximum principle for the whole domain Dh. Since X"->0 as h->0 and b is uniformly bounded on D~, (3.8) will be satisfied for h sufficiently small. Therefore, for all »2L the quantity yn(X"-X»+i)/X"X"+i is greater than a fixed positive number provided that A and y" are sufficiently small. We also have
Thus we may choose A and y" so small, say yn^S, 5>0, that (3.9) is satisfied.
For yn>S, we choose A so small that y"_2i£8/2. Then for x^(«A -2A)/2 the function if has three continuous and uniformly bounded derivatives. We may then apply Taylor's theorem to the expression Ak,n-ak,n to obtain Ak,n -otk,n = -1 A2 
is satisfied, then for each 8>0 and for h sufficiently small, the condition (3.10) holds at each point of DU where yn è ô.
Proof. Fix 5>0 and choose h so small that if yn^8, then yn-i^8/2. Application of Taylor's theorem then yields for the left side of (3.10),
+ -(HJ)2a2 -ax -Hlay --b2 -(H¿)-lbx -by+2c + 0(h)\ where a, ax, av, b, bx, by and c denote values of these functions at (x, -y"). Using (2.12) to replace H by K in the above expression we obtain for the left side of (3.10),
Thus if we choose h sufficiently small, the condition (3.23) will assure the validity of (3.10) foryn = S. (a) (3.6), (3.7), (3.8), (3.9) and (3.10) hold on DZ, (b) (3.12), (3.13) and (3.14) hold on Dt, (c) (3.15), (3.16), (3.17) and (3.18) hold on yh. . But we may also apply Theorem 3.3 to the function -F to obtain F^O on Dh. Thus F must vanish identically on the whole domain Dh; i.e., the homogeneous system has only the trivial solution V=0. But this implies that the system (2.6) and (2.7) has a unique solution for arbitrary right sides, i.e., for arbitrary values of/, pi and r/>2. We now show that the system of linear equations (2.6) and (2.7) can be solved by means of the Gauss-Seidel iteration procedure. For this we number the P points of Dh in the following order. First we take the points of Dt with the largest ordinate and number them in any order. Then we number the points on the next row down in any order, and continue this process until we have numbered all the points of Dt and 7*. Next we number the points (1, n) oí DZ in order of increasing n, then the points (2, n) in order of increasing n, and so on. If we denote the value of U at the point i (i = l, 2, ■ ■ ■ , P) by Ui, and solve each of the equations LkUi = ft for Ui, we obtain a linear system of equations of the form Fr+i) = g r^r1'+ tujvr.
j-1 j=i+l
That is, Ft(m) can be considered the mth approximation to the solution of the homogeneous system (4.1), starting from an arbitrary zeroth order approximation. Assume that F,-"" á M; i = 1, 2, ■ ■ ■ , P, for some M>0. Then referring to (2.4), we see that since the point (x, y) which corresponds to i=l is on the highest row of DÜ, the value Fj"+1) is related to the values of F(m) at (x -h, y), (x+h, y) and (x, y -h) at most. Furthermore, the conditions (3.12) and (3.14) imply that the coefficient of U(x, y) in (2.4) is negative. Hence we have "r., t 1+H/2-* 1
By choosing h sufficiently small, the fraction on the right side can be made greater than a fixed number p with 0<p<l. We conclude that v?+l) á (i -P)M for h sufficiently small. By induction, this implies that for any point on the highest row of Dh we have the estimate
We now consider the first point in the next row down, say the &th point. F¿m+1) is related to the value of F(m+1) at the point immediately above (if that point belongs to Dh) and to the values of F(m> at the other adjacent points. Therefore, (2.4) gives us tf*l) Û (1 -P2)M.
By induction we may conclude that this relation holds on the entire second row. Continuing this process, we arrive at the estimate Due to the manner in which the points of D7 were ordered, the second sum does not appear in the formula (4.2) for V¡m+1\ But this means that F^m+1) satisfies the difference equation
LhV?+1) = 0 on DZ, with F(m+1)=0 on TZ. Therefore, by Theorem 3.1, the maximum of F(m+1) is attained on the boundary of Dr. That is, the bound (4.4) holds throughout Dt, and therefore throughout Dh. Since we may carry out the same procedure for -V\m+1\ we obtain finally, If in addition to requiring that ¿»A g 1/2, pX" g 1/2, we also take A so small that l/yt è *(*, 0)/2, we may write as a lower bound for LhE on Dft, LhE ^ ß2 -3 I ft | u + 2c.
Finally, on TZ,
Therefore we may choose p so large that for A small we have L»E ^ 1 on Da and Eïèl on TZ.
We now define functions F and IF on DA by F = 17 + Pi + (5, + B,)E, W = -17 + Pi + (Bi + Bt)E.
We then see easily that L"F^0 and P»IF^0 on Dh, and F^O and W-T^0 For the case K(y)=y and a = b = c = 0, Filippov [2] has proved a convergence theorem with somewhat weakened conditions on the derivatives of m at the boundary, provided that the curve T+ satisfies certain conditions. We will prove an analogous theorem for the equation ( Proof. We note that y is uniquely defined by (6.3) since G is a monotone function for y>0 and y<0.
Suppose (x, y) lies in D with y>0. Then for some number t, the point (x, y) lies on the curve (6.2). Therefore, since y<y, the Condition B implies that (x, y) is a point of D.
For each point (x, y) in D~ we have, y g 0, xA + Giy) ûx^Xb-Giy).
Then the point (x, y) given by (6.3) is also a point of D, since y g 0, xA + Giy) < x < xB -Giy).
Let us define Proof. We define a new function u¡ by (6. 4) «t(x,y) = «(*, y),
where (x, y) and (x, y) are related by (6.3). By Lemma 6.1, Conditions C and the assumption that u is of class C2iD), we find that ut is of class C2(P) for each 0 with O<0<1. Furthermore, since (x, y) tends uniformly to (x, y) as 0->1 and u is of class C(D), if e>0 is given, then there is a 0O<1 such that | u -ue | < e/3 on D for each 0 with 0" ^0 < 1.
Since m is a solution of (1.1) on D, for each 0 with O<0<1, the function ue satisfies the differential equation uniformly on DZ. The first and third limits of (6.8) are immediate consequences of (6.7) since the quantities multiplying b and c in (3.2) and (3.4), respectively, are uniformly bounded for h sufficiently small. For the second limit, we know from (2.13) that
Hence XnXn+iA is uniformly bounded for y" = S>0, and the second limit follows for yn^8. For yn<8, we have | «9t.n and the right side can be made arbitrarily small by making yn small, by virtue of the Conditions C and (3.20). But from the proof of Theorem 3.4, we observe that the condition (3.20) also implies that ak,n->0 as yn-*0. Hence if we choose 5 sufficiently small, the difference at,n-aeKn can be made arbitrarily small for y"<ô.
From (6.7) and (6.8) it follows that the Conditions A are satisfied by the to the function U-Ue, we find that on Dh, | U -Ue | < e/3
for A and 0 such that 0<AgA2, 02g0<l. Taken together, these estimates imply that given e>0, there is an A0>0 such that if 0<AgA0, then 
