Graph partitioning problems emerge in a wide variety of complex systems, ranging from biology to finance, but can be rigorously analyzed and solved only for a few graph ensembles. Here, an ensemble of random graphs with regular block structure is defined, for which analytical results can be obtained. In particular, the spectral density of such random regular blockmodel is computed exactly for a modular, bipartite and core-periphery structure. McKay's law for random regular graphs is found analytically to apply also for regular modular and bipartite structures when blocks are homogeneous. In core-periphery structures, where blocks are intrinsically heterogeneous, a new law is found to apply for the spectral density. Exact solution to the inference problem is provided for the models discussed. All analytical results show perfect agreement with numerical experiments. Final discussion summarizes results and outlines the relevance of the results for the solution of graph partitioning problems in other graph ensembles, in particular for the study of detectability thresholds and resolution limits.
I. INTRODUCTION
The recent developments of network theory driven by the increasing number of applications in biology, ecology, social systems, economics and finance [1, 2] , have pushed forward theoretical research in graph theory. In particular the need to establish the statistical significance of various network metrics in real systems has ignited new results in random graph theory: on statistical inference [3] , spectral theory of random graphs [4] [5] [6] [7] [8] , ensembles of exponential random graphs [9, 10] . In this paper the cavity method, a standard tool in statistical physics [11] , is applied to characterize the spectral properties of random graphs with regular block structure. The graph ensembles defined in this work represent the regular, i.e. where intra-and inter-blocks degrees are fixed, counterpart of the long-studied stochastic block models (SBM) [18, 39] , for such reason I will refer to these models as random regular blockmodels (rrBM). This class of random graph models has first been analyzed in [17] under the name of equitable random graphs. From community detection to noise reduction in crosscorrelation matrices, spectral theory of random matrices and random graphs is crucial to disentangle noise and signal in systems with large number of components. Following the derivation in [4] a finite set of non-linear equations for the spectral density is found and the solutions are provided for all possible two-blocks undirected structures: modular, bipartite and core-periphery. The paper is organized as follows: in Section II the random regular blockmodel is defined and its isolated eigenvalues, including the highest eigenvalue, are explicitly computed. In Section III a brief introduction of the cavity approach to the spectral density is provided and the general expression for the cavity variances of random regular blockmodel graphs is derived. In Section IV the ex- * Also at London Institute for Mathematical Sciences and INET Oxford pression is solved for all symmetric two block structures and its consequences on spectral clustering are outlined, and a general methodology for the block structure inference in rrBM graphs based on eigenvectors's localization is introduced, to overcome the limitation of naive spectral clustering. Numerical evidence of all results is presented. Finally in Section V the relevance of the results with respect to open questions in theory of random graphs is discussed and possible directions of research both for analytical results in spectral theory and for spectral methodologies for graph partitioning are outlined.
II. RANDOM REGULAR BLOCKMODELS
A random regular blockmodel is a graph ensemble defined by a set of vertices V , a partition B = {B a } m a=1
dividing V in m non-overlapping sets of vertices, also called blocks, and a connectivity matrix c, a m × m matrix of non-negative integer numbers. For the sake of simplicity in the following we will refer to block B a with its corresponding integer index a. For later use, we also introduce for all nodes the assignments g i , such that for each node i holds i ∈ B gi . Each graph G = (V, E) of a random regular blockmodel must satisfy the constraints:
i.e. the total number of edges of node i in block a with a vertex in b equals c ab , for every vertex i and every pair of blocks a and b. In the case of blocks of different sizes, |B a | = N a such that m a=1 N a = |V |, then, for the system to have solution the connectivity matrix c and block sizes must obey the relations
i.e. the total number of edges between blocks a and b must be uniquely defined. All graphs satisfying (1) have equal probability in the ensemble. If we introduce the block degrees k i→a = |{(i, j) ∈ E|j ∈ a}|, (1) can be reformulated as follows: the vector of block degrees of each node in a given block equals the row of the connectivity matrix corresponding to the block index, i.e. ∀i ∈ a k i→b = c ab . Both stochastic blockmodels and random regular blockmodels are based on an analogous set of parameters, i.e. block assignments and connectivity matrix, nevertheless there is no trivial mapping between stochastic blockmodels, which are defined via link probabilities and their regular counterpart, which are defined via (2) . A useful analogy to make sense of their relationship is the following: stochastic blockmodels [18] correspond to random regular blockmodels as the Erdos-Renyi random graphs correspond to the k-regular random graphs, in the sense that in both cases the randomness which is eliminated from the ensemble is the one given by the (block) degree distribution. Random regular blockmodels are a block structured generalization of k-regular random graphs in the sense that when c ab = c for all pairs (a, b) the corresponding blockmodel ensemble is the set of k-regular random graphs with k = cm. Moreover, the form of the constraints in (2) allow edges to be drawn independently for each pair of blocks, and in particular, for the case of blocks of the same-size, it is possible to sample rrBM graphs simply by assembling regular graphs: between each pair of blocks the edges are drawn according to a k-regular graph, where the value of k equals the corresponding element of the connectivity matrix, then the total set of edges is given by the union of the sets for each of the m 2 regular graphs.
The inference problem
Given a random regular blockmodel graph G, the inference problem consists in reconstructing the parameters, i.e. the partition B and the connectivity matrix c, that generated the graph. In the latter the focus will be entirely on the representation of G in terms of its adjacency matrix A = (a ij )
where,
which allows to compute graph properties in algebraic form and can also be used to visualize the inference problem associated with the graph (Figs.1a-1b): when parameters are unknown, there is no a-priori criterion to sort indices and the non-zero elements of the adjacency matrix do not display any specific block structure; once the parameters are known, rows and columns can be sorted according to the block indices, and the structure arises in a clear manner. 
III. SPECTRAL THEORY
In this section the spectral properties of random regular blockmodel graphs are investigated. Analytical results are presented both for the discrete and the continuous part of the spectrum.
A. Discrete part: the signal
Here is shown how isolated eigenvectors of the adjacency matrix entail exact informations on the block structure of rrBMs graphs. Starting from the secular equation
an ansatz of block-simmetry can be made such that nodes in the same block share the same eigencomponent, i.e. for all i is hypothesized that u i = u gi . Since the number of neighbors between different groups is fixed it follows that:
which yields the useful conclusion that each blocksymmetric eigenvector of the adjacency matrix corresponds to an eigenvector of the connectivity matrix c, and viceversa. These eigenvectors correspond to a finite set of non-densely distributed, at most degenerate eigenvalues. Generally they can be positioned everywhere in the spectrum but when the block structure is particularly evident they will lie far from the bulk of the spectrum and are therefore referred to as outliers.
B. Continuous part: the noise
In this paragraph statistical physics techniques are used to compute the bulk of the spectrum of the adjacency matrices in a rrBM. Given an ensemble of N × N symmetric matrices the set of eigenvalues of a given adjacency matrix A is denoted by {λ
. The corresponding empirical spectral density is defined as:
which satisfies the identity [13] :
where log Z(z; A) is obtained via Gaussian integrals as in [13] , i.e.:
with H(x; z, A) =
Such formulation yields an expression for the spectral density of any graph of the ensemble in terms of the variances of the Gaussian variables introduced in (7),
In principle, computing variances in (8) is not easier than diagonalizing the adjacency matrix but for sparse graphs an approximation method has been proposed that holds exactly in the large N limit, the cavity method [11] . In the cavity method, conditional probability distributions are introduced for each node and are parametrized by specific variables, i.e. the cavity variances ∆ (j)
i , each representing the variance of x i if its neighbor j is not taken into account. With such approximation the following set of self-consistent equations can be derived [4] :
where ∂i is the set of neighbor of node i, i.e. ∂i = {e ∈ E|i ∈ e}. From cavity variances it is possible to compute node variances via the equations
which lead to compute the spectral density ρ(λ; A).
In the case of rrBMs the ansatz of block-simmetry can be made for the cavity variances:
This ansatz reduces the set of equations for cavity variances from a size of order N (in the sparse case) to the following set of m 2 equations:
where (x) + = max(x, 0). Block variances can then be computed,
and finally the spectral density,
IV. RESULTS
In this section spectral theory is applied to characterize the three main block structures: modular, bipartite and core-periphery. Such categorization is fundamental because any structured pair of blocks, perhaps embedded in more complicated block structures, must fit it. For all these categories both the bulk and the outliers of the spectrum are computed analytically and numerically and the inference problem is solved. In particular the orderings relations between the highest and smallest eigenvalue of the bulk and the outliers are considered. A new spectral density function is found in the core-periphery case.
A. Modular structures
Graph partitioning, and in particular spectral bisection, is a long-standing problem in graph theory [14, 27, 28, 33] . Here for such modular case, two homogenous blocks are analyzed: the blocks share the same size and the connectivity matrix reads:
where c in and c out are non-negative integers such that c in > c out . For later use I also define c = c out and r = c in /c out , ǫ = 1/r is a quantity that has been used to characterize the strength of the assortative structure [40] . Assortative structures have been widely investigated with various approaches: multilevel schemes [26] , spectral methods [21, 45] , modularity maximization [35] , beliefpropagation [40] , Markov-Chain Montecarlo methods [48] , and other heuristic algorithms [12] . Stochastic blockmodels have been shown to display a detectability transition [19, 40] . In this homogenous case cavity equations can be further simplified, cavity variances associated to the two blocks can be hypothesize to be equal, ∆
2 for b = 1, 2, and given the form of the equations, by inspection it is also possible to look for fully-symmetric solutions such that ∆ (b) a = ∆ (cav) for all (a, b). This ansatz yields:
Now the equation is identical to the one derived in [4] , and analogously carrying out the algebra the spectral density found is the McKay's law [46] :
where k = c(1 + r) (Fig.3) . (17) yields the maximal eigenvalue in the bulk, λ
Outlier eigenvalues can be easily computed via the characteristic polynomial:
The first outlier λ max equals the total connectivity k and its corresponding eigenvector is constant and uninformative. On the other hand, the second outlier, which we refer to as λ o , is informative and its relationship with λ it is simply the second largest eigenvalue and its corresponding eigenvector can be easily and fast computed, but when λ o < λ + b then it is no longer the second eigenvalue and its ranking becomes unknown. Such transition occurs when λ o = λ + b , which corresponds to the critical line in the plane c − r (Fig.2) :
Below the critical line, the outlier eigenvector gets lost in the bulk and a criterion is needed to identify the right eigenvector. The solution to this detectability problem in random regular blockmodels can be found by exploiting the information about the eigenvectors. In fact the distribution of the eigencomponents of the outlier eigenvector and of bulk's eigenvectors turn out to be significantly different: from the block-symmetry ansatz, the eigenvector corresponding to λ o is more extended than the typical eigenvector of the bulk. By looking at a measure of extendedness, such as the inverse participation ratio (IPR) [36, 49] , it is possible to recognize the informative outlier eigenvector associated to λ o :
independently from r. The inverse participation ratio of the outlier eigenvector is then 1/N while the random eigenvectors in the bulk have an expected IPR of 3/N [47] and a standard deviation of order N −2 , so that the signal-to-noise ratio grows with N . Therefore, for large graphs, the inference problem can be solved for all values of r > 1, also below the critical line by searching for the most extended eigenvector of the adjacency matrix A (Fig. 4) , excluding the one associated with the uninformative maximum eigenvalue.
B. Bipartite structures
Bipartite structures have been investigated in various contexts [20, 25] for their many applications, from social network analysis to economics [16, [22] [23] [24] . In this paragraph I focus on a random bipartition, where edges within a block can be present but are always less than edges towards the other block. The connectivity matrix c ab considered is the following:
where c in and c out are non-negative integers such that c out > c in . The analysis is entirely analogous to the one put forward for the assortative case, once the appropriate parallels are drawn: for large c out /c in the informative outlier eigenvector corresponds to the lowest eigenvalue, λ o = c in − c out , and the critical line is defined by the condition λ o = λ − b . Also in this case the cavity equations admit a fully symmetric solution for the variances that leads to McKay's law for the spectral density (Fig. 5 ).
C. Core-periphery structures
Core-periphery structure, in which an high-density core is less densely connected to a low-density periphery, has been documented in a large variety of complex systems, such in social networks [37, 43, 44] , world trade networks [31] , and financial networks [30] . It has been investigated with various metrics, as for instance MINRES [37] , non-backtracking centrality [36] , probability marginals [42] and simply, but efficiently, measuring degree centrality [15, 50] ; recently PageRank has been shown to be the most robust measure of coreness in heterogenous degree-corrected SBM graphs [15] . The connectivity matrix c considered is:
where c cc ≥ c cp ≥ c pp .The degree regularity in rrBM trivializes the inference problem, since degree alone is sufficient to establish the assignment of a node. Besides, the intrinsic block heterogeneity of coreperiphery structure makes it incompatible with the ansatz of full symmetry that has been used for modular and bipartite structure. Therefore it is necessary to solve the full system of four equations:
which yield the explicit form of the spectral density:
where γ = (λ − kα) 2 + (kβ) 2 and δ = (µ − kα) 2 + (kβ) 2 . As an example, for k = 2, the case depicted in Fig.7 , the equation (31) reads: 
V. CONCLUSIONS
In this paper the random regular blockmodel, or equivalently equitable random graph ensemble [17] , is defined and used for testing graph partitioning algorithms and analytical methods of spectral graph theory. In particular in the framework of random regular blockmodels the picture of the detectability threshold for naive spectral clustering, i.e. only using the eigenvector associated to the second largest eigenvalue of the adjacency matrix, emerges distinctly, as well as the crucial role of eigenvectors's statistics. Insights from random regular blockmodels could be used to develop new spectral methods based on both eigenvalues and eigenvectors properties. For what concerns analytical methods, it has been shown how the cavity method for spectral theory introduced in [4] , can be used for obtaining results on spectra beyond Erdos-Renyi and random regular graphs: McKay's law is found to hold also for homogenous modular and bipartite regular structures, and a new spectral law has been derived for core-periphery structures. Future work will be dedicated to the study of regular heterogenous and multi-modular structures, such as the regular counterpart of planted partition model [51] , in relation to the problem of resolution limit [32, 38] in modularity maximization. further studies will deal with the assessment of higher order properties, such as triangles and other motifs, of the ensemble in both the undirected and the directed case.
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