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Abstract 
Two of the major applications of the high resolu-
tion transmission electron microscope (HRTEM) 
image-matching technique are: a) to refine the struc-
ture of defects and interfaces in crystals, and b) to 
identify minority phases in multi-phase materials. An 
important advantage of the technique is that it provides 
spatial information at the atomic level; but an important 
disadvantage is that the results are often hard to quan-
tify. There are many factors which affect the precision 
of the image-matching technique, and methods for mea-
suring the pertinent experimental parameters are dis-
cussed in this paper. It is shown that if the experimen-
tal parameters are known, then semi-quantitative 
image-matching can be used to unambiguously refine 
crystal defect structure. 
Key Words: Image-matching, high resolution 
transmission electron microscopy, atomic imaging, 
atomic structure refinement, image simulation, di-
amond platelet, interfaces, high-temperature super-




It is well known that materials properties (such 
as, mechanical and electrical properties) are 
strongly influenced by crystal defects, and chemical 
and phase segregation at the sub-micron scale. High 
strength steels and aluminium, for example, have 
complex microstructures and their properties are 
strongly influenced by atomic-scale defects, such as 
grain boundaries and dislocations. And so, the aim 
of Materials Science is to relate materials micro-
structure (often at the atomic scale) to materials 
properties. 
EDS and EELS can give chemical composition 
at the 20A level. However, high resolution trans-
mission electron microscopy (HRTEM) can give 
structure arrangement (and a limited amount of 
chemical compositional information) at the atomic 
level. 
Modern-day HRTEM's have a resolution 
(< 2A) sufficient to resolve individual heavy-metal 
atom columns in virtually all materials. With such 
a tool, it is possible to study the atomic structure of 
crystal defects such as grain boundaries, dislocations 
and interfaces. It is, in principle, possible to refine 
the positions of all the heavy-metal atoms at defects 
in materials. 
In the future, with microscopes approaching 1 A 
resolution, it will be possible to refine the position 
of oxygen atom columns, in addition to the metal 
atom columns. The advantages of HRTEM at IA 
resolution will be discussed later in this paper. 
We are not concerned here with the methods for 
simulating images but rather, methods for solving 
structure by image-matching. There are several 
systems for simulation of images, such as the mul-
tislice technique and the Bloch-wave technique. In 
this paper the multislice technique is used exclu-
sively in the image simulations. However, the 
image-matching technique described herein may be 
applied equally well when the images are simulated 
by Bloch-wave methods. 
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In some cases HRTEM images can be inter-
preted directly by assigning atomic columns to 
black blobs in the image (one-to-one correspon-
dence). However, it is better to assume that there is 
no direct correspondence until proved otherwise. It 
is the case that a high resolution TEM image is an 
interference pattern formed by many diffracted 
beams. The appearance of this interference pattern 
depends on a large number of variables. Most im-
portantly it depends on the crystal structure, but it 
also depends on many other things such as; crystal 
tilt, crystal thickness, microscope objective lens de-
focus, objective lens spherical aberration coeffi-
cient, microscope voltage, microscope coher-
ence/stability, objective lens beam-tilt alignment and 
objective lens astigmatism. Normally there is no 
direct correspondence between image and crystal 
structure, however there will be direct correspon-
dence if and only if the following criteria are satis-
fied; a) the microscope is suitably aligned (that is, 
astigmatism, beam tilt, etc., are corrected), b) the 
objective lens is correctly focussed (optimum defo-
cus), c) the crystal is thin (less than I OOA), and d) 
the imaged structure has lattice spacings greater 
than the structure-resolution limit of the micro-
scope. 
There are many parameters that may be ad-
justed to attain an image match. It is necessary to 
vary these adjustable parameters in a systematic 
manner. Before a parameter is adjusted, there must 
be a justification for making such an adjustment. It 
is not acceptable to merely propose that inelastic 
scattering is important, and to thereafter put in as 
much inelastic scattering as is required to match the 
image. It is preferable that parameter values be 
determined by some means independent of the 
image-matching process before such parameter val-
ues are used for image-matching. 
If an independent method for measuring a pa-
rameter cannot be found, it may be possible to re-
fine the parameter by the criterion of self-consis-
tency. For example, if the defocus is known ap-
proximately, then the defocus can be refined by 
comparing the experimental image to a through-
focal series of images simulated for thin crystal 
(where the focal series spans the known focal 
range). The image should match at the thin edge of 
the crystal for one of simulated images in the defo-
cal series. Having found an accurate value for de-
focus it is then possible to refine against crystal 
thickness. The crystal thickness can be refined by 
comparing a simulated through-thickness series (at 
the specified defocus) with the manner in which the 
experimental image changes with distance from the 
thin edge of the crystal (for a wedge-shaped crystal 
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the thickness at the edge decreases smoothly to 
zero). The use of such a self-consistent method is 
that it makes it possible to find the defocus and 
thickness of crystal near to a defect, when that de-
fect is not in a thin region of crystal. 
Ourmazd et al. (1989) have demonstrated a 
technique for quantifying differences in image ap-
pearance (morphology). However, even if we were 
to use the Ourmazd technique to for image-
matching, this would not prove that the simulated 
structure was the same as the true crystal structure. 
In fact, to take an extreme view, the matching of 
image morphology is only a minor part of image-
matching. Glaisher et al. (1989) have shown that 
for simple a structure such as [110] silicon there are 
only a few different image types which recur peri-
odically with changing thickness and defocus. 
Therefore, any particular experimental [110] silicon 
image may be matched at a number of different de-
foci or thicknesses. Whilst the ambiguity in defocus 
and thickness may not matter when matching to a 
known structure, it is real problem when trying to 
match to an unknown structure. In general, it is not 
enough just to obtain an image-match, we have to 
prove that the match is unique; and to prove 
uniqueness it is necessary to have independent (or 
self-consistent) estimates of the experimental pa-
rameters (such as, defocus etc.), plus error bars. 
The reliability of the image-match is as much de-
pendent upon the accuracy of parameter knowledge 
as it is upon the agreement between simulated and 
experimental image morphology. 
It often assumed that a through-focal series is 
required for the image-match to be reliable 
(Desseaux et al., 1977; Smith, Camps et al., 1985). 
However, whilst an image-match to a through-focal 
series makes the process more believable, it is not a 
prerequisite and is usually unnecessary. If the aim 
is to solve defect structure, the through-focal series 
may add no more information than that contained in 
a single image. 
The Image-Matching Technique 
Images are sensitive to the experimental pa-
rameters of the microscope including voltage, C5, 
crystal tilt, beam tilt, crystal thickness, crystal defo-
cus and so on. The methods for measuring I de-
termining the parameters will be discussed below. 
Once we have a set of parameters which seem real-
istic we need a criterion to judge whether the match 
is good or not. The criterion used in this paper is: 
For a good image match a simulated image in 
comparison to an experimental image has the 
right number of black blobs and white blobs in 
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the unit cell, and they are in their correct rela-
tive positions. The image-matching is quantita-
tive in relation to the positions and relative 
magnitudes of the image detail (as judged by 
eye), but is only qualitative in relation to the ab-
solute image intensities. 
The criterion may appear at first to be weak and 
undemanding - but in most cases the criterion can-
not be satisfied. For simple images such as silicon 
[I 10], it is easy to meet the criterion. However, 
when studying defects and complex structures it is 
rare for a simulation (as compared with the exper-
iment) to have, for example, exactly the right num-
ber of black and white blobs per unit cell. A simu-
lation will often show fine detail which is missing 
from the experimental image (the fine details are 
usually smeared-out by specimen vibration and 
small amounts of microscope misalignment). The 
above criterion for image matching assumes that an 
experimental image recorded on film (and printed 
at higher magnification) is compared with an image 
simulation. For images recorded directly to a CCD 
(charge coupled device) camera, it is possible to 
compare images directly by subtracting a simulation 
from the experimental image. However, in this pa-
per it is assumed that the images are recorded on 
film (ie, a slow-scan CCD camera is not available). 
Getting to Know the Microscope 
Variation of some microscope parameters may 
have a dramatic effect on the image morphology, 
whereas variation in other parameters have a much 
smaller effect. It is necessary to measure and un-
derstand the effect of all the microscope parame-
ters. The microscope parameters that we need to 
know may be divided into a number of categories, 
as follows. 
Existing Microscope Conditions Which are 
Factory Set, and Usually Do Not Change 
Accelerating voltage. Use manufacturer's 
value, or measure it using HOLZ lines in a conver-
gent beam diffraction pattern from a thick crystal 
(Fitzgerald and Johnson, 1984; Steeds, 1979). The 
actual voltage of a microscope is usually within 2% 
of the stated value. The microscope structure reso-
lution limit is given (Cowley, 1984) by 
(1) 
so for a difference in voltage of 2%, the effect on 
microscope resolution will be less than I% ( "A oc 1/ 
✓voltage; Cowley, 1984). 
Cs ( spherical aberration coefficient of the ob-
jective lens). If operating at standard sample 
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height (standard objective lens current) use manu-
facturer's figure. It is possible to measure Cs using 
optical diffractograms (Krivanek, 1976), or by 
measuring the displacement between bright- and 
dark-field images of a small crystalline particle 
(Budinger and Glaeser, 1976; Tsuno and Harada, 
1983). For a high resolution TEM with probe 
forming capability, such as an Akashi 002B, it is 
possible to measure Cs using a variation of the 
Budinger and Glaeser method (Yanaka, private 
communication). In the Yanaka method, an out-of-
focus image of the probe focussed on a thin crystal 
foil takes the appearance of bright- and dark-field 
images of a small crystalline particle. The Yanaka 
method differs from Budinger and Glaeser in that it 
is the size of the probe rather than the size of the 
crystal which determines the image size. The 
Yanaka method may be used to measure the beam 
tilt as well (by comparing, for example, the deflec-
tion of the 200 and 200 dark-field images). The 
manufacturer's figure for C5 may have up to a 10% 
error, but this error is acceptable as it would lead to 
only a 2.5% error in resolution (see equation 1 ). 
Spread of focus ( a). The most reliable 
method for estimating the spread of focus is to mea-
sure the microscope information limit using optical 
diffractograms for very low beam divergence (Al-
Ali and Frank, 1980). The information limit is the 
effective 'bandwidth' of a microscope. This limit is 
usually defined theoretically in terms of damping 
produced by a negative exponential, but experi-
mentally it is defined as the point on an optical 
diffractogram where the transfer envelope ends. 
The spread of focus can then be calculated from the 
measured information limit; the spread of focus, cr 
= 0.45 dinf2 / "A. This equation was derived from 
the damping function for spread of focus given in 
Wade and Frank (1977; see also Frank, 1973) and 
assuming an information limit at 14% (= l/2e). 
The damping for spread of focus is given (Smith, 
1983) by 
damping = exp { -n2cr21c2u4 / 2 } (2) 
In Krivanek (1988, eqn. 12.11) a similar equa-
tion is used which relates Umax (= 1/dinf) to a pa-
rameter 8 (where 8 = FWHM of focus spread= 
2.(2 ln2)112.cr = 2.35 cr). For an information limit 
of I .SA, cr = 62A at 400kV. The spread of focus is 
defined as being equal to the standard deviation cr of 
a Gaussian distribution, exp(-x2/2cr2). The variable 
x, in this context, refers to the deviation of defocus 
from some mean value. Note: Wade and Frank 
(1977) used a non-standard Gaussian distribution 
exp(-8z2/Ll2), so that Ll = -fi..cr. The accuracy of 
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measurement of the information limit is about 15%. 
For the case when the information limit is greater 
than the structure resolution limit (which is usually 
the case) a variation of 15% in information limit 
has a negligible effect on the image. 
Things to Adjust Whilst at the Microscope 
Astigmatism. ( Objective lens astigmatism). 
Should be effectively zero, which for a 4000EX 
electron microscope means that it should be less 
than 30A. If the astigmatism is greater than 30A, 
do the experiment again. It is imperative to adjust 
the astigmatism on an amorphous object such as a 
carbon film, rather than on a crystal. The best way 
to correct astigmatism is to work towards minimis-
ing image contrast at minimum contrast defocus. If 
the microscope has an image pickup system (a video 
camera), the task of stigmating the objective lens is 
a lot easier than otherwise. 
Beam tilt. Same as for astigmatism, should 
be effectively zero. That is, less than I mRad and 
preferably less than 0.5 mRad. Otherwise do the 
experiment again. The beam alignment should be 
done at a magnification within the range where the 
high resolution image is to be taken. This is be-
cause in switching image magnification ranges, the 
intermediate lens I (II) changes in excitation. Due 
to leakage of magnetic flux from II into the objec-
tive lens field, significant changes in 11 can change 
the optic axis. For this reason, on both the ARM (at 
Lawrence Berkeley Laboratory) and on the JEOL 
400kV microscopes, the I1 current is held constant 
throughout the high magnification range. There are 
three methods for correcting beam tilt: 
i) Voltage centre. The usual method for aligning 
the beam tilt is to finds the voltage centre (not the 
current centre). The voltage centre alignment may 
be good enough. Unless the objective lens is excep-
tionally symmetrical, the current centre does not 
give a beam alignment of sufficient accuracy for 
high resolution imaging. 
ii) Beam rocking. A method more precise than the 
voltage centre is that used by Smith, Saxton et al. 
(1983). The technique involves, first focussing the 
image, then rocking the beam back and forth 
(through an angle of 20 milliradians or so) using a 
tilt box, and correcting the mean position of the 
beam tilt until the image looks identical on both 
sides of the beam rock. With this technique, it is 
possible to align the beam to within 0.1 milliradians 
of the true optic axis. 
iii) Computer alignment. There are two techniques 
that have been proven to work. The first is the 
minimum contrast technique where the computer 
takes control of the beam tilt deflectors and plots a 
curve of image contrast versus beam tilt (Saxton et 
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al., I 983). The automated system finds the optic 
axis by finding the minimum contrast position on 
the curve. The second computer alignment system 
measures the beam tilt from an optical diffrac-
togram (Krivanek and Fan, 1992) and then corrects 
for the beam tilt. The effects of beam tilt are not 
always obvious in the image. Beam tilt has only a 
small effect on small-unit-cell centrosymmetric 
crystal images, but has a dramatic effect on images 
of large unit-cell crystals, on defects and on non-
centrosymmetric crystals. 
Crystal tilt. The crystal tilt is taken to be 
zero when the electron beam is aligned exactly with 
the zone axis of the crystal. The crystal tilt should 
be effectively zero, that is, less than I mRad, and 
preferably less than 0.5 mRad. Otherwise do the 
experiment again. To set up the correct crystal tilt, 
insert the smallest selected area aperture, focus the 
image, then go to diffraction mode. Align the 
crystal with the zone axis by exciting Bragg beams, 
on either side of and near to the central beam, in a 
symmetrical fashion. Whereas beam tilt affects im-
ages in both thick and thin crystal, crystal tilt is less 
important in thin crystal, and may be only visible in 
the thicker regions of crystal. 
Defocus . a) Can be measured from optical 
diffractogram of adjacent amorphous film. b) Can 
be measured using Fresnel fringes at the crystal 
edge (Heinemann, I 971; Wilson et al., I 978/79). c) 
If the calibration of focus clicks versus Angstroms 
of defocus is known for your microscope, then it is 
possible to find minimum contrast at the crystal 
edge (defocus at minimum contrast = - 0.4(C 5A-) 112) 
and defocus a set number of clicks from minimum 
defocus (Spence, 1988). It is desirable to set up de-
focus of the image in such a manner before taking 
any micrographs. For example, on a 400kV micro-
scope with the finest click on the objective lens de-
focus knob of 16A, the minimum contrast defocus 
= - 0.4(C 511,) 112 = - I 62A (Cs = 1.0mm, 11, = 
0.01644A), and optimum defocus= -l.2(C 511,)l/2 = 
-486A. To find optimum defocus, go underfocus 
from minimum contrast defocus by 324A, which is 
equivalent to 20 finest clicks anticlockwise on the 
objective lens focus knob. 
Divergence(= semi-angular divergence, a). 
Can be measured from the disk diameter in the 
diffraction pattern for a focussed condenser lens 2. 
The disk diameter= 2 x semiangular divergence, 
where the semiangular divergence, a= D.11,/2 (D = 
the diameter of the diffraction disk in reciprocal 
Angstroms, and 11, = the electron wavelength in 
Angstroms). The damping caused by divergence 
(where u = lid, and d is real space ct-spacing, and~ 
is the objective lens defocus) is given (Smith, 1983) 
Image matching 
by 
damping = exp{-n2.a2.(C 5 11,2u3 + t. u)2) (3) 
Equation 3 is the damping function for a 
Gaussian-shaped beam profile (in reciprocal space), 
however it is reasonable to use it to describe damp-
ing from a disk-shaped beam profile if we define a, 
the semiangular divergence, to be equal to {2 times 
the standard deviation of the Gaussian function. 
The equation (3) demonstrates that the damping is 
related to the defocus, t., as well as the value of 
semiangular divergence, a. To obtain a divergence 
suitable for high resolution imaging (ie, a < 
l .OmRad), it is usually necessary to use a small con-
denser aperture. That is, if you want to have the 
best resolution from a microscope, don't use the 
largest condenser aperture. 
Intermediate lens astigmatism. The intermedi-
ate lens (IL) astigmatism affects the magnification 
in the image. If there is IL astigmatism, the image 
magnification in one direction (in the x-y plane) 
will be different to that in an orthogonal direction. 
Correct the IL astigmatism (using the IL stigma-
tors) before taking an image. 
Resolution ( objective aperture radius). This 
is the resolution as set by the diameter of the objec-
tive aperture, if that aperture gives a resolution less 
than the information limit of the microscope. The 
objective aperture radius can be measured from a 
diffraction pattern taken with the objective aperture 
inserted. If the objective aperture used is larger 
than the effective aperture which arises from the 
microscope information limit, then the actual reso-
lution is the information limit of the microscope, 
and for the image simulation use the value of the in-
formation limit rather than the value given by the 
aperture diameter. 
Setting Up the Image Simulation 
Crystal model. That which is to be tested. 
The selection of a model usually requires some 
thought and inspiration. This parameter, unlike the 
others, is to be varied as much as possible. That is, 
it is desirable to test against as many different 
models as possible. 
Crystal thickness. To estimate crystal thick-
ness: a) Use an inclined defect of known habit plane 
which cuts the top and bottom surface of the crystal 
foil (if available). b) Use thickness fringes (part of 
the sample would have to be of known crystal 
structure). Compare the attenuation of the central 
beam in a multislice calculation with the position of 
the dark bands in the crystal image (the crystal must 
be well aligned with the zone axis). c) Compare 
detail in an experimental lattice image with images 
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calculated at different thicknesses for a predeter-
mined defocus. Thickness is an important parameter 
because it has such a strong influence on image 
morphology. It is desirable to have as thin a crystal 
as possible. Image-matching is easier in thin crys-
tal. 
Debye-Waller factors (thermal factors). 
Look these up in the paper where the crystal struc-
ture was refined (by X-ray or neutron diffraction). 
If the crystal structure of the present system is un-
known, use thermal factors from a related system. 
The observable effect of the thermal factors is a 
damping of the finer spacings in the image. 
Diffraction zone. When taking a series of 
images, it is necessary to record a diffraction pat-
tern as well. The diffraction pattern can be indexed 
to give the crystal orientation. 
lonicity ( choice of atomic scattering factors). 
In most cases, scattering factors for neutral atoms 
are used in the input, but scattering factors for ions 
may be used. It usually makes no difference to the 
image whether it is ions or atoms that are used. 
The effects of ionicity are detectable in large unit 
cell materials, and may influence images of inter-
faces and defects in small unit cell materials (Anstis, 
et al., 1973). 
Vibration/drift. It is not unusual for ± 0.5A 
vibration to occur in images. As rule of thumb, if 
half-spacing fringes are visible in the images then 
the vibration is small (and negligible). The vibra-
tion parameter should either be set to a small value 
(<l .OA), or to zero. An image with too much vi-
bration/drift is not much good for image matching. 
If drift is a problem, shorter exposure times may 
help. 
Running a Multislice Program: Factors 
Which Affect the Numerical Accuracy 
Number of beams ( 112N x 112M). The 
number of beams should be about one quarter the 
number of Fourier coefficients (see next), to pre-
vent aliasing. Aliasing is a consequence of the fact 
that real space in a multislice simulation is not con-
tinuous, but rather is sampled at finite intervals. A 
finite sampling interval in real space means that re-
ciprocal space will be periodically continued with a 
repeat distance ofN/a (A-1) in the x-direction, and 
M/b (A- 1) in the y-direction. Aliasing occurs be-
cause intensity from one reciprocal space unit cell 
scatters into an adjacent unit cell. This corresponds 
to a non-physical event, since reciprocal space is not 
periodically continued in reality. To prevent alias-
ing the propagator is multiplied by 1 within a circle 
of radius d\eam (where d\eam is 1/2 ct* array; the 
Fourier coefficients are calculated out to d* array), 
and is set to zero outside. The number of beams in 
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the calculation is the number of reciprocal lattice 
points inside the circle of radius d\eam (the number 
of beams = 1/4 the number of Fourier coefficients). 
For a further discussion of aliasing, see Self and 
O'Keefe ( 1988), and O'Keefe ( 1984 ). A considera-
tion of the number of beams (= the number of 
Bloch-waves) is important in achieving accuracy for 
Bloch-wave simulations as well, although aliasing is 
not a problem in Bloch-wave simulations. 
Number of Fourier coefficients, NxM ( array 
size NxM). The number of Fourier coefficients 
should be chosen so that there are at least 5 sam-
pling points per Angstrom in real space for light el-
ements(= Fourier coefficients out to 2.SA-1 in re-
ciprocal space), and for heavy elements such as gold 
there should be up to 10 sampling point per 
Angstrom in real space(= Fourier coefficients out 
to 5 A- 1 in reciprocal space). 
Periodic continuation. In order to simulate 
an image of a defect, it is necessary to make up a 
supercell which has the defect embedded within a 
slab of perfect crystal. In the simulation, the defect 
is not isolated but rather is repeated periodically 
with the spacing of the supercell dimensions. The 
method of periodic continuation works provided 
that the defects are separated by sufficient distance 
so that the images of adjacent defects do not inter-
fere. The required defect separation distance is a 
function of defocus (since the image of a defect be-
comes more spread-out as defocus is taken further 
away from optimum defocus), and of microscope 
resolution. For a 400kV, Cs= 1.0mm microscope 
and at close to optimum defocus, a separation of 
lOA is enough. But for reasons of aesthetics it is 
usual to choose a separation of more than l0A. 
Slice thickness. A slice thickness of 2A or so 
is okay for light atoms. A slice thickness of 0.5A is 
preferable for heavy atoms such as gold. It is de-
sirable (but not necessary) that the slice thickness be 
fraction of the unit cell dimension along the beam 
direction. If the slices are too thick, the weak-phase 
approximation breaks down (Goodman and Moodie, 
1974), and the multislice simulation will give the 
wrong answer. If uncertain about the slice thick-
ness, repeat the simulation using half the slice thick-
ness, and see if the result differs from the original 
simulation. If the amplitude and phase of strong 
Bragg beams at maximum thickness differ by less 
than 5% between the first and second simulation, 
then the first simulation was sufficiently accurate. 
Damping due to inelastic scattering. In some 
image simulations the effect of damping due to in-
elastic scattering is included. In general, the effect 
of inelastic scattering is to reduce the contrast in the 
image. It does not create new image detail. 
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Inelastic scattering becomes important only in thick 
crystal. It is not necessary to include the effects of 
inelastic scattering in the image simulation. The 
inelastic scattering may be dealt with by adjusting 
the contrast parameter in image display (see the 
section on "displaying the image", below). 
Sample Dependent Effects 
Fourier images. For a small unit cell material 
the most obvious feature in a through focal series is 
Fourier imaging. As the defocus is changed 
through a half-Fourier period, the image changes 
from "black-atom" contrast to "white-atom" con-
trast, and when the defocus is changed by a full 
Fourier image period the image changes from 
"black-atom" to "black-atom" contrast. The 
Fourier image period is given (Cowley, 1984) by: 
L1fourier = -2 d2 IA (4) 
where dis the lattice spacing associated with a par-
ticular Fourier period, and A is the electron wave-
length. The Fourier image period is important be-
cause it gives an indication of how quickly image 
morphology changes with changing defocus. For a 
2A d-spacing (the minimum d-spacing in a 2A reso-
lution microscope) the half-Fourier image period is 
d2/11, = 243A. This means that in a 2A microscope, 
where diffraction from 2A fringes is strong (which 
is often the case), the image will change from 
"black-atoms" to "white-atoms" for a defocus 
change of 243A. Therefore, in order to properly 
sample the change of image morphology with 
changing defocus, we need to take images at 50A 
increments of defocus. 
Displaying the Image 
Contrast/brightness. It is often necessary to 
alter these parameters when simulating images for a 
new system, but once a value is found for a particu-
lar image, it should be applied to all the other im-
ages in the series. It is desirable that these parame-
ters are chosen such that the image display gives a 
representation of at least half the intensity range in 
the calculated image array. For example, in a series 
of images where the maximum intensity is 1.5, and 
the minimum is 0.3, it is reasonable to set the con-
trast/brightness such that everything above 1.3 ap-
pears white and everything below 0.6 appears black. 
Applying the Image-Matching Technique 
There are a number of different situations 
where image-matching is used for structure refine-
ment, such as: 
a) A known structure with embedded defect of un-
known structure. 
Image matching 
b) A superlattice or long-range modulation, where 
the sublattice is known but the exact superlattice is 
not (this may seem trivial but in fact the diffraction 
pattern does not contain information on how the su-
perlattice is arranged relative to the sublattice). 
c) A known structure but the atomic occupancy is 
not stoichiometric. 
d) An unknown structure, which is closely related 
to a known structure. 
Examples of (a) are grain boundaries, precipitates, 
platelets, and dislocations. 
Before beginning a microscope session, it is de-
sirable to estimate as many experimental parameters 
as possible. In addition, it may help to have done 
some preliminary simulations for a known struc-
ture. This is especially true if we are trying to 
solve for a defect which is embedded in a known 
structure. 
Having obtained an experimental image, it is 
desirable to test the effect on image morphology of 
varying various image parameters. To do this, fix 
all parameters but one, and vary that parameter 
over the range of the error bars to test the sensitiv-
ity of the image to such a change. In favourable 
cases, it is possible to improve estimates of the value 
of some of the parameters by an iterative applica-
tion of the above method. 
Experimental 
The experimental images used as examples for 
this paper were obtained on a 400kV JEOL 4000EX 
electron microscope, and the image simulations 
were performed on a DEC3100 workstation using 
Ishizuka's multislice program (Ishizuka and Uyeda, 
1977). The images were displayed via "xv", a pub-
lic-domain X-windows application. The values for 
high voltage (400kV) and Cs (1 mm) used were 
taken as those provided by the manufacturer. The 
value for the spread of focus (cr = 70A), was mea-
sured from a diffractogram. The astigmatism, 
beam tilt and crystal tilt were corrected before tak-
ing any images, and their values were set to zero 
for the simulations. The beam divergence (a= 
0.8mRad) and crystal orientations were measured 
from diffraction patterns. The defocus is set up by 
defocussing a set number of clicks from minimum 
contrast defocus. 
Some Image-Matching Examples 
As examples of the technique, the image-
matching method is demonstrated for two different 
materials, that is, for a high Tc superconductor, and 
for platelets in diamond. 
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Tlo.sPbo.sS r2 Ca Cu20 6.5+8 
Tlo.sPbo.sSr2CaCu2O6.5+8 is a high Tc super-
conductor, with a Tc of 85K (Subramanian et al., 
1988; Barry et al., 1989). This high temperature 
superconductor has quite an open structure when 
viewed along < I 00> type directions. Figure 1 
shows a high resolution lattice image of 
Tlo.sPbo.sSriCaCu2O6.5+8 in the [010] orientation. 
This image was taken at close to optimum defocus. 
In the Tlo.sPbo.sSriCaCu2O6.5+8 structure the Pb 
and Tl atoms share the same site, and apart from the 
TI and Pb atoms all the metal atom columns are 
separated by more than 2A in the [010] projection 
of the structure, so these metal atom columns are 
individually resolved. In Fig. 1, the position of the 
TI/Pb atom rows and the positions of the Sr atom 
rows are shown by arrows. In comparing Fig. 1 
with an image simulation for 
Tlo.sPbo.sSriCaCu2O6.5+8 (figure 2), it can be seen 
that the image in Fig. 1 was taken at close to -360A 
defocus. A through focal series of images simulated 
for a crystal thickness of 23A is displayed in Fig. 2. 
The positions of the atom columns in Fig. 2 are 
marked on the image simulation. A single unit-cell 
is marked on the simulation at -360A defocus. The 
position of the Tl/Pb atom columns are marked by a 
"t", the positions of the Sr columns are marked by 
"s", the positions of the Cu columns are marked by 
"c", and the positions of the Ca columns are marked 
by "a". At -360A defocus, there is a one-to-one 
correspondence between the atom positions and the 
black-blob positions in the image. 
Near the edge of the crystal in Fig. 1, the crys-
tal is very thin (marked as region 1 ), and the TI/Pb 
atom column shows up as much darker than the 
other atom columns. As we move away from the 
crystal edge, the crystal becomes thicker (marked as 
region 2), and the Sr atom columns appear just as 
black as do the Tl/Pb atom columns. The variation 
in the relative darkness of the different atom 
columns with increasing thickness is a consequence 
of the breakdown in the weak-phase-object approx-
imation, and this variation with crystal thickness 
helps to distinguish between the heavy and light 
atoms in the crystal structure. 
Figure 3 shows a simulated image (at -360A de-
focus, and 23A crystal thickness) inserted into the 
experimental image. The image-match is quite 
good, since it is not easy to tell the difference be-
tween the simulation and the experiment. The com-
parison between simulation and experiment com-
plies with the criterion for an image-match as given 
earlier, that is, there are the correct number of 
black and white blobs per unit cell and they are in 
their correct relative positions. In addition, the 
John C. Barry 
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Figure 1. A high resolution image of the 
Tlo.sPbo.sSr2CaCu2O6.5+8 structure in the [010] 
orientation. The position of the Tl/Pb atom rows 
and the positions of the Sr atom rows are indicated 
by arrows. 
Figure 2. A through focal series of images simu-
lated for a crystal thickness of 23A (cr = 70A, a= 
0.8mRad). The positions of the atom columns are 
marked on the image simulation. 
Figure 3. A simulated image (arrowed) inserted 
into the experimental image. The simulated image 
is at -360A defocus, and 23A crystal thickness. 
relative intensities of the black blobs are about 
right. 
Diamond Platelets 
Diamond platelets occur in the majority of gem-
quality diamond, and there has been a controversy 
over the years on the question of whether the 
platelets contain nitrogen or not. An experimental 
image of a platelet embedded in a diamond matrix, 
in the [110] orientation is shown in Fig. 4. The 
black blobs in the image correspond, not to single 
atom columns, but rather to pairs of carbon atom 
columns in projection. In Fig. 4, the image shows 
that platelets lie on the ( 100) plane of diamond. 
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Figure 4. A platelet embedded in a diamond ma-
trix, in the (110) orientation. The black blobs in the 
image correspond not to single atom columns, but 
rather to pairs of carbon atom columns in projec-
tion. 
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Figure 5. A through-focal series of simulated im-
ages for a the zig-zag model for the diamond 
platelet for a crystal thickness of 25A (cr = 70A, 
a = 0.8mRad). At near to optimum defocus. 
(-460A) the zig-zag pattern in the platelet can be 
clearly seen. 
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Figure 6. A series of simulated images of the high 
Tc superconductor YBa2Cu3O7.x in the (010) pro-
jection. The images were simulated for an idealised 
objective lens, and images 6a to 6d have a crystal 
thickness of 29k In Fig, 6e the crystal is l0A 
thick . 
The image at the platelet shows a single row of 
bright (and dark) blobs, the bright blobs correspond 
to the tunnels between atom columns, and since the 
black blobs correspond to double-atom columns, it 
is clear that the platelets are two atomic planes 
thick. 
A through-focal series of simulated images for a 
the zig-zag model for the diamond platelet is dis-
played in Fig, 5. The Fourier-imaging effect can be 
seen in that the image of the diamond matrix (but 
not the platelet) goes from a minimum contrast 
condition (at -340A) to a maximum contrast condi-
tion (at -460A) and back to a minimum contrast 
condition ( at -580A defocus). At near to optimum 
defocus (-460A) the zig-zag pattern in the platelet 
can be clearly seen, that is, the black blobs on the 
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platelet alternate first up and then down as we move 
horizontally along the platelet. However, at one 
Fourier period away from optimum defocus (at 
-970A) the zig-zag pattern has disappeared from the 
platelet image. The problem is that when the defo-
cus is not close to optimum defocus, the image of 
the platelet looks okay, but in fact the image is not 
directly related to the actual structure. In order to 
obtain accurate structure information at the dia-
mond platelet, the defocus needs to be within I 00A 
of optimum defocus. This observation clearly 
demonstrates the importance of having an indepen-
dent measurement of the experimental parameters 
prior to beginning the image-matching procedure. 
The experimental image in Fig. 4 was obtained 
by defocussing a set number of defocus steps from 
minimum contrast defocus, and it was taken for a 
defocus which was within I 00A of optimum defo-
cus. If the image defocus had not been known, it 
would not have been possible to refine the structure 
of the platelet defect by image-matching. The simu-
lation in Fig. 5 shows a zig-zag pattern at near to 
optimum defocus (-460A) but the experimental im-
age (Fig. 4) does not, and so the zig-zag model is 
not the correct model. By matching a series of im-
ages of diamond platelets it was found that simu-
lated images from one model (called the nitrogen-
fretwork model) did match with the experimental 
images (Barry, 1991). 
Microscopy at Near to lA. Resolution 
The images shown already were obtained with a 
1.7 A resolution microscope. However, in the near 
future a series of high resolution TEM's capable of 
close to IA resolution will become available. It is 
worth investigating whether there are any advan-
tages in having microscopes with such high resolu-
tion. It turns out that in most oxides in low index 
orientations, the projected oxygen-metal distance 
range from I .45A to 1.55A. It is expected that a 
IA resolution microscope will be able to resolve 
oxygen and metal atom columns individually. 
To demonstrate the gains from resolution be-
yond 1. 7 A, a through-resolution series of the high 
Tc superconductor YBa2Cu3O7_x in the [010] pro-
jection was simulated (as shown in Fig. 6). The 
images were simulated for an idealised objective 
lens, and for a crystal thickness of 29A. In Fig. 6d, 
the positions of the atomic columns in one unit cell 
are marked. The barium atom columns are marked 
by "b", the yttrium columns but "y", the copper 
columns by "c" and the oxygen columns by "o". In 
the image at I .4A resolution (Fig. 6a) the oxygen 
atom columns are resolved, as expected, although 
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the oxygen columns near to the yttrium columns are 
not fully separated from those yttrium columns. At 
1.2A and l .0A resolution (Figs. 6c&6d) the oxygen 
atom columns are well separated from the metal 
atom columns. 
With higher resolution, the breakdown of the 
weak-phase-object approximation is more obvious 
than at lower resolution, as demonstrated by the fact 
that the black atom images have developed white 
centres. At I .4A and 1.3A resolution, and at 29A 
thickness, only the heaviest atoms (the barium 
atoms) have white centres. Whereas, at 1.2A reso-
lution the yttrium and barium atoms have white 
centres, and at I .0A resolution the barium, yttrium 
and copper atoms have white centres. 
In thin crystal, as shown in Fig. 6e where the 
crystal thickness is I oA and the resolution is 1.0A, 
none of the black atom images has a white centre. 
The atom images only develop white centres in 
thick crystal. As well as allowing the individual 
atom columns to be resolved, the increase of reso-
lution to near l .0A allows the atomic mass of indi-
vidual atom columns to be identified more pre-
cisely. The manner in which the black atom im-
ages develop white centres with increasing crystal 
thickness (in a wedge shaped crystal, for example) 
allows the identification of which atoms are heavy 
atoms and which atoms are light. In this way, lat-
tice imaging may be used to perform compositional 
analysis, at atomic resolution. 
At 1.7 A resolution, the images in thick crystal 
become quite complicated because of the overlap 
between the scattering of the oxygen and metal atom 
columns. The strong dynamical diffraction makes 
structure analysis difficult in thicker crystals. 
However at near I A resolution, because the oxygen 
and metal atom columns are separated, images from 
thick crystals remain much simpler. The compari-
son between simulation and experiment for thick 
crystal should be more straightforward for I A 
resolution than it is for 1.7A resolution. At I.0A 
resolution the dynamical diffraction is actually of 
great benefit. For crystals thin enough to scatter 
electrons kinematically, the oxygen atoms give a 
very weak signal as compared with the heavier 
metal atoms. By comparison, the dynamical 
diffraction in thick crystal causes the oxygen atoms 
in the IA resolution images to achieve very high 
contrast. That is, dynamical diffraction (at 1 A 
resolution) enhances the detectability of light atoms. 
Conclusions 
In this paper, a method of semi-quantitative im-
age-matching was demonstrated. The advantages of 
Image matching 
this method is that: a) it is easy to apply, b) it is 
possible to define an objective set of criteria by 
which to judge which image simulation (and there-
fore, which structure model) best fits with the ex-
periment, and c) it is possible to establish whether 
the experimental parameters are sufficiently well 
known before the refinement by image-matching is 
attempted. The main disadvantage of this method of 
image-matching is that, although we can prove that 
one structure model is better than another, we can-
not provide error bars. That is, it is not possible to 
define a reliability factor with this method of 
image-matching. 
It is true that the technique could be pushed 
farther than is done in this paper. Here we have 
attempted image matching for thin crystal only, and 
for a resolution within the structure resolution limit 
of the microscope. The technique could be applied 
to solving structures by using information beyond 
the structure resolution limit, and could be applied 
to solving structures in thick crystal. However, the 
image-matching technique demonstrated in this pa-
per is much easier to apply, and is more reliable, if 
we limit the application (assuming that 1. 7 A is the 
best available resolution) to thin-crystal and within 
the structure resolution limit only. Keeping the 
technique simple means that it can be applied to a 
large number of materials, and it allows materials 
problems to be solved quickly. 
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Discussion with Reviewers 
J Frank: This paper demonstrates semi-quantitative 
image matching as an aid for studying defect struc-
ture in thin crystals in materials science applica-
tions. Recipes are given for measuring or estimat-
ing the values of the various parameters. 
The paper lacks a theoretical substance and is 
disappointing as it makes no attempt to discuss the 
possibility of quantifying the actual matching of 
"blobs" in polarity or position, nor does it provide a 
hint as to the sources of residual intensity disagree-
ments, and the possibility of deriving error esti-
mates of the procedure as a whole. Moreover, this 
lack of discussion is not offset by some "bare bones" 
of literature citations in the introduction in which 
these important questions are treated. In contrast, 
the abstract speaks about the "precision" of image 
matching and certainly invites different expecta-
tions. 
Author: I have often heard it stated that, "The the-
oretical problems of image-matching were sorted 
over twenty years ago so why are people still talk-
ing about it?" The theoretical problems have been 
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sorted out, but many practical issues most certainly 
have not been solved. This paper is about solving 
some of the practical issues. As one example, I 
have seen image-matches in the literature where the 
simulated image is for thin crystal whereas the ex-
perimental image to which the simulation is 
matched is obviously far from the crystal edge, and 
in quite thick crystal. As another example, there 
are cases where authors claim that the image is at 
optimum defocus, but an inspection of the Fresnel 
fringe at the crystal edge indicates otherwise. 
The system presented in this paper may be im-
plemented by anyone, it does not require specialised 
image processing hardware. Of course, the preci-
sion of image-matching could be improved by the 
use of image-subtraction or some other technique. 
However, structure determination by image-match-
ing is not dependent upon the availability of spe-
cialised computer hardware. 
As regard to error estimation, I have added 
some more on this, as well as extra references. 
Error estimation is a bit of a problem. 
Nevertheless it is possible to stipulate conditions un-
der which image-matching will succeed or fail. 
That is, by reference to a through focal series (for 
example) one can stipulate that for a valid image-
match, the defocus must be known (in a specified 
problem) to 1 ooA or better. In reply to the "bare-
bones of literature ... "; I don't believe in gratuitous 
use of literature citation. Nevertheless, I have in-
cluded a number of extra references. 
J Frank: One is struck by the odd combination of 
quantum mechanical calculations and visual guess-
work which uses a collage as a final proof. In my 
opinion, the Pfefferkorn meeting and the ensuing 
publication is an important forum for presenting 
new ideas in signal processing and image process-
ing. I would like to see three issues addressed in 
some way, at least in the discussion: the issue of 
what precisely is the reason for the intensity mis-
match; and is there a method to quantify the degree 
of position and contrast matching which is currently 
only verified visually? 
Author: The comments on "visual guesswork" and 
"collage as proof" are misplaced and are not cor-
rect. It is not a case of visual guesswork. Human 
vision, as an image processing system, is far supe-
rior to any computer-based system. It is possible to 
see by eye, things which the computer cannot 
recognise. Of course, visual inspection is somewhat 
subjective. However, the criterion I give for com-
paring simulation with experiment is designed to 
remove that subjectivity (as far as is possible). 
"What precisely is the reason for the intensity 
mismatch? ... " What a good question. And I cannot 
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answer it. However this paper does address the 
methods by which one may begin to answer the 
question. In the past, the reasons for the mismatch 
where often explained in an ad hoc fashion. That is, 
an author might say that the mismatch is caused by 
crystal tilt, or absorption, or astigmatism, or some 
other thing. The reason for the mismatch cannot be 
found by image-matching - it must be found by an 
independent method. In order to prove that the 
mismatch is caused by tilt, for example, one would 
need to obtain an experimental through-tilt series. 
Regarding a method to quantify the degree of 
position and contrast matching, I have now included 
a discussion of the Ourmazd method (Ourmazd, 
1989). However, as I stated in the paper, the degree 
of match between simulation and experiment plays 
only a small part in the procedure for structure 
analysis by image-matching. Matching is important 
of course, but the mistakes in image-matching arise 
not from the image-match itself, but rather because 
of a failure to use an independent measure of (for 
example) crystal thickness and defocus. 
J Frank: It is odd to refer to the model as a 
"parameter", because it is multi-dimensional. 
Author: I refer to the crystal model as a 
"parameter" because it is one of the things that can 
be changed in order to obtain an image-match. A 
parameter is an arbitrary constant. In image analy-
sis, a constant can be multi-dimensional. 
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M.A. O'Keefe: The author has redefined the 
Fourier-image period from the Cowley original. 
The Fourier-image period was defined by Cowley 
for the full unit cell (i.e. the primitive unit cell in 
projection), and is the defocus change that will 
cause the diffracted beam corresponding to the 
largest spacing (the primitive unit cell spacing) to 
undergo a change of 21t. Since all other spacings in 
the cell have frequencies of u2 = (h2+k2+J2)/d2 
=n/d2 , and since defocus changes the phases of 
beams proportionally to u2, then the beams corre-
sponding to finer spacings will change phase by 2mt 
as the basic frequency changes by 21t and the image 
will be identical to the one that is the Fourier period 
away in defocus. On the other hand, the author is 
correct in stressing the importance of the 21t defo-
cus-period of the smallest contributing spacing. 
Author: I obtained the definition for Fourier im-
ages from Cowley's book (Cowley, 1984). 
Fortunately (for me) Dr. Cowley had redefined the 
Fourier-image period himself. The definition in 
Cowley (1984) refers to a periodic object - it makes 
no mention of the unit-cell. 
