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Gas hydrates act as an ecient natural sequester of large amounts of car-
bon, and it is estimated that ∼15% of Earth's total mobile carbon could be
stored in gas hydrate provinces. They form complex systems in the shallow
sediments of deep-sea regions, where there is sucient supply of natural gas
along with the stability conditions of moderately low temperatures and high
pressures. Most gas hydrate provinces are found on continental margins.
The southern Hikurangi subduction margin, o Wairarapa (New Zealand),
contains a large gas hydrate province, inferred by the presence of widespread
bottom simulating reections (BSR) in shallow sediments. Locally intense
uid seepage at the seaoor associated with methane hydrate has also been
observed and documented. Understanding the complexity of hydrate sys-
tems is valuable for a range of scientic issues related to climate change and
ocean chemistry, geological hazards, deep-sea ecology, and energy supply.
A quantitative approach to the characterisation of gas hydrate systems in
the region is an essential step towards the estimation of the local carbon
budget, especially in terms of the total volume of gas hydrate in the region
and estimation of gas uxes through the seaoor at cold seep locations.
In this thesis, I combine a range of geophysical data and theoretical models
to identify, map and quantitatively characterise gas hydrate deposits and
cold seeps on the southern Hikurangi Margin. Multi-channel seismic (MCS)
data and methods form a large part of the basis of the studies presented
in this thesis. Two MCS datasets were used: long-oset, lower resolution
petroleum industry data APB13 (R/V Duke, 2013) and higher resolution,
short-oset academic data TAN1808 (R/V Tangaroa, 2018), acquired as a
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densely spaced grid of lines over ve target sites. The synthesis of these
datasets provides a complementary basis for characterising concentrated
gas hydrate deposits. The long-oset data allow retrieval of P-wave veloc-
ity information of the subsurface, whereas the higher resolution data enable
detailed imaging of geologic features associated with gas hydrates and uid
ow. Hydroacoustic data were used to characterise the water column and
to estimate methane uxes from gas seeps related to the gas hydrate sys-
tems.
Chapter 3 focuses on two elongated four-way closures systems at the toe of
the Hikurangi accretionary wedge - Glendhu and Honeycomb ridges, which
host gas hydrate deposits in high concentration. I found that the mecha-
nism for concentrated hydrate accumulation is along-strata gas migration,
and that the vertical extent of these accumulations is a function of the
steepness of the strata crossing the base of the gas hydrate stability zone
and of the volume of sediments from which uid ows into each structure.
In Chapter 4, I present a quantitative assessment of the total gas hydrate in
place in these deposits, by carrying out a two-step inversion of long-oset
seismic proles that cross areas of concentrated hydrate deposits at Glendhu
and Honeycomb ridges. First, the elastic properties of the subsurface were
estimated through geostatistical amplitude-versus-angle (AVA) seismic in-
version. Second, these properties were inverted for porosity and gas hy-
drate saturation through a Bayesian framed petrophysical inversion built
on a rock physics model for hydrate-bearing marine sediments. This geo-
logical modelling workow enabled the spatial distribution of gas hydrate
saturation and porosity in the gas hydrate stability zone to be retrieved.
Among the advantages of combining geostatistical AVA seismic inversion
with a Bayesian rock physics inversion is the possibility to determine the
variability associated with the results. Estimates of the total gas hydrate
volume in place at these two reservoirs are between 2.45 × 105 m3 and 1.72
× 106 m3, with the best estimate at 9.68 × 105 m3.
A more detailed characterisation of the gas hydrate stability zone was
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achieved through 1D full-waveform inversion. The goal of this study, pre-
sented in Chapter 5, was to retrieve ne-scale P-wave velocity proles at se-
lected locations corresponding to specic structures related to gas hydrates
and uid ow observed in the seismic data. The results show high veloc-
ity anomalies associated with high reectivity with positive polarity, inter-
preted as porous units bearing gas hydrate in high concentration. Lower
velocities are predicted in correspondence to chimney-like structures, which
could be associated with focused uid ow. However, the resolution of the
inverted velocity models depends on the vertical resolution of the seismic
data, which could be at least an order of magnitude larger than the thickness
of interbedded sandy and silty layers of typical lower wedge sedimentary
units.
Finally, in Chapter 6, I integrate the seismic data with hydroacoustic data
from both multibeam and split-beam echo sounders to investigate the large-
scale methane seepage from ve known sites of gas venting over a three year
period. Qualitative analysis of multibeam data, which enabled mapping of
the backscatter anomalies near the seaoor at the sites of seepage, suggests
that there is no substantial dierence in the activity of the main seeps be-
tween 2018 and 2020. I then made estimates of gas ux at the ve target
sites using multi-frequency split-beam echo sounder data. Results of this
analysis indicate that the cold seeps in water depths ranging from 1110 to
2060 m emit between 9.52 and 27.52 × 106 kg of methane gas per year,
collectively.
Through diverse geophysical analyses, this thesis has provided a detailed
investigation of gas hydrate formation styles (Chapter 3), concentrations
(Chapters 4 and 5) and methane seepage (Chapter 6) related to the hydrate
system. This integrated approach has led to a thorough understanding of
the entire gas hydrate system, from gas charge beneath the stability zone,
through hydrate formation within the stability zone, to methane release into
the water column. The estimates of gas hydrate saturation and methane
ux into the ocean provide the most quantitative assessments to date of
methane budgets on the southern Hikurangi Margin. The results will be
crucial for understanding the role of gas hydrate systems in supporting
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seaoor biological communities and in altering ocean chemistry, which are
the focus of ongoing research on the Hikurangi Margin.
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is referred to the Toit	u Te Whenua - Land Information New Zealand website.
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Glossary
BGHS: base of gas hydrate stability;
BSD: bubble size distribution;
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CHZ: concentrated hydrate zone;
CIG: common image gather;
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FWI: full-waveform inversion;




PDF: probability density function;
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RPM: rock physics model;
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The objective of this thesis is to characterise gas hydrate systems on the southern-
most region of the Hikurangi subduction margin. This work builds upon more than a
decade of scientic investigation that has identied and described gas hydrate occur-
rences in the region. The quantitative approach carried out in the studies presented
herein provides a novel and signicant contribution to the existing literature by present-
ing rst-order estimates of the amount of gas hydrate stored in concentrated hydrate
accumulations, and by constraining the uxes at which greenhouse gases are venting
out of the seabed in this region.
1.1 Natural gas hydrates
1.1.1 Structure and distribution
Gas hydrate is an ice-like crystalline substance that forms under low temperature
and high-pressure conditions when pore water is saturated with low molecular weight
gases such as methane, ethane or carbon dioxide (Kvenvolden, 1993).
Under such conditions, water forms a crystalline clathrate structure that encages
the gas molecules. The crystalline structure of gas hydrates is controlled by the gas
composition; there are three known types of gas hydrate structures (Figure 1.1; Milkov,
2005; Sloan, 1998). Structure I (SI) is a body-centred cubic structure that hosts almost
pure CH4 and is commonly found in deep ocean sediments. Structure II (SII) and
structure H (SH) are characterised by a cubic and an hexagonal lattice, respectively,
that can incorporate heavier hydrocarbon molecules (C2+) and that have a wider range
of stability conditions than SI gas hydrates (Sloan, 1998).
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Figure 1.1: Gas hydrate structures: three hydrate unit crystals and constituent
cavities. Image after Sloan (1998).
Figure 1.2: Gas hydrate stability zone in marine environments (modied after C.
Ruppel, U.S. Geological Survey).
In nature, the occurrence of gas hydrates requires sucient supply of natural gas
and pore water and is governed by the conditions of low temperatures and high pressure
at which gas hydrates are stable (Figure 1.2). These conditions are met in some natural
environments such as in permafrost regions and in sedimentary basins below cold lakes
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and in deep seas (Granin et al., 2019; Rivkina et al., 2001). In these regions, the spatial
extent of the gas hydrate stability zone (GHSZ, shown in Figure 1.3) is controlled by
the gas hydrate phase boundary and the in situ geothermal and pressure gradient. The
base of the gas hydrate stability zone (BGHS) is marked by the intersection of the
geothermal gradient with the gas hydrate phase boundary.
Natural gas can form in sediments that are rich in organic matter either through
microbial methanogenesis or through thermogenic processes (Schoell, 1988). Although
several onshore permafrost regions have been documented to contain large gas hydrate
provinces (Belleeur et al., 2012; Lu et al., 2011; Makogon and Omelchenko, 2013),
modern conservative estimates show that only slightly more than 1% of the global in-
place methane hydrates is found in permafrost regions (Ruppel, 2015), and the largest
Figure 1.3: Thickness of the theoretical gas hydrate stability zone (GHSZ) in the
world's oceans calculated by Kretschmer et al. (2015). The blue dots represent location
of known gas hydrate occurrence, while the red dots are areas where gas hydrate is
inferred based on well logs or geophysical markers like BSR. Boxes show locations
where upper continental slope methane seeps may be linked to gas hydrate dissociation
processes (Johnson et al., 2015; Paull et al., 2015; Skarke et al., 2014; Westbrook et al.,
2009). (Image after Ruppel and Kessler, 2017).
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accumulations of natural gas hydrates are inferred to occur in marine environments.
In fact, the upper few tens to hundreds of metres of marine sediment on many of the
world's continental margins, typically below water depths of about 500 m, are partially
saturated with natural gas hydrate (Collett et al., 2010).
Deposits of gas hydrates can occur in several forms, but they are usually concentrated
within the pore spaces of coarse-grained strata, or they occur in lenses, fractures or
nodules in less porous, ne-grained sediments (Holland et al., 2008; Yun et al., 2005).
The type of occurrence of gas hydrate accumulations is a key factor for the identication
and the characterisation of these systems through indirect geophysical methods, as
explained in Chapter 2.
The eect of hydrates on the physical properties of the host sediments is not only de-
pendent on the amount of hydrate present (saturation), but also on the microstructural
distribution of hydrate grains within host sediments, which may include morpholo-
gies such as contact-cementing, grain-coating, pore-lling, matrix-supporting, matrix-
inclusion and fracture-lling (Dai et al., 2004a; Ecker et al., 2005; Helgerud et al.,
1999). These morphologies frequently coexist in nature. For example, occurrence of
gas hydrates occupying the pore space or the fractures of the host rock (pore-lling and
fracture-lling) with possible matrix-supporting or grain-coating hydrate morphologies
have been reported in the Krishna-Godavari Basin (Yoneda et al., 2019) and in the
South China Sea (Qian et al., 2018).
1.1.2 Global importance
Gas hydrates form complex systems in the shallow tens to few hundred meters of
deep-sea regions, especially on continental margins. Understanding these system is
valuable for a range of scientic issues related to climate change and ocean chemistry
(Buett and Archer, 2004; Ruppel and Kessler, 2017), geological hazards (Mienert
et al., 2005), deep-sea ecology (Turner et al., 2019) and energy supply (Johnson and
Max, 2006; Makogon et al., 2007).
Role of hydrates in climate change
Gas hydrates eciently sequester large amounts of carbon: between half (Kven-
volden, 1988) and ∼15% (Boswell and Collett, 2011) of Earth's total mobile carbon is
estimated to be stored in gas hydrate provinces.
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Figure 1.4: Crater-like feature associated with gas release from gas hydrate in Arctic
regions. Scientists at the Russian Academy of Sciences' Institute of Oil and Gas Prob-
lems visited the newest crater during an expedition to Yamal in August 2020 (Credit:
Evgeny Chuvilin) https://www.bbc.com/future/article/20201130-climate-change-the-
mystery-of-siberias-explosive-craters.
Onshore hydrate provinces are located in permafrost regions, where global warming
is more likely to perturb the hydrate stability eld, leading to hydrate dissociation
and release of methane and other greenhouse gases into the overlying sediments, soils
and, eventually, into the atmosphere. The fact that hydrate dissociation represents
both an eect of and a probable contributor to global warming, has sometimes led
to interpretations of catastrophic scenarios on the relationship between gas hydrate
dissociation and climate change - e.g., the so-called clathrate gun hypothesis (Gail
et al., 2013; Kennett et al., 2003; Mascarelli, 2009; O'Connor et al., 2010). However,
most of the largest hydrate regions are found oshore, on continental margins. Here,
the eect of ocean warming on reducing the hydrate stability eld is not instantaneous,
as the time response of the heat propagation through the water column and into the
subsurface is governed by the equations of heat transfer. The increase in pressure at the
seaoor caused by sea-level rise, on the other hand, is nearly immediate, and shifts the
base of gas hydrate stability downwards, resulting in a potential increase of methane
hydrate formation (Maslin et al., 2004). The interaction of global warming and sea
level rise caused by melting glaciers and sea-ice is an example of the complexity of the
eect of climate change on marine gas hydrate systems.
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There is extensive evidence of methane being released from the subsurface into the
atmosphere, especially in high-latitude regions. Warmer climate in the Arctic regions
has been shown to lead to exceeding the threshold temperature for the dissociation
of shallow methane hydrates on continental permafrost (Arzhanov et al., 2020). At
these latitudes, gas emissions can also manifest themselves in explosive events that
leave crater-like features on the surface (Figure 1.4; Arzhanov et al., 2020; Laurion
et al., 2010; Turetsky et al., 2019). Similar geomorphological features (referred to as
pockmarks) are also observed in the marine environment (Riboulot et al., 2016), and
are sometimes associated with gas hydrate systems and uid ow. In marine environ-
ments, however, there are additional factors that mitigate the eect of gas emissions
on climate change. For instance, the methane contained in gas bubbles rising from the
seaoor diuses rapidly into the seawater, and gets oxidised to CO2, increasing ocean
acidication though preventing CH4 release into the atmosphere (Vielstädte et al.,
2015; Wang et al., 2016). Marine hydrates on continental margins are likely under-
going the same dissociation processes as on-shore permafrost hydrates (Ruppel and
Kessler, 2017). However, the synergy between gas hydrate dissociation and warming
climate is a complex system that is the topic of current research (e.g., Farahani et al.,
2021; Ketzer et al., 2020; Mestdagh et al., 2017), and there is no conclusive proof that
large amounts of methane coming from dissociating marine hydrates are reaching the
atmosphere at this stage (August 2021). For this reason, a detailed knowledge of the
sources of greenhouse gas emissions both on- and oshore is necessary.
Role of hydrates as an energy resource
A slightly dierent perspective on gas hydrates research comes from the hydrocarbon
industry. As the world tries to tackle climate change, natural gas from gas hydrates is
sometimes considered a "bridging" energy resource that could assist us in the transition
towards a renewable energy system (Krey et al., 2009; Nakicenovic et al., 2000), as
methane is the cleanest burning fossil fuel. Despite their vast global volume, marine
gas hydrates mainly occur diused in the sediments and in low saturation (Milkov,
2004). However, localised accumulations of gas hydrate in high concentrations have
been discovered in several locations worldwide, which have much greater potential as
an energy resource (e.g., Berndt et al., 2019; Crutchley et al., 2018; Frye et al., 2012a;
Ryu et al., 2013).
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Figure 1.5: Map showing the location of eld tests performed on gas hydrates re-
sources (Chong et al., 2016). The lower table is a summary of methane production
tests from gas hydrate reservoirs after Li et al. (2018)
Production of natural gas from hydrates is not commercially viable yet, as it is much
more technologically challenging than standard hydrocarbon production (Chong et al.,
2016). A typical issue to be overcome is that the hydrate needs to be dissociated in situ
in order to separate the gas molecules from their cages, prior to extraction. Dissocia-
tion can be achieved in several ways, for instance by increasing the in situ temperature
(thermal stimulation), decreasing the pressure (depressurisation) or through the in-
jection of chemical inhibitors. The thermal stimulation method has been used in the
2002 production test to recover gas from permafrost hydrate on the MacKenzie Delta,
Canada (Dallimore and Collett, 2005). In 2013, depressurization was used during the
world's rst methane hydrate production test on the Nankai Trough (Konno et al.,
9
Figure 1.6: Aotearoa's gas hydrate provinces, modied after Pecher (2011).
2017; Yu et al., 2019) and in the China Sea (Zhao et al., 2020). Another method
for methane extraction from hydrates is through injection of CO2, another gas that
forms clathrates, into the reservoir, to allow the replacement of CH4. This method,
known as CO2-CH4 exchange, is theoretically carbon neutral, and has been used in the
Ignik-Sikumi eld experiment on the North Alaska slope (Boswell et al., 2017). As of
2021, global research continues towards the commercial viability of methane production
from gas hydrates, especially in regions where hydrates accumulate in high-saturations
(Boswell et al., 2020).
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1.2 Gas hydrate research in Aotearoa/New Zealand
During the last decades, gas hydrate-related research has experienced a steady in-
crease in Aotearoa/New Zealand, as it has worldwide. There are three main gas hy-
drate provinces on the continental margins around Aotearoa (Fig. 1.6): the Fiordland-
Puysegur subduction margin (Crutchley et al., 2007), southwest of Te Waipounamu
(South Island), the Northland-Taranaki Basin, west of Auckland (Kroeger et al., 2017;
Pecher et al., 2011) and the Hikurangi Margin, east of Te Ika-a-M	aui (North Island).
While much of the research has been focused on the geological processes that lead to
the formation of concentrated hydrate deposits (e.g., Barnes et al., 2010), great interest
has also been addressed to identify and characterise sites of methane seepage out of the
seabed (e.g., Naudts et al., 2010; Watson et al., 2020). Several international research
voyages have taken place in the last few years to investigate gas hydrate systems along
New Zealand's continental margins; amongst these, IODP Expedition 372 took place
in 2018 onboard the R/V Joides Resolution and successfully drilled through the GHSZ
on the northern Hikurangi Margin (Pecher et al., 2018).
1.2.1 The Hikurangi Margin
Along the Hikurangi Margin, east of New Zealand's North Island, the Pacic Plate
subducts obliquely underneath the Australian Plate. The convergence obliquity in-
creases towards the south, nally transitioning into dextral strike-slip tectonics to the
south-east of the Cook Strait, in the Marlborough region (Wallace et al., 2012). The
frontal accretionary prism in the southern Hikurangi Margin is characterised by an
imbricated thrust wedge that builds against a Mesozoic basement backstop (Barnes
et al., 2010). The ridge and basin morphology typical of this part of the margin is
shown in the representative seismic line APB13-58 in Figure 1.7c, where an example
of the BSR can also be observed. The thick sediment sequence is likely composed of
accreted and imbricated turbidites (Lewis et al., 1998).
Evidence of uid ow within the margin has been widely documented: multi-channel
seismic (MCS) data reveal widespread bottom simulating reections (BSR) in shallow
sediments across the Hikurangi subduction margin (Henrys et al., 2003; Katz, 1981).
Moreover, locally intense uid seepage associated with methane hydrate has been ob-
served across the margin (Greinert et al., 2010; Watson et al., 2020).
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The Hikurangi Margin is Aotearoa's principal gas hydrate province, covering an area
of over 50 000 km2. While most of the gas hydrate may be distributed in low concentra-
tions, several regions along the margin have been interpreted as hosting localised high
concentrations (e.g., Fohrmann and Pecher, 2012; Wang et al., 2017b). First estimates
based on regional BSR analysis suggest that the volume of gas in all concentrated
hydrate deposits combined is on the order of ∼5.66 x 1011 m3 (Pecher and Henrys,
2003).
1.2.2 The HYDEE programme
In 2017, the New Zealand Ministry for Business, Innovation and Employment funded
the HYDEE research programme (acronym for "Economic Opportunities and Envi-
ronmental Implications of Energy Extraction from Gas Hydrates"). By undertaking
marine, economic and social science research, the programme has been investigating
the balance between economic opportunities, cultural values and environmental risks
associated with potential extraction of gas from hydrates. The overreaching goal is
to determine where and how gas hydrates could be produced economically, while also
investigating whether production would be socially and environmentally acceptable.
The two main questions that this programme aims to tackle are:
1 Will feasible hydrocarbon production scenarios, either directly from gas hydrates
or through gas hydrates, signicantly impact seaoor stability, ecology or ocean
biogeochemistry?
2 What are the likely socioeconomic implications of gas hydrate production in New
Zealand
From 2018 to 2020, three research voyages were funded or co-funded by the HYDEE
programme (Figure 1.8). The data collected during these voyages allowed addressing
several research aims of the programme such as: determine New Zealand-specic frame-
works (geological and economic) for energy production from and through gas hydrates,
investigate the potential impacts of gas extraction on deep marine ecosystems, provide
new constraints on the relative volumes of sediment hosting low (<10% of pore space)
and high (>40% of pore space) gas hydrate saturations and determine how sensitive
these gas hydrate deposits are to dissociation caused by ocean warming. The primary
aim of the HYDEE I (TAN1808) voyage in September/October 2018 was to collect
geophysical and geological data to identify and characterise areas of concentrated gas
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hydrate accumulations and gas seepage at the seaoor. Based on the analysis of these
data, the HYDEE II research voyage (TAN1904) in July 2019 focused on gathering
biological and biogeochemical data to investigate the impact that changes in seaoor
stability and/or methane ux could have on marine ecosystems. Finally, the main
aim of the HYDEE III voyage (TAN2012) in November 2020 was to characterise and
quantify gas and gas hydrate accumulations in the sub-seaoor, by collecting controlled
source electromagnetic (CSEM) data along collocated seismic proles. Hydro-acoustic
data from these voyages supplement the study of gas hydrate systems by allowing a
quantitative characterisation of the water column and the shallow subsurface.
1.3 Thesis outline
The broad objective of this thesis is to study the interaction between tectonic pro-
cesses, focused uid migration, hydrate formation and seaoor gas seepage at the south-
ern end of the Hikurangi Margin. The novelty of this thesis is to provide a quantitative
assessment of methane budget in terms of: 1) the volumes of gas hydrate stored in
concentrated accumulations within the thrust-ridges and 2) the volumes of methane
emitted at the seaoor at known cold seepage locations.
Chapter 1 The introductory section explains background and scientic relevance of the stud-
ies presented in this thesis.
Chapter 2 This chapter introduces the geophysical methods and theoretical models that are
used in this thesis.
Chapter 3 This chapter presents a detailed analysis of high- and medium-resolution seismic
reection data across Glendhu and Honeycomb ridges, two elongated four-way
closure systems at the toe of the deformation wedge that host highly concen-
trated gas hydrate accumulations. A novel method involving combined seismic
velocity and reectivity analysis and rock physics modelling is used to calculate
hydrate saturation values in localised areas. This work has been published as
Seismic velocity and reectivity analysis of concentrated gas hydrate deposits on
the southern Hikurangi Margin (New Zealand) by Turco F., Crutchley G.J., Gor-
man A.R., Mountjoy J.J., Hillman J.I.T. and Woelz S. in the journal Marine and
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Petroleum Geology.
Chapter 4 This chapter introduces the results of the quantitative characterisation of the
gas hydrate stability zone at the location of two highly concentrated hydrate de-
posits - Glendhu and Honeycomb ridges, presenting rst-order estimates of the
total gas hydrate volumes in place. This work has been published under the title
Characterisation of gas hydrate systems on the Hikurangi Margin (New Zealand)
through geostatistical seismic and petrophysical inversion by Turco F., Azevedo
L., Grana D., Crutchley G.J., Gorman A.R., in the journal GEOPHYSICS.
Chapter 5 This chapter presents the results of 1-D full-waveform inversion studies to charac-
terise the small-scale variability of seismic velocities within the GHSZ at selected
locations.
Chapter 6 This chapter presents the results of a study conducted at ve cold seep locations,
coupling subsurface and water column acoustic imaging to describe the geologic
expression of subsurface gas ow and to constrain the methane uxes at the
seabed.
Chapter 7 This chapter outlines the main conclusions of the studies presented in Chapters
3, 4, 5 and 6, and provides suggestions for future research.
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Figure 1.7: a) Overview of the geographic and tectonic setting of the Hikurangi Margin
in Aotearoa; b) Setting of the southern Hikurangi Margin and one of the available seismic
reection proles. The dashed black line represents the approximate seaoor location of the
deformation front. In yellow is the seismic section APB13-58 shown in c). Map coordinates are
in latitute/longitude (WGS84 datum). c) Overview of large-scale structural features across
Glendhu and Honeycomb ridges; BSR: bottom simulating reection; CHZ: concentrated hy-
drate zone; the yellow and orange reections labelled arbitrary reection highlight folding
of strata within the anticlines. VE: vertical exaggeration at the seaoor. These same reec-
tions are presented in Fig. 3.1 to show the spatial character of folding beneath Glendhu and
Honeycomb ridges.
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Figure 1.8: Southern Wairarapa: map of HYDEE I (TAN1808), HYDEE II
(TAN1904) and HYDEE III (TAN2012) voyages. MCS: multi-channel seismic; CSEM:
controlled source electromagnetic; SBES: single beam echo-sounder; SBP: sub-bottom
proler. Map coordinates are in UTM Zone 60S (WGS84 datum).
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Chapter 2
Geophysical methods for the study of
gas hydrate systems
The methods applied in this thesis are based on multi-channel seismic reection
data, bathymetric and hydroacoustic data and theoretical rock-physics and acoustic
backscatter models. This chapter introduces an overview of these methods and theo-
retical models, while the applications are presented in following chapters.
2.1 Seismic imaging of gas hydrate systems
The presence of gas hydrates within sediment pore spaces signicantly aects the
bulk physical properties of marine sediments (Sloan, 1998). For this reason, indirect
geophysical methods provide the most eective means for identifying large-scale o-
shore gas hydrate deposits. Seismic reection methods have been broadly used for the
study of oshore gas hydrates systems (e.g., Gorman et al., 2002; Katz, 1981; Minshull
et al., 1994; Rodrigo et al., 2009; Shipley et al., 1979).
Seismic waves are sensitive to changes in seismic impedance Z, which is the product
of seismic velocity and density. When the physical properties of the medium through
which the wave is travelling change, seismic energy is partly transmitted and partly
reected across the boundary, following Snell's Law. These contrasts in impedance can
be caused by changes in lithologies or in petrophysical properties such as porosity and
uid saturation between the sedimentary units. The typical indicators of gas hydrates
in seismic data are the presence of bottom simulating reections (BSRs) (Figure 2.1).
BSRs are caused by an impedance contrast at the base of the gas hydrate stability
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Figure 2.1: Examples of evidence of gas hydrates and free gas in seismic data. a), e)
and f) are examples from Pahaua Bank (Lines TAN1808-46 in a) and f), and TAN1808-
42 in e)); b) and d) from Mungaroa Ridge (Lines TAN1808-112 and TAN1808-108,
respectively); c) is located at Tokorakau Ridge (Line TAN1808-56) . See Fig. 1.7 for
locations.
zone (GHSZ), that arises from relatively higher velocities in the overlying gas hydrate-
bearing sediments with respect to the free-gas bearing sediments below it. Pure gas
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hydrate has a P-wave velocity (VP ) of ca. 3300 m/s (Sloan, 1998), more than double
that of seawater (ca. 1500 m/s). Because BSRs dene a change in physical conditions
and not a lithological boundary, they often cross-cut the stratigraphy (Figure 2.1a).
The presence of multiple BSRs has been documented on the Hikurangi Margin and
elsewhere (e.g., Auguy et al., 2017; Barnes et al., 2010; Crutchley et al., 2019; Foucher
et al., 2002; Geletti and Busetti, 2011; Zander et al., 2017) and it can be related to
the migration of the base of the methane hydrate stability zone over time. There are
dierent processes that could cause a shift of the BGHS on subduction margins: sea
bottom warming, changes in sea level, sedimentation and erosion, tectonic uplift or
advection of warm uids from depth. Figure 2.1f shows an example from the southern
Hikurangi Margin, while Han et al. (2021) extensively document and synthetise the
occurrence of multiple BSRs on the northern Hikurangi Margin.
Other typical features observed in seismic data associated with gas hydrate systems
are shown in Figure 2.1. Regions of anomalous high reectivity are often observed at
the base of the GHSZ (Figure 2.1b, 2.1d and 2.1f), which are caused by signicant
dierences in acoustic impedance in porous strata hosting free gas and gas hydrates
in high saturation (Colin et al., 2020; Paganoni et al., 2016; Qin et al., 2020). The
BGHS is typically imaged in the subsurface as having a negative polarity phase, as the
deeper gas-bearing units are characterised by lower acoustic impedance with respect
to water- or hydrate-bearing ones. Figure 2.1e and 2.1f show two examples of free-gas
bearing strata. The example in Figure 2.1e appears to be contained by the decrease of
permeability caused by the presence of gas hydrates in the pore space above the BSR.
Figure 2.1f shows a manifestation of shallow free gas-charged sediments in the immedi-
ate vicinity of an active gas seep. Fluid migration features such as chimneys (Fig. 2.1c)
are often associated with gas hydrate systems, indicating that overpressured uids can
form pathways through the GHSZ upwards towards the seaoor. Vigorous venting
systems on the seaoor are often associated with wide regions of reduced amplitude
(blanking) in the subsurface (Fig. 2.1e).
Despite the broad use of seismic methods for identifying natural gas hydrate oc-
currences since the 1960s (Makogon, 1966), quantitative resource assessments of gas
hydrate reservoir formations are only available for a small number of locations world-
wide, where accurate estimates of petrophysical properties are constrained by in-situ
measurements such as wireline logging, logging-while drilling (LWD) or core data (e.g.,
19
Belleeur et al., 2012; Boswell et al., 2017; Haines et al., 2017; Shukla et al., 2019;
Taladay et al., 2017). Challenges to quantifying the total amount of gas stored and
released in these systems arise mainly from the diculty to accurately constrain petro-
physical properties such as porosity, gas hydrate morphology and saturation at the
regional scale. Understanding the spatial distribution of these properties is the basis
for any attempt of resource assessment of gas hydrates.
2.2 Seismic velocities
Important information that seismic data can give us about the subsurface physical
properties is the speed at which sound waves travel through the media. The seismic
velocity of a rock is mostly determined by its mineral composition and structure, but
it is strongly inuenced by properties like in situ conning stresses, pore pressure, uid
saturation, type of uids, temperature and porosity. Therefore, the ability to retrieve
velocity information from seismic data is a key step for any further physical character-
isation of the Earth's interior. There are dierent methods to estimate the subsurface
distribution of seismic velocities from seismic data: semblance-based velocity analysis,
traveltime tomography and full-waveform inversion are the methods used and described
in this thesis.
2.2.1 Semblance-based velocity analysis
Multi-channel seismic reection data acquisition ensures the multifold coverage of a
specic common mid point (CMP) location with non-zero oset seismic traces, thus
allowing retrieval of the velocity structure of the subsurface. Under the assumption of
horizontally stratied media, reection traveltimes are described by hyperbolae gov-
erned by the traveltime equation:




where x is the oset (distance between source and receiver), VNMO is the average
velocity of the media above the reecting interface and t is the traveltime (Yilmaz,
2001). The normal move-out (NMO) describes the eect of the distance between the
source and the receivers, located at dierent osets; VNMO is derived by Eq. 2.1
assuming a small-spread assumption (osets are small compared to the target depth).
The stacking velocity (Vstk), on the other hand, is the velocity that yields the best
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Figure 2.2: Comparison between proles of interval velocities for CDP 5031 of Line
APB13-21 estimated using dierent methodologies and converted to the time domain:
semblance analysis, raytracing and 1D full-waveform inversion. The velocity values
below the BSR (∼3.9 s) are poorly constrained in all models by the lack of distinct
seismic reections in the data.
t of traveltimes to a hyperbola within the entire spread length of the CMP gather
(i.e. considering all osets). In practice, these two velocities are often treated as being
identical.
Semblance-based velocity analysis of reection seismic data is performed on CMP
gathers: the output is a velocity spectrum, that is a measure semblance along the
hyperbolic trajectories of seismic events governed by velocity, oset, and traveltime.
The 1D velocity proles resulting from the velocity analysis represent the root-mean
square velocity (VRMS, Eq. 2.2), that is the velocity of a wave passing through layers
of dierent interval velocity, and is equal to the stacking velocity when source-receiver
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oset approaches zero and layers are horizontal and isotropic. The VRMS at the reector







where ∆ti(0) is the vertical two-way-traveltime (TWT) of the ith layer, and t(0) is
the total TWT from the surface to that layer. To calculate the interval velocity of a
layer bounded by two reectors (VINT ), the Dix conversion formula is used:
VINT =
√
t2V 2RMS2 − t1V 2RMS1
t2 − t1
, (2.3)
where t2, t1, VRMS2 and VRMS1 are the traveltimes and the RMS velocities of the
deeper and the shallower reectors, respectively. Semblance-based velocity analysis
stands as a basis for the quantitative characterisation of the GHSZ (Chapters 3 and
4). Because conventional velocity analysis is based on the hyperbolic assumption, this
method often fails to provide accurate velocities in areas with complex structures,
dipping strata and sharp lateral changes in the subsurface physical properties.
Figure 2.3: Example of the semblance spectrum of CDP 5031 of line APB13-21 (b)
and the corresponding NMO-corrected CDP gather (a). The interval velocity prole is
shown in Figure 2.2.
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2.2.2 Traveltime tomography
The term tomography in seismology refers to the mathematical inverse method used
for estimating the Earth's physical parameters through the back projection of seismic
data along a raypath that connects sources and the receivers (Dziewonski and Ander-
son, 1984). The goal of traveltime tomography is to update the Earth model, in terms
of seismic velocities, so that dierences between the traveltime arrival of seismic waves
in the observed data and that in the synthetic data are minimized. The reection
traveltime of a seismic wave from the source located at the surface to a reection point
in the subsurface and back to a receiver at the surface is given by an integral of the
dierent traveltime segments along the raypath, which in turn depend on the seismic
velocity at each point along the path. The inversion of traveltimes is by nature a non-
linear problem, which can be formally linearized by a ray-theoretical approximation
of the scalar wave equation, called the eikonal equation (Eq. 2.4), which gives the
traveltime value T (x, y, z) for a ray passing through a point (x, y, z) in a medium with


















where the terms on the left represent the partial derivatives of the 3D traveltime
surface T (x, y, z), and the term on the right is the squared slowness. Kinematically, the
solution to the eikonal equation is also a solution to the wave equation, and it represents
the wavefront in three dimensions at a given instant of time. When this approximation
is valid, small changes in the Earth's model parameters are linearly related to small
changes in reection traveltimes. Like all deterministic inversion methods, traveltime
tomography can be used to update an existing initial model of the Earth's properties.
During ray tracing, the partial derivatives of travel time with respect to the model
velocities and the vertical position of layers' boundaries are calculated analytically.
The traveltime residuals with respect to the observed data are also computed. The
partial derivatives and traveltime residuals are used to update the model parameters
in the optimization step by applying, for example, a method of damped least-squares
to the linearized inverse problem (Zelt and Smith, 1992).
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Figure 2.4: Results of 1D raytracing for CDP 5031 of Line APB13-21: a) shows
the 1D model and the ray paths associated to the reections picked in the seismic
data displayed in (b). b) shows the results of the traveltime inversion: the picks are
displayed in a domain of time versus oset. The length of the picks represents the
approximate error in picking reections, whereas the black lines represent the best-t
move-out modelled by the raytracing algorithm. The inverted VP model is shown in
Figure 2.2.
2.2.3 Full-waveform inversion
The full-waveform inversion (FWI) methodology is capable of imaging the complex
heterogeneous P-wave velocity eld of the subsurface with high accuracy and resolu-
tion. Similarly to traveltime tomography, FWI is formulated as an ill-posed nonlinear
optimization problem, with non-unique solutions, which seeks to minimize the dier-
ence between observed and forward modelled seismic data, updating the Earth model
iteratively. However, contrary to traveltime tomography, which is a ray-based approach
where sound is assumed to act as a ray, FWI is a wave-based method that relies on
the numerical solution of the wave-equation (shown in its 3D scalar formulation in Eq.
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Therefore, the mist function to be minimized is calculated considering not only
the traveltimes, but also the phase and amplitude information of the seismic events.
Chapter 5 provides further details into the method used in this thesis, which con-
sist of a 1D full-waveform inversion code presented by Kormendi and Dietrich (1991)
and extensively applied to gas hydrate studies worldwide (e.g., Crutchley et al., 2011;
Gorman et al., 2002; Korenaga et al., 1997; Pecher et al., 1996; Singh and Minshull,
1994).In this method, synthetic seismograms are forward modelled using the generalised
reection-transmission matrix method (Kennett and Kerry, 1979), and the mists with
the observed data are calculated in the frequency-slowness (ω − p) domain following
the objective function:
S(m) =
||d− dobs||2D + ||m−m0||2M
2
, (2.6)
where dobs is the observed data, d = f(m) is the synthetic data, f is the operator
that maps the Earth model m from the model space M to the data domain D, m0 is
the initial model and || is the L2-norm. The search for the minimum of the objective
function starts in the vicinity of the starting model, and the model update at each
iteration can be written as a perturbation of the model parameters ∆m. Applying a
second order Taylor expansion of the objective function and taking the partial derivative
with respect to the Earth model parameters gives the Frechet derivative (Eq. 2.7),










This derivative will become zero when the inversion converges on the correct model,
in other words when m = m0 + ∆m, with ∆m being the optimal model perturbation.










where the term δS(m)
∆m




as the Hessian. The gradient represents the direction of model update along which the
optimal step length can be found through linear search methods such as the conjugate-
gradient method (Shewchuk et al., 1994).
As for traveltime tomography, FWI is used to update an existing starting model
of the subsurface. Therefore, it requires an accurate starting velocity model (long-
wavelength velocity variation) based on, for example, a prior traveltime inversion or
semblance-based velocity analysis, in order to estimate the ne-scale, short-wavelength
velocity structure (Dietrich and Kormendi, 1990; Kormendi and Dietrich, 1991).
Figure 2.5: 1D full-waveform inversion results for CDP 5031 of Line APB13-21: a)
shows the comparison between synthetic and real τ -p seismograms after 5 successive
runs. The correlation coecient is displayed. b) shows the starting (bold black line)
and inverted (grey line) VP models.
2.3 Rock physics modelling
To be able to estimate the petrophysical properties of the subsurface, such as porosity,
mineralogy and uid or hydrate saturations, they need to be related to the elastic
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properties of a porous rock. Rock physics models provide the link between these
properties (Dvorkin et al., 2014; Mavko et al., 2020). Dierent types of rock physics
models for hydrate-bearing sediments have been proposed in the literature, and they
can be classied in two major groups: 1) empirical models, where rock physics equations
are derived based on empirical relations between the physical properties of interest
measured in laboratory (Lee et al., 2010, 1996; Wood, 1946; Wyllie et al., 1958) and
2) analytical models, where physics-based equations are derived (Dvorkin et al., 2000;
Helgerud et al., 2000; Minshull et al., 1994; Tinivella, 1999).
The rst class of models have been successfully applied to the study of gas hydrate
reservoirs worldwide, although they cannot be easily extended to general applications
because of their dependence on site-specic conditions. For example, Lee et al. (1996)
apply a weighted equation (Eq. 2.9) based on the three-phase time-average (Wyllie
et al., 1958) and the Wood (1941) equations to relate the VP and the hydrate saturation










where VP,wood is the expected P-wave velocity calculated with the Wood equation,
VP,TA is the P-wave velocity calculated with the three-phase time-average equations,W
is a weighting factor of the contribution of the time average and the Wood equations,
and n is a constant simulating the rate of lithication with hydrate concentration. The
second type of models are considered predictive, as they are based on rst physical
principles and do not depend on site-specic parameters. In the next section, I will
describe one of the most commonly used models for unconsolidated sediments bearing
gas hydrates.
2.3.1 Eective medium theory
Helgerud et al. (2000) proposed a physics-based eective-medium model for sedi-
ments containing gas hydrate to quantify gas hydrate saturation from elastic proper-
ties. Eective medium models for sediments containing gas hydrate, as developed by
Dvorkin et al. (2000), rely on the concept of critical porosity φ0, i.e., the porosity value
that marks the transition between the elastic behaviour of a suspension and that of a
grain-supported rock. This value is typically about 0.4 for sedimentary rocks (Mavko
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et al., 2020). In the models proposed by Dvorkin et al. (2000), the sediments contain-
ing gas hydrate are modelled by averaging the elastic properties of the material at the
critical porosity and the pure solid phase material at zero porosity. The models use
the eective moduli of a dense random packing of identical spheres.
Figure 2.6: Dierent types of hydrate morphologies, after Fang et al. (2020)
The hydrate fraction is modelled as part of the matrix phase as an eective medium
in which the elastic moduli, i.e., the matrix bulk modulus Kmat and the matrix shear
modulus Gmat, are computed by averaging the elastic moduli of the mineral component
























where fi is the weight fraction of the solid phase (quartz, clay, hydrate) and Ki and
Gi are their bulk and shear moduli, respectively. The volume of hydrate is:
vhyd = φSH , (2.12)
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where φ is the original porosity and SH the hydrate saturation. Since the hydrate is
considered part of the solid frame, the reduced eective porosity is given by:
φeff = φ(1− SH), (2.13)





where vi are the volumes of each constituent of the matrix. The fractions are nor-
malized such that their sum equals 1 in order to compute the elastic moduli of the
whole solid. At the critical porosity φ0, the values of the bulk modulus KHM and shear















where Pe is the eective pressure in gigaPascals, n is the average number of contacts
per grain and ν is the Poisson's ratio of the solid matrix phase. For porosity values
below the critical porosity φ0, the bulk modulus Kdry and shear modulus Gdry of the






































Similarly, for porosity values above the critical porosity φ0, the bulk modulus Kdry
and shear modulus Gdry are computed using the Reuss (1929) average. Gassmann's
equations (Mavko et al., 2020) are then applied to include the water eect and to
compute elastic moduli of the water-saturated rock:












Gsat = Gdry, (2.21)















where ρ represents density. The density of the saturated rock is given by:
ρ = (1− φ)ρmat + φρ, (2.24)
where ρmat is the density of the matrix, computed as a linear average of densities of
the minerals and hydrate, and ρw is the density of water (see Table 2.3.1 for details).
The elastic properties of hydrate-bearing sediments are aected by the microscopic
distribution of the hydrate within the pore space, as well as by the amount of gas
hydrate present (e.g., Lee and Collett, 2001). Generally, because of the solid state
of methane hydrate, the bulk and shear moduli are greater in rocks that contain gas
hydrates. Therefore, compressional and shear wave velocities are higher in hydrate-
bearing sediments when compared to water-saturated rocks, even though the bulk
density slightly decreases (Dai et al., 2004b). The various types of hydrate occurrence
will aect the elastic properties of the sediment in dierent ways. Several rock physics
models exist in the literature that quantify the eect of hydrate concentrations and
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type of occurrence on elastic properties (Chand et al., 2004; Dvorkin et al., 2000; Sava











Quartz 36.6 45 2.65 Helgerud et al. (1999)
Clay 21 7 2.58 Mavko et al. (2009)
Hydrate 8.4 3.5 0.91 Helgerud et al. (2009)
Water 2.3 0 1.035 Helgerud et al. (1999)
Table 2.1: Examples of rock physics model parameters.
2.4 Hydroacoustic characterisation of gas seeps
On subduction margins, uids are released both from the subducting plate and from
the accretionary wedge, due to dewatering of the subducting sediments and porosity
reduction within the wedge caused by tectonic compression (Barnes et al., 2010), as
shown in Figure 2.7.
Fluid migration is mostly dependent on the existence of permeable pathways such as
fracture zones, faults or permeable strata (Hillman et al., 2020, Crutchley et al. 2021),
that allow the uids to migrate upwards towards the seaoor. On the seaoor, gas
seeps are the most common manifestations of ongoing subsurface uid ow (Judd and
Hovland, 2009). The gases that are expelled from cold seeps on continental margins are
primarily composed of methane, leaving major questions open on how much methane
reaches the ocean surface (McGinnis et al., 2006; Shakhova et al., 2010), how the seeps
are connected to deep hydrocarbon systems and what role gas hydrate dissociation
plays (Reagan et al., 2011), how the gas ow rates change with time and whether
or not there is a relationship between uid ow and seismicity (Bassett et al., 2014;
Bonini, 2019; Legrand et al., 2021).
Estimating the temporal variability of the gas ow rate at seep sites and quantifying
gas volumes escaping from the seaoor has recently become a challenge that can be
addressed by acoustic monitoring of the water column.
31
Figure 2.7: Conceptual model of the structural and stratigraphic permeability be-
neath active gas seeps located at the thrust ridges on the southern Hikurangi Margin.
Image after Barnes et al. (2010).
2.4.1 Acoustic imaging of gas ares
Active hydroacoustic systems are ecient tools for detecting and imaging free gas
seepage in marine environments. Gas bubbles rising in the water are excellent acous-
tic targets due to their strong contrast in acoustic impedance with respect to the
surrounding medium, and can be detected in sonar systems. Bubble clouds arising
from cold vents are typically referred as "ares" in acoustic water column data (i.e.
echograms from single-beam echosounders), because of the typical shape they produce
when ensonied (Fig. 2.8). Acoustic surveys using multi-beam, single-beam or split-
beam echosounders have been used as a standard method for studies of gas emissions
in marine settings, for example, in the Black Sea (Greinert et al., 2010), in the North
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Sea (Böttner et al., 2020; von Deimling et al., 2011), in the Sea of Marmara (Dupré
et al., 2015), as well as in coastal lagoon environments (Duarte et al., 2007) and in
lakes (Granin et al., 2010).
Multibeam
Multi-beam echosounders systems (MBES) ensonify a swath below the hull of the
ship, providing swath bathymetric data, as well as acoustic images of the water column
(Fig. 2.8b). Although these systems are typically used for bathymetric surveys, they
have increasingly been applied to oceanographic studies in recent decades (Colbo et al.,
2014). The advantage of MBES systems is the ability to acoustically image large areas
of the ocean, providing high temporal and spatial resolution data. The data analysed
and presented in this thesis were acquired using a hull-mounted Kongsberg Simrad
EM302 onboard R/V Tangaroa during several scientic surveys (see Chapters 1 and
6). This echo-sounder operates at a frequency of 30 kHz, with an angular sector of
140◦, providing across track coverage of about 3 to 5 times the water depth (depending
on depth and mode) and a maximum ping rate of 10 Hz.
Singlebeam
Active hydroacoustic systems are ecient tools for detecting and imaging free gas
seepage in marine environments. Gas bubbles rising in the water are excellent acous-
tic targets due to their strong contrast in acoustic impedance with respect to the
surrounding medium, and can be detected in sonar systems. Bubble clouds arising
from cold vents are typically referred as "ares" in acoustic water column data (i.e.
echograms from single-beam echosounders), because of the typical shape they produce
when ensonied (Fig. 2.8). Acoustic surveys using multi-beam, single-beam or split-
beam echosounders have been used as a standard method for studies of gas emissions
in marine settings, for example, in the Black Sea (Greinert et al., 2010), in the North
Sea (Böttner et al., 2020; von Deimling et al., 2011), in the Sea of Marmara (Dupré
et al., 2015), as well as in coastal lagoon environments (Duarte et al., 2007) and in
lakes (Granin et al., 2010).
Multibeam
Multi-beam echosounders systems (MBES) ensonify a swath below the hull of the
ship, providing swath bathymetric data, as well as acoustic images of the water column
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Figure 2.8: Example of the use of hydroacoustic data to image water column features
such as gas ares (TAN2012 dataset). a) Split-beam echo sounder Sv data (EK60)
representing the 18 kHz and 38 kHz channels; b) range-stacked view of the same are
as in a) in the multibeam EM302 data.
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(Fig. 2.8b). Although these systems are typically used for bathymetric surveys, they
have increasingly been applied to oceanographic studies in recent decades (Colbo et al.,
2014). The advantave of MBES systems is the ability to acoustically image large areas
of the ocean, providing high temporal and spatial resolution data. The data analysed
and presented in this thesis were acquired using a hull-mounted Kongsberg Simrad
EM302 onboard R/V Tangaroa during several scientic surveys (see Chapters 1 and
6). This echo-sounder operates at a frequency of 30 kHz, with an angular sector of
140◦, providing across track coverage of about 3 to 5 times the water depth (depending
on depth and mode) and a maximum ping rate of 10 Hz.
2.4.2 Bubble backscatter theory and modelling
In this section, I present a theoretical model to estimate the relationship between the
backscattering strength in the acoustic data and the quantity of gas bubbles present in
the water column (Leblond et al., 2014; MacLennan et al., 2002). The energy reected
(or backscattered) by a single bubble of radius a in the water is often modeled as an
equivalent surface referred to as acoustic backscattering cross-section (σbs), expressed





− 1)2 + δ2
, (2.25)
where ω is the frequency of the active source of the acoustic signal, ω1 is the resonance
frequency of the bubble and δ is a dimensionless frequency-dependant damping constant
(Ainslie and Leighton, 2009). For a bubble cloud, the total backscattering volume




where n(a) is the concentration of bubbles in m−3, per classes of size (radii)
n(a) =
n◦ of bubbles of radius a
volume
. (2.27)
When the bubble size distribution is unknown (e.g. when no quantitative optical
measurements of the bubble cloud are available), multi-frequency acoustic measure-
ments are an ecient tool to estimate n(a), as explained in detail in Chapter 6.
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Equation 2.26 states that the volume backscattering coecient is controlled by the
bubble size distribution (BSD) and by the single bubble backscattering cross-section σbs
(Eq. 2.25). In decibels, the backscattering cross-section of a single bubble is expressed
as the target strength:
TS = 10 log10(σbs), (2.28)
and the volume backscattering coecient of multiple discrete bubbles is then ex-
pressed as the volume backscattering strength:
Sv = 10 log10(sv), (2.29)
both in dB relative to 1 m2. In the literature, theoretical models to predict the
acoustic backscattering cross-section of underwater bubbles dier in terms of param-
eters such the bubble size, its morphology, the frequency range of the acoustic signal
and the environment characteristics. For the scope of this thesis, the model proposed
by Ainslie and Leighton (2009) is used (Eq. 2.25).
2.5 Controlled-source electromagnetic methods
Another eective tool for the detection of gas hydrates is electromagnetic surveying.
Like all hydrocarbons, hydrate-bearing sediments are electrically more resistive than
the surrounding sediments saturated with seawater. Controlled-source electromagnetic
methods (CSEM) are sensitive to changes in the bulk resistivity of the subsurface, and
are commonly used for hydrocarbon exploration (Liu et al., 2020). Oshore CSEM
surveys consist in deep-towing a series of electromagnetic receivers and an electric
dipole transmitter around 50 m above the seaoor (Figure 2.9). The analysis and
inversion of resistivity data is useful to constrain the amount of hydrocarbon contained
in the sediments, although it doesn't allow to distinguish between free-gas and gas
hydrate. Often, the joint analysis and inversion of elastic and electromagnetic data is
carried out to achieve a more detailed characterisation of gas hydrate systems (Berndt
et al., 2019; Kannberg and Constable, 2020).
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Figure 2.9: Example of two marine CSEM experiments (Schwalenberg et al., 2016)
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Chapter 3
Seismic velocity and reectivity
analysis of concentrated gas hydrate
deposits on the southern Hikurangi
Margin
This chapter presents a detailed analysis of two concentrated gas hydrate accumu-
lations at Glendhu and Honeycomb ridges, and a rst attempt to quantify the gas
hydrate saturation at discreet selected locations, based on a combined reectivity and
velocity analysis of seismic data. This work has been published as Seismic velocity
and reectivity analysis of concentrated gas hydrate deposits on the southern Hikurangi
Margin (New Zealand) by Turco F., Crutchley G.J., Gorman A.R., Mountjoy J.J.,
Hillman J.I.T. and Woelz S. in the journal Marine and Petroleum Geology ;
CRediT: authors' contribution
Turco F.: Conceptualisation, Software, Formal analysis, Investigation, Data Curation,
Writing - Original Draft.
Crutchley G.J.: Conceptualisation, Methodology, Software, Validation, Resources, Su-
pervision, Writing - Review and Editing.
Gorman A.R.: Supervision, Methodology, Writing - Review and Editing, Resources,
Validation.
Mountjoy J.J.: Writing - Review and Editing, Data Curation.
Hillman J.I.T.: Data Curation.
Woelz S.: Data Curation.
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3.1 Introduction
As explained in Section 2.3, the seismic response of hydrate-bearing sediments varies
signicantly according to the nature and stratigraphic architecture of sedimentary
units, as well as the degree of saturation, as described in detail by Boswell et al.
(2016a). For instance, consider a sand unit of low seismic impedance buried between
two consolidated (high impedance) mud units. With low levels of gas hydrate satura-
tion in the sand unit, the impedance of that layer will begin to increase and approach
the impedance of the neighbouring mud units, which could theoretically result in a
suppression of reectivity from the mud-sand interface (Boswell et al., 2016a; Dil-
lon et al., 1991; Lee and Dillon, 2001; Yoo et al., 2013). As saturations increase to
higher levels (e.g. above 40%), the presence of hydrate in the pore space can lead
to signicantly higher impedance in the sand unit than that of the surrounding mud
units (Boswell et al., 2016a). In this case, strong positive polarity reections from
the hydrate-bearing layer are to be expected. It is also possible that the background
(hydrate free) impedance of a gas hydrate reservoir layer is higher than surrounding
layers, meaning that the reection marking the reservoir layer is a peak rather than a
trough. In such a case, any increase in hydrate saturation within the reservoir layer
will simply increase its impedance and thereby increase the amplitude of the positive
polarity reection. In general, high amplitude reections within the GHSZ, with sim-
ilar polarity to that of the seaoor are expected to indicate highly concentrated gas
hydrate accumulations (several tens %, Belleeur et al., 2006; Boswell et al., 2016a;
Nouzé et al., 2004). If a coherent reection can be traced from beneath the BSR to
above the BSR, a clear change in polarity is often identiable, marking the change
from gas-charged strata (negative polarity) below, to gas hydrate-charged strata (pos-
itive polarity) above. Within the GHSZ, anomalous reectivity corresponding to gas
hydrate-bearing sediments should reveal positive polarity events, i.e. the same polarity
as the seaoor and opposite polarity to the BSR. However, in geological settings where
the sediment layers' thicknesses are below the vertical seismic resolution, tuning eects
often occur, and the identication of hydrate-bearing strata may no longer be possible
based only on polarity observations.
Glendhu and Honeycomb ridges are thrust ridges that lie at the toe of the Hikurangi
accretionary wedge in water depths ranging from 2100 to 2800 m (Fig. 3.1). A re-
cent synthesis of 2D industry seismic surveys allowed the identication and mapping of
highly reective features within the GHSZ on the southern Hikurangi Margin (Crutch-
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Figure 3.1: a) Overview of the geographic and tectonic setting of the Hikurangi Margin in
New Zealand; b) Setting of the southern Hikurangi Margin and the available seismic reection
proles: red lines correspond to the TAN1808 data set, black lines to the APB13 data set.
The dotted black line represents the approximate seaoor location of the deformation front.
In yellow is the seismic section APB13-58 shown in Fig. 1.7. c) Enlargement of the study
area of Glendhu and Honeycomb ridges: the bold dotted line is the deformation front; the
fainter dotted black lines are the seismic proles presented in this paper. The lines coloured
white, red, yellow and black correspond to the portions of seismic proles shown in Figures
3.2, 3.3, 3.4 and 3.6, respectively.
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ley et al., 2019). These data reveal both positive and negative seismic polarity features
that have been interpreted as concentrated gas hydrate and free gas accumulations,
respectively, within layers that are interpreted as relatively high-permeability units.
In this chapter, regions of anomalously high reectivity above the BSR are identied
as accumulations of concentrated gas hydrate, following the approach set out, for exam-
ple, in Boswell et al. (2016a). The over-arching objective of this chapter is to provide a
detailed characterisation of the gas hydrate system at Glendhu and Honeycomb ridges
on the southern Hikurangi Margin. Moreover, the identication of anomalous positive
polarity events is enhanced by quantifying the amount of gas hydrate present in the
pore space of selected sedimentary layers at the top of the concentrated hydrate zones
(CHZ). To this end, a relationship between the seismic velocity and reectivity of these
seismic events and the gas hydrate saturation (SH) is established through rock physics
models for hydrate-bearing sediments (Dvorkin et al., 2000; Lee et al., 1996). Follow-
ing this approach, I make rst-order local estimations of gas hydrate saturation within
the concentrated hydrate zones. The eective medium model for gas hydrate-bearing
sediments (Dvorkin et al., 2000) systematically predicts higher gas hydrate saturations
than the three-phase weighted equation (Lee et al., 1996), which probably underesti-
mates the amount of gas hydrate present in the pore space. The results presented in
this chapter conrm that high gas hydrate saturations (>40%, Yun et al., 2005) can
cause signicant seismic amplitude anomalies within the GHSZ. Moreover, I show that
the combined analysis of seismic velocity and reectivity is a reliable method to locally
estimate gas hydrate saturation based on multi-channel seismic (MCS) data.
3.2 Seismic data processing
This study is based on multi-channel seismic reection proles from two datasets:
APB13 (R/V Duke, 2013) and TAN1808 (M/V Tangaroa, 2018). The acquisition
parameters are described in Table 3.2. The two datasets provide a complementary
basis for characterising gas hydrate systems. The long-streamer low frequency (35
Hz) APB13 industry data enable to image large-scale features, obtain P-wave velocity
models from seismic velocity analysis, and calculate the seaoor reection coecient at
each CDP. In contrast, the short-streamer higher frequency (95 Hz) TAN1808 data al-
low imaging high-amplitude anomalies at higher resolution and carry out more detailed





Airgun (3610 cu. in) GI gun (45/105 cu. in)
Record length 10500 ms 5000-6000 ms
Shot spacing 37.5 m 12.5 m
Streamer length 8100 m 600 m
No. channels 648 48
Group interval 12.5 m 12.5 m




10 - 14 m 4 - 5 m
Table 3.1: Seismic acquisition parameters.
I reprocessed the APB13 data to preserve true relative amplitudes of seismic events.
The processing ow consisted of geometry application and CDP sorting, Butterworth
ltering with corner frequencies of 7, 14, 90, 120 Hz, spherical divergence correction
applied with a velocity eld modelled from seismic velocity analysis, iterative pre-stack
Kirchho time migration, and nal stack of osets up to 3000 m. For near oset
reectivity analysis, I extracted only the nearest four traces prior to stacking, which
corresponded to a maximum incidence angle of ∼2◦. The TAN1808 data were ac-
quired aboard R/V Tangaroa to obtain high-resolution seismic imaging of interpreted
concentrated methane hydrates throughout the southern Hikurangi Margin. The pro-
cessing of TAN1808 data included shot-domain quality control to remove noisy traces,
marine crooked line geometry application, a bandpass frequency lter with corner
frequencies of 7, 14, 150, 200 Hz, FK ltering to remove constant high-dip noise, a
spherical divergence correction with water velocity, CDP sorting and NMO correction
with water velocity, nal stack of all osets, and post-stack Kirchho time migration
with water velocity. For near oset reectivity analysis, I extracted only the rst two
traces of each CDP gather, corresponding to a maximum oset of 192 m and maximum
incidence angle of ∼3◦. I carried out the depth conversion using a velocity function of
1500 m/s above the seaoor reection, and a constant increase of 330 m/s below the
seaoor.
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The depth converted seismic proles were interpreted with the Markit IHS Kingdom
seismic interpretation software package. A BSR could be mapped through most of the
seismic sections and, where it was not present, I inferred the depth of the BGHS by
interpolating from observations either side. The top of the concentrated hydrate zone
(CHZ) was picked as the top of the zone of anomalously high seismic amplitudes and
interpolated between the densely spaced lines.
3.3 Reectivity and velocity analysis
The purpose of the reectivity analysis is to estimate the gas hydrate saturation of a
host layer at a specic location within the GHSZ, assuming that there is a relationship
between the reectivity of such a layer and the amount of gas hydrate hosted within
the sediment pore space. The basis of these interpretations is that concentrated gas
hydrates will lead to strong seismic reections directly above the BGHS, extending
upward towards the seaoor. If a coherent reection can be traced from beneath the
BSR to above the BSR, a clear change in polarity is often identiable, marking the
change from gas-charged strata (low impedance) below, to gas hydrate-charged strata
(high impedance) above. Within the GHSZ, anomalous reectivity corresponding to
gas hydrate-bearing sediments should reveal positive polarity events, i.e. the same po-
larity as the seaoor and opposite polarity to the BSR. In several gas hydrate provinces,
highly concentrated gas hydrate accumulations occur in sedimentary sequences charac-
terised by thin alternating layers of permeable coarse-grained and less permeable ne-
grained sediments. Geophysical and borehole studies at Adaini-Atsumi Knoll in the
Nankai Trough (Fujii et al., 2015), in the Gulf of Mexico (Boswell et al., 2012, 2016a),
in the Ulleung Basin oshore South Korea (Ryu et al., 2013), Borneo (Paganoni et al.,
2016) and oshore SW Taiwan (Berndt et al., 2019; Klaucke et al., 2016) reveal that
the top of concentrated hydrate deposits is commonly represented by a positive polarity
high-amplitude reection, indicating an increase in acoustic impedance.
To estimate gas hydrate saturation, I selected specic seismic events that could be
continuously traced both within the CHZ region and outside of the interpreted upper
boundary of the CHZ in the pre-stack time migrated seismic sections. High-amplitude
seismic events with the same polarity as the seaoor were picked (at their maximum
peak) both within and beyond the CHZ. I assume that the part of the event that lies
outside the CHZ corresponds to a host layer and has negligible gas hydrate saturation
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(SH ≈ 0). This assumption should be conservative, since I made a point of tracing
the events beyond the CHZ, but still within the GHSZ  i.e. it is possible that the
reection represents a layer that has some low level of gas hydrate saturation. I used
the reection coecient beyond the CHZ, together with the background velocity and
density models, to estimate the gas hydrate saturation of the layer within the CHZ,
applying and comparing two dierent rock physics models for hydrate-bearing marine
sediments: 1) an empirical method described by Lee et al. (1996), and 2) an eective
medium model presented by Dvorkin et al. (2000).
The eects of seismic attenuation were considered negligible in this study. Because the
hydrare-free properties of the layers on which we carried out the reectivity analysis
were estimated at the same depth of the CHZ, if seismic amplitudes were corrected for
seismic attenuation, the selected horizons would show a decrease in reection coecient
both outside and within the CHZ, having a negligible impact on the hydrate saturation
estimation.
3.3.1 Three-phase weighted equation
In the rst approach, the relationship between SH and compressional wave velocity
is derived through a weighted equation (Eq. 3.5 Lee et al., 1996) based on the three-
phase time-average (Wyllie et al., 1958) and the Wood (1941) equations. The workow
for the SH calculation consists of the following steps:
1. Estimate the seismic background velocities from velocity analysis.
2. Estimate the layer's density (ρlayer) from the trend calculated from the measured
density values at the sites U1517 and U1518 of IODP Expedition 372 on the
northern Hikurangi Margin (Pecher et al., 2018; Wallace et al., 2019).
3. Calculate the reection coecient at the seaoor Rsf for each seismic trace by
dividing the amplitude of the rst seaoor multiple Am by that of the water-
bottom reection Asf , after correction for spherical divergence (Hyndman and








where Rsf is the seaoor reection coecient, Am is the amplitude of the
rst seaoor multiple, Asf is the amplitude of the seaoor reection, Zsf is
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the acoustic impedance of the seaoor, and Zw is the acoustic impedance of the
seawater above the seaoor.
4. Calculate the reection coecient of the picked seismic event Re by scaling its














where VP,bkg and ρbkg are the background P-wave velocity and density calculated
in step 1, ρm is the density of the matrix, assumed to be 2.62 g/cm3 for marine
sediments (Dvorkin et al., 2000), ρw is the density of water, assumed to be 1.035
g/cm3 and R(e, S = 0) is the mean reection coecient of the hydrate free part
of the picked seismic event (outside the CHZ).
6. Calculate the hydrate saturation required to generate the observed reection










where VP,wood is the expected P-wave velocity calculated with the Wood equa-
tion, VP,TA is the P-wave velocity calculated with the three-phase time-average
equations, W is a weighting factor of the contribution of the time average and
the Wood equations, and n is a constant simulating the rate of lithication with
hydrate concentration. Because of the lack of logging data to constrainW and n,
I calibrated the value of W for the hydrate free part of the reection, assuming
n = 1 as used by Lee et al. (1996).
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3.3.2 Eective medium model
The second approach is based on an analytical model presented by Dvorkin et al.
(2000) which relates SH to the elastic properties of gas hydrate-bearing sediments.
For the dierent types of hydrate morphology, I applied the pore-lling model for SH
below 0.4, and the load-bearing model for higher saturations, based on a number of
laboratory and eld studies (Cook and Waite, 2018; Lee et al., 2010; Yun et al., 2005).
Dvorkin's analytical models relate the elastic properties of hydrate-bearing sediment
to the hydrate saturation, according to the geometrical conguration of the hydrate
present in the pore space. The pore-lling model assumes that gas hydrate forms away
from sediment grains and does not aect the bulk modulus of the solid frame. In
the load-bearing model, gas hydrate acts as a component of the solid sediment frame,
thus altering the elastic moduli of the rock and reducing its porosity. By assuming
a constant eective pressure of 5 MPa, and a critical porosity of 40% (Nur et al.,
1998), I iteratively calculated the elastic response of the hydrate-bearing sediments
at increasing SH , to minimize the dierence between the calculated and the observed
reection coecient at each trace location.
A detailed presentation of this specic rock physics model, as well as the analytical
expression of the petro-elastic properties are described in Section 2.3.
3.4 Results
3.4.1 Concentrated hydrate zones (CHZ)
The most typical indicator of the broad gas hydrate system at Glendhu and Honey-
comb ridges is a discontinuous BSR that can be mapped across the entire study area.
Its amplitude is highly variable, showing stronger reectivity below the anticline struc-
tures and becoming weaker within the syncline between the two ridges (Fig. 1.7c). I
obtained velocity models for the APB13 data by iteratively applying Kirchho pre-
stack time migration and updating the velocity models for each iteration. Figure 3.2
shows the nal pre-stack time migrated sections, with the respective seismic velocity
elds overlaid. All proles show a broad region above the BSR characterised by high
P-wave velocity values (1900-2500 m/s), and a region of variable thickness below the
BSR of lower P-wave velocities (15001700 m/s).
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Figure 3.2: P-wave interval velocities at Glendhu and Honeycomb ridges, overlying the
pre-stack time migrated seismic sections; (a) and (c) show the P-wave velocity variations
at Glendhu Ridge along strike and along dip, respectively; (b) and (d) show the velocity
variations at Honeycomb Ridge along strike and along dip, respectively. The red rectangles
are the locations of the insets shown in Fig. 3.7, and the white dotted lines represent the
seismic reections analysed in terms of reectivity. See Fig. 3.1 for prole locations. VE:
vertical exaggeration at the seaoor.
The high velocities above the BSR probably correlate to gas hydrate bearing sedi-
ments, whereas the low velocities beneath the BSR are representative of free gas within
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the pore space (e.g., Crutchley et al., 2015; Fraser et al., 2016; Pecher, 2011). Concen-
trated hydrate zones (CHZ) beneath the ridges can be identied in both the APB13
(lower frequency) and the TAN1808 (higher frequency) datasets from anomalously high
amplitudes between the BSR and the seaoor (Figs 3.3 and 3.4). The spatial variability
of the CHZs throughout the region is well exemplied by the strike lines (parallel to the
ridges; Figs 3.3a and 3.4a, b) and representative segments of dip lines (perpendicular
to the ridges; Figs 3.3c-j and 3.4c-h). The CHZ beneath both ridges correlates with
the broad zones of high interval velocities determined from semblance analysis of the
long-oset data (Fig. 3.2). The volume of the CHZs at Glendhu and Honeycomb ridges
is 9.4 x 106 m3 and 4.1 x 106 m3, respectively.
At Glendhu Ridge (Fig. 3.3), the high-amplitude reections develop on the landward
NW-dipping strata of the anticline, extending from the BSR upwards towards the
seaoor. On the strike lines (Fig. 3.3a, c, d), the anomalies show high lateral variability
from SW to NE, and the BSR is patchy and uplifted in some locations (Fig. 3.3a, 4h,
4j). Figure 3.3a also shows the location of active seaoor gas seepage, projected onto
the seismic line (locations after Watson et al., 2020). In Figure 3.3i and 3.3j, at
spots beneath the crest of Glendhu Ridge have been interpreted as gas-water contacts
(Crutchley et al., 2019).
Figure 3.4 illustrates the high-amplitude anomalies at Honeycomb Ridge. Unlike
Glendhu Ridge, where the only available strike lines are coincident (APB13-21 and
TAN1808-38), the presence of two seismic sections trending NE-SW (TAN1808-39 and
APB13-17) provides a better understanding of the three-dimensional geometry of the
high-amplitude anomalies. Active gas seepage out of the seaoor has also been ob-
served on the crest of Honeycomb Ridge (Watson et al., 2020); the locations are shown
in Fig. 3.3a and b. Where the stratigraphy crosses the BSR, polarity reversal can be
noted (Fig. 3.4c and d), showing the transition from hydrate-bearing (above) to free
gas-bearing sediments (below). Strong reections below the BSR are observed at Hon-
eycomb Ridge, displaying typical negative polarity in the TAN1808 data (Fig. 3.4c)
and, curiously, positive polarity in the APB13 data (Fig. 3.4d).
The densely-spaced 2D seismic lines have enabled us to map both the BGHS and
the top of the CHZ. At both ridges, I interpreted the top of the CHZ by considering
the occurrence of anomalously high-amplitude reections with the same polarity as the
seaoor (positive polarity), corresponding to an increase in P-wave velocities. This
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Figure 3.3: Glendhu Ridge overview (see Fig. 3.1c for prole locations): along strike seismic
section (a), showing the location of the sections along dip (panels c-l); (b) frequency content of
the two reprocessed data sets: TAN1808 (c) and APB13 (d); (c) and (d) are enlargements of
the red rectangle in (a) in the TAN1808 and APB13 data, respectively; (e-j) panels showing the
NW-SE trending sections intercepting line APB13-21 and TAN1808-38; CHZ: concentrated
hydrate zone; BSR: bottom simulating reection; gwc: gas-water contact; nf: normal faults;
pt: protothrusts. Projected ares are locations of active gas seepage (Watson et al., 2020,
acoustic ares) projected onto these proles. VE: vertical exaggeration at the seaoor.
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Figure 3.4: Honeycomb Ridge overview (see Fig. 3.1c for prole locations): along strike
seismic sections TAN1808-39 (a) and APB13-17 (b), showing the location of the sections along
dip (c-h panels); (c-h) panels show the NW-SE trending sections intercepting line APB13-17
and TAN1808-39; (i) frequency content of the two reprocessed data sets TAN1808 (a) and
APB13 (b); insets in a), b), c) and d) show waveforms of the indicated locations 1-4; CHZ:
concentrated hydrate zone; BSR: bottom simulating reection; pt: protothrusts. Projected
ares are locations of active gas seepage (Watson et al., 2020, acoustic ares) projected onto
these proles. VE: vertical exaggeration at the seaoor.
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Figure 3.5: (a) Structural map of the geology underlying Glendhu and Honeycomb ridges
(arbitrary surfaces and main faults shown in section APB13-58 in Fig. 1.7c); (b) thickness
and extent of the CHZ and its relation to the geological structures from (a).
type of reection has been interpreted as the top of CHZs in other studies in oshore
Chile (Rodrigo et al., 2009), Taiwan (Berndt et al., 2019; Klaucke et al., 2016) and
Japan (Fujii et al., 2015; Taladay et al., 2017), among others. Using a mean seismic
interval velocity of 2000 m/s, consistent with the seismic velocities in the CHZ intervals
(Fig. 3.2), I have converted these horizons to depth to estimate the thickness of the
CHZ beneath both Glendhu Ridge and Honeycomb Ridge (Fig. 3.5). The distribution
of the CHZ beneath each ridge (Fig. 3.5b) correlates with stratigraphic closures (Fig.
3.5a) that I have characterised by mapping out the arbitrary reections highlighted in
yellow and orange in Fig. 1.7c.
3.4.2 Structural analysis of Glendhu and Honeycomb ridges
The joint interpretation of seismic proles of dierent frequency content and reso-
lution provides a more detailed understanding of the structural framework of the two
ridges than was previously possible (Crutchley et al., 2019), as well as allowing the
identication of ner scale features. NE-SW oriented proto-thrusts can be observed on
the seaward side of Honeycomb Ridge (e.g. Fig. 3.4f), and a developing back-thrust
is clearly visible on its landward side (Fig. 1.7c). Glendhu Ridge is also underlain
by proto-thrusts, but in this case occurring on the landward side of the ridge. The
distribution of landward-verging and seaward-verging thrusts surrounding both ridges
is shown in Figure 3.5a, in relation to the locations of the ridge crests and the broad
folding of selected arbitrary reections. The longitudinal hinge lines of both anticlines
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Figure 3.6: Deformation processes at Glendhu Ridge: (a) Glendhu anticline aected by
collapse normal faulting on the slope (b); (c) proto-thrusts (indicated by black arrows) devel-
oping NW of the ridge crest, deforming the sedimentary sequence; (d) enlargement from an
adjacent seismic prole (TAN1808-36) showing proto-thrusts. The projected location of this
panel is shown on Line TAN1808-35 in (c). VE: vertical exaggeration at the seaoor.
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are not coincident with the bathymetric crest of the ridges; instead, they intercept the
seaoor on their seaward slope. At the Glendhu site, the oset between the hinge of
the anticline and the bathymetric crest of the ridge is greater than at the Honeycomb
site (Fig. 3.5). NW of Glendhu Ridge, the Urut	 Basin sequence is characterised by a
thick sedimentary cover of mostly undeformed sediments that thins towards the crest
of the ridge (Figs 1.7c and 3.6c), as they have been deposited contemporaneously with
its uplift (Barnes et al., 2010).
Figure 3.6 highlights the diversity of compressional and extensional structures char-
acterising Glendhu Ridge. The seaward slope of the ridge is cored by a series of
closely-spaced seaward-dipping normal faults (Fig. 3.6a and b), whereas the landward-
dipping sediments on the landward side of the ridge host a series of proto-thrusts (Fig.
3.6c and d). The normal faults extend very close to the seaoor and cut through the
central region of the anticline, extending almost as deep as the BSR. The proto-thrusts
appear to cut through the clear BSR and deform the overlying sedimentary sequence
to a shallower depth, only a few tens of metres below the seabed. In some cases, bright
spots are associated with the faults (Fig. 3.6d).
3.4.3 Reectivity analysis and hydrate saturation
In the absence of direct measurements from well log data, rst order estimates of the
gas hydrate saturation in the CHZs can be made based on seismic velocity and near
incidence reectivity analysis. I carried out reectivity analysis on selected reections
that cross the CHZ, intercepting the BSR and the top of CHZ (Fig. 3.7). These
reections could be continuously picked within and beyond the CHZ, which is assumed
to be hydrate-free, as explained in Section 3.3. Using the empirical model by Lee et al.
(1996), and assuming zero background gas hydrate saturation for the part of the layer
that is beyond the limit of the CHZ (yellow segment in Fig. 3.7), I estimate methane
hydrate saturations between 0.05% and 40% within the Honeycomb CHZ, and ∼14%
at the Glendhu CHZ. The values of hydrate saturation at the same horizons estimated
using Dvorkin et al. (2000) models are also shown in Fig. 3.7. Hydrate saturations
estimated from the higher frequency near-incidence data reach values of over 90% in
the NW dipping side of the Honeycomb anticlinal structure, close to the apex of the
fold (Fig. 3.7a and b) whereas those estimated from the lower frequency data at the
same location are lower, around 40-65%. Saturations range from ∼18% to ∼25% at
the Honeycomb CHZ (Fig. 3.7d), although a peak of ∼40% is observed just above the
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BSR. Values of ∼20% to ∼38% are estimated at the Glendhu Ridge CHZ (Fig. 3.7c).
3.5 Discussion
3.5.1 Evolution of thrust ridges at the deformation front
The analysis of seismic proles along Glendhu and Honeycomb ridges allows us to
study the interactions between tectonic, sedimentary and erosive processes at the toe
of the southern Hikurangi deformation wedge. These processes play an important role
in the uid ow system and the way gas hydrate forms and accumulates. Honeycomb
Ridge, right at the deformation front of the wedge, is a young thrust ridge, whereas
Glendhu Ridge is interpreted as a more developed structure that has undergone tectonic
deformation for a longer time, assuming in-sequence fault propagation at the advancing
deformation front. A schematic representation of the evolution of these ridges based
on representative seismic sections from the analysed dataset is shown in Figure 3.8,
from the initial development of the deformation front to later stage faulting, folding,
sedimentation and erosion. Initially, the stratied sedimentary layers are folded very
gently (limb angles < 1◦) as strain is transferred into the trench ll sequence in front
of the accretionary wedge. The developing stratigraphic trap geometry is sucient to
focus free gas accumulation to the apex of the fold (Fig. 3.8a). Moreover, the decreased
seaoor gradient causes a reduction in the transport of larger-grained sediments across
the incipient ridge, hence increasing the deposition of coarse-grained sediments on
the landward side of the ridge. Deformation continues, resulting in tighter folds and
the appearance of a clear fold geomorphology at the seaoor dening the location
of the deformation front (Fig. 3.8b). As folding progresses and the ridges become
more mature, a pronounced asymmetry develops as a result of sedimentation landward
of the ridge crests, which form baes to sediment transfer from the shelf-break to
the Hikurangi Trench. Erosion of the seaward anks means that the ridge crest steps
landward of the fold apex. As the ridges develop, there is often a seaward rotation of the
hinge of the anticline reecting asymmetric folding with thrust fault propagation (Fig.
3.8d). Backthrusts may develop on the landward side of the ridge to accommodate
the increasing degree of deformation in the more mature ridges. Stratigraphically-
controlled upward gas migration continues along the steeply-dipping strata, above the
thick free gas zone, promoting the accumulation of concentrated gas hydrates beneath
the ridge crest (Fig. 3.8d).
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Figure 3.7: Reectivity analysis and gas hydrate saturation estimates for selected seismic
reections (see Figs 1c and 3 for prole locations). The selected reections are shown by the
dotted lines (green dotted lines within the CHZ; yellow dotted lines beyond the CHZ. Seismic
velocities are overlain on the seismic data. a) Along-dip seismic section TAN1808-04, which
is nearly coincident to the section shown in b), therefore the seismic velocities estimated from
APB13-60 data are shown; b) Along-dip reprocessed seismic section APB13-60; c) Along-strike
seismic section TAN1808-38 showing Glendhu Ridge CHZ; d) Along-strike reprocessed seismic
section APB13-17 showing Honeycomb Ridge. The panels on the top of the seismic proles
represent the reection coecient measured at the seaoor and at the selected layer (red and
black lines, respectively), and the estimated gas hydrate saturation using Lee et al. (1996)
empirical model (dark-blue curve, SH,L) and Dvorkin et al. (2000) eective medium theory
model (light-blue curve, SH,D), based on the background P-wave velocity and reectivity
(see Section 3.3). The top and base of the CHZ are represented by the green and red lines,
respectively; BGHS: base of gas hydrate stability. The small black arrow in d) is pointing
at a hydrate saturation peak occurring just above the BSR. This could be an artefact in the
gas hydrate saturation estimate due to the abrupt reduction of the reection coecient of the
seaoor (red curve) at this location.
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3.5.2 Stratigraphic versus structural control on uid ow
An important aspect in the characterisation of gas hydrate systems is understanding
the factors that control the supply of gas for hydrate formation. Several gas migra-
tion mechanisms have been proposed to explain the occurrence of concentrated gas
hydrate accumulations in marine sediments, spanning diusive short range migration
of methane in solution, to advective long range migration of free gas from beneath the
BGHS (Boswell et al., 2012; Cook and Malinverno, 2013; Crutchley et al., 2015; Hill-
man et al., 2017; Malinverno, 2010; Nole et al., 2016; VanderBeek and Rempel, 2018).
In this study, I have used high-amplitude seismic anomalies congruent to an increase
in P-wave velocity as the main proxy to identify the extent of the CHZs (e.g., Berndt
et al., 2019). From our data, the relative contributions of diusion-driven dissolved
methane migration (Malinverno, 2010) and advective gas migration into the GHSZ are
dicult to separate. However, based on the occurrence of low-velocity zones beneath
the CHZs of both Glendhu and Honeycomb ridges (Fig. 3.2c and d), the most likely
mechanism for hydrate formation in these ridges is advective gas migration into the
GHSZ from below the BSR. Gas hydrate recycling within these ridges is a mechanism
that probably leads to ongoing gas and gas hydrate accumulation with time (Crutchley
et al., 2019). Diusion-driven methane migration within the GHSZ is likely to supple-
ment the long-range gas migration.
The CHZs mostly follow the stratigraphy of the sedimentary layers within the GHSZ
(Figs 3.3 and 3.4), and are not observed extending along the faults identied in the
seismic data (Fig. 3.6). The bright spot observed in Fig. 3.6d could be evidence of
uid ow focusing toward the tips of secondary thrusts, but neither the amplitude nor
the extent of this bright spot are comparable to the highly reective features charac-
terising the CHZs directly above the BGHS (e.g. Fig. 3.4). The general absence of
high-amplitude anomalies along secondary thrusts and normal faults seems to indicate
that focused uid ow into the hydrate system of these ridges is primarily driven by
the stratigraphy rather than by structural elements. It is worth noting that there is
pronounced lateral (along strike) variation in the CHZ evident in the strike lines on
Glendhu Ridge (Figures 3.2 and 3.3). This lateral variation may represent signicant
lateral (along-strike) heterogeneity in terms of reservoir quality and/or along strike
variations in gas ux into the key reservoir layers.
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Figure 3.8: Schematic representation of the evolution, progressing from (a) to (d) of a
CHZ in a thrust ridge at the southern Hikurangi Margin; GHSZ: gas hydrate stability zone;
BGHS: base of gas hydrate stability; CHZ: concentrated hydrate zone; Z: acoustic impedance.
The right inset in (a) shows the seismic response of sub-seismic scale units and the possible
tuning eects occurring both above and below the BSR. Although not to scale, panel (c) is
representative of the current geometry of Honeycomb Ridge and panel (d) is representative
of the more mature Glendhu Ridge. The inset in panel (c) shows the seismograms of the low-
and high-resolution seismic data (blue and black seismic traces, respectively).
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The fact that CHZs are observed mainly in the landward-dipping strata of anticlines
has been described by Crutchley et al. (2019), who suggested that higher sedimentation
rates on the landward sides of thrust ridges lead to preferential gas hydrate recycling,
free gas injection and gas hydrate formation within permeable coarse-grained layers.
In addition, the presence of growing structures impacts directly the sedimentation,
favouring the deposition of coarser-grained deposits landward of the ridge crests, from
density ows coming from nearby canyons or from the landward slopes. Our estimates
of gas saturation from both landward-dipping and seaward-dipping strata within a
given anticline (Honeycomb Ridge) tend to support this interpretation, as the extent
and average saturation of concentrated gas hydrate estimated from the reectivity
analysis on a seaward-dipping reection (Fig. 3.7d) is lower than that of a landward-
dipping layer (Fig. 3.7a and 3.7b).
A key point for reservoir characterization is understanding the nature of the CHZs.
Some seismic horizons, like the ones shown in Figure 3.7, are characterized by an
abrupt decrease of amplitude at the edge of the CHZ. The amplitude damping could
be explained either by a lateral decrease in hydrate saturation within a relatively
homogeneous sedimentary unit (Tamaki et al., 2017) or by a lateral decrease in reservoir
continuity/quality (Boswell et al., 2012). From 2D seismic data alone it is not clear
what the cause of amplitude damping at the margins of the CHZs might be. Further
quantitative investigations comparing landward- to seaward-dipping strata would be
needed to provide a more robust assessment of dierences in hydrate saturation across
the ridges. Ultimately, drilling would be required to determine the relative importance
of reservoir quality deterioration versus hydrate saturation reduction as the primary
control on the margins of the CHZs.
3.5.3 Comparison of Glendhu and Honeycomb ridges
The proximity of these two ridges and the fact that they record increasing tectonic
deformation means they provide a valuable comparison in terms of how gas hydrate
systems respond to progressive deformation. Assuming a major stratigraphic control
of uid migration and gas accumulation, the role of the angle at which the strata cross
the BGHS has been argued to be a signicant factor in hydrate formation and accu-
mulation (Chatterjee et al., 2014; Crutchley et al., 2019). Our analysis of Glendhu and
Honeycomb ridges suggests that the vertical extent of a CHZ is a function of the steep-
ness of the strata crossing the BGHS (calculated in Crutchley et al. (2019)), which in
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turn is dependent on the structural maturity of the ridges. For all of the seismic data
analysed, strata-to-BGHS angles (following the nomenclature of Crutchley et al., 2019)
at the Glendhu CHZ aregreater than strata-to-BGHS angles at the Honeycomb CHZ:
0-37◦ (±5◦) at Glendhu Ridge and 0-25◦ (±4◦) at Honeycomb Ridge (Fig. 1.7c). The
more steeply dipping strata are interpreted to enhance gas migration upward along-
strata into the GHSZ, resulting in CHZs that are more vertically extensive (i.e. they
extend further from the BGHS towards the seaoor). Our analysis of the depositional
and erosional processes during the evolution of the ridges shows that the steepness
relationship I see is related to the maturity of the ridge. On the more mature Glendhu
Ridge, the CHZ has moved landward of the anticline core with ridge evolution and
is now located within the backlimb of the anticline where stratigraphic dip is greater.
This observation may indicate that more signicant CHZs will be found in more ma-
ture structures as a function of ridge evolution rather than simply a longer period for
gas accumulation and hydrate formation. However, the potential source rock volume
drained by each structure also plays an important role in the formation of CHZs: the
Glendhu anticline has drained a larger volume of sediments for a longer period than
the Honeycomb anticline.
Interestingly, the BSR at Glendhu Ridge shows localised shoaling in some seismic
sections (Fig. 3.3a, h, j). It is possible that BSR shoaling can be an artefact of viewing
data in the time domain when anomalously high seismic velocities above the BSR have
not been accounted for (i.e. a velocity pull-up eect). However, this is unlikely since
I only observe the shoaling in particular locations beneath the CHZ, despite the BSR
being well-imaged beneath the broad CHZ (Fig. 3.3a). A more probable explanation
for the BSR shoaling is that it is caused by focused upward uid ow associated with
pronounced advective heat ow, resulting in an upward deection of the BGHS (c.f.
Crutchley et al., 2014; Pecher et al., 2010; Shedd et al., 2012). The BSR shoaling occurs
in proximity to the apex of Glendhu Ridge, which is where exural extension develops
that may produce signicant secondary permeability (Barnes et al., 2010; Wang et al.,
2017a). However, since I see little evidence for focused uid ow along exural normal
faults (Section 3.4), it is more likely that localised anomalous advective heat ow
beneath Glendhu Ridge is primarily a function of steeper stratigraphic dips than those
observed at Honeycomb Ridge, where I do not observe BSR shoaling. That said, sub-
seismic scale structures (faults and fractures) cannot be ruled out as contributing to
increased vertical uid ow.
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3.5.4 Seismic resolution and tuning eects
The increase in acoustic impedance due to the presence of gas hydrate in the pore
space should result in a reection with a similar polarity to that of the seaoor (Boswell
et al., 2016a); on the other hand, free-gas bearing units should be characterized by an
opposite seismic response (i.e. decreasing acoustic impedance). However, if the thick-
ness of the units is below the vertical seismic resolution, tuning eects might occur
(Waite et al., 2019). Two strong negative polarity responses may interfere construc-
tively and generate a strong positive phase with small negative lobes, and vice versa.
The general threshold for vertical seismic resolution is usually 1
4
of the dominant wave-
length, which in turn is dependent on the data dominant frequency and the seismic
velocities (Yilmaz, 2001). For seismic velocities ranging from 1500 to 2000m/s, the
APB13 and the TAN1808 data have a vertical resolution of 10-14 and 4-5 m, respec-
tively. An example of constructive interference can be seen at Honeycomb Ridge, where
strong reections below the BSR display negative polarity in the higher frequency data
(Fig. 3.4c), but positive polarity in the lower frequency APB13 data (Fig. 3.4d). I
suggest that the positive polarity events beneath the BSR in Figure 3.4d are caused
by thin gas charged strata that cause a tuning eect in the lower frequency data.
3.5.5 Sensitivity of hydrate saturation estimates
The gas hydrate saturations estimated through the empirical rock physics model
(Lee et al., 1996) are systematically lower than the saturations obtained applying the
eective medium theory model (Dvorkin et al., 2000). The analytical Dvorkin's model
better describes the occurrence of the high amplitude seismic anomalies, which are
commonly caused by high hydrate saturations (>30-40%, Lee et al., 2010; Yun et al.,
2005). In general, the reectivity analysis method for local estimates of hydrate sat-
uration relies on a set of assumptions. Firstly, because it is possible to assess only
the P-wave background velocity from the seismic data, the bulk density is estimated
based on the density logs measured at the sites of IODP Expedition 372 in the north-
ern Hikurangi Margin (Pecher et al., 2018). Despite the drill sites' location, 400 km
northeast of the study area, the averaged trend is compiled from density logs that are
characteristic of sediments from the mid-lower slope and from the subduction trench,
so they are assumed to be representative of the conditions in the area of the Glendhu
and Honeycomb ridges. Secondly, I assume that the seismic reections corresponding
to the host layers beyond the CHZ have a positive polarity (Fig. 3.7); this choice is
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relatively arbitrary, since it is not possible to directly relate acoustic impedance values
to changes in lithology from our data. Nevertheless, by assuming that the hydrate-
free layer has a positive polarity reection, the hydrate saturation of that layer within
the CHZ are possibly being underestimated. Finally, because our approach is based on
seismic reectivity, the results are dependent on the vertical resolution of the seismic
data, which is 14 m for the reprocessed APB13 data and 5 m for the TAN1808 data,
considering dominant frequencies of 35 and 95 Hz, respectively (Fig. 3.3b and 3.4i),
and an average seismic velocity of 2000 m/s within the CHZs.
The reection coecients of the selected seismic events are related to the peak am-
plitude of that event at each CDP location. The gas hydrate saturation estimated at
the Honeycomb Ridge CHZ from the higher resolution data (Fig. 8a) is higher than
the gas hydrate saturation estimated from the medium resolution data on the same
ridge (Fig. 3.7b), even though the selected seismic reection is likely to represent the
same geological horizon in both sections. The observed seismic response is represen-
tative of a vertical interval equal to the seismic resolution, as shown in Figure 3.8c
(inset). Therefore, both the elastic properties estimated from the seismic data (P-wave
velocity and density) and the derived gas hydrate saturation values, are averaged over
such thicknesses.
The comparison of the reectivity analysis results between the two datasets at the
same location clearly show the higher frequency data allow us to resolve thinner layers
and presumably higher local gas hydrate saturations. Because of the higher resolution, I
expect the reection coecients estimated from the TAN1808 data to be more accurate
than those estimated from the lower resolution APB13 data. Sub-metre sedimentary
units have been documented in similar geological settings, dominated by a turbiditic
sedimentary pattern (Fujii et al., 2015), and are likely to be present in this area. There-
fore, it is also likely that there are occurrences of thinner coarse-grained layers bearing
gas hydrate at higher concentrations, interbedded with hydrate free ne-grained layers,
typical of turbiditic deposits that are common along continental margins. Studies from
the rst oshore production tests in the Nankai Trough o Japan, for example, report
the occurrence of thin turbidite assemblages with highly concentrated (50%-80%) gas
hydrate present in tens to hundreds of centimetres thick sandy intervals (Fujii et al.,
2015). Logging-while-drilling data from the Gulf of Mexico Boswell et al. (2012); Lee
et al. (2012) and in the Krishna-Godavari Basin (Joshi et al., 2019; Pandey et al., 2019;
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Yadav et al., 2019) show similar patterns of thin, high hydrate saturation (>50%) sands
interbedded with ne grained, low hydrate saturation muds.
3.6 Conclusions
This chapter presents a detailed structural characterisation and combined seismic
velocity and reectivity analysis of Glendhu and Honeycomb ridges at the deformation
front of the southern Hikurangi Margin. Two concentrated hydrate zones (CHZs),
characterised in seismic data by high-amplitude reections congruent with high seismic
velocities, are identied beneath the two ridges. The CHZs occur in the cores of two
four-way closure systems, and lie above a discontinuous BSR that indicates free gas-
bearing strata below. The results suggest that the extent of the accumulations is a
function of the steepness of the strata crossing the BSR, and that the main driving
mechanism for concentrated hydrate accumulation in the study area is along-strata
gas migration. A comparison of the two ridges provides insight into the evolution of
thrust related anticlines at the toe of the accretionary wedge, suggesting that older
structures situated further landward of the deformation front are more likely to host
more extensive CHZs than the deeper and younger ridges located at the deformation
front. This reects the interplay of deposition and erosion driving the location of the
CHZs away from the gentle stratigraphic dips in the core of the anticline into the
steeper dips in the (landward) backlimb of the more structurally mature anticlines.
Moreover, older structures are likely to have drained a larger region of potential source
rocks for a longer time. The estimated gas hydrate saturations at selected locations
within the CHZs vary widely, depending on the rock physics model that is used. The
eective medium theory model is likely to be more accurate than the empirical three-
phase weighted equation, and predicts saturation values mostly ranging between ∼30%
and ∼60%, but exceeding ∼90% on a very reective seismic horizon in the axial region
of Honeycomb Ridge. In general, the gas hydrate saturation estimates are considered
to be averaged values over vertical zones with thicknesseson the order of the seismic
data resolution (5  14 m). Due to the limited vertical resolution of the seismic data, I
cannot rule out the presence of higher hydrate saturations at a smaller scale. Further
studies are required to better constrain the physical properties of the reservoir lithology
and to better characterise the hydrate accumulations at this site in terms of pore space
gas hydrate saturations, reservoir connectivity and permeability.
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Chapter 4
Characterisation of gas hydrates
systems through geostatistical seismic
and petrophysical inversion
This chapter is focused on the quantitative characterisation of the Glendhu and
Honeycomb concentrated hydrate deposits, described in detail in Chapter 3, based on
the inversion of long-oset seismic data for petrophysical properties. This work has
been published under the title Characterisation of gas hydrate systems on the Hiku-
rangi Margin (New Zealand) through geostatistical seismic and petrophysical inversion
by Turco F., Azevedo L., Grana D., Crutchley G.J., Gorman A.R., in the journal
GEOPHYSICS.
CRediT: authors' contribution
Turco F.: Conceptualisation, Software, Formal analysis, Investigation, Data Curation,
Writing - Original Draft.
Azevedo L.: Methodology, Software, Validation, Resources, Supervision, Writing - Re-
view and Editing.
Grana D.: Supervision, Software, Methodology, Writing - Review and Editing, Valida-
tion.
Crutchley G.: Supervision, Visualization, Project administration, Funding acquisition,
Data Curation.
Gorman A.: Supervision, Project administration, Funding acquisition, Data Curation.
63
4.1 Introduction
The presence of gas hydrates within sediment pore spaces signicantly aects the
bulk physical properties of marine sediments (Sloan Jr and Koh, 2007). For this
reason, indirect geophysical methods such as multi-channel seismic methods (MCS)
provide the most eective means for identifying large oshore gas hydrate deposits.
However, despite the broad use of these methods for identifying natural gas hydrate
occurrences since the 1960s (Makogon, 1966), quantitative resource assessments of gas
hydrate reservoir formations are only available for a small number of locations world-
wide, where accurate estimates of petrophysical properties are constrained by in-situ
measurements such as wireline logging, logging-while drilling (LWD) or core data (e.g.,
Belleeur et al., 2012; Boswell et al., 2012; Haines et al., 2017; Shukla et al., 2019;
Taladay et al., 2017). In unexplored sedimentary basins with no wells, seismic data
are often the only information available for quantitative studies of rock properties such
as seismic velocities, density and attenuation. Seismic inversion provides a means to
characterize these sub-surface properties at high resolution  i.e., vertical resolution
on the order of the wavelength of the seismic signal being inverted. In a traditional
petroleum exploration workow, seismic reection data are rst inverted for elastic
properties such as compressional and shear velocities (VP and VS, respectively) and
density (Tarantola, 2005), then the elastic properties are converted into petrophysi-
cal parameters through inverse methods (e.g., Dai et al., 2008; Doyen, 2007; Grana,
2016; Grana and Della Rossa, 2010; Mukerji et al., 2001). A variety of probabilistically
based seismic inversion methods have been trialled that generally depend on assump-
tions, a priori information, and global optimisation methods (e.g., Buland and Omre,
2003; Doyen, 1988). Doyen (2007), Bosch et al. (2010) and Azevedo and Soares (2017)
provide detailed reviews of seismic inversion methods that incorporate rock physics
information for quantitative seismic reservoir characterisation.
Over the last 20 years, both deterministic and probabilistic seismic inversion tech-
niques have been applied successfully for gas hydrate characterisation. Some studies
have focused on the investigation of the nature of the BSR (Pecher et al., 1998; Tinivella
and Accaino, 2000), others have unraveled the physical properties of the entire gas hy-
drate stability zone in terms of seismic attenuation (Singhroha et al., 2016), velocities
(Gassner et al., 2019; Gorman et al., 2002; Minshull et al., 1994), resistivity (Gehrmann
et al., 2016; Kannberg and Constable, 2020) or a combination of these (Berndt et al.,
2019), through analysis and inversion of controlled source seismic and electromagnetic
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Figure 4.1: Flow chart representation of the geological modelling workow used to predict
the spatial distribution of gas hydrate saturation and porosity. The following shorthand terms
are used: VP = P-wave velocity, VS = S-wave velocity, ρ = density, φ = porosity, SH = gas
hydrate saturation, CDP = common depth point, OF = objective function, NMO = normal
move-out, AVA = amplitude versus angle, LFM = low frequency model, RPM = rock physics
model.
data. Theoretical rock physics models relate petrophysical properties such as hydrate
saturation (SH) and porosity to elastic properties and seismic amplitudes (Dvorkin
et al., 2000; Helgerud et al., 2000; Minshull et al., 1994; Tinivella, 1999), and could
be integrated in the inversion process for the prediction of the spatial distribution of
subsurface petrophysical properties (e.g., Dai et al., 2004b; Dubreuil-Boisclair et al.,
2012; Fohrmann and Pecher, 2012; Liu et al., 2017; Tinivella et al., 2002; Wang et al.,
2018). However, these methods are still aected by high uncertainty, especially when
the inversion cannot be constrained by in-situ information (Dai et al., 2008). In these
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Figure 4.2: a) Location of the Hikurangi Margin of New Zealand. Southern black box (study
area) is enlarged in (b). Northern black box is enlarged in (c). b) Enlarged bathymetric map
of the study area showing the areal extents of concentrated gas hydrate accumulations: the
Glendhu Concentrated Hydrate Zone (CHZ) and the Honeycomb CHZ (white polygons, after
Turco et al., 2020). Long-oset seismic proles from the APB13 survey are shown by black
lines. The lines used for the inversion are marked in red. c) locations of IODP Expedition
372 drill holes further north on the margin, Pecher et al. (2018). Map coordinates are in
latitude/longitude (WGS84 datum).
cases, the application of stochastic inversion approaches is essential to quantify the
uncertainty related to the predictions (Senger et al., 2010; Shelander et al., 2010).
In this chapter, I propose a sequential geological modelling workow that combines
statistically based seismic and rock physics inversions to characterise two submarine
ridges hosting concentrated hydrate deposits on the southern Hikurangi Margin east
of New Zealand. The advantage of combining geostatistical seismic amplitude-versus-
angle (AVA) inversion with a Bayesian rock physics inversion is the potential to pre-
dict and simulate the spatial distribution of elastic and petrophysical properties at
small-scale variability (i.e., down to the scale of seismic resolution). The workow
is illustrated by its application to two seismic proles that cross the area of interest.
The study area is a primary target of current research into the economic potential of
New Zealand's gas hydrate deposits, and the environmental implications of extracting
energy from them. This work builds upon previous investigations that identied con-
centrated gas hydrate accumulations in the region (Crutchley et al., 2015, 2019; Fraser
et al., 2016). Preliminary analysis based on the reectivity of discrete seismic events
provided localized estimates of gas hydrate saturations (Turco et al., 2020, Chapter 3);
this current study extends that initial research into a detailed geophysical characteri-
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sation of the entire gas hydrate stability zone (GHSZ) in the area, and the assessment
of the related uncertainty. The proposed workow can be applied to other gas hydrate
settings globally where high quality long-oset MCS data exist.
4.2 Two step inversion
In this section, I rst describe the rock physics model (RPM) parametrisation adopted
in this work for gas hydrate-bearing sediments (Dvorkin et al., 2000; Helgerud et al.,
2000), then I illustrate the workow used to model the spatial distribution of porosity
and gas hydrate saturation. This workow can be divided into two main steps (Figure
4.1): (1) an iterative geostatistical seismic AVA inversion to obtain 2D elastic models
of P- and S-wave velocity (Azevedo et al., 2018), and (2) a Bayesian petrophysical in-
version based on the calibrated rock physics model to predict gas hydrate saturations
and porosity using the inverted elastic models (Grana and Della Rossa, 2010).
4.2.1 Rock physics model calibration
A rock physics model links petrophysical properties, such as porosity, mineralogy and
hydrate and water saturations, to the elastic properties of a porous rock, such as P-wave
and S-wave velocities and density (Dvorkin et al., 2014; Mavko et al., 2020). Eective
medium models for sediments containing gas hydrate, as developed by Dvorkin et al.
(2000), rely on the concept of critical porosity, i.e., the porosity value that marks the
transition between the elastic behaviour of a suspension and that of a grain-supported
rock. This value is typically about 0.4 for sedimentary rocks (Mavko et al., 2020).
In the models proposed by Dvorkin et al. (2000), the sediments containing gas hy-
drate are modeled by averaging the elastic properties of the material at the critical
porosity and the pure solid phase material at zero porosity. The models use the ef-
fective moduli of a dense random packing of identical spheres (see Chapter 2.3). The
elastic properties of hydrate-bearing sediments are aected by the microscopic distri-
bution of the hydrate with respect to the matrix grains and the pore space, as well as
by the amount of gas hydrate present (e.g., Lee and Collett, 2005). Generally, because
of the solid state of methane hydrate, the bulk and shear moduli are larger in rocks
that contain gas hydrates. Therefore, VP and VS are higher in hydrate-bearing sedi-
ments when compared to water-saturated rocks, even though the bulk density slightly
decreases (Dai et al., 2004b).
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The various types of hydrate occurrence will aect the elastic properties of the sedi-
ment in dierent ways. Several rock physics models exist in the literature that quantify
the eect of hydrate concentrations and type of occurrence on elastic properties (Chand
et al., 2004; Dvorkin et al., 2000; Sava and Hardage, 2006; Xu et al., 2004). I use a
model that treats gas hydrate as a component of the load-bearing matrix of the sedi-
ment, in line with laboratory and eld studies (e.g., Cook and Waite, 2018; Lee et al.,
2010; Yun et al., 2005), which show that highly concentrated gas hydrates deposits in
coarse-grained sediments act as a load-bearing part of the matrix.
A detailed description of the rock physics model adopted in this work is presented
in Chapter 2.3. The calibration of the rock physics model was performed by tuning
the parameters of eective pressure, mineral content, and coordination number until a
satisfactory t between the observed and predicted porosities and hydrate saturations
was achieved (Figure 4.3). Fine tuning of the RPM input parameters is essential
to ensure that the model accurately represents the well log dataset. Even though
quantitative calibration methods provide the best validation of the rock physics models,
especially in cases where collocated wells exist within the study area and intercept the
target formation or a reservoir (e.g., Bachrach and Avseth, 2008; Dvorkin and Wollner,
2017; Moyano et al., 2011), I deem the qualitative analysis of the cross-plots shown
in Figure 4.3 satisfactory for the objective of this work. The value of critical porosity
was set to 0.4 (Dvorkin and Nur, 2002), and the coordination number was xed at
6. The choice of the clay/quartz ratio was made assuming that interbedded mudstone
and sandstone layers are typical of this geological setting (Pecher et al., 2018). The
clay content was set to 60% (i.e. 40% quartz). Finally, the eective pressure parameter
was set as a linear trend increasing from 0 to 5 MPa at the BSR depth.
4.2.2 Geostatistical seismic AVA inversion
The aim of seismic inversion is to predict the spatial distribution of the subsurface
elastic properties v (e.g., impedances, P-wave and S-wave velocities) from a set of
observed data (dobs - i.e., the recorded seismic data). The link between the model and
data domains may be summarized by:
dobs = F (v) + e, (4.1)
68
where F is the forward operator, which allows computation of the synthetic data from
a given model v; e represents the noise in the data and physical model assumptions.
F represents the convolution between a given wavelet and the subsurface reection
coecients computed from v. The goal of seismic inversion is to nd the best set
of model parameters describing the spatial distribution of elastic properties in the
subsurface, such that the synthetic data generated by a forward model are as similar
as possible to the observed data. However, solving a seismic inverse problem can be
challenging as they are nonlinear, ill-posed problems with non-unique solutions. Such
problems can be solved under a deterministic or probabilistic framework (Bosch et al.,
2010; Tarantola, 2005).
To predict the spatial distribution of subsurface elastic properties I use iterative
geostatistical seismic AVA inversion (Azevedo et al., 2018; Azevedo and Soares, 2017).
In this inversion method, the model parameter space is represented by a 2D grid with x
and z dimensions equal to, respectively, number of traces and number of time samples,
and cell width equal to the trace spacing, or bin length (12 m). The VP model (4.4)
is generated and perturbed using stochastic direct sequential simulation (DSS, Soares,
2001), whereas the VS model is co-simulated using the joint probability distribution
between VP and VS retrieved from regional IODP well logs data, described in the next
section (co-DSS, Deutsch and Journel, 1994; Horta and Soares, 2010). The well log
data (described in the next section) provide the range of values for each property to
be simulated, as well as the target marginal and joint distributions to be reproduced
by the geostatistical simulation algorithm. Stochastic sequential simulations and co-
simulation methods ensure that the relationship between VP and VS as observed in the
well log data is honoured at any given pair of models simulated during the iterative
process. The synthetic angle-gathers are computed solving the full Zoeppritz equations












where dobs and dsyn are, respectively, the real and the synthetic seismic traces, with
N seismic samples. S measures the similarity between seismic traces and, as Pearson's
correlation coecient, is bounded between -1 and 1. S is simultaneously sensitive to
both the seismic waveform and amplitudes.
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The use of a priori low-frequency models (LFM) of VP and VS allows exploiting
existing knowledge about the subsurface geology in the inversion process. Following
the approach presented by Pereira et al. (2019), the LFM are incorporated in a two-
term objective function:
OF = w1S + w2
(




where mLFM and msim are the a priori and the simulated models, respectively, and
w1 and w2 are user dened weighting factors controlling the importance of each term
of the equation and must sum to unity. Qualitatively, these weights can be determined
according to the quality of the seismic data and to the reliability of the mLFM . In
this work, after running several tests, the parametrisation was set to 0.25 and 0.75 for
w1 and w2, respectively. The a priori model of VP is obtained from the iterative pre-
stack time migration during the seismic processing, and the VS low-frequency model
is obtained through a VP - VS relationship given by the rock physics models (Chapter
2.3). The minimization of OF drives the iterative procedure ensuring the convergence
of the method. The geostatistical seismic AVA inversion is summarized below.
1. Stochastic sequential simulations:
(a) Generate an ensemble of Ns VP velocity models using direct sequential sim-
ulations (Soares, 2001)
(b) Generate an ensemble of Ns VS velocity models with direct sequential co-
simulation with joint probability distributions (Horta and Soares, 2010) us-
ing the VP velocity models generated in a) as auxiliary variables
2. Seismic data comparison:
(a) Compute synthetic seismic angle gathers: for each set of realizations gener-
ated in step 1, compute angle-dependent reection coecient volumes using
the simulated VP and VS models and the background density model, and
convolve them with the estimated wavelets
(b) Compute OF (Eq. 4.3) for each CDP location: the rst term is given by
computing S (Eq. 4.2) from the synthetic and the real angle gathers; the
second term is calculated between the simulated VP and VS vertical proles
and the respective low-frequency model at that particular CDP location
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3. For each CDP location, select and store the vertical proles of VP and VS that
produce the highest values of OF from the Ns ensembles of models generated
in 1a-b), along with the corresponding OF value associated with each CDP; the
resulting models are called VP* , VS* and OF ∗ models
4. Use the best local models from 3) (V ∗P and V
∗
S ) and the corresponding similarity
values (OF ∗) as secondary variables in the stochastic sequential co-simulation of
a new set of VP and VS models following the sequential procedure described in 1)
5. Return to 2) and iterate until a pre-dened stopping criterion is reached.
After six iterations, with Ns set to 32, the inversion results were considered satisfac-
tory. Conditioned stochastic sequential simulation and co-simulation generally require
the availability of well-log data for each property of interest. As no boreholes have
ever been drilled in the immediate vicinity of the study area, I use well-log data from
IODP Expedition 372 (Pecher et al., 2018), on the northern Hikurangi Margin, to infer
the conditioning probability distribution of the elastic properties of interest to be used
in the stochastic sequential simulation and co-simulation steps (e.g., Dai et al., 2008;
Shelander et al., 2010). Collected over 300 km to the north-east on the same conti-
nental margin, these log data characterize marine sediments from the mid and lower
slope of the accretionary wedge and the Hikurangi subduction trench. As such, they
are considered to be broadly representative of the geological environment of the study
area. In this work, I assume a bulk density trend variation with depth at Honeycomb
and Glendhu ridges compiled and averaged from the IODP data from the northern
Hikurangi Margin and assume that changes in elastic impedance are mainly caused by
changes in VP and VS. All models generated with stochastic sequential simulation and
co-simulation during the inversion procedure ensure the reproduction of the marginal
and joint probability distributions of each elastic property. The probability distribu-
tions, in turn, are inferred from the well logs and given spatial continuity patterns as
revealed and imposed by a variogram model (Azevedo et al., 2018).
4.2.3 Bayesian petrophysical inversion
The goals of petrophysical inversion are to predict the spatial distribution of petro-
physical properties, in this case hydrate saturation and porosity, from inverted elastic
properties, and to quantify their uncertainty. The inversion is performed under a
Bayesian framework where the prior distribution of the petrophysical properties is a
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linear combination of Gaussian distributions, referred to as a Gaussian mixture model
(Grana and Della Rossa, 2010). In particular, I aim to predict the probability of the
petrophysical properties given the elastic properties P(m|v) as:
P (m|v) = kP (v|m)P (m), (4.4)
where k = 1/
∫
P (v|m)P (m)dm. The probability P (m) is the prior distribution of
the petrophysical properties. The probability P (v|m) is the likelihood model of the
elastic properties for each possible value of the petrophysical properties. The likelihood
model is built using a training dataset constructed using the rock physics model.
I assume that the prior distribution of the porosity and hydrate saturation is a





with prior weights λk, prior mean µm|k, and prior covariance matrices Σm|k. I also
assume that the likelihood model P (v|m) is Gaussian with P (m) = N(f(m),Σv),
with the mean equal to the rock physics model predictions f(m) for the petrophysical
properties m and covariance matrix Σv. Then, the posterior distribution P (m|v) of the






with conditional weights ωk, conditional mean ωm|v,k, and conditional covariance





µm|v,k = µm|k + Σ(m,v),k(Σv|k)
−1(v − µv|k), (4.8)
Σm|v,k = Σm|k − Σ(m,v),k(Σv|k)−1Σ(v,m),k, (4.9)
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where Σ(m,v),k is the cross-covariance of the petrophysical and elastic properties.
The analytical expressions of the rock physics model (described in Section 2.3) allow
building a template, or training dataset, for the entire range of properties by forward
modelling elastic properties through the load-bearing model using all possible com-
binations of porosity and hydrate saturation values. This step allows us to retrieve
the relationships among P-wave velocity, S-wave velocity, density, porosity and gas
hydrate saturation. The Bayesian inversion is then applied sample by sample, and at
each point the maximum of the posterior distribution P (m|v) is the most likely value
at that location.
4.3 Geophysical data
The seismic data used in this study comprise a set of 2D MCS proles from the
publicly available APB13 dataset. The main acquisition parameters for these data are
summarised in Table 3.2.
I reprocessed the APB13 data to preserve the true relative amplitude of the traces.
The processing consisted of these steps: application of crooked line geometry, CDP
sorting, resampling at 2 ms, Butterworth ltering with corner frequencies of 2, 4,
60, 90 Hz, correction for spherical divergence applied with the velocity eld obtained
from semblance-based velocity analysis, iterative pre-stack Kirchho time migration,
conversion from oset to angle domain and muting above the seaoor. In this chapter,
I apply the workow to two key seismic proles that cross the two ridges (Lines APB13-
21 and APB13-17  Figure 4.2).
The calibration of the rock physics model and the conditioning distributions of the
stochastic sequential simulations used in the geostatistical seismic AVA inversion are
based on the data from IODP sites U1517 and U1518 of Expeditions 372A (Pecher et al.,
2018) and 372B/375 (Saer et al., 2018) from the northern Hikurangi Margin. The
available well-log data consist of logging while drilling (LWD) measurements of neutron
porosity, P- and S-wave velocities, neutron density and resistivity. Estimations of gas
hydrate saturations at these locations are based on pore water chlorinity and resistivity
logs (Pecher et al., 2019). Although these IODP sites are several hundred kilometres
from our study area (Figure 4.2), they are the only drilling-based measurements for
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these parameters that exist on the margin. I opt to use these data over global empirical
models (e.g., Tenzer and Gladkikh, 2014) because they come from the same regional
geological setting, and because the dataset includes a broad range of parameter values
over the depth range of interest for this study.
Figure 4.3: (a)  (c): Rock physics model (RPM, bold and dashed lines) overlain on the
available IODP data from sites U1517A and U1518B (circles). The panels (a)-(c) show the
relations between the elastic properties and gas hydrate saturations (shown in %). The
panels (e)-(g) show the relations between elastic properties and porosity estimated through
the calibrated rock physics model. The IODP data are colour-coded according to porosity
in all panels. The dashed red and green lines represent the changes in the petrophysical
properties caused by a change (increase) in the RPM input parameters: n: coordination
number; Pe: eective pressure; clay: clay content; PhiC: critical porosity. (d) the density
trend with depth used for the inversion (red line), calculated from all available IODP data
from the northern Hikurangi Margin and used in the geostatistical seismic AVA inversion,
which is carried out in the time domain (TWT: two-way travel-time below seaoor at each
site).
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Figure 4.4: Examples of starting models of VP and VS for Line APB13-17 (Honeycomb
Ridge).
4.4 Results
4.4.1 Prediction of elastic properties
The iterative geostatistical seismic AVA inversion technique ran with six iterations
and 32 realizations of VP and VS per iteration. The input data for the inversion
consisted of the elastic logs used to build the conditioning distributions, and a low
frequency trend for each elastic property, which I derived from the conventional seismic
velocity (i.e., VP ) analysis and included in the objective function as proposed by Pereira
et al. (2019). I set the weight of the low-frequency trend component in the objective
function to 75%, and its signature can be observed in the inverted velocity models as
a background trend that increases with depth within the GHSZ, and slightly decreases
below the BSR (Figure 4.5). I selected this weighting during the parametrisation
stage of the inversion method. Angle-dependent wavelets, ranging from 2◦ to 55◦,
were estimated from the pre-stack seismic gathers by averaging the seaoor reection
of adjacent traces corresponding to a region of at bathymetry. The inversion was
carried out in the pre-stack domain.
Figure 4.5 shows the mean model for VP and VS of the set of realizations generated
during the last iteration of the inversion. Broad regions of high VP and VS above the
BSR correspond to regions of high reectivity in the seismic data (Figure 4.6). These
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Figure 4.5: Mean model of the elastic realizations generated at the last iteration of the
geostatistical inversion for Glendhu (APB13-21 prole) and Honeycomb (APB13-17 prole)
ridges: (a), (c) VP ; (b), (d) VS . LVZ: low-velocity zones. The dashed black line represents
the BSR location as interpreted in the original seismic data. The white arrows in (c) and (d)
indicate an inversion artefact corresponding to the bubble pulse eect in the wavelet.
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Figure 4.6: Near-stack sections (up to 300 m oset) of APB13-21 (a) and APB13-17 (c) at
Glendhu and Honeycomb ridges a), c) show the real seismic data and b) and d) the synthetic
data calculated from the mean elastic models shown in Figure 4.6. Correlation coecient
between the two sections is 0.78 for Glendhu Ridge and 0.79 for Honeycomb Ridge; BSR:
bottom simulating reection; HRZ: high reectivity zone.
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regions correspond to the concentrated hydrate deposits that have been investigated
regionally (Chapter 3). At both ridges, the base of the GHSZ is clearly manifested
in both VP and VS models by a velocity reduction. In terms of VP , this is due to a
transition from gas hydrate and water within the GHSZ to free gas and water beneath
the GHSZ. In terms of VS, the contrast is due to the transition from gas hydrate bearing
sediments above (that increase the shear modulus) to sediments free of gas hydrates
below. A decrease in VP and VS can be observed within the GHSZ at Glendhu Ridge
between CDPs 500 and 700 (low-velocity zone LVZ, Figure 4.5), directly below a region
of local BSR shoaling observed in the seismic data (LVZ, Figure 4.5). A band of high
velocities that mimics the seaoor can be observed in all panels in Figure 4.5 at about
0.1 s below the seaoor; this is an inversion artefact corresponding to a bubble pulse
eect in the wavelet. To preserve the true seismic amplitudes, deconvolution was not
applied to the data - as such, the reverberation of the seaoor results in an articial
increase in impedance in the inversion process.
The synthetic near-stack seismic data computed from the mean VP , VS and density
models are able to capture the most signicant seismic events, especially the high am-
plitude reections observed at Glendhu Ridge at CDPs 800-1000 and 2000-2200 (Figure
4.6a and 4.6b), as well as the BSR and the top of concentrated hydrate accumulation at
Honeycomb Ridge (Figure 4.6c and 4.6d). The synthetic seismic data computed from
the predicted elastic models have a correlation coecient of 0.78 compared to the real
data for the Glendhu Ridge seismic line, and of 0.79 for the Honeycomb Ridge line (S
in equation 4.2). Some high-frequency noise is introduced in the synthetic data by the
stochastic small-scale perturbation of the models, that is performed at the sample scale
(2 ms). Nevertheless, the quality of the synthetic section is satisfactory, as the main
seismic events of interest are reproduced in terms of spatial location, amplitude and
phase (i.e., BSR, high amplitude reections). The slightly suppressed amplitude range
in the synthetic data comes from the fact that they are based on the mean inverted
elastic parameters, which will be slightly smoothed compared to the (unknown) real
elastic parameters.
4.4.2 Prediction of petrophysical properties
Based on the set of inverted elastic models, the next step was to proceed with
the petrophysical inversion. Because the GHSZ is our target and I am applying a
rock physics model for gas hydrate-bearing sediments, only the interval between the
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seaoor and the BSR is considered. In locations where no clear BSR is present, it is
interpolated from adjacent observations. The inversion is performed trace-by-trace.
The spatial distribution of petrophysical properties computed from average models
of VP , VS and density is shown in Figure 4.7. Porosity along Glendhu Ridge ranges from
0.35 to 0.6, generally decreasing with depth. The hydrate saturation distribution, ex-
pressed as fraction of pore space, appears patchy, especially within the regions where
anomalous reectivity indicates the existence of concentrated hydrate zones (CHZ), as
interpreted in Chapter 3. The extent of the CHZs in both lines corresponds to the re-
gions beneath the dashed white lines in Figure 4.7. The CHZ region beneath Glendhu
Ridge is characterized by estimated saturations that locally exceed 0.4 (Figure 4.7a).
At Honeycomb Ridge, the same porosity trend is observed. The gas hydrate satura-
tions reach values of >0.6 at the top of the CHZ beneath Honeycomb Ridge (Figure
4.7c). Figure 4.8 shows the relation among petrophysical and elastic properties of the
inverted models and compares the distribution with the theoretical rock physics model
discussed above. The good match between the observed inverted values and the the-
oretical model is indicative of the accuracy of the Bayesian inversion for porosity and
gas hydrate saturation.
To describe the variability of the resulting models, the set of 32 pairs of VP and VS
realizations produced during the last (6th) iteration were inverted for SH and poros-
ity, and the 25% and 75% percentiles were computed from the sets of models for each
property. Figure 4.8 shows a summary of the initial analysis that was qualitatively per-
formed after the inversion: for a given CDP location, the 32 VP , VS, SH and porosity
realizations from the last iteration are plotted (Figure 4.8a). The mean of the real-
izations is shown by the bold black line and is used to compute the synthetic seismic
angle traces shown in Figure 4.8e (near, mid and far angles). Figures 4.8f - 4.8m show
the relationship between the petrophysical and elastic properties of the mean of the
realizations superimposed on the calibrated rock physics model.
Figure 4.9 shows the two seismic proles displayed in terms of percentiles for VP ,
VS, SH and porosity. As expected, porosity displays little variability (Fig. 4.9m-
4.9p), because it is strongly dependent on the density model, which was not updated
throughout the iterations. The high amplitude reections within the GHSZ at both
ridges are characterized by consistently increased seismic velocities (Fig. 4.9a-4.9h),
and high hydrate saturation (Fig. 4.9i-4.9l).
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Figure 4.7: Inverted models of hydrate saturation (a) and porosity (b) for prole APB13-21
at Glendhu Ridge, and (c), (d) for prole APB13-17 at Honeycomb Ridge, calculated from the
mean models shown in Figure 4.5, overlain on the original seismic section. CHZ: concentrated
hydrate zone. The white arrows in (c) indicate an inversion artefact corresponding to the
bubble eect in the wavelet.
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4.4.3 Local gas hydrate volume assessment
After predicting the spatial distribution of elastic and petrophysical properties in the
study area, I can make a rst order estimate of the amount of gas hydrate. 3D spatial
constraints of the interpreted CHZs at the two ridges are provided by the interpreta-
tion of a closely spaced 2D seismic reection dataset, which allows the thickness of the
reservoirs to be mapped (Chapter 3). The CHZs at Glendhu and Honeycomb ridges
have volumes of 9.4 × 106 m3 and 4.1 × 106 m3, respectively, covering a total combined
surface area of 110 km2. These reservoirs are considered regions of sediments where the
gas hydrate can be present in a rather laterally heterogeneous distribution. However,
highly concentrated gas hydrate regions appear to be following the stratigraphy at the
top and within these highly reective regions, suggesting that the Glendhu and Honey-
comb CHZs could be systems of dierent prospects, rather than single accumulations
of concentrated gas hydrate.
Because of the lack of geological data to better constrain the reservoirs, it is best
to calculate the total gas hydrate volume following a bulk approach, considering the
entire regions of high seismic reectivity (CHZs in Figure 4.2 and Figure 4.7). The
set of estimated porosity and gas hydrate saturation models, calculated from the 32
realizations of VP and VS from the last iteration of the seismic inversion step, are used
to compute the 25%, the 50% and the 75% percentiles of all the seismic trace samples
lying within the CHZs shown in Figure 4.7. These values are then used to calculate
pessimistic, most likely and optimistic scenarios for the regional gas hydrate volume
assuming an average value of porosity and SH for the entire CHZ.
The gas hydrates volume (G) is:
G = φSHV, (4.10)
where φ is the total porosity, SH is the gas hydrate saturation and V is the bulk
sediment volume of the reservoir. The total volumes of gas hydrate estimated assuming
a bulk mean porosity and mean hydrate saturations for the Glendhu and Honeycomb
CHZs (Table 4.4.3)) range from 2.45 × 105 m3 to 1.72 × 106 m3, with the best estimate








P25 0.36 0.04 2.45 x 105
P50 0.38 0.20 9.68 x 105
P75 0.39 0.34 1.72 x 106
Table 4.1: Low (P25), best (P50) and high (P75) estimates of petrophysical properties
for the two reservoirs and total gas hydrate volume assessment.
4.5 Discussion
The processes that led to the development of concentrated gas hydrate accumulations
at the base of the GHSZ along the Hikurangi Margin have been considered widely (e.g.,
Barnes et al., 2010; Crutchley et al., 2019; Fohrmann and Pecher, 2012; Wang et al.,
2017a). Upward gas migration often seems to be facilitated by moderately-steeply
dipping permeable strata. Gas migrating across the base of the GHSZ presumably leads
to the accumulation of highly saturated hydrate deposits in these permeable (probably
sand-rich) layers. Such deposits manifest themselves as highly reective regions in
seismic data, congruent with high elastic velocities. They are typically observed in the
cores of anticlinal ridges and in other continental margins and deep-sea basins around
the world (e.g., Berndt et al., 2019; Fujii et al., 2015; Portnov et al., 2019; Rodrigo
et al., 2009; Shankar and Riedel, 2011; Yoo et al., 2013).
4.5.1 Comparison with previous studies
This work builds on a detailed study of the Honeycomb and Glendhu hydrate systems
(Chapter 3), which made initial quantications of the gas hydrate saturation at specic
locations within the CHZs, based on normal incidence seismic reectivity. The great
advance made by the two-step seismic inversion approach presented in this study is
the ability to retrieve the 2D spatial distribution of elastic properties and gas hydrate
saturation, without relying on the limitation of tracking continuous seismic events
within the CHZ. Furthermore, the geostatistical seismic AVA inversion allowed us to
estimate the VS distribution within the GHSZ. The shear wave velocity of hydrate-
bearing sediments may or may not increase with respect to the hydrate-free sediment
velocity, depending on the hydrate morphology and saturation (Chand et al., 2004;
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Dvorkin et al., 2000; Pan et al., 2019). Therefore, the jointly inverted compressional and
shear wave velocity models, together with the background density trend, can provide
a more reliable estimation of gas hydrate saturation (Riedel et al., 2014), under the
assumption that the hydrate interacts with the matrix (load-bearing model).
Comparing gas hydrate saturations estimated in this work with the values estimated
by the normal incidence reectivity method is not straightforward, because the methods
rely on dierent assumptions and approximations. For instance, in Chapter 3 I made
conservative estimates assuming that the GHSZ outside of the CHZ was hydrate-free,
whereas the Bayesian inversion carried out in this chapter is based on a rock physics
template that contains all possible combinations of elastic and petrophysical properties
(as shown in Figures 4.1 and 4.8), rather than on assumptions of the background prop-
erties. The hydrate saturations estimated in Chapter 3 from selected high amplitude
seismic reections are systematically lower than the saturations predicted in this study.
For example, saturations of ∼20-40% were estimated from the APB13-17 prole across
Honeycomb Ridge, whereas the results in this study suggest saturations of ∼40-60% in
the same region. Similarly, the predicted hydrate saturations along a highly reective
horizon at Glendhu Ridge are higher (∼40-50%) than the previous estimates (∼25-
30%). I suggest that this systematic dierence is due to the conservative nature of the
approach employed in Chapter 3, as described above.
A wide range of approaches have been undertaken globally to estimate regional
or local in-place gas hydrate saturations, using dierent types of geophysical data.
Approaches have included the analysis of MCS data (e.g., Fohrmann and Pecher, 2012),
ocean bottom cable data (Bünz and Mienert, 2004), LWD and core data integrated
with seismic data (e.g., Frye et al., 2012b; Haines et al., 2017; Lee et al., 2013; Shankar
and Riedel, 2011), controlled-source electromagnetic (CSEM) data (e.g., Kannberg and
Constable, 2020), and combined analyses of seismic and CSEM data (e.g., Berndt et al.,
2019). Gas hydrate saturations within specic hydrate provinces vary as a function of
gas supply and reservoir quality (e.g., Boswell et al., 2012). All attempts to estimate
hydrate saturations have inherent uncertainties that depend on the data type and
quality, as well as the rock physics methods used to invert for hydrate saturation. In
general, the gas hydrate saturations that have been estimated in this study are in good
agreement with other studies of concentrated hydrate-bearing sediments, which suggest
that signicant amplitude anomalies attributed to gas hydrate within the GHSZ are
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probably caused by saturations above 40% (Boswell et al., 2016b; Cook and Waite,
2018; Lee et al., 2010; Yun et al., 2005).
4.5.2 Limitations of the method
The estimated gas hydrate saturations presented in this paper are based on several
assumptions. The most fundamental assumption is that gas hydrate is part of the solid
frame of the sediment, often referred to as a matrix-supporting or load-bearing hydrate
morphology (Cook and Waite, 2018; Dai et al., 2008; Dvorkin et al., 2000; Pan et al.,
2019; Xu et al., 2004). Although some methods have been presented to identify the
type of hydrate morphology based on indirect measurements such as P-wave velocity
and density (Liu and Liu, 2018), the lack of borehole and geological data in our study
area does not allow us to assess the dominant type of hydrate occurrence. The choice
of a matrix supporting model is motivated by eld and laboratory studies from other
authors, which suggest that the saturation of highly concentrated gas hydrate deposits
in coarse-grained sediments tends to be best approximated by the load-bearing model
(Cook and Waite, 2018; Lee et al., 2010; Yun et al., 2005). Because quantitative
characterisation of gas hydrate reservoirs in the southern Hikurangi Margin is still at
an early stage, I suggest that the use of a load-bearing model yields a good rst-order
estimate of the amount of gas hydrate in place.
Another important assumption in this work is that sediment density varies linearly
with depth. However, density has a strong correlation with porosity (Figure 4.8f),
which means that errors in density lead to signicantly biased predictions of porosity,
which in turn result in erroneous estimates of gas hydrate saturation. In most seismic
inversion methods, density is the most poorly dened property (Biswas et al., 2019;
Quijada and Stewart, 2007) because it is not directly dependent on lithology; rather it
is a function of the mineral composition, porosity, uid type and degree of saturation.
Often, in the absence of well log data, additional constraints on density are required to
stabilize the inversion, typically by using a density-velocity relation (Korenaga et al.,
1997; Wang, 1999), or density-depth trend (Shelander et al., 2010). Because lithologies
are poorly constrained in this region, I aimed to avoid introducing biased density values
into the geostatistical seismic AVA inversion step by using the same smooth density
model throughout the six iterations (Figure 4.1). It therefore follows that changes in
acoustic and elastic impedances in the CHZs are caused only by variations in VP and VS.
This assumption is based on the reliable interpretation that highly reective regions
84
above the BSR (i.e., the CHZs, as dened in Chapter 3) are caused by anomalous
gas hydrate saturations (e.g., Boswell et al., 2016b), and not by localized increases in
density. Because gas hydrate is only slightly less dense than seawater, high variability
of bulk density along the same sedimentary layers is unlikely. This assumption results
in the small variability of the set of optimized porosity models observed in 4.8d and 4.9.
Because of the strong dependence of porosity on density, unconstrained high density
values would only cause a reduction in the porosity estimates and not signicantly
aect the gas hydrate saturation prediction (Cook and Tost, 2014).
Predicting gas hydrate saturation from geophysical data has inherently high uncer-
tainties. Downhole measurements provide the most accurate estimates of gas hydrate
saturation (Lee and Collett, 2001; Sava and Hardage, 2006), although errors in resis-
tivity measurements have been shown to approximately double the systematic errors
in the saturation calculation (Hyndman and Spence, 1992). At a reservoir scale, the
uncertainty related to the estimation of gas hydrate saturation varies widely depending
on the method used to calculate it. In this study, I present a qualitative description of
the variability of the set of optimized models (Figures 4.8 and 4.9). From the petro-
physical models, the 25%, 50% and 75% percentiles are computed and considered to be
the pessimistic, best, and optimistic predictions, respectively, for the CHZs shown in
Figure 6. Because the workow combines frequency-based optimization and Bayesian-
framed inversion methods, a rigorous uncertainty analysis has not been undertaken,
which would be beyond of the scope of this chapter.
The variability analysis does not account for the uncertainty in the rock physics
model, since the uncertainty associated with the petrophysical inversion (expressed by
the posterior covariance matrix in Eq. 4.9) has not been added to the results, which
just represent the most likely petrophysical value at each seismic sample.
Structural information about the reservoir volumes is a key aspect for the derivation
of the total in-place gas hydrate volumes. In this work, the spatial extent of the
reservoirs calculated based on depth converted seismic proles (Chapter 3) are used,
but no detailed analysis of the structural uncertainty is undertaken. Uncertainty is
inherent in each step of the subsurface seismic imaging process and derives mostly
from the inexact subsurface velocity models that are used to migrate and depth convert
the data (Messud et al., 2017; Osypov et al., 2013). Although dierent methods are
available in the literature to quantify and propagate such uncertainties in the seismic
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images (Ely et al., 2018; Zhu and Gibson, 2018), a detailed analysis of this source of
uncertainty has not been undertaken for this chapter. The analysis presented here,
that does not include structural uncertainty, suggests that the probable total volume
of gas hydrates in place in the Glendhu and Honeycomb concentrated hydrate deposits
lies between 2.45 × 105 m3 and 1.72 × 106 m3, with the best estimate at 9.68 × 105 m3.
However, if we consider the average interval velocities within the CHZs to be between
1900 m/s and 2200 m/s, the volume estimation variability is in the order of ∼14%,
which suggests that the most likely scenario lies between 8.38 × 105 and 1.13 × 106
m3 of total gas hydrate in place.
4.6 Conclusions
I have estimated the spatial distribution of porosity and gas hydrate saturation along
two deep sea ridges on the southern Hikurangi Margin of New Zealand. The approach
used for this assessment is based on a two-step probabilistic inversion of 2D marine
seismic data, supported by regional well log information. This study has provided
pessimistic, most likely and optimistic scenarios for total in-place gas hydrate volume
assessments. The total gas hydrate volume in place in the reservoirs at Glendhu and
Honeycomb ridges is estimated to be between 2.45× 105 m3 and 1.72× 106 m3, with the
best estimate at 9.68 × 105 m3. These estimates should be considered as preliminary,
as detailed prospect analysis would require a better geological understanding of the
reservoirs, but they are comparable to concentrated gas hydrate deposits found in
other continental margins. These rst-order predictions of total gas hydrate in place,
accompanied by the analysis of the variability of the estimations, provide a good basis
for ongoing gas hydrate studies in the region. Future research in this large gas hydrate
province would benet from the acquisition of controlled-source electromagnetic data
and, ultimately, drilling, to better characterise the reservoir. The methods I have
presented in this study highlight the eectiveness of probabilistic seismic inversions in
characterising concentrated gas hydrate reservoirs, even in the absence of drilling data
within the target reservoirs. The approach can be applied to other gas hydrate settings
globally where high quality long-oset seismic data exist.
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Figure 4.8: (a)-(d) Vertical proles located at CDP 771 of the APB13-21 line of the elastic
and petrophysical models of VP , VS , SH and porosity; the grey lines show the 32 realisations
of the last iteration of the inversion, and the bold black line is the mean; the purple arrows
point to the bubble pulse eect described in the text; (e) comparison between the synthetic
(red) and the real (black) seismic traces from the angle gather at CDP 771: near, mid and
far angle traces are shown, together with the corresponding correlation coecient values; (f)-
(m): scatterplots showing the distribution of petrophysical and elastic properties of selected
traces from the mean of the inverted models (bold black line in (a)-(d)) compared with the
rock physics template, shown by the black lines. RPM: rock physics model; SH : hydrate
saturation.
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Figure 4.9: Percentiles (P25 and P75) sections of all predicted petro-elastic properties. The
white areas in i)-p) represent the region below the GHSZ, for which the calibrated rock physics
model is not representative.
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Chapter 5
1D full-waveform inversion studies of
the gas hydrate stability zone
The theoretical principles of full-waveform inversion are outlined in Section 2.2,
Chapter 2. The method consists of several steps, from the pre-processing of seis-
mic data to the nal inverted 1D ne-scale velocity model. In this chapter, I provide
insight into the separate stages of the inversion process, and present the results of the
application of 1D full-waveform inversion to selected locations along 2D seismic proles
that cross concentrated hydrate deposits in the southern Hikurangi Margin.
5.1 Motivation
Enhanced seismic reections within or immediately below the base of the GHSZ are
features typically associated with the presence of concentrated gas hydrates and free-
gas in the sediments (e.g., Berndt et al., 2019; Crutchley et al., 2019; Pecher et al., 2010;
Wang et al., 2018). The anomalously high seismic reections that characterise some of
the gas hydrate systems on the southern Hikurangi Margin have been associated with
high gas hydrate saturation (>40%, Chapter 3 and Chapter 4). However, the underly-
ing assumption made in these studies neglects the possible presence of free-gas within
the GHSZ. In recent years, evidence supporting the coexistence of free-gas and gas
hydrate around the base of the GHSZ has been reported in several eld studies (e.g.,
Colin et al., 2020; Paganoni et al., 2016; Qian et al., 2018; Qin et al., 2020; Singhroha
et al., 2019). Such studies suggest that the interaction between free-gas migration, gas
hydrate formation and the geological context (in terms of the structural and strati-
graphical framework of the hosting sequence) is much more complex than previously
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thought. The formation of hydrate does not only depend on the pressure-temperature
conditions, but also on the availability of pore-water and on the supply of free gas.
When these conditions are not met, free gas can be present even within the GHSZ
(Qin et al., 2020). On the other hand, hydrates can also be found below the BGHS
(e.g., Han et al., 2021; Paganoni et al., 2016). This can be due to the slow response
of gas hydrates to changes in the GHSZ caused by tectonic uplift, rapid sedimenta-
tion or heat advection due to uid migration, which can remain in a transient state of
on-going dissociation for thousands of years (Pecher et al., 2018). Hence, investigating
the detailed distribution of physical properties of the subsurface is valuable, in order
to characterise gas hydrate systems in detail.
In this chapter, the ne-scale velocity structure of the GHSZ is investigated at se-
lected target sites at Glendhu and Honeycomb ridges, where concentrated accumu-
lations of gas hydrate and pronounced uid ow through the GHSZ are inferred.
The detailed velocity proles estimated through 1D full-waveform inversion contribute
quantitatively to the study of enhanced uid ux and both free-gas and gas hydrate
distribution.
5.2 Methodology
The inversion technique of Kormendi and Dietrich (1991) is applicable to MCS data
sorted by CDP gathers. Synthetic seismograms are calculated using the generalised
reection transmission matrix method (Kennett and Kerry, 1979), and the mists
are computed in the frequency-slowness (ω − p) domain. The subsurface property
to be inverted is compressional velocity VP . Similar to most deterministic inversion
techniques, a low-frequency initial model of VP in the subsurface is required to stabilise
the inversion process and ensure its convergence towards a global minimum of the mist
function (Tarantola, 2005). The process can be divided into four dierent stages:
pre-processing of the seismic data, estimation of the seismic wavelet, building a good
starting VP model and running the inversion (e.g., Crutchley et al., 2011; Gorman et al.,
2002; Minshull et al., 1994).
5.2.1 Seismic processing
Waveform inversion methods rely on the preservation of the relative seismic ampli-
tudes (e.g., Causse et al., 1999; Cichost¦pski et al., 2019). The processing applied to
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the seismic data ensures the relative amplitude preservation. Seismic data sorted by
CDP domain (e.g., Figure 5.1) represent the wave-eld sampled at the selected location
(after pre-stack time migration), and are used as the input to the 1D inversion routine.
The long-oset APB13 data comprise osets ranging from 100 to 8000 m. Geometry
and navigation were applied to the data before sorting from shot to CDP domain,
with a CDP bin size of 6.25 m along the direction of seismic recording. The average
fold for the central portion of the seismic proles is 110 traces per CDP gather. The
raw data were broad band-pass ltered with corner frequencies of 2, 4, 40 and 60 Hz,
then they were corrected for spherical divergence using the pre-stack time migration
velocities (Chapter 3), and nally migrated using an iterative Kirchho pre-stack time
migration algorithm. This processing sequence was applied to improve the signal-to-
noise ratio while preserving the true relative amplitude of the traces. The choice of
using pre-stack time migrated data as opposed to unmigrated CDP-sorted data as an
input is motivated by the presence of steeply dipping reections in the subsurface, that
invalidate the assumption of one dimensionality in the non-migrated traces. A τ − p
transform followed by a Fourier transform was then applied to selected common image
point gathers (CIG), to obtain the input data for the inversion in the ω − p domain.
5.2.2 Wavelet estimation
To extract a wavelet that is representative of the seismic data, I selected a region of
relatively at bathymetry and windowed the pre-stacked traces of the τ−p transformed
CDP gather of interest to extract the seaoor reection. I have also carried out several
inversion tests using the wavelet estimated from the CDP gather traces in the t − x
domain, and averaging the primary seaoor reection with the negative of the rst
seaoor multiple, as suggested by Warner (1990). However, the best convergence of
the inversion procedure is achieved by using the wavelet estimated from the image
gather in the τ -p domain (Figure 5.2).
5.2.3 Denition of the background Earth model
The low-frequency (or background) Earth models of the selected locations consist
of a succession of 5 m thick layers extending from sea level to a dened depth in the
subsurface. It is important to point out that the main factor contributing to the vertical
resolution in the inversion procedure is not the choice of the interval between the layers
of the model, but rather the resolution of the seismic data, which is estimated to be
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Figure 5.1: Examples of pre-stack time migrated gather (CDP 5031, line APB13-21).
NMO corrections were removed prior to τ -p transformation.
between 10 and 14 m, considering a dominant frequency of about 35 Hz and seismic
velocities of 1500 and 2000 m/s, respectively. The models consist of ve parameters:
P-wave velocity (VP ), S-wave velocity (VS), density (ρ), P-wave attenuation (QP ) and
S-wave attenuation (QS). The initial VP proles were dened through a combination
of 1D ray tracing and semblance-based velocity analysis. For each image gather, at
least three conspicuous reections were selected (the top one being the seaoor, the
deepest one being the BSR and a third one being a clear reection within the GHSZ).
From these events the observed travel time arrivals were picked over osets ranging
between 100 and 6500 m. The mist between the observed and the modelled travel
times was minimised to obtain an initial velocity model dened from ray-tracing travel
time damped-least-squares inversion (Section 2.2; Zelt and Smith, 1992). These models
were manually rened according to the interval velocities calculated from pre-stack
time migration stacking velocity models (VRMS). The VP decreases, corresponding to
the BGHS observed in the stacking velocity models, were ignored, and the velocity
values below the BSR were kept constant. This step ensured the smoothness of the
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Figure 5.2: Example of seaoor reection for wavelet estimation: a) seaoor reection
of the trace corresponding to an oset of 480 m in the pre-stack time migrated gather
of CDP 5031, line APB13-21; b) the same seaoor reection in the trace corresponding
to a p value of 0.1 s/km in the τ -p transform of the same CDP gather.
starting model (Kormendi and Dietrich, 1991). The VS prole was created by assuming
an empirical relationship with VP for marine sediments (Castagna et al., 1985). The
ρ prole was dened using Hamilton (1978) empirical relationship to VP below the
seaoor, and by assuming seawater density to be 1.035 g/cm3. QP was set to 10,000
in the water column, to reproduce negligible attenuation, to 300 for the GHSZ and to
200 below the BGHS (e.g., Dvorkin and Uden, 2004). QS was set to 100 everywhere
below the seaoor.
5.2.4 Inversion procedure
The 1D inversion is performed in the frequency-slowness (ω-p) domain, and the re-
sults were inverse-Fourier transformed in the intercept time-slowness domain (τ -p) to
assess the quality of the inverted seismograms. The full-waveform inversion method
employed is well documented in Kormendi and Dietrich (1991), Minshull et al. (1994)
and Korenaga et al. (1997). The partial derivatives with respect to the model param-
eters are computed from the analytical solution of the Frechet derivatives presented
by Dietrich and Kormendi (1990) to construct the conjugate gradients. Although the
Earth model consists of ve parameters (VP , VS, ρ, QP and QS), only VP is updated
by the conjugate gradient search, while the remaining elastic parameters are kept xed
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during the inversion process. While a multi-parameter inversion is theoretically possi-
ble (Kormendi and Dietrich, 1991), the lack of a reliable background model for density
and VS could cause the inversion to get stuck in a local minimum.
The inversion procedure was applied to 20 traces corresponding to values of slowness
between 0.08 and 0.25 s/km. Six successive runs were performed, characterised by
increasing time intervals for the data and by increasing depth intervals for the models.
The goal of the rst run was to optimize the t between the real and synthetic seaoor
reections: this often translates into extremely large and unrealistic velocity changes
in the rst few model layers below the seaoor, which is an artefact caused by small
dierences between the source wavelet and the seaoor reection. However, because
the target of the study are the high amplitude reections above the BSR, the presence
of such artefacts in the shallow subsurface does not aect the interpretation of the
results. In fact, the seaoor reection is the biggest contributor to the mist function,
because of the higher amplitudes contained in the τ -p traces with respect to deeper
seismic events. Therefore, a good t of this reection ensures a quicker convergence
of the inversion in the following ve runs. In runs 2-6, the rst 10 model layers below
the seaoor were held constant, and the depth and time interval were progressively
increased to include the entire model and data, to increase the likelihood of convergence
to the global minimum of the mist function. Each run consisted of a maximum of 8
iterations. Because the data contain relatively low frequencies (2-60 Hz), the frequency
range was kept constant throughout all 6 runs.
5.3 Seismic observations and inversion results
Seven CDP locations were chosen on two key seismic proles that cross Glendhu
and Honeycomb ridges. The 1D full-waveform inversion studies target specic reec-
tions observed within the GHSZ, as well as the character of the BSR. The results are
presented and discussed in the following paragraphs. The results were analysed by
computing the correlation coecient between the real and the synthetic traces in the
τ − p domain. The correlation was calculated excluding the seaoor reection, which
generally accounts for around 70% of the seismic energy of the whole gather. The t
of the synthetic data was evaluated by plotting the synthetic seismograms over the
recorded data, and the resulting inverted VP model was compared with the starting
model. The ne-scale VP inverted proles of the targeted CDP are overlain on the
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near-trace migrated data in Figures 5.3 and 5.4. The velocity proles are plotted as
the dierences between the inverted models (after 5 inversion runs) and the starting
models, or ∆VP .
5.3.1 APB13-21 - Glendhu Ridge
CDP 4272
This site lies on the SW ank of the Glendhu Ridge four-way closure. In this region,
the BSR is a distinct negative polarity reection. During the processing of the seis-
mic data described in Chapter 3, I identied consistent high-frequency seismic events
(visible between 3.3 and 3.5 s in the low p traces, Figure 5.5a) that could not be at-
tened by NMO correction nor by the pre-stack Kirchho time migration using stacking
velocities. The fact that these events can not be attened through seismic processing
suggests that they may not represent primary reections. These events are also not
well reproduced in the synthetic seismograms generated during the inversion routine
(Figure 5.5a), despite the use of an appropriate starting VP model. Consequently, the
inverted velocity prole shows a region of almost zero ∆VP between 3.3 and 3.5 s. This
suggests that these events might represent strong out-of-plane reections that cannot
be imaged using 1D inversion of 2D seismic data. The BSR is characterised by a dis-
crete negative polarity synthetic reection (Figure 5.5a), which corresponds to a 150
m/s decrease from the starting velocity model (Figure 5.3c).
CDP 4675
The targeted reection of this CDP is the BSR - a distinct negative polarity reection
(Figure 5.3b). The inversion of CDP 4675 reveals a 100 m/s VP decrease associated
with the BSR reection at 3.5 s (Figure 5.3d). Smaller VP perturbations within the
GHSZ are also on the order of +/- 100 m/s, and correspond to the alternation of peaks
and throughs of moderate amplitude in the seismic data.
CDP 5052
CDP 5052 intercepts a region of anomalously high seismic amplitudes at ∼3.2 s.
The peaks and throughs in the seismic data correspond to increases and decreases of
VP in the inverted prole. It is noteworthy that the high and low velocity bulges that
appear between the seaoor and 3.05 s are probably artefacts caused by the bubble
pulse eect, visible in the near-trace migrated seismic section (Figure 5.3b) and in the
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τ -p gather (Figure 5.5b). Although no distinct BSR is visible in the data, as opposed
to CDP 4765 and CDP 4272, a clear velocity reduction of about 100 m/s is resolved
by the inversion at the BGHS.
CDPs 6038 and 6145
These locations correspond to regions of localised enhanced reectivity. The highest
seismic amplitudes are observed at the top of two column-shaped vertical structures
that extend upwards from the BGHS. These strong reections were interpreted as
sediments bearing gas hydrate in high saturation (Chapters 3 and 4). The alternation
of positive and negative polarity reections at CDP 6038 is mirrored in the inverted
VP prole by ∆VP values between +150 m/s and -100 m/s. The reectivity analysis
shown in Figure 3.7 indicates that the reection coecient of the seismic peak at 3.1
s of CDP 6145 is almost as high as that of the seaoor. This reection correspond to
the most conspicuous VP increase of more than 400 m/s in the inverted model. A thick
area of ∆VP of -250 and -150 m/s is observed between 3.35 and 3.65 s at CDP 6145.
5.3.2 APB13-58 - Honeycomb Ridge
The target of these inversions is the Honeycomb Ridge CHZ, which is delimited by a
positive polarity reection at the top and by the BSR at the bottom (Figure 5.4a and
5.4b). The seismic character of the CHZ's top boundary is discontinuous and appears
to follow the stratigraphy of the Honeycomb anticline. The BSR is characterised by a
discontinuous negative polarity reection that cross-cuts through the strata.
CDPs 5827 and 5691
I selected two CDPs that intercept the Honeycomb CHZ. At CDP 5827, the top of
the CHZ is resolved by an increase of 200 m/s in the inverted VP model; the BSR is a
distinct negative reection that correspond to a marked VP decrease of more than 250
m/s (Figure 5.4c). At CDP 5691, a VP increase of ∼180 m/s denes the top boundary
of the interpreted CHZ, while the BGHS is characterised by a decrease in VP of ∼100
m/s (Figure 5.4d). The dierence in velocity reduction in the inverted models at the
BGHS between the two sites reects the contrast in seismic amplitudes of the BSR:
CDP 5691 corresponds to a gap where the BSR's amplitude is weaker than in the
adjacent traces, whereas at CDP 5827 the seismic amplitude of the BSR is higher.
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Figure 5.3: a) Interpretation of key features observed in the seismic section. The
black circles (arrows pointing out of the plane of the page) represent the interpreted
direction of uid migration. The location of cold seeps is also shown (see Chapter 6).
HAR: high amplitude reection; CHZ: concentrated hydrate zone. b) Near-trace (up to
700 m oset), pre-stack time migrated data of line APB13-21, spanning longitudinally
across Glendhu Ridge with ne-scale VP inversion results overlain in red. c)-i) Enlarged
displays of the inverted VP proles showing dierent portions of the ve selected CDP
locations for this prole. The dashed lines represent zero deviation from the starting
model (i.e. ∆VP = 0). BSR: bottom-simulating reection; HR: high reectivity; LVZ:
low velocity zone.
5.4 Discussion and conclusions
The 1D full-waveform inversion results presented in this chapter allow retrieval of
the ne-scale velocity structure of the Glendhu and Honeycomb CHZs. The inverted
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Figure 5.4: a) Interpretation of key features observed in the seismic section APB13-
58. The black arrows represent the interpreted direction of uid migration. HAR:
high amplitude reection; CHZ: concentrated hydrate zone. b) Near-trace (up to 700
m oset), pre-stack time migrated data of line APB13-58 crossing Honeycomb Ridge
with ne-scale VP inversion results overlain in red. c)-d) Enlarged displays of the
inverted VP proles showing the CHZ at the two selected CDPs. CHZ: concentrated
hydrate zone; BSR: bottom-simulating reection.
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velocity proles provide a means to characterise with more detail specic structures
observed in the seismic data within the GHSZ.
At Glendhu Ridge, the BGHS does not mimic the seaoor, rather there are several
areas where it shoals towards the seaoor (Figure 5.3a and 5.3b). In terms of seismic
amplitudes, the BSR is not always imaged as a distinct negative polarity reection
(such as at CDP 4272), but it is sometimes characterised by a low-amplitude trough
(see CDP 4765 and CDP 5052), and in other areas it is not imaged at all (CDP 6038
and CDP 6145; Figure 5.3b). Decreases of ∆VP in the inverted velocity proles are
observed at the BGHS even when no distinct BSR is present in the seismic data (i.e.
Figure 5.3e, 5.3h). Moreover, the chimney-like structure corresponding to the thick low-
velocity zone between 3.3 and 3.6 s at CDP 6145 (Figure 5.3b) suggests the presence
of free gas injection within the GHSZ, which might be facilitated by dipping porous
strata, as discussed in Chapter 3.
The targeted high-amplitude reections within the GHSZ at Glendhu Ridge corre-
spond to the alternation of high and low VP in the inverted velocity proles (e.g., Figure
5.3f, 5.3g, 5.3i and 5.4c). These features have been interpreted to be caused by porous
sediments bearing gas hydrate in high concentration interbedded with ne-grained, less
porous strata (Chapter 3). At Honeycomb Ridge, the positive polarity reection inter-
preted as the top of the CHZ is characterised by a perturbation of +200 m/s (Figure
5.4b). The strong impedance contrast marks the transition from sediments containing
gas hydrate in low concentration above to the CHZ below. Similar to other seismic
methods presented in the previous chapters, the results of the 1D full-waveform inver-
sion are dependent on the vertical resolution of the seismic data, which ranges from
10 to 15 m for the APB13 dataset (Table 3.2). This resolution could be at least an
order of magnitude larger than the thickness of interbedded sandy and silty layers of
typical lower wedge sedimentary units (e.g., Konno et al., 2017). The chimney-like
features and the BSR shoaling observed in the seismic data suggest that warm, prob-
ably gas-charged uids are present in the GHSZ. The coexistence of free gas and gas
hydrate has been inferred and documented in similar geological settings (e.g., Crutch-
ley et al., 2019; Liu and Flemings, 2006; Pecher et al., 2010, 2018; Qin et al., 2020,
Crutchley et al., 2021). Therefore, it cannot be ruled out that the presence of patchy
free gas within gas hydrate bearing units thinner than the vertical seismic resolution
contributes to the impedance contrasts that manifest themselves as anomalously high
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seismic amplitudes. The implementation of the methods presented in this chapter for
inversion of other elastic parameters such as VS would be required for a further and
more detailed characterisation of the GHSZ, especially for distinguishing hydrate- and
free gas-bearing units.
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Figure 5.5: Examples of wiggle plots of inverted waveforms displayed in the τ -p
domain (red lines), overlying the real τ -p seismograms (black lines). CDPs 4272, 5052
and 6135 of the APB13-21 data are shown in a), b), c), respectively, while CDP 5827
of line APB13-58 is displayed in d). corr: correlation coecient.
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Chapter 6
Quantitative analysis of gas seeps and
methane uxes
6.1 Introduction
Methane forms in marine sediments that are rich in organic matter through either
microbial methanogenesis or thermogenic processes (Schoell, 1988). Methane formation
occurs at dierent depths in the subsurface but, because of the buoyancy of the gas,
these uids migrate upwards across the sediment layers through migration pathways
that include permeable carrier sedimentary units, faults or densely fractured regions
(Cook and Malinverno, 2013; Crutchley et al., 2015; Hillman et al., 2017; Homann
et al., 2019; Nole et al., 2016). When these pathways connect to the surface, methane
gas bubbles escape the seaoor as gas seeps, which can range from sporadic and local-
ized emanations of bubbles to widespread vigorous gas ares, and that occur in dierent
geological contexts, from the coastal environment to deep ocean regions (Duarte et al.,
2007; Judd, 2004; Watson et al., 2020). In shallow waters, the gas bubbles can reach
the sea surface and release greenhouse gases into the atmosphere (Schmale et al., 2005),
having direct implications for climate. In deeper seas, however, most of all of the gas
that is released at the seabed dissolves into the ocean without reaching the sea sur-
face, causing localized methane-induced seawater acidication over long time scales
(Biastoch et al., 2011; Garcia-Tigreros et al., 2021).
Seismic and acoustic methods are useful tools to identify, map and characterize
free gas accumulations in the subsurface (e.g., Kim et al., 2020), evidence for past and
present seepage at the seaoor (e.g., Stott et al., 2019) and acoustic imaging of gas ares
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in the water column (e.g., Böttner et al., 2020; Colbo et al., 2014). In the subsurface, the
presence of gas in the pore-space signicantly aects the elastic properties of the bulk
sediment, primarily by reducing the bulk seismic velocities and generating a contrast
in acoustic impedance. The detection, mapping and characterisation of subsurface
gas reservoirs are parts of the traditional hydrocarbon exploration workow (Yilmaz,
2001). Low seismic velocities, often associated with uid migration through geological
structures such as chimneys, conduits and faults, can be an indicator of free gas in the
sediments.
In the ocean, columns of rising gas bubbles (also called ares for the typical shape
they assume in hydroacoustic imaging) are less dense than seawater and thus repre-
sent strong acoustic reectors, as they generate sharp localized changes in the acoustic
impedance of the water column. Calculating methane uxes at a seep site is challeng-
ing, as it requires ground-truth information about bubble size distribution, chemical
composition, density, coating and ascending speed (Leblond et al., 2014). Typically,
gas bubbles released at the seaoor tend to have a radius in the range of 1 to 15 mm
(Veloso et al., 2015), resonating at frequencies from a few hundred Hz to ∼12 kHz, de-
pending on the depth and size (Weidner et al., 2019). Single-frequency sonar systems
have been successfully used for the identication of the location of seep sites and for
water column imaging for decades (e.g., Hornaus et al., 1999; Merewether et al., 1985;
Nikolovska et al., 2008). However, these instruments cannot be used to determine the
size distribution of the bubble population.
A common approach for the estimation of gas uxes is coupling acoustic imaging of
the gas ares with optical point-source measurements like deep towed imaging systems
(DTIS Higgs et al., 2019), remotely operated vehicles (ROV Naudts et al., 2010),
bubble observation modules (Bayrakci et al., 2014) or bubble traps (Römer et al., 2012).
Although these point-source measurements provide the most accurate observation of
bubble parameters, they require long deployment durations and a restricted eld of
view of less than ∼15 m. Moreover, they are also limited to measurements at the
seaoor, and cannot provide a way to track the changes in bubble size distribution
as they rise through the water column. Broadband hydroacoustic methods provide a
more ecient tool to directly estimate bubble parameters by insonifying large areas
of the oceans using a range of frequencies (e.g., Colbo et al., 2014; Dupré et al., 2015;
Veloso et al., 2015; von Deimling et al., 2011).
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The highest concentration of cold seep sites worldwide has been observed along con-
vergent margins, where uid migration through the sedimentary sequence is enhanced
by the tectonic deformation and successive dewatering of marine sediments (Saer and
Tobin, 2011; Suess, 2020). In these regions, gas ares observed at the seabed and other
shallow gas migration features are often connected to subsurface methane reservoirs
through gas conduits (e.g., Crutchley et al., 2021; Krabbenhoeft et al., 2013; Meldahl
et al., 2001; Petersen et al., 2010). The southern Hikurangi Margin, o the North
Island of New Zealand, reveals evidence of widespread methane seepage (Barnes et al.,
2010; Greinert et al., 2010; Watson et al., 2020).The accretionary wedge here consists
of a series of thrust-related ridges striking NE-SW, made of compressed and deformed
sediments, probably turbidites and ancient trench-ll deposits (Kroeger et al., 2015;
Lewis et al., 1998). Seismic data show evidence of concentrated gas hydrate accumula-
tions in the core regions of many thrust ridges in this region, indicating the preferential
migration of free gas along permeable strata towards the core of anticlinal structures
(Crutchley et al., 2019; Schwalenberg et al., 2010; Turco et al., 2020; Wang et al.,
2017a). Estimation of gas uxes at cold seep locations on the Hikurangi Margin has
so far relied on in situ optical measurements of gas bubble using DTIS (Higgs et al.,
2019) and ROVs (Naudts et al., 2010).
In this chapter, I use a combination of seismic and acoustic data to characterise
ve known sites of active cold venting on the southern Hikurangi Margin. The in-
terpretation of seismic amplitudes provides a means to identify regions of free gas
accumulations within the sediments. Qualitative analysis of multibeam data collected
over three years allows the spatial extent of the region of active venting at the seaoor
to be mapped, while also imaging the acoustic ares in the water column and analysing
their variability over time. Split-beam echo sounder data are used to extract important
parameters for the quantication of gas bubbles in the water from the backscattered
acoustic energy; this step is essential for the estimation of active gas uxes at the cold
seep locations.
6.2 Data and methods
6.2.1 Acoustic data processing
The identication and mapping of cold seeps in deep waters was achieved through the
analysis of acoustic data. Bathymetric and acoustic data were acquired during three
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scientic voyages onboard the R/V Tangaroa: TAN1808 (September-October 2018),
TAN1904 (July 2019) and TAN2012 (November 2020).
Swath bathymetry and acoustic backscatter of mid-water reectors were collected
with a hull-mounted Kongsberg EM302 multibeam echo-sounder during the three voy-
ages. The EM302 echo sounder operates at a frequency of 30 kHz and with a swath of
120◦. The use of the multibeam data was twofold: 1) to accurately locate gas seeps on
the seaoor and 2) to calculate the area of seepage at the seaoor. For the former ob-
jective, the data were processed using the NIWA custom-built software Espresso with
the following steps: seaoor detection ltering, removal of the outermost noisy beams
(>45◦), removal of bad pings, ltering side lobe artefacts and muting the rst 5 m of
data above the automatically picked seaoor, to avoid misinterpreting the smearing of
the beams at the seaoor as gas bubbles (Schimel et al., 2020). The correct pinpoint
(as well as could be determined) of seepage at the seaoor was facilitated by the fan
visualization of MBES data (Figure 6.3c). In order to calculate the total area of gas
seepage in proximity of the seaoor, the processed data were vertically summed over
a window between 5 m and 20 m above the seabed - a process known as echo inte-
gration (MacLennan et al., 2002). The output of this process is a georeferenced image
of volume backscatter intensity with a horizontal spatial resolution of 15 m x 15 m,
that allowed mapping the spatial extent of the acoustic anomaly in the water column
(Figure 6.1).
A suite of 5 Simrad EK60 echo sounders were used to obtain calibrated acoustic
measurement of the water column during TAN1904 and TAN2012 voyages. The data
were acquired over the ve targeted areas based on existing multibeam coverage. These
split-beam systems were calibrated using a standard 38.1 mm tungsten sphere hung
under the vessel, following standard procedures (Demer et al., 2015). Given the rel-
atively great water depth of most targeted ares (>1000 mbsl), only the 18 and the
38 kHz echo sounders had sucient range to penetrate through the water column and
image the gas bubbles. The two-way beam angle of the EK60 echo sounder is 7◦ for the
18 kHz system and 11◦ for the 38 kHz one. I extracted and processed the data recorded
for the targeted gas ares using the open-source software package ESP3 (Ladroit et al.,
2020). The data were processed to only extract the acoustic signal associated with
gas venting. The processing included seaoor echo detection and removal, bad ping
removal and de-noising (De Robertis and Higginbottom, 2007). Once acoustic ares
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were identied and extracted, I carried out frequency analysis on the pre-processed
split-beam data, and compared the frequency response to theoretical bubble backscat-
ter models to estimate the bubble size distribution (BSD) of the entire are (Figure
6.1). Finally, I echo integrated the processed 18 kHz data using cells 25 m high and 10
m wide, in order to retrieve a mean Sv response for each cell.
6.2.2 Estimation of gas uxes
Figure 6.1: Illustration of the workow to estimate gas uxes from MBES (EM302)
and single-beam (EK60) backscatter data
The workow to estimate gas uxes at the seep locations is illustrated in Figure 6.1.
To estimate the bubble size distribution and density, I followed two approaches, one
based on the normalised frequency response of the 18 and 38 kHz channels of the EK60
data, and one based on the non-normalised frequency response.
In the rst approach, gas ares were isolated using the 18 kHz data, and they were
echo integrated using a variable cell size ranging from 25 - 50 m in height and 5 - 10 m in
width. The echo integration process yields a mean Sv for each cell of the acoustic are.
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The frequency analysis of the gas plume from both the 18 and 38 kHz channels, nor-
malised relatively to the 38 kHz Sv values, provides frequency-dependant Sv values that
the theoretical backscatter model curves aim to match. The curve-matching procedure
was achieved through manual tuning of the following parameters: mean bubble radius,
bubble size distribution and water depth. When the match is considered satisfactory,
i.e., when the residuals between the observed Sv and the theoretical Sv are below a
chosen threshold for each water depth, the resulting BSD is considered representative








where TS is the same as in Eq. 2.28, BSD is the bubble size distribution and a the
bubble radius. BSD is parametrised by a mean bubble radius and a standard deviation
for the log-norm distribution, and by a mean bubble radius and a shape of the PDF for
the Weibull distribution. To retrieve the density of bubbles per volume unit (in m3),
the mean volume backscattering strength S̄v value of each cell of the echo integrated





Equation 6.2 relates the mean backscattering cross-section representative of the en-
tire are σ̄bs (m−1, or expressed in decibels by T̄ S) to the mean volume backscattering
coecient of a given cell of the echogram s̄v (m2, or S̄v in decibels).
Then, ρ is averaged across cells located at the same water depth, hence a mean
density of bubbles is estimated for each horizontal slice of the gas plume (ρ̄).
The second approach to retrieve BSD and ρ̄ for each are consists of a linear in-
version technique that aims to minimise the dierence between the modelled and the
observed non-normalised volume scattering strengths at each depth of the acoustic
are. The forward modelled data are computed following the theoretical backscatter
model by Ainslie and Leighton (2009) described in Section 2.4.2, and the optimisation
is achieved through a conjugate gradient technique. The model parameters that are in-
verted are bubble size, bubble size distribution and density of bubbles per volume unit.
These parameters are initialised using the results from the rst approach, and updated
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iteratively during the inversion. 100 iterations were performed on each are, and the
inversion was carried out twice, once assuming a Weibull bubble size distribution, and
once assuming a log-normal type distribution.
Once the BSD and ρ̄ are known, the gas ux is estimated for the entire are (which






πa3 BSD(a)v(a) da (6.3)
where A is the spatial extent of the acoustic anomaly in the proximity of the seaoor
as interpreted from the processed MBES data, ρ̄ is the mean density of bubbles in the
water in m−3, v(a) is the mean rising velocity of the gas bubbles, BSD is the bubble
size distribution and a is the bubble radius. The bubble rise velocity values are based
on the work by Leifer and Patro (2002), and consider the two end-members clean and
"dirty" bubbles, where the latter model represent gas bubbles which are coated with
oil or hydrate. In the next section, the estimated gas uxes are presented as ranges
of values. The major source of variability in the ux estimations comes from the use
of coated versus clean bubbles models: because clean bubbles rise faster than coated
bubbles, changes in v have a linear eect on the uxes (Eq. 6.3). The secondary source
of uncertainty in the estimations is related to the approach used for the calculation
of the BSD and density (Figure 6.1). These parameters impact both the mean rising
velocity - which depends on the bubble size, and the volume of gas calculated at the
seaoor, as discussed in the following sections.
6.3 Results
6.3.1 Identication of gas seeps
Gas venting sites are identied in the multibeam data by anomalous high acoustic
backscatter in the water column with respect to the surrounding region. High backscat-
ter values in the water could also indicate the presence of schools of sh, thermo-haline
layering or artefacts. Given the ambiguity in interpreting vertically-summed (echo
integrated) backscatter intensity maps, I analysed horizontally-stacked sections and
fan-view images of backscatter intensity (Figure 6.3b and c, respectively) in the vicin-
ity of the acoustic anomalies, to condently interpret gas ares where regions of high
backscatter intensity propagate from the seaoor upwards, as expected from a rising
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Figure 6.2: Southern Hikurangi Margin: gas ares identied from the MBES data
from the three HYDEE voyages (see Section 1.2.2s). The ve target areas are mentioned
in the text. Lines are ship tracks from each of the voyages; dots are gas ares. Map
coordinates are in UTM Zone 60S (WGS84 datum).
aggregate of gas bubbles. I analysed three datasets from dierent voyages that sur-
veyed the same target areas (see Chapter 1). This approach ensures that I accurately
pinpoint the location of gas venting at the seaoor. In the study area, I identied a
total of 129 individual gas ares: 43 from TAN1808, 33 from TAN1904 and 53 from
TAN2012 datasets. Most of these cold seeps are located approximately at the same
point on the seaoor in the three datasets; however, the dierence in data quality and
acquisition parameters doesn't allow a more detailed comparison between the three
datasets. It is important to point out that the ares observed in the acoustic data are
presumably formed by multiple jets sited in an area that is smaller than the insonied
seabed area. The lateral resolution of the MBES data at the seaoor depends on the
beam-width and the water depth. The ve regions of focused gas seepage are: Urut	
Ridge, Tokorakau Ridge, Pahaua Bank, Glendhu and Honeycomb ridges and Mungaroa
Ridge (Figure 6.2). The shallowest seeps occur at Tokorakau Ridge at ∼1100 mbsl,
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while the deepest one is the Honeycomb Ridge seep, located in ∼2400 m water depth.
There is no acoustic evidence that any of the analysed gas ares reaches the sea surface
in the study area.
Figure 6.3: Backscatter intensity images of the Glendhu seep eld (see Fig. 6.2 for
location) from multibeam data. a) echo integrated map (resolution 20x20 m); b) range
stacked view along the prole shown in a); c) fan view at the location indicated by the
dashed black line.
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Figure 6.4: Distribution of the acoustic seeps identied in the ve target areas:
(a) Mungaroa Ridge; (b) Glendhu Ridge; (c) Urut	 Ridge; (d) Tokorakau Ridge; (e)
Pahaua Bank. The approximate direction of plate convergence are extracted from the
MORVEL online tool (Argus et al., 2011). MCS: multi-channel seismic data
6.3.2 Gas uxes and seismic observations
In this section, I present the results of gas ux estimations for the ve target areas and
analyse the local geological structure of these sites. The details of the parametrization
of gas ares for each of the target sites, along with the estimated uxes is given in
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Table 6.3.2. The average thickness of the GHSZ varies according to the water depth
and the geological context, from ∼360 m at Urut	 Ridge (1200 mbsl) to ∼630 m at
Mungaroa Ridge (2100 mbsl). Despite being visible throughout the ve study areas,
BSRs associated with gas hydrate occurrence are discontinuous, and cannot be observed
directly below the locations of gas seepage.
Figure 6.5: a) Graphical illustration of the lateral resolution of the acoustic images of
the single-beam (EK60) data. b) Plot showing the dependence of the lateral resolution
(L) on water depth and beam angle.
Urut	 Ridge
The main Urut	 Ridge seep eld is located slightly seaward of the bathymetric high of
the anticlinal ridge. The eld of seep activity measures ∼4 km2 at the seaoor, in water
depths from 1175 m to 1300 m, and tens of ares can be identied from the acoustic
data (10 ares identied in the 2018 datasets, 14 ares in the 2019 one and 8 in 2020).
Most acoustic ares reach ∼700 m water depth, and the total area of high acoustic
anomaly at 20 m above the seaoor measures 0.43 km2. The easternmost ares imaged
in the TAN2012 dataset seem to be aligned roughly NS, which is sub-perpendicular to
the direction of plate convergence in this part of the margin. Four ares were selected
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from the many active plumes of this region for extracting the density of bubbles per
cubic metre. Gas ux estimates for the entire seep eld at Urut	 Ridge range between
0.45 and 7.1 × 106 kg/year. The seismic prole shown in Figure 6.6 runs perpendicular
to the strike of the main anticlinal structure, and it crosses the seabed location of two
major gas ares used for ux estimations, imaged in the EK60 data. A broad region of
∼1 km of the shallow subsurface shows high-amplitude negative polarity reections that
reveal the presence of free gas in the sediments. The sedimentary sequence below this
region is characterised by a general decrease in seismic amplitudes (seismic blanking)
and disrupted reections. The blanking zone in the overlying stratigraphic sequence is
bounded in depth by a seismic unconformity that marks the top of a highly reective
unit of steeply dipping strata that form the seaward limb of the Urut	 Ridge anticline.
The amplitude of the BSR is higher to the NW and to the SE of the ares site, it fades
out in the core region of the anticline, and it is not observed in the region of enhanced
reectivity on the seaward limb of the anticline.
Glendhu Ridge
Glendhu Ridge is a thrust-related elongated structural feature with four-way closure
that lies close to the present-day deformation front. The anticlinal structure of the
ridge is imaged in the seismic proles that cross the location of the seeps (Figure
6.7). On the landward side of the anticline, the Glendhu backthrust cuts through the
sedimentary sequence. The seismic blanking observed to the SE of the backthrust is
likely an imaging artefact caused by the steep angle of the strata. The BSR is clearly
imaged in the seismic data, and phase reversal can be observed in a high amplitude
reection crossing it, indicating the presence of free gas in the sediments below (Figur
6.7D). There is no BSR below the seep location at the top of the ridge, similar to what
is observed at Urut	 Ridge (Figure 6.6). The seismic image of the shallow sediments
below the crest of the ridge shows a pattern of disrupted reections, typically caused
by scattering of seismic energy due to the presence of gas. Interestingly, the normal
faults that cut through the core region of the anticline to the SE of the ridge crest
do not seem to act as uid pathways and are not linked to uid expulsion features
on the seaoor. The main gas venting eld is located right on the bathymetric crest
of the ridge, at a water depth of about 2000 m, where 6 - 8 main acoustic ares can
be identied from the multibeam data. The seeps are roughly aligned ENE-WSW,
parallel to the long-axis of the four-way closure and sub-parallel to the vector of plate
convergence (Figure 6.4b). For the parametrization of this gas seep eld, we used the
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Figure 6.6: Overview of the Urut	 Ridge seep site: the interpreted TAN1808-22
seismic prole is shown in the main panel. The bold black arrows represent the direction
of uid ow as interpreted from the seismic data and explained in the text. BSR:
bottom simulating reection. A) Map view of the Urut	 Ridge seeps (red box in Figure
6.4c), showing the acoustic backscatter anomaly in the echo integrated MBES (EM302)
data in proximity of the seaoor. The location of the TAN1808-22 seismic line and of
the single-beam data (EK60) are indicated by the black and the red lines, respectively.
The black dots represent the location of the main gas ares. The hydroacoustic data
were collected during the TAN1904 voyage. B) Echogram of two gas ares as imaged
by the 18 kHz channel in the single-beam data. The horizontal scale is the same of
the seismic panel. C) Expanded view of the seismic data showing the shallow region
beneath the cold seeps.
main acoustic are visible in Figure 6.7, which rises from the seaoor for roughly 1200
m reaching a depth of ∼780 m. The area of acoustic anomaly at this site is 0.17 km2,
yielding total gas uxes of 1.32 and 4.1 × 106 kg/year, considering coated and clean
bubbles, respectively.
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Figure 6.7: Overview of the Glendhu Ridge seep site: the interpreted TAN1808-
34 seismic prole is shown in the main panel. The bold black arrows represent the
direction of uid ow as interpreted from the seismic data and explained in the text.
BSR: bottom simulating reection. A) Map view of the Glendhu Ridge seeps (red
box in Figure 6.4b), showing the acoustic backscatter anomaly in the echo integrated
MBES (EM302) data in proximity of the seaoor. The location of the TAN1808-34
seismic line and of the single-beam data (EK60) are indicated by the black and the
red lines, respectively. The black dots show the locations of the main gas ares. The
hydroacoustic data were collected during the TAN1904 voyage. B) Echogram of the
gas are as imaged by the 18 kHz channel in the single-beam data. The horizontal
scale is the same of the seismic panel. C) Expanded view of the seismic data showing
the possible shoaling of the BSR beneath the crest of the ridge. D) Expanded view of
the seismic data showing the polarity reversal of a reection crossing the BSR.
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Pahaua Bank
Pahaua Bank is a submarine ridge located on the mid-slope portion of the accre-
tionary wedge, roughly half-way between the continental shelf break and the subduction
trench, at water depths of 1450 - 1570 m. There are two regions of concentrated gas
seepage at the seaoor: the northernmost group of gas seeps includes at least seven
distinct ares aligned NNW-SSE, perpendicular to the direction of plate convergence.
The southernmost group consists of at least six ares rising from 1560 m. In both
groups, the acoustic signature of the rising bubbles reaches the depth of ∼750 mbsl.
The total area of acoustic anomaly close to the seaoor measures 0.21 km2. One are
from the southernmost group was used for bubble size and density parametrization,
yielding gas ux estimates between 1.43 and 6.22 × 106 kg/year for this site. The
seismic data reveal a ∼400 m long strong reection with negative polarity right below
the seabed at the location of gas seepage, indicative of widespread free gas in the shal-
low sediments (Figure 6.8). Below the free gas accumulation, a column-shaped region
of localised seismic blanking extends downwards towards the base of the GHSZ, in a
region of disrupted reections in the vicinity of an apparent BSR shoaling.
Tokorakau Ridge
This is the shallowest of the analysed seep elds, and it lies in a region of relatively
at bathymetry at ∼1140 m water depth. Tokorakau Ridge is a SW-NE trending
anticline that represents the southern extension of Urut	 Ridge. The seismic prole
shown in Figure 6.9 runs parallel to the strike of the anticline, and crosses two areas of
gas seepage. The sedimentary sequence is characterised by relatively at and parallel
strata. The thickness of the GHSZ at Tokorakau Ridge is ∼0.5 s, or ∼450 m using
an estimated seismic velocity of 1800 m/s. While the BSR appears as a distinct neg-
ative polarity reection adjacent to the seep locations, it is characterised by a series
of lower amplitude reections in the central part of the seismic prole, and it is not
imaged beneath the regions of gas expulsion. High amplitude reections with the same
polarity as the seaoor indicate the presence of concentrated gas hydrates in the shal-
low sediments, while column-shaped regions of seismic blanking suggest upward uid
migration from the BGHS towards the cold seeps. Similar to the Urut	 Ridge eastern
ares and to the Pahaua Bank northern ares, the acoustic gas plumes at Tokorakau
Ridge are aligned roughly perpendicularly to the direction of plate convergence. The
23 imaged ares can be grouped into four clusters (Figure 6.4d), and they rise for ∼500
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Figure 6.8: Overview of the Pahaua Bank seep site: the interpreted TAN1808-44
seismic prole is shown in the main panel. The bold black arrows represent the direction
of uid ow as interpreted from the seismic data and explained in the text. BSR:
bottom simulating reection. A) Map view of the Pahaua Bank seeps (red box in Figure
6.4e), showing the acoustic backscatter anomaly in the echo integrated MBES (EM302)
data in proximity of the seaoor. The location of the TAN1808-44 seismic line and of
the single-beam data (EK60) are indicated by the black and the red lines, respectively.
The black dots show the locations of the main gas ares. The hydroacoustic data were
collected during the TAN1904 voyage. B) Echogram of a gas are as imaged by the 18
kHz channel in the single-beam data. The horizontal scale is the same of the seismic
panel. C) Expanded view of the seismic data showing the shallow region beneath the
cold seeps, where free gas accumulation is inferred by the negative polarity reection.
m from the seaoor. One are was selected to estimate bubble parameters (see Table
6.3.2). With a total area ∼0.45 km2 of acoustic anomaly, the gas ux estimates for the
Tokorakau venting eld lie between 0.87 to 4.42 × 106 kg/year.
Mungaroa Ridge
The Mungaroa seep eld (Figure 6.10) is the deepest analysed in this study, with
its main gas are located at 2080 mbsl at the top of Mungaroa Ridge, a thrust-related
four-way closure that lies at the toe of the accretionary wedge (Crutchley et al., 2021).
The gas-water contact visible in the seismic data suggests the presence of a thick free-
gas column accumulation beneath the BGHS. High amplitude reections are observed
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Figure 6.9: Overview of the Tokorakau Ridge seep site: the interpreted TAN1808-02
seismic prole is shown in the main panel. The black arrows show the direction of
uid ow as interpreted from the seismic data and explained in the text. BSR: bottom
simulating reection. A) Map view of the Tokorakau Ridge seeps (red box in Figure
6.4d), showing the acoustic backscatter anomaly in the echo integrated MBES (EM302)
data in proximity of the seaoor. The location of the TAN1808-02 seismic line and of
the single-beam data (EK60) are indicated by the black and the red lines, respectively.
The black dots show the locations of the main gas ares. The hydroacoustic data were
collected during the TAN2012 voyage. B) Echogram of a gas are as imaged by the 38
kHz channel in the single-beam data. The horizontal scale is the same of the seismic
panel.
in the core region of the anticline, where a network of normal faults cuts through the
sedimentary sequence. From the top of the highly reective region, a vertical chimney
structure connects the gas reservoir to the seaoor location of the gas are. The main
ares observed on the seaoor lie in the vicinity of the chimney, suggesting that uids
are owing along this fracture. The site was surveyed during the three HYDEE voyages,
and six ares are observed in the acoustic data, rising from the seabed up to roughly
600 mbsl, making them the highest ares observed in the region (∼1400 m high). The
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Mungaroa Ridge 2.18 - 1.38 - 1.57 0.316 - 0.288 - 0.189 5.52 - 1.88 × 106 2060
Glendhu Ridge 1.90 - 1.35 - 1.87 0.288 - 0.232 - 0.268 4.26 - 1.51 × 106 1950
Pahaua Bank 1.56 - 1.35 - 1.87 0.450 - 0.244 - 0.374 6.02 - 1.77 × 106 1550
Tokorakau Ridge 1.60 - 1.15 - 2.67 0.25 - 0.190 - 0.129 8.34 - 3.20 × 106 1110
Urut	 Ridge 1.67 - 1.08 - 2.25 0.039 - 0.042 - 0.128 3.38 - 1.14 × 106 1240
Table 6.1: Bubble size parameters and uxes. (1): linear inversion with Weibull
distribution; (2): linear inversion with log-normal distribution; (3): manual curve
tting with Weibull distribution. All values are calculated at the seaoor.
6.4 Discussion
The quantitative study of the water column combined with observations of subsurface
geological structures has allowed a detailed characterisation of the ve targeted cold
seep areas on the southern Hikurangi Margin. In this section, we discuss the key
ndings of this study and highlight their main implications.
6.4.1 Acoustic data resolution
Figures 6.6 - 6.10 show seismic proles crossing the targeted seep elds, overlain on
the acoustic backscatter image (Sv) of the water column from the 18 kHz channel of
the EK60 split-beam echo sounder. While the horizontal and vertical scale of the two
images match, the acoustic image of the water column shows the apparent resolution of
the EK60 data: the true horizontal resolution depends on the beam-width and varies
with depth following:
r = r∗ − 2d(tanθ
2
), (6.4)
where r is the horizontal resolution, r∗ is the apparent resolution measured in the
echograms, d is the water depth and θ is the beam aperture angle (11◦ for the 18 kHz
channel, Figure 6.5).
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Figure 6.10: Overview of the Mungaroa Ridge seep site: the interpreted TAN1808-
97 seismic prole is shown in the main panel. The black arrows show the direction
of uid ow as interpreted from the seismic data and explained in the text. BSR:
bottom simulating reection; gwc: gas-water contact. A) Map view of the Mungaroa
Ridge seeps (red box in Figure 6.4a), showing the acoustic backscatter anomaly in
the echo integrated MBES (EM302) data in proximity of the seaoor. The location
of the TAN1808-97 seismic line and of the single-beam data (EK60) are indicated by
the black and the red lines, respectively. The black dots represent the locations of the
main gas ares. The hydroacoustic data were collected during the TAN2012 voyage.
B) Echogram of a gas are as imaged by the 38 kHz channel in the single-beam data.
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Figure 6.11: Results of methane ux estimations for the ve seep locations. a)-e)
show the variations of the mean bubble radius versus depth; f)-j) show the mean density
of bubbles and k)-o) show the mean methane uxes calculated at depth with the clean
and coated (dirty) ascending velocity models.
6.4.2 Constraints on bubble size distributions
Quantication of gas ux is generally dependent on observations of bubble parame-
ters. Ideally, optical measurements such as video observation, bubble size measuring,
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and sampling of the seep uids provide the most accurate measures of the bubble size
distribution function, their rising velocity and the chemical gas composition, enabling
the determination of realistic values of gas ow rates (e.g., Higgs et al., 2019; von
Deimling et al., 2011; Wang et al., 2016; Weber et al., 2014).
Due to the lack of optical observations of the seeps analysed in this study, no mea-
surements of BSD are available, and we adopt a variation of the method proposed by
Veloso et al. (2015) to estimate the BSD from the split-beam EK60 data. To test the
validity of the results, we analyse the dependance of the estimated methane uxes on
dierent BSD functions: we rst parametrise the BSD by assuming log-normal and
Weibull probability density functions (PDF), and then compare the inverted results
(Figure 6.12). The choice of these PDFs was made based on published seep studies,
which have suggested several distribution functions to describe bubble size data in-
cluding normal (Römer et al., 2012), log-normal (Wang et al., 2016), and Weibull (Li
et al., 2020).
The modelled Sv depends on both the BSD and the density of bubbles (Eq. 2.26).
If the BSD parameters are over corrected during the curve matching procedure, the
density of bubbles will be underestimated, so that the nal impact on the calculation
of gas uxes is minimal. This can be observed, for example, in the inversion results
for Mungaroa Ridge are at 2060 mbsl (Figure 6.10), where the mean bubble radius of
the BSD modelled assuming a Weibull distribution increases above 2 mm, the density
of bubbles for the corresponding depth shows a sharp decrease.
ROV footage of the Glendhu Ridge seep was acquired during a recent voyage onboard
R/V Tangaroa, and qualitative observations seem to indicate that there is a narrow
range of bubble sizes emitted at the seaoor (Sarah Seabrook, personal communication,
2021). The number of bubbles smaller than 0.5 mm is probably overestimated by the
Weibull PDF, and the log-normal curves are more likely to represent the real BSD at
these seep sites. Nevertheless, our analysis shows that the overall impact of the BSD
on the methane ux estimates is small. The uxes estimated assuming a constant
BSD for the entire are and based on the normalised Sv response (manual curve tting
method) show a general smooth trend with depth. The mean volume backscattering
strength (S̄v in equation 6.2), which is related to the density of bubbles, also increases
with depth. This trend can be explained by the fact that in this approach a mean
Sv is calculated by averaging the echo integrated backscatter volume strength of the
122
cells located at the same depth. The uxes calculated through the linear inversion
method (both assuming Weibull and log-normal distributions) show more variability
in the calculated density of bubbles and uxes, despite a general increase with depth
(e.g., Fig. 6.8).
There are two sources of variability in the resulting estimations of gas uxes at the
seaoor: one related to the uncertainty in bubble parameters (such as mean radius,
bubble density and bubble size distribution), and one related to the model used to
estimate the bubble rising velocity (assuming either clean bubbles or coated ones).
Considering the ux values calculated at the deepest point of the ares (i.e., close to
the seaoor), the largest dierence related to the rst type of uncertainty is observed
at the Pahaua Bank site for the clean bubble model, and is about 6.3 × 106 kg/year.
The bubble parameters shown in Figures 6.6 - 6.10 are summarized in Table 6.3.2.
Figure 6.12: Bubble size distributions estimated from linear inversion of the split-
beam data at the Mungaroa Ridge gas are, imposing log-normal (a) and Weibull (c)
distributions. Each curve is representative of a 50 m high horizontal slice of the gas
are, and is color coded according to the water depth. b) and d) show the theoretical
frequency response curves at each horizontal slice of the gas are, and the dots represent
the observed Sv at the same water depth for the 18 and the 38 kHz channels.
6.4.3 Source of gas and seismic manifestation of uid ow
The southern Hikurangi Margin is a well-established province of gas hydrate occur-
rence, uid migration and gas seepage (e.g., Barnes et al., 2010; Crutchley et al., 2011;
Kroeger et al., 2019; Watson et al., 2020). Consistent with the majority of subduction
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margins, the analysis of gases emitted at the seaoor suggests a predominantly micro-
bial origin of methane over a thermogenic origin (Faure et al., 2010; Greinert et al.,
2010). At all the are sites observed in this study, we found evidence of gas migrating
from the base of the GHSZ to the seaoor. In the case of Mungaroa Ridge, a large free
gas reservoir in the core region of the anticline is the source that supplies gas to the
main seep observed at the seaoor. Here, the overpressured gas caused hydraulic frac-
turing of the overlying sediments leading to the formation of the vertical gas chimney
imaged in the seismic data (Figure 6.10; Crutchley et al., 2021). The presence of such
large and interconnected free gas accumulations is not observed at any of the other
target sites. However, highly reective strata are imaged at Urut	 and Glendhu ridges,
crossing the base of the GHSZ at steeply dipping angles. The enhanced reectivity
may be caused by the strong impedance contrast between ne-grained impermeable
layers and sandy gas-charged sedimentary units. Stratigraphically-driven uid migra-
tion along permeable dipping strata has been suggested to be the main mechanism for
upward uid ow in many anticline-related ridges on the Hikuragi Margin (e.g., Barnes
et al., 2010; Crutchley et al., 2019; Turco et al., 2020; Wang et al., 2017a).
The seismic data beneath the ares show dierent manifestations of uid migration
in the sediments including blanking zones, bright spots, chimney-like structures, dis-
turbed stratication and shoaling of the base of the GHSZ. Fluid migration through the
GHSZ is identied by areas of decreased amplitude (seismic blanking) and disrupted
stratications in the sediments below the seeps, as at Tokorakau Ridge, Pahaua Bank
and Urut	 Ridge, or by localised vertical chimney-like structures, such as at Mungaroa
and Glendhu ridges. The disruption of sedimentary strata can be due to the scattering
of seismic energy caused by the presence of gas (Judd and Hovland, 1992).
The fact that broad regions of reduced amplitudes are not observed below the seeps at
the ridges closer to the deformation front (Mungaroa and Glendhu) could be explained
by the younger age of these structures. In the initial stages of a gas seep formation, gas
supply might come from a deeper reservoir through localised gas chimneys created by
hydrofracturing, similarly to the Mungaroa Ridge seep case (Crutchley et al., 2021).
Over time, precipitation of authigenic carbonate (e.g., Greinert et al., 2001) or forma-
tion of gas hydrate might cause localised barriers which would block the fracutures used
for uid migration, causing the overpressured gas to create new fractures disrupting
the sediments (e.g., Petersen et al., 2010; Sun et al., 2012). Therefore, the seep sites
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that lie closer to the Hikurangi subduction trough are characterised by a narrower zone
of sediment disruption (i.e. the vertical chimney-feature at Mungaroa Ridge, Figure
6.10). At the more landward sites, on the other hand, uids might have been migrating
for longer time, creating a net of interconnected pathways that disrupted the geological
stratication resulting in the broad blanking regions observed in the seismic data.
6.4.4 Temporal variability of the seeps
There are many mechanisms that control the activity of dierent types of gas seeps.
Consequently, the time scales over which the activity of cold seeps uctuates can span
from minutes to millennia. For example, Feseker et al. (2014) document the eruption
of a deep-sea mud volcano that triggered large methane and CO2 emissions over a
period of minutes. Pressure changes at the seaoor caused by tides have been shown
to impact the ow rate of shallow and deep-sea gas seeps (Boles et al., 2001; Riedel
et al., 2018; Römer et al., 2016), while seasonal sea-bottom temperature variations can
cause cold seeps to hibernate during the cold months, trapping gas in the sediments
that is released in large pulses during warmer months (Ferré et al., 2020). On the other
hand, natural seismicity (Franek et al., 2017) and ocean warming (Baumberger et al.,
2018; Berndt et al., 2014) are potential triggers for signicant release of methane from
the sediments, especially in hydrate provinces. This study represents an opportunity
to analyse the variability of methane emissions on the southern Hikurangi Margin over
a three years period. Although quantitative estimates were calculated only once for
each gas are, from either the 2019 or from the 2020 datasets, the qualitative analysis
of multibeam and split-beam data suggests that there is no substantial dierence in
the activity of the main seeps between 2018 and 2020 (Figure 6.13). The spatial extent
of the acoustic anomaly close to the seaoor remains fairly constant for the ve target
areas in the three datasets, as does the height of the acoustic ares.
In addition to stable gas seepage over a period of three years, it is known from
authigenic carbonates (for example on Urut	 Ridge) that many of the seep sites have
been active for thousands of years (e.g. Jones et al., 2010; Liebetrau et al., 2010).
Likewise, there is evidence for stable methane seepage over intermediate time-scales
from tube worms (Lamellibrachia spp.) up to 2 m long sampled at Mungaroa, Urut	
and Glendhu ridges (Sarah Seabrook, pers. comm., 2021). Tube worms of this species
require at least 200 years to reach such lengths (Cordes et al., 2007; Fisher et al., 1997).
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Understanding and monitoring the temporal variability of a eld of cold seeps is
relevant to a number of scientic and socio-economic issues. At a national scale, one
of the most direct implications is related to regional ecosystem management. Cold
seeps are increasingly recognized as centres of local biogeochemical cycling and oases
for many animals with recent studies nding that commercially important sheries
species are associated with seep habitats and consume methane derived carbon from
chemosynthetic production in seep systems (Grupe et al., 2015; Levin et al., 2016;
Seabrook et al., 2019; Turner et al., 2020).
6.4.5 Global implications for ocean acidication
From the acoustic imaging of the water column, no evidence was found that methane
bubbles reach the sea surface at any of the analysed gas fares. Considering the depth
of the seep sites reported here, two dierent processes will interact to prevent the CH4
emitted at the seaoor from reaching the atmosphere: (1) the methane contained in
the bubbles will dissolve into the water driven by the low concentration of CH4 in
the ocean (Wiesenburg and Guinasso Jr, 1979), and (2) dissolved CH4 is converted
into CO2 in the water column by abiotic and biotic forces (McGinnis et al., 2006).
Although bubble-stripping and methane oxidation reduce the amount of CH4 released
into the atmosphere, these processes can signicantly impact local marine habitats and
the global ocean chemistry. At a regional scale, massive emissions of CH4 can cause
localised deoxygenation of waters causing the depletion of species that are important
to an ecosystem (Dickens, 2001; Kessler et al., 2011). Moreover, because the oxidation
process of the CH4 emitted at cold seeps occurs in deep waters, which have higher
solubility to CO2 due to higher pressure, methane seeps represent an indirect source of
CO2 that needs to be taken into account in ocean acidication models (Archer et al.,
2009; Biastoch et al., 2011).
In order to rene our understanding of the global eect of deepwater acidication, it
is important to study the potential implications of hydrate dissociation on a regional
scale. To this end, the relevance of margin-wide studies on natural methane seeps has
increased in the past decade: Pohlman et al. (2011) found that up to 28% of the total
dissolved organic carbon derives from fossil methane, while Garcia-Tigreros et al. (2021)
conclude that aerobic oxidation of CH4 has a greater inuence on ocean chemistry in
regions where methane concentrations are locally elevated. Based on the analysis of
more than 300 gas seeps, Riedel et al. (2018) estimate a combined average in-situ ow
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rate of about 88 x 106 kg/year for the Cascadia Margin. Complementing this other
work, the results of this chapter provide a quantitative assessment of the methane
contribution of the southern Hikurangi Margin, which can be considered within the
global carbon budget (Saunois et al., 2020), lling gaps of unknown methane sources
and better constraining models of ocean acidication. Moreover, the uxes presented
here can be used as a proxy to monitor changes in the ux rates in the mid- to long
term associated with ocean warming.
6.5 Conclusions
The combination of seismic and hydroacoustic data analysis allowed the characteri-
sation of ve cold seep sites on the southern Hikurangi Margin in terms of geological
setting and gas ux estimates. The seismic data allowed imaging of the geological
structures underlying the seep sites, showing gas hydrate systems through which the
gas is owing, and provided insights into the origin of the gas in the subsurface. Most
of the gas comes from below the BGHS and the migration occurs either along steeply
dipping strata or through sub-seismic structural fractures that manifest themselves as
narrow or wide regions of seismic blanking. Hydroacoustic data collected over three
years allowed mapping of the backscatter anomalies near the seaoor at the sites of
seepage and pinpointing the location of the main gas ares on the sea bed. A total of 43,
33 and 53 individual ares were identied from the TAN1808, TAN1904 and TAN2012
datasets, respectively. Qualitative analysis of multibeam and split-beam data suggests
that there is no substantial dierence in the activity of the main seeps between 2018
and 2020.
The use of the multi-frequency split-beam echosounder allowed estimates of the gas
ux rates at the ve target sites to be made. The cold seeps lie in water depths
ranging from 1110 to 2060 m, and emit, combined, between 9.52 and 27.52 × 106 kg
of gas per year. This study provides a quantitative assessment of the greenhouse gas
contribution from the southern Hikurangi Margin, and has implications for seaoor
biological communities and ocean chemistry.
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Figure 6.13: Evolution of the Glendhu Ridge seep site over the years. The panels
on the left (A, C, E) show range stacked views of MBES (EM302) data of the gas
ares on the top of Glendhu Ridge from TAN1808, TAN1904 and TAN2012 datasets,
respectively. The panels on the right (B, D, and F) show the acoustic backscatter
anomaly in the echo integrated MBES data in proximity of the seaoor. The black
lines represent the ship track shown in the left panels. The coordinate system is UTM




The southern end of the Hikurangi Margin is a prime location to study the interaction
between tectonic processes, focused uid migration, hydrate formation and seaoor gas
seepage. This region provided a prime location to apply dierent seismic methods to
study gas hydrate systems. Comparing the results is often a dicult task, given the
dierent assumptions underlying each method.
The novelty and over-arching objective of this thesis has been to provide a quanti-
tative assessment to estimate: 1) the volumes of gas hydrate stored in concentrated
accumulations within the thrust-ridges and 2) the volumes of greenhouse gases emitted
at the seaoor at known cold seepage locations. This chapter summarises the key nd-
ings of the work presented in Chapters 3, 4, 5 and 6, and provides recommendations
for further work.
Highly concentrated gas hydrate in anticlinal ridges The southern Hikurangi
Margin hosts several accumulations of gas hydrate in high concentration, most of which
are found in the core region of thrust related anticlinal ridges. The formation of such
accumulations is primarily driven by upward uid migration along permeable, steeply-
dipping strata. These anticlines also act as geological traps for gas-rich uids that start
forming hydrate once they reach the GHSZ.
Importance of ridge development for hydrate accumulations The analysis of
Glendhu and Honeycomb ridges provides insight into the evolution of anticlinal thrust-
related ridges located at the toe of the accretionary wedge: older structures situated
further landward of the deformation front are more likely to host more extensive ac-
cumulations than the younger ridges located at the deformation front, due to the fact
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that they have drained a larger region of potential source rocks for a longer time. The
interaction of sedimentation and erosion drives the location of the concentrated hydrate
deposits away from the gentle stratigraphic dips in the core of the anticline (i.e. Hon-
eycomb Ridge) into the steeper dips in the backlimb of the more structurally-mature
anticlines (i.e. Glendhu Ridge).
Resolution considerations In terms of gas hydrate saturation, estimates based on
the combined analysis of seismic velocity and reectivity have to be considered an
average over vertical zones with thicknesses on the order of the seismic data resolution
(5  14 m), and the presence of higher hydrate saturations at a smaller scale cannot
be ruled out.
Estimates of hydrate in place The probable estimated total volume of gas hy-
drates in place in the Glendhu and Honeycomb concentrated hydrate deposits lies
between 2.45 × 105 m3 and 1.72 × 106 m3, with the best estimate at 9.68 × 105 m3.
This estimate provides a rst-order assessment for further gas hydrate evaluations in
the region. The sequential workow applied to estimate porosity and gas hydrate sat-
uration in the reservoirs highlights the eectiveness of probabilistic seismic inversions
in characterising concentrated gas hydrate reservoirs, even in the absence of drilling
data within the target reservoirs.
Fine-scale velocity structure The application of 1D full-waveform inversion al-
lowed retrieval of the ne-scale VP structure of key locations within concentrated hy-
drate deposits. The BGHS at the targeted sites is characterised by a consistent decrease
in VP even when no distinct BSR is present in the seismic data. Broad low-velocity
regions in the inverted models associated with chimney-like structures in the seismic
data are interpreted as evidence of free gas injection into the GHSZ, which might be
facilitated by steeply dipping porous strata. The top of the concentrated gas hydrate
deposits, marked by high amplitude positive polarity reections, corresponds to ∆VP
values of +200 m/s. The resolution of the seismic data and of the inverted VP proles
could be at least an order of magnitude lower than the thickness of the sedimentary lay-
ers typical of the lower accretionary wedge. Therefore, the coexistence of free gas and
gas hydrate in the pores of units that are thinner than the vertical seismic resolution
cannot be ruled out.
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Structures beneath methane seeps At the ve targeted areas of gas seepage,
seismic data show that most of the gas emitted at the seaoor comes from below
the BGHS and the migration occurs either along steeply dipping strata or through
subseismic structural fractures that manifest themselves with narrow or wide regions
of seismic blanking.
Quantitative analysis of gas seeps A total of 43, 33 and 53 individual ares were
identied from the TAN1808, TAN1904 and TAN2012 hydroacoustic datasets, respec-
tively, lying in water depths ranging from 1110 to 2060 m. No substantial dierence in
the activity of the main seeps between 2018 and 2020 was observed. Gas ux rates were
estimated from the split-beam data at the ve target site. The analysed seeps emit
between 9.52 and 27.52 × 106 kg of gas per year collectively. This study provides the
most quantitative assessment to date of the methane release at the southern Hikurangi
Margin.
7.1 Future work
The analyses at Glendhu and Honeycomb ridges, presented in Chapters 3 and 4,
suggests that the high amplitude reections observed in the seismic data correspond to
hydrate saturation of up to 60% or higher, probably concentrated along porous layers
interbedded with ne-grained silts/mudstones. In contrast, the concentration of free
gas is much harder to estimate because the eects of gas on the elastic properties of the
sediment depend on its spatial distribution within the pores (i.e. uniform or patchy).
The coexistence of free gas and gas hydrate is a key aspect that has to be taken into
account in future quantitative studies of total in-place methane. The analysis and
inversion of controlled-source electromagnetic data, which have been collected during
TAN2012 voyage over some of the hydrate deposits presented in this thesis, is going
to provide a complementary interpretation that will better constrain the amount of
in-place methane that accumulates in the region.
For a more detailed characterisation of the GHSZ, implementation of the 1D full-
waveform inversion adopted in Chapter 5 is needed. In particular, the joint inversion
of other elastic parameters, such as VS, would allow the distinction of hydrate- and
free gas-bearing sediments. Such an analysis would require ocean-bottom seismometer
data that could record converted shear waves.
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The quantitative analysis of gas hydrate deposits and the estimates of methane ux
into the ocean will be crucial for understanding the role that gas hydrate systems play
in supporting biological communities at the seaoor and in altering ocean chemistry. In
particular, regional oceanographic models will be used to generate methane dispersion
models in the ocean to provide a better understanding of the inuence of methane
seepage on water chemistry at the Hikurangi Margin.
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Participation in data acquisition
As part of my Ph.D., I was involved in two scientic cruises co-funded by the HYDEE
research programme. I was part of the MCS data acquisition team during TAN1808,
and of the hydroacoustic data acquisition team during TAN2012 (Figures 7.1 and 7.2).
Figure 7.1: Crew and scientic party of the TAN1808 research voyage (HYDEE I).
Picture taken oshore Kaik	oura on a calm and sunny spring day - October 2018.
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Figure 7.2: Scientic party of the TAN2012 research voyage (HYDEE III). Picture
taken oshore Wairarapa - November 2020.
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