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Es conocida la importancia que tiene la cons-
trucción de un glosario en los procesos de re-
quisitos. La experiencia recogida a través de 
numerosos casos reales ha mostrado que la 
construcción del mismo es simultáneamente 
laboriosa y que sus resultados son pocos con-
fiables. Es razonable suponer que el uso de es-
trategias de procesamiento de lenguaje natural 
puede contribuir a atemperar ambas dificulta-
des. La construcción de glosarios difiere de la 
minería de textos clásica en el sentido que se 
tiene un cierto conocimiento previo de aquello 
que se busca. Sin embargo, tanto debido a las 
peculiaridades de la fuente de información 
como a las características del Universo de Dis-
curso, los estilos de las narrativas ofrecen una 
sensible dispersión. En el presente proyecto se 
planifica utilizar un enfoque de ingeniería in-
versa, utilizando fuentes de información con-
fiables y glosarios ya construidos por seres hu-
manos para estudiar el contexto concreto de 
uso de los símbolos incluidos en el glosario en 
la fuente de información. De este estudio se es-
pera deducir reglas que permitan detectar sím-
bolos no descubiertos a partir de la combina-
ción del contexto de uso y del estilo del dis-
curso. 
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La propuesta que se presenta es parte del pro-
yecto de investigación “Aspectos No Funcio-
nales de los Procesos de Requisitos” del De-
partamento de Ingeniería de Investigaciones 
Tecnológicas (DIIT) de la Universidad Nacio-
nal de La Matanza (UNLaM). 
 
1.0 INTRODUCCIÓN  
No todos los proyectos de software concluyen 
con éxito [1] [2] [3] [4]. Diversos estudios lle-
vados a cabo para analizar este tema argumen-
tan que el problema principal encontrado son 
requisitos inadecuados, mal comprendidos, in-
completos y volátiles. Para poder definir los re-
quisitos primero se debe adquirir conocimiento 
sobre el Universo de Discurso (UdeD), captu-
rar las demandas, necesidades y problemas 
presentes en él. Esta información es analizada 
por la ingeniería de requisitos (IR), con el fin 
de generar la Especificación de Requisitos de 
Software (ERS) que contiene los servicios que 
el sistema de software debe satisfacer para me-
jorar los procesos del negocio. Para Loucopou-
los [5] la IR se compone de actividades que 
permiten comprender las necesidades de los 
clientes-usuarios y traducir dichas necesidades 
en declaraciones precisas y sin ambigüedades 
que posteriormente se pueden utilizar en el 
proceso de desarrollo del nuevo sistema de 
software. Una ERS adecuada, es la base de las 
actividades de Gestión de Proyecto relaciona-
das con el presupuesto y el cronograma, influ-
yendo sobre la calidad del mismo.  
435
La baja calidad de los productos de software 
desarrollados, ERS deficientes, elevados cos-
tos de corrección y mantenimiento, o el com-
pleto fracaso del proyecto, podrían evitarse o 
al menos mitigarse si hubiera una mayor preo-
cupación por la rigurosidad durante las activi-
dades relacionadas con la IR [6].  
Los problemas mencionados, en su mayoría, 
tienen su origen en la utilización de modelos 
que los clientes-usuarios no pueden compren-
der. Mejorar las estrategias de comunicación 
entre los involucrados es de gran importancia 
para identificar, validar y verificar de manera 
correcta y oportuna dichos modelos [7]. 
La etapa inicial de la IR, implica la obtención 
o transferencia de la mayor parte del conoci-
miento desde el UdeD. Plasmar ese conoci-
miento en modelos basados en lenguaje natural 
(LN), además de mejorar la comunicación en-
tre los participantes, asegura que su validación 
sea más segura y acertada. Los clientes-usua-
rios comprenden mucho mejor las descripcio-
nes basadas en LN en lugar de aquellas basadas 
en esquemas técnicos. En especial si este len-
guaje es lo más cercano posible a la jerga utili-
zada por ellos. 
El LN tiene un gran poder expresivo, pero es 
polisémico ya que contiene ambigüedad, iro-
nías, expresiones típicas y muchas otras carac-
terísticas, que generan problemas de interpre-
tación, dado que su significado depende de los 
puntos de vista y del modelo mental de los in-
terlocutores. A pesar de sus inconvenientes, el 
uso del LN mejora significativamente la trans-
ferencia de conocimiento, asegurando una me-
jor comprensión de los modelos [8]. 
En el campo la IR existen diferentes modelos 
basadas en LN, algunos son: 
• Casos de Uso [9], son descripciones 
narrativas de la interacción entre un 
actor y el sistema. 
• Glosarios [10] [11] contienen palabras 
y/o expresiones, comentadas o expli-
cadas. Se los crea con diferentes fines, 
por ej. aclarar el significado de con-
ceptos del dominio de la aplicación, 
unificar la terminología empleada en 
los diferentes modelos, mejorar la co-
municación entre los involucrados; se 
pueden centrar en la terminología de 
los clientes - usuarios, o en la de los 
documentos. 
• El LEL [12], es un glosario que des-
cribe el vocabulario de la aplicación, 
sin necesidad de comprender la fun-
cionalidad del proceso del negocio. 
Las palabras o frases que contiene son 
llamados símbolos. Cada símbolo se 
identifica con un nombre (o más de 
uno en caso de sinónimos). Se detalla 
indicando la noción (denotación, de-
fine su significado) e impacto (conno-
tación, identifica la relación del sím-
bolo que se está describiendo con los 
demás símbolos del léxico). Noción e 
impacto se deben describir teniendo en 
cuenta el “principio de circularidad” 
(maximizar el uso de símbolos perte-
necientes al LEL) y el uso de “vocabu-
lario mínimo” (acotar el uso de len-
guaje externo al dominio de la aplica-
ción). Generalmente los símbolos se 
clasifican en sujeto, objeto, verbo y es-
tado, de acuerdo a su uso en el domi-
nio. Pueden crearse clasificaciones es-
peciales. 
• Escenarios [13], son descripciones de 
las situaciones que ocurren en el con-
texto. Pueden representar situaciones 
actuales o la planificación de situacio-
nes futuras.  
• Historias de Usuarios [14], consisten 
en funcionalidades descriptas por el 
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propio usuario. Usualmente responden 
al siguiente formato: i) Quién requiere 
la funcionalidad, ii) Cuál es la funcio-
nalidad y iii) Por qué esa funcionalidad 
es necesaria (opcional). 
Sin importar el modelo que se utilice, todos es-
tán afectados por los beneficios e inconvenien-
tes del LN. Algunos utilizan el LN sin restric-
ciones, otros intentan atemperar los posibles 
inconvenientes.  
Dentro de las distintas fuentes de información, 
las personas son las más apropiadas, pero tam-
bién son las que requieren un tratamiento más 
elaborado. Por lo tanto, la entrevista es la téc-
nica de elicitación más utilizada [15] [16]. Es-
tos datos han sido avalados por varios estudios 
[17] [18] los cuales confirman que se suelen 
privilegiar la entrevista por sobre otras técnicas 
de elicitación. A partir de las entrevistas se 
pueden generar una serie de productos inter-
medios, tales como minutas, anotaciones y 
transcripciones. Estos productos intermedios 
son algunas de las fuentes de información que 
se utilizan en los procesos de la IR. 
Se debe prestar una debida atención a que cada 
persona consultada tiene su propio estilo de 
discurso y este puede ser narrativo, expositivo 
o argumentativo. Además, este discurso puede 
estar orientado a describir el proceso que se 
está analizando, el producto final o hacer hin-
capié en los componentes necesarios y sus in-
terrelaciones.  
Las narrativas de los entrevistados, especial-
mente en las entrevistas no estructuradas, sue-
len diferir mucho unas de otras, tanto por las 
propiedades del UdeD como por el punto de 
vista del entrevistado. Por ejemplo, en un sis-
tema de naturaleza hospitalaria las narrativas 
estarán fuertemente influenciadas por los pro-
tocolos médicos por lo que serán orientados a 
los procesos. En cambio, es frecuente encon-
trar narrativas que describen entidades y rela-
ciones entre las mismas, especialmente en or-
ganizaciones administrativas.  
 
2.0 LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Este proyecto sigue la línea de investigación 
correspondiente al proceso de requisitos [20] 
basado en modelos en LN, orientado a atender 
las necesidades del cliente-usuario.  
Se utilizarán técnicas de procesamiento de len-
guaje natural, aplicadas sobre el modelo LEL, 
para mejorar la calidad del mismo, procurando 
reducir la notoria incompletitud observada en 
estudios previos [19] [20] [21] [22]. Usar es-
trategias de procesamiento de LN implica el 
uso de textos, por lo que se utilizará en todos 
los casos las transcripciones de las entrevistas 
en total concordancia con la enorme experien-
cia de las ciencias sociales que ampliamente 
las promueven [23] [24] [25]. Fundamental-
mente en las transcripciones de las entrevistas 
es donde mejor se puede analizar el estilo dis-
cursivo para deducir nuevas reglas. 
La técnica planificada consiste en una suerte de 
ingeniería inversa ya que se tomará un caso ya 
estudiado, y se analizarán todas las ocurrencias 
de los símbolos del LEL detectados por otros 
autores, y se estudiarán los conectores o frases 
que ligan los pares de símbolos en el texto.  
En este sentido, se supone que los conectores 
lingüísticos o palabras auxiliares que ligan los 
símbolos del LEL en el discurso son fuerte-
mente dependientes del estilo de la narrativa. 
Por ejemplo, es esperable que la frase “es un”, 
“es el”, “es parte de”, “está compuesto por” o 
similares estén presentes en un discurso cen-
trado en entidades y ausentes en un discurso 
centrado en procesos.  
Este estudio se planifica en el contexto de una 
calificación previa del discurso e intenta detec-
tar las frases que vinculan los símbolos del 
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LEL. Estas frases serán luego útiles para mejo-
rar la detección de símbolos en futuros proyec-
tos. Obviamente, se panifica replicar el mismo 
estudio en varios casos para intentar determi-
nar el grado de dependencia de estos conecto-
res con el estilo del discurso utilizado y la va-
riabilidad dentro de un mismo estilo.  
Esta estrategia se basa en la hipótesis que en 
todo proyecto siempre existen unos pocos tér-
minos que son muy evidentes para el ingeniero 
de requisitos, los que serán incluidos en el LEL 
sin lugar a dudas. Es así que se planifica que la 
estrategia final resultante, utilice estos pocos 
símbolos iniciales como núcleo en la búsqueda 
semiautomática de nuevos símbolos. Es justa-
mente en esa búsqueda de nuevos símbolos en 
la que el conocimiento de los conectores más 
usuales, posiblemente enriquezca y facilite la 
misma. Se espera que esto ayude a disminuir la 
incompletitud del LEL, permitiendo mejorar 
las heurísticas para colaborar en la detección 
de símbolos no triviales. 
 
3.0 RESULTADOS ESPERADOS 
En experiencias preliminares se han estudiados 
casos reales utilizando el mismo patrón de tra-
bajo que se planifica utilizar sistemáticamente 
en el presente proyecto. Los resultados obteni-
dos son promisorios en el sentido que se han 
descubierto regularidades que de ser confirma-
das permitirían guiar el procesamiento del LN 
con reglas basadas en el estilo del discurso. 
En estos trabajos preliminares se transcribieron 
audios de entrevistas. En estos documentos se 
marcaron los símbolos que figuraban en el 
LEL, estudiando las palabras o frases que ac-
tuaban como conectores entre pares de símbo-
los, encontrándose que el número de conecto-
res utilizados en la narrativa es relativamente 
reducido.  
Como resultado principal del presente pro-
yecto se espera detectar en los diferentes esti-
los discursivos cuáles son los conectores más 
frecuentes entre pares de símbolos del LEL. 
Estos se utilizarán luego para construir una he-
rramienta que utilice las ocurrencias de los 
mismos para sugerir posibles nuevos términos 
a ser incluidos en el LEL.  
 
4.0 FORMACIÓN DE RECURSOS HU-
MANOS 
La línea de investigación presentada colabora 
en la tesis doctoral de la Mg. Gladys Kaplan y 
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