We consider surfaces immersed in three-dimensional pseudohermitian manifolds. We define the notion of (p-)mean curvature and of the associated (p-)minimal surfaces, extending some concepts previously given for the (flat) Heisenberg group. We interpret the p-mean curvature not only as the tangential sublaplacian of a defining function, but also as the curvature of a characteristic curve, and as a quantity in terms of calibration geometry.
Introduction and statement of the results
Minimal surfaces in a Riemannian manifold play an important role in the study of topology and geometry of the ambient manifold. For instance, the positive mass
respectively.
Alternatively, having in mind the Gauss map, the mean curvature can be defined in terms of the covariant derivative (with respect to the pseudohermitian connection) along Σ of the Legendrian tangent e 1 to Σ, see (2.1).
Of course the case of the Heisenberg group as a pseudohermitian manifold is one of the most important. Indeed it is the simplest model example, and represents a blow-up limit of general pseudo-hermitian manifolds. In the case of a smooth surface in the Heisenberg group, our definitions coincide with those given in ( [CDG] ), ( [DGN] ) and ( [Pau] ). In particular these notions, especially in the framework of geometrci measure theory, have been used to study existence or regularity properties of minimizers for the relative perimeter or extremizers of isoperimetric inequalities, see (DGN) , ( [GN] ), ( [LM] ), ( [LR] ), ( [Pan] ). The p-area can also be identified with the 3-dimensional spherical Hausdorff measure of Σ (see, e.g., [B] , [FSS] ).
In this paper, we study the subject mainly from the viewpoint of partial differential equations and that of differential geometry. Our basic results are the analysis of the singular set (see Section 3). As consequences, we can prove a Bernstein-type theorem (see Section 4 and Theorem A) and the nonexistence of closed hyperbolic p-minimal surfaces (see Section 7 and Theorem E). We also establish a comparison theorem (see Section 5) which is a substitute for the maximum principle and may become a useful tool in the subject.
For a p-minimal graph (x, y, u(x, y)) in the Heisenberg group H 1 , the above equation (pM SE) reduces to (pMGE) (u y + x) 2 u xx − 2(u y + x)(u x − y)u xy + (u x − y) 2 u yy = 0 2 by taking ψ = z − u(x, y) on the nonsingular domain. This is a degenerate (hyperbolic and elliptic) partial differential equation. It is degenerate hyperbolic (on the nonsingular domain) having only one characteristic direction (note that a 2-dimensional hyperbolic equation has two characteristic directions [Jo] ). We call the integral curves of this characteristic direction the characteristic curves. We show that the p-mean curvature is the line curvature of a characteristic curve. Therefore the characteristic curves of (pM GE) are straight lines. Moreover, the value of u along a characteristic curve is determined in a simple way (see (2.22), (2.23)). The analysis of the singular set is necessary to characterize the solutions. As long as the behavior of H (consider (pM CE) for a graph in H 1 ) is not too bad (say, bounded), we show that the singular set consists of only isolated points and smooth curves (see Theorem B below) . Under a quite weak growth condition on H, a characteristic curve Γ reaches a singular point p 0 in a finite arc-length parameter and has an approximate tangent. From the opposite direction, we find another characteristic curve Γ ′ reaching also p 0 with the opposite approximate tangent. The union of Γ, p 0 , and Γ ′ forms a smooth curve (see Corollary 3.6 and Theorem 3.10). Making use of such extension theorems, we can easily deal with the singular set, in order to study the Bernstein problem. Namely, we study entire p-minimal graphs (a graph or a solution is called entire if it is defined on the whole xy-plane).
The following are two families of such examples (cf. [Pau] ): u = ax + by + c (a plane with a,b,c being real constants); (1.1) u = −abx 2 + (a 2 − b 2 )xy + aby 2 + g(−bx + ay) (1.2) (a, b being real constants such that a 2 + b 2 = 1 and g ∈ C 2 ).
We have the following classification result (see Section 4).
Theorem A. (1.1) and (1.2) are the only entire C 2 smooth solutions to the pminimal graph equation (pMGE).
To prove Theorem A, we analyze the characteristic curves and the singular set of a solution for the case H = 0. Observe that the characteristic curves are straight lines which intersect at singular points. Let S(u) denote the singular set consisting of all points where u x − y = 0 and u y + x = 0. Let N (u) denote the xy−plane projection of the negative Legendrian normal −e 2 . It follows that N (u) = (u x − y, u y + x)/D where D = (u x − y) 2 + (u y + x) 2 . On the nonsingular domain, (pM GE) has the form divN (u)(= H) = 0, where div denotes the xy-plane divergence. The following result gives a local description of the singular set (see Section 3).
Theorem B.
Let Ω be a domain in the xy−plane. Let u ∈ C 2 (Ω) be such that divN (u) = H in Ω\S(u). Suppose |H| ≤ C 1 r near a singular point p 0 ∈ S(u) where r(p) = |p − p 0 | for p ∈ Ω and C is a positive constant. Then either p 0 is isolated in S(u) or there exists a small neighborhood of p 0 which intersects with S(u) in exactly a C 1 smooth curve past p 0 .
We show that the restriction on H is necessary by giving a C ∞ smooth counterexample. In additon the blow-up rate H = C 1 r is realized by some natural examples (see Section 3). Theorem B follows from a characterization for a singular point to be non-isolated (see Theorem 3.3).
When two characteristic lines meet at a point of a singular curve, they must form a straight line (see Lemma 4.4). So we can describe all possible configurations of characteristic lines as if singular curves are not there. It turns out that there are only two possible configurations of characteristic lines. Either all characteristic lines intersect at one singular point or they are all parallel. In the former case, we are led to the solution (1.1) while for the latter case, (1.2) is the only possible solution.
The characteristic curves on a p-minimal surface are the Legendrian geodesics (see (2.1)). Since the Legendrian geodesics in H 1 are nothing but straight lines, a general complete p-minimal surface is a complete ruled surface generated by Legendrian rulings. We will discuss this and point out that a known complete embedded non-planar p-minimal surface has no singular points (characteristic points in the terminology of some other authors) after (4.10) in Section 4.
Since (pM GE) is also a degenerate elliptic partial differential equation, one can use non-degenerate elliptic equations to approximate it. With this regularization method, Pauls ([Pau] ) obtained a W 1,p Dirichlet solution and showed that such surfaces are the X-minimal surfaces in the sense of Garofalo and Nhieu ([GN] ). In general the solution to the Dirichlet problem may not be unique. However, we can still establish a uniqueness theorem by making use of a structural equality of "elliptic" type (Lemma 5.1). More generally we have the following comparison principle.
Theorem C. For a bounded domain Ω in the xy-plane, let u, v ∈ C 2 (Ω) ∩ C 0 (Ω) satisfy divN (u) ≥ divN (v) in Ω\S and u ≤ v on ∂Ω where S = S(u) ∪ S(v). Suppose H 1 (S), the 1-dimensional Hausdorff measure ofS, vanishes. Then u ≤ v in Ω.
As an immediate consequence of Theorem C, we have the following uniqueness result for the Dirichlet problem of (pM GE) (see Section 5).
Corollary D. For a bounded domain Ω in the xy-plane, let u, v ∈ C 2 (Ω) ∩ C 0 (Ω) satisfy divN (u) = divN (v) = 0 in Ω\S and u = v on ∂Ω where S = S(u) ∪ S(v) . Suppose H 1 (S), the 1-dimensional Hausdorff measure ofS, vanishes. Then u = v in Ω.
We remark that the condition on H 1 (S) in Corollary D is necessary. A counterexample is given in [Pau] with H 1 (S) = 0. We generalize Theorem C to higher dimensions and for a class of general N (see Section 5). It is noticeable that we do not need the condition on the size control of the singular set for the higher dimensional version of Theorem C (see Theorem C').
We also study closed p-minimal surfaces in the standard pseudohermitian 3-sphere. A characteristic curve of such a p-minimal surface is part of a Legendrian great circle (see Lemma 7.1). Using this fact, we can describe the extension theorems (Corollary 3.6, Theorem 3.10 or Lemma 7.3) in terms of Legendrian great circles, and hence give a direct proof of the nonexistence of hyperbolic p-minimal surfaces embedded in the standard pseudohermitian 3-sphere (part of Corollary F).
Then we generalize to the situation that the ambient pseudohermitian 3-manifold is spherical and the embedded surface has bounded p-mean curvature (see Section 7).
Theorem E. Let M be a spherical pseudohermitian 3-manifold. Let Σ ⊂ M be a closed, connected, C 2 smoothly embedded surface with bounded p-mean curvature. Then the genus of Σ is less than or equal to 1. In particular, there are no constant p-mean curvature or p-minimal surfaces Σ of genus greater than one in M.
There are many examples of spherical CR manifolds, and there have been many studies in this direction (e.g., [BS] , [KT] , [FG] , [CT] , [S] ). We speculate that Theorem E might imply a topological constraint on a spherical CR 3-manifold. The idea of the proof for Theorem E goes as follows. A spherical pseudohermitian manifold is locally the Heisenberg group with the contact form being a multiple of the standard one. So locally near a singular point, Σ is a graph in H 1 having bounded p-mean curvature with respect to the standard contact form. We can then apply Lemma 3.8 to conclude that the characteristic line field has index +1 at every isolated singular point. Therefore the Euler characteristic number (equals the index sum), hence the genus, of Σ has constraint in view of the Hopf index theorem for a line field.
Corollary F. There are no closed, connected, C 2 smoothly embedded constant pmean curvature or p-minimal surfaces of genus ≥ 2 in the standard pseudohermitian 3-sphere.
Note that in the standard Euclidean 3-sphere, there exist many closed C ∞ smoothly embedded minimal surfaces of genus ≥ 2 ( [La] ).
On a surface in a pseudohermitian 3-manifold, we define an operator, called the tangential sublaplacian. The p-mean curvature is related to this operator acting on coordinate functions (see (2.19a), (2.19b), (2.19c)) for a graph in H 1 . We therefore obtain a "normal form" (see (2.20)) of (pM GE). We also interpret the notion of p-mean curvature in terms of calibration geometry. From this we deduce the areaminimizing property for p-minimal surfaces (see Proposition 6.2). Since the second variation formula is important for later development, we derive it and discuss the stability of a p-minimal surface in Sections 6 and 7.
We remark that, in the recent preprint ( [GP] ), the authors claim the vertical planes are the only complete p-minimal graphs having no singular points (noncharacteristic complete minimal graphs in their terminology). This is faulty. For instance, y = xz is a complete (in fact, entire) p-minimal graph over the xz-plane and has no singular points. In [CH] , two of us classify all the entire p-minimal graphs over any plane.
Surfaces in a 3-dimensional pseudohermitian manifold
Let (M, J, Θ) be a 3-dimensional oriented pseudohermitian manifold with a CR structure J and a global contact form Θ (see the Appendix). Let Σ be a surface contained in M. The singular set S Σ consists of those points where ξ coincides with the tangent bundle T Σ of Σ. It is easy to see that S Σ is a closed set. On the nonsingular (open) set Σ\S Σ , we call the leaves of the 1-dimensional foliation ξ ∩ T Σ the characteristic curves. These curves will play an important role in our study. On ξ, we can associate a natural metric G = 1 2 dΘ(·, J·), called the Levi metric. For a vector v ∈ ξ, we define the length of v by |v| G = (G(v, v)) 1/2 . With respect to this metric, we can take a unit vector field e 1 ∈ ξ ∩ T Σ on Σ\S Σ , called the characteristic field. Also associated to (J, Θ) is the so-called pseudohermitian connection, denoted as ∇ p.h. (see (A.2) in the Appendix). We can define a notion of mean curvature for Σ in this geometry as follows. Since ∇ p.h. preserves the Levi metric G, ∇ p.h. e 1 is perpendicular to e 1 with respect to G. On the other hand, it is obvious that G(e 1, e 2 ) = 0 where e 2 = Je 1 . We call e 2 the Legendrian normal or Gauss map. So we have
for some function H. We call H the p(pseudohermitian)-mean curvature of Σ. Note that if we change the sign of e 1 , then e 2 and H change signs accordingly. If H = 0, we call Σ a p-minimal surface. In this situation the characteristic curves are nothing but Legendrian (i.e., tangent to ξ) geodesics with respect to the pseudohermitian connection.
We are going to give a variational formulation for the p-mean curvature H. First let us find a candidate area integral. Suppose Ω is a smooth domain in M with boundary ∂Ω = Σ. Consider V (Ω), the volume of Ω, given by
( 1 2 is a normalization constant. For Ω ⊂ H 1 , this volume is just the usual Euclidean volume). Take Legendrian fields e 1 , e 2 = Je 1 ∈ ξ, orthonormal with respect to G, wherever defined in a neighborhood of Σ (note that we do not require e 1 to be characteristic, i.e. tangent along Σ here). We consider a variation of the surface Σ in the direction f e 2 where f is a suitable function with compact support in Σ\S Σ . The vector field f e 2 generates a flow ϕ t for t close to 0. We compute
It follows from the formula
Substituting (2.3) in (2.2) and making use of Stokes' theorem, we obtain
Here e 1 together with e 2 , Θ form a dual basis of (e 1 , e 2 , T ) where T is the Reeb vector field (uniquely determined by Θ(T ) = 1 and i T dΘ = 0). Note that dΘ = 2e
1 ∧ e 2 (see (A.1r)). For e 1 being a characteristic field, we define the p-area of a surface Σ to be the surface integral of the 2-form Θ ∧ e 1 :
Note that Θ ∧ e 1 continuously extends over the singular set S Σ and vanishes on S Σ . In fact, we can write e 1 with respect to a dual orthonormal basis {ê 1 ,ê 2 } of ξ, which is smooth near a singular point, say p 0 , as follows: e 1 = cos βê 1 + sinβê 2 . Here β may not be continuous at p 0 . Now Θ ∧ê 1 and Θ ∧ê 2 tend to 0 on Σ as p ∈ Σ tends to p 0 since Θ vanishes on T p0 Σ = ξ p0 . It follows that Θ ∧ e 1 tends to 0 on Σ as p ∈ Σ tends to p 0 since cos β and sin β are bounded by 1.
We can recover the p-mean curvature H from the first variation formula of the p-area functional (2.5). We compute
Here we have used the formula L X = d • i X + i X • d and the condition that f is a function with compact support away from the singular set and the boundary of Σ. From the equations dΘ = 2e
1 ∧ e 2 and de 1 = −e 2 ∧ ω mod Θ (see (A.1r), (A.3r)), we compute
Substituting (2.7) into (2.6), we obtain by the definition of the interior product that
In the last equality, we have used the fact that H = ω(e 1 ) (obtained by comparing (2.1) with (A.2r)). Similarly we can also compute the first variation of (2.5) with respect to the field gT where g is a function with compact support away from the singular set and the boundary of Σ. Together with (2.8), the result reads
Here we define the function α on Σ\S Σ such that αe 2 + T ∈ T Σ. We leave the deduction of (2.8 ′ ) to the reader. Let ψ be a defining function of Σ. It follows that the subgradient ∇ b ψ = (e 1 ψ)e 1 + (e 2 ψ)e 2 = (e 2 ψ)e 2 since e 1 ∈ T Σ, hence e 1 ψ = 0. 
For a graph (x, y, u(x, y)) in the 3-dimensional Heisenberg group H 1 , we can take ψ = z − u(x, y). Then (at a nonsingular point) up to sign, e 1 is uniquely determined by the following equations:
Using (2.9a), (2.9c), we can write e 1 = fê 1 + gê 2 with f 2 + g 2 = 1, in whicĥ e 1 = ∂ ∂x + y 
). Now from (pM CE) we obtain a formula for H through a direct computation:
At a nonsingular point, the equation (pM SE) reduces to the p-minimal graph equation (pM GE) :
In fact, if u is C 2 smooth, the p-mean curvature H in (2.10) vanishes on the nonsingular domain (where D = 0) if and only if (pM GE) holds on the whole domain. We can also compute e 1 = D −1 {−(u y + x)dx + (u x − y)dy} and express the p-area 2-form as follows:
At a singular point, the contact form Θ is proportional to dψ (see (2.9a), (2.9b)). Therefore u x − y = 0, u y + x = 0 describe the xy−plane projection S(u) of the singular set S Σ :
From (2.11) we see that the p-area form Θ ∧ e 1 is degenerate on S(u) or S Σ . Let e 2 be the Legendrian normal of a family of deformed surfaces foliating a neighborhood of Σ. We define the tangential subgradient ∇ t b of a function f defined near Σ by the formula:
X. Now for an orthonormal basis e 1 , e 2 of ξ with respect to G, we have
X, e 1 ) (2.13)
X is proportional to e 1 . On the other hand, we write 
e 1 , e 1 ) = (e 1 ) 2 f . Substituting this in (2.12), we obtain
Note that (2.14) holds for a general surface Σ contained in an arbitrary pseudohermitian 3-manifold. We also note that ∆ t b + 2αe 1 is self-adjoint with respect to the p-area form Θ ∧ e 1 as shown by the following integral formula:
for smooth functions f, g with compact support away from the singular set. The proof is left to the reader (Hint: observe that the adjoint of e 1 is −e 1 − 2α by noting that Θ ∧ e 2 = 0 and e 1 ∧ e 2 = αe 1 ∧ Θ on the surface). When Σ is a graph (x, y, u(x, y)) in H 1 , we can relate (e 1 ) 2 f for f = x, y, or u to the p-mean curvature H. Denote the projection of −e 2 (−e 1 , respectively) onto the xy-plane by
First note that from (pM CE) we can express the p-mean curvature H as follows:
Now starting from (2.15b) and using (2.16), we can deduce
On the other hand, we can write (2.10) in the following form:
Applying (2.17) to x, y, u(x, y), respectively and making use of (2.18), we obtain
(here " det " means determinant). Formula (2.19c) gives the following normal form of (pM GE) :
on the nonsingular domain.
Also from (2.19a) and (2.19b), we have ∆ annihilates the coordinate functions) on Σ. This is a property analogous to that for (Euclidean) minimal surfaces in R 3 ( [Os] ). In general, we have ∆ t b (x, y, z) = He 2 . We will often call the xy−plane projection of characteristic curves for a graph (x, y, u(x, y) ) in H 1 still characteristic curves if no confusion occurs. Note that the integral curves of N ⊥ are just the xy−plane projection of integral curves of e 1 . So they are characteristic curves. Along a characteristic curve (x(s), y(s)) where s is a unit-speed parameter, we have the equations
by (2.16). In general, we can consider H as a function of x, y, u, θ in view of the O.D.E. system (2.21), (2.22) and (2.23). From (2.21) and (2.23), we compute
Observe that (cos θ, sin θ) is the unit normal to the unit tangent ( dx ds , dy ds ) = (sin θ, − cos θ). So −H is just the curvature of a characteristic curve. In particular, when H = 0, characteristic curves are nothing but straight lines or line segments (see Proposition 4.1 and Corollary 4.2).
The singular set-proof of Theorem B
Let Ω be a domain (connected open subset) in the xy-plane, and let u ∈ C 2 (Ω). Let Σ = {(x, y, u(x, y) | (x, y) ∈ Ω} ⊂ H 1 . In this section, we want to analyze S(u) (still called the singular set), the xy−plane projection of the singular set S Σ , for the graph Σ.
First for a, b ∈ R, a
Then there exists a small neighborhood of p 0 , whose intersection with S(u) is contained in a C 1 smooth curve.
Proof. Compute the gradient of F a,b :
Note that U is never a zero matrix since u xy + 1 and u xy − 1 can never be zero simultaneously. So there exists at most one unit eigenvector (a 0 , b 0 ) of eigenvalue 0 up to a sign for
Then by the implicit function theorem, there exists a small neighborhood of p 0 , in which Γ a,b at least for (a, b) = ±(a 0 , b 0 ) forms a C 1 smooth curve. On the other hand, it is obvious that S(u) is contained in Γ a,b . We are done.
Q.E.D.
Proof. Let Γ a,b be the C 1 smooth curve as in the proof of Lemma 3.1. Since Γ a,b is C 1 smooth near p 0 , we can take a parameter s of unit speed for Γ a,b near p 0 , and find a subsequence of p j , still denoted as p j , p j = (x, y)(s j ), p 0 = (x, y)(s 0 ) such that s j tends to s 0 monotonically. Since (u x − y)(p j ) = (u x − y)(x, y)(s j ) = 0 for all j, there existss j between s j and s j+1 such that d(u x − y)/ds = 0 ats j . So by the chain rule we obtain
ats j and at s 0 by lettings j go to s 0 . Starting from (u y +x)(p j ) = (u y +x)(x, y)(s j ) = 0, we also obtain by a similar argument that
Q.E.D. Note that we do not assume any condition on H in Lemma 3.1 and Lemma 3.2. If we make a restriction on H, we can obtain the converse of Lemma 3.2.
where r(p) = |p − p 0 | for p ∈ Ω and C is a positive constant. Then the following are equivalent:
( (1) is obvious. It suffices to show that (2)⇒(3). Suppose det U (p 0 ) = 0. Note that U (p 0 ) = 0−matrix since the offdiagonal terms u xy + 1 and u xy − 1 in (U ) can never be zero simultaneously. Therefore rank(U (p 0 )) = 1, and there exists a unique (a 0 , b 0 ), up to sign, such that
at p 0 where c is a nonzero constant. Therefore Γ a1,b1 and Γ a2,b2 are C 1 smooth curves in a neighborhood of p 0 (recall that Γ a,b is defined by F a,b = 0). Also Γ a1,b1 and Γ a2,b2 are tangent at p 0 . Thus we can take unit-speed arc-length parameters s, t for Γ a1,b1 , Γ a2,b2 described by γ 1 (s), γ 2 (t), respectively, so that γ 1 (0) = γ 2 (0) = p 0 and γ
Therefore we can find a small ǫ > 0 such that
a ball of radius ǫ and center p 0 . Also note that
where ]s In this case, all the s with subindex larger than j equal 0. We apply the same convention to the parameter t). Since r•γ 1 and r•γ 2 are monotonic (increasing for positive parameters and decreasing for negative parameters), we actually have γ 1 (s
. Then either Γ a1,b1 and Γ a2,b2 meet atẽ 1 orẽ 2 , or they do not meet in B ǫ (p 0 )\{p 0 } for positive parameters. In the former situation, we need to show that e i , i ≥ 1, does not converge to p 0 as i → ∞ (then there is a smaller ball
. Suppose it is not so. Let Ω i be the region surrounded by Γ a1,b1 and Γ a2,b2 from e i toẽ i for all i ≥ 1 or 2 (if γ 1 (s + 1 ) = γ 2 (t + 1 )) (note that the curves Γ a1,b1 and Γ a2,b2 only meet at singular points since (a 1 , b 1 ) = ±(a 2 , b 2 ), i.e., points of the arcs γ 1 ([s
.) Observe that Γ a1,b1 and Γ a2,b2 asymptotically approximate the same straight line by (3.3). So the distance function r(p) ≡ |p− p 0 | is one-to-one for p ∈ Γ a1,b1 (Γ a2,b2 , respectively) near p 0 with parameter s > 0 (t > 0, respectively) since (r•γ 1 ) ′ (s), (r•γ 2 ) ′ (t) > 0 for s, t > 0 as shown previously. Now we want to compare both sides of
where ν is the unit outward normal to Γ a1,b1 and Γ a2,b2 . On Γ a1,b1 (Γ a2,b2 , respectively), N (u) ⊥ (a 1 , b 1 ) ((a 2 , b 2 ), respectively). So N (u) is a constant unit vector field along Γ a1,b1 (Γ a2,b2 , respectively). On the other hand, ν approaches a fixed unit (Γ a2,b2 , respectively) as i goes to infinity. We choose (in advance) (a 1 , b 1 ) = ±(a 2 , b 2 ) (also both = ±(a 0 , b 0 )) such that c 1 = c 2 . Thus we can estimate
for some small positive δ i that goes to 0 as i → ∞. On the other hand, we can make Ω i contained in a fan-shaped region of angle θ i with vertex p 0 so that θ i → 0 as i → ∞. We estimate
Substituting (3.5) and (3.6) into (3.4), we obtain
Hence | c 1 −c 2 | −δ i ≤ Cθ i . But δ i and θ i tending to 0 gives c 1 = c 2 , a contradiction. Another situation is that Γ a1,b1 and Γ a2,b2 do not meet in a small neighborhood of p 0 except at p 0 for s, t > 0. In this case, let Ω i be the region surrounded by Γ a1,b1 , Γ a2,b2 , and ∂B ri (p 0 ) for large i and contained in a fan-shaped region of angle θ i with vertex p 0 so that r i → 0, θ i → 0 as i → ∞. Observing that the arc length ofΩ i ∩ ∂B ri (p 0 ) is bounded by θ i r i , we can reach a contradiction by a similar argument as above. For s, t < 0, we apply a similar argument to conclude that there is a small ǫ
) for a smalls − < 0. Now an even smaller ball of radius < min(ǫ ′ , ǫ ′′ ) and center p 0 will serve our purpose.
Q.E.D. Proof of Theorem B :
It is an immediate consequence of Theorem 3.3. Q.E.D. We remark that Theorem B does not hold if we remove the condition on H. Example 1. Let u = xg(y). Then u x = g(y), u y = xg ′ (y). It follows that the singular set S(u) = {g(y) = y and g ′ (y) + 1 = 0} ∪ {g(y) = y and x = 0}.
So for y small, g ′ (y) + 1 = 0 has no solution. Therefore S(u) (when y is small) = {g(y) = y, x = 0} = {sin(− 1 y ) = 0, x = 0} has infinitelymany points near (0, 0). Note that g, hence u, is C ∞ smooth. This example shows that even for u ∈ C ∞ , S(u) may contain non-isolated points which do not belong to curves in S(u). On the other hand, the p-mean curvature H(u) has a blow-up rate exp( 1 r 2 ) for a certain sequence of points (x j , y j ) satisfying x j = exp(− 1 y 2 j ) and converging to (0, 0).
By (2.10) we compute the p-mean curvature H = ±2 −1/2 r −1 where r = x 2 + y 2 . This is the case that the equality of the condition on H holds.
Example 3. The following example shows that in Theorem 3.3, (2) does not imply (1) if we remove the condition on H. Let
, and hence S(u) = {(0, 0)}. This means that (0, 0) is an isolated singular point. Compute u xx = 1 + (β − 1)sgn(x)|x| β−2 , u xy = 0 and u yy = −1 − (β − 1)sgn(y)|y| β−2 . It is easy to see that |u xx | ≤ β and |u yy | ≤ β for |x| ≤ 1, |y| ≤ 1. So by (2.10) we can estimate
near (0, 0) where r = x 2 + y 2 . In the second inequality above, we have used the following estimate
On the other hand, we observe that U = 1 −1 1 −1 at (0, 0). It follows that det U = 0 at (0, 0).
According to Theorem B, S(u) may contain some C 1 smooth curves, called singular curves. We will study the behavior of N (u) near a point of a singular curve. First we show that for a graph t = u(x, y) the p-minimal graph equation (pM GE) is rotationally invariant.
where div denotes the plane divergence with respect to (x,ỹ).
Proof. First we observe that both ∇u (viewed as a row vector) and (−y, x) satisfy the following transformation law (for a plane vector):
It follows that N (u) = [∇u + (−y, x)]/D also obeys the same transformation law by noting that D is invariant. Then a direct computation shows that
Let Γ s be a singular curve contained in S(u) for a C 2 smooth u (defined on a certain domain). Let p 0 ∈ Γ s . Suppose there exists a ball
where B + and B − are disjoint domains (proper open and connected).
Proposition 3.5. Suppose we have the situation as described above. Then both N (u)(p
Proof. By Lemma 3.4 we may assume the x-axis past p 0 = (x 0 , y 0 ) is transverse to Γ s . Moreover, we may assume either u xx (x 0 , y 0 ) = 0 or (u xy + 1)(x 0 , y 0 ) = 0 (Note that in (3.2a)
c between x c and x by the mean value theorem)
Letting (x, c) go to (x 0 , y 0 ) in (3.7), we obtain lim
Therefore by (3.8) two limits of the unit vector N (u) = (u x − y, u y + x)D −1 from both sides exist, and their values can only be different by a sign. That is to say,
Now we observe that (u x − y)(x, y 0 ) − (u x − y)(x 0 , y 0 ) = u xx (η, y 0 )(x − x 0 ) for some η between x 0 and x. Since (u x − y)(x 0 , y 0 ) = 0, (u x − y)(x, y 0 ) and u xx (x 0 , y 0 ) have the same (different, respectively) sign for x > x 0 (x < x 0 , respectively) and x being close enough to x 0 . Thus we should have the negative sign in (3.9). We are done. In case u xx (x 0 , y 0 ) = 0, we have (u xy + 1)(x 0 , y 0 ) = 0. So we compute (ux−y)(x,c) (uy+x)(x,c) instead of Then we still conclude (3.9). Instead of (u x −y)(x, y 0 ), we consider (u y +x)(x, y 0 ). A similar argument as above shows that (u y + x)(x, y 0 ) will have the same (different, respectively) sign as (u xy + 1)(x 0 , y 0 ) for x > x 0 (x < x 0 , respectively) and x being close enough to x 0 . So we still take the negative sign in (3.9).
Note that we do not assume any condition on H in Proposition 3.5. We will study how two characteristic curves meet at a point of a singular curve. We say a characteristic curve Γ ⊂ B + or B − touches Γ s at p 0 if p 0 ∈Γ, the closure of Γ in the xy-plane, and touches transversally if, furthermore, p 0 is the only intersection point of the tangent line of Γ s at p 0 and the tangent line of Γ at p 0 (which makes sense in view of Proposition 3.5). 
Since u x − y = 0, u y + x = 0 on Γ s , we differentiate these two equations to get (3.2a) and (3.2b) along Γ s by the chain rule. At s = 0, we obtain (2). From the proof of Proposition 3.5, we learn that N (u)(p Q.E.D. We will give a proof of Corollary 3.6 after the proof of Theorem 3.10.
Remark. If u is not of class C 2 , the extension theorem (Corollary 3.6) may fail as the following example shows. Consider the function u(x, y) = −xy, y ≥ 0 −xy + y 2 cot ϑ, y < 0 where 0 < ϑ < π 2 . There holds
Note that the function u is of class C 1,1 on R 2 and satisfies divN (u) = 0 in R 2 \{y = 0} where u is of class C 2 .
Next we want to analyze the configuration of characteristic curves near an isolated singularity. First observe that for a C 2 smooth u defined on a domain Ω, characteristic curves are also the integral curves of the C 1 smooth vector field N ⊥ D = (u y + x, −u x + y) which vanishes at singular points. We think of
is the identity linear transformation and the index of N ⊥ D at the isolated zero p 0 is +1. Moreover, u xx = u xy = u yy = 0 at p 0 .
Proof. In view of (2.10), we write H = D −3 P (u) where
Noting that (u y + x)(p 0 ) = (u x − y)(p 0 ) = 0 by the definition of a singular point, we can express
, and d = (u xy −1)(p 0 ). Substituting (3.11) and (3.12) in (3.10), we compute the highest order term:
On the other hand, substituting (3.11), (3.12) into
Note that bc − ad = det U (p 0 ) = 0 by Theorem 3.3. Letting △y = 0 and assuming c = 0, we estimate the highest order term of H = D −3 P (u) :
The assumption |H| = o( 1 r ) forces c = 0. On the other hand, letting △x = 0 will force b = 0 by a similar argument. Now we can write
It follows from the assumption |H| = o(
.g., Lemma 5 in Section 6 in [Mil] ).
Lemma 3.9. Let u ∈ C 2 (Ω). Suppose |H| = o( Noting that u xx = u xy = u yy = 0 at p 0 by Lemma 3.8, we obtain that 
Comparing with (3.15), we obtain (3.19) Observe that α tends to 1 as r goes to 0 by (3.18) (hence β = o(1) since α 2 +β 2 = 1). So from (3.19) we can find a small neighborhood V of p 0 so that the distance between p 0 and the characteristic curve Γ past a point p 1 ∈ V \{p 0 } is decreasing towards the −N ⊥ direction. Let s denote a unit-speed parameter of Γ and p 1 = Γ(s 1 ). Then from the following formula
we learn that r(s) reaches 0 for a finite s. Proof. Take δ > 0 small enough so that all characteristic curves past points on ∂B δ (p 0 ) reach p 0 in finite unit-speed parameter in view of Lemma 3.9. Let Γ denote the characteristic curve past a point p 1 ∈ ∂B δ (p 0 ). Let (s 0 , s 1 ] be the interval of unit-speed paramater describing points of Γ between p 0 and p 1 . Take a sequence of points p j ∈ Γ → p 0 with parameter s j → s 0 . We compute 
This means that {θ(p j )} is a Cauchy sequence. Therefore it converges to some number, denoted as θ(p 0 ; p 1 ). Define a map Ψ : ∂B δ (p 0 ) → S 1 by Ψ(q) = θ(p 0 ; q). We claim that Ψ is a homeomorphism. Take a sequence of points q j ∈ ∂B δ (p 0 ) converging toq. We want to show that θ(p 0 ; q j ) converges to θ(p 0 ;q). Without loss of generality, we may assume all q ′ j s are sitting on one side ofq so that ϕ(q 1 ) > ϕ(q 2 ) > ... > ϕ(q) where ϕ is the angle in polar coordinates centered at p 0 ranging in [0, 2π). Observe that
(letting θ take values in [0, 2π)) for j large since two distinct characteristic curves can not intersect in B δ (p 0 )\{p 0 }. Letθ be the limit of θ(p 0 ; q j ) as j → ∞. Now supposeθ = θ(p 0 ;q) (henceθ > θ(p 0 ;q)). Let Γ j (Γ, resp.) denote the characteristic curve connecting q j (q, resp.) and p 0 . Then we can find two rays emitting from p 0 with angle smaller thanθ − θ(p 0 ;q) and a small positiveδ < δ so that Γ j andΓ do not meet a fan-shaped regionΩ surrounded by these two rays and ∂Bδ(p 0 ) for j large. Take a pointp ∈ Ω. Consider the characteristic curveΓ pastp. ThenΓ must intersect ∂B δ (p 0 ) at a pointq while reaching p 0 with θ = θ(p 0 ;q). SinceΓ does not intersect with any Γ j , we have θ(p 0 ; q j ) > θ(p 0 ;q) for large j. On the other hand,q must coincide withq for the same reason. SoΓ =Γ, an obvious contradiction. Thusθ = θ(p 0 ;q). We have proved the continuity of Ψ.
Next we claim that Ψ is surjective. If not, S 1 \Ψ(∂B δ (p 0 )) is a nonempty open set. Then by a similar fan-shaped region argument as shown above, we can reach a contradiction. Let Γ 1 , Γ 2 be two characteristic curves past q 1 , q 2 ∈ ∂B δ (p 0 ) touching p 0 with θ(p 0 ; q 1 ) = θ(p 0 ; q 2 ). We want to show that q 1 = q 2 . Suppose q 1 = q 2 . So Γ 1 and Γ 2 are distinct (with empty intersection in B δ (p 0 )\{p 0 }) and tangent at p 0 . Let Ω r denote the smaller domain, surrounded by Γ 1 , Γ 2 , and ∂B r (p 0 ) for small r > 0. Then Ω r is contained in a fan-shaped region with vertex p 0 and angle θ r such that θ r → 0 as r → 0. Let Γ r ≡ ∂Ω r ∩ ∂B r (p 0 ). It follows that 20 |Γ r | ≤ rθ r (3.22)
where |Γ r | denotes the length of the arc Γ r . Since N ⊥ (u) is perpendicular to the unit outward normal ν (= ±N (u)) on Γ 1 and Γ 2 , we obtain
Observing that (u y + x, −u x + y) = p − p 0 + o(r) by (3.17) and ν = p−p0 r on Γ r , we deduce from (3.23) that
On the other hand, the divergence theorem tells us that
It follows from (3.25) that g ′ (r) = 2|Γ r |. Comparing this with (3.24), we obtain
. Therefore g(r) = cr 2 + o(r 2 ) for some constant c > 0. However, inserting (3.22) into (3.24) shows that g(r) = o(r 2 ), i.e., g(r)
r 2 → 0 as r → 0. We have reached a contradiction. So q 1 = q 2 and hence Ψ is injective. Next we will show that Ψ −1 is continuous. Suppose this is not true. Then we can find a sequence of q j ∈ ∂B δ (p 0 ) converging toq =q while θ(p 0 ; q j ) converges to θ(p 0 ;q) (may assume monotonicity (3.21) or reverse order for large j). Take a pointq ∈ ∂B δ (p 0 ), q =q andq =q, such that θ(p 0 ; q j ) ≥ θ(p 0 ;q) ≥ θ(p 0 ;q) for all large j. Since lim θ(p 0 ; q j ) = θ(p 0 ;q), we must have θ(p 0 ;q) = θ(p 0 ;q) contradicting the injectivity of Ψ. Altogether we have shown that Ψ is a homeomorphism. The theorem follows from this fact.
Proof of Corollary 3.6: , and ∂B r (p 0 ) for 0 < r < ǫ. Then Ω r is contained in a fan-shaped region with vertex p 0 and angle θ r such that θ r → 0 as r → 0. Let Γ r ≡ ∂Ω r ∩ ∂B r (p 0 ). Then (3.22) holds.
On the other hand, (u x − y, u y + x) = (△x, △y)U T (p 0 ) + o(r 2 ) by (3.11) and (3.12) while (△x, △y) = rN ⊥ (p + 0 ) + o(r) and ν = (△x, △y)r −1 on Γ r tends to N ⊥ (p + 0 ) as r → 0. So from (3.23) we compute
Here we have used (3.26) in the last equality. Now a similar argument as in the proof of Theorem 3.10 by comparing (3.25) with (3.27) gives g(r) = cr+o(r) for a positive constant c. However, substituting (3.22) into (3.27) shows that g(r) = o(r 2 ). We have reached a contradiction. Therefore Γ + must coincide with Γ ′ + . Similarly we have a unique characteristic curve Γ − ⊂ B − touching Γ s also at p 0 so that
Q.E.D. The line integral in (3.23) has a geometric interpretation. Recall that the standard contact form in the Heisenberg group H 1 is Θ 0 = dz + xdy − ydx. Letũ denote the map: (x, y) → (x, y, u(x, y)). It is easy to see thatũ * Θ 0 = (u y + x)dy − (y − u x )dx. Now it is clear that the line integral in (3.23) is exactly the line integral ofũ * Θ 0 . Note thatũ * Θ 0 vanishes along any characteristic curve. If we remove the condition (3.20) in Theorem 3.10, θ(p 0 ; p 1 ) will not exist as shown in the following example.
Example. Let p 0 = (0, 0). Let u = − r 2 log r 2 (= 0 at p 0 ) where r 2 = x 2 + y 2 .
Write u = f (r 2 ). A direct computation shows that
It is easy to see that p 0 is an isolated singularity (for a general f ). Also u is C 2 at p 0 and u xx = u xy = u yy = 0 at p 0 (for f (t) = − t log t , t = r 2 ). Therefore d(N ⊥ D) p0 is the identity transformation and the index of N ⊥ D is +1. Noting that (− sin ϕ, cos ϕ) = (−y, x)r −1 , we compute (3.16), (3.28), and (3.29) . Therefore along a characteristic curve reaching p 0 in the −N ⊥ direction, we can estimate
as r → 0 for f (t) = − t log t , t = r 2 . Since dr ds → −1 by (3.18) and r1 0 2 −r log r 2 dr = ∞, we conclude from (3.31) that ϕ → ∞, hence θ → ∞ as the point on the characteristic curve approaches p 0 (Observing that α → 1 and β → 0 in (3.15) as r → 0, we have the limit of θ equal to the limit of ϕ plus π/2 if one of the limits exists, hence another limit exists too).
Next substituting (3.28) and (3.30) into (3.10) gives
By (2.10), (3.29), and (3.32), we obtain the p-mean curvature
(log t) 2 near r = 0. Inserting these estimates into (3.33) gives H ≈ − 1 r log r . It is now a straightforward computation to verify that H = o( Proof. Write a unit Legendrian vector field e 1 = fê 1 + gê 2 with f 2 + g 2 = 1.
e1 e 1 = 0 implies that e 1 f = e 1 g = 0. This means that f = c 1 , g = c 2 for some constants c 1 , c 2 along a geodesic Γ (integral curve) of e 1 . We compute
So Γ is described by the following system of ordinary differential equations: Q.E.D. We remark that Lemma 4.3 provides a more precise description of Theorem 3.10 in the case of H = 0.
Since the characteristic curves are straight lines, we will often call them characteristic lines (line segments). From Corollary 3.6, we know that a characteristic line keeps straight after it goes through a singular curve. Note that two characteristic line segments Γ 1 , Γ 2 can not touch a singular curve at the same point p 0 unless they lie on a straight line by Proposition 3.5 (the limits of N (u) at p 0 along Γ 1 , Γ 2 must be either the same or different by a sign). We say a graph is entire if it is defined on the whole xy-plane.
Lemma 4.4. Suppose u ∈ C 2 defines an entire p-minimal graph. Then S(u) contains no more than one isolated singular point.
Proof. Suppose we have two such points p 1 , p 2 ∈ S(u). Then there exist two distinct straight lines passing through p 1 , p 2 , respectively and intersecting at a third point q such that q / ∈ S(u) in view of Theorem B and Corollary 3.6 . From the proof of Lemma 4.3 and Corollary 3.6, these two straight lines are characteristic curves in the complement of S(u), namely integral curves of N ⊥ (u). But then at q, N ⊥ (u) has two values, a contradiction.
Q.E.D. On the other hand, remember that we can change the sign of N ⊥ (u) if necessary to make a C 0 characteristic (i.e. tangent to integral curves of N ⊥ (u) where N ⊥ (u) is defined) vector fieldŇ ⊥ (u) on the whole xy-plane except possibly one isolated singular point in view of Proposition 3.5. Moreover, we have a unique characteristic curve "going through" a point of a singular curve by Corollary 3.6. So we can conclude that the following result holds. 
defined on the whole xy-plane except p 0 . It follows from (4.3) that u = rf (ϑ)+g(ϑ) for some C 2 functions f, g in ϑ. Since u is continuous at p 0 = (x 0 , y 0 ) (where r = 0), u(x 0 , y 0 ) = g(ϑ) for all ϑ. So g is a constant function, say g = c. Also f (ϑ) = f (ϑ + 2π) implies that we can write f (ϑ) =f (cos ϑ, sin ϑ) wheref is C 2 in α = cos ϑ and β = sin ϑ. Compute u x = u r r x + u ϑ ϑ x = αf + β 2f α − αβf β in whichf α = ∂f /∂α,f β = ∂f /∂β , etc. and we have used ϑ x = −(sin ϑ)/r. Similarly we obtain u y = βf + α 2f β − αβf α . Since u x and u y are continuous at (x 0 , y 0 ), we immediately have the following identities:
for all α, β. Here a = u x (x 0 , y 0 ), b = u y (x 0 , y 0 ). Multiplying (4.4), (4.5) by α, β, respectively and adding the resulting identities, we obtain (α 2 + β 2 )f = aα + bβ. It follows thatf = aα + bβ since α 2 + β 2 = 1. We have shown that u(x, y) = r(a cos ϑ , a) from the definition of a singular point and the plane {(x, y, u(x, y)} is just the contact plane passing through (x 0 , y 0 )). We can also give a geometric proof for Case 1 as follows. Let ξ 0 denote the standard contact bundle over H 1 (see the Appendix). Let Σ denote the p-minimal surface defined by u. Observe that the union of all characteristic lines "going through" p 0 , the isolated singular point, (together with p 0 ) constitutes the contact plane ξ 0 (p 0 ) in view of Corollary 4.2 and Lemma 4.3. It follows that ξ 0 (p 0 ) ⊂ Σ. So Σ = ξ 0 (p 0 ), an entire plane, since Σ is also an entire graph. We are done.
Case 2. S(u) contains no isolated singular point. In this case we claim u is nothing but (1.2). By Lemma 4.5 and Lemma 3.4 we can find a rotationx = ax + by,ỹ = −bx + ay with a 2 + b 2 = 1 such that
By (2.20) our equation readsũxx = 0 whereũ(x,ỹ) = u(x, y). It follows that u =xỹ + g(ỹ), (4.7) for some C 2 smooth functions f, g. From (4.6) we know N (u) = (0, ±1). By the definition of N (u) we obtainũx−ỹ = 0. So f (ỹ) =ỹ. Substituting this into (4.7) givesũ =xỹ + g(ỹ), and hence u = −abx 2 + (a 2 − b 2 )xy + aby 2 + g(−bx + ay).
We remark that the singular curve in Case 2 is defined byx = −g ′ (ỹ)/2, and this curve has only one connected component.
Next we will describe a general properly embedded p-minimal surface in H 1 , which may not be a graph. According to Proposition 4.1, such a surface must be a properly embedded ruled surface with Legendrian (tangent to contact planes) rulings when we view H 1 as R 3 . We call a ruled surface with Legendrian rulings a Legendrian ruled surface. Conversely, we claim that a properly embedded Legendrian ruled surface is a properly embedded p-minimal surface. First observe that a straight line 
. In fact we can parametrize any point p = (x, y, z) ∈ L as follows:
for some s ∈ R. The tangent vector at p is just c 1ê1 (p 0 ) + c 2ê2 (p 0 ) which exactly equals c 1ê1 (p) + c 2ê2 (p) by a simple computation. So it is a vector in the contact plane at p. And L is a Legendrian line. A Legendrian ruled surface is generated by such Legendrian lines with its characteristic field e 1 (p) = c 1ê1 (p 0 ) + c 2ê2 (p 0 ) = c 1ê1 (p) + c 2ê2 (p) with c 1 , c 2 being constant along the characteristic line (or line segment) past a nonsingular point p. It follows that ∇ p.h.
= 0 since ∇ p.h.ê j = 0, j = 1, 2. By (2.1) the p-mean curvature H vanishes. So we have shown that a Legendrian ruled surface is a p-minimal surface. Also an immersed Legendrian ruled surface is the union of a family of curves of the form (4.8), and has the following expression:
Here (x 0 (τ ), y 0 (τ ), z 0 (τ )) is a curve transverse to rulings, and we have written c 1 (τ ) = sin θ(τ ) and c 2 (τ ) = − cos θ(τ ).
Example. In (4.9) we take γ(τ ) ≡ (x 0 (τ ), y 0 (τ ), z 0 (τ )) = (cos τ, sin τ, 0) and θ(τ ) = τ, 0 ≤ τ < 2π. It is easy to see that e 1 (τ ) = (sin τ, − cos τ, 1) (note that e 1 is independent of s). Compute e 1 (τ 1 ) × e 1 (τ 2 ) · (γ(τ 2 ) − γ(τ 1 )) = (sin τ 2 − sin τ 1 ) 2 + (cos τ 2 − cos τ 1 ) 2 . So e 1 (τ 1 ) × e 1 (τ 2 ) · (γ(τ 2 ) − γ(τ 1 )) = 0 if and only if τ 1 = τ 2 . Now it is easy to see that this Legendrian ruled surface is embedded. Let us write down the x, y, z components as follows:
∂y ∂τ , ∂z ∂τ ) = (− sin τ +(cos τ )s, cos τ +(sin τ )s, 0) and Θ 0 (∂ τ (x, y, z)) = 1 + s 2 = 0. This means that the tangent vector ∂ τ (x, y, z)) is not annihilated by the contact form Θ 0 . Therefore (4.10) defines a properly embedded p-minimal surface in H 1 with no singular points, which is not a vertical plane (i.e. having the equation ax + by = c). In fact, eliminating the parameters τ and s in (4.10) gives the equation z 2 = x 2 + y 2 − 1. For a Legendrian ruled surface of graph type, we can have an alternative approach to show that it is p-minimal. Let (x, y, u(x, y)) describe such a Legendrian ruled surface. Suppose we can take x as the parameter of the rulings (straight lines) for simplicity. Then d 2 /dx 2 {u(x, y(x))} = 0 along a ruling. By the chain rule we have
where a = dy dx , r = u xx , s = u xy , and t = u yy . On the other hand, along a Legendrian line, we have the contact form dz + xdy − ydx = 0. It follows that
which is exactly (pM GE). We remark that a general ruled surface satisfies a third order partial differential equation (see page 225 in [Mo] . Solving (4.11) for "a" in terms of r, s, t, and substituting the result into d 3 /dx 3 {u(x, y(x))} = 0 give such an equation).
Comparison principle and uniqueness for the Dirichlet problem
Let Ω be a domain (connected and proper open subset) in the xy-plane. Let u, v : Ω → R be two C 1 functions. Recall the singular set
Lemma 5.1. Suppose we have the situation described above. Then the equality
α· β | α|| β| = 2(1 − cos ϑ). Substituting this into the right-hand side of (5.2) gives (5.1).
Remark. For the prescribed mean curvature equation divT u = H in R n where
, we have the following structural inequality:
The above inequality was discovered by Miklyukov [Mik] , Hwang [Hw1] , and CollinKrust [CK] independently. Here we have adopted Hwang's method to prove Lemma 5.1.
Theorem 5.2. Suppose Ω is a bounded domain in the xy-plane and H 1 (S), the 1-dimensional Hausdorff measure ofS, vanishes. Let
Proof. First H 1 (S) = 0 means that given any ǫ > 0, we can find countably many balls B j,ǫ , j = 1, 2, ... such thatS ⊂ ∪ ∞ j=1 B j,ǫ and Σ ∞ j=1 length(∂B j,ǫ ) < ǫ and we can arrange ∪
SinceS is compact, we can find finitely many B j,ǫ 's, say j = 1, 2, ..., n(ǫ), still coveringS. Suppose Ω + = ∅. Then by Sard's theorem there exists a sequence of positive number δ i converging to 0 as i goes to infinity, such that Ω
smooth. Note that ∂Ω + i ∩ ∂Ω ⊂ S by (5.4). Now we consider
where ν, s denote the outward unit normal vector and the arc length parameter, respectively. By the divergence theorem we have
Observe that the second term in the right hand side of (5.5) is nonnegative by (5.3). It follows from (5.1) and (5.5) that
On the other hand, we can estimate [CF] ). In [Hw2] Hwang invoked the "tan −1 " technique to simplify the proof of [CF] . Here we have followed the idea of Hwang in [Hw2] to prove Theorem 5.2.
Proof. Suppose u = v in Ω. We may assume the set {p ∈ Ω|u(p) > v(p)} = ∅ (otherwise, interchange u and v). By Sard's theorem (e.g., [St] , noting that C 2 is essential), there exists ǫ > 0 such that
2 smooth. Note thatΓ ǫ ∩ ∂Ω = ∅ since u = v on ∂Ω by assumption. Also Γ ǫ is closed and bounded, hence compact. Therefore Γ ǫ is the union of (finitely-many) C 2 smooth loops. Choose one of them, and denote it as Γ 
Similarly we can show We can generalize Lemma 5.1 in the following form. Let Ω be a domain in R n . Let u, v : Ω → R be two C 1 functions. Let F be a C 0 vector field in R n . Define S(u, F ) = {p ∈ Ω | ∇u + F = 0 at p} and S(v, F ) similarly.
, we have the following identity:
In general a contact form dz+Σ j=n j=1 f j dx j in R n+1 gives rise to an F = (f 1 , f 2 , ..., f n ) such that ∇u + F is the R n -projection of the Legendrian normal to the graph z = u(x 1 , x 2 , ..., x n ). To generalize Theorem 5.2 to a domain Ω in R n and replace
The proof of Lemma 5.1' (Theorem 5.2', respectively) is similar to that of Lemma 5.1 (Theorem 5.2, respectively). We can also generalize Lemma 5.3. Let Ω be a bounded domain in R 2m , m ≥ 1. Take two real functions u, v ∈ C 2 (Ω) ∩ C 0 (Ω). Let α ≡ ∇u + F where F = (f 1 , f 2 , ..., f 2m ) is a C 1 smooth vector field on Ω. Define F * ≡ (f 2 , −f 1 , f 4 , −f 3 , ..., f 2m , −f 2m−1 ). Denote α | α| by N F (u) and the set {p ∈ Ω | α = 0} by S F (u).
Lemma 5.3'. Suppose we have the situation as described above. Suppose
Proof. Suppose the conclusion is not true. We may assume the set {p ∈ Ω | u(p) > v(p)} = ∅. By Sard's theorem we can find a small ǫ > 0 such that
|∇(u−v)| denote the outward unit normal to Γ ǫ . We claim
on Γ ǫ . Note that α = 0 if and only if α * = 0. So it is obvious that (5.11) holds for
, we can generalize (5.9), (5.10) as follows:
Since N F (u) = N F (v) by assumption, and hence N * F (u) = N * F (v), we deduce from (5.9 ′ ) and (5.10
(u) is tangent to Γ ǫ (at p). This implies (5.11). For p ∈ (Γ ǫ \S F (u))∩S F (v), we still have (5.11) by a similar argument as in the proof of Lemma 5.3. We have proved (5.11) for all p ∈ Γ ǫ . Let dA denote the volume element of Γ ǫ , induced from R 2m . Now we compute
by assumption. We have reached a contradiction. Q.E.D.
We remark that the condition div F * > 0 is essential in Lemma 5.3'. Consider the case F = 0. Let Ω = B 2 −B 1 where B r denotes the open ball of radius r. Let u = f (r), v = g(r), and f = g with the properties that f (1) = g(1), f (2) = g(2), and f ′ > 0, g ′ > 0 for 1 ≤ r ≤ 2. It follows that S F (u) = {∇u = 0} = φ, S F (v) = {∇u = 0} = φ, and ∇u = f ′ (r)∇r, ∇v = g ′ (r)∇r. Therefore we have
by noting that |∇r| = 1. We have constructed a counterexample for the statement of Lemma 5.3' if div F * > 0 is not satisfied.
For F = (−y 1 , x 1 , −y 2 , x 2 , ..., −y m , x m ), we have F * = (x 1 , y 1 , x 2 , y 2 , ..., x m , y m ).
In this case, we can view the integrand in (5.12) geometrically: ( dx j ∧ dy j means deleting dx j ∧ dy j )
is the standard contact form of the 2m + 1-dimensional Heisenberg group, restricted to the hypersurface {(x 1 , y 1 , x 2 , y 2 , ..., x m , y m , u(x 1 , y 1 , x 2 , y 2 , ..., x m , y m )}. Integrating the above form gives
In the last equality, we have used
Note that in case Θ F = Θ (m) (with u, x j , y j replaced by z, x 2j−1 , x 2j , respectively), we have
We can generalize Theorem C to higher dimensions without the condition on the singular set. Let N (u) = N F (u) and S(u) = S F (u) for F = (−y 1 , x 1 , −y 2 , x 2 , ..., −y m , x m ).
First we observe the following size control of the singular set in general dimensions. Proof. Consider the map G : p ∈ Ω → (∇u + F )(p). Computing the differential dG of G at a singular point p (where G(p) = 0), we obtain
in matrix form, where (u ij ) is the Hessian. Let (dG) T denote the transpose of dG. It is easy to see that 2m = rank(dG − (dG)
. Therefore rank(dG) ≥ m. Hence the kernel of dG has dimension ≤ m. It follows by the implicit function theorem that there exists an open neighborhood V of p such that
Proof of Theorem C ′ : Observe that the condition H 2m−1 (S) = 0 (the dimension n = 2m) in the proof of Theorem 5.2 (and Theorem 5.2') can be replaced by the following condition: for any subdomain O ⊂⊂ Ω, i.e.,Ō ⊂ Ω, H 2m−1 (Ō ∩S) = 0. Since S = S(u) ∪ S(v) is closed in the compact setŌ,Ō ∩S =Ō ∩S. Now Theorem C' follows from Theorem 5.2' (with the size control condition onS replaced by the above-mentioned one), Lemma 5.3', and Lemma 5.4.
Second variation formula and area-minimizing property
In this section we will derive the second variation formula for the p-area functional (2.5) and examine the p-mean curvature H from the viewpoint of calibration geometry ( [HL] ). As a result we can prove the area-minimizing property for a pminimal graph in H 1 .
We follow the notation in Section 2. We assume the surface Σ is p-minimal. Let f, g be functions with compact support away from the singular set and the boundary of Σ. Recall T denotes the Reeb vector field of Θ (see Section 2 or the Appendix). We compute the second variation of (2.5) in the direction V = f e 2 + gT :
Here we have used Stokes' theorem and the formula L V = i V • d + d • i V and d 2 = 0. By (2.7) and H = ω(e 1 ), we get
We recall (see Section 2) to define a function α on Σ\S Σ such that αe 2 +T ∈ T Σ. Observe that {αe 2 + T, e 1 } is a basis of T (Σ\S Σ ). So on Σ\S Σ we have
Then taking i V • d of this expression and making use of (A.1r), (A.3r), (6.3) and H = 0 on Σ, we obtain
on Σ. For the last equality we have used T (H) = −αe 2 (H) since αe 2 + T ∈ T Σ and H = 0 on Σ. Expanding the left-hand side of (A.5r) gives e 2 (H) = 2W + e 1 (ω(e 2 )) + 2ω(T ) + (ω(e 2 )) 2 . (6.5)
Here we have used (A.6r) and ω(e 1 ) = H = 0 on Σ. The surfaces ϕ t (Σ\S Σ ) are the level sets of a defining function ρ. Hereφ t = f e 2 + gT. It follows that (f e 2 + gT )(ρ) = 1. On the other hand, (αe 2 + T )(ρ) = 0 from the definition of α. So T (ρ) = −αe 2 (ρ) and e 2 (ρ) = (f − αg) −1 (where f − αg = 0). Applying (A.6r) and (A.7r) to ρ, and using the above formulas, we obtain ω(e 2 ) = h −1 e 1 (h) + 2α, (6.6a)
where h = f − αg. Now substituting (6.6a), (6.6b) into (6.5), we get e 2 (H) = 2W − 2ImA 11 + 4e 1 (α) + 4α 2 (6.7)
Observing that e 1 (e 1 (h 2 ))Θ∧e 1 = Θ∧d(e 1 (h 2 )) = −d(e 1 (h 2 )Θ)+2e 1 (h 2 )αe 1 ∧Θ on Σ by (A.1r) and (6.3), we integrate 1 2 e 1 (e 1 (h 2 )) = (e 1 (h)) 2 + he 2 1 (h) to obtain
Substituting (6.7) into (6.4) and (6.4) into (6.1) and using the above formula, we finally reach the following second variation formula. 
Note that the Webster-Tanaka curvature W and the torsion A 11 are geometric quantities of the ambient pseudohermitian 3-manifold M. When the torsion A 11 vanishes and W is positive, we can easily discuss the stability of a p-minimal surface (see Example 2 in Section 7). If both W and A 11 vanish, e.g. in the case of M = H 1 (see the Appendix), we can compute α, e 1 (α) for a graph z = u(x, y) as follows. First note that the defining function ρ = (z − u(x, y))D For example if u = xy, the right-hand side of (6.9) equals 1/x 2 . So away from the singular set, the second variation of the p-area is nonnegative according to (6.8) (it is easy to see that the second variation in the e 1 direction always vanishes). Note that {x = 0} is the singular set in this example. From the p-area minimizing property shown below (Proposition 6.2), we know the second variation of the parea for any p-minimal graph over the xy-plane with no singular points must be nonnegative.
If we consider only the variation in the T direction, i.e., f = 0, we should combine the term in (6.9) with terms involving e 1 (α) in the expansion of (e 1 (−αg)) 2 (to get a better expression of (6.8)). For instance, take a graph (x, y, u(x, y)) ∈ H 1 over a domain Ω in the xy-plane. We denote the energy functional for the p-area by E(u) = Ω Ddx ∧ dy in view of (2.5) and (2.11). A direct computation shows that We leave this verification to the reader (Hint: we need an integration by parts formula-e 1 (ϕ)ψΘ ∧ e 1 = − [ϕe 1 (ψ) + 2ϕψα]Θ ∧ e 1 . Express D 2 = (e 1 (σ)) 2 + (e 2 (σ)) 2 where σ = z − u(x, y). The following formulas: e 2 1 (σ) = e 1 (σ) = 0, e 2 (σ) = In view of (6.10) and (6.11), we can express Ξ in the following form: Ξ = −2[W + ω(T ) + αh −1 e 1 (h)]Θ ∧ e 1 + d(4αΘ − 2e 2 ). (6.12)
In Euclidean 3-geometry, we take the interior product of the volume form with a vector field normal to a family of surfaces as a calibrating form ( [HL] ). This 2-form restricts to the area form on surfaces, and its exterior differentiation equals the mean curvature times the volume form along a surface. We have analogous results. Suppose M is foliated by a family of surfaces Σ t , −ε < t < ε. Let e 1 be a vector field which is characteristic along any surface Σ t . We are assuming Σ t 's have no singular points. Let e 2 = Je 1 denote the Legendrian normal along each Σ t . Then the 2-form Φ = 1 2 i e2 (Θ ∧ dΘ) satisfies the following properties. First, a direct computation shows that Φ = Θ ∧ e 1 , our area 2-form from formula (A.1r). Secondly, dΦ = −HΘ ∧ e 1 ∧ e 2 by (6.2). So {Σ t } are p-minimal surfaces if and only if dΦ = 0. Now suppose this is the case and Σ ′ is a deformed surface with no singular points near a p-minimal surface Σ = Σ 0 having the same boundary. Also suppose the Poincaré lemma holds. That is to say, there is a 1-form Ψ such that Φ = dΨ. Then by Stokes' theorem, we have We remark that a p-minimal surface in H 1 with no singular points, which is a graph over the xy-plane, satisfies the assumption in Proposition 6.2. Note that a translation of such a p-minimal graph in the z−axis is still p-minimal (quantitatively u + c is again a solution if u = u(x, y) is a solution to (pM GE)). Also a vertical (i.e. perpendicular to the xy-plane) plane in H 1 satisfies the assumption in Proposition 6.2. Note that a vertical plane is a p-minimal surface with no singular points, and a family of parallel such surfaces surely foliates an open neighborhood of a given one.
7. Closed p-minimal surfaces in the standard S 3 and proof of Theorem E First let us describe the standard pseudohermitian 3-sphere (S 3 ,Ĵ,Θ) (see the Appendix for the definition of basic notions). The unit 3-sphere S 3 in C 2 inherits a standard contact structure ξ = T S 3 ∩ J C 2 (T S 3 ) where J C 2 denotes the almost complex structure of C 2 . The standard CR structureĴ compatible with ξ is nothing but the restriction of J C 2 on ξ. Let r = |ζ 1 | 2 + |ζ 2 | 2 − 1 where (ζ 1 , ζ 2 ) ∈ C 2 . The contact formΘ ≡ −i∂r = −i(ζ 1 dζ 1 +ζ 2 dζ 2 ) restricted to S 3 ≡ {r = 0} gives rise to the Reeb vector fieldT = iζ 1 ∂ ζ 1 + iζ 2 ∂ ζ 2 − iζ 1 ∂ζ1 − iζ 2 ∂ζ2. Take the complex vector fieldẐ 1 =ζ 2 ∂ ζ 1 −ζ 1 ∂ ζ 2 and the complex 1-formθ 1 = ζ 2 dζ 1 − ζ 1 dζ 2 such that {Θ,θ 1 ,θ1} is dual to {T ,Ẑ 1 ,Ẑ1} and dΘ = iθ 1 ∧θ1. It follows thatω Recall that a Legendrian geodesic (with respect to∇ p.h. ) is a Legendrian curve γ such that∇ p.h. γγ = 0. Hereγ = dγ ds is the unit tangent vector with respect to the Levi metric and s is a parameter of unit speed. A Legendrian great circle of (S 3 ,Ĵ,Θ) is a great circle in the usual sense, whose tangents belong to the kernel ofΘ.
Lemma 7.1. In (S 3 ,Ĵ,Θ) a Legendrian geodesic is a part of a Legendrian great circle, and vice versa.
