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Abstract
In this paper we will show that it is possible to generate the roots of monic polynomials
with computable real coe)cients as computable complex numbers. A result from constructive
analysis has already shown that the roots are computable numbers; however, because the proof
is non-constructive it does not provide an e1ective method for $nding the roots. In this work
we combine two extra stages to a standard numerical algorithm: an exact error analysis, and a
method for aligning sets of complex rational numbers so that the result is a set of computable
complex numbers. The method of e1ectivization is of interest as it can be used in other situations
where an algorithm will work with rational approximations, but comparison operations prevent
its use with computable numbers. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Finding the roots of polynomials with rational coe)cients (the algebraic eigenvalue
problem) has already been well studied [4, 10, 11]; what we seek to demonstrate in this
paper is that one can $nd the roots of the more general polynomial with computable
real coe)cients. That the roots are computable numbers is a result from constructive
analysis [1] and is demonstrated (non-constructively) by the computable analogue to
the intermediate value theorem, see [9, Theorem 8, p. 41]. Although we know that the
roots are computable numbers, because the proof is non-constructive we do not have
a method for $nding them. This paper describes a method for $nding the roots by
providing a constructive proof that they are computable numbers.
In Sections 2 and 3 we outline some basic results about computability of numbers
and linear algebra, respectively. In Section 4 we describe one of the main theoretical
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results of this work, which is an error analysis for the errors of the roots of a polynomial
in terms of the errors in the coe)cients of the polynomial. We have adopted Jenkins
and Traubs’ Algorithm [7] as a method for $nding the roots of polynomials with
rational coe)cients, a brief description of its use is given in Section 5. The other main
strand of original work in this paper is a method for aligning a sequence of sets of
rational complex numbers into a set of computable complex numbers; this is described
in Section 6. The whole algorithm is described in Section 7. Alternative methods are
discussed in Section 8, whilst Section 9 is the conclusion.
2. Computability and arithmetic
In this paper we shall use the de$nition of computable real numbers that is most
convenient for our purposes. It should be understood that there are other alteratives
that are potentially more e)cient, but which would complicate the arguments to be
made in the paper. We therefore begin with the e2ective cauchy representation of
a computable real number. The notion of computability is based on the notion of a
recursive function a :N→N, where N denotes the set of non-negative integers.
Denition 2.1. A sequence {rk} of rational numbers is computable if there exist three
recursive functions a; b; and s from N to N such that b(k) =0 for all k and
rk = (−1)s(k) a(k)b(k) for all k:
Denition 2.2. A sequence {rk} of rational numbers converges e2ectively to a real
number x if there exists a recursive function e :N→N such that for all N :
k¿e(N ) implies |rk − x|62−N :
Denition 2.3. A real number x is computable if there exists a computable sequence
{rk} of rationals which converges e1ectively to x.
Since, for the remainder of the paper we shall be taking all real numbers to be
computable, we shall use R to represent the set of computable reals. In practice,
De$nition 2.3 is an expensive and ine)cient implementation of computable real num-
bers. A more practical implementation of computable reals would involve representing
each x as an in$nite sequence of rationals {r0; r1; : : : ; rk ; : : :}, with |rk − x|62k ; in this
we have simply taken the e1ective convergence function from De$nition 2.2 to be
e(n)= n.
Following Pour-El and Richards [9], we de$ne computable functions over the com-
putable reals using computable double sequences.
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Denition 2.4. A sequence of real numbers xn is computable (as a sequence) if there is
a computable double sequence of rationals rnk such that rnk → xn as k→∞, e1ectively
in k and n.
A computable function from a subset of the computable reals to the computable reals
is de$ned in De$nition 2.5.
Denition 2.5. A function f : S→T (with S; T ⊆R) is a Computable function pro-
vided that
1. f is sequentially computable, i.e. f maps every computable sequence of points
xk ∈ S to a computable sequence f(xk)∈R; and
2. f is e2ectively uniformly continuous, i.e. there is a recursive function d :N→N
such that for all x; y∈ S and all n:
|x − y|¡ 1=d(n) implies |f(x)− f(y)|¡ 2−n:
Using these de$nitions we can show that many of the usual arithmetic operations
are computable.
Theorem 2.6. The following operations are all computable: x+y; x−y; x×y; x÷y
(providedy =0); exp(x); log(x) (provided that x¿0); sin(x); cos(x); tan−1(x);
max(x; y); min(x; y); and sqrt(x) (provided that x¿0):
However, there are some operations whose results cannot be decided e1ectively.
Theorem 2.7. The following operations are not e2ectively decidable: x=y; x6y.
In many ways Theorem 2.7 is what gives computable analysis much of its Havour.
We seek to solve numerical problems without recourse to comparison operations. Some
form of approximate comparison is often useful, and so we de$ne the following oper-
ations.
Denition 2.8.
x = y if |x − y|6;
x6y if y − x¿− :
Theorem 2.9. The following operations are computable: x= y; x6y.
Proofs of Theorems 2.6, 2.7, and 2.9 may be found in [9].
Classically we can construct the complex numbers using either polar or cartesian
representations; this is no longer true for computable complex numbers.
Theorem 2.10. It is not possible to represent a computable complex number as a
pair of computable real numbers using the polar representation.
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Proof. By counter-example. Let 0 be the e1ective cauchy sequence:
[(−12 )
0; (−12 )
1; : : : ; (−12 )
n; : : :]:
This has polar representation:
([1; 12 ; : : : ; (
1
2 )
n; : : :]; [0; ; 0; : : : ; ( 1−(−1)
n
2 )])
and therefore the second component is not a computable real.
For this reason, we will only use the cartesian representation of computable complex
numbers.
3. Properties of roots of polynomials
We begin with a de$nition: the polynomials with which we are concerned are monic.
Denition 3.1. A polynomial p(x)= anxn + an−1xn−1 + · · ·+ a1x+ a0 is monic if and
only if an=1.
Obviously, if the leading coe)cient an of a polynomial p(x) of order n is non-zero,
then we can divide each coe)cient by an to obtain a monic polynomial with the same
roots as of the original polynomial, but we should note that this is not a computable
operation because, by Theorem 2.7, we cannot be sure that for a general computable
real an it is non-zero.
If we are concerned with $nding eigenvalues, then we $nd that the leading coe)cient
of the characteristic polynomial is (−1)n for an n× n square matrix. Although this is
not a monic polynomial, it is easy to see that it can be made so by negating each
coe)cient whenever the order of the matrix is odd.
Theorem 3.2. The real roots of a monic polynomial with computable real coe7cients
are all computable.
Proof. First suppose that the root at c is a simple root of the polynomial p(x). Then
we can apply the intermediate value theorem.
Suppose, without loss of generality, that there are two rationals a; b with a¡c¡b
and p(a)¡0¡p(b). The proof breaks into two parts:
1. There is a rational number c such that p(c)= 0. This c is an computable real.
2. p(c) =0 for all rational c. In this case consider p((a+b)=2) =0, and so eventually
we will be able to determine, e1ectively, either that p((a + b)=2)¿0 or p((a +
b)=2)¡0. We can then apply the intermediate value theorem recursively to either
a; (a+ b)=2 or (a+ b)=2; b.
If the root at c is of multiplicity k¿1 then the (k − 1)th derivative p(k−1)(x) has
computable real coe)cients, and c is a simple root of p(k−1)(x), and hence we may
use the previous argument.
See [9, Theorems 8 and 9, pp. 41–44].
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It may seem odd at $rst sight that we should be interested in $nding the exact roots
of polynomials, as Theorem 3.2 appears to already provide a solution. Unfortunately,
the method by which this has been proved is non-constructive: we have assumed that
we could determine whether a root was rational or not, we have further assumed that
we could determine the multiplicity of a root. Therefore, although we know that the
roots are computable, we do not yet have an e1ective method to construct them. The
remainder of the paper is devoted to showing how we may ‘e1ectivize’ one of the
numerical methods for $nding roots. Our approach in this paper to the e1ectivization
is as follows:
1. Find an exact error analysis.
2. Run a standard method for root $nding using rational coe)cients, to generate ra-
tional 1 answers of su)cient accuracy.
3. Combine the rational results from part 2 into a set of computable complex numbers.
4. Error analysis
The question we address in this section is: how accurate do the coe)cients of a
polynomial need to be, in order to calculate the roots of the polynomial to an accuracy
of .
Let us assume that we have a monic polynomial of order n, with coe)cients Ai:
F(x) = xn + An−1xn−1 + · · ·+ A1x + A0:
Furthermore, assume that we have another monic polynomial of order n with coe)-
cients ai:
f(x) = xn + an−1xn−1 + · · ·+ a1x + a0:
We will be thinking of f(x) as an approximation of F(x), in the sense that the di1er-
ences i =Ai−ai are small. We may think of the i’s as the “errors” for the coe)cients
of F(x) (or f(x)), and we seek a relationship that links these errors to the errors of
the values of the roots.
We have not, so far, said anything about the types of Ai and ai. One possibility is
to consider Ai ∈R and ai ∈Q; alternatively we could consider Ai ∈C and ai = bi + –ci
where bi; ci ∈Q.
Let us suppose that F(x) has a root at Z (a computable number) i.e. F(Z)= 0, and
that f(z)= 0 where z is computable, and let =Z − z.
We may now express the polynomial f(x) as a Taylor series about the point z, i.e.
f(z + ) = f(z) +
f′(z)
1!
+ · · ·+ f
(n)(z)n
n!
;
1 Or, in the case of complex roots, numbers with rational real and imaginary parts.
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where f(i)(z) is the nth derivative of the function f evaluated at z. Notice that this is
a $nite series because f(x) is a polynomial, and hence f(n)(z)= n!.
Consider
F(Z)− f(Z) = −
[
f′(z)
1!
+ · · ·+ f
(n)(z)n
n!
]
:
We also have that
F(Z)− f(Z) = n−1Zn−1 + · · ·+ 1Z + 0:
From this we obtain the relationship between the errors in the coe)cients (the i’s)
and the errors in the root at z():
n−1∑
i=0
i(z + )i +
n∑
i=1
f(i)(z)i
i!
= 0: (1)
The problem with Eq. (1) is that solving for , given the i’s involves solving a
monic polynomial of order n: exactly the problem that we started with!
This, however, ignores features of the way in which the problem is presented to us.
First, we are likely to wish to specify that ||¡2−n= ′, that is, we seek a root to
within ±2−n. Furthermore, we are also likely to be given that for all i; |i|¡2−m.
Theorem 4.1. Suppose that we have a monic polynomial of order n with coe7cients
ai:
f(x) = xn + an−1xn−1 + · · ·+ a1x + a0
and that f(z)= 0. Let 0¡∈R; be some positive computable real then the monic
polynomial of order n
F(x) = xn + An−1xn−1 + · · ·+ A1x + A0
has a root at Z; with |Z − z|6 ; provided that |Ai − ai|6 ; where
 = 2
( 
2
)n 1− (|z|+ )
1− (|z|+ )n :
First, we need the following Lemma about polynomial interpolation. Informally, it
states that the monic polynomial must vary over the interval (−; ) by at least 2(=2)n.
Lemma 4.2. Suppose that f(x) is a monic polynomial of order n; then
min
(
max
−6x6
|f(x)− f(0)|
)
¿2
( 
2
)n
:
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Proof. The minimization will occur when f(x)= 21−nTn(x=) is the Chebyshev poly-
nomial of order n, and has error
2
( 
2
)n
:
See [8] for details of the inductive proof.
We are now in a position to prove the main result.
Proof of Theorem 4.1. From Eq. (1) we know that if we let i =Ai−ai and ′=Z−z
then
n−1∑
i=0
i(z + ′)i +
n∑
i=1
f(i)(z)′i
i!
= 0:
Let us assume that |i|6  for some positive computable real  and that |′|6  for
some positive computable real .
Rearranging the equation and taking the absolute value, we have∣∣∣∣
n−1∑
i=0
i(z + ′)i
∣∣∣∣ =
∣∣∣∣
n∑
i=1
f(i)(z)′i
i!
∣∣∣∣ : (2)
Consider the left-hand side of Eq. (2):
∣∣∣∣
n−1∑
i=0
i(z + ′)i
∣∣∣∣6
n−1∑
i=0
|i(z + ′)i|
=
n−1∑
i=0
|i||(z + ′)i|
6 
n−1∑
i=0
|(z + ′)i|
6 
n−1∑
i=0
(|z|+ )i :
Now consider the right-hand side of Eq. (2); this is a monic polynomial of order n,
with a root at 0. From Lemma 4.2, we know that the minimum value of its maxima
(or the endpoints) in the interval (−; ) must be at least: 2(=2)n and therefore that
¿2
( 
2
)n
right=
n−1∑
i=0
(|z|+ )i = 2
( 
2
)n 1− (|z|+ )
1− (|z|+ )n
as required.
Before we proceed to describe the algorithm let us look at an example.
Example 4.3. Let f(x)= x2, then f(x) has two roots at x=0. Let = 12 be the desired
error in the root at 0. Then the errors on the coe)cients must have magnitude less
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than 2( 14 )(1=(1 + 0:5))=
1
12 . Therefore, choosing the coe)cients a0; a1 to be ± 112 and
solving the quadratic equation we have
(x − z0)(x − z1) z0 z1
x2 − 0:0833x − 0:0833 −0:2500 0.3333
x2 − 0:0833x + 0:0833 0:0416− 0:2857i 0:0416 + 0:2857i
x2 + 0:0833x − 0:0833 −0:3333 0.2500
x2 + 0:0833x + 0:0833 −0:0416− 0:2857i −0:0416 + 0:2857i
5. Jenkins and Traubs’ Algorithm
In this section, we explain how to use Jenkins and Traubs’ Algorithm to $nd the
factorization of a monic polynomial. Because the algorithm requires the use of com-
parison operations which would be unavailable to us if we were to have polynomials
with computable real coe)cients, we will use the error analysis of Section 4 to provide
us with an approximate polynomial, with rational coe)cients, whose roots are within
2−n of the roots of the original polynomial.
We can arrange to output the roots of the polynomial in a number of di1erent ways.
Firstly, we could choose to output the roots as a sequence of (computable) complex
numbers; alternatively we could output linear or quadratic factors of the polynomial,
this having the advantage that complex numbers are not being output. We shall choose
the $rst alternative. Let us give the type of Jenkins and Traubs’ Algorithm as
rootsJT :: [Q]→ [C]:
That is, the algorithm takes as arguments the rational approximations to the polyno-
mial’s coe)cients and returns a list of complex numbers that are the roots of the
approximate polynomial.
Unfortunately, it turns out that we need an extra parameter to control the accuracy of
the roots generated by the algorithm; this occurs because of de8ation. First, consider
the case of a single real root z. As the algorithm executes, it divides the original
polynomial p(x) of order n by the factor x−z, to give a polynomial q(x) of order n−1.
Alternatively, the algorithm might $nd a pair of complex conjugate roots: z1 and z2. In
this case the original polynomial is divided by a quadratic factor 2 x2−(z1+z2)x+z1z2,
to give a polynomial q(x) of order n− 2. The algorithm is then recursively applied to
the deHated polynomial q(x) of order n− 1 or n− 2.
However, we must consider the type of the coe)cients of the deHated polynomial
q(x). Originally p(x) has rational coe)cients, but the root z need not be rational,
and therefore the deHated polynomial q(x) will in general have coe)cients that are
2 Because z1 and z2 are a conjugate pair, both z1 + z2 and z1z2 are computable reals.
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computable reals. For this reason we must pass into the function rootsJT, a rational
parameter that is the accuracy required for each coe)cient. This results in a new type
signature for the rational root-$nding function
rootsJT :: Q→ [Q]→ [C]:
The di)culty with all root-$nding algorithms occurs when we have multiple roots,
i.e. for m¿ 2, the polynomial can be factored as
p(x) = q(x)(x − z)m
for some suitable q(x). In this case we say that the root z is of multiplicity m. To
obtain a multiple root (or near multiple roots) of multiplicity m to an accuracy of 
we require O(m) accuracy on the coe)cients of a polynomial. It is this that drives the
requirement for a highly accurate representation for the coe)cients of the polynomial.
The key features of Jenkins and Traubs’ Algorithm are
• Roots are generated roughly in increasing order of modulus.
• At each step the algorithm always converges to a root.
• Few critical decisions have to be made.
• Only real arithmetic is used (which makes it 4 times faster than an earlier Jenkins
and Traubs’ Algorithm for polynomials with complex coe)cients [6]).
• For a polynomial of order n, the algorithm runs in time O(n2).
It is important to realize that there is nothing very special about our use of Jenkins
and Traubs’ Algorithm, except that it is relatively e)cient for polynomials with real
coe)cients and is moderately easy to implement.
6. Aligning the roots
The $nal piece of work that must be described in order to produce a constructive
root-$nding algorithm, is to align the roots of successive calls of Jenkins and Traubs’
Algorithm. Recall that at the mth call to Jenkins and Traubs’ Algorithm, we produce
a set of roots each within 2−m of a root of the exact polynomial. In order to turn this
sequence of sets into a set of sequences we must align successive approximations of
the same root.
In what follows, the set of roots returned by a call to Jenkins and Traubs’ Algorithm
with an accuracy parameter of 2−m is Xm= {zm−1; : : : ; zm; n}.
Denition 6.1. The set Xm= {zm;1; : : : ; zm; n} is the set of complex roots (with rational
real and imaginary parts), each of which is within 2−m of a root of the an exact
polynomial of order n.
It would be a mistake to believe that we could generate the roots as the set of
computable numbers:
{[z0;1; : : : ; zm;1; : : :]; : : : ; [z0;n; : : : ; zm;n; : : :]}:
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The problem is that we have no easy way of knowing that z0;1 and zm;1 are approxi-
mations to the same root of the exact polynomial. 3
The $rst operation we will perform is to form a partition of the set of roots using
De$nition 6.2.
Denition 6.2. The partition Pm of a set of roots is generated as follows:
1. Generate the set of roots Xm′ , where m′=m+ 4 + log2(n+ 1). n is the order of
the polynomial and the cardinality of the set Xm′ .
2. For x; y∈Xm′ let x∼y whenever |x − y|¡8 · 2−m′ .
3. Two roots x; y∈Xm′ are in the same element of the partition Pm, if and only if
x∼+y, where ∼+ is the transitive reHexive closure of the relation ∼.
In De$nition 6.2, we have generated the roots to a higher accuracy, and assigned
them to the same element of the partition Pm if they form a chain which is su)ciently
closely spaced.
Lemma 6.3. There exists a 1–1 mapping of the elements of Xm′+1 to elements of Xm′ ;
such that the distance between the two elements is less than 32 · 2−m
′
.
Proof. Because the two elements are approximations to a root z of the original poly-
nomial, we have xm′+1 ∈Xm′+1 with |xm′+1 − z|¡2−(m′+1) and xm′ ∈Xm′ with |xm′ −
z|¡2−m′ . Therefore, |xm′+1 − xm′ |¡ 32 · 2−m
′
.
Lemma 6.4. Two roots x; y∈Xm′ in di2erent elements of the partition Pm are sepa-
rated by at least 8 · 2−m′ .
Proof. By construction in De$nition 6.2.
Lemma 6.5. Two roots x; y∈Xm′ in di2erent elements of the partition Pm must have
corresponding roots x′; y′ ∈Xm′+1 which are in di2erent elements of the partition Pm+1.
Proof. From Lemma 6.4, the minimum distance between x and y is 8 · 2−m′ ; from
Lemma 6.3, the maximum distance between x and x′ (and y and y′) is 32 · 2−m
′
;
therefore the minimum distance between x′ and y′ is 5 · 2−m′¿8 · 2−(m′+1).
Lemma 6.5 shows that once two roots become members of di1erent elements of a
partition they will be members of di1erent elements of all subsequent partitions. We
are now able to align the partitions.
Denition 6.6. The elements of the partitions pi ∈Pm and pj ∈P m+1 are aligned if
there exists x∈pi and y∈pj with |x − y|¡ 32 · 2−m
′
.
3 Notice that this is not a problem for a sequence of sets of R. If we order the rationals in each set Xm
so that zm; 16zm; 26 · · ·6zm; n, then each of the sequences [z0; i ; : : : ; zm; i ; : : :] is a computable real.
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Here we are using Lemma 6.3 to ensure that we have the correct partition. If the
two elements of the partitions are not aligned then the distance between any two roots
will be at least 5 · 2−m′ , by Lemma 6.5. Note that the alignment of successive partitions
takes n2 rational comparisons in the worse case.
It only remains to generate the sequence of approximations from the sequence of
partitions.
Lemma 6.7. Two roots x; y∈Xm′ in the same element of the partition Pm are sepa-
rated by at most (n+ 1)8 · 2−m′¡2−(m+1).
Proof. By construction in De$nition 6.2 the maximum distance between two roots in
the same element of the partition occurs when the partition contains n roots laid out in a
straight line each at a distance of 8·2−m′ . But (n+1)8·2−m′=(n+1)8·2−(m+4+log2(n+1))
6 12 · 2−m.
Using Lemma 6.7, we see that we may replace the element p= {x1; : : : ; xi} of the
partition Pm by the set {Qx; : : : ; Qx} where Qx=(1=i)
∑i
j=1 xj.
As an example, we shall consider $nding the roots of the polynomial p(x)= x3 −
0:1x2. Because the error analysis of Section 4 is very coarse, the approximate roots
found by the algorithm are generated to a much higher accuracy than the analysis can
guarantee. For illustrative purposes, we will therefore introduce errors into the known
roots of the polynomial p(x)= x2(x−0:1)= x3−0:1x2, to show how alignment works.
We begin with the sets of roots generated to accuracy 2−6; 2−7, and 2−8:
X6 = {0:090; 0:010–;−0:010–};
X7 = {−0:005; 0:005; 0:095};
X8 = {−0:001; 0:001; 0:101}:
From this we can generate the partitions P0; P1, and P2:
P0 = {{0:090; 0:010–;−0:010–}};
P1 = {{−0:005; 0:005}; {0:095}};
P2 = {{−0:001; 0:001}; {0:101}}:
Notice that the two set in P2 are constrained to appear in the same order as they did
in partition P1. Now, by averaging the elements of a partition, we output the roots as
{[0:030; 0:000; 0:000; : : :]; [0:030; 0:000; 0:000; : : :]; [0:030; 0:095; 0:101 : : :]}:
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7. The complete algorithm
Let us assume that we have a monic polynomial of order n, with computable real
coe)cients Ai ∈R:
F(x) = xn + An−1xn−1 + · · ·+ A1x + A0:
To generate the roots of this polynomial as a set of computable numbers we proceed
as follows:
1. It is possible to obtain an initial over-estimate of the modulus of the largest root of
F(x) as follows:
Zmax =
n∑
i=1
n−i
√
|ai + 1|
(where ai is a rational approximation to Ai with |Ai − ai|¡1).
2. Initially select m=0.
3. Then perform the following loop for ever:
(a) Let m′=m+ 4 + log2(n+ 1), and =2−m
′
.
(b) Let =2(=2)n=(
∑n−1
i=0 (|Zmax|+ )i), and let k =−log2 .
(c) Let f(x) be the polynomial,
f(x) = xn + an−1xn−1 + · · ·+ a1x + a0;
where ai is the kth rational approximation to Ai, i.e. |Ai − ai|¡2−k .
(d) Apply the algorithm of Jenkins and Traub [7] to the rational polynomial f(x),
calculating the set of roots {z1; z2; : : : ; zn} each to an accuracy of .
(e) Partition the set of roots using De$nition 6.2. Recall zi and zj will be in the
same partition if |zi − zj|¡8 (or if there are other roots linking them in the
same partition).
(f) Align the current partition with the one from the previous iteration of the loop.
Recall that pi ∈Pm is aligned with partition pj ∈Pm−1, whenever there are roots
z ∈pi and z′ ∈pj with |z − z′|¡3.
(g) Output the sequence of roots, as rationals accurate to 2−m, having $rst averaged
the values in each partition.
(h) (Optionally: let Zmax =max16i6n (|zi|+ )).
(i) Let m=m+ 1.
There are few points to note about this algorithm. Firstly, it does not terminate!
This arises because we have chosen to represent a computable number as an in$nite
sequence of rational approximations. In practice, we would implement this as a co-
routine so that the next approximation is delivered when it is required; indeed, one
could also envisage the use of a mechanism like UNIX pipes that would permit the
simulation of parallelism.
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8. Further work
Much remains to be done. This paper has shown that we can compute the roots of
polynomials with computable real coe)cients (or alternatively that we can compute
the eigenvalues of a $nite matrix with computable real elements). However, there are
many possible improvements that can be made.
1. Once the roots become separated, the somewhat pessimistic bound on the error of the
coe)cients that is permissible can be relaxed. Ideally one would hope that although
a considerable degree of accuracy might be required initially, once a root has been
separated then the accuracy of the coe)cients would only need to be infrequently
increased to improve the accuracy of the root.
2. A more numerically stable method of $nding the eigenvalues of a matrix would
involve similarity transformations of the original matrix. Popular and straightfor-
ward methods would be inverse iteration [3, Section 5:4] or the QR algorithm [3,
Section 5:5]. However, before doing so we would need to provide an error bound
on the elements of the matrix so that we could guarantee that any eigenvalues were
su)ciently accurate. The result proved in Section 4 shows that such a bound can
be found; would this approach be more tractable?
3. Sometimes it is possible to use properties of the matrix. For example, if the matrix
is symmetric then we could use the Householder method to $nd eigenvalues, see
for example [3, p. 55]. This property would have to be inherent in the problem,
since in general we would not be able to e1ectively determine whether a matrix
was symmetric.
9. Conclusion
This paper has shown how to construct the roots of polynomial equations with
computable real coe)cients, and hence how to construct the eigenvalues of a square
matrix with computable real entries. Details of the material presented in this paper can
be found in one of the authors’ Master’s thesis [2].
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