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Small satellites are becoming increasingly appealing as technology ad-
vances and shrinks in both size and cost. The development time for a small
satellite is also much less compared to a large satellite. For small satellites to
be successful, the navigation systems must be accurate and very often they
must be autonomous. For lunar navigation, contact with a ground station is
not always available and the system needs to be robust.
The extended Kalman filter is a nonlinear estimator that has been used
on-board spacecraft for decades. The filter requires linear approximations of
the state and measurement models. In the past few years, the unscented
Kalman filter has become popular and has been shown to reduce estimation
errors. Additionally, the Jacobian matrices do not need to be derived in the
unscented Kalman filter implementation. The intent of this research is to ex-
plore the capabilities of the extended Kalman filter and the unscented Kalman
filter for use as a navigation algorithm on small satellites.
vi
The filters are applied to a satellite orbiting the Moon equipped with an
inertial measurement unit, a sun sensor, a star camera, and a GPS-like sensor.
The position, velocity, and attitude of the spacecraft are estimated along with
sensor biases for the IMU accelerometer, IMU gyroscope, sun sensor and star
camera. The estimation errors are compared for the extended Kalman filter
and the unscented Kalman filter for the position, velocity and attitude.
The analysis confirms that both navigation algorithms provided accu-
rate position, velocity and attitude. The IMU gyroscope bias was observable
for both filters while only the IMU accelerometer bias was observable with
the extended Kalman filter. The sun sensor biases and the star camera biases
were unobservable. In general, the unscented Kalman filter performed better
than the extended Kalman filter in providing position, velocity, and attitude
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The extended Kalman filter (EKF) is probably the best known and
widely used nonlinear estimation algorithm for space applications [1, 4]. The
filter is an extension of the linear Kalman filter to nonlinear systems. The EKF
requires linear approximations of the nonlinear dynamics and measurement
models. The EKF must be tuned and it is known that for highly nonlinear
systems the linear approximations can lead to instability in the filter. Despite
the drawbacks, the EKF has been successfully applied to human space flight.
The objective here is to investigate the application of the EKF to picosatellite
navigation.
A possible alternative to the EKF is the unscented transform, origi-
nally presented by Julier, Ulhmann and Durrant-Whyte [8]. The unscented
transform forms the basis of the unscented Kalman filter (UKF). The central
idea behind the unscented Kalman filter is that it is easier to approximate
a Gaussian distribution than to approximate an arbitrary nonlinear function.
The UKF uses the unscented transform to select a minimal set of points, called
sigma points, around the mean. The UKF is a derivative free algorithm that
1
eliminates the need to compute Jacobians of the dynamics and measurement
models. It has been shown to more accurately capture the mean and covari-
ance.
The purpose of this research is to develop two navigation algorithms
applicable to small satellite navigation around the Moon. The performance
of the UKF is compared to the classic EKF implementation. Several papers
have discussed the advantages of the UKF, but the goal of this research study
is to focus on the application to small satellites. In addition to the navigation
algorithm, several measurement models are developed including an inertial
measurement unit, a sun sensor, a star camera and a global positioning system
(GPS)-like sensor.
1.2 Past Work at UT
The University of Texas at Austin has been actively involved in the
development of small satellites. Key organizations such as the Air Force Re-
search Laboratory (AFRL) and National Aeronautics and Space Administra-
tion (NASA) are very interested in small satellite systems. The concept of
using small satellites for science and exploration has become more feasible and
appealing. Previously, only large companies were able to afford satellite design
and manufacturing. Now with small satellites students at the university level
can participate in hands-on projects.
The Aerospace Engineering Department participates in the University
Nanosatellite Program (UNP). The main objective of the UNP is to educate
2
and train the future workforce through a national student satellite design and
fabrication competition and to enable small satellite research and develop-
ment. In 1999, the University Nanosatellite Program was formed by the Air
Force Research Laboratory Space Vehicles Directorate (AFRL/RV), the Air
Force Office of Scientific Research (AFOSR), and the American Institute of
Aeronautics and Astronautics (AIAA) [16]. Thirteen universities compete for
two years and at the final review, a winner is selected and then awarded a
flight into space. In 2005, the FASTRAC spacecraft from The University of
Texas at Austin was victorious. FASTRAC is a nanosatellite mission which
will demonstrate autonomous high-precision, real-time relative navigation.
Students have also worked on the Low earth Orbiting Navigation Exper-
iment for Spacecraft Testing Autonomous Rendezvous and docking program
(LONESTAR), supported by NASA Johnson Space Center. The University of
Texas at Austin is working in conjunction with Texas A&M University to de-
velop four pairs of satellites, with the final pair demonstrating the rendezvous
and docking capabilities [15]. Neither FASTRAC or LONESTAR currently
utilize an on-board navigation system. This thesis will serve to provide the
basis for future autonomous navigation systems for picosatellites.
1.3 Potential Impact of Small Satellites
The applications of small satellite systems are vast, including forma-
tion flying, orbiting beacons, and Earth observation or weather monitoring
programs. Small satellites can be beneficial because they are low-cost in de-
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velopment and many off-the-shelf components are readily available. The exis-
tence of small satellites allows researchers to explore problems that were either
technically impossible or too expensive to tackle before. For small satellite mis-
sions to be successful, the guidance, navigation, and control systems must be
accurate. Although the extended Kalman filter has been widely used, includ-
ing various NASA missions, it can be tedious to develop. This study explores
the unscented Kalman filter to see if it can outperform the EKF. Since the
UKF does not require the computation of Jacobians, it could be implemented
on a small satellite quickly.
1.4 Related Research in the Literature
For lunar exploration, optical sensors can be used for navigation along
with ground site tracking. However, when the spacecraft cannot contact a
ground station, (e.g. on the back side of the moon), the navigation needs to
be autonomous. The unscented Kalman filter can be applied to autonomous
celestial navigation and it has been demonstrated that the UKF can perform
better than the EKF [5].
Angles based relative navigation, also known as bearings only naviga-
tion, optical navigation or visual navigation has shown mixed results for the
comparison of the EKF and UKF. One study for relative navigation found
that the UKF performed superior to the EKF but the improvements are not
significant enough to compensate for the added computation time [14]. Other
investigations found that UKF is more robust than the EKF in target tracking
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process and performed very well even under adverse circumstances [20]. The
UKF has also been used for formation flying missions that can require sensor
fusion with contrasting sensor accuracies. Divergence issues can occur for both
filters. New strategies were investigated and showed promising results for the
case when both position and angle measurements are estimated [13].
1.5 Organization of the Thesis
This thesis is composed of seven chapters. In Chapter 2, the dynamical
models are derived for the environment module. Measurement models for a
star camera, sun sensor, and a GPS-like sensor are presented in Chapter 3.
Chapter 4 contains the navigation algorithm for the extended Kalman filter.
The derivation of the unscented Kalman filter algorithm is given in Chapter
5 along with the numerical issues associated with the filter. In Chapter 6, the
simulation results for the extended Kalman filter and the unscented Kalman
filter are shown. The implementation and performance of the two filtering
algorithms are addressed. Chapter 7 contains the final conclusions and recom-
mendations for possible future work. The filter performance is also compared.
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Chapter 2
Mathematical Models of the Spacecraft
Dynamics
The success of a navigation filter depends on the quality of the dynam-
ical and measurement models used in the filter design. The translational and
rotational dynamic models of the spacecraft are described in this chapter. The
reference frames used are also defined.
2.1 Reference Frames
The inertial frame (denoted by i) is defined as the commonly used
J2000 reference frame which is centered at the center of mass of the Moon.
The J2000 reference frame is described by the FK5 star catalog with a standard
epoch of 1.5 January 2000, or 12p.m. on January 1st, 2000 in the Barycentric
Dynamical Time (TDB) time scale [2].
The second coordinate frame used is the fixed body frame (denoted by
f). For the Moon, the fixed reference frame is given by the IAU/IAG/COSPAR
Working Group on Cartographic Coordinates and Rotational Elements of the
Planets and Satellites [2]. The orientation for this frame is obtained from the
SPICE toolkit [12].
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The spacecraft body frame is fixed to the spacecraft along the axes of
the structure (denoted by b). The sensor frames (be denoted by s) are fixed
frames relating the location of the sensor on the spacecraft. The following
sensors have associated sensor frames: the inertial measurement unit case
frame (denoted by c), the sun sensor frame (denoted by ss), the star camera
frame (denoted by sc) and the GPS-like sensor frame (denoted by gps).
The relationship between two reference frames can be represented by a
transformation matrix. For example,Tba is the transformation from one given
reference frame (a) to reference frame (b). Alternatively, a quaternion repre-
sentation can describe how the a-frame relates to the b-frame and is given as
q̄ba.
Table 2.1 contains a summary of the reference frames used in the nav-
igation algorithms.




sr stellar reference frame
b spacecraft body fixed frame
c IMU case frame
ss sun sensor frame
sc star camera frame
gps GPS-like sensor frame
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2.2 Attitude Description
The attitude of a spacecraft can be described using Euler angles or
quaternions. A quaternion representation of attitude is used and is tradition-























is the unit vector of orientation and θ is the angle of rotation. The quaternion
of rotation is subjected to a unity normalization constraint given by
‖q̄‖ =
√
qTq + q2 = 1,
where ‖·‖ denotes the standard Euclidean norm. The addition and subtraction
of quaternions does not necessarily produce an attitude quaternion since the
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Another important property of the quaternion is that p̄ = −p̄ represent the
same attitude. A quaternion can also be used to describe a transformation
matrix via
T(q̄) = (q2 − qTq)I3×3 − 2q[q×] + 2,qqT . (2.2)
where [q×] has the form
[q×] =
 0 −q3 q2q3 0 −q1
−q2 q1 0
 .
The attitude quaternion is used here to represent the orientation of the space-
craft body frame relative to the inertial frame.
2.3 Translational Dynamics
Both conservative and non-conservative forces act on the center-of-
gravity (CG) of the spacecraft. The conservative forces due to gravity are
denoted by ag and the non-conservative forces, such as thrust, are represented
by anc. The total acceleration of the CG of the spacecraft is
aT = ag + anc.
The acceleration due to gravity is only a function of the position of the center-
of-gravity of the spacecraft. Non-conservative forces are sensed with an inertial
measurement unit (IMU) consisting of an accelerometer to sense the linear non-
gravitational acceleration and a gyroscope to sense the rotational rate of the
spacecraft. The inertial measurement unit is used to propagate the state of
the spacecraft between measurements in the navigation filter. Typically, the
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center of gravity is offset from the IMU. Let the relative position from the CG
to the IMU be denoted by rimu/cg. The position of the IMU is
rimu = rcg + rimu/cg. (2.3)
The relative position of the IMU to the CG is not well known. Using the IMU
for navigation is superior than using the CG because the error characteristics of
rimu/cg are compounded with the angular accelerations and angular velocities




The acceleration of the IMU can be written in terms of the gravitational and
the non-gravitational accelerations such that,
r̈imu = ag + anc.













where the non-conservative acceleration is denoted by anc and the gravitational
acceleration is denoted by ag and is only a function of the position of the CG,
given by
rcg = rimu − rimu/cg.
For a small satellite, the position of the center of gravity will change as fuel
depletes, while the position of the IMU is fixed in the body of the spacecraft.
10
Therefore, navigating using the IMU is more reliable than using the center of
gravity. Recall that the measurement is sensed in the IMU frame. Errors will
arise in the calculations containing the relative position, if the position of the
CG is used for propagation, unless the relative position of the CG to the IMU
is estimated very accurately.
2.3.1 Gravity Modeling
When a spacecraft is orbiting the Moon, the gravitational acceleration
is given by
r̈ = − µ
r3
r, (2.7)
where µ = 4902.8 × 109 [m3/s2] is the gravitational parameter of the Moon.
The gravity model used is the simplest choice. The effects of J2 or higher-order
terms were not taken into account because the small satellite is orbiting the
Moon and not performing any maneuvers. If the satellite were to rendezvous
or land, these effects would be taken into account.
2.4 Rotational Dynamics
The quaternion was defined in Eq. (2.1). The differential equation can
be obtained by














Applying the small angle approximation, such that sin4θ ≈ 4θ and cos4θ ≈









where 4θ ∈ R3×1. Also, as t → 0, it follows that 4θ → 0. Substituting





































Recalling that the skew symmetric matrix, denoted by 4θ×, has the form
[4θ×] =
 0 −4θ3 4θ24θ3 0 −4θ1
−4θ2 4θ1 0
 ,
it can be seen that
q̄(t+4t) =
[






















































































ω̄ ⊗ q̄ib. (2.21)
The acceleration, aig, describes the acceleration of the CG of the spacecraft
and the position of the CG is given by
rcg = rimu − rimu/cg.
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The non-gravitational acceleration is sensed in the IMU case frame and is
denoted by acng. The transformation matrix from the IMU case frame to the
body frame, Tbc, is known and constant.
2.5 Environment Model
In simulation, the environment provides the true vehicle state. The
spacecraft dynamics are generally higher-fidelity than used in the filter design.
2.5.1 SPICE Toolkit
The position of the Sun is modeled using the SPICE Toolkit provided
by the NASA’s Navigation and Ancillary Information Facility (NAIF). The
toolkit consists of a large collection of user-level application program interfaces
(APIs) including built in subroutines and functions [12]. The toolkit is used
for time conversions and computing the position of the sun. The following files
from the SPICE toolkit are used:
• de421.BSP: Contains information about the planets in the solar system.
• naif0008.TLS: Leap seconds kernel file, used for time conversions.
The position of the Sun is needed in the measurement model of the sun sensor.
2.6 Inertial Measurement Unit
The inertial measurement unit (IMU) model relates the measured in-
tegrated non-gravitational acceleration and angular velocity to the true accel-
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eration and angular velocity by incorporating the measurement noise and bias
parameters. The integrated non-gravitational acceleration from the IMU can
be written as
∆vm,k = ∆vk + bv + νv,k, (2.22)
where m denotes measured and k denotes tk. The random measurement bias
is denoted bv and νv,k is a zero-mean Gaussian white-noise sequence. The





The true integrated acceleration can be written in terms of the measured as
∆vk = ∆vm,k − bv − νv,k. (2.23)
Furthermore, the estimated change in velocity is
∆v̂k = ∆vm,k − b̂v. (2.24)
Similarly, the measurement of the integrated angular velocity is given by
∆θm,k = ∆θk + bθ + νθ,k, (2.25)
including the measurement noise νθ,k and bias bθ parameters. The true inte-





Then, the true integrated angular velocity is
∆θk = ∆θm − bθ − νθ,k. (2.26)
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The estimated integrated angular velocity is given by
∆θ̂k = ∆θm,k − b̂θ. (2.27)
2.7 Random Constant Models
The error sources are also included in the system dynamics: accelerom-
eter bias (bv), gyroscope bias (bθ) and the measurement biases (bss,bstar).
The dynamics of the accelerometer errors and the gyroscope errors are given
by
ḃv = 03×1 + wv (2.28)
ḃθ = 03×1 + wθ (2.29)
where wv denotes the process noise of the accelerometer and wθ denotes the
process noise of the gyroscope. The dynamics of the measurement errors are
given by
ḃss = 02×1 + wss (2.30)
ḃstar = 03×1 + wstar (2.31)
where wss is the process noise of the sun sensor and wstar is the process noise













































The navigation filter processes external measurements to improve the
estimate of the state of the spacecraft. The measurement models are a crucial
part of developing an estimation algorithm. For this filter formulation, a star
camera, a sun sensor and a GPS-like sensor are used to update the state.
3.1 Quaternion Star Camera
The star tracker model contains an algorithm that uses the known star
locations from a star table and the measurements from the actual sensor to
determine an optimal quaternion representing the attitude of the spacecraft.
The quaternion measurement from the star reference frame, sr, to the star
camera frame sc can be corrupted by both a bias, bsc and a white-noise process
ηsc such that
θsc = bsc + ηsc,
where
θsc = ‖θsc‖.














) ] . (3.1)
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The measurement, including the bias-noise quaternion and the true quater-
nion, is given by
q̄scsr = qb,η ⊗ q̄scb ⊗ q̄bi ⊗ q̄isr. (3.2)
where q̄scb is the rotation from the body frame to the star camera frame and
q̄isr is the rotation from the star reference field to the inertial frame.
3.2 Line of Sight
The line of sight between the Sun and sun sensor is used to determine if
a sun sensor measurement is available. In general, the line of sight between two
objects can be determined from two known arbitrary vectors, r1 and r2 [18].
In this case, one of the objects is the position of the Sun and the other is the






Then, if the maximum perpendicular distance is fixed between the central
point and the line of sight vector to 1.0R, where R is the radius of the body








All of the angles are less than 180◦, hence no quadrant check is required. If
the sum of
θ1 + θ2 ≤ θ, (3.5)
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there is no line of sight. An alternative method by Alfano does not use trigono-
metric operations [18]. Starting with a parametric representation of a line
between the two position vectors,
c(τ) = r1 + (r2 − r1)τ, (3.6)
where τ varies from 0 to 1. We are only interested in the magnitude and
therefore we can square c(τ) yielding
|c(τ)|2 = |r1|2 + |(r2 − r1)|2τ 2 + 2(r2 − r1)r1τ. (3.7)
Taking the derivative of Eq. (3.7) and setting it zero to minimize c(τ) yields
τmin =
r1 · (r1 − r2)
|r1 − r2|2
. (3.8)
Substitute Eq. (3.8) into Eq. (3.7) evaluated at τmin, it can be shown that
|c(τmin)|2 = (1− τmin)|r1|2 + (r1 · r2)τmin. (3.9)
For this procedure, τmin is determined and if
τmin < 0 or τmin > 1.0
there is a line of sight between the two vectors. However, if τmin is between
0 and 1, substitute the value of τmin into |c(τmin)|2 and if the result is larger
than or equal to 1.0R2, then the line of sight exists.
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3.3 Sun Sensor
Provided the line of sight exists, the position of the sun, denoted s, in
the sun sensor frame, denoted ss, is given by
ris/ss = r
i







The position of the sun sensor with respect to the IMU (rss/imu) is a known








s −Tssb Tbiriimu −Tssb rbss/imu (3.11)





The measured azimuth (α) and elevation (β) are calculated by incorporating






+ bα + να, (3.12)
β = sin−1(usss/ss(z)) + bβ + νβ. (3.13)







β̂ = sin−1(ûsss/ss(z)) + b̂β. (3.15)
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3.4 GPS-like Sensor
The GPS-like sensor can provide position and velocity measurements.















where Tgpsb is the known and constant transformation from the body frame to





A Kalman filter is a recursive data processing algorithm that combines
all available measurement data plus prior knowledge about the systems and
measurement models to calculate an estimate of the desired variables so that
the estimation error is minimized statistically [11]. The extended Kalman filter
is an extension of the optimal linear Kalman filter for nonlinear systems. The
EKF is often considered the de facto standard in the theory of nonlinear state
estimation and navigation for space applications. When both the system and
measurement models are linear and the process noise and measurement noise
are white noise processes, the Kalman filter is the optimal estimator [11]. The
EKF is not an optimal filter but the algorithm architecture follows very closely
the linear optimal Kalman filter architecture so it is a popular choice among
navigation system designers. The EKF works by applying a truncated Taylor
series expansion of the nonlinear system and measurement models about the
estimated trajectory. It directly depends on the modeling of the sensors and
the environment so the accuracy of these models is crucial to the success of the
filter. When the EKF is well-tuned, it can provide excellent state estimates.
For a complete description of the extended Kalman filter, the reader is directed
to the works of Gelb [4] and Crassidis & Junkins [1].
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4.1 Navigation Algorithm
The nonlinear system model is given as
ẋ(t) = f(x(t), t) + M(t)w(t), (4.1)
where x(t) ∈ Rn is the state of the system, f(x(t), t) ∈ Rn is the nonlinear
system model, w(t) ∈ Rm is the process noise and the process noise mapping
matrix is given by M(t) ∈ Rn×m. The process noise is assumed to be zero-mean
white noise process with a constant spectral density such that
E{w(t)} = 0 and E{w(t)w(τ)T} = Qspecδ(t− τ),
where the expectation operation is denoted by E{·} and the Dirac delta is
represented by δ(t− τ).
The nonlinear measurement model at time tk has the form
yk = h(xk) + νk, (4.2)
where h is the measurement model evaluated at xk and the measurement noise
is νk. The measurement noise is assumed to be zero-mean white noise sequence
with a noise covariance, Rk such that
E{νk} = 0 and E{νkνTk′} = Rkδkk′ .
where δkk′ is the Kronecker delta. Furthermore, it is assumed that the mea-
surement noise and process noise are not correlated in time, or
E{w(t)vTk } = 0,
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for all t and tk.
The EKF as implemented here is a continuous-discrete algorithm. The
state and state estimate error covariance are updated at discrete times as
measurements become available. Suppose a measurement is available at tk.
Then, define the state estimation error prior to the measurement update as
e−k = xk − x
−
k
and the state estimate error after the measurement update as
e+k = xk − x
+
k .
Note that the true state, xk, is the same before and after the measurement
update. The EKF is designed to be an unbiased estimator implying that if
E{e−k } = 0,
then after the update we have
E{e+k } = 0.
Similarly, if E{e+k } = 0, then after the propagation of the state estimate
between measurements be obtain
E{e−k+1} = 0.








The EKF attempts to minimize the performance index
J = trace P+k
at each tk.
4.2 State Estimate Propagation
Between measurement updates, the EKF must propagate both the state
estimate and the state estimation error covariance. To accomplish this, the
equations of motion in Eqs. (2.19 - 2.21) are used. The inertial measurement
unit provides the integrated non-conservative accelerations and angular veloc-
ities. The goal here is to discretize the equations of motion and integrate over
the time tk−1 to tk for k = 1, 2, . . .. It is assumed that the non-gravitational
acceleration and angular velocity are constant over a small time-step leading








where 4tk = tk − tk−1. This step is central to the integration of the equations
of motion.
4.2.1 Attitude Propagation
Define the quaternion 4ˆ̄q(t) representing the rotations from the a pri-
ori attitude as
4ˆ̄q(t) , ˆ̄q(t)⊗ ˆ̄q−1k−1.
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Let θ̂(t) be the rotation vector parameterization of 4ˆ̄q(t). The derivative of
















Assuming the time step to be small and linearizing abound θ̂c(t) = 0, yields
˙̂





θ̂c(t) = ω̂ck(t− tk−1), (4.3)
where θ̂ck−1(t) = 0 and ω̂
c
k = ω̂






since θ̂(t)ck−1 = 0. Therefore, the discrete quaternion update is given by












The 4θ̂ck is given by
4θ̂ck = 4θck,m − b̂θ,
where 4θck,m is the output of the IMU.
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4.2.2 Position and Velocity Propagation
The position and velocity of the IMU is navigated in the EKF. The





where âc(t) is the estimated acceleration of the IMU. The estimate of the
rotation matrix in the interval tk−1 ≤ t ≤ tk is given by
T(ˆ̄q(t)) = T̂k−1 − [4θ̂c(t)×]T̂k−1.
The transpose is
T(ˆ̄q(t))T = T̂Tk−1 + T̂
T
k−1[4θ̂c(t)×]. (4.6)










where we assume ac(t) is constant over tk−1 ≤ t ≤ tk. Using Eq. (4.3) to







k − T̂Tk−1[âck×]ω̂ck(t− tk−1). (4.7)










































































where 4tk = tk − tk−1. Recall that the estimated acceleration and angular





































The position and velocity estimates were integrated using the standard
Euler estimation scheme for the gravity in Eq. (4.8). In doing so, the desired
integrator accuracy is not achieved for the lunar problem where gravity is the
dominate acceleration. Therefore, the “super g” integration method was used
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to integrate the position and velocity due to gravity [9]. The “super g” method
states that given an initial position (ricg,k−1) and velocity (v
i
cg,k−1), the position


































Also, we assume that r̂icg,k ≈ r̂iimu,k since our target spacecraft are so small,
therefore, v̂icg,k ≈ v̂iimu,k. Replacing the Euler integration method with the
























































4.3 State Estimation Error Propagation









































q̄k = q̄ (4θck)⊗ q̄k−1. (4.19)
Although this is not exactly how the state equations will propagate, the differ-
ences will be compensated by process noise to properly inflate the estimation
error covariance. The true states propagate using the true integrated acceler-
ation and angular velocity denoted by 4vck and 4θck, respectively.
4.3.1 Attitude Estimation Error Propagation
The multiplicative attitude error is defined as
δq̄k , q̄k ⊗ ˆ̄q−1k . (4.20)
Substitute q̄k from Eq. (4.19) and ˆ̄qk from Eq. (4.16) into Eq. (4.20) yielding





































represents the transformation defined




. Therefore, the multiplicative attitude estimation
error can be written as





































e4θ,k := 4θk −4θ̂k = −(bθ − b̂θ)− νθ.
The vector component of the quaternion can fully represent the attitude when









The attitude estimation error can thus be represented by a rotation vector





eθ,k−1 − (bθ − b̂θ)− νθ. (4.24)
4.3.2 Position and Velocity Estimation Error Propagation
The position and velocity estimation errors are defined as
er,k = r
i
imu,k − r̂iimu,k and ev,k = viimu,k − v̂iimu,k.
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Substituting Eqs. (4.17) and (4.14) forms the position estimation error,
er,k = r
i















For the velocity estimation error, use Eqs. (4.18) and (4.15) to arrive at
ev,k = v
i










Expanding gravity about the estimate in a Taylor series expansion and ne-
glecting higher order terms yields
gk−1 = ĝk−1 + Ĝk−1er,k−1, (4.26)
















and r = ricg. Recall that for small satellites, r
i
imu ≈ ricg. Secondly, Eq. (4.20)





To first order, it follows that
δTk−1 = I3×3 − [eθ,k−1×].
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Let the error in the integrated velocity and the integrated angular velocity be
defined, respectively, as
e4v,k = 4vck −4v̂ck and e4θ,k = 4θck −4θ̂ck.








and eliminating the higher order terms yields
TTk−14vck = T̂Tk−1 (4v̂ck + e4v,k − [4v̂ck×]eθ,k−1) . (4.29)







(4θ̂ck + e4θ,k)× (4v̂ck + e4v,k)
)
.






−T̂Tk−1[4v̂ck×]ec4θ,k − T̂Tk−1[(4θ̂ck ×4v̂ck)×]eθ,k−1.
Substituting Eqs. (4.26 - 4.30) into Eq. (4.25) and Eq. (4.25) and rearranging
terms, we can form the position estimation error propagation as




























and the velocity estimation error propagation as,





















e4θ,k = −(bθ − b̂θ)− νθ,
and
e4v,k = −(bv − b̂v)− νv,
the position and velocity estimation error propagation equations can be written


















−R̂a(bv − b̂v) + R̂g(bθ − b̂θ)
−R̂aνv + R̂gνθ









−V̂a(bv − b̂v) + V̂g(bθ − b̂θ)
−V̂aνv + V̂gνθ
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4.3.3 Bias Estimation Error Propagation
The inertial measurement unit sensor has bias values that are estimated
in the filter. The sun sensor and the star camera also have sensor biases that
are estimated. In general,
eb,k = bk − b̂k,








where the subscript denotes the sensor.
4.4 State Estimation Error Covariance Propagation
The estimation error propagation equations can be written in matrix
form as









 ∈ R20 and νk−1 = [ νv,kνθ,k
]
∈ R6.













 −R̂a R̂g 03×2 03×3−V̂a V̂g 03×2 03×3


































Substitute Eq. (4.35) to arrive at
P−k = E{(Fk−1ek−1 + Mk−1νk−1) (Fk−1ek−1 + Mk−1νk−1)
T},




+ Mk−1E{νk−1eTk−1}FTk−1 + Mk−1E{νk−1νTk−1}.
The process noise vector, νk−1, is composed of random white-noise sequences,
with mean and covariance
E{νk−1} = 0 and E{νk−1νTj } = Qk−1δk−1,j.

















In summary, the estimation error and estimation error covariance are propa-
gated via



























































4.5 State Estimate and State Estimation Error Covari-
ance Update
Both the state estimate and state estimation error covariance are prop-
agated in time until a measurement is available. When a measurement be-
comes available, the state estimate and state estimation error covariance are
updated. The notation used for values prior to the update are commonly re-
ferred to as a priori and denoted with a superscript “−”. For values after
the update, there is a superscript “+” and they are called a posteriori. The
nonlinear measurement model at time tk is given by Eq. (4.2) and restated for
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completion,
yk = h(xk) + νk,
where the measurement noise, νk is a zero-mean white noise sequence. Taking
the expectation of the model yields,
ŷk = E{yk} = E{h(xk) + νk}.
Performing a first-order Taylor series expansion about the a priori state esti-
mate, x̂−k , results in
ŷk = E{h(x̂−k ) + H(x̂
−
k )(xk − x̂
−
k )}+ E{νk}.












Carrying the expectation through,
ŷk = h(x̂
−
k ) + H(x̂
−
k )E{(xk − x̂
−
k )}+ E{νk}.
The EKF is an unbiased estimator meaning that E{(xk − x̂−k )} = 0 and since





The residual of the measurement is the difference between the truth and the
estimate such that
rk = yk − ŷk.
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T + Rk, (4.37)
where Rk is the measurement noise covariance given by
E{vkvTk′} = Rkδkk′ .







The state estimate linear update calculation employs the previous state, the
Kalman gain and the measurement residual,
x̂+k = x̂
−
k + Kk(yk − h(x̂
−
k )). (4.39)












The quaternion must obey a unity normalization constraint which can
be violated by the linear measurement update associated with Eq. (4.39). The
most common approach, and the one used here, uses the multiplicative error








where δq+k ≈ 12δα
+ when small angles are assumed. The components of δα
are error angles in the roll, pitch, and yaw axes for a a 3-2-1 Euler rotation
sequence. In addition, to ensure the unity normalization constraint is satisfied,





and ‖ · ‖ denotes the Euclidean norm.
4.6 Filter Structure
















The attitude in the state vector is represented by a quaternion q̄bi ∈ R4 and
the attitude estimation error covariance is represented by δα ∈ R3. When the
small angles approximation is applied, the error quaternion can be written in
terms of small angles. This removes the unity normalization constraint issue
of the quaternion representation.
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4.7 Measurement Processing
To implement the extended Kalman filter, the measurement residual,
rk, and the measurement sensitivity, Hk, need to be calculated for each type of
measurement. Each measurement residual and sensitivity is different, so each
measurement will be discussed separately. If more than one measurement
is taken, the measurements can be combined to form a larger residual and
















4.7.1 Sun Sensor Measure Deviations
Let the deviations of the measurement be





. Beginning with the azimuth measurement, substitute α



















A Taylor series expansion of the sun sensor measurement about the estimate




















































δbα = bα − b̂α.





































+ δbα + να.
(4.45)
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δusss/ss,y + δbα + να.
(4.46)















































δbβ = bβ − b̂β.




δusss/ss,z + δbβ + νβ. (4.49)
The measurement deviation for the sun sensor, given in Eq. (4.42), can be
written as
δζ = Uδusss/ss + δbζ + νζ (4.50)
where
U =










 , δbζ = [ δbαδbβ
]






Equation 3.3 states the definition for usss/ss. Expanding Eq. (3.3) in a first-order

















s/ss − r̂sss/ss. (4.53)
Then, the deviation of the measurement is
δζ = URδrsss/ss + δbζ + νζ . (4.54)













To find the deviation of the position, substitute Eq. (3.11) and Eq. (4.55) in



















Expanding the transformation matrix, Tbi , in a Taylor series expansion about
its estimate, we have
Tbi = T̂
b
i − [δθbi×]T̂bi . (4.57)




















i×]T̂biris −Tssb T̂biδriimu + Tssb [δθbi×]T̂bi r̂iimu.













Substitute Eq. (4.58) into Eq. (4.54) to arrive at
δζ = −URTssb T̂biδriimu + URTssb [T̂bi(ris − r̂iimu)×]δθbi + δbζ + νζ . (4.59)











the partial derivatives of the sun sensor measurement are
Hss =
[


















4.7.2 Star Camera Measurement Deviation
The estimated quaternion measurement from the star reference frame















)  and b̂sc = ‖b̂sc‖.
The measurement residual is twice the vector component of
δq̄ = q̄scsr,k ⊗ (ˆ̄qscsr,k)−1. (4.63)
Expanding Eq. (4.63) yields
δq̄ = qb,η ⊗ q̄scb ⊗ q̄bi ⊗ q̄isr ⊗ ˆ̄qi−1sr ⊗ (ˆ̄qbi)−1 ⊗ (q̄scb )−1 ⊗ q−1b,η .
Applying the inverse property of a quaternion yields
δq̄ = qb,η ⊗ q̄scb ⊗ q̄bi ⊗ (ˆ̄qbi)−1 ⊗ (q̄scb )−1 ⊗ q−1b,η . (4.64)
The multiplicative quaternion error is
δq̄bi = q̄
b
i ⊗ (ˆ̄qbi)−1. (4.65)
Substituting Eq. (4.65) into Eq. (4.64) gives
δq̄scsr = q̄b,η ⊗ q̄scb ⊗ δq̄bi ⊗ (q̄scb )−1 ⊗ q−1b,η , (4.66)
It can be shown that









Substituting Eq. (4.67) into Eq. (4.66) yields







⊗ q−1b,η . (4.68)
The true bias-error quaternion can be written as
q̄b,η = δq̄b,η ⊗ ˆ̄qb,η
to arrive at





































Expanding the measurement deviation, assuming small angles, and neglecting











The bias-error deviation quaternion can be written as























where θ̂sc = b̂sc. By applying the true and estimated values, the vector com-




(δbsc + ηsc) .
The deviation of the star camera bias is defined as
δbsc = bsc − b̂sc.







b δθsc − θ̂sc
)
.
Since the deviation of the measurement quaternion, from the star reference
field to the star camera, is only composed of small angles it can be written in









b δθsc − θ̂sc
)
.
Canceling the coefficients yields
δφ = T̂b,ηT
sc
b δθsc − θ̂sc. (4.69)
The sensitivity matrix is given by
Hsc =
[











4.7.3 GPS-like Measurement Deviation
The GPS-like sensor can provide measurements of position and velocity.













































The measurement sensitivity matrix for a GPS-like measurement is
Hgps =
[
I3×3 03×3 H1 03×3 03×3 03×2 03×3











Unscented Kalman Filter Navigation
Algorithm
The unscented Kalman filter (UKF) is a derivative free algorithm cre-
ated by Julier and Uhlmann as an alternative to the commonly used extended
Kalman filter [8]. The basis of the UKF is the unscented transform (UT),
a method to propagate the mean and covariance. To include higher order
nonlinear terms, the scaled unscented transform (SUT) is used here [6].
5.1 The Scaled Unscented Transform
The unscented transform (UT) is a method to propagate the mean and
covariance through nonlinear transformations. It is fueled by the idea that it
is easier to approximate a probability distribution than it is to approximate
an arbitrary nonlinear function [17]. A set of 2L + 1 weighted samples are
deterministically chosen so that they completely capture the mean and covari-
ance of the random variable x, where L is the dimension of state vector. For
certain weights in the UT, the covariance can become non-positive definite so
therefore the scaled unscented transform is used. The SUT replaces the UT
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set of transformed points, X 0, with
X ′i = X 0 + α(X i −X 0), (5.1)
for i = 0 : 2L, where α is a positive scaling parameter and is chosen to be
arbitrarily small (0 < α  1) to minimize possible higher order effects [19].
The sigma point selection and scaling can be combined into one step via
λ = α2(L+ κ)− L. (5.2)
The sigma points are selected to be
X 0 = x̂ w(m)0 = λL+λ i = 0,
X i = x̂− γ(S)i i = 2 . . . L w(c)0 = λL+λ + (1− α
2 + β) i = 0,





i = 1 . . . 2L,




The notation (S)i is describing the ith column of S, where
P = SST . (5.3)
Typically, a Cholesky decomposition is used for Eq.(5.3) and the state estima-
tion covariance P is required to be semi-positive definite. The parameter, β, is
a non-negative weighting term which can be used to incorporate knowledge of
higher order moments of the distribution. κ is a scaling parameter and choos-
ing κ ≥ 0 guarantees positive semi-definiteness of P. The optimal choice is
β = 2 for Gaussian distribution [6]. The benefit of using the scaled unscented
transform is shown in Fig. 5.1.
53
Figure 5.1: Demonstration of the accuracy of the scaled unscented transforma-
tion for mean and covariance propagation. a) actual, b) first-order linearization
(EKF), c) SUT (sigma-point) [19].
The sample mean and covariance are calculated for 5000 samples that
were propagated through an arbitrary nonlinear function. The first plot re-
flects the true mean and true covariance. The middle plot corresponds to
results from a linearization approach used in the extended Kalman filter. The
estimated mean from the EKF has a bias from the true mean and the co-
variance is larger and orientated differently than the true covariance showing
the errors from making “first-order” approximations. The third plot displays
the results from the scaled unscented transform. The estimated mean has al-
most no bias and the estimated covariance is much closer to the truth. This
demonstration fuels the motivation behind exploring the unscented Kalman
54
filter.
5.2 Unscented Kalman Filter Gain
The extended Kalman filter formulation requires linear matrices but the
objective here is to avoid those computations. The unscented Kalman filter
removes the calculation of Jacobians by computing means and covariances in
the formulation. Therefore, the innovation covariance and cross covariance are
developed. Let a measurement be approximated as
yk = hk(xk) + νk, (5.4)




The innovation error is
ey,k = yk − ŷk






Expand yk in a first order Taylor series expansion about the estimate yielding




k + νk. (5.6)
Then the innovation error can be written as
ey,k ≈ Hk(x̂−k )e
−




Taking the expectation of Eq. (5.7) yields



















































T + Rk, (5.8)
where E{e−k νTk } = E{(νke
−T
k )
T} − 0, Rk = E{νkνTk } and Py is referred to as
the innovation covariance [7]. Defining the cross covariance to be














Recalling the Kalman gain used in the EKF from Eq. (4.38), the unscented















5.3 The Unscented Kalman Filter Algorithm
For non-additive noise, the state is augmented to include both the pro-











where vk is the process noise and nk is the measurement noise. The expectation









The augmented covariance is
Pax0 = E[(x
a
0 − x̂a0)(xa0 − x̂a0)T ] =
 Px0 0 00 Rv 0
0 0 Rn
 , (5.10)
where Rv is the process noise covariance given by
E{vkvTk′} = Rvδkk′
and Rn is the observation noise covariance given by
E{nknTk′} = Rnδkk′ . (5.11)
Although this method requires the use of additional sigma points, since the
state is increased, it incorporates the process and measurement noise into the
predicted state at the same level of accuracy as the propagated estimation
errors [7].















Propagate each sigma point through the dynamics model,
X xk|k−1 = f(X xk−1,X vk−1,uk−1). (5.13)
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i X xi,k|k−1. (5.14)






i (X xi,k|k−1 − x̂−k )(X
x
i,k|k−1 − x̂−k )
T . (5.15)
Instantiate each sigma point through the measurement model,
Yk|k−1 = h(X xk−1,X nk−1). (5.16)
The measurement noise is present, but not explicitly added for the models
used in the simulation. The predicted measurement is obtained by summing






i Y i,k|k−1. (5.17)


























so that the update can be performed with
x̂+k = x̂
−
k + Kk(y − ŷ
−
k ). (5.20)





















5.4 Implementing the Unscented Kalman Filter
One caveat of the unscented Kalman filter is the summation of quater-
nions in the state and measurement models because the quaternion repre-
sentation is subjected to a unit normalization constraint. The objective is to
actually average the attitude representations rather than sum the quaternions.
The average quaternion should minimize a weighted sum of the squared Frobe-
nius norms of the attitude matrix differences [10]. The average quaternion can
be found by the following maximization procedure,














A continuous-discrete extended Kalman filter and a unscented Kalman
filter were employed for small satellite lunar navigation. Both algorithms pro-
cess measurements of azimuth and elevation obtained from a sun sensor, a
quaternion provided by a star camera and position and velocity measurements
from a GPS-like sensor. The initial orbit of the small satellite is a circular or-
bit with zero inclination with an altitude of 100 kilometers. No maneuvers are
performed. The spacecraft dynamics are described by the two-body equations














The initial state errors for the position, velocity and attitude states are shown
in Table 6.1. The state is propagated with an inertial measurement unit.
The accelerometer and gyroscope are corrupted by random biases and random
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Table 6.1: Initial State Errors
Position Error (x,y,z) σr 500 [m]
Velocity Error (x,y,z) σv 7 [m/s]
Attitude Error (x,y,z) σθ 5× 10−3 [rad]
noises. Three sensors are used: a sun sensor, star camera and GPS-like sensor.
The sun sensor and star camera are corrupted by biases and all three sensors
are corrupted by random noise. Table 6.2 contains a summary of the random
error standard deviation values used in the navigation algorithms. In Figs.
Table 6.2: Random Error and Noise Standard Deviation Values
Accelerometer Bias bv 0.1 [mg]
Gyroscope Bias bθ 0.05 [µg]
Sun Sensor Bias bss 30 [arcsec]
Star Camera Sensor Bias bv 50 [arcsec]
Accelerometer Noise ηv 10 [mg]
Gyroscope Noise ηθ 0.5 [µg]
Sun Sensor Noise ηss 0.9375 [deg]
Star Camera Sensor Noise ηv 1.5625 [deg]
GPS-like Sensor Position Noise ηgps,r 300 [m]
GPS-like Sensor Velocity Noise ηgps,v 5 [m]
6.1-6.14, the state estimation error, shown in red, and the estimation error
covariance, shown in blue, are presented. The time interval is 100 seconds and
the simulations were run at 1 Hz. Both algorithms were initiated in the same
manner.
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6.1 Extended Kalman Filter Results
The extended Kalman filter is commonly applied to spacecraft navi-
gation and considered the standard algorithm. Here the continuous-discrete
extended Kalman filter algorithm was used for navigating a small satellite.
The state and state estimate error covariance are updated at discrete times
as measurements become available. It is assumed that at each time step, a
measurement is taken. The estimation error for the position, velocity, and
attitude are shown in Figs. 6.1-6.3 and are observable. The error converges
for all three and mostly remains inside the covariance bounds. The covariance
bounds plotted are for 1 − σ standard deviation. The IMU acceleromter and
gyroscope biases are also observable. The sun sensor bias estimation error is
unobservable because the covariance bounds do not decrease with time. How-
ever, the estimation error for the sun sensor bias remains within the bounds.
The estimation error of the star camera bias is also unobservable. For two of
the three axes, the error stays within the bounds. Although, some of the bi-
ases estimation errors drift out of the bounds, the crucial estimates of position,
velocity and attitude are satisfactory.
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Figure 6.1: EKF position estimation error.
Figure 6.2: EKF velocity estimation error.
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Figure 6.3: EKF attitude estimation error.
Figure 6.4: EKF IMU 4v bias.
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Figure 6.5: EKF IMU 4θ bias.
Figure 6.6: EKF sun sensor measurement bias estimation error.
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Figure 6.7: EKF star sensor measurement bias estimation error.
6.2 Unscented Kalman Filter Results
The unscented Kalman filter for non-additive noise was also imple-
mented. The scaled unscented transform was used to propagate the mean and
covariances through nonlinear transformations. The augmented state includes
the initial state of the EKF along with the process noise and measurement
noise standard deviations. Therefore, the state xukf ∈ R38 while xekf ∈ R20.
The UKF simulation took significantly longer to run than the EKF. The po-
sition, velocity and attitude estimation errors are observable. The errors can
be see in Figs.(6.8-6.14). The IMU biases do not converge as they do in the
EKF application but they are observable. The sun sensor measurement bias
error shown in Fig. 6.13 is unobservable. The star camera biases are also not
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observable. The results for the sun sensor and star camear biases are the same
for both the EKF and UKF.
Figure 6.8: UKF position estimation error.
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Figure 6.9: UKF velocity estimation error.
Figure 6.10: UKF attitude estimation error.
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Figure 6.11: UKF IMU 4v bias.
Figure 6.12: UKF IMU 4θ bias.
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Figure 6.13: UKF sun sensor measurement bias estimation error.
Figure 6.14: UKF star sensor measurement bias estimation error.
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6.3 Comparison of the Extended and Unscented Kalman
Filters
The magnitude of the position, velocity, and attitude estimation errors
are shown in Figs. 6.15-6.17. Table 6.3 displays the percentage of the un-
scented Kalman filter verses the extended Kalman filter. At each time step,
the magnitude of the position, velocity, and attitude were taken for both fil-
ters and compared. The UKF out performs the EKF in position and attitude.
The velocity estimation error was evenly matched: half the time, the EKF
performed better and vice versa. The position and velocity errors take ap-
proximately 20 seconds to settle out. The magnitude of the attitude errors
take almost 50 seconds. The GPS-like sensor provides a good measurement to
update the state because the instrument was not modeled with a bias. There-
fore, it is easier to estimate those states than the attitude of the spacecraft.
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Figure 6.15: Position estimation errors for the EKF and UKF.
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Figure 6.16: Velocity estimation errors for the EKF and UKF.
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Figure 6.17: Attitude estimation errors for the EKF and UKF.
Table 6.3: Estimation Error Magnitude Comparison
Position Velocity Attitude




The development of a continuous-discrete extended Kalman filter and
an unscented Kalman filter was completed for a picosatellite orbiting the Moon.
The filters were derived and numerical issues were addressed. Both filters per-
formed satisfactory and the results are compared in Section 6.3. Primarily, the
position and attitude states were estimated better in the unscented Kalman fil-
ter. The estimation error of the velocity of the spacecraft was equally matched
in the filters. The dynamic models are described in Chapter 2 and the sensor
models are described in Chapter 3. The sensors were modeled with both bias
and noise parameters to truly represent instrumentation errors. The sun sen-
sor and star camera were corrupted with a random bias that was estimated
in both filters. However, both biases were unobservable. They could be re-
moved and the measurement noise could be increased to shorten the length
of the state and therefore the computation time but yield the same results.
The GPS-like sensor could be corrupted with an instrument bias to add more
uncertainty in the filter and check the performance.
Unfortunately, the UKF takes significantly more computation time be-
cause of the dimension of the state vector and the formulation of the filter.
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The UKF requires the summation of the state estimate, measurement estimate
and two covariances while the EKF does not. The benefits of using the UKF
do not outweigh the computation time, given the capabilities of a small satel-
lite computing system. However, as operating systems advance, the unscented
Kalman filter would be a good choice. The filter is easier to implement once
you understand how it is formulated. There is a great benefit in using the filter
to compute the mean and covariances rather than using linear approximations
as the EKF does [8]. In this problem, the measurement models investigated
were not so complex that the partial derivatives were too difficult to compute.
The UKF should be implemented for a more complex problem to truly test
the capabilities, since it has been shown here to out perform the EKF.
Higher-fidelity models could be developed to test the navigation algo-
rithms. The UKF could be used to test higher-fidelity measurement models
without having to compute the measurement sensitivity matrix. Also, higher-
order gravity terms can be included to achieve a more accurate estimate es-
pecially for a small satellite only affected by gravity. The unscented Kalman
filter could also be used on-board a spacecraft as a redundant filter for navi-
gation systems that are using a navigation filter. Once measurement models
have been created, the UKF is easily implemented.
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