The method used here is the analogue for (£* of the method used l)y Hormander in [7] (see also [6] ) to prove approximation theorems for analytic functions in domains of holomorphy. We apply an existence theorem for the 9 operator, Theorem 4.4.1 of [7] , to prove our Theorem 1, which gives essentially a modification of the results proved in Lemma 4.3.1 and Theorem 4.4.4 of [7] . Our proof is somewhat simpler than the corresponding proofs in [7] because we are working on & rather than an arbitrary domain of holomorphy, which makes several technical details easier. The rest of the paper then deals with applications of Theorem 1 to weighted approximation of entire functions.
We point out that most of the results proved in this paper can ΐ>e proved by other methods. For example, Theorems 2 and 5 can be deduced from results in [3] . However, the theorems in this paper are much simpler than the corresponding results of [3] . The methods used liere also demonstrate that Hormander's U estimates for the 3 operator are non-trivial even in one variable, as has already been pointed out by Kiselman [10] . 1* Application of the 9 existence theorem* We recall briefly some of the results of Hormander as presented in [7] . Throughout the following φ denotes a plurisubharmonic function on 6>> = (Hx x& (n times, & = complex numbers), and L 
Proof. Let a l9 a 2 , be a sequence of C°° functions with compact support such that a n (z) = 1 for \z\ ^ n, 0 ^ a n ^ 1, and (For example, let χeC°° have compact support, 0 ^ χ ^ 1 and χ(z) = 1 for \z\^l.
Then put a n (z) = χ(z/n).) Let /eStfo). Then fa n is a good approximation to /, but it is not analytic, so we modify it as usual. That is, put g n = d(fa n ) = fda n .
We will use the above existence theorem to solve the equation du n = g n so that the analytic function a n = fa n -u n belongs to \Jj %{φ ό + log (1 + | z | 2 )) and converges to / in the Hilbert space %{φ + log (1 + |z| 2 )). Let ψj{z) = φ ά (z) + log (1 + I z | 2 ), and let ψ be defined in the same way with φ 3 -replaced by φ. Then define ON WEIGHTED POLYNOMIAL APPROXIMATION OF ENTIRE FUNCTIONS 525 and let I(n)he defined in the same way with ψj replaced by ψ. Now
)e~HX £κ\ \f ?e~Πx = ε n and e.-Oaŝ -oo, since i \f\ 2 e~Ή\< +°°. Moreover, g n has compact support and the φ, increase monotonely to φ. Therefore, lim^+oo I(n, j) = I(n) by the dominated convergence theorem, so there is an integer j -j{n) such that T κ n, j(n)) < 2ε n . Then by the above theorem (and remarks) applied with the weight function (Ψv (Λ) ) there exists u n such that du n = g n and If a n = fa n -u n , then a n e\J 3 2ΐ(Ψv). Moreover,
, so that a n -+f as asserted.
REMARKS. 1. It is not necessarily true that 2ΐ(0) is dense in 21(0 + log (1 + I £ | 2 )). For example, take, in one variable
so that 21(0) is the constants and 21(0 + log (1 + | z j 2 )) is the polynomials of degree ^1. However, we know of no nontrivial example in which 21(0) is not dense in 2ί(0 + log (1 + |z| 2 )). Also, we know of no example in which \J ό %{φj) fails to be dense in the Hubert space 21(0). The proof of (ii) of Theorem 2 is essentially an application of Theorem 1, where the φ s are finite maximums of suitable tangent planes to the surface y = φ(z), and part (i) is just a fact about convex functions. Before proving Theorem 2, we shall collect some elementary facts about convex functions which will be needed in the proof. Proof. Let K! denote the set of all points of (£ n which are of distance at most δ from K. Then K r is a compact subset of F°(φ). Now φ* is continuous on F°(φ) (see, e.g., [4] ), and thus bounded on K', say A = sup {Φ*(w): w e K r ). Let z e (£\ Choose u e (£*, \ u | = δ, such that ζz, uy = δ\z\. For each we K, the vector w + ^6G K'. Thus A ^ ^*(w + u) ^ Re<^, w + uy -φ(z) = Re<^, ^> -0(2) + <5J2| . This holds for all w 6 iΓ, so A ^ A(^, iί) -φ(z) + δ|^|, which is equivalent to the desired inequality. PROPOSITION 
Let F{φ) be as above. If F\φ) is empty, then F is contained in a (real) 2n -1 dimensional hyper plane. Moreover, φ is constant on lines perpendicular to this hyperplane.
Proof. The set F where φ* is finite is clearly convex, since
for 0 < a < 1, and any convex set in R Zn = & n with empty interior is contained in some (not necessarily unique) hyperplane. Suppose such a hyperplane is H= {we (£*: Re<> Proof. We will prove this by obtaining a lower bound on (d/dt)φ(tz) for large real numbers t. Let ε > 0 be such that the closed ball of radius 4ε, and center at the origin is contained in F°(φ). If K denotes the closed ball of radius 2ε and center at the origin, then h(z, K) = 2e\z\ so from Proposition 1,
Consider for ze (£ Λ , \z\ = 1, and for teR, the convex function of t,
9{t) = g.{t) = φ(tz) .
Let dg/dt denote the left hand derivative of g(t). Since the difference quotients of a convex function are nondecreasing, 
as asserted.
Proof of Theorem 2 (i). Assume, by way of contradiction, that Φ*(w)
is not finite on a neighborhood of the origin in (£*. Then, since F(φ) is convex, there is a z e (£> such that Re ζz, wy ^ 0 for all w e F(φ). After perhaps a linear change of variable, we may suppose that z - (1, 0, 0, , 0) , so that Re
is the upper envelope of the functions s(z) e J*f(φ), and each such s(z) has the form s(z) = Reζz, wy + c where w e F(φ). Therefore, each s{z) is nonincreasing in the variable Re z lf and so the same is true of Φ(z). This clearly implies that \e~φd\= +oo, which contradicts the assumption that 1 e %(φ). Thus, (i) is proved.
Proof of Theorem 2 (ii). If F°(φ)
contains the origin, then we may choose ε > 0 such that έ? = {w:2\w\ ^ ε} is contained in F°(φ). If f(z) = exp<^z, wy, with w e έ?, then it is easy to verify that the power series of / converges to / in SC(^). Therefore, (ii) will follow from where μ is a Borel measure of compact support, whose support is contained in {iw: w e F°(φ)} = iF°(φ).
(c) The closure in SI(^) of the entire functions of exponential type described in (b) contains all / e SI(^) such that f(θz) e SC(^) for some real number θ > 1.
(d) If / e %{φ) and r < 1, then f(rz) e %(φ) and
We first prove (a) and (b). Let ge%(φ) be orthogonal to all exp (iζz, wy), with weΛ The estimate of Proposition 1 allows us to prove easily that
is conjugate analytic for weF° (φ) .
By hypothesis, G vanishes for we <^ so G vanishes on F°(φ) since F°(φ) is connected (even convex). Part (a) then follows by the Hahn-Banaeh theorem. The proof of (b) is essentially the same. If f(z) is of the form given there, then
the interchange in order of integration being justified by Fubini's theorem and the inequality of Proposition 1.
We will use Theorem 1 to prove (c). 
d). Let fe^l(φ).
We will use the fact that if /,--*/ pointwise and ||/i|| -»||/||, th^n fs^*f in 2ΐ(?) (see, e.g., [5,. p. 209] 
Outside the compact set of Proposition 3, Φ(z/r) decreases monotoneljr to φ(z), while on the compact set, φ(z/r) converges uniformly to φ(z)..
Thus, \\f(rz)\\ 2 converges to \f(z)\*exv(-φ(z))dx(z) =

This completes the proof of Theorem 2, (ii).
When φ* is just finite on an open set, we can make the following' adjustment of Theorem 2.
THEOREM 3. Let φ be convex on & n , and let F°(φ) denote the interior of the set on which φ*(w) < +^o. ( i) If f(z) = exp «s, w» G %(φ), then 2w e F°(φ), and (ii) If F°(φ) is not empty, then the collection of functions f(z) = exp «3, wy) with 2ιveF°(ό) have dense linear span in ϊί(φ).
Proof. If w o e& n and φ o (z) = φ(z) -ΈLeζz, w o >, then the mapping f(z) -*f(z) exp (i\Z, w o y) is an isometric isomorphism of 2I(^0) onto
ς Λ(φ) which carries exponential functions onto exponential functions. Also, the set on which φ* is finite is the translate by -w 0 of the set on which 9* is finite. The above theorem then follows from Theorem 2, or more correctly, from assertions (a)-(d) of the proof of Theorem 2 applied to the space s 2ΐ(^0) with φ ύ defined using an element w o e F°(φ). We can also prove Theorems 2 and 3 for norms other than the= U norm. 
Hence f(rz) e %((2/p)φ(p' z) = W({2jp)φ{ρ' z)).
Apply Theorem 2 to obtain polynomials Pj(z) converging to f(rz) in this Hubert space. Then these polynomials also converge to f(rz) in % p (φ) . For, we have pointwise convergence and the bound, derived as above,
Whence, by Proposition 3, , x n ). In order to guarantee that Φ be plurisubharmonic, we assume that the following conditions are satisfied.
(
is a convex function of log r (i.e., v(e r \ , e rn ) is convex);
To insure that SI(^) contains the polynomials, we assume (iii) v(r) ^ A Σ?=i log (1 + r<) for each A > 0 and ^4-+ r Λ sufficiently large.
In order that the space %(φ) contains some exponential functions with frequencies near zero, we also assume (iv) u(x) ^ S(\x x \ + + \x n \) -C for some δ > 0 and some constant C.
Lastly, we assume a technical condition which is needed in our proof.
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(v) v(r 19 « ,rj is nondecreasing in each variable r*. From (iv) it follows that u*(t) = sup,, (t 1 x 1 + + t n x n -u{%)) where x = (x 19 " ,x n ),Xi real, is finite on some neighborhood of the origin in R n .
DEFINITION. E(U) = {exp «z, ί o >) : % *(*) is finite on a neighborhood of to in R n ).
The following theorem is useful in proving that certain spaces of quasi-analytic functions are analytically uniform [15] . THEOREM 
If φ(z) = v{r) + u(x) satisfies (i)-(iv) above, then the linear span of the exponential functions in E(u) is dense in
Proof. The proof is quite similar to that of Theorems 2 and 4, so we shall only outline the steps for the case p = 2. The functions φj may be chosen as follows. Let u 3 (x) be an increasing sequence of convex functions such that u 3 (x) ^ u(x), u 3 -{x) ->%(&), and
for each j > 0. Such a sequence may be constructed as in the proof of (c) of Theorem 2, Let v,(r) be an increasing sequence of convex functions of logr (as described in (ii) above) such that vj (r) ^v(r), Vj(r) -> v(r) and
Such a sequence may be constructed by passing to the convex function v(e ri , , e rn ), and proceeding as before to construct Vj(e ri , β r% ), which thus defines v ό . Then φ j (z) = t6j (r) + ^-(a?) is plurisubharmonic and ι ^ ΦzN ow exactly as in the proof of (d) of Theorem 2, f{rz)-*f(z) as r->1 for each /GSI(^). Therefore, is dense in %{φ), by Theorem 1. Consequently, it suffices to prove that every / e F is a limit, in 2ί(^), of linear combinations of the exp (ζz, ί)>). Each f e V satisfies an estimate of the form 
still satisfies (3.1) and which is in U on the imaginary subspace of E>. As ε-+0 + , F ε ->f in 31(0), and the Paley-Weiner Theorem implies that F ε is of the form in (3.3). Lastly, it is easy to prove that each / of the form (3.3) is a limit in %{φ) of linear combinations of the exp (<(#, £». This completes the proof.
In view of Theorem 5, to study when the polynomials are dense in %(φ) for φ as above, it suffices to find when the exp «z, ty) can be approximated by polynomials. The answer to this question is given by the following theorem, which is in fact equivalent to the DenjoyCarleman theorem on quasi-analytic functions. Proof. We first show that if (3.4) fails, then the polynomials cannot be dense in W(φ). We shall prove this only for the case p = + oo, as the other cases may be easily deduced from this by arguments ON WEIGHTED POLYNOMIAL APPROXIMATION OF ENTIRE FUNCTIONS 535 analogous to those used previously to pass from one value of p to all other values of p. Thus, assume that for some r Φ (0, , 0)
v(sr) -ds
It is no loss of generality to suppose that exp (ζz, r» e ^(φ), since if not, we can replace r by εr for some small ε > 0. We claim that exp «£, r)>) cannot be approximated by polynomials in 2ί°°(p). For, assume that P n is a sequence of polynomials converging to exp (ζz, r)>) in %~(φ). Then for some constant C > 0,
.
In particular, if ζ = a + ίb is a complex number and F n (ζ) = P n (rζ), then i^w is a polynomial in ς and
For the polynomials JF^, we have the well-known majorization given by Poisson's formula,
In particular, for a > 0, we have log I *» I ^ w(0) + log C + a which implies <(r, r> = 0 and therefore r = 0, a contradiction. Thus, exp<^£, r)> cannot be a limit of polynomials in 2I°°(0). We now prove the sufficiency of (8.4), again only for p = co, as the other cases are similar. To simplify the notation and computations, let us assume we are in the case of two complex variables. Define 6 ? to be the open set in R 2 on which u*(t lf t 2 ) is finite. Then let F be the set of all (ί 1? t 2 ) in έ? for which P(z ly z 2 )e tlZl^2Z2 is a limit of polynomials in 2ΐ°°(0) for all polynomials P. It is easy to check that F is a (relatively) closed subset of ^. Therefore, if F is also an open subset we have F = ^, since <? is convex, hence connected, and this is what we had to prove.
To prove that F is open, we first prove the following apparentlyweaker assertion, (*) If u*(t l9 t 2 ) < +co for |* x I < 2ε, \t 2 \ < 2ε then F contains
The proof of (*) is based on the Denjoy-Carleman theorem. Let L be a continuous linear functional on 5I°°(0) which annihilates all polynomials. By the Hahn-Banach theorem, it is enough to prove that L(^2V lZl+ί2Z2 ) = 0 for |* x I < ε, \t 2 \ < e . determine a quasi-analytic class since (3.4) holds with r = (1, 0) (see, e.g., [11] ). Also, -iL/(0,0) = 0,^ = 0,1,2,... , so/(ί 1 ,0) = 0,|ί 1 |<e. Now we also assert that (ί lf 0) e F. For, from the above argument with v(r 13 0) replaced by iv(r 19 0) and u(x) replaced by el^l, it follows that there is a sequence of polynomials in z x which converges to in the Banach space Sί^i^n, 0) + ε| x, |) of entire functions of one 
so /(ίi, ίg) = 0, I ίil < ε, |£ 2 | < ε, which completes the proof of (* . This completes the proof. (^) ifs^l,ί<lors<ϊ, ί ^ 1.
The first part of (A) is a consequence of Theorem 2, and (B) follows from Theorem 6, which shows that the exponential functions cannot be approximated by polynomials even in the space with a larger weight function |#| s + r\ The other part of (A) is a consequence of a Phragmen-Lindelof theorem. For, if, say s <: t < 1, then it follows from a Phragmen-Lindelof theorem that each / e % P (Φ) satisfies \f(z)\ Ĥ owever, |^| + ••• + \z n \ s ^ |α;| s + |τ/| s^ |α;| s + |y|'for \y\^l. From these estimates, it follows easily that the Taylor series for f(Θz) converges to f(θz) in % v {φ) for each θ < 1. It is also clear that f(θz) -> /(«) in SI P (^) as Θ-+1, so the polynomials are dense, as asserted. Lastly, we give an example where the topology is much weaker than a norm topology but in which polynomial approximation still fails. It is easy to construct such examples using Theorem 6. For instance, let = {f(χ + iy) entire: ||/|| £ -sup \f(z) exp (-|^| 1/2+ε -M 2+£ )! < + oo for each 0 < ε < J} .
Then ^ is a Frechet space with the topology determined by the seminorms, || || £ , and it follows from Theorem 6 that e z cannot be approximated in J^ by polynomials.
