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ABSTRACT
This communication presents a set of expressions to evaluate the standard uncertainty and covariance of the real
an imaginary parts of the complex-valued field resulting from the reconstruction of digital holograms by using
the Fresnel approximation. These expressions are derived by applying the law of propagation of uncertainty
as defined in the “Guide to the expression of uncertainty in measurement” to the numerical evaluation of the
Fresnel integral, understood as a linear function of the values in the digital hologram. The expressions are
eventually applied to holograms produced by the interference of speckle patterns with uniform reference beams,
and assuming that the square of the standard uncertainty in the digitized hologram depends linearly with
its local values, according to the noise model adopted in the EMVA 1288 camera characterization standard.
The resulting uncertainties and covariance of the real and imaginary parts of the reconstructed fields can be
subsequently propagated to measurements of the phase change between holograms by following the procedure
already presented in our previous work on the propagation of the measurement uncertainty in Fourier-transform
digital holographic interferometry.
Keywords: digital holography, Fresnel integral, uncertainty
1. INTRODUCTION
Digital holography (DH) is an established technique to perform high-resolution measurements. But resolution
is just one of the properties of a good measurement; a reasonable estimation of the uncertainty of measurement
is at least as relevant and necessary as the former. Measurement models in digital holographic techniques are
complex, uncertainty evaluation is far from a straightforward task and it is very seldom addressed in the available
literature. The first and most critical step is the evaluation of the local values of the standard uncertainty of the
real and imaginary parts of the complex fields resulting from the numerical reconstruction of the holograms, as
well as their covariance. The difficulty here arises from the fact that calculating the value corresponding to each
pixel of the reconstruction involves all of the pixels of the hologram. Once found, those values characterizing the
uncertainty at each pixel may be further propagated to measurements of the local amplitude, phase, phase change
between holographic reconstructions and so on.
The “Guide to the expression of uncertainty in measurement” (GUM)1 proposes two alternative methods to
evaluate the uncertainty for indirect measurements. On the one hand, the “GUM uncertainty framework” based
on the “law of propagation of uncertainty”, and on the other hand the propagation of distributions by Monte
Carlo simulation.2 Both methods can be applied to multivariate systems,3 as it is the case in digital holography
where a whole two-dimensional set of output measurements is obtained from a two-dimensional input set. Monte
Carlo simulation accommodates a wide variety of measurement situations with minimum prerequisites, but it is
highly demanding in terms of computation time. The law of propagation of uncertainty requires some conditions
on the linearity and differentiability of the measurement model but, when applicable, typically allows to assess
the uncertainty many thousands of times faster than Monte Carlo methods and, therefore, it is better suited for
routine measurements.
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A digital hologram is, typically, a matrix of real values representing the local irradiance of an interference
pattern —or of the complex values of an optical field, in the case of phase-shifting digital holography— which
have been measured with uncertainties mainly determined by the characteristics of the detection device. The
reconstruction process consists in multiplying the digital hologram by a complex-valued discrete field repre-
senting a reference beam, and then propagating the result —either forwards or backwards— to the intended
reconstruction plane by applying the equations of scalar diffraction. At this point, a range of choices is available:
between the Rayleigh-Sommerfeld and Fresnel-Kirchhoff formulations, among different degrees of approximation
(Fraunhofer, Fresnel and so on) and operational procedures (direct integration, convolution, angular spectrum
method, etc.)
Our first approach to the problem of uncertainty propagation in the reconstruction process was for Fourier
transform and quasi-Fourier transform holograms.4,5 That is the simplest situation because in that case the
reconstruction is achieved by evaluating the discrete Fourier transform of the hologram which, as aforementioned,
is typically real-valued and the propagation of uncertainty in the fast Fourier transform of real data had been
reported in other application contexts.6
In this communicaton, we move a step forward by deriving a set of expressions to propagate the uncertainty of
measurement in the reconstruction of digital holograms in Fresnel approximation implemented with the Fresnel
diffraction integral,7,8 which is the most frequently used variant for digital holographic metrology. Though this
reconstruction method also involves the evaluation of a single discrete Fourier transform, its argument is always
complex-valued, even if the hologram and the numerical reference field are both real. The propagation of the
uncertainty of measurement in the Fourier transform of hermitian complex data has been recently reported,9
but the case of general, non hermitian, complex data has not apparently been yet addressed in literature.
We approach the aforementioned derivation in Section 2, by modeling the discrete hologram reconstruction
process as a linear function of the values measured at all of the pixels in the hologram. We particularize for
this model a general expression for the propagation of uncertainty in linear functions of multiple complex-valued
input quantities that we derive in Appendix B and get the set of uncertainty expressions we are looking for.
Finally, in Section 3, we present an example showing the agreement of the results obtained by applying the
GUM uncertainty framework with the expressions obtained in Section 2 and a Monte Carlo method to the same
experimental Fresnel hologram.
2. THEORY
2.1 Numerical reconstruction of holograms in Fresnel approximation
The most usual method to reconstruct a digital hologram h(x, y) in Fresnel approximation consists in multi-
plying it by a reference beam R(x, y, 0) and then use the Fresnel diffraction integral to calculate the optical
field E(x′, y′, z) at a reconstruction plane (x′y′-plane) parallel to the hologram plane (xy-plane) and located at
coordinate z, with z = 0 at the hologram plane and z > 0 in the direction of propagation of light.10–12 This
process can be expressed in the continuous domain as7
E(x′, y′, z) =
exp
(
i2pi
z
λ
)
iλz
exp
[
i
pi
λz
(x′2 + y′2)
]
×
∫∫ ∞
−∞
h(x, y)R(x, y, 0) exp
[
i
pi
λz
(x2 + y2)
]
exp
[
−i 2pi
λz
(xx′ + yy′)
]
dx dy (1)
which can be also written in terms of a Fourier transform (F)
E(x′, y′, z) =
exp
(
i2pi
z
λ
)
iλz
exp
[
i
pi
λz
(x′2 + y′2)
]
F
{
h(x, y) R(x, y, 0) exp
[
i
pi
λz
(x2 + y2)
]}
fx=x
′/λz
fy=y
′/λz
(2)
where the coordinates (x′, y′) of the reconstruction plane are proportional to the spatial frequencies (fx, fy)
x′ = λzfx (3)
y′ = λzfy (4)
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Figure 1. Coordinate systems for: a) the hologram b) the numerical Fresnel-integral reconstruction
The digital hologram is actually a matrix of values hm,n = h(n∆x,m∆y) resulting from sampling the irradiance
corresponding to the continuous hologram with spatial periods ∆x and ∆y. Equation (2) is therefore discretized
as
E(q∆x′, p∆y′, z) =
exp
(
i2pi
z
λ
)
iλz
exp
[
i
pi
λz
(q2∆x′2 + p2∆y′2)
]
× F
{
h(n∆x,m∆y) R(n∆x,m∆y, 0) exp
[
i
pi
λz
(n2∆x2 +m2∆y2)
]}
fx=q∆x
′/λz
fy=p∆y
′/λz
(5)
which can be approximated as
Ep,q =
exp
(
i 2pi
z
λ
)
iλz
exp
[
i
pi
λz
(q2∆x′2 + p2∆y′2)
]
×∆x∆y
mmax∑
m=mmin
nmax∑
n=nmin
hm,n Rm,n exp
[
i
pi
λz
(n2∆x2 +m2∆y2)
]
exp
[
−i 2pi
(qn
N
+
pm
M
)]
(6)
where, as shown in Fig. 1,
nmin = −
⌈
N − 1
2
⌉
≤ n ≤
⌊
N − 1
2
⌋
= nmax x = n∆x (7)
mmin = −
⌈
M − 1
2
⌉
≤ m ≤
⌊
M − 1
2
⌋
= mmax y = m∆y (8)
qmin = nmin = −
⌈
N − 1
2
⌉
≤ q ≤
⌊
N − 1
2
⌋
= nmax = qmax x
′ = q∆x′ (9)
pmin = mmin = −
⌈
M − 1
2
⌉
≤ p ≤
⌊
M − 1
2
⌋
= mmax = pmax y
′ = p∆y′ (10)
with the spatial sampling rates at the reconstruction plane given by
∆x′ = λz∆fx =
λz
N∆x
(11)
∆y′ = λz∆fy =
λz
M∆y
(12)
The double summation in Eq. (6) is a two-dimensional discrete Fourier transform (DFT), which can be
evaluated with reduced computational cost by using a fast Fourier transform algorithm, and is frequently defined
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as
Gp,q = DFT(gm,n) =
M−1∑
m=0
N−1∑
n=0
gm,n exp
[
−i 2pi
(qn
N
+
pm
M
)]
(13)
The FFTW library,13 which is used to implement the fast Fourier transform in popular programs such as
MATLAB R© and GNU Octave, conforms to this convention. It assumes that the origins of the coordinate
systems for both the direct and Fourier spaces are located at the first element of the sampled field; but in
digital holography it is usual to assume that the origin, i.e. the optical axis, is located at the center of the
sampled hologram and of its transform, as the ranges of the indices in both sides of Eq. (6) indicate. Since the
discrete Fourier transform is periodic, changing from the optical to the FFT reference system and back can be
accomplished by swapping quadrants 1st and 3rd as well as 2nd and 4th.14 We will hereafter denote as FSh the
quadrant swapping operation that shifts the origin to the center and as IFSh its inverse. Both operations are
the same when the number of samples in the x and y dimensions is even; if any if them is odd, FSh and IFSh
are slightly different to compensate for the different number of rows or columns in each quadrant. With these
consideration in mind, Eq. (6) can be evaluated as
Ep,q =
exp
(
i 2pi
z
λ
)
iλz
exp
[
i
pi
λz
(q2∆x′2 + p2∆y′2)
]
×∆x∆y FSh
[
DFT
(
IFSh
{
hm,n Rm,n exp
[
i
pi
λz
(n2∆x2 +m2∆y2)
]})]
(14)
2.2 Propagation of the measurement uncertainty in the reconstruction of digital
holograms in Fresnel approximation
The following hypotheses are assumed in succeeding:
• The digitized hologram, with elements (pixels) hm,n,
– is real-valued: hm,n ∈ R, ∀m ∈ {mmin, · · · , 0, · · · ,mmax}, ∀n ∈ {nmin, · · · , 0, · · · , nmax}
– is the only significant source of measurement uncertainty in the reconstruction process,
– its elements have uncorrelated errors, i.e., their covariances are u(hm,n, hm′,n′) = 0, ∀m 6= m′,∀n 6= n′
• The local squared standard uncertainty of the hologram is u2(hm,n)
The discrete reconstruction of Fresnel holograms, Eq. (6), can be written as
Ep,q =
mmax∑
m=mmin
nmax∑
n=nmin
∆x∆y
iλz
Rm,n exp
(
i 2pi
z
λ
)
exp
[
i
pi
λz
(q2∆x′2 + p2∆y′2)
]
× exp
[
i
pi
λz
(n2∆x2 +m2∆y2)
]
exp
[
−i 2pi
(qn
N
+
pm
M
)]
hm,n =
mmax∑
m=mmin
nmax∑
n=nmin
am,n hm,n (15)
This is a linear function of the values hm,n, that constitute the digital hologram, with space-dependent coefficients
am,n which are, nevertheless, uncertainty-free, i.e. constant in the context of uncertainty propagation.
The generic expressions resulting of the application of the law of propagation of uncertainty to a linear
function of multiple complex quantities as Eq. (15) are derived in Appendix B. Since all of the values hm,n are
real, the quantities defined in Eqs. (45a) and (45b) become
um(hm,n) =
u2(Rehm,n) + u
2(Imhm,n)
2
=
u2(hm,n) + 0
2
=
u2(hm,n)
2
(16a)
us(hm,n) =
u2(Rehm,n)− u2(Imhm,n)
2
+ i u(Rehm,n, Imhm,n) =
u2(Rehm,n)− 0
2
+ i× 0 = u
2(hm,n)
2
(16b)
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and the values of the corresponding quantities for the reconstructed field Ep,q become, according to Eqs. (46d)
and (46e)
um(Ep,q) =
mmax∑
m=mmin
nmax∑
n=nmin
|a2m,n|um(hm,n) =
1
2
mmax∑
m=mmin
nmax∑
n=nmin
|a2m,n|u2(hm,n)
=
1
2
mmax∑
m=mmin
nmax∑
n=nmin
(
∆x∆y
λz
)2
|Rm,n|2 u2(hm,n) (17a)
us(Ep,q) =
mmax∑
m=mmin
nmax∑
n=nmin
a2m,nus(hm,n) =
1
2
mmax∑
m=mmin
nmax∑
n=nmin
a2m,nu
2(hm,n)
=
1
2
mmax∑
m=mmin
nmax∑
n=nmin
(
∆x∆y
iλz
)2
R2m,n exp
(
2× i 2pi z
λ
)
exp
[
2× i pi
λz
(q2∆x′2 + p2∆y′2)
]
× exp
[
2× i pi
λz
(n2∆x2 +m2∆y2)
]
exp
[
−2× i 2pi
(qn
N
+
pm
M
)]
u2(hm,n)
= −1
2
(
∆x∆y
λz
)2
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
×
mmax∑
m=mmin
nmax∑
n=nmin
u2(hm,n)R2m,n exp
[
i
2pi
λz
(n2∆x2 +m2∆y2)
]
exp
[
−i 2pi
(
2qn
N
+
2pm
M
)]
(17b)
Where the double sum in Eq. (17b) may be calculated with the following discrete Fourier transform, evaluated
at (2p, 2q) rather than the usual (p, q) —taking into account that Upmax+i,qmax+j = Upmin+i−1,qmin+j−1 because
the DFT is periodic—,
Up,q = FSh
[
DFT
(
IFSh
{
u2(hm,n)R2m,n exp
[
i
2pi
λz
(n2∆x2 +m2∆y2)
]})]
(18)
resulting
um(Ep,q) = 1
2
(
∆x∆y
λz
)2 mmax∑
m=mmin
nmax∑
n=nmin
|Rm,n|2 u2(hm,n) (19a)
us(Ep,q) = −1
2
(
∆x∆y
λz
)2
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q (19b)
The values characterizing the uncertainty of the reconstructed beam are eventually obtained by substituting
Eqs. (19a) and (19b) into Eqs. (47a) to (47c)
u2(Re Ep,q) = um(Ep,q) + Re[us(Ep,q)]
=
1
2
(
∆x∆y
λz
)2( mmax∑
m=mmin
nmax∑
n=nmin
|Rm,n|2 u2(hm,n)
− Re
{
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q
})
(20a)
u2(Im Ep,q) = um(Ep,q)− Re[us(Ep,q)]
=
1
2
(
∆x∆y
λz
)2( mmax∑
m=mmin
nmax∑
n=nmin
|Rm,n|2 u2(hm,n)
+ Re
{
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q
})
(20b)
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u(Re Ep,q, Im Ep,q) = Im[us(Ep,q)]
= −1
2
(
∆x∆y
λz
)2
Im
{
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q
})
(20c)
2.3 Particularization for digital holograms with linear squared standard uncertainty
Digital holograms are usually acquired with digital image sensors, and their squared standard uncertainty
u2(hm,n) can be identified with the expected value of the temporal variance σ
2
y of the digital output of the
camera. This variance can be expressed as a linear function of the output of the camera,5 i. e. of the local value
of the hologram hm,n,
u2(hm,n) = K hm,n + u
2
0 (21)
with
u20 = σ
2
y.dark.0 −K µy.dark.0 (22)
where K is the overall system gain of the digital camera —expressed in counts per electron (DN/e−)—, σ2y.dark.0
is the value of the variance of its dark noise when the exposure time approaches zero —including the effects of
quantization and expressed in DN2— and µy.dark.0 is the expected value of its dark signal when the exposure
time approaches zero —expressed in DN. These three parameters, as well as the methods to measure them, are
specified in the EMVA 1288 camera characterization standard.15
Substituting Eq. (21) into Eqs. (19a), (19b) and (18) result
um(Ep,q) = 1
2
(
∆x∆y
λz
)2 mmax∑
m=mmin
nmax∑
n=nmin
|Rm,n|2 [K hm,n + u20] (23a)
us(Ep,q) = −1
2
(
∆x∆y
λz
)2
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q (23b)
with
Up,q = K FSh
[
DFT
(
IFSh
{
hm,n R2m,n exp
[
i
2pi
λz
(n2∆x2 +m2∆y2)
]})]
+ u20 FSh
[
DFT
(
IFSh
{
R2m,n exp
[
i
2pi
λz
(n2∆x2 +m2∆y2)
]})]
(24)
and the expressions for the components of the squared uncertainty of the reconstruction in Fresnel approximation
—Eqs. (20a) to (20c)— are
u2(Re Ep,q) = 1
2
(
∆x∆y
λz
)2( mmax∑
m=mmin
nmax∑
n=nmin
|Rm,n|2 (Khm,n + u20)
− Re
{
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q
})
(25a)
u2(Im Ep,q) = 1
2
(
∆x∆y
λz
)2( mmax∑
m=mmin
nmax∑
n=nmin
|Rm,n|2 (Khm,n + u20)
+ Re
{
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q
})
(25b)
u(Re Ep,q, Im Ep,q) = −1
2
(
∆x∆y
λz
)2
Im
{
exp
(
i 4pi
z
λ
)
exp
[
i
2pi
λz
(q2∆x′2 + p2∆y′2)
]
U2p,2q
})
(25c)
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Name Symbol Measured value Unit
Overall system gain K 24.3× 10−3 DN/e−
Temporal dark noise (for texp → 0) σ2y.dark.0 225× 10−3 DN2
Dark signal (for texp → 0) µy.dark.0 745× 10−3 DN
Dark current µI.dark −0.12 DN/s
Table 1. Noise parameters of the AVT Marlin F-145-B2 camera, operating with 8-bit resolution.
3. EXPERIMENTAL
3.1 Hologram recording
For this example, a single time-average off-axis Fresnel hologram of a vibrating gauge was recorded as a
512× 512 pixels, 8 bit deep, image using a He-Ne laser —with wavelength λ = 632.8 nm— as the light source.
The recording device was an Allied Vision Technologies (AVT) model Marlin F-145-B2 camera, equipped with
the SONY ICX205AL monochrome CCD sensor. The spatial sample periods are ∆x = ∆y = 4.65 µm.
3.2 Hologram uncertainty evaluation
The overall system gain, temporal dark noise, dark signal and dark current of the camera were measured by
following the procedures specified in sections 6.3 (method I: constant illumination with variable exposure time),
6.6 (evaluation of the system gain and temporal dark noise according to the photon transfer method16) and 7.1
(evaluation of dark current at one temperature) of the EMVA 1288 standard.15 The resulting values are listed
in Table 1.
The local values of the squared standard uncertainty at the pixels of the hologram were calculated by applying
Eq. (21) with
K = 24.3× 10−3 DN/e− (26)
u20 = 207× 10−3 DN2 (27)
where the value of u20 results from substituting the values in Table 1 into Eq. (22).
3.3 Data processing
3.3.1 Propagation of uncertainty with the GUM framework
The hologram was reconstructed at the plane of the object, located at z = −1.7 m, with a uniform reference
field, Rm,n = 1, by applying Eq. (14).
The squared standard uncertainties of the real and imaginary parts of the reconstruction, as well as their
covariance were evaluated by substituting the values of the squared uncertainty obtained in Section 3.2 and of
the aforementioned reference field into Eqs. (18), (19a) and (19b) and then applying Eqs. (47a) to (47c). The
resulting fields are shown in the first column of Fig. 2.
3.3.2 Monte Carlo simulation
An independent estimation of the values characterizing the uncertainty of the holographic reconstruction was
obtained by Monte Carlo simulation. A pseudo-random field with zero mean and local variance as obtained from
Eq. (21) in Section 3.2 was added to the original hologram and the result was reconstructed at the object plane
by applying Eq. (14) with Rm,n = 1 as in Section 3.3.1. The random field was generated with the randn function
of GNU Octave version 3.2.4. This procedure was repeated 4.4×107 times and the average of the resulting fields
was taken as the expected value of the reconstructed field.
The squared standard uncertainties and covariance of the real and imaginary parts of this average recon-
struction were evaluated as the corresponding variances and covariance of the 4.4×107 reconstructed fields. The
resulting reconstructed and uncertainty fields are shown in the second column of Fig. 2. Profiles of these and
the corresponding fields obtained in Section 3.3.1 are presented for comparison in the third column of the figure.
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Uncertainty propagation Monte Carlo method
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Figure 2. Comparison between squared uncertainty fields obtained by uncertainty propagation (left column) and by Monte
Carlo simulation (center column). The images are reproduced with logarithmic equalization. The graphs in the rightmost
column represent profiles along a rising diagonal of the corresponding images, as shown in the top left one.
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4. DISCUSSION
Of the several sets of expressions derived in Section 2, Eqs. (18), (19a) and (19b) together with Eqs. (47a) to (47c)
are the most indicated and efficient for the numerical propagation of the uncertainty while Eqs. (20a) to (20c)
and their particularizations, Eqs. (25a) to (25c), are more suitable to analyze the results.
Though more general, Eqs. (20a) to (20c) are similar to those we found for Fourier-transform digital hologra-
phy —Eqs. (13) to (15) in Ref. 5—. As in that case, the squared standard uncertainty of the real and imaginary
parts of the reconstructed field in digital Fresnel holography have a common spatially constant term, um(Ep,q),
and differ in a spatially dependent term, ±Re[us(Ep,q)], which takes opposite signs for each of the uncertainties.
Since the exponential factors in Eqs. (18) and (19b) do not modify the moduli of the corresponding terms, it is
ensured that at every pixel of the digital reconstruction um(Ep,q) ≥ |us(Ep,q)| ≥ Re[us(Ep,q)], what is consistent
with the fact that u2[Re(Ep,q)] ≥ 0 and u2[Im(Ep,q)] ≥ 0 ; furthermore, as us(Ep,q) is proportional to the discrete
Fourier transform in Eq. (18) its modulus can only reach the maximum value um(Ep,q) when the whole spectral
content concentrates in a single pixel and, consequently, it can be expected that um(Ep,q)  |us(Ep,q)| for most
of the pixels in the reconstructed field and that the uncertainties of the real and imaginary parts are almost
spatially constant with small local changes respect to the central value um(Ep,q). The example presented in
Section 3 evidences this expected behavior, which can be clearly observed in the two central rows of Fig. 2.
The covariance of the real and imaginary parts of the reconstructed field, Eq. (20c), is closely related to
the aforementioned local changes because it is simply the imaginary part of us(Ep,q). When particularized for
holograms with linear squared standard uncertainty, the covariance field —Eqs. (25c) and (24)— resembles a
weighted sum of the Fresnel holographic reconstructions —Eq. (14)— of the hologram and of a uniform field,
using the square of the reference field R2m,n, focused at 12z rather than z, with the phase terms corresponding to
2z and spatially scaled by a factor of two. Curiously enough, and far from being an artifact resulting from the
application of the law of propagation of uncertainty, this peculiar behavior is also observed when the covariance
is independently evaluated by Monte Carlo simulation as shown in the last row of Fig. 2.
5. CONCLUSIONS
The application of the law of propagation of uncertainty has permitted us to derive a set of expressions which
allow the evaluation of the uncertainty and the covariance of the real and imaginary parts of the complex-valued
fields resulting from the reconstruction of digital holograms with the discrete implementation of the Fresnel
integral. These values may be further propagated to measurements of the local amplitude or phase change.5,6
Our preliminary experiments show that the values of the uncertainty calculated with the proposed expressions
closely agree with an independent evaluation by a Monte Carlo method, with the advantage that the application
of the former is typically many thousands of times faster than the latter.
As an intermediate result, we have derived a method to propagate the uncertainty of measurement for
generic complex-multivariate linear functions. We expect that this method may be used in the future to derive
uncertainty propagation expressions for other variants of digital holography —such as phase-shifting digital
Fresnel holography or those implemented with the convolution and the angular spectrum methods— as well as
for the Fourier transform phase evaluation method in general interferometry.
APPENDIX A. SOME PROPERTIES OF COMPLEX NUMBERS
Given z ∈ C : z = Re z + i Im z = |z| earg z (28)
z∗ = Re z − i Im z = |z| e− arg z (29)
|z|2 = zz∗ = (Re z)2 + (Im z)2 (30)
z2 = zz =
[
(Re z)2 − (Im z)2]+ i 2 Re z Im z = |z|2 e2 arg z (31)
Re z2 = (Re z)2 − (Im z)2 (32)
Im z2 = 2 Re z Im z (33)
|z2| = |z|2 = (Re z)2 + (Im z)2 (34)
Proc. of SPIE Vol. 10834  1083408-9
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 11/29/2018
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use
|z2|+ Re z2 = 2 (Re z)2 ⇔ (Re z)2 = 1
2
(|z2|+ Re z2) (35)
|z2| − Re z2 = 2 (Im z)2 ⇔ (Im z)2 = 1
2
(|z2| − Re z2) (36)
and given x, y ∈ C : xy = (Rex Re y − Imx Im y) + i (Rex Im y + Imx Re y) (37)
Rexy = Rex Re y − Imx Im y (38)
Imxy = Rex Im y + Imx Re y (39)
APPENDIX B. PROPAGATION OF THE UNCERTAINTY OF MEASUREMENT IN
A LINEAR FUNCTION OF MULTIPLE COMPLEX QUANTITIES
Let:
• {x1, x2, · · · , xn} ⊂ C be a set of n non-correlated quantities with standard uncertainties characterized by
u2(Rexi), u
2(Imxi) and u(Rexi, Imxi), respectively,
• {a0, a1, a2, · · · , an} ⊂ C be a set of n+ 1 constants, all of them known without significant uncertainty,
• y = f(x1, x2, · · · , xn) = a0+
n∑
i=1
aixi = a0+
n∑
i=1
[(Re ai Rexi − Im ai Imxi) + i (Re ai Imxi + Im ai Rexi)]
Then the application of the law of propagation of uncertainty for multivariate complex-valued quantities3,17 to
y = f(x1, x2, · · · , xn) yields
u2(Re y) =
n∑
i=1
[(
∂ Re y
∂ Rexi
)2
u2(Rexi) +
(
∂ Re y
∂ Imxi
)2
u2(Imxi) + 2
∂ Re y
∂ Rexi
∂ Re y
∂ Imxi
u(Rexi, Imxi)
]
(40a)
u2(Im y) =
n∑
i=1
[(
∂ Im y
∂ Rexi
)2
u2(Rexi) +
(
∂ Im y
∂ Imxi
)2
u2(Imxi) + 2
∂ Im y
∂ Rexi
∂ Im y
∂ Imxi
u(Rexi, Imxi)
]
(40b)
u(Re y, Im y) =
n∑
i=1
[
∂ Re y
∂ Rexi
∂ Im y
∂ Rexi
u2(Rexi) +
∂ Re y
∂ Imxi
∂ Im y
∂ Imxi
u2(Imxi)
+
(
∂ Re y
∂ Rexi
∂ Im y
∂ Imxi
+
∂ Re y
∂ Imxi
∂ Im y
∂ Rexi
)
u(Rexi, Imxi)
]
(40c)
where
∂ Re y
∂ Rexi
= Re ai (41a)
∂ Re y
∂ Imxi
= − Im ai (41b)
∂ Im y
∂ Rexi
= Im ai = − ∂ Re y
∂ Imxi
(41c)
∂ Im y
∂ Imxi
= Re ai =
∂ Re y
∂ Rexi
(41d)
and, therefore,
u2(Re y) =
n∑
i=1
[
(Re ai)
2 u2(Rexi) + (Im ai)
2 u2(Imxi)− 2 Re ai Im ai u(Rexi, Imxi)
]
(42a)
u2(Im y) =
n∑
i=1
[
(Im ai)
2 u2(Rexi) + (Re ai)
2 u2(Imxi) + 2 Re ai Im ai u(Rexi, Imxi)
]
(42b)
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u(Re y, Im y) =
n∑
i=1
{
Re ai Im ai [u
2(Rexi)− u2(Imxi)] + [(Re ai)2 − (Im ai)2]u(Rexi, Imxi)
}
(42c)
taking into account Eqs. (32), (33), (35) and (36) with z = ai, result
u2(Re y) =
n∑
i=1
[
1
2
(|a2i |+ Re a2i ) u2(Rexi) + 12 (|a2i | − Re a2i ) u2(Imxi)− Im a2i u(Rexi, Imxi)
]
(43a)
u2(Im y) =
n∑
i=1
[
1
2
(|a2i | − Re a2i ) u2(Rexi) + 12 (|a2i |+ Re a2i ) u2(Imxi) + Im a2i u(Rexi, Imxi)
]
(43b)
u(Re y, Im y) =
n∑
i=1
{
1
2
Im a2i
[
u2(Rexi)− u2(Imxi)
]
+ Re a2i u(Rexi, Imxi)
}
(43c)
regrouping terms yields
u2(Re y) =
n∑
i=1
{
|a2i |
1
2
[
u2(Rexi) + u
2(Imxi)
]}
+
n∑
i=1
{
Re a2i
1
2
[
u2(Rexi)− u2(Imxi)
]− Im a2i u(Rexi, Imxi)} (44a)
u2(Im y) =
n∑
i=1
{
|a2i |
1
2
[
u2(Rexi) + u
2(Imxi)
]}
−
n∑
i=1
{
Re a2i
1
2
[
u2(Rexi)− u2(Imxi)
]− Im a2i u(Rexi, Imxi)} (44b)
u(Re y, Im y) =
n∑
i=1
{
Im a2i
1
2
[
u2(Rexi)− u2(Imxi)
]
+ Re a2i u(Rexi, Imxi)
}
(44c)
By defining, for any z ∈ C, the quantities
um(z) =
u2(Re z) + u2(Im z)
2
∈ R (45a)
and us(z) = Reus(z) + i Imus(z) =
u2(Re z)− u2(Im z)
2
+ i u(Re z, Im z) ∈ C (45b)
and considering Eqs. (38) and (39) we can, eventually, express the uncertainty of y as
u2(Re y) =
n∑
i=1
{|a2i |um(xi) + Re [a2ius(xi)]} (46a)
u2(Im y) =
n∑
i=1
{|a2i |um(xi)− Re [a2ius(xi)]} (46b)
u(Re y, Im y) =
n∑
i=1
Im
[
a2ius(xi)
]
(46c)
and, according to Eqs. (45a) and (45b),
um(y) =
n∑
i=1
|a2i |um(xi) (46d)
us(y) =
n∑
i=1
{
Re
[
a2ius(xi)
]
+ i Im
[
a2ius(xi)
]}
=
n∑
i=1
a2ius(xi) (46e)
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These last expressions can be used as an alternative method to evaluate the uncertainty of y since, in general
for any z ∈ C, Eqs. (45a) and (45b) can be inverted to get
u2(Re z) = um(z) + Re[us(z)] (47a)
u2(Im z) = um(z)− Re[us(z)] (47b)
u(Re z, Im z) = Im[us(z)] (47c)
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