Fitting sparse models to high dimensional time series is an important area of statistical inference. In this paper we consider sparse vector autoregressive models and develop appropriate bootstrap methods to infer properties of such processes, like the construction of confidence intervals and of tests for individual or for groups of model parameters. Our bootstrap methodology generates pseudo time series using a model-based bootstrap procedure which involves an estimated, sparsified version of the underlying vector autoregressive model. Inference is performed using so-called desparsified or de-biased estimators of the autoregressive model parameters. We derive the asymptotic distribution of such estimators in the time series context and establish asymptotic validity of the bootstrap procedure proposed for estimation and, appropriately modified, for testing purposes. In particular we focus on testing that a group of autoregressive coefficients equals zero. Our theoretical results are complemented by simulations which investigate the finite sample performance of the bootstrap methodology proposed. A real-life data application is also presented.
Introduction
Statistical analysis of high dimensional time series has attracted considerable interest during the last decades. Initiated by developments in the i.i.d., mainly regression, set-up, statistical methods have been proposed to select and to estimate non zero parameters in the context of sparse high dimensional time series models by means of regularized-type estimators. To be more specific, consider a p dimensional stochastic process {X t , t ∈ Z}, where the random vector X t is generated via a dth order vector autoregressive (VAR(d)) model,
Here A (s) , s = 1, 2, . . . , d, are p × p coefficient matrices while the ε t 's are assumed to be independent and identically distributed (i.i.d.) ε t ∼ N (0, Σ ε ) innovations. Assume that the process is stationary and causal, that is det(A(z)) = 0 for all z ≤ 1, where
The VAR(d) model considered, has dp 2 unknown parameters of coefficients in the matrices A (s) , s = 1, . . . , d and p(p + 1)/2 unknown parameters in the innovation covariance matrix Σ ε . Hence the total number of unknown parameters is q = p 2 (d + 1/2) + p/2 = O(dp 2 ). Suppose that a time series X 1 , X 2 , . . . , X n stemming from {X t , t ∈ Z} has been observed. If the number of parameters is small in the sense that q n, then inference for such processes is a well developed and well understood area in multivariate time series analysis; see among others, Reinsel (2003) , Lütkepohl (2007) and Tsay (2013) .
In this paper we consider the important case where q n but the VAR(d) model
(1) possesses some form of sparse representation, that is many of the parameter coefficients are equal to zero. To elaborate, notice first that given a vector x ∈ R p , x 0 = p j=1 1(x j = 0),
0 and
j=i+1 Σ ε;i,j 0 be the number of nonzero coefficients in the matrices A (s) , s = 1, 2, . . . , d, and in the upper diagonal block of Σ ε excluding the diagonal elements Σ ε,j;j , j = 1, 2 . . . , p. We then consider the case where the VAR(d) model is sparse, that is the number of nonzero coefficients k = k 1 + k 2 is fixed and satisfies k n.
In the setting described above, procedures to fit sparse VAR models have been considered by many authors in the literature by means of regularized type estimators; see among others, Song and Bickel (2011) for 1 -penalized least squares (lasso), Davis et al. (2016) for a two step procedure which includes 1 -penalized likelihood estimators and Kock and Callot (2015) for oracle type inequalities. Consistency of 1 -penalized estimators has been established by Basu and Michailidis (2015) . Lin and Michailidis (2017) considered estimation for multi block high dimensional VAR models including testing of Granger-causality.
However, and despite the progress made in fitting sparse VAR models, statistical inference for such models seems to be a much less developed area. This is probably due to the fact that the asymptotic distribution of 1 -penalized estimators is difficult to derive and statistical inference is much more involved and difficult to implement. Notice that even in the i.i.d. regression set-up with fixed dimension, the limiting distribution of regularized lasso estimators has been shown to be nonstandard and assigns positive probability mass at zero to the zero coefficients; see Knight and Fu (2000) . This leads, among other things, to inconsistency of standard, model-based bootstrap methods; see Chatterjee and Lahiri (2010) ; see also Chatterjee and Lahiri (2011) for a different consistent bootstrap proposal in the high dimensional i.i.d. regression setting.
In this paper we focus on the development of bootstrap procedures for inferring properties of high dimensional, sparse VAR(d) processes. Toward this goal and in order to avoid potential problems associated with nonstandard limiting behaviour of regularized Lasso estimators, we propose to bootstrap the de-biased or de-sparsified estimator of the VAR parameters. De-sparsified estimators of sparse estimators obtained by a Lasso regularization, have been introduced and investigated in the i.i.d. regression case by several authors.
We refer here to the initial paper by Zhang and Zhang (2014) and to van de Geer et al. (2014) , which investigated such estimators in a much more broader setting and established, under certain regularity conditions, asymptotic optimality in the sense of semi-parametric efficiency. In the same i.i.d. regression set-up, de-sparsified estimators have also been used in the context of model based bootstrap inference; see Dezeure et al. (2017) for a discussion and a recent contribution.
We first introduce de-sparsified estimators for the parameters of a VAR(d) process and derive their limiting distribution. We show that this limiting distribution is a regular Gaussian distribution which is also affected by the autocovariance structure of the underlying VAR process. We then propose a bootstrap procedure to estimate the distribution of de-sparsified estimators of the VAR parameters. This procedure uses an appropriately thresholded 1 -penalized estimator of the coefficient matrices A (s) and a thresholded, sparse estimator of the covariance matrix Σ ε of the innovations. Thresholding is important in this context, since it guaranties sparsity of the VAR model used in the bootstrap world. The fitted sparse VAR model driven by appropriately generated i.i.d. innovations is then used to generate vector pseudo time series X * 1 , X * 2 , . . . , X * n , which appropriately imitate the sparse stochastic structure of the observed time series X 1 , X 2 , . . . , X n . We prove consistency of such a bootstrap procedure under general conditions when applied to estimate the distribution of the de-sparsified estimators of the VAR parameters. The results obtained allow for using the bootstrap procedure proposed in order to construct individual or simultaneous confidence intervals. Furthermore, testing hypotheses can be also performed. In particular, we show how the bootstrap method proposed can be used in order to test the hypothesis that individual or, more importantly, groups of coefficients of the VAR model are equal to zero. For this purpose, the bootstrap procedure is appropriately modified so that the sparse VAR model used to generated the pseudo time series X * 1 , X * 2 , . . . , X * n satisfies the particular null hypothesis of interest. Consistency of bootstrap based testing is established for max-type test statistics. Furthermore, we demonstrate by means of numerical investigations that the theoretical results established are accompanied by a good finite sample behavior of the bootstrap methodology developed.
The paper is organized as follows. Section 2 introduces de-sparsified estimators for the VAR model parameters and derives their limiting distribution under suitable assumptions on the sparsity of the underlying VAR process and on the consistency properties of the regularized estimators involved. Section 3 introduces the bootstrap procedure proposed and establishes its asymptotic validity for estimating the distribution of de-sparsified estimators and, appropriately modified, for testing hypotheses about model parameters. Asymptotic validity of the bootstrap based test procedure is established. Section 4 is devoted to numerical investigations and presents several simulations supporting the good behavior of the bootstrap methodology proposed for difficult inference problems in finite samples.
Applications to an interesting real-life data set are also presented. All technical proofs are deferred to Section 6.
De-Sparsified Estimators of VAR Parameters

Motivation
Before introducing the de-sparsified or de-biased estimators of the coefficients of a general VAR(d) model, we motivate the idea of de-biasing in the time series context by first considering the simple case of a VAR(1) model, X t = AX t−1 + ε t . Towards this we adapt for time series the motivation for the introduction of de-sparsified estimators given in the regression set-up; see Dezeure et al. (2017) . Let A j;r be the coefficient in the jth row and rth column of the p × p matrix A and denote by X t;r the rth component of the p-dimensional random vector X t . Recall that if p n the standard least squares estimator of A j;r obtained by regressing X t;j on X t−1;r , r = 1, 2, . . . , p, can be written as
where V t−1;r are the residuals defined by V t−1;r = X t−1;r − p i=1,i =r b r;i X t−1;i and the coefficients b r;i , i = 1, . . . , r − 1, r + 1, . . . , p, are those obtained by a least squares regression of X t−1;r on the lagged variables (X t−1;1 , . . . , X t−1;r−1 , X t−1,r+1 , . . . , X t−1;p ). Denote the aforementioned raw vector of lagged variables by X t−1;−r . Then A j;r can be interpreted as the effect of the variable X t−1;r on X t;j after eliminating from X t−1;r the (linear) influence of all other variables in X t−1,−r . Clearly, if p n such a construction is not possible since in this case V t−1;r ≡ 0, due to the fact that the raw vector
= (X t−1;r , t = 2, 3, . . . , n) is an element of the subspace spanned by X
. However, instead of the least squares regression of X t−1;r on the set X t−1,−r , we can consider a regularized least squares regression. To elaborate, let b r;−r = (b r;1 , . . . , b r;r−1 , b r;r+1 , . . . , b r;p ) be the estimator obtained by running , for instance, a 1 -penalized least squares regression of X t−1;r on the set of random variables
−r c 2 2 + 2λ c 1 . We can then define the "remainders" Z t−1;r = X t−1;r − X t−1;r b r;−r and construct, analogue to (2), the estimator A j;r = n t=2 Z t−1;r X t;j n t=2 Z t−1;r X t−1;r .
Substituting the generating equation X t;j = p i=1 A j;i X t−1;i + ε t;j for X t;j in the above expression, leads to
Z t−1;r X t−1; n t=2 Z t−1;r X t−1;r + n t=2 Z t−1;r ε t;j n t=2 Z t−1;r X t−1;r .
The second term on the right hand side above can be interpreted as the bias introduced by the construction of the estimator A j;r . Let A
be some regularized estimator of A j, obtained, for instance, by a 1 -penalized least squares regression of X t;j on X t−1, , = 1, 2, . . . , p; see the discussion in Section 2.2. We can then use these estimators to estimate the bias term and to correct A j;r for its bias. This leads to the following estimator of A j;r :
Z t−1;r X t−1;r which after substituting expression (3) for A j;r , can also be written as
The estimator A (de) j;r above is called a de-biased respectively a de-sparsified estimator of A j;r since it corrects for the bias of the initial estimator A j;r and it is not sparse anymore.
De-sparsified estimators
To generalize the previous construction and to introduce de-biased estimators for the general VAR(d) case, we first fix some additional notation. Let L be the back-shift operator, that is L k X t = X t−k for any k ∈ N ∪ {0}. The VAR(d) model (1) can then be written as
j be the jth row of A (s) and A (s) j;r the rth entry of the jth row of A (s) . Furthermore, let L 0 ,j = (X d+1;j , X d+2;j , . . . , X n;j ) for the corresponding non shifted vector. We next denote by j ) be the R dp -dimensional vector contating the elements of the jth row of the coefficient matrices
. Using the introduced matrix notation, the jth component of the pdimensional time series X 1 , X 2 , . . . , X n can then be written as
where ε (n) j = (ε d+1;j , . . . , ε n;j ) . A lasso estimator based on representation (6) is then given byα (lasso) j = argmin ξ∈R dp
To introduce the de-sparsified estimator denote first by X (n) 
For j = 1, . . . , p, s = 1, . . . , d define then analogue to Section 2.1 the "remainders" 
To proceed with the construction of the de-biased estimator, denote for j, r ∈ {1 . . . , p} and s = 1, . . . , d, byÂ j;r , for instance, the estimator of this parameter obtained by using the 1 -penalized least squares estimatorα (lasso) j given in (7) or the 1 -penalized likelihood estimator proposed by Davis et al. (2016) . We write alsoα (init) j for the corresponding R dp vector containing the estimatorsÂ 
Limiting distribution of de-sparsified estimators
To derive the asymptic distribution ofÂ (s,de) j;r we first observe by substituting expression (8) , that this estimator can be written as, see also (5),
where α j,L s ,−r = (A (1)
, is the R dp−1 -dimensional vector obtained from the coefficient vector α j after deleting the rth
j,r . The corresponding vector of initial estimatorŝ α (init) j,L s ,−r is defined analogously. Now, representation (9) suggests that an asymptotic normality of the de-sparsified estimator, more pecisely of
j;r ) can be obtained, via the contribution of the second term on the right hand side of (9) and the asymptotic negligibility of the last term in the same expression which depends on the differences
Theorem 1 below confirms that this intuition is indeed true. However, to formulate precisely the corresponding asymptotic result, we impose some conditions on the underlying VAR process and its sparsity as well as on the consistency properties of the initial estimators α (i) The vector process {X t , t ∈ Z} is generated according to model (1) and satisfies
Assumption 1(i) implies that the random vector X t also possesses a causal representa-
Notice that under Assumption 1(i) and (ii), the lasso estimatorα
satisfies the consistency rates given in Assumption 1(iii) under some additional and mild conditions; see Basu and Michailidis (2015) , Proposition 4.1, for details.
We now state the announced result which establishes asymptotic normality of the desparsified estimators.
Theorem 1. Suppose that Assumption 1 is satisfied. Then for all j, r ∈ {1, . . . , p} and
where
and the pd-dimensional vectors β † L s ,r are defined as follows:
, where β L s ,r;σ(k) is the probability limit of β L s ,j;σ(k) and σ is the function σ : {1, . . . , dp} → {1, . . . , pd − 1},
Assumptions 1(i) and (ii) guarantee that the probability limit ofβ L s ,j;k exists and that
is a sparse vector which means that at most k 1 + k 2 + 1 autocovariances of the process {X t , t ∈ Z} are needed in order to calculate the standard deviation s.e.(j, r, s) of the limiting distribution of
j;r ). We conclude this section with a lemma which describes the limiting covariance of the de-sparsified estimatorsÂ
Lemma 2. If Assumption 1 is fulfilled then for any j 1 , j 2 , r 1 , r 2 ∈ {1, . . . , p}, and s 1 , s 2 ∈ {1, . . . , d}, we have as n → ∞, that
3 Bootstrap Based Inference for Sparse Vector Au- and a sparse estimator of the covariance matrix of the innovations Σ ε are used. These estimators are denoted in the following byÂ (s,init,thr) andΣ ε , respectively. To elaborate, the estimatorÂ (s,init,thr) is obtained aŝ
where a n denotes a thresholding parameter. Notice that we can set a n = λ n , where λ n is the regularization parameter used in the 1 -penalized regression (7). Observe that by the above approach, we select the non-zero components of the matrices A . This enables for a consistent estimation of the support of
; see Basu and Michailidis (2015) . Furthermore, and in order to achieve a better finite sample performance of the bootstrap procedure, we set the values of the non zero coefficients selected equal to the de-biased estimatorsÂ (s,de) j;r ; see (12). The estimator Σ ε used could be a thresholded estimator of Σ ε , like the one proposed, for instance, by Bickel and Levina (2008) . We stress here the fact that thresholding is important in the context of the model-based bootstrap procedure proposed in this paper, since it guarantees sparsity of the VAR model used in the bootstrap world. This sparsity enables the bootstrap to generate pseudo time series X * 1 , X * 2 , . . . , X * n in order to mimic appropriately the sparsity properties of the underlying sparse VAR model.
Given estimatorsÂ
(s,init,thr) for A (s) , s = 1, . . . , d and a sparse estimatorΣ ε of Σ ε , the bootstrap algorithm proposed to estimate the distribution of interest consists then of the following steps.
Step 1:
Step 2: Generate a pseudo time series X * 1 , X * 2 , . . . , X * n using the model equation
Step 3: LetÂ * (s,de) j;r be the same de-sparsified estimator of A Step 4: Approximate the distribution of √ n Â (s,de)
j;r by that of the bootstrap analogue √ n Â * (s,de)
Before stating the next main result of this paper which shows validity of the proposed bootstrap procedure, we state the assumptions imposed on the estimators A (s,init,thr) j,r used in the bootstrap world. In this context, the notationα
(c) There exists a fixed constant k *
(e) For all s ∈ {1, . . . , d}, and j, r ∈ {1 . . . , p}, it holds true that
where the normalizing constant s.e.(j, r, s) is given in Theorem 1.
Notice that under certain additional conditions, the thresholded estimator of a sparse covariance matrix proposed by Bickel and Levina (2008) is consistent and satisfies Assumption 2(b) and (d); see also Proposition 5.1 in Basu and Michailidis (2015) . Furthermore, a thresholded lasso estimator fulfills the requirements of Assumption 2(a), (c) and (f ); see 
see Bickel and Freedman (1981) . Here F X and F Y denote the cumulative distribution functions of X and Y , respectively.
Theorem 3. Suppose that Assumptions 1 and 2 are fulfilled. Then, as n → ∞ we have for all j, r ∈ {1, . . . , p} and s ∈ {1, . . . , d}, that
The next corollary establishes validity of the corresponding studentized distributions as well.
Corollary 4. Under the assumptions of Theorem 3 we have as n → ∞,
and s.e.
The last result of this section shows that the bootstrap version of the de-sparsified estimators considered, can be also used to consistently estimate the covariance of the desparsified estimators of the coefficients A (s 1 ) j 1 ;r 1 and A (s 2 ) j 2 ;r 2 . Its proof follows along the same lines as the proof of Lemma 2 and by using arguments similar to those applied in the proof of Theorem 3.
Lemma 5. If Assumptions 1 and 2 are fulfilled then for any j 1 , j 2 , r 1 , r 2 ∈ {1, . . . , p} and
in probability.
Testing statistical hypotheses
The bootstrap procedure proposed to approximate the distribution of the de-sparsified estimators, appropriately modified, also can be used in order to test certain hypotheses of interest regarding the dependence structure of the underlying VAR model. Consider for instance the important problem of testing that a subset of the parameters of the VAR model is zero. To elaborate, let G = G A ∪ G Σ , where G A ⊆ {(j, r, s) : j, r ∈ {1, . . . , p} and s ∈ {1, . . . , d}} and G Σ ⊆ {(i, j) : i ∈ {1, . . . , p} and j ∈ {i + 1, . . . , p}} are two fixed subsets of indices. Consider then the following testing problem:
j;r = 0, for all (j, r, s) ∈ G A and Σ ε;ij = 0 for all (i, j) ∈ G Σ .
j;r = 0 and/or indices (i, j) ∈ G Σ such that Σ ε;ij = 0.
The above set of hypotheses allow for testing for groups of zero elements in the coefficient matrices A s and/or in the off-diagonal elements of the covariance matrix Σ ε . Notice that a zero off-diagonal element Σ ε;ij implies the absence of a direct simultaneous influence between the random variables X t;j and X t;i . Finally, we stress here the fact, that in the following we assume that the restriction on the parameter space imposed by the above null hypothesis H 0 , respectively the above alternative hypothesis H 1 , do not violate the causality of the underlying VAR model (1), that is, the condition det(A(z)) = 0 for all
Notice that by the derivations of the proof of Theorem 1 and 6, we get that
−1 n t=d+1 ε t;i ε t;j . This implies that under the assumptions of the same theorem,
To test the above hypotheses we propose to use the test statistic
For α ∈ (0, 1) small, let m n,α be the upper α-quantile of the distribution of T n under the assumption that the null hypothesis is true. H 0 is then rejected if T n > m n,α . Critical values for this test can be obtained using the model-based bootstrap procedure proposed in this paper. For this, the estimated and sparsified VAR model used to generate the pseudo time series X * 1 , X * 2 , . . . , X * n is modified in such a way that the VAR model used in the bootstrap world satisfies the null hypothesis. This is important for a meaningful size and power behavior of the bootstrap based test. To achieve this goal, the parameter matrices = 0 for all indices (j, r, s) ∈ G A andΣ ε;ij = 0 for all (i, j) ∈ G Σ . The bootstrap algorithm proposed in Section 3.1 is then applied to generate pseudo time series X * 1 , X * 2 , . . . , X * n from which the bootstrap analogue of T n is calculated and which is given by
* (j, r, s) ,
X * t−s; and τ * (i, j) the same estimator as τ (i, j) with ε t;r replaced by ε * t;r . Let m * n,α be the upper α-quantile of the distribution of T * n . The bootstrap based test proceeds then by rejecting H 0 if T n > m * n,α . As the following theorem shows, the bootstrap succeeds in consistently estimating the distribution of T n under the null, justifying, therefore, the use of the bootstrap procedure described above to perform the test. 
Numerical Results
In this section we investigate the finite sample performance of the bootstrap procedure proposed to infer properties of the sparse VAR model. For this we consider the construction of confidence intervals for the coefficients of the VAR model as well as problems of testing statistical hypotheses about its parameters. An application to a real-life data example is also presented. In the following we denote by λ ε,n the thresholding parameter used to estimate the covariance matrix Σ ε and we set a n = λ n .
Simulations
Example 1: Suppose that the time series X 1 , X 2 , . . . , X n is generated by the following VAR(1) model, which has been also considered by Davis et al. (2016) , X t = AX t−1 + ε t , ε t ∼ N (0, Σ ε ), where 
The results of Theorem 1 and Theorem 3 can be used to construct (pointwise) confidence intervals for the elements of A. To elaborate, the bootstrap based confidence intervals of level 1 − α of the coefficients A j;s are given by
where q * (α) is the α-quantile of the distribution ofÂ * (de) j;r /( s.e. * (j, r)). Confidence intervals can be also constructed using the asymptotic normal distribution and the corresponding α-quantiles of N (0, 1). Time series of length n = 100 from the VAR model considered in this example have been generated and pointwise confidence intervals for all parameters A j,r have been constructed using both methods and based on 10,000 replications. The bootstrap confidence intervals are based on B = 2, 000 bootstrap samples. The coverage ratios obtained are reported in Table 1 . As it can be seen from this table, the bootstrap based pointwise confidence intervals have empirical coverage rates which are much closer to the nominal level than the corresponding pointwise confidence intervals based on the limiting Gaussian distribution.
In the following the data generating process is modified such that Σ ε,6;1 = Σ ε,1;6 = 0.
Let G A = {(i, j) : i ∈ {1, . . . , 5}, j = 6} be the set of indices which corresponds to the first five entries of the last row. We now consider the testing problem, H 0 : A j;r = 0 for all (j, r) ∈ G A and Σ ε;j,r = 0, against H 1 : There exists (j, r) ∈ G A such that A j;r = 0 and/or Σ ε;j,r = 0.
Hence, H 0 corresponds to the case that the random variable X t;6 is only influenced directly by its own lagged value X t−1;6 and not by the other variables.
Furthermore, the following regularization or threshold parameters have been used: λ n = 0.11, and λ ε = 0.11. We investigate the performance of the bootstrap based test under the null as well as its power against various alternatives. These alternatives refers to the case where the coefficient A 6;1 = δ a , Σ ε,6;1 = Σ ε,1;6 = δ c and δ a takes the values 0, 0.3, 0.7 and δ c takes the values 0, 0.25, 0.5. The results obtained over 1, 000 replications and B = 1, 000 bootstrap samples are presented in Table 2 . They show a good size and power performance of the bootstrap based test procedure. Example 2: Consider the following VAR(1) model
where X t = (X 1,t : X 2,t ) is a 20-dimensional vector process. In the above notation, 0 is a null matrix of appropriate dimensions and the submatrices D, B and C are defined as follows, 
Thus, the 20-dimensional time series has 400 parameters in the matrix A and 210 parameters in the matrix Σ ε , that is a total of 610 parameters. However, only 29 parameters of the matrix A and 31 parameters of the matrix Σ ε are nonzero. Let G = {(i, j) : i ∈ {1, . . . , 6}, j ∈ {7, . . . , 20}} be the set of indices which corresponds to the upper-right submatrix 0 of A. Notice that |G| = 84. We consider the testing problem.
H 0 : A j;r = 0 for all (j, r) ∈ G, H 1 : There exists (j, r) ∈ G such that A j;r = 0.
That is, we want to test whether all of the 84 coefficients of the set G are zero against the alternative that at least one of these coefficients is different from zero. For this we use the test statistic T n considered in Section 3.2. Recall that for this testing problem and in order to apply the bootstrap, the coefficient matrix A has been estimated under the constrain T n using bootstrap critical values for time series of length n = 128 and n = 200 and based on 1, 000 trials and B = 1, 000 bootstrap replications are reported in Table 3 .
As these results of Table 3 show, the test T n based on bootstrap critical values, performs well. It slightly underestimates the nominal size under the null for the sample size of n = 128 observations, while it retains the nominal size quite closely for n = 200 observations. Furthermore, the test shows a good power behavior and its ability to detect deviations from the null improves as these deviations increase. Remarkably enough, the test has a reasonable power even for detecting difficult alternatives like for instance those described by the alternative H 1,A considered and for small to moderate values of δ. 
A real-life data example
In Farmer (2015) A complete description of all time series used in our analysis is given in the Appendix of this paper. As mentioned before, the question of interest is whether the financial sector, that is the stock market, influences the labor market. Following Farmer (2015) a vector autoregressive model of order 1 has been used in our analysis and the hypothesis of interest is H 0 : A j;r = 0 for all (j, r) ∈ G, against H 1 : There exists (j, r) ∈ G such that A j;r = 0, where G is the set containing the indices corresponding to the two economic sectors, that is G = {(j, r) : j ∈ LABOR and r ∈ STOCK}. Here STOCK denotes the set of indices referring to the time series of the stock market and LABOR to the set of indices referring to the time series of the labor market. Notice that |G| = 155. To test the above pair of hypothesis, the test statistic described in Section 3.2 with B = 2, 000 bootstrap replications has been used. Note that the VAR(1) model considered has 15, 376 parameters in the matrix A of autoregressive coefficients. However, the 1 -penalized least squares estimator (12) with regularization parameters λ n = 0.1 leads to A 0 = 303 non zero coefficients only. That is, only 2% of the entries of the matrix A are identified to be different from zero. Clearly, the degree of sparsity obtained depends on the choice of the regularization parameters. For instance, for λ n = 0.25 we obtain a sparsity of 0.25% whereas for λ n = 0.08 the sparsity obtained is 3.4%. However, the p-values of the test T n applied seem not to be largely affected by the choice of these regularization parameters. This is demonstrated in Figure 1 where the p-values of the bootstrap test are calculated for different values of the regularization parameters λ n .
Please insert Figure 1 about here.
As it is seen from this figure, the null hypothesis of interest is rejected at the com- To summarize, the analysis of the large data set considered in this example, therefore, leads to the conclusion that the hypothesis that the stock market does not influence the labor market can be rejected. Notice that this conclusion is also supported by the findings of Phelps (1999) and McCracken and Ng (2016) ; see also the discussion in these papers. 
Conclusions
In this paper high dimensional, sparse vector autoregressive models have been considered.
We first adopted the concept of de-biasing to the high dimensional time series context and de-biased respectively de-sparsified estimators of the autoregressive parameters have been introduced. The asymptotic distribution of these estimators has been derived. Furthermore, a bootstrap procedure has been proposed which is able to generate pseudo time series that appropriately imitate the sparsity properties of the observed high dimensional time series. Asymptotic validity of the bootstrap procedure proposed for estimating the distribution of the de-sparsified estimators has been established. Furthermore, an appropriately modified procedure has been applied for testing purposes. We proved validity of the bootstrap procedure proposed in the testing context, too. Finally, we have demonstrated by means of several numerical investigations a well finite sample behavior of the bootstrap-based inference procedures proposed in this paper. A real-life data example has also been analyzed.
Proofs
Proof of Theorem 1: In order to simplify notation, consider a time series having n + d − 1 observations, that is X −d+1 , . . . , X n . Notice that the desparsified estimatorÂ (s,de) j;r given by (8) can be written asÂ
L s ,j,−r ) is asymptotically negligible. For this, consider first thatẐ 
. Since {X t , t ∈ Z} is a Gaussian process, we have that {Z t,L s ,r , t ∈ Z} is a stationary Gaussian process which is independent from {X t,L s ,−r , t ∈ Z}. Furthermore, due to Assumption 1(ii), β L s ,r 0 ≤
, fulfills Proposition 3.1 in Basu and Michailidis (2015) . We then have β L s ,r − β L s ,r 1 = O P ( (log p)/n) and 1/n X (n)
L s ,r . For l = 1, . . . , p and m = 1, . . . , d we obtain by the Cauchy-Schwarz-inequality, that
. . , p, due to the i.i.d. Gaussian structure of {ε t , t ∈ Z}.
We next show that, as
). For this we first use a truncation of the linear processes, that is the process X M t = M k=0 B k ε t−k is considered. A classical central limit theorem for M -dependent random variables can then be used. To elaborate, notice that due to Assumption 1(i), we have n
due to the fact that β † L s ,r 0 ≤ k 1 + k 2 + 1 (where this bound is independent from p) and the sequence of matrices (B k ) is summable.
is an estimation of at most k 1 + k 2 + 1 covariances of a Gaussian, stationary time series. Hence, we have
). This and Slutky's Lemma imply that
2 ). Thus, it remains to show that
L s ,j,−r ) = o P (1). Furthermore, we obtain by Assumption 1(iii) and equation (23)
. The last equality follows by Assumption 1(iv).
Proof of Lemma 2: Since Cov(ε t 1 ;j 1 X t 1 −s 1 , ε t 2 ;j 2 X t 2 −s 2 ) = 0 for all t 1 = t 2 and j 1 ,
).
Hence, the assertion follows by using arguments similar to those used in the proof of Theorem 1. 
Proof of Theorem 3:
is Gaussian as well. This implies that (X * t,L s ,−r ) and (Z * t,L s ,r ) are independent. Letβ * L s ,r = argmin ξ∈R dp−1 (1/n X * n
.β * L s ,r fulfills Proposition 3.1 in Basu and Michailidis (2015) . We, therefore, have β *
where g andg are some continuous functions, we have by As- 
Since Assumption 2(f ) is satisfied, we have the causal representation
for matrices B * j , j = 1, 2, . . .. This implies that (Z * t,L s ,r ) and (ε * t ) are independent. Hence, 
Since Assumption 2(f ) implies summability of the matrices B * k , k ∈ N, and since (ε * t ) is Gaussian, the process (W * M t ) possesses finite fourth order moments and this remains true 
s X 1;r ) m=1,...,d + o P (1) = σ 2 + o P (1).
To conclude the proof, it remains to show that √ n((Ẑ * (n)
L s ,j,−r ) = o P (1). This, however, follows since 
L s ,r +o P (1). This implies that
Since β † L s ,r 0 ≤ k 1 + k 2 + 1 and (X t ) is a Gaussian process, we have that 1/n(Z (n)
is an estimator of k 1 + k 2 + 1 autocovariances and, therefore, Var(1/n(Z (n)
4 /n). Additionally, we have 1/n(X
where g is some measurable function and the last equality follows by the independence of the sequence {ε t , t ∈ Z}. With this it can be shown by the Cramér-Wold device and the same arguments as those used in the proof of Theorem 1, that the vector √ n|Â (s,de) j;r |/ s.e.(j, r, s) : (j, r, s) ∈ G A , √ n|Σ ε;i,j |/ τ (i, j) : (i, j) ∈ G Σ converges weakly to a |G|-dimensional normal distribution with zero mean vector and covariance matrix having components as given above and in Lemma 2. The same arguments as those used in this proof lead to √ nΣ * ε;j,r = √ n/(n − d)(ε * (n) j ) ε * (n) r 
