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vAbstract
Interaction with machines using vision-based technologies is a vital research
domain in which the body language cues plays an attributed role in the com-
munication. In this thesis, body language cues particularly hand gesture and
posture have been investigated to recognize, interpret and infer meaningful
expressions while interacting with computers. The main aim of the thesis is
to propose an intuitive interactive interface with real-time operability and ro-
bust performance without encoding the spatial hardware or fiducials to ensure
higher level of ease, flexibility and naturalness.
The research in this thesis is fragmented into two main parts. In the first
part, a framework consisting of repertoire of algorithms has been proposed
starting with the segmentation where normal Gaussian distribution is used to
cluster the skin blobs (i.e., face and hand blobs) from the image streams by
utilizing the depth observations. Further, the face blobs are detected using
Haar-like features and are used for online training purpose when the segmen-
tation fails. Moreover, hand blobs are processed using distance transforma-
tion descriptor to eliminate arm-region thus giving the refined hand blobs.
Afterwards, features are extracted to recognize hand gestures and postures
in which for hand gesture recognition, Bezier descriptors are constructed by
transforming the hand centroid points into a set of Bezier points. Later,
Bezier descriptors are formed by determining the difference between consec-
utive Bezier points which are then quantized and concatenated. In the hand
posture recognition, fingertips are detected from the detected hand blob using
the curvature features and is used as a criterion to categorize the hand posture
symbols into groups to reduce the mis-classifications among posture symbols.
Further, statistical and geometrical features are extracted, analyzed and in-
tegrated for hand posture recognition. To maintain the identities of the hand
blobs, Iterative Closest Point algorithm is employed for objects tracking using
Fast Library for Approximate Nearest Neighbors tracker spatially over time.
The extracted features are finally given to the classifier for hand gesture and
posture symbol recognition using Hidden Markov Model and Support Vec-
tor Machines respectively. The classification outcomes of hand gesture and
posture recognition provide a fundamental basis for the integration of hand
gesture and posture modalities. A new approach is proposed by incorporat-
ing a Particle-filter system that computes the contribution weights of these
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modalities for the integration and by doing so, the ambiguities observed in
the classification process is addressed. The integration of hand gesture and
posture recognition leads to deduce interpretations and derives the inferences
using Context Free Grammar rules.
In the second part of thesis, new methodologies are proposed to augment
the virtual components over hand which utilizes the developed algorithms
for hand gesture and posture recognition. This work begins by extracting
the features from segmented hand and spatial relationship is built among the
extracted hand components (i.e., hand palm and fingertips). To do this, path
derivation process is proposed to acquire the optimal path from fingertips to
palm center by incorporating the distance scores and segmented skin pixels.
In this way, a structural representation is constructed in the form of skeleton
which mimics the actual hand physics. Afterwards, the patches are formed
from the hand skeleton points by building the correspondence of two detected
neighboring fingers on which the pose is estimated. The individual extracted
pose parameters are finally aggregated to augment the 3D objects on the
hand.
The algorithms proposed in this thesis are extensively tested where the
hand gesture and posture classification result in 98.3% and 97.8% recognition
rate respectively. Moreover, integration of these modalities results in 98.6%
recognition rate for the meaningful expressions which proves the significance
of the proposed approach. In the second part, the experiments are conducted
to evaluate the performance of pose estimation and augmentation. Moreover,
the comparative analysis is carried out on different patch models and marker-
based fiducial detection approach where the re-projection error is measured
for the estimated pose.
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Zusammenfassung
Die Mensch-Maschine Interaktion unter Verwendung bildgestützter Technolo-
gien stellt einen wichtigen Forschungsschwerpunkt dar, in welchem die Erken-
nung der Körpersprache eine unverzichtbare Rolle einnimmt. In dieser Ar-
beit werden Elemente der Körpersprache, insbesondere Handbewegungen und
Handstellungen hinsichtlich der Erkennung, Interpretation und Ableitung be-
deutungsvoller Ausdrücke während der Mensch-Maschine Interaktion unter-
sucht. Das Ziel besteht in der Schaffung eines intuitiven, bildgestützten
HCI Systems, welches eine echtzeitfähige und robuste Erkennungsleistung er-
möglicht und hierbei, um die Einfachheit, Flexibilität und Natürlichkeit der
Interaktion zu gewährleisten, auf die Verwendung von Markern und spezieller
Hardware verzichtet.
Der Forschungsgegenstand dieser Arbeit ist in zwei Teile untergliedert. Im
ersten Teil wird ein Framework bestehend aus einem Repertoire von Algorith-
men zur Erfassung und Klassifikation der Handbewegung und Handstellung
vorgeschlagen. Der erste Schritt besteht in der Segmentierung hautfarbener
Bereiche (d.h. des Gesichts und der Hände). Hierzu werden hautfarbene Bere-
iche mittels eines auf der Gauss-Verteilungen basierenden Modells in Farb- und
Tiefenbildsequenzen geclustert. Die Trainingsparameter des Modells lassen
sich im Falle eines Fehlschlagens der Segmentierung anhand der mittels Haar-
like Features detektierten Gesichtsregion zur Laufzeit neu adaptieren. Durch
eine Beschreibung der segmentierten Handbereiche mit auf der Distanztrans-
formation basierenden Deskriptoren, wird die Position der Handfläche bes-
timmt und der unerwünscht segmentierte Bereich des Unterarms entfernt. Die
hieraus erzielte verbesserte Handsegmentierung ermöglicht die Extraktion ro-
buster Merkmale für die Klassifikation der Gestik und Handstellung.
Im Bereich der Gestenerkennung stellen wir einen neuwertigen Ansatz
basierend auf Bézier-Deskriptoren vor. Diese werden aus der Verkettung
quantisierter Bézierpunkte gebildet, welche anhand einer Modellierung der
Handmittelpunkte durch Bézierkurven bestimmt werden. Für die Klassifika-
tion der Handhaltung wird ein Ansatz vorgeschlagen, welcher zunächst auf
Basis von Krümmungsparametern der Handkontur die Fingerspitzen detek-
tiert. Anzahl und Ort erkannter Finger legen Kriterien für eine Unterteilung
der zu erkennenden Handstellungen in Untergruppen fest, wodurch sich eine
Reduktion der Fehlklassifikation der verschiedenen Handstellungen erzielen
viii
lässt. Die Merkmalsvektoren für die Klassifikation der Handstellung werden
aus der Extraktion und Integration geometrischer und statistischer Merkmale
gebildet. Es wird zudem der Iterative-Closest-Point Algorithmus in Kombi-
nation mit Fast Library for Approximate Nearest Neighbors verwendet, um
während auftretender Hand/Gesichts- bzw. Hand/Hand- Verdeckungen eine
zeitliche Verfolgung der Hände beizubehalten. Die extrahierten Merkmale
werden abschliessend mittels entsprechender Klassifikatoren für die Erken-
nung der Gestik und Handstellungen klassifiziert. Hierzu wurden Hidden-
Markov-Modelle bzw. Support-Vector-Maschinen verwendet. Das Ergebnis
der Klassifikation der Gestik und Handstellung ist eine Menge klassifizierter
Symbole dieser beiden Modalitäten. Ein nächster logischer Forschungsschwer-
punkt dieser Arbeit besteht somit in der Entwicklung eines Verfahrens zur Fu-
sionierung beider Modalitäten, um hieraus bedeutungsvolle Ausdrücke der In-
teraktion ableiten zu können. Zu diesem Zweck wird ein neuartiges Partikelfilter-
basiertes Fusionssystem vorgeschlagen, welches Gewichtungen festlegt, mit de-
nen beide Modalitäten kombiniert werden. Basierend auf der Integration und
Interpretation der kombinierten Modalitäten werden bedeutungsvolle Aus-
drücke der Interaktion bestimmt und entsprechend den Regeln einer kon-
textfreien Grammatik interpretiert.
Im zweiten Teil dieser Dissertation werden neue Konzepte zur Augmen-
tierung der virtuellen Komponenten abgeleitet und entwickelt, indem einige
der zuvor zur Handgesten und -Haltungen entwickelten Konzepte zur Posebes-
timmung und Augmentierung eingesetzt werden. Anhand dieser Merkmale
wird unter Verwendung einer vorgeschlagenen Methode zur Ermittlung der
optimalen Pfade zwischen Fingerspitzen und Handfläche auf die räumliche
Anordnung der einzelnen Finger in Bezug zur Handfläche zu geschlossen. Aus-
gehend von dieser somit erhaltenen strukturellen Beschreibung der Hand in
Form eines Skeletts werden die Lage und Orientierung von zwischen zwei
jeweils benachbarten Fingern aufgespannten Flächen bestimmt. Durch eine
Integration über alle Flächen wird die finale Pose der Hand ermittelt und
zur virtuellen Überlagerung eines 3D-Objekts mit der Hand verwendet. Die
vorgestellten Verfahren wurden ausführlich getestet und deren Leistung hin-
sichtlich Klassifikationsrate, Rechenzeit, Robustheit in unkontrollierten Umge-
bungen und Nutzerfreundlichkeit bewertet.
Im ersten Teil werden Experimente bzgl. der Erkennung der Gesten und
Handhaltungen unter Verwendung verschiedener Merkmale durchgeführt und
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deren Performanz untersucht. Für die Gestenerkennung wurde eine Klas-
sifikationsrate von 98,3% und für die Handhaltung eine Klassifikationsrate
von 97,8% erreicht. Es wurden weiterhin Experimente für den genannten
Ansatz zur Bestimmung bedeutungsvoller Ausdrücke durch eine Integration
beider Modalitäten (Gestik und Handhaltung) durchgeführt und hierbei eine
Erkennungsrate von 98,6% erzielt, aus der sich die Signifikanz des vorgeschla-
genen Ansatzes entnehmen lässt. Die im zweiten Teil vorgestellte Methode
zur flächenbasierten Bestimmung der Handpose für die Verwendung in einer
Augmented Reality Umgebung wurde ebenfalls in Experimenten evaluiert.
In einer vergleichenden Analyse wurden hierbei verschiedene Flächenmod-
elle mit einem marker-basierten Verfahren quantitativ verglichen, wobei als
Fehlermass die Abweichung der Rückprojektion der Handpose von den Mark-
erpositionen verwendet wurde.
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Chapter 1
Introduction
Daily life communication is dominated by verbal information exchange but the
non-verbal cues are undoubtedly equally significant, as it reflects the mental
state of a person. Indeed, non-verbal cues enable the abstract interpretation
of body language to express, convey and exchange the emotional conditions
as a standalone communication medium even when the verbal information
is not sufficient. Various psychologists advocate that the body language cues
contribute about 50 − 70% in the whole communication process [1]. Of the
four non-verbal body language cues - facial expressions [2, 3], gaze expressions
like eye movements [4], body postures [5, 6] and gestures [7, 8] as shown in
Fig. 1.1, the body postures and gestures are superior to other body language
cues because of its vivid visibility and distinctive appearances even at a dis-
tance. In contrast, the facial (i.e., happiness, sadness, surprise etc.) and gaze
expressions (i.e., thinking, blinking eyes etc.) have no obvious deductions due
to limited visibility in wide field of view. Practically, hand gestures have a
great variety of applications compared to the body postures (i.e., pose, gam-
ing applications, sports analysis, skeleton models etc.) which includes the
communication in social gatherings [9], traffic management signs [10], gaming
environments [11, 12], and most recently used to interact with the machines
and smart devices [13]. Moreover, these body language cues influence and
reflect the correspondence with the context and surrounding in which they
are being performed.
In this technological era, man is surrounded by variety of machines from
high processing computers to smart hand-held devices and expecting these
machines to act and function autonomously. Specifically, the interaction
methodologies have been revolutionized significantly from its earlier form (i.e.,
command like interfaces such as mouse and keyboards etc.) and the focus
is diverted to exploit the natural interaction medium that is, body language
cues. Researchers from various disciplinary fields such as computer graph-
ics, visualization and computer vision are envisioning new methodologies to
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Figure 1.1: Categorization of the body language cues as eye movements, facial
expressions, body postures and gestures.
design immersive interfaces to interact with the machines. Consequently, the
scope of human computer interaction (HCI) [14, 15, 16] has been broadened to
visual interfaces where the interaction with machines is performed through vi-
sual sensors (i.e., interaction with smart devices, interaction with virtual and
augmented contents, gaming applications, command and control interfaces
etc.) given the body language cues as an input medium. Therefore, in the do-
main of HCI, computer vision has played an attributed role with the ambition
to allow humans to interact through body language cues virtually and feel
the interactiveness [17] which is not possible through traditional HCI devices
(i.e., mouse and keyboards). This technological advancement is continuously
spurring the virtual interfaces utilizing body language cues to transform the
living environment into a digital smart world (e.g., command and control of
machine and robots through gestures, control by scrolling through eyes etc.).
However, the fundamental criteria in the design of interactive interfaces for
the body language cues is the naturalness and intuitiveness which has been
violated by the introduction of special devices such as hand gloves, markers or
control units attached to the human body [18, 19]. In this thesis, a repertoire
of novel approaches has been proposed utilizing hand gesture and posture
cues to design a robust and efficient visual interaction interface for real-time
scenarios where the key priority is to maintain the user’s ease and flexibility
by satisfying the criterion of naturalness and intuitiveness.
1.1 Motivation
One of the biggest challenges of computer vision is the ability to interact
with the machines and users in an un-constrained environment. Particularly,
1.2. Concept Definition 3
Spatial Inference Semantic Inference 
Modalities Recognition Intergration , Inferences 
and Assistance 
High Level 
Processing 
Classification Inferences 
 
 
 
 
 
 
Low Level 
Processing 
Color Pixels /            
Depth Measurement 
Rules / Grammar 
Language 
Feature Computation 
Object Detection 
Segmentation 
Interpretations 
Integration 
Lexicons 
Figure 1.2: Conceptual model of spatial and semantic inferences.
vision-based HCI system should be capable of performing the real-time in-
teraction with natural response-time; which is the motivating factor of this
research and is indeed one of the challenging issues to be addressed in HCI
domain.
Despite of recent advancement in vision-based HCI system, reasonable
working assumptions are taken into account which provides the basic building
blocks for the research and development. For instance, in many applications,
researchers [20, 21, 22, 23] have used body fiducial markers, specific body cues
(i.e., up and down), special clothes, and hand gloves (i.e., with and without
colored markers) to acquire accurate data and to ensure higher certainty.
Nevertheless, the assumptions such as ease of recognition using marker-based
approaches and specialized gloves or clothes to avoid the segmentation issue;
leads to vision-based HCI system that doesn’t fulfill the criteria of naturalness
and ease. The need is to develop algorithms which are robustly performing
the interpretation, recognition of hand gesture and posture body cues without
embodying the spatial hardware or fiducials ensuring the higher level of ease,
flexible and naturalness.
1.2 Concept Definition
The human computer interaction gets its strength from the building blocks of
human thought process. Based on this naturally inspired concept, the struc-
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ture of HCI system is constructed and broadly categorized in two main types:
1) Direct Interaction and 2) Indirect Interaction; where the interaction is per-
formed through various modalities (i.e., visual, audio, haptic etc.). In direct
interaction, the subject is directly interacting with machines (i.e., interaction
with machines using hand gestures or body postures etc.) whereas in indirect
interaction, the subject is interacting via an object (e.g., writing on the board
using pen, playing golf etc.). In the indirect interaction, normally the object’s
knowledge (i.e., pen and board etc.) is necessary for building the inference
model about the underlying activities in the scene. But, the main goal of the
system remains the same which is to recognize body cues of the subject during
direct or indirect interaction in real-environment.
The interaction is performed with machines through single or multiple
interacting subjects and work flow defines the interpretation process of HCI
system which is guided by high level process to define the collaborative lexicon,
protocols and their intended outcome. In the interaction scenario, the main
queries to be answered are:
• How many subjects exist in the scene?
• What kind of body language cues is the subject utilizing for interaction?
• How to process the body language cues to transform the raw data into
information patterns?
• How to develop the generalized classification scheme to recognize the
body language cues commands or symbols?
• How to develop the lexicons and rules for the interpretation and infer-
ence?
• What kind of assistance is provided by HCI interface (i.e., Augmented
Reality (AR) or Virtual Reality (VR) etc.)?
These outlined queries lead us to recognize, interpret and infer the body lan-
guage cues for vision-based HCI system comprising of spatial and semantic
inferences as shown in Fig. 1.2. In this thesis, the spatial inferences involve
the segmentation, identification and labelling of objects (i.e., hands and face),
their association and classification. However, the semantic inferences resolve
the ambiguities associated with the classified patterns, the interpretation de-
rived from the non-dubious patterns, generation of meaningful expressions
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from different modalities and their integration. Moreover, both spatial and
semantic inferences are the high level inference units built upon the low level
algorithms like the color pixels and depth measurement, and grammar rules
respectively. We are also intended to examine what kind of assistance is sup-
ported with HCI interface (i.e., embedding AR based information over hand
postures). In this thesis, we are aspired to identify and recognize the under-
lying spatial and semantic inferences in the static and dynamic scenes during
the interaction with a subject.
The conceptualization of spatial inference for hand gesture and posture
body cues as shown in Fig. 1.2 takes its input from the low level algorithms
as raw data in the form of image and depth streams. These streams are input
to segmentation process to categorize the interesting (i.e., skin pixels) and
non-interesting pixels. Further, the feature maps are built for both gesture
and posture modalities. This is indeed a higher level of processing where dif-
ferent classes or symbols are created and analyzed for the gesture and posture
recognition. These classes are finally recognized using features in the classifi-
cation process to discriminate the symbols. The semantic inference takes its
input from the classified outcomes of hand gesture and posture symbols. The
grammar rules are developed to generate the interpretations for hand gesture
and posture modalities. The generated interpretations are finally used to in-
fer the meaningful expressions from the hand gesture and posture modalities
using the set of lexicon and context free grammar rules. Similarly, the vir-
tual contents are overlaid over the hand postures in AR application for the
assistance.
In this thesis, the research is conducted considering two different appli-
cations scenarios. In the first scenario, a novel framework is proposed for
understanding the gesture and postures body cues as an interaction medium
for machines where the subject is standing in front of the vision sensor. In
the second, a new 3D interactive interface is proposed where the virtual com-
ponents (i.e., 3D objects) are overlaid based on inferred geometry from hand
postures in AR application. Both of these scenarios utilize similar algorithms
for low-level image processing which includes segmentation and feature detec-
tion and further on, due to varied nature of objectives, separate algorithms
are proposed to accomplish the desired research goals as mentioned in the
following section.
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1.3 Contributions
Challenges are tough but when addressed, they become contributions. In this
thesis, the achieved contributions are presented below.
Foreground Objects: The extraction of important contents (i.e., foreground
or object of interest) from raw data is a pertinent step for analyzing the un-
derlying scene and is still challenging. In this thesis, the foreground objects
(e.g., face and hands) are detected and tested under different lighting condi-
tions, complex background, and various ethnicities. However, the criterion of
performance is based on the robustness of developed methods under different
real-situations. In addition, a training mechanism is proposed at run-time
which stabilizes the hand and face detection process when the skin contents
are not detected correctly.
Occlusion: In the scene, the complex interactions result in the frequent
occlusions among the detected objects (i.e., in our case, the hands and face)
which makes the measured features such as, detected interest points, and the
classifiers result fairly unreliable. To maintain the object’s identities, Iterative
Closest Point (ICP) algorithm is employed for tracking using Fast Library for
Approximate Nearest Neighbors tracker to track the motion of these objects
(i.e., hands and face) spatially.
Features Extraction and Categorization: Features are the backbone of
any framework as it contributes directly to the recognition process. In this
context, an important attribute of any feature is its invariance to transla-
tion, rotation and scaling parameters. Therefore, in this thesis, an important
contribution lies in the selection of distinct features (i.e., Bezier features, mo-
ments, geometrical features etc.) for hand gestures and postures to enhance
the recognition rates based on extensive analysis in unconstrained environ-
ments. Besides, the overall performance can be significantly improved by the
categorization of symbols prior to classification. In this thesis, an approach is
suggested to categorize the posture symbols through fingertip detection pro-
cess which greatly improves the classification rate.
Classification: The classification process recognizes the underlying symbols
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by taking features as input. In this thesis, we have paired different features
together with and without the categorization process to see the performance
of hand gesture and posture recognition. Moreover, Hidden Markov Model
(HMM) and Support Vector Machines (SVM) are used for the classification
of hand gesture and posture recognition respectively.
Integration, Interpretation, and Inference: Fusion of different features
helps to recognize the meaningful expressions generated from different modal-
ities and discard the dubious features. Dubiety can occur due to the low
recognition rates or for the symbols having very similar shape and structure.
In this thesis, a particle filter system is proposed to disambiguate the uncer-
tainty involved in the symbol recognition process. Moreover, we have designed
a lexicon for recognized symbols from gesture and posture modalities and de-
fine the grammar rules to extract the meaningful expressions.
Virtual Content Augmentation over Hand Posture: Virtual content
augmentation over hand postures without using special markers is a challeng-
ing task. As, we argument over the natural and intuitive interface, therefore,
in this thesis, we propose a method to determine the pose over hand postures
and overlays the virtual contents on it. To achieve this, hand skeleton model
is built based on the detected features (i.e., using hand palm and fingertip
detection etc.).
1.4 Organization of the Thesis
This chapter presented the gesture and posture recognition problem, described
the key motivations and overall goals of this thesis. The outline is structured
as:
Chapter 2: In this chapter, state of the art approaches are categorized ac-
cording to the adapted research strategy for gesture, posture and hand-based
augmented reality. In this chapter, we aspire to categorize the reviewed lit-
erature based on the methodologies used to develop the solutions, provided a
detail description of representative methods in each category, and examined
their pros and cons.
Chapter 3: This chapter presents the hand and face segmentation problem
from the background as a pertinent requirement to perform object detection
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and feature extraction for gesture and posture modalities. It also reflects the
underlying diversified issues which appears with the segmentation of hands
and face.
Chapter 4: In this chapter, the feature extraction for the gesture and pos-
ture modalities are presented by incorporating the global and local features
respectively. Moreover, the occlusion is handled through an (ICP) algorithm
which takes the local features as the observation and resolve the ambiguities
between the hands and face to maintain the tracking process.
Chapter 5: In this chapter, the classification scheme is presented for the
gesture and posture modalities to evaluate the performance of the proposed
approach. The experimental results are presented on IIKT-GP dataset for
the gesture and posture modalities along with the comparative analysis and
evaluation.
Chapter 6: This chapter presents the concept of different levels of feature
fusion for the integration of gesture and posture modalities, focussed on the
interpretation and inferences rules.
Chapter 7: In this chapter, the virtual components are augmented over the
computed hand postures. The hand skeleton is built by detecting and linking
the hand physical components (i.e., using palm and fingertip detection) for
determining the pose. The experimental results are presented on IIKT-AR
dataset for the hand postures and augmentation along with comparative anal-
ysis and evaluation.
Chapter 8: Chapter 8 concludes this thesis with a summary and the descrip-
tion of future directions.
Chapter 2
Literature Review
In recent years, body language cues get huge attention in vision based HCI
domain due to its natural way of interaction with machines. This motivates
the researchers to investigate new methodologies incorporating body language
cues as interaction mediums for variety of applications. Among these body
language cues, hand gestures and postures cues have advantages due to their
distinctive visibility and wide usability. This entails a vision based HCI system
to be designed with high flexibility, natural, and robust interaction interface.
This chapter is dedicated to describe the fundamental concepts in the domain
of gesture and posture recognition, reviews the state of art, outlines the re-
search gaps and finally pinpoints the objectives of the research by providing
the pros and cons of the defined approaches. This chapter is sectioned as: Sec-
tion 2.1 provides the fundamental concepts to build the basic understanding
of the proposed research domain, Section 2.2 presents the vision based hand
cues, Section 2.3 - 2.5 presents a detailed review of state of the art along with
the discussion for gesture recognition, posture recognition and Augmented
Reality.
2.1 Fundamental Concepts
In this section, we describe the fundamental concepts and key terminologies
which are crucial to build an understanding of the research conducted in this
thesis as follows:
• Posture: is defined as a static sign/expression or a hand pose.
• Gesture: is a sequential combination of different instances narrating a
particular message (i.e., hand waving).
• Posture vs Gesture Recognition: Posture recognition system mainly re-
lies on the shape, skeleton and structure of the detected hand while
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the gesture recognition also depends on detected hand but exploits the
temporal information such as trajectories, scales, and orientations.
• Data Acquisition: In vision-based hand gesture and posture cues, in-
put sensor (i.e., webcam or Kinect, Asus sensor) gives 2D (i.e., image
streams) or 3D data (i.e., image and depth streams), therefore, depth
streams can be utilized effectively to extract the region of interest for the
underlying scene. For depth streams, we have reviewed 3D approaches
along with 2D approach for hand gesture and posture cues.
Model based Approaches
Appearance based Approaches
Vision-based Hand Cues
3D volumetric models3D Geometric models3D Skeleton models
Color based approachesMotion based approaches
Silhouettes approachesDeformable model approaches
Figure 2.1: Types of vision-based hand cues: model based and appearance
based approaches
Considering the contents of this thesis, related work is divided in three main
areas namely hand gesture recognition; hand posture recognition and; virtual
content augmentation over hand postures. However, in the literature, re-
searchers have used the terms gesture and posture interchangeably (i.e., with
and without movement respectively) because of the similar and overlapping
variation of algorithms and techniques. Here in this literature review, we have
indexed them for hand gesture and postures in a single section as Vision-based
hand cues but separated them afterwards into hand gesture and posture cues
according to the application domains. The reviewed literature is highlighting
the proposed approaches along with detailed discussion.
2.2 Vision-based Hand Cues
In the literature, a wide variety of approaches have been adopted to devise
methods for vision-based hand gesture and posture cues but here we have
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classified them into two main categories namely model based approaches and
appearance based approaches as shown in Fig. 2.1.
2.2.1 Model based Approaches
In the model based approaches, 3D hand kinematics (i.e., 3D spatial de-
scription of hand) are modelled with certain Degrees Of Freedom (DOF)
[24, 25, 26, 27]. The hand parameters are extracted from this model and are
matched with already observed images or its features. Keeping in considera-
tion the hand model building process, a large dataset is required with different
views and shape information of the hand. In the literature, the model based
approaches for hand recognition cues are divided into three main categories
namely 3D volumetric models, 3D geometric models, and 3D skeleton models
[28, 29]. First, the volumetric models are built based on the hand skeleton
and the skin surface rendering information. The examples in this category
contain the 3D textured contents, kinematic hand contents and complex 3D
hand surfaces. Second, the geometric models are the ones in which different
3D geometrical shapes (i.e., spheres, cylinders, ellipsoids etc.) are utilized to
model the hand physical components like fingers, wrist, joints etc. The advan-
tage of this model is that the finger limbs can be modelled using cylindrical
parameters like height, texture and radius. Moreover, in these geometrical
models, the association of hand physical components is found along with the
associated constraints of hand physical components. This association is a cru-
cial part in 3D geometrical models because different joints combine together
and thus increase the dimensionality of parameter space. Third, the skeleton
model is constructed by exploiting the joint angle parameters together with
segmented lengths to generate a skeleton. So, unlike volumetric modeling
which deals with all the underlying parameters, the skeleton model generates
a reduced set of parameters.
2.2.2 Appearance based Approaches
The appearance based approaches utilizes the visual attributes in image ob-
servations. In these approaches, the parameters are not derived from 3D hand
description but instead match the target hand appearance to the ones present
in the trained dataset (i.e., normally like features). The example set includes
the hand features (i.e., contours, edges, image moments, eigenvectors, finger-
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tip etc.) which are extracted and compared with the observed features set.
However, there are two major issues to be addressed in appearance based
approaches namely feature selection and dataset training. Feature selection
is an essential step where unique feature representation is indispensable to
ensure robustness (i.e., invariance to translation, rotation and scaling) for the
classification. Dataset training process ensures that the samples should be
sufficient for the optimized learning of classifier.
In the literature, appearance based approaches for hand recognition cues
are divided into four main categories namely color based approaches, mo-
tion based approaches, silhouette based approaches and deformable model
approaches [29]. First, the color based approaches use the special colors for
fingers, markers, gloves or special markers to detect the hand [30, 31]. Sec-
ond, motion based methods utilizes motion to detect the hand features in the
image streams [32, 33]. The silhouette based approaches comes next which
utilizes the geometric properties of hand such as contours, convexity, bound-
ing boxes, ellipse, rectangularity, centroid and orientation [34]. Fourth, de-
formable model approaches in which motion and its variants are modelled for
active contours and snake algorithms to analyse the hand gesture and posture
cues in the underlying scene [35].
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Figure 2.2: Conceptual representation of a gestural action (i.e., digit 2) in a
continuous stream.
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2.2.3 Discussion
In the above section, main categorization of methods suggested to recognize
the vision-based hand cues is presented namely model based and appearance
based approaches because of their inherent nature such as, modelling and
visual image features respectively. In general, the model based approaches
takes the advantage over the appearance based approaches when addressing
the problems of self-occluding hand poses. However, this requires intense
computational time when the 3D models are constructed containing 3D hand
kinematics with certain DOF. In contrast, the appearance based approaches
rely on the image visual information for hand features extraction which are
then passed to the classifier for the recognition. Due to this, the appearance
based approaches operate in real-time which motivates the researchers to ex-
plore the applicability of appearance based approaches to recognize gesture
and posture cues for HCI.
2.3 Gesture Recognition
Hand gesture recognition is one of the important research domains of com-
puter vision where the hand detection, feature modelling and classification
of patterns (i.e., gestures drawn by hand) are the key components. Briefly
speaking, in the gesture recognition, meaningful patterns are identified in the
continuous video streams defining the gestural actions as shown in Fig. 2.2.
Practically, it is a difficult problem due to the interference caused by hand-
hand or hand-face occlusion, lighting changes or background noise causing
distortion in the detected patterns and lead to the mis-classification of ges-
tural actions. The researchers have utilized various types of image features
such as hand colors, silhouette, motion and its derivatives. However, the lit-
erature stated here is focused on appearance based problem and is specifically
confined to the color and silhouette-based cues as described in the following.
Bretzner et al. [36] proposed an approach to recognize the hand gestures
by utilizing the multi-scale color features. In their approach, the hand shape
is detected first which is followed by building a hierarchical model where the
shape and color cues are fused at different levels. After that, particle filter
is employed for tracking and recognition of the hand state. The drawback of
this system is that the static background is used in their approach, so it is
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difficult to judge the similar performance with complex and realistic scenes.
Similarly, Bellarbi et al. [37] recognized the hand gestures based on color
marker detection (i.e., red, blue, yellow and green) attached on two hands.
With these mounted color markers, user can draw different gestures such as
zoom, move, draw, and write on a virtual keyboard. The basic limitation
is that this approach violates the criterion of naturalness due to the use of
markers. Chen et al. in [38] proposed a system for hand gesture recognition
where the Haar-like features are used to detect the hands. In their approach,
instead of using every image pixel, Haar-like computes a rectangular region
in the image. Afterwards, a training algorithm based on AdaBoost learning
is used to select different Haar-like features for classification in the scene.
Yeo et al. [11] proposed an approach for the hand tracking and gesture
recognition in gaming application. In their approach, after the skin segmen-
tation, simple features like position, direction and orientation are measured
for the hand gesture recognition and the final result is based on the detected
fingertips, to compute the orientation in consecutive frames without any clas-
sifier. Afterwards, Kalman filter is employed to estimate the optimal hand
positions which results in smoother hand trajectories. The experimental re-
sults are reported for the hand gesture dataset which includes open and close
palm, claw, pinch and pointing. Similarly, Elmezain et al. [39] presented an
approach for the isolated and meaningful gestures utilizing the hand location
as its feature using HMM. In their approach, the isolated gestures are tested
on the number from 0 to 9 and then combining them to recognize the mean-
ingful gesture based on zero-codeword with constant velocity motion. Finally,
the experimental results are reported with the average recognition rate of
98.6% and 94.29% respectively for isolated and meaningful gestures. Huang
et al. [40] presents a method for gesture recognition in which they combine
spatial and temporal at each frame to extract the feature images. After that,
similarity is measured between the extracted features and the Principal Com-
ponent Analysis (PCA) model (i.e., generated by the training features) using
the modified Hausdorff distance algorithm. Finally, the classification is per-
formed using HMM for the set of detected PCA-model (i.e., using similarity
measurement) to recognize the gestures. The experimental results present the
classification results for 18 different gestures with various shape variations. Li
and Greenspan [41] proposed a method for gesture recognition by exploiting
the changes in contours. In their approach, the 3D surface is computed from
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the 2D radius function and cumulative contour length. Moreover, the classifi-
cation is performed in two steps where Dynamic Time Warping (DTW) is used
to differentiate different gesture models and then matching is performed using
Mutual Information. The experiments are conducted on 8 different gestures
performed by 5 persons with varied time scales and achieved the recognition
rate of 90.0%.
Wen et al. [42] proposed an approach which includes the depth along with
the camera information to detect the hand and recognize the gestures. In
their approach, first, the skin color is employed along with K-means cluster-
ing to segment the hands and is followed by extraction of contour, convex
hull and fingertips features to represent the gestures. Similarly, Nanda et al.
[43] proposed an approach for hand tracking in cluttered environments using
3D depth data captured from Time of Flight (TOF) sensors. The hand and
face are detected by applying the distance transform and k-components based
potential fields by calculating weights. The experiments are conducted on
dataset comprises of ten people where the hands are tracked under occlusion
to classify the signs like step back and stop. However, the suitability of the
proposed is effected due to hand shape variation in real-scenarios. In the
similar direction, a 3D hand tracking approach is proposed by Argyros et al.
[44] where the data is captured by stereoscopic system. The hand blobs are
marked by 2D color-based hand trackers in video streams and correspondence
is measured by calibration information. Finally, 2D tracking method is ap-
plied on hand contours which are aligned in 3D space. The experiments are
conducted on various applications such as CD player control by hand gestures.
The performance of the system is real-time however the measurement of depth
with stereoscopic system is noisy as well as the calibration method is quite
complex.
Using Time of Flight (TOF) cameras paired with RGB camera, Van den
Bergh et al. [45] proposed a method for gesture recognition. In their ap-
proach, the background is first eliminated and hand is detected by applying
skin segmentation approach. Further, the average 15 Neighborhood Margin
Maximization transformation is measured to build the classifier for gesture
recognition, where the Haarlet coefficients are calculated to match hand ges-
tures stored in a database. The experiments are presented for both cameras
where the accuracy of 99.2% is acquired with depth-based (i.e., from TOF
camera) hand detection whereas accuracy of color-based detection is 92%.
16 Chapter 2. Literature Review
The accuracy of gesture recognition is 99.54% and 99.07% for RGB and depth
images respectively. Similarly, Yang et al. [46] recognized gestures for the
application of media player. In their approach, eight gestures are recognized
based on the hand trajectory features through HMM. Moreover, the tracking
of hand is carried out using continuously adaptive Mean-shift algorithm by
taking the depth probability and updates its state using depth histogram. The
experimental results are presented with the recognition rate of 92%. Raheja
et al. [47] proposed a Kinect based recognition system for the hand palm
and fingertips tracking in which depth defines the thresholding criteria for
hand segmentation. After that, the palm and fingertips are determined us-
ing the image differencing methods. The experiment results are presented for
the palm center and fingertip tracking with 90% and 100% accuracy respec-
tively. Beh et al. [48] proposed a gesture recognition system by modelling
spatio-temporal data in a unit-hypersphere space approach, a Mixture of von
Mises-Fisher (MvMF) Probability Density Function (PDF) is incorporated
into a HMM. Further, the modeling of trajectories on a unit-hypersphere ad-
dresses the constraints of subject’s arm length or distance between a subject
and camera. The results are presented with public datasets, InteractPlay and
University of Central Florida (UCF) Kinect dataset with superior recognition
performance compared to relevant state-of-the-art techniques.
2.3.1 Discussion
In the literature, the problem of gesture recognition is addressed using a wide
range of approaches for several applications and is impossible to cover it com-
pletely in this section. In fact, gesture recognition problem is highly context
sensitive such as indoor or outdoor environment, type of gestures (i.e., simple
to complex gestural commands), single or multiple interaction mediums and
different type of sensors. Due to this, it is difficult to generalize the method-
ologies suggested for different scenarios like gaming applications, air drawn
gestures, and pointing gestures etc. In this thesis, we have investigated in
particular the approaches utilizing the appearance characteristics (e.g., color-
based and silhouette-based features) and it is observed that a common strat-
egy is adapted by researchers which include hand segmentation, hand tracking,
feature modeling and classification. However, the main distinction among the
appearance based approaches is determined on the basis of robustness of the
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features and the accuracy of classification. For instance, the color-based fea-
tures are utilized in [36, 37] for the hand gesture recognition which enables
robust detection and tracking process but the performance is prominently suf-
fered under varying lightening conditions leading to the significant distortion
in the appearance patterns.
The silhouette-based approaches use the hand shape characteristics (i.e.,
location, direction, orientation, velocity, changes in contours etc.) as fea-
tures to recognize gestures [38, 39]. Also, in this work [40], edge and image
differencing features are fused and then transformed to PCA space for classi-
fication. In the same aspect, [41] measured the 3D surface computed from 2D
radius function and cumulative contour length for the classification through
Dynamic Time Warping (DTW). However, the silhouette-based approaches
are more sensitive to noise and have higher computational cost in the pixel-
based approaches. To address this, region-based approaches such as Haar like
features are employed in [38] which makes them more robust to noise and
other lighting variations [49].
Unlike above mentioned approaches which captures through mono-cameras
for 2D vision-based approaches, another type of sensor is constructed with the
goal of acquiring the depth information. For instance, various researchers em-
ployed the range cameras [43] for hand tracking using depth data captured
from TOF sensors. This depth information can also be achieved from stereo-
cameras (i.e., Bumblebee2 cameras etc.) or through special designed hardware
(i.e., sensors built inside Kinect, prime sense or ASUS camera etc.). The ad-
vantage of these sensors compared to 2D vision based sensors is the additional
depth map which enriches the conventional 2D image streams by 3D infor-
mation [42, 44, 48]. Similarly, Van den Bergh et al. [45] paired TOF camera
with RGB cameras to segment the skin information and hand-face occlusion
for hand tracking . In the same context, Yang et al. [46] utilizes the depth
probability features inside the adaptive Mean-shift algorithm being continu-
ously updated using depth histogram for the gesture recognition. Similarly,
hand palm and fingertip tracking is performed in [47] where the depth defines
the criteria of threshold for hand segmentation. Based on these above defined
findings, unlike the approaches [38, 39] which are directly utilizing the ex-
tracted features at every frame, we have modelled them to extract the robust
features before the classification process as presented in Section 4.2.
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2.4 Posture Recognition
The hand posture recognition is also one of the important and mature re-
search domains of computer vision where the key elements are the hand de-
tection, posture features extraction and its classification. Briefly speaking,
in the posture recognition, the goal is to find the meaningful symbols (i.e.,
postures) from the continuous video streams. However, it suffers from the
varying factors such as lighting conditions, occlusion between hands and face
(i.e., hand-hand and hand-face occlusion) which results in the distortion of
underlying patterns and cause mis-classifications in posture symbols. In the
following, the literature review is focused on the sign language recognition as
it is widely used as a body cues for the hearing-impaired people in their com-
munication worldwide. Besides, we have highlighted other related literature
for the posture recognition areas where the basic goal is the command and
control interfaces.
The sign language recognition is the communication medium for the hearing-
impaired people and is divided into three main broad categories namely finger
spelling, word-level signs and non-manual signs [50]. In the finger-spelling,
sign language alphabets are sequentially presented letter by letter to com-
plete the word. The word-level signs fall in the second category in which the
major words communication is carried out whereas in the non-manual fea-
tures signs, the facial expressions, mouth and body position are also part of
the communication. Another application domain is the utilization of detected
sign languages symbols to translate between different sign languages, from
sign to spoken languages and vice versa (e.g., Zhao et al. [51] proposed a
system for the translation from English to American Sign Language). In this
related work, the reviewed literature is focused and concentrated on appear-
ance based appearance for the sign language areas (i.e., finger spelling, words
and sentence recognition) and command and control interface as follows:
In finger-spelling domain, Freeman and Roth [52] proposed a recognition
system based on orientation of histogram for posture (i.e., up, down, right, left
and stop) classification. However, the drawback of the system is that for each
posture symbol, orientation histograms are trained for each possible angle and
therefore, it increases the database training samples size. Handouyahia et al.
[53] present a posture recognition system which is based on the shape descrip-
tion using size functions for the International Sign Language (ISL). The size
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function is proposed by Frosini [54] for describing and comparing the shapes in
which the hand signs are represented using size function with inertia moments
containing major and minor inertia axis. The result of this representation is
a feature vector which is used to recognize the alphabets in ISL with Neural
Networks. The experimental results are based on three different test sets with
two subjects each having 10 sequences where the recognition rate in the first
and second set are 85% and 89% respectively. In the third test, training sam-
ples are divided half from the first and second dataset and achieved the 93%
and 96% respectively. Similarly, ElSaadany and Abdelwahab [55] presented
a hand posture recognition system to detect the ASL symbols in which first
hand segmentation is carried out and for the hand’s contours, Histogram of
Gradient (HOG) features are calculated where each bin represents a cluster
of angles. After that, the PCA is applied on every bin and the classification
is performed using Euclidean distance. The experimental results are reported
on the Z. Ren’s Dataset on 14 ASL signs with 10 persons using leave-one-out
strategy and achieved an accuracy of 91.6%. In the similar way, Liwicki and
Everingham [56] proposed the finger-spelling British Sign Language (BSL)
recognition in which they have used the HOG and classified using HMMs.
The experimental results are reported on a dataset of 1000 videos for a single
user and achieved recognition rate of 98.9%. Wu and Gao [57] proposed a
method based on 3-layered feed forward network to recognize Chinese Sign
Language (CSL) alphabets. For the recognition, multi-features and multi-
classifiers are proposed which helps in improving the recognition rates for the
alphabets. Training of the samples is done by Single Parameter Dynamic
Search (SPDS) algorithm on 30 alphabets in CSL which results in learning
the parameters for these alphabets. The experimental analysis and results
shows that multi-feature and multi-classifier works better in recognition than
the single-classifier. The recognition rates for a single classifier for 30 alpha-
bets in CSL are from 80% - 100% while the recognition rates boost up to 96%
- 100% in multi-classifier approach.
Isaac and Foo [58] proposed a sign language recognition system for ASL
for finger spelling. In their approach, the wavelet features are extracted and
neural networks is applied to achieve 99% recognition; however the database
size and subjects are not presented. Ayala-Ramirez et al.[59] proposed an
ASL recognition system for detecting the hand postures in which the color
features are combined with hand geometrical features such as areas, length
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and bounding boxes in HCI environment at real-time. The experimental re-
sults are presented on six different gestures with the accuracy of 90%. Using
Kinect camera (i.e., image along with depth information), Pugeault and Bow-
den [60] proposed recognition algorithms for ASL finger spelling symbols. In
their approach, the finger-spelling alphabets are characterized using shape
based approach along with the depth streams which are then classified using
random forests. The experimental results are presented on four subjects us-
ing their method with and without the fusion of depth streams. Moreover,
the application is presented where the singer selects the symbols in case of
dubious detected signs.
On the other hand, considering the sign language words and sentences,
Braffort [61] proposed an approach for the French Sign Language (FSL) sen-
tences in which the signs are separated into conventional signs, non-conventional
signs and variable signs. In their approach, HMM is used for the recognition
of 44 FSL sentences. Zahedi et al. [62] proposed a technique for the commu-
nication and recognition of word level sign and non-manual features, through
appearance based features for ASL. In their approach, features are computed
from skin intensity threshold and its derivatives and classified using HMM
for words. Similarly, Souza and Pizzolato [63] proposed a system for the
sign language words (i.e., hand actions and face expressions) for Brazilian
Sign Language (BRSL). In their approach, two-layered structure is proposed
where in the first layer, hand shapes are detected using Viola and Jones [64]
and Camshift [65] tracker with a Dynamic Virtual Wall Algorithm. In the
second layer, the temporal and facial features are measured along with the
classification of static gestures to form the words. The expperiments results
are conducted for 21 subjects using Kinect camera using depth streams with
varying kernel functions for the SVM configuration. In the similar way, for the
Greek Sign Language (GSL), Vassilia et al. [66] proposed an approach to rec-
ognize the isolated and continuous sentences. In their approach, the geometric
properties of the hand are utilized to calculate the features for GSL alphabets
which are then classified using HMM. The experimental results are presented
on different cases with 95.8% and 90.5% for the isolated and sequences of
letters respectively whereas achieved recognition rates of 97.4% and 86.2% for
the isolated and connected word recognition respectively. Yang et al. [67]
present an ASL word recognition system using a time-delay neural network.
In their approach, the skin segmentation is carried out along with the motion
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segmentation to identify the hands and face. The experimental results present
40 ASL words with the comparison of one versus all trajectories and achieved
the recognition rate of 96.21% and 99.02% respectively.
Hand postures are also used in command and control interface as well as
in other applications. In this regard, Ren et. al [68] suggested an approach
for hand posture recognition using a part based modelling technique. In their
approach, earth moving distance is computed from the detected fingers to
measure the dissimilarity among the hand shape symbols to recognize the
hand postures. The experiments are conducted for 10 postures (i.e., numbers
from 1 to 10) with 10 subjects and achieved the recognition rate of 93.2%.
However, the results under self-occlusion or occlusion with other hand are
not presented. Simiarly, Licsar [69] developed a hand gesture recognition
system based on the shape analysis of postures. For the classification of
hand shapes, modified Fourier descriptors are used which calculates Fourier
coefficients for hand shapes. Finally, Nearest Neighbor is employed for the
distance metric of modified Fourier descriptor to recognize the hand shapes.
The system is tested for a set of nine postures and the feedback is used to
train falsely detected postures. The results show 76% to 86% recognition
with unsupervised learning whereas in supervised learning, modification of
parameters with feedback resulted in 92% to 95% recognition results. In
similar way, Malassiotis and Strintzis [70] proposed a 3D hand posture system
using appearance based model where 3D information is used to estimate the
hand orientation and PCA is applied for dimensionality reduction. Further,
2D hand silhouettes are extracted by applying skin color segmentation and
these silhouettes are used for hand posture classification. These silhouette
contours are made translation, rotation and scale-invariant through Elliptic
Fourier Descriptors where its coefficients are extracted for classification. The
results of hand posture recognition system are good but robustness of the
system is not given which undermines this approach.
2.4.1 Discussion
The posture recognition is an active domain due to its significance in applica-
tions like sign languages among many others. Similar to gesture recognition, it
is highly context sensitive and therefore it is not possible to bring the research
in a generalized framework because the researchers have taken into account
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fixed assumption and requirements. However, most of the reported work fol-
lowed a standard work-flow including hand segmentation, feature extraction,
tracking and classification where the contribution is marked at several level
of the processes.
Practically, in the literature review, several researchers used gloves to ad-
dress the hand segmentation problem. In these works [57], [61], data is ac-
quired using hand gloves avoiding the segmentation problem and to extract
features robustly. In these approaches, naturalness criterion is violated by the
use of hand gloves. Similarly, in these approaches [56], [59], [69] the hand
posture recognition is performed in static backgrounds setting for good seg-
mentation. Moreover, in this approach [56], [59], the constraints are applied to
acquire the information about hand such as special clothing restriction where
the user is bound to wear the full arm sleeves. Moreover, in this work [55], the
constraints such as user’s hand should remain closest to the camera or user
should wear black belt at the wrist that helps in separating the hand from the
arm region are taken into account for hand segmentation and arm pruning.
Another significant challenge faced in posture recognition is to detect the
distinct features robustly. The basic attributes for the distinct features should
be the invariance to rotation, scaling and translation [69], [67], [70], [68].
However, the disadvantage of these approaches [53], [52] is that they are not
invariant to rotation and so tremendous amount of data is required to train
with different orientation for every symbol to handle the rotation invariance.
Moreover, in the posture recognition, the requirement of high training data
and low memory consumption is addressed by [60], Licsar [69] using the re-
stricted set of hand postures. Similarly, the small training data is used in [62]
but it has the disadvantage that the utterances cannot be classified correctly
in sign language words (i.e., needs more training data). Moreover, the hand
tracking is a difficult problem in computer vision where the self-occlusion and
occlusion of the hands and face are the pertinent challenges. However, the
results of these approaches didn’t address the occlusion problem at all [66],
[68],[70].
As pointed out earlier that fixed assumptions are taken into account lead-
ing to significant constraints in the sign language applications for example:
restriction of static background, user’s clothing conditions like long sleeves
or specific rules for the posture formation. We argue that, such assumptions
violate basic criteria of HCI systems that are naturalness and user flexibility.
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The proposed research aims to introduce new methodologies in vision-based
HCI system that require no restrictions related to background and the user’s
clothing. Moreover, the tracking (i.e., in case of occlusion between hand-hand
or hand face) and feature invariance to translation, rotation and scaling are
not addressed by various researchers making scope of their approach restricted
to certain situation. Another important issue that is the not addressed by re-
searchers in the posture recognition domain is the need of a criterion or func-
tion for features modeling in a way to perform the categorization of symbols
before classifying them. In this way, the mis-classification occurred between
symbols are reduced when they falls into different groups. Moreover, by do-
ing so, the posture symbols need less training samples as well. By employing
these findings, we have proposed an approach for posture recognition for a
flexible environment (e.g., complex background, no clothing restriction, no
special markers etc.) in real-time as presented in Section 4.4.
2.5 Augmented Reality
Augmented Reality (AR) aims to map the virtual components over the real
contents in realistic manner. In the literature, components such as visual,
graphics, and avatars are augmented in different applications such as in the
navigation, games, face recognition, secure identification and many more
[71, 72, 73]. The augmentation is mainly performed in two main ways: marker-
based AR and marker-less AR [74, 75]. In the marker-based AR system [76],
the visual components are displayed on the fixed geometrical patterns (i.e.,
fiducials) whereas in the marker-less AR system [77, 78, 79, 80], the virtual
components are overlaid on the detected objects in the corresponding envi-
ronment. The marker-less AR systems use the body parts (such as, eyes, face,
hands, torso, arms, legs and fingers) to interact with machines for providing an
intuitive interface. However, as these body parts have deformable structures,
the main challenge lies in extracting the consistent geometry over which AR
virtual components (i.e, 3D structures, models etc.) are stitched during free
movements. In marker-less AR systems, the goal is to align virtual compo-
nents with real world to build the perception that two worlds coexist, which
however requires the estimation of intrinsic parameters and camera pose at
each time instance. A huge variety of literature has been suggested in the
domain of marker-based and marker-less AR system but keeping the focus
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of the research, we have confined the proposed related work which have uti-
lized fiducial and hand features as a reference medium for virtual components
augmentation.
2.5.1 Augmentation
In the marker-based AR system, two prominent works are reported in ARTag
[81] or ARToolkit [82] in which the aim is to detect the fiducials using vision-
based approaches. The vision-based approaches are normally divided into
feature-based and model-based approaches where in the former, the goal is
to find the correspondence between 2D extracted image features and their
3D world coordinate system. Finally, 3D coordinates of the features are back
projected into 2D image coordinate to get the camera pose with minimization
of difference between the corresponding 2D features. In ARToolkit [82], the
four corner points of the fiducials are used to estimate the location of 3D ob-
ject rendered. However, the fiducial markers can take other shapes like circle
or rings as well [83]. The model-based approaches utilize a CAD model or
a 2D template for which the object features are tracked. Chun and Lee [75]
proposed an approach using the stereo cameras in which the 3D hand position
and fingertip direction are measured for the interaction with virtual objects.
In their approach, various interactions are supported for the augmented vir-
tual object by changing its color and shape. However, the virtual object’s
augmentation is carried out on the fiducial using the ARTookit library [82] on
the real rendered scene. The advantage of marker based system is to look for
specific fiducial features in image but has the disadvantage that the marker
should be present in addition to hand to be detected in the scene. More-
over, the detected object can always interfere and occlude with fiducials and
therefore, can result in the distortion of marker features.
On the other side, the marker-less AR systems here extracts the hands
components by exploiting different features of the hand (i.e., center, hand
palm, fingers detection) for the interaction with virtual objects. Keeping
this motivation, in [84, 79], the human bare hands are used as a distinctive
pattern instead of a marker for which camera pose is estimated by the detected
fingertips and then the virtual objects are augmented on hand coordinates. In
their approach, the calibration parameters generated from the ground-truth
data is utilized to calculate the coordinate’s data of the detected fingertip
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and the final 3D pose information (i.e., 6-DOF) is mapped over the hand for
application of moving and placing objects. However, the limitation of these
approaches is that the inspection of the object is hindered when the fingertips
are occluded by themselves when the hand is flipping or moving. Moreover, in
these approaches, all the five fingers must be detected for the final camera pose
estimation and these fingers should be outstretched to accomplish the pose
estimation process. With similar assumption of outstretched hand, a marker-
less AR system is presented in [85]. In this approach, the stereo camera system
with depth information and features of the segmented hand are detected and
through pose estimation, augmentation is performed on the hand palm.
Similarly, using two hands, an augmented reality system is proposed by
[86, 87] to manipulate the superimposed visual objects on the bare hand with
a single camera. In their approach, the left hand is used as a virtual marker
and the right hand is used as an interaction interface. Moreover, in their
approach, the vision-based 2D interaction interface is developed with the AR
object by utilizing the tracked fingertips and controlling it using the hand
commands. Recently, in the work [88], Kinect camera is used to track and
recognize the hand gestures on which the 3D models are augmented for virtual
assembly in AR applications. In their approach, the hand tracking and gesture
recognition system is used to detect the user’s interaction to select, manipulate
and assemble 3D models in the virtual assembly process.
2.5.2 Discussion
The augmented reality for marker-based and marker-less system lays its foun-
dation upon the detected features. Therefore, a lot of effort has been carried
out to detect the robust features which can be distorted due to the indoor
or outdoor environment, single or multiple interaction objects, lighting sys-
tems and different type of sensors. Moreover, due to the context sensitiveness
of AR applications, it is difficult to generalize the methodologies for differ-
ent scenarios. However, we have investigated existing mature works used in
marker-based AR system like ARTag [81] and ARToolkit [82]. With this mo-
tivation, in [75] detects the hand and its features and then the interaction
is carried out on the virtual objects by changing its color and shape. The
marker-based systems are accurate using the fiducials but has the limitation
of specific designed markers (i.e., black and white with particular dimensions)
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are to be developed to be used in AR applications. Moreover, like in [75], the
disadvantage is that the markers should be present in the scene in addition to
the detected hands and it should not be occluded with hand as well.
In contrast, the approaches for hand marker-less AR systems detect the
hand and its features by estimating the camera pose to augment the virtual
objects [84, 79, 85]. The main limitation of these approaches is the specific
features (i.e., like all the detected fingertips) to be detected on the hand and
the specific outstretched hand pose for the pose estimation [84, 79, 85]. The
bare hand satisfies the naturalness criteria but in these approaches, specific
hand postures with detection of particular features (i.e., fingertips) restrict
their applicability in AR applications. However, [86, 87, 88] utilize two hands
to make these models flexible for an augmented reality system where left and
right hands are used for different tasks (i.e., left hand as a virtual marker, right
hand act as an interaction interface etc.). The limitation of these approaches
is the complex nature to model the hands and in these approaches, results in
the specific pose being detected and tracked. To conclude, we argue that the
systems developed in hand-based AR system are able to robustly detect the
hands along with its features in an unconstrained environment (i.e., without
using fiducials, long sleeves or specific poses) by satisfying the naturalness and
intuitiveness criterion.
2.6 Summary and Conclusion
The aim of this chapter is to present an extensive survey of gesture and pos-
ture domain along with a detailed insight of related issues. Firstly, this survey
begins with the fundamental concepts required to understand this thesis and is
then followed by the categorization of approaches employed for addressing the
hand gesture and posture recognition issues. Second, keeping in consideration
this categorization, the literature review for hand gesture and posture recog-
nition system is presented highlighting the advantages as well as limitation of
the proposed approaches. Third, we have provided a detailed review of litera-
ture for pose estimation process by presenting the work of various researchers
along with their categorical discussion and analysis in the domain of AR. We
believe that, this survey on hand gesture, posture recognition and Augmented
Reality gives an insight to the readers in these domains and encourages new
research.
Chapter 3
Segmentation
In computer vision, the direct processing of video streams is computationally
expensive (due to the size of the image), so one of the approach is to extract
objects of interest by segmentation. In this chapter, based on the underlined
related issues in Section 1.3, we aspire to describe the context description in
Section 3.1 which is followed by the suggested approach for skin segmentation
in Section 3.2. Afterwards, the blob extraction process is presented in Section
3.3 and its refinement in Section 3.4. Further, experimental results are pre-
sented in Section 3.5 along with the analysis which is followed by summary
and conclusion in Section 3.6.
3.1 Context Description
The detection and recognition is an important and challenging field in com-
puter vision especially body cues (i.e., human face and hands). During the
last two decades, the researchers are continuously devising new approaches
to detect face and hands efficiently for the HCI applications. In this domain,
the interaction medium and the camera settings are selected mainly based on
three main parameters: 1) context and scenario 2) problem definition, and 3)
objectives. Consequently, these parameters lead to the development of new
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Figure 3.1: Proposed skin segmentation framework.
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datasets in image-based HCI for face and hand recognition. For instance, in
face recognition, these datasets ranges from face detection of single to multiple
subjects along with other parameters including face pose, face location, mean-
ingful and distinctive poses, facial expressions, and different ethnicities under
varying conditions such as scene illumination and different backgrounds.
In contrast, the datasets for hand recognition are unconditioned to the
presence of face and are highly dependent on the research context and appli-
cation (i.e., camera can be mounted on the subject’s head or oriented in front
of the subject). In similar context, many researchers used gloves or mark-
ers for the hand to increase the robustness in recognition process problem
which however exclude the segmentation process. But, the bare hands are
indeed recommended for HCI application because it satisfies the criteria of
naturalness, ease and flexibility [28, 89, 16].
The datasets in the hand classification ranges from detecting either single
or both hands in challenging conditions such as occlusions, complex back-
grounds, and varying the skin tones due to different ethnicities. In this re-
search, the objectives are defined for two different contexts with respect to
camera and its orientation. The contexts are defined as:
3.1.1 Context for Gesture and Posture Scenario
In the first context (IIKT-GP), camera is oriented in front of the subject
who is communicating with body language cues through hand gestures and
postures (see Fig. A.1 in Appendix). The streams of 2D images and depth
observations are captured using a Kinect camera [5]. The depth observations
are processed to define region of interest (ROI) to segment the objects ranging
from 30cm to 200cm. Moreover, in experimental scenario settings, upper
body structure of the subject (i.e., both hands and face) should be present in
the scene to recognize and infer the actions (i.e., subject should be present
inside this ROI). The experimental tests in this scenario are conducted for the
skin color model with 640 × 480 pixel resolution under various illumination
conditions. In the configuration settings, the default camera parameters such
as automatic gain control and white balancing remains the same and are not
modified during the entire experimentation process.
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3.1.2 Context for Augmented Reality Scenario
The second context (IIKT-AR) refers to the scene where camera is adjusted
in front of the subject in a tilted manner (i.e., 45 ◦ orientation) for AR sce-
nario (see Fig. A.1 in Appendix). In the hand-based AR scenario, augmenting
the virtual contents preliminary on hands is the key objective, therefore, only
the hands are sufficient to constitute the scene. Besides, in the case of head-
mounted camera, capturing face from single camera is not practical. For the
hand-based AR application, Kinect camera is not technically feasible because
the object of interests (i.e., hands) are in a very close range and therefore, it
is very hard to acquire the depth. So, normal webcam is used to capture the
image observations directly unlike the earlier mentioned context for gesture
and posture recognition. In the configuration settings, 640 × 480 pixels res-
olution images are acquired (i.e., both live and recorded) without tuning the
camera parameters like automatic gain and white balancing during the entire
experimentation process.
3.2 Skin Color Segmentation
Hand and face share a common, unique and quantifiable attribute that is
skin. The skin information defines itself as an important clue to initiate the
segmentation process for transforming the image observations into a calculable
form. By this, we mean to separate the interesting and non-interesting pixels
in the underlying image. The interesting pixels are accumulated together
spatially and constitute blobs (i.e., region of interest) representing the hand
and face. The segmentation based on skin color is functioned on the criterion
of selecting the portion of image correspond to skin. However, performance of
such straightforward segmentation approach is effected due to ambient light,
camera outputs and ethnic groups which contain quite varying skin color tune.
However, in this research, the proposed approach for segmentation offers both
accuracy without sacrificing the generality which is a crucial requirement for
HCI applications [89, 28].
Prior to skin color segmentation, we first transform the color representa-
tion of captured image observations from the captured image RGB to Y CbCr
color space. By doing so, skin information is represented by a compact clus-
ter. Technically, in Y CbCr color space, the skin lies in a compact cluster of
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a) Input Image c) Skin Color b) Depth Range 
Figure 3.2: Ideal case of segmentation where normal Gaussian distribution
works with the trained model having µ [Cb Cr] = [97.2 164.4] and covariance
Σ = [241.57 − 115.44;−115.44 208.66].
chrominance components whereas the effect of brightness variation is reduced
by ignoring the luminance (Y) channel. Further, the segmentation process is
started by extracting skin color distribution from compact cluster. The skin
color distribution is modelled by normal Gaussian distribution [90], character-
ized by two main parameters (i.e., mean and covariance). The Gaussian model
is trained with the database comprising of human skin and other non-skin ob-
jects. Mathematically, Gaussian model parameters [90] such as probability,
mean and variance of a pixel x (i.e., 1D) is formularized as:
P (x) = 1√
2piσ
e−
(x−µ)2
2σ2 (3.1)
where µ is the mean and σ is the standard deviation.
In the proposed approach, as the chrominance components (i.e., Cb and
Cr) are selected for segmentation process, therefore, the input is a 2D vector
(i.e., x = [Cb Cr]T ). Normal Gaussian distribution [90] probability for an
observation x as 2D is calculated as:
P (x) = 1
2pi
√
|Σ|
e−0.5((x−µ)
TΣ−1(x−µ)) (3.2)
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Figure 3.3: Original images and skin color segmentation on long and short
sleeve images.
The covariance matrix Σ is calculated as:
Σ = 1(n− 1)
n∑
i=1
(xi − µ)T (xi − µ) (3.3)
where µ and Σ represents mean vector and covariance matrix respectively.
The computed probability P(x) categorize the pixels as skin and non-skin
pixels as shown in Fig. 3.2 c) and Fig. 3.3 b).
3.3 Blob Detection
The segmentation process gives us interesting pixels using skin color represen-
tation for which the chain code representation method is applied to extract
the contours [91, 92]. These extracted contours are termed as detected blobs
and the blobs with very few contour pixels are ignored. Further, as it can be
seen in Fig. 3.2 that when the subject is in front of the camera, there are
two different categories of skin blobs which are detected in the scene. First
category refers to the face blobs and the second category is referred as hand
blobs. It is important to elaborate it here because in the domain of gesture and
posture recognition, we are interested in the hand blobs and the face is treated
as a secondary background. Primary background refers to the scene without
skin blobs. In the following, we describe how the face blobs are separated
from the hand blobs and provide the analysis that our approach is adaptable
and make use of trained data to use face blobs as a medium to include other
ethnicities as well as the handling the cases when the lightening conditions
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Figure 3.4: a) Face images with Y ,Cb and Cr channels. b) Histogram of Cb
and Cr channel. c) Gaussian fitted on Cb and Cr channel.
change.
3.3.1 Face Blob
The detected blobs are processed to check whether the face exists in the cor-
responding blobs or not. For this purpose, Haar-like features [93] is used to
detect the face. Once the face is detected, the blob is labeled as secondary
background because the main focus of our approach is to recognize the ges-
tures and postures from the input stream (i.e., hand blobs). As the Haar-like
features approach for face identification is based on detecting the facial fea-
tures (i.e., eyes, nose, mouth etc.), so, in the cases when the skin blobs are
not detected by trained data, we detect the face and exploit the facial skin
information. This facial skin information is used to make an online training
of the facial skin pixels using the same procedure described in Section 3.2 and
it returns the mean and covariance matrices for the corresponding subjects
face as shown in Fig. 3.4. By doing so, we get the flexibility that whenever
our skin trained data is unable to identify the skin blobs, the detected face
using Haar-like features helps in the hand skin blob detection (i.e., which are
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Figure 3.5: Ideal and non-ideal case of skin color segmentation due to the
lighting change where normal Gaussian distribution fails to segment the skin,
and therefore, the skin is modelled from the detected face samples. Haar-
detector is used to detect the face. It results in the mean and covariance matrix
of the trained online face samples. (i.e., mean µ [Cb Cr] = [123.3 138.802]
and covariance Σ = [238.1 125.2; 125.2 138.8]).
considered outliers by the trained skin data). As, the facial skin and hand
skin blob has nearly the same color zone, therefore, we can use this skin in-
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formation efficiently from the facial skin regions training and detect the skin
blobs through the online training data.
Fig. 3.5 presents a scenario containing detected face and hand blobs where
a) represents the situation in which the skin regions are detected in the scene
through normal Gaussian distribution and then blobs are detected. This is
an ideal situation where both the face and hands are detected. However,
due to the lightening changes in the scene, there might be some skin pixels
which are not classified correctly. This scenario is presented in Fig. 3.5 b)
where due to sudden lightening changes, skin segmentation gets worse and the
blobs are no more detected. In this case, we detect the face using Haar-like
features and the cropped face is used for the online skin training. From the
face, we compute the histogram of the skin pixels which are then modelled
using normal Gaussian distribution categorized by the mean and covariance
matrices. These matrices are added to the actual trained Gaussian to detect
the blobs in the next frames. Fig. 3.5 c) presents the trained Gaussian
using face data in the left whereas in the right, both trained Gaussians are
presented. Fig. 3.5 d) presents the detection results from the new trained
Gaussian where it can be clearly seen that the skin is correctly classified and
therefore, both the hand and face blobs are correctly detected. In the similar
way, we are able to detect the blobs of the subjects having different ethnicities
in the corresponding scene (i.e., where the training data is not available or
brightness changes rapidly in the scene).
3.3.2 Hand Blobs
After the face detection, hand blobs are left in the image. These blobs vary in
number and can be one or two hands in the scene. Moreover, (HCI) interface
should consider the basic paradigms such as naturalness and user convenience.
For instance, the users should not be restricted to wear short or long sleeves,
should not be restricted to wear hand gloves, or to wear any markers on
the fingers for hand/fingers identification [30, 31, 57, 61]. Particularly, when
the user is wearing short sleeves, segmentation results in the detection of
whole detected blob as a hand but actually, it also includes the arm region
as shown in Fig. 3.2 and Fig. 3.3. The normal segmentation process does
not distinguish the arm region from actual hand region because of the similar
color. Many researchers [56, 59] restrict the subjects to wear long-sleeve shirts
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for resolving this problem. We have addressed this problem using the distance
descriptor in Section 3.4 which detects and eliminates the arm region. Our
proposed system fulfils the above mentioned criteria by taking bare hand of
the user without any gloves or markers or with long sleeves. In the following
section, thus refinement process is presented for the two scenarios described
in Section 3.1 on our dataset.
3.4 Refinement using Distance Transformation
Descriptor
Distance transformation [94] is an approach which implies on binary images
and specifies the distance from each pixel to nearest non-zero pixel. Basi-
cally, it is a geometrical operator with huge applicability in computer vision,
shape analysis, shape recognition and pattern recognition. Practically, dis-
tance transformation has been utilized in literature for the comparison of
binary images resulted from the local feature detectors (i.e., corner detec-
tors, edge operators etc.). For example, comparison of binary images through
Hausdorff matching approaches is carried out by [95] whereas [96] performs it
using Chamfer distance. With the same motivation, distance transformation
is utilized for the skeletonization of various shapes in [97]. In this thesis, we
take the motivation from these presented applications, and use the distance
transformation to extract the hand from blobs consisting of hand and arm and
we refer it as Refinement of skin segmentation. The motivation of utilizing
the distance transformation is to refine and enable the intended application
more natural and less-restricted for the users, for instance, the assumptions
for short sleeves dress codes.
In the proposed approach, distance transformation computes the distance
of each point of plane to the given subset. So, for the binary image I :
ϕ ⊂ Z2 → {0, 255} where the image is interpreted as 2D integer lattice
Z2 consisting of 0 and 255 values [98], the domain ϕ is convex and, ϕ =
{1, · · · ,m} × {1, · · · , n}, m and n are the number of rows and columns re-
spectively in binary image. In this image, black pixels are represented by 0
where as 255 represents the white pixels. In our case, if the skin region is
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Figure 3.6: a-c) The first scenario a) Original image (Gesture and Posture)
b) Distance transformation of the image c) Sample values of distance trans-
formation to extract the palm’s center. d-f) The second scenario (Augmented
Reality) d) Original image e) Distance transformation of the image f) Sample
values of the distance transformation to extract the palm’s center.
represented with all the white pixels, we define this region R as:
R = {p ∈ ϕ|I(p) = 255} (3.4)
In this way, distance transformation generates a map M whose value at each
pixel p is the smallest distance from this pixel to background pixel Rb (i.e.,
non-skin pixels).
D(p) = min{d(p, q)|q ∈ Rb} = min{d(p, q)|I(q) = 0} (3.5)
The resulted image D is the distance map of the original image I. To com-
pute the distance map and resulted image D, numerous distance computation
methods are employed in the literature such as Euclidean distance, city-Block
distance etc. In the proposed approach, we have employed Euclidean distance
between two points p and q as d(p, q). It is computed as:
d(p, q) =
√
(px − qx)2 + (py − qy)2 (3.6)
The reason of not using the non-Euclidean distance is that they get extremely
unstable to rotations such as in skeletonization and computing the medial axes
transformation. Moreover, the shortest path and the maximum object width
computed from the non-Euclidean maps may not correspond to the expected
practical meaning [99].
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In the literature, [100], [56] addressed the gesture and posture recognition
problems with the assumption of user’s wearing the long sleeves. But in the
real scenarios, this assumption is violated especially in our research scenario.
Therefore, we address this problem by measuring the parameters of distance
transformation [99] as a descriptor. This descriptor helps in determining the
hand and palm center, and therefore, eliminates the arm-region thus relaxing
the assumption of subject dress code (i.e., shirt with short sleeves). In the
proposed approach, we adapt this concept on the detected skin pixels and
compute the Euclidean distance to get the transformed distance map using
3 × 3 window size (i.e., distance of each image pixel to the closest zero pixel
and assigning it a score sc) [99]. By using this descriptor, every skin pixel
finds its shortest path to the nearest zero pixel. As the palm’s center point is
normally the farthest pixel in the image from the zero pixel, so, we label this
point as the hand’s center point. Fig. 3.6 shows the sample images for both
scenarios and are described as follows:
• Gesture and Posture Scenario: Gesture / posture recognition where
the subject is in front of the camera performing gesture/posture with
bare hand and short sleeves. Fig. 3.6 (a-c) presents the gesture and pos-
ture recognition image where a) Original image of subject, b) Distance
transformation of image, and c) Sample binary values of the distance
transformation image where the distance scores are presented with the
highest scores to extract hand’s center accurately.
• Context for Augmented Reality Scenario: In the second image
presented for AR scenario in Fig. 3.6 (d-f) where d) Original image,
e) Distance transformation of the image, and f) Sample values of the
distance transformation to extract the hand’s center.
It is noticed that distance transformation using the Euclidean distance helps
in computing the hand’s center accurately with bare hand of the subject in
an unconstrained environment.
3.5 Experimental Results and Analysis
The proposed approach is tested on the real-time scenario taken from IIKT
dataset posing unique challenges, for example, skin detection under different
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Figure 3.7: Gesture and posture scenario a) Original images b) Skin seg-
mented regions utilizing the depth information c) Distance transformation of
the detected blob (i.e., including hands and arm. d) Hand-arm blob extrac-
tion from the classified segmented skin pixels (i.e., shown by green rectangle)
whereas the results from the distance transformation (i.e., hand center) is
drawn as the red circle. e) Hand detection utilizing the distance transfor-
mation as well as the face detection (i.e., green rectangle shows the detected
hand blob whereas face detection from Haar-like features are shown by yellow
rectangle.
illumination conditions and ethnic groups, accurate hand detection for the
subject with short sleeves. Fig. 3.7 and Fig. 3.8 demonstrate these issues
on two scenarios. In the first scenario (see Section 3.5.1), subjects infront
of the Kinect camera (i.e., 3D data streams; image and depth) are drawing
the hand gestural and postural signs whereas normal webcam is used for skin
segmentation and blob detection in the second scenario (see Section 3.5.2) for
Augmented Reality.
3.5.1 Gesture and Posture Recognition Scenario
Fig. 3.7 presents the test sequence from IIKT-GP dataset in which skin
segmentation, distance transformation and blob detection (i.e., face and hand
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a) c) d) b) 
0                 •••                 255 
Figure 3.8: Augmented Reality scenario a) Original images b) Skin color
segmentation of the images. c) Distance transformation of the images (i.e.,
red get the higher values 255 and blue gets the minimum value 0). d) Results
of distance transformation (i.e., marked as red circle) to extract hand palm’s
center.
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blobs) are performed under different lighting conditions and with short sleeves
of a subject. In this sequence, Fig. 3.7 a) presents a scenario where the subject
is performing the gestural and postural actions. Fig. 3.7 b) presents the skin
segmented regions utilizing the depth (i.e., 30 cm to 200 cm) information. Fig.
3.7 c) shows the distance transformation of the detected blob (i.e., which in-
cludes hands and arm. Fig. 3.7 d) presents the hand-arm blob extraction from
the classified segmented skin pixels (i.e., shown by green rectangle) whereas
the results from the distance transformation (i.e., hand center) are drawn by
the red circle. Finally, Fig. 3.7 e) presents the hand detection utilizing the
distance transformation as well as face detection (i.e., green rectangle shows
the detected hand blob whereas face detection from Haar-like features are
shown by yellow rectangle).
3.5.2 Augmented Reality Scenario
Figure 3.8 presents the test sequence from IIKT-AR dataset in which the
subject is making hand postures for the Augmented Reality application. In
this sequence, Fig. 3.8 a) presents original images of the sequence. Fig. 3.8
b) presents the skin color segmentation from normal Gaussian distribution.
Fig. 3.8 c) shows the results of the distance transformation (i.e., red get the
highest value 255 and blue has the minimum value 0 (see legend in Fig. 3.8)).
Fig. 3.8 d) The hand palm is detected through the highest score of distance
transformation and is marked with red circle. It can be seen that from the
scenarios that the distance transformation is able to detect the hands (i.e.,
left and right) correctly in this sequence with short sleeves which signifies the
performance of the distance transformation approach.
3.5.3 Analysis
In this subsection, the analysis is presented for the refinement process of de-
tected blobs (i.e., consisting of arm and hand) using a distance transformation
descriptor. By doing so, the correct detections of hand blobs is carried out for
the gesture and posture feature extraction process. Here, in this subsection,
we have evaluated the performance of the refinement process by precision and
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recall measures as follows:
precision = Correct hand detection (True Positives)Established hand detections (True Positives + False Positives)
(3.7)
recall = Correct hand detections (True Positives)Actual hand detections (True Positives + False Negatives) (3.8)
where actual hand detections denote the record of ground truth in IIKT-GP
and IIKT-AR datasets. In Table 3.1, based on the computed ground truth
and segmentation outcome, the precision and recall are computed to mea-
sure the performance of proposed skin segmented approach with and without
distance transformation for the detection of hand blobs. It is observed that
the results of distance transformation help and improve the blob detection
process (i.e., containing hand and arm) to identify the correct hand palm for
the feature extraction process. The results show the efficiency of proposed
approach and this enables us to detect the hands efficiently under various
conditions. Moreover, the difference in the performance is more pronounced
with the subject is wearing short sleeves as shown in Fig. 3.7 and Fig. 3.8.
Table 3.1: Precision and Recall: Hand Detection and Palm Center with or
without Distance Transformation (DT)
Detection Precision Recall
No DT (IIKT-GP) 0.71 0.68
DT (IIKT-GP) 0.95 0.93
No DT (IIKT-AR) 0.72 0.65
DT (IIKT-AR) 0.96 0.95
3.6 Summary and Conclusion
This chapter aims to describe the methodology developed for skin segmen-
tation for two different contexts in video sequences namely the gesture and
posture recognition, and Augmented Reality scenario. The significance of skin
color segmentation for these contexts is crucial for the higher level process-
ing like feature extraction, hand tracking and classification. Our proposed
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method and its modification (i.e., the case where skin segmentation fails and
refinement through distance transformation) is geared towards addressing the
limitations of existing methods [100], [56], [59], [69] by incorporating the de-
tected face to resolve the skin segmentation issue. Though, segmentation is
not the direct contribution of this thesis, but it is an important step to be-
gin with any further steps like tracking, feature extraction and classification.
The strength of our proposed approach lies in the fact that when the seg-
mentation process fails, the proposed face detection module is activated and
it models the skin patterns from the face to retain the segmentation process.
Moreover, pruning of arm by refining the blobs through distance transforma-
tion descriptor helps to detect the hand blobs accurately in the image which
builds the basis for hand gesture and posture feature extraction process for
both scenarios.
Chapter 4
Feature Extraction and
Tracking
Feature extraction is a crucial step in image processing and computer vision
problems. In this thesis, the conducted research is confined to detect and
recognize gestural and postural actions, and for this purpose, global and local
features are computed from the segmented blobs. Moreover, occlusion is han-
dled through an iterative closest point algorithm which takes local features as
observations and resolves the ambiguities between the hands and face to main-
tain the tracking process. In the following sections, feature extraction process
is presented which is used for gesture and posture recognition in Section 4.1
followed by detailed description in Section 4.2, 4.3 and 4.4. The fusion types
for different posture features are presented in Section 4.5 which is followed by
object tracking (i.e., hands and face) in Section 4.6. Finally, this chapter ends
with a summary and conclusion in Section 4.7.
4.1 Features
Features describe an object’s underlying characteristics which should be dis-
tinctive for every specific action, is a basic requirement of classification. Ro-
bust feature detection is a crucial and challenging task under uncontrolled
environment; therefore, multiple features are utilized to ensure consistent per-
formance of gesture and posture recognition [16]. Therefore, in the proposed
work for posture recognition, different statistical and geometrical features are
concatenated to acquire higher performance. The feature set (Ft) for hand
gesture and posture recognition system along with fingertip detection at any
time instance t is denoted by:
F = {Gstr, Pstr, FT} (4.1)
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Figure 4.1: Geature and posture recognition: Extraction of gesture and pos-
ture features with analysis.
The feature set (F ) consists of features for gesture (Gstr), posture (Pstr)
and fingertip (FT ) detection as shown in Fig. 4.1. In the following sections,
feature extraction process is presented in Section 4.2, 4.3 and 4.4.
4.2 Gesture Features
The gesture process takes input as refined segmented blob (i.e., hand) (i.e.,
presented in Section 3.4) where the scores from distance transformation help to
extract the hand palm as an accurate region of interest to detect hand features.
The hand features are inherently static feature set but for the meaningful
gestures, these features are measured over a series of time intervals to recognize
the complete gestural pattern (i.e., determined over a period of approximately
1 sec) utilizing the Bezier descriptor as described in the following section.
4.2.1 Bezier Descriptors
In the proposed approach, drawn gestures are recognized by modeling the
extracted hand centroid points as presented in Section 3.3 (i.e., blob’s cen-
ter from the detected skin segments)1, collectively using Bezier descriptor as
shown in Fig. 4.2 and Fig. 4.3. The proposed approach differs from other
1The term hand centroid points refers to image-based computed centroid point of the
extracted hand. These points act as control points when computing Bezier curves. In the
context of Bezier curves, these terms are used interchangeably unless specified.
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Figure 4.2: Gesture stream with detected hand centroid points (i.e., yellow
points) and Bezier points (i.e., red points). The features ϑ are computed from
the consecutive Bezier points which are then binned to generate the feature
vector signature. The left figure represents the gesture stream (1 second data)
by fitting a curve of N = 15 Bezier points whereas the right figure shows the
fitted Bezier points.
approaches [39, 33] as it is not relying on input hand centroid points but on
fitted curves to form smoother trajectories for the classification process. More-
over, the extracted Bezier descriptors produce reliable features even for lower
frame rates (i.e., captured frames per second which is not possible in other
approaches [39, 55, 33, 11] because of its entire dependence on hand features
data). The Bezier descriptor is computed by transforming the hand centroid
points (i.e., control points) into a set of Bezier points [101, 102] (N = 15)
as shown in Fig. 4.3. The Bezier features are computed by finding the dif-
ference between two consecutive Bezier points which are then quantized and
concatenated resulting in Bezier descriptor (Bd). In the training phase, Bezier
descriptor for each gesture symbol is constructed as shown in Fig. 4.6 and
Fig. 4.7 which is then used in testing phase to classify the gesture symbols.
Mathematically, Bezier descriptors (Bd) are represented for each gesture
symbol through the transformation of control points in the form of Bezier
points. In practice, the polynomial or piecewise polynomials are employed to
approximate and represent Bezier curves (B). These polynomials [103, 102]
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Figure 4.3: Gesture stream with detected hand centroid points CP (i.e., yellow
points) and Bezier points BP (i.e., red points). The fitted Bezier points
are built from hand control points by varying number of fitting points N =
{5, 10, 20, 30} which results in trajectories.
can be of various degrees and are defined as:
B(t) =
d∑
i=0
Cit
i = C0 + C1t+ C2t2 + · · ·+ Cdtd (4.2)
Ci =
n!
(n− i)!
i∑
j=0
(−1)(i+j)Pj
j!(i− j)! (4.3)
The representation of these polynomials results in the approximation of Bezier
curves. These Bezier curves can be generalized to higher dimensions which
are difficult to control in higher dimensional space, therefore, in the proposed
approach, Bezier points are modelled to represent gestures (i.e., 2D space). A
linear Bezier curve [104]to represent a line segment has the following form:
B(t) = (1− t)P0 + tP1; t ∈ [0, 1] (4.4)
where P0 and P1 are input points. This mathematical representation [104, 103]
is extended to higher dimensional space which has the following form:
B(t) = (1− t)dP0 + dt(1− t)(d−1)P1 + · · ·+ tdPd (4.5)
=
d∑
i=0
d!
i!(d− i)!t
i(1− t)(d−i)Pi (4.6)
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1
Figure 4.4: The drawing patterns of hand gestural symbols for alphabets and
numbers.
=
d∑
i=0
Pib(i,d)(t) (4.7)
where b(i,d) are Bernstein polynomials which forms the base for all the poly-
nomials of degree ≤ d. The motivation of using Bezier curves is to exploit
its convex hull property which ensures that the curve is always confined and
controlled with its control points.
Utilizing these Bezier points, orientation ϑ is computed between the two
consecutive points to extract the feature vector. The orientation between two
consecutive Bezier points (Bzix,y, Bzi+1x,y ) is presented as:
ϑi = arctan
(
Bzi+1y −Bziy
Bzi+1x −Bzix
)
; i = 1, 2, ..., T − 1 (4.8)
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Figure 4.5: Training samples of Gesture ‘7’ (left) and Gesture ‘9’ (right)
used in the classification. X-axis shows the features vector trajectory and the
quantized feature values are shown in Y-axis.
where T represents length of gesture drawing path, Bzi+1x,y and Bzix,y are two
consecutive Bezier points.
4.2.2 Features Binning
In features binning process, the measured orientation ϑ is binned down into
different indexes compatible for the classification process. In the proposed
approach, orientation ϑ is scaled down into 8 bins with the factor of 45 degrees
to get quantized features (Qf) and by concatenating these features; Bezier
descriptors (Bd = {ϑ1, · · · , ϑT−1}) are formed.
Fig. 4.6 presents the first sequence performed along with its features in
graphs. Fig. 4.6 shows the frames of the sequence at various instances with
hand centroid points (i.e., control points in yellow color) along with the Bezier
points (i.e., red points). The Bezier features (ϑ) are computed from the con-
secutive Bezier points which are binned to generate the feature vector. Here,
the gesture stream (1 second data ≈ 30fps) at each time instance is repre-
sented by 14 Bezier points (i.e., shown by green curve in the tracked trajec-
tory). In the graphs of Fig. 4.6, X-axis shows the feature vector trajectory
and quantized feature values are shown in Y-axis. The graph at left shows
the quantized feature generated from Bezier points with no gestural pattern
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Figure 4.6: Example of gestural action formation for Gesture ‘9’ where orig-
inal detected hand control points (i.e., yellow points) and Bezier signature
points (red) are presented. The graphs show the extracted quantized features
(Qf) measured from consecutive Bezier points along with the features trajec-
tory. X-axis shows the features vector trajectory and quantized feature values
are shown in Y-axis. Left graph shows the features with no gesture detected
Gesture ‘-1’ (i.e., Fr 4, Fr 9, Fr 19, Fr 25) whereas right graph presents the
features for Gesture ‘9’ (i.e., Fr 31).
detected at Fr. 4, Fr. 9, Fr. 19, Fr. 25 whereas the right graph shows Bezier
points for detected Gesture ‘7’ at Fr. 31. Similarly, the second sequence is
presented in Fig. 4.7 where the images are shown for Gesture ‘7’. In this se-
quence, the left graph shows the quantized features from Bezier points where
no gesture is detected (i.e., at Fr. 9, Fr. 16, Fr. 26) whereas in the right
graph, Gesture ‘9’ is detected at Fr. 29 and Fr. 33.
4.3 Fingertip Detection
Fingers define the structure and semantics of hand (e.g., hand modeling, ASL,
and posture signs). So, the detection of fingers from hand blob is challenging
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Figure 4.7: Example of gestural action formation for Gesture ‘7’. In the figure,
original detected hand control points (i.e., yellow points) and Bezier signature
points (i.e., red points) are presented. The graphs present extracted quantized
features measured from consecutive Bezier points with features trajectory. X-
axis shows the features vector trajectory and the quantized feature (Qf) are
shown in Y-axis. Left graph shows the features with no gesture detected
Gesture ‘-1’ (i.e., Fr 9, Fr 16, Fr 26) whereas right graph presents the features
for Gesture ‘7’ (i.e., Fr 29, Fr 33).
due to the similar attributes of all the fingers (i.e., same visual characteristics).
Based on this fact, the geometrical characteristics (i.e., contour) of the hand
are exploited to extract the fingers. Mathematically, the contour segment
(Cs) of detected hand in each image I is defined as: I : Cs = {Pi}, i =
1, 2, · · · , N . Pi are the contour points in the segment with the spatial location
(xi, yi). Next, curvature is estimated from the neighbor contour points to
detect the fingertip. Mathematically, by utilizing the curvature values, ratio
of length (i.e., sum of distances that a curve has) and displacement (i.e.,
distance measure from the first to last point if curve covers a straight line)
are determined. So, for each contour point (Pi) , the curvature centered at i
for each pixel-wise distance vector (di) is defined as:
di = {d(i−M/2), d(i−(M/2−1)), · · · , di, di+1, · · · , di+(M/2)−2, di+(M/2)−1} (4.9)
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di =
√
(xi − x(i+1))2 + (yi − y(i+1))2 (4.10)
where M is the window size or the number of selected contour points for
curvature estimation and is adaptively determined according to the hand palm
size. If the palm size is bigger, more contour points are considered in this
window for the curvature estimation process and vice versa. Moreover,as each
contour point is centered at i, so one half of the window points is selected
before and the other half is selected after this point. The computed distances
di are then summed up to get the final distance si for the window as:
si =
i+M/2−1∑
i−M/2
||di|| (4.11)
The displacement for each contour point Pi is defined as distance of the first
and last contour points inside the window:
ri = ||Pi−M/2 − Pi+M/2−1|| (4.12)
Curvature κi is computed from the following equation:
κi = si/ri (4.13)
where i is contour point of the hand at which curvature κi is estimated.
The main idea of finding the high curvature values from contour pix-
els results in the detection of fingertips. In the physical structure of the
hand, the fingertips are always present at the high peak points, so we con-
sider only those contour points which lie in these peak regions with nor-
malized distance nD >= 0.7 for fingertips detection. Moreover, an empir-
ical threshold 2.3 is computed in the experimentation process to remove all
the points where the curvature is less than this threshold. After pruning
these curvature points, only o candidate points are left which are defined as:
L = {L1, L2, · · · , Lo}. The next step is to find the corresponding candidate
regions from the candidate points L. Therefore, we apply the clustering op-
eration to categorize these candidate points to build candidate regions. A
candidate region is the region where the candidate points are spatially clus-
tered together Q = {Q1, Q2, · · · , Qu} with u, the total number of candidate
regions. Consequently, the number of candidate regions represents the num-
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Figure 4.8: Original image with detected fingertips (i.e., Cu (red and green de-
tected points)) in IIKT-GP dataset. The left graph shows hand contour pixels
with curvature values whereas the right graph shows the normalized distance
(nD) from hand’s contour center pixels. Based on our criteria, curvature
(Cu >= 2.3) and normalized distance (nD >= 0.7); the fingers candidate
points are detected on which the clustering operation is applied to detect two
fingertips (i.e., F = 2).
ber of fingers (i.e., fingertips of the hand). Finally, the mean of each candidate
region points are taken which gives the reference fingertips candidate points
F = fv, v = {1, 2, · · · , V } as shown in Fig. 4.8 and Fig. 4.9.
Fig. 4.8 presents the first image and detected fingertips (i.e., Cu). In the
graphs, contour pixels of the hand are presented with curvature values in left
graph whereas the right graph shows the normalized distance (i.e., nD) from
hand’s contour center pixels. Moreover, we select the points as a candidate for
the fingertip when curvature Cu >= 2.3 and normalized distance nD >= 0.7.
In this case, two candidate regions Qu (i.e., u; the total number of candidate
regions) are extracted which defines number of fingertips detected by taking
mean to get the fingertips candidate points (i.e., F = 2). Similarly, Fig. 4.9
presents the second image of hand posture and fingertip detection. In this
case, two candidate regions are extracted which defines number of detected
fingertips.
In this way, the fingertips are detected for at each frame and Table 4.1
presents the confusion matrix of detected fingertips. It is observed that mis-
classification exists in the neighboring detected fingertips and is due to the
reason that only +/ − 1 detected fingertip is wrong or wrongly detected. A
higher rate of mis-classification exists between the hands with two and three
detected fingertips. This mis-classification is due to high curvature peaks
detected from hand contour points (i.e., noisy contour points) which effect
the clustering process and result in the erroneous fingertip detection. In this
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Figure 4.9: Image with detected fingertips (i.e., Cu (red detected rectangles)).
The left graph shows hand contour pixels with curvature values whereas the
right graph shows the normalized distance (nD) from hand’s contour center
pixels. Dependent on our criteria, curvature (Cu >= 2.3) and normalized
distance (nD >= 0.7); the fingers candidate points are detected on which the
clustering operation is applied to detect two fingertips (F = 2).
way, the fingertips are efficiently detected for different hand postures using
the set criteria by avoiding the wrong detection as shown in Table 4.1.
In this thesis, the outcome of fingertip process is utilized in two approaches
namely categorization and hand skeleton as follows:
• Categorization: Fingertip detection is utilized to categorize the pos-
ture symbols into groups (i.e., criterion based on how many fingers are
detected?) as presented in Section 5.2.2 based on the number of partic-
ipating fingertips. By doing so, the mis-classifications among the hand
posture symbols is reduced significantly.
• Hand Skeleton: Fingertips are detected as a feature to develop the
hand skeleton as presented in Section 7.1 where the fingertips are utilized
as a starting path in the path derivation process (i.e., from fingertips to
hand palm).
4.4 Posture Features
Fusion of multiple features improves the performance in recognition. With this
motivation, in the feature extraction process for posture recognition, statistical
and geometrical properties of the hand are computed and integrated resulting
in a combined feature vector set denoted as:
Pstrt = {stat, geo} (4.14)
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Table 4.1: Confusion Matrix: Fingertip Detection
Prediction
FT 0 1 2 3 4 5
Tr
ut
h
0 99.8% 0.2% 0% 0% 0% 0%
1 1.2% 96.8% 2.0% 0% 0% 0%
2 0% 0% 95.1% 4.9% 0% 0%
3 0% 0% 0.9% 99.1% 0% 0%
4 0% 0% 0% 0.6% 99% 0.4%
5 0% 0% 0% 0.6% 1.7% 97.7%
In the proposed approach, the focus is to compute features (i.e., which are
Figure 4.10: The standard ASL finger-spelling alphabets and numbers.
invariant to translation, rotation and scaling) for detecting the American Sign
Language (ASL) postures. As, the statistical feature set is derived from mo-
ments, therefore, a quick view on the moments is presented before feature
derivation process in following section.
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4.4.1 Statistical Feature Vectors
In the proposed approach, statistical feature vectors are derived from Hu-
Moments [105] containing various properties according to the order of mo-
ments. The feature vector of statistical features is:
Statpstr = {ψ1, ψ2, ψ3, ψ4, ψ5, ψ6, ψ7} (4.15)
Where ψ1 is the first Hu-Moment and so on.
Hu [105] derived a set of seven moments which are translation, orientation
and scale invariant. The equations are computed from the second and third
order moments. Hu invariants are extended by Maitra [106] to be invariant
under image contrast. Later, Flusser and Suk [107] have derived the mo-
ment invariant, that are invariant under general affine transformation. The
equations of Hu-Moments are defined as:
ψ1 =η20 + η02 (4.16)
ψ2 = (η20 − η02)2 + 4η211 (4.17)
ψ3 = (η30 − 3η12)2 + (3η21 − η03)2 (4.18)
ψ4 = (η30 + η12)2 + (η21 + η03)2 (4.19)
ψ5 = (η30 − 3η12) (η30 + η12) [(η30 + η12)2 − 3
(η21 + η03)2] + (3η21 − η03) (η21 + η03)
[3 (η30 + η12)2 − (η21 + η03)2] (4.20)
ψ6 = (η20 − η02) [3 (η30 + η12)2 − (η21 + η03)2]+
4η11 (η30 + η12) (η21 + η03) (4.21)
ψ7 = (3η12 − η03) (η30 + η12) [(η30 + η12)2 − 3
(η21 + η03)2] + (3η12 − η30) (η21 + η03)
[3 (η30 + η12)2 − (η21 + η03)2] (4.22)
Hu-Moments are derived from a set of seven moments. These seven moments
are second and third order moments. The zero-th and first order moments
are not used in the feature extraction process. The first six Hu-Moments are
invariant to reflection [108] whereas the seventh moment changes the sign.
These second and third moments are derived from central moments in which
I(x, y) is a digital image with the dimension M ×N . The central moments of
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order (p+ q) is presented as:
µpq =
M−1∑
y
N−1∑
x
(x− x¯)p(y − y¯)qI(x, y) (4.23)
To calculate x¯ and y¯, the absolute moments of order (p+ q) are computed as:
mpq =
M−1∑
y
N−1∑
x
xpyqI(x, y) (4.24)
where
x¯ = m10
m00
; y¯ = m01
m00
(4.25)
The central moments up to third order is written as:
µ00 = m00 (4.26)
µ01 = µ10 = 0 (4.27)
µ11 = m11 − x¯m01 = m11 − y¯m10 (4.28)
µ20 = m20 − x¯m10 (4.29)
µ02 = m02 − y¯m01 (4.30)
µ21 = m21 − 2x¯m11 − y¯m20 + 2x¯2m01 (4.31)
µ12 = m12 − 2y¯m11 − x¯m02 + 2y¯2m10 (4.32)
µ30 = m30 − 3x¯m20 + 2x¯2m10 (4.33)
µ03 = m03 − 3y¯m02 + 2y¯2m01 (4.34)
The above moments are translational invariant but to make them scale in-
variant, these moments are normalized keeping in consideration the order of
moment as:
ηpq =
µpq
mγ00
; γ =
(
(p+ q)
2 + 1
)
; p, q ∈ {2, 3, · · · ,∞} (4.35)
Properties of Moments:
• Zero Order Moment: Zero order moment measures the total mass of the
image or any detected object. In the proposed approach, zeroth moment
calculates the area of hand (i.e., total number of pixels representing the
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hand).
• First Order Moment: First order moment values represents the funda-
mental properties like center of gravity of detected objects (i.e., hands).
The center of gravity defines object’s location in the image and is used to
represent an object in terms of translation invariance in central moment.
• Second Order Moment: Second order moment values yield the direction
of the main axis of the distribution. Precisely, m20 is the variance of the
distribution w.r.t X-axis, m02 is the variance of the distribution w.r.t
Y-axis. m11 is the covariance of x and y. The useful features derived
from the second order moments are the computation of the principal
axes, image ellipse and radii of gyration [109].
• Third Order Moment: The third order moment gives image projection
on X and Y-axis. The binarized image of hand is the input to determine
properties and features of the hand. The third order moments m30 , m03
define the skewness of image projections. The degree of asymmetry of
the distribution is known as skewness. The coefficient of skewness is used
to find skewness of the projection. From the analysis of the principal
axis, second order moment find the orientation with the help of variance
and covariance. However, it does not guarantee a unique orientation
because 180 degree ambiguity still exists in it. For this problem, third
order moment is used which helps to resolve the ambiguity because 180
degree changes the sign of skewness on either axis.
To summarize, zeroth moment contributes in finding the area of the hand.
The first moment determines the mean values of the hand. The second mo-
ment contributes to find variance and covariance in both axes. It can also be
approximated by an ellipse and represented by the principal axis. Skewness
of the hand is computed by third moment. Precisely, all these moments are
fused together to give the features set which helps to recognize alphabets and
numbers correctly.
4.4.2 Geometrical Feature Vectors
Geometrical feature set contains two features: circularity and rectangularity.
These features are computed on refined hand blobs and vary from alphabet
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to alphabets. The feature set is described as.
Geopstr = {Circ, Rect} (4.36)
Circularity: Circularity measures that how much the object’s shape is closer
to the circle. In the ideal case, circularity is one for circle but circularity ranges
from 1 to infinity. As, the values of circularity ranges till infinity, therefore,
the normalization step is performed which takes the maximum value from all
the posture symbols set. Circularity Circ is defined as:
Circ = Perimeter
2
(4Π× Area) (4.37)
where Perimeter is the hand’s contour and Area is the total number of hand
pixels.
Rectangularity: Rectangularity characterizes the similarity of an object with
a rectangle. In ideal case, the rectangularity is 1 for the rectangle, however,
it ranges from 0.5 to infinity. Similar to circularity, normalization step is
also required for the rectangularity to keep it in range (i.e., from 0 to 1).
Rectangularity Rect is defined as:
Rect = Area
l × w (4.38)
where Area is the total hand pixels, l is length and w is width.
4.4.3 Categorization based on Fingertip Detection
The main aim of categorizing fingertip is to divide posture symbols (i.e., ASL
alphabets (Posture Set = {A,B,C,D,E, F,G,H, I,K, L,O, P,Q,R, U, V,W,X, Y }))
into different classes to increase the performance (i.e, recognition rate) [16].
Moreover, it directs the classifier to recognize the symbols within respective
groups instead of traversing the whole posture dataset, thus optimizing the
classification process along with enhancing the robustness. In Table. 4.2,
the posture dataset is divided into four groups depending upon the detected
fingertips.
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Figure 4.11: a) Sample images from sequence presents the hand posture signs
‘A’ in bounding boxes detected through skin segmented process at various
time instances (i.e., Fr. 3, Fr. 92, Fr. 146, Fr. 173, Fr. 436). b) Upper
graphs represent the feature vector set (i.e., left - statistical features second-
order moment, middle - statistical features third-order moment and right -
geometrical features) c) Lower graphs represent the normalized feature vector
set (i.e., left - statistical features second-order moment, middle - statistical
features third-order moment and right - geometrical features).
4.4.4 Experimental Results
The experimental setup in posture recognition involves the data acquisition
process through Kinect camera, skin segmentation, hand detection and feature
extraction. We have demonstrated the applicability of our proposed posture
recognition on real-situations with 480 × 640 pixels image resolution. The
experiments are conducted on 1000 video observations of four subjects per-
forming various hand postures (i.e., with varying fingers) with short-to-long
sleeves in a flexible manner.
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Figure 4.12: a) Sample images from sequence presents the hand posture sign
‘B’ in bounding boxes detected through skin segmented process at various
time instances (i.e., Fr. 3, Fr. 99, Fr. 140, Fr. 184, Fr. 243). b) Upper
graphs represent the feature vector set (i.e., left - statistical features second-
order moment, middle - statistical features third-order moment and right -
geometrical features) c) Lower graphs represent the normalized feature vector
set (i.e., left - statistical features second-order moment, middle - statistical
features third-order moment and right - geometrical features).
Fig. 4.11 presents the images of first sequence performed by a subject
along with its features in graphs. In Fig. 4.11 a) original frames of the stream
show the hand posture for sign ‘A’ in bounding boxes detected through skin
segmented process at various time instances (i.e., Fr. 3, Fr. 92, Fr. 146,
Fr. 173, Fr. 436). For these hand posture signs, statistical and geometrical
feature vector set are computed. Fig. 4.11 b) presents the statistical feature
vectors (i.e., features from second-order (left graph) and third-order moments
(middle graph)) and geometrical features (right graph). The normalization is
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Table 4.2: Fingertip Detection
FT GroupNr. Symbols (Alphabets) Symbols (Numbers) Example
0 1 A, B, E, F, O, X 0
1 2 A, B, D, F, G, H, I, R, U 1
2 3 C, K, L, P, Q, V, Y 2
3 4 W 3, 6, 7, 8, 9
4 5 - 4
5 6 - 5
performed on the detected feature set to get the normalized feature vector set
as shown in Fig. 4.11 c) (i.e., normalized statistical features from second-order
(left graph) and normalized statistical third-order moments (middle graph))
and normalized geometrical features (right graph). In these graphs, X-axis
shows the frames whereas the feature values are shown in Y-axis. These
normalized features are used after the categorization of posture symbols in
the classification.
Similarly, Fig. 4.12 presents images of the second sequence performed by
a subject along with its features in graphs. Fig. 4.12 a) shows the origi-
nal frames of hand posture signs ‘B’ at various time instances (i.e., Fr. 3,
Fr. 99, Fr. 140, Fr. 184, Fr. 243) with different rotations. For these hand
posture signs, statistical and geometrical feature vector sets are computed.
Fig. 4.12 b) presents statistical feature vectors (i.e., features from second-
order (left graph) and third-order moments (middle graph)) and geometrical
features (right graph). The normalization operation is performed on the de-
tected feature set to get the normalized feature vector set as shown in Fig.
4.12 c) (i.e., normalized statistical features from second-order (left graph) and
normalized statistical third-order moments (middle graph)) and normalized
geometrical features (right graph) which are then used in the classification of
posture symbols after the categorization step.
4.5 Feature-Level Fusion for Posture Features
The objective of fusing features is to improve the recognition rate of decision-
making process [110]. Normally, there are three types of feature fusion namely
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early fusion, cascaded fusion and decision-level fusion.
• Early Fusion: In the early fusion, various computed features are inte-
grated into a single feature vector.
• Cascade-level Fusion: The cascaded fusion produces the intermediate
results by considering each feature at a time and generate the final
decision based on the intermediate states.
• Decision-level Fusion: In the decision-level fusion, the decision of
different features are combined to form a single decision.
In the posture features, the feature-level fusion approach is employed to im-
prove the classification rate in the recognition process. We have fused the
statistical and geometrical attributes of the hand to form a feature set for
classification process. This feature set is denoted as:
Pstrt = {ψ1, ψ2, ψ3, ψ4, ψ5, ψ6, ψ7, Circ, Rect} (4.39)
These features are given in Table. 4.3 and their analysis with the classification
results are presented in Section 5.2.2.
Table 4.3: Feature Combinations for Posture Analysis
Hu(2-O) Hu(3-O) Geometrical Set Features Combination2
A1 (FT) X {ψ1, ψ2}
A2 (FT) X {ψ3, ψ4, ψ5, ψ6, ψ7}
A3 (FT) X {Circ, Rect}
A4 (FT) X X {ψ1, · · · , ψ7}
A5 (FT) X X X {ψ1, · · · , ψ7, Circ, Rect}
4.6 Tracking
Tracking is an essential and challenging task in computer vision to correctly
trace, interpret and infer the underlying object activities in the scene. Track-
ing maintains the object identities (i.e., by having the position or shape of
2Eq. 4.22 presents the Hu-Moments, Eq. 4.37 presents the circularity feature and Eq.
4.38 presents the rectangularity feature
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object) over time in the scene that is used in a wide range of applications in
the field of object tracking (such as cars, persons etc.), gesture and posture
cues (i.e., hand tracking), eye gaze tracking, face and facial features tracking,
event understanding and traffic monitoring etc. The challenge arises in the
tracking domain due to abrupt object’s motion or camera motion, illumination
changes, object’s appearance changes, object-object or object-scene occlusion
etc.
In the domain of gesture and posture recognition, identities of hands and
face should be maintained during the motion as well as when the hands and
face occludes each other (i.e., partial and full occlusion). In the literature,
various approaches [111, 112, 113] have been proposed to address the tracking
paradigms under partial and full occlusions with varying lighting conditions.
There are three main categories for the objects tracking namely statistical
tracking, kernel tracking and shape tracking.
• In the statistical tracking, state estimation techniques are employed to
measure the state of the underlying objects at any time such as Kalman
filter, particle filter, and Bayesian inferences [113].
• Kernel tracking employs the template or classifier based approaches to
trace the underlying objects in the scene [114].
• Shape tracking utilizes shape or contour matching approaches to track
the objects in the underlying scene [115].
In the proposed approach, we have taken shape features and employed (ICP)
to align and match the model points (i.e., 2D contour points with depth at
frame i) to target points (i.e., 2D contour points with depth at frame i+1). In
this step, every model contour point is paired with the closest target contour
point and ICP is used to determine the model transformation by minimizing
the distance between each pair. The model is then adjusted accordingly and
each contour point is paired again with the closest target contour point. ICP
is applied to transform the model points to better fit the target contour point
and this process is iterated until the paired contour points don’t change in
ICP alignment. Next, ICP algorithm determines and utilizes the estimated
position of detected target points at frame i+ 1 to initialize the model in the
next frame i + 2. Finally, the detected matched points represent a form of
motion tracks of the underlying objects (i.e., hands and face). After getting
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the tracks of different objects (i.e., hands and face), the association of objects
is carried out depending upon the aggregated distances to determine if the
track is an optimal one or not (i.e., determine the identities of the objects).
For determining the closest point, we define the set of model points as
P = {p1, · · · , pn} and the target points Q = {q1, · · · , qn} in vector space X
(Euclidean vector space). The ICP algorithm is stated as:
1. Find the closest points Q corresponding to every point from model P
using FLANN algorithm [116].
2. Computation of the best rotation (R) and translation (T ) matrix be-
tween the model points and closest target points.
3. Move the model points to the determined transformation, compute error
(i.e., translation error Et and rotation error Er).
4. Iterate until it converges completely.
The iteration process ends when termination condition is satisfied which is: if∥∥∥Ri −R(i−1)∥∥∥ < Er and ∥∥∥T i − T (i−1)∥∥∥ < Et, where Et and Er are the thresh-
olds for translation and rotation respectively.
In the proposed approach for gesture recognition, FLANN based matching
algorithm is employed to determine the closest points using the randomized
kd-trees [117] because of its robust performance in higher dimensional spaces
over classical kd-trees. In the classical kd-tree algorithm, data is splitted in
half at every level of tree on the dimension where the data has the highest
variance. In comparison, the randomized trees are constructed by randomly
choosing the split dimension from the first D dimensions where the input data
has the highest variance. Moreover, during the tree search, a single priority
queue is maintained across all the randomized trees to order the search process
by increasing distance to each bin boundary. The result of FLANN matching
gives the pairs of 2D contour points with depth information from which the
transformation between the model and target contour points are determined
by taking the mean of these two sets. Afterwards, from the computed dis-
tances, correlation matrix is built and Singular Valued Decomposition (SVD)
is applied to get the rotation and translation matrices using U and V matrix.
Finally, mean square distance between the model and target point sets are
compared to recognize whether the two contour point sets are from the same
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Figure 4.13: Sequence of gestural action where the subject is drawing Gesture
‘K’. In the sequence, original detected hand and face blobs are presented (i.e.,
images with and without hand-face occlusion). It can be seen in the images
that occlusion starts from Fr. 60 and ends at Fr. 70. The identities (i.e.,
faceID = 0 and handID = 1 shown only in occlusion) are maintained during
the whole sequence utilizing the ICP algorithm with FLANN tracker.
hand or not. If the distance is smaller than a threshold, these two contour
points belong to the same hand or face, otherwise these are different hands or
face.
Fig. 4.13 presents the gestural action sequence where subject is drawing
Gesture = K. In this sequence, 3D points of extracted blobs (i.e., hands
and face) are matched with previous frames 3D points using ICP, equipped
with FLANN tracker (i.e., with and without hand-face occlusion). Moreover,
it can be seen from the sequence that there is no occlusion between Fr. 9 to
Fr. 59 and ICP with FLANN tracker maintained the hand and face identities
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Figure 4.14: Example of gestural action formation where the subject is draw-
ingGesture ‘K’. In the sequence, Bezier points (red) are presented. The graphs
present extracted quantized features measured from consecutive Bezier points
with features trajectory. X-axis shows the features vector trajectory and the
quantized features (Qf) are shown in Y-axis. Left graph shows the features
with no gesture detected Gesture ‘-1’ whereas right graph presents the fea-
tures for Gesture ‘K’ (i.e., in Fr. 70 to Fr. 77) along with no gesture detected
in the other frames.
as shown in Fig. 4.14 by the Bezier curve trajectories. The hand and face
occlusion starts from Fr. 60 and ends at Fr. 70 in which ICP with FLANN
tracker maintained the identities of hands and face (i.e., faceID = 0 and
handID = 1) successfully as shown in the Fig. 4.13 and their trajectories
can be seen in Fig. 4.14. After Fr. 70, the occlusion process ends and the
individual contours are detected for hands and face (see Fig. 4.13 and Fig.
4.14).
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Fig. 4.14 presents the Bezier points (i.e., marked with red points) and
feature trajectory graphs for the gestural symbol K. In graphs, the extracted
quantized features calculated from consecutive Bezier points are presented.
Left graph shows the features with no gesture detected Gesture ‘-1’ whereas
right graph presents the features trajectories for Gesture ‘K’ (i.e., in Fr. 70
to Fr. 77) along with no gesture detected in the other frames (i.e., Fr. 78 to
Fr. 85). In this way, we are able to perform gestural and postural actions
utilizing the ICP equipped with FLANN tracker under occlusion in complex
scenarios.
4.7 Summary and Conclusion
In this chapter, we have presented the feature extraction and tracking ap-
proach along with experimental results. The feature extraction starts with
the hand gesture features where the Bezier descriptors are constructed from
the hand centroid points. Further, the fingertip detection is demonstrated
which is used as a criterion to separate the hand posture symbols into groups
and thus reduces the mis-classifications among posture symbols. Moreover,
the statistical and geometrical features are presented using fusion schemes
for the posture recognition. Finally, ICP algorithm is presented and utilized
for objects tracking (i.e., hands and face) using FLANN tracker to trace the
motion of these objects (i.e., hands and face) spatially over time. Correctly
tracking the features over time results in robust identification of objects in the
scene.
Chapter 5
Classification
Classification is one of the important steps in a computer vision system where
the input class is assigned to one of predefined classes. The extracted features
are key elements to the classifier because the variability in the features effect
the recognition process. In the literature, many classification techniques which
includes Gaining Algorithm Learning (GAL), K-Nearest Neighbor (K-NN),
Support Vector Machines (SVM), Fuzzy K-Nearest Neighbor (Fuzzy K-NN),
and Hidden Markov Model (HMM) are proposed. In this chapter, HMM
is presented for gesture classification in Section 5.1 along with experimental
results and analysis. Moreover, the posture categorization and classification is
presented in Section 5.2 using SVM. Finally, this chapter ends with a summary
and conclusion in Section 5.3.
5.1 Hidden Markov Models
HMM is a generative classifier and is a mathematical model of stochastic
processes where the modelled system is assumed to be Markov process with
unobserved hidden states which produces a random chain of outcomes accord-
ing to the probabilities [118, 119]. In the simple Markov chain process, every
state of the model can only observe a single symbol and so, the underlying
parameters are the state transition probabilities. However, in the HMM, this
state is not visible directly, but the output is visible and is dependent on the
state. Each state in HMM has a probability distribution map over the possi-
ble outcomes. So, the sequence of outcomes gives the information about the
sequence of states respectively.
5.1.1 Elements of HMM
A Hidden Markov Model [118, 120] is represented by λ = (A,B, pi) and de-
scribed by the following elements:
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1. Set of states S = {s1, s2, · · · , sN} where N is the number of states.
2. Set of discrete vector symbols ϕ = {ϕ1, ϕ2, · · · , ϕV } where V is the
number of observable symbols at every state.
3. Set of observations (emissions) O = {o1, o2, · · · , oT} where T is the
length of gesture path.
4. Initial probability for each state pii , where i = 1, 2, ..., N .
pii = P (si), pii ≥ 0,
∑
i
pii = 1 (5.1)
5. Transition matrix A = {aij} of size N × N where aij is the transition
probability from state i to state j at any time instance t:
aij = P (st = j | st−1 = i), 1 ≤ i, j ≤ N,
aij ≥ 0
∑
j
aij = 1 (5.2)
S1
S2
S3
S4
a14a12
a13
a11
a21
a24
a22
a23
a32
a33
a31
a34
a43
a44
a42
a41
AMat =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

Figure 5.1: The graph presents Ergodic model in which each state can be
reached from every other state. AMat presents the state transition of the
Ergodic model.
where aij is the probability of transition from state si at time t to sj at
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time t+ 1. The sum of entries in each row of matrix A must be equal to
1 because it is the sum of the probabilities of making a transition from
a given state to every other state.
6. Observed symbols matrix B = {bit} of size N × T where bit provides us
the probability of emitting symbol ϕt at state i:
bit = Prob(ϕt | si), 1 ≤ i ≤ N, 1 ≤ t ≤ T,
bit ≥ 0
∑
t
bit = 1 (5.3)
S1
S2
S3
S4
a14a12
a13
a11
a24a22
a23
a33
a34
a44
AMat =

a11 a12 a13 a14
0 a22 a23 a24
0 0 a33 a34
0 0 0 a44

Figure 5.2: The graph presents Left-Right model in which each state of the
model can reach itself or to the following state. AMat presents the state
transition of the Left-Right model.
From the above outlined contents, HMM has two model parameters (M and
N), observation symbols and probabilistic parameters A, B and pi. The com-
pact notation of HMM can be written as λ = (pi,A,B) where λ is the param-
eters set of the model.
5.1.2 HMM Topologies
In HMM, the topologies are selected by considering the dataset to be trained
and recognized which has a significant impact on the recognition process [121].
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HMM have three topologies namely Ergodic model (EM), Left-Right model
(LRM) and Left-Right Banded model (LRBM). The Ergodic model is a fully
connected model where every state can be reached from every other states
as shown in Fig. 5.1. The second topology is the Left-Right or Bakis model
where each state of the model can reach itself or to the following state [122] as
shown in Fig. 5.2. The state indexes in the state sequence remains the same
or only increasing whereas the state transitions are not allowed where these
indexes are lower than the current state. In the Left-Right model, the state
transition has the following form:
aij = 0, j < i aNN = 1, aNi = 0, i < N (5.4)
In this model, the initial state probabilities are written as:
pii =
 0 i 6= j1 i = j (5.5)
The state sequence starts from s1, the transition of states as shown in Fig.
5.2. In the third topology named as Left-Right Banded model (LRBM), the
states in this model can reach itself or to the next state. The state transition
coefficients in LRBM are presented in Fig. 5.3 and is stated as:
S1
S2
S3
S4
a12
a11
a22
a23
a33
a34
a44
AMat =

a11 a12 0 0
0 a22 a23 0
0 0 a33 a34
0 0 0 a44

Figure 5.3: The graph presents Left-Right Banded model in which each state
of the model can reach itself or to the next state. AMat presents the state
transition of the Left-Right Banded model.
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aNN = 1, aij = 0, i < j; j − i ≥ 2 (5.6)
Looking at these topologies, the underlying topology in HMM has to be se-
lected to classify the hand gestures drawn by the subject. In the proposed
approach, HMM takes the Bezier descriptor as the input derived from the hand
gestures temporally and at each time instance. Therefore, we have employed
the LRBM because this topology is in accordance with the subject drawing
gesture at each time instance. In the next section, the classifier HMM has to
address the following challenges for the training and testing of the gestures.
5.1.3 Problems of HMM
There are three basic problems of HMM namely evaluation, decoding and
estimation. These problems are presented as follows:
1. Evaluation Problem: Given the model parameters and observation
sequence O, how to estimate the probability of the observed sequence
with the given model parameters P (O|λ) (Optimal sequence of hidden
states)?
2. Decoding Problem: Given the model parameters and observation
sequence O, determine the optimal path that best explain these obser-
vations O (i.e., with maximum likelihood).
3. Estimation Problem: Given the observation sequence O, adjust the
model parameters λ to maximize P (O|λ).
5.1.4 Solution to Problems
The above stated problems are addressed in this section as:
Evaluation: Given the observation sequence and model parameters, we have
to calculate probability of the observation sequence P (O|λ)[123]. It is per-
formed through forward algorithm. There are two procedures in this algo-
rithm to calculate the probabilities of forward α and backward β variable
respectively. So, to calculate P (O|λ) , the procedure is to enumerate through
every possible state sequence S and measure the corresponding probabilities
P (O|s1, s2, · · · , st) where t is the total number of defined states. The forward
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variable [123] αt(i) defines the probability of the partial observation sequence
at state si.
αt(i) = P (o1, o2, ..., ot, si|λ) (5.7)
To compute the forward variables at every instance, the following recursive
function is used.
αt+1(j) =
N∑
i=1
αt(i) · aij · bj(ot+1), 1 ≤ j ≤ N, 1 ≤ t ≤ T − 1 (5.8)
The initial values of α is computed as follows:
α1(j) = pij · bj(o1), 1 ≤ j ≤ N (5.9)
The procedure is terminated when it reaches the length of state sequence T .
The final probability P (O|λ) is the sum of all the calculated forward variables
α as:
P (O|λ) =
N∑
i=1
αT (i) (5.10)
In the same manner, backward algorithm [123] is proceeded by measuring
the backward variables β defined as the probability of partial observation
sequences O = {ot+1, ot+2, · · · , oT} at state si. The backward variables is
computed as:
βt(i) = P (ot+1, ot+2, ..., oT , si|λ) (5.11)
Like the forward variables α, the backward variables β are also computed in
the similar way using the recursive function as:
βt(i) =
N∑
j=1
βt+1(j) · aij · bj(ot+1), 1 ≤ i ≤ N, 1 ≤ t ≤ T − 1 (5.12)
where
βT (i) = 1, 1 ≤ i ≤ N (5.13)
The final estimation P (O|λ) is calculated by multiplying the respective for-
ward α and backward β variables and then summing them up to the number
of states N . It is defined as:
P (O|λ) =
N∑
i=1
αt(i) · βt(i) (5.14)
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where the multiplication (α . . .β) is performed for each state Si at time in-
stance t results in the respective estimation.
αt(i) · βt(i) = P (O, si|λ), 1 ≤ i ≤ N, 1 ≤ t ≤ T (5.15)
As a result, this estimation gives us the probability of observation sequence
P (O|λ), thus solving the evaluation problem.[123]
Decoding: To find the optimal path state sequence which best defines the
observations O with maximum likelihood, Viterbi algorithm is used [124, 125].
Viterbi is a dynamic programming algorithm to find the optimal sequence of
hidden states called as Viterbi path and results in the sequence of observed
events. Viterbi algorithm is similar to forward variable αt(i) in evaluation
solution but the difference lies in the maximization at each stage from the
previous states in the recursion. In the computation step of the Viterbi algo-
rithm [126], an auxiliary variable δ is defined which presents the maximization
function and is presented as:
δt(j) = max{P (o1, o2, ..., ot, s1, s2, ..., st|λ)} (5.16)
Taking into account the matrices defined in HMM elements, Viterbi algorithm
is presented in four steps namely initialization, recursion, termination and
reconstruction [126]. These steps are presented as:
• Initialization: In the initialization step, delta δ and φ function are de-
fined as: for 1 ≤ i ≤ N,
a) δ1(i) = pii · bi(o1)
b) φ1(i) = 0
• Recursion: In this step, delta δ and φ function are recursively computed
taking into account the previous states and is defined as:
for 2 ≤ t ≤ T, 1 ≤ j ≤ N,
a) δt(j) = max
i
[δt−1(i) · aij] · bj(ot)
b) φt(j) = argmax
i
[δt−1(i) · aij]
• Termination:
a) p∗ = max
i
[δT (i)]
b) q∗T = argmaxi [δT (i)]
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• Reconstruction: for t = T − 1, T − 2, ..., 1
q∗t = φt+1(q∗t+1)
The output is the optimal state sequence {q∗1, q∗2, ..., q∗T}. In optimal sequence,
φt(j) represents the index of state j at time t, and p∗ is the state optimized
likelihood function.
Estimation: In estimation problem, the key issue to address is the adjust-
ment of model parameters λ to maximize P (O|λ). It results in the optimal
model parameters which best describe the observation sequence O and there-
fore, gives us the parameters to train the HMM classifier denoted as Otrain.
So, for the training process, Baum-Welch (BW) algorithm is used to optimize
the λ = (A,B, pi) with maximum likelihood P (O|λ) [127]. Baum Welch (i.e.,
also called Forward-Backward algorithm) is an expectation maximization al-
gorithm as it is based on forward alpha α and backward beta β variables
[128].
Given a set of observation sequences otrain ∈ O, BWmeasures the posterior
and maximum likelihood estimation for the HMMs parameters (A,B, pi). In
its computation along with forward α and backward variables β, two auxiliary
variables are also formed to define the transition probability (i.e., probability
of traversing an arc from state i at time t to state j at time t + 1) and state
probability. Mathematically, the transition probability ξ is presented using
the forward and backward variables as:
ξt(i, j) =
αt(i) · aij · βt+1(j) · bj(ot+1)∑N
i=1
∑N
j=1 αt(i) · aij · βt+1(j) · bj(ot+1)
(5.17)
Similarly, using the forward and backward variables, the state probability (i.e.,
posterior probability) gets the form as:
γt(i) =
αt · βt+1∑N
i=1 αt · βt+1
(5.18)
where γt(i) is the state probability i at time t for given model parameters and
observation sequence. The relationship between γt(i) and ξt(i, j) is written
as:
γt(i) =
N∑
i=1
ξt(i, j), 1 ≤ i ≤ N, 1 ≤ t ≤M (5.19)
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Thus, the Baum-Welch algorithm [127] adjusts the new parameters of the
HMM with maximum likelihood of the criterion P (O|λ). Given the parame-
ters λ = (A,B, pi), α´ and β´ is computed using the recursive equations for α
and β. Moreover, the auxiliary variables ξ´ and γ´ are calculated by ξ and γ,
respectively. The parameters of HMM updated using the following equations:
p´i = γ1(i), 1 ≤ i ≤ N, (5.20)
a´ij =
∑T
t=1 ξt(i, j)∑T−1
t=1 γt(i)
, 1 ≤ i ≤ N, 1 ≤ j ≤ N, (5.21)
b´j(k) =
∑T
t=1 γt(j) · ωk,ot∑T
t=1 γt(j)
, 1 ≤ i ≤ N, 1 ≤ k ≤M, (5.22)
where ωk,ot is defined as follows:
ωk,ot =
 1 k = ot0 otherwise (5.23)
5.1.5 Experimental Results
The experimental setup involves the tasks of data acquisition, feature ex-
traction for gesture and classification. Moreover, we have demonstrated the
applicability of our proposed system on real situations where the gestures are
recognized by satisfying the criteria of ease, flexibility and naturalness. The
proposed framework runs with real-time processing at 25 fps on Intel Processor
2.83GHz, 4 cores hardware configuration with 480 × 640 pixels image reso-
lution. The experiments are conducted on 15 video observations per gesture
(i.e., about 50000 samples) of 6 subjects performing various hand gestures
wearing short-to-long sleeves and the gesture dataset contains the symbols
from A→ Z and 0→ 9.
Fig. 5.4 presents the sequence where the subject is drawing the Gesture
‘8’ along with the feature trajectories in graphs. In this sequence, the features
are computed from hand centroid points and transformed to Bezier points
N = 15 (i.e., marked with red color). The consecutive Bezier points are then
utilized to extract Bezier features ϑ and are then binned to build the Bezier
descriptor. These Bezier descriptor features are used inside HMM to recognize
the gestural actions. The left graph shows the quantized Bezier descriptor
generated from Bezier points with gestural action Gesture ‘8’ detected at Fr
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Figure 5.4: Gestural action when the subject is drawing Gesture ‘8’ using
Bezier descriptor (N = 15). In the sequence, Bezier points (marked as red
points) are presented whereas the graphs present extracted quantized fea-
tures with trajectories. Left graph shows the features of detected Gesture ‘8’
whereas in right graph, no gesture is detected Gesture ‘-1’.
20, Fr 25, Fr 30, Fr 33 whereas the right graph shows Bezier descriptors with
no detected gestural action (i.e., Fr 1 , Fr 8 , Fr 12 , Fr 16). In the proposed
approach, HMM is modeled with Left-Right Banded Model (LRBM) topology
using 14 states.
Fig. 5.5 presents the sequence with the subject drawing Gesture ‘8’ with
the graphs are showing trajectories of features. Like Fig. 5.4, hand centroid
points features are transformed to Bezier points with N = 5 (i.e., marked as
red color) which are then utilized to extract Bezier features ϑ and are binned
to create Bezier descriptor. The above graph shows the quantized Bezier
descriptor features generated from Bezier points with the ground truth data
results in gestural action Gesture ‘8’ at Fr 20, Fr 25, Fr 30, Fr 33 whereas the
below graph shows the Bezier descriptor features where no detected gestural
action (i.e., Fr 1, Fr 8, Fr 12, Fr 16). Similarly, we have experimented using
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N = 10 Bezier points as shown in Fig. 5.6 and used the HMM classifier with
9 states. With the same motivation, experimental results are carried out for
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Figure 5.5: Gestural action when the subject is drawing Gesture ‘8’ with
Bezier descriptor (N = 5). In the sequence, Bezier points (marked as red
points) are presented whereas the graphs present the extracted quantized
features with trajectories. The above graph shows the features of detected
Gesture ‘8’ whereas in lower graph, no gesture is detected Gesture ‘-1’.
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Figure 5.6: Gestural action when the subject is drawing Gesture ‘8’ using
Bezier descriptor (N = 10). In the sequence, Bezier points (marked as red
points) are presented whereas the graphs present extracted quantized features
with trajectories. The above graph shows the features of detected Gesture ‘8’
whereas in lower graph, no gesture is detected Gesture ‘-1’.
higher number of Bezier curves points N = 20 and N = 30 as presented in Fig.
5.7 and Fig. 5.8. In these experiments, Bezier descriptors are modeled with
higher number of Bezier points and are classified using HMM by employing
higher number of states S. The results of employing higher number of states
in HMM classification results in low recognition rate for the gestural actions.
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Figure 5.7: Gestural action when the subject is drawing Gesture ‘8’ using
Bezier descriptor (N = 20). In the sequence, Bezier points (marked as red
points) are presented whereas the graphs present extracted quantized features
with trajectories. Upper graph shows the features of detected Gesture ‘8’
whereas in lower graph, no gesture is detected Gesture ‘-1’.
Fig. 5.9 presents the classification results for different Bezier descriptors for
the stated sequence along with ground truth data. It can be seen that Bezier
descriptor N = 15 results in highest recognition rate for this sequence.
This comparison of different HMM models is carried out using LRBM and
tested for different number of HMM states with the same input control points
(i.e., centroid). These control points are modeled using Bezier curve from
which the different features are extracted and binned down to construct the
Bezier descriptors. In the following, performance of the Bezier descriptors is
computed (i.e., N = 5, N = 10, N = 15, N = 20 and N = 30) against each
other and with the centroid points (i.e., control points (CP)). For the control
points, HMM is chosen with 30 states always. Moreover, we argument that
the utilization of Bezier descriptors by fitting N points makes the proposed
approach independent of HMM states model to be trained (i.e., extracted
features length has to be same as the number of states in HMM which is
difficult to maintain under varying frame rates). The proposed approach on
IIKT-GP dataset achieves the overall accuracy of 98.3% (i.e., See Fig. 5.11)
for gestural actions using Bezier descriptor N = 15. Fig. 5.11 provides
a comparative analysis by adjusting N parameter (i.e., N is the number of
points) for fitting Bezier curves.
Fig. 5.10 presents the confusion matrix of gestural symbols with Bezier
descriptors N = 5 (i.e., upper graph - lowest classification rate (36.7%)) and
N = 15 (i.e., lower graph - highest classification rate (98.3%)). It can be
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seen that the first graph contains higher mis-classification whereas the mis-
classifications are very less among the gestural symbols in the second graph.
The higher rate of classification indicates that Bezier descriptor is capable of
recognizing the gestural symbols.
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Figure 5.8: Gestural action when the subject is drawing Gesture ‘8’ using
Bezier descriptor (N = 30). In the sequence, Bezier points (marked as red
points) are presented whereas the graphs present extracted quantized features
with trajectories. Upper graph shows detected Gesture ‘8’ features whereas
in lower graph, no gesture is detected Gesture ‘-1’.
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Figure 5.9: Classification of Bezier descriptors (i.e., N = {5, 10, 15, 20, 30})
using HMM for the sequence with recognized Gesture ‘8’ whereas GT defines
the ground truth data. In the sequence, Bezier descriptor with N = 15
performs better than other descriptors. Y-axis in graph shows the classified
gestural symbol whereas X-axis shows the sequence frames.
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Figure 5.11: Classification rate of Bezier descriptors (N = {5, 10, 15, 20, 30})
and control points using HMM. The performance of Bezier descriptor N = 15
is the best amongst all.
5.2 Support Vector Machines
Support Vector Machines is a supervised learning approach for the optimal
modelling of the data [129]. It learns the decision function and separates the
data class to the maximum width. Basically, SVM works on two-class i.e.,
binary classification and is also extendable for multi-class problem. In the
literature, there are two types of this extension. All-together approach deals
with the optimization problem but it lacks scalability and faces optimization
complexity. The second approach deals in binary fashion with multiple hyper-
planes along with the combination into a single classifier. There are further
two alternatives for this combination. The first one is based on one-against-all
whereas other works as one-against-one.
Binary classification of SVM learns on the following principle:
c(x) ∈ {−1, 1} (5.24)
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Figure 5.12: a) Margin of the hyper-plane. b) Mapping from input data to a
richer feature space through kernel function.
The SVM’s linearly learned decision function f(x) is described as:
f(x) = sign(w·x+ b) (5.25)
Where w is a weight vector while b is the threshold and x is the input sample.
SVM learner defines the hyper-planes for the data where maximum margin is
found between these hyper-planes. Due to the maximum separation of hyper-
planes, it is also considered as a margin classifier. Margin of the hyper-plane
is the minimum distance between hyper-plane and the support vectors and
this margin is maximized. It can be formulated as:
γ = 2‖w‖ (5.26)
where γ is margin of the hyper-plane. Maximization of the margin of the
hyper-plane is depicted in Fig. 5.12 a). Moreover, SVM maps input data into
high dimension domain where it is utmost linearly separable as shown in Fig.
5.12 b). This mapping does not affect the training time because of implicit dot
product and kernel trick [129, 130]. This is also a reason that SVM is a well
suited classifier when features are large in number because they are robust to
the curse of dimensionality. Kernel function [131] is the computation of the
inner product φ(x) · φ(y) directly from the input. One of the characteristics
of using the kernel is that there is no need to explicitly represent the mapped
feature space. Kernel function is mathematically described as follows:
K(x, y) = φ(x) · φ(y) (5.27)
Following are some of the kernel functions which are commonly used to convert
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the input features into new feature space [131].
• Linear kernel
K(x, y) = (x · y) (5.28)
• RBF Gaussian kernel
K(x, y) = e
‖(x−y)‖2
2σ2 (5.29)
• Polynomial kernel (homogeneous)
K(x, y) = (x · y)d (5.30)
• Polynomial kernel (inhomogeneous)
K(x, y) = (x · y + 1)d (5.31)
• Sigmoid kernel
K(x, y) = tanh(κx · y + c) (5.32)
where K is a scaling factor while c is a shifting factor that controls the map-
ping. As discussed above, SVM outputs only the class labels for the input
sample as output but not the probability information for the classes. Lin et
al. [132] describes a method to compute the class probabilities using SVM.
Chang et al [133] developed a library (LIBSVM) which provides the tools for
the SVM functionalities including class probability estimation. In the pro-
posed approach, features in Eq. 4.14 are used to train and test the SVM
classifier for detecting hand postures whereas Table 4.3 provides the feature
combinations for posture analysis.
5.2.1 Categorization Results and Analysis
The posture symbols are categorized into different groups depending upon
the detected fingers (see Section 4.4.3 and Table 4.2). As some ASL posture
alphabets and numbers have very similar shape and structure (e.g., Posture
‘D’ and ‘1’, Posture ‘V’ and ‘2’, Posture ‘W’ and ‘3’ with minor thumb po-
sition differences), therefore, in the proposed approach, ASL alphabets and
numbers are put in two separate classes for SVM classifier. In the following,
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description about ASL alphabets and numbers are presented.
ASL Alphabets: In Table 4.2, 20 alphabets are categorized into four groups
according to the fingertips and are presented as follows:
• Group 1: In this group, ASL alphabets consists of posture symbols
A,B,E, F,O,X. The mis-classifications in this group is between ‘A’
and ‘E’ due to the correlation of the features in the second moments and
geometrical properties. However, the third moment features are different
and it results in recognition of these symbols. Moreover, the combination
of features results in the reduction of mis-classifications. The second
case are the posture symbols ‘B’ and ‘F’ which have correlated features
because of the similar shapes. In this case, the second moment features
are highly correlated but the third moments and geometrical features
are different by which SVM discriminates these symbols correctly. Table
5.2 presents the confusion matrix and feature comparison of statistical
and geometrical features along with the fusion of different features to
enhance the performance of the posture recognition system. It can be
seen that the feature fusion enhances the performance of the proposed
approach as shown in the Table 5.2.
• Group 2: ASL alphabets in this group are A,B,D, F,G,H, I, R, U . Ta-
ble 5.3 shows the confusion matrix of posture symbols with one detected
fingertip. The mis-classifications in this group occur between the pos-
ture symbols ’A’ and ’F’ and between symbols ‘B’ and ‘H’ due to the
correlated features in the third moments. Moreover, the geometrical
features are highly correlated among the posture symobls ‘B’, ‘D’, ‘H’,
‘I’ and ‘U’. Moreover, ‘R’ and ‘U’ have high coherence in the second
moment features. These results are presented in the confusion matri-
ces in Table. 5.3 where the mis-classifications can be seen. Moreover,
the fusion of posture features and its classification results using SVM
are presented with confusion matrix to evaluate the performance and to
represent the outcome of feature fusion.
• Group 3: ASL alphabets in this group are C,K,L, P,Q, V, Y and the
confusion matrix in Table 5.4 shows the performance of the statisti-
cal and geometrical features in which the two fingertips are detected.
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Moreover, during the experimentation process in this group, the high-
est misclassification occurs between symbols ‘P’ and ‘Q’ because of the
shape and geometry of these posture signs. Besides, the statistical fea-
tures in this group lies in the similar range and thus possesses a strong
correlation which leads to the misclassification between them.
• Group 4: In this group, ASL alphabet ‘W’ is the only symbol and is
always classified when three fingertips are detected.
ASL Numbers: In the proposed approach, ASL numbers (0 to 9) are catego-
rized into six groups which contains from no finger to all five detected fingers
as shown in Table 4.2. Moreover, Table 5.5 presents the ASL Numbers with
their classification outcomes for the statistical and geometrical properties.
• Groups 1,2,3,5,6: These groups contain only one symbol, so the classi-
fication using SVM is dependent on the detected fingers.
• Group 4: This group contains the posture numbers with 3 detected
fingers namely 3, 6, 7, 8, 9. In this group, the highest mis-classification
rate occurs between the posture symbols 7, 8, 9 because of their similar
shape and structure.
5.2.2 Experimental Results
The experimental setup for the posture recognition involves the tasks of
data acquisition, hand detection, posture feature extraction and classifica-
tion. Moreover, the applicability of our proposed system is demonstrated on
real situations where the postures are recognized satisfying the criteria of ease,
flexibility and naturalness. The proposed framework runs with real-time pro-
cessing at 25 fps on Intel Processor 2.83GHz, 4 cores hardware configuration
with 480 × 640 pixels image resolution. The experiments are conducted on
15 video observations per posture (i.e., approximately 50000 samples) of 6
subjects performing various hand postures wearing short-to-long sleeves and
the posture dataset contains the finger spelling 30 posture symbols namely
A,B,C,D,E, F,G,H, I,K, L,O, P,Q,R, U, V,W,X, Y and 0 → 9. However,
as the posture symbols are static hand postures so, the dynamic postures
J, Z are not included in the posture dataset. It is worth to mention that the
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Figure 5.13: a) Sample sequence images shows the hand posture signs ‘C’ and
‘L’ in bounding boxes detected through skin segmented process at various time
instances (‘C’ at Fr. 1, Fr. 37, Fr. 114, Fr. 245 and ‘L’ at Fr. 253, Fr. 287,
Fr. 355, Fr. 500). b) Graphs represent the normalized feature vector set (i.e.,
left - statistical features second-order moment, middle - statistical features
third-order moment and right - geometrical features) c) Graphs represent
the classified outcome for features (i.e., 1- statistical features second-order
moment, 2- statistical features third-order moment, 3- geometrical features,
4-statistical and geometrical features).
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training data are entirely different from the test data. In the proposed ap-
proach, posture symbols are extensively tested for translation, rotation and
scaling properties. Additionally, the experimental results for the classification
gives us an insight about the effect of categorization in finger spelling posture
symbols.
In the sequence 5.13, posture sign Posture ‘C’ is detected from frames 1
to 249 and then Posture ‘L’ is detected from the frames 250 to 500. Fig. 5.13
a) The original frames with detected blobs from skin color segmentation are
presented whereas the statistical (ψ1, ψ2, ψ3, ψ4, ψ5, ψ6, ψ7) and geometrical
features (Circ, Rect) are presented in Fig. 5.13 b). These posture signs
are classified after the fingertip categorization process which calculates the
curvatures to detect the fingers as described in Section. 4.3. In Fig. 5.13 c), the
analysis of statistical and geometrical features is presented in the graph for the
posture symbols. Fig. 5.13 c)-1 presented the results of second moment (i.e.,
ψ1, ψ2) whereas the third moments (i.e., ψ3, ψ4, ψ5, ψ6, ψ7) results are shown
in Fig. 5.13 c)-2. The geometrical features (Circ, Rect) are presented in Fig.
5.13 c)-3 whereas the concatenation of statistical and geometrical features
are presented in Fig. 5.13 c)-4. In these graphs, X-axis shows the frames
whereas Y-axis shows the classification probabilities of all posture symbols
in this sequence. It can be seen from the results that the combination of
statistical and geometrical features increase the classification rate and has
the dominated performance over the other features recognition results (i.e.,
second moment, third moment and geometrical features) whereas geometrical
features for the alphabets ‘C’ and ‘L’ are highly coherent with other symbols
which results in mis-classifications. The second order moments for alphabets
‘C’ and ‘L’ have higher mis-classifications with other signs in Group 3 (i.e.,
with alphabets ‘K’, ‘V’). The thid order moments in this sequence has only
few mis-classifications with symbol ‘Q’.
We have tested the proposed approach on IIKT-GP database with the over-
all accuracy of 97.8% as shown in Fig. 5.14 for posture symbols. In this graph,
a comparison is performed utilizing different moments (i.e., Zernike moments
(see Appendix A.1) and Hu-moments) and geometrical features along with the
reduced features set resulted from Principal Component Analysis (PCA) [134].
PCA is a statistical technique to find the principal components of data. In
various applications such as face recognition, hand gesture and posture recog-
nition and image compression, PCA is used to reduce the features set. The
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Table 5.1: Average processing-time in milliseconds (640×480) for the proposed
approach of Gesture (G) and Posture (P) recognition
Modules Modality Processing Time ms
Segmentation G&P 18.8
Hand Detection G&P 2.3
Feature Extraction G 4.7P 6.2
Classification G 2.6P 2.7
Total time in msec G&P 37.3
functioning of PCA is based on the concept of deconstructing the set of data
points into eigenvectors and eigenvalues, both exists in pairs [135]. In PCA,
for every eigenvector, there is a corresponding eigenvalue where the vectors
denote the direction and values contain the variance in underlying direction.
As a result, the highest value of eigenvector and eigenvalue is the principal
component. In the comparision, PCA is applied to reduce the feature set of
statistical and geometrical features from 9 features to 5 and 6 K-components
as it represents 89% and 95% of the data respectively. However, the feature
set computed from PCA do not have a significant impact on the classification
results from SVM with 5 and 6 K-components. It is due to the fact that in
PCA space, the features are not discriminative enough and therefore, SVM
results in mis-classifications of symbols.
In Tables 5.2, 5.3, 5.4 and 5.5, we have provided a comparative analysis
of different moments and geometrical features for posture recognition and ob-
serve that the performance of statistical with geometrical features is superior
amongst all as shown in Fig. 5.14.
5.3 Summary and Conclusion
In this chapter, feature analysis and classification is presented for gesture and
posture recognition systems along with experimental results. Firstly, HMM is
presented which is followed by the experimental results and performance anal-
ysis for gesture recognition. Secondly, SVM are explained for the recognition
of posture symbols along with the experimental results and analysis. More-
over, the categorization of the posture symbols and its effect on the posture
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Figure 5.14: Classification rate of the posture symbols with and without fin-
gertip detection process. It can be seen that by fusing statistical and geomet-
rical features, the posture recognition is significantly improved. Moreover,
Zernike moments and PCA feature set (i.e., reduction from statistical and ge-
ometrical features (9 features) to 5 and 6 K-components) are also presented.
recognition is presented. The experiments conducted on IIKT-GP dataset
considering different features for the performance of proposed gesture and
posture recognition approaches.
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Table 5.2: Confusion Matrix of Statistical and Geometrical Features - Group
1 with no Fingertip Detected
Sign Features FT A B E F O X
A {ψ1, ψ2} X 30.2 7.1 28.7 3.8 3.8 26.4
{ψ3, · · ·ψ7} X 68.8 9.1 0.0 20.1 0.7 1.3
{Circ,Rect} X 35.2 2.3 20.8 3.4 7.1 31.2
{ψ1, · · ·ψ7} X 78.2 0.0 2.6 14.2 1.6 3.4
{ψ1, · · ·ψ7, Circ,Rect} X 98.2 0.0 0.2 1.3 0.3 0.0
B {ψ1, ψ2} X 2 47.8 11.4 30.4 3.8 4.6
{ψ3, · · ·ψ7} X 4 71.1 22.9 0.0 0.8 1.2
{Circ,Rect} X 0.0 26.2 31.7 28.4 3 10.7
{ψ1, · · ·ψ7} X 0.7 81.1 8.9 9.1 0.2 0.0
{ψ1, · · ·ψ7, Circ,Rect} X 0.1 96.8 1.5 1.5 0.1 0.0
E {ψ1, ψ2} X 26.3 10.1 30.3 11.3 0.8 22.2
{ψ3, · · ·ψ7} X 0.0 20.1 78.6 1.3 0.0 0.0
{Circ,Rect} X 13.1 21.0 37.8 28.1 0.0 0.0
{ψ1, · · ·ψ7} X 0.0 11.1 85.2 0.0 0.0 3.7
{ψ1, · · ·ψ7, Circ,Rect} X 0.0 0.4 98.9 0.0 0.0 0.7
F {ψ1, ψ2} X 1 27.0 12 56.3 2.0 1.7
{ψ3, · · ·ψ7} X 20.1 3.7 6.5 61.2 0.0 8.5
{Circ,Rect} X 0.4 27.4 34.1 31.3 6.8 0.0
{ψ1, · · ·ψ7} X 7.7 10.7 3.3 78.3 0.0 0.0
{ψ1, · · ·ψ7, Circ,Rect} X 0.2 1.8 0.3 97.7 0.0 0.0
O {ψ1, ψ2} X 0.0 6.5 0 0 68.3 25.2
{ψ3, · · ·ψ7} X 0.0 4.9 5.1 0 80 10
{Circ,Rect} X 0.4 13.2 10.7 15.2 57.3 3.2
{ψ1, · · ·ψ7} X 0.0 2.4 0.0 0.0 87.2 10.4
{ψ1, · · ·ψ7, Circ,Rect} X 0.0 0.2 0.0 0.0 99.1 0.7
X {ψ1, ψ2} X 19.1 10 0.0 0.0 29.6 41.3
{ψ3, · · ·ψ7} X 0.4 5.7 0.0 1.7 12.1 80.1
{Circ,Rect} X 44.4 5.3 4.7 1.8 3.2 40.6
{ψ1, · · ·ψ7} X 2.5 0.0 0.0 0.0 9.2 88.3
{ψ1, · · ·ψ7, Circ,Rect} X 1.3 0.0 0.0 0.0 1.6 97.1
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Table 5.3: Confusion Matrix of Statistical and Geometrical Features - Group
2 with One Fingertip Detected
Sign Features FT A B D F G H I R U
A {ψ1, ψ2} X 40.8 6.3 3.4 2.5 4.9 5.6 30.5 3.1 2.9
{ψ3, · · ·ψ7} X 75.2 12.2 1.2 1.0 0.6 0.2 9.2 0.2 0.2
{Circ,Rect} X 65.5 0.0 15.6 0.0 0.0 5.5 13.4 0.0 0.0
{ψ1, · · ·ψ7} X 80.7 7.3 0.2 0.4 0.4 3.2 7.5 0.1 0.2
{ψ1, · · ·ψ7, Circ, Rect} X 96.1 1.3 0.0 0.0 1.2 0.2 1.2 0.0 0.0
B {ψ1, ψ2} X 7.2 57.3 11.2 16.3 0.2 7.8 0.0 0.0 0.0
{ψ3, · · ·ψ7} X 0.0 72.3 0.0 10.7 7.7 4.6 4.7 0.0 0.0
{Circ,Rect} X 0.0 46.3 0.0 25.8 14.5 23.4 0.0 0.0 0.0
{ψ1, · · ·ψ7} X 0.0 78.8 0.0 9.2 6.5 4.2 1.3 0.0 0.0
{ψ1, · · ·ψ7, Circ, Rect} X 0.0 97.2 0.0 2.2 0.2 0.2 0.2 0.0 0.0
D {ψ1, ψ2} X 0.0 11.3 70.5 7.3 2.3 8.6 0.0 0.0 0.0
{ψ3, · · ·ψ7} X 0.0 0.0 76.8 0.0 0.0 0.0 0.0 10.1 13.1
{Circ,Rect} X 17.4 0.0 51.2 0.0 0.0 10.2 21.2 0.0 0.0
{ψ1, · · ·ψ7} X 0.0 0.0 84.7 0.0 0.0 0.0 0.0 7.5 7.8
{ψ1, · · ·ψ7, Circ, Rect} X 0.0 0.0 96.8 0.0 0.0 0.0 0.0 2.2 1.0
F {ψ1, ψ2} X 0.0 21.3 0.0 56.2 0.1 21.9 0.0 0.1 0.4
{ψ3, · · ·ψ7} X 1.3 13.2 0.0 68.5 0.0 17.0 0.0 0.0 0.0
{Circ,Rect} X 0.0 19.9 0.0 52.8 14.5 12.8 0.0 0.0 0.0
{ψ1, · · ·ψ7} X 0.2 10.1 0.0 78.3 0.0 11.4 0.0 0.0 0.0
{ψ1, · · ·ψ7, Circ, Rect} X 0.1 1.1 0.0 97.5 0.0 1.3 0.0 0.0 0.0
G {ψ1, ψ2} X 0.0 10.4 0.0 10.3 55.8 6.2 15.1 2.2 0.0
{ψ3, · · ·ψ7} X 0.0 0.0 1.2 0.0 80.5 6.5 11.8 0.0 0.0
{Circ,Rect} X 0.0 8.8 0.0 26.8 54.3 10.1 0.0 0.0 0.0
{ψ1, · · ·ψ7} X 0.0 0.0 0.0 0.0 90.8 2.2 7.0 0.0 0.0
{ψ1, · · ·ψ7, Circ, Rect} X 0.0 0.0 0.0 0.0 99.4 0.1 0.5 0.0 0.0
H {ψ1, ψ2} X 0.1 19.2 0.0 23.6 0.2 54.4 0.2 1.2 1.1
{ψ3, · · ·ψ7} X 0.0 10.0 0.0 0.0 0.0 65.5 5.1 19.4 0.0
{Circ,Rect} X 0.0 26.4 0.0 13.8 14.7 45.1 0.0 0.0 0.0
{ψ1, · · ·ψ7} X 0.0 5.0 0.0 6.3 0.0 73.8 2.8 12.1 0.0
{ψ1, · · ·ψ7, Circ, Rect} X 0.0 0.7 0.0 1.0 0.0 91.8 1.3 5.2 0.0
I {ψ1, ψ2} X 0.0 0.0 0.1 6.2 24.2 3.8 65.7 0.0 0.0
{ψ3, · · ·ψ7} X 0.0 0.0 0.0 12.3 0.0 0.0 80.2 1.8 5.7
{Circ,Rect} X 4.0 0.0 34.2 0.0 0.0 0.0 61.8 0.0 0.0
{ψ1, · · ·ψ7} X 0.0 0.0 0.0 6.7 0.0 0.0 90.8 0.3 2.2
{ψ1, · · ·ψ7, Circ, Rect} X 0.0 0.0 0.2 0.0 0.0 0.0 99.6 0.1 0.1
R {ψ1, ψ2} X 5.6 0.0 3.0 4.5 3.9 1.7 0.0 70.8 10.5
{ψ3, · · ·ψ7} X 0.0 0.0 10.8 0.0 0.0 0.0 0.0 82.4 6.8
{Circ,Rect} X 0.0 0.0 0.0 0.0 0.0 11.3 1.9 62.1 24.7
{ψ1, · · ·ψ7} X 0.0 0.0 2.1 0.0 0.0 0.9 0.0 92.5 4.5
{ψ1, · · ·ψ7, Circ, Rect} X 0.0 0.0 0.3 0.0 0.0 0.2 0.0 98.3 1.2
U {ψ1, ψ2} X 4.4 1.1 3.0 1.2 0.2 1.3 6.5 17.1 65.2
{ψ3, · · ·ψ7} X 0.0 0.0 15.2 0.2 0.2 0.0 0.2 13.1 71.1
{Circ,Rect} X 0.0 0.0 0.0 0.0 0.0 12.5 0.1 32.1 55.3
{ψ1, · · ·ψ7} X 0.0 0.0 4.2 0.0 0.2 0.0 0.0 13.5 82.1
{ψ1, · · ·ψ7, Circ, Rect} X 0.0 0.0 1.2 0.0 0.1 0.0 0.0 2.1 96.6
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Table 5.4: Confusion Matrix of Statistical and Geometrical Features - Group
3 with Two Fingertips Detected
Sign Features FT C K L P Q V Y
C {ψ1, ψ2} X 51.7 12.3 17.2 4.5 4.3 5.2 4.8
{ψ3, · · ·ψ7} X 75.3 8.3 7.9 2.2 2.1 4.2 0
{Circ,Rect} X 52.1 3.7 18.5 4.3 14.3 4.1 3.4
{ψ1, · · ·ψ7} X 87.3 4.3 2.1 3.2 0 2.4 0.7
{ψ1, · · ·ψ7, Circ,Rect} X 98.7 0 0.3 0.7 0 0.3 0
K {ψ1, ψ2} X 8.7 42.2 5.3 2.8 0 38.2 2.8
{ψ3, · · ·ψ7} X 10.1 78.3 3.1 2.3 0 5.4 0.8
{Circ,Rect} X 4.5 59.3 6 0 0 30.2 0
{ψ1, · · ·ψ7} X 2.7 87.5 1.2 2 0 6.1 0.5
{ψ1, · · ·ψ7, Circ,Rect} X 0.2 98.3 0.3 0 0 1.2 0
L {ψ1, ψ2} X 23.5 10.2 53.1 7.3 1.2 1.9 2.8
{ψ3, · · ·ψ7} X 5.8 7.1 76.7 0 2.2 3.3 4.9
{Circ,Rect} X 28.3 7.3 43.3 0 0 10.7 10.4
{ψ1, · · ·ψ7} X 2.3 3.3 90.4 0 1 0.8 2.2
{ψ1, · · ·ψ7, Circ,Rect} X 0.4 0 98.5 0 0.7 0 0.4
P {ψ1, ψ2} X 2.5 11 0 49.3 37.2 0 0
{ψ3, · · ·ψ7} X 3.1 3.4 0 77.3 16.2 0 0
{Circ,Rect} X 4.3 9.4 0 50.3 36 0 0
{ψ1, · · ·ψ7} X 0 2.4 0 87.4 10.2 0 0
{ψ1, · · ·ψ7, Circ,Rect} X 0 0 0 98.7 1.3 0 0
Q {ψ1, ψ2} X 2 2 0 40.8 52.9 2.3 0
{ψ3, · · ·ψ7} X 4.1 7.5 0 18.1 67.3 1.9 1.1
{Circ,Rect} X 15.6 8.1 0 31 45.3 0 0
{ψ1, · · ·ψ7} X 0 4.7 0 13.7 80.3 1.3 0
{ψ1, · · ·ψ7, Circ,Rect} X 0 0 0 3.8 96.2 0 0
V {ψ1, ψ2} X 3.1 40.9 5.4 0 0 45.2 5.4
{ψ3, · · ·ψ7} X 0.1 21 4.3 0 0 67.8 7.8
{Circ,Rect} X 8.4 27.8 5.7 0 0 53.8 4.3
{ψ1, · · ·ψ7} X 1.1 10.4 3 0 0 82.1 3.4
{ψ1, · · ·ψ7, Circ,Rect} X 0.2 0.8 0 0 0 98.6 0.4
Y {ψ1, ψ2} X 10.2 3.2 0 0 0 14.2 72.4
{ψ3, · · ·ψ7} X 7.3 6.2 0 0 0.2 10.9 75.4
{Circ,Rect} X 4.7 29.4 0 0 0.2 12.3 53.4
{ψ1, · · ·ψ7} X 1.1 1.9 0 0 0 7.8 89.2
{ψ1, · · ·ψ7, Circ,Rect} X 0 0 0 0 0 0.7 99.3
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Table 5.5: Confusion Matrix of Statistical and Geometrical Features - Group
4 with Three Fingertips Detected
Nr. Features FT 3 6 7 8 9
3 {ψ1, ψ2} X 46.1 18.5 16.8 10.2 8.4
{ψ3, · · · , ψ7} X 72.6 9.1 8.2 6.6 3.5
{Circ,Rect} X 46.4 21.3 18.1 5.1 9.1
{ψ1, · · · , ψ7} X 86.3 4.5 2.4 3.2 3.6
{ψ1, · · · , ψ7, Circ,Rect} X 98.2 0.6 0.4 0.7 0.1
6 {ψ1, ψ2} X 23.4 38.2 12.2 7.9 18.3
{ψ3, · · · , ψ7} X 12 70.4 5.3 6.2 6.1
{Circ,Rect} X 12.9 36.3 27.4 8.5 16.9
{ψ1, · · · , ψ7} X 3.7 90.0 2.1 1.8 2.4
{ψ1, · · · , ψ7, Circ,Rect} X 0.6 98.6 0.1 0.1 0.6
7 {ψ1, ψ2} X 12.6 25.3 33.4 15.3 13.4
{ψ3, · · · , ψ7} X 13.4 7.3 69.8 7.1 2.4
{Circ,Rect} X 8.3 7.9 40.2 20.3 23.3
{ψ1, · · · , ψ7} X 2.6 3.2 88.2 2.4 3.6
{ψ1, · · · , ψ7, Circ,Rect} X 0.2 0.4 99.0 0.3 0.1
8 {ψ1, ψ2} X 11.9 6.9 22.3 40.5 18.4
{ψ3, · · · , ψ7} X 3.2 3.3 8.5 73.4 11.6
{Circ,Rect} X 12.3 8.7 19.9 34.5 24.6
{ψ1, · · · , ψ7} X 2.6 2.4 3.7 84.6 6.7
{ψ1, · · · , ψ7, Circ,Rect} X 0.0 0.0 0.5 98.9 0.6
9 {ψ1, ψ2} X 7.3 10.3 21.4 23.7 37.3
{ψ3, · · · , ψ7} X 5.1 7.2 8.3 5.1 74.3
{Circ,Rect} X 9.4 4.3 27.4 19.3 39.6
{ψ1, · · · , ψ7} X 3.4 6.4 5.1 3.9 81.2
{ψ1, · · · , ψ7, Circ,Rect} X 0.2 0.7 0.4 0.6 98.1
Chapter 6
Integration and Inferences
This chapter describes the suggested methodology of integration of gesture
and posture modalities along with inference mechanism to extract meaningful
expressions. Section 6.1 presents the underlying integration concept for the
gesture and posture recognition. Based on this concept, a particle filter system
is proposed in Section 6.2 and is followed by interpretation and inference
mechanism in Section 6.3. After that, experimental results are presented in
Section 6.4 along with the analysis and is followed by sketching the summary
and conclusion in Section 6.5.
6.1 Concept
Integration of different modalities aims to increase the robustness of a system
and improves its performance in an unconstrained environment. In this con-
text, researchers opted various modalities to enhance the performance spe-
cially in the field of biometrics for the security, forensics and identification
processes. In multi-modal biometric systems, fusion can take place at dif-
ferent levels which includes sample level, feature level, match score level and
decision level fusion [136].
In the multi-modal biometric system, combined multiple cues (face and
voice authentication) are used by [137] for person identification. Moreover,
Chang et al. [138] proposed a face recognition system to fuse 2D and 3D face
information to improve the recognition rate. Wu et al. [139] proposed a multi-
model system to combine the face recognition system with gait recognition to
detect the humans. Wang et al. [140] proposed a hybrid scheme composed
of linear discriminant analysis and Radial basis function to fuse face and iris
biometrics. Frischholtz and Dieckmann [141] developed BioID system to fuse
face, voice, and lip movements. In the same context, Choudhury et al. [142]
combine unconstrained audio and video using Bayesian networks. Exploiting
the hand features, Ross and Jain [136] combine fingerprints, hand geometry
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Figure 6.1: Process flow of the proposed framework for integration, interpre-
tation and inference.
and face biometrics using the weighted sum rule. Similarly, Kumar et al. [143]
performed fusion at feature level and match score level to combine the palm
prints and hand geometrical features. To sum up, it is observed that the main
motivation of exploiting different modalities is to achieve better performance
and to cop with the limitations of uni-modal approach.
In the proposed approach (see Fig. 6.1), the basic idea is the interpre-
tation of multiple signs driven from different modalities to infer meaningful
expressions. To achieve this objective, the gesture and posture modalities are
combined in a particle filter system at decision level to allow the inference of
new symbols at any instance of time. The proposed integration I of gesture
and posture recognition is formulated as:
I = 〈αgstr • Rhmm〉
⋂ 〈αpstr • Rsvm〉 (6.1)
where Rhmm and Rsvm are the classification outcome of gesture and pos-
ture system. αgstr and αpstr are the contribution-weights associated with ges-
ture and posture system as the integration criteria. In the following section,
contribution-weights for gesture and posture modalities through particle fil-
ter system is presented which results in the integration and inferences of new
symbols.
6.2 Particle Filter System
Condensation algorithm [144]) is a form of Bayesian estimation which pro-
vides a way to compute the a-posteriori probability (i.e. contribution-weight)
and allows an effective integration process due to recursive state estimation
process. A system of particle filters (i.e. comprising of two separate parti-
cle filters (i.e., for gesture and posture)) is implemented for which the idea,
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algorithm and its processes are explained as follows.
The key idea of particle filter (PF) is to approximate the probability den-
sity function using a collection of random samples with associated weights
from classification probabilities. In the particle filter system, the classifi-
cation outcomes of gesture and posture recognition are maintained as state
vectors (i.e., 1-dimensional) represented by xgstr = [Rhmm] and xpstr = [Rsvm]
respectively.
6.2.1 Initialization
In the initialization phase, particles are generated which begins by obtaining
a set of initialization observations as shown in Fig. 6.2 a), b). The parameters
for each particle are then generated by sampling from Gaussian distribution
describing the classification outcomes. In the proposed approach, the mea-
surements (i.e., for gesture and posture) at each time instance t are described
as zm = {zgstr, zpstr} where zgstr and zpstr are the measurements of gesture and
posture modalities respectively. A set of particles in vector S(n) is represented
as follows:
S(n) = {s(gstr)k , s(pstr)k } (6.2)
A set of N random points (i.e., 100) called particles xnk with weights wnk
denotes the initial distribution of particles at time k for both gesture and
posture systems1. These particles are denoted as:
s
(gstr|pstr)
k = {xnk , wnk}n=1N (6.3)
We propose a generic framework for probability distribution in the particle
filter as follows:
f(x) = 1√
2piσ2
e
−(x−(zm)2)
(2σ2) (6.4)
where σ is the standard deviation for the gesture or posture modality. The
above distribution is sampled for each new particle from the cumulative prob-
ability of of each x.
1The same notation is used for both the particle filters (i.e., gesture and posture), except
when stated otherwise.
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6.2.2 Selection
In the selection step, factored sampling is used to select the particles based on
their weights and is achieved by selecting a random index from the cumulative
weight of particles. Consequently, the particles having weights closer to the
peaks in the probability distribution are sampled many times whereas the
samples with low values in probability distributions are discarded. For the new
observations, we only keep the samples with weights more than the average
weights whereas the samples falling below the average weights are discarded
and are replaced with new samples using the initialization distribution.
6.2.3 Prediction
The prediction step reflects the underlying temporal behavioral model where
the particles are moved to generate the hypothetical state (xk) at time k is
based on the previous state (xk−1). This step involves the sampling from the
state transition and is formulated as follows:
p(n) (xk|zk−1) = p(n) (xk|xk−1) p(n) (xk−1|zk−1) (6.5)
where p (xk|zk−1) is a-priori probability, p (xk−1|zk−1) is the previous a-posteriori
probability and p (xk|xk−1) is the state transition model.
6.2.4 Updation
In the updation step, we compute the contribution-weights (a-posteriori prob-
ability) through the computed a-priori probability p(xk|zk−1) and the likeli-
hood p(zk|xk) by incorporating the new measurement zk extracted from the
classification outcomes of gesture and posture recognition systems (i.e., where
the propagation process follows the same process 6.4). The contribution-
weights αgstr|pstr or a-posteriori probability p(xk|zk) for gesture and posture
system are computed as follows:
αgstr|pstr = p (xk|zk) =
∑N
n=1 p
(n) (zk|xk) p(n) (xk|zk−1)∑N
n=1 p
(n) (zk|xk)
(6.6)
Using N values of p(zk|xk), we have obtained a probability distribution for the
state space at time instance k. Each sample is assigned a weight according
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Figure 6.2: Particle filter process for the frames 1 and 10. a) Classification
of ASL sign “D” with recognition outcome “78.3”. b) Particle filter weights
initialization based on classification outcome. c) Posture contribution-weight.
d) The classification of ASL sign “D” with recognition rate “81.2” for frame
10. e) Particle filter updation based on classification outcome. f) Posture
contribution-weight.
to its particular position in state space relative to observational density. In
this way, we obtain the contribution-weights which defines the integration-
criteria for the fusion of these systems. The same procedure is followed for
each frame as presented in Fig. 6.2 d-f). The final integration is carried out
when contribution-weights of gesture αgstr and posture αpstr signs satisfy the
threshold (T = 70%) at any time instance.
(αgstr|αpstr) ≥ T (6.7)
After obtaining the contribution-weights, we have used AND/OR combination
for gesture and posture recognition signs. Integration I is formulated as:
I = 〈αgstr •Rhmm〉
⋂〈αpstr •Rsvm〉 (6.8)
I = 〈αigstr •Rihmm; i = 1 · · ·m〉
⋂
〈αjpstr •Rjsvm; j = 1 · · ·n〉 (6.9)
In the suggested approach, integration of gesture and posture module inter-
prets and infers when multiple posture symbols (described as n) are combined
with a gesture symbol (m) or multiple gesture symbols are fused with a pos-
ture symbols (n). So, in the next section, we present the interpretation and
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inference module for the fusion of gesture and posture modalities to generate
meaningful expressions.
Table 6.1: Lexicon of Symbols
Symbols ⇒ Fruits Symbols ⇒ Fruits
A⇒Apple, Apricot N⇒Nectarine
B⇒Blueberry, Banana O⇒Orange, Oval Kumquat
C⇒Cherry, Cantaloupe P⇒Pear, Peach
D⇒Date, Dewberry Q⇒Quince
E⇒Elderberry, Eggfruit R⇒Raspberry, Rambutan
F⇒Fig, Farkleberry S⇒Star Fruit, Strawberry
G⇒Grapes, Gooseberry T⇒Tangerine, Tart Cherry
H⇒Honeymelon, Hackberry U⇒Ugli Fruit, Uniq Fruit
I⇒Imbe V⇒Voavanga
J⇒Jackfruit, Jambolan W⇒Watermelon, Wolfberry
K⇒Kaffir Lime, Kiwi X⇒Xigua
L⇒Lemon, Lychee Y⇒Yunnan Hackberry
M⇒Mango, Melon Z⇒Zinfandel Grapes
6.3 Interpretation and Inferences
After computing the contribution-weights for gesture and posture modalities,
integration of these modalities for generating interpretations and inferences
is the main objective. To achieve this goal, we consider the integration as a
problem of regular language and mapped the recognition outcome over context
free grammar (CFG) rules [145]. Before describing the concept of context spe-
cific interpretation and inference rules employed in this research, it is essential
to first describe the proposed structure of language. The CFG grammar is
defined in quadruple (i.e., 4-tuple) described as:
Grammar = 〈V, T, S,R〉 (6.10)
where V is the set of objects and contains non-terminals as well as terminals
symbols, T is the set of terminals, S is start symbol and it is a subset of V
(i.e., S ∈ V ), and R is the set of production rules. The recognition outcomes
are mapped on CFG rules(*) for the integration.
In CFG production rules, 〈PstrA〉 contains the set of posture alphabet
signs, 〈GstrA〉 contains the set of gesture symbols, 〈PstrN〉 is the set of posture
number set and 〈GstrN〉 contains the set of gesture number signs. Moreover,
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Defs. Rules 1 Context Free Grammar (CFG)*
Definitions and Rules :
V = {S,X, Y,AP,NP,AG,NG,GstrA, GstrN , PstrA, PstrN ,
0p, 1p, · · · , 9p, ag, bg, · · · , zg, ap, bp, · · · , zp, 0g, 1g, · · · , 9g}
T = {0g|1g, · · · , |9g, 0p|1p, · · · , |9g, ag|bg, · · · , |zg, ap|bp, · · · , |zp}
Rules Set 1 Rules Set 2
S → 〈AP 〉〈X〉 S → 〈AG〉〈X〉
AP → 〈PstrA〉〈AP 〉 | 〈PstrA〉 AG → 〈GstrA〉〈AG〉 | 〈GstrA〉
X → 〈GstrN〉〈AP 〉 | 〈GstrN〉 X → 〈PstrN〉〈AG〉 | 〈PstrN〉
GstrA → ag|bg|cg, ..., |zg
GstrN → 0g|1g|2g, ..., |9g
PstrA → ap|bp|cp, ..., |zp
PstrN → 0p|1p|2p, ..., |9p
there are two different rules sets presented in Context Free Grammar (CFG)
Defs. 1 for the integration of gesture and posture modalities as follows:
1. Posture Alphabets and Gesture Numbers:
Description: This grammar accepts the finger-spelling posture alphabets
and gesture number signs. From the CFG grammar rules, firstly it
detects two posture alphabet signs and then the gesture number sign is
recognized or it detects firstly the posture alphabet sign, then gesture
number sign and is followed by another posture alphabet.
2. Posture Numbers and Gesture Alphabets:
Description: This grammar accepts the finger-spelling posture numbers
and gesture alphabet signs. From the CFG grammar rules, firstly it
detects two gesture alphabet signs and then the posture number sign
is detected or it detects firstly the gesture alphabet sign, then posture
number sign and finally the second gesture alphabet sign.
Different symbols can be formed in integration process depending upon
the lexicon, selected from gesture alphabet set (i.e., Rules Set 1) or postures
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alphabet set (i.e., Rules Set 2) as shown in Table 6.1. The contribution-
weights computed through particle filter system whose threshold (T ) is above
70% are selected for the fusion process and is written as:
(αgstr|αpstr) ≥ T (6.11)
The inference for gesture symbols starts after some frames because drawing
gesture symbols takes some time instances. In contrast, posture system recog-
nizes the symbol at every time instance because a single frame is sufficient to
recognize ASL symbols. Integration is carried out when contribution-weights
of gesture αgstr and posture αpstr signs satisfy the threshold (T ) at any time
instance. In this regard, different approaches are proposed for the fusion of
different systems which includes AND/OR combination, majority voting, be-
havior knowledge method and weighted voting method [146]. However, we
have used AND/OR combination for recognized gesture and posture symbols.
Integration I is formulated as:
I = 〈αgstr •Rhmm〉
⋂〈αpstr •Rsvm〉 (6.12)
I = 〈αigstr •Rihmm; i = 1 · · ·m〉
⋂
〈αjpstr •Rjsvm; j = 1 · · ·n〉 (6.13)
In our experiments, the combination of CFG rules yield the integration of
gesture and posture recognition in which multiple posture symbols (i.e., de-
scribed above as n) are combined with a gesture symbol (i.e., m) or when
multiple gesture symbols (i.e., m) are combined with a posture symbol (i.e.,
n).
To make inferences of results from CFG (see. CFG Defs. 1 (Rule Set 1)),
the possible derivation of posture results is 〈PstrA〉 followed by a gesture
number 〈GstrN〉 whereas 〈PstrA〉 yields the last outcome in the integration
or 〈PstrA〉 followed by another posture symbol whereas 〈GstrN〉 comes after
that. The inference derived from CFG rules are as follows:
S → 〈PstrA〉〈GstrN〉〈PstrA〉 | 〈PstrA〉〈PstrA〉〈GstrN〉
The second Rule Set defined in CFG Defs. 1 with the derivation which re-
sults in gesture alphabet sign 〈GstrA〉 followed by a posture number 〈PstrN〉
whereas 〈GstrA〉 yields the last outcome or in a second scenario where 〈GstrA〉
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is detected followed by another gesture symbols whereas 〈PstrN〉 comes at the
last.
S → 〈GstrA〉〈PstrN〉〈GstrA〉 | 〈GstrA〉〈GstrA〉〈PstrN〉
Based on the detected outcomes, different interpretations are devised for
integration process which includes:
1. Interpretation:
〈Gesture⇒ Detected〉 ; 〈Posture⇒ Detected〉 ; 〈Integration⇒ Y es〉
Description: The ideal case of integration, both gesture and posture
systems recognize the symbol at any time instance.
2. Interpretation:
〈Gesture ⇒ NotDetected〉 ; 〈Posture ⇒ Detected〉 ; 〈Integration ⇒
No〉
Description : Gesture system does not classify any symbol because
HMM is not giving any classification result when gesture drawing pro-
cess starts. In contrast, the posture system classifies the sign with the
contribution-weights αpstr above the threshold.
3. Interpretation:
〈Gesture⇒ SemiDetected〉 ; 〈Posture⇒ Detected〉 ; 〈Integration⇒
Y es/No〉
Description: There can be some predictions about gesture symbols de-
pendent upon the inference from HMM states. In this case, gesture
symbol is still incomplete and it gives a clue about user’s intention
while drawing the gesture symbol. Intentions are predicted only when
contribution-weight αgstr of gesture sign pass the threshold criterion.
4. Interpretation:
〈Gesture⇒ NotDetected〉 ; 〈Posture⇒ NotDetected〉 ; 〈Integration⇒
No〉
Description: No match has occurred from gesture and posture systems.
In this way, the symbols are not present in the lexicon.
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6.4 Experimental Results and Analysis
In the proposed approach, experimental setup involves the tasks of data acqui-
sition, gesture and posture classification and particle filter based integration
process which is then linked to CFG inference rules to generate “meaningful
expressions”. The applicability of proposed approach is demonstrated on real-
time example scenarios and presented that how the meaningful expressions are
generated from the integration of these systems. As the domain of research
fields (i.e., both HCI and computer vision) is very much context sensitive and
application oriented, so only a few ASL datasets are available such as [147]
which are designed for specific applications with non-flexible assumptions.
Based on aforementioned information, the dataset in the laboratory com-
prising of 6 subjects performing the gesture and posture signs (i.e., presented
in Section 5.1.5 and Section 5.2.2) where the image sequences are captured by
Kinect camera with 480 × 640 pixels image resolution. In the proposed ap-
proach, for the integration, interpretation and inferences modules, no training
has been performed, and the testing examples are independent to classifica-
tion process. By doing so, the applicability can be extended by designing the
lexicon and CFG rules according to the scenario under observation.
The proposed concept of integration is tested on a real-time example sce-
nario, for instance we have designed restaurant lexicon which reflects the func-
tionality of food and drink order placement at counter. For this purpose, we
have studied type of food and drink item in a menu (e.g., name of fruit, drinks,
fast food, etc.). In this scenario, we have chosen 45 different fruits for this
choice as shown in Table. 6.1 and make different (i.e., currently our system
supports about 500 combinations) choices for the menu-order by combining
recognized gestures and postures signs. For example, an order can be placed
through the integration of the first and second/third alphabet of the fruit
name from gesture recognition whereas detected ASL posture describes the
quantity of desired fruit item as shown in Fig. 6.3 and Table. 6.1. Moreover,
the order can also be placed by integrating the first and second/third alphabet
of the fruit name from ASL posture recognition whereas the detected gesture
describes the quantity of desired fruit item as presented in Fig. 6.4.
Fig. 6.3 and Fig. 6.4 present an interpretation based on the integration
of gesture and posture recognition system. In Fig. 6.3, the posture system
firstly recognizes alphabet ‘B’ and it is followed by alphabet ‘A’. With this
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combination, the proposed system considers it as a banana fruit. However,
gesture recognition system did not recognize any symbol during the initial
frames. At Fr. 105, it detects the gesture symbol ‘7’ indicating the quantity
of order. Moreover, from Fr. 98 to 105, gesture recognition system computes
the probability of possible gestures which the user can draw depending on
HMM states and most likely candidates for the gesture recognition. It selects
the highest probability element and mark it the ‘best’ element for recognition.
The possible gestural symbols detected by HMM is ‘2’ but its probability is
less than ‘7’. Therefore, the order is completed using the CFG rules results in
“Seven Banana Juices” (i.e., 〈Recpstr = ‘B’ 〉 , 〈Recpstr = ‘A’ 〉 , 〈Recgstr =
‘7’ 〉). The first two graphs in Fig. 6.3 present the quantized features for
the gesture recognition with Bezier descriptor N = 15 where the left graph
results in Gesture ‘-1’ and the right graph results in Gesture ‘7’ for the sam-
ple frames. It is followed by the statistical and geometrical graphs for the
posture recognition. Finally, in the last graph, classification rate and weight-
contributions of gesture and posture recognition is presented for the complete
sequence. The recognition of gesture and posture system after applying the
threshold has been used for the integration of these systems. Fig. 6.4 presents
the second case scenario where the interpretation starts when user draws the
posture symbol ‘3’. Moreover, in this sequence, the two gesture symbols are
detected at Fr. 110 and Fr. 190 as Gesture ‘A’ and Gesture ‘P’ describes
Apple. So, the complete order from the gesture and posture recognition sys-
tem is 〈Three Apple Juices〉, thus ordering (i.e., 〈Recpstr = ‘3’ 〉 , 〈Recgstr =
‘A’ 〉, 〈Recgstr = ‘P’ 〉). Gesture and posture recognition work optimally and
recognize the signs correctly (See Graphs in Fig. 6.4). By changing the lexicon,
the proposed approach can be used for other scenarios as well.
In the graph of Fig. 6.4, the classification outcome of SVM in frames 155−
169 is between 40-50% and after that, the classification outcome increases to
90% which is in the proposed approach termed as ambiguous classification out-
come. So, this has also been addressed using the integration scheme through
particle filter where the current state t is linked with its previous state at
frame t− 1 and therefore, the previous weights in particle filter effects on the
current classification outcome. So, under the ambiguous behavior of SVM, we
can handle and control the computation of contribution weights with a parti-
cle filter. We argument that when the recognition result itself is considered as
contribution-weights, the process of integration suffers due to this ambiguous
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behavior.
We have tested the proposed approach on restaurant lexicon database with
the overall 98.6% inference accuracy. It is observed that the classification
inaccuracies do not effect the performance due to particle filter based weight
computation technique. One of the potential reasons is, the particle filter
works on the principle of prediction and updation mechanism, therefore, the
inference of meaningful expression is achieved successfully.
6.5 Summary and Conclusion
In this chapter, the main objective is to integrate, interpret and finally in-
fer meaningful expressions from the gesture and posture modalities. It begins
with the concept of integration followed by particle filter system for measuring
the contribution weights for gesture and posture modalities. These weights
are used to resolve the ambiguities occurred in gesture and posture modal-
ities and are utilized for the successful integration, generating the possible
interpretations and finally deriving the inferences. These inferences are gen-
erated by designing the CFG rules for the gesture and posture modalities.
The experimental results show that the proposed integration approach for the
gesture and posture modules has successfully resulted in extracting the mean-
ingful expressions with 98.6% recognition rates which proves the significance
of proposed approach.
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Figure 6.3: Meaningful expression “Seven Banana Juices” results from rec-
ognized ASL posture symbols ‘B’ followed by ‘A’ to result in ‘Banana’ and
gesture ‘7’. a) presents the images from sequence 1. b) Gesture features from
the Bezier descriptors c) Statistical and geometrical features for the posture
recognition. d) Classification rate for the gesture and posture along with
contribution-weights.
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Figure 6.4: Meaningful expression “Three Apple Juices” results from recog-
nized gesture symbols ‘A’ and ‘P’ and the posture symbol ‘3’. a) presents the
images from sequence 2. b) Gesture features from the Bezier descriptors c)
Statistical and geometrical features for the posture recognition. d) Classifica-
tion rate for the gesture and posture along with contribution-weights.
Chapter 7
Content Augmentation over
Hand Postures
This chapter presents an extended concept of this work by augmenting the
virtual contents over the hand postures. In the earlier chapters, we have de-
scribed the proposed approaches for hand gesture and posture recognition and
inference of meaningful expressions. Motivating with the fact of extending the
applicability of this research (i.e., HCI as an assistant tool), the virtual com-
ponents are augmented over the hand postures where the camera is adjusted
in a tilted manner (i.e., 45 ◦ orientation) unlike the scenario in Section 5.1.5.
This chapter begins with Section 7.1 which is dedicated to build the skele-
ton from the segmented hand. Based on the extracted features, Section 7.2
presents the process of determining the pose parameters of hand. Experimen-
tal results are demonstrated in Section 7.3 which shows the performance of
proposed approach. Finally, this chapter ends with a summary and conclusion
in Section 7.4.
7.1 Hand Skeleton Formation
In this section, the main aim is to build the skeleton model Skelet over hand
posture. The proposed methodology (see Fig. 7.1) takes the input from the
segmented hand (see Section 3.4) and determine the hand structure comprising
of hand palm and fingers thus representing the hand geometry. Unlike the
model based approaches in which the 3D kinematic hand model is built with
certain Degrees of Freedom [26], the objective here to develop a real-time
system using appearance based approach to offer flexible applicability in the
domain of HCI.
The fingertips FT (see Section 4.3) and hand palm (see Section 3.4) are
detected as separate components of the hand but no concrete inferences are
derived from these isolated components. In the proposed approach, hand palm
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Data Acquisition 
and Segmentation 
Gesture Features 
and Analysis 
Classification 
Hand Palm Center 
and Fingertip 
Detection 
FT<=1 
FT>1 
Patch Detection 
Pose Estimation 
and Augmentation 
Path Derivation 
Figure 7.1: The framework for augmenting the virtual contents on hand pos-
tures.
a) b) 
c) 
d) 
Rp 
PA 
AC 
Figure 7.2: a) Original image b) Distance transformation of the image c)
Distance transformation values d) Patch description ζ on the hand whereas
Rp are the representative points from each finger to palm. AC and PA are the
active (i.e., lies on the fingers)and passive (i.e., lies on the palm) representative
points.
and fingertips f are utilized for building the hand skeleton model and the aim
is to derive the association between the fingers and palm. The paths from
fingertips to palm center is computed by incorporating the distance scores
measured (see Section 3.4) and segmented skin pixels (see Section 3.2) within a
search window. Practically, given the fingertip point, the traversing process is
started by taking the search window of 3×3 for the path derivation process. In
this window, the skin pixel value with the maximum distance score is selected
and is marked as representative point (Rp) . This process continues until
Rp finds the optimal route to the palm’s center. In this way, a list of Rp is
obtained from finger-to-palm constituting the path Path(fv→palm). The same
procedure is repeated for each finger f resulting in a structural representation
like the actual hand physics as shown in Fig. 7.2 and Fig. 7.3.
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Figure 7.3: a) The distance transformation results for different hand poses
in which the brighter values indicate the higher scores and vice versa. These
scores help us to find the hand’s palm and by doing so, pruning the arm region.
b) The path derivation process to draw the path from fingertips to palm center
(i.e., shown by cyan path line with red key points) using the search region.
7.2 Hand Posture Geometry
Hand posture represents the stable state and geometry of the hand which
is further encoded to classify various symbols (i.e., ASL, actions, commands
etc.). Unlike the application scenario in Section 3.1.1, for augmenting the vir-
tual component, the fundamental requirement is to measure the stable hand
geometry and the corresponding pose. Pose estimation is a challenging task
especially when the hand is varying in its shape and appearance continu-
ously. In the proposed approach, we introduced the key idea of computing
the patches over the hand physical structure and utilize them to estimate the
pose correctly. This methodology leads to the development of natural and
flexible hand based HCI applications by applying the advanced trends (i.e.,
in Augmented Reality). In the following, patch detection and augmentation
process are presented as:
7.2.1 Patch Detection
Due to the deformable structure of hand, it is important either to model
the whole hand with some mathematical model for finding the poses or to use
some features (i.e., extracted from optical flow, or interest point detectors) and
track them over time for pose estimation [148]. But, the main disadvantage of
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Table 7.1: Average processing-time in milliseconds (640×480) for different
modules of the proposed approach
Modules Processing Time ms
Segmentation 18.8
Hand Detection 2.1
Fingertip Detection 4.3
Hand Structure 0.8
Patch Detection 0.9
Pose Estimation & Augmentation 11.2
Total time in msec 38.1
modelling approaches is the requirement of training whereas for the tracking,
it is very hard to get consistent features in the homogeneous skin region of
hand which results in ambiguous poses. Therefore, in the proposed approach,
we present the idea of computing the patches over the physical structure
of hand. Mathematically, the patches (ζ) are the surface regions which are
derived from two neighboring fingers (i.e., finger-to-palm points) as presented
in Fig. 7.2 d). Given the hand geometrical structure (i.e., comprises of set
of representative points denoted as Rp), it is required to separate these Rp of
finger-to-palm path into two regions named as active (AC) and passive (PA)
regions by taking the mean. Active regions (AC ⊂ Path(fv→palm)) are the Rp
occupied by the fingers whereas the passive region (PA ⊂ Path(fv→palm)) are
the Rp that falls on the hand’s palm (i.e., outside the finger region). Further,
the first and last representative points Rp in AC are selected to establish the
patches as shown in Fig. 7.2. A patch consists of four Rp selected from two
neighboring fingers and are represented as:
ζ(i,i+1) = {AC(fstarti ), AC(fendi ), AC(fstarti+1 ), AC(fendi+1 )} (7.1)
where i and i+ 1 are the finger indexes for creating the patch, start and end
are the first and last Rp in AC. As the hand has a non-planar structure and
it is difficult to model any consistent geometry on it, therefore, we represent
them in the form of patches. Once we define our patches, it is necessary to
compute the pose for every patch which are then integrated with other patches
for the final pose estimation.
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Figure 7.4: a) The palm (marked with red circle) and fingertip detections
(marked with red filled rectangles) with the long and short sleeves in the
image sequences. It is observed that the palm center point is un-effected
by using the distance scores on the long or short sleeves. b) The clustered
candidate regions for the detected fingertips.
7.2.2 Content Augmentation
The contents are augmented based on the computed pose over the hand
postures. The pose comprises of translation tr = {tx, ty, tz} and rotation
ro = {rx, ry, rz} parameters [149, 150]. These parameters are defined for ev-
ery detected patch ζ as ζtr and ζro which are then aggregated to form the
final pose ξ. Mathematically, the detected patches for each hand skeleton is
defined as:
Skelet : ζ =
 ζ
tr
i
ζroi
 , i = 1, 2, · · · , N (7.2)
where ζi is a detected patch from the hand skeleton, ζtxi are the translation
parameters of a patch, ζroi are the rotation parameters and N is the total
number of detected patches. To find these translation and rotation parameters
of each patch, camera calibration is performed which gives the camera intrinsic
parameters (i.e., principal focus and center points) and distortion parameters.
Using these parameters and the patch representative points (Rp), the extrinsic
parameters (i.e., translation and rotation parameters) are computed for each
patch through 3D − 2D point correspondences using solvePnP algorithm
[151]. The individual translation and rotation parameters of each patch are
finally combined to get the final translation and rotation parameters of the
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Table 7.2: Comparison between Fiducial Detection and Point Models (Mean
Re-projection Error)
Patch Point Model Average RMS Error (pixels)
4-Patch Points 3.7
8-Patch Points 2.3
16-Patch Points 2.3
Fiducial (Marker Detection) 0.45
a) b) c) 
Figure 7.5: a) Original image with fiducial b) Detected pose over fiducial. c)
Augmentation of 3D object over detected marker.
hand pose. It is defined as:
ξ =

N∑
i=1
(
ζtri
N
)
N∑
i=1
(
ζroi
N
)
 (7.3)
Fig. 7.6 presents the individual patches information along with the final pose
estimation. In addition, as the proposed approach presents an HCI application
with AR system, so, the translation and rotation parameters of 3D objects
are transformed by augmenting them on the hand posture as shown in Fig.
7.6 c).
7.3 Experimental Results and Analysis
The experiments are conducted in two different aspects, first, the virtual con-
tents are overlaid over postures and second the gesture are classified (i.e.,
when there is only one fingertip or less). The experimental setup involves the
tasks of data acquisition, skin color segmentation, hand skeleton formation,
gesture classification, pose estimation and augmentation of 3D models. We
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Figure 7.6: Results of content augmentation on image sequences. a) Original
images b) Patch detection and camera pose estimation. c) Augmentation of
3D objects (i.e., kettle) on the hand posture.
have demonstrated the applicability of our proposed patch-based augmented
reality system on real situations where the 3D models of different objects (i.e.,
aeroplanes, helicopters, kettles etc.) are augmented on the fly over the sub-
ject’s hand postures satisfying the criteria of ease, flexibility and naturalness
(i.e., with no clothing restriction).
The proposed framework runs with real-time processing at 25fps on Intel
Processor 2.83GHz, 4 cores hardware configuration having 480 × 640 pixels
image resolution. Table. 7.1 presents the processing time of each method
along with the average processing time for each frame. The experiments are
conducted on 50 video observations of four subjects performing various hand
postures (i.e., with varying fingers) wearing short-to-long sleeves. Also, it is
to be noted that our algorithm doesn’t require any prior training for the hand
skeleton as well as the pose estimation process for the augmentation.
In the experiments, we have used a low-cost web camera with two image
resolutions 480 × 640 pixels and 240 × 320 based on the criterion of processing
time versus image resolution. The processing time of images with resolution
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Fr. 45 Fr. 53 Fr. 60 
Fr. 30 Fr. 40 Fr. 44 Fr. 50 b) 
Fr. 33 a) 
Fr. 30 Fr. 40 Fr. 44 Fr. 50 b) 
Figure 7.7: Bezier features extraction and classification results on image se-
quences with 1 fingertip detected. a) Image sequence for Gesture ‘C’ is pre-
sented at Fr 33 , Fr 45 , Fr 53 and Fr 60. HMM recognizes the symbol Gesture
‘C’ between Fr 53 and Fr 60. b) Image sequence for the gesture Gesture ‘K’
presented at Fr 30 , Fr 40 , Fr 44 and Fr 50. HMM recognizes the symbol
Gesture ‘K’ between Fr 44 and Fr 50.
480 × 640 pixels is 25fps whereas the processing time of images with resolu-
tion 240 × 320 pixels is 48fps. In this paper, we have selected the optimal
image resolution for real-time processing (i.e., 480 × 640 pixels). However,
we didn’t perform extensive tests on higher resolution (i.e., 960 × 1280) be-
cause in this case, the processing time increases which consequently leads to
the decrease in frame rate (i.e., it works around 10 - 15fps) and makes our
application not suitable for real-time interactive scenarios. But, the proposed
approach can be tested on GPU to optimize the performance for the high
resolutions images, which is however, not the intended focus of this research.
In Fig. 7.6, the images of the sequence are presented in Fig. 7.6 a) whereas
, Fig. 7.6 b) presents the formation of patches (ζ) between two detected fingers
from representative points (Rp) on which the corresponding pose is estimated
(i.e., marked by red regions). These individual poses are then aggregated to
get the final pose of the hand posture. Finally, the pose estimation parameters
(i.e., translation tr and rotation rot parameters) are transformed for 3D object
to augment them on the hand postures as presented in Fig. 7.6 c). Moreover,
the quantitative analysis is performed on our dataset for the pose estimation
and augmentation where re-projection error is 2.3 pixels for 8-patch point
model. Table. 7.2 presents the comparison of different patch point models
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where 8 − point and 16 − point models have the same mean re-projection
error in pixels. Also, we have made a comparison with marker-based fiducial
detection approach using Hamming distances for the pose estimation and
augment the virtual object over the detected marker as shown in Fig. 7.5.
Fig. 7.7 shows the image sequence along with the feature extracted when
one fingertip is detected. In the cases where none or one fingertip is detected,
the proposed approach utilizes the detected fingertip for gesture features ex-
traction. In the sequence for gesture recognition, the features are extracted
using Bezier descriptors (i.e., N = 15) and HMM is used to recognize the ges-
ture symbols. In Fig. 7.7 a), the image sequence for Gesture ‘C’ is presented
at Fr 33 , Fr 45 , Fr 53 and Fr 60 where HMM recognizes the symbol Gesture
‘C’ between Fr 53 and Fr 60. Fig. 7.7 b) presents the second sequence for
Gesture ‘K’ presented at Fr 30 , Fr 40 , Fr 44 and Fr 50. HMM recognizes
the symbol Gesture ‘K’ between Fr 44 and Fr 50. In the experimental results
like in Section 5.1.5, we have compared different Bezier descriptors and the
original control points and observed that the performance of Bezier descriptor
N = 15 is superior amongst all with recognition rate of 97.1%.
7.4 Summary and Conclusion
In this chapter, a hand skeleton approach is proposed to detect the physi-
cal components of the hand and their associated relationships (i.e., fingertip
to palm connectivity). Over the computed skeleton, the hand pose is esti-
mated by incorporating the suggested idea of patches, computed between the
detected neighboring fingers. The individual extracted pose parameters are
finally aggregated to augment different 3D objects on the hand. The experi-
mental results are presented on IIKT-AR dataset to show the performance of
the proposed approach. Moreover, the comparative analysis is carried out on
different patch models and marker-based fiducial detection approach where
the re-projection error is measured for the estimated pose.
Chapter 8
Summary and Future Directions
In this thesis, the aim is to understand and detect the meaningful activities
based on the hand gesture and posture modalities in HCI domain. This thesis
is compiled into eight chapters, each addressing varied range of objectives
and are linked in progressive manner allowing to develop the conceptual and
practical understanding of the conducted research.
8.1 Summary
Chapter 1 is the front face of this thesis which begins with the motivation be-
hind this research, provides the concept definition and application scenarios,
identified the objectives and finally present the contributions. This chapter
provides the theoretical and technical description of the research objectives
and ends with the thesis structure.
Chapter 2 presents a detailed insight of relevant literature for gesture and
posture modality along with point by point discussion. Besides, this chapter
covers the literature of hand augmentation for mapping the virtual contents
over the hand postures and pinpoints the key issues. Comprehensively, this
chapter filters out the key research gaps which has been addressed during the
entire course of this research.
Chapter 3 presents the hand and face segmentation problem which is an
essential requirement for feature extraction and classification. The core idea
is to use skin segmentation using Normal Gaussian distribution to get the
raw classified skin information. The limitation of these methods has been
addressed by suggesting a new approach that takes into account the detected
face from Haar-like features which adaptively updates the skin segmentation
process. As a result, this approach is scalable and functions optimally even
when the non-trained data (i.e., different ethnicity, different lighting) is given
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to the segmentation process. The blobs are extracted from the segmented
objects (hand and face) and then distance transformation approach is incor-
porated to prune the detected arm for the subjects wearing half-sleeves (i.e.,
offer flexible conditions).
Chapter 4 addresses the topic of feature extraction for the gesture and pos-
ture modalities incorporating the global and local features respectively. In
the gesture feature extraction process, the concept of Bezier curves has been
employed to build Bezier descriptors from the hand centroid points. In addi-
tion, the fingertips are detected by computing the curvature on the extracted
contours. These detected fingertips are used in the categorization process and
to build the patches for the hand augmentation process. In the posture fea-
ture extraction, the statistical and geometrical features are employed along
with categorization of hand fingers based on fingertip detection, separating
into groups, thus leading to reduced mis-classifications significantly. Finally,
the occlusion is handled through an iterative closest point algorithm which
takes local features as the observation and resolve the ambiguities between
the hands and face to maintain the tracking process.
Chapter 5 presents the classification scheme for the gesture and posture
modalities and evaluates the performance of features. In the gesture recogni-
tion, HMM is employed for different Bezier descriptors along with the analysis
based on the ground truth. In contrast, SVM is used for the posture classi-
fication by incorporating the statistical and geometrical features along with
their analysis.
Chapter 6 presents the concept of integration of gesture and posture modal-
ities to extract meaningful expression entailed from the designed logical mod-
els. A Particle filter is proposed to approximate the probability density func-
tion using a collection of random samples from classification outcome to gen-
erate the contribution-weights. These contribution-weights are used for the
integration of gesture and posture modalities, the derived interpretation and
computed inferences by incorporating CFG rules.
Chapter 7 extends the proposed framework of this thesis by augmenting
the virtual contents over hand postures. A new approach is proposed to build
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the hand skeleton by detecting and linking the hand physical components
(i.e., using palm and fingertip detection). The hand skeleton is divided into
patches computed from the detected neighboring fingers and camera poses are
estimated for each patch. These estimated poses are then aggregated to gener-
ate final pose over which 3D objects are augmented. Finally, the quantitative
analysis is performed by taking different patch point models and fiducial mark-
ers. Moreover, the fingertip and hand palm is used for gestural actions with
the motivation to test the applicability of this research for different context.
8.2 Future Directions
The research is a self-evolving process and the objectives addressed in this
thesis opens up new directions for future works. In the following, a summary
of the future directions is presented within the context of gesture, posture and
hand augmentation. Some of these key findings are described as follows:
• In the gesture recognition, dataset currently consisting of alphabets and
numbers which can be extended into various directions (i.e., words, ac-
tions, commands etc.). Moreover, the gesture spotting is an important
research field where the start and end of gestural symbols can be deter-
mined by building a model.
• The posture dataset consists of finger-spelling ASL alphabets and num-
bers which can be broadened to words as well. Moreover, a key research
of ASL lies in the incorporation of facial feature in which the face fea-
tures are extracted to infer the actions.
• The performance of occlusion process in tracking framework can be mea-
sured and improved by incorporating the hand shape or motion features
which is fused to enhance the robustness for various contexts.
• The integration of gesture and posture leads to extract the meaningful
expressions for the interpretations and inferences which will be extended
for other application scenarios in HCI for determining the intention of
the user.
• In the hand-based augmentation domain, currently, it is dependent upon
the features extracted from the hand palm and fingertips. However, the
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future research directions considers the self-occluded poses (i.e., where
the fingers intercept each other while moving ) of the hand-based aug-
mentation.
Appendix A
Appendix
A.1 Orthogonal Moments
The absolute moments are formed using the monomial basic set xp yq. This
property is for the cartesian moments and it is in non-orthogonal moment set.
As it belongs to the non-orthogonal set, a high correlation exists between the
moments. Due to the existence of high correlation, it needs high computa-
tional precision. Also, for the geometrical moments (i.e., absolute and central
moments), it is hard to differentiate between different patterns because xp yq
powers are not very different from one another [152]. Teague in [153] pro-
posed two inverse moment transformation techniques and how an image is
reconstructed from set of moments. The first approach derives a continuous
function moments exactly match the moments mpq of f(x, y) through order
n. It is defined as:
f(x, y) = f00 + f10x+ f01y + f20x2 + f11xy + f02y2 + · · · (A.1)
This approach was not suitable when higher moments are used due to the
complexities of the equations in it. The second method used is based on
orthogonal moments. Teague examines that the Cartesian moment can be
replaced by orthogonal basic set (i.e. Legendre and Zernike polynomial),
resulting in an orthogonal moment set. The basic advantage of using the
orthogonal moments is that they can be represented with the differences to
the same accuracy as the monomial set with low computational precision.
The orthogonal moments are computed in a similar manner as geometrical
moments. The difference is that the monomials are replaced by the set of
polynomials. The orthogonal moment is written in the similar manner as the
geometrical moment and is defined as:
mpq =
∫∫
R
hpq (x, y) f (x, y) dxdy (A.2)
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where hpq (x, y) is pq− th orthogonal polynomial and R is the range over this
polynomial is defined. The Legendre polynomial is defined as:
hpq (x, y) = Lp (x− x¯)Lq (y − y¯) , −1 ≤ x, y ≤ 1 (A.3)
The Zernike polynomial is defined as:
hpq (x, y) = Zpq (x− x¯, y − y¯) , x2 + y ≤ 1 (A.4)
Legendre moments are translation and scale invariant but not rotation invari-
ant. Zernike moments are translation, scale and rotation invariant. These
moments are used in reconstruction of images as they have got the advantage
of inverse moment transformation.
A.1.1 Zernike Moments:
Teague [153] examines that the Cartesian moment can be replaced by orthog-
onal basic set (i.e. Zernike polynomial), resulting in an orthogonal moment
set. The magnitudes of Zernike moments are invariant to rotation and reflec-
tion [154]. However, translation and scaling invariance can easily be achieved
like the central moments.
Apq =
(p+ 1)
Π
∑
x
∑
y
I(x, y) [Vpq(x, y)] , x2 + y2 ≤ 1 (A.5)
where I(x, y) is image pixel and p and q defines the moment-order. Zernike
polynomials Vpq(x, y) are defined in polar form Vpq(r, θ) as:
Vpq(r, θ) = Rpq(r)e−jqθ (A.6)
where Rpq is a radial polynomial and is defined as:
Rpq(r) =
p−|q|
2∑
s=0
(−1)s(p− s)!rp−2s
s!
(
p+|q|
2 − s
)
!
(
p−|q|
2 − s
)
!
(A.7)
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We have used the Zernike moments upto 4th order moment. The feature
vector set for Zernike moment is as under:
FZernike = {Z1, Z2, Z3, Z4, Z5, Z6, Z7, Z8, Z9} (A.8)
Normalization: The normalization is done for features to keep them in a
particular range and is defined as:
cmin = µ− 2σ , cmax = µ+ 2σ (A.9)
nF i = (Fi − cmin) / (cmax − cmin) (A.10)
nFZernike are the normalized features for Zernike. cmax and cmin are the
respective maximum and minimum values used for the normalization.
A.2 Experimental Setup
b) a) 
Figure A.1: a) First Context (IIKT-GP): Kinect camera is oriented in front
of the subject for hand gesture and posture recognition. b) Second Context
(IIKT-AR), webcam is adjusted in front of the subject in a tilted manner (i.e.,
45 orientation) for AR scenario.
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