Introduction
Modelling the volatility of financial time series via stochastic volatility (SV) models has received a great deal of attention in the theoretic finance literature as well as in the empirical literature. Prices of options based on SV models are shown to be more accurate than those based on the Black-Scholes model (see, for example, Melino and Turnbull (1990) ). Moreover, the SV model offers a powerful alternative to GARCH-type models to explain the well documented time varying volatility. Empirical successes of the lognormal SV model relative to GARCH-type models are documented in Danielsson (1994) , Geweke (1994b) , and Kim, Shephard and Chib (1998) in terms of in-sample fitting, and in Yu (2002) in terms of out-of-sample forecasting.
The most widely used SV model is the lognormal specification which is built upon the models of Clark (1973) and Tauchen and Pitt (1983) and first introduced by Taylor (1982 Taylor ( , 1986 Taylor ( and 1994 . It has been used to price stock options in Wiggins (1987) and Scott (1987) and currency options in Chesney and Scott (1989) . Since it assumes that the logarithmic volatility follows an Ornstein-Uhlenbeck (OU) process, an implication of this specification is that the marginal distribution of logarithmic volatility is normal. This assumption has very important implications for financial economics and risk management.
Many other SV models coexist in the theoretical finance literature as well as in the empirical literature. For example, Stein and Stein (1991) and Johnson and Shanno (1987) assume the square root of volatility follows, respectively, an OU process and a geometric Brownian motion, while Hull and White (1987) and Heston (1993) assume a geometric Brownian motion and a square-root process for volatility. In the discrete time case, various SV models can be regarded as generalizations to the corresponding GARCH models. For example, a polynomial SV model is a generalization of GARCH(1,1) (Bollerslev (1986)) while a square root polynomial SV model is a generalization of standard deviation (SD)-GARCH(1,1). Andersen (1994) introduces a general class of SV models, of which a class of polynomial SV models has been emphasized. This class encompasses most of the discrete time SV models in the literature. Other more recent classes of SV models include those proposed by Barndorff-Nielsen and Shephard (2001) and by Meddahi (2001) .
Despite all these alternative specifications, there is a lack of procedure for selecting an appropriate functional form of stochastic volatility. 2 The specification of the correct stochastic volatility function, on the other hand, is very important in several respects.
First, different functional forms lead to different formulae for option pricing. Misspecification of the stochastic volatility function can result in incorrect option prices. Second, the marginal distribution of volatility depends upon the functional form of stochastic volatility.
In this paper, we propose a new class of SV models, namely, nonlinear SV models.
Like the class of Andersen (1994) , it includes as special cases many SV models that have appeared in the literature. It overlaps with but does not encompass the class of Andersen. Different from his class which precludes a simple comparison of different SV models, an advantage of our proposed class is the ease with which different specifications
on stochastic volatility can be tested. In fact, the specification test is based on a single parameter. Furthermore, as a byproduct of this general way of modelling stochastic volatility, one obtains the functional form of transformation which induces marginal normality of volatility. We empirically test all standard specifications against our general specification using daily dollar/pound data. Our empirical test of all standard SV models is, to the best of our knowledge, the first in the literature. The empirical test rejects all standard SV models and favors a nonlinear SV specification. Implications of this nonlinearity on some important financial variables are examined. For example, without sacrificing the overall goodness-of-fit, our nonlinear SV model improves the fit to data when the market has little movement. We also find that our model implies a smoother volatility series. Moreover, the marginal distribution of volatility is different from a lognormal distribution. Most importantly, an application of our nonlinear SV model to option pricing shows that the lognormal SV model overprices currency options, particularly out-of-the-money options.
The paper is organized as follows. Section 2 presents this class of nonlinear SV 2 It is well known that a GARCH process converges to a relevant stochastic volatility process (Nelson (1990) ). A specification test based on a GARCH family can be suggestive of an appropriate stochastic volatility specification; see for example, Hentschel (1995) . Such a test, however, is by no mean a direct test of stochastic volatility specifications. models. In Section 3, a Markov Chain Monte Carlo (MCMC) method is developed to provide likelihood-based analysis of the proposed class of models. The class is fitted to daily observations on dollar/pound exchange rate series in Section 4. In Section 5
we illustrate the importance of the proposed models in terms of their implications on pricing currency options. In Section 6 we apply the new models to analyze four other exchange rates. Finally in Section 7 we present conclusions and possible extensions.
A Class of Nonlinear SV Models
In the theoretic finance literature on option pricing, the SV model is often formulated in terms of stochastic differential equations. For instance, Wiggins (1987) , Chesney and Scott (1989) , and Scott (1991) specify the following model for the asset price P (t) and the corresponding volatility σ 2 (t),
where B 1 (t) and B 2 (t) are two Brownian motions and corr(dB 1 (t), dB 2 (t)) = ρ with ρ capturing the so-called leverage effect.
In the empirical literature, the above continuous time model is often discretized.
The discrete time SV model may be obtained, for example, via the Euler-Maruyama approximation. The approximation, after a location shift and reparameterization, leads to the lognormal SV model given by
where X t is a continuously compounded return and e t , v t are two sequences of independent and identically distributed (iid) N (0, 1) random variables with corr(e t , v t+1 ) = ρ.
The above model is equivalently represented, in the majority of empirical literature, by
5) 6) where h t = ln σ 2 t . The lognormal SV model specifies that the logarithmic volatility follows an AR (1) process. However, this relationship may not always be warranted by the data. A natural generalization to this relationship is to allow a general (nonlinear) smooth function of volatility to follow an AR(1) process. That is,
where e t and v t are two N (0, 1) sequences with corr(e t , v t+1 ) = ρ, and h(·, δ) is a smooth function indexed by a parameter δ. A nice choice of this function is the Box-Cox power function (Box and Cox (1964) ):
As the function h(·, δ) is specified as a general nonlinear function, the model is thus termed in this paper the nonlinear SV (N-SV hereafter) model. Several attractive features of this new class of SV models include: i) as we will show below it includes the lognormal SV model and the other popular SV models as special cases, ii) it adds great flexibility to the functional form, and iii) it allows a simple test for the lognormal SV specification, i.e., a test of H 0 : δ = 0, and some other "classical" SV specifications. If we write h t = h(σ 2 t , δ), then we can re-write the N-SV models as
10) 11) where g(h t , δ) is the inverse Box-Cox transformation of the form
Denote the vector of model parameters by θ = (µ, δ, φ, σ, ρ).
The idea of our proposed N-SV models is similar to that made in Higgins and Bera (1992) from the linear ARCH model (Engle (1982) 
where µ = µ + 1. This is a polynomial SV model in Andersen (1994) . According to this specification, volatility follows a normal distribution as its marginal distribution. If δ = 0.5, the variance equation (2.8) becomes
where µ = 0.5µ + 1. This is a square root polynomial SV model in Andersen (1994) and can be regarded as a discrete time version of the continuous time SV model in Scott (1987) and Stein and Stein (1991) . As a result, the marginal distribution of the square root of volatility is Gaussian.
In Table 1 we summarize some well-known SV models and show their parameter relations with our model. For the continuous time SV models, their Euler discrete time versions are considered. It can be seen that all these models can be obtained from our model by placing the appropriate restrictions on the three parameters δ, µ and φ. In fact, all the models except our model require δ to be 0, 0.5, or 1. The Box-Cox transformation has been applied in various areas in finance. One of the most relevant applications to our work may be that proposed by Higgins and Bera (1992) 3 Some specifications in Table 1 may be different from the actual specifications used in the original references. However, they are equivalent to each other via Ito's lemma. For example, Heston (1993) adopts a square root specification for σ 2 t which is identical to assuming σ t follows a particular OU process.
who introduce the NARCH model. Another relevant application is Hentschel (1995) who introduces a family of GARCH models by applying the Box-Cox transformation to the conditional standard deviation. A nice feature of our proposed class is that it provides a simple way to test the null hypothesis of polynomial SV specifications against a variety of non-polynomial alternatives. Moreover, as a consequence of specification testing, our proposed class provides an effective channel to check the marginal distribution of unobserved volatility.
We now establish some basic statistical properties of the N-SV models. It is easy to see that h t is stationary and ergodic if φ < 1 and that if so
It follows that X t is stationary and ergodic as it is the product of two stationary and ergodic processes. For the moments of X t , a distributional constraint has to be imposed on v t or h t . As σ 2 t is nonnegative, the exact normality of v t is incompatible unless δ = 0 or 1/δ is an even integer. 4 Our experience suggests that, as far as statistical inferences and pricing options are concerned, the assumption of the exact normality of v t works well for all the empirically possible values of parameters that we have encountered.
5
Unfortunately, even in the case where 1/δ is an even integer, it does not seem to be possible to obtain an analytic form for the moments of the model. Moreover, unlike the lognormal SV model, it appears that there is no obvious way to linearize the mean equation (2.10). These two undesirable properties make the classical econometric treatments of SV models, such as generalized method of moments (GMM) and quasi maximum likelihood (QML), difficult to implement for the N-SV model.
To conclude this section, we attempt to offer a heuristic interpretation of δ from a finance perspective. 6 For ease of interpretation, we restrict ourselves to the range of positive δ. Define m = 1/δ and re-write the inverse Box-Cox transformation as 3 Likelihood-Based Analysis of Nonlinear SV Models
Why Use MCMC?
The literature on estimating SV models is vast. This is in part due to the fact that the likelihood function has no closed form expression for SV models and hence the maximum likelihood approach is extremely difficult to implement. As a consequence, The relative merits of the alternative methods depend not only on the finite sample efficiency but also on the flexibility to adapt to modifications of model specification.
Moreover, in the framework of SV models, a good method should also allow one to extract the unobserved volatility model with a low cost and to do simple but useful model diagnostics. Judged by these criteria, MCMC is our choice for inferences since it provides a flexible and highly efficient approach to analyzing SV models. In this paper the proposed N-SV models are to be applied to exchange rate series.
Although the leverage effect is particularly important for stock returns, it has been found to be much less severe for exchange rates (Meyer and Yu (2000)). Consequently, we impose a restriction into the N-SV model, that is, ρ = 0. Hence the vector of model parameters reduces to θ = (µ, δ, φ, σ). To develop our sampling algorithm, we assume the priors of model parameters are
, where IG denotes the inverse-gamma distribution. The joint posterior density for model parameters and latent volatilities is
where p, S σ , ω, γ, µ δ and σ 2 δ are all hyperparameters to be defined by users. After integrating out σ 2 from the joint posterior, we obtain the logarithm of the marginal posterior of (φ, δ, h),
The Gibbs sampling algorithm can then be used to sample φ, δ and h. Given the posterior samples of φ, δ and h obtained from the marginal posterior ln f (φ, δ, h|X), the parameter σ 2 can be sampled directly from,
Kim et al. (1998) showed that the marginal posterior of µ is N (μ * ,σ 2 µ ) with
Given the posterior samples of φ, δ, σ and h, the parameter µ can be sampled directly from this marginal posterior. 8 Hence our sampling algorithm may be summarized as follows:
1. Initialize θ and h;
2. Sample φ and δ from (3.17) given all the other parameters and h; where N 0 is the number of iterations in the burn-in period and N is the simulation sample size.
Two important points should be noted. First, φ and δ are sampled simultaneously according to the Metropolis-Hastings rule, rather than a single-move procedure. 9 Second, when updating h t (t = 1, 2, · · · , T ) sequentially in Step 3, we only calculate the partial posterior of h t which is the product of relevant terms containing h t in (3.16).
For instance when δ = 0, the partial log-posterior of h t is (ignoring the end conditions to save space)
and when δ = 0, the partial log-posterior of h t becomes
In such a way to update h t , the computational cost is greatly reduced.
As in Meyer and Yu (2000) we use the convergence checking criteria available in the CODA software to check whether convergence has been achieved. All the results we report in this paper are based on samples which have passed the Heidelberger and
Welch convergence test for all parameters.
To measure the simulation inefficiency, we use the integrated autocorrelation time,
IACT (Sokal (1996) ), which is also referred to as the inefficiency factor by Kim et al. proposed by Kitagawa (1996) . In this paper we employ Kitagawa's filtering algorithm using 50, 000 particle points. However, we should point out that Kitagawa's algorithm is not necessarily the most efficient. Perhaps a more efficient algorithm for filtering a SV model is in, for example, Pitt and Shephard (1999) .
Once likelihood is evaluated at the posterior mean, one can make statistical comparisons of the proposed N-SV model and any standard SV model. Since the N-SV model nests all standard SV models, a simple test statistic is the likelihood ratio test defined by 
Simulation Studies
To check the reliability of the proposed MCMC algorithm for estimation of N-SV models and for model comparison, we apply our algorithm to a generated dataset. We generate one data series of 2000 observations from the N-SV model using the following parameter values: µ = −0.2, σ = 0.2, φ = 0.95 and δ = 0.2. All these parameter values are selected to be representatives of typical daily exchange rates. 10 The generated return and volatility series are plotted in the first two panels in Figure 2 .
In both the simulation and empirical studies (in Section 4), we estimate the N-SV model using the proposed MCMC algorithm. For comparison purposes, we also estimate the lognormal SV model and for this we employ the all purpose Bayesian software package BUGS based on the single-move Gibbs sampler as described in Meyer and Yu (2000) for ease of implementation. In all cases we choose a burn-in period of 50,000 iterations and a follow-up period of 500,000, and store every 50th iteration. The 10 See the empirical results below and Shephard and Pitt (1997) on parameter settings for simulation purposes.
11 The only exception is for µ. In the lognormal SV model we choose an informative but reasonably flat prior distribution for µ (i.e. a normal distribution with mean 0 and variance 25) while in the N-SV model we use a diffuse prior for the reason argued above.
First, it can be seen that the proposed MCMC procedure can estimate very precisely all the parameters in the N-SV model, including the key parameter, δ. Second, the 90% Bayesian confidence interval of δ includes the true value and excludes 0, 0.5 and 1.
Consequently, we are able to reject all standard SV models as we wish. Moreover, the likelihood ratio statistic favors the true specification and suggests some evidence against the lognormal model. Third, comparison of IACT's across two models shows that the inefficiency factors in the N-SV model are substantially smaller and suggests that better mixing is achieved in the N-SV model.
To understand the implications of the mis-specification on volatility estimates, we obtain two filtered volatility estimates and plot the difference between the true volatility and two estimated volatility series in panels 3-4 of Figure 2 . From these two panels, the two estimated volatility series are almost indistinguishable. To highlight the differences between the models, we plot the differences between the two estimated volatility series in the last panel of (2002)). In this section we empirically test all standard SV models against the proposed models using daily dollar/pound exchange rates for the period from January 1, 1986 to December 31, 1998. The dataset is available from the H-10 Federal Reserve Statistical Release. For convergence purposes we use the mean-corrected and variance-scaled returns defined by
,
where s(Y t ) is the sample standard deviation of Y t and S t is the exchange rate at time t. The sample size is 3268. Since the lognormal SV model is the most widely used one in the literature, we also estimate it for comparison. As a final comparison of the performances of the two SV models, we obtain two filtered estimates of volatility and plot them in the second and third panels in Figure 7 .
Empirical Results
For comparison purposes, we also plot the absolute value of returns in the first panel.
The two filtered volatility series are almost indistinguishable. To highlight the differences between the models we plot the difference between the two estimated volatility series in the last panel. It can be seen that the estimated volatilities from both models are very close to each other during times of normal volatility. During times of high volatility, the differences are larger. Similar to what we have found in the simulation study, we find that the two estimated volatility sequences have a similar sample mean (0.995 versus 1.004) but the sample variance of estimated volatilities is considerably smaller for the N-SV model (0.3297 versus 0.3782), indicating that while two models imply a similar level of long term variance the N-SV model tends to generate a smoother volatility series.
As we will see below, this property has important implications on option pricing.
Implications on Option Pricing
Probably the most important application of the SV model is the pricing of options.
Under a set of assumptions, Hull and White (1987) show that the value of a European call option on stocks based on a general specification of stochastic volatility is the To examine the implication of our N-SV models on option pricing, we modify Hull and White's procedure to price currency options by taking into account the difference between stock and currency options (which is the currency options pay a "dividend" rate equal to the foreign interest rate; see for example Hull (1996, Ch12) ).
Let C be the value of a European call option on a currency with maturity τ (measured in number of days), strike price X, current volatility σ 2 0 , current exchange rate S 0 , and the difference between the domestic and the foreign interest rates r d − r f . Under the same set of assumptions in Hull and White (1987) , it can be shown that 20) where w 2 τ is given by w 21) and BS(w τ ) is the Black-Scholes price for a currency option 22) in which F 0 = S 0 e (r d −r f )τ is the forward exchange rate applying to time τ , d 1 and d 2 are given, respectively, by
In discrete time we have to approximate w 2 τ . In this paper we follow the suggestion of Amin and Ng (1993): 25) where n is the number of discrete time periods until maturity of the option. In this paper, we choose the unit discrete time period to be one trading day and hence n (= τ )
is the number of trading days before the maturity.
The Monte Carlo algorithm for calculating the value of a European call option on a currency may be summarized as follows:
1. Obtain the initial value of h 0 based on the initial value of σ 2 0 ;
2. Draw independent standard normal variates ν i for 1 ≤ i ≤ n;
3. Generate h i according to
4. Calculate w 6. Repeat Steps 3-5 using {−ν i } and define the value of BS(w τ ) by p 2 ;
7. Calculate the average value of p 1 and p 2 and call it y;
8. Repeat Steps 2-7 for K times and hence we should have a sequence of y's;
9. Calculate the mean of y's and this is the estimate of the option price.
Our algorithm is related to the one suggested by Mahieu and Schotman (1998) , but there are several important differences. The first difference is we use an antithetic method in
Step 6 to reduce the variance of simulation errors. Secondly, our algorithm can price not only at-the-money options but also in-the-money and out-of-the-money options while
Mahieu and Schotman only price at-the-money options. The third difference is we can price options based on the N-SV models. Finally, we use a much larger value of K (10,000 as opposed to 500) to ensure that the approximation errors in calculating equation (5.20) are very small.
The algorithm is then applied to price a half-year call option based on the lognormal and N-SV models with the estimated parameter values in Table 3 imposed. 12 In both models, we choose n = 126, S 0 = 1.5, r d = 0, r f = 0, K = 10, 000, σ 0 = 0.006349, 13 and Table 4 compares the option prices and percentage differences between the prices based on the two estimated SV models.
The main conclusion we draw from the table is that the lognormal SV model tends to overprice the options. In fact the N-SV option price is always no bigger than the lognormal option prices. This finding is not surprising because we have found that 
Empirical Results for Other Exchange Rates
In this section we apply the N-SV models to daily exchange rates of four other major A few results emerge from Table 5 . 
Conclusions and Extensions
In this paper a class of nonlinear SV models has been proposed. Note: In all cases, the parameter estimates in Table 3 are used. 
