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Abstract

derscores the importance of research into new ways to both
mitigate and contain pandemics going forward.
One subset of pandemic-related research is the application
of machine learning to predict aspects such as spread, severity, outbreaks, etc. Abstractly, machine learning is the use
and development of methods that allow a computer to learn
behavior by seeing examples, much like a child learns by
seeing what their parents and other people do. Deep learning
is a specific subfield of machine learning, which still learns
from examples, that makes use of different stacked layers
of processing to allow a program to see different aspects of
the data [8]. These are known as neural networks – and at
a high level, one can think of them as a simplified model of
the neurons and synapses in the human brain. This project
proposes a novel application of machine learning: illustrate
trends in mask usage on social media by using deep learning
to detect face mask usage in social media.
The success of deep learning models is directly dependent
on the amount and quality of data. Too little data can cripple the model’s learning. A biased data set can be just as
harmful [27]. As existing datasets [4] [26] [11] are either
focused on general occlusion, small and biased heavily to
certain demographics, or created by artificially superimposing face masks on to images [4], we first create a large, diverse, social-media-based dataset of known examples (with
true information about face mask presence), and utilize this
when training our model.
This paper is organized as follows. Section 2 provides an
overview of neural networks and the training process, section 3 discusses related work and existing mask datasets,
section 4 details the process of creating our Twitter-based
face mask detection dataset, section 5 describes the deep
learning model created to detect the presence of face masks,
section 6 verifies the benefit of our dataset for the purposes
of detecting face masks in social media images, section 7
demonstrates how the model is deployed on historical data
for Los Angeles and illustrates preliminary results in mask
usage trends, and section 8 concludes and discusses future
work directions.

The use of face masks to prevent disease spread among
the general population has become widespread due to the
COVID-19 pandemic. The ability to accurately detect and
monitor the trends in face mask usage is crucial to understanding and predicting hotspot areas for both current and future pandemics. In this work, we investigate the detection
of face masks in social media images using deep learning,
specifically convolutional neural networks (CNNs). The use
of CNNs for face mask detection has been explored by the
research community; however, a common limiting factor has
been the lack of a large, diverse image dataset of masked individuals. Current datasets are typically too small and limited
in diversity or artificially created by superimposing medical
masks onto faces. These approaches fail to reflect the diversity of real life images and unrealistically assume CNNs can
always perfectly see the target’s face. This project investigates the creation of a social-media-based face mask image
dataset that reflects the scale needed for deep learning and
the diversity (mask types, positions of people, and ethnicity)
of real life. We have gathered approximately 120k images
containing people tweeted from different cities. Mechanical
Turk is used to label the images based on the presence of a
face mask. Using this dataset, we train a CNN model to detect the presence of face masks in social media images and
compare the results to existing approaches. We then deploy
our model to detect trends in face mask usage in San Francisco over time.
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Introduction

As all of us are keenly aware, the novel coronavirus
(COVID-19) has wreaked havoc around the world. There
have been more than 200 million cases and more than four
million deaths [6]. COVID-19 has disrupted all facets of
society. In the United States alone, nearly 40 million people have lost their jobs [3]. It has severely impacted the
world economy in many sectors, such as agriculture, manufacturing, education, finance, hospitality and tourism, aviation, sports, etc. [2]. While vaccines have shown some
promise with regards to COVID-19, the unfortunate truth is
that experts believe that global pandemics will become more
prevalent in the future. Mike Ryan of the WHO stated in [1]
“This pandemic has been very severe; it’s spread around the
world extremely quickly and has affected every corner of
this planet, but this is not necessarily the big one”. This un-
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Background

Machine learning is a field of computer science that focuses
on using data and algorithms to improve a program’s performance over time (learning), mimicking the way humans
1

Forward Pass Figure 1 shows a single-layer neural network. This network is fully-connected (i.e., dense) meaning
every input is connected to every hidden node and every hidden node is connected to every output node. Each link has
an associated weight. The forward pass involves computing these weighted combinations to predict an output value.
Mathematically, this is done by first taking the input array of
numbers and left-multiplying it by a matrix of weights. The
result of this multiplication then has a bias value added to
each element to increase the model’s flexibility. A forward
pass takes the form denoted in Equation 1, where xi are the
elements in the input (in our case the image tensor) and wi
are the weights on each link.

learn [10]. One form of this is computer vision, which seeks
to make meaningful observations about video and images
and then inform choices based on those observations [8].
Computer vision has seen accelerated growth largely due to
deep learning and an extension of it - convolutional neural
networks (CNNs) [8]. Fundamentally, this project is an application of deep neural networks (also known as deep learning), specifically CNNs. Thus, we begin with an overview of
neural networks, the training process, and CNNs in subsection 2.1, subsection 2.2, subsection 2.3 respectively. Then,
subsection 2.4 will give a brief overview of transfer learning,
a technique we employ when creating our model.

2.1

Deep Neural Networks

N
X

To understand deep learning, an understanding of neural networks is needed. Neural networks are layered structures that
process information to gain a key insight about that input.

(1)

The output of this transformation is then passed through
an activation function. Activation functions allow neural
networks to quantify non-linear behavior and limit output to
a given range [8]. A common activation function is ReLU,
denoted in Equation 2. ReLU limits the output to either a 0
or a 1.
y = max(0, x)
(2)
The weights on each link are typically randomly initialized. However, this means that the initial predictions are
very often incorrect. The weights need to adjust based on
the correctness of the prediction leading to the second part
of the training process: backpropagation.

Figure 1: Example of a single-layer, fully-connected neural
network. Image credit: [15]

Backpropagation Backpropagation is arguably the most
important algorithm used in neural networks. Popularized in
the late 1980s, backpropagation applies the chain rule (see
Equation 3) from the last (deepest) layer backwards to adjust
a network’s weights to minimize a measure of the distance
between the desired output matrix and the actual output matrix [20].

The difference between traditional neural networks and
deep learning is quite simple: deep learning involves using
neural networks with many layers, often 3 or more, otherwise known as a “deep structure” [4].
As shown in Figure 1, neural networks (ANNs) take an
input and transform it by passing it through a hidden layer.
To do this, ANNs take in a tensor (a matrix of an arbitrary
number of dimensions) of key image details and then output a high level insight such as a prediction or classification.
These insights aim to encode human-like knowledge. For instance, if an ANN was attempting to predict housing prices
it might take in geographical location, number of bedrooms,
number of sinks, and year built in a matrix. Using that information, it would then output a prediction price [4]. However,
to predict well, the neural network needs to learn how important each link, like those visualized in Figure 1, is through a
process known as training.

2.2

(xi wi ) + bias

i=0

d
d
du
[f (u)] =
[f (u)]
(3)
dx
du
dx
This measure is calculated by the optimization function,
also known as the cost function. The cost function assesses
some measure of the difference between the output value
and target value. The gradient (see Equation 4) of each cost
(output) is taken with respect to its weights and biases (input) to measure its sensitivity to change based on change in
input. [20].





∇f ( x1 , x2 , . . . , xn ) = 





The Training Process

The training process consists of two primary steps: the forward pass where a prediction is made and backpropagation
where the network is updated based on the accuracy of the
prediction. This training is performed iteratively, e.g. forward pass, backpropagation, forward pass, backpropagation,
. . . until the model’s predictions stop improving.

∂f
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∂x1
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∂x2
..
.
∂f
( x1 , x2 , . . . , xn )
∂xn












(4)

This allows us to determine both level and direction of the
needed input adjustment. Starting at the deepest layer of
2

the neural network, this process is applied to update the network’s weights and biases to increase classification accuracy.

2.3

image is represented by a tuple with 3-values: red (R), green
(G), and blue (B). For all of the pixels in an image, this results in a 3-dimensional array, where each inner 2-d array
contains all of the pixel values for a specific color (known
as a color channel). This is visualized in Figure 3 where
we can see the upper left pixel has the RGB values (0.392,
0.169, .306) and there are 3 distinct channels with the red,
green, and blue values for all pixels. A CNN takes as input this 3-d image array of numbers and passes it through
forward through each of its layers.

Convolutional Neural Networks

Convolutional neural networks (CNN) are the technology
powering most computer vision applications. They are similar in concept to traditional neural networks but are applied
specifically to images and video. This is due to a few specialized layers, mainly convolutional layers (discussed in
section 2.3) and pooling layers (discussed in section 2.3).
Through the use of convolutional and pooling layers, CNNs
extract and generalize features to achieve near-human-level
image insight. This is done through building from small insights to larger ones using feature maps (see Figure 2), seeing a picture of a car and first recognizing something like an
edge, then recognizing combinations of edges that make a
wheel, etc.

CNN’s Specialized Architecture Just like a traditional
ANN, CNNs are made up of layers, but they use two specialized types of layers known as convolutional (described
in section 2.3) and pooling layers (described in section 2.3).
These layers are combined together, for example as shown
in Figure 4, with a fully-connected layer at the end for prediction. The convolutional and pooling layers allow CNNs
to create feature maps that represent high-level attributes of
an image [8].

Figure 4: Example CNN architecture showing input image
being passed through convolutional and pooling layers before finally being passed through a fully-connected layer that
makes a prediction. Image credit: [5]

Figure 2: Example visualization of how CNNs see an image
of a car by capturing different levels of features from edges,
to wheels and windows, to entire cars with successive layers.
Image credit:[14]

Convolutional Layers Convolutional layers apply a
window-like filter matrix of weights to sections of an image. Each element in the filter is multiplied by the image
matrix and then summed into a single number. That number
is then entered into the feature matrix as a representation of
the presence of that feature. This action is depicted in Figure 5 showing the computation of a single value with a static
filter matrix, however, in CNNs the filter matrix’s weights
are learned over time. The filter matrix is slid over each position in the image until a full feature map is created.
Vital to a convolutional layer’s success is weight sharing.
Weight sharing is a process by which CNNs are able to learn
local patterns in an image to apply them globally. For instance, when a filter learns to recognize a tail light in one
section of an image of a car, it can now recognize tail lights
in other sections of the image as well. This allows the feature
map to build on each local insight and cut down on processing time as each feature only needs to be learned once.
Figure 3: Visualization of how images are stored as 3d arrays in computers, with red, green, and blue color channels.
Image credit: [19]

Pooling Layers Pooling layers take the convolutional
layer’s feature map and downsample it to summarize trends
in each local area. While there are a variety of pooling methods, max pooling is typically the most common. Max pooling is the process of sliding a small window over the feature
map and only taking the largest of the window’s numbers to

To understand CNNs, it is crucial to first understand how
images are represented in a computer. Each pixel in a color
3

model comes with weights optimized for the original purpose for which it was trained. The model’s accuracy can
potentially be increased by allowing the weights in the pretrained network to adjust. This is done through unfreezing
groups of those weights (typically organized in blocks) to
allow them to train. Fine-tuning experiments with different
combinations of frozen and unfrozen weight blocks to discover the optimal configuration.

3

Figure 5: Example of convolution using a filter matrix. Image Credit: [22]
store in the new, smaller matrix. Figure 6 demonstrates the
max pooling process. The maximum value from the 4 upper
left values (shaded in red) is selected as the upper left value
in the smaller output matrix, and the process is repeated for
the remaining shaded sections.

Figure 6: Example visualizing max pooling in which the
max from each of a small section (shaded different colors)
is taken.
This serves a few purposes. First, it drastically reduces
the total parameters that need to be trained in a network, cutting down on computation time. Second, it allows the CNN
to learn generalized image features rather than only hyperspecific ones. Because max pooling downsamples to reduce
the size of the feature map, it generalizes the attributes associated with that feature. This increased generalization improves a CNN’s ability to recognize that feature despite subtle differences from image to image [17].

2.4

Related Work

Image analysis for faces and masks is a wide-spanning area
of computer vision research. One related area of research is
the broader area of occlusion research. Detecting areas of
occlusion [7, 16] is one subset of occlusion research. While
superficially related, this is a fundamentally different task as
occlusions can include much more than masks and detecting
areas that are occluded is a more specific task. Detecting
faces in images with occlusion [12, 7, 11] is another related
task, however, this is fundamentally different as we are looking for the presence of masks in images, which may not be
worn on faces, and social media images may have faces that
are turned away from the camera.
Another related area of research is detecting identity in
the presence of face masks, such as [13, 16, 26]. While
related, detecting identity is a fundamentally different goal
than looking for whether face masks are present. A more
closely related area of research is detecting whether face
masks are worn correctly [4]. While this is a close task, the
models trained for it our more specific and typically focus
more directly on faces rather than more complex images.
Numerous recent research, such as [26, 4, 21, 23], has
focused on the close task of detecting whether people are
wearing masks. However, these works look specifically for
whether people are wearing masks, not just the presence of
masks, which is what we hypothesize is the important trend
in social media images. Furthermore, as we will discuss in
subsection 3.1, the datasets used by the current work are unsuited for application to social media images.

3.1

Existing Face Mask Datasets

At the center of training neural networks is data. The examples that a network sees shape the insights it makes and can
even potentially introduce bias into those insights [27]. With
the rise of Covid-19, the research community quickly explored detecting masks in images, for example [16, 23, 21].
However, a common noted limiting factor is the lack of a
large, tailored set of masked images[16, 23, 21]. Too small
of a dataset limits the extent that a network can learn features that help it detect masks. Lack of ethnic diversity can
reduce the effectiveness of a network on images containing
people of a different group than the training set - severely
limiting its effectiveness in the real world. Similarly, lack
of mask type diversity creates a situation in which only the
recognized face mask type is correctly classified. To further complicate things, the variety of physical orientations
of people in images cripples prediction accuracy if not accounted for in the training dataset.
Part of our main objective is to train a model to detect
masks in images on social media. By nature, the images we

Transfer Learning

At a high level, transfer learning is the use of knowledge
from an already solved problem in another related but distinct problem. Transfer learning uses a pre-trained neural
network, often trained for object detection, for feature extraction, by removing the last (or last few layers) from the
pre-trained network and adding on to the end a small, custom neural network for classification based on those features. For image classification, using pre-trained networks
via transfer learning is often crucial for good performance
as they have typically been trained on vastly more data than
is feasible to use (or available) for a specific application.
While pre-trained neural networks are often quite effective,
their accuracy can be improved through a process called
fine-tuning, which takes the existing pre-trained model and
optimizes it for the specific problem at hand. A pre-trained
4

encounter will be diverse in position, ethnicity, and mask
type. Given this, we first review existing datasets and their
suitability for our task.

ical positions of people. Additionally, a significant portion
of social media images will contain multiple people, only
further confusing a model trained on MaskedFace-Net.

Dataset of Masked Faces (MAFA) MAFA is a 2017
dataset created to further CNNs performance despite occlusion. It is composed of 30,811 face images and 35,806
masked face images. In this case, masked refers to covered,
which can include many occlusions, rather than specifically
a device meant to reduce the spread of respiratory illness
worn on the face. For example, consider Figure 7), a masked
image from the MAFA dataset that demonstrates it is unsuited for training a model to detect the presence of face
masks designed to prevent disease spread.

Real-world Masked Face Recognition Dataset In [26]
three separate, but closely related datasets were created: Masked Face Detection Dataset (MFDD), Real-world
Masked Face Recognition Dataset (RMFRD), and Simulated Masked Face Recognition Dataset (SMFRD).
RMFRD is theoretically composed on 90,000 unmasked
face images and 5000 masked face images of 525 people
[26]. It is intended to be used to train a CNN to identify
the target individual in the photo even if they are wearing
a mask. Though it is not explicitly intended for face mask
detection, RMFRD can be repurposed to train mask classification or combined with existing mask detection datasets to
increase training material.
MFDD is a combination of masked images from [11] and
masked images gathered from crawling the internet. In total,
it should contain 24,771 masked images.
SMFRD is a large face mask dataset created by superimposing blue medical face masks onto existing images, similar to [4]. It contains 500,000 face images of 10,000 subjects.
Combining MFDD and RMFRD into RWMD Given
both RMFRD and MFDD contain real-world masked images, we combine them into a single dataset we will refer to
as Real World Mask Dataset (RWMD). RWMD should theoretically contain approximately 30,000 masked images and
90,000 unmasked images. We chose not to combine it with
SMFRD due to the pros and cons of artificial mask datasets
being explored using [4].
Problems in Practice Links are provided in [26] to download MFDD and RMFRD through Google Drive. Once
RMFRD is downloaded and decompressed it only contains 2142 masked images despite the paper listing 5000
masked images. Similarly, MFDD states it contains 24,771
masked images but the downloaded dataset only contains
9459 masked images. A summary of expected image counts
versus images downloadable and usable are shown in Table 1.

Figure 7: Example occlusion image in MAFA dataset [11]
making it unsuitable for face mask detection.
MaskedFace-Net MaskedFace-Net is a dataset of 133,783
face images of correctly and incorrectly worn masks based
on the dataset Flickr-Faces-HQ (FFHQ) [4]. FFHQ is a diverse dataset of straight-on images of human faces. To create MaskedFace-Net, blue medical face masks were mapped
to each image using a mask-to-face deformable model [4],
creating images such as those shown in Figure 8. In combination with the corresponding unmasked Flickr images, this
dataset is made up of 267,566 images. MaskedFace-Net was
created with two main purposes: general mask detection in
images and detection of if the subject in an image wearing
their mask correctly.

Dataset
MFDD
RMFRD
RWMD
(a) Example image
with
mask
worn
correctly.

Expected
24,771
5000
30,000

Reality
9009
2142
11,151

Table 1

(b) Example image
with a mask worn
incorrectly.

To the best of our knowledge, we have correctly followed
the listed procedures on the Github page for the dataset. We
believe this discrepancy in numbers may be a result of them
sometimes combining multiple images into a single image
(see Figure 9a). This would account for the difference in
published image counts and and the image counts obtained
by downloading the dataset itself. We reached out to the
author’s email listed on the Github on August 17th 2021 and
have received no reply.
In practice, RWMD contains approximately 11,000

Figure 8: Example images from MaskedFace-Net dataset
[4].
MaskedFace-Net is a large and ethnically diverse dataset.
However, it only includes superimposed blue medical face
masks and contains only straight-on images of a single person. For the purposes of detecting masks in social media images, it lacks the required variety of masks types and phys5

to be relevant to mask detection to pass to Mechanical Turk.
To do this, we first filter through the downloaded Tweets
for ones with images before downloading the accompanying
images (see subsection 4.1). The downloaded images are
then further filtered for using Yolov3 (see subsection 4.2)
before finally being ready for labeling. A summary of our
data pipeline is shown in Figure 10.

(a) Example of collage-style
image in RWMD dataset
where a single image is a
combination of multiple distinct images.

(b) Typical single image in
RWMD dataset.

Figure 9: Example images from RWMD [26].
masked images (counting each file as an image) and 90,000
unmasked images, totaling 101,000 images. For the purposes of social media mask detection, RWMD is both large
enough and contains a variety of face mask types. It also
contains images with multiple people and various orientations of people within those images (though it still is relatively limited to straight-on body and face shots). Its biggest
downfall is its lack of ethnic diversity. Upon manual review,
the vast majority of images contain a person of Asian descent. This creates issues and introduces bias when trying
to detect masks in social media’s diverse population in the
United States. RWMD could be exceptional in combination
with another, more diverse dataset, but on its own it lacks
the diversity to detect masks in social media images in the
United States.

Figure 10: Diagram of pipeline for assembling our Social
Media Mask Dataset.

4.1

Hundreds of thousands of Tweets are posted each day in any
of the seven cities. Using Twitter’s Academic Research API
and the CURL utility, we filter through these Tweets to pull
a subset to a local machine based on the parameters shown
in Table 2.

Summary Each dataset has its own limitations for detecting masks in social media images. MaskedFace-Net lacks a
variety of masks types and physical orientations of people in
images while RWMD lacks social media’s ethnic diversity.
Given the noted limitations, we create our own dataset using
social media images that are diverse in mask type, ethnicity,
and physical orientation.

4

Pulling Twitter Images

Parameter
has:images
has:geo
place:location

Description
Limits to tweets containing images
Limits to tweets with geographical information
Limits to tweets from a given geographical area

Dataset Creation
Table 2: Twitter Search Filter Parameters

To create our image dataset, we gather Twitter images from
seven different U.S. cities, paying particular attention to the
ethnic makeup of each area to ensure a reasonably diverse
sample set. The selected cities are Chicago, New York, Los
Angles, Detroit, Houston, Miami, and San Francisco. We
select Twitter images from two different time ranges: April
15th through June 26th and September 1st through November 28th. These time ranges are chosen to get a representative sample of mask types as they evolve throughout the pandemic. Mechanical Turk is used to label the images based
on the presence of face masks.
A challenge is to create a data pipeline that is effective
given the scale of images and identifies only images likely

This keeps our data pipeline tractable and prevents unneeded Tweets from being downloaded. Twitter also allows
you to specify what meta information is included with each
Tweet. For reproducibility, key attachment parameters are
shown and described in Table 3.
With the Tweets downloaded, we further filter them with
a custom script that only selects Tweets that contain the media type picture, are not marked NSFW, and have a live media key attached. Using this filtered set of Tweets, we then
download each of their corresponding images for even further filtration.
6

Attachments
attachments.media keys
attachments.preview image url
geo.placeid
place.name
tweet.possibly sensitive
start time
end time

Description
Twitter key to retrieve media from Tweets
Url that displays the image attached to the Tweet
Twitter’s representation of location
Name of tweet’s location
Marks if Tweet was NSFW
Filters based on start time
Filters based on the end time

Table 3: Meta Information in each Tweet

4.2

Filtering for Images With Humans: Yolov3

At this point, the number of images to consider is still extremely high, many of which are irrelevant, such as images
of news articles. To further filter for images likely to be relevant, we choose to filter and exclude images that do not
contain people. To do this, we use Yolov3, a pre-trained
object detection CNN available through the Darknet framework [18], to detect images that contain a human.

4.3

(a)

(b)

(c)

(d)

Mechanical Turk Labeling

The images remaining after filtering with Yolov3 are manually labeled using Mechanical Turk 1 . Images were grouped
into HITs, with each HIT containing ten images. Each HIT
paid a reward of $.10. To ensure the HITs were completed
accurately, a qualification HIT is first published to workers
who meet the following qualifications:

Figure 11: Example images in our Social Media Mask
Dataset demonstrating the complexity and diversity of images and mask styles.

• HIT approval rating greater than 98%
• United States location
• More than 500 approved HITs

City
Chicago
Detroit
Houston
Los Angeles
Miami
New York
San Francisco

The labels determined for each worker in the qualification
HIT are manually verified to ensure accurate completion
and only workers with 100% accuracy are selected to perform the labeling HITs. Additionally, further HITs are spotchecked to ensure continued accuracy.

4.4

Finished Dataset: Social Media Mask Dataset

The resulting Social Media Mask Dataset consists of 12,482
masked and 116,620 unmasked images of people - totaling approximately 129,000 images (129,102). It contains
images of crowds that are only partially masked (e.g., Figure 11a). It also contains images where masks are only visible from the side (e.g., Figure 11b). There are also images,
such as Figure 11c and Figure 11d, of full-body shots from
a variety of physical orientations. Due to pulling from two
different time periods and seven different cities, diversity in
both mask type and ethnicity is present. A breakdown of
images per city is shown in Table 4

5

04/15 - 06/16
8709
3387
2888
7752
6680
5650
9050

9/01 - 11/28
12,110
5729
13,238
15,337
15,168
12,799
10615

Table 4: Twitter per city per time period in 2020
tion 2.4) to streamline the development process. After experimentation with different pre-trained networks, InceptionV3
[25], for which the architecture is visualized in Figure 12, is
selected for feature extraction.

5.1

Fine Tuning and Hyperparameter
Optimization

Inception’s weights are pre-trained on the Image-Net dataset
and can be frozen and unfrozen based on the problem’s
specifics. Through the process of fine-tuning, we determine
that it is best to completely unfreeze Inception’s weights and
allow them to fully adjust to our specific use case. However,
Inception only performs feature extraction, so we attach to
the end a small, fully-connected neural network to perform

Our Model

With our dataset ready, we train a model to detect face masks
in images. We utilize transfer learning (reviewed in subsec1

This project was reviewed by the GVSU IRB and found to not
constitute human subjects research, and thus does not need IRB
approval
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5.2

classification (see Figure 13).

Data Augmentation

Our Social Media Mask Dataset is only composed of
12,482 masked images compared to 116,620 unmasked images (about a 1:10 ratio). To help correct this underrepresentation, we augment the mask proportion by flipping
each image horizontally. This doubles the amount of masks
images the model sees during training, helping it learn new
intricacies to improve mask detection. This improves the
ratio to 1:5, totaling 24,964 masked images.

5.3

InceptionV3 Trained on Social Media Mask
Dataset

Training on our Social Media Mask Dataset with the configuration shown in Table 5, we achieve a peak validation
accuracy of just under 95% in 15 epochs. We included an
early-stop callback that allowed for 0.15 points of change
in validation loss to minimize training time. Training and
validation accuracy and losses are visualized in Figure 14.

Figure 12: InceptionV3’s architecture; Image Credit: [9]

Figure 13: Details of the small, fully-connected network attached to the end of InceptionV3 for classification.
We develop and customize our classification network
based on design principles and hyperparameter optimization. Every neural network has sets of parameters that shape
its success. Hyperparameter optimization looks to chose the
best combination of parameters. Three key parameters are
batch size, activation functions, and optimization function.
The final parameters chosen are:
Figure 14: Training and validation accuracy and losses per
epoch for Social Media Mask Dataset.

• Batch Size: 32
• Activation Function: ReLU

We then test our fully trained model on our Social Media
Mask Dataset test set and achieve an accuracy of 94.59%.
Notably, in images with masks it correctly detected a mask
95% percent of the time.

• Optimization Function: Adam
The batch size is the number of inputs propagated through
the network before backpropagation and weight adjustment
occur. Experimentation shows a small increase in accuracy
with a batch size of 32.
Activation functions allow ANNs to learn non-linear behavior, and each different type has advantages and disadvantages. We select ReLU (see Equation 2) based on its general
success and desirable properties regarding vanishing gradient.
Finally, the optimization (cost) function determines how
the network calculates the updates to weights during backpropagation. We choose Adam due to its use of momentum
and adaptive learning rates.

6

Dataset Evaluation

To verify our dataset’s merits, we compare our model with
models trained on existing datasets with the specific goal of
showing that our dataset improves performance when applying models to social media images. To do this, we train a
model on each previously existing dataset using a validation
set made up of its own images. We then evaluate each model
on our Social Media Mask Dataset test set to compare results. We test different pre-trained neural networks and perform hyperparameter optimization and fine-tuning on each
8

Dataset

Feature Extraction

Batch Size

Social Media Mask Dataset
MaskedFace-Net
RMFRD

InceptionV3
VGG16
VGG16

32
32
32

Activation
Function
ReLU
ReLU
ReLU

Optimization
Function
Adam
Adam
Adam

Blocks
Unfrozen
1-5
2-5
2-5

Table 5: Summary of parameters resulting from finetuning and hyperparemeter optimization for all trained models.
Training Dataset
Social Media Mask Dataset
MaskedFace-Net
RMFRD

Validation Set Accuracy
(Self)
94.96%
99.99%
99.75%

Test Set Accuracy
(Self)
N/A
99.99%
98.26%

Test Set Accuracy
(Our Dataset)
94.59%
82.08%
82.37%

Table 6: Accuracy results for model comparison, with rightmost column comparing accuracy when models are used to predict
on social media images. Accuracy columns with ”Self” are accuracies on the validation or test sets corresponding to the dataset
used to train the model.
and Figure 13 as the classification network. After finetuning and hyperparameter optimization, the best performance
is obtained by unfreezing VGG16 weight blocks 2-5 and use
the parameters noted in Figure 5.1. We achieve a peak validation accuracy of 99.99%. We then test this model on its
own test set and achieve an accuracy of 99.99%, achieving
parity with the 98% accuracy noted in [24].
After training, we evaluate the model on our Social Media Mask Dataset test set and achieve an overall accuracy of
82.08% accuracy. This model predicts a true negative (mask
when there is a mask) 82% of the time, but only predicts a
true positive (no mask when there is no mask) 31% of the
time.

Figure 15: Confusion matrix for the model trained on our
Social Media Mask Dataset and tested on our Social Media
Mask Dataset test set.
dataset’s model to ensure a fair comparison. As we are training our own models on each dataset, for each existing dataset
we verify our trained models achieve similar accuracy as existing published research using those datasets. Preference is
given to the accuracy noted in each dataset’s own paper, if
available. Parameters and accuracy results for the models
discussed in the following sections are presented in Table 5
and Table 6, respectively. Parameter and accuracy details for
our model, trained on our Social Media Mask Dataset, are
also included in Table 5 and Table 6 for easy comparison.

6.1

Figure 16: Confusion matrix for the model trained on
MaskedFace-Net and tested on Social Media Mask Dataset’s
test set.

VGG16 Trained on MaskedFace-Net

Model configuration experimentation with MaskedFace-Net
identified VGG16 as the best choice for feature extraction
9

6.2

7

InceptionV3 and VGG16 Trained on
Real-World Masked Dataset

Model Deployment for Trend Analysis

With a fully-functioning model trained on our Social Media
Mask Dataset, we now apply our model to investigate mask
usage trends on social media. To do this, we pull historical
Tweets from Los Angeles (filtering for tweets that contain
geographical information and have an image attached). We
start with January 1st and advance in 10-minute intervals
(due to pull limitations) to capture all images posted on a
given day. Our model then counts the number of images that
contain masks as well as the number of images that contain
people. A summary of our process is shown in Figure 18.
Figure 19 shows graphs of our early findings. We are still
investigating the potential for interaction between mask usage numbers in social media and COVID cases.

We chose InceptionV3 for feature extraction and the same
classification network and parameters as noted in subsection 6.1. When training this model on RWMD, we discover
that we achieve a significantly higher overall accuracy on
the Social Media Mask Dataset test set when using a much
smaller subset of RWMD known as RWFRD (RWMD was
created by combining RWFRD and MFDD). As such, for
fairness we will go over each separately.
InceptionV3 Trained on RWMD Our initial prediction
was that by combining RMFRD and MFDD into a much
larger dataset, we could improve the results over a model
trained on just RMFRD. We achieve high validation accuracy and a high accuracy on their test set. However, evaluation on Social Media Mask Dataset’s test set only achieved
an overall accuracy of 18.47%.
The RWMD proved a poor fit for generalized mask detection. However, given it is a binary classification problem, if
we simply flip the prediction on any given image, we will
achieve a near 80% accuracy.
VGG16 Trained on RMFRD Using only RMFRD, the
pretrained network VGG16 outperforms InceptionV3, and
we achieve a peak validation accuracy of 99.75% and an accuracy of 98.26% on their test set, similar to the accuracy
noted in [26]. However, when evaluating on the Social Media Mask Dataset test set, we achieve an overall accuracy of
82.37.%, significantly higher than when trained on the combined RWMD. The breakdown of classifications and misclassifications is visualized in Figure 17.

Figure 18: Data pipeline for detecting historical mask usage
on social media created by combining existing data pipeline
with fully-trained model.

8

Conclusion

In this work, we presented a dataset of just over 129,000
social media images for face mask detection. 12,482 of
those are masked images and 116,620 are unmasked images.
These images contain a variety of mask types, ethnicities of
mask wearers, and positions of people in images. Its diversity lends well to generalization and real world application, providing more images for a model to learn from. To
the best of our knowledge, the Social Media Mask Dataset
is currently the best-suited dataset to detect masks in social
media images.
To demonstrate this, we compared models trained on our
new Social Media Mask Dataset to models trained on existing datasets, ensuring their performance is at or above the
accuracies on their own test set as noted in their respective
research papers. When tested on the test set composed of social media images, our model performed, significantly better
than other dataset’s models, indicating that, for the purposes
of detecting trends in mask usage on social media, a model
trained on Social Media Mask Dataset is the clear choice.

Figure 17: Confusion matrix for the model trained on
RMFRD and tested on Social Media Mask Dataset’s test set.
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