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An equation of state is presented for the thermodynamic properties of cold and supercooled
water. It is valid for temperatures from the homogeneous ice nucleation temperature up to
300 K and for pressures up to 400 MPa, and can be extrapolated up to 1000 MPa. The
equation of state is compared with experimental data for the density, expansion coefficient,
isothermal compressibility, speed of sound, and heat capacity. Estimates for the accuracy of
the equation are given. The melting curve of ice I is calculated from the phase-equilibrium
condition between the proposed equation and an existing equation of state for ice I.
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1. Introduction
Supercooled water has been of interest to science since it was
first described by Fahrenheit in 1724.1 At atmospheric pres-
sure, water can exist as a metastable liquid down to 235 K,
and supercooled water has been observed in clouds down
to this temperature.2,3 Properties of supercooled water are
important for meteorological and climate models4,5 and for
cryobiology.6,7 Furthermore, the thermodynamic properties of
cold and supercooled water at high pressure are needed for the
design of food processing.8
It is well known that several properties of supercooled wa-
ter – such as the isobaric heat capacity, the expansion coeffi-
cient, and the isothermal compressibility – show anomalous
behavior; they increase or decrease rapidly with cooling. A
liquid–liquid phase transition, terminated by a critical point,
hidden below the homogeneous ice nucleation temperature
has been proposed to explain this anomalous thermodynamic
behavior.9,10
Several equations of state for supercooled water have been
published. Sato11 proposed an equation of state for water in
the liquid phase including the metastable state, valid up to
100 MPa. Jeffery and Austin12,13 developed an analytic equa-
tion of state of H2O that also covers the supercooled region.
Kiselev and Ely14 made an early attempt to describe super-
cooled water in terms of an equation of state incorporating
critical behavior. Anisimov and coworkers15–18 also based
their equations of state on an assumed liquid–liquid critical
point. Since the publication of these equations, new experi-
mental data have become available that enable development
of an equation of state with a significantly improved accuracy.
The equation of state of this work was developed with the
following aims:
1. It should represent the experimental data of liquid water
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2in the metastable region as well as possible. This work only
considers supercooled water above the homogeneous nucle-
ation temperature. The equation does not cover the glassy state
of water (below 136 K at atmospheric pressure19).
2. The current reference for the thermodynamic properties
of water is the IAPWS-95 formulation.20,21 IAPWS-95 is,
strictly speaking, valid only at temperatures above the melt-
ing curve. When extrapolated into the supercooled region,
IAPWS-95 also yields a good description of the data in the
supercooled region that were available at the time the formu-
lation was developed. For practical use, a new formulation for
the thermodynamic properties of supercooled water should
smoothly connect with the IAPWS-95 formulation at higher
temperatures without significant discontinuities at the point of
switching.
3. The correlation should allow extrapolation up to
1000 MPa. There are only a few data in the supercooled region
above 400 MPa, but smooth extrapolation up to 1000 MPa
would be desirable.
2. Experimental Data
Most of the experimental data that were considered in this
work have been reviewed before.17,20,22–25 In this section, we
mainly discuss new data and data that were treated differently
than in our previous work.17,18,26
2.1. Density
The experimental density data that were considered in this
work are listed in Table 1 and shown in Fig. 1(a). Additional
references to older data can be found in the articles of Tekácˇ
et al.50 and Wagner and Pruß.20 In a large part of the su-
percooled region, the only available density data are those of
Mishima.38 As a result, it is difficult to estimate the system-
atic error of these data at low temperatures. In a graph in his
article,38 Mishima showed the random (type A) uncertainty
for each data point, which is 0.2% on average and at most
0.5%. The systematic (type B) uncertainty can only be esti-
mated above 253 K, in the region of overlap with density data
of Kell and Whalley,30 Sotani et al.,35 and Asada et al.37 In
this region, the densities of Mishima deviate systematically by
up to 0.4% from these other data. Below 253 K, the systematic
uncertainty is unknown. As in earlier work,17 we adjusted the
density values of Mishima, under the assumption that the sys-
tematic deviation at low temperatures, where it is not known,
is the same as at higher temperatures, where it can be calcu-
lated. It was found that the adjusted data of Mishima do not
completely agree with the expansivity measurements of Ter
Minassian et al.,44 which we consider to be more accurate.
Therefore, the adjusted data of Mishima were included in the
fit of the equation of state with a relatively low weight.
The only experimental density data at atmospheric pressure
that were included in the fit are those of Hare and Sorensen,34
which are considered to be the best available. For pressures
higher than atmospheric, we included data from Sotani et
al.,35 Asada et al.,37 and Kell and Whalley.30 To enable ex-
trapolation of the equation above 400 MPa, density data from
Grindley and Lind28 up to 800 MPa were included in the fit.
2.2. Density derivatives
Several data sets exist for temperature and pressure deriva-
tives of the density ρ . The cubic expansion coefficient αP,
also known as expansivity, is defined as
αP =− 1ρ
(
∂ρ
∂T
)
P
, (1)
where T is the temperature and P is the pressure. The isother-
mal compressibility κT is defined as
κT =
1
ρ
(
∂ρ
∂P
)
T
. (2)
The data sets listed in Table 2 were all included in the fit,
with the exception of the compressibility data of Mishima.38
Mishima’s data were not included because they may be af-
fected by systematic errors of unknown size at low temper-
atures. In previous work,17,18 expansivities reported by Hare
and Sorensen34 were included in the fit. However, Hare and
Sorensen did not measure the expansivity directly, but derived
it from a fit to their density data. Because we already included
Hare and Sorensen’s density data in our fit, their expansiv-
ity data were not used in the fit. Expansivity values from Ter
Minassian et al.44 were calculated from their empirical corre-
lation. The accuracy of their correlation is not given; the rela-
tive difference with expansivities calculated from IAPWS-95
is at most 3.2% in the range of 300 K to 380 K and 0 MPa to
400 MPa.
At points in the phase diagram where the expansivity is
zero, the density has a maximum with respect to temperature.
The temperature at which this occurs is usually referred to
as the temperature of maximum density (TMD). Caldwell45
measured the TMD for pressures up to 38 MPa, and these
measurements were included in the expansivity data set of the
fit as αP = 0 points. The recent TMD measurements of Hiro
et al.51 were not used, because they deviate systematically by
about 1.5 K from more accurate data.
2.3. Speed of sound
The experimental data on the speed of sound considered in
this article are given in Table 3 and shown in Fig. 2. Recent
data that were not considered in previous work are the accu-
rate measurements of the speed of sound by Lin and Trusler52
down to of 253 K and from 1 MPa to 400 MPa. Although there
are few data points in the supercooled region, the accuracy
of 0.03%–0.04% makes this an important data set. Lin and
Trusler also derived densities and isobaric heat capacities by
integrating their speed-of-sound data. We have not considered
these derived properties in the development of the equation of
state in this work for the following reason. To enable integra-
tion of the speed of sound, Lin and Trusler represented their
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FIG. 1. (a) Location of experimental H2O density data considered in this work.27–39 The thick solid curve is the melting curve,40,41 the dashed curve is the
homogeneous ice nucleation limit (see Appendix A), and the thin solid curves are the ice phase boundaries.42,43 (b) Location of the experimental H2O density-
derivative data. Ter Minassian et al.44 and Caldwell45 have measured the expansivity; other authors38,46,47 have measured the isothermal compressibility.
TABLE 1. Experimental density data
Temperature Pressure Density
Reference Year range (K) range (MPa) uncertainty (%) Sourcea Included in fit
Adams27 1931 298 0.1–900 0.1 T –
Grindley & Lind28 1971 298–423 20–800 0.02 T Yes
Borzunov et al.29 1974 293–338 0–923 0.1 T –
Kell & Whalley30 1975 273–423 0.5–103 0.001–0.003 T Yes
Bradshaw & Schleicher31 1976 283 0.1–100 0.007 T –
Aleksandrov et al.32 1976 264–278 5–101 0.1c T –
Hare & Sorensen34 1987 240–268 0.101325 0.02 T Yes
Sotani et al.48 1998 253–293 0–200 0.05 –b –
Sotani et al.35 2000 253–298 0–196 0.03c G Yes
Tanaka et al.36 2001 273–313 0.101325 0.0001 T –
Asada et al.37 2002 253–298 210–378 0.1 G Yes
Guignon et al.39 2010 254–323 0.1–350 0.2 T –
Mishima38 2010 200–275 39–399 0.5d S Yes
a T = table from article, S = table from supplement, G = extracted from graph
b Superseded by Sotani et al.35
c Estimated by Wagner and Thol49
d Uncertainty is unknown below 253 K, see the text
4TABLE 2. Experimental data on compressibility and expansivity
Temperature Pressure
Reference Year range (K) range (MPa) Sourcea
Compressibility data
Speedy & Angell46 1976 247–297 0.101325 G
Kanno & Angell47 1979 241–298 10–190 G
Mishima38 2010 199–269 27–397 S
Expansivity data
Caldwell45 1978 268–277 0.1–38 Tb
Ter Minassian et al.44 1981 246–410 2–636 Gb
a T = table from article, S = table from supplement, G = extracted from
graph
b An empirical correlation is also provided
experimental data on the speed of sound by an empirical cor-
relation. The experimental data of Lin and Trusler are closer
to the prediction of our equation of state than to their cor-
relation, in the temperature range considered here (Sec. 4.4)
Therefore, densities and heat capacities calculated from our
equation of state are more accurate than the values derived by
Lin and Trusler.
The work of Smith and Lawson53 deserves mention because
they were likely the first to measure the speed of sound below
273 K at elevated pressures. However, their pressure calibra-
tion has an uncertainty of about 1%, as discussed by Holton et
al.,54 and their data were not further considered for this work.
The most accurate measurements of the speed of sound in
the range from 273 K to 300 K and up to 60 MPa are those
of Belogol’skii et al.55 They presented a correlation that rep-
resents their data with a standard deviation of 0.003% in the
speed of sound. We estimated the accuracy of this correlation
by comparing it to the experimental data of Lin and Trusler.
For this comparison, Lin and Trusler’s speeds of sound on
each of their isotherms were corrected to compensate for their
small deviation at atmospheric pressure. For each isotherm,
this correction involved fitting a third-degree polynomial to
the isothermal data in the range of 1 MPa to 100 MPa and
extrapolating this fit to 0.101325 MPa, where the ratio with
the speed of sound computed from IAPWS-95 was calcu-
lated, after which all speed-of-sound values on the isotherm
were divided by that ratio. After this correction, the differ-
ence between the data of Lin and Trusler and the correlation
of Belogol’skii et al. is at most 0.01%, which suggests that the
correlation of Belogol’skii et al. has an accuracy of 0.01% or
better in the speed of sound. Measurements of Aleksandrov
and Larkin56 in this temperature and pressure range have a
slightly higher uncertainty of 0.02%. The data presented by
Mamedov57 are not considered here, because Mamedov pub-
lished rounded data of Aleksandrov and Larkin.56 Aleksan-
drov and Kochetkov58 used the setup described by Aleksan-
drov and Larkin56 to measure the speed of sound down to
266 K and up to 100 MPa. A comparison with the data of
Lin and Trusler52 suggests that the accuracy of the data of
Aleksandrov and Kochetkov58 is about 0.1%.
To improve the extrapolation behavior of the equation
above 400 MPa, data from Vance and Brown59 up to 700 MPa
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FIG. 2. Location of experimental data on the speed of sound considered in
this work.52,53,55,56,58–61,68,70 The thick curve is the melting curve,40,41 and
the thin curves are the ice phase boundaries.42,43 Belogol’skii et al.55 did not
publish their individual data points; their reported isotherms are shown as
dotted lines.
were included in the fit. The data from Hidalgo Baltasar et
al.,60 which also extend up to 700 MPa, were not included
because they systematically deviate from other data (Sec. 4.4)
At atmospheric pressure in the supercooled region, the
data of Taschin et al.61 seem to be the best available; they
are consistent with other thermodynamic properties.61 Above
273.15 K, the data deviate at most 0.15% from the IAPWS-95
formulation, and the uncertainty below 260 K is 0.7%.
2.4. Heat capacity
The isobaric heat capacity cP of cold and supercooled water
at atmospheric pressure has been measured by several inves-
tigators; a list is given in Table 4. There are two data sets that
extend down to 236 K, those of Angell et al.72 and Archer
and Carter.73 The difference between the data sets increases
with decreasing temperature, and at 236 K, the heat capacity
reported by Angell et al.72 is 5% higher than that found by
Archer and Carter.73 Because it is not known which data set is
best, the equation of the current work was initially not fitted to
any heat-capacity data in the supercooled region. It was found
that most of the preliminary equations predicted heat capac-
ities in agreement with the data of Angell et al.,72 and were
close to values calculated from the extrapolated IAPWS-95
5TABLE 3. Experimental data on the speed of sound
Temperature Pressure Frequency Speed-of-sound Included
Reference Year range (K) range (MPa) (MHz) uncertainty (%) Sourcea in fit
Smith & Lawson53 1954 261–402 0.1–923 12 – T –
Wilson62 1959 274–364 0.1–97 5 0.1b T –
Del Grosso & Mader63 1972 273–368 0.101325 5 0.001 T –
Aleksandrov & Larkin56 1976 270–647 0.1–71 3 0.02c T Yes
Trinh & Apfel64,65 1978 256–283 0.101325 2–3 0.2 G –
Aleksandrov & Kochetkov58 1979 266–423 6–99 2.5, 5.6 0.1 T –
Bacri & Rajaonarison66 1979 247–280 0.101325 925 – G –
Trinh & Apfel67 1980 240–256 0.101325 0.054 1.3 G –
Petitet et al.68 1983 253–296 0.1–462 10 0.1 T –
Fujii & Masui69 1993 293–348 0.101325 16 0.001 T –
Belogol’skii et al.55 1999 273–313 0.1–60 5–10 0.01d C Yes
Benedetto et al.70 2005 274–394 0.1–90 5 0.05 T –
Vance & Brown59 2010 263–371 0.1–700 400–700 0.2–0.3 T Yes
Taschin et al.61,71 2011 244–363 0.101325 140 0.7 A Yes
Hidalgo Baltasar et al.60 2011 252–350 0.1–705 2 0.2–0.3 T –
Lin & Trusler52 2012 253–473 1–401 5 0.03–0.04 T Yes
a T = table from article, A = data provided by authors, G = extracted from graph, C = calculated from correlation
b Wilson62 estimated the uncertainty at 0.01%. The estimate of 0.1% is from Sato et al.24
c Uncertainty below 303 K, estimated from comparison with values from Belogol’skii et al.55
d Estimated from comparison with data from Lin & Trusler52 after correcting for systematic deviations at atmospheric pressure
formulation. However, in some cases, the predicted heat ca-
pacities were slightly higher than those Angell et al.72 There-
fore, to reduce the difference with the experimental data, val-
ues calculated from IAPWS-95 were added as input for the
fit.
There are only few measurements of cP at elevated pres-
sures. The data of Sirota et al.74 at pressures up to 98 MPa
were included in the fit. The data of Czarnota75 were not con-
sidered accurate enough to be included in the fit.
Recently, Manyà et al.76 have measured cP at 4 MPa
from 298 K to 465 K. The results of Manyà et al. imply
that the derivative (∂cP/∂P)T is positive for pressures lower
than 4 MPa, which contradicts the thermodynamic relation
(∂cP/∂P)T = −T (∂ 2v/∂T 2)P, where v is the specific vol-
ume. The sign of the second derivative in this relation is
well known from isobaric volumetric data. Hence, the data
of Manyà et al. were not considered in this work.
2.5. Values from IAPWS-95
To ensure a smooth connection to the IAPWS-95 formulation,
the equation of state from this work was fitted to property val-
ues calculated from IAPWS-95 in the temperature and pres-
sure range defined by
T/K≥ 273.15+(P/MPa−0.1)/12,
300≤ T/K≤ 325. (3)
This range, shown in Fig. 3, was determined from the differ-
ences between values calculated from IAPWS-95 and from
preliminary fits, as well as the deviations from experimental
data. Within the range defined by Eq. (3), only IAPWS-95 val-
ues were included in the final fit. In addition, the equation of
TABLE 4. Experimental heat-capacity data
Temperature Pressure a
Reference Year range (K) range (MPa) Sourceb
Osborne et al.77 1939 274–368 T
Sirota et al.74 1970 272–306 20–98 T
Anisimov et al.78 1972 266–304 G
Angell et al.79 1973 235–273 Tc
Angell et al.72 1982 236–290 T
Czarnota75 1984 299–300 224–1032 T
Bertolini et al.80 1985 247–254 G
Tombari et al.81 1999 245–283 A
Archer & Carter82 2000 236–285 T
a Data are at 0.101325 MPa unless otherwise specified
b T = table from article, A = data provided by authors, G = extracted from
graph
c Superseded by Angell et al.72
state was also fitted to values from IAPWS-95 at atmospheric
pressure from 273.15 K to 300 K. The locations of all data
that were included in the fit are shown in Fig. 3.
2.6. Adjustment of data
Temperatures in this work are expressed on the international
temperature scale of 1990 (ITS-90).83 Temperatures on the
IPTS-68 scale were converted to ITS-90 according to the
equation of Rusby.84 Temperatures on the IPTS-48 scale were
first converted to IPTS-68 and then to ITS-90. The conver-
sion from IPTS-48 to IPTS-68 was performed according to
the equations given by Bedford and Kirby;85 these conversion
equations were found to agree with those of Douglas.86 In the
60
200
400
600
800
1000
Pr
e
ss
u
re
(M
Pa
)
200 250 300
Temperature (K)
ρ αP κT w cP
FIG. 3. Location of the experimental data on density ρ , thermal expansiv-
ity αP, isothermal compressibility κT , speed of sound w, and isobaric heat
capacity cP that were selected as input for the fit. On the dotted line and to
the right of it, the source of the data is the IAPWS-95 formulation. The thick
solid curve is the melting curve,40,41 the dashed curve is the homogeneous ice
nucleation limit (see Appendix A), and the thin solid curves are the ice phase
boundaries.42,43
temperature range considered in this work, the ITS-27 and
IPTS-48 scales can be considered as identical,87 so temper-
atures on the ITS-27 scale were treated as IPTS-48 tempera-
tures. In principle, the values of quantities that depend on tem-
perature intervals, such as the expansion coefficient and the
heat capacity, should also be converted.73,84,88 In this work,
such an adjustment was only found to be necessary for the
accurate heat-capacity measurements at atmospheric pressure
close to the melting temperature;77,78 the changes in heat ca-
pacity due to the conversion were less than 0.1%.
The absolute volumes measured by Bradshaw and
Schleicher31 were converted to densities, where the mass of
the samples was calculated from the IAPWS-95 value for the
density at atmospheric pressure. The density data of Grindley
and Lind28 show a systematic deviation from the more accu-
rate data of Kell and Whalley,30 as was noted by Wagner and
Pruß.20 For the isotherms in the range of 298 K to 323 K,
which are considered in this work, the relative density differ-
ence between the data of Grindley and Lind28 and the data
of Kell and Whalley30 is roughly proportional to the pressure.
To prevent this deviation from affecting the fit, the data from
Grindley and Lind were corrected. The corrected density ρcorr
was computed from the original density ρ as
ρcorr = ρ× [1−1.1×10−6(P/MPa)]. (4)
This adjustment is largest at 800 MPa, the highest pressure
in the data of Grindley and Lind, where the densities were
reduced by 0.088%. In the figures in this article, the data
of Grindley and Lind are shown without this adjustment.
The speed of sound measurements of Lin and Trusler52 at
273.21 K show a small systematic deviation from more ac-
curate data,55,63 and speed-of-sound values on this isotherm
were increased by 0.025% to compensate for this deviation.
In the figures, the original values of Lin and Trusler52 are
shown. Differences between vapor pressures over liquid water
and over ice measured by Bottomley89 were converted to ab-
solute vapor pressures over liquid water by adding the ice sub-
limation pressure calculated from the IAPWS expression.40,41
Many data for supercooled water are available only in
graphical form and have not been published as numerical val-
ues. In the case of recent publications, we requested the au-
thors to provide us with data in tabular form. In the case of
older data or when the authors could not be reached, the data
were extracted from graphs. For all references, the data source
that we used is indicated in the tables in this section. All data
are provided in tabular form in the supplemental material.90
2.7. Values for extrapolation
To enable extrapolation of the equation of state to 1000 MPa,
it was found necessary to guide the fit at high pressures by
including estimated values for the expansivity and speed of
sound at 1000 MPa (Fig. 3).
73. Equation of State
3.1. Structure of the equation
The thermodynamic formulation presented here is a mean-
field version of an equation of state developed in Ref. 18. It is
based on the so-called two-state model, in which it is assumed
that liquid water is a mixture of a high-density structure A and
a low-density structure B. There is experimental evidence for
the existence of two distinct local structures in water.91,92
Competition between these structures naturally explains the
density anomaly and other thermodynamic anomalies in cold
water. In particular, if the excess Gibbs energy of mixing of
these two structures is positive, the nonideality of the “mix-
ture” can be sufficient to cause liquid–liquid separation, or,
at least, to significantly reduce the stability of the homoge-
neous liquid phase and consequently generate the anomalies
in the thermodynamic response functions. However, since ex-
perimental data are not yet available beyond the homogeneous
ice nucleation limit, the possibility of a liquid–liquid transi-
tion in water must be postulated and is to be examined by in-
direct means. The location of the hypothesized liquid–liquid
critical point, characterized by the critical temperature Tc and
critical pressure Pc, is obtained from the extrapolation of the
properties far away from the transition, thus making it very
uncertain.17,18
We introduce the dimensionless quantities
Tˆ =
T
Tc
, Pˆ =
Pv0
RTc
, gˆ =
g
RTc
, vˆ =
v
v0
, (5)
sˆ =
s
R
, t =
T −Tc
Tc
, p =
(P−Pc)v0
RTc
, (6)
where T is the temperature, P is the pressure, g is the specific
Gibbs energy, R is the specific gas constant, v is the specific
volume, v0 is a reference volume, and s is the specific entropy.
We adopt the equation of state for the Gibbs energy in the
form of “athermal mixing”, suggested in Ref. 16 and 18,
gˆ = gˆA+ Tˆ
[
xL+ x lnx+(1− x) ln(1− x)+ωx(1− x)], (7)
where gˆA is the Gibbs energy of the hypothetical pure high-
density structure, x is the fraction of the low-density structure,
ω is an interaction parameter, and
L =
gˆB− gˆA
Tˆ
, (8)
with gˆB the Gibbs energy of the hypothetical pure low-density
structure. The difference in Gibbs energy between the pure
components gˆB− gˆA is related to the equilibrium constant K
of the “reaction” A ⇀↽ B,
lnK ≡ L. (9)
For the interaction parameter ω in Eq. (7), a linear pressure
dependence is taken,
ω = 2+ω0 p. (10)
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FIG. 4. (a) Construction of the field L. Solid curves are contour lines of con-
stant L, with the L = 0 contour, defined by Eq. (11), drawn thicker. The point
(t1, p1) is projected on the L = 0 curve along the dashed line with slope
dp/dt = k2, given by Eq. (13), yielding the point (t0, p0). The field L is taken
proportional to the distance between the two points. The critical point is in-
dicated by C. All contour lines have the same shape, but are shifted in the
p–t plane in the direction of the dashed line. (b) Predicted location of the
low-density/high-density phase transition in the phase diagram. The curves
labeled TM and TH represent the experimental melting temperature and tem-
perature of homogeneous ice nucleation, respectively.
A low-density/high-density phase-transition curve is located
at L = 0, for ω > 2, and the phase separation occurs upon in-
crease of pressure. This phase transition lies below the homo-
geneous ice nucleation temperature and cannot be observed
in experiments. Experiments by Mishima38,93 suggest that the
phase transition curve, if it exists, lies close to the homoge-
neous nucleation curve, and has the same shape. In this work,
we use a hyperbola for the L = 0 phase-transition curve, as in
previous work,17,18
t+ k0 p+ k1t p = 0, (11)
where k0 is the slope dt/dp of the L = 0 curve at the criti-
cal point, and k1 determines the curvature. In this work, the
expression for L(t, p) is constructed as proportional to the dis-
tance to the L = 0 curve in the p–t diagram [Fig. 4(a)]. Con-
sider a point in the phase diagram with dimensionless coordi-
nates (t, p). The projection (t0, p0) of this point on the L = 0
curve, along a line with slope dp/dt = k2, is found by the so-
8lution of the equations
t0+ k0 p0+ k1t0 p0 = 0, (12)
p0 = p+ k2(t0− t), (13)
which are illustrated in Fig. 4(a). The field L is taken propor-
tional to the distance between the points (t, p) and (t0, p0)with
proportionality factor L0, which results in
L = L0
K2
2k1k2
[
1+ k0k2+ k1(p+ k2t)−K1
]
. (14)
with
K1 =
{
[1+ k0k2+ k1(p− k2t)]2−4k0k1k2(p− k2t)
}1/2
,
K2 = (1+ k22)
1/2. (15)
The expression for L in Eq. (14) yields L= 0 if Eq. (11) is sat-
isfied, as can be verified by solving for p in Eq. (11) and sub-
stituting the result in Eqs. (14) and (15). In previous work,17,18
the simpler expression
L = L0(t+ k0 p+ k1t p) (16)
was used, which yields the same location [Eq. (11)] for the
L= 0 curve. Equation (16) is not valid for large L, correspond-
ing to large pressures (about 1000 MPa at 310 K), where this
equation generates an additional, unphysical root.
At any pressure and temperature, the equilibrium value xe
of the fraction x is found from the condition(
∂g
∂x
)
T,P
= 0 at x = xe, (17)
which yields
L+ ln
xe
1− xe +ω(1−2xe) = 0. (18)
This equation must be solved numerically for the fraction xe.
The location of the critical point is defined by(
∂ 2g
∂x2
)
T,P
= 0,
(
∂ 3g
∂x3
)
T,P
= 0. (19)
In the theory of critical thermodynamic behavior, the thermo-
dynamic properties are expressed in terms of the order param-
eter and the ordering field. In our equation of state, L is the
ordering field, and the order parameter φ is given by94
φ = 2xe−1. (20)
The susceptibility χ defines the liquid–liquid stability limit
(spinodal) as
χ−1 =
1
2Tˆ
(
∂ 2gˆ
∂x2
)
T,P
= 0, (21)
and is given by
χ =
(
2
1−φ 2 −ω
)−1
. (22)
The dimensionless volume and entropy can then be written as
vˆ =
Tˆ
2
[ω0
2
(1−φ 2)+LPˆ(φ +1)
]
+ gˆAPˆ , (23)
sˆ =− Tˆ LTˆ
2
(φ +1)− gˆ− gˆ
A
Tˆ
− gˆATˆ , (24)
with subscripts Tˆ and Pˆ indicating partial derivatives with re-
spect to the subscripted quantity. Expressions for the deriva-
tives of the field L and the Gibbs energy gˆA are given in Ap-
pendix B.
The dimensionless response functions, namely isothermal
compressibility κˆT , expansion coefficient αˆP, and isobaric
heat capacity cˆP, are given by
κˆT =
1
vˆ
{
Tˆ
2
[
χ(LPˆ−ω0φ)2− (φ +1)LPˆPˆ
]− gˆAPˆPˆ}, (25)
αˆP =
1
vˆ
{
LTˆ Pˆ
2
Tˆ (φ +1)+
1
2
[ω0
2
(1−φ 2)+LPˆ(φ +1)
]
− Tˆ LTˆ
2
χ(LPˆ−ω0φ)+ gˆATˆ Pˆ
}
, (26)
cˆP =−LTˆ Tˆ (φ +1)+
Tˆ 2
2
[
L2Tˆ χ−LTˆ Tˆ (φ +1)
]− Tˆ gˆATˆ Tˆ .
(27)
These dimensionless quantities are defined as
ρ =
ρ0
vˆ
, κT =
κˆT
ρ0RTc
, αP =
αˆP
Tc
, cP = RcˆP, (28)
with the density ρ = 1/v, ρ0 = 1/v0, and cP the isobaric spe-
cific heat capacity. The isochoric specific heat capacity cv is
found from the thermodynamic relation
cv = cP− Tα
2
P
ρκT
, (29)
and the speed of sound w is found from
w =
(
ρκT
cv
cP
)−1/2
=
(
ρκT − Tα
2
P
cP
)−1/2
. (30)
Equation (7) is a mean-field equation of state which neglects
effects of fluctuations.94 In particular, not taking these effects
into account results in a lower critical pressure,18 see Table 6
in Appendix C. As shown earlier,17,26 a mean-field equation
describes the experimental data for supercooled water equally
well as a nonanalytic equation based on critical scaling theory.
The reason for the good description by a mean-field approx-
imation is that the region asymptotically close to the hidden
critical point, where scaling theory would be necessary, is not
experimentally accessible [Fig. 4(b)]. Moreover, in practice, a
mean-field equation of state is more convenient for computa-
tional use than one incorporating scaling theory.
The Gibbs energy of the high-density structure gˆA is a func-
tion of dimensionless temperature and pressure τ and pi , and
serves as a background function in the two-state model. We
selected the empirical form
gˆA(τ,pi) =
n
∑
i=1
ciτaipibie−dipi , (31)
9where n is the number of terms and ai, bi, ci, and di are ad-
justable parameters. In previous work,18 the exponents ai and
bi were integers, and the dimensionless temperature and pres-
sure were defined as τ = t and pi = p. In this work, this def-
inition could not be used, because t and p become negative
below the critical point and powers of negative numbers with
real exponents are generally complex numbers. To avoid neg-
ative τ and pi , they were redefined as
τ = Tˆ =
T
Tc
, pi =
(P−P0)v0
RTc
, (32)
where the offset P0 =−300 MPa was chosen to enable extrap-
olation to negative pressures.
The equation of state describes liquid water as a “mixture”
of two structures, but these structures do not exist in isola-
tion. The hypothetical “pure” low-density structure in partic-
ular may be unstable in a part of the phase diagram. Such
behavior is not unexpected, because the fraction of the low-
density structure increases as the homogeneous ice nucleation
limit is approached, where liquid water becomes kinetically
unstable with respect to ice. Therefore, the low-density struc-
ture could have a negative compressibility in a certain range
of temperatures and pressures to destabilize the liquid state.
Moreover, beyond the homogeneous ice nucleation limit, su-
percooled water cannot exist as a bulk metastable state and
the proposed equation of state may not be valid. Nevertheless,
in the entire region of validity, our equation of state describes
liquid water (stable and metastable) with positive isothermal
compressibility and positive heat capacity.
3.2. Optimization method
The aim of the least-squares optimization used in this work
was to obtain a fit that minimizes χ2, the sum of squared de-
viations of the fit from experimental data. To make these devi-
ations dimensionless, the differences of experimental and cal-
culated values were divided by the experimental uncertainty.
The fit of Eq. (7) requires optimization of the parameters L0,
ρ0, ω0, and k2 as well as the parameters ai, bi, ci, and di for
the Gibbs energy gˆA in Eq. (31). The optimization was car-
ried out in two steps, and is roughly based on the procedure of
Lemmon.95 In the first step, a bank of 135 terms of the form
τaipibie−dipi (33)
was created, where the exponents ai and bi were restricted to
integers in the range of 0 to 8, with ai+bi ≤ 8. The coefficient
di was restricted to the values 0, 0.6, and 1. The aim of the
first optimization step was to find a good selection of 20 to 25
terms out of the 135 terms for the Gibbs energy gˆA. Initially,
gˆA contained a few manually selected terms with low values
of the exponents ai and bi. The algorithm then determined the
best term to add to gˆA, in the following way. The first term
in the bank of terms that was not in the selection was added,
and all parameters except ai, bi, and di were optimized. The
newly added term was then removed, another term was added,
and the parameters were optimized again. This procedure was
repeated for all terms and a value of χ2 was computed for the
addition of each term. The term that resulted in the lowest χ2
was then permanently added to gˆA. By repeating the addition
procedure, the number of terms in gˆA was increased to about
20. The quality was then further improved by deleting terms
that could be deleted without significantly increasing χ2, and
adding new terms to replace the deleted terms.
In the second optimization step, the parameters ai, bi, and
di were also taken adjustable and optimized simultaneously
with the other parameters. The additional degrees of freedom
made it possible to delete terms while still improving the fit.
Terms with similar values of the exponents were combined if
that was possible without deteriorating the fit.
The shape of the liquid–liquid phase transition curve, the
L = 0 curve of Eq. (11), was not taken adjustable. The pa-
rameters that determine this curve, k0 and k1 in Eq. (11), were
derived from the shape of the experimental homogeneous nu-
cleation curve, described in Appendix A. The initial location
of the liquid–liquid critical point was taken from the mean-
field equation of state by Holten et al.18 and was later adjusted
to a slightly lower temperature to improve the description of
experimental data. The numerical values of all parameters are
listed in Appendix C, and computer code for the equation of
state is included in the supplemental material.90
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4. Comparison with Experimental Data
4.1. Density
In Fig. 5, the density calculated from Eq. (7) is plotted as
a function of temperature for several isobars, and compared
with experimental data. Below 250 K, Mishima’s data are the
only data that are available. As described in Sec. 2.1, Eq. (7)
was fitted to these data with a low weight. The equation repro-
duces the trend of Mishima’s data, and most of these densities
are reproduced by Eq. (7) to within 0.5%. A comparison of
Mishima’s data with the more accurate data of Sotani et al.35
and Asada et al.37 shows that Mishima’s data are systemati-
cally too low at low pressures and too high at high pressures,
with deviations of up to 0.4%. The calculated density isobars
in Fig. 5 below 150 MPa curve down at low temperature, while
the isobars at higher pressures slightly curve upwards, and an
inflection point is present for isobars above a certain pressure.
This inflection is related to a minimum in the expansivity, as
will be discussed in Sec. 4.2. For comparison purposes, figures
in this section also include values calculated from the extrap-
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the metastable region. The vertical dashed line indicates the melting temper-
ature.
olated IAPWS-95 formulation, down to 235 K at atmospheric
pressure and down to 250 K at higher pressures.
In Fig. 6, experimental density values at atmospheric pres-
sure are compared with values calculated from Eq. (7). Both
Eq. (7) and the extrapolated IAPWS-95 formulation represent
the data of Hare and Sorensen within the experimental scatter
of about 0.02%. In the stable region, Eq. (7) differs less than
0.0001% (1 part per million) from the densities recommended
by Tanaka et al.36
Figure 7 shows differences between experimental densities
up to 400 MPa and values calculated from Eq. (7). The pro-
posed equation represents the data of Sotani et al.35 to within
0.02%, which is within the uncertainty of those data of 0.03%
as estimated by Wagner and Thol.49 The data of Asada et al.,37
with an uncertainty of 0.1%, are reproduced to within 0.04%.
The data of Guignon et al.39 are represented to within the un-
certainty of 0.2%. The density data of Grindley and Lind28
deviate systematically from other data, as was described in
Sec. 2.6. At 298 K, IAPWS-95 agrees well with Eq. (7) and
with the densities of Sotani et al.35 and Asada et al.,37 which
were not available when IAPWS-95 was developed. The den-
sity data of Aleksandrov et al.32 at temperatures above 271 K
are in satisfactory agreement with the proposed equation of
state. For example, at 273.15 K, the densities of Aleksandrov
et al. differ less than 0.01% from the values calculated from
Eq. (7). However, at lower temperatures, such as at 267 K and
270 K, their data show systematic deviations of up to 0.07%
from the data of Sotani et al.35 and, hence, from the proposed
equation.
In the stable region up to 100 MPa, there are accurate den-
sity measurements of Kell and Whalley,30 with an uncertainty
of 10 parts per million (ppm) at low pressures and 30 ppm at
100 MPa. Figure 8 shows that Eq. (7) represents these den-
sity data to within this uncertainty. Kell and Whalley adjusted
their density data to bring them in agreement with the speed-
of-sound data of Wilson,62 which were the best available at the
time. In Sec. 4.4, we show that the speeds of sound of Wilson
deviate up to 0.08% from more accurate data at 273 K. This
deviation may be the reason for the small systematic deviation
11
253.15 K
−0.2
0.0
0.2 255.65 K
−0.2
0.0
0.2 258.15 K
−0.2
0.0
0.2
260.65 K
−0.1
0.0
0.1 263.15 K
−0.1
0.0
0.1 265.65 K
−0.1
0.0
0.1
268.15 K
−0.05
0.00
0.05
270.65 K
−0.05
0.00
0.05
273.15 K
−0.05
0.00
0.05
293.15 K
−0.05
0.00
0.05
0 100 200 300 400
Pressure (MPa)
Adams (1931)
Grindley and Lind (1971)
Kell and Whalley (1975)
Aleksandrov et al. (1976)
Hare and Sorensen (1987)
Sotani et al. (2000)
Asada et al. (2002)
Guignon et al. (2010)
IAPWS-95
298.15 K
−0.05
0.00
0.05
0 100 200 300 400
Pressure (MPa)
303.15 K
−0.05
0.00
0.05
0 100 200 300 400
Pressure (MPa)
10
0(ρ
ex
p
−
ρ
ca
lc
)/ρ
ca
lc
FIG. 7. Percentage deviations of experimental density data27,28,30,34,35,37,39 from values calculated from Eq. (7). Values calculated from IAPWS-95 are plotted
for comparison; dashed in the stable-liquid region and dotted in the metastable region. The vertical dashed lines indicate the melting pressure.
273.15 K
−60
0
60 283.15 K
293.15 K
−60
0
60
0 50 100 150
Pressure (MPa)
Kell and Whalley (1975)
Bradshaw and Schleicher (1976)
Sotani et al. (2000)
IAPWS-95
298.15 K
0 50 100 150
Pressure (MPa)
10
6 (ρ
ex
p
−
ρ
ca
lc
)/ρ
ca
lc
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IAPWS-95 are plotted for comparison.
of the density data of Kell and Whalley from Eq. (7) at 273 K,
seen in Fig. 8.
4.2. Expansivity
The expansivity calculated from Eq. (7) is compared with val-
ues calculated from the correlation of Ter Minassian et al.44
and IAPWS-95 in Fig. 9. At atmospheric pressure, there is lit-
tle difference in the expansivity values of Eq. (7) and the ex-
trapolated IAPWS-95 formulation down to 250 K. At higher
pressures, Eq. (7) follows the correlation of Ter Minassian et
al., to which it was fitted. More detailed deviations of the data
of Ter Minassian et al. from Eq. (7) are shown in Fig. 10.
These deviation plots use absolute instead of relative differ-
ences, because the expansivity passes through zero in the tem-
perature and pressure range considered. Equation (7) repre-
sents the correlation of Ter Minassian et al. and most of their
data points to within 2×10−5 K−1.
Experimental and calculated values for the temperature of
maximum density (TMD) are shown in Fig. 11. The TMD
moves to lower temperatures with increasing pressure, and
the rate at which it does so also increases with pressure. The
TMD corresponding to Mishima’s data is relatively uncertain
because of the scatter in his density data. Deviations of the
experimental TMD values from Eq. (7) are plotted in Fig. 12.
The data of Caldwell45 are represented to within 0.08 K. The
uncertainty δT in the TMD values calculated from the expan-
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sivity correlation of Ter Minassian et al.44 can be estimated
as
δT ≈
∣∣∣∣(∂αP∂T
)
P
∣∣∣∣−1δαP, (34)
where the temperature derivative of the expansivity is calcu-
lated from the correlation of Ter Minassian et al.44 With an
expansivity uncertainty δαP of at least 10−5 K−1 (estimated
from Fig. 10), Eq. (34) gives an uncertainty δT of 0.6 K at
0 MPa, increasing to 0.8 K at 60 MPa. When one takes these
uncertainties into account, the correlation of Ter Minassian et
al.44 is consistent with the data of Caldwell45 and with Eq. (7).
The data of Henderson and Speedy96 are represented fairly
well by both Eq. (7) and IAPWS-95, when these equations
are extrapolated to negative pressure.
The existence of a minimum in the expansivity,(
∂αP
∂T
)
P
= 0, (35)
was noticed by Ter Minassian et al.44 and by Mishima38 for
temperatures lower than 300 K. The minimum in the expan-
sivity is related to the inflection points in curves of the density
versus temperature, as is visible in Fig. 5 above 200 MPa. The
minimum is seen in the expansivity correlation of Ter Minas-
sian et al.44 in Fig. 9. An expansivity minimum is also present
in the expansivity derived from the volume data of Grindley
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and Lind,28 as shown in Fig. 13. We obtained the location of
the expansivity minimum in the data of Grindley and Lind
by fitting several polynomials of different order to all their
volume data, and also to data on each isobar separately. For
every isobar, this results in several estimated temperatures of
the expansivity minimum. The differences in these tempera-
tures were used to estimate the uncertainty of the minimum.
The locus of expansivity minima of Grindley and Lind thus
obtained can be smoothly connected to that of Ter Minassian
et al.44 Our equation of state closely follows the expansiv-
ity minimum obtained by Ter Minassian et al.,44 as seen in
Fig. 13.
4.3. Isothermal compressibility
Experimental data on the isothermal compressibility are
shown in Fig. 14 together with values calculated from Eq. (7)
and IAPWS-95. The data of Mishima38 exhibit more scatter
than those of Angell and coworkers,46,47 but they show a con-
sistent trend of a decrease in the anomalous behavior of the
compressibility with increasing pressure. Deviations of the
experimental data from Eq. (7) are plotted in Fig. 15. It can
be seen in Fig. 15 that Eq. (7) represents the compressibil-
ity data of Speedy and Angell46 and Kanno and Angell47 to
within their scatter. The difference between the extrapolated
IAPWS-95 formulation and Eq. (7) increases with decreasing
temperature; this difference is related to the density difference
between the two equations shown in Fig. 5. The deviation of
the compressibilities measured by Mishima38 from Eq. (7) is
shown in Fig. 16. Although Eq. (7) was not fitted to Mishima’s
compressibility data, it represents them fairly well when one
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takes into account the experimental scatter of about ±10%.
4.4. Speed of sound
Experimental data on the speed of sound at atmospheric pres-
sure are shown in Fig. 17 together with values calculated from
Eq. (7) and IAPWS-95. In the supercooled region, Eq. (7) rep-
resents the data of Taschin et al.61 to within their uncertainty
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FIG. 17. Experimental data on the speed of sound61,63–67,69 at 0.101325 MPa,
together with values calculated from Eq. (7) (solid curve) and IAPWS-95
(dashed in the stable-liquid region and dotted in the metastable region). The
bottom graph shows percentage deviations of experimental data from Eq. (7).
The vertical dashed line indicates the melting temperature.
of 0.7%. In the stable region, Eq. (7) represents the speed-of-
sound data of Del Grosso and Mader63 to within their uncer-
tainty of 0.001%, and the data of Fujii and Masui69 deviate
less than 0.004% from Eq. (7).
Speed-of-sound data up to 400 MPa are compared with val-
ues calculated from Eq. (7) in Fig. 18. The proposed equation
represents the data of Lin and Trusler52 to within 0.04%. For
comparison, the correlation of Lin and Trusler has deviations
of up to 0.2% from their data in the temperature range consid-
ered here. The IAPWS-95 formulation was fitted to the speed-
of-sound data of Petitet et al.,68 which systematically deviate
from the data of Lin and Trusler by up to 0.2%. This devia-
tion is the reason for the difference between IAPWS-95 and
Eq. (7) in the stable region in the range of 253 K to 263 K.
Speed of sound values from the correlation of Belogol’skii et
al.55 differ less than 0.01% from values from Eq. (7), and the
data of Aleksandrov and Larkin56 are represented to within
0.02%.
In the metastable region from 253 K to 265 K and for pres-
sures around 50 MPa, there is a rather large difference be-
tween the extrapolated IAPWS-95 formulation and Eq. (7)
(Fig. 18). At 253 K, the difference is more than 1%. To investi-
gate the nature of this difference, a test equation was forced to
follow extrapolated IAPWS-95 values in the region of the dif-
ference. The density calculated from this test equation showed
systematic deviations from both the data of Sotani et al.35 and
Asada et al.,37 outside the experimental uncertainty. The dif-
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FIG. 18. Percentage deviations of experimental data on the speed of sound52,56,59–62,68,70 from values calculated from Eq. (7). Values calculated from IAPWS-95
are plotted for comparison; dashed in the stable-liquid region and dotted in the metastable region. The correlations that Belogol’skii55 and Lin and Trusler52
fitted to their data are also shown. The vertical dashed lines indicate the melting pressure.
ference in speed of sound between extrapolated IAPWS-95
and Eq. (7) is therefore related to the difference in density be-
tween IAPWS-95 values and the data of Sotani et al.35 and
Asada et al.37 As can be seen in Fig. 18, the two points of Lin
and Trusler52 in the metastable region at 263 K support the
behavior of Eq. (7) in this region. The correlation of Lin and
Trusler behaves similarly to IAPWS-95 in the metastable re-
gion; as a result, the densities derived by Lin and Trusler from
their correlation are close to the IAPWS-95 values.
4.5. Heat capacity
In Fig. 19, values for the isobaric heat capacity calculated
from Eq. (7) are compared with experimental data at atmo-
spheric pressure. There are two sets of experimental data that
extend down to 236 K, that of Angell et al.72 and that of
Archer and Carter.82 Both Eq. (7) and IAPWS-95 agree better
with the data of Angell et al. than with the data of Archer and
Carter. In the case of IAPWS-95, this is expected, as it was
fitted to the data of Angell et al.72 As described in Sec. 2.4,
Eq. (7) was fitted to values computed from IAPWS-95.
The data of Bertolini et al.80 agree with those of Angell
et al. after a correction that is described in Ref. 17. The data
of Tombari et al.81 suggest even larger cP values in the su-
percooled region than the data of Angell et al. In the stable
region, Eq. (7) represents the accurate data of Osborne et al.77
to within 0.1%. For the isochoric heat capacity cv, both Eq. (7)
and the extrapolated IAPWS-95 formulation predict a weak
temperature dependence in the supercooled region at atmo-
spheric pressure.
Sirota et al.74 measured the isobaric heat capacity at pres-
sures up to 100 MPa in the stable region. These data are com-
pared with Eq. (7) and with IAPWS-95 in Fig. 20. The data of
Sirota et al. show systematic deviations from both IAPWS-95
and Eq. (7).
4.6. Extrapolation to 1000 MPa
There are no experimental data in the supercooled region
above 400 MPa, except for one expansivity data point of Ter
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metastable region. The vertical dashed lines indicate the melting pressure.
Minassian et al.44 at 263 K and 569 MPa (Fig. 10), and two
speed-of-sound measurements of Vance and Brown59 at 263 K
(up to 600 MPa, see Fig. 2). The speed-of-sound measure-
ments of Hidalgo Baltasar et al.60 in the supercooled region at
278 K and 700 MPa seem to have been affected by ice forma-
tion, because they deviate from the trend of their data in the
stable-liquid region.
In the stable-liquid region below 300 K, there do exist data
above 400 MPa. The expansivity data of Ter Minassian et al.44
extend up to 635 MPa (Fig. 10). Grindley and Lind28 mea-
sured densities up to 800 MPa. Figure 21 shows the deviations
of experimental densities and IAPWS-95 values from Eq. (7)
up to 1000 MPa. Above 293 K, Eq. (7) follows IAPWS-95
closely, while the data of Grindley and Lind28 and Adams27
show systematic deviations from both equations of state that
increase with increasing pressure.
Both Vance and Brown59 and Hidalgo Baltasar et al.60 have
measured the speed of sound up to 700 MPa. Wang et al.98
determined the speed of sound at 293 K up to the melting
pressure of about 900 MPa. Their data systematically deviate
by about 3% from the data of Vance and Brown,59 and will not
be considered here. The differences between speed-of-sound
data and Eq. (7) up to 1000 MPa are shown in Fig. 22.
The isobaric heat capacity cP was measured by Czarnota75
at 300 K up to 1000 MPa. Abramson and Brown99 derived cP
values at 298 K up to 700 MPa from thermal diffusivity and
thermal conductivity data. These data are compared with val-
ues calculated from Eq. (7) and IAPWS-95 in Fig. 23. Two
data points of Czarnota are above the melting pressure, but
Czarnota reported that the water was still liquid for those mea-
surements.
4.7. Connection to IAPWS-95
Because Eq. (7) was fitted to values calculated from IAPWS-
95 in a part of the temperature and pressure range (see Eq. (3)
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and Fig. 3), the differences between the two equations of state
are small in that region. Therefore, there are no large discon-
tinuities when one switches from Eq. (7) to IAPWS-95 there.
For example, one can switch from one equation to the other at
the isotherm
T = 320 K, (36)
The differences between Eq. (7) and IAPWS-95 along this
isotherm are given in Table 5.
TABLE 5. Differences between Eq. (7) and IAPWS-95 along Eq. (36) in the
P–T plane, for pressures from 0 MPa to 400 MPa
Quantity Meana Maximumb
Density 0.0006% 0.0017%
Expansivity 0.010 K−1 0.021 K−1
Compressibility 0.02% 0.05%
Heat capacity cP 0.02% 0.05%
Speed of sound 0.005% 0.012%
a Average absolute difference
b Maximum absolute difference
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ture (Appendix A). The melting curve does not separate uncertainty regions.
4.8. Uncertainty estimates
Uncertainty estimates for the density calculated from Eq. (7)
are shown in Fig. 24. These estimates are based on the differ-
ences between Eq. (7) and experimental data, as well as on the
uncertainty of the data. In a large region of the phase diagram
below 253 K, only Mishima’s data are available. The estimates
in that region are conservative to account for the unknown sys-
tematic error of Mishima’s data. Uncertainty estimates for the
speed of sound calculated from Eq. (7) are shown in Fig. 25.
In the region above atmospheric pressure and below 253 K,
no estimates are given because of the absence of experimental
data.
4.9. Ice I melting curve
As an additional test of the accuracy of the equation of state,
the melting curve of ice I was calculated from the phase-
equilibrium condition
g(T,P) = gI(T,P). (37)
Here, gI is the Gibbs energy of ice I, which was calculated
from the equation of state of Feistel and Wagner.100 The Gibbs
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TM indicates the melting temperature. In the region labeled “No estimate
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energy of liquid water g was calculated from Eq. (7), with zero
points of entropy s and Gibbs energy chosen such that
s(Tt,Pt) = 0, (38)
g(Tt,Pt) = gI(Tt,Pt), (39)
where Tt and Pt are the temperature and pressure at the ice
I–liquid–vapor triple point, with101
Tt = 273.16 K, (40)
Pt = 611.654771007894 Pa. (41)
The value for the triple-point pressure given here is not the ex-
perimental value, but was calculated101 from the IAPWS-95
formulation and the equation of state of ice I.100 The calcu-
lated value agrees with the experimental value of (611.657±
0.010) Pa.102 Equation (38) represents the convention that the
specific entropy s of liquid water is zero at the triple point.20
Equation (39) ensures that the melting curve calculated from
Eq. (37) crosses the triple point.
The melting curve of ice I crosses the triple point of ice
I, ice III and liquid water at about 209 MPa. Experimen-
tal locations of the I-III-L triple point are shown in Fig. 26.
Bridgman42 located the triple point in 1912. As described
by Babb104 and La Mori,105 Bridgman’s pressure values are
about 1% low. For this work, Bridgman’s pressures were mul-
tiplied by the correction factor 1.0102, which follows from
the current value of the mercury melting pressure.106 Kell and
Whalley43 reported the location of the triple point as part of
their investigation of the ice I–ice III phase transition line.
Bignell and Bean103 determined the triple-point pressure with
metrological accuracy (0.01%). Their measurements of the
triple-point pressure and temperature are currently the best
available. As seen in Fig. 26, the melting curve calculated
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is the ice I melting curve calculated from Eq. (37); solid in the stable region
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from Eq. (37) agrees with the measurement of Bignell and
Bean.103
Bridgman located 14 points on the ice I melting curve.42
Of these, four points are unreliable according to Bridgman, so
they will not be considered here. About 60 points on the melt-
ing curve were determined by Kishimoto and Maruyama,113
who found a discontinuity in the melting curve at 160 MPa.
In a follow-up study, Maruyama110 did not observe the dis-
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continuity, and suggested that it could have been an artifact of
the previous experimental setup. Mishima111,112 determined
the course of the melting curve in the range where ice I is
metastable. Equation (37) was used to calculate the melting
curve in this range by extrapolating both the equation of state
of ice and of that of supercooled water. Figure 27 shows that
the calculated melting curve agrees fairly well with Mishima’s
data. Figure 28 shows deviations of the experimental data
from values computed from Eq. (37). The data from Hender-
son and Speedy108 are the most accurate and differ less than
1 MPa from Eq. (37). The data of Maruyama110 systemati-
cally lie 2 MPa below Eq. (37). The maximum pressure dif-
ference in the stable region between Eq. (37) and values from
the IAPWS correlation41 is 0.6%, which is well within the un-
certainty of 2% of the IAPWS correlation.
4.10. Vapor pressure
The vapor pressure Pσ (T ) of stable and supercooled water
was computed from the equation of state, by using the phase-
equilibrium condition
g(T,Pσ ) = gvap(T,Pσ ), (42)
where gvap is the specific Gibbs energy of water vapor, which
was calculated from the IAPWS-95 formulation. In Fig. 29,
the calculated vapor pressure is compared with other corre-
lations and with experimental data. The vapor pressure com-
puted from IAPWS-95 is essentially the same as that com-
puted from Eq. (42); the maximum difference is 0.008%.
Murphy and Koop114 derived their vapor pressure correlation
from the heat capacities measured by Archer and Carter,82
which are lower than heat capacities predicted by Eq. (7) and
IAPWS-95 (Fig. 19). As a result, the vapor pressures in the su-
percooled region predicted by Murphy and Koop114 are higher
than those calculated from Eq. (42).
Above 255 K, the experimental data agree to within about
1% with Eq. (42), except the data of of Cantrell et al.,118
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FIG. 29. Percentage deviations of correlations114 and experimental vapor
pressure data89,115–119 from vapor pressure values calculated from Eq. (42).
The vapor pressure calculated from IAPWS-95 is shown dashed in the stable
region and dotted in the metastable region.
which have larger uncertainties. Below 255 K, the vapor pres-
sures measured by Kraus and Greer116 are anomalously low,
which they suspect to be caused by freezing of some of the
droplets in their experiment. The correlation that Fukuta and
Gramada117 obtained from a fit to their data deviates by up
to 10% from Eq. (42) at low temperature. As Murphy and
Koop114 remarked, such low values for the vapor pressure can
only be explained if the isobaric heat capacity cP of super-
cooled water were about a factor of three higher than has been
measured, which is unlikely.
5. Conclusion
We have developed an equation of state for cold and super-
cooled water, explicit in the Gibbs energy, valid from the ho-
mogeneous nucleation temperature to 300 K and for pressures
up to 400 MPa. The equation is based on a two-state model
of water, combined with empirical background terms. It is the
first equation of state that represents the density data of Sotani
et al.35 and Asada et al.37 as well as the speed-of-sound data
of Lin and Trusler52 in the considered temperature range. In
part of the stable region of liquid water, the equation can be
connected to the IAPWS-95 formulation with minimal dis-
continuities in the property values.
To improve the accuracy of future equations of state, den-
sity measurements with an accuracy of 0.02% or better below
250 K up to 400 MPa are desirable. Currently, this area is only
covered by Mishima’s data. For the speed of sound, there are
20
only a few measurements in the metastable region for pres-
sures higher than atmospheric. Experimental data are needed
especially down to 250 K and up to 200 MPa. Also, there are
no data for the heat capacity of supercooled water above at-
mospheric pressure, while such data are highly desirable.
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Appendix A: Homogeneous Nucleation
Curve
Liquid water can be supercooled down to the homogenous
ice nucleation temperature TH, which is about 235 K at atmo-
spheric pressure. At higher pressures, TH is lower, with a min-
imum of 181 K at 200 MPa. The pressure dependence of TH
has been measured by Xans and Barnaud120, Kanno et al.121
and Kanno and Miyata122 at pressures below 300 MPa; see
Fig. 30. Mishima and Stanley123 have measured TH at pres-
sures from 500 MPa to 1500 MPa. At about 200 MPa, there is
a break in the TH curve as a result of nucleation of a different
kind of ice above this pressure (ice III according to Kanno et
al.121,124 and ice II according to Kanno and Miyata122). For
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FIG. 30. Temperature of homogenous ice nucleation for micrometer-size sam-
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Eqs. (A1) and (A2).
pressures below the break point, the shape of the TH curve can
be described by an equation of the Simon type, which was also
used by Wagner et al.125 to describe the melting curves of wa-
ter. A fit of such an equation to the data of Kanno et al.121 and
Kanno and Miyata122 yields the pressure PH on the homoge-
neous nucleation curve as a function of the temperature T ,
PH/P0 = 1+2282.7(1−θ 6.243)+157.24(1−θ 79.81), (A1)
where θ = T/T0, T0 = 235.15 K, and P0 = 0.1 MPa. Above
the break point, a third-order polynomial was fitted to the data,
including the data of Mishima and Stanley up to 1500 MPa,
which resulted in
TH/K =172.82+0.03718p1+3.403×10−5 p21
−1.573×10−8 p31,
(A2)
with p1 = P/MPa. This polynomial is based on the assump-
tion that the TH curve is smooth at pressures above the break
point. However, because there are only few data in the range
of 300 MPa to 600 MPa, the existence of other break points
in the curve cannot be excluded. It must also be noted that
unlike the melting curve, the homogenous nucleation curve is
a kinetic limit and depends on the size and time scale of the
experiment. The experimental homogeneous nucleation tem-
peratures described in this section were obtained with samples
having a diameter of several micrometers.
Appendix B: Derivatives
The derivatives of the field L, given by Eq. (14), are
LTˆ =
L0K2
2
(
1+
1− k0k2+ k1(p− k2t)
K1
)
, (B1)
LPˆ =
L0K2(K1+ k0k2− k1 p+ k1k2t−1)
2k2K1
, (B2)
LTˆ Tˆ =−
2L0K2k0k1k22
K31
, (B3)
LTˆ Pˆ =
2L0K2k0k1k2
K31
, (B4)
LPˆPˆ =−
2L0K2k0k1
K31
. (B5)
The derivatives of the Gibbs energy gˆA of the hypothetical
pure high-density structure, given by Eq. (31), are
gˆATˆ (τ,pi) =
n
∑
i=1
ciaiτai−1pibie−dipi , (B6)
gˆAPˆ (τ,pi) =
n
∑
i=1
ciτaipibi−1(bi−dipi)e−dipi , (B7)
gˆATˆ Tˆ (τ,pi) =
n
∑
i=1
ciai(ai−1)τai−2pibie−dipi , (B8)
gˆATˆ Pˆ(τ,pi) =
n
∑
i=1
ciaiτai−1pibi−1(bi−dipi)e−dipi , (B9)
gˆAPˆPˆ(τ,pi) =
n
∑
i=1
ciτaipibi−2[(dipi−bi)2−bi]e−dipi . (B10)
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TABLE 6. Parameter values for the equation of state
Parameter Value Unit Parameter Value
Tc 228.2 K ω0 0.5212269
Pc 0a MPa L0 0.76317954
ρ0 1081.6482 kg m−3 k0 0.072158686
R 461.523087b J kg−1 K−1 k1 −0.31569232
k2 5.2992608
a Mean-field value of the critical pressure. The actual location of the
hypothesized critical point is uncertain. Accounting for critical
fluctuations may increase this value by about 15 MPa. Correspondingly,
the value for the critical temperature will decrease by about 2 K.18
b Equal to the ratio of the molar gas constant126
Rm = 8.314 462 1 Jmol−1 K−1 and the molar mass20
M = 18.015 268 gmol−1.
TABLE 7. Parameter values for Eq. (31)
i ci ai bi di
1 −8.157 068 138 165 5 0 0 0
2 1.287 503 2 0 1 0
3 7.090 167 359 801 2 1 0 0
4 −3.277 916 1×10−2 −0.2555 2.1051 −0.0016
5 7.370 394 9×10−1 1.5762 1.1422 0.6894
6 −2.162 862 2×10−1 1.6400 0.9510 0.0130
7 −5.178 247 9 3.6385 0 0.0002
8 4.229 351 7×10−4 −0.3828 3.6402 0.0435
9 2.359 210 9×10−2 1.6219 2.0760 0.0500
10 4.377 375 4 4.3287 −0.0016 0.0004
11 −2.996 777 0×10−3 3.4763 2.2769 0.0528
12 −9.655 801 8×10−1 5.1556 0.0008 0.0147
13 3.759 528 6 −0.3593 0.3706 0.8584
14 1.263 244 1 5.0361 −0.3975 0.9924
15 2.854 269 7×10−1 2.9786 2.9730 1.0041
16 −8.599 494 7×10−1 6.2373 −0.3180 1.0961
17 −3.291 615 3×10−1 4.0460 2.9805 1.0228
18 9.001 961 6×10−2 5.3558 2.9265 1.0303
19 8.114 972 6×10−2 9.0157 0.4456 1.6180
20 −3.278 821 3 1.2194 0.1298 0.5213
Note: the values of c1 and c3 do not affect measurable properties, but only
the zero points of energy and entropy. The values shown here were
calculated to satisfy Eqs. (38) and (39).
Appendix C: Tables
The values of the parameters that are necessary to evaluate
Eq. (7) are listed in Table 6 and Table 7. For the verification
of computer programs, Table 8 lists calculated values for sev-
eral properties. The values are given with more digits than
their accuracy justifies, to enable a more detailed verification.
Computer code for the equation of state is included in the sup-
plemental material.90
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