Although land changes are characterized by dimensionality in both space and time, and a multitude of methods and techniques have been developed to model them, the temporal dimension has seldom been adequately addressed by commonly used methods. In the context of temporal complexities represented in different spacetime data models, this study aims to establish a framework for applying survival analysis theory and techniques to geographical land change modeling. Our efforts focus on (1) introducing basic concepts in survival analysis and their connections to space-time data commonly used in land change analysis, (2) using survival metrics to describe temporal patterns that are not easily detected by other methods, and (3) applying survival analysis methods to disclose effects of varying temporal patterns and uncertainties. Our findings suggest that survival analysis, coupled with geographic information systems (GIS) and remote sensing data, can effectively disclose relationships in land changes, and in many instances excel in shedding light on the temporal patterns of land changes. Key Words: geographic information systems, land change modeling, remote sensing, survival analysis, temporal complexity. ? By land changes we mean changes in land use, land cover, or both, where land use is defined to be the ways humans use the land for various activities and land cover is the physical or biotic attributes of the land (e.g., Lambin, Arounsevell, and Geist 2000). In 30 our case study, we use data on land-use changes, but the issues (e.g., modeling approaches) we address in this article can apply equally to either of them. In this article we focus on addressing the third major question in connection with the first two; that is, at what time 35 and at what rate do land changes occur? Our major emphasis, however, is to introduce survival analysis to the land change modeling literature and show how survival analysis can be coupled with various space-time data models to help in answering this question.
L
and change modeling has attracted increasing attention from geographers in the last three decades, as a rapidly growing human population has dramatically altered land cover around the globe, 20 resulting in many environmental problems. There exist three major questions in this arena: why (which factors, in what ways), where (in which locations), and when (at what rate or in what time) do land changes occur (Lambin 1997; Brown, Pijanowski, and Duh 25 2000)? By land changes we mean changes in land use, land cover, or both, where land use is defined to be the ways humans use the land for various activities and land cover is the physical or biotic attributes of the land (e.g., Lambin, Arounsevell, and Geist 2000) . In 30 our case study, we use data on land-use changes, but the issues (e.g., modeling approaches) we address in this article can apply equally to either of them. In this article we focus on addressing the third major question in connection with the first two; that is, at what time 35 and at what rate do land changes occur? Our major emphasis, however, is to introduce survival analysis to the land change modeling literature and show how survival analysis can be coupled with various space-time data models to help in answering this question. 40 This article begins with a brief review of the space-time data models, focusing on how temporal spatial information is saved and retrieved. Then the applications, strengths, and weaknesses of traditional statistical models in geographical land change modeling 45 are brought up, emphasizing how well they utilize the information contained in such data models. Following this review, we introduce survival analysis, an alternative type of model often used in biomedical studies. Our goals are to demonstrate that survival analysis has sub-50 stantial potential to address time-related complexities, to demonstrate the power of survival analysis when integrating with geographic information systems (GIS) and remote sensing data, and to explore its potential to better understand the temporal components in both the 55 response and explanatory variables. To better achieve these goals, we illustrate survival analysis using a case study from southeastern Michigan, a region that is home to 5.5 million people and experiencing significant deconcentration of the human population (Brown et al. 60 2005), resulting in a range of settlement densities from the urban settings of Detroit, Pontiac, Flint, and Ann Arbor, through suburban and exurban environments, to low-density agricultural land. We conclude this article by pointing out the strengths, caveats, and future 65 directions of survival analysis in land change science.
Background
Contemporary land change models address spatial heterogeneity well, and most frequently use statistical tools that include Markov chain models, 70 logistic-function models, and multivariate linear regression models. Following a brief overview of the space-time data models in GIScience, we point out the limitations of these three types of models in conducting space-time analysis.
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Space-Time Data Models
Land changes take time to occur. Development of a subdivision may take a couple of years, and several days or weeks may suffice to convert a forest patch (e.g., three acres) to farmland. An issue of time measurement 80 resolution may arise: If the measurements largely match the scale at which changes operate (e.g., the conversion of the forest patch is measured in days or weeks, or development of subdivisions in years), we may call it a precise measurement. On the other hand, if the timing 85 of land changes is measured at a much coarser level, we may call it a coarse or imprecise measurement (e.g., the conversion of the forest patch is measured at annual intervals, or the development of subdivisions at intervals of twenty or more years). In this context, we give a land 90 change example that incorporates many common land change events, such as merging and splitting of spatial units and type transition. The timing of such land changes will be considered first as precise measurements (e.g., obtained from governmental documents of land 95 parcel transactions or developments), then as coarse measurements (e.g., derived from remotely sensed images at chosen times).
Assume there is a piece of land that has the potential to be used for three different purposes, labeled O 100 (open), A, and B. For the simplicity of spatial illustration, we use squares or rectangles as boundaries of the land parcels in evolution ( Figure 1A-1D) . Also for the simplicity of illustration, we assume that at or between four time points (T1-T4), land changes could be mea-105 sured, corresponding to a precise or coarse measurement of timing, respectively. At the beginning (T1), the land has two parcels: Parcel 1 for O and 2 for A. At or prior to T2, Parcel 1 is split into Parcel 3 (B) and 4 (O). At or prior to T3, we are able to collect new information 110 about Parcel 8, for which no data are available at earlier times for various reasons such as clouds in a satellite image or a missing land parcel document. Also, Parcel 4 is split into 6 (O) and 7 (A), and Parcels 2 (A) and 3 (B) are merged into 5 (B). At or prior to T4, Parcel 6 is split 115 into Parcels 9 (O) and 10 (B), and part of it is absorbed by Parcel 7, forming Parcel 12 (A). We use this example as we introduce different space-time data models next. Our focus is to show how spatiotemporally changing information is contained in, and can be retrieved from, 120 such data models for use in land change analysis.
The most popular space-time model is the snapshot model, where the space is usually gridded into a collection of equal-sized cells, and such grid-based maps are used repeatedly to represent the changing status of the 125 space over time (Armstrong 1988) . Although criticized for reasons such as lack of efficiency (e.g., repeated storage of the same grids over time), the snapshot model is still the predominant space-time data model, which may arise from its straightforwardness and ease of com-130 prehension and interpretation. Using this model, the preceding land change example can be represented as in Figure 1E through 1H, and we can easily retrieve the land change history of any cell or parcel. If we are interested in, for instance, the land change history of Parcel 135 10, we simply go to the four maps, locate the associated parcels at each map, and record their land type, which results in the trajectory O →O →O →B. An inherent issue with this data model is that the number of snapshots (or time points) will be relatively small; otherwise 140 the workload (e.g., data storage and retrieval) will become increasingly high. Therefore this data model is more appropriate for space-time data measured at a coarse time resolution, or if the number of land change events is relatively small. 145 An improvement was made by Peuquet and Duan (1995) , who developed the event-based spatiotemporal data model (ESTDM), where only one initial grid map (here at T1) needs to be saved, and cells (identified by their x-and y-coordinates) with land-type changes are 150 saved in different lists at each later time. With this modification, ESTDM can effectively handle space-time data measured at either precise or coarse temporal resolutions. To identify the land change history of Parcel 10, the model simply visits the initial map and finds its 155 type as O. Then it moves to T2 and T3, checking the lists of cells where the land type has changed. As the cells for Parcel B are not in such lists, the model indicates that no changes have occurred at these steps, thus keeping its status unchanged as O for both T1 and T2. 160 For the last step (T4), the cells associated with Parcel B should be in the list for land type B, thus its status will be decided as B. Still a trajectory of O →O →O →B will be found.
The space-time model by Langran and Chrisman 165 (1988) , the space-time composites model, breaks the space over time into increasingly small fragments, identifying a maximum number of units with spatial homogeneity at each time. The land changes in our example can be represented using this model (Figure 2A ), where 170 we can easily find the land change history for Parcel 10 is that for polygon P10; that is, O →O →O →B. This model can handle space-time data measured at both precise and coarse temporal resolutions; if at a precise resolution, there should be many time measurements 175 (e.g., T1, T2, . . . , T200), expanding the table with more columns. This model, however, only records the historical types of the parcels (i.e., spatial composites) at the latest time, ignoring the transitional histories. At a coarse resolution, the interpretation should be differ-180 ent. For instance, the trajectory O → O → O → B for P10 suggests that the parcel is developed to land type B any time after T3, rather than at T4. The spatiotemporal object model by Worboys (1992) , on the other hand, can avoid this problem 185 ( Figure 2B ). This model identifies each spatiotemporally homogeneous unit as a space-time atom (ST atom) , and many such atoms of the same land type the end (thus a space before the right parenthesis). The parentheses refer to the point not included, and square brackets the point included. When measurements are taken at a coarse resolution, P10 is represented as (T3,) B, suggesting that P10 of type B occurs any time after 205 T3 (but before T4), and persists until the end.
Finally, the three-domain model (Yuan, 1999 ) uses a semantics table ( Figure 3A ) to stand for different land types (O, A, and B in our example), a time table ( Figure  3B ) for different times (T1-T4 in our example), a space 210 table ( Figure 3C ) for the polygons or spatial objects at the last time (T4), a domain link table ( Figure 3D ) that connects the preceding three tables, and finally, a spatial graph that displays the land change history ( Figure 3E ).
To retrieve the land change history of Parcel 10, the 215 model first checks the space table, and finds the location (and other characteristics) of Parcel 10. Visiting the domain link table, we can find that its type is B. Then checking the spatial graph, we can find the parental parcels for Parcel 10 at T3, T2, and T1 are Parcels 6, 4, 220 and 1. A revisit to the domain link table shows that O is the type for these parcels. Thus O →O →O →B is derived as the land change history for Parcel B. When measurements are taken at a precise resolution, the time  table and domain link table become larger. The inter-225 pretations of the land change trajectories at both time resolutions, such as O →O →O →B for Parcel 10, are the same as those in the spatiotemporal object model.
Complexities in Space-Time Data
The preceding data models have different strengths 230 and weaknesses (see Yuan 1999 for an excellent review), but all connect to views of space and time. The traditional Newtonian absolute view of space and time tends to regard space (and time sometimes) as a container or framework, in which various contents are included and 235 processes are ongoing. The relative view of space and time tends to regard both space and time as qualities of a certain phenomenon, which are extended over both space and time (Bian 2003) . The space-time data in land change science, in the context of either view, usu-240 ally have the following unique complexities (the term complexity in this article primarily refers to heterogeneity and uncertainty).
Spatial Complexities.
The space has to be partitioned into discrete units (pixels or objects), despite 245 the fact that land surface is continuous, that correspond to two fundamental conceptual models for representing space and spatial phenomena. The first is the raster or field data model that imposes a simplified data structure, and the space is represented as a collection of grid 250 cells that simplifies analyses, which is the choice of the snapshot model and the model by Peuquet and Duan (1995) , but it fails to provide "natural" units matching real-world entities such as lakes and hills. On the other hand, the object model allows objects to take their nat-255 ural shape, represented as polygons, lines, and points, but requires an ontological framework for selecting the right objects. The space-time composites model, spatiotemporal object model, and the three-domain model fit better to this type of spatial representation when the 260 time component is removed. Recent years have seen some hybrid data models that parallel the development of object-orientation programming in computer science since the 1990s.
1 Such hybrid models, including the object-oriented grid model (i.e., an aggregate of many 265 cells used to represent a meaningful geographic feature) and the object-oriented field model (i.e., fields or patches treated as objects in computer science ; Bian 2003) , are still based on the most fundamental representations of space.
270
Whatever spatial model is chosen for a certain research goal, there has to be some simplification, and some trade-off has to be made between the ease of data collection and analysis and reduction of information loss or distortion in light of the question being inves-275 tigated. In addition, decisions about the appropriate scale and resolution (cell size in the raster model), degree of fuzziness (indistinct boundary between, e.g., a forest polygon and a grass polygon in the field model), and many types of uncertainties (e.g., lack of adequate 280 information; Peuquet 2001) make our choice of spatial model challenging. This choice may be even more challenging if temporal complexities of spatial data are also of concern, which relates to our next issue about temporal complexities.
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Temporal Complexities. Land changes can occur at any time, and such changes may be measured either at precise or coarse temporal resolutions. The data in the snapshot model may have a relatively coarse time resolution due to logistical (e.g., data availability or storage) 290 considerations despite the fact that in theory we can still choose the times (T1, T2, etc.) at precise resolutions. In this case, what we know is that the events happen during some interval determined by the data-collection times, rather than the specific times at which they occur. This 295 may result in ties in land change occurrences-that is, multiple land changes recorded during the same time interval (e.g., P10 and P11 in Figure 1D ) have the same (i.e., tied) development time regardless of their true development times-and little research has been de-300 voted to this type of issue. The other three space-time models, although allowing for relatively precise time resolutions, still suffer from uncertainties that may arise when land changes have occurred before we collect our data (e.g., Parcel 2 in Figure 1A ) or no events have 305 occurred until the last time of our data collection (e.g., Parcel 9 in Figure 1D , which may be further split and developed into other types).
Implicit Dynamic Information. Many other characteristics, regardless of whether they are properties of 310 the land parcels themselves (e.g., soil fertility) or of the surrounding environment (e.g., neighborhood population density), may change over time, and may directly or indirectly affect directions or rates of land change. To better understand land changes, such dynamic char-315 acteristics should be accommodated in our space-time data, whether they are saved, retrieved, and calculated as attributes of the cells or polygons in our data, or separately as different data layers (e.g., a soil layer, a population density layer). When investigating space-320 time data as a whole, a great deal of information related to land change dynamics may be revealed, but usually cannot be retrieved through regular GIS operations such as overlay or map queries. For instance, the numbers of parcels of type A and type B change over 325 time, which may suggest different risks (for detail, see Appendix A) of being developed into land type A and B, or popularities of land type A and B, over both time and space. We may need metrics to quantify such risks aside from those we usually use, such as probability. If 330 such risk differentiation is not random and can be quantified, such risks may connect to other factors such as the dynamic characteristics mentioned earlier. We may further investigate whether the effects of such dynamic characteristics on the risks of land development change 335 over space or time. tries) are subject to changes over time. Furthermore, land parcels may be developed into multiple types (land type A and B in Figure 1) , which raises the issue of competing risks of land development: Any undeveloped parcel has a risk of being developed into different types.
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Traditional Models
Land change models, categorized in a variety of ways (e.g., Baker 1989; Lambin, Arounsevell, and Geist 2000; Agarwal et al. 2002) , have been developed to represent human behavior, spatial patterns, and 350 temporal dynamics of land changes. With the aid of remote sensing and GIS in providing, processing, and analyzing land change data, statistical models (we thus exclude other types of models such as cellular automata and agent-based models in our discussion) have been 355 employed extensively when identifying localized deterministic relationships is impossible or unaffordable (in terms of time and resources) and when identifying exogenous causes is necessary. Such models, including Markov chain models, logistic-function models, and 360 multivariate linear regression models, primarily focus on the spatial component in predicting or explaining land changes; little research has been done to explore complexities related to time (e.g., is the time interval appropriate?) and implicit dynamic information (e.g., 365 does changing population density in the neighborhood affect the development of a certain land type differently over time?). Choosing and defending appropriate land units is a task for the researcher that we address later. Next we briefly review these three types of 370 models.
Markov chain models have found numerous applications in land change studies (e.g., Baltzer 2000; Brown, Pijanowski, and Duh 2000) , particularly when exogenous sociodemographic and biophysical factors are not 375 easily accounted for due to problems such as data constraints and difficulties in modeling human decisions (Luijten 2003) . Although valuable for their mathematical and operational simplicity, Markov models focus on predicting (rather than explaining) changes in the types 380 of predetermined land units at the designated times (i.e., it does not address temporal uncertainty, such as whether the time intervals or span are chosen appropriately), assume stationarity in the transition matrix, and usually only deal with first-order processes (Baker 1989; 385 Lambin 1997) . Although remedies have been proposed to handle these limitations, such as regressing the transition probabilities against exogenous variables and using variable transition matrices over time (e.g., Baker 1989; Brown, Pijanowski, and Duh 2000) , Markov 390 modeling has limited application in land change analysis as it is only appropriate for short-term projection (Lambin 1997) .
Logistic-function models and their variants (e.g., multinomial-logit models) are widely used in land 395 change modeling studies, where the response variable (logit transformation of a variable indicating presence or absence of a certain land-use type) is expressed as the linear combination of an intercept term and explanatory variables. The coefficients thus obtained can be 400 used to calculate the weights in algorithms to generate maps showing the probabilities of a category of land-use or land-cover change over the study area . If more than two land-use or transition types (or other categories) are involved, multinomial-405 logit models are often used (e.g., Müller and Zeller 2002) . Even if land units and time intervals are defensibly chosen, logistic regression still suffers from the following limitations when dealing with the preceding space-time data (Figures 1 and 2 ): 410 (1) It is difficult to choose the values of the dependent and independent variable if both land type and some variables have changing values over time; if the researcher chooses to use the latest values for both the dependent and independent variables or aggregate such 415 time-changing values for the associated independent variables, the model might suffer from (2) a loss of information and failure to capture potential dynamic mechanisms; if the researcher chooses to establish a model for each time step, the model could suffer from (3) 420 a reduction in degrees of freedom, especially at earlier times.
One variant of logistic-function models is called the trajectory model, where land parcels or pixels are classified into various trajectories depending on both the 425 type and timing of development, such as the O →O → O →B trajectory for Parcel 10 ( Figure 2A ). The nominal trajectories are regressed against the explanatory variables (e.g., . Although this method can capture the dynamics in the dependent 430 variable (i.e., land change types), it fails to capture the effects of those independent variables that take timechanging values. It also suffers from other problems such as reduction in degrees of freedom. We discuss trajectory models further later in this article. 435 Multivariate linear regression models almost invariably deal with cross-sectional data (the sections in this sense are equivalent to the land units, which are chosen and assumed appropriate) combined with GIS (e.g., . Strictly speaking, multivariate linear regression includes logistic-function regression models. Here we refer to multivariate linear models that do not use any transformations (e.g., logit or probit) for the response variables. Although some examples involve dividing the entire period into a few periods 445 and analyzing the data within these periods separately (which may result in reduction in degrees of freedom; e.g., , very few applications handle temporal variations explicitly. Panel data analysis techniques, integrating cross-sectional and time-series data, 450 provide algorithms for handling intersection and interperiod heterogeneity in model coefficients. For reasons of computational complexity (Hsiao 1986, 130) and limited software availability, however, researchers still tend to estimate models in which only the intercept 455 varies (e.g., over time or individuals). An exception is the work by Seto and Kaufmann (2003) , which estimated a few models of land-use transitions in the Pearl River Delta (China) and allowed for temporally variable coefficients for a set of sociodemographic factors.
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These models are short of diagnostic metrics and methods to unveil past trends in key variables of interest and test hypotheses about them, and weak in representing, disclosing, or predicting temporal variations of some key variables, especially when spatial heterogene-465 ity and uncertainty are also of concern (e.g., Serneels and Lambin 2001) . The temporal aspects of land change cannot be ignored while studying variations in other dimensions such as human behavior and space, because they are often intertwined. It is very difficult (if not im-470 possible) for current land change statistical models to answer questions such as "by a certain time, what proportion of land-use type i would be converted to type j (i , j = 1, 2, . . . , n, i = j )" or "was the transition rate from land use type A to B the same as (or faster 475 than) that from A to C? If not, what factors led to such differences?"
Methods
Given the described issues and challenges in land change analysis, we propose a framework for choosing 480 land change units that addresses the complexities related to space, time, and land units. Further, we argue that the combination of this framework with survival analysis has great potential to address the complexities involved in analyzing land changes.
485
Framework to Choose Land Change Units
As demonstrated in the earlier example ( Figure  1 ) and the four major space-time data models, land changes are subject to many complexities over time and space. In the context of the question under inves-490 tigation and the space-time data (including the associated data model) we have, we may choose as our units of analysis the parcels at the most recent time (T4 in Figure 2A ), which correspond to the most recent land composites in the space-time composite model, the ST 495 atoms with open-ended times (e.g., (T2, ) O for P8 in Figure 2B ) in the spatiotemporal object model, or the spatial objects at the end of the spatial graph in the three-domain model ( Figure 3E ). For the snapshot model, we may choose collections of homogeneous cells 500 at the latest time (e.g., P10 in Figure 1D ), which correspond to aforementioned parcels. The advantages of this "most recent parcel or collection of cells" framework include the following aspects. First, land tends to become more fragmented and heterogeneous over time 505 (although merging can dominate some landscapes; e.g., where agricultural firms are experiencing consolidation), thus choosing as land units the parcels at the latest time helps to retain the most updated land-use/landcover information and to track historical events at ear-510 lier times. Second, the most recent parcels are the ones that affect future local land-related decisions and developments. Third, and last, data of such type may be most available. On the other hand, depending on research questions at hand, choosing individual pixels may work 515 in some instances (e.g., for regression analysis).
Following the choice of land units, we can derive land change trajectories of these units-if such units are to be used in regression-related analyses, we should take a sample of units in consideration of spa-520 tial autocorrelation. A common way to reduce the effects of spatial autocorrelation is to take samples that are far apart from each other in space (e.g., the distances between the nearest pairs are not less than the range in the corresponding semivariogram); if individ-525 ual pixels are the land units, the selected pixels should also belong to different collections or clusters of homogeneous pixels. Recent work has developed theoretical and empirical explorations in detecting and incorporating "any lingering spatial correlation," or 530 "frailty," in the spatial residuals of survival models (interested readers see http://geography.sdsu.edu/People/ Pages/an/SA app.pdf; Banerjee, Wall, and Carlin 2003 Banerjee and Dey 2005) . We already showed how to derive the land trajectories earlier. One concern might 535 be the lack of consistency in the shape, boundary, and size of land units, which can be well observed from the spatial graph ( Figure 3E ). When analyzing such trajectories, we have to focus on some aspects and overlook some less important aspects. A parcel may be 540 treated as a point (i.e., no shape, no area, no boundary) when the shape, boundary, or size of the parcel is trivial for the question under investigation and can be ignored.
Survival Analysis
545
Survival analysis is a collection of statistical methods used to characterize the occurrence and timing of events that represent any qualitative changes in state during some time-series processes. It originated from the study of mortality or failure in many disciplines, where 550 attention is paid to the survival times of individual patients or experimental animals (thus the name survival analysis; Allison 1995; Klein and Moeschberger 1997) , the failure time of some equipment, or the duration of some status until some event (e.g., birth, 555 divorce, arrest) happens (e.g., Murthy and Haywood 1979; Liestol, Andersen, and Andersen 1994; Du et al. 2002) . Although going by different names (e.g., event history analysis in sociology, reliability or failure time analysis in engineering, and duration or transition 560 analysis in economics), survival analysis attempts to answer questions about the same characteristic; that is, occurrence and timing of some events during some processes of individual entities.
Despite its popularity in other disciplines, survival 565 analysis has been applied in only a few pioneering articles related to geographical land change in recent years. Vance and Geoghegan (2002) land-poor households in an Amazonian community in Peru, and how fallow-period length could be explained by some exogenous variables using the Cox proportional hazard model, which is a popular form of survival analysis. In a broader sense, survival analysis has been used to 585 study job mobility and residential relocation in urban areas of the United States (Clark and Withers 1999) and the spacing of settlements in Nebraska (Odland and Ellis 1992) . In these pioneering studies, survival analysis has un-590 doubtedly shed important light on their topics, but they also raise a warning regarding its application in land change analysis: lack of independence between events over time. We address this issue in our discussion. As case studies, these examples have not 595 provided systematic and theoretical explorations that permit conclusions about how survival analysis can help land change studies. As a result, this method is rarely mentioned in articles reviewing geographical land change models (for instance, Baker 1989; Lam-600 bin 1997; Agarwal et al. 2002) , with the exception of Irwin and Geoghegan (2001) and Plantinga and Irwin (2006) .
Before we introduce the strengths of survival analysis, we first introduce two critical concepts in survival 605 analysis, the survival function, S(t), and hazard function, h (t), which are defined to be
(1) and
They are the probability that an individual can survive beyond time t (i.e., the event does not occur 610 until t) and the instantaneous ( t → 0) risk that an event will occur at time t given that the individual survives to time t, respectively. The hazard can be understood as an intrinsic property of any individual, and is conceptually different from probability 615 (for details see http://geography.sdsu.edu/People/Pages/ an/SA app.pdf). This definition, however, does not preclude the possibility that we can still calculate overall hazards based on the aggregate data of all individuals over the entire time frame, where the time frame 620 is usually discretized into several periods (if originally not discrete in the data), and the number of events in risks that a land parcel would be subject to over time. The other term in survival analysis, survival probability, calculated in a frequentist manner, offers a general indicator of what proportions of land parcels under investigation may remain undeveloped over time. thy of mention is that hazards may go up and down, whereas survival probabilities are always nonincreasing over time. In the section "Case Study," we show an example of such curves.
In vidual(s) to refer to the potential study participant(s), who may be patients in medical research, machines in an engineering test, or land parcels in a land change study.
Data Censoring in Land Changes
655
In traditional applications of survival analysis, the events under study are often known to have occurred in a time interval (t 1 , t 2 ) within the time range, in theory, from -∞ to +∞. This gives the three basic types of intervals: the event may have occurred earlier than t 2 (i.e., 660 within the interval (-∞, t 2 ) where t 1 = -∞), between t 1 and t 2 or within (t 1 , t 2 ), and later than t 1 (i.e., within the interval (t 1 , +∞) where t 2 = +∞). In survival analysis, the survival time is called left censored at time t 2 , interval censored between t 1 and t 2 , and right cen- all we know about Person 1 is that he dies before T3, so his survival time is left censored at T3; that is, (., T3). Similarly, Parcel P8 in Panel B is developed into type A before T3, and its survival time is also left censored at T3; that is, (., T3). Person 2 (Panel A) and Par-675 cel P9 (Panel B) have survived the whole time frame; that is, their survival times are right-centered at T4, so (T4, .). Person 3 (Panel A) and Parcel P10 (Panel B) have their survival times interval-centered between T3 and T4, but they die of another reason (compared with 680 Person 1) or get developed into another type (type B), which relates to the issue of competitive risks in survival analysis. Such types of censoring connect to the challenge related to time heterogeneity and uncertainty in land change analysis.
2 For other space-time data models 685 where the precision of time measurements could be fine enough, right censoring still exists (i.e., Parcel 9 remain undeveloped until T4 in Figure 4B ). Another topic related to temporal uncertainty is data truncation or late entry, a situation in which an individual is not at risk for 690 some period(s) of time (Kalbfleisch and Prentice 2002, 23-24) . We do not address it due to space limitations.
Although it is self-evident that incorporation of censored data would benefit the models by retaining more, and probably more accurate, information than if 695 these data were removed from the analysis, we provide a short statistical explanation about the importance of incorporating censored data explicitly. As shown in Equation 8 (Appendix B), survival analysis makes best use of the observed data by incorporating various 700 types of events (i.e., uncensored, left-, right-, and interval-censored survival times) in estimating the coefficients. Ignoring these issues can result in substantially different, sometimes misleading, results. For more details, see Kalbfleisch and Prentice (2002, chap. 3 in land change science, but inadequate attention has been paid to them.
The Cox Hazard Model
The data as represented in the space-time composites, spatiotemporal object, and the three-domain data models could have relatively precise time measurements, thus interval censoring should not be a big concern, and the censoring types that need to be considered are right censoring and left censoring; that is, events or land developments have not occurred until the end of a time frame (Parcel 9 in Figure 1 ) or have occurred prior to our study time frame (Parcel 2 in Figure 1) . In practice, it is common to regress the logarithm of the hazards against a linear combination of explanatory variables that are determined a priori (Klein and Moeschberger 1997, 282) :
where α(t) = log λ 0 (t) (see http://geography.sdsu. edu/People/Pages/an/SA app.pdf for λ 0 (t) and more de-725 tails). Depending on whether the independent variables take changing values over time or we let any of the coefficients vary over time (i.e., insert an interaction term between time and any of the variables), we can estimate a proportional model (i.e., the hazards of 730 any two parcels, although each may change over time, have a fixed proportion) or nonproportional model, respectively. As h i (t) is not directly observed, many software packages use survival time with censoring information as a substitute. The methods developed by 735 Cox (1972;  i.e., partial maximum likelihood estimation) are used to estimate each β without the need to know the value of α(t) or h i (t) at a certain time. The Cox model in Equation (3) can handle competitive risks by treating all the event and development types not be-740 ing considered as being right censored (Appendix A). The Cox model needs a one parcel → one record format, where a record is created for one parcel or polygon, and time-dependent variables, if any, take values prior to the corresponding land changes. Nonpropor-745 tionality (i.e., the hazard ratios between individuals change over time) may result from the existence of timedependent variables and time-varying coefficients of some variables (http://geography.sdsu.edu/People/Pages /an/SA app.pdf). Here we are more concerned with 750 the latter, because time-varying coefficients represent changes in the relationship between the development hazard and a specific variable.
In general, the Cox model in Equation (3) has been considered very powerful and employed even when 755 the time measurements are coarse in the literature of survival analysis (e.g., Allison 1995, 111-13; Machin, Cheung, and Parmar 2006, 139-40) . Land change researchers can use this model in most situations, even for data with a coarse time resolution such as those in the 760 snapshot model. Different algorithms are developed to handle (1) ties that arise from imprecise measurements of survival time with underlying ordering (most ties in land changes may belong to this type), and (2) ties that are discrete by nature; that is, two events actually occur 765 at the same time (see Allison 1995, 127-37) . The SAS Q1 phreg procedure can handle ties in survival time measurement (e.g., the EXACT and DISCRETE methods in this procedure are designed to handle these two situations, respectively). One exception is a situation in 770 which interval censoring exists and cannot be reasonably ignored, our topic in the next section.
The Accelerated Failure Time Model
Compared to time measurements with precise resolution ( Figure 5A ), time measurements with coarse resolutions (Figure 5B-D) result in all three types of censoring. In theory, the Cox model should have the ability to handle interval-censored data, but this option is so far not available in SAS (SAS online documentation). Thus we introduce the accelerated failure Q2 time (AFT) models, focusing on the Weibull and exponential models (particularly the latter and its variant, the piecewise exponential model). For other alternative models in the AFT family such as the log-logistic and log-normal models, interested readers may see Machin, Cheung, and Parmar (2006, (108) (109) (110) (111) (112) (113) (114) (115) . The Weibull model takes the following form:
By fitting the data, α can be estimated, and different magnitudes of this parameter suggest different shapes of the hazard function over time. Visit http://geography.sdsu.edu/People/Pages/an/SA app.pdf for more details, where we describe why there is not a parcel-specific residual term as well. A special case of Equation (4) is to let α = 0; that is, the hazard of each individual remains constant over time, suggesting that the differences in hazards over individuals are simply caused by the independent variables. This is the famous exponential model:
Both Equations (4) and (5) can be estimated using the same lifereg procedure in SAS, which can handle var-775 ious types of data censoring but cannot handle timedependent variables directly. This problem, along with the implausibility of the assumption regarding constant hazards over time, leads to a variant of the exponential model, the piecewise exponential model, which may be 780 especially suitable in land change analysis for reasons mentioned later.
The Piecewise Exponential Model
The piecewise exponential model belongs to the family of AFT models, but has some unique data format requirements and assumptions regarding the base hazards β 0 . Rather than using the original data, the piecewise exponential model uses the restructured piecewise data, and has been widely employed (e.g., Bodian 1985; Starmer 1988; Karrison 1996; Boracchi, Biganzoli, and Marubini 2003) . The piecewise data restructuring (Appendix C) simply breaks the entire time frame into several periods (three periods in Figures 5C-D) , and one data record is generated for each period during which the parcel is either at risk or under development-each record of this type is a parcel period. For the parcel period when the parcel is at risk, let the survival time be right censored. Assuming the hazard is constant within each period but can vary across periods, then we build an exponential model for each parcel period (let j be the number of periods that the parcel is either at risk or under development):
where j = 1, 2, . . . , J , and J is the number of periods when the parcel is either at risk or under development. 785 Equation (6) expands on Equation (5) because (1) the survival time t in Equation (6) is less than or equal to the length of the period (e.g., the time between T1 and T2, T2 and T3, or T3 and T4; see Figure 5 ), whereas the survival time in Equation (5) could be greater than the 790 length (e.g., the second horizontal bar in Figure 5B ); (2) each period is allowed to have a different β j , which may account for the changing hazard over periods; and (3) all the parcel periods are treated as independent observations. When the time precision continues to 795 decline (e.g., from Figure 5C to 5D), the piecewise exponential model should still work, which is Model 2 in our case study (later).
Both time-dependent variables and all types of data censoring, especially when coupled with competing 800 risks, can be taken into account in this model. There is no readily available commercial software that is designed to simultaneously handle these issues. We extend the regular piecewise exponential method (Shuster 1992; Allison 1995, 104-09; Cantor 2003, 13-805 15) that does not deal with competing risks and all types of censoring at the same time, and propose a three-step strategy: (1) Generate a piecewise dataset where each of the parcel-period observations incorporates all types of censoring and time-dependent 810 variables; (2) treat all the types that are not being considered in a particular model as right-censored observations, which allows for competing risks; and (3) model the relationships between the hazards and the explanatory variables using the lifereg procedure 815 (for SAS code, see http://geography.sdsu.edu/People/ Pages/an/SA app.pdf).
Log-log Model
Very frequently, land change analyses have to deal with data with coarse time resolutions (data with many tied survival time measurements), such as data in many snapshot models. Let's assume there is a total of T periods, and each parcel may be developed or undeveloped in period t (t = 1, 2, . . . , T); a probability P i t is defined to be the probability that an event (development) occurs to individual i at period t. In addition to the models already introduced, the following logit or complementary log-log model models could be used. As a first step, the data need to be restructured to be the piecewise format, where a new binary variable (e.g., dev Status) should be defined, taking zero when it is at risk and one for the period during which it is developed (Appendix C). As we did in the piecewise exponential model, all parcel periods are treated as independent observations. As many researchers are familiar with the logit model, we introduce the complementary log-log model only:
This model can handle time-dependent variables; that is, when restructuring the data to the piecewise for-820 mat, let the variable taking the corresponding value at time t, which is denoted by the subscript t. This model, however, is not good at dealing with competitive risks because the construction of the binary variable during data restructuring has to take either zero (undeveloped) 825 or one (developed), and the parcels that are developed into other types not being considered may have to be coded as zero (undeveloped) or dropped from the model for the land change type being considered. The complementary log-log model is comparable to the Cox model 830 in many aspects, such as interpretation of the coefficients (Allison 1995, 211-32) .
Case Study
In this section we describe an application of the survival concepts and models in a land change case study. 835 We first introduce the study site and data, then describe data interpretation and integration, and end up with data analyses that apply the models already described. Specifically, we first calculate survival probabilities and hazard curves, then construct a Cox model and a piece-840 wise exponential model, followed by a complementary log-log model. Finally, we build a trajectory model with which researchers in land change science may be familiar, aiming to explore the degree of complementarity among these models.
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The Study Site and Data
Land-use data were collected over eight exurban townships in southeastern Michigan: Flushing, Oregon, Pittsfield, Putnam, Ray, Scio, Washington, and Wood- where farm is used as a land type from which all other four types (to be explained later) may be developed. Therefore any farm parcel is subject to competitive risks until it is developed. The approximately ten-year interval of land change measurements may be viewed as 875 coarse in light of real estate developers who tend to develop their projects in an average of one and a half years (Vigmostad 2003, 103) . In later modeling steps, we use all the models mentioned in the "Methods" section.
We then selected a set of geographic, biophysical, 880 and sociodemographic explanatory variables ( Table   Table 1 belongs to at a given time: 0 for farm, 1 for rural lots, 2 for country subdivisions, 3 for horticultural subdivisions, and 4 for remnant subdivisions. The geographical variables included distances to the three levels of cities or urban areas, to the nearest lakes or streams, to county 890 roads, and to the nearest highways ( Figure 6 ). These three types of distances provide surrogates for a parcel's accessibility to work and urban facilities (e.g., shopping centers), to water features, and to the road systems (county roads and highways), respectively. As reported 895 in the literature (e.g., Turner, Newton, and Dennis 1991; Sengupta and Osgood 2003) , these geographic factors play important roles when people consider their residential locations. We also included biophysical variables to characterize soil quality (prime agricultural 900 soil or not), tree cover percentage, and slope, which may affect the agricultural returns and thus the farmer's willingness to sell or the bid for sale; the forest canopy cover; and the landscape-view variability and aesthetic quality (e.g., Serneels and Lambin 2001; Müller and 905 Zeller 2002) . Two variables were used to represent the pressure from population growth (population density of the township) and socioeconomic status (household median income in the township), which affect the residential market and development decisions (e.g., 910 Irwin and Bockstael 2001; Serneels and Lambin 2001) . Q3 We collected the data for all these variables at each of the five time steps through GIS-based analysis (for all the geographical and biophysical variables) and governmental archives (for all the sociodemographic variables). Our dataset, a space-time composites 915 model, is characterized by (1) all the geographical and biophysical variables having only spatial heterogeneity with no temporal variations, and (2) all the socioeconomic and demographic variables having temporal heterogeneity, but with spatial variation represented 920 only available at the township level. Due to our focus on methodological issues in relation to survival analysis in land change science as well as space limitations, we leave issues such as variable selection, theories behind such selections, and the degree of spatial and temporal 925 heterogeneity in the independent variables to another related article (An et al. forthcoming) .
Data Interpretation and Integration
We chose 1950 to be the time origin to assure that the time expansion is long enough to detect significant land 930 changes given the availability of aerial photographs. For ease of illustration we excluded all the rural lots from our dataset and focused our analyses on farms and the three subdivision types because the development of rural lots is quite different from that of the three 935 subdivisions in terms of both size and development style (An et al. forthcoming) . As a result, we obtained a sample of 184 parcels or polygons. In this dataset, the survival time was measured at the decade level, and a variable "censor" took 0, 2, 3, and 4 to represent 940 farm, country subdivisions, horticultural subdivisions, and remnant subdivisions, respectively. To facilitate trajectory modeling, we added another discrete variable "track" that describes seven trajectories. Although we had land change data for five decades, the trajectories We also generated a piecewise dataset (Appendix C). This dataset contained 488 usable parcel-period records. If the development occurred during the first period (thus a parcel had only one record), this record would have 960 a survival time recorded as (., 1), indicating that the development occurred earlier than the end of the first period, with the start date unknown and represented with the dot "." (i.e., left censored). If the development did not occur up to the end of the fifth period (i.e., a 965 parcel was not developed by the late 1990s or the end of our time frame), each of the first five records for the first five periods would have its survival time described as (1, .), implying total survival of the corresponding period with right censoring (Appendix A); the last record (i.e., 970 record six) would have its survival time described as (0, .), which means it was still undeveloped after the end of our time frame (i.e., right censored). If the development occurred sometime in between Time 1 and Time 5, e.g., during the third period, the survival time for 975 the first, second, and last record would be (1, .), (1, .), and (0, 1), suggesting the parcel or polygon survived the first two periods, but was developed between the start and end of the third period (interval censoring).
As in the one parcel → one record format, a variable 980 "censor" took 0, 2, 3, and 4 to represent farm, country subdivisions, horticultural subdivisions, and remnant subdivisions in the piecewise dataset, respectively. All the time-dependent variables take their corresponding values in a manner that is consistent with the period 985 in which a particular parcel period dwells. To facilitate the logit and complementary log-log modeling, we added a binary variable rSub, using one if the parcel was developed into remnant subdivision at the corresponding parcel period, and zero if not. As mentioned 990 earlier, if a parcel was not developed until the end of our time frame, we have six parcel periods, and the last one has a (0, .) survival time. This last record was coded as no-data for the binary variable rSub and thus excluded from analysis in the logit or log-log models.
995
Data Analysis
Two major steps comprise our data analysis: analysis of temporal variability and uncertainty and estimates of several survival models. The analysis of temporal variability and uncertainty illustrates the overall tempo-1000 ral variations in the hazards and survival probabilities. Next, we compare and contrast the results from varying survival models. We primarily used the procedures in SAS (version 9.1) that were specifically designed for survival analysis, such as lifetest, lifereg, and phreg. Al-1005 though SAS was employed as the analysis tool throughout this research, the concepts, methods, and results in this article are not software specific. Due to space limitations, we only report our models for remnant subdivisions for demonstration purpose. Some variables we 1010 Notes: Bold numbers are significant coefficients at the α = 0.10 level. a The coefficients obtained from the lifereg (dist = exponential option) procedure were inverted in signs so that the coefficients in the entire table are consistent in meaning (Allison 1995, 62-68) .
chose earlier (Table 1) , such as income, distance to lakes and streams, and distance to highways, were found insignificant and thus excluded in the regression models presented (Table 2) . We first estimated a Cox model (Model 1) that 1015 handles time-dependent variables and right-censored survival times using the one parcel → one record dataset (see http://geography.sdsu.edu/People/Pages/an/ SA app.pdf for code). Our preliminary analysis showed that distance to the midlevel cities may have played a 1020 varying role over time in affecting residential land-use decisions (An et al. forthcoming), so we tested if any nonproportionality arose from this variable by adding an interaction term between this distance and time in the piecewise exponential model to be introduced next.
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If its coefficient was significant, the effects of the distance became larger over time when the sign is positive, or smaller over time when the sign is negative. Next, we employed the piecewise dataset to integrate time-dependent variables, all types of censor-1030 ing, and competing risks in a piecewise exponential model using the three-step strategy (Model 2). Following these two "classical" survival models, we estimated two models that are designed to cope with coarse time measurements, a logit model (Model 3) and a comple-1035 mentary log-log model (Model 4). Both models have time-dependent variables incorporated during the formation of the parcel periods in the piecewise data (Appendix C), but are weak in handling competitive risks and censoring. For a certain parcel, the last parcel period 1040 during which the parcel was developed into types other than remnant subdivision had to be dropped. Last, to shed light on whether and how the effects of some explanatory variables vary over time and test the effectiveness of the trajectory model we estimated a trajectory 1045 model using the last (seventh) trajectory (no development prior to 1980 and post-1980) as the reference level for the discrete variable track.
Results
The survival probabilities for the three types of subdi-1050 visions declined or remained nearly constant (country subdivisions during the third and fourth decades; Figure ( 7A), which conforms to the nonincreasing nature of survival probabilities. The hazard curves of three subdivisions differed in shape and timing. 1055 Country subdivisions showed a relatively flat trend, and horticultural and remnant subdivisions showed increasing hazards after the third and fourth decades, respectively ( Figure 7B ). Henceforth we report only the results in relation to remnant subdivisions due to space 1060 limitations.
The Cox model resulted in three significant independent variables (Table 2 ). The negative coefficients for distance to Detroit (dist dtw) and five midlevel cities (dist 5ct) suggest that parcels near these cities 1065 have relatively lower hazards. Similarly, parcels associated with higher slopes had higher hazards to get developed into remnant subdivisions (Model 1, Table 2 ). In addition to these findings, the piecewise exponential model shows that percentage tree cover 1070 had a positive effect on the hazards (Model 2, Table  2 ). Although slightly different in the magnitudes of coefficients, both the logit and complementary log-log models had only two significant independent variables, suggesting parcels that were close to Detroit or in 1075 places with higher slopes should have higher hazards to be developed into remnant subdivisions (Models 3 and 4, Table 2 ). The trajectory model gave consistent and additional insight into the potential drivers (Model 5, Table 2 ). Distance to Detriot did not matter at 1080 earlier times, but it seems that as time moved on, places closer to Detroit had higher hazards of being developed into remnant subdivisions. Distance to the five midlevel cities had the opposite result: At earlier times places closer to the five cities had higher hazards 1085 of being developed, but this trend attenuated over time.
Percentage tree cover had a negative relation with the hazard at earlier times, but not so at later times. Slope was positively related to the hazards regardless of time.
When the interaction between time and distance to 1090 the five midlevel cities (dist 5ct) was introduced, the overall fit of the model (Model 2) had a significant improvement: the -2 Log L decreased from 216.67 to 210.93 with the change in degrees of freedom equal to one, giving rise to a p value of 0.0166 in a test of the null 1095 hypothesis that this interaction term is insignificant (not shown in Table 2 ). The coefficients for dist 5ct and the interaction dist 5ct*time were -0.0815 and 0.0115, which can be combined as (-0.0815 + 0.0115 × time) × dist 5ct, suggesting the parcels closer to the five cities 1100 had higher hazards of being developed into remnant subdivisions, but this trend dwindled over time.
Discussion and Conclusions
Due to our focus on methodology, we do not elaborate on our empirical findings (for details, see An et al. 1105 forthcoming). The power of detecting temporal trends of some land change events under study (Figure 7) is one of the most intriguing features of survival analysis; such graphs help to answer the questions raised earlier in this article: By a certain time, what proportion of 1110 land-use type i was or would be converted to type j (i, j = 1, 2, . . . , n, i = j ) ( Figure 7A ) or was the transition rate from land-use type A to B the same as (or faster than) that from A to C? If not, what factors led to such differences? (Figures 7B). Next we describe 1115 how the different models we used may complement each other, summarize the general strengths and weaknesses of survival analysis, and point to future directions.
Complementarity of the Models
All five models (Table 2) were consistent in esti-1120 mating the effects of distance to Detroit and slope (dist dtw), in terms of the sign, the magnitudes, and whether they were significant. The aggregated data corroborate such findings: Remnant subdivisions had shorter distances to Detroit compared to other land-use 1125 types except horticultural subdivisions, and the highest slope among all the land-use types (Table 3 ). Unlike the two models that do not consider censoring (the logit and complementary log-log models), the two classical survival models (Models 1 and 2 in either due to the decreasing land supply in areas closer to the cities, the increasing demand from an increasing human population, or even a shift of preference to living "out of town" . Finally, our aggregate data support that remnant subdivisions are associ-1150 ated with a shorter distance to midlevel cities (Table 3) . Although we cannot guarantee this finding is true (can any statistical models do so?), we can claim that the two classical models performed better, which might partially arise from their ability to incorporate censored data.
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A further comparison between the Cox model and the piecewise exponential model suggests that the latter may outperform the former in this study because it revealed a positive relationship between the hazard and percentage tree cover, which is an element in the 1160 definition of remnant subdivisions. Many factors may account for this difference, possibly including the fact that the piecewise exponential model has the capacity to handle left-and interval-censored data, which the Cox model cannot, at least in SAS for the time be-1165 ing. The trajectory model revealed some relationships (e.g., effects of slope) found in other models, and provided several new points that other models, at least at first glance, failed to provide. An example of such new points is the changing effects of distance to the five mi-1170 dlevel cities. In this sense, it is a very useful method in detecting temporal changes. It is relatively demanding in terms of data, however, and sometimes researchers might have to reduce the number of trajectories to increase the degrees of freedom, as we did. It also suffers 1175 from (1) relatively small sample size and loss of information while forming the trajectories; and (2) unevenness of data distribution; for example, the second trajectory (developed into country subdivisions prior to 1980) has only four observations, which may account for the neg-1180 ative coefficient for the variable percentage tree cover (-0.0208, inconsistent with estimates from other models and less defensible; Table 2 ). Given such considerations, we suggest that researchers be cautious in using the trajectory method and drawing conclusions from it 1185 when the sample is not large enough due to budget, time, or technical constraints. The trajectory method may be helpful, however, for exploratory or diagnostic purposes, such as an inspection of the changing effects of some variables over time.
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Survival Analysis: Strengths, Caveats, and Future Directions Land change science, or GIScience in a broader sense, has suffered from a lack of match between its space-time data models and those traditional statisti-1195 cal models as reviewed in the "Background" section. Among the four types of complexities (i.e., spatial complexities, temporal complexities, implicit dynamic information, and land-unit complexities) existing in land change data, such traditional statistical models are 1200 strong in handling spatial complexities; however, they cannot effectively address temporal complexities and implicit dynamic information, which are usually implicitly accommodated in many space-time datasets and very important in land change analysis and modeling. 1205 In the context of precise or coarse time measurements, we have shown that survival models, treating time in a relative view (i.e., a quality of the phenomenon under investigation), are excellent tools for addressing these two kinds of complexities, and to some degree, the land-1210 unit complexities for the following reasons.
First, survival analysis models are powerful in dealing with time complexities existing in the three types of censored data. We demonstrated the effects of censored data in theory (e.g., Appendix B), and partially in 1215 the case study, where the two classical survival models that consider censored data (i.e., Models 1 and 2) outperform the three models without considering censored data to some degree (i.e., Models 3, 4, and 5). Second, survival analysis handles the challenge of implicit dy-1220 namic information by virtue of the very useful concept or metric of hazard and its capacity to incorporate timedependent variables. The concept of hazard encapsulates the history of all the past and surrounding events, which may be a benefit of using the hazard concept in 1225 land change analysis. Hazard is an intrinsic property of the individual of interest, which may capture the risk An and Brown of a land unit being developed (or developed into a certain type) at any time, reflecting the popularity or the attraction or attrition of a certain land type in a 1230 location: High hazards mean high attraction and low attrition, and vice versa. This popularity can be decomposed into components that relate to some exogenous or endogenous variables, including time. Thus in analyses that incorporate feedback or agent-environment 1235 interactions, researchers can conveniently define a hazard function for a certain type of individual or agent and let it correlate with the behavior of other individuals or the changing environment. Therefore, exploring the theoretical hazard functions of some events may help 1240 to reveal the mechanisms of some processes and, particularly in land change science, help to develop theory and models that can "predict trajectories of land-use change as . . . for vegetation succession" . Development of such theory and mod-Q4 1245 els may be especially important for some irreversible events or events that take a long time to occur. Third, and last, survival analysis has an excellent capacity to tackle competitive risks, part of land-unit complexities, through treating land changes to types not being con-1250 sidered as right censored, although not much work has been devoted to this issue here due to space limitations. For the other part of the land-unit complexities, the changing boundaries of land units, survival analysis does not make it better or worse, and we propose a 1255 most recent parcel (or collection of cells) framework to address this issue.
More specifically, we associate the preceding survival models with the space-time data models that connect to varying time measurement precisions. For instance, 1260 the logit or log-log models may be more appropriate for space-time data represented in the snapshot model, whereas the Cox model and the AFT models (especially the piecewise exponential model) are excellent in handling data represented in the space-time compos-1265 ites model, the spatiotemporal object model, and the three-domain model. This association can be flexible, however, depending on many factors, such as the questions under investigation and how precise we perceive the temporal data to be. For instance, we applied the 1270 four survival models to the same data we had derived in southeastern Michigan (with some data restructuring targeted on different models), and all models gave largely similar results. It is more likely that the Cox and piecewise exponential models will outperform the 1275 logit and complementary log-log model in many instances for reasons we already discussed (e.g., handling censored data), even when the time measurements are coarse or of unknown precision. For data of coarse time precisions, the logit or the complementary log-log mod-1280 els may be worth trying.
Of particular interest is the piecewise exponential model in the context of the three-step strategy, not only because it has generated the richest set of very insightful empirical estimates (e.g., the positive coeffi-1285 cient of percentage tree cover), but also because it may have the potential to address the effects of changing shape, boundary, or size for particular land parcels and units. When the time frame is discretized to several periods and all the parcel periods are treated as inde-1290 pendent observations, then the changes in shape, size, or boundary, if any, might not affect the model substantially. The key point may be that the period should be short enough such that the land parcels can be regarded as constant in their shape, size, or boundary, but more 1295 theoretical and empirical studies are needed in this regard. On the other hand, if survival analysis is not used for reasons like the changing identities or boundaries, people will have to use other methods such as the ordinary least squares (OLS) or regular logistic regression 1300 models without explicitly considering time-dependent variables or censored data. In OLS, for instance, researchers may still have to use the survival time (but with no consideration of censoring) of each parcel as the dependent variable, ignoring the fact that the parcel 1305 can change in shape, boundary, and size over time.
The piecewise exponential model has two additional merits. First, it incorporates competitive risks, all types of censoring, and some degree of time-dependent variables. Second, although assuming a constant hazard 1310 within each period, this model allows for changing base hazards over periods (i.e., the β j may change over time in Equation 6), which may serve as an approximation of any varying hazards over time. In land change modeling, land supply usually declines or remains constant over 1315 time, which may contribute to an increasing hazard over time given other conditions in control. One approach to testing if β j changes over time is to use the variable of decade as an independent variable in the piecewise exponential model, creating several dummy variables that 1320 each represent one decade. All such decadal dummies were insignificant in our case study (e.g., p > 0.99), suggesting that in our case study, the β j do not change significantly over decades.
This article focuses on introduction of the concepts 1325 and models in survival analysis, and their potential applications in geographical land change science. Our choices of hazard functions are largely based on classical survival literature, and research may be needed to connect such choices with economic theories in land 1330 change analysis (e.g., Irwin and Geoghegan 2001) . Similarly, economic theories may help us to choose independent variables, which may better explain the economic returns and costs associated with different types of development. Another issue may be how to choose the origin of time measurements, which may affect the coefficient estimates to varying degrees. In survival analysis literature, researchers either choose a time origin that marks the onset of continuous exposure to risk of the event, the time of randomization 1340 to treatments in experimental studies, or the time from which the strongest variable(s) takes effect (Allison 1995, 22-25; Kalbfleisch and Prentice 2002, 12-13) . In land change analysis, we may choose time of origin using the first criterion, the third criterion, or a combi-1345 nation of both. The second may apply when different land polices are used in two places as a comparative study. This is an area that needs further research in the application of survival analysis in land change science.
There has been a concern regarding the corre-1350 latedness between different events in land change studies, which may be connected to land immobility and scarcity. Put another way, the development of one parcel in one location at a certain time may reduce the supply of available land at other locations and in the 1355 future, which may affect the decisions of developers and homebuyers considering other parcels. This problem, however, is not more serious in survival analysis than in other types of models. For instance, in a logistic model that regresses the log odds of development (i.e., log 1360 [ p/(1 -p) ], where p is the probability of development) against a set of explanatory variables, how can the probability of development for a parcel at a time not be affected by a nearby parcel that was developed earlier? Survival analysis does not alleviate or worsen this 1365 problem; we use the explanatory variable population density (pop d in Table 2 ) to account for this issue, because this density will presumably have a negative relationship with land availability, and any changes in the development hazard caused by an earlier develop-1370 ment should result in a rise in the population density. In our piecewise exponential survival model (Model 2 in Table 2 ), population density was insignificant, showing the hazards of development might not have been substantially affected by changes in land supply as a result 1375 of population increase, which is understandable in an exurban setting with relatively abundant land supply. Our work in this article extends survival analysis methods to the field of geographical land change studies, exploring topics such as how survival analysis 1380 concepts can be employed to address complexities in land change analysis, what insights survival analysis can bring to the field, and its strengths and weaknesses. To help researchers better understand the concepts and processes, we have included 1385 some details such as the data format and original code in the appendices and the Web site (http:// geography.sdsu.edu/People/Pages/an/SA app.pdf). We expect that the approach that integrates survival analysis with GIS and remote sensing data will help 1390 land change researchers to better understand the dynamic landscapes, and find more applications and theoretical effort in researching survival analysis in land change science.
1. The term object in object orientation is different from that term in geography. In computer science, object orientation usually means the encapsulation of both structures and procedures, hierarchical structure of different types of objects, and inheritance (i.e., a child object can auto-1405 matically possess, or inherit, the properties of its parental object; see Bian 2003 for more details). 2. Little research has been devoted to study the effects of time frame (i.e., over how long we should collect the time series data) and resolution (i.e., at what time interval we should 1410 collect the data) on results of land change analysis. This article does not directly focuses on these questions, but partially addresses how the uncertainty caused by censored data may affect analysis results. 3. If an individual parcel had been part of a larger parcel 1415 subdivided during the study period, we kept it in its most recent size and shape and traced back to determine earlier land-use types. If the parcel was part of a subdivision, it was merged with nearby parcels before tracing the resulting polygon back.
event(s), it is at risk; after the event occurs, the individual is not at risk. For coarse time measurements in land change analysis (e.g., Figure 5C ), we consider an individual at risk during the time interval it has been developed, for example, (T2, T3). For instance, Person 3 1610 ( Figure 4A ) or Parcel P10 ( Figure 4B ) are at risk before T4, and we are unsure whether Person 1 or Parcel P8
are at risk at any time before T3-but we know they are not at risk after T3. When considering competitive risks (e.g., a person may die from one of multiple dif-1615 ferent diseases, or a parcel may be developed into one of several different land-use types), an individual experiencing an event of the type not being considered is said to have a survival time right censored for the type being considered (Kleinbaum and Klein 2005, 400) . For 1620 instance, Parcel P10 is developed into land type B, and Parcel P8 type A ( Figure 4B ). If we are considering land type A, then Parcel P10 is considered to be right censored at T3, which also means after that time it is no longer at risk of being developed into type A. When 1625 considering the event(s) at the aggregate level, those individuals that are at risk (or have not experienced the event) constitute the risk set.
A common practice in survival analysis is to conduct piecewise data restructuring for some type of analysis (Shuster 1992) . Due to various reasons such as data availability or the researcher's intentional choice, the entire frame may be divided into several periods (three 1650 in Figures 5C and 5D ), which are usually of equal length, but not necessarily so (Allison 1995, 109) . For all the periods during which the parcel is at risk, we record the information related to all the dependent and independent variables, forming data of so-called parcel periods. 1655 In such parcel periods, a specific independent variable may take changing or constant values depending on whether or not it is a time-dependent variable, and the dependent variable may be the survival time within that specific period and the associated censoring status (Fig-1660 ure 5C), or a binary development status ( Figure 5D ), depending on the type of model that is to be constructed. In Figure 5C , the top parcel has one parcel period, where the survival time is left censored; the middle parcel has two parcel periods with the first right censored at the end of the period, and the second interval censored at 1665 the time interval illustrated by the brackets; the bottom parcel has three parcel periods with the each right censored at the end of the period. In Figure 5D , we only have binary developed and undeveloped information (we use a variable dev Status to represent it) by 1670 the nature of the data, so the top parcel has one parcel period with dev Status equal 1 (developed); the middle parcel has two parcel periods, and the dev Status equals 0 (undeveloped) and 1 (developed) for them, respectively; the bottom parcel has three parcel periods, and 1675 dev Status equals 0 for all of them. Because the bottom parcel in Figure 5D survives beyond T4, a fourth parcel period may be formed as right censored; that is, (T4, .). Such data on parcel periods are treated as independent observations later in survival analysis models. 1680 A common concern may be the lack of independence among the parcel periods from the same parcel, which has been shown not to be a problem in the survival analysis literature (for details, see Allison 1995, 108, 223-25) .
