Around the goal: examining the effect of the first goal on the second goal in soccer using survival analysis methods Abstract: In this paper we apply survival techniques to soccer data, treating a goal scoring as the event of interest. It specifically concerns the relationship between the time of the first goal in the game and the time of the second goal. In order to do so, the relevant survival analysis concepts are readjusted to fit the problem and a Cox model is developed for the hazard function. Time dependent covariates and a frailty term are also considered. We also use a reliable propensity score to summarize the pregame covariates. The conclusions derived from the results are that a first goal occurrence could either expedite or impede the next goal scoring, depending on the time it was scored. Moreover, once a goal is scored, another goal scoring becomes more and more likely as the game progresses. Furthermore, the first goal effect is the same whether the goal was scored or conceded.
Introduction
We analyze in this paper the timing of the first two goals in a soccer, also known as football, match. Our main interest is whether the time of the first goal, and the time between the goals, are exponential, and whether after the first goal the game is changed, at least as would be observed by the timing of the second goal. We also want to know how these times depend on the variety of possible explanatory variables.
The question of fitting a suitable model for the number of goals during a soccer game has been the target of several papers. Maher (1982) suggested a simple two independent Poisson variables model to the number of goals for each team, with four parameters for each team: home attack skills; home defense skills; away attack skills; away defense skills. He also considered a bivariate Poisson distribution to model the combined goals for home and away teams and found the value 0.2 to be most appropriate for the correlation between the number of goals scored by each team. Dixon and Coles (1997) aimed at exploiting possible inefficiencies in the English soccer betting market. They introduced the dependency between the number of goals scored by the two teams in order to predict match outcomes. They concluded that this dependency exists mainly in games which the maximum aggregate score is 2. Their model is based upon Maher ' s (1982) model, taking into account each team's attack and defense skills, as well as the home advantage and the correlation mentioned above. They also suggested a way to handle changes over the season in the team ' s ability and used pseudo likelihood for each time to estimate the parameters of the model. Forecasting the goal difference between two teams in a specific match (also known as spread betting) was the goal of Dixon and Robinson (1998) , as well as developing a better understanding of the goal scoring process in soccer. They assumed an exponential distribution for the time until the next goal was scored, and examined a two dimensional birth process model with respect to each team ' s skills, as well as home advantage and time dependent changes in the score rates (i.e., the intensities of the process) as a result of the current score. Volf (2009) suggested a similar model, that includes a time dependent parametrization, and a regression part for the intensity of the goal scoring process as a random point process. These two papers are relevant in some sense to our research, as we discuss in Section 4.3. Pollard (1986) targeted the existence of home advantage in the competition level of different fields, including, in particular, soccer. He defined the home advantage to be stronger when the percentage of points gained from home games (out of the total number of possible points for the home teams) is higher, and found that the home advantage effect in soccer is relatively high. Clarke and Norman (1995) hypothesized that the home advantage is not the same for all teams and across all seasons. They suggested a more sophisticated model for the goal spread between the two teams, including a team specific home advantage parameter, that varies across different divisions and years. However, their results only verify the year effect. The later work of Carmichael and Thomas (2005) studied the inmatch difference in performance between the home team and the away team. They used a large amount of data per game to construct regression models for the home team and the away team goals and shots. They concluded that while attacking abilities are more important to the home team, defensive attributes are more important to the away team. Their contention is that this result could be explained by teams different game tactics home and away. Jones (2011) looked for a connection between the first goal scoring and winning the game in hockey (a sport with many similarities to soccer). He first identified the home advantage for the scoring of a first goal, and then found its effect on the home team and the away team.
Our paper aims to use survival analysis methods to establish the relationship between the first and second goal scoring times in soccer matches. Survival analysis was developed in the contexts of clinical trials and reliability testing. However, the methods have long been used to investigate statistical phenomenons in other disciplines. These methods may be applicable in situations where the time until event occurrence is of interest, and possibly with some of the observations being censored or truncated. These terms should be understood in their technical statistical meanings. An event is ' right censored, ' when its occurrence time is known only to be larger than the observed time. It is ' left truncated, ' when it might have happened, but could not be observed before the referenced time. Thus, in a clinical experiment, if the time of hospitalization is known, but at the end of the observation period the patient is still hospitalized -we have a censored event. The event is left truncated, if we know when the patient was released, but we know only that he was already ill at the start of the follow up. Survival analysis is most appropriate when there are time dependent explanatory variables, making standard regression analysis unfitted for the task.
In our analysis, a goal scored by the home team is the event in question and the time until this event is a random variable of interest. We will model this process and test which factors influence its behavior. Our primary objective is to verify the effect of the first goal occurrence, scoring time, and scoring team on the subsequent goal time. We are also interested whether the first goal effect is constant once the goal was scored, or changing over time. The soccer data naturally includes both censored and left truncated observations. The right censoring is generated by the end of the game or by a goal scored by the opposing team. Left truncation is a property of survival data, which usually indicates a delayed entry of some observations into the study. For soccer data, we could not observe the second goal in the game until the first one was scored. If the first goal was scored earlier, the second goal may have been scored earlier as well. Therefore, it is sensible to use the survival analysis framework. The relevant survival analysis concepts are readjusted to fit the problem and a Cox model (Cox 1972 ) is developed for the hazard function. Time dependent covariates are used to identify the effects of in-match changes such as the scoring of goals and red cards being issued. We consider the first goal in the game as an event that changes the game from being tied to a game in which one team has a strict advantage. The game is changed in the sense that one team is leading, and may be content if the game ends with the current score. Conversely, the other team is trailing behind, and will get no league points out of the game, unless they tie the score. Thus, we mainly consider the second goal as a separate phenomenon, that may depend on the time of the first goal in the game. However, we also use a bivariate survival method to consider a more complex dependency between the goals. Therefore, the possibility of adding a random effect to the model, also known as a frailty term in the context of survival analysis, is being considered to handle the game ' s specific conditions that are not part of the data (e.g., weather).
The conclusions derived from the results are that the effect the first goal occurrence has on the rest of the game is a function of the time of its occurrence. Moreover, once a goal is scored, the hazard rate for another goal is increased as a game progresses. Furthermore, and more interesting, the first goal effect is the same whether the goal was scored or conceded.
The rest of the paper is organized as follows. In Section 2 the censoring mechanism, the possible models and the available data are presented. Section 3 includes the different model parameter estimates and hypothesis tests in order to find the most suitable model. The interpretation of the obtained model, an away team model and relation to past research are discussed in Section 4, followed by concluding remarks in Section 5.
Methods
Our analysis is based on data accumulated over approximately 760 games which took place during the years 2008 -2010 (two full seasons) in the Premier League, the major soccer league in England. Each game is formally 90 min long, divided into two halves. For each game, the scoring times of the first two goals in the game (if scored) and the scoring team are recorded. The goal times are accurate up to a minute (with the exception of goals scored in stoppage time, see Section 4). The rest of the data from each game is introduced later and in Table 1 . Our background data was obtained from http://www.football-data.co.uk . The goal scoring times were taken from http://www.soccerbot.com .
Our interest was focused on the first two goals during a soccer match. We claim that the phenomenon of scoring the first goal is fundamentally different from scoring any other goal. Thus, from each game two different observations are obtained: HomeFirstGoalTime and HomeSecond-GoalTime . To be more precise, both observations are the number of minutes from the beginning of the game until the (first or second) goal in the game is scored. We consider a goal of the home team as an event and a goal of the away team as a censoring time. Once the away team scored a goal we could not know when the home team would have scored their first goal and, as we stated, the game may be fundamentally different after a goal was scored. If no goals were scored by the end of the game, the goals ' time are censored at the value of 90 min. Since the second goal could not be observed until the first one took place, HomeSecondGoalTime is left truncated. The second goal could be either a goal scored by the home team (their first goal in the game) while a goal was conceded earlier, or a second goal scored by the home team (i.e., the home team scored both goals). We emphasize that the relationship between the time of the first goal in the game and the time of the second goal is of our interest. We use the notion ' HomeFirstGoalTime ' for the dependent variable -the time of the first goal of the home team, which is possibly censored. We will use later the notation ' TimeOfFirstGoal ' for the independent variable -the time of the first goal in the game, regardless of which team scored the goal. This variable is used as an explanatory variable for the ' HomeSecondGoalTime. ' One may want to study the distribution of all goals during a soccer match (and not only the first two) although one would deal with heavier censoring (i.e., high scoring games are relatively rare) and may need a much more complicated model and more data than probably possible (as more data would mean introducing much more heterogeneity, the different number of ' routes ' to a N goals game is 2 N ). For example, in the game between the teams Newcastle United and West Ham United , which took place on January 10th, 2009, four goals were scored. Newcastle (the home team) scored goals on the 19th min and the 78th min, while West Ham (the away team) scored goals on the 29th min and the 55th min. The two observations obtained from this game are HomeFirstGoalTime = 19 (min), not censored, and HomeSecondGoalTime = 29 (min), censored, and left truncated at the value of 19 min. This paper is mainly aimed at examining whether the first goal occurrence is a game changer. In particular, its effect on the time until the second goal in the game is scored. In order to do so, we would want to control other effects that are common to both observations, i.e., both goal scoring times, in each game. In particular, since a better team is more likely to score both goals, ignoring these common effects may lead to wrong conclusions. Past models (e.g., Dixon and Coles 1997 ) concentrated on the estimation of parameters such as home advantage, teams ' attack and defense skills, and other possible effects. There are other important effects which would be hard to get from our data. For example, weather, player injuries, management problems, etc., which are not accessible by us, but were publicly known before the game. We preferred, therefore, to use one variable as a propensity score that summarizes all covariates known prior to the game. ProbWin defined as the probability of the home team to win the game, based upon an average of the odds as determined by online gambling sites. We obtained the data from http://www.BetBrain.com , which is a website designed to compare between gambling odds for different bookmakers. Our data includes the average odds for at least 30 bookmakers per game.
A well-established effect on the goal scoring time is whether a red card was shown by the referee, i.e., a player was sent off during the game (cf., Ridder , Cramer and Hopstaken 1994 ) . We have included in our data the variable RedCardsAway that equals to the number of red cards shown to the away team, up to any time point. This variable equals to zero at the beginning of the game and changes when an away team player is sent off. Similarly, we have the variable RedCardsHome for the home team, although as discussed later, we did not find any evidence to the importance of this variable, maybe, due to its rare occurrence.
There is a possibility that due to trends in modern soccer there exists variability between different seasons. Since our data includes only two different seasons we also consider the variable Season which is an indicator for in which season the game was played. If we had games from more than two seasons in our data, we would have tried to incorporate this variability to the model.
As mentioned before, we focus on the first goal effect on the second goal in the game. The term ' first goal effect ' might be too vague without further discussion. How would the first goal occurrence change the second goal time distribution ? If a soccer fan joins a TV broadcast of his favorite team match in the middle, he will probably seek answers for the following questions: Have there been any goals scored ? If a goal was scored, which team scored it ? When was the goal scored ? In this paper, we are interested in how, if at all, the answers to these questions would change his team ' s scoring chance in the upcoming attack. For example, if we are at the 55th min of the match and given the away team scored a goal, is the probability of a home team goal in the next move different if the first goal was scored on the 20th min, or a few minutes ago ? With this notion, we define the rest of the available variables. The variable Goal tells us which goal the observation represents, i.e., Goal = 0 means we look at HomeFirstGoalTime observation and Goal = 1 means we look at HomeSecondGoalTime observation. The rest of the variables are relevant only for the HomeSecond-GoalTime observation. TimeOfFirstGoal is the first goal scoring time (in minutes). FirstGoalTeam is the first goal scoring team (1:Home, 0:Away). Another available variable is TimeFromFirstGoal , which is a time dependent variable, the time passed from the first goal. That is, TimeFromFirstGoal = 0 when dealing with HomeFirst-GoalTime ( Goal = 0), since no goal was scored yet, and TimeFromFirstGoal equals to the number of minutes past since the first goal was scored when dealing with HomeSecondGoalTime observations ( Goal = 1). We present a detailed example for these variables in the next section. See Table 1 for a summary of the available explanatory variables.
Almost 10% of the games (74 out of 760) ended with no goals being scored. There are also 13 games in which a first goal was scored (either by the home team or the away team) in the 90th min. For those games we actually have only one available observation, the HomeFirstGoal-Time at the 90th min (either as an event or censored by an away team goal). Therefore, the total number of observations is 1433. Almost half of the observations (698) were censored. It should also be mentioned that about 46% (352 out of 760) of the HomeFirstGoalTime observations and 51% (346 out of 673) of HomeSecondGoalTime observations were censored. The mean of ProbWin , based on the 1433 observations, was 0.448 (SD = 0.187). The result was not substantially different when the calculation was based on the 760 games. Out of 673 first goals, 402 (60%) were scored by the home team. Eighty-three red cards were shown to the away teams in 77 games (about 10% of the games), of which 16 red cards were issued before a goal was scored and 19 between the first goal and the second one. Note that the rest of the away team red cards (48) are irrelevant to our analysis. Out of the six matches in which a second red card was issued to the away team, only once it was shown before a second goal was scored. Regarding RedCardsHome , 48 red cards were shown to the home teams (in 47 games), only eight of them before any goal was scored and 16 between the first goal and the second one. As we stated before, this variable was not found to be significant for any model we considered. In the name of brevity, we omit these results. We discuss this finding in Section 4.
The conditional mean of the variable TimeOfFirst-Goal , i.e., the average of the first goal time, given that one was scored, was 30.8 (SD = 22.13). This is merely descriptive statistic, and not an estimate of HomeFirstGoalTime expectation. Kaplan-Meier survival function estimators (Kaplan and Meier 1958 ) for HomeFirstGoalTime and HomeSecondGoalTime are presented in Figure 1 . Note that using the Kaplan-Meier estimator is needed to correct the heavy biases introduced by the truncation and censoring. These estimates are not based on any kind of information, apart from the scoring times and the censoring indicator. On face value, the scoring times behave similarly for the first half (i.e., the first 45 min) and split during the second half.
The main objects of inquiry in our analysis are the survival and hazard functions. We consider the probability behavior of the time of a specific event, e.g., the first goal in the game. The value of the survival function at time t , gives the probability that this event has not occurred before time t . Thus, it is a positive, and monotone decreasing from the value 1 at time 0. The hazard function describes how much the event is likely at a given time. Its value at time t is proportional to the probability that it would happen at a short time interval following t , given it has not occurred before time t . A soccer fan can interpret it as how likely the next attack is going to be the one yielding the goal.
Inclusion of explanatory variables, particularly time dependent variables, are among the advantages of the Cox proportional hazard model (Cox 1972 ) for censored and truncated data. Assuming independent censoring, our basic model for the hazard function is the complete independence model,
where i = 1, . . . , 760 is the game number and j = 1,2 is the goal number and t is the minute. We will present a detailed example after the presentation of the full model (Model II) . We call this model the complete independence model since the hazard is the same for j = 1,2, i.e., the distribution of the two first goal scoring times is the same. Each parameter β i is the log of the marginal multiplicative effect on the hazard function, e.g., exp( β 3 ) represents the change in the hazard function when the away team is shown a red card, comparing with the hazard function prior to the red card being issued, when all other covariates are held fixed. The baseline hazard function, h 0 ( t ), is the hazard for a subject with covariates all equal to zero. Although our data does not include such a subject (all teams have positive probability to win the game), we could be interested in the shape of the baseline hazard. We treat this model as our null model.
Remark 1.
An intrinsic assumption of the Cox ' s model is the locally independent censoring. We assume that the events of a goal for the home team and a goal for the away team are statistically independent. If the home team controls the game and creates goal scoring opportunities, it might imply that an away team goal is seemingly less expected, but on the same time, away team counter attacks are more likely and hence an away team goal is, on that score, more likely. Overall, given the conditions of the game, it seems reasonable to consider the two events as locally independent. It should however, be noted, that a goal scored by any of the teams, may effect the rest of the game, as will be in the center of the following discussion.
The full model is the model that includes all the available variables described in Table 1 ( The indicator I { j = 2 } splits the hazard into two parts. The first part is common to both goals and related to all covariates that are known prior to the match. The second part is the effect of the first goal on the HomeSecondGoalTime .
This model distinguishes between different effects of the first goal. The basic multiplicative effect on the hazard function of a goal being scored is the combination exp( β 4 + β 5 TimeOfFirstGoal ), that depends on the time the first goal was scored. β 6 is the log of effect of a first goal scored comparing with a first goal conceded (when all other covariates are held fixed). β 7 is a measure of decreasing or increasing (log) effect of a goal as the game continues, e.g., 10 min after the first goal was scored the hazard is exp( β 7 × 10) times the hazard when the goal was scored [not including the possible changes in h 0 ( t ) and the other covariates].
Revisiting the Newcastle United vs. West Ham United game, now as an example for the hazard function. The game ID number is 584 (out of 760). The obtained ProbWin from the online gambling site is 0.4316. The game took place during the 2008 -2009 season, hence Season i = 584 = 0. No red cards were shown during the game. At the 10th min of the game, the hazard for Newcastle United goal scoring (i.e., hazard of HomeFirstGoalTime , for t = 10) according to Model (II ' ) was
and at the 25th min, after a goal was scored at the 19th min by Newcastle United , the hazard for Newcastle United second goal scoring (i.e., hazard of HomeSecondGoalTime , for t = 25) was
Although Model (II ' ) includes all possible effects of the first goal occurrence, it might neglect some unobserved dependency between the goal times, which may be a result of in game unpredictable conditions, such as weather, crowd behavior during the game, incompetent referee, etc.
We would consider the possibility of dependency by adding a frailty term, i.e., a random effect, to the model. The hazard function for this model is 
where the Z i s are i.i.d. gamma distributed random variables with mean 1 and unknown variance θ . Klein (1992) and Nielsen et al. (1992) suggested an EM algorithm for the parameters estimation in this model. We judge model fit by several criteria. We use general goodness of fit test which compares the model results to a model with no covariates at all, using a likelihood ratio test. We use the Wald test to test the significance of each coefficient ' s effect on the response variable. If we compare between two competing models of which one is nested within the other, we use likelihood ratio test to find the model that fits better. A good summary of these tests could be found in, e.g., Klein and Moeschberger (2003 , Chapter 8) . We start with the null model [Model (I)], and then move to the full model [Model (III)]. If some of the effects for this model are rejected ( p > 0.1) we look for a more parsimonious model within all models that includes only weakly significant ( p < 0.1) effects.
Results
The data were analyzed using the package ' survival ' for R (Therneau 2012 ) , and the ' fold ' function written by Fox (2002) . The results of Model (I), are presented in Table 2 . The overall goodness of fit test for this model yielded a highly significant result ( p < 0.001), hence this model should be preferred over a model with no covariates at all. The three variables included in the null model are significant. The interpretation of the estimates is in terms of marginal effects: It is estimated that a 1% increase in ProbWin brings a e 1.905 × 0.01 = 1.019 times larger hazard. In other words, it is estimated that if the first goal was not obtained before time t , then the probability that it would happen in the following next minute is 1.9% higher if ProbWin is 1% higher. The hazard function for games that took place during the 2009/2010 season is 1.17 larger than the hazard function for games that took place during the 2008/2009 season. When a red card is shown to an away team player, the hazard function becomes 1.789 larger than before the red card was issued. We give more detailed interpretation of the results in Section 4.
We now move on to the full model with a frailty term, namely Model (III). The results for this model are displayed in Table 3 . The three variables that are common to both goals are significant as in the null model. As for the HomeSecondGoalTime part of the hazard, only the variable FirstGoalTeam is undeniably not significant. In order to test H 0 : θ = 0 we use a likelihood ratio test (see Nielsen et al. 1992 ). We get a χ 2 statistic of 0.073 on 1 degree of freedom ( p = 0.787), meaning there is no evidence to include a frailty term in the model. These results were consistent for all models we have considered. Thus, we would include the covariates ProbWin , Season and RedCards-Away in the final model and we would disregard the variable FirstGoalTeam and the possibility of including a frailty term in the model from now on. We discuss these results further in Section 4. A detailed discussion of more possible models and the model selection procedure is given in the Appendix.
Discussion

Interpretation of the chosen model
The estimates for the different effects included in the chosen model [Model (VI), presented in Table 6 ] should be interpreted in detail. Since we use survival analysis methods, we should interpret our results in terms of the hazard function and the survival function. ProbWin positively effects on the hazard function. If the difference between ProbWin of two home teams (in different games) is 0.1, then their hazard ratio is e 0.1 × 1.915 = 1.21. That is, in every part of the match, the probability of a goal for the team with higher chances to win the game (the team with the higher ProbWin ), given no goal scored yet, is 21% larger. This result was expected since better teams have higher probability of scoring a goal. Figure 2 presents HomeFirstGoalTime survival curves (i.e., the survival function during the whole match) and density estimates for three theoretic teams with the win probabilities of 0.15, 0.45 and 0.75. Note that since we are dealing with censored random variables, the survival function does not end at zero and the area under our density estimate does not sum up to 1.
As one may expect, the variable RedCardsAway was found highly significant. Once a red card is shown to an away team player, the hazard becomes e 0.591 = 1.806 larger compared with the situation that no red card was issued, hence a home team goal is much more expected. On the other hand, the variable RedCardsHome was not found significant. One possible reason is that since fewer red cards were shown to home teams (maybe as a result of referee ' s bias, maybe because home teams tend to initiate more attacking plays forcing the away team to make more fouls) the power of our statistical tests was limited.
When the first goal is scored, the immediate effect on the hazard could be either positive or negative. The basic effect reduces the hazard almost by half ( e -0.598 = 0.55). However, there is a positive effect of TimeOfFirstGoal . Therefore, the immediate multiplicative effect on the hazard, in comparison with the situation where no goal had been scored yet, is e -0.598 + 0.012 TimeOfFirstGoal . We conclude that there is no immediate effect when a goal is scored in the 51st min. If a goal is scored before the 51st min the effect is negative, and if it is scored after that, the effect is positive. There is also a time dependent effect of the first goal in this model. Five minutes after TimeOfFirstGoal , the hazard is e 0.157 × log(5) = 1.288 times greater than the hazard when the goal was scored. Thirty minutes after TimeOfFirstGoal the hazard is 1.71 times greater. In Figure 3 survival curves for possible theoretic situations are presented.
We may summarize the numerical results from the last paragraph. Once a goal is scored, the possibility of a second goal scoring depends on the minute the first goal was scored, compared with the situation that no goal was scored at all. As the game nears its end, goal scoring is more expected. This phenomenon could be explained in the following way: when a game begins, both teams play according to pre-determinant tactics. If no goal is scored or an early goal is scored, both teams do not make substantial changes in their tactics, because there is still enough time to score a goal. As the game progresses, the need to score a goal increases and hence tactics become adventurous. In addition, a coach may consider substituting players. These changes could lead to a goal scoring, for both sides.
As presented before, the impact of the first goal could be divided into a few small effects. However, there was no evidence to support including an independent effect for FirstGoalTeam . This implies that whether a team is leading or behind by a goal, their scoring chances remain the same. This result could be explained by the way teams interact during a game. If one team attacks more aggressively, it also weakens its defense and could lead to goal scoring for each side.
The baseline cumulative hazard estimator, 0 ( ), H t is also of interest. 0 ( ) H t is presented in Figure 4 and it looks almost linear. This implies an exponential distribution for the goal time, as generally assumed. However, Since the HomeSecondGoalTime hazard behaves differently than the HomeFirstGoalTime hazard, due to the time dependent effect, this conclusion is admissible only for the first goal time. The jumps in the 45th min and the 90th min, Smooth density Figure 2 Model (VI) estimated survival curves and densities for different values of ProbWin , for the first goal only. Every point in the curve represents the probability of the home team to not score a goal up to this time. For example, the probability of a home team with ProbWin = 0.45 to take the lead in the game by scoring the first goal before the 60th min is estimated to be 1 -0.46 = 0.54. Teams with lower ProbWin are less likely to score during the match and hence the survival curve is higher and the density is lower for almost any time point during the match for these teams. which appear in other figures as well, are due to a special property of soccer data. In the end of each half the referee adds a few minutes called ' stoppage time, ' also called ' injury time. ' The referee decides how much time to add in the end of every half to cover for the time the game was not played as a result of injuries, substitutions, etc. The time added does not count as part of the 90 min and goals scored during this time are recorded as if they were scored in the last minute of the appropriate half. Therefore, more goals are scored in these minutes than any other minute. We conclude from the absence of evidence to include a frailty term in the model, that apparently there is no positive dependency between the two goals as a result of the game-specific conditions. The frailty term was found nonsignificant even when we considered it for a model with no goal interactions [Model (I)]. Results of other models have shown that dependency might be negative, i.e., a late first goal is evidence for a quick second goal. The frailty scheme assumes positive dependency and hence is not adequate to our purposes.
Although our model seems to be appropriate, it has its shortcomings. We use the deviance residuals as suggested in Therneau , Grambsch and Fleming (1990) in order to detect model errors. These residuals are presented in Figure 5 . The extreme negative residuals relates to goalless matches, especially ones where the home team is clearly stronger. Note also that there are more positive outliers than negative ones. Therefore, our model ' s major errors are due to surprising fast goals. As mentioned earlier, this model is inaccurate for the first 15 min of the game. We conclude that these aspects of the game may be more random than others.
Away team model
In this section we shortly present a model for the away team as the team of interest, based on the same data. For this analysis, the event in question is a goal scored by the away team, while a goal scored by the home team is considered to be censored observation. From this point of view, we have more censored observations (928 out of 1433, 65%) than before (49%).
Using the same model selection procedure as described before, the chosen model includes only ProbWin (now the probability of an away team win) and RedCards-Away , where the obtained coefficients ' estimates are 2.10 1.14) . Positive residuals represent goals that were scored before the model prediction and negative residuals are for goals scored later than the model prediction, or not scored at all. All HomeFirstGoalTime observations have TimeOFFirstGoal = 0, hence the large number of residuals with TimeOfFirstGoal = 0.
( p < 0.001) and -1.21 ( p = 0.016), respectively. Note that ProbWin estimate is higher comparing with the home team model (1.93). Not surprisingly, RedCardsAway has a negative effect. The effect is considerably stronger than the same effect in the home team model (there the parameter estimate was 0.59).
There was no evidence to include any type of a first goal effect on the second goal time. This result could be explained by the high censoring rate for the second goal observations (70%). If the first goal effects are small, it is harder to detect them, especially if many observations were censored.
Another possible explanation is that there are no such effects for the away team ' s second goal time. This explanation is consistent with other soccer related papers (e.g., Carmichael and Thomas 2005 ) . Away teams ' tactics are often more conservative, and hence when a goal is scored (for any side), the away team tactics do not change. Even if the home team attacks more aggressively, the away team tends to stay more careful and is not easily tempted to try to exploit the home team ' s defense weakness. The larger effect of ProbWin reflects that the away team skills are more dominant than in-match events.
Comparison with past research
The prominent paper by Dixon and Robinson (1998) is usually discussed in the context of the goal scoring process. Their model is based on two dependent Poisson processes, with team specific parameters for defense and attack skills and another parameter that reflects the home advantage. Our approach is different. We use the propensity score ProbWin to summarize all the information known prior to the match, such as teams ' strength, home advantage and the importance of the match (e.g., one may expect a different course of game when two fierce rivals are met). We take this approach since we are mostly interested in the in-match events, and have no need in irrelevant parameters estimation (i.e., irrelevant for our purposes). Dixon and Robinson (1998) include all goals during a match in their model, both home and away team goals, where we target only the first two goals in the game and from only one team point of view. There are points of agreement between the results of the papers: The hazard (or intensity) varies with time. The hazard is changing once a goal is scored and is affected by the current score. On the other hand, our result that the immediate effect of a goal scoring is dependent on the time the goal scored is a new result. Volf (2009) suggested a similar model to the one presented here, in the sense of using Cox model with time dependent variables. However, his analysis is carried out for a small amount od data from 2006's World Cup. The purpose of Volf (2009) is to advocate the use of survival analysis tools to analyze the scoring process. Our suggested model is based on more data and therefore we were able to preform statistical inference to validate our results. A point of disagreement between the two papers is the scoring team effect. According to Volf (2009) , when a team is leading by a goal the hazard is smaller comparing with a tied situation, and higher when a team is behind by a goal. We did not find a first goal effect relating the scoring team. One possible explanation is the difference between the competitions. That is, World Cup games, including the knockout phase, may exhibit different properties than the English Premier League matches.
Conclusion
Back to the soccer fans, watching the game at the stadium, at home or at the local sports bar. They are all waiting for the needed goal, naively hoping for a moment of pure happiness in the next move. As their team begins to get the ball forward, what is the probability of this divine event finally occuring ?
In this paper we tried to answer this question for the first two goal scorings, using a survival analysis model. A Cox model was developed for the hazard function, and a propensity score that summarizes all the data available before the game was introduced. By adding time dependent covariates to this model, we were able to find what affects this conditional probability of goal scoring at any given time.
As expected, teams that are favorite are more likely to score a goal, and would probably score earlier in the match. Also, a red card shown to the other team player is a catalyst for goal scoring. The usual assumption regarding the exponential distribution for goal scoring times seems adequate for the first goal time, but not for the second one. This means that the conditional probability of scoring the first goal is the same through the soccer match.
Regarding the second goal, one could answer the above question using information on the goal that was already scored. Whether a team ' s chance to score got better or worse, right after the goal was scored, depends on when it was scored. This ambiguity fits two well worn clich é s -' We only started to play after we conceded ' and the opposite ' Once we scored the first goal, the goals just kept on coming. ' One surprising result was that if a team is leading or behind by a goal, their next goal is equally likely to be scored. While time passes with no goal being scored, the probability of a goal in the next move is increases. This means that next time a player misses a good scoring opportunity, a fan could take comfort in the better chance of scoring on the next attack. a 5.91 χ 2 statistic on 2 df, which yields a borderline p -value of 0.052. In order to choose the most suitable model, we have tried to fit Models (VI) and (IV) using only HomeSecond-GoalTime observations. Obviously, the variable Goal was eliminated from this study. All together we have 673 observations. The surprising result is that none of these models fit well, i.e., the effects related to the first goal are not significant.
Next, a stratified model with no interactions between the two goals was fitted to the data. That is, Figure 6 presents these baseline cumulative hazards. The baseline hazard function for the Home-FirstGoalTime seems to be linear. Linearity of the cumulative hazard function implies constant hazard rate, i.e., the probability of a immediate goal scoring at time t conditional on no goal scored yet is the same for all t . Constant hazard rate fits to the exponential distribution. This result is consistent with the usual model for Poisson distribution for the number of goals. The HomeSecondGoalTime baseline hazard, although close to linear, behaves differently at the edges. The hazard between the 20th and the 70th min is similar to the HomeFirstGoalTime hazard. Looking at the hazard ratio reveals that as time goes by, a second goal is more and more likely to be scored in comparison to a first goal. This result is consistent with Figure 1 . These findings strengthen the need of a time dependent term for the HomeSecondGoalTime hazard. The hazard for the first 15 min behaves differently. A goal is more likely to be scored if one has already been scored. Models (IV) and (VI) miss this phenomenon. We tried to include the appropriate effect in our models, but it was rejected. It should be noted that only 29 out of the 673 HomeSecondGoalTime observations were in the first 15 min and therefore it is harder to model them appropriately.
We summarize the model choice discussion by stating that the first goal may effect the HomeSecondGoalTime by a few small effects. When combining them together they are significant but each of them separately is not strong enough to be found significant. Moreover, we have presented evidence to time dependent changes for the Home-SecondGoalTime hazard. Therefore, we suggest that Model (VI) is more appropriate.
