We prove that for every > 0 and predicate P : {0, 1} k → {0, 1} that supports a pairwise independent distribution, there exists an instance I of the MaxP constraint satisfaction problem on n variables such that no assignment can satisfy more than a |P −1 (1)| 2 k + fraction of I's constraints but the degree Ω(n) Sum of Squares semidefinite programming hierarchy cannot certify that I is unsatisfiable. Similar results were previously only known for weaker hierarchies.
INTRODUCTION
Constraint Satisfaction Problems (CSP) are among the most natural computational problems, and yet their computational complexity is not fully understood. In particular several works have studied the notion of Approximation Resistance, which loosely speaking means that the best polynomial-time approximation algorithm is simply the one that outputs a random assignment. Under Khot's Unique Games Conjecture [17] much is known about this property. In particular Austrin and Mossell [3] showed if the UGC is true, then, for every predicate P : {0, 1} k → {0, 1}, if there † Work done while an intern at Microsoft Research New England. * A full version of this paper is available at http://arxiv.org/abs/1501.00734 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. STOC '15, June 14 -17, 2015 exists a pairwise independent distribution µ over P −1 (1) (i.e., a distribution µ such that for every i = j ∈ [k], the marginal µiµj is the uniform distribution over {0, 1} 2 ), then P is approximation resistant. Austrin and Håstad [2] used this to establish (under the UGC) fairly tight bounds on the threshold at which a random predicate of a particular density becomes approximation resistant. However, there is no consensus whether the UGC is true. Assuming only P = NP, the best known bound is by Chan [11] who showed that a predicate is approximation resistant if it contains a distribution µ as above satisfying the additional condition that it is uniform over a subspace V ⊆ GF (2) k . This algebraic structure is a fairly strong condition. In particular if we choose P : {0, 1} k → {0, 1} to be a random predicate conditioned on |P −1 (1)| = t (where t ∈ {1 . . . 2 k } is some parameter), then P will satisfy the first condition (supporting a pairwise independent distribution) with high probability as long as t > ck 2 for some constant c [2] while it will not satisfy the second condition even for t as large as exp(k/5) (see Observation A.1).
Another line of work has been concerned with proving unconditional lower bounds for these problems on restricted families of algorithms. These works considered convex relaxations for CSPs, where we say that a CSP is approximation resistant for some relaxation R if there is an instance for which a random assignment is essentially optimal, but the relaxation value is 1 − o(1) (namely, the relaxation "thinks" that it's possible to satisfy almost all constraints). Interestingly, the unconditional results match the conditional ones. That is, for certain weaker relaxations (namely, the Sherali-Adams linear programming hierarchy or Sherali-Adams augmented with the basic semidefinite program), there are unconditional results for the same predicates that were shown approximation-resistant under the UGC [10, 27, 20] . (This is of course not a coincidence, as the UGC is intimately connected with some of these weaker relaxations [22] .) In contrast, for the stronger Sum of Squares (SOS) (also known as Lasserre) relaxation [25, 19, 21, 18] , the previously known results [16, 23, 26] utilized the same conditions as in Chan's NP-hardness result (and in fact inspired Chan's work).
In this work we show that the pairwise independence condition suffices for lower bounds even for this stronger Sumof-Squares hierarchy. This result is interesting in its own right and, based on past experience, could also be viewed as suggesting that it may be possible to improve the UGCbased results to results based on P = NP.
Our results
Our results actually hold for a more general setting than showing approximation-resistance of predicates, and so to state them we need to introduce some notation. Roughly speaking, we show that for every k and an arbitrarily small > 0, there exists a set I = {C1, . . . , Cm} of k-tuples of literals (i.e. variables or their negations) over the variables x1, . . . , xn such that (1) for every assignment x to the variables, the induced distribution on {0, 1} k obtained by taking a random i ∈ [m] and looking at the literals in Ci is -close to the uniform distribution on {0, 1} k but (2) for every pairwise independent distribution µ over {0, 1} k , there is a relaxation-solution that "cheats" the Ω(n)-degree SOS relaxation to think that there is a distribution D over assignments (i.e. {0, 1} k ) such that for every i ∈ [m], the projection of D to the literals in Ci is distributed according to µ. This immediately implies that predicates supporting a pairwise independent distribution are approximation-resistant for this relaxation. We now formally state our results:
For every n and d, let P n d denote the linear space of n-variate real polynomials of degree at most d. A linear operatorẼ : P n d → R is a degree-d pseudo-expectation operator if it satisfies:
For every polynomial p ∈ P n d , we say thatẼ satisfies the constraint {p = 0} ifẼ[pq] = 0 for every q ∈ P n d−deg(P ) . The Sum-of-Squares hierarchy can be thought of as optimizing over pseudo-expectations; see the survey [9] and the references therein, as well as the lecture notes [4] . For notational convenience, we will use variables over {±1} instead of {0, 1}. A literal is a function f : {±1} n → {±1} such that f (x) = xi or f (x) = −xi for some i. If C = (f1, . . . , f k ) is a k-tuple of literals then we denote by C(x) the tuple (f1(x), . . . , f k (x)). Our main result is the following: Theorem 1.2 (Main Result). For every k ∈ N, > 0 there exists δ = δ(k) > 0 such that for every sufficiently large n ∈ N there is a set I = {C1, . . . , Cm} of k-tuples of literals over x1, . . . , xn such that
is chosen at random in I is within statistical distance to the uniform distribution over {±1} k .
2. For every pairwise independent distribution µ over {±1} k , there exists a degree δn pseudo-expectation operatorẼ over R n satisfying the constraints {x 2 j = 1}j=1...n such that for every C ∈ I and f : {±1} k → R,Ẽf (C(x)) = Ef (µ).
The following immediate corollary implies that predicates supporting pairwise independent distributions are approximationresistant for Ω(n)-degree SOS: Corollary 1.3. For every > 0 and P : {±1} k → {0, 1}, if there exists a pairwise independent distribution µ supported on P −1 (1) then there exists δ > 0 such that for all n there is a set I = {C1, . . . , Cm} of k-tuples of literals over x1, . . . , xn such that 1. For every x ∈ {±1} n , EC∈IP (C(x)) ≤ |P −1 (1)| 2 k + .
2. The value of the δn-degree Max-P SOS relaxation for the fraction of satisfiable constraints on the instance I is 1.
Remark 1.4. The instance I = (C1, . . . , Cm) is actually obtained at random (with some pruning of a small fraction of the constraints, or alternatively, with some loss in the "perfect completeness" condition). Thus our results can also be thought as giving some evidence to a conjecture of Barak, Kindler and Steurer [8] that no polynomial-time algorithm (including in particular the SOS algorithm) can beat the basic semidefinite program on approximating random CSP instances.
Throughout this paper we restrict ourselves to the Boolean case, and do not consider extensions to a larger alphabet, though our methods may be useful in this case as well.
Related works
Grigoriev [16] proved in 1999 that (in the language of this paper) 3XOR is approximation resistant for the degree Ω(n) Sum-of-Squares hierarchy. Grigoriev's work in fact predated the papers of Parrilo [21] and Lasserre [18] proposing the SOS hierarchy, and so he used the different (but equivalent) language of Positivstellensatz Calculus proofs. (Also, as far we know, he did not note that these proofs can be efficiently found via a semidefinite program.) Grigoriev's result was rediscovered in 2008 by Schoenebeck [23] , who also noted that it implies approximation resistance for 3SAT and some other CSPs as well. Tulsiani [26] (see also Chan [11] ) further generalized these results and in particular showed that every predicate that contains a pairwise independent subgroup is approximation resistant for Ω(n)-degree SOS. Both Tulsiani and Schoenebeck follow Grigoriev's technique of reducing SOS lower bounds to resolution width lower bounds. As far as we know, no other SOS integrality gaps for approximating CSPs were known, and there are very few SOS lower bounds in general, most notably Grigoriev's lower bound for knapsack [15] and the very recent result by Meka, Potechin and Wigderson for the planted clique problem (personal communication).
Arora, Bollobás, Lovász and Tourlakis [1] obtained integrality gaps for the Lovász-Schrijver linear programming hierarchy for Vertex Cover. Schoenebeck, Trevisan and Tulsiani [24] showed that Max-Cut is approximation resistant for Ω(n) levels of the Lovász-Schrijver hierarchy, and these results have been strengthened to the stronger Sherali-Adams hierarchy [13, 12] . The famous Goemans-Williamson algorithm [14] shows that Max-Cut is not approximation resistant for even the degree 2 SOS hierarchy, further underscoring the difference between these relaxations.
Perhaps closest to our work are the papers of Benabbas, Georgiou, Magen, and Tulsiani [10] who showed that predicates containing a pairwise independent distribution are approximation resistant for Ω(n) rounds of the Sherali Adams hierarchy, even when one adds the degree 2 SOS constraints. Indeed, our pseudo-distribution agrees with theirs, though we describe it somewhat differently, and most importantly, need a completely different argument to show that it is positive semi-definite. Our work is also inspired by the pseudoexpectation view of the SOS hierarchy as advocated in the papers [5, 7] .
OVERVIEW OF OUR PROOF
To prove Theorem 1.2, we need to show that given any pairwise independent distribution µ over {±1} k , one can come up with I, a collection of tuples {C1, . . . , Cm} of literals and a pseudo-expectation operatorẼ that "pretends" to be the expectation of a valid distribution whose projection on to any Ci is µ. In fact, our choices for both I andẼ will not be novel and follow prior works in this area. For I, as mentioned, we will simply use a random set of tuples (or more accurately, a set corresponding to a hypergraph with sufficiently strong expansion properties), as was done by previous works dealing with weaker hierarchies [10, 27, 20] . It turns out that given this choice, the pseudo-expectationẼ is essentially "forced", and again, we use the same pseudoexpectation used in prior works such as [10] , though we describe it slightly differently. This pseudo-expectation corresponds in some sense to the "maximum entropy distribution" conditioned on satisfying our constraints (though of course it is not an actual distribution but only a pseudo-distribution in the sense of [9] ). Those prior works have shown that for every set S of o(n) variables, there is a distribution νS over the variables in S that agrees withẼ . The main difference is that we prove that for some d = Ω(n),Ẽ is a valid degree-d pseudo-expectation operator, that is, it satisfies the nonnegativity / positive semidefinite-ness conditionẼ[p 2 ] ≥ 0 for every polynomial p ≤ d/2. This is a more "global" property, as the polynomial p might depend on all n variables, which makes it more challenging to prove.
Our approach is to essentially diagonalizeẼ. That is, we will show an explicit construction of polynomialsχ1, . . . ,χM ∈ P n d/2 which we call local orthogonal functions such that (1)
The existence of these polynomials immediately implies the property we need, as, by representing every polynomial p as p = i piχi, we see that
We now review the construction of the instance, as well as the pseudo-expectation operator, and then discuss how we come up with these local orthogonal functions. As mentioned above, our instance I = (C1, . . . , Cm) will simply be a random instance, which we think of as a k-uniform hypergraph with m hyperedges C1, . . . , Cm. After some pruning we can assume this hypergraph has girth Ω(log n). 1 By a simple Chernoff + union bound argument, if m > cn for a sufficiently large constant c then for every assignment x ∈ {±1} n , the induced distribution {Ci(x)} i∼[m] will beclose to the uniform distribution. For this informal overview, suppose that we merely want to establish the existence of a degree d pseudo-expectation operator for some large constant d. Note that this means that sets of at most d (or even 2 d ) variables form a forest (i.e. disjoint collection of trees) in this hypergraph.
We now describe the pseudo-expectation operatorẼ, which in some sense is almost "forced" as the only natural operator for this instance. (As mentioned, this part is not novel and the same operator was used by works such as [10] ; however we describe it somewhat differently.) We constructẼ by defining for every set S of at most d variables a distribution νS over {±1} S such that (1) for every clause C contained in S, the projection of νS to C equals µ and (2) the distributions are locally consistent in the sense that if S ⊆ U then the projection of νU to S equals νS. The definition of νS is very simple. First, say for the purposes of this informal overview that a set S is closed if every clause C in I is either completely contained in S or intersects it in at most a single variable. If S of size O(d) is closed and connected (as a subgraph of I) then it is a tree in the hypergraph I. In this case, we define the distribution νS as follows: to sample x from νS we pick an arbitrary clause C ⊆ S and sample its variables according to µ. We then continue down the tree, sampling the variables of all the clauses that intersect with C, and so on. It is not hard to show that because of pairwise independence (and in fact simply because every marginal is uniform) this process will always yield the same distribution regardless of the traversal order, and the probability of x ∈ {±1} S to be sampled under this distribution will be proportional to C⊆S Pr[µ = C(x)]. If a set S is closed but not connected then the distribution νS is obtained by making independent choices for each of the connected components of S. For a general (not necessarily closed) set S, we define the closure of S, denoted by cl(S), to be the minimal closed superset of S (this is well defined; one can show that intersections of closed sets are closed and thus, the minimal closed set is the intersection of all closed sets containing S). A fairly simple argument using the girth condition can be used to argue that |cl(S)| ≤ O(|S|) for every |S| ≤ d. We then define νS to be the distribution obtained by projecting the distribution ν cl(S) to S. The collection of local distributions so obtained satisfies (1) by construction, and it is not hard to show that it satisfies (2) as well. Since all polynomials of degree at most d are spanned by the set of polynomials {χS} |S|≤d (which we will call the characters) where χS(x) = i∈S xi, to define the pseudo-expectation operator it suffices to defineẼ[χS] for every |S| ≤ d. We simply defineẼ[χS] to be Ex∼ν S [χS(x)].
We now describe how we come up with the functions χ1, . . . ,χM . Intuitively, we would like to come up with these functions via a Gram-Schmidt like process. That is, we fix some ordering A1 ≺ . . . ≺ AM of the M = n ≤d sets of size at most d, and define χi to be χA i . Now, we would want to defineχi to be the component orthogonal to the span of χ1, . . . , χi−1 where we define orthogonality usingẼ as an inner product. We would then get thatẼχiχj = 0 for all j < i, which would imply thatẼχiχj = 0 for all i = j (as χj is spanned by χ1, . . . , χj). However, this is of course circular reasoning, since we cannot assume thatẼ is positive semidefinite (and hence a valid inner product) since this is exactly what we are trying to prove! However, because we know that on every small set U ,Ẽ agrees with an actual expectation operator (the one associated with the actual distribution νU ), we do know that it is psd when it is restricted to this small set U . Therefore, if for some reason when we do this Gram-Schmidt process and expressχi as some linear combination j≤i αjχj, we get lucky and this linear combination happens to be extremely sparse then we can actually carry through the argument described above. Specifically, it turns out that it suffices for the set U = ∪{Aj | αj = 0} to be sufficiently small so thatẼ is a valid inner product on U ∪ Ai. However a priori, this hope seems dubious, since the Gram-Schmidt process is very sequential, and we need to do it for n ≤d steps. It seems quite possible that we would create long distance correlations in the process, whereby we would end up needing to expressχi using many χj's for sets Aj that are quite far from Ai. (See Figure 1 for one example of a correlation that could arise between two disjoint collection of clauses A and B.)
Nevertheless, we show that we are in fact able to choose a tailor-made ordering of the sets so that this hope is (essentially) materialized. An important observation that comes to our aid here is that our local distributions, intuitively speaking, satisfy: if two sets A and B are sufficiently far apart in the hypergraph I, then the distribution νA∪B is obtained by taking the product of the independent distributions νA and νB. We use this observation to argue that, if we choose the ordering on the sets in [n] d in the right way, then, when we expressχi as a linear combination of the functions χj for j < i, we only use j's such that Aj is contained in a certain (carefully defined) small "ball" in the hypergraph around the set Ai. The crucial result that we need here is to show that whenever there is a dependence between the local distribution on some set A and the local distribution on some set B that came before A in our order, then, either B is contained in this "ball" around A, or the correlation between A and B is completely "explained" by the intersection of the closure of B with this ball, in the sense that conditioned on any assignment to the variables in the intersection, the local distributions on A and B are independent. This will allow us to argue that we don't need to use χB to express χA i but can restrict ourselves to characters contained in that ball. Moreover, and crucially, we will show that our ordering has the property that all the characters we will need to use must have come before A as well.
Handling Ω(n) rounds..
The above overview can be converted into a full proof with some care when d = o(log (n)) by exploiting the acyclicity of all subgraphs involved. Extending to d = Ω(n) , however, introduces additional subtleties. When d exceeds Ω(log (n)), subgraphs induced by d vertices of I can have cycles. An immediate effect of this is that the the definition of a closed set that we gave before no longer yields consistent local distributions on any collection of d variables. An example of a problem that arises when cycles can exist on a set of vertices is illustrated in Figure 2 . To fix this, we define a stronger notion of closed set S that guarantees that all paths of length at most 3 between any two vertices in S are completely contained inside S. This notion of closures differs from the one that Benabbas et. al. [10] use. An appeal to the expansion property of I (instead of high girth as before) can be used to show that the closure of a set S is at most a constant factor larger than |S|. Similarly, as before, we need to show that there exists a (suitably defined) ball, Ball(A) around any set A of variables (of size at most d) such that the correlations with any other set B of size at most d are "captured" by the intersection of Ball(A) and B. This needs a more careful argument. In particular, the correlations (even in the low girth case) are actually not necessarily captured by the intersection of Ball(A) with B, but rather with some set B that is related, but not identical to B. However, the crucial property that we require is that the set Bin = Ball(A) ∩ B satisfies (1) if B came before A in the ordering, then so will Bin and (2) |Bin| + |B \ Ball(A)| ≤ |B|. This second property is more complicated to prove in the case where |B| can be much larger than the girth bound, but turns out to hold there as well. The bottom line is that with additional care however, the high level picture provided by this overview can indeed be implemented and we give a full analysis based on the local Gram-Schmidt like process in Section 6.
PRELIMINARIES
We collect some standard definitions and notation here. A (k, n)-instance is a k-uniform hypergraph I = {C1, . . . , Cm} over [n] so that every hyperedge (also known as a clause) C = (i1, . . . , i k ) ∈ I is labeled by a string σ = σ C ∈ {±1} k . We identify a clause C with the function that maps x ∈ {±1} n to y1, . . . , y k where yj = σjxi j . We will sometimes also consider C as a tuple of the literals (σi 1 xi 1 , . . . , σi k xi k ). We write V (C) for the variables involved in (or covered by) a clause C and similarly for V ⊆ [n] we write C(V ) for the set of all clauses C such that V (C) ⊆ V . For any x ∈ {−1, 1} n , we write xA to denote the tuple of coordinates in the subset A ⊆ [n]. If x ∈ {−1, 1} A and y ∈ {−1, 1} B for disjoint sets A and B, we will write x•y for the string in {−1, 1} A∪B that projects to x for coordinates in A and to y for coordinates in B.
Unless explicitly mentioned, the base of all logarithms appearing in the paper is assumed to be 2. We consider the arity of our tuples k to be a constant and so O notation may hide the dependence on k.
We now define some standard ideas in the context of hypergraphs.
Definition 3.1. Let G be a hypergraph. G is said to be a path if its hyperedges can be ordered into a sequence C1, C2, . . . , C such that for each 2 ≤ i ≤ , Ci ∩ Ci−1 = ∅ and Ci ∩ Cj = ∅ for every |i − j| > 1. G is said to be a cycle if it has at least two hyperedges, and there is a cyclic ordering of its hyperedges C0, C1, . . . , C −1 , and there are distinct vertices v0, . . . , v −1 with vi ∈ Ci ∩ C (i+1) mod for all i. G is said to be a forest if it does not contain any cycle. A forest is a tree if it is connected (i.e. for every two distinct vertices u and v, there is a path C1, . . . , C such that u ∈ C1 and v ∈ C ).
The degree of G is the maximum number of hyperedges that intersect with any given hyperedge in G. The length of the shortest cycle in G is said to be the girth of G. For any vertices u, v of a hypergraph G, we define the distance, dist(u, v) of u, v in G as the minimum number of hyperedges in any path that joins u and v in G. For S, T , subsets of vertices, we define dist(S, T ) def = mins∈S,t∈T dist(s, t).
Let I be a (k, n) instance. We now describe the properties of the (k, n) instances that we need. The existence of such instances is easy to show (and standard) by taking a random instance and removing a few clauses. We include the details in the full version [6] . Specifically, we show the existence of nice instances, the ones that satisfy the properties described in the lemma below: Lemma 3.3. Fix 1 > , δ ≥ 0 and γ ≥ e k k 2 . Then, there exists a k-uniform constraint hypergraph G with γn edges such that for η = (1/γ 2 ) 2/δ , 1/τ = 4 log 2 (γk 2 ), G:
1. is (ηn, δ)-expanding, 2. has girth g ≥ τ log (n)
We will use this lemma with any given (the soundness slack), δ = 1 200 and γ = e k k 2 / 2 . We will call the instances that satisfy the conditions of the lemma above as nice.
For such instances, it is also easy to prove the soundness part (part (i)) of Theorem 1.2 (see [6] ) which we record in the following lemma. 
CLOSED SETS, AND THE DEFINITION OF THE PSEUDO-EXPECTATION
Throughout the rest of this paper we fix I = (C1, . . . , Cm) to be a nice (k, n) instance with coefficient of expansion β.
Thus whenever we mention edges, paths, or clauses, they will always be with respect to the hypergraph I. In this section, we define a linear operatorẼ on P n s , the linear space of multilinear polynomials on R n of degree at most s = ηn 6 . We will ensure that theẼ so defined will satisfyẼ[f (C(x))] = E[f (µ)] for every clause C ∈ I and function f : {±1} k → R. In the next section, we will show that theẼ we define here is in fact a pseudo-expectation operator on P n d for d = ηn 10000k and thus obtain our main result. TheẼ operator we use was defined in previous works such as Benabbas et. al. [10] and later also used by Tulsiani and Worah [27] to study weaker LP/SDP hierarchies. Here, we describe a construction of the same operator in a slightly different way so as to help us in the proof of our main result. To defineẼ, it is enough to defineẼ[χS] for characters χS for each S ⊆ [n], |S| ≤ s, as one can then extendẼ linearly to all of P n s . To do this, we define a probability distribution νX for every X ⊆ [n], such that |X| ≤ s, and then setẼ[χS] to be the expectation of χS under νS.
Closures
We first define the concept of closed sets that is central to our argument. 
We define the R-closure of A, denoted by clR(A), to be the intersection of all sets B such that A ⊆ B and B is Rclosed. The closure of A, denoted by cl(A), is the 3-closure of A.
Remark 4.2. Readers familiar with the definition of closure (or advice set) in the work of [10] or [27] will find the definition of closure above slightly different. The main difference is that our definition allows us to have some nice properties such as uniqueness and that the intersection of two closed sets is closed, which are very helpful for our proof. We stress however that the actual pseudo-expectation is the same as that of those works.
Next, we give a constructive definition of closure of a set. Proof. Observe that the procedure terminates as there are only finitely many clauses. Further, the output is closed by virtue of the termination of the procedure. By induction on the time at which a path is added in the procedure, it is easy to show that every closed set containing S must contain the path. Thus, V (A) is a closed set containing A and every clause C such that V (C) ⊆ V (A) satisfies V (C) ⊆ clR(S). The lemma now follows by the minimality of clR(S).
Next, we bound the size of clR(S). Proof. Consider the procedure described in Lemma 4.3. Let S iso ⊆ clR(S) be the isolated vertices in clR(S). Observe that one cannot add any isolated vertices in the procedure and thus S iso ⊆ S. Define S = S \ S iso . Then, clR(S) = clR(S ) ∪ S iso .
If the process terminates before adding a total of q = |S | 1 R −β clauses, then there's nothing to prove, since |S | ≤ |S| ≤ ηn 10R yields that q ≤ ηn 5 . Thus, suppose, for the sake of a contradiction, that the procedure adds > q clauses and let i th round of the procedure be the first round where the number of clauses added exceeds q.
Let Ci be the set of clauses added in the procedure till the i th round and let S i be the set of variables obtained by taking the union of variables covered by the clauses added and S . Further, suppose that the i th round adds qi clauses. Then, |Ci| ≤ q + qi < ηn and thus, Ci must satisfy the expansion requirement: |V (Ci)| ≥ (q + qi)(k − 1 − β). On the other hand, any new path of length j ≤ R added in a round adds at most jk − (j − 1) − 2 new vertices. Thus, on an average, every one of the at most j new clauses added in any round of the procedure contribute at most:
This yields that |S | ≥ (q + qi) · (1/R − β) > |S | using that q = |S | 1 R −β . This is a contradiction. The size claimed in the lemma now follows by observing that 1 R − β ≥ 1 2R and that every clause contributes at most k new variables.
The following lemma summarizes the simple properties of the closures defined here. 
Every connected component of clR(A) of size ≥ 2 in-
tersects A in at least two elements.
4. Let A = A1∪A2∪. . . Am. Then, cl(A) = cl(∪ m i=1 cl(Ai)). Proof.
1. If there are two vertices v, v in A ∩ B such that dist(v, v ) ≤ R, then since both A and B are closed, both of them should contain the unique (since R < g/2) path between them.
By definition, clR(B) is an R-closed set containing B ⊇
A and hence if clR(A) clR(B) then clR(A) ∩ clR(B) would be an even smaller R-closed set that contains A, contradicting the minimality of clR(A).
3. Suppose otherwise that there is some connected component S of clR(A) with |S| ≥ 2 intersecting A with at most one element {x}, then we claim that B = (clR(A) \ S) ∪ {x} is an R-closed set containing A.
Clearly, B ⊇ A. Now suppose for the sake of contradiction that there were two vertices v = v of distance at most R in B whose path is not in B. Then since B ⊆ clR(A) and clR(A) is R-closed, the path between v and v must have had a vertex u ∈ S \ {x}. But since one of v or v must be different than x (say v ), we get by contradiction that v was connected to S in clR(A).
4. Let B = cl(∪ m i=1 cl(Ai)). Since cl(A) is closed and
Ai and is closed contradicting the minimality of cl(A).
Definition ofẼ
Using the closures defined above, we define a local probability distribution on all closed sets and use it to defineẼ. Let C = (v1, v2, . . . , v k ), where, each vj is the literal σjxi j for some σj ∈ {±1}. The distribution µC simply assigns to x ∈ {±1} n the probability µ(σ1xi 1 , . . . , σ k xi k ) (i.e., the probability that C(x) = a under µC is set to µ(a) for every a ∈ {±1} k ).
The definition and the proof of consistency of the local distribution we define were shown by Benabbas et. al. [10] for the weaker notion of closures they used (in order to define linear round solutions in the Sherali Adams hierarchy). The argument for our notion of closure is similar but we include it here for the sake of completeness.
For every set S ⊆ [n], |S| ≤ d, let cl(S) be the closure of S and suppose IS is the set of isolated variables in cl(S). Define C(cl(S)) be all clauses C such that V (C) ⊆ cl(S). Then, we set:
where xC the projection of x on to the coordinates in V (C), and Z cl(S) = 2 k|C(cl(S))|−|cl(S)| (≥ 1). Observe that the above expression tells us that the marginal distribution of ν cl(S) over IS is uniform. We extend the notation above and write νT for the marginal of ν cl(T ) on variables in T . We now show that ν cl(S) defined above is indeed a probability distribution over cl(S). Our argument is essentially the same as in [10] and we defer the details to the full version [6] . 
4.3Ẽ and some basic properties
The following is immediate from (1):
Lemma 4.7. Suppose A and B are closed disjoint sets such that A∪B is closed. Then, νA∪B(x) = νA(xA)·νB(xB).
We now define the pseudo-expectation operator associated with the local distributions {νT } |T |≤s : Proof. The completeness property follows from (1) and C(V (C)) = {C}. The consistency property follows from Lemma 4.6.
Finally, sinceẼ corresponds to a valid expectation locally, we obtain thatẼ induces a positive semidefinite (PSD) inner product on any space of functions of a small number of variables. 
LOCAL DISTRIBUTION ON UNIONS
In this section we make an important step towards showing the positivity property of our pseudo-distribution by showing that if two sets A and B are sufficiently closed, then the local distribution on A ∪ B is only determined by the clauses that are contained in A or in B. In particular, this implies that if A and B are disjoint then the distribution on A is independent of the distribution of B. The main result of this section is the following expression for the local distribution on the union of A and B where A is R-closed for a sufficiently large constant R and B is closed.
Lemma 5.1 (Local Distribution on Unions). Suppose
A is R-closed for R ≥ 100 and B is closed. Then, for any
where ZA,B = 2 k|C(A∪B)|−|A∪B| .
We make two convenient definitions before proceeding, see Figure 3 : Proof overview. Since the proof is rather technical, we only present a high level overview of it and defer the details to the full version [6] . We first show the only extra clauses added to cl(A ∪ B) come from bridge and bridgeclosure paths. Moreover, all these additional paths are disjoint apart from their end points. What this amounts to is that the new connections between A and B can be thought of as a collection of disjoint trees T1, . . . , Tr such that each of these trees has a root in A and its leaves in B. The marginal distribution over A ∪ B is obtained by summing up all possible assignments to the intermediate nodes in these trees. Thus at the heart of the proof is the observation that for every such tree T with root x0 and leaves x1, . . . , x , if we consider the distribution over the variables of T induced by the tree (i.e., where the probability of x is proportional to C∈C(T ) µC (xC )) then the marginal distribution over {x0, x1, . . . , x } is uniform. Hence these trees create no dependence between A and B.
As a final remark, observe that the example from Figure  1 shows that A and B being 2-closed is not enough to guarantee the statement of the lemma. While we believe that at least one of the sets out of A and B should be R-closed for some R > 3 for the lemma to hold, currently, we do not have any example of a counter example demonstrating this point. We now proceed with the actual proof.
6.Ẽ IS POSITIVE SEMIDEFINITE
In this section, we prove our main result. Our proof will follow easily from the following lemma which is the main result of this section. Lemma 6.1 (Main Lemma). Let P n d = Span{χA | |A| ≤ d} be the space of multilinear polynomials on R n of degree at most d = ηn 10000k . There exists a collection of functions {χi | 0 ≤ i ≤ M } ⊆ P n d for M = n ≤d − 1 such that:
3.Ẽ[χi ·χj] = 0 whenever i = j.
We first complete the proof of of Theorem 1.2 assuming this lemma. Observe that part (1) of the theorem follows from Theorem 3.4. Further,Ẽ satisfiesẼ[f (Ci)] = f (µ) by Corollary 4.9. Thus, we only need to prove thatẼ is a valid pseudo-expectation operator, that is, thatẼ is positive semidefinite. Let f ∈ P n d be any multilinear polynomial of degree ≤ d. Then, we show thatẼ[f 2 ] ≥ 0. We use the spanning property (1) of theχis above to write f = i<( n ≤d ) fi ·χi. Using orthogonality (3) ofχis, we have:
. Finally, using the positivity property (2) of theχis, we have thatẼ is PSD.
The rest of this section is devoted to proving Lemma 6.1.
Choosing an Ordering
Our aim is to build an order on the [n] ≤d , in which to process them for our local orthogonalization procedure. We start with an arbitrary ordering on the clauses of I, e.g. for every C ∈ I we define a unique index ζ(C) ∈ [m]. We say that A ≺ B if:
• C(cl(A)) is smaller than C(cl(B)) in lexicographic order of ζ. That is, A ≺ B if the maximum index ζ(C) for C ∈ cl(A) is smaller than this maximum for cl(B), and if they are equal we break ties by the second largest index and so on. We define π(cl(A)) to be the index of cl(A) according to this ordering. (Note that π is a permutation on distinct closures, and so if cl(A) = cl(B) then π(cl(A)) = π(cl(B)).)
• If C(cl(A)) = C(cl(B)) then we say that A ≺ B if |A| < |B|.
• If C(cl(A)) = C(cl(B)) and |A| = |B| then we break ties arbitrarily.
For i = 0, . . . , M , we let Ai denote the i th set in this ordering. Note that A0 = ∅ and A1, . . . , An are the singleton elements {1}, . . . , {n} (in some arbitrary order). We will write χi for χA i in the following to reduce clutter. Defineχi to be any f ∈ Vi such thatẼ[(χi − f ) 2 ] ≤ E[(χi −g) 2 ] for every g ∈ Vi. Note that such a function must exist becauseẼ[(χi − f ) 2 ] ≥ 0 for every f (one can WLOG minimize on the orthogonal complement of the kernel ofẼ inside Vi). We defineχi = χi −χi. Since V0 is empty, we setχ0 as the constant 0 function andχ0 is thus defined as χ0 = χ ∅ = 1. The following simple lemma would be very useful. Lemma 6.3.Ẽ[χig] = 0 for every g ∈ Vi.
Local Orthogonalization
Proof. Since both g andχi are spanned by characters of size at most d and 2d < s, the pseudo-expectation is well defined. Further, since both g andχi lie in Span{χS | S ⊆ clR(Ai)} and |clR(Ai)| ≤ s (as in the proof of Lemma 6.2), E corresponds to the expectation operator associated with the probability distribution ν cl R (A i ) . Now suppose for the sake of contradiction thatẼ[(χi − χi)g] = δ for some δ > 0. (If the expectation is negative then we can take −g.) Let f =χi − g. We have:
and so if is sufficiently small thenẼ[(χi − f ) 2 ] <Ẽ[(χi − χi) 2 ] contradicting our choice ofχi.
The following lemma shows that theχi's span P n d and easy to prove using induction (see [6] for details). 
Global Orthogonality lemma
In this section, we present the technical heart of the proof: a lemma that says that local orthogonalization is enough to ensure thatχi are all mutually orthogonal. Lemma 6.5. For every j < i,Ẽ[χi · χj] = 0.
We will need the following easy observation for the proof which we record before proceeding: Lemma 6.6. Suppose H is a connected k-uniform hypergraph such that there exist a subset of vertices, U , |U | ≥ 2 satisfying: dist(u, v) > R for every distinct u, v ∈ U . Then, H must have at least |U |R 2 hyperedges.
We now go on to prove Lemma 6.5. Proof. We will show that |B bdy | ≤ |Bout|. This immediately yields the claim by observing that d ≥ |B| = |Bin| + |Bout| + |Brest| ≥ |Bin| + |B bdy |. We note that the proof of this claim is significantly simpler in the case that |B| < R/2. Proving it in the case when R is a constant and |B| = Ω(n) is one of the main technical ingredients in getting the proof sketched in the overview to work for Ω(n) rounds of the SOS hierarchy. Here, we will only be able to sketch the main idea deferring the details to the full version [6] .
Let Q ⊆ [n] be a (maximally) connected component in the subgraph defined by the hyperedges C(cl(B))\C(clR(A)). Let Q bdy = B bdy ∩ Q and Qout = Bout ∩ Q. B bdy is thus partitioned into Q bdy for every possible maximally connected subgraphs Q. It is thus enough to prove that |Q bdy | ≤ |Qout| for any fixed Q. Observe that Q ∩ clR(A) = Q bdy . If Q ∩ clR(A) = ∅, then, there is nothing to prove. If Q bdy = {v}, then, Q contains V (Wv) where Wv is a boundary clause associated with v. If Q contains no vertex of Bout, then, observe that cl(B) \ (Q \ {v}) is a closed set containing B contradicting the minimality of cl(B). Thus, in this case, |Q bdy | ≤ |Qout|. Now suppose for |Q bdy | ≥ 2. Then, vertices in Q bdy are connected through clauses in Q. On the other hand, since A is R-closed, for any u, v ∈ Q bdy , any path that uses clauses from Q between u, v must be of length at least R+1. Applying Lemma 6.6, we observe that |C(Q)| ≥ |Q bdy |R/2. Next, we claim that Q ⊆ cl(Q bdy ∪ Qout). It is easy to complete the proof once we have this claim: observe that |Q bdy |R/2 ≤ |C(Q)| ≤ |C(cl(Q bdy ∪Qout))| ≤ 6|Q bdy |+6|Qout|.
Rearranging yields that |Qout| ≥ |Q bdy | · R/2−6
6
. Using R ≥ 24 yields that |Qout| ≥ |Q bdy |.
In the rest of the proof, we argue that in fact, Q ⊆ cl(Q bdy ∪ Qout). Briefly, we show this by considering the procedure of building the closure of B by first building the closure of Bin, B bdy and Bout separately and then taking the closure of the resulting sets (this is possible via an application of Lemma 4.5 (4)). Analysis of this procedure can then be used to argue that the clauses in Q are only added when constructing the closure of cl(Q bdy ∪Qout) from among all the other steps.
