





A Convex Domain in the Parameter Space
that Generates Parrondo’s Paradox
Akio NODA
Integrated Human Sciences · Mathematics
Abstract: The author proposed, in his classes for medical students at Hamamatsu, a study of Parrondo’s
paradox described in these books [1], [2] and [3]. This paradox interested them and their naïve discus-
sions in the classes stimulated him to investigate the class of all Parrondo’s games from a viewpoint of
generalized random walks ([4].
The game consists of two basic games A and B of the same type. Suppose that a player repeats the game







at time n. Then, if S
n
 is a multiple of 3, she plays game A to get
the next result Xn+1 that takes on one of the two values, +1(win) and –1(loss); otherwise she plays game B
to get the result ′+Xn 1 in like manner. We can therefore parametrize such a game by means of the
expectations of games A and B, which we put E X E Xn n( ) – , ( )  (– , )+ += ′ = < <1 1 1 1α β α β .
Our main result is Theorem 4 which asserts that S
n 
/n converges (in the weak sense) to the value
δ1=3{2β–α(1+β2)}/(9+β2–2αβ) as n→∞. Hence we see that the game is favorable or unfavorable for a
player according to δ1 > 0 or δ1 < 0. Since the domain given by α < 2β / (1+β2), 0 ≤ β <1, is convex, we
now explain how one can generate Parrondo’s paradox. Indeed, noting that the mixed strategy of game I
with α1, β1 and game II with α2, β2 becomes the game having the parameter
α α α β β β= + = +( ) / , ( ) /1 2 1 22 2 , we generate various examples of αi, βi (i =1,2) in the final section,
such that the inequality αi > 2βi / (1+βi2) holds for each i, whereas we have the inverse inequality
α β β< +2 1 2/( ) satisfied by the mixed strategy.
Applying the theory of generalized random walks developed in [4], we can also solve the ruin problem
for every Parrondo’s game; we thus understand his paradox from another point of view.















ことに成功した。ここで， Xkは k 回目のゲームにおける利得を表し，勝てば +1，負ければ –1 と
いう2 値の確率変数で，互いに独立である。 Snの平均と分散の式（命題2，3）から，1ゲーム当たりの
利得 S nn / はn→∞のとき，一定の値に弱収束する（定理4）という事実を見出す。この極限値の正・負
によって，ゲームの有利・不利が判定できることになる。
　さて，パロンドのゲームの有利，不利を識別するパラメータとして，このゲームを構成する基本
ゲームAとBの期待値 –αとβ α β (– , )1 1< < を採用する。すなわち，ゲームを n 回繰り返した時点で，
総利得 Snが 3 の倍数ならゲームAを行う。（その結果を Xn+1とかく。E Xn( ) –+ =1 αゆえ，0 1< <α の
とき不利なゲームとなる。）他方， Snが3の倍数でなければ，ゲームBを行う。（その結果を ′+Xn 1とか
く。 E Xn( )′ =+1 βなので， 0 1< <β のとき有利なゲームとなる。）このとき，ゲームA，Bの勝つ確率
はそれぞれ， P X P Xn n( )
–








で与えられる。また， – α β= の場合には，ゲー
ムA，Bは同一で， Snは単純なランダムウォークになることに留意する。（パロンドのゲームを[4]で
記されるのとは違う方向に，「一般化」されたランダムウォークとみることができる。なお§4の註3










点対称， 0 1≤ <β のとき上に凸な曲線ゆえ，Γ Γ+ = ∩ ≤ <{ }0 1β が凸領域となる。（ –1 0< <β のと
きは，不利さを示す領域の方が凸となる。）
　以下現論文の内容構成を述べて，この節を終える。§2では， Snを3で割ったとき余りが 0 となる
確率 pnおよび余りが1となる確率 qnを求める（命題1）ことから始める。 pnの式から Snの平均 µnが容
易に導かれる（命題2）。§3は， Snの分散σ n
2を求める（命題3）ことに費やされる。このためには， pn
に加えて qnの式も必要となる。そして命題2, 3の系として， S nn / の弱収束が極限値の式とともに証
明される（定理4）。最後の§4では，単独ではいずれも不利なゲームⅠとⅡ（ ( , )β α1 1 と ( , )β α2 2 にそれ
ぞれ対応）から，混合戦略（公正なコインを投げて表が出ればゲームⅠ，裏が出ればゲームⅡを行う）
を採用することにより，上述の Γ+の凸性のおかげで有利なゲームが生成される様子を調べる。
− < <1 0β の場合に目を向ければ，単独ではいずれも有利なゲームⅠ，Ⅱから，混合戦略により不利
なゲームを生成することも可能である。




　まず総利得 Snを3で割ったとき，余りが 0，1，2 となる確率をそれぞれ pn， qn， rnとして， pnと
qnを求める ( – – )r p qn n n= 1 。 S0 0= ゆえ p0 1= ， q r0 0 0= = を初期値にもち，漸化式は次式で与え
られる。



























































































α β β– – ,  – –
n→∞ のとき， pnと qnの極限値の存在を仮定して，その値を求めると，
p
∞
= + +( ) /( – )3 9 22 2β β αβ ， q
∞
= +{ } +3 1 9 22– – ( ) /( – )β α β β αβ となる。






































































　 Anの計算には，固有値と固有ベクトルを求めて A を対角化するのが常道である。われわれは，
固有方程式λ λ β αβ2 22 1 2 0– –+ + = の判別式が正 β α β( – )2 0>( )のときに限定して，以下結果を述
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h± = ± +3 2– ( ) / ( – ) /αβ α β α β β， j± = ±( )– ( – ) / /1 2 2α β β ，λ β α β± = ±– ( – )1 22
（複号同順）である。 0 1 2 1 2 2< < + <– ( – ) ( – )β α β β α β に注意すれば， n → ∞のとき，un， vn
は急速に0に収束することがわかる。














































（註1）  β α β( – )2 0= のときは， p nn
n





3 2 3 1
2
2β αβ α β β( – ( ) ) – となる。
β α β( – )2 0< のときは，複素数 1 2
2
+ i β α β( – )
をReiθと極座標表示して，












3 2 3 2
22
2
β αβ β αβ θ
α β
α β β θ– ( – )(– ) cos( )
( )
( – ) /
(– ) sin( ) と実数に書き直
す。（ qnの式については省く。）
　以上の議論により pnの式を得たので， Snの平均 µnを求める準備が整う。
Snが3の倍数となる事象 Anの定義関数1Anを用いると，
S S X Xn n A n A nn n+ + += + ⋅ +1 1 11 1 1( – ) ' と書ける。 1Anと ( , ' )X Xn n+ +1 1 は互いに独立ゆえ，漸化式





−∑ – ( )
0
1
を計算すれば， β α β( – )2 0>
のとき次式に至る。
µ δ δ λ λn n nn k k= + +{ }+ +( – ) – –1 0
ここで,








– ( ) – ( )
–


















β αβ λ( – )9 2 12 （複合同順）とおく。 δ1 1< およびδ1 0= のときδ 0と βは同符号であるこ
とに留意する。
命題2.   β α β( – )2 0> のとき，平均 µnは nの1次式δ δ1 0n − と等比数列の1次結合で書かれる項との
和で表される。




　σ µn n nE S2 2 2= ( ) − の漸化式を導くことから始める。
S S S X Xn n n A n A nn n+ + += + + + −{ }12 2 1 11 2 1 1 1( ) ' の期待値をとれば，
E S kP S kA n
k
n nn
( ) ( ) ( )1 3 3 0= = =
=−∞
+∞∑ µ として，
　σ σ αµ β µ µ µ µn n n n n n n+ +− = + − + −{ } − +12 2 12 21 2 0 0( ) ( ( )
　　　　　 = − − +( ) + + −( )1 2 02β α β α β µ µ( ) ( ) ( )p pn n n n
と書ける。ここで， µn
k
nk P S k( ) ( ) ( )± = ± = ±
=−∞
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　さて，µn i( ) ( , )i = ±0 1 は µ µ µ µn n n n= + + −( ) ( ) ( )0 1 1 を p q rn n n, , の比率に従って分配されるものと予
想し， p xn n n nµ µ− =( )0 ， q yn n n nµ µ− =( )1 ， r zn n n nµ µ− − =( )1
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6　次に s x xn n= − ∞， t y yn n= − ∞とおいて， sn， tnがともに0に収束することをみる。前節で出て来た





































































































λ { λ λ λ λ+ − + −n n n n, , ,2 2 と ( )λ λ+ −
nの1次結合で表される n項の和 }
こうして， s tn n, はともにO n
nλ+( )となって，0に収束する。









−∑ と snで書かれる式 })
= + = − + +
∞
γ γ δ α βn O x( ), ( )1 1 212 が導かれる。
命題3.   β α β( )2 0− > のとき， σ γn n2 − は有界である。
　命題2,3から，1ゲーム当たりの利得 S nn / の分散は n → ∞のとき0に収束することがわかる。チェ
ビシェフの不等式により次の結果を得る。
定理4.   β α β( )2 0− > のとき， S nn / は n → ∞のときδ1に弱収束する。
（註2）  β α β( )2 0− ≤ の場合にも，δ1とγ の式が成立し，同様のアプローチで定理4が証明される。





間 ( , ); ,β α α β− < <{ }1 1 の中で不等式α β β< +2 1 2/( )で表される領域Γに対応する。境界線Cの方程
式α β β= +2 1 2/( )は， β の単調増加な奇関数であり， 0 1≤ <β のとき上に凸となる。従って，
Γ Γ+ = ∩ ≤ <{ }0 1β が凸領域をなすことに留意する。
　さて，パラメータ ( , )β α1 1 と ( , )β α2 2 をもつゲームⅠとⅡ，2つのゲームを用意し，コインを投げて
表が出ればⅠ，裏が出ればⅡを行う混合戦略を考える。ゲームをn回繰り返した時点における次の












β β βとなる。つまり，ゲームⅠ，Ⅱの混合戦略は ( , )β α1 1 と ( , )β α2 2 の中点に対応
するパロンドのゲームと同値になることがわかる。
　こうしてΓ+の凸性を利用すれば，次の手順でパロンドが1997年に見出したパラドックスを生成す
ることができる。初めに，β β β β1 2 1 20 1, ( )≤ < < を任意に選んで，C上の2点 β β βi i i i, /( ) ( , )2 1 1 22+( ) =

























i i i( ) /( ), ( ) ( )( )β β β β
β β
β β
を同時に満たす e e1 2, を選んで， β β βi i i ie, /( )2 1 2+ +( )に対応するゲームⅠ，Ⅱに移行する。このと

















は有利なゲームとなる。なお，パラメータの変換 ( , ) ( , )β α β α→ − をとればゲームの有利，不利が反
転して，単独では有利なゲームⅠとⅡを組み合わせて，不利なゲームを生成することが可能となる。
　 e e e1 2= = かつβ β1 20= =,  tのケース（[1]～[3]参照）をより詳しく調べよう。(0, 1)方向に上にあげ




































































2 となる。そして t0≒0.60757およびφ( )t の最大値φ( )t0 ≒0.11248を得る。
　文献[1]～[3]で論じられているのは，ゲームⅠが単純なランダムウォーク ( )α β= − の場合であり，
予め t e= =0 5 0 01. ,  . と設定されているけれども，(–1，1)方向に e だけ上にあげる移行である。すな
わち，(–e，e)と t e t t e− + +( ),  /( )2 1 2 に対応するゲームⅠとⅡはいずれも不利になるが，その中点は











t e( / ) から3次不等式 ( ) ( ) / /1 9 12 4 3 4 0
2 3 3 2 4 2 3+ − + + + − <t e t e t t e t を得











となる。φ( )t と同様に， t t1 10 69759 0 69760( . . )< < が存在して， 0 1< <t t ならψ ( ) ( )t e t= 0 ， t t1 1< <








2 となる。最大値はψ ( )t1 ≒0.06151である。
　t = 0.4，0.5，0.6，0.7 のとき，φ( )t とψ ( )t の近似値を最後に列挙する。
　φ (0.4)≒0.03979 >ψ (0.4) ≒ 0.01426
　φ (0.5)≒0.07059 >ψ (0.5) ≒ 0.02622
　φ (0.6)≒0.10928 >ψ (0.6) ≒ 0.04223
　φ (0.7) = ψ (0.7) ≒ 0.06040
（註3）   パロンドのゲームにおいて， S kn = 3 の値からは3つの値3( )k i+ ( , , )i = −1 0 1
のどれかに推移する。それに要するゲーム回数をNと書くと，
P N m S kn N
m













,  ( ) α β β （複号同順），
P N m S kn N
m











,  m = ⋅⋅ ⋅1 2 3,  ,  ,  を得る。従って Sn の値が 3k から3(k+i) に
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