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a b s t r a c t
Let A be a superalgebra over a field F of characteristic zero, and let χ grn (A), n = 1, 2, . . .,
be the sequence of graded cocharacters of A. For every n ≥ 1, let lgrn (A) denote the nth
graded colength of A, counting the number of Z2 ≀ Sn-irreducibles appearing in χ grn (A).
In this article, we classify the finite dimensional superalgebras A such that the sequence
of graded colengths, lgrn (A), n = 1, 2, . . ., is bounded by two. Moreover, we prove that
there is a finite number of superalgebras A1, . . . , Aq such that l
gr
n (A) ≤ 2 if and only if
A1, . . . , Aq ∉ vargr (A).
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Recent articles have characterized varieties generated by a PI-algebra A according to the behavior of special numerical
sequences associated to A, namely, the sequence of codimensions cn(A) and the sequence of colengths ln(A), n = 1, 2, . . ..
Recall that the nth term of the sequence cn(A), n = 1, 2, . . .was introduced by Regev in [17] and in case the codimensions
have polynomial growth we have the following characterization given by Kemer (see [11,12]): cn(A) ≤ knt for some k, t if
and only if G,UT2 /∈ var(A) where G is the infinite dimensional Grassmann algebra and UT2 is the algebra of 2 × 2 upper
triangular matrices over a field F .
Kemer’s result can be equivalently formulated as follows. Consider A an algebra over a field of characteristic zero. The
space Pn(A) = PnPn∩Id(A) has an Sn-module structure where Pn is the space of multilinear polynomials in the first n variables
and Id(A) denotes the T -ideal of identities satisfied by A. Let χn(A) be the Sn-character of Pn(A). By complete reducibility we
can write χn(A) =λ⊢n mλχλ, where χλ is the irreducible Sn-character associated to the partition λ of n andmλ ≥ 0 is the
corresponding multiplicity. The nth colength of A, defined as ln(A) =λ⊢n mλ, n ≥ 1, was introduced by Olsson and Regev
in [15].
Now Kemer’s result can also be established as: cn(A) is polynomially bounded if and only if ln(A) ≤ k, for some constant
k and for all n ≥ 1 (see [14]).
In [4], Giambruno and LaMattina classified, up to PI-equivalence, the algebrasA such that ln(A) ≤ 2 forn large enough. The
classificationwas extended by LaMattina in [10], where the algebras A of colength≤4 for n large enoughwere characterized.
The theory of varieties developed by Kemer (see [13]) shows that the superalgebras are a basic tool for studying problems
in PI-theory and so some results also have been proved in the setting of superalgebras satisfying a polynomial identity (see
[5,16]).
Let A be a superalgebra or Z2-graded algebra over a field of characteristic zero and let c
gr
n (A), n = 1, 2, . . . be the
sequence of graded codimensions of A. As in the ordinary case, in characteristic zero the graded identities of a superalgebra
A are completely determined by all multilinear graded identities it satisfies (see [1]) and from the natural action of the
hyperoctahedral group Z2 ≀ Sn on the space Pgrn of the multilinear polynomials in the variables y1, z1, . . . , yn, zn we have that
the space Pgrn (A) := Pgrn /(Pgrn ∩ Idgr(A)) has an F [Z2 ≀ Sn]-structure where Idgr(A) denotes de T2-ideal of graded identities
satisfied by A.
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The decomposition of the Z2 ≀ Sn-character χ grn (A) of Pgrn (A) into irreducible characters χλ,µ can be expressed as
χ grn (A) =
n
r=0

λ,µ
mλ,µχλ,µ
wheremλ,µ is the multiplicity of the corresponding character χλ,µ with λ ⊢ r andµ ⊢ n− r , r = 0, 1, . . . , n. The sequence
of graded colengths of A is defined as lgrn (A) :=mλ,µ, where the sum is over all pairs of partitions (λ, µ) such that λ ⊢ r
and µ ⊢ n− r .
In this article, we prove that for a finite dimensional superalgebra over a field of characteristic zero, the sequence cgrn (A)
is polynomially bounded if and only if lgrn (A) ≤ K , for some constant K and for all n ≥ 1, in an analogous way as in the
ordinary case. Furthermore, ourmain goal is to classify the finite dimensional superalgebras A such that lgrn (A) is bounded by
2 for n large enough by exploring the behavior of the sequences of graded colengths of some superalgebras introduced in [5].
Moreover, we exhibit a finite number of superalgebras A1, . . . , Aq such that l
gr
n (A) ≤ 2 if and only if A1, . . . , Aq /∈ vargr(A).
2. Numerical sequences attached to a superalgebra
Throughout this paper, we will denote by F a field of characteristic zero and by A = A(0) ⊕ A(1) a superalgebra over F .
We shall often use the notation A = A(0), A(1) . The elements of A(0) and A(1) are called homogeneous of degree zero and
of degree one, respectively. A subalgebra B ⊂ A is a graded subalgebra of A if B = (B ∩ A(0))⊕ (B ∩ A(1)).
The free associative algebra F ⟨X⟩ on a countable set X of noncommutative variables over F has a natural structure of free
superalgebra as follows. By decomposing X = Y ∪ Z as a disjoint union of two countable sets of variables Y = {y1, y2, . . .}
and Z = {z1, z2, . . .}we see that F ⟨X⟩ = F ⟨Y ∪ Z⟩ is a superalgebra with grading (F(0), F(1)), where F(0) and F(1) denote the
subspace of F ⟨Y ∪ Z⟩ spanned by all monomials in variables in X having even degree in the variables in Z and having odd
degree in the variables in Z , respectively.
A polynomial f (y1, . . . , yn, z1, . . . , zm) ∈ F ⟨Y ∪ Z⟩ is a graded identity of A, and we denote by f ≡ 0, if
f (a1, . . . , an, b1, . . . , bm) = 0 for all a1, . . . , an ∈ A(0) and b1, . . . , bm ∈ A(1). It is easy to check that the ideal Idgr(A)
of graded identities satisfied by a superalgebra A is a T2-ideal of F ⟨Y ∪ Z⟩ (i.e., Idgr(A) is an ideal invariant under all
endomorphisms of F ⟨Y ∪ Z⟩ preserving the grading). Moreover, it is well known that in characteristic zero Idgr(A) is
completely determined by its multilinear polynomials (see [1]). We denote by
Pgrn = spanF {wσ(1) . . . wσ(n) | σ ∈ Sn, wi = yi orwi = z1, i = 1, . . . , n}
the space of multilinear polynomials of degree n in y1, z1, . . . , yn, zn and define a natural action of the group Z2 ≀ Sn on the
space Pgrn . Recall that if Z2 = {±1} is the multiplicative group of order 2 and Sn is the symmetric group on {1, . . . , n}, then
Z2 ≀ Sn = {(a1, . . . , an; σ)|ai ∈ Z2, σ ∈ Sn}with multiplication given by
(a1, . . . , an; σ)(b1, . . . , bn;β) = (a1bσ−1(1), . . . , anbσ−1(n); σβ).
The action of an element k = (a1, . . . , an; σ) of the group Z2 ≀ Sn on Pgrn is defined as follows: kyi = yσ(i) and kzi = zσ(i) or
−zσ(i) according to whether aσ(i) = 1 or−1, respectively.
We have that the space Pgrn (A) := Pgrn /(Pgrn ∩ Idgr(A)) has an F [Z2 ≀ Sn]-structure and its Z2 ≀ Sn-character, denoted by
χ
gr
n (A), is called nth graded cocharacter of A. The sequence
cgrn (A) := χ grn (A)(1) = dimF Pgrn (A), n = 1, 2, . . .
is called the sequence of graded codimensions of A. Recall that there is a one-to-one correspondence between irreducible
Z2 ≀ Sn-characters and pairs of partitions (λ, µ), where λ ⊢ r and µ ⊢ n − r for all r = 0, 1, . . . , n. If χλ,µ denotes the
irreducible Z2 ≀ Sn-character corresponding to (λ, µ) then we can write
χ grn (A) =

|λ|+|µ|=n
mλ,µχλ,µ (2.1)
wheremλ,µ are the corresponding multiplicities.
Another numerical sequence that can be attached to a superalgebra A is given by the sequence of colengths: if the nth
graded cocharacter of A has the decomposition (2.1) then one defines the nth graded colength of A as
lgrn (A) :=

|λ|+|µ|=n
mλ,µ.
Let us introduce some notation. For a subset of polynomials {f1, . . . , fs} in F ⟨Y ∪ Z⟩we shall use the notation ⟨f1, . . . , fs⟩T2
to indicate the T2-ideal generated by f1, . . . , fs.
For a partition λ ⊢ n, let dλ = χλ(1) be the degree of the irreducible Sn-character χλ given by the hook formula [9]. If
dλ,µ = χλ,µ(1) is the degree of the irreducible Z2 ≀ Sn-character corresponding to the pair (λ, µ)with λ ⊢ r and µ ⊢ n− r
then it is well known that
dλ,µ =

n
r

dλdµ. (2.2)
For a superalgebra A we denote by vargr(A) the variety of superalgebras generated by A. We say that the superalgebras
A and B are T2-equivalent (and we write A ∼T2 B) if and only if Idgr(A) = Idgr(B).
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Next we present a basic result about the sequences χ grn (A) and l
gr
n (A), n = 1, 2, . . .. The proof is trivial and can be seen
for instance in [16].
Lemma 2.1. Let A and B be two superalgebras whose graded cocharacters have the following decompositions
χ grn (A) =

|λ|+|µ|=n
mλ,µχλ,µ and χ grn (B) =

|λ|+|µ|=n
m′λ,µχλ,µ.
Then we have the following.
(1) If B ∈ vargr(A) then m′λ,µ ≤ mλ,µ for all λ,µ such that |λ| + |µ| = n. As a consequence, lgrn (B) ≤ lgrn (A) for all n.
(2) If χ grn (A⊕ B) =

|λ|+|µ|=n
m¯λ,µχλ,µ is the decomposition of the nth graded cocharacter of A⊕ B then m¯λ,µ ≤ mλ,µ+m′λ,µ for
all λ,µ such that |λ| + |µ| = n. In case B is nilpotent, we have lgrn (A⊕ B) = lgrn (A).
In order to calculate the multiplicitymλ,µ of an irreducible character χλ,µ, we can use the action of the group GLm× GLm
on the free associative superalgebra inm even andm odd variables Fm ⟨Y ∪ Z⟩ = F⟨y1, z1, . . . , ym, zm⟩ (for more details, see
[1]).
For every superalgebra A, the space Fm ⟨Y ∪ Z⟩ ∩ Idgr(A) is invariant under this action. So by considering F nm ⟨Y ∪ Z⟩ the
space of all homogeneous polynomials of degree n in the variables y1, . . . , ym, z1, . . . , zm, we have that
F nm(A) := F nm ⟨Y ∪ Z⟩ /(F nm ⟨Y ∪ Z⟩ ∩ Idgr(A))
is a GLm × GLm-module and we denote its character by ψn(A). It is well known that there is a one-to-one correspondence
between irreducible GLm × GLm-characters and pairs of partitions (λ, µ), with λ ⊢ r and µ ⊢ n− r , r = 0, . . . , n where λ
and µ are in at mostm parts.
If ψλ,µ denotes the irreducible GLm × GLm-character corresponding to (λ, µ) then we can write
ψgrn (A) =

|λ|+|µ|=n
m˜λ,µψλ,µ (2.3)
where m˜λ,µ are the correspondingmultiplicities and the summation runs on all partitions λ andµ in not more thanm parts.
In [3], Giambruno proved that the relationship between the multiplicities of the characters in the decompositions (2.1)
and (2.3) is given by
mλ,µ = m˜λ,µ, for all λ ⊢ r and µ ⊢ n− r. (2.4)
It is well known that any irreducible submodule of F nm(A) corresponding to the pair (λ, µ) is cyclic and is generated by a
non-zero polynomial fλ, µ, called highest weight vector (see for instance [1], Theorem 12.4.12).
In particular, if Tλ and Tµ are two Young tableaux of shapes λ and µ, we denote by fTλ,Tµ the highest weight vector
obtained by considering the only permutation γ ∈ Sn such that the integers γ (1), . . . , γ (h1(λ)), in this order, fill in from
top to bottom the first column of Tλ, γ (h1(λ)+1), . . . , γ (h1(λ)+h2(λ)) the second column of Tλ, . . . , γ (h1(λ)+hλ1−1(λ)+
1), . . . , γ (r) the last column of Tλ; also γ (r + 1), . . . , γ (r + h1(λ)) fill in the first column of Tµ, . . . , γ (r + h1(λ)+ · · · +
hm1−1(λ)), . . . , γ (n) the last column of Tµ. We have that (see [1], Theorem 12.4.14):
fTλ,Tµ :=
λ1
i=1
Sthi(λ)(y1, . . . yhi(λ))
µ1
j=1
Sthj(µ)(z1, . . . , zhj(λ))γ
−1 (2.5)
where ασ ∈ F , the right action of Sn on F nm(A) is defined by place permutation, hi(λ) (resp. hi(µ)) is the height of the ith
column of the diagram Dλ (resp. Dµ) and Str(x1, . . . , xr) is the standard polynomial of degree r .
Remark 2.2 (see [1]). In the decomposition (2.3) we have m˜λ,µ ≠ 0 if and only if there exists a pair of tableaux Tλ, Tµ such
that the corresponding highest weight vector fTλ,Tµ is not a graded polynomial identity of A. Moreover, m˜λ,µ is the maximal
number of linearly independent highest weight vectors fTλ,Tµ in F
n
m(A).
Since we shall be dealing with some graded subalgebras of the algebra UTn of n× n upper triangular matrices over F , we
conclude this section with an observation which will be useful throughout this paper.
Remark 2.3. The free superalgebra F ⟨Y ∪ Z⟩ has a natural involution * induced by requiring that y∗i = yi and z∗i = zi for all
i = 1, 2, . . .. Thus if w = wi1 · · ·win is a monomial of F ⟨Y ∪ Z⟩, where wij = zij or yij , we have that w∗ = win · · ·wi1 and if
f ∈ F ⟨Y ∪ Z⟩ then f ∗ is the polynomial obtained by reversing the order of the variables in each monomial of f .
On the other hand, the algebra UTn has an involution * defined by flipping a matrix along its secondary diagonal. It is not
difficult to see that if B = B(0), B(1) is a graded subalgebra of UTn then B∗ is also a graded subalgebra of UTn with grading
(B(0))∗, (B(1))∗

.
Furthermore, a polynomial f (y1, . . . , yp, z1, . . . , zq) is a graded identity of B if and only if f ∗(y1, . . . , yp, z1, . . . , zq)
is a graded identity of B∗. In fact if Idgr(B) is generated by f1, . . . , fk then f ∗1 , . . . , f
∗
k generate Id
gr(B∗). It follows that
cgrn (B) = cgrn (B∗), for all n ≥ 1.
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Now by considering the decompositions of the graded cocharacters
χ grn (B) =

|λ|+|µ|=n
mλ,µχλ,µ and χ grn (B
∗) =

|λ|+|µ|=n
m′λ,µχλ,µ
by Remark 2.2 and (2.4) if we have mλ,µ ≠ 0 then fTλ,Tµ /∈ Idgr(B) for some pair of tableaux Tλ, Tµ and so f ∗Tλ,Tµ /∈ Idgr(B∗).
Then m′λ,µ ≠ 0. Since cgrn (B) = cgrn (B∗) it follows that mλ,µ = m′λ,µ and as a consequence we have χ grn (B) = χ grn (B∗) and
lgrn (B) = lgrn (B∗), for all n.
3. Graded colengths and polynomial growth
In this section, we study the behavior of the nth graded cocharacters of some superalgebras studied in [5] in order to
characterize supervarieties whose sequence of graded colength is bounded by one. Before dealing with some superalgebras
having small graded colength, we will prove a result that gives a characterization of a superalgebra whose sequence of
graded codimensions is polynomially bounded in the language of the sequence of graded colengths, in the same way as in
the ordinary case (see Corollary 1 in [14]).
In what follows, we consider G the infinite dimensional Grassmann algebra with 1 over F , that is, G is generated by
the countable dimensional vector space span {1, e1, e2, . . .}, subject to the condition that eiej = −ejei, for all i, j ≥ 1,
and G(0) and G(1) denote, respectively, the subspaces generated by the sets {1, ei1 · · · ei2k | 1 ≤ i1 < · · · < i2k} and{ei1 · · · ei2k+1 | 1 ≤ i1 < · · · < i2k+1}.
Giambruno, Mishchenko and Zaicev (see [7]) characterized superalgebras whose sequence of graded codimensions is
polynomially bounded, that is, cgrn (A) ≤ cnk, for some constant c and k, proving that a superalgebra A has such property if and
only ifG,UT2,Ggr ,UT
gr
2 , F⊕tF /∈ vargr(A)whereG andUT2 are endowedwith their trivial gradings,UT2 = (Fe11+Fe22, Fe12)
with the eij’s the usual matrix units, Ggr = (G(0),G(1)) and for the superalgebra F ⊕ tF we have t2 = 1 and grading (F , tF).
Theorem 3.1. Let A be a finite dimensional superalgebra over a field of characteristic zero. Then cgrn (A) is polynomially bounded
if and only if lgrn (A) ≤ K, for some constant K and for all n ≥ 1.
Proof. Assume first that cgrn (A) is polynomially bounded. By Theorem 2 in [7] we have UT2,UT
gr
2 /∈ vargr(A). Thus if we
consider the decomposition (2.1) for the nth graded cocharacter χ grn (A), we can use Theorem 4 in [16] to affirm that there
is a constant C such that for any n ≥ 1 and pairs of partitions (λ, µ)with |λ| + |µ| = nwe havemλ,µ ≤ C .
On the other hand, the same theorem asserts that there is a constant q such that
mλ,µ = 0 whenever (|λ| − λ1)+ (|µ| − µ1) ≥ q.
As a consequence, for λ = (λ1, . . . , λu) ⊢ r and µ = (µ1, . . . , µv) ⊢ n− r such that λ2 + · · · + λu + µ2 + · · · + µv ≥ q
we have mλ,µ = 0 in (2.1) if n is large enough. Independently of n, u and v, only finite number of pairs of partitions (λ, µ)
satisfy the condition λ2 + · · · + λu + µ2 + · · · + µv < q and it follows that for all nwe have
|λ|+|µ|=n
mλ,µ = lgrn (A) ≤ K , for some constant K .
Conversely, assume that lgrn (A) is bounded by some constant thenwe have G,UT2 /∈ vargr(A) since they have trivial gradings
and the multiplicity of the partition (n − 1, 1) ⊢ n is n − 1 for UT2 (see [14]) while all partitions (k, 1n−k−1) ⊢ n have
non-zero multiplicities for G (see [15]).
On the other hand, from [18] we have
lgrn (UT
gr
2 ) =

n2−2n+9
4 , n odd
n2−2n+8
4 , n even.
Moreover for r = 0, 1, . . . , n, all pairs of partitions ((r), (n− r)) have multiplicity 1 for both superalgebras Ggr and F ⊕ tF
(see [7] and [6], respectively).
It follows that G,Ggr ,UT2,UT
gr
2 , F ⊕ tF /∈ vargr(A) and we conclude that cgrn (A) is polynomially bounded. 
In [5], Giambruno et al. introduced a list of superalgebras which are important in the characterization of supervarieties
whose sequence of graded codimensions is bounded by a constant. These superalgebras are one of the following, where G2
is the subalgebra of G generated by 1, e1, e2.
U1 =

0 F
0 F

= (U1, 0) ; U1,1 =

0 F
0 F

=

0 0
0 F

,

0 F
0 0

;
U∗1 =

F F
0 0

= U∗1 , 0 ; U∗1,1 = F F0 0

=

F 0
0 0

,

0 F
0 0

;
G2,1 = (G2, 0) ; G2,2 = (F1+ Fe1, Fe2 + Fe1e2) ; G2,3 = (F1+ Fe1e2, Fe1 + Fe2) ;
U =

a b
0 a

| a, b ∈ F

, with grading U =

a 0
0 a

,

0 b
0 0

.
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The graded codimensions and T2-ideals of the above superalgebraswere determined in [5]. Furthermore, the authors proved
the following result.
Theorem 3.2 ([5], Corollary 12). For a superalgebra A, the following conditions are equivalent.
(1) U1,U∗1 ,U1,1,U
∗
1,1,U,G2,1 /∈ vargr(A).
(2) cgrn (A) ≤ k for some constant k ≥ 0, for all n ≥ 1.
(3) Either A ∼T2 N or A ∼T2 C where N is a nilpotent superalgebra and C is a commutative superalgebra with trivial grading.
In the next result, we explicit the sequences of graded cocharacter and graded colengths of the superalgebras given
above. Since all of them are finite dimensional superalgebras then by the superanalogue of Lemma 1.2 in [2], for each
A ∈ {U1,U∗1 ,U1,1,U∗1,1,U,G2,1}, the decomposition (2.1) can be rewritten as
χ grn (A) =

|λ| + |µ| = n
(|λ| − λ1) ≤ p
(|µ| − µ1) ≤ q
mλ,µχλ,µ, (3.1)
where dim A(0) = p and dim A(1) = q.
Moreover, for each algebra A ∈ {U1,U∗1 ,U1,1,U∗1,1,U,G2,1}, it is clear that for the pair of partitions ((n),∅), the
corresponding highest weight vector fT(n),T∅ = yn is not an identity of A and som(n),∅ = 1 for those superalgebras.
Proposition 3.3. We have the following.
(1) χ grn (U1) = χ grn (U∗1 ) = χ(n),∅ + χ(n−1,1),∅ and lgrn (U1) = lgrn (U∗1 ) = 2.
(2) χ grn (U1,1) = χ grn (U∗1,1) = χ(n),∅ + χ(n−1),(1) and lgrn (U1,1) = lgrn (U∗1,1) = 2.
(3) χ grn (U) = χ(n),∅ + χ(n−1),(1) and lgrn (U) = 2.
(4) χ grn (G2,1) = χ(n),∅ + χ(n−1,1),∅ + χ(n−2,12),∅ and lgrn (G2,1) = 3.
(5) χ grn (G2,2) = χ(n),∅ + 2χ(n−1),(1) + χ(n−2,1),(1) and lgrn (G2,2) = 4.
(6) χ grn (G2,3) = χ(n),∅ + χ(n−1),(1) + χ(n−2),(12) and lgrn (G2,3) = 3.
Proof. Since the superalgebra U1 has trivial grading, for U1 and U∗1 , the result follows from Lemma 3 of [4]. Moreover, by
using (3.1) for the superalgebra U1,1 we havemλ,µ = 0 for a pair of partitions (λ, µ)with (|λ| − λ1)+ (|µ| − µ1) > 2.
We have cgrn (U1,1) = n + 1 (see [5], Lemma 5) and by (2.2), d(n),∅ = 1 and d(n−1),(1) = n, so we see that cgrn (U1,1) =
m(n),∅d(n),∅ +m(n−1),(1)d(n−1),(1) and conclude thatm(n),∅ = m(n−1),(1) = 1.
Hence by Remark 2.3, this proves that χ grn (U1,1) = χ grn (U∗1,1) = χ(n),∅ + χ(n−1),(1) and lgrn (U1,1) = lgrn (U∗1,1) = 2.
The result for the superalgebra U can be easily deduced in a similar way and we omit the prove.
Now the graded cocharacter of G2,1 is the ordinary cocharacter of G2 and it is the same as the algebra M3 =a b c
0 a d
0 0 a

| a, b, c, d ∈ F

. Then item (4) follows from Lemma 4 of [4].
On the other hand, it is known that cgrn (G2,2) = n2 + 1 (see [5], Lemma 7) and by (2.2) we have
d(n),∅ + 2d(n−1),(1) + d(n−2,1),(1) = 1+ 2n+ n(n− 2) = n2 + 1.
Then if we find two independent highest weight vectors for the pair of partitions ((n − 1), (1)) which are not identities of
G2,2 as well as a highest weight vector for the pair of partitions ((n − 2, 1), (1)) which is not an identity of G2,2 we may
conclude that χ grn (G2,2) has the wished decomposition in (5).
In fact, let
f1 = yn−1z and f2 = yn−2zy
be highest weight vectors associated to the pair of partitions ((n− 1), (1)) and corresponding to the pairs of tableaux:
( 1 2 · · · n− 2 n− 1 , n ) and ( 1 2 · · · n− 2 n , n− 1 ) , (3.2)
respectively. It is clear that by making the evaluation y = 1F and z = e2, we get that f1 = f2 = e2 ≠ 0. This says that f1 and
f2 are not identities of G2,2.
Moreover, these polynomials are linearly independent (mod Idgr(G2,2)). In fact, by Lemma 7 in [5] we have
Idgr(G2,2) = ⟨[y1, y2], [y1, z, y2], z1z2⟩T2 ,
so if αf1 + βf2 = 0 (mod Idgr(G2,2)) we make the evaluation y = 1F and z = e2 to get
(α + β)e2 = 0
and this implies α + β = 0. Similarly, choose y = 1F + e1 and z = e2 to obtain
0 = α(1F + e1)n−1e2 + β(1F + e1)n−2e2(1F + e1) = αe2 + αe1e2 + βe2
and so we have α = β = 0.
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On the other hand,
f = y1zyn−31 y2 − y2zyn−21
is the highest weight vector associated to the pair of partitions ((n− 2, 1), (1)) and corresponding to the pair of tableaux:
1 3 · · · n− 2 n− 1
n ,
2

. (3.3)
By making the evaluation y1 = 1F , y2 = e1 and z = e2, we get that f = e2e1 − e1e2 = −2e1e2 ≠ 0. It shows that f is not an
identity of G2,2 and we finally have χ
gr
n (G2,2) = χ(n),∅ + 2χ(n−1),(1) + χ(n−2,1),(1) and lgrn (G2,2) = 4.
The result is proved similarly for G2,3. 
Corollary 3.4. Let A be a finite dimensional superalgebra. Then the following conditions are equivalent.
(1) cgrn (A) ≤ k for some constant k ≥ 0, for all n ≥ 1.
(2) limn→∞ lgrn (A) exists and is bounded by 1.
Proof. Assuming (1), by Theorem 3.2 we have either A ∼T2 N or A ∼T2 C where N is a nilpotent superalgebra and C is a
commutative superalgebra with trivial grading. Thus (2) is valid. Conversely, from the previous proposition, property (2)
implies that U1,U∗1 ,U1,1,U
∗
1,1,U,G2,1 /∈ vargr(A) and so, the result follows again by applying Theorem 3.2. 
4. Some varieties of graded colength 3
In Section 4 of [5], the authors complete the list of important superalgebras in the classification of supervarieties of linear
growth. Some of them will be useful to establish our main theorem. Let U2 =
a b c
0 a b
0 0 a

| a, b, c ∈ F

with grading
U2 =
a 0 c
0 a 0
0 0 a

,
0 b 0
0 0 b
0 0 0

.
Proposition 4.1. χ grn (U2) = χ(n),∅ + χ(n−1),(1) + χ(n−2),(2), and lgrn (U2) = 3.
Proof. Obviously m(n),∅ = 1 and fT(n−1),T(1) = yn−1z is a highest weight vector corresponding to the pair of partitions
((n− 1), (1))which is not an identity of U2. In fact
fT(n−1),T(1)(e11 + e22 + e33, e12 + e23) = e12 + e23 ≠ 0.
Moreover, fT(n−2),T(2) = yn−2z2 is a highest weight vector corresponding to the pair of partitions ((n− 2), (2)) such that
fT(n−2),T(2)(e11 + e22 + e33, e12 + e23) = e13 ≠ 0.
Since cgrn (U2) = n(n+1)+22 (see [5], Lemma 13) and d(n),∅ + d(n−1),(1) + d(n−2,1),(2) = 1+ n+ n(n−1)2 = n(n+1)+22 ,we conclude
that χ grn (U2) = χ(n),∅ + χ(n−1),(1) + χ(n−2),(2) and lgrn (U2) = 3. 
In the next lemma, we consider the superalgebras obtained by taking direct sums of two distinct superalgebras among
U,U1,U1,1,U∗1 and U
∗
1,1. Giambruno et al. gave the complete description of the T2-ideals of those superalgebras ([5], Lemma
28) and we are able to give the decomposition of their graded cocharacters and prove that all of them have constant graded
colength equal to 3.
Proposition 4.2. (1) If A ∈ {U1,1 ⊕ U,U∗1,1 ⊕ U,U1,1 ⊕ U∗1,1} then
χ grn (A) = χ(n),∅ + 2χ(n−1),(1) and lgrn (A) = 3.
(2) χ grn (U1 ⊕ U∗1 ) = χ(n),∅ + 2χ(n−1,1),∅ and lgrn (U1 ⊕ U∗1 ) = 3.
(3) If A ∈ {U1 ⊕ U1,1,U∗1 ⊕ U∗1,1,U1 ⊕ U∗1,1,U∗1 ⊕ U1,1,U1 ⊕ U,U∗1 ⊕ U} then
χ grn (A) = χ(n),∅ + χ(n−1,1),∅ + χ(n−1),(1) and lgrn (A) = 3.
Proof. We will prove item (1) and at first we determine the decomposition of the nth cocharacter of A = U1,1 ⊕ U . For a
superalgebra Bwrite
χ grn (B) =

|λ|+|µ|=n
mλ,µ(B)χλ,µ
So by Remark 2.1,mλ,µ(A) ≤ mλ,µ(U1,1)+mλ,µ(U). Hence by Lemma 3.3, it follows that
χ grn (A) = m(n),∅(A)χ(n),∅ +m(n−1),(1)(A)χ(n−1),(1)
328 A.C. Vieira / Journal of Pure and Applied Algebra 217 (2013) 322–333
where m(n),∅(A),m(n−1),(1)(A) ≤ 2. Since f = yn is obviously not an identity of A, clearly m(n),∅(A) = 1. Moreover, by
Lemma 32 in [5] we have cgrn (A) = 2n + 1 and by using (2.2) we get d(n−1),(1) = n. Thus, by Remark 2.3, we have
χ
gr
n (U1,1 ⊕ U) = χ grn (U∗1,1 ⊕ U) = χ(n),∅ + 2χ(n−1),(1) and lgrn (A) = 3, as wished.
For the superalgebra A′ = U1,1 ⊕ U∗1,1, by Remark 2.1,mλ,µ(A′) ≤ mλ,µ(U1,1)+mλ,µ(U∗1,1) then by Lemma 3.3, we have
χ grn (A
′) = m(n),∅(A′)χ(n),∅ +m(n−1),(1)(A′)χ(n−1),(1)
where m(n),∅(A′),m(n−1),(1)(A′) ≤ 2. Again we have m(n),∅(A′) = 1 and since cgrn (A′) = 2n + 1 (see Lemma 30 in [5]),
it follows that χ grn (A′) = χ(n),∅ + 2χ(n−1),(1) and lgrn (A′) = 3.
A similar proof holds for all remaining direct sums in the items (2) and (3) and it is omitted. 
Throughout this work, we also deal with some subalgebras of UT3 of type Fekk +

i<j
Feij, k = 1, 2, 3. In [5], Giambruno
et al. considered all possible Z2-gradings of those algebras as below:
U3,1 = (Fe11 + Fe12 + Fe13 + Fe23, 0) ; U3,2 = (Fe11 + Fe12, Fe13 + Fe23)
U3,3 = (Fe11 + Fe13, Fe12 + Fe23) ; U3,4 = (Fe11 + Fe23, Fe12 + Fe13)
U4,1 = U∗3,1 = (Fe12 + Fe13 + Fe23 + Fe33, 0) ; U4,2 = U∗3,2 = (Fe23 + Fe33, Fe12 + Fe13)
U4,3 = U∗3,3 = (Fe13 + Fe33, Fe12 + Fe23) ; U4,4 = U∗3,4 = (Fe12 + Fe33, Fe13 + Fe23).
The following superalgebras were also considered in [5] and they will be important in this work.
U7,1 =
 a 0 b
0 a 0
0 0 0

,
 0 c o
0 0 d
0 0 0

; U7,2 =
 a 0 0
0 a b
0 0 0

,
 0 c d
0 0 0
0 0 0

;
U7,3 =
 0 0 b
0 a 0
0 0 a

,
 0 c 0
0 0 d
0 0 0

; U7,4 =
 0 b 0
0 a 0
0 0 a

,
 0 0 c
0 0 d
0 0 0

.
Remark 4.3. By observing the respective T2-ideals (see Lemmas 15, 19 and 28, [5]) the following is clear.
(1) U∗1 ⊕ U∗1,1 ∈ vargr(U3,2) ∩ vargr(U3,3) ∩ vargr(U7,1) ∩ vargr(U7,2).
(2) U1 ⊕ U1,1 ∈ vargr(U4,2) ∩ vargr(U4,3) ∩ vargr(U7,3) ∩ vargr(U7,4).
Furthermore, we have the following.
Lemma 4.4. For k ∈ {3, 4}, we have the following.
(1) χ grn (Uk,1) = χ(n),∅ + 2χ(n−1,1),∅ + χ(n−2,2),∅ + χ(n−2,12),∅ and lgrn (Uk,1) = 5.
(2) χ grn (Uk,4) = χ(n),∅ + 2χ(n−1),(1) + χ(n−2,1),(1) and lgrn (Uk,4) = 4.
Proof. The results concerning the superalgebras Uk,1, k = 3, 4 are given by Lemma 5 in [4]. Now it is clear that for U3,4 we
havem(n),∅ = 1. Moreover, from Lemma 15 in [5] we have cgrn (U3,4) = n2 + 1 and by (2.2) we have
d(n),∅ + 2d(n−1),(1) + d(n−2,1),(1) = 1+ 2n+ n(n− 2) = n2 + 1.
So it is enough to find two independent highestweight vectors for the pair of partitions ((n−1), (1))which are not identities
of U3,4 as well as a highest weight vector for the pair of partitions ((n− 2, 1), (1)) which is not an identity of U3,4 in order
to get χ grn (U3,4) = χ(n),∅ + 2χ(n−1),(1) + χ(n−2,1),(1).
In fact,
f = yn−21 zy2 − y2yn−31 zy1
is the highest weight vector associated to the pair of partitions ((n− 2, 1), (1)) and corresponding to the pair of tableaux:
1 3 · · · n− 2 n
n− 1 , 2

. (4.1)
By making the evaluation y1 = e11, y2 = e11 + e23 and z = e12, we get that f = e13 ≠ 0. So f is not an identity of U3,4.
On the other hand, if we consider f1 = yn−1z and f2 = yn−2zy the highest weight vectors corresponding to the pairs of
tableaux in (3.2), it is clear that by making the evaluation y = e11 + e23 and z = e12, we get f1 = e12 ≠ 0 and f2 = e13 ≠ 0.
This says that f1 and f2 are not identities of U3,4.
Moreover, these polynomials are linearly independent (mod Idgr(U3,4)). In fact, by Lemma 15 in [5] we have
Idgr(U3,4) = ⟨[y1, y2], zy1y2, z1z2⟩T2 ,
so if αf1+βf2 = 0 (mod Idgr(U3,4)) wemake the evaluation y = e11 and z = e12 to get α = 0. Similarly, choose y = e11+e23
and z = e12 to obtain β = 0.
In this way, we get χ grn (U3,4) = χ(n),∅ + 2χ(n−1),(1) + χ(n−2,1),(1) and lgrn (U3,4) = 4. By Remark 2.3, we have the same
conclusion for U4,4. 
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5. Decomposing the Jacobson radical of a superalgebra
It is well known that the Jacobson radical J(A) of a superalgebra A is a graded ideal of A. The following result on the
decomposition of that radical of a finite dimensional superalgebra is essentially a graded version of Lemma 2 in [8].
Lemma 5.1. Let A be a finite dimensional superalgebra over F and suppose that A = B+J where B is a simple graded superalgebra
and J = J(A). Then J can be decomposed into the direct sum of graded B-bimodules
J = J00 ⊕ J01 ⊕ J10 ⊕ J11 (5.1)
where for i ∈ {0, 1}, Jik is a left faithful module or a 0-left module according as i = 1 or i = 0, respectively. In a similar way, Jik is
a right faithful module or a 0-right module according as k = 1 or k = 0, respectively. Moreover, for i, k, r, s ∈ {0, 1}, Jir Jrs ⊆ Jis,
JikJrs = 0 for k ≠ r and J11 = BN for some nilpotent subalgebra N of A commuting with B.
The next lemma gives the structure of a generating superalgebra of a variety of polynomial growth.
Lemma 5.2 ([5], Proposition 4). Let A be a superalgebra and suppose that cgrn (A) is polynomially bounded. Then A ≃T2 B1 ⊕· · · ⊕ Bm where, for each i ∈ {1, . . . ,m}, Bi is a finite dimensional superalgebra over F and dim Bi/J(Bi) ≤ 1.
The superalgebras we shall be dealing with satisfy the hypothesis of the previous lemma, so it is important to obtain
information about a superalgebra A = F + J(A). In the remaining results of this section, we study such a superalgebra
according to the behavior of the components of J = J(A) in the decomposition (5.1).
The next lemma corresponds to Lemma 8 in [5]. The proof is omitted.
Lemma 5.3. (1) Suppose J01 ≠ 0.
(a) If J (0)01 ≠ 0 then B = F + J (0)01 is a graded subalgebra of A such that B ∼T2 U1.
(b) If J (1)01 ≠ 0 then B = F + J (1)01 is a graded subalgebra of A such that B ∼T2 U1,1.
(2) Suppose J10 ≠ 0.
(a) If J (0)10 ≠ 0 then B = F + J (0)10 is a graded subalgebra of A such that B ∼T2 U∗1 .
(b) If J (1)10 ≠ 0 then B = F + J (1)10 is a graded subalgebra of A such that B ∼T2 U∗1,1.
Corollary 5.4. Let B = A1 ⊕ A2, where Ai = F + J(Ai) for i = 1, 2, with J(A1)01 ≠ 0 and J(A2)10 ≠ 0. Then B contains a graded
subalgebra T2-equivalent to either U1 ⊕ U∗1 or U1,1 ⊕ U∗1 or U1 ⊕ U∗1,1 or U1,1 ⊕ U∗1,1.
Proof. It is enough to consider all possibilities under the hypothesis. For example, if J(A1)
(0)
01 ≠ 0 and J(A2)(0)10 ≠ 0 we have
that
W = (F + J(A1)(0)01 )⊕ (F + J(A2)(0)10 )
is a graded subalgebra of B and
Idgr(W ) = Idgr(F + J(A1)(0)01 ) ∩ Idgr(F + J(A2)(0)10 ).
By the previous lemma, Idgr(W ) = Idgr(U1 ⊕ U∗1 ), i.e, B contains a graded subalgebra T2-equivalent to U1 ⊕ U∗1 . The same
strategy of proof can be used in the analysis of the other cases and so the proof of the lemma is complete. 
Proposition 5.5. Suppose J11 is commutative, J
(1)
11 J
(1)
11 = J01J (1)11 = 0 and J (1)11 ≠ 0.
(1) If J (0)01 ≠ 0 then B = F + J (0)01 + J11 is a graded subalgebra of A such that B ∼T2 U1 ⊕ U.
(2) If J (1)01 ≠ 0 then B = F + J (1)01 + J11 is a graded subalgebra of A such that B ∼T2 U1,1 ⊕ U.
Proof. We will prove (1), the proof of the second item follows similarly. Suppose J (0)01 ≠ 0 and consider B = F + J (0)01 + J11.
The grading of B is given by
B(0) = F + J (0)01 + J (0)11 and B(1) = J (1)11 .
From hypothesis z1z2 ≡ 0 and [y, z] ≡ 0 are graded identities of B. On the other hand, we see that [B(0), B(0)] ⊆ J (0)01 and this
implies that y1[y2, y3] ≡ 0 and z[y1, y2] ≡ 0 are also graded identities of B.
Lemma 31 in [5] says that Idgr(U1⊕U) = ⟨y1[y2, y3], z[y1, y2], [y, z], z1z2⟩T2 and so Idgr(U1⊕U) ⊆ Idgr(B). Conversely let
f ∈ Idgr(B) be a multilinear polynomial of degree n. By using again Lemma 31 in [5] and the multihomogeneity of T2-ideals
we may assume that, modulo Idgr(U1 ⊕ U),
either f =
n
j = 1
i1 < · · · < in−1
αjyjyi1 · · · yin−1 or f = βzy1 · · · yn−1.
By making the evaluation z = b ∈ J (1)11 , b ≠ 0 and yi = 1F , for all i = 1, . . . , n− 1, we get β = 0.
Now suppose that there exists t ∈ {1, . . . , n} such that αt ≠ 0. Choose yt = a ∈ J (0)01 , a ≠ 0 and yi = 1F , for i ≠ t . Under
that evaluation we have
f = αta1F = αta ≠ 0,
a contradiction. In conclusion, αi = 0, for all i = 1, . . . , n and so f ∈ Idgr(U1⊕ U). Thus B is a graded subalgebra of Awhich
is T2-equivalent to U1 ⊕ U . 
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The proof of next lemma is similar to the above one and is omitted.
Proposition 5.6. Suppose J11 is commutative, J
(1)
11 J
(1)
11 = J (1)11 J10 = 0 and J (1)11 ≠ 0.
(1) If J (0)10 ≠ 0 then B = F + J (0)10 + J11 is a graded subalgebra of A such that B ∼T2 U∗1 ⊕ U.
(2) If J (1)10 ≠ 0 then B = F + J (1)10 + J11 is a graded subalgebra of A such that B ∼T2 U∗1,1 ⊕ U.
Proposition 5.7. Suppose J11 is commutative and J
(1)
11 = 0.
(1) If J01 ≠ 0 then B = F + J01 + J11 is a graded subalgebra of A such that
(a) B ∼T2 U1 ⊕ U1,1, in case J (0)01 ≠ 0 and J (1)01 ≠ 0
(b) B ∼T2 U1,1, in case J (0)01 = 0
(c) B ∼T2 U1, in case J (1)01 = 0.
(2) If J10 ≠ 0 then B = F + J10 + J11 is a graded subalgebra of A such that
(a) B ∼T2 U∗1 ⊕ U∗1,1, in case J (0)10 ≠ 0 and J (1)10 ≠ 0
(b) B ∼T2 U∗1,1, in case J (0)10 = 0
(c) B ∼T2 U∗1 , in case J (1)10 = 0.
Proof. We start proving the first item of the lemma. Suppose J (0)01 ≠ 0 and consider B = F + J01 + J11. Since J (1)11 = 0, the
grading of B is given by
B(0) = F + J (0)01 + J (0)11 and B(1) = J (1)01 .
Assume J (0)01 ≠ 0 and J (1)01 ≠ 0. Then z1z2 ≡ 0 and yz ≡ 0 are graded identities of B. On the other hand, we see that
[B(0), B(0)] ⊆ J (0)01 and this implies that y1[y2, y3] ≡ 0 and z[y1, y2] ≡ 0 are also graded identities of B.
By Lemma28 in [5]we have Idgr(U1⊕U1,1) = ⟨y1[y2, y3], z[y1, y2], yz, z1z2⟩T2 and so Idgr(U1⊕U) ⊆ Idgr(B). The opposite
inclusion holds by using a similar proof given in Lemma 5.5. Thus B is a graded subalgebra of A which is T2-equivalent to
U1 ⊕ U1,1 and then item (1(a)) is proved.
Now suppose J (0)01 = 0. In this case B(0) is commutative and so B satisfies all identities in Idgr(U1,1) = ⟨[y1, y2], yz, z1z2⟩T2
(see Lemma 5 in [5]), i.e, Idgr(U1,1) ⊆ Idgr(B).
To prove the opposite inclusion, we consider f ∈ Idgr(B) a multilinear polynomial of degree n. We use Lemma 5 in [5]
and multihomogeneity of T2-ideals to assume that, modulo Idgr(U1 ⊕ U1,1),
either f = αy1 · · · yn or f = βzy1 · · · yn−1.
By making the evaluation yi = 1F , for all i = 1, . . . , n, we get α = 0 and the evaluation z = b ∈ J (1)01 , b ≠ 0 and yi = 1F , for
all i = 1, . . . , n− 1 gives β = 0. We conclude that B ∼T2 U1,1. This proves (1(b)).
In case J (1)01 = 0, we use that Idgr(U1) = ⟨y1[y2, y3], z⟩T2 and similar ideas as above to conclude the proof of (1). The
second item follows by using similar strategy of the proof. 
6. Excluding superalgebras from a graded variety
Throughout this section, we assume that A is a finite dimensional superalgebra over a field of characteristic zero such
that A = F + J where J = J(A) has the decomposition J = J00 ⊕ J01 ⊕ J10 ⊕ J11 given in Lemma 5.1.
We will take some conclusions about the Jacobson radical of such a superalgebra in case the following condition is
satisfied
U2,U3,1,U3,4,U4,1,U4,4,G2,i, B /∈ vargr(A) (6.1)
where B is the direct sum of two distinct superalgebras among U,U1,U1,1,U∗1 ,U
∗
1,1 and i = 1, 2, 3.
In what follows, we shall use the following result which is essentially Lemma 22 and a refinement of Corollary 23, both
in [5].
Lemma 6.1. Suppose U2,G2,i /∈ vargr(A), i = 1, 2, 3. Then we have the following.
(1) [J11, J11] = 0 and J (1)11 J (1)11 = 0.
(2) B = F + J11 is a superalgebra of A such that
(a) either B ∼T2 U, in case J (1)11 ≠ 0
(b) or B ∼T2 C, in case J (1)11 = 0, where C is a commutative superalgebra with trivial grading.
Lemma 6.2. Under the condition (6.1) we have that J11 is commutative and J
(1)
11 J
(1)
11 = J10J00 = J00J01 = 0.
Proof. It is clear that [J11, J11] = 0 and J (1)11 J (1)11 = 0, according to the previous lemma. Moreover, by Lemma 24 in [5] we
have
(1) if J10J00 ≠ 0 then U3,i ∈ vargr(A), for some i ∈ {1, 2, 3, 4}
(2) if J00J01 ≠ 0 then U4,i ∈ vargr(A), for some i ∈ {1, 2, 3, 4}
and so it is enough to use Remark 4.3 to conclude that J10J00 = J00J01 = 0. 
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Lemma 6.3. Under the condition (6.1) we have J (1)11 J10 = J01J (1)11 = 0.
Proof. By the previous lemma, J (1)11 J
(1)
11 = 0 and under that condition by using Lemma 27 in [5] we have
(1) if J (1)10 J10 ≠ 0 then U7,i ∈ vargr(A), for some i ∈ {1, 2}
(2) if J01J
(1)
11 ≠ 0 then U7,i ∈ vargr(A), for some i ∈ {3, 4}.
Now we use Remark 4.3 and the result is proved. 
We conclude this section by recalling a result which will be useful in the future.
Lemma 6.4 ([5], Lemma 43). Suppose J10 ≠ 0, J01 ≠ 0 and J (1)11 J (1)11 = J (1)11 J10 = J01J (1)11 = 0. If J11 is commutative then
B = F + J01 + J10 + J11 is a graded subalgebra of A T2-equivalent to either B1 ⊕ B2 or B1 ⊕ B2 ⊕ U for some superalgebra
B1 ∈ {U1,U1,1,U1 ⊕ U1,1} and B2 ∈ {U∗1 ,U∗1,1,U∗1 ⊕ U∗1,1}.
7. The main theorem
We can now prove the next theorem which classifies the finite dimensional superalgebras with small colength.
Theorem 7.1. Let A be a finite dimensional superalgebra. Then lgrn (A) ≤ 2 if and only if A is T2-equivalent to either N or C or N⊕C
or B⊕ N where C is a commutative superalgebra with trivial grading, N is a nilpotent algebra and B is one of the superalgebras
U,U1,U1,1,U∗1 ,U
∗
1,1.
In fact, we shall prove the following result and the previous theorem is an obvious consequence.
Theorem 7.2. For a finite dimensional superalgebra A the following conditions are equivalent.
(1) lgrn (A) ≤ 2, for all n ≥ 1.
(2) U2,U3,1,U3,4,U4,1,U4,4,G2,i, B /∈ vargr(A) where B is the direct sum of distinct superalgebras among U,U1,U1,1,U∗1 ,U∗1,1
and i = 1, 2, 3.
Proof. First suppose lgrn (A) ≤ 2, for all n ≥ 1. Condition (2) is obviously true from Propositions 3.3, 4.1, 4.2 and Lemma 4.4.
Conversely, assume that (2) occurs, i.e., A satisfies the condition (6.1). First of all observe that according to Remarks 10
and 14 of [5], we have
G2,1 ∈ vargr(G) ∩ vargr(UT2), G2,2 ∈ vargr(UT gr2 ),
G2,3 ∈ vargr(Ggr), U2 ∈ vargr(F ⊕ tF).
ThusG,Ggr ,UT2,UT
gr
2 and F⊕tF cannot be in vargr(A) and then cgrn (A) is polynomially bounded. It follows that by Lemma5.2
we may assume
A = A1 ⊕ · · · Ak ⊕ Ak+1 ⊕ · · · ⊕ Am
where Ai = F + J(Ai) for i = 1, . . . , k and Aj is nilpotent for j ≥ k+ 1. Since Ak+1⊕ · · · ⊕ Am is still nilpotent, by Lemma 2.1
lgrn (A) = lgrn (A1 ⊕ · · · ⊕ Ak)
for n large enough. Hence, we may assume that A = A1 ⊕ · · · ⊕ Am and for each i = 1, . . . ,mwe have Ai = F + J(Ai).
Since vargr(Ai) ⊂ vargr(A) for all i, the superalgebras Ai satisfy condition (6.1) and so the conclusions of Lemmas 6.2 and
6.3 are valid for Ai, for all i. Now applying Lemma 6.4we have that there does not exist i such that J(Ai)01 ≠ 0 and J(Ai)10 ≠ 0.
On the other hand, since
U1 ⊕ U∗1 ,U1,1 ⊕ U∗1 ,U1 ⊕ U∗1,1,U1,1 ⊕ U∗1,1 /∈ vargr(A)
by Corollary 5.4, A can be only of one of the following types:
(1) for every i = 1, . . . ,m, Ai = F + J(Ai)with J(Ai)01 = 0;
(2) for every i = 1, . . . ,m, Ai = F + J(Ai)with J(Ai)10 = 0.
Furthermore, since the superalgebras Ai satisfy the condition (6.1), we see that Lemmas 6.2 and 6.3 guarantee that we
can use Propositions 5.5–5.7.
We start by considering Case (1), i.e., J(Ai)01 = 0, for all i. Suppose that
J(Ak)
(1)
11 ≠ 0, for some k and J(Aq)(1)11 = 0, for some q ≠ k. (7.1)
In this case, by Proposition 5.6, we have J(Ak)10 = 0 and this says that
Ak = (F + J(Ak)11)⊕ J(Ak)00
is a direct sum of superalgebras. But then, by Lemma 6.1(2(a)) we have that
Ak ∼T2 U ⊕ J(Ak)00.
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On the other hand, by Lemma 6.2 we have
Aq = (F + J(Aq)10 + J(Aq)11)⊕ J(Aq)00
is a direct sum of superalgebras. In case J(Aq)10 = 0, by Lemma 6.1(2(b)), we have
Aq ∼T2 C ⊕ J(Aq)00
where C is a commutative superalgebra with trivial grading. In that situation we have
Ak ⊕ Aq ∼T2 U ⊕ C ⊕ N (7.2)
where N is a nilpotent superalgebra.
If J(Aq)10 ≠ 0, Proposition 5.7 asserts that either
B ∼T2 U∗1,1 ⊕ J(Aq)00 or B ∼T2 U∗1 ⊕ J(Aq)00
according as J(Aq)
(0)
10 = 0 or J(Aq)(1)10 = 0 respectively.
But, in this case, the analysis above says that either
Ak ⊕ Aq ∼T2 U ⊕ U∗1,1 ⊕ N or Ak ⊕ Aq ∼T2 U ⊕ U∗1 ⊕ N
and it is a contradiction.
So we conclude that we have the following possibilities for the superalgebras Ai
(a) J(Ai)
(1)
11 ≠ 0 and J(Ai)10 = 0,∀i and so Ai ∼T2 U ⊕ N,∀i
(b) J(Ai)
(1)
11 = J(Ai)10 = 0,∀i and so Ai ∼T2 C ⊕ N,∀i
(c) J(Ai)
(1)
11 = J(Ai)(0)10 = 0 and J(Aq)(1)10 ≠ 0,∀i and so Ai ∼T2 U∗1,1 ⊕ N,∀i
(d) J(Ai)
(1)
11 = J(Ai)(1)10 = 0 and J(Aq)(0)10 ≠ 0,∀i and so Ai ∼T2 U∗1 ⊕ N,∀i
(e) Property (7.1) occurs with J(Ak)10 = J(Aq)10 = 0 and so we have (7.2)
where N is a nilpotent superalgebra and C is a commutative superalgebra with trivial grading.
For each case above, summing over all superalgebras Ai, and recalling that C ∈ vargr(U) ∩ vargr(U∗1,1) ∩ vargr(U∗1 ), it
turns out that either
A ∼T2 U ⊕ N or A ∼T2 C ⊕ N or A ∼T2 U∗1,1 ⊕ N or A ∼T2 U∗1 ⊕ N.
Thus for n large, the sequence of graded colengths of A is constant and lgrn (A) equals either 1 or 2 as wished.
It is clear that if Case (2) happens, we do the due changes and the same proof shows that either
A ∼T2 U ⊕ N or A ∼T2 C ⊕ N or A ∼T2 U1,1 ⊕ N or A ∼T2 U1 ⊕ N
and again lgrn (A) takes value 1 or 2, for n large.
Thus this theorem is proved and we also have Theorem 7.1 as a consequence. 
In conclusion we have the following classification, where N denotes a nilpotent algebra and C is a commutative non-
nilpotent algebra for any finite dimensional superalgebra A and n large enough,
(1) lgrn (A) = 0 if and only if A ≃T2 N .
(2) lgrn (A) = 1 if and only if A ≃T2 C ⊕ N .
(3) lgrn (A) = 2 if and only if either A ≃T2 U ⊕ N or A ≃T2 U1 ⊕ N or A ≃T2 U1,1 ⊕ N or A ≃T2 U∗1 ⊕ N or A ≃T2 U∗1,1 ⊕ N .
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