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Abstract
We present an efficient message passing method for 0–1 integer linear programs.
Our algorithm is based on a decomposition of the original problem into subprob-
lems that are represented as binary decision diagrams. The resulting Lagrangean
dual is solved iteratively by a series of efficient block coordinate ascent steps. Our
method combines techniques from dedicated solvers developed for subclasses of
combinatorial problems in structured prediction with the generality of 0–1 integer
linear programming. In particular, our solver has linear iteration complexity w.r.t.
the problem decomposition size and empirically needs a moderate number of itera-
tions to converge. We present experimental results on combinatorial problems from
MAP inference for Markov Random Fields, graph matching, discrete tomography
and cell tracking for developmental biology and show competitive performance.
1 Introduction
Structured prediction tasks commonly require solving NP-hard combinatorial optimization problems
that are formulated as integer linear programs (ILPs), e.g. discrete graphical models [46], graph
partitioning [5], graph matchings [41] and tracking problems [33]. Commercial ILP solvers like
Gurobi [23] or CPLEX [10], which rely on standard linear programming algorithms (such as the
simplex method), are not competitive for very large problems, since they scale super-linearly in
the problem size. Therefore, considerable research effort has been invested into efficient dedicated
solvers for each problem class. One of the overall best-performing algorithmic principles is dual
block coordinate ascent (DBCA), also called message passing in the literature. While many DBCA
algorithms are better performing than general purpose ILP solvers, their drawback is that they are only
applicable to their dedicated problem class. In order to solve other problem classes, new specialized
DBCA algorithms have to be developed. This hinders application of structured prediction in machine
learning, since algorithm design is challenging and implementation time-consuming.
In order to overcome this barrier, we propose an efficient dual block coordinate ascent method
for arbitrary 0–1 programs with linear cost functions. In particular, this covers 0–1 integer linear
programs and thus most structured prediction tasks with discrete variables. Our algorithm needs as
input a description of the problem defined by the cost vector and a set of constraints, where each
constraint corresponds to a smaller subproblem. The subproblems arise naturally from the typically
sparse ILP formulations of combinatorial optimization problems.
Our algorithm works by decomposing any given 0–1 ILP into smaller subproblems represented by
binary decision diagrams (BDDs) [9]. The BDD representations are tractable for most inequalities
commonly encountered in practice [29, 45] and even for general inequalities with more advanced
techniques [1]. We combine the BDD subproblems via Lagrangean dual variables in order to obtain a
convex relaxation for the ILP. The algorithm then updates dual variables iteratively by an operation
called min-marginal averaging, which maximally improves the objective w.r.t. the current set of
Lagrangean variables, see Section 3. Hence, our method belongs to the family of DBCA algorithms.
Based on the computed dual solution, we compute a primal one via depth-first exploration of the
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search space. Our primal heuristic uses dual costs to guide the search towards high-quality solutions
and individual subproblems inform the search so that feasible solutions are found fast, see Section 4.
We show how BDDs support an efficient implementation of our DBCA method in Section 5.
Our method enables efficient inference for large scale problems. The algorithm exhibits linear
iteration complexity in the size of the automatically generated problem decomposition. Additionally,
per-iteration progress is large in practice, similarly as for state-of-the-art DBCA algorithms. Our
current implementation is competitive with state-of-the-art ILP solvers on a diverse set of structured
prediction problems, see Section 6 for an empirical evaluation. We present all proofs in the appendix.
2 Related work and contribution
Dual block coordinate ascent. The first dual ascent algorithm for an integer linear program, namely
an uncapacitated facility location problem, was published by Bilde and Karup [8]. A corresponding
technical report in Danish appeared in 1967. A similar approach was pursued in [19] for a plant
location problem. In 1980, Fisher and Hochbaum [14] proposed a dual ascent based algorithm
for database location in computer networks, which was used to optimize the topology of Arpanet,
the predecessor of the Internet. Other dual ascent algorithms were developed for the generalized
linear assignment problem [15, 21]. For this problem, a Lagrangean decomposition into several
knapsack problems was introduced. Other efficient dual ascent algorithms were proposed for min-cost
flow [17], set covering and set partitioning problems [16] and resource-constrained minimum weight
arborescence [22]. In [20] basic principles for constructing dual ascent algorithms are developed
for some example problems. The authors conclude that their methods are structure dependent and
problem specific.
In computer vision, dual block coordinate ascent algorithms for Lagrangean decompositions of
combinatorial problems were proposed for multiple target tracking [4], graph matching (quadratic
assignment problem) [48, 40], multi-graph matching [39], the multicut problem [37], cell tracking in
biological image analysis [24] and MAP inference in MRFs [30, 31, 18, 46, 36, 25, 34, 44, 26, 42, 43].
A general study on how to design efficient DBCA algorithms has been presented in [38]. In this work,
general algorithmic principles on how to update Lagrangean variables for arbitrary combinatorial
subproblems have been presented. However, the construction of the decomposition into combinatorial
subproblems, the specific choice of updates and their efficient implementation are still left open for
the algorithm designer to decide anew for each new problem class. The work [47] analyzes different
update operations for DBCA problems and theoretically characterizes the resulting stationary points.
Optimization with binary decision diagrams. While binary decision diagrams (BDDs) have
been used mostly to encode Boolean functions, finding optimal assignments w.r.t. a linear cost is a
straightforward extension [29]. However, for most interesting combinatorial problems the size of
the BDD encoding the constraints increases exponentially, hence making straightforward utilization
of BDDs computationally infeasible. In this scenario, two approaches have been proposed to limit
BDD growth: (i) Solving a relaxation in which the set of feasible points is larger which leads to a
lower bound [2] or (ii) solving a restriction in which only a subset of feasible solutions is considered,
leading to an upper bound [7]. In both cases, a relaxation respectively restriction is sought whose
underlying BDD is smaller than the original BDD encoding.
A related work to ours is the BDD-based Lagrangean relaxation method [6], where multi-valued
binary decision diagrams, an extension of BDDs, are applied to a relaxation of the original problem
and additional constraints, e.g. linear inequalities, are enforced via Lagrangean multipliers. The
resulting dual problem is solved via subgradient ascent. In contrast, our decomposition does not
depend on a single BDD subproblem, but we utilize an arbitrary number of them and optimize the
Lagrangean dual with the more efficient DBCA method. We also show how DBCA updates can be
executed with minimal complexity. This allows us to perform n DBCA updates per iteration, where
n is the number of variables, in the same time we would need to compute a single subgradient step.
Integer linear programming. The classical way to solve combinatorial problems for which no
combinatorial algorithm is known is to derive descriptions of the feasible set in terms of linear
inequalities. Integrality constraints are relaxed and the resulting linear programming (LP) relaxation
is solved by LP algorithms, e.g. the simplex algorithm or the interior point method. If the solver
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outputs fractional variables, branch-and-bound steps are typically employed in which variables are
fixed to integer values and the modified LP relaxation is resolved until an optimal solution is found.
This approach was pioneered for the traveling salesman problem [12] and has been successful in
solving many large scale instances [3]. Commercial solvers like Gurobi [23] and CPLEX [10] are
leading implementations of this type of algorithms. They combine high-quality LP solvers and
elaborate branch-and-bound implementations together with primal heuristics to round fractional
solutions into feasible integral ones. Due to the considerable implementation effort solvers written
in academic projects seem not able to achieve state-of-the-art results. Still, [3] state more efficient
LP solvers as one of the challenges for solving even larger problems, since the time spent in the LP
solution phase is becoming a bottleneck for very large problem instances.
3 Lagrangean decomposition of 0–1 programs
Below, we introduce a Lagrangean decomposition for binary programs and recapitulate the min-
marginal averaging algorithm, the most commonly used DBCA approach. Additionally, we introduce
a smoothed approximation of the proposed Lagrangean decomposition with the corresponding
sum-marginal averaging scheme.
Definition 1 (Binary program). Consider m index subsets Ij ⊂ [n] and corresponding constraints
Xj ⊂ {0, 1}Ij for j ∈ [m] together with a linear objective c ∈ Rn. The corresponding binary
program is defined as
min c>x s.t. xIj ∈ Xj ∀j ∈ [m]. (BP)
Binary programs can encode Max-SAT, weighted constraint satisfaction problems with finite domains
and the most commonly used 0–1 integer linear programs.
Example 1. Consider the 0–1 integer linear program
min c>x s.t. Ax ≤ b, x ∈ {0, 1}n. (ILP)
The system of linear constraints Ax ≤ b may be split into m blocks, each block representing a
single (or multiple) rows of the system. For instance, let a>j x ≤ bj denote the j-th row of Ax ≤ b,
then the problem can be written in the form (BP) by setting Ij = {i ∈ [n] | aji 6= 0} and
Xj = {x ∈ {0, 1}Ij |
∑
i∈Ij ajixi ≤ bj}.
3.1 Lagrangean dual
While the problem (BP) is NP-hard and thus difficult to solve in general, optimization over each
single constraint alone, i.e. minx∈Xj c
>x, can be much easier. In order to combine solvers for
each individual subproblem into a solver for the whole problem (BP), we derive a Lagrangean dual
problem that is amenable to dual block coordinate ascent.
Definition 2 (Lagrangean dual problem). Define the set of subproblems that constrain variable xi as
Ji = {j ∈ [m] | i ∈ Ij}. Let the energy for subproblem j ∈ [m] w.r.t. Lagrangean dual variables
λj ∈ RIj be Ej(λj) = minx∈Xj x>λj . Then the Lagrangean dual problem is defined as
max
λ
∑
j
Ej(λj) s.t.
∑
j∈Ji
λji = ci ∀i ∈ [n]. (D)
Assume that the optima of the individual subproblems Ej(λj) agree with each other, i.e. xji = x
k
i for
i ∈ Ij ∩ Ik. Then (D) gives a solution to the original problem (BP) due to the constraints on λ. In
general, it is a lower bound on (BP), since the consistency constraints need not hold, which means
that we optimize over a larger set. We provide a formal derivation of problem (D) in the appendix.
3.2 Min-marginal averaging
In this section we present the dual block coordinate ascent method to solve problem (D). The
underlying algorithmic idea is to iterate over each variable and adjust dual variables such that in each
subproblem the minima w.r.t. the current variable agree with each other. This results in an algorithm
which produces a monotonically non-decreasing sequence of lower bounds for (D). To this end, we
define min-marginals and the min-marginal averaging update step.
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Definition 3 (Min-marginal averaging). For i ∈ [n], j ∈ Ji and β ∈ {0, 1} let
mβij = min
x∈Xj
x>λj s.t. xi = β (1)
denote the min-marginal w.r.t. i, j and β. The min-marginal averaging update w.r.t. i is defined as
λji ← λji − (m1ij −m0ij) +
1
|Ji|
∑
k∈Ji
m1ik −m0ik ∀j ∈ Ji. (2)
The quantity |m1ij − m0ij | indicates by how much minx∈Xj x>λj increases if xi is fixed to 1 (if
m1ij > m
0
ij), respectively 0 (if m
1
ij < m
0
ij). The min-marginal averaging update results in an
equal distribution of min-marginals across each involved subproblem, Also, it results in a maximal
improvement of the lower bound when all other Lagrangean variables are fixed.
Proposition 1. The min-marginal averaging update w.r.t. i ∈ [n] increases the dual bound by
min
{
0,
∑
j∈Ji
m1ij −m0ij
}
−
∑
j∈Ji
min
{
0,m1ij −m0ij
} ≥ 0 . (3)
Min-marginal averaging algorithm. Algorithm 1 approximately solves the Lagrangean dual (D)
by performing a series of min-marginal update operations (2). The order in which the variables
are processed is fixed at the start of the algorithm. We discuss variable orders that support the
optimization process as well as an alternative averaging strategy in Section A of the appendix.
Algorithm 1 Min-marginal averaging
1: input objective vector c ∈ Rn, constraint sets Xj ⊂ {0, 1}Ij for j ∈ [m]
2: Find variable ordering {i1, . . . , in}.
3: Initialize dual variables λji = ci/|Ji| for all i ∈ [n], j ∈ Ji.
4: while (stopping criterion not met) do
5: Perform forward pass:
6: for i = i1, . . . , in do
7: for j ∈ Ji do
8: Compute min-marginals mβij = minx∈Xj x
>λj subject to xi = β for β ∈ {0, 1}.
9: end for
10: for j ∈ Ji do
11: Update dual variable: λji := λ
j
i − (m1ij −m0ij) + 1|Ji|
∑
1≤k≤mm
1
ik −m0ik
12: end for
13: end for
14: Perform backward pass (set variable order to {in, . . . , i1}).
15: end while
3.3 Smoothing
It is well-known that, except in special cases [13], DBCA can fail to reach the optimum of the
relaxation. Suboptimal stationary points of DBCA algorithms are analyzed in [47]. One way to
attain optima of Lagrangean relaxations with DBCA algorithms is to replace the original non-smooth
dual objective with a smooth approximation on which DBCA is guaranteed to find the optimum.
We propose such a smooth approximation below for our Lagrangean decomposition (D) and detail
according update rules. Analogous techniques were used in [34] to smooth the TRWS algorithm [30].
First, we replace the original energy Ej(λj) through a log-sum-exp based approximation. For any
smoothing parameter α > 0 we define
Ejα(λ
j) = −α · log
( ∑
x∈Xj
exp
(−x>λj
α
))
. (4)
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This results in the smooth Lagrangean dual maxλ
∑
j∈[m]E
j
α(λ
j). Further, instead of min-
marginals mβij we define marginal log-sum-exp values as
mα,βij = −α · log
( ∑
x∈Xj :xi=β
exp
(−x>λj
α
))
. (5)
Finally, the min-marginal averaging operation (2) is replaced by
λji ← λji − (mα,1ij −mα,0ij ) +
1
|Ji|
∑
k∈Ji
mα,1ik −mα,0ik . (6)
With this change of operations, Algorithm 1 becomes a DBCA method for the smooth approximation.
Proposition 2 (Approximation guarantees). For any α > 0 and j ∈ [m] it holds that
Ej(λj) > Ejα(λ
j) ≥ Ej(λj)− α log |Xj |. (7)
4 Primal heuristic: Depth-first search and constraint propagation
In this section we present our approach to determine good primal solutions for the problem (BP) based
on the dual solution that we obtained by block coordinate ascent. The basic idea is to iteratively fix
variables and backtrack until we arrive at a feasible solution. The success of the search is determined
by the order and the values of the variable fixations. In order to define a search strategy, we compute
variable scores Si ∈ R and preferred variable values βi ∈ {0, 1} for all i ∈ I. Variables are fixed to
preferred values βi in descending order of their scores Si.
We describe a straightforward choice for Si and βi here and discuss alternatives in the appendix. To
this end, we compute for every index i ∈ [n] the total min-marginal difference defined below.
Definition 4 (Total min-marginal difference). The total min-marginal difference for i ∈ [n] w.r.t.
current dual variables λ is defined as Mi =
∑
j∈Ji m
1
ij −m0ij .
The quantity |Mi| indicates by how much the dual bound increases if xi is fixed to 1 (if Mi > 0),
respectively 0 (if Mi < 0), in each subproblem individually, given that the dual variables remain
unchanged. Thus, we prefer to fix xi as indicated by the sign of Mi and define
βi = 1 if Mi ≤ 0 and βi = 0 if Mi > 0. (8)
The two variable fixation orders we employ are based on setting Si = |Mi| or Si = −Mi. The
second, less intuitive order introduces a bias to fix variables to 1, which, in our experiments, allows
to find feasible solutions faster. This is due to feasible solutions having a small number of 1-entries.
Our primal heuristic is detailed in Algorithms 4 and 5 in the appendix. Algorithm 4 traverses the
space of feasible solutions by depth-first search. We accelerate the search further by propagation of
the restrictions to the feasible sets given the current partial assignment, see Algorithm 5.
5 Implementation with binary decision diagrams
We have described above a generic DBCA procedure for optimizing a Lagrangean relaxation of 0–1
integer linear programs and a primal search heuristic for finding solutions given dual variables. Below,
we describe how reduced ordered binary decision diagrams [9], a data-structure for representing
Boolean functions, can provide efficient procedures for all operations that we require in the algorithms
above. Below we define the type of binary decision diagrams (BDDs) we employ.
5.1 Binary decision diagrams
Definition 5 (Binary decision diagram). Given a set of ordered variable indices I = {i1, . . . , ik}, a
binary decision diagram is a rooted, directed acyclic graph (V,A) with A = A1 ∪A0 such that:
(i) Every node v ∈ V is labeled with an associated index idx(v) ∈ I or is one of the two special
nodes > or ⊥, representing the outcomes true and false, respectively.
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(ii) The root node r has index idx(r) = i1.
(iii) Each node v ∈ V \{>,⊥} has two outgoing arcs, a 1-arc (v, v+1 ) ∈ A1 and a 0-arc (v, v+0 ) ∈ A0.
(iv) Every path from r to > or ⊥ traverses a sequence of nodes (v1, . . . , v`,⊥) for ` ≤ k or
(v1, . . . , vk,>) with consecutive indices idx(vj) = ij for all j.
(v) From every node v ∈ V \{>,⊥} there exists a path from r to v and from v to >.
(vi) The BDD is reduced, i.e. there are no isomorphic subgraphs.
1
3
3
7
7
⊥
>
0
1
Figure 1: Binary decision diagram representing the
indicator function of all binary triples (x1, x3, x7)
that satisfy the simplex constraint x1+x3+x7 = 1.
Outgoing arcs represent variable assignments to
0 (dotted) or 1 (solid). Feasible assignments are
represented by paths to the truth symbol >.
Our definition of BDDs slightly deviates from the common one [9], in that we mandate the indices
to appear consecutively on each path (even if both outgoing arcs of some node point to the same
node). This property helps us in devising simpler algorithms for min-marginal updates and variable
restrictions. Still, the canonicity property holds, i.e. there is a one-to-one correspondence between
BDDs and Boolean functions via the following path-property of BDDs.
Proposition 3 (Canonicity). There is a one-to-one correspondence between Boolean functions
f : {0, 1}I → {0, 1} and BDDs such that f(xi1 , . . . , xik) = 1 if, and only if, the corresponding path
to > in the BDD takes the xi` -arc between v` and v`+1 for ` < k.
5.2 BDD representation
In our method we use BDDs to represent indicator functions 1Xj (x). In order to obtain a viable
implementation, the BDD size w.r.t. the number of variables needs to be moderate. On the one
hand, there exist linear constraints whose corresponding BDD size is exponential irrespective of
the variable order [1, Theorem 10], [29, Theorem B, Theorem K]. On the other hand, there exist
polynomial upper bounds on the size of the BDD representation for many commonly encountered
constraints. These include cardinality constraints, constraints with bounded coefficients and many
others [29, p. 213ff], [45]. See Figure 1 for an example where X is defined by a cardinality constraint
which has size linear in the number of variables. For general inequalities there exist lifting techniques
utilizing a coefficient splitting that result in multiple BDDs with overall polynomial size [1, Corollary
15]. Hence, the Lagrangean decomposition can be chosen such that the overall size of the BDD
representation is polynomial. In most structured prediction problems and in particular in the ones we
solve in Section 6 the coefficients in the constraint matrix are bounded by a small constant. In this
case [29] guarantees BDDs of moderate size and we do not need the advanced techniques of [1].
The representation of 1Xj as BDDs comes with the advantage that the min-marginals w.r.t. Xj can
be computed by dynamic programming (shortest path search) in the BDD. In fact, every forward,
respectively backward pass of Algorithm 1 requires traversing all BDDs only once to compute all
min-marginals, as intermediate results from previous iterations can be reused. We describe this
procedure and the necessary update steps below.
5.3 Abstract BDD update steps
In Algorithms 2 and 3 below we describe update steps for the dynamic programs to compute two
quantities: i) min-marginals (1) and ii) marginal log-sum-exp values (5). To support these objectives,
Algorithms 2 and 3 use different algebras (⊕,⊗,0,1) with 0 begin the neutral element for ⊕ and
1 the neutral element for ⊗. Additionally, to each variable we associate a number θi ∈ R, i ∈ I,
which either are variable costs for min-marginals or exponential negated variable costs for marginal
log-sum-exp. We compute for each node u ∈ V forward messages −→mu and backward messages←−mu,
which represent solutions to the partial dynamic programs between u and r, respectively u and >/⊥.
Backward message values for terminal nodes are fixed to←−m⊥ = 1 and←−m> = 0 and the forward
message value of the root node r is fixed to −→mr = 0. In Table 1 we specify the specific algebras for
computing the above quantities.
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Algorithm 2 Forward BDD update step
input variable index i ∈ I
for v ∈ V with idx(v) = i do
−→mv =
( ⊗
u:uv∈A0
−→mu
)
⊗
( ⊗
u:uv∈A1
(−→mu⊕ θi−1)
)
end for
Algorithm 3 Backward BDD update step
input variable index i ∈ I
for v ∈ V with idx(v) = i do
←−mv =←−mvv+0 ⊗ (
←−mvv+1 ⊕ θi)
end for
Algorithms 2 and 3 compute forward respectively backward messages. The forward messages are
computed from first to last variable index using the already computed forward messages of preceding
nodes. Similarly, the backward messages are computed from last to first variable index using the
previously computed backward messages of successive nodes. Once we have correct messages for
variable index i ∈ I, we can compute min-marginals/marginal log-sum-exp as follows.
m0i =
⊗
v∈V : idx(v)=i
(−→mv ⊕←−mv+0 ) , m
1
i =
⊗
v∈V : idx(v)=i
(−→mv ⊕←−mv+1 ⊕ θi) . (9)
Table 1: Algebras in Algorithms 2 and 3 to compute min-marginal (1) and marginal log-sum-exp (5).
Abstract Min-marginal (1) Marginal log-sum-exp (5)(⊕, ⊗, 0, 1, θi) (+, min, 0, ∞, λji ) (·, +, 1, 0, exp(−λji/α))
5.4 Incremental BDD updates
With the above algorithms for BDD updates, we can also implement efficient incremental updates for
the min-marginal averaging operation in line 8 of Algorithm 1 and its smoothed variant. For this,
replace the box on line 8 in the forward pass by
Call Algorithm 2(i,BDDXj ); Compute marginals via (9); (10)
and similarly in the backward pass by
Compute marginals via (9); Call Algorithm 3(i,BDDXj ); . (11)
Proposition 4. After initialization of all messages, the incremental computation in (10) and (11)
produces correct marginals when used in Algorithm 1.
With this scheme, we can implement one forward resp. backward pass of Algorithm 1 in time
proportional to visiting each BDD node exactly once. In other words, Algorithm 1 has iteration
complexity linear in the size of the BDDs that encode the problem decomposition. For many problems
with simple constraints (e.g. simplex constraints) the size of BDDs is proportional to the number of
variables in the constraint, resulting in complexity linear in the size of the problem description.
6 Experiments
We show competitiveness of our solver with Gurobi [23], a leading ILP solver, on a diverse set of struc-
tured prediction problems. More details on the statistics of the different datasets, the corresponding
ILP formulations and experimental results can be found in Section D of the appendix.
Datasets. We selected a large variety of problems from structured prediction in computer vision and
machine learning to demonstrate the versatility of our solver. Our instances have 15k–6M variables
and 10k–8M constraints, representing a diverse set of applications and the following problem types.
Markov Random Field (MRF) Several datasets from the OpenGM [28] benchmark, containing both
small and large instances with varying topologies and number of labels.
Graph matching (GM) The classical house and hotel datasets as used in [41] and the larger and
harder worms dataset from developmental biology [27]. The worms dataset contains some of
the largest graph matching instances in the literature.
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Table 2: Results for Gurobi and our method BDD-MP. LB denotes the average value of the root LP
relaxation for Gurobi and the average value of the Lagrangean relaxation computed by BDD-MP. UB
denotes the average objective value of the best primal solution found or n/a if for at least one instance
no feasible solution was found. Running times are upon termination of the entire algorithm.
Gurobi BDD-MP
Dataset LB UB Time [s] LB UB Time [s]
Cell tracking – small –4.3817e06 –4.3816e06 1.69 –4.3867e06 –3.9046e06 17.82
Cell tracking – large –1.5454e08 –1.5428e08 7691.78 –1.5490e08 –1.5065e08 1464.45
GM
Hotel –4.2930e03 –4.2930e03 3.65 –4.2930e03 –4.2930e03 8.01
House –3.7781e03 –3.7781e03 5.64 –3.7781e03 –3.7781e03 18.24
Worms –4.8487e04 –4.8463e04 3289.02 –4.9494e04 –4.7518e04 1029.80
MRF
Object-seg 3.1317e04 3.1317e04 1098.93 3.1249e04 3.1484e04 1787.00
Color-seg 3.0847e08 3.0847e08 92.61 3.0846e08 3.0864e08 214.21
Color-seg-n4 1.9766e04 2.0181e04 4232.50 1.9644e04 2.1482e04 804.18
Color-seg-n8 1.9744e04 2.7830e04 4612.47 1.9632e04 2.2288e04 1699.09
Discrete tomography 2.5365e02 n/a 321.65 2.3942e02 n/a 102.81
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Figure 2: Average lower bounds vs. time (logarithmic) for cell-tracking-large, worms, object-seg.
Cell tracking Small and large cell tracking problems from the study [24].
Discrete tomography The synthetic discrete tomography dataset introduced in [32] consisting of a
few thousand instances with a varying number of projections and object densities.
Algorithms. Below we specify the algorithms for our empirical comparison.
Gurobi [23] We disable presolve and run the dual simplex branch-and-bound method in a single
thread with a time limit of 10 minutes for discrete tomography and 10 hours for all other
instances. Presolve did not improve optimization for our problems but required significant time
to perform. The dual simplex method was the best performing LP algorithm on our datasets.
BDD-MP We create one BDD per linear inequality and keep the variable order as specified by the
input. Then we run Algorithm 1 until a minimal relative objective improvement of 10−6 and
afterwards search for a primal solution with Algorithm 4. We use the non-smooth optimization
except for discrete tomography, where we use smoothing parameter α = 0.01.
Results. In Table 2 we report averaged upper and lower bounds as well as running times for Gurobi
and our method. In Figure 2 we plot for a representative subset of datasets the progress over time of
lower bounds computed by the compared methods. Additional plots are provided in the appendix.
As can be seen in Table 2 and Figure 2, our results are either equal to those achieved by Gurobi or
not far behind. When inferior, our method achieves small optimality gaps. Since our solver can get
stuck in suboptimal points, this is to be expected. Nonetheless, our results are remarkable, since
Gurobi and similar leading ILP solvers are highly sophisticated and complex pieces of software that
have been developed for decades. In contrast, our implementation is an academic effort that leaves
plenty of room for further improvements in the future. The underlying LP solvers of Gurobi and its
competitors, however, have seen modest improvements in recent years and thus likely exhibit fewer
opportunities to improve them further.
For the structured prediction problems in this experimental comparison there are dedicated efficient
algorithms that exploit the problem structure, see related work. They outperform both our method
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and Gurobi significantly, but are not generally applicable and require extensive implementation effort,
hence preventing their application to new structured prediction problem formulations.
7 Conclusion
We have presented a new message passing approach for 0–1 ILPs based on binary decision diagrams.
Our implementation is competitive with state-of-the-art ILP solvers on a number of problems from
structured prediction. Further steps to improve the algorithm include more advanced message passing
operations, integration into branch-and-bound, parallelization, preprocessing and more sophisticated
primal rounding schemes. Our solution paradigm may enable optimization of larger 0–1 ILPs than
previously possible with established methods, without the need to develop specialized solvers.
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A Lagrangean decomposition
A.1 Derivation of the dual
We first introduce vectors y ∈ {0, 1}n as well as xj ∈ Xj for j ∈ [m] and rewrite (BP) redundantly
as
min
y,x1,...,xm
c>y s.t. yIj = x
j , xj ∈ Xj ∀j ∈ [m]. (12)
Now, let Ji = {j ∈ [m] | i ∈ Ij} denote the set of variable indices constrained by Xj . For i ∈ [n]
and j ∈ Ji we introduce dual variables λji associated with the equality constraint yi = xji . For each
set of Lagrange variables λ we obtain a lower bound to the original problem (12) given by
min
y,x1,...,xm
∑
i∈[n]
(
ci −
∑
j∈Ji
λji
)
yi +
∑
j
λj
>
xj s.t. y ∈ {0, 1}n, xj ∈ Xj ∀j ∈ [m] (13)
Optimization above can be decoupled for each xj , j ∈ [m]. and maximizing over λ gives the
Lagrangean dual
max
λ
min
y∈{0,1}n
∑
i∈[n]
(
ci −
∑
j∈Ji
λji
)
yi +
∑
j
min
x∈Xj
x>λj . (14)
For simplification we can eliminate y from the formulation by observing that (w.l.o.g.) the maximum
is attained for some λ that satisfies
∑
j∈Ji λ
j
i = ci for all i ∈ [n]. Hence, the simplified dual problem
reads
max
λ
∑
j
min
x∈Xj
x>λj s.t.
∑
j∈Ji
λji = ci ∀i ∈ [n]. (D)
A.2 Min-marginal averaging
Proof of Proposition 1
Proof. Let λ¯ji = λ
j
i − (m1ij −m0ij). Then
Ej(λ¯j) =
{
Ej(λj)− (m1ij −m0ij) if m1ij −m0ij < 0
Ej(λj) else.
(15)
Moreover, the min-marginal differences w.r.t. λ¯ vanish. Now, let λ¯ji = λ¯
j
i +1/|Ji|
∑
k∈Ji m
1
ik−m0ik.
Then
Ej(λ¯j) =
{
Ej(λ¯j) + 1/|Ji|
∑
k∈Ji m
1
ik −m0ik if 1/|Ji|
∑
k∈Ji m
1
ik −m0ik < 0
Ej(λ¯j) else.
(16)
Hence, the dual bound increases in total by∑
j∈Ji
Ej(λ¯j)− Ej(λj) = −
∑
{k∈Ji|m1ik−m0ik<0}
(m1ik −m0ik) + min
{
0,
∑
k∈Ji
m1ik −m0ik
}
. (17)
A.3 Variable order
The order in which we process the variables in Algorithm 1 should facilitate the increase of the
dual bound in each iteration. Therefore, we want to process variables consecutively if their updates
influence each other’s min-marginals, which happens if there is a subproblem that contains both
variables. A suitable variable order can be obtained by searching for a permutation of the variable
adjacency matrix with lowest bandwidth. Here, we define two variables i and i′ to be adjacent if
i, i′ ∈ Ij for some j ∈ [m]. The bandwidth of a matrix is the width of the smallest band around the
diagonal such that all non-zero entries are contained in it. Bandwidth-minimization is NP-hard [35],
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but fast heuristics such as the Cuthill-McKee algorithm [11] are available. The variable adjacency
matrix can be constructed ad-hoc, which takes time quadratic in the number of variables per constraint.
An alternative approach is to use fast matrix multiplication to compute the product of the variable-
constraint incidence matrix with its transpose. We note, however, that in any case the additional time
spent to compute the variable order is significant, and thus we resort to the default variable order for
our experiments.
A.4 SRMP averaging
The min-marginal averaging update w.r.t. i ∈ [n] defined in (2) subtracts the min-marginal difference
from each corresponding dual variable and distributes the sum of min-marginal differences evenly
to all dual variables associated with i. In the case of higher-order graphical models an alternative
averaging strategy called Sequential Reweighted Message Passing (SRMP) [31] was shown to
improve the convergence behavior of the associated DBCA algorithm. Inspired by SRMP we suggest
the following averaging scheme as an alternative to the default update. Let
Si = {j ∈ Ji | ∃i′ > i such that i′ ∈ Ij} (18)
denote the subproblem indices that contain any variable with index greater than i. Note that we
define Si w.r.t the default order on [n] for the sake of simplicity, but any other order will do as well.
The SRMP update distributes the sum of min-marginal differences evenly to all λji for j ∈ Si instead
of j ∈ Ji. If Si = ∅, we fall back to the default averaging scheme by setting Si = Ji. We observed
small convergence improvements with the modified update in comparison to the default update.
A.5 Smoothing
Proof of Proposition 2
Proof. It holds that
Ej(λj) = min
x∈Xj
x>λj (19)
≥ −α log
(
exp
(
− min
x∈Xj
x>λj
α
))
(20)
≥ −α log
∑
x∈Xj
exp
(
− x
>λj
α
) = Ejα(λj) (21)
≥ −α log
(
|Xj | · exp
(
− min
x∈Xj
x>λj
α
))
(22)
= Ej(λj)− α log(|Xj |).
B Primal heuristic
B.1 Search strategies
Another indicator of how suitable a variable/value pair is for fixation is the reduction of the number
of feasible solutions when a given variable is fixed to some value.
Definition 6 (Search space reduction coefficient). For i ∈ [n] we define the search space reduction
coefficient as
Ri =
∑
j∈Ji
|{x ∈ Xj | xi = 1}| − |{x ∈ Xj | xi = 0}| . (23)
The quantity Ri indicates the difference in search space reduction between the fixation xi = 1 and
xi = 0 across all associated subproblems. As an alternative choice for the variable scores Si that
determine the order of variable fixations, we propose Si = sign(Ri)Mi. The resulting strategy
prefers those variables for which the signs of Ri and Mi agree, thus aligning search space reduction
in the individual subproblems with the min-marginal evidence.
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Algorithm 4 Primal-Heuristic(I, (Xj , Ij)j∈[m], (Ji)i∈[n])
1: input Open variable indices I ⊂ [n], restricted subproblems and indices (Xj , Ij), j ∈ [m],
scores (Ji)i∈I
2: Find variable i ∈ I with maximum score Ji
3: (feasible, I ′, (X ′j , I ′j)j∈[m]) = Restriction-Propagation((Xj , Ij)j∈[m], (i, β))
4: if feasible and I ′ = ∅ then
5: return solution
6: else if feasible then
7: feasible = Primal-Heuristic(I ′, (Xj , Ij)j∈[m], (Ji)i∈I′)
8: else if not feasible then
9: (feasible, I ′, (X ′j , I ′j)j∈[m]) = Restriction-Propagation((Xj , Ij)j∈[m], (i, 1− β))
10: if feasible then
11: return Primal-Heuristic(I ′, (Xj , Ij)j∈[m], (Ji)i∈I′ )
12: else
13: return infeasible
14: end if
15: end if
16: output Partial solution to current subproblem or infeasible
Algorithm 5 Restriction-Propagation((Xj , Ij)j∈[m], (i, β))
1: input Subproblems Xj , indices Ij ⊂ [n], j ∈ [m], index/value pair to fix (i, β).
2: for j ∈ Ji do
3: X βj = {x ∈ Xj | xi = β}
4: F = {(i′, β′) ∈ Ij × {0, 1} | x ∈ X βj ⇒ xi′ = β′}
5: Ij = {i′ ∈ Ij | @β′ s.t. (i′, β′) ∈ F}
6: for (i′, β′) ∈ F\{(x, β)} do
7: Restriction-Propagation((Xj , Ij)j∈[m], (i′, β′))
8: end for
9: end for
10: Set feasible = true⇔ ∀j ∈ [m] : Xj 6= ∅
11: output feasible, restricted subproblems/indices (Xj , Ij)j∈[m]
C Implementation with binary decision diagrams
Proof of Proposition 3
Proof. See [9, Theorem 1]. The required changes due to insertion of BDD nodes with equal outgoing
edges do not change the proofs.
Proof of Proposition 4
Proof. First, we note that (9) returns correct marginals for variable i` if we have performed Algo-
rithm 3 for variables i1, . . . , i`−1 in that order and Algorithm 3 for variables ik, . . . , i`+1 in that order.
The reason is that Algorithms 2 and 3 are performing dynamic programming steps for the respective
problem, i.e. for shortest path with the (+,min)-algebra. When processing variable i in the forward
pass of Algorithm 1, forward messages −→m for variables i′, i′ < i remain valid, and the same holds
true for backward messages ←−m for variables i′ > i. Hence, we only have to update the forward
messages for variable i + 1 to obtain correct marginals for variable i + 1 via (9). An analoguous
reasoning holds true for the backward pass.
C.1 Solution counting
Similar to the min-marginals (1) and marginal log-sum-exp (5), we can compute solution counts and
thus Ri in (23) efficiently with incremental BDD update steps. To this end, one can employ Algo-
rithms 2–3 and equations (9) with the abstract algebra (⊕, ⊗, 0, 1, θi) defined by (·, +, 1, 0, 1).
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C.2 Variable fixations
We implement the variable fixations xi = β from Section 4 as manipulations to all BDDs that involve
variable xi. The manipulations are specified in Algorithms 6 – 8. In order to fix xi = β in some
BDD, Algorithm 6 redirects all outgoing (1− β)-arcs from the nodes v ∈ V with idx(v) = i to ⊥.
If that leaves any node unreachable from the root, we recursively remove them with their outgoing
arcs by Algorithm 7. If > becomes unreachable, the algorithm detects that the fixation renders
the subproblem infeasible. Similarly, if some node no longer lies on any path towards >, then we
recursively remove it and redirect its incoming arcs by Algorithm 8. The variable fixation leads to a
smaller BDD that represents the restricted feasible set. See Figure 3 for an example.
Remark. The complexity of any sequence of ≤ |I| variable fixations for a BDD is bounded by the
number of BDD nodes |V |.
Algorithm 6 Variable Fixation
input variable index i ∈ [n], β ∈ {0, 1}
for v ∈ V with idx(v) = i do
Change β-arc (v, v+β ) to (v,⊥)
if v+β has no incoming arcs left then
if Remove-Forward(v+β ) = false then
return false
end if
end if
if both outgoing arcs of v point to ⊥ then
Remove-Backward(v)
end if
end for
return true
Algorithm 7 Remove-Forward
input BDD node v ∈ V
if v = > then
return false
end if
Remove v and outgoing arcs (v, v+0 ), (v, v
+
1 )
if v+0 has no incoming arcs left then
Remove-Forward(v+0 )
end if
if v+1 has no incoming arcs left then
Remove-Forward(v+1 )
end if
Algorithm 8 Remove-Backward
input BDD node v ∈ V
for (u, v) ∈ A do
Replace (u, v) by (u,⊥)
if both outgoing arcs of u point to ⊥ then
Remove-Backward(u)
end if
end for
Remove v
1
3
7
⊥
>
Figure 3: The BDD obtained from the one depicted
in Figure 1 by fixing x3 = 1. Nodes that are no
longer reachable from the root or no longer lie on
a path to > have been removed.
D Experiments
D.1 Dataset statistics
In Table D.1, we summarize the number of instances and average number of variables and constraints
for each dataset used in our experiments.
D.2 ILP formulations
Below we detail the ILP formulations of the four problem types considered in the experiments.
D.2.1 Markov random fields
For MRFs, we formulate the associated optimization problem via the local polytope relaxation [46].
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Table 3: Number of instances, average number of variables (|I|) and average number of con-
straints (|J |) for each dataset.
Dataset # Instances Avg |I| Avg |J |
Cell tracking – small 10 220352 43943
Cell tracking – large 5 6021257 1274305
GM
Hotel 105 379350 52260
House 105 379350 52260
Worms 30 1507767 165626
MRF
Object-seg 5 531115 1643289
Color-seg 3 2126715 8228431
Color-seg-n4 9 947652 3222980
Color-seg-n8 9 1106139 6354972
Discrete tomography 2700 15148 10945
Definition 7 (Local polytope). Given a graph G = (V,E) with label space Li for all i ∈ V , unary
potentials θi ∈ RLi for i ∈ V and pairwise potentials θij ∈ RLi×Lj for ij ∈ E we define the local
polytope as
Λ =
µ ∈
⊗
i∈V
{0, 1}Li ⊗
⊗
ij∈E
{0, 1}Li×Lj :
∑
xi∈Li µi(xi) = 1 ∀i ∈ V∑
xi∈Li,xj∈Lj µij(xi, xj) = 1 ∀ij ∈ E∑
xj∈Lj µij(xi, xj) = µi(xi) ∀ij ∈ E, xi ∈ Li∑
xi∈Li µij(xi, xj) = µj(xj) ∀ij ∈ E, xj ∈ Lj
 .
(24)
The overall 0–1-optimization problem reads
min
µ∈Λ
∑
i∈V
〈θi, µi〉+
∑
ij∈E
〈θij , µij〉 . (25)
D.2.2 Graph matching
The graph matching instances are about matching two sets of points L and R. There are both linear
costs c ∈ RL×R as well as pairwise costs d ∈ RL×L×R×R. The linear constraints read
Γ =
 µ ∈ {0, 1}
L×R
ν ∈ {0, 1}L×L×R×R :
µ1 ≤ 1
µ>1 ≤ 1
µlr =
∑L
l′=1
∑R
r′=1 νll′rr′ ∀l ∈ {1, . . . , L}, r ∈ {1 . . . , R}
µlr =
∑L
l′=1
∑R
r′=1 νl′lr′r ∀l ∈ {1, . . . , L}, r ∈ {1 . . . , R}
 .
(26)
The 0–1-optimization problem is
min
(µ,ν)∈Γ
〈c, µ〉+ 〈d, ν〉 . (27)
Whenever we have sparse costs d we sparsify our encoding accordingly by leaving out the corre-
sponding variables ν.
D.2.3 Cell tracking
We use the formulation given in [24].
Definition 8 (Cell tracking). Given a set of nodes V corresponding to possible cell detections, a set
of cell transistions E ∈ (V2) and a set of cell divisions E′ ∈ (V3), we define variables xi ∈ {0, 1},
i ∈ V to correspond to cell detections, yij ∈ {0, 1}, ij ∈ E to cell transitions and y′ijk ∈ {0, 1},
ijk ∈ E′ to cell divisions. Additional conflict sets Cl ⊂ V , l ∈ {1, . . . , L} for excluding competing
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cell detection hypotheses are also given. The LP relaxation of the constraint set is given by
C =

x ∈ {0, 1}V
y ∈ {0, 1}E
y′ ∈ {0, 1}E′
:
xi =
∑
j:ij∈E
yij +
∑
jk:ijk∈E′
y′ijk ∀i ∈ V
xj =
∑
i:ij∈E
yij +
∑
ik:ijk∈E′
y′ijk +
∑
ik:ikj∈E′
y′ikj ∀j ∈ V∑
i∈Cl
xi ≤ 1 ∀l ∈ {1, . . . , L}
 .
(28)
Given cell detection costs θi ∈ R, i ∈ V , cell transition costs θij ∈ R, ij ∈ E and cell division costs
θijk ∈ R, ijk ∈ E′, the 0–1-optimization problem is
min
(x,y,y′)∈C
〈θ, (x, y, y′)>〉 . (29)
D.2.4 Discrete tomography
The discrete tomography problem is encoded as an MRF with additional tomographic projection
constraints.
Definition 9 (Discrete tomography). Given a graphG = (V,E) with label space Li = {0, 1, . . . , ki}
for all i ∈ V , unary potentials θi ∈ RLi for i ∈ V , pairwise potentials θij ∈ RLi×Lj for ij ∈ E and
tomographic projection constraints
∑
i∈Pl xi = bl for l ∈ {1, . . . , L}, Pl ⊂ V , bl ∈ N, the constraint
can be summarized as{
µ ∈ Λ :
∑
i∈Pl
∑
xi∈Li
xi · µi(xi) = bl ∀l ∈ {1, . . . , L}
}
. (30)
D.3 Additional plots
In Figure 4, we compare the lower bounds achieved by Gurobi and BDD-MP for all datasets.
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Figure 4: Averaged lower bound plots for all datasets.
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