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Abstract
Automated Term Recognition (ATR) is the task of finding terminology from raw text. It involves
designing and developing techniques for the mining of possible terms from the text and filtering
these identified terms based on their scores calculated using scoring methodologies like frequency
of occurrence and then ranking the terms. Current approaches often rely on statistics and regular
expressions over part-of-speech tags to identify terms, but this is error-prone. We propose a deep
learning technique to improve the process of identifying a possible sequence of terms. We improve
the term recognition by using Bidirectional Encoder Representations from Transformers (BERT)
based embeddings to identify which sequence of words is a term. This model is trained on Wikipedia
titles. We assume all Wikipedia titles to be the positive set, and random n-grams generated from
the raw text as a weak negative set. The positive and negative set will be trained using the Embed,
Encode, Attend and Predict (EEAP) formulation using BERT as embeddings. The model will then
be evaluated against different domain-specific corpora like GENIA – annotated biological terms and
Krapivin – scientific papers from the computer science domain.
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1 Introduction
Terms are an important aspect in many applications that deal with natural languages such
as search engines, automatic thesaurus construction [3], information extraction [9], automatic
abstraction [19], machine translation and ontology [17] and glossary population.
There are many methods to achieve the ATR task which include rule-based methods and
machine learning methods (data-driven) [18]. Rule-based methods need a set of pre-defined
rules for each task which needs deep knowledge of the domain and is often difficult to
maintain. Machine learning-based methods, on the other hand, have a significant effect on
existing classification activities, and experiments have shown considerable improvement. The
classical approach includes two steps, first feature extraction using methods like bag-of-words
and second, then using classification algorithms like support vector machines (SVM) or naive
Bayes. The two-step approach also faces some limitations because of the tedious feature
extraction process and it requires domain knowledge to design the features. Since the features
are pre-defined, they cannot be easily generalized to new tasks.
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Recently, deep learning methods are being widely used in many Natural Language
Processing (NLP) related tasks and are improving the state-of-the-art of NLP [21] [6]. Such
models attempt in an end-to-end manner to learn feature representations and perform
classification.
The most important factor in improving the current deep learning methods like Recurrent
Neural Network (RNN) and Convolutional Neural Network (CNN) apart from efficiency and
accuracy is the reduction in the dimension of inputs. We aim to generalize the task so that
the model can be used on similar datasets. We attempt to achieve this by using a four-step
strategy known as EEAP.
Our main aim is to recognize the terms as precisely as possible, so it is important
to understand the context between the sequence of words. Embeddings like GloVe and
word2vec ignore this information. Therefore, we have used BERT (Bidirectional Encoder
Representations from Transformers) to capture the contextual information [4] that helps
recognize our proposed hypothesis better.
The major contributions we like to mention here are; we have defined the traditional
NLP task as a deep learning model which can be custom trained based on requirements.
This model is effective in determining which sequence of words are terms compared to the
statistical approach. We have also addressed the importance of contextual information in
term recognition task in this tool by implementing BERT. Finally, in Section 5 we expose
our results and show how our model outperformed the baseline model ATR4S referred in
Section 2 by 28%. Our model also eliminates the need for multiple ranking and scoring
algorithm to recognize terms in a given set of documents.
2 Related Work
Rule-based and statistical ATR researches
Rule-based and statistical ATR methods [13] focused on parts-of-speech (PoS) for multi-word
constituents. Such work contributed to the recognition of words by pattern-based approaches
such as linguistic filters. Each word is tagged with its associated PoS in the linguistic filter
system, and the domain-specific term is defined based on the tag. A list of terms identified by
the linguistic filters (linguistic process) is commonly referred to as “candidate terms” (CT).
Each sequence of words in the Candidate Terms (CT) (n-grams) is then given a score using
statistical approaches. The score tells how likely the term is to be valid. The scores [13] are
either the measures of “unithood”, which attempts to identify if multi-word CT constituents
form a collocation rather than a co-occurrence by chance; or the measures of “termhood”
focus on measuring how likely a candidate term, CT, is a domain-specific concept. The most
commonly used technique to score the CT is to consider “frequency of occurrence”. The
most recent term weighting scheme is TF-IDF which weights each term based on the number
of occurrences within the document as well as within the entire corpora. These methods
are used to filter the CT. Once filtered, because of their low ambiguity and high specificity,
these extracted terms then can be used for many tasks including machine translation [5],
information retrieval [15], ontology construction and ontology enrichment [2].
Baseline Model: ATR4S
Recent work on ATR is conducted by ART4S [1]. It comprises 13 state-of-the-art (SOTA)
methods for ATR and implements the whole pipeline from text document pre-processing, to
term candidate collection, term candidate scoring, and finally, term candidate ranking. The
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text in the corpus is first split into sentences as part of pre-processing, tokenize and extract
part-of-speech tags and lemmas for obtained tokens. Once the texts are pre-processed, the
next step is “term candidate collection” – In this step, consecutive word n-grams (typically 1
to 4) of specified orders are extracted and three basic filters are applied (1. The noise filter:
To remove the unnecessary tags like HTML tags. 2. Stop word filter and 3. PoS tagging).
This gives a list of rare words. Words are then vectorized using the word2vec model. Each
word in the list is scored using 13 SOTA methods (TF-TDF, C-values, etc.,). Once the
scoring is done, the term is ranked to find how relevant a term is for being a key-term or
valid term.
Other related works
JATE 2.0 [24] is also closely related to ART4S [1] and uses 10 state-of-the-art methods and is
written in Java. Data is processed using traditional methods as in ART4S (pre-processing).
The pre-processed data is then passed to “candidate extraction”. JATE 2.0 uses Solr’s
analyzers for word vectorization which is a large text processing library. JATE 2.0 allows the
user to customize the analyzer based on individual needs. The obtained candidates are then
processed using different ATR algorithms which assigns the score and rank to the candidate
terms.
AdaText [25] is another tool that is used in ATR. This tool improves on the TextRank
algorithm to generate better performance. This provides generic methods to improve
performance in any domain when coupled with an existing ATR method. AdaText uses
GloVe word embeddings on the 2 datasets. The main limitation of AdaText [25] is the
lack of understanding of the relation between the threshold used for selecting words on the
TextRank.
All the works mentioned above provide some solution to identify domain-specific terms
but often result in an error-prone system due to the use of context-free models like word2vec
and GloVe. These models generate a single word embedding for each word in the CT,
resulting in unidirectional language models. This limits the choice of architecture that can
be used during pre-training [4]. Each candidate term needs to be evaluated not only based
on the frequency of occurrence but also the context. This contextual information is often
found on both the left-hand side and the right-hand side of the term. To address this issue a
new approach is proposed here – using BERT (Bidirectional Encoder Representations from
Transformers) embeddings.
Stanford University has recently used BERT in its ATR method for glossary terms [10].
The focus is on biology terms for the online textbook, Inquire. They have used the CNN
along with BERT embedding to extract the terms for one domain (biology). The data was
prepared manually, and it is a laborious process. The embeddings are generated only for
unigram and hence the multi-word key-terms are ignored here.
So far, all the rule-based methods and tools available for ATR used context-free models
and hence ignores the conceptual attribute for the term. Terms can be identified with
more accuracy if the contextual property is considered. There are recent advances in using
contextual models for term extraction [20] which uses BERT to fine-tune the terms extracted
using feature-based approach. In contrast, we propose the idea of using BERT embedding
which can capture the context of the given word and based on the context each candidate
term can be ranked. Our hypothesis here is that the term classified as key-term by this
process will be more accurate and reliable compared to other ATR tools.
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3 Methodology
First, we use the Wikipedia titles as positive examples and generate random n-grams (of
length 1–4) as a possible set of negative terms. We filter out most of the unrelated n-grams
using Term Frequency - Inverse Document Frequency (TF-IDF), this ensures that we train
the model on challenging negative terms instead of random noise. If these n-grams are not
already present in our positive example, it is added as a weak negative example. Finally,
this dataset is transferred to a CSV for training purpose.
The model consists of BERT for embedding, Bi-LSTM for encoding, Attention for reducing
the input vector, ADAM optimizer [23] for training and a final prediction layer using a
sigmoid output forming the EEAP structure.
3.1 BERT embeddings
BERT can be used to extract features like word and sentence embedding vectors from text
data. These vectors are used as feature inputs to downstream NLP models like LSTM,
GRU, etc., NLP models require numerical vectors as inputs. Previously, texts were either
interpreted as uniquely indexed values (one-hot encoding) or more usefully as neural word
embedding where vocabulary words are mapped against fixed-length embedding features
resulting from models such as word2vec or Fasttext (does not consider the context within
which the word appears). BERT improves over word2vec by generating the embedding based
on the words around the text. This information is useful in ATR and hence, we have chosen
BERT embeddings.
The output representations from the BERT encoding layer are summed element-wise to
generate a single representation with shape (1, n, 768) for sequence embedding or (n,768) for
word embedding.
3.2 Encode
Provided a sequence of word vectors, the encode step generates a matrix where each row
represents the meaning of each token while paying attention to the context of the rest of the
sentence.
Figure 1 Encode [8].
In this project, we have used a bidirectional LSTM. LSTM is a variant of RNN which is
developed as a remedy to the problem of vanishing gradients and exploding gradients [7].
The key to solving the problem is by adding gates and a cell state to the RNN. A gate is a
non-linear function (usually a sigmoid) followed by multiplication.
S. H. Manjunath and J. P. McCrae 23:5
3.3 Attend
The attend step reduces the size of the matrix produced by the encode step to a single vector.
In the process of reducing the matrix size, we lose most of the information. It is required to
retain important information and hence the context vector is crucial. This vector tells which
information to discard.
Figure 2 Attend [8].
We have employed an attention mechanism that learns the context vector as a parameter
in the model. This is inspired by the recent research conducted by Harbin Institute of
Technology [16] called “inner-attention”. Instead of using the target sentence to attend words
in the source sentence, inner-attention uses the sentence’s previous-stage representation to
attend to words that appeared. This approach results in a similar distribution of weights
compared to other attention mechanisms and assigns more weight to important words. This
approach produces precise and focused sentence representations for classification. Hence, the
“inner-attention” is selected for this step. It is inspired by the concept of how human can
roughly form a sense of which part of the sentence is important based on previous experiences.
Mathematically, this mechanism can be written as follows:
M = tanh(W yY + W hRave ⊗ eL) (1)
α = softmax(wT M ) (2)
Ratt = Y αT (3)
where, Y is a matrix of output vectors of bi-LSTM, Rave is the output of mean pooling layer,
eL represents the bias matrix generated from the encoded input, α denotes the attention
vector and Ratt is the attention-weighted sentence representation. W y and W T M represents
the attentive weight matrix.
This process makes the attention mechanism a pure reduction task, which can replace the
sum or average pooling step.
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Figure 3 Predict [8].
3.4 Predict
Once the input data is reduced to a single vector, we can learn the target representation in
this step. Target representation may be a class label, a real value, a vector, etc. In our work,
the target representation is a class label. 0 if the sequence of words is non-terms and 1 if the
sequence of words contributes to being a term.
The predict layer is the last in our EEAP model. It receives the input from the attention
layer, a 2D tensor, and the input is passed through a dense layer with a “sigmoid” activation
function. Since we have to predict either 0 or 1, we have used the “sigmoid” function at the
last layer of the model i.e., the prediction layer. This function converts any real value into
another value in the range of 0 to 1. We map these predicted values to the probabilities
of the CT being a term. If the probability is less than 0.5 then it is not a term, or if the
probability is greater than 0.5 then it is classified as a term.
4 Experimental Settings
4.1 Data
There are two stages of data preparation for this model.
Stage 1 – Complete dataset preparation: Wikipedia titles are added to a list as positive
examples and random n-grams are added as weak negative examples, this list is called
candidate terms. If the generated n-gram is not in positive examples, then it is labelled
as 0 (a negative term). All the Wikipedia terms (positive term) are labelled ad 1. This
list of labelled data is converted into CSV to pass on to the next stage.
Stage 2 – Training and testing data preparation: The CSV file is loaded into the project.
The data is then divided into train and test data in an 80:20 ratio. The text and label
are separately loaded into the list from each train and test data. Text data is tokenized
using BERT’s FullTokenizer and padded to bring all input length to the same length.
This data is then passed to the BERT layer and then to the EEAP model to make the
prediction.
4.2 Model Architecture
The overall model architecture consists of several layers as explained below:
1. Embedding layer: This layer takes the BERT embedding matrix as input. The BERT
embedding is of shape (n, 768), where n is the vocabulary size. Once the embedding
matrix is passed through the embedding layer, the resulting output is a 3D tensor of
shape (batch_size, max_len, embedding_dim) i.e., (?,64, 768) in our case. The batch
size will be substituted at the run time.
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2. Encode layer: A bidirectional LSTM layer is used as an encoding layer with 250 hidden
units, dropout and recurrent dropout is set to 0.1 which will drop the fraction of the
units for the linear transformation of the inputs and recurrent state respectively. The
resulting output is of shape (batch_size, max_len, hidden_units) i.e., (?, 64, 20).
3. Attention layer: The attention layer takes the input from the encoding layer (3D tensor)
and squeezes the input to 2D tensor and returns (batch_size, hidden_units) i.e., (?,
20). The main intention behind this step is input reduction by retaining only important
information. The reduction is done using the tanh activation function. A dot product
of the input matrix and weight along with the bias is passed to the activation function.
The result of the tanh lies in-between −1 and 1. The benefit is that negative inputs are
mapped highly negative and the zero inputs in the tanh graph are mapped near-zero thus
helping to retain only important information. Attention is also explained in Section 3.3
4. Feed Forward fully connected layer: A dense layer is a fully connected neural network
layer. We have specified 100 hidden units in the dense layer with the activation function
Rectified Linear Unit (ReLU). The number of units denotes the output size. Activation
in the dense layer sets the element-wise activation function to be used in the dense layer.
We have used multiple dense layers in the model with the last layer being activated with
the “sigmoid” activation function with 1 output node. Activation function selection is
explained in Section 4.3
5. Dropout layer: The dropout layer randomly sets the specified fraction of input nodes to
0 at each stage during training which helps prevent over-fitting. In this project, we are
using a single dropout layer with a 0.1 drop rate to avoid over-fitting. Figure 4 shows
how the model begins with over-fitting the data and over multiple iterations, the model
avoids over-fitting. This is achieved by the dropout layer. This value was selected as the
best fit after running the model with different fractions.
4.3 Hyper-parameters
Optimizer
Optimizers are algorithms or techniques used to adjust the neural network’s properties such
as weights and learning rate to reduce the losses. Optimizers help in getting the results faster.
We have used the Adam optimizer [12] [23] for building the EEAP structured model. Adam
optimizer is an extension of stochastic gradient descent with adaptive learning rate methods
to find individual learning rates for each parameter.
Loss Function
We have used the binary cross-entropy loss function as the problem we are trying to solve
here is, the binary classification problem.
Activation function
The sigmoid activation function (also called the logistic function), is a very popular activation
function for the neural network. The input to the function is transformed into a value
between 0.0 and 1.0. Since ours is a binary classification problem, we have used this function
in the last layer of the model to get the probability of the input being term, i.e., less than
0.5 is a non-term and greater than 0.5 is a term.
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Learning rate
The learning rate is a tuning parameter in an optimization algorithm that determines the size
of the step at each iteration while moving toward a minimum of a loss. Since it influences
the extent to which newly acquired information outweighs old information, it represents the
speed at which a machine learning model learns. We are setting the learning rate to 0.001
after running the model with different rates.
Decay/epsilon factor
Epsilon is the parameter used to avoid the divide by zero error when the gradient almost
reaches zero. Setting epsilon to a very small value would result in larger weight updates
and the optimizer becomes unstable. The bigger the value you set, the smaller the weights
updates and the model training process becomes slow. Therefore, we have chosen 0.0001 as
a good value for epsilon after running the model a few times with different values.
5 Results
Statistical Evaluation
The dataset used to train the model is Wikipedia titles as positive examples and random
n-grams as weak negative examples. The model is then evaluated against 2 other datasets –
GENIA [11] and Krapivin [14]. Table 1 gives the dataset description.
Table 1 Dataset description.
Dataset Domain Docs Words (thousands) Expected terms Source of terms
GENIA Bio medicine 2000 494 35,104 Authors’ keywords
Krapivin Computer science 2304 21 8766 Authors’ keywords
The candidate terms were extracted using the TF-IDF method and compared against the
expected terms from the datasets. Table 2 gives the candidate terms extracted across all the
datasets.
This way of filtering candidate terms is useful while we pass the entire document to the
model to predict the terms in it.
Table 2 Candidate terms.
Dataset N-grams Candidate terms Candidates among expected terms
GENIA 10000 7341 2659
krapivin 10000 7370 4150
EEAP model performance evaluation
The deep learning model is trained to recognize the terms with a total of 1,291,921 training
samples and 322,981 testing samples. The complete Wikipedia dataset consists of 1,614,902
samples with 1,314,902 positive examples and 300,000 negative examples.
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We tested the model with different combination of hyper-parameters along with two
selected encoders LSTM and GRU to decide which of these combinations results in better
accuracy. The Food and Agriculture Organization (FAO) dataset is used for this evaluation.
The FAO dataset is described in Table 3.





Source of terms Author’s keywords
Candidate terms 3895
Candidates among expected terms 862
We have used 0.001 as the learning rate since it is the standard learning rate set across the
optimizer. Encoders have 250 hidden nodes for all iterations. To avoid lengthy iteration and
due to resource constraints, we are considering the smaller dataset FAO for this comparison.
Table 4 gives the model evaluation result.
Table 4 Model performance for different hyper-parameter combinations on FAO dataset.
Encoder Optimizer F1-score Precision Recall Accuracy
GRU Adam 0.0673 0.6296 0.0355 56.3%
GRU SGD 0.0609 0.6183 0.0304 56.1%
GRU Adadelta 0.0609 0.6183 0.0304 56.1%
GRU RMSProp 0.073 0.653 0.0345 56.2%
LSTM Adam 0.1947 0.8253 0.1104 60.5%
LSTM SGD 0.0609 1.6183 0.0304 56.1%
LSTM Adadelta 0.6093 0.4381 1.0 43.8%
LSTM RMSProp 0.063 0.643 0.0335 55.2%
Along with the combination mentioned in Table 4, the loss function has also been changed
to other loss functions like “categorical cross-entropy”, “sparse categorical cross-entropy”.
Since this project is a binary classification, we are not moving further to use these loss
functions as it does not fit our problem definition. We have evaluated the model performance
with parameters that fit the project requirement and problem definition. After evaluating all
the experimental results, with LSTM as encoder, Adam optimizer and binary cross-entropy
loss function are selected as the best match for the model.
Figure 4 shows the model’s training and validation accuracy over 100 epochs. We can see
that the training accuracy keeps increasing over the iterations and this is because the model
learns in each iteration. In the beginning, the validation accuracy is more than training
accuracy which indicates over-fitting. Since we have used dropout layers in the model, the
model avoids over-fitting over the iterations. At around 50 iterations, training accuracy
crosses over validation accuracy. This indicates that the model is now learning for the
training data efficiently.
Figure 5 shows the loss incurred over 100 epochs. The loss function intends to make
the model learn. The loss is propagated back to the hidden nodes and the model learns to
minimize these losses. Our model’s loss keeps decreasing over the iterations and this shows
that the model is learning better in each step. We further ran the model for 1000 iteration
to find the convergence, Figure 6 shows the convergence.
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Figure 4 Model accuracy over 100 iteration.
Figure 5 Decrease in loss over 100 iteration.
Evaluation on different dataset
The model is evaluated against two different datasets – GENIA and Krapivin as mentioned
in Section 5. Table 5 shows the evaluation of these two datasets. The result is also evaluated
against the base model ATR4S [1] and results are included in the Table 5. The FAO dataset
used here is the held-out data to perform the evaluation.
Table 5 Evaluation on different datasets.
Comparison – EA-ATR(A) vs ATR4S(B) EA-ATR model
Dataset A precision B precision A accuracy B accuracy F1-score Recall
GENIA 0.8045 0.7760 60% 24% 0.7460 0.6955
Krapivin 0.6345 0.4279 62% 42% 0.7612 0.9511
(ATR4S model recall and F1-score not available for comparison)
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Figure 6 Convergence in loss over 1000 iteration.
Along with the precision, recall and accuracy metrics, we can extract the confusion matrix
to evaluate the performance of the classifier. The idea is to count the number of times terms
are classified as non-terms and vice-versa. Figure 7 shows the confusion matrix on evaluation
dataset (FAO Terms).
Figure 7 Confusion Matrix.
The model is well trained in predicting the non-terms. It is important to differentiate
non-terms from terms because the ratio of non-terms in the document is more compared to
terms. Although the model is a little biased towards non-terms, which is mainly because of
the domain-specific dataset we are using, the model performs better considering the dataset
used to train the model. This model stands as a new state-of-the-art for ATR using deep
learning techniques. The model performs overall 28% better than the base model [1].
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6 Conclusion
Current advances in NLP frameworks and applications focused on deep learning [22] have
achieved better efficiency over many state-of-the-art NLP tasks, such as question answering
and machine translation. This research is an attempt to show that deep learning models
perform better and are more reliable than conventional automatic term recognition algorithms.
The model performs 28% better than the ATR4S [1] base model. The model also performs
remarkably well on the GENIA and Kraplivin evaluation datasets. The simulations are a
clear example of a deep learning model being applied to NLP tasks by reducing the repetitive
computational requirement for each dataset and extracting automatic terms more precisely.
This method has the potential to be used as a multilingual model as it does not require
any annotations. This is a future enhancement we would like to experiment with and see
how well this works for different analytic and synthetic languages.
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