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We study the super-Brownian motion ðX tÞ conditioned on the total mass Z ¼
Rþ1
0 X tð1Þdt
as the continuous limit of a system of branching trajectories which genealogical structure is a
Galton–Watson tree conditioned on the number of its vertices. We characterize this process by
a martingale problem and give a ‘‘snake’’ representation. Then we apply these results to a
process that we call super-Brownian excursion. Its integral is the so-called Integrated Super-
Brownian Excursion that has appeared recently as limit of several systems of statistical
mechanics.
r 2005 Elsevier B.V. All rights reserved.
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½	
 : integer part of a real number.
hMi : quadratic variation of the martingale M.
mðfÞ : integral of function f with respect to measure m.
D : set of indeﬁnitely differentiable functions on Rd with compact support.
1
N
N ¼ f1=N; 2=N; 3=N ; . . .g. We will use underlining to emphasize that a time
belongs to this set.2. Introduction
A super-Brownian motion X ¼ ðX tÞtX0 starting from m 2MF ðRdÞ and with an A-
Markov process as spatial motion, is a process with values in MF ðRd Þ which is the
solution of the well-posed martingale problem
(MP)
X 0 ¼ m;
8f 2 DðAÞ; X tðfÞ ¼ X 0ðfÞ þ
R t
0 X sðAfÞds þ MtðfÞ;
where the local martingale M is such that
hMðfÞit ¼
R t
0
X sðf2Þds:
8>>><
>>>:
Some assumptions have to be made on the regularity of the A-Markov process,
see [8, II.2]. For simplicity, we will suppose throughout the paper that this
process is a diffusion. Then, we can restrict its domain DðAÞ to the Schwartz space D
of indeﬁnitely differentiable functions on Rd with compact support. Since X t
is equal to 0 for large t, almost surely, we can deﬁne the total mass of the
measure-valued process ðX tÞ by Z ¼
Rþ1
0
X tð1Þdt. It is well-known that the
process ðX tð1ÞÞtX0 is a squared Bessel process of dimension 0 starting from m^ ¼
mð1Þ sometimes called ‘‘Feller’s diffusion’’. By the usual results on Bessel process
the variable Z has the law of t2m^ where t is a stable subordinator of index 12.
These laws are particularly well interpreted using Le Gall’s Brownian snake
representation of super-Brownian motion. As this construction is used in the
present paper as an illustration, except in the last two sections, we refer the
reader to [7] for a detailed presentation. We will just say that the value W s at time s
of the Brownian snake is a trajectory in Rd of the A-Markov process, stopped
at a time zs. The evolution of ðzsÞ is that of a reﬂecting Brownian motion. Then,
loosely speaking, the continuous time evolution of the trajectory W s is made
according to ðzsÞ by erasing or ‘‘prolonging by a piece of independent trajectory’’, see
[7]. This Brownian snake realizes a continuous parametrization of a tree of
branching trajectories. Then, in the case of initial measure m ¼ m^ dx0 ,X t can be
obtained by the formula
X tðfÞ ¼ 1
4
Z t4m^
0
fðW sðzsÞÞdðsÞLtsðzÞ, (1)
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t4m^ ¼ inffs; L0s ¼ 4m^g. In view of this construction, the evolution of X tð1Þ ¼ 14 Ltt4m^
simply amounts to the Ray–Knight theorem. By the occupation time formula, we
have
Z ¼
Z þ1
0
X tð1Þdt ¼
1
4
Z þ1
0
Ltt4m^ dt ¼
1
4
t4m^ ¼ðdÞ t2m^.
Another construction of super-Brownian motion, historically the ﬁrst one by
Dawson and Watanabe, is as a limit of a system of branching particles. We
recall the main features of this construction in the next section. As an outline,
we consider a critical Galton–Watson tree with ﬁnite variance offspring law
and add spatial motion in Rd with branching in accordance with this
genealogical structure. To get the right super-Brownian limit as the integer
parameter N tends to þ1, we let the system start with a large number mð1ÞN of
particles and let the branching occur at times in 1
N
N. In other words, the
lifetime of each particle is 1=N. The measure X Nt 2MF ðRdÞ whose atoms
are the positions of the particles living at time t, all weighted with mass 1=N,
converges to super-Brownian motion X ¼ ðX tÞtX0. The evolution of ðX tð1ÞÞ thus
correspond in the discrete approaching model to the evolution of the population of
the successive generations, with the normalizing factor 1=N. The discrete analogue of
Z denoted
ZN ¼
Z þ1
0
X Nt ð1Þdt
is, up to the normalizing factor 1=N2, the total number of particles in the
Galton–Watson branching tree. Here, we multiply by 1=N2 since we normalize on
both time and mass.
Our main concern in this paper is to identify the conditional law of ðX tÞtX0
knowing Z. In the discrete model this amounts to condition by the total
number of individual, which is a very classical conditioning in the setting of
Galton–Watson processes. For instance a Galton–Watson tree with geometrical
offspring conditioned to a total number of individuals equal to n is the uniform tree
with n vertices. In this sense we could study the continuous limit of the uniform
random tree. In fact, it will be more convenient in the following calculations to
concentrate on the case of Bernoulli offspring law. In this case we obtain an uniform
binary tree.
A natural method is to show that the conditioned branching particle
system converges in law to the solution of a certain martingale problem
as follows.
Theorem 1. The measure-valued process ðX Nt Þ associated with a critical Bernoulli
branching particle system, conditioned to a total number of ½L N2
 particles,
converges in law to the unique solution of the following martingale problem
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CMP
X 0 ¼ m;
8f 2 D; X tðfÞ ¼ X 0ðfÞ þ
R t
0
X sðAfÞds
þ R t0 1X sð1Þ 
X sð1Þ
L  R s0 X rð1Þdr
 !
X sðfÞds þ MtðfÞ;
where the local martingale M is such that
hMðfÞit ¼
R t
0 X sðf2Þds:
8>>>>><
>>>>>:
The proof follows a classical scheme. We show that the sequence of laws of the X N
is tight (Section 5). We show that every weak limit of X N satisﬁes the martingale
problem (CMP) and that this martingale problem is well-posed (Section 6). Then, we
check that we actually have the answer to our conditioning problem as stated in the
following theorem.
Theorem 2. The family of conditional laws ðX jZ ¼ LÞ; L 2 Rþ is the family of
solutions of the well-posed martingale problems (CMP).
Let us come back to the convenient representation of super-Brownian motion in
terms of the Brownian snake. For simplicity we concentrate on the case where the
initial measure is m^dx0 . As before we denote by ðW sÞsX0 a Brownian snake and by
ðzsÞsX0 its lifetime process, having the law of a reﬂecting Brownian motion stopped at
the time t4m^. With this representation we have seen before that the total mass Z is
simply equal to 14 t4m^. As a consequence we get easily the following reformulation:
Proposition 3. The conditional law of X knowing Z described in Theorem 2 is the law
of ~X defined, for every tX0, by the formula
~X tðfÞ ¼
1
4
Z 4Z
0
fð ~W sð~zsÞÞ dðsÞLtsð~zÞ,
where ~W is a snake whose lifetime ~z has the law of a reflecting Brownian bridge on
½0; 4Z
 conditioned to have local time at level zero L04Zð~zÞ equal to 4m^.
See [4, Chapter 4] for the possibility to construct a snake with a speciﬁed lifetime
law. Note that such a snake has the same law conditionally to its lifetime as an
ordinary Brownian snake. The law of the lifetime and its local time at level 0,
ð~z; L0	 ð~zÞÞ, can be seen, by Le´vy’s famous Theorem as the law of ðBs  inf rps Br;
2 inf rps BrÞs2½0;4Z
 where B is a Brownian motion conditioned on B4Z ¼ 2m^ and
Bs4 2m^ for s 2 ½0; 4ZÞ. Such a conditioned Brownian motion B may be
represented as Bs ¼ X 4Zs  2m^ where ðX r; r 2 ½0; 4Z
Þ is a bridge of three-
dimensional Bessel process from ð0; 0Þ to ð4Z; 2m^Þ. This obtains from William’s
theorem on time-reverting a Brownian motion at a hitting time and the fact that a
three-dimensional Bessel process conditioned to hit 2m^ for the last time at 4Z has the
law of the bridge (cf. [10, VII.4.6 and XI.3.12]).
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context of Galton–Watson processes.
Corollary 4. Let ðN1; N2; . . . ; NkÞ be the non-increasing sizes of the k biggest trees of
an uniform binary forest with ½ZN2
 vertices and ½mN
 roots. Then, as N !þ1,
ðN1=ZN2; . . . ; Nk=ZN2Þ converges in law to the fourth of the lengths of the k biggest
jumps over ½0; 4m
 of a ð1
2
Þ-stable subordinator t conditioned on t4m ¼ 4Z.
We will not give a detailed proof of this result. The re-scaled sizes
ðN1=ZN2; . . . ; Nk=ZN2Þ converge to the k biggest total masses associated to the
excursions of the underlying snake, that is the k largest lengths of excursions of the
lifetime out of 0, multiplied by 1
4
. It is, up to the multiplication by 1
4
, the k largest
jumps of the inverse of the local time at level 0, which is here conditioned to hit 4m^ at
time 4Z. Note that the description of the law of the jumps over ½0;m
 of a ð1
2
Þ-stable
subordinator t conditioned on tm ¼ Z can be found in the literature.
In Section 8, we apply the previous results on conditioned super-Brownian motion
to a measure-valued process that we call the super-Brownian excursion. This process
is deﬁned as ðX tÞ in (1) except that ðzsÞ is no longer a reﬂecting Brownian motion but
a Brownian excursion conditioned to have length 4. We show in the last section that
the law of this super-Brownian excursion is a limit of the law of super-Brownian
motion with inﬁnitesimal initial mass and conditioned on its total mass. We deduce a
characterization by a martingale problem. This super-Brownian excursion has
appeared recently via its time integral which has been called the Integrated Super-
Brownian Excursion (ISE). Thus, ISE is a random measure I on Rd and it can be
represented conveniently using a Brownian snake ðW sÞ whose lifetime process ðzsÞ is
a Brownian excursion conditioned to have length 4:
IðfÞ ¼ 1
4
Z 4
0
fðW sðzsÞÞds.
Note that [7, IV.6] deﬁnes the ISE with a different normalization: using as lifetime a
Brownian excursion conditioned to have length 1 and avoiding the factor 1
4
. Both
deﬁnitions ensure that ISE is deﬁned as a probability measure. Basically our factor 1
4
was introduced in Formula (1) so that, when the lifetime is a (suitably stopped)
reﬂecting Brownian motion, we obtain the usual super-Brownian motion as deﬁned
in [8]. Then our deﬁnition of super-Brownian excursion is given in a coherent way.
ISE was introduced by Aldous [1], in particular as a limit of conditioned spatially
embedded branching processes. Then Derbez and Slade [3] have shown that ISE is
the limit, in dimension greater than 8, of a rescaled lattice tree conditioned to its total
mass. In [2], a mean-ﬁeld model for lattice trees is introduced as an embedding in the
lattice Zd of abstract trees with critical Poisson offspring. It is proved, when the
lattice is rescaled, that the measures associated to this model converge in law to the
ISE. In our setting, this amounts to consider a branching particle system with critical
Poisson offspring conditioned on the total number of particles and where spatial
motion is a nearest-neighbor random walk on rescaled Zd . We state in Proposition
10 a variation of this result, with Brownian spatial motion, which involves a ‘‘time’’
parameter so that the limit is now super-Brownian excursion instead of ISE. In the
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more detailed proﬁle of the rescaled lattice tree in which one introduces time as a
parameter associated with the distance from the root. Indeed, Holmes [6] proves a
path version of Derbez and Slade’s result, but without conditioning.
ISE also appears in other context such as the limit in high dimension of a
percolation cluster at the critical point [5]. Most of the proofs of convergence to ISE
rely on the computation of moments. A derivation of the moment measure of the
ISE can be found for instance in [7, Proposition, IV.10]. Since we hope that super-
Brownian excursion will be identiﬁed in future work as a limit such as evoqued
above, we compute the moment measure of the super-Brownian excursion. As this is
only a slight variation of the ISE case, we give a quick overview of the derivation and
state the result in Proposition 11.3. The particle model
In this section, we recall a model of particles which converges to super Brownian
motion. We follow the notations of Perkins [8] that we recall brieﬂy. The reader can
refer to [8, pp. 143–146] for a more precise description. The system that we describe
below depends of an integer parameter N which will tend to þ1 to obtain the
sought-after limiting model.
A tree T is a ﬁnite subset ofI ¼ f;g [Sn2Zþ Nnþ1, such that, for a ¼ ða0; . . . ; anÞ 2
T which represents an individual of generation jaj ¼ n, we have, for every jpjaj, that
the ancestor ajj ¼ ða0; . . . ; ajÞ belongs to T and for ipan, ða0; . . . ; an1; iÞ belongs to
T, which means that the branches of the tree are numbered in lexicographic order.
Another way of saying the latter is that, for a 2 T , either a has no descendant and we
set Na ¼ 0 or a _ k ¼ ða0; . . . ; an; kÞ belongs to T for all kpNa and NaX1 thus
denotes the number of descendants of a. We also deﬁne for b ¼ ðb0; . . . ;bqÞ the
individual a ^ b to be the greatest common ancestor ajj ¼ bjj with largest possible j.
In addition to the genealogical structure, the branching system includes
spatial motion in a space that, for simplicity, we suppose here to be Rd added
with a cemetery point q. This spatial motion is governed in the general case by the
law of an homogeneous Markov process with generator A satisfying certain
regularity assumptions. In this paper, we restrict our attention to a diffusion.
We thus consider a family ðY a; a 2 IÞ of trajectories of this Markov process,
ðY at ¼ Y aðtÞ; tX0Þ representing the evolution of the position of the particle a when
‘‘time’’ t varies. The initial position of the particle a is a random point xaj0 in
Rd [ fqg.
We suppose that the branching mechanism of the system is a Galton–Watson tree
which means that the variables Na; a 2 Inf;g are independent integer-valued
variables with identical law called the offspring law that we need not specify for the
moment, except for being critical that is of mean 1. Note that the previous
requirement do not impose the law of the number of particles at generation 0 which
will be supposed to be deterministic: N; ¼ ½m^N
, where m^ ¼ mð1Þ as before. Perhaps it
would be more appropriate to suppress the artiﬁcial root ; and talk of a
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we will sometimes use.
The spatial trajectories of the particles are independent of the variables Na; a 2 I
and branch at times in 1
N
N. This branching system of Markov trajectories is deﬁned,
such that, for every a;b 2 I, Y at ¼ Ybt for toja ^ bj=N and, for every nX1,
Y a
jaj
N
þ t

 
^ jaj þ 1
N

 
; jaj ¼ n

 
are independent copies of the A-Markov process conditionally on their common
starting point Y ajn1ðjaj=NÞ. Moreover, the trajectory Y a is stopped at time
ðjaj þ 1Þ=N. The initial positions Y að0Þ ¼ xaj0 are independent of the branching
variables Na; a 2 Inf;g and are distributed according to ð1=m^Þm. We set xi ¼ q for
i4N;.
The particle a ¼ ða0; . . . ; anÞ; nX1 is said to be alive a time t and we denote at, if
n=Nptoðn þ 1Þ=N and, for every jon ¼ jaj, we have ajþ1pNajj . At generation 0
the particles alive are the fi; ip½m^N
g. We denote byV the set of all individuals that
are alive at a certain time. As said before, this set has the structure of
Galton–Watson random forest.
The measure-valued process associated with the particle system is deﬁned by
X Nt ¼
1
N
X
at
dY at .
Thus, the trajectories of X N belongs to the Skorokhod space of ca`dla`g functions
from Rþ to MF ðRdÞ. We set
ZN ¼
Z þ1
0
X Ns ð1Þds ¼
X
t2 1
N
N
1
N2
#ðfa; a tgÞ ¼ 1
N2
#ðVÞ.
Still following [8], we introduce the ﬁltration ðFNt Þ deﬁned, for t 2 ½t; tþ 1NÞ, as
FNt ¼ sððxiÞi2N; ðY a; NaÞ; jajoN tÞ _ sðY as ; jaj ¼ N t; sptÞ.
We also consider the larger s-ﬁeld
F
N
t ¼FNt _ sðY a; jaj ¼ N tÞ.
We now recall the few lines of computation that are going to lead to the
martingale problem. For t 2 1
N
N, the particles alive at time tþ 1
N
are the descendants
of the particles alive at time t. Since the branching of the trajectories of the
descendants of a t occurs precisely at the birth time tþ 1
N
of these particles, we can
operate the grouping:
X N
tþ 1
N
ðfÞ ¼ 1
N
X
a t
fðY a
tþ 1
N
ÞNa.
By the martingale problem associated to the spatial motion, there exists a family
of independent martingales ðMat ; t 2 ½jaj=N; ðjaj þ 1Þ=N
; a 2 IÞ such that,
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fðY a
tþ 1
N
Þ ¼ fðY at Þ þ
Z tþ 1
N
t
AfðY as Þds þ Matþ 1
N
.
From the previous two equalities we deduce
X N
tþ 1
N
ðfÞ  X Nt ðfÞ ¼
1
N
X
a t
fðY a
tþ 1N
Þ ðNa  1Þ
þ 1
N
X
a t
Ma
tþ 1
N
þ
Z tþ 1
N
t
X Ns ðAfÞds.
Moreover, by a similar argument, for t 2 ½t; tþ 1
N
Þ,
X Nt ðfÞ  X Nt ðfÞ ¼
1
N
X
a t
Mat þ
Z t
t
X Ns ðAfÞds.
By summing over t 2 1
N
N, we get
X Nt ðfÞ ¼ X N0 ðfÞ þ UNt þ
Z t
0
X Ns ðAfÞds þ RNt ,
where
UNt ¼
1
N
X
a s; sot
fðY a
sþ 1
N
Þ ðNa  1Þ
and
RNt ¼
1
N
X
a s; so t
Ma
sþ 1
N
þ 1
N
X
at
Mat . (2)
In the classical—we mean non-conditioned—context where the random objects have
the laws described above, as N !þ1, the contribution of RNt disappears as a
Strong Law effect and UNt gives the martingale term of (MP).
Now we are going to work conditionally on ZN ¼ ½LN2
=N2, where L is supposed
to have a ﬁxed value in ð0;þ1Þ. From now on, the notations Pð	Þ and Eð	Þ will be
relative to this conditioned setting. It is now convenient to write UNt ¼ MNt þ DNt
where
MNt ¼
1
N
X
a s; so t
fðY a
sþ 1
N
ÞðNa  EðNajFNs ÞÞ (3)
and
DNt ¼
1
N
X
a s; so t
fðY a
sþ 1
N
ÞðEðNajFNs Þ  1Þ. (4)
We will use the notation
DMNt ¼ MNtþ 1
N
 MNt ¼
1
N
X
a t
fðY a
tþ 1
N
ÞðNa  EðNajFNt ÞÞ. (5)
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ðFNs ; s 2 1N NÞ. This term will contribute in the limiting martingale problem
by giving the martingale term whereas DNt will give in the limit the term which
adds to the martingale problem for the (ordinary) super-Brownian motion.
Moreover, in order to obtain the quadratic variation in the martingale problem,
we compute
E½ðDMNs Þ2jF
N
s 

¼ 1
N2
X
saab s
fðY a
sþ 1
N
ÞfðY b
sþ 1
N
ÞCovðNa; NbjFNs Þ
þ 1
N2
X
a s
fðY a
sþ 1N
Þ2 VarðNajFNs Þ
¼ X N
sþ 1
N
ðfÞ2  1
N
X N
sþ 1
N
ðf2Þ

 
CovðNa; NbjFNs Þ
þ 1
N
X N
sþ 1
N
ðf2ÞVarðNajFNs Þ. ð6Þ
In the last equality a and b are any two distinct particles alive at time s and this
equality is justiﬁed by the fact that the (conditional) covariances and variances are
independent of the selected particles. Note also that the term CovðNa; NbjFNs Þ
should be understood as 0 if X Ns ð1Þ ¼ 1=N.4. Individual progeny in a conditioned Galton–Watson process
In this section, we get some results concerning the progeny Na of an individual in a
Galton–Watson process conditioned to have a certain total number of individuals.
In the same setting, Pitman [9] gives results concerning the evolution of the number
of individuals at successive generations.
Lemma 5. Consider a Galton– Watson process starting with k individuals and whose
total number of individuals, Sk, is conditioned to be equal to n (Xk). The corresponding
probability law is denoted by Pð	jSk ¼ nÞ. Let p 2 f1; . . . ; kg and a1; . . . ; ap be p distinct
individuals among the initial population and Na1 ; . . . ; Nap denote their respective
progenies. Then, for integers j1; . . . ; jp, such that j1 þ 	 	 	 þ jppn  k,
PðNa1 ¼ j1; . . . ; Nap ¼ jpjSk ¼ nÞ
¼ nðj1 þ 	 	 	 þ jp þ k  pÞ
kðn  pÞ PðX 1 ¼ j1; . . . ; X p ¼ jpjSn ¼ n  kÞ,
where on the right-hand side, under Pð	Þ, the random variables X 1; . . . ; X n are
independent with the same law as the offspring law of the Galton– Watson process and
Sn ¼ X 1 þ 	 	 	 þ X n.
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PðSk ¼ nÞ ¼
k
n
PðSn ¼ n  kÞ.
The Markov property of the Galton–Watson branching process implies that
PðNa1 ¼ j1; . . . ; Nap ¼ jp;Sk ¼ nÞ
¼ PðNa1 ¼ j1; . . . ; Nap ¼ jpÞPðSj1þ			þjpþkp ¼ n  pÞ.
The result is then easily obtained by applying the Otter–Dwass formula.
As a corollary, if a is an individual among the k initial ones and Na denotes its
progeny, we have
EðNajSk ¼ nÞ ¼
n
k ðn  1Þ E½X 1ðX 1 þ k  1ÞjSn ¼ n  k
.
Identically, if b is another individual of the initial population (different from a) we
get
EðNa NbjSk ¼ nÞ ¼
n
k ðn  2Þ E½ðk  2ÞX 1X 2 þ 2X
2
1X 2jSn ¼ n  k
.
We note that by the usual exchangeability argument
E½X 1jSn ¼ n  k
 ¼ ðn  kÞ=n.
A trivial expansion of S2n gives
E½X 1 X 2jSn ¼ n  k
 ¼
ðn  kÞ2
nðn  1Þ 
1
n  1 E½X
2
1jSn ¼ n  k
.
In order to compute the other quantities appearing in the above formula we specify
the offspring law of the Galton–Watson branching process. We choose a critical
Bernoulli offspring. In this case the law of the Galton–Watson forest starting with k
individuals and conditioned to Sk ¼ n is simply the uniform binary forest on k roots
having n vertices. &
Lemma 6. Let a and b be two distinct individuals among the k initial individuals of a
Galton– Watson process with critical Bernoulli offspring law and conditioned to have a
total population Sk ¼ n ðnXkÞ. Then the respective progenies Na and Nb of a and b
satisfy
EðNajSk ¼ nÞ ¼
ðn  kÞðk þ 1Þ
kðn  1Þ , (7)
VarðNajSk ¼ nÞ ¼
ðn  kÞðk þ 1Þðk  1Þðn þ kÞ
k2ðn  1Þ2 , (8)
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ðn  kÞðn  k  2Þðk þ 2Þ
ðn  1Þðn  2Þk 
ðn  kÞðk þ 1Þ
kðn  1Þ

 2
¼ ðn  kÞðnk
2  nk  k3 þ 2k  n2 þ 2nÞ
k2ðn  1Þ2ðn  2Þ . ð9Þ
Proof. With the speciﬁed offspring law, a variable X 1 following this law satisﬁes
X 21 ¼ 2X 1. The announced results are thus quickly derived from the corollaries of
the previous lemma. &5. Proof of tightness
We want to prove that the laws of X N are C-tight which is equivalent, by
Prohorov theorem, to the fact that the sequence X N is relatively compact for weak
convergence with weak limit points having continuous sample paths. By Theorem
II.4.1 in [8], it sufﬁces to show that:(i) For e; T40 there exists a compact subset K of Rd , such that
Pð9tpT ; X Nt ðKCÞ4eÞpe
for every N.(ii) For every f 2 D, ðX NðfÞÞ is C-relatively compact.We start with (ii). We recall that
X Nt ðfÞ ¼ X N0 ðfÞ þ
Z t
0
X Ns ðAfÞds þ RNt þ MNt þ DNt , (10)
where RNt ; M
N
t ; D
N
t are, respectively, deﬁned by Eqs. (2)–(4). By Pitman’s result in
[9] Theorem 7, we already know that ðX Nð1ÞÞ is C-relatively compact and even that it
converges weakly to the law of the solution of the SDE
X 0 ¼ mð1Þ; dX t ¼ 1
X 2t
L  R t0 X s ds
 !
dt þ
ﬃﬃﬃﬃﬃﬃ
X t
p
dBt. (11)
Note that Pitman gives a detailed proof for a Poisson offspring distribution and
evokes a method for general case. Also his formulation differs from the one above by
constants because of a different normalization.
If follows immediately using the boundedness of Af that the sequenceZ t
0
X Ns ðAfÞds; tX0

 
is C-relatively compact.
Concerning RN the argument is similar to the unconditioned case, see [8, Lemma
II.4.4]. This term tends to 0 as N !þ1.
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N
t and in Eq. (6) giving the value of
E½ðDMNs Þ2jF
N
s 
, we can replace EðNajF
N
s Þ, CovðNa; NbjF
N
s Þ, VarðNajF
N
s Þ by the
values given in Lemma 6 where we operate the substitutions
k ! NX Ns ð1Þ
and
n ! ½LN2
 
X
ro s
NX Nr ð1Þ ¼ ½LN2
  N2
Z s
0
X Nr ð1Þdr.
Thanks to the weak convergence of ðX Ns ð1ÞÞ as recalled before, and by Skorokhod
representation theorem, we may suppose that, almost surely, ðX Ns ð1ÞÞ converges
uniformly on compact sets to a solution ðX sÞ of (11). For a chosen small e, if we have,
for all s up to a certain time,Z s
0
X r drpL  2e and 2epX sp
1
2e
then we have, for the same values of s,Z s
0
X Nr ð1ÞdrpL  e and epX Ns ð1Þp
1
e
(12)
provided N is large enough. For the rest of this section, we will work on a localization
set LðeÞ, where s and N are such that (12) holds. In fact we could get rid of
the lower bound on X Ns ð1Þ. We compute an asymptotic equivalent as N !þ1 in
the formulas of Lemma 6. Because of the localization we have eNpkpN=e
and eN2pnpL N2. We obtain, for a and b any two distinct particles alive at
time s,
EðNajFNs Þ ¼ 1þ
1
N
1
X Ns ð1Þ

X Ns ð1Þ
L  R s0 X Nr ð1Þdr
 !
þO 1
N2

 
, (13)
CovðNa; NbjFNs Þ ¼ O
1
N2

 
, (14)
VarðNajFNs Þ ¼ 1þO
1
N

 
, (15)
where Oð 1
N
Þ [resp., Oð 1
N2
Þ] refers to a variable bounded by a deterministic
constant (depending only on L; e), multiplied by 1
N
[resp., 1
N2
]. As a consequence we
get easily
DNt ¼
Z t
0
dsX Ns ðfÞ
1
X Ns ð1Þ
 X
N
s ð1Þ
L  R s0 X Nr ð1Þdr
 !
þO 1
N

 
(16)
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hMNt i ¼
X
so t
E½ðDMNs Þ2jF
N
s 

¼ O 1
N

 
þ
Z t
0
X Ns ðf2Þds. ð17Þ
It follows that ðhMNt iÞt is C-relatively compact. We now expand ðDMNs Þ4. With
a1; . . . ; a4 denoting particles living at time s, we get
ðDMNs Þ4 ¼
1
N4
X
a1;...;a4
Y4
i¼1
fðY ai
sþ 1
N
ÞðNai  EðNai jF
N
s ÞÞ.
We recall that each factor ðNai  EðNai jF
N
s ÞÞ is bounded by a constant because of
the speciﬁed offspring law. Also f is supposed to be bounded. If all a1; . . . ; a4 are
equal, the contribution to the above sum is clearly Oð 1
N3
Þ. The contribution to
EððDMNs Þ4Þ corresponding to at least two different particles among a1; . . . ; a4 is
bounded from above by
C
1
N4
E
X
a1aa2;a3;a4
Y2
i¼1
ðNai  EðNai jF
N
s ÞÞjF
N
s
 !
¼ O 1
N2

 
,
where the last equality follows from (14). Thus
EððDMNs Þ4Þ ¼ O
1
N2

 
.
We deduce that
dN ¼ sup
sp t
jDMNs j
satisﬁes
EððdN Þ4ÞpE
X
sp t
jDMNs j4
 !
¼ O 1
N

 
.
Hence dN tends to 0 in probability. Now, the predictable square function inequality
of Burkholder (cf. [8, Lemma II.4.5]) gives
EððMN Þ4ÞpC½EðhMNi2t Þ þ EððdN Þ4Þ

with
MN ¼ sup
sp t
jMNs j.
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II.4.5 Perkins [8] we can conclude that ðMN ; hMNiÞ converges weakly along a
subsequence with continuous limit point.
Concerning (i) we refer to the proof given by Perkins [8] (see around formula
II.4.9). It can be proved that, for K compact, the process
RNt ¼ ec
½Nt

N
1
N
X
at
sup
spt
1KC ðY as Þ
is a submartingale and the compact containment condition follows as in [8]. Mainly
the previous claim relies on
EðNajFNs ÞXec
1
N
which can be realized on the localization setLðeÞ for a good choice of the constant c.6. The limiting martingale problem
We go back to the decomposition of X Nt ðfÞ given by Formula (10). By the results
of the previous section, we know that ðX NÞ is C-relatively compact on every
localization set LðeÞ. Let X be a weak limit point associated to a martingale M.
Passing to the limit in Formula (10), using Eqs. (16) and (17), gives
X tðfÞ ¼ mðfÞ þ
Z t
0
X sðAfÞds þ MtðfÞ þ DtðfÞ,
where
DtðfÞ ¼
Z t
0
1
X sð1Þ
 X sð1Þ
L  R s0 X rð1Þdr
 !
X sðfÞds
and ðMtðfÞÞ is a martingale with quadratic variation
hMðfÞit ¼
Z t
0
X sðf2Þds.
It is implicit that all these processes are stopped when exiting the localization set
LðeÞ.
It remains to prove the uniqueness of the weak limit point X, i.e. the above
martingale problem is well posed. Let us denote by P the law on CðRþ;MF ðRdÞÞ
under which the canonical process is solution of the martingale problem (CMP). We
use a Girsanov transformation to deﬁne a probability Q under which the above
martingale problem reduces to the ordinary martingale problem (MP) of the
standard super-Brownian motion. For e40, we deﬁne Qe on Fe ¼ sðX s^T e ; sX0Þ
where
T e ¼ inf s; X sð1Þpe or X sð1ÞX
1
e
or
Z s
0
X rð1ÞdrXL  e
 
^ 1
e
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exp
Z T e
0
gðs; X r; rpsÞdMsð1Þ  1
2
Z T e
0
gðs; X r; rpsÞ2X sð1Þds

 
where
gðs; X r; rpsÞ ¼
1
X sð1Þ
 X sð1Þ
L  R s0 X rð1Þdr .
Under Qe,
~MtðfÞ ¼ Mt^T eðfÞ 
Z 	
0
gðs; X r; rpsÞdMsð1Þ; MðfÞ
 
t^T e
¼ Mt^T eðfÞ þ Dt^T e ðfÞ
is a martingale with respect to the ﬁltration Fet ¼ sðX s^T e ; sptÞ and ðX sÞ is a
solution of a (stopped) martingale problem for the standard super-Brownian motion.
This entails the uniqueness of Qe and by consequence, of P. This completes the proof
of Theorem 1.7. The family of conditional laws
We will now complete the proof of Theorem 2 by showing that the laws of X N
knowing ZN ¼ ½LN2
=N2 (L 2 Rþ), converge to a version of the conditional laws of X
knowing Z ¼ L. This is not totally obvious as the conditioning is degenerate at the limit.
In the following computation X N is obtained from a system starting with 2k
particles where k ¼ ½m^N=2
. We still suppose that the offspring law of the system is
ðd0 þ d2Þ=2. We let y be a continuous function with compact support in ð0;þ1Þ and
F be a bounded test function. In the following lines the notations E and P refer to the
unconditioned laws. We have
EðF ðX N ÞyðZNÞÞ ¼
X
j2N
y
2j
N2

 
P ZN ¼ 2j
N2

 
E F ðX N ÞjZN ¼ 2j
N2

 
¼
Z þ1
0
dx f N ðxÞy
2jðxÞ
N2

 
E F ðX NÞjZN ¼ 2jðxÞ
N2

 
, ð18Þ
where
f N ðxÞ ¼
N2
2
P ZN ¼ 2jðxÞ
N2

 
and jðxÞ ¼ ½xN2=2
.
The law of the total number of particles N2ZN is given by the Otter–Dwass formula.
We obtain
PðZN ¼ 2j=N2Þ ¼ 2k
2j
PðS2j ¼ 2j  2kÞ ¼
k
j
2j
j  k
 !
22j,
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law that is twice a binomial variable with parameters ð2j; 1=2Þ. The asymptotics of
the above expression amounts to the famous De Moivre–Laplace local central limit
theorem for Bernoulli trials. It is an elementary exercise using Stirling’s formula. We
obtain
lim
N!þ1
f N ðxÞ ¼
m^ﬃﬃﬃﬃﬃ
2p
p
x3=2
e
m^2
2x ¼: gmðxÞ.
Moreover, f NðxÞ is dominated by a constant when x varies in a compact subset of
ð0;þ1Þ.
As a consequence of Theorem 1, for each ﬁxed x, the quantity EðF ðX NÞjZN ¼
2 jðxÞ=N2Þ converges to qxðF Þ where qx denotes the law of the solution of the well-
posed martingale problem (CMP) given in Theorem 1 (with L replaced by x !). We
may pass to the limit in Eq. (18) by Lebesgue’s-dominated convergence theorem and
obtain
EðF ðX Þ yðZÞÞ ¼
Z þ1
0
dx gmðxÞyðxÞqxðF Þ.
This proves that Z has density gm and a version of the conditional laws of X knowing
Z ¼ x are given by the laws ðqxÞ. The proof of Theorem 2 is complete.8. The super-Brownian excursion
We now consider a process that we call super-Brownian excursion. This super-
Brownian excursion, starting from x 2 Rd , is the process deﬁned by the formula
X tðfÞ ¼
1
4
Z 4
0
fðW sðzsÞÞdLtsðzÞ, (19)
where ðW sÞ is a Brownian snake starting from ~x (the constant path equal to x),
whose lifetime ðzsÞ is a Brownian excursion conditioned to have length 4 and the
spatial motion is, as usual, a diffusion with generator A. The super-Brownian
excursion can be obtained as a limit of conditioned super-Brownian motion as
claimed in the following result.
Theorem 7. Let Y be a standard super-Brownian motion which spatial motion is a
diffusion with generator A, starting from m 2MF ðRdÞ under Pm. As before, we let
Z ¼ Rþ10 X tð1Þdt be the total mass. We consider a sequence of real numbers ðznÞ which
tends to 1 and a sequence ðmnÞ of measures on Rd , such that
mn ! 0;
mn
mnð1Þ
! dx0 .
Then the laws of Y under Pmn conditioned to Z ¼ zn converge weakly to the law Px0 of
the super-Brownian excursion starting at x0.
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Formula (19) to a snake ðW sÞ whose lifetime is a Brownian excursion conditioned to
have length s and which starts from ~x. Thus Px ¼ Px;4. Conversely, in the case of
Brownian spatial motion (A ¼ D=2) the scaling properties imply that the laws Px;s can
be expressed in terms of the laws Px. This will not be used in the sequel. Note that, with
respect to ðx;sÞ, the laws Px;s are continuous in the sense of weak convergence.
By Le Gall [7, Chapter IV Theorem 4], we know that, under Pm,
ðY ; 4ZÞ ¼
X
i
xi;
X
i
si
 !
; where N ¼
X
i
dðxi ;si ;xiÞ
is a Poisson point measure on Rd  Rþ  CðRþ;MF ðRdÞÞ with intensity
4mðdxÞ 1ﬃﬃﬃﬃﬃ
2p
p
s3=2
dsPx;sðdxÞ.
We consider a bounded continuous function F on CðRþ;MF ðRdÞÞ, such that F ðY Þ ¼
F ðY t; tXZÞ for a ﬁxed Z40. Then, F ðY Þ ¼ F ð
P
i x
iÞ where the sum over i can be
restricted to the xi having an extinction time H larger than Z. This extinction time
H ¼ supft; xta0g is the height of the associated lifetime excursion. We decompose
the Poisson measureN according to the partition fHXZg [ fHoZg. The interest is
that a Poisson point measure with ﬁnite intensity can be represented as the sum of a
Poisson number of independent identically distributed atoms. Here, the mass on
fHXZg of the intensity given above is ﬁnite; it follows from standard arguments of
excursion theory. As we must now let n vary, we will even operate the previous
decomposition with a variable Zn smaller than Z and which tends to 0 as n !þ1 in
a way we will specify later. Then, under Pmn ,
ðF ðY Þ; 4ZÞ ¼ F
XNn
i¼1
xi;n
 !
;Sn þ Sn
 !
with Sn ¼
XNn
i¼1
si;n,
where Nn is distributed according to the Poisson law with parameter ynð1Þ, where
ynðdxdsdxÞ ¼ 4mnðdxÞ
1ﬃﬃﬃﬃﬃ
2p
p
s3=2
dsPx;sðdx; HXZnÞ. The ðxi;n;si;n; xi;nÞ; 1pipNn are independent and identically distributed
according to ynðdxdsdxÞ=ynð1Þ.P P Sn ¼ j sj where N1 ¼ j dsj is a Poisson measure with intensity
~ynðdsÞ ¼ 4
Z
mnðdxÞ
1ﬃﬃﬃﬃﬃ
2p
p
s3=2
dsPx;sðHoZnÞ. Sn is independent of ðSn; Nn; xi;n; ipNnÞ in conformity with the usual property of
Poisson measure.
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Emn ½F ðY ÞjZ ¼ zn

¼
R
PðSn 2 dsÞE½F ð
PNn
i¼1 x
i;nÞjPNni¼1si;n ¼ 4zn  s
 pSn ð4zn  sÞR
PðSn 2 dsÞpSnð4zn  sÞ
,
where pSn is the density of Sn ¼
PNn
i¼1 s
i;n. We want to show that the above
expression tends to PxðF Þ when n !þ1. We ﬁrst note that
E F
XNn
i¼1
xi;n
 !
XNn
i¼1
si;n ¼ 4zn  s
" #
 E½F ðx1;nÞjs1;n ¼ 4zn  s



p2kFk1PðNn41jNnX1Þ ¼ Oðynð1ÞÞ.
We have to arrange that ynð1Þ ! 0. This is automatic if Zn is constant and can still be
done if Zn tends to 0 slowly enough, as we will suppose from now on. We have also
jE½F ðx1;nÞjs1;n ¼ 4zn  s
  Px0;4znsðF Þj
¼
Z
mnðdxÞ
mnð1Þ
Px;4znsðF Þ  Px0;4znsðF Þ


! 0.
Thus the remaining problem is to show thatR
PðSn 2 dsÞPx0;4znsðF ÞpSn ð4zn  sÞR
PðSn 2 dsÞpSnð4zn  sÞ
tends to Px0;4ðF Þ as n !þ1. But this quantity is simply
E½Px0;4znSn ðF ÞjSn þ Sn ¼ 4zn
. (20)
We recall that Sn and Sn are independent variables deﬁned, respectively, asR
sN1ðdsÞ and
R
sN2ðdsÞ, where N1;N2 are Poisson measure on Rþ with
respective intensities
4mnð1Þ
1ﬃﬃﬃﬃﬃ
2p
p
s3=2
dsPx0;sðHoZnÞ and 4mnð1Þ
1ﬃﬃﬃﬃﬃ
2p
p
s3=2
dsPx0;sðHXZnÞ.
To obtain the above expression, we have used that Px;sðHoZnÞ does not depend on x
and so integration with respect to mn is trivial. When Zn ! 0, the quantity
Px0;sðHoZnÞ appearing in the intensity of N1 tends to 0 whereas the quantity
Px0;sðHXZnÞ appearing in the intensity of N2 tends to 1. As a consequence,
conditionally on Sn þ Sn ¼ 4zn, Sn converges in law to 0. Since s ! Px0;4znsðF Þ is
continuous, we obtain as desired that the quantity in (20) tends to Px0;4ðF Þ ¼ Px0 ðF Þ.
The proof is complete. &
Using this result we can now describe the transition kernel of the super-Brownian
excursion.
ARTICLE IN PRESS
L. Serlet / Stochastic Processes and their Applications 115 (2005) 1782–18041800Proposition 8. Let ðX tÞ be a super-Brownian excursion starting from x under the law
Px. Pick h40. Conditionally on sðX u; uphÞ, ðX hþt; tX0Þ has the law of super-
Brownian motion starting from X h and conditioned to Z ¼ 1
R h
0 X uð1Þdu.
Proof. The Markov property of a super-Brownian motion ðY tÞ starting
from edx implies that, conditionally on Z ¼ 1, the law of ðY hþt; tX0Þ knowing
ðY u; uphÞ is that of a super-Brownian motion starting from Y h and conditioned to
have a total mass equal to 1 R h0 Y uð1Þdu. This can also be seen on the martingale
problem (CMP). To obtain the result we simply let e # 0, using the previous
theorem. &
Theorem 9. The super-Brownian excursion is a solution of the following martingale
problem:
EMP
X 0 ¼ 0
8f 2 D; X tðfÞ ¼
R t
0 X sðAfÞds
þ R t
0
1
X sð1Þ
 X sð1Þ
1 R s0 X rð1Þdr
 !
X sðfÞds þ MtðfÞ;
where the local martingale M is such that
hMðfÞit ¼
R t
0
X sðf2Þds
8>>>>><
>>>>>:
Conversely, the law Px of super-Brownian excursion starting from x is the unique law,
such that the canonical process satisfies the above martingale problem and the
additional almost sure condition
lim
h!0
X h
X hð1Þ
¼ dx. (21)
Proof. Let ðX tÞ be a super-Brownian excursion starting from x under Px. We set, for
f 2 D and tX0,
MtðfÞ ¼ X tðfÞ 
Z t
0
X sðAfÞds 
Z t
0
1
X sð1Þ
 X sð1Þ
1 R s
0
X rð1Þdr
 !
X sðfÞds.
Pick h40. The previous proposition gives the law of ðX hþt; tX0Þ as a conditioned
super-Brownian motion for which the martingale problem is known. As a
consequence we may write
8f 2 D; 8tX0; X tþhðfÞ ¼ X hðfÞ þ
Z t
0
X hþsðAfÞds
þ
Z t
0
1
X hþsð1Þ
 X hþsð1Þ
1 R h0 X uð1Þdu  R s0 X hþrð1Þdr
0
@
1
A
X uþsðfÞds þ Mht ðfÞ,
ARTICLE IN PRESS
L. Serlet / Stochastic Processes and their Applications 115 (2005) 1782–1804 1801where ðMht ðfÞ; tX0Þ is a martingale in the ﬁltration of ðX tþh; tX0Þ with quadratic
variation
hMhðfÞit ¼
Z t
0
X hþsðf2Þds
and which is independent of sðX u; uphÞ. With the previous notations we have, for
tXh,
MtðfÞ ¼ X hðfÞ 
Z h
0
X sðAfÞds

Z h
0
1
X sð1Þ
 X sð1Þ
1 R s0 X rð1Þdr
 !
X sðfÞds þ MhthðfÞ.
We obtain that E½MtðfÞjsðX u; uphÞ
 ¼ MhðfÞ and thus ðMtðfÞÞ is a martingale.
Moreover the above equality gives,
8tXh; dhMðfÞit ¼ dhMhðfÞith ¼ X tðf2Þdt.
We conclude that the super-Brownian excursion is a solution of the given martingale
problem. Moreover, the initial condition (21) is satisﬁed under Px. Indeed X h
X hð1Þ is a
probability supported on fW sðzsÞ; zs ¼ hg and ðzsÞ vanishes only for s 2 f0; 4g for
which W sðzsÞ ¼ x.
It remains to prove uniqueness in law of the solution of such a martingale
problem with the additional initial condition. If the canonical process ðX tÞ
satisﬁes the martingale problem under a probability Px, the law of ðX t; tXhÞ is
the law of super-Brownian motion starting from X h and conditioned to have a
total mass equal to 1 R h0 X uð1Þdu. We let h # 0 and use Theorem 7 to get
that the law of ðX t; tX0Þ is the law of super-Brownian excursion starting
from x. &
Although we do not intend to give a proof, we claim that the arguments used to
obtain Theorem 1 and 2 can be adapted to prove the following result which is
essentially Theorem 2.4 of Borgs et al. [2]. Note, however, that if we want to stay
close to the above proofs, Poisson offspring considered in [2] has to be replaced by
Bernoulli offspring and nearest-neighbor random walk on a rescaled lattice is now
replaced by Brownian motion. Moreover, the convergence of a random measure
proved in [2] is extended here into the convergence of a measure-valued process.
From now on, the super-Brownian excursion considered will have a Brownian
spatial motion (A ¼ D=2).
Proposition 10. Let ðX Nt Þ be the MF ðRdÞ-valued process obtained by giving mass 1=N
to each particle alive at time t of a particle system where particles are submitted, at times in 1
N
N, to a critical binary branching, where spatial motion is Brownian motion,
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 which is conditioned to have a total number of particles ever living equal
to N2.Then ðX Nt Þ converges in law to the super-Brownian excursion starting form x.
9. Moments of the super-Brownian excursion
In view of future applications, we now derive the moment measure of the super-
Brownian excursion ðX tÞ. We sketch the main steps of the derivation and we will
state the result at the end, using the notations that we have progressively introduced.
We follow closely the lines of Le Gall [7, Chapter IV] .
First, it follows directly from the deﬁnition (19) and the usual approximation of
local time at level t that, for a measurable f : Rd ! Rþ and p 2 N,
EðX tðfÞpÞ ¼ lim
e#0
ð4eÞpp!
Z
f0os1o			ospo4g

Yp
i¼1
fðW si ðzsi ÞÞ1½t;tþe
ðzsi Þ
 !
ds1 . . . dsp. ð22Þ
The conditional law of ðW si ðzsi Þ; 1pippÞ knowing ðzsÞ depends on the values of
zsi ; 1pipp and mðsi; siþ1Þ ¼ inf
r2½si ;siþ1

zr; 1pipp  1 (23)
and is easily expressed using a tree structure determined by the variables above. We
refer the reader to [7, III.3] for a rigorous deﬁnition of this marked ordered binary
tree T with p leaves, which is carried out by induction on p. The shape of this tree
reveals the branching structure of the trajectories ðW si ; 1pippÞ; each leaf
correspond to a time zsi ; each internal node corresponds to a branching time
mðsi; siþ1Þ; the mark ðhvÞ associated with each vertex v, whether a leaf or an internal
node, is the difference between the previously mentioned times corresponding to v
and to its ancestor in the tree denoted aðvÞ. The conditional law of ðW si ðzsi Þ; 1pippÞ
knowing (23) is such that,
E
Yp
i¼1
fðW si ðzsi ÞÞjmðs1; s2Þ; . . . ; mðsp1; spÞ; zs1 ; . . . ; zsp
" #
¼
Z Y
v2T
dyv
Y
v2T
phv ðyaðvÞ; yvÞ
Y
v2LðTÞ
fðyvÞ, ð24Þ
where LðTÞ is the set of leaves of T and
T ¼ Tðmðs1; s2Þ; . . . ; mðsp1; spÞ; zs1 ; . . . ; zspÞ
is the tree determined by the values of the variables listed in (23). Also p	ð	; 	Þ is the
Brownian transition density in Rd .
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conditioned to have length 4 and when moreover we perform integration with
respect to 0os1o 	 	 	ospo4Z
f0os1o			ospo4g
E½F ðmðs1; s2Þ; . . . ; mðsp1; spÞ; zs1 ; . . . ; zsp Þ

¼ 2pþ1
Z
da1 . . . dap1 db1 . . . dbpF ða1; . . . ; ap1;b1 . . . ;bpÞL e
L2
2 ,
where the last integral is considered on the set
f8i 2 f1; . . . ; p  1g; 0oaiobi ^ biþ1g
and
2L ¼ b1 þ bp þ
Xp1
i¼1
ðbi þ biþ1  2aiÞ.
This result follows from [7, III.5 p. 48]. Combining this result with (24) and (22), we
obtain
EðX tðfÞpÞ ¼ 21pp!
Z
f8i;0oaiotg
da1 . . . dap1
L eL
2
2
Z Y
v2T
dyv
Y
v2T
phv ðyaðvÞ; yvÞ
Y
v2LðTÞ
fðyvÞ, ð25Þ
where T ¼ Tða1; . . . ; ap1; t; . . . ; tÞ and L ¼ LðTÞ simpliﬁes into
L ¼ pt 
Xp1
i¼1
ai ¼
X
v2T
hv.
By convention in (25), for the root ;, we set y; ¼ x where x is the starting point of
the considered super-Brownian excursion. We may re-express this formula by
introducing the image measure LðtÞp of
1f8i; 0oaiotg da1 . . .dap1
under the mapping T ! Tða1; . . . ; ap1; t; . . . ; tÞ. Under LðtÞp , each shape of rooted
ordered binary tree with p leaves are equally likely; this obtains as in Theorem 4 of
Le Gall [7, III.4]. The marks ðhvÞv2TnLðTÞ are distributed according to the Lebesgue
measure restricted to the set
8v 2 TnLðTÞ;
X
kX0
hakðvÞot
( )
,
where the above sum is actually ﬁnite as we set by convention, for the root ;
of T, h; ¼ 0 and the notation akðvÞ refers to the iterated ancestors of v. Then the
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8v 2LðTÞ; hv ¼ t 
X
kX1
hakðvÞ.
We can now state the result.
Proposition 11. With the notations introduced above, the moments of the super-
Brownian excursion are given, for p 2 N and for a measurable f : Rd ! Rþ, by
EðX tðfÞpÞ ¼ 21pp!
Z
LðtÞp ðdTÞ
LðTÞ eLðTÞ
2
2
Z Y
v2T
dyv
Y
v2T
phv ðyaðvÞ; yvÞ
Y
v2LðTÞ
fðyvÞ.
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