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ABSTRACT: 
Quantum coherence in condensed phase electronic resonance energy transfer (RET) is described 
within the context of quantum electrodynamics (QED) theory. Mediating dressed virtual photons 
(polaritons) are explicitly incorporated into the treatment and coherence is understood within the 
context of interfering Feynman pathways connecting the initial and final states for the RET 
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process. The model investigated is that of an oriented three-body donor, acceptor and mediator 
RET system embedded within a dispersive and absorbing polarizable medium. We show how 
quantum coherence can significantly enhance the rate of RET and give a rigorous picture for 
subsequent decoherence that is driven by both phase and amplitude damping. Energy conserving 
phase damping occurs as a result of geometric and dispersive effects and is associated with 
destructive interference between Feynman pathways. Dissipative amplitude damping, on the other 
hand, is attributed to vibronic relaxation and absorptivity of the medium and can be understood as 
virtual photons (polaritons) leaking into the environment. This model offers insights into the 
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Quantum coherence is understood to be central to electronic resonance energy transfer 
(RET), the upstream process of biological photosynthesis,1-12 although its exact nature is not 
without controversy.13-19 It has been hypothesized that quantum coherence may enhance the 
efficiency of RET,20,21 and it is also suggested that quantum coherence could be exploited as a 
valuable resource to improve the quality of quantum technologies.22 Nevertheless, determining the 
exact nature and origin of coherence in condensed phase energy transfer is difficult. This is because 
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time-resolved two-dimensional optical experiments, typically used to investigate such phenomena, 
measure optical responses resulting from an induced macroscopic polarization, which is a classical 
property.23,24 This is fundamentally different from many quantum optical experiments that 
investigate coherence, where the eigenvalues of relevant quantum mechanical operators, such as 
the spin polarization of photons, are measured directly,25 or quantum non-demolition 
measurements are made.26 Furthermore, many of the theoretical models used to simulate 
condensed phase RET are semi-classical in nature, assuming first-order, instantaneous, Coulombic 
interactions between chromophores.27 In reality, RET is at least a second-order quantum dynamical 
process that is mediated by the exchange of virtual photons.28-33 Consequently, it is extremely 
difficult to differentiate between classical and quantum mechanical origins of coherence; this has 
been highlighted previously.15 Quantum mechanically, coherence is the superposition of wave 
functions in which phase relationships arise and persist for some time. In order to describe mixed 
states, this superposition of states is often written in terms of a density matrix. However, there is 
an alternative picture of coherence; namely, within a quantum dynamical setting it arises from the 
superposition of different Feynman pathways connecting a common initial state, with a common 
final state. This has been linked directly to the density matrix picture of coherence for a strongly 
driven optical system.34  
In this work, an understanding of quantum coherence in RET is achieved at the level of 
interactions between fermions (valence electrons of the chromophores) via the exchange of bosons 
(mediating photons). This can only be achieved at the quantum field level, and the natural setting 
is through Feynman pathways, based on molecular QED.35-37 While density matrix based open 
quantum system approaches do employ quantum mechanical equations of motion, and coherences 
can certainly emerge in the density matrix, the interactions (off-diagonal elements in the system 
Hamiltonian and system-bath interactions) do not generally incorporate mediating photons, and 
therefore the interactions are not derived from quantum mechanical principles. This time-
independent approach focuses on quantum interactions, thereby providing microscopic details of 
coherence and decoherence in RET systems.  
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r
f
 is the density of final states and Mfi  is the (complex) quantum amplitude, often referred to as 
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the probability amplitude. We note that while the FGR is often associated with the classical rate 
through use of a classical coupling term, the present model employs the QED matrix element and 
consequently these coherences can only be purely quantum mechanical in nature – we invoke no 
semiclassical assumptions. Importantly, the RET processes we describe are directly analogous to 
quantum interference effects that, for example, arise from photons moving through a series of 
polarization filters or electrons moving through interference gates, both of which are prototypical 
examples of quantum coherence in application. We provide both analytical and numerical results 
describing how quantum coherence can enhance RET and how environmentally induced 
decoherence naturally occurs through damping. This work is carried out within the context of a 
third-body mediated RET process within an absorbing environment, which includes vibrational 
damping and both dispersion and absorption effects within a polarizable medium. 
In RET, the transfer of a quantum of excitation energy between two chromophores arises 
from the exchange of a single virtual photon between donor (D) and acceptor (A). The mediating 
photon is by definition unobservable, being ‘borrowed’ from quantum fluctuations within the 
vacuum electromagnetic field, as permitted by the time-energy Heisenberg uncertainty relation.38 
The QED derived Fermi golden rule transfer rate for chromophores with fixed relative orientations 
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 with  1,3t . Einstein summation convention 
is applied to repeating indices.  
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 The familiar inverse sixth power dependence of the rate on inter-chromophore separation 
distance as predicted by Förster can be seen in Eq. (1). This is associated with short-range 
radiationless energy transfer. The inverse square (Coulombic) term is also evident, which is 
associated with the long-range radiative emission of a photon, with real character from D followed 
by its absorption by A. The middle term of the last factor dominates when the D-A distance is 
approximately equal to the reduced wavelength ( = l 2p ) of the exchanged photon. 
Collectively, this is known as the unified theory of RET.31,32,39-41 
 In a dielectric medium possessing a complex refractive index n, RET is mediated by a 
photon that is dressed by quantized electromagnetic fields of the bath called a polariton, instead 
of a free-space virtual photon, and the rate formula Eq. (1) is modified as described below. 
Contributions proportional to r-3 and r-5  appear in addition to r-x , x = 2, 4 and 6, and include 
explicit dependences on the real and imaginary parts of the refractive index (n) of the medium, 
which account for dispersion and absorption, respectively. Consequently, screening and local field 
factors are also described in the rate formula as expected according to the Beer-Lambert Law, with 
the exponential decay factor scaling the transfer rate proportionally to the imaginary part of the 
refractive index. This underpins conventional macroscopic treatments of the environment.27,42-44 
 In this Letter we focus on how RET can be enhanced quantum mechanically and how 
damping and dissipation lead to environmentally induced decoherence. Our example is that of 
RET between a donor and acceptor in the presence of a polarisable third molecule, T, when all 
three chromophores are embedded in an absorbing medium. Of particular interest is how the rate 
of RET can be enhanced through interference effects between different Feynman pathways. This 
work complements a handful of papers in which a detailed molecular QED theory of third-body 
mediated RET occurring in free-space has been developed, and the relative importance of each 
contributing pathway has been delineated.45-48 This recently developed formalism has already been 
applied to molecules, quantum dots, and nanowires.49-52  
 The RET matrix element involving the exchange of a polariton between D and A has an 
initial state with the donor initially in the mth excited electronic state Dm  
and the acceptor in the 
ground state 0A . In our formulation we assume the donor and acceptor are chemically identical, 
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although this approximation can be easily relaxed without loss of generality. The initial state for 




. The final state is where 
D is in its lowest level, 0
D
,  and A is excited to state m
A
,  with the polariton modes again 
remaining unoccupied, and is expressed as 0 , .D Af m  
Within the context of a perturbation theory solution, the coupling between matter and quantized 
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where m(x ) is the electric dipole moment operator of species . The quantized field is expressed 
as a Fourier series mode expansion for the transverse electric displacement field operator. In 
vacuum form it is given by 
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where the sum is taken over all radiation field modes with k  the wave vector and  the polarisation 
index for light in a box of volume V, with circular frequency w = ck. The operators a(l)(k ) and 
a†(l)(k ) , destroy and create a photon respectively, with the number operator defined as 
a†(l)(k )a(l)(k )  denoting the number of light quanta in the radiation field. These individual boson 
operators satisfy the following commutator relationship involving these two operators,53 





d3 k - ¢k( )dl ¢l ,        (4) 
where d3 k - ¢k( )  is a Dirac delta function and    is a Kronecker delta, with all other operator 
combinations commuting.   
 In a dielectric medium, the mode expansion for the electric displacement field needs to be 
modified to,54-56 
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where the mode of the polariton is defined by its momentum and polarization, p,h;   is an index 
that specifies the polariton dispersion branch, in which vg
(n )
 is the group velocity of radiation 
propagating in the medium whose refractive index is n(n );  Pn
(h)(p)  and Pn
†(h)(p)  are the 
counterparts to a(l)(k ) and a†(l)(k ),  respectively. See SI for more details on the theory of RET 
in condensed phase media.  
 In the case of direct RET between D and A,54 two time-ordered Feynman diagrams 
contribute to the matrix element; one of these is shown in Figure 1(a). Each diagram depicts the 
exchange of a single virtual polariton between donor and acceptor. Using second-order time-











m0(A),        (6) 
where the Einstein summation convention has been adopted; repeating indices of Cartesian tensor 
components, denoted by Latin subscripts in the space-fixed frame of reference, being summed. 
The other quantity appearing in Eq. (6) is the tensor coupling the two dipoles in a medium, which 
takes the form54 
V
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where n  is the complex refractive index of the medium in which the molecules are embedded, and 
V
ij
(vac)(np,r ) is the vacuum form of the retarded electric dipole-electric dipole interaction 
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For the current application, 
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,  1,3t  for the orientational factors. Screening and local field effects are 
accounted for through the pre-factors that depend upon n, as are dissipative effects in the medium 
which are introduced through the exponential factor, whose argument displays a negative 
dependence on the imaginary part of n due to the identity
2
2Im( )iz ze e . Eq. (9) reduces naturally 
to its free-space form on choosing  Re 1n   and  Im 0n  . 
Now let us consider how the mechanism changes upon the introduction of the third species 
(T) that is assumed to be neutral and passive, residing in the ground electronic state at initial and 
final times. Indirect as well as direct migrations of energy between D and A can now occur. That 
is to say, the transfer is now mediated. In total, there are four possible coupling configurations that 
facilitate the overall RET process, considering mechanisms up to fourth order in perturbation 
theory, as shown in Figure 1. Namely, direct transfer from D to A, and three pathways involving 
the mediator T: the bridging mechanism DTA in which T relays the energy it receives from D onto 
A, and two situations in which T is coupled only to the donor or only to the acceptor, designated 
as the TDA and DAT mechanisms, respectively (other mechanisms do exist, but at higher levels 
of perturbation theory, which have minimal effect). In these last two cases it is necessary for T to 
be polar, possessing a ground state permanent electric dipole moment, m00(T ). That is, no net 
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transfer of energy occurs between T and D in the TDA mechanism, or between A and T in the 
DAT pathway. Figure 1 shows one Feynman diagram for each of the four RET scenarios. 
However, it must be noted that when calculating the rate of RET, all time orderings of light-matter 
interaction should be included, giving a total of 74 Feynman diagrams (2! = 2 for the direct case, 
and 4! = 24 for each of the third-body mediated pathways).  
 
Figure 1. Example Feynman diagrams for direct RET and the three mediated mechanisms. Time 
moves upwards, straight lines represent molecular states, and wavy lines polariton states. (a) DA 
configuration (direct donor-acceptor coupling). (b) TDA configuration (third molecule couples to 
donor). (c) DAT configuration (third molecule couples to acceptor), and (d) DTA configuration 
(donor and acceptor each couple to a third mediating molecule). There are 2 pathways for (a) and 
24 for (b) – (d), making a total of 74 diagrams.  
How does the third-body, T, modify the rate of RET between D and A in a medium with 
complex refractive index n? In our model system, we assume that each species has a specified 
position and relative orientation with respect to the other two chromophores. Such a situation is 
pertinent when investigating quantum coherence effects in supramolecular complexes such as 
antenna structures in light-harvesting systems.  
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Each of the contributions to the rate dependent upon T must be evaluated using fourth-
order time-dependent perturbation theory (i.e. there are four linear in the electric displacement 
field light-matter interactions involved). Furthermore, we must include all time-ordered diagrams 
at each contributing order of perturbation theory in the calculation. A single virtual photon 
propagates between each pair of coupled particles so that twenty-four Feynman diagrams 
contribute to each of the three pathways involving the mediator, and the two for the direct transfer 
process, as depicted in Figure 1. Since species T remains unchanged in its ground electronic state 
0T  prior to and after the excitation transfer events, the total system initial and final states given 
before Eq. (2) are easily modified to account for the presence of the third-body, which may, 
incidentally, undergo virtual electronic transitions to an arbitrary state Tr  during the intermediate 
(in-process) time period. This requires that A’s final state is Am  and that the transfer is resonant. 
In the case considered here, where the three chromophores are chemically identical, electric dipole 
moments and polarisabilities for the three species have equal magnitudes for their expectation 
values taken over the same electronic state, and similarly for other observable quantities. 
 As a consequence of the distinct possible pathways, the total probability amplitude 
connecting the initial and final states consists of four terms: 
M
fi
Total =M DA +MTDA +M DAT +M DTA.       (10) 
 The first term of Eq. (10) is given by Eq. (6). Explicit expressions for the individual 
contributions to the total matrix element Eq. (10) that depend on T are evaluated using standard 
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The effect of the medium is included through the coupling tensor Eq. (7). The relative displacement 








, so that r = ¢R -R  is consistent with its 
definition given earlier. The site at which a virtual photon is scattered features in the amplitude via 
its polarisability tensor: a transition polarisability is required in the case of the TDA and DAT 
mechanisms, and the ground state counterpart for T in the case of the DTA pathway. For any two-
photon allowed molecular process occurring between states i  and f , the general form of the 
frequency dependent transition polarisability of particle  is given by 
a
ij
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where the sum is over all intermediate levels r , and the damping of the molecule in this state is 
denoted by g (r). The reciprocal length appearing in the arguments of the coupling tensor and 
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In the case of the TDA and DAT mechanisms, no net energy is relayed by T. Consequently, 
coupling of T is through its ground state permanent electric dipole moment, so the wave number 
argument appearing in Vij
med
 and the polarisability is zero in Eqs. (11) and (12), corresponding to 
the static or zero-frequency forms of these two quantities. The five relevant coupling tensors 
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Substituting the total matrix element Eq. (10) into the Fermi golden rule rate formula produces ten 






      + 2Re M DAM TDA( )+ M TDA
2
      + 2Re M DAM DAT( )+ 2Re M TDAM DAT( )+ M DAT
2
      + 2Re M DAM DTA( )+ 2Re M TDAM DTA( )+ 2Re M DATM DTA( )+ M DTA
2ù
ûú
    (21) 
The individual terms within the rate equation can be broken down into pure terms (red), cross-
terms involving the direct and indirect mechanisms (blue) and the cross-terms for different indirect 
mechanisms (magenta).  The pure terms are all positive terms containing amplitudes only and must 
therefore enhance the rate of RET. The cross-terms are interferences between matrix elements. In 
order to appreciate the nature of these terms, Eq. (21) can be rewritten with phase factors for each 
possible transfer pathway included explicitly, with that associated with the direct mechanism 
denoted by 
DA . Similar notations are used for the other migration routes. This will enable the 
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dependence of the RET rate on the phase of the amplitude associated with each term in Eq. (21) to 
be readily accounted for, as seen in Eq. (22).  
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            (22) 
Eq. (22) shows clearly how the presence of the mediator, T, can influence the rate of RET through 
quantum coherence. Notably, the phase differences indicate that the cosine terms must lie between 
+1 and -1, and consequently either constructive or destructive interference may occur for the a 
particular pathway. It is notable that a key parameter in the phase terms is the location of the 
chromophores with respect to each other, through Eqs. (17), (19) and (20). However, the existence 
of other imaginary terms including the damping term in the polarisability tensors, Eqs. (15), means 
that quantum phase relationships in RET systems are very complicated, emphasizing the subtlety 
of quantum coherence - even for a simple 3-body model system.  
Both amplitude damping and phase damping are phenomena well known with theories of Quantum 
Noise.57,58 Now we consider the role of these types of damping and how they give rise to 
decoherence in condensed phase RET systems, at the microscopic level. This is achieved with the 
help of numerical simulations that show quantitatively how RET can be enhanced through 
quantum coherence consisting of both phase and amplitude contributions seen in Eq. (22). 
Furthermore, we consider how damping and absorption by the medium will destroy these 
coherences. We consider a model donor, acceptor and mediator system which is linear lying along 
the z-axis, with RDT = RTA = 0.7 nm (1.4 nm separating the donor and acceptor).  The transition 
dipole moment (TDM) for D is aligned along the x-axis and that of A is aligned at x = y. The 
magnitude of the transition energies is taken to be 6.32  10-19 J and the TDM magnitudes are 3.33 
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 10-29 C m. The reported relative rates are normalized to the rate of direct RET between the donor 





Figure 2: (Upper) Shows the magnitude of the individual components of the relative rate in Eqs. 
(21) and (22). These are normalized to the direct term 
2
1DAM  . (Lower) Shows the rate relative 
to direct RET, with the global maximum at 1.16 radians for the model system.   
 
In the first set of simulations, Figure 2, the TDM of T is in the x-y plane and is rotated 
about the z-axis (), starting parallel with the positive x-axis. Figure 2 (upper) shows how the 
individual contributions to the probability amplitude in Eqs. (21) and (22), vary as a function of 
. Figure 2 (lower) shows the total probability, indicating some specific geometries where 
quantum coherence strongly enhances the rate, with the global maximum at  = 1.16 radians. As 
might be expected, the major positive contribution to the rate is from 
2
DTAM , the pure-term 
involving T as a mediator. Interestingly, there are two important cross-terms, both involving DTA, 
 2Re DAT DTAM M  and  2Re DA DTAM M  which involve both amplitude and phase effects and can 
reduce as well as enhance the rate of RET.   
We now consider how damping can lead to quantum decoherence, dramatically reducing 
the rate of energy transfer, until it approaches the direct rate. Here we set to a static system 
geometry, with the angle of rotation of T equal to 1.16 radians, to coincide with the maximum 
transfer rate seen in Figure 2. Figure 3 shows the result of increasing the vibronic damping 
parameter g (r). Here we can see that increasing the damping results in rapid loss of coherence, 
with the pure rate term, 
2
DTAM  falling away more quickly than the interference terms containing 
phases,  2Re DAT DTAM M  and  2Re DA DTAM M . It is notable that terms involving  TDAM  and 
DATM are small and static. This is because there is no exchange of energy between D and T or T 





Figure 3. Increasing the damping parameter, 
 r . (Upper) The rate components and (lower) the 
total rate, normalized to
2
1DAM  . 
Figure 4 shows how the refractive index affects the magnitude of the rate components 
leading to a reduction in the rate of RET for the ranges considered. The upper figure showing the 
dependence on Re(n) and the lower showing Im(n). It can be seen that both dispersion and 
absorption also give rise to a reduction in the probability for RET, although the dependencies are 




Figure 4. Rate components as a function of changing refractive index, normalized to 
2
1DAM   . 
(Upper) Real part of the refractive index representing dispersion, (lower) Imaginary part of the 
refractive index representing absorption.  
It is well known that the rate of RET is strongly dependent on the distances between the 
chromophores and relative orientations between the electronic transition dipole moments. This is 
understood within classical Förster theory. However in mediated RET, we can see that quantum 
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coherence involving T can enhance RET through phases of the electromagnetic coupling tensors 
involving R  and ¢R  in Eqs. (19) and (20), as demonstrated in Figure 2. In fact, these interference 
terms can give rise to finite RET rates where it is formally forbidden for the pure DA system.  
In the absence of damping, the predicted rate of third-body-mediated RET tends to infinity 
due to infinite polarisability; this is the singularity of perfect resonance. The damping in the 
polarisability, g (r), may be physically attributed to vibronic coupling (although quantitative 
parameterization of an imaginary infinitesimal quantity would be challenging). This is to say, 
while residing in some specific electronic state r, a molecule is able to exchange energy with its 
mechanical degrees of freedom and ultimately an external bath. However, little work has been 
done on the development of open quantum field theories,59 and hence these energy transactions 
are not accounted for explicitly in the time-independent closed-system formulation used here. The 
damping g (r) appears as a phenomenological parameter in Eq. (15), and hence denominators of 
the polarisability tensor terms describe the differences in total system energy between different 
regions of the Feynman diagrams. Introducing an imaginary part to this energy scale represents 
non-Hermiticity in the total Hamiltonian operator describing the system, which accounts for 
dissipation.60 Non-Hermiticity of Eq. (2) breaks overall time-symmetry, and Noether’s theorem 
suggests that time-asymmetry is equivalent to the system failing to satisfy overall conservation of 
energy. Therefore, inclusion of damping renders the overall system effectively “open”.  
The real part of the refractive index  Re n  gives rise to an additional phase in Eqs. (17), 
(19) and (20) because the total refractive index in multiplied by i. This introduces a phase off-set 
that can be considered as a scattering event, leading to energy conserving phase damping. On the 
other hand, the imaginary part of the refractive index  Im n  may be interpreted as the overall 
opacity or absorptivity of the medium in which the three molecules are embedded. This is 
analogous to the mediating polaritons being absorbed by additional solvent molecules surrounding 
the RET complex. Similar to vibronic damping, the imaginary part describes the deviation from a 
perfectly energy-conserving closed system, allowing for irreversible energy loss. The distance-




 and  
2Im ( )n k R R
e
 
 in Eqs. (17), (19) and (20) recreate the Beer-
Lambert absorption law.  
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There are consequently several forms of damping that describe quantum channels for the 
decay of the system state i , in addition to (and competing with) the RET process that results in 
f . For a static molecular geometry, vibronic damping, 
 r  occurs at each molecule, while 
dispersive and absorptive effects occur at each coupling; these act to diminish the probability of 
each system in state i  successfully arriving at state f . The processes involved are complicated 
but there are clear manifestations of both amplitude damping and phase damping. Amplitude 
damping, at the quantum field level, can be thought of as virtual photons leaking from the system, 
meaning they are unable to access the final state to complete the RET process, thereby reducing 
the overall rate of RET. Phase damping on the other hand is an energy conserving process that 
affects only the blue and magenta cross-terms in the rate equation, which are essentially quantum 
interference terms traditionally associated with coherences. 
As Scholes recently highlighted;61 coherence is a universal phenomenon seen throughout 
nature, and there is much debate in the literature over the origin of coherences arising in RET of 
photosynthetic systems; whether excitonic or vibronic in nature, whether it should be defined as 
classical or quantum.15  When addressing the role of quantum coherence, it is also important to 
recognize that coherence is dependent on the quantum mechanical basis used.22 This work gives 
insights into the nature of quantum coherence in RET systems, namely how pure-terms enhance 
the rate of RET while the cross-terms can give rise to destructive as well as constructive 
interference. It has been alluded to that nature may exploit the geometry of supramolecular antenna 
systems to optimize RET processes,3,8 and while that question is outside the scope of this 
theoretical work, the model we present certainly supports the possibility.   Furthermore we provide 
detailed damping mechanisms that lead to decoherence. We emphasize that because this work is 
done within a gauge-invariant closed quantum system framework, while we have provided a 
rigorous microscopic mechanism with which decoherence occurs within an RET system, 
estimating rates of decoherence in RET systems is outside the scope of the present study. More 
work needs to be done to achieve this because of the lack of time-dependent quantum field theories 
that are gauge-invariant.37  
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