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Abstract 
Sparse representation-based techniques have shown great potential for pattern recognition 
problems. Therefore, on the basis of the sparse characteristics of the features for PolSAR image 
classification, a supervised PolSAR image classification method based on sparse representation is 
proposed in this paper. It works by projecting the feature vector of the pending pixel onto a subset of 
training vectors from dictionary and then obtains the corresponding optimal coefficients as well as the 
residual error with respect to each atom. Then, the residual errors of the pending pixel with respect to each 
atom are evaluated and considered as the criteria for classification, namely, the ultimate class can be 
obtained according to the atoms with the least residual error. The verified experiment is implemented using 
Danish EMISAR L-band fully PolSAR data of Foulum Area (DK) to validate the performance of the 
proposed classification method.The preliminary experimental results confirm that the proposed method 
outputs an excellent result and moreover the classification process is simpler and less time consuming. 
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1. Introduction 
Feature extraction and PolSAR image interpretation are of much theoretical and 
application significance, and recently, the extensive attention in PolSAR remote sensing has 
gradually arisen. PolSAR related researches have been conducted for many years, and a 
variety of methods have been proposed. Many of the proposed techniques are based on 
physical scattering mechanisms obtained from different polarimetric decomposition methods. 
Polarimetric target decomposition theorem expresses the average mechanism as the sum of 
independent elements in order to associate a physical mechanism with each resolution cell, 
which allows the identification and separation of scattering mechanisms in polarization signature 
for purposes of classification and recognition. Many descriptive parameters can be extracted by 
coherent and incoherent decomposition methods based on polarimetric characteristics. 
Freeman and Durden suggested a three-component decomposition method of polarimetric data, 
which introduced a combination of surface, double-bounce, and volume scatterings.  
Based on the idea of scattering model decomposition, a variety of incoherent 
decomposition models were proposed, such as four-component scattering model and multiple-
component scattering model (MCSM) [1-8]. 
The PolSAR image classification is actually a high-dimensional nonlinear mapping 
problem. The extensive analysis of the physical mechanism is difficult, and for complex scenes, 
the underlying physical mechanism of each pixel is hard to obtain. Thus, the high-level image 
processing and learning machine are useful for the classification of the complex scenes. Sparse 
representation of signals based on over-complete dictionary is a kind of new signal 
representation theory, which substitutes over-complete redundant function system for traditional 
orthogonal basis functions and provides great flexibility for adaptive sparse extension of signals 
[9-13]. It aims to approximate a target signal using a linear combination of elementary signals 
from a large candidate set, which is called as “dictionary”, with each element called as “atom”. 
Sparse representation has therefore increasingly become recognized as providing extremely 
high performance for diverse applications. The sparse representation-based target classification 
is a kind of new theory in SAR images processing, and has been proved to be rather efficacious 
[14]. 
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The paper is organized as follows. In Section II, some effective feature extraction 
methods are summarized, including eigenvalue decomposition, H/α polarimetric decomposition, 
and polarimetric target decomposition based on MCSM. In Section III, a brief review of sparse 
representation theory and the Simplified Matching Pursuit (SMP) optimization algorithm are 
described. In Section IV, the detailed description and discussion of the proposed PolSAR 
classification method are presented, along with a comparison between the proposed approach 
and a SVM-based classifier. Finally, Section V will form the conclusion [4-7]. 
 
 
2. Feature Extraction of PolSAR Images 
Analog-to-digital conversion (ADC) is a common interface chip in electronic products. 
Existing commercial ADC designs all involve analog–digital-mixed chips. Analog devices, 
including operational amplifiers, comparators, capacitors, and resistors, are used in existing 
ADC designs. The accuracy of reference voltage is important to comparator performance. 
Therefore, calibrations are difficult to conduct during the massive use of comparators. ADC 
development under single- and low-power consumptions should consider not only circuit 
structure and technological problems but also different analog designs, such as peripheral 
circuit and signal conditioning. Therefore, research on ADC has great significance. 
Corresponding research has been conducted successively in China and foreign countries. 
However, the direct designs of ADC remain restricted by digital–analog hybrids. In Ref. [1], a 
hardware description language (HDL) was used to describe digital–analog hybrid circuits and 
realize an ADC design. However, the nature of the digital–analog hybrid technology of the chip 
remains unchanged, and the HDL for analog circuit still has no uniform standard and has not 
entered the commercial stage. The designed ADC in Ref. [2] employed the random number and 
smoothing method, which involve simple circuits and has a long conversion time. An analog 
filter composed of RC was used in the design. The chip and RC filter performances were closely 
related [2]. The ADC for 0.8 μm CMOS technology was developed in foreign countries by the 
moving average filter technique. In this design, the converting signal was used directly as the 
supply voltage of CMOS delay gate and conducts measurements by utilizing the linear 
relationship between time delay size and the supply voltage on the CMOS gate. However, the 
applicable converting-voltage range for the design is limited, i.e., it is applicable to a low-voltage 
(1.8 V to 2.0 V) CMOS sensor. No report is available yet on whether a linear relationship exists 
between the delay time of the gate and the supply voltage beyond this voltage range. Given that 
the digitization of time-to-digital conversion is mature, an ADC chip can be designed indirectly 
by first converting voltage (current) into the ATC of the time signal and then digitizing this ATC. 
  
2.1. Eigenvalue Decomposition of Coherence Matrix 
The fully PolSAR measures the amplitude and phase of backscattering signals in four 
combinations of the linear receive and transmit polarizations: 1) HH; 2) HV; 3) VH; and 4) VV. 
These signals form a complex scattering matrix S, which relates the incident and the scattered 
electric fields. As such, quad PolSAR systems measure 2×2 complex scattering matrix S 
associate with each resolution cell in the image, shown as 
H H H V
V H V V
S S
s
S S
             (1) 
Where Sqp (p, q=H, V; p and q are the polarization of the incident field and the 
scattered field, respectively) is the socalled complex scattering coefficients or complex 
scattering amplitudes. 
The characteristics of the target can also be specified by vectorizing the scattering 
matrix. Based on two important basis sets, lexicographic basis, and Pauli spin matrix set, in the 
caseof monostatic backscattering in a reciprocal medium, the 3-D lexicographic scattering 
vector LK

 and Pauli scattering vector PK

are obtained as: 
 
ܭሬԦ௅ ൌ ൣܵுு, √2ܵு௏, ܵ௏௏൧்        (2) 
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 
1
2 , , 2 TP HH VV HH VV HVK S S S S S
         (3) 
 
where superscript T denotes the transpose of vector. 
The scattering characteristics of a complex target is determined by different 
independent subscatterers and their interaction, therefore, the scattering characteristics should 
be described by a statistic method due to the randomness and depolarization. Moreover, the 
inherent speckle in the SAR data must be reduced by spatial averaging at the expense of loss 
of spatial resolution. Therefore, for the complex target, the scattering characteristics should be 
described by statistic coherence matrix or covariance matrix. 
 
H
P PT K K
          (4) 
 
H
L LC K K
          (5) 
 
Where < · > denotes the ensemble average in the data processing, and the superscript 
H denotes complex conjugation and transpose of vector and matrix. 
Both covariance matrix and coherence matrix are Hermitian positive semidefinite. 
These representations contain the same information and can be transformed by some relative 
transformations. And the measured matrix is directly related to measurable radar parameters 
and more straightforward to understand physically. 
 
2.2. Polarimetric H/α Decomposition Theorem 
Based on these eigenvalues and eigenvectors of the coherence matrix, Cloude defined 
five parameters to characterize he scattering properties of the media [6], in which polarimetric 
entropy H and average alpha angle a  are the most useful plarimetric features. The polarimetric 
entropy H, to account for randomness in distributed targets’ scattering mechanisms, is defined 
as 
 
3
3
1
lo gi i
i
H P P

           (6) 
 
Where
3
1
/ ( 1, 2, 3)i i i
j
P i 

 
 corresponds to the pseudo probability obtained from 
the eigenvalues ( 1,2,3)i i   
As the eigenvalues are rotation invariant, the polarimetric entropy H is also a “rotation-
invariant” parameter. If the entropy H is low, then the target may be considered as weakly 
depolarized and the dominant target scattering matrix component can be extracted as the 
eigenvector corresponding to the largest eigenvalue while ignoring the other eigenvector 
components. If the entropy H is high, then the target is depolarized and we can no longer 
consider it as having a single equivalent scattering matrix. 
 Another useful heuristic parameter, alpha angle α, is derived from the eigenvector in 
the {H, V}-basis. As the eigenvectors are determined only up to phase factors, these factors can 
be determined by the first component of every eigenvector ܥԦ௜ሺ݅ ൌ 1,2,3ሻ 
 
3
1 1 1 1 1 1
1 1 2 2 3 3
1
cos ( ) cos ( ) cos ( )
i
a p c p c p c  

         (7) 
 
Where ܥ௜ଵ is the first element of the eigenvector ܥԦ௜ሺ݅ ൌ 1,2,3ሻ. 
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Polarimetric entropy is used to characterize media’s scat- tering heterogeneity, and 
alpha angle is the measure of the type of scattering mechanisms from surface, to dipole, and to 
double bounce. The joint properties of this parameter pair H and തܽ have been successfully 
applied for unsupervised terrain classification [5]. 
 
2.3. Polarimetric Target Decomposition Based on MCSM  
Polarimetric target decomposition is a representative method and it allows the 
identification and separation of scattering mechanisms in polarization signature. Several 
polarimetric incoherent target decomposition methods have been proposed to identify the 
polarimetric scattering mechanisms based on the statistical characteristics [1-4]. For general 
conditions,the MCSM has been proposed for PolSAR image decomposition, in which single-
bounce, double-bounce, volume, helix,and wire scattering are considered as the elementary 
scattering mechanisms in the analysis of PolSAR images, and accordingly, the covariance 
matrix is expressed as the combination of these five components [4] 
 
s s d d v v h h w wC f C f C f C f C f C          (8) 
 
Where , , ,s d v hf f f f  and vf are the coefficients of single-bounce, double-bounce, 
volume, helix, and wire scattering, respectively, to be determined. While , . ,s d v hC C C C  and wC
represent the corresponding covariance basis of these five scattering mechanisms, respectively. 
 
 
3. Sparse Representation and the Smp Algorithm 
The RC differential function can constitute constant 0 and 1 differential monostable 
trigger circuits. In the constant 1 differential monostable trigger circuit, the output VOL becomes 
high when the input end Vf has a negative triggering pulse. At the same time, VC becomes high 
by the coupling effect of supply voltage C. By contrast, the output V0 becomes low because V0 
is the feedback to the input end. 
VOL can still maintain a high level for a short time even if the negative triggering pulse 
of Vf disappears, thus resulting in the transient steady state of circuit. However, the VC in the 
RC circuit decreases with the charging of supply voltage C. When VC=VTH, V0 returns to a 
high level, and the circuit returns to a steady state. In the constant 0 differential monostable 
trigger circuit, the low level of VOL can be maintained for some time because of the feedback 
effect of V0. With the charging of C, VC increases to VTH gradually, V0 returns to a low level, 
and the circuit returns to the steady state. The differential monostable circuits and their 
waveform are shown in Figure 1. 
 
3.1. Sparse Representation 
 “Sparse representation” refers specifically to an expression of the input signal as a 
linear combination of basic elements in which many of the coefficients are zero [10]. Recently, 
applications of sparse representation have achieved state-of-the-art performance. In the 
statistical signal processing community, the algorithmic problem of computing sparse linear 
representation with respect to an over-complete dictionary of basic elements or signal atoms 
has seen a recent surge of interest. Most or all information of a signal can be represented by the 
linear combination of a small number of basic signals, called “atom,” which are often chosen 
from a so called “over-complete dictionary.”. 
Given a dictionary ( )M ND R M N  and a signal
Mf R  the sparse 
approximation of f  can be realized through decomposing f  by a series of liner combination of 
the atoms drawn from D, which can be written as follows: 
 
f Da           (9) 
 
Here D is a M × N matrix with rank(D)=M, which is a finite collection of linearly 
dependent elementary signals and the columns of D form an over-complete set, 	 Ԧܽ is the 
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coefficient vector and it must be sparse. In other words, most elements of 	 Ԧܽ are zero. The 
schematic diagram of sparse representation is shown in Figure 1, in which the red means the 
nonzero coefficients and the corresponding atoms. 
 
 
 
 
Figure1. Schematic diagram of sparse representation 
 
 
When the sparse representation is used in image processing, f is the feature vector 
obtained using the aforementioned feature extraction methods. Then the sparse representation 
of the image or the feature vector using an optimal linear combination of some atoms selected 
from the over-complete dictionary D can be described as a kind of approximation process, 
shown as 
 
s r n n r
n N
f f f a d f

            (10) 
 
where is ௌ݂ the approximation of ݂, ௥݂ is the residual error, and ݀௡ is an atom in the 
over-complete dictionary D. 
 
3.2. Data SMP Algorithm 
There are two significant steps for the sparse representation of a signal or an image, 
i.e., the establishment of an appropriate dictionary and the optimization process to obtain the 
sparse coefficients. Two most important approaches to optimize sparse representation are the 
greedy pursuit methods and the convex relaxation methods. Thus, the optimization problem 
shown in (10) can be solved in polynomial time using standard linear programming methods or 
greedy algorithms [11]. 
The SMP is an iterative algorithm that subdecomposes the residual error ܴ௞݂ by 
projecting it onto the vectors of D to match ܴ௞݂ almost optimally. Afterward, conduct the similar 
decomposition processing, i.e., in the kth step, compute the inner product < ܴ௞݂, ݀௡௞> and 
obtain the optimal atom ݀௡௞, such as 
 
1,k k knk nkR f R f d d R f
           (11) 
 
Where < ܴ௞݂, ݀௡௞> means the component of image ݂ corresponding to ݀௡௞, and  ܴ௞ାଵ݂ 
represents the residual error of the kth step. 
 
Set
, sup ,k knk n
n N
R f d R f d

    
 and  
 
1
1 1 1,
k
k k nk nkf f R f d d

       , then calculate new residual error 
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ܴ௞ାଵ ൅ ݂ ൌ ݂ െ ௞݂ାଵ        (12) 
 
The original feature vector f is decomposed into a sum of dictionary elements that are 
chosen to optimally match its residual error. A major issue is to understand the behavior of the 
residual error kR f when k increases. 
The proof of convergence of SMP relies essentially on the fact that 
൏ ܴ௞ାଵ݂, 	݀௡௞ ൅ 1 ൐ 0. The orthogonality of the residual error to the last selected atom leads to 
the following “energy conservation” equation 
 
212 2
0
,k k nk
k
k
f f dfR R


         (13)  
 
3.3. Procedure of SMP-Based Image Classification Data  
Namely, the pending pixel will be label as the class with the minimum residual error of 
sparse representation among the dictionaries related to the training samples of each class. The 
flowchart of the classification procedure based on SMP algorithm is shown in Figure 2. Complex 
covariance format of L-band fully PolSAR images of Foulum area, Denmark, acquired on April 
17, 1998. The data have been spatially averaged and resampled at a 5 m × 5 m ground pixel 
spacing using a lowpass filter. The image is 886 pixels in row and 1100 pixels in line.  
The amplitude image of HH channel is shown in Figure. 3(a).To present the abstract of 
different classes’ distribution, the optical image (not the same time) 
Although the computing procedure of the SMP is similar to matching pursuit, the 
advantage of SMP is that SMP use far less atoms (1–3 atoms) to represent a signal and the 
atoms need be neither normalized nor orthogonal. Also, multiple dictionaries are used in SMP 
instead of only one in the matching pursuit algorithm. Hence, the over-sparse algorithm has cut 
down much of the time for image classification compared to the other greedy pursuit algorithms. 
 
 
4. PolSAR Images Classification Based on Sparse Representation 
 
4.1. Experiment Data 
The PolSAR data used in the study were acquired by the fully polarimetric Danish airborne SAR 
system EMISAR which operates at two frequencies, C-band and L-band. The nominal one-look 
spatial resolution is 2 × 2 m; the ground range swath is approximately 12 km and typical 
incidence angles range from 350 to 600. The test data are the from Google Earth is shown in 
Figure 3(b). 
 
 
 
 
Figure 2. Flowchart of SMP-based classification 
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(a) 
 
(b) 
 
Figure 3. EMISAR PolSAR image of Foulum test area. (a) Amplitude image of mHH channel. (b) 
Optical image of test site (not the same time) 
 
 
4.2. Procedure of Proposed Classification Method 
After the feature extraction using the aforementioned methods, the classification 
procedure based on sparse representation is described in detail for classification of PolSAR 
images. The classification procedure consists of the following. 
1) Select training samples from the representative area of each class in the PolSAR 
image. Owing to lack of the corresponding ground truth, in the experiment, just six rough 
classes are fixed to classify the test area, that is, buildings (and roads), forest areas, dense 
crops, small stem crops, broad leaves crops, and bare field, which are shown in the red 
rectangle areas and labeled in order in Figure 3(a), respectively. 
2) Construct the over-complete dictionaries using the multidimensional feature vector 
and obtain the optimal coefficients of each class based on the training samples to represent 
PolSAR images. 
3) Calculate the residual errors between a pending pixel with these labeled classes 
based on SMP and determine the class of the pixel. 
4) Select the test samples of each class and calculate the precision of the test samples 
in order to evaluate the performance of the experiment and the proposed classification method. 
5) Classify the total PolSAR image using the optimal sparse dictionaries and 
coefficients. 
 
4.3. Classification Result Based on Sparse Representation 
Based on eigenvalue decomposition of polarimetric coherence matrix and target 
decomposition of MCSM, three eigen values ߣଵ, ߣଶ and ߣଷ  polarimetric entropy H, average 
alphaAngle ߙത, and the scattering powers of five elementary scattering mechanisms are obtained 
from the experimental PolSAR images. Then the multidimension feature vector construct the 
over-complete dictionary and obtain the optimal coefficients of each class. Subsequently, the 
experiment of PolSAR image classification is implemented based on the optimal coefficients of 
sparse representation reconstruction. 
 
 
 
 
Figure 4. Sparse representation-based classification result based on eigenvalues of the 
coherence matrix and polarimetric scattering mechanisms of MCSM 
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It is clear that the classification for the individual class is coherent, i.e., most of the 
pixels belonging to a specific class are distributed into the same class. The forest, residential 
area and farmlands can be almost discriminated from each other. The forest areas are distinctly 
distinguished with the other types due to particular strong scattering power. The buildings and 
roads are almost correctly classified due to the obvious scattering characteristic except that a 
few areas are misclassified as forest because of the similar double-bounce scattering or owing 
to the surrounding trees around the houses. 
Table I presents the classification results of the test samples.The precisions of 
buildings, forest, dense crops, broad leaves crops, small stem crops, and bare field are 88.6%, 
92.1%, 86.4%, 88.9%, 95.8%, and 99.8%, respectively, and the average precision of all the test 
samples is 92.1%, which indicates that the proposed features and classification method based 
on sparse representation is effective for PolSAR image classification [12]. 
 
 
Table 1. Classification result of test samples using eigenvalues and scattering mechanisms 
based on sparse representation 
Class precision
 
   Freatures 
and methods 
Buildings(%) Forest(%) Dense crops(%)
Broad 
Leave 
crops(%)
Small stem 
crops(%) Bare field(%) 
Total 
precision(%) 
Runing 
time(%) 
Scattering 
mechansiams of 
MCSM 
 
49.3 
 
78.5 71.1 93.7 69.9 99.2 92.1 584 
Coherence martrix 
eigenvalues 76.8 76.5 82.9 89.5 95.8 99.8 77.0 600 
Polarimetric engropy 
and alpha angle 48.6 73.5 63.5 63.0 54.7 74.3 84.0 598 
Eigenvalues and 
scattering 
Mechanisms based 
on SVM 
84.00 82.6 86.4 86.3 89.3 95.4 62.8 1203 
 
 
5. Discussion 
In this section, the classification experiments similar to each other are also implemented 
to validate the proposed sparse representation-based classification method. The comparison of 
these contrast tests are given in Table II, including the classification precision and the running 
time. 
 
 
Table II. Comparison of classification results of test samples 
Class 
Samples 
Total 
number Buildings Forest 
Dense 
crops 
Broad Leave 
crops 
Small stem 
crops 
Bare 
field Precision(%)
Building 2081 1844 178 0 35 24 0 88.6 
Forest 2186 173 2013 0 0 0 0 92.1 
Dense crops 1913 141 0 1653 70 26 23 86.4 
Broad Leaves crops 4052 17 0 170 3642 223 0 89.9 
Small stem crops 3877 0 0 0 85 3715 77 95.8 
Bare field 4516 0 0 0 0 10 4506 99.8 
 
 
Besides, in order to evaluate the performance of the proposed method, a SVM-based 
classification experiment is implemented using eigenvalues of coherence matrix and 
polarimetric scattering mechanisms of MCSM. The classification result is shown in Figure. 5, 
and in which the terrain can be divided into proper classes. However, the processing time is 
about 1203 s, which is twice of that using sparse representation, 622 s, shown also in Table II.  
The consumed times listed in the table do not include the processing of feature 
extraction, because different methods cost different time because of their principles. The times 
shown in the table just contain the classification procedures, i.e., sparse representation or SVM 
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classifier. Because sparse representation needs not to design and optimize the classifier, then 
the proposed method costs less time. 
As a consequence, both qualitative and quantitative discussions of these classification 
results confirm that the proposed classification method based on sparse representation can 
perform with a good result. Moreover, the actual procedure of sparse representation-based 
classification is simpler and less time consuming. 
 
 
 
 
Figure 5. Classification result of EMISAR data based on SVM using coherence matrix 
eigenvalues and scattering mechanism of MCSM 
 
 
5. Conclusions 
The experiments using EMISAR L-band fully polarimetric data validate the utility and 
potential of the proposed method in PolSAR image classification,in which the test site are 
classified into six rough classes with an average precision 92.1%. The combination self-based 
multidictionary algorithm together with SMP algorithm can consume less computation time and 
simplify the classification procedure. The performance of sparse representation in other types of 
PolSAR image interpretation and application will be implemented in future. 
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