Abstract. We extend a result due to J. M. Bony concerning a form of the classical maximum principle adapted to Sobolev spaces. We treat the case of the limiting exponent and show that the result is optimal. We give various applications to nonlinear elliptic partial differential equations.
I. Introduction. In [8] J. M. Bony gave a new form of the classical maximum principle adapted to Sobolev spaces. Our purpose here is to present a slight extension of [8] that we prove to be optimal.
More precisely, in [8] is proved the following result: let ß be an open set in R" and let u G. (P¿f(0) = {«, Dau E Lfoc(S2) for |«|< 2}. Then if xQ is a point of local maximum of u and if p > n, we have (1) liminf ess 2aij(y)diju(y) <0
y-xB ¡j where (alj)xs;i jSi" is nonnegative a.e. in Í2 and atj E Lf^Sl). This result has proved to be very useful for uniqueness and comparison results (see for example [8] , H. Amann and M. G. Crandall [7] , P. L. Lions [19] and L. C.
Evans [13] ) concerning various linear or nonlinear second-order elliptic equations. We show here that (1) still holds if p = n and more precisely that we have if p = n (V) lim sup ess X( y ) < 0, lim inf ess | Du (y) |= 0 where X(y) is the highest eigenvalue of (D2u(y)). It is worth pointing out that when p > n then (1) and (1') are equivalent since by Sobolev imbeddings u E C'(ß) and Du(xQ) = 0. Actually we give below ( §11) a result even more precise than (T); and we show that p = n is the limiting case in a very sharp way since we give below an example when u E Wfë(Sl) for all p < n and such that D2u E Af¿L7ñ) (weak-L" space) but nevertheless (T) does not hold.
Of course this extension has the same applications as those mentioned above but we will skip them. Instead we apply this result in §111 to show some properties of solutions of nonlinear elliptic equations.
At this point we want to mention the pioneering study on the maximum principle by A. D. Alexandrov [1] [2] [3] [4] [5] and the fact that our proof is based in an essential way on a result taken from [1] (that we reprove by a different method in the appendix for the reader's convenience). Let us also mention that our argument will use some ideas due to C. Pucci and G. Talenti [27] and M. G. Crandall and P. L. Lions [11] . Finally we would like to point out that some of the uniqueness results proved in [8,7 and 19] (for example) using Bony maximum principle can thus, as we said before, be extended to WX2¿^(^1) solutions but that alternate (and related) proofs can be made using probabilistic arguments due to N. V. Krylov [15] and in particular a powerful inequality [16, 17] Then (V) holds.
Proof of Corollary 2. Clearly v(x) = u(x) -\ x -x() |4 has a local strict maximum at x -x{), and we conclude by applying Proposition 1 to v.
Example. We give now a very simple example showing that the above result is, in some sense, sharp: take ß = R" with n s* 2 and let u(x) = -| x \ . Obviously u E Wfcf(Q) for all p < n and D2u E M"(9,). In addition u has a global strict maximum at 0; nevertheless for all 8 > 0 such that e(8) < 1 the set AR is empty! Proof of Proposition 1. The idea of the proof consists in looking at " the points of concavity of u" in B(x0, 8) and then proving that this set (essentially A/¡) has a positive measure. First, following C. Pucci and G. Talenti [27] we claim that for all 8 > 0 (such that B(x0,8) E [y E ti/u(y) < u(x())}) and for £ G B(0, e) with We conclude by proving that a.e. on A¡ we have (D2u) < 0. Indeed let (£m)m»i be a dense sequence in S"~ ', then except on a set of zero Lebesgue measure we have
Therefore a.e. on A's' we deduce 32«/3|¿ =s 0, Vm s* 1; thus (D2u) < 0, and we conclude.
Remarks, (i) The above proof shows that we have (2') f det(-D2u)dx^c"e(8)", e(8) = Uu(x0) -sup u(x)}.
JA, ° I dB(x0,S) >
Let us mention that if u(x) --X | x -x0 \2 (for some X> Q) then (2') becomes an equality! (ii) It is clear that the main point in the above proof where we used the fact that u E WXc£ is when we obtained (2). This remark may be used to extend Proposition 1 a little bit to functions u of the form u = ux + u2 with u2 E WXc£(Sl) and ux concave, finite on ß and with an absolutely continuous normal image. Various (technical) extensions of this form are possible but we will skip them.
(iii) Let us emphasize that by Corollary 2, we have proved that if « G WXc£(ü) and has a local maximum at x0 E ß then lim inf ess \ Du( y) \-0;
.V-Xo and this no longer holds for u(x) = -| x -x0 \ (E W¿f(0), for p < n, D2u E Af"(ß)). It is also interesting to point out that in this counterexample u is concave and its normal measure is 8r .
III. An application of Proposition 1. Let us consider a fully nonlinear second-order elliptic equation of the form (4) F(D2u, Du,u,x) =0 inß where F G C(Lns X R" X R X ß) and Lns = [A nXn symmetric matrix}. We express the fact that (4) is elliptic (eventually degenerate) by assuming
We recall the notion of viscosity solutions of (4): u E C(ß) is said to be a viscosity solution of (4) if it satisfies for all cp G C2(ß) the following conditions:
Í at any local maximum point x0 of (u -<p), one has { F(D2<p(x0),D<p(x0),u(x0),xo)^0;
Í at any local minimum point x0 of u -<p, one has { F(D2oo(x0),Dcp(x0),u(x0),x0)>0.
In P. L. Lions [20, 21] equivalent definitions are given. This notion of solution of (4) has been introduced in the context of first order Hamilton-Jacobi equations (i.e. (4) with F(A, p, t, x) = F(p, t, x)) by M. G. Crandall and P. L. Lions [11] (see also [12, 10] ) for uniqueness and stability purposes. Some properties (stability, uniqueness, ... ) of these solutions are presented in P. L. Lions [20, 21, 22] . Of course we might consider a solution u E ^¿^(ß) (for some 1 < p < oo) of (4), i.e.. and a reasonable question is to decide whether m is a viscosity solution of (4). This is answered by the following Corollary 3. Let u E WXc¿'(ü) satisfy (4'); then u is a viscosity solution of (4).
Proof. Let us check for example (6). Obviously v = u -<p E WX^(Q) satisfies
F(D2v(x) + D2y(x), Dv(x) + Dtp(x), u(x), x) = 0 a.e.
We may then apply Corollary 2 to deduce (6), since F satisfies (5) and F is continuous.
Remark. The (counter-) example given in §11 shows also that Corollary 3 is, in some sense, optimal since u(x) = -\ x \ (E Wx2cjp(Rn) for p < n, D2u E M"(R")) solves (4') for F(A, p, t, x) = 1 -\p | . But (6) does not hold (take m = 0, x0 = 0).
Appendix. This section is devoted to the sketch of a new proof of the result of A. D. Alexandrov we used in the proof of Proposition 1. Let B be a ball in R" and let v E W2"(B). Let M be a borel set in B and let A be a borel set in R". We (-meas(9w(M))). Therefore (8) amounts to proving that p is absolutely continuous with respect to the Lebesgue measure and that, if we still denote by ¡u its density, we have (8') O^ju^ {det(D:ü)}+ (eV(B)).
We may then conclude by general results on obstacle problems for Monge-Ampère equations (cf. P. L. Lions [23] ). Let us just indicate briefly why (8') holds. It is quite clear that w is the (weak) solution (in the sense of Alexandrov) of the following obstacle problem: (9) max(-det( D2w), w -v) = 0 in ß, iv is convex on ß. w = v on 3ß.
Then, since "/x = det(£>2n)". (8') appears as a particular case of the celebrated Lewy-Stampacchia inequality for obstacle problems (see H. Lewy and G. Stampacchia [18] and D. Kinderlehrer and G. Stampacchia [14] ). This interpretation is completely justified in [23] where, following the method introduced in P. L. Lions [23, 24] , w is shown to be the limit of wF solution of max -det D2wF H-p(wF -t>F)//v . wF -vF\ =0 a.e. in R", Ve>0,38>0,p(x)^8if dist(x, B) > e. Exactly as in [23, 24] , one solves (10) and one proves that wF converges uniformly on B to w. Remarking that on B we have 0^det(D2wF) < (det(F>2uf)}+ -(det(F>2ü)}+ inV(B), we conclude since del(D2wF) converges weakly in the sense of measures to p (see for example [9] ). Details on this proof are given in [23] .
