Abstract-In this paper, we obtain a normal criterion of meromorphic functions concerning shared values. Let D be a domain in C and F be a family of meromorphic functions in D. Let k, n, m ∈ N + , n ≥ mk + m + 1, and a, b two finite complex numbers with a = 0. Suppose that every f ∈ F has all its zeros of multiplicity at least
I. INTRODUCTION AND MAIN RESULTS

L
ETf (z) and g(z) be two nonconstant meromorphic functions in a domain D ⊆ C, and let a be a finite complex value. We say that f and g share a CM ( or IM ) in D provided that f − a and g − a have the same zeros counting ( or ignoring ) multiplicity in D. When a = ∞, the zeros of f −a means the poles of f ( [1] ). It is assumed that the reader is familiar with the standard notations and the basic results of Nevanlinna's value-distribution theory ( [2] [3] [4] ).
It is also interesting to find normality criteria from the point of view of shared values. In this area, Schwick [5] first proved an interesting result that a family of meromorphic functions in a domain is normal if in which every function shares three distinct finite complex numbers with its first derivative. And later, more results about normality criteria related higher derivative concerning shared values have emerged( [6] [7] [8] [9] [10] [11] [12] [13] ).
Lately, chen et al. [14] proved the following theorems. Theorem A Let F be a family of meromorphic functions in the plane domain D, and k, n ≥ k + 2 be positive integers. Let a = 0, b be two finite complex constants. If all zeros of f have multiplicity at least k + 1 for each f ∈ F, and f + a(f (k) ) n and g + a(g (k) ) n share b in D for every pair of functions f, g ∈ F , then F is normal in D.
Theorem B Let F be a family of meromorphic functions in the plane domain D, and k, n ≥ k + 2 be positive integers. Let a = 0, b, c be finite complex This work was financially supported by the teaching research and reform of undergraduate teaching quality engineering construction projects of Xinjiang Normal University(SDJGY2013-18).
constants. If all zeros of f have multiplicity at least k and
A natural problem is:what can we say if f in theorem A is replaced by the f m ? In this paper, we study this problem and prove the following results.
Theorem 1 Let D be a domain in C and let F be a family of meromorphic functions in D. Let k, n, m ∈ N + , n ≥ mk+m+1, and a, b two finite complex numbers with a = 0. Suppose that every f ∈ F has all its zeros of multiplicity at least k
) n share the value b IM for every pair of functions (f, g) of F , then F is a normal family in D.
Theorem 2
Let F be a family of meromorphic functions in the plane domain D. Let k, n, m ∈ N + , n ≥ mk + m + 1, and a = 0, b, c be finite complex constants. If all zeros of f have multiplicity at least k and
Remark 1 Example 1 shows that the condition that n ≥ mk + m + 1 in Theorem 1 is sharp.
II. PRELIMINARIES LEMMAS
Lemmas 2.1.[15]
Let F be a family of meromorphic functions on the unit disc satisfying all zeros of functions in F have multiplicity ≥ p and all poles of functions in F have multiplicity ≥ q. Let α be a real number satisfying −q < α < p. Then F is not normal at 0 if and only if there exist a) a number 0 < r < 1; b) points z n with |z n | < r; c) f unctions f n ∈ F; d) positive numbers ρ n → 0 such that g n (ζ) := ρ −α n f n (z n + ρ n ζ) converges spherically uniformly on each compact subset of C to a nonconstant meromorphic function g(ζ) , whose all zeros have multiplicity ≥ p and all poles have multiplicity ≥ q and order is at most 2.
Lemmas 2.2.
[16] Let f (z) be a meromorphic function in the plane. For positive integer k, f
Lemmas 2.3. Let f (z) be a transcendental meromorphic function. Let k, n, m ∈ N + , n ≥ m + 1 and a ∈ C\{0}. If all zeros of f are of multiplicity at least
n has only finitely many zeros, then
Clearly, an arbitrary zero of f is a zero of
n , since all zeros of f are of multiplicity at least k + 1, then we can deduce that f has only finitely zeros, so N (r,
. From the first fundamental theorem of Nevanlinna and the second fundamental theorem of Nevanlinna, we have
2) By simply calculate, we have
Together with (2.1) − (2.6)and the first fundamental theorem of Nevanlinna, we have
Since n ≥ m + 1 , we get T (r, f (k) ) = S(r, f (k) ), this is a contradiction. This completes the proof of Lemma 2.3.
Lemmas 2.4. Let f (z) be a nonconstant rational function . Let a ∈ C\{0}, and k, n, m, ∈ N + with n ≥ mk + m + 1. Suppose that every f ∈ F has all its zeros of multiplicity at least k
n has at least two distinct zeros. Proof. Suppose to the contrary that f m + a(f (k) ) n has at most one zero. Clearly, an arbitrary zero of f is a zero of f m + a(f (k) ) n , since all zeros of f are of multiplicity at least k + 1, then we can deduce that f has at most one zero. we distinguish two cases as following.
Case I.
Suppose that f has exactly one zero z 0 . When f is a nonconstant polynomial,then
where A is a nonzero constant. Thus
n has at least two distinct zeros, a contradiction.
When f is rational but not a polynomial, we consider two subcases.
n has exactly one zero , then we can deduce that z 0 is the only zero of f m + a(f (k) ) n with multiplicity at least l. Set
where A is a nonzero constant and s ≥ k + 1. For simplicity, we denote
From (2.7), we have
By (2.7) and (2.9), we get
Since n ≥ mk + m + 1, s ≥ k + 1, we deduce that n(s − k) − ms ≥ (n − m)(k + 1) − nk ≥ 1, and then
(z−z1) n(β 1 +k) (z−z2) n(β 2 +k) ···(z−zt) n(β t +k) . (2.11) By the assumption that f m + a(f (k) ) n has exactly one zero z 0 with multiply l and (2.11), we get
12)
where C is a nonzero constant. Both (2.11) and (2.12) implies
(2.13) Case 1.1. If l > ms, from (2.13), we can deduce that z 0 is a zero of (z−z 1 ) (n−m)β1+nk · · · (z−z t ) (n−m)βt+nk , a contradiction.
Case 1.2. If l = ms, from (2.13), it follows that
non-constant polynomial, a contradiction.
Therefore, g 1 + g 2 is a non-constant polynomial, a contradiction.
) n has no zeros, then l = 0 for (2.12). It is the same argument as the proof for Case 1 that we have a contradiction.
Case II. Suppose that f has no zero, then N (r, 1 f ) = 0, combing with suppose:f m + a(f (k) ) n has at most one zero, we have N (r,
On the other hand, (2.14) gives
Since n − m − 1 − 1 k+1 > 0, then we can get a contradiction. This completes the proof of Lemma 2.4.
III. THE PROOFS OF THEOREMS
Proof of Theorem 1 Without loss of generality, we may assume that D = ∆ = {z : |z| < 1}. Suppose, to the contrary, that F is not normal at z 0 . Case 1. When b = 0. By Lemma 2.1 there exist a sequence {z j } of complex numbers with z j → z 0 , a sequence {ρ j } of positive numbers with ρ j → 0 such that
locally uniformly on compact subsets of C, where g(ξ) is a non-constant meromorphic function in C, all of whose zeros have multiplicity at least k + 1 . Moreover, g(ξ) has order at most 2.
If g m + a(g (k) ) n ≡ 0, then g has no poles, so g is a entire function. Since all zeros of g have multiplicity at least k + 1, if z 0 is a zero of g with multiply q(≥ k + 1), then z 0 is a zero of (g (k) ) n with multiply n(q − k), by
, then n ≤ mk + m, which contradicts with n ≥ mk + m + 1. So g has no zeros, then we can deduce that g = e cξ+d , where c = 0, d are constants. Then
Hence, e (n−m)(cξ+d) ) ) n has at least two distinct zeros, we may assume there exist two zeros ξ 0 , ξ * 0 . We choose a positive number δ small enough such that
n has no other zeros in D 1 D 2 except for ξ 0 and ξ * 0 , where
by Hurwitz's theorem, we know that for sufficiently large j there exist points
Fix t, let j → ∞, and note that
Since the zeros of f
n has no accumulation point, for sufficiently large j, we have
This contradicts with the facts
Case 2. When b = 0. By Lemma 2.1 there exist a sequence {z j } of complex numbers with z j → z 0 , a sequence {ρ j } of positive numbers with ρ j → 0 such that
locally uniformly on compact subsets of C, where g(ξ) is a non-constant meromorphic function in C, all of whose zeros have multiplicity at least k + 1 . Moreover, g(ξ) has order at most 2. Case 2.1. If a(g (k) ) n ≡ b, then g is a polynomial with degree at most k, this contradicts with g has only zeros with multiply at least k + 1.
.., c n be the distinct solutions of w n = b/a, then g (k) = c i (i = 1, 2, · · · , n) , and then g (k) is a constant by Picard theorem. It follows that g is a polynomial with degree at most k, this contradicts with g has only zeros with multiply at least k + 1. Therefore, a(g (k) ) n = b has solutions.
We claim that a(g (k) ) n − b has just one zero. Otherwise, we may assume there exist two zeros ξ 0 , ξ then g (k) = c i (i = 2, 3, · · · , n). By the Second of Nevanlinna's Fundamental Theorem,
It follows that T (r, g (k) ) = S(r, g (k) ), which is impossible.
The Theorem 1 is proved. Proof of Theorem 2. Suppose to the contrary, F is not normal in ∆. Then there exists at least one point z 0 such that F is not normal at the point z 0 . Without loss of generality we assume that z 0 = 0. Then by Lemma 2.1. We can find f j ∈ F, z j → 0, and ρ j → 0, such that
converges locally uniformly with respect to the spherical metric to a nonconstant meromorphic function g(ζ), and all zeros of g(ζ) are of multiplicity at least k and the spherical derivative of g(ζ) is bounded.
Then, we have
also locally uniformly with respect to the spherical metric. We claim that all zeros of g(ξ) are of multiplicity at least k + 1. Suppose that ξ 0 is a zero of g(ξ), obviously, g(ξ) ≡ 0. By Hurwitz's theorem , there exist ξ j → ξ 0 such that f j (z j + ρ j ξ j ) = 0, then we have (f j (z j + ρ j ξ j )) (k) = c by the condition that f (z) = 0 ⇒ (f (z)) (k) = c. If c = 0, then all zeros of each f ∈ F are of multiplicity at least k + 1 near 0 by the hypothesis. Hence Theorem 1 tells us that F is normal at 0, which contradicts our supposition. If c = 0, then
which is also a contradiction. The proof of Theorem 2 is completed.
