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 In this thesis, a model to analyze land use in a multi-county region of the Southeastern 
United States is presented. Farmer planting decisions are assumed to follow a non-stationary first 
order Markov decision process. The non-stationary transition probabilities are estimated as a 
function of the prior year‟s land usage and a set of exogenous variables using annual county level 
data from 1981 to 2005 using the maximum entropy method suggested by Golan et al. (1996).  
The transition probabilities are applied to each county‟s prior period crop production to estimate 
crop production in the current period. The model is graphically validated. A discussion is 
included on difficulties encountered in estimation of the model. Acreage elasticities are 
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 On January 31, 2006, President Bush challenged the nation to make cellulosic ethanol 
“practical and competitive within six years.” Towards that effort, he included the use of 
switchgrass as a potential feedstock. However, unlike hydrogen or batteries for gas-electric 
hybrid vehicles, switchgrass must be grown instead of manufactured. It therefore falls within the 
purview of America‟s farmers.  
 But switchgrass production for use in ethanol is a relatively new idea. There is no 
existing information on land use changes from one of the six major crops to switchgrass for 
cellulosic ethanol. Therefore, it is useful to understand how external factors such as population 
density, off farm work opportunities, and government subsidies affect existing crops, so that 
more informed decisions can be made concerning agricultural policy targeting the production of 
switchgrass as a dedicated energy crop.  
One approach taken to understand historical trends in cropland patterns and planting 
decisions entails examining aggregate land use changes at national or regional levels. However, a 
regional perspective may better account for differences in soils, weather, yield, competing land 
uses, and other factors affecting cost of production. The Southeastern U.S. has a comparative 
advantage in producing dedicated energy crops, such as switchgrass, for biofuels (De La Torre 
Ugarte et al. 2003). Therefore, knowing how the geographical distribution of current crop 
rotation patterns may change in this area, given the introduction of an alternative feedstock crop, 
is important to understand how these changes may influence farm household income, the 




 The objectives of this thesis are to (1) establish an econometric model to analyze land use 
change based on exogenous demographic variables, (2) validate the model by comparing it 
against existing data, and (3) apply the model to switchgrass production in a multi county region 
of the Southeastern U.S. However, as will be seen in the Results section, not all objectives were 
attainable in the available timeframe. Objectives (1) and (2) are achieved, but objective (3) could 
not be achieved. As such, this thesis redefines the original scope and focuses on the area around 
Monroe County, TN.  
Literature Review 
 Some prior studies focusing on crop land use change considered cropland as a single 
aggregated activity (as opposed to considering each crop produced as a separate activity), 
competing against other uses, such as forest, urban development, range, and grasslands (e.g. 
Lubowski, Plantinga, and Stavins 2003; Burnham 1973; Stavins and Jaffe 1990; Ahn, Plantinga, 
and Alig 2002). However, none of these papers address the issue of comparing one crop against 
others. Agricultural policy differentiates between field crops, and farm income changes based on 
what crops are produced and when they are planted. Therefore, to understand how crop land use 
and farm income are influenced by changes in agricultural policy, each crop must be considered 
a separate production activity. 
 The essential matter facing a farmer in choosing which crop to plant on a given acre of 
land is that which provides the maximum net present value of the stream of net returns (e.g. Ahn, 
Plantinga, and Alig 2000; Plantinga and Ahn 2002; Stavins and Jaffe 1990; Miller and Plantinga 
2003; Lubowski, Plantinga, and Stavins 2003). As such, several methods are presented by 
researchers for modeling the optimal crop land allocation. One such method is an iterative linear 
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program (LP). In a LP, a linear production function is optimized subject to constraints such as 
labor costs, crop net returns, and total acreage constraints. Heady (1954) provides a discussion of 
the logic and advantages of using linear programs in agricultural econometrics. Tompkin (1958) 
uses linear programming to determine the optimal combination of production activities on a 
livestock farm. A different type of LP model is used by De La Torre Ugarte et al. (2003) and Ray 
et al. (1998) in the implementation of the POLYSYS agricultural policy model. The amount of 
land available for a given crop is forecasted maximizing expected net returns, subject to cost and 
production constraints. However, in the case of a crop providing significantly greater net returns 
over others, a LP will cause a gross shift to that particular crop, possibly producing a corner 
solution. This is not likely, given that farmers are normally risk averse (Bard and Barry 2001). 
POLYSYS adjusts for risk aversion by means of a transition constraint, limiting the amount of 
cropland that may shift from one land use category to another within a given iteration of the 
program. Although the constraint is based on historical crop land use change for each crop, the 
model is still capable of predicting land use change limited solely by the transition constraint. In 
such cases, ceteris paribus, the programmer subjectively determines the forecast by specifying 
the transition constraint.  
Liu et al. (2007) utilize an inexact chance-constrained linear programming (ICCLP) 
model to determine the optimal land allocation between urbanized land and lake regions in 
central China. However, the ICCLP method has some limitations. This model has a high 
variability in its results: the uncertainty from the left hand side variables, expressed as intervals, 
is amplified by the probabilistic estimation of the right hand side variables. An inexact model 
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such as this one may not be as efficient as other methods in analyzing crop land use pattern 
changes. 
Another model used to estimate land use shares and transition probabilities is the 
multinomial logit model (MNL) (Theil 1969). The MNL is used by McRae (1977), among 
others. The probabilities associated with a change in state are estimated using a logistical form. 
In these specifications, a set of coefficients are estimated relating decision variables and other 
exogenous factors to explain land use decisions. The coefficients are then used to estimate the 
probability that a given acre of land will enter the chosen state based on given values for the 
exogenous variables. Logistic transition probabilities are typically estimated using a function 
which naturally constrains the probabilities to the (0,1) interval. Other studies have used variants 
of this approach, to predict crop land shares as opposed to transition probabilities. Such use can 
be seen in Wu and Segerson (1995); Hardie and Parks (1997); and Ahn, Plantinga, and Alig 
(2000), for instance. The same basic method is used, but, instead of a set of coefficients for each 
combination of prior and current decision variables, these papers instead use coefficients solely 
for the current decision, explaining the decision entirely by the exogenous variables, and 
disregarding the prior state. In essence, the share multinomial logit only uses a state/decision 
variable intercept. In both instances, the coefficients are stationary. However, the multinomial 
logit models listed in the above literature do not provide a direct link between exogenous 
variables and decision variables. In addition, Lubowski, Plantinga, and Stavins (2003) note that 
the Independence of Irrelevant Alternatives (IIA) property of multinomial logits may preclude 
otherwise optimal choice behaviors. They, in addition to Lubowski (2002) use a model known as 
a nested logit model (NLM) to address this shortcoming of the MNL. The NLM separates 
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decision states into subgroups or “nests” of similar qualities, differentiating them based on 
degree of substitutability. The nests Lubowski, Plantinga, and Stavins use include urban, non-
farm (comprised of forest and range land), and farm (comprised of cropland, Conservation 
Reserve Program land, and pasture land). The advantage of the NLM is that it imposes IIA 
within nests, but not across nests, relaxing the choice restrictions. However, because the nests of 
a NLM are based on substitutability, it may be less efficient at explaining land use change 
between crops. A model that estimates a set of coefficients directly linking exogenous state 
variables with decision variables, as well as incorporating data from the state of the land in the 
prior period, is desirable, as it may provide a better fit. It is also desirable to utilize an 
econometric model that minimizes choice restrictions on the part of the decision maker. One 
such model that fits those criteria is the Markov chain model. 
A Markov chain model estimates changes over time in a state variable based on the state 
in previous time periods and a transition probability estimated based on historical trends in the 
state variables. Markov chains are denoted by order, the order being the number of prior time 
periods on which the current state depends. For instance, in a first order Markov chain, the state 
variable in the current period is dependent on the transition probability going from one state to 
another and the state of the last period. In a second order Markov chain, the current period 
depends on the transition probability and the prior two periods. A third order Markov chain 
depends on three prior periods and so forth. When the Markov transition probabilities do not 
change over time, they are known as stationary. When the probabilities change over time, they 
are known as non-stationary. Some studies have assumed that crop land use changes follow a 
first order Markov chain. The earliest use of a Markov chain to predict changes in land use is 
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found in Burnham (1973). The author assumed that land use changes in the Southern Mississippi 
Alluvial Valley could be estimated by a stationary first order Markov chain. However, he states 
in the footnotes that assuming stationary transition probabilities may be too restrictive for a land 
use change model. Burnham‟s conclusion is supported by Hallberg (1969), who studied frozen 
dairy products in Pennsylvania using a non-stationary Markov chain. Hallberg used multiple 
regression techniques to test the hypothesis that non-stationary Markov transition probabilities 
have better predictive capability than stationary probabilities. Markov chains have been used in 
far more than land use, however. Again, Hallberg‟s study was on firm size in the dairy industry, 
not land use. Other studies using Markov chains for econometric analysis include (but are not 
limited to) Adelman‟s analysis of the distribution of firm sizes in the iron and steel industry 
(1958); Paap and Van Dijk‟s analysis of income and consumption in the U.S. (2003); Kelley and 
Weiss‟ study of population migration based on wage differentiation (1969); and Miller and 
Plantinga‟s paper analyzing land use changes in Iowa (1999). Given the non-stationary Markov 
chain‟s flexibility in explaining changes in dynamic systems, it is an appropriate method to use 
in this paper. 
One issue in explanation of crop land use is how to estimate the amount of land allocated 
to different crops. Acres planted are traditionally estimated in gross terms (e.g. Binkley and 
McKinzie 1984; Morzuch, Weaver, and Helmberger 1980; Holt 1999), but one can estimate crop 
shares instead of using gross acres (e.g. Nutt, Reed, and Skees 1986; Miller and Plantinga 2003; 
Miller and Plantinga 1999). There does not appear to be any advantage to using shares over gross 
acreage, or vice versa. However, certain considerations should be taken in each case. In using 
shares, one is able to see a normalized series of effects in exogenous variables, allowing for 
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easier cross sectional analysis. However, this normalization may cause bias in the view of gross 
effect. That is, when looking at shares, a five percent change in acreage due to the change in 
price in an alternate crop will have a much greater gross effect in an area with 10,000 acres as 
opposed to an area with 100 acres. Given that total acres may be calculated with share numbers 
and total area acreage, and recognizing the possible misconception of gross effect, the model in 
this paper is estimated with shares of cropland. 
With the model chosen, the task remains on how to estimate the parameters of the model. 
One method is the maximum entropy (ME) estimation method. There is significant literature in 
the area of entropic analysis. Shannon (1948) first applied entropy principles to problems in 
communication theory. However, entropy methods were extended to general statistical analysis 
by Jaynes (1957). Since then, significant works using ME to analyze agricultural economic 
effects include Garrison‟s (1974) study of the increase in rural industrialization in the Tennessee 
Valley Region; Zhang and Fan‟s (2001) analysis of technological change on China‟s crop 
production; Miller and Plantinga‟s (1999) multicrop land use analysis in Iowa using aggregate 
data; and Golan and Vogel‟s (2000) development of a non-stationary social accounting matrix 
framework. Golan and Vogel‟s work is particularly useful in that it provides the method for 
reformulating the primal constrained maximum entropy function as an unconstrained 
maximization problem by focusing on the Lagrangian multipliers of the primal as an 
intermediate decision variable. This simplifies estimation of the coefficients necessary to 
estimate the Markovian transition probabilities, as will be shown. Golan and Vogel cite the cross 
entropy specifications listed in Kullback (1959); Good (1963); Harrigan and Buchanan (1984); 
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and Golan, Judge, and Robinson (1994) in this reformulation.
1
 This reformulation is also used in 
Miller and Plantinga (2003).  
Once the parameters are estimated, understanding the how changes in exogenous 
variables affect the amount of cropland planted to a given crop is relevant. Contributions to this 
area of research include a derivation of national input demand curves and estimation of supply 
response elasticities by Griliches (1959). However, Griliches‟ work focused on national cropland 
as a whole. Muth (1961) focused on deriving elasticities of factors beyond population growth 
that affected land change from rural to urban use. Gardner (1979) examined the works by Muth 
and Griliches, providing a discussion of the effects of various conditions, such as inelastic 
demand for alternative crops, on supply elasticities. Lee and Helmberger (1985) added policy 
analysis in the estimation of crop supply elasticities, examining various farm program effects on 
corn and soybeans in Illinois, Indiana, Iowa, and Ohio. O‟Donnell, Shumway, and Ball (1999) 
obtain elasticities with a Markov chain model of input demand for regions in the U.S. This paper 
follows Miller and Plantinga (2003) as their derivation of the acreage transition elasticities 
directly coincides with a maximum entropy estimation of the Markov transition probability 
chain.  
The final issue remains on how to introduce a new crop into the model. No literature was 
found concerning transition probabilities in shares of a new crop, but Kalo et al. (1999) use a LP 
model to estimate the feasibility of growing kenaf in Eastern Virginia. The model was designed 
to maximize net returns on land and management, pitting the new crop against existing crops. De 
La Torre Ugarte, et al. (2003) use the POLYSYS LP model to examine economic effects of 
                                                 
1
 It is worth noting here that Maximum Entropy and Cross Entropy employ the same estimation methods. The 
difference is that Cross Entropy does not employ uniform priors as Maximum Entropy does. See Golan, Judge, and 
Miller (1996); and Mittelhammer, Judge, and Miller (2000) for discussions. 
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introducing switchgrass under two production scenarios. Each scenario uses assumed values for 
costs, yield, and sale prices of switchgrass. While this method provides a simple and effective 
way of introducing a new crop, it still falls under the shortcoming of the subjective transition 
constraint. Bhardwaj (2002) lists some of the complications faced in introducing meadowfoam in 
Virginia, such as the need for a good marketing system in the early stages of production. While 
useful in providing context to the difficulties faced by producers, his paper did not provide any 
econometric analysis in the area of prices or costs faced by farmers growing the new crop. 
Similar works in varying crops/species were done by Willingham and White (1978) and 
Knowles (1960).    
Conceptual Framework 
This research examines the dynamics of land use changes by explaining the planting 
decisions of farmers in each county of study. Following Ahn, Plantinga, and Alig (2000), each 
farmer is assumed to plant a sequence of crops that maximizes the present discounted value of 
expected net returns 











 where kj ,  represents a decision to allocate an acre of land currently used for crop (discrete state 
variable) j to crop k. That is, j represents the crop planted in the prior period, and k represents the 
crop planted in the current period. There are nine crops a farmer may produce: barley, corn, 
cotton, oats, rice, soybeans, sorghum, wheat, and switchgrass (j,k = 9). Individual farmer 
decisions, while observable, are difficult to obtain over time. Therefore, land shares aggregated 
at the county level are used to represent the sum of all planting decisions. This is logical because 
this paper assumes the individual farmer is a price taker in both inputs and outputs, is a rational 
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decision maker, and maximizes expected net returns by choice of kj , , made at the beginning of 
time t (t=1980, ..., T; T=2005).
2
 This follows that all farmers in a given area, faced with the same 
prices and costs, will make the same optimal planting decisions. A farmer‟s expectation on net 
returns is discounted by a constant discount factor, t . There are 755 counties in the area of 
study, represented by (i, ..., I). The share of acreage assigned to a crop is represented by ktiy , . The 




tiy . This implies that double 
cropping does not occur. This assumption is necessary because the data available is presented on 
a yearly basis. Even if, for instance, soybean and wheat double cropping does occur, the acreage 
planted in each activity is added to the total for a given county. Therefore, the assumption does 
not affect the relationship estimated between planted acres and exogenous variables. 
Over time, a farmer‟s planting decisions follow a first order Markov decision process. 
The share planted to a given crop is a function of the crop planted in the prior period and a non-




, . That is, there is a non-observable J x K matrix of 
probabilities for each county and time period, transitioning from crop j to crop k from period t to 
period t+1. These probabilities row-sum to one. These transition probabilities are hypothesized to 
be affected by exogenous variables, and, through this interaction, that the exogenous variables 
are explanatory of changes in crop land planting patterns. Each of the exogenous variables, 
detailed in the Data section, is represented by (h, ..., H). Let 
H
TI ,X  be a three dimensional matrix 
                                                 
2
 In areas of low competition or few firms, prices may have a degree of endogeneity. However, for the sake of 
uniformity in the model, all prices, costs, and yields are assumed to be exogenous. That is, the farmer has no control 
over these items before the planting decision is made. 
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of exogenous variables of size H x I x T. Each element of HTI ,X  is denoted 
h
tix , . The manner in 
which these variables interact is detailed in the Methods section.   
Methods 
With the data collected, the empirical model was estimated using ME as suggested by 
Golan and Vogel (2000); Golan, Judge, and Miller (1996); and Miller and Plantinga (2003). 
Given that the shares y
k
 are observable, they are considered to be equal to the conditional 
probability of choosing crop k in time t (Miller and Plantinga 2003).  
 The ME method for estimating the model of Markov transition probabilities from this set 
of equations is set forth by Jaynes (1957). The objective of the ME method is to select the 
probabilities that use the least information (fewest assumptions) to estimate the probabilities 
while still satisfying the constraints. This, in turn, assumes the farmer has the greatest amount of 
choice possible. Shannon‟s (1948) entropy measure is used to measure the amount of 
information needed to estimate the coefficients (Miller and Plantinga 2003; Golan and Vogel 
2000). The primal objective function determining the optimal transition probabilities is 
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where 0  is a H size vector of zeroes. When applied to the estimating equations (the set of 
constraints), the solution to the problem takes the form   






































ˆ ,  
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where kh,ˆ is the optimal Lagrangian multiplier associated with explanatory variable h and use 




 is the prior probability, which represents information from before the 










ˆ , may be expressed as  
(4) 
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where CFE represents the county level intercepts, Trend represents the increasing trend variable, 
and NR represents the per acre net returns to each crop.  Miller and Plantinga further simplify the 
model by providing an unconstrained dual equation to determine the optimal khi
,ˆ : 











































Golan and Vogel (2000) state this form is computationally superior and allows comparison 
between ME and maximum likelihood estimation methods. One crop (residual) is used as a 
reference group, with its lambdas forced to be zero. Here priors are assumed to be uniformly 
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distributed across the crops. That is, the agent has no beliefs or likelihoods concerning which 
crop to plant prior to the estimation period which may bias the decision. This causes the primal 
estimation problem (3) to perform in a similar manner of the multinomial logits as mentioned in 
the Literature Review (Miller and Plantinga 1999). The multipliers are then applied in (3) to 
determine the transition probabilities. As such, this model has two matrices to obtain the 
necessary data that enable estimation of land shares in a given period. The first is the matrix of 
stationary Lagrange multipliers which establish a link between a state variable h and a crop k. 
The second is a matrix of non-stationary transition probabilities, based on the multipliers, which 
can be applied to share data in the prior period to estimate shares in the current period. Shares for 
a crop in any given period are estimated by  













This specification may be expressed as an expanded system of equations: 






















































































































 The model is estimated at the county level. (See Appendix for mathematical program.) 
Given that each equation has its own set of observations, the model has degrees of freedom = T-
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H-1 =14. This includes a column of ones in the design matrix to act as an intercept for each 
county and crop. The coefficients are listed in Table 1
3
. The standard errors were estimated using 
a Newey-West heteroscedastic-autocorrelation robust covariance estimator, assuming a 
nonparametric Bartlett kernel density estimator for the spectral density matrix (Newey and West 




ˆ:H . Following Miller and Plantinga (2003), transition elasticities are 




, given a one percent change in
h
tix , , using the 
following formula 





















ti yx .  
With this measure, an acreage elasticity is derived,  























which measures the change in the share of acreage assigned to each crop given a one percent 
change in
h
tix , , providing an analysis of each of the observable state variables‟ effect on crop 
planting patterns over time. The acreage elasticities are discussed in the next section. 
Data 
 This research estimates the Markov transition probabilities based on a matrix of 
observable exogenous variables 
H
TI ,X , as mentioned prior. The information in 
H
TI ,X  is obtained 
from a variety of sources. Population, earnings, and government payment data are obtained from 
the Regional Economic Information System (REIS) (US DOC 2007) and are subdivided into 
                                                 
3
 All Tables and Figures are listed in Appendix A. 
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farm and non-farm categories in earnings. County area is obtained from the 2000 US Census. 
The model uses the ratio of farm earnings to non-farm earnings to proxy opportunity cost. That 
is, the lower the number, the more value can be gained from working outside the farm. 
Population density, calculated by dividing yearly population by the total county land area in 
square miles, is used as a measure of urbanization. Government payments may be an important 
determinant of crop production decisions. However, by-crop information was not available at the 
county level for the years of study, so the lump government payments to agriculture at the county 
level were used as a next best alternative. The model also includes an increasing trend variable 
(1981=1, 1982=2, etc) to account for progressive changes over time such as technology. Yield 
and by-crop acreage data were obtained from the National Agricultural Statistics Service (NASS) 
(USDA NASS 2007). The acreage for each crop is divided across the sum of the crops assigned 
to the six major crops to provide share data as mentioned above. In the case of barley, cotton, 
oats, rice, and sorghum, the acreages were summed into a single category, “residual,” to aid in 
modeling and increase variability in the data.
4
 The acreage assigned to those two crops was less 
than 2% on average within the area of study. Total head of cattle data was obtained from NASS, 
as the amount of cattle in a given area may affect how much of certain grains are produced.  
Most data was collected at the county level. However, both prices and production costs 
are calculated as indexed values. NASS does not provide per county price data; but POLYSYS, 
the land use estimation model at the University of Tennessee, has crop price indices at the NASS 
crop reporting district (CRD) level. To obtain prices, national crop prices for each year were 
taken from NASS, and spatially distributed with the POLYSYS indices.  That is, the NASS 
                                                 
4
 Cotton was not originally included in the residual category, but there is no cotton production for all years in the 
redefined area of study. It was therefore logical to include it in the residual category. See the Results section. 
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national price for a given crop was multiplied by the POLYSYS index for that crop in a given 
CRD. The indices are based on county level loan rates. Production costs are calculated by 
summing the by-crop, per-acre costs of all chemicals, farm services, rent, interest, wages, 
fertilizers, machine fuels, machine repairs, and seeds for each CRD. Those amounts are then 
multiplied by the yearly indices (1910-1914=100) from NASS for each cost type and summed to 
obtain an aggregated per-acre cost of production for each crop and each year. Because the 
POLYSYS cost numbers were in 2004 dollars, the cost numbers were divided by the 2004 NASS 
indices to obtain the final cost of production amounts in 2004 dollars. Because prices and 
production costs are at the CRD level, all counties within a given CRD are assumed to face the 
same costs and prices. The calculated prices are multiplied by the yield to provide production 
value for a given crop. Since yield is reported on a per county basis, this provides some spatial 
variation within each CRD. Costs are taken from the production value to provide a per-acre, by-
crop net return value at the county level (noted
k
tiNR , ). 
Finally, because the farmer cannot know what the prices, yield, and other exogenous 
variables will be at the end of the growing season, all variables are lagged by one year to address 
issues of simultaneity. That is, the farmer is assumed to base his decision on his knowledge of 
variables from the previous period, and values from 1980 are entered into the model to explain 
cropland use in 1981, et cetera. To provide an idea of the scope of the data, descriptive statistics 







 Issues Encountered and Redefinition of Scope 
 The original intent of this paper was to estimate coefficients for each county in the 
Southeastern U.S., with a final goal of estimating possible switchgrass production for the region. 
Data was gathered for the years 1995-2005 to estimate the model from each county in Alabama, 
Arkansas, Florida, Georgia, Mississippi, North Carolina, South Carolina, and Tennessee. The 
exact data gathered and sources thereof are described in the next section. The first issue 
encountered was that of feasibility in each production county. That is, there are a number of 
counties in the area of study in which there is little or no cropland, therefore eliminating them as 
a necessary inclusion. Therefore, two filters were applied to the data. First, if the county had 
more than five years of zero crop production (no acreage assigned to any of the crops included in 
the study), it was not considered a significant producer of agriculture. Second, if the county had a 
zero crop production year within any of the last three years (2003-2005), it was removed for the 
same reason. This also removed counties that specialized in fruit and/or vegetable production, 
such as those in Florida. This left 482 counties out of the original 755.   
 The initial runs of the model had several issues. One was that, even after the counties 
were filtered for feasibility, the model still would not estimate the coefficients. Trial and error 
confirmed that one problem was with crops with zero production for all years. That is, the county 
in question had crop production, but perhaps specialized in corn and soybeans, ignoring wheat, 
cotton, rice, etc. To remedy this, the lowest producing crops (barley, rice, oats, and sorghum) are 
aggregated into a separate category, residual. The exact methods of this aggregation are detailed 
in the data section. This allowed estimation of more counties.  
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 To allow for easier estimation as well, experiments were done with aggregation of 
coefficients at differing regional levels. Using various indexing options in GAMS, some 
coefficients were estimated at the state level, some at the CRD level, and still included dummy 
variables and/or coefficients at the county level to represent county fixed effects. Due to the 
aggregation of the data at higher levels increasing the number of observations, additional 
variables could be included without concern for loss of degrees of freedom. After looking at the 
validation graphs in the areas that could be estimated, estimation with all coefficients at the 
county level appeared to be the most accurate. However, even then, the model had trouble 
estimating the coefficients in many instances. A lack in variability of the data was considered as 
a cause of the problems.  
 To remedy this issue, more data was gathered, increasing the information from which the 
model could estimate the coefficients. For all 755 counties in the area of study, data was obtained 
from 1980-1994 and added to the original data, making twenty-six years worth of information, 
or, twenty-five model years plus one lag. After this additional data, the model still cannot 
estimate the coefficients for 77 counties, spread across the entire area of study. The two primary 
issues were that (1) the curve of the optimization problem was so flat that the solver could not 
reach an optimization point within a reasonable amount of time, or (2) the estimates for the 
coefficients were fantastic in size as to be impossible. As it stands, there are 385 counties out of 
the original 755 that can be estimated. Figure 1 is a map of the estimatable counties in the region.  
With the usable counties in place, the next problem to overcome was the incorporation of 
switchgrass into the model. This presented a unique problem in that there is no commercial 
production information available for switchgrass. Indeed, a plant is being built in Vonore, TN, 
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now to test switchgrass‟ commercial viability as an alternative feedstock for ethanol. Because the 
Markovian model estimates the coefficients based on the amounts of crop acreage relative to the 
exogenous variables, there is no way to estimate the coefficients as is done with the other crops. 
Therefore, several methods were considered to mathematically infer the coefficients that might 
allow me to include switchgrass in the model. One idea explored was to use hay as a crop 
substitute for switchgrass, given their similar growing conditions and input markets. However, 
returns to hay were difficult to estimate; so that method was unacceptable. One other suggested 
method was to “back out” the coefficients based on an assumed value for the acreage or 
transition elasticities, but that would require a purely ad-hoc specification to the model, which is 
undesirable. Finally, consideration was given to using the coefficients from corn as a substitute 
for switchgrass, because ethanol is a homogeneous product in terms of its output market. 
Unfortunately, this idea was rejected because (1) one cannot determine what percentage of land 
assigned for corn goes to ethanol versus other uses, and (2) corn and switchgrass face 
significantly different input markets, making the use of corn coefficients for switchgrass 
illogical. The same logic applied to using the residual category coefficients for switchgrass. The 
idea was suggested that switchgrass would initially act as a residual crop, with very small 
margins planted. Due to the very small size of the residual category shares, however, using 
residual coefficients could exclude areas that are likely to produce switchgrass. In addition, the 
crops comprising the residual category have very different input and output markets to ethanol, 
making the use of the residual category coefficients for switchgrass illogical.  
Having encountered these difficulties, the problem remained of the scope of the model. 
Because estimating the model at the county level is the most logical, given that estimating at the 
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lowest level can better account for the idiosyncratic characteristics like soil quality, it still meant 
estimating the model 385 times. The work associated with a model of that scale was 
overwhelming. As you can see later in the Results section, each county has a validation graph, a 
table of coefficients, and an elasticities graph for each explanatory variable. Given the amount of 
time spent on working through the above data problems and attempts to include switchgrass in 
the model, there was not enough time to compile and report on that much data within the 
graduation timeframe. As such, on advice from the author‟s committee, the focus was changed 
from the inclusion of switchgrass to the validation of the model in a given region. 
Monroe County, TN, was chosen for two reasons: (1) five of the seven counties surrounding 
Monroe are estimatable with the model,
5 
and (2) the switchgrass plant being built there makes 
analysis of the cropland use in the surrounding areas relevant. As such, six counties were 
analyzed: Cherokee, NC; Blount, Loudon, McMinn, Monroe, and Polk, TN. Figure 2 is a map of 
the counties included in the study. 
Model Validation 
 The model performed well with respect to forecasting crop land shares. Figures 3-8 plot 
each county‟s predicted crop land use (connected) and actual use (no lines). To provide an idea 
of total effect of a change in shares, a lighter line is included in each graph showing total acres of 
crop land. The model generally produces better forecasts when the changes in share amounts are 
gradual. Soofi‟s (1992) information index is used as a goodness of fit measure. This measures 
the reduction in the amount of uncertainty the agent faces in the planting decision by adding the 
information from the exogenous variables. That is, the higher the number, the more effective the 
                                                 
5
 It should be noted here that Graham County, NC, and Swain County, NC, have been omitted from this paper. 
While spatially contiguous to Monroe County, TN, these counties have had no more than 50 acres of crop land in 
any of the six major crops since 1992, and are not considered significant agricultural producers. 
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exogenous variables are at explaining the change over time in the crop land shares. Table 1 
includes the information measure for each county. Looking at the coefficients, it is apparent that 
most are significant at the 1% level of significance, causing a strong rejection of the null 
hypothesis: the selected exogenous variables (crop net returns, population density, etc) have a 
significant impact on a farmer‟s planting decision. The only exception appears to be the ratio of 
farm to non-farm earnings. Half of the coefficients corresponding to that ratio are not significant 
at the 10% level. This suggests that off-farm work opportunities, while perhaps significant in the 
decision on whether or not to plant as opposed to use the land for non-crop use, may not be as 
important when the decision is between different crops. Net returns to residual land coefficients 
are zero in counties with no residual crops planted across the entire time series because the 
coefficients for the residual category are restricted to be zero. Further discussion of the 
coefficients is uninformative, as with the MNL regression model, because direct interpretation of 
the signs and magnitudes on the land allocation decisions is difficult (Miller and Plantinga 2003).  
 The acreage elasticities of government payments, cattle, trend, population density, and 
the net returns for corn, soy, and wheat are analyzed in each county. The elasticities for variables 
associated with residual acreage are very large. This is because the acres planted to crops in the 
residual category are relatively small, causing the exogenous variables to have a much greater 
impact in planting decisions. Because planting residual crops must necessarily take acreage away 
from other typical crops (e.g., corn, soy, and wheat), the large residual elasticities also cause a 
spike in the elasticities for each of the other crops, relative to the amount of acreage planted in 
those other crops. Because of the very large effect of residual category elasticities, the graphs 
including them are difficult to read. Therefore, for the sake of readability and because residual 
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crops have such a small presence there, the elasticity graphs for Cherokee County, NC, and 
McMinn County, TN, have the years with residual crop elasticities removed. Polk County, TN, 
however, is more challenging. Residual crops have a greater presence in Polk County than in 
Cherokee or McMinn, but not enough to prevent them from significantly affecting the elasticities 
of other crops. The Polk elasticity graphs therefore display the years from 1992 – 2005, 
effectively allowing analysis of the interactions between land use and the various explanatory 
variables without the biasing effect of the residual category. The category of residual profit has 
been placed as a table at the end of the elasticity graphs. Due to the residual category‟s limited 
presence in the area of study, there is not enough data in that category to justify making graphs 
for it. 
Cherokee County, NC 
 Cherokee County, NC, shows a very distinctive two-crop system: there was no wheat 
planted or estimated by the model in the time frame studied. There was one year of a very small 
share of oats planted, which fell into the residual category. Government payments elasticities 
chart for corn and soybeans are mirror images. An increase in government payments was 
associated with an increase in corn planted and a decrease in soybean acres planted. What is 
interesting to note here is the spikes in the soybeans side of the chart, and the fact that they do 
not correspond to spikes in the corn acreage trend. This suggests that a change in policy there 
may have made soybeans less desirable while not making corn any more desirable. Alternatively, 
there could be another crop in the area that was not accounted for in this study. This is supported 
by the lines in the cattle and trend elasticity graphs. Similar negative peaks occur in soybeans, 
but do not have opposing effects in the corn line. The magnitudes of the elasticities suggest that 
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the number of cattle in the area have a significant impact on the amount of acreage assigned to 
each crop. The population density graph switches signs on corn and soybeans, indicating that 
more soybeans are planted as the area becomes more densely populated. The magnitude of the 
population density elasticities indicates that the planting decision is highly sensitive to 
urbanization in the area. Given that soybeans have a positive elasticity with respect to population 
density, there is a possibility that more soybeans are planted in Cherokee, NC, on smaller farms 
or those closer to urbanized land. The corn net returns elasticity performed as expected with 
positive signs for corn and negative signs for soybeans. However, the soybeans net returns chart 
suggests a different story. For much of the time period, corn had a positive elasticity in relation 
to net returns of soybeans. The soybeans own net return elasticity changes signs several times in 
the time period. There does not seem to be any particular explanation for this behavior in the 
crop. The chart of wheat net returns elasticities indicates that it would be planted alongside corn 
and as an alternative to soybeans if it were planted in this area.  
Blount County, TN 
 Blount County is generally a three-crop county, with corn and wheat planted on the 
majority of the acreage. Throughout the study period, the elasticity for soybeans is near zero, 
suggesting that government payments have a very small effect on the decision to plant soybeans.  
Corn and wheat have opposing elasticities in Blount County, with wheat holding the positive 
relationship. As government payments increased, more wheat was planted with that land most 
likely taken away from corn. Cattle elasticities were steady, suggesting a resistance to changes in 
policies that affect cattle production. However, since 1995, the cattle elasticities for both wheat 
and corn have trended toward zero, suggesting that cattle is having a decreasing effect on 
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planting decisions there. The variation in the trend chart is steady, showing an increasing effect 
of time based effects like technology. Both wheat and corn are increasingly affected by the trend. 
The negative wheat trend elasticity and corresponding positive corn elasticity may suggest better 
technology in the area of corn production. The population density chart shows similar results as 
seen in Cherokee County: soybeans have a highly positive relation to population density, with 
corn and wheat remaining negative. Corn and wheat elasticities here are nearly parallel, 
suggesting that the two crops face similar challenges in competing with urbanization for land. 
Net returns elasticities for Blount County are difficult to interpret. The corn net returns chart 
seems consistent with the acres planted to wheat in Blount County. Wheat and soybeans have 
opposing elasticities here, with corn showing a very small, albeit mostly positive own net return 
elasticity. This suggests that farmers focus on a wheat-corn yearly rotation. However, the 
soybean net returns elasticities have corn and soybeans as mirror images, with wheat showing a 
slightly positive relationship with soybeans, suggesting a soy-wheat cropping pattern. The wheat 
elasticity chart also supports a soy-wheat cropping pattern, but the signs are not consistent with 
expectations. One would expect a positive relationship between wheat net returns on wheat and 
soybeans. The elasticities of wheat and soybeans are negative with respect to wheat net returns. 
When considered as a group, the net return elasticities do not clearly point to a particular 
behavioral or cropping pattern. This suggests that net returns do not have a significant impact on 
the planting decisions of farmers in Blount County. The relatively small magnitudes of the net 





Loudon County, TN 
 Loudon County is a three crop county with no acres allocated to the residual category for 
all years. Looking at the observed and predicted shares (Figure 5), the share pattern has changed 
in recent years, with a sharp decline in corn corresponding with staggered increases in soybeans 
and wheat. The shares are on the “backswing” in recent years, with corn shares increasing and 
wheat shares declining. The change in those years is suggestive of a significant policy shift. This 
is supported by Figure 11, with the government payments elasticities chart showing spikes in all 
crops in the year 2001. This suggests that government payments had a much greater impact that 
year, possibly corresponding to the 2002 Farm Bill. The cattle elasticity chart shows a similar 
spike in the corn line. The amount of cattle has a significantly higher impact on the amount of 
corn acreage planted in 2001, with a trend towards pre-spike levels afterward. Soybeans and 
wheat have mostly negative elasticities in relation to cattle, but the trend increased around 2001, 
then started to decline again. This suggests that there was a short term policy impact on the 
planting decisions, but the policy has a decreasing effect over time. The trend elasticities lines 
follow similar patterns with a spike in 2001. Population density has a similar effect in Loudon 
County as in Blount and Cherokee: corn and wheat have negative elasticities with soybeans 
having a positive one. Again, as the area becomes more urbanized, more soybeans are planted. 
The net returns elasticities charts have two distinct periods for analysis: pre and post 2001. 
Before 2001, corn is the dominant crop; with more corn planted when either the net returns of 
corn or soybeans increased. After 2002, wheat seems to take corn‟s place, switching places with 
corn in both its own net return elasticity and corn‟s net return elasticity. In this county, corn 
appeared to compete primarily with wheat for land: wheat has a positive own net return elasticity 
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until 1995, when it changes signs with both corn and soybeans. Corn and wheat competition is 
supported by the corn elasticity chart, where they switch in sign over the entire series. It appears 
that Loudon County is sensitive to changes in policy, given the planting and elasticity changes 
happening near the 1996 and 2002 Farm bills.  
McMinn County, TN 
 McMinn County is primarily a three crop county, with small amounts of sorghum planted 
in 1985 and ‟87. Figure 6 shows that the majority of acreage is dedicated to corn production, 
followed by wheat and soybeans. There is a noticeable change in the planting patterns in the last 
two years of the study, with wheat stopping production and both corn and soy taking up the 
slack. This is a possible reaction to the 2002 Farm Bill. Some sensitivity to farm bills is 
noticeable in Figure 11, the government payment elasticity chart. While corn and wheat 
elasticities remain positive and smooth, there are negative spikes in the soybean elasticity in both 
1990 and 2001-2002. The consistently positive elasticity in corn and wheat indicate that an 
increase in government payments will cause acreage to shift away from soybeans to a corn-wheat 
cropping pattern. The cattle elasticities (Figure 18) show corn in constant positive relation to the 
head of cattle present, suggesting that corn there is used for cattle feed. The magnitude of the 
elasticities suggests that when cattle increase in the area, corn production will increase and take 
more land away from soybeans than wheat. The trend elasticities (Figure 24) indicate an 
increasing effect of technology on the crop shares. The corn and wheat trend elasticities follow 
very closely, again suggesting the corn-wheat cropping pattern. The population density 
elasticities follow what has been observed so far: an increase in population density will cause 
land to be taken away from corn and wheat, and planted with soybeans. This indicates that, as 
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one moves further away from urban areas, more corn and wheat are planted. The net returns 
elasticities tell a fairly consistent story, but this story runs counter to generally accepted theory. 
Corn and soybeans have very close elasticities in all three net returns crops. Wheat counters them 
in each instance. What is peculiar is the negative own net return acreage elasticity for corn. One 
would expect that, as the net returns on corn increase, the acreage allotted to corn increase with 
it, but, that is not the case here. Wheat has a positive cross net return acreage elasticity with corn, 
a positive own net return elasticity, and a generally negative cross net return elasticity with 
soybeans. Looking at the wheat elasticities for the net returns of corn and soybeans show that 
sudden change in cropping at the end of the study.  
Monroe County, TN 
 Monroe County is a three crop county, with no residual crops planted for all years of the 
study. Looking at Figure 6, there seems to be planting pattern changes at the 1990 and 2002 
Farm Bills. Before 1990, soybeans are the dominant crop, with wheat and corn swapping back 
and forth for the remaining acreage. From 1990 until 2002, a much more separated planting 
pattern emerges with corn dominating, followed by soybeans, then wheat. After 2002, the pattern 
changes again, with wheat taking a greater share and soybeans overtaking corn. The government 
payments elasticities show a consistently positive relationship with corn, and a consistently 
negative relationship with soybeans and wheat. This suggests as government payments increase 
in Monroe County, more corn will be planted. It also suggests a corn or soybeans-wheat 
cropping decision. There are significant spikes in the government payment elasticity in 1985 and 
2002, signifying increased sensitivity in the Farm Bill years. However, there are not spikes in ‟90 
or ‟96. This may suggest that those Farm Bills did not have a significant impact on the planting 
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decisions for farmers in this county. The cattle acreage elasticities show something unexpected: a 
constant positive relationship with soybeans and a constant negative relationship with corn and 
wheat. One would expect corn to increase with the amount of cattle in the area for purposes of 
feed, but the opposite occurs. This suggests that corn in this area is used for purposes other than 
cattle feed. The trend elasticities show that soybeans are not significantly affected by changes 
over time. Corn and wheat, however, have increasing effects as time progresses, suggesting that 
acreage planting decisions in those crops are more sensitive to technology. Monroe County 
deviates from the usual observations in population density elasticities. All other counties have 
positive relationships with soybeans and negative relationships with corn and wheat in 
population density acreage elasticities. Monroe County instead has a highly positive relationship 
with wheat, a negative relationship with corn, and trend in soybeans that hovers around zero. 
This suggests that, as one moves closer to urban areas, one sees more wheat, less corn, and a 
steady amount of soybeans planted. Monroe County is similar to McMinn County in corn net 
return elasticities, suggesting some knowledge bleed over between the two counties. Also, there 
is a negative own net return elasticity, suggesting that fewer acres of corn are planted as the net 
returns on them increase. Wheat has a positive cross net return elasticity with corn, and vice 
versa. Soybeans follow theory with a constant positive net return acreage elasticity, with corn 
negatively mirroring it, suggesting land competition between corn and soybeans.  
Polk County, TN 
 Polk County has the most residual crop out of any of the counties in the study. This was 
due to the planting of sorghum from 1983 – 1991. Looking at Figure 7, it appears that soybeans 
took up all the slack left by sorghum after it was no longer planted in ‟91, moving on to become 
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the dominant crop. For all other years, corn and wheat are relatively close in the amount of 
shares planted. As stated prior, the elasticities for Polk County are studied from 1992 – 2005, to 
allow for graphical comparison. The government payment elasticity shows constant positive 
relationships with corn and wheat. There is a noticeable spike in the payment elasticities 
corresponding to the 2002 Farm Bill. Cattle elasticities there act as expected, with constant 
positive relationships to corn and wheat, with constant negative relationships to soybeans. This 
suggests that corn and wheat are used in that area for cattle feed. Trend elasticities were different 
here: wheat has a markedly higher increase in sensitivity to technology, while corn and soybeans 
have a very gradual negative trend. Corn and soybeans have positive relationships to population 
density, indicating an increase in acreage planted to those two crops as one gets closer to urban 
areas. Wheat has a highly negative population density elasticity, suggesting that one tends to find 
more wheat in rural areas of Polk County. Corn has a positive own net return elasticity, 
indicating that farmers are sensitive to the profitability of corn when making their decisions. 
Wheat has a negative net return elasticity to corn, suggesting that corn and wheat compete for 
land in this area. Soybeans and wheat both show negative own net return elasticities, suggesting 
a soy-wheat cropping pattern.  
Regional Trends in Net Returns Elasticities 
 It is worth noting here a couple regional similarities one notices when looking at the net 
return elasticities as a whole: in the years 1987 and ‟88, the net return elasticities for all crops 
take a marked shift toward zero. This is a peculiar occurrence, because there are no farm bills for 
either of those years. Further research could examine this shift to see what caused this decrease 




 This research proposed an econometric model to estimate land use changes in a six 
county region of the Southeastern United States. Because of the comparative advantage in the 
area in producing biofuel feedstock, combined with the building of a cellulosic ethanol plant in 
Monroe County, TN, information on the effects of various exogenous influences on crop land 
use was sought, with a goal of estimating switchgrass production. However, due to difficulties in 
the introduction of switchgrass to the model, land planted with existing crops was estimated in 
the area surrounding the ethanol plant and compared to actual land use to examine the validity of 
the model. Aggregate farmer planting decisions were assumed to follow a first order Markov 
chain, and the transition probabilities were estimated using maximum entropy. The effects on 
land use changes were examined by means of acreage transition elasticities.  
 Further work may include comparative analysis in the area of effectiveness of variables. 
Using Soofi‟s information index as mentioned prior, one can analyze the individual and joint 
effectiveness of the selected variables. This was not done here because of time constraints. Other 
variables could be included such as dividing total cattle into beef cattle and dairy cattle, using 
dairy cattle as a proxy for returns on hay. Hay would be a possibility for consideration in the case 
for inclusion of switchgrass as mentioned prior. Obtaining county level government payment 
information separated by crop, which was unavailable at the time of this writing, would enable a 
more efficient policy analysis. It would be interesting to observe pure prices instead of net 
returns, enabling one to see pure cross price elasticities. In addition, a satisfactory way of 
including switchgrass in the model was not found. Further work could build on the techniques 
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Appendix A: Tables and Figures 
 
Table 1: Estimated Model Coefficients 
Variable Crop Cherokee, NC Blount, TN Loudon, TN 
CFE corn         14.77552 8.42743*** 13.74444*** 
  soy          -14.86704*** -16.75955*** -20.30945*** 
  wheat        -0.02366*** 9.6126*** 6.65677 
Trend corn         2.39049*** -18.20704*** 0.06489 
  soy          1.512*** -18.77402*** -0.45451*** 
  wheat        -0.55173*** -18.42431*** -0.25158*** 
PopDen corn         0.48391 -0.55826*** 0.34824*** 
  soy          1.61034*** -0.35953*** 0.65385*** 
  wheat        -1.2076*** -0.53126*** 0.48294*** 
FernNfErn corn         -38.15267 60.08479** 9.88455 
  soy          38.15695** 56.94916 43.17776*** 
  wheat        0.00049*** -117.00494 -53.04772*** 
Cattle corn         -0.28072 17.65858*** 0.93918*** 
  soy          -1.94391*** 17.62251*** 0.75103*** 
  wheat        -0.18044*** 17.56899*** 0.66926*** 
GovPymt corn         0.07204*** -0.0568*** 0.1988*** 
  soy          0.06992*** -0.05587*** 0.20218*** 
  wheat        0.91528*** -0.05491*** 0.20528*** 
Net  corn         -0.22402*** 1.0805*** 0.13007*** 
Returns  soy          -0.23082*** 1.08*** 0.12876*** 
(corn)  wheat        -3.90296*** 1.08086*** 0.1183*** 
Net  corn         0.82161*** -0.7074*** -0.38431*** 
 Returns soy          0.81239*** -0.69911*** -0.39019*** 
(soy)  wheat        2.46561*** -0.70308*** -0.38992*** 
Net  corn         -0.97092*** -0.68319*** 0.06975*** 
 Returns soy          -0.88791*** -0.69319*** 0.06243*** 
 (wheat) wheat        0.58279*** -0.69089*** 0.09463*** 
Net  corn         -9.9374*** 0 0 
 Returns soy          -9.99278*** 0 0 
 (residual) wheat        2.89587*** 0 0 
Information Index 0.27593 0.17393 0.20253 
 
* = Coefficient significant at 10% level of significance 
** = Coefficient significant at the 5% level of significance 
*** = Coefficient significant at the 1% level of significance 
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Table 1. Continued. 
Variable Crop McMinn, TN Monroe, TN Polk, TN 
CFE Corn 4.46747 6.90722*** -12667.20021*** 
  Soy -30.34771*** 0.12203 -12672.31202*** 
  wheat 24.68051 -6.84191*** -12647.62251*** 
Trend Corn -2.48943*** -1.53077*** -23.16388*** 
  Soy -2.72638*** -1.71709*** -23.14643*** 
  wheat -2.38371*** -1.89615*** -22.96718*** 
PopDen Corn 11.65623*** 0.55654*** 397.08966*** 
  Soy 12.02099*** 0.69661*** 397.36229*** 
  wheat 11.47842*** 0.90596*** 396.46303*** 
FernNfErn Corn -26.69243 17.35053 864.65978*** 
  Soy 25.19535 7.73253 884.97269*** 
  wheat 0.89708 -25.0672** 864.33399*** 
Cattle Corn -12.24576*** 1.56112*** 37.74509*** 
  Soy -12.31321*** 1.62581*** 37.23994*** 
  wheat -12.36939*** 1.58244*** 37.70481*** 
GovPymt Corn -0.59397*** 0.0217*** -0.09916*** 
  Soy -0.59525*** 0.02167*** -0.10063*** 
  wheat -0.59389*** 0.02166*** -0.09937*** 
Net  Corn 0.25626*** -0.1202*** -0.83546*** 
Returns  Soy 0.25617*** -0.12084*** -0.83554*** 
(corn)  wheat 0.25769*** -0.11563*** -0.83692*** 
Net  Corn 0.13751*** 0.2339*** 1.94926*** 
 Returns Soy 0.13915*** 0.24051*** 1.94586*** 
(soy)  wheat 0.11733*** 0.23682*** 1.94739*** 
Net  Corn 3.07686*** 0.0532*** 2.20749*** 
 Returns Soy 3.08177*** 0.04666*** 2.21203*** 
 (wheat) wheat 3.10268*** 0.04499*** 2.20003*** 
Net  Corn 2.159*** 0 -0.17131*** 
 Returns Soy 2.15274*** 0 -0.17391*** 
 (residual) wheat 2.15296*** 0 -0.17339*** 
Information Index 0.20555 0.16129 0.13011 
 
* = Coefficient significant at 10% level of significance 
** = Coefficient significant at the 5% level of significance 










Table 2: Summary Statistics of Exogenous Variables* 
 Mean Standard Error 
Standard 
Deviation Sample Variance 
PopDen 89.56457284 4.16422171 51.00109182 2601.111367 
FErnNfErn 0.02752712 0.002027277 0.02482897 0.000616478 
Cattle 26.42866667 1.165810617 14.27820574 203.8671593 
GovPymt 397.4733333 29.34886313 359.448696 129203.3651 
NR(corn) 94.92695065 6.454375673 79.04963504 6248.8448 
NR(soy) 58.02754837 4.993683089 61.15987753 3740.530619 
NR(wheat) 44.18460384 4.581873727 56.11626349 3149.035028 
NR(residual) 9.874865921 3.235425636 39.62570954 1570.196857 
*Population Density in persons/mi
2
, Cattle in 1000-head, Government Payments in $1000, Net 
Returns (NR) in $/ac, n = 150 
 
 
Table 3: Residual Net Returns Acreage Elasticities* 
 Cherokee, NC 
Year Corn Soy Wheat Residual 
1998 -0.4284 1.71369 0 0 
  McMinn, TN 
Year Corn Soy Wheat Residual 
1986 0.1837 -0.24 -0.3249 0 
1989 0.09207 -0.0624 -0.082 0 
  Polk, TN 
Year Corn Soy Wheat Residual 
1984 -0.6119 -0.7192 -0.7063 6.59071 
1985 -0.6457 -0.7742 -0.7581 7.11731 
1986 -1.3825 -1.49 -1.5203 9.31752 
1987 -0.3695 -0.4591 -0.4474 4.64487 
1988 -0.2309 -0.2857 -0.2785 2.84394 
1989 -0.1764 -0.2272 -0.2176 2.48132 
1990 -0.4988 -0.6414 -0.6125 7.26619 
1991 -0.307 -0.4285 -0.4042 6.45448 
1992 0.05496 -0.0403 -0.0214 1.22273 






Figure 1: Map of Counties Estimatable by Model. 
 
 
Figure 2: Map of Region Considered in Redefined Scope. 
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Model Validation: Actual vs. Predicted Land Use 
 
 








Figures 7 and 8: Monroe and Polk Counties, TN, Predicted vs. Actual Crop Use, 1981 – 2005  
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Figures 9 and 10: Government Payment Acreage Elasticities, McMinn and Polk Counties, TN, 




Acreage Elasticities: Government Payments 
 
 
Figures 11 and 12: Government Payment Acreage Elasticities, Cherokee County, NC, and 
Blount County, TN, 1981 – 2005  
 
 
Figures 13 and 14: Government Payment Acreage Elasticities, Loudon and McMinn Counties, 
TN, 1981 – 2005 
 
 
Figures 15 and 16: Government Payment Acreage Elasticities, Monore County, TN, 1981 – 2005 
and Polk County, TN, 1992 – 2005  
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Acreage Elasticities: Cattle 
 
 
Figures 17 and 18: Cattle Acreage Elasticities, Cherokee County, NC, and Blount County, TN, 
1981 – 2005 
 
 
Figures 19 and 20: Cattle Acreage Elasticities, Loudon and McMinn Counties, TN, 1981 – 2005 
 
 
Figures 21 and 22: Cattle Acreage Elasticities, Monore County, TN, 1981 – 2005 and Polk 




Acreage Elasticities: Trend 
 
 
Figures 23 and 24: Trend Acreage Elasticities, Cherokee County, NC, and Blount County, TN, 
1981 – 2005 
 
 
 Figures 25 and 26: Trend Acreage Elasticities, Loudon County, TN, 1981 – 2005 and McMinn 
County, TN, 1989 – 2005 
 
Figures 27 and 28: Trend Acreage Elasticities, Monore County, TN, 1981 – 2005 and Polk 




Acreage Elasticities: Population Density 
 
 
Figures 29 and 30: Population Density Acreage Elasticities, Cherokee County, NC, and Blount 
County, TN, 1981 – 2005 
 
 
Figures 31 and 32: Population Density Acreage Elasticities, Loudon County, TN, 1981 – 2005 
and McMinn County, TN, 1989 – 2005 
  
 
Figures 33 and 34: Population Density Acreage Elasticities, Monore County, TN, 1981 – 2005 
and Polk County, TN, 1992 – 2005 
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Acreage Elasticities: Corn Net Returns 
 
 
Figures 35 and 36: Corn Net Returns Acreage Elasticities, Cherokee County, NC, and Blount 
County, TN, 1981 – 2005 
 
 
Figures 37 and 38: Corn Net Returns Acreage Elasticities, Loudon and McMinn Counties, TN, 
1981 – 2005 
 
 
Figures 39 and 40: Corn Net Returns Acreage Elasticities, Monore County, TN, 1981 – 2005 and 
Polk County, TN, 1992 – 2005 
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Acreage Elasticities: Soy Net Returns 
 
 
Figures 41 and 42: Soy Net Returns Acreage Elasticities, Cherokee County, NC, and Blount 
County, TN, 1981 – 2005 
 
 
Figures 43 and 44: Soy Net Returns Acreage Elasticities, Loudon and McMinn Counties, TN 
1981 – 2005 
 
 
Figures 45 and 46: Soy Net Returns Acreage Elasticities, Monore County, TN, 1981 – 2005 and 
Polk County, TN, 1992 – 2005 
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Acreage Elasticities: Wheat Net Returns 
 
 
Figures 47 and 48: Wheat Net Returns Acreage Elasticities, Cherokee County, NC, and Blount 
County, TN, 1981 – 2005 
 
 
Figures 49 and 50: Wheat Net Returns Acreage Elasticities, Loudon and McMinn Counties, TN, 
1981 – 2005 
 
 
Figures 51 and 52: Wheat Net Returns Acreage Elasticities, Monore County, TN, 1981 – 2005 
and Polk County, TN, 1992 – 2005 
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Appendix B: GAMS Code Used to Estimate Model 
Estimating Crop Land Use in a Multi-County Region of the Southeastern United States 
M.S. Thesis Model 
Dustin J. Donahue 
Department of Agricultural Economics 
University of Tennessee 
Thesis Committee: 
Daniel G. De La Torre Ugarte 
Dayton M. Lambert 
Burton C. English 
July 2009 
 
County intercepts, profits, demographics, government payments, and trend included 
 




set      jj crops in t-1       /corn 
                                 soy 
                                 wheat 
                                 res 
                                 /              ; 
set      j(jj) crop sub        /corn 
                                 soy 
                                 wheat 
                                 res 
                                 /              ; 
set      hh xvars             /pop_den 
                                 fern_nfern 
                                 catl_scal 
                                 gov_pymt 
                                 cr_prof 
                                 sy_prof 
                                 wh_prof 
                                 res_prof 
                                 trend 
                                 icept 
                                 /             ; 
set      h(hh) xsub           /pop_den 
                                 fern_nfern 
                                 catl_scal 
                                 gov_pymt 
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                                 cr_prof 
                                 sy_prof 
                                 wh_prof 
                                 res_prof 
                                 trend 
                                 icept 
                                 /             ; 
set      tt years             /1981*2005/        ; 
set      t(tt) time sub       /1981*2005/        ; 
set      ii county            /1*6/            ; 
set      i(ii) sub county     /6/              ; 
alias (i,iii)                                    ; 
alias (jj,kk)                                    ; 
alias (j,k)                                  ; 
alias (h,hi,hii,hiii,hiv)                       ; 
 
*Read in Data 
table    x(ii,tt,hh)       table of xvar data 
$call =xls2gms r=E2:O152 i="G:\GAMS\DTMonroe1980.xls" 
o="G:\GAMS\DTMonroe1980X.inc" 
$include "G:\GAMS\DTMonroe1980X.inc"                        ; 
 
table    yl(ii,tt,jj)       table of crop shares in t-1 
$call =xls2gms r=P2:T152 i="G:\GAMS\DTMonroe1980.xls" 
o="G:\GAMS\DTMonroe1980YL.inc" 
$include "G:\GAMS\DTMonroe1980YL.inc"                       ; 
 
table    y(ii,tt,kk)      table of crop shares in t 
$call =xls2gms r=U2:Y152 i="G:\GAMS\DTMonroe1980.xls" 
o="G:\GAMS\DTMonroe1980Y.inc" 




       decimals=5, 
       solprint=off                                ; 
****************************************************************************** 
*                        BEGIN LAMBDA ESTIMATION 
****************************************************************************** 
 
*Call parameters for Model Estimation and Post-Model Calculations 
parameter p(i,t,j,k)     Probabilities for t-1   ; 
parameter omega(i,t,j)   Denomenator             ; 
parameter psi(i,t,j,k)   Numerator               ; 
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parameter yp(i,t,k)      Predicted shares        ; 
parameter elast(i,t,h,j,k) Transition Elasticity ; 
parameter elasa(i,t,h,k) Acreage Elasticity      ; 
parameter Shannon(i)     Shannon's Entropy Measure       ; 
parameter Shannonsub(i,t,j,k)       Numerator of Shannon's Entropy Measure; 
parameter soofi(i)       Soofi's Information Measure     ; 
parameter q(t,j,k)       prior prob                      ; 
parameter esub(i,t,h,j)  Elasticity sub-calculation; 
parameter threshold      /.000001/; 
 
*Call Variables for the model to solve 
variable l(i,h,k)        lambda coefficients 
         m               objective; 
 




*Call, Define, and Run Model 
equation maxlam finds max value of Lagrange Multipliers; 
 
maxlam .. m =e= sum((i,t,h,k), y(i,t,k)*(x(i,t,h)*l(i,h,k) )) 
    -sum((i,t,j),log(sum(k, q(t,j,k)*exp(yl(i,t,j)*sum(h,l(i,h,k)*x(i,t,h)))))); 
 
model markov /maxlam/                               ; 
markov.optfile=1                                 ; 
markov.workspace=2500.00                         ; 
solve markov using nlp maximizing m              ; 
 
*Calculate Probabilities in t-1..t 
omega(i,t,j)= sum(k,q(t,j,k)*exp(yl(i,t,j)*sum(h,x(i,t,h)*l.l(i,h,k)))) ; 
psi(i,t,j,k)= q(t,j,k)*exp(yl(i,t,j)*sum(h,x(i,t,h)*l.l(i,h,k))); 
p(i,t,j,k)= psi(i,t,j,k)/omega(i,t,j)            ; 
yp(i,t,k)=sum(j,p(i,t,j,k)*yl(i,t,j))            ; 
loop((i,t,k), 
if(yp(i,t,k) lt threshold, 




if(p(i,t,j,k) lt threshold, 











   if(yp(i,t,k) ne 0, 
         elasa(i,t,h,k)=(1/(yp(i,t,k)))* 
                         sum(j,yl(i,t,j)*p(i,t,j,k)*elast(i,t,h,j,k)); 
   else elasa(i,t,h,k)=0; 
   ); 
); 
 
*Calculation of Soofi's Information Index 
loop((i,t,j,k), 
   if(p(i,t,j,k) ne 0, 
         Shannonsub(i,t,j,k)=-p(i,t,j,k)*log(p(i,t,j,k) ); 
   else  Shannonsub(i,t,j,k)=0; 
   ); 
); 
 
shannon(i) = sum((t,j,k), shannonsub(i,t,j,k)) 
                 /sum((t,j,k),-q(t,j,k)*log(q(t,j,k))); 
soofi(i) = 1 - shannon(i); 
**************************************************************************** 




*            BEGIN COVARIANCE MATRIX CALCULATIONS 
*        Coded by D.M. Lambert, Adapted by D.J. Donahue 
***************************************************************************** 
 
*SETS FOR COVARIANCE MATRIX; 
sets  rm(h)  pivot row candidates   , nprm(h)  non pivot rows 
      sm(hi)  pivot column candidates, npsm(hi)  non pivot columns ; 
set      nw newey-west lags      /1*2/           ; 
 
*PARAMETERS FOR FINDING COVARIANCE MATRIX; 
parameter ehatk(i,t,k)    difference between actual shares and predicted shares; 
 
parameters       Matrix(i,k,j,h,hi)                  Hessian Matrix to invert 
                 b(i,hi,h)    inverse of HESS 
                 bp(i,h,hi)   permuted and transposed inverse of HESS 
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                 pair(i,h,hi) pivoting sequence and permutation 
                 bm(i,j,k,hi,h)    inverse of HESS 
                 bpm(i,j,k,h,hi)   permuted and transposed inverse of HESS 
                 pairm(i,j,k,h,hi) pivoting sequence and permutation 
                 rank      rank of matrix HESS 
                 adet      absolute value of determinante of matrix HESS 
                 pivm, bigm, piv, big, tol, acount, nlag, wt     ; 
 
ehatk(i,t,k) = y(i,t,k) - yp(i,t,k); 






parameter G(i,j,k,h,hi)   ; 
 





      wt =(nlag+1-acount)/(nlag+1); 
      G(i,j,k,h,hi) = G(i,j,k,h,hi) + wt*( sum(t , x(i,t,h)*x(i,t-acount,hi) 
                                               *ehat(i,t,j)*ehat(i,t-acount,k)) 
                                        +  sum(t , x(i,t,hi)*x(i,t-acount,h) 
                                               *ehat(i,t,j)*ehat(i,t-acount,k)) 
                                         ); 




Matrix(i,j,k,h,hi) = sum(t, x(i,t,h)*p(i,t,j,k) 
                         * [1$(ord(j)=ord(k)) - p(i,t,k,j)]*x(i,t,hi) ); 
 
*********************************************************************** 






rm(h) = yes; sm(hi) = yes; bpm(i,j,k,h,hi) = Matrix(i,j,k,h,hi); rank = 0; 




Loop(hi, bigm = smax((rm,sm), abs(bpm(i,j,k,rm,sm))); bigm$(bigm lt tol) = 0; 
        nprm(h) = yes; npsm(hiv) = yes; 
 
        Loop((rm,sm)$(bigm and bigm eq abs(bpm(i,j,k,rm,sm))), 
            rank = rank+1; pairm(i,j,k,rm,sm) = rank; pivm = 1/bpm(i,j,k,rm,sm); 
            bigm = 0;  nprm(rm) = no; npsm(sm) = no; 
            bpm(i,j,k, rm,npsm)  =  bpm(i,j,k,rm,npsm)*pivm; 
            bpm(i,j,k,nprm,npsm)  =  bpm(i,j,k,nprm,npsm) 
                                     - bpm(i,j,k,rm,npsm)*bpm(i,j,k,nprm,sm); 
            bpm(i,j,k,nprm,  sm)  = -bpm(i,j,k,nprm,sm)*pivm; 
            bpm(i,j,k, rm,  sm)  =  pivm             ); 
            rm(rm) = nprm(rm); sm(sm) = npsm(sm)            ); 
 
bm(i,j,k,hi,h) = sum((hiii,hiv)$(pairm(i,j,k,h,hiv) and pairm(i,j,k,hiii,hi)), 






*                END HESSIAN INVERSION 
*********************************************************************** 
parameter BHH(i,j,k,h,h) 
          COVB(i,j,k,h,h) 
          Stderr(i,j,k,h,h) 
          se(i,h,k) 
          tstat(i,h,k); 
 
BHH(i,j,k,hi,h)= sum(hii,G(i,j,k,hii,hi)*bm(i,j,k,hii,h)) ; 
 
COVB(i,j,k,hi,h)= (card(t)/(card(t)-card(h))) 
                  * sum(hii,bm(i,j,k,hii,hi)*BHH(i,j,k,hii,h)) ; 
Stderr(i,j,k,h,h) =   sqrt(COVB(i,j,k,h,h)); 
se(i,hi,'cornk') =  sum(h,Stderr(i,'cornj','cornk',h,hi ) ) ; 
se(i,hi,'soyk') =  sum(h,Stderr(i,'soyj','soyk',h,hi ) ) ; 
se(i,hi,'wheatk') =  sum(h,Stderr(i,'wheatj','wheatk',h,hi ) ) ; 
se(i,hi,'resk') =  sum(h,Stderr(i,'resj','resk',h,hi ) ) ; 
 
loop((i,h,j), 
   if(se(i,h,j) ne 0, 
      tstat(i,h,j)=l.l(i,h,j)/se(i,h,j); 
   else tstat(i,h,j) = 0; 





*                END COVARIANCE MATRIX CALCULATIONS 
****************************************************************************** 
 
display l.l, yp, p, elasa, elast, soofi, esub; 
display se ,tstat; 
 
****************************************************************************** 
*                     BEGIN RESULTS EXPORT 
****************************************************************************** 
file     lamout  /"G:\GAMS\DTLamoutMonroe.txt"/    ; 
file     piout   /"G:\GAMS\DTPIoutMonroe.txt"/    ; 
file     ypout   /"G:\GAMS\DTYPoutMonroe.txt"/    ; 
file     rsqout     /"G:\GAMS\DTRsqoutMonroe.txt"/     ; 
file     elasaout   /"G:\GAMS\DTElasAoutMonroe.txt"/    ; 
 
lamout.ap = 1; 
piout.ap = 1; 
ypout.ap = 1; 
rsqout.ap = 1; 
elasaout.ap = 1; 
 
put lamout; 
put "County,","Xvar,","Crop,","Lambda,","Std Err,","T-Stat"/; 
put piout; 










loop((i,k,h),put i.tl, ",", h.tl, ",", k.tl, ",", l.l(i,h,k):12:5,",", 
                 se(i,h,k):12:5,",", tstat(i,h,k):12:5 /); 
putclose; 
put piout; 
loop((i,t,j,k),put i.tl, ",",t.tl,",", j.tl,",", k.tl,",", p(i,t,j,k):12:5 /); 
putclose; 
put ypout; 





loop(i, put i.tl, ",", soofi(i):12:5, ",", m.l:12:5/   ); 
putclose; 
put elasaout; 
loop((i,t,h,k),put i.tl,",", t.tl,",", h.tl,",", k.tl,",", elasa(i,t,h,k):12:5/); 
putclose; 
************************************************************************ 
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