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1. Introduction
We are motivated by the study of the following nonlinear Schrödinger–Poisson system
{−u + V (x)u + ρ(x)φu = K (x)up, x ∈ R3,
−φ = ρ(x)u2, x ∈ R3. (1)
The most relevant solutions satisfy the following properties
u ∈ W 1,2(R3), u > 0, lim|x|→∞u = 0. (2)
Hereafter 1< p < 5 and V , K ,ρ : R3 → R¯ are nonnegative measurable functions.
Problem (1), though being strongly related to the nonlinear Schrödinger equation, possesses many
interesting features which had been studied by many authors concerning existence, non-existence,
multiplicity and qualitative behavior of the solutions in the semiclassical limit. We refer to [1] for a
recent survey paper on the subject.
The problem of existence of at least one positive solution has been studied mainly in the case of
constant potentials, see e.g. [17,11], using variants of the Mountain–Pass theorem of Ambrosetti and
Rabinowitz [3].
Non-existence results have been obtained in the range p  2∗ −1 (we recall that 2∗ := 2N/(N−2))
and p ∈ (1,2), see for instance [8]. As far as we know, it is still an open problem whether the Palais–
Smale (P–S) condition for p ∈ (2,3) holds. The main diﬃculty consists in proving the boundedness of
the P–S sequences. To overcome this, the existence of at least one positive solution can be proved us-
ing the so-called “monotonicity trick” introduced by Struwe [19] and adapted by Jeanjean and Tanaka
for the nonlinear Schrödinger equations (see e.g. [12]), see also Ambrosetti and Ruiz [4] who derived
a multiplicity result in the frame of nonlinear Schrödinger–Poisson systems. The arguments make use
of a Pohozaev-type identity, which, applied to our setting, requires some extra assumptions on the
derivatives of the potentials involved, see [15] for instance. For this reason we focus on the range
p ∈ [3,2∗ − 1). This restricts us on the case N = 3. On the other hand we believe that similar re-
sults can be formulated in the range p ∈ (2,3), and dimensions N = 3,4,5, to the price of extra
assumptions on the potentials as in [15].
Our approach is variational and based on compact embeddings for weigthed Sobolev spaces. We
consider quite general potentials V , K ,ρ , allowing them to be unbounded or vanish at inﬁnity.
Consider the space
D1,2(RN) := {u ∈ L2∗(RN): ∇u ∈ L2(RN ;RN)}
equipped with the norm deﬁned by
‖u‖D1,2(RN ) := ‖∇u‖L2(RN ).
We also denote by D1,20 (Ω) the closure of D(Ω) in D1,2(RN ).
The functional associated to the system (1) can be reduced to a simpler one by solving the second
equation in the system still with u as an unknown. Namely, it is well known that, for any u2ρ ∈
L1loc(R
N ) such that
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RN
∫
RN
u2(x)u2(y)ρ(x)ρ(y)
|x− y|N−2 dxdy < ∞,
the distributional solution
φu := 1
ωN |x|N−2  u
2ρ
of the Poisson equation
−φ = ρ(x)u2
belongs to D1,2(RN ) and is the unique weak solution in D1,2(RN ) (see e.g. [16] for more details).
Here ωN is the usual normalization factor for the Green function of the Laplacian in RN . Considering
u ∈ D1,2(RN ), we will at least assume that ρ ∈ LN/2loc . Indeed, by Hölder and Sobolev inequalities, this
yields u2ρ ∈ L1loc(RN ). Formally, the positive solutions of (1) are then the critical points of the reduced
functional
I(u) := 1
2
∫
RN
(|∇u|2 + V (x)u2)dx+ 1
4
∫
RN
φuu
2ρ(x)dx− 1
p + 1
∫
RN
K (x)up+1+ dx,
where, as usual, u+ := max(u,0). Deﬁne HV as the closure of D1,2(RN ) with respect to the norm
‖u‖HV :=
( ∫
RN
|∇u|2 + V (x)u2 dx
)1/2
.
One of the main feature of the functional I is that the suitable space to work with is not always HV
as, in general, the norms deﬁned through
‖u‖2HV :=
∫
RN
|∇u|2 + V (x)u2 dx
and
‖u‖2E :=
∫
RN
|∇u|2 + V (x)u2 dx+
( ∫
RN
∫
RN
u2(x)u2(y)ρ(x)ρ(y)
|x− y|N−2 dxdy
)1/2
are not equivalent. A more convenient choice is the space E deﬁned by
E := {u ∈ D1,2(RN): ‖u‖E < ∞}. (3)
The corresponding space with V ≡ 0 and ρ ≡ 1 has been studied by Ruiz [16].
We look for critical points u of I such that (u, φu) ∈ E×D1,2(RN ). For that purpose, it is important
to study the embedding of E into Lp+1K (RN ) where from now on, L
q
Q (R
N ) stands for
LqQ
(
R
N) := {u : RN → R ∣∣∣ ∫
N
Q (x)|u|q dx< ∞
}
.R
D. Bonheure, C. Mercuri / J. Differential Equations 251 (2011) 1056–1085 1059Necessary and suﬃcient conditions for the continuity and the compactness of the embedding
HV ⊂ Lp+1K
(
R
N) (4)
can be found in [2,5] in a non-radial setting and in [20] for weighted Sobolev spaces of radially
symmetric functions. In the next sections we look for suﬃcient conditions on V , K and ρ for a
compact embedding of E into Lp+1K (RN ). We assume throughout the paper that
ρ ∈ LN/2loc
(
R
N)∩ L∞loc
(
R
N \
∞⋃
i=1
{xi}
)
, lim
i→∞
|xi | = ∞. (5)
With a compact embedding at hand we can prove the existence of at least one positive solution. For
further references, we ﬁx the assumptions
(E1) E is compactly embedded in L
p+1
K (R
N );
(E2) HV is continuously embedded in L
p+1
K (R
N ).
Theorem 1. Let N = 3. Suppose that V , K are nonnegative and measurable functions, ρ satisﬁes (5), p ∈
[3,2∗ − 1) and (E1) holds. If p = 3, assume moreover that (E2) holds. Then, problem (1) possesses a non-
trivial positive solution (u, φ) ∈ E × D1,2(R3).
Remark 1. This theorem extends, for p  3, the existence result in [2] to nonlinear Schrödinger–
Poisson systems.
The solution is obtained as a critical point of I . If one considers radially symmetric potentials V ,
K , ρ and the functional space
Erad :=
{
u ∈ E ∣∣ u(x) = u(|x|)},
the symmetric criticality principle of Palais yields a radial non-trivial solution. In a radial setting, we
can therefore look for embeddings of spaces of radially symmetric functions leading to the obvious
variant of Theorem 1.
Theorem 2. Let N = 3. Suppose that V , K are nonnegative and measurable radial functions, ρ is radial,
satisﬁes (5), p ∈ [3,2∗ − 1) and Erad is compactly embedded in Lp+1K (R3). If p = 3, assume moreover that
HV ,rad is continuously embedded in L
p+1
K (R
3). Then, problem (1) possesses a non-trivial radial positive solu-
tion (u, φ) ∈ E × D1,2(R3).
We would like to point out that, beside the above existence results, which involve a large class
of potentials K , ρ , V , one of the main novelties of the paper is the study of the radial and non-
radial embeddings (E1) which are suitable for problem (1), using variational methods. This program
is achieved in Theorem 3 and Corollary 13. Furthermore, Lemma 5, Lemma 6 and Theorem 4 are
new embedding results, suitable for the study of the nonlinear Schrödinger equation. In particular,
Theorem 4 extends [18,20,21] to a larger class of weighted Sobolev embeddings, in the spirit of the
compactness result of W . Strauss, see [18]. We refer to Sections 3 and 4, for a precise statement of
the mentioned results.
The paper is organized as follows. In Section 2, for the convenience of the reader, we collect some
results from [16] which we use repeatedly. In Section 3, we give quite general conditions that ensure
the embeddings (E1) and (E2). We mainly use interpolations between weighted Sobolev spaces. In
Section 4, we focus on radially symmetric potentials, obtaining, in the spirit of the Strauss theorem
[18,20,21], embeddings for Sobolev spaces of radially symmetric functions. In Section 5, we prove
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decay at inﬁnity and we treat also their physical characterization as ground-states or bound-states.
2. Preliminaries on the functional setting
The space E deﬁned by (3) is a uniformly convex Banach space, hence it is reﬂexive. We will use
the following characterization of the weak convergence in this space. See [16] for the proof.
Lemma 1. A sequence un ⇀ u in E if and only if un ⇀ u ∈ D1,2 and
∫
RN
∫
RN
u2n(x)u
2
n(y)ρ(x)ρ(y)
|x− y|N−2 dxdy < C .
In this case φun ⇀φu in D1,2.
The next lemmas concern some useful embeddings of E that will be the starting point of our
analysis. As ﬁrst noticed in [14] (see also [16,17]), E is embedded in L3ρ(R
N ).
Lemma 2. There exists a constant C > 0 such that
‖u‖L3ρ(RN )  C‖u‖E , ∀u ∈ E.
The space E is also embedded in some weighted L2 space. Precisely, we deﬁne, for all γ > 1/2,
the potential
V γR (x) :=
ρ(x)
|x| N−22 (1+ |log |x||)γ
.
Lemma 3. There exists a constant C ′ > 0 such that for every u ∈ E,
‖u‖L2
V
γ
R
(RN )  C ′‖u‖E .
Proof. From [16], one can prove that there exists c > 0 such that
∫
RN
φuu
2ρ(x)dx c
( ∫
RN
V γR (x)u
2 dx
)2
,
thus
c1/2‖u‖2
L2
V
γ
R

( ∫
RN
φuu
2ρ(x)dx
)1/2
 ‖u‖2E . 
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In order to get continuous and compact embedding results for E into Lp+1K (RN ), we will consider
a ﬁnite partition P := {Ωn} of RN and we consider the possible relations between the behavior of V ,
ρ , K in each component Ωn. Our ﬁrst concern is the analysis of the continuity and compactness of
the embedding in a single (possibly unbounded) component, simply denoted by Ω .
We learned in the previous section that E is embedded into L2
V
γ
R
and L3ρ . In order to ﬁnd some
suﬃcient conditions for the continuity or the compactness of the embedding of E into Lp+1K , it is con-
venient to ﬁrst interpolate between L2
V
γ
R
and L3ρ using the following standard interpolation inequality
for weighted spaces.
Lemma 4. Let Ω ⊂ RN be a measurable set, Q , R, S be measurable functions, 1 r < q s < ∞ and
Q (x)R(x)−
s−q
s−r S(x)−
q−r
s−r ∈ L∞(Ω).
If u ∈ LrR(Ω)∩ LsS(Ω), then u ∈ LqQ (Ω).
Proof. Assume r < q < s otherwise the conclusion is obvious. By hypothesis, there exists C > 0 such
that
( ∫
Ω
Q (x)|u|q
)1/q
 C
( ∫
Ω
R(x)
s−q
s−r |u|qλS(x) q−rs−r |u|q(1−λ)
)1/q
,
where 0< λ< 1. Choosing λ such that
1
q
= 1− λ
r
+ λ
s
,
the Hölder inequality yields
( ∫
Ω
Q (x)|u|q
)1/q
 C
( ∫
Ω
R(x)|u|r
)(1−λ)/r( ∫
Ω
S(x)|u|s
)λ/s
(6)
and this concludes the proof. 
We next deﬁne
V¯ (x) := V (x) + V γR (x).
Since E ⊂ L2
V¯
∩ L3ρ, we use the previous lemma with r = 2, s = 3, R(x) = V¯ (x) and S(x) = ρ(x). For
all q ∈ [2,3], as a consequence of Lemma 4, we have the following continuous embedding
E ↪→ D1,20 (Ω)∩ LqQ (Ω), Q (x) := V¯ (x)3−qρ(x)q−2. (7)
On Xq(Ω) := D1,20 (Ω)∩ LqQ (Ω) we deﬁne the following uniformly convex norm
‖u‖Xq(Ω) :=
(‖u‖2D1,2(Ω) + ‖u‖2Lq (Ω))1/2. (8)0 Q
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embeddings on a piece of the partition.
For sake of convenience, we deﬁne for any ﬁxed p,q > 0 and for any α ∈ [0,1], s > 0, the following
numbers
σ = σ(α, s) =
(
α(p + 1)
q
+ (1− α)(p + 1)
s
)−1
.
Moreover, for any σ  1 we denote by σ ∗ ∈ [1,∞] its conjugate exponent, namely
1
σ
+ 1
σ ∗
= 1, if σ > 1, σ ∗ := ∞, if σ = 1.
We also ﬁx the notation
W αq (x) := K (x)
[
Q (x)
]− α(p+1)q . (9)
Lemma 5. Let Q , K : RN → R be measurable nonnegative functions, Q (x) > 0 a.e., 1  p  2∗ − 1, q > 1
and Ω ⊂ RN be smooth and bounded.
(i) If there exist α ∈ [0,1] and s ∈ [1,2∗] such that
(a) σ (α, s) 1,
(b) W αq ∈ Lσ
∗
(Ω),
then the embedding of Xq(Ω) into L
p+1
K (Ω) is continuous.
(ii) If moreover s < 2∗, then the embedding is compact.
Proof. (i) Observe that (a) and (b) allow us to use the Hölder inequality to deduce that∫
Ω
K (x)|u|p+1 dx =
∫
Ω
W αq (x)
[
Q (x)
] α(p+1)
q |u|α(p+1)|u|(1−α)(p+1) dx

∥∥W αq ∥∥Lσ∗ (Ω)‖u‖α(p+1)LqQ (Ω) ‖u‖(1−α)(p+1)Ls(Ω) . (10)
Since L2
∗
loc ⊂ Lsloc, by the Sobolev inequality then we obtain
‖u‖
Lp+1K (Ω)
 C‖u‖Xq(Ω).
(ii) If s < 2∗, claim (ii) follows from (10) using the compact embedding of D1,20 (Ω) into Ls(Ω). 
Remark 2. Claim (i), resp. (ii), obviously follow if K ∈ L∞(Ω) and p  2∗ − 1, resp. p < 2∗ − 1, by
standard local Sobolev embeddings.
Remark 3. As a particular case (α = 0), if there exists p∗  2N/(N + 2− p(N − 2)) such that K ∈ Lp∗loc,
then the embedding of D1,20 (Ω) into Lp+1K (Ω) is continuous. If moreover p∗ > 2N/(N +2− p(N −2)),
then the embedding is compact. Observe that in this case, Q does not play any role so that we do
not need to assume it is nonzero almost everywhere.
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and Ω ⊂ RN be smooth possibly unbounded.
(i) If there exists α ∈ [0,1] such that
(a0) σ
(
α,2∗
)
 1,
(b0) W
α
q ∈ Lσ
∗
(Ω),
then the embedding of Xq(Ω) into L
p+1
K (Ω) is continuous.
(ii) If moreover there exist α1 ∈ [0,1] and s1 ∈ [1,2∗[ such that
(a1) σ1(α1, s1) 1,
(b1) W
α1
q ∈ Lσ
∗
1
loc
and α2 ∈ [0,1] such that
(a2) σ2
(
α2,2
∗) 1,
(b2) ∀ε > 0, ∃Rε > 0:
∥∥W α2q ∥∥Lσ∗2 (Ω\BRε ) < ε,
then the embedding of Xq(Ω) into L
p+1
K (Ω) is compact.
Proof. Claim (i) follows from Eq. (10) and by Sobolev inequality. In order to prove (ii) simply observe
that, for any ﬁxed ε > 0, by (a1), (b1), using Lemma 5, we have compactness in the ball BRε . On the
other hand, by Eq. (10), on Ω \ BRε , using (a2), (b2), we have∫
Ω\BRε
K (x)|u|p+1 dx ε‖u‖α2(p+1)
LqQ (Ω)
‖u‖(1−α2)(p+1)
L2∗ (Ω) .
Now suppose that un ⇀ 0 in Xq(Ω). Then, ∀ε > 0, ∃Rε > 0 such that∫
Ω\BRε
K (x)|un|p+1 dx Cε.
Using the compactness in BRε it follows that, passing to a subsequence, un → 0 strongly in Lp+1K (Ω).
This concludes the proof. 
Remark 4. Taking q = 2 and α such that σ(α,2∗) = 1 then, as a consequence of the above lemma,
we ﬁnd that H1Q (R
N ) is continuously embedded in Lp+1K (RN ), provided K (x)[Q (x)]γ ∈ L∞(RN ), with
γ := p+12 ( N2 − 1)− N2 . This has already been observed in [5].
We are in position to state the main result of this section. Deﬁne
Q (x) := V¯ (x)3−qρ(x)q−2, q ∈ [2,3],
and, for i ∈ N,
σi = σ(αi, si,qi) =
(
αi(p + 1)
q
+ (1− αi)(p + 1)
s
)−1
.i i
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1
σi
+ 1
σ ∗i
= 1, if σi > 1, σ ∗i := ∞, if σi = 1.
Theorem 3. Let 1  p  2∗ − 1, Q , K : RN → R be measurable nonnegative functions, Q (x) > 0 a.e. and
deﬁne W αq as in (9).
(i) Consider a ﬁnite partition P := {Ωn} of RN such that for any n, there exist qn ∈ [2,3], αn ∈ [0,1] and
sn satisfying the assumptions (a), (b) in Lemma 5 if Ωn is bounded or, taking sn := 2∗ , the assumptions
(a0), (b0) of Lemma 6 if Ωn is unbounded. Then there exists C > 0 such that for every u ∈ E,
‖u‖
Lp+1K (RN )
 C‖u‖E .
(ii) Consider a ﬁnite partition P := {Ωn} of RN such that for any n, there exist qn ∈ [2,3], α1,n ∈ [0,1]
and s1,n satisfying the assumptions (a1), (b1) and α2,n ∈ [0,1] satisfying the assumptions (a2), (b2) of
Lemma 6, then the embedding of E into Lp+1K is compact.
Proof. Arguing as in (i) of Lemma 5 and Lemma 6, we obtain
‖u‖p+1
Lp+1K (RN )
=
∑
n
‖u‖p+1
Lp+1K (Ωn)
 C0
∑
n
∥∥W αnqn ∥∥Lσ∗n (Ωn)‖u‖p+1E
 C‖u‖p+1E .
Hence point (i) follows. To prove (ii), simply observe that, arguing as in the proof of Lemma 6, we
infer that for every ε > 0, there exists BRε such that∑
n
‖Wqn‖Lσ∗2,n (Ωn\BRε ) < .
Hence we have
‖u‖p+1
Lp+1K (RN\BRε )
 ε‖u‖p+1E .
This and the local compactness, given by (a1), (b1) in Lemma 6 allows to conclude the proof. 
Remark 5. If V , K and ρ behave like pure powers outside a bounded set, then choosing outside
a large ball either W α2 or W
α
3 is satisfactory. On the contrary, if we consider V and K such that
limsup|x|→∞ V (x) = limsup|x|→∞ K (x) = +∞ and lim inf|x|→∞ V (x) = lim inf|x|→∞ K (x) = 0, we be-
lieve it can happen that choosing W αq with some q ∈ ]2,3[ is more convenient.
4. Embeddings for spaces of radially symmetric functions
Before stating suﬃcient conditions for radial embeddings, we recall that in [20,21] various con-
ditions have been considered for radial weights, mainly for potentials Q , K ∼ rα with α ∈ R. Our
ﬁrst purpose is to consider the case of radial weights Q (r), K (r) whose behavior can be described
by a more general class of functions for r → +∞,0+ . Then, we deduce embeddings related to the
functional setting associated with the Schrödinger–Poisson system.
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We are going to recall a suitable class of comparison functions. Following [7,9,10] we shall refer to
this class as the Hardy–Dieudonné Comparison Class. We shall use the notation lk(x) := log log · · · log x
for the k times iterated log function. Focusing on the behavior of functions deﬁned in a neighborhood
of +∞ we introduce the following set
C1(+∞) :=
{
1; xα (α = 0); [lk(x)]α (α = 0; k ∈ N); ecxα (c = 0; α > 0)}.
Then we take the set of all the ﬁnite products
C′1(+∞) :=
{
n∏
k=1
fk: fk ∈ C1(+∞), n ∈ N
}
.
Since C′1(+∞) is not closed with respect to the operation f → exp f , we consider
C′′1 (+∞) :=
{
exp cf (x), f ∈ C′1(+∞), f (+∞) = +∞, c = 0
}
.
Then we deﬁne
C2(+∞) := C′1 ∪ C′′1 ,
and we also deﬁne the set of products
C′2(+∞) :=
{
n∏
k=1
fk: fk ∈ C2(+∞), n ∈ N
}
and again
C′′2 (+∞) :=
{
exp cf (x), f ∈ C′2(+∞), f (+∞) = +∞, c = 0
}
.
The process can be iterated, deﬁning C ′n , n ∈ N.
Deﬁnition 7. The set
C(+∞) :=
⋃
n∈N
C′n
is called Hardy–Dieudonné Comparison Class of functions at +∞.
We can also deﬁne a comparison class for x → x+0 .
Deﬁnition 8. The set
C(x+0 ) := { f (x) = g((x− x0)−1), g ∈ C(+∞)}
is called Hardy–Dieudonné Comparison Class of functions at x+0 .
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positive for large T . Moreover they either vanish or blow up, unless they are the 1-function. The above
classes are totally ordered sets, with respect to the Landau symbol O , as x → +∞, x+0 . In fact, given
two functions f , g ∈ C(+∞) (resp. C(x+0 )) one has that either f ∼ g, or f = o(g), or g = o( f ).
4.2. A priori Strauss-type decay estimates
We now ﬁx the following assumptions
(D0) lim infr→0+ Q (r)Q 0(r) > 0 and limsupr→0+
K (r)
K0(r)
< ∞,
(D∞) lim infr→∞ Q (r)Q∞(r) > 0 and limsupr→∞
K (r)
K∞(r) < ∞,
where Q 0, K0 ∈ C(0+) and Q∞, K∞ ∈ C(+∞), Q , K ∈ C(0,∞) are nonnegative.
Deﬁne the sets
O0 :=
{
x ∈ RN : |x| < r0, r0 > 0
}
, (11)
O∞ :=
{
x ∈ RN : |x| > R∞, R∞ > 0
}
, (12)
O := RN \ (O0 ∪ O∞). (13)
Assuming (D0) and (D∞), it follows that we can consider r0 and R∞ such that Q 0(|x|) and K0(|x|)
are positive on O0, Q∞(|x|) and K∞(|x|) are positive on O∞ and
a0Q 0
(|x|) Q (|x|), b0K0(|x|) K (|x|), ∀x ∈ O0, (14)
a∞Q∞
(|x|) Q (|x|), b∞K∞(|x|) K (|x|), ∀x ∈ O∞, (15)
for some constants a0,a∞,b0,b∞ > 0. We then deﬁne, for some 2 q0, q¯,q∞ < ∞
q :=
⎧⎨
⎩
q0, on O0,
q¯, on O,
q∞, on O∞
(16)
and we consider the space
X :=
{
u ∈ D1,2(RN) : ∫
RN
Q
(|x|)|u|q dx< ∞, u radial} (17)
which turns out to be a uniformly convex Banach space with norm
‖u‖X :=
(‖u‖2D1,2(RN ) + ‖u‖2LqQ (RN )
)1/2
, (18)
where
‖u‖2
LqQ (R
N )
:= ‖u‖2
L
q0
Q (O0)
+ ‖u‖2
Lq¯Q (O)
+ ‖u‖2
Lq∞Q (O∞)
.
We shall make use of the following inequalities, see e.g. [20–22].
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∫
RN
|∇u|2 dx
(
N − 2
2
)2 ∫
RN
|u|2
|x|2 dx,
for every u ∈ D1,2(RN );
(HG) Generalized Hardy’s inequality for N  3. Write p = 2(N + c)/(N − 2), for some c ∈ [−2,∞).
There exists a constant C > 0 such that
∫
RN
|∇u|2 dx C
( ∫
RN
|x|c|u|p dx
) 2
p
for every radial function u ∈ D1,2(RN );
(H2D) Hardy’s inequality for N = 2. If Ω ⊂ BR(0) or Ω ⊂ BcR(0), then
∫
Ω
|∇u|2 dx 1
4
∫
Ω
|u|2
|x|2 ln2 R|x|
dx
for every u ∈ D1,20 (Ω).
The following lemmas are in the spirit of W.A. Strauss [18] who obtained an a priori decay estimate
for radial functions in H1(RN ). In those lemmas, c1, c2, . . . , c′1, c′2,C0 and C∞ are universal positive
constants.
Lemma 9. Let u ∈ X, Q satisfy (D0) and N  2.
(1) Assume that 2(N − 1)Q 0(r)+ rQ ′0(r) 0 for 0< r < r0 . Then, there exists a constant C0 > 0 such that
∣∣u(r)∣∣ C0[r1−N(Q 0(r))−1/2]2/(q0+2)‖u‖X , a.e. in (0, r0). (19)
(2) If N  3, 2(N − 1)Q 0(r)+ rQ ′0(r) < 0 for 0< r < r0 and Q ′0(r)Q −10 (r)r ∈ L∞(0, r0) then (19) holds.
(3) If N  3, 2(N−1)Q 0(r)+rQ ′0(r) < 0 for 0< r < r0 , |Q ′0(r)|Q −10 (r)r is decreasing in (0, r0) and singular
at r = 0, then, for r0 small enough, we have
∣∣u(r)∣∣ C0[r2−N ∣∣Q ′0(r)∣∣(Q 0(r))−3/2]2/(q0+2)‖u‖X , a.e. in (0, r0). (20)
(4) If N = 2, 2Q 0(r)+ rQ ′0(r) < 0 for 0< r < r0 and Q ′0(r)Q −10 (r)r ∈ L∞(0, r0), then
∣∣u(r)∣∣ C0
∣∣∣∣1r
(
Q 0(r)
)−1/2
ln
1
r
∣∣∣∣
2/(q0+2)
‖u‖X , a.e. in (0, r0). (21)
(5) If N = 2, 2Q 0(r) + rQ ′0(r) < 0 for 0 < r < r0 , |Q ′0(r)|Q −10 (r)r is decreasing in (0, r0) and singular at
r = 0, then for r0 small enough, we have
∣∣u(r)∣∣ C0
∣∣∣∣Q ′0(r)(Q 0(r))−3/2 ln 1r
∣∣∣∣
2/(q0+2)
‖u‖X , a.e. in (0, r0). (22)
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fundamental theorem of calculus we have
∣∣u(r)∣∣ q0+22 [Q 0(r)] 12 rN−1  q0 + 2
2
r0∫
r
∣∣u(s)∣∣ q02 ∣∣u′(s)∣∣[Q 0(s)] 12 sN−1 ds
− (N − 1)
r0∫
r
∣∣u(s)∣∣ q0+22 [Q 0(s)] 12 sN−2 ds
− 1
2
r0∫
r
∣∣u(s)∣∣ q0+22 Q ′0(s)[Q 0(s)]− 12 sN−1 ds
= I1 − I2 − I3.
Now, using Cauchy–Schwarz inequality and (14), we get
|I1| c1‖u‖
q0
2
LqQ (R
N )
‖∇u‖L2(RN )  c1‖u‖
q0+2
2
X . (23)
If N  2 and 2(N − 1)Q 0(r)+ rQ ′0(r) 0 for 0< r < r0, then, from (23) we have
∣∣u(r)∣∣ q0+22 [Q 0(r)] 12 rN−1  I1 − I2 − I3  I1  c1‖u‖ q0+22X ,
namely, Eq. (19) holds.
If 2(N − 1)Q 0(r)+ rQ ′0(r) < 0 for 0< r < r0, we distinguish several cases. Assume ﬁrst that N  3
and Q ′0(r)Q
−1
0 (r)r ∈ L∞(0, r0). Using again the Cauchy–Schwarz inequality, (14) and Hardy’s inequal-
ity, we infer that
I2 = (N − 1)
r0∫
r
∣∣u(s)∣∣ q02 [Q 0(s)] 12 |u(s)|
s
sN−1 ds
 c′2‖u‖
q0
2
LqQ (R
N )
∥∥∥∥ u|x|
∥∥∥∥
L2(RN )
 c2‖u‖
q0
2
LqQ (R
N )
‖∇u‖L2(RN )
 c2‖u‖
q0+2
2
X . (24)
Similarly, we have
|I3| = 1
2
r0∫
r
∣∣u(s)∣∣ q02 [Q 0(s)] 12 ∣∣Q ′0(s)∣∣[Q 0(s)]−1s |u(s)|s sN−1 ds
 c′3
∥∥Q ′0(s)[Q 0(s)]−1s∥∥L∞(0,r0)‖u‖
q0
2
LqQ (R
N )
∥∥∥∥ u|x|
∥∥∥∥
2 NL (R )
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q0
2
LqQ (R
N )
‖∇u‖L2(RN )
 c3‖u‖
q0+2
2
X . (25)
Finally, combining (23), (24) and (25) yields (19).
If N  3, |Q ′0(r)|Q −10 (r)r is decreasing in (0, r0) and singular at r = 0, then, the same computations
show that
|I3| c4
∣∣Q ′0(r)∣∣Q −10 (r)r‖u‖ q0+22X .
For r0 small enough, we therefore have
I1 − I2 − I3  c5
∣∣Q ′0(r)∣∣Q −10 (r)r‖u‖ q0+22X
and this yields (20).
For N = 2. We can argue as in the case N  3 taking into account the particular form of Hardy’s
inequality. For instance, if Q ′0(r)Q
−1
0 (r)r ∈ L∞(0, r0), we infer that
|I2| c′6
∣∣∣∣ln 1r
∣∣∣∣
r0∫
r
∣∣u(s)∣∣ q02 [Q 0(s)] 12 |u(s)|
s| ln 1s |
s ds
 c′6
∣∣∣∣ln 1r
∣∣∣∣‖u‖ q02LqQ (R2)
∥∥∥∥ u|x| ln 1|x|
∥∥∥∥
L2(R2)
 c6
∣∣∣∣ln 1r
∣∣∣∣‖u‖ q02LqQ (R2)‖∇u‖L2(R2)
 c6
∣∣∣∣ln 1r
∣∣∣∣‖u‖ q0+22X
and
|I3| c7
∥∥Q ′0(s)[Q 0(s)]−1s∥∥L∞(0,r0)
∣∣∣∣ln 1r
∣∣∣∣‖u‖ q0+22X .
The remaining estimates are treated in the same way. 
Lemma 10. Let u ∈ X, Q satisfy (D∞) and N  2.
(1) Suppose that 2(N − 1)Q∞(r)+ rQ ′∞(r) 0 for r > R∞ . Then, there exists a constant C∞ > 0 such that
∣∣u(r)∣∣ C∞[r1−N(Q∞(r))−1/2]2/(q∞+2)‖u‖X , a.e. in (R∞,∞). (26)
(2) If N  3, 2(N−1)Q∞(r)+ rQ ′∞(r) < 0 for r > R∞ and Q ′∞(r)Q −1∞ (r)r ∈ L∞(R∞,∞), then (26) holds.
(3) If N = 2, 2Q∞(r)+ rQ ′∞(r) < 0 for r > R∞ and Q ′∞(r)Q −1∞ (r)r ∈ L∞(R∞,∞), then
∣∣u(r)∣∣ C∞
∣∣∣∣1r
(
Q∞(r)
)−1/2
ln
1
r
∣∣∣∣
2/(q∞+2)
‖u‖X , a.e. in (R∞,∞). (27)
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theorem of calculus we get
∣∣u(r)∣∣ q∞+22 [Q∞(r)] 12 rN−1  q∞ + 2
2
∞∫
r
∣∣u(s)∣∣ q∞2 ∣∣u′(s)∣∣[Q∞(s)] 12 sN−1 ds
− (N − 1)
∞∫
r
∣∣u(s)∣∣ q∞+22 [Q∞(s)] 12 sN−2 ds
− 1
2
∞∫
r
∣∣u(s)∣∣ q∞+22 Q ′∞(s)[Q∞(s)]− 12 sN−1 ds
= I1 − I2 − I3.
If N  2 and 2(N − 1)Q∞(r) + rQ ′∞(r)  0 for r > R∞, we have I1 − I2 − I3  I1. By a similar
computation as for Eq. (23), using (15), we have
|I1| c‖u‖
q∞
2
LqQ (R
N )
‖∇u‖L2(RN )  c‖u‖
q∞+2
2
X ,
and this yields (26).
If 2(N − 1)Q∞(r)+ rQ ′∞(r) < 0 for r > R∞ we can argue as in the proof of Lemma 9. 
The previous estimates should be compared with the so-called Ni’s inequality for radial function
in D1,2(RN ). Indeed, we recall, see e.g. [21], that if N  3, there exists a constant C such that
∣∣u(x)∣∣ C |x|− N−22 ‖u‖D1,2(RN ), for a.e. x ∈ RN , (28)
for every u ∈ D1,2rad (RN ).
To conclude this section, we give a ﬁrst application on weighted embeddings, which is also a
further decay estimate. Consider N  3,
2 q = q0 = q∞, Q 0(r) = rα0 , K0(r) = rβ0 ,
Q∞(r) = rα∞ , K∞(r) = rβ∞ . (29)
From Lemma 9 and Lemma 10, we deduce the following estimate for u ∈ X ,
∣∣u(r)∣∣ C0r− 22+q (N−1+ α02 )‖u‖X , a.e. (0, r0)
and
∣∣u(r)∣∣ C∞r− 22+q (N−1+ α∞2 )‖u‖X , a.e. (R∞,∞),
for r0 small and R∞ large enough. Deﬁne also the Banach space L∞K ,rad(R
N ) equipped with the fol-
lowing norm
‖u‖L∞ (RN ) := ess sup
∣∣K (|x|)u(|x|)∣∣.K ,rad
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γ0 := min
{
N − 2
2
,
2
2+ q
(
N − 1+ α0
2
)}
,
γ∞ := max
{
N − 2
2
,
2
2+ q
(
N − 1+ α∞
2
)}
.
Proposition 11. Let N  3. Suppose that Q and K satisfy (D0), (D∞) and assume (29). If β0  γ0 and
β∞  γ∞, then X is continuously embedded in L∞K ,rad(RN ). Furthermore, if β0 > γ0 and β∞ < γ∞, then the
embedding is compact.
The proof is the same as in [21, p. 216], for the case q = 2.
4.3. Embeddings
Let X be the space deﬁned by (17) and take u ∈ X . Under the hypothesis of Lemma 9, Lemma 10,
there exist two comparison functions f0, f∞ ∈ C(0,∞) such that
∣∣u(r)∣∣ C0 f0(r)‖u‖X , a.e. in (0, r0) (30)
and
∣∣u(r)∣∣ C∞ f∞(r)‖u‖X , a.e. in (R∞,∞), (31)
for suitable r0, R∞ . In any other cases, if N  3, Ni’s estimate provide such comparison functions by
default.
Those comparison functions should be chosen as giving the “most convenient” estimate. Roughly
speaking, one could get, for instance from Lemma 9, a function f0(r) = o(1) or bounded as r → 0+.
This would be, of course, much better than f¯0(r) := r(2−N)/2 → ∞ (as r → 0+) given by (28). In the
following theorem we give suﬃcient conditions for continuous and compact embeddings for N  2.
We introduce the following set of assumptions in (0, r0)
(P0)1 K (r)r
[2N+(p+1)(2−N)]/2 ∈ L∞(0, r0), N  3,
(P0)2 K0(r)Q
−1
0 (r)
[
f0(r)
]p+1−q0 ∈ L∞(0, r0), N  2,
(P0)3 K0(r)r
α
[
f0(r)
]p+1−α ∈ L∞(0, r0), α ∈ [1,2], N  3,
(P0)4 K0(r)
(
r ln
1
r
)α[
f0(r)
]p+1−α ∈ L∞(0, r0), α ∈ [1,2], N = 2,
(
P ′0
)
1 K (r)r
[2N+(p+1)(2−N)]/2 = o(1), r → 0+, N  3,(
P ′0
)
2 K0(r)Q
−1
0 (r)
[
f0(r)
]p+1−q0 = o(1), r → 0+, N  2,(
P ′0
)
3 K0(r)r
α
[
f0(r)
]p+1−α = o(1), r → 0+, α ∈ [1,2], N  3,
(
P ′0
)
4 K0(r)
(
r ln
1
r
)α[
f0(r)
]p+1−α = o(1), r → 0+, α ∈ [1,2],N = 2
and, respectively, in (R∞,∞)
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(P∞)2 K∞(r)Q −1∞ (r)
[
f∞(r)
]p+1−q∞ ∈ L∞(R∞,∞), N  2,
(P∞)3 K∞(r)r2
[
f∞(r)
]p−1 ∈ L∞(R∞,∞), N  3,
(P∞)4 K∞(r)
(
r ln
1
r
)2[
f∞(r)
]p−1 ∈ L∞(R∞,∞), N = 2,
(
P ′∞
)
1 K (r)r
[2N+(p+1)(2−N)]/2 = o(1), r → ∞, N  3,(
P ′∞
)
2 K∞(r)Q
−1∞ (r)
[
f∞(r)
]p+1−q∞ = o(1), r → ∞, N  2,(
P ′∞
)
3 K∞(r)r
2[ f∞(r)]p−1 = o(1), r → ∞, N  3,
(
P ′∞
)
4 K∞(r)
(
r ln
1
r
)2[
f∞(r)
]p−1 = o(1), r → ∞, N = 2.
Theorem 4. Let N  2. Suppose that Q and K are nonnegative measurable functions satisfying (D0)
and (D∞). Assume RN \ {supp Q } is relatively compact and K ∈ L∞loc(Rn \ {0}). Suppose moreover that
one of the hypotheses (P0)i=1,2,3,4 and one of the hypotheses (P∞)i=1,2,3,4 hold. Then the embedding of X
into Lp+1K (RN ) is continuous. Furthermore, if one of the hypotheses (P ′0)i=1,2,3,4 and one of the assumptions
(P ′∞)i=1,2,3,4 are satisﬁed, then the embedding is compact.
We use in the proof the following compactness lemma, valid as soon as RN \ {supp Q } is relatively
compact and K is locally bounded in ]0,∞[. The proof can be worked out for instance as in Lemma 3
of [20].
Lemma 12. Under the assumptions of Theorem 4, for 0 < r < R < ∞ and R  1, X is compactly embedded
into LtK (BR \ Br) for 1 t ∞.
Proof of Theorem 4. We ﬁrst deal with the continuity of the embedding. Let us consider O0,O∞,O
deﬁned by (11), (12) and (13). We distinguish between the several cases.
(P0)1 In this case we have, according to generalized Hardy’s inequality (HG ),∫
O0
K
(|x|)|u|p+1 dx ∥∥K (r)r[2N+(p+1)(2−N)]/2∥∥L∞(0,r0)
∫
O0
|x| (N−2)(p+1)−2N2 |u|p+1 dx
 C1
( ∫
RN
|∇u|2 dx
) p+1
2
 C ′1‖u‖p+1X .
(P0)2 In this case we have, using (14) and (30),∫
O0
K
(|x|)|u|p+1 dx C2∥∥K0(r)Q −10 (r)[ f0(r)]p+1−q0∥∥L∞(0,r0)‖u‖p+1−q0X
∫
O0
Q 0
(|x|)|u|q0 dx
 C ′2‖u‖p+1−q0X
∫
O0
Q
(|x|)|u|q0 dx
 C ′2‖u‖p+1X .
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O0
K
(|x|)|u|p+1 dx C3∥∥K0(r)rα[ f0(r)]p+1−α∥∥L∞(0,r0)‖u‖p+1−αX
∫
O0
|u|α
|x|α dx
 C ′3‖u‖p+1−αX
( ∫
O0
|u|2
|x|2 dx
) α
2
 C ′′3‖u‖p+1−αX
( ∫
RN
|∇u|2 dx
) α
2
 C ′′3‖u‖p+1X .
(P0)4 Here N = 2. Arguing as in the previous case and using inequality (HG) instead of Hardy’s
inequality, we get∫
O0
K
(|x|)|u|p+1 dx C4
∥∥∥∥K0(r)
(
r ln
1
r
)α[
f0(r)
]p+1−α∥∥∥∥
L∞(0,r0)
‖u‖p+1−αX
∫
O0
|u|α
(|x| ln 1|x| )α
dx
 C ′4‖u‖p+1−αX
( ∫
O0
|u|2
(|x| ln 1|x| )2
dx
) α
2
 C ′′4‖u‖p+1−αX
( ∫
RN
|∇u|2 dx
) α
2
 C ′′4‖u‖p+1X .
Assuming (P∞)i=1,2,3,4, we integrate over O∞ and, arguing as previously, we end up with the
estimates ∫
O∞
K
(|x|)|u|p dx C¯i‖u‖p+1X , i = 1,2,3,4.
Observe that we used (31) instead of (30). Now, suppose by contradiction that
inf
u∈X‖u‖
L
p+1
K (R
N )
=1
‖u‖X = 0.
Then, there exists a sequence (un)n such that
lim
n→∞‖un‖X = 0, ‖un‖Lp+1K (RN ) = 1.
Using the above estimates and Lemma 12, having chosen R∞ large enough, we have
1 =
∫
RN
K
(|x|)|un|p+1 dx =
∫
O0
· · · +
∫
O
· · · +
∫
O∞
· · · → 0, n → ∞,
which yields a contradiction.
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follow if we prove that, passing to a subsequence if necessary, ‖un‖Lp+1K (RN ) → 0. Fix ε > 0. From
(P ′0)i=1,2,3,4 and (P ′∞)i=1,2,3,4, with the same estimates as above, we can determine O′0 ⊂ O0 andO′∞ ⊂ O∞ such that
∫
O′0
K
(|x|)|un|p+1 dx ε‖un‖p+1X
and
∫
O′∞
K
(|x|)|un|p+1 dx ε‖un‖p+1X .
Then, using Lemma 12 as before, we conclude that for large n,
∫
RN
K
(|x|)|un|p+1 dx =
∫
O′0
· · · +
∫
O′
· · · +
∫
O′∞
· · · Cε. 
Let E be the space deﬁned by (3) in the Introduction and Erad be its subspace of radially symmetric
functions.
Corollary 13. Let N  3, K , V and ρ be nonnegative measurable radial functions. Assume that K and Q ,
deﬁned through (7), satisfy the assumptions of Theorem 4. Assume that there exist r0 > 0, R∞ > 0, q0, q¯,q∞ ∈
[2,3] such that one of the hypotheses (P0)i=1,2,3 and one of the hypotheses (P∞)i=1,2,3 are satisﬁed. Then
the embedding of Erad into L
p+1
K (R
N ) is continuous. Furthermore, if one of the hypotheses (P ′0)i=1,2,3 and one
of the hypotheses (P ′∞)i=1,2,3 are satisﬁed, then the embedding is compact.
Proof. It suﬃces to observe that Erad ↪→ X (X being deﬁned by (17)) and invoke Theorem 4. 
We illustrate the above results with some examples. We consider N = 3 and q∞ = 2 for simplicity.
Example 1. Deﬁne K0(r) := − ln r, K∞(r) := r−1 and take ρ(r) ∼ r−1/4 ln r, r → ∞; V ≡ 0. Choose
γ > 1/2 and deﬁne Q as in Eq. (7). We can choose f∞(r) := r−1/2 given by the inequality (28). We
have, for all 1< p < 5,
K∞(r)
[
Q∞(r)
]−1
r−
1
2 (p−1) = o(1), r → ∞
and
K0(r)r
(5−p)/2 = o(1), r → 0+.
Since (P ′0)1 and (P ′∞)2 are satisﬁed, we deduce from Corollary 13 that
Erad ↪→↪→ Lp+1K
(
R
N), ∀p ∈ (1,5).
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r > R∞ , we have
∣∣u(r)∣∣ C∞r−5/4[ln r]−1/4‖u‖X , ∀u ∈ X,
which is better than the r−1/2 decay estimate given by (28). Notice also that from the classical Strauss
inequality we would only have r−1 as decay rate as r → ∞. This example is not surprising. We
obviously expect a faster decay for u if Q blows up at inﬁnity. This has already been observed by
many authors.
Example 3. If we take a potential Q that vanishes at inﬁnity, the resulting embedding can be better
or worse than just assuming Q = 0, depending on the decay of Q . The threshold is given by Hardy’s
inequality. Choosing for example Q∞(r) := 1/ ln r from Lemma 10 we have, for r > R∞,
∣∣u(r)∣∣ r−1[ln r]1/4‖u‖X , ∀u ∈ X,
which is better than the growth r−1/2 given by the inequality (28). Observe that we cannot use Strauss
estimate here because Q∞(r) → 0.
Example 4. Taking K∞ = 1 and Q∞ as in the above example, (P ′∞)2 is satisﬁed for all p > 1.
Now take N = 2 and consider for simplicity q0 = 2.
Example 5. Consider Q 0(r) := ln(1/r). Then, we have
∣∣u(r)∣∣ C0r−1/2[ln(1/r)]−1/4‖u‖X , r < r0, ∀u ∈ X
which gives a better estimate than the usual growth control r−1/2.
Example 6. Fix q0 = q∞ = q = 2. It is interesting to compare conditions for the continuous em-
bedding H1Q (R
N ) ⊂ Lp+1K (RN ) given by Lemma 6 and, respectively, by Theorem 4 when assuming
radial symmetry. Take K (r) ∼ eβr and Q (r) ∼ eαr . Then, by Remark 4, we ﬁnd the suﬃcient condi-
tion β  [ N2 − p+12 ( N2 − 1)]α. On the other hand, by Theorem 4 and using Lemma 10 which yields a
comparison function for (P∞)2, we ﬁnd the suﬃcient condition β  (1+ p−14 )α, for α > 0, which is
independent on the dimension N.
5. Existence of positive solutions
The functional I, deﬁned in the Introduction, satisﬁes the Mountain–Pass geometry. Indeed we
have the following lemma.
Lemma 14. If E is continuously embedded into Lp+1K , then, for any p ∈ (3,2∗ − 1), I has a local minimum at
zero and is not bounded from below.
Proof. Let p > 3. Since ‖u‖p+1
Lp+1K
 C‖u‖p+1E , for some constant C > 0. We have
I(u) 1
2
∫
3
(|∇u|2 + V (x)u2)dx+ 1
4
∫
3
φuu
2ρ(x)dx− C‖u‖p+1E .R R
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∫
R3
φuu2ρ(x)dx)1/2 = ‖u‖2E − ‖u‖2HV , we get
I(u) 1
2
‖u‖2HV +
1
4
[‖u‖2E − ‖u‖2HV ]2 − C‖u‖p+1E
= 1
2
‖u‖2HV +
1
4
‖u‖4E −
1
2
‖u‖2HV ‖u‖2E +
1
4
‖u‖4HV − C‖u‖p+1E .
We therefore have
I(u) 1
2
‖u‖2HV −
ε2 − 1
4
‖u‖4HV +
ε2 − 1
4ε2
‖u‖4E − C‖u‖p+1E .
Let ‖u‖2E < δ. Then,
I(u)
[
1
2
− ε
2 − 1
4
δ2
]
‖u‖2HV +
[
ε2 − 1
4ε2
− Cδp−3
]
‖u‖4E .
This yields for ε > 1 and δ small enough
I(u)
[
ε2 − 1
4ε2
− Cδp−3
]
‖u‖4E .
Hence, the origin is a strict local minimum for I . It is standard to prove that I attains arbitrary
negative values along curves of the form ut := tu. 
Remark 6. The conclusion of the lemma holds for p ∈ (2,3], provided HV ↪→ Lp+1K and V , K are
continuous and positive at a point x0. Indeed, by assumption we then have ‖u‖p+1
Lp+1K
 C ′‖u‖p+1HV , for
some C ′ > 0. Then, reasoning as above we obtain
I(u)
[
1
2
− ε
2 − 1
4
δ2 − Cδp−2
]
‖u‖2HV +
ε2 − 1
4ε2
‖u‖4E 
ε2 − 1
4ε2
‖u‖4E ,
for ε > 1 and δ small enough. Deﬁne then ut(x) := t2u(t(x − x0)). Notice that we can take u having
support in a small ball around x0 where V ,ρ, K are non-singular. With an obvious adaptation of
Lemma 5 in [15], one shows that I(ut) → −∞ if t → ∞.
Now we can deﬁne the level
c := inf
γ∈Γ maxt∈[0,1] I
(
γ (t)
)
, (32)
where Γ := {γ ∈ C([0,1], E): γ (0) = 0, I(γ (1)) < 0}. It follows from standard arguments, see
e.g. [23], that there exists a P–S sequence (un)n ⊂ E at level c, namely
I ′(un) → 0 in E ′ and I(un) → c. (33)
This P–S sequence will give rise to a non-trivial solution if we can prove that, up to a subsequence, it
weakly converges in E to a nonzero function u. The weak convergence will follow if we show that un
is bounded in E , since E is reﬂexive, while we will check that I(u) = c = 0 to show that u ≡ 0.
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is continuously embedded into Lp+1K (R3) if p = 3. Then, every P–S sequence (un)n ⊂ E for I is bounded.
Proof. Observe that, by (33), we have
o(1) = (p + 1)I(un)−
(
I ′(un),un
)
= p − 1
2
‖un‖2HV +
p − 3
4
∫
R3
φun(x)u
2
nρ(x)dx.
If p > 3 this implies that un is bounded in E. If p = 3, since we assume HV ↪→ Lp+1K , then we deduce
that, since (un)n is bounded in HV , (un)n is bounded in L
p+1
K (R
3). This and the fact that |I(un)| < C
implies that (un)n is also bounded in E . 
Let (un)n be a P–S sequence for I . Since E is reﬂexive, passing if necessary to a subsequence,
we infer that un ⇀ u in E . If we assume furthermore that E is compactly embedded into L
p+1
K (R
3),
then the convergence is strong in Lp+1K (R3) so that the negative contribution to the functional can be
controlled. We also need to control the coupling term in the functional. That is the purpose of the
next two lemmas.
Lemma 16. Let p  3, (un)n ⊂ E be a P–S sequence for I and assume (E1) holds. Suppose also that (E2) holds
if p = 3. Then, for all δ > 0, there exists a ball B ⊂ R3 such that
(a) limsup
n→∞
∫
R3\B
φun(x)u
2
nρ(x)dx< δ,
(b) limsup
n→∞
∣∣∣∣
∫
R3\B
φun (x)unuρ(x)dx
∣∣∣∣< δ.
Proof. Consider a smooth function ζ(r) such that ζ(r) = 1 on [2,∞) and ζ(r) = 0 on [0,1]. Then
deﬁne
ηR(x) := ζ
(
log(1+ |x|)
R
)
.
Notice that
〈
I ′(un),unηR
〉= o(1). (34)
We have
o(1) =
∫
R3
∇un∇(ηRun)+ V (x)u2nηR +
∫
R3
φun (x)u
2
nηRρ(x)
−
∫
3
K (x)|un|p+1ηR = S1,n + S2,n − S3,n. (35)
R
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it is possible to determine R large enough, such that
limsup
n→∞
∣∣∣∣
∫
R3
K (x)|un|p+1ηR dx
∣∣∣∣< δ. (36)
To estimate S1,n , we argue as follows. We compute
∫
R3
∇un∇(ηRun)dx =
∫
R3
|∇un|2ηR dx+
∫
R3
un∇un∇ηR dx.
Since
∣∣∣∣
∫
R3
un∇un∇ηR dx
∣∣∣∣=
∣∣∣∣
∫
R3
un
|x|∇un|x|∇ηR dx
∣∣∣∣ ∥∥|x|∇ηR∥∥∞
∣∣∣∣
∫
R3
un
|x|∇un dx
∣∣∣∣,
and ‖|x|∇ηR‖∞  C/R, using Cauchy–Schwarz and Hardy inequalities, we get
∣∣∣∣
∫
R3
un∇un∇ηR dx
∣∣∣∣ CR ‖∇un‖22.
Since ‖∇un‖22 is bounded by Lemma 15, we ﬁnally deduce
S1,n =
∫
R3
(|∇un|2 + V (x)u2n)ηR + O
(
1
R
)
.
Hence, we end up with
∫
R3\B
φun(x)u
2
nρ(x)dx
∫
R3
φun(x)u
2
nηRρ(x)dx = S2,n  o(1)+
C
R
. (37)
This yields (a) for R large and B := {x ∈ R3: |x| e2R}.
Statement (b) is now a consequence of (a). Indeed, by the Cauchy–Schwarz inequality, we have
∣∣∣∣
∫
R3\B
φun(x)unuρ(x)dx
∣∣∣∣ ∥∥[φunρηR ]1/2un∥∥L2∥∥[φunρ]1/2u∥∥L2
 1
2ε2
∫
R3
φun (x)u
2
nηRρ(x)dx+
ε2
2
∫
R3
φun(x)u
2ρ(x)dx
= 1
2ε2
An + ε
2
2
Bn.
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f , g measurable and nonnegative functions, the following quantity
D( f , g) :=
∫
R3
∫
R3
f (x)|x− y|−1g(y)dxdy.
From [13, p. 250], we have
∣∣D( f , g)∣∣2  D( f , f )D(g, g).
Since (un)n is bounded in E, by Lemma 15, the inequality above with f := u2nρ and g := u2ρ implies
that
Bn  C .
Taking ε small enough we have (b) taking a larger ball B if necessary. 
Recall that ρ is a nonnegative function satisfying (5). With obvious changes in the previous proof
we have the following control around each of the singularities xi of ρ .
Lemma 17. Let p  3, (un)n ⊂ E be a P–S sequence for I and assume (E1) holds. Suppose also that (E2) holds
if p = 3. Then, for all δ > 0, there exists a ball Bi(xi) ⊂ R3, centered at xi , such that
(a) limsup
n→∞
∫
Bi(xi)
φun(x)u
2
nρ(x)dx< δ,
(b) limsup
n→∞
∣∣∣∣
∫
Bi(xi)
φun (x)unuρ(x)dx
∣∣∣∣< δ.
Lemma 18. Let p  3. Assume that E is continuously embedded into Lp+1K (R3). Suppose in addition that HV
is continuously embedded into Lp+1K (R3) if p = 3. If (un)n ⊂ E is a P–S sequence for I , then, passing to a
subsequence, we have
‖un‖2HV → ‖u‖2HV .
Proof. Since un ⇀ u in HV , for some subsequence, we have
o(1) = I ′(un)(un − u) = ‖un‖2HV − ‖u‖2HV + o(1)
+
∫
R3
φun(x)un(un − u)ρ(x)dx+
∫
R3
K (x)|un|p(un − u)dx. (38)
The last term in this expression is an o(1) because of the compact embedding of E into Lp+1K .
The proof consists then in showing that
∫
3
φun(x)un(un − u)ρ(x)dx = o(1).
R
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limsup
n→∞
∣∣∣∣
∫
R3\B
φun(x)un(un − u)ρ(x)
∣∣∣∣< δ.
Then, there exists k ∈ N such that
∞⋃
i=k+1
{xi} ⊂ Bc.
We can write
∫
R3
φun (x)un(un − u)ρ(x)dx
∫
⋃k
i=1 Bi(xi)
· · · +
∫
B\⋃ki=1 Bi(xi)
· · · +
∫
R3\B
· · ·
= I1,n + I2,n + I3,n,
where the balls Bi are given by Lemma 17 in such a way that
limsup
n→∞
∣∣∣∣
∫
⋃k
i=1 Bi(xi)
φun(x)un(un − u)ρ(x)
∣∣∣∣< δ.
In order to estimate I2,n we argue as follows. On B \ ⋃i Bi(xi), ρ is bounded. By Hölder and
Sobolev inequalities, we now infer that
∫
B\⋃i Bi(xi)
φun (x)
∣∣un(un − u)∣∣ρ(x)dx
 C‖ρ‖L∞(B\⋃i Bi(xi))‖φun‖D1,2(R3)
∥∥un(un − u)∥∥L6/5(B\⋃i Bi(xi)).
Due to the weak convergence in E and the fact that ‖φun‖D1,2(R3) is bounded, the conclusion follows
from local compactness (observe that 4N/(N + 2) < 2∗ in dimension N = 3,4,5). 
Proof of Theorem 1. From Lemma 14 and Lemma 15, we deduce the existence of a bounded P–S
sequence (un)n at the minimax level c, such that un ⇀ u in E. We are going to prove that
(i) I(un) → I(u),
(ii) I ′(u) = 0.
This will imply the existence of a non-trivial solution u. From the compact embedding of E into
Lp+1K (R3) we have
∫
R3
K (x)|un|p+1 dx →
∫
R3
K (x)|u|p+1 dx,
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‖un‖2HV → ‖u‖2HV .
Thus, to prove (i), it is enough to show that
∫
R3
φun(x)u
2
nρ(x)dx →
∫
R3
φu(x)u
2ρ(x)dx. (39)
Arguing as in the proof of Lemma 18, we can ﬁrst take B large enough, so that
∫
R3\B
φun (x)u
2
nρ(x)dx+
∫
R3\B
φu(x)u
2ρ(x)dx< 2δ.
Because of (5), the choice of B implies the existence of k¯ such that
k¯⋃
i=1
Bi(xi) ⊂ B.
We then compute
∣∣∣∣
∫
R3
(
φun (x)u
2
nρ(x) − φu(x)u2ρ(x)
)
dx
∣∣∣∣
∣∣∣∣
∫
⋃k¯
i=1 Bi(xi)
· · ·
∣∣∣∣+
∣∣∣∣
∫
B\⋃k¯i=1 Bi(xi)
· · ·
∣∣∣∣+
∣∣∣∣
∫
R3\B
· · ·
∣∣∣∣
= J1,n + J2,n + J3,n,
where the balls Bi are given by Lemma 17 in such a way that
limsup
n→∞
∫
⋃k¯
i=1 Bi(xi)
φun(x)
(
u2n + u2
)
ρ(x) < δ.
Now, with a similar argument carried out earlier, we estimate J2,n as follows. Using Hölder and the
Sobolev inequalities, we have
∫
B\⋃i Bi(xi)
∣∣φun (x)u2n − φu(x)u2∣∣ρ(x)dx

∫
B\⋃i Bi(xi)
∣∣φun (x)u2n − φun(x)u2∣∣ρ(x)dx+
∫
B\⋃i Bi(xi)
∣∣φun(x)u2 − φu(x)u2∣∣ρ(x)dx
 C‖ρ‖L∞(B\⋃i Bi(xi))‖φun‖D1,2(R3)
∥∥u2n − u2∥∥L6/5(B\⋃i Bi(xi)) (40)
+ ‖ρ‖L∞(B\⋃i Bi(xi))
∫
B\⋃ B (x )
∣∣φun (x)− φu(x)∣∣u2 dx. (41)
i i i
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that since φun ⇀φu in D1,2(R3), we have φun → φu strongly in Ld(B \
⋃
i Bi(xi)) for any d < 2
∗. This
completes the proof of (i). The proof of (ii) is rather standard, using the weak convergence in E. 
6. Ground and bound states
Focusing on the case p > 3, it is worth pointing out that the solutions found in Theorem 1 are
ground-states for I . Namely they correspond to the least energy solutions. One has the following
classical characterization.
Theorem 5. Let p ∈ (3,2∗ −1) and u ∈ E be a critical point for I, corresponding to the minimax level c deﬁned
by (32). Deﬁne the Nehari manifold
N := {u ∈ E \ {0}: (I ′(u),u)= 0}.
Then
I(u) = c = inf
v∈N I(v). (42)
Since, from Quantum Mechanics, u2 has a probabilistic interpretation, one may look for solutions
u ∈ L2(RN ), called bound states. Such special solutions give rise to probability densities, namely u2‖u‖2
L2
.
In general, of course, we don’t have E ⊂ H1(RN ). For this reason it is worth looking for those solutions
which have a suitable decay rate at inﬁnity.
We use the following lemma, whose proof can be found in [6].
Lemma 19. Let K ,W be measurable nonnegative functions and assume that HW (RN ) is continuously em-
bedded into Lp+1K (RN ), where p ∈ (1,2∗ − 1). Let u ∈ HW be a solution of
−u + W (x)u = K (x)up, x ∈ RN .
(i) If there exists λ > 0 such that
lim inf|x|→∞ W (x)|x|
2 > λ(λ+ 2− N),
then there exists C > 0 such that
u(x) C
(1+ |x|)λ .
(ii) If there exist α > 0 and λ > 0 such that
lim inf|x|→∞ W (x)|x|
2−2α > λ2,
then there exists C > 0 such that
u(x) Ce−λ(1+|x|)α .
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{−u + V (x)u + ρ(x)φu = K (x)up, x ∈ RN ,
−φ = ρ(x)u2, x ∈ RN .
Assume that there exist α > 0 and λ > 0 such that
lim inf|x|→∞
(
V (x)|x|2−2α + ρ(x)|x|4−N−2α)> λ2.
Furthermore, deﬁne q := p+12 ( N2 − 1)− N2 and assume at least one of the following hypotheses
(g1) K (x)V (x)
q ∈ L∞(RN),
(g2) K (x)
[
ρ(x)
(
1+ |x|)2−N]q ∈ L∞(RN).
Then there exists C > 0 such that
u(x) Ce−λ(1+|x|)α .
In particular, u is a bound-state.
Proof. We have
φu(x)
c2
(c1 + |x|)N−2 , c1, c2 > 0. (43)
Indeed, since ρ is not identically zero and taking into account that ρu2 ∈ L1loc, we can determine c1
large enough, such that 1ωN
∫
{|y|c1} ρ(y)u
2(y)dy > 0. Hence, we have
φu(x) =
∫
RN
ρ(y)u2(y)
ωN |x− y|N−2 dy

∫
{|y|c1}
ρ(y)u2(y)
ωN |x− y|N−2 dy
 c2
∫
{|y|c1}
ρ(y)u2(y)
ωN(c1 + |x|)N−2 dy
= c3
(c1 + |x|)N−2 .
Notice that u solves
−u + W (x)u = K (x)up
with W (x) := V (x)+ ρ(x)φu(x). Moreover, using (43), one can easily check (see [6] or use Remark 4)
that assuming (g1) or (g2) ensures HW ↪→ Lp+1K (RN ). Furthermore, by assumption, there exist α > 0
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lim inf|x|→∞ W (x)|x|
2−2α > λ2.
Hence, the theorem follows from (ii) of Lemma 19. 
Remark 7. The assumptions (g1) and (g2) can be replaced by any other one that gives the continuity
of the embedding of HW into L
p+1
K (R
N ), where W (x) = V (x)+ρ(x)φu(x). In particular, we can adapt
Lemma 6 and Theorem 3 to this context.
Remark 8. This theorem can provide an information on the decay even if V = 0. For instance if
K (x)[ρ(x)(1+ |x|)2−N ]q ∈ L∞(RN ) and lim inf|x|→∞ ρ(x)|x|4−N−2α > 0.
Remark 9. In the radial setting, the preceding theorem can be improved, namely, we can take the
advantage of better embeddings but we believe that one can proceed with an even more reﬁned
analysis of the decay, in the spirit of Theorem 6.1 in [11].
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