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data. In this paper we apply two of best methods in topological data analysis, “Persistent Homology” and 
“Mapper”, in order to classify persian poems which has been composed by two of the best Iranian poets 
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mathematics behind these two methods which is easy to understand for general audience and in the second 
part we describe our models and the results of applying TDA tools to NLP. 
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1 Introduction 
1.1 Authorship Attribution 
These days internet is full of text based information including (news, messages, comments, ...), in order to analyze 
this huge amount of unstructured data we need to classify them. The process of assigning labels to some text based on 
their content is called text classification. Authorship attribution is one of the main branches in text classification which 
tries to identify the author of a given text based on its content. 
We can divide authorship attribution into two main methods: 
– Non-Semantic: This method tries to identify the author based on the length of words and sentences and the 
vocabulary used in a given text[10][16]. 
– Semantic: This method considers the structure of the language based on its semantic analysis[4][5][26]. 
In this article we try to do authorship attribution based on a new state-of the-art method called topological data 
analysis. 
 
1.2 Topological Data Analysis 
 
Data is every where, if you just think about our daily life you could find out how much information and data is 
produced every day by a single person. With ever growing amount of data and advances in technology we face with 
the world of information overload. In order to make our life easier and having a good sense of what is happening in 
our world, what the threats and opportunities are, we need to collect and analyze this huge amount of data. Data science 
is the field of science in which it is grappling with huge and messy amount of data in order to turn it to something 
useful. One of the main difficulties in data science is to deal with high dimensional data and transform it into data with 
less dimensionality in order to make it easier for analyzing. Topological data analysis (TDA) is one of the newest and 
fast growing branches of data science which is trying to analyze data by studying its shape and also 
reducing the dimensionality of data. TDA is based on two very important branches “Statistics” and “Algebraic 
Topology”, due to its methodology TDA can solve some serious problems in data science, because it is a clustering 
method that is robust to noise. The goal of TDA is to reduce the dimensionality of high dimensional data and also 
analyzing the topological structure or shape of data and finally clustering complex data. Since the nature of data is 
random, TDA tools has been extended by the statistical and combinatorial concepts. TDA also provides innovative 
data mining methods that can improve the efficiency of machine learning techniques. TDA has two main methods 
“Persistent Homology” and “Mapper”. In Persistent homology, a filtration of combinatorial objects, simplicial 
complexes, is constructed and then main topological structures of data is derived. Some visualization tools such as 
“Persistent Diagram”,“Barcode” and “ Persistent Landscape” are invented to indicate the main topological features of 
data. Persistent homology has been previously used in pulse pressure wave analysis[7], analyzing 3D images[9], brain 
networks[12], image analysis[6], Path Planning[1]. The idea behind Mapper is to reduce a highdimensional and noisy 
data set into a combinatorial object (simplicial complex). Such an object tries to encapsulate the original shape of the 
high-dimensional data. TDA Mapper has been previously applied to data in breast-cancer patients[19], Text 
Representation for Natural Language Processing[29], Text mining[29][8][20], topic detection in twitter[27] and 
clinical data[19][23][21][18][11]. In this paper first we introduce some mathematical backgrounds about “Group 
Theory”, “Simplicial Complex” and “Homology”. Next we introduce ”Persistent Homology” algorithm, then we apply 
this method to authorship attribution (dataset of poems) and analyze the results. Afterwards we introduce a novel 
method in TDA called “Mapper”. We apply mapper to authorship attribution (dataset of poems) and analyze the result 
as a simplicial complex which is interactive and can be quantified in several ways using statistics. After wards we 
introduce ”Persistent Homology” algorithm, next we apply this method to authorship attribution (dataset of poems) 
and analyze the results. In last section we compare the results of applying persistent homology and mapper on dataset 
of poems. 
 
 
2 Preliminaries 
 
2.1 Group Theory 
 
Definition 1  A group is a pair (G, *) which * is a binary operation on set a G and an identity element e that 
satisfies: 
• (a * b) * c = a * (b * c) for all a,b,c, ∈ G (associativity) 
• e * a = a for all a ∈ G. 
• for every a ∈ G, there is an element b ∈ G such that b * a = e 
(b in the third part of definition is called the inverse of a and is denoted by a−1). 
 
Example 2 The integers Z under addition + is a group. From now on we use notation G instead of (G, *). 
 
Definition 3 A subset H ⊆ G of a group G with operation * is a subgroup of G if (H, *) is itself a group. 
 
Definition 4 A group G is abelian if a * b = b * a for all elements a,b ∈ G. 
 
Definition 5 Two groups G and H are said to be isomorphic if there is bijective function 𝜃 : H → G such that: 
 
                                                             𝜃 (𝑔1𝑔2 ) = 𝜃 (𝑔1) 𝜃 (𝑔2)                                                           (1) 
 
for all 𝑔1, 𝑔2 ∈ G. The function 𝜃 is called an isomorphism. If 𝜃 satisfies only the equation 1, then 𝜃 is named a 
homomorphism. 
 
Definition 6 If 𝜃 : H → G is a group homomorphism, the kernel of 𝜃 is defined by: 
 
                                                                       Ker(θ) = {a ∈ G | θ(a) = e} 
and the image of θ is defined by: 
 
                                                                      Im(θ) = { θ(a) | a ∈ G} 
 
Definition 7 Let H be a subgroup of a group G. If g ∈ G, the right coset of H generated by g is  
                                                        
                                                                       Hg = {hg | h ∈ H} 
 
Similarly the left coset of H generated by g can be defined 
 
        .  
 
Fig. 1: Representation of Ker and Image function h 
 
 
 
Definition 8 The cosets {aH | a ∈ G} under the operation  *  form a group, called the quotient group H/G. 
 
Definition 9 Let S ⊆ G, the subgroup generated by S denoted by ⟨S⟩ is the subgroup of all elements of G that can 
expressed as the finite operation of elements in S and their inverses. 
 
Definition 10 The rank of a group G is the size of the smallest subset that generates G. 
 
 
2.2 simplicial Complex and Homology 
 
 
Definition 11 Let 𝑢0, 𝑢1, … , 𝑢𝑘  be points in 𝑅
𝑛. A point x=∑ 𝜆𝑖
𝑘
𝑖=1 𝑢𝑖 with each 𝜆𝑖  ∈ R, is an affine combination of 
the 𝑢𝑖  if ∑ 𝜆𝑖
𝑘
𝑖=1 = 1. 
 
Definition 12 The k+1 points are affinely independent if the k vectors 𝑢𝑖 − 𝑢0, for 1 ≤ i ≤ k, are linearly 
independent. 
 
Definition 13 An affine combination ∑ 𝜆𝑖
𝑘
𝑖=1  is called a convex combination if each 𝜆𝑖  are non-negative. 
 
Definition 14 The convex hull of U = {𝑢0, 𝑢1, … , 𝑢𝑘} is the set of all convex combonations of U . 
 
Definition 15 A k-simplex σ is the convex hull of k+1 affinely independent points 𝑢0, 𝑢1, … , 𝑢𝑘. So we can see in figure 
2 that 0-simplex is a vertex, 1-simplex is an edge, 2-simplex is a triangle, and 3-simplex is a tertrahedron. 
 
 
Now we want to define a special union of some simplexes that is called simplicial complex. The intuitive definition 
of simplicial complex K is that if a simplex is in K, all of its faces need to be in K, too. In addition, the simplexes have 
to be glued together along whole faces or be separate. The figure 3 showes some useful examples. 
 
 
 
 
 
Fig. 2: The figure shows k-simplexes for k = 0;1;2;3 
 
 
 
 
 
Fig. 3: figure number 1 showes a simplicial complex but figures in number 2 are not simplicial complexes 
 
 
Definition 16 A face of simplex σ induced by { 𝑢𝑖} is the convex hull of a nonempty subset of the { 𝑢𝑘}, and it is 
called proper face if the subset is not the entire set. We some times write τ ≤ σ if the τ is a face of s and τ < σ if it is a 
proper face of σ . 
 
Definition 17 A simplicial complex K is a finite collection of simplexes such that first σ ∈ K and τ ≤ σ implies τ∈ K , 
and second σ, σ0 ∈ K implies σ∩ σ0 is either empty or a face of both. 
 
Definition 18 The p-th chain group of a simplicial complex K is (𝐶𝑝(K),+), the free Abelian group on the oriented p-
simplices, where [σ] = - [t ] if τ = σ furthermore σ and τ have different orientations. An element of 𝐶𝑝(K) is called a 
p-chain, denoted by ∑ 𝜆𝑖
𝑘
𝑖=1 [σ𝑖]  where 𝜆𝑖 ∈ Z, σ𝑖  ∈ K. 
 
Definition 19 Let K be a simplicial complex and σ ∈ K, σ = [𝑣0, 𝑣1, … , 𝑣𝑘]. The boundary homomorphism 𝜕𝑘: 𝐶𝑘 (K) 
→ 𝐶𝑘−1(K) is defined as follows: 
 
                                                               𝜕𝑘σ = ∑ (−1)𝑖
𝑖 [𝑣0, 𝑣1, … , 𝑣?̂?, … , 𝑣𝑛]  
 
 
Where 𝑣?̂? indicates that 𝑣𝑖  is deleted from the sequence. It is easy to check that 𝜕𝑘  is well defined, that is, 𝜕𝑘is the 
same for every ordering in the same orientation. 
 
Example 20 The boundary of the oriented triangle in the figure 4 is as follows:     
                                                        ∂[a,b,c] = [b,c]- [a,c]+[a,b] = [b,c]+[c,a]+[a,b]. 
 
 
Fig. 4: A 3-dimensional simplicial complex 
 
Definition 21 The k-th cycle group is 𝑍𝑘= Ker𝜕𝑘. A chain that is an element of 𝑍𝑘is named a k-cycle. The 
k-th boundary group is 𝐵𝑘  = Im𝜕𝑘+1. A chain that is an element of 𝐵𝑘  is called a k-boundary. 
 
 
Lemma 1 Fundamental lemma of homology: For every (p+1)-chain d we have 𝜕𝑘 𝜕𝑘+1d= 0. 
 
From the last lemma, we know that the group of boundaries form a subgroups of the cycles group and then we can 
take quotients. In other words, we can partition each cycle group into classes of each cycles that differ from each 
other by boundaries. This leads to the notion of homology groups and their ranks, which we now define and discuss. 
 
Definition 22 The p-th homology group is the p-th cycle group modulo the p-th boundary group, denoted by 𝐻𝑝 =
 𝑍𝑝/𝐵𝑝. The p-th betti number, denoted by, ß𝑝    is the rank of group 𝐻𝑝. 
 
A Vietoris-Rips complex of diameter ε is the simplicial complex that is defined as follows: 
 
                                                                 VR(ε) = { σ | diam(σ) ≤ ε } 
 
where diam(σ) is the largest possible distance of points in σ . 
 
 
Definition 24 A sequence of nested simplicial subcomplexes                                                                                             
        
                                                                  ∅ ⊆ 𝐾0 ⊆ 𝐾1 ⊆ 𝐾2 ⊆ ⋯ 
 
is called a filtration. 
 
 
Definition 25 Consider the following filteration 
 
∅ ⊆ 𝐾0 ⊆ 𝐾1 ⊆ 𝐾2 ⊆ ⋯ 
 
. Naturally we will have a sequence of homomorphisms induced by inclusions 
                                                                                𝐻𝑝(𝐾0) → 𝐻𝑝(𝐾1) → 𝐻𝑝(𝐾2) → ⋯ 
 
We say that a p-th homology class [c] is born at 𝐾𝑖, if [c] ∈ 𝐾𝑖 but [c] ∉ 𝐾𝑖−1 and we say [c] dies in 𝐾𝑖, if it merges 
with a class that is born earlier i.e [c] ∈ 𝐾𝑖−1 and [c] ∉  𝐾𝑖 
 
 
3 Persistent Homology 
 
Persistent homology tries to find and track homological groups and holes with the help of filtrations. In this section 
we try to explain the concept and algorithm of persistent homology and then we apply it to text classification. A 
filtered simplicial complex with its boundary functions is called a persistent complex. For an increasing sequence of 
positive real numbers we attain a persistent complex. Our goal is toanalyze topological invariants of a point cloud data 
set by analyzing its persistent complex. some normal representation for persistent homology are barcode, persistent 
diagram and lanscape . A barcode represents each persistent generator(classes that generate p-th homology group) 
with a horizontal line beginning at the first filtration level where it appears, and ending at the filtration level where it 
disappears, while a persistence diagram plots a point for each generator with its x-coordinate the birth time and its y-
coordinate the death time. A visual representation of persistent homology is persistent diagram. 
 
 
Definition 26 The p-persistent diagram D of a filtration 
 
                                                 ∅ ⊆ 𝐾0 ⊆ 𝐾1 ⊆ 𝐾2 ⊆ ⋯ 
 
is defined as follows. 
Let  μ𝒑
𝒊𝒋
 be the number of independent p- dimensional classes that are Born in 𝐾𝑖  and 
die entering 𝐾𝑗, then D is obtained by drawing a set of points (i, j) with multiplicity 
 μ𝒑
𝒊𝒋
 , where the diagonal is added with infinite multiplicity. 
 
For comparing two persistent diagrams some metrics are defined that two of most 
important of them are bottleneck and wasserstein distances. 
 
Definition 27 Let 𝐷1, 𝐷2 be two persistent diagrams and B be the set of all bijective 
functions φ : 𝐷1 → 𝐷2. If ∥ . ∥∞be the supremum norm, then the bottleneck distance 
between two persistent diagrams 𝐷1, 𝐷2 denoted by 𝑊∞ (𝐷1, 𝐷2) is defined as follows. 
 
             𝑊∞ (𝐷1, 𝐷2) = inf 𝑠𝑢𝑝φ∈B𝑥∈𝐷1 ∥  x − φ(x)  ∥∞ 
 
 
Definition 28 Let 𝐷1, 𝐷2 be two persistent diagrams and B be the set of all bijective functions φ : 𝐷1 → 𝐷2, then the 
Wasserstein distance between two persistent diagrams 𝐷1, 𝐷2 denoted by 𝑊p (𝐷1, 𝐷2) is defined as follows. 
                                                               𝑊p (𝐷1 , 𝐷2) =[𝑖𝑛𝑓φ∈B ∑ ∥  x − φ(x) ∥∞
𝑝
𝑥∈𝐷1 ]
1
𝑝 
 
Since it is very hard to analyze the information about homological groups and holes we can use a visualization 
method called “Barcode”, the idea is as follows:  
if a hole appears in 𝜀𝑡1 we start to draw a line where the begining of the line is at 𝜀𝑡1 in x-axis and if die in 𝜀𝑡2 , we 
stop drwing the line and end of the line would be at 𝜀𝑡2 . Persistent landscape is another method introduced by 
bebunik[2] to visualize persistent homology . 
 
Definition 29 The persistence landscape is a function λ: NR → R̅ where R̅  denotes the extended real numbers [-, 
]. Alternatively, it may be thought of a sequence of functions 𝜆𝑘 : R → R , where 𝜆𝑘 (𝑡) =  𝜆 (𝑘, 𝑡). Define 𝜆𝑘 (𝑡) =
sup{𝑚 ≥ 0 𝛽(𝑡−𝑚),(𝑡+𝑚) ≥ 𝑘} where 𝛽𝑖,𝑗is the dimension of group 𝐻𝑖 𝐻𝑗⁄ . 
 
The graph of landscape indicates persistent and non-persistent betti numbers, for example the support of persistent 
landscape denotes non-persistent betti numbers and the maximum of landscape graph indicate the most persistent 
betti number. 
 
3.1 Persistant Homology Algorithm 
Let P be a point cloud data. First we construct the Vietoris-Rips complex for P as follows: 
consider an increasing sequence of positive real numbers 𝜀1 ≤ 𝜀2 ≤ 𝜀3 ≤ ⋯, then we construct a cover of circles 
with centers of points in P and diameter 𝜀1, so we have as many circles as the number of data points in point cloud 
data, next we draw an edge between the center of each two circle which have any intersection and therefore we 
have a simplicial complex VR(𝜀1). We do the same process for all i = 1,2,3,… as a result we have a filteration of 
complexes VR(𝜀𝑖). Since it is very hard to analyze the information about homological groups and holes we can use a 
visualization method called “Barcode”, the idea is as follows: 
 
if a hole appears in 𝜀𝑡1 we start to draw a line where the begining of the line is at 𝜀𝑡1 in x-axis and if die in 𝜀𝑡2 , we 
stop drwing the line and end of the line would be at 𝜀𝑡2 . 
 
 
3.1 Persistant Homology Algorithm 
 
Let P be a point cloud data. First we construct the Vietoris-Rips complex for P as follows: 
consider an increasing sequence of positive real numbers 𝜀1 ≤ 𝜀2 ≤ 𝜀3 ≤ ⋯, then we construct a cover of circles with 
centers of points in P and diameter 𝜀1, so we have as many circles as the number of data points in point cloud data, 
next we draw an edge between the center of each two circle which have any intersection and therefore we have a 
simplicial complex VR(𝜀1). We do the same process for all i = 1,2,3,… as a result we have a filteration of complexes 
VR(𝜀𝑖). Since it is very hard to analyze the information about homological groups and holes we can use a visualization 
method called “Barcode”, the idea is as follows:  
if a hole appears in 𝜀𝑡1 we start to draw a line where the begining of the line is a 𝜀𝑡1 in x-axis and if die in 𝜀𝑡2 , we 
stop drwing the line and end of the line would be at 𝜀𝑡2. 
 
3.2 Results 
 
Persistent homology has already been implemented in R packages like “TDA” and “TDAstatus”, in this article we 
used these two packages for text classification. In this part we used the textual data (poems) of two iranian poets 
(Hafez and Ferdowsi), the data set gathered from ”Shahnameh”1 and ”Ghazaliat-e-Hafez”. It includes about 8000 
hemistich from each book. After preprocessing we fed the data to tf-idf algorithm in order to make document term 
matrix, next we fed the document term matrix to persistent homology algorithm. First we sketch presistent diagram, 
barcode and persistent landscapes for a sample of Ferdowsi poems including 1000 hemistich that is shown in figure 
5. We also devided 8000 hemistich of “hafez” to 8 parts with lenght 1000, then we computed persistent diagram and 
first landscape of each part. Finally we sketched the mean landscape of these parts. We did same work for 8000 
hemistich of “Ferdowsi”. At last step we computedWasserstein distances between persistent Diagrams of 
correspondance parts of “hafez” and “Ferdowsi” poems. We bring these results as follows. 
 
                                                                                                      
     
 
Fig. 5: Respectively from left to right diagrams show persistent diagram,  
Barcode and four persistentlandscapes for 1000 hemistich of Ferdowsi 
 
 
1 An epic book from Ferdowsi 
 
 
 
Fig. 6: First row shows persistent of land scapes of first there parts of Hafez poems and second row 
shows persistent of land scapes of first there parts of Ferdowsi poems 
 
 
 
 
We bring the results of computing Wasserstein dictances between different partsof poems in tables 1 and 2 as 
follows. 
 
 
Different parts of poems of Ferdowsi 
and Hafez    
    Distance of Dim 0 Distance of Dim 1 
part1 of Ferdowsi and part1 of Hafez 449.4274 0.6881788 
part2 of Ferdowsi and part2 of Hafez 82.16098 0.2928399 
part3 of Ferdowsi and part3 of Hafez 82.84308 3.765808 
part4 of Ferdowsi and part4 of Hafez 553.3845 2.078418 
part5 of Ferdowsi and part5 of Hafez 118.2316 3.312112 
part6 of Ferdowsi and part6 of Hafez 141.321 0.5248254 
part7 of Ferdowsi and part7 of Hafez 74.28296 3.282468 
part8 of Ferdowsi and part8 of Hafez 387.2628 0.4503871 
 
Table 1: Wasserstein0-distances and 1-distances is computed for coresponding parts of Hafez and Ferdowsi 
poems 
 
Different parts of Ferdowsi poems                      Distance of Dim 0      Distance of Dim 1 
part1 and part2 146.1085     0.3634205 
part2 and part3 5.64018      3.405932 
part3 and part4 310.8692      1.946319 
part4 and part5 278.3973     1.427155 
part5 and part6 38.93984     3.003388 
part6 and part7 14.5807      3.266145 
part7 and part8 16.77798       3.322824 
 
Table 2: Wasserstein distances between consequences parts of Ferdowsi poems 
 
  
 
 
4 Mapper Algorithm 
 
The Mapper algorithm was introduced by Singh, Mmoli and Carlsson[25] as a geometrical 
tool to analyze and visualize datasets. 
Here we use below notation to explain the mathematics of mapper method. 
 
 
 
  Symbol                        Explanation 
1 𝑋 Underlying space of point cloud data (𝑅𝑛 for some 𝑛 ∈ 𝑁) 
2 𝑃 Point cloud data ( 𝑃 ⊆ 𝑋) 
3 𝑌 Parameter space (usually  𝑌 is equal to real numbers) 
4 𝐹 Filter function ( 𝐹: ρ ⊆ 𝑋 → 𝑌 ) 
5         Γ     Range of 𝐹 restricted to ρ 
6         𝑈 A covering of ρ (ρ⊆ ⋃α∈𝑈 α) 
7         ξ Collection of subintervals of Γ which overlap (ξ covers Γ ) 
 
𝑻𝒂𝒃𝒍𝒆 𝟑: 𝑁𝑜𝑡𝑎𝑡𝑖𝑜𝑛 
 
 
• First we start with a suitable filter function 𝐹: ρ ⊆ 𝑋 → 𝑌 
• Then we find the range of 𝐹 restricted to ρ and call it Γ . Then partition Γ into subintervals ξ in order to create a 
covering of ρ with 𝐹−1in the next step 
• For every subinterval ξ
𝑖
∈ ξ we make the following set 𝑋𝑖= {x | 𝐹(𝑥) ∈ ξ𝑖}, the set 𝑈={𝑋𝑖} form a covering for 𝑃 
(𝑃 ⊆ ⋃i𝑋𝑖) 
• For every element 𝑋𝑖 of 𝑈 we cluster the points of 𝑋𝑖  with a suitable metric i.e for every 𝑋𝑖  we have the set of 
clusters 𝑋𝑖𝑗; 
• Every cluster 𝑋𝑖𝑗would be represented as a node in graph and if 𝑋𝑖𝑗 ∩ 𝑋𝑟𝑠 ≠ ∅ then we draw an edge between the 
nodes 𝑋𝑖𝑗  and 𝑋𝑟𝑠. 
 
 
The intuitive idea behind Mapper is illustrated in figure7 and can be explained as follows: suppose we have a point 
cloud data representing a shape, for example a “knot”. First we project the whole data on a coordinate system with 
less dimensionality in order to reduce complexity via dimensionality reduction (here we project the data on the knot 
to x-axis). Now we partition the parameter space (x-axis) into several bins with an overlapping percentage. Next, put 
data into overlapping bins. Afterwards, we use clustering algorithms in order to classify the points of each bin into 
several clusters. Once the previous stage is done, we can create our interactive graph. 
 
 
 
 
 
 
 
 
  
 
 
 
(a)                                                          (b)                                                       (c) 
                     
 
              
                            
                             (d)                                                             (e)                                                        (f )        
 
Fig. 7: Mapper algorithm on knot shape data cloud: a) First we project the whole data cloud to embedded space (here x-axis). b) Then we 
partition the embedded space into overlapping bins (here showed as colored intervals). c) Then we put data into overlapping bins. d) Next we use 
any clustering algorithm to cluster the points in the cloud data. e&f) each cluster of points in every bin would represented as a node of the graph 
and we draw and edge between two nodes if they share a common data point. 
 
 
 
4.1 TDA-Based Mapper Analysis online algorithm and our dataset 
 
Implementation of mapper algorithm is already avaliable in python packages like “Mapper” and “ Kepler Mapper”. 
In this article we used “Kepler Mapper” along side other python packages. In this paper, we used the textual data 
(poems) of two iranian poets Hafez and Ferdowsi. The data set gathered from ”Shahnameh” (An epic book from 
Ferdowsi) and ”Ghazaliat-e-Hafez”, that includes about different 9000 hemistich (ranging from epic wars to love and 
romance) from both books. In our model as a first step we used “ truncatedSVD” and “t-SNE” as filter functions after 
applying “TF-IDF” on our data. Next we choose resolution and overlap, there are many ways to choose resolution and 
overlapping percentage. Figure5 illustrates different resolution and overlapping amounts. The more resolution we 
have, the better data will be partitioned and classified and higher the overlapping percantage is, the more compact our 
resulting graph would be. For clustering we used “Agglomerative Clustering” avaliable in “sklearn” package with 
“cosine” similarity and complete linkage. 
 
                                         
Fig. 8: Comparison of different resolutions and overlapping precentage: As is evident from the above table, 
the more resolution we have the better our resulting graph will be classified and the more the overlapping 
percentage is, the more compact the resulting graph would become. 
 
 
4.2 Results 
 
we examined two accuracy tests on our shape graph. First, we partition the whole graph into 3 clusters 
(”Hafez”,”Ferdowsi”,”Both”), Which in ”Hafez” cluster we have the nodes which include the high percent of Hafezian 
poems, similarly in ”Ferdowsi” cluster we have the nodes which include the high percent of poems of Ferdowsi and 
in the ”Both” cluster we have about the same amount of both poems. We examine what percent of poems in ”Hafez” 
cluster really belong to Hafezian poems and the same method for other clusters. To do this we simply divide the 
number of Hafezian poems in each node in the ”Hafez” cluster by the number of all poems in each node in the same 
cluster, and we do the same test to other clusters as well. For example for ”Hafez” cluster we have the following 
calculations: 
 
 
Fig. 9: TDA Mapper in text classification. A) Gathering and pre-processing the data of poems. B) Using 
TF-IDF algorithm to turn pre-processed data into a matrix which columns represent a single word in the 
entire corpus and each row represent a hemistich. The matrix is of the form [9000* 67671] (# hemistich 
*# words in corpus). C) Zoomed data [100*100]. D) Filteration step, Using truncated SVD and T-SNE 
algorithms as filter functions. E) Bining: the whole 2-dimensional space divided in to smaller bins. F) 
Clustering: clustering algorithms applied to each bin in order tocreate the nodes in the final graph. G) 
Output of the algorithm as a graph, every node in the graph is a cluster of the previous step and nodes 
share an edge if they have a data point in common. 
 
 
 
Percentage of accuracy = (Number of poems of Hafez in each node of the cluster / Number of all poems in the 
whole cluster) 
 
. 
So if we have the accuracy percentage of a for a cluster it means that a percent of the poems in that cluster has been 
labelled correctly. second, we tried to devide some parts of the graph into several clusters based on their semantic 
subjects and we cteated 5 clusters. To visually analyze each cluster werepresented the text with in each cluster as a 
word cloud, which is easy to understand in just one sight. 
 
                
 
                          (a) Original Graph                                                                               (b) Clustered for the first test 
 
 
Fig. 10: (a) shows the original output of the Mapper algorithm, while (b) shows the same graph which we 
partitioned it into three clusters for the first test(Red for ”Hafez” cluster, Orange for “Both” cluster, and 
Green for “Ferdowsi” cluster). After examining the first test on each cluster, we got the following results: 
for “Hafez” cluster percentage of accuracy was 80 percent, for“Ferdowsi” cluster percentage of accuracy 
was about 94 percent ,and for ”Both” cluster percentage of accuracy was 40 percent for Hafez poems and 
60 percent for Ferdowsi poems. So for the “Hafez” cluster we can say that 80 percent of the poems in the 
cluster has the rigth label and so on for other clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                        
(a)                                        (b)                                        (c) 
 
   
                                      
                                            (d)                                           (e)                                                (f)  
 
Fig. 11: semantic clustering of the graph, in image (f) we have examined the second test on our graph 
shape, we choose some clusters and then examined if they are semantically related to each other, we 
choosse 5 clusters (“Red”,“Blue”,“Black”,“Yellow”,and “orange”) as apparent in (f) and then draw their 
word cloud. (a) is word cloud of “Black” and it is clear that it belongs to Hafezian poems because of the 
frequency of some words and if we want to analyze it semantically it would be the cluster of romantic 
poems. (b) is word cloud for “Red” and because of the frequency of words in its word cloud we can 
say it semantically related to worshiping the god. (c) is word cloud for “Yellow”. (d) is word cloud for 
“Orange”.(e) is word cloud for “Blue” 
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