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Abstract
We give a general description of the construction of weighted spherically symmetric
metrics on vector bundle manifolds, i.e. the total space of a vector bundle E −→M , over a
Riemannian manifoldM , when E is endowed with a metric connection. The tangent bundle
of E admits a canonical decomposition and thus it is possible to define an interesting class
of two-weights metrics with the weight functions depending on the fibre norm of E; hence
the generalized concept of spherically symmetric metrics. We study its main properties and
curvature equations. Finally we focus on a few applications and compute the holonomy of
Bryant-Salamon type G2 manifolds.
Key Words: vector bundle, metric connection, spherically symmetric metric, holonomy, G2
manifold.
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Introduction
We start this introduction by recalling three lines of independent research to which the present
article intends to be related.
Important geometry has appeared in the last decades regarding the tangent bundle of a
Riemannian manifold endowed with the metric found by S. Sasaki. As it is well-known, given
a Riemannian manifold M , the metric on the total space of π : TM −→ M is defined by
the canonical splitting of the tangent bundle of TM , via the Levi-Civita connection. The
bundle projection π becomes a Riemannian submersion. But one may also consider so-called
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weighted Sasaki metrics, which show even further intricate features, and then no canonical
equations apply. Finding the curvature involves many computations, which are a step towards
the deduction of the holonomy algebra.
In the geometry of complex and holomorphic Hermitian vector bundles π : E −→M many
interesting developments have resulted from the introduction, by S. Kobayashi and many
others, of some special functions which vary with the fibre norm. It is quite interesting to
observe the role of the zero-section in many theorems in [22]. If M is Ka¨hler, then E becomes
a Hermitian manifold in a natural way and also with freely chosen weights following the natural
decomposition of TE.
In the search of real exceptional geometries, R. Bryant and S. Salamon have discovered
complete G2 holonomy metrics on the total space of E = Λ
2
−T
∗M −→ M where M = S4
or CP2. They used the natural decomposition of the tangent bundle of E and two weight
functions carefully chosen.
Now, on any vector bundle π : E −→ M over a Riemannian manifold M , endowed with a
Riemannian metric structure, that is, a smooth section g
E
of S2E∗ non-degenerate and positive
definite, and endowed with a compatible connection D
E
, one can equip the total space of E
with a Riemannian metric in the usual fashion. One may see this idea in general in few but
varied contexts, of which the three themes above are example. Also we may refer the reader to
[9, 10, 28, 32] for pertinent aspects of such geometries, different from those addressed here. To
the best of our knowledge, a theory considering metrics with weights is lacking in the literature.
In this article we study a subcase which is both general and most natural. Namely, the
construction of Riemannian metrics g
M,E
on the total space of E −→ M with the weights
smoothly depending on the fibre squared norm. Our techniques have developed from our
previous studies on fibre bundles, which in turn stem from the methods in [26]. We shall
be able to write TE ≃ π∗TM ⊕ π⋆E, so we remark that throughout we need to distinguish
the vertical lifts from the horizontal, and also to be permanently aware of the two pull-back
structures π∗TM and π⋆E, both being nothing else but the common pull-back by π.
In the second chapter we give several results on the curvature of the metric g
M,E
with
weights. In particular a computation which helps on the search for the global holonomy of
the Riemannian manifold E without actually determining it. Yet, how far are we still from
knowing the global holonomy is a question that remains. Among our curvature results we give
a criteria for Einsten metrics.
In the third chapter we give applications to Hermitian geometry, in the type of Sasaki
type metrics and almost complex structures. Then we bring again to the front the G2 spaces
of Bryant-Salamon. The results we started proving in [7] are finally taken to an end. They
justify completely the previous efforts and the further particular details needed in the proof of
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a last theorem, which regards the real and complex hyperbolic spaces H4 and H2
C
, or any other
negatively curved Einstein anti-self-dual manifold M . The theorem says that the disk bundles
Dr0,+M contained in Λ
2
+T
∗M with essentially the Bryant-Salamon integrable G2 metric gφ,
have indeed G2 holonomy. We also compute the holonomy of certain G2 metrics on Λ
2
±T
∗M
for any K3 surface M with the canonical metric.
The author is very grateful for the remarks and careful reading of the manuscript by an
anonymous referee.
1 A natural Riemannian structure
1.1 The metric on the manifold E and its Levi-Civita connection
Let M be a Riemannian manifold and g
M
denote its metric tensor. Let π : E −→ M be a
rank k vector bundle over M . Our study considers as its main subject the manifold E. We
also assume such vector bundle is endowed with a metric g
E
and a compatible connection D
E
.
A first equation is thus D
E
g
E
= 0. The manifold E has a canonical atlas of trivializations.
Then the fibres Eπ(e) = π
−1(π(e)), for each e ∈ E, have the natural structure of submanifolds,
with tangent bundle the trivial bundle. Moreover we have an exact sequence 0 −→ V −→
TE
dπ−→ π∗TM −→ 0 of vector bundles over the manifold E and, by construction, the vertical
or kernel bundle V −→ E identifies with π⋆E −→ E. We then use the connection DE to induce
a splitting of TE as HD
E
⊕V. Since HD
E
is canonically identified to the vector bundle π∗TM ,
through the restriction of the map dπ, we may finally write
HD
E
⊕ V = TE ≃ π∗TM ⊕ π⋆E . (1)
This canonical decomposition of the tangent bundle of E has even further virtues. The terms
horizontal and vertical used for the components of any tangent vector X = Xh +Xv at each
point e ∈ E are defined accordingly. We also have a natural vector field ξ, a tautological
section of vertical directions, defined by ξe = e ∈ π⋆E. The important role played by ξ is
shown through a projection onto V with kernel HDE :
π⋆D
E
Xξ = X
v . (2)
To see this quickly, we may take a frame (e1, . . . , ek) of E on an open set U ⊂ M . Then any
point e ∈ π−1(U) ⊂ E is written uniquely as e =∑kα=1 yαeα and a vertical tangent vector to
E is written as X =
∑
β x
βπ⋆eβ (y
α, xβ ∈ R). Then dπ(X) = 0 and
π⋆D
E
Xξ =
k∑
α=1
(
dyα(X)π⋆eα + y
απ⋆D
E
Xπ
⋆eα
)
=
k∑
α=1
xαπ⋆eα = X .
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On a chart of M compatible with a trivialization of E we can deduce the coordinate
equations for a vector field in HD
E
. On the other hand, we easily lift vector fields X on M to
sections Xh of π∗TM . These, given purely by differential geometry, are called the horizontal
vector fields (the theory is indeed coherent, but the reader may see it with further detail in
section 1.2).
Finally we introduce the metric structures in context. Clearly the manifold E inherits a
Riemannian structure π∗g
M
⊕ π⋆g
E
. Letting ∇M denote the Levi-Civita connection of M , it
is also clear that the connection D∗∗ = π∗∇M ⊕π⋆DE is a metric connection, i.e. D∗∗(π∗g
M
⊕
π⋆g
E
) = 0. Its torsion satisfies (throughout this article X,Y,Z,W denote vector fields on the
manifold E, if not stated differently elsewhere)dπ(T
D∗∗(X,Y )) = dπ(D∗∗XY )− dπ(D∗∗YX)− dπ([X,Y ]) = T∇
M
(dπX,dπY ) = 0
(TD
∗∗
(X,Y ))v = π⋆D
E
XY
v − π⋆DEYXv − [X,Y ]v = π⋆RE(X,Y )ξ
.
(3)
These two formulas are of the utmost importance and simple to prove; also they are similar to
those found in [26]. Recall that RE(X,Y ) coupled with the metric of E takes values in Λ2E∗.
Moreover, first by tensoriality and second by the previous formula, we have
π⋆RE(X,Y )ξ = Rπ
⋆D
E
(X,Y )ξ
= π⋆RE(Xh, Y h)ξ
= −[Xh, Y h]v . (4)
Now we are much more interested in another metric defined on the manifold E — it is
a metric arising as the above but with certain weight functions. First we consider the scalar
function r = ‖ξ‖2
E
defined on E, i.e. the squared radial-distance to the 0 section. Since ξ is
vertical, again by (2) we have
dr = 2ξ♭ . (5)
The Riemannian manifold E we wish to study in this article is defined by the metric
g
M,E
= e2ϕ1π∗g
M
⊕ e2ϕ2π⋆g
E
(6)
where ϕ1, ϕ2 are smooth scalar functions on E dependent only of r and smooth at r = 0 on the
right, i.e. we assume ϕi, ϕ
′
i, ϕ
′′
i . . ., i = 1, 2, exist and are continuous at 0. Notice we continue
to assume (1) implicitly. The map π becomes a Riemannian submersion if and only if ϕ1 = 0.
Remark. With ϕ1 and any other functions of r we use the notation ϕ
′
1 =
∂ϕ1
∂r .
Clearly D∗∗X (e
2ϕ1π∗g
M
) = 4ϕ′1e
2ϕ1ξ♭(X)π∗g
M
, which is not so important but gives some
clues to the following. Though it is quite easy to find metric connections for each summand
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of g
M,E
, we wish primarily to find a linear metric connection over E keeping the same torsion
of D∗∗. Hence we are led to consider D˜ = D∗∗ + C with C ∈ Ω0(S2(T ∗E) ⊗ TE) given by
(a, b, c1, c2 ∈ Ω0 smooth functions of r)
CXY = a
(
ξ♭(X)Y h + ξ♭(Y )Xh
)
+
+ c1〈X,Y 〉M ξ + c2〈X,Y 〉Eξ + b
(
ξ♭(X)Y v + ξ♭(Y )Xv
)
.
(7)
We are using a common notation with brackets with obvious meaning and indexed when
necessary. For instance, the notation 〈X,Y 〉
M
stands for π∗g
M
(Xh, Y h). Simple computations
lead us to the following result, but along the following pages we shall continue with the a, b, cs
above.
Theorem 1.1. The linear connection D˜ on the Riemannian manifold E is a metric connection
(D˜ g
M,E
= 0) if and only if
a = 2ϕ′1 c1 = −2ϕ′1e2(ϕ1−ϕ2)
b = 2ϕ′2 c2 = −2ϕ′2
. (8)
Proof. Solving the equation D˜XgM,E (Y,Z) = 0 is equivalent to
0 = −4ϕ′1e2ϕ1ξ♭(X)〈Y,Z〉M − 4ϕ′2e2ϕ2ξ♭(X)〈Y,Z〉E + e2ϕ1〈CXY,Z〉M +
+e2ϕ1〈Y,CXZ〉M + e2ϕ2〈CXY,Z〉E + e2ϕ2〈Y,CXZ〉E =
= −4ϕ′1e2ϕ1ξ♭(X)〈Y,Z〉M + e2ϕ1a(ξ♭(X)〈Y,Z〉M + ξ♭(Y )〈X,Z〉M ) +
+e2ϕ1a(ξ♭(X)〈Y,Z〉
M
+ ξ♭(Z)〈X,Y 〉
M
)− 4ϕ′2e2ϕ2ξ♭(X)〈Y,Z〉E + e2ϕ2(c1〈X,Y 〉M ξ♭(Z) +
+c2〈X,Y 〉Eξ♭(Z) + c1〈X,Z〉M ξ♭(Y ) + c2〈X,Z〉E ξ♭(Y )) +
+e2ϕ2b(2ξ♭(X)〈Y,Z〉
E
+ ξ♭(Y )〈X,Z〉
E
+ ξ♭(Z)〈X,Y 〉
E
) .
Since this is valid for all vectors, we find six equations which then yield (8). 
Since C is symmetric, we still have T D˜ = TD
∗∗
= π⋆RE( , )ξ. We are also going to
abbreviate the notation for this last V-valued tensor: we let Rξ = π⋆RE( , )ξ.
Finally, the Levi-Civita connection of the metric g
M,E
is the connection ∇M,E given by
∇M,EX Y = D∗∗X Y + CXY +AXY −
1
2
Rξ(X,Y ) (9)
with C defined in (7,8) and the π∗TM -valued 2-tensor A defined by
e2ϕ1〈A(X,Y ), Z〉
M
=
e2ϕ2
2
(〈Rξ(X,Z), Y 〉
E
+ 〈Rξ(Y,Z),X〉
E
)
. (10)
Notice A is symmetric, so now we have T∇
M,E
= 0. On the other hand, since D˜ = D∗∗ +C is
a metric connection, we just have to verify, which is very easy, that
g
M,E
(A(X,Y )− 1
2
Rξ(X,Y ), Z) = −g
M,E
(Y,A(X,Z) − 1
2
Rξ(X,Z)) . (11)
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We note the formula A(X,Y ) = AXY = A(X
h, Y v)+A(Xv, Y h) and stress that A takes values
in the horizontal distribution.
1.2 Parallel vector fields and isometries of g
M,E
A first problem we would like to discuss regards the description of the parallel vector fields of
E. Let us deduce their equations on a trivializing subset.
We let x = (x1, . . . , xm) be a chart of the base defined on an open subset U ⊂M (dimM =
m). If necessary restricting to a smaller open subset, we may take an orthonormal frame
{e1, . . . , ek} of E on U . Hence we have a trivialization π−1(U) ≃ U × Rk with coordinates
(x, y), linear on the fibres by assumption. Since any point e ∈ π−1(x) may be written as
e =
∑
α y
αeα, the tautological vector field ξ satisfies ξe =
∑
α y
απ⋆eα. We have r =
∑
α(y
α)2
and denote g
M
(∂i, ∂j) = gij , where the vectors ∂i =
∂
∂xi
denote the duals of the dxj. This
has inverse matrix gjq. We also let π∗∂i denote the lift of ∂i to the horizontal part of TE.
Below, Kronecker and Christoffel symbols have usual expression. The second are defined by
∇M∂i ∂j = Γ
M,h
ij ∂h and D
E
∂i
eα = Γ
E,β
iα eβ . Throughout indices satisfy 1 ≤ i, j, q, l ≤ m and
1 ≤ α, β, ǫ ≤ k, and Einstein summation convention is assumed. For the curvature tensor we
denote REβαij = 〈RE(∂i, ∂j)eα, eβ〉E .
Note that the ∂i = ∂i(x,y) also make sense in π
−1(U), but such vector fields are not hori-
zontal in general. It is easy to see, applying (2), that
π∗∂i = ∂i − yαΓE,βiα π⋆eβ . (12)
Notice π∗g
M
(π∗∂i, π
∗∂j) = gij and π
⋆g
E
(π⋆eα, π
⋆eβ) = δ
β
α. Henceforth, by (12), we find
g
M,E
(∂i, ∂j) = e
2ϕ1gij + e
2ϕ2yαyγΓE,βiα Γ
E,β
jγ . It is interesting to observe that we do not have to
make use of (12) in the next deductions.
Following the orthogonal decomposition (1), any vector field on E is written as Y =
Y jπ∗∂j +B
απ⋆eα. Then we may develop four equations for ∇M,EY of different kind:
(∇M,Eπ∗∂iY )q =
∂Y q
∂xi
+ Y lΓM,qil + ay
αBαδqi +
e2(ϕ2−ϕ1)
2
yαBβREβαijg
jq (13)
(∇M,Eπ⋆eβY )q =
∂Y q
∂yβ
+ ayβY q +
e2(ϕ2−ϕ1)
2
yαY jREβαjlg
lq (14)
(∇M,Eπ∗∂iY )α =
∂Bα
∂xi
+BβΓE,αiβ + c1y
αY jgij − 1
2
Y jyβREαβij (15)
(∇M,Eπ⋆eβY )α =
∂Bα
∂yβ
+ c2B
βyα + byβBα + byǫBǫδβα (16)
As the reader may agree, finding a germ of a parallel vector field in general is quite non-trivial
even if we require Y to be horizontal or to be vertical.
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Proposition 1.1. Assume the weight functions ϕ1 = ϕ1(r), ϕ2 = ϕ2(r) are constant.
(i) The only horizontal parallel vector fields Y on the manifold E are the horizontal lifts of
parallel vector fields Y0 of M for which R
E(Y0, ) = 0.
(ii) Likewise, the only vertical parallel vector fields on E are the vertical lifts of parallel sections
of π : E −→M .
Proof. By hypothesis a = b = c1 = c2 = 0. First suppose all B
α = 0 and ∇M,EY = 0. Then
(15) implies RE(Y, ) = 0. By (14), we have Y q independent of the yβ, so the vector field
is a pull-back: Y = π∗Y0. The result that Y0 is ∇M -parallel then follows by equation (13).
Suppose now that all the Y j = 0, i.e. Y is vertical. The last equation in the list shows the field
Y arises as a vertical pull-back of a section e of E −→ M , i.e. Y = π⋆e. The third equation
shows that e is D
E
-parallel. Now we conclude from (13) that in all points of M we must have
RE( , )e = 0. But this is automatic for any parallel section. 
Proposition 1.2. For all X ∈ TE we have ∇M,EX ξ = arXh + (1 + br)Xv.
Proof. Since for all X ∈ TE we have AXξ = 0 = Rξ(X, ξ) and b = −c2, the result follows. 
We may also consider the search for parallel vector fields of the form
Y = fπ∗Y0 + gπ
⋆e+ hξ , (17)
where f, g, h are functions of r and Y0 and e are sections on M , parallel for ∇M and DE
respectively. In particular, sections of constant norm.
Theorem 1.2. Suppose Y 6= 0.
(i) For k > 1, the vector field Y is ∇M,E -parallel if and only if h = ϕ′1 = f ′ = 0, fRE(Y0, ) = 0
and also if ϕ′2 = g
′ = 0 when gπ⋆e 6= 0.
(ii) For k = 1, the vector field Y is ∇M,E -parallel if and only if
(a) either ϕ′1 6= 0 and fπ∗Y0 = 0 with g‖e‖ +
√
rh = 0, or
(b) ϕ′1 = f
′ = 0 and g‖e‖ +√rh = ce−ϕ2 for some constant c.
Proof. We indicate most of the steps. Of course here g denotes a function; not the metric. For
functions dependent of r, such as f , we have df = 2f ′ξ♭. Let us denote eˆ = π⋆e and simply
by Y h0 the horizontal lift π
∗Y0. Then, by the hypothesis, the following vanish in all directions
Xh,Xv :
∇M,EXh Y = agξ♭(eˆ)Xh + c1f〈Xh, Y h0 〉M ξ −
1
2
fRξ(Xh, Y h0 ) + gAXh eˆ+ arhXh
and
∇M,EXv Y = 2f ′ξ♭(Xv)Y h0 + af〈ξ,Xv〉Y h0 + fAXvY h0 + 2g′ξ♭(Xv)eˆ+
+gc2〈Xv , eˆ〉ξ + gb(ξ♭(Xv)eˆ+ ξ♭(eˆ)Xv) + 2h′ξ♭(Xv)ξ + h(1 + rb)Xv .
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Now 〈∇M,E
Xh
Y,Xh〉
M
= (agξ♭(eˆ) + arh)‖Xh‖2 = 0. For k > 1 we may take ξ, with any norm,
orthogonal to eˆ, so the equation implies a = 0 or (h, g) = (0, 0). If a 6= 0, then ϕ′1 6= 0
and then 〈∇M,E
Xh
Y, ξ〉
E
= c1f〈Xh, Y h0 〉M ‖ξ‖2 = 0 implies fY h0 = 0 and thus Y = 0. So we
assume k > 1 and a = c1 = 0. Then we are left with the vertical and horizontal parts
fRE(Y0, ) = 0 and gAXh eˆ = 0. The former implies AXvY
h
0 = 0, while the latter is equivalent
to gRE( , )eˆ = 0, which is satisfied automatically because e is parallel. On the other hand,
〈∇M,EXv Y, Y h0 〉 = 2f ′ξ♭(Xv)〈Y0, Y0〉M = 0, as it is immediate to see, hence f ′ = 0.
Since k > 1, we then may take Xv = eˆ ⊥ ξ, which yields gc2‖eˆ‖2ξ + h(1 + rb)eˆ = 0. These
two summands must vanish and if geˆ 6= 0, then c2 = −b = 0 = h and g′ = 0. If geˆ = 0,
then because e has constant norm we may assume g = 0. Now the original equation, resumes
again to h(1 + rb) = 0. Integrating 1 + r2ϕ′2 = 0 gives ϕ2(r) = −12 log r+ 12 log c, with c > 0 a
constant. Then ϕ2 is not bounded at 0. So we must have h = 0 instead. And there is nothing
left to check.
Now let us see the case k = 1, where the curvature tensor vanishes: RE = 0 by trivial
reason. Since e is D
E
-parallel, we may already assume it has norm 1. Then ξ, eˆ,Xv are
collinear, so we may write Xv = eˆ and ξ =
√
reˆ. In other words, ξ♭(eˆ) =
√
r. The equation for
∇M,E
Xh
Y yields ag
√
rXh + c1f〈Xh, Y h0 〉ξ + arhXh = 0. Hence c1fY0 = 0 and a(g
√
r + rh) = 0.
The equation for ∇M,EXv Y gives 2f ′
√
rY0 + af
√
rY0 = 0 and
2g′
√
r + gc2
√
r + 2gb
√
r + 2h′r + h+ rbh = 0 .
Since b = −c2 = 2ϕ′2, this is equivalent to
2ϕ′2(g
√
r + rh) + 2g′
√
r + 2h′r + h = 0 . (∗)
Of course this has to simplify further. Letting ψ = g+
√
rh, then (∗) is equivalent to ϕ′2ψ+ψ′ =
0. If c1 6= 0, then fY0 = 0 and a 6= 0 and so f ′ = 0 and g
√
r + rh = 0, this is ψ = 0. Finally,
if c1 = 0 then a = 0 and the equations yield f
′ = 0 and ψ = ce−ϕ2 for some constant c. 
Regarding the more general equation for a Killing vector field, i.e. a vector field X such
that the tensor field LXgM,E vanishes identically, equivalently, such that
g
M,E
(∇M,EY X,Z) + gM,E (Y,∇
M,E
Z X) = 0, ∀Y,Z ∈ X(E) , (18)
we cannot go much farther. We find such Lie derivative to be equal to (the meaning of LXhπ∗gM
and LXvπ∗gE being analogous)
e2ϕ1(LXhπ∗gM )(Y,Z) + e2ϕ2(LXvπ⋆gE )(Y,Z) + 2ae2ϕ1ξ♭(X)〈Y,Z〉M+
+2be2ϕ2ξ♭(X)〈Y,Z〉
E
+ e2ϕ2〈Rξ(X,Z), Y 〉
E
+ e2ϕ2〈Rξ(X,Y ), Z〉
E
. (19)
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Although infinitesimal isometries of the space E are indeed difficult to describe, we have
the following quite immediate construction. Suppose we have another Riemannian manifold
M1 together with a vector bundle E1 −→ M1 endowed with a metric structure and metric
connection D
E1 . Suppose also we have a parallel vector bundle isometry fˆ along an isometry
f of the base manifolds:
E
fˆ−→ E1
π ↓ ↓ π1
M
f−→ M1
. (20)
We recall parallel morphism means that f∗D
E1 ◦ fˆ = fˆ ◦DE .
Theorem 1.3. In the above conditions, for the given same pair of functions ϕ1, ϕ2 on the
radius of E and E1, the map fˆ : (E, gM,E ) −→ (E1, gM1,E1 ) is an isometry.
Proof. Using the connection f∗D
E1 and a general procedure, one may reduce the problem to a
parallel isometry fˆ : (E,D
E
) −→ (E1,DE1 ) of vector bundles over M and along the identity of
M . In this setting, this map may be raised to a vector bundle isometry fˆup(e, e′) = (fˆ(e), fˆ(e′))
of π⋆E over E onto the respective π⋆1E1 over E1. Then we have fˆ
∗ξ1 = fˆ
up◦ξ and by hypothesis
fˆ∗π∗1D
E1
X ◦ fˆup = fˆup ◦ π⋆D
E
X , ∀X ∈ TE. Finally it follows that
π∗1D
E1
fˆ∗X
ξ1 = fˆ
∗π∗1D
E1
X fˆ
∗ξ1
= fˆ∗π∗1D
E1
X fˆ
upξ = fˆup(π⋆D
E
Xξ) .
Hence the respective D
E
,D
E1 horizontal subspaces are (g
M,E
, g
M,E1
)-isometrically preserved
by dfˆ = fˆ∗ since this derivative is essentially the identity on horizontals and since r = ‖e‖2E =
‖fˆ(e)‖2
E1
at all points e ∈ E and the weight function ϕ1 is the same. Regarding the vertical
directions, the differential dfˆ is that of a linear map, precisely fˆup, and fˆ is an isometry on the
fibres by previous similar reason now with the weight function ϕ2. Thus described the whole
picture, we conclude the given bundle morphism is a manifold isometry. 
It is quite often the case that one has an isometry f of M and that E ⊂ T p,qM , p, q ∈ N,
is a sub-vector bundle of the tangent (p, q)-tensors on M , such that f∗(Ex) = Ef(x), ∀x ∈M .
Corollary 1.1. For any two functions ϕ1, ϕ2 of the squared-radius r, we have a 1-1 map
Isom(M,g
M
) →֒ Isom(E, g
M,E
) . (21)
Proof. The uniqueness of the Levi-Civita connection of M implies it is an invariant connection
for any given isometry f of the base (this fundamental property, often taken for granted,
contrasts for instance with symplectic geometry and symplectic connection theory). Then we
are in the conditions above with the map fˆ : E −→ E induced by the differential f∗ : E −→
f∗E. (The term invariant connection, also used below in proposition 1.4, comes from [23, vol.
I, §5]). 
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1.3 Totally geodesic submanifolds
We continue to deduce some properties of the metric.
Proposition 1.3. The Riemannian metric g
M,E
and its Levi-Civita connection ∇M,E satisfy
the following properties:
(i) The zero section M ≡ OM ⊂ E is totally geodesic.
(ii) The fibres of E are totally geodesic.
(iii) The following three assertions are equivalent: the vertical distribution V ⊂ TE is ∇M,E -
parallel; the horizontal distribution HD
E
is ∇M,E -parallel; ϕ1 is a constant and DE is flat.
Proof. (i) Trivial.
(ii) Equation (14) vanishes immediately if there is no horizontal part of Y . This condition of
∇M,EZ Y ∈ Γ(V) for Z, Y ∈ Γ(V) is also trivial to see from (9), if one prefers. We conclude
∇M,E is also the Levi-Civita connection of the fibres, with metric e2ϕ2π⋆g
E
, so they are totally
geodesic.
(iii) We prove that the two first assertions are both equivalent to the third. First, because
of (ii), we are left to see ∇M,EX Y is vertical for any X horizontal and Y vertical. Taking Z
horizontal and looking at e2ϕ1〈∇M,EX Y,Z〉, we get a symmetric and a skew-symmetric part:
e2ϕ1〈∇M,EXh Y,Zh〉 = e2ϕ1aξ♭(Y )〈Xh, Zh〉+
e2ϕ2
2
〈Rξ(Xh, Zh), Y 〉
which must vanish independently, giving the conditions since a = 2ϕ′1. They can also be read
from (13). Assuming now the second assertion and taking Y horizontal in (15,16), thus with
all Bα = 0, the equations tell us again we must have c1 = 0 and R
E = 0 if ∇M,EY is going to
be horizontal, and reciprocally. 
The integrability of the horizontal distribution is independent of the metric. The zero
section OM is an important totally geodesic submanifold of E, which shall deserve further
attention in the next chapter. It may be understood as an example of a soul in the famous
article of Cheeger and Gromoll, cf. [32]. From proposition 1.2 we see that ∇M,Eξ = 0 on
E\OM if and only if ϕ′1 = 0 and there ∃c > 0 a constant such that
ϕ2(r) = −1
2
log r +
1
2
log c . (22)
However, we note e2ϕ2 = cr is not bounded at the 0 section of E, failing our wishes to have
smooth well-behaved metrics. Hence ξ is never parallel because of OM . We have the following
result for later applications. It is the converse question from theorem 1.2.
Theorem 1.4. If the manifold E admits a ∇M,E -parallel non-vertical vector field Y , then
M admits a ∇M -parallel vector field. In other words, every g
M,E
-parallel vector field over E
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restricts over OM to an orthogonal sum of a parallel vector field of M and a parallel section of
E.
Proof. One just reads through (13) and (15), consistent with (i) from proposition 1.3. 
A problem of the same kind is to try to find other sections e : M → E which embed M as
a totally geodesic submanifold e(M) = M e of the Riemannian manifold (E, g
M,E
). It is easy
to deduce the canonical decomposition (notice e∗π⋆D
E
e∗ξ = D
E
e)
de(X) = Xh +D
E
Xe ∈ e∗TE , ∀X ∈ TxM . (23)
Hence we have a description of TexM
e ⊂ TexE for each x ∈ M . We end this section with a
particular case (which might induce further relevant study). It is interesting since it brings
into the equations a new general Hessian operator H
E
.
Proposition 1.4. (i) Let ϕ1, ϕ2 be constants and suppose that R
Ee = 0. Then M e is a totally
geodesic submanifold of E if and only if
H
E
(X,Y )e = D
E
XD
E
Y e−D
E
∇
M
X
Y
e = 0 , ∀X,Y ∈ TM . (24)
(ii) Let ϕ1, ϕ2 be constants and suppose that e0 is a D
E
-parallel section. Then the translation
map t : E −→ E, t(e) = e+ e0, is an invariant map of ∇M,E .
Proof. (i) Letting Xh + D
E
Xe and Y
h + D
E
Y e be any two vectors tangent to M
e, then the
condition is that the following vector must also be tangent to the same submanifold:
∇M,E
Xh+D
E
X
e
(Y h +D
E
Y e) = ∇
M
XY +D
E
XD
E
Y e .
The right hand side follows from computations; for instance one must verify that AXhD
E
Y e = 0.
The formula yields the result immediately.
(ii) First, recalling the hypothesis, we conclude with a little computation that t∗ preservesHD
E
.
It follows that essentially t∗ is the identity map on TE, which implies easily that t · Rξ = Rξ.
Since the tensor C = 0 and the weights are constant, we also have A and hence ∇M,E invariant
by t. 
Clearly, the left hand side of (24) is the half of REX,Y e = HX,Y e − HY,Xe. Also, taking
the trace, we may say e is harmonic. We note this generalized Hessian and its symmetric part
are tensorial in X,Y . These operators could be better studied in the theory of connections on
vector bundles.
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1.4 The geodesics
We recover the trivialization of E introduced earlier. It is given by a neighbourhood π−1(U) ≃
U×Rk where U is the domain of a chart x ofM . We also use an orthonormal frame {eα}α=1,...,k,
formed by sections of E on U , as introduced in the same section 1.2.
A curve γ = γ(t), t ∈ R, with image in π−1(U) ⊂ E may then be written in the coordinates,
functions of t, as a map:
γ = (γ1, . . . , γm, y1, . . . , yk) . (25)
In the following we use summation convention for repeated indices and denote by γ˙i the
derivative with respect to t. The tautological vector field ξ along γ reads ξγ = y
απ⋆eα. When
γ defines a section y = yαeα of E −→ M along π ◦ γ = (γ1, . . . , γm), then along this same
curve we have
D
E
∂ty = y˙
βeβ + γ˙
iyαΓE,βiα eβ = z
βeβ . (26)
It is indeed useful to define
zβ = y˙β + γ˙iyαΓE,βiα . (27)
Theorem 1.5. The curve γ is a geodesic of g
M,E
if and only if, ∀1 ≤ p ≤ m, 1 ≤ α ≤ k, we
have γ¨
p + γ˙iγ˙jΓM,pij + 2aγ˙
pzβyβ + e2ϕ2−2ϕ1 γ˙izβyµREβµiqg
qp = 0
z˙α + γ˙iγ˙jc1gijy
α + γ˙izβΓE,αiβ − bzβzβyα + 2bzαzβyβ = 0
. (28)
Proof. A geodesic of g
M,E
is a curve which satisfies γ∗∇M,E ∂t γ˙ = 0 (introducing γ∗ is the same
as saying along γ), so first we deduce from (12) the canonical decomposition
γ˙ = γ˙i∂i + y˙
β∂yβ
= γ˙i(π∗∂i + y
αΓE,βiα π
⋆eβ) + y˙
βπ⋆eβ
= γ˙iπ∗∂i + z
βπ⋆eβ
(notice that this is essentially γ˙ = γ˙iπ∗∂i + π
⋆(D
E
∂t
y)). Then
γ∗∇M,E∂t γ˙ = γ¨iπ∗∂i + γ˙i∇
M,E
γ˙ π
∗∂i + z˙
βπ⋆eβ + z
β∇M,Eγ˙ π⋆eβ ,
and since we have
∇M,Eπ⋆eβπ∗∂i = ayβπ∗∂i +Aπ⋆eβπ∗∂i = ayβπ∗∂i +
e2ϕ2−2ϕ1
2
yµREβµijg
jqπ∗∂q ,
we deduce the two summands
γ˙i∇M,Eγ˙ π∗∂i = γ˙iγ˙j
(
ΓM,lji π
∗∂l + c1gijy
απ⋆eα − 1
2
Rξ(π∗∂j , π∗∂i)
)
+ γ˙izβ∇M,Eπ⋆eβπ∗∂i
= γ˙iγ˙jΓM,lij π
∗∂l + γ˙
iγ˙jc1gijy
µπ⋆eµ + γ˙
izβ(ayβπ∗∂i +
e2ϕ2−2ϕ1
2
yµREβµijg
jqπ∗∂q)
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and
zβ∇M,Eγ˙ π⋆eβ = zβ γ˙j(ΓE,µjβ π⋆eµ + ayβπ∗∂j +
e2ϕ2−2ϕ1
2
yµREβµjlg
lqπ∗∂q)+
+ zβzν(c2δ
β
ν y
τπ⋆eτ + by
νπ⋆eβ + by
βπ⋆eν) .
Recalling c2 = −b, summing and contracting, finishes the proof. 
We recall that ΓM ,ΓE and RE depend only of the γi. Also the geodesics of M become
geodesics of OM , the zero section, as expected by earlier findings. Other lifts are quite ‘singular’.
Proposition 1.5. Let γ be a curve in E which defines a parallel section y along the curve
τ = π ◦ γ, thus having ‖y‖2
E
= r0 a constant. Moreover, we assume that r0 6= 0. Then γ is a
geodesic of g
M,E
if and only if τ is a geodesic of M and ϕ′1(r0) = 0.
Proof. This is immediate from (28), since the assumption is zα = 0, ∀1 ≤ α ≤ k, and the term
γ˙iγ˙jc1gij = ‖τ‖2M c1 (notice some yα 6= 0) varies only with c1(r) for any geodesic τ . 
It is interesting to notice the case a = c1 = 0, i.e., the case ϕ
′
1(r) = 0,∀r. Since parallel
sections of E exist along any curve in M , we have lifts of geodesics of M to geodesics of E
with any given initial 1st order conditions. In the next subsection we look at the case when
all γ˙i = 0. These are the vertical geodesics, described below in formula (29).
Also we observe that while the first equation in (28) is similar to that of a Jacobi vector
field y along a curve, the second corresponds with D
E
D
E
y = 0.
Regarding the completeness of the metric g
M,E
, we have some observations on a statement
which still aims for a rigorous proof. Recall the hypothesis that ϕi, i = 1, 2 are smooth at
r = 0 on the right. We then conjecture that any such g
M,E
is complete if and only if the metric
g
M
on M is complete and also the totally geodesic fibres are complete. Our argument relies
on the results that Riemannian completeness is a question of the induced metric space, that
solutions for the above system do exist and that the topology of U×Rk does not prohibit their
continuous development through any given instant. The completeness by Cauchy sequences
on the base and the bundle transition functions assure the smooth development up to infinity
of geodesics contained in E.
In particular we believe the previous assertion remains true regardless of D
E
being also
complete or not (we have in mind the notion of a complete connection on a vector bundle as a
connection for which parallel transport in E is continuously defined along any given curve in
M)1.
1These interactions are important, specially for the above problem when we think of the pseudo-Riemannian
case. However, even for this situation, for the weighted Sasaki pseudo-Riemannian structures, defined by obvious
sign change in (6), we believe the metric completeness of the base manifold is still the sufficient condition, with
the same arguments as above.
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There seems to be no reference for this problem, namely among the many studies of all
the generalized Sasaki metrics found in the literature. For geodesics of tangent sphere bundles
with classical Sasaki metric (ϕ1 = ϕ2 = 0), one may see [13] and try to bring those results into
the present setting. The completeness stands again conjecturally when we have a complete
but non-compact base.
1.5 Spherically symmetric metrics on Rk
A vertical geodesic of g
M,E
is a geodesic which lies in the fibres of E. In virtue of proposition
1.3, any vertical geodesic is equivalent to a geodesic of E which is tangent to the fibres of E
at just one point. We can analyse these curves in the vector-space manifold Rk with metric
e2ϕ2(r)((dy1)2+· · ·+(dyk)2). The metric, say gϕ2 , clearly has spherical symmetry (or rotational
symmetry, both terms appear in the literature with the same meaning). Since we could not find
its basic computations elsewhere, we write some results here for completion. From theorem
1.5 we immediately write the geodesic equations:
y¨α + 2by˙αy˙βyβ − by˙β y˙βyα = 0 , ∀1 ≤ α ≤ k . (29)
We remark ϕ˙2 = 2y˙
βyβϕ′2 = by˙
βyβ and r = yαyα (cf. (5)). As it can be seen, resuming with
our main study, it is not easy to find the vertical geodesics of the metric g
M,E
. Of course the
case b = 0 is well-known.
For completion of exposition we give the sectional, Ricci and scalar curvatures of the metric
gϕ2 . With the free coordinates y
α of Rk, we deduce from (9) that ∇M,Eβ ∂ν = −bδνβyµ∂µ+byβ∂ν+
byν∂β and hence that (no summation on repeated indices here)
R∇
M,E
αβαβ = 2
∂b
∂yα
yβδβα −
∂b
∂yα
yα − ∂b
∂yβ
yβ + b(1 + br)δβα − b(1 + br)+
+ bδβα − b+ b2(yβyβ − 2yαyβδβα + yαyα) .
(30)
For any plane Π ⊂ TyRk spanned by ∂α, ∂β with α 6= β, we find (no summation convention
here) the sectional curvature:
kgϕ2 (Π) = e−2ϕ2R∇
M,E
αβαβ
= e−2ϕ2
(
− ∂b
∂yα
yα − ∂b
∂yβ
yβ − 2b− b2r + b2(yβyβ + yαyα)
)
= e−2ϕ2
(
(b2 − 2b′)(yαyα + yβyβ)− 2b− b2r)
= 4e−2ϕ2
(
(ϕ′2
2 − ϕ′′2)(yαyα + yβyβ)− ϕ′2 − rϕ′22
)
.
(31)
For k = 2 the metric is flat if and only if ϕ′′2r + ϕ
′
2 = 0. Non-trivial solutions are ill-defined
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metrics: ϕ2 = −l log r + L with constant l, L. The Ricci curvature is given by
ricgϕ2 (∂β , ∂β) =
∑
α6=β
R∇
M,E
αβαβ = (b
2 − 2b′)(r + (k − 2)(yβ)2)− (k − 1)(b2r + 2b)
= 4(ϕ′2
2 − ϕ′′2)
(
r + (k − 2)(yβ)2)− 4(k − 1)(ϕ′22r + ϕ′2)
(32)
and (easy also to deduce from [14, Theorem 1.159, formula f])
Scalgϕ2 = e−2ϕ2(k − 1)(2b2r − 4b′r − kb2r − 2kb)
= −4e−2ϕ2(k − 1)(rϕ′22(k − 2) + ϕ′2k + 2rϕ′′2) . (33)
We can easily guarantee conditions in order to have gϕ2 globally with negative scalar curvature.
1.6 Cheeger-Gromoll, Musso-Tricerri and generalized Bergery metric
In the famous paper [29], E. Musso and F. Tricerri introduced a metric on the total space of
TM −→ M which then they attribute to [17]. The well-known name of Cheeger-Gromoll for
a metric on the tangent bundle of any given Riemannian manifold is quite surprising2.
The Cheeger-Gromoll metric is nowadays an extensively studied and generalized object,
cf. [1, 2, 3, 4, 10, 11, 21, 25, 27, 30, 31] just to reference a few works. The source for this
wealth of studies is the existence of a 1-form ξ♭ (recall this ♭-duality throughout the text is
relative to the un-weighted metric π∗g
M
⊕π⋆g
E
). We remark ξ♭ agrees with the metric-dual to
the Liouville 1-form λ on the manifold E∗ = T ∗M , which induces the well-known symplectic
structure dλ over the most important phase-space of Hamiltonian mechanics (relations within
this point and the geodesic spray vector field may be seen in [5]).
Notice we are now talking about E = TM and so another natural 1-form θ may be brought
into the picture; θ is precisely the horizontal dual form of the form ξ♭. One of the most general
Cheeger-Gromoll metrics appearing in references above is thus defined by
G = g
M,TM
+ f3ξ
♭ ⊗ ξ♭ + f4θ ⊗ θ + e2ϕ5(θ ⊗ ξ♭ + ξ♭ ⊗ θ) (34)
with f3, f4, ϕ5 scalar functions such that e
2ϕ2 + f3 > 0, e
2ϕ1 + f4 > 0.
Now, we are interested in the total space of any vector bundle E −→M given in general.
Hence there is no reason for considering the form θ. We shall give the name Musso-Tricerri
metric on the manifold E to the metric defined by
gMT
M,E
= g
M,E
+ f3ξ
♭ ⊗ ξ♭ (35)
with e2ϕ2 + f3 > 0 and f3 : E −→ R smooth. The Levi-Civita connection is of the form
∇M,E + L, with L non trivial but not difficult to find. We shall not carry this study here,
which stems from the tangent bundle particular setting.
2Indeed, after reading both articles, the present author does not find the significant reason for this attribution
and he seems not to be the only; in [21] the choice is referred as a matter of inspiration.
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We recall now that L. Be´rard Bergery introduced a Riemannian structure which is defined
as a particular case of what follows next (cf. [12] and [9] or [32] for recent applications). First,
Euclidean space Rk is identified with Sk−1 × R+0 / ∼, with the sphere Sk−1 × {0} collapsed
to a point. Euclidean metric at any point (x, t) in polar coordinates is easily seen to be
g
Euc
= t2g
Sk−1
+ (dt)2. A radial deformation of this metric is then achieved by
g
f
= f2(t)g
Sk−1
+ (dt)2 (36)
for any given smooth odd function f = f(t) : R −→ R.
Now given the vector bundle π : E −→ M and any two smooth functions ϕ1(r), ϕ2(r),
satisfying the usual hypothesis, and supposing we are given the same function f as above, we
define a generalized Bergery metric on E through the canonical splitting (1) and the formula
g
M,E,f
= e2ϕ1π∗g
M
⊕ e2ϕ2π⋆g
E f . (37)
This is clearly the usual metric g
M,E
with radial weights we have been treating, when f is the
identity. Recall we have denoted the squared-norm as r = t2 in previous sections.
The above generalizes the Riemannian metric of B. Bergery, which is constructed only, to
the best of our knowledge, on the trivial flat vector bundle E = M × Rk and the function
ϕ2 = 0.
The condition to have a complete metric in the trivial bundle case is the following: M
must be complete, as well as the fibres, and also ϕ1 smoothly extendible to 0, cf. [12]. For the
fibres, completeness is the same as f(t) > 0, ∀t > 0, and f ′(0) = 1, cf. [12].
Theorem 1.6. Any complete generalized Bergery metric on E in the above conditions is
conformally equivalent to the Musso-Tricerri metric. More precisely, with t =
√
r and f
function of t, then f2/t2 is smooth on R and
g
M,E,f
=
f2
r
( r
f2
e2ϕ1π∗g
M
+ e2ϕ2π⋆g
E
+ e2ϕ2
( 1
f2
− 1
r
)
ξ♭ ⊗ ξ♭
)
. (38)
Proof. The problem lies first within the fibres so we simplify computations by hiding the
horizontal part. Recall dr = 2ξ♭ from (5). Hence
π⋆g
E,f
= f2(
√
r)g
Sk−1
+ (d
√
r)2
= f2g
Sk−1
+
1
r
ξ♭ ⊗ ξ♭
=
f2
r
(
rg
Sk−1
+
1
r
ξ♭ ⊗ ξ♭)+ (1− f2
r
)1
r
ξ♭ ⊗ ξ♭
=
f2
r
(
π⋆g
E
+
( 1
f2
− 1
r
)
ξ♭ ⊗ ξ♭
)
.
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Hence the smooth conformal factor expressed in the formula, at least away from t = 0. The
Mac-Laurin expansion f(t) = t+ f
′′′(0)
6 t
3+. . . shows that ψ(t) = f2(t)/t2 is smooth everywhere.
In case f is not analytic, the formula still indicates that ψ is continuously differentiable at 0
— which can be proved using the Cauchy rule. The conformal factor is thus smooth with
respect to t, as required, and well-defined. Finally the summand ( 1
f2
− 1r )ξ♭ ⊗ ξ♭, required for
the Musso-Tricerri metric, is smooth by the same reason and has norm r
f2
− 1, which tends to
0 when t→ 0. Regarding the weights, the smoothness of the metric is now proved. 
2 The Riemannian curvature of g
M,E
2.1 Two observations
Let us begin this section with a model example and a remark which is somewhat related to
curvature.
Suppose M is a Ka¨hler manifold of real dimension m, with parallel Ka¨hler form ω ∈
Γ(M ;E) where E = Λ2T ∗M . The rank k = (m2 ) vector bundle E is endowed with an induced
metric structure on its fibres and with a compatible metric connection. We may hence consider
the metric g
M,E
with constant coefficients or any other. For the moment we let ϕ1, ϕ2 be
constant. The image ω(M) = Mω inside E is a totally geodesic submanifold (cf. proposition
1.4). Its tangent space is HDE . Thus a trivialization chart of E corresponds with a deRham
decomposition of E near each point tωx, ∀x ∈M, t ∈ R. We consider now the vector bundle
E0 = ω⊥ over M , i.e. E0x = {e ∈ E : 〈e, ω〉E = 0}. Then E0 is a submanifold of dimension
m+ k− 1. Since it is a parallel sub-vector bundle, the manifold (E0, g
M,E0
) is totally geodesic
in (E, g
M,E
). Its tangent bundle is given by the perpendicular to the vector field Y = π⋆ω, the
vertical lift, which is a g
M,E
-parallel vector field on E, as follows from theorem 1.2.
The above picture is quite irrelevant, was it not true that one can find it with any vector
bundle with a parallel section, such as the obvious compatible almost complex structure J ∈
Γ(o(TM)) or even the metric g
M
∈ ΓS2(T ∗M) in the general real manifold context. We
remark the holonomy of each respective E0 is closely related to that of E. Moreover, further
relations between algebra and geometry follow from the natural Riemannian bundle structures
with canonical metric structure, such as ΛpE, SpE or the tensor product of two distinct
Riemannian vector bundles.
The 5-dimensional manifold S2T ∗M or its 4-dimensional subspace E0 = {g
M
}⊥, associated
to any given Riemann surface, have interesting computable geometry which may be studied
elsewhere. Hopefully one might be able to find SO(3) holonomy with irreducible non-trivial
representation in SO(5), for well chosen weight functions. Besides, with low dimensional base
spaces one can actually concentrate on a nearly infinite number of worthy examples.
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We shall proceed, in a section below, to compute the Riemann curvature tensor of g
M,E
at
the zero section OM . The purpose is to find in quick steps some relevant information about
the Riemannian holonomy of E, and proceed with applications. The following observation
seems to have some originality within the extensive literature of generalized Sasaki metrics
and metrics on vector bundle manifolds.
First one recalls the general theory of connections which says the holonomy group is an
invariant, up to conjugation, by parallel transport over the immersed curves of class Cj, ∀1 ≤
j ≤ ∞, inside the connection’s structure Lie group and over each connected component of the
manifold (cf. [20, 23]).
For the Riemannian manifold (E, g
M,E
), we thus find some information on the holonomy
group if we find it on a point of the zero section OM , just because vector spaces are connected.
Of course, this does not (always) prevent from having to study parallel transport of a given
structure when one wishes to infer a global statement supported on the local holonomy, which,
as it is well-known, is closely related to the curvature tensor.
We call local holonomy that which is produced by the curvature tensor at a given point or
subset of points. The theorem of Ambrose-Singer, well-known as a global statement, says the
holonomy group of the manifold is known when the curvature tensor is known everywhere.
2.2 Flat vector bundle
Here we study the curvature of a simple case of the metric g
M,E
. We assume D
E
is flat and
hence the setting is also a generalization to flat vector bundles of the trivial product bundle,
studied by Bergery, with f(t) = t as introduced in section 1.6.
Let us take the connections D∗∗ = π∗∇M ⊕ π⋆DE and D˜ = D∗∗ + C defined earlier for
theorem 1.1, which now are both torsion free. On the way we are assuming two given functions
ϕ1, ϕ2 of the squared-radius. The following formulas are easy to check. Of course the Levi-
Civita connection is ∇M,E = D˜ so we shall use R˜ for the Riemannian curvature tensor of g
M,E
.
The following computations may be of some originality:
R˜(Xh, Y h)Zh = π∗RM (Xh, Y h)Zh + 4rϕ′1
2
e2ϕ1−2ϕ2(Xh ∧ Y h)(Zh) (39)
R˜(Xh, Y h)Zv = 0 (40)
R˜(Xh, Y v)Zh = e2ϕ1−2ϕ2〈Xh, Zh〉(4(ϕ′′1 + ϕ′12 − 2ϕ′1ϕ′2)ξ♭(Y v)ξ + 2(2rϕ′1ϕ′2 + ϕ′1)Y v) (41)
R˜(Xh, Y v)Zv =
(
4(2ϕ′1ϕ
′
2 − ϕ′12 − ϕ′′1)ξ♭(Y v)ξ♭(Zv)− 2(2rϕ′1ϕ′2 + ϕ′1)〈Y v, Zv〉
)
Xh (42)
R˜(Xv , Y v)Zh = 0 (43)
R˜(Xv , Y v)Zv = 4(ϕ′′2 − ϕ′22)
(
ξ♭(Zv)(Xv ∧ Y v)(ξ)− 〈Xv ∧ Y v, ξ ∧ Zv〉ξ)+
+ 4(ϕ′2 + rϕ
′
2
2
)(Xv ∧ Y v)(Zv)
. (44)
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We use (u ∧ v)z = 〈u, z〉v − 〈v, z〉u. Constant curvature K corresponds thus to R˜(u, v)z =
−K(u ∧ v)z. We also notice (44) is a slight difference form of, but related to (31). Of course
the expected Riemannian symmetries are confirmed. We also hope the formulas are useful to
the reader. These computations are interesting for further study, to be carried elsewhere. E.g.
there may exist Einstein metrics.
2.3 The Riemannian curvature at the zero section
Back in the general setting let us again consider the connections D∗∗ and D˜ = D∗∗ + C. We
show here the computations of the curvature in general form. Let us denote
RgM,E = R∇
M,E
. (45)
Since ξ = 0 on OM we have C ∧ C |o = 0 at any given point o ∈ OM of the zero section. It
then follows by definition that
RD˜ |o = R
D∗∗ + dD
∗∗
C |o . (46)
Following (9), the same reasons imply
RgM,E |o =R
D˜ + dD˜(A− 1
2
Rξ) |o
=RD
∗∗
+ dD
∗∗
C + dD
∗∗
(A− 1
2
Rξ) |o .
(47)
Now, X(〈ξ, Y 〉
E
) = 〈X,Y 〉
E
+ 〈ξ, π⋆DEXY 〉E and hence, ∀X,Y,Z,W ∈ TE,
(D∗∗XCY )Z |o =D
∗∗
X(CY Z)− CY (D∗∗XZ) |o
= a〈X,Y 〉
E
Zh + a〈X,Z〉
E
Y h + c1〈Y,Z〉MXv+
+ c2〈Y,Z〉EXv + b〈X,Y 〉EZv + b〈X,Z〉EY v .
(48)
Here, a = a|0 , b = b|0 , etc, just as for all other scalar functions — we recall, c1e
2ϕ2 =
−ae2ϕ1 , a = 2ϕ′1, b = 2ϕ′2 = −c2. From this last we have
(dD
∗∗
C)(X,Y )Z |o =(D
∗∗
XCY )Z − (D∗∗Y CX)Z − C[X,Y ]Z |o
= a〈X,Z〉
E
Y h − a〈Y,Z〉
E
Xh + c1〈Y,Z〉MXv − c1〈X,Z〉MY v+
+ 2b〈X,Z〉
E
Y v − 2b〈Y,Z〉
E
Xv .
(49)
Since
D˜X(Rξ(Y,Z)) |o = π⋆D
E
X(π
⋆RE(Y,Z)ξ) |o
= (π⋆D
E
Xπ
⋆RE(Y,Z))ξ + π⋆RE(Y,Z)π⋆D
E
Xξ |o
= RE(Y,Z)Xv
(50)
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(with notation slightly abbreviated), we then have
(D˜XRξY )Z |o = D˜X(Rξ(Y,Z))−Rξ(Y, D˜XZ) |o = RE(Y,Z)Xv (51)
and
g
M,E
(D˜Y (A(X,Z)),W ) |o = Y
(
g
M,E
(A(X,Z),W )
) − g
M,E
(A(X,Z), D˜YW ) |o
=
1
2
Y
(
e2ϕ2(〈Rξ(X,W ), Z〉
E
+ 〈Rξ(Z,W ),X〉
E
)
)
|o
=
1
2
e2ϕ2
(〈RE(X,W )Y v, Z〉
E
+ 〈RE(Z,W )Y v,X〉
E
)
.
(52)
Finally
g
M,E
(dD˜(A− 1
2
Rξ)(X,Y )Z,W ) |o =
= g
M,E
(D˜X(A− 1
2
Rξ)Y Z − D˜Y (A− 1
2
Rξ)X Z,W ) |o
= g
M,E
(D˜X((A− 1
2
Rξ)(Y,Z)) − D˜Y ((A− 1
2
Rξ)(X,Z)),W ) |o
=
1
2
e2ϕ2
(〈RE(Y,W )Xv , Z〉
E
+ 〈RE(Z,W )Xv , Y 〉
E
− 〈RE(Y,Z)Xv ,W 〉
E
− 〈RE(X,W )Y v, Z〉
E
− 〈RE(Z,W )Y v,X〉
E
+ 〈RE(X,Z)Y v,W 〉
E
)
.
(53)
Letting RgM,E (X,Y,Z,W ) = g
M,E
(RgM,E (X,Y )Z,W ), we may see again (47),(49),(53) and
clearly deduce a set of formulas. First recall that
RD
∗∗
= π∗RM ⊕ π⋆RE . (54)
Theorem 2.1. Let x ∈M, o ∈ OM ⊂ E with π(o) = x. Then at point o
R
g
M,E
o (X
h, Y h, Zh,W h) = e2ϕ1〈π∗RMx (Xh, Y h)Zh,W h〉M (55)
R
g
M,E
o (X
h, Y h, Zh,W v) = 0 (56)
R
g
M,E
o (X
h, Y h, Zv,W v) = e2ϕ2〈π⋆REx (Xh, Y h)Zv,W v〉E (57)
R
g
M,E
o (X
h, Y v, Zh,W v) = ae2ϕ1〈Xh, Zh〉
M
〈Y v,W v〉
E
+
1
2
e2ϕ2〈π⋆REx (Xh, Zh)Y v,W v〉E (58)
R
g
M,E
o (X
v , Y v, Zh,W h) = e2ϕ2〈π⋆REx (Zh,W h)Xv , Y v〉E (59)
R
g
M,E
o (X
v , Y v, Zv,W h) = 0 (60)
R
g
M,E
o (X
h, Y v, Zv,W v) = 0 (61)
R
g
M,E
o (X
v , Y v, Zv,W v) = −2be2ϕ2(〈Xv ,W v〉
E
〈Y v, Zv〉
E
− 〈Xv , Zv〉
E
〈Y v,W v〉
E
) . (62)
Recall, here, a = a|0 , b = b|0, etc, as well as with all other scalar functions.
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Theorem 2.1 can also be checked case by case, as it is done in some references for the
curvature of the Sasaki and generalized Sasaki metrics on E = TM , cf. [24, 30]. Now recall E
has rank k and supposeM has dimension m. In the following result it is a remarkable surprise
that the curvature of D
E
has completely disappeared.
Theorem 2.2. The Ricci tensor ricgM,E (X,Y ) = trRgM,E ( ,X)Y and the scalar curvature
ScalgM,E = trg
M,E
ricgM,E satisfy (a = a|0 , b = b|0 , as well as with all other scalar functions):
ric
g
M,E
o (X
h,W h) = ricMx (X
h,W h)− ake2(ϕ1−ϕ2)〈Xh,W h〉
M
(63)
ric
g
M,E
o (X
h,W v) = 0 (64)
ric
g
M,E
o (X
v ,W v) = (2b(1− k)− am)〈X,W 〉
E
(65)
and also at o
Scal
g
M,E
o = e
−2ϕ1ScalMx + e
−2ϕ2(2bk(1 − k)− 2akm) . (66)
Corollary 2.1. If the Riemannian manifold E is Einstein, hence satisfying ricgM,E = λ
E
g
M,E
,
then M is Einstein say with Einstein constant λ
M
and at o we have
λ
M
e2ϕ2−2ϕ1 + a(m− k) + 2b(k − 1) = 0 . (67)
Moreover
λ
E
= (2b(1 − k)− am)e−2ϕ2 = λM e−2ϕ1 − ake−2ϕ2 . (68)
The holonomy equations given by theorem 2.1 generate a Lie subalgebra of the orthogonal
Lie algebra of ToE, in matrix form respecting the canonical decomposition. There are obviously
three kinds of operators R
g
M,E
o (X,Y ):[
e2ϕ1RM (Xh, Y h) 0
0 e2ϕ2RE(Xh, Y h)
]
(69)
[
0 −B
B† 0
]
with B(Xh, Y v) = 2ϕ′1e
2ϕ1(Xh)♭ ⊗ (Y v)♭ + 1
2
e2ϕ2〈RE(Xh, )Y v, 〉
E
(70)
and [
e2ϕ2〈RE( , )Xv , Y v〉
E
0
0 4ϕ′2e
2ϕ2(Xv)♭ ∧ (Y v)♭
]
(71)
where B† is the adjoint endomorphism of B with respect to the product metric (not the
weighted). By the celebrated Ambrose-Singer theorem these endomorphisms generate the local
holonomy algebra. That is, a Lie subalgebra of the Lie algebra of the Riemannian holonomy
group of E. It is also the moment to recall the last of the two observations in section 2.1.
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2.4 The flat connection again
Suppose D
E
is a flat connection on E −→ M with the dimensions m = dimM, k = rkE. At
a point o ∈ OM we find the Riemannian curvature of gM,E from (69—71). We get in the most
general case, i.e. when both ϕ′1(0), ϕ
′
2(0) do not vanish, the three types of endomorphisms in
o(ToE, gM,E ) ≃ Λ2Rm+k = Λ2Rm ⊕ p⊕ Λ2Rk:[
RM 0
0 0
] [
0 −Eαi
(Eαi )
† 0
] [
0 0
0 eα ∧ eβ
]
∀i, j, α, β. (72)
The matrices Eαi = [δ
p
i δ
β
α]pβ and those in the middle generate the subspace p of dimension mk.
Since [p, p] = o(m) ⊕ o(k), we find the first part of the following result.
Proposition 2.1. Let holgM,E denote the whole holonomy Lie algebra.
(i) If ϕ′1(0) 6= 0, then holgM,E = o(m+ k).
(ii) If ϕ′1(0) = 0 6= ϕ′2(0), then holgM,E ⊇ holM ⊕ o(k).
(iii) holgM,E ⊇ holM , with equality if both ϕ1, ϕ2 are constant.
The second and third assertions follow from (39—44).
We see clearly now that we cannot eliminate the chance of (44) producing a smaller vertical
holonomy subalgebra in the event of just ϕ′2(0) = 0. But that is a matter for the strict study
of spherically symmetric metrics on euclidean space.
3 Applications
3.1 Hermitian tangent bundle with generalized Sasaki metric
We now start looking for some applications of the theory above with a particular case of a well-
known result. Given any Riemannian manifold M , the generalized Sasaki almost Hermitian
structure consists of the g
M,E
-compatible almost complex structure JS,ψ on the manifold E =
TM defined by
JS,ψ = e−ψB − eψB† (73)
where ψ = ϕ2 − ϕ1 and the endomorphism B : TTM −→ TTM is defined by BZh =
Zv, BZv = 0. The map B is a well-defined structure on TM which cannot be reproduced on
other vector bundles. It has proven quite useful in other studies, cf. [4, 5, 6]3. The almost
complex structure JS,ψ clearly generalizes the case ϕ1 = ϕ2 = 0, which we call the canonical
case and is due to S. Sasaki. The almost Hermitian structure is trivial to check. Notice here
3We remark that the structures of generalized Sasaki type with weight functions dependent of the base point
x ∈M , rather than the squared-radius r, have been studied by the author in [5].
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the adjoint B† is with respect to the canonical case. Defining also ψ = ϕ2+ϕ1 it follows
4 that
the associated symplectic 2-form ωS,ψ = JS,ψyg
M,E
satisfies
ωS,ψ = eψωS,0 . (74)
Proposition 3.1. In case dimM = m > 1, the 2-form ωS,ψ is symplectic if and only if ψ is
a constant.
Proof. This is easy after seeing that ωS,0 is always an exact form (cf. the beginning of section
1.6). Then dψ ∧ ωS,0 = 0 implies ψ is constant, by trivial reasons. Here we shall restart with
another proof, however, by showing that the canonical 2-form is closed. Indeed, the connection
D∗∗, for which B and the 2-form are clearly parallel, has torsion TD
∗∗
(X,Y ) = π⋆RE(X,Y )ξ
due to (3). A well-known formula says
dωS,0(X,Y,Z) = ωS,0(TD
∗∗
(X,Y ), Z) + ωS,0(TD
∗∗
(Y,Z),X) + ωS,0(TD
∗∗
(Z,X), Y ) .
The result follows by Bianchi identity since ∇M is torsion-free. 
On the other hand JS,ψ is integrable if RM = 0 and ψ is a constant. In sum, TM is both
complex analytic and symplectic, i.e. a Ka¨hlerian manifold, if and only if M is flat and ϕ1, ϕ2
are constants.
It is however possible to find subspaces of TM which are complex analytic for other classes
of M . The equation of integrability led us to that discovery, in [8].
In any dimension, the unique solutions are the tangent disk bundles Dr0M −→M of real
space forms of sectional curvature κ with any squared-radius r0 ∈ R+ and metric satisfying
ψ constant. For a complete metric, r0 = +∞ when κ > 0. Such disk bundles are, moreover,
Ka¨hlerian; by the proposition above we take ψ = 0. The family of metrics, with a controlled
parameter c1, is given by
g
M,DM
=
√
c1 + κr π
∗g
M
⊕ 1√
c1 + κr
π⋆g
TM
(75)
where r0 = −c1/κ if κ < 0 or +∞ otherwise. We refer the reader to [8] for details. Again a local
holonomy unitary subgroup is found through the results of section 2.3. In general, regarding
the Hermitian or unitary holonomy of g
M,TM
and the corresponding Levi-Civita connection
∇M,TM , the zero section OM can only tell us about the whole manifold geometry when we have
also JS,ψ parallel.
The flat base space has TM with Riemannian holonomy group SO(2m) if ϕ′1(0) 6= 0. The
holonomy is trivial if both weight functions are constant, cf. proposition 2.1.
4One may say the close relations between metric and complex structures start with the twist ϕ1, ϕ2 7→ ψ,ψ.
R. Albuquerque 24
3.2 Metrics with G2 holonomy
In this section M denotes an oriented Riemannian 4-manifold.
In [7] the author studied some generalizations of the metrics of Bryant-Salamon ([16]) on
the vector bundle E = Λ2±T
∗M of self-dual and anti-self-dual 2-forms on M . Recall those
metrics were originally found on Λ2− for positive scalar curvature self-dual Einstein manifolds,
essentially S4 and CP2. A change of orientation is not a restraint, but in working with Λ2+ one
finds a perfect mirror construction for negative scalar curvature, and thus finds an unknown
number of new examples of Riemannian 7-manifolds with G2 holonomy. In particular for the
Einstein base M = H4 and H2
C
, respectively, the real and complex hyperbolic spaces.
Pure identity is not perfection and hence, when trying to find the holonomy subgroup of
G2, the Lie theory for those new symmetric spaces does not apply. As proved by the author in
[7], the arguments of Bryant-Salamon cannot be reproduced for ScalM < 0. Our main purpose
here is therefore to give a general proof that, for certain spaces, including the original, the
holonomy groups are the whole G2 Lie group. The study includes the scalar flat base case,
which yields a different conclusion.
Similar metrics on vector bundle manifolds with G2 holonomy were also found by G. W.
Gibbons, D. N. Page and C. N. Pope in [19]. Indeed this reference deals with bundles over S4
and CP2, but does not see the ScalM ≤ 0 cases. To the best of our knowledge, the same is true
for all recent research in the field.
Let us recall the manifold E = Λ2±T
∗M and its metric gφ in general. We shall not be so
focused on the G2 structure, the 3-form φ, which determines the metric.
Given an oriented orthonormal frame {e4, e5, e6, e7} of T ∗M on an open subset, we have a
frame on E on the same open subset defined by5:
e1 = e45 ± e67 , e2 = e46 ∓ e57 , e3 = e47 ± e56 . (76)
One may now carefully check that the metric g
E
on the vector bundle is the unique such that
{e1, e2, e3} constitute an orthonormal frame6.
The metrics we are interested, as explained above, come in pairs. Let us assume that,
when Λ2− is considered, then the base manifold M is Einstein and self-dual (i.e. has vanishing
anti-self dual Weyl tensor W− = 0). And when we refer to Λ
2
+, the base manifold is Einstein
anti-self-dual (W+ = 0). The vector bundles E inherit a metric connection ∇ from the Levi-
Civita connection ∇M , which of course commutes with the Hodge star operator.
Finally the desired metric on E is a spherically symmetric metric g
M,E
with certain weight
5Everywhere possible, we omit the ± which is attached to each 2-form and vector bundle.
6The ei, i = 1, 2, 3, have norm 2 for the usual metric on 2-forms, but indeed it is 1
2
of this that is used in
[7]. In particular, the notation here for r refers to the half squared radius r mentioned there.
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functions, cf. [7, 16]:
gφ = gM,E =
√
2c˜20sr + c˜1 π
∗g
M
⊕ c˜
2
0√
2c˜20sr + c˜1
π⋆g
E
(77)
where c˜0, c˜1 > 0 are constants and s =
1
12Scal
M . There are clearly two degrees of freedom in
this metric, concerning the conformal changes on M and on the fibres of E, which are easy to
normalize. Nevertheless, we shall keep the two constant indeterminants c˜0, c˜1 until the end.
Recall we already know the metric gφ has holonomy in G2 (i.e. φ is parallel for the Levi-
Civita connection itself induces). Implicitly there is the metric connection ∇ for g
E
. One close
look at the defining equations in [7] will prove the horizontal subspace is defined by (1),(2).
Now we must abide to one more little detail, because for ScalM < 0 of course the definitions
are not consistent. This is easily solved by restricting the study to the open disk bundle of
radius
√
r0, where r0 = −c˜1/2s,
Dr0,±M = {e ∈ E : ‖e‖2E < r0} . (78)
The spherically symmetric metric weights are given by
ϕ1(r) =
1
4
log(2c˜20sr + c˜1) ϕ2(r) = −
1
4
log(2c˜20sr + c˜1) + log c˜0 . (79)
Then
e2ϕ1(0) = c˜
1
2
1 e
2ϕ2(0) = c˜20c˜
− 1
2
1 (80)
ϕ′1(r) =
c˜20s
2(2c˜20sr + c˜1)
ϕ′2(r) = −
c˜20s
2(2c˜20sr + c˜1)
(81)
and
ϕ′1(0) =
c˜20s
2c˜1
= −ϕ′2(0) . (82)
As it is becoming apparent, we shall indeed use duely the zero section. Regarding the famous
coefficients from theorem 1.1, defined by a = 2ϕ′1, b = 2ϕ
′
2 = −c2, c1 = −2ϕ′1e2ϕ1−2ϕ2 , we find
at 0
a = −b = c2 = c˜
2
0s
c˜1
c1 = −s . (83)
It is known the special integrable geometry of G2 is Ricci flat. In our case this may be
confirmed by corollary 2.1, in particular through formula (68). Indeed, we have both
2b(1 − k)− am = −4(b+ a) = 0 (84)
and
λ
M
e−2ϕ1 − ake−2ϕ2 = 3sc˜−
1
2
1 − 3
c˜20s
c˜1
c˜−20 c˜
1
2
1 = 0 . (85)
We now write our main result for the metrics gφ on Λ
2
−T
∗M if s > 0 and Dr0,+M if s < 0.
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Theorem 3.1. For s 6= 0, the holonomy group of gφ is the Lie group G2.
Proof. We must recall the decomposition of the curvature tensor of 4-manifolds under the Lie
algebra isomorphism o(4) = o(3) ⊕ o(3). A reference is [14]; we recall the lines of [7]. The
symmetric operator on 2-forms defined by
〈R(eα ∧ eβ), eγ ∧ eδ〉M = −〈RM (eα, eβ)eγ , eδ〉M = RMαβγδ (86)
gives rise to an irreducible decomposition respecting Λ+ ⊕ Λ−
R =
[
W+ + s13 ric0
ric0
† W− + s13
]
. (87)
The Weyl tensor is W =W++W− where W± are traceless. The map ric0 is the traceless part
of ricgM . It follows s = 112Scal
M .
Now the curvature of the vector bundle E is given in the frame p = (e1, e2, e3) by
REp = pρ where ρ =

0 −ρ3 ρ2
ρ3 0 −ρ1
−ρ2 ρ1 0
 .
In other words
REei = ρkej − ρjek, ∀ cycle (ijk) = (123) . (88)
We may write again ρ, more precisely each ρi+ and ρ
i
−, as a linear combination of the self-dual
and anti-self dual 2-forms. Taking a dual frame of the e4, e5, e6, e7, we get respective 2-vectors
e1, e2, e3, which verify e
i
±(e±,j) = 2δ
i
j , e
i
±(e∓,j) = 0, ∀i, j = 1, 2, 3. Careful computations, cf.
[7], yield:
ρi+(e+,j) = −Rij ρi±(e∓,j) = ∓Rij¯ ρi−(e−,j) = +Ri¯j¯ ∀i, j = 1, 2, 3.
Notice, for instance, Rij = 〈Rei, ej〉M is the extension through (86) with the metric gM . If M
is Einstein, equivalently if ric0 = 0, then s is a constant.
As said above, M is self-dual if W =W+. Self-dual and Einstein is the same as
W− = 0 ⇐⇒ ρi− = sei− , ∀i = 1, 2, 3 . (89)
Anti-self-duality corresponds to W = W−. Together with the Einstein condition, that implies
ρi+ = −sei+. All together, the hypothesis are henceforth that ρi = ∓sei.
Now we are ready for the computation of the dimension of the holonomy Lie algebra. Indeed
we just have to prove dim holgM,E = 14, since 14 is the dimension of G2. Theorem 2.1 leads
to the answer. By formulas (69–71) and subsequent observations, the holonomy is generated
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by those o(7)-type matrices. Let us recall, in the corresponding order and introducing the
weights,
Rgφ(Xh, Y h) =
 c˜ 121RM (Xh, Y h) 0
0 c˜20c˜
− 1
2
1 R
E(Xh, Y h)

Rgφ(Xh, Y v) =
[
0 −B
B† 0
]
with B(Xh, Y v) = ac˜
1
2
1 (X
h)♭ ⊗ (Y v)♭ + 12 c˜20c˜
− 1
2
1 〈RE(Xh, )Y v, 〉E and
Rgφ(Xv , Y v) =
 c˜20c˜− 121 〈RE( , )Xv , Y v〉E 0
0 2bc˜20c˜
− 1
2
1 (X
v)♭ ∧ (Y v)♭

where B† is the adjoint endomorphism of B.
Notice we may consider the horizontal lift of ei as well as the vertical lift of e
i, which we
have denoted by π⋆ei. Recall 〈ei, ej〉
E
= 12 〈ei, ej〉M = δij, ∀i, j = 1, 2, 3. We then conclude
various identities on the manifold E. First, in coherence with the above,
1
2
〈RM (ek), ei〉M = −
1
2
Rki = ±1
2
ρk±(ei) = −sδik
and hence RM (ek) = −sek (the horizontal lift, the pullback). Second, from (88) and in positive
order (ijk),
〈RE(ek)π⋆ei, π⋆ej〉E = ρk(ek) = ∓2s = ∓2s(π⋆ei ∧ π⋆ej)(ei, ej) .
Finally, the orthogonal maps Rgφ(ehk) and R
gφ(π⋆ei, π⋆ej) are equal, respectively, to −c˜ 121 sek 0
0 ∓2sc˜20c˜
− 1
2
1 π
⋆ei ∧ π⋆ej
 and
 ∓c˜20c˜− 121 sek 0
0 −2sc˜40c˜
− 3
2
1 π
⋆ei ∧ π⋆ej
 .
In sum,
± c˜
2
0
c˜1
Rgφ(ehk) = R
gφ(π⋆ei, π⋆ej)
and we have proved all these 6 maps generate a 3-dimensional subspace.
Certainly there is another 3-dimensional subspace of maps, non-vanishing just in the 4×4-
square, generated by the Rgφ(eh
k¯
). They refer to W∓ + s13 and do not vanish because s 6= 0.
(And notice sometimes W+ or W− do not vanish either.)
We are left to prove the Rgφ(Xh, Y v) generate an 8-dimensional subspace. Let us take any
α = 4, 5, 6, 7. Letting θi = 〈π⋆ei, 〉
E
, we have:
Rgφ(eα, π
⋆ei, Zh,W v) =
= ac˜
1
2
1 〈eα, Zh〉M 〈π⋆ei,W v〉E +
1
2
c˜20c˜
− 1
2
1 〈RE(eα, Zh)π⋆ei,W v〉E
=
c˜20s
2c˜
1
2
1
(
2eα(Zh)〈π⋆ei,W v〉
E
∓ ek(eα, Zh)〈π⋆ej ,W v〉E ± ej(eα, Zh)〈π⋆ek,W v〉E
)
.
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Hence
Rgφ(eα, π
⋆ei) =
c˜20s
2c˜
1
2
1
(
2eα ∧ θi ∓ eαyek ∧ θj ± eαyej ∧ θk
)
.
Computing case by case we get four clearly linearly independent families of three similar 2-
forms. Writting Vαi = e
α ∧ θi, we get for instance
Rgφ(e4, π
⋆e1) = 2V41 ∓ V72 ± V63
Rgφ(e7, π
⋆e2) = 2V72 ∓ V41 + V63
Rgφ(e6, π
⋆e3) = 2V63 ± V41 + V72
.
These forms are linearly dependent. In fact, all the following matrices, corresponding to the
four families, have rank 2: 
2 ∓1 ±1
∓1 2 1
±1 1 2


2 −1 −1
−1 2 −1
−1 −1 2


2 1 ∓1
1 2 ±1
∓1 ±1 2


2 ±1 1
±1 2 ∓1
1 ∓1 2

and therefore the curvature generates a subspace of dimension 8. 
The case s = 0 implies constant ϕ1, ϕ2. Let us finally solve this case. Recall the famous K3
surfaces are complex surfaces; with the Calabi-Yau metric, they have a preferred orientation,
are Ricci-flat and anti-self-dual. With holonomy equal to SU(2). By a theorem of C. Lebrun,
K3 surfaces and quotients of the 4-torus by finite groups give us all the compact spin Ricci-
flat Ka¨hler surfaces and hence anti-self-dual 4-manifolds. Anti-self-duality happens necessarily
with every scalar flat Ka¨hler surface.
The flat case being trivial, we follow on to another foreseeable result.
Theorem 3.2. For any K3 surface M , the G2 metrics on Λ
2
+T
∗M have holonomy SU(2).
Proof. Of course we recur to the global formulas (39–44) because E is flat for s = 0, as we
have seen. 
Let us stress we have completed in theorem 3.1 the proof of [7, Theorem 2.4.]. Now we are
completely sure the spaces
Dr0,±H4 and Dr0,+H2C , (90)
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with the metric gφ, have G2 holonomy. Let us see a topological proof for the Bryant-Salamon
metrics. This will give the third independent proof, again suitable only for the positive ScalM
cases.
Proposition 3.2. The G2 metric on Λ
2
−T
∗S4 has holonomy equal to G2.
Proof. A theorem in [15] assures that if the holonomy group is contained in G2, which is the
case, and the metric does not admit parallel vector fields, then the subgroup coincides with the
whole group. Now if E had a parallel vector field for the G2 metric, then this would restrict
on the zero section OM to the sum of a parallel vector field and a parallel section, by theorem
1.4. These fields would have constant norm. But it is well-known that S4 does not have
non-vanishing vector fields, nor it admits a non-degenerate 2-form field (an almost-complex
structure). Of course every self or anti-self-dual 2-form is a non-degenerate 2-form. 
Analogous result follows for CP2, because it does not admit a non-vanishing vector field,
nor a Ka¨hler structure compatible with the Fubini-Study metric and inducing the reversed
orientation. It is well-known that CP
2
is not even a complex manifold.
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