We develop forecasting methodology for the fractional exponential (FEXP) model. First, we devise algorithms for fast exact computation of the coefficients in the infinite order autoregressive and moving average representations of a FEXP process. We also describe an algorithm to accurately approximate the autocovariances and to simulate realizations of the process. Next, we present a fast frequency-domain cross validation method for selecting the order of the model. This model selection method is designed to yield the model which provides the best multistep forecast for the given lead time, without assuming that the process actually obeys a FEXP model. Finally, we use the infinite order autoregressive coefficients of a fitted FEXP model to construct multistep forecasts of inflation in the United Kingdom. These forecasts are substantially different than those from a fitted ARFIMA model.
Introduction
Granger and Joyeux (1980) , is convenient for forecasting as the coefficients of the best linear Multistep forecasting of long-memory series predictor may be determined rather easily. In has received considerable attention in recent some cases, there is even an explicit formula for years. See, for example, Crato and Ray (1996) , these coefficients. Nevertheless, estimation and Ray (1993) , Brodsky and Hurvich (1999) , Tiao model selection for ARFIMA models are someand Tsay (1994) . Most of these works focus on what problematic. Estimation is typically carried the autoregressive fractionally integrated movout by means of numerical optimization, which ing average (ARFIMA) model, which is a longcan only be reliably achieved when the dimenmemory generalization of the well-known sion of the model is small. Further difficulties ARIMA models. The ARFIMA model, promay arise from the need to constrain the autoposed independently by Hosking (1981) and regressive and moving average parameters for stationarity and invertibility. In addition, although there is some literature on the selection *Tel.: 11-212-998-0449; fax: 11-212-995-4003. of ARFIMA models (e.g., Beran, Bhansali & E-mail address: churvich@stern.nyu.edu (C.M. Hurvich) . consistent selection of the true model order, is pooled (averaged) before taking logs, aŝ assuming that the series actually obeys a lowshown by Robinson (1995) however, seems to have been proposed on The fitting of FEXP models by least-squares selection of an ARFIMA model for the purpose regression of the log periodogram provides us of multistep prediction, in a setting where the not only with an estimator of d, but also with an ARFIMA models are viewed merely as approxiestimator of the spectral density at all frequenmations to the true process.
cies. Moulines and Soulier (2000) showed if the In this paper, we wish to develop forecasting dimension, p, of the FEXP model is chosen to methodology for a different class of long-memminimize Mallows' (1973) C criterion (see Li, L ory models, known as the fractional exponen-1987) , then the resulting spectral estimator is tial, or FEXP models. The FEXP model is a asymptotically optimal in terms of mean intelong-memory generalization of the exponential grated squared error of the log spectrum, once model originally proposed by Bloomfield again assuming that the true process is not a (1973) . Under the exponential model, the finite-order FEXP. In view of the results of logarithm of the spectral density of the process Shibata (1980 Shibata ( , 1981 , it seems plausible that the is assumed to have a finite order Fourier series C method provides an optimal selection of L expansion. The parameters in the model are the FEXP models for one-step ahead forecasting. coefficients in this expansion. The FEXP model
The question then arises: How do we compute has been discussed by Janacek (1982) , Beran the forecasts, and how should we select a model (1993, 1994) and Robinson (1994) 
where the model order p is a positive integer, so that and u , . . . ,u are real-valued parameters. The poses, it is essential to derive a one-sided where Re(z ) is the real part of z . Now, define moving average representation of the process, of The MA(`) coefficients hb j of the process are j ty, we assume that the mean of the series is the Fourier coefficients of A(l), or equivalently, zero. In practice, we may add the sample mean the coefficients in the Taylor expansion j(z) 5 to a forecast based on the de-meaned data.`j o b z . Therefore,
The construction of the MA(`) representation ( j ) (2) proceeds by spectral factorization techniques (1981, pp. 730-735) . Many of the details which where j (0) denotes the jth derivative of j(z) we present here for the model (1) were given in evaluated at z 5 0. We have
Bloomfield's (1973) original paper, although we where
, it follows from the product rule ford ifferentiation that for j . 0, We may compute the c efficiently using the
(1976, p. 166) we have Similarly, we can obtain the AR(`) representa- be computed in O(N log N) operations by two applications of the FFT.
3. The FEXP model so that
We will say that the series hX j obeys a .
The MA(`) representation for hX j is t so that
Substituting (2) into Thus, the AR(`) coefficients of hX j are
and (12) yields Again, the p can be efficiently calculated, as
Next, we present an algorithm to accurately k j k 50 j50 approximate the autocovariances and to simulate realizations of hX j. The spectral density of Thus, the MA(`) coefficients of hX j are (s 2 d 1 1)G(1 2 d) G(d) and Harte (1987) (see also Beran, 1994 , pp.
2s s 216-217) to simulate a zero-mean Gaussian realization X , . . . , X from the FEXP process Thus, hX j has lag-L autocovariance 1 n t hX j. The algorithm is exact, in the sense that the t p autocovariances of the simulated realizations 
L r L 2r L1r
It is shown in Koopmans (1974, p. 229-231) r51 that if a weakly stationary zero-mean series hX j t
The exponential model has short memory, has moving average coefficients c for j $ 0, j and it can be shown that its autocovariances hc j then the minimum mean squared error L step r decline to zero exponentially fast. Thus in ahead linear forecast may be expressed aŝ practice it should be possible to determine a lag 
Since the choice of the truncation point r in 
] the special case where hX j is FEXP( p), then
g 5 u for k 5 0, . . . , p where u are the
parameters in the exponential model (1) and
] as long as hX j is weakly stationary with mean t The above discussion serves to motivate a zero and spectral density f(l), and the conregression estimator, constructed as follows. ditions on the hc j mentioned above are satis- density is now given by 
We now construct an approximately unbiased L21 estimator of MSE ( p) in (21) using frequency-
y as well as the jth row of the X matrix from
the regression in (19), that is, j5L 21 * 9 9 b 5 (X X ) X y The two predictors X and X may differ
somewhat, due to truncation effects. We willˆˆ5 (u , . . . , u , 2 2d )9,
ignore any differences here, however. A practical question which arises at this point where X is obtained from X by omitting the ( j ) is: How should we select p? Here, we describe a 9 jth row, denoted by v , and y 5 ( y , . . . ,
model selection method based on cross-validay , y , . . . y )9. It follows from Chatterjeẽ j21 j 11 n tion in the frequency domain, originally proand Hadi (1988, p. 115 ) that posed by Hurvich (1987) in the context of 
where E and E are the expectations with
Yˆê xp o u cos(kv ) , s /(2p) 5 u , and
respect to hX j and hY j. We conclude from Eq. We may therefore select p to minimizê
For the sake of brevity, we will 2p
postpone the study of the empirical and theoret-L21 2 2il( j 2L )ˆi cal properties of this model selection method tô Multistep forecasts were constructed from a FEXP(1) model was fitted to the seasonally forecast horizon of April 1990, extending all the adjusted subseries, using log-periodogram reway to the end of the full series, December gression on all available Fourier frequencies 1997. First, the seasonally adjusted series was except the 133rd, which was omitted. This forecasted, and then the (subseries) averages frequency corresponds to a period of 3 months, were added back to yield forecasts of inflation. that is, one quarter year. The frequency was For both models, the forecasts of the seasonally omitted on account of robustness considerations, adjusted series were constructed from the as the log periodogram of the seasonally ad-AR(`) weights corresponding to the fitted justed subseries was extremely negative at that model. ARFIMA forecasts. There are noticeable differthe ARFIMA forecasts as the lead time inences between the two forecasts. Except for the creases. Again, this occurs because the estivery first lead (May 1990) , the FEXP forecast mated value of d is much larger for the FEXP always lies above the ARFIMA forecast. This is model than for the ARFIMA model. presumably due to differences in the estimated It is not possible to judge which model memory parameters for the two models. The provides better forecasts on the basis of one estimated seasonal effect has a noticeable peak example. For the given data set and forecast in the month of April, and this effect continued horizon, in terms of average squared forecast for 4 to 5 years into the post-subseries observaerror (ASE), the FEXP forecast was better than tions.
the ARFIMA model for the first five leads tage if a later forecast horizon with a negative (adjusted) inflation value had been chosen.
