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I. INTRODUCTION 
The set of points of W which are reached, at a given time t by the solutions 
of a linear differential system is the whole space. For some delay differential 
systems (even in autonomous case) this property vanishes for sufficiently 
large t. V. M. Popov proved the existence of such systems, called degenerate 
[l], and gave an algebraic characterization for systems with one lag. Zmood- 
McClamroch worked on the same topic [2]. Asner-Halanay used the methods 
of Popov to generalize his results [3]. 
In this paper we study also the systems with a finite number of lags. 
Proposition 1 and Theorem 2 contain the same generalization of the results 
of Popov, as that given by Asner-Halanay [3], but we point out some new 
methods to obtain them. Moreover, Theorem I gives an extension, for systems 
with several lags, of the algebraic necessary and sufficient condition given by 
Zmood-McClamroch. Proposition 2 seems us to be new, and appears as a 
straightforward consequence of our method. 
As some other authors, and Popov himself, we use an associated system 
without lag which we call the “split system,” but we work here, with initial 
thick conditions (X,, , v) each being independent of the other one. 
This independence allows us to obtain, in a very natural way, the two 
conditions of Theorem 1, and in addition, leads us to use without difficulty 
piecewise analyticity of solutions in Proposition 1. Finally, the thick condition 
‘p appears exactly as a usual control. This important simplification enables 
us to use, as the key of the proof, a well-known theorem of Kalmann. 
II. THE DIFFERENTIAL SYSTEM 
Iw” is the euclidean space of dimension n; Y  is a positive integer and h a 
positive real constant. 
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We study the following differential system in Rn: 
$ X(t) = AX(t) + i BjX(t -j/z), 
j=l 
where Bi , j = 1, 2 ,..., r, and A are each an (n x n)-square matrix, and B, 
is not the null matrix. Terms B,X(t - jh) are called the delay terms. To have 
existence of a solution for the Cauchy problem it is necessary to give an 
initial thick condition; we choose to work with such conditions defined as a 
pair (X,, , v) where X,, is a vector in IIF and v an integrable function on 
[--rh, 01. Then, system (1) has an unique solution, that is to say there exists 
an unique function X which is integrable on [--rh, 01, absolutely continuous 
on [0, +a[, which satisfy equality (1) almost everywhere and such that: 
X(O) = xl , 
x(e) = 94% e E [-Y/z, O[. 
We now specify the definition of degeneracy. 
DEFINITION 1. System (1) is degenerate at time t, with respect to the 
subspace V*, if and only if for every initial thick condition (X0 , q), the value 
at time t, of the corresponding solution is orthogonal to I’*. 
This definition of degeneracy is equivalent to that given by Popov. The 
necessity, for X(ti) to be orthogonal to V *, for a larger class of initial condi- 
tions, does not change the property of degeneracy for a system (see [4]). At 
the opposite, such a definition enables us to use the independence of X,, and p. 
As the system (1) is autonomous, it is easy to prove that, if it is degenerate 
at time t, with respect to a subspace I’ *, it remains degenerate with respect to 
this same subspace for every t greater than t, . Moreover, since the function X 
is continuous, the largest interval of degeneracy is closed and a natural 
question is to look for the minimum time at which degeneracy of system (1) 
occurs. 
III. THE “SPLIT” SYSTEM 
To study system (1) we transform the initial problem in the following 
way. 
Let k > Y, and let X be any solution of the system (1); then let us define 
r*(t) by: 
yi(t) = X(t + (j - 1) h), t c [O, h], j = 1, 2 ,..., K, (4 
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and denote VI, the vector in lW: 
Let us introduce now the matrices A,(& >< A) and B,(nk >< rk) and the 
vector Q(t) of EPr (they are written by blocks of dimension n): 
It is now easy to show that the vector VI, satisfies the differential system in 
pk. 
%(t) = &V,(t) t wqt), (3) 
and moreover, 
YJ@> = Yi-l(h), j = 2, 3,.. ., k. (4) 
Conversely, let 
rdt> 
V,(t) = ; [ 1 Y&) 
be a solution of the system (3) which satisfies conditions (4); then if we define 
X(t) (for t E [0, h[) by relation (2), X is a solution on [0, kh] of the delay 
differential system (1). 
So the “split” problem which is equivalent to the initial problem according 
to the connection defined above, leads to study the solutions of (3) which 
satisfy the following two points boundary conditions (5), in which J, is the 
(nk x nk) matrix: 
V,(O) - &M,(h) = (5) 
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It is even equivalent to study the vectors 
of l@k+l)n for which there exists a solution Y, of (3) (with a suitable function 
@) which satisfies: 
(6) 
Then system (1) is degenerate at time t,((k - 1) h ,( to < kh) with respect 
to the subspace I’* (defined by a basis q1 , qz ,..., q9) if and only if any solution 
of the problem (3) (5) or (3) (6) satisfies: 
(0, o,..., 0, %i) V,(4)> = 0, i = 1, 2 ,..., p, 
where 
e. = to - (k - 1) h. 
Remark. If k < Y  the only matrices to appear in Ak are A, B, , 
B B,. 2 ,***, 
IV. SOME PRELIMINARY RESULTS 
It has been shown in paragraph 2 that if system (1) is degenerate with 
respect to the subspace I’* at time t, , there exists a minimum time to such that 
system (1) is degenerate with respect to the subspace I/‘* at every time t such 
that t > to . It is clear that to is strictly positive, but it is easy to see that to is 
strictly greater than r’h, where Y’ is the least integer such that B,, d 0; 
indeed on [0, r’h]: 
t T 
X(t) = etAXo + SC Bj~(s - jh) ds. 0 j-r' 
As the matrix et* is invertible and v is fixed, X,, can be choosen to obtain 
at time t, for X(t) any given vector in R “; then the system is not degenerate. 
We prove now that the first time of degeneracy is necessary a multiple of the 
lag h. 
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PROPOSITION 1. If  the system (1) is degenerate with respect to a subspace V* 
the jfirst time of degeneracy is: 
t, =: kh where k is an integer greater than Y’. 
Proof. From assumption, system (1) is degenerate with respect to the 
subspace V* which we define by a basis (qr , q2 ,..., Q~). Let Q = (qi , qz ,..., q,). 
We know there exists a first time of degeneracy; so there exists an integer k 
such that system (I) is degenerate with respect to V* at time kh and not at 
time (k - 1) h. 
Let us suppose that there exists a real number t, = (k - 1) h + 8,6’ ~10, h[ 
and that system (1) is degenerate at time t, with respect to V*; this implies 
that: 
(0, 0 ,..., 0, “Q) V,(O) = 0 
for every solution of problem (3) (5). But, 
V,(t) = e (t-h)Wk’&(h) .+. %,@(T) d7. (7) 
I f  CD is an analytical function of t (i.e., if v  is analytical on every interval 
](i - 1) h, ih[ i = --Y + l,..., 0) the function Vh is also analytical and also 
t + (0, o,..., 0, “Q) V,(t). But this application is null on the interval [e, h]; 
then, because of analyticity and continuity, it is null on [0, h]. So 
(0, O,..., 0, “Q) V,(O) = 0 for every X0 in Rn and for every p piecewise 
analytic. And by density, this equality is true for every (X,, , p) in [w” x L1; 
then system (1) is degenerate with respect to the subspace V* at time (k - 1) h 
which is a contradiction with the definition of k. 
Note. This result has already been obtained by Asner-Halanay [3, 
Theoreme l] by another method. 
We proved this proposition, taking functions IJJ which are analytical on 
intervals of length h. Now we show that it is possible to decide whether a 
system is degenerate or not by working only with initial conditions (X0 , 0), 
but on the other hand we enjoin the solutions to satisfy the degeneracy 
equality on a large enough interval. 
PROPOSITION 2. System (1) is degenerate with respect to the subspace V* at 
time kh if and only if every solution corresponding to the initial condition (X0 , 0) 
satisfies: 
tQX(t) = 0, t E [kh, (k + r) h]. 
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Proof. The necessity of the condition is clear; to prove that it is also 
sufficient let us use the usual representation of solutions of system (1): 
x(t) = K( t> x, + 2 lo K(t - s - jh) B&s) ds, 
+I -jh 
where K is the matrix solution of the delay differential equation: 
K(T) = K(T) A + i K(T - jh) Bj y 
j=l 
K(0) = I, 
K(T) = 0, 7 < 0. 
From assumption, tQK(t) X0 = 0 for every t in [Ah, (k + Y) h] and every X,, 
in UP; then tQK(t) = 0 for every t in [Hz, (k + Y) h] and tQ&(t) = 0, 
t E]& (K + Y) h[ (except for t = (K + j) h where K is not defined). But 
tQl?(t) = tQK(t) A + “Q f: K(t - jh) Bj . 
j-1 
Then for t E [Ah, (K + r)h] 
tQ-f K(t-jh)B,=O 
j=l 
what can be written in the following way. 
tQi K(t-jh)Bj=O, t E I@ + (i - 1)) h, (k + i) A[, i = 1,2,..., r; 
j=l 
but the first terms of this sum are equal to zero because 
tQK(t) = 0 t E [Hz, (k + Y) h]. 
Let now (X0, p) any initial condition; we have 
‘Q-X(t) = tQK(t) Xo + “Q ?tl j-:jh K(t - s - $9 Bd4 ds. 
For t = kh we have first 
tQK(kh) X0 = 0, 
409/52/I-4 
48 
and 
CHARRIER AND HAUGAZEAU 
“Q il s, K(kh - s - jk) B,cp(s) ds 
“Q i K(kR - s - jk) +p(s) ds, 
j=l 
but we have just proved that the integrands in the second member are null. 
Then tQX(kh) = 0 for every solution of system (1). System (1) is degenerate 
with respect to the subspace v* at every time t 3 kh. 
Remark. Let (e, , es ,..., e,) be a basis of [w”; we have just proved that it is 
possible to see whether a system is degenerate or not only by studying the 1z 
solutions corresponding to the initial conditions (ei , 0). But we must note 
that we have to check the orthogonality relation on a whole interval and not 
only in one point. The following counter-example precises the remark. 
Let the system: 
2(t) = y(t) + x(t - I), 
3(t) = - 3?(t - 11, 
q~ 3 0 if X,, = (3 the solution satisfy: 
and if X,, = (9 the solution satisfy: 
Then at time t = 2 any solution corresponding to an initial condition (X, , 0) 
is orthogonal to the vector (y). However it is very easy to see that this property 
happens only at time t = 2 and that the system is not degenerate. 
V. NECESSARY AND SUFFICIENT CONDITIONS 
In this paragraph we give two necessary and sufficient conditions of 
degeneracy at time kh (which is not restrictive, refering to Proposition 1) with 
respect to a subspace V* defined by a basis q1 , q2 ,..., qp; we shall denote Q 
the matrix Q = (ql , q2 ,..,, q,). 
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5.1. A First Necessary and Su.cient Condition 
Let us recall that system (1) is degenerate at time kh if and only if every 
solution of the problem: 
%a = &V,(t) + be@(t), (3) 
x0 
satisfies 
V,(O) = JLV,(~) + p , 
[I 
(5) 
6 
(0,O ,..., 0, “Q) V’,(h) = 0. 
In a first step we give an expression of V’,(h), function of X0 and CD. From (7) 
we have: 
V,(O) = e-hWLVh(h) - Job e-7WkEKk@(~) dT, 
and the “two point boundary condition” (5) becomes 
x0 
I 
h 
e -h*‘“v,(h) - e-‘“kB,@(T) dT = JI,V#z) + 
0 
i-1 
p , 
O 
that is to say, an equation where the unknown is 
V,(h)= [yJ = [;YJ. 
This equation can be written x0 
[I, - ehwUk] V,(h) = ehWk [I p + 1” e(h-T%Bk@(~) dT, 6 0 
where II, is the identity of I’P. The matrix 0, - eh%J, is lower triangular 
and its diagonal entries are equal to 1; so it is invertible and we shall denote 
its inverse Gk = (U, - eh%Og) -1; V,(h) can be now written in the following 
way : 
(h-T%3k@(~) dT. 
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This expression gives the value, in h, of the solution of the problem (3) (9, 
in terms of the data (X0 , y) of the initial problem. Then, system (1) is 
degenerate if and only if: 
(0, o,..., 0, "Q) v,(h) 
+ 1” G,e(h-T)AkBk@(T) d7 = 0 
0 
I 
for every X0 in FP and CD in Ll([O, A]; Iw”‘). We are now able to prove the 
following necessary and sufficient condition. 
THEOREM 1. System (1) is degenerate with respect to the subspace V* at 
time hh if and only if: 
I 
(i) (0,O ,..., 0, “Q) S,ehAk II ? = 0, 
0 
(ii) (0, 0 ,..., 0, “Q) GbAk?Bk = 0, j = 1, 2 ,..., nk - 1. 
Proof. (a) Necessary condition. System (1) is degenerate at time hh, 
therefore: 
+ 1” Gke(h-r)AkBkdi(T) dT = 0 
0 
I 
for every X0 in LP and @ in Ll([O, h]; W). 
But X0 and Q, are independent, the above condition must be satisfy, as a 
peculiar case for @ = 0, then this gives the condition 
(0,O ,..., 0, “Q) GkehAk =o for every X0 in R”, 
and this condition implies condition (i). 
In the same way, taking any CD and X0 = 0 we have necessarily 
s h (0,O ,..., 0, “Q) Gke(n-ThBk@(T) dT = 0 0 
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for every @ in Ll([O, h]; llP); therefore, 
(0,O ,..., 0, “Q) Gke(h-T)Ak5k = 0 
for almost every 7 in [0, h], and even for every 7 since this function is continu- 
ous in T. Developing in series we obtain 
(0,O ,..a, 0, “Q) GkAk418k = 0, j = 0, 1, 2 ,..., 
and the theorem of Cayley-Hamilton allows us to keep only the nk first terms. 
(b) Suficient condition. If (i) and (ii) are satisfied, for every X,, in FP 
and @ in Ll([O, h]; UP) we have 
(0, O,..., RtQ) V,(h) 
= (0, o,..., 0,“Q) [GkehAk [;] +,)G~ehAklBk@(+~] =0, 
and system (1) is degenerate with respect to V* at time kh. 
Remark. Because of the peculiar form of matrix /ak , matrices Ak and J, 
commute; this implies that Gt and A, and also G1, and etAg commute. So, 
we can write Gk , Al, , and etAk in any order in the produces of matrices. 
Note. Zmood-McClamroch obtained a similar result [2, Theorem 31 for 
systems with only one lag (but as a NASC of nondegeneracy!) 
5.2. A Second Necessary and Sufitimt Condition 
We proved in paragraph 3 that the solutions of system (1) are connected 
with the solutions of the problem with “two points boundary” conditions. 
(3) 
It is natural to study (3) as differential system in Rnfi with a control @. The 
controllability theory for linear autonomous systems gives some results about 
problem (3) (6), which we recall; the condition of degeneracy will be a 
straightforward consequence of these results. 
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(a) Controllability properties of the “split system.” Let n/r, be the sub- 
space of iP” spanned by (Sk, AJE8,C ,..., A~k-‘Bk) and n/Ik’ its orthogonal; 
let m be the dimension of fig, . P and Q are the projection (and associated 
matrices) on iErkl and Mk; m = 0 implies P = 0 and moreover we always 
have 
P(S, A,lE& )..., A;“-lBJ = 0. (8) 
We use now a classical result of controllability (see [5]); the set of reachable 
points (starting from the origin) for the system (3) is the subspace iIIk. 
Moreover, if FP is split up in direct sum of &f, and MkL, in these new 
coordinates (3) can be written 
Q%c(q = @,W,(t) + C&w,(t) + C,@,(t), 
If@,(t) = VPV,(t), 
where V is a (m x m) matrix, C1 a (nk - m) x (nk - m) matrix, @a is a 
m x (nk - m) matrix and Cs a (nr x (nk - m)) matrix. Moreover, the pair 
(C, , C,) is completely controllable. We have thus pointed out the completely 
controllable part of (3) in M, and its completely uncontrollable part (in 
MkL). Otherwise, we note that 
Pi’,(t) = PA,Y,(t) + F%,@(t) 
= PA,V,(t) 
because of (8). Therefore, 
PA, = VP. 
We define now the linear application [L,: 
[Wuc+lh t...+ Rrn 
[I]*P [I:] -ewhlP [ZJ. 
The following lemma precises conditions for existence of solutions to the 
problem (3) (6). 
LEMMA. A necessary and suficient condition to have a solution Yk: to the 
problem: 
(3) 
(6) 
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is that the vector 
in iWk+l)n belongs to the kernel of iL, . 
Proof. (a) Necessary condition. Let VI, be a solution of the problem (3) 
(6). Then, 
P%,(t) = VW,(t), 
and necessarily W’,(h) = ehwpVk(0), that is to say, 
(b) Suficient condition. By assumption 
[L 7 =o 
11 xk 
to prove existence of a solution VI, for the problem (3) (6), it is sufficient to 
prove existence of a solution izk for: 
irk@) = Akzk(t) + Bk@(t), 
h,(O) = 0, E,(h)= [II] -2” [::I , 
indeed, V/k is then given by: 
o/,(t) = etWkD/k(o) + z,(t). 
To prove existence of a solution Zk it is sufficient to prove that: 
belongs to Mk; but, 
(becauselPA,=VP) 
= ILI, ; [I = 0. xk 
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belongs to Mk and the lemma is proved. 
(b) The Necessary and Suficient Condition. Before stating the necessary 
and sufficient condition of degeneracy, we define the linear application Wk: 
[W(k+lh ++ [w” 
H “Qxk . 
THEOREM 2. System (1) is degenerate with respect to the subspace V* at 
time kh ;f and only if: 
(i) P # 0, 
(ii) Ker kk c Ker w, . 
Proof. Suj2ient condition. At every solution X of the system (1) we 
associate R’, solution of system (3) with conditions 
From the lemma above, the vector 
belongs to the kernel of U+ and, from assumption, to the kernel of wk that is 
to say: tQX(kh) = 0 for every solution X of (1); sufficient condition is 
proved. 
Necessary condition. The matrix P is not the null matrix; if it was, 
system (3) should be completely controllable and the problem (3) (6) could 
be solve for any vector: 
X0 [I i J- System (1) should not be degenerate. xk 
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Let 
be an element of the kernel of application lLk , Then there exists a solution 
Yk to the problem (3) (6). Th is solution is associated with a solution X of 
the system (1) which satisfies: 
X(jk) = xj , j = 1, 2 ,..., k. 
System (1) is degenerate from assumption; so: 
Therefore 
belongs to the kernel of the application W, . The theorem is proved. 
Remark. This condition can be expressed in terms of matrices A and B, . 
Note. If  r = 1, this result is identical to that of Popov [l]. In the general 
case of + lags, this formulation is equivalent to the Theorem 2 of Asner- 
Halanay [2]. In fact, it suffices to define [Ip = (Pr , Pz ,..,, Pk) and to see that 
(ii) can be written: 
,d,, = WLk. 
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