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Abstract
In 1994 Ghinelli and Lo¨we announced an abstract construction of finite generalized quadrangles
(GQ) of order (q2, q) where q = p2n , p a prime. With a computer search they actually obtained
several examples with p ≡ 3 (mod 4) and n = 1.
In this paper we offer a brief summary of the construction and an indication of the proof that the
examples actually produced are of Kantor–Knuth type whose point-line duals are translation GQ of
dimension 2 over their kernel. © 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction: the basic construction
In 1994 the preprint [1] appeared giving a recipe for constructing finite generalized
quadrangles of order (q2, q) where q = p2n , p a prime. A computer search located several
examples with p ≡ 3 (mod 4) and n = 1 where all the ingredients were present so that
a generalized quadrangle (GQ) was actually obtained. The paper [1] was never published,
largely because it was never determined whether or not the GQ were new. Recently we
have been able to identify those GQ actually arising from the table in [1] as being of
Kantor–Knuth type whose point-line duals are translation GQ of dimension 2 over their
kernel.
In view of the fact that the GQ actually obtained are of known type, interest in the
original preprint is somewhat diminished. However, it is not clear (to the present authors
at least) that the general construction method is without merit. Hence we offer this brief
summary of the construction and an indication of the proof that the examples actually
produced are of the type indicated above. However, a manuscript giving a great many
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more details is available (see [2]). For the convenience of the reader we have reproduced
in Appendix the information in the table of [1].
We have changed the notation somewhat in order to simplify the presentation, but it
should be clear even to the casual reader that the present construction is equivalent to the
original.
Let K = G F(pn), p an odd prime, n ≥ 1, and F = G F(p2n) a quadratic extension of
K . Set t = p2n = |F |. ThenM = {Mr ,C1,C2 : r ∈ F} is a set of t + 2 square matrices
of order 4 with elements in K for which
M1 = I, Mr Ms = Mrs , Mr + Ms = Mr+s , for all r, s ∈ F. (1)
Mr Ci = Ci MTr for all r ∈ F, i = 1, 2. (2)
x(Mr C1)xT = x(Mr C2)xT = 0 implies x = 0 for 0 = r ∈ F, x ∈ K 4. (3)
In [1] it was assumed that pn ≡ 3 (mod 4) so that −1 = ∈ K and F = K (√−1). For
r = r1 + r2
√−1 ∈ F , r1, r2 ∈ K , the specific matrices used in [1] were as follows:
mr =
(
r1 r2
−r2 r1
)
and Mr = I2 ⊗ mr . (4)
Put P1 =
(
1 0
0 −1
)
, P2 =
(
0 1
1 0
)
, Q =
(
0 1
−1 0
)
. Then
(i) P21 = P22 = I = −Q2. (5)
(ii) P1 P2 = Q = −P2 P1. (6)
(iii) P1 Q = P2 = −Q P1; Q P2 = P1 = −P2 Q. (7)
C1 =
(
P1 − x P2 0
0 −P1
)
(8)
C2 =
(
P1 − y P2 −z P2
P1 −P1 − P2
)
. (9)
Here x , y, z are elements of K to be chosen (by computer in [1]) so that Eq. (3) holds.
For α, β ∈ K 4 put
α ◦ β = αC1βT; αβ = αC2βT; (10)
α ∗ β = (α ◦ β, αβ) ∈ K 2. (11)
Note that α ◦ β = β ◦ α, since C1 is symmetric, but αβ = β α. Now put
G = {(α, β, u) : α, β ∈ K 4, u ∈ K 2}, and define a binary operation on G by
(α, β, u) · (α′, β ′, u′) = (α + α′, β + β ′, u + u′ + α ∗ β ′ − β ∗ α′). (12)
This makes G into a group. For each r ∈ F , define the following subgroups:
Ar = {(α, αMr , 0) : α ∈ K 4} ≤ {(α, αMr , u) : α ∈ K 4, u ∈ K 2} = A∗r . (13)
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Similarly, put
A∞ = {(0, β, 0) : β ∈ K 4} ≤ {(0, β, u) : β ∈ K 4, u ∈ K 2} = A∗∞. (14)
Put F˜ = F ∪ {∞}. A straightforward proof was given in [1] that if J = {Ar : r ∈ F˜} and
J ∗ = {A∗r : r ∈ F˜}, then (G,J ,J ∗) is a Kantor family, i.e. J is a 4-gonal family for G.
This means that a GQ S of order (q2, q) = (p4n, p2n) can be constructed in the usual way.
We assume that the reader is familiar with this construction. (See [4] for these and other
terms and results relating to finite GQ.)
2. Some collineations of S
It is easily checked that for each r ∈ F˜ , A∗r is elementary abelian and is normal in G.
This means that under the usual action (right multiplication by elements of G) A∗r is the
stabilizer in G of the point A∗r g for all g ∈ G and all r ∈ F˜ .
For r ∈ F , define
γr : G → G : (α, β, u) → (α, αMr + β, u). (15)
Then γr is an automorphism of G that maps As → As+r .
Define
σ : G → G : (α, β, u) → (β, α,−u). (16)
It is easy to check that σ is an involutory automorphism of G interchanging As and As−1
for all s ∈ F˜ .
Let G0 be the group of automorphism of S that fix the point (0, 0, 0) and the point (∞).
The two types of collineations just presented establish the following.
Lemma 2.1. The group G0 is doubly transitive on the lines of S through the point (∞).
Note. In fact G0 must be triply transitive on the lines through (∞), but we do not need that
fact to complete a determination of S.
For 0 = k ∈ K , define
θk : G → G; (α, β, u) → (kα, kβ, k2u). (17)
Then θk is an automorphism of G that leaves invariant each Ar (and hence each A∗r ). It is
now easy to check that the following holds:
Lemma 2.2. The set Γ = {γr : r ∈ F} is a full group of symmetries about the
point A∗∞, i.e. the point A∗∞ is a center of symmetry. If we identify g ∈ G with “right
multiplication by” g, then g−1Γ g is a full group of symmetries about A∗∞g. It is also true
that Z = {(0, 0, c) ∈ G : c ∈ K 2} is a full group of symmetries about the point (∞).
Hence each line L through (∞) is a translation axis. So the point-line dual Sˆ of S has a
line, each point of which is a translation point.
We recall that a point x of the GQ Sˆ is a translation point provided that each line through
x is an axis of symmetry.
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3. Property (G)
The GQ S has property (G) at the point (∞) provided the following is true: for L1 and
M1 any distinct lines through (∞), if distinct lines L1, L2, L3, L4, M1, M2, M3, M4 satisfy
the property that Li is concurrent with M j whenever 2 ≤ i + j ≤ 7, then it is also true that
L4 is concurrent with M4.
It turns out that all the examples given in the table of [1] do in fact have property (G) at
the point (∞), although this is rather difficult to prove. But then by a remarkable theorem
of Thas in [6] it follows that S must be a flock quadrangle, i.e. it must arise from a q-clan.
Hence by the Fundamental theorem (and its consequences) of Payne [3] each element of
the group G0 is (induced by) an automorphism of G. This makes it possible to calculate
the kernel of the TGQ Sˆ , which turns out to be the subfield K .
In this section we sketch the proof that S has property (G) at the point (∞).
Without loss of generality (either because G0 is doubly transitive on the lines through
the point (∞) or because the result of [6] is really much stronger than we cited above),
we may assume that L1 is the line [A∞] and M1 is the line [A0]. Also, we may assume
that for distinct nonzero α1, α2 ∈ K 4 and distinct nonzero β1 and β2 ∈ K 4 we have
L2 = A0, L3 = A0(0, β1, 0), L4 = A0(0, β2, 0), M2 = A∞, M3 = A∞(α1, 0, 0), and
M4 = A∞(α2, 0, 0).
Lemma 3.1. In general the line A∞(α, 0, 0) meets the line A0(0, β, 0) at a point
(α, β, (α ◦ β, αβ)) = (α, β, (−β ◦ α,−βα)) if and only if
(i) α ◦ β = 0,
and
(ii) αβ + β α = 0.
First we turn Lemma 3.1 into a general statement of just when S has property (G) at
the point (∞). Then we reinterpret this in terms of the matrices C1 and C2. Then we notice
that C1 has determinant 1 + x2, which cannot be zero, since −1 = ∈ K . Hence we can
multiply the matrices involved on the right by C−11 . When we restate the condition that S
has property (G) at (∞) it becomes the following theorem. First put
Cˆ = (C2 + CT2 )C−11 ,
so that
Cˆ = 1
1 + x2
(
2(1 + xy)I + 2(y − x)Q (1 + x2)(−I − z Q)
(1 + xz)I + (z − x)Q (1 + x2)(2I − 2Q)
)
. (18)
Theorem 3.2. Property (G) fails to hold at (∞) if and only if there are four nonzero
vectors α1, α2, β1, β2 ∈ K 4 for which
(i) α1βT1 = 0; α1CˆβT1 = 0;
(ii) α2βT1 = 0; α2CˆβT1 = 0;
(iii) α1βT2 = 0; α1CˆβT2 = 0;
but for which not both
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(iv) α2βT2 = 0 and α2CˆβT2 = 0 hold.
Clearly {α1, α2} must be K -linearly independent.
It turns out that in all the examples given in the table of [1] the matrix Cˆ satisfies a
quadratic equation. To determine just when this is the case is a rather onerous computation,
but using the block form of Cˆ it is possible. In a very straightforward computation we find
the following:
Theorem 3.3. The matrix Cˆ satisfies a quadratic equation if and only if
(i) y = 1 + x + x2, and
(ii) xz2 + 2z − 5x − 4x3 = 0.
If these two conditions hold, then
(iii) Cˆ2 = 2(x + 2)Cˆ − 2(zx−1 + 2x + 2)I = λ1Cˆ + λ2 I .
It is now routine to check all the entries of the table in [1] to see that in every case the
conditions of Theorem 3.3 do hold.
The next step is to show that the polynomial p(t) = λ1t + λ2 is irreducible over K if
and only if S has property (G) at (∞). Of course it turns out that for all the examples of
[1] p(t) is irreducible.
4. The kernel
Let S be a Ghinelli–Lo¨we GQ with property (G) at the point (∞). Its point-line dual
is a translation GQ (see Chapters 8 and 9 of [4]), so it has a kernel K. Let L1 = [A∞]
and L2 = A0. The multiplicative group K∗ of K is isomorphic to H = {θ ∈ Aut(S) :
θ fixes L1 and L2 pointwise}. Moreover, since S has property (G) at (∞), by a celebrated
result of Thas [6] it is a flock GQ, i.e. it arises from a q-clan. Hence by the Fundamental
theorem of [3] each θ ∈ H is (induced by) an automorphism (also called θ ) of G.
First, for 0 = r ∈ K , the map
θ : (α, β, c) → (α, rβ, rc) (19)
is in the kernel, i.e. K is a subfield of K. To show that K = K it is sufficient to show that
the kernel does not contain some element of F outside K .
Let θ be a nonidentity element of the kernel, i.e. let θ be a collineation of S that fixes
each point of [A∞] and each point of A0. There must be a permutation t → t¯ of the
nonzero elements of F . In fact, routine computations also using the fact that θ is also an
automorphism of G show that if θ : A1 → A1¯, then t¯ = t · 1¯. If we put M = M1¯, it follows
that
θ : (α, β, c) → (α, βM, (α, β, c)θ3 ) (20)
for some appropriate function θ3 : G → K 2. With routine but somewhat tedious
computations we can show that θ3 is a function of c alone. If c = (α ◦ β, 0) ∈ K 2,
we are led to
(αC1βT , 0)θ3 = (αMC1βT, 0). (21)
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If 1¯ = √−1, using Eq. (21) it is possible to show that θ3 cannot be well-defined. This
implies thatK is exactly K . Once we know that the point-line dual of S is a translation GQ
with dimension 2 over its kernel, we invoke Appendix B of Thas [5] to complete a proof
of the following theorem.
Theorem 4.1. At least for the values given in the table of Ghinelli and Lo¨we the GQ
constructed by their method is isomorphic to the Kantor–Knuth semifield flock GQ
associated with the automorphism of F given by σ : x → xq, where F = G F(q2).
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Appendix
Here we reproduce the information given in the table of [1]. Since y = 1 + x + x2
in every case, we give here only the prime p, which is congruent to 3 modulo 4, and the
corresponding values of x and z.
p 3 7 11 19 23 31 43 47 59 67 71 79
x 1 2 4 3 2 4 1 13 3 1 9 6
z 1 6 7 5 13 20 27 39 18 11 23 4
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