The central issue in quantum parameter estimation is to find out the optimal measurement setup that leads to the ultimate lower bound of an estimation error. We address here a question of whether a Gaussian measurement scheme can achieve the ultimate bound for phase estimation in single-mode Gaussian metrology that exploits single-mode Gaussian probe states in a Gaussian environment. We identify three types of optimal Gaussian measurement setups yielding the maximal Fisher information depending on displacement, squeezing, and thermalization of the probe state. We show that the homodyne measurement attains the ultimate bound for both displaced thermal probe states and squeezed vacuum probe states, whereas for the other single-mode Gaussian probe states, the optimized Gaussian measurement cannot be the optimal setup, although they are sometimes nearly optimal. We then demonstrate that the measurement on the basis of the product quadrature operatorŝ XP +PX, i.e., a non-Gaussian measurement, is required to be fully optimal.
I. INTRODUCTION
Gaussian states are useful resources in quantum optical technology [1] [2] [3] [4] . Their intrinsic features that enable full analytical calculations for any Gaussian states and operations have attracted intensive interests from the theoretical perspective in many scientific areas. Furthermore, their experimental control is less demanding compared to those required for non-Gaussian states such as Fock states. Consequently, they offer much promising building blocks for quantum information processing from a practical point of view. Such fascinating aspects have boosted both theoretical and experimental studies with Gaussian states over the last decade in a broad range from fundamentals to applications.
Gaussian states are often cooperated with the so-called Gaussian measurements, defined as a measurement scheme that produces a Gaussian probability distribution of outcomes for any Gaussian state [3] . Typical Gaussian measurements are the homodyne and heterodyne measurements, but a general Gaussian positive-operator-valued measure (POVM) can also be constructed [5] . Gaussian measurements enable the full characterization of all Gaussian states [6] , so that they can be used for testing a necessary and sufficient condition for the inseparability of Gaussian states [7, 8] . It has been demonstrated that Gaussian measurements sufficiently constitute the optimal set of POVMs for a minimization involved in the computation of quantum discord for Gaussian states [9, 10] . In particular, the homodyne detection has offered not only an optimal tool to distinguish two pure single-mode Gaussian states [11] , but also a nearly optimal estimation of Gaussian quantum discord for small values of discord [12] . On the other hand, it has also been shown that Gaussian states cannot be distilled by local Gaussian operations with classical communications [13, 14] . Moreover, the violation of the * changdolli@gmail.com † papercrane79@gmail.com Bell inequality requires non-Gaussian measurements [15, 16] , and there also exist two-mode Gaussian states whose quantum steering can be demonstrated only by non-Gaussian measurements [17, 18] . Thus, a question arises: Are Gaussian measurements a sufficient tool for Gaussian metrology, where the parameter being estimated is encoded to Gaussian probe states?
In this work, we address this question by considering a fully Gaussian single-mode metrology for phase estimation, as depicted in Fig. 1 . To our aim, an arbitrary single-mode Gaussian probe state is considered to undergo a phase operation in a Gaussian noise environment. The phase-shifted probe state is then analyzed by Gaussian measurements, characterized by control parameters being optimized in order to minimize the estimation error, or equivalently to maximize the associated Fisher information (FI) [19, 20] . The maximal FI obtained by the optimized Gaussian measurement sets the minimum bound of the estimation error according to the Cramér-Rao inequality. We compare such minimum bounds with the ultimate bound calculated by quantum Fisher information (QFI), the FI maximized over all POVMs, including non-Gaussian measurements [19, 20] . As a result, we find that there exist three types of optimal Gaussian measurements depending on displacement, squeezing and thermalization of the probe state. We also show that the optimally chosen Gaussian mea- surements enable to achieve the ultimate error bound when a phase information is encoded in a displaced thermal state, or squeezed vacuum state, while non-Gaussian measurements are required for the other kinds of single-mode Gaussian states to attain the ultimate bound. We then prove that the required non-Gaussian measurement is the POVMs constructed over the eigenbasis of the product quadrature operatorsXP +PX.
The paper is structured as follows. In Sec. II, we introduce the metrological scenario that uses a single-mode Gaussian state and Gaussian measurement under Gaussian environment. In Sec. III, both classical and quantum Cramér-Rao bounds are introduced to be used for quantifying the estimation error of our phase estimation. In Sec. IV, we investigate the estimation performance with Gaussian measurements for a displaced thermal state, a squeezed thermal state, and a displaced squeezed thermal state. Explicit forms of optimized Gaussian measurements for the respective cases are shown and explained in detail. In Sec. V, we discuss why the optimized Gaussian measurement cannot be the optimal setup for particular types of Gaussian states. Finally, in Sec. VI, we summarize our work and conclude with an outlook on future studies.
II. SINGLE-MODE GAUSSIAN METROLOGY
In a fully Gaussian single-mode metrology for parameter estimation as depicted in Fig. 1 , we employ a single-mode Gaussian state as a probe state, and let it evolve under the influence of a Gaussian environment in which the encoding of a parameter also takes place. We aim to estimate the parameter φ while minimizing the associated estimation error by choosing an optimal Gaussian measurement setup. The parameter φ being encoded can be an optical phase, loss rate, squeezing parameter, temperature, frequency, and so on. In this work, we particularly choose a single-mode phase for the parameter φ while leaving the studies on the other types of parameter estimation for future works. In the following we shortly discuss the different ingredients to be considered.
A. Gaussian probe state
Any single-mode Gaussian state can always be written by a displaced squeezed thermal state [1] [2] [3] , defined aŝ
whereρ T (n th,in ) denotes a thermal state with an average photon number of n th,in = Tr[nρ T (n th,in )],D(α in ) = exp(α in a † − α * in a) is a displacement operator with α in = |α in | e iθc , and S (ξ in ) = exp( 1 2 ξ * inâ 2 − 1 2 ξ inâ †2 ) is a squeezing operator with ξ in = r in e iθs for r in ≥ 0. A Gaussian state is known to be characterized in terms of, by definition, only the first and second moments. So it is often convenient to rewrite a single-mode Gaussian state of Eq. (1) by the covariance matrix σ and the displacement vector d, defined as σ jk = {x j − x j ,x k − x k } /2, and d j = x j , respectively, for the quadrature op-
The latters also read asx 1 =X 0 andx 2 =P 0 (orX π/2 ), where the rotated quadrature operator is given byX θ =R † (θ)XR(θ) [or P θ =R † (θ)PR(θ)]. The σ in and d in for the input state of Eq. (1) read as
The average number of photons in a single-mode Gaussian state of Eq. (1) is then written as N = 1 2 Tr [σ] + |d| 2 − 1 .
B. Phase shift
We suppose that a phase shift by an operatorR(φ) = e −iφâ †â occurs to the Gaussian probe state of Eq. (1). The phase shifter transforms the covariance matrix and displacement vector in a way that
in Eqs. (2) and (3), resulting in σ in,φ and d in,φ .
C. Gaussian environment
We consider the Gaussian environment, under which the Gaussian probe state evolves, but still remains in a Gaussian state. The dynamics of the probe stateρ evolving under a general Gaussian dissipative channel can be described by the quantum master equation, written in the interaction picture as
where L[ô]ρ(t) = 2ôρô † −ô †ôρ −ρô †ô and D[ô]ρ(t) = (2ôρô −ôôρ −ρôô) with a damping rate of γ, and n e ∈ R and m e ∈ C represent the effective number of photons and the squeezing parameter of the environment, respectively [1] . The terms proportional to L [â] and to L â † describe losses and phase-insensitive linear amplification processes, respectively, while the terms proportional to D [â] and D â † describe phase dependent fluctuations. The positivity of the density matrix imposes the constraint |m e | 2 ≤ n e (n e + 1). The solution of Eq. (4) can be written for the first moment vector and the covariance matrix as
where η = e −γt denotes the effective transmission coefficient and
.
Note that the output state characterized by σ and d is still a Gaussian state [3] . In this work, we concentrate on an en-vironment in thermal equilibrium, in which m e = 0, and n e coincides with the average number of thermal photons in the environment. The evolution of stateρ under such thermal environment commutes with the phase shift operation introduced above, so that all losses present in the channel can be assumed to have occurred before the phase shifter, causing the modification to parameters in Eq. (1) . Consequently, the state that contains the effect of losses is written in the same decomposition of Eq. (1), but with modified parameters given as
forρ
where ξ = re iθs and the modified thermal stateρ T (n th ) has the average photon number of n th . Note that the initial phases θ c and θ s remain the same due to the fact that a thermalization process does not affect the phase of the system. They would have been modified if we have considered the squeezing environment as studied in Ref. [23] , but we leave the corresponding analysis for a future work due to its complexity that grows up and in turn might make the main result of our work rather dispersed. As mentioned, the phase shift operation is considered to occur to this lossy state, and in short, the probe state is transformed as
We then analyze the output state of σ φ and d φ by a Gaussian measurement, which we shall introduce below.
D. Gaussian measurement
The POVM element yielding an outcome y from a general Gaussian measurement can be written aŝ
whereΠ 0 is a density matrix of a single-mode Gaussian state [3, 24] . Note that the probability distribution of the outcome whenΠ 0 is a squeezed thermal state can be decomposed into a mixture of those forΠ 0 being squeezed vacuum states. We thus assumeΠ 0 to be only the squeezed vacuum state without loss of generality according to the data processing inequality [21, 22] . Typical types of Gaussian measurement are the homodyne measurement [shown in vacuum state (s = 0), respectively. Such general Gaussian POVMs can be performed experimentally by using generaldyne measurement [25] , as shown in Fig. 2(b) . The squeezing parameter of se iψ with s ≥ 0, characterizingΠ 0 , can be controlled in the general-dyne measurement setup by adjusting a transmittance τ of the beam splitter in a setup shown in Fig. 2 (b), i.e., s = ln √ τ/(1 − τ) with τ ≥ 1/2, and the phase ψ can be tuned by varying phases of the local oscillator modes in sub-homodyne detection setups. The outcome y is then obtained as [25] 
where X ψ/2 and P ψ/2 are the rotated quadrature variables, being measured in the respective output ports of the beam splitter.
III. ESTIMATION ERROR
Here we introduce the figure of merit, the lower bound of an estimation error, which we use for assessing our phase estimation.
A. Cramér-Rao bound
From a parameter estimation theory, the error of the estimatorφ is typically defined by the mean-squared-error
where .. denotes the average taken over all measurement results and φ is the true value of the parameter. It is known that for any unbiased estimator, the error ∆ 2 φ is bounded by the inverse of FI, written by
where M denotes the number of repetition of measurement and the FI is defined as
Here, p(y|φ)dy is a conditional probability of finding the experimental result between y and y + dy for a given parameter φ. Equation (10) is called the Cramér-Rao inequality [26] , and can be saturated by the maximum likelihood estimator asymptotically in the limit of large M. The Gaussian measurement of Eq. (9) we consider in this work, by definition, produces a Gaussian probability distribution for the outcomes. In this case, the FI can be calculated in terms of the second moment matrix Σ and the first moment vector ν of the outcome probability distribution via [27] 
In the case of a general Gaussian measurement, there are free parameters that need to be optimized to maximize F(φ): the squeezing parameter of s and ψ forΠ 0 .
B. Quantum Cramér-Rao bound
The Cramér-Rao bound provides the ultimate bound for a chosen measurement setup, but there is no guarantee that the chosen measurement setting is optimal. In other words, the FI of Eq. (11) varies with measurements and is maximized by choosing optimal measurement parameters. The optimization is done over all POVMs such thatΠ k ≥ 0 and dkΠ k = 1 1, yielding the maximal FI as
called the QFI [19, 20] . Thus, the QFI gives the ultimate lower bound of the mean-squared-error, written as
This last expression is called the quantum Cramér-Rao inequality. For a given density matrixρ = n p n |ψ n ψ n |, where ψ n |ψ m = δ n,m , evolving toρ φ = e −iĜφρ e iĜφ with a gener-atorĜ, the QFI can be calculated as [28] 
In our case, the generator is given asĜ =â †â , and the QFI is thus found to be [29, 30] H(φ) = 2(2n th + 1) 2 sinh 2 2r 2n 2 th + 2n th + 1
Note that there is no dependence of φ, so that the ultimate error bound is equal for all φ's.
IV. OPTIMAL GAUSSIAN MEASUREMENTS
In this section, we look for an optimal Gaussian measurement setup for the phase estimation with single-mode Gaussian probe states. The Gaussian measurement is said to be an optimal Gaussian measurement if it is optimized to yield the maximal FI. Furthermore, we call it the optimal measurement if the maximized FI reaches the QFI obtainable by an optimal POVM. For single-mode Gaussian probe states classified to three types, we explore whether the optimal Gaussian measurement schemes can constitute the optimal measurement setup.
A. Displaced thermal state
Let us first consider a displaced thermal state (DTS) of Eq. (1) with r in = 0 in a lossy channel characterized by η and n e . The modified parameters of Eqs. (5)- (7) due to losses are given by
For a DTS, the QFI of Eq. (15) takes the form of
whereas the FI for a general Gaussian measurement is written as
where
We find that when s DTS → ∞ and χ DTS = π, F DTS is the same as H DTS , and when n th = 0, F DVS = H DVS = 4 |α| 2 . This means that the homodyne detection is the optimal measurement setup for any n th , α, η, and n e . More detailed behaviors are explained below.
In Fig. 3 (a), the density plot represents F DTS as a function of |α| 2 and n th , manifesting that the maximal FI is obtained at the right lower corner, where n th = 0, given the parameter regime. The dashed lines correspond to the states with an equal average photon number N = |α| 2 + n th . This shows that for a given average photon number, reducing thermal contributions enables to achieve larger FIs. The effects of loss channels are also considered here for a given example input state of |α in | 2 = 1 and n th,in = 1 (i.e., N in = 2), when (i) n e > N in , (ii) n e = N in , (iii) n e = n th,in , and (iv) n e < n th,in . The arrows represent a decrease in the transmittance coefficient η (or equivalently an increase in the loss rate γ for a given propagation time t), changing n th and α according to Eqs. (17) and (18) . It clearly reveals that all lossy cases decrease the FI with η, i.e., losses are detrimental.
The estimation error bound ∆φ is also shown as a function of an average photon number N in Fig. 3 (b), for any possible α and n th . It displays that the minimal error is achieved only by the displaced vacuum state, i.e., a pure coherent state |α . The dashed lines represent the states with an equal α but n th varying, i.e., indicating that adding thermal photons to the probe state always increases the estimation error. It is also shown that the corresponding errors to examples of (i)-(iv) considered in Fig. 3 (a) shoot up so quickly.
Therefore, the best state out of all possible displaced thermal states for a fixed average photon number is a pure coherent state. This conclusion continues to hold even when losses are present, i.e., the use of a pure coherent with n th,in = 0 as an input attains the ultimate limit obtained by the QFI for any n e and η. For any cases, this ultimate limit is achieved by the ho- modyne detection, one of the typical Gaussian measurements. In other words, the optimal Gaussian measurement is the optimal measurement for the case when the displaced thermal state is used for phase estimation.
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B. Squeezed thermal state
Second type of single-mode Gaussian states is a squeezed thermal state (STS) in Eq. (1) with α in = 0. In the presence of loss, the QFI of Eq. (15) takes the form of
where C H = 2(2n th + 1) 2 /(2n 2 th + 2n th + 1), and the modified parameters of r and n th are to be obtained by Eqs. (5) and (7) .
Here, H STS reveals a positive contribution of thermal photons in the probe state; a twofold enhancement in the QFI is asymptotically achieved when n th → ∞.
For a squeezed vacuum state (SVS) in the absence of loss (i.e., r = r in and n th = 0), the homodyne detection is known to be an optimal measurement [31, 32] , i.e., the FI of Eq. (12) in the limit s → ∞ is written as
where the optimal angle is chosen such that cos χ STS = tanh(2r) for ψ = θ s − 2φ − χ STS . It is apparent that the FI of Eq. (22) is the same as the QFI when n th = 0, i.e., the optimal Gaussian measurement is the optimal measurement when a squeezed vacuum probe state is used in the absence of losses.
When a thermal noise is initially present in the input state or flows into the probe state from the environment, i.e., n th 0, a general Gaussian measurement needs to be optimized to maximize the FI. As a result, we obtain two types of optimal Gaussian measurements depending on the value of n th . The first type is achieved in the limit s (I) STS → ∞ with cos χ (I) STS = tanh(2r), while the second type is when s (II) STS = r with cos χ (II) STS = 1. The corresponding FIs are written as
where C (I) F = 2, and C (II) F = [(2n th + 1)/(n th + 1)] 2 , respectively. We then compare the prefactor C's in terms of the thermal photon number. Figure 4 shows that when n th < n (STS) th,c ≡ 2 −1/2 , C (I) F outperforms C (II) F , but the relative behavior is reversed when n th > n (STS) th,c . At n th = n (STS) th,c , they are the same, The prefactor CH for the QFI is by definition always the largest, but the C (I) F and C (II) F are rather competitive: The first type (C (I) F ) is the optimal Gaussian measurement when nth ≤ n (STS) th,c ≡ 2 −1/2 , while the second type (C (II) F ) is the optimal Gaussian measurement when nth ≥ n (STS) th,c . Note that none of them is the same as the QFI, but C (I) F (C (II) F ) can asymptotically be similar to CH in the limit of small (large) nth. In other words, the optimal Gaussian measurements are the nearly optimal setups in those limits.
i.e., C (I) F = C (II) F . This means that the homodyne detection is the optimal Gaussian measurement when n th ≤ n (STS) th,c , while the second type Gaussian measurement is the optimal Gaussian measurement when n th ≥ n (STS) th,c . In the limit of small or large n th , the FI with an optimally chosen Gaussian measurement is asymptotically close to the QFI, but not equal. Therefore, the Gaussian measurement setting provides a nearly optimal measurement setup in the limit of small or large n th .
In Fig. 5 , we present detailed behaviors of phase estimation using STSs. In Fig. 5(a) , the density plot represents the optimized FI in terms of sinh 2 r and n th , showing that the maximal FI is achieved at the upper right corner, in which both sinh 2 r and n th are maximal given the parameter regime. In other words, adding thermal photons to the pure squeezed input state helps to increase the FI. Similar positive contributions by adding thermal photons have been reported in Refs. [33, 34] . However, when the total average photon number is fixed, which is often restricted when a vulnerable biochemical transducer is employed [35] , a pure squeezed state is required for the maximal FI. This is manifested by the dashed lines that denote the squeezed thermal states having an equal average photon number N. We also consider the effect of loss channel for a given example input state of sinh 2 r in = 1 and n th,in = 2 (i.e., N in = 7), when (i) n e > N in , (ii) n e = N in , (iii) n e = n th , and (iv) n e < n th . As before, the arrows represent the direction along which the transmission coefficient η decreases, or equivalently the loss rate γ increases. It is clear that the FI monotonically decreases with a decrease of η for any cases. In Fig. 5(b) , the estimation error bound of the phase estimation using STSs is presented, in which the shaded region includes all possible values of error bounds for the considered states. The region is bounded by the lower limit, achieved by the case using the SVS. The dashed lines represent the states having an equal squeezing strength r. This shows that for a given r, an increase of n th helps to further decrease the estimation error, as already remarked previously. The lossy cases considered in Fig. 5(a) are also presented, displaying that the errors quickly shoot up with η.
C. Displaced squeezed thermal state
We finally consider the most general single-mode Gaussian state given in Eq. (1), i.e., a displaced squeezed thermal state (DSTS) that contains displacement, squeezing, and thermal photons. For such a general state, the QFI of Eq. (15) is maximized with the optimal phase relation θ c = θ s /2. It has been shown that for a fixed average photon number N, H DSTS is maximized when α = 0 and n th = 0, i.e., the squeezed vacuum state is the optimal state yielding the maximal QFI [29] . Now we optimize Gaussian measurements in order to maximize the FI of Eq. (12) for displaced squeezed thermal probe states. First of all, we set the optimal phase relations as ψ = θ s − 2φ − χ, and θ c = (π + θ s )/2, which also covers the phase relations used in the previous sections. Then, the optimal angle for χ needs to be found together with s (mea-surement squeezing) for given α, r, and n th .
Let us first consider the case, where no thermal photons are involved, i.e., n th = 0, a displaced squeezed vacuum state (DSVS). Previously we have seen that the homodyne detection scheme provides the optimal measurement setup for both a displaced vacuum state and a squeezed vacuum state. One might then conclude that the homodyne detection would be the optimal measurement setup also for the displaced squeezed vacuum state. However, it is not the case as we discuss now. The FIs for the optimized Gaussian measurements we found are written as
, for r 0, (26) with s → ∞ (homodyne detection) for both cases, but different optimal angles of χ DSVS are chosen for given α and r such that
cos χ (II) DSVS = coth 2r − 2 e 2r |α| 2 + sinh 4r ,
respectively. The above two types of optimal Gaussian measurements are complementary to each other: F (II) DSVS is optimal when | cos χ (II) | < 1 for r 0, while F (I) DSVS is optimal when | cos χ (II) | > 1. At the boundary, F (I) DSVS = F (II) DSVS . The condition of | cos χ (II) | ≤ 1 can be reduced to |α| ≤ |α (DSVS) max |e −r sinh 2r for r 0, where |α (DSVS) max | = √ 2. Such homodyne detections are better than any other Gaussian measurements, but can not be the optimal measurement that attains the QFI written as H DSVS = 2 sinh 2 2r + 4e 2r |α| 2 . One can also show that when r = 0, F (I) DSVS = 4 |α| 2 is the same as F DVS , whereas when α = 0, F (II) DSVS = 2 sinh 2 2r with Eq. (28) being reduced to cos χ (II) = tanh(2r) is equal to F SVS of Eq. (22) . Now let us turn to the case that thermal photons exist in the Gaussian probe state. For this general state, we find that three types of optimal Gaussian measurements exist and the corresponding FIs are written as 
(2n th + 1)e 4r |α| 2 + (2n th + 1) 3/2 e 2r sinh 2r (2n th + 1) 3 sinh 2 2r + 4n th (n th + 1)e 2r |α| 2 (2n th + 1) 3 sinh 2 2r − e 2r |α|
The condition | cos χ (II) DSTS | ≤ 1 at which the type-II is available can be reduced to |α| ≤ |α (II) max |e −r sinh 2r for r 0, where |α (II) max | = √ 2(1 + 2n th ) and this is the same as |α (DSVS) max | when n th = 0. On the other hand, the condition of s opt to be positive real numbers is reduced to |α| < |α (III) max |e −r sinh 2r for r 0, where |α (III) max | = (1 + 2n th ) 3/2 . In addition, there exists another bound |α (II/III) max | to |α|, through which type-II and type-III are comparable. That is, the FI for type-II is greater than that for type-III when |α| < |α (II/III) max |e −r sinh 2r for r 0, where |α (II/III)
, while the type-III outperforms the type-II when |α| > |α (II/III) max |e −r sinh 2r for r 0. At the boundary, the FIs for type-II and type-III are the same. Interestingly these three bounds coincide at n th = n (global) The regions, where each type constitutes an optimal Gaussian measurements for phase estimation with displaced squeezed thermal probe states are shown in terms of nth and |α| 2 = |α| 2 /e −2r sinh 2 2r. Solid lines represent the boundaries at which both intersecting types are optimal, and all of the three types are the optimal Gaussian measurement at a global critical point of n (global) th,c , where the boundaries coincide. When nth = 0, a transition from type-II to type-I occurs at |α| = |α (DSVS) max |. When |α| = 0, a transition from type-II to type-III occurs at nth = n (STS) th,c . |α (III) max | = |α (II/III) max | = 2 3/4 , and the three types of measurements serve as an optimal Gaussian measurement. Although their setups are different, the FIs are the same at the global criticial point. Depending on the value of α, r, and n th , there exist regions, where each of three types constitutes an optimal Gaussian measurement:
• Type-I is an optimal Gaussian measurement when |α (III) max | ≤ |α| for n th < n (global) th,c , or when |α (II) max | ≤ |α| for n th > n (global) th,c .
• Type-II is an optimal Gaussian measurement when |α| ≤ |α (II) max | for n th < n (global) th,c , or when |α| ≤ |α (II/III) max | for n th > n (global) th,c .
• Type-III is an optimal Gaussian measurement when |α (II) max | ≤ |α| ≤ |α (III) max | for n th > n (global) th,c .
• All of the three types are optimal Gaussian measurements at n th = n (global) th,c and |α| = 2 3/4 .
These regions are clearly shown in Fig. 6 . Particularly, in the limits n th 1, n th 1, |α| 1 or |α| 1, the Gaussian measurement setups we found are nearly optimal setups, i.e., FI ≈ QFI. Also note that this general distinction of the regions for the three types of optimal Gaussian measurements can be applied to all particular input states considered in the previous sections. For example, when n th = 0, type-I Gaussian measurement leads to the FI of Eq. (25) for a DSVS and type-II Gaussian measurement results in the FI of Eq. (26) for a DSVS. When |α| = 0, type-II Gaussian measurement gives rise to the FI of Eq. (23) for a STS, and type-III Gaussian measurement yields the FI of Eq. (24) for a STS. When r = 0, type-I Gaussian measurement leads to the FI of Eq. (20) for a DTS. Such mapping from general three types to particular optimal Gaussian measurements is also summarized in Table I .
V. DISCUSSION
We have shown that for displaced thermal states and squeezed vacuum states, the optimized Gaussian measurements (i.e., the homodyne detection) constitute the optimal Types n th = 0 |α| = 0 r = 0 n th = 0 = |α| n th = 0 = r setup for the phase estimation, attaining the ultimate lower limit of estimation error. For the other kinds of single-mode Gaussian probe states, on the other hand, three types of optimized Gaussian measurements are found in general. However, the maximized FIs cannot exactly reach the QFI, although they are nearly optimal in several limits. This means that a non-Gaussian measurement is required for those cases in order to achieve the ultimate estimation limit. One may then question: how can we find the optimal measurement? What kind of non-Gaussian measurement is required? We answer this question below, finally proposing optimal measurement setups.
Let us begin with rewriting the QFI of Eq. (13) in a more compact form as
whereL φ is the so-called symmetric logarithmic derivative (SLD) operator, defined in a way that ∂ρ ∂φ = 1 2 L φρφ +ρ φLφ .
The second equality in Eq. (14) , to which Eq. (29) is substituted, holds when two conditions are satisfied:
Im Tr ρ φΠkLφ = 0,
whereρ φ is the parameter φ-encoded probe state. These conditions can be satisfied if one constitutes a POVM measurement setup {Π k } by a set of projection operators over the eigenbasis ofL φ [19, 28] , so that the ultimate error bound given by the QFI is achieved. For a full-rank state ofρ φ , this is a necessary and sufficient condition, i.e., the optimal setup prepared by the SLD is the only optimal measurement, whereas whenρ φ is not a full-rank state, this is a sufficient condition, i.e., other optimal setups irrelevant to the SLD can exist [19] . The SLD operator for a quantum stateρ = n p n |ψ n ψ n | with ψ n |ψ m = δ n,m can be written as [19, 28, 30] ,
where the summation is taken over n, m for which p n + p m 0. A single-mode Gaussian state of Eq. (8) can be spectrally decomposed aŝ
where p n = n n th /(1 + n th ) n+1 . HereD(α)Ŝ (ξ)|n and D(α)Ŝ (ξ)|m are orthonormal to each other when n m. After some algebra (see Appendix A for the detail), we then find the SLD operator for an arbitrary single-mode Gaussian state, which can be written aŝ L φ = AR(φ)Ŝ (2ξ)D(ζ)R(−θ s /2)(XP +PX)R † (−θ s /2)D † (ζ)Ŝ † (2ξ)R † (φ) + C1 1,
where A = (2n th + 1) sinh 2r 2n 2 th + 2n th + 1 , ζ = α cosh 2r + α * e iθs sinh 2r + 1 A(2n th + 1) , C = 2|α| 2 A(2n th + 1) 2 sin(2θ c − θ s ).
Since the second term of the SLD in Eq. (34) only rescales the eigenvalues, it can be absorbed into the post-data processing by an optimally chosen estimator. The first term, on the other hand, plays a crucial role in determining the optimal measurement setup that saturates the quantum Cramér-Rao bound. This indicates that for displaced squeezed thermal states discussed in Section IV C, the optimal measurement setup needs to be constructed necessarily over the eigenbasis ofXP +PX [36] . Therefore, this result reveals that any singlemode Gaussian measurement cannot be the optimal detection scheme for displaced squeezed thermal states.
In particular, for displaced thermal states discussed in Section IV A, the SLD of Eq. (34) can be simplified (see Appendix B for the detail) to bê
This is the only optimal measurement setup for achieving the ultimate bound when displaced thermal states are used. It is apparent that the POVMs constructed over the eigenbasis of L φ in Eq. (35) performs the homodyne detection. On the other hand, for squeezed thermal states discussed in Section IV B, the SLD of Eq. (34) is simplified (see Appendix C for the detail) to bê L φ = (2n th + 1) sinh 2r 2n 2 th + 2n th + 1 X θs/2−φPθs/2−φ +P θs/2−φXθs/2−φ .
This is the only optimal measurement setup for the case of the squeezed thermal state input, and cannot be realized by any single-mode Gaussian measurement. The SLD of Eq. (36) is valid also when n th = 0, i.e., when the probe state is a pure state, but in this case other type of optimal measurement apart from the SLD can exist; the homodyne detection has been shown to be optimal, satisfying the conditions in Eqs. (30) and (31) although it is irrelevant to the SLD of (36) (see Appendix D for the proof). It is also worth to compare the SLDs in Eqs. (34) , (35) and (36) with the SLD that has been found for the estimation of loss parameter in Gaussian metrology [37] . There, the optimal setup consists of Gaussian operations and photon number counting for the estimation of loss parameter, but here the optimal setup needs to be composed of Gaussian operations and the POVM constructed over the eigenbasis ofXP +PX for the estimation of phase parameter. The difference implies that the optimal setup depends on the type of a generator that encodes a parameter being estimated.
VI. CONCLUSION
In this work we have investigated the optimality of Gaussian measurements for phase estimation in single-mode Gaussian metrology. We have found the optimal Gaussian measurements for all kinds of single-mode Gaussian probe states, and then compared their associated FIs with the QFI obtainable with an optimal POVM. We have shown that for the cases using displaced thermal probe states or squeezed vacuum probe states, the Gaussian measurement (i.e., the ho-modyne detection) offers the ultimate optimal measurement setup, while for the other kinds of single-mode Gaussian probe states, the ultimate error bounds can be achieved only by the non-Gaussian measurement on the basis of eigenstate of the product quadrature operatorXP +PX. Although the Gaussian measurements are not fully optimal, they provide nearly optimal measurement setups in the limits when n th → 0 or ∞, or when |α| → 0 or ∞. These nearly optimal setups may be much more favored in the experiment, where practical imperfections tend to nullify the difference.
The way the work is carried out can be applied to multimode Gaussian metrologies [38] , where an entanglement starts to play an important role in parameter estimation. One may also investigate the optimality of Gaussian measurements for other types of parameter estimation, such as loss parameter estimation or frequency estimation, and we leave them for future study. 
where the term proportional to δ m,n is omitted as it is irrelevant in the summation. Substituting p n = n n th /(1 + n th ) n+1 and Eq. (A2) into Eq. (A1), it is then simplified to bê where β = |β| e iθb . Assuming that r 0, it can easily be shown that when A = (2n th + 1) sinh 2r 2n 2 th + 2n th + 1 , |β| = |α| A(2n th + 1)
,
the operatorL 1 +L 2 is written aŝ
where C = 2A |β| 2 sin(θ s − 2θ c ). Substituting Eq. (A4) to Eq. (A3), Eq. (34) is finally obtained after a little algebra.
Appendix B: SLD for displaced thermal states
The SLD for displaced thermal states can be written aŝ
This can be further simplified to bê
Appendix C: SLD for squeezed thermal states
The SLD for squeezed thermal states can be written aŝ L φ = i(2n th + 1) sinh 2r 2n 2 th + 2n th + 1R (φ)Ŝ (ξ) â †2 e iθs −â 2 e −iθs Ŝ † (ξ)R † (φ).
This can be further simplified to bê L φ = i(2n th + 1) sinh 2r 2n 2 th + 2n th + 1R (φ − θ s /2) â †2 −â 2 R † (φ − θ s /2) = (2n th + 1) sinh 2r 2n 2 th + 2n th + 1 X θs/2−φPθs/2−φ +P θs/2−φXθs/2−φ .
Appendix D: Optimality of the homodyne detection
Here, we prove that homodyne detection is optimal for squeezed vacuum states explicitly by showing that homodyne detection satisfies Eqs. (30) , (31) . First, one can easily verify that Eq. (31) is automatically satisfied if the input state is pure and the POVM measurement setup is composed of rank-one projectors. Now, we show that Tr(ρ φΠkLφ ) is real. Squeezed vacuum states and the SLD operator for the states can be written aŝ Finally, after setting cos χ = tanh 2r and using x|re iχ = exp − x 2 2 cosh r+e iχ sinh r cosh r−e iχ sinh r π 1/4 √ cosh r − e iχ sinh r , we obtain Tr ρ φΠkLφ = exp(−x 2 cosh 2r)(2x 2 cosh 2r − 1) √ cosh 2r √ 2π , which is real. This proves that the homodyne detection with the appropriate local oscillator angle is optimal for squeezed vacuum states.
