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Abstract
Early detection surveillance programs aim to find invasions of exotic plant
pests and diseases before they are too widespread to eradicate. However, the value
of these programs can be difficult to justify when no positive detections are made.
To demonstrate the value of pest absence information provided by these programs,
we use a hierarchical Bayesian framework to model estimates of incursion extent
with and without surveillance. A model for the latent invasion process provides the
baseline against which surveillance data are assessed. Ecological knowledge and
pest management criteria are introduced into the model using informative priors
for invasion parameters. Observation models assimilate information from spatio-
temporal presence/absence data to accommodate imperfect detection and generate
posterior estimates of pest extent. When applied to an early detection program
operating in Queensland, Australia, the framework demonstrates that this typical
surveillance regime provides a modest reduction in the estimate that a surveyed dis-
trict is infested. More importantly, the model suggests that early detection surveil-
lance programs can provide a dramatic reduction in the putative area of incursion
and therefore offer a substantial benefit to incursion management. By mapping
spatial estimates of the point probability of infestation, the model identifies where
future surveillance resources can be most effectively deployed.
Keywords Invasive species, Risk Analysis, Quarantine, Non-indigenous species,
Detectability
1 Introduction
Eradication or containment campaigns for exotic plant pest and disease incursions
pose a substantial cost to agricultural producers and government biosecurity regula-
tors (Bogich et al, 2008; Myers et al, 2000). Interception of these pests at the border
is desirable, but early detection surveillance programs offer a second line of defence
against pests that escape interception and establish (Maynard et al, 2004). These pro-
grams are founded upon both the probability that pests will enter and spread, as well as
an expected utility in early detection. Surveillance effort is commonly directed towards
“risk” areas with the aim of detecting incursions before they are too extensive to erad-
icate (Barrett et al, 2009; Hulme, 2006; Stark et al, 2006). Early detection programs
often run for many years without detecting pests of concern. One such program, target-
ing a range of major horticultural pests, has operated in residential areas of Queensland,
Australia, since 1999. Surveillance by observers (entomologists, pathologists and regu-
latory inspectors from Biosecurity Queensland) has been deployed unevenly over space
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and time, based on perceived spatio-temporal risk. To assess the worth of this and sim-
ilar programs, we need to understand the value of the information that the data provide,
and how this information contributes towards the management of invading pests.
Knowledge about the extent of an incursion comes from observational data under-
pinned by an understanding of pest incursion dynamics. Bayesian models provide a
cohesive inferential framework that can combine prior information about the ecology
of a pest with information from field observations (Buckland et al, 2007; Cook et al,
2007; Cressie et al, 2009; Hooten et al, 2007). By hierarchically structuring these
models, complex systems can be broken down into simpler statistical components. A
useful decomposition used in invasion ecology is to develop component models for the
invasion process, the observation process and the distribution of parameters for these
processes (Wikle, 2003). Such models allow us to make inference on the extent of an
incursion over time given the surveillance data and prior knowledge about the incursion
parameters.
Prior expert opinion about the ecology of the invasion process can be used to define
the state of knowledge about incursion extent over time without the benefit of obser-
vations. When no pests are detected by a program, it is this prior information that
provides all of the information to support pest presence. The worth of an early detec-
tion program therefore rests on the degree to which surveillance data opposes the prior
assessment of extent. Hierarchically structured models can incorporate this prior infor-
mation about invasion process parameters, such as exposure rates and spread of a target
pest, while recognising uncertainty in the parameter values (Hooten and Wikle, 2008).
For early detection surveillance, the choice of priors for model parameters must de-
scribe the range of invasion characteristics that could belong to a potential target pest.
Target pests of concern to such a program are expected to have high probabilities of
entering, have the potential to increase to destructive levels and be capable of spreading
from the point of colonisation. In addition, target pests must also have characteristics
that allow them to be effectively eradicated or contained if there is to be some utility in
early detection (Mack et al, 2000). Priors for ecological parameters must therefore be
chosen to support a baseline estimate of the latent spatio-temporal invasion status that
can be challenged by the pest absence data.
Observational data collected by surveillance programs will imperfectly reflect the
invasion status at a site (Royle, 2006). Pests present at a site may be overlooked if
symptoms are poorly expressed, or if only a portion of the site is examined (Barclay
and Humble, 2009). In applications where presence and absence data is available, it
is possible to estimate detectability by repeated sampling of closed populations (Royle
and Dorazio, 2006; Royle and Kery, 2007). However, incursion processes are not at
equilibrium and, when only absence data are available, there is no opportunity to learn
about detectability. Expression of pest symptoms is an ecological process that is re-
lated, at least in part, to the length of time that a site has been colonised. By drawing on
prior information to model changes in detectability due to population growth over time,
the completed observation model can describe the distribution of presence/absence data
in relation to detectability at the site. As the surveillance data is space-time referenced,
it can provide information on the extent of the pest with respect to the invasion process
model.
Our interest is in understanding how surveillance changes our state of knowledge
about incursion extent. The initial state of knowledge is provided through an incursion
process model. The model can be parameterised by ecologists and managers to reflect
the characteristics of pests that will be targeted by a specific program. In this article,
we use the incursion process model to estimate the prior extent of the pest. The poste-
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rior extent is estimated by using a hierarchical Bayesian interpretation of the incursion
process model when conditioned on the observation data. As the cost of eradication
increases with pest extent, we consider estimates of extent to be a contingent financial
liability. We are thus able to contrast predictions of the current liability with and with-
out the benefit of surveillance data. In addition to estimating the total area of incursion
at a time, the incursion process model allows estimates of the point probability of infes-
tation to be mapped. Future surveillance can be planned to target sites with the highest
probability of infestation. We aim to demonstrate that pest absence data collected by
surveillance programs, when appropriately modelled, can be justified in terms of the
gains in knowledge about pest extent.
The model is analytically complex and so the posterior distributions of invasion ex-
tent and ecological parameters are estimated with Markov chain Monte Carlo (MCMC)
simulation using the BUGS software (Spiegelhalter et al, 2003; Thomas et al, 2006).
After introducing the model in section 2, model behaviour is demonstrated using sim-
ulated datasets in section 3. The framework is then extended to include explicit spatial
priors for exposure rates and applied to surveillance for banana pests in a residential
area in section 4. The simple framework can be modified or expanded to include more
detailed ecological and surveillance processes and to meet the needs of specific early
detection programs.
2 Model
2.1 Overview and Notation
Invasion ecology and epidemiology both deal with the introduction and spread of dam-
aging species into a geographically distinct area. We will use the terms pest to cover
both arthropod pests and diseases and ecology to refer to both epidemiology and inva-
sion ecology. We will use incursion to refer to an invasion that is in the early stages
of spread and could be considered for eradication or control. Square bracket nota-
tion is used to denote a probability distribution, for example, [a,b|c] refers to the joint
probability distribution of a and b given c.
Suppose Z(s, t) ∈ {0,1},(0= absence,1= presence) is the binary status of a latent
incursion process, at a location with coordinates, s, at time, t, in a continuous space-
time domain of interest, A. The spatial status of the incursion at a given time, t, can
be denoted by Z(, t) and the incursion status at any location, s, over time can be given
by Z(s,). Letting Z ≡ {Z(s, t) : (s, t) ∈ A}, we wish to infer Z from binary surveillance
data, X = {xi : i = 1, . . . ,N}, collected from N visits, which are indexed in space and
time by si and ti.
Of secondary interest is the estimation of some invasion process parameters, θ p ,
that describe the pest ecology and thereby, Z. Consider the joint prior distribution of
the incursion status and process parameters,
[Z,θ p] = [Z|θ p][θ p]. (1)
The distribution represents our prior knowledge about how a target pest incursion
could manifest in the district, based upon the expert opinion contained in the process
parameters and the structure of the model.
Surveillance observations are imperfect and can also be modelled with uncertainty
in the observation parameters, θ d . Following Wikle (2003), a general hierarchical
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Bayesian framework for the joint posterior distribution of the invasion status and pa-
rameters, conditional on the data, is,
[Z,θ p,θ d |X ] ∝ [X |Z,θ d ][Z|θ p][θ d ][θ p]. (2)
The first term on the right hand side is the observation model that specifies the dis-
tribution of the observational outcomes, conditional on both the underlying invasion
status and the observation parameters. The next term models the distribution of inva-
sion status, conditional on the distribution of the invasion process parameters. Finally,
the parameter models describe the distribution of both the observation and process pa-
rameters.
The difference between the posterior and prior distribution of invasion status and
process parameters (Z,θ p) is due to the knowledge that is gained by observations from
the early detection surveillance program.
2.2 Incursion Process Model
Pest pressure into a district results in the establishment of a plant pest species at
(χ,φ) ∈ A, where χ is the location and φ is the time of colonisation. We adopt a
continuous colonisation time model with,
[φ |λ ]∼ Exponential(λ ), (3)
where λ is the exposure rate parameter for a potential target pest. Uncertainty in
the exposure rate is given by a gamma hyperprior, λ ∼ Gamma(aλ ,bλ ).
In the absence of prior information about the spatial distribution of colonisation
points, we let χ be uniformly and randomly distributed within the bounds of the dis-
trict. Later, in the surveillance program application, we adopt a discrete χ ∈ {χm : m=
1,2, . . .M}, where χm is the centroid of sub-district m. We consider the probability of
colonisation in each sub-district to be proportional to the number of residential prop-
erties in the sub-district. Letting Rm be the proportion of residential properties in the
district that are in sub-district m, we model the distribution of the colonisation point
falling in sub-district m as,
[m]∼ Categorical(R), (4)
with χ = χm.
Note that here we are only considering an incursion that originates from a single
colonisation event. An alternative approach would be to model colonisation events
independently across the sub-districts, [φm|λm]. While such a model would reflect the
opportunity for repeated incursions over the surveillance period, computational limits
prevent this approach being used for this application. The practical implications of this
are discussed further in section 2.4.
Incursion models based on dispersal by diffusion lead to asymptotically constant
rates of advance for invasion fronts (Skellam, 1951; Shigesada et al, 1995). While
recognising the complexity of invasive species spread (see Hastings et al (2005) for a
review), we adopt this simple model and assume spread to occur from χ at a constant,
but unknown, rate υ . The prior for velocity of spread is given by, υ ∼Uniform(aυ ,bυ),
with the interval, aυ to bυ , encompassing spread rates for target pests.
The distribution of the invasion status, Z(s, t), can be calculated over space and
time from the joint distribution of [χ,φ ,υ ] using the indicator function,
Z(s, t) = I(t− (φ +‖s−χ‖/υ)≥ 0). (5)
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The resulting model for the invasion status can be visualised as a distribution of
inverted cones in space and time. The apex of the cone is at (χ,φ) and is a stochastic
process on (λ ,R) with epistemic uncertainty surrounding λ . The angle of the cone
is represented by the uncertainty surrounding υ . As each plausible incursion process
can be described completely by Eq. 5, the joint distribution of [χ,φ ,υ ] models the
spatio-temporal correlation in colonisation times.
In order to link the observation data at a visit to the invasion process model, we ex-
tend the notation for the colonisation time of the district, φ , to refer to the colonisation
time at a particular location, φ s, so that,
φ s = φ +‖s−χ‖/υ . (6)
When given a suitable model for the observation process at (s, t), the posterior
distribution of [χ,φ ,υ ] can now be estimated by conditioning on the observation data
collected from the geo-referenced sites.
2.3 Observation Model
To obtain a positive record for a colonised site, the pest must be detectable, observed
and reported. Detectability is defined as the probability of seeing a pest on a single
selected plant at the site as determined by the visual expression of pest symptoms. To
be observed, these symptoms must be perceived by the observer on one or more plants
examined. For a pest to be reported, it must be observed and subsequently collected
and diagnosed for a confirmed positive record. Failure at any of these three points will
result in a false negative observation for the site. The completed observation model
consists of a biological process component for detectability and a sampling component
for observation and reporting.
Rather than modelling population growth per se, we model increase in detectability
as a function of time elapsed since the site was colonised. When a site is first colonised
at φ s, there may be a biological latent period, γ , before any symptoms are visible. This
pest latent period may be non-existent in the case of many insects but for systemic
diseases, it may be months or years. The length of time for which the pest could have
been detected, C(s, t), at the observation time t, will be,
C(s, t) = t−φ s− γ. (7)
We define D(s, t) to be the pest detectability on a plant at s, t. Hooten et al (2007)
use a Ricker model for density dependent growth in population abundance. Here we
use a similarly shaped logistic growth model, implemented as an inverse logit function,
to deterministically model pest detectability at some time after the site is colonised,
D(s, t) =

0 if C(s, t)≤ 0,
logit−1(βC(s, t)+h) otherwise,
η if logit−1(βC(s, t)+h)> η
(8)
where β is the rate of increase in pest detectability over time and h is an offset to define
a small threshold of detection (say logit(1/1000)). In keeping with reproductive growth
of our target species, we assume a lognormal prior, log(β ) ∼ N(µβ ,σ2β ) to prevent
negative growth rates that would represent a failure to colonise. AsC(s, t) increases, the
pest detectability will approach one. An additional parameter, η ∼ Uniform(aη ,bη),
is introduced to model uncertainty in the maximum pest detectability. The model for
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D(s, t) provides the structure to relate observations back to the invasion status of the
site.
At any particular observation visit, i, there will be local environmental variation
in pest detectability. Letting Di ≡ D(si, ti) be the pest detectability on a plant at ob-
servation visit i, we include a random effect by modelling the visit detectability, D∗i ,
as,
logit(D∗i ) = logit(Di)+ εi, (9)
where, εi ∼ N(0,σ2) with fixed variance, σ2.
For a given detectability, observation of a pest at a visit will also be a function of the
search intensity. Surveillance consists of a visit to a site where a total of ni plants are
examined and the binary presence/absence outcome for the visit recorded, xi. While
we expect detectability between plants at a visit to vary, for this application we are
generally dealing with a small number of plants in suburban backyards. As we expect
the variation to be small compared to εi, we assume that detectability on individual
plants at a visit is homogeneous and that the effect of within site variation is accounted
for by εi. Assuming independence, the probability of observing the pest, Qi, on any of
the ni plants inspected is modelled as,
Qi = (1− (1−D∗i )ni). (10)
Uncertainty in the probability of reporting a pest, given that symptoms were ob-
served, is described by an informed prior for a reporting parameter, ω ∼ Beta(aω ,bω).
Assuming independence, the probability of the pest being reported is given by,
Pi = ωQi. (11)
The observation outcome for visit i is then modelled as,
[xi|Pi]∼ Bernoulli(Pi). (12)
The observation model provides for considerable parameter uncertainty from a
range of sources that may be relevant to a particular early detection surveillance pro-
gram. The observation parameters are poorly identified by the data but are included
individually to provide a rich model that can be informed by regulators and ecologists
for specific applications.
2.4 Parameters
Early detection surveillance programs target species which we may wish to eradicate.
The selection of prior distributions for parameters to reflect the characteristics of target
species is therefore critical for providing the baseline belief in the invasion threat. It is
this information, elicited from managers and ecologists, that provides the foil against
which the surveillance data is tested. Priors for the invasion process parameters must
characterise organisms that have the capacity to both establish and assume pest status.
A somewhat opposing constraint is that the process parameters must only characterise
pests with viable management options, most notably the potential for eradication. The
complete list of informed priors and the parameters used for the analysis are given in
Table 1. In this section, we discuss the biological and management characteristics that
define the parameter space over which we evaluate our data.
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Rate parameters for the pest establishment process are difficult to quantify for a par-
ticular species (Koch et al, 2009; Simberloff, 2005). However, parameter uncertainty
in exposure rates can be characterised in terms of the goals of a general early detection
surveillance program. If exposure rates for a particular pest species are greater than
one in every five years, regulators would either design a tailored detection and erad-
ication program, or accept that repeated eradication was not feasible. For pests with
low exposure rates, targeted surveillance would be unlikely to provide any return on
the investment for many years. A Gamma(10,100) distribution is proposed for the ex-
posure rate parameter, λ , which has a mean of 1/10 years and 5% and 95% quantiles of
1/18.4 and 1/6.4 years. As mentioned in Section 2.2 computational limits prevented us
from modelling exposure rates independently at the cell level. While multiple cells in a
district may be colonised before the first detection is made, we consider that inference
is still valid for the low prior exposure rates that are a feature of these programs.
For this application, we focus on short distance natural spread from a colonising
propagule that would be considered for eradication. If natural spread is too fast, the
chance of eradication is slim, even if detected early. At the other end of the scale,
pests that spread extremely slowly are unlikely to be considered for eradication as they
seldom have a substantial impact on horticulture. Uncertainty is modelled using a
uniform prior for spread rates of between 500 m and 5 km per year.
The model of detectability requires information about the latent period, growth
rate, maximum detectability and variability. Long latent periods before the pest is
observable will make detection and eradication prohibitively difficult (Manjunath et al,
2008). We propose a uniform prior for the pest latent period, γ , that ranges from 0 to
6 months. Applications for specific pests would benefit from modelling the population
dynamics explicitly and interpreting process detectability from population size (Hooten
et al, 2007). In the absence of specific life history information, we consider prior
rates of increase in pest detectability, β , that give 5%, 50% and 95% quantiles of 24,
125 and 653 days to attain a pest detectability of 0.5. Even after a long period of
colonisation at a site, the expected pest detectability on a plant will not necessarily
approach one. A uniform prior for η is proposed over the range of 0.75 to 0.999. For
the banana surveillance model, bη was reduced to 0.9 to provide greater scope for local
environmental variation. Visit specific variation in the expression of pest symptoms is
incorporated using a normal distribution with a variance, σ2, of 0.1 on the logit scale.
The variance in detectability is greatest when the process detectability is 0.5, where
two standard deviations cover a range of detectability from 0.35 to 0.65.
Finally, observers may erroneously attribute symptoms to physiological stress or
endemic species and fail to collect a sample of the target pest for diagnosis and report-
ing. The probability of reporting a pest that is observed, ω , is expected to be high, but
is included as additional uncertainty with a Beta(18,2) prior.
2.5 Inference and Interpretation
The value of information provided by early detection surveillance data is examined in
two ways. Firstly, we consider that the estimated area of incursion extent describes
a contingent liability. This liability represents a management cost that pest managers
must be prepared to account for at any particular time. Extent can be estimated from
both the prior and posterior distribution of Z(, t). By comparing the liabilities asso-
ciated with these two extents, managers can determine whether the reduced liability,
given surveillance data, is warranted by the expense of the program. While the true
cost of responding to an incursion will not be realised until a particular pest is detected,
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Table 1: Description of informative priors to describe uncertainty in the observation
and ecological characteristics of target pests.
Parameter Description Prior Distribution Prior mean SD
λ District exposure rate (/yr) Gamma(10,100) 0.1 0.032
υ Spread rate (km/yr) Unif(0.5,5) 2.75 1.30
γ Pest latent period (yr) Unif(0,0.5) 0.25 0.14
β Process detectability growth rate LogNorm(3,1) 33.12 43.41
η Maximum process detectability Unif(0.75,0.999) 0.87 0.069
ω Reporting probability Beta(18,2) 0.9 0.065
these liabilities form a reasonable basis for comparison given the uncertainty about the
threat. The second advantage that surveillance provides is through updated estimates
of the point probability of infestation at a given time.
Most commonly, interest is in estimating the current incursion status, Z(, l) where
l is the time that the last observation is made. We examine three statistics for incursion
extent that are derived from the joint distribution of [χ,φ ,υ ] in both the prior and
posterior model.
Firstly, we consider the latent colonisation state of the district at time l to be Vl so
thatVl = 0 if the district is pest free andVl = 1 if it is infested. By calculatingVl = φ < l
from samples taken from the prior and posterior distribution of φ , we can estimate the
mean colonisation state V¯l . This estimate can be interpreted as the probability that the
district is colonised and that some management liability has accrued by the current
time. The difference between the prior and posterior estimates of V¯l , represents the
change that surveillance information makes to the belief that the pest is established in
the district.
Secondly, if the district has been invaded, eradication costs are expected to increase
with the area infested. The radius of incursion, ρl = (l−φ)υ : φ < l, provides a simple
measure of the incursion extent for an unbounded domain. A better measure of eradi-
cation costs is the area infested, αl , which we define as the area of Z(, l) : Z = 1, l > φ
across the domain. Note that this definition excludes the case where the district is
free of the pest (ie. αl > 0) and translates into the estimated liability for managing an
incursion given that the district was colonised.
The final use of the joint distribution of [χ,φ ,υ ] is to map the spatial posterior
distribution of incursion status after surveillance, Z(, l). We use samples from the
prior and posterior distributions of Z(, l) to estimate the point probability of infestation,
Z¯(, l)=Pr(Z(, l)= 1). These maps help future surveillance to be targeted at geographic
areas with a higher probability of being infested.
2.6 Computation
Analysis is conducted using MCMC simulation within the WinBUGS and OpenBUGS
software. BUGS software uses Gibbs sampling to simulate the joint posterior distribu-
tion of the model parameters by drawing each of the parameters in a prescribed order,
conditional on the value of all other parameters and the data (Gelman et al, 2004;
Spiegelhalter et al, 2003). All parameters are initialised with a starting value (here
generated using the BUGS built-in function) and new parameter values are proposed
in turn. After a suitable number of “burn in” iterations to remove initialisation effects,
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the parameter estimates will be sampled from the joint conditional distribution of the
parameters given the data. These “burn in” samples are discarded with the remaining
iterations used as samples from the posterior distribution of parameters. The number
of iterations needs to be large enough for the Markov chain to converge to its stationary
distribution. Convergence for models may be checked by running multiple chains, each
initialised with different values, to ensure that chains are all converging to the same
joint density and not, for example, becoming trapped in local minima. Preliminary
runs of the models were assessed for convergence using the Gelman-Rubin statistic
(Brooks and Gelman, 1998) to determine a suitable burn-in period for the sampler.
3 Simulations
Simulated data sets are used to examine the model behaviour over a range of space-
time visit scenarios. Our interest is in how estimates of extent change with the data
characteristics of different scenarios, and how the data inform the individual process
parameters that contribute to this change.
3.1 Data and Methods
Six scenarios were examined for a 50 km × 50 km district with observations made at
N sites and each site visited on a single occasion. In scenario A, observations consisted
of absence outcomes, xi = 0 : i = 1,2, . . . ,N, for N = 20 sites within the district, with
each site visited six months apart, ti = {0.5,1.0,1.5, . . . ,10.0}. Observations are made
on ni = 20 : i= 1,2, . . . ,N plants for each visit. The location of sites, si were generated
randomly from a bivariate uniform distribution over the district.
Scenarios B and C examine the effect of site location on the posterior distribution
of the colonisation point, χ . In scenario B, a sequential series of observations runs
diagonally up across the domain. In scenario C, all observations were made at the
centre of the domain.
Scenarios D and E examine the effect of surveillance intensity. In scenario D,N was
increased to 40 with additional random sites inserted alternately over time between the
data in scenario A. In scenario E, N was reduced to 10 using every second observation
from Scenario A. Finally, in scenario F, the spatial arrangement in scenario A was
retained but with a positive detection on the final observation.
Samples from the prior and posterior distributions of φ and υ were used to estimate
the colonisation status, Vl , and the area infested, αl , at l = 10 years. Prior distributions
for Vl and αl were simulated using the R software package by drawing 50 000 samples
from [φ |λ ][λ ] and [υ ]. The posterior distributions of Vl and αl were calculated from
samples drawn from the φ and υ chains generated by the WinBUGS model which
was run with two chains run for 50 000 iterations after a 10 000 iteration burn-in and
thinning every second draw.
3.2 Results
Surveillance absence data naturally reduces our estimates of the probability of pest
presence across the domain as well as updates our beliefs about the invasion parame-
ters. In scenario A, the estimate of the probability that the district is colonised, V¯l , was
modestly reduced from a prior mean estimate of 0.62, to a posterior mean estimate of
0.44 (Table 2). More intensive surveillance increases the estimate of the district being
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free from pests, although the differences in V¯l between the scenarios for N=10, 20 and
40 were not substantial.
Table 2: Prior and posterior means and standard deviations for selected parameters
and scenarios. Scenarios B and C are used to demonstrate spatial effects only and
are omitted. Scenario A) N = 20, D) N = 40, E) N = 10, F) N = 20 and xN = 1.
Prior mean Posterior mean: A D E F
Vl 0.616 (0.486) 0.444 (0.497) 0.393 (0.488) 0.472 (0.499) 1 ( 0)
ρl 16 (11.4) 8.1 (5.76) 6.56 (4.45) 8.79 (6.31) 17.4 (6.31)
αl 683 ( 690) 228 ( 269) 166 ( 203) 250 ( 294) 849 ( 487)
φ 11.1 (12.4) 14.9 (13.2) 16 (13.3) 14.4 (13.3) 3.68 (1.98)
υ 2.75 ( 1.3) 2.53 (1.31) 2.53 (1.32) 2.52 (1.31) 2.96 (1.13)
λ 0.010 (0.032) 0.097 (0.031) 0.096 (0.030) 0.097 (0.031) 0.11 (0.032)
β 33.1 (43.4) 32.4 (43.0) 32.8 (43.3) 32.8 (43.0) 33.1 (43.2)
In addition to the reduction in V¯l , there was a marked decrease in the posterior
estimate of the area infested if the district were colonised, αl . Scenarios D and E
demonstrate that more intensive surveillance with additional absence outcomes result
in a lower posterior estimate of αl . The posterior reduction in area can be attributed to
changes in two parameters. Firstly, there is a lower posterior probability that the pest
has been established for a long period (Fig. 1c), with the mode of φ approaching l.
Secondly, the rate of spread has been conditioned towards lower values (Fig. 1b). The
joint distribution of these two parameters translates into a smaller posterior distribution
of the radius of incursion (Fig. 1d) and consequently, a large reduction in αl .
For each scenario, the distribution of district colonisation points, χ , is shown for
those colonisation events that occur before l (Fig. 2). Regions of lower posterior
probability of colonisation occur close to the observation points. More recent absence
data provides stronger evidence against colonisation in the vicinity of the observation
point. This effect is due to the relatively small window of opportunity for colonisation
to have occurred in the vicinity before the pest would have arrived at the site by natural
dispersal and been detected.
In the event of a detection, there is naturally a strong positive spatial association
between the posterior distribution of χ and the detection point (Fig. 2f). The shape of
the posterior distribution of χ is then determined by the space-time arrangement of the
earlier absence observations.
Observation parameters (β , γ , ω , η) register only small changes in the posterior
estimates due to identifiability issues mentioned earlier. As would be expected, there is
little difference between the prior and posterior estimates of exposure rate, λ , which,
after ten years of absence data, remains close to one in ten years (Fig. 1a). The posterior
estimate of velocity of spread is weighted towards pests with characteristics for slow
spread, these being less likely to be intercepted by a given surveillance program. It
should be noted that the posterior distribution of υ , shown in Fig. 1b, includes the 56%
of MCMC samples from the distribution where φ > l and which therefore provide no
conditional information about υ .
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Figure 1: Prior distributions (dashed) and posterior distributions (solid) of selected
parameters from scenario A. a) exposure rate, λ b) velocity of spread, υ c) time of
colonisation, φ d) radius of incursion at 10 years if colonisation had occurred, ρl .
Figure 2: Posterior distribution of colonisation point, χ (grey) given that colonisation
occurs before l, after ten years of observations with 20 plants examined at each site
(black). a-e) Absence outcomes at all sites. f) Absence outcomes at first 19 sites with
a detection at l. The final observation site for a,d-f has sN=(13.9,32.4).
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4 Early Detection Program
4.1 Surveillance Data and Methods
We analysed surveillance data for early detection of banana pests in a district cover-
ing a residential area of Cairns, Queensland between July 2003 and June 2008 (l=4.9
years). Data were collected from 272 sites on 326 occasions, with each site being
visited between one and five times through the period. An average of 19 plants were
examined on each occasion. To model the point of colonisation, χ , the district was
gridded into 1 km × 1 km cells (sub-districts) and the number of properties in each
sub-district retrieved from a cadastral database. Sub-districts containing fewer than ten
properties were removed from the domain as these generally represent natural reserves
or sugarcane plantations that contain few, if any, banana plants. The proportion of the
remaining properties falling in each sub-districts, Rm : m = 1,2, . . . ,191, provided a
simple model for pest pathways into the district. The land area of the sub-districts,
taking into account those overlapping the coast, is 187 km2
A stochastic simulation model of sub-district colonisation and spread was devel-
oped to sample the prior distribution of φ and υ using the method described in section
3.1. At each of 100 000 iterations, the colonisation event, χ , was assigned to sub-
district m with categorical probability Rm. For each iteration, the radius of the infested
area ρl was calculated. To restrict estimates of the area infested, αl to within the ir-
regular domain, a 100 m grid was constructed over the valid sub-districts. Those grid
points that were intercepted by ρl were used to calculate αl and to generate the empir-
ical cumulative distribution function for the area of infestation.
The prior spatial distribution of incursion status at Z(, l) was evaluated across a 100
m grid using iterations from the joint prior distribution [χ,φ ,υ ]. At each grid point,
g, the mean of the simulated values, Z¯(g, l), was calculated as an estimate of the point
probability of infestation Pr(Z(g, l) = 1). These values were then used to construct a
contour map. Note that in contrast to the estimation of αl , the map has been allowed
to extend outside the domain of the sub-districts to illustrate that the model does not
accommodate for landscape heterogeneity during the spread process.
Values from the posterior distributions were generated in OpenBUGS from two
chains run for 50 000 iterations after a 10 000 burn-in. OpenBUGS was chosen for this
simulation after it was found to run the model in less than an hour rather than several
hours in WinBUGS. The pseudo-code for the model is provided in Appendix A. Sam-
ples from the joint posterior distribution of [χ,φ ,υ ] were treated in the same manner
as the prior simulation to estimate the posterior distribution of αl and the empirical cu-
mulative distribution function. The joint posterior distribution was also used to contour
map the posterior estimate of Z¯(, l) and Z¯(, t = 6.0), over the 100 m grid.
As the results of the comparison are highly dependent on the prior specification,
a sensitivity analysis was conducted over a range of prior parameter values. While
the onus is on the managers of early detection programs to define the pest threat, we
examined the sensitivity of V¯l , αl and Z¯(, l) to the choice of parameters to characterise
the changes in inference. Due to the large number of parameters in the model, our
approach was to alter only one parameter at a time and note the impact on the estimates.
4.2 Results
The value of early detection surveillance program information was examined by com-
paring prior and posterior estimates of: the probability of district colonisation, V¯l , the
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infested area if colonisation has occurred, αl , and the spatial status of the incursion at
times of interest, Z¯(, t).
The value of V¯l represents the estimated probability that a target pest has established
and that there is some unrealised cost associated with eradication. Table 3 shows that
the posterior probability of V¯l is around a quarter of the prior estimate. As there is little
change in the posterior estimate of exposure rate, λ , the lower posterior probability of
colonisation can be mostly attributed to stochastic outcomes of the exposure process.
Table 3: Summary of prior and posterior estimates of latent variables and parameters
for early detection surveillance of bananas in the Cairns district.
Prior: mean Posterior: mean SD 0.025 0.975
Vl 0.38 0.090 0.286 0 1
ρl 7.26 1.261 1.065 0.05223 3.982
αl 68.03 5.957 9.208 0.01 30.65
φ 11.11 15.35 12.75 4.032 49.71
υ 2.75 2.69 1.3 0.60 4.88
λ 0.1 0.096 0.030 0.046 0.164
β 33.12 33.35 42.91 2.68 150.7
In addition to providing greater confidence in pest freedom, surveillance markedly
reduces the estimated infested area if the district was colonised, αl . The combined
effect of these estimates of Vl (y intercept) and αl are presented together in Fig. 3
as an empirical cumulative distribution function of area infested. These demonstrate
a substantial difference in the prior and posterior state of knowledge about incursion
extent and therefore the putative eradication costs that have accrued.
Spatial estimates of the probability of colonisation events occurring in each sub-
district are shown in Fig. 4 along with contour maps of the prior and posterior esti-
mates of the point probability of infestation. At time l, surveillance provides an order
of magnitude reduction in the probability that any particular location is colonised. The
reduction is a result of a shift towards estimates of later colonisation times in the poste-
rior distribution and, to a lesser extent, a reduction in spread velocity. Ideally, a surveil-
lance program would aim to produce a flat posterior surface for the point probability of
infestation. The spatial distribution of Z¯(, l) shows that areas around sub-districts with
a high prior probability of colonisation retain a relatively high posterior probability of
infestation even though they were intuitively targeted more heavily by surveillance.
As the probability distribution of incursion extent is deterministically described
over time by [χ,φ ,υ ], it is a simple task to evaluate Z¯(, t) at any time. The posterior
probability of infestation after six years is shown in Fig. 4c. As surveillance data
becomes older and no new data is obtained, continued exposure to pest pressure erodes
confidence that the invasion extent is small and manageable.
We report briefly on the impact of different prior specifications on the posterior
estimates of pest extent in Table 4 and map the results in Fig. 5. Doubling the prior
exposure rate, λ , led to a roughly proportional increase in V¯l . As the estimate of the
area infested if the district was colonised was relatively unchanged, there was a fairly
uniform doubling of the estimate of Z¯(, l). The pattern of surveillance deployment to
address risks across the district would be expected to remain the same under reasonable
changes in the prior assumptions.
Reducing the minimum velocity of spread, aυ , from 500 m to 50 m had negligible
impact on the posterior distribution of extent. As expected, the estimate of the area
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Figure 3: Empirical cumulative distribution function for the prior (grey) and posterior
(black) distribution of area of infestation over the domain of 187 km2.
infested given that it was colonised is lower but this is compensated for by a higher
probability that the district is colonised. Doubling the maximum velocity of spread,
bυ , to 10 km had a noticeable impact on the shape of the posterior estimate with a
more profound effect in the outlying regions where there is a low prior probability of
colonisation. However, at a program management level, the changes in estimates were
not severe enough to alter the general patterns in deployment of surveillance resources.
The model is relatively insensitive to changes in the variance for the rate of change
in detectability, σ2β . Doubling the variance caused a slight increase in the estimated
posterior extent of the pest. Changing the prior range for maximum detectability η
from 0.75-0.9 to 0.5-0.9 and 0.5-0.7 had little impact upon the estimate of extent. For
this application, where the observability is a function of the number of plants examined,
the probability of failing to detect given a maximum detectability of 0.5 or 0.9 for a
single plant will be negligible.
Changes to the visit specific random effects, σ2, produced unexpected results.
Where variation in detectability due to random effects is high, there is a slight decrease
in the estimate of posterior extent. It was expected that the additional uncertainty at the
visit level would absorb some of the information in the absence data so that there would
be a higher probability of recording a false absence. However, by imposing more vari-
ation, it is a priori more likely that the product of the likelihood of missing the pest
over all observations will be lower than if there was little variation. In the scenarios
examined, these competing attributes lead to a model that is insensitive to the random
effects due to local environmental variation.
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Figure 4: Prior (a) and posterior (b,c) distribution of sub-district colonisation events,
χ where t > φ , for banana pests targeted by an early detection surveillance program
in Cairns, Queensland. (a,b) at times t = l = 4.9 years and (c) at t = 6.0 years with
no further surveillance. Contours display the prior or posterior point probabilities of
infestation, Pr(Z(, t) = 1), resulting from colonisation and subsequent spread.
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Table 4: Sensitivity of probability of colonisation and estimated area of infestation
if colonised. Scenario 1 is the original model. Prior values for other scenarios are
shown only where they differ from scenario 1.
Scenario prior values V¯l α¯l
1 λ (10,100) υ(0.5,5) β (3,1) η(0.75,0.9) σ2(0.1) 0.09(0.29) 6.0( 9.2)
2 λ (20,100) . . . . . . . . . . . . 0.17(0.38) 6.1( 9.4)
3 . . . υ(0.05,5) . . . . . . . . . 0.11(0.31) 4.6( 8.0)
4 . . . υ(0.5,10) . . . . . . . . . 0.07(0.26) 11.9(17.6)
5 . . . . . . β (3,1.4) . . . . . . 0.10(0.29) 8.1(13.4)
6 . . . . . . . . . η(0.5,0.9) . . . 0.09(0.29) 6.2( 9.5)
7 . . . . . . . . . η(0.5,0.7) . . . 0.09(0.29) 6.2( 9.1)
8 . . . . . . . . . . . . σ2(0.05) 0.09(0.28) 6.1( 9.2)
9 . . . . . . . . . . . . σ2(2) 0.09(0.28) 5.5( 8.1)
5 Discussion
Hierarchical Bayesian models can estimate invasion status over space and time when
given prior information on the invasion processes and space-time referenced surveil-
lance absence data. By interpreting estimates of incursion extent as a liability for erad-
ication costs, typical early detection programs can demonstrate a substantial reduction
in the estimated financial liability for eradication. This is achieved through a lower
probability that a district has been colonised and a much reduced estimate of the in-
fested area within the district. By developing these models as routine management
tools for early detection surveillance, decisions can be made on when and where to
most effectively deploy surveillance as new data arrive.
Inference on the posterior extent of an invasion is dependent on the prior informa-
tion embedded in the model. Model results are sensitive to the selection of priors for
exposure rates and spread rates but are consistent enough to deliver the same conclu-
sions at a program management level. Furthermore, we feel that the process of defining
this prior information with respect to the program goals provides a more rigorous foun-
dation for implementing an early detection surveillance program. Once these goals are
set, regulators can manage liabilities by weighing up the costs and benefits of conduct-
ing surveillance to address their a priori defined threats. While we have not carried
out a specific cost analysis, this could be done on a simple areal basis (Bogich et al,
2008) or by more detailed spatial analysis of expected surveillance and response costs
(Hauser and McCarthy, 2009).
Identifying the potential pathways for the introduction of exotic plant pests is criti-
cal for assessing the probability of colonisation (Colunga-Garcia et al, 2009). Here we
assume no prior information about which particular property in a sub-district might be
the point of introduction. Within any given district, additional site information could be
incorporated into the prior, based on likely pathways for introduction (Hulme, 2006).
When exposure pathways are poorly understood, additional uncertainty about the spa-
tial exposure rates should be included (Stohlgren and Schnase, 2006). As pathway
uncertainty increases, model estimates will suggest that surveillance resources need to
be spread more evenly, and hence more thinly for a given cost, over the area of interest.
As with all models, inference should not be extended to ecological systems be-
yond the specification of the model structure (Barry and Elith, 2006). Incursion spread
rates are known to be influenced by population abundance and this can be particularly
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Figure 5: Posterior point probability of infestation for the central part of the domain for
sensitivity analysis scenarios. For comparison, the posterior for scenario 1 is displayed
(grey dashed). Note different contour interval on 2.
important immediately following introduction (Liebhold and Tobin, 2008). It is also
common for species to have multiple dispersal mechanisms that operate at quite dif-
ferent scales (Hastings et al, 2005). Short and long distance natural dispersal, as well
as human assisted modes, may be present in both insects and pathogens (Kawasaki
et al, 2006). Pests of interest to early detection surveillance programs almost always
have a human assisted pathway, either on propagating material, produce, or as hitch-
hikers. As the area of an incursion increases, there will be a proportional increase in
the potential for human assisted modes of spread. Without additional information on
multi-modal dispersal, it can be difficult to identify the contribution of each process
to the evolution of the incursion (Cook et al, 2007). Our simple deterministic model
of spread imposes a strong spatial connectivity between sites. Incorporating human
assisted or long distance spread will break down spatial connectivity, resulting in a loss
of inferential strength (Dybiec et al, 2004). That is, the model may fail to adequately
predict the extent of an incursion. We acknowledge the inability to delimit extent as a
very real issue for eradication campaigns (Panetta and Lawes, 2005). The model pre-
sented is limited to assimilating information about pests early in the incursion phase
when they are locally dispersed by natural diffusive processes. Models with additional
dispersal modes warrant attention to determine whether pests with these characteris-
tics are eradicable and should therefore be of interest to early detection surveillance
programs.
For a specific high priority pest, the model could easily be parameterised to eval-
uate a targeted early detection program. The population dynamics of many high pri-
ority pests have been researched in their native or invaded habitats, providing reason-
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able prior information on life history parameters. Incursion process parameters should
however reflect the uncertainty about the pest’s ecology in a novel environment (Fitz-
patrick et al, 2007). Upon detection of a particular pest by a non-specific early detection
surveillance program, reparameterisation of the model should allow existing absence
data to fit seamlessly into an incursion response. Incursion status maps could then be
generated to direct surveillance for delimiting the pest extent. Where a high degree
of uncertainty about invasion process and observation parameters exists, experimental
work can be undertaken in conjunction with surveillance. Empirical studies that aim
to reduce uncertainty in model parameters will strengthen inference on extent and aid
management decisions.
The flexibility of hierarchical models to manage data and ecological knowledge
from many sources makes them ideal for biosecurity applications where decision mak-
ing is required in the presence of considerable uncertainty. In contrast to traditional
design prevalence methods that set a fixed acceptable level of infestation (Cannon,
2002), the onus is shifted to one of defining uncertainty in the invasion and observa-
tion processes. Regulators and ecologists will have a range of views on the subjective
model specification and parameter uncertainty, but these views can be reconciled by
focusing on the management consequences of the models proposed (Clark et al, 2003).
We argue that the hierarchical Bayesian approach provides greater insight into the ecol-
ogy of potential invasions and more tangible inference to support the management of
plant pest incursions. Perhaps most importantly, the hierarchical Bayesian framework
offers a transparent, formal language that should encourage ecological experts and reg-
ulators to discuss their prior assumptions about incursion processes and management
objectives for more effective early detection surveillance programs.
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Appendix: OpenBUGS code for the Cairns district ba-
nana surveillance model
model
# Cairns District model for estimating posterior distribution
# of colonisation times for banana pests
# 16 Mar 2010
{
for (s in 1:n.a) { # for each of the sites
for (t in 1:n.t[s]){ # for each time
# Outcome of all samples at time t
x[s,t] ~ dbern(P[s,t])
# Probability of detection at site
P[s,t]<-(Q[s,t])*omega
# Probability of observing
Q[s,t]<-1-P.miss[s,t]
# prob missing at site for number of plants inspected
P.miss[s,t]<-pow((1-D.cut[s,t]),n[s,t] )
# Detectability if
D.cut[s,t] <- D.star[s,t] * I.det[s,t]
# Boolean true if length of time detectable is positive
I.det[s,t]<-equals(C.star[s,t],abs(C.star[s,t]))
# Random effects variation at visit
logit(D.star[s,t]) <- D.2[s,t] + epsilon[s,t]
epsilon[s,t]~dnorm(0,tau[s,t])
tau[s,t]<-1/sigma.2
# Truncate at maximum detectability
D.2[s,t]<-min(D.1[s,t], logit(eta))
# Deterministic estimation of detectability
D.1[s,t] <- logit(unit) + beta*C.star[s,t]
# Latent period for detection
C.star[s,t]<-C.[s,t]-gamma
# Length of time colonised
C.[s,t]<-Time[s,t]-phi[s]
# Record whether colonised at sampling time
Z[s,t]<-equals(C.[s,t],abs(C.[s,t]))
} # end of time loop
# phi[s] is the time of site colonisation
phi[s]<-phi.a+ (delta[s] / upsilon)
# delata[s] is the distance between the colonisation point and the current site
delta[s]<-sqrt((chi.x[m]-X[s])*(chi.x[m]-X[s]) + (chi.y[m]-Y[s])*(chi.y[m]-Y[s]))
} # End of site loop
# sub population colonisation point
m~dcat(R.a[])
# district colonisation time
phi.a~dexp(lambda)
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# Period of colonisation for district at final sample time
C.max<-l-phi.a
# Record whether district is colonised at max time
Z.a<-equals(C.max,abs(C.max))
# Calculate the radius if infested otherwise zero
radius<-(upsilon*C.max)*Z.a
########### Informed priors ##################
beta~dlnorm(mu.beta, prec.b) # growth rate of detectability
omega~dbeta(18,2) # Reportability
upsilon~dunif(upsilonL,upsilonH)# velocity of spread (m)
gamma~dunif(0,.5) #pest latent time up to half a year.
lambda~dgamma(a.lambda,b.lambda) #District exposure
eta~dunif(a.eta,b.eta) # maximum expected detectability per unit
###### Constants ######################
# unit is a small value of detectability to position the logit function
unit<-1/1000
}
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