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SNP selection strategy
We selected 2,384,494 SNPs for genotyping in three categories. The majority of the SNPs (69%) were identified by Perlegen array-based resequencing of 20 to 50 haploid chromosomes isolated by somatic cell hybridization from samples of diverse ancestry from the NIH Polymorphism Discovery Resource (S2). These were supplemented by a combination of all validated biallelic SNPs from dbSNP build 118 and TSC SNPs, at least 2 kb from an already-selected common SNP; and all SNPs from the Affymetrix 120K genotyping project not already selected (S3). Together, these sources provided 27% of the selected markers. Finally, 5% of the selected SNPs consisted of unvalidated dbSNP submissions and lower-confidence SNPs from our resequencing data, either at least 2 kb from any already selected SNP, or located in exons (both gene coding and untranslated regions).
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Class SNPs Selection method A 1620727 Perlegen array-based genomic resequencing B 643547 Reliable external SNP collections C 120220 Unvalidated and lower confidence sources
The array-based resequencing has uneven coverage due to variation in quality of the available genomic sequences used for array design, exclusion of repetitive sequences from resequencing, long range PCR failures, and uneven hybridization data quality due to sequence composition and experimental variation. A total of about 964 Mb of genomic sequence was successfully screened on the resequencing arrays, and we used a median of 14 high confidence base calls per tiled base to identify polymorphic sites. We used all available SNPs from the Perlegen resequencing data regardless of spacing, frequency, or linkage disequilibrium structure. Additional details of this SNP discovery project will appear in a separate publication.
All selected SNPs were required to have a unique map position on NCBI build 34 of the human genome. The resequencing used to identify SNPs in class A was largely restricted to non-repeat-masked intervals. SNPs from external sources were not repeat masked, so we did attempt to genotype SNPs in repetitive elements as long as their flanking sequences could be uniquely mapped.
Mapping of SNPs to the human genome
SNPs were aligned to NCBI human genome Build 34 using the Tera-BLASTN algorithm on a DeCypher hardware accelerator card (Timelogic Corporation). We used 25-mers centered on the SNP positions as query sequences, with 'N's substituted at the polymorphic positions. These 25-mers were derived from human genome sequence used in Perlegen's array-based resequencing efforts for SNPs discovered in that project.
Query sequences for public SNPs were derived from flanking sequence reported in dbSNP. The search was performed with a word size of 9, a match score of +1, and a mismatch penalty of −1. Only ungapped alignments were allowed. A maximum of 500 results with a score greater than or equal to 28.5 were returned for each query sequence.
We determined the number of mismatches between the target sequence and the entire length of the query sequence (excepting the polymorphic position) for each result. Only results with 2 or fewer mismatches were retained. Among the remaining results for each S4 query sequence, we determined the lowest number of mismatches ("best hit level"). We eliminated SNPs with multiple hits at the best hit level. 
High density oligonucleotide array design
Oligonucleotide arrays were designed so each SNP would be interrogated by forty distinct 25 bp probes. These forty features consisted of four sets of ten features, corresponding to two SNP alleles for forward and reverse strands. A set of ten features consisted of two sets of five features, with offsets of −2, −1, 0, +1, and +2 bases between the center of the 25 bp probe and the SNP position. For each offset, we tiled one perfectmatch feature and one feature having a mismatch at the central position of the probe. The mismatch base is the complement of the perfect match base at that position. Thus, for each allele, we have a total of ten perfect-match probes and ten mismatch probes.
DNA amplification
Multiplex long range PCR reactions were set up as follows (per reaction): 11 ng of genomic DNA was amplified using 8−9 PCR primer pairs (0.16µM of each primer), 0.29 
DNA labeling and hybridization
For each of the 49 high-density oligonucleotide arrays, corresponding PCR products were combined into one tube per individual and purified using the Montage PCR clean up kit (Millipore). The pooled purified PCR products were then adjusted to 1.8 µg/µl and 50 ug was incubated for 8 minutes at 37°C with 0.1 U DNase (Invitrogen) to generate fragments of 50−100 bp range followed by heat inactivation by incubation for 10 minutes at 95°C. 
Signal detection
The purified labeled DNA sample was combined with Hybridization buffer at a final concentration of 10 mM Tris pH 8, 3M TMACL, 0.1% Tx-100, 0.5 µg/µl of Herring Sperm DNA (Promega), 0.22 µg/µl of Cot-1 DNA (Invitrogen) in a final volume of 225 µl. The hybridization mix was then heated to 95°C for 10 minutes and incubated for 60 minutes at 37°C to pre-block highly repetitive sequences, then hybridized to the highdensity oligonucleotide array at 50°C for 12−16 hours. All signal detection steps were performed using an in house built fluidics station to allow parallel processing of 192
arrays. The arrays were washed in 6× SSPE buffer briefly and subjected to a low salt stringency wash by incubation in 0.2× SSPE for 30 minutes at 42°C followed by a brief rinse in MES buffer. For signal detection, the arrays were incubated with 5ug/ml S6 streptavidin (Sigma Aldrich) for 15 minutes at 25°C, followed by 1.25 ug/ml biotinylated anti-streptavidin antibody (Vector Laboratories) for 10 minutes at 25°C, then 1 ug/ml streptavidin-Cy-chrome conjugate (Molecular Probes) for 15 minutes at 25°C. The arrays were subjected to low salt stringency wash by incubation in 0.2× SSPE buffer for 30 minutes at 45°C. The hybridization of labeled sample was detected by measuring Cychrome fluorescence using a custom built confocal laser scanner (Perlegen Sciences).
Genotype determination
We use two quality control metrics to assess the reliability of the intensity measurements for a SNP in an array scan. The first metric, "conformance", indicates the presence of specific target DNA for that SNP. The second metric, "signal to background ratio", measures the relative amounts of specific and nonspecific binding. Cutoffs are applied to both metrics and SNP feature sets that fail on either metric are discarded from further analysis.
Conformance is computed independently for the two allele feature sets, then a maximum is taken of the two values. The conformance for a particular allele is defined as the fraction of feature sets for which the perfect-match feature is brighter than the corresponding mismatch feature. In the 40 feature SNP tiling, each allele has 10 such pairs of features. SNP measurements having conformance < 0.9 were discarded from further evaluations.
The signal to background ratio is calculated from intensity measurements for both alleles, as the root mean square of trimmed mean intensities for the perfect-match features for each allele, divided by the corresponding value for the mismatch features.
SNP measurements having signal/background < 1.5 are discarded from further evaluations.
Individual genotypes for a SNP were determined by clustering measurements from multiple scans in the two-dimensional space defined by background-adjusted trimmed mean intensities of the perfect-match features for each allele. We used a K-means algorithm to assign measurements to clusters representing distinct diploid genotypes.
Instead of estimating the background intensity from a single scan, we determined an optimal value for each SNP that minimized the variance within the assigned genotype S7
clusters. The K-means and background optimization steps were iterated until cluster membership and background estimates converged. To determine the appropriate number of genotype clusters, we repeated the analysis for 1, 2, and 3 clusters, and selected the most likely solution, considering likelihoods of the data and the cluster parameters. The data likelihood was determined using a normal mixture model for the distribution of intensities around the cluster means. The model likelihood was calculated using a prior distribution of expected positions for the heterozygote and the two homozygote cluster centers.
SNP genotype quality control
We first eliminated SNPs that could not be clustered or for which our call rate was lower than 80%. Expected genotyping accuracies for each remaining SNP were estimated with a variation of the quality score algorithm used in Phred (S5 Based on the numbers of SNPs with 0 or 1 error and a simple binomial model, we estimate that the true stochastic error rate is closer to 0.14%, suggesting that about 90%
of the SNPs in our data set should have no errors among the 71 collected genotypes.
Characterization of genotyped SNPs
The following table summarizes the distribution of genotyped SNPs by chromosome.
Here, the full length is the length of the complete chromosomal sequence accession in SNPs in classes A and B have similar gene distributions, though class B has substantially more SNPs in common repeats. SNPs in class C are skewed towards genic and exonic intervals; this is the only category that was selected in part based on gene location.
The following figure shows the distribution of minor allele frequencies computed across all 71 samples, for SNPs in each ascertainment class. Class B has the highest proportion of common variants, probably largely because validated SNPs seen by two or more groups are more likely to be common. Class C has the highest frequency of rare variants, probably reflecting results of more intensive targeted SNP discovery in coding intervals.
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Verification of sample population assignments
We used principal coodinate analysis (S6) to verify that our SNP genotype data supported the assignment of the 71 genotyped samples to three populations. We selected 298 SNPs with good genotype quality in this study from a set of 312 common SNPs uniformly distributed across the autosomes (S7). We converted genotypes to numeric allele counts, and projected the SNP data for the 71 samples into two dimensions. The resulting projection, shown in the following figure, revealed the expected three clusters, and no individuals were misclassified. The following figure shows the distribution of MAF for all PGA polymorphisms, and the subset that were genotyped in our array data, for the African American (A) and European American (B) subjects. The PGA data contains a higher proportion of rare variants, because our SNPs were generally ascertained by resequencing fewer chromosomes.
Comparison with SeattleSNP PGA data
Linkage disequilibrium mapping
We grouped SNPs into linkage disequilibrium bins using a greedy algorithm, such that all SNPs in a bin had r 2 > 0.8 with at least one "tag SNP" for that bin (S8). Populationspecific maps were built using SNPs with minor allele frequencies of at least 10% within that population. We computed r 2 between SNPs using an expectation maximization algorithm to estimate haplotype frequencies (S9). To limit the computational complexity of the calculation as well as to reduce the likelihood of spurious SNP associations, we specified that the longest gap between SNPs within an LD bin could not exceed 300 kb.
Based on the sizes of LD bins observed across the genome, we expect that a minimal number of true instances of extended LD would be missed due to this restriction. For S14 analysis of the Y chromosome, we relaxed this 300 kb gap size limit. In (S8), missing genotypes were imputed based on reconstructed pairwise haplotypes (S10). Rather than introducing this additional complexity into our analysis, we instead required that any tag SNP have at least 95% complete data. SNPs with more missing data were still grouped into LD bins, as long as those bins were defined by a tag SNP with nearly complete data.
Both methods effectively prevent tag SNP selection from being biased in favor of SNPs with more missing data.
The maximum gap size of 300 kb was selected based on an analysis of estimated false discovery rates for bins with various gap sizes in the absence of linkage disequilibrium.
We constructed a whole-genome LD map for the European American samples with a maximum gap size of 2 Mb. The following figure shows the resulting distribution of observed gap sizes within LD bins, grouped into 50 kb buckets.
Most gaps are short, reflecting the limited range of LD. However, the frequency of very long gaps (> 1 Mb) is essentially independent of gap length. This would be the expected distribution for spurious associations, which should not show spatial locality. There were an average of 4.4 gaps observed for 50 kb buckets between 1 Mb and 2 Mb. Assuming that the same frequency of spurious associations should hold for shorter intervals, we estimated the false discovery rate (FDR) as 4.4 divided by the observed number of gaps in each bucket. The following Based on these results, we selected a maximum gap size of 300 kb for our LD maps, expecting that less than 5% of gaps within bins of 300 kb would be a result of spurious associations as opposed to genuine LD.
Relationship between LD and recombination rates
Starting from a recently released high resolution genetic map of the human genome (S11), we estimated the ratio of genetic to physical distance in cM per Mb, for successive 1 Mb intervals in Build 34 physical coordinates. We used linear interpolation between the nearest flanking markers in the genetic map to estimate map positions for the 1 Mb boundaries. We also computed, for the same 1 Mb intervals, the proportion of base pairs spanned by any LD bin longer than 50 kb, using our European American LD map. The
Spearman rank correlation between the map ratios and this LD metric is −0.58 across 2603 autosomal 1 Mb intervals for which both metrics could be computed. If the window size is increased to 3 Mb, the correlation improves to −0.72.
Haplotype block determination
We used the HAP program (S12) to phase, or reconstruct chromosomal haplotypes from, our diploid genotype data. This algorithm determines local haplotypes by exploiting the correlation between SNPs in physical proximity due to LD, using a genealogy based model of perfect phylogeny (S13). Local predictions for short, overlapping intervals of up to 12 SNPs are then combined to build up haplotypes across longer regions, satisfying a maximum likelihood criterion (S14). We phased data for each of the three population samples separately.
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The reconstructed chromosomal haplotypes were partitioned into blocks of limited diversity to minimize the number of SNPs required to represent the common haplotypes in each block, using a dynamic programming algorithm (S15). Common haplotypes with frequencies of at least 5% were required to account for at least 80% of the haplotypes in a block. Blocks were not allowed to span gaps between SNPs which were greater than 50 kilobases in length. We determined separate block partitions for samples in each of the three populations. S17 Table S1 . SNP ascertainment classes, positions, alleles and frequencies, and 
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