Abstract-The generalized constraint language (GCL), introduced by Zadeh, serves as a basis for computing with words (CW). It provides an agenda to express the imprecise and fuzzy information embedded in natural language and allows reasoning with perceptions. Despite its fundamental role, the definition of GCL has remained informal since its introduction by Zadeh, and to our knowledge, no attempt has been made to formulate a rigorous theoretical framework for GCL. Such formalization is necessary for further theoretical and practical advancement of CW for two important reasons. First, it provides the underlying infrastructure for the development of useful inference patterns based on sound theories. Second, it determines the scope of GCL and hence facilitates the translation of natural language expressions into GCL. This paper is an attempt to step in this direction by providing a formal syntax together with a compositional semantics for GCL. A soundness theorem is defined, and Zadeh's deduction rules are proved to be valid in the defined semantics. Furthermore, a discussion is provided on how the proposed language may be used in practice.
I. INTRODUCTION

C
OMPUTING with words (CW) can be viewed as both a new and an old paradigm. The roots of CW were formed in 1965, when Zadeh proposed the notion of fuzzy sets to model the meaning of inexact words in natural language [1] . The idea was then used by many researchers to extend various mathematical tools such as functions, relations, arithmetic operations, integrals, probabilities, and symbolic logics to account for the concept of degree. CW presents a unified framework for applying fuzzy mathematical tools to model human everyday reasoning.
The main contributions of CW are the following: 1) to propose a computational system to model the meaning of imprecise words and perceptions drawn from natural language and 2) to present a reasoning framework which operates on words and perceptions instead of numbers [2] . The main feature that distinguishes CW from classical logical systems such as predicate logic is its ability to model and perform computation on imprecise words inherent in natural language. Thus, for instance, instead of representing the proposition "gas is expensive" as "expensive(gas)" in predicate logic and giving it a truth value of either zero or one, CW further models the meaning of "expensive" and represents it as a fuzzy set over the universe of discourse of the values associated with the price of gas. After Zadeh's seminal paper [3] , which introduced the machinery of CW, there have been many researchers that tried to develop the CW framework in theoretical or practical directions. The articles published reflect very different points of view and research directions regarding CW. Generally, the current literature of CW can be classified as follows.
1) The articles that focused on the application of CW. These include the works by Kacprzyk and Zadrozny [4] - [7] which studied the application of CW in fuzzy database querying and linguistic data summarization or in decision support systems [8] - [10] .
2) The articles that dealt with the linguistic aspects of CW.
These articles [11] - [14] studied the relation of CW to cognitive sciences, computational linguistics, and ontologies.
3) The articles that focused on developing reasoning methods for CW. These articles proposed methodologies for systematic application of CW inference rules to a linguistic knowledge base [15] - [17] . 4) The articles that captured the underlying uncertainty of meaning of words. These articles mostly used interval type-2 fuzzy sets to model the uncertainty embedded in the membership function of words [18] - [21] .
5) The articles that proposed alternative approaches to CW.
The output of the inference engine in CW is in terms of a fuzzy set. For some applications, where a linguistic output is desired, the resulting fuzzy subset needs to be retranslated back to words and approximated within the domain of linguistic values defined for the output variable [22] . The main challenge faced here is the loss of information caused by this approximation. There have been many articles in the literature that focused on minimizing such loss [23] - [27] . However, there have also been quite a few articles that have focused on developing alternative representation and/or reasoning approaches for CW in order to eliminate such loss [28] - [34] . 6) The articles that developed a formal model of computation for CW. These articles [35] - [37] interpreted the word "computing" in CW as a formal computational model rather than a "reasoning" framework. They extended the classical methods of computation, such as finite-state and push-down automata and Turing machines, to accept "words" as fuzzy sets over the input alphabet.
2168-2267/$31.00 © 2012 IEEE Despite the intensive research in the area, building an actual CW computational engine remains a holy grail. What is widely neglected at this point is that CW, as currently defined, lacks a mathematical foundation, and without such foundation, further advancements in the field will stand on weak grounds. The theoretical shortfall rises in two core elements of CW, namely, the generalized constraint (GC) language (GCL) and the inference rules. Unlike any other formal systems, the grammar of GCL is not formally defined; hence, it is not possible to assess the representational and inferential capabilities of the language. Furthermore, the inference rules were applied and demonstrated in an ad hoc manner, and as mentioned by Zadeh [38] , many more inference rules must be developed and added to the system while there are no clear guidelines as how such development may be accomplished. Consequently, prior to the development of any application, there is an urgent need to build a formal foundation for CW that, on the one side, defines a formal syntax and a compositional semantics for GCL and, on the other side, characterizes a sound set of inference rules to facilitate reasoning. The first step in this direction is to develop a formal language for GCs, i.e., to establish a formal syntax that determines a set of well-formed formulas together with a compositional semantics to derive the meaning of a complex sentence from its constituents.
In a recent paper [39] , Zadeh has distinguished two levels of complexity for CW: level 1 (or basic CW) and level 2 (or advanced CW). In level 1, the objects of computation are numbers or words, and it consists of simple assignment or fuzzy if-then rule statements. Level 2 consists of more complex statements where the objects of computation may be propositions as well as words and numbers. For example, GCL statements with fuzzy quantifiers or fuzzy probabilities fall into this category. Zadeh further emphasized the importance of a compositional semantics in the development of level-2 CW: Level 1 CW requires no knowledge of the semantics of natural languages, while use of Level 2 CW does require some understanding of how the meaning of a proposition may be composed from the meanings of its constituents. Compositionality is a basic issue in semantics of natural languages. . . .. In the coming years, Level 2 CW will grow in visibility, acceptance, and importance. Many challenging problems will have to be addressed. Among them is the problem of representation of meaning as a GC in the context of complex propositions. This paper is an attempt to capture the meaning representation of complex statements by providing a logical syntax for GCL together with a compositional semantics on a multivalued algebra. Furthermore, the notion of soundness of a GCL argument is defined, and the soundness of Zadeh's inference rules is proved in the proposed language. The implementation of GCL in a knowledge base application is also briefly discussed. To capture CW reasoning in broad sense, certain aspects of symbolic logics are relaxed such as the commitment to make purely syntactical inferences or the obligation to define a complete proof theory; rather, the emphasis is put on the syntax and semantics. Accordingly, all the inference patterns are proved semantically rather than proof-theoretically.
II. PRELIMINARIES
Our point of departure for defining a formal GCL is to take Zadeh's informal description of GCL and its test score semantics and try to formalize them. Before proceeding, we also need to describe the structure of truth values that we will use. This section presents a brief review on informal GCL and its test score semantics as well as the standard structure of truth values in fuzzy logic. The reader can find more details in the references cited in each section.
A. Informal GCL
In general, a GC is in the form of
where X is a linguistic (or constrained) variable whose values are constrained by the linguistic (or granule) value R. A constrained variable can take various forms: It can be a relation [such as (X, Y )], a crisp function of another variable [such as f (Y )], or another GC. The small r shows the semantic modality of the constraint, i.e., how X is related to R. Various modalities are characterized by Zadeh; among them are the following. 1) Possibility (r = blank) where R denotes the possibility distribution of X, e.g., "X is large." 2) Verity (r = "v") where R denotes the truth distribution of X, e.g., "(X is large) isv somewhat true." 3) Identity (r = " = ") where X and R are identical variables. 4) Fuzzy graph (r = "isfg") where R is a fuzzy estimation of a function. This modality corresponds to a collection of fuzzy if then rules that share the same variables in their premises and consequences. 5) Probability (r = "p") where R is the fuzzy probability distribution of a fuzzy (or crisp) event, e.g., "(x is large) isp likely." A collection of GCs, together with a set of logical connectives (such as and, or, implication, and negation) and a set of inference rules, forms the GCL. The inference rules regulate the propagation of GCs. Table I lists instances of GCL inference rules formulated by Zadeh. As shown in this table, each rule has a syntactic part and a semantic part. The syntactic part shows the general abstract form (also called the protoform) of the GCs of the premises and the conclusion of the rule, while the semantic part is a semantic condition which makes the rule valid.
B. Test Score Semantics for GCL
Zadeh defined test score semantics [40] , [41] as an informal semantics for representing the meaning of GCL statements. Like other meaning representation systems, test score semantics relates a linguistic entity to its denotation in some assigned universe of discourse. This approach assumes that each predicate induces a constraint on a group of object variables in the universe of discourse and is denoted by, in general, a fuzzy relation. A collection of fuzzy (or crisp) relations models the state of the world and constitutes what is referred to as an explanatory database (ED). In effect, ED provides an extension for the symbols in GCL. The meaning of a proposition or a predicate is then determined by the degree to which it is compatible with ED. In other words, the test score of a proposition P with respect to an ED is a point in the unit interval [0, 1] and indicates the degree to which P is compatible with ED. Representing the meaning of a proposition P in the test score semantics includes the following: 1) identifying the object variables whose values are constrained by P ; 2) identifying the constraints imposed by P on the constraint variables; 3) finding the degree of compatibility (or test score) of P with respect to its denotation in the ED; and 4) aggregating the partial test scores obtained for each constraint. Partial test scores are aggregated according to the following rules (where ts 1 and ts 2 are the test scores induced by two different constraints C 1 and C 2 in proposition P ).
1)
Modification rules, including the following. a) Negation: The test score of "not
The test score of "very C 1 " is (ts 1 ) 2 . c) Diffusion: The test score of "relatively C 1 " is (ts 1 ) 0.5 . 2) Compositional rules, including the following. a) Conjunction: The test score of "C 1 and C 2 " is min(ts 1 , ts 2 ). b) Disjunction: The test score of "C 1 or C 2 " is max(ts 1 , ts 2 ). c) Implication: The test score of "if C 1 then C 2 " is (1 − ts 1 + ts 2 ).
As an illustration, suppose that we would like to assess the test score of the simple proposition P : "a gallon of gas is not much more expensive than a gallon of milk." The object variable constrained in this proposition is the relation between the price of a gallon of gas and the price of a gallon of milk, and the proposition induces the constraint "not more expensive" on this relation. In order to find the degree of compatibility of P with respect to an ED, we shall assume that ED contains two relations, "price" and "more expensive," as presented in Table II . The test score of P is assessed by the following procedure: First, the prices of a gallon of gas and a gallon of milk are extracted from the price relation price[item = a gas gallon] = $3.66
Second, the membership degree to which the price of a gallon of gas is more expensive than the price of a gallon of milk is selected from the "more expensive" relation, i.e., d = μ more expensive (price1 = $3.79, price2 = $3.66) = 0.6.
Finally, the concentration and negation rules are applied, respectively, to calculate the test score of P as follows:
3) Quantification rule. If Q is a fuzzy quantifier such as "few," "several," "all," and "some," then the proposition P : "Q X is R" induces the constraint Q on the number of X satisfying R. We shall assume that, in this case, ED contains the relational frames in Fig. 1 . To find the test score of P , one first needs to compute the number of X satisfying the fuzzy predicate R, i.e., the cardinality of the fuzzy set R [42] . Assuming that U = {u 1 , . . . , u n } denotes the universe of discourse of X, the cardinality of
Now, the test score of P is the degree to which n satisfies the fuzzy quantifier Q, i.e.,
4) Truth qualification rule.
This rule applies to the propositions of the general form P : "(X is R) isv T, " where T is a linguistic truth value, such as "very true," "more or less true," and "quite true." ED in this case contains a fuzzy relation R, as before, and a fuzzy relation T which maps a truth value t ∈ [0, 1] to its degree of membership in T . To calculate the test score of P , one first needs to find the test score of the proposition (X is R) and then calculate the membership degree of this test score in T
C. Algebra of Truth Values in Fuzzy Logic
To define a cohesive formal semantics for a logical language, we need to fix the algebraic structure of truth values. In classical logic, a proposition is unambiguously true or false. Hence, the set of truth values is simply the set {0, 1}, and the algebra of the truth values is a Boolean algebra [43] . In contrast, in fuzzy logic, a proposition can be only partially true, and the set of truth values forms a partially ordered set. The most general structure of truth values in fuzzy logic which fits the intuitive notion of implication and conjunction is that of a residuated lattice [44] . A residuated lattice is an algebra L = (L, ∨, ∧, * , →, 0, 1), such that the following hold.
1) (L, ∨, ∧, 0, 1) is a lattice with 0 and 1 being the least and the greatest elements, respectively, and the following axioms are satisfied for all elements a, b, c ∈ L. a) Commutativity:
2) (L, * , 1) is a commutative monoid, i.e., * is a binary operation which is commutative, associative, and monotonic in both arguments, and it has the identity a * 1 = a for each a ∈ L.
3) The pair of * and → satisfies the adjunction property, i.e.,
A standard choice of L is a structure with L = [0, 1] and the join (∨) and meet (∧) operations being minimum and maximum, respectively. In this case, the operation * is known as triangular norm (t-norm), and → is called its residuum. The adjunction property ensures the validity of modus ponens in fuzzy logic. It directly follows from the adjunction property that every left-continuous t-norm has a unique residuum operator which is defined as
It means that the residuum is the largest function such that
The latter can be viewed as a fuzzy version of the modus ponens rule. Hence, the left continuity of t-norm is a necessary and sufficient condition to generate a unique well-defined residuum which can be used as the interpretation of the implication in fuzzy logic.
The three most important examples of (left) continuous tnorms are Łukasiewicz
, and product (a * b = ab). Some other properties of residuated lattices are listed as follows [45] , [46] 
Property (3) shows the transitivity of implication and is useful when dealing with a chain of inferences. Equation (7) is equivalent to the law of noncontradiction, and it is followed directly from (2). Properties (8) and (9) show that the implication is order preserving in the second argument and order reversing in the first argument. Item (10) follows from the definition of the residuum operator, and it states that the truth value of the residuum operator is one if and only if its right-hand side is at least as true as its left-hand side; moreover, item (11) states the distributivity of ∨ over * . Each residuum defines its corresponding negation operation as follows:
The negation operation defined in this way is also called pseudocomplement. The pseudocomplement operation behaves quite differently based on the choice of t-norm and is not, in general, involutive, i.e., ¬¬a may not always be equal to a [47] . For example, the pseudocomplement operation of the Łukasiewicz t-norm is involutive, while the ones of the Gödel and product t-norms are not. When the pseudocomplement is involutive, it can be used to define the dual operation of t-norm, referred to as t-conorm. t-conorm is denoted by ⊕ and is usually used to interpret disjunction or union in fuzzy set operations. Given a t-norm ( * ) and its involutive pseudocomplement (¬), the corresponding t-conorm is defined as follows:
III. FORMALIZATION OF GCL
Zadeh's description of GCL and its semantics, presented in Sections II-A and II-B, is significantly abstract and informal. The scope of GCL is not precisely defined; the structure of a GC is only vaguely characterized, and it is not clear how various GCs are combined. Consequently, there is a need to provide a formal definition of GCL before CW paradigm can be effectively implemented. In this section, we define formal logical syntax and semantics for GCL. The proposed language is used in the next section to prove the validity of Zadeh's inference rules for CW.
We define GCL as a many-sorted language, i.e., we allow the set of variables to range over more than one domain of objects where each domain is named by a symbol called "sort," hence the name many sorted. In many-sorted logic, the universe of discourse is not treated as a homogenous collection of objects, but it is partitioned into objects of various sorts similar to types in programming languages. For example, in a geometrical model, we use objects of sorts point, line, rectangle, polygon, etc., or in a geographical model, we may have objects of sorts city, county, province, state, country, continent, etc. The symbols of a many-sorted language typically consist of a finite set of sorts, where each variable and constant is associated with a sort. For more details on many-sorted logics and their application, see [48] . While we could use a single sort and define many sorts by means of crisp unary predicates, it is conventional to use many-sorted structures to facilitate type checking. Moreover, using the concept of sort would allow us to nicely model Zadeh's linguistic variables and his description of ED in test score semantics.
A. GCL Syntax
The formalization of syntax includes identifying a set of well-formed formulas. The well-formed formulas are defined by induction, using a set of symbols and a set of formation rules. [42] . Relative (or proportional) quantifiers are binary (or two-place) fuzzy quantifiers which lie between the classical existential and universal quantifiers, while absolute quantifiers are unary (or one-place) fuzzy quantifiers which denote a fuzzy cardinality. The relative and absolute quantifiers are distinguished in a formula by their arity (unary or binary). i) A countable set of fuzzy modifiers, denoted by m 0 , m 1 , m 2 , . . .. j) The possibility constraint symbol: "is." k) The fuzzy graph constraint symbol: "isfg." l) The veristic constraint symbol: "isv." m) The connectives "and" for conjunction, "or" for disjunction, and "if. . .then" for implication. n) The equality symbol: "=." o) Parentheses and brackets. 
2) Terms
is a formula. This formula means that t n is a fuzzy function of (t 1 , . . . , t n−1 ). In fuzzy logic applications, the isfg constraint is typically represented as a collection of a set of fuzzy implications as follows:
However, this notation is misleading as fuzzy graph constraint differs semantically from disjunction of fuzzy implications. f) If Q is an absolute fuzzy quantifier and ϕ is a formula, then Q x (ϕ) is a formula, where x is a free variable in ϕ. g) If Q is a proportional fuzzy quantifier and ϕ 1 and ϕ 2 are formulas, then Q x (ϕ 1 , ϕ 2 ) is a formula, where x is a free variable in ϕ 1 and ϕ 2 . h) If ϕ is a formula, then All x (ϕ) and Exists x (ϕ) are formulas, where x is a free variable in ϕ. i) If V is a veristic fuzzy value, ϕ is a formula, and m is a fuzzy modifier, then "ϕ isv V " and "ϕ isv mV " are formulas. j) If ϕ 1 and ϕ 2 are formulas, then "ϕ 1 and ϕ 2 ," "ϕ 1 or ϕ 2 ," "if ϕ 1 then ϕ 2 ," and "not ϕ 1 " are formulas. The aforementioned formation rules construct the syntax of GCL recursively. The notions of free and bound variables have their usual definition: An occurrence of a variable in a formula is bound if it is in the scope of a quantifier; otherwise, it is free. A term t 1 is substitutable for another term t 2 in a formula if it has the same sort as t 2 and it does not change any free occurrence of t 2 into a bound occurrence. Table III shows some examples of knowledge representation in GCL.
B. GCL Semantics
A closer look at Zadeh's description of test score semantics shows that it is related to the model-theoretic semantics. Thus, it is reasonable to start with ED and express it in terms of structures in the model theory. Consequently, a test score can be assessed by evaluating the truth value of each formula recursively from its constituents.
1) ED as a Structure:
The ED consists of a set of relations and functions that model the state of the world and provides interpretation for the formulas in GCL. An ED may be defined as the following structure:
where the capital S is a set of sorts and D s is a nonempty countable set that forms the domain of object variables of sort s; this could be the universe of discourse of sorts cities, people, provinces, and countries in geography or the universe of discourse of sorts student, faculty, and staff in the school context. I is an interpretation function that performs the following. [50] , the problem with this treatment of the fuzzy modifier "very" is that it keeps the kernel unchanged. Consider, for example, the formula "x is very handsome"; if "very" is interpreted as a squaring function, then there cannot exist a person who is handsome with degree of one but not very handsome with a lower degree. Hence, a more suitable interpretation for "very" seems to be a function that shifts the values to the right in addition to squaring [50] . However, the drawback of this approach is that the amount of shifting may vary from one universe of discourse to the other, and hence, the interpretation of a fuzzy modifier may not be independent of the domain to which it is applied [51] . There is no consensus on the interpretation of fuzzy modifiers; hence, in this paper, the fuzzy modifiers are modeled as nonlogical symbols, and the interpretation is left open to the ED.
2) Test Score as Truth Valuation:
The test score of a GCL formula is defined as its truth value in an assigned ED. We assume that the structure of truth values forms a resituated lattice on the unit interval [0, 1] with the usual order where ∧ and ∨ are interpreted as min and max, respectively, and the pseudocomplement operation is involutive. That is, the residuated lattice L = ([0, 1], max, min, * , →, 0, 1) satisfying the following additional involution axiom:
This algebra is chosen because of several reasons. First, it provides a standard semantics for interpreting fuzzy set operations 2 The S-shape membership function is defined as
in applied fuzzy logic. Second, it generates a unique wellbehaved residuum operation for the interpretation of logical implication, and finally, the presence of an involutive negation allows defining t-conorm, as a dual operation of t-norm for interpreting the disjunction operation. Let L be the aforementioned algebra and ED be an explanatory database with the interpretation function I. Let v be a valuation function that assigns to each variable a single element of its domain. v is defined as follows for all terms. f is a function of arity n and t 1 , . . . , t n are terms, then
1) If x is a variable of sort s, then v(x)
The test score of a formula ϕ with respect to an explanatory database ED and a valuation function v is denoted by ts v ED and shows the degree of compatibility of ϕ with respect to ED. The quantity ts v ED is defined as follows for all formulas of GCL.
1) ts
where I(A) is the interpretation of the possibilistic fuzzy value A in ED.
. . , t n ) is A)), where I(m) is the interpretation of the fuzzy modifier m in ED.
3) ts v ED (P (t 1 , . . . , t n )) = I(P )(v(t 1 ), . . . , v(t n )), where I(P ) is the interpretation of the crisp predicate P .
4) ts
for all valuations v; otherwise, it is zero. Notice that, for simplicity, the equality symbol is interpreted as a crisp identity rather than similarity or fuzzy equality.
5) ts
where ∨ is the join operation of L. This interpretation corresponds with the application of fuzzy graph in fuzzy control and Mamdani style inference. In fuzzy control, the fuzzy graph is presented as a set of implications but used as a fuzzy relation which is defined by disjunction of conjuncts [52] , [53] . 
, where v is defined as above.
This evaluation of fuzzy quantifiers corresponds to the classical approach of relating the test score of a quantified formula to the sigma-count cardinality of fuzzy sets. Other methods also exist in the literature for measuring the cardinality of a fuzzy set, such as fuzzy greater than count (FGCount) and ordered weighted average [54] , as well as other interpretations that extend the theory of generalized quantifiers in that they relate the truth value of a quantified formula to fuzzy subsets of the universe of discourse [55] - [57] . Each of these approaches has its own advantages and disadvantages, and there is no consensus about the proper choice. We have followed Zadeh's sigmacount approach for evaluating the fuzzy quantified formulas for two reasons: First, we want our system to be consistent with Zadeh's proposal; second, the sigma-count measure of cardinality should suffice for most applications where the quantifiers are genuinely fuzzy, e.g., "most," "many," "about half," "several," and "a lot." Since we only consider fuzzy quantifiers (such as "most," "about half," and "approximately 5"), the sigma-count interpretation seems sufficient; nevertheless, we shall point out that the sigma-count approach can produce nonrobust or counterintuitive evaluations for classical crisp quantifiers "All" and "Exists" [58] . Hence, fuzzy quantifiers are distinguished syntactically from the classical crisp quantifiers "All" and "Exists" in GCL.
As an example of test score assessment, suppose that we want to find the test score of the GCL formula
given the sorts S = {employee, annual earning} and the following ED:
where D employee and D annual earning are the domains of objects of sorts "employee" and "annual earning," respectively Suppose that interpretations of the function "salary" of type (employee, annual earning), the possibilistic fuzzy value "high" of type (annual earning), the crisp predicate "ITEmployee" of type (employee), and the fuzzy proportional quantifier "a-lotof" are given as follows:
I(salary)
= {(Ellie, 70 000), (Alex, 80 000), (Steve, 55 000), (Tony, 40 000), (Sarah, 13 000), (Chet, 65 000), (Chris, 120 000), (Dan, 95 000), (Ben, 90 000) (Mark, 130 000)} I(high)(x) = S(x; 50 000, 100 000) where the quantity 4.1/7 is the proportion of IT employees in the ED who earn a high salary and 0.65 is the degree to which this number satisfies the quantifier "a lot of." a) Remark: We shall point out that our formalization of GCL is different from that of fuzzy predicate logics and their counterparts [52] , [59] - [66] . Those logics achieved a remarkable success in providing a mathematical foundation for fuzzy logic in the spirit of classical logics, but they are much committed to the traditions of symbolic logic, i.e., making purely syntactic inferences without semantical assumptions or providing a complete axiomatization. In the context of CW, such restrictions make it very difficult to model the rich structure of GCL and formulate complicated patterns of reasoning [67] . The rules of inference in mathematical fuzzy logics, namely, modus ponens and generalization rules, are purely syntactical, while Zadeh's rules of inference for CW are both syntactical and semantical. For example, consider Zadeh's inference rules in Table I . In [52] , it is stated that the semantic part of the compositional rule of inference can be expressed as the following formula in the basic many-valued predicate logic:
where A, B, and C are fuzzy predicates and * is a t-norm. If we call this formula comp-sem, then the compositional rule may be expressed as the following axiom:
While the semantic part of some of CW rules (such as conjunction rule and interpolation rule) may be expressed in the form of universal and existential quantifiers, this approach fails to express the semantic part of the rules that include fuzzy quantifiers and probabilistic and veristic modalities. For example, consider the semantic part of the fuzzy syllogism rule. This rule computes the interpretation of the fuzzy quantifier Q 3 (z) in the conclusion based on the interpretation of Q 1 (w 1 ) and Q 2 (w 2 ) in the premises. Unlike the preceding rule, the semantic condition of the fuzzy syllogism cannot be expressed syntactically by means of the universal and existential quantifiers, because such quantifiers range over the domain of objects while z, w 1 , and w 2 are truth values of quantified formulas.
IV. ON ZADEH'S RULES OF INFERENCE
In this section, we define the notion of soundness of a GCL inference rule and show that Zadeh's inference rules, characterized for CW, are valid in GCL. Recall that, unlike the case of classical logic, the CW inference rules are semantical, i.e., given an ED that interprets a set of premises, a CW inference rule typically obtains a fuzzy relation that interprets the consequent of the rule. Before proceeding, the following definitions are needed. 
Definition 1 (Semantical Entailment
Theorem 1: Zadeh's basic inference rules are sound in GCL.
Proof: The proof is presented for the inference rules in Table I . For each rule, we find the biggest lower bound among all valid interpretations of the consequent of the rule and show that such interpretation coincides with Zadeh's definition of the semantic part of the corresponding rule. For generality, variables are replaced by terms.
Soundness of Conjunction Rule: The syntactic part of the conjunction rule is formulated as follows:
By Definition 2, the rule is sound if and only if for all explanatory databases ED and valuations v in ED
Let u = v(t 1 ) and z = v(t 2 ); if t 1 and t 2 are of sorts s 1 and s 2 , respectively, then
where I is the interpretation function of ED. Hence, given I(A) and I(B), the largest lower bound of I(C)(u, z) is I(A)(u) * I(B)(z) for all u ∈ D s 1 and z ∈ D s 2 . This corresponds to the semantic part of the conjunction rule in Table I .
Soundness of Projection Rule:
The syntactic part of the projection rule is stated as follows: 
Hence, given I(A), the largest lower bound of I(B(z)) is sup u∈D s 2 (I (A)(u, z) ) for all z ∈ D s 2 . This coincides with the semantic part of the projection rule in Table I .
Soundness of Extension Principle: The syntactic part of the extension principle is stated as follows:
The extension principle is sound if and only if for all ED and v
Let z = v((f )(t)) and u = v(t). In general, f might not be invertible, and so, there might be more than one such u for each z. If u and z are of sorts s 1 and s 2 , respectively, then
Hence, given I(f ) and I(A), the largest lower bound for I(B)(z) which makes the extension principle sound is sup u∈D s 2 (I(A)(u)), subject to z = I(f )(u)). This is equivalent to the semantic part of the extension principle in Table I .
Soundness of Compositional Rule of Inference:
The syntactic part of the compositional inference is formulated as follows:
This rule is sound if and only if for all ED and v ts
Let u = v(t 1 ) and z = v(t 2 ); if t 1 and t 2 are of sorts s 1 and s 2 , respectively, then IB(u, z) ) . I(B) , the largest lower bound of I(C)(z) is sup u∈D s 1 (I(A)(u) * IB(u, z)) for all z ∈ D s 2 . This corresponds to the semantic part of the compositional rule of inference in Table I .
Thus, given I(A) and
Soundness of Fuzzy Graph Interpolation:
The fuzzy graph interpolation rule corresponds to the Mamdani system of inference and is the most used rule in the fuzzy control. The syntactic part of this rule may be formulated in GCL as follows:
This rule is sound if and only if for all ED and v
As before, let us assume that u = v(t 1 ) and z = v(t 2 ) and that t 1 and t 2 are of sorts s 1 and s 2 , respectively; then
Because of the distributivity of * over ∨ [property (11)], we have
The latter shows the largest lower bound for I(B) which makes the rule sound, and it corresponds to the semantical part of the fuzzy graph interpolation rule in Table I .
Soundness of Fuzzy Syllogism Rule:
The syntactic part of the fuzzy syllogism is formulated as follows in GCL: and x is C, x is A) .
The rule is sound if and only if for all ED and v ts
Let s be the sort of variable x, and z, w 1 , and w 2 are defined as follows for all interpretations I(A), I(B), and I(C): I(B)(u) . 
The latter is the largest lower bound for I(Q 3 ) which makes the rule sound, and it corresponds to the semantical part of the fuzzy syllogism rule in Table I .
V. GCL IN PRACTICE
We shall make brief comments regarding the implementation of GCL as a modeling language in knowledge base applications. Fig. 2 shows the design of a GCL programming tool supporting CW reasoning. As this figure suggests, GCL syntax is converted to an extended Backus-Naur form grammar and used, along with its semantics, to generate a GCL compiler. GCL inference rules are implemented on top of the Jess Rete rule engine 3 to make a CWJess rule engine for supporting CW reasoning. The details of the CWJess inference engine and its implementation can be found in the authors' recent work [68] , [69] . A GCL program consists of three parts: a set of declarations, a fact base, and a set of queries. Declarations include introducing the linguistic variables, the interpretation (fuzzy sets) of possibilistic fuzzy values associated with the linguistic variables, and the interpretation of fuzzy quantifiers. A fact base consists of a set of GCL formulas. A GCL query may be in one of the following forms:
1) "X(x 1 , . . . , x n ) is ?," seeking the value of the linguistic variable "X" for object variables (x 1 , . . . , x n ), e.g., "Distance (Niagara falls, Boston) is ?"; 2) "?Q x (φ 1 , φ 2 )," seeking the value of the linguistic quantifier Q assuming that the object variable x occurs free in φ 1 and φ 2 , e.g., the query "?Q x (Diabetes-risk(x) is high, weight(x) is obese)" asking for the number of obese people who are of high risk of diabetes. The GCL compiler loads the CWJess inference engine and adds the GCL formulas in the fact base to the Rete network. The rules whose left-hand sides match the facts are fired, and their right-hand sides are computed and added to the fact base. Subsequently, the queries are processed, and for each query, the Rete network is searched to find the matching fact; if found, the answer to the query is returned as a fuzzy value. As an example, consider the simple GCL program shown in Fig. 3 . The declaration part of this program introduces the linguistic variables, namely, "weight," "height," and "size," and provides interpretation for the possibilistic fuzzy values, namely, "slim," "about-118," and "petite." The variable "size" is a composite linguistic variable consisting of "height" and "weight." The fact base consists of three simple GCL formulas regarding the weight and size of the object variable "Mary." The program ends with two queries seeking the values of "weight (Mary)" and "height (Mary)." Once the program is executed, the two facts regarding "weight (Mary)" are combined using the conjunction rule and are replaced with a single fact in the fact base. Fig. 4 shows the result of this combination which is returned as the answer to the query "weight (Mary) is ?." The formula "size (x) is petite" is equivalent to the formula "(weight (x), size (x)) is petite." Consequently, the combined fact regarding Mary's weight and size causes the compositional rule of inference to fire which, in turn, computes the fuzzy value of "height (Mary)," as shown in Fig. 5 , and adds it to the fact base. The result is displayed in the output as the answer to the query "height (Mary) is ?." The conjunction rule is given a higher priority than the compositional rule to ensure that all constraints regarding a single linguistic variable are aggregated before being used as premises of other inference rules. This example, although simple, sketches the basic idea of how the theoretical framework in this paper can be put into practice; moreover, it confirms the fact that CW reasoning is semantical as the interpretation of GCL formulas in the fact base must be provided for the inference engine to operate.
In [68] , we have developed a preliminary CW inference engine on top of Jess which supports Zadeh's inference rules and performs a chain of CW reasoning on simple GCL formulas. As a future development and to fully utilize the theoretical framework proposed in this paper, we are planning to enhance CWJess with a GCL compiler that can support more complex GCL formulas and sophisticated patterns of reasoning. A preliminary report of such development, together with more complex examples of GCL programming, can be found in [69] .
VI. DISCUSSION AND SUMMARY
The GCL is the essence of CW. In this paper, we have argued that further theoretical and practical advancements of CW demand formalization of GCL. We defined a recursive syntax for GCL and characterized the test score semantics in the spirit of model theory. We proved the soundness of Zadeh's basic inference rules in the proposed language and pointed out briefly how the proposed theoretical framework can be applied in knowledge base applications to support CW reasoning.
The GCL defined here includes formulas with fuzzy quantifiers as well as possibilistic, veristic, and fuzzy graph semantic modalities. Our future work must extend the language to take account of other modalities such as probability and bimodal (possibility/probability) distributions. In particular, defining a formal semantics for the probabilistic modalities is a challenging task. The inclusion of probability in GCL demands formalizing uncertainty in the ED. In logical studies of probability [70] , [71] , two types of probability are distinguished: the statistical probabilities and the propositional probabilities.
The statistical probabilities put probabilistic constraint on a set of objects and are appropriate for representing formulas involving statistical information. For example, the statement "obese people are more likely to develop cancer of various kinds" is not related to any particular obese person but imposes constraint on the probability of a fuzzy set of obese people who have a type of cancer. In contrast, the propositional probabilities represent uncertainty about a proposition related to an individual object. For example, the proposition "it is very likely that Mary develops a diabetes" states the degree of belief that the individual "Mary" would develop a diabetes. From the semantics point of view, these two kinds of probabilities have fundamental differences; the statistical probabilities are assertions about the objective state of the world, while propositional probabilities model subjective state of an agent's belief. Consequently, statistical probabilities are variable-binding operators, similar to the quantifiers, and impose a constraint on the probability distribution of a set of objects in one fixed ED, whereas the propositional probabilities implicitly assume more than one possible ED and impose constraint on the probability distribution over these databases.
Once an appropriate semantics is defined for probability, many more useful inference patterns may be developed, some of which are listed by Zadeh in [72] . Another interesting aspect of distinguishing between the semantics of the aforementioned two types of probabilities is the close connection between the statistical probabilities and proportional fuzzy quantifiers that lie between classical existential and universal quantifiers [73] , such as "most," "few," "many," and "about 1/3." It seems reasonable to interpret such quantifiers as probabilities, for example, the quantified GCL formula "most x (spending (x) is high, income (x) is high)" is semantically equivalent to the probabilistic formula "usually x (spending (x) is high, income (x) is high)." Such interpretation would provide a basis to make direct inferences such as most x (spending(x)earning(x)) is balanced" earning(John) is a-lot spending(John) isp?
which states that, if most people keep a balance between their earning and spending, then given the fact that John earns a lot of money, what would be the probability that his spending is high. This form of inference plays an important role in developing a CW expert system.
