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Re´sume´ – Dans cette e´tude, nous nous inte´ressons a` la localisation d’un robot mobile par indexation d’images omnidirection-
nelles. La localisation est qualitative et le robot doit de´terminer la pie`ce dans laquelle il se trouve. L’indexation est re´alise´e a`
partir d’invariants inte´graux calcule´s sur les images omnidirectionnelles. Notre me´thode utilise l’inte´grale de Haar dans laquelle
nous inte´grons un mode`le du capteur omnidirectionnel. L’approche inte´grale nous permet de prendre en compte simplement la
ge´ome´trie du capteur ainsi que les de´placements du robot pour le calcul des invariants. La robustesse de cette nouvelle me´thode
a` des de´placements dans une pie`ce est supe´rieure a` une me´thode base´e sur l’histogramme.
Abstract – The present study proposes an innovative approach to mobile robot’s localization using omnidirectionnal image
indexation. The localization is qualitative and the robot has to determine the room it is situating in. Indexation is completed
thanks to integral invariants computed on omnidirectionnal images. Our method starts from the Haar integral to which we
include a model of the omnidirectionnal sensor. The integral approach allows us to cope simply with the sensor geometry and
with the robot’s movements to compute the invariant. The robustness of this invariant to the movements of the robot in a given
room is improved when compared to an histogram based method.
1 Introduction
La localisation dans des environnements inte´rieurs ou
exte´rieurs est une condition importante pour l’autonomie
des robots mobiles. De nombreuses me´thodes pour la lo-
calisation d’un robot mobile ont e´te´ de´veloppe´es. Elles
peuvent eˆtre classe´es en trois cate´gories : les me´thodes
odome´triques [1], les me´thodes base´es sur des amers [2] et
les me´thodes base´es sur l’indexation d’images [3]. Notre
travail s’inte`gre dans cette dernie`re cate´gorie ou` nous pro-
posons une me´thode de construction de caracte´ristiques
invariantes sur des images omnidirectionnelles en vue de
localiser qualitativement un robot mobile. La localisation
qualitative permet une estimation du lieu ou` se trouve le
robot sans re´fe´rence a` une pose pre´cise. L’inte´reˆt de notre
approche est qu’elle ne ne´cessite pas d’extraction de ca-
racte´ristiques ge´ome´triques des images, ni de mode´lisation
a priori de l’environnement. Ceci la rend attractive pour
une application temps re´el sur le robot.
Une revue inte´ressante des diffe´rentes me´thodes d’indexa-
tion peut eˆtre trouve´e dans [4] et [9]. Les histogrammes
sont tre`s souvent utilise´s dans les syste`mes de recherche
d’images. Ils ont e´te´ applique´s a` la localisation de robots
mobiles a` partir d’images omnidirectionnelles [3] pour leur
repre´sentation compacte des images, leur invariance aux
rotations (ce qui est tre`s inte´ressant pour les images omni-
directionnelles) et leur faible sensibilite´ a` de petites trans-
lations. Toutefois, lors de grandes translations, de nom-
breux histogrammes de re´fe´rence doivent eˆtre appris pour
que la localisation soit fiable. En effet, les histogrammes
ne sont pas robustes a` de grands de´placements.
L’ide´e de base de notre approche est d’appliquer un for-
malisme mathe´matique de calcul d’invariant (l’inte´grale
de Haar) pour construire des distributions de caracte´ris-
tiques invariantes adapte´es au capteur omnidirectionnel.
Cette construction est adapte´e de fac¸on a` tenir compte du
mode`le ge´ome´trique du capteur omnidirectionnel et des
mouvements potentiels du robot. Les distributions re´sul-
tantes sont robustes a` des positions diffe´rentes du robot
dans la sce`ne.
Apre`s avoir introduit les bases the´oriques de la construc-
tion d’invariants inte´graux de caracte´ristiques locales, nous
pre´sentons notre approche inte´grant simultane´ment un mo-
de`le du capteur omnidirectionnel et les effets des mouve-
ments du robot sur les images. Les re´sultats expe´rimen-
taux pre´sente´s ici montrent une ame´lioration de l’inva-
riance de ces distributions par rapport a` l’histogramme
classique, et donc de la localisation qualitative.
2 Construction de l’invariant
La signature invariante d’une image est calcule´e a` partir
de l’inte´grale de Haar et prend la forme d’une distribution.
Dans ce qui suit, nous de´crirons la me´thode de construc-
tion de cet invariant et son adaptation a` notre proble`me,
une came´ra omnidirectionnelle embarque´e sur un robot
mobile.
Le point de de´part pour la construction de l’invariant est
l’inte´grale de Haar. Elle consiste en un parcours de l’es-
pace des parame`tres du groupe de transformation. Elle est
ge´ne´ralement exprime´e sous la forme :
IHaar =
1
|G|
∫
G
f ◦ g(x)dg avec |G| =
∫
G
dg
(a) (b) (c)
(d) (e) (f)
Fig. 1 – Translation dans le plan perpendiculaire a` l’axe
d’une came´ra affine (a, b et c). Translation dans le plan
perpendiculaire a` l’axe d’une came´ra munie d’un capteur
omnidirectionnel (d, e et f).
ou` G est le groupe de transformation et g(x) l’action d’un
e´le´ment g de ce groupe sur le vecteur x. Cet invariant a
e´te´ utilise´ en recherche d’image par Siggelkow [8] et pour
la localisation de robot mobile par Wolf [5], bien que l’in-
te´grale de Haar n’e´tait pas explicitement utilise´e.
2.1 Le groupe de transformation
Notre inte´reˆt porte sur les transformations de l’image
obtenue par une came´ra. La nature des transformations
est due aux mouvements du robot et au processus de pro-
jection (Fig. 1). Dans ce travail, l’e´tude des mouvements
du robot a e´te´ limite´e aux translations sur le sol. Les trans-
lations transforment le point 3-D (exprime´ dans le re´fe´ren-
tiel du robot) en le point x+ t avec t une translation dans
le plan (Ox,Oy).
La came´ra est munie d’un capteur omnidirectionnel, pro-
duisant des transformations qui peuvent eˆtre se´pare´es en
une projection centrale sur le miroir parabolique suivie
d’une projection orthographique sur le plan image. La pro-
jection du point x sur le miroir est mode´lise´e par l’e´qua-
tion (1) ou` xm de´finit le point correspondant a` x sur la
surface du miroir (2). Le point u = (u, v) de l’image est
obtenu par une projection orthographique de xm le long
de l’axe optique de la came´ra (3) (aligne´e suivant Oz).
α = (αu, αv) et u0 = (u0, v0) sont les parame`tres intrin-
se`ques de la came´ra, et h est le latus rectum du miroir
parabolique.  xmym
zm
 = λ
 xy
z
 (1)
zm =
h2 − (x2m + y2m)
2h
(2) uv
1
 =
 αu 0 0 u00 αv 0 v0
0 0 0 1
 .

xm
ym
zm
1
 (3)
λ =
h√
x2 + y2 + z2 − z (4)
g(M)[u] =M[u′] and M’[u] =M[u′] (5)
Apre`s un mouvement, l’image M[u] est transforme´e en
l’imageM’[u] =M[u’]. Le point u’ de´fini par l’e´quation (5)
est l’image du point x’ = x+ t re´sultant de la translation
du robot dans l’environnement.
L’inte´grale de Haar peut eˆtre formule´e pour l’image M
en conside´rant les translations t du robot. L’inte´grale de
Haar s’e´crit alors :
IHaar =
1
|G|
∫
G
f ◦ g(M[u])dt
Notre objectif est d’e´valuer cette inte´grale a` partir d’une
seule image, en simulant un parcours virtuel de la pie`ce
dans laquelle se situe le robot. La fonction f est une fonc-
tion noyau a` support compact choisie arbitrairement1. Sup-
posons, sans perte de ge´ne´ralite´ que f(M) = M[0]. L’in-
te´grale de Haar peut eˆtre e´crite :
IHaar = 1|G|
∫
G
f(M’[u])dt
= 1|G|
∫
G
M’[0]dt
= 1|G|
∫
G
M[0′]dt
= 1|G|
∫
G
M[l]dt
(6)
ou` l = (l,m) est la translation depuis l’origine exprime´e
dans les coordonne´es images telle que
l = α
ht√
t2 + z2 − z
. (7)
L’inte´grateur dt est formule´ dans le re´fe´rentiel lie´ au monde.
Nous utilisons la formule du changement de variable pour
des inte´grales multidimensionnelles (8) afin d’exprimer l’in-
te´grale de Haar dans les coordonne´es images, en utilisant
la relation t = r(l).∫
G
M[l]dt =
∫
r(G)
M[l]Dr(l)dl (8)
Dr(l) est le module de la matrice jacobienne. Apre`s calcul
et en subsituant Dr(l) dans l’inte´grale, on obtient :
IHaar =
1
|G|
∫
r(G)
M[l]
∣∣∣∣ 4.h2.z2(h2 − l2)3 (h2 + l2)
∣∣∣∣ dl.
Tous les termes de cette expression, sauf z, sont endo-
ge`nes a` l’image. z est choisi arbitrairement sur une sphe`re
de rayon R centre´e sur le capteur, et peut de`s lors s’e´crire
en fonction de l (9) en utilisant (1), (2) et (4). Ce choix
revient a` faire l’hypothe`se d’un monde he´misphe´rique en-
tourant le robot. Cette contrainte peut eˆtre leve´e en inte´-
grant les mouvements re´els (et non virtuels) du robot (ce
travail est en cours de validation).
z = R
l2 − h2
l2 + h2
(9)
2.2 La fonction noyau
Dans le paragraphe pre´ce´dent, le noyau f(M) = M[0]
a e´te´ retenu. D’un point de vue photome´trique, ce noyau
prend uniquement la valeur du niveau de gris du pixel.
1Dans la pratique, le choix du noyau f peut conditionner la sta-
bilite´ et la robustesse de l’inte´grale
L’e´valuation de l’inte´grale de Haar peut ainsi eˆtre inter-
pre´te´e comme une moyenne de groupe de l’information lu-
mineuse de l’image. Le pouvoir descriptif et discriminant
de la valeur moyenne est cependant pauvre compare´ a` ce-
lui d’un histogramme, par exemple. Dans le meˆme sens,
on peut de´finir un nouveau noyau [8] :
fi(M) = cre´neau(M[0]− ndgi)
=
(
−|M[0]−ndgi|
∆ndgi
+ 1 si |M[0]− ndgi| < ∆ndgi
0 sinon
ou` ndgi est un niveau de gris de re´fe´rence et ∆ndgi est la
distance se´parant ndgi et ndgi+1. Une telle fonction noyau
est pre´fe´re´e a` un delta de Kronecker pour sa continuite´ et
pour le recouvrement partiel des supports entre plusieurs
de ces fonctions. Ceci permet d’e´viter des effets de bord
aux extrema du support (si un niveau de gris d’un pixel se
trouve sur le bord du support d’une fonction fi, une pe-
tite variation dans l’environnement ou dans le processus
de formation de l’image peut le modifier et le faire tomber
dans le support d’une des fonctions adjacentes a` fi).
En e´valuant l’inte´grale avec ce noyau, on peut calculer
la probabilite´ pour chaque point de l’image d’appartenir
a` une certaine gamme de niveaux de gris (de´finie par la
largeur du support de la fonction noyau), la probabilite´
de chaque point e´tant ponde´re´e par Dr(l). Conside´rons
F = {fi}i=1,...,n, une famille de fonctions qui partitionne
l’espace des niveaux de gris. On obtient alors une distri-
bution d’invariants Ii.
Cette distribution ressemble a` un histogramme classique.
On montre que ce dernier est identique aux distributions
d’invariants dans le cas d’une came´ra affine au lieu du
capteur omnidirectionnel utilise´ ici (si on conside`re des
transformations euclidiennes dans un plan paralle`le au
plan image d’une came´ra affine, alors Dr(l)=1, et l’his-
togramme classique est obtenu a` partir de l’inte´grale de
Haar).
Chaque fi de´finit un invariant Ii et l’ensemble des Ii est
une distribution discre`te de caracte´ristiques locales inva-
riantes a` des rotations, des changements d’e´chelle et de lu-
minosite´. La reconnaissance d’une image est alors re´alise´e
en fonction d’une mesure de distance entre sa distribution
associe´e et les distributions enregistre´es.
3 Mesure de distance entre distri-
butions
Le choix de la mesure de distance entre deux distribu-
tions discre`tes est un proble`me qui a e´te´ abondamment
discute´. Il est ge´ne´ralement admis que l’on peut le se´parer
en deux parties distinctes [7] : une mesure de distance dans
l’espace des caracte´ristiques dont la distribution est e´tu-
die´e, que l’on nomme la distance au sol (la distance entre
deux couleurs dans l’espace colorime´trique par exemple),
et une mesure de distance entre chaque distribution vue
comme un tout.
Un premier type de mesure de distance entre une distribu-
tion H = {hi}i=1,...,n et une distribution K = {ki}i=1,...,n
consiste en une comparaison des termes de H et K de
meˆme indice. Ce type de mesure est sensible a` la largeur
de l’intervalle de partionnement : si elle est trop e´troite,
des caracte´ristiques similaires ne seront pas apparie´es ; si
elle est trop large, des caracte´ristiques diffe´rentes ne se-
ront pas distingue´es. L’intersection et la divergence de
Jeffrey appartiennent a` ce type de mesure. Ici, la distance
entre les caracte´ristiques n’est pas prise en compte. Pour la
prendre en compte plus finement et ainsi pouvoir tole´rer
de petites variations de la distribution, on peut autori-
ser la comparaison entre diffe´rents termes de H et de K,
gardant a` l’esprit la distance propre a` l’espace des caracte´-
ristiques sous-jacent. La distance quadratique, la mesure
de Kolmogorov-Smirnov et la distance des transporteurs
de terre (10) (DTT, de l’anglais EMD)[7] appartiennent
a` cette cate´gorie. Dans (10), fij est le flux de matie`re
entre le point i et le point j qui minimise un travail et
les dij sont les coefficients d’une matrice repre´sentant les
distances entre ces points.
EMD(H,K) =
∑
i
∑
j dijfij∑
i
∑
j fij
(10)
Une e´tude comparative mene´e par [6] montre que la di-
vergence de Jeffrey et la DTT donnent les meilleurs re´-
sultats. Dans nos expe´riences, la mesure DTT s’est ave´re´e
meilleure que la mesure de Jeffrey et nous l’avons retenue.
4 Application
Afin de valider notre me´thode de localisation qualita-
tive, nous la comparons a` un histogramme classique. Nos
expe´riences visent a` e´tudier l’e´volution de la mesure de dis-
tance entre deux distributions relie´es par le mouvement
du robot se´parant deux prises d’images. De plus, notre
but est aussi d’e´tudier la sensibilite´ de notre me´thode aux
rotations, qui n’ont pas e´te´ incluses au groupe de trans-
formation.
L’imple´mentation a e´te´ re´alise´e sous Matlab et une dll a
e´te´ compile´e pour acce´le´rer les calculs. Pour une image
(576 × 768 pixels) et sur un P-IV a` 2, 4GHz, le calcul
prend environ 0, 5s.
Des prises de vue ont e´te´ effectue´es dans quatre pie`ces de
notre laboratoire dont les dimensions sont approximative-
ment de 5m par 5m (excepte´ l’atelier environ deux fois
plus grand). Le robot s’est de´place´ sur le sol en suivant
une grille de 3m par 3m centre´e dans chaque pie`ce. 25
positions sont de´finies sur cette grille.
4.1 Invariance aux translations
De fac¸on a` clarifier la de´pendance de la mesure de dis-
tance a` l’amplitude du mouvement, la distance DTT est
calcule´e pour chacun des couples de positions possibles de
la grille (325 couples) et mise en relation avec la distance
physique se´parant les prises de vue. Ceci est effectue´ pour
notre me´thode et pour celle base´e sur les histogrammes.
Les re´sultats obtenus sont alors moyenne´s pour chacune
des distances physiques (euclidiennes) possibles et ce cal-
cul est re´pe´te´ pour l’ensemble des quatre pie`ces e´tudie´es.
Les re´sultats sont re´sume´s dans le tableau 1. Notre me´-
thode produit en moyenne des distances plus faibles de
16% par rapport a` la me´thode base´e sur l’histogramme.
En moyenne, notre me´thode se comporte mieux, i.e. pro-
duit des variations plus faibles de distance au sein d’une
pie`ce donne´e.
Il faut maintenant ve´rifier le comportement de la mesure
de distance lorsque des distributions de deux pie`ces dif-
fe´rentes sont compare´es. Pour ce faire, nous avons de´-
termine´ pour chaque pie`ce la distribution (resp. histo-
gramme) dont les distances aux autres distributions (resp.
histogrammes) de cette pie`ce sont minimales. Ceci nous
permet de de´terminer un bon prototype pour chaque pie`ce.
Ce prototype est ensuite compare´ a` l’ensemble des distri-
butions (resp. histogrammes) des autres pie`ces. La dis-
tance moyenne est pre´sente´e dans le tableau 1. Les deux
me´thodes offrent des re´sultats similaires. La distance moy-
enne est environ 4 fois supe´rieure a` la plus grande distance
que l’on a obtenue au sein d’une meˆme pie`ce.
Tab. 1 – Variation de la mesure DTT (en unite´ arbitraire)
pour des translations et des rotations. Notre me´thode (dis-
tri.) et la me´thode base´e sur l’histogramme (histog.) sont
compare´es graˆce a` une diffe´rence relative (diffe´rence rel.).
Translation (cm)
0 60 85 120 134 170
histog. (×10−2DTT) 0.0 15,8 25,0 17,6 20,8 22,2
distri. (×10−2DTT) 0 12,6 19,3 14,8 16,8 18,7
diffe´rence rel. (%) 0 -14 -16 -9 -14 -12
Rotation (degre´)
30 90 150 210 270 330
histog. (×10−2 DTT) 1,5 2,4 2,4 2,2 2,4 2,4
distri. (×10−2 DTT) 2,2 4,0 3,2 3,5 3,7 2,9
diffe´rence rel.(%) 33 69 34 63 54 24
Changement de pie`ce
moyenne sur le labo.
histog. (×10−2 DTT) 90
distri. (×10−2 DTT) 88
diffe´rence rel. (%) 2
4.2 Invariance aux rotations
Pour tester les rotations, 35 prises de vues se´pare´es
par une rotation de 10◦ autour de l’axe du capteur (Oz)
ont e´te´ stocke´es. La premie`re distribution (correspondant
a` l’image prise a` 0◦) est choisie comme re´fe´rence. Pour
chaque distribution obtenue lors de la rotation du robot,
la distance DTT a` cette re´fe´rence est calcule´e. Les deux
me´thodes produisent des distances restant dans une faible
gamme de valeurs lorsqu’on les compare aux mesures ob-
tenues lors des translations (tableau 1). Ainsi, les deux
me´thodes peuvent eˆtre conside´re´es comme produisant des
invariants aux rotations.
5 Conclusion
Nous avons pre´sente´ une me´thode de construction d’in-
variants base´e sur l’inte´grale de Haar et nous l’avons adap-
te´e au cas de la came´ra omnidirectionnelle. L’avantage
principal de cette me´thode est qu’elle permet de tenir
compte des mouvements re´els du robot pour construire
l’invariant. Nous sommes partis des mouvements du robot
dans le monde (translation dans le plan du sol) et nous
avons conside´re´ leur effet sur des images omnidirection-
nelles. Nous avons montre´ que cette me´thode ame´liore sen-
siblement les re´sultats en terme de re´duction de distance
entre des distributions d’une meˆme pie`ce par rapport a` ce
qui est obtenu avec des histogrammes classiques. De plus,
la distance entre des distributions de pie`ces diffe´rentes est
aussi e´leve´e que lorsque des histogrammes sont utilise´s, ce
qui est une bonne proprie´te´ en vue de l’inte´gration dans
un syste`me de classification. Enfin, l’invariant obtenu est
aussi robuste aux rotations bien qu’elles n’aient pas e´te´
explicitement prises en compte dans le groupe de transfor-
mation retenu. En conclusion, cette me´thode de construc-
tion et le choix d’un noyau ge´ome´trique adapte´ a` la to-
pologie spe´cifique du capteur omnidirectionnel pourrait
d’avantage ame´liorer la reconnaissance de lieux (moyen-
nant l’utilisation d’un syste`me de classification pour trai-
ter les distances fournies par notre me´thode).
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