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Introduction
Given T > 0 and a bounded domain Ω of R n (n ∈ N) with a C 2 boundary Γ ≡ ∂Ω. Set function of ω, i.e., χ ω (x) = 1 if x ∈ ω, and χ ω (x) = 0 if x / ∈ ω. Throughout this paper, we denote n i, j=1 and n i=1 simply by i, j and i , respectively; and denote the transpose of a vector (or matrix) x by x . In this paper, vector x always means a column one.
To begin with, we recall the controllability theory for the classical heat equation: where x = (x 1 , . . . , x n ) , (a ij ) n×n is a given uniformly positive definite matrix, which represents the thermal conductivity of the material occupying Ω, y = y(t, x) is the state variable, u = u(t, x) is the control variable. In system (1.1), the state space is chosen to be L 2 (Ω), and the control space to be L 2 (ω) (which is an abbreviation of {u ∈ L 2 (Ω) | supp u ⊆ ω}). It is well-known (see for example [12] ) that for any given T > 0 and any given nonempty open subset ω of Ω, system (1.1) is null controllable (resp. approximately controllable) in L 2 (Ω), i.e., for any given y 0 ∈ L 2 (Ω) (resp. for any given ε > 0, and On the other hand, due to the smoothing effect of solutions to the heat equation, exact controllability for (1.1) is impossible, i.e., the above ε may not be taken to be zero.
It is notable that in the above, the controllability time T and the controller ω can be chosen as small as one likes. This is due to the fact that the classical heat equation admits an infinite speed of propagation for a finite heat pulse. However, it has been known (e.g. [3, 4] ) for quite a long time that the property of instantaneous propagation for the heat equation is not really physical! To eliminate this paradox, a modified Fourier's law was introduced [8] , which results in a heat equation with memory. We refer to [27] for an updated analysis on the well-posedness and the propagation speed of the heat equation with memory derived from a general modified Fourier's law. Among other things, it was shown in [27] that, under certain conditions, the heat equation with a memory kernel admits a finite speed of propagation for finite heat pulses. Hence, heat equations with memory is more realistic for heat conduction. Following [27] , instead of (1.1), we consider the following controlled system: (1.2) with b being referred to as a hyperbolic memory kernel. The same as in system (1.1), y = y(t, x) and u = u(t, x) are the state and control variables of system (1.2), and we choose its state space and the control space to be L
(Ω) and L
2 ((0, T ) × ω), respectively. We refer to [27] for the well-posedness of (1.2). The first purpose of this paper is to study the (instantaneous) exact controllability of (1.2), which means that, for any given y 0 , y 1 ∈ L 2 (Ω), there is a control u ∈ L As we shall see later, the hyperbolic nature of system (1.2) allows us to show its exact controllability under suitable conditions on the waiting time T and the controller ω.
By the classical duality argument [14, 15] , the above controllability problem for (1.2) can be reduced to the establishment of an observability estimate for its dual system: (1.4) by which, we mean to find a constant C > 0, independent of p 0 , such that the solution p of (1.4)
(1.5)
There are numerous studies on observability estimate for partial differential equations (PDEs, for short), mainly for those without memory or at most with "small" memory (see [28] and the rich references cited therein). The techniques that have been developed so far to obtain such estimates depend heavily on the nature of the equations. In the context of hyperbolic equations, one may use multipliers [15] or microlocal analysis [2] ; while, in the context of parabolic equations, one uses Carleman inequalities [6] . Carleman inequalities can also be used to obtain observability inequalities for hyperbolic equations [7] . However, the usual Carleman estimates do not seem to work directly for the observability problem of general parabolic and/or hyperbolic equations with large memory.
We refer to [5, 10, 11, 13, 18, 24, 25] for some previous controllability and/or observability results for infinite-dimensional systems with memory. It is worthy of mentioning that, based on Laplace transform and cosine operator approach, respectively, [1] and [20] studied the controllability problem for (1.2) when (a ij ) n×n = I , the identity matrix, and the memory kernel b does not depend on x. On the other hand, by means of Carleman estimate, exact controllability result for (1.2) with (a ij ) n×n = I was given in [26] . Recently, further related results have been presented in [9, 21] , especially an interesting negative controllability result can be found in [9] .
The key observation in [26] is that, due to the special structure of system (1.4) with (a ij ) n×n = I , a modified Carleman inequality can be employed to derive the observability estimate for it. By combining and modifying carefully the Carleman estimate developed in [26] and [7] , the first concern of this paper is to establish the observability estimate (1.5) for system (1.4) with general thermal conductivity matrix (a ij ) n×n under some further assumptions on the controller/observer ω and the waiting time T . Note that, due to the finite propagation speed of solutions to system (1.4) (see [27] ), it is clear that estimate (1.5) is impossible unless T is large enough. On the other hand, we recall that, for the classical hyperbolic equations (without memory), one has to introduce some geometric conditions on ω and T , otherwise the expected observability inequality may fail to be true even if T is large [2] . These conditions show that the "position" rather than the "size" of ω is crucial for the desired observability estimate. We shall show that the same phenomenon happens for the present nonlocal observability and controllability problems. This is exactly our second concern in this paper.
More precisely, the second goal of this paper is devoted to showing that, in view of its underlying hyperbolic nature, the observability estimate (1.5) for system (1.4) fails for the case that T and ω do not satisfy a Geometric Optics Condition (see Assumption 2.1 in Section 2). For this purpose, we adapt the Gaussian Beam Method developed in [17, 22, 23] to construct a sequence of approximate solutions to (1.4), with energies localized in Ω \ ω. To the best of our knowledge, this might be the first time to analyze directly the lack of observability of PDEs with memory. There are two difficulties in treating this problem for system (1.4). The first one comes from the memory term. To overcome this difficulty, one needs to introduce more "corrected" terms into the usual Gaussian Beam approximate solutions (for the classical hyperbolic equations) to recover an accurate description. The second difficulty comes from the fact that system (1.4) is equivalent to some hyperbolic equations with memory and with given null initial displacement (see system (4.9) ). This information is the key point that we shall use to derive the positive observability inequality (1.5) for system (1.4) via Carleman estimate. But now it means that we have to show a negative result under a more restrictive assumption. To overcome this difficulty, we need to superpose suitably two approximate solutions of the hyperbolic equations with memory which are concentrated in a neighborhood of a given generalized ray (see Definition 2.2), one of which is evolved forward and the other backward (see (7.10) ). The key point is that, we need to use a refined localization technique (see (5.34) and Theorem 5.2) to construct carefully the desired backward approximate solutions so that their energies are concentrated near t = 0.
The rest of this paper is organized as follows. In Section 2, we state our main results. Some preliminary results are collected in Section 3. We will prove our positive controllability and observability result in Section 4. Sections 5-6 are devoted respectively to the constructions of highly concentrated approximate solutions for hyperbolic equations with memory in the whole space R n and in any bounded domain Ω, which have their independent interest. In Section 7, we shall construct suitable localized (exact) solutions for hyperbolic equations with memory in bounded domains (which also has its independent interest), and via which we give a proof of our negative controllability and observability result. Finally, Appendix A is devoted to the proofs of some technical results that are used in the paper.
Statement of the main results
In the sequel, for any set
Throughout this paper, we will use C to denote a generic positive constant which may be different from line to line. First of all, we assume that the coefficients of systems (1.2) and (1.4) satisfy the following:
Note that the second condition in (2.3) can be replaced by
In fact, if (2.4) is assumed, by putting 
We refer to [7] for nontrivial examples satisfying conditions (2.6)-(2.7).
For the above function d = d(·) and a given (small) δ 0 > 0, we introduce 8) where
(2.9) 
In what follows, we put
(2.12)
We have the following positive result of observability/controllability. 
The proof of Theorem 2.1 will be given in Section 4. In order to state our negative controllability/observability result, we need to introduce some notions. First, put (2.14) so that the matrix ρA(x) + (1 − ρ)I satisfies the elliptic condition in the whole R n . Hence, without loss of generality, we assume that 15) i.e., the matrix A(x) is uniformly positive definite and bounded in R n .
For the above extended (and corrected) functions a ij ∈ C 1 (R n ), we define a formal differential operator on R n as follows:
We then introduce the following notions. Definition 2.1. A null bicharacteristic of operator W is defined to be a solution of the following (generally nonlinear) ordinary differential equations: 
With the above (corrected) A(x), we have defined the rays for operator W in Definition 2. 
In the sequel, we shall denote this generalized ray by {(t, However, when we construct approximate solutions with energies concentrated along the generalized
, we will need to use the information of (
On the other hand, we regard any ray {(t, x(t), ξ(t)) | t ∈ [0, T ]} (with x(0) ∈ Ω and x(T ) ∈ Ω) of operator W in Ω to be a (special) generalized ray of operator W in Ω. Note that, in some situation, there may exist a ray (t, x(t), ξ(t)) of W starting from Ω but never arrives at its boundary Γ , i.e., x(t) ∈ Ω for each t 0 (e.g. [2] 
. (2.20) This means that the directionẋ (2.20) gives the classical law of geometric optics (see Fig. 1 ).
We introduce the following geometric assumption on the triple (T , Ω, ω). 
Remark 2.6. For some domain Ω and controller ω, the above geometric assumption may hold for any T > 0, see Fig. 2 . In this case, we say that the ray is trapped.
We have the following negative result of observability and controllability. 
The proof of Theorem 2.2 will be given in Section 7.
Remark 2.7. Similar to [19] , one can show that conditions of Theorems 2.1 and 2.2 contradict each other. On the other hand, we recall that [2] , (Ω, ω, T ) is said to satisfy the Geometric Control Condition (GCC for short) if ∂Ω is C ∞ with no contact of infinite order with its tangent, and any generalized ray {(t,
Clearly, GCC contradicts Assumption 2.1. It is shown in [2] that GCC is a sufficient condition for the observability estimate for time-independent hyperbolic equations without memory. It would be quite interesting to extend this result to the present nonlocal case, i.e. system (1.4) with large memory. The main difficulty, as we shall see later, is that system (1.4) is equivalent to system (4.9), which is a hyperbolic equation
with both memory and time-dependent coefficients. Indeed, as far as we know, it is a longstanding open problem to extend the results in [2] to the case of hyperbolic equations with time-dependent coefficients, which is unsolved even for the case without memory.
Some preliminaries
In this section, we present some preliminary results. First of all, similar to [7, Corollary 4 .1], we have the following result.
Next, using the standard theory on Volterra integral equations, one can show the following result. 
Further, we recall the following known result [7, Lemma 3.2] .
The following technical lemma can be found in [17] .
for some x 0 ∈ R n and some
Further, we show the following simple result. 
Proof. The case x 0 ∈ R n \ Ω is obvious because of the exponential decay of the integrand with respect to ε. We now consider the case
Also, by the continuity of b(·), one has
Here, we use the fact that the integrand in the integral " R n \O δ (0) e −2x Hx/ε dx" decays exponentially in ε. Combining (3.7), (3.8) and (3.9), we obtain the desired conclusion for the case x 0 ∈ Ω. Finally, we consider the case x 0 ∈ Γ . For any γ > 0, put
We now show (3.10). First of all, for any fixed γ ∈ (0, 1], it follows that
Here, we use the fact that the integrand in the integral " G
exponentially with respect to ε. Next, putting H ∂σ ∂x |ˆx =0 , similar to (3.8), we conclude that
It remains to compute the limit in the right hand side of (3.12). For this purpose, using Taylor's formula and noting σ (0) = 0, for sufficiently small γ ∈ (0, 1), one has
Hence, for any fixed (small) β ∈ (0, 1), there is a sufficiently small γ ∈ (0, 1) such that
Therefore,
However, by (3.9) (recall (2.1) for the definition of O γ (0)),
, as ε → 0.
(3.14)
Noting the arbitrariness of β, combining (3.13) and (3.14), we end up with
Combining (3.11)-(3.12) and (3.15), and noting
, we arrive at (3.10). Hence, the desired conclusion for the case x 0 ∈ Γ follows. This completes the proof of Proposition 3.1. 2
Finally, we show the following technical result on the global existence of solutions to system (2.17), which is crucial for the definition of the ray of operator W given by (2.16).
Proposition 3.2. System (2.17) admits a global solution for any initial data, provided that A(x) grows linearly at infinity, i.e.,

A(x)
Proof. By (2.18) and the strictly positive definite condition of A(x), we deduce that 
Proof of the positive observability/controllability result
This section is devoted to a proof of our positive observability/controllability result for heat equations with hyperbolic memory kernel, i.e., Theorem 2.1. By the standard duality argument [14, 15] , it suffices to show the first assertion in Theorem 2.1. We borrow some ideas from [7] and [26] . The proof is divided into several steps.
Step 1. First, put
where p solves system (1.4). Then, by (1.4), we see that z satisfies
One can easily see that inequality (1.5) is equivalent to the following:
(Moreover, system (1.4) is equivalent to system (4.2).) Next, set
Hence, by the condition b(0, x) ≡ 1 in (2.3), we see that
By the second conclusion in Lemma 3.2 and noting
(4.6) By (4.4) and (4.6), and noting again q(0, x) ≡ 0, it follows that 
Step 2. Recall (2.12) for the definitions of R 1 and T 0 . Since T > T 0 , we may assume in what follows
Consequently, one can choose a constant δ ∈ (0, 2) so that
Henceforth, we choose
is the function given by (2.11). By (4.11), it follows that
Therefore, there is a
On the other hand, by (2.11) and (2.12), we see that R 0 > 0. Hence
Therefore, one deduces that there exists a sufficiently small
(4.14)
By Lemma 3.1, with b ij and w replaced by a ij and q (defined by (4.4)), δ and φ given by (4.11) and (4.12), for any ε > 0 and λ > 0, we have
(4.16)
We now choose (note δ ∈ (0, 2)) 
On the other hand, by [7, (11.6) 
∂ν ν i on Σ (which follows from (2.9) and v| Σ = 0, respectively), we find that 
However, by (4.9) and (4.8), noting b ∈ C 3 (Q ) and hence β ∈ C 3 (Q ), we have
On the other hand, we note
2 ds dt dx
Further, by q = e −λφ v, θ = e λφ and noting (4.12), using q| Σ = 0, we get (4.25) and (4.27) where C 1 > 0 is a constant, independent of λ. By choosing λ sufficiently large, the term
in the right hand side of (4.27) can be absorbed by its left hand side. Therefore, there is a constant λ 1 λ 0 such that
However, by (4.14), we have
Thus, by (4.28)-(4.29), we conclude that [7] and [26] , using Lemma 3.3 and noting (4.9) and (4.4), one can show that 
(4.32)
Step 4. Let us complete the proof of Theorem 2.1. First of all, multiplying the first equation of (4.9)
by q t , integrating it on (0, t) × Ω, noting that a ij = a ji and the boundary condition in (4.9), and using (4.22), (4.8) and Poincaré's inequality, we obtain that Therefore, by Gronwall's inequality, we conclude that
(4.34)
Due to the time-reversibility of system (4.9), similar to (4.33), one gets 
Highly concentrated approximate solutions for hyperbolic equations with memory in R R R n
As a preliminary to prove Theorem 2.2, we construct in this section highly concentrated approximate solutions for hyperbolic equations with memory in R n .
Fix T > 0, and put
. We consider the following hyperbolic equation with memory in R n :
where W is defined by (2.16), The main purpose of this section is to construct approximate solutions for system (5.2) so that their energies are highly concentrated in a small neighborhood of some ray of operator W . Given a ray (t, x(t)) of operator W , we construct first a family of highly localized approximate solutions to Eq. (5.2) in the following form
In (5.4) , we take the phase function φ to be of the form (5.5) where M(t) is an (n × n) complex symmetric matrix (i. 
A(t, s)e iφ(s,x)
/ε ds, which will play a crucial role in treating the present memory situation. As we shall see later also that this will lead to some technical complexity for the analysis.
We need the following result (recall (5.1) for Υ T and Λ T ): 
. . ,n), and (t, x(t)) be a ray of operator W . For given T
(2) The initial energy of w ε is bounded below as ε → 0, i.e.,
for some c 0 > 0, independent of ε; ( 
3) The energy of w ε is polynomially small off the ray (t, x(t)) (recall (2.1) for the definition of O ε 1/4 (x(t))):
ess sup
Proof. The proof is divided into two steps. A(t, s) will be chosen to be independent of x, we have
Step 1. Assignment of M(t), a(t) and A(t, s). Let w ε be of the form (5.4). By a direct computation and noting that M(t), a(t) and
where r 1
A(t, t) t + A t (t, τ ) τ =t − B 2 (t, x) A(t, t) e iφ(t,x)/ε
+ t 0 A tt (t, s) − B 1 (
t, x) A(t, s) − B 2 (t, x) A t (t, s) − B 5 (t, s, x) A(s, s) e iφ(s,x)/ε ds
− t 0 s 0 B 4 (t, s, x) A(s, τ ) + B 5 (t, s, x) A s (s, τ ) e iφ(τ ,x)/ε dτ ds,(5.
11) r 2 a tt (t) + i A(t, t)φ t (t, x) − B 1 (t, x)a(t) − B 2 (t, x)a t (t) e iφ(t,x)/ε
12) 
Ṁ (t) + M(t)G 1 (t)M(t) + G 2 (t)M(t) + M(t)G
Combining (5.21) and (5.24), we conclude that
, uniformly for a.e. t ∈ Υ T .
(5.25) Also, using Lemma 3.4 again, one has
Step 2. Verification of (5.7)-(5.9). First, the first conclusion in 
A(t, t)e iφ(t,x)/ε +
We shall use this fact later in an essential way. 
Recall that, as shown in [17] , for any given cut-off function ρ 0 ∈ C ∞ 0 (R 1+n ) which is identically equal to 1 in a neighborhood of the ray {(t, w ε such that they are supported in any given small neighborhood of the ray. Note however that, as shown in the proof of the next theorem, in the present case with memory, in order to construct highly concentrated approximate solutions for Eq. (5.2), we have to correct some terms in w ε (given by (5.4)) rather than simply multiplying it by a cut-off function. Indeed, for any given S ∈ (−T , T ) and any given cut-off function = (t, x) ∈ C ∞ 0 (R 1+n ) which is identically equal to 1 in a neighborhood of the ray {(t,
where φ is given by (5.5). Clearly, u ε = w ε . We have he following result: (5.36) where r 1 and r 2 are respectively similar terms as r 1 and r 2 in (5.11) and (5.12) such that the counterpart of (5.26) holds 1 : 
Theorem 5.2. Let the assumptions in Theorem 5.1 hold, and the complex-valued symmetric matrix M(
uniformly for a.e. t ∈ Υ T . 
Highly concentrated approximate solutions for hyperbolic equations with memory in bounded domains
As a further preliminary to prove Theorem 2.2, we construct in this section highly concentrated approximate solutions for hyperbolic equations with memory in bounded domains.
We now consider the following hyperbolic equations with memory in the bounded domain Ω with boundary Γ ∈ C 3 :
The operators W and F in (6.1) are respectively defined similar to (2.16) and (5.3), but with coeffi-
for given T > 0. Also, a ij satisfies the elliptic condition in (2.2).
The main purpose of this section is to adapt the construction of approximate solutions for 
To simplify the notation, we still denote these extensions by their original notations. Hence, we may assume that (recall (5.1) for the definition of Υ T and Λ T )
Similar to Section 2, replacing A(x) by ρA(x) + (1 − ρ)I (recall (2.14) for the cut-off function ρ), and B k by ρ B k for k = 2, 3, 6 if necessary, we may assume that A(x) satisfies the elliptic condition (2.15) and
The main task in the sequel is to construct suitable approximate solutions to the following system:
Noting (2.15) and Proposition 3.2, any ray (t, x(t), ξ(t)) of operator W is defined globally for t ∈ R. Hence, by Theorems 5.1-5.2, one may construct approximate solutions u ε = u ε (t, x) as (5.34) for equa-
In some special situation, there may exist a ray (t, x(t), ξ(t)) of W starting from Ω but never arrives at its boundary Γ , i.e., x(t) ∈ Ω for each t 0 (e.g. [2] ). This (rarely happened) case is quite easy to treat since the highly concentrated approximate solutions for equation
Therefore, in the sequel, we shall not consider this special but easy case.
In what follows, we always assume that any ray of operator W starting from Ω will exit Ω in finite time. In this case, the approximate solutions for W u = F (u) in Υ T × R n constructed in the last section will not satisfy in general the homogeneous Dirichlet boundary condition. In order to overcome this difficulty, one has to superpose two approximate solutions concentrated respectively in a small neighborhood of two different rays of operator W , one reflects of the other at the boundary. This is indeed the motivation to introduce the notion of generalized ray of operator W (see Definition 2.2).
Similar to [23 
, and hence at least this ray exits Ω locally.
Ansatz of the incoming and reflected waves
) is a ray of operator W starting from Ω at time t = 0, i.e., x − (0) ∈ Ω, and arriving at the boundary Γ at time t = t 0 , i.e., x 0 x − (t 0 ) ∈ Γ .
As mentioned before, by Theorem 5.2, we can construct a family of approximate solutions u − ε = u − ε (t, x) to the first equation in (6.6). However, u − ε may not satisfy the homogeneous Dirichlet boundary condition u − ε (t, x 0 ) = 0 on Υ T × Γ , i.e., the second equation in (6.6). One has to superpose u − ε with another approximate solution u + ε . The later is constructed from the ray (t, x + (t), ξ + (t)), which reflects the original one, (t, x − (t), ξ − (t)), at the boundary (see Fig. 3 ). The point is to select approximate solutions u + ε to the first equation in (6.6), concentrated in a small neighborhood of the reflected ray (t,
ε satisfies approximately the homogeneous Dirichlet boundary condition. According to (2.17) 
Here, similar to (2.9), ν(
(6.10)
On the other hand, from (2.18), one has g(x 0 , ξ − (t 0 )) = . Hence, noting (6.10), one can check that
, ∀t ∈ R.
(6.11)
We assume that ξ − (t) is transversal to the boundary Γ at time t = t 0 (with respect to the metric g),
i.e.,
(6.12)
Denote by T 1 > 0 the instant when the reflected ray arrives at Γ , i.e.,
which is identically equal to 1 in a neighborhood of the ray {(t,
(6.14)
According to (5.34) and Theorem 5.2, we may construct approximate solutions to equation
where
(6.16)
In (6.16), M − (t) is some given n × n complex symmetric matrix with positive definite imaginary part. Fix any cut-off function
Our aim is to find another approximate solution
n , which is concentrated in a small neighborhood of the reflected ray (t, x + (t), ξ + (t)) such that the following approximate Dirichlet boundary condition holds
Here, similar to (6.16), we take φ + to be of the form: (6.20) where M + (t) is a suitable (n × n) complex symmetric matrix with positive definite imaginary part, which will be determined later.
From (6.18) and (6.16) , it is easy to see that it remains to construct M + (t), a + (t) and A + (t, s). For this purpose, we borrow some idea in [23] . First, by Remark 5.3, a + (t) and A + (t, s) are uniquely determined by the ray (t, x + (t), ξ + (t)) and the initial value of a + (t) at t = t 0 , which is assigned to be a + (t 0 ) = −a − (t 0 ). (6.21) Next, M + (t) is determined by its initial M + (t 0 ) and the reflected ray (t,
is given by (6.9). Hence, it suffices to assign M + (t 0 ). This will be done below.
Assignment of the reflected phase function and its properties
In order to determine M + (t 0 ), we introduce local coordinates near the reflected point x 0 ∈ Γ , called henceforthx ≡x(x) = (x 1 ,x 2 , . . . ,x n ) (in the sequel, we denote (x 2 , . . . ,x n ) byx ), centered at the reflected pointx 0 ≡ (0,x 0 ), the new coordinate of x 0 , such that Ω is locally given byx 1 0, and Γ is flat nearx 0 . Denote the inverse Jacobian matrix ofx =x(x) by J (x), i.e., x 2 , . . . ,x n ) . (6.22) By Γ ∈ C 3 , we see that J (x) ∈ C 2 . In the new coordinates the outward normal vector ν(x 0 ) at the reflected point becomes (−1, 0, . . . , 0) . Hence
. (6.23) Write the expression of φ ± (t, x) in thex-coordinates aŝ (6.25) where σ ± , η ± ∈ R n−1 . Both σ ± and η ± will be needed to compute the derivatives ofφ ± (t, 0,x ) at (t 0 ,x 0 ) up to second order.
We have the following result. 
We refer to Appendix A for the proof of Proposition 6.1. Denote
. (6.27) Obviously, determining M + (t 0 ) is equivalent to choosing M + (t 0 ). Therefore, in the rest of this subsection, we shall devote to choosing M + (t 0 ). For this purpose, put
(6.28)
Then, one has x ± (t) = x x ± (t) . (6.29) We need to compute the derivatives ofφ ± (t, 0,x ) at (t 0 ,x 0 ), up to second order. 
We refer to Appendix A for the proof of Proposition 6.2. Now, we write (6.39) and m (6.40) 
Proof. First of all, from (6.36) in Proposition 6.2 and noting (6.37)-(6.38), one sees that (6.43) holds by choosing m
as in (6.38), 2 i, j n. This determines M + . Next, by (6.25) and (6.37), we see that
Hence, we choose m
. . ,n as in (6.39). Then, by (6.35) in Proposition 6.2, and noting (6.37), (6.39) and (6.44), we get (6.42).
Finally, from (6.25) and (6.44), we have 
are real numbers, we see that
Im m
Now, combining (6.48)-(6.50), we arrive at 
Verification of the approximate Dirichlet boundary condition
Now, we are in the position to show that (6.6) , constructed by (6.15) and (6.18) , with a + (t 0 ) and M + (t 0 ) given by (6.21) , (6.27) Proof. Letû ± (t,x) be the new coordinate expressions of u ± (t, x). According to Theorem 5.2, noting assumptions (6.14) and (6.17) for the cut-off functions ± , without loss of generality, we may assume
We now use the change of variable x →x to get
(6.52)
Noting that ± ≡ 1 in a neighborhood of (t 0 , x 0 ), we deduce that, for any (t, 
Therefore, by (6.54)-(6.55), we conclude that, for some positive constant C , it holds
(6.56)
Similarly, one shows that
Finally, combining (6.52) and (6.56)-(6.57), we arrive at the desired result (6.19 (6.18) are also well-defined for each t ∈ (−T , 0). From (6.14) , (6.17) , and the proof of Lemma 6.2, one sees that, if necessary, by choosing the supports of ± to be smaller, the approximate solutions u ± ε constructed in Lemma 6.2 satisfy a stronger version of (6.19) : with coefficients given by (6.2).
The main purpose of this section is to construct exact solutions for system (7.1) whose energy are localized in Ω \ ω, and via which we shall give a proof of Theorem 2.2. We have the following result: 
Proof. We divide the proof into three steps.
Step 1. In this step, let us construct a suitable approximate solutions {U ε } ε>0 to system (6.6) whose energies are concentrated in a neighborhood of the generalized ray {(t, 
for any small ε > 0.
Step 3. We now correct{V ε } ε>0 to become a family of exact solutions to system (7.1). For this, let 
By the first two conclusions in (7.11), the above yields (7.14)
Finally, in view of (7.12) and (7.14), and noting the last three assertions in (7.11), we conclude that u ε are the desired solutions satisfying (7.2). 2
Now, we are ready to prove our negative observability/controllability result for heat equations with hyperbolic memory kernel, i.e., Theorem 2.2. for any solution q to system (4.9). From (4.8), and noting our assumptions, using Lemmas 3.2 and 6.1, one can apply Theorem 7.1 to system (4.9) to conclude the desired result. 2
Appendix A. Proofs of some technical results
This appendix is addressed to the proofs of Propositions 6.1 and 6.2, which are respectively similar to [23 Verification of (6.30)-(6.31): Recalling thatx ± (t 0 ) =x(x 0 ) =x 0 , from (6.8)-(6.9), (6.25) and (6.28), one finds (recall (6.22) for J (x)) .6) as t → t 0 . Hence, recalling thatx 0 = (0,x 0 ), we see that when t tends to t 0 , it holds
