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Abstract In this letter, a distributed protocol for sampled-data synchronization of coupled harmonic
oscillators with controller failure and communication delays is proposed, and a brief procedure of
convergence analysis for such algorithm over undirected connected graphs is provided. Furthermore,
a simple yet generic criterion is also presented to guarantee synchronized oscillatory motions in
coupled harmonic oscillators. Subsequently, the simulation results are worked out to demonstrate the
eciency and feasibility of the theoretical results. c 2013 The Chinese Society of Theoretical and
Applied Mechanics. [doi:10.1063/2.1306302]
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In the past few years, the synchronization of coupled
harmonic oscillators has become a rather signicant
topic in both theoretical research and practical applica-
tions, which originates from two elementary reasons.1,2
The rst reason is that coupled harmonic oscillators is
usually viewed as a fundamental model for the study
of coordination problems of networked multi-agent sys-
tems, which are simply dierent from general second-
order consensus problems due to its intrinsic dynam-
ics properties. The other one is that it has a wide
range of engineering applications, especially in multi-
agent networks involving repetitive movements includ-
ing cooperative patrol, exploration, mapping, sampling
or surveillance.3 As a consequence, a large amount of
synchronization protocols (or algorithms) have recently
been presented for coupled harmonic oscillators from
various perspectives.1{8
In a recent paper, Ren1 investigated the synchro-
nization problem of n coupled harmonic oscillators con-
nected by the dampers, where the dynamics of each
oscillator is given by
_ri(t) = vi(t);
_vi(t) =  ri(t) + ui(t);
(1)
where ri(t), vi(t) 2 R (i = 1; 2;    ; n;) are the position
and velocity of the i-th oscillator at time t respectively,
 > 0 is the frequency of the oscillator, and the dis-
tributed control input is given by
ui(t) =  
nX
j=1
aij(vi(t)  vj(t)); i = 1; 2;    ; n; (2)
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where aij characterizes the interaction between oscilla-
tors i and j (i.e., aij > 0 if oscillator i can obtain the
velocity of oscillator j at time t, and aij = 0 other-
wise). Accordingly, specifying n = 2 in Eq. (2), then
system (1) with protocol (2) can be used to describe a
basic model of two objects with unit mass connected
by a damper as shown in Fig. 1. Later on, Su et al.2
considered the same issue in a dynamic proximity net-
work without any connectivity assumption. Ballard et
al.3 further focused on this issue in the framework of
discrete-time setting, and a distributed protocol is pro-
posed to implement synchronized motion coordination
of multiple mobile robots. In addition, Cheng et al.5
addressed the nite-time and innite-time synchroniza-
tion of networked harmonic oscillators with the external
disturbance. Very recently, Zhang et al.6,8 also taken
into account the distributed synchronization problem of
coupled harmonic oscillators under local instantaneous
or impulsive interactions and sampled-data information
with control inputs missing.7
Fig. 1. Two objects of mass m connected by a damper.
With the technological appeal of digital implemen-
tations, the hybrid control technique with the form of
impulsive sampled-data setting has recently drawn a lot
of attention compared with general continuous control
schemes. It is often regarded as an eective control
strategy dealing with dynamical systems missing con-
trol inputs. In real control systems, this phenomenon is
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frequently encountered because of a wide variety of en-
vironmental factors such as actuator failures or tempo-
ral controller, network-induced packet losses, intermit-
tent unavailability of controllers, external abrupt dis-
turbance, etc.9 On the other hand, it should take into
account the eects of communication delays between
agents, since they naturally arise from the consequence
of data transmission and/or packet drop because of the
limitation of the network resource. They will inevitably
inuence the control performance of the networked con-
trol systems (NCSs), and even cause the control sys-
tems instable.10 However, to our knowledge, up to now
just few works concerned with coupled harmonic oscilla-
tors' sampled-data synchronization with controller fail-
ure and communication delays.
With the aforementioned background, in the
present letter, the major interests are the sampled-data
synchronization of multi-agent systems (1) with con-
troller failure and communication delays, here the con-
sensus protocol is given by
ui(t) =
8>>>><>>>>:
 
nX
j=1
aij (vi(tk 1)  vj(tk 1   )) ;
tk 1 6 t < !k 1;
0; !k 1 6 t < tk;
k 2 N; i = 1; 2;    ; n; (3)
where  > 0 is the control parameter assigning partially
coupling strength between oscillators, aij characterizes
the interaction between oscillators i and j (i.e., aij > 0
if the i-th oscillator can acquire the velocity of oscil-
lator j; aij = 0; otherwise), and  > 0 denotes the
communication delays at the sampling time moments
tk. The sampling time sequence ftkgk>0 is a strictly in-
creasing sequence i.e., 0 = t0 < t1 <    < tk 1 < tk <
   (k 2 N) with lim
k!1
tk = +1; and f!kgk>0, an in-
dicator time sequence, denotes the data missing status
satisfying tk 1 < !k 1 6 tk(k 2 N). The sketch map
of the sampled-data control with input control missing
is shown in Fig. 2.
θk σk θk⇁ σk⇁
Work
time
Work
time
Rest
time
Rest
time
tk֓ ωk֓ tk tk⇁ωk
Fig. 2. Sketch map of the sampled-data control.
In this letter, the following denitions and notations
will be used. N = f1; 2; : : :g is the natural numbers set,
R = ( 1;+1) denotes the real numbers set, 0n 2 Rn
is the zero vector, 1n 2 Rn stands for the vector with
all ones. For v 2 Rn; vT denotes its transpose. Rnn
is the set of nn real matrices. On 2 Rnn is the zero
matrix, and In 2 Rnn is the identity matrix.
Let G = (V; E ;A) denote a weighted undirected
graph with a set of nodes V = f1; 2; : : : ; ng(n > 2), a
set of edges E  V  V. The corresponding weighted
adjacency matrix A = [aij ] 2 Rnn is dened as
aij = aji > 0 if (i; j) and (j; i) 2 E , otherwise
aij = aji = 0 for all i 6= j, and aii = 0 for all i 2 V.
If an undirected path contained all the nodes of the
graph exists, the undirected graph is connected. We
can dene the Laplacian matrix of a undirected graph
G as L = [lij ] 2 Rnn, lii =
nP
j=1
aij and lij =  aij ,
i 6= j. It is known that for a connected graph G, L
has a zero eigenvalue and all the others are positive:
0 = min(L)
def
= 1 < 2 6    6 n def= max(L):
In what follows, convergence analysis is provided for
system (1) with the synchronization protocol (3) over a
xed network topology G. For a given partition  =
ftkgk>0
Sf!kgk>0 of [0;+1), let k = tk   !k 1 and
k = !k 1   tk 1(k 2 N) denote the duration of the k-
th \rest time" and \work time" respectively, and dene
 = inffk; kjk 2 Ng.
Theorem 1 Supposing the undirected graph G is
connected, the following assumptions hold for all k 2 N.
(i) 0 <  6
p

4
min

1
n
;
1
a

with aii = a for all i,
(ii) 0 <  6  6 k + k 6

3
p

.
Then all the states [ri(t); vi(t)]
T (i = 1; 2;    ; n)
of the system (1) with protocol (3) will converge
globally asymptotically to the synchronization state
[(t); (t)]T, i.e., lim
t!+1 jri(t)  (t)j = 0; limt!+1 jvi(t) 
(t)j = 0; where"
(t)
(t)
#
=
1
n
24 1Tnr0 cospt+ 1Tnv0 1p sinpt
 1Tnr0
p
 sin
p
t+ 1Tnv0 cos
p
t
35 ; (4)
having the initial velocity and position [rT0 ;v
T
0 ]
T.
Brief Proof Let r(t) = [r1(t); r2(t);    ; rn(t)]T 2
Rn, v(t) = [v1(t); v2(t);    ; vn(t)]T 2 Rn. Using the
proposed protocol (3), one can write the dynamics of
sampled-data coupled harmonic oscillators (1) as
"
_r(t)
_v(t)
#
=
8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
"
On In
 In On
#"
r(t)
v(t)
#
 "
0n
Lv(tk 1   )
#
 "
0n
A(v(tk 1)  v(tk 1   ))
#
;
tk 1 6 t < !k 1;"
On In
 In On
#"
r(t)
v(t)
#
;
!k 1 6 t < tk:
(5)
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where A = diag(a11; a22;    ; ann) 2 Rnn: Obviously,
in order to realize complete synchronization of the cou-
pled system (5), the assumption a11 = a22 =    =
ann = a must be imposed.
Based on the theory of general linear ordinary dif-
ferential equations, the analytical solution of Eq. (5)
with L = On can be written as"
r(t)
v(t)
#
=
"
(t)1n
(t)1n
#
+
"
~r(t)
~v(t)
#
; (6)
where [(t)1Tn ; (t)1
T
n ]
T, the synchronization state is a
solution of the homogeneous equation of Eq. (5) with
the initial value [(0)1Tn ; (0)1
T
n ]
T = (I2
P )[rT0 ;vT0 ]T,
with P = 1n  1Tn=n, and"
~r(t)
~v(t)
#
=8>>>>>>>>>>>><>>>>>>>>>>>>:
(  (t; tk 1)(tk 1   ; tk 1)    (t; tk 1))
k 1Q
j=1
NjI 
 P
"
r0
v0
#
; tk 1 6 t < !k 1;
((t; !k 1)  (!k 1; tk 1)(tk 1   ; tk 1) 
(t; !k 1)  (!k 1; tk 1))
k 1Q
j=1
NjI 
 P
"
r0
v0
#
; !k 1 6 t < tk;
(7)
where the Cauchy matrix of the homogeneous equation
of Eq. (5) for t, t0 2 [tk 1; tk) is given by
(t; t0) =24 cosp(t  t0) 1p sinp(t  t0)
 p sinp(t  t0) cosp(t  t0)
35
 In;
and
Nj = (tj ; !j 1)  (!j 1; tj 1)(tk 1   ; tk 1) 
(tj ; !j 1)  (!j 1; tj 1);
and
  (t; tk 1) =26664
On
(cos
p
(t  tk 1)  1)

A
On   sin
p
(t  tk 1)p

A
37775 :
It is easy to obtain that the eigenvalues of Nj are
given by 
(i)
1 (Nj) = 0 and

(i)
2 (Nj) =  
4ap

sin
p


j +
j
2
  
2


sin
p

j
2
sin
p
; i = 1; 2;    ; n: (8)
Through introducing the synchronization error"
e(t)
s(t)
#
=
"
r(t)
v(t)
#
 
"
(t)1n
(t)1n
#
 
"
~r(t)
~v(t)
#
; (9)
we can get the error dynamical systems as
"
_e(t)
_s(t)
#
=
8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
"
On In
 In On
#"
e(t)
s(t)
#
 "
0n
Ls(tk 1   )
#
 "
0n
A(s(tk 1)  s(tk 1   ))
#
;
tk 1 6 t < !k 1;"
On In
 In On
#"
e(t)
s(t)
#
;
!k 1 6 t < tk;
(10)
with the initial condition below"
e(t)
s(t)
#
= [I2 
 (In   P )]
"
r0
v0
#
;  6 t 6 t0:
Note that (t; t0) and I2
(In P ) commute, PL =
LP = On and P
2 = P , then for k > 1, the analytical
solution of Eq. (10) can be described as"
e(t)
s(t)
#
=8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
 
(t; tk 1) +(t; tk 1)(tk 1   ; !k 1)+
  (t; tk 1)(tk 1   ; tk 1)    (t; tk 1)

k 1Q
j=1
Hj
"
r0
v0
#
; tk 1 6 t < !k 1;
 
(t; tk 1) +(t; !k 1)(!k 1; tk 1)
(tk 1   ; tk 1) +(t; !k 1)
  (!k 1; tk 1)(tk 1   ; tk 1) 
(t; !k 1)  (!k 1; tk 1)

k 1Q
j=1
Hj
"
r0
v0
#
; !k 1 6 t < tk;
(11)
where Hj =Mj +Nj(I2 
 P ) with
Mj = (tj ; tj 1)[I2 
 (In   P )] +(tj ; !j 1) 
(!j 1; tj 1)(tj 1   ; tj 1):
and
(t; tk 1) =
2664 On
(cos
p
(t  tk 1)  1)

L
On   sin
p
(t  tk 1)p

L
3775 :
Let L = UJUT be the eigenvector decomposi-
tion of L, in which U 2 Rnn is a normal orthog-
onal matrix, and J = diag(0; 2;    ; n). Note that
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the matrices Hj and (I2 
 UT)Hj(I2 
 U) have the
same eigenvalues. Note that the matrices Hj and
(I2
UT)Hj(I2
U) have the same eigenvalues. Since
(In   P )L = L(In   P ) = L, it follows that UT(In  
P )U = diag(0; 1;    ; 1).
Therefore, by a nite sequence of same elementary
operations with respect to the interchange of rows and
columns of (I2
UT)Hj(I2
U), respectively, the eigen-
values of Hj are given by 
(1)
 (Mj) = 0 and

(i)
 (Hj) = K 
p
K2   L (12)
where
K = cosp(j + j) + ap


sin
p

j
2
cos
p


j +
j
2

  (i + a)p


sin
p

j
2
cos
p


j
2
+ j   

;
and
L = 1 + ap

sin
p
j   2(i + a)p


sin
p

j
2
cos
p


j
2
+ 

:
By using the same arguments as in the proof of The-
orem 1 in Ref. 6, and by the assumptions (i) and (ii), it
is easy to conrm that for all j 2 N,
(Nj) 6 max

j(i)2 (Nj)j
 6  6 j +
j 6

3
p


< 1;
(Hj) 6 max

j(i) (Hj)j
 6  6 j +
j 6

3
p


< 1:
Consequently, it follows immediately that all the
states [ri(t); vi(t)]
T (i = 1; 2;    ; n) of the system (1)
with protocol (3) will converge globally asymptotically
to the synchronization state [(t); (t)]T. This com-
pletes the proof of Theorem 1.
Theorem 1 gives a simple yet generic criterion for
sampled-data synchronization of coupled harmonic os-
cillators with controller failure and communication de-
lays. Theorem 1 shows that coupled harmonic oscilla-
tors can obtain synchronized oscillatory motions under
network connectivity provided that the communication
delays less than either the work or rest time intervals.
It should be noted that Theorem 1 can be generalized
to the case of switching topology, leader-following syn-
chronization, which we will further investigate in the
future work.
Some simulations will be worked out to show the
validity of the proposed protocol algorithms. For net-
work communication topology G with a ring coupling,
we assume that aij = aji = 1 if oscillators i and j can
communicate with each other, and aij = aji = 0, oth-
erwise. Consider a team of n = 4 harmonic oscillators
with protocol (3) where each oscillator is coupled with
only two other agents.
By some computations, the biggest eigenvalue of
Laplacian L is 4(L) = 4. The work time and rest
time are both selected as k = k = 0:2; the other pa-
rameters are chosen as  = 4;  = 0:25;  = 0:05. It is
easy to verify that the conditions in Theorem 1 are satis-
ed. Figure 3 shows the evolution of the oscillator states
with selected initial conditions as r0 = [1; 2; 1:5; 2:5],
v0 = [2; 4; 6; 8]. From Fig. 3, we can easily see that the
4 coupled harmonic oscillators synchronize their motion
as time evolves.
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Fig. 3. Evolution of 4 coupled harmonic oscillators.
In this letter, we proposed a distributed synchro-
nization protocol for sampled-data coupled harmonic
oscillators with controller failure and communication
delays. We provided a brief procedure of convergence
analysis for such algorithm over undirected connected
graphs. We also presented a simple yet generic crite-
rion by which all the coupled harmonic oscillators can
achieve synchronized oscillatory motions. Simulation
examples have been provided to verify the eectiveness
and feasibility of the theoretical results.
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