Abstract. A quasi-complete intersection (q.c.i
In Section 3 we discuss some classes of rings for which Question 1 has a positive answer, as follows: Theorem 1. Let (R, m) be an artinian local ring which is not a complete intersection. Assume that one of the following holds:
(1) m 3 = 0 (2) m 4 = 0 and R is Gorenstein.
Then every q.c.i. ideal of R is principal.
Theorem 1 is part of Theorem 3.2, which studies, more generally, bounds on the minimal number of generators of a q.c.i. ideal.
In general, we answer Question 2, and thus Question 1, negatively. This is accomplished in Section 4 by means of Proposition 4.2 and Theorem 4.4, which give: Theorem 2. There exists an artinian local ring (R, m) with m 4 = 0 and an ideal I minimally generated generated by two elements in m m 2 such that
(1) I is a minimal q.c.i. ideal (2) I contains no exact zero-divisors.
(3) I is not an embedded q.c.i. ideal.
While the example involved in the proof of this result is rather special, in Section 5 we show that a negative answer to Question 1 occurs on a large scale. Theorem 3. Let k be an algebraically closed field of characteristic different than 2 and let P denote the polynomial ring k[x 1 , . . . , x n ].
If n ≥ 5 and f = f 1 , . . . , f n is a generic regular sequence of quadratic forms, then the local artinian complete intersection ring R = P/f P has no exact zero-divisors. In particular, its maximal ideal is an embedded q.c.i. ideal that does not contain any principal q.c.i. ideal.
Theorem 3 is part of Corollary 5.1. The meaning of the word "generic" is made precise through Theorem 5.2.
Several preliminaries and general results on q.c.i. ideals are collected in Sections 1 and 2. In particular, Corollary 1.11 gives a necessary condition for the existence of exact zero-divisors: If R = Q/a with (Q, n, k) a regular local ring and a ⊆ n 2 , and R admits an exact zero-divisor, then a has a reducible minimal generator.
Preliminaries
In this section we present and discuss the notion of q.c.i. ideal. A criterion for checking that a 2-generated ideal of grade zero is q.c.i. is given in Lemma 1.5, and Propositions 1.8-1.10 give some consequences of the q.c.i. property.
The following notation and conventions are used throughout the paper: Let (R, m, k) be a local ring: R is a commutative noetherian ring with unique maximal ideal m, and k = R/m. If M is a finitely generated R-module, we denote by ν(M ) the minimal number of generators of M .
Let I be an ideal of R with ν(I) = n and set S = R/I. Let f = f 1 , . . . , f n be a generating set of I and let E denote the Koszul complex on f . Definition 1.1. We say that I is a quasi-complete intersection (q.c.i.) ideal if H 1 (E) is free over S and the canonical homomorphism of graded S-algebras (1.1.1) λ S * : Λ S * H 1 (E) −→ H * (E) is bijective, where Λ S * denotes the exterior algebra functor. We refer to [4] for the interpretation of the notion of q.c.i. in terms of vanishing of André-Quillen homology functors.
Principal q.c.i. ideals.
Following [12] , we say that an element x of R is an exact zero-divisor if R = (0 : R x) ∼ = R/(x) = 0 . If x is an exact zero-divisor, then there exists y such that (0 : R x) = (y) and (0 : R y) = (x). We say that x, y is an exact pair of zero-divisors and y is the complementary zero-divisor of x.
It follows directly from Definition 1.1 that a non-trivial principal ideal I = (x) is q.c.i. if and only if x is either a non zero-divisor or an exact zero-divisor.
Recall that grade R (I) denotes the maximal length of an R-regular sequence in I; this number is equal to the least integer i with Ext i R (R/I, R) = 0. In view of [4, Lemma 1.3] , the study of the structure of q.c.i. ideals may be reduced to the case when grade R (I) = 0.
1.3.
Since ν(I) = n, we have E 1 ∼ = R n . Let v 1 , . . . , v n denote a basis of E 1 with ∂(v i ) = f i for each i. Assuming that ν(H 1 (E)) = n, consider a set of cycles
with a ij ∈ R and j = 1, . . . , n such that the homology classes cls(z j ) minimally generate H 1 (E). Set A = (a ij ) and ∆ = det(A) and note that the map
Note that ∆ ∈ (0 : R I). Since f is a minimal generating set for I, and each z i is a syzygy in the free cover E 1 → I, we have a ij ∈ m for all i, j. In particular, we have:
Lemma 1.4. If I is a q.c.i. ideal with grade R (I) = 0, then the following hold:
Proof. Since grade R (I) = 0, we know that ν(H 1 (E)) = n by [4, 3.2] . Then (1) follows from the fact that H 1 (E) is free over S, according to Definition 1.1.
(2) We have
, where the third isomorphism is given by the map λ in 1.3. The first and the last isomorphism are general facts, and the second one is a consequence of (1).
(3) Using the description of the map λ in 1.3, we see that the isomorphism S ∼ = − → (0 : R I) from the proof of (2) can be described by 1 → ∆ In particular, (0 : R I) = ∆R. The fact that this map is an isomorphism shows that (0 : R ∆) = I.
As noted in 1.2, principal q.c.i. ideals admit a simple characterization. Based on Lemma 1.4 and Definition 1.1, the two-generated q.c.i. ideals can also be given a relatively simple characterization as follows. Lemma 1.5. Retain the notation of 1.3. Let I be an ideal with ν(I) = 2 and grade R (I) = 0. Then the following statements are equivalent: 
Remark 1.6. Let R be a local ring and I a grade zero q.c.i. ideal of R. It is known [4, Rmk. 3.7] that R/I is a totally reflexive R-module. Let T be the Tate resolution of R/I (see [4, 2.4, 2.5] ) and define T * as the complex Hom R (T, R) . Then one can concatenate the two complexes via the map T 0 → T * 0 given by multiplication by ∆, where ∆R = (0 : R I). The resulting complex
is then a totally acyclic complex of free R-modules. The exactness of the right side of this complex is justified by the last paragraph in the proof of Theorem [4, Theorem 2.1(4)]. The implication (1) =⇒ (3) in Lemma 1.5 is in fact a special case of this more general statement. For the convenience of the reader, we provide an elementary proof below.
Proof of Lemma 1.5. The equivalence of (1) and (2) follows immediately from Lemma 1.4. where a ij are as in 1.3. The hypotheses of (2) guarantees that the maps and modules in (1.5.1) form a complex; think of this complex as
The hypotheses (0 : R I) = ∆R and (0 : R ∆) = I ensure that (1.6.3) is exact at F * 0 and F 0 . The hypothesis that av 1 +cv 2 and bv 1 +dv 2 are cycles in E 1 which represent a generating set for H 1 (E) ensures that (1.6.3) is exact at
is an element of the kernel of d 2 (with t i ∈ R), then
Thus, t 1 and t 2 are both in (0 : R ∆) = (f 1 , f 2 ). It quickly follows that ξ minus some boundary has the form ξ ′ = t ′ 0 0 0 T . One easily shows that ξ ′ is a boundary and the complex (1.6.3) is exact.
(3) ⇒ (2): Most of the hypotheses of (2) follow immediately from (3). We only need to verify that H 1 (E) ∼ = S 2 . The exactness of the complex (1.5.1) implies that ν(H 1 (E)) = 2. Furthermore, the cycles z 1 and z 2 in 1.3 can be taken to be
Consider the homomorphism
given by ϕ(t) = cls(t 1 z 1 + t 2 z 2 ), where t = t 1 , t 2 T ∈ R 2 . If ϕ(t) = 0 , then there exists t 0 ∈ R such that the element t 0 , t 1 , t 2 T ∈ R 3 is in Ker d 2 = Im d 3 . By looking at the matrix describing d 3 , we conclude that t 1 and t 2 are in I. It follows that Ker(ϕ) ⊆ IR 2 . The reverse inclusion is clear, hence
Since q.c.i. ideals are stable under faithfully flat extensions, we assume below, without loss of generality, the following: (Q, n, k) is a regular local ring with maximal ideal n, a ⊆ n 2 is an ideal of Q and R = Q/a. The maximal ideal m of R is then m = n/a.
1.7.
Assume I = J/a is a q.c.i. ideal of R with ν(I) = n. Let F 1 , . . . , F n denote preimages of f 1 , . . . , f n in Q. Let E ′ denote the Koszul complex on F 1 , . . . , F n , so that E ′ ⊗ Q R = E. We will further use the notation introduced in 1.3. Let V 1 , . . . , V n be preimages of v 1 , . . . , v n in E, so that ∂(V i ) = F i . Furthermore, if a ij are as in 1.3, let A ij denote their preimages in Q, and set
for j = 1, . . . , n. The images of the elements Z j in E 1 are exactly the cycles z j in (1.3.1). In particular, the elements
are in a for all j. 
Furthermore, the elements ∂(Z 1 ), . . . , ∂(Z n ) are part of a minimal generating set of a.
By [4, Theorem 5.3] we have an exact sequence:
We refer to [4, 5.1, 5.2] for the definition of the modules of indecomposables π i (−). According to [4, 5.2] and the proof of [11, Prop. 3.3 .4], we have canonical identifications π 1 (R) = n/n 2 and π 2 (R) = a/na. Write f such that f = f 1 , . . . , f n with f i ∈ m m 2 for all 1 ≤ i ≤ r and f i ∈ m 2 for all i with i = r + 1, . . . , n. Let
We have then canonical identifications
Thus the exact sequence (1.8.1) becomes
Set e = rank k (n/n 2 ). Clearly, rank k (H/mH) = ν(H), rank k (a/na) = ν(a) and rank k (J/nJ) = ν(J). We also have
Then a rank count in the exact sequence, together with the equality ν(H) = ν(I) − grade R (I) of [4, 3.2] , gives:
The remaining assertion regarding the elements ∂(Z i ) follows from an analysis of the map H/mH → π 2 (R) in the exact sequence (1.8.1); see the proof of [4, Theorem 5.3] for a construction of this map. In view of the identification π 2 (R) = a/na, the map H/mH → π 2 (R) is a k-linear map given by
Since this map is injective and the elements cls(z j ) + mH form a basis of H/mH, it follows that the elements ∂(Z j ) + na are linearly independent in a/na. Proposition 1.9. Let (Q, n, k) be a regular local ring. Let a ⊆ n 2 be an ideal and set R = Q/a. Let F, G ∈ Q such that F G ∈ a, and let f , g denote the images of these elements in R.
If f, g is an exact pair of zero-divisors, then F G / ∈ na. Furthermore, if a is generated by a regular sequence, then the converse holds.
Proof. Assume f, g is an exact pair of zero-divisors. We want to apply Proposition 1.8 to the q.c.i. ideal I = J/a with J = a + (F ). With f = f 1 = f , one can take z 1 = gv 1 in (1.3.1). Then the last conclusion of Proposition 1.8 gives that ∂(Z 1 ) = F G is a minimal generator of a.
Assume now that a is generated by a regular sequence. Assume that F G / ∈ na. In particular, F G is minimal generator of a and can be completed to a minimal generating set for a, say a 1 , a 2 , . . . , a r , F G. Since a can be generated by a regular sequence, its minimal generating set a 1 , a 2 , . . . , a r , F G is itself a regular sequence. It follows that a 1 , a 2 , . . . , a r , F is a regular sequence as well. Using this information, one can easily argue that (0 : R f ) = (g), and similarly (0 : R g) = (f ).
Let k be a field. We let P = k[x 1 , . . . , x e ] denote the polynomial ring in n variables of degree 1, and we set p = (x 1 , . . . , x e )P . We take Q = k[[x 1 , . . . , x e ]] to be the power series ring, with maximal ideal n = (x 1 , . . . , x e )Q. If h ∈ Q, we denote by h * the initial form of h (which can be regarded as both an element of P and of Q). Proposition 1.10. Let b be a homogeneous ideal of P and set a = bQ, where
. If y ∈ a, then y * ∈ b. Furthermore, if b is generated by homogeneous polynomials of the same degree, then the following hold:
Proof. For each integer i one has canonical isomorphisms
which allow one to translate the statements to a graded setting, where they are clear. If y ∈ a, it follows that y * ∈ b + p i for each i, hence y * ∈ b. Assume now that b is generated by homogeneous polynomials of the same degree. (a) If y ∈ a, then y − y * ∈ na + n i for all i > deg(h * ), hence y − y * ∈ na. (b) Assume that F, G are such that f, g form a pair of exact zero-divisors. By Proposition 1.9 we know that F G / ∈ na. Part (a) gives then that
Corollary 1.11. Let (Q, n, k) be a regular local ring and a ⊆ n 2 . If R = Q/a admits an exact-zero divisor, then a has a reducible minimal generator. Furthermore, if Q is a power series ring over k and a is generated by homogeneous polynomials of the same degree, then the reducible minimal generator of a can be chosen to be a non-trivial product of homogeneous polynomials.
Embedded q.c.i. ideals
In this section we define the notion of embedded q.c.i. ideal. We spell out a known characterization of such ideals in Lemma 2.4. We are mainly interested in a criterion for checking that a given q.c.i. ideal is not embedded. This is achieved in Corollary 2.9, by using the terminology of homotopy Lie algebra. The approach used here expands the one in the proof of [4, Theorem 4.6].
A quasi-deformation is a pair R → R
′ ← Q of homomorphisms of local rings, with R → R ′ faithfully flat and R ′ ← Q surjective with kernel generated by a Q-regular sequence. By definition, the
is finite for some quasi-deformation; see [3] .
2.2.
Consider the following conditions concerning an ideal I of the local ring R:
The betti numbers of the R-module R/I have polynomial growth and H 1 (E) is a free R/I-module. Soto [16, Proposition 23] shows that the implications (1) =⇒ (2) =⇒ (3) always hold, and that the three statements are equivalent for certain classes of rings, for which the asymptotic behavior of betti numbers is well understood.
Soto also conjectured that (1) ⇐⇒ (2) always holds. As discussed in the Introduction, [4, Theorem 4.6] provides a counterexample with I a principal ideal. Definition 2.3. We say that an ideal I of R is an embedded q.c.i. ideal if it is a q.c.i. ideal such that CI-dim R (R/I) < ∞.
The name of embedded is explained by the lemma below, which offers a concrete way of understanding such ideals. In what follows, we say that an ideal of a ring Q is a complete intersection ideal if it can be generated by a Q-regular sequence.
Lemma 2.4. The following statements are equivalent:
(1) I is an embedded q.c.i. ideal of R. (2), assume that I is a q.c.i. ideal with
We may assume R ′ = Q/a with a generated by a Q-regular sequence, and let b such that R ′ /I ′ = Q/b. Since a is a q.c.i. ideal of Q and I ′ is a q.c.i. ideal of Q/a, the composition result [4, 8.7] shows that b is a q.c.i. ideal of Q. Since pd Q (R ′ /IR ′ ) = pd Q (Q/b) < ∞, we have that b is a complete intersection by [4, Theorem 2.1(1)].
Complexity and Poincaré series.
If M is a finitely generated R-module, the complexity of M , denoted cx R (M ), is the least integer d such that there exists a polynomial f (t) of degree d − 1 such that rank k (Tor
If M is a finitely generated R-module, we consider the formal power series
Lemma 2.6. If I is a q.c.i. ideal of R with ν R (I) = n and grade R (I) = m, then the following hold:
Proof. If I is a q.c.i. ideal with ν R (I) = n and grade R (I) = m, then ν(H 1 (E) = n − m by [4, 3.2] and a minimal free resolution of R/I over R is given by the Tate complex described in [4, 2.4 ]. An analysis of the Tate complex shows that (1) holds, and (2) is a consequence of the formula (1).
We extend next an argument used in the proof of [4, 4.6].
2.7.
The homotopy Lie algebra. It is known that there exists a graded Lie algebra over k, denoted π * (R) such that the universal enveloping algebra of π * (R) is equal to the algebra Ext * R (k, k) with Yoneda products, see [1, §10] for details. We let ζ * (R) denote the center of π * (R).
Proof. By [6, 5.3] , we know that Ext R (R/I, k) is a finitely generated algebra over a k-subalgebra P of Ext R (k, k) generated by central elements of degree 2. The assumption shows that P is generated by at most s central elements of degree 2; in particular, Ext R (k, k) is finitely generated over a graded polynomial ring in s commuting variables of degree 2. This shows that P
and gives the desired conclusion about the complexity. Corollary 2.9. If I is a q.c.i. ideal of R with
then I is not an embedded q.c.i. ideal.
Proof. If I were an embedded q.c.i. ideal then the contradiction
would ensue. The left-most inequality is Proposition 2.8 and the equality on the right is Lemma 2.6.
Loewy length and minimal generation of q.c.i. ideals
If the local ring (R, m, k) is artinian, then its Loewy length is denoted ℓℓ(R) and is defined as the least integer l with m l = 0. In this section we show that the number of generators of a q.c.i. ideal of R can be bounded in terms of ℓℓ(R).
We say that R is a complete intersection ring if R = Q/a for a regular local ring Q and a an ideal generated by a regular sequence.
If
(1) R is Gorenstein, respectively complete intersection (2) R/I is Gorenstein, respectively complete intersection.
The main result of this section is as follows. Note that properties (2) and (5) n ) and the maximal ideal I = (x 1 , . . . , x n ). This ideal is a complete intersection and hence a q.c.i. ideal. We have ν(I) = n and l = n − 1.
For (2) and (3), consider for example the ring R and the ideal I in Section 4, for which ν(I) = 2, l = 4, ν(m) = 5 and ν(m 3 ) = 3. For (4), any generic Gorenstein algebra with m 4 = 0 and ν(m) ≥ 3 works, since such a ring is known (see [12, Rmk. 4.3] ) to have an exact zero-divisor, so that one can take I with ν(I) = 1.
Proof. Set n = ν(I). We use the notation in 1. It follows that (0 : R m) = ∆R. In particular, R is Gorenstein. We conclude I = (0 : R ∆) = m. Hence I = m is a q.c.i. ideal. Using 3.1 we conclude that R is a complete intersection, a contradiction.
(3) Let f 1 , . . . , f n with f i ∈ m m 2 be a minimal generating set for I. We complete it to a minimal generating set f 1 , . . . , f n , h 1 , h 2 , . . . , h t for m. Assuming n = l − 2, we have ∆R = (0 : R I) ⊆ m l−2 , and thus h i ∆ ∈ m l−1 for all i. Also, since h i / ∈ I and I = (0 : R ∆), we have h i ∆ = 0. Note that the elements h i ∆ of m l−1 are linearly independent. Indeed, if c i h i ∆ = 0 for some constants c i , not all zero, then it would follow i c i h i ∈ (0 : R ∆) = I = (f 1 , . . . , f n ), a contradiction. It follows that t ≤ rank k (m l−1 ) = ν(m l−1 ). (4) By (2), we know that n ≤ l − 2. Assume n = l − 2. Then (3) gives that ν(m/I) ≤ 1. Note that R/I is Gorenstein by 3.1. The ring R/I is thus a Gorenstein ring of embedding dimension 1; it is thus a complete intersection, and hence R is a complete intersection by 3.1.
(5) By (2), we have l ≥ 3. Assume l = 3 and ν(I) = 1. If I = (f ), then (4) shows that f ∈ m 2 . Since f m = 0, it follows that m ⊆ (0 : f ) = (∆). Thus m is 1-generated, and it follows that R is a complete intersection, a contradiction.
Assume now that l = 4. If I is not principal, then it can be minimally generated by two elements. Let I = (f 1 , f 2 ). By (3), we may assume that one of these elements is in m 2 . Assume f 1 ∈ m 2 and note that f 2 / ∈ m 3 . Let m 3 = (δ) be the socle of R. For every x ∈ m we have xf 1 ∈ m 3 , and therefore xf 1 = α x δ where α x is either zero or a unit in R. If α x = 0 then we take y x = 0; if α x is a unit we use the fact that there exists a non-zero multiple of f 2 is in the socle to find a y x such that y x f 2 = xf 1 . Since f 2 / ∈ m 3 , we have y x ∈ m. In either case there exists y x ∈ m such that xf 1 = y x f 2 . With the notation in 1.3, the elements
are cycles in the Koszul complex E. Since ν(I) = 2, we have that ν(H 1 (E)) = 2. Let z 1 and z 2 be the two cycles in 1.3 whose classes generate H 1 (E), with
It follows that for every x ∈ m, the element xv 1 − y x v 2 is a linear combination of z 1 , z 2 and the boundary f 2 v 1 − f 1 v 2 . Consequently, m = (a 11 , a 12 , f 2 ). The ring R/I is then Gorenstein and has embedding dimension at most 2. It is thus a complete intersection, and thus R is a complete intersection, a contradiction.
The inequality (1) of the Theorem can be made more precise in the case of an artinian complete intersection. Proposition 3.4. Let R = Q/a be an artinian complete intersection, where (Q, n, k) is a regular local ring and a is an ideal generated by a regular sequence g 1 , . . . , g e with g i ∈ n di . Then the following holds:
Proof. Set n = (x 1 , . . . , x e ). Taking I = m in 1.3 and using the notation there, we can then take the cycles z i to be
where a ij are the images in R of elements A ij ∈ n di−1 with g i = Definition 3.5. We say that I is a minimal q.c.i. ideal if I is a q.c.i. ideal that does not properly contain any non-zero q.c.i. ideal.
The results proved so far allow to show that certain q.c.i. ideals are minimal.
Proposition 3.6. Let R = Q/a be an artinian local ring, where (Q, n, k) is a regular local ring and a ⊆ n 2 . If R is not a complete intersection, ℓℓ(R) = 3 and a ∩ n 3 ⊆ an, then any q.c.i. ideal of R is minimal. In particular, the ideal I of [4, Theorem 4.6] is a minimal q.c.i. ideal.
Proof. By Proposition 3.2(2), any q.c.i. ideal of R is principal. Let I = (h) with h ∈ m be a q.c.i. ideal. If J ⊆ I is another q.c.i. ideal with J = I then J = (f ) and f = ah with a ∈ m. In particular, f ∈ m 2 . If g is the complementary zero-divisor of f , and F and G are the liftings of these elements in Q, 1.9 shows that F G is a minimal generator of a. Since F G ∈ n 3 , this contradicts the hypothesis that a ∩ n 3 ⊆ an.
A non-embedded q.c.i. ideal without exact zero-divisors
In this section we establish Theorem 2 in the Introduction, which is obtained by putting together information from Proposition 4.2 and Theorem 4.4. The relevant example is described below. The notation in 4.1 will be in effect throughout the section.
Example 4.1. Let k be a field of characteristic zero or large positive characteristic, and let X = {X 1 , X 2 , . . . , X 5 } be a set of indeterminates over k. We set P = k[X]. Let b be the ideal of P generated by the elements: Proof. (1)- (2) One may use Buchsberger's algorithm to check that the listed generators for b form a Gröbner basis for b. When using this algorithm, there is no need to check the S-polynomial for a pair of monomials and there is no need to check the S-polynomial for two polynomials whose leading terms are relatively prime. Thus, one need only check the S-polynomial for the pair X 3 X 4 and X 2 3 − X 1 X 4 and the S-polynomial for the pair X 2 X 5 and X 2 2 − X 3 X 5 . Both S-polynomials reduce in the appropriate manner. (We have underlined the leading terms.) There is no difficulty using the Gröbner basis for b to show that x 1 x 2 , x 1 x 3 , x 1 x 4 , x 1 x 5 , x 2 x 3 , x 2 x 4 , x 3 x 5 is a basis for (P/b) 2 , x 1 x 2 x 3 , x 1 x 2 x 4 , x 1 x 3 x 5 is a basis for (P/b) 3 , and (P/b) 4 = 0. These calculations are independent of the field k. (3) We use Macaulay2 [10] to verify that the ideal I is a q.c.i. ideal. This calculation was made over the field Q. In light of Lemma 1.5 it suffices to verify that the complex (1.5.1), built over the ring B, with a = x 1 − x 2 , b = x 4 , c = −x 3 + x 4 + 2x 5 , and d = x 2 − x 3 − x 4 , is exact. We used the computer to calculate the syzygies of one matrix at a time. Once the complex (1.5.1) is proved exact over Q, then the complex is exact for any field k of characteristic zero because the base change k ⊗ Q is faithfully flat. Furthermore, the complex (1.5.1) makes sense over Z and the homology of the complex over Z is a finitely generated Z[X 1 , . . . , X 5 ]-module. Let H be the homology of the complex built over Z. We saw above that Q ⊗ Z H = 0. Thus, there is a positive integer α with α ·H = 0. If p is a prime integer with α < p, then α represents a unit in Z/pZ and Z/pZ ⊗ Z H = 0. Thus, (1.5) built for any field of characteristic p > α is exact.
We use next the notation of 2.7 regarding homotopy Lie algebras.
Proof. Since the algebra B is Koszul with Hilbert series described above, we have:
The ranks of the vector spaces π i (B), denoted ε i and called the deviations of B, can then be read from this series (see, for example, [1, Rmk. 7.1.1]) as follows:
and so on. We use the recipe in [14, Cor. [2, Sect. 3] . We may apply the technique because Ext * B (k, k) is generated as a k-algebra in degree 1 since B is a Koszul algebra. At any rate, π * (B) is generated by elements t 1 , t 2 , t 3 , t 4 , t 5 with the following relations:
The following elements of π 2 (B) are then linearly independent and form a basis for π 2 (B):
Computing the brackets [t i , u j ] and using the Jacobi identities and the relations [t i , t (2) i ] = 0, we see that the following elements form a basis for π 3 (B): Now let us take an element ξ in π 2 (B):
If ξ is a central element in π 2 (B), then we need to have [t i , ξ] = 0 for all i. For i = 5, we have:
and this yields C 2 = C 4 = C 6 = C 7 = C 8 = 0. Then for i = 4, we have:
which yields C 3 = C 5 = 0. On the other hand, note that [t i , u 1 ] = 0 for all i. Thus ζ 2 (B) is the vector space generated by t
1 .
Theorem 4.4. The ideal I of B is a 2-generated minimal q.c.i. ideal which is not an embedded q.c.i. ideal.
Proof. The proof that I is a q.c.i. ideal in B is contained in Proposition 4.2. Apply Corollary 2.9 to see that the q.c.i. ideal I of B is not an embedded q.c.i. ideal. Indeed, according to Lemma 4.3, we have:
It remains to show that I is a minimal q.c.i. ideal. If I ′ I were another q.c.i. ideal, then it follows from Proposition 3.2(2) that ν(I ′ ) ≤ 2. We treat the cases ν(I ′ ) = 1 and ν(I ′ ) = 2 separately. We first show that ν(I ′ ) = 1 is not possible; that is, we prove that I does not contain any exact zero-divisors from B. In light of Corollary 1.11, it suffices to show that the ideal (X 1 + X 2 + X 4 , X 2 + X 3 + X 5 ) of Q does not contain any homogeneous minimal generators of the ideal a that factor non-trivially. Suppose that a, b, c, d, e, f, g are elements of k with the product
equal to a minimal generator of a. The ideal a is generated by homogeneous forms of degree 2; so the element of (4. ac + bd + ae + be ad + bd + be + bg ac + be + af ac + bc + ad bc + ae bc + ag ad + af + bf.
The first expression in (4.4.2) is obtained by setting the coefficient of X 2 1 plus the coefficient of X 2 X 3 in (4.4.1) equal to zero; the fourth expression is obtained by setting the coefficient of X 1 X 2 in (4.4.1) equal to zero; and so on. We observe that if the seven expressions of (4.4.2) are zero, then the product (4.4.1) is also zero. Indeed, Macaulay2 [10] shows that in polynomial ring Z[a, b, c, d, e, f, g], the ideal ((a, b)(c, d, e, f, g)) 2 is contained in the ideal generated by the elements of (4.4.2). This inclusion of ideals passes to every field. This completes the proof that I does not contain any exact zero-divisors. Now suppose that I ′ ⊆ I is a q.c. 
It follows that ∆ = α∆ ′ for some α ∈ B. The element ∆ is explicitly calculated in the proof of Proposition 4.2. This element of B is homogeneous of degree two. All four elements a 6, 7, 3) . However, the Euler characteristic forbids these numbers from being the betti numbers of a module because no module has rank equal to −1.
Generic complete intersections of quadrics
The main result of this section is Corollary 5.1, which describes when an artinian complete intersection defined by generic quadratic forms has exact zero-divisors, thereby establishing Theorem 3 in the Introduction. Corollary 5.1 is a consequence of Theorem 5.2, Proposition 1.9, and Corollary 1.11 and its proof is given at the end of the section.
Corollary 5.1. Let P be the polynomial ring k[x 1 , . . . , x n ] for some algebraically closed field k of characteristic not equal to 2.
(1) Assume that n ≤ 4. If f 1 , . . . , f n is a regular sequence of quadratic forms from P , then the ring A = P/(f 1 , . . . , f n ) contains a homogeneous linear exact zero-divisor. (2) Assume 5 ≤ n. If f 1 , . . . , f n is a generic regular sequence of quadratic forms in P , then the ring A = P/(f 1 , . . . , f n ) does not contain any exact zerodivisor.
For the purposes of this corollary, a regular sequence f f f = f 1 , . . . , f n is said to be generic if it is an element of the open set I below.
Theorem 5.2. Let P be the polynomial ring k[x 1 , . . . , x n ] for some algebraically closed field k of characteristic not equal to 2, and let A be the affine space
and I be the following subset of A:
. . , f n is a regular sequence and every non-zero element of the k-vector space which is spanned by f 1 , . . . , f n , is irreducible in P    .
Then the following statements hold.
Each f h in the definition of A is a homogeneous form in P of degree 2; consequently, the affine space A of Theorem 5.2 has dimension n n+1 2 . The subset I of A is the complement of X ∪ Y where
there exist elements b 1 , . . . , b n in k, not all of which are zero, such that
. . , f n is not a regular sequence }. It is wellknown, and easy to show, that Y is a closed subset of A. We complete the proof of assertion (1) 
1).
Then X is a closed subset of A.
Proof. The coordinate ring for
The point a a a = ({a i,j;h )) in affine space A n( n+1 2 ) corresponds to the element f f f a a a = (f 1 , . . . , f n ) in A with f h = i≤j a i,j;h x i x j . We describe an ideal J of S so that every polynomial of J vanishes at the point a a a of affine space A n( n+1 2 ) if and only if f f f a a a is in X.
We work in the polynomial ring
Let F F F be the n-tuple (F 1 , . . . , F n ), where F h = i≤j z i,j;h x i x j , F be the polynomial
∂xi∂xj ), and G 1 , . . . , G α be a set of generators for the ideal I 3 (H). Each G ℓ is a tri-homogeneous polynomial in T with degree 0 in the x's, degree 3 in the z's, and degree 3 in the w's. For each large N , let µ N,1 , . . . , µ N,(
) be a list of the monomials in {w 1 , . . . , w n } of degree N , M N be the matrix which express each µ N −3,i G ℓ (as µ N −3,i roams over the monomials of degree of N − 3 in {w 1 , . . . , w n } and 1 ≤ ℓ ≤ α) in terms of the monomials {µ N,1 , . . . , µ N,(
. . , w n }:
Notice that each entry of each matrix M N is a cubic form in S = k[{z i,j;h }]. Let J N be the ideal in S generated by the
. We claim that f f f a a a is in X if and only if a a a ∈ V (J). Let x x x be the variables (x 1 , . . . , x n ) and w w w be the variables (w 1 , . . . , w n ). Observe that We explain the various equivalences. The point of (5.3.1) is that if f f f a a a is the n-tuple (f 1 , . . . , f n ) in A, then F (x x x, a a a, b b b) is the element b 1 f 1 + · · · + b n f n in the vector space spanned by f 1 , . . . , f n . Hence (5.3.1) is the definition of the set X. Lemma 5.4 shows that a quadratic form in P is irreducible if and only if its Hessian has rank at least 3. Proof. We pass to the algebraic closurek of k. Neither statement "f is absolutely irreducible" nor "3 ≤ rank H(f )" is affected. Notice that rank H(f ) is invariant under change of variables. Also, the ability, or lack of ability, to factor f into a product of two linear forms is invariant under change of variables. Thus, we may change variables at will.
If f factors into ℓ 1 ℓ 2 , then we may change variables and assume that f = x 1 x 2 or f = x 2 1 . In either event, rank H(f ) ≤ 2. Now we assume that rank H(f ) ≤ 2. It follows that the vector space ( ∂f ∂x1 , . . . , ∂f ∂xn ) has dimension at most two; so, after a change of variables, ( ∂f ∂x1 , . . . , ∂f ∂xn ) = (x 1 , x 2 ). (This is the point where we use the hypothesis that the characteristic of k is not two.) It follows that f is a homogeneous polynomial in two variables; hence, f is reducible now that we have passed tok.
Proof of (2) from Theorem 5.2. There is nothing to show for n ≤ 2. Fix a a a ∈ A n( n+1 2 ) for n equal to 3 or 4. We use (5.3.4) to show that f a a a is in X. The matrix H(a a a, w w w) is an n × n symmetric matrix with entries which are linear forms in the polynomial ring k[w 1 , . . . , w n ]. Observe that grade k[w1,...,wn] (I 3 (H(a a a, w w w)) ≤ 1 < n for n = 3 3 < n for n = 4; see [13] .
It follows that I 3 (H(a a a, w w w)) is not primary to (w 1 , . . . , w n ); and therefore, f f f a a a is in X.
Proof of (3) from Theorem 5.2. Fix n ≥ 5. Recall that I = (A \ X) ∪ (A \ Y ) for X (and Y ) given in (and near) (5.2.1). We know that A \ X is open and A \ Y is open and non-empty. We must show that A \ X is non-empty. Again, we apply (5.3.4). That is, we prove the result by exhibiting an n × n symmetric matrix W n of linear forms from k[w 1 , . . . , w n ] such that I 3 (W n ) is primary to the ideal (w 1 , . . . , w n ). We take down the right-most column. It is obvious that each w i is in the radical of I 3 (W n ) for n ≥ 5.
Proof of Corollary 5.1.
(1) Let f 1 , . . . , f n be any regular sequence of quadratic forms from P with n ≤ 4. Assertion (2) of Theorem 5.2 ensures that some minimal generator of the ideal (f 1 , . . . , f n ) factors in a nontrivial manner in P . The factors represent a pair of exact zero-divisors in A = P/(f 1 , . . . , f n ), according to Proposition 1.9.
(2) Let f f f = (f 1 , . . . , f n ), with 5 ≤ n, be an element of the dense open subset I of P, as described in Theorem 5.2. The definition of I ensures that f f f is a regular sequence and that every minimal generator of the ideal (f 1 , . . . , f n ) is irreducible in P . The ring A = P/(f 1 , . . . , f n ) is artinian (hence complete) and we may apply Corollary 1.11 to conclude that every pair of exact zero-divisors in A gives rise to a non-trivial factorization in P of a minimal generator of the ideal (f 1 , . . . , f n ). No such factorizations exist in P ; consequently, no exact zero-divisors exist in A.
