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A Convenient Alternative for Series Manipulation via the Translation Operator
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1
1. Department of Physis, University of Missouri, Kansas City, MO 64110-2499
(Dated: November 11, 2018)
We derive and disuss a tehnique for manipulating power series whih is omplementary to
standard proedures. We begin with the translation operator, but we express the operator as
an innite produt instead of expanding it as a series and we apply ombinatorial arguments to
generate the terms in the series in an eient manner with a minimum of lutter and intermediate
alulations. The method is eetive for developing multivariate expansions, and may also be used
to manipulate series, e.g. in operations where one must take the reiproal of a power series or raise
it to a power that may be frational or irrational. In the ase of two omponent perturbations,
we obtain analyti expressions for the expansion oeients. We use our tehnique to generate an
eletrostati multipole expansion as a demonstration of its utility in produing oeients of speial
funtions suh as the Legendre and Hermite polynomials.
PACS numbers: PACS numbers: 02.30.Lt, 02.30.Mv, 02.30.Gp
I. INTRODUCTION
Taylor series expansions are an important tool in the
analysis of the eet of small perturbations where the de-
velopment of a power series in the perturbing inuene
onveniently organizes suessive orretions to the ze-
roth order result. If a single variable funtion is written
as f(x0 + ∆x), where ∆x is the perturbation of small
displaement, then the Taylor has the form
f(x0+∆x) = f(x0)+∆x
d
dx
f(x0)+
1
2!
∆x2
d2
dx2
f(x0)+. . .
(1)
A salient example familiar to the modern physis student
is the ase of the Lorentz fator entral to formulae from
speial relativity. The Lorentz fator appears in the ex-
pression for the total energy of a body in motion, γm0c
2
,
where γ = (1 − β2)−1/2, m0 is the rest mass, and c is
the speed of light; β = v/c is the objet's speed relative
to the speed of light. With a single variable Taylor se-
ries expansion, we readily obtain the energy of the mass
when it is at rest, the lassial kineti energy term, and
the rst relativisti orretion. One has
E = γm0c
2 = (1− β2)−1/2m0c
2
(2)
For ordinary speeds (i.e. for very small β), the Lorentz
fator an be expanded as
γ = (1 − β2)−1/2 = 1 +
1
2
β2 +
3
4
β4 + . . . (3)
Thus, we nd for the total energy of the moving mass
E = γm0c
2 = m0c
2 +
1
2
m0v
2 +
3
4
m0v
4/c4 (4)
= m0c
2 +
1
2
m0v
2
(
1 +
3
2
β2
)
, (5)
with the kineti energy being augmented by the fator
1+ 3
2
β2.The latter orretion beomes more important at
relativisti speeds where the kineti energy sales more
rapidly than the Newtonian quadrati dependene.
For situations involving more than one perturbing in-
uene suh as the funtion f(x0+∆x, y0+∆y, z0+∆z)
where there are several displaements, a multivariable
Taylor series expansion is often appropriate. As an ex-
ample, one ould have an expression raised to a frational
power suh as (1 + [∆x+∆y +∆z])α where the pertur-
bations are ombined in a single term; in fat we will
see that broadly speaking, the analysis of expressions of
the form f(1 + [∆x +∆y +∆z]) will be failitated with
the tehniques we report on here. To develop the power
series in the displaements, one ould begin with
f [1 + (∆x+∆y +∆z)] = 1 + f
′
(1)[∆x +∆y +∆z]
+
1
2!
f
′′
(1)[∆x+∆y +∆z]2 + . . . (6)
From Eq. 6, we see that we have rst the task of gener-
ating the primary series and then the evaluation of the
individual terms, whih will be polynomials (i.e. binomi-
als for the ase of two variables, trinomials for the three
variable ase, et.) raised to suessively inreasing inte-
ger powers.
The ase of a perturbation whih happens to onsist of
a power series expansion in a small parameter an also
be a omputationally intensive senario if one wishes to
alulate a perturbative expansion in the small quantity.
In the disussion whih follows, we will use x as a generi
label for the latter. As an example, one may onsider
sec(x) = 1/ cos(x), where
sec(x) = (1 − x2/2! + x4/4!− x6/6! + . . .)−1 (7)
= 1− (−x2/2! + x4/4!− x6/6! + . . .)+ (8)
(−x2/2! + x4/4!− x6/6! + . . .)2 + . . . (9)
Again, even after the initial expansion, the individual
terms will need to be evaluated and like powers of x om-
bined.
We now disuss a omplementary and less laborious ap-
proah for the development of a Taylor series where the
perturbation has a omposite form suh as the multivari-
able ase in Eq. 6 or the situation where the perturbing
2inuene is itself a power series in a smaller parameter, x.
Our tehnique is based on the translation operator whih
an indue a oordinate shift by generating a Taylor se-
ries in one or more variable, and the method eliminates
intermediate alulations while minimizing lutter.
II. THE SINGLE VARIABLE CASE
We omment rst on the single variable ase; exellent
disussions may be found in standard texts
1
. Consider
a funtion f(x0 + ∆x) where as before there is a shift
about x0 of ∆x. For innitesimal translations δx, rea-
sonably behaved funtions an be aurately rendered in
linearized form with f(x0 + δx) = f(x0) + δxf
′
(x0). In
terms of the dierential operator dˆ/dx one has, equiva-
lently,
f(x0 + δx) = (1 + δxdˆ/dx)f(x)|x=x0 (10)
It is possible to build up several shifts with
f(x0 + nδx) = (1 + δxdˆ/dx)
nf(x)|x=x0 (11)
where there are n opies of the dierential translation op-
erator (1+δdˆ/dx). This logi suggests that we may more
aurately take into a nite shift ∆x by ombining many
smaller translations to set up the larger shift. Hene, it
is reasonable to suggest that
f(x0 +∆x) = lim
N→∞
(1 + ∆x/N)N (12)
beomes an inreasingly aurate approximation as N
beomes very large. The identity lim
N→∞
(1 + ∆x/N)N =
e∆x suggests that we assoiate a nite translation ∆x
with the ation of the exponentiated dierential operator
and well known result
Tˆ (∆x) = e∆xdˆ/dx ≡ lim
N→∞
(1 + ∆x/N)N (13)
In onjuntion with this result, we apply ombinato-
rial logi to develop a series in ∆xdˆ/dx. Although the
series will turn out to be nothing other than the stan-
dard single variable Taylor expansion given in Eq 1, a
very similar approah will be applied to obtain the terms
of the multivariable expansion where there are more in-
triaies to navigate. Returning to the innite produt
form, (1 +∆x/Ndˆ/dx)N , we examine how the power se-
ries will take shape as N beomes very large.
The zeroth order term in the power series will learly
be unity. To obtain the rst order term, we must mix
in a fator of
∆x
N
dˆ
dx , and there are a total of N ways of
doing this. For the seond order term, there are N ways
to hoose the rst fator of
∆x
N
dˆ
dx , and N − 1 ways to
hoose the seond fator. However, with the order not
being relevant, there will be redundant terms, and we
must divide by a permutation fator of 2! to ompensate
for double ounting. Proeeding in a similar way, we
see that the prefator for the third order term will be
N(N − 1)(N − 2)/3!. Combining these results, we see
that the entire series will have the form
(1+
∆x
N
)Nf(x) = 1+∆x
N
N
df
dx
+∆x2
N(N − 1)
2!N2
d2f
dx2
+ . . .
(14)
Finally, in the large N limit, fators involving N anel
and we obtain the antiipated result
(
1 +
∆x
N
dˆ
dx
)N
= 1 +∆x
df
dx
+
1
2!
∆x2
d2
dx2
+ . . . (15)
III. THE MULTIVARIABLE CASE
For the multivariable ase f(y1 +∆1, y2 +∆2, . . .), we
will eet the translation with
Tˆ (∆1,∆2, . . . ,∆n) = (16)
exp
(
∆1
∂ˆ
∂y1
+∆2
∂ˆ
∂y2
+ . . .+∆n
∂ˆ
∂yn
)
(17)
Noting that ∆1
∂ˆ
∂y1
+∆2
∂ˆ
∂y2
+ . . .+∆n
∂ˆ
∂yn
= ~∆y ·
~ˆ
∇, this
beomes
Tˆ (∆1,∆2, . . . ,∆n) = exp
(
~∆y ·
~ˆ
∇
)
(18)
En route to the multivariable Taylor series, one might
develop a power series in
~∆y ·
~ˆ
∇, but the result will be a
multivariable Taylor series requiring the subsequent eval-
uation of terms with polynomials raised to integer powers
as disussed earlier. Instead, just as we did for the single
variable ase, we write the multivariable expansion as an
innite produt in lieu of an innite series. The result is
Tˆ (∆1,∆2, . . . ,∆n) = (19)(
1 +
1
N
[
∆1
∂ˆ
∂y1
+∆2
∂ˆ
∂y2
+ . . .+∆n
∂ˆ
∂yn
])N
, (20)
where it is understood that the large N limit will be
taken.
Using ombinatorial logi in onjuntion with Eq. 20
will permit the immediate enumeration of spei terms.
As an example, the oeient for the linear term ∆i
will be ∆i
N
N
∂
∂yi
f(y1, y2, . . . yn) with the N fators an-
eling. For quadrati terms, there are two ases. When
i 6= j there are N(N − 1) ways of olleting terms with
the fators ∆i∆j ; we obtain ∆i∆j
∂2
∂yi∂yj
f(y1, y2, . . .) in
the large N limit. Note that sine i and j are distint,
there is no need to divide by a redundany fator. On
the other hand, when i = j, we need to ompensate
for double ounting by dividing by 2!, and the term is
1
2!
∆2i
∂2
∂y2
i
f(y1, y2, . . . yn) as N →∞.
3In general, one obtains a partial derivative ∂/∂yj for
eah opy of ∆j , and we must divide by the permutation
fator nj ! to ompensate for multiple ounting. As an
example, the oeient of the term ∆1∆
2
2∆3∆
4
4 would
be
1
2!
1
4!
∂8
∂y1∂y22∂y3∂y
4
4
f(y1, y2, y3, y4, . . . , yn).
A salient and frequently ourring ase where we will
gain an advantage are situations in whih the perturbing
elements are ombined together in a single term, i.e. as
in f(1 + [∆1 + ∆2 + . . . + ∆n]). An important example
is the ase of an expression raised to a power α whih
needn't be an integer (though there are nontrivial ases
that are often of interest suh as the reiproal, where
α = −1). Our expression is hene
f(y1 +∆1, y2 +∆2, . . . , yn +∆n) (21)
= (1 + [∆1 +∆2 + . . .+∆n])
α
(22)
What will work in our favor and failitate the alulation
both in this speial ase and the broader lass of fun-
tions f(1+[∆1+∆2+. . .+∆n]) is the fat that the partial
derivatives depend only on the total order of the deriva-
tive, not the variable with whih one dierentiates. As an
example, the derivatives
∂3
∂y1∂y2∂y3
f(y1, y2, y3, . . . , yn) =
∂3
∂y3
4
f(y1, y2, y3, . . . , yn) = α(α − 1)(α − 2) are idential.
Let us examine the onsequenes of this simplifying prop-
erty.
For linear terms, the partial derivative
∂f
∂yi
yields a
fator α (independent of the value of i), and this value
is the expansion oeient. For the quadrati terms, the
partial dierentiation will yield for eah {i, j} the same
fator α(α − 1). In addition, we will need to divide by
the permutation fator 2! if the two indies i and j are
idential.
In general, as we ontinue to the third and higher order
terms, the only things to keep in mind are the overall
order of the term (the value of the derivative of f is xed
in this way), and the instanes of repeated indies where
it will be neessary to divide by a multipliity fator for
eah ase where there is a repeated index. For brevity,
we represent the expansion series as (1+[∆1+∆2+ . . .+
∆n])
α = 1 + [A1∆1 + A2∆2 + . . . + An∆n] + [A11∆
2
1 +
A12∆1∆2] + . . . A few examples are
A12 = α(α − 1); A11 =
1
2!
α(α − 1) (23)
A1222 =
1
3!
α(α − 1)(α− 2)(α− 3) (24)
A1234 = α(α− 1)(α− 2)(α− 3) (25)
Our results for the multivariable ase also have rele-
vane for perturbations whih are themselves power se-
ries in a single variable. One may have, for example, an
expression of the form
f(x) = (1 + [c1x+ c2x
2 + c3x
3 + . . .])α, (26)
where the series may terminate or instead be an innite
power series. To make use of the mahinery we have dis-
ussed in the ase of more than one variable, we sub-
stitute a ∆i for eah term in the series (e.g. we set
∆1 ≡ c1x, ∆2 = c2x
2
, et). For onveniene in sort-
ing the terms, we hoose the index i to orrespond to
the degree of the term it represents. As an example, in
developing the power series for sec(x), we begin with
sec(x) = 1/[1 + (−x2/2! + x4/4!− x6/6! + . . .)], (27)
and for pratial purposes that will beome apparent we
follow the pattern mentioned above and use the sub-
stitution sec(x) = 1/(1 + ∆2 + ∆4 + ∆6 + . . .), where
∆2 = −x
2/2!, ∆4 = x
4/4!, and so on.
With the formalism we have disussed, we may now
systematially and onveniently write down the terms in
the expansion for [1+ (∆1+∆2+ . . .)]
α
, though we men-
tion one aveat; it is important to list all possible ombi-
nations of the∆i fators in developing the expansion. For
terms up to fourth order, this is easy to do by inspetion.
For the higher order ases, one an systematially enu-
merate all of the ∆i ombinations by listing all possible
partitions of the integer orresponding to the order, and
a reursive proedure for the partitioning is desribed in
the Appendix. Sine the value of the partial derivatives
depends only on the total number of dierentiations, we
will use the notation di where, e.g., d1 = ∂f/∂yi and
d2 = ∂
2f/∂y2i = ∂
2f/∂yi∂yj Following the rules derived
earlier, the oeients of powers of x are
d1∆1 = αc1x
for the rst order ontribution,
d1∆2 +
1
2!
d2∆
2
1 =
[
αc2 +
1
2!
α(α− 1)c21
]
x2 (28)
for the seond order piee,
d1∆3 + d2∆2∆1 +
1
3!
d3∆
3
1 = (29)[
αc3 + α(α − 1)c2c1 +
1
3!
α(α− 1)(α− 2)c31
]
x3
for the third order terms,
d1∆4 + d2∆3∆1 +
1
2!
d2∆
2
2+ (30)
1
2!
d3∆2∆
2
1 +
1
4!
d4∆
4
1 =[
αc4 + α(α − 1)c3c1 +
1
2!
α(α− 1)c22+ (31)
1
2!
α(α− 1)(α− 2)c2c
2
1 +
1
4!
α(α − 1)(α− 2)(α− 3)c41
]
x4
for the fourth order ontribution.
IV. THE TWO COMPONENT CASE AND A
MULTIPOLE EXPANSION
A. Two omponent perturbations in general
We nd a partiularly simple result for the ase of a
two omponent perturbation, where in general we have
4f(1+[∆1+∆2]) Sine we will eventually replae ∆1+∆2
with c1x + c2x
2
(i.e. as ours often in generating fun-
tions for speial funtions suh as the Legendre and Her-
mite polynomials), we will again separate the terms of the
expansion into groups where the sum of the subsripts is
the same; in this manner we will automatially have an
appropriately organized power series in x when we make
the substitution y1 = c1x, y2 = c2x
2
. As is disussed in
the Appendix, the fat that in this ontext one partitions
integers into 1's and 2's with no higher integers appearing
greatly limits the number of terms whih will be gener-
ated for eah order, and the number of terms assoiated
with eah order rises only linearly with the order n.
With these ideas in mind, we see that the rst order
ontribution is d1∆1. The seond order piee, with two
terms, is (d2∆2 +
1
2!
d2∆
2
1). The third order omponent
also has two terms sine there is no∆3 term in the pertur-
bation, and we obtain d2∆1∆2 +
1
3!
d3∆
3
1; likewise, there
being no ∆4 term, the fourth order piee has the form
d2∆
2
2 +
1
2!
d3∆2∆
2
1 +
1
4!
d4∆
4
1, and one ontinues in this
manner for the higher order terms. If we speialize to
the ase y1 = c1x and y2 = c2x
2
, we nd for the power
series in x
f(1 + c1x+ c2x
2) = f(1) +
{ 1
0!0!
d1c
0
2c
1
1x+
+
(
1
1!1!
d2c
1
2c
1
1 +
1
0!3!
d3c
0
2c
3
1
)
x3
}
+
{( 1
1!0!
d1c
1
2c
0
1 +
1
0!2!
d2c
0
2c
2
1
)
x2 (32)
+
(
1
2!0!
d2c
2
2c
0
1 +
1
1!2!
d3c
1
2c
2
1 +
1
0!4!
d4c
0
2c
4
1
)
x4 + . . .
}
(33)
where 0!, 1!, c02, and c
0
1 have been inserted strategially
and odd and even terms separated to emphasize general
trends. To obtain expressions for general even and odd
powers, we ombine the terms in parentheses into sum-
mations and thereby make the dependene on the order
n more transparent. We dedue for the oeients of x
the expressions
Aeven2n =
n∑
i=0
1
(n− i)!2i!
dn+ic
n−i
2 c
2i
1 (34)
Aodd2n−1 =
n∑
i=1
1
(n− i)!(2i− 1)!
dn+i−1c
n−i
2 c
2i−1
1 (35)
where we write for the full expansion f(1+[c1x+c2x
2]) =
f(1) +A1x+A2x
2 +A3x
3 + . . .
B. Multipole expansion for an eletrostati
potential
A salient example from eletrostatis where we may
apply this logi is the multipole expansion of the eletri
potential of a harge displaed from the origin by ∆z as
shown in Figure 1. If we operate in the polar system,
the ombined potential due to the negative and positive
harges is
V (r, θ) = −Q/r[(1− 2 cos θ∆/r +∆2/r2)−1/2
−(1 + 2 cos θ∆/r +∆2/r2)−1/2] (36)
For distanes large relative to the size of the harge ar-
rangement (i.e. where r ≫ ∆), we may expand in the
small parameter ∆/r.
The perturbation is a two term series in ∆/r; following
the proedure desribed in this report, we set (1 +∆1 +
∆2)
−1/2 ≡ (1−2∆/r cos θ+∆2/r2)−1/2 for the rst term
in the eletrostati potential. The analysis of the seond
term, exept for a sign dierene, proeeds in an idential
way. Setting c1 = −2 cos θ, c2 = 1, and x= ∆/r, we
see that the rst order ontribution will be
d1c1x = −(1/2)(−2) cosθ(∆/r) = cos θ(∆/r), (37)
and this is P1(cos θ)(∆/r) where the Pl(x) are Legendre
polynomials of order l. The seond order piee is(
d1c2 +
1
2!
d2c
2
1
)
x2 =
[−1/2 + (1/2)(−1/2)(−3/2)4 cos2 θ](∆/r)2
= (−1/2 + 3/2 cos2 θ)(∆/r)2 = P2(cos θ)(∆/r)
2
(38)
The third order ontribution is(
d2c1c2 +
1
3!
d3c
3
1
)
=
[(−1/2)(−3/2)(−2 cosθ)+
(1/6)(−1/2)(−3/2)(−5/2)(−8 cos3 θ)](∆/r)3 =
(−3/2 cosθ + 5/2 cos3 θ)(∆/r)3 = P3(cos θ)(∆/r)
3
(39)
The fourth and higher order terms are obtained in a sim-
ilar manner. We have for the ombined potential
V (r, θ) =
2∆Q
r2
cos θ +
∆3Q
r4
(−3 cos θ + 5 cos3 θ) + . . .
(40)
We reognize the rst nonzero term as the dipolar on-
tribution where the fator 2∆Q is preisely the dipole
moment appropriate to the geometry and the equal and
opposite harges +Q and −Q.
C. Additional Examples: Hermite Polynomials and
the Bernoulli numbers
Generating funtions often appear in the form f [1 +
(c1x+ c2x
2)], and we may therefore apply the formalism
used in the ontext of the eletri multipole expansion
to generate the rst several polynomials in suh ases.
For the Hermite polynomials, the generating funtion
5etx−t
2/2 = g(x, t)2 is partiularly amenable to our expan-
sion tehnique sine the derivatives d1 = d2 = . . . = dn =
1 are eah equal to unity. With etx−t
2/2 =
∑
∞
i=0 ant
n
with Hn(x) = n!an, we nd that H0(x) = 1 and H1(x) =
(1!)(c1) = x, while H2(x) and H3(x) are given by
H2(x) = 2!
(
c2 +
1
2
c21
)
= 2
(
−
1
2
+
x2
2
)
= x2 − 1,
(41)
and
H3(x) = 3!
(
c2c1 +
1
3!
c31
)
= 6
(
−
x
2
+
x3
6
)
= x3 − 3x.
(42)
Our tehnique an be used to onveniently obtain the
Bernoulli numbers Bn from
3
x
ex − 1
= 1 +B1x+
B2
2!
x2 + . . . (43)
It is useful to write
x
ex − 1
=
1
(1 + x/2! + x2/3! + . . .)
(44)
We see that B1 = d1c1 = −
1
2
. For B2, we have
B2 = 2!
(
d1c2 +
1
2!
d2c
2
1
)
= 2(−1/6 + 1/4) =
1
6
(45)
We nd for B3
B3 = 3!
(
d1c3 + d2c1c2 +
1
3!
d3c
3
1
)
= 6(−1/24+ 1/6 + 1/8) = 0 (46)
D. Conlusions
In onlusion, we have disussed a tehnique for fail-
itating the manipulation of power series whih relies on
the struture of the multivariable translation operator
when written as an innite produt. The tehnique elim-
inates intermediate alulations while minimizing lutter.
The approah has been demonstrated for series raised to
powers, but the tehnique may be applied in more gen-
eral situations where one seeks to expand a funtion of
the form f [1 + (a1x + a2x
2 + . . .)] where the perturb-
ing inuene is itself a power series in a small quantity
x. In the ase of a two omponent perturbation (e.g.
as in generating funtions for speial funtions suh as
the Legendre and Hermite polynomials), the proess of
generating the power series is relatively simple, and our
tehnique failitates the derivation of a analytial losed
form expression for the oeients of eah order of x.
V. APPENDIX: THE PARTITIONING OF
INTEGERS
The task of exhausting all possible ombinations
of ∆yi beomes inreasingly subtle with inreas-
ing order. As an example, for the seond order
ase one has only
{
∆2,∆
2
1
}
, whereas for fth or-
der the set of possibilities is muh larger, namely{
∆5,∆4∆1,∆3∆2,∆3∆
2
1,∆
2
2∆1,∆2∆
3
1,∆
5
1
}
. Neverthe-
less, one an easily list all possibilities for small to moder-
ate order by following a reursive partitioning proedure
whih we disuss here. We rst examine the general ase
where the perturbing inuene may have a large (or even
innite) number of terms. We then nd a muh simpler
result for the ase of a two omponent perturbation.
A. The general ase
Let us denote the set of all possible partitions of the
integer n with urly braes, (i.e. as {n}). It is easy to
see that for n = 1, there is only {1} = [1].
Next, we disuss a systemati proedure for generat-
ing partitions by examining suessively higher integers
beginning with n = 2 and ontinuing through n = 6.
One always begins with the unary partitioning [2], just
the number itself enlosed in square brakets. The next
step is to generate all unique binary partitions, and for
n = 2 there is one of these, [1, 1]. To represent the set of
possible partitions, we use the group addition symbol ⊕
to indiate the ombination of the individual partitions.
E.G., for n = 2, we have
{2} = [2]⊕ [1, 1] (47)
For n = 3, we proeed in a similar way, again, form-
ing all possible binary partitions and nding {3} =
[3]⊕ [{2} , 1]. Now, substituting the partitioning {2} de-
termined for n = 2, we obtain
{3} = [3]⊕ [[2]⊕ [1, 1], 1] (48)
Exploiting linearity and distributing yields
{3} = [3]⊕ [2, 1]⊕ [1, 1, 1] (49)
for the partitioning orresponding to n = 3.
For n = 4, we have
{4} = [4]⊕ [{3} , 1]⊕ [{2} , {2}] (50)
Ating reursively and inserting the relations we obtained
for {3} and {2} yields
{4} = [4]⊕ [[3]⊕ [2, 1]⊕ [1, 1, 1], 1]
⊕[[2]⊕ [1, 1], [2]⊕ [1, 1]] (51)
Distributing and eliminating redundant terms yields
{4} = [4]⊕ [3, 1]⊕ [2, 2]⊕ [2, 1, 1]⊕ [1, 1, 1, 1] (52)
6We may proeed in the same manner for n = 5 and
higher, but the struture of the partitionings {2}, {3},
and {4} suggests a more eient and straightforward
approah akin to ounting. To emphasize the ounting
harater of the partitioning proess, we have taken are
to rank the spei partitions in dereasing ditionary
order, where the rst entry in the partitioning determines
priority and ties are broken by subsequent entries where
needed. We illustrate the systemati ounting proess for
the ase n = 6, and we obtain {6} in this manner with
no disarded terms.
The highest possible number whih may appear in {6}
is just a single 6, so the rst entry in the partition-
ing is [6]. The next highest entry would be a 5, and
the only possible partition is [5, 1]. The highest rank-
ing entry in the next tier is [4, 2], and we may dere-
ment by breaking up the lowest reduible entry; we
hene split the 2 into two 1 's yielding [4, 1, 1]. For
the next level, the highest ranking entry is [3, 3]. The
only way to generate a lower entry is to redue the se-
ond 3, yielding [3, 2, 1], followed by [3, 1, 1, 1]. The
next level and the nal tier will onsist of the entries
[2, 2, 2]⊕ [2, 2, 1, 1]⊕ [2, 1, 1, 1, 1]⊕ [1, 1, 1, 1, 1, 1]. To fur-
ther illustrate the derementation method, we generate
the partitioning for n = 8 by ounting down from [8].
{8} = [8]⊕ [7, 1]
⊕[6, 2]⊕ [6, 1, 1]
⊕[5, 3]⊕ [5, 2, 1]⊕ [5, 1, 1, 1]
⊕[4, 4]⊕ [4, 3, 1]⊕ [4, 2, 2]⊕ [4, 2, 1, 1]⊕ [4, 1, 1, 1, 1]
⊕[3, 3, 2]⊕ [3, 2, 2, 1]⊕ [3, 2, 1, 1, 1]⊕ [3, 1, 1, 1, 1, 1]
⊕[2, 2, 2, 2]⊕ [2, 2, 2, 1, 1]⊕ [2, 2, 1, 1, 1, 1]⊕ [2, 1, 1, 1, 1, 1, 1]
⊕[1, 1, 1, 1, 1, 1, 1, 1] (53)
B. The ase of a two omponent perturbation
With a two omponent perturbation suh as∆1+∆2 =
c1x + c2x
2
, the proess of partitioning the integers for
eah order in x simplies onsiderably, and an be done
essentially by inspetion for any order. As an example,
we have for the rst several orders
{1} = [1]; {2} = [2]⊕ [1, 1]
{3} = [2, 1]⊕ [1, 1, 1]; {4} = [2, 2]⊕ [2, 1, 1]⊕ [1, 1, 1, 1]
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Figure 1: The harge arrangement with Q and −Q on the z
axis and separated by a distane 2∆.
