Similarly we define D A (S) for the case when A is a multiset. Note that this definition is not symmetric in A and S. For a family F of subsets of Z N we denote
We shall be interested in the family I N of all intervals of Z N . For > 0 we define A ⊆ Z N to be -uniform (mod N ) if for all x ∈ Z * N , D xA (I N ) ≤ , where xA = {xa | a ∈ A} (with arithmetic mod N ).
1
A simple counting argument shows that for every N and = (N ) there exist sets A ,N that are -uniform mod N and satisfy
The main result of this note is an explicit construction of such small sets. Moreover, the sets A ,N we construct satisfy the following stronger property: for every divisor M of N , the reduced multiset A ,N (mod M ) is -uniform mod M . Our construction is a variant of a construction in [AIKPS] . The main result is stated and proved in Section 3. In Section 2 we refer, somewhat informally, to related results of similar flavour that partly motivated this work.
2 Related Work The classical interest within Number Theory and Discrepancy Theory regarding arithmetic progressions is in the "dual" problem of how uniformly can arithmetic progressions A ∈ AP N be distributed in sets S ⊆ [N ] . Tight bounds on min |S|=N/2 max A∈AP N D A (S) were given by [Roth, Beck] .
Arithmetic Progressions
Let AP N = {yI | y ∈ Z * N , I ∈ I N } be
Fourier Transforms
The discrete Fourier transform of (the characteristic function of) a set A ⊆ Z N is the function
1 The restriction to invertible x ∈ Z * N is natural since if e.g. x|N, x > N , the elements of xA take on less than 1/ values, and thus miss intervals of measure for any set A. defined for every t ∈ Z N . Clearly, f A (0) = |A|. The parameter λ(A) = max t =0 |f A (t)|/|A| gives some measure of the randomness of the set A; the smaller it is, the more "random" A is. This parameter has a variety of applications in Additive Number Theory (e.g. [Ruzsa, AIKPS] ), Graph Theory (e.g. [Chung] ) and Complexity Theory (e.g. [ABK*, GKS]).
The connection of this parameter with our problem stems from the fact that there are many cancelations in the sum of unit vectors that are almost uniformly distributed on the unit cycle. An easy calculation (which for completeness is given in the appendix) yields
From it we conclude that if
A simple use of the pigeonhole principle (which for completeness is also given in the appendix) shows that every family of sets
O (1) , where = (N ) is any function tending to zero as N grows to infinity (the best current bounds on |A| in terms of N, appear in [AR] ).
There are two known explicit constructions which for
One is in [Katz] , and is based on deep results in number theory. The second is in [AIKPS] and is completely elementary. Our construction is a variant of the second. Note that, due to the remark above, the sets A ,N we construct in this paper also satisfy λ(A ,N ) ≤ .
Higher dimensional discrepancy
A central problem in Discrepancy Theory (see [BC] O(1) would satisfy this discrepancy bound. However, an explicit construction of such sets A will have strong applications to derandomizing certain probabilistic algorithms. [EGLNV] obtain somewhat weaker explicit bounds, and leave open the problem of explicitly constructing a set whose size is polynomial in both parameters.
A possible connection to our construction is the following. As observed in [EGLNV] , it will suffice to replace the universe 
The Construction
Fix N and t ≤ N . Set the parameters
and the sets S = [
Our main result gives the discrepancy bound
Before we start proving this, note that in the "interesting" range 3 log log N (log N ) 2 < t < N 3 log N we have s 1 (p 
, where t( , N ) = C −9 (log N ) 2 log 1 + log log N (C > 0 is a sufficiently large constant), we will get the sets A ,N promised in the introduction. Proof of Theorem 3.1: We prove only the first statement of uniformity mod N . The second statement follows exactly the same proof with M replacing N in appropriate places, and is therefore omitted.
Let s be a random member of S and p be a random member of P . Fix an element x ∈ Z * N and interval I ∈ I N . In probabilistic terms we need to prove
We use the Chinese remainder theorem in the following form (assuming p does not divide N )
Dividing by pN , using (α) 1 to denote the fractional part (in [0, 1)) of any real number α, and noting that x < N we obtain
This implies
Hence, in order to prove (1) it suffices to prove
for any interval J ⊆ [0, 1) (which will apply to J − , J + ). Fix J. To prove (2) we may clearly assume without loss of generality (by enlarging J if necessary) that |J| ≥ . Let
Say that p ∈ P is bad if there exists a positive integer s ≤ 1/ such that
Then it suffices to show that
and that for each fixed good p,
We first prove ( 
For this choice of s 0 denote the left hand side of (5) by γ. Since p is good, we also have a lower bound of 2 m 1 2 on γ. Define m 3 = m 1 /s 0 , and observe that m 3 ≥ m 1 . We shall prove (4) separately for each residue class i < s 0 of s, i.e. taking r at random from [m 3 ] we prove for each i
But the lower bound on γ guarantees that as we go through all possible values of r we will go around the interval [0, 1) at least 1/ times, and the upper bound on γ guarantees that in each such cycle we will visit J the correct number of times (as |J| ≥ ), which completes the proof. 2
Appendix
Here we give, for completeness, the proofs of two statements made in Section 2.2. The propositions below imply these statements. We remark that both propositions are folklore. We provide simple proofs, rather than try to obtain the best constants. Proof: For contradiction assume |A| = m ≤ (log N )/3. Define the map χ : Z N → {0, 1, 2, 3, 4, 5} A by letting, for every t ∈ Z N and a ∈ A, χ(t) a = j iff at mod N ∈ [jN/6, (j + 1)N/6). As 6 m < N, by the pigeonhole principle there must be t 1 , t 2 ∈ Z N with χ(t 1 ) = χ(t 2 ). Set t = t 1 − t 2 . Then for every a ∈ A, at mod N ∈ (−N/6, N/6). We get 
