We study generalizations of the Hegselmann-Krause (HK) model for opinion dynamics, incorporating features and parameters that are natural components of observed social systems. The first generalization is one where the strength of influence depends on the distance of the agents' opinions. Under this setup, we identify conditions under which the opinions converge in finite time, and provide a qualitative characterization of the equilibrium. We interpret the HK model opinion update rule as a quadratic cost-minimization rule. This enables a second generalization: a family of update rules which possess different equilibrium properties.
I. INTRODUCTION
Multiple disciplines have studied the dynamics of agents in distributed and networked systems. Whether studying the swarming/flocking behavior of animals, messaging among individuals and institutions in online social networks, or interactions among members in a village community, these studies typically build and rely on a model that captures interactions among agents. These models are diverse across disciplines, but they share some common ground -for instance, typically, individual agents in the system incorporate information they gain from their neighbors and take actions based on the information gained. Such commonalities between diverse sets of scenarios involve interacting agents enables us to develop and study mathematical models that can apply to several disciplines.
In this paper, we take a renewed and closer look at such a cross-cutting mathematical model: the Hegselmann-Krause (HK) model of opinion formation [1] . In the HK model, agent opinions are modeled as a point in a metric space and an agent can observe the opinions of other agents whose opinions are within a certain radius of their own opinion. Each agent then synchronously updates its opinion by replacing it with the average of its neighbors' opinions. This process continues A. Chatterjee Qualitative differences in the equilibrium behavior between the original and modified HK dynamics. either ad nauseam or until the system reaches an equilibrium. In the case where agents' opinions can be modeled as points within R, this rule is known to converge to an equilibrium, wherein each agent's opinion lies in a finite set of points.
The HK dynamics capture interactions where agents with a bounded difference in opinions -called neighbors (for agent i, we denote its neighbors by N i ) exchange opinions and interact with one another. The HK dynamics treats opinions within an agent's neighborhood evenly, and does not differentiate between them when modeling their influence on the particular agent. In general, however, the impact that neighboring opinions may have on a particular agents could be widely varying, and a more general model is needed that allows for variations in the manner in which an agent is affected by its neighbors. To this end, our first generalization of HK dynamics is to enable each node to take a weighted average of its neighbors' opinions. The particular model we study in detail is one in which the weights are functions of the differences in opinions between the agent and its neighbor. In this setting, we show that our modified dynamics also converge in finite time under certain mild assumptions; moreover, we provide a qualitative characterization of the equilibrium.
We can reinterpret the conventional HK update as an optimization procedure: each agent minimizes a disagreement function that depends on its own opinion and those of its neighbors. Given such an reinterpretation of the HK update rule, we note that the traditional HK dynamics correspond to a case where agents act greedily to minimize a quadratic cost function. In this paper, we generalize the cost function structure to other convex cost functions. In this more general setting, we provide analytic conditions on the disagreement functions that imply asymptotic convergence of the dynamics. In general, changing the cost function will alter the speed convergence as well as the properties of the equilibrium. For example, consider the situation as illustrated in Figure 1 , where the cost decays with distance. This corresponds to a situation where an agent is less sensitive to larger disagreements, and as a result, opinions within the population may coalesce into (possibly multiple) equilibrium points.
A. Related Work
Models for opinion dynamics have been studied in a variety of fields, including sociology, physics, computer science, and engineering. The wide range of models [2] can be divided into two broad approaches: dynamical systems and agent-based modeling. Agent-based models in which each social element or entity acts based on actions or positions of others have been studied extensively. Agents take actions to pursue an objective such as social welfare maximization, individual benefit, or learning [3] - [6] .
Bounded-confidence opinion dynamics [1] , [7] have been proposed as agent-based dynamics for modeling opinion formation. Unlike previous models for social dynamics where interactions among social agents are governed by an underlying graph (fixed or random, but independent of opinions), bounded confidence models make interactions opinion-dependent. In the Hegselmann-Krause model [1] every agent updates its opinion (modeled as a scalar) by averaging all other opinions within a certain distance (threshold) from its own. This dynamics has been studied extensively via numerical techniques as well as analytically. Tsitsiklis et al. [8] proved that this dynamics converges in finite time and provided an O(n 5 ) upper bound and an O(n) lower bound for the convergence times in terms of number of agents n. Subsequently, Touri and Nedić [9] improved the upper bound to O(n 4 ) which was again improved to O(n 3 ) by Mohajer and Touri [10] . A new quadratic lower bound was presented by Wedin and Hegarty [11] . Bhattacharyya et al. [12] and Nedić and Touri [13] studied multi-dimensional (vector) Hegselmann-Krause dynamics.
Multiple variations of this dynamics and their evolutions have been studied, e.g., effect of different initial conditions [14] , noise in the updates [15] , [16] , heterogeneous thresholds among agents [17] , or mediating interactions using an underlying social graph [18] ; Lorenz [19] presents a survey of this line of work and also proposed a weighted Hegselmann-Krause dynamics with opinion dependent weights [20] . Hendrickx [21] studied conditions for order-preservation of opinions in this dynamics. Bolouki and Malhame [22] study the asymptotic convergence of a broad class of dynamics with an update rule that takes general convex combinations of opinions.
There is a significant body of work on utility-maximization in multi-agent settings. Huang et al. [23] considers a large population linear Quadratic Gaussian (LQG) problem where agents interact via coupled cost. There are other works involving control theoretic, game theoretic and optimization based approaches. Cao et al. [24] presents a survey of recent developments. Here we study an engineering problem where the society follows Hegselmann-Krause dynamics and a strategic entity wants to form opinions in its favor. This problem of opinion modulation/modification is analogous to marketing and political campaigns.
II. GENERALIZING HK DYNAMICS
Notation.: For a positive integer n let [n] = {1, 2, . . . , n}. Vectors will typically be denoted in boldface, and sets in calligraphic script. We use the standard "big-O" and "big-Ω" notation for expressing upper and lower bounds.
There are n agents in the system, indexed by [n]. The system evolution is discrete-time. At a time t ∈ Z + , each agent i has an opinion x i (t) taking values in R. We write the opinions of the agents collectively by the n dimensional vector x(t) = (x 1 (t), x 2 (t), · · · x n (t)). At time 0 the agents have initial opinion x(0). The original Hegselmann-Krause dynamics are formally given as follows:
In HK dynamics, each agent determines those agents whose opinions are within a distance γ of theirs to form a neighbor set N i (t) at time t given by (1); we adopt the convention that i ∈ N i (t). All agents then simultaneously update their opinions by adding the average of the differences between their opinions and those of their neighbors. Note that in this formulation, each agent gives equal weight to all other agents that are in the neighbor set. We say an opinion dynamics process converges if x i (t) is a converging sequence for each i. It converges in finite time if there exists a finite T s.t. the set x i (t + 1) = x i (t) for all i ∈ [n] and all t ≥ T . The original Hegselmann-Krause dynamics converges in finite time [8] , [13] ; more specifically its convergence time is lower bounded as Ω(n) and upper bounded as O(n 4 ).
In this section we generalize the Hegselmann-Krause dynamics in an attempt to capture other aspects of social interactions. Towards this we take two different approaches that pertain to the real social systems. In the first approach, we understand that in real-world social systems, an individual is typically influenced by those whose opinions are 'close' to theirs, although they may not value all such opinions equally. The HK dynamics use a binary model of closeness; all agents in N i (t) have equal influence. We first generalize HK dynamics by introducing non-uniform and distance-dependent weighting of the opinions of other agents. Subsequently, we interpret the agent update rules as an optimization problem and propose to generalize the opinion updation process by considering different optimization objectives.
A. Non-uniform weights and its convergence
We generalize the update rule (2) to reflect the observation that in real life the importance (or weight) an agent gives to another agent's opinions is not a 0 − 1 function of their difference in opinion; instead, the weight gradually decreases with increase in difference. We correspondingly modify the update rule (2):
where f : R + → [0, 1] is non-increasing and f (0) = 1.
The function f and the threshold γ depend on the level of interactions in a society; some societies may de-value differing opinions more strongly than others. It may also depend on the particular issue regarding which the opinion is evolving and other socio-economic and political factors. Our first question is how introducing f affects the evolution of the dynamics: do they converge to an equilibrium, and if so, what is the convergence time? For the original HK dynamics, a theoretical guarantee on convergence as well as time to convergence is presented by Blondel et. al. [8] . Later Nedić and Touri [13] improved the upper-bound on convergence time from n 5 to n 4 using advanced techniques from matrix-valued stochastic processes.The results here are derived using case by case analysis, and simple arguments.
In the rest of this section, we first show that the dynamics converges. Then, we show that the convergence happens in a finite time, and obtain bounds on the convergence time.
For the analysis of the generalized HK dynamics in (3) we assume the following.
Assumptions:
(i) There exists a positive constant < γ such that f (x) = f (0) = 1 for x ≤ . (ii) The function f is strictly positive, i.e., f (γ) > 0, and
(iv) Initial opinion differences are bounded by a constant, i.e., max i,j |x i (0) − x j (0)| = O(1) Intuitively, the first assumption means that an agent gives same importance to all its very close neighbors or friends as it gives to itself. The second assumption requires that there exists a strict gap between a neighbor (or friend) and a non-neighbor; this assumption is widely prevalent in different kinds literature including social networks and graphical models [25] , where two variables are considered to be neighbors in a dependence graph only if they have a correlation more than a strictly positive number. The third assumption means that accepting (i.e., f (x) > 0) a farther opinion implies a larger drift of the opinion of the agent. This condition is always true for the original Hegselmann-Krause dynamics. The last assumption implies that the initial opinion spread is independent of the system size. Under the last assumption, the bounds on the convergence time for original HK dynamics derived in [8] and [13] become O(n 3 ) and O(n 2 ) respectively.
We characterize our generalized real-valued dynamics by tracking the maximum and minimum of opinions; in order for the opinions to converge, these two must converge. The following lemma characterizes the sequence of the range of opinions over time, and is analogous to Proposition 2 of Blondel et al. [8] .
Lemma II.1. The sequences M (t) = {max k x k (t)} and m(t) = {min k x k (t)} are non-decreasing and non-increasing respectively.
For the proof of this lemma and the proofs of all subsequent results we refer to [26] . The following proposition follows from Lemma II.1.
Proposition II.2. The generalized Hegselmann-Krause dynamics (3) converges. That is, for any
After having the convergence of the generalized Hegselmann-Krause dynamics, we are interested in characterizing the convergence time. Tsitsiklis et al. [8] presents lower and upper bounds of Ω(n) and O(n 3 ), the latter of which was improved by Nedić and Touri [13] to O(n 2 ) (the original bounds were are O(n 5 ) and O(n 4 ) respectively, which translate to O(n 3 ) and O(n 2 ) under Assumption (iv)). These results imply that there exist constants c, c > 0 such that for any τ > 0, and for all t ≥ cn 2 , x i (t) = x i (t + τ ) for 1 ≤ i ≤ n and for any t < c n there exists i such that x i (t + 1) = x i (t). So far we have proved only asymptotic convergence of the general HK dynamics. Next, we bound the convergence time of the generalized HK dynamics.
Theorem II.3. Consider the generalized HK dynamics under the update rule in (3) with the assumptions (i)-(iv). Then the convergence time of the minimum opinion m(t) is O(n 2 )
and that of the generalized HK dynamics is O(n 3 ). Also, the convergence time of the generalized dynamics is Ω(n).
To prove this theorem we use the following intermediate lemma, which is of independent interest. It states that the ordering of opinions in the general HK dynamics remains unchanged.
Lemma II.4. Suppose the initial opinions are ordered as
We can improve the dependence on n in the upper bound on the convergence time at the expense of a dependence on the neighborhood radius γ.
Corollary II.5. Under the assumptions of Theorem II.3, the upper bound on the convergence time of the generalized HK dynamics is O(n 2 /γ).
With regards to a qualitative characterization of the equi-librium point, we identify two important cases: bounded and unbounded influence. Bounded influence is the scenario where the influence function f has a finite support. This was an assumption in the transient analysis that we presented above. In case of unbounded influence, agents' influence function has an unbounded support, i.e., f (x) > 0 for all x ∈ R + .
In case of influence functions with finite supports we show that the convergence time is finite, more specifically in O(n 2 ) steps the opinions converge to an equilibrium and do not change any more. The following Lemma characterizes the equilibrium in the bounded influence case.
Lemma II.6. For any set of influence functions with finite supports there exists an initial opinion values of agents {x i (0)} for which the equilibrium opinion values {x * i } are such that at least two of the agents have different equilibrium opinion values.
This means that in case of bounded support influences there are cases where equilibrium is not a consensus, i.e., there may be groups of agents where agents within a group reach consensus but across groups there is no consensus.
On the other hand, in case of influences with unbounded supports there is always a consensus of all agents. The following lemma states this formally.
Lemma II.7. For any unbounded influence opinion dynamics the equilibrium opinion values {x
It is also relatively simple to find examples of influence functions f and initial opinions such that the convergence is only asymptotic. That is, at any finite time t there is an agent whose opinion changes to a new value at time t + 1. The specific properties of the influence function have a strong impact on the nature of the equilibrium as well as on the convergence time, and the HK model of simple averaging and finite-time convergence is a special case.
B. A cost-minimization perspective
In this section we interpret the HK dynamics as each agent choosing a new opinion that minimizes a cost function that depends on its opinion and its neighbors' opinions. In the standard HK update rule each agent picks a new opinion that is the centroid of its neighbor's opinions. For agent i, given its neighbor set and N i (t) = {j : |x i (t) − x j (t)| < γ} and their opinions, the HK update rule x i (t + 1) = 1 |Ni(t)| j∈Ni(t) x j (t) is the minimizer for the quadratic cost function
In this section we examine more general cost functions instead of squared-distance. In particular, we look at the following update rule:
For an agent i, we call the cost function that captures the cost incurred due to change of its own opinion as the inertial cost and denote that by g i . The cost incurred by agent i for its difference in opinion with any of its neighbor is denoted by h i and we call it the disharmonic cost. In a general scenario at each time t an agent i tries to minimize (greedily) the total cost by choosing the minimizer in (4). The special case where g i (x) = h i (x) = x 2 for all i is the case of original HK dynamics. As a first step we want to investigate convergence of this dynamics. In a society there is always a cost incurred by a social agent when it differs in opinion from its neighbors or it moves its own opinions to a new value. As discussed above HK dynamics model this scenario by assuming the cost incurred by an agent due to difference in opinion with its social neighbors as well as the cost to move its own opinion to be quadratic in difference (or change of opinion). In general this cost may be any arbitrary function. Moreover, the cost function that captures the difference with neighbors (disharmonic cost) and the cost function that captures change of its own opinion (inertial cost) may be different.
Lemma II.8. Suppose that for each i, the inertial cost g i and disharmonic cost h i are strictly increasing functions. Then as t → ∞, the dynamics given by (4) converge to an equilibrium of opinions.
The assumption that g i and h i are increasing for each i means that within the set of neighbors of an agent i, larger disagreements cost more than small disagreements. While the opinions converge to an equilibrium, the convergence time is not finite as in the HK dynamics. To see this, consider the example of two agents. In case of HK dynamics with quadratic cost if the two agents are within the threshold distance of each other convergence happens in one time step. This is because the minimizer for both agents' costs is x1+x2 2 . It is not hard to check that this is also true when g 1 = g 2 = h 1 = h 2 = h for a function h whose derivative h is strictly increasing. On the other hand, if g 1 (x) = g 2 (x) = x 4 and h 1 (x) = h 2 (x) = x 2 then this is not true and the convergence is asymptotic, i.e., for any t,
III. DISCUSSION
In this paper, we generalize the Hegselmann-Krause (HK) model of opinion formation [1] in several directions. We first modify the weighting of neighbor opinions to be distancedependent. This causes the dynamics to exhibit different qualitative behavior: there may be a loss in finite-time convergence, and the convergence times may depend on influence functions. We also interpret the HK update rule as a special case of agents greedily minimizing a cost associated to their differences in opinions. The HK dynamics correspond to quadratic cost functions; and more generally, the cost may be understood as the sum of two quantities -an inertial cost representing the effort of an agent to change their opinion, and a disharmonic cost representing the friction caused by having an opinion differing from their neighbors. In this more general setup, while we can prove convergence, such convergence need not happen in finite-time. These results show the somewhat delicate nature of convergent behavior in HK dynamics, in that even slight perturbations in the model can prevent finitetime convergence.
Finally, given a model for opinion formation and dynamics, it is only natural to ask if external influence on the system may be possible, driving the entire system towards a desired point of operation. Such an external influencer could be a control input to the system this could model scenarios such as election campaigns, where leaders and opinion-shapers that influence the agents within the system but are not themselves influenced by opinions within the system. By formulating the HK dynamics as the solution of a local greedy optimization framework, we can study scenarios where external forces seek to influence agents within the system. We refer to the interested reader to the full version of this work [26] for a study in this direction.
