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We study the trajectories of systems .? =X(x), where X is a continuous “exten- 
dably piecewise analytic” vector field, i.e., a continuous vector field X such that the 
domain off admits a locally finite partition 3 into sets such that for each A E 9 
there is a vector field Zr, which is analytic on a neighborhood of the closure of A 
and whose restriction to A coincides with that of X. We prove that the trajectories 
are piecewise analytic. with a priori bounds on the number of switchings for all 
trajectories that stay in a fixed compact set and whose duration does not exceed a 
fixed number T. This result implies the existence of a regular synthesis for optimal 
control problems with a strictly convex Lagrangian, and a linear dynamics with 
polyhedral constraints on the controls. 
1. INTRODUCTION 
Consider an ordinary differential equation 
i = X(x), XEM, iii 
where M is a real analytic manifold and X is a locally Lipschitzian vector 
field. Suppose that X is “piecewise analytic” in some appropriate sense. Does 
it then follow that the solution curves of (I) are piecewise analytic? The 
purpose of this paper is to prove that the answer is “yes,” and that an even 
stronger result is true. We will show that if K is any compact subset of U 
and T a positive real number, then every trajectory y of (1) which is 
contained in K has the property that, on any time interval of length not 
greater than T, y has at most N switching points, where N is a positive 
integer that depends solely on K and T. The precise definition of the class of 
“piecewise analytic” vector fields to which our result applies, as well as the 
precise definition of “switching point,” are given in Section 2. Here we only 
remark that, for our proof to go through, it is not enough to take the most 
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obvious definition of “piecewise analyticity,” i.e., to require the existence of a 
locally finite partition 9 of J such that the restriction X r A of X to each 
A E 3 is analytic. (Since we will not use this definition anyhow, we ignore 
the question of what it may mean for X r A to be analytic if A fails to be 
open.) We have to require a stronger condition, namely, that each X r A be 
extendable to a vector field X, which is analytic on an open set ~2~ that 
contains the closure of A. 
Vector fields of the type considered here appear naturally when one 
studies the family of optimal trajectories of a control problem. Consider, for 
instance, a problem in which it is desired to minimize an integral 
J^ W(t), u(t)> dt (2) 
among all pairs (x(.), u(.)) that consist of a control t -+ u(t) and a trajectory 
t -+ x(t) that obeys the equation 
i(t) = Ax(t) + Bu(t), (3) 
where A and B are constant matrices and the control u(.) is restricted to 
talking values in a convex polyhedron K. The optimal pairs for this problem 
are obtained by projecting to the (x, U) space the curves (A(.), x(.), U(S)) that 
satisfy, for some constant 1, > 0, the conditions 
(4) 
(5) 
and 
f@(t), x(t), u(t), &> = min{H@(t), x(t), v, A,): v E K}, (6) 
for almost every t. Here H is the Hamiltonian, defined by 
H(A, x, u, A,,) = (A, Ax + Bu) + &,L(x, u). (7) 
If, for each x, the Lagrangian L is strictly convex as a function of U, then 
the minimization condition 
H(d,x,u, l)=min{H@,x,v, 1):vEX) (8) 
has a unique solution u = G(A, x) for each @,x). If we plug this function 
(A, x) -+ ;(A, x) into the Hamilton equations i = aH/a;l, d = --aHlax, with 
A,, = 1, we see that those trajectories that satisfy (4), (5) and (6) with A, = 1 
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are the integral curves of a vector field X. Since conditions (4), (5) and (6) 
are positively homogeneous in (1, A,), it follows that all optimal trajectories 
that correspond to a non-zero I, arise as projections of integral curves of X. 
If, besides being convex in U, L is analytic as a function of (x, U) and has a 
positive definite Hessian as a function of a, then the (&x) space can be 
partitioned into finitely many sets Aj such that G is analytic on Aj for each j. 
Therefore, the vector field X is “piecewise analytic” in the sense of this 
paper, so that our results apply. One then concludes that the integral curves 
of X are piecewise analytic, with a bound on the number of switchings which 
is uniform for all trajectories that stay in a fixed compact subset C of the 
(;i. x) space, and which are defined on a time interval of length not greater 
than a fixed T. A similar property then follows for the optimal trajectories of 
the original problem, once the following two technical difficulties are taken 
care of: 
(i) the optimal trajectories that satisfy the Maximum Principle with 
A0 = 0 do not arise as projections of integral curves of X, and 
(ii) if C is a compact subset of x-space, then the optimal trajectories 
in C are projections of curves in X-‘(C) (where ?z is the projection 
(2, X)--$.X), and it is not a priori clear that z-‘(C j-which is not 
compact-can be replaced by a compact set. 
It turns out that these two technical difficulties can be overcome under 
some mild assumptions, and then one can prove the piecewise analytic&y of 
optimal trajectories, with bounds on the number of switchings. The impor- 
tance of this result lies in that one can then prove by general 
arguments-using the theory of subanalytic sets-that the problem admits a 
regular synthesis in a sense similar to that of Boltyanskii (cf. Sussmann 
14-61, 8runovsky. [I, 21). This extends an earlier result of Brunovsky ]2]? 
who had proved the same conclusion for the case when L is quadratic and 
certain normality conditions are satisfied. Thus, our result makes it possible 
to entend the class of Lagrangians to which Brunovsky’s theorem applies and 
to weaken the normality hypotheses. 
Brunovsky’s result depended, like ours, on a theorem giving bounds on the 
number of switchings (cf. Brunovsky [2]). In fact, Brunovsky’s technical 
theorem gives piecewise analyticity for the trajectories of a system (1) with a 
piecewise linear X, and the main point of this paper is to show that all one 
needs is for X to be “piecewise analytic” and continuous. 
The details of the control-theoretic application will be given in a separate 
paper (Sussmann [8]), where we show how to overcome technical difficulties 
(i) and (ii). 
The organization of the present paper is as follows: The main defmitions 
and results are presented in Section 2. The two main theorems are proved in 
Sections 3 and 4. Some lemmas used in these proofs are collected in the 
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Appendices, where we also give examples showing what could happen if 
some of our hypotheses are violated. 
2. STATEMENT OF THE MAIN RESULTS 
Let X be a vector field on a smooth manifold M. We will say that X is an 
extendably piecewise analytic vector field (or, for short, an “EPA vector 
field”) if there exist 9, 152, : A E 9}, {X, : A E .9”), such that 
X(P) = X,(P) 
whenever p E A E 9, and that the following five conditions hold: 
(Al) M is a real analytic manifold, 
(A2) 9 is a locally finite partition of M into measurable sets, 
(A3) for each member A of 9, Q, is an open subset of A4, and 
ClosA CQ,, 
(A4) for each A E 9, X, is a real analytic vector field on Q.4, 
(A5) for every pair of members A, B of 9, the vector fields X, and 
X, agree on (Clos A) 1’7 (Clos B). 
It follows easily from A5 that X is continuous. The following stronger fact 
is also easily proved: 
LEMMA 1. If X is extendably piecewise analytic, then X is 1ocallJ 
Lipschitz. 
The proof of Lemma 1 is straightforward. (For completeness, we include it 
in Appendix III.) 
In view of Lemma I, we can talk about integral curves of X. If y: I + M is 
such a curve (1 being an interval), we will say that y has no switchings if 
there exists an A E 9 such that (i) y(l) c 0, and (ii) y is an integral curve 
of X,. We will say that y has at most N switchings if y is the concatenation 
of m curves y, ,..., ym that have no switchings and m <N + 1. 
Our main result is 
THEOREM I. Assume Al,..., A5 hold. Then for every compact set K G M 
and every T > 0 there exists a positive integer N(K, T) with the properp 
that, whenever y: I-, K is an integral curve of X, defined on an interval of 
length not greater than T, then y has at most N(K, T) switchings. 
Note that in the definition of “having no switchings,” we did not require 
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that y(l) E A. Let us say that an integral curve y: I+ M of X has no 
witchings in the strict sense if there is an A E 9’ such that y(1) c A. (In this 
case, it follows automatically that y is an integral trajectory of X, .) Then 
define what it means for y to have at most N witchings in the strict seplse 
exactly as above. A trivial example shows that Theorem I need not be valid 
with “switchings” replaced by “switchings in the strict sense,” unless some 
extra restriction is imposed on 9 (cf. the third example in Appendix II). One 
restriction which is both natural and sufftcient to get the desired conclusion 
is that the sets A E 9 be subanalytic (cf. Appendix IV). 
Precisely, we have: 
THEOREM II. Suppose Al,..., A5 hold. Assume, in addition, that the sets 
A E 3 are subanalytic. Then the conclusion of Theorem I holds with 
‘iswitchings7’ replaced by “witchings in the strict sense.” 
3. PROOF OF THEOREM I 
If the desired conclusion holds for a compact set K and for some T > 0: 
then it is clear that it holds for every T > 0. Now suppose K is covered by 
relatively compact open sets U1,..., U,, and that the conclusion holds for 
each Uj (for some, and hence every T > 0). Using some metric d on K (say? 
the one arising from a Riemannian metric on M), it is clear that there is a 
constant a such that d(lj(t), y(s)) < a ( t - s / whenever y: I -+ K is an integral 
curve of X. Let b > 0 be a Lebesgue number for the covering (Ui : 
i=l )...) m}, i.e., a number such that whenever S E K is a set of diameter <b, 
then S E Ui for some i. Let T > 0 be such that aT < 5. For i = l,..., m, let Ni 
be such that every y: I+ U, which is an integral curve of X has at most Ni 
switchings whenever the length of 1 does not exceed T, and let N = 
max(N, ,..., N,). Then, if y: [tl, t,] -+ K is an integral curve of X, and 
t, - t, 6 T, it follows that y is entirely contained in one of the Ui, and 
therefore y has no more than N switchings. 
The preceding paragraph shows that it suffices to prove that every p E M 
has a neighborhood U for which there is a T > 0 such that an N(CJ, T) with 
the desired properties exists. Let 9(p) be the set of those A E .9 such that 
p E Clos A. Then 9(p) is finite. Moreover, p has a neighborhood V such 
that vn A = Q, whenever A E 9, A & 9(p). If A E 9(p), then Q.4 is open 
and p E a,. Hence, by restricting V, we can assume that V E S24 for every 
A E Y(p). Therefore, the vector fields X,, A E 9(p), are defined and 
analytic on V. We can clearly assume that V is a ball in K?“. The 
neighborhood U of p will be chosen to be a subset of V, Hence we can forget 
about everything that happens outside V. So, we will take our new A4 to bs 
V, and we will replace 9 by the set of intersections with V of the members 
of 9(p). Moreover, whenever A belongs to the “new” 9 (i.e., A = A f n V, 
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A’ being a member of the “old” 9) we will write X, for the restriction to V 
of the vector field X,,. 
We summarize all this in the following list of restrictive assumptions: 
(RAl) M is a bounded ball in IR”, and p E M, 
(RA2) 9 is a finite partition of M into measurable sets, 
(RA3) p E Clos A for every A E 9, 
(RA) for each A E 9, X, is an analytic vector field on M, 
(RA5) for every pair of members A, B of 9, the vector fields X,, X, 
agree on (Clos A) n (Clos B). 
We will prove that, under assumptions RAI,..., RA5, p has a 
neighborhood U such that there exists a T > 0 for which there is an N > 0 
with the property that if y: [t,, fZ] -+ U is a trajectory of X and if t, - t, < T, 
then y has at most N switchings. As explained above, once the existence of 
U, T, N with these properties is proved, then Theorem I follows. 
We will first choose U. In order to do this, we introduce an important 
definition. Let (A, B) be an ordered pair of different members of 9. Let us 
use f i,, f i, ,-., f jlng to denote the components of the vector-valued function 
X,, - X,. We shall refer to the f 6, as the “(A, B) switching functions.” Any 
function Q which is of the form f iB for some i and some (A, B) will be called 
a switching function. 
In order to define U, we use Lemma A.2, which is stated in Appendix III. 
We apply it as follows: let R be the ring of germs at p of real analytic 
functions defined on neighborhoods of p. Then it is well known that R is 
Noetherian. Let Sf consist of the switching functions f i,. Let Sz (for 
k = 2, 3,...) be the set of all functions of the form 
Ti-,XA,&, *** XA2XA,h 
where (A, ,..., A,-,) is an arbitrary sequence of k - 1 members of 9, and 
#EST. 
We now let Sj (for j = 1,2,...) be the set of all germs at p of the elements 
of ST. Then all the conditions of Lemma A2 hold. We conclude that there is 
an integer m with the property that whenever a,,..., a, are elements of 
s , ,..., S,, then some ak (for 2 < k < m) is a linear combination in R of the 
preceding ones. This implies, in particular, that for every choice of the 
switching function 4 and every sequence A, ,..., A,-, of members of 9(p), 
there exists a k such that 2 <k < m - I and real analytic functions 
a0 ,***, uk- 1 t defined on a neighborhood W ofp, such that the equality 
(9) 
holds in W. 
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The neighborhood W and the functions aj clearly depend on the choice of 
$ and of the sequence (A r,..., A,). However, since there is only a fmite 
number of such choices, we can choose a W such that al! the identities (9) 
hold in W. Since only a finite number of functions aI appear in these iden- 
tities, it is possible to assume (by shrinking W, if necessary) that there is a 
fixed constant C, > 0 such that all the functions aj appearing in all the iden 
tities (9) are bounded by C, on W. 
We choose U to be a ball with center at p and whose closure is contained 
in W. The remainder of this section is devoted to the proof that, for such a 
choice of 17, the time T and the integer N exist. 
With every trajectory y: I-+ M of X we associate a set Z(y) of unordered 
pairs (A, B} of different members of 9”. The pair {A, Bl belongs to E(y) if 
there exists a E E I for which the following condition (SW: t, A, B) holds: 
(SW: t, A, B): Fdr every E > 0, there exist r,, ?z such that 15, - fl < e, 
jr2 - tl < 6, y(tl)E A and y(7?)E B. 
Whenever (SW: &A, B) holds, we will say that an (A, B)-switching occurs 
at t. If an A, B-switching occurs at t for some t E I, we say that an (A, Bj- 
switching occurs in y. Hence C(y) is the set of all {A, B) such that an (A, B)- 
switching occurs in y. 
We also associate with each y the set Y(y) of all those A E 9 such that ;I 
meets A. Also, from now on, we let (3’1 denote the number of elements of 3, 
and we let 
The following lemma is easily proved: 
LEMMA 2. Let y: I -+ M be an integral curve of X, and let A E .9(y), 
B E S(y), A # B. Then there exist sets Do,..., D, in S(;l) such that D, = A, 
D, = B and {DiwI, Di} E Z(y)for i = l,..., r. 
Lemma 1 can be more easily stated in terms of a graph. Let G(y) be the 
graph whose vertices are the members of T”(y), and which is such that a pair 
A, B of vertices are joined by an edge iff {A, B 1 E C(y). Then Lemma 2 says 
that G(y) is connected. This being the case, it is clear that any two edges can 
be connected by a path in which no edge is traversed twice, Moreover, such 
a path cannot be longer than the total number of edges of G(y), which is not 
greater than u. Therefore, we have established: 
LEMMA 3. Under the same conditions of Lemma 2, the sequence 
D 05..., D, can be chosen such that 
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(i) (Di-1, Di} # {Dj-r, Dj} whenever i #j, 
(ii) r<a. 
Now let g: AI-+ R be analytic, and let y: I+ M be a trajectory of X. Then 
g o y: I-+ R is a real-valued function which satisfies the differential equation 
where D denotes differentiation with respect to t and Xg is the result of 
applying the vector field X, regarded as a differential operator, to the 
function X. 
For each A E 3(y), let B(y, A) denote the set of those t E I such that 
y(t) E A, and let I+ denote the characteristic function of B(y, A). Then 
Dkoy)= c L,KXAg)4 (12) 
4 E a Y) 
Choose an A E 9(y). Then we can rewrite (12) as follows: 
D(g o Y) = (x, g> o Y + c h,,[KX, -Xi>g> o ~1. (13) 
BE3Y) 
B#d 
For each B E 9(y) we can find a sequence Do,..., D, (depending on B) 
such that D, =A, D, = B, {Dim,, Di} E L’(y) for i = l,..., r, the pairs 
(Di-, , Di}, for i = I,..., I, are all different, and r < u. Then we can write 
(XIX-X,)&r= 5 (x,i-xDi&,>g. (14) 
i=l 
Plugging this into (13), we see that D( g o y) is equal to (X, g) o y plus a sum 
2 of terms of the form 
h[((X, -Xdg) o YL (15) 
where (C, D} E Z(y) and h: 1-t R is the characteristic function of some 
measurable subset of I. For each {C, D) E Z(y), and each B E 9(y), the 
term hy,BK(XB -&>g) 0 YI g ives rise to at most one term of the form (15), 
because the pair {C, D} can appear at most once in the sequence D,,,..., D, 
associated with B. Hence the sum Z contains, for each {C, D} E C(y), no 
more than 1.91 terms of the form (15). Therefore, we have proved 
LEMMA 4. If y: I + M is an integral curve of X, g is an analytic function 
on M, and A E Y(y), then 
D&o Y> =(X, g> 0 Y + x k,A(X, -&)d 0 ~1, (16) lC.Dl 
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where the sum runs over all pairs {C, D} E C(y), artd where each kc,, is a 
measurable function which satisfies 
Ikc,&>l < PI for t E 1. ( I l-7’ 
Let F(y) denote the set of all switching functionsf& for all (C, Dj E C(y). 
Equation (16) can be rewritten by observing that 
Hence 
D(g 0 Y) = (X.4 g! 0 Y + s ho@ 0 rh (19) 
m 
where 
(i) the sum runs over all #I E F(y), 
(ii) the coefficients h, are measurable, and bounded by 
n ITI fJ II dl1,yw 
where if Q is any set 
1 i = 1 ,..., n , . 
i 
(The factor na appears because it is possible for two switching functions.& 
to coincide, even if the corresponding (i, C, D) do not.) 
In particular, let us suppose that y is a trajectory in the set U. Then 
Eq. (19) will hold, with coefficients h, that satisfy 
Ih,(t)l G n /y”It~ II g//w. (21) 
Now let us choose a constant C, such that C, > 1 and 
for every functiongES,US,U--. VS,. 
If y: I-+ U is a trajectory of X, let us define a derived sequence for y to be 
a sequence of m functions $r,..., 4, such that 4, is a switching function for 1’ 
(i.e., #r E F(y)) and for each j = 2 ,..., m, #j is of the form X,4j#jj- r. for some 
-4, E T(y). Let N = {N, : 4 E P(y)} b e a family that consists of a derived 
sequence H, , whose first element is 4, for each 4 E .9(y). We will call any 
such H a complete family of derived sequences. 
If L = (4, )...) 4,) is a derived sequence for y, we associate with L the set i 
formed as follows: we choose the first k such that 2 < k < RI and that $k is a 
linear combination, in U, of @I ,..., $k- r with coeffkients bounded by C, L 
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(The existence of such a k is guaranteed by the way m, U and C, were 
constructed.) We then let L^ consist of the functions #i ,..., #k-I. If 
i = l,..., k-2, and if Qi+i = X, pi, then Eq. (19) shows that D(gi 0 7) = 
tii+, 0 y + Z, where Z is a linear combination of the switching functions in 
F’(y), with coefficients bounded by C,. Since C, > 1, we can conclude that 
OQi 0 y) is a linear combination of functions 4 o 7, with Q E L^ U F(y) and 
with coefficients bounded by C,. Now D(&- i o y) can also be written as 
the sum of #k o y plus a linear combination Z of functions $ 0 y, with coef- 
ficients not exceeding C,. But now #k 0 y is a linear combination Z’ of 
@i o I’,..., #k-, 0 y, with coefficients not exceeding C,. Hence if we let 
C = C, + C,, we have proved: 
LEMMA 5. Let y: I+ U be an X trajectory, let L be a derived sequence, 
and let L^ be the associated set. Then, for each 4 E i, the function D(# 0 ~1) is 
a linear combination 
DC@ o Y) = r dl EGO,) P& 0 y), (22) 
with coefficients pOr that are bounded by C. 
Now let H = {H, : 4 E F(y)} be a complete family of derived sequences. 
Then for each sequence HO we have a set A,. Define a set I? to be the union 
of all the fiO. Since F(y) E &, Lemma 5 implies: 
LEMMA 6. If 1~: I -+ U is an X-trajectory, and if H is a complete family of 
derived sequences for y, then the functions # 0 y, 4 E I?, satisfy a system of 
ordinary differential equations 
with coefficients bounded b>J C. 
Now choose T > 0 such that T < 1 and that 
(23) 
for every r which is the cardinality of I? for some complete family of derived 
sequences H and some curve y: I-+ U. (There are only finitely many possible 
sets F(y), and only finitely many families H, so only finitely many values of 
r are involved, and therefore T exists.) The following result is a consequence 
of Lemma Al, which is proved in Appendix III, and of Lemma 6. 
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LEMMA 7. Let y: I -+ U be an integral cum? of X. which is defined on an 
interval I of length not greater than T. Suppose that II is a complete family 
of derived sequences for y, and that, for each Q E I?, thefunciion Q 0 y has a 
zero somewhere in I. Then all the functions $ 0 ~1~ 4 E 13: vanish identically. 
Using this result, we prove the following: 
LEMMA 8. Let y: I-+ U be an integral curve of X, which is defked on an 
interval I of length not greater than T. Suppose that, for each mvitchirzg 
f&function # E F(y), the function B; 0 y has at least v zeros, where 
Then Q o y vanishes identically OH I for every 4 E F(y). 
Boof. In view of Lemma Al, it suffices to prove the existence of a 
complete family H of derived sequences such that, for each Q E 8, the 
function $ o y has a zero. In order to prove this, we must show that, for each 
d, E F(y), there is a derived sequence (r$ 1 ,..., 4,) such that Qll = 4 and each 
tji o 1’ has a zero. 
Let Q &P(y). Then 4 0 y has at least (1 + I.9 I)” zeros. The function oj 0 2’ 
is of class C’ on 1, and its derivative is (Xp) 0 1’. Hence, there are at least 
(1 + 19 1)” - 1 points t E I where (X4) o y vanishes. So there is a set 9 c I 
consisting of /9”] . (1 + ISI)“-’ points t where (X4) o y vanishes (because 
\9\(1 + 19])“-‘< (1 + IS/)” - 1). If t El, then y(t)EA for some 
A E .9(v), and therefore (X4 j(y(t)) = (X, qh)(y(t)), so (X, #)(7(t)) = 0. Since 
there are at most / 9 1 sets A, it follows that there is an A which corresponds 
toatleast (l+l.-P\)“-’ pointstEJ.WeletthisAbeA1,andweput#,=& 
oZ = X,,Q. We then proceed in a similar fashion and find A2,...,A,- i such 
that the functions Qj+ i = X,qjX.4j-, -.. X,,qi have (1 + jSi)“-j zeros. This 
proves that the sequence @,,..., 4, can be constructed and completes the 
proof of Lemma 7. 
We are now ready to prove that U and T have the desired property. Let 
Traj(X, U, T) denote the set of all integral curves of X that are defined on an 
interval I of length not greater than T and take values in U. For each 
y E Traj(X, U, T), let N(y) be the smallest integer N such that y is the 
concatenation of N analytic arcs, each of which is an integral curve of some 
vector field X, for some A E 9, if such an N exists, and let N(y) = + co if N 
does not exist. We have to prove that 
sup{N(y): y E Traj(X, V, r)] < co. (25) 
Let ?? be the set of all those subsets of 9 X 9 that are of the form Z(r) 
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for some 7 in Traj(X, U, 7). Clearly, (25) will follow if we prove that, for 
every set E E 8, 
sup{N(y): y E Traj(X, U, r), E(y) = E) < co. (26) 
We will prove (25) by contradiction. Assume that (25) is false. Then there 
is an E E B for which (26) is false, and which is minimal (with respect to 
inclusion). So 
sup{N(y): y E Traj(X, U, r), X(y) = E} = co (27) 
but 
sup(N(]‘): y E Traj(X, U, T), Z(y) E E, C(y) #E} = N < co. (28) 
Let v = (1 + 19[)“. We divide the set Traj,(X, U, T) of those 
y E Traj(X, U, T) for which C(v) = E into two parts, by letting 1’ belong to 
Trajk(X, U, T) if, for some switching function 4 E F(y), the function Q 0 y has 
fewer than v zeros, and by letting y E Traj#, U, T) if all the functions 4 0 y, 
4 E F(y) have at least v zeros. 
If y E Traj,#, U, r>, let $ E F(y) be such that 4 0 y has at most v - 1 
zeros. Then y is the concatenation of Y curves y, ,..., y,., with r < v, such that 
4 o yi has no zeros in the interior Ii of the interval Ii where yi is defined. Let 
4 =.fL where 1 <j < IZ, and (A, B) E E(y). If t E Ii, then ffJyi(t)) # 0, 
and therefore XA(yi(t)) # XB(yi(t)). Therefore yj(t) & (Clos A) f-~ (Clos B), 
and then no A, B-switching occurs at t. Hence no A, B-switching occurs in 
lji. Therefore {A, B) @ ,YQi). Since X(yi) c C(y), we conclude that C(y,) is a 
proper subset of C(y). Hence yi is the concatenation of at most N arcs, each 
of which is an integral curve of some X,, A E 9. But then y itself is the 
concatenation of at most VN such arcs. Hence 
sup{N(y): y E Traj#, U, T)} < co. (29) 
Now suppose y E Traji(X, U, 7’). Then $ 0 1’ has at least v zeros for every 
4 E F(J)). But then it follows from Lemma 8 that all the switching functions 
vanish identically on 1’. But then XA(t) =X,(t) for every t in the interval I of 
definition of y and every pair A, B such that {A, B} E C(v). Lemma 2 then 
implies that the vector fields X, and X, coincide along y for all A E Y(y), 
B E 9(y), even if {A, B) @Z(y). Pick an A E Y(y). For each t E I, j(t) = 
X(y(t)), which equals X,(y(t)) for some B E Y(y). Hence j(t) = X,,(y(t)). So 
y is an integral curve of X,, and therefore N(y) = 1. Therefore 
sup{N(y): y E Traji(X, U, T)} < 03 (30) 
as well. 
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Inequalities (29) and (30) together prove that (27) is false. This 
contradiction arose from assuming that (25) was false. Hence (25) is true, 
and this proves that U and T have the desired property. As explained before, 
this completes the proof of Theorem I. 
4. PROOF OF THEOREM 11 
Exactly as in the proof of Theorem I, it suffices ito prove that every p E M 
has a neighborhood U for which there is a T > 01 such that every integral 
curve ‘y: I-+ U of X, such that length(Z) < T, has no more than a fixed 
number N of switchings in the strict sense. 
Let 9(p) be the (finite) set of those A E 9 such that p E Clos A, and let 
ZJ be a compact analytic ball centered at p (i.e., a set of the form 
(q: I=Ici(q)’ < a}, where (x’ ,..., s”) is an analytic chart such that x’(p) = 0 
for i = l,..., n), U z @,, for all A E Y(p), and UT‘IA = 0 whenever A E .Y? 
A @9(p). Then choose T > 0 such that, for every x E U, A E 2(p), if 
f-+ yA(f, x) denotes the integral curve of X, which passes through x when 
t = 0, then y.c (t, x) is defined for - T < t < T. 
Now, let V = [- T, T] X U. For each set A E F(p), yA : V-+ Q, is an 
analytic map. If B E Y(p), we can define a subset R’(A, B) of Y by 
W(A, B) = y,‘(B). 
Since B is subanalytic, it follows that W(A, B) is subanalytic. Now, let zz: 
V-t U be the projection. It then follows from Lemma A3 that, for each A, B, 
there exists an integer rA,B such that, for every 9 E U, the fiber K-‘(K~I? 
W(A, B) has at most vd .B connected components. In more familiar terms, this 
says that if y: I+ U is any integral curve of X, such that length(I) < r, then, 
for each B E 9(p). the set (t: y(t) E B} is the union of at most v,., sets that 
are either single points or intervals. Now, let 
v = max{v,,, : (4, B) E 9(p) X 9(p)) 
and 
Y = v x card (T(p)). 
Then, if y: I-, U is an integral curve of an X, , A E Y(p), and if 
length(Z) < T, then Z can be partitioned into at most Y intervals Ji (some of 
which may just be single points) such that, for each i, &Zi) is entirely 
contained in one of the sets B E 9(p). 
Theorem I gives us an N > 0 such that if y: Z --$ U is a trajectory of X and 
length (Z) < T. then Z is partitioned into at most N intervals Z,, such tha.t 
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each restriction y r I, is an integral curve of an X, , A E 9(p). But then each 
I, is partitioned into at most r intervals Jli, such that y(J,,) is contained in 
some B E 9(p). Therefore y is a concatenation of at most rN pieces, each of 
which has no switchings in the strict sense. Q.E.D. 
APPENDIX I: PROOF OF LEMMA 1 
Since the result is local, we can assume that M is an open subset of R”. 
Pick p E M, and let U be open, such that p E U E M and that U intersects 
finitely many members of 9”. By restricting U even further, we can assume 
that Un A = 0 whenever A E 9 and p @? Clos A. Then, by restricting U 
even further, we can also assume that Clos U is a convex compact subset of 
nA for each A E 9 such that U f7 A # 0. Then the vector fields X,, for 
A E 3, A r? U # 0, are defined on a11 of Clos U and are Lipschitzian with a 
constant C. If x E Clos U, y E Clos U, let m(x, JJ) denote the number of 
different members of 9 which intersect the segment 
S(x, y) = {ty + (1 - t& 0 < t < I}. 
We prove that 1X(x-) -X(J)/ < C Ix -4’1 by induction on m(x, JJ). If 
m(x, y) = 1, then, in particular, x and y both belong to the same A E 9, and 
X(x> - WY) = X,(x) - x,(Y), so the conclusion follows trivially. Now 
suppose our desired inequality holds whenever m(x, J) < k, and let m(x, 4’) = 
k + 1. Let x E A E 9, and let t be the supremum of those s such that z(s) = 
SJ’ + (1 - s)x belongs to A. If t < 1, then, for 1 > s > t, the segment 
S(z(s), JJ) does not meet A, and therefore m(z(s), JJ) < k. So 
IJWS)) -X(Y>l < c 14s) --YI whenever 1 > s > t. Therefore, by the 
continuity of X, we have 
W(t)) --x(Y)1 < c IzW --Yl. (AlI 
Inequality (Al) is trivially true if t = 1 as well. Now z(t) either belongs to 
A, in which case 
IX(x) - XW)l G c Ix - 4 (AZ) 
holds, or is a limit of points belonging to A, in which case (A2) also holds 
by continuity. Then (Al) and (A2) imply that IX(x) - X(y)/ < C Ix --y (. 
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APPENDIX II: THREE EXAMPLES 
We show that the conclusion of Theorem I is not true if either: 
(i) X is not required to be continuous, or 
(ii) X is required to be continuous and “piecewise C”” but not 
piecewise analytic. 
We also show that Theorem II need not be true unless some extra 
restrictions are imposed on the sets A E 9. 
Our first example concerns a discontinuous “piecewise analytic” vector 
field. In general, there are technical difficulties with the existence and 
uniqueness of trajectories of such vector fields, but these difficulties will. be 
ignored here because, in our example, they do not arise. 
Let II! = R’, and let A, B be the upper half-plane {(x, u): ~7 > Oi and the 
lower half-plane {(x, y): y < Oj, respectively. Let G be the x axis. Let Y: Z 
be the vector fields 
Define X by letting X., = Y, X, = Z, X, = 0. Then all the hypotheses 
Al ,..., A4 are satisfied, and the only assumption that fails is A5 If a > 0 is a 
real number, then the trajectory beginning at (a, 0) is periodic, and crosses C 
from A to B at times 4a, 8a, 12~ ,... and from B to A at 2a, 6a, 10a ,.... In 
particular, by taking a to be small, we get trajectories which are defined on a 
fixed time interval and stay on a fixed compact 
arbitrarily large number of switchings. 
In our second example, M, A, B and C are the 
f(x) = e-“12 sin(l/x) if 
=o if 
subset of M, but have an 
same as above. Let 
X#0 
x = 0. 
Then f is a C” function. Let g be the derivative off with respect to x, and let 
&F(x) 
h(x)= 1 +f(x)’ 
(Note that h is a well-defined C” function, because [f(x)1 < 1 for all x.) Let 
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Then Y and Z are C” vector fields on M, and they agree on C. So, if we 
define X, = Y, X, = Z, and Xc = Y (or Xc = Z), then X is continuous and 
“piecewise 12,” . m the sense that all the assumptions Al,..., A5 hold, with 
the only exception that, in A4, the vector fields are P, but not analytic. 
Now let k be the function 
k(z) = z + z *p(z), 
where 
P(Z) = 0 if ~20 
= 1 if z < 0. 
Let 
m(x)= W-(x)). 
Then k and m are C’ functions, but they fail to be C*. Let 
v(t) = (4 m(t))* 
Then 1~ is a CL curve in M. Since 
m(t) =N) 11 +fO> PdfW>l 643) 
and If(t)1 < I for all t, it follows that the zeros of m are exactly the same as 
those off. Hence y(t) E C iff t = 0 or t = l/nn for some integer IZ. Moreover, 
(A3) also shows that m(t) has the same sign as f(t), so that v(t) E A iff 
f(t) > 0, and y(t) E B ifff(t) < 0. 
Iff(t) > 0, we have ti(t) =g(t), and then j(t) =X,@(t)), so that 
l’w = Jw)>* (A41 
Iff(t) < 0, then 
ti(f) = g(t) + 2dt) fW 
= g(t) + WI f(W +f@)) 
= g(t) + h W m(f), 
and therefore j(t) =X,(>(t)), so that (A4) holds in this case as well. Hence y 
is an integral curve of X. In the interval - 1 < t < 1, y has infinitely many 
switchings, because f changes sign infinitely many times. 
Our third example has to do with the validity of Theorem II without 
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restrictions on the sets A E 9. Let M = R. Let A be the set of rational 
numbers; let B = R -A, 3 = (A,B). Let Q,4 =.12, = R and let 
Then, if y is an arbitrary trajectory of X, it follows that y has no switchings, 
but it has infinitely many switchings in the strict sense. 
APPENDIX III: Two LEMMAS 
We state and prove two lemmas that were used in the proof of Theorem I. 
LEMMA Al. Let A > 0 and let n be a positive integer. Let T > 0 be szlch 
that 
T<min (l,z]. (A5) 
Then, whenever 4, ,...) $, are absolutely continuous functions on an interna!: I 
of length T, which satisfy a linear system of differential equations 
rqith coefficients aij that are measurable real-valued fitnctions on I such that 
I aij(tY G A for 1<i, j<n, tEI, (A?) 
it follows that either 
(i) all the Qi vanish identically, or 
(ii) ar least one qii has no zeros on 1. 
Proof. Suppose the conclusion is not true. Let I = [a, a + Tj be an 
interval on which there exist absolutely continuous functions $! and 
measurable functions aij, which satisfy the system (A6) and the bounds 
(A?), but are such that (i) and (ii) fail to be satisfied. 
Let M(t) be the matrix whose entries are the aii(t). For a (column) vector 
z’ E R ‘, let ji u I/ denote the Euclidean norm of U. Then M(t) satisfies 
llW)vll < nA lbli for all v E R”. 
Now let 4(t) be the column vector with components Q,(t),..., 4,(t). Then C; 
satisfies 
II &t>ll = II M(t) $Wll < a‘tf II 4(t!lI. 
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Gronwall’s inequality then gives 
II Wll ,< enA(t-a)ll tW)ll < enAT II#(a)ll 
for all t E I. But then 
II 4Wll = IIW) $@)ll < denAT II tHaII. 
Hence each component #j satisfies 
14j(t>l G ~~ena’Il~(~Il for t E I. 
Since ~j has a zero tj E I, we conclude that, for t E I, 
14jCt)l = I$jCr) - #jjctj>l G It - tjl dYAT II ti(a)ll* 
Therefore, in particular, 
I#j(a>l< nATenAT Il#(~)ll~ 
Hence 
Since 4 is non-trivial, Il#(u)jl # 0. Therefore, 
n3j2ATenAT > 1 / * 
Since T < 1, enAT is <enA. So 
n3’2ATenA > 1, 
and therefore 
e-“A 
T>----. 
n 3’2A 
This contradicts (A5). 
LEMMA A2. Let R be a Noetheriun ring, and let S,, Sz, S3,..., be an 
infinite sequence of non-empty finite subsets of R. Then there exists an 
integer N > 2 with the following property: for every sequence a, ,..., uN of 
elements of S1,..., S,, respectively, there exists a k such that 2 < k < N and 
that ak can be expressed as 
ak=alal+a2a2+“‘+ak-lak-l 
for some elements a ,,..., ak-, of R. 
(‘48) 
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Proof. For each N, let 
Let 
K= fj Si. 
i=l 
Endow each Si with the discrete topology, and K with the product 
topology, so K is a compact space. 
Suppose the desired conclusion is not true. Then there exists, for each 
N > 2, a sequence 
AN = [ay ,..., a;) E K, 
such that, for k = 2,..., N, it is not possible to express a; as a linear 
combination of ~‘7 ,..., a;-, . 
Extend AN into an element 1 
XN = (a:, . . . . a;, Sz,,, ciz+; ,=..) 
of K by defining the elements ~~,j E SN+j in an arbitrary fashion. Since K is 
compact, the sequence (xN\ has a subsequence which converges to an A = 
(a,, a,,...) E K. 
Now suppose that 2 < k < co. Then there must exist an N > k such that 
A7” coincides with A up to the kth component. But then aj = a: for 
j = l,..., k. Hence ak cannot be expressed as a linear combination of 
a, ,..., ak- i . So, if we let 1, denote the ideal generated by a, ,..., uk, we have 
shown that I,, [,,I, ,... is a strictly increasing sequence of ideals, 
contradicting the hypothesis that R is Noetherian. 
APPENDIX IV. SUBANALYTIC SETS 
We quote all the facts about subanalytic sets that are needed here. 
The class of subanalytic sets is the smallest class %Y of subsets S of tinite- 
dimensional real analytic manifolds M, such that 
(i) 0 contains every subset S of a manifold M which is of the form 
(x: f(x) = O} or {x: f(x) > 0}, where f is an analytic function on M 
(ii) ??Y is closed under the following operations: 
(1) locahy finite unions and intersections (i.e., taking uis, Ai or 
nisrAi where {Ai: i E I) . IS such that every compact subset of M meets only 
finitely many Ai)s, 
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(2) complementation, 
(3) inverse image under an analytic map, and 
(4) direct proper image under an analytic map (i.e., taking the 
image f (S) of a subset S of M under an analytic map f: M-+ N which is 
proper on the closure of S). 
Besides the definition of a subanalytic set, only one property of these sets 
is needed here: 
LEMMA A3. Let A be a subanalytic relatively compact subset of a real 
analytic manifold M, and let f: M-t N be an analytic map. For each x E N, 
let v(x) denote the number of connected components off -l(x) f? A. Then 
sup{v(x): x E NJ < co. 
For a detailed study of subanalytic sets (including the proof of 
Lemma A3) see Hardt [3] (where they are actually called “subanalytic 
shadows”). 
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