In this paper, the computation of likelihood of block motion candidates is considered. The method is based on the evaluation of the sum of squared differences (SSD) measure for local displacements and probabilistic interpretation of these values using local gradient information. Simulated motion data is used to estimate parameters of conditional SSD distributions. The application of our novel likelihood function is demonstrated in a task of dominant motion estimation, where particle filtering is used to maintain a set of global motion hypotheses. In this task, the block motion likelihood function is used as a basis for hypothesis testing, which provides a means for evaluating global motion hypotheses.
INTRODUCTION
Estimation of visual motion associated with an image point suffers from the well-known aperture problem; that is, image data local to the point does not provide sufficient information for determination of the motion in many situations. For example, block matching approaches such as those based on sum of squared differences (SSD) measures may provide good matches for several displacement hypotheses. One approach for dealing with the problem is to complement local estimates with confidence measures [1] [2] and take this information into account in the next stages of computation.
For our perspective on this problem, we consider evaluation of the displacement likelihoods based on block matching results. For computational reasons, matching is typically limited to some set V c of discrete displacements and we would like to use these results for evaluating motion candidates v t in a continuous space. It is reasonable to assume that the matching result associated with the closest displacements v c ∈ V c tells us most about the likelihood of v t . The main idea of the work presented in the following has been to derive such a likelihood function l(v t | Z) (Z denotes here the set of observations).
Image gradient can be considered as a driving force behind observed frame differences in addition to the difference between the actual and evaluated motions. For example, motion measures used in motion-based segmentation schemes have been based on this notion [3] . Analysis given in Sec. 2 shows that l(v t | Z) can also be based on evaluation of spatial gradients. In this way, evaluation of the quantized motion can provide more information about the unquantized one.
In order to demonstrate the usefulness of the derived method for local motion analysis, we consider the problem of global (or dominant) motion estimation, which refers to the problem of finding a global 2D parametric transformation, which registers two images. Such a transformation can be used to compensate for camera-induced motion in video. Solutions to the problem are typically based on some hierarchic and iterative optimization techniques [4] . Using our concept of local motion likelihood, we redefine the problem and use particle filtering to solve it.
FORM OF LOCAL MOTION LIKELIHOOD
We will start by analyzing the relationship between the SSD measure and spatial gradients (modelling in [5, App. C] is similar to ours). Let us denote the anchor frame and the target frame for motion estimation with functions ψ 0 (·) and ψ 1 (·), respectively. The motion-compensated frame difference (displaced frame difference, DFD) associated with a pixel
when the motion vector for compensation is v c = [u c , v c ] T . In order to estimate motion at pixel p 0 , one may use a measure based on SSD, which can be defined as
Here, B denotes the block of pixels around p 0 , w(p) is a weighting function, and v c is the candidate for displacement.
Assuming that (i) intensity remains unchanged along the true motion
T , and (ii) change of intensity is linear in the vicinity of p, we get as a result of Taylor expansion that
where
T denotes the image gradient at p. Considering also violations to the assumptions, we can express DFD as
where n(p) is a noise term. Assume now that (2) holds for every pixel in a block B, and furthermore, that noises n(p), p ∈ B are independent zero-mean Gaussian noises with variance σ 2 . Then, if we set w(p) = 1 for all p ∈ B in the SSD measure, it is distributed according to the noncentral χ 2 pdf [6, p. 44]:
where s 2 is the non-centrality parameter, υ is the degrees of freedom (DOF) of the distribution and J is the modified Bessel function of the first kind. According to (2), the noncentrality parameter is
where v e = v c − v t and
The analysis provides us with an idea that the non-central χ 2 distribution can be used for modelling the pdf of the SSD, with the condition (4) for the non-centrality. Empirical data presented in the next section also supports this idea. However, the DOF parameter turns out to be lower than is suggested by the analysis, which assumes independent noises. Therefore, models for calculating distribution parameters are proposed.
Recalling the problem given in the introduction, our observation Z consists of D c and G, so the likelihood function is
Evaluation of the conditional pdf p(D c |v, G) is impractical as the condition consists of assignment of several variables (5 in total). Therefore, based on the foregoing analysis, we assume that
and use densities of this form for evaluating the likelihood of v t . As the next task, approximations of the related parameters are considered.
DETERMINATION OF MODEL PARAMETERS
In order to determine the DOF and variance parameters for specific values of s 2 , motion simulation with some assumptions about noises and block deformation was used to generate image block data for modelling purposes. Simulation provides us with ground truth motion information that is needed for evaluating (4) for samples. Deformation was simulated by random rotation (±2 deg at most) and scaling of blocks (max. 2%). Independent Gaussian noise with variance equal to 1.0 was added to pixel values (max ψ(p) = 255). Blocks were randomly picked from natural scene images resulting in a total of 40,000 samples.
Subsequent modelling of the likelihood was done in two steps. First, data was grouped according to specific ranges of s 2 values. For each group, a grid-based search was used for determining the DOF and variance parameters of (3) that give the maximum likelihood for the data in that group. Then, functional approximations for calculating the DOF and variance for specific values of s 2 were obtained. This was done by fitting the models
to the data obtained in the first step. Here, a f , b f , c f , a v , b v and c v denote the parameters determined. Simulation-based data and obtained parameter approximations are illustrated in Fig. 1 . Results here are for the 8 × 8 block size. Considering approximations, it can be seen that DOF increases for the low values of s 2 , which is expected as the additive Gaussian is more significant then. When s 2 increases, noise becomes more correlated. Another illustration of modelling results is provided in Fig. 2 . Note that the data resembles the form of non-central χ 2 distribution, which was expected from the analysis. 
GLOBAL MOTION ESTIMATION
We consider application of the derived likelihood function in global motion estimation, where we seek for a dominant motion among the possible multiple motions in the scene. So, the problem is to find a motion that gets most support from data. If local motion analysis is performed for a set of blocks, then the dominant motion can be defined as the one giving the largest number of good block matches. 
where θ is the global motion parameter vector. The task of local motion analysis is to decide whether v(p;θ) gives a good match. This can be considered as a hypothesis testing problem, where our null hypothesis is H 0 = "local motion hypothesis is the right one". The observation likelihood for H 0 is the pdf p(D c |s 2 ) modelled earlier. The alternative hypothesis H 1 states that the hypothesis is wrong, and the observation likelihood for it is p (D c |s 2 ) = const. The size of the test, α, is fixed, and we determine functions D lo (s 2 ) and D hi (s 2 ) for calculating the bounds of the best critical region (BCR) for specific values of s 2 . Once these functions are available, evaluation of a motion hypothesis θ can be based on the number of acceptances, k(θ), of induced local motion hypotheses. Basically, if the probability of the local motion acceptance is q for the dominant global motion, then the likelihood function for it has a binomial distribution:
where N is the number of the blocks. In practice, we use formula
where B p refers to the set of block representatives and
Here, R c (p; θ) refers to all the motion vectors whose quantized value, v c , is the same as for v(p; θ). We can test if H 0 is accepted for motions in that region by checking if the SSD is below
If this holds, we add 0.5 to k(θ) and in this way give some weight to a motion when an acceptable motion close to it exists locally. Particle filtering [7] is used as a mechanism for generating and maintaining a set S of global motion hypotheses. As q in (10) is not known beforehand, its value is determined using q = max( q min , max
where q min sets some minimum requirement for dominance. To summarize, the algorithm performs the following operations for each frame:
1. Determine global motion hypotheses S using resampling and importance sampling operations of particle filtering. 3. Set the probability q using (14).
4. Evaluate (10) for each hypothesis.
5. Use the updated set of particles to estimate the global motion.
In the last step, we select the motion with the highest P (θ) and use that as our estimate.
EXPERIMENTS
We demonstrate here the performance of our method using a multi-resolution gradient-based method [4] as a reference. The image sequence used, Stefan, contains a moving figure in front of a moving background. The multi-resolution method was used for estimating affine motion for the sequence (220 frames, CIF size), and we make comparison of our approach to this result. We compute the RMS difference between the motion fields induced by the global motions estimated using the methods. The number of samples was set to 70 in the particle filter, and 285 blocks were used for observations. The result is shown in Fig. 3 for 5 runs with different initializations of random number generators. In general, the dominant background motion can be followed, and the difference between estimates is in the range from 0.1 to 2.5 pixels, which is quite reasonable. The difference is largest during the frames 180-190, which involve fast panning motion (about 20 pixels/frame). Considering the quality of the estimation results, the crucial part of the method is the importance sampling mechanism used. Bootstrap filtering, which utilizes just motion dynamics for sampling [7] , was used for experiments here. As we have no good model for motion dynamics, the solution was just to add random noise to resampled hypotheses. In this scheme, some control was added to sampling in order to deal with changes in the motion mode. The way to improve this approach is to utilize also data in the importance sampling; this should be considered in future work.
To complete our discussion, an example of a support map for global motion is shown in Fig. 4 . In this case, it can be seen that only few blocks of the foreground give support for the global motion. This suggests that the method may provide a basis for performing multiple motion analysis.
CONCLUSION
In this work, we have considered the computation of likelihoods for motion candidates using evaluation of an SSDbased block matching measure for quantized motions, and local gradient information. It has been shown, using both analysis and simulation results, that these likelihood functions can be based on non-central χ 2 distributions, where the non-centrality parameter is based on the local gradient.
Derived likelihood functions were applied to the task of global motion estimation, where particle filtering was used for generating global motion hypotheses. Likelihoods of these motions were computed using hypothesis testing for induced local motion candidates. The method has given promising results, and one of its advantages is its computational simplicity. Improving the hypothesis generation mechanism of the filter, and application of the method in multiple motion analysis are some topics for future work.
