The natural filtration of the infinite-dimensional simple modular Lie superalgebra M over a field of characteristic p > 2 is proved to be invariant under automorphisms by discussing ad-nilpotent elements. Moreover, an intrinsic property is obtained and all the infinite-dimensional simple modular Lie superalgebras M are classified up to isomorphisms. As an application, a property of automorphisms of M is given.
Introduction
As is well known, Lie algebras and Lie superalgebras of Cartan type possess natural filtration structures. The invariance of the natural filtration provides an important method of discussing intrinsic properties and automorphism groups of those Lie algebras or Lie superalgebras. The filtration structures provide useful tools for the classification of modular Lie algebras and nonmodular Lie superalgebras. We know that the classification of modular Lie superalgebras is not completely accomplished. Further studies on filtration structures of modular Lie superalgebras are significant in the present period.
The natural filtrations of finite-dimensional modular Lie algebras of Cartan type were proved to be invariant in [2, 3, 9] , in the infinite-dimensional case, the same conclusion was given in [1] by determining ad-nilpotent elements. In the situation of finite-dimensional modular Lie superalgebras of Cartan type, the invariances of the filtration structures for modular Lie superalgebras W , S , H , , M were obtained in [5, 10, 12, 14] by means of investigating the minimal dimension of image spaces and ad-nilpotent elements, respectively. In the case of infinitedimensional modular Lie superalgebras, similar results for Lie superalgebras W , S , H , HO, KO, SKO were given in [4, 6-8, 11, 13] .
We consider the infinite-dimensional modular Lie superalgebra M. The invariance of the filtration for finitedimensional modular Lie superalgebra M was discussed by the method of minimal dimension of image spaces in [5] . Since dimensions of Lie superalgebra M are different, most results obtained in [5] cannot be applied to the infinite-dimensional Lie superalgebra M. So the paper is a continuation based on [5] .
The organization of the rest of this paper is as follows. In Section 2, it is necessary to state definitions and notions concerning modular Lie superalgebra M. In Section 3, we study the ad-nilpotent elements and the subalgebras generated by certain ad-nilpotent elements. Applying the results obtained in Section 3, the filtration of modular Lie superalgebra M is proved to be invariant in Section 4. Then, an intrinsic characterization of modular Lie superalgebra M is given, that is, the integer parameters in the definition of modular Lie superalgebra M are intrinsic. Finally, we classify the infinite-dimensional modular Lie superalgebra M in the sense of isomorphisms and obtain a property of automorphisms of M.
Preliminary
The ground field F is assumed to be of characteristic p > 2 and F isn't equal to its prime field … throughout. Let Z C be the set of positive integers and N the set of natural numbers. Given n 2 Z C , let r D 2n C 2.
Set M D f1; ; r 1g. We define a truncated polynomial algebra A D FOEx 10 ; x 11 ; ; x 20 ; x 21 ; ; x .r 1/0 ; x .r 1/1 ; ;
such that x p ij D 0; i 2 M; j D 0; 1; :
If k i 2 N, then k i can be uniquely expressed in p-adic form:
We set x
2 N, it is easy to verify that
r 1 , and jkj D P r 1 iD1 k i : Given q 2 Z C , and q > 1: Let ƒ.q/ be the Grassmann superalgebra over F in q variables rC1 ;
; rCq . Denote the tensor product by Q M..r 1/; q/ WD A˝ƒ.q/. For convenience, Q M..r 1/; q/ will be denoted by Q M: Let Z 2 WD f N 0; N 1g denote the ring of integers modulo 2. Obviously, Q M is an associative superalgebra with a Z 2 -gradation induced by the trivial Z 2 -gradation of A and the natural Z 2 -gradation of ƒ.q/:
If f 2 A; g 2 ƒ.q/, then we simply write f˝g as fg. For k 2 f1; ; qg, we set
If jxj occurs in some expression in this paper, we always regard x as a Z 2 -homogeneous element and jxj as the Z 2 -degree of x.
Set s D r C q, and T D fr C 1;
Put e i D .ı i1 ;
; ı i.r 1/ /; i D 1; ; r 1. If i 2 M [ T , then we let D i be the linear transformations of Q M such that
where k i is the first nonzero number of k ij , where j D 0; 1; ; then D i is an even derivation of Q M for i 2 M , and D j is an odd derivation for j 2 T . Suppose that 1 , , r 1 2 F such that
where id is the identity mapping of Q M. For f 2 h. Q M/; g 2 Q M, we define a bilinear operation OE; in Q M such that
Then Q M becomes an infinite-dimensional Lie superalgebra for the operation OE; defined above. Let
Proposition 2.1. M is a simple Lie superalgebra.
Proof. Suppose that I is a nonzero ideal of M, and y D P k;u c k;u x k u is a nonzero element of I , where c k;u 2 F:
Suppose that c k 0 ;v x k 0 v is a nonzero summand occurring in y such that jk 0 j C jvj is maximal. Without loss of generality, we may assume that c k 0 ;v D 1 and fug D fi 1 ;
; i k g: Assuming that all x k u occurring in y do not contain x 1 , a direct calculation shows that
thus proving 1 2 I . Now assume that there exists a monomial
k 0 v does not contain x 1 ; and OE1; y ¤ 0: On the other hand, if k 
Define the p-adic matrix of k to be
Observing that pad.k/ is a .r 1/ 1 matrix with finitely many nonzero elements,
is well defined. Suppose that z D P k;u˛k ;u x k u 2 M is a nonzero element, and
and abbreviate kkk 0;d to kkk d . Set
where x k u 2 M, t 2 Z C and t 1:
The following statements hold:
By virtue of the uniqueness of p-adic expression, we obtain that
A calculation shows that
(2) We proceed in two steps.
Moreover, it follows that pad.k
Recall the general assumption p > 2; we have Case.i/ t < b:
Case.ii/ t b:
If ht.x k u / 1; it is easy to see that 3kkk 1;t 3:
The proof is complete.
Proof.
(1) The hypothesis
Combining Lemma 3.1, we get
(2) The verification is completely analogous to (1), and is therefore omitted. (3) We treat two cases separately.
Case.i/ i 2 M 1 . By the assumption of this lemma, it is easy to see that x k 0 e i x k e i 0 ¤ 0; which combined with Lemma 3.1 yields
Case.ii/ i 2 T: By virtue of Lemma 3.1 and direct computations, we can obtain the desired inclusion. In fact,
Our assertion follows and this completes the proof.
Proof. It is clear that
where
For t maxf1; ht.
Lemma 3.5. Suppose that y OEt 2 M OEt ; t 2: The following statements hold: a i x i ¤ 0; a i 2 F. Then there exists some a j ¤ 0 for m 2 Z C , such that
This shows that y OE 1 is not ad-nilpotent, contradicting the nilpotency of y OE 1 .
completing the proof.
The reverse inclusion is straightforward.
(1) By a direct calculation, we have
and
For n 2 Z C , it follows from the binomial theorem that
.adx
The equation (2) 
(2) Also by a direct computation, we get
It is easy to see that
Lemma 3.7. Suppose that i; j; k 2 T are different from each other, and a; b 2 F:
Proof. Suppose that x k u is a standard basis element of M. By a direct computation, we obtain
It is easy to verify that
Thus, the following fact holds.
As the methods of calculations for .ady/ 3 .x k u / are similar, we only give the result, that is,
Direct calculations show that
Hence, .ady/ 3 D 0; proving the lemma.
(2) Note that k 2 T nfi; j g, a 2 F: It follows from (1) of this lemma that
Recall the general assumption p > 2; we get
This completes the proof.
Proof. A direct computation shows
By Lemma 3.6, we see that
Lemma 3.9. The following statements hold:
Given an arbitrary element
The equation (3) shows that y is not ad-nilpotent, a contradiction. Clearly, a 1 D 0; and nil.
Conversely, combining Lemmas 3.6-3.8, we obtain the desired result.
(2) By Lemma 3.9(1), it follows that
The reverse inclusion follows from Lemmas 3.6, 3.7. Contradicting the assumption that y is ad-nilpotent, it means a D 0: Consequently, we can write y 2 span
The reverse result follows from Lemma 3.6, directly.
Let be the corresponding representation with respect to M OE0 -module M OE 1 ; that is, .y/ D adyj M OE 1 for all y 2 M OE0 : It is obvious to see that is faithful. For y 2 M OE0 : Denote by .y/ the matrix of .y/ relative to the fixed ordered F-basis fx 2 ; x 3 ; ; x r 1 ; rC1 ; ; rCq g:
Denote by gl.2n; q/ the general linear Lie superalgebra of .2n C q/ .2n C q/ matrices over F. Let I n denote the identity matrix of size n n, and let e ij denote the .s 2/ .s 2/ matrix whose .i; j /-entry is 1 and 0 elsewhere. Put
Let sp.2n; F/ be all the .2n/ .2n/ matrices set satisfying
and D D B˚FI s 2 :
Lemma 3.10. The following statements hold:
Proof. Without loss of generality, we can assume i; j; k 2 M 1 . A direct computation shows
From the equations (4)- (5), we can easily obtain
Hence, (1) holds.
(2) Considering that .y/ is a nilpotent element and combining the definition of , it follows that .y/ is a nilpotent matrix.
Lemma 3.11. Suppose that y is a nonzero element of nil.
Proof. According to Lemma 3.9, we assume that
where a l ; b lt ; c lt 2 F: Three cases arise. Case.i/ Suppose a i ¤ 0 for some i 2 M 1 , and z D x 2 i 0 : A direct calculation shows that
where every item of h does not contain x i . Then .adOEy; z/.
This means OEy; z is not a ad-nilpotent element.
where every item of h 1 does not contain x i . The remainder of proof is completely analogous to Case.i/, so the result holds.
It follows that .y/ is a antisymmetric nilpotent matrix from y 2 spanf l t jl; t 2 T g: By Lemmas 3.9, 3.10, we see that there exists z 2 spanf i j ji; j 2 T g such that OE .y/; .z/ is not a nilpotent matrix. Thus, OEy; z is not ad-nilpotent.
We now determine the ad-nilpotent elements of M.
Proof. Using Lemma 3.4, we discuss only ad-nilpotent elements in M OE 2˚MOE 1˚MOE0 : Direct computations show that
.
From the equations (6)- (9) and Lemmas 3.6-3.8, we obtain that x i x j , x i j , i j are ad-nilpotent elements for i; j 2 M 1 [ T:
Invariance of filtrations
Lemma 4.1. The following statements hold:
To prove the converse fact. Using Lemmas 3.6-3.9, it is obvious to see that Nil.
By (4) and (5) of Lemma 3.5, we obtain
Therefore, (2) The inclusion follows from the proof of Lemma 4.2(1). Lemma 4.3. The following statements hold:
Suppose that a j ¤ 0 for some j 2 T: A direct computation shows that
which yields OEy; j … M 0 \ M N 0 ; a contradiction. So y OE 1 D 0: We can write y D y OE0 C y 1 ; where
To prove the converse inclusion we let
The proof is completely similar to (2), and is therefore omitted.
Now, let us prove the reverse inclusion. For any nonzero element y D y OE 2 C y 1 2 T; where
Without loss of generality, we let y OE 2 D 1: Note that
For the convenience of the readers, we recall the following definition. Let G D˚n 2Z G n be a Z-graded Lie superalgebra. Then gradation .G n / n2Z will be called transitive if Proof. Assume the contrary. Suppose that there exists a nonzero y 2 M OEl ; l 2 N; such that OEy; M OE 1 D 0: Let t be the maximal exponent of x 1 of all monomial expressions occurring in y. We may write y D
where h is the sum of summands in which the exponent of x 1 is less than t . It is clear that
Noting that all nonzero summands of
independent, it is obvious to see that all x k e j 0 u are equal to 0, thus showing that each x k u does not contain x j 0 :
Similarly, for j 2 T; the following fact holds.
where h 1 is the sum of summands in which the exponent of x 1 is less than t. Hence, we can prove that x k u does not contain j . Therefore, all x k u are denoted by x te 1 . If t D 0; then y 2 M OE 2 ; contradicting that l 0: Suppose that t > 0; we can write
where c; d; e 2 F: For m 2 M 1 , we get
where h 2 is the sum of summands in which the exponent of x 1 is less than t 1. Considering the property of linear independence, it follows that t D 0; contradicting the assumption that t > 0:
Theorem 4.5. Suppose that M and M 0 are two Lie superalgebras of M-type. If is an isomorphism of
Proof. Noting that the isomorphism is an even mapping, we obtain that .
//: Using Lemmas 4.1, 4.2, we see that
By ( 
By virtue of (11), we get A comparison of dimensions shows that r D r 0 and q D q 0 : The sufficient condition is clear.
As an application, we give a characterization of automorphisms of M: Moreover, it is easy obvious to see that j M OE 2 D j M OE 2 since M OE 2 D F 1: As is in the proof of Theorem 4.3 in [13] , by induction on l, we have j M OEl D j M OEl for all l 1: Consequently, = .
