Higher dimensional automata (HDA) are highly expressive models for concurrency in Computer Science, cf van Glabbeek (Theor Comput Sci 368(1-2): 2006). For a topologist, they are attractive since they can be modeled as cubical complexes-with an inbuilt restriction for directions of allowable (d-)paths. In Raussen (Algebr Geom Topol 10:1683-1714, 2010), we developed a new method describing, for a certain subclass of HDA, the homotopy type of the space of execution paths (d-paths) as a finite simplicial complex. Several restrictions that were made to ease the presentation in that latter paper will be removed in the present article in order to make the results applicable in greater generality. Furthermore, we take a close look at semaphore models with semaphores all of arity one. It turns out that execution spaces for these are always homotopy discrete with components representing sets of "compatible" permutations. Finally, we describe a model for the complement of the execution space seen as a subspace of a product of spheres-with the aim to make the calculation of topological invariants easier and faster.
Introduction

Background
A particular model for concurrent computation in Computer Science, called Higher dimensional automata (HDA), was introduced by Pratt [22] back in 1991. Mathematically, HDA can be described as (labelled) pre-cubical sets (with n-dimensional cubes instead of simplices as building blocks; cf Brown and Higgins [3, 4] ) with a preferred set of directed paths (respecting the natural partial orders) in any of the cubes of the model.
Compared to other well-studied concurrency models like labelled transition systems, event sturctures, Petri nets etc. (for a survey on those cf Winskel and Nielsen [31] ), it has been shown by van Glabbeek [30] that Higher Dimensional Automata have the highest expressivity; on the other hand, they are certainly less studied and less often applied so far.
All concurrency models deal with sets of states and with associated sets of execution paths (with some further structure). The interest is mainly in the structure of the spaces of execution paths; typically, it is difficult to extract valuable information about the path space from the state space model. We use topological models for both state space and the execution (=path) space consisting of the directed paths in state space. It is particularly important to know whether the path space is path-connected; and, if not, to get an overview over its path components: Executions in the same path component yield the same result (decision) in a concurrent computation; different components may lead to different results. From a topological perspective, the ultimate aim is to determine the homotopy type of these path spaces.
Higher Dimensional Automata are prototypes of directed topological spaces, cf Grandis [15, 16] ; a directed topological space consists of an (ordinary) topological space X together with a subspace − → P (X ) ⊆ X I = [I ; X ] of "directed" d-paths satisfying several natural requirements:
− → P (X ) is -closed under concatenation -closed under weakly increasing reparametrizations (order-preserving self maps of the unit interval I ) -contains the constant paths.
General topological properties of spaces of d-paths and of traces (=d-paths up to monotone reparametrizations; cf Fahrenberg and Raussen [7, 25] ) in pre-cubical complexes were investigated in Raussen [26] . But so far, apart from low-dimensional examples with convincing drawings, there have been very few explicit examples of actual computations of spaces of such traces (for an attempt in dimension two, cf Raussen [23] ); let alone a general method to perform such computations.
The paper Raussen [27] describes an algorithmic method to determine the homotopy types of trace spaces for Higher Dimensional Automata (and thus in particular to calculate and describe their components) through explicitly constructed finite simplicial complexes, but only under several restrictions for the HDA under consideration: 1. We had to stick to semaphore-or PV-models as described by Dijkstra [5] -an important but restricted class of HDA. Loosely speaking, a PV-model space is a hypercube I n -with I the unit interval [0, 1]-from which a number of n-dimensional isothetic hyperrectangles has been removed; cf Sect. 2.1 for details. 2. In order to make matters mathematically "clean", we restricted attention to models in which the forbidden hyperrectangles do not intersect the boundary of I n . For most natural models, intersections with the boundary will occur. 3. Once again, in order to get a mathematically easy description, we described only path spaces from the bottom vertex 0 to the top vertex 1 in I n . It is important also to collect information about "intermediate" path spaces between arbitrary points in the model-for example for investigations of its fundamental category (Grandis [15] , Goubault et al. [10, 14] ) but also for inductive reasoning and calculations. In this case, it is typically necessary to consider obstruction hyperrectangles intersecting the boundary (of a smaller hypercube). In this paper, we will elaborate how to get rid of the last two restrictions; we will still only deal with PV-models. The general idea how a path space associated to the model can be represented in simplicial terms is the same as in Raussen [27] . We will explain it in Sect. 2 and moreover sketch a mathematical proof for the fact that the simplicial model is in fact homotopy equivalent to the space of directed paths (executions). This proof follows the ideas already described in Raussen [27] .
As already explained in Raussen [27, Section 5.1] , it is not difficult to include cases in which individual processes are allowed to branch, merge and loop. Each individual program is then modelled by a digraph; the state space is a product of digraphs from which a number of "hyperrectangles" has been removed. For some first ideas on how to achieve simplicial models for execution spaces on general HDA (not necessarily semaphores), we refer to Raussen [27, Section 5.2] and, in particular to Raussen [28] .
Structure and overview of results
In Sect. 2, we introduce model spaces for semaphore models in concurrency and review and modify methods from Raussen [27] that allow to determine combinatorial/topological models of the associated spaces of directed paths (in these spaces). The key idea is to decompose such a model space into pieces that are contractible, i.e., homotopy equivalent to a point; even more important, the spaces of d-paths within every such subspace are either contractible or empty.
Fix a model space X and a pair (c, d) of start and end point within X . We wish to derive a finite description of the space − → P (X )(c, d) of directed paths joining c to d, or rather of the homotopy equivalent trace space − → T (X )(c, d) consisting of traces, ie equivalence class of directed paths up to weakly increasing reparametrizations, cf Fahrenberg and Raussen [7, 25] .
We associate to X and to (c, d) a poset category C (X )(c, d). That category is naturally isomorphic to a subcategory of a product of a number of poset categories consisting of non-empty subsets of the positive integers [1 : n] less than or equal to n. A topological realization of this subcategory can thus be modelled on products of simplices and gives rise to an explicit prodsimplicial complex, cf Kozlov [20] , called T(X )(c, d). Using standard methods from algebraic topology already explained in Raussen [27] -modifications of the nerve lemma, cf Kozlov [20, Theorem 15 .21]-we show that the space of directed paths
, is homotopy equivalent to that finite complex T(X )(c, d). The latter in turn has the nerve (C (X )(c, d) ) of the poset category as a barycentric subdivision.
A similar technique works also for spaces of directed paths starting at a given point and ending on the upper boundary of a hypercube. This is interesting both for inductive reasoning but also for the investigation of the decision power of distributed concurrent processes of which some may die (compare Herlihy and Rajsbaum [18] and more recent papers in distributed computing).
For calculations, it is essential to determine the category C (X )(c, d) explicitly. It can be described as a subcategory of the order category of binary l × n-matrices M l,n ∼ = (Z/2) ln (with l the number of obstructions and n the dimension of the model space) with the componentwise partial order. In Sect. 3, we describe how to achieve this: One needs to decide, for every of the contractible subspaces mentioned above, whether there exists a directed path within that subspace from c to d. It turns out that it is enough to find out whether there exist deadlock points (the only d-path with a deadlock as source is trivial) in certain associated models and to apply a combinatorial search algorithm for deadlocks described in Fajstrup, Goubault and Raussen [11] . The outcome of a systematic search for deadlocks (in all associated models) is a set D(X )(c, d) of minimal non-faces-all of the same dimension n − 1-describing the prodsimplicial complex T(X )(c, d) within the prodsimplicial complex ( n−1 ) l . The maximal faces of T(X )(c, d) can then be determined via minimal transversals in an associated hypergraph, as already described in Raussen [27, Section 4.2] .
In Sect. 4, we indicate how the topology of execution spaces − → T (X )(c, d) alters under variation of end points; and in particular, when it does not change! This is important for inductive reasoning and for obtaining a complete overview over the trace category; cf Raussen [24] . The trace category determines the fundamental category − → π 1 (X ) of the model space by taking the connected components of the morphism spaces; this is the information needed to classify the possible outcome of partial executions.
Section 5 is devoted to an application of the results to a specific case: these are sempaphore models in which all semaphores are of arity one, ie they allow only one process to proceed at any given time. In that case, the space of executions is shown to be homotopy discrete; all homotopy information is contained in the fundamental category-with finite sets of morphisms. These morphism sets can be described as subsets of compatible permutations within (Σ n ) k where k is the number of semaphores involved.
The final Sect. 6 deals with a computational issue from a theoretical perspective: The prodsimplicial complex T(X )(−, −) modelling execution spaces embeds naturally in a product (∂ n−2 ) l ∼ = (S n−2 ) l of l spheres. It seems to be algorithmically easier and quicker to determine the complement U(X )(−, −) := (∂ n−2 ) l \ T(X )(−, −) of the trace complex by giving it a prodsimplicial structure. Poincaré-Alexander-Lefschetz duality can then be applied to infer information from the complement to trace space itself.
Implementation issues
Some first steps towards implementation, in particular the determination of the category C (X )(c, d), have been taken in collaboration with a team at CEA/LIST in Saclay, France; first results and benchmarks can be found in Fajstrup et al. [9] .
The outcome of this algorithm has been combined with fast algorithms for the calculation of the homology of big chain complexes as eg in Kaczynski, Mrozek and Slusarek [19] ; this is a still ongoing project. Moreover, we suggest a systematic investigation of how to use and implement these new methods to improve applications of geometric semantics to the static analysis of concurrent programs, cf Goubault and Haucourt [13] .
Prodsimplicial models for execution spaces
2.1 A model space and contractible subspaces
Geometric semaphore models
To start with, we analyse spaces of directed paths in a simple model space that can be described as follows: A (linear) schedule for each of a number of n individual processors P j , 1 ≤ j ≤ n, is modelled on the directed interval
there is potential conflict with the schedules of the other processors. Let
homothetic" hyperrectangle (with faces parallel to the coordinate planes) with bottom corner a i and top corner b i .
The state space for concurrent executions of these n linear processes is the space
The forbidden region F models conflicts and cannot be entered due to guarding semaphores (Dijkstra's PV-models [5] ; an interval ]a i j , b i j [ corresponds to a call PcV c to a semaphore). See Fig. 2 for an example of a forbidden region. The space X inherits a partial order ≤ from the componentwise partial order ≤ on − → I n . We study compound schedules (execution paths) in such a state space X : A d-path in X is a continuous path p :
− → I → X that is continuous and order-preserving:
consists of all d-paths in X starting at c ∈ X and ending at d ∈ X ; in particular, these d-paths avoid the "forbidden region" F ⊂ − → I n . Consult eg Gunawardena [17] and Fajstrup, Goubault and Raussen [11] for detailed descriptions.
As a topological space, Reparametrization equivalent d-paths, cf Fahrenberg and Raussen [7] in X have the same directed image (= trace) in X . Dividing out the action of the monoid of (weaklyincreasing) reparametrizations of the parameter interval − → I , we arrive at trace space
) (cf Fahrenberg and Raussen [7, 25] which is shown in Raussen [26] to be homotopy equivalent to path space − → P (X )(c, d) for a far wider class of directed spaces X ; in the latter paper, it is also shown that trace spaces enjoy nice properties: They are metrizable, locally compact, locally contractible, and they have the homotopy type of a CW-complex.
It is possible to generalise these models to incorporate concurrent executions of non-linear processes that are allowed to branch, to merge and to loop, still governed by semaphores; cf Raussen [27, Section 5.2] . Simple semaphore models with loops constructed from spaces of the form X = T n \ F with T n = (S 1 ) n a directed n-torus and F a collection of forbidden rectangles have been investigated in considerable depth in Fajstrup [8] and Fajstrup et al. [9] .
Contractible subspaces
We will now describe certain subspaces of X and then prove that associated spaces of d-paths within these subspaces are either empty or contractible. We need some notation:
Remark that it is not always possible to reach d from every x ∈↓ d by a d-path. Likewise ↑ c = {x ∈ X | c ≤ x} denotes the set of elements above c. -The upper boundary {x ∈↓ d| ∃1 ≤ i ≤ n : x i = d i } of the hyperrectangle with corners in 0 and d within X will be denoted ∂ + ↓ d.
2. For non-empty subsets
A graphical illustration for an example of several such subspaces in two and three dimensions can be found in Fig. 1 .
Proposition 1 For X as above and (c, d)
∈ X × X we have: 
Proof For trace spaces with fixed end points as in (1), this was proved in Raussen [27, Lemma 2.10, Proposition 2.8 (2)]. We repeat the essential arguments to make this article self-contained:
It is easy to see that all spaces X j 1 ,..., j l are closed under the least upper bound operation
likewise also for the spaces of d-paths ending in ∂ + ↓ d, since this target space is closed under ∨ itself. Let us write
Index categories, matrix representations and homotopy equivalences
A matrix representation of a power poset
The index multisets (J 1 , . . . , J l ) with J i ⊆ [1 : n] considered in the previous Sect. 2.1.2 may be viewed as elements of (P(
Elements of the latter power set can be encoded by their characteristic functions which can be viewed as binary l × n-matrices:
denote the set of all binary l × n-matrices-with 2 ln elements. The total order on Z/2 given by a ≤ b unless (a = 1 and b = 0) extends to a componentwise given partial order ≤ on M l,n . With this partial order defining the morphisms, M l,n will be viewed as a poset category.
There is a natural order-preserving bijection between the subsets of
n]) with partial order given by inclusion) and elements in M l,n given by
consisting of the (2 n − 1) l matrices such that no row vector is a zero vector. We view M R l,n as the full subposet category within M l,n . To ease notation, we will in the following write X M instead of X J M . The relevant index category to consider here is the full subposet category
Departing from the index category C (X )(c, d) we construct a prodsimplicial complex (in the terminology of Kozlov [20] ) T(X )(c, d) as follows:
Using the category C (X )(c, d) as a pasting scheme we define the colimits
and in a completely analogous way
Homotopy equivalences between trace spaces and finite prodsimplicial complexes
For the following result, we need a technical, but natural and generic assumption about the placement of the hyperrectangles R i making up the forbidden region F: For every 1 ≤ j ≤ n, no upper boundary coordinate b i j is equal to a lower boundary coordinate a k j . Under this assumption we get a homotopy equivalence between the infinite dimensional trace space and a finite prodsimplicial model:
Proof The proof is completely analogous to that of Raussen [27, Theorem 3.5] 
Remark 1 If a matrix
) is empty. This is why trace space can be embedded in (∂ n−1 ) l ⊂ ( n−1 ) l . This observation will be exploited in Sect. 6 in which we view C (X )(c, d) as a subset of the space of matricesM R l,n for which every row vector contains at least one 0 and at least one 1.
State spaces with forbidden region intersecting the boundary
Introduction
In Raussen [27] , we had assumed that all obstruction hyperrectangles R i are contained in the interior of I n and obtained a method to enumerate the index category C (X )(0, 1). It is the purpose of Sect. 3 to modify that method and to obtain descriptions of the index category C (X )(0, 1) in the general case and, by more or less the same method, to generalize to the categories derived in Theorem 1 and described below. We shall use the notation for subspaces X M ⊆ X introduced in Sect. 2.2.1, we will describe the index categories (with morphisms given by the partial order)
) with traces starting at c and ending at d; and 
Remark 2 1. PV-models for higher dimensional automata have often obstructions
intersecting the boundary ∂ I n ; those arise as soon as semaphores of an arity r < n − 1 (at most r processors can proceed concurrently) are involved. This is for example the case for the cubical model describing the dining philosophers problem, cf Dijkstra [6] and Fig. 2 below. 2. The trace space − → T (X )(0, ∂ + ↓ 1) is interesting in the analysis of algorithms for wait-free protocols (cf eg Herlihy and Rajsbaum [18] ) in which all processors with at least one exception are allowed to "die", ie cease to communicate. Such an algorithm may end in a state where only one processor P i ends in the final state x i = 1; for all others, we only know that 0 ≤ x j ≤ 1. In this case, the accepting states correspond therefore to the points contained in ∂ + ↓ 1.
We have seen in Sect. 
Theorem 2 1. Trace space − → T (X )(c, d) is homotopy equivalent to the prodsimplicial complex T(X )(c, d) and to the nerve of the category C (X )(c, d).
Trace space − → T (X )(c, ∂ + ↓ d) is homotopy equivalent to the prodsimplicial complex T(X )(c, ∂ + ↓ d) and to the nerve of the category C (X )(c, ∂ + ↓ d).
For an algorithmic determination of these index categories (as in Raussen [27, Section 4]), we need to describe several modifications of the subsets D(X )(−, −) of "dead" matrices (cf Sect. 3.2 below) and of "alive" matrices C (X )(−, −) with respective boundaries in parentheses.
3.2 Which trace spaces are (non-)empty?
Extended obstructions
As in Raussen [27, Section 4.2], we define the map Ψ :
with relevant boundaries). We wish to determine the matrices
Again, one first determines "generating" matrices with Ψ (M) = 1 arising from a deadlock condition; it is here that several modifications become necessary as compared to Raussen [27, Section 4] . First of all, we may have fewer matrices to consider:
In both cases, hyperrectangles
] between c and d become irrelevant. This can be handled by reducing the number of rows in the matrices representing the index categories: We separate
Remark 3 Comparing trace spaces with varying end points, it may be necessary to take intor account these irrelevant rectangles nevertheless. On the prodsimplicial side this will result in taking a product with one or several simplices n−1 ; cf. Sect. 4.
Lemma 1 Suppose a
Under these circumstances, we will thus only have to investigate matrices
As in Raussen [27, Section 4], we will deal with extensions R i j , 0 ≤ i ≤ l , 1 ≤ j ≤ n, of the (relevant) obstruction hyperrectangles; these are given as
For an illustration of the extensions from (9), we refer to Raussen [27, Figure 4 ]. The hyperrectangles from (10) are new compared to Raussen [27] ; they intersect the box [c; d] only on an upper boundary facet and may generate deadlocks on that facet.
Combinatorial descriptions of index categories
We will deal with the easier case of the index category C (X )(c, ∂ + (↓ d)) first. The result Raussen [27, Proposition 4.3] has the following immediate modification: 
Compared to the result Raussen [27, Proposition 4.3] , remark that further intersections involving hyperrectangles R 0 j -but only those corresponding to intersection directions-need to be considered. In particular, we determine the set of matrices (D for "dead")
Using this set D(X )(−, −)-upward closed under ≤-we will then apply (4) to determine the set of matrices
describing the objects of the relevant index category; the latter is downward closed under ≤.
Determination of D(X )(c, d)
For a category of type C (X )(c, d), we replace the matrix set M C l,n by the set M C l ,n (c) consisting of matrices M has the following properties:
-a i j < c j ⇒ m i j = 0; -every column vector m j is either a unit vector or the zero vector 0; -if m j = 0, then j is an intersection direction. 
Having found D(X )(c, d), we can now determine the matrices in C (X )(c, d) := {M ∈ M R l ,n (c)| Ψ (M) = 0} as described in Raussen [27, Proposition 4.8]; again, only matrices in M R
l ,n (c) need to be checked. Alternatively, one can determine the complement of C (X )(c, d) as described in Sect. 6.
The trace category: varying end points
Induced maps By concatenation, traces σ ∈ − → T (X )(d, d ), τ ∈ − → T (X )(c , c) induce continuous maps σ : − → T (X )(c, d) → − → T (X )(c, d ) and τ : − → T (X )(c, d) → − → T (X )(c , d).
In order to find out what happens "between" d and d , one has to study the effect of these induced maps. d-homotopic d-paths yield induced maps that are homotopic to each other and hence it suffices to study the effect of [σ ] ∈ − → π 1 (X )(d, d ) when comparing the homotopy types of
− → T (X )(c, d) and of − → T (X )(c, d
). In categorical terms, cf. Raussen [24] , one studies the category D(X ) with objects pairs of points (x, x ) such that T(X )(x, x ) = ∅ and morphisms
Combining with the homotopy equivalences from Theorem, we wish thus to understand the induced map on the right hand side of the diagram 
with π : M R l ,n → M R l,n leaving out superfluous rows.
The pasting scheme corresponding toC (X )(c, d) gives rise to the prodsimplicial complexT(X )(c, d) = T(X )(c, d) × ( n−1 ) l −l homotopy equivalent to T(X )(c, d).
The
index category C (X )(c, d ) becomes then a subcategory ofC (X )(c, d) with certain matrices eliminated; one needs to analyse the effect of the associated inclusion of prodsimplicial complexes T(X )(c, d ) →T(X )(c, d).
It is also relevant to ask what happens if one digs an additional forbidden hyperrectangle R out of the state space X ⊂ I n to get X = X \ R; this is interesting in particular for an inductive determination of index categories and associated prodsimplicial models of trace spaces. Again, the associated map between prodsimplicial models is a combination of a homotopy equivalence (taking the product with a simplex) and an inclusion map reflecting the additional obstruction. The effect of this map (and the maps induced by it on homology etc) have still to be investigated more closely.
Homotopy equivalences
In the following, we give sufficient conditions making sure that the induced maps become homotopy equivalences. This should be useful for the investigation of component categories, cf Fajstrup, Goubault, Haucourt and Raussen [10, 14] :
Proof The maps σ , resp. τ induce always inclusions of subcategories
The conditions in Proposition 5 ensure that these are in fact equalities. As a consequence, the prodsimplicial models agree: c, d) . The results follow from Theorem 2.
To check the conditions, one may apply the method from Sect. 3.3.2 to see whether D(X )(−, −) does (not) change under variation of end points.
A different induced map arises, under certain conditions, from taking the least upper bound with some element e ∈ X : Suppose that e ∨ y ∈ X for all y satisfying
ie y is on a trace connecting c and d. Then there is an induced map
inducing the map e∨ :
Proposition 6 Assume that e ∈ M∈C (X )(c,d) X M and that
− → T (X M )(c, d) = ∅ ⇒ − → T (X M )(e ∨ c, e ∨ d) = ∅ for all M ∈ M R l,n . Then the map e∨ : − → T (X )(c, d) → − → T (X )(e ∨ c
, e ∨ d) is a homotopy equivalence.
The proof is analogous to that of Proposition 5; remark that e∨ has restrictions on the respective trace spaces in X M , M ∈ C (X )(c, d) since these spaces X M are closed under ∨, cf Raussen [27, Lemma 2.6]. Again, the methods from Sect. 3.3.2 may be applied to verify the conditions.
Corollary 1 Assume that
Then the map e∨ :
. Concatenation σ with σ shows: 
Future work
Remark 4 Discussing components following Fajstrup et al. [10, 14, 24] , one would typically apply Proposition 6 to investigate all c ≤ e for which the map e∨ from (14) is a homotopy equivalence; and then establish a maximal region such that all such maps e∨ within it yield homotopy equivalences. Details have still to be worked out.
Remark 5
Connections to topological complexity as discussed by Farber, cf the book [12] and its list of references, should also be interesting to investigate. Taking directions into account makes matters more complicated since the end point map ev 01 : − → P (X ) → X × X is no longer a fibration; it is not even surjective. Nevertheless, one may ask for coverings of {(x, y) ∈ X × X | − → T (X )(x, y) = ∅} by subsets on which there is a continuous section of the restricted map ev 01 . It is not difficult to produce such a section on sets of type X j 1 ,..., j l × X j 1 ,. .., j l ⊂ X × X -in the notation of Sect. 2.1.2.
A particular case: semaphores of arity one
Trace spaces are homotopy discrete
Matters become more specific and combinatorial in nature for a semaphore or PVmodel (cf Sect. 2.1.1) in which every semaphore allows only a single process to proceed. In this case, the forbidden region F is the union of hyperrectangles of a particular type:
Whenever two processes 1 ≤ j 1 < j 2 ≤ n call the same semaphore h on intervals m 1 ; j 2 , m 2 ) arises for every semaphore h, every pair j 1 < j 2 , j i ∈ J h and every pair of calls corresponding to the two processes j 1 , j 2 . The total number l of forbidden hyperrectangles is thus
Example 1 For k ≥ 2 dining philosophers, cf Dijkstra [6] and Fig. 2 below, every semaphore (=fork) is called upon once by exactly two processes (philosophers). Hence l = k, and F is the union of k hyperrectangles R i .
In the following, we will stick to endpoints c = 0, d = 1-both for simplicity, and because this is the most interesting case. Apart from the sets of binary matrices introduced in Sect. 2, we also need the set M 1 l,n ⊂ M R l,n consisting of matrices in which every row vector is a unit vector. Remark that every contributing hyperrectangles , and b i j = 1 for j 1 = j = j 2 ; hence trace space is empty also in this case. 2. It follows from (1) , that the subposet category C (X )(0, 1) has no non-trivial morphisms, and hence that the prodsimplicial complex T(X )(0, 1) has dimension zero.
− → T (X )(0, 1) is homotopy equivalent to a finite discrete space; its (contractible) connected components are the non-empty ones among the spaces
It remains thus to determine for which M ∈ M 1 l,n the spaces
Remark that there are 2 l such spaces with l as in (15)-for every i corresponding to a pair of calls, one may choose either j 1 (i) or j 2 (i).
A single call to a semaphore of arity one
Let us first consider just a single concurrent call to a semaphore of arity one. Without restriction of generality, we assume that all n processes call to it. If only m < n processes call the semaphore, then the forbidden region has type F = F m × I n−m . Hence the state space is X = X m × I n−m with X m = I m \ F m , and
Assume that the semaphore calls are given by intervals ]a j ,
In the proof of the next result, we will also need the extended hyperrectangles
Proposition 8 Trace space
− → T (X )(0, 1) is homotopy equivalent to the discrete space whose underlying set is the symmetric group Σ n . A homotopy equivalence − → x :
Proof Note that every − → x (π ) describes a d-path on the 1-skeleton of − → I n that does not intersect the forbidden region F; these are in fact all d-paths on the 1-skeleton up to trace equivalence. 
We claim:
− → T (X c )(0, 1) = ∅ if and only if c is a total order. If c is not a total order, then there is a chain j 1 c · · · c j k c j 1 with k < n; let j k+1 , . . . , j n denote the remaining elements of [1 : n]. The extended, resp. degenerate hyperrectangles
Suppose now that c is a total order. No non-degenerate hyperrectangle contributes with an index corresponding to the direction that is maximal under c . We claim that for every choice of n-one for every direction j ∈ [1 : n]-among the extended and (at least one) degenerate hyperrectangles R j p ( j p , j q ), p c q and R 0 j r , their intersection has to be empty: Since there is no loop with respect to c , the union of all { j p , j q } corresponding to extended hyperrectangles has at least one element j in common with the set { j r } corresponding to degenerate hyperrectangles.
An element x ∈ R j p ( j p , j q ) ∩ R 0 j r would have to satisfy both x j < b j and x j = 1. Hence, all these intersections are empty, there are no deadlocks in X c , and trace space − → T (X c )(0, 1) is non-empty.
To fix notation, we let to every permutation π ∈ Σ n correspond -the j 2 ) ; and -the state space X π = I n \ F π . Proposition 8 can be reformulated as follows:
Corollary 2 The trace space is a disjoint union
Intuitively, a component − → T (X π )(0, 1), π ∈ Σ n consists of all interleaving d-paths that access the semaphore in the order given by the permutation π . 
and the state space is X = I n \ F. We need to consider one permutation per call, i.e., elements π = (π(c)) c∈C in the product Σ = c∈C Σ J h . Every such permutation determines in which order the processes pass semaphore h under call c. 
Proposition 9 Trace space is a disjoint union
We call the collection π compatible if the transitive hull π of these relations is a partial order.
Proposition 10 Let X = I n \ F denote the state space corresponding to a collection of k semaphores of arity one. Then − → T (X )(0, 1) is homotopy equivalent to the discrete space
Proof We need to show: 
compatible with the relations defining π . In particular, π is a partial order. Now assume that − → T (X π )(0, 1) = ∅, i.e., the forbidden hyperrectangles give rise to a deadlock. A deadlock arises as lower corner of a non-empty intersection of m ≤ n hyperrectangles among the R π(c) ( j 1 , j 2 ), and n − m among the degenerate hyperrectangles R 0 j , 1 ≤ j ≤ n; it is enough to consider the case of a non-empty intersection of n extended hyperrectangles:
In fact, we consider n hyperrectangles of type
where the first named interval is on the jth coordinate axis and the second named on an axis in position r ( j) = j; the superscript s( j) refers to one of the original hyperrectangles. The map r : [1 : n] → [1 : n] need not be onto; it has no fixed point: r ( j) = j for all 1 ≤ j ≤ n. Hence, there is a cycle k, r (k), . . . , r q−1 (k), r q (k) = k for some 1 ≤ k ≤ n; of length 2 ≤ q ≤ n. We consider only indices j = r i (k) within such a cycle, and on these, r is a bijection.
By definition, we have that c
with r ( j ) = j. Hence, with subscripts restricted to the cycle under r , every a-coordinate is less than (≤) at least one of the c-coordinates, and every c-coordinate precedes ( ) one of the a-coordinates. This gives rise to a cycle under the relation π which therefore cannot be a partial order.
Remark 6 1. For an illustration of the last step in the proof above, consider Fig. 1 , row two, case two, leading to a deadlock of extended rectangles of the form
The relation π generated by ≤ and by defines a digraph G π with the boundary coordinates a i j , b i j as vertices; the k-tuple π is compatible if and only if G π does not contain a directed cycle. This can be checked algorithmically by a depth-first search as in Tarjan's strongly connected component algorithm [29] . In general, there are exponentially many collections of permutations to check; the existence of a particular cycle may decide for several collections at a time.
Example 2 Let X k ⊂ I k denote the state space corresponding to the PV -model describing k dining philosophers (each protocol of type Pa PbV aV b; cf Example 1, Fig. 2 and Dijkstra [6] ). Then only two out of 2 k permutations (those in the "diagonal"-all elements the identity or all the nontrivial transposition) in Σ k 2 ⊂ (Σ k k ) lead to a relation with a non-trivial cycle under the relation π ; all others give rise to partial orders. As a consequence, − → T (X k )(0, 1) consists of 2 k − 2 contractible components: There are 2 k − 2 essentially different interleavings of the d-paths corresponding to each individual protocol-indicating who of the two neighbouring philosophers uses a fork first. The number 2 k − 2 of schedules is, for k > 3, considerably smaller than the number k! of ordered k-tuples of philosophers. This is due to the fact that several philosophers can serve themselves concurrently for k > 3.
The complement of a trace space
The aim of this last section is to describe a combinatorial method that yields a prodsimplicial model of the complement of T(X )(−, −) in a product (S n−2 ) l of spheres. Duality allows to obtain information about T(X )(−, −) and thus − → T (X )(−, −) itself; cf Remark 7. The advantage of this method is, that it is far easier to determine the poset category describing the homotopy type of the complement that that of trace space itself-by upward completion of the set D(X )(−, −) in the category underlying the product of spheres. It is hoped that this will also make implementations easier and faster.
A combinatorial description of the complement of trace space
For simplicity, we restrict to traces from 0 to 1. First some notation regarding matrices and associated poset categories: LetM R l,n ⊂ M R l,n ⊂ M l,n consist of the binary matrices such that every row vector contains at least one 0 and at least one 1. This subset is a sublattice of the Boolean lattice M l,n (with least upper bound, greatest lower bound, and coordinatewise involution I switching 0s and 1s). It has the matrices in which every row vector contains exactly one 1, resp exactly one 0 as minimal, resp. maximal elements. All elements can be written as least upper bounds of minimal matrices and (hence!) as greatest lower bounds of maximal matrices.
In Raussen [27, Section 4.2], we introduced the subset D(X )(0,
Remark that, by Raussen [27, Lemma 3.3] , matrices in D(X )(0, 1) containing a row with only 1s can and will be neglected right away; we letD(X )(0, 1) ⊆ M R l,n consist of those matrices in D(X )(0, 1) without a row vector consisting of 1s only.
We define an upward completion of the matrix setD(X )(0, 1) withinM R l,n as fol-
Obviously, this completed matrix setD(X )(0, 1) forms an upward closed subcategory (with respect to ≤) of the poset categoryM R l,n . Reversing the arrows (using ≥ instead of ≤ as partial order) yields a downward closed subcategoryD(X )(0, 1) op ⊂ (M R l,n ) op . By Raussen [27, Lemma 3.3] , the prodsimplicial complex T(X )(0, 1) is contained in the complex (∂ n−1 ) l -a product of (n−1)-spheres. Let U (X )(0, 1) := (∂ n−1 ) l \ T(X )(0, 1) denote its complement within the latter; this is an open set, which does not have a (prod-)simplicial structure right away.
But it turns out that U (X )(0, 1) is homotopy equivalent to a prodsimplicial complex with a pasting scheme construction analogous to (6) 
Remark 7 As was pointed out in Raussen [27] for trace space, this is a colimit construction: U(X )(0, 1) is the colimit of a functor Proof A vertex corresponds to a matrix with l(n − 1) ones. A k-face corresponds to a matrix with k additional zeros; zero rows are not considered inM R l,n .
A homotopy equivalence with several consequences
The proof of the following result is to be found at the end of this article: The three matrices inD(X )(0, 1) correspond to the edges, the last four matrices to the vertices of the (prod)simplicial complex U(X )(0, 1). In this case, that 1 = (4 − 3)-dimensional complex is just an interval (with four vertices and three edges joining them), which is clearly contractible. In this case, the complex T(X )(0, 1)-which is homotopy equivalent to trace space − → T (X )(0, 1)-is thus homotopy equivalent to the complement of a contractible set within the 2-dimensional torus (∂ 2 ) 2 , i.e., − → T (X )(0, 1) T(X )(0, 1) S 1 ∨ S 1 .
Proof (of Theorem 3:)
It is folklore that the complement of a subcomplex of ∂ n−1 can be given a dual simplicial structure; cf Björner and Tancer [1] for a combinatorial proof. We outline a proof using the nerve lemma for subcomplexes of products of simplicial spheres. To this end, we define a cover of the space U ( 0, 1) . The same argument holds also for the non-empty intersections with U (X )(0, 1) corresponding to matrices inD(X )(0, 1) with additional zeroes.
Finally, one can argue as in the proof of Raussen [27, Theorem 3.5]: Both spaces U (X )(0, 1) and U(X )(0, 1) are colimits of functors overD(X )(0, 1) op homotopy equivalent to the homotopy colimits of these functors; since the functor takes contractible values everywhere, those are in turn homotopy equivalent to the nerve of the categoryD(X )(0, 1) op .
Remark 9 Björner and Tancer [1] have given an entirely combinatorial proof for an analogue of Theorem 3 in the case of the complement of a simplicial complex within a sphere. I believe it should be possible to give a smilar argument for the complement in a product of spheres.
