Abstract: This paper studies seasonal long-memory processes with Gegenbauer-type spectral densities. Estimates for singularity location and long-memory parameters based on general filter transforms are proposed. It is proved that the estimates are almost surely convergent to the true values of parameters. Solutions of the estimation equations are studied and adjusted statistics are proposed. Numerical results are presented to confirm the theoretical findings.
Introduction
The importance of long memory can be seen in various applications, for instance in finance, internet modeling, hydrology, linguistics, DNA sequencing and other areas, see [10] , [12] , [26] , [31] , [32] , [33] , [34] , [38] and the references therein.
Usually, for a stationary finite-variance random process X(t), t ∈ R, long memory or long-range dependence is defined as non-integrability of its covariance function B(r) = cov(X(t + r), X(t)), i.e.
∞ 0 |B(r)| dr = +∞, or, more precisely, as a hyperbolic asymptotic behaviour of B(·). It is known that the phenomenon of long-range dependence is related to singularities of spectral densities, see [25] . The majority of publications study the case when spectral densities are unbounded at the origin. However, singularities at non-zero frequencies play an important role in investigating cyclic or seasonal behavior of time series. Two classical models in the literature to describe cyclic behaviours of time series are (i) a sum of a periodic deterministic trend and a stationary random noise, (ii) ARMA model with a spectral peak outside the origin.
A cyclic long-range dependent process, that will be referred to as (iii), is an intermediate case between (i) and (ii) as it has a pole in its spectral density, see [16] .
The first row of Figure 1 shows realisations of models (i), (ii) and (iii) from left to right. The stochastic processes X(t) = 2 sin(t)+ε t and X(t) = 0.9X(t−1)−0.8X(t−2)+ε t , where ε t is a zeromean white noise, were used as models (i) and (ii) respectively. The Gegenbauer random process from Section 6 was used as model (iii) in the simulations. For each simulation the second row of Figure 1 gives the corresponding wavelet power spectra. It suggests that estimation of parameters might be more challenging problem for model (iii) than for cases (i) and (ii). Unexpectedly, relatively few publications on the matter are related to cyclical or seasonal long-memory processes. A survey of some recent asymptotic results for cyclical long-range dependent random processes and fields can be found in [3] , [22] , [23] and [30] . It was demonstrated in [30] that singularities at non-zero frequencies can play an important role in limit theorems even for the case of linear functionals. Several parametric and semi-parametric methods were proposed for the case when poles of spectral densities are unknown, see [4] , [16] , [19] , [37] and the references therein. Various problems in statistical inference of random processes and fields characterized by certain singular properties of their spectral densities were investigated in [24] . Some methods for estimating a singularity location were suggested by [4] , [16] and [14] .
The asymptotic theory for Gaussian maximum likelihood estimates (MLE) of seasonal longmemory models was developed in [16] . The quasi-likelihood methods were studied in [21] . The paper [19] studied limit theorems for spectral density estimators and functionals with spectral density singularities at the origin and possibly at other frequencies. Some results about consistency and asymptotic normality of the spectral density estimator were obtained. The paper [39] proposed the MLE and the least squares estimator for the long-memory time series models from [17] and the ARFIMA model in [20] . They examined the consistency, the limiting distribution, and the rate of convergence of these estimators. The least square estimator method was used in [7] to estimate the long-rang dependence parameter assuming that the singularity point is at the origin.
The minimum contrast estimator (MCE) methodology has been applied in a variety of statistical areas, in particular, for long-range dependent models. The article [2] discussed consistency and asymptotic normality of a class of MCEs for random processes with short-or long-range dependence based on the second-and third-order cumulant spectra. In [18] it was demonstrated that the Whittle maximum likelihood estimator is consistent and asymptotically normal for stationary seasonal autoregressive fractionally integrated moving-average processes. Consistency and asymptotic normality of MCEs for parameters of Gegenbauer random processes and fields were obtain in [13] . More details on the current state of the MCE theory for long-memory processes and additional references can be found in [1] .
Unfortunately, the approaches developed in [1] , [13] , [27] for Gegenbauer-type long-memory models use specific weight functions that correspond to locations of singularities of spectral densities. Therefore, these methods can be applied only if locations of singularities are known (for example, were estimated before or determined by particular applications). These methods can't be applied in situations where the both long memory and seasonality parameters are unknown or have to be estimated simultaneously.
The article [37] proposed to use wavelet transforms to estimate parameters of seasonal longmemory time series. Simulation studies were used to validate the approach and to compare it with other techniques. Unfortunately, there were no rigorous studies to justify the method and establish statistical properties of the estimators, except the case of the singularity at the origin, see [9] and the references therein.
This research addresses this problem and gives first steps in developing simultaneous estimators for the both parameters. The paper deals with Gegenbauer-type seasonal long-memory parametric models. The Gegenbauer spectral density f (·) has the following form and asymptotic behaviour around its poles ±ν
The detailed review of the statistical inference theory for Gegenbauer random processes and fields can be found in [13] .
We use the idea from [6] to develop the first estimation equation. Namely, we study asymptotic properties of a filter transformation of seasonal long-memory processes. As a particular case this transformation includes wavelet transformations. To get the second estimation equation we propose a new approach that is based on asymptotic behaviour of increments of the filter transformation. Finally, we investigate properties of the solutions to the estimation equations and propose adjusted statistics for the both seasonal and long-memory parameters. The developed methodology includes wavelet transformations as a particular case. Therefore, it is potentially very useful for real applications as it can employ the existing wavelet methods and software, which are more powerful and faster than programs for numerical integration and optimization required by the MLE and MCE methods.
The article is organized as follows. In Section 2 we give basic definitions and notations. The first equation to estimate the parameters is derived in Section 3. Section 4, further studies properties of filter transforms and their increments. Then these results are used to derive the second estimation equation. In Section 5, estimators of location and long memory parameters are proposed and studied. Simulation studies which support the theoretical findings are presented in Section 6.
All computations and simulations in the article were performed using the software R version 3.5.0 and Maple 17, Maplesoft.
Definitions and auxiliary results
This section introduces classes of stochastic processes and their filter transforms that are studied in the paper.
We consider a measurable mean-square continuous stationary zero-mean Gaussian stochastic process X(t), t ∈ R, defined on a probability space (Ω, F, P ), with the covariance function
where r = t − t and F (·) is a non-negative finite measure on R.
Definition 2.1
The random process X(t), t ∈ R, is said to possess an absolutely continuous spectrum if there exists a non-negative function f (·) ∈ L 1 (R) such that
The function f (·) is called the spectral density of the process X(t). The process X(t), t ∈ R, with absolutely continuous spectrum has the following isonormal spectral representation
where W (·) is a complex-valued Gaussian orthogonal random measure on R. For simplicity, in this paper we consider the case of real-valued X(t). Therefore, we assume that f (·) is an even function and the random measure is such that [35] . As all estimates in the paper use absolute values of integrands, the obtained results can also be rewritten for complex-valued processes.
Assumption 2.1 Let the spectral density f (·) of X(t) admit the following representation
where s 0 > 0, α ∈ (0, 1 2 ) and h(·) is an even non-negative bounded function that is four times boundedly differentiable on [− −2α , λ → ±s 0 , around the Gegenbauer frequency s 0 , see [8] , [13] .
Remark 2.2
The conditions on h(·) guarantee that f (·) is a spectral density with only singularity locations at λ = ±s 0 . The differentiability conditions on h(·) and its derivatives can be relaxed and replaced by Hölder assumptions in some neighborhood of the origin.
The smoothness conditions guarantee the following technical inequalities required for the proof.
where
Proof The first inequality follows from the estimate
Substituting λ = 0 we get the second inequality. Finally, the third upper bound is obtained using the mean value theorem 4 times. 2
Another example satisfying Assumption 2.1 is the following spectral density and corresponding covariance function Remark 2.3 As we study seasonal or cyclic long memory models, in this paper we consider the case of singularities at non-zero frequencies. The discussion about differences between the cases with spectral singularities at the origin and at other locations can be found in [3] . As s 0 is separated from zero, without loss of generality we assume that s 0 > 1. Indeed, if a time series has a periodic component with the period T then the corresponding frequency s 0 = 1/T. Changing the time unit the parameter s 0 can be made greater than 1.
Now we introduce filter transforms of stochastic processes. To define filters we use real-valued functions ψ(t), t ∈ R, with the Fourier transforms ψ(·).
Throughout the article, we use the convention that the Fourier transform of an arbitrary function ψ belonging to L 1 (R) is the functionψ defined, for every λ ∈ R, aŝ Let us define the following constants c 2 :
. Some important for applications functions ψ(·) satisfying Assumption 2.2 are the wavelets, see [11] , [29] , given in the next examples. However, in general, ψ(·) is not required to be a wavelet.
Example 2.2
The function ψ(·) can be selected as the Shannon father or mother wavelets. Indeed, the Shannon father wavelet
has the Fourier transform
The corresponding constants are c 2 = 2π and c 3 = 
The corresponding constants are c 2 = 2π and c 3 = 9 1 3 π 3 . Plots of ψ f (t) and ψ m (t) are shown in Figure 3 .
Example 2.3
The function ψ(·) can be selected as the Meyer father or mother wavelets (see, for example, [11] , [29] ). Indeed, the Meyer wavelets have the Fourier transforms 
For example, one can use
The corresponding constants for ψ m (λ) are c 2 = 2π and c 3 = 12 4 9 π(π 2 + 2) and c 2 = 2π and the process X(t)
given by (2.1) defines the wavelet transform of the process X(t).
The general filtration theory of stochastic processes guarantees that (2.1) is correctly defined if the following assumption is satisfied, see Chapter V, §6 in [15] .
Assumption 2.3 Let the integral
exists as an improper Cauchy integral on the plane.
Remark 2.6 Different assumptions on the process and the filter were used in [6] . Namely, they assumed that ψ(·) is a mother wavelet that has two vanishing moments and there are constants
Using the above notations d x (a, b) can be rewritten in the frequency domain as
This Gaussian random variable has a zero mean, i.e. Ed x (a, b) = 0. Its variance equals
and thus does not depend on b.
In the following sections we assume that Assumptions 2.1-2.3 are satisfied.
First statistics
Spectral densities satisfying Assumption 2.1 have two parameters of interest (α and s 0 ). This section derives some properties of d x (a, b) and suggests a statistic based on d x (a, b) that can be used as an estimate of s
be sequences of positive numbers and {b jk } ⊂ R, j ∈ N, k ∈ Z, be an infinite array. In the following proofs we assume that {a j } is an unboundedly monotone increasing sequence and b jk1 = b jk2 for all j ∈ N and k 1 = k 2 .
We will use the following notation
By Assumption 2.1,
. Therefore, for all j ∈ N and k 1 , k 2 ∈ Z it holds Eδ jk1 = 0 and
(3.1)
where c 4 (s 0 , α) := 2s
Proof If k 1 = k 2 then by (3.1)
.
By the conditions
Hence, by Lemma 2.1 Therefore, for
It follows from (3.2) and α ∈ (0, 1/2) that
Note that this upper bound does not depend on j, a j , b jk . Hence,
Comparing (3.3) and (3.4) we obtain the value of c 4 (s 0 , α) at the statement of Lemma 3.1. 2 Let us defineδ
It follows from (2.2) that Eδ
Lemma 3.2 Suppose that aj 2A ≥ 1, the sequences {b jk } and {γ j } are such that for all j ∈ N,
where c 5j (s 0 , α) := 2c and the definition of I(j, k 1 , k 2 ) in (3.1), we obtain
By Lemma 3.1 it follows that Proof Using Chebyshev inequality and Lemma 3.2 we obtain
By the choice of
Therefore, applying the Borel-Cantelli lemma we obtain the required statement. 2 We will use the next technical result. Proof Applying the mean value theorem to the function γ α (y) = (1 − y) −2α on the interval [0, x] we obtain
The lemma below gives an upper bound on the deviation of J(a j
Proof Noting that J(a j ) = I(j, k 1 , k 1 ) and using (3.1) we get
Now, by Lemma 3.4, the conditions on h(·) in Assumption 2.1 and Lemma 2.1 it follows
Moreover, it follows from Lemma 2.1 and the conditions of the lemma that for
which completes the proof. 
Second statistics
In this section we further study properties ofδ (2) j· and J(a j ). It allows us to suggest a new estimate of αs −4α−2 0
. The main idea is to find the asymptotic behaviour of increments ofδ (2) j· . Therefore, we start by deriving some results about increments of J(a j ) = Eδ (2) j· .
Lemma 4.1 If {a j } is an unboundedly monotone increasing then
Proof By (2.2) and Assumption 2.1 we get
dλ.
As λ ∈ [−A, A] and a j → +∞ when j → +∞, then there is j 0 ∈ N, such that we obtain that the upper bound for the right part of (4. 
Using L'Hopital's rule, one can see that for α ∈ (0, 1/2) it holds lim x→0 
Now we investigate the rate of convergence in Lemma 4.1.
Lemma 4.2
There is j 0 ∈ N such that for all j ≥ j 0 it holds
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Let us consider the function f (x) :
Then, applying the mean value theorem twice, we get
Noting that sup
Therefore, if Combining the above bounds for sufficiently large j we get
Thus, for sufficiently large j we obtain
which completes the proof of Lemma 4.
2
Now let us define ∆δ (2) j· =δ
. Then the following result holds. Proof Note that ∆δ (2) j· can be rewritten as
. Thus, by Lemmas 3.3 and 4.2 
Estimation of (s 0 , α)
In the previous sections we proved that if the true values of parameters are (s 0 , α), then the vector statistics
In this section we investigate properties of the pair (ŝ 0j ,α j ) that is a solution of the system
= ∆δ (2) j· /c 3 .
To handle the cases, where 
As s 0 > 1, then for each α ∈ 0, 
1
. Therefore, we can assume that y 1 is fixed and change only α to investigate the range of y 2 .
Notice, that (y 2 ) α = y
If y 1 ∈ (0, 1), then (y 2 ) α > 0 and y 2 is an increasing function of α with the range (0, y Thus, if
2 ) that satisfies the system of equations (5.1). Now we will investigate uniqueness of solutions.
Lemma 5.2 Let (y 1 , y 2 ) ∈ R y . Then system (5.2) has a unique solution.
Proof If (s 0 , α) and (s 0 , α ) are two solutions of the system (5.2) for some (y 1 , y 2 ) ∈ R y then
and therefore
Denoting α α = t, and (s 0 ) 2 = a we obtain the equation
As s 0 > 1 then s 0 must also be greater than 1 (otherwise α < 0, which is not feasible). Hence, a > 1 and the left-hand side of (5.3) is an increasing function. Hence, the equation has the only solution t = 1, which means α = α and implies a unique solution of (5.2).
2 Now we provide solutions to system (5.2). These solutions are given in terms of the LambertW function, which is defined as a solution of the equation
i.e. t = LambertW (x).
Proposition 5.1 Let (y 1 , y 2 ) ∈ R y . Then the solution to system (5.2) is Hence, by the definition of the LambertW function we obtain
Finally, (5.4) follows from α = e t and s 0 = Now, we see that for (y 1 , y 2 ) ∈ R y there is a unique solution (s 0 , α) to (5.2). If s 0 and α are the true value of parameters then the corresponding (y 1 , y 2 ) ∈ R y . As R y is an open set, then (y 1 , y 2 ) ∈ int(R y ) = R y and there is some j 0 ∈ N such that
where int(·) denotes the interior of a set. Therefore, starting from j 0 system (5.1) has a unique solution.
However, it might happen that
for the corresponding true value (s 0 , α). For the cases • ifδ (2) j· c2 ≥ 1 and
j· and ∆δ
j· .
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Remark 5.3
As only a finite number of
for all j ≥ j 0 . Therefore, in this case
have the same rate of convergence to (s
Now we are ready to formulate the main result.
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x(1+LambertW (x)) we obtain
By the properties of the adjusted estimates x = ln c2 δ
2 , when j → ∞.
As the both 4α ln(s 0 ) and 
As | ln(
min(x1,y1) for x 1 , y 1 ∈ R + , then by Proposition 3.1 and Remark 5.3 we can estimate the first summand in (5.7) as ln c 2 s and using the upper bounds in (5.8) and (5.9) we obtain | α j − α| ≤ c 11 max a 2 j r j , a
, which completes the proof. 
Simulation studies
This section presents some numerical studies to confirm the theoretical findings. The results demonstrate that the approach can be extended to other processes and filters. All theoretical results in the paper were developed for functional data. However, only discrete time can be used for computer simulations. Therefore, we selected a large simulation grid which makes simulation results very close to the case of continuous-time realisations.
We consider the Gegenbauer random process X(t), t ∈ Z, see [1] , [13] and the references therein. This random process satisfies the following equation
where ∆ d u is the fractional difference operator given by
B denotes the backward-shift operator for the time coordinate t, i.e.
2 ), and ε t is a zero-mean white noise with the common variance E(ε
There exists the following representation of a stationary Gegenbauer random process
where d = 0 and the Gegenbauer polynomial C
where [n/2] is the integer part of n/2, and Γ(·) is the gamma function. We generated the random process X(t) using the parameter values d = 0.1 and u = 0.3. The chosen parameters d and u correspond to s 0 and α inside of the admissible region R y . The realisations of X(t) were approximated by truncated sums with 40 terms in (6.1). The filter transform of X(t) defined by (2.1) was computed using the R package wmtsa.
The Mexican wavelet was used as a filter. It is defined by
Its Fourier transform is, see [28] ,
Note, that the Fourier transform ψ(λ) does not have a finite support but approaches zero very quickly when λ → +∞. The value σ = 1 was used in computations. Plots of ψ(t) and ψ(λ) are shown in Figure 6 . In this case c 2 and c 3 are 2 and 10, respectively. 100 realizations of X(t) were generated and the corresponding wavelet coefficients δ jk were calculated. At first, to computedŝ 0j andα j , the statisticsδ (2) j· and ∆δ (2) j· were found using a j = j, γ j = 1, r j = a −2.5 j and m j = a 9 j , j ≥ 1. These sequences satisfy the assumptions of Theorem 5.1. Figure 7 displays box plots ofδ (2) j· and ∆δ (2) j· for the simulated realizations. The values of j are shown along the horizontal axe. The horizontal dashed lines show the true values of the corresponding parameters. These plots confirm thatδ (2) j· and ∆δ (2) j· converge as j increases. As expected, consult the upper bound (4.4) in Proposition 4.1, the rate of convergence of ∆δ (2) j· is slower than in the case ofδ (2) j· . Finally, the estimatesŝ 0j andα j were calculated by (5.5) for each simulation. Figure 8 demonstrates thatŝ 0j convergence to s 0 = arccos(u) andα j to α = d as j increases.
As the true values of parameters correspond to a point inside of R y the majority of the parameters estimates are in the admissible region. Figures 7 and 8 suggest that the adjusted statistics should be applied mainly for the cases j = 1 and 2. 
Directions for future research
This paper has discussed statistical inference for parameters of seasonal long-memory processes with a spectral singularity at a non-zero frequency. The results were derived for wide classes of models with Gegenbauer-type spectral densities using very general filter transforms. An important area for future explorations is obtaining similar results for the case of multiple singularities with the long-memory parameters varying across singularity locations, see the discussion on SCLM (Seasonal/Cyclical Long Memory) in [3] . For the case of multiple unknown parameters one can derive additional estimation equations similar to the ones in Section 4 using higher order differences ofδ (2) j· . As this paper studied the case of Gegenbauer-type spectral densities given in Assumption 2.1, it would be interesting to apply the developed methodology to other seasonal long-memory models. This paper develops statistical inference for parameters using functional data. There are numerous application where X(t) is observed only on a discrete grid or at random moments of a finite time interval. Also, seasonal long-memory processes are often determined by discrete-time fractional autoregressive integrated moving average FARIMA models. In such cases approximate formulas are used to compute filter transforms, see Section 3.2 in [6] . We plan to investigate statistical properties of the corresponding "approximate" estimates using approaches similar to [5] and [6] .
Finally, it is important to extend the methodology to the multidimensional case of random fields, see the discussion in [13] .
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