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Abstract
In this paper, we investigate the limiting behavior of a continuous-time counterpart
of the Stochastic Gradient Descent (SGD) algorithm applied to two-layer overpa-
rameterized neural networks, as the number or neurons (i.e., the size of the hidden
layer) N → +∞. Following a probabilistic approach, we show ‘propagation of
chaos’ for the particle system defined by this continuous-time dynamics under
different scenarios, indicating that the statistical interaction between the particles
asymptotically vanishes. In particular, we establish quantitative convergence with
respect to N of any particle to a solution of a mean-field McKean-Vlasov equation
in the metric space endowed with the Wasserstein distance. In comparison to previ-
ous works on the subject, we consider settings in which the sequence of stepsizes
in SGD can potentially depend on the number of neurons and the iterations. We
then identify two regimes under which different mean-field limits are obtained,
one of them corresponding to an implicitly regularized version of the minimization
problem at hand. We perform various experiments on real datasets to validate our
theoretical results, assessing the existence of these two regimes on classification
problems and illustrating our convergence results.
1 Introduction
Due to their ability to tackle very challenging problems, neural networks have been extremely
popular and keystones in machine learning [1]. Thanks to their practical success, they have become
the de facto tool in many application domains, such as image processing [2] and natural language
processing [3]. However, the mathematical understanding of these models and their inherent inference
mechanism still remains limited.
Among others, one suprising empirical observation about modern neural networks is that increasing
the number of neurons in a network often leads to better classification testing and training errors [4],
contradicting the classical statistical learning theory [5]. These experimental results suggest that
neural network-based methods exhibit a limiting behavior when the number of neurons is large, i.e.,
when the neural network is overparameterized.
In this paper, we contribute to the recent literature on the theoretical analysis of this phenomenon. To
this end, we consider a simple two-layer (i.e., one hidden layer) neural network that is parametrized
by N weights w1:N = {wk,N}Nk=1 and trained to minimize the structural risk RN by Stochastic
Gradient Descent (SGD) using independent and identically distributed (i.i.d.) samples (Xi, Yi)i∈N? .
Even in such a simplified setting, the landscape ofRN is in many cases arduous to be explored, since
RN is non-convex and might exhibit many local minima and saddle points [6, 7]; hence making the
minimization ofRN challenging. However, for large N , the analysis of the landscape ofRN turns
out to be much simpler in some situations. For instance [8] has shown that local minima are global
minima when the activation function is quadratic as soon as N is larger than twice the size of the
original dataset. More generally, relying on approximation or random matrix theory, several works
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(e.g., [9–19]) establish favorable properties for the landscape ofRN as N → +∞, such as absence
of saddle points, poor local minima or connected optima. In addition, minimization by SGD in this
setting has also proved to be efficient for some models [20, 21].
In this paper we follow an increasingly popular line of research to analyze the behavior of gradient
descent-type algorithms (stochastic or deterministic) used for overparameterized models. This
approach consists in establishing a ‘continuous mean-field limit’ for these algorithms as N → +∞,
and has been successively applied in [22–29]. Based on this result, the qualitative long-time behavior
of SGD applied to overparameterized neural networks can be deduced: these studies all identify an
evolution equation on the limiting probability measure which corresponds to a mean-field ordinary
differential equation (ODE), i.e., if the initialization is deterministic, then each hidden unit of the
network independently evolves along the flow of a specific ODE. This implies that, even though the
update step is intrinsically stochastic in SGD, the noise completely vanishes in the limitN → +∞. In
this context, two main strategies have been followed to prove convergence of SGD to this mean-field
dynamics. The first one is based on gradient flows in Wasserstein spaces [30–32] and the second
one is the ‘propagation of chaos’ phenomenon [33–35], indicating that the statistical interaction
between the individual entries of the network asymptotically vanishes. Both approaches are in fact
deeply connected, which stems from the duality between probability and partial differential equation
theories [36]. We follow in this paper the second approach and establish that propagation of chaos
holds for a continuous counterpart of SGD to a solution of a McKean-Vlasov type diffusion [37] as
N → +∞.
The fact that no noise appears in the mean-field limit of SGD obtained in previous work can seem
surprising. Aiming to demystify this matter, we study in this paper the case where the stepsize in
SGD can depend on the number of neurons. Our main contribution is to identify two mean-field
regimes: The first one is the same as the deterministic mean-field limit obtained in the described
literature. The second one is a McKean-Vlasov diffusion for which the covariance matrix is non-zero
and depends on the properties of the data distribution. To the best of our knowledge, this limiting
diffusion has not been reported in the literature and brings interesting insights on the behavior of
neural networks in overparameterized settings. Our results suggest that taking large stepsizes in the
stochastic optimization procedure corresponds to an implicit regularization of the original problem,
which can potentially ease the minimization of the structural risk. In addition, in contrast to previous
studies, we establish strong quantitative propagation of chaos and we identify the convergence rate of
each neuron to its mean-field limit with respect to N . Finally we numerically illustrate the existence
of these two regimes and the propagation of chaos phenomenon we derive on several classical
classification examples on MNIST and CIFAR-10 datasets. In these experiments, the stochastic
regime empirically exhibits slightly better generalization properties compared to the deterministic
case identified in [22, 23, 28].
2 Overparametrized Neural Networks
Consider some feature and label spaces denoted by X and Y endowed with σ-fields X and Y
respectively. In this paper, we consider a one hidden layer neural network, whose purpose is to
classify data from X with labels in Y. We suppose that the network has N ∈ N? neurons in the hidden
layer whose weights are denoted by w1:N = {wk,N}Nk=1 ∈ (Rp)N . We model the non-linearity by
a function F : Rp × X→ R, and consider a loss function ` : R× Y → R+ and a penalty function
V : Rp → R. Then, the learning problem corresponding to this space of hypothesis consists in
minimizing the structural risk
RN (w1:N ) =
∫
X×Y `
(
1
N
∑N
k=1 F (w
k,N , x), y
)
dpi(x, y) +
1
N
∑N
k=1 V (w
k,N ) , (1)
where pi is the data distribution on X × Y. Note that, in this particular setting, the weights of the
second layer are fixed to (1/N). This setting is referred to as “fixed coefficients” in [25, Theorem 1]
and is less realistic than the fully-trainable setting. Nevertheless, we believe that this shortcoming
can be circumvented upon replacing F (wk,N , ·) by F (uk,N , ·)vk,N in (1), where u1:N and v1:N are
the weights of the hidden and the second layer respectively. However, this raises new theoretical
challenges which are left for future work.
Throughout this paper, we consider the following assumptions.
2
A1. There exist measurable functions Φ : X → [1,+∞) and Ψ : Y → [1,+∞) such that the
following conditions hold.
(a) ` : R× R→ R+ is such that for any y ∈ Y, (y˜ 7→ `(y˜, y)) is three-times differentiable and for
any y ∈ R and y ∈ Y we have
|∂1`(0, y)| ≤ Ψ(y) ,
∣∣∂21`(y, y)∣∣+ ∣∣∂31`(y, y)∣∣ ≤ Ψ(y) ,
where for any i ∈ {1, 2, 3}, ∂i1`(y, y) is the i-th derivative of (y˜ 7→ `(y˜, y)) at y.
(b) F : Rp × X→ R is such that for any x ∈ X, (w˜ 7→ F (w˜, x)) is three-times differentiable and
for any w ∈ Rp and x ∈ X
‖F (w, x)‖+ ∥∥D1wF (w, x)∥∥+ ∥∥D2wF (w, x)∥∥+ ∥∥D3wF (w, x)∥∥ ≤ Φ(x) ,
where for any i ∈ {1, 2, 3}, DiwF (w, x) is the i-th differential of (w˜ 7→ F (w˜, x)) at w.
(c) V ∈ C3(Rp,R) satisfies supw∈Rp{‖D2V (w)‖+ ‖D3V (w)‖} < +∞.
(d) The data distribution pi satisfies
∫
X×Y{Φ10(x) + Ψ4(y)}dpi(x, y) <∞ .
Note that A1-(d) is immediately satisfied in the case where pi is compactly supported, X and Y are
subsets of Rd and R respectively and Ψ and Φ are bounded on the support of pi. For any N ∈ N?,
under A1, by the Lebesgue dominated convergence theorem, RN given by (1) is well-defined,
continuously differentiable with gradient given for any w1:N ∈ (Rp)N by
∇RN (w1:N ) =
∫
X×Y
∇wRˆN (w1:N , x, y)dpi(x, y) ,
RˆN (w1:N , x, y) = `
(
1
N
∑N
k=1 F (w
k,N , x), y
)
+ 1N
∑N
k=1 V (w
k,N ) ,
N∇wRˆN (w1:N , x, y) = ∂1`
(
1
N
∑N
k=1 F (w
k,N , x), y
)
∇wF 1:N (w1:N , x) +∇V 1:N (w1:N ) ,
setting ∇wF 1:N (w1:N , x) = {∇wF (wk,N , x)}Nk=1, and ∇V 1:N (w1:N ) = {∇V (wk,N )}Nk=1.
Let (W k0 )k∈N? be i.i.d. p dimensional random variables with distribution µ0. Consider the sequence
(W 1:Nn )n∈N associated with SGD, starting from W
1:N
0 and defined by the following recursion: for
any n ∈ N denoting the iteration index
W 1:Nn+1 = W
1:N
n − γNβ(n+ γα,β(N)−1)−α∇RˆN (W 1:Nn , Xn, Yn) , (2)
where (Xn, Yn)n∈N is a sequence of i.i.d. input/label samples distributed according to pi, and
(γNβ(n + γα,β(N)
−1)−α)n∈N as a whole denotes a sequence of stepsizes: here, β ∈ [0, 1],
α ∈ [0, 1), and γα,β(N) = γ1/(1−α)N (β−1)/(1−α). Note that in the constant stepsize setting
α = 0, the recursion (2) consists in using γNβ as a stepsize In addition, it also encompasses the
case of decreasing stepsizes (as soon as α > 0). The term γα,β(N)−1 in (2) is a scaling parameter
which appears naturally in the corresponding continuous-time dynamics, see (4) below. We stress
that contrary to previous approaches such as [22, 23, 28], the stepsize appearing in (2) depends on
the number of neurons N . Our main contribution is to establish that different mean-field limiting
behaviors of a continuous counterpart of SGD arise depending on β.
We will show that the quantity γα,β(N) plays the role of a discretization stepsize in the McKean-
Vlasov approximation of SGD. The case where α = 0 and β = 0, i.e., the setting considered
by [22, 23, 28], corresponds to choosing the stepsize as γ/N , which decreases with increasing N . In
the new setting α = 0, β = 1, this corresponds to take a fixed stepsize γ. This observation further
motivates the scaling and the parameter we introduced in (2).
Before stating our result, we present and give an informal derivation of the continuous particle
system dynamics we consider to model (2). We first show that (2) can be rewritten as a recursion
corresponding to the discretization of a continuous particle system, i.e., a stochastic differential
equation (SDE) with coefficients depending on the empirical measure of the particles. Let us denote
byP(E) the set of probability measures on a measurable space (E, E). Remark that for each particle
dynamics (W k,Nn )n∈N the SGD update (2) is a function of the current position and the empirical
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measure of the weights. To show this, define the mean-field h : Rp ×P(Rd)→ Rp and the noise
field ξ : Rp ×P(Rd)× X× Y → Rp, for any µ ∈P(Rp), w ∈ Rp, (x, y) ∈ X× Y by
h(w, µ) = −
∫
X×Y
∂1` (µ[F (·, x)], y)∇wF (w, x) dpi(x, y)−∇V (w) ,
ξ(w, µ, x, y) = −h(w, µ)− ∂1`(µ[F (·, x)], y)∇wF (w, x)−∇V (w) .
Note that with this notation, h(wk,N , νNn ) = −N∂wk,NRN (w1:N ) and ξ(wk,N , νNn , Xn, Yn) =
N{−∂wk,N RˆN (w1:N , Xn, Yn) + ∂wk,NRN (w1:N )}, for any N ∈ N, k ∈ {1, . . . , N} and n ∈ N,
where νN is the empirical measure of the discrete particle system corresponding to SGD defined by
νNn = N
−1∑N
k=1 δWk,Nn . Then, the recursion (2) can be rewritten as follows:
W k,Nn+1 = W
k,N
n + γN
β−1(n+ γα,β(N)−1)−α
{
h(W k,Nn , ν
N
n ) + ξ(W
k,N
n , ν
N
n , Xn, Yn)
}
. (3)
We now present the continuous model associated with this discrete process. For large N or small
γ these two processes can be arbitrarily close. For N ∈ N?, consider the particle system diffusion
(W1:Nt )t≥0 = ({Wk,Nt }Nk=1)t≥0 starting from W1:N0 = W 1:N0 defined for any k ∈ {1, . . . , N} by
dWk,Nt = (t+ 1)
−α
{
h(Wk,Nt ,ν
N
t )dt+ γα,β(N)
1/2Σ1/2(Wk,Nt ,ν
N
t )dB
k
t
}
, (4)
where {(Bkt )t≥0 : k ∈ N?} is a family of independent p-dimensional Brownian motions
and νNt is the empirical probability distribution of the particles defined for any t ≥ 0 by
νNt = N
−1∑N
k=1 δWk,Nt
. In addition in (4), Σ is the p× p matrix given by
Σ(w, µ) =
∫
X×Y ξ(w, µ, x, y)ξ(w, µ, x, y)
>dpi(x, y) , for any w ∈ Rp and µ ∈P(Rp) ,
which is well-defined under A1. In the supplementary material we show that under A1, (4) admits
a unique strong solution. We now give an informal discussion to justify why (4) can be seen as
the continuous-time counterpart of (3). For any N ∈ N?, define (W˜1:Nt )t≥0 for any t ≥ 0 by
W˜1:Nt = W
1:N
nt with nt = bt/γα,β(N)c and denote ν˜Nt the empirical measure associated with
W˜1:Nt . In this case, by defining the interval I
N
n,α,β = [nγα,β(N), (n+ 1)γα,β(N)] and using (3)
and γα,β(N)1−α = γNβ−1, we obtain the following approximation for any n ∈ N
W˜k,N(n+1)γα,β(N) − W˜
k,N
nγα,β(N)
= γNβ−1(n+ γα,β(N)−1)−α
{
h(W˜k,Nnγα,β(N), ν
N
n ) + ξ(W˜
k,N
nγα,β(N)
, νNn , Xn, Yn)
}
≈ γα,β(N)(nγα,β(N) + 1)−α
{
h(W˜k,Nnγα,β(N), ν˜
N
nγα,β(N)
) + Σ1/2(W˜k,Nnγα,β(N), ν˜
N
nγα,β(N)
)G
}
≈
∫
INn,α,β
(s+ 1)−αh(W˜k,Ns , ν˜
N
s )ds︸ ︷︷ ︸
(A)
+
∫
INn,α,β
γ
1/2
α,β(N)(s+ 1)
−αΣ1/2(W˜k,Ns , ν˜
N
s )dB
k
s︸ ︷︷ ︸
(B)
, (5)
where G is a p-dimensional Gaussian random variable with zero mean and identity covariance matrix.
Note that the second line corresponds to (3) and the last to (4). To obtain such proxy, we first remark
that for any w ∈ Rp and µ ∈P(Rp), ξ(w, µ,Xn, Yn) has zero mean and covariance matrix Σ(w, µ)
and assume that the noise term is roughly Gaussian. Second, we use that the covariance of (B) in
(5) is equal to
∫
INn,α,β
γα,β(N)(s + 1)
−2αΣ(W˜k,Ns , ν˜
N
s )ds. To obtain the last line, we use some
first-order Taylor expansion of this term and (A) as γα,β(N)→ 0. Then, (5) corresponds to (4) on
INn,α,β . As a result, (4) is the continuous counterpart to (3) and n iterations in (3) correspond to the
horizon time nγα,β(N) in (4). In the next section, we show that a strong quantitative propagation
of chaos holds for (4) i.e., we show that for N → +∞ the particles become indenpendent and have
the same distribution associated with a McKean-Vlasov diffusion. The extension of these results
to discrete SGD (3) and the rigorous derivation of (5) can be established using strong functional
approximations following [38, Proposition 1]. Due to space constraints, we leave it as future work.
Finally, note that until now we only considered the case where the batch size in SGD is equal to one.
For a batch size M ∈ N?, this limitation can be lifted replacing pi and RˆN in (2) by pi⊗M and
RˆN,M (w1:N , x, y) =
1
M
∑M
i=1 `
(
1
N
∑N
k=1 F (w
k,N , xi), yi
)
,
4
defined for any w1:N ∈ (Rp)N , x = (xi)i∈{1,...,M} ∈ XM and y = (yi)i∈{1,...,M} ∈ YM . In this
case, we obtain that the continuous-time counterpart of (3) is given by (4) upon replacing Σ1/2 by
Σ1/2/M1/2. This leads to the particle system diffusion (W1:Nt )t≥0 = ({Wk,Nt }Nk=1)t≥0 starting
from W1:N0 defined for any k ∈ {1, . . . , N} by
dWk,Nt = (t+ 1)
−α
{
h(Wk,Nt ,ν
N
t )dt+ (γα,β(N)/M)
1/2Σ1/2(Wk,Nt ,ν
N
t )dB
k
t
}
. (6)
In the supplement Section 7, we also present the case of a modified Stochastic Gradient Langevin
Dynamics (mSGLD) algorithm [39] which was considered in [23] in the specific case β = 0. We
extend our propagation of chaos results to this setting.
3 Mean-Field Approximation and Propagation of Chaos
In this section we identify the mean-field limit of the diffusion (6). More precisely, we show that
there exist two regimes depending on how the stepsize scale with the number of hidden units.
Our results are based on the propagation of chaos theory [33–35] and extend the recent works of [22,23,
25,27,28,40]. In what follows, we denoteP2(Rp) = {µ ∈P(Rp) :
∫
Rp ‖w˜‖2 dµ(w˜) < +∞} and
C(R+,Rp) the set of continuous functions from R+ to Rp. We also consider the usual metric m on
C(R+,Rp) defined for any u1, u2 ∈ C(R+,Rp) by m(u1, u2) =
∑
n∈N? 2
−n ‖u1 − u2‖∞,n /{1 +
‖u1 − u2‖∞,n}, where ‖u1 − u2‖∞,n = supt∈[0,n] ‖u1(t)−u2(t)‖. It is well-known that (C ,m) =
(C(R+,Rp),m) is a complete separable space. For any metric space (F,mF), with Borel σ-field B(F),
we define the extended Wasserstein distance of order 2, denotedW2 : P(F)×P(F)→ [0,+∞] for
any µ1, µ2 ∈ P(F) by W 22 (µ1, µ2) = infΛ∈Γ(µ1,µ2)
∫
F×F m
2
F(v1, v2)dΛ(v1, v2), where Γ(µ1, µ2)
is the set of transference plans between µ1 and µ2, i.e., Λ ∈ Γ(µ1, µ2) if for any A ∈ B(F),
Λ(A× F) = µ1(A) and Λ(F× A) = µ2(A).
We start by stating our results in the case where β ∈ [0, 1) for which a deterministic mean-field limit
is obtained. Consider the mean-field ODE starting from a random variable W?0 given by
dW?t = (t+ 1)
−αh(W?t ,λ
?
t )dt , with λ
?
t the distribution of W
?
t . (7)
We show in the supplement that this ODE admits a solution on R+. This mean-field equation (7) is
deterministic conditionally to its initialization.
Theorem 1. Assume A1. Let (Wk0)k∈N be a sequence of i.i.d. Rp-valued random variables with
distribution µ0 ∈P2(Rp) and set for any N ∈ N?, W1:N0 = {Wk0}Nk=1. Then, for any m ∈ N? and
T ≥ 0, there exists Cm,T ≥ 0 such that for any α ∈ [0, 1), β ∈ [0, 1), M ∈ N? and N ∈ N? with
N ≥ m
E
[
supt∈[0,T ] ‖W1:m,Nt −W1:m,?t ‖2
]
≤ Cm,T
{
N−(1−β)/(1−α)M−1 +N−1
}
,
with (W1:m,Nt ,W
1:m,?
t ) = {(Wk,Nt ,Wk,?t )}mk=1, (W1:Nt ) the solution of (6) starting from W1:N0 ,
and for any k ∈ N?, Wk,?t the solution of (7) starting from Wk0 .
In Theorem 1, m is a fixed number of particles. Note that {(Wk,?t )t≥0 : k ∈ N?} is i.i.d. with
distribution λ? which is the pushfoward measure of µ0 by the function (w0 7→ (wt)t≥0) which from
an initial point w0 gives (wt)t≥0 ∈ C the solution of (7) on R+. Theorem 1 shows that the dynamics
of the particles become deterministic and independent when N → +∞. The proofs of Theorem 1
and the following result, Theorem 2, are postponed to Section 9.4.
We now consider the case β = 1 and derive a similar quantitative theorem as Theorem 1 but with a
different dynamics than (7). Consider the mean-field SDE starting from variable W?0 given by
dW?t = (t+ 1)
−α
{
h(W?t ,λ
?
t )dt+ (γ
1/(1−α)Σ(W?t ,λ
?
t )/M)
1/2dBt
}
, (8)
where λ?t is the distribution of W
?
t and (Bt)t≥0 is a p dimensional Brownian motion. Note that
taking the limit γ → 0 or M → +∞ in (8) we recover (7). We show in the supplement that this SDE
admits a solution on R+. The following theorem is similar to Theorem 1 in the case β = 1.
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Theorem 2. Let β = 1. Assume A1. Let (Wk0)k∈N be a sequence of Rp-valued random variables
with distribution µ0 ∈ P2(Rp) and assume that for any N ∈ N?, W1:N0 = {Wk0}Nk=1. Then, for
any m ∈ N? and T ≥ 0, there exists Cm,T ≥ 0 such that for any α ∈ [0, 1), M ∈ N? and N ∈ N?
with N ≥ m
E
[
supt∈[0,T ] ‖W1:m,Nt −W1:m,?t ‖2
]
≤ Cm,TN−1 ,
with (W1:m,Nt ,W
1:m,?
t ) = {(Wk,Nt ,Wk,?t )}mk=1, (W1:Nt ) the solution of (6) starting from W1:N0 ,
and for any k ∈ N?, Wk,?t the solution of (8) starting from Wk0 and Brownian motion (Bkt )t≥0.
The main difference between (7) and (8) is that now this mean-field limit is now longer deterministic
up to its initialization but is a SDE driven by a Brownian motion. The stochastic nature of SGD is
preserved in this second regime. (7) corresponds to some implicit regularization of (8). In the case
where for any w ∈ Rp and µ ∈P(Rp), Σ(w, µ) = σ2 Id with σ > 0, it can shown that (λ?t )t≥0 is
a gradient flow for an entropic-regularized functional. This relation between our approach and the
gradient flow perspective is investigated in the supplement Section 11.
Denote for any N ∈ N? and m ∈ {1, . . . , N}, λ1:m,N the distribution on C of {(Wk,Nt )t≥0}mk=1.
Recall that {Wk,N0 }Nk=1 are N i.i.d. Rp-valued random variables with distribution µ0 ∈ P2(Rp).
As an immediate consequence of Theorem 1, Theorem 2 and the definition ofW2 for the distance m
on C , we have the following propagation of chaos result.
Corollary 3. Assume A1. Then for any β ∈ [0, 1], α ∈ [0, 1), M ∈ N? and m ∈ N we have
limN→+∞W2(λ1:m,N , (λ?)⊗m) = 0 where λ? is the distribution of (W?t )t≥0 solution of (7) if
β ∈ (0, 1] and (8) if β = 1 with W?0 distributed according to µ0.
Corollary 3 has two main consequences: when the number of hidden units is large (i) all the units
have the same distribution λ?, and (ii) the units are independent. Note also that this corollary is valid
for the whole trajectory and not only for a fixed time horizon.
Finally, we derive similar results to Corollary 3 for the sequence of the empirical measures.
Let (νN )N∈N? be the sequence of empirical measures associated with (6) and given by νN =
N−1
∑N
k=1 δ(Wk,Nt )t≥0
. Note that for any N ∈ N, νN is a random probability measure onP(C ).
Denote for any N ∈ N?, ΥN its distribution which then belongs toP(P(C )). Since the conver-
gence with respect to the W2 distance implies the weak convergence, using Corollary 3 and the
Tanaka-Sznitman theorem [33, Proposition 2.2], we get that (ΥN )N∈N? weakly converges towards
δλ? . In fact, we prove the following stronger proposition whose proof is postponed to Section 9.3.
Proposition 4. Assume A1. Then, for any β ∈ [0, 1), α ∈ [0, 1) and M ∈ N? we have
limN→+∞W2(ΥN , δλ?) = 0, where λ? is the distribution of (W?t )t≥0 solution of (7) if β ∈ (0, 1]
and (8) if β = 1 with W?0 distributed according to µ0.
Proof of Proposition 4. We consider only the case β = 1, the proof for β ∈ [0, 1) following the same
lines. Let M ∈ N?. We have for any N ∈ N? using Proposition 6,
W2(ΥN , δλ?)2 ≤ E[W2(νN ,λ?)2] ≤ N−1
N∑
k=1
E[m2((Wk,Nt )t≥0, (W
k,?
t )t≥0)] . (9)
Let ε > 0 and n0 ∈ N? such that
∑+∞
n=n0+1
2−n ≤ ε. Combining (40), Theorem 2 and the
Cauchy-Schwarz inequality we get that for any N ∈ N?
W2(ΥN , δλ?)2 ≤ 2ε2 + 2n0
N
N∑
k=1
n0∑
n=1
E
[
sup
t∈[0,n]
‖Wk,Nt −Wk,?t ‖2
]
≤ 2ε2 + 2n0N−1
n0∑
n=0
C1,n .
Therefore, for any ε > 0 there exists N0 ∈ N? such that for any N ≥ N0,W2(ΥN , δλ?) ≤ ε.
Relation to existing results. To the authors knowledge, only the case β = 0 has been considered
in the current literature. More precisely, Theorem 1 is a functional and quantitative extension of the
results established in [22–24,28,40]. First, in [22, Theorem 1.6], it is shown that (λ1:m,N )N∈N?,N≥`
weakly converges towards (λ?)⊗m. [23, Theorem 3] shows weak convergence of SGD to (7) with
high probability in the case V = 0 and the quadratic loss `(y1, y2) = (y1 − y2)2. [40, Theorem 1.5]
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establishes a central limit theorem for (νN )N∈N? with rate N−1/2 which is in accordance with
the convergence rate identified in Theorem 1. Finally, [28, Theorem 2.6] and [24, Proposition 3.2]
imply the convergence of νN almost surely under the setting Σ = 0 in (6) which corresponds to the
continuous gradient flow dynamics associated with RˆN,M . We conclude this part by mentioning that
similar results are derived for mSGLD in the supplement Section 7 which extend the ones obtained
in [25].
Having established the convergence of (6) to (8), we are interested in the long-time behaviour of
(W?t )t≥0 in the case α = 0. To address this problem, the first step is to show that this SDE admits at
least one stationary distribution, i.e. a probability measure µ? such that if W?0 has distribution µ
?,
then for any t ≥ 0, W?t has distribution µ?. If V is strongly convex, we are able to answer positively
to this question in the case p = 1. The proof of this result is postponed to Section 10.
Proposition 5. Assume A1, α = 0 and p = 1. In addition, assume that there exist η, σ¯ > 0 such
that for any w ∈ R and µ ∈P(R), Σ(w, µ) ≥ σ¯2 and V is η-strongly convex. Let H : P2(R)→
P2(R) defined for any µ ∈P2(R) and w ∈ R by
(dH(µ)/dLeb)(w) ∝ Σ¯−1(w, µ) exp [−2 ∫ w
0
h(w˜, µ)/Σ¯(w˜, µ)dw˜
]
,
where Σ¯(w, µ) = γ1/(1−α)Σ(w, µ)/M and Leb is the Lebesgue measure on R. Then S = {µ ∈
P2(R) : H(µ) = µ} 6= ∅ and for any µ ∈ S, µ is invariant for (8).
4 Experiments
We now empirically illustrate the results derived in the previous section. More precisely, we focus on
the classification task for two datasets: MNIST [41] and CIFAR-10 [42]. In all of our experiments
we consider a fully-connected neural network with one hidden layer and ReLU activation function.
We consider the cross-entropy loss in order to train the neural network using SGD as described in
Section 2. All along this section we fix a time horizon T ≥ 0 and sample W 1:NnT defined by (3) with
nT = bT/γα,β(N)c for γα,β(N) = γ1/(1−α)N (β−1)/(1−α) and taking a batch of size M ∈ N?.
We aim at illustrating the results of Section 3 taking N → +∞ and different sets of values for the
parameters α, β,M, γ in (6). Indeed, recall that as observed in (5), W 1:NnT is an approximation of
W1:NT . See Section 12 for a detailed description of our experimental setting. If not specified, we set
α = 0, M = 100, T = 100, γ = 1.
(a) Case α = 0 (b) Case α = 0.25
Figure 1: Convergence of the empirical distribution of the weights as N → +∞.
Convergence of the empirical measure. First we assess the convergence of the empirical distri-
bution of the weights of the hidden layer to a limit distribution when N → +∞. We focus on the
MNIST classification task. Note that in this case p = 28× 28 = 784. In Figure 1, we observe the
behavior of the histograms of the weights W 1:NnT of the hidden layer along the coordinate (1, 1) as
N → +∞. We experimentally observe the existence of two different regimes, one for β < 1 and
the other one for β = 1. In Figure 1, the first line corresponds to the evolution of the histogram in
the case where β = 0.5. The second and the third lines correspond to the same experiment with
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β = 0.75 and β = 1, respectively. Note that in both cases the histograms converge to a limit. This
limit histogram exhibits two regimes depending if β < 1 or β = 1.
Figure 2: Deterministic versus stochastic behavior
depending on the value β.
Existence of two regimes. Now we assess the
stochastic nature of the second regime we ob-
tain in the case β = 1 in contrast to the regime
for β < 1 which is deterministic. In order to
highlight this situation, all the weights of the
neural network are initialized with a fixed value,
i.e., for any N ∈ N? and k ∈ {1, . . . , N},
W k,N0 = w0 ∈ Rp. Then, the neural network is
trained on the MNIST dataset for N = 106 and
β = 0.75 or β = 1. Figure 2 represents 7 sam-
ples of the first component of W 1:NnT obtained
with independent runs of SGD. We can observe that for β = 0.75 all the samples converge to the
same value which agrees with (7) while in the case where β = 1 they exhibit different values, which
is in accordance with (8).
Figure 3: Convergence to the deterministic regime as γ → 0.
From stochastic to deterministic.
We illustrate that when γ → 0 the
dynamics identified in (8) tends to
the one identified in (7). We fix
β = 1 and N = 10000 and focus
on the MNIST classification task. In
Figure 3 we show the histogram of
the weights W 1:NnT along the coordi-
nate (1, 1) for different values of γ.
As expected, see (8) and the follow-
ing remark, when γ → 0 we recover the limit histogram with β < 1. In Figure 8 we also study the
convergence of the empirical measure when M → +∞ in the case where β < 1.
Long-time behavior. Finally, we illustrate the interest of taking β = 1 in our setting by considering
the more challenging classification task on the CIFAR-10 dataset. We consider the following set
of parameters α = 0, M = 100, T = 10000, γ = 0.1. We emphasize that this experiment aims at
comparing the performance of the setting β < 1 and the one with β = 1 and that we are not trying to
reach state-of-the-art results. In Table 1 we present training and test accuracies for the classification
task at hand. To build the classification estimator we average the weights along their trajectory, i.e.,
we perform averaging and consider the average estimator W¯ 1:NnT = (nT − n0 + 1)−1
∑nT
n=n0
W 1:Nn ,
where n0 = 1000. Using β = 1 roughly increases the test accuracy by 1%, while the training
accuracy is not 100%. This empirically seems to demonstrate that using a smaller value of β tends to
overfit the data, whereas using β = 1 has a regularizing effect.
Table 1: Training and Test accuracies for different settings on the CIFAR-10 dataset, with α = 0,
M = 100 and γ = 0.1 for T = 10000
Values N = 5000 N = 5000 N = 10000 N = 10000 N = 50000 N = 50000
of N and β β = 0.75 β = 1.0 β = 0.75 β = 1.0 β = 0.75 β = 1.0
Train acc. 100% 97.2% 100% 97.2% 100% 99%
Test acc. 55.5% 56.5% 56.0% 56.5% 56.7% 57.7%
5 Conclusion
We show in this paper that taking a stepsize in SGD depending on the number of hidden units
leads to particle systems with two possible mean-field behaviours. The first was already identified
in [22,23,28] and corresponds to a deterministic mean-field ODE. The second is new and corresponds
to a McKean-Vlasov diffusion. Our numerical experiments on two real datasets support our findings.
In a future work, we intend to follow the same approach for deep neural networks, i.e., with a growing
number of hidden layers.
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6 Preliminaries
6.1 Notation
Let (E, dE) and (F, dF ) be two metric spaces. C(E,F) stands for the set of continuous F-valued
functions. If F = R, then we simply note C(E).
We say that f : E → Rp is L-Lipschitz if there exists L ≥ 0 such that for any x, y ∈ E, ‖f(x) −
f(y)‖ ≤ LdE(x, y). Let Cb(E,Rp) (respectively Cc(E,Rp)) be the set of bounded continuous
functions from E to Rp (respectively the set of compactly supported functions from E to Rp). If
p = 1, we simply note Cb(E) (respectively Cc(E)).
For U an open set of Rd, n ∈ N? and define Cn(U,Rp) the set of the n-differentiable Rp-valued
functions over U. If p = 1 then we simply note Cn(U). Let f ∈ C1(U) we denote by∇f its gradient.
More generally, if f ∈ Cn(U,Rp) with n, p ∈ N?, we denote by Dkf(x) the k-th differential of f .
We also denote for any i ∈ {1, . . . , d} and ` ∈ {1, . . . , k}, ∂`i f the i-th partial derivative of f of
order `. If f ∈ C2(Rd,R), we denote by ∆f its Laplacian. Cnc (U,Rp) is the subset of Cn(U,Rp)
such that for any f ∈ Cnc (U,Rp) and ` ∈ {0, . . . , n}, D`f has compact support.
Consider (F, d) a metric space. Let P(F) be the space of probability measures over F equipped
with its Borel σ-field B(F). For any µ ∈ P(F) and f : F → R, we say that f is µ-integrable
if
∫
F
|f(x)|dµ(x) < +∞. In this case, we set µ[f ] = ∫
F
f(x)dµ(x). Let µ0 ∈ P(F). For
any r ≥ 1, define Pr(F) = {µ ∈ P(F) :
∫
Rp d(µ0, µ)
rdµ(x) < +∞}. If not specified, we
consider a filtered probability space (Ω,F ,P, (Ft)t≥0) satisfying the usual conditions and any
random variables is defined on this probability space. Let f : (E, E) → (G,G) be a measurable
function. Then for any measure µ on E we define its pushforward measure by f , f#µ, for any A ∈ G
by f#µ(A) = µ(f−1(A)).
The set of m× n real matrices is denoted by Rm×n. The set of symmetric real matrices of size p is
denoted Sp(R).
6.2 Wasserstein distances
Let (F, d) be a metric space. Let µ1, µ2 ∈P(F), where F is equipped with its Borel σ-field B(F).
A probability measure ζ over B(F)⊗2 is said to be a transference plan between µ1 and µ2 if for
any A ∈ B(F), ζ(A × F) = µ1(A) and ζ(F × A) = µ2(A). We denote by Λ(µ1, µ2) the set of all
transference plans between µ1 and µ2. If µ1, µ2 ∈ Pr(Rp), we define the Wasserstein distance
Wr(µ1, µ2) of order r between µ1 and µ2 by
W rr (µ1, µ2) = inf
ζ∈Λ(µ1,µ2)
{∫
F×F
d(x, y)rdζ(x, y)
}
. (10)
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Note thatWr is a distance onPr(F) by [43, Theorem 6.18]. In addition (Pr(Rp),Wr) is a complete
separable metric space. For any µ1, µ2 ∈Pp(F) we say that a couple of random variables (X,Y ) is
an optimal coupling of (µ1, µ2) forWp if it has distribution ξ where ξ is an optimal transference plan
between µ1 and µ2.
For any T ≥ 0, the space C p2,T = C([0, T ] ,P2(Rp)) is a complete separable metric space [44,
Theorem 4.19] with the metricW2,T given for any (νt)t∈[0,T ] and (µt)t∈[0,T ] by
W2,T ((νt)t∈[0,T ], (µt)t∈[0,T ]) = sup
t∈[0,T ]
W2(νt, µt) .
In the case where the measures we consider can be written as sums of Dirac we have the following
proposition.
Proposition 6. Let r ≥ 1, N ∈ N?, {αk}Nk=1 ∈ [0, 1]N with
∑N
k=1 αk = 1, {µk,a}Nk=1 ∈P(F)N
and {µk,b}Nk=1 ∈P(F)N . Then, setting νi =
∑N
k=1 αkµk,i with i ∈ {a, b}, we have
W rr (νa, νb)w ≤
N∑
k=1
W rr (µk,a, µk,b) .
Proof. Consider ζ =
∑N
k=1 αkζk ∈ Λ(νa, νb) with ζk the optimal transference plan between µk,a
and µk,b. Then, we have
W rr (νa, νb) ≤
∫
Rp×Rp
d(x, y)rdζ(x, y) ≤ N−1
N∑
k=1
W rr (µk,a, µk,b) .
As a special case of Proposition 6, we obtain that for any r ≥ 1, {wk,a}Nk=1 ∈ FN and {wk,a}Nk=1 ∈
FN ,
Wr(N−1
N∑
k=1
δwk,a , N
−1
N∑
k=1
δwk,b) ≤ N−1
N∑
k=1
d(wk,a, wk,b)
r .
As another special case of Proposition 6, we obtain that for any µ ∈Pr(F) and {wk}Nk=1 ∈ FN
Wr(N−1
N∑
k=1
δwk , N
−1, µ) ≤ N−1
N∑
k=1
Wr(wk, µ)r .
7 A mean-field modification of Stochastic Gradient Langevin Dynamics
7.1 Presentation of the modified SGLD and its continuous counterpart
We start by introducing a modified Stochastic Gradient Langevin Dynamics (mSGLD) [39]. In the
mean-field regime, this setting was studied in the case β = 0 in [23]. We recall that the mean-field
h : Rp×P(Rd)→ Rp and ξ : Rp×P(Rd)×X×Y → Rp are given for any µ ∈P(Rp), w ∈ Rp,
(x, y) ∈ X× Y by
h(w, µ) = −
∫
X×Y
∂1` (µ[F (·, x)], y)∇wF (w, x) dpi(x, y)−∇V (w) ,
ξ(w, µ, x, y) = −h(w, µ)− ∂1`(µ[F (·, x)], y)∇wF (w, x)−∇V (w) .
Let (W k0 )k∈N? be i.i.d. p dimensional random variables with distribution µ0 and {Znk : k, n ∈ N?}
be i.i.d. p dimensional independent Gaussian random variables with zero mean and identity covariance
matrix. Consider the sequence (W 1:Nn )n∈N associated with mSGLD starting from W
1:N
0 and defined
by the following recursion: for any n ∈ N, k ∈ {1, . . . , N},
W k,Nn+1 = W
k,N
n + γN
β−1(n+ γα,β(N)−1)−α
{
h(W k,Nn , ν
N
n ) + ξ(W
k,N
n , ν
N
n , Xn, Yn)
}
12
+
[
2ηγNβ−1(n+ γα,β(N)−1)−α
]1/2
Zk,n , (11)
where η ≥ 0, β ∈ [0, 1], α ∈ [0, 1), γ > 0, (Xn, Yn)n∈N is a sequence of i.i.d. input/label
samples distributed according to pi and γα,β(N) = γ1/(1−α)N (β−1)/(1−α). Note that in the cas
η = 0, we obtain (3). In addition, (11) does not exactly correspond to the usual implementation of
mSGLD as introduced in [39]. Indeed, to recover this algorithm, we should replace [2ηγNβ−1(n+
γα,β(N)
−1)−α]1/2Zk,n by [2ηγNβ(n+ γα,β(N)−1)−α]1/2Zk,n in (11). The scheme presented in
(11) amounts to consider a temperature which scales as γNβ−1 with the number of particles. As
emphasized before, this scheme was also considered in [23].
We now present the continuous model associated with this discrete process in the limit γ → 0 or
N → +∞. For N ∈ N?, consider the particle system diffusion (W1:Nt )t≥0 = ({Wk,Nt }Nk=1)t≥0
starting from W1:N0 defined for any k ∈ {1, . . . , N} by
dWk,Nt = (t+ 1)
−α
{
h(Wk,Nt ,ν
N
t )dt+ γα,β(N)
1/2Σ1/2(Wk,Nt ,ν
N
t )dB
k
t +
√
2ηdB˜kt
}
,
(12)
where {(Bkt )t≥0 : k ∈ N?} and {(B˜kt )t≥0 : k ∈ N?} are two independent families of independent
p dimensional Brownian motions and νNt is the empirical probability distribution of the particles
defined for any t ≥ 0 by νNt = N−1
∑N
k=1 δWk,Nt
. Similarly to Section 2, (12) is the continuous
counterpart of (11). Let M ∈ N?. Similarly to (6), we consider the following particle system
diffusion (W1:Nt )t≥0 = ({Wk,Nt }Nk=1)t≥0 starting from W1:N0 defined for any k ∈ {1, . . . , N} by
dWk,Nt = (t+1)
−α
{
h(Wk,Nt ,ν
N
t )dt+ (γα,β(N)/M)
1/2Σ1/2(Wk,Nt ,ν
N
t )dB
k
t +
√
2ηdB˜kt
}
.
(13)
7.2 Mean field approximation and propagation of chaos for mSGLD
The following theorems are the extensions of Theorem 1 and Theorem 2 to (12) for any η ≥ 0. Note
that in the case η = 0, Theorem 7 boils down to Theorem 1 and Theorem 8 to Theorem 2.
We start by stating our results in the case β ∈ [0, 1). Consider the mean-field SDE starting from a
random variable W?0 given by
dW?t = (t+ 1)
−α
{
h(W?t ,λ
?
t )dt+
√
2ηB˜t
}
, with λ?t the distribution of W
?
t . (14)
Theorem 7. Assume A1. Let (Wk0)k∈N be a sequence of i.i.d. Rp-valued random variables with
distribution µ0 ∈P2(Rp) and set for any N ∈ N?, W1:N0 = {Wk0}Nk=1. Then, for any m ∈ N? and
T ≥ 0, there exists Cm,T ≥ 0 such that for any α ∈ [0, 1), β ∈ [0, 1), M ∈ N? and N ∈ N?
E
[
supt∈[0,T ] ‖W1:m,Nt −W1:m,?t ‖2
]
≤ Cm,T
{
N−(1−β)/(1−α)M−1 +N−1
}
,
with (W1:m,Nt ,W
1:m,?
t ) = {(Wk,Nt ,Wk,?t )}mk=1, (W1:Nt ) is the solution of (13) starting from
W1:N0 , and for any k ∈ {1, . . . , N}, Wk,?t is the solution of (14) starting from Wk0 and Brownian
motion (B˜kt )t≥0.
Proof. The proof is postponed to Section 9.4
Consider now the mean-field SDE starting from a random variable W?0 given by
dW?t = (t+ 1)
−α
{
h(W?t ,λ
?
t )dt+ (γ
1/(1−α)Σ(W?t ,λ
?
t )/M)
1/2dBt +
√
2ηdB˜t
}
, (15)
where λ?t is the distribution of W
?
t and (Bt)t≥0 and (B˜t)t≥0 are independent p dimensional Brown-
ian motions.
Theorem 8. Let β = 1. Assume A1. Let (Wk0)k∈N be a sequence of Rp-valued random variables
with distribution µ0 ∈ P2(Rp) and assume that for any N ∈ N?, W1:N0 = {Wk0}Nk=1. Then, for
any m ∈ N? and T ≥ 0, there exists Cm,T ≥ 0 such that for any α ∈ [0, 1), M ∈ N? and N ∈ N?
we have
E
[
supt∈[0,T ] ‖W1:m,Nt −W1:m,?t ‖2
]
≤ Cm,TN−1 ,
13
with (W1:m,Nt ,W
1:m,?
t ) = {(Wk,Nt ,Wk,?t )}mk=1, (W1:Nt ) is the solution of (13) starting from
W1:N0 , and for any k ∈ {1, . . . , N}, Wk,?t is the solution of (15) starting from Wk0 and Brownian
motions (Bkt )t≥0 and (B˜
k
t )t≥0.
Proof. The proof is postponed to Section 9.4
8 Technical results
In this section, we derive technical results needed to establish Theorem 1, Theorem 2, Theorem 7
and Theorem 8. In particular, we are interested in the regularity properties of the mean field h
and the diffusion matrix Σ under A1. We recall that in this setting, for any w ∈ Rp, µ ∈ P(Rp),
(x, y) ∈ X× Y, we have
h(w, µ) = h˜(w, µ)−∇V (w) ,
with h˜(w, µ) = −
∫
X×Y
∂1`
(∫
Rp
F (ζ, x) dµ(ζ), y
)
∇wF (w, x) dpi(x, y) ,
ξ(w, µ, x, y) = −h˜(w, µ)− ∂1`
(∫
Rp
F (ζ, x) dµ(ζ), y
)
∇wF (w, x) ,
Σ(w, µ) =
∫
X×Y
{ξξ>}(w, µ, x, y)dpi(x, y) , S(w, µ) = Σ1/2(w, µ) . (16)
Note that by A1-(a), we obtain the following estimate used in the proof of the results of this Section:
for any y, y ∈ R
|∂1`(y, y)| ≤ |∂1`(0, y)|+ Ψ(y) |y| ≤ 2Ψ(y) max(1, |y|) . (17)
In addition, note that under A1-(c), there exists K ≥ 0 such that for any w ∈ Rp∥∥∇2V (w)∥∥+ ∥∥D3V (w)∥∥ ≤ K , ‖∇V (w)‖ ≤ K(1 + ‖w‖) . (18)
Let G : Rp × X× Y → R given for any (x, y) ∈ X× Y and w ∈ Rp by
G(w, x, y) = {Φ4(x) + Ψ2(y)}F (w, x) . (19)
We now state our main regularity/boundedness proposition.
Proposition 9. Assume A1. Then, there exists L ≥ 0 such that the following hold.
(a) For any µ1, µ2 ∈P(Rp) and w1, w2 ∈ Rp we have
‖h(w1, µ1)− h(w2, µ2)‖
≤ L
{
‖w1 − w2‖+
(∫
X×Y
‖µ1[G(·, x, y)]− µ2[G(·, x, y)]‖2 dpi(x, y)
)1/2}
. (20)
In addition, we have for any µ ∈P(Rp) and w ∈ Rp, ‖h(w, µ)‖ ≤ L(1 + ‖w‖) and ‖h¯(w, µ)‖ ≤ L.
(b) For any µ1, µ2 ∈P(Rp), w1, w2 ∈ Rp and i, j ∈ {1, . . . , p} we have
|Si,j(w1, µ1)− Si,j(w2, µ2)|
≤ L
{
‖w1 − w2‖+
(∫
X×Y
‖µ1[G(·, x, y)]− µ2[G(·, x, y)]‖2 dpi(x, y)
)1/2}
. (21)
In addition, we have for any µ ∈P(Rp), w ∈ Rp and i, j ∈ {1, . . . , p}, |Si,j(w, µ)| ≤ L.
(c) For any µ ∈P(Rp) and w ∈ Rp, ∫
X×Y ‖ξ(w, µ, x, y)‖2 dpi(x, y) ≤ p2L2.
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Proof. (a) First, we show that (20) holds. Note that by the triangle inequality and (16), we only need
to consider h← h˜ and h← V . The case h← V is straightforward using (18). We now deal with the
first case. For any w1, w2 ∈ Rp and µ1, µ2 ∈P(Rp), consider the decomposition,
‖h˜(w1, µ1)− h˜(w2, µ2)‖ ≤ ‖h˜(w1, µ1)− h˜(w2, µ1)‖+ ‖h˜(w2, µ1)− h˜(w2, µ2)‖ .
In what follows, we bound separately the two terms in the right-hand side. Using A1-(a), A1-(b),
(16) and (17) we have for any w1, w2 ∈ Rp and µ1 ∈P(Rp)
‖h˜(w1, µ1)− h˜(w2, µ1)‖ ≤
∥∥∥∥∫
X×Y
∂1`(µ1[F (·, x)], y)∇wF (w1, x) dpi(x, y)
−
∫
X×Y
∂1`(µ1[F (·, x)], y)∇wF (w2, x) dpi(x, y)
∥∥∥∥
≤
∫
X×Y
|∂1`(µ1[F (·, x)], y)|Φ(x)dpi(x, y) ‖w1 − w2‖
≤
∫
X×Y
Ψ(y)Φ(x) (1 + |µ1[F (·, x)]|) dpi(x, y) ‖w1 − w2‖
≤ 2
∫
X×Y
Ψ(y)Φ2(x)dpi(x, y) ‖w1 − w2‖ . (22)
Using A1-(a), A1-(b), (16) and the Cauchy-Schwarz inequality, we also have for any w1 ∈ Rp and
µ1, µ2 ∈P(Rp)
‖h˜(µ1, w1)− h˜(µ2, w1)‖
≤
∥∥∥∥∫
X×Y
{∂1`(µ1[F (·, x)], y)∇wF (w1, x)− ∂1`(µ2[F (·, x)], y)∇wF (w1, x)} dpi(x, y)
∥∥∥∥
≤
∫
X×Y
|∂1`(µ1[F (·, x)], y)− ∂1`(µ2[F (·, x)], y)| ‖∇wF (w1, x)‖ dpi(x, y)
≤
∫
X×Y
Ψ(y) ‖µ1[F (·, x)]− µ2[F (·, x)]‖Φ(x)dpi(x, y)
≤
(∫
X×Y
Ψ2(y)Φ2(x)dpi(x, y)
)1/2(∫
X
‖µ1[F (·, x)]− µ2[F (·, x)]‖2 dpi(x)
)1/2
. (23)
Combining (19), (22), (23), the fact that for any a, b ≥ 0, 2ab ≤ a2 + b2 and A1-(d), we obtain that
there exists L1 ≥ 0 such that for any µ1, µ2 ∈P(Rp) and w1, w2 ∈ Rp we have
‖h˜(w1, µ1)− h˜(w2, µ2)‖
≤ L1
{
‖w1 − w2‖+
(∫
X×Y
‖µ1[G(·, x, y)]− µ2[G(·, x, y)]‖2 dpi(x, y)
)1/2}
.
In addition, using A1-(b) and (17), we have for any w ∈ Rp, µ ∈P(Rp), x ∈ X and y ∈ Y
|∂1`(µ[F (·, x)], y)| ‖∇wF (w, x)‖ ≤ Ψ(y)Φ(x)(1 + Φ(x)) ≤ 2Ψ(y)Φ2(x) . (24)
Therefore, combining this result and (16), we get that for any w ∈ Rp and µ ∈P(Rp)
‖h˜(w, µ)‖ ≤
∫
X×Y
2Ψ(y)Φ2(x)dpi(x, y) .
Using the fact that for any a, b ≥ 0, 2ab ≤ a2 + b2 and A1-(d), there exists L2 ≥ 0 such that for any
w ∈ Rp and µ ∈P(Rp),
‖h˜(w, µ)‖ ≤ L2 (25)
(b) Second, we first show that there exists L3 ≥ 0 such that for any µ ∈ P(Rp), w ∈ Rp and
i, j ∈ {1, . . . , p}, |Si,j(w, µ)| ≤ L. Let i, j ∈ {1, . . . , p}. We have for any w ∈ Rp and µ ∈P(Rp)
|Si,j(w, µ)| ≤ ‖S(w, µ)‖ ≤ Tr1/2 (Σ(w, µ)) . (26)
15
Similarly to (24), using (16), (25), the fact that for any a, b ≥ 0, (a + b)2 ≤ 2(a2 + b2) and the
Cauchy-Schwarz inequality, we get for any w ∈ Rp and µ ∈P(Rp)
Tr (Σ(w, µ)) ≤
∫
X×Y
‖ξ(w, µ, x, y)‖2 dpi(x, y) ≤ 2
∫
X×Y
{L22 + 2Ψ2(y)Φ4(x)}dpi(x, y) . (27)
Combining (26), (27) and A1-(d), there exists L3 ≥ 0 such that for any w ∈ Rp and µ ∈ P(Rp),
max1≤i,j≤p |Si,j(w, µ)| ≤ L3.
We now show that (21) holds. For any w1, w2 ∈ Rp, µ1, µ2 ∈ P(Rp) define ϕΣ : [0, 1] → Sp(R)
for any t ∈ [0, 1] by
ϕΣ(t) = Σ(tw1 + (1− t)w2, tµ1 + (1− t)µ2) . (28)
For ease of notation, the dependency of ϕΣ with respect tow1, w2 ∈ Rp and µ1, µ2 ∈P(Rp) is omit-
ted. In what follows, we show that for any w1, w2 ∈ Rp, µ1, µ2 ∈P(Rp), ϕΣ ∈ C2([0, 1] ,Sp(R))
and that there exists L4 ≥ 0 such that for any t ∈ [0, 1]
‖ϕ′′Σ(t)‖ ≤ L4
{
‖w1 − w2‖+
(∫
X×Y
‖µ1[G(·, x, y)]− µ2[G(·, x, y)]‖2 dpi(x, y)
)1/2}2
,
which will conclude the proof of (21) upon using a straightforward adaptation of [45, Lemma 3.2.3,
Theorem 5.2.3]. We conclude the proof of Proposition 9 upon letting L = max(L1, L2, L3, L4).
For any t ∈ [0, 1], let µt = µ1 + t(µ2 − µ1) ∈ P(Rp) and wt = w1 + t(w2 − w1) ∈ Rp and for
any (x, y) ∈ X× Y define
f(t, x, y) = ∂1`(µt[F (·, x)], y)∇wF (wt, x) ,
f˜(t, x, y) = ξ(wt, µt, x, y) =
∫
X×Y
f(t, x, y)dpi(x, y)− f(t, x, y) . (29)
The rest of the proof consists in showing that ϕΣ is twice differentiable with dominated derivatives
using the Lebesgue convergence theorem.
By (16), (24) and (25), we get that for any w1, w2 ∈ Rp, µ1, µ2 ∈ P(Rp), (x, y) ∈ X × Y and
t ∈ [0, 1]
‖f(t, x, y)‖ ≤ 2Ψ(y)Φ2(x) , ‖f˜(t, x, y)‖ ≤ L2 + 2Ψ(y)Φ2(x) . (30)
Using (29), A1-(a) and A1-(b), we have that for any (x, y) ∈ X× Y, f(·, x, y) ∈ C1([0, 1] ,Rp) and
for any w1, w2 ∈ Rp, µ1, µ2 ∈P(Rp), (x, y) ∈ X× Y and t ∈ [0, 1]
∂1f(t, x, y) = ∂
2
1`(µt[F (·, x)], y)∇wF (wt, x) (µ2[F (·, x)]− µ1[F (·, x)])
+ ∂1`(µt[F (·, x)], y)∇2wF (wt, x)(w2 − w1) . (31)
Using A1-(a), A1-(b), (19) and (17), we get that for any (x, y) ∈ X× Y and t ∈ [0, 1]
‖∂1f(t, x, y)‖ ≤ 3Ψ(y)Φ2(x) (‖w2 − w1‖+ ‖µ1[F (·, x)]− µ2[F (·, x)]‖) , (32)
Similarly, using (31), A1-(a) and A1-(b), we have that for any (x, y) ∈ X × Y, f(·, x, y) ∈
C2([0, 1] ,Rp) and for any w1, w2 ∈ Rp, µ1, µ2 ∈P(Rp), (x, y) ∈ X× Y and t ∈ [0, 1]
∂21 f(t, x, y) = ∂
3
1`(µt[F (·, x)], y)∇wF (wt, x) (µ2[F (·, x)]− µ1[F (·, x)])2
+ 2∂21`(µt[F (·, x)], y)∇2wF (wt, x)(w2 − w1) (µ2[F (·, x)]− µ1[F (·, x)])
+ ∂1`(µt[F (·, x)], y)D3wF (wt, x)(w2 − w1)⊗2 .
Using A1-(a), A1-(b) and (17) and that for any a, b ≥ 0, 2ab ≤ a2 + b2, we get that for any
(x, y) ∈ X× Y and t ∈ [0, 1]∥∥∂21 f(t, x, y)∥∥ ≤ 5Ψ(y)Φ2(x)(‖w2 − w1‖2 + ‖µ1[F (·, x)]− µ2[F (·, x)]‖2) . (33)
Combining (29), (32), (33), A1-(d) and the dominated convergence theorem, we get that for any
(x, y) ∈ X × Y, f˜(·, x, y) ∈ C2([0, 1] ,Rp). In addition, using (29), (30), (32), (33), the Cauchy-
Schwarz inequality and the fact that for any a, b ≥ 0, 2ab ≤ a2 + b2, there exists C ≥ 0, such that
for any w1, w2 ∈ Rp, µ1, µ2 ∈P(Rp), (x, y) ∈ X× Y and t ∈ [0, 1]
‖f˜(t, x, y)‖ ≤ C (Φ4(x) + Ψ2(y)) ,
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‖∂1 f˜(t, x, y)‖ ≤ C
(
Φ4(x) + Ψ2(y)
)
χ(w1, w2, µ1, µ2, x) ,
‖∂21 f˜(t, x, y)‖ ≤ C
(
Φ4(x) + Ψ2(y)
)
χ2(w1, w2, µ1, µ2, x) , (34)
where
χ(w1, w2, µ1, µ2, x) = ‖w1 − w2‖
+ ‖µ1[F (·, x)]− µ2[F (·, x)]‖+
(∫
X×Y
‖µ1[G(·, x˜, y˜)]− µ2[G(·, x˜, y˜)]‖2 dpi(x˜, y˜)
)1/2
.
Using (28) and (16), we have that for any w1, w2 ∈ Rp, µ1, µ2 ∈P(Rp), t ∈ [0, 1]
ϕΣ(t) =
∫
X×Y
f˜(t, x, y)˜f(t, x, y)>dpi(x, y) .
Combining this result, (34) and A1-(d) we get that for any w1, w2 ∈ Rp and µ1, µ2 ∈ P(Rp),
ϕΣ ∈ C2([0, 1] ,Sp(R)) and, using the Cauchy-Schwarz inequality, there exist C1, C2 ≥ 0 such that
for any w1, w2 ∈ Rp and µ1, µ2 ∈P(Rp), t ∈ [0, 1] and u ∈ Rp with ‖u‖ = 1, we have
〈u, ϕ′′Σ(t)u〉 =
∫
X×Y
∂21
(
〈u, f˜(t, x, y)〉2
)
dpi(x, y)
≤ 2
∫
X×Y
‖∂1 f˜(t, x, y)‖2dpi(x, y) + 2
∫
X×Y
‖∂21 f˜(t, x, y)‖‖f˜(t, x, y)‖dpi(x, y)
≤ C1
∫
X×Y
(
Φ8(x) + Ψ4(y)
)
χ2(w1, w2, x, y)dpi(x, y)
≤ C2
{
‖w1 − w2‖+
(∫
X
‖µ1[G(·, x, y)]− µ2[G(·, x, y)]‖2 dpi(x, y)
)1/2}2
,
Therefore, we get that for any w1, w2 ∈ Rp, µ1, µ2 ∈P(Rp), t ∈ [0, 1]
‖ϕ′′Σ(t)‖ = sup
u∈Rp,‖u‖=1
〈u, ϕ′′Σ(t)u〉
≤ C
{
‖w1 − w2‖+
(∫
X
‖µ1[G(·, x, y)]− µ2[G(·, x, y)]‖2 dpi(x, y)
)1/2}2
.
Combining this result and a straightforward adaptation of [45, Lemma 3.2.3, Theorem 5.2.3] we
obtain that for any w1, w2 ∈ Rp, µ1, µ2 ∈P(Rp)
|Si,j(w1, µ1)− Si,j(w2, µ2)| ≤ L4
{
‖w1 − w2‖+
(∫
X
‖µ1[G(·, x, y)]− µ2[G(·, x, y)]‖2 dpi(x, y)
)1/2}
,
with L4 =
√
2Cp.
(c) Using (16), we have for any w ∈ Rp and µ ∈P(Rp)∫
X×Y
‖ξ(w, µ, x, y)‖2 dpi(x, y) =
∫
X×Y
Tr
(
ξξ>(w, µ, x, y)
)
dpi(x, y) =
p∑
i,j=1
|Si,j(w, µ)|2 ≤ p2L2 .
9 Quantitative propagation of chaos
9.1 Existence of strong solutions to the particle SDE
In this section, for two functions A,B :
⋃
N∈N?
{{1, . . . , N} × R+ × (Rp)2 × (P2(Rp))2}→ R,
the notation AN (k, t, w1, w2, µ1, µ2) . BN (k, t, w1, w2, µ1, µ2) stands for the statement that there
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exists C ≥ 0 such that for any N ∈ N?, k ∈ {1, . . . , N}, t ∈ R+, w1, w2 ∈ Rp, µ1, µ2 ∈P2(Rp),
AN (k, t, w1, w2, µ1, µ2) ≤ CBN (k, t, w1, w2, µ1, µ2), where AN and BN are the restrictions of A
and B to {1, . . . , N} × R+ × (Rp)2 × (P2(Rp))2.
We consider for N ∈ N?, p dimensional particle system (W1:Nt )t≥0 associated with the SDE: for
any k ∈ {1, . . . , N}
dWk,Nt = bN (t,W
k,N
t ,ν
N
t )dt+ σN (t,W
k,N
t ,ν
N
t )dB
k
t , ν
N
t = (1/N)
N∑
k=1
δWk,Nt
, (35)
where (Bkt )k∈N? are independent r-dimensional Brownian motions and where (bN )N∈N? and
(σN )N∈N? are family of measurable functions such that for anyN ∈ N?, bN : R+×Rp×P2(Rp)→
Rp and σN : R+ × Rp ×P2(Rp) → Rp×r. We make the following assumption ensuring the ex-
istence and uniqueness of solutions of (35) for any N ∈ N?. Consider in the sequel a measurable
space (Z,Z) and a probability measure piZ on this space.
B1. There exist a measurable function g : Rp × Z → R, M1 ≥ 0 and µ0 ∈ P2(Rp) such that for
any N ∈ N?, the following hold.
(a) For any w1, w2 ∈ Rp and z ∈ Z we have
‖g(w1, z)− g(w2, z)‖ ≤ ζ(z) ‖w1 − w2‖ , ‖g(w1, z)‖ ≤ ζ(z) , with
∫
Z
ζ2(z)dpiZ(z) < +∞ .
(b) bN ∈ C(R+ × Rp ×P2(Rp),Rp) and σN ∈ C(R+ × Rp ×P2(Rp),Rp×r).
(c) For any w1, w2 ∈ Rp and µ1, µ2 ∈P2(Rp)
supt≥0{‖bN (t, w1, µ1)− bN (t, w2, µ2)‖+ ‖σN (t, w1, µ1)− σN (t, w2, µ2)‖}
≤ M1
{
‖w1 − w2‖+
(∫
Z
|µ1[g(·, z)]− µ2[g(·, z)]|2 dpiZ(z)
)1/2}
,
supt≥0 {‖bN (t, 0, µ0)‖+ ‖σN (t, 0, µ0)‖} ≤ M1 .
B2. There exist M2 ≥ 0, κ > 0, b ∈ C(R+ × Rp × P2(Rp),Rp) and σ ∈ C(R+ × Rp ×
P2(Rp),Rp×r) such that
sup
t≥0,w∈Rp,µ∈P2(Rp)
{‖bN (t, w, µ)− b(t, w, µ)‖+ ‖σN (t, w, µ)− σ(t, w, µ)‖} ≤ M2N−κ .
Note that under B1, we have the following estimate which will be used in our next result,
‖bN (t, w, µ)‖+ ‖σN (t, w, µ)‖ .
[
1 + ‖w‖+
(∫
Rp
(1 + ‖w˜‖2)dµ(w˜)
)1/2]
, (36)
sup
t≥0
{‖bN (t, w1, µ1)− bN (t, w2, µ2)‖+ ‖σN (t, w1, µ1)− σN (t, w2, µ2)‖}
. ‖w1 − w2‖+W2(µ1, µ2) .
Theorem 10. Assume B1. Then for any N ∈ N?, (35) admits a unique strong solution. If in addition,
there exists m ≥ 1 such that supN∈N? supk∈{1,...,N} E[‖Wk,N0 ‖2m] < +∞, then for any T ≥ 0,
there exists C ≥ 0 such that
sup
N∈N?
sup
k∈{1,...,N}
E
[
sup
t∈[0,T ]
∥∥∥Wk,Nt ∥∥∥2m
]
≤ C .
Proof. First, we show that for any N ∈ N?, (35) admits a unique strong solution. Let b˜N : R+ ×
(Rp)N → (Rp)N and σ˜N : R+ × (Rp)N → (Rp×r)N given, setting νN,w = (1/N)
∑N
j=1 δwj,N
for any t ≥ 0 and w1:N ∈ (Rp)N , by
b˜N (t, w
1:N ) =
(
bN
(
t, wk,N , νN,w
))
k∈{1,...,N} , σ˜N (t, w
1:N ) =
(
σN
(
t, wk,N , νN,w
))
k∈{1,...,N} .
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Letw1:N1 , w
1:N
2 ∈ (Rp)N . Using B1, Proposition 6 and that for any a, b ≥ 0, (a+b)1/2 ≤ a1/2+b1/2,
we have
‖bN (t, wk,N1 , νN,w1)− bN (t, wk,N2 , νN,w2)‖ . ‖wk,N1 − wk,N2 ‖+W2(νN,w1 , νN,w2)
. ‖wk,N1 − wk,N2 ‖+ (N−1
∑N
j=1 ‖wj,N1 − wj,N2 ‖2)1/2 . ‖w1:N − w1:N2 ‖ .
Similarly, we have ‖σN (t, wk,N1 , νN,w1) − σN (t, wk,N2 , νN,w2)‖ . ‖w1:N − w1:N2 ‖. Therefore,
we obtain that for any N ∈ N?, b˜N and σ˜N are Lipschitz-continuous and using [46, Theorem
2.9], we get that there exists a unique strong solution to (35). Let m ≥ 1 and assume that
supN∈N? supk∈{1,...,N} E[‖Wk,N0 ‖2m] < +∞, we now show that for any T ≥ 0, there exists
C ≥ 0 such that
sup
t∈[0,T ]
sup
N∈N?
sup
k∈{1,...,N}
E
[∥∥∥Wk,Nt ∥∥∥2m] ≤ C .
Let Vm : Rp → R+ given for any w ∈ Rp by Vm(w) = 1 + ‖w‖2m. For any w ∈ Rp we have
‖∇Vm(w)‖ = 2m ‖w‖2m−1 ,
∥∥∇2Vm(w)∥∥ ≤ 2m(2m− 1) ‖w‖2m−2 .
Combining this result with (36), the Cauchy-Schwarz inequality and the fact that for any a, b ≥ 0
and n1, n2 ∈ N, an1bn2 ≤ an1+n2 + bn1+n2 , we get that
|〈∇Vm(w), bN (t, w, µ)〉|+
∣∣〈∇2Vm(w),σNσ>N (t, w, µ)〉∣∣
.
[
1 + ‖w‖+
(∫
Rp
(1 + ‖w˜‖2)dµ(w˜)
)1/2]
‖∇Vm(w)‖
+
[
1 + ‖w‖+
(∫
Rp
(1 + ‖w˜‖2)dµ(w˜)
)1/2]2 ∥∥∇2Vm(w)∥∥
.
[
1 + ‖w‖+
(∫
Rp
(1 + ‖w˜‖2)dµ(w˜)
)1/2]
‖w‖2m−1
+
[
1 + ‖w‖2 +
∫
Rp
(1 + ‖w˜‖2)dµ(w˜)
]
‖w‖2m−2
. 1 + ‖w‖2m +
(∫
Rp
(1 + ‖w˜‖2)dµ(w˜)
)m
. 1 + ‖w‖2m +
∫
Rp
(1 + ‖w˜‖2m)dµ(w˜) .
(37)
Now let τNn = inf{t ≥ 0 : ‖Wk,Nt ‖ ≥ n for some k ∈ {1, . . . , N}}. Using Itô’s lemma, (37) and
(35), we have
E
[
Vm(W
k,N
t∧τNn )
]
= E
[
Vm(W
k,N
0∧τNn )
]
+ E
[∫ t∧τNn
0
〈∇Vm(Wk,Ns ), bN (s,Wk,Ns ,νNs )〉 ds
]
+ (1/2)E
[∫ t∧τNn
0
〈∇2Vm(Wk,Ns ),σNσ>N (s,Wk,Ns ,νNs )〉 ds
]
. E
[
Vm(W
k,N
0∧τNn )
]
+ E
∫ t∧τNn
0
Vm(Wk,Ns ) + (1/N)
N∑
j=1
Vm(W
j,N
s )
 ds

Using Fatou’s lemma, since almost surely τNn → +∞ as n→ +∞, we get that
E
Vm(Wk,Nt ) + (1/N) N∑
j=1
Vm(W
j,N
t )

. E
Vm(Wk,N0 ) + (1/N) N∑
j=1
Vm(W
j,N
0 )
+∫ t
0
E
Vm(Wk,Ns ) + (1/N) N∑
j=1
Vm(W
j,N
s )
ds .
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Using Grönwall’s lemma, we get that for any T ≥ 0, there exists C ≥ 0 such that
sup
t∈[0,T ]
sup
N∈N?
sup
k∈{1,...,N}
E
[∥∥∥Wk,Nt ∥∥∥2m] ≤ C .
We now show that there exists C ≥ 0 such that
sup
N∈N?
sup
k∈{1,...,N}
E
[
sup
t∈[0,T ]
∥∥∥Wk,Nt ∥∥∥2m
]
≤ C .
Using Jensen’s inequality, Burkholder-Davis-Gundy’s inequality [47, IV.42], (36) and the fact that
for any (aj)j∈{1,...,M} and r ≥ 1 such that aj ≥ 0, (
∑M
j=1 aj)
r ≤ Mr−1∑Mj=1 arj we get for any
m ∈ N?
E
[
sup
t∈[0,T ]
∥∥∥Wk,Nt ∥∥∥2m
]
. E
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
bN (s,W
k,N
s ,ν
N
s )ds
∥∥∥∥2m
]
+ E
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
σ
1/2
N (s,W
k,N
s ,ν
N
s )dBs
∥∥∥∥2m
]
. E
[∫ T
0
∥∥bN (s,Wk,Ns ,νNs )∥∥2m ds
]
+ E
[(∫ T
0
Tr(σNσ
>
N (s,W
k,N
s ,ν
N
s ))ds
)m]
.
∫ T
0
{
E
[∥∥bN (s,Wk,Ns ,νNs )∥∥2m]+ E [∥∥σN (s,Wk,Ns ,νNs )∥∥2m]} ds
.
∫ T
0
{
1 + E
[∥∥Wk,Ns ∥∥2m]+ E [∫
Rp
(1 + ‖w˜‖2m)dνNs (w˜)
]}
ds
.
∫ T
0
1 + E [∥∥Wk,Ns ∥∥2m]+ (1/N)
N∑
j=1
E
[∥∥Wj,Ns ∥∥2m]
ds
. 1 + sup
N∈N?
sup
j∈{1,...,N}
sup
t∈[0,T ]
E
[∥∥Wj,Ns ∥∥2m] ,
which concludes the proof.
9.2 Existence of solutions to the mean-field SDE
The following result is based on [33, Theorem 1.1] showing, under B1 and B2, the existence of strong
solutions and pathwise uniqueness for non-homogeneous McKean-Vlasov SDE with non-constant
covariance matrix:
dW?t = b(t,W
?
t ,λ
?
t )dt+ σ(t,W
?
t ,λ
?
t )dBt , (38)
where b and σ are given in B2 and where for any t ≥ 0, W?t has distribution λ?t ∈P2(Rp), (Bt)t≥0
is a r dimensional Brownian motion and W?0 has distribution µ0 ∈P2(Rp).
Proposition 11. Assume B1 and B2. Let µ0 ∈ P2(Rp). Then, there exists a (Ft)t≥0-adapted
continuous process (W?t )t≥0 which is the unique strong solution of (38) satisfying for any T ≥ 0,
supt∈[0,T ] E[‖W?t ‖2] < +∞.
Proof. Let δ ≥ 0 and µ0 ∈ P2(Rp). Note that we only need to show that (38) admits a strong
solution up to δ > 0. First, using [46, Theorem 2.9], note that for any (µt)t∈[0,δ] ∈ C p2,δ the SDE,
dWµt = b(t,W
µ
t ,µt)dt+ σ(t,W
µ
t ,µt)dBt ,
admits a unique strong solution, since for any t ∈ [0, δ] and w1, w2 ∈ Rp
‖b(t, w1,µt)− b(t, w2,µt)‖+ ‖σ(t, w1,µt)− σ(t, w2,µt)‖ ≤ M1 ‖w1 − w2‖ . (39)
In addition, supt∈[0,δ] E[‖Wµt ‖2] < +∞.
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In the rest of the proof, the strategy is to adapt the well-known Cauchy-Lipschitz approach using the
Picard fixed point theorem. More precisely, we define below for δ > 0 small enough, a contractive
mapping Φδ : C
p
2,δ → C p2,δ such that the unique fixed point (λ?t )t∈[0,δ] is a weak solution of (38).
Considering (Wλ
?
t )t∈[0,δ], we obtain the unique strong solution of (38) on [0, δ].
Let δ > 0. Denote (λµt )t∈[0,δ] ∈P2(Rp)[0,δ] such that for any t ∈ [0, δ], λµt is the distribution of
Wµt with initial condition W
?
0 with distribution λ
µ
0 = µ0. In addition, using (10), (36), (39), B1, B2,
the Cauchy-Schwarz inequality, the Itô isometry and the fact that for any a, b ≥ 0, 2ab ≤ a2 + b2,
there exists C ≥ 0 such that for any t, s ∈ [0, δ] with t ≥ s,
W2(λ
µ
t ,λ
µ
s )
2 ≤ E
[
‖Wµt −Wµs ‖2
]
≤ 2E
[∥∥∥∥∫ t
s
b(u,Wµu ,µu)du
∥∥∥∥2
]
+ 2E
[∥∥∥∥∫ t
s
σ(u,Wµu ,µu)dBu
∥∥∥∥2
]
≤ 2(t− s)
∫ t
s
E
[
‖b(u,Wµu ,µu)‖2
]
du+ 2
∫ t
s
E
[
Tr(σσ>(u,Wµu ,µu))
]
du
≤ 4(t− s)
∫ t
s
{
‖b(u, 0,µu)‖2 + M21E
[
‖Wµu ‖2
]}
du
+ 4
∫ t
s
{
‖σ(u, 0,µu)‖2 + M21E
[
‖Wµu ‖2
]}
du
≤ 4(1 + δ)(t− s)
[
M21 sup
t∈[0,δ]
E[‖Wµt ‖2] + sup
t∈[0,δ]
{
‖b(t, 0,µt)‖2 + ‖σ(t, 0,µt)‖2
}]
≤ C(t− s){1 + sup
t∈[0,δ]
E[‖Wµt ‖2]} .
Therefore, (λµt )t∈[0,δ] ∈ C p2,δ. Let Φδ : C p2,δ → C p2,δ given for any (µt)t∈[0,δ] ∈ C p2,δ by
Φδ((µt)t∈[0,δ]) = (λ
µ
t )t∈[0,δ]. Let (µ1,t)t∈[0,δ], (µ2,t)t∈[0,δ] ∈ C p2,δ, using (10), (39), B1, B2,
the Cauchy-Schwarz inequality, the Itô isometry, the fact that for any a, b ≥ 0, 2ab ≤ a2 + b2 and
Grönwall’s inequality we have for any t ∈ [0, δ]
E
[
‖Wµ1t −Wµ2t ‖2
]
≤ 2E
[∥∥∥∥∫ t
0
{b(s,Wµ1s ,µ1,s)− b(s,Wµ2s ,µ2,s)}ds
∥∥∥∥2
]
+ 2E
[∥∥∥∥∫ t
0
{σ(s,Wµ1s ,µ1,s)− σ(s,Wµ2s ,µ2,s)}dBs
∥∥∥∥2
]
≤ 2δ
∫ t
0
E
[
‖b(s,Wµ1s ,µ1,s)− b(s,Wµ2s ,µ2,s)‖2
]
ds
+ 2
∫ t
0
E
[
‖σ(s,Wµ1s ,µ1,s)− σ(s,Wµ2s ,µ2,s)‖2
]
ds
≤ 4M21(1 + δ)
∫ t
0
{
E
[
‖Wµ1s −Wµ2s ‖2
]
+
∫
Z
ζ2(z)dpiZ(z)W 22 (µ1,s,µ2,s)
}
ds
≤ 4M21δ(1 + δ)
∫
Z
ζ2(z)dpiZ(z)W 22,δ(µ1,µ2) + 4M
2
1(1 + δ)
∫ t
0
E
[
‖Wµ1s −Wµ2s ‖2
]
ds
≤ 4M21δ(1 + δ) exp
[
4M21(1 + δ)δ
∫
Z
ζ2(z)dpiZ(z)
]
W 22,δ(µ1,µ2) .
Using this result, we obtain that for any (µ1,t)t∈[0,δ], (µ2,t)t∈[0,δ] ∈ C([0, δ] ,P2(Rp)),
W 22,δ(Φδ(µ1),Φδ(µ2)) ≤ sup
t∈[0,δ]
E
[
‖Wµ1t −Wµ2t ‖2
]
≤ 4M21δ(1 + δ) exp
[
4M21(1 + δ)δ
∫
Z
ζ2(z)dpiZ(z)
]
W 22,δ(µ1,µ2) .
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Hence, for δ > 0 small enough, Φδ is contractive and since C([0, δ] ,P2(Rp)) is a complete
metric space, we get, using Picard fixed point theorem, that there exists a unique (λ?t )t∈[0,δ] ∈
C([0, δ] ,P2(Rp)) such that, Φδ(λ?) = λ?. For this λ?, we have that (Wλ
?
t )t∈[0,δ] is a strong
solution to (38). We have shown that (38) admits a strong solution for any initial condition µ0 ∈
P2(Rp).
We now show that pathwise uniqueness holds for (38). Let (W1t )t∈[0,δ] and (W
2
t )t∈[0,δ] be two strong
solutions of (38) such that W10 = W
2
0 = w0 ∈ Rp. Let, (µ1,t)t∈[0,δ] and (µ2,t)t∈[0,δ] such that for
any t ∈ [0, δ], µ1,t is the distribution of W1t and µ2,t the one of W2t . Since Φδ admits a unique fixed
point, we get that µ1 = µ2. Hence, (W1t )t∈[0,δ] and (W
2
t )t∈[0,δ] are strong solutions of (39) with
µ← µ1 = µ2 and since pathwise uniqueness holds for (39), we get that (W1t )t∈[0,δ] = (W1t )t∈[0,δ].
9.3 Main result
Theorem 12. Assume B1 and B2. For any N ∈ N?, let (W1:Nt )t≥0 be a strong solution of
(35) and for any N ∈ N? and k ∈ {1, . . . , N}, let (Wk,?t )t≥0 be a strong solution of (38) with
Brownian motion (Bkt )t≥0. Assume that there exists µ0 ∈ P2(Rp) such that for any N ∈ N?,
W1:N0 = W
?,1:N
0 has distribution µ
⊗N
0 . Then for any T ≥ 0, N ∈ N? and k ∈ {1, . . . , N}
E
[
sup
t∈[0,T ]
∥∥∥Wk,Nt −Wk,?t ∥∥∥2
]
≤ 32(1 + T )2
(
1 +
∫
Z
ζ2(z)dpiZ(z)
)(
M22N
−2κ + M21N
−1)
× exp
[
16(1 + T )2
(
1 +
∫
Z
ζ2(z)dpiZ(z)
)
M21
]
.
Proof. Let T ≥ 0. For any N ∈ N?, t ≥ 0, let ν?,Nt = (1/N)
∑N
j=1 δW?,js . Using B1, B2, Itô’s
isometry, Doob’s inequality, Jensen’s inequality and the fact that for any a, b ≥ 0, (a + b)2 ≤
2(a2 + b2), we have for any N ∈ N? and k ∈ {1, . . . , N}
E
[
sup
t∈[0,T ]
∥∥∥Wk,Nt −Wk,?t ∥∥∥2
]
≤ 2E
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
(
bN (s,W
k,N
s ,ν
N
s )− b(s,Wk,?s ,λ?s)
)
ds
∥∥∥∥2
]
+ 2E
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
(
σN (s,W
k,N
s ,ν
N
s )− σ(s,Wk,?s ,λ?s)
)
dBk,Ns
∥∥∥∥2
]
≤ 2T
∫ T
0
E
[∥∥bN (s,Wk,Ns ,νNs )− b(s,Wk,?s ,λ?s)∥∥2] ds
+ 2E
∥∥∥∥∥
∫ T
0
(
σN (s,W
k,N
s ,ν
N
s )− σ(s,Wk,?s ,λ?s)
)
dBk,Ns
∥∥∥∥∥
2

≤ 2(1 + T )
∫ T
0
{
E
[∥∥bN (s,Wk,Ns ,νNs )− b(s,Wk,?s ,λ?s)∥∥2]
+E
[∥∥σN (s,Wk,Ns ,νNs )− σ(s,Wk,?s ,λ?s)∥∥2]} ds
≤ 8M22(1 + T )2N−2κ + 4(1 + T )
∫ T
0
{
E
[∥∥b(s,Wk,Ns ,νNs )− b(s,Wk,?s ,λ?s)∥∥2]
+E
[∥∥σ(s,Wk,Ns ,νNs )− σ(s,Wk,?s ,λ?s)∥∥2]} ds
≤ 8M22(1 + T )2N−2κ + 8M21(1 + T )
×
∫ T
0
{∫
Z
E
[∥∥νNs [g(·, z)]− λ?s[g(·, z)]∥∥2] dpiZ(z) + E [∥∥Wk,Ns −Wk,?s ∥∥2]}ds
≤ 8M22(1 + T )2N−2κ + 16M21(1 + T )
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×
∫ T
0
{∫
Z
(
E
[∥∥νNs [g(·, z)]− ν?,Ns [g(·, z)]∥∥2]+ E [∥∥ν?,Ns [g(·, z)]− λ?s[g(·, z)]∥∥2]) dpiZ(z)
+E
[∥∥Wk,Ns −Wk,?s ∥∥2]} ds .
Then using the Cauchy-Schwarz’s inequality, the fact that {(Wk,Nt )t≥0}Nk=1 are exchangeable, i.e.
for any permutation τ : {1, . . . , N} → {1, . . . , N}, {(Wk,Nt )t≥0}Nk=1 has the same distribution as
{(Wτ(k),Nt )t≥0}Nk=1 and {(Wk,?t )t≥0}Nk=1 are independent we have
E
[
sup
t∈[0,T ]
∥∥∥Wk,Nt −Wk,?t ∥∥∥2
]
≤ 8M22(1 + T )2N−2κ + 16M21(1 + T )
×
∫ T
0
 1N
∫
Z
ζ2(z)dpiZ(z)
N∑
j=1
E
[∥∥Wj,Ns −Wj,?s ∥∥2]+ E [∥∥Wk,Ns −Wk,?s ∥∥2]
+
∫
Z
E
[∥∥∥∥ 1N ∑Nj=1 g(Wj,?s , z)− ∫Rp g(w¯, z)dλ?s(w¯)
∥∥∥∥2
]
dpiZ(z)
}
ds
≤ 8M22(1 + T )2N−2κ + 16M21(1 + T )
(
1 +
∫
Z
ζ2(z)dpiZ(z)
)∫ T
0
E
[∥∥Wk,Ns −Wk,?s ∥∥2] ds
+ 16M21(1 + T )N
−1
∫ T
0
∫
Z
E
[∥∥g(Wk,?s , z)− ∫Rp g(w¯, z)dλ?s(w¯)∥∥2]dpiZ(z)ds
≤ 8M22(1 + T )2N−2κ + 16M21(1 + T )
(
1 +
∫
Z
ζ2(z)dpiZ(z)
)∫ T
0
E
[∥∥Wk,Ns −Wk,?s ∥∥2] ds
+ 32M21(1 + T )
2N−1
(
1 +
∫
Z
ζ2(z)dpiZ(z)
)
.
We conclude the proof upon combining this result and Grönwall’s inequality.
9.4 Proofs of the main results
In this section we prove Theorem 1, Theorem 2, Theorem 7, Theorem 8. Note that we only need to
show Theorem 7 and Theorem 8, since in the case η = 0, Theorem 7 boils down to Theorem 1 and
Theorem 8 to Theorem 2.
Proof of Theorem 7. Define for any N ∈ N?, w ∈ Rp, µ ∈P2(Rp) and t ≥ 0
bN (t, w, µ) = (t+ 1)
−αh(w, µ) ,σN (t, w, µ) = (t+ 1)−α((γα,β(N)/M)1/2Σ1/2(w, µ),
√
2 Id) ,
b(t, w, µ) = (t+ 1)−αh(w, µ) , σ(t, w, µ) = (t+ 1)−α(0,
√
2 Id) ,
with h and Σ given in (16). Using Proposition 9, we get that B1 holds with M1 ← L and γα,β(N) =
γ1/(1−α)N (β−1)/(1−α). In addition, using Proposition 9, B2 holds with M2 ← (γ1−α/M)1/2pL and
2κ = (1− β)/(1− α). We conclude using Theorem 12.
Proof of Theorem 8. Define for any N ∈ N?, w ∈ Rp, µ ∈P2(Rp) and t ≥ 0
bN (t, w, µ) = (t+ 1)
−αh(w, µ) , σN (t, w, µ) = (t+ 1)−α((γ1/(1−α)/M)1/2Σ1/2(w, µ),
√
2 Id) ,
with h and Σ given in (16). Using Proposition 9, we get that B1 holds with M1 ← L. In addition, B2
holds with b = bN , σ = σN , M2 ← 0 and κ = 0. We conclude using Theorem 12.
Proof of Proposition 4. We consider only the case β = 1, the proof for β ∈ [0, 1) following the same
lines. Let M ∈ N?. We have for any N ∈ N? using Proposition 6,
W2(ΥN , δλ?)2 ≤ E
[
W2(νN ,λ?)2
]
≤ N−1
N∑
k=1
E
[
W2(δ(Wk,Nt )t≥0 ,λ
?)2
]
≤ N−1
N∑
k=1
E
[
m2((Wk,Nt )t≥0, (W
k,?
t )t≥0)
]
. (40)
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Let ε > 0 and n0 such that
∑+∞
n=n0+1
2−n ≤ ε. Combining (40), Theorem 1 and the Cauchy-Schwarz
inequality we get that for any N ∈ N?
W2(ΥN , δλ?)2 ≤ 2ε2 + 2n0
N
N∑
k=1
n0∑
n=1
E
[
sup
t∈[0,n]
‖Wk,Nt −Wk,?t ‖2
]
≤ 2ε2 + 2n0N−1
n0∑
n=0
C1,n .
Therefore, for any ε > 0 there exists N0 ∈ N? such that for any N ∈ N? with N ≥ N0,
W2(ΥN , δλ?) ≤ ε, which concludes the proof.
10 Existence of invariant measure in the one-dimensional case
In this section we prove Proposition 5.
Proof of Proposition 5. Since V is η-strongly convex it admits a unique minimum at w0 ∈ R. Using
A1-(c), the fact that V is η-strongly convex and [48, Theorem 2.1.5, Theorem 2.1.7] there exists
M ≥ 0 such that for any w ∈ R we have
η(w − w0)2/2 ≤ V (w)− V (w0) ≤ M(w − w0)2/2 . (41)
In addition, using Proposition 9, we have for any µ ∈P2(R) and w ∈ R,
σ¯2 ≤ Σ(w, µ) ≤ L2 . (42)
Recall that for any µ ∈P2(R) and w ∈ R, h(w, µ) = h¯(w, µ) + V ′(w), with h¯ given in (16). Note
that for any w ∈ [w0,+∞), V ′(w) ≥ 0 and for any w ∈ (−∞, w0], V ′(w) ≤ 0. Combining this
result, Proposition 9, (41) and (42), there exists m1 > 0 and c1 ∈ R such that for any µ ∈P2(R) and
w ∈ R, we have distinguishing the case w ≤ w0 and w > w0,∫ w
0
{h/Σ}(w˜, µ)dw ≥ −σ¯−2L2 |w|+
∫ w
0
V ′(w˜)/Σ(w˜, µ)dw˜
≥ −σ¯−2L2 |w| − σ¯−2 sup
w˜∈[0,w0]
|V ′(w˜)| |w0|+
∫ w
w0
V ′(w˜)/Σ(w˜, µ)dw˜
≥ −σ¯−2L2 |w| − σ¯−2 sup
w˜∈[0,w0]
|V ′(w˜)| |w0|+ (V (w)− V (w0))L−2 ≥ m1w2 + c1 . (43)
Therefore, we obtain that for any µ ∈P2(R),
∫
R exp[
∫ w
0
h(w˜, µ)/Σ(w˜, µ)dw˜]dw < +∞. Define
H : P2(R)→P2(R) such that for any µ ∈P2(R), H(µ) is the probability measure with density
ρµ given for any w ∈ R by
ρµ(w) ∝ Σ¯−1(w, µ) exp
[
−2
∫ w
0
h(w˜, µ)/Σ¯(w˜, µ)dw˜
]
,
where Σ¯(w, µ) = γ1/(1−α)Σ(w, µ)/M . Similarly to (43), there exist m2 > 0 and c2 ∈ R such that
for any µ ∈P2(R) and w ∈ R∫ w
0
h(w˜, µ)/Σ(w˜, µ)dw˜ ≤ m2w2 + c2 . (44)
Combining (42), (43) and (44), there exists m > 0 and c ∈ R such that for any µ ∈P2(R) andw ∈ R,
ρµ(w) ≤ ce−mw2 . Using this result, we get that supµ∈P2(R)
∫
R w
4ρµ(w)dw < +∞. Therefore,
using [49, Theorem 2.7] we obtain that H(P2(R)) is relatively compact in (P2(R),W2).
We now show that H ∈ C(P2(R),P2(R)). Let µ ∈ P2(R) and (µn)n∈N ∈ P2(R)N such
that limn→+∞ µn = µ. Using Proposition 9 and the Lebesgue dominated convergence theorem
we obtain that for any w ∈ R, limn→+∞ ρµn(w) = ρµ(w). Using Scheffé’s lemma we get that
limn→+∞
∫
R |ρµn(w)− ρµ(w)|dw = 0. Hence, (H(µn))n∈N weakly converges towards H(µ).
Let (H(µnk))k∈N be a converging sequence in (P2(R),W2). Therefore, (H(µnk))k∈N also weakly
converges and we obtain that limk→+∞W2(H(µnk), H(µ)) = 0. Since {H(µn) : n ∈ N} is
relatively compact and admits a unique limit point we obtain that limn→+∞W2(H(µn), H(µ)) = 0.
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Hence H ∈ C(P2(R),P2(R)). Therefore, since H ∈ C(P2(R),P2(R)) and H(P2(R)) is
relatively compact inP2(R) Schauder’s theorem [50, Appendix] implies that H admits a fixed point.
Let µ ∈P2(R) be a fixed point of H . We now show that µ is an invariant probability distribution
for (8). Let (Wµt )t≥0 such that W
µ
0 has distribution µ and strong solution to the following SDE
dWµt = h(t, µ)dt+ γ
1/(1−α)Σ(Wµt , µ)dBt . (45)
An invariant distribution for (45) is given by H(µ), see [51]. Hence, since µ = H(µ), for any
t ≥ 0, Wµt has distribution µ and (Wµt )t≥0 is a strong solution to (8). Therefore, µ is an invariant
probability measure for (8) which concludes the proof.
11 Links with gradient flow approach
Case β ∈ [0, 1) We now focus on the mean-field distribution λ?. Note that the trajectories of
(Wk,?t )t≥0 for any k ∈ N? are deterministic conditionally to Wk,?0 . Using Itô’s formula, we obtain
that for any function f ∈ C2(Rp) with compact support and t ≥ 0∫
Rp
f(w˜)dλ?t (w˜) =
∫
Rp
f(w˜)dµ0(w˜) +
∫ t
0
∫
Rp
(s+ 1)−α〈h(w˜,λ?s),∇f(w˜)〉dλ?s(w˜) . (46)
Therefore, if for any t ≥ 0, λ?t admits a density ρ?t such that (ρ?t )t≥0 ∈ C1(R+ × Rp,R) we obtain
that (ρt)t≥0 satisfies the following evolution equation for any t > 0 and w ∈ Rp
∂tρ
?
t (w) = −(t+ 1)−αdiv(h¯(·,ρ?t )ρ?t )(w) ,
with for any w ∈ Rp and µ ∈ P(Rp) with density ρ, h(w, µ) = h¯(w, ρ). In the case α = 0,
it is well-known, see [22, 23, 28], that (ρ?t )t≥0 is a Wasserstein gradient flow for the functional
R? : Pc2(Rp)→ R given for any ρ ∈Pc2(Rp)
R?(ρ) =
∫
X×Y
`
(∫
Rp
F (w˜, x)ρ(w˜)dw˜, y
)
dpi(x, y) , (47)
wherePc2(Rp) is the set of probability density satisfying
∫
Rp ‖w˜‖2ρ(w˜)dw˜ < +∞.
Case β = 1 Focusing on (λ?t )t≥0, we no longer obtain that (λ?t )t≥0 is a gradient flow for (47).
Indeed, using Itô’s formula, we have the following evolution equation for any f ∈ C2c(Rp) and t ≥ 0∫
Rp
f(w˜)dλ?t (w˜) =
∫
Rp
f(w˜)dµ0(w˜) +
∫ t
0
∫
Rp
(s+ 1)−α〈h(w˜,λ?s),∇f(w˜)〉dλ?s(w˜)
+
∫ t
0
∫
Rp
(s+ 1)−α Tr(Σ(w˜,λ?s)∇2f(w˜))dw˜ . (48)
We higlight that the additional term in (48) from (46) corresponds to some entropic regularization
of the risk R?. Indeed, if for any w ∈ Rp and µ ∈ P(Rp), Σ = β Id then, in the case α = 0, we
obtain that (ρ?t )t≥0 is a gradient flow for ρ 7→ U?(ρ) + βEnt(ρ), where Ent : K2 → R is given for
any ρ ∈ K2 by
Ent(ρ) = −
∫
Rp
ρ(x) log(ρ(x))dx .
This second regime emphasizes that large stepsizes act as an implicit regularization procedure for
SGD.
12 Additional Experiments
In this section we present additional experiments illustrating the convergence results of the empirical
measures. Contrary to the main document we illustrate our results with histograms of the weights of
the first and second layers of the network, with a large number of different values of the parameters
α, β and N .
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Setting. In order to perform the following experiments we implemented a two-layer fully connected
neural network on PyTorch. The input layer has the size of the input data, i.e., Ninput = 28 × 28
units in the case of the MNIST dataset [41] and Ninput = 32× 32× 3 in the case of the CIFAR-10
dataset [42]. We use a varying number of N units in the hidden layer and the output layer has 10
units corresponding to the 10 possible labels of the classification tasks. We use a ReLU activation
function and the cross-entropy loss.
The linear layers’ weights are initialized with PyTorch default initialization function which is a
uniform initialization between −1/N1/2input and 1/N1/2input. In all our experiments, if not specified, we
consider an initialization W1:N0 with distribution µ
⊗N
0 where µ0 is the uniform distribution on
[−0.04, 0.04].
In order to train the network we use SGD as described in Section 2 with an initial learning rate of
γNβ . In the case where α > 0 we decrease this stepsize at each iteration to have a learning rate of
γNβ(n+ γα,β(N)
−1)−α. All experiments on the MNIST dataset are run for a finite time horizon
T = 100 and the ones on the CIFAR-10 dataset are run for T = 10000. The average runtime of the
experiments for N = 50000 on the MNIST dataset is one day and the experiments on the CIFAR-10
dataset run during two days. The experiments were run on a cluster of 24 CPUs with 126Go of RAM.
All the histograms represented below correspond to the first coordinate of the weights’ vector.
Experiments. Figure 4 shows that the empirical distributions of the weights converge as the number
of hidden units N goes to infinity. Those figures illustrate also the fact that we obtain two different
limiting distributions one for β < 1 (represented on the 3 first figures) and one for β = 1 (on the last
figure). The results presented on Figure 5 illustrate the same fact, one the second layer. This means
that the results we stated in Section 3 are also true for the weights of the second layer, thanks to the
procedure described for example in [28].
On Figure 6 and Figure 7 we show the results of the exact same experiments but this time using
decreasing stepsizes and a parameter α = 0.25. Once again our experiments illustrate the convergence
of the empirical distributions to some limiting distribution, and we can also identify two regimes.
Note that the limiting distribution satisfying (46) or (48) (depending on the value of β), it depends on
the parameter α. Therefore the limiting distribution obtained in the case where α = 0.25 is different
from the one obtained when α = 0. This is particularly visible in the case where β = 1 (as shown in
green on Figure 6 and Figure 7).
We now study the role of the batch size M on the convergence toward the mean-field regime. Figure 8
illustrates the convergence of the empirical measures in the case where β < 1 (here β = 0.75) of
the weights of the hidden layer of the neural network, for a fixed number of neurons N = 10000 for
different batch sizes M . We indeed observe convergence with M .
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Figure 4: Convergence of the weights of the first layer as N → +∞ for α = 0 and M = 100. The
first line corresponds to β = 0.25, the second to β = 0.5, the third to β = 0.75 and the last line to
β = 1.0.
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Figure 5: Convergence of the weights of the first layer as N → +∞ for α = 0 and M = 100. The
first line corresponds to β = 0.25, the second to β = 0.5, the third to β = 0.75 and the last line to
β = 1.0.
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Figure 6: Convergence of the weights of the first layer as N → +∞ for α = 0.25 and M = 100.
The first line corresponds to β = 0.5, the second to β = 0.75 and the last line to β = 1.0.
29
Figure 7: Convergence of the weights of the first layer as N → +∞ for α = 0.25 and M = 100.
The first line corresponds to β = 0.5, the second to β = 0.75 and the last line to β = 1.0.
Figure 8: Convergence of the weights as M →∞
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