Engineering optimization procedures employ highly accurate numerical models that typically have an excessive computational cost, e.g. finite elements (FE). The space mapping (SM) technique speeds up the minimization procedure by exploiting also simplified (less accurate) models. We will use the SM terminology of fine and coarse in order to refer to the accurate and inaccurate models, respectively. SM implementation in the field of electromagnetic actuators design, in the context of constrained optimization, is a rather unexplored topic. A linear voice coil actuator is chosen as a benchmark test example. The key element in SM is the so-called SM function, which efficiently corrects the imprecise results that can be obtained with just coarse information. SM is used to solve a shape optimization problem. The design problem is stated as a minimization in which the computational cost lies completely in the constraint evaluation, thus SM is applied only to the constraints. A mathematical description of the approach is presented in this paper and two implementations are compared. The solution of the SM optimization is validated (locally) by means of a standard minimization routine. The numerical results obtained show a high efficiency of the SM-based optimization algorithm, reflected by a significantly low number of fine model simulations and an overall low computational effort.
Introduction
The efficiency of electromagnetic actuators or their manufacturing and exploitation costs can be ameliorated by defining an optimal design problem [7] . In the majority of the situations, the practical technical requirements give rise to constrained, nonlinear optimization problems. In this paper we will consider the case of a single-objective, constrained optimization problem which is generally defined by 
where ( ) f x is the objective function, x is the vector of design variables, and a set of linear and nonlinear (equality and inequality)
constraints is given by ' The need for high solution accuracy requires complex numerical models, and a classical approach for the direct optimization of such a model is in general a time consuming process. Optimization methods that exploit function/model approximation(s) or multi-level techniques are preferred alternatives. The SM technique [1] , [2] was introduced as an efficient optimization tool in the area of microwave devices, and has been applied successfully for the design of electromagnetic systems in [4] . Following from the review of the state of the art of SM optimization [1] , it can be concluded that the implementation in the field of electromagnetic actuator design, in the context of constrained optimization is a rather unexplored topic. SM solves efficiently the optimization problem in Eq. (1) by exploiting also simplified model(s). Such models can be given by analytical formulations, equivalent circuits, FE models with coarse discretizations or other numerical modeling techniques. While the evaluation of these auxiliary models is by far less expensive, a drawback is their lower accuracy. The misalignment between the fine (accurate, expensive) and coarse (inaccurate, inexpensive) models is corrected by the so-called SM function. The main idea of the SM algorithms revolves around the method by which a mapping between the two models can be approximated and exploited. The general SM concept is described in Section 4. From the existing algorithms, the aggressive space mapping (ASM) [1] , [3] , [4] is chosen as the core of the implementation used to solve the shape optimization problem of a cylindrical voice coil actuator. A description of the approach and the algorithm are presented in Section 5, and the numerical results are given in Section 6. In the same section a standard optimization technique is employed to validate numerically the (local) optimality of the SM solution. The observations and conclusions are discussed in Section 7 and 8, respectively.
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SM concept
Consider an accurate model : 
where y is a vector of design specifications.
If solving the problem in Eq. (2) (5) in a region of interest, and ( ( )) c p x is considered a surrogate for the fine model.
The direct optimization of the fine model can be avoided and, instead, a solution
is considered as a good estimate of * x , where * z is the result of the coarse model optimization, Eq.(3), [5] . Or, in an alternative formulation, the SM solution is determined by solving the optimization problem of the surrogate model [1] , given by * arg min ( ( ))
The SM function is the key element of the SM idea and it is more generally defined by ( ) argmin ( ) ( )
i.e. for a given fine variables vector x the function p delivers the best coarse parameter z that yields a similar response. It is not a strict assumption to consider that the space mapping function yields a unique value. The problems arising from multiple solutions are in practice dealt with via regularization [9] (i.e. introducing a bias towards a particular solution). It should be noted that an evaluation of the space mapping function is as expensive as one of the fine model.
SM Applied to Constraint Optimization Problems
At first the SM theory is quite general and can be directly applied. For simplicity of notations we will consider only equality constraints at this moment. The extension for inequality constraints will be given at the end of the section. Using the previously introduced notations, the accurate optimization problem we want to solve is * arg min ( )
aided by the fast approximation 
The sets X and Z are defined as 
We also assume that the fine constraints f k are expensive to evaluate and that the coarse constraints c k are a fast approximation of them. For the numerical example presented in Section 6, the values of the fine constraints are given by magnetic field quantities and magnetic forces computed with a FE model. The sets X and Z are commonly hyper-boxes in n .
Two-SM Functions Approach
In many cases the models f and c are not closely related to their respective constraints. Thus, it has no much sense to try to align them simultaneously via the SM function. A better strategy is proposed in [5] . Two SM functions
can be introduced, and they concern the alignment of the models and the constraints, respectively:
Further, the new SM solution is defined as
5.2. Simplified Approach In our particular case, presented in the next section, the fine model f will coincide with the coarse one c:
thus the SM function m p will be the identity. Moreover, since for our design the number of design variables is larger than the number of imposed constraints,
, it is also assumable that
Thus , There are many possible criteria for this purpose and in this paper the next two are suggested:
and 2 subject to
In the first case the preferred solution is the closest to the specification y, and the second criterion is based on the proximity to the fine model response ( ) f x . The corresponding SM solutions 
coincide with the fine optimum * x and can be computed efficiently.
In order to include also inequality constraints, the Eq.(23) and Eq.(24), which give the SM solution, are extended to
and
where following from the definition of the SM function given in Section 4, 1
SM Algorithm
The core of the algorithm is the ASM method. At each iteration the SM function is approximated by a local linearization around the current point in the X design space. A trust region methodology is included to insure the overall robustness of the algorithm [1] , [6] . The linear approximation of the SM function is considered valid only in a reduced region around the current point and the dimensions of the trust region are modified dependent on the quality of the approximation. A strategy to modify the trust region sizes is found in [6] . It is also implemented for our numerical trials, and the SM optimization routine has the following structure:
Step 1: Solve the coarse model optimization to obtain
Since this not an expensive model, the optimization problem can be easily solved by means of a classical optimization technique.
Step 2: Set Step 4: Set the linear approximation of the SM function around the current point i
where i B is the approximation to the Jacobian of r with respect to i x .
Step 6: Solve the optimization problem that follows from Eq. (25) . Else go further to Step 7.
Step 7: Evaluate 
Update the trust region parameter i δ as in [6] , set 1 i i = + and go to Step 4.
SM Optimization of a Cylindrical Voice Coil Actuator
A cylindrical voice coil actuator (CVCA) is considered as a study example. Most VCAs are used in applications like computer peripheral memories, medical equipment, high-speed lens focusing, laser tools, servo valves, and gravity and vibration compensation. This type of actuators can provide a cogging-free force output directly proportional to the applied current and can move an inertial load at high accelerations. The configuration and the geometrical design variables of the axial symmetric CVCA are shown in Figure 1 
It can be observed that the difference between a fine and a coarse model will be found only in the force and flux density calculations, thus both fine and coarse design problems have the same objective function and are differentiated by the nonlinear constraints imposed on the force response and on the value of iron flux density. Similarly to Eq.(34), the auxiliary coarse model design problem is given by
Fine and Coarse Models
A. Fine model:
Considering the axial symmetry of the CVCA, a 2D FE model, that includes the nonlinear characteristics of the iron core, is chosen as a fine model. The implementation is realized with the Maxwell2D (Ansoft. Co.) software package.
B. Coarse model:
The principal requirement for a coarse model is a negligible calculation time. A magnetic equivalent circuit (MEC) of the CVCA is considered to be an appropriate choice. The model is built based on a set of simplifying assumptions: (a) the iron core is considered linear, with a relative magnetic permeability rcore µ 1000 = . The choice of this value is not arbitrary; it approximates the slope of the linear region of the BH curve for the type of material used in the FE simulations; (b) the PM is considered linear and its relative recoil permeability µ rpm is approximated to 1; (c) the coil is not included in the equivalent circuit; consequently the effect of the coil current on the total field distribution is not accounted for; this assumption does not introduce a significant error because the PM has the dominant contribution to the magnetic field distribution in this system. 
and the column vector [ ]
The system is solved for the magnetic fluxes, and the flux densities are calculated with
The force that acts on the coil, can be derived from Lorentz law
where J is the coil current density, B is the magnetic flux density in the air gap and V c is the volume of the coil. The resultant force will have only a z component since the radial component is canceled given the axial symmetry of the model.
Numerical Examples
The results of two numerical examples are detailed further. Each example is solved twice using the two SM approaches. We denote by SM1 the approach given by Eq.(25) and Eq.(27), and by SM2 the one given by Eq.(26) and Eq.(28). The coarse model and the core of the SM optimization algorithm are implemented in Matlab's script language. An extra routine is written to allow for an automated interfacing between Matlab and Maxwell2D. A global optimization procedure, DIRECT [8] , in cascade with a sequential quadratic programming (SQP) algorithm [9] , [10] are used to perform the optimization of the coarse model, the first step of the SM optimization (Section 5.3). Several trials indicated that the solution obtained is unique. The SQP routine only is applied in the PE and surrogate model optimization (Steps 3 and 6), where the starting points are the coarse optimum * z , for the first, and the current point in the X design space, i x at the i-th iteration, for the second. The local optimality of the SM solution for the fine model is verified also with the SQP procedure. The material properties and other parameters common to both examples are listed in Table 1 and Table 2 . The design specifications for Example 1 together with the SM solution, the total calculation time, and the SQP solution are specified in Table 3 . The SM convergence history for the force response and one of the flux density responses are shown in Figure 3 and Figure 4 , respectively. The tolerance criterion for the constraints is 1 3 e ε = − . Figure 5 presents the flux density distribution calculated by FE for the SM1 design solution. Following the same structure, the numerical results for Example 2 are indicated in Table 4 and Figures 6, 7 and 8. 
B. Example 2:
Observations
The two numerical examples indicate a high time efficiency of both SM implementations. Both algorithms are able to converge in a number of iterations that is smaller than/or comparable with the dimensions of the problem. The computational effort is given mainly by the fine model evaluations. The time needed for coarse model optimization(s) (Steps 1, 3 and 6) are basically negligible even when the number of coarse model evaluations goes up to several hundreds or even thousands. From the comparison of the two SM approaches it can be seen that both are able to find, within an interval of tolerance, the same optimal solution, which was also verified by the SQP routine. It can be observed, in the second example, that the SM2 approach shows a low oscillation before the error criterion is fulfilled, and more iterations are effectuated. The option of using a coarse model based on a Maxwell2D FE model with coarse discretization was considered also. The computational time required was by far higher than the above presented implementation, and the study was not considered further. It still remains an open option, considering that a coarse FE model could provide a more flexible description of the physical phenomena than an equivalent circuit model.
Conclusions
The SM technique is regarded as a highly efficient tool for engineering optimization when expensive numerical models are necessary to describe the physical devices and phenomena. A mathematical overview of the basic concept of the technique is given and is then extended for constrained optimization problems, in particular for the case when only the constraints are functions expensive to evalu-
