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Abstract — In this paper we present a fast for-
ward solver for the 3-D volume integral equation
(VIE) based on a fast multilevel multipole algorithm
(MLFMA). This allows efficient scattering calcula-
tions from electrically large inhomogeneous dielec-
tric objects. For some geometries the computational
complexity and memory requirements can be as low
as O(N), N being the number of unknowns. In ad-
dition we reduce the prefactor using rank revealing
QR factorizations (RRQR). The method is a com-
petitive alternative to the conjugate gradient fast
Fourier transform (CG-FFT) method in inverse scat-
tering problems.
1 INTRODUCTION
In this paper we consider the electromagnetic scat-
tering from electrically large inhomogeneous lossy
dielectric structures in a homogeneous background.
To this end we use the volume integral equation
(VIE) and discretize it with a Galerkin method.
A classical method of moments (MoM) however
is too expensive in computational cost and mem-
ory requirements. Even when solved using an it-
erative Krylov subspace method, the algorithm re-
quires O(N2) operations. The conjugate gradient
fast Fourier transform method (CG-FFT) [1] is of-
ten used to overcome this burden. This algorithm
uses a uniform grid with cuboidal cells to model the
object and then exploits the Toeplitz property of
the interaction matrix by performing the matrix-
vector product with a 3-D fast fourier transform
(FFT). This reduces the computational complexity
to O(NlogN) and the memory use to O(N). Still
there are some drawbacks to the method.
First of all in CG-FFT the integration over one
cell is performed using a simple trapezoidal integra-
tion rule, introducing an integration error if the grid
is not dense enough. This results in a large number
of unknowns. A second drawback is the difficulty to
accurately model a curved boundary with cuboidal
cells. Both problems can be avoided when using a
tetrahedral mesh to model the scatterer.
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Several approaches are possible to use the ben-
efits of tetrahedral modeling in combination with
a reduced computational complexity. We men-
tion the precorrected FFT method [2], the adap-
tive integral method (AIM) [3] and finally the mul-
tilevel fast multipole algorithm (MLFMA) [4]. The
first two methods have the same order of computa-
tional complexity and storage requirements as CG-
FFT. The MLFMA that constitutes the subject of
this paper requires O(N) operations and memory
in case of dense volume scatterers, for example a
quasi-equilateral cuboid.
In the following sections we will adress the in-
tegral formulation of the scattering problem and
some generalities of the MLFMA implementation.
Next we will spend some extra attention to a spe-
cial feature of our approach, namely the use of a
rank-revealing QR-factorization (RRQR) [5] to fur-
ther reduce the costs of the near interactions and
the aggregation and disaggregation stages in the
algorithm. Finally we will present some numerical
examples.
2 FORMULATION
The problem will be formulated in the frequency
domain and the time factor ejωt will be suppressed.
2.1 Formulation of the VIE
We consider an inhomogeneous dielectric object
with complex permittivity (r) and permeability µ0
that is situated in an infinite homogeneous back-
ground medium with parameters 0 and µ0 which
we will denote as free space. The incident electric
field ei(r) is defined as the field in absence of the
object. Using the equivalence principle, we replace
the dielectric object by a contrast current distribu-
tion in free space
J(r) = jω
(r)− 0
(r)
d(r) = jωχ(r)d(r). (1)
Here d is the electric flux density. χ(r) will be
called the contrast function. The contrast charge ρ
is given by ρ = − 1jω∇ · J = −∇χ · d− χ∇ · d. We
now can write down the volume integral equation:
ei(r) =
d(r)
(r)
+∇φ(r) + jωa(r), (2)
where φ and a are the scalar and vector potential
respectively, given by:
a(r) = jωµ0
∫
G(r− r′)χ(r′)d(r′)dV′ (3)
φ(r) = − 1
0
∫
G(r− r′)∇′ · [χ(r′)d(r′)]dV′.(4)
G represents the scalar Green’s function
G(r− r′) = e
−jk0|r−r′|
4pi | r− r′ | (5)
in which k0 = ω
√
0µ0 is the wavenumber of free
space. Equation (2) states that the incident electric
field is the difference between the total electric field
and the field generated by the contrast currents and
charges only, the so-called scattered field.
2.2 Discretization of the VIE
To solve equation (2) for the unknown flux density
d we represent the latter by the Schaubert-Wilson-
Glisson basis functions [6] that are associated to the
faces of the tetrahedral mesh.
d(r) =
N∑
n=1
Dnfn(r) (6)
with N the total number of faces in the mesh. Let
Fn be an internal face. That means that there are
two tetrahedra T+n and T
−
n adjacent to Fn. We de-
fine f+n and f
−
n such that fn(r) = f
+
n (r) if r ∈ T+n
and fn(r) = f−n (r) if r ∈ T−n . fn(r) = 0 elsewhere.
If Fn is an external face, then only T+n is defined.
The main advantage of these basis functions is that
the normal component is continuous across the in-
ternal faces so that the boundary condition for d is
fullfilled automatically. We further assume the con-
trast function to be constant over each tetrahedron
(χ(r) = χT if r ∈ T ).
By substituting expression (6) into (2) and ap-
plying the Galerkin testing procedure, we arrive at
a set of N lineair equations that has to be solved.
2.2.1 MLFMA
Since in classical MoM we have to calculate the
interactions between each pair of faces, we end
up with an O(N2) algorithm if we solve the sys-
tem iteratively. The fast multipole method (FMM)
only considers interactions between groups of mesh-
elements and reduces the computational cost of the
matrix-vector product.
The basis of FMM is formed by the following
expansion of the Green’s tensor [4]:
G¯(r− r′) ≈
−jk0
(4pi)2
∫
dkˆe−jk·(r−rλ)Tλλ′(kˆ)(I¯ − kˆkˆ)ejk·(r′−rλ′ )
(7)
where k = k0kˆ and where
Tλλ′(kˆ) =
L∑
l=0
(−j)l(2l + 1)h(2)l (k0rλλ′)Pl(kˆ · rˆλλ′)
(8)
is called the translation operator. h(2)l is the spher-
ical Hankel function of the second kind, Pl is the
Legendre function of order l and rλλ′ = rλ − rλ′ .
In addition rλλ′ > d with d = (r− rλ)− (r′ − rλ′).
Using (7) we can write down the scattered field due
to the current in T and weighted over T+m :∫
T+m
f+m · esTdV =
k20
0
∑
n∈αT
DnχT
∫
T+m
dV f+m(r)·
∫
T
dV ′G¯(r−r′)·f±n (r′)
=
−jk0
(4pi)2
∫
dkˆDT+m,λ(kˆ) · Tλλ′(kˆ)UT,λ′(kˆ) (9)
αT contains the numbers of the faces of T and
UT,λ′ =
k20
0
χT
∑
n∈αT
Dn
∫
T
ejk·(r
′−rλ′ )(I¯ − kˆkˆ)f±n dV ′ (10)
DT+m,λ =
∫
T+m
e−jk·(r−rλ)f+mdV (11)
and a similar expression if weighted over T−m . In
equations (9) and (10) the ±-sign should be re-
placed by + if T = T+n and by − if T = T−n . From
(9) the principle of FMM can be seen. First we
divide the mesh elements into groups, for example
group Gλ′ , centered around rλ′ . We then calculate
the radiation pattern Uλ′ of Gλ′ by summing the
radiation patterns UT,λ′ for all T ∈ Gλ′ . This in-
volves only single integrals. We then shift this pat-
tern by multiplication with Tλλ′ to the center rλ
of Gλ where it is projected onto the basisfunctions
by DT±m ,λ. The radiation patterns turn out to be
quasi band limited, which allows us to recontstruct
them using only a minimal amount of samples. If
this procedure is repeated for every pair of groups,
the number of operations is reduced compared to
the calculation of every interaction between pairs
of basis functions.
Unfortunately the accuracy of the expansion (7)
breaks down when L grows too large. This is due
to a numerical instability when l exceeds the ar-
gument of h(2)l . For nearby groups this happens
before the summation in (8) has converged to the
desired accuracy. This means that we still have to
calculate some interactions following the classical
MoM-scheme, the so-called near interactions. We
call the groups for which we can use the expansion
well-separated.
The FMM can be extended to a multilevel algo-
rithm resulting in the MLFMA [4] which yields a
O(N) computational complexity and memory use
in case of dense volume scatterers.
2.2.2 Use of RRQR
The number of samples, needed for an accurate
representation of the radiation pattern of a group
is proportional to its surface area and the num-
ber of unknowns in the group is proportional to
its volume. This means a reduction of the informa-
tion used to calculate the interactions between well-
separated groups. Even for nearby groups, which
are still treated in the classical way, we can elimi-
nate some information.
Suppose A is the (m × n)-matrix that contains
the interactions between two nearby (but not co-
inciding) groups. It turns out that this matrix is
rank-deficient if the groups contain a lot of mesh
elements, which is the case in dense volume scatter-
ers. We can calculate a rank-revealing QR (RRQR)
factorisation of this matrix:
A = QRP T (12)
where Q is a unitary matrix, R is upper triangular
and P is a permutation matrix. Since A is rank defi-
cient we can define a numerical rank k < min(m,n)
with respect to a given threshold τ . This means
that σk+1(A)/σ1(A) < τ , where σi(A) is the ith
singular value of A.
We now truncate the RRQR-factorization, i.e.
replace Q and R by Q′, which only contains the
first k columns of Q, and R′, which is formed by the
first k rows of R. Now we have an approximation
A′ = Q′R′PT to the matrix A. The algorithm we
use to calculate the RRQR-factorization [5] guaran-
tees that ‖A − A′‖2 ≤ ρσk+1(A), where ρ depends
on k and n. With this we get ‖A − A′‖2/‖A‖2 ≤
ρσk+1(A)/σ1(A) < ρτ . So the error on the matrix
approximation is controllable.
How does this relate to the relative error on
the product of A with a n-dimensional vector x?
This is not a simple question. We only give some
qualitative remarks and some numerical examples.
Truncating a rank revealing factorization of a rank-
deficient A actually means the replacement of the
numerical null-space N(A) of A by an exact null-
space N ′(A′). We write x as x = x0 + x1 where
x0 belongs to N(A) (and N ′(A′)) and x1 does not.
We then get
‖Ax−A′x‖2
‖Ax‖2 =
‖Ax0‖2
‖Ax1 +Ax0‖2 . (13)
Since x1 /∈ N(A) the term Ax1 will dominate the
denominator of (13) and the relative error on A′x
will be small. However, when x1 = 0 it can become
as large as one. The fact that this doesn’t gen-
erate problems in the matrix-vector product with
the complete interactionmatrix can be explained as
follows. When a factorized block A of the matrix
gets multiplied by a vector from N(A), this product
will only marginally contribute to the total matrix-
vector product just because the vector belongs to
N(A).
The advantage of the truncated factorization of
near-intaraction matrices is dual: it reduces mem-
ory use and speeds up the matrix-vector multipli-
cation Ax. The gain in both cases is given by
(mn)/(k(m+ n)).
Besides the near-interactions we also use the
RRQR-factorization on the aggregation and disag-
gregation step. Aggregation is calculating the radi-
ation pattern of a group from the expansion coef-
ficients Dn of basisfunctions that lie in that group
and disaggregation is the projection of the shifted
pattern onto the basisfunctions. Tables 1 and 2 give
some numerical examples.
τ solution agg. disagg.
1e− 5 2.7399e− 5 1.3189e− 4 7.5793e− 5
1e− 6 6.7823e− 6 1.2482e− 5 1.7309e− 5
1e− 7 1.6903e− 6 1.0898e− 6 1.0898e− 6
Table 1: Relative errors on solution, aggregation
matrix and disaggregation matrix for different τ
in a configuration with two well-separated cubic
groups, each with side 0.3λ0 and containing 324
faces.
τ solution near-interaction matrix
1e− 5 4.5543e− 6 1.5211e− 04
1e− 6 4.5481e− 7 9.1140e− 06
1e− 7 6.0865e− 8 1.5039e− 06
Table 2: Relative errors on solution and near-
interaction matrix for different τ in a configuration
with two nearby cubic groups, each with side 0.4λ0
and containing 736 faces.
3 NUMERICAL EXAMPLES
First of all we illustrate the correctness of our MoM-
discretization of the VIE. To this end we calculated
the scattered field for a homogeneous sphere with
radius a = λ0/10 at a distance d = λ0/2 from the
center of the sphere. λ0 is the wavelength in free
space. The sphere has permittivity  = 50. The
incident field is linearly polarised along the x- axis
with amplitude E0 = 1 and propagates along the
positive z -axis. We compare the numerical solution
to the analytic solution given by the Mie series. The
mesh used for this problem consisted of 1088 faces.
The result is shown in figure 1.
Figure 1: ex plotted for φ = pi/4 and for θ ∈ [0, pi].
The solid line is the Mie-series solution and the nu-
merical solution is represented by ×.
Finally we present the time for one matrix-
vector multiplication versus the number of un-
knowns in figure 2. The testing geometry consists
of a cuboidal object that has dimensions λ0×λ0× l
where l varies from 2λ0 to 18λ0 in order to change
the number of unknowns N . Since the geometry
is altered just in one direction, thus is not a dense
volume scatterer, the computational complexity is
actually not assymptotically of O(N), but we do
notice a cross-over point. Also the effect of the
RRQR is illustrated. The reason that we present
this example and not a dense volume scatterer is
that our implementation still has to be further op-
timized, especially in memory management. But
we are confident that we will be able to do so in
the near future.
4 CONCLUSIONS
We have solved the VIE by discretising it with
tetrahedral meshes and using the MLFMA. Com-
pared to the CG-FFT this has the advantages of
an accurate and more flexible way of modeling the
inhomogeneous object with less unknowns. More-
over it reduces the computational complexity from
O(NlogN) toO(N) in case of dense volume scatter-
Figure 2: Time for matrix-vector product versus
number of unknowns. × represents the classical
MoM calculation and ◦ the MLFMA. The +-curve
is calculated with application of RRQR (τ = 1e−5).
ers, which is especially usefull for electrically very
large problems.
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