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Abst ract - -The  (24, 12; 8) extended Golay Code can be generated as a 6 × 4 binary matrix from 
the (15, 11; 3) BCH-Hamming Code, represented asa 5 x 3 matrix, by adding a row and column, both 
of odd or even parity. The odd parity case provides the additional 12 th dimension. Furthermore, 
any three columns and five rows of the 6 x 4 Golay form a permuted BCH- Hamming (15, 11; 3) 
Code. Using the single.error correction of the BCH-Hamming Code, it is possible to decode in a 
primitive combinatoric fashion all three error patterns. Single- and double-error correction is almost 
immediate. (~ 2000 Elsevier Science Ltd. All rights reserved. 
1. A (24,12;8) GOLAY CODEWORD AS A B INARY MATRIX  
The formulation here was first used by Solomon and Sweet in [1]. Let a be a codeword of 
length 24, a = (a0, al, a2 , . . . ,  a22, aoo). Generate a word using the recursion shift register ule 
f (x )  = x 12 + x 1° + x 7 + x 4 + x 3 + x 2 + x + 1, 
where 
an+12 = an+lO ~ an+7 ~ an+4 • an-l-3 ~ an+2 -{- an+l • an, 
22 for n -- 0, 1, 2, 3 , . . . ,  10 and ace -- ~-]i=0 as. Henceforth, each position in the codeword will be 
referred to by the corresponding subscript or coordinate. Then the correspondence b tween the 
coordinates of the cyclic code generated by the parity check polynomial and its representation as
a 6 × 4 binary matrix or box is as follows: 
1 2 3 0 
11 22 9 6 
12 10 7 4 
19 16 8 15" 
21 20 13 18 
5 14 17 oc 
Start with any Golay codeword in its 6 × 4 binary matrix setting above, then the top leftmost 
5 × 3 binary matrix is a BCH-Hamming (15, 11; 3) code expressed as a 5 × 3 matrix with entries 
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in the ( i , j )  positions, 0 < i < 4, 0 _< j < 2 corresponding to the coordinates 5i + 3 jmod l5  of 
the code. The coordinates are entered thusly: 
0 5 10 
3 8 13 
6 11 1. 
9 14 4 
12 2 7 
The BCH code here has generator polynomial g(x) = x 3 + x 2 + 1. This is verifiable by inspection. 
2. GOLAY CODE PROPERTIES 
The (24, 12; 8) extended Golay Code is possessed with many properties. As represented by 
the above 6 x 4 binary matrix, it has equal row and column sums. At least three permutations 
of the matrix which keep the rows fixed give rise to other boxes or matrices with the identical 
row/column sum properties. These boxes may be used for eyeball decoding [1] to avoid algebraic 
decoding procedures. Here, we further demonstrate heretofore undisclosed properties of the 
extended Golay Code. 
2.1. The  Key  Proper ty  
THEOREM. Represent the Golay as the 6 × 4 binary matrix above and consider any 5 x 3 submatrix 
obtained by removing one column and one row. This is a Hamming BCH (15,11;3) code. 
In the proof, we express the Mattson-Solomon polynomial of the length 15 code into five MS 
polynomials of the cosets of the cube roots of unity. Each extended row becomes an isomorph of 
GF(4), and thus, permuting the columns permutes GF(4). The resultant leftmost matrix has a 
Mattson-Solomon Hamming representation a d thus, is a BCH-Hamming code. Using cyclicity 
of the rows gives half the result. Similarly, looking at the columns and their extensions as codes 
over y6 = y, a permutation of the exterior ows is a permutation of these codes. Using column 
cyclicity gives the rest of the result. 
PROOF. Let A be the BCH-Hamming (15, 11; 3) code with generator polynomial g(x). The 
Mattson-Solomon polynomial for a codeword a E A = (a0, al, a2, . . . ,  a14) is given by Pa(/3 i) = ai, 
for ;3 a primitive 15 th root of unity which satisfies the equation x4 + x + 1 = 0. Here 
Pa(z) = Co -f" TrCz "4- Tr Dz 3 -4- Ez 5 + E2z l°, 
where C,D E GF(16), E E GF(4), Co E GF(2), and Tr denotes the linear operator Trace 
in GF(16), namely, T ra  = a + a 2 Jr- a 4 + a s. The parity check polynomial for the code is 
(z + 1)fl(Z)f3(z)fs(z), where fi(z) is the irreducible polynomial over GF(2) with j3 i a root. The 
MS polynomial expressed in the 5 x 3 setting indexing each row by y = f~3j in terms of the 
independent variable x -- f~si becomes 
Pa(xy) = Co + Tr Dy 3 + Tr' (E 2 + Cy + C4y 4) x 
= Co + Tr D'y + Tr' (E' + Cy + C4y 4) x, 
E' = E 2, 
D' = D 2. 
Note that in the row MS polynomials, the trace is defined over GF(4) and is as follows. Tr 'a  = 
a + a 2 for a E GF(4). Now first consider the extension of the code to the fourth row and sixth 
column by stipulating that the sum of the rows and columns add up to zero. The MS polynomial 
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for the rows indexed by y now is the same except that y goes over y6 __ y. The sixth row" MS 
polynomial, for y = 0, reads Co + Tr ~ E~x, where E '  = E 2. 
The MS polynomials for the columns are the same except hat x varies over x 4 = x or GF(4). 
The fourth column MS polynomial, for x = 0, reads Co + Tr D2y. Consider the 6 x 4 matrix 
with the top row deleted. The remaining five rows and first three columns form a permuted 
5 × 3 BCH-Hamming code. The map, for each column y --* (1 +/35y +/~10y4) for y6 = y, is a 
permutation of this code which interchanges the top and bottom rows, the second and fifth rows, 
and keeps the third and fourth rows fixed. Under the permutation above, the MS polynomials 
for each row become 
Co + Tr D' (1 +/35y +/~lOy4) _{_ Tr t (E t _{_ C (1 ~t_ ~5y _[_ ~lOy4)t ~_ C 4 (1 -+- ]~5y ~_/~lOy4) ) x. 
By recombining terms, this can be rewritten as 
Co + Tr D' + Tr' ( C + C 4) 
+ Tr' (E'  + (C~ 5 -~- C4~ 10) 
+ Tr (D'/~l° + D'4~X°)y 
y + (c 5 + c4 10)4y4) x 
This is clearly a BCH-Hamming code with the constants changed. Since the code is clearly 
invariant under cyclic row permutations, this takes care of all subcodes with the first three 
columns fixed. Now fixing the top five rows, the map x ~ x + 1 interchanges the outer columns 
and the inner columns. This map takes the MS polynomial of a row indexed by y, namely, 
Co +Tr D'y+Tr'(E'+Cy+(Cy)4)x into a permuted row with the same index, where D'  E GF(16) 
has been augmented. The new MS polynomial for the row is Co + Tr'(E~+ Cy + (Cy) 4) + Tr D'y + 
Tr'(E' + Cy + (Cy)4)x. There clearly exists a D" such that Tr' D"y = Tr'(Cy + (Cy) 4) + Tr D'y 
for all values of y. Note there is a change in constants, but the BCH MS polynomial form is the 
same. As the code is invariant under cyclic column permutation, the proof is done. For the case 
of odd parity, note every odd parity word is the sum of an even parity word and the following: 
0 0 0 1 
0 0 0 1 
0 0 0 1 
0 0 0 1" 
0 0 0 1 
1 1 1 0 
For this word, the permutation x ~ x + 1 of GF(4) acts as a simultaneous column permutation 
of each row and yields the BCH codeword which is zero except for the coordinates 0, 3, 6, 9, 12. 
The row permutation gives the codeword that is zero except for the coordinates 0, 5, 10. Thus, 
we still have a codeword in the upper leftmost submatrix. | 
2.2. Theoret ical  Derivations of Results 
If one starts with BCH-Hamming Code as defined above, and extends it via even and odd parity 
to a 6 x 4 matrix, one can prove that this is a permuted Golay Code using the 1~2 techniques 
in [2]. Note that the coefficient of x is E' + Cy + (Cy) 4. This is the Mattson-Solomon polynomial 
for a (5, 3; 3) code over GF(4) indexed by y5 = 1. Adding a sixth row, one obtains a (6, 3; 4) code 
over GF(4) indexed by y6 __ y as the coefficient of x. Note that the constant erm, Tr Dry, in 
each row varies, and is a (5, 4; 2) binary code. It contributes the same values to the fourth parity 
column. Since the minimum symbol weight of the coefficient of x is 4, the binary representation 
of the nonzero codewords give weights w, w > 8. The varying constant erm giving a word of 
weight 2 guarantees again weights w > 8. Using results of Solomon and McEliece [2], the BCH 
(15, 10; 4) subcode of even weights w have w mod 4 = 2F2, where F2 -- D 5 -t- D 1° + E 3. Adjoining 
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the parity row and column means adjoining row and column codewords whose weight modulo 4 is 
wmod4 = DS+DI°+E 3. So the total new weight, w t, has the property w t --- 0 mod4. Using this 
fact alone proves w ~ _> 8. For if we started with w = 4, we have either E 3 = 1 and D 5 +D l° = 1, 
adding weight 4, or E = 0, D 5 + D 1° = 0, giving D 5 = 1 adding a column of weight 4. However, 
since w _> 8 has been shown above, the new codewords are of weights 8, 12, 16, and 24 in the 
6 x 4 matrix code generated. Complementing these new codewords till gives words of weights 8, 
12, and 16 which takes care of the odd weight Hamming codewords adding up to dimension 11. 
The odd parity matrix added does not affect the weight types. Thus, a self-dual (24, 12; 8) code 
has been constructed and is seen to be the Golay Code in permutation. Solomon in [3,4] extends 
these techniques to generate other box codes with weights _> 8. 
3. DECODING 
We assume that the received codeword has been encoded via Colay and then placed in the 
6 x 4 binary matrix form or has been encoded as a Hamming Code, placed in its 5 x 3 box, and 
then extended to its full 24-bit length, a 6 x 4 box via odd or even parity. For simplification, we 
assume that the code is in its even parity form, or is simply a (24, 11; 8) code. An examination 
of the parity sums of the rows, assuming at most three errors will usually determine if we are in 
even or odd parity, except in the case of three errors occurring in three different rows. In this 
case, first try even parity and then if this does not work, add the binary matrix aij, which is zero 
everywhere xcept for ai3 -- 1, 0 < i < 4, asj ~- 1, 0 _<: j _< 2. This converts it to an even parity 
matrix. We further assume that once we have stored the two row/column permutations above, 
we have the means to obtain any 5 x 3 submatrix we wish, through row and cyclic permutation 
of the upper rightmost 5 x 3 box and then the two row/column permutations above. The idea 
is to use the parity information to permute the 6 x 4 box so that there is at most a single error 
in a chosen, usually the upper leftmost 5 x 3 matrix. We then extend by even parity to the full 
now totally correct 6 x 4 matrix. Repermute and we are done. 
We work on the full received Golay word as the following matrix: 510!/ 
8 13 
11 1 
14 4 
H I 
The upper rightmost 5 x 3 matrix is the BCH-Hamming Code which we correct using the usual 
Syndrome decoding. The permutation x -* x + 1 gives the arrangement for the top leftmost 
B 13 8 
C 1 11 . 
D 4 14 
E 7 2 12 /  
matrix as follows: 
In a BCH cyclic code setting, the coordinates are placed like this: (A, 11, 7, B, 14, 10, C, 2, 13, D, 5, 
1, E, 8, 4). Now, if we switch top and bottom rows, we get second and fifth rows interchanged: 
c ii/c 12 2 7 E 6 11 1 9 14 4 " 3 8 13 0 5 10 
Golay Encoding/Decoding 107 
In BCH-Hamming Code form, the coordinates read (G, 1, 8, 12, 4, H, 6, 13, 2, 9, I,  11, 3, 7, 4). To 
get any other permutation, use the combination of row or column cyclic shifts and then these 
two permutations of the outer rows and column. 
3.1. Error  Cor rect ion  of One, Two,  and Three  Errors  
3.1.1.  To cor rect  s ingle errors  
Assume we are in even row parity case. If we emerge with a single row and column in parity 
error, permute an error column error into the rightmost one, and permute the error row column 
into the bottom row. In the case of a single error, the Syndrome computation of the BCH 5 x 3 
should yield zero. Extend the 5 x 3 matrix into the 6 x 4 matrix and permute the entire matrix 
back. This technique also corrects the three-error pattern that looks like a single error, i.e., a 
double error in row and column, e.g., 0 5 3, the 5 x 3 BCH code will correct a single error, 
here the '0'. The extension to the rows and columns using the parity rule will yield a complete 
error-free code upon permutation back to the original coordinates. 
3.1.2. To cor rect  double  errors  
(a) The errors show up in parity as two columns and two rows. In this case, move one column 
to last and one row to bottom if necessary to correct rightmost matrix BCH code for single 
error. Continue as before. 
(b) Errors show up in two columns with no rows, or two rows with no columns. Move an 
error column to the outside, or an error row to the bottom. Correct for a single error and 
extend with parity and permute back. 
3.1.3. To cor rect  th ree  errors  
(a) Parity errors appear in only one column but three separate rows, or 
(b) parity errors appear in only one row but three separate columns. In case of all errors in 
one row or one column, then the 5 x 3 code without this column/row ill be error-free, 
and thus, can extend via even parity to correct he three errors. 
(c) We have one error in a column/row and two others in a different column row, e.g., 0, 3, 11 
or 0, 5, 13. For (c), in the case of 0, 3, 11 type error, move the error column to left end, 
and two of the three row error rows to the bottom. In three trials of correcting for a single 
error, extending and comparing, a corrected codeword will emerge. For the type of 0, 1, 5 
error, i.e., three error columns and one error row, move the error row to bottom and two 
out of the three error columns to left. In three trials and constructions, we will have a 
complete three error correction. 
(d) Parity errors appear in three columns and three rows. Remove one bad parity column 
and one bad row. If lucky, we are left with a 5 x 3 code with only one error left, so we 
extend by even parity and correct the other errors. If this does not work, keep one bad 
parity row and change a different column; for sure the remaining 5 x 3 matrix will have 
only one error. Correct and extend. 
3.2. Number  of  Decod ing  Steps  
For single and double errors, only one BCH Hamming decoding is required. For triple errors 
of any kind (d), only three BCH Hamming decodings may be required. 
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