In this article, the theory of optimal filtering of information processes is used to synthesize optimal onestage estimation algorithm for the object orientation angles. The algorithm uses signals of the satellite navigation and inertial systems. The block diagram of an integrated single-stage filtration system for object orientation angles is presented.
Introduction
Satellite navigation systems are now widely used for a variety of technical problems, including extracting information from phase of the received signals [1, 2] . One such application is to determine the object orientation angles from the satellite radio navigation system signals received at spaced-apart points [3, 4] . The approach is based on the fact that the signals coming from the navigation satellite in two spaced-apart points have a phase shift that depends on the angle between the base line connecting the two receiving points and the direction of arrival of the navigation satellite signal. By measuring this angle and knowing the direction on the navigation satellite, it is possible to determine the angle of orientation of the base line. To implement this approach, the navigation receivers are placed at the receiving points, and they measure phases of received navigation signals. Further, the phase difference is formed which carries information about the angle between the base line and the direction of arrival of the navigation satellite signal. The main problem is that the measured phase difference differs from the true phase difference (that is proportional to the difference of arrival times of signal phase front at the receiving points) by an integer number of periods of high-frequency radiation. That is, there is an ambiguity of phase measurement. To resolve this problem various algorithms of phase measurement were proposed [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . The described methodology for determining the orientation angles using signals of satellite navigation systems is based on the principle of two-stage processing of signals from navigation satellites [12] . Parameters of received radio signals (delay, phase, Doppler frequency shift) are estimated in the first stage. Coordinates, velocity and orientation angles of an object are estimated in the second stage. A one-stage algorithm for determining of object orientation angles using navigation satellites signals was proposed. In this algorithm, the intermediate stage for the formation of estimations of pseudorange and pseudophases is omitted. Estimations of the required parameters are formed by processing the outputs of the discriminators (time and phase). It allows one to eliminate the ambiguity of phase measurements using prolonged observation time. Inertial navigation systems are also widely used to determine the object orientation angles [20] . Therefore, it is of interest to construct an integrated system of determining the orientation angle of the object from the signals of satellite and inertial navigation systems. This issue is considered in this article.
Setting synthesis problem
Let us consider a geocentric coordinate system OXYZ rigidly connected with the earth (Fig. 1) . The triangle ABC defines the reference plane. Coordinate system (CS) OX c Y c Z c is to be related to this plane. The center O c of the coordinate system is located in the ABC plane. The OY c axis is along AB line, the OY c axis is located in the base plane, and the OZ c axis completes the coordinate system. Let us assume that ABC triangle moves in the CS OXYZ so that the orientation angle vector changes with time, i.e. α α α (t). Radio signals from n navigation satellites are received at points A , B and C.
A strapdown inertial navigation system (SINS) is placed at point O c . The SINS own coordinate system (OCS) is aligned with the OX c Y c Z c coordinate system. We deal with the problem of determining the angular orientation of an object so we consider only gyro SINS measurements
where k is the number of measurements; Ω k is the true angular rate vector in OCS SINS; b g,k is gyroscopes zero displacement vector; m g,k is the matrix of axes misalignment and scale factors errors; n g,k is the vector of noise errors which is white Gaussian noise with variance matrix
Let us assume that m g,k , b g,k are elements of the Wiener process
where ξ gb,k−1 , ξ gm,k−1 are three-dimensional vectors of independent white Gaussian noise with variance matrices D g,b and D g,m , respectively. One needs to process the received navigation signals and SINS measurements in order to synthesize the optimal filtration system for angle vector α α α.
Let us introduce the direction cosines of the i-th navigation satellite and identify them, for example, with respect to point O c . We also assume that direction cosines are the same for all other points of triangle ABC. (this assumption is acceptable when the characteristic size of a triangle is much less than the distance to the satellite) 
where U ecef c is the coordinate transformation matrix from
Let us consider satellite radio signal with code division coming from i -th satellite to point O c . We write
where A is the amplitude; ω i is the signal carrier frequency ; ω D,i is the Doppler frequency shift due to the motion of point A (O c ) of triangle ABC ; τ 0,i is the delay of the signal as it propagates from the navigation satellite to the receiver; φ 0,i is the initial phase of the signal received from the i -th navigation satellite; 
where L AOc ,L BOc ,L COc is the distance between point O c and points A, B and C, respectively. Consequently, we can write (for the same time interval T ) Total satellite radio signals are received at some intervals. For example, interval may be equal to the period of ranging code. Total signals can be represented as 
where n A (t) , n B (t) and n C (t) are independent white Gaussian noises with equal bilateral spectral density N 0 /2.
Let us introduce the observation vectors y (t) = y A (t) y B (t) y C (t) T for which we can write
Gaussian white noise vector with the matrix of bilateral spectral density
Let us assume that receivers perform synchronous sampling of the input process in time, so that the processing system receives an implementation at discrete instants of time t k,i :
is the time step of discrete processing in the tracking system loop; T d is the sampling period in an analog-to-digital converter; n k,i is the vector of independent discrete white Gaussian noise with equal variances σ
, and N 0 is the one-sided spectral density of the power of internal noise of the receiver.
. Schematic of time indexing
Let us note that SINS measurements (1) are held at time points t k . The rate of change of the orientation angles vector is defined by the following equations at time points t k
where ξ ξ ξ Ω,k−1 Ω,k−1 Ω,k−1 is the vector of discrete white Gaussian noise with variance matrix D ξ .
Using (3), we write the expression for the phase angle (5) in the form
Let us assume that l AOc , l BOc , l COc are constant and µ µ µ HC,i is a slowly varying function of time. Differentiating (8) with respect to time, we have
Derivatives in the right-hand side of (9) are (10) into (9), we obtain
) .
Synthesis of optimal filtering algorithm for orientation angles
Let us introduce the state vector
, for which one can write the matrix equation
I 3 is the 3-by-3 identity matrix, O 3 is the 3-by-3 zero matrix,m g,k is the vector of unknown elements of matrix m g,k (1) . Figure 1) 
then one needs to consider a posteriori probability density p
, for which we can write the equation
Using all available observations Y k 0 at t k−1,N −1 , we form the state vector estimationX k−1 corresponding to the state vector
Let us write the equations of optimal filtering of the vector X k , using the Gaussian approximation [21] . Let us assume that delays τ A,i , τ B,i , τ C,i and Doppler frequency offsets ω A,ψ,i , ω C,ψ,i , i = 1, n are known. Then we obtain
whereX k−1 is the filtered process estimation;X k−1 is the extrapolated estimation of the filtered process; D X,k−1 is the error variance matrix;D X,k−1 is the extrapolation of the error variance matrix;
is the alarm function (6) at discrete points in time,
is the time interval of multiple periods of ranging code:
Derivatives in (11), (12) are understood as row vectors [12] . In these signals parameters φ 0,i,k−1 and ϑ d,i,k−1 are not informative. Therefore, we average the likelihood function, according to these parameters:
where I 0 (x) is zero-order modified Bessel function of the first kind;
Let us write (16) in the following form
where
describe multichannel correlators, in which it is necessary to use appropriate estimations
These estimations are formed in independent tracking loops such as those described in [12] .
Note that the correlation integrals (18) must be calculated in a uniform time scale. Substituting (15) into (13) and performing the necessary transformations, we obtain:
Consider the derivative
Let us introduce the vector
Let us introduce the vector of phase differences
Components of this vector can be represented in the form
is obtained by differentiating (12) with respect to parameter ψ A(B,C)i . For instance, for ψ Ai we have
Taking into account (3), we write relations for phases
Let us represent vector ψ ψ ψ in the form ψ ψ ψ = ψ ψ ψ Consider the derivative
Let us introduce the following matrix
Taking into account (23), we can obtain the expression
Similar expressions can be obtained for derivatives
Let us note that differentiation with respect to the orientation angles α α α in (24), (25) should be applied only to elements of the transformation matrix U ecef c (α α α), e.g.
Taking into account the obtained expressions, we write
Then rewrite (21) in the form
Derivative
∂ψ ψ ψ in (26) describes the phase difference discriminator. Dynamic model (7) assumes that the phase difference tracking system has second order astatism. This tracking system forms the derivative of the phase difference (i.e., frequency Ω Ω Ω). Taking this into account, we can discard additional frequency discriminators (on Ω Ω Ω) in the integrated system as it was done in [12] , i.e., we assume that
Here, u d,b is the vector discriminator for zero offsets gyroscopes; u d,m is the vector discriminator for the vector scale factor. Substituting (26) and (27) into (11), we write the equation for the state vector estimation
is the vector of discriminators for the orientation angles.
A generalized block diagram of the single-stage integrated filtration system for orientation angles of an object is shown in Figure 3 . Phase difference discriminators (22) are non-linear devices. Therefore, stable operation of these discriminators defines largely the quality of the integrated filtration system. Let us calculate the discriminatory characteristic (DC) of the phase difference discriminator. The discriminatory characteristic is commonly understood as the relation between the mean value of the process at the output of the discriminator and discriminate parameter α with the values of other parameters of the filtration system equal to the true values [23] :
Then the phase difference discriminator (DC) is described by the relation The results of analytical calculation of the discriminator characteristics from the given above relations were compared with the results of simulation of discriminator (22) in the open mode of tracking system. Fig. 4 shows the analytical and experimental DC for the phase difference discriminator for various values of the number of points of reception of navigation signals. In addition, linear functions with derivatives equal to the analytical value of DC slopes are shown in Fig. 4 . The results of analytical calculations are very close to the experimental results. 
Conclusion
The optimum one-stage filtering algorithm for orientation angles of an object processing satellite radio navigation signals and inertial navigation system measurements was considered in this article. The algorithm was constructed with the use of the theory of optimal filtering of information processes. Optimal integrated filtering equations were obtained. In addition, they were represented in the form of a servo system including the orientation angles discriminator, discriminator of gyroscopes zero displacements, discriminator of gyroscopes scale factors and complex smoothing filter. The algorithm does not include separate tracking systems for the phases of the received navigation signals (or phase differences) and procedures to resolve the ambiguity of phase measurements. The block diagram of an integrated single-stage filtration system for object orientation angles is presented. Analytical formulas for the discriminatory characteristics of the phase difference discriminator were given. It was found that discriminatory characteristics have stable equilibrium point that ensures reliable tracking of the parameters of the object orientation angles.
