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MECHANICAL ENGINEERING
Dissertation under the direction of Professor Nabil Simaan
Robot-assisted cochlear implant (CI) surgery is a new research area that emerged
in the last decade. The goal of robotic assistance is to improve patient hearing out-
comes through improved surgical access and the minimization of intracochlear trauma
during implantation. This thesis presents several research efforts converging on a sys-
tem for robotic atraumatic CI insertion. The work begins with the characterization
of fundamental aspects of CI implantation. This leads to the synthesis of a robot
design for the implantation task. Lastly, intelligent control through in-vivo sensory
feedback is investigated for improvement in CI insertion and final placement.
The motivation behind this research stems from fundamental knowledge gaps in
both characterization of the CI surgical domain and in robot design and control.
Current solutions for robot-assisted CI surgery do not exhibit adaptability to changes
from nominal CI insertion plans. This lead to exploration of a new domain of in-vivo
sensory guided robotic insertion of CI electrode arrays.
The contributions of this work include a system architecture derived from the
clinical specifications of CI surgery while simultaneously exploring theoretical gaps in
the areas of mechanism design and static balancing of serial and parallel mechanisms.
Methodical derivation of specifications for surgical access during CI implantation are
presented and include available workspace, kinematic behavior of under-actuated im-
plants, and baseline expectations of insertion forces. From this, the synthesis of a
robotic wire-driven insertion platform for CI is presented. Lastly, both force and
intra-cochlear impedance data collected by the proposed robot are used to add intel-
ligent correction to the implantation procedure. These corrections include physical
misalignment of the robotic system to the patient anatomy and incorrect models of
the non-visible intra-cochlear geometry. Novel algorithms utilizing in-vivo sensory
feedback for robot-assisted CI insertion guidance and fault detection are proposed
and experimentally demonstrated using several robotic platforms. The implications
of this research extend to providing new methods of CI insertion and also design of
compact parallel robots with remote actuation.
Approved: Nabil Simaan Date: 5/29/2015
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Chapter I
INTRODUCTION
Surgical robotic systems have been entering clinical use throughout the past two
decades starting with automated bone drilling for knee replacement surgery and pro-
gressing to minimally invasive laproscopic surgery. Although not yet clinically avail-
able, there is a large body of work moving robotic surgery research to micro-level
manipulation and intervention with applications to opthalmic surgery. In otology,
there has been preliminary work in developing robotic solutions to cochlear implant
(CI) surgery. This is a new area of research which has gained attention over the last
decade.
Cochlear implants are designed to provide some level of auditory perception in
patients with total or profound hearing loss. CI surgery, from an implantation task
standpoint, can be broken into three phases; gaining access to the cochlea, the inser-
tion of the electrode array, and closing of the surgical site. The task of insertion has a
demand for high precision and the desire to mitigate the degree of trauma imparted
on the intracochlear anatomy. Robots are well suited to this task as they are capable
of position and force control on scales below the human threshold of quantitative
perception.
In the application of robotic technology to surgical tasks, devices in clinical uses
(such as the MAKOplasty [67] and Da Vinci [45]) are large systems taking significant
footprint in the OR. While acceptable for procedures on the knee or abdominal area
there is a practical need for device miniaturization for ophthalmic or otological pro-
cedures due to significantly smaller workspaces. Existing mechanism paradigms in
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clinically available robotic systems do not scale well for this requirement and there is
an opportunity for new mechanisms to be tested in these applications.
This work is focused on the design and implementation of a robotic system to insert
CI electrode arrays while minimizing trauma to the intra-cochlear anatomy. The
mechanism presented is a kinematically parallel architecture using constant length
wire loops to transmit force to prismatic links. Analysis and synthesis methods for
this type of mechanism are presented along with the mathematical models used in
the calibration and evaluation of the device.
The research presented in this dissertation also explores new approaches to elec-
trode array insertion into the cochlea. One part of this approach is the quantita-
tive characterization of electrode array kinematics and experimentally derived inser-
tion force models. The other part of the presented work in insertion control is the
demonstration of the utility of in-vivo sensory feedback to intelligently adjust the
pre-planned insertion trajectory. This feedback takes the form of real time insertion
force monitoring and the use of bi-polar electrical impedance signals measured by the
implant itself during insertion. The end result is a set of control algorithms which can
lead to a rapidly deployable implantation tool that may facilitate safer CI insertions.
In this chapter, a brief overview of CI surgery is presented along with consider-
ations specific to implantation. An overview of robotic applications in this surgical
field is presented along with considerations specific to surgical robots. Lastly, a review
of scientific needs not yet addressed is presented as the motivation for this research.
I.1 Related Work
There are two collections of work which must be reviewed to present new meth-
ods for the robotic insertion of cochlear implants. The first is the CI procedure
itself, including the basic steps of the procedure, the current tools, and the surgical
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Figure I.1: Cochlear Implant System. A typical CI system includes the implant
with a subdermal transceiver. The CI recipient wears an external audio receiver
which processes signals for transmission to the implant via short range wireless (RF)
communication. The implant’s electronics fire electrical charges into the electrode
array to produce auditory sensation [72]
considerations. The second area of background is in robotic surgical systems. This
includes the current types of clinically deployable systems and those in the literature
addressing the various facets of CI surgery.
Cochlear Implant Surgery
As of 2010 there are approximately 71,200 CI recipients (42,600 adults and 28,400
children) in the United States and 219,000 worldwide [72]. A thorough review of
cochlear implants history and clinical considerations can be found in a review by
Waltzman [116].
CI surgery aims to restore auditory perception to the deaf or those with profound
hearing loss. This restoration is achieved by delivering direct electrical stimulation to
the auditory nerve through an electrode array implanted inside the cochlea. Control
of the electrical signal to produce distinguishable auditory sensations is accomplished
by an audio receiver and processor worn externally by the CI recipient (Figure I.1).
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The cochlea is a helical structure (Figure I.2) in the inner ear which converts
mechanical energy from sound waves into electrical signals in the auditory nerve.
The cochlea is separated into three chambers, the scala vestibuli, scala media, and
the scala tympani with the thin basilar membrane separating the scala tympani and
vestibuli. Each chamber runs through the entire length of the cochlea spiral. The oval
and round windows are membrane layers sealing the vestibuli and tympani chambers
respectively. In the hearing process, sound wave are propagated through the ear canal
to the ear drum. These acoustic waves cause vibrations in the ossicles and the stapes’
vibration delivers mechanical energy to the oval and round windows. The chambers
of the cochlea are filled with perilymph and vibrations at the external membranes
propagate acoustic waves through the fluid-filled cochlea. Inside a normal healthy
cochlea, there are hair cells attached to the organ of Cortii and through vibrations in
the chambers the hair cells make contact with the tectorial membrane. An electric
charge is created and transmitted to the auditory nerve and the signal is sent to the
brain to process as sound.
Damage or absence of these hair cells will prevent the transmission of acoustic
energy to electrical stimulation but CI’s substitute this mechanism through direct
electrical excitation. Traditionally, the surgeon performs a mastoidectomy to gain ac-
cess to the cochlea. A small opening must be drilled into the scala tympani chamber of
the cochlea through either the round window, modified round window or cochleostomy
approach (Figure I.3). Different electrode manufacturers have varying preferences to
the opening type depending on the design of a particular electrode. Current clinical
practice then has the surgeon manually insert the electrode using a pair of forceps or
other electrode-specific manually operated tools.
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Figure I.2: Anatomy of the cochlea. (A) Classic drawing of the isolated cochlea. (B)
A reconstructed cochlea from a human cadaveric specimen presented by Erixon [31].
(C) Classic cross section view of the cochlea interior. Shown are the scala tympani,
vestibuli, and media chambers.
Figure I.3: Cochlear Implantation. (A) A rendering of a PEA within the scala tym-
pani volume showing the proximity of electrode contacts to the auditory nerve. (B) A
surgical view of electrode implantation in a live patient with the PEA passing through
the facial recess access. (C) The schematic view of final PEA placement within the
cochlea.
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Figure I.4: Advance off stylet. The PEA is inserted normally into the cochlea until
reaching the basal turn. At this point the stylet is retracted at approximately the
same rate as the PEA is inserted. Using this technique, the PEA should maintain
contact with the modiolar wall. Diagram from Todd [110]
There are several types of electrodes clinically available but they can be sepa-
rated into two general groups. The first are straight lateral-wall electrode arrays.
Their name comes from the fact that they slide along the lateral (outer) wall of the
cochlea during insertion. The second group are actuated perimodiolar electrode ar-
rays (PEA). In the case of perimodiolar electrodes there is an additional component to
the electrode, a thin metal stylet embedded in its silicone body. During the insertion
of this type of electrode the stylet must be held fixed in space after the first stage of
insertion as the electrode is guided deeper into the cochlea, a technique referred to as
advance off stylet (AoS). The ideal AoS technique is shown in Figure I.4. While their
designs differ, all electrode arrays share the characteristic of being thin and delicate
structures.
A new method of accessing the cochlea through a minimally invasive percutaneous
approach was proposed by Labadie et al [60] in 2005 through the use of a stereotactic
frame attached to the patient’s skull. Placement of the frame [59] was accomplished
through CT image registration to anatomical landmarks [74, 73, 75].
There is a tremendous body of research on CI surgery ranging from surgical tech-
nique and planning to post operative evaluation, signal processing, and histological
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studies. The following sections review these works with the aim of highlighting knowl-
edge gaps and opportunities for new research.
Robot-Assisted Cochlear Implant Surgery
This section reviews applications of robotic systems to the CI procedure. Included
in this review are devices related to gaining surgical access to the cochlea, insertion
electrode arrays, and systems facilitating basic research in CI implantation.
The first work presented on applying robotic systems to CI surgery came from
Zhang et al. [130] in 2006. This work looked at the application of underacted steerable
electrodes with robotic controlled insertion as a method to reduce contact between
the cochlea and the electrode and hence reduce the likelihood of trauma. A mathe-
matical model for the optimization of these steerable electrodes was later presented
by Zhang in [126]. Figure I.5 shows the process of inserting a steerable electrode
into a cochlea. The mechanics of this type of electrode also led to the exploration of
required workspace for a robotic system [127].
Since the characterization of insertion force as a metric of evaluation of electrode
insertion by Roland [86] there have been numerous studies [66, 125, 85, 54, 53, 70, 99]
reporting insertion forces as a quantitative evaluation of insertion. The relationship
between insertion speed and insertion force was first explored using plastic models
and straight outer wall electrodes by Zhang et al in [125] using a robotic insertion
system and later using perimodiolar electrode arrays by Kontorinis et al. [53]. Results
presented by Zhang showed an inverse correlation between insertion force and speed
at rates up to 8mm/s for lateral wall electrode arrays. This reduction was attributed
to viscous friction effects dominating contact loads at higher speeds. The study by
Kontorinis showed less correlation between forces and speed in perimodiolar electrodes
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Figure I.5: Prototype steerable electrode used in scaled plastic cochlea model. The
orientation of the electrode is manipulated by applying tension to an embedded wire.
and work presented in Chapter V confirms this finding with insertions in human
cadaveric specimens.
There have been several automated systems proposed in the literature specifically
designed to insert electrode arrays. A graphical review of these robotic systems is
shown in Figure I.6. In 2010 Zhang et al proposed using a custom designed 6 DoF
Stewart-Gough platform to control the insertion of electrode arrays into the cochlea
with observation of insertion forces and moments [128].
Building on the percutaneous insertion approach proposed by Labadie et al. [60],
a single degree of freedom robotic insertion tool was presented by Majdani et al. [66]
in 2010 for use in percutaneous insertion. Schurzig et el incorporated custom single-
axis force sensing into the device evaluated the insertion performance of the tool in
phantom models in [92, 93]. Similar evaluations were performed by Rau et al. [85]
on the same robot.
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Figure I.6: Prior robotic CI insertion systems. (A) A 6 dof CI insertion system with
6 axis force sensing proposed by Zhang et al. in 2006. (B) a single axis insertion
system with 1 dof force sensing presented by Schurzig et al in 2010. (C) A bench top
1 dof insertion system for force sensing experiments performed by Miroir et al. in
2012.
9
Force laboratory testing of insertion forces Miroir et al. [70] presented in 2012 a
single axis electrode insertion tool. This device was not designed with consideration
for clinical deployment but only for work with phantom models. Their experimental
setup included a single axis force sensor on the insertion tool and a 6 dof force/torque
sensor on the cochlea phantom. Reported reaction forces were large compared to
prior studies and there appeared to be sensitivity problems in the apparatus how-
ever it is one of few studies to incorporate dual force transducers as a way to verify
measurements.
Robotics have been applied to other parts of CI surgery, most notably in perform-
ing the mastoidectomy. In 2010 Baron et al. proposed using an optically tracked
industrial manipulator for performing mastoidectomy [9]. Work presented by Lim et
al. [64] demonstrated a cooperative parallel robot which allowed to the user to guide
a surgical drill through the mastoidectomy while preventing motion of the drill to
pass safety boundaries determined from image guidance. Kratchman et al. presented
a parallel robot for drill positioning in percutaneous insertion [56] compatible with
the prior percutaneous insertion method presented by Labadie [60, 59].
Other tools proposed in the literature related to CI surgery are shown in Figure
I.8. Kratchman et al. [57] demonstrated a manually operated insertion tool for
periomodiolar electrodes in 2012 that was compatible with the percutaneous insertion
approach. Work from Maier in 2010 presented a simple teleoperated system for high
precision manipulation in inner ear surgery [65]. This device was designed to work
with existing clinical instruments and use the robotic system for position control.
The tools presented in this section vary significantly both in aims and complexity
but share a common assumption. Each device executes pre-programmed motion,
either mechanically or through software, without adaptation. Such a paradigm relies
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Figure I.7: Robots used in performing mastoidectomy / percutaneous drilling. (A)
Optically tracked drilling tool by Baron et al. [9]. (B) Cooperative mastoidectomy
drilling presented by Lim et al. [64]. (C) Percutaneous drilling platform presented
by Kratchman et al. [56]
Figure I.8: Other tools for CI surgery. (A) Manual insertion tool by Kratchman et
al. [57]. (B) Teleoperation system concept for middle ear surgery by Maier [65]
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heavily on pre-registration and as such can introduce single point failures. There
is an opportunity to incorporate sensory feedback into robotic systems so that they
automatically adjust to deviations from pre-planned models.
Design Considerations of Clinically Deployable Robots
The existing prototype surgical systems related to CI procedures not only vary
in both their kinematic designs and limitations but also in their intended role within
the entirety of the CI surgery. However, all these devices share a set of design con-
siderations given their nature as surgical tools. A review by Taylor [107] in 2003
covered surgical robot requirements within the context of the greater computer inte-
grated surgical system. Among the requirements were a focus on safety, workspace,
dexterity, sterilization, and accuracy. While most of these attributes are important
to any robotic system, sterilization is a special concern of medical instruments. Any
tools which may make contact with the patient must be sterilized between proce-
dures. This process usually involves submersion or high temperature treatments that
restrict material and actuator options in the mechanism design.
There are two general methods to solve the sterilization problem. In the case of
the ROBODOC system [49, 48], the serial robot arm is entirely draped with a sterile
barrier with only the end effector drill requiring full sterilization. The fully draped
robot is an attractive choice since far fewer restrictions are placed on the robotic
manipulator design. In some applications however, a fully draped system may not be
viable due to the need to exchange tools connected to the manipulator. To address
this particular requirement, a robot design has its sterilizable end effectors separated
from the actuators through a transmission system. The tools and connection interface
must be fully sterilizable but the sensitive actuators and control electronics can be
isolated from the surgical site. A famous implementation of this design scheme is the
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DaVinci system from Intuitive Surgical [40]. The DaVinci uses a closed loop wire
transmission scheme to connect the actuators to the end effector.
Removing the actuators from the surgical site has been an important consideration
for several surgical systems including the DaVinci and the neuroArm[105]. In the
case of the neuroArm, hydraulics were used for MR compatibility while the DaVinci
is one of many proposed robot designs to use wire actuation and isolate motors
from the manipulator mechanism. The MIT WAM [88] was an early example to
use wires to drive a 7 DoF articulated arm. While the articulated arm is generally
a serial structure, the routing of wires to distal links introduces kinematic coupling
[123] between the actuators and the configuration of the arm links. The solution to
decoupling joint/actuator kinematics proposed by Tsai [111] uses a structural matrix
based on pulley ratios and wire routing directions.
These early surgical robot applications have been geared toward large workspace
procedures in the abdomen and knee. With increasing numbers of surgical procedure
in small surgical fields such as the head and neck, there is an increased need for less
obtrusive tools in the operating room. Technological solutions addressing intrusive-
ness and rapid deployability are needed in addition to considerations of safety and
sterilization. Parallel robotic structures have the potential to provide high-accuracy,
compact tools in the operating room.
In regards to stiffness, payload capacity, and theoretical accuracy, parallel kine-
matic structures such as the Stewart-Gough [100] or DELTA [78] manipulators have
significant advantage to serial structures [96]. The trade off to these advantages are
comparatively smaller workspaces and more difficult singularity analysis [20]. So far
in the literature, wire actuation for parallel structures has largely focused on sus-
pended platforms like the RoboCrane [11]. These parallel robots rely on an ”N+1”
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wire suspension scheme to insure force closure [58, 10, 38, 71] and a stable pose.
Wire actuation is also used in linkage assemblies with applications in haptic devices
[69, 36, 68]. So far in the literature there was been little work to incorporate wire or
cable routing to drive prismatic links in parallel kinematic architectures.
Safety is a key concern with robotic surgical systems and must be incorporated
into several facets of the overall system design. Undesirable motion of robotic links is
prevented through several layers of redundancy and cross checking. At the software
level, error handling logic with redundant multi-sensory feedback [49] can mitigate
potential problems. At the mechanical level, there are several methods of improving
device safety. The first is to minimize the number of single point failures in the
design and the second is through designing systems with actuator capacity limited to
intrinsically safe levels. Static balancing involves using passive energy storage within
a mechanism to reduce the effect of gravitational loading on actuator requirements.
By reducing this load effect, actuators may be reduced in capacity to a magnitude
which is safe for interaction with a patient [115]. In the event of power failure,
statically balanced mechanisms also do not change position and during use are more
energy efficient. The trade to this reduction in actuator capacity is slower end effector
motion.
Solutions to the static balancing (sometimes referred to as gravity compensation)
problem have been explored by numerous researchers and a brief review of the type
of solutions in the literature is presented here. The uses of counter weights to balance
mechanism links is the most simple approach to the problem but faces the problem of
significantly increased mass. Some theoretical on balancing parallel mechanisms with
counter masses has been presented [87] but has not been demonstrated in a feasible
prototype.
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The most common method of static method involves using linear springs strategi-
cally placed in the structure. Determination of the spring connection points satisfies
the condition that the gravitational potential energy of the mechanism remains con-
stant through its workspace [33, 98, 98, 7]. The application of this method has been
used in numerous parallel kinematic architectures [37, 37, 89, 61, 63, 18] while some
groups prefer to explicitly solve reaction forces during the synthesis phase of design
[30, 55]. Medical applications of static balancing have included uses in leg orthosis
[2] and patient side manipulators [63, 115].
Earlier static balancing designs [3, 2, 37, 37, 89, 61] often incorporated parallel-
ogram linkages as a means of generating the proper energy functions to cancel out
gravity load. These designs generally occupy large volumes to accommodate the link-
ages. More recent applications have moved toward specialize drive trains to generate
the energy functions. Kim and Song [51] achieved 80% balancing in a three link
serial manipulator by embedding the springs and tendons inside the individual links
and rely on the tendon routing to decouple the links. Carricato [18] proposed using
masses and springs within prismatic jacks to balance a particular configuration of the
Stewart-Gough design. Kilic [50] demonstrated using cams wrapped by the actuation
wire to balance single links.
It was a combination of these works that inspired the use of wire actuation for the
parallel robotic system presented in this dissertation. Wire actuation lends itself to
sterilization since the actuators can be isolated from the mechanism links and there-
fore not required to endure sterilization procedures. The second factor in selecting
wire actuation is its increasing use in static balancing solutions due to its compactness
compared to previous linkage based designs.
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Grade Description
0 No detectable trauma
1 Elevation of basilar membrane
2 Rupture of the basilar membrane
3 Electrode entry into the scala vestibuli
4 Severe trauma (i.e fracturing of rigid structures)
Table I.1: Trauma scale proposed by Eshraghi [32]
I.2 Summary of scientific and clinical needs
Development of surgical tools is motivated by the application’s needs. In CI
surgery there exists a desire in the clinical community to both reduce the trauma of
CI insertion and to preserve residual hearing in patients with partial acoustic hearing.
Summarized below is the work in the areas of CI trauma and post-operative outcomes.
Both are important quality of life considerations for CI recipients and are areas where
improved tools have opportunities to improve results clinically and in basic research.
CI Trauma
Intra-cochlear trauma receives considerable attention in the literature. In 2003,
Eshraghi [32] presented a qualitative scale to assess the severity of intra-cochlear
trauma from one of five grades. Table I.1 reviews this scale with examples from two
studies [32, 119] shown in Figure I.9. In a series of 2 papers [119, 118] Wardrop
presented histological examinations of temporal bone specimens implanted with a rep-
resentative set of commercially available electrodes. Results showed that atraumatic
insertion of electrodes is possible across the range of electrodes but not guaranteed.
Other trauma studies have included those performed in animals [24] and in the eval-
uation of new electrodes and surgical technique [43, 14, 1, 27, 95, 112, 109, 101].
Intraoperative indication of trauma or incorrect positioning of an electrode array
is possible through flouroscopy as demonstrated by Fishman in [34] although care
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Figure I.9: Categories of trauma to intra-cochlear anatomy with histological images.
must taken to safely manage radiation applied to the patient. X-ray computed to-
mography (CT) has also been used in examining electrode array placement [109].
Currently, there has been no presented cases of intraoperative CT scanning and its
use is restricted to pre operative planning and post operative evaluation. So far in the
literature there have been no methods presented which provide feedback on the like-
lihood of trauma intraoperatively without the uses of carefully managed radiological
imaging. Also, such imaging systems are expensive to operate and not available at
institutions across the world. Solutions that can access risks of trauma without the
overhead of state of the art imaging is still relatively unexplored in CI applications.
Post Operative Outcomes
In 2006 a study by Fraysse et al. [35] examined the effects of residual hearing
preservation (HP) with electroacoustic stimulation on speech perception in CI pa-
tients. The electrode used in the study was the Nucleus 24 Contour Advance from
Cochlear Ltd and a ”soft-surgery” protocol was followed. Patients were separated
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into two groups; those with little to no residual hearing and those whose residual
hearing was sufficiently high enough to gain some benefit from an ipsilateral hearing
aid. Review of speech perception scores showed that up to 5dB SNR, the electroa-
coustic group had statistically significant benefit from combined CI stimulation with
residual hearing through a hearing aid. When SNR levels had reached 10dB there
was no longer any statistically significant benefit to speech perception in this group.
A study on post operative outcomes of 31 pediatric CI recipients was presented
by Brown et al. [16] in 2010. While it did not compare the benefits of HP to pure
electrical stimulation it showed that HP is possible for the intermediate term (up to
30 months in the study) for children with CI. The nature of the onset of hearing loss
would be a major factor in determining if acoustic hearing perception would continue
to deteriorate with age.
Carlson el al. [17] reported a tentative link between preservation of residual hear-
ing through atraumatic technique and speech perception scores in 2011. Only ap-
proximately 50% of the CI recipients retained any acoustic hearing and there was less
decrease in pure tone perception in the residual hearing group.
Recently, a study published by Cosetti et al. [29] also examined the role of residual
hearing in speech perception. Like in [35] a ”soft-surgery” technique was used for
patient implantation although unlike this prior study a hearing aid was not used
in the evaluation of residual hearing. Their results showed no benefit from residual
hearing in regards to speech perception scores. This work also questions the validity
of conclusions drawn by Carlson in [17] do to inherent speech recognition advantages
in his residual hearing sample group. Regardless, several of these studies [35, 17, 29]
encourage maintaining hearing preservation as a goal during CI surgery.
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Identification of Scientific Needs
From the available literature, there is a noticeable trend in emphasizing ”soft”
surgical techniques [32, 35, 29] and an assumption that minimizing insertion forces
helps in minimizing trauma [86, 110]. From a mechanical perspective this is a valid
assumption since negligible force acting on the electrode means it is not physically
interacting with anatomical structures. However, it does not imply the converse is
true and additional experiments will be needed to definitively link force and trauma.
While forces have been reported in the literature below 50 mN for perimodiolar
insertions [86, 110, 93] they have all been performed in ideal set-up not entirely
reflective of a surgical scenario. Other studies have reported higher insertion forces
[125, 70, 53] despite following similar experimental protocols. The difference in these
forces could be due to subtle differences in lubrication, the geometry of the cochlea
model, or the execution of the AoS technique. To date, there have been no proposed
solutions to using measured forces in feedback control to attempt to minimize the
magnitude of forces imparted on the cochlea.
There still exists a gap in the clinical knowledge to understand how implantation
trauma associates with hearing outcome. The most obvious reason for this gap is
that histological analysis can only be performed on cadaveric specimens while hear-
ing outcome can only be assessed in live patients. Imaging modalities do not have
the resolution to discern fine details in the cochlea without significant amounts of
radiation. Force sensing tools with fine position control may not only help in produc-
ing more atraumatic insertions but also be used as a powerful research tool. Surgical
systems record a large array of data which may be analyzed for correlations to patient
outcomes not currently available in the CI field.
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I.3 Contribution of this Dissertation
The work presented in this thesis bases its utility on proposing a robotic tool with
accuracy and measuring capabilities useful both in clinical application and research.
The contribution of this dissertation consists of three main elements. The first is
the identification of task parameters for robotic multi-degree of freedom insertion not
present in the current literature. The second is the development of a compact and
rapidly deployable robotic system for CI implantation using wire actuation. Lastly,
a set of control and fault detection methods are integrated into the robot control so
that the insertion system may respond to unexpected conditions and reduce the risk
of inducing trauma on the anatomy.
The sum of these contributions aims to move robotic insertion away from restric-
tive registration and pre-imaging/planning constraints and demonstrate that smaller
dexterous tools can be applied to the CI procedure. Such a system has patient ben-
efits both as a research device for use with new electrodes but also as a path toward
clinically deployable tools that will provide greater information to the surgeon.
I.4 Outline
The remainder of this dissertation is organized as follows:
Chapter II presents a technical formulation of the insertion task and the require-
ments imposed on a robotic tool. These specifications begin with the characterization
of the working environment, followed by modelling of the electrode array itself. This
analysis concludes with the determination of required workspace, precision, and sen-
sory capability for a robotic insertion tool.
Chapter III uses the requirements presented in the previous chapter in the synthe-
sis of a parallel robot insertion platform actuated by constant length wire loops. A
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model for the general case of this class of robot is presented with an analysis of a pla-
nar mechanism subcase presented as a physical embodiment of the concept. A review
of the physical implementation of the robotic insertion system including the mechan-
ical design, control architecture, calibration, and performance evaluation concludes
the chapter.
Chapter IV presents the analysis and validation of a method for incorporating
static balancing into a wire actuated mechanism. Static balancing of surgical manip-
ulators reduce actuator requirements and introduce an additional level of safety into
the mechanism.
Chapter V presents a set of experimentally derived models for the expected inser-
tion forces in CI surgery. From this experimental data it is shown that predictions
on the expected insertion force can be made in-vivo and in real time as an insertion
progresses.
Chapter VI demonstrates that force and telemetry information from a robotic
insertion tool can be used to identify several complications including electrode tip
folding and extra-cochlear buckling of the implant. This chapter also demonstrates the
effectiveness of using force/ position admittance control to actively reduce insertion
forces.
Chapter VII proposes using CI electrode electrical impedance signals intra-operatively
to assist in the placement of electrode arrays. An automated algorithm for electrode
insertion using this method is demonstrated.
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Chapter II
DERIVED SPECIFICATIONS FOR CI INSERTION
In order to design a robot for CI electrode array insertion, it is first necessary to
derive a set of specifications for the surgical task. This chapter begins by reviewing
prior quantification of the intra cochlear geometry. Based on this review, the work
presents a model for the shape of the scala tympani chamber. Access to the cochlea
is restricted by the facial recess. Previous literature did not quantify this constraint
in terms of available access directions. To address this gap, a series of experiments
are presented to identify the constraints on possible insertion vectors. The third part
of this chapter presents a kinematic model of the PEA, an instantaneous kinematic
model, a method for identifying the model coefficients, and how to estimate the
kinematic behavior when an exact model is not available. From the information
gathered in the preceding three points, the chapter concludes with the simulation of
optimal insertion paths. These simulations create the workspace definition used for
the design of a robotic insertion system presented in subsequent chapters. Lastly, a
review of prior works quantifying characteristics of nominal CI insertion are presented
to complete a set of specifications for the robot design.
Part of the work presented in this chapter has been previously published in [79, 81].
II.1 Geometry of the Cochlea
To perform robotic insertion of cochlear implants a set of frames must be defined
to describe the spatial relationship between the robot, electrode, and the cochlea
itself. Recently, a panel of clinicians have proposed a standardized coordinate frame
model for the cochlea [114], which is adopted here to define the cochlea frame {C}.
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Figure II.1: Cochlea coordinate frame. (A) Internal cross section of the cochlea; the
top chamber is the scala vestibuli and lower chamber is the scala tympani. (B) The
frame C is define with zˆ colinear with the cochlea’s helical axis and xˆ passing through
the center of the round window. The point pc is the location of the surgeon-created
entrance into the cochlea. In the case of a round window insertion pc lies along xˆ.
Figure II.1(B) depicts frame {C} with respect to cochlea features. The axis of
the cochlea’s helix defines zˆC with the axis xˆC passing through the center of round
window and yˆC completing a right-handed orientation frame. Access into the cochlea
is achieve by either drilling a cochleostomy inferior to the round window or through
opening the round window [14]. Regardless of the technique used, the access location
for electrode insertion will be referred to as the insertion point and is denoted by the
vector Cpc
1 in the cochlea’s local frame. At the point Cpc, the unit vector vˆ denotes
the expected direction of insertion into the scala tympani.
The shape of the chambers within the cochlea have been modelled using several
techniques but a commonly referenced representation of the scala tympani shape was
proposed by Cohen et al. [26] in 1996. This model defines the lateral (outer) wall of
1Cpc is interpreted as vector pc expressed in frame {C}
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A 3.84 mm
B 0.001317
D 0.12869
θ0 5.0
◦
θcochleostomy 23
◦
Table II.1: Cohen Template Parameters
the scala tympani as a piecewise continuous function in 2D polar coordinates. The
shape is a projected onto the xˆCyˆC plane with a point defined by the angle θ and
radius r(θ). The magnitude of θ is defined as the rotation about zˆC starting from xˆC
with an offset of 10.3◦. This offset is a throwback from prior representations of the
cochlea and the line defined by θ = 10.3◦ is collinear with xˆC .
r(θ) =
 Ae
−Bθ θ ≥ 100o
C [1−D ln(θ − θ0)] θ < 100o
θ ∈
[
10.3o, 910o
]
(II.1)
The parameter values are specified in the results of Cohen [26] and shown in
Table II.1. It should be noted that the value for A used in this model is an average
value, with male cochleas being larger than female ones [26]. Also the value of C is
constrained to make the two sections of the curve continuous. Because the tested
electrode arrays are models based on their interior edge, a model for the interior wall
of the scala tympani is required.
A study by Zrunek et al. [133] found the average interior width and height dimen-
sions of the scala tympani through measuring negative space molds of bone specimens.
Width refers to the maximum cross section dimension in the space {xˆC , yˆC} and nor-
mal to the lateral wall while height is the maximum section thickness in the space
{zˆC}. A linear interpolation of the results as a function of angle θ in [26] was used to
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θ (deg) 0 10.3 90.0 180 270 360 450 585 675 1000
width (mm) 1.66 1.66 1.60 1.41 1.31 1.21 1.20 1.30 1.29 1
height (mm) 1.25 1.25 1.22 1.03 0.96 0.82 0.87 0.78 0.65 0.65
Table II.2: Scala Tympani Width as a Function of Depth Angle
Figure II.2: Nominal cochlea shape. (A) 2D View of lateral (outer) wall helical
pattern from Cohen model. (B) 2D View of modiolar (inner) wall helical pattern
extrapolated from Cohen model and Zrunek data. (C) A 3D rendering of the scala
tympani volume based on these parameters.
construct the inner wall of the scala tympani. The control points used in the inter-
polation are shown in Table II.2. The height of the cochlea through three turns has
been measured by Erixon et al. [31] as approximately 4mm with a resulting helical
pitch of roughly 1 mm/turn. The results from Whiting et al. [121], based of CT
scans of implanted electrodes, also supports this estimated helical pitch. A digital
rendering of the cochlea model based on data these works is shown in Figure II.2.
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II.2 Surgical Access to the Cochlea
Access to the cochlea lies past the facial recess which poses two restrictions on any
tool used for CI implantation. A study by Teszler et al. [108] examined the shape of
the facial recess through measurements of imaged cross sections of the temporal bone
in 200 patients. These results indicated a minimum clearance of 2 mm through the
facial recess at its narrowest point which suggests that tools designed to pass through
this anatomical constraint should be below this diameter. While Teszler’s study
examined the dimensions of the facial recess, it did not characterize the allowable
electrode insertion approach angles. The anatomy of the facial recess limits the
orientation workspace of a robot gripper. This information about the orientation
workspace is an important design specification that has not been characterized in the
literature.
An experiment was designed to obtain an accurate specification for the allowable
orientation workspace for cochlear implant surgery. For this experiment, a tool with
a diameter of 1.8mm was used to test the available angular workspace on 10 human
cadaveric temporal bone specimens. An NDI Polaris Vicra optical tracker was used
to collect position and orientation information on the tool. The tool tip was placed
at the cochleostomy and measurements were taken as the tool was pivoted about the
cochleostomy to trace the angular limitations of the facial recess. For each bone,
10 trials were conducted with roughly 600 data points taken per trial. A convex
hull method [8] was used to reconstruct the continuous curve enclosing the allowable
angular straight line access to the cochlea. Figure II.3 shows a polar plot of the
available tool tilting workspace for all temporal bones. The radial distance of each
point on a given closed curve provides the maximal tilt angle at a given tilt direction,
designated in the plot by the polar coordinate. The figure shows a high variability of
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Figure II.3: (A) A tracked tool with diameter comparable to the proposed insertion
robot’s gripper pivots about cochleostomy of 10 human temporal bones. (B) For each
temporal bone an angular access perimeter is defined by tracing the limits imposed
by the facial recess. (C) The results show average access of approximately ±10◦
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Figure II.4: Contour Advance perimodiolar electrode array.
maximal tilting range. Note that all curves have been plotted such that their major
axes align along the 0◦ tilt direction. The major axis aligned with our proposed 2D
insertion plane. The results show that the minimal angular tilting workspace was 6◦
and the maximal range was 17◦. This data is used to define workspace requirements
for the design of the robot for CI insertion described in Chapter III.
II.3 Perimodiolar Electrode Array Shape Modeling
The PEA is an underactuated elastic beam comprising of 22 electrode contacts
embedded into an elastomer body. A stylet is also placed in the Contour Advance
PEA from Cochlear Ltd. as shown in Figure II.4. This section covers the modelling
of the PEA kinematics and a method to estimate the shape of new PEA’s based on
measurements from a representative sample set.
Frame {E} defines the local coordinate frame of the PEA and is centered on the
manufacturer-specified point to grip the PEA. This can be seen as a set of three
toroidal ribs in the midsection of the PEA. The frame axis xˆE is aligned with the
length of the stylet and axis zˆE is normal to the plane in which the PEA curls. The
shape of the electrode array as a planar representation can be written as a function
θ(s, qs) where θ is the tangent of the curve, s represents arc length, and qs is the
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length of removed stylet. The curvature modeled is on the modiolar edge of the PEA
which is the side of the PEA touching the modiolus (inner wall) during insertion.
Using a modal representation [22] and following the approach of Zhang et al. [130],
the shape function can be given as:
θ(s, qs) = ψ(s)
Ta(qs) (II.2)
where a(qs) is the vector of modal function coefficients for a given amount of pull
on the stylet qs and ψ(s) is a vector containing the modal basis as a function of arc
length s ∈ [0, L]. The vector a(qs) is given as a function of a characteristic matrix A
that maps modal basis functions η(qs) to describe the change in electrode shape as a
function of stylet pull.
a(qs) = Aη(qs) (II.3)
This characteristic matrix A is an unknown calibration matrix that is sought to
model an individual PEA. It is an application of Zhang’s method [130] to the mod-
elling of clinically available electrode rather than to the design of custom steerable
electrodes. First, this section will detail how the calibration matrix is used to repro-
duce PEA kinematics and the following section will detail the identification of the
calibration matrix elements from physical data. The modal basis functions ψ(s) and
η(qs) are polynomial sets of degree n and m respectively:
ψ(s) = [s0, s1, s2, ..., sn−1]T , ψ(s) ∈ Rn×1 (II.4)
η(qs) = [q
0
s , q
1
s , q
2
s , ..., q
m−1
s ]
T , η(qs) ∈ Rm×1 (II.5)
It must be noted that numerical stability becomes an issue with high order polynomial
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basis functions [6] and in general it is better to use basis functions such as Chebychev
polynomials or Fourier series if a high number of terms in the basis is required. For
this application, third order polynomials (i.e. m = n = 4) were sufficient to accurately
capture the kinematics of PEA’s.
Given matrix A, the tangent angles along the electrode are:
θ(s, qs) = ψ(s)
TAη(qs) A ∈ Rm×n, ψ(s) ∈ Rm, η(qs) ∈ Rn (II.6)
The points along the curve are given in the PEA by vector pe(s, qs) and can be found
by integrating the tangent function along the arc length:
pe(s, qs) =

∫ s
0
cos (θ(τ, qs)) dτ∫ s
0
sin (θ(τ, qs)) dτ
0
 (II.7)
The shape jacobian for a position s along the electrode array’s length becomes:
dpe
dt
(s, qs) =

− ∫ s
0
(
sin (θ(τ, qs))
dθ
dt
)
dτ∫ s
0
(
cos (θ(τ, qs))
dθ
dt
)
dτ
0
 (II.8)
where:
dθ
dt
=
d
dt
(
ψ(s)TAη(qs)
)
=
[
ψ(s)TA
(
dη(s)
dqs
)]
dqs
dt
(II.9)
To determine whether robotic insertion of PEA’s is possible there is a need to deter-
mine the bounds on shape variability and the variations in the calibration matrix A.
This information will inform whether individual PEA calibration is necessary. To test
shape variability a series of seven electrode arrays were tested to record their shape
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Figure II.5: Electrode array calibration test fixture
under actuation. A set of Contour Advance PEA’s were supplied by Cochlear Ltd.
for experimental evaluation.
The test setup cantilevered a single PEA from its base over an imaging plane with
a separation of approximately 1 mm. Grid paper was adhered to the imaging plane
to provide orientation and scale for the captured images. A high definition digital
microscope was placed over the imaging plane to photograph the electrode array.
The section of the fixture constraining the base of the array was rotated about its
longitudinal axis so that the array curled in the imaging plane. The electrode arrays’
stylet was removed by manual turning of a linear slide with an accuracy of 0.05 mm.
A single trial of an electrode array involved capturing an image of the array in its
initial state and subsequent images as the stylet was removed in 1.27 mm increments
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Figure II.6: Digitized image of Contour Advance electrode array.
as determined by the pitch of the lead screw. After each step of actuation, an image
was taken after any transient deformation had passed. A minimum of 14 steps were
required before further stylet removal had no impact on the final shape. The first
trial of a new electrode array was considered the reference trial and three additional
trials per array were made. This reference trial was considered the baseline shape for
comparison with repeated trials on an array and was used for shape repeatability for
a given PEA and for comparison of shape variations among different arrays. Between
each trial on a single array, the stylet was reinserted using a custom tool provided by
Cochlear Ltd.
After a series of images were taken, points along the array were manually digitized.
Within each array, there are 23 distinct electrode sections and a marker was digitally
added to a corner of each of these segments and to the tip of the implant for a total
of 24 markers, Figure II.6. The corners of the electrodes could be located within
0.01mm of their true location in the image.
For calibrating the shape kinematics of the PEA’s, points along a given PEA are
segmented for arc length values s = s0, s1, ..., smax where smax = L is the length
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of the electrode from some base position s0. These points are segmented from a
collection of images that correspond with a given known amount of pull on the stylet
qs = qs,0, ..., qs,max where qs,max is the length required to remove the stylet from the
electrode array. By taking w measurements of the shape (the tangent angle at a
segmentation point) for z steps of stylet actuation, all experimental data can be
captured in an experimental data matrix Φ such that:
Φ = ΩAΓ (II.10)
where:
Γ = [η(q1,0), ...,η(qs,max)] =

1 · · · · · · 1
qs,min
. . . qs,max
...
. . .
...
qm−1s,min · · · · · · qm−1s,max

∈ Rm×z (II.11)
Ω =

ψ(s = s0)
T
...
ψ(s = smax)
T
 =

1 · · · (s = 0)n−1
...
. . .
...
1 · · · (s = smax)n−1
 ∈ Rn×w (II.12)
Φ =

θ(s0, q1,0) · · · θ(s0, q1,max)
...
. . .
...
θ(smax, q1,0) · · · θ(smax, q1,max)
 ∈ Rw×z (II.13)
The matrix system of equations from (II.10) can be solved for the calibration
matrix A by using Kronecker product ⊗ algebra [39]:
(
ΓT ⊗Ω)V ec(A) = V ec(Φ) (II.14)
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From the digitized images, the experimental matrices Ω, Γ, and Φ were constructed
and the calibration matrix A was calculated for each PEA. To verify the model,
calculated PEA shape was overlaid over the experimental image. The results showed
a good agreement with the experimental results as shown Fig. II.7.
Figure II.7: Tested electrode arrays with shape reconstruction overlay, axes are in
pixels. The reconstructed shape of the PEA’s modiolar side is shown in green. The
calibration matrix accurately captures the shape seen in the original image.
Variability Upon Stylet Reinsertion
Two forms of repeatability are important to consider when evaluating the PEA’s.
During manufacturing, PEA’s require the stylet to be loaded inside the silicone carrier
and its final shape checked for suitability for surgical insertion. After this check, the
stylet position may need modification. In this case, the stylet must be reinserted
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into the silicone encapsulant surrounding the electrode array. By examining shape
variability in each electrode array for each stylet reinsertion, a new calibration matrix
can be implemented should a second insertion attempt be necessary.
Shown below in Figure II.8 is a representative result of shape variability upon
stylet reinsertion. In each column of plots, the left figure is the shape of the electrode
array in the four trials and the listed stage of actuation (qs = 1.27mm, 3.81mm,
etc.). The blue curve is the reference trial used as a basis of comparison. The right
plots are the mean errors along the segmentation points with the error bars spanning
3 standard deviations. On the onset of stylet removal, the mean error from the
reference trial at the electrode tip is smaller than 1 mm. As can be expected, the
position error increases along the length of the electrode array since small variations
in θ accumulate as position variations.
Variability Between Electrode Arrays
The second form of repeatability to be examined is the shape variation between
fresh electrode arrays. Since the arrays are not actuated before use, development of
a single model with an understanding of error bounds was considered as a potential
method for developing an insertion path plan. In comparing different electrode arrays,
segmentation was reinterpolated at fixed length intervals. This was necessitated by
slight manufacturing variations in the spacing of electrodes. An initial comparison of
different arrays resulted in large variations. Securing the base of the electrode array
resulted in large variations of the tangent angle in the first segment.
Variation in tangent angle and position of the PEA’s with the stylet fully inserted
were calculated and plotted below in Figure II.9. The position variation is consid-
erably larger between the electrode arrays than within one electrode with multiple
stylet reinsertions. The position standard deviation is upwards of four times greater
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Figure II.8: Shape variation in electrode array 4 (thick dashed line represents reference
trial, dotted lines represent repeated trials)
than the comparisons of the previous section. This suggested that the electrode ar-
rays should not be modeled using a single calibration matrix but should instead be
inserted using their specific calibration matrix. This conclusion justifies the use of a
insertion robotic tool as opposed to designing a mechanical linkage for insertion of a
”nominal” electrode with an average calibration matrix A.
PEA Shape Estimation
This section presents a method of estimating the kinematic parameters of a new
PEA based on knowledge gained from the set of calibrated PEA’s. The goal of this
algorithm is to find a reasonable approximation of A without performing detailed
measurements.
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Figure II.9: Electrode array standard deviation as a function of arc length. Left:
Average position and standard deviation of PEA curve along yˆE as a function of
length along xˆE. Right: Tangent angle θ average and standard deviation as a function
of arc length s.
Calibration of individual PEA’s prior to insertion is not clinically viable since
reinsertion of the stylet into an array is not allowed prior to insertion in a patient.
This is due to the risk of puncturing the PEA silicone body and increasing the risk of
infection. However, the measured data may be used to construct a likely PEA matrix
Aest which may be used for path planning.
One assumption in the estimation of a PEA’s shape is that there is a known
point that the PEA passes through. This point is called the insertion constraint and
is expressed in the PEA frame {E}. Figure II.10 is used to describe the insertion
constraint. When the PEA tip is brought to the insertion point it must pass through
pc. We define the point
Epm as a measured point along the PEA length in frame
{E} with2 pm =E TCpe.
Creating an estimate of the calibration matrix A is a two step process: first the
initial shape is defined and then the relationship between stylet actuation and change
in shape is applied. Data from previously calibrated PEA’s is used to generate an
estimation for the current PEA. The calibration matrix defined in (II.3) can be split
2Notation BTA is the homogeneous transformation from {A} to frame{B}
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Figure II.10: PEA shape estimation. The shape is defined by the tangent θ(s, qs)
of the PEA’s modiolar edge. A nominal PEA shape θ¯(s, qs) (I) is modified to pass
through the known point of insertion, Epm (II). The distance along the PEA curve
to the insertion point is denoted as L˜. An estimate of the relationship between θ˙ and
stylet actuation q˙s completes the kinematic model of the PEA with a example of an
actuated PEA shown with (III).
into a column vector and a 4× 3 matrix:
A =
[
a0[4×1] , A˜[4×3]
]
(II.15)
When qs = 0, (II.10) can be written as:
θ(s, 0) = ψ(s)Ta0 (II.16)
The average initial PEA shape is defined as θ¯(s, 0) and discretize the PEA into z
evenly distributed points to create the vector θ¯ ∈ Rz×1. This average shape comes
from the experimentally measured PEA’s. For a given a0, a set of discretized points of
the estimated shape creates the vector θ˜ ∈ Rz×1. The difference between the average
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and estimated shape is then defined as:
∆θ = θ˜ − θ¯ (s, 0) (II.17)
The scalar value L˜ ∈ [0, L] defines a point along the PEA which intersects with the
insertion point Epm. Using these definitions, the initial shape of the PEA is estimated
by numerically solving the following constrained optimization problem:
minimize
a0,L˜
∆θT∆θ
subject to p(L˜, 0) = pm, L˜ ∈ [0, L]
(II.18)
The solution set of coefficients are denoted as a˜0,est. Once the estimate of the initial
shape (θ(s, 0)∀s ∈ [0, L]) is made, an estimate of the average rate of change of PEA
shape to stylet actuation ( dθ¯
dqs
) is based on the average of rates of change of previously
calibrated PEA’s. These rates are computed from the sub-matrices A˜. It can be
shown that the average of the h known calibration matrices A˜i, i = 1, ..., h describes
the average rate of shape change per stylet pull dθ¯
dqs
and the estimated calibration
matrix becomes:
Aest =
[
a0,est
h∑
i=1
1
h
A˜i
]
(II.19)
II.4 Insertion path planning
Insertion path planning is separated into two tasks: finding optimal positions and
orientations for the electrode array through the range of insertion depths into the
cochlea and smoothing those optimal points into a trajectory a robotic insertion tool
may follow. Assuming that the PEA bending plane has been aligned with the plane
approximating the basal turn, the path planning DoF can be described as the length
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Figure II.11: 2D Robot insertion concept with four dof
of stylet removed from the perimodiolar electrode array qs, rotation of the electrode
in the 2D plane φ, and two translation components in the plane (Fig. II.11). Finding
a trajectory requires a 2D model of the scala tympani while smoothing of discrete
path points can be done by fitting a cubic spline.
For optimal insertion, the PEA should fit the shape of the scala tympani by
approximating the modiolar (inner) wall as much as possible while avoiding contact
with the lateral (outer) wall. The desired path for the PEA tip begins as a straight line
from the insertion point into the scala tympani toward the modiolar wall intersecting
at the closest point of tangency. Let the points along this path be given by Cartesian
coordinates pp(s) ∈ IR2×1. During insertion, the focus is on the inserted portion of the
PEA; hence, we define a weight matrix W = diag(0...w, w, w, w) ∈ IR2z×2z where the
scalar weight w is used for points that are inside the scala tympani and a zero value
for points not yet inserted into the scala tympani. We define an objective function for
each insertion depth d such that a penalty is applied for deviation from the desired
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path and an additional penalty is applied for violating the modiolar wall boundary:
argmin
d,φ
1
2
(
TTWT + UTWU
)
(II.20)
where the vectors T and U are given by:
T =

pc(s = 0)− pe(d, φ, s = 0)
...
pc(s = L)− pe(d, φ, s = L)
 ∈ IR2z×1 (II.21)
U =
[
ue(s = 0), · · · , ue(s = L)
]T
∈ IR2z×1 (II.22)
The value of ue(s) indicates the interference distance relative to the modiolar wall for
each digitized point along the electrode array (II.23).
The vectors re(s) and rc(s) respectively denote the radial distances from the cen-
ter of the cochlea to a point on the PEA specified by arc length s and the closest
corresponding point on the scala tympani inner wall. This wall intersection penalty
is a modification of the optimization function proposed in [129] which encourages
reducing applying pressure on the modiolar wall.
ue(s)
s∈[0, L]
=
 ‖rc(s)− re(s)‖ if ‖rc(s)‖ > ‖re(s)‖0 if ‖rc(s)‖ ≤ ‖re(s)‖ (II.23)
During the simulation, the insertion depth d was set for 15 mm in 0.5 mm incre-
ments. Optimal position and orientation of the electrode array base were determined
at each increment using a line search optimization method. The base location and
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Figure II.12: Insertion simulation with 4 DoF
orientation of the simulated electrode define the end effector path of the robot. Sam-
ple snapshots of the insertion stages are shown in Figure II.12. In this figure, the
blue curve is the modiolar (inner) wall of the scala tympani and the red curve is the
lateral (outer) wall of the scala tympani. A cubic spline interpolation was used for
evaluating intermediate positions along the trajectory for all DoF.
Each electrode array examined had a shape function incapable of not interfering
to some degree with the inner wall of the scala tympani. Beyond an insertion depth
of 9mm a purely kinematic model of the implant can no longer be used with these
electrodes and a stiffness and friction model like the one proposed by Zhang et al.
[127] is required.
A reduction of the DoF required on the insertion tool could be made by fixing φ
to a constant value. For each electrode array, the single insertion angle with minimal
error was selected. The summed error over each insertion step was used as the basis of
comparison between the four and three degree of freedom design options. Using this
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metric, the addition of the orientation DoF reduced the total error by an average of
35%. These results suggest that a 4 DoF insertion platform would be advantageous.
Chapter III will use these results in the synthesis process.
Insertion Workspace Determination
The workspace for an insertion tool was bounded by the maximal and minimal
values for each DoF over the entire insertion path. Figure II.13 shows the unsmoothed
bounds for the workspace of the insertion tool based on the information gathered from
the tested electrode arrays. The bound encompasses the paths from all electrode tri-
als. In this simulation, most of the translation of the electrode occurs along the x
axis. Translation in the orthogonal direction is limited, starting with a variation of
approximately 8mm and converging to negligible variation near full insertion. Varia-
tion in electrode orientation requires that the insertion tool maintain mobility in this
joint at full insertion depth. Although not required by the path planning routine,
actuation in qs must be capable of completely removing the stylet from the implant.
II.5 Summary of Insertion System Requirements
This chapter has presented a modeling framework to derive the workspace require-
ments for multi-degree of freedom robotic insertion system. In addition to the cochlea
shape, access restrictions, and the behavior of the PEA during actuation there are
several other important parameters which will be reviewed here and summarized in
Table II.3. Work presented in [59] demonstrated that a targeting accuracy of 0.4 mm
at the cochleostomy was sufficient for percutaneous electrode array insertion using
a tool rigidly attached to the patient’s skull without the capability of adjustment
during insertion and sets the minimum known accuracy specification for successful
CI insertion. Work from Zhang et al. [125] explored the relationship of speed and
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Figure II.13: Workspace bounds for the robot gripper in the cochlea frame {C}.
Specification Target Value Ref.
Targeting accuracy ≤ 0.4 mm [59]
Tool Maximum Dia. 2.0 mm [108]
Insertion speed 0.5 - 5 mm/s [125, 53]
Insertion force ∼0.05 N [66, 86, 53]
Angle of approach ±10◦
Table II.3: Summary of Derived CI Insertion Specifications
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friction force using outer wall electrodes and found that insertion forces could be re-
duced by increase speed with the reduction seen at speeds as high as 5 mm/s. This
speed was set as the maximum insertion speed requirement for a robotic CI insertion
system. Work from several groups [66, 86, 53] have measured insertion forces in bone
specimens and a general concensus is that a laboratory insertion can achieve insertion
forces below 0.05N and this sets the force goal for robotic insertion. Lastly, experi-
ments presented in this chapter have bounded the expected range of access a tool can
use during CI insertion. Insertion simulations show that PEA insertion within this
bound is feasible. The compilation of these various results create the set of design
specifications for a robotic CI insertion system used in the next chapter.
In addition to the quantitative measures described in Table II.3 there are several
other considerations specific to the CI insertion procedure. The surgical site is small
and space above the site must be reserved for microscope vision. This implies that the
tool design must be compact and lightweight so as to be as unobtrusive as possible.
The design should also be sterilizable without requiring the disposal of expensive
components. Since insertion forces are a critical means of assessing insertion quality,
integrated force sensing is required. Lastly, the design should make the loading of
PEA’s into the gripper easy enough to be done during operation.
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Chapter III
SYNTHESIS AND EVALUATION OF A WIRE-DRIVEN PARALLEL
ROBOT FOR CI INSERTION
This chapter presents the kinematic modelling and task-driven synthesis of a
robotic insertion tool for CI surgery. The chapter begins with the conceptualization
of the insertion system and its place in the CI procedure. A model of the kinematics
of closed loop wire actuation is then presented including analysis of conditioning,
compliance, and sources of error specific to wire actuation. From this model and
the task requirements presented in the previous chapter, a method of dimensional
synthesis is presented.
The motivation for applying wire actuation into the mechanical design arose from
several considerations. The first motivating consideration was the desire to isolate
the DC motor actuators from the end effector. When this is accomplished with rigid
link transmissions there is a penalty in weight added to the design. Wire rope, on
the other hand, has negligible weight. This also allows greater flexibility in adjusting
the weight distribution of the total device since the repositioning of the actuators
does not incur a significant addition of weight. Also, application of wire actuation
introduces several considerations not present in rigid transmission actuation schemes
that have not been explored in parallel robot design. Wire-actuated links introduce
kinematic coupling with implications on the mechanism’s stiffness which are derived
and discussed in this work.
The final sections of this chapter review the control system and mechanical de-
sign. A method of calibration addressing wire actuation backlash is presented in this
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chapter. Finally, the chapter ends with a review of the prototype’s performance based
on requirements derived in Chapter II.
Part of the work presented in this chapter has been previously published in [81].
III.1 System Architecture
A conceptual illustration of robotic CI implantation is shown in Figure III.1. An
electrode insertion system is supported on the operating table by a support arm. This
arm is passive and may be statically balanced like the surgical microscope typically
used in this procedure. The patient’s head is expect to be secured in position by
a Mayfield frame or similar device. The work presented in this chapter focuses on
the insertion robot itself with the support arm considered a commercially available
product.
Figure III.1: Robotic insertion concept. (A) After the surgeon has completed the
mastoidectomy and gained access to the cochlea, the robotic system is brought to
place on a passive arm. Registration to the cochlea can be done with external vision
of the cochleostomy or through preoperative image registration [59] (B) The view of
the surgical site from the tool’s perspective. The mastoidectomy and small open-
ing through the facial recess restrict tool dimensions and angle of approach. Model
temporal bone provided by Cochlear Ltd.
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The insertion robot uses a planar 3 DoF parallel kinematic structure with a fourth
actuator mounted on the end effector for stylet actuation for several reasons. A planar
structure matches the kinematic description of the PEA insertion process [28] and the
approximate 2D model of the cochlea [26, 114] without added complexity. A parallel
mechanism was chosen to control PEA placement due to its advantages in precision,
compactness and stiffness [96]. Lastly, forces acting on the PEA must be transmitted
completely through the force transducer. This necessitates having a separate actuator
on the end effector.
Among various configurations of planar parallel mechanisms a design was chosen
based on the 3RP¯R configuration: 3 parallel actuated prismatic links connected to
the robot base and end effector with revolute joints. This type of kinematic chain
leads to a compact form factor and allows exploration of new wire actuation concepts
which, to the best of the author’s knowledge, has not been applied to planar, piston
driven parallel mechanisms.
The kinematic definition of one of the three chains is shown in Figure III.2(A).
Force transmission between the motors and the moving platform is accomplished
through a tensioned wire loop for each leg (Fig III.2 (B)). Motor rotation was trans-
ferred to wire translation through a lead screw. While this adds length to the device
for the screw/nut travel it was incorporated into the initial design for two consider-
ations. 1) The motor assemblies need a right angle connection to minimize the cross
sectional footprint of the device. 2) backlash in the motor gearheads (necessary for
compact motors) leading to position errors is reduced in proportion to the pitch of the
lead screw used. Future designs will remove this intermediate step and connect the
wire loop to a capstan coupled to the motor output shafts for further compactness.
Wire actuation was selected over rigid transmission elements to enable motor
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isolation and to have greater control over weight distribution. Another significant
advantage is that wires have greater potential for miniaturization in comparison to
lead screws and other linear motion mechanisms which would be found inside the
prismatic links. The concessions made in using wirerope for this application include
a reduction in joint stiffness and a smaller load capacity. Internal friction [88] may
necessitate nonlinear compensation. Also, fatigue on wire rope can lead to breakage
and as a result need more disciplined maintenance. Since cochlea insertion forces
generally do not exceed 0.5N , the stiffness and capacity losses were not expected to
significantly disrupt performance.
III.2 Kinematic Modeling
Position control of the parallel robot is accomplished using a closed form inverse
position solution. The linearized instantaneous kinematics of the robot is used in
performance analysis, calibration and for real time regulation of position based on
limitations of the actuators, joints and task space constraints. The derivation of the
kinematics and the effects of wire actuation are presented throughout this chapter.
Figure III.2(A) shows the kinematic model of one kinematic chain of the robot.
Unless otherwise explicitly stated, all vectors will be described in the robot base
frame {B}. Motor input is described by a vector θ = [θ1, θ2, θ3]T. Motor rotations
θi correspond with linear translations ui of wire-carriages by using lead screws and
nuts. The task space configuration is defined at the tip of the electrode array gripper
by x = [px, py, φ]
T. The active joint variables q = [q1, q2, q3]
T designate the piston
strokes. The fourth degree of actuation is employed specifically for perimodiolar
electrodes which require the coordinated pulling of the embedded stylet during the
insertion process. Pulling of the stylet is denoted by qs.
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Figure III.2: Kinematic diagram for 3RPR manipulator. (A) One of the three kine-
matic chains is shown schematically for the 3RPR design. (B) The prismatic link
is actuated through a closed loop wire rope. This approach allows the motors to
be placed at an arbitrary distance from the link. The motors drive a carriage on a
leadscrew which transmits motion to the piston.
Inverse Kinematics
Given the gripper pose x =
[
pT, φ
]T
the inverse kinematic solution is found using
loop closure of the kinematic chains. Vectors bi in Figure III.2 define the location of
the i’th fixed revolute joint in the robot base frame. Vectors ai = [cos(ψi), sin(ψi), 0]
T
define the mechanical offset of the piston axis from the i’th fixed revolute joint and
the distances ai are defined as ai = ‖ai‖. The piston stroke is defined by qi = qisˆi.
The angles αi are the fixed interior angles between the piston axis sˆi and ai. The i’th
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revolute joint on the moving platform connects to the piston tip. Vectors ei connect
the gripper point p to the i’th revolute joint of the moving platform.
To write loop closure equations, we define vectors di from the i’th fixed revolute
joint to the corresponding revolute joint in the moving platform (Fig. III.2). We then
solve the following loop closure equation for di:
p + ei − di − bi = 0 (III.1)
Given di, the piston stroke can be found using the cosine triangle identity:
qi = ai cos(αi)±
√
a2i cos
2(αi)− a2i + d2i (III.2)
and through completing the triangle, the vectors ai and qi are known. Given di and
qi, ψi is obtained using the law of sines:
ψi = atan2 (dy,i, dx,i) + arcsin
(
qi
di sin (αi)
)
(III.3)
Due to the wire actuation, the piston strokes qi are coupled with ψi based on the radius
of the wire rope pulley ri and the translation of the wire carriages ui. A known home
configuration is assumed with values qi, home, ψi, home, and θi, home. Given lead screws
with a known lead ηi the carriage displacement ui is given by ui = ηi (θi − θi,home).
The matrices R = diag1 ([r1, r2, r3]) and G = diag
([
1
η1
, 1
η2
, 1
η3
])
are defined as the
pulley radius and transmission gain matrices. Using these definitions, the kinematic
compatibility of the inextensable wire loop is given by:
G−1 (θ − θhome) + R (ψ −ψhome) = q− qhome (III.4)
1diag(a) is the diagonalization of vector a
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Lastly, the motor rotations θ are found using (III.4).
Instantaneous Kinematics
The instantaneous kinematics is useful for evaluating the quality of the mechanism,
for control algorithms and for calibration. Following an approach presented by Tsai
[111] and Simaan [97], the solution to the instantaneous kinematics begins by writing
the loop closure equations of the kinematic chains:
bi + ai + qi = p + ei (III.5)
Taking the time derivative of both sides of (III.5) yields:
q˙isˆi + ψ˙i(zˆb × (ai + qisˆi)) = p˙ + φ˙(zˆb × ei) (III.6)
First, the relationship between task space velocity ζ and piston velocity q˙ is found
by eliminating ψ˙ from (III.6). This is accomplished by pre-multiplying (III.6) by
(ai + qisˆi)
T and simplifying using triple product rules:
Jqq˙ = Jζζ (III.7)
where the instantaneous inverse and direct kinematic matrices [97] are denoted as Jq
and Jζ respectively and defined as:
Jq = diag
([
aT1 sˆ1 + q1, a
T
2 sˆ2 + q2, a
T
3 sˆ3 + q3
])
(III.8)
Jζ =

(a1 + q1sˆ1)
T [e1 × (a1 + q1sˆ1)]T zˆb
(a2 + q2sˆ2)
T [e2 × (a2 + q2sˆ2)]T zˆb
(a3 + q3sˆ3)
T [e3 × (a3 + q3sˆ3)]T zˆb
 (III.9)
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The relationship between ζ and q˙ can be written as:
q˙ = J−1q Jζζ = Jqζζ (III.10)
Due to wire routing, the piston strokes are not independent of each other. Decoupling
relationships are required to relate θ˙ to ζ. The time derivative of (III.4) is:
θ˙ = G
(
q˙−R ψ˙
)
(III.11)
The relationship between ψ˙ and ζ is obtained by substituting di = ai + qisˆi into
(III.6):
ψ˙i [zˆb × di] + q˙i sˆi = p˙ + φ˙ [zˆb × ei] (III.12)
pre-multiplying (III.12) by [zˆb × di]T and with the simplification [zˆb × di]T [zˆb × ei] =
dTi ei for the planar mechanism the following result is obtained:
ψ˙ = (J1Jqζ + J2) ζ = Jψζζ (III.13)
where
J1 = diag
([
[zˆb×d1]Tsˆ1
dT1 d1
, [zˆb×d2]
Tsˆ2
dT2 d2
, [zˆb×d3]
Tsˆ3
dT3 d3
])
J2 =

[zˆb×d1]T
dT1 d1
dT1 e1
dT1 d1
[zˆb×d2]T
dT2 d2
dT2 e2
dT2 d2
[zˆb×d3]T
dT3 d3
dT3 e3
dT3 d3

(III.14)
If di and sˆi are collinear then q˙i [zˆb × di]T sˆi = 0 and J1 = 0. Using (III.11) θ˙ is
given by:
θ˙ = G (Jqζ −R Jψζ) ζ = Jθζζ (III.15)
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III.3 Stiffness Modelling
Mechanism stiffness is an important consideration in device intended to operate
with high precision. This section examines the effect of the proposed wire actuation
scheme on end effector stiffness.
The analysis starts with determining the static load solution for the mechanism.
Using the instantaneous kinematics, a first order approximation of the loads transmit-
ted from the end effector to the motor is made. Figure III.2(B) shows the constant-
length wire loop transmitting force between the actuator and the piston. Using the
virtual work method [111] and neglecting piston weight the statics of the robot can
be written as:
τTθ δθ = τ
T
θ Jθζδx = w
Tδx (III.16)
where w represents the wrench acting on the end effector (a two-component force in
plane xˆbyˆb and a moment about zˆb) and τ θ is the vector of motor torques. Using
(III.16) the following is obtained:
τ θ =
(
JTθζ
)−1
w (III.17)
Wire carriage stiffness is considered infinite due to the drastic difference in compli-
ance between the wire rope and lead screw transmission (Figure III.3). The linearized
stiffness and the length for the j’th wire rope section of the i’th leg are defined as ki,j
and hi,j respectively. The stiffness of the wire is in reality a function of the tension in
the wire,τ h,j, and should the load applied on the carriage (τ u) exceed force in a wire
segment that wire will become slack. The heaviside function H(x) is used to express
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Figure III.3: Force transmission through a single kinematic chain.
the stiffness matrices K1and K2 as:
K1 = diag (H (τ h1 − τ u)) diag
([
k1,1, k2,1, k3,1
])
K2 = diag (H (τ u − τ h2)) diag
([
k1,2, k2,2, k3,2
]) (III.18)
End effector stiffness is defined as:
K =
dw
dx
(III.19)
Substituting (III.17) into (III.19) yields:
K =
3∑
i=1
∂
[
JTuζ
](i)
∂x
τu,i + J
T
uζ
dτ u
dx
(III.20)
Where
[
JTuζ
](i)
refers to the i’th column of the matrix JTuζ . From an applied wrench
w, the pistons will experience a generalized force f that will stretch the wires based
on their compliance. Let h¯ be the unperturbed length of a wire segment (not the
same as its free length since it is under preload). Given hj =
[
h1,j h2,j h3,j
]T
,
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the new length of the wire segments are described by:
h1 = h¯1 + (q− q¯)−R
(
ψ − ψ¯)
h2 = h¯2 − (q− q¯) + R
(
ψ − ψ¯) (III.21)
Where q¯ and ψ¯ are the unperturbed piston positions and leg orientations respectively.
The force acting on the linear actuator carriage is expressed in the force vector τ u
and through force balance:
τ u = τ h1 − τ h2 = K1
(
h1 − h¯1
)−K2 (h2 − h¯2) (III.22)
Substituting (III.21) into (III.22) and taking its derivative with respect to x yields:
dτ u
dx
= K1
dh1
dx
−K2 dh2
dx
(III.23)
dτ u
dx
= (K1 + K2)
(
dq
dx
−Rdψ
dx
)
(III.24)
dτ u
dx
= K12 (Jqζ −R Jψζ) = K12Juζ (III.25)
From (III.20) and (III.25) the linearized stiffness therefore becomes:
K =
3∑
i=1
∂
[
JTuζ
](i)
∂x
τu,i + J
T
uζK12Juζ (III.26)
The first term is called the active stiffness which is affected by preload and the
second term is called the passive stiffness []. It can be seen from (III.3) that the
stiffness of the mechanism is a function of the pulley radius ri. Figure III.4 shows the
relative change of the stiffness matrix K as a function of r.
The stiffness curves shown in this figure are based on the manufactured prototype
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Figure III.4: Relative stiffness change as a function of pulley radius. The curves
represent change in force / displacement relationship. For example, ’x-y’ is interpreted
as change in displacement y for force input in direction x.
presented later in this chapter. The stiffness is computed as an average over the
mechanism’s entire workspace.
Empirical Testing of Wire Rope Mechanical Properties
The wire rope used in the implementations presented in this dissertation is a
multi-strand construction from Asahi Intec (type S model 33). It is a 1x19 + (1x7)x8
construction: the center bundle has 19 strands and is surrounded by 8 bundles of 7
strands each. The elastic properties of the wirerope is not provided by the manufac-
turer and necessitated physical testing to determine its properties. The goal of the
experiments was to determine the wire stiffness as a function of length and tension.
The experimental setup is shown in Figure III.5(A) with the cross-sectional dia-
gram of the wire rope shown in Figure III.5(B). Varying lengths of wire rope were
wrapped around 4mm diameter disks and secured in a TTC-102ML tensile testing
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Figure III.5: Asahi wire rope testing. (A) The experimental setup with the wire
pulled by the TTC-102ML tensile testing system. (B) The bundle pattern for the
Asahi wire rope. (C) Displacement vs. force measurement data.
Table III.1: Tension Test Parameters
Parameter Value
Displacement Rate 5mm/min
Peak Tension 80N
Minimum Cycles 10
Maximum Cycles 20
Wire Segment Lengths 52, 65, 95, 125, 180mm
system (Instru-Met Corp, Union N.J.). The disks were machined to the expected
diameter of the idler pulleys used in the robotic system to maintain similar boundary
conditions on the wire rope. Each sample underwent at least 11 sequences of fixed
rate elongation terminating at a tensile load of 80N. The wire rope was then relaxed,
the force displacement curve saved, and the experiment was repeated. The experi-
mental parameters are summarized in Table III.1. The raw measurement results on
a single specimen are shown in Figure III.5(C). It can be seen that at least 4 series of
experiments are needed before the wire is conditioned and reaches a fixed unloaded
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length. Initial loading of a new wire rope realigns the individual strands and several
cycles of loading are typically required before a wire rope may be considered condi-
tioned. From this raw information a stiffness model can be determined. Stiffness (κ)
is defined as:
κ =
dt
dy
(III.27)
where t is the tension in the wire segment and y is the elongation of the wire segment.
Due to noisy measurements, direct differentiation of the force / elongation curve would
produce a noisy stiffness estimation. Instead a locally first order approximation is
made of the form:
κ (y, t) = κ0 (t) + κ1 (t) y (III.28)
The tension / elongation curve is discretely sampled into N measurements with the
ith force and elongation measurement represented by t = [t1, ..., ti, ..., tN ]
T and y =
[y1, ..., yi, ..., yN ]
T respectively. A weighted least-squares solution was employed to fit
(III.28) for any load ti. At any load ti the stiffness is the slope of the locally fitted line
and equals κ1,i (ti). Defining the coefficient vector κi = [κ0,i, κ1,i]
T the linear model
becomes: (
ATWiA
)
κi = A
TWit (III.29)
where:
A =
[
1n×1, t
]
(III.30)
and the weight function is an exponential decay centered at the current measurement
ti:
Wi = diag
([
e−α(y1−yi)
2
, ..., e−α(yN−yi)
2
])
(III.31)
59
The final solution for the local linear fit coefficients is:
κi =
(
ATWiA
)−1
ATWit (III.32)
A series of nine specimens were tested with the stiffness values extracted using this
fitting method and an exponential decay rate of α = 20mm−1. This value corresponds
to a 95% weight reduction at y = yi± 0.4mm of elongation. The results are shown in
Figure III.6(A). In linear, pure-tension elements the stiffness is often related to the
Figure III.6: Asahi wire rope stiffness. (A) Stiffness curves for specimens of different
length as a function of applied load. (B) Stiffness curves are normalized by the
specimen length to give an effective cross sectional stiffness.
elastic modulus, E, the cross sectional area, A, and the length, L, by the relationship:
κ =
EA
L
(III.33)
To apply the stiffness model to an arbitrary length of wire rope, the term EA is
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required. Figure III.6(B) plots the stiffness curves of Figure III.6(A), correcting for
the wire rope length. It can be seen that specimens over 100mm in length have a
range of EA ∈ [3200, 5000]N but the three specimens under 100mm in length have
a lower elastic modulus. Also, all specimens reach full stiffness with a tension of 30N
and exhibit a small dip in the stiffness at approximately 50N . While this data has
a relatively large range, it sets bounds for the expected stiffness of the wire rope.
For conservative estimation, when compliance is evaluated as the desired metric, the
higher stiffness bound (EA = 5000N) will be assumed. Conversely, when stiffness is
evaluated as the desired metric, the lower bound (EA = 3200N) will be assumed for
all wire segments greater than 100mm in length.
III.4 Wire Actuation Misalignment
So far in this chapter, the kinematic model has assumed that the wire aligned
perfectly parallel with the carriage translation vector ui. The sensitivity to alignment
error in the wire path will define the tolerance specifications for a fabricated design.
This section addresses this error to assist in the design specifications in Chapter
V. Figure III.2 (B) shows how the wire is routed through a single actuation chain.
The area of interest in this analysis is the section of wire between the carriage and
adjacent pulley wheel and is shown schematically in Figure III.7. The length of the
Figure III.7: Wire Misalignment Compensation Diagram
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wire segment measured from the top of the routing pulley to the wire carriage in the
ith actuation chain is defined as hi. In the case of misalignment, the length of the wire
segment hi will not change at the same rate as the carriage displaces (i.e.
dhi
dt
6= dui
dt
).
Ideally, the wire is parallel to the direction of travel of the carriage - denoted by the
unit vector uˆi. To simplify analysis, a coordinate frame
{
xˆo yˆo zˆo
}
is assigned
at the pulley wheel with the pulley axis co-linear with zˆo. All vectors and quantities
in this section are expressed in this coordinate frame.
The value of ui expresses the distance from the yˆo axis to the wire carriage and
is split into two components. The minimum, or home displacement is given by the
constant u∗i and the variable describing the current displacement of the carriage is
δui. The length of the wire segment is separated into two parts: the section wrapped
around the pulley is h∗i and the straight section leading to the wire carriage is h˜i. The
relationships are then written as:
ui = u
∗
i + δui (III.34)
hi = h
∗
i + h˜i (III.35)
The value of θc,i locates the point of tangency of the wire rope to the pulley and
where the split between h∗i and h˜i occurs. The magnitude of offset from the ideal
line of travel for the wire is given as ni and the radius of the pulley is ri. Using this
notation, the location of the connection between the wire and carriage is given by
the vector
[
u∗i + δui, ri − ni 0
]T
. Now an expression for the length of the wire
from the top of the pulley wheel to the connection point is needed. From completing
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triangles the value of θc,i may be computed:
θc,i = arctan
(
ri − ni
u∗i + δui
)
− arctan
(
h˜i
ri
)
(III.36)
Also, the length of the wire segments are given by:
h∗i = ri
(pi
2
− θc,i
)
(III.37)
h˜i =
√
(u∗i + δui)
2 + (ri − ni)2 − r2i =
√
(u∗i + δui)
2 − 2 ri ni + n2i (III.38)
Substituting (III.36) into (III.37) yields:
h∗i = ri
(
pi
2
− arctan
(
ri (ri − ni)− h˜i (u∗i + δui)
ri (u∗i + δui)− h˜i (ri − ni)
))
(III.39)
Using the trigonometric identity: arctan(α) ± arctan(β) = arctan
(
α±β
1∓αβ
)
and sub-
stituting (III.38) and (III.39) into (III.35), the length of the wire segment simplifies
to:
hi = ri
(
pi
2
− arctan
(
ri (ri − ni)− h˜i (u∗i + δui)
ri (u∗i + δui)− h˜i (ri − ni)
))
+
√
(u∗i + δui)
2 − 2 ri ni + n2i (III.40)
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From this model the difference in expected actuation can be calculated. The home po-
sition (δui = 0) has a corresponding home value for the wire segment length (hi, home):
hi, home = ri
pi
2
− arctan
ri (ri − ni)− u∗i
√
(u∗i )
2 − 2 ri ni + n2i
ri u∗i − (ri − ni)
√
(u∗i )
2 − 2 ri ni + n2i

+
√
(u∗i )
2 − 2 ri ni + n2i (III.41)
The variable ∆hi (δui), describes the change in length of the wire segment under
actuation and in the ideal case:
∆hi (δui)ideal = δui (III.42)
Under non-ideal conditions (ni 6= 0) the change in segment length is:
∆hi (δui)ideal = hi − hi, ideal (III.43)
To analyze the effect of misalignment on change in segment length, the following
non-dimensional parameters are introduced:
σ1 =
u∗i
r
(III.44)
σ2 =
n∗i
r
(III.45)
σ3 =
δui
r
(III.46)
 =
∆hi
hi, ideal
(III.47)
Figure III.8 plots the strain in nominal wire length, , as a function of the non-
dimensional parameters. Plot III.8(A) shows  as a function of σ1 and σ2 while (B)
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plots the surfaces of constant strain in relation to the parameters σ1, σ2, and σ3.
In both plots a pulley radius of r = 2mm was selected based on available physical
parts. It can be seen from the plots that misalignment of the wire carriage only has
Figure III.8: Misalignment strain in wire segments. (A) Strain (vertical axis) is
expressed as a function of σ1 and σ2. (B) Isosurfaces of constant strain as a function
of σ1, σ2, and σ3.
significant effect on the wire segment ( > 1.02 or 2% strain) when the minimum
distance of the carriage is less than 4 times the pulley radius and the magnitude of
the misalignment is relatively large (ni > 0.4ri). Manufacturing and assembly errors
are expected to be within 0.5 mm and given a radius of 2mm, the peak strain is
expected to be less than 1.002. This also translates to an actuation error bounded
within 0.005 mm. This error is two orders of magnitude before the assumed actuation
error used in the following sections. This implies that the error contribution from this
misalignment effect is not significant in the proposed design.
III.5 Dimensional Synthesis
The dimensional synthesis of the insertion robot was defined with the aim of de-
termining the kinematic parameters that minimize sensitivity to actuation error while
65
Variable Units Range/Value Variable Units Value
ai mm [10, 80] x mm 0.4
ex mm [−100,−50] y mm 0.4
ey mm [−25, 25] φ deg 0.3
δθ rad 0.2 pmax mW 75
a˜ mm 20 λc mm
−1 0.5
Table III.2: Optimization Parameters
making efficient use of piston stroke and minimizing actuator power. The problem
was cast as a constrained minimization problem solving for the leg lengths ai and
Aei = [ex,i, ey,i, 0]
T for a total of nine design parameters. Vectors bi were predefined
due to the size limitations. The final prototype used αi = pi for manufacturing cost
considerations. The simulated insertion trajectories were discretized into 100 sample
poses per insertion path and used to define the workspace W over which the following
cost function was calculated:
f
(
ai,
Aei
)
obj
= ferr + fleg + fpower (III.48)
where ferr, fleg, and fpower are defined in the following sections. The reader should
refer to Table III.2 for parameters used in evaluating the optimization function.
Error Sensitivity
The sensitivity analysis determines the maximal end effector pose error δx stem-
ming from a bounded motor input error δθ such that δθi ∈ [θi − ζθ, θi + ζθ]. Instead
of using error ellipsoids assuming norm-bounded error δθ, more conservative error
polytopes [21] were used where it was assumed that each actuator has a bounded
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error. The maximal expected pose error is approximated by:
δx (δθ) = argmax (Jζθδθ) , δθi ∈ [−ζθ, ζθ] (III.49)
A weighted objective function ferr quantifying the weighted norm of the end effector
error was defined as the following:
ferr = δx
TWδx (III.50)
The weight matrix W = diag
([
1
2x
, 1
2y
, 1
2φ
])
addresses dimensionality by scaling the
three components of δx by their respective desired accuracy requirements defined in
Table III.2.
Power Requirements
The function fpower quantifies the average peak power across all insertion runs
and discourages design solutions with rapid motion through sections of the insertion
trajectory. For i’th leg (i = 1, 2, 3) the j’th pose (j = 1, 2, . . . , 100) along a given
insertion path we calculate τθ,i,j and θ˙i,j assuming an insertion rate of 1mm/s. The
instantaneous power is calculated and normalized by the maximal actuator power
pw,max. The vector pw with elements pw,k (k = 1, 2, . . . , n) represents the maximal
required normalized power for all insertion paths in W. Using these definitions, the
objective function fpower is given by:
fpower =
(
pTwpw
)
/n (III.51)
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where n = 28 is the number of insertion paths and pw,j is:
pw,k = argmax
((
τθ,i,j θ˙i,j
)
/pw,max
)
(III.52)
It must be noted that the power estimation presented here does not include the effects
of friction.
Piston Stroke Utilization
The objective function fleg guides the design to avoid exceeding the feasible piston
strokes. Also, an ideal design uses the entire available stroke in each leg. Thus this
function is defined as a sum of three positive definite functions:
fleg = f
T
1 f1 + f
T
2 f2 + f
T
3 f3 (III.53)
Across all simulated insertion trajectories, a minimum and maximum piston position
qi,min and qi,max is determined for each leg with their difference defined as ∆qi =
qi,max − qi,min. Let the constant a˜i designate a portion of the initial leg length that
must be reserved for mechanical assembly and let q¯i,min = 0 and q¯i,max = ai − a˜i
designate the feasible upper and lower bounds of the piston stroke. Using these
definitions, what follows is the rationale behind defining f1, f2, f3 used in (III.53).
Stroke utilization was defined as the unused portion of the minimal required leg
length. In the constructed prototype, ai and qi (Fig.III.10) are collinear and the
stroke utilization metric f1 ∈ R3×1 is defined with it components given by:
f1,i = 1−∆qi/q¯i,max (III.54)
In addition to stroke utilization there was a desire to guide the synthesis towards
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mechanically feasible designs where the minimal length is zero or positive and the
stroke does not exceed feasible limits. This is achieved by demanding that qi,min ∈
[0, q¯i,max] and ∆qi ∈ [0, q¯i,max − qi,min]. Given a stroke interval with a minimum (c0)
and a maximum (c1), the cost function is defined as:
c(x, c0, c1) = λc
(√
(x− c0)2 + + (III.55)√
(x− c1)2 + + c0 − c1
)
This function is zero within the interval and increases linearly outside the interval.
An example of the function is shown in Figure III.9. The small value, , allows smooth
differentiation during numerical optimization. The constant λc > 0 scales the penalty
per unit distance.
Figure III.9: Constraint function c(x, c0, c1) example. The constants for this example
are c0 = −1 and c1 = 1.
The functions f2, f3 ∈ R3×1 are defined with their components given by f2,i =
c(qi,min, 0, q¯i,max) and f3,i = c(∆qi, 0, q¯i,max − qi,min).
Optimization Constraints and Results
Results of this optimization are given in Table III.3. It must be noted that practi-
cal limitations for the device geometry, including the dimensions of the available force
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Figure III.10: Stroke utilization and stroke limits. Solid/dashed line designates a
fully extended/retracted piston.
sensor, place limits on the available configurations where a local minima in the ob-
jective function was not reached. The expected performance measures, also included
in Table III.3, are based on the dimensions of the system as built.
Table III.3: Kinematic parameters and expected performance
Parameter Value as built Metric Est. Performance
[a1, a2, a3]
[
63.2 63.2 64
]
δx
 0.02mm0.34mm
0.1◦

[b1,b2,b3]
[
0, 0, 0
8,−8, 0
]
Max pw < 3mW
[e1, e2, e3]
[ −88,−88,−88
−2,−21, 21
]
Stroke [0.61, 0.86, 0.58]
III.6 Mechanical Design
Based on the kinematic design parameters derived in Chapter III a prototype
insertion system was fabricated for validation. A CAD rendering of the prototype is
shown in Figure III.11. The robotic tool can be divided into two major components;
the 3RPR parallel manipulator and the insertion module responsible for grasping
the PEA and actuating the stylet. A 6 axis force / moment transducer from ATI
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Figure III.11: Prototype Insertion System Rendering. (A) An exploded view of the
3RPR planar manipulator. (B) The insertion module attaches to the robot through
a 6 axis force/moment transducer.
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Table III.4: Kinematic parameters and expected performance
Parameter Value as built Metric Est. Performance
[a1, a2, a3]
[
63.2 63.2 64
]
δx
 0.02mm0.34mm
0.1◦

[b1,b2,b3]
[
0, 0, 0
8,−8, 0
]
Max pw < 3mW
[e1, e2, e3]
[ −88,−88,−88
−2,−21, 21
]
Stroke [0.61, 0.86, 0.58]
Industrial (Nano43) acts as the physical link between the insertion module and the
robotic manipulator. Loads acting on the PEA are transmitted through the gripper
and insertion module and perceived by the F/T transducer as an external wrench.
The insertion module is shown in Figure III.12. The servo (Micromo 1506-SR)
uses a lead screw assembly to transmit linear motion to a stylet rod. This rod (stylet
stem) has a hook at its distal end to engage the stylet bulb and remove the stylet from
the PEA body. The gripper is a long hollow tube slotted at the distal end to engage
the PEA. The stylet is aligned with the gripper tube’s axis and the stylet stem pulls
the stylet through the center of the gripper tube. This actuation is unidirectional and
the stylet cannot be reinserted into the PEA while held by the robot.
Several fabrication revisions to the original design have been made and the kine-
matic parameters were adjusted from the synthesis result out of necessity. Table III.4
shows the resulting kinematic parameters after fabrication. Figure III.13 overlays the
kinematic vectors on the fabricated design for reference. The vectors ei are shown for
all kinematic links to identify each of the kinematic chains. Only one of the piston
vectors a1 is shown for clarity. Photographs of the prototype insertion tool are shown
in Figure III.14.
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Figure III.12: Insertion Module Rendering. The insertion module uses a single actu-
ator to drive a lead screw transmission. The travelling nut linearly moves a hooked
rod through the hollow gripper stem to pull on the PEA stylet. A collet is used to
apply compression on the PEA to hold it in the gripper
Figure III.13: Kinematic Overlay.
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Figure III.14: Prototype system photographs. (A) The original prototype system
with coverings and an attached optical tracking frame. (B) Revisions to the dis-
tal revolute joint links in each piston introduced slight variation from the original
kinematic parameters.
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Figure III.15: PC/104 control electronics.
III.7 Control Environment
The control system for the robotic manipulator is a combination of digital and
analog data acquisition, transmission electronics, and a real-time software operating
system. The electronics hardware centers around a pc/104 single board computer
(Advantech PCM-3355) running the xPC real-time OS from Mathworks. The PC
board is supported by two identical control cards (Sensoray Model 526) which process
digital/analog inputs, read quadrature encoder signals, and provide analog output
signals. Analog outputs are used to set control references for a series of 8 servo
amplifiers which in turn provide a maximum capacity of 8 individual motor. All
components are housed in a single enclosure that is shown in Figure III.15 and a
summary of the principle electronic components is presented in Table III.5.
The xPC real-time OS kernel is a part of the MATLAB/Simulink Real Time
Workshop. It is designed to translate Simulink models to machine code running at
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Component Parameter Value
Advantech pc/104
PCM-3350
CPU Speed 500MHz
RAM 2 GB
I/O RS232, Ethernet
Sensoray Model 526
(×2)
DI/O 10 channels
Analog Input 8 differential / 16
uni (16-bit)
Analog Output 4 (16-bit)
Quad. Enc. Counter 4 (32-bit)
Maxon LSC 30/2
Servo Amplifier (×8)
Voltage Output ±10V
Max Voltage 25V
Max Current 2 Amps
Max Power 50W
CUI VMS-160 Power
Supply
Input Voltage 90-264 VAC
Output Voltage 24V
Max Current 6.7 Amps
Max Power 160W
Efficiency 90%
Output ports 4
Table III.5: PC/104 Electronic Component Specifications
fixed clock cycles. The deployment process is a host/target relationship. The host
computer compiles the model and sends it to the target machine via a network con-
nection. The target runs a real-time OS which independently executes the compiled
code. A communication protocol is built into the xPC OS so that the host computer
may update parameters or retrieve signals. This can be done through either the
MATLAB environment or through custom code using the xPC Application Program
Interface (API) supplied by Mathworks.
The basic control scheme is shown schematically in Figure III.16. A complete
computation of the control loop is completed once for each period of the fundamental
time step ∆t. The High-Level Controller (HLC) translates user inputs into task space
motions. This input can be either point-to-point position control, telemanipulation
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velocity control or preprogrammed path following control. In all modes of operation
a desired task space position vector xdes is output.
The force sensor is a subsystem, converting analog voltage measurements from
the force transducer to a wrench in the force sensor frame {F} and is denoted as
F f . The pose of the force sensor, dependent on the task space pose xcur, affected the
wrench measurements due to the effect of gravity loading. A compensation subsystem
removes this loading effect and expresses the compensate wrench measurement in the
robot base frame {B} as F f˜ .
The combination of the current pose xcur, desired pose xdes, and perceived wrench
F f˜ enter the hybrid force/position admittance control law to produce a modified input
trajectory xadmit. The strength of the admittance law and the dimensions in which
admittance is enable are controlled in this system.
The modified task space input xadmit enters the trajectory planner where inverse
kinematics are computed to find reference joint level commands qref . Safety con-
straints are imposed in the subsystem to prevent the robot from entering configura-
tions which may damage the mechanical structure of the robot. Also, velocity limits
are placement on the allowable task space displacement.
In the Low-Level Controller (LLC) the joint references are converted to actuator
references, θref , for closed loop position control on the individual servos. The control
low at this level is a PID control law. The current actuator feedback, θcur, is set
as an input to a iterative forward kinematic model which computes the estimated
current pose xcur. This pose estimation is sent to the pose compensation for the
force measurements and completes the outer control loop. The following subsections
address the details of the subsystems within the control model.
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Figure III.16: Control Schematic. The control of the parallel manipulator is separated
into a High-Level Controller (HLC), hybrid force/position admittance controller, tra-
jectory planner, and Low-Level Controller (LLC).
High Level Controller
The HLC computes trajectories for the end effector with only kinematic consid-
erations. The system can process inputs from interface devices such as the Geomagic
Phantom Omni, Force Dimension Omega series haptic devices, or LEAP motion con-
troller to specify desired motions or direct point to point input through an interface
on the host PC. In either case, a resolved rate motion algorithm is used to linearly
move the end effector to the desired pose [122]. The maximum rate of motion is
specified by the user.
Another mode of operation is the automatic execution of an insertion trajectory
as described in Chapter II. The path for insertion can be parameterized by linear
depth of insertion ,d ∈ [0, L], where L is the total length of the PEA to be inserted
into the cochlea. The pre-computed trajectory is descretized into N steps along the
path with linear interpolation used between the control points.
Force Sensing and Compensation
The ATI Nano43 force/torque transducer signal is processed by the Sensoray DAQ
card and when multiplied with a manufacturer-supplied calibration matrix, reports a
measured wrench on the sensor. The force/moment sensor frame is denoted as {F}
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and the wrench applied to the sensor is:
F f =
[
F fTs ,
FmTs
]T
(III.56)
where F fTs ∈ R3 is the measured force and FmTs ∈ R3 is the measured moment. The
perceived wrench (F f) requires a forward feeding compensation term F fe to account
for the forces and moments due to gravity acting on the insertion module:
F fe =
 FRB 0[3×3]
0[3×3] FRB
 fg +F bf (III.57)
where fg ∈ R6 is the gravitational wrench, bf ∈ R6 is the force sensor bias and FRB
is the rotation matrix describing frame {B} in frame {F}. Each time the system is
initialized a training routine is performed to determine the direction of gravity and
the sensor’s static bias. This training requires collecting a set of poses varying in
orientation and applying a least squares fitting to fg and bf in (III.57).
After applying a 8Hz Butterworth filter at 1kHz sampling rate and unbiasing,
the resulting force projection into the robot base frame is denoted as B f˜s where:
B f˜s =
 BRF 0[3×3]
0[3×3] BRF
(F f −F fe) (III.58)
Hybrid Position-Admittance Controller
The goal of the hybrid position-admittance controller is to correct for both regis-
tration and kinematic errors in the task space trajectory through active compliance.
The clinical motivation comes from the goal of correcting the insertion trajectory due
to errors in registration between the robot and patient. This type of controller is
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similar to hybrid force controllers that have been applied to many problems and the
foundational work can be reviewed in [84]. Given an applied wrench on the robot end
effector, f , the admittance control laws can be generalized to a form of:
x˙admittance = g (f) (III.59)
This admittance velocity is then added to the original desired trajectory xdes
to produce a new reference xadmit. The parallel robots presented in this work are
controlled in position space rather than velocity and this leads to the expression:
xadmit = xdes +
∫
x˙admittance dt (III.60)
which is passed as the desired pose to the trajectory planner. The exact definition of
the admittance law g (f) will be presented in Chapter VI.
III.8 Calibration and Performance Quantification
Before evaluating the accuracy of the robotic manipulator the device had to be
calibrated. Typical mechanism calibration looks to adjust geometric parameters and
actuator gains so as to minimize the error between the expected pose of the manip-
ulator and the actual pose as measured by some for of external metrology. In the
case of this robotic system, the individual joint positions and link dimension were
calibrated individually prior to assembly so that geometric calibration would not be
mixed with actuator calibration.
The wire actuation lead to a type of backlash resulting from wire extension and
internal friction in the pistons. Whenever a piston’s direction would change the
tension in the wires rapidly switches between the segments and transfers a reverse
load to the wire carriage. An unknown amount of load is required to begin moving the
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piston in the new direction. During this change of loading the wire carriage is moving
and the controller expects that the piston of also moving. A corrective calibration
model is required to adjust motor inputs θ so that the expected piston extensions q
and end effector pose x were observed.
A new binary state vector m = [m1,m2,m3]
T is introduced to represent the di-
rection of piston motion. A value mi = 0 indicates that the i’th piston is retracting
and a value mi = 1 indicates extension. In the absence of motion the state variable
retains its previous value.
Calibration began by returning the system to it’s home configuration (qi = 0, ψi =
ψ0, θi = θ0,m = 0) and then moving through a sequence of 300 poses xk, k =
[1, ..., 300]. The Polaris Vicra optical tracker was used to measure the relative trans-
formations of the end effector to the robot base. Tracking markers were embedded
into the covers of the tool to define the base frame of the robot and to later register
the device to the surgical environment. Using (III.5) the value of the measured piston
extensions, qk, was determined. Values recorded from the controller included motor
positions θk and the motor direction mk. The error between measured and the ex-
pected piston stroke are written as ∆qi,k = qi,k−qi,0 = qi,k. Defining ∆θi,k = θi,k−θi,0
and ∆ψi,k = ψi,k − θi,0, each kinematic chain has its experimental data separated
according to motor direction. A plane is then fitted to the separate data sets for each
leg using orthogonal regression satisfying:
∆θi =
(
1
ηi
∣∣∣∣
mi,k
)
qi −
(
ri
ηi
∣∣∣∣
mi,k
)
∆ψi − χi|mi,k
where ηi is the transmission ratio, ri is the pulley radius, and χi is the separation
between the forward and backward motion planes caused by backlash.
Figure III.17(B) presents a graphical representation of the fitting process and
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shows collected data from the first kinematic chain. Although the fitting in (III.61)
allows for different values of ri and ηi depending on mi,k, in practice the coefficients
are constant within measurement noise and provide additional validation to the cal-
ibration model. The RMS error for the planar fitting was below 0.6 radians in each
chain. With a uniform actuator transmission ratio of ηi = 0.097mm/rad, the fitting
error was below the 0.1 mm qi error assumed during the design synthesis phase. Once
χi is known, it is applied to the controller to adjust θ based on m.
Figure III.17: Joint level kinematics and backlash. Piston extension qi, arm rotation
angle ψi, and motor input θi are linearly related in the kinematic model. (A) An
unknown degree of backlash χi crete two planes of motion dependent on the direction
of motion in the actuator. (B) Sample calibration results for joint 1.
The task space positioning accuracy and repeatability were tested after calibra-
tion. Two experiments were designed to capture the global performance throughout
the reachable workspace and along an electrode insertion trajectory. For both types of
experiments, trials were repeated 10 times with the robotic system restarted each time
to insure that errors in the homing procedure were also included in the evaluation.
A single workspace test involved isolated cyclic movement in each task space
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direction (px, py, φ) while the other two positions remained unchanged. Position re-
peatability is quantified as the RMS error from the average positions at each sample
point in the tests. Task space accuracy is presented as the RMS error from the mea-
sured end effector position and the desired task space position. Table III.6 presents
both the task space position repeatability and accuracy.
Table III.6: System performance quantification
Positional Repeatability Positional Accuracy
px (mm rms) 0.02mm 0.1mm
py (mm rms) 0.13mm 0.8mm
φ (deg rms) 0.04◦ 0.25◦
The performance of the robot along the electrode insertion path was quantified
by following a single electrode insertion trajectory. Figure III.18 shows the insertion
trajectory in a solid line, target task-space error bounds of ±0.4mm in dashed lines,
the error bars for twenty discrete points sampled along the trajectory, and a greyed
area showing the uncertainty stemming from the optical tracker error as provided by
the manufacturer specifications. The figure shows that the accuracy along the inser-
tion trajectory is better than the global accuracy throughout the entire workspace.
III.9 Conclusions
This chapter has presented a model for the kinematics, statics, and stiffness of a
wire actuated 3RP¯R robotic mechanism actuated by closed loop wire rope. The intro-
duction of the wire rope in the actuation scheme couples the prismatic joint actuation
in each chain with changes in the orientation of the prismatic link with respect to
the robot base frame. From the derivation of the instantaneous kinematics the first
order statics and stiffness model were derived. An effect of the coupling between the
prismatic actuation and link orientation is a change in the stiffness characteristics of
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Figure III.18: Position tracking post calibration. Solid line represents desired trajec-
tory, grey area represents tracker uncertainty, and points with error bars show average
position and deviation of tracked end effector using 10 trials.
the mechanism. Wire actuation allows a degree of freedom in the design process to
introduce intentional compliance into the mechanism.
From this model a synthesis method was presented. The objective was driven
from CI task-specific goals presented in the previous chapter. The proposed design
emphasizes compactness and accuracy along the preplanned insertion trajectories.
The set of kinematic parameters obtained from this optimization are used in the
fabrication of the prototype system.
After calibration and task space performance evaluation, the accuracy of the task
space position control in the direction yˆB was below the desired target specified in
Table II.3. While the prototype did not reach the desired specification it will be
shown in the following chapter that this did not impede the robot from executing
a proper insertion with low insertion force. A major contributor to the error was
the friction in the wrapping of the wire rope on the idler pulleys. To address this
issue, a design revision will separate the wire paths onto separate pulleys so the the
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wire segment coming from the carriage does not rub against the wire rope segment
returning to the carriage.
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Chapter IV
STATIC BALANCING OF WIRE-DRIVEN MECHANISMS
In the previous chapter it was assumed that the robotic insertion system would
be supported by a statically balanced arm as shown in Figure III.1. While there are
commercially available support arms that can accomplish this task they typically em-
ploy mass and / or spring assemblies as discussed in Chapter I. This chapter addresses
the problem of synthesizing mechanisms to solve the static balancing problem. In the
previous chapter, the proposed parallel robot used closed loop constant length wire
transmissions between the actuators and the prismatic links. While this transmission
method introduces kinematic coupling, there were benefits in improving sterilization
by isolating the motors from the mechanism’s rigid links. The coupling introduced
by wire transmission will be exploited in this chapter to present an elegant solution
to the static balancing problem. The kinematic coupling will be used to decouple the
gravitational torques dependant on a mechanism’s configuration.
Prior works [2, 37, 30, 30] have presented balanced mechanisms using a com-
bination of linkage and eleastic elements, usually linear springs, to balance various
mechanisms. These proposed devices require complicated synthesis procedures that
are specific to the mechanism architecture under study. Also, while the advantage of
adding springs and linkage saves mass versus counter weights, it adds more mecha-
nism restrictions and possibilities of linkage interferences. Some works have proposed
incorporating cams [55, 50] driving spring elements to generate balancing torques.
These designs are compact and elegant but do not easily translate to high dof mech-
anisms. The embodiment of the balancing solutions derived in this chapter most
86
closely match the recent results by Kim [51, 52] which used kinematic coupling to
decouple torque requirements for balancing a serial arm. The solution proposed in
that work depends on solving force balancing equations specific to the serial arm they
presented.
The contribution of this chapter is to present an algorithm that will synthesize
balancing solutions to a mechanism based on decoupling potential energy between
combinations of joint positions. Wire routing provides both a compact and practical
physical realization (as seen in [51, 52]) and an efficient means to decouple the required
torques for balancing. The first section presents the method proposed to synthesize
a static balancing solution to general mechanisms. This is followed by case studies
of several mechanism architectures. The chapter closes with discussion of potential
further developments for this method.
IV.1 Static Balancing Methodology
The importance of static balancing in medical device applications was discussed
in Chapter I and included the benefits of actuator power reduction and improved
system safety. In addition to sterilization and miniaturization advantages to wire
actuation in parallel mechanisms, there exists the potential to use wire actuation in
static balancing of the mechanism. Such a balancing technique would reduce actuator
power requirements and provide an added degree of safety in the event of power failure.
As discussed in the previous chapter, closed loop wire transmissions can introduce
kinematic coupling in the mechanism. This coupling can be exploited to create simple
counter balancing mechanisms in high dof kinematic chains.
The basic concept is shown in Figure IV.1. A revolute link is attached to a
capstan through a closed loop wire transmission. In turn the capstan is connected
to mechanism with an elastic element that produces a counter torque to resist the
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Figure IV.1: Balancing concept.
moment on the joint from the link’s mass and gravity. The wire transmission can
be routed through multiple links to use the kinematic coupling to alter the capstan’s
motion as multiple links move.
The algebraic variables discussed here pertain to this chapter only and should
not be confused with notation in other chapters of this dissertation. Any mechanism,
whether kinematically serial or parallel, has its pose expressed in a vector of joint level
generalized coordinates θ ∈ Rn. These joints include both active (actuator driven)
and passive joints. The task (operational) space coordinates of the mechanism’s end
effector is expressed by the vector x ∈ Rw. When using closed loop wire actuation,
the generalized joint coordinates are coupled to new inputs. The coupled coordinates
are expressed by the vector ψ ∈ Rm. In general, m ≥ n although in cases where some
of the joints’ rotation axes are parallel to the gravity vector m may be smaller than
n. An example of this will be discussed later in the chapter.
Both serial and parallel mechanism are considered in this chapter. A parallel
mechanism is considered a collection of serial kinematic chains and thus the focus
of the chapter addresses the serial chain balancing. Conversion of the method to
parallel architectures is addressed later in the chapter. The general algorithm can be
summarized in the following steps with details covered in the subsequent subsections:
1. Calculate the potential energy of the target mechanism throughout its workspace
expressed in its generalized joint coordinates θ.
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2. Map the generalized coordinates, θ, into a new set of coupled coordinates ψ
including all unique combinations of the generalized coordinates.
3. Select a basis function in the new coupled coordinates, Φi(ψi)∀i = 1, . . . ,m
4. Identify the basis functions that can be summed to best approximate the total
potential energy of the system.
5. For each of the selected coupled coordinate, add a torque generating mechanism
that cancels out the change in potential energy for the mechanism.
6. Verify actuator torque reduction through virtual work analysis
The work presented in this chapter limits the types of mechanisms considered to
those which exclusively have combinations of revolute joints. Actuation of prismatic,
continuum and flexural joints are left as possible future directions of research to limit
the algorithm to a single basis type in the synthesis process. Universal and spherical
joints are included in this discussion since they are simply special sequences of revolute
joints with orthogonal intersecting axes at a common point.
Potential Energy Modelling of Generalized Parallel Mechanisms
Satisfying the conditions for a balanced system can be achieved by having the
total potential energy of a mechanism remain constant throughout the workspace as
shown in [3]. If a mechanism’s configuration can be completely defined by a vector
of generalized coordinates θ ∈ Rn in a workspace W , then the potential energy
of the mechanism due to gravity is defined as Vg(θ). Gravity counter balancing is
accomplished through the deflection of elastic elements attached to the mechanism.
Letting Ve(θ) be the total elastic energy in the system, the total potential energy of
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the combined system, V (θ), is defined as:
V (θ) = Vg(θ) + Ve(θ) (IV.1)
The procedure for computing the mechanical potential energy is simple. A parallel
structure is modelled as a collection of c serial kinematic chains that obey a set of
kinematic constraints at their distal end. Each kinematic chain includes n(j), j =
1, . . . , c links. Figure IV.2 shows a representative link connected by a revolute joint.
When more than one kinematic chain exists within a mechanism, any property x
associated with the k′th kinematic chain will be designated using x(k) for k = 1, . . . , c.
For the i′th link, the scalar mi,(j) is the mass of the i′th link in the j′th kinematic
chain, the vector ai,(j) ∈ R3 defines the location of the of the next link, and the vector
ci,(j) ∈ R3 defines the center of mass in the link’s local frame. The vector b(j) denotes
the location of the base of the j′th kinematic chain in the world frame {0}. The
joint parameters θi are rotations about the axis zˆi−1. Additionally, parameters αi
and βi are Euler angle rotations about xˆi−1 and yˆi−1 respectively that are part of a
link kinematic definition. The homogeneous transform i−1Ti from link i− 1 to link i
is then a function of θi, αi, βi and ai with the details of its calculation presented in
Appendix B. Also, the vector oi specifies the location of the end of the i
′th link.
Defining the vector g as the gravity acceleration vector then the total potential
energy of the mechanism is given by:
Vg(θ) = −
c∑
j=1
(n(j)∑
i=1
mi,(j)
[
0ci,(j) + oi−1
])T
g (IV.2)
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Figure IV.2: A general serial mechanism with revolute links. For the i′th link, the
vector ci specifies the link’s center of mass (magnitude of mi) with respect to the
local frame. The vector ai defines the origin of the i+ 1 link in the i
′th link frame.
To be statically balanced, the total potential energy must remain constant through-
out changes in the mechanism’s configuration. This dictates that the following rela-
tion for the elastic potential in the mechanism must hold true:
dVe(θ)
dθ
= −dVg(θ)
dθ
∀θ ∈ {W} (IV.3)
The potential energy function is rarely linear with respect to the generalized coor-
dinates θ but may be expressed in a more convenient form through a linear mapping.
Using wire routed actuation, it is possible to map the generalized coordinates θ to a
new space ψ ∈ Rm through a structure matrix S ∈ Rm×n such that:
ψ = Sθ (IV.4)
This is a common model in coupled tendon mechanisms such as the daVinci
endowrist [40] and the details of deriving such structural matrices can be reviewed in
Tsai’s robot analysis text [111]. If the potential energy is then expressed as the sum
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of a set of m basis functions Φi (ψi) where i = 1, . . . ,m, this leads to the expression:
Vg(θ) =
m∑
i=1
Φi (ψi (θ)) (IV.5)
The advantage of such a form is that the total gravitational potential energy is
the sum of independent terms which can be addressed individually. If a suitable
balancing mechanism can be designed to match the general function Φi (ψi), then the
mechanism can be balanced. In this work only mechanisms with revolute links are
considered which leads to the following basis function:
Φi = ai cos (ψi) + bi sin (ψi) (IV.6)
The motivation for this basis function is two fold. The first is that the potential
energy, as expressed in equation (IV.2) results in combinations of sine and cosine func-
tions with various combinations of joint angles in the arguments. The true purpose of
the coupled generalized coordinates is to reflect the combinations. The second moti-
vation for the basis is an alternative way of expressing a sine wave with a phase shift
using a linear combination rather than including the phase inside the sine argument.
The correct coupled coordinates ψi to use in the basis in equation (IV.6) for a
given mechanism needs to be determined from a collection of all possible unique
combinations. We begin with the set of all unique combinations of close loop wire
transmissions, Sˆ ∈ Rp×n, from which the final structural matrix S is a subset (i.e.
S ⊂ Sˆ).
Each row of Sˆ represents a combination of θi that could be a coupled coordinate ψ.
It is assumed that any element of Sˆ is trinary and can take a value of either 1, 0 or −1.
The actual orientation of the link is the important term in relation to gravitational
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potential energy and so transmissions must remain 1:1. It was stated that only unique
combinations are considered and therefore no row in Sˆ can be written as the negative
of another row in Sˆ. The total number of combinations p in Sˆ leading to unique basis
functions is dependant on dimension of θ and is:
p =
n∑
i=1
(
3n−i
)
(IV.7)
with Sˆ ∈ Rp×n.
To identify the desired structural matrix S, the workspace W is discretized into u
points with index k = 1, . . . , u for which the generalized coordinates, θk =
[
θk1 , . . . , θ
k
n
]T
and the potential energy V kg are calculated. In the notation that follows, a right side
superscript indices refers to a discrete pose within the workspace W . The entire
set of pose measurements in the workspace W are arranged in a matrix with each
configuration represented in a column vector:
Θ =

θ11 . . . θ
u
1
...
...
θ1n . . . θ
u
n
 ∈ Rn×u (IV.8)
The structure matrix Sˆ is used to remap the configurations to the coupled coordinates
across the entire sampled workspace:
Ψ = SˆΘ =

Ψ11 . . . Ψ
u
1
...
...
Ψ1p . . . Ψ
u
p
 ∈ Rp×u (IV.9)
The mechanism’s gravitational potential energy at each pose is then organized into a
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column vector v:
v =
[
V 1g , . . . , V
k
g , . . . , V
u
g
]T ∈ Ru (IV.10)
The next step is to use the set of coupled coordinates Ψ from the matrix Ψ in the
basis functions Φi in equations (IV.5) and (IV.6). This results in the linear set of
equations:
Ao = v (IV.11)
where matrix A contains the trigonometric evaluations from equation (IV.6) to be
used in determining the potential energy as expressed in equation (IV.5). The vector
o contains the coefficients from (IV.6) and v is a vector of potential energies. Each
row of A contains all basis terms for a single pose in the workspace and the entire
matrix is of the form:
A =

1, cos Ψ11, . . . , cos Ψ
1
p, sin Ψ
1
1, . . . , sin Ψ
1
p
...
...
1, cos Ψu1 , . . . , cos Ψ
u
p , sin Ψ
u
1 , . . . , sin Ψ
u
p
 ∈ Ru×2p+1 (IV.12)
The first column in the matrix A has a value of 1 for each element and is associated
with a constant offset in the potential energy functions based on the elevation of
the base of each kinematic chain. The coefficients for the trigonometric functions
contained in o are:
o = [a0, a1, . . . , ap, b1, . . . , bp]
T =
[
a0,o
T
a ,o
T
b
]T
= A†v ∈ R2p+1 (IV.13)
The coefficient a0 is the magnitude of the constant potential energy offset and is
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ignored in the balancing problem since its contribution disappears when differentiat-
ing potential energy in equation (IV.3). The subvectors of o are oa, ob ∈ Rp and are
the coefficients of the cosine and sine parts of the basis function respectively.
The non-zero elements of the vector oa and ob correspond to an identified relevant
row of Sˆ that is a part of S. Once the columns of S have been found, ψ is calculated
using (IV.4) and the reconstructed potential energy V˜g is calculated for each point in
the workspace. The error in the reconstruction of the potential field,  is defined as:
 =

V 1g − V˜ 1g
...
V um − V˜ um
 ∈ Ru (IV.14)
In addition to the maximum and minimum error, the RMS error is also computed
as:
RMS =
√
T
u
(IV.15)
Checking the errors in the reconstruction of the potential energy with the identified
coupling terms is a critical step in the process. If the RMS or maximum errors are
large, one of two conclusions could be inferred. The first is that the identification
of the relevant coupled generalized coordinates has an error in implementation. The
second is that the basis function may not be suitable for the mechanism under study.
Serial Chain Energy Mapping
To demonstrate this basis function approach, an example case will be presented.
Consider a 3R planar serial kinematic chain moving in the vertical plane. A schematic
representation of the mechanism is shown in Figure IV.1.
The link parameters are summarized in Table IV.1. The workspace was discretized
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Figure IV.3: 3R¯ kinematic diagram.
into 40 points per joint with limits set to θi ∈ [−120◦, 120◦] for a total of u = 2400
poses in W .
Table IV.1: Example Parameters for 3R Serial Planar Robot
Parameter m1 (kg) m2 (kg) m3 (kg)
Value 1 1 1
Parameter a1 (m) a2 (m) a3 (m)
Value [10, 0, 0]T [10, 0, 0]T [10, 0, 0]T
Parameter c1 (m) c2 (m) c3 (m)
Value [5, 0, 0]T [5, 0, 0]T [5, 0, 0]T
Parameter α1 (rad) α2 (rad) α3 (rad)
Value 0 0 0
Parameter α1 (rad) α2 (rad) α3 (rad)
Value 0 0 0
Parameter g (m/s2)
Value [0,−9.81, 0]T
Since the number of generalized coordinates in this example is n = 3, the total
number of structural matrix combinations from (IV.7) is p = 13. The wire routing
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permutation matrix is:
Sˆ =

1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0
0, 1, −1, 0, 0, 1, 1, −1, −1, 1, 1, 1, 0
0, 0, 0, 1, −1, 1, −1, 1, −1, 0, 1, −1, 1

T
Computing equations (IV.8) through (IV.13) and solving for the vector o in equation
(IV.11) the subvectors oa and ob are:
oa = [245, 147.15, 0, 0, 0, 49.05, 0, 0, 0, 0, 0, 0, 0]
T
ob = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
T
Any component that is non-zero in either oa or ob indicates a relevant basis
function. In this case the first, second, and sixth rows are taken from Sˆ and the final
structural matrix S is determined to be:
S =

1, 0, 0
1, 1, 0
1, 1, 1

This result for the wire routing pattern based on this structural matrix is shown
in Figure IV.1. The balancing system using elastic components is attached to the
capstans with degree of freedom ψi. The actuators driving the links could either
be direct drive on each link (directly control θi) or can be attached to the capstans
(control ψi). It must also be noted that wire routing is only one of several possible
ways to realize the coupling structural matrix. The use of timing belts or linkages
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could also be used if the design requires it. So long a the kinematic coupling obeys
(IV.4) any physical implementation will work in this formulation.
Figure IV.4: Wire actuation in a serial revolute link chain. Dashed lines are used to
represent the return path of a wire loop. The top figure shows all three wire routings
with lower figure showing a single routing and the associated degrees of freedom.
For this example serial mechanism, the potential energy curves as a function of
ψ are shown in Figure IV.5. The required motion range for each degree of freedom
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ψi grows as more links are coupled. The error in the fitting of the potential function
is on the order of 10−13 J which indicates a perfect fitting of the gravitational energy
function.
Figure IV.5: Decoupled Potential Energy in 3R Mechanism. The total potential en-
ergy of the 3R serial mechanism is expressed as the sum of potentials in the generalized
coordinate space ψ.
Once the potential energy is expressed in terms of the generalized coordinates ψ,
the balancing problem is solved through the synthesis of torque generating mecha-
nisms attached to each degree of freedom ψi. This process is covered in the next
section.
Counter Balance Mechanism Synthesis
Once the desired potential energy functions Φi(ψi) are found, a mechanism must
be synthesized to create the required counter-torque. A separate counter-torque mech-
anism is created for each coupled coordinate, ψi. Substituting equation (IV.5) into
equation (IV.1) expresses the energy equation as:
V (ψ) =
m∑
i=1
Φi(ψi) + Ve(ψ) (IV.16)
The energy equations are now completely represented in terms of the coupled
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coordinates ψ. The total energy must remain constant for static balancing and dif-
ferentiating (IV.16) with respect to ψ yields:
dVe(ψ)
dψ
= − d
dψ
(
m∑
i=1
Φi(ψi)
)
(IV.17)
Therefore in the coupled coordinates, the required torque function yi(ψi) is:
yi(ψi) = −dVe(ψ)
dψi
= ai sin(ψi)− bi cos(ψi) (IV.18)
A simple method of generating this sine wave function is using a spring loaded
cable attached to the capstan as shown in Figure IV.1. A similar mechanism has
been presented recently by Kim [52] for the balancing of serial arms. The cable
passed through idle pulleys and is attached to the capstan at a radius r with an offset
angle η when the capstan is at angle ψi = 0. The distance between the axis of the
capstan and the idler pulleys is denoted as d.
Figure IV.6: Balance mechanism schematic.
Using the identity sin(α − β) = sin(α) cos(β) − cos(α) sin(β), it is possible to
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rewrite (IV.18) as the following:
yi(ψi) = A sin(ψi − η) (IV.19)
where
A =
√
a2i + b
2
i (IV.20)
and
η = atan2 (bi, ai) (IV.21)
The required torque to counter balance the capstan is a sinusoidal function iden-
tical to the form found when balancing a single link with the use of a zero length
spring. The first use of this balancing concept is credited to LaCoste and a review of
its use in static balancing can be found in work by Deepak [30]. What follows are the
calculations proving the balancing condition. The analysis begins with the energy
stored in the elastic spring of length l, free length l0 and a linear spring constant
denoted by κ.
Ve(ψi) =
1
2
κ(l − l0)2 (IV.22)
The length of the spring is the only term that is a function of ψi and can be computed
through triangulation:
l =
[
(d− r cos(ψi − η))2 + r2 sin2(ψi − η)
] 1
2 =
[
d2 − 2rd cos(ψi − η) + r2
] 1
2 (IV.23)
The torque generated by the mechanism is determined by taking the partial deriva-
tive of the energy with respect to the variable ψi. This yields:
τe(ψi) =
∂Ve
∂ψi
= κ(l − l0) dl
dψi
(IV.24)
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where
dl
dψi
= rd sin(ψi − η)
[
d2 − 2rd cos(ψi − η) + r2
]− 1
2 =
rd sin(ψi − η)
l
(IV.25)
The simplified torque equation then becomes:
τe(ψi) = κ(l − l0)2rd sin(ψi + η)
l
(IV.26)
For perfect balancing, the sum of equations (IV.19) and (IV.26) must be equal to
zero. The resulting equation is:
yi(ψi) + τe = A sin(ψi + η) + κ(l − l0)rd sin(ψi + η)
l
= 0 (IV.27)
This equation demonstrates the necessity of a zero-length spring for perfect bal-
ancing. The length l contains a cosine function and therefore the first and second
terms in (IV.27) cannot sum to zero. If l0 = 0 then the length l appears in both the
numerator and denominator of the second term and they cancel each other out of the
equation. Factoring out sin (ψi − η) leaves the following equality:
A+ 2κrd = 0 (IV.28)
Now any two of the three parameters r, d, and κ can be chosen freely. In practice,
spring constants are limited to discrete values based on manufacturer availability.
The radius of the capstan could be limited by physical considerations and usually
adjusting the separation d is the easiest parameter to adjust and is computed from
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(IV.28) as:
d = − A
2κr
(IV.29)
This simple mechanism can provide perfect counter balancing for capstans requir-
ing sinusoidal torque functions. The final step of the synthesis process is to verify the
torque reduction through virtual work methods and is covered in the next section.
Residual Required Static Actuation Computation
The verification of the torque reduction is calculated through the application of
virtual work principles. There are four sources of energy to account for in the entire
system. The first is the torque applied by each actuator which is expressed in the vec-
tor τ q ∈ Rq. The next is the wrench applied by the end effector on the environment,
denoted as τw ∈ Rw. The torque generated by the counter balancing mechanisms
discussed in the previous section are τ e ∈ Rm. Lastly, if the weight of z links in the
assembly cannot be considered negligible, then a set of gravitational forces τ c,i ∈ R3
for i = 1, . . . , z must be calculated.
For the virtual work method the instantaneous velocities at the points of wrench
application are also required. The twist of the end effector is denoted as x˙. The joint
velocities are expressed in the vector θ˙ from which a subset are the actuated joints
with velocities in the vector q˙. The coupled joint velocities ψ˙ are related to θ˙ through
the structural matrix S. Lastly, the velocities of the rigid links’ centers of mass are
denoted by the vectors c˙i for i = 1, . . . , z. The value of z is equivalent to the sum of
n(j) links for c kinematic chains:
z =
c∑
j=1
n(j) (IV.30)
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With this notation, the complete energy balance equation is given by:
τ Tq q˙ + τ
T
wx˙ + τ
T
e ψ˙ +
z∑
i=1
(
τ Tc,(i)c˙i
)
= 0 (IV.31)
The goal is to compute the actuator torque needed to satisfy (IV.31). This torque
is called the residual torque and in the case of perfect balancing this quantity would
remain zero throughout the workspace. To solve for τ q, several Jacobians are in-
troduced to map all velocities into a common coordinate system. In this case, all
velocities are mapped into the task space based on personal preference. Table IV.2
presents a summary of the required Jacobians, their dimensionality and relationship
between parameters. The derivation of mechanism-specific Jacobians are included in
Appendix B.
Table IV.2: Summary of Required Jacobians for Static Balancing
Jacobian Dimensionality Relationship
Jqx q × w q˙ = Jqxx˙
Jθx n× w θ˙ = Jθxx˙
Jcθ,i 3× n c˙i = Jcθ,iθ˙
S m× n ψ˙ = Sθ˙
Applying the Jacobians in Table IV.2 into equation (IV.31) and factoring the
common x˙ results in the following:
[
τ Tq Jqx + τ
T
w + τ
T
e SJθx +
z∑
i=1
(
τ Tc,iJcθ,iJθx
)]
x˙ = 0 (IV.32)
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The trivial solution is x˙ = 0 but the final residual torque solution is the following:
τ q = −
(
JTqx
)−1 [
τw + J
T
θxS
Tτ e +
z∑
i=1
(
JTθxJ
T
cθ,iτ c,i
)]
(IV.33)
The residual actuator torque τ q is calculated throughout the discretized workspace
for the evaluation of the static balancing. The key statistics of comparison are the
average magnitude of torque per actuator and the maximum magnitude of torque
required throughout the workspace. In cases without perfect balancing, reduction of
peak magnitudes still allow for reduction in actuator size. Similarly, reductions in the
average actuator torque translate into power savings. The next section will present
some examples of applying this balancing synthesis method to serial and parallel
mechanisms.
IV.2 Balancing of Various Mechanism Architectures
In this section several mechanism types will be presented along with the results
of the balancing solutions. These mechanisms include the 3R¯ planar serial robot, the
3R¯RR planar parallel robot, and the 3R¯SR¯R spatial parallel robot. A bar over a joint
description indicates that the joint is actively actuated. Each of these mechanisms
can be perfectly balanced in theory with the approach presented in this chapter
but the requirements for wire routing may make the solution unattractive from an
implementation point of view.
3R¯ Balancing
The 3R¯ planar serial robot is shown schematically in Figure IV.1. Link parameters
and masses are taken from Table IV.1. The details of the kinematic equations and
Jacobians used in (IV.33) are found in the Appendices in section B.1.
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The average magnitude of torque for the i′th actuator, τavg,i, is computed as:
τavg,i =
1
u
u∑
k=1
∣∣τq,i (θ(k))∣∣ (IV.34)
while the peak torque is define as the largest magnitude of residual torque throughout
the workspace.
Figure IV.2 compares the torque reduction under several conditions with both
average and peak values plotted. Due to implementation restrictions it may not be
possible or undesirable to route coupling wires to distal links. This figure shows how
actuator torques are reduced as more of the coupled joint capstans have balancing
mechanisms attached. The label SX − Y in the figure legend should be interpreted
as balancing mechanisms attached to coupled generalized coordinate ψX through ψY .
This may also be interpreted as using the X ′th to Y ′th rows of the matrix S and
setting all other rows in the matrix to zero.
Figure IV.7: 3R¯ torque reduction. The top plot shows average torque reduction
throughout the workspace and the bottom plot shows reduction in peak torque
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What can be seen from Figure IV.2 is that torque in joint 1 continues to be reduced
as each balancing mechanism is added because this joint carries the total load of the
kinematic chain. Likewise, joint 3 sees no torque reduction until the third and final
balancing mechanism is added. The torque reduction is perfect in theory, although
the actuators would still need to compensate for friction and manufacturing tolerances
in the balancing mechanism may introduce small amounts of residual torque in the
actuators.
3R¯RR Balancing
The next example case presented is the 3R¯RR planar parallel robot shown schemat-
ically in Figure IV.2. Unlike the serial 3R¯ robot, the workspace in this design was
discretized in task space. Section B.2 of Appendix B provides details of the kinematics
and differential kinematics of this mechanism.
Figure IV.8: 3R¯RR kinematic diagram.
The kinematic and mass parameters used in the analysis of the robot design are
shown in Table IV.3. With three kinematic chains with three joints each the total
permutations for the combination matrix Sˆ is p = 9841 based on equation (IV.7).
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This large dimension leads to poorly conditioned matrices for the identification of
relevant energy functions as presented in equation (IV.13). What is required is a
method for reducing the number of permutations.
Table IV.3: Parameters for 3R¯RR Planar Parallel Robot
End Effector Properties
Mass (kg) 10
g (m/s2) [0, 0,−9.81]T
Kinematic Chain Properties
Parameter Chain k = 1 Chain k = 2 Chain k = 3
e(k) (mm) [−86.6,−50, 0]T [0, 100, 0]T [86.6,−50, 0]T
b(k) (mm) [−259.8,−150, 0]T [0, 300, 0]T [259.8,−150, 0]T
Mass m1,(k) (kg) 1 1 1
Mass m2,(k) (kg) 1 1 1
a1,(k) (mm) [250, 0, 0]
T [250, 0, 0]T [250, 0, 0]T
a2,(k) (mm) [250, 0, 0]
T [250, 0, 0]T [250, 0, 0]T
c1,(k) (mm) [125, 0, 0]
T [125, 0, 0]T [125, 0, 0]T
c2,(k) (mm) [125, 0, 0]
T [125, 0, 0]T [125, 0, 0]T
α1,(k) (rad) 0 0 0
α2,(k) (rad) 0 0 0
β1,(k) (rad) 0 0 0
β2,(k) (rad) 0 0 0
The method proposed in this work to reduce computational burden is to pre-assign
the fraction of the wrench on the end effector that each kinematic chain is expected to
support and design the balance mechanism independently for each chain. This results
in a much smaller number of configurations to support with p = 39. In this analysis
the end effector pose x is coincident with the center of mass of the end effector and
each kinematic chain is expected to carry an equal fraction of the load. Three 3R¯
serial planar mechanisms are then balanced as previously presented. The first two
links’ parameters for each chain are taken directly from Table IV.3. For the third
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link, the following values are used:
m3,(k) =
me
3
(IV.35a)
3a3,(k) = −Ae(k) (IV.35b)
3c3,(k) = −Ae(k) (IV.35c)
The results of the static balancing solution are shown in Figure IV.2. Like with
the 3R¯ plots in Figure IV.2, the bar graphs show the torque reduction based on the
number of balance mechanisms added. In this case, balance mechanism are added
simultaneously to capstans controlling the same links in each kinematic chain. For
example, the label S1−1 means that a balancing mechanism was added to each ψ1,(k)
for k = 1, 2, 3.
Figure IV.9: 3R¯RR torque reduction. The top plot shows average torque reduction
throughout the workspace and the bottom plot shows reduction in peak torque
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An interesting result appears due to the symmetry of the design with the parame-
ters from Table IV.3. The individual kinematic chains need 3 mechanisms to balance
the three links and so nine mechanisms were added. However, when the chains are
combined only the first two mechanisms in each link are necessary to balance the
mechanism. This is not true in general and if the design is asymmetric then the nine
balancing mechanisms are required.
3R¯SR¯R Balancing
The final mechanism presented in this chapter is a 3R¯SR¯R parallel structure
shown schematically in Figure IV.2. This a variation of the 3R¯SP¯R design studied
by Simaan [96] which switches the prismatic actuated joint for a revolute joint. The
kinematic and differential kinematic solutions are detailed in section B.3 of Appendix
B. The actuated joints, expressed in the vector q ∈ R6 have the following relationship
with the generalized coordinates θi:
q1 = θ1,(1), q2 = θ4,(1), q3 = θ1,(2), q4 = θ4,(2), q5 = θ1,(3), q6 = θ4,(3)
The parameters used for the analysis are summarized in Table IV.4. The spher-
ical joint in this mechanism is created through three consecutive revolute joints on
orthogonal axes that intersect at a common point. It can also be seen from Table
IV.4 that the mechanism is designed so that the first two joints in each chain have
their rotation axes parallel to zˆ0 and therefore do not have the weight of their links
contribute to the actuator torque. This reduces the balancing problem to a set of
three 4R¯ mechanisms.
When constructing the combination matrix Sˆ, the first two elements were force to
zero to prevent any wire routing through the first two joints in each kinematic chain.
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Figure IV.10: 3R¯SR¯R kinematic diagram.
The resulting structural matrix for each chain was:
S =

0, 0, 1, 1, 0 0
0, 0, 1, −1, 0 0
0, 0, 1, 1, 1 0
0, 0, 1, −1, −1 0
0, 0, 1, 1, 1 1
0, 0, 1, −1, −1 −1

which sets antagonistic pairs of balancing mechanisms in each kinematic chain. The
balancing solution was tested in two cases, the first uses the parameters from Table
IV.4 and the second uses the same parameters except that all links are considered
massless. The torque reduction for the first case is shown in Figure IV.2 and the case
with massless links is shown in Figure IV.2.
The assumption to exclude the first two joints put an artificial constraint on the
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Table IV.4: Parameters for 3R¯SR¯R Spatial Parallel Robot
End Effector Properties
Mass (kg) 10
g (m/s2) [0, 0,−9.81]T
Kinematic Chain Properties
Parameter Chain k = 1 Chain k = 2 Chain k = 3
e(k) (mm) [−259.8,−150, 0]T [0, 300, 0]T [259.8,−150, 0]T
b(k) (mm) [−173.2,−100, 0]T [0, 200, 0]T [173.2,−100, 0]T
Mass m4,5,(k) (kg) 1 1 1
Mass m1,2,3,6,(k) (kg) 0 0 0
a1,(k) (mm) [300, 0, 0]
T [300, 0, 0]T [300, 0, 0]T
a2,3,(k) (mm) [0, 0, 0]
T [0, 0, 0]T [0, 0, 0]T
a4,(k) (mm) [450, 0, 0]
T [450, 0, 0]T [450, 0, 0]T
a5,(k) (mm) [450, 0, 0]
T [450, 0, 0]T [450, 0, 0]T
a6,(k) (mm) [300, 0, 0]
T [300, 0, 0]T [300, 0, 0]T
c1,2,3,(k) (mm) [0, 0, 0]
T [0, 0, 0]T [0, 0, 0]T
c4,(k) (mm) [125, 0, 0]
T [125, 0, 0]T [125, 0, 0]T
c5,(k) (mm) [125, 0, 0]
T [125, 0, 0]T [125, 0, 0]T
c6,(k) (mm) [300, 0, 0]
T [300, 0, 0]T [300, 0, 0]T
α3,(k) (rad) −pi/2 −pi/2 −pi/2
α1,2,4,5,6,(k) (rad) 0 0 0
β2,(k) (rad) −pi/2 −pi/2 −pi/2
β1,3,4,5,6,(k) (rad) 0 0 0
synthesis process to get a simpler mechanism design. As a result there is residual
torque present throughout the workspace. Like with the 3R¯RR mechanism, the addi-
tion of the counter torque mechanisms was not necessary once the links are assembled.
The total actuator load reduction is approximately 75% throughout the workspace.
When the links are massless, the results seen in Figure IV.2 demonstrate perfect
balancing. In situations where the payload of the end effector is the dominant load
on the actuator, this balancing solution will be near ideal.
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Figure IV.11: 3R¯SR¯R torque reduction. The top plot shows average torque reduction
throughout the workspace and the bottom plot shows reduction in peak torque
IV.3 Conclusions
In this chapter an efficient method for the static balancing of wire actuated mech-
anisms with combinations of revolute links. The key principle of this method is to
linearize the potential energy of a mechanism into a set of basis functions. The
arguments into these basis functions are linear combinations of the mechanism’s gen-
eralized coordinates. The realization of these combinations is through selective joint
coupling with closed loop wire actuation. The work in the present literature has al-
ready addressed the different aspects of the problem but the synthesis methods are
specific to the mechanism under discussion. The balancing solution presented by Kim
[51, 52] is similar in result but the approach is tailored specifically to Approaching the
problem from energy partitioning allows the same method to be employed for various
mechanism designs.
There are several directions to continue developing this method to fully general-
izable approach. The first is identifying basis functions that can capture prismatic
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Figure IV.12: 3R¯SR¯R torque reduction with massless links. The top plot shows aver-
age torque reduction throughout the workspace and the bottom plot shows reduction
in peak torque
actuation in rotating frames that preserves linearity when identifying basis functions
for a given potential energy function. Inspection of specific mechanisms can lead to
heuristic formulations but a general approach the requires no additional knowledge
of the device than its generalized coordinates and potential energy would have a far
greater utility. A second direction to explore in continuing research is in the design
of the counter-balancing mechanism. The zero length spring design is a classic solu-
tion to sinusoidal torque functions but does not provide the capability of modulating
stiffness. Antagonistic designs like the one proposed by Kilic [50] provide stiffness
modulation at a price of feasible joint limit restrictions.
Lastly, in the balance of parallel mechanism’s the approach proposed in this chap-
ter divides the wrench from the end effector a priori to the individual kinematic
chains. This was done so that the number of permutations in the combination matrix
Sˆ would remain manageable. For large numbers of generalized coordinates n > 6 a
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more restricted combination algorithm may allow for efficient identification of cou-
pling options between kinematic chains.
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Chapter V
EXPERIMENTALLY DERIVED MODELS FOR NORMAL CI
INSERTION FORCES
Insertion forces during CI implantation have been presented in the literature as a
quantitative metric for insertion quality. The guiding assumption is that low insertion
forces directly correlate with reduced intra cochlear trauma. Physical damage to the
cochlea (trauma rating of 2 or higher of Eshraghi’s scale [32]) requires mechanical
force which in turn can be felt through the reaction loads on the PEA. The degree
to which mechanical force correlates with trauma is a question still being explored
but there are measured minimum thresholds for the rupture of the basilar membrane
[44, 94]. Forces applied on the PEA throughout CI insertion are a primary extra-
cochlear metric for measuring trauma. In live patients, histological and high energy
radiological evaluations are not possible to evaluate the likelihood of intra-cochlea
damage. Robotic insertion provides accurate measurement of both the insertion force
imparted by the implant during insertion and the position of the electrode array
throughout the insertion process.
The creation of baseline force models serves several objectives. The first is to quan-
tify the variability and magnitude of insertion forces so that there exists a metric to
evaluate the benefits of robotic control to CI insertion. Robot controlled insertion has
the previously stated goal of reducing forces imparted on the cochlea during insertion
and the insertion force measurements presented in this chapter form a baseline metric
for comparison. A second goal is to use known force measurements to construct pre-
diction of total insertion force during a new robotic insertion. If accurate predictions
can be made then changing or stopping the insertion before excessive force is applied
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is possible. The third objective of the baseline model is to serve as data for failure
detection algorithms.
This chapter presents the initial experimental results of robotic CI insertion. It
begins with a review of the insertion technique used both in phantom model and ca-
daveric specimens and a series of definitions on how the insertion data is collected and
presented. Next, a collection of data on insertion forces in both phantom models and
cadaveric specimens is presented with a fitted model for the data. The compilation
of this insertion data leads to a set of baseline models for the expected insertion force
as a function of insertion depth. The chapter conclude with using this data to create
a predictive model of the insertion force.
Part of the work presented in this chapter has been previously published in [80].
V.1 Friction Forces During PEA Insertion
This section reviews the experiment protocol used for the insertion of PEA’s into
cochlea specimens. An identical protocol was used regardless of whether the specimen
was a phantom model or a human cadaveric temporal bone specimen. There are
several key measurements used to define the robotic insertion of a cochlear implant
which will be defined here. The pose of the gripper is expressed as a 7 element vector
x which consists of a three element position vector p followed by a unit quaternion
qˆ to represent the orientation of the gripper frame with respect to the robot base
frame {B}. This notation is used for any insertion platform regardless of its degrees
of freedom. The vector xdes denotes the desired pose position along an insertion
trajectory. The vector xadmit denotes the adjusted gripper pose after corrections from
the admittance control laws. The desired magnitude of stylet actuation before and
after the admittance control law is referred to as qs and qs,admit respectively. Refer to
Figure III.16 to see how these signal move through the control architecture.
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The forces measured by the robotic system are expressed in the force transducer
frame, {F}. The vector f ∈ R6 is the force/moment wrench vector. A single letter
subscript references a force along an axis in frame {F} while double letter subscripts
refer to the moment about that axis. The force transducer is aligned to the gripper
such that forces in fz are the insertion direction forces. The magnitude of forces
fx and fy are called the lateral forces. Moments fxx and fyy are called the bending
moments and moment fzz is the twisting moment.
Robot insertion requires registration between the cochlea insertion frame {C} and
the robot base frame {B}. This was accomplished through manual telemanipulation
control to bring the end effector tip to the insertion point with an orientation dictated
by anatomical restrictions and surgeon guidance. This pose, defined as xref , defines
the tool frame {A} in the robot base frame and the homogenous transform can be
written as:
BTA (xref ) =
BRA (qˆref ) Bpc
0[1×3] 1
 (V.1)
where Bpc is the position of the entry point and qˆref is the quaternion orientation at
the insertion point. Defining kˆ = [0, 0, 1]T , the insertion vector Bv is:
Bv =B RA (qˆref ) kˆ (V.2)
It can be seen that (V.2) is insufficient to define the frame {C}. However, it is
assumed that the axis xˆA is roughly parallel to zˆC . Figure V.1 presents a rendering
of the PEA and cochlea frames with the force moment components shown.
Once the robotic platform is registered to the cochlea, the end effector is retracted
and a PEA is loaded into the gripper. The tip of the PEA is brought to the insertion
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Figure V.1: Insertion force diagram.
point and an insertion trajectory is calculated as discussed in Chapter II. The insertion
forces, moments and trajectory are output as a data file after the insertion has been
completed.
All cadaveric specimens were prepared by trained surgeons with access to the
cochlea provided by a traditional mastoidectomy and the drilling of the insertion
point into the cochlea was either a cochleostomy or extended round window. In
the case of cadaveric specimens, a lubricant would be injected into the cochlea and
allowed to soak for at least one hour. Then directly before an insertion the lubricant
was added to the cochlea again. For plastic phantom models, there was no need for
the pre-soak phase and lubricant was added just prior to insertion. Some temporal
bone specimen had other sections of bone excavated for camera and fiberscope access
to view insertions in greater detail. These extra sections of removed bone did not alter
the robotic tool’s access to the cochlea and did not interfere with the insertion. The
placement of the specimen with respect to the insertion system is shown in Figure
V.2.
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Figure V.2: Temporal Bone Insertion Experimental Setup. (A) 6 dof Stewart-Gough
insertion system with a cadaveric temporal bone specimen. (B) Captured view from
fiberscope placed near cochlea insertion point. (C) A specimen with non-essential
structure removed to allow visualization of the entire insertion process.
During real CI procedures, there is perilymph fluid present in the cochlea which
acts as both a conductive medium and lubrication. This natural lubrication is not
present in preserved cadaveric specimens nor in plastic phantom models. There
have been several methods of lubricating bones and phantoms prior to insertion.
These methods include using soap solutions (as contained in training model kits from
Cochlear Ltd.), glycol solution [86], or sodium hyaluronate (Healon) [62]. A study by
Kontorinis et al.[54] compared insertion forces in a plastic phantom using these lu-
bricants and distilled water. Their conclusion was that soap solutions had the lowest
coefficient of friction with glycol and Healon solutions approximately equal. Distilled
water had the highest coefficient of friction. For all experiments presented in this
chapter, a glycol solution of equal parts distilled water and glycol was used as the
lubricant.
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The progress through an insertion is parameterized by the unit scalar λ ∈ [0, 1]
which corresponds to distance along the insertion trajectory parameterized by q. The
insertable portion of the Contour Advance PEA is 15mm long and a full insertion
should travel approximately that distance. However it is very common for the gripper
tip to have contact with rigid bone structures in the final millimeter of insertion. This
usually results in a sharp increase in forces which do not reflect true intra-cochlear
forces. To mitigate corruption of force data, a full insertion is defined as an insertion
depth of qmax = 13.8mm which corresponds to λ = 1 through the function:
λ =
q − qmax
qmax
(V.3)
Shown in Figure V.3 is an example of robotic insertion in the phantom model. The
insertion depth and stylet actuation are shown with three snapshots of the insertion
progress.
The entire wrench perceived by the system, f (λ ∈ [0, 1]) is recorded although force
acting in the insertion direction (fz) is the most common measurement reported in
the literature [86, 125, 127, 66, 53, 54, 92]. Each vector of force/moment information
is then descretized into m points throughout the insertion (i.e. fz (λ)→ fz ∈ Rm).
Fitting Models
The raw data collected by the force transducer is sampled at a rate of 1kHz over
a period of approximately 15 seconds. This results in a large amount of numerical
data that makes dissemination of the information difficult. The goal of the work
in this section is to identify a numerically lower order representation of the force /
moment signals as a function of insertion depth. This representation must fit the
densely sampled data within the accuracy of the force sensor. The benefit of such
a representation is two fold; the first is that numerical data can be presented more
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Figure V.3: Example of Robotic PEA Insertion. Measure insertion force fz is shown
in the top plot with the insertion displacement q and stylet actuation qs shown in the
middle plot. Three photos of the insertion progress in the phantom model are shown
with matching labels in the plots to correlate the images with the data.
accurately in the literature as opposed to relying on graphical plots. Secondly, such
models can be used in other processing algorithms with less computational load.
Force measurements in normal insertions can be modeled as continuous functions
with at least C1 differentiability. By normal insertion it is meant that there are
no collision contacts and the reaction loads perceived are the sliding contact friction
between the electrode array and the intra-cochlear anatomy. In this case, the quantity
of raw measurement data can be captured accurately through regression fitting of
some functional. A general basis of order n can be used to approximate a function
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f(x) by the sum:
f(x) =
n∑
0
ciBi(x) (V.4)
where Bi(x) are the basis terms as a function of the variable x. The coefficients ci
determine the unique function. If the domain of the input variable x is descretized
into m elements such that x = [x1, . . . , xm]
T and f(x) = [f(x1), . . . , f(xm)]
T then the
basis matrix B can be written as:
B =

B1(x1), . . . , Bn(x1)
...,
. . .
...
B1(xm), . . . , Bn(xm)
 (V.5)
satisfying the linear equation:
B (x) c = f (x) (V.6)
There are several types of basis functions which can be applied to the force / moment
profiles seen during CI insertion. The first is the power polynomial basis with terms
Bi(x) = Pi(x) such that:
Pi(x) = x
n, n = 0, 1, 2, . . . (V.7)
A polynomial series of order n has n + 1 coefficients and is simple to compute. Un-
fortunately at higher orders (i.e. n > 6) this basis becomes poorly conditioned and
can result in fittings highly sensitive to rounding errors in the coefficients [6].
To overcome the conditioning difficulties, Bernstein polynomials of the first kind
may be used. In this work they are denoted as Bi(x) = Ti(x) such that:
Ti(x) =
n!
i!(n− i)!
(
xi (1− x)n−i
)
, n = 0, 1, 2, . . . (V.8)
123
A key property of Bernstein polynomials is that regardless of their order, the sum
of the basis terms is always 1 on the interval x ∈ [0, 1] (i.e. a barycentric combination).
This results in good conditioning at high orders while being able to exactly match any
solution produced by the basic polynomial basis of equivalent order. Since λ ∈ [0, 1]
is the domain of all force measurements, Bernstein polynomials can be used without
additional scaling. The number of the coefficients in a basis of order n is n+ 1.
Another common basis is the Fourier series with basis terms Bi(x) = Fi(x) such
that:
Fi(x) = ci,1 cos (ipix) + ci,2 sin (ipix) , ∀x ∈ [0, 1], i = 0, 1, 2, . . . , n (V.9)
This basis benefits from orthogonality properties and like the Bernstein polynomial,
works well with domains that naturally scale to a unit interval. For an order n this
basis requires 2n+ 1 coefficients.
The conditioning of the basis matrices is evaluated through the singular value
decomposition of the basis matrix B. For this evaluation, the domain was discretized
into 50 equally spaced points resulting in B ∈ R50×n+1 for elementary and Bernstein
polynomials and B ∈ R50×2n+1 for the Fourier basis. The condition number is defined
as the ratio between the maximum and minimum singular values with a domain
ranging from zero to positive infinity. The inverse condition number is bounded
between zero and one with values approaching one being better conditioned and less
sensitive to small errors.
It can be seen in the Figure V.4 that the Bernstein polynomial basis has a signif-
icant advantage over elementary polynomials in this application. When comparing
the Bernstein basis to the Fourier its important to note that the dimensionality of
the two basis are different for the same order. For example, a 7’th degree Bernstein
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Figure V.4: Inverse condition numbers of basis matrices. Sets of bar plots are ordered
left to right as polynomial, Bernstein polynomial, and Fourier series.
basis is dimensionally identical to a 3rd order Fourier. When comparing these basis
in terms of matching dimensionality they have similar conditioning quality. Bernstein
polynomials were finally selected as the representation basis for reason given in the
following sections.
The following sections review the insertion force information collected by several
robotic insertion systems in both temporal bones and in plastic phantom models with
fittings from using these basis functions. The robotic system developed by Zhang et
al. [128] is referred to as the spatial insertion platform and the system presented in
Chapter III is called the planar insertion platform. Both are used in the collection of
the data and are shown interchangeably in figures.
V.2 Baseline Insertion Forces in Bone
A series of 50 insertions in temporal bone were performed at four fixed rates of
insertion; 0.5, 1, 2, and 3 mm/s. The distribution of bone insertions per speed group
125
Insertion Speed Number of insertions
0.5mm/s 17
1mm/s 11
2mm/s 11
3mm/s 11
Table V.1: PEA Insertions in Temporal Bone Specimens Categorized by Speed
is presented in Table V.1. A total of 9 temporal bones were used across the 50
insertions. The purpose of varying insertion velocity was to determine if speed is a
factor in resulting friction forces. A prior study by Zhang et al. [125] found a strong
correlation between insertion speed and force using lateral wall electrodes in a plastic
phantom. However Kontorinis et al. found a much weaker correlation using PEA’s
in a phantom model [53]. There is an open question in the literature as to whether
the conclusions on force and insertion speed using PEA’s translate to insertions in
human specimens.
The average insertion force as a function of insertion depth is shown in Figure V.5
(A). There was no statistical difference between the groups of data when comparing
insertion forces directly. However, when using an unpaired t-test on the work done
through the insertion process, there was a significant difference between insertions at
0.5mm/s and those at 1mm/s and higher. This result suggests that stiction effects
are only relevant at low insertion speeds. If insertion rates are maintained above
1mm/s a single model can be used to characterize the expected insertion force.
Figure V.5 (B) plots the average insertion force as a function of depth along with
the standard deviation and the 95% confidence interval of the mean. In this case a
third order polynomial was used to express the average function.
There is little evidence that perimodiolar insertion force can be modelled as a
function of insertion speed. Rather the variability of access and variability of the
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Figure V.5: Average Insertion Forces in Temporal Bone by Speed.
cochlea structure between specimens plays a dominant role. However, these insertions
were performed with the same insertion trajectory. In the next chapter, an evaluation
of force-based admittance control is used against this insertion data to investigate how
a robotic system can actively reduce insertion forces.
Another result from this set of experiments is that insertion speeds greater than
1mm/s do not significantly change the magnitude of insertion force. Based on this
result, the majority of the work presented in the following sections and chapters fixed
insertion speed to a rate of 1mm/s. This rate allows for more time to calculate
adjustments to control inputs while not increasing insertion forces on the cochlea.
It may also be inferred from this work and that of Zhang et al. [125] that smooth,
continuous insertion motions is a recommended technique for surgeons to help keep
insertion force low.
V.3 Baseline Insertion Forces in Phantom Models
Insertions into a plastic phantom model were performed with two goals. The
first was to examine if forces measured in the phantom were comparable to those in
temporal bones. If this is true then the second objective would be to use insertions
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in the phantom model to observe PEA behavior and develop methods to identify
complications or failures in the insertion process. The setup for phantom model
insertions is shown in Figure V.6
Figure V.6: Phantom Model Insertion Experimental Setup. (A) The prototype 4 DoF
insertion system is shown with a phantom model provided by Cochlear Ltd. (B) The
phantom is a planar model with access restrictions matching those in Chapter II
The cochlea model itself is from the insertion training phantom provided by
Cochlear Ltd. It is generally a two dimensional path although there is narrowing
of the scala tympani as depth into the cochlea increases. The model is cut from
teflon and its top surface, corresponding to the basilar membrane in a real cochlea, is
made of acrylic so that the insertion of the electrode array may be observed visually.
Normally the model is housed in a model of the human temporal bone but for these
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experiments the model is contained in a simplified holder as shown in Figure V.6 (B).
This new holder enforces the same angular access restrictions to insertion as those
found in real temporal bones. The purpose of this simplified holder was to allow
access for a high resolution digital microscope to acquire images of the insertions.
A set of 51 insertions of perimodiolar electrode arrays in the phantom model were
performed by the 6 dof spatial parallel insertion system. An additional 10 insertions
were performed by the prototype planar insertion system. The force transducer and
gripper module were shared between the two systems as can be seen in Figures V.2
and V.6
Figure V.7 shows the insertion forces for the 51 trials using the spatial insertion
platform. Average insertion force is approximately 0.05N with a characteristic rise in
the final portion of insertion.
Figure V.7: Phantom model insertion forces using the spatial insertion platform.
Insertion forces using the planar insertion platform are shown in Figure V.8. This
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system used slower insertion speeds of 0.5 and 0.3mm/s so that mechanism motion
could be recorded and examined later if needed. The results show comparable in-
sertion force magnitudes to those performed by the spatial insertion platform. The
accuracy of the planar insertion system, although lower than its original target values,
was sufficient for the insertion task.
Figure V.8: Phantom model insertion forces using the planar insertion platform.
Lateral forces in the planar insertion system must be separated into two compo-
nents. Force in the plane of motion of the mechanism are called the lateral forces and
those in the null space of the design are called the out of plane forces. Figure V.9
shows these force components.
It can be seen that lateral forces within 0.05N in magnitude and through force
based admittance control it is possible to adjust end effector motion to reduce the
magnitude of lateral force. The out of plane forces are due to misalignment between
the planar insertion system and the cochlea insertion point and with the planar in-
sertion system they cannot be compensated for through control action. The large
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Figure V.9: Phantom model lateral forces using the planar insertion platform shown
in Figure V.6.
increase in lateral force in one of the ten insertions, with a magnitude greater than
0.2N, did not adversely affect insertion force. This suggests that perceived lateral
forces do not clearly correspond to the intra cochlear friction observed during inser-
tion.
The total set of phantom model insertion force data was used to generate a general
model of expected insertion force. The three sets of basis functions were compared
for fitting accuracy as a function of order n. The fitting accuracy was defined by the
root mean squared error of the fitting result which can be written as:
RMS =
 k∑
1
(
f(λ)− fˆ(λ)
)T (
f(λ)− fˆ(λ)
)
km

1
2
(V.10)
where k is the number of insertions included in the evaluation, m is the number of
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samples taken in an insertion and1:
fˆ(λ) = B(λ)
(
B(λ)†f
)
(V.11)
Figure V.10 shows the fitting error for insertion forces and Figure V.11 shows the
standard deviation of the errors for the three basis types based on order.
Figure V.10: RMS error of insertion force fitting. Sets of bar plots are ordered left to
right as polynomial, Bernstein polynomial, and Fourier series.
From these results, both Bernstein and Fourier basis show comparable results
when orders with matching dimensionality are compared. Bernstein polynomials
were selected at this point due to their computational advantages over Fourier terms.
Since the force measurements are not periodic, the Fourier series does not have an
inherent advantage.
Using Bernstein polynomials, the force vector can be resized by changing the
number of sample points in λ. From the collection of measured normal insertion
data, the average and variance as a function of insertion depth λ are denoted as f¯m
1the notation A† refers to the Moore-Penrose matrix pseudo inverse[77] of A
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Figure V.11: Standard deviation of errors in insertion force fitting. Sets of bar plots
are ordered left to right as polynomial, Bernstein polynomial, and Fourier series.
and σm respectively. A second subscript denotes the axis of the measurement (i.e.
f¯m,z is the average force for the z axis in the force sensor frame {F}). Table V.2
presents the fitting coefficients for the averages and variances of the insertion forces
and lateral moments from the set of phantom insertion data discussed in this section.
V.4 In-Vivo Prediction of Nominal Insertion Forces
During the insertion of a PEA it is useful for the control system to determine the
likely trajectory that measurements will follow so as to avoid complications. There are
many ways that such predictive models can be created. In linear systems, Markov
state transition matrices can propagate a current state into the future. The key
weakness to such models is the reliance on knowing all states that influence the pro-
gagation of the current state. Similarly, Kalman filters and other linear observers
require knowledge of the system dynamics to propagate the current state. While the
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Table V.2: Insertion Force Summary
Coefficients f¯m,z σm,z f¯m,xx σm,xx f¯m,yy σm,yy
c0 -0.00368 0.00754 -0.02584 0.06385 0.01062 0.04616
c1 0.00322 0.00454 -0.30809 -0.19397 -0.10120 -0.07260
c2 -0.09043 -0.07346 1.67939 1.17943 0.67325 0.39600
c3 0.27410 0.31662 -3.86249 -3.78169 -2.18398 -1.43339
c4 -0.66837 -0.53801 2.56596 9.13224 4.65950 4.16891
c5 0.48569 0.81025 3.16762 -5.35123 -6.10697 -3.64368
c6 -0.32705 -0.77213 -4.02440 4.77472 2.50529 3.21728
c7 0.08950 0.51994 3.20528 0.43311 -1.68914 -0.37063
c8 -0.09196 -0.15782 0.00664 1.75574 -0.12048 0.87301
c9 -0.02012 0.07319 -0.12767 1.35499 -0.69473 0.46814
c10 -0.09988 0.11535 -0.41673 1.47611 -0.19172 1.06752
dynamics of the robot and elastic PEA can be modeled, the boundary conditions ap-
plied on to the PEA are not well known. Such boundary conditions include the exact
location of the insertion point with respect to the Scala Tympani, the distribution
of viscous fluid in the scala, and the geometry of the separating membranes (which
cannot be seen directly in CT).
The approach presented in this work to predict insertion forces as the implantation
is in progress relies on weighted fitting based on prior insertion data statistics. The
predicted force vector as a function of insertion depth is expected to continually
update until the insertion is complete. Refer to Figure V.12 throughout this section
as the prediction process is detailed. At the k’th sample (where 1 ≤ k ≤ m) the
predicted force vector is denoted by f˜(λk). At each prediction update the estimated
coefficient vector c˜(λk) is determined and then used in (V.12) to provide the latest
estimation:
f˜(λk) = B(λ) c˜(λk) (V.12)
The coefficients in c˜(λk) converge to c from (V.6) at the final sample (c˜(λm) = c).
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Figure V.12: Example of force prediction. The dashed line is the measured force
average f¯m(λ) from prior phantom model data. The thin solid line is the true final
measurement f(λ) for this insertion. The dot represents the current point of the
insertion λk where the prediction is made. A linearly extrapolation f¯e(λk) from the
current measurement f(λk) is made based on the average rate of change f¯
′
m(λk). The
thick solid line indicates the final prediction f¯(λk) based on a combination of f¯m(λk)
and f¯e(λk).
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The estimation of c˜(λk) is a weighted least squares solution of the form:
c˜(λk) =
(
BTW−1k B
)−1
BTW−1k g (λk) (V.13)
where Wk is the weight matrix and g(λk) is the augmented force vector at the k’th
sample. The vector g(λk) is a combination of measurements taken by the robot up to
the present position λk and an estimated average force f¯k for future measurements:
g (λk) =
fk
f¯k
 , fk ,

f (λ1)
...
f (λk)
 , f¯k ,

f¯ (λk+1)
...
f¯ (λm)
 (V.14)
The weight matrix Wk ensures that f˜(λk) agrees with the currently known data
and passes through the estimated future force averages with weight proportional to
an estimated variance. Typically the best weight matrix would be the covariance
matrix of the data set [102] but this is unknown a-priori in practice. Instead, the
m measurements are considered independent Gaussian distributions with a variance
σ2(λ). The measured force data also has a degree of uncertainty based on sensor
accuracy that is parameterized by β. For the ATI F/T sensor used in this work,
β = 0.004N for force and β = 0.10N−mm for moment measurements. The weighting
matrix is thus diagonal and of the form:
Wk =
 1β I[k×k] 0[m−k×m−k]
0[m−k×m−k] Σ−1k
 (V.15)
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given that:
Σk =

σ2m(λk+1) . . . 0
...
. . .
...
0 . . . σ2m(λm)
 ∈ Rm−k×m−k (V.16)
When constructing the augmented force vector g(λk) the most naive future force
input would be to use the previously measured averages and variance. In this case
f¯(λk) = f¯m(λk) and σ(λk) = σm(λk) from Table V.2. This method will cause the
prediction to quickly match the experimental average and does not take into account
the current magnitude of the insertion forces. To improve the prediction of f¯(λ)
and σ(λ), the average force distribution f¯m(λk) and σm(λk) are combined with an
extrapolated distribution f¯e(λk) and σe(λk). The two distributions are combined
using the method described in [15] such that:
f¯(λj) =
f¯m(λj)σ
2
e(λj) + f¯e(λj)σ
2
m(λj)
σ2e(λj) + σ
2
m(λj)
(V.17)
σ2(λj) =
σ2e(λj)σ
2
m(λj)
σ2e(λj) + σ
2
m(λj)
(V.18)
The extrapolated distribution is based on the current force measurement f(λk) and
the measured rate of change of insertion force f ′(λk) =
df
dλ
and its standard deviation
as σ′(λk). The extrapolation is first order and starting at the current sample k, the
distance in normalized insertion space to the j’th predicted sample is defined as:
∆λk,j = λj − λk ∀k ≤ j ≤ m (V.19)
This means that the average extrapolated force has mean f¯e and is estimated by
starting at the current measurement f(λk) and linearly extrapolating based on the
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fixed rate f¯ ′ such that:
f¯e(λj) = f(λk) + ∆λk,j f¯
′(λk) ∀k ≤ j ≤ m (V.20)
We assume a linear propagation of the uncertainty distribution with insertion
depth. The uncertainty grows proportionally to σ′ and the distance travelled ∆λk,j.
The extrapolated distribution standard deviation σe equal to:
σe(λj) = ∆λk,j σd(λk) ∀k ≤ j ≤ m (V.21)
This update procedure generates the elements in f¯ from (V.14) and the variance
matrix Σk from (V.16). The steps in the predictive calculation are reviewed in Al-
gorithm 1. After generating predictions for the wrench components using (V.12) the
data is used in detecting the onset of insertion failures in a process detailed in the
next chapter.
Algorithm 1 Generation of Estimated Force
Require: f¯m, σ¯m, f¯
′
m, σ¯
′
m
for j = k, . . . ,m do
∆λk,j from V.19
Calculate f¯e(∆λk,j) from (V.20)
Calculate σe(∆λk,j) from (V.21)
end for
Calculate f¯ from (V.17)
Calculate σ from (V.18)
Construct g(λk) from (V.14)
Calculate c˜(λk) from (V.13)
Calculate f˜(λk) from (V.12) return f˜(λk)
Figure V.12 shows how the information is combined to form a prediction for
insertion force at λk = 0.4. The current point in the insertion process for the shown
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prediction is designated by a large dot. The average insertion force for a prior sample
set of normal insertions is shown as a dashed line. The final insertion force for this
particular insertion is shown in the fine solid line. A thick solid line is used to show
the predicted force. The contribution of f¯e and σe on the force prediction on the
forecasted force signal is generally limited to the next few millimeters of insertion.
V.5 Conclusions
This chapter presented the method in which insertion force measurements were
obtained and recorded. Measurements have been obtained in both phantom models
and in human cadaveric specimens. Using a fixed insertion trajectory, the insertion
forces were considerably higher on average in the temporal bones than in the phan-
tom model. However prior work has suggested that in bone, insertion forces can be
equivalent to those seen in the phantom model.
The Bernstein basis model proposed in this chapter is well suited to capture the
insertion force signals as a function of insertion depth with only 11 coefficients. This
reduction of data size greatly eases the difficulty in disseminating accurate insertion
force measurements in the literature. Another benefit associated with this curve
fitting approach is that force derivatives can be easily estimated with less influence
from measurement noise.
What was missing in the cadaveric specimen experiments presented in this chapter
is knowledge of the exact cochlea geometry and the point of insertion. While work
in imaging can provide accurate models of geometry, the point of insertion is still
unknown since drilling occurs after the imaging process. The next two chapters will
address the issue of correcting the estimated point to initiate AOS in two different but
complimentary ways. Using these adaptive insertion techniques it will be shown that
the force models generated from these phantom model insertions is representative of
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insertions performed in real cochlea so long as correct perimodiolar insertion technique
is performed.
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Chapter VI
FORCE-BASED GUIDANCE AND FAILURE DETECTION
This chapter presents an investigation of methods for using in vivo insertion force
data for insertion guidance and and fault detection. The motivation for force feedback
control and failure detection is twofold; minimizing dependance on exact registration
of the robot to patient anatomy and minimizing intra-cochlear trauma.
Current approaches for robot-assisted or autonomous electrode array insertion
[128, 59, 66] assume that the robot is fixed at an optimal pose relative to the cochlea.
Generally, the optimal pose is established and insertion trajectory is generated a
priori. This approach relies heavily on the availability of pre-operative imaging, use
of fiducial markers, digitization and registration. All of these steps add significant
cost to the surgical process, expose the patient to potentially unnecessary radiation
and complicate the surgical deployment. Presented in this chapter are force-based
control feedback methods for adjusting the rate of stylet actuation during AOS and
the alignment of the electrode in order to minimize insertion forces.
The detection and classification of insertion failure modes are also investigated.
Specifically, the failure modes investigated are the electrode tip folding and extra-
cochlear buckling of the PEA. Metrics that may be used for detecting and classifying
these failure modes are presented and evaluated.
A simple representation of the insertion domains to be monitored and controlled
is shown in Figure VI.1. The insertion point into the cochlea separates the intra and
extra-cochlear regions.
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Figure VI.1: CI insertion domains.
The types of insertions considered in this work are categorized into three groups
with examples of these three types of insertions are shown in Figure VI.2:
Normal: These insertions result in proper placement of the PEA, with electrodes
contacting the modiolar wall.
Tip Folding: Tip folding is a case of intra-cochlear buckling of the PEA. If incor-
rectly deployed, the distal tip of the PEA folds over on itself while the stylet is
actuated. This results in some electrode contacts being poorly positioned with
respect to the modiolar wall.
Buckling: These are cases in which the portion of the PEA outside the cochlea
buckles during insertion. In these cases the PEA must be removed and re-
placed. Although termed buckling, this is not a case of elastic instability but
rather a condition where the loads on the PEA have caused permanent plastic
deformation.
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Figure VI.2: Types of CI insertions. (A) Normal insertions result in the PEA elec-
trodes being in close contact with the modiolus. (B) Tip-folding results in the distal
tip of the PEA bending over itself inside the cochlea. (C) Excessive force or improper
alignment can result in mechanical buckling of the PEA outside of the cochlea.
A different strategy is presented to detect failures in the extra and intra-cochlear
regions and to minimize intra-cochlear force. The first section will detail the im-
plementation and performance of a hybrid position/admittance controller to correct
for registration errors between the robotic insertion system and the cochlea. This is
followed by a method to detect buckling danger by tracking the energy expended in
the insertion process. Lastly, this chapter closes with the use of machine learning
algorithms to detect intra-cochlear tip folding. In each of these cases, insertion pose
data and insertion forces and moments are the only features used in detection and
control. Table VI.1 shows the number of insertions conducted to test the detection
algorithms.
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Insertion Type Number of insertions
Nominal 51
Tip-Folding 56
Buckling 10
Table VI.1: PEA Insertions in a Phantom Model Categorized by Type
In its entirety the work presented in this chapter presents steps to demonstrating
intelligent, semi-autonomous deployment of CI devices. It is the first work, to the best
of the author’s knowledge, to apply control feedback in CI insertion based on intra
operative measurements. The results of this work are hopefully present motivation
for the continued development of intelligent tools for CI deployment that can even-
tually lead to lower registration requirements and increased likelihood of atraumatic
insertion.
Part of the work presented in this chapter has been previously published in [80, 82].
VI.1 Hybrid Position / Force Admittance Control
This section proposes an approach to updating the insertion path plan by using
hybrid position / force admittance control. This control adjusts motion in the lateral
plane (perpendicular to the insertion direction) and adjusts the rate of stylet actua-
tion during AOS execution. This controller design is based on the work of Yoshikawa
[124] and applied within the context of CI insertion. A hybrid force / motion admit-
tance controller adds motion compensation to task-specific degrees of freedom based
on sensed reaction force at the end effector. These reaction forces are translated to ve-
locities based on a proportional constant and these velocities are additively combined
with the nominal trajectory. The purpose of adding this control law is to correct for
registration errors between the robot and the cochlea actively during the insertion
process.
Figure VI.3 shows a simplified block diagram of the implemented controller. The
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original trajectory commanded from the High Level Controller (HLC see Figure
III.16), xdes, to which the force controller adds a corrective value ∆xadmit and is
then passed as the commanded position xadmit to the trajectory planner.
Figure VI.3: Hybrid Force/Position Admittance Controller. Forces acting in the
space of N, which defines the lateral plane, apply corrective displacement on the
command position xdes. The values ζ and β define the deadband and saturation
boundaries respectively. Force acting along vˆ affects the rate of stylet actuation q˙s.
The function h(fv, freg) refers to (VI.7). The entire control loop to shown in the
bordered sub-figure.
The admittance law is broken into two distinct parts; the first modifies motion
in the plane normal to the insertion direction vˆ and is referred to as the lateral
plane. The second part uses forces detected in the insertion direction to modify the
preplanned actuation of the stylet qs,des.
Given the insertion direction vector vˆ, the lateral admittance control actively
adjusts the end effector position in the lateral plane to minimize forces in the plane.
The space of the lateral plane can be defined by a projection matrix N defined as:
N = I− vˆvˆT (VI.1)
Raw force measurements are corrected by a gravity compensation term as shown
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in Figure III.16. The corrected measurement is denoted as f˜s. The gravity load com-
pensation has a residual amount of force error depending on end effector orientation
which should not be allowed to influence the controller. A norm deadband margin ζ
is applied to the force reading f˜s and the resulting signal is denoted as f¯s. The ad-
mittance control law is a proportional gain Ka which applies corrective action x˙admit
to the nominal insertion path xdes.
x˙admit = KaNf¯s (VI.2)
The corrective action x˙admit is integrated to a displace ∆x which is limited by a
displacement saturation value β such that:
∥∥∥∥∫ t
0
x˙admitdt
∥∥∥∥ = ∆x ≤ β (VI.3)
This saturation limit acts as a safety against potential malfunctioning in the force
transducer. If such a failure were to occur the manipulator could move unpredictably
and with the only bound being the workspace of the mechanism.
The insertion direction force, fv, can be found by:
fv = vˆ
T f˜s (VI.4)
which is the component of the perceived force along the insertion direction. For exam-
ple, in the previous baseline insertion experiments from Chapter V, fv was identical
to fz.
During the PEA insertion, the rate of insertion is fixed at 1 mm/s but the actuation
of the stylet is adjusted through an admittance law in an attempt to regulate force
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in the insertion direction. The reference regulation value is denoted as freg, and the
admittance law as h (Kv, fv, freg). The constant Kv is used to scale the strength of the
admittance law with units of velocity per unit force. The resulting corrected action
to the stylet actuation, qs,admit, is defined as:
q˙s,admit = q˙s,des + h (Kv, fv, freg) (VI.5)
Insertion direction forces are primarily governed by proper execution of AOS tech-
nique. The actuation of the stylet is unidirectional (q˙s ≥ 0). In an ideal PEA in-
sertion, the electrode is inserted until the basal turn, at which point the surgeon
holds the stylet fixed in space and continues to guide the rest of the electrode into
the cochlea. If done correctly, the PEA maintains minimal sliding contact with the
modiolar wall and does not touch the lateral wall as shown in the simulation in Figure
II.12.
If the AOS techique is executed too late, the PEA will make contact with the
lateral wall and the reaction force may be detected along the insertion vector. Actua-
tion of the stylet moves the PEA toward the modiolar wall and in general establishes
a relationship of the form1:
q˙s = g(q)f˙v, ∀q˙s ≥ 0 (VI.6)
The exact form of g(q) depends on the internal geometry of the cochlea, the elastic
properties of a specific PEA, and the lubrication in the cochlea. A simple approach
for online applications is to take a look at the general mechanics of the insertion and
attempt to use q˙s to regulate insertion force f˜v. No significant force can be imparted
on the cochlea in the insertion direction vˆ by the PEA until the electrode has passed
1x˙ denotes the time derivative of x. x˙ = dxdt
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the first turn. In some experiments [93, 86] it can be seen from the data that the
PEA can reverse the direction of force and effectively pull itself into the cochlea. The
proposed control law on stylet actuation is written as:
q˙s,admit = h (Ki, fv, freg) = Ki
γ(q)
2
[
freg − f˜v + ‖freg − f˜v‖
]
(VI.7)
where freg is a limit to the expected insertion force (a negative value for resistance
to insertion), Ki is a proportional gain in units of mm/Ns, and γ(q) controls when
adjustment to AOS is used. The lower and upper bounds for insertion depth q that
correspond to onset of AOS insertion technique are defined as γ1 and γ2 respectively.
Using these definitions, γ(q) is given by:
γ(q) =

0, q ≤ γ1
q−γ1
γ2−γ1 , γ1 < q < γ2
1, q ≥ γ2
(VI.8)
The control law results in no correcting action to the preplanned stylet actuation
for forces less than freg and is a proportional adjustment for large resistive insertion
forces. The total adjustment to the stylet actuation is qs,admit where:
qs,admit =
∫ t
0
q˙s,admitdt (VI.9)
and is applied to the original desired stylet actuation qs,des as shown in Figure VI.3.
The total retraction of the stylet is limited to 15mm since displacement beyond this
point no longer affects the shape of the PEA.
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Table VI.2: Summary of Experiment Trials
Set Model N Ka (mm/Ns) Ki (mm/Ns) [γ1, γ2] (mm)
0 plastic 95 0 0 N/A
0b cadaveric 8 0 0 N/A
1 plastic 5 20 0 N/A
2 plastic 5 50 0 N/A
3 plastic 5 50 50 [4, 7]
4 plastic 5 50 80 [4, 7]
5 cadaveric 5 50 80 [4, 7]
Evaluation of the Admittance Controller
The proposed insertion control law was validated through a series of insertions
in both plastic phantom models and in human cadaveric temporal bone specimens.
Insertions in plastic models provided a means of observing electrode behavior dur-
ing insertion while temporal bone experiments determined whether benefits in force
reduction translate to real patient anatomy.
Table VI.2 summarizes the experimental parameters. Data from prior insertions
in Chapter V act as a baseline for comparison as they did not use force control and
relied solely on pre-registration. The data sets ”0” and ”0b” designate plastic and
bone baseline insertions respectively. The value of N indicates the number of separate
insertions in the data set. Only lateral admittance control was applied to sets 1 and
2 at different proportional gains. Force-based adjustment of the AOS technique was
then added in sets 3 and 4 with insertion in temporal bone occurring in set 5.
Experiments for unbiasing the force sensor according to (III.57) resulted in a
residual force with magnitudes below 0.03N . Accordingly, the deadband margin was
set at ζ = 0.03N . The saturation boundary for the lateral admittance controller was
set to β = 5mm as used in (VI.3). This saturation value was determined based on
the facial recess limits identified in Chapter II
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The insertion procedure for the plastic and cadaveric specimens were identical to
one described in Chapter V.
Admittance Controller Evaluation
Table VI.3 provides a summary of the insertion force results across all sets of data.
Force values are presented as averages with the standard deviation in parentheses.
Figures VI.4 and VI.5 plot the average force in the insertion direction for the plastic
and bone insertion cases respectively. The percentage of insertion completed based
on distance travelled through the insertion is parameterized by λ.
Table VI.3: Force Results Between Admittance Controller Cases
Specimen Type Plastic Phantom
Set 0 1 2
Insertion Force (N) 0.042 ( 0.023) 0.052 (0.029) 0.062 (0.034)
t-test (p) N/A 0.090 0.032
Post-AOS Ins. F. (N) 0.047 (0.028) 0.076 (0.042) 0.091 (0.041)
t-test (p) N/A 0.085 0.008
Peak Ins. Force (N) 0.190 0.186 0.168
Lateral Force (N) 0.016 (0.016) 0.022 (0.014) 0.026 (0.013)
Specimen Type Plastic Phantom
Set 0 3 4
Insertion Force (N) 0.042 ( 0.023) 0.037 (0.018) 0.044 (0.021)
t-test (p) N/A 0.325 0.722
Post-AOS Ins. F. (N) 0.047 (0.028) 0.050 (0.023) 0.056 (0.036)
t-test (p) N/A 0.584 0.482
Peak Ins. Force (N) 0.190 0.124 0.134
Lateral Force (N) 0.016 (0.016) 0.018 (0.014) 0.024 (0.018)
Specimen Type Cadaveric
Set 0b 5
Insertion Force (N) 0.071 (0.033) 0.046 (0.005)
t-test (p) N/A 0.033
Post-AOS Ins. Force (N) 0.110 (0.058) 0.051 (0.021)
t-test (p) N/A 0.009
Peak Ins. Force (N) 0.284 0.143
Lateral Force (N) 0.026 (0.030) 0.031(0.023)
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Figure VI.4: Average Insertion Force Data for Plastic Model Insertions
Figure VI.5: Average Bone Insertion Forces
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Insertion forces were broken into two subsets; across the entire insertion and during
the AOS portion of insertion. Admittance control applied in the lateral plane is active
through the entire insertion while the stylet actuation admittance control can only
affect the latter half of insertion. Set 0 and 0b act as the baseline for comparison for
plastic and bone insertions respectively. A single sided t-test was used to compare the
performance of the new insertion controller with reference sets 0 and 0b. Set 2 showed
a statistically significant increase in average force compared to Set 0 (p = 0.032 for
full insertion and p = 0.008 post-AOS). However in sets 3 and 4, which show enabled
stylet admittance control data, there was no difference with the baseline set and peak
forces were also reduced. The bone insertion data shows a statistical difference in
post-AOS insertion force in the temporal bone insertions when using the admittance
control law compared to non-force guided AOS from the baseline results (p = 0.009).
There was no significant difference in lateral force between the sets. Little change in
average pre-AOS insertion forces could be seen.
Figure VI.6 shows final corrections to insertion point location in the lateral plane
at the end of insertion. In some cases, the initial robot alignment error was higher
than one diameter of the PEA. The force controller sufficiently corrected the error
without large changes in insertion force. The entrance into the cochlea requires pass-
ing through the facial recess and motion corrections much greater than ±2mm are
not generally possible due to anatomical restrictions.
These results reinforce the hypothesis from Chapter V that the higher insertion
forces in cadaveric specimens were partly due to delayed initiation of proper AOS
technique. The use of the baseline forces from the plastic phantom insertions, which
had visible and repeatable registration, is also justified since the experiments with
this controller resulted in insertion force signals comparable to the phantom model
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Figure VI.6: Correction to insertion point registration applied by hybrid force con-
troller. Insertions 1 - 20 from plastic model sets and 21-25 are corrections in bone
insertions.
in cadaveric specimens. The main weakness of this approach is that force guided
actuation of the PEA requires that the distal tip of the PEA makes contact with the
lateral wall. The work presented in the next chapter is intended to augment the stylet
admittance law so that lateral wall contact is no longer necessary to modify stylet
actuation.
VI.2 Detection of Extra-Cochlear PEA Buckling
There are very subtle variations in the relationship between sensed forces/mo-
ments and insertion depth when separating nominal insertions from tip-folding cases.
The largest differences occur around the end of AOS and near full insertion depth. In
the case of extra-cochlear buckling of the PEA, significantly larger forces are observed.
The proposed method for detecting extra-cochlear buckling relies on using two fea-
tures (denoted as φ1 and φ2) to define a region were PEA insertions are expected to
be progressing into the cochlea. The features are defined as:
φ1 =
∫
fzdλ (VI.10)
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φ2 =
∫ √
f 2xx + f
2
yydλ (VI.11)
where fz is the insertion force along zˆF , fxx is the insertion moment along xˆF , and
fyy is the insertion moment along yˆF where frame {F} designates the frame of the
force sensor.
The purpose of integrating force and moment information is to use energy as
the metric to detect extra-cochlear bucking. Before a thin beam (like the PEA) will
buckle, the structure stores elastic energy which will differentiate it from non-buckling
cases. The integral also has the advantage of monotonically increasing during inser-
tion. This increase is due to the fact that forces perceived during insertion dissipate
energy either through sliding friction or through permanent mechanical deformation
of the PEA.
Figure VI.7 shows the raw feature data for three types of insertions in the plastic
phantom model. Blue traces represent cases of normal insertion while red represent
tip folding cases and green represents extra-cochlear buckling cases. It can be seen
clearly that nominal and tip-folding insertions dissipate a similar amount of energy
during insertion. The buckling cases show a distinctly higher amount of energy stored
through the insertion.
For any normalized insertion depth λ the is a corresponding average φ¯i(λ) and
standard deviation φ¯σ,i(λ). These averages come from the measured normal insertions.
A scale factor N is selected to define a new metric, φ′(λ), such that:
φ′(λ) =
∣∣φi(λ)− φ¯i(λ)∣∣−Nφ¯σ,i(λ), i = 1, 2 (VI.12)
The value of N scales the number of standard deviations to include in the normal
insertion region. A value of N = 3 was selected to use the 95% confident interval.
154
Figure VI.7: Insertion force and moment integrated over insertion depth.
If both of these conditions become positive, although not necessarily at the same
time, the insertion is aborted and reports a failure. With this threshold, 9 of the 10
buckling cases could be detected and none of the normal and folding insertions are
misclassified. In the case where buckling was not detected, the PEA failed near the
end of the insertion process where there was insufficient insertion depth remaining
for the integration of forces and moments to pass the detection threshold.
VI.3 Tip Folding Detection
The next two sections present a method for detecting intra-cochlear folding of the
PEA called tip folding. The tip folding phenomenon was first described by Briggs
et al. [12] in 2001 in a study evaluating the trauma reducing potential of PEA’s.
Other works since [13, 25] have also drawn attention to this possible complication.
The onset of tip folding can occur when the stylet is retracted too early during the
insertion process. This encourages the tip to bend before the basal turn and provides
an opportunity for it to fold back on itself.
There is no estimate available in the current literature on the rate of tip-folding
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in clinical implantations, suggesting that it is rare in procedures using hand tools.
The motivation for detecting this particular type of complication stems from the fact
that electrodes must be loaded into the mechanism. In this process, which was not
part of the original PEA design, there is a risk of the user perturbing the stylet
which the robotic system should be capable of identifying. Creating the complication
is relatively simple since it involves incorrect actuation of the stylet. Just prior to
insertion, the stylet was actuated by less than 0.5mm. This intentionally induced
error would repeatedly induce tip folding during insertion.
Detection of tip folding events is more difficult than buckling conditions since
threshold techniques do not apply. Figure VI.8 compares the insertion force data
from normal (blue traces) and tip folding (red traces) cases. While the magnitudes
of insertion force are comparable, there is a noticeable difference in the shape of the
two groups of traces.
Figure VI.8: Normal and Tip Folding Insertion Forces.
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To identify which sets of measurements belong to which group a type of machine
learning algorithm called a support vector machine (SVM) is used. This type of
algorithm belongs to the class of supervised learning methods - meaning that training
data with ground truth must be provided to construct the classification model. The
following section reviews the SVM algorithm, the selection of features for training,
how to incorporate the predictive model from Chapter V and lastly, the expected
performance of the classification scheme.
Support Vector Machine Classification
Support vector machines can be employed as classification and regression learning
algorithms in a variety of problems [90]. The goal is to separate sets of data into one
of two groups. Each sample contains a constant length vector v ∈ R[m×1] called the
feature space representing attributes of the sample. A vector y ∈ Rn has a value of
-1 or 1 to distinguish which group the sample belongs to. Ideally, there would exist a
hyperplane in Rn that separates the two groups. This hyperplane could be described
by a vector w and bias b which results in the decision function:
f(v) = sgn ((w · v) + b) (VI.13)
When utilizing SVM’s the linear inputs v are substituted with a feature space φ
that maps non-linear parameters into a higher dimension linear space and casts the
problem as a convex optimization [90]. Rather than compute the product w · v
manually, a kernel function k〈v,vi〉 may be used. The vectors vi are taken from
the training data and are called the support vectors. Each support vector is given a
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weight αi that is used in the decision function:
f(v) =
l∑
i=1
αik〈v,vi〉+ b (VI.14)
In the case of data that is not fully separable due to either measurement noise or the
selection of non-distinct feature data, a trading penalty for data separation and the
number of misclassifications in the training set is defined as C > 0. The conditions
for finding the support vectors based on a set of training samples (i = 1, . . . , l) is
given by the following optimization problem [90]:
maximize W (α) =
l∑
i=1
αi − 1
2
l∑
i,j=1
αiαjyiyjk〈v,vi〉
subject to 0 ≤ αi ≤ C and
l∑
i=1
αiyi = 0
(VI.15)
The kernel functions used in SVM’s are varied but the four most common kernels are
the linear, polynomial, radial basis, and sigmoid. This work looked at employing the
linear kernel and radial basis function (rbf). The linear kernel is a simple dot product
operation:
klinear〈v,vi〉 = vTvi (VI.16)
and the rbf is defined as:
krbf〈v,vi〉 = exp
(−‖v − vi‖
2σ
)
(VI.17)
where σ is a tunable parameter governing the decay rate of the exponential.
A thorough review of SVM classifiers can be found in [90, 91] along with proofs for
the solution conditions. In addition to selecting a kernel, a strategy must be adopted
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for converting raw measurement data into a feature vector. The next section presents
ways in which the insertion force data was processed into feature vectors for training
the SVM classifier.
Effective Metrics for Tip Fold Over Detection
There is no single method for the selection of a feature space when using SVM
methods. There are heuristic guides to the selection of features that also depend
on the kernel to be used in the SVM [19]. In general, linear kernels benefit from
large feature vectors while power and RBF kernels use smaller feature spaces to avoid
over-fitting.
To reduce feature space size with RBF kernels the insertion domain was separated
into four distinct regions as shown in Figure VI.9. This was done so that statistic
features could be generated for each region and to keep the number of features small.
The separation points between regions are denoted by normalized insertion depth λ.
The depth at which AOS begins (λ2) separates the early and latter portions of the
insertion process. The depth values of λ1 and λ3 separate the portions equally based
on insertion distance.
Figure VI.9: Insertion regions for feature extraction.
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The feature space may include insertion depth λ, stylet actuation qs, and perceived
forces f(λ). Based on inspection from results in Figure VI.8 there is a distinguishable
difference between nominal and tip folding in the final phase of insertion (λ3 < λ <
λ4). A finite supply of electrodes resulted in a relatively sparse set of data (107
samples) and offers two distinct ways to analyze the data. The first method to sample
the measured force signals at fixed insertion depth increments to create a large feature
vector and use a linear kernel to process the data. This method essentially maps a high
dimension pattern into a lower dimensional space. The second method is to generate
a few distinct features based on statistical measures from sample sections of the signal
and use a non-linear kernel to find decision boundaries in a higher dimensional space.
This method was been used in process EEG and EKG signals to identify seizures [76]
and arrthymias [46] respectively.
During the final phase of insertion (λ ∈ [λ3, λ4]) there is a significant rise in
mean stiffness, and as a result, an increase in the energy required to push the folded
electrode through the cochlea. Scaling is an important factor in generating feature
sets to avoid biasing results to features with higher numerical ranges. In the case of
stiffness, the scaling factor is 1/ρ where ρ = 0.3N/mm was selected to safely bound
non-buckling insertions in a range of [−1, 1]. The normalized mean stiffness κi refers
to the i’th stage of the insertion process.
κi =
1
ρ
∫ λi
λi−1
∂ f˜
∂λ
dλ
λi − λi−1 (VI.18)
Work done inserting the electrode was scaled by taking the proportion of work done
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in the insertion phase of interest (ηi).
ηi =
∫ λi
λi−1
f˜z dλ∫ λ4
λ0
f˜z dλ
(VI.19)
Due to the fact that SVM’s and other hyperplane classifiers are inherently geo-
metric, they are sensitive to issues of scaling. If the domain of each feature is radically
different then features with the largest domains will dominate the solution. This may
be acceptable behavior in some cases but for the work presented here, preconditioning
is applied before training the classifier. The vector o ∈ Rm is an offset vector with
each element equal to the mean of the same element in the the collection of feature
vectors used in training the SVM. The matrix S ∈ Rm×m is a diagonal matrix with
the diagonal elements equal to the standard deviation of the corresponding feature in
the training data. A new preconditioned feature vector φ is then defined as:
φ(λk) = S
−1 (v(λk)− o) (VI.20)
which is substituted into (VI.14) in place of vi and results in the decision function:
h(φ) =
l∑
i=1
αik〈φi,φ(λk)〉linear + b (VI.21)
When h(φ) ≥ 0 the insertion is classified as normal, otherwise it is identified as a
folding insertion.
This scaling method lets the SVC algorithm find a best fit separation hyperplane
where each feature has zero mean and has a variance of unity. If the sample population
from which the averages and variances are calculated is sufficiently large, then the
scaling coefficients using this method should converge to constant values.
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Verification of Tip Fold Over Detection
To evaluate the efficacy of different sets of features and avoid over fitting the model
to the data, a k-fold sampling technique was used to generate 10 randomized training
and testing sets from the pool of available data (51 normal and 56 folding). The
objective function seeks to find the optimal training parameters (C and σ) to minimize
test inaccuracies over the 10 sets. When using the linear kernel there is one adjustable
parameter and two parameters when using the rbf kernel. Table VI.4 summarizes the
kernel, feature vectors, and optimized SVM parameters for each classification strategy.
In the case of the linear kernel methods, the length of the feature vector scale by the
Table VI.4: Classification method summary
Method kernel SVM parameters features
1 linear C = 1.24 f˜z
2 linear C = 1.05 f˜z(λ), f˜xx(λ), f˜yy(λ)
3 rbf σ = 0.25, C = 1.23 κ4, η4
4 rbf σ = 2.11, C = 2.63 κ1, . . . , κ4, η1, . . . , η4
number of samples in the signal, n. There was no benefit for extending the signal
segmentation beyond n = 25 samples in both linear methods.
Table VI.5: Results of SVM feature selection methods. Average accuracy of 500
randomized sets.
Method Average Accuracy False Positive False Negative
Method 1 (25 Samples) 87% 6.3% 7.0%
Method 2 (3 x 25 Samples) 91% 5.3% 4.4%
Method 3 84% 6.7% 9.3%
Method 4 80% 7.5% 12%
After selecting optimal SVM parameters, each data set was randomized into 500
sets of training / testing groups and classification accuracy was evaluated. The final
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results for the different sets of feature vectors are shown in Table VI.5. It can be seen
that the linear kernel with a 75 element feature vector v =
[
f˜Tz (λ), f˜
T
xx(λ), f˜
T
yy(λ)
]T
with λ ∈ R25 had the highest prediction accuracy.
Figure VI.10 shows the decision boundary results for the 500 randomized trials
using Method 2. The decision boundary from (VI.14) is value f (v) = 0. Normal
insertions have a value greater than zero and folding insertion classifications are less
than zero. Results with circle markers indicate that the insertion was properly clas-
sified and those marked with an x are incorrectly identified.
Figure VI.10: Decision function results.
Adjustment to the rate of false positives (positive being a folding detection) can
be easily tuned using the same SVM model. In general, it is better to miss folding
cases rather than reinsert a properly placed implant and the folding event could be
identified with radiological imaging after surgery. Since reimplantations, although
costly, have been shown to be safe for patients [41, 4]. From (VI.14) it can be seen
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that the decision function has a trained bias term, b, that may be adjusted to shift
the decision boundary. For example, by shifting b by -0.25 all normal insertions would
be properly classified but more folding events would be classified as normal.
Onset of Folding
The key weakness with the classification method described above is that the entire
insertion must be completed before a decision could be made. This is undesirable since
the folded PEA will have been forced into the scala tympani thus increasing the risk
of trauma. The approach for tip folding detection is presented in Figure VI.11. The
wrench data is sampled at a high rate with m total measurements for any given
insertion. The indexing subscript k references one measurement or prediction with
1 ≤ k ≤ m. All data is expressed in terms of the normalized insertion depth vector
λ ∈ Rm with the use of λk indicating the k’th step of the insertion. The prediction
model estimator is used to augment the current component wrench measurement
fj(λk) with the experimental distribution f¯j(λ) to produce a prediction of the insertion
wrench component f˜j(λ). A subset of the predicted wrench components f˜j(λ), j ∈
[x, y, z, xx, yy, zz] are then used to generate a feature vector φ (λk) which is used as
an input to the SVC discussed in the previous section.
There is uncertainty in the predictive model’s estimation that can be propagated
into the decision function (VI.21). The estimated feature vector can then be written
as:
v˜(λk) = v + (λk) (VI.22)
where (λk) is the error in the prediction estimation at step k. Substituting (VI.22)
into (VI.20) and (VI.21) using a linear kernel and differentiating with respect to 
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Figure VI.11: Tip folding detection process. The subscript j refers to one of the
measured wrench components. As a force component measurement fj is made at
depth λk, is combined with a known population of normal insertion data with mean
f¯j and variance σj to generate an estimate of a likely complete insertion force vector
f˜j. This estimate is then used to construct a feature vector φ that is passed to a SVC
decision function to decide whether a tip fold has occurred. In the case of tip folding,
the robot is instructed to stop further insertion of the PEA into the cochlea.
yields:
dh
d
=
l∑
i=1
αiS
−1vi (VI.23)
Individual elements of the vector (λk) have their i
′th index denoted as i(λk).
It is assumed that only samples estimated beyond the current measurement have a
significant effect on the decision function and therefore i(λk) = 0, ∀ i ≤ k. Since
errors are not considered up to the k′th out of m measurements, two auxilary vectors
ak and bk are defined as:
ai(λk) = [vi,k+1, . . . , vi,m]
T ∈ Rm−k
b(λk) = [k+1, . . . , m]
T ∈ Rm−k
(VI.24)
which are substituted into (VI.23), replacing v˜(λi) and  respectively without loss of
information.
dh
db(λk)
=
l∑
i=k
αiS
−1ai(λk) = z(λk) (VI.25)
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The effect of b(λk) on the deviation of the decision function (parameterized as
δh) is not known precisely but can be bounded using the Cauchy-Schwarz inequality:
δh(λk) ≤ ‖z(λk)‖‖bk‖ (VI.26)
The value of z(λk) is easily calculated from the trained support vectors and ‖bk‖ is
estimated from evaluating the prediction model error as a function of λ as shown from
the set of data used in training the SVC. The bound on the uncertainty from (VI.26)
is highly conservative and can be tuned by introducing a scalar constant ρ ∈ [0, 1].
The final real time classification of folding event then becomes:
g(λk) =

−1 if h(v˜k) + ρ‖z(λk)‖‖b(λk)‖ ≤ 0
1 otherwise
(VI.27)
Since a negative value in (VI.27) indicates a tip folding event, this approach is
intended to be conservative in declaring a tip folding event.
To test the onset detection method the original linear SVC (method 2 from Table
VI.5) was used and the associated support vectors were removed from the testing
data set. An additional 20 insertion experiments were added to the original set.
Classification was treated as a one way process, once the algorithm returned a tip-
folding event the insertion could not be classified as normal. A false positive is defined
as identifying a normal insertion as a tip folding event. A false negative is defined as
a tip folding insertion that the SVC identifies as normal. The combined accuracy is
defined as the ratio of the correctly identified normal and folding insertions compared
to the total number of insertions.
The primary goal of the predictive model is to identify tip folding events as soon
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as possible. Figure VI.12 presents a histogram of onset detection with the insertion
domain divided into 10 equal bins. Five values of ρ are shown to see the effect of the
uncertainty margin on the point of onset detection. The vertical dashed line represents
the point of initiation for AOS technique. Due to the mechanics of tip folding, the
detection algorithm should not detect folding event until after AOS begins.
Figure VI.12: Tip Folding Onset Detection.
As the uncertain margin increases as ρ approaches 1, the tip-folding detection is
delayed as the SVC decision function must have a stronger degree of confidence to
declare a folding event early. With higher margins (ρ > 0.5) the accidental declaration
of a folding event before AOS is eliminated. With no margin applied, there are cases
of accidental folding detection early in the insertion process.
Table VI.6 shows the number of false positives and negatives for different values of
ρ. Adjusting the uncertainty margin has little effect on the number of false negatives,
with the most conservative bound (ρ = 1) allowing one additional tip folding event
to be missed. Without the uncertainty margin (ρ = 0), the number of false positives
increases drastically. Based on the results shown in Table VI.6 a value of ρ = 0.75 is
recommended for the insertion system.
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Table VI.6: Classification Errors
ρ 0 0.25 0.5 0.75 1
false positives (%) 42 19 19 14 14
false negatives (%) 7 10 10 10 10
combined accuracy (%) 74 85 85 88 88
As expected, from Table VI.6 we see that classification accuracy reaches a com-
parable value of 88% to the preliminary result using full insertion depth data shown
in Table VI.5.
VI.4 Conclusion
This chapter has demonstrated several ways in which in vivo force sensing can be
utilized during the insertion process so that the robotic system can actively reduce
insertion forces and halt insertion in cases where the electrode may be experienc-
ing abnormal behavior. The proposed hybrid force/position admittance controller
is capable of correcting misalignments in registration within the expected workspace
bounds of the CI procedure. Insertion direction forces are also useful in modifying the
pre-planned stylet actuation so that insertion forces in temporal bones is equivalent
to those measured in phantom models benefitting from well defined registration.
Insertion forces are also useful in fault detection and although the methods pre-
sented in this chapter do not have 100% accuracy they provide more insight into
intra-cochlear electrode behavior than previously demonstrated without radiological
imaging. By incorporating prior knowledge of normal CI insertion force progression
during insertion, a classification algorithm was presented that could detect intra-
cochlear tip folding before completion of the insertion. Such a detection method has
potential to avoid excessive cochlea damage during insertion.
There are several ways that this work could continue. For the admittance control
of the stylet actuation its primary weakness is that contact must occur before the
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robot can react and adjust its insertion trajectory. The next chapter addresses this
weakness through the introduction of a new sensor modality. Both the hybrid ad-
mittance controller and estimations of buckling conditions could benefit from elastic
mechanics models. The gains in the admittance control law are conservative so as
not to push against an unknown stability margin dictated by the compliance of the
electrode. Also only a couple of CI complications were considered in this work but
ideally a suite of simultaneously running functions should be used during insertion to
access likelihood of inducing trauma, such as a perforation of the basilar membrane.
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Chapter VII
ELECTRICAL IMPEDANCE FOR INSERTION GUIDANCE
The previous chapter explored the use of in vivo force sensing to adjust the rate of
stylet actuation so as to help avoid lateral wall contact. The method was contingent
on sensing excessive reaction loads in the electrode array insertion direction, which
were assumed to be the result of lateral wall contact. While this assumption can
be checked in phantom model insertions, it cannot be checked in real time during
cadaveric insertions. Also, it is preferable to avoid any lateral wall contact during
insertion and the force information is only available after contact.
There has been some prior development of methods to detect intra-cochlear po-
sition of a CI using sensors on the device. Wang et al. [117] proposed an electrode
array design with integrate shape and contact sensing. More recently, Watanabe et
al. [120] proposed a custom electrode array with a dense array of contacts. Prox-
imity to the scala walls was estimated through scanning electrochemical microscopy.
These technique are novel and can facilitate contact-less CI steering but require the
development of drastically new electrode array designs with the associated time and
expense to deploy clinically.
This chapter proposes a novel method of guiding the PEA during insertion with-
out changing the electrode design. All CI implants rely on generating controlled
electrical stimulation at specific frequencies to excite the auditory nerve. Electrical
impedance is commonly used to evaluate the connectivity quality of the implant with
respect to the auditory nerve. Measurements are categorized by where the ground
for the conductive path is located. In monopolar impedance measurements, a current
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source is generated in one electrode contact at a time which must flow to a common
grounding element. With bipolar impedance, one electrode contact acts as the source
and another as the ground.
There has been a large body of work in modelling the impedance of the cochlea
with examples found in the following works [103, 47, 113, 23, 104, 104]. In most of
these works, the theoretical challenge is in modelling the tissue and bone conductivity
as the ultimate goal is to best model the electrical stimulation of the auditory nerve.
In monopolar stimulation modes, tissue conductivity is of critical importance since
the common ground is located outside of the scala tympani. However, when measuring
bipolar impedance, the conductive path is considerably shorter and contained entirely
in the cochlea. In this work, it is hypothesized that the perilymph (fluid in the scala
tympani) dominates the impedance measurement and, if true, this can be used as
sensory information relating electrode proximity to the scala tympani walls. Recent
work by Tan et al. [106] lends support to this premise as there was noticeable differ-
ence in bipolar impedance measurements between insertion techniques maintaining
modiolar contact and lateral wall contact.
This chapter presents work on incorporating bipolar impedance feedback during
CI insertion. The final goal is to use real time bipolar impedance measurements to
guide stylet actuation so that modiolar contact is maintained and contact with the
lateral wall is avoided. The following sections present a series of experiments to inves-
tigate the relation between bipolar impedance measurements and the proximity of the
PEA electrode contacts to the modiolus. These experiments were first conducted in
phantom cochlea and then in temporal bone to both confirm the findings of Tan et al.
[106] and to determine if the phantom model is a suitable surrogate for a real cochlea.
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Next, a numerical model is presented that can verify the experimentally derived mea-
surements. Following this, an admittance control law for PEA stylet actuation based
on impedance feedback is derived and evaluated in a set of experiments.
VII.1 Preliminary Investigation of Impedance Measurements
The first step in constructing an impedance guided control model was to per-
form experiments which could directly measure impedance and electrode position.
This data was used to identify a reasonable function for the modiolar proximity /
impedance relationship.
In the human cochlea, the scala tympani chamber is filled with perilymph. Work
by Hibbert et al. [42] provides a detailed chemical composition for creating artificial
perilymph solutions that mimic the electro-chemistry of real perilymph. However,
the bulk of the artificial perilymph is a saline solution which defines the electrical
conductivity properties. Since fluid conductivity is the characteristic of insert in this
application, buffered saline solution is used in all experiments presented in this chap-
ter. Work by Jolly et al. [47] measured conductivity using mono, bi, and quadropolar
stimulation and used buffered saline as a surrogate as well.
Collection of realtime impedance data comes from the Cochlear Impedance Mea-
surement (CIM) software developed by Cochlear Ltd. and featured in the work of
Tan et al. [106]. The software package was designed to interface with Cochlear brand
electrodes through the Nucleus freedom communication pod. When the program is
connected to an implant it is possible to sample the monopolar or bipolar impedance
of any combination of electrode contacts. The selection of electrodes must be made
prior to sampling and cannot be changed while measurements are being taken. Dur-
ing collection the data is streamed while measuring individual electrodes sequentially.
Current signal processing limits of the technology require a period of 0.07 seconds per
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electrode sampled. This equates to a 1.40 second sample window to read all 20 bipolar
impedance pairs once.
Through a research agreement with Cochlear Ltd., the source code was provided
so that modifications could be made for communication with a robotic system. The
change made was to send the sample time, electrode ID, and impedance measurement
in a packet on the PC loopback network port using a User Datagram Protocol (UDP).
With this approach, any program running on the same PC as the CIM has access to
the impedance data by listening to the loopback address. A UDP relay program was
used to send data to the xPC realtime target robot controller.
Electrical impedance is usually expressed as a complex value characterizing the
resistance and reactance. The output of the CIM measurements is a scalar quantity
representing the impedance magnitude. Excitation current and frequency are fixed
for all measurements. The current delivered is 75µA in biphasic pulses with a 25µs
pulse width [106].
Initial experiments measured electrode position and bipolar impedance in the
phantom model. A separate four DoF robot was used to control electrode insertion
for these experiments so that modifications to the prototype insertion tool could be
made in parallel. However this robot was fitted with the same force sensor and gripper
module as the parallel and planar insertion systems as shown in Figure VII.1 (A).
The phantom model was observed with a DinoLite digital microscope. A custom
software application called impCap was developed to save snapshots of the insertion
timed with impedance measurements received from the CIM software through UDP.
The impCap interface is shown in Figure VII.1 (B).
Rather than execute a preplanned insertion trajectory, the robot was controlled
directly by the user through a telemanipulation control mode. The purpose for this
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Figure VII.1: Preliminary impedance testing. (A) A four DoF robot was used to
control and monitor electrode placement (insertion robot was being modified at the
time of the experiment). Dinolite camera and Teflon cochlea model provided by
Cochlear Ltd. were used. (B) Custom data logging software saves snapshots of the
camera feed when impedance signals from the CIM software are received. The robot
controller also provides position updates to this GUI.
was to move the PEA throughout the volume of the scala tympani model to collect
a rich set of impedance and electrode position data.
The data analysis began with the digitization of individual electrodes from the
collected snapshots taken with each impedance measurement. The CAD model of the
Teflon cochlea was used to generate a template image to register to the photographs.
This template also sets the scaling of the snapshot images.
For a single impedance measurement, the pair of electrode being measured for
impedance were marked and their distances to the nearest points on the modiolar
wall was automatically calculated. The distance was calculated by a closest point
distance minimization to the registered modiolar curve. The average of these distances
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is called the distance metric. The four points for the closest distance lines on adjacent
electrodes (two on the electrode array and two on the modiolar wall) also defines a 2D
quadrilateral shape whose area was also recorded as an estimate of the fluid volume
between the electrodes. This area is termed the area metric. An example of this
processing is shown in Figure VII.1
Figure VII.2: Example of electrode segmentation. The modiolar wall dimensions
(black line) were taken directly from the CAD model (A) and registered to the sample
photographs(B). (C) The blue line shows the distance from the measured electrode
to the modiolar wall while the red line corresponds to the ground electrode for the
current sample. The green area is proportional to the volume of fluid trapped between
the modiolar wall and the sampling electrodes.
Figure VII.3 shows the measurement results for electrode 20 in BP negative po-
larity sampling using distance and area metrics. Several fitting models for the data
were attempted (polynomial, exponential, trigonometric, and power) with power law
fittings of the form
f(x) = axb + c (VII.1)
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having the best result in terms of R2 values. The fits are not very strong in best
cases (between 0.75 and 0.8) with several electrodes having unacceptable fits due to
lack of contact with the modiolar wall. The electrodes must be within about 0.2mm
of the wall before significant changes in impedance can be seen. This observation is
comparable to results by Jolly et al. [47] with bipolar measurements using electrode
arrays from Advanced Bionics.
Figure VII.3: Measured bipolar impedance as a function of modiolar proximity.
A summary of the fitting performance in terms of R2 values is shown in Figure
VII.4. Several electrodes (11, and 15-18) show poor fitting results and when inspecting
there individual plots it can be seen that little or no measurements were taken with
the electrode in close proximity to the modiolar wall. An interesting point seen in
Figure VII.4 is that the area measurement metric consistently has an equal or better
fit than distance alone. The true conductivity is expected to be a volumetric function
but due to the small variation of out of plane depth through the scala tympani, the
area metric is used as an approximate model.
The end result from this initial investigation is a basic model that relates bipolar
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Figure VII.4: R2 fitting per electrode. Several electrode (11,15-18) had unacceptable
level of error in the fitting require more sampling of impedances closer to the modiolar
wall. The area metric consistently had a better fit compared to linear distance.
impedance measurements to a proximity metric. Based on these results the model
equation is:
z(Ak) = aA
b
k + c (VII.2)
where the index k denotes the electrode pair, Ak is the area enclosed by the k’th
electrode pair and the modiolar wall in millimeters, and the coefficients a, b, c are the
model constants. The impedance value is stated in Ohms in this work. This simple
model will be used in deriving the stylet admittance law governed by impedance
measurements.
VII.2 Bipolar Impedances in Human Specimens
Before continuing with control experiments, a series of insertions were performed
in cadaveric bone specimens to test whether the impedance measurements would be
useful in real human cochlea. This question was explored by Tan et al. [106] but was
verified independently through the small study presented in this section.
The goal of this study was to determine if bipolar impedance measurements change
with modiolar proximity. Imaging was not available for this study and would not
provide adequate resolution to segment and measure electrode contact distance from
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the modiolus. Instead, the experiment was designed so that PEA’s would be inserted
using two different techniques; the recommended AOS technique and the Standard
Insertion Technique (SIT).
While AOS involves the coordinated movement of inserting the PEA and removing
the stylet, in SIT the PEA is inserted completely with the stylet still in the PEA.
After insertion is completed to full depth, the stylet is removed and the electrodes
curls toward the modiolus. In effect, when using the SIT, a PEA behaves like a stiff
lateral wall implant.
For this experiment, a total of 22 insertions were performed across 4 different
bones, and used 6 different PEA’s. The experimental matrix is shown in Table VII.1.
The organization of the experiments was designed so that each bone would have at
least two different PEA’s inserted and each PEA would have insertions with AOS and
SIT technique.
Table VII.1: Experimental Matrix for Impedance Measurements in Cadaveric Speci-
mens
Trial Bone PEA Technique Trial Bone PEA Technique
1 1 4 AOS 12 3 3 SIT
2 1 4 SIT 13 3 3 AOS
3 1 1 SIT 14 3 4 AOS
4 1 1 AOS 15 3 4 SIT
5 2 1 SIT 16 3 4 SIT
6 2 1 AOS 17 4 5 SIT
7 2 2 AOS 18 4 5 AOS
8 2 2 AOS 19 4 5 SIT
9 2 2 SIT 20 4 6 SIT
10 2 2 SIT 21 4 6 AOS
11 3 3 AOS 22 4 6 AOS
Using the experimental setup is shown in Figure VII.5, experienced clinicians per-
formed the insertions with standard tools in a laboratory setting. The cochleas were
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soaked in buffered saline solution prior to insertion and data was captured continu-
ously throughout the insertion process. At the end of an insertion, the clinician held
the PEA still at its final depth so that a stable set of impedance samples could be
collected. In the case of SIT insertions, measurements were taken before the stylet
was removed from the PEA.
Figure VII.5: Impedance measurements in cadaveric specimens. (A) Insertions were
conducted manually by experienced clinicians using insertion forceps and a stereo
microscope. (B) View of the implantation from the microscope perspective taken by
attached microscope camera. (C) The CI communication hardware attached to the
temporal bone holder.
An example of one of the sets of raw experiment data is shown in Figure VII.6.
All 21 bipolar pairs are shown in the plot. The point of final placement is clearly
observable in the plot and it is this region of data that was used from each experiment.
A preprocessing step was required before beginning analysis to capture two mea-
surement issues that would corrupt our results. The first case of data removal occurred
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Figure VII.6: Recording on impedance signals in temporal bone insertion.
when a measurement failure on a particular channel was unresponsive. When not sub-
merged in a conductive medium, the impedance measurements report open circuits
at 28.8kΩ. In some insertions, air pockets could be trapped temporarily in the ST,
preventing proper conduction. If a signal remained above 20kΩ at final placement,
that electrode pair for the particular trial was removed from the data set.
The second case for preprocessing removal of an electrode channel was in the
presence of unusually high noise. The standard deviation of the impedance signal at
final placement is typically on the order of several hundred ohms. If during a trial a
particular channel had a standard variation greater than 800Ω at final placement, it
was removed from the data set. Unstable measurements could be due to a variety of
factors outside the scope of this work. We note that we have reused each electrode
for multiple insertions therefore possibly causing damage to internal wiring.
A total of 73 electrode channels out of 462 through 22 insertions were removed
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from the total data set before processing results. Out of the 73 filtered channels, only
5 were due to high standard deviations of the measurement. Figures VII.7 and VII.8
plot the magnitude of signals and the standard deviations respectively. Included in
the plots are the values before and after filtering the data set. The dashed horizontal
lines show the respective thresholds on magnitude and standard deviation.
Figure VII.7: Impedance averages in cadaveric specimens. Bins are organized by
electrode channel. Each bin contains a set of bar plots covering values through all 22
experiments
Figure VII.8: Impedance standard deviations in cadaveric specimens. Bins are or-
ganized by electrode channel. Each bin contains a set of bar plots covering values
through all 22 experiments
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Removal of outlying signals eliminated almost 20% of the measurements and with-
out elimination of these measurement faults, results can be significantly altered. The
electrode channels removed from each trial were not consistent and suggest that un-
accounted factors in the process could be responsible rather than a systemic fault in
the device. The vast majority of the filtered signals (68/73) were from open circuit
measurements. A likely cause could be the presence of air in the ST which would
raise impedances to open circuit magnitudes in an unrepeatable way between insertion
trials.
A 3-way, two sided ANOVA test was applied to the filtered data set, evaluat-
ing significance of the PEA used, bone specimen, and insertion technique employed.
Differences from each factor were considered significant with ρ < 0.025. While the
differences are significant, ANOVA does not provide insight of factors which lead to
discernment of electrode position.
The next processing step was to normalize the differences on a per electrode
pair basis among the three factors (bone, PEA, and technique used). We denote
a particular pair of electrode contacts by the index k = 1, ..., 21. The average of
impedance measurements across all experiments for the kth channel is denoted as
z¯k based on the filtered data set. The corrected impedance from a measurement
zk is defined as z˜k and removes the average impedance value from each channels
measurements. It is calculated by the equation:
z˜k = zk − z¯k (VII.3)
Figures VII.9, VII.10, and VII.11 show the corrected impedances separated by
either electrode ID, bone specimen ID, or technique used. It can be seen in Figure
VII.11 that there is a consistent separation between SIT and AOS techniques with
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the AOS (closer modiolar proximity) impedance consistently higher than the SIT
cases. When considering bone and the particular electrode used, the separation is
not consistent.
Figure VII.9: Separation of impedance readings based on PEA used.
It can be observed from Figure VII.10 that one cadaveric specimen (bone 4) had
consistently higher impedances that the other three specimens. A definitive expla-
nation of the higher impedances cannot be made from the data collected but higher
baseline impedance does not bias the comparisons based on the PEA or technique
used since equal number of insertions were performed on this bone across groups.
Figure VII.9 shows the separation of impedances by PEA used. There is no clear
separation between PEAs across all electrodes. PEAs 5 and 6 have higher impedances
due to their use in bone 4 but also show no clear difference between each other. While
the electrode array selected can influence the magnitude of impedance, it does not
appear to be a differentiating factor.
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Figure VII.10: Separation of impedance readings based on bone used.
When impedance measurements are separated by technique used, there is a strong
separation of the groups about the average. The use of AOS technique, which should
result in closer modiolar placement, has consistently higher impedance than the SIT
technique across the majority of the electrode contacts. Since the PEA electrode
contacts are half banded, there is a large conductive fluid path between contact and
therefore less impedance. The two most proximal electrode contacts (1 and 2) do not
show clear separation. Since they are the closest to the entrance into the ST, their
placement is governed more by the placement of the cochleostomy than the technique
used during insertion. The most distal electrode contacts show the largest separation
which may be attributed to their location in the ST far past the basal turn. Also,
the magnitude of separation is over 2kΩ at the distal channels which provides good
discrimination with per channel standard deviations typically below 200Ω as seen in
Figure VII.8.
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Figure VII.11: Separation of impedance readings based on technique used.
The conclusion drawn from this experiment is that bipolar impedance measure-
ments in bone behave similarly to what was seen in the phantom model. As electrode
contact pairs are drawn toward the modiolus the impedance measurement rises. Since
the goal of proper PEA insertion is to maintain close modiolar contact, the impedance
readings can be used as a proximity sensor to help coordinate the actuation of the
stylet. Before developing the admittance control law, these findings were compared
against a computational model of the impedance conductive path that is presented
in the next section.
VII.3 Numerical Model for Bipolar Impedance
The experiments presented in the previous sections provide empirical evidence that
bipolar impedance can be used to detect changes in modiolar proximity in a PEA.
However, the measurement methods in the phantom model introduce considerable
measurement noise (from photo registration and digitization errors) on top of an
impedance measurement that also has variations. Before developing a control law, a
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more reliable model of the conductive behavior is necessary. The problem is stated as
the following; find the electrical impedance between two electrode contacts separated
by a conductive fluid medium of known conductivity.
Electrical impedance through fluid volume can be treated as a quasistatic problem
for human hearing frequency ranges [47, 83]. As such the electric field potential can
be modelled using the Poisson equation:
∇2φ = i
σ
(VII.4)
where φ is the field potential, i is the charge density, and σ is the conductivity of the
fluid. This form of the electrostatic solution assumes an isotropic and homogeneous
fluid. If there is no free charge in the fluid (i = 0)then (VII.4) reduces to the Laplace
equation.
∇2φ = 0 (VII.5)
The domain of the problem is illustrated in Figure VII.12 in a two dimensional
representation. This 2D assumption has worked in the preliminary empirical model
and greatly reduces the computational burden. The domain is enclosed by a continu-
ous curve C = C1
⋃
C2
⋃
C3
⋃
C4
⋃
C5
⋃
C6 and contains adjacent electrode contact
surfaces (C1 and C3), the silicone body between contacts (C2), tangent lines to the
modiolus (C4 and C6), and the modiolar wall (C5). The volume of conductive fluid is
considered irregular trapezoidal based on the measurements taken from the phantom
model experiments. Local curvature between adjacent electrode contacts is not sig-
nificant to the shape of the domain for the PEA used. The parameter h is the shorter
electrode to modilous distance and the angle α specifies the shape of the trapezoid.
Along the boundary, either the potential or the flux can be specified but not both.
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Figure VII.12: Two dimensional impedance domain. (A) Microscope image of PEA
inserted in a phantom model. (B) Example of the irregular trapezoid area for the
impedance domain between to adjacent electrode contacts. (C) The domain model
parameterized by h and α.
In order for numerical solutions to converge properly at least one boundary must be
Dirichlet and specify potential. In this problem, the boundary C1 is treated as a
current source and the boundary C3 is a constant potential sink. All other surfaces
prescribe no net current flux through their boundaries. These boundary conditions
(BC’s) are summarized in the following equations:
dφ
dn
|C1 =
J
σ
φ|C3 = 0
dφ
dn
|Ci = 0, i = 2, 4, 5, 6 (VII.6)
where σ is the fluid conductivity and J is the current density through the boundary.
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The derivative dφ
dn
is the change in potential normal to the surface. Current density is
a function of the total current ik through the k’th boundary divided by the arc length
Lk of the k’th boundary. To compute the impedance Z, Ohm’s law may be applied
along the source electrode electrode curve:
z =
∫
C1
φds
i1 L1
(VII.7)
where i1 = 75µA is the total current, L1 is the length of the curve C1 and s ∈ [0, L1]
is the arc length parameterization of the curve.
There are several methods of solving (VII.5) given the BC’s in (VII.6). Finite
difference and finite element solutions are possible candidates but even in 2D they
require meshing of the interior of the domain which results in thousands of evaluation
nodes. The potential field inside the domain is not needed to compute the impedance
between the electrode contacts. The Boundary Element Method (BEM) is a numerical
approximation method that can provide the required information without evaluating
the PDE inside the domain during the solution process.
The Boundary Element Method
The BEM is a modelling technique to solve a PDE as a line integral on the
domain boundary, from which the solution inside the domain can be extrapolated.
An introductory text by Ang [5] details the formulation of the BEM for a variety of
problems. Critical equations in the computation are reviewed here with the details
of the derivations left to Ang’s book. Also, Zhou provided solutions for electric and
magnetic static BEM problems with anisotropic and isotropic material conditions
[131].
The major advantage of BEM’s is the reduction of computation time. Only the
perimeter of the domain must be descretized which greatly reduces the time required
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to mesh the domain in comparison to finite element or finite difference solutions.
Also, the solution to the 2D Laplace equation can be obtained through a direct
linear solution [5] removing costly iterative steps used in PDE solutions like the
shooting method. However, if the goal is to compute solutions within the domain,
the computational advantage of the BEM is quickly lost.
Where BEM’s have the greatest difficulty is in problems where the material con-
tained within the domain is not homogeneous. This is not a concern in this particular
application as the saline solution is assumed to have a constant conductivity property.
To begin constructing the solution to (VII.5) we begin by a change of coordinates
to a polar representation where x = r cos(θ) and y = sin(θ) and φ(x, y) becomes
ψ(r, θ). The fundamental solution to the Laplace equation can then be written as:
ψ(r) = A ln(r) +B (VII.8)
and the cartesian solution through substitution becomes:
φ (x, y) = A ln
√
x2 + y2 +B for(x, y) 6= (0, 0) (VII.9)
To remove the constants A and B a shift of coordinates to the origin by (ζ, η)
yields the final form of the fundamental solution:
Φ (x, y; ζ, η) =
1
4pi
ln
√
(x− ζ)2 + (y − η)2 for(x, y) 6= (ζ, η) (VII.10)
Assuming that a region R is encircled by the curve C, the reciprocal relation is
used to convert the solution throughout the domain R into a line integral along C.
The reciprocal relation states that if φ1 and φ2 are both solutions to the PDE over R
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then the following holds true:
∫
C
(
φ2
∂φ1
∂n
− φ1∂φ2
∂n
)
ds(x, y) = 0 (VII.11)
where n is the curve normal.
To find the BEM solution integral, equation (VII.10) is used in (VII.11) to calcu-
late φ(x, y) along the domain boundary C. The final integral solution becomes:
λ(ζ, η)φ(ζ, η) =
∫
C
[
φ
∂
∂n
(Φ(x, y; ζ, η))− Φ(x, y; ζ, η) ∂
∂n
(φ(x, y))
]
ds(x, y)
(VII.12)
where
λ(ζ, η) =

0 if (ζ, η) /∈ R⋃C,
1/2 if (ζ, η) lies on smooth part of C,
1 if (ζ, η) ∈ R
(VII.13)
The next step is to discretize the curve C into segements, along each segment
solution of (VII.12) is found. An example of the discretization is shown in Figure
VII.13. Each curve segement Ci is broken into smaller elements with index k and
expressed as Ci(k). The index k does not reset on each sub curve and the model has a
total of M elements (i.e. k = 1, ...,M). Each element has a normal unit vector nˆ(k),
length L(k), start point x0,(k) =
[
x0,(k), y0,(k)
]T
, and end point x1,(k)
[
x1,(k), y1,(k)
]T
.
The potential and flux are considered constant across the element and evaluated at
the midpoint xm,(k)
[
xm,(k), ym,(k)
]T
of each element.
Using the constant value elements, the approximate solution to the PDE can be
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Figure VII.13: BEM element descretization.
found by solving the linear equation:
Au = r (VII.14)
where A ∈ RM×M is the integral coefficient matrix, r ∈ RM×1 is a vector of the
specified BC values and u ∈ RM×1 is a vector of the unknown compliment boundary
values to the BC’s. To compute the coefficients of (VII.14) the following functions
must be evaluated sequentially for each element with the final goal of having the
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terms F1,(k) and F2,(k) known for each element:
A(k) = L(k)
2 (VII.15a)
B(k)(ζ, η) = 2L(k)
(−ny,(k) (x0,(k) − ζ)+ nx,(k) (y0,(k) − η)) (VII.15b)
E(k)(ζ, η) =
(
x0,(k) − ζ
)2
+
(
y0,(k) − η
)2
(VII.15c)
T(k) = 4A(k) E(k)(ζ, η)−B(k)(ζ, η)2 (VII.15d)
Q(k) =

0, if T ≤ 0
√
T , otherwise
(VII.15e)
W(k) =

0, if T ≤ 0
arctan
2A(k)+B(k)
Q(k)
− arctan B(k)
Q(k)
, otherwise
(VII.15f)
F2,(k) =

0, if T ≤ 0
W(k)L(k)
(
nx,(k)∗(x0,(k)−ζ)+ny,(k)∗(y0,(k)−η)
piQ(k)
)
, otherwise
(VII.15g)
F1,(k) =
L(k)
4pi
[
2
(
lnL(k) − 1
)− B(k)
2A(k)
ln
∣∣∣∣E(k)A(k)
∣∣∣∣
+
(
1 +
B(k)
2A(k)
)
ln
∣∣∣∣1 + B(k)A(k) + E(k)A(k)
∣∣∣∣+ Q(k)W(k)A(k)
]
(VII.15h)
In the case of constant elements, the series of calculations above use the inputs
ζ = xm,(k) and η = ym,(k). For each element, the average potential is denoted as
φ¯(k) and the average flux as p¯(k). The next step is the calculation of the elements in
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(VII.14):
A(j,k) =

−F1,(k)(xm,(j), ym,(j)) if φ is specified over C(k)
F2,(k)(xm,(j), ym,(j))− 12δj,k if ∂φ/∂ is specified over C(k)
(VII.16a)
r(j) =
M∑
k=1
bj,k (VII.16b)
bj,k =

φ¯(k)
(−F2,(k)(xm,(j), ym,(j)) + 12δj,k) if φ is specified over C(k)
p¯(k)F1,(k)(xm,(j), ym,(j)) if ∂φ/∂n is specified over C(k)
(VII.16c)
δj,k =

0 if j 6= k
1 if j = k
(VII.16d)
u(k) =

p¯(k) if φ is specified over C(k)
φ¯(k) if ∂φ/∂n is specified over C(k)
(VII.16e)
The solution for the vector u is linear and can be solved with a single inversion
of the matrix A. To determine the value of φ(x, y) ∈ R the values of F1,(k)(x, y) and
F2,(k)(x, y) and compute the following:
φ(x, y) =
M∑
k=1
q(k) (VII.17a)
q(k) =

φ¯(k)F2,(k)(x, y)− u(k)F1,(k)(x, y) if φ is specified over element k
u(k)F2,(k)(x, y)− φ¯(k)F1,(k)(x, y) if ∂φ/∂n is specified over element k
(VII.17b)
With the model complete, the next step was to verify the conductive model.
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BEM Impedance Model Results
The space of parameters input into the BEM model are listed in Table VII.2.
The goal was to determine if impedance as a function of fluid volume was a suitable
model and to determine if the power law from equation (VII.1) empirically derived
from phantom insertions captures the realistic physics.
Table VII.2: BEM Model Input Parameters
Parameter Value Units
h [0.1, 1] mm
α [0, 1] radians
σ 16 S/cm
i 75 µA
L1 0.2 mm
L2 0.42 mm
L3 0.2 mm
L4 h+ 0.82 tanα mm
L5 0.82/ cosα mm
L6 h mm
Due to the constant element assumption used in the model formulation, the ac-
curacy of the model is a function of the elements in a segment and is denoted as
Nresolution. Curve C1 is the baseline reference for the number of elements in each
curve. Table VII.3 shows the relative element ratio compared to curve C1. The con-
vergence test repeated the impedance model solution with the parameters h = 1 and
α = 0 for C1 element counts ranging from Nresolution = 20 to 80. The convergence
of the solution is shown in Figure VII.14. It can be seen that after 25 elements the
change in the expected value is less the 0.4%. A final value of Nresolution = 30 elements
for curve C1 was selected for the model. As can be inferred from Table VII.3, the
total number of elements in the model was 270.
Once the number of elements was selected the model was calculated as a function
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Table VII.3: Element count ratio
Curve C1 C2 C3 C4 C5 C6
Ratio 1 2 1 1 3 1
Figure VII.14: Convergence of BEM solution.
of h and α. Equation (VII.7) specifies that impedance is evaluated as the average
potential divided by the total current through the boundary C1 and follow Ohm’s
Law. From the BEM solution this defines the impedance z as:
z =
1
Nresolution
∑Nresolution
k=1 φ¯(k)
i
(VII.18)
Figure VII.15 presents a plot of these results using a 3D contour. There is a noticeable
effect of α on the impedance z but its effect is most prominent at small values of h.
The original curve fitting for the impedance from observations applied a power law
fitting based on the enclose area (or volume assuming uniform depth) of conductive
fluid. The results shown in Figure VII.15 were compressed into a 2D feature space
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Figure VII.15: Impedance based on h and α.
based on the domain area AR as a function of both h and α. The resulting 2D plot
of impedance versus domain area is shown in Figure VII.16.
The individual impedances based on h and α are shown as a scatter plot with the
solid line showing the model fitting. Again several models were fit to the data with
the power law providing the best fit with a correlation coefficient of R2 = 0.9964. The
root mean square error for the fitting was 46Ω. Table VII.4 shows the coefficients
used in the power law and includes the 95% confidence interval for the fit.
Table VII.4: Model Based Impedance Parameters
Model: z(AR) = a (AR)
b + c
Parameter Nominal Value Range (95% Confidence)
a 83.2 [79.84, 86.57]
b -1.317 [−1.331,−1.302]
c 1149 [1139, 1159]
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Figure VII.16: Modeled impedance based vs area.
Based on the small distribution range of the fitting and an RMS error below the
expected measurement noise, this model with the nominal coefficients from Table
VII.4 are used in the control law to be presented in the next section. The final
impedance model is then written as:
z(AR) = a (AR)
b + c (VII.19)
The coefficient values found from the phantom model experiments tended to have
a lower exponent magnitude and the value of the coefficient a was higher than the
values computed from the BEM model. When the fitting as shown in Figure VII.16
is compared to the fitting shown in Figure VII.3 there are similar key characteristics.
Both fittings have a measurable impedance range of approximately 2kΩ between areas
of 0.1 and 0.4mm2. The fits also see little change for areas greater than 0.4mm2. Since
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the model matches the behavior of real insertion data, equation (VII.19) provides a
fast method based on a computational model to estimate impedance to proximity
behavior.
VII.4 Impedance Guidance for Electrode Steering
In this section an admittance law for stylet actuation is proposed and tested
utilizing real time measurements of bipolar impedances from the PEA. Based on the
results presented in the previous sections of this chapter the strategy for the bipolar
impedance control law was to use knowledge of the PEA kinematics presented in
Chapter II to guide the rate at which the stylet is adjusted based on the rate of
impedance change.
The impedance measurements are defined in the vector z ∈ Rp, where 1 ≤ p ≤ 21
is the number of electrode pairs used to guide insertion. If a series of electrodes are
adjacent to each other without skipping contacts, then the total number of electrodes
used in the measurement is p+ 1.
The actual impedance measurement taken by the CIM software includes a constant
measurement bias based on internal resistances in the PEA’s electronic assembly. For
each electrode channel, this bias is different and expressed by the vector r ∈ Rp.
If the raw measurement taken from the CIM is denoted as z˜ ∈ Rp then the true
inter-electrode impedance is:
z = z˜− r (VII.20)
Fortunately the values in the vector r can be easily calibrated by immersing the
electrode array in saline and sampling impedances. So long as a minimum distance
of a couple of millimeters from any surface and the electrode contacts is maintained
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during calibration, the result should obey the relationship:
z˜i − ri = c, ∀i = 1, ..., p (VII.21)
where c is the impedance model constant from Table VII.4 and the index i is used to
denote the i’th elements in vectors z˜ and r.
The first step in designing the admittance law was to formulate the relationship
between the rate of change in stylet actuation q˙s and the rate of change in the set of
bipolar impedances z˙. Once this relationship is known it is inverted so that a change
in impedance leads to a recommended change in velocity.
From the discussions in the previous sections it was determined that impedance
can be modelled as a function of the 2D projected area of fluid volume between the
electrode contacts. Figure VII.17 presents a sketch of the domain for a single pair of
electrodes. The electrodes are separated by a constant pitch defined as ∆s and the
k’th electrode is at a distance dk from the modiolus. A trapezoid approximation is
assumed to define the area:
Ak =
1
2
(dk + dk+1) ∆s (VII.22)
This assumption is valid so long as curvature between the adjacent electrodes is small
and the distance from the modiolus is not excessively large. Since the scala tympani
is a constricted path with moderate curvature, these assumptions were considered
valid for a control model.
The k’th electrode contact has a position Epe and instantaneous velocity
Ep˙e,
expressed in PEA frame {E} through a Jacobian Jpqs defined previously in equation
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Figure VII.17: Model of impedance domain for control.
(II.8) such that:
Ep˙e,k = Jpqs q˙s (VII.23)
where {E} is the PEA frame as shown in Figure II.4 and p˙e,k is the velocity of the
PEA curve at the k’th electrode contact.
At each electrode contact a normal vector nˆk is defined with its direction locally
perpendicular to the PEA curve and pointing toward the modiolus:
nˆk = [sin(θk),− cos(θk), 0]T (VII.24)
This implies that with the assumptions in (VII.22) that the rate of change in area
Ak can be written as:
dAk
dqs
=
∆s
2
d
dqs
(dk + dk+1) =
∆s
2
(
nˆTk Jpqs(sk) + nˆ
T
k+1Jpqs(sk+1)
)
(VII.25)
With a relationship between the stylet actuation and change in the fluid domain
established, the next step is to derive a relationship between the change in the fluid
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domain and impedance. When differentiating (VII.2) with respect to time the fol-
lowing result is achieved:
z˙k =
(
abAb−1k
) dAk
dqs
q˙s (VII.26)
The area Ak must be estimated by the impedance measurements. Rewriting
(VII.19) to find area as a function of impedance results in:
Ak =
(
zk − c
a
)−b
(VII.27)
and when substituted into (VII.26) yields the final impedance Jacobian denoted as
Jzqs ∈ Rp×1. The k’th element of Jzqs is denoted as Jzqs(k)and is defined as:
Jzqs(k) = ab (Ak)
b−1 dAk
dqs
= ab
(
zk − c
a
)b−b2
dAk
dqs
∈ Rp×1 (VII.28)
The final expression relating z˙ to q˙s is then written as:
z˙ = Jzqs q˙s (VII.29)
What can be seen from (VII.29) is that the inverse Jacobian J−1zqs acts as a weighted
average of the change in impedance measurements to the change in stylet actuation.
In addition to the differential relationship of equation (VII.29) there are additional
restrictions on the corrective action allowed to be applied on the stylet. The first is
that the value of q˙s must be positive; the stylet is not allowed to be inserted back
into the electrode. If the value of q˙s is calculated to be less than zero it is set to
zero. The second restriction is on when the control law takes effect as a function of
insertion depth q. This restriction is identical to the one implemented with the force
based impedance law (VI.8) and will be covered again here. The final adjustment of
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the stylet is denoted as qs,admit:
qs,admit = −γ(q)J−1zqs z˙ (VII.30)
and the function γ(q) is defined by a range of [γ1, γ2] such that:
γ(q) =

0, d ≤ γ1
q−γ1
γ2−γ1 , γ1 < q < γ2
1, q ≥ γ2
(VII.31)
The parameters γ1 and γ2 set the range for where the impedance control law starts
in the same manner as the force based admittance law. This new admittance control
law replaces the one presented in Chapter VI as shown in Figure VII.18. Force
admittance is still applied to correct lateral misalignment but stylet adjustment is
driven completely by bipolar impedance measurements.
The following section presents a set of preliminary experiments to evaluate the
control law.
Evaluation of Bipolar Impedance Admittance Controller
All insertion experiments were performed using the spatial insertion system as
shown in Figure VII.19 (A). The insertion system had an attachment added to support
the connection of the Contour Advance electrode array to the Freedom Nucleus system
and is shown in Figure VII.19 (B).
A new cochlea phantom was fabricated for these experiments as shown in a CAD
rendering in Figure VII.19 (C). The geometry of the scala tympani chamber was
taken directly from the Cochlear training phantom (left side temporal bone) so that
results would be comparable to other phantom model experiments. The purpose of
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Figure VII.18: Impedance hybrid admittance controller. Variants of the admittance
controller are shown in the blue and green boxes. The blue box shows the original
force-based admittance controller. Adjustment to the actuation of the stylet is no
longer dependent on insertion force and uses impedance measurements as shown in
the green box.
203
remaking the phantom model was so that fluid would not leak out of the model during
experimentation. The other benefit of the new model is that it is easier to register
the model to the image due to its high contrast with the aluminum frame.
Figure VII.19: Experimental setup for bipolar impedance guidance. (A) Spatial in-
sertion system set over cochlea phantom submerged in saline. (B) Attachment for
supporting the connection between the Contour Advance PEA and the Nucleus free-
dom communication hardware. (C) CAD rendering of new cochlea phantom model.
The insertion tests were broken into two parts to test the control law. In the first
set of experiments, the insertion was paused in 1mm increments so that data could be
checked and recorded and the corrective action on stylet actuation could be applied.
These experiments are referred to as the discontinuous insertions. The purpose of
this incremental stepping was to preserve the electrodes for as many insertions as
possible. If there was an error in the untested process it could be stopped before
damaging the electrode. A secondary reason for pausing the insertions was to allow
for higher quality images to be recorded.
Each discontinuous insertion experiment was conducted in the following manner.
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The robot gripper was registered to the cochleostomy site and a PEA was then loaded
into the gripper. Once the robot guided the tip of the electrode to the cochleostomy,
an estimation of the PEA calibration matrix A was made and the insertion trajectory
was calculated. At each incremental pause during the insertion, the current depth,
impedance signal and stylet actuation were recorded. Based on this data, the control
law output the desired corrective action to stylet actuation. After the correction
was applied, a new measurement was taken and the insertion continued. Corrections
would only be applied once for any insertion depth q.
A total set of 5 experiments were performed for this evaluation. Processing the
results of the completed insertions began with looking at the modified control input
during insertion. Figure VII.20 shows the pre-computed AOS actuation of the stylet
(qs) with respect to the depth of insertion (q). The solid blue line is the planned
trajectory and the dashed traces show the corrected actuation based on the control
law for each insertion. Vertical jumps in the traces are due to the fact that the
insertion was paused in 1mm increments. It can be seen that the largest corrections
are around the basal turn (q = 6mm to q = 8mm) but that small corrections occur
throughout the rest of the insertion.
The second set of experiments performed the insertions without stopping, denoted
as continuous insertion in the following figures. This method is identical to the
insertion procedure from the previous chapters. In this case the impedance guided
insertion control law was updated at discrete steps in the insertion. At insertion
intervals of ∆q = 0.5mm the admittance law was computed against the previous
impedance measurements. The admittance evaluation using the sample index j is
written as:
δqs,admittance,(j) = J
−1
zqs,(j)
[
z(j) − z(j−1)
]
(VII.32)
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Figure VII.20: Adjustment to stylet actuation based on discontinuous impedance
control law.
A plot of the stylet control action is shown in Figure VII.21. Corrections to the
stylet actuation rate were fast in this mode although their was no visible seen in the
resulting insertion forces. The majority of the corrective actions took place near the
basal turn as expected.
To evaluate electrode placement, the geometry of the cochlea was first registered
to the photo and then the electrode contact were segmented manually. The closest
distance to the modiolar wall was also calculated. Examples of the segmentation are
shown in Figure VII.22.
After segmenting all of the insertion data, a plots of all electrode contacts through-
out the insertions was generated and is shown in Figure VII.23. From the set of 10
completed insertions it was clear that the robot inserted the PEAs without any con-
tact to the lateral wall. In the continuous insertions, placement of the electrodes
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Figure VII.21: Adjustment to stylet actuation based on continuous impedance control
law.
remained closer to the modiolus due to the more frequent updates of the impedance
guided admittance control law.
The controller achieved the desired result, maintaining close modiolar proximity
without relying on contact pressure against the lateral wall. There was one event in
each set of experiments that warrant special attention. In the second discontinuous
insertion there was one measurement in which the control law specified a corrective
actuation of the stylet greater than 2mm. The correction for that step was limited
to 1mm. The reason for this error comes from the inversion of Equation (VII.19) to
estimate the fluid area. When the impedance approaches the far field conductivity
levels, the power law generates a flat curve that is highly sensitive to small changes
in impedance. Fortunately, there are practical limitations to the estimate of fluid
volume. The work by Zrunek [133, 132] measured the width of the scala tympani
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Figure VII.22: PEA placement during impedance guided insertion. The left figure
shows electrode positions with discontinuous insertion. The right figure shows place-
ment results with continuous motion throughout the insertion.
and given a PEA diameter of approximately 0.8mm, the maximum expected fluid
area has an estimated upper bound of 0.8mm2. This upper bound was applied to the
continuous insertions when using Equation (VII.27).
Applying this area estimate bound was useful in the fifth continuous insertion
experiment. During the insertion process the most distal electrode contact (electrode
number 22) separated from the PEA body and folding back on its adjacent electrode
(electrode number 21). As a result, the impedance on electrode channel 21 dropped
below the baseline constant c from Equation (VII.19). Normally this would result
in an exceptionally large area estimate from Equation (VII.27). Since the estimate
was bounded, the admittance control was able to function using only three working
channels. The failure of the distal electrode contract was not indicative of a fault in
the PEA but rather continuous reinsertions (a total of 7) that is outside the allowable
use of the CI in a clinical setting.
This particular fault during insertion highlights the utility of using changes in
impedance, rather than raw values, to guide insertion. Once the contact shorted,
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Figure VII.23: Locations of electrode contacts throughout insertions. The left side
figure shows placement in insertions with discrete pauses. The right figure shows
electrode placement for continuous insertion experiments
the change in impedance was negligible and could no longer influence the control
law. If the admittance law had been based on absolute difference between current
impedance and a target value, the controller would have continued to apply additional
stylet actuation throughout the entire insertion.
VII.5 Conclusions
The work presented in this chapter has demonstrated strong evidence that bipolar
impedance measurement sampled directly from the cochlear implant during insertion
can be effectively used to guide insertion. Proper AOS technique is critical in taking
advantage of the perimodiolar design but is difficult to execute perfectly in practice.
The major contribution of this method of electrode guidance is that it does not require
large and highly expensive capital equipment to be used like in works proposing
magnetic, CT, or OCT guidance. The sensor modality is part of the implant’s intrinsic
function and does not add cost to the procedure. The guidance technique proposed
in this chapter can be easily applied to non-robotic tools as well.
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As a feedback modality, bipolar impedance can be useful in estimating electrode
array placement before verification with radiological imaging. In monopolar stimu-
lation, the bone and tissue properties play a role in the measured impedances which
may degrade signal to noise performance. With bipolar measurements across adja-
cent electrodes, the fluid medium plays a dominant role and improves the ability to
discern changes in placement.
The use of bipolar impedance for proximity feedback has a couple of limitations
that must be addressed. The first is that it depends on the presence of a relatively
conductively homogenous fluid medium. Without fluid immersion the impedance
measurements are too high to be useful. Secondly, in our experiments electrode
channels could become unstable or lose reading during insertion. This occurs due
to disruption in the conductive path which is beyond the control of the surgeon. A
larger series of studies across multiple electrode array designs would be required to
determine reliability of acquiring meaningful measurements.
These problems are relatively minor and at worst could create situations where
conclusions inferred from impedance information may not be clear. However, this
work has shown that a CI device not specifically tuned to provide the proposed
functionality still had sufficient resolution and bandwidth to make real time guidance
using impedance measurements possible. An exciting future direction would be to
add the capability of changing stimulation parameters during insertion and confirming
electrode placement though quadrapolar stimulation modes. It should also be noted
that although the BEM model was not used in realtime to estimate fluid volume
it is sufficiently fast to do so and may be useful in future real time control models
where multiple stimulation modes are simultaneously measured or where excitation
frequencies make the electrostatic assumption no longer valid.
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Chapter VIII
CONCLUSIONS
VIII.1 Summary of Findings
This dissertation has presented a body of work aimed at advancing the concepts of
robot-assisted cochlear implant insertion. The organization of the dissertation follows
a classical design approach beginning with quantitative task specification, moving to
the development of physical hardware, and lastly implementing layers of control and
error detection into the system.
The process of designing an implantation system began with the identification
of quantitative specifications and performance metrics. Some of these metrics, such
as desired insertion speeds and force, were available from the available literature. A
contribution of this dissertation was in the measurement of additional metrics such as
facial recess restrictions that have not been presented in prior works in a way useful
for the development of new tools for CI insertion. A study of the perimodiolar elec-
trode array kinematics also presented a compact method for modeling the kinematic
behavior of a commercially available steerable implant. This modelling framework
was also shown to be useful for estimating the kinematic behavior of PEA’s without
detailed calibration. Together with the access restrictions to the cochlea, a set of
viable insertion trajectories were simulated to create a workspace specification for an
automated CI insertion system.
Robotic insertion tool synthesis was derived from the task workspace and per-
formance criterion. Prior works have developed systems with full spatial degrees of
freedom for CI insertion or minimal degrees of freedom. Proposed in this work is a
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system that bridges the complexity gap with a multidegree of freedom system that
moves in the main insertion plane. Part of this mechanism’s design is the inclusion
of closed loop wire actuation to serve as the transmission between motor output and
mechanism motion. The advantage of such a design comes from the benefit of being
able to remotize the location of sensitive hardware from the area of the robot requiring
harsh sterilization treatment. Using this transmission concept introduces kinematic
coupling between parallel kinematic chains that affect stiffness and calibration of the
mechanism to which solutions to these problems have been presented. Also explored
in this work is how wire actuation can be used to construct compact and practical
static balancing mechanisms.
In the present literature the proposed uses of robotics in the CI surgical proce-
dure have relied heavily on preoperative imaging and rigid motion plan execution of
electrode array insertion. This is not how surgeons approach the task and the work
presented here developed a robotic insertion platform capable of adapting to uncer-
tainties based on intraoperative real time measurements. All studies to the author’s
knowledge which use force measurements in CI insertion do so only as an evaluation
metric for quality of insertion. The work presented here is the first to demonstrate the
utility of force feedback as a viable method to make adjustments to CI insertions in
real time. The proposed control architecture greatly reduces the burden of preopera-
tive registration requirements with the added benefit of reducing time to deployment
in a clinical setting.
In addition to demonstrating the utility of force feedback in guiding CI insertion,
this work has presented a novel method of using bi-polar impedance feedback to fa-
cilitate corrections to electrode array steering. The control method takes advantage
of the electrical conductivity of perilymph fluid found within the cochlea to act as a
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range sensing modality for determining relative proximity of the electrode contacts
to the modiolus. In this particular electrode array design, the goal is to maintain
close proximity to the modiolus at all times throughout the insertion and bi-polar
impedance measurements provide feedback at sufficient rates and accuracy to accom-
plish this task. The significant benefit of this approach is that corrections to electrode
array actuation can be applied before the implant makes contact with intra cochlear
structure and thus reduces risk of trauma. Force based methods can only attempt to
mitigate the effect of undesirable electrode array contact after it has already begun.
VIII.2 Future Directions
There are numerous ways that the work presented in this dissertation can be
expanded. In regards to wire actuated parallel robots there are several additional
questions that need to be addressed. It was found that the idler pulley radii have
a direct influence on end effector stiffness. The layout of the kinematic chains is
the other factor that affects mechanism stiffness. Algorithmic investigation of how
to optimize wire routing to achieve specific compliance characteristics could be very
useful in specific applications. For example, it may be desirable for a device to be
compliant in some directions but have high stiffness in others. A wire actuated parallel
mechanism could achieve this in its structure rather than in feedback control.
The planar device proposed evaluated in this work may not be the conceptually
optimal design for the CI insertion task. Out of plane insertion forces can be sig-
nificant and the planar 3RPR design cannot compensate for this. A manipulator
with three Cartesian degrees of freedom and one orientation degree of freedom in the
insertion plane may be a superior design that takes full advantage of the hybrid force
/ position admittance controller discussed in this dissertation.
A large amount of work remains to develop intelligent tools for the insertion of
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flexible implants, not limited to those used in CI surgery. An elastic mechanics model
for the flexible implant was not needed for the control systems demonstrated in this
work but may be needed for other implant designs. In the detection of insertion fail-
ures, there is a large amount of experimentation, including cadaveric studies, required
to improve the robustness of the detection methods demonstrated in this work.
Lastly, impedance feedback for electrode navigation is an exciting new field to ex-
plore in the development of CI insertion systems. A single stimulation mode at a fixed
frequency was used in this work but there is possibly new and useful information in
other stimulation modes that can facilitate in electrode array placement. It may also
be possible to measure CI placement completely through impedance and eliminate
the use of radiological imaging in many cases. If a tool is tracking electrode array
insertion progression externally, impedance feedback may be employed to locate the
implant’s location through probabilistic algorithms.
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Appendix A
CALIBRATION OF FORCE / MOMENT TRANSDUCER UNDER
GRAVITY LOADS
The insertion module carried by the F/T sensor exerts a wrench on the sensor that
needs to be determined and subtracted from all readings so that the true wrench acting
on the tool from the outside environment may be known. This initially unknown
wrench is assumed to be composed of two components; the wrench from gravity
acting on the center of gravity of the live load and a constant bias force. This bias
wrench is partly due to the initial taring (unbiasing) of the F/T sensor and partly
from the strain relief of connecting motor wires from the live load. Let the true wrench
from gravity be w =
[
fT ,mT
]T
in the wolrd frame {O}, the observed wrench from
the sensor be w˜ in the sensor frame {F} and the bias b = [bx, by, bz, bxx, byy, bzz]T in
the sensor frame {F} such that:
F w˜ =F w +F b (A.1)
The orientation of the sensor with respect to the world frame will be designated
ORF and the coordinates of the c.g. in FT sensor frame as
F r. At any given point,
assuming the end effector is at steady state, the sensor will measure a wrench from
the mass of the payload under gravitational acceleration with a nominal value of:
F w˜ =
 F f
F r× F f
+ Fb =
 f˜
m˜
 (A.2)
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The calibration is broken into two parts; the first uses the force data to find the mass
of the live load and the force biases. Then this data is used to find the moment biases
and the center of mass.
The solution is based on fitting spheres to point cloud data but in this case the
sphere is a set of forces of constant magnitude rotated by ORF . Assuming a mass
m and a gravitational acceleration of magnitude g in the direction nˆ = [nx, ny, nz]
T ,
then the following linear relation holds:
a F f˜ 2x + b
F f˜ 2y + c
F f˜ 2z + d = −F f˜ 2x −F f˜ 2y −F f˜ 2z (A.3)
where a, b, c, and d are coefficients to be determined. After collecting N unique pose
measurements with the index k = [1, ..., N ], the linear solution is summarized in the
following equations:
Ax = y (A.4a)
A =
[
AT(1), . . . , A
T
(k), . . . , A
T
(N)
]T
(A.4b)
y =
[
y(1), . . . , y(N)
]T
(A.4c)
A(k) =
[
fx,(k), fy,(k), fz,(k), 1
]
(A.4d)
y(k) = −
(
f 2x,(k) + f
2
y,(k) + f
2
z,(k)
)
(A.4e)
x = [a, b, c, d]T (A.4f)
Solving for x through least squares fitting determines the geometry of the force
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sphere in frame {F}. The biases are the offsets of the sphere are defined as:
bx = −a/2 (A.5a)
by = −b/2 (A.5b)
bz = −c/2 (A.5c)
and the force magnitude is the radius of the fitting with the result:
mg =
√
a2 + b2 + c2
4
− d (A.6)
The direction of gravity in the world frame is estimated by rotating all force
measurements into the world frame:
nˆ =
1
N
∑N
i=1
ORF
F fi
‖ 1
N
∑N
i=1
ORF F fi‖
(A.7)
Once the mass m is known the center of gravity vector r is found through a set of
linear relationships. The estimated moment is the load vector written in the sensor
frame {F} is denoted as m˜
m˜(k) =
F r×mg F n˜ = [m˜x, m˜y, m˜z]T (A.8)
The following set of equations must be computed to solve for the vector u =
[rx, ry, rz, bxx, byy, bzz]
T which are the remaining unknown biases and center of gravity.
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Bu = z (A.9a)
B =
[
BT(1) . . . B
T
(k) . . . B
T
(N)
]T
(A.9b)
z =
[
zT(1), . . . , z
T
(N)
]T
(A.9c)
B(k) =

0 m˜z,(k) −m˜y,(k) 1 0 0
−m˜z,(k) 0 m˜x,(k) 0 1 0
m˜y,(k) −m˜x,(k) 0 0 0 1
 (A.9d)
z(k) =
[
m˜x,(k), m˜y,(k), m˜z,(k)
]T
(A.9e)
u = [rx, ry, rz, bxx, byy, bzz]
T (A.9f)
After the mass and center of mass have been determined, they can be applied as a feed
forward term to measure wrenches applied from external sources. If the compensated
wrench is denoted as w¯, then after calibration its value is:
F w¯ = F w˜ − Fb−
 mg F nˆ
mg F r× F nˆ
 (A.10)
After calibration the magnitude of F w¯ should remain near zero in any end effector
pose so long as gravity is the only source of acceleration applied on the end effector.
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Appendix B
KINEMATIC MODELS FOR BALANCED MECHANISMS
Included in this appendix are the kinematic derivations for three robot archi-
tectures discussed in Chapter IV. For the serial mechanism, the forward kinematic
model is provided and for parallel mechanisms the direct inverse kinematic model is
presented. The Jacobians Jqx, Jθx, and Jcx,(i) are required for the static balancing
analysis and are derived for each mechanism. The architecture covered in this chap-
ter are the 3R¯ planar serial robot, the 3R¯RR planar parallel robot, and the 3R¯SR¯R
spatial parallel robot.
Several conventions are common to the derivations in this chapter. The world
reference frame is {0} with the basis vectors {xˆ0, yˆ0, zˆ0} defined as:
xˆ0 = [1, 0, 0]
T , yˆ0 = [0, 1, 0]
T , zˆ0 = [0, 0, 1]
T (B.1)
In planar mechanisms, translational motion is restricted to the world frame x-y
plane {xˆ0, yˆ0} and all revolute joint axes are parallel to zˆ0. The task space in R3 is
denoted by x = [px, py, φz]
T . In spatial mechanisms, the task space is denoted by its
position and the Euler angles φx, φy, and φz such the x = [px, py, pz, φx, φy, φz]
T . The
Euler angle rotation sequence is:
0Rxyz = Rx(φx) Ry(φy) Rz(φz) (B.2)
where Rx, Ry, and Rz are rotations about the axes xˆ, yˆ, and zˆ respectively. Similarly,
the homogeneous transform for the i′th link with respect to the i− 1 link is written
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as:
i−1Ti =
Rz(θi) Ry(βi) Rx(αi), Rz(θi)iai
0, 1
 (B.3)
where αi and βi are link parameter constants. When homogeneous transforms are
written in the base frame, the vector o is introduced to denote the location of a joint.
It’s location in the transformation is:
0Ti =
0Ri, oi
0, 1
 (B.4)
In parallel mechanisms, an index is added in parenthesis to indicate what kine-
matic chain is being reference. For example, kai,(j) is read as the vector a of the
i′th link in the j′th kinematic chain as expressed in frame k. The following three
sections detail the kinematics of each mechanism. When the frame definition in the
left superscript is omitted, the reader may assume that the vector is in the base frame
{0}.
B.1 3R¯ Kinematics
The 3R¯ planer serial robot is shown in Figure B.1 (a duplication of Figure IV.1
for the purpose of easy reference). The joint parameters are also the active joint
parameters (i.e. θ = q ∈ Rq).
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Figure B.1: 3R¯ kinematic diagram.
The pose of the robot is calculated through forward kinematics with:
px = xˆ
T
o
(
3∑
i=1
ai
)
(B.5a)
py = yˆ
T
o
(
3∑
i=1
ai
)
(B.5b)
φz =
3∑
i=1
θi (B.5c)
The center of mass for the i′th link are calculated by:
0ci
1
 =0 Ti−1
Rz(θi)ici
1
 (B.6)
The Jacobian Jqx is used in equation (IV.33) although typically for serial chain the
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inverse Jacobian Jxq = J
−1
qx is calculated:
Jxq =

xˆT0 (o3 − o0) , xˆT0 (o3 − o1) , xˆT0 (o3 − o2)
yˆT0 (o3 − o0) , yˆT0 (o3 − o1) , yˆT0 (o3 − o2)
1, 1, 1
 (B.7)
The actuated joints are the same as the generalized coordinates and therefore
Jqx = Jθx and Jqθ = I ∈ R3. The velocity of the i′th center of mass is calculated as:
c˙i =
i−1∑
j=1
θ˙j [zˆ0 × (oi−1 − oj−1 + ci)] + θ˙i (zˆ0 × ci) (B.8)
In the above equation, in cases where j > i the result is interpreted as a zeros
vector 0 ∈ R3 which leads to the final Jacobians:
Jcq,1 = Jcθ,1 =
[
zˆ0 × c1, 0, 0
]
(B.9)
Jcq,2 = Jcθ,2 =
[
zˆ0 × (o1 − o0 + c2) , zˆ0 × c2, 0
]
(B.10)
Jcq,3 = Jcθ,3 =
[
zˆ0 × (o2 − o0 + c3) , zˆ0 × (o2 − o1 + c3) , zˆ0 × c3
]
(B.11)
B.2 3R¯RR Kinematics
The 3R¯RR planer parallel robot is shown in Figure B.2 (a duplication of Figure
IV.2 for the purpose of easy reference).
In the parallel mechanism, the inverse kinematics are computed directly through
loop closure. The inverse kinematic solution for the 3R¯RR is virtually identical to
the 3RP¯R presented in Chapter III and is not repeated here for brevity. The designer
will have a choice of configuration in each chain is ’elbow up’ or ’elbow down’. In
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Figure B.2: 3R¯RR kinematic diagram.
this work, the links were configured so that zˆT0
(
a2,(k) × a1,(k)
) ≥ 0. What follow is
the derivation of the instantaneous kinematics.
In this derivation, the generalized coordinates θ are defined as:
θ =
[
θ1,(1), θ1,(2), θ1,(3), θ2,(1), θ2,(2), θ2,(3), θ3,(1), θ3,(2), θ3,(3)
]T
(B.12)
with the task to joint space Jacobian Jθx ∈ R9×3 split into several sub-Jacobians with
the following definition:
θ˙ = Jθxx˙ =

Jqx
Jθ1x
Jθ2x
 (B.13)
The first sub-Jacobian to solve is Jqx for the actuated generalized coordinates. For
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the k′th kinematic chain the loop closure equation is:
bi + a1,(k) + a2,(k) = p + ei (B.14)
Differentiating (B.14) with respect to time yields:
θ˙1,(k)
(
zˆ0 × a1,(k)
)
+
(
θ˙1,(k) + θ˙2,(k)
) (
zˆ0 × a2,(k)
)
= p˙ + φ˙z (zˆ0 × ei) (B.15)
The active joints are qk = θ1,(k) so multiplying (B.15) by a2,(k)
T and applying triple
product rules eliminates the passive joint angle and results in:
θ˙1,(k)a2,(k)
T
(
zˆ0 × a1,(k)
)
= a2,(k)
T p˙ + φ˙za2,(k)
T (zˆ0 × ei) (B.16)
From (B.16) the equations are reordered to produce the Jacobian Jqx:
Jqx = Jq
−1Jx (B.17)
where:
Jq =

zˆT0
(
aˆ1,(1) × a2,(1)
)
, 0, 0
0, zˆT0
(
aˆ1,(2) × a2,(2)
)
, 0
0, 0, zˆT0
(
aˆ1,(3) × a2,(3)
)
 (B.18a)
Jq =

a2,(1)
T xˆ0, a2,(1)
T yˆ0, zˆ
T
0
(
eˆ1 × a2,(1)
)
a2,(2)
T xˆ0, a2,(2)
T yˆ0, zˆ
T
0
(
eˆ2 × a2,(2)
)
a2,(3)
T xˆ0, a2,(3)
T yˆ0, zˆ
T
0
(
eˆ3 × a2,(3)
)
 (B.18b)
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The Jacobian Jθx is a collection of sub-Jacobians following the relationship:

q˙
θ˙2,(1)
θ˙2,(2)
θ˙2,(3)
θ˙3,(1)
θ˙3,(1)
θ˙3,(1)

= Jθxx˙ =

Jqx
Jθ1x
Jθ2x
 x˙ (B.19)
To find the Jθ1x we begin by defining the following vector substitutions for readability:
uk = zˆ0 × a1,(k) (B.20a)
vk = zˆ0 × a2,(k) (B.20b)
wk = zˆ0 × ek (B.20c)
(B.20d)
Next multiply (B.15) by
uTk
uTk uk
to get the following equation:
θ˙1,(k) +
(
θ˙1,(k) + θ˙2,(k)
) uTk vk
uTkuk
=
[
uTk xˆ0
uTkuk
,
uTk yˆ0
uTkuk
,
uTkwk
uTkuk
]
x˙ (B.21)
The sub-Jacobian can then be written as:
Jθ1x = J
−1
2 (J3 − J1Jqx) (B.22)
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where:
J1 =

1 +
uT1 v1
uT1 u1
, 0, 0
0, 1 +
uT2 v2
uT2 u2
, 0
0, 0, 1 +
uT3 v3
uT3 u3
 (B.23a)
J2 =

uT1 v1
uT1 u1
, 0, 0
0,
uT2 v2
uT2 u2
, 0
0, 0,
uT3 v3
uT3 u3
 (B.23b)
(B.23c)
J3 =

uT1 xˆ0
uT1 u1
,
uT1 yˆ0
uT1 u1
,
uT1 w1
uT1 u1
uT2 xˆ0
uT2 u2
,
uT2 yˆ0
uT2 u2
,
uT2 w2
uT2 u2
uT3 xˆ0
uT3 u3
,
uT3 yˆ0
uT3 u3
,
uT3 w3
uT3 u3
 (B.23d)
The last sub-Jacobian is simple to compute. The joint velocities θ˙3,(k) do not appear
explicitly in the loop closure equations but follow the relationship:
θ˙1,(k) + θ˙2,(k) + θ˙3,(k) = φ˙z (B.24)
which leads to the following Jacobian:
Jθ1x =

0, 0, 1
0, 0, 1
0, 0, 1
− Jqx − Jθ1x (B.25)
Once Jθx is constructed, the last Jacobians required are Jcθ,i,(k)∀i, k = 1, 2, 3. The
individual kinematic chains are identical to the 3R¯ planar serial robot and derived in
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the same manner. The third kinematic link for the k′th chain is defined as ka3,(k) =
[‖ek‖, 0, 0]T and the center of mass for the third link is 3c3,(k) =k a3,(k).
B.3 3R¯SR¯R Kinematics
The 3R¯SR¯R mechanism is shown schematically in Figure B.3. Only one of the
three kinematic chains are shown in the figure for clarity. Since the joints are all
revolute, this mechanism may be considered a special case of the 3R¯RRRR¯R config-
uration where the axes of the second, third, and fourth joints intersect at a common
point. The kinematic solution details will focus on one kinematic chain with index k
and omit the second subscript in parenthesis for clarity. Also, all vectors are assumed
to be expressed in the base frame unless explicitly stated.
Figure B.3: 3R¯SR¯R kinematic diagram.
There are some baseline assumptions made in the configuration of the individual
links. Table B.1 shows the assumed parameters in the design, leaving variability in
the lengths of the various links.
The kinematic derivation begins with specification of the end effector pose x =
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Table B.1: Basic Parameters for 3R¯SR¯R Spatial Parallel Robot
Link α β iai
1 0 0 [l1, 0, 0]
T
2 0 −pi/2 [0, 0, 0]T
3 −pi/2 0 [0, 0, 0]T
4 0 0 [l4, 0, 0]
T
5 0 0 [l5, 0, 0]
T
6 0 0 −Aek
[
pT ,φT
]T
. The orientation of 6’th link’s frame can then be determined:
xˆ6 = − ek‖ek‖ , yˆ6 = zˆA, zˆ6 = xˆ6 × yˆ6 (B.26)
Next, the location of point were the k′th kinematic chain connects to the end effector
platform is given by:
o5 = p + ek (B.27)
The joint values are computed sequentially in a chain, beginning with θ1 and
ending with θ6. To find θ1, begin by projecting the point o5 along the direction zˆA
onto the plane defined by {xˆ0, yˆ0}. This projected point is specified by the vector f :
f = o5 +
(
[o0 − o5]T zˆA
)
zˆA (B.28)
The line intersecting with the first link is along the unit vector sˆ at point f . The
direction of sˆ is the projection of the unit vector xˆ6 onto the plane {xˆ0, yˆ0}:
sˆ =
xˆ6 − xˆT6 zˆ0
‖xˆ6 − xˆT6 zˆ0‖
(B.29)
In the plane {xˆ0, yˆ0} the coordinates rx and ry specify to location of f from o0 in
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the plane {xˆ0, yˆ0}. The scalar λ is the distance along sˆ from point f where the end
of link one (point o1) intersects. Set rx = (f − o0)T xˆ and ry = (f − o0)T yˆ and the
following equations must be satisfied:
λsˆx + rx = l1 cos θ1 (B.30a)
λsˆy + ry = l1 sin θ1 (B.30b)
Taking the sum of squares of these two equations eliminates θ1 and provides an
equation that is quadratic with respect to λ:
λ2
(
sˆ2x + sˆ
2
y
)
+ 2 (sˆxrx + sˆyry)λ+
(
r2x + r
2
y − 2l21
)
= 0 (B.31)
There are two solutions to this equation using the quadratic solution, the one assumed
in this work is the smaller value, which corresponds with the link pointing away from
the center of the parallel mechanism:
λ =
− (sˆxrx + sˆyry)−
√
(sˆxrx + sˆyry)
2 − (sˆ2x + sˆ2y) (r2x + r2y − 2l21)(
sˆ2x + sˆ
2
y
) (B.32)
Once λ is known, θ1 is calculated as:
θ1 = arctan
(
λsˆy + ry
λsˆx + rx
)
(B.33)
Once θ1 is known, then frame {1} = {xˆ1, yˆ1, zˆ1} is defined. The next three joint
angles represent the spherical joint and are found by sequentially aligning the axes
according to Figure B.3. There are many ways that the order of these three joints
could be calculated and one solution is presented here. The joint angle θ2 is calculated
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as:
θ2 = arctan
(−xˆT1 zˆ′2
−yˆT1 zˆ′2
)
(B.34)
where
zˆ′2 =
zˆ5 −
(
zˆT5 zˆ1
)
zˆ1
‖zˆ5 − (zˆT5 zˆ1) zˆ1‖
(B.35)
Next, the frame {2} = {xˆ2, yˆ2, zˆ2} is computed through forward kinematics and the
joint value θ3 is calculated as:
θ3 = arctan
(−xˆT2 zˆ′3
−yˆT2 zˆ′3
)
(B.36)
where
zˆ′3 =
zˆ5 −
(
zˆT5 zˆ2
)
zˆ2
‖zˆ5 − (zˆT5 zˆ2) zˆ2‖
(B.37)
The last axes of the spherical joint is parallel to the rotation axes of joints θ5 and θ6,
creating a planar 3R mechanism. Finding the values of θ4, θ5 and θ6 is similar to the
solution used in the 3R¯RR inverse kinematic solution. Start by defining the vector
d:
d = o5 − o3 (B.38)
and define the magnitude of this vector as d = ‖d‖. The values of θ4 and θ5 are found
by looking at the triangle created by links 4 and 5 and the vector d and applying the
law of cosines. This results in the solution:
θ4 = − arccos
(
dT xˆ3
d
)
+ arccos
(
l24 + d
2 − l25
2l4d
)
(B.39)
and
θ5 = −pi + arccos
(
l24 + l
2
5 − d2
2l4l5
)
(B.40)
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Using forward kinematics, the orientation of frame {5} = {xˆ5, yˆ5, zˆ5} is now known
and the final joint angle θ6 can be calculated as:
θ6 = arccos
(−xˆT5 ek
‖ek‖
)
(B.41)
Once the inverse kinematics of the mechanism have been calculated, it is possible
to derive the instantaneous kinematics relating an end effector twist x˙ =
[
p˙T , ωT
]T
to
the actuated joint velocities q˙. The derivation begins with the velocity loop closure
equation for a kinematic chain:
q˙1 (zˆ0 × (o5 − o0))+θ˙2 (zˆ1 × d)+θ˙3 (zˆ2 × d)+θ˙4 (zˆ3 × d)+q˙2 (zˆ4 × (o5 − o4)) = p˙+ω×e(k)
(B.42)
Applying dT to equation (B.42) will eliminate the passive joint variables and results
in the following equation:
q˙1d
T (zˆ0 × (o5 − o0)) + q˙2dT (zˆ4 × (o5 − o4)) = dT +
(
e(k) × dT
)T
ω (B.43)
Each kinematic chain has two active joints and therefore two equations are needed
per kinematic chain. The loop velocity closure equation can also be written from the
perspective of the spherical joint. This results in the following equation:
q˙1 (zˆ0 × (o5 − o0)) = p˙ + ω × (o2 − p) + θ˙2 (zˆ1 ×−d) + q˙2 (zˆ4 × (o3 − o4)) (B.44)
A special characteristic of this design is the the rotation axes of links 4,5 and 6 are
parallel. This means that zˆ4 = zˆ5. Using this fact and multiplying zˆ
T
5 into (B.44)
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results in the second required equation:
q˙1zˆ
T
5 (zˆ0 × (o5 − o0)) = zˆT5 p˙ + ((o2 − p)× zˆ5)T ω (B.45)
This process can be repeated for each kinematic chain. The final Jacobian Jqx is
then calculated as:
Jqx = J
−1
q Jx (B.46)
where
Jq =

J1,1, J1,2, 0, 0, 0, 0
J2,1, 0, 0, 0, 0, 0
0, 0, J3,3, J3,4, 0, 0
0, 0, J4,3, 0, 0, 0
0, 0, 0, 0, J5,5, J5,6
0, 0, 0, 0, J6,5, 0

(B.47)
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with
J1,1 = d
T
(1)
(
zˆ0,(1) × (o5,(1) − o0,(1))
)
J1,2 = d
T
(1)
(
zˆ4,(1) × (o5,(1) − o4,(1))
)
J2,1 = zˆ
T
5,(1)
(
zˆ0,(1) × (o5,(1) − o0,(1))
)
J3,3 = d
T
(2)
(
zˆ0,(2) × (o5,(2) − o0,(2))
)
J3,4 = d
T
(2)
(
zˆ4,(2) × (o5,(2) − o4,(2))
)
J4,3 = zˆ
T
5,(2)
(
zˆ0,(2) × (o5,(2) − o0,(2))
)
J5,5 = d
T
(3)
(
zˆ0,(3) × (o5,(3) − o0,(3))
)
J5,6 = d
T
(3)
(
zˆ4,(3) × (o5,(3) − o4,(3))
)
J6,5 = zˆ
T
5,(3)
(
zˆ0,(3) × (o5,(3) − o0,(3))
)
and
Jx =

dT(1),
(
e(1) × dT(1)
)T
zˆT5,(1),
(
(o2,(1) − p)× zˆ5,(1)
)T
dT(2),
(
e(2) × dT(2)
)T
zˆT5,(2),
(
(o2,(2) − p)× zˆ5,(2)
)T
dT(3),
(
e(3) × dT(3)
)T
zˆT5,(3),
(
(o2,(3) − p)× zˆ5,(3)
)T

(B.48)
The Jacobian Jθx could not be computed in the manner used for the 3R¯RR due
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to the spherical joint. The Euler angle parameterizations result in gimbal lock condi-
tions. Instead, the forward kinematic Jacobian for each chain is computed indepen-
dently and inverted to create the matrix:
Jθx =

J−1xθ(1)
J−1xθ(2)
J−1xθ(3)
 (B.49)
where, given the definition ui,(k) = zi−1,(k)
(
p− oi−1,(k)
)
, the Jacobian Jxθ(k) is defined
as:
Jxθ(k) =
u1,(k), u2,(k), u3,(k), u4,(k), u5,(k), u6,(k)
z0,(k), z1,(k), z2,(k), z3,(k), z4,(k), z5,(k)
 (B.50)
The final set of Jacobians required to evaluate the static balancing of this mech-
anism, Jcθ,i,(k) which are expressed by:
Jcθ,i,(k) =
[
vi,1,(k), vi,2,(k), vi,3,(k), vi,4,(k), vi,5,(k), vi,6,(k)
]
(B.51)
where
vi,j,(k) =

zi−1,(k) ×
(
0ci,(k) + oi−1,(k) − oj−1,(k)
)
, if i ≥ j
[0, 0, 0]T , otherwise
(B.52)
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