Epilepsy is a global epidemic, with increased incidence in low and middle income countries compared to high income countries. It is characterized by recurrent unprovoked seizures which can be non-invasively diagnosed from the electroencephalogram (EEG). The EEG is the ensemble neuronal electrical activity in the brain recorded along the scalp. The subtle changes in these EEG signals provide vital information about state and function of the brain. The EEG signals are non-linear, non-stationary and non-Gaussian in nature. The traditional time, frequency and time-frequency representations involve linear transformations that can provide the intuitive understanding of these signals. However, there is a need for improving the sensitivity of the seizure detection systems. Intrinsic time-scale decomposition (ITD) is a new non-linear method of time-frequency representation which can decipher the minute changes in the nonlinear signals. In this work, we have automatically classified normal, inter-ictal and ictal EEG signals using the features derived from the ITD representation. The energy, fractal dimension and sample entropy 2 features computed on ITD representation coupled with decision tree classifier has yielded an average classification accuracy of 95.67%, sensitivity and specificity of 99% and 99.5% respectively using ten-fold cross validation scheme. With application of the nonlinear ITD representation, along with conceptual advancement and improvement of the accuracy, the developed system is clinically ready for mass screening in resource constrained and emerging economy scenarios.
Introduction
Contributions Epilepsy is a chronic neurological disorder characterized by recurrent and unprovoked seizures. It is caused by an abnormal, excessive and hyper-synchronous neuronal discharge in the brain. 1, 2 In total, approximately 50 million people worldwide are affected by epilepsy, with 85% of them living in developing countries. 2 Every year, two million new cases are being reported worldwide. 2 A meta-analysis of 33 articles described a median incidence rate of epilepsy of 50.4 per 100,000 people each year. 3 Specifically, the analysis revealed a higher incidence rate for low income and middle income countries of 81.7 per 100,000 each year as compared to high income countries with 45.0 per 100,000 each year. 3 Epilepsy can be non-invasively diagnosed using electroencephalograms (EEG). These EEG signals are the electrical activity of the brain recorded on the scalp that can be used to diagnose epilepsy by visual inspection. This method, however, is time-consuming, cumbersome, inaccurate and exhibits inter-observer variability. The detection of epileptic seizures using the EEG by an automated computer algorithm plays therefore an important role in the diagnosis epilepsy. 4 Much work has been carried out over the past 20 years using time and frequency domain measures to characterize and detect epilepsy. The EEG signal sampled at high frequency is shown to be effective in localizing epileptic foci, 5 while the linear prediction method was shown to be useful in the generation, storage and transmission of EEG. 6 The artifacts in the EEG signal were removed and the individual sources were separated by Independent Component Analysis (ICA). 7 However, all these methods are time domain methods which are very trivial, less sparse and provide poor representation of the data. The power spectral density was estimated using autoregressive moving average, Yule Walker and Burg's method, and these spectral features were used for identification of the seizures. 8 Although these frequency domain methods provide precise frequency resolution, they do not offer good time resolution. The frequency domain methods are not able to indicate the exact time when a certain frequency component occurs (time resolution). In order to overcome this limitation various time-scale methods were proposed. Among them, wavelet transform is a sub-class of time-scale representations. The wavelet transform was used to represent various aspects of the non-stationary signals. 9 The epileptoform discharges were characterized in patients with absence seizures using Daubechies and harmonic wavelets, which captured the localized transient features in the timescale domain. 9 Using 2D fast Fourier transform of the spectrograms, the seizure episodes in 24-hour EEG were detected by self organizing map (SOM). 10 Using wavelet transform and heuristic rules, the seizures were identified in long-term EEGs. 11 However, all these methods were linear and are unable to capture the subtle information present in the amplitude and durations of the EEG signals. The nonlinear interrelationships among various harmonic components and the phase locking were not well represented in these linear methods. Hence, the higher order spectra (HOS) was utilized to characterize the EEG and predict seizures.
12
The recurrence quantification analysis method was employed to extract certain features that categorized three classes using support vector machine (SVM).
13
A range of EEG analysis methods suitable for the detection and diagnosis of Alzheimer's disease were reviewed. 14, 15 The authors concluded that a mixture of markers/parameters and a combination of novel computational models would provide an improved detection and accuracy rate for the diagnosis of Alzheimer's disease. 14, 15 Using the Voxel based morphometry method, Alzheimer's disease was detected using magnetic resonance images (MRI) of brain. 14 The delta, theta, alpha, beta, gamma rhythms in the EEG were separated using wavelet and chaos methods like correlation dimension, and largest Lyapunov exponent were then applied on these sub bands to classify the normal, inter-ictal and ictal EEG signals. 15, 16 The spiking neural networks were described and proposed that they mimic the information transfer in the biological systems such as epileptic brain. 17 An multiparadigm methodology was suggested to be valuable for the diagnosis of attention deficit hyperactivity disorder (ADHD) using EEG signals. 43 The authors used nonlinear features and obtained 95.6% of accuracy using RBFNN. 43 With help of visibility graphs, nonlinear features of EEG sub-bands were computed for Alzheimer's disease (AD) using PCA on the features and RBFNN, which achieved an accuracy rate of 97.7%. 44 The nonlinear features, such as fractal dimension, were used for the diagnosis of autistic spectrum disorder among children using EEG. 45 They obtained 90% of classification accuracy using radial basis function classifier. 45 A measure called fuzzy synchronization likelihood was proposed as a marker of ADHD and reported that this new technique is more reliable. 46 The AD is diagnosed using fractal dimension (Katz method on the beta band EEG when eyes were closed separated by wavelet method) with accuracy of 99.3%. 47 Using the features extracted from the EEG sub-bands with coherence as a measure of cortical connectivity, the AD is diagnosed with 100% accuracy. 48 In a recent study, the inter-hemispheric, intra-hemispheric and distal coherence were studied on the EEG of AD patients. 49 It was observed that a pattern of decrease in AD coherence was indicative for a reduction in cortical connectivity. 49 A new methodology, called structure of the brain functioning connectivity (SBFC), utilized graph theory and community pattern analysis on the EEG signals for ADHD diagnosis. 50 A methodology that investigates the organization of the overall and hemispheric brain network of patients with ADHD using weighted graph was proposed. 51 Also, there were many recent works that used EEG for the detection of autism, 54, 56 57 An adaptive and data driven method, empirical mode decomposition (EMD), was used to extract diagnostic features, which enabled classification into seizure and non-seizure classes. 18 Using the derived features of EMD, normal, inter-ictal and ictal EEG signals were classified and reported 95.33% accuracy using C4.5 classifier. 20 The introduction of EMD technique made a conceptual improvement in the time-frequency-energy (TFE) analysis for non-stationary and nonlinear signals. The EMD technique has several drawbacks that brought down its practical utility, and therefore, it may cause inaccuracies in representing the signal dynamics. The baseline defined by EMD technique does not provide a residue which was a proper rotation component. In order to overcome this drawback of not being able to consistently generate proper rotation components, Huang et al., developed an iterative sifting process to generate a sequence of signal baseline candidates until a proper rotation residual was found. This sifting process has two objectives. (i) To separate high frequency, small amplitude waves which are superimposed on (riding atop), low frequency larger amplitude waves, and (ii) To smooth out or average out the uneven amplitudes in the IMF being extracted. But these two objectives are conflicting each other for non stationary signals. The riding waves are transient in nature and/or are highly variable in amplitude. The process of smoothing out the uneven amplitudes using sifting can prevent faithful extraction of these waves. The iterative sifting process causes smearing of TFE information across different decomposition levels. This results in intra level smoothing of TFE information, which is unlikely to capture the intrinsic characteristics of the signal under analysis. Apart from this, the process of iterative sifting fails to produce proper rotation components and it requires a stopping criterion in the EMD procedure to keep the process bounded. It also limits the computational energy expended.
The outline of the paper is as follows. In section 2, the data set and methodology are briefly explained in section 3. Results of this proposed work is presented in section 4. Results are discussed in section 5, and the paper concludes in section 6.
Data description
The EEG data analyzed in this study was obtained from the open access online-library at the Bonn university. 19, 20 Three classes were used in our analysis, viz., normal, inter-ictal and ictal. We have investigated 100 files, each of 23. 
Methodology
The block diagram of the proposed methodology is shown in Figure 2 . The EEG signal is decomposed into TFE components using ITD technique. The low pass (L) and high pass (H) signals obtained using ITD method were used for further extraction of features. The energy, Higuchi fractal dimension, and sample entropy were computed on each of the low pass and high pass signals. These features were subjected to Analysis of Variance (ANOVA) test for statistical analysis and the significant subsets of features were used for pattern identification using classifiers. The following section describes the methods of the study.
The Intrinsic time-scale decomposition (ITD)
The new ITD method proposed by Frei and Osorio (2007) 21 is briefly described in the next paragraph.
Given an input signal t X to be analyzed. An operator L is defined, which will extract the baseline component from t X such that it would be a proper rotation. 21 In other words, L is an operator to extract the low pass signal. The given signal t X can be decomposed as 21 , 
where, is set during computation. The baseline signal (low pass signal), t L is obtained in this way to maintain the monotonicity of t X between the extreme points. Once the baseline signal is computed in accordance with Eqn. (2) and (3), the residual or the high pass signal is computes as,
Features extraction using ITD representation
After the extraction of the low pass baseline signal and the high pass residual signals using ITD technique, the energy, Higuchi fractal dimension and sample entropy were computed. They are briefly explained below:
Energy
The energy of the given time series (baseline signal () (5) where N is the signal length and F is the Fourier transform and k is the frequency variable of Fourier transform.
Higuchi fractal dimension
Suppose if (1) , (2) ( 2 ),....,
where m , indicates initial time value in the time series.
k indicates the discrete time intervals between points (delay). a   indicates integer part of a . For each of the curves or the time series generated, the average length is defined and computed as 22, 23 ,
where N is the total length of the data sequence under analysis.
( 
where k is a index. The probability of finding another vector within a distance r from the vector () ui is obtained as 24 , ' The number of , , 1 such that
We can compute,
Now the sample entropy is defined as, 
ANOVA test
The significance of each of these six features was tested using analysis of variance (ANOVA) test. It is a statistical test, which uses Fisher's discriminatory criterion. The test computes a F measure, which is the ration of between-group scatter and within-group scatter. If the F measure is relatively higher, then the feature is able to provide good discrimination. On the other hand, if it is low then the feature is not good for classification. Also, the test computes a probability value (p-value) that is nearly zero for the discriminatory features.
Classification of EEG
Three features, energy, Higuchi's fractal dimension and sample entropy of both baseline and high pass signals were subjected to pattern classification using SVM, PNN and decision tree classifiers. They are briefly explained below.
Support vector machine (SVM)
Support vector machine is a highly nonlinear classifier. 25, 26 It minimizes structural risk unlike other classifiers, which minimize the empirical risk. The SVM has more generalization ability compared to other classifiers, in the sense that it can classify unseen new data correctly. It simultaneously maximizes the distance between the patterns and the class separating hyper plane in different classes. Generally, the features are not well separated in the feature space, therefore a nonlinear transformation is performed before SVM optimization. There were different kernels that could be applied in SVM classification. They were quadratic, polynomial and radial basis function (RBF) kernels. The SVM without kernel transformation is termed as linear kernel SVM.
Probabilistic neural network (PNN)
The probabilistic neural network (PNN) consists of input layer, pattern layer and category layer in its architecture. Each of the input node is connected to different pattern unit in the pattern layer. There would be as many number of classes in the data as the number of nodes in the category layer. Each of the pattern unit is connected to any one node of the output layer. The connections between the input nodes and the pattern units represent modifiable weights, which need to be trained. Once the PNN network structure is trained, a testing pattern is fed to it and is classified into one of the classes.
Decision tree (DT)
It is a non-parametric classifier that derives decision rules from the features of the training data 23 . These rules were selected based on the fact that they would provide the best split to discriminate the patterns from different classes. 27 The DT consists of a root node, connected successively with the directional links or branches to the other nodes. Each of these node splits into child node until a leaf node is reached from which there would not be further branching. The process of splitting stops when there is no further information gain. Once the decision rules were generated, and the tree structure is formed, the test patterns were fed to this tree and classified into different classes.
Results
The EEG signals of three classes were subjected to ITD decomposition. The baseline and the high pass signals were derived from the ITD representation. Figure 3 depicts the ITD representation of normal EEG. Table 1 provides the summary statistics of the obtained features from ITD representation. It can be seen that all the features are clinically significant having unique ranges (p<0.05). The ictal EEG signals have larger amplitude and abrupt synchronized variation. Hence, the energy is higher as compared to the other two classes and the entropy is large for normal EEG signals due to higher variability. Table 2 provides the classification performance using different classifiers on the feature set (Table1). It can be seen that the decision tree provided 95.67% of accuracy, sensitivity and specificity of 99.00% and 99.50% respectively with decision tree classifier. 
Discussion
Due to the abrupt increase in neural discharge during the ictal state, the amplitude of the EEG signals increases abruptly. A large number of neurons in the cerebral cortex suddenly start discharging in a highly organized rhythmic manner. This pattern starts and ends spontaneously without any external trigger. Therefore seizure is perceived as an intrinsic property of the epileptic brain that is actually poorly understood till date. 28 There will be changes in the EEG signal parameters, amplitude, frequency, phase and nonlinear representations, during the state change from normal to inter-ictal and from inter-ictal to ictal. The objective of the current study is to quantify this change in the non linear domain using the ITD representation. Since the ITD method overcomes all limitations of other timefrequency-energy representations such as wavelets, EMD etc., it should provide well discriminable features from the EEG signals. When they are used for automated classification, the classifiers would yield higher accuracy. Table 3 summarizes the literatures on automated detection of three classes using same database used.
The higher order spectra (HOS) features such as bispectrum invariants and two normalized entropy measures were used for the classification of three classes using Gaussian mixture model (GMM) and reported to exhibit an accuracy of 95%, sensitivity of 92.22% and specificity of 100%. 29 The same three features along with power spectral density features provided 93.11% of accuracy for the three class problem. 12 Also, they have shown that the power spectral density features alone provided 88.78% of accuracy with GMM. 12 Three EEG classes were classified using spiking neural networks (SNN). 30 Three training algorithms, SpikeProp, QuickProp and RProp algorithms both in batch and incremental strategy were implemented in the SNN. RProp method yielded an highest accuracy of 92.5%. 30 Using wavelet analysis and error back propagation neural network, the nine mixed band features were classified. 31 Their system was able to classify with an accuracy of 96.7%. 31 The nine mixed band features were reduced in dimensionality using principal component analysis (PCA) and classified using cosine radial basis function neural network (RBFNN) and obtained accuracy of 96.6%.
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Using multi spiking neural network, the mixed band features were classified with 90.7% to 94.8% of accuracy. 33 Martis et al. used intrinsic mode functions derived from empirical mode decomposition (EMD) for the classification of three classes using EEG and obtained an accuracy of 95.33%, a sensitivity of 98% and a specificity of 97% with the C4.5 decision tree. 34 Using
Lyapunov exponents as features and recurrent neural network (RNN) classifier, the EEG signals from three classes were classified with 96% of accuracy. 35 They used Levenberg-Marquardt algorithm to train RNN. The correlation dimension, largest Lyapunov exponent, fractal dimension, approximate entropy and Hurst exponent were used for the classification of EEG signals from three classes and obtained 95% of accuracy, sensitivity and specificity of 92.22% and 100% with GMM classifier respectively. 36 Three peak magnitudes of frequency components in the Fourier spectrum along with the corresponding frequencies were employed for classification with SVM, and achieved 93.33% accuracy, 98.33% sensitivity and 96.67% specificity. 8 Features based on HOS, approximate entropy, sample entropy, fractal dimension and Hurst exponent were used for EEG classification and obtained 99.7% of classification accuracy, sensitivity and specificity of 100% with fuzzy classifier. 37 The entropy measures approximate entropy, sample entropy, phase entropies of bispectrum (S1 and S2) were used for EEG classification using seven classifiers (fuzzy sugeno classifier, SVM, K-nearest neighbor (KNN), probabilistic neural network (PNN), Decision tree, GMM and naive Bayes classifier (NBC)), and reported highest performance of 98.1% accuracy with fuzzy classifier. 38 The HOS cumulant features of wavelet packet decomposition (WPD) has provided 98.5% of accuracy, sensitivity and specificity of 100% using fuzzy classifier. 39 The features derived from recurrence quantification analysis (RQA) were fed to seven classifiers (SVM, GMM, fuzzy sugeno classifier, KNN, NBC, decision tree and radial basis function probabilistic neural network) in order to select the classifier for highest performance. 13 The SVM provided 95.6% of accuracy, 98.9% of sensitivity and 97.9% of specificity. 13 In a recent work, the continuous wavelet transform, HOS and texture parameters were utilized for EEG classification and obtained 96% of accuracy using SVM with RBF kernel function. 40 The current study using ITD representation has many advantages compared to other traditional methods such as Fourier analysis, wavelet transform and other time frequency energy representation methods such as EMD. The required sifting process forces the EMD to be applied in a window based manner on the signal. This process is data dependent, has computational complexity and loss of TFE information on time scales longer than the window length. Each sifting operation causes an inward propagation of window boundary, which is also called edge effects that would limit its ability to extract meaningful TFE information. The EMD baseline is determined exclusively by the extrema, and it ignores all other critical signal information, which would result in mislocalization of temporal information and results in spurious phase shifts and distortion in the rotation components it extracts. The splines, used in the extraction of baseline in the EMD method, result in well known difficulties associated with this type of interpolation. For example, the overshoots and undershoots of the interpolating cubic splines generate spurious extrema, and can exaggerate or shift the existing extrema. Hence, the resultant IMF obtained by EMD method would differ from those of the original signal and do not retain the important TFE information, which naturally the signal under analysis possess.
In the present study, an improvised technique of TFE analysis proposed by Frei and Osorio, called as intrinsic time-scale decomposition (ITD) was used to analyze and extract features from the EEG signals of normal, interictal and ictal classes. This method was specifically formulated for nonlinear and non-stationary signals as claimed by its inventors. The ITD method overcomes the limitations of EMD listed in the previous paragraph, as well as those associated with traditional techniques such as Fourier transform and wavelet transform. In fact, the ITD technique has the following advantages: (i) The signal would be decomposed efficiently using proper rotation components, for which instantaneous frequency and amplitude were well defined. Additionally, the rotation components capture the inherent TFE information and the time-frequencyenergy structures were well deciphered in this representation.
(ii) precise temporal information regarding instantaneous frequency and amplitude of the rotation components with a temporal resolution equal to the time-frequency of occurrence of extrema of the signal under analysis. (iii) The method provides a new class of real time signal filters in order to utilize the instantaneous amplitude and frequency/phase information in addition to the preservation of signal morphology. In the current study, this new technique of TFE analysis is applied to EEG signals for extracting the features in normal, interictal and ictal subjects.
In the present study, the features derived from ITD were used for automated classification. These features provide 95.67% of accuracy, 99.00% of sensitivity and 99.50% of specificity with decision tree classifier. 
Conclusion
EEG signals can be effectively used as the indictors of functional states of the brain, such as those seen in epilepsy. The subtle variations in the amplitude and duration of EEG cannot be discriminated by the naked eye. In order to provide increased separability, the nonlinear ITD model was employed for the screening of epilepsy. The key contribution of this study is the application of a robust non-linear model that enabled the caption of subtle changes during the transition from normal to inter-ictal and to ictal states. Features extracted from low frequency and high frequency components of ITD decomposition, which have the signatures of the minute variations were used as features for classification. In the present study, we have achieved the highest ever reported average accuracy of 95.67%, sensitivity of 99.00% and specificity of 99.50% with decision tree classifier. The developed system can be used as an adjunct tool for the physician in their practice and mass screening of populations.
