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ON SOME IDEALS WITH LINEAR FREE RESOLUTIONS
S¸TEFAN O. TOHAˇNEANU
ABSTRACT. Given Σ ⊂ K[x1, . . . , xk], any finite collection of linear forms, some possibly proportional, and
any 1 ≤ a ≤ |Σ|, it has been conjectured that Ia(Σ), the ideal generated by all a-fold products of Σ, has linear
graded free resolution. In this article we show the validity of this conjecture for two cases: the first one is when
a = d+1 and Σ is dual to the columns of a generating matrix of a linear code of minimum distance d; and the
second one is when k = 3 and Σ defines a line arrangement in P2 (i.e., there are no proportional linear forms).
For the second case we investigate what are the graded betti numbers of Ia(Σ).
1. INTRODUCTION
Let R := K[x1, . . . , xk] be the ring of (homogeneous) polynomials with coefficients in a field K, with
the standard grading. Denote m := 〈x1, . . . , xk〉 to be the irrelevant maximal ideal of R. Let ℓ1, . . . , ℓn
be linear forms in R, some possibly proportional, and denote this collection by Σ = (ℓ1, . . . , ℓn) ⊂ R; we
need a notation to take into account the fact that some of these linear forms are proportional. For ℓ ∈ Σ, by
Σ \ {ℓ} we will understand the collection of linear forms of Σ from which ℓ has been removed. Also, we
denote |Σ| = n, and rk(Σ) := ht(〈ℓ1, . . . , ℓn〉).
Let 1 ≤ a ≤ n be an integer and define the ideal generated by a-fold products of Σ to be the ideal of R
Ia(Σ) := 〈{ℓi1 · · · ℓia |1 ≤ i1 < · · · < ia ≤ n}〉.
We also make the convention I0(Σ) := R, and Ib(Σ) = 0, for all b > n. Also, if Σ = ∅, Ia(Σ) = 0, for any
a ≥ 1.
When the linear forms ℓ1, . . . , ℓn define a hyperplane arrangement A ⊂ P
k−1 (so for all i 6= j,
gcd(ℓi, ℓj) = 1), we will denote Σ = A = {ℓ1, . . . , ℓn}.
A homogeneous ideal I ⊂ R generated in degree d it is said to have linear (minimal) graded free resolu-
tion, if one has the graded free resolution
0→ Rnb+1(−(d+ b))→ · · · → Rn2(−(d+ 1))→ Rn1(−d)→ R→ R/I → 0,
for some positive integer b. The integers nj ≥ 1 are called the betti numbers of R/I , and since we have
exactly one shift at each step in the resolution, they match the graded betti numbers. By convention, the
zero ideal has linear graded free resolution. Also we say that R/I has linear graded free resolution if and
only if I has linear graded free resolution.
[1, Conjecture 1] states that for any collection of linear forms Σ, and any 1 ≤ a ≤ |Σ|, the ideals Ia(Σ)
have linear graded free resolution. In [9] is presented the current state of this conjecture, as well as new
instances when the conjecture is true: Theorem 2.2 shows the validity for k = 2, and Theorem 2.5 shows
the validity for a = |Σ| − 2.
In this article we check the validity of the conjecture when a = d+ 1, where d is the minimum distance
of the linear code dual to Σ; and for k = 3, but when Σ = A = {ℓ1, . . . , ℓn}.
The strategy to prove these two cases is the following.
• The proof is by induction on pairs (|Σ|, rk(Σ)).
• Often we appeal to the simple observation that if ℓ ∈ Σ, then for all a, Ia(Σ) = ℓ · Ia−1(Σ \ {ℓ}) +
Ia(Σ \ {ℓ}).
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• By knowing how Ia(Σ)
sat looks like, from inductive hypotheses coupled with Remark 1.1 below,
we are able to show that there exists an ℓ ∈ Σ such that
Ia(Σ) : ℓ = Ia−1(Σ \ {ℓ}).
• Consider the short exact sequence of graded R-modules:
0 −→
R(−1)
Ia−1(Σ \ {ℓ})
·ℓ
−→
R
Ia(Σ)
−→
R
〈ℓ, Ia(Σ)〉
−→ 0.
• Most of the time due to inductive hypotheses, the leftmost and the rightmost nonzero modules
have linear graded free resolutions, equivalently, by [5, Theorem 1.2], their Castelnuovo-Mumford
regularities are both ≤ a− 1.
• Apply the inequalities of regularity under short exact sequence (see [4, Corollary 20.19 b.]), to
conclude that reg(R/Ia(Σ)) ≤ a− 1, and therefore that R/Ia(Σ) has linear graded free resolution.
Remark 1.1. Let J ⊂ R be an ideal generated in degree a. Then J ⊆ J sat ∩ma.1 If R/J has linear graded
free resolution (equivalently, reg(R/J) = a− 1), since H0m(R/J) = J
sat/J , by [3, Theorem 4.3], we have
(J sat/J)e = 0, for any e ≥ a. This means that J
sat ∩ma ⊆ J , and therefore
J = J sat ∩ma.
In the last part we present an addition-deletion technique to find the graded betti numbers for
K[x, y, z]/Ia(A) for any 1 ≤ a ≤ |A|, where A is a line arrangement in P
2.
2. THE SCHEME OF PROJECTIVE CODEWORDS OF MINIMUM WEIGHT
A linear code C of dimension k, and length n, is the image of a K-linear map Kk −→ Kn, given by a
(generating) matrix G of size k × n; most of the time one supposes that G has no zero column, and we
suppose this as well. The minimum distance, d1(C), is the minimum number of nonzero entries in a nonzero
vector in C. dim(C) = rk(G), n, and d1(C) are called the parameters of C, and they are invariant under
rescaling and permutation of the columns of G. The left-multiplication of G by any k × k invertible matrix
gives the same linear code C. Because of these, one has the following duality:
To each column (c1, . . . , ck)
T ofG consider the dual linear form c1x1+ · · ·+ckxk inR = K[x1, . . . , xk].
Consequently, to G we can associate a collection of linear forms Σ = (ℓ1, . . . , ℓn) ⊂ R. Also, this process
is reversible: to any collection of linear forms we can associate a generating matrix of a linear code C. The
dimension of C equals the rank of the collection of linear forms dual to some (any) generating matrix of the
code. Because of this duality, we will replace Σ by its dual code C.
Suppose rk(G) = k. Generalizing the notion of minimum distance, for any 1 ≤ r ≤ k one can define
the r-th generalized Hamming weight, dr(C), which by classical results in coding theory (see for example
[1, Corollary 1.3 and Proposition 1.7]) has the following description: n− dr(C) is the maximum number of
columns of G that span a k − r dimensional vector space. For example, n− dk(C) = 0, since we assumed
that G has no zero columns. Or, n−dk−1(C) is the maximum number of columns ofG that are proportional
to each-other.
The r-th generalized Hamming weights help determine the heights of ideals generated by a-fold products
of linear forms. From [1, Proposition 2.2], for r = 1, . . . , k, with the convention that d0(C) = 0, for any
dr−1(C) < a ≤ dr(C), one has
ht(Ia(C)) = k + 1− r.
For example, if 1 ≤ a ≤ d1(C), then ht(Ia(C)) = k, the maximum possible value.
From [8, Theorem 3.1], we have that for any 1 ≤ a ≤ d1(C),
Ia(C) = m
a.
This has been the starting point of [1, Conjecture 1], since powers of the irrelevant ideal have linear graded
free resolution (see for example [5, Corollary 1.5]).
1If I ⊂ R is a homogeneous ideal, by definition Isat := {f ∈ R|∃n(f) ≥ 0 such that mn(f) · f ⊂ I}.
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In this first part of the paper we will show that Id1(C)+1(C) has also linear graded free resolution, gen-
eralizing one of the main results in [2]. As mentioned in there, such a result has very good applications in
error-correcting messages, via saturation with respect with an extra variable.
2.1. Projective codewords of minimum weight. The weight of a vector v ∈ Kn, denoted wt(v), is the
number of its nonzero entries. So the product of any wt(v)+1 entries of v is zero, and there exist a product
of wt(v) entries of v that is nonzero.
Elements of C are called codewords, and a codeword of minimum weight is a codeword of weight d1(C).
A projective codeword of minimumweight is the equivalence class of a codeword of minimumweight, under
multiplication by nonzero scalars. So we can think of a projective codeword of minimum weight as a point
[β1, . . . , βn] ∈ P
n−1. Suppose rk(G) = k. Then, each projective codeword of minimumweight corresponds
uniquely to a point [α1, . . . , αk] ∈ P
k−1, via the left-multiplication (α1, . . . , αk) ·G = (β1, . . . , βn).
These two observations put together give that the variety of projective codewords of minimum weight
corresponds to
V (Id1(C)+1(C)) ⊂ P
k−1.
Wewill abuse terminology by saying that the scheme of projective codewords of minimum weight is defined
by Id1(C)+1(C).
Remark 2.1. By [8, Lemma 2.2], if V (Id1(C)+1(C)) = {Q1, . . . , Qm}, then
(Id1(C)+1(C))
sat = q1 ∩ · · · ∩ qm,
where, for 1 ≤ i ≤ m, qi ⊂ R is the linear prime ideal of the point Qi.
Remark 2.2. Let ℓ ∈ Σ, and denote by C′ the linear code dual to Σ \ {ℓ}. Denote d := d1(C), and
d′ := d1(C
′). Also denote by G, respectively G′, the corresponding dual generating matrices; G′ is the
matrix obtained from G by removing the column dual to ℓ. The following classical results happen (see [6]):
(i) If dim(C′) = k− 1, then all the n− 1 columns of G′ will span a k− 1 dimensional vector space, so
d = 1.
(ii) If d ≥ 2, then dim(C′) = k, and d′ equals d or d− 1.
(iii) Let d ≥ 2. Suppose d′ = d − 1, and suppose ℓ = ℓn dual to the last column of G. Let v
′ =
(β1, . . . , βd−1, 0, . . . , 0) ∈ K
n−1 be a projective codeword of minimum weight of C′, and suppose
it corresponds to (α1, . . . , αk)︸ ︷︷ ︸
Q
·G′ = v′. Obviously, v := (v′, ℓ(Q)) ∈ Kn is a codeword of C. If
ℓ(Q) = 0, then v is a projective codeword of weight d− 1 of C; impossible. So ℓ(Q) 6= 0, and v is
a projective codeword of minimum weight (equal to d) of C. So, if d′ = d− 1, then
(Id′+1(C
′))sat =
⋂
ℓ/∈qi
qi,
where (Id+1(C))
sat = q1 ∩ · · · ∩ qm.
Theorem 2.3. Let Σ be a collection of n linear forms inR := K[x1, . . . , xk]. Let d be the minimum distance
of the linear code dual to Σ. Then, Id+1(Σ) has linear graded free resolution.
Proof. We will prove the result by induction on the pairs (|Σ|, rk(Σ)), where |Σ| ≥ rk(Σ) ≥ 2.
Base Cases. If rk(Σ) = 2, after a change of variables we can suppose that Σ ⊂ K[x1, x2]. [9, Theorem 2.2]
proves this case.
If |Σ| = rk(Σ) (which we can suppose it equals k ≥ 2), then after a change of variables we can assume
that Σ = (x1, . . . , xk). In this case d = 1. From results concerning star configurations (see part (3) in the
Introduction of [9]), Ia(Σ) has linear graded free resolution for any 1 ≤ a ≤ k.
Induction Step. Suppose |Σ| > rk(Σ) = k ≥ 3. Let C be the linear code dual to Σ. So the length of C is n,
the dimension is k, and the minimum distance is d ≥ 1. The inductive hypotheses say that if ℓ ∈ C, and if
C′ := C \ {ℓ} has minimum distance d′, then Id′+1(C
′) has linear graded free resolution.
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CLAIM 1: There exists ℓ ∈ Σ such that, with the notations above,
Id+1(C) : ℓ = Id(C
′).
Proof. Suppose d = 1. Then, there exists a codeword of C with exactly one nonzero entry (say, the n-th
entry). Since this is a vector in Kn which is a linear combination of the k rows of G, we can replace the
last row of G by this vector, and after a change of variables we can assume ℓn = xk. So, after a left-
multiplication of G by an invertible matrix, we can assume that ℓ1, . . . , ℓn−1 are linear forms in variables
x1, . . . , xk−1, and ℓn = xk.
Take ℓ = ℓn = xk. Let f ∈ I2(C) : xk. Since I2(C) = xkI1(C
′) + I2(C
′), we have xk(f − g) ∈ I2(C
′),
for some g ∈ I1(C
′). But from the change of variables above, xk is a nonzero divisor mod I2(C
′), so
f − g ∈ I2(C
′). Since I2(C
′) ⊂ I1(C
′), we have I2(C) : xk ⊂ I1(C
′). The inclusion ⊇ is obvious, so for
d = 1 the claim is shown.
Suppose d ≥ 2. Let ℓ be any element of Σ. From Remark 2.2 (ii), dim(C′) = k, and d′ = d or d′ = d−1.
If d′ = d, then Id(C
′) = md. Since Id+1(C) ⊂ m
d+1, we have that
Id+1(C) : ℓ ⊂ m
d+1 : ℓ = md = Id(C
′).
Since the other inclusion is obvious, the claim is shown for this situation.
Suppose d′ = d− 1. We have that Id+1(C) ⊆ (Id+1(C))
sat ∩md+1. Therefore, from Remark 2.1,
Id+1(C) : ℓ ⊆ (q1 : ℓ) ∩ · · · ∩ (qm : ℓ) ∩ (m
d+1 : ℓ).
If ℓ ∈ qi, then qi : ℓ = R, and if ℓ /∈ qj , then qj : ℓ = qj . Also, m
d+1 : ℓ = md. All together, via Remark
2.2 (iii), give
Id+1(C) : ℓ ⊆ (Id′+1(C
′))sat ∩md.
But, by inductive hypotheses, Id′+1(C
′) has linear graded free resolution, and therefore, by Remark 1.1, the
last intersection above equals Id′+1(C
′) itself. So in this case we obtained that
Id+1(C) : ℓ ⊆ Id(C
′).
Since the other inclusion is obvious, we proved the claim for this remaining case as well. 
Let ℓ ∈ Σ be such that via CLAIM 1, Id+1(C) : ℓ = Id(C
′). Suppose ℓ = ℓn.
As we explained in the Introduction, we have the short exact of graded R-modules
0 −→
R(−1)
Id(C′)
−→
R
Id+1(C)
−→
R
〈ℓ, Id+1(C)〉
−→ 0.
First we deal with the leftmost nonzero module.
(a) If d = 1, then I1(C
′) = 〈ℓ1, . . . , ℓn−1〉, which is a linear prime ideal, hence it has a linear graded
free resolution.
(b) If d ≥ 2 (so dim(C′) = k), and d′ = d, then Id(C
′) = md, which has linear graded free resolution.
(c) If d ≥ 2 and d′ = d− 1, then Id(C
′) = Id′+1(C
′), which by inductive hypotheses has linear graded
free resolution.
In conclusion,
reg
(
R(−1)
Id(C′)
)
= (d− 1) + 1 = d.
Now we deal with the rightmost nonzero module. We can suppose, after a change of variables, that
ℓ = ℓn = xk. Suppose that for some m = 0, . . . , n − 1, after a permutation of the elements of Σ, and a
rescaling, we have ℓm+1 = · · · = ℓn = xk, and that for all 1 ≤ i ≤ m, ℓi = ℓ¯i + cixk, ci ∈ K, where ℓ¯i are
linear forms in variables x1, . . . , xk−1.
Consider C¯ the linear code dual to Σ¯ := (ℓ¯1, . . . , ℓ¯m) ⊂ R¯ := K[x1, . . . , xk−1]. Let G¯ be the correspond-
ing generating matrix. Since we assumed that rk(Σ) = k, then rk(Σ¯) = rk(G¯) = dim(C¯) = k − 1. The
length of C¯ ism. Let d¯ := d1(C¯) be the minimum distance of C¯.
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We have that u := m − d¯ is the maximum number of columns of G¯ that span an (k − 1) − 1 = k − 2
vector space. WLOG, suppose these are the first u columns of G¯. Then ht(〈ℓ¯1, . . . , ℓ¯u〉) = k − 2. Since xk
is a nonzero divisor mod 〈x1, . . . , xk−1〉, we have ht(〈ℓ¯1, . . . , ℓ¯u, xk〉) = k − 1. But
〈ℓ¯1, . . . , ℓ¯u, xk〉 = 〈ℓ1, . . . , ℓu, xk〉 = 〈ℓ1, . . . , ℓu, ℓm+1, . . . , ℓn〉.
So the first u and the last n−m columns of G span a k − 1 dimensional vector space. Therefore
n− d ≥ u+ n−m = n− d¯,
leading to d¯ ≥ d.
(1) If d¯ ≥ d+ 1, then Id+1(C¯) = 〈x1, . . . , xk−1〉
d+1, which has a linear graded free resolution.
(2) If d¯ = d, then Id+1(C¯) = Id¯+1(C¯), which by inductive hypotheses has a linear graded free resolu-
tion.
To sum up we got
reg
(
R¯
Id+1(C¯)
)
= d.
But R/〈ℓ, Id+1(C)〉 and R¯/Id+1(C¯) are isomorphic as R-modules, so they have the same regularity (see
[3, Corollary 4.6]).
As we explained in the Introduction, we obtain that Id+1(C) has linear graded free resolution. 
3. LINE ARRANGEMENTS IN P2
In this section we assume that Σ = (ℓ1, . . . , ℓn) ⊂ R := K[x, y, z], with gcd(ℓi, ℓj) = 1, for i 6= j.
So ℓ1, . . . , ℓn define a line arrangement A ⊂ P
2; we will write Σ = A = {ℓ1, . . . , ℓn} ⊂ R. Suppose
rk(A) = 3.
We will show that for any 1 ≤ a ≤ n, the ideal Ia(A) has linear graded free resolution. This is known to
be true in various instances:
(a) If a = n, then In(A) = 〈ℓ1 · · · ℓn〉, which has linear graded free resolution.
(b) If a = n − 1, then, by [7], 0 −→ R(−n)n−1 −→ R(−n + 1)n −→ In−1(A) −→ 0 is a linear
graded free resolution.
(c) If a = n− 2, then [9, Theorem 2.4] shows that In−2(A) has linear graded free resolution.
(d) Let C be the linear code dual to A. Let d := d1(C). Then, as we observed, n − d is the maximum
number of columns of the generating matrix G that span a 3 − 1 = 2 dimensional vector space.
So m := n − d is the maximum number of concurrent lines of A. If 1 ≤ a ≤ n − m, then
Ia(A) = 〈x, y, z〉
a, which has linear graded free resolution.
(e) If a = n−m+ 1, by Theorem 2.3, In−m+1(A) has linear graded free resolution.
(f) IfA is generic (i.e., if any three linear forms ofA are linearly independent), then for any 1 ≤ a ≤ n,
Ia(A) has linear graded free resolution. This is true from parts (a), (b), and (d) above, sincem = 2.
Suppose Sing(A) := {P1, . . . , Ps} ⊂ P
2 is the set of all the intersection points of the lines of A. For
i = 1, . . . , s, let pi ⊂ R be the defining ideal of Pi; also, let ni = n(Pi) be the number of lines of A that
intersect at the point Pi. Note that m = max{n1, . . . , ns}, and ni ≥ 2 for all i = 1, . . . , s. If A is generic,
then ni = 2 for all i = 1, . . . , s.
Lemma 3.1. For any 1 ≤ b ≤ m− 1 we have
(In−b(A))
sat = p1
n1−b ∩ · · · ∩ ps
ns−b,
where if nj − b ≤ 0, then pj
nj−b is by convention equal to R.
Proof. Since 1 ≤ b ≤ m− 1, then n −m+ 1 ≤ n − b ≤ n− 1. If C is the linear code dual to A, we have
d1(C) = n −m, and d2(C) = n − 1. So d1(C) < n − b ≤ d2(C), which leads to ht(In−b(A)) = 2. Since
for all j = 1, . . . , s, (n− b)−n+nj = nj − b, and since In−b(A) = (In−b(A))
sat ∩J , where J is an ideal
which is 〈x, y, z〉-primary, [1, Proposition 2.3] proves the result. 
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Theorem 3.2. Let A = {ℓ1, . . . , ℓn} ⊂ R := K[x, y, z] be a line arrangement of rank 3. Then, for any
1 ≤ a ≤ n, the ideal Ia(A) has linear graded free resolution.
Proof. If m = max{n1, . . . , ns}, from parts (a) and (d) above we can suppose n −m + 1 ≤ a ≤ n − 1.
Let b := n− a, so 1 ≤ b ≤ m− 1. Since rk(A) = 3, thenm < n, so b ≤ n− 2.
We will show that In−b(A) has linear graded free resolution, by induction on n = |A| ≥ 3.
Base Case. If n = 3, then part (f) above proves the claim.
Inductive Step. Suppose n > 3. Let ℓ ∈ A, and let A′ = A \ {ℓ}.
CLAIM 2: We have In−b(A) : ℓ = In−b−1(A
′).
Proof. If rk(A′) = 2, after a change of variables we can suppose ℓ = ℓn = z, and A
′ = {ℓ1, . . . , ℓn−1} ⊂
K[x, y]. Same argument as in the beginning of proof of CLAIM 1, we have
In−b(A) : z = In−b−1(A
′) = 〈x, y〉n−b−1.
The last equality comes from 1 ≤ n − b − 1 ≤ n − 2, and from the fact that the minimum distance of the
linear code dual to A′ is n− 1− 1 = n− 2.
Suppose rk(A′) = 3. Suppose ℓ passes through P1, . . . , Pr , and avoids Pr+1, . . . , Ps. Since rk(A) = 3,
then r ≥ 2. We have In−b(A) ⊆ (In−b(A))
sat ∩ 〈x, y, z〉n−b. Therefore
In−b(A) : ℓ ⊆ (p1
n1−b : ℓ) ∩ · · · ∩ (ps
ns−b : ℓ) ∩ 〈x, y, z〉n−b : ℓ︸ ︷︷ ︸
〈x,y,z〉n−b−1
.
If ℓ ∈ pj , then pj
nj−b : ℓ = pj
nj−b−1; and if ℓ /∈ pj , then pj
nj−b : ℓ = pj
nj−b.
For i = 1, . . . , r, there are ni − 1 lines of A
′ passing through Pi, and for j = r + 1, . . . , s, there are nj
lines of A′ passing through Pj . If for some i ∈ {1, . . . , r}, ni = 2, then Pi doesn’t show up in Sing(A
′).
But at the same time, ni − b− 1 ≤ 0, so by Lemma 3.1 we can conclude
(p1
n1−b : ℓ)∩· · ·∩(ps
ns−b : ℓ) = p1
n1−b−1∩· · ·∩pr
nr−b−1∩pr+1
nr+1−b∩· · ·∩ps
ns−b = (In−1−b(A
′))sat.
By inductive hypotheses and Remark 1.1, In−1−b(A
′) = (In−1−b(A
′))sat ∩ 〈x, y, z〉n−1−b, so we ob-
tained
In−b(A) : ℓ ⊆ In−1−b(A
′).
Since the other inclusion is obvious, the claim is shown. 
The equality in CLAIM 2 gives the short exact sequence:
0 −→ R(−1)/In−1−b(A
′) −→ R/In−b(A) −→ R/〈ℓ, In−b(A)〉 −→ 0.
We can suppose ℓ = ℓn = z. Then 〈ℓ, In−b(A)〉 = 〈z, In−b(A¯)〉, where A¯ = (ℓ¯1, . . . , ¯ℓn−1) ⊂ K[x, y],
and ℓi ≡ ℓ¯i mod z. Some of the linear forms of A¯ may be proportional. Nonetheless, by [9, Theorem 2.2],
In−b(A¯) has linear graded free resolution, and so does the rightmost nonzero module in the short exact
sequence above.
About the leftmost nonzero module in the short exact sequence, if rk(A′) = 2, we saw at the beginning
of the proof of CLAIM 2, that In−1−b(A
′) has linear graded free resolution. If rk(A′) = 3, then by
inductive hypotheses, In−1−b(A
′) has linear graded free resolution. Therefore, by the strategy mentioned in
the Introduction, In−b(A) also has linear graded free resolution. 
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4. GRADED BETTI NUMBERS
4.1. The case k = 2. First suppose Σ = (ℓ1, . . . , ℓ1︸ ︷︷ ︸
m1
, . . . , ℓt, . . . , ℓt︸ ︷︷ ︸
mt
) ⊂ R := K[x, y], with t ≥ 1, and
gcd(ℓi, ℓj) = 1. Let 1 ≤ a ≤ v := m1 + · · · +mt, and for i = 1, . . . , t, let di := max{mi + a − v, 0}.
Then, by [1, Proposition 2.3] and [9, Lemma 2.1]2,
Ia(Σ) = ℓ
d1
1 · · · ℓ
dt
t · 〈x, y〉
e,
where e = max{a− (d1 + · · · + dt), 0}. Then, the minimal graded free resolution of R/Ia(Σ) is
0 −→ R
e
(−(a+ 1)) −→ R
e+1
(−a) −→ R;
so the graded betti numbers are b1(a,Σ) = e+ 1, b2(a,Σ) = e, and b3(a,Σ) = 0.
4.2. The case k = 3. Let A = {ℓ1, . . . , ℓn} ⊂ R := K[x, y, z] be a line arrangement in P
2, of rank 3. Let
m := 〈x, y, z〉.
Suppose Sing(A) := {P1, . . . , Ps} ⊂ P
2 is the set of all the intersection points of the lines of A. For
i = 1, . . . , s, let pi ⊂ R be the defining ideal of Pi; also, let ni = n(Pi) ≥ 2 be the number of lines of A
that intersect at the point Pi, and letm := max{n1, . . . , ns}.
For 1 ≤ a ≤ n, let
0 −→ Rb3(a,A)(−(a+ 2)) −→ Rb2(a,A)(−(a+ 1)) −→ Rb1(a,A)(−a) −→ R
be the minimal (linear) graded free resolution of R/Ia(A).
(i) As we already discussed, if 1 ≤ a ≤ n −m, then Ia(A) = m
a, and by [5, Proposition 1.7(c)], the
graded betti numbers of R/Ia(A) are
bi(a,A) =
(
a+ 2
a+ i− 1
)
·
(
a+ i− 2
a− 1
)
, i = 1, 2, 3.
(ii) If a = n, then In(A) = 〈ℓ1 · · · ℓn〉, and the graded betti numbers of R/In(A) are
b1(n,A) = 1, b2(n,A) = b3(n,A) = 0.
(iii) If a = n− 1, by [7, Lemma 3.2], the graded betti numbers of R/In−1(A) are
b1(n − 1,A) = n, b2(n− 1,A) = n− 1, b3(n,A) = 0.
(iv) If a = n − 2, [9, Theorem 2.4] presents the minimal free resolution of R/In−2(A), and hence its
graded betti numbers.
(v) If A is generic, then m = 2, and therefore items (i), (ii), and (iii) give the graded betti numbers of
R/Ia(A) for any 1 ≤ a ≤ n.
Remark 4.1. From the itemized list above, what is left to analyze are the graded betti numbers of R/Ia(A),
for n−m+ 1 ≤ a ≤ n− 2, and when A is not generic. In this case we have ht(Ia(A)) = 2. We also have
that R/Ia(A) is not Cohen-Macaulay. To show this we use the same trick as in proof of [8, Proposition 2.4]:
let ℓ1, ℓ2, ℓ3 ∈ A be such that 〈ℓ1, ℓ2, ℓ3〉 = m. Let V (ℓ) be some line that does not pass through P1, . . . , Ps.
So ℓ is a nonzero divisor mod (Ia(A))
sat. Also ℓ = c1ℓ1 + c2ℓ2 + c3ℓ3, for some constants c1, c2, c3 ∈ K.
Since a− 1 ≤ n− 3, there exist ℓi1 , . . . , ℓia−1 ∈ A \ {ℓ1, ℓ2, ℓ3}. Then
ℓ · (ℓi1 · · · ℓia−1) = c1ℓ1 · (ℓi1 · · · ℓia−1) + c2ℓ2 · (ℓi1 · · · ℓia−1) + c3ℓ3 · (ℓi1 · · · ℓia−1) ∈ Ia(A) ⊂ (Ia(A))
sat.
Since ℓ is a nonzero divisor, we obtain ℓi1 · · · ℓia−1 ∈ (Ia(A))
sat, which is an element of degree a − 1. So
Ia(A) ( (Ia(A))
sat.
To conclude the remark we have that in these conditions b3(a,A) ≥ 1.
2In the pre-published version, this lemma states that if n1 = max{n1, . . . , nm}, then, for 1 ≤ a ≤ n− n1, Ia(Σ) = 〈x, y〉
a,
and for n ≥ a ≥ n− n1 + 1, Ia(Σ) = ℓ1Ia−1(Σ \ {ℓ1}).
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Let ℓ ∈ A, and consider A′ := A \ {ℓ}. If rk(A′) = 3, by Theorem 3.2, Ia−1(A
′) has linear graded free
resolution, CLAIM 2 in the proof of that theorem is satisfied:
Ia(A) : ℓ = Ia−1(A
′).
If rk(A′) = 2, then CLAIM 2 is satisfied as we can see at the beginning of its proof.
As we have seen over and over again, this leads to the short exact sequence
0 −→ R(−1)/Ia−1(A
′) −→ R/Ia(A) −→ R/〈ℓ, Ia(A)〉 −→ 0.
• The leftmost nonzero module has minimal graded free resolution
0 −→ Rb3(a−1,A
′)(−(a+ 2)) −→ Rb2(a−1,A
′)(−(a+ 1)) −→ Rb1(a−1,A
′)(−a) −→ R(−1).
• Concerning the rightmost nonzero module, suppose ℓ = z and suppose ℓ(P1) = · · · = ℓ(Pt) = 0 and
ℓ(Pj) 6= 0, j = t+ 1, . . . , s. Then
〈ℓ, Ia(A)〉 = 〈z, Ia(A)〉,
where A := (ℓ¯1, . . . , ℓ¯1︸ ︷︷ ︸
n1−1
, . . . , ℓ¯t, . . . , ℓ¯t︸ ︷︷ ︸
nt−1
) ⊂ R := K[x, y]. Then, the rightmost nonzero module has minimal
free resolution
0 −→ Rb2(a,A)(−(a+ 2)) −→ Rb1(a,A)+b2(a,A)(−(a+ 1)) −→ R(−1)⊕Rb1(a,A)(−a) −→ R,
where b1(a,A) and b2(a,A) are determined according to Subsection 4.1.
Applying mapping cone technique, after appropriate cancellations (or by using loosely [5, Lemma 1.13]),
we obtain
(A) b3(a,A) = b3(a− 1,A
′) + b2(a,A).
(B) b2(a,A) = b2(a− 1,A
′) + b2(a,A) + b1(a,A).
(C) b1(a,A) = b1(a− 1,A
′) + b1(a,A).
Example 4.2. Consider the line arrangement A = {x, x−z, x+z, z, y, y−z}. We have n = 6 andm = 4,
so we are left to analyze the graded betti numbers when a = 3, and a = 4.
To be as explicit as possible, for each of these two case we will pick different sets of lines that will be
recursively deleted.
a = 3
• Take ℓ = y. Then A′ = {x, x− z, x+ z, z, y − z}, and A ≈ (z, z, x+ z, x, x− z) with b1(3,A) = 4,
b2(3,A) = 3. From (A), (B), (C) we have
b3(3,A) = b3(2,A
′) + 3
b2(3,A) = b2(2,A
′) + 3 + 4
b1(3,A) = b1(2,A
′) + 4.
• Take ℓ′ = y− z. Then A′′ := A′ \ {ℓ′} = {x, x− z, x+ z, z}, and A′ ≈ (x, x+ y, x− y, y). Then we
have b1(1,A
′′) = 2, b2(1,A
′′) = 1, b3(1,A
′′) = 0, and b1(2,A′) = 3, b2(2,A′) = 2. From (A), (B), (C)
we have
b3(2,A
′) = 0 + 2 = 2
b2(2,A
′) = 1 + 2 + 3 = 6
b1(2,A
′) = 2 + 3 = 5,
leading to
b1(3,A) = 9, b2(3,A) = 13, b3(3,A) = 5.
a = 4
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• Take ℓ = z. Then A′ = {x, x − z, x + z, y − z, y}, and A ≈ (x, x, x, y, y) with b1(4,A) = 2,
b2(4,A) = 1. From (A), (B), (C) we have
b3(4,A) = b3(3,A
′) + 1
b2(4,A) = b2(3,A
′) + 1 + 2
b1(4,A) = b1(3,A
′) + 2.
• Take ℓ′ = x. ThenA′′ := A′ \ {ℓ′} = {x− z, x+ z, y − z, y}, and A′ ≈ (z, z, y − z, y). We have that
A′′ is generic, with 1 ≤ 2 ≤ 4− 2, so from (i) above we have b1(2,A
′′) = 6, b2(2,A
′′) = 8, b3(2,A
′′) = 3.
Also we have b1(3,A′) = 3, b2(3,A′) = 2. From (A), (B), (C) we have
b3(3,A
′) = 3 + 2 = 5
b2(3,A
′) = 8 + 2 + 3 = 13
b1(3,A
′) = 6 + 3 = 9,
leading to
b1(4,A) = 11, b2(4,A) = 16, b3(4,A) = 6.
Observe that we obtained, as expected, the same graded betti numbers in [9, Theorem 2.4] (with the notations
of that theorem, we have n = 6, a = n− 2 = 4,m = 15, p(A) = 3 + 1 = 4).
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