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Abstract
Named Entity Recognition (NER) is a key component in NLP systems for question answering,
information retrieval, relation extraction, etc. NER systems have been studied and developed
widely for decades, but accurate systems using deep neural networks (NN) have only been in-
troduced in the last few years. We present a comprehensive survey of deep neural network
architectures for NER, and contrast them with previous approaches to NER based on feature en-
gineering and other supervised or semi-supervised learning algorithms. Our results highlight the
improvements achieved by neural networks, and show how incorporating some of the lessons
learned from past work on feature-based NER systems can yield further improvements.
1 Introduction
Named entity recognition is the task of identifying named entities like person, location, organization,
drug, time, clinical procedure, biological protein, etc. in text. NER systems are often used as the first
step in question answering, information retrieval, co-reference resolution, topic modeling, etc. Thus
it is important to highlight recent advances in named entity recognition, especially recent neural NER
architectures which have achieved state of the art performance with minimal feature engineering.
The first NER task was organized by Grishman and Sundheim (1996) in the Sixth Message Under-
standing Conference. Since then, there have been numerous NER tasks (Tjong Kim Sang and De Meul-
der, 2003; Tjong Kim Sang, 2002; Piskorski et al., 2017; Segura Bedmar et al., 2013; Bossy et al., 2013;
Uzuner et al., 2011). Early NER systems were based on handcrafted rules, lexicons, orthographic fea-
tures and ontologies. These systems were followed by NER systems based on feature-engineering and
machine learning (Nadeau and Sekine, 2007). Starting with Collobert et al. (2011), neural network NER
systems with minimal feature engineering have become popular. Such models are appealing because
they typically do not require domain specific resources like lexicons or ontologies, and are thus poised to
be more domain independent. Various neural architectures have been proposed, mostly based on some
form of recurrent neural networks (RNN) over characters, sub-words and/or word embeddings.
We present a comprehensive survey of recent advances in named entity recognition. We describe
knowledge-based and feature-engineered NER systems that combine in-domain knowledge, gazetteers,
orthographic and other features with supervised or semi-supervised learning. We contrast these systems
with neural network architectures for NER based on minimal feature engineering, and compare amongst
the neural models with different representations of words and sub-word units. We show in Table 1 and
Table 2 and discuss in Section 7 how neural NER systems have improved performance over past works
including supervised, semi-supervised, and knowledge based NER systems. For example, NN models
on news corpora improved the previous state-of-the-art by 1.59% in Spanish, 2.34% in German, 0.36%
in English, and 0.14%, in Dutch, without any external resources or feature engineering. We provide
resources, including links to shared tasks on NER, and links to the code for each category of NER
system. To the best of our knowledge, this is the first survey focusing on neural architectures for NER,
and comparing to previous feature-based systems.
This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
We first discuss previous summary research on NER in section 2. Then we explain our selection
criterion and methodology for selecting which systems to review in section 3. We highlight standard,
past and recent NER datasets (from shared tasks and other research) in section 4 and evaluation metrics
in section 5. We then describe NER systems in section 6 categorized into knowledge-based (section 6.1),
bootstrapped (section 6.2), feature-engineered (section 6.3) and neural networks (section 6.4).
2 Previous surveys
The first comprehensive NER survey was Nadeau and Sekine (2007), which covered a variety of su-
pervised, semi-supervised and unsupervised NER systems, highlighted common features used by NER
systems during that time, and explained NER evaluation metrics that are still in use today. Sharnagat
(2014) presented a more recent NER survey that also included supervised, semi-supervised, and unsu-
pervised NER systems, and included a few introductory neural network NER systems. There have also
been surveys focused on NER systems for specific domains and languages, including biomedical NER,
(Leaman and Gonzalez, 2008), Chinese clinical NER (Lei et al., 2013), Arabic NER (Shaalan, 2014;
Etaiwi et al., 2017), and NER for Indian languages (Patil et al., 2016).
The existing surveys primarily cover feature-engineered machine learning models (including super-
vised, semi-supervised, and unsupervised systems), and mostly focus on a single language or a single
domain. There is not yet, to our knowledge, a comprehensive survey of modern neural network NER
systems, nor is there a survey that compares feature engineered and neural network systems in both
multi-lingual (CoNLL 2002 and CoNLL 2003) and multi-domain (e.g., news and medical) settings.
3 Methodology
To identify articles for this survey, we searched Google, Google Scholar, and Semantic Scholar. Our
query terms included named entity recognition, neural architectures for named entity recognition, neu-
ral network based named entity recognition models, deep learning models for named entity recognition,
etc. We sorted the papers returned from each query by citation count and read at least the top three,
considering a paper for our survey if it either introduced a neural architecture for named entity recog-
nition, or represented a top-performing model on an NER dataset. We included an article presenting
a neural architecture only if it was the first article to introduce the architecture; otherwise, we traced
citations back until we found the original source of the architecture. We followed the same approach for
feature-engineering NER systems. We also included articles that implemented these systems for different
languages or domain. In total, 154 articles were reviewed and 83 articles were selected for the survey.
4 NER datasets
Since the first shared task on NER (Grishman and Sundheim, 1996)1, many shared tasks and datasets for
NER have been created. CoNLL 2002 (Tjong Kim Sang, 2002)2 and CoNLL 2003 (Tjong Kim Sang
and DeMeulder, 2003)3 were created from newswire articles in four different languages (Spanish, Dutch,
English, and German) and focused on 4 entities - PER (person), LOC (location), ORG (organization) and
MISC (miscellaneous including all other types of entities).
NER shared tasks have also been organized for a variety of other languages, including Indian lan-
guages (Rajeev Sangal and Singh, 2008), Arabic (Shaalan, 2014), German (Benikova et al., 2014), and
slavic languages (Piskorski et al., 2017). The named entity types vary widely by source of dataset and
language. For example, Rajeev Sangal and Singh (2008)’s southeast Asian language data has named en-
tity types person, designation, temporal expressions, abbreviations, object number, brand, etc. Benikova
et al. (2014)’s data, which is based on German wikipedia and online news, has named entity types similar
to that of CoNLL 2002 and 2003: PERson, ORGanization, LOCation and OTHer. The shared task4 or-
1Shared task: https://www-nlpir.nist.gov/related_projects/muc/
2Shared task: https://www.clips.uantwerpen.be/conll2002/ner/
3Shared task: https://www.clips.uantwerpen.be/conll2003/ner/
4Shared task: http://bsnlp.cs.helsinki.fi/shared_task.html
ganized by Piskorski et al. (2017) covering 7 slavic languages (Croatian, Czech, Polish, Russian, Slovak,
Slovene, Ukrainian) also has person, location, organization and miscellaneous as named entity types.
In the biomedical domain, Kim et al. (2004) organized a BioNER task on MedLine abstracts, focusing
on protien, DNA, RNA and cell attribute entity types. Uzuner et al. (2007) presented a clinical note
de-identification task that required NER to locate personal patient data phrases to be anonymized. The
2010 I2B2 NER task5 (Uzuner et al., 2011), which considered clinical data, focused on clinical problem,
test and treatment entity types. Segura Bedmar et al. (2013) organized a Drug NER shared task6 as part
of SemEval 2013 Task 9, which focused on drug, brand, group and drug n (unapproved or new drugs)
entity types. (Krallinger et al., 2015) introduced the similar CHEMDNER task 7 focusing more on
chemical and drug entities like trivial, systematic, abbreviation, formula, family, identifier, etc. Biology
and microbiology NER datasets8 (Hirschman et al., 2005; Bossy et al., 2013; Dele˙ger et al., 2016)
have been collected from PubMed and biology websites, and focus mostly on bacteria, habitat and geo-
location entities. In biomedical NER systems, segmentation of clinical and drug entities is considered to
be a difficult task because of complex orthographic structures of named entities (Liu et al., 2015).
NER tasks have also been organized on social media data, e.g., Twitter, where the performance of
classic NER systems degrades due to issues like variability in orthography and presence of grammatically
incomplete sentences (Baldwin et al., 2015). Entity types on Twitter are also more variable (person,
company, facility, band, sportsteam, movie, TV show, etc.) as they are based on user behavior on Twitter.
Though most named entity annotations are flat, some datasets include more complex structures. Ohta
et al. (2002) constructed a dataset of nested named entities, where one named entity can contain another.
Strassel et al. (2003) highlighted both entity and entity head phrases. And discontinuous entities are com-
mon in chemical and clinical NER datasets (Krallinger et al., 2015). Eltyeb and Salim (2014) presented
an survey of various NER systems developed for such NER datasets with a focus on chemical NER.
5 NER evaluation metrics
Grishman and Sundheim (1996) scored NER performance based on type, whether the predicted label was
correct regardless of entity boundaries, and text, whether the predicted entity boundaries were correct
regardless of the label. For each score category, precision was defined as the number of entities a system
predicted correctly divided by the number that the system predicted, recall was defined as the number of
entities a system predicted correctly divided by the number that were identified by the human annotators,
and (micro) F-score was defined as the harmonic mean of precision and recall from both type and text.
The exact match metrics introduced by CoNLL (Tjong Kim Sang and De Meulder, 2003; Tjong
Kim Sang, 2002) considers a prediction to be correct only when the predicted label for the complete
entity is matched to exactly the same words as the gold label of that entity. CoNLL also used (micro)
F-score, taking the harmonic mean of the exact match precision and recall.
The relaxed F1 and strict F1metrics have been used in many NER shared tasks (Segura Bedmar et al.,
2013; Krallinger et al., 2015; Bossy et al., 2013; Dele˙ger et al., 2016). Relaxed F1 considers a prediction
to be correct as long as part of the named entity is identified correctly. Strict F1 requires the character
offsets of a prediction and the human annotation to match exactly. In these data, unlike CoNLL, word
offsets are not given, so relaxed F1 is intended to allow comparison despite different systems having
different word boundaries due to different segmentation techniques (Liu et al., 2015).
6 NER systems
6.1 Knowledge-based systems
Knowledge-based NER systems do not require annotated training data as they rely on lexicon resources
and domain specific knowledge. These work well when the lexicon is exhaustive, but fail, for example,
on every example of the drug n class in the DrugNER dataset (Segura Bedmar et al., 2013), since drug n
5Shared task: https://www.i2b2.org/NLP/Relations/
6Shared task: https://www.cs.york.ac.uk/semeval-2013/task9/index.html
7Similar datasets can be found here: http://www.biocreative.org
8Shared task: http://2016.bionlp-st.org/tasks/bb2
is defined as unapproved or new drugs, which are by definition not in the DrugBank dictionaries (Knox
et al., 2010). Precision is generally high for knowledge-based NER systems because of the lexicons, but
recall is often low due to domain and language-specific rules and incomplete dictionaries. Another draw-
back of knowledge based NER systems is the need of domain experts for constructing and maintaining
the knowledge resources.
6.2 Unsupervised and bootstrapped systems
Some of the earliest systems required very minimal training data. Collins and Singer (1999) used only
labeled seeds, and 7 features including orthography (e.g., capitalization), context of the entity, words
contained within named entities, etc. for classifying and extracting named entities. Etzioni et al. (2005)
proposed an unsupervised system to improve the recall of NER systems applying 8 generic pattern ex-
tractors to open web text, e.g., NP is a <class1>, NP1 such as NPList2. Nadeau et al. (2006) presented
an unsupervised system for gazetteer building and named entity ambiguity resolution based on Etzioni
et al. (2005) and Collins and Singer (1999) that combined an extracted gazetteer with commonly avail-
able gazetteers to achieve F-scores of 88%, 61%, and 59% on MUC-7 (Chinchor and Robinson, 1997)
location, person, and organization entities, respectively.
Zhang and Elhadad (2013) used shallow syntactic knowledge and inverse document frequency (IDF)
for an unsupervised NER system on biology (Kim et al., 2004) and medical (Uzuner et al., 2011) data,
achieving 53.8% and 69.5% accuracy, respectively. Their model uses seeds to discover text having
potential named entities, detects noun phrases and filters any with low IDF values, and feeds the filtered
list to a classifier (Alfonseca and Manandhar, 2002) to predict named entity tags.
6.3 Feature-engineered supervised systems
Supervised machine learning models learn to make predictions by training on example inputs and their
expected outputs, and can be used to replace human curated rules. Hidden Markov Models (HMM),
Support Vector Machines (SVM), Conditional Random Fields (CRF), and decision trees were common
machine learning systems for NER.
Zhou and Su (2002) used HMM (Rabiner and Juang, 1986; Bikel et al., 1997) an NER system on
MUC-6 and MUC-7 data, achieving 96.6% and 94.1% F score, respectively. They included 11 ortho-
graphic features (1 numeral, 2 numeral, 4 numeral, all caps, numerals and alphabets, contains underscore
or not, etc.) a list of trigger words for the named entities (e.g., 36 trigger words and affixes, like river, for
the location entity class), and a list of words (10000 for the person entity class) from various gazetteers.
Malouf (2002) compared the HMM with Maximum Entropy (ME) by adding multiple features. Their
best model included capitalization, whether a word was the first in a sentence, whether a word had
appeared before with a known last name, and 13281 first names collected from various dictionaries. The
model achieved 73.66%, 68.08% Fscore on Spanish and Dutch CoNLL 2002 dataset respectively.
The winner of CoNLL 2002 (Carreras et al., 2002) used binary AdaBoost classifiers, a boosting algo-
rithm that combines small fixed-depth decision trees (Schapire, 2013). They used features like capital-
ization, trigger words, previous tag prediction, bag of words, gazetteers, etc. to represent simple binary
relations and these relations were used in conjunction with previously predicted labels. They achieved
81.39% and 77.05% F scores on the Spanish and Dutch CoNLL 2002 datasets, respectively.
Li et al. (2005) implemented a SVMmodel on the CoNLL 2003 dataset and CMU seminar documents.
They experimented with multiple window sizes, features (orthographic, prefixes suffixes, labels, etc.)
from neighboring words, weighting neighboring word features according to their position, and class
weights to balance positive and negative class. They used two SVM classifiers, one for detecting named
entity starts and one for detecting ends. They achieved 88.3% F score on the English CoNLL 2003 data.
On the MUC6 data, Takeuchi and Collier (2002) used part-of-speech (POS) tags, orthographic fea-
tures, a window of 3 words to the left and to the right of the central word, and tags of the last 3 words as
features to the SVM. The final tag was decided by the voting of multiple one-vs-one SVM outputs.
Ando and Zhang (2005a) implemented structural learning (Ando and Zhang, 2005b) to divide the main
task into many auxiliary tasks, for example, predicting labels by looking just at the context and masking
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Figure 1: Word level NN architecture for NER
the current word. The best classifier for each auxiliary task was selected based on its confidence. This
model had achieved 89.31% and 75.27% F score on English and German, respectively.
Agerri and Rigau (2016) developed a semi-supervised system9 by presenting NER classifiers with fea-
tures including orthography, character n-grams, lexicons, prefixes, suffixes, bigrams, trigrams, and unsu-
pervised cluster features from the Brown corpus, Clark corpus and k-means clustering of open text using
word embeddings (Mikolov et al., 2013). They achieved near state of the art performance on CoNLL
datasets: 84.16%, 85.04%, 91.36%, 76.42% on Spanish, Dutch, English, and German, respectively.
In DrugNER (Segura Bedmar et al., 2013), Liu et al. (2015) achieved state-of-the-art results by us-
ing a CRF with features like lexicon resources from Food and Drug Administration (FDA), DrugBank,
Jochem (Hettne et al., 2009) and word embeddings (trained on a MedLine corpus). For the same task,
Rockta¨schel et al. (2013) used a CRF with features constructed from dictionaries (e.g., Jochem (Hettne
et al., 2009)), ontologies (ChEBI ontologies), prefixes-suffixes from chemical entities, etc.
6.4 Feature-inferring neural network systems
Collobert and Weston (2008) proposed one of the first neural network architectures for NER, with feature
vectors constructed from orthographic features (e.g., capitalization of the first character), dictionaries
and lexicons. Later work replaced these manually constructed feature vectors with word embeddings
(Collobert et al., 2011), which are representations of words in n-dimensional space, typically learned
over large collections of unlabeled data through an unsupervised process such as the skip-gram model
(Mikolov et al., 2013). Studies have shown the importance of such pre-trained word embeddings for neu-
ral network based NER systems (Habibi et al., 2017), and similarly for pre-trained character embeddings
in character-based languages like Chinese (Li et al., 2015; Yin et al., 2016).
Modern neural architectures for NER can be broadly classified into categories depending upon their
representation of the words in a sentence. For example, representations may be based on words, charac-
ters, other sub-word units or any combination of these.
6.4.1 Word level architectures
In this architecture, the words of a sentence are given as input to Recurrent Neural Networks (RNN) and
each word is represented by its word embedding, as shown in Figure 1.
The first word-level NNmodel was proposed by Collobert et al. (2011)10. The architecture was similar
to the one shown in Figure 1, but a convolution layer was used instead of the Bi-LSTM layer and the
output of the convolution layer was given to a CRF layer for the final prediction. The authors achieved
89.59% F1 score on English CoNLL 2003 dataset by including gazetteers and SENNA embeddings.
Huang et al. (2015) presented a word LSTM model (Figure 1) and showed that adding a CRF layer to
the top of the word LSTM improved performance, achieving 84.26% F1 score on English CoNLL 2003
dataset. Similar systems were applied to other domains: DrugNER by Chalapathy et al. (2016) achieving
85.19% F1 score (under an unofficial evaluation) on MedLine test data (Segura Bedmar et al., 2013), and
medical NER by Xu et al. (2017) achieving 80.22% F1 on disease NER corpus using this architecture.
In similar tasks, Plank et al. (2016) implemented the same model for multilingual POS tagging.
9Code: https://github.com/ixa-ehu/ixa-pipe-nerc
10Code: https://ronan.collobert.com/senna/
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Figure 2: Character level NN architecture for NER
With slight variations, Yan et al. (2016) implemented word level feed forward NN, bi-directional
LSTM (bi-LSTM) and window bi-LSTM for NER of English, German and Arabic. They also highlighted
the performance improvement after adding various features like CRF, case, POS, word embeddings and
achieved 88.91% F1 score on English and 76.12% on German.
6.4.2 Character level architectures
In this model, a sentence is taken to be a sequence of characters. This sequence is passed through an
RNN, predicting labels for each character (Figure 2). Character labels transformed into word labels via
post processing. The potential of character NER neural models was first highlighted by Kim et al. (2016)
using highway networks over convolution neural networks (CNN) on character sequences of words and
then using another layer of LSTM + softmax for the final predictions.
This model was implemented by Pham and Le-Hong (2017) for Vietnamese NER and achieved 80.23%
F-score on Nguyen et al. (2016)’s Vietnamese test data. Character models were also used in various other
languages like Chinese (Dong et al., 2016) where it has achieved near state of the art performance.
Kuru et al. (2016) proposed CharNER 11 which implemented the character RNN model for NER on
7 different languages. In this character model, tag prediction over characters were converted to word
tags using Viterbi decoder(Forney, 1973) achieving 82.18% on Spanish, 79.36% on Dutch, 84.52% on
English and 70.12% on German CoNLL datasets. They also achieved 78.72 on Arabic, 72.19 on Czech
and 91.30 on Turkish. Ling et al. (2015) proposed word representation using RNN (Bi-LSTM) over
characters of the word and achieved state of the art results on POS task using this representation in
multiple languages including 97.78% accuracy on English PTB(Marcus et al., 1993).
Gillick et al. (2015) implemented sequence to sequence model (Byte to Span- BTS) using encoder
decoder architecture over sequence of characters of words in a window of 60 characters. Each character
was encoded in bytes and BTS achieved high performance on CoNLL 2002 and 2003 dataset without any
feature engineering. BTS achieved 82.95%, 82.84%,86.50%,76.22% Fscore on Spanish, Dutch, English
and German CoNLL datasets respectively.
6.4.3 Character+Word level architectures
Systems combining word context and the characters of a word have proved to be strong NER systems
that need little domain specific knowledge or resources. There are two base models in this category. The
first type of model represents words as a combination of a word embedding and a convolution over the
characters of the word, follows this with a Bi-LSTM layer over the word representations of a sentence,
and finally uses a softmax or CRF layer over the Bi-LSTM to generate labels. The architecture diagram
for this model is same as Figure 3 but with the character Bi-LSTM replaced with a CNN12.
Ma and Hovy (2016) implemented this model to achieve 91.21% F1 score on the CoNLL 2003 English
dataset and 97.55% POS-tagging accuracy on the WSJ portion of PTB (Marcus et al., 1993). They also
showed lower performance by this model for out of vocabulary words.
Chiu and Nichols (2015) achieved 91.62% F1 score on the CoNLL 2003 English dataset and 86.28%
F score on Onto notes 5.0 dataset (Pradhan et al., 2013) by adding lexicons and capitalization features to
11Code: https://github.com/ozanarkancan/char-ner
12Code: https://github.com/LopezGG/NN_NER_tensorFlow
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Figure 3: Word+character level NN architecture for NER
this model. Lexicon feature were encoded in the form or B(begin), I(inside) or E(end) PER, LOC, ORG
and MISC depending upon the match from the dictionary.
This model has also been utilized for NER in languages like Japanese where Misawa et al. (2017)
showed that this architecture outperformed other neural architectures on the organization entity class.
Limsopatham and Collier (2016) implemented a character+word level NER model for Twitter NER
(Baldwin et al., 2015) by concatenating a CNN over characters, a CNN over orthographic features of
characters, a word embedding, and a word orthographic feature embedding. This concatenated represen-
tation is passed through another Bi-LSTM layer and the output is given to CRF for predicting. This model
achieved 65.89% F score on segmentation alone and 52.41% F score on segmentation and categorization.
Santos and Guimaraes (2015) implemented a model with a CNN over the characters of word, concate-
nated with word embeddings of the central word and its neighbors, fed to a feed forward network, and
followed by the Viterbi algorithm to predict labels for each word. The model achieved 82.21% F score
on Spanish CoNLL 2002 data and 71.23% F score on Portuguese NER data (Santos and Cardoso, 2007).
The second type of model concatenates word embeddings with LSTMs (sometimes bi-directional)
over the characters of a word, passing this representation through another sentence-level Bi-LSTM, and
predicting the final tags using a final softmax or CRF layer (Figure 3). Lample et al. (2016)13 introduced
this architecture and achieved 85.75%, 81.74%, 90.94%, 78.76% Fscores on Spanish, Dutch, English
and German NER dataset respectively from CoNLL 2002 and 2003.
Dernoncourt et al. (2017) implemented this model in the NeuroNER toolkit14 with the main goal of
providing easy usability and allowing easy plotting of real time performance and learning statistics of the
model. The BRAT annotation tool15 is also integrated with NeuroNER to ease the development of NN
NER models in new domains. NeuroNER achieved 90.50% F score on the English CoNLL 2003 data.
Habibi et al. (2017) implemented the model for various biomedical NER tasks and achieved higher
performance than the majority of other participants. For example, they achieved 83.71 F-score on the
CHEMDNER data (Krallinger et al., 2015).
Bharadwaj et al. (2016)16 utilized phonemes (from Epitran) for NER in addition to characters and
words. They also utilize attention knowledge over sequence of characters in word which is concatenated
with the word embedding and character representation of word. This model achieved state of the art
performance (85.81% F score) on Spanish CoNLL 2002 dataset.
A slightly improved system focusing on multi-task and multi-lingual joint learning was proposed by
Yang et al. (2016) where word representation given by GRU (Gated Recurrent Unit) cell over characters
plus word embedding was passed through another RNN layer and the output was given to CRF models
trained for different tasks like POS, chunking and NER. Yang et al. (2017) further proposed transfer
13Code: https://github.com/glample/tagger
14Code: http://neuroner.com
15Code: http://brat.nlplab.org/
16Code: https://github.com/dmort27/epitran
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Figure 4: Word+character+affix level NN architecture for NER
learning for multi-task and multi-learning, and showed small improvements on CoNLL 2002 and 2003
NER data, achieving 85.77%, 85.19%, 91.26% F scores on Spanish, Dutch and English, respectively.
6.4.4 Character + Word + affix model
Yadav et al. (2018) implemented a model that augments the character+word NN architecture with one
of the most successful features from feature-engineering approaches: affixes. Affix features were used
in early NER systems for CoNLL 2002 (Tjong Kim Sang, 2002; Cucerzan and Yarowsky, 2002) and
2003 (Tjong Kim Sang and De Meulder, 2003) and for biomedical NER (Saha et al., 2009), but had not
been used in neural NER systems. They extended the Lample et al. (2016) character+word model to learn
affix embeddings17 alongside the word embeddings and character RNNs (Figure 4). They considered all
n-gram prefixes and suffixes of words in the training corpus, and selected only those whose frequency was
above a threshold, T . Their word+character+affix model achieved 87.26%, 87.54%, 90.86%, 79.01% on
Spanish, Dutch, English and German CoNLL datasets respectively. Yadav et al. (2018) also showed that
affix embeddings capture complementary information to that captured by RNNs over the characters of
a word, that selecting only high frequency (realistic) affixes was important, and that embedding affixes
was better than simply expanding the other embeddings to reach a similar number of hyper-parameters.
7 Discussion
Table 1 shows the results of all the different categories of systems discussed in section 6 on the CoNLL
2002 and 2003 datasets. The table also indicates, for each model, whether it makes use of external
knowledge like a dictionary or gazetteer. Table 2 presents a similar analysis on the DrugNER dataset
from SemEval 2013 task 9 (Segura Bedmar et al., 2013).
Our first finding from the survey is that feature-inferring NN systems outperform feature-engineered
systems, despite the latter’s access to domain specific rules, knowledge, features, and lexicons. For
example, the best feature-engineered system for Spanish, Agerri and Rigau (2016), is 1.59% below the
best feature-inferring neural network system, (Lample et al., 2016), and 1.65% below the best neural
network system that incorporates lexical resources (Bharadwaj et al., 2016). Similarly, the best feature-
engineered system for German, Agerri and Rigau (2016), is 2.34% below the best feature-inferring neural
network system, Lample et al. (2016). The differences are smaller for Dutch and English, but in neither
case is the best feature-engineered model better than the best neural network model. In DrugNER, the
word+character NN model outperforms the feature engineered system by 8.90% on MedLine test data
and 3.50% on the overall dataset.
Our next finding is that word+character hybrid models are generally better than both word-based and
character-based models. For example, the best hybrid NN model for English, Chiu and Nichols (2015),
is 0.52% better than the best word-based model, Huang et al. (2015), and 5.12% better than the best
character-based model, (Kuru et al., 2016). Similarly, the best hybrid NN model for German, Lample et
17Code: https://github.com/vikas95/Pref_Suff_Span_NN
Feature-engineered machine learning systems Dict SP DU EN GE
Carreras et al. (2002) binary AdaBoost classifiers Yes 81.39 77.05 - -
Malouf (2002) - Maximum Entropy (ME) + features Yes 73.66 68.08 - -
Li et al. (2005) SVM with class weights Yes - - 88.3 -
Passos et al. (2014) CRF Yes - - 90.90 -
Ando and Zhang (2005a) Semi-supervised state of the art No - - 89.31 75.27
Agerri and Rigau (2016) Yes 84.16 85.04 91.36 76.42
Feature-inferring neural network word models
Collobert et al. (2011) Vanilla NN +SLL / Conv-CRF No - - 81.47 -
Huang et al. (2015) Bi-LSTM+CRF No - - 84.26 -
Yan et al. (2016) Win-BiLSTM (English), FF (German) (Many fets) Yes - - 88.91 76.12
Collobert et al. (2011) Conv-CRF (SENNA+Gazetteer) Yes - - 89.59 -
Huang et al. (2015) Bi-LSTM+CRF+ (SENNA+Gazetteer) Yes - - 90.10 -
Feature-inferring neural network character models
Gillick et al. (2015) – BTS No 82.95 82.84 86.50 76.22
Kuru et al. (2016) CharNER No 82.18 79.36 84.52 70.12
Feature-inferring neural network word + character models
Yang et al. (2017) Yes 85.77 85.19 91.26 -
Luo (2015) Yes - - 91.20 -
Chiu and Nichols (2015) Yes - - 91.62 -
Ma and Hovy (2016) No - - 91.21 -
Santos and Guimaraes (2015) No 82.21 - - -
Lample et al. (2016) No 85.75 81.74 90.94 78.76
Bharadwaj et al. (2016) Yes 85.81 - - -
Dernoncourt et al. (2017) No - - 90.5 -
Feature-inferring neural network word + character + affix models
Re-implementation of Lample et al. (2016) (100 Epochs) No 85.34 85.27 90.24 78.44
Yadav et al. (2018)(100 Epochs) No 86.92 87.50 90.69 78.56
Yadav et al. (2018) (150 Epochs) No 87.26 87.54 90.86 79.01
Table 1: Comparison of NER systemsin four languages: CoNLL 2002 Spanish (SP), CoNLL 2002
Dutch (DU), CoNLL 2003 English (EN), and CoNLL 2003 German (GE). Dict indicates whether or not
the approach makes use of dictionary lookups. Best performance in each category is highlighted in bold.
MedLine (80.10% ) DrugBank (19.90% ) Complete dataset
Dict P R F1 P R F1 P R F1
Feature-engineered machine learning systems
Rockta¨schel et al. (2013) Yes 60.70 55.80 58.10 88.10 87.50 87.80 73.40 69.80 71.50
Liu et al. (2015) (baseline) No - - - - - - 78.41 67.78 72.71
Liu et al. (2015) (MED. emb.) No - - - - - - 82.70 69.68 75.63
Liu et al. (2015) (state of the art) Yes 78.77 60.21 68.25 90.60 88.82 89.70 84.75 72.89 78.37
NN word model
Chalapathy et al. (2016) (relaxed performance) No 52.93 52.57 52.75 87.07 83.39 85.19 - - -
NN word + character model
Yadav et al. (2018) No 73 62 67 87 86 87 79 72 75
NN word + character + affix model
Yadav et al. (2018) No 74 64 69 89 86 87 81 74 77
Table 2: DrugNER results on the MedLine and DrugBank test data (80.10% and 19.90% of the test data,
respectively). The Yadav et al. (2018) experiments report no decimal places because they were run after
the end of shared task, and the official evaluation script outputs no decimal places.
al. (2016), is 2.64% better than the best word-based model, Yan et al. (2016), and 2.54% better than the
best character-based model, (Kuru et al., 2016). In DrugNER, the word+character hybrid model is better
than the word model by 14.25% on MedLine test data and 1.81% on DrugBank test data.
Our final finding is that there is still interesting progress to be made by incorporating key features of
past feature-engineered models into modern NN architectures. Yadav et al. (2018)’s simple extension
of Lample et al. (2016) to incorporate affix features yields a very strong new model, achieving a new
state-of-the-art in Spanish, Dutch, and German, and performing within 1% of the best model for English.
8 Conclusion
Our survey of models for named entity recognition, covering both classic feature-engineered machine
learning models, and modern feature-inferring neural network models has yielded several important in-
sights. Neural network models generally outperform feature-engineered models, character+word hy-
brid neural networks generally outperform other representational choices, and further improvements are
available by applying past insights to current neural network models, as shown by the state-of-the-art
performance of our proposed affix-based extension of character+word hybrid models.
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