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Resumo
Devido ao recente avanço na área de detecção de objetos, o rastreamento por detecção (no inglês,
tracking-by-detection) tornou-se o principal paradigma adotado por rastreadores de múltiplos
objetos. Com base na extração de diferentes características dos objetos detectados, tais algoritmos
são capazes de estimar a similaridade e o padrão de associação dos objetos ao longo de sucessivas
imagens. No entanto, uma vez que as funções de similaridade aplicadas por algoritmos de
rastreamento são construídas manualmente, sua adaptação para novos cenários é dificultada.
Este trabalho investigou o uso de técnicas de aprendizado de máquina baseadas em redes
neurais artificiais para a indução automática de funções de similaridade entre objetos. Durante
seu treinamento, tais redes foram apresentadas a padrões de associações corretas e incorretas
entre detecções de objetos amostradas de bases reais de rastreamento. Para tanto, diferentes
características relacionadas à aparência e à movimentação de objetos foram consideradas. Uma
rede treinada foi inserida num framework de rastreamento de múltiplos objetos, o qual foi avaliado
em três diferentes cenários de experimentação: o rastreamento de pedestres, o rastreamento
de passageiros de ônibus e a contagem automática de passageiros de ônibus. No primeiro
experimento, realizado com base no benchmark MOT Challenge, o método proposto obteve
acurácia similar à apresentada por algoritmos considerados estado da arte, porém a um custo
computacional até 16 vezes menor. Já o segundo experimento foi realizado a partir de uma
base de dados construída localmente, sobre a qual o método proposto igualou a acurácia de
sua principal baseline, o método DeepSORT, porém com ganho de 42,8% em velocidade. O
terceiro experimento correspondeu a um estudo de caso no qual a contagem obtida através do
método proposto apresentou um erro médio absoluto 40,7% menor que sua baseline. Ao fim
deste trabalho foi possível verificar que o método proposto pode ser adaptado automaticamente a
diferentes cenários e apresenta competitiva relação acurácia vs velocidade de execução, quando
comparado aos algoritmos considerados nos experimentos.
Palavras-chave: Rastreamento de múltiplos objetos, Visão computacional, Aprendizado de
máquina.
Abstract
With the recent advances in the object detection research field, tracking-by-detection has become
the leading paradigm adopted by multi-object tracking algorithms. By extracting different features
from detected objects, those algorithms can estimate the objects’ similarities and association
patterns along successive frames. However, since similarity functions applied by tracking
algorithms are handcrafted, it is difficult to employ them in new contexts. In this study, it is
investigated the use of artificial neural networks to automatically learning a similarity function
that can be used among detections. During training, the networks were introduced to correct
and incorrect association patterns, sampled from real tracking datasets. For such, different
motion and appearance features have been considered. A trained network has been inserted into
a multiple-object tracking framework, which has been assessed on three different experiment
scenarios: the tracking of pedestrians, the tracking of bus passengers and the automatic counting
of bus passengers. During the first, conducted on the MOT Challenge benchmark, the proposed
method scored an accuracy similar to state-of-the-art trackers, but at a computational cost at least
16 times lower. In the second experiment, which was based on a local dataset, the proposed tracker
matched the results obtained by its direct baseline, the DeepSORT tracker, but with a speed gain of
42.8%. Finally, the third experiment was a study case, where the median absolute error scored by
the proposed method was 40.7% inferior to its baseline. In the end, this study could demonstrate
that the proposal method can be automatically adapted to different tracking scenarios while
presenting highly competitive cost-effectiveness when compared to those algorithms considered
in the experiments.
Keywords: Multiple-object tracking, Computer vision, Machine learning.
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O rastreamento de múltiplos objetos (do inglês, Multiple Object Tracking ou MOT)
corresponde a um dos principais problemas investigados na área de Visão Computacional, haja
vista a quantidade de pesquisas com carácter multidisciplinar que se baseiam na resolução de
tal tarefa. Na área médica, vasos sanguíneos são rastreados com o propósito de mapeamento
(IBRAHIM et al., 2017); na área biológica, rastreiam-se células (MENG; SHEN, 2016)(Figura 1a),
peixes (FEIJÓ et al., 2018), morcegos (RODRIGUES et al., 2016) e moscas (DEQIN et al., 2016)
de modo a estudar seus comportamentos; na agricultura, o MOT está presente na detecção e
identificação de espécies de plantações (HAMUDA et al., 2018)(Figura 1b); a astronomia baseia-
se no rastreamento para estudar corpos celestes (LEI et al., 2016)(Figura 1c); na área química,
o rastreamento de múltiplos objetos é usado para caracterizar as micro-estruturas de materiais
compósitos (ZHOU et al., 2016) e interpretar o comportamento coletivo de coloides ativos
(WANG et al., 2016). O MOT também está presente na análise de tráfego em cidades inteligentes
(MRITHU; FRANCIS, 2016)(Figura 1d), no desenvolvimento de veículos autônomos (CHEN et
al., 2017b) e na análise de eventos esportivos (BAYSAL; DUYGULU, 2016). Finalmente, além
de contribuir diretamente para o desenvolvimento de diferentes aplicações, o rastreamento de
múltiplos objetos corresponde também a uma etapa fundamental para a resolução de diversos
outros problemas de Visão Computacional, tais como estimação de pose (ANDRILUKA et al.,
2018), reconhecimento de atividades (LIN et al., 2016) e análise comportamental (CHONG et
al., 2017).
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Figura 1 – Ilustração de aplicações de algoritmos MOT.
(a) Rastreamento de células sanguíneas. (b) Rastreamento de plantações.
(c) Rastreamento de corpos celestes. (d) Rastreamento de veículos.
Fonte: Meng e Shen (2016), Hamuda et al. (2018), Lei et al. (2016), Mrithu e Francis (2016),
com alterações do próprio autor.
Além de relevante para diversas áreas, o problema de rastreamento de múltiplos objetos
em vídeo também é desafiador. Tal problema envolve identificar e localizar os alvos de interesse,
estimar suas trajetórias e manter um registro de suas identidades ao longo de toda a sequência
de imagens. Assim como no problema para um único objeto, o MOT apresenta como desafios
a detecção de seus alvos e a estimação das suas trajetórias dadas eventuais alterações nas suas
escalas, na iluminação do cenário e na movimentação da câmera. No entanto, por lidar com mais
de um alvo ao mesmo tempo, o MOT ainda possui desafios adicionais, tais como a oclusão parcial
ou completa dos objetos, o gerenciamento do início e fim das trajetórias, o desaparecimento
momentâneo de objetos e a troca de identidade entre estes, a qual pode ocorrer tanto pela
aparência semelhante dos alvos quanto pela interação entre os mesmos (LUO et al., 2014).
Dessa forma, diferentes técnicas para a resolução desse problema são propostas na
literatura (LEAL-TAIXÉ et al., 2017). Devido aos avanços na área de detecção de objetos (REN
et al., 2015), as técnicas de rastreamento mais recentes adotam o paradigma conhecido como
rastreamento por detecção (no inglês, tracking-by-detection). Tal paradigma modela o problema
de rastreamento de múltiplos objetos como uma tarefa de associação de detecções contidas em
diferentes quadros de um vídeo. Em outras palavras, dada uma sequência de imagens, as técnicas
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de MOT baseadas no rastreamento por detecção aplicam um detector sobre cada imagem, de
modo a localizar os objetos alvos do rastreamento. Uma vez localizados, busca-se associar as
detecções referentes a um mesmo objeto, as quais estão presentes em diferentes imagens. Dessa
forma, encontram-se as trajetórias de cada alvo.
A partir de tal paradigma, as técnicas de rastreamento geralmente formulam o problema
de associação de detecções como uma tarefa de otimização relacionada a grafos. De acordo
com tal formulação, cada vértice do grafo representa uma detecção e cada uma de suas arestas
armazena o valor do custo da associação entre detecções. Assim, é comum a aplicação de
algoritmos de otimização em redes para associações globais (Li Zhang; Yuan Li; NEVATIA,
2008) e o uso de técnicas de programação linear, como o Método Húngaro, para associações
locais (GEIGER et al., 2014). No primeiro caso, o grafo é formado a partir das detecções
obtidas ao longo de toda a sequência de imagens processada. Assim, ao aplicar o algoritmo
de otimização, encontram-se as trajetórias globais de cada alvo. Já no segundo caso, em geral
tem-se um grafo bipartido formado pelas detecções presentes na última imagem visualizada e na
imagem atualmente processada. Este último cenário é comum entre os rastreadores online, os
quais têm como vantagem a possibilidade de serem usados em aplicações de tempo real, como a
vigilância e a navegação autônoma, por exemplo (FAN et al., 2016).
De modo a obter o valor do custo das associações, os algoritmos de rastreamento por
detecção constroem modelos que descrevem cada um dos objetos detectados. A partir de tais
modelos, busca-se extrair alguma medida que aponte a similaridade entre as detecções. Dentre os
modelos mais utilizados encontram-se aqueles baseados na aparência dos objetos. Os modelos
de aparência mais tradicionais baseiam-se em templates de pixels puros (ORON; BAR-HILLEL;
AVIDAN, 2015) e em histograma de cores (TANG et al., 2016). Já modelos mais recentes contam
com características visuais extraídas automaticamente através de arquiteturas de aprendizado
profundo baseadas em redes neurais convolucionais (LEAL-TAIXÉ; FERRER; SCHINDLER,
2016). No entanto, devido à possibilidade de alvos com aparência semelhante (como pedestres
ou veículos), algumas técnicas de rastreamento também constroem modelos que incorporam
outras características além da aparência, como padrões de movimentação (ORON; BAR-HILLE;
AVIDAN, 2014) e de interação social (RISTANI; TOMASI, 2015). Finalmente, há técnicas que
utilizam simultaneamente mais de um modelo para estimação da similaridade (ALAHI et al.,
2016).
Apesar de diferentes características serem utilizadas para elaboração da medida de
similaridade entre detecções, percebe-se que grande parte das técnicas descritas na literatura
realiza tal cálculo com base em funções construídas manualmente (YOON et al., 2016; BEWLEY
et al., 2016; WOJKE; BEWLEY; PAULUS, 2017; BOCHINSKI; EISELEIN; SIKORA, 2017).
Muito embora tais funções possam ser ajustadas com base no refinamento de seus parâmetros
durante fases de experimentação, pode-se supor que a utilização de métodos automáticos para a
elaboração da função de custo permite que as características consideradas sejam exploradas de
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maneira mais eficiente no que se refere à discriminação das detecções. De fato, aplicações de
técnicas de Aprendizado Profundo visando-se o aprendizado da função de similaridade entre
detecções no contexto do rastreamento de múltiplos objetos já foram propostas por diferentes
trabalhos (SON et al., 2017; SADEGHIAN; ALAHI; SAVARESE, 2017). No entanto, devido à
complexidade dos modelos gerados, a performance em termos de velocidade de rastreamento
relatada por seus autores não ultrapassa a taxa de 4 imagens por segundo, de modo a desencorajar
a utilização de tais modelos no contexto do rastreamento em tempo real.
Desse modo, percebe-se a oportunidade de exploração de modelos de Aprendizado de
Máquina mais simples que aqueles baseados em redes neurais profundas para o cálculo da
similaridade entre objetos detectados durante a tarefa de MOT em tempo real. Assim como
justificado por trabalhos que exploraram o uso de modelos de Aprendizado Profundo (SON et
al., 2017; SADEGHIAN; ALAHI; SAVARESE, 2017), a partir do treinamento com base em
associações previamente rotuladas, modelos de Aprendizado de Máquina seriam capazes de
aprender a discriminar detecções com fundamento em relações mais complexas e mais robustas
do que aquelas expressadas por meio de funções construídas manualmente. Além disso, devido
à simplicidade dos modelos pretendidos quando comparados àqueles de arquitetura profunda,
seria possível utilizá-los durante o rastreamento online de múltiplos objetos em tempo real.
1.1 Hipótese
Acredita-se que, no contexto do rastreamento de múltiplos objetos em tempo real, seja
possível induzir um modelo de Aprendizado de Máquina para, a partir de características visuais
previamente extraídas, estimar o custo da associação entre a trajetória de um objeto já identificado
e uma nova detecção, de maneira a obter resultados de rastreamento melhores que aqueles
alcançados com base em funções de custo construídas manualmente e também que aqueles
obtidos a partir de modelos de Aprendizado Profundo.
1.2 Objetivos
Este trabalho tem como objetivo geral explorar o uso de modelos de aprendizado de
máquina para a análise em tempo real da similaridade entre objetos detectados durante o
rastreamento de múltiplos objetos. Já seus objetivos específicos são:
• Induzir um modelo de aprendizado de máquina capaz de estimar o custo da associação
entre a trajetória de um objeto já identificado e uma nova detecção;
• Desenvolver um algoritmo de rastreamento de múltiplos objetos em tempo real baseado na
utilização do modelo induzido;
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• Avaliar o método proposto em três cenários de experimentação, os quais são o rastreamento
de pedestres, o rastreamento de passageiros de ônibus e a contagem automática de
passageiros de ônibus.
1.3 Estudo de Caso
Este trabalho tem como estudo de caso o rastreamento de pessoas visando-se a contagem
automática de passageiros de ônibus. Tal aplicação foi escolhida com base na demanda da
empresa de transporte urbano Auto Viação Modelo1, a qual está sediada na cidade de Aracaju,
estado de Sergipe. O principal interesse da empresa em relação ao desenvolvimento deste trabalho
está na possibilidade de estimar a incidência de fraudes referentes ao uso do transporte sem o
devido pagamento por parte dos passageiros. Desse modo, ao longo deste trabalho utilizaram-se
imagens do circuito interno de segurança dos ônibus da empresa.
1.4 Estrutura do trabalho
O restante deste trabalho está estruturado da seguinte forma: o Capítulo 2 apresenta os
trabalhos relacionados; o Capítulo 3 discute a fundamentação teórica relacionada ao rastreamento
por detecção; o Capítulo 4 apresenta o algoritmo de rastreamento investigado neste trabalho; o
Capítulo 5 descreve os experimentos realizados e discute os resultados alcançados; Capítulo 6
descreve o estudo de caso conduzido; o Capítulo 7 apresenta as conclusões deste trabalho.





De modo a obter os trabalhos relacionados para o trabalho proposto, inicialmente realizou-
se uma revisão sistemática da literatura acerca dos algoritmos de rastreamento de múltiplos
objetos num vídeo. Em seguida, com base nas respostas às questões de pesquisa, parte dos
resultados encontrados foi selecionada para compor a lista de trabalhos relacionados. As seções a
seguir descrevem a condução da revisão e da seleção dos trabalhos.
2.1 Revisão Sistemática da Literatura
A revisão conduzida neste trabalho inspirou-se no método apresentado por Kitchenham
(2012), o qual tem como principal objetivo possibilitar a obtenção de evidências a respeito de um
determinado tópico, de maneira formal, sistemática e reproduzível. As seções a seguir descrevem
a metodologia utilizada neste trabalho para a revisão sistemática a respeito de algoritmos de
MOT e os resultados obtidos.
2.1.1 Metodologia
Para dar início à aplicação do método de revisão sistemática, inicialmente foram elaboradas
as questões de pesquisa e foram selecionados os estudos primários. A seguir será discutido o
processo de elaboração das questões, a estratégia de busca utilizada e os critérios de seleção e
exclusão considerados.
2.1.1.1 Questões de pesquisa
Com base no objetivo estabelecido para a revisão realizada neste trabalho, foram
elaboradas as seguintes questões de pesquisa:
1. Quais são os algoritmos utilizados para rastrear múltiplos objetos presentes num vídeo?
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2. Quais as bases usadas para avaliar os algoritmos de rastreamento de múltiplos objetos em
vídeo?
3. Quais são as métricas adotadas para avaliar o desempenho dos algoritmos de rastreamento
de múltiplos objetos em vídeo?
2.1.1.2 Seleção de fontes
Para responder às questões de pesquisa, foram estabelecidos os seguintes critérios de
seleção das bases de consulta:
1. Disponibilidade de consulta de artigos através da Web;
2. Presença de mecanismo de busca através de palavras-chave;
3. Garantia de resultados únicos através da busca de um mesmo conjunto de palavras-chave;
4. Possibilidade de download dos resultados em formato .bib.
A partir dos critérios de seleção de fontes de consulta, foram selecionadas para este
trabalho as seguintes bases:
• ACM Digital Library;
• IEEE Xplore;
• Science Direct.
Além do fato de atenderem aos critérios de seleção estabelecidos, tais bases também foram
selecionadas por serem consideradas as principais fontes de pesquisa na área de Computação.
Aqui vale ressaltar que a base Springer Link, apesar de também ser uma fonte relevante para a
Computação, não foi selecionada para este trabalho pois a mesma não permite a exportação de
todos os seus resultados em formato .bib, apenas em .csv.
2.1.1.3 Termos de busca
Uma vez eleitas as bases de dados, definiu-se que as consultas seriam realizadas via web,
com base na presença literal dos termos de busca no resumo de cada resultado. Tal consideração
foi motivada por dois fatores: 1) ao restringir a consulta ao resumo de cada resultado impede-se
que os mecanismos de busca das diferentes fontes vasculhem, cada um à sua maneira, outros
trechos dos resultados (como documento completo, palavras-chave dos autores, palavras-chave
da fonte, etc); 2) ao utilizar os termos de busca em seu modo literal impede-se que os mecanismos
de busca apliquem variações aos termos de acordo com seus próprios critérios. Dessa forma,
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percebe-se que a escolha deste método teve como principal objetivo unificar o processo de busca
em todas as fontes consideradas.
Com base no método adotado, foram definidos os seguintes termos de busca e suas
variantes:
• Multiple object tracking, multi object tracking, multi-object tracking, MOT;
• Multiple person tracking, multi person tracking, multi-person tracking;
• Multiple people tracking, multi people tracking, multi-people tracking;
• Multiple human tracking, multi human tracking, multi-human tracking;
• Multiple target tracking, multi target tracking, multi-target tracking, multitarget tracking;
Grande parte dos termos selecionados, assim como suas variações, foi adicionada com
base na execução de consultas piloto, através das quais foi possível aferir a qualidade dos
resultados obtidos utilizando-se tais termos. Como pode-se notar, muitos desses termos referem-
se ao rastreamento de pessoas. Tal ocorrência se dá pelo fato de que a maioria dos trabalhos
encontrados durante as consultas piloto tem como estudos de caso o rastreamento de pessoas.
Finalmente, a Tabela 1 apresenta as strings de busca utilizadas em cada fonte. Vale
observar que a string utilizada na fonte IEEE Xplore possui menos termos que as demais em
virtude da própria base limitar o uso de até 15 termos.
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Tabela 1 – Strings de busca utilizadas durante a revisão sistemática.





“multiple person tracking” “multi person tracking”
“Multi-Person tracking” “multiple people tracking”
“multi people tracking” “Multi-People tracking”
“multiple human tracking” “multi human tracking”
“Multi-Human tracking” “multiple target tracking”






OR "Abstract":"multiple person tracking"
OR "Abstract":"Multi-Person tracking"
OR "Abstract":"multiple people tracking"
OR "Abstract":"Multi-People tracking"
OR "Abstract":"multiple human tracking"
OR "Abstract":"Multi-Human tracking"





OR "multi object tracking"
OR "MOT"
OR "Multi-Object tracking"
OR "multiple person tracking"
OR "multi person tracking"
OR "Multi-Person tracking"
OR "multiple people tracking"
OR "multi people tracking"
OR "Multi-People tracking"
OR "multiple human tracking"
OR "multi human tracking"
OR "Multi-Human tracking"
OR "multiple target tracking"
OR "multi target tracking"
OR "Multi-Target tracking"
OR "multitarget tracking")
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2.1.1.4 Seleção dos estudos
Para esta revisão, definiu-se que os estudos buscados corresponderiam a artigos resumidos
(short-papers) e completos (full-papers). Para filtrar tais resultados foram adotados os seguintes
critérios de inclusão e exclusão:
1. Os artigos devem datar a partir de 2016;
2. Os artigos não devem estar duplicados (i.e., apenas uma única versão deve ser mantida);
3. Os arquivos .bib dos artigos devem conter seus respectivos títulos e nomes de autores;
4. Os artigos devem estar escritos em inglês;
5. Os artigos devem estar publicados em sua versão final (i.e., apenas pesquisas já finalizadas
devem ser consideradas);
6. Os artigos não devem corresponder a capítulos de livros;
7. Os artigos não devem corresponder a estudos secundários (i.e., surveys);
8. Os artigos devem estar relacionados diretamente ao tema Multiple Object Tracking;
9. Os artigos devem estar disponíveis na íntegra via portal de periódicos da CAPES;
10. Os artigos devem apresentar algoritmos de rastreamento totalmente automáticos;
11. Os artigos devem contemplar a descrição de algoritmos de rastreamento baseados exclusi-
vamente em visão monocular RGB;
12. Os artigos devem descrever algoritmos que baseiam-se em imagens provindas de uma
única câmera;
13. Os artigos devem avaliar os algoritmos propostos por meio de bases de dados públicas;
14. Os artigos devem apresentar resultados quantitativos obtidos após a avaliação do algoritmo
proposto;
15. Os artigos devem estar publicados em veículos com conceito CAPES qualis A.
A partir dos critérios estabelecidos, definiu-se que a seleção dos estudos ao longo desta
revisão ocorreria de acordo com o seguinte protocolo: um único pesquisador aplica a estratégia
de busca para a identificação de potenciais estudos primários; uma vez identificados, tais estudos
são selecionados pelo mesmo pesquisador através da verificação dos critérios de inclusão e
exclusão estabelecidos.
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2.1.1.5 Extração de informações
Após a seleção dos estudos primários, definiu-se que seriam extraídas de cada artigo as
seguintes informações:
• Solução online ou offline;
• Modelo de aparência utilizado;
• Modelo de movimentação utilizado;
• Bases de dados utilizadas para experimentação;
• Medidas de qualidade consideradas durante experimentação.
Como já discutido brevemente no Capítulo 1, soluções online referem-se a rastreadores
baseados na captura de apenas uma nova imagem por iteração, enquanto que soluções offline
correspondem a rastreadores com acesso imediato a todas as imagens do vídeo processado. Por
sua vez, modelos de aparência e de movimentação, tais como serão apresentados com mais
detalhes no Capítulo 3, referem-se a ferramentas matemáticas empregadas por algoritmos MOT
para descrever o estado de cada objeto rastreado a partir de suas características de aparência e de
movimentação, respectivamente. É com base nestas descrições que aqueles algoritmos calculam
a similaridade entre objetos e, por consequência, o custo da associação entre suas respectivas
detecções. Dessa forma, entendeu-se que a partir das informações listadas anteriormente seria
possível responder às questões de pesquisa definidas no início desta revisão.
2.1.2 Resultados
Nesta seção serão discutidos os resultados obtidos durante cada etapa da revisão siste-
mática. Em seguida, as informações extraídas dos artigos selecionados serão utilizadas para a
formulação das respostas às questões de pesquisa.
2.1.2.1 Seleção dos Estudos Primários
As consultas sobre as bases de pesquisa foram realizadas no dia 24 de abril de 2018.
Vale ressaltar que tais consultas referem-se especificamente à aplicação do protocolo de revisão
sistemática utilizado para o levantamento dos principais trabalhos relacionados, de modo que
consultas independentes foram realizadas continuamente após tal revisão. Em todas as bases
consultadas durante esta revisão utilizou-se o filtro relacionado ao ano mínimo dos resultados.
Além disso, na base Science Direct utilizou-se o filtro relacionado à remoção de resultados
referentes a capítulos de livros. A Figura 2 apresenta a quantidade de resultados obtidos por fonte
de pesquisa. Como pode-se notar, a fonte que menos contribuiu para a obtenção de resultados foi
a base ACM, a qual forneceu apenas 11 artigos.
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Fonte: o próprio autor.
Os artigos obtidos a partir de cada base foram então analisados de acordo com os critérios
de inclusão e exclusão definidos para esta revisão. Inicialmente considerou-se apenas o critério
de duplicidade. A Figura 3 ilustra a distribuição dos trabalhos analisados nesta etapa.






Fonte: o próprio autor.
2.1.2.2 Seleção dos Estudos Secundários
Uma vez selecionados, os estudos primários foram filtrados com base nos demais critérios
de seleção. Para isso, seu conteúdo foi analisado na íntegra. A Figura 4 ilustra a distribuição dos
estudos aceitos e rejeitados após tal análise. Ao fim do processo foram aceitos 45 trabalhos, os
quais correspondem a cerca de 4% do total obtido após a seleção dos estudos primários.
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Fonte: o próprio autor.
A Figura 5 ilustra a distribuição dos estudos primários rejeitados em relação aos
respectivos critérios de exclusão aplicados. Nota-se que a maioria dos estudos foi rejeitada
por não estar escrita no idioma inglês (n=384), seguida pela não descrição de algoritmos de
rastreamento baseados exclusivamente em visão monocular RGB (n=231), pela não relação
direta ao tema MOT (n=187), por não possuírem qualis CAPES A (n=54) e por não avaliarem os
algoritmos de rastreamento propostos através de bases públicas (n=40).
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Publicado antes de 2016
Duplicado
Arquivo .bib não contém seus respectivos títulos e nomes de autores
Não publicado em inglês
Não publicado em sua versão final
Corresponde a capítulo de livro
Corresponde a estudos secundários
Não está relacionado diretamente ao tema Multiple Object Tracking
Não disponível na íntegra via portal de periódicos da CAPES
Não apresenta algoritmo de rastreamento totalmente automáticos
Não descreve algoritmo baseado exclusivamente em visão monocular RGB
Não descreve algoritmo que baseia-se em imagens provindas de uma única câmera
Não avalia o algoritmo proposto por meio de bases de dados públicas
Não apresenta resultados quantitativos obtidos após a avaliação do algoritmo proposto
Não está publicado em veículos com conceito CAPES qualis A
Fonte: o próprio autor.
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2.1.2.3 Extração de Dados
Após selecionados, os estudos secundários foram submetidos ao protocolo de extração de
informações, de modo a permitir a formulação das respostas às questões de pesquisa estipuladas
neste trabalho. A Figura 6 apresenta a distribuição dos algoritmos de rastreamento descritos
naqueles estudos com base em seu modo de operação. Percebe-se que 60% dos algoritmos foram
projetados para operar de maneira online, ou seja, realizam o rastreamento à medida em que
novos quadros são capturados. Este resultado já era esperado, haja vista a quantidade significativa
de aplicações em tempo real na qual algoritmos de rastreamento online podem ser utilizados.
Figura 6 – Distribuição dos algoritmos de rastreamento descritos nos artigos selecionados com






Fonte: o próprio autor.
Já a Figura 7 apresenta a distribuição dos modelos empregados pelos estudos secundários
para descrever objetos durante o rastreamento.







Modelos de interação social
Fonte: o próprio autor.
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Com base na Figura 7, percebe-se que 58.9% dos modelos utilizados descreveram a
movimentação dos alvos rastreados. Tal constatação também já era esperada, uma vez que no
problema de MOT é comum a ocorrência de objetos com aparências semelhantes, de modo que
os seus padrões de movimentação tornam-se pistas valiosas para sua discriminação. Já em relação
aos modelos de interação social, pode-se supor, com base no conteúdo dos artigos avaliados, que
sua utilização foi mínima (n=3.6%) pelo fato da mesma estar relacionada ao rastreamento de
multidões (FENG et al., 2017). Finalmente, vale ressaltar que o uso dos diferentes modelos pelos
artigos analisados não foi mutualmente exclusivo.
A Figura 8 descreve com mais detalhes os modelos de aparência utilizados pelos artigos
selecionados. Esta descrição é realizada em termos dos descritores visuais considerados pelos
modelos, quando existentes. Nos casos em que descritores não são considerados, os modelos são
referenciados a partir de suas ferramentas estatísticas. É possível perceber que 8 dos modelos de
aparência basearam-se em características extraídas por meio de redes neurais convolucionais (no
inglês, Convolutional Neural Networks ou CNN) (YANG; WU; JIA, 2017), seguidas pelo uso
de histogramas de cores (BA et al., 2015), com 7 ocorrências, e por histogramas de gradientes
orientados (no inglês, Histogram of Oriented Gradient ou HOG) (ULLAH; CHEIKH; IMRAN,
2016), com 3 ocorrências.
Figura 8 – Distribuição dos modelos de aparência utilizados pelos artigos finais em termos
de descritores visuais considerados. Modelos que não empregam descritores são
referenciados com base em suas ferramentas estatísticas.











Fonte: o próprio autor.
Já a Figura 9 descreve os modelos de movimentação utilizados pelos artigos selecionados.
Neste caso, a descrição é realizada em termos das ferramentas estatísticas aplicadas pelos modelos,
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quando existentes. Os modelos que não empregam tais ferramentas são referenciados com base
na forma como mensuram movimentação. Pode-se perceber que modelos baseados no Filtro de
Kalman (HILKE et al., 2016) e em fluxo óptico (BULLINGER; BODENSTEINER; ARENS,
2017) contabilizaram 7 e 5 ocorrências cada, respectivamente. Já modelos baseados somente
na distância euclidiana entre objetos (AL-SHAKARJI et al., 2017) obtiveram 4 ocorrências,
juntamente com aqueles baseados em Filtros de Partículas (FU et al., 2017) e na taxa de
sobreposição entre objetos (BOCHINSKI; EISELEIN; SIKORA, 2017).
Figura 9 – Distribuição dos modelos de movimentação utilizados pelos artigos finais em termos
de ferramentas estatísticas aplicadas. Modelos que não empregam tais ferramentas
são referenciados com base na forma como mensuram movimentação.





















Fonte: o próprio autor.
Já a Figura 10 apresenta a distribuição das bases de dados utilizadas pelos artigos
selecionados para avaliar seus algoritmos de rastreamento. Como pode-se perceber, a base MOT
2015 (LEAL-TAIXÉ et al., 2015) foi a mais utilizada pelos artigos, totalizando 24 ocorrências.
Em seguida, foram mais empregadas as bases PETS 2009 (n=19) (ZHANG et al., 2009), TUD
Stadtmitte (n=12), TDU Crossing (n=9) (ANDRILUKA; ROTH; SCHIELE, 2008), MOT 2016
(MILAN et al., 2016) (n=8) e Town Center (BENFOLD; REID, 2011) (n=5). Vale notar que estas
últimas também compõem as bases MOT 2015 e MOT 2016, as quais referem-se a benchmarks
formados por bases concedidas publicamente (num esquema de crowdsourcing). Além disso, é
importante ressaltar que a utilização das bases registradas ao longo dos artigos avaliados não foi
mutualmente exclusiva.
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Figura 10 – Distribuição das bases de dados utilizadas pelos artigos selecionados para avaliar
seus algoritmos de rastreamento.























































Fonte: o próprio autor.
Finalmente, a Figura 11 apresenta a distribuição das medidas de qualidade utilizadas
pelos artigos selecionados durante o processo de avaliação de seus rastreadores. O conjunto de
medidas CLEAR (BERNARDIN; STIEFELHAGEN, 2008) foi o mais utilizado, totalizando 37
ocorrências. Este conjunto engloba a medida de acurácia total de rastreamento MOTA (no inglês,
Multiple Object Tracking Accuracy) e a medida de precisão MOTP (no inglês, Multiple Object
Tracking Precision). Enquanto a primeira avalia o rastreador com base na ocorrência de falsos
positivos e falsos negativos, a segunda considera a qualidade do posicionamento e das dimensões
estimados pelo rastreador para cada objeto durante cada instante do processo.
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Figura 11 – Distribuição das medidas de qualidade utilizadas pelos artigos selecionados para
avaliar seus algoritmos de rastreamento.

















Fonte: o próprio autor.
2.1.3 Análise
Com base nos resultados apresentados na subseção 2.1.2, é possível responder as questões
de pesquisa levantadas no início da revisão sistemática. Com relação à primeira questão, a
qual questiona as características dos algoritmos de rastreamento de múltiplos objetos em vídeo,
pode-se afirmar que a maior parte dos algoritmos encontrados foi projetada para operar de
maneira online. Ou seja, de modo a associar as trajetórias de objetos já conhecidas com novas
detecções obtidas no instante atual, estes algoritmos utilizam apenas informações referentes a
imagens capturadas em instantes passados. Além disso, considerando os trabalhos levantados,
pode-se afirmar que a maior parte dos algoritmos propostos associam trajetórias e detecções com
base em medidas de similaridade obtidas a partir de características extraídas por meio de redes
neurais convolucionais e de modelos de movimentação baseados no Filtro de Kalman.
Já em relação à questão sobre as bases de dados utilizadas para avaliar algoritmos de
rastreamento, pode-se afirmar que a principal delas é a base de rastreamento de pedestres MOT
2015. Esta base é composta por 11 sequências de treinamento e 11 sequências de teste, sendo
que cada par de sequências treinamento-teste corresponde a um cenário com características
diferentes (iluminação, ângulo, movimentação da câmera, resolução, dentre outras). Ao todo, a
base conta com 5500 quadros de treinamento e 5783 quadros de teste, totalizando 389 e 607
segundos de vídeo, respectivamente. Para todas as sequências são disponibilizadas as localizações
dos objetos a serem rastreados, sendo que os rótulos do rastreamento apenas estão disponíveis
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para as sequências de treinamento. Por fim, os gestores da base também disponibilizam uma
ferramenta para a avaliação dos algoritmos de rastreamento, a qual calcula, dentre outras medidas,
as métricas CLEAR, o número de identidades trocadas e a taxa de processamento.
Finalmente, quanto à última questão de pesquisa, a qual refere-se às métricas de avaliação
dos algoritmos de rastreamento, pode-se afirmar que a medida mais utilizada corresponde ao
conjunto de métricas CLEAR.
2.2 Seleção dos Trabalhos Relacionados
A partir dos resultados finais obtidos por meio da revisão sistemática realizada, foram
selecionados 10 trabalhos relacionados, cujos algoritmos de rastreamento operam de modo online
e os quais apresentaram performance superior aos demais algoritmos. Para isso, considerou-se o
desempenho obtido sobre as bases MOT 2015 e MOT 2016, em termos da medida MOTA e da
taxa de processamento por imagem (medida em hertz). A Tabela 2 e a Tabela 3 descrevem a
performance dos trabalhos relacionados sobre aquelas bases, respectivamente. Além da medida
MOTA e da taxa de processamento, estas tabelas também apresentam o número de identidades
trocadas (no inglês, ID switches ou IDS) pelos algoritmos.
Tabela 2 – Desempenho dos trabalhos relacionados no benchmark MOT Challenge 2015. O
símbolo ∗ indica algoritmos que utilizaram detectores privados, não fazendo uso das
detecções públicas disponibilizadas pelo benchmark. Já o símbolo † indica algoritmos
cujas execuções basearam-se no uso de placas gráficas.
Referência Algoritmo MOTA IDS Frequência (Hz)
(BEWLEY et al., 2016) SORT∗ 33,4% 1001 260,5
(LIN et al., 2017) HASR 30,5% 602 34,3
(CHEN et al., 2017a) AP_HWDPL† 38,5% 586 6,7
(YANG; JIA, 2015) TDAM 33,0% 464 5,9
(PARK; LEE; YOON, 2016) RCMOT_COR 31,1% - 3,8
(YOON et al., 2016) SCEA 27,1% 604 6,8
(SHEN et al., 2018) ATH-MOSSE 23,4% 3728 15
(BORAGULE; JEON, 2017a) TFMOT 23,8% 404 11,3
Tabela 3 – Desempenho dos trabalhos relacionados no benchmark MOT Challenge 2016. O
símbolo ∗ indica algoritmos que utilizaram detectores privados, não fazendo uso das
detecções públicas disponibilizadas pelo benchmark. Já o símbolo † indica algoritmos
cujas execuções basearam-se no uso de placas gráficas.
Referência Algoritmo MOTA IDS Frequência (Hz)
(BOCHINSKI; EISELEIN; SIKORA, 2017) IOU∗ 57,1% 2167 3004,6
(WOJKE; BEWLEY; PAULUS, 2017) DeepSORT∗† 61,4% 781 17,4
(BORAGULE; JEON, 2017a) TFMOT 36,7% 667 14,8
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Como observado na Tabela 2, o algoritmo SORT (BEWLEY et al., 2016) é o que
apresenta a maior taxa de processamento dentre os métodos avaliados sobre a base MOT 2015. A
cada iteração, este algoritmo associa as novas detecções realizadas sobre o quadro adquirido no
instante atual às trajetórias mantidas até o instante imediatamente anterior. Para isso, utiliza-se o
Método Húngaro (KUHN, 2005). Os objetos rastreados são representados a partir de um modelo
de movimentação linear baseado no Filtro de Kalman (KALMAN, 1960), cujo estado estimado é
composto pela posição e pela dimensão dos objetos relacionados a cada trajetória monitorada. O
custo de associação considerado pelo SORT corresponde à taxa de sobreposição entre o estado
previsto pelo filtro e cada nova detecção.
O HASR (LIN et al., 2017) se baseia num processo hierárquico de associações em dois
níveis. No primeiro nível, o custo da associação entre as trajetórias de objetos já identificados e
novas detecções corresponde à taxa de sobreposição entre estas últimas e o futuro estado daqueles
objetos, o qual é estimado através do Filtro de Kalman, assim como feito pelo algoritmo SORT. No
entanto, durante esta associação apenas são consideradas detecções que satisfazem determinadas
restrições de posicionamento e geometria. Tais restrições são descritas por funções construídas
manualmente. As trajetórias não associadas são tratadas numa segunda etapa, juntamente com as
detecções remanescentes. Nesta nova etapa, o custo da associação entre trajetórias e detecções é
calculado a partir de modelos de aparência baseados em representações esparsas.
Já o algoritmo AP_HWDPL (CHEN et al., 2017a) faz uso de um Filtro de Partículas
(ARULAMPALAM et al., 2002) para modelar a movimentação de cada objeto rastreado. Através
deste filtro, o algoritmo estima as múltiplas regiões do quadro capturado no instante atual nas
quais há maior probabilidade de se encontrar os objetos rastreados até o instante anterior. As
detecções realizadas sobre tais regiões são então selecionadas como candidatas para possíveis
associações com as trajetórias daqueles objetos. Em seguida, o custo destas possíveis associações
é calculado pelo algoritmo AP_HWDPL com base num modelo de aparência, o qual é baseado
em características visuais extraídas de diferentes camadas de uma CNN.
O método TDAM (YANG; JIA, 2015) realiza a associação entre trajetórias de objetos
já identificados e novas detecções com base em três diferentes custos: um referente à distância
entre o centro geométrico dos objetos e das detecções, um correspondente à diferença entre
suas dimensões e um relacionada às características visuais dos objetos e das regiões da imagem
delimitadas pelas detecções. Este último custo é computado por meio de um modelo baseado na
Cadeia Oculta de Markov (RABINER; JUANG, 1986), o qual leva em consideração a variação
do histograma de gradientes orientados de cada objeto rastreado ao longo do tempo. Ao fim de
cada associação, utilizam-se as características visuais relacionadas à cada detecção para atualizar
os parâmetros do modelo de aparência.
Por sua vez, o algoritmo RCMOT_COR (PARK; LEE; YOON, 2016) considera dois
custos de associação entre novas detecções e trajetórias de objetos já identificados. O primeiro é
calculado com base na velocidade relativa dos objetos, enquanto que o segundo é computado a
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partir de um modelo de aparência baseado num filtro de correlação. Após associar detecções
a trajetórias ao longo de uma etapa local, este algoritmo também realiza a associação entre
múltiplas trajetórias já identificadas, por meio de uma etapa global. Para isso, considera-se uma
medida de confiabilidade das trajetórias, a qual é influenciada por seus comprimentos e pelo
número de detecções já associadas às mesmas.
Em contrapartida, o método SCEA (YOON et al., 2016) associa trajetórias de objetos
rastreados e novas detecções com base em dois custos: o primeiro está relacionado à distância
entre as dimensões geométricas dos objetos e das detecções. Já o segundo é computado a partir
de seus respectivos histogramas de cores. Além disso, o algoritmo também considera para o
cálculo do custo a utilização de restrições referentes à movimentação relativa dos objetos ao
longo do vídeo.
Já o algoritmo ATH-MOSSE (SHEN et al., 2018) considera como custo de associação
entre trajetórias e novas detecções a similaridade entre a aparência dos objetos relacionados
àquelas trajetórias e as características visuais das regiões da imagem delimitadas por aquelas
detecções. Este custo é computado com base na aplicação do Filtro MOSSE (HENRIQUES et
al., 2014). Além disso, este algoritmo também considera como custo de associação a taxa de
sobreposição entre objetos rastreados e novas detecções.
De maneira similar, o método TFMOT (BORAGULE; JEON, 2017b) associa novas
detecções a trajetórias de objetos rastreados com base em mais de um custo: o primeiro refere-se à
distância euclidiana entre os centros geométricos de detecções e objetos, o segundo corresponde
à distância entre suas dimensões, já o terceiro está relacionado à diferença entre seus histogramas
de cores. Além disso, o algoritmo também aplica restrições quanto à distância euclidiana entre
objetos e detecções, de modo a impedir a ocorrência de associações impraticáveis.
Por sua vez, o algoritmo IOU (BOCHINSKI; EISELEIN; SIKORA, 2017) considera
apenas um custo de associação, o qual corresponde à taxa de sobreposição entre objetos já
rastreados e novas detecções. Além disso, por também não basear-se na aplicação de filtros, este
rastreador apresenta a maior taxa de processamento dentre os algoritmos listados na Tabela 2 e
na Tabela 3.
Por fim, o algoritmo DeepSORT (WOJKE; BEWLEY; PAULUS, 2017) corresponde a
uma atualização do método SORT, na qual foram adicionadas duas novas funções de custo de
associação. A primeira delas corresponde à distância de Mahalanobis (JOSEPH; GALEANO;
LILLO, 2013) entre as características geométricas de cada nova detecção e aquelas projetadas
pelo Filtro de Kalman com base nos objetos já rastreados. Por sua vez, a segunda função refere-se
à distância do cosseno entre os descritores referentes à aparência dos objetos detectados e aqueles
já monitorados. Estes descritores são obtidos por meio de uma CNN.
Dado o custo-benefício do método DeepSORT, observado a partir da Tabela 2 e da
Tabela 3, tal método foi definido como a principal referência deste trabalho. Assim, o mesmo foi
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utilizado como baseline durante todos os experimentos realizados ao longo deste trabalho.
2.2.1 Discussão
Ao analisar os trabalhos relacionados é possível perceber que muito embora os algoritmos
propostos utilizem diferentes características para descrever tanto objetos detectados quanto
aqueles já rastreados, o custo final das associações é computado a partir de funções construídas
manualmente. Assim, pode-se questionar a fidelidade das relações expressas por tais funções em
relação ao comportamento observado dos objetos num cenário real de rastreamento.
Por exemplo, a função de custo do algoritmo DeepSORT corresponde a uma soma
ponderada entre a distância de Mahalanobis referente à geometria dos objetos detectados e
daqueles já rastreados, e a distância do cosseno entre os vetores que descrevem suas aparências.
Com base em tal função surgem as seguintes questões concernentes à associação entre objetos:
até que ponto a diferença entre a aparência de dois objetos é mais relevante que a distância entre
seus centros geométricos, suas escalas ou suas proporções? A relevância de cada característica
não apresenta nenhuma correlação com o histórico de associações de um determinado objeto?
As características de um determinado objeto não contribuem de maneiras diferentes a depender
do tempo em que o mesmo encontra-se oculto?
Com base em tais questões, percebe-se que os algoritmos de rastreamento apresentados
nos trabalhos relacionados dão margem para a exploração de funções de custo de associação
mais complexas, as quais expressem relações mais robustas no que tange o comportamento real
apresentado por objetos num cenário de rastreamento. Mais ainda, nota-se a possibilidade da
utilização de técnicas de Aprendizado de Máquina para a construção de tal função de custo
diretamente a partir de dados de trajetórias extraídos de cenários reais de rastreamento. Assim,
não apenas vislumbra-se a possibilidade de aumentar a qualidade das associações realizadas,
como também de adequar o mesmo algoritmo de rastreamento para operar em diferentes cenários.
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Rastreamento de Múltiplos Objetos por De-
tecção
Os trabalhos levantados ao final da revisão sistemática discutida no Capítulo 2 res-
saltam uma tendência comum aos rastreadores de múltiplos objetos recentemente propostos
na literatura: trata-se da aplicação do paradigma tracking-by-detection (do inglês, rastrea-
mento por detecção) (LEAL-TAIXÉ et al., 2017). Como seu próprio nome sugere, este
paradigma propõe o rastreamento de objetos a partir da aplicação contínua de detectores.
Mais precisamente, dada uma sequência de imagens {I1, ..., IN } e um conjunto de detecções




i , ...})} respectivamente realizadas sobre cada ima-
gem It ∈ {I1, ..., IN }, o rastreador deve gerar um conjunto de trajetórias {T1,T2, ...,Ti, ...}, onde
Ti = {d1i , ..., d
N
i } corresponde a uma sequência ordenada de detecções relacionadas ao objeto oi.










i ] é definida como uma delimitação retangular sobre a imagem
It com centro geométrico (uti, v
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i ) e confiança c
t
i . Assim, por meio da
trajetória Ti é possível estimar o estado do objeto oi ao longo de toda a sequência {I1, ..., IN }
(SINGH; RAJAN; S., 2017).
A Figura 12 ilustra o funcionamento do paradigma tracking-by-detection num cenário de
rastreamento online, ou seja, no qual o rastreador apenas tem acesso a imagens capturadas até
o instante da iteração atual. Inicialmente um detector de objetos é aplicado sobre a imagem It




i , ...} para modelar
os objetos rastreados {o1,o2, ...,oi, ...} e inicializar suas respectivas trajetórias {T1,T2, ...,Ti, ...}.
No instante subsequente t + 1, o mesmo detector é aplicado sobre a imagem It+1. As novas
detecções realizadas {dt+11 , d
t+1
2 , ..., d
t+1
i , ...}, juntamente com os modelos previamente obtidos,
são utilizados pelo rastreador para atualizar o seu conjunto de trajetórias {T1,T2, ...,Ti, ...}. Todo
esse procedimento é repetido até que as N imagens da sequência sejam processadas. Nota-se
que através desde paradigma o rastreamento de múltiplos objetos pode ser modelado como a
associação de detecções obtidas em instantes subsequentes: para cada nova detecção dk+1j obtida
no instante k + 1 busca-se indicar o conjunto Ti = {d1i , ..., d
k
i } cuja união Ti ∪ {d
k+1
j } estime da
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melhor forma possível a trajetória do objeto oi ao longo da sequência {I1, ..., Ik+1}.


















Fonte: o próprio autor.
Com base na descrição realizada até aqui, percebe-se que a detecção de objetos corres-
ponde a uma tarefa fundamental para a execução do paradigma tracking-by-detection. Ainda assim,
outras etapas tão importantes quanto devem ser performadas, de maneira que ao final de cada
iteração as trajetórias estimadas para cada objeto rastreado sejam atualizadas apropriadamente.
Ao todo, as tarefas executadas durante cada iteração deste paradigma num instante t + 1 podem
ser enumeradas como:
1. Detecção de objetos: obtêm-se um novo conjunto de detecções {dt+11 , d
t+1
2 , ..., d
t+1
j , ...}
referentes aos objetos {o1,o2, ...,o j, ...} localizados na imagem It+1 atualmente processada;
2. Modelagem de objetos: atualizam-se os modelos dos objetos {o1,o2, ...,oi, ...} a partir de




i , ...} realizadas no instante anterior t;
3. Discriminação de objetos: comparam-se os estados dos objetos {o1,o2, ...,oi, ...} estimados
através de seus respectivos modelos às detecções {dt+11 , d
t+1
2 , ..., d
t+1
j , ...} referentes aos
objetos {o1,o2, ...,o j, ...};
4. Associação de detecções: atualizam-se as trajetórias {T1,T2, ...,Ti, ...} a partir das detecções
{dt+11 , d
t+1
2 , ..., d
t+1
j ...} mais similares aos estados dos objetos {o1,o2, ...,oi, ...} estimados
por meio de seus respectivos modelos.
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Como observado no Capítulo 2, a literatura especializada propõe uma extensa e diver-
sificada coleção de estratégias e algoritmos destinados especificamente à resolução de cada
uma das etapas envolvidas na execução do paradigma tracking-by-detection. Assim, de modo
a proporcionar um maior entendimento acerca de tal paradigma, as subseções que se seguem
discorrem sobre as principais abordagens utilizadas para a resolução de cada uma de suas etapas.
3.1 Detecção de Objetos
A detecção de objetos corresponde a um dos principais e mais clássicos problemas
investigados dentro da área de Visão Computacional, não apenas pela sua complexidade mas
também por sua relevância para a realização de demais tarefas relacionadas à visão: desde a
segmentação, a estimação de pose e inclusive o rastreamento, diversos algoritmos baseiam-se na
detecção de objetos como etapa preliminar essencial para sua execução (LIU et al., 2018).
De modo geral, pode-se afirmar que, dada uma imagem I(x, y), a tarefa de detectar objetos
consiste em apontar, com confiança c ∈ [0,1], a localização (u, v) e as dimensões espaciais (w, h)
de instâncias de objetos pertencentes a um conjunto L = {l1, ..., lN } de N categorias previamente
conhecidas (e.g. ser humano, carro, mesa) ou a inexistência de tais instâncias. A saída de um
detector corresponde, portanto, ao conjunto D = {d1, d2, ..., di, ...}, sendo di = [u, v,w, h, c, l j] a
detecção referente ao i-ésimo objeto localizado na imagem I(x, y) com categoria l j . Nota-se que
tal tarefa diferencia-se da mera classificação, a qual limita-se a atribuir uma única categoria à
imagem por inteiro com base em seu conteúdo principal. A Figura 13 ilustra a diferença entre
tais tarefas.
Figura 13 – Comparação entre as tarefas de classificação de imagem e detecção de objetos.
Enquanto a primeira consiste em atribuir uma única categoria à imagem com base em
seu conteúdo principal, a segunda visa apontar a localização, as dimensões espaciais
e a categoria de diferentes objetos contidos na imagem.
(a) Classificação de imagem.
Cachorro
(b) Detecção de objetos.
Cachorro
Fonte: o próprio autor.
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Apesar de distintas, pode-se entender a tarefa de detecção como sendo uma extensão do
problema de classificação, na medida em que é possível aplicar um mesmo classificador sobre
diferentes regiões de uma imagem, de modo a identificar a localização dos objetos de interesse.
De fato, é dessa maneira que grande parte dos algoritmos de detecção de objetos propostos na
literatura solucionam tal problema. Ainda em seus primórdios, tais algoritmos baseavam-se na
sobreposição e no alinhamento de características simples previamente extraídas dos objetos a
serem detectados (Figura 14). Tais características, as quais eram determinadas manualmente,
envolviam bordas, key-points e templates (AGARWAL; TERRAIL; JURIE, 2018). Já a partir da
década de 1990, modelos de classificação baseados em técnicas de Aprendizado de Máquina
passaram a integrar os detectores, de modo que tornou-se possível utilizar características mais
elaborados. É o caso dos métodos baseados em redes neurais (ROWLEY; BALUJA; KANADE,
1996), Adaboost (VIOLA; JONES, 2001) e SVM (DALAL; TRIGGS, 2005).
Figura 14 – Ilustração de algoritmo de detecção de objetos baseado em sobreposição de template.
Template
Busca
Fonte: o próprio autor.
No entanto, foi a partir de 2012 que iniciou-se uma significativa transformação na área
de Visão Computacional com a publicação do trabalho realizado por Krizhevsky, Sutskever e
Hinton (2012). Este trabalho demonstrou com resultados práticos o potencial das arquiteturas
profundas baseadas em redes neurais convolucionais (do inglês, convolutional neural networks ou
CNN) para a resolução de problemas relacionados à visão. Mais especificamente, aquele trabalho
propôs um classificador de imagens baseado numa CNN, o qual pôde ser aplicado diretamente
nas imagens de entrada sem a necessidade da aplicação de extratores de características externos.
A performance deste classificador sobre o benchmark ImageNet superou a dos demais métodos
propostos até então, o que destacou a capacidade das CNN em modelar características visuais
de modo fim-a-fim com base no aprendizado supervisionado. A partir de então, o uso de tais
arquiteturas profundas tornou-se tendência não só para a classificação de imagens (Figura 15),
mas para toda a área de Visão Computacional.
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Figura 15 – Ilustração da arquitetura de um classificador genérico baseado numa CNN.
Entrada Convoluções + ReLu Pooling
Convoluções 
+ ReLu Pooling MLP
Saída
Fonte: o próprio autor.
Os resultados promissores alcançados na área de classificação de imagens inspiraram o
desenvolvimento de algoritmos de detecção baseados em CNN. Muito embora uma discussão
mais aprofundada a respeito de tais arquiteturas esteja além do escopo deste trabalho, uma
explicação sobre os principais aspectos destes detectores será abordada ao longo da subseção a
seguir.
3.1.1 Detectores baseados em CNN
Dentre os primeiros detectores baseados em CNN encontram-se os do tipo region based
(do inglês, baseado em regiões). Estes tiveram origem com o detector R-CNN desenvolvido por
Girshick et al. (2013), o qual é ilustrado na Figura 16. Assim como métodos de detecção mais
tradicionais, o R-CNN realiza a detecção de objetos com base na classificação de diferentes
regiões da imagem. De modo a selecionar tais regiões, é aplicado sobre a imagem o método
de busca seletiva (UIJLINGS et al., 2013). Este método baseia-se no agrupamento hierárquico
de regiões visualmente similares em termos de cores, texturas, formas e tamanhos, sendo tal
agrupamento realizado através de um algoritmo de super-segmentação (FELZENSZWALB;
HUTTENLOCHER, 2004). As sub-imagens referentes a cada região obtida pelo método de busca
seletiva são então reescaladas e introduzidas numa CNN. Esta, por sua vez, é responsável por
extrair características visuais relevantes, as quais são finalmente apresentadas a um classificador
SVM e a um regressor. O primeiro tem como função apontar a classe do objeto supostamente
contido na região analisada. Já o segundo exerce o papel de ajuste das dimensões da região
proposta, visando-se corrigir possíveis falhas do algoritmo de busca seletiva.
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Figura 16 – Ilustração do detector R-CNN (GIRSHICK et al., 2013). Após a aplicação do método
de busca seletiva (UIJLINGS et al., 2013), as regiões encontradas são reescaladas e
apresentadas a uma CNN. Esta extrai de cada sub-imagem características relevantes
que são apresentadas a um classificador SVM e a um regressor. O primeiro é
responsável por indicar a classe do possível objeto contido na região em questão,











Fonte: o próprio autor.
Como pode-se notar, o método R-CNN apresenta como principais gargalos a aplicação
de uma mesma CNN sobre diferentes regiões da imagem analisada, o que o impede de ser
utilizado em aplicações de tempo real. Além disso, o algoritmo de busca seletiva empregado
pelo R-CNN não apresenta nenhuma capacidade de aprendizado, o que limita a qualidade das
regiões propostas. Com o objetivo de contornar tais gargalos, outros métodos de detecção do tipo
region based foram desenvolvidos. Inspirado diretamente no R-CNN, o método Fast R-CNN
(GIRSHICK, 2015) propõe a aplicação de toda a imagem numa mesma CNN uma única vez, de
modo a gerar um mapa de características convolucionais. Este mapa corresponde a uma imagem
com múltiplos canais obtida após a convolução de diversos filtros espaciais sobre a imagem de
entrada da rede. Sobre este mapa projetam-se as regiões propostas pelo método de busca seletiva.
Com base em tais regiões, extraem-se sub-mapas, os quais são reescalados e apresentados a um
classificador e a um regressor. Estes são utilizados de maneira semelhante ao processo realizado
pelo método R-CNN. A Figura 17 ilustra o comportamento de tal detector.
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Figura 17 – Ilustração do detector Fast R-CNN (GIRSHICK, 2015). Toda a imagem é apresentada
a uma única CNN, de modo a extrair-se um mapa de características convolucionais.
Em seguida, as regiões de interesse obtidas por meio da execução do método de
busca seletiva sobre a imagem original são projetadas sobre tal mapa. De maneira
semelhante ao procedimento seguido pelo R-CNN, cada projeção é apresentada
a um classificador e a um regressor, os quais são responsáveis, respectivamente,
por apontar a classe do possível objeto contido na região em questão e ajustar as
dimensões da região proposta pelo algoritmo de busca seletiva.
CNN
Mapa de Características 
Convolucionais
Projeções
Fonte: o próprio autor.
Tanto o detector R-CNN quanto seu sucessor Fast R-CNN baseiam-se na aplicação do
método de busca seletiva para a obtenção das regiões de interesse a serem analisadas. Como
afirmado anteriormente, tal método não possui capacidade de aprendizado, o que limita a
qualidade das regiões propostas e, consequentemente, a das detecções finais. De modo a superar
tal gargalo, uma segunda extensão do R-CNN, o algoritmo Faster R-CNN (REN et al., 2015),
substitui o método de busca seletiva pela aplicação de uma CNN projetada exclusivamente para a
proposição das regiões de interesse. A Figura 18 ilustra o comportamento de tal detector. Assim
como feito pelo Fast R-CNN, inicialmente aplica-se uma única CNN sobre toda a imagem de
entrada, de modo a obter um mapa de características convolucionais. Em seguida, tal mapa é
apresentado a uma CNN denominada RPN (do inglês, Region Proposal Network), a qual tem como
objetivo propor as regiões nas quais há maior probabilidade de encontrar objetos de interesse.
Uma vez propostas, tais regiões são projetadas sobre o mapa de características convolucionais.
Finalmente, assim como nos métodos do tipo region based discutidos anteriormente, as projeções
obtidas são apresentadas a um classificador e a um regressor.
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Figura 18 – Ilustração do detector Faster R-CNN (REN et al., 2015). Inicialmente, um mapa de
características convolucionais é extraído da imagem de entrada por meio de uma CNN.
Em seguida, tal mapa é apresentado à rede RPN, a qual propõe as regiões da imagem
onde há maior chance de encontrarem-se objetos. As regiões propostas são projetadas
sobre o mapa de características. Finalmente, tais projeções são apresentadas a um
classificador e a um regressor, de modo semelhante ao realizado pelos métodos










Fonte: o próprio autor.
A evolução dos métodos de detecção do tipo region based discutidos até aqui pode
ser analisada com base em seus respectivos tempos de execução, os quais são apresentados na
Figura 19. Percebe-se um ganho significativo em performance à medida em que a maior parte da
complexidade dos detectores é repassada para as redes convolucionais, como no caso da extração
e compartilhamento de características profundas (Fast R-CNN) e a proposição de regiões de
interesse (Faster R-CNN). Tal ganho evidencia novamente a capacidade daquelas redes em extrair
e modelar características visuais a partir de aprendizado supervisionado, além de demonstrar que
tal capacidade pode ser estendida para tarefas que vão além da classificação.
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Figura 19 – Tempo de inferência por imagem dos detectores R-CNN, Fast R-CNN e Faster
R-CNN sobre a base de teste do benchmark VOC2007.







Tempo por imagem (s)
Fonte: Girshick (2015), Ren et al. (2015).
Devido a seus resultados promissores (Figura 20), tais detectores influenciaram o
desenvolvimento de novos métodos também baseados em redes convolucionais profundas. É
o caso dos detectores R-FCN (DAI et al., 2016) e Mask R-CNN (HE et al., 2017), também do
tipo region based, e dos chamados métodos single shot, como as famílias de detectores SSD
(LIU et al., 2015) e YOLO (REDMON; FARHADI, 2018a), capazes de operar em tempo real.
Sendo assim, a partir do uso das redes convolucionais, deu-se início a uma nova era no campo da
pesquisa referente à detecção de objetos, como aponta a Figura 21. Nela é possível notar o salto
de qualidade realizado pelos novos detectores submetidos ao benchmark PASCAL VOC após o
ano de 2012, a partir do qual o uso de CNN tornou-se uma tendência.
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Figura 20 – Exemplo de aplicação do detector Faster R-CNN sobre imagem contendo objetos
de diferentes categorias. Cada detecção corresponde a uma marcação retangular
sobre a imagem, de maneira que suas cores e rótulos indicam a categoria do objeto
detectado.
Fonte: o próprio autor.
Figura 21 – Evolução dos algoritmos submetidos ao benchmark de detecção de objetos PASCAL
VOC ao longo dos últimos anos. A linha tracejada vermelha destaca o ano de 2012,
o qual marca o início da submissão de detectores baseados em redes convolucionais
profundas. Nota-se que a partir de tal ano houve uma acentuada aceleração na
qualidade dos detectores submetidos.

















Fonte: Liu et al. (2018).
3.2 Modelagem
O rastreamento com base em detecções requer, além do detector propriamente, a
concepção de modelos complementares, a partir dos quais seja possível descrever os objetos
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rastreados {o1,o2, ...,oi, ...} por meio das detecções que compõem suas respectivas trajetórias.
Dado um objeto oi, rastreado até o instante t e com trajetória Ti, seu modelo pode ser utilizado
para estimar suas características no instante futuro t + 1. As características estimadas podem
ser comparadas às das novas detecções {dt+11 , d
t+1
2 , ..., d
t+1
j , ...}, também realizadas no instante
t + 1. Por meio destas comparações, o rastreador é capaz de determinar qual destas detecções
deve ser associada à trajetória Ti. Assim, a modelagem adequada de objetos é fundamental
para sua re-identificação e, consequentemente, para a correta atualização de suas trajetórias
(LEAL-TAIXÉ et al., 2017). Como observado no Capítulo 2, os principais modelos utilizados
pelos algoritmos de rastreamento propostos recentemente na literatura podem ser divididos em
duas categorias principais: os modelos de aparência e os modelos de movimentação. Ambas as
categorias são discutidas com maiores detalhes nas subseções que se seguem.
3.2.1 Modelos de aparência
A aparência dos objetos corresponde a um conjunto de características visuais importantes
para sua re-identificação ao longo do rastreamento. O conhecimento a respeito das suas cores,
formas e texturas particulares permite que um determinado objeto seja reconhecido em outras
imagens com maior facilidade. Nesse sentido, rastreadores baseados em detecção podem fazer
uso de modelos de aparência para representar esse tipo de conhecimento. Mais precisamente,
dado um objeto oi com trajetória Ti = {d1i , ..., d
t
i } ao longo da sequência de imagens {I1, ..., It},
seu modelo de aparência deve ser capaz de computar um descritor At+1i , o qual represente
numericamente as características visuais estimadas para o objeto oi no instante t + 1 (YU et
al., 2016). Esta estimativa, por sua vez, é obtida a partir da aplicação de algoritmos descritores
sobre as sub-imagens {S1i , ...,S
k
i } referentes às regiões das imagens {I1, ..., It} delimitadas pelas
detecções {d1i , ..., d
t
i }, respectivamente. A Figura 22 ilustra a aplicação de um descritor sobre a
sub-imagem Sti , a qual refere-se à região da imagem It delimitada pela detecção d
t
i .
Figura 22 – Ilustração de um descritor genérico aplicado sobre a sub-imagem S j delimitada
pela detecção d j de um determinado objeto o j . Ao fim da aplicação, obtêm-se uma
representação numérica G(S j) da sub-imagem no formato de um vetor.





Fonte: o próprio autor.
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O interesse em quantizar imagens vai muito além das aplicações relacionadas ao
rastreamento: a re-identificação de pessoas (ZHENG et al., 2016), a busca por imagens (UCHIDA,
2016) e até mesmo a detecção de objetos (AGARWAL; TERRAIL; JURIE, 2018) são algumas
das áreas de pesquisa que utilizam algoritmos para representar características visuais de maneira
numérica. Desse modo, há na literatura especializada uma extensa coleção de algoritmos
projetados para esta finalidade. Dentre os mais conhecidos encontram-se aqueles baseados em
histogramas (LI et al., 2013). Dada uma imagem I com dimensão M xN e cujos níveis de cinza





, 0 ≤ k ≤ L − 1, (3.1)
onde rk corresponde ao valor da intensidade do pixel k e nk é a quantidade de pixels em I com
intensidade rk (GONZALEZ, 2008). Descritores baseados em histogramas, portanto, quantizam a
distribuição da intensidade de brilho ao longo de toda a imagem. No entanto, por não capturarem
informações espaciais, os mesmos são incapazes de descrever a geometria e o posicionamento
dos elementos que compõem a imagem. Logo, a utilização de histogramas é característica dos
modelos de aparência baseados em cores. A Figura 23 ilustra o histograma obtido a partir de
uma determinada imagem em escala de cinzas.
Figura 23 – Ilustração do histograma p(rk) referente a uma determinada imagem I em escala
de cinzas. p(rk) indica a quantidade de pixels nk em I (eixo das ordenadas) que
apresentam determinado valor de intensidade de brilho rk (eixo das abcissas).
Imagem original Histograma
Fonte: o próprio autor.
Apesar de apresentarem baixo custo computacional e serem invariantes às operações
de translação e rotação, os histogramas são incapazes de expressar informações espaciais da
imagem, como dito anteriormente. Assim, os mesmos tornam-se ineficazes, por exemplo, para
modelar objetos cujas distribuições de cores assemelham-se à do plano de fundo (LI et al.,
2013). Desse modo, a literatura também propõe a utilização dos chamados descritores locais, os
quais baseiam-se na detecção de arestas, saliências e pontos de interseção na imagem. Dentre os
principais métodos destacam-se aqueles baseados na orientação de gradientes, como HOG, SIFT
e SURF (MOHAN, 2014). Como ilustrado na Figura 24, estes descritores calculam a intensidade
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e a direção da variação de brilho em diferentes regiões da imagem, o que permite descrevê-la
com base nas silhuetas de objetos.
Figura 24 – Ilustração de descritores HOG plotados sobre uma imagem. Os gradientes apresenta-
dos indicam a intensidade e a direção da normal à variação de brilho em diferentes
regiões da imagem. Percebe-se que tais gradientes permitem descrever a imagem a
partir da silhueta de objetos.
Fonte: <https://www.mathworks.com/help/vision/ref/extracthogfeatures.html>
Por fim, em contraste aos descritores manuais discutidos até aqui, métodos automáticos
de extração de características e quantização de imagens baseados em Aprendizado de Máquina
passaram a ser explorados com maior frequência devido à sua capacidade de descobrir e otimizar
a representação de características visuais para aplicações específicas (TAIGMAN et al., 2014).
Dentre estes métodos destacam-se aqueles baseados em redes neurais convolucionais profundas
(CNN) (LI et al., 2018). Assim como observado no caso dos detectores de objetos, as CNN são
capazes de extrair características visuais com diferentes níveis semânticos, as quais englobam
cores, texturas, formas e demais propriedades da imagem a ser quantizada (HORN et al., 2017).
Assim, uma das maneiras de se aplicar uma CNN para descrever uma imagem I é treinar um
classificador baseado nesta rede e remover suas últimas camadas (geralmente as do tipo densa),
as quais estão relacionadas à indicação da categoria à qual pertence I. A nova saída da rede passa
a ser uma representação numérica G(I), que era utilizada como entrada pelas camadas removidas
para realizar a classificação de I.
A Figura 25 ilustra as características visuais de determinadas imagens, as quais foram
extraídas a partir de uma CNN (ZEILER; FERGUS, 2014) treinada sobre a base ImageNet
(DENG et al., 2009). Tais características são apresentadas através de mapas de ativação, os quais
são gerados pela quarta camada convolucional daquela rede. É possível notar a capacidade da
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rede em gerar mapas semelhantes a partir de imagens correlacionadas, de maneira que suas
características em comum são realçadas. É o caso da face dos cachorros presentes no grupo
superior esquerdo, da borda arredondada dos objetos contidos no canto superior direito, das
regiões avermelhadas nas imagens presentes no canto inferior esquerdo e dos contornos circulares
dos objetos contidos no grupo inferior esquerdo. Em todos os casos percebe-se determinado grau
de invariância das características realçadas pela rede, o que a torna adequada para descrever a
aparência de objetos no contexto do rastreamento.
Figura 25 – Ilustração das características visuais de determinadas imagens extraídas a partir
de uma CNN com arquitetura AlexNet (KRIZHEVSKY; SUTSKEVER; HINTON,
2012), a qual contém 5 camadas convolucionais seguidas por 3 camadas densas.
As características ilustradas correspondem a mapas de ativação obtidos na quarta
camada convolucional da rede. É possível notar certa invariância dos mapas em




Fonte: Zeiler e Fergus (2014) com modificações do próprio autor.
3.2.2 Modelos de movimentação
Uma vez que o rastreamento visual abrange, dentre outras questões, a localização de
objetos ao longo de um vídeo, tem-se que o conhecimento a respeito da maneira como os mesmos
se locomovem pode ser útil para descrevê-los e posteriormente reconhecê-los. É com esse objeto
que modelos de movimentação são aplicados durante o rastreamento. Tais modelos correspondem
a ferramentas matemáticas capazes de descrever a dinâmica com que objetos se locomovem ao
longo de uma sequência de imagens (FAN et al., 2016). A Figura 26 ilustra o uso de um destes
modelos para estimar a futura posição de um determinado objeto a partir do conhecimento de
suas posições passadas.
De acordo com a literatura, uma das principais formas de se modelar a movimentação
de objetos no contexto do rastreamento corresponde à aplicação de filtros Bayesianos (FAN et
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Figura 26 – Ilustração de um modelo de movimentação aplicado para estimar a posição de um
determinado objeto no instante futuro t = τ + 1 com base em sua posição nos
instantes anteriores t ≤ τ.
Modelo
t = 𝛕 - 2 t = 𝛕 - 1 t = 𝛕 t = 𝛕 + 1
Posição futura estimada
Fonte: o próprio autor.
al., 2016). Para este caso, considera-se que cada objeto {oi} pode ser descrito por um vetor de
estado X ti , o qual é formado, dentre outras possíveis variáveis, por suas coordenadas (xi, yi) sobre
a imagem It no instante t (LI et al., 2010). Além disso, o estado de cada objeto {oi} evolui no
decorrer do tempo de acordo com a equação diferencial:
X ti = f (X
t−1
i ) + V
t
i , (3.2)
na qual f corresponde à função de transição de estado do modelo e V it ao seu ruído no instante t.
Desse modo, os filtros Bayesianos buscam determinar o estado futuro X t+1i de um dado objeto




i , ..., Z
t
i } o conjunto de
observações (ou medições) do estado do objeto oi no instante t, as quais são definidas como:





onde g corresponde à função de medição e W ti é o seu ruído. Vale notar que durante o
rastreamento tais medições são comumente realizadas por meio de algoritmos de detecção de
objetos (CZYZEWSKI; DALKA, 2008).
Tendo em vista os ruídos inerentes ao seu modelo de transição e às suas observações,
o estado X ti não pode ser aferido diretamente. Dessa forma, o papel dos filtros Bayesianos é




i ). Em outras palavras, seu
objetivo é filtrar observações ruidosas, de modo a obter-se a melhor estimativa possível para um
determinado sinal, neste caso o estado X ti de um objeto oi rastreado.
Dentre os principais filtros Bayesianos descritos na literatura, destaca-se o Filtro de
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Kalman (KALMAN, 1960). Considerando que as equações 3.2 e 3.3 descrevem sistemas lineares,
o Filtro de Kalman computa o estado estimado X̂ t+1i a partir da combinação das funções de
densidade de probabilidade (no inglês, probability density function ou PDF) do modelo de
transição de estado e de suas observações. Para tanto, o filtro executa recursivamente duas etapas:
a de predição e a de medição. Na primeira, utiliza-se o modelo de transição para predizer o futuro
estado X̂ t+1i com base em seu valor atual X̂
t
i ; já na segunda, realiza-se uma medição indireta do
estado X ti e ajusta-se a predição realizada na etapa anterior. Tal processo é repetido durante todo
o rastreamento. A Figura 27 ilustra a manipulação realizada pelo Filtro de Kalman para gerar a
PDF do estado futuro estimado X̂ t+1i .
Figura 27 – Ilustração da combinação de funções de densidade de probabilidade (PDF) realizada
pelo Filtro de Kalman com base num sistema discreto unidimensional. As PDF do
estado estimado no instante t + 1 a partir do modelo de transição e da medição Z t+1i
são mesclados pelo filtro, de modo a obter-se a PDF do estado estimado X̂ t+1i , o qual
maximiza a verosimilhança P(X t+1i | X̂
t+1





Fonte: o próprio autor.
Muito embora seja considerado um estimador ótimo, o Filtro de Kalman assume que
tanto a incerteza do modelo de transição de estado quanto as de suas observações comportam-se
segundo uma distribuição gaussiana. Além disso, também assume-se que os processos que
definem tais variáveis são de natureza linear (LI et al., 2016). Tais restrições nem sempre
refletem o cenário do rastreamento. Desse modo, um segundo tipo de filtro Bayesiano surge como
alternativa na literatura: trata-se dos Filtros de Partículas, os quais são capazes de estimar o estado
de sistemas dinâmicos não-lineares (GIRON-SIERRA, 2016). A intuição por trás destes filtros
está em gerar uma aproximação do estado futuro estimado X̂ t+1i através de um conjunto finito de




p=1, denominadas partículas. Tal aproximação é








t − X̂ ti,p), (3.4)
sendo X̂ ti,p e w
t
i,p o estado estimado e o peso atribuídos à partícula de índice p (KüNSCH, 2013),
respectivamente. De modo semelhante ao Filtro de Kalman, o algoritmo que embasa os Filtros de
Partículas fundamenta-se na execução recursiva das etapas de predição e medição. Na primeira
utiliza-se o modelo de transição para computar a nova amostra do estado X̂ t+1i predita por cada
partícula. Já na segunda etapa, seus respectivos pesos são atualizados com base na nova medição
Z t+1i , de modo a ajustar-se o estado final estimado pelo filtro. Todo esse processo é repetido ao
longo da aplicação do filtro (ABDELALI; ESSANNOUNI; ABOUTAJDINE, 2016).
Além dos filtros Bayesianos, vale ressaltar também a utilização de técnicas de Aprendizado
de Máquina para a construção de modelos de movimentação aplicáveis ao contexto do rastreamento.
Tais técnicas também baseiam-se na estimativa do estado futuro X t+1i de um determinado objeto
oi a partir de observações das suas posições passadas. No entanto, por seguirem um paradigma
de aprendizado baseado em exemplos, estas técnicas tendem a ser mais agnósticas do que
aqueles filtros no que se refere a suas suposições em relação à dinâmica do movimento tratado
(MARTINEZ; BLACK; ROMERO, 2017). Além disso, em contraste à natureza degenerativa
dos filtros Bayesianos, os modelos de Aprendizado de Máquina têm caráter discriminativo, ou
seja, suas saídas são valores determinísticos ao invés de distribuições (ITER; KUCK; ZHUANG,
2016).
Dentre as técnicas de aprendizado de máquina mais exploradas recentemente para modelar
a movimentação de objetos no contexto do rastreamento, encontram-se aquelas baseadas no
paradigma de aprendizado supervisionado (WANG; ZHANG; YI, 2017; CHENG et al., 2018;
TANG et al., 2018). Em termos formais, estes algoritmos podem ser aplicados da seguinte forma:
dado um conjunto de N observações Zi = {Z ti , Z
t−1
i , ..., Z
t−N
i } respectivamente relacionadas ao
estado X ki do objeto oi nos instantes k ∈ [t − N, t], sendo t o instante atual, constrói-se por meio
de exemplos rotulados uma função de regressão f (Zi), a qual gera como saída o valor X̂ t+1i . Este
valor deve minimizar o erro E = δ(X̂ t+1i − X
t+1
i ), sendo X
t+1
i o estado do objeto oi no instante
futuro t + 1 (ALTCHé; FORTELLE, 2017). Vale ressaltar novamente que tanto as medições
contidas no conjunto Zi quanto o estado estimado X̂i do objeto oi são tratados pelo algoritmo de
aprendizado como valores determinísticos, não como distribuições de probabilidade.
3.3 Discriminação
Como discutido nas subseções anteriores, durante a execução do paradigma tracking-by-
detection busca-se construir modelos que descrevam os N múltiplos objetos {o1, ...,oN } rastreados
ao longo de uma sequência de imagens até o instante atual t. Independentemente das características
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descritas, estes modelos são atualizados a partir de M novas detecções {dt+11 , ..., d
t+1
M } obtidas no
instante t + 1. No entanto, pelo fato dos rastreadores gerenciarem a trajetória de múltiplos objetos
simultaneamente, surge a necessidade de determinar quais detecções referem-se a quais objetos.




1 , ..., d
t+1
M }, os
rastreadores devem computar uma medida si,j que indique a similaridade entre o estado do objeto
oi estimado por seu modelo para o instante t + 1 e a detecção dt+1j obtida também no instante
t + 1.
Nesse sentido, diferentes métricas e estratégias de discriminação podem ser aplicadas
a depender do tipo de modelo empregado para descrever os objetos rastreados. No caso dos
modelos de movimentação, busca-se comparar o estado futuro X̂ t+1i estimado pelo modelo do
objeto oi no instante t +1 com a detecção dt+1j . Considerando-se que tanto o estado estimado X̂
t+1
i
quanto a detecção dt+1j tenham como atributos as coordenadas (x, y) e as dimensões (w, h) de
seus respectivos objetos em relação à imagem It+1 obtida no instante t +1, é possível compará-los
por meio da taxa de sobreposição entre suas regiões (BEWLEY et al., 2016; LIN et al., 2017;
BOCHINSKI; EISELEIN; SIKORA, 2017). Tal medida, conhecida como Índice de Jaccard





sendo A e B, respectivamente, conjuntos não-nulos de pixels contidos nas regiões da imagem
ocupadas pelo estado estimado X̂ t+1i e pela detecção d
t+1
j , enquanto C(.) corresponde ao operador
de contagem de amostras (SHI; NGAN; LI, 2014). A Figura 28 ilustra a computação de tal
medida. Nota-se que o numerador do Índice de Jaccard corresponde à área de interseção entre
A e B, enquanto que seu denominador equivale à área de união entre tais conjuntos. Assim,
Jac(A,B) ∈ R | 0 ≤ Jac(A,B) ≤ 1, de modo que Jac(A,B) = 1 sempre que A = B.
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Figura 28 – Ilustração do cálculo da taxa de sobreposição (Índice de Jaccard) entre o estado
estimado X̂ t+1i de um objeto oi no instante t + 1 e a detecção d
t+1
j realizada no
instante t + 1 e referente ao objeto o j . Dadas as sub-imagens A e B, respectivamente
formadas pelos pixels sobrepostos por X̂ t+1i e d
t+1
j , o numerador do Índice de Jaccard
corresponde à área de interseção entre A e B, enquanto seu denominador equivale à








Fonte: o próprio autor.
Já nos casos em que são considerados modelos de aparência, busca-se comparar o
descritor At+1i computado pelo modelo, o qual refere-se à aparência estimada do objeto oi no
instante t + 1, e o descritor B j , o qual quantifica a sub-imagem St+1j relacionada à região da
imagem It+1 delimitada pela detecção di+1j . Para tanto, o mesmo algoritmo descritor utilizado
para a construção do modelo deve ser aplicado sobre St+1j de modo a se obter B j . Assumindo
que tanto Ai+1i quanto B j correspondam a vetores de características visuais com dimensão N , o
complemento de sua distância pode ser utilizado como medida de similaridade si,j . Dentre as
distâncias já utilizadas com essa finalidade encontram-se a distância Euclidiana (SCHROFF;
KALENICHENKO; PHILBIN, 2015), a distância do Cosseno (NGUYEN; BAI, 2011) e a








onde V1 e V2 representam, respectivamente, os descritores At+1i e B j , N corresponde à dimensão




Finalmente, é possível também que mais de um tipo de modelo seja considerado para
descrever os objetos rastreados. Por exemplo, pode-se utilizar simultaneamente modelos de
movimentação e modelos de aparência, de modo a tornar mais robusta a re-identificação de objetos.
(BORAGULE; JEON, 2017b). De fato, durante curtos intervalos de tempo nos quais a aparência
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de um determinado objeto é significativamente alterada devido a variações de luminosidade, seu
modelo de movimentação pode ser mais útil para re-identificá-lo. Já durante longos períodos de
oclusão, sua aparência pode ser mais discriminatória. Nesse sentido, uma das formas de se obter
a medida de similaridade final si,j é combinando-se a medida sai,j , computada individualmente
através do modelo de aparência, e a medida smi,j , também calculada individualmente por meio do
modelo de movimentação. Dentre os possíveis tipos de combinação encontra-se a seguinte soma
ponderada:
si,j = α · sai,j + β · s
m
i,j, (3.7)
sendo α e β os pesos dados às medidas de similaridade baseadas exclusivamente no modelo de
aparência e no modelo de movimentação, respectivamente (YOON et al., 2016; YU et al., 2016;
WOJKE; BEWLEY; PAULUS, 2017).
3.4 Associação
A última etapa realizada durante cada iteração do rastreamento por detecção corres-
ponde à associação entre as trajetórias {T1,T2, ...,Ti, ...}, relacionadas aos objetos rastreados
{o1,o2, ...,oi, ...}, e as novas detecções {dt+11 , d
t+1
2 , ..., d
t+1
j , ...} realizadas no instante t + 1.
Para tanto, os rastreadores baseados no paradigma tracking-by-detection formulam esta as-
sociação como um problema de otimização em grafos (FAN et al., 2016). No caso mais
simples, constrói-se um grafo bipartido G(U,V,E), cujos vértices U = {u1,u2, ...,ui, ...} re-
presentam as trajetórias {T1,T2, ...,Ti, ...}, os vértices V = {v1, v2, ..., v j, ...} referem-se às de-
tecções {dt+11 , d
t+1
2 , ..., d
t+1
j , ...} e as arestas E = {e1,1, e1,2, ..., ei,j, ...} possuem como peso as
medidas de similaridade {s1,1, s1,2, ..., si,j, ...}, as quais estão relacionadas aos respectivos pares
{(o1 , dt+11 ), (o1 , d
t+1
2 ), ..., (oi , d
t+1
j ), ...}. Assim, deve-se determinar o sub-conjunto de arestas
que maximize a soma de pesos, com a restrição de que cada vértice ui ∈ U e v j ∈ V deve estar
conectado a no máximo uma única aresta. A Figura 29 ilustra a construção de tal grafo juntamente
com a resolução do problema de associação. Esta pode ser alcançada, por exemplo, por meio do
Método Húngaro (KUHN, 2005).
A estratégia de associação apresentada anteriormente considera que as trajetórias
{T1,T2, ...,Ti, ...} só podem ser atualizadas com base em detecções {dt+11 , d
t+1
2 , ..., d
t+1
j , ...} extraí-
das de uma única imagem It+1 por iteração. Ou seja, uma nova imagem It+2 somente pode ser
processada após finalizada a associação entre {Ti} e {dt+1j } com base em It+1. Devido ao número
limitado de imagens consideradas durante cada iteração, tal estratégia é classificada como local.
Estratégias de associação deste tipo são geralmente empregadas por algoritmos de rastreamento
projetados para aplicações online, nas quais não se tem acesso a priori a toda a sequência de N
imagens {I1, ..., IN }. No entanto, nos casos em que tal sequência é conhecida, é possível estender
a estratégia local discutida anteriormente, de modo a atualizar as trajetórias {T1,T2, ...,Ti, ...}
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Figura 29 – Ilustração da associação de trajetórias {T1,T2, ...,Ti, ...} e detecções
{dt+11 , d
t+1
2 , ..., d
t+1
j , ...} através de otimização de grafo. Inicialmente constrói-se um
grafo bipartido G(U,V,E), onde U = {T1,T2, ...,Ti, ...}, V = {dt+11 , d
t+1
2 , ..., d
t+1
j , ...}
e o peso das arestas E corresponde às medidas de similaridades {s1,1, s1,2, ..., si,j, ...},
as quais relacionam-se aos respectivos pares {(o1 , dt+11 ), (o1 , d
t+1
2 ), ..., (oi , d
t+1
j ), ...}.
Em seguida, determina-se o subconjunto de arestas que maximize a soma de pesos,
de modo que cada vértice esteja conectado a no máximo uma única aresta.































Fonte: o próprio autor.




i , ...})} obtidas ao longo de
{I1, ..., IN } numa única etapa de associação. Esse tipo de abordagem, considerada global, pode
ser implementada a partir da construção de um grafo orientado G(V,E) cujos vértices v j ∈ V
representam todas as detecções realizadas ao longo das N imagens da sequência {I1, ..., IN }.
Além disso, o conjunto de arestas E é formado por elementos definidos como e = (dti , d
t+1
j ),
os quais conectam detecções realizadas nas imagens It e It+1, respectivamente. Assim como
para associações locais, os pesos das arestas deste grafo equivalem à medida de similaridade si,j
referente às suas respectivas detecções. A Figura 30 ilustra a construção de um grafo orientado
aplicado à associação global de detecções.
Por fim, vale ressaltar que, assim como no caso local, ao final da associação global são
obtidas trajetórias {T1,T2, ...,Ti, ...}, onde Ti = {d1i , d
2
i , ...}, que maximizem a soma dos pesos das
arestas de suas respectivas detecções. Tal resultado pode ser alcançado, por exemplo, através de
técnicas de programação linear e programação dinâmica (FAN et al., 2016).
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Figura 30 – Ilustração de um grafo direcional G(V,E) aplicado à associação global de detecções.





i , ...})} realizadas ao longo das N imagens da sequência {I1, ..., IN }. Já o
seu conjunto de arestas E é formado por elementos definidos como e = (dti , d
t+1
j ), os
quais conectam detecções realizadas nas imagens It e It+1, respectivamente. O peso












Fonte: o próprio autor.
65
4
Método Proposto para Rastreamento
O método proposto baseia-se num modelo de regressão que recebe como entrada
características relacionadas à aparência e à movimentação de objetos {o1,o2, ...,oi, ...}, rastreados
até o instante t e com trajetórias {T1,T2, ...,Ti, ...}, sendo Ti = {dk1i , ..., d
kZ
i | kZ ≤ t} uma trajetória
de comprimento Z , e das novas detecções {dt+11 , d
t+1
2 , ..., d
t+1
j , ...}, realizadas no instante atual
t + 1, e gera como saída o custo ci,j da associação entre cada par (Ti, dt+1j ). As seções apresentadas
a seguir discutem o método de rastreamento proposto, denominado SmartSORT, e a metodologia
desenvolvida para a indução do seu modelo de regressão.
4.1 Visão Geral
O algoritmo 1 descreve o método SmartSORT. Este método considera um cenário
de rastreamento no qual cada objeto oi rastreado até o instante atual t possui uma trajetória
Ti = {d
k1
i , ..., d
kZ
i | kZ ≤ t} de comprimento Z , sendo seu estado si modelado como:
si = [ui, vi, hi,ri, ai], (4.1)
em que ui e vi representam, respectivamente, as posições verticais e horizontais em pixels do
centro do objeto oi sobre a imagem IkZ obtida em kZ ; h e r correspondem, respectivamente, à
altura e à razão de aspecto da detecção dkZi ; e a denota o descritor de aparência obtido com base
em dkZi . O estado si do objeto oi é atualizado sempre que sua trajetória Ti no instante t é associada
a uma nova detecção dt+1j (linha 8 do algoritmo 1). Nesse caso, si incorpora as dimensões de
dt+1j , juntamente com seu descritor de aparência (Figura 31). Caso nenhuma associação aconteça,
preserva-se o estado si.
De modo a gerenciar as trajetórias {T1,T2, ...,Ti, ...}, o método SmartSORT considera que
para cada objeto oi rastreado até o instante t há um contador de perdas Li, o qual é incrementado
somente quando nenhuma detecção é associada a Ti durante uma iteração do rastreamento. Se
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Algoritmo 1: Método de rastreamento SmartSORT.
Dados: Conjunto de novas detecções D realizadas em t + 1, conjunto de trajetórias
{T1,T2, ...,Ti, ...} existentes em t, limiar de custo Cmax , limiar de perda Lmax
Resultado: Conjunto de trajetórias atualizadas U em t + 1
1 para cada d ∈ D faça
2 d ← computaDescritor(d);
3 fim
4 U ← {T1,T2, ...,Ti, ...};
5 C ← custoAssociacao({T1,T2, ...,Ti, ...},D,Cmax);
6 A← metodoHungaro(C);
7 para cada (T, d) ∈ A faça
8 T ← atualizaTra jetoria(T, d);
9 fim
10 para cada T ∈ {T1,T2, ...,Ti, ...} faça
11 se T < A então
12 incrementaContadorPerdas(T);
13 se não Con f irmado(T) então
14 U ← U − {T};
15 fim
16 fim
17 se contadorPerdas(T) > Lmax então
18 U ← U − {T};
19 fim
20 fim
21 para cada d ∈ D faça
22 se d < A então
23 T ← {d};




o valor de Li excede um determinado limiar Lmax , a trajetória Ti é descartada, uma vez que
assume-se que o objeto oi deixou a cena permanentemente (linha 18 do algoritmo 1). Uma nova
trajetória Tj é criada para cada detecção dt+1j não associada a nenhuma trajetória já existente
(linha 23 do algoritmo 1). Durante as próximas três iterações a partir de sua criação, a nova
trajetória Tj é considerada não-confirmada. O SmartSORT descarta trajetórias não-confirmadas
cujos respectivos contadores de perda são incrementados (linha 14 do algoritmo 1).
O método SmartSORT trata a associação entre trajetórias existentes e novas detecções
como um problema de otimização em grafos. De modo a computar o seu custo de associação
(linha 5 do algoritmo 1), consideram-se informações de movimentação e aparência (i.e., suas
dimensões e seus descritores). No entanto, diferentemente de trabalhos relacionados (YOON et
al., 2016; YU et al., 2016; WOJKE; BEWLEY; PAULUS, 2017), o SmatSORT computa tal custo
por meio de um modelo de regressão induzido através de técnicas de Aprendizado de Máquina
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Figura 31 – Ilustração da atualização do estado si de um objeto oi, o qual foi associado a uma
nova detecção dt+1j .
Imagem It Imagem It+1 Imagem It+1
Associação
Estado si Detecção dj
t+1 Estado si 
atualizado
Fonte: o próprio autor.
(Figura 32). Neste trabalho, foi considerada uma rede neural do tipo MLP treinada a partir do
algoritmo Backpropagation (CUN, 1988) e descrita com maior profundidade na seção 4.2. Assim,
dado o vetor de características fTi,dj , relacionado à i-ésima trajetória Ti e à j-ésima detecção d j , o
modelo de regressão computa seu respectivo custo de associação ci,j ∈ [−1,1]. O modelo realiza
tal computação para todas as combinações possíveis de detecções e trajetórias (Figura 32). A
seção 4.2 discute mais detalhadamente o processo de indução deste modelo.
Uma vez que o modelo de regressão tenha computado todos os custos de associação, o
algoritmo de rastreamento resolve o grafo bipartido a partir da aplicação do Método Húngaro
(KUHN, 2005)(linha 6 do algoritmo 1). Além disso, descartam-se associações cujos respectivos
custos ultrapassem um determinado limiar Cmax , já que as mesmas são consideradas inadmissíveis.
Tendo em vista a simetria do intervalo de ci,j , Cmax foi adotado como 0, de modo a maximizar
a margem que separa associações inadmissíveis daquelas aceitáveis. Vale ressaltar que Cmax
corresponde ao único hiper-parâmetro relacionado à etapa de associação do método SmartSORT.
4.2 Modelo de Regressão
A principal contribuição do método proposto está em seu modelo de regressão, o qual
é capaz de estimar a similaridade entre um objeto oi com trajetória Ti = {dk1i , ..., d
kZ
i | kZ ≤ t}
de comprimento Z até o instante t e um objeto o j apontado pela detecção dt+1j , valendo-se de
suas características de aparência e movimentação (linha 5 do algoritmo 1). De modo a induzi-lo,
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Figura 32 – Ilustração do modelo induzido neste trabalho para estimar o custo de associação
entre detecções. Dado um conjunto de trajetórias {T1,T2, ...,Ti, ...}, sendo Ti =
{dk1i , ..., d
kZ
i | kZ ≤ t} uma trajetória de comprimento Z , relacionadas a objetos
{o1,o2, ...,oi, ...} rastreados até o instante t e um conjunto de novas detecções
{dt+11 , d
t+1
2 , ..., d
t+1
j , ...} realizadas no instante atual t + 1, o modelo de regressão
estima o custo ci,j da associação entre cada par (Ti, dt+1j ). A saída obtida é utilizada
























Fonte: o próprio autor.





= [u, v, h,r,∆u,∆v,∆h,∆r,∆a,∆t], (4.2)
onde (u, v), h e r correspondem à posição e às dimensões da última detecção dkZi associada à
Ti, respectivamente; ∆u, ∆v, ∆h e ∆r representam a diferença normalizada entre a posição e
as dimensões das detecções dt+1j e d
kZ
i , respectivamente; ∆a é a distância do cosseno entre os
descritores das regiões delimitadas por dt+1j e d
kZ
i ; e ∆t = (t + 1) − k
Z refere-se ao intervalo de
tempo entre a realização das detecções dt+1j e d
kZ
i .
A intuição por trás da escolha dos atributos u, v, h e r está na sua capacidade de fornecer
ao modelo informações a respeito da posição e das dimensões absolutas estimadas para o objeto
oi no instante t. Através destas informações pode-se descrever a movimentação de oi em relação
à câmera. Os atributos ∆u e ∆v podem ser úteis para a identificação de situações nas quais a
associação entre dt+1j e Ti é impraticável devido à distância existente entre as detecções d
t+1
j e
dkZi , enquanto que ∆h e ∆r permitem que o método de rastreamento compreenda a geometria de
ambos os objetos oi e o j . Por sua vez, a distância ∆a favorece a discriminação de dt+1j e d
kZ
i com
Capítulo 4. Método Proposto para Rastreamento 69
base nas características visuais de seus respectivos objetos o j e oi (i.e. características profundas
extraídas por meio de uma CNN). Finalmente, ∆t permite que o SmartSORT compreenda a
variação temporal das características de movimentação e de aparência do objeto oi ao longo do
rastreamento, o que pode ser especialmente útil para o tratamento de oclusões.
De modo a aprimorar a capacidade do SmartSORT de entender a movimentação dos
objetos rastreados, considerou-se expandir o vetor f a partir de múltiplas detecções pertencentes
à trajetória Ti. Assim, adotou-se uma estratégia de janela deslizante, na qual o novo vetor de

















onde f corresponde ao vetor de características definido pela Equação 4.2; dt+1j é uma nova
detecção realizada no instante t + 1; dkzi denota uma detecção realizada no instante kz | kz ≤ t e
pertencente à trajetória Ti de comprimento Z; e W representa o tamanho da janela deslizante.
Esta estratégia permite que o método SmartSORT compreenda tanto a movimentação de um
objeto oi como também a variação de sua aparência ao longo do tempo. A Figura 33 ilustra a
estratégia de janela deslizante proposta.
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Figura 33 – Ilustração da estratégia de janela deslizante aplicada para calcular o custo de
associação entre uma trajetória Ti = {dk1i , ..., d
kZ
i | kZ ≤ t} e uma detecção d
t+1
j .
São computados W vetores de características f relacionados à dt+1j e às detecções
{dkZ−W+1i , ..., d
kZ
i } pertencentes à Ti. Ao final, os W vetores f são concatenados para
formar o vetor g, o qual é apresentado como entrada para o modelo de regressão no
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Fonte: o próprio autor.
Como já mencionado, o modelo de regressão foi projetado para estimar o custo de
associação ci,j ∈ [−1,1] entre uma trajetóriaTi e uma detecção dt+1j . Inspirado por Son et al. (2017),
Sadeghian, Alahi e Savarese (2017), tal modelo foi obtido através de um algoritmo de aprendizado
supervisionado. Para isso, criou-se uma base de dados composta por exemplos positivos Ep e
negativos En já rotulados. Cada exemplo ep ∈ Ep corresponde ao par ({dt−W+1i , ..., d
t
i } , d
t+1
i ), e
ilustra a associação entre uma trajetória Ti e uma detecção dt+1i referentes ao mesmo objeto oi.
Como o custo deste tipo de associação é mínimo, cada exemplo ep é rotulado com o valor Lp = −1.
Em contrapartida, cada exemplo en ∈ En é definido como o par ({dt−W+1i , ..., d
t
i } , d
t+1
j ) | i , j,
o qual representa a associação entre uma trajetória Ti e uma detecção dt+1j referentes a objetos
distintos oi e o j , respectivamente. Considerou-se que este tipo de associação tem custo máximo,
de modo que cada exemplo negativo en é rotulado com o valor Ln = 1. Assim, o algoritmo de
aprendizado teve como objetivo induzir uma função de regressão r(ge) a partir da apresentação
dos exemplos E = Ep ∪ En, onde e ∈ E .
Tendo em vista que o vetor f apresenta baixa dimensionalidade e que os seus atributos
correspondem a características com alto nível semântico, o modelo de regressão foi induzido
neste trabalho a partir de uma rede neural do tipo MLP. A principal motivação para esta escolha
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encontra-se na aplicação do modelo em cenários de rastreamento online e em tempo real. Sendo S
a quantidade de atributos de f , a rede foi projetada com (W − 1) × S neurônios em sua camada de
entrada L0, Y neurônios em cada uma de suas H camadas escondidas {L1, ..., LH} e um neurônio
na camada de saída LH+1. W , Y e H foram tratados como hiper-parâmetros a serem fixados
durante as experimentações com o rastreador. Já a função de ativação aplicada ao final de cada
camada {L0, ..., LH} correspondeu à Unidade Linear Retificada (do inglês, Rectified Linear Unit
ou ReLU), ao passo que sobre a saída da última camada LH+1 aplicou-se a função Tangente
Hiperbólica (tanh), cuja imagem corresponde a [−1,1]. A Figura 34 ilustra ambas as funções. Já
a Figura 35 apresenta a arquitetura projetada para a MLP.
Figura 34 – Funções de ativação aplicadas sobre a saída de cada camada da rede MLP.
(a) Unidade Linear Retificada (ReLU).
y = ReLU(x)





(b) Tangente hiperbólica (tanh).
y = tanh(x)





Fonte: o próprio autor.
Para induzir a função de regressão r(ge), a MLP foi treinada com base no algoritmo
Backpropagation (CUN, 1988). Durante este processo, buscou-se minimizar a função de erro R a










2 (Xi − Li)
2, |Xi − Li | ≤ 1
|Xi − Li | − 12, caso contrário
, (4.5)
sendo X um vetor de dimensão M onde cada elemento Xi corresponde ao valor de saída da
função r(gei ), e L um vetor também de dimensão M no qual cada elemento Li refere-se ao rótulo
do exemplo ei. A função h, também conhecida como L1 suavizada, combina as funções de erro
absoluto L1(x) = |x | e de erro quadrático L2(x) = x2, de maneira que para |x | ≤ 1 seu gradiente
permite um ajuste mais fino da função r do que o alcançado com L1, enquanto que o efeito de
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Figura 35 – Ilustração da arquitetura projetada para a rede MLP. O vetor de características g é
apresentado aos neurônios da camada inicial L0. Suas saídas servem como entradas
para os neurônios da camada seguinte L1, os quais geram as entradas dos neurônios
da próxima camada e assim sucessivamente até que se alcance a última camada LH+1.
Esta tem como função de ativação a Tangente Hiperbólica, de modo que sua saída













Fonte: o próprio autor.
exemplos anômalos (i.e. outliers para os quais |x | > 1) sobre o somatório de R é menor do que
aquele gerado com L2 (GIRSHICK, 2015). A Figura 36 apresenta uma comparação entre tais
funções.
Uma vez induzido, o modelo de regressão pode estimar numa única execução os custos
das associações entre M pares de trajetórias {T1,T2, ...Ti, ...} e detecções {dt+n1 , d
t+n
2 , ..., d
t+n
j , ...}
a partir do lote de vetores de características B = [g1, g2, ..., gM]T . O algoritmo 2 detalha o uso do
modelo pelo SmartSORT durante sua etapa de estimação de custos (linha 5 do algoritmo 1).
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Figura 36 – Comparação entre as funções de erro L1, L2 e Huber.
















Fonte: o próprio autor.
Algoritmo 2: Estimação dos custos de associação.
Dados: Conjunto de trajetórias {T1,T2, ...Ti, ...}, conjunto de novas detecções D,
limiar de custo Cmax .
Resultado: Conjunto de custos de associações C entre trajetórias e novas detecções.
1 B← ∅;
2 para cada T ∈ {T1,T2, ...Ti, ...} faça
3 para cada d ∈ D faça
4 B← B ∪ {gT,d};
5 fim
6 fim
7 C ← modeloRegressao(B);
8 para cada c ∈ C faça
9 se c > Cmax então







O método SmartSORT foi avaliado a partir de experimentos realizados inicialmente em
dois cenários distintos: o de rastreamento de pedestres e o de rastreamento de passageiros de
ônibus. As seções a seguir discutem ambos os casos.
5.1 Rastreamento de Pedestres
A avaliação do método SmartSORT no contexto do rastreamento de pedestres foi
conduzida através do benchmark MOT Challenge 2016 (MILAN et al., 2016). Este benchmark
foi selecionado devido à sua utilização por grande parte dos trabalhos discutidos no Capítulo 2,
e por corresponder a uma atualização do benchmark MOT Challenge 2015, a qual conta com
sequências mais desafiadoras e atuais. As subseções apresentadas a seguir descrevem as etapas
realizadas durante a avaliação, juntamente com os resultados obtidos.
5.1.1 Base de associações
A etapa inicial do processo de avaliação do método SmartSORT consistiu na criação de
uma base de dados composta por exemplos de associações corretas e incorretas entre detecções.
Para tanto, foram consideradas as sequências de treinamento do benchmark MOT Challenge
2016. Estas sequências correspondem a sete vídeos, que registram o deslocamento de múltiplos
pedestres ao longo de diferentes cenários. A Tabela 4 apresenta mais detalhes a respeito de cada
uma destas sequências. Ao todo, os sete vídeos contêm 517 trajetórias de pedestres identificados
ao longo de 5316 imagens.
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Além dos vídeos, este benchmark também disponibiliza um arquivo de anotações para
cada sequência, o qual aponta por meio de marcações retangulares a localização, as dimensões e
a identificação de cada pedestre ao longo das suas respectivas imagens. Mais especificamente,
a marcação M ti,h de um objeto oi sobre a imagem It , a qual pertence à sequência Sh, possui o
formato:
M ti,h = [t, i, x, y,w, h,q, c, v], (5.1)
onde t representa o índice da imagem It , i corresponde ao identificador único do objeto oi, (x, y)
são as coordenas em duas dimensões do canto superior esquerdo da marcação, w corresponde
à sua largura, h representa sua altura, q refere-se a uma variável de controle utilizada pelo
benchmark, c indica a categoria do objeto oi e v corresponde à sua taxa de visibilidade. A
Figura 37 ilustra alguns dos atributos de uma marcação fornecida pelo benchmark.
Figura 37 – Ilustração de marcação retangular fornecida pelo benchmark MOT Challenge 2016
(MILAN et al., 2016). Dentre os atributos apresentados estão as coordenadas (u, v)





Fonte: o próprio autor.
O processo de criação da base de dados consistiu na amostragem estratificada uniforme
de conjuntos com W ≥ 2 marcações presentes ao longo de cada sequência de treinamento
do benchmark. A metodologia de amostragem adotada é descrita pelo algoritmo 3. Para cada
sequência Sh ∈ {S1,S2, ...} são coletados os identificadores de todos os objetos {o1,o2, ...,oi, ...}
contidos nas imagens de Sh (linha 4 do algoritmo 3). Em seguida, para cada objeto oi seleciona-se
o subconjunto de N imagens {I1, ..., IN } da sequência Sh nas quais oi está presente. Para cada
It ∈ {I1, ..., IN−W } seleciona-se um novo subconjunto ordenado de imagens {Ak1, ..., AkW }, o
qual é formado por It e por W − 1 amostras extraídas aleatoriamente de {It+1, ..., IN } (linha 8 do
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algoritmo 3). Em seguida, os exemplos de associações positivas ep e negativas en são construídos
a partir da concatenação das marcações {M k1i,h, ...,M
kW
i,h }, as quais referenciam o objeto oi ao
longo das imagens {Ak1, ..., AkW }. A última marcação incluída no exemplo en, no entanto, tem
o formato M kzj,h, sendo j , i o índice do objeto o j presente na imagem AkW . Este índice é
escolhido aleatoriamente com base nos objetos presentes na imagem AkW . Assim, ao final de cada
iteração são gerados um exemplo positivo ep = {M k1i,h, ...,M
kW
i,h }, o qual descreve a associação entre





onde este representa a associação entre detecções referentes a objetos distintos oi e o j . Os conjuntos
de todos os exemplos positivos Ep e negativos En compõem a base Bw = {Ep,En} gerada ao final
do processo de amostragem. A Figura 38 ilustra este processo.
Algoritmo 3: Metodologia de amostragem de marcações.
Dados: Sequências {S1,S2, ...}, quantidade W de marcações por exemplo.
Resultado: Conjunto de exemplos positivos Ep, conjunto de exemplos negativos En.
1 Ep ← ∅;
2 En ← ∅;
3 para cada Sh ∈ {S1,S2, ...} faça
4 Ids← identi f icadoresDosObjetos(Sh);
5 para cada i ∈ Ids faça
6 {I1, ..., IN } ← imagensComObjeto(i,Sh);
7 para cada It ∈ {I1, ..., IN−W } faça
8 {Ak1, ..., AkW } ← {It} ∪ aleatorio({It+1, ..., IN } , W − 1);
9 ep ← ∅;
10 en ← ∅;
11 para cada Akz ∈ {Ak1, ..., AkW−1} faça
12 ep ← ep ∪ {M
kz
i,h };
13 se z , W então





17 J ← identi f icadoresDosObjetos(Akw );
18 J ← J − {i};
19 se J , ∅ então
20 j ← aleatorio(J);






25 Ep ← Ep ∪ ep;
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Figura 38 – Ilustração da metodologia adotada para amostragem de W marcações fornecidas
pelo benchmark MOT Challenge 2016, onde W ≥ 2. Dada uma sequência Sh
composta pelo conjunto de imagens {I1, ..., IN }, seleciona-se o subconjunto de
imagens {Ak1, ..., AkW }, o qual é formado por It e por W − 1 amostras extraídas
aleatoriamente de {It+1, ..., IN }. O conjunto de marcações ep = {M k1i,h, ...,M
kW
i,h } é
considerado um exemplo de associação entre detecções referentes a um mesmo
objeto oi ao longo das imagens {Ak1, ..., AkW }. Por outro lado, o conjunto en =
{M k1i,h, ...,M
kW−1
i,h } + M
kW
j,h é tratado como um exemplo de associação entre detecções







Fonte: o próprio autor.
A metodologia de amostragem descrita pelo algoritmo 3 permite a construção de bases de
associações Bw com exemplos formados a partir da concatenação de W marcações, o que remete
à estratégia de janela deslizante discutida no Capítulo 4. Tendo em vista que o comprimento
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W da janela corresponde a um hiper-parâmetro a ser definido durante a preparação do método
proposto, o algoritmo 3 foi utilizado para a criação de múltiplas bases {Bw}, ∀W ∈ {2,5,10}. A
Figura 39 apresenta a distribuição de seus respectivos exemplos positivos e negativos. Nota-se
que através da metodologia de amostragem estratificada foi possível gerar bases balanceadas para
todos os valores de W considerados.
Figura 39 – Quantidade de exemplos positivos e negativos que compõem as bases de dados {Bw},
∀W ∈ {2,5,10}, as quais foram construídas neste trabalho a partir da metodologia



















Quantidade de exemplos por base de dados
Positivos Negativos
Finalmente, cada marcação M kzi,h pertencente às bases {B2,B5,B10} foi mapeada para uma
detecção dkzi = [u, v,w, h], onde (u, v) corresponde às coordenadas do centro geométrico de M
kz
i,h
sobre a imagem Akz , w é sua largura e h refere-se à sua altura. Os exemplos E = Ep ∪ En de
cada base Bw ∈ {B2,B5,B10} passaram a ter o formato definido no Capítulo 4, onde ep ∈ Ep
e en ∈ En correspondem aos pares ({dk1i , ..., d
kW−1
i } , d
kW
i ) e ({d
k1
i , ..., d
kW−1
i } , d
kW
j ) | i , k,
respectivamente. A partir desde novo formato foi possível extrair de cada exemplo e ∈ E o
vetor de características g utilizado como entrada pelo modelo de regressão. A Figura 40 ilustra
a distribuição dos exemplos positivos Ep e negativos En da base de dados B2 em detrimento
de suas características. É possível notar que ∆a, ∆h, ∆u e ∆v referentes aos elementos de Ep
possuem menor desvio padrão do que as respectivas características dos exemplos En. Além
disso, percebe-se que as distribuições dos exemplos positivos e negativos em detrimento de seus
respectivos ∆t são semelhantes, o que demonstra novamente o balanceamento de B2.
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Figura 40 – Distribuição dos exemplos positivos Ep e negativos En da base de dados B2 em
detrimento de suas características.
(a) Exemplos positivos.

















































































































Fonte: o próprio autor.
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Já a Figura 41 ilustra a correlação par-a-par entre as características normalizadas dos
exemplos de B2. Percebe-se que mesmo características como u e v, sobre as quais as distribuições
de Ep e En são semelhantes (Figura 40), apresentam níveis de correlação com outras variáveis
que permitem a separação entre exemplos de categorias diferentes. Vale notar que a característica
∆a apresentada tanto na Figura 40 quanto na Figura 41 foi extraída a partir de descritores de
aparência obtidos por meio de uma CNN (WOJKE; BEWLEY; PAULUS, 2017).
Figura 41 – Gráfico de dispersão dos exemplos positivos Ep e negativos En contidos na base de
dados B2. A partir deste gráfico é possível visualizar a correlação par-a-par entre
características extraídas de cada exemplo.
Fonte: o próprio autor.
5.1.2 Preparação do método
O protocolo de preparação do método de rastreamento consistiu na execução das seguintes
etapas: 1) seleção dos hiper-parâmetros do modelo de regressão; 2) seleção dos hiper-parâmetros
do método de SmartSORT; 3) indução do melhor modelo a partir de tais parâmetros. Para
tanto, consideraram-se como entradas o conjunto de sequências de treinamento {S1,S2, ...} do
benchmark e o conjunto de bases {B2,B5,B10} obtido durante o processo de amostragem já
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discutido na subseção 5.1.1. O algoritmo 4 descreve o protocolo de preparação. Inicialmente,
o conjunto {S1,S2, ...} é dividido em dois subconjuntos Si e Sv. O primeiro é formado pelas
sequências MOT-02, MOT-05, MOT-09 e MOT-13 do benchmark, enquanto que as sequências
MOT-04, MOT-10, MOT-11 compõem Sv (linha 3 do algoritmo 4). Cada base Bw ∈ {B2,B5,B10}
é então dividida em duas novas bases mutualmente excludentes Btw e Bvw, formadas pelos exemplos
de Bw extraídos das sequências Si e Sv, respectivamente. Sobre Btw aplica-se um algoritmo
de grid search (discutido mais à frente), o qual retorna os melhores hiper-parâmetros Pmelhor
encontrados para o modelo de regressão baseado em Btw. Através destes parâmetros e de todos os
exemplos da base Btw, realiza-se a indução do modelo (linha 7 do algoritmo 4). Este é avaliado
primeiramente sobre a base Bvw em termos de acurácia como classificador. Em seguida, insere-se
este modelo no SmartSORT e avalia-se sua qualidade como rastreador sobre as sequências de
validação Sv. Após a realização deste processo para todas as bases {B2,B5,B10}, seleciona-se o
modelo mmelhor a partir do qual o rastreador registrou o maior valor de acurácia (linha 12 do
algoritmo 4). Também seleciona-se a base de dados Bmelhor utilizada para sua indução. Esta base
é aleatoriamente dividida em duas partições mutualmente excludentes Btmelhor e B
v
melhor (linha 14
do algoritmo 4), onde α = 9 é a razão entre a quantidade de exemplos em Btmelhor e B
v
melhor . O
modelo mmelhor é então induzido a partir de Btmelhor , sendo a base de validação B
v
melhor utilizada
para determinar o critério de parada do processo de indução.
Algoritmo 4: Protocolo para preparação do método de rastreamento.
Dados: Conjunto de sequências {S1,S2, ...}, conjunto de bases de dados
{B2,B5,B10}, número de partições k, combinações P de hiper-parâmetros do
modelo, razão α entre exemplos para indução e para validação.
Resultado: Modelo de regressão mmelhor .
1 M ← ∅;
2 para cada Bw ∈ {B2,B5,B10} faça
3 Si, Sv ← divideInducaoValidacao({S1,S2, ...}) ;
4 Biw ← exemplosDasSequencia(Bw,S
i) ;
5 Bvw ← exemplosDasSequencia(Bw,S
v) ;




10 M ← M ∪ {m};
11 fim
12 mmelhor ← modeloMelhorRastreador(M);
13 Bmelhor ← baseMelhorRastreador(mmelhor);
14 Bimelhor , B
v
melhor ← divideInducaoValidacao(Bmelhor, α);
15 induz(mmelhor,Bimelhor , B
v
melhor);
16 retorna mmelhor ;
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O algoritmo 5 descreve o protocolo utilizado para avaliar o rastreador SmartSORT com
base num modelo m (linha 9 do algoritmo 4). Para cada sequência Sj ∈ {S1,S2, ...} cria-se um
conjunto de trajetórias U = {T1,T2, ...,Ti, ...} e um arquivo de estados F. Sobre cada imagem
It ∈ Sj aplica-se um detector de pedestres, o qual retorna o conjunto de detecções D. Este
conjunto é apresentado ao rastreador SmartSORT, juntamente com o conjunto de trajetórias U,
o limiar de custo Cmax = 0 e o valor máximo de perdas Lmax = 3. Após o rastreador atualizar
o conjunto U, são armazenados em F os estados {s1, s2, ..., si, ...} dos seus respectivos objetos
{o1,o2, ...,oi, ...} sobre a imagem It . Esse processo é repetido para todas as sequências {S1,S2, ...}.
Ao final, suas marcações são coletadas e comparadas aos estados em F. O resultado desta
comparação corresponde ao conjunto de métricas de avaliação A. Assim como Wojke, Bewley e
Paulus (2017), as detecções fornecidas ao rastreador foram geradas por um framework Faster
R-CNN (YU et al., 2016). Além disso, de modo similar àquele trabalho, a avaliação foi conduzida
com valor máximo de perdas Lmax = 3 e as detecções D foram limiarizadas com base no valor
de confiança c = 0.3. Os descritores de aparência extraídos com base nas detecções foram
obtidos por meio da aplicação de uma CNN (WOJKE; BEWLEY; PAULUS, 2017). Finalmente, o
conjunto {A} foi formado pelas métricas acurácia de rastreamento (MOTA) e troca de identidades
(IDS) (BERNARDIN; STIEFELHAGEN, 2008).
Algoritmo 5: Protocolo para avaliação do rastreador.
Dados: Conjunto de sequências {S1,S2, ...}.
Resultado: Conjunto de métricas A.
1 A← ∅;
2 para cada Sj ∈ {S1,S2, ...} faça
3 U ← ∅;
4 F ← ∅;
5 para cada It ∈ Sj faça
6 D← detectaPedestres(It) ;




11 M ← marcacoes({S1,S2, ...});
12 A← compara(F,M);
13 retorna A;
Já o protocolo de grid search utilizado para selecionar os melhores hiper-parâmetros do
modelo de regressão (linha 6 do algoritmo 4) é descrito pelo algoritmo 6. Inicialmente geram-se
k = 3 partições mutualmente excludentes {B1w,B2w,B3w} a partir da base de entrada Bw (linha 3 do
algoritmo 6). Em seguida, para cada combinação P de hiper-parâmetros é conduzida a validação
cruzada do tipo k-fold: para cada partição Biw ∈ {B1w,B2w,B3w} realiza-se a indução do modelo de
regressão com base nas partições {B1w,B2w,B3w} − {Biw} e na combinação P. O modelo induzido
m é avaliado sobre Biw (linha 8 do algoritmo 6) e sua acurácia é registrada. Ao fim da validação
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k-fold, obtém-se a acurácia média amedia de m ao longo das k iterações (linha 11 do algoritmo 6).
Todo este processo é repetido para cada combinação de parâmetros P. Ao final são obtidos os
hiper-parâmetros do modelo mmelhor com maior valor de acurácia média amelhor ao longo do
processo de busca (linha 17 do algoritmo 6).
Algoritmo 6: Protocolo de grid search com validação cruzada k-fold.
Dados: Base de dados Bw, número de partições k, combinações P de
hiper-parâmetros do modelo.
Resultado: Melhor conjunto de hiper-parâmetros Pmelhor .
1 mmelhor ← ∅;
2 amelhor ← 0;
3 {B1w, ...,B
k
w} ← divideParticoes(Bw, k);
4 para cada p ∈ P faça
5 amedia ← 0;
6 para cada Biw ∈ {B1w, ...,Bkw} faça











12 se amedia > amelhor então
13 mmelhor ← m;
14 amedia ← amelhor ;
15 fim
16 fim
17 Pmelhor ← parametros(mmelhor);
18 retorna Pmelhor ;
Como já discutido no Capítulo 4, para a implementação do método de rastreamento
proposto considerou-se como modelo de regressão uma rede neural do tipo MLP. Dessa forma,
os hiper-parâmetros buscados ao longo do processo de grid search correspondem ao número
de camadas escondidas H e à quantidade de neurônios Y em cada uma destas camadas. Já o
seu processo de indução ao longo de todo o protocolo de preparação do método consistiu na
aplicação do algoritmo Backpropagation (FACELI et al., 2011). Os parâmetros utilizados para
este algoritmo corresponderam à taxa l = 0.002 de aprendizado da rede, ao tamanho b = 256
do lote de exemplos apresentados à rede em cada iteração, ao momento m = 0,9 do otimizador
baseado no algoritmo de gradiente descendente estocástico (RUDER, 2016) e ao seu número
e = 25 de iterações (i.e. épocas). Este último parâmetro foi desconsiderado apenas durante a
indução final do modelo mmelhor (linha 15 do algoritmo 4), na qual adotou-se como critério de
parada o número s = 5 de épocas consecutivas em que o valor da acurácia do modelo sobre
a base de validação Bvmelhor não aumenta. A utilização desta estratégia, conhecida como early
stopping (PRECHELT, 2012), teve como objetivo impedir a superespecialização do modelo
sobre a base de indução Btmelhor .
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É importante ressaltar que a escolha da acurácia como medida de avaliação ao longo de
toda a preparação do método teve como principal justificativa a rotulação binária dos exemplos
apresentados ao modelo. No cenário real de rastreamento o custo da associação entre a trajetória
Ti do objeto oi e a detecção d j do objeto o j , estimado pelo modelo, corresponde a um valor ci,j
pertencente ao intervalo real [−1,1]. No entanto, por questões de simplificação, os exemplos
utilizados para sua indução foram rotulados como positivos e negativos. Muito embora estes
rótulos tenham sido representados numericamente como −1 e 1, respectivamente, seus valores
não refletem necessariamente o custo da associação entre Ti e d j . Estes valores, na verdade,
apenas informam se oi e o j são suficientemente similares para que a associação entre Ti e d j
aconteça. Dessa forma, considerou-se mais prudente durante a indução do modelo avaliá-lo em
termos de sua acurácia como classificador binário, sendo sua saída considerada −1 sempre que
ci,j ≤ 0 e 1, caso contrário. Vale notar que esta estratégia é válida apenas durante a indução do
modelo, já que a computação de custos binários ao longo do rastreamento torna impraticável a
etapa de associação realizada pelo SmartSORT via o Método Húngaro.
A Tabela 5 apresenta os melhores hiper-parâmetros encontrados ao final da execução
do grid search. Já a Tabela 6 disponibiliza os resultados obtidos após a validação dos modelos
{m2,m5,m10} e do rastreador baseado nestes modelos. É possível notar que a relação de
superioridade entre os modelos a partir dos seus respectivos valores de acurácia não é a mesma
que aquela baseada na qualidade final do rastreador. Uma vez consideradas as métricas deste
último, o modelo mmelhor selecionado correspondeu a uma MLP com 40 neurônios de entrada
(referentes a 10 características ao longo de uma janela com tamanho W = 5) e apenas uma
camada escondida com 7 neurônios. Durante sua indução final, baseada na estratégia early
stopping, foram atingidas 33 épocas, com acurácia de 98,59% sobre a base de validação Bvmelhor .
Tabela 5 – Resultados obtidos ao longo da busca de hiper-parâmetros para o modelo de regressão
através de grid search com validação cruzada k-fold.
Modelo Melhores hiper-parâmetros ↑ Acurácia Média
m2 H = 1, Y = 7 96,11%
m5 H = 1, Y = 7 96,42%
m10 H = 1, Y = 32 96,27%
Tabela 6 – Resultados obtidos ao longo do processo de validação dos modelos induzidos.
Modelo Validação do Modelo Validação do Rastreador
↓ Erro Absoluto ↑ Acurácia ↑ Acurácia (MOTA) ↓ Troca de Identidades (IDS)
m2 2,92E-01 97,79% 59,2% 294
m5 2,88E-01 97,60% 59,2% 250
m10 2,66E-01 98,15% 59,2% 278
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5.1.3 Avaliação do método
Com base no modelo de regressão mmelhor obtido ao final de sua preparação, o método
SmartSORT foi avaliado sobre as sequências de teste do benchmark MOT Challenge 2016. O
protocolo adotado foi semelhante ao já apresentado pelo algoritmo 5, assim como as ferramentas
e os hiper-parâmetros definidos durante a preparação do método. Nesta avaliação, a qualidade do
rastreador foi aferida a partir das métricas CLEAR (BERNARDIN; STIEFELHAGEN, 2008), as
quais correspondem a:
• Acurácia do rastreamento de múltiplos objetos (MOTA) - acurácia geral do rastreador em
termos de troca de identidades, falsos positivos e falsos negativos;
• Precisão do rastreamento de múltiplos objetos (MOTP) - precisão das marcações dos
objetos previstas pelo rastreador;
• Majoritariamente rastreados (MT) - porcentagem de trajetórias cobertas pelo rastreador ao
longo de pelo menos 80% do seu tempo de vida;
• Majoritariamente perdidos (ML) - porcentagem de trajetórias cobertas pelo rastreador ao
longo de no máximo 20% do seu tempo de vida;
• Troca de identidades (IDS) - total de vezes em que um identificador diferente foi atribuído
a uma mesma trajetória;
• Fragmentação (FM) - total de vezes em que o registro de uma trajetória foi interrompido
pelo rastreador.
5.1.4 Resultados
A Figura 42 compara os resultados do método de rastreamento proposto sobre o benchmark
MOT Challenge 2016 contra a performance de sua principal baseline em termos de acurácia e
velocidade de execução. Já que ambos os rastreadores compartilham da mesma rotina de extração
de descritores de aparência, os valores de velocidade reportados não consideram o tempo levado
para a execução daquela tarefa.
A Tabela 7 apresenta os resultados gerais do método proposto sobre o benchmark, como
também a performance de sua baseline direta e de outros rastreadores submetidos ao mesmo
desafio. Entre estes encontram-se métodos baseados na modelagem de movimentação através do
Filtro de Kalman e de filtro de partículas (SORT e EA-PHD-PF), e na modelagem de aparência
através de redes neurais profundas (POI, CNNMT e RAN). Finalmente, a Figura 43 ilustra alguns
resultados qualitativos do rastreador proposto sobre o benchmark.
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Figura 42 – Comparação entre as performances do método proposto e de sua baseline sobre o
benchmark MOT Challenge 2016, em termos de acurácia de rastreamento versus
velocidade de execução. As velocidades apresentadas não consideram a etapa
de extração de descritores de aparência, já que a mesma é realizada de maneira
equivalente por ambos os métodos.
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Figura 43 – Resultados qualitativos do método de rastreamento proposto sobre a sequência de
teste MOT16-06 do benchmark MOT Challenge 2016.
(a) Resultado sobre a imagem 972. (b) Resultado sobre a imagem 990.
Fonte: o próprio autor.
5.1.5 Discussão
De acordo com a Figura 42, o rastreador SmartSORT foi capaz de executar a uma
frequência de 90 FPS contra 40 FPS alcançados por sua baseline (WOJKE; BEWLEY; PAULUS,
2017). Este resultado representa um ganho de 125% em velocidade de processamento ao custo de
1% em acurácia. Este ganho pode ser explicado pela computação em lote realizada pelo modelo
de regressão, o qual calcula o custo da associação entre todos os pares de detecções atualmente
observadas e trajetórias atualmente mantidas numa única execução. Ao mesmo tempo, o método
SmartSORT não realiza a aplicação de filtro algum, ao contrário de sua baseline. Desse modo,
sua rotina de gerenciamento de trajetórias tem menor custo computacional.
O mesmo resultado é confirmado quando comparados o rastreador SmartSORT e os
demais métodos apresentados na Tabela 7. Mesmo considerando o tempo levado para extrair os
descritores de aparência das detecções, o SmartSORT executa mais rápido que a maioria dos
rastreadores considerados. As únicas exceções são os métodos IOU e SORT, cujas taxas de troca
de identidade são, no mínimo, 25% mais altas que a apresentada pelo SmartSORT. Por outro
lado, este último executa a uma frequência no mínimo 59% mais alta que a daqueles métodos
que utilizam redes neurais profundas para a discriminação de detecções.
O ganho em velocidade do rastreador SmartSORT é ainda maior quando comparado ao
método RAN, o qual computa a similaridade entre detecções através de uma única rede neural
profunda do tipo LSTM (SHERSTINSKY, 2018). Este resultado demonstra que apesar do método
proposto basear-se numa rede de arquitetura rasa, através da apresentação de características
de alto nível já pré-processadas, é possível induzir uma função de regressão que estime a
similaridade entre detecções e que seja executada significantemente mais rápido do que uma rede
de arquitetura mais complexa. Ao mesmo tempo, sua acurácia de rastreamento é menos de 3%
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inferior à apresentada pelo método RAN.
Apesar da acurácia e da velocidade do método SmarSORT serem competitivos, sua taxa
de troca de identidades (IDS) e de fragmentação de trajetórias (FM) foram, respectivamente,
45% e 11% mais altas que aquelas apresentadas por sua baseline. Considerando que ambos os
métodos empregam o mesmo extrator de características profundas e que o último aplica o Filtro
de Kalman para modelar a movimentação dos objetos rastreados, este resultado pode sugerir que
o principal ponto falho do modelo de regressão proposto está relacionado à estratégia de janela
deslizante para predizer a trajetória de um objeto com base em suas posições passadas. Mais
precisamente, esta abordagem é vulnerável a associações incorretas: uma vez que o rastreador
associa uma trajetória Ti a uma detecção d j , onde Ti e d j estão respectivamente relacionadas a
objetos distintos oi e o j , sua janela deslizante é contaminada com características de aparência
e de movimentação de o j . Este ruído pode trazer instabilidade para o modelo, a qual persiste
até que a janela seja preenchida apenas com características de novas detecções associadas
corretamente a Ti. Alternativas para solucionar este problema incluem aprimorar o protocolo de
treinamento do modelo, de modo a considerar a apresentação de exemplos positivos ep ruidosos,
e a substituição da arquitetura da rede MLP por uma rede neural recorrente rasa (vanilla RNN), a
qual é mais adequada para a indução de modelos baseados em dados sequencias, como é o caso
do rastreamento.
De todo modo, os resultados obtidos ao final da submissão do rastreador SmartSORT para
o benchmark MOT Challenge 2016 demonstram que o modelo de regressão induzido permite o
desenvolvimento de métodos para o rastreamento online de pedestres cujo custo-benefício final
em termos de acurácia e velocidade é competitivo.
5.2 Rastreamento de Passageiros de Ônibus
A avaliação do método SmartSORT no contexto do rastreamento de passageiros de ônibus
foi conduzida através da base de dados BUS Challenge 2018, construída ao longo deste trabalho
(Apêndice A). Sua escolha teve como principal motivação a escassez deste tipo de cenário dentre
os benchmarks de rastreamento de múltiplos objetos (Capítulo 2), somada às suas condições
visuais adversas ao rastreamento, como altas taxas de variação de luz e de oclusão de pessoas.
Assim, pôde-se comparar o método SmartSORT à sua principal baseline, o algoritmo DeepSORT
(WOJKE; BEWLEY; PAULUS, 2017). As subseções apresentadas a seguir descrevem as etapas
realizadas durante a avaliação, juntamente com os resultados obtidos.
5.2.1 Base de associações
Inicialmente, construiu-se uma base de dados a partir de exemplos de associações corretas
e incorretas entre detecções. Nesta etapa, foram utilizadas as sequências de treinamento da
base de dados BUS Challenge 2018, cujas características são apresentadas pela Tabela 8. Ao
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Descrição Câmera sobre a catraca com Câmera sobre o cobrador comvista para o corredor. vista para a catraca.
todo, estas sequências contém 22 trajetórias de passageiros e cobradores de ônibus ao longo
de 7202 imagens. Estas sequências correspondem a dois vídeos já rotulados, cujas marcações
são definidas pela Equação 5.1, já apresentada na subseção anterior. Assim como naquele caso,
utilizou-se o algoritmo 3 para a criação das bases de dados {B2,B3,B5,B7,B10}. A Figura 44
ilustra a distribuição dos exemplos ao longo de cada base gerada. É possível notar que todas as
bases encontram-se balanceadas.
Após a amostragem, cada marcação M tzi,j pertencente às bases {B2,B3,B5,B7,B10} foi
mapeada para uma detecção dtzi = [u, v,w, h], de modo semelhante ao descrito na subseção 5.1.1.
A Figura 45 ilustra a distribuição dos exemplos positivos Ep e negativos En da base de dados B2
em detrimento de suas características. A princípio, nota-se a semelhança entre as distribuições
dos exemplos positivos e negativos em detrimento de seus respectivos ∆t, o que demonstra
novamente o balanceamento de B2. Além disso, as distribuições de ambos os exemplos em
detrimento das características u e v denunciam, respectivamente, a baixa taxa de ocupação da
região central referente à catraca e o maior nível de concentração de pessoas na região superior
das imagens, na qual se localizam os assentos mais ao fundo do veículo. Por fim, percebe-se que
as características ∆a, ∆h, ∆u, ∆v e ∆r referentes aos elementos de Ep possuem menor desvio
padrão do que as respectivas características dos exemplos En.
Já a Figura 46 ilustra a correlação par-a-par entre as características normalizadas dos
exemplos de B2. Nota-se que quando combinados os gráficos de correlação permitem a separação
entre exemplos de categorias diferentes, com destaque para aqueles relacionados às distâncias ∆u,
∆v, ∆h e ∆a. Vale notar que esta última, apresentada tanto na Figura 40 quanto na Figura 41, foi
extraída a partir de descritores de aparência obtidos por meio de uma CNN (WOJKE; BEWLEY;
PAULUS, 2017).
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Figura 44 – Quantidade de exemplos positivos e negativos que compõem as bases de dados
{B2,B3,B5,B7,B10}, construídas neste trabalho a partir da metodologia de amostra-
gem estratificada descrita pelo algoritmo 3 sobre as sequências de treinamento da
base de dados BUS Challenge 2018.




















Quantidade de exemplos por base de dados
Positivos Negativos
Figura 45 – Distribuição dos exemplos positivos {ep} e negativos {en} da base de dados B2 em
detrimento de suas características.
(a) Exemplos positivos.





























































































































































Fonte: o próprio autor.
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Figura 46 – Gráfico de dispersão dos exemplos positivos {ep} e negativos {en} contidos na base
de dados B2. A partir deste gráfico é possível visualizar a correlação par-a-par entre
características extraídas de cada exemplo.
Fonte: o próprio autor.
5.2.2 Preparação do método
A preparação do método SmartSORT para rastrear passageiros de ônibus foi inspirada
no protocolo descrito pelo algoritmo 4, já utilizado durante o experimento de rastreamento de
pedestres (seção 5.1). No entanto, devido à quantidade reduzida de sequências de treinamento
da base de dados BUS Challenge 2018, a preparação do método para este experimento não
considerou a avaliação do rastreador sobre nenhuma base de validação. O algoritmo 7 descreve
seu protocolo. Inicialmente, sobre cada base Bw obtida durante o processo de amostragem descrito
na subseção 5.2.1 aplica-se um algoritmo de grid search (já detalhado pelo algoritmo 6). Este
algoritmo retorna os melhores hiper-parâmetros Pmelhor encontrados para um modelo de regressão
baseado em Bw. Em seguida, esta é aleatoriamente dividida em duas partições mutualmente
excludentes Btw e Bvw (linha 4 do algoritmo 7), onde α = 9 é a razão entre a quantidade de
exemplos em Btw e Bvw. Através dos hiper-parâmetros Pmelhor e de todos os exemplos da base Btw,
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realiza-se a indução do modelo m (linha 5 do algoritmo 4). Durante cada etapa de sua indução, a
acurácia a de m como classificador é mensurada sobre os exemplos da base de validação Bvw. A
partir da técnica de early stopping, o critério de parada para este processo consiste na quantidade
de iterações consecutivas s = 5 em que a não apresenta melhoria. Após a indução, registra-se o
valor de a e armazena-se o modelo m (linha 6 do algoritmo 7). Este processo é repetido para
todas as bases {B2,B3,B5,B7,B10}. Ao final, seleciona-se o modelo mmelhor que registrou o maior
valor de acurácia.
Algoritmo 7: Protocolo de preparação do método SmartSORT para o rastreamento
de passageiros de ônibus.
Dados: Conjunto de bases de dados {B2,B3,B5,B7,B10}, número de partições k,
combinações P de hiper-parâmetros do modelo, razão α entre exemplos para
indução e para validação.
Resultado: Modelo de regressão mmelhor .
1 M ← ∅;
2 para cada Bw ∈ {B2,B3,B5,B7,B10} faça
3 Pmelhor ← gridSearch(Bw, k,P);
4 Biw , Bvw ← divideInducaoValidacao(Bw, α);
5 m← induz(Biw, Bvw,Pmelhor);
6 M ← M ∪ {m};
7 fim
8 mmelhor ← melhor Modelo(M);
9 retorna mmelhor ;
Assim como no experimento com pedestres (seção 5.1), a implementação do SmartSORT
considerou um modelo de regressão induzido por uma rede MLP. Logo, os hiper-parâmetros
P buscados durante o processo de grid-search corresponderam ao seu número de camadas
escondidas H e à quantidade de neurônios Y em cada uma destas camadas. Sua indução foi
alcançada por meio da aplicação do algoritmo Backpropagation, durante a qual utilizaram-se
como parâmetros a taxa l = 0,002 de aprendizado da rede, o tamanho b = 256 do lote de
exemplos apresentados à rede em cada iteração e o momento m = 0,9 do otimizador baseado no
algoritmo de gradiente descendente estocástico (RUDER, 2016).
A Tabela 5 apresenta os melhores hiper-parâmetros encontrados ao final da execução
do grid search. Já a Tabela 6 disponibiliza os resultados obtidos após a validação dos modelos
{m2,m3,m5,m7,m10}. Com base nestes resultados, e considerando o erro médio absoluto como
critério de desempate, selecionou-se como melhor modelo mmelhor uma MLP com 40 neurônios
de entrada (referentes a 10 características ao longo de uma janela com tamanho W = 5) e apenas
uma camada escondida com 17 neurônios. Durante sua indução final foram atingidas 24 épocas,
com acurácia de 99,66% sobre a base de validação Bvmelhor .
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Tabela 9 – Resultados obtidos ao longo da busca de hiper-parâmetros para o modelo de regressão
através de grid search com validação cruzada k-fold.
Modelo Melhores hiper-parâmetros ↑ Acurácia Média
m2 H = 1, Y = 11 96,64%
m3 H = 1, Y = 9 96,63%
m5 H = 1, Y = 17 96,67%
m7 H = 1, Y = 53 96,56%
m10 H = 1, Y = 7 99,60%
Tabela 10 – Resultados obtidos ao longo do processo de validação dos modelos induzidos.






5.2.3 Avaliação do método
O método SmartSORT foi avaliado sobre as sequências de teste da base de dados BUS
Challenge 2018. Para isso, utilizou-se o modelo de regressão mmelhor obtido ao final de sua
preparação. Além disso, a avaliação foi conduzida com valor máximo de perdas Lmax = 3
e com descritores de aparência extraídos por meio da aplicação de uma CNN (WOJKE;
BEWLEY; PAULUS, 2017). Já as detecções D apresentadas como entrada para o SmartSORT
foram fornecidas pela própria base de dados. O protocolo adotado para avaliar o método foi
o mesmo já apresentado pelo algoritmo 5, sendo sua qualidade aferida por meio das métricas
CLEAR (BERNARDIN; STIEFELHAGEN, 2008). Ao final, estas métricas foram comparadas
às alcançadas por meio da aplicação do rastreador DeepSORT (WOJKE; BEWLEY; PAULUS,
2017), principal baseline do método proposto. Ambos os métodos foram executados com base
nas mesmas condições (hardware e software), sendo utilizado o código original do DeepSORT
fornecido por seus autores 1.
5.2.4 Resultados
A Tabela 11 apresenta os resultados quantitativos obtidos ao final da aplicação do método
SmartSORT sobre as sequências de teste da base de dados BUS Challenge 2018. Também são
apresentadas métricas referentes à performance de sua baseline sobre as mesmas sequências.
Como ambos os métodos compartilham da mesma rotina de extração de características visuais,
esta não foi considerada para o cálculo de suas respectivas velocidades de execução.
Já a Figura 47 e a Figura 48 ilustram alguns dos resultados qualitativos obtidos após a
execução do rastreador SmartSORT.
1 <https://github.com/nwojke/deep_sort>
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Tabela 11 – Desempenho de rastreadores online sobre a base de dados BUS Challenge 2018.
Todos os métodos listados utilizaram detecções fornecidas pela própria base. As
velocidades apresentadas não consideram a etapa de extração de descritores de
aparência realizada por ambos os métodos.
↑MOTA ↑MOTP ↑MT ↓ML ↓IDS ↓FM ↑Velocidade
DeepSORT (baseline) 99,2% 93,6% 48,0% 0,0% 3 4 545 FPS
SmartSORT (proposto) 99,2% 96,5% 46,0% 0,0% 27 5 778 FPS
Figura 47 – Resultados qualitativos do método de rastreamento SmartSORT sobre as sequências
de teste da base de dados BUS Challenge 2018.
(a) Resultado sobre a imagem 3542 da sequência
BUS18-02.
(b) Resultado sobre a imagem 3569 da sequência
BUS18-02.
(c) Resultado sobre a imagem 370 da sequência
BUS18-04.
(d) Resultado sobre a imagem 545 da sequência
BUS18-04.
Fonte: o próprio autor.
5.2.5 Discussão
A partir dos resultados apresentados pela Tabela 11 percebe-se que a acurácia (MOTA)
do SmartSORT foi equivalente à apresentada pelo DeepSORT, o que representa um avanço
em relação ao resultado observado no experimento referente ao rastreamento de pedestres
(Tabela 7). Ambos os métodos apresentaram acurácia de 99,2%, o que reflete a qualidade das
detecções fornecidas pela base de dados e a eficiência dos rastreadores para operar com base
em tais detecções. Além disso, de modo semelhante àquele experimento, neste o SmartSORT
foi capaz de executar a uma velocidade 42,8% maior que a do DeepSORT. Novamente, este
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Figura 48 – Ilustração de troca de identidades cometida pelo método SmartSORT sobre a
sequência de teste BUS18-04 da base de dados BUS Challenge 2018.
(a) Resultado sobre a imagem 877. (b) Resultado sobre a imagem 878.
Fonte: o próprio autor.
ganho em performance pode ser creditado à computação em lote de seu regressor em contraste à
aplicação do filtro de Kalman pelo DeepSORT. Também é possível notar com base na Tabela 11
a superioridade do SmartSORT no que se refere à precisão (MOTP) dos estados estimados
pelo rastreador em termos de posicionamento e dimensões, sendo seu valor 2,9% superior ao
apresentado pelo DeepSORT.
Apesar de equiparar-se ao DeepSORT em termos de acurácia, o SmartSORT apresentou
uma quantidade de troca de identidades (IDS) 9 vezes maior que a de sua baseline, como aponta
a Tabela 11. Durante a execução do experimento, percebeu-se que a maior parte destas trocas
ocorreu em situações pontuais nas quais os passageiros deslocavam-se para o fundo do veículo.
Nestes casos a baixa resolução da imagem e as condições adversas de iluminação dificultam a
discriminação de passageiros com base em suas aparências, de modo que suas características de
movimentação tornam-se mais relevantes. Dessa forma, assim como no experimento referente ao
rastreamento de pedestres (seção 5.1), pode-se inferir que a alta troca de identidades por parte do
SmartSORT é justificada pela sua incapacidade de prever a posição futura de objetos com base
na sua movimentação, cujos motivos correspondem aos já discutidos na seção 5.1.
De todo modo, a partir do experimento realizado foi possível verificar a adaptabilidade do
método SmartSORT para um contexto de rastreamento específico. Além disso, pôde-se novamente
constatar seu alto custo benefício em termos de acurácia versus velocidade de execução quando
comparado ao seu principal trabalho relacionado.
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6
Estudo de Caso: Contagem Automática de
Passageiros de Ônibus
De modo a avaliar a performance do algoritmo SmartSORT numa aplicação real baseada
no rastreamento de objetos, foi conduzido neste trabalho um estudo de caso concernente à
contagem automática de passageiros de ônibus. As subseções apresentadas a seguir discutem a
motivação deste estudo, sua metodologia e os resultados alcançados.
6.1 Motivação
Cerca de 45% dos deslocamentos urbanos da população brasileira no trânsito são
realizados através de ônibus. É o que aponta a pesquisa Mobilidade da População Urbana 2017
(CNT; NTU, 2017), realizada pela Confederação Nacional do Transporte (CNT) em parceria
com a Associação Nacional das Empresas de Transportes Urbanos (NTU). Segundo a pesquisa,
além do ônibus ser o meio de transporte urbano predominante no Brasil, o mesmo também
detém a maior representatividade dentre os transportes coletivos, de modo que sua participação
encontra-se na ordem de 52,7%. Já dados divulgados pela NTU referentes a fevereiro de 2018
(NTU, 2018) revelam que o transporte por ônibus atendeu a mais de 30 milhões de passageiros
pagantes por dia (totalizando aproximadamente 40 milhões de passageiros, quando considerados
os 20,1% de gratuidades), ao longo de 3313 municípios brasileiros. De acordo com a associação,
para atender à tamanha demanda, o Brasil conta com 1800 empresas operadoras de ônibus, cuja
frota total equivale a 107 mil veículos.
Apesar do expressivo mercado em que atuam, quase 30% das empresas de transporte
coletivo urbano em todo o Brasil possuem dívidas que superam em média 40% dos seus
faturamentos anuais (NTU, 2017). Tais dívidas devem-se principalmente à queda do número de
passageiros ao longo dos anos, o que implica na redução da venda de bilhetes, principal fonte de
financiamento do setor. Esta queda, por sua vez, pode ser justificada, dentre outros motivos, à
insatisfação de mais de 70% dos passageiros com a qualidade do serviço prestado (FGV, 2014).
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Em meio às principais reivindicações encontram-se o alto valor das tarifas cobradas, o tempo
elevado das viagens e a sensação de insegurança.
Além das dificuldades relacionadas à diminuição da demanda de passageiros, além dos
desafios decorrentes dos diversos custos operacionais associados ao setor (FNP; ANTP, 2017),
as empresas operadoras de ônibus ainda precisam lidar com as perdas no faturamento oriundas
de fraudes. Estas, por sua vez, não são uma exclusividade do setor de transporte: segundo um
relatório divulgado pela consultoria Kroll (KROLL, 2018), aproximadamente 84% das empresas
entrevistadas em todo o mundo relataram perdas oriundas de fraudes, sendo que 54% reportaram
prejuízos equivalentes a 4% ou mais de seu faturamento anual. Ainda assim, o cenário do setor
de transporte urbano brasileiro apresenta-se ainda pior: estima-se que as empresas operadoras de
ônibus perdem, em média, 10% de todo o seu faturamento anual em decorrência de fraudes. Tal
perda é significativa, considerando-se o atual estado de endividamento das operadoras, além da
necessidade de investir na melhoria dos seus serviços.
Nesse sentido, assim como observado nos demais setores da indústria e do comércio
(KROLL, 2018), empresas de transporte têm recorrido a ferramentas de cunho tecnológico para
a identificação e a prevenção de diversos tipos de fraudes: desde a implantação de sistemas de
bilhetagem eletrônica, os quais auxiliam no combate à evasão de receita (Da Silva, 2017), à
utilização de ferramentas que identificam o uso indevido de gratuidades por parte de passageiros
através de biometria facial (G1, 2017), até ao uso de sistemas de contagem automática de
passageiros (ACOREL, 2017), os quais permitem que as operadoras reconheçam o transporte de
passageiros sem o devido pagamento e também tenham acesso a informações comercialmente
relevantes concernentes a sua clientela (e.g., horários de pico, rotas mais lucrativas). Devido
a sua relevância, tais sistemas contadores, inclusive, são adotados por empresas de diferentes
setores além do de transporte, como promotoras de eventos (INSTANTCOUNTING, 1998) e
lojas de varejo (V-COUNT, 2017), além de museus e bibliotecas (Retail Sensing, 2018).
Sistemas para a contagem automática de pessoas, em geral, utilizam tecnologias base-
adas em sensores de infra-vermelho, tapetes sensíveis à pressão e câmeras (ELKOSANTINI;
DARMOUL, 2013). Sistemas baseados neste último tipo de sensor apresentam como vantagem a
possibilidade de aproveitamento das câmeras já utilizadas para monitorar o ambiente em que estão
instaladas, haja vista o número significativo de espaços públicos e comerciais que já as utilizam
como ferramenta de segurança. Esta vantagem, inclusive, é relevante no âmbito do transporte,
uma vez que no Brasil o tamanho médio da frota das operadoras equivale a aproximadamente 60
veículos (NTU, 2018).
Na literatura científica, é possível encontrar referências a diferentes tipos de soluções
de contagem automática que utilizam câmeras. As mais tradicionais baseiam-se em técnicas
clássicas de visão monocular, como segmentação por subtração de plano de fundo (Heng-Xin
Chen; Bin Fang; Yuan-Yan Tang, 2007), segmentação gaussiana (XIANG-YANG; HAO-WEI,
2016), detecção de bordas (Sihua Ye; Jiancong Wang, 2010), transformada circular de Hough
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(MUKHERJEE et al., 2011) e histograma de fluxo óptico (ESCOLANO et al., 2016). A principal
vantagem destas soluções está no fato de serem compatíveis com as câmeras monoculares
usualmente já instaladas em ônibus urbanos. No entanto, tais técnicas são mais sensíveis a
variações na iluminação do cenário, o que compromete a acurácia da contagem realizada em
ambientes ruidosos, como o do transporte urbano.
Uma alternativa às técnicas de visão monocular corresponde ao uso de soluções baseadas
em visão estereoscópica. Estas apresentam maior robustez a variações de luminosidade, haja
vista que utilizam câmeras capazes de mensurar os diferentes níveis de profundidade do cenário
monitorado e, com base na limiarização desta informação, segmentam as pessoas a serem
contabilizadas (BERNINI et al., 2014). No entanto, sua principal desvantagem encontra-se no alto
custo de aquisição de tais câmeras, cuja natureza diferencia-se daquelas usualmente já instaladas
nos veículos de transporte urbano.
Como já discutido ao longo deste trabalho, nos últimos anos grandes avanços na
área de visão computacional monocular puderam ser observados graças à aplicação bem-
sucedida de técnicas de Aprendizado de Máquina, mais especificamente de algoritmos de
Aprendizado Profundo (LECUN; BENGIO; HINTON, 2015). Devido à sua qualidade e robustez,
estes algoritmos representam o atual estado-da-arte em diferentes aplicações concernentes ao
processamento e à interpretação de imagens e vídeos. Dentre tais aplicações, em especial,
encontra-se o rastreamento de múltiplos objetos (MILAN et al., 2016).
Dessa forma, percebe-se a oportunidade de avaliar o uso do algoritmo de rastreamento
desenvolvido neste trabalho para a realização da contagem automática de passageiros de ônibus
através do monitoramento das suas trajetórias ao longo do veículo. A partir deste algoritmo,
seria possível desenvolver uma ferramenta capaz de auxiliar empresas operadoras a identificar
fraudes referentes ao uso do transporte sem o devido pagamento e também fornecer informações
relevantes a respeito do fluxo de passageiros ao longo das diversas linhas ofertadas. Finalmente,
tal solução não apresentaria restrições quanto à natureza da câmera, uma vez que o algoritmo de
rastreamento considera como entrada imagens em duas dimensões. Assim, câmeras previamente
instaladas nos veículos poderiam ser aproveitadas por tal ferramenta, de modo a evitar custos
com a instalação e a manutenção de novos sensores.
6.2 Metodologia
O estudo de caso consistiu na implementação e avaliação de uma ferramenta de contagem
automática de passageiros baseada no algoritmo de rastreamento SmartSORT, desenvolvido
ao longo deste trabalho. Para isso, utilizaram-se os mesmos hiper-parâmetros considerados
durante o experimento descrito na seção 5.2 do Capítulo 5, além daquele mesmo regressor
já treinado a partir da base de dados BUS Challenge 2018 (Apêndice A). O algoritmo 8
descreve o funcionamento desta ferramenta. A mesma recebe como entrada um conjunto de
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N imagens {I1, ..., IN }. Este conjunto corresponde a um vídeo obtido a partir de uma câmera
de monitoramento instalada no interior do veículo. Além disso, a ferramenta também recebe
como entrada a tupla F = (x0, y0, x1, y1), a qual informa os pontos extremos (x0, y0) e (x1, y1) do
segmento de reta que define uma fronteira de contagem. Para cada imagem It ∈ {I1, ..., IN } do
vídeo, aplica-se um detector de pessoas, o qual retorna o conjunto de detecções D (linha 5 do
algoritmo 8). Com base neste conjunto, executa-se o algoritmo SmartSORT, o qual atualiza o
conjunto de trajetórias U = {T1,T2, ...,Ti, ...} monitoradas (linha 6 do algoritmo 8). Finalmente,
verifica-se o cruzamento da fronteira de contagem por cada objeto oi com trajetória Ti (linha 7 do
algoritmo 8). Esta verificação é realizada com base nas coordenadas dos centros geométricos
das duas últimas detecções adicionadas a Ti. Caso o objeto oi tenha cruzado a fronteira F na
direção denominada de avanço (linha 8 do algoritmo 8), incrementa-se o valor da contagem
acumulada c. Caso o cruzamento tenha ocorrido na direção oposta (linha 11 do algoritmo 8),
decrementa-se o valor da contagem. Por fim, este valor é registrado (linha 14 do algoritmo 8). Ao
final de sua execução, a ferramenta gera como saída um conjunto C formado por registros da
contagem acumulada ao longo de todo o vídeo.
Algoritmo 8: Funcionamento da ferramenta de contagem automática de passa-
geiros.
Dados: Conjunto {I1, ..., IN } de N imagens de um vídeo, fronteira F de contagem.
Resultado: Conjunto C de registros da contagem acumulada ao longo de todo o
vídeo.
1 c← 0;
2 C ← ∅;
3 U ← ∅;
4 para cada It ∈ {I1, ..., IN } faça
5 D← detectaPessoas(It) ;
6 U ← smartSORT(D,U) ;
7 para cada Ti ∈ U faça
8 se avancouFronteira(Ti,F) então
9 c← c + 1;
10 fim
11 senão se recuouFronteira(Ti,F) então
12 c← c − 1;
13 fim




Durante este estudo de caso, a ferramenta de contagem foi executa sobre um único vídeo
fornecido pela empresa de transporte urbano Auto Viação Modelo1, o qual foi obtido através de
uma câmera de monitoramento instalada no interior de um dos seus veículos. O vídeo em questão
1 Mais detalhes acerca da empresa podem ser encontrados através do seu endereço eletrônico: <http://www.
viacaomodelo.com.br/institucional.php>
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foi capturado no dia 31 de agosto de 2018, entre os horários 12:00:31 e 13:00:31, totalizando
exatamente 1 hora de duração. Além disso, o mesmo é composto por imagens com resolução
1080x720 pixels, as quais foram capturados a uma taxa de 4 imagens por segundo. A Figura 49
ilustra o vídeo utilizado neste estudo. É possível notar que a câmera encontra-se posicionada
sobre a catraca, com vista tanto para o cobrador quanto para o fundo do veículo. Esta escolha
deve-se a uma demanda interna da própria empresa fornecedora do vídeo, a qual demonstrou
interesse em registrar com maior resolução o fluxo de passageiros que atravessam a catraca ao
longo do tempo. Dessa forma, a fronteira fornecida à ferramenta correspondeu a um segmento
de reta horizontal posicionado na altura da catraca (destacada em vermelho na Figura 49), de
maneira que a atualização da contagem ocorresse com base em cruzamentos na direção vertical
da imagem.
Figura 49 – Ilustração do vídeo utilizado como entrada durante o estudo de caso de contagem au-
tomática de passageiros. Também é possível visualizar o segmento de reta horizontal
(em vermelho) artificialmente projetada sobre ambos os quadros, a qual foi utilizada
como fronteira pela ferramenta de contagem implementada.
(a) Primeiro quadro do vídeo.
(b) Último quadro do vídeo.
Fonte: o próprio autor.
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Para avaliar a ferramenta de contagem durante este estudo, foi gerado um registro de
referência formado pela contagem acumulada real de passageiros e pelos instantes em que este
valor foi atualizado. Para tanto, assistiu-se ao vídeo de entrada e coletaram-se os horários em que
a catraca do veículo foi rotacionada. Além disso, realizou-se a contagem manual de rotações
da catraca ao longo de todo o vídeo. Finalmente, os valores desta contagem foram associados
aos horários coletados. A Figura 50 ilustra o registro de referência obtido. Nota-se que neste
registro foram incluídos os valores da contagem acumulada nos instantes inicial e final do vídeo.
Esta inclusão foi motivada pelo interesse em detectar-se a ocorrência de falsas atualizações da
contagem por parte da ferramenta avaliada ao longo de todo o vídeo.
O protocolo utilizado para avaliar a ferramenta é descrito pelo algoritmo 9. Para cada
valor da contagem acumulada real ct+1re f armazenada no registro de referência Cre f e relacionado
ao instante t + 1 do vídeo, calcula-se o seu incremento ∆cre f em relação ao valor da contagem de
referência ctre f no instante anterior t (linha 3 do algoritmo 9). Em seguida, seleciona-se o valor da
contagem acumulada ct+1 registrada pela ferramenta no instante t + 1 e calcula-se seu incremento
∆c em relação ao valor da contagem ct registrado pela ferramenta no instante t (linha 4 do
algoritmo 9). Finalmente, atualiza-se o conjunto de erros E com base na diferença absoluta
entre os incrementos ∆c e ∆cre f (linha 5 do algoritmo 9). Nota-se, assim, que a qualidade da
ferramenta é aferida com base no incremento da sua contagem entre cada instante do vídeo em
que foi registrada uma rotação na catraca. Ao não analisar diretamente o valor da contagem,
esta estratégia busca evitar a ocorrência de distorções na avaliação, as quais poderiam ocorrer
devido ao acúmulo de erro ao longo da contagem real de passageiros. Além disso, por observar
os valores da contagem acumulada apenas nos instantes em que foram registradas rotações reais
na catraca, reduzem-se ruídos causados pela movimentação de pessoas próximas à fronteira de
contagem.
Algoritmo 9: Protocolo de avaliação da ferramenta de contagem.
Dados: Conjunto C de registros gerados pela ferramenta, conjunto Cre f de registros
reais de referência.
Resultado: Conjunto E de erros no incremento da contagem computada pela
ferramenta.
1 E ← ∅;
2 para cada ct+1re f ∈ Cre f faça
3 ∆cre f = ct+1re f − c
t
re f ;
4 ∆c = ct+1 − ct ;
5 E ← E ∪ {|∆c − ∆cre f |};
6 fim
Este estudo também considerou a execução da ferramenta de contagem com base no
algoritmo de rastreamento DeepSORT (WOJKE; BEWLEY; PAULUS, 2017), já utilizado como
baseline para o método SmartSORT durante os experimentos discutidos no Capítulo 5. Sendo
µ1 e µ2 as médias dos erros absolutos gerados, respectivamente, pelas contagens baseadas
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Figura 50 – Ilustração de contagem de passageiros realizada com auxílio de catraca e utilizada














































































































































































































































































Fonte: o próprio autor.
no SmartSORT e no DeepSORT, a metodologia final de avaliação deste estudo consistiu na
comparação entre µ1 e µ2, de maneira a apontar qual dos algoritmos de rastreamento foi
responsável pela contagem com menor erro médio absoluto e, consequentemente, apresentou
maior desempenho durante tal aplicação. Para aferir a extensão da diferença entre µ1 e µ2,
realizou-se um teste de significância estatística com base nas seguintes hipóteses:
• H0 : µ1 = µ2;
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• H1 : µ1 , µ2.
Neste estudo utilizou-se o teste estatístico de Wilcoxon (DERRAC et al., 2011), o qual
corresponde a um teste não-paramétrico para amostras pareadas. Já o nível de significância
adotado para o teste correspondeu a 5%, de maneira a garantir com 95% de confiança que a
hipótese H0 não foi erroneamente rejeitada.
Finalmente, vale ressaltar que as detecções apresentadas aos rastreadores SmartSORT e
DeepSORT durante as execuções da ferramenta de contagem foram obtidas a partir do framerwork
YOLO (REDMON; FARHADI, 2018a). Este é baseado numa arquitetura convolucional e pertence
à categoria de detectores single shot. A Figura 51 ilustra as detecções obtidas através da aplicação
do YOLO sobre algumas imagens do vídeo de entrada deste estudo.
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Figura 51 – Ilustração de detecções (retângulos pretos) obtidas através da aplicação do framework
YOLO (REDMON; FARHADI, 2018a) sobre o vídeo de entrada do estudo de caso.
(a) Detecções obtidas no instante 12 : 04 : 37.
(b) Detecções obtidas no instante 12 : 31 : 41.
(c) Detecções obtidas no instante 12 : 54 : 35.
Fonte: o próprio autor.
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6.3 Resultados
A Figura 52 ilustra resultados qualitativos obtidos durante a execução da ferramenta
de contagem de passageiros baseada no rastreador SmartSORT. É possível notar a presença da
fronteira de contagem (representada por um segmento de reta vermelho) posicionada sobre a
catraca, além de um indicador da contagem acumulada pela ferramenta (em amarelo, sobre uma
barra de progresso), das detecções (representadas por retângulos pretos) apresentadas como
entrada ao rastreador e do estado si (representado por retângulos verdes) estimado pelo rastreador
para cada objeto oi com trajetória Ti.
Figura 52 – Ilustração de resultados qualitativos da contagem de passageiros baseada no rastreador
SmartSORT em diferentes instantes.
(a) Segundos antes ao instante 12 : 04 : 37. (b) Instante 12 : 04 : 37.
(c) Segundos antes ao instante 12 : 31 : 41. (d) Instante 12 : 31 : 41.
(e) Segundos antes ao instante 12 : 54 : 35. (f) Instante 12 : 54 : 35.
Fonte: o próprio autor.
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Já a Figura 53 ilustra resultados qualitativos gerados por meio da execução da ferramenta
de contagem baseada no rastreador DeepSORT. Estes foram obtidos nos mesmos instantes
daqueles ilustrados pela Figura 52.
Figura 53 – Ilustração de resultados qualitativos da contagem de passageiros baseada no rastreador
DeepSORT, utilizado como baseline.
(a) Segundos antes ao instante 12 : 04 : 37. (b) Instante 12 : 04 : 37.
(c) Segundos antes ao instante 12 : 31 : 41. (d) Instante 12 : 31 : 41.
(e) Segundos antes ao instante 12 : 54 : 35. (f) Instante 12 : 54 : 35.
Fonte: o próprio autor.
Por sua vez, a Figura 54 compara o erro apresentado por cada versão da ferramenta de
contagem em relação ao incremento da contagem real de passageiros ao longo do tempo. O erro
apresentado para cada método foi obtido através do algoritmo 9.
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Figura 54 – Comparação entre o erro no incremento das contagens baseadas nos rastreadores





























































































































































































































































































Fonte: o próprio autor.
Já a Tabela 12 sumariza, em termos de média e desvio padrão, os resultados relacionados
ao erro absoluto total apresentado pelas contagens baseadas nos rastreadores DeepSORT e
SmartSORT. Finalmente, a execução do teste não-paramétrico de Wilcoxon sobre os conjuntos
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referentes aos erros de ambas as contagens gerou como resultado um p-valor equivalente a
0,01974. Este teste foi realizado com o auxílio da biblioteca de testes estatísticas da linguagem R
(R Core Team, 2018). Uma vez que a hipótese alternativa H1 é bilateral e como o p-valor obtido
é inferior a 0,025, pode-se refutar a hipótese nula H0 com uma probabilidade de acerto igual a
95%.
Tabela 12 – Resultados relacionados ao erro absoluto total apresentado pelas contagens baseadas
nos rastreadores DeepSORT e SmartSORT.
↓Erro médio absoluto ↓Desvio padrão
DeepSORT (baseline) 0,86 0,78
SmartSORT (proposto) 0,51 0,61
6.4 Discussão
A partir dos resultados apresentados pela Tabela 12, percebe-se que a qualidade da
contagem baseada no rastreador SmartSORT foi superior a daquela realizada com o auxílio do
método DeepSORT, haja vista que seu erro absoluto médio foi 40,7% inferior ao desta última.
Além disso, dada a rejeição da hipótese nula H0 durante a aplicação do teste estatístico de
Wilcoxon, pode-se atestar com 95% de confiança que os resultados apresentados por ambas as
contagens são estatisticamente diferentes. Dessa forma, ao combinar o resultado deste teste aos
apresentados pela Tabela 12, é possível afirmar que a performance da ferramenta de contagem
automática de passageiros desenvolvida neste estudo e baseada no rastreador SmartSORT foi
estatisticamente superior àquela aferida com base no método DeepSORT.
Uma das justificativas para o resultado alcançado ao final deste estudo está relacionada à
movimentação brusca dos passageiros monitorados. Esta envolve a abertura de braços e o balançar
do corpo devido à vibração do veículo, como observado na Figura 52 e na Figura 53. A partir
destas figuras, percebe-se que a contagem baseada no algoritmo DeepSORT foi mais prejudicada
pelo comportamento dos passageiros, haja vista que este rastreador assume de antemão, por meio
da aplicação do Filtro de Kalman, que os objetos rastreados movimentam-se de modo linear
e suave. Assim, observa-se na Figura 53 a ocorrência de falsos negativos durante a contagem
(Figura 53c e Figura 53d, Figura 53e e Figura 53f). Estas ocorrências se devem à descontinuidade
do rastreamento dos passageiros durante sua travessia pela catraca, uma vez que o DeepSORT
considera impraticáveis associações entre trajetórias e detecções separadas por movimentos
bruscos. Em contrapartida, a Figura 52 demonstra que a contagem baseada no SmartSORT foi
mais tolerante à movimentação brusca dos passageiros, uma vez que o modelo de regressão
utilizado por este método foi induzido com base em exemplos que descrevem o comportamento
real de passageiros. Além disso, este regressor não realiza nenhuma suposição a priori quanto à
dinâmica do movimento tratado.
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Além da movimentação dos passageiros, outra justificativa para os resultados alcançados
encontra-se na alta taxa de sobreposição das detecções apresentadas aos rastreadores, como
pode-se observar na Figura 51. Esta taxa deve-se à sensibilidade do framework de detecção
utilizado e ao nível de oclusão de pessoas inerente ao cenário do vídeo processado. Devido
a estes fatores, somados às falhas oriundas do próprio detector, é possível notar na Figura 51
a ocorrência de múltiplas detecções que delimitam a mesma pessoa. Quando estas detecções
são apresentadas ao extrator de características convolucionais utilizado por ambos os métodos
de rastreamento, são obtidos descritores semelhantes. No entanto, em geral apenas uma destas
detecções é realizada continuamente. Assim, caso os métodos de rastreamento deem mais peso
às características visuais do que às de movimentação, múltiplas trajetórias referentes ao mesmo
objeto são criadas e mantidas durante a passagem pela catraca, o que leva à realização de falsos
incrementos na contagem. Este cenário foi observado neste estudo com maior frequência durante
o uso do método DeepSORT (Figura 53a e Figura 53b), uma vez que os pesos atribuídos por
tal rastreador às características visuais e de movimentação são definidos manualmente por seu
usuário, ao contrário do SmartSORT, cujos pesos são definidos automaticamente durante a
indução do seu regressor.
Por fim, vale destacar que o primeiro erro da contagem com o SmartSORT observado
na Figura 54 ocorreu somente no instante 12 : 26 : 18, após 13 acertos consecutivos. Ao
analisar os instantes utilizados como referência durante este intervalo, percebe-se que em média
a catraca foi rotacionada aproximadamente 1 vez a cada 2 minutos, sendo o intervalo mínimo
entre duas rotações consecutivas igual a 13 segundos. Através desta informação, nota-se maior
êxito da contagem realizada a partir do SmartSORT durante o trecho do vídeo com menor
fluxo de passageiros (Figura 52a e Figura 52b). Já durante os trechos com maior fluxo, foram
observados erros semelhantes aos discutidos anteriormente com base no DeepSORT (Figura 52a
e Figura 52b). Estes erros podem ser justificados pela maior sobreposição dos passageiros, a
qual ocasionou maior instabilidade durante a aquisição de detecções e menor capacidade de
discriminação por parte das características visuais obtidas a partir do extrator convolucional.
Ainda assim, observa-se na Figura 54 que mesmo durante os trechos com maior fluxo de
passageiros a contagem com o SmartSORT cometeu menos erros que a baseada no DeepSORT.
Dessa forma, com base nos resultados alcançados ao longo deste estudo de caso foi
possível demonstrar o uso do método SmartSORT numa aplicação relevante para o setor de
transporte coletivo, com ganho significativo em performance sobre sua baseline. Além disso,
a qualidade dos resultados obtidos a partir do método foi limitada pelas condições oferecidas
durante este estudo, de maneira que em uma aplicação final há espaço para aprimoramentos
através do treinamento de um detector, de um extrator de características visuais e até mesmo de





Este trabalho explorou o rastreamento de múltiplos objetos em vídeo com base no
paradigma tracking-by-detection. Por meio de uma revisão sistemática da literatura, foram
apresentadas as principais técnicas e abordagens empregadas para a implementação daquele
paradigma. A partir da discussão levantada, constatou-se a predominância de algoritmos de
rastreamento cuja análise da similaridade entre objetos é feita através de funções de custo
construídas manualmente. Dado que o ajuste de parâmetros destas funções dificulta sua adaptação
para cenários distintos, este trabalho explorou o uso de técnicas de aprendizado de máquina para
a indução automática dessas funções. Foi apresentado um modelo de regressão capaz de estimar
o custo de associação entre a trajetória de um objeto já identificado e uma nova detecção com
base em características de alto nível relacionadas à aparência e à movimentação. Com base neste
modelo, foi proposto um método de rastreamento online denominado SmartSORT, o qual é capaz
de lidar com variações temporais de aparência e de movimentação por meio de uma única janela
deslizante, não sendo necessária a utilização de filtros.
A qualidade do método SmartSORT foi aferida por meio de três cenários de experimenta-
ção. No primeiro, o método foi avaliado durante o rastreamento de múltiplos pedestres através do
benchmark MOT Challenge 2016. Durante a análise dos resultados, observou-se que a frequência
de processamento do SmartSORT foi superior à apresentada pela maior parte dos rastreadores
online listados neste trabalho como estado da arte, com ênfase para aqueles totalmente baseados
em modelos de aprendizado profundo (sobre os quais o ganho mínimo foi de 59%). Além disso,
a acurácia de 60,4% obtida pelo SmartSORT é similar à apresentada por aqueles rastreadores.
Estes resultados demonstram a qualidade da função de regressão induzida automaticamente a
partir da metodologia desenvolvida neste trabalho, uma vez que através daquela função o método
SmartSORT foi capaz de obter resultados competitivos em relação aos demais algoritmos de
rastreamento submetidos ao mesmo benchmark.
Este trabalho também avaliou o método SmartSORT num segundo cenário de experi-
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mentação, o qual envolveu o rastreamento de passageiros de ônibus através de uma base de
dados construída localmente, denominada BUS Challenge 2018. Durante análise dos resultados
alcançados, constatou-se que a acurácia de 99,2% apresentada pelo SmartSORT foi equivalente a
de sua principal baseline, ao passo que a velocidade de execução do primeiro foi 42,8% superior
a desta última. Estes resultados demonstram a capacidade de adaptação do método proposto a
diferentes cenários, haja vista a manutenção do ganho em velocidade em relação à sua principal
baseline, ao mesmo tempo em que a diferença entre suas acurácias foi minimizada. Soma-se a
isso o fato de que a preparação do SmartSORT envolveu apenas a indução automática de seu
modelo de regressão exclusivamente a partir da base BUS Challenge 2018.
Como terceiro cenário de experimentação, este trabalho apresentou um estudo de caso
envolvendo a contagem automática de passageiros de ônibus através de algoritmos de rastreamento.
Neste estudo foi possível verificar, em termos de erro médio absoluto, a superioridade da contagem
realizada com base no SmartSORT em detrimento daquela conduzida por meio de sua principal
baseline. Mais especificamente, o erro médio da primeira foi 40,7% menor que o da segunda.
Este resultado, ratificado via teste estatístico com confiança de 95%, demonstra a capacidade de
generalização da função de regressão utilizada pelo SmartSORT, a qual já havia sido induzida no
experimento anterior a partir de imagens registradas com resolução, posicionamento de câmera
e iluminação diferentes. Além disso, com base na performance de sua baseline, também foi
possível verificar a dificuldade de adaptação de rastreadores baseados em funções de custo
manuais para novos cenários.
Dessa forma, ao final deste trabalho foi obtido um método de rastreamento de múltiplos
objetos online, adaptável a diferentes cenários e capaz de executar em tempo real. Além disso,
foi construída uma nova base de dados formada por imagens de passageiros de ônibus já
rotuladas, a qual permite a preparação e a avaliação de novos algoritmos de rastreamento. Por
fim, uma ferramenta de contagem automática de pessoas também foi obtida. Tanto o método de
rastreamento quanto a nova base e a ferramenta de contagem são disponibilizados através do
endereço eletrônico <https://git.dcomp.ufs.br/michel.meneses/smartsort>.
7.1 Trabalhos Futuros
Algumas linhas de melhoramento deste trabalho foram pensadas mas não realizadas em
virtude do tempo. Percebeu-se a possibilidade de experimentar o uso de arquiteturas rasas de
aprendizado de máquina especialmente projetadas para a modelagem de dados sequenciais (e.g.,
vanilla RNN) ao invés de uma MLP combinada a uma janela deslizante, porém mantendo-se a
apresentação de características de alto-nível ao modelo de regressão. Acredita-se que através desta
alteração seja possível tornar o método SmartSORT menos vulnerável a associações incorretas,
aumentar sua capacidade de predição do posicionamento futuro de objetos com base em sua
movimentação e operar em tempo real, haja vista a manutenção da arquitetura simplificada do
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seu modelo de regressão. Por fim, também observou-se a possibilidade de realizar experimentos
com diferentes algoritmos de treinamento, além do Backpropagation, já que é possível aprimorar
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APÊNDICE A – Construção da base BUS
Challenge 2018
Durante este trabalho foi construída a base de dados BUS Challenge 2018, a qual é voltada
para o treinamento e a avaliação de rastreadores de múltiplos objetos no contexto do rastreamento
de passageiros de ônibus. Como discutido na subseção 5.2.1 do Capítulo 5, o principal mérito
desta base encontra-se no caráter inédito de seu conteúdo, tendo em vista os benchmarks de
pedestres apresentados no Capítulo 2. Além disso, a BUS Challenge 2018 permite o estudo
e o desenvolvimento de rastreadores com aplicações práticas relacionadas ao monitoramento,
à vigilância e à contagem autônoma de passageiros de ônibus, por exemplo. Tais aplicações,
inclusive, motivaram a colaboração da empresa de transporte urbano Auto Viação Modelo1,
sediada na cidade de Aracaju, para a construção deste benchmark através do fornecimento de
vídeos obtidos a partir das câmeras de monitoramento instaladas em seus veículos. A metodologia
de construção da BUS Challenge 2018, portanto, incluiu a seleção destes vídeos, a marcação das
trajetórias dos passageiros ao longo de cada vídeo selecionado, e a separação dos vídeos e de
suas respectivas marcações em sequências de treinamento e teste.
Inicialmente foram selecionados 17 vídeos, com duração média de 15 minutos cada,
resolução de 320x280 pixels e frequência de captura igual a 4 quadros por segundo. Cada vídeo
foi obtido a partir de câmeras de monitoramento instaladas em veículos diferentes. Além disso,
os vídeos selecionados foram registrados em horários subsequentes. Esta estratégia de seleção
teve como objetivo maximizar a diversidade das características relacionadas à estrutura dos
veículos, à densidade de passageiros, à iluminação do cenário e ao posicionamento das câmeras.
A Figura 55 ilustra tais vídeos.
1 Mais detalhes acerca da empresa podem ser encontrados através do seu endereço eletrônico: <http://www.
viacaomodelo.com.br/institucional.php>
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Figura 55 – Ilustração dos 17 vídeos inicialmente selecionados para compor a base de dados
BUS Challenge 2018. É possível notar a diversidade de posicionamentos da câmera,
de níveis de iluminação e de densidades de passageiros.
Fonte: o próprio autor.
Após a seleção dos vídeos, deu-se início ao processo de marcação da trajetória dos
passageiros de ônibus. O protocolo de marcação adotado inspirou-se naquele utilizado pelo
benchmark MOT Challenge 2016 (MILAN et al., 2016). Este protocolo consiste nas seguintes
APÊNDICE A. Construção da base BUS Challenge 2018 129
instruções:
1. Marcar todas as pessoas, independentemente da posição, postura ou ação que a mesma
executa, desde que seja possível estimar suas dimensões com precisão;
2. Cada marcação deve incluir todos os pixels da pessoa ao mesmo tempo em que suas
dimensões devem ser as menores possíveis;
3. Em caso de oclusão, os pixels pertencentes à pessoa devem ser estimados com base
em outras características (e.g., proporção do corpo, tamanho da sombra, reflexo em um
espelho);
4. Mesmo que parte do corpo de uma pessoa esteja fora da imagem sua marcação também
deve incluir todos os seus pixels, ou seja, a marcação também ultrapassará os limites da
imagem (com base numa estimativa semelhante à realizada nos casos de oclusão);
5. As marcações devem ser feitas assim que uma nova pessoa aparece na imagem, desde que
seja possível identificar sua posição e extensão;
6. Da mesma forma, as marcações devem terminar assim que não for mais possível identificar
a posição e a extensão de uma pessoa;
7. Caso uma pessoa saia da imagem e apareça em outro ponto sem que sua posição durante o
desaparecimento possa ser estimada, uma nova marcação deve ser iniciada;
8. A regra anterior também vale para oclusões.
De modo a marcar a trajetória dos passageiros ao longo dos vídeos selecionados, utilizou-
se a ferramenta ViTBAT (BIRESAW et al., 2016). Esta permite a marcação da trajetória de
diferentes objetos presentes ao longo de um vídeo, sendo que cada trajetória é automaticamente
associada a um identificador gerado pela ferramenta. Além disso, de modo a tornar o processo
de rotulação menos desgastante, a ferramenta é capaz de interpolar a marcação da trajetória
de determinado objeto uma vez informados seus estados inicial e final. Por fim, a ferramenta
ViTBAT gera como saída um arquivo .txt contendo em cada linha o identificador, o número
do quadro e as dimensões das marcações de cada objeto rotulado. O formato das marcações é
definido pela Equação 5.1, sendo idêntico ao utilizado pelo benchmark MOT Challange 2016. A
Figura 56 ilustra o uso da ferramenta.
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Figura 56 – Exemplo de rotulação de um dos vídeos da empresa Auto Viação Modelo através do
software ViTBAT (BIRESAW et al., 2016).
Fonte: o próprio autor.
A aplicação do protocolo de marcação dos vídeos da BUS Challenge 2018 ocorreu entre os
dias 15 de maio de 2018 e 24 de julho de 2018. Devido a limitações técnicas, no entanto, apenas 4
dos 17 vídeos selecionados tiveram suas trajetórias marcadas. A Tabela 13 descreve as sequências
obtidas ao final do processo de marcação. Ao todo foram geradas 63984 marcações, as quais
descrevem 80 trajetórias de passageiros. Como observado através da Tabela 13, em metade das
sequências a câmera encontra-se sobre a catraca e direcionada para o corredor, enquanto que na
outra metade a câmera encontra-se sobre o cobrador e com vista para a catraca. Além disso, todas
as sequências possuem a mesma quantidade de imagens. Dessa forma, as sequências BUS18-03
e BUS18-01 foram destinadas para a partição de treinamento e as sequências BUS18-04 e
BUS18-02 foram designadas para teste.
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Tabela 13 – Descrição de todas as sequências da base de dados BUS Challenge 2018.
Amostra
Nome BUS18-04 BUS18-03 BUS18-02 BUS18-01
FPS 4 4 4 4
Resolução 352x240 352x240 352x240 352x240
Imagens 3601 3601 3601 3601
Trajetórias 33 15 25 7
Marcações 17622 16123 15763 14476
Densidade 4,89 4,5 4,34 4,0
Descrição Câmera sobre Câmera sobre Câmera sobre Câmera sobrea catraca com a catraca com o cobrador com o cobrador com
vista para vista para vista para vista para
o corredor. o corredor. a catraca a catraca.
Por fim, como etapa adicional à marcação dos vídeos que compõem a base BUS Challenge
2018, foram geradas detecções que apontam o posicionamento e as dimensões das pessoas
presentes em cada quadro das sequências de teste BUS-02 e BUS-04. Estas detecções têm como
objetivo servir de entrada para rastreadores baseados no paradigma tracking-by-detection, de
modo a tornar mais justa a comparação destes algoritmos quando avaliados sobre a base BUS
Challenge 2018. Num primeiro momento, buscou-se obter tais detecções de maneira automática
através da aplicação de frameworks de detecção de objetos baseados em CNN. Para tanto, foi
construído um banco de imagens a partir das sequências de treinamento BUS-01 e BUS-03,
o qual foi utilizado para treinar os detectores. Dado que os mesmos seguem o paradigma de
aprendizado supervisionado, foi preciso marcar em cada imagem de treinamento a posição e as
dimensões das detecções desejadas como saída. O protocolo de marcação utilizado foi inspirado
naquele aplicado por Everingham et al. (2009). Suas instruções correspondem a:
1. Marcar todas as pessoas, independentemente da posição, postura ou ação que a mesma
executa, desde que seja possível visualizar suas dimensões com precisão;
2. Cada marcação deve incluir todos os pixels visíveis da pessoa ao mesmo tempo em que
suas dimensões devem ser as menores possíveis;
3. Partes do corpo de uma pessoa que estejam fora da imagem devem ser desconsideradas por
sua marcação, ou seja, esta não deve ultrapassar os limites da imagem;
A Figura 57 exemplifica a aplicação do protocolo de marcação sobre uma imagem da
sequência de treinamento BUS-01. É possível notar que as dimensões das três pessoas marcadas
podem ser determinadas com precisão, ao contrário das pessoas que ocupam a parte traseira do
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veículo. Além disso, percebe-se que as marcações englobam apenas os pixels visíveis daquelas
pessoas, de modo que partes ocultas, como pernas e braços, não são incluídas.
Figura 57 – Exemplo de aplicação do protocolo de marcação de detecções sobre imagem da
sequência de treinamento BUS-01.
Fonte: o próprio autor.
O protocolo de marcação das imagens de treinamento dos detectores foi executado entre
os dias 15 de julho de 2018 e 21 de setembro de 2018. Este processo foi realizado com o
auxílio da ferramenta Labelbox2, a qual permite a marcação colaborativa de imagens, além do
gerenciamento e do controle de todo o processo através de uma interface Web. A Figura 58 ilustra
a utilização desta ferramenta. Ao final do processo, foram obtidas 2075 marcações de pessoas ao
longo de 525 imagens de treinamento.
2 Para mais informações sobre a ferramenta, consultar sua página Web através do endereço eletrônico: <https:
//labelbox.com/>
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Figura 58 – Exemplo de marcação de um dos quadros da sequência de treinamento BUS-03
através do software Labelbox. Ao todo foram geradas com o auxílio desta ferramenta
2075 marcações ao longo de 525 imagens.
Fonte: o próprio autor.
Uma vez obtidas as imagens de treinamento e suas respectivas marcações, deu-se início à
preparação dos frameworks de detecção de objetos. Ao longo deste trabalho foram experimentados
diferentes frameworks, como Faster-RCNN (REN et al., 2017), SSDLite (SANDLER et al., 2018)
e YOLO (REDMON; FARHADI, 2018b). Para os dois primeiros, utilizou-se a API Object
Detection (HUANG et al., 2016) disponibilizada pela empresa Google3. Já o framework YOLO
foi manipulado com base na API disponibilizada pelos seus próprios criadores, denominada
Darknet4. Dada a quantidade reduzida de imagens marcadas neste trabalho, o processo de
treinamento destes frameworks consistiu no ajuste fino de seus pesos, disponibilizados nos
respectivos repositórios das API utilizadas. Estes pesos foram obtidos a partir do treinamento
daqueles frameworks sobre as bases Imagenet (DENG et al., 2009) e COCO (LIN et al., 2014).
Já seu ajuste fino consistiu na aplicação da técnica fine-tuning (LI et al., 2019), segundo a
qual apenas os pesos das camadas mais externas daqueles frameworks são alterados durante o
treinamento. A Figura 59 ilustra algumas detecções obtidas sobre imagens das sequências de teste
através do framework SSDLite, o qual foi ajustado por meio do processo fine-tunning ao longo
de 45 mil iterações e com base nas imagens de treinamento marcadas ao longo deste trabalho.
3 O repositório da API Object Detection pode ser acessada via o endereço eletrônico: <https://github.com/
tensorflow/models/tree/master/research/object_detection>.
4 O repositório da API Darknet pode ser acessada através do endereço eletrônico <https://github.com/pjreddie/
darknet>.
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Figura 59 – Ilustração de detecções obtidas sobre imagens das sequências de teste BUS-02 e
BUS-04 através do framework SSDLite (SANDLER et al., 2018). Este foi refinado
durante 45 mil iterações com base nas imagens de treinamento marcadas ao longo
deste trabalho. Nota-se que o detector apresenta alto índice de falsos positivos e
falsos negativos, sendo inadequado para o rastreamento por detecção.
Fonte: o próprio autor.
Como observado através da Figura 59, o framework SSD Lite ajustado através das imagens
de treinamento marcadas ao longo deste trabalho apresenta alto índice de falsos positivos e
falsos negativos, de modo que o mesmo é inadequado para o rastreamento por detecção sobre as
sequências de teste. Resultados semelhantes foram obtidos com os frameworks Faster-RCNN
e YOLO. Dentre as razões para estes resultados encontram-se a baixa resolução das imagens
utilizadas, o ruído causado pela variação de iluminação e a diversidade de características e padrões
apresentada pelas pessoas presentes em tais imagens. De modo a contornar tais dificuldades,
buscou-se aumentar artificialmente o tamanho do banco de treinamento por meio de técnica
denominada data augmentation (ZOPH et al., 2019), segundo a qual as imagens do banco são
replicadas e em seguida submetidas aleatoriamente a operações geométricas (e.g., translação e
rotação) e à aplicação de diferentes filtros espaciais. Além disso, com o objetivo de reduzir a
diversidade de padrões e simplificar o treinamento dos frameworks de detecção, experimentou-se
a conversão de todas as imagens do banco de treinamento para escala de cinzas. No entanto,
mesmo após tais mudanças não foi possível aprimorar de maneira significativa a qualidade
dos detectores finais obtidos, o que indica a necessidade da aquisição e da marcação de mais
imagens. Dessa forma, considerou-se mais adequado para a base BUS Challenge 2018 a inclusão
de detecções obtidas manualmente, de modo que a performance de rastreadores por detecção
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avaliados sobre suas sequências de teste não fosse prejudicada pela qualidade das detecções
fornecidas como entrada para os mesmos.
