The present paper contains additional asymptotic result over an earlier investigation of Kapelko and Kranakis.
where Γ(z) is Euler Gamma function.
The result of the present paper with earlier investigation gives as full asymptotics results of expected sum of displacements to the power a of all sensors to move from their current location to the anchor location i n − 1 2n , for i = 1, 2, . . . , n, when a is natural number.
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Motivation
This is a sequel paper to [6] , which appears in Information and Processing Letters.
Consider n mobile sensors placed independently at random with the uniform distribution on the unit interval [0, 1]. The sensors are equipped with omnidirectional sensing antennas of identical range r = 1 2n ; thus a sensor placed at location x in the unit interval can sense any point at distance at most 1 2n either to the left or right of x. We are interested in moving the sensors from their initial positions to new locations so as to ensure that the unit interval is covered, i.e., every point in the unit interval is within the range of a sensor. Observe that the only way to attain the coverage is for the sensors to occupy the anchor location t i = i n − 1 2n , for i = 1, 2, . . . , n. If the i-th sensor is displaced a distance d i , for i = 1, 2, . . . , n, then the cost measure for the displacement of the whole system of n sensors is n i=1 d a i , for some constant a > 0. In this paper we give an exact asymptotic on the expected sum of displacement to the power a, when a is an odd natural number of all sensors to move from their current random location on the unit interval to the anchor location (see Theorem 5) .
This completes the previous paper [6] and gives as full asymptotics results of expected sum of displacements to the power a, when a is natural number.
Preliminaries
In this subsection we recall some useful identities involving special function and special numbers that will be used through the paper.
The Euler Beta function (see [9] )
is defined for all complex numbers c, d such as ℜ(c) > 0 and ℜ(d) > 0. Moreover, for positive integer numbers c, d we have
We will use the incomplete regularized Beta function (see
The Euler Gamma function (see [9] )
is defined for z > 0. Moreover, we have
when n is natural number.
Let d, f be non-negative integers . Then n k=1
where c l are some constans independent on n (see [4, Formula (6. 78)]). Notice that
Applying this formula for i = 1 to n we get
We will use the following binomial identity (see [3, Identity 9 
We will also use the following notations for the rising factorial [4] 
for k = 0 n(n + 1) . . . (n + k − 1) for k ≥ 1,
Let n k , n k be the Stirling numbers of the first and second kind respectively, which are defined for all integer numbers such that 0 ≤ k ≤ n.
The following three equations for Stirling numbers of the first and second kind are well known (see [4, Identity 6 .10], [4, Identity 6.11]) and [4, Identity 6.13]):
Assume that b be is a constant independent of m. Then the following Stirling numbers
are polynomials in the variable n and of degree 2b (see [4] ). Let n k be the Eulerian numbers, which are defined for all integer numbers such that 0 ≤ k ≤ n. The following three identities for Euler numbers are well known (see Identities (6.42), (6.43) and (6.44) in [4] ):
We will use Euler's Finite Difference Theorem (see [3, Identity 10.1]) Assume that a is a natural number. Let f ( j) = j m and m ∈ N. Then a j=0 a j
We will also use the following forms of Stirling's formula (see [1, page 54], [4, Formula 9 .40])
Main result
This section is devoted to the proof of Theorem 5. It is worthwhile to mention that, even though there is the closed formula on the expected sum of displacement to the power a, when a is an odd natural number, the analysis of asymptotic is technically complicated. Let us notice that in the proof we use several times Eulers Finite Difference Theorem (see Equation (16)).
We begin with the following sequences of lemmas which will be helpful in the proof of Theorem 5.
Lemma 1. Assume that a is an odd natural number. Then
Proof. Let j ∈ {0, . . . , a}. Applying Equation (9), Equation (11) as well Equation (7) we deduce that
is the polynomial of variable a + 1 − j − k of degree 2l 4 (see (12)), we obtain that, C a+1−k is the polynomial of variable a − j of degree less than or equal 2k. Hence from Equation (16) we get a j=0 a j (−1) j C a+1−k = 0 for 2k < a.
Putting everything together, we obtain
This completes the proof of Lemma 1.
Lemma 2.
Assume that a is an odd natural number. Let t i = i n − 1 2n and let
Proof. Observe that
Applying Equation (11) and Equation (10) we deduce that
Therefore, the coefficient of the term i a−l 1 n a−l 2 in the polynomial
Since j j−l 6 is the polynomial of variable j of degree 2l 6 , a− j l 5 is the polynomial of variable a − j of degree l 5 , a− j a− j−l 3 is the polynomial of variable a − j of degree 2l 3 (see (12)) and a− j−l 3 l 4 is the polynomial of variable a − j − l 3 of degree l 4 , we obtain that, a l 1 ,l 2 ( j) is the polynomial of variable j of degree less than or equal 2l 1 + 2l 2 . Hence from Equation (16) we get a j=0 a j (−1) j a l 1 ,l 2 ( j) = 0 for 2l 1 + 2l 2 < a + 1.
Therefore
On the other hand, from Equation (3) we deduce that
Putting together Equation (19), Equation (20) and Identity (6) for
This completes the proof of Lemma 2.
Lemma 3. Assume that a is an odd natural number. Let t i = i n − 1 2n and let
are some constants independent on i, n and
Proof. First of all, we discuss the proof of Equation (21). Define
Observe that
, a q 1 ,p 1 ( j) are some constants independent on i, n. On the other hand
Therefore, the coefficient of the term n a−q 1 in the polynomial n j−k n k (n + a) a− j equals
(23) Applying Equation (11) and Equation (10) we deduce that
Therefore, the coefficient of the term i − 1 2 a−1−p 1 in the poly-
(24) Hence, the coefficient of the term n a−q 1 i − 1 2 a−1−p 1 in the polynomial j k=1 n j−k n k (n + a) a− j i − 1 2
Notice that a q 1 ,p 1 (0) = 0 (25)
Observe that k k−q 2 is the polynomial of variable k of degree 2q 2 (see (12)), a− j a− j−q 3 is the polynomial of variable a − j of degree 2q 3 and a− j−q 3 q 4 is the polynomial of variable a − j − q 3 of degree q 4 . Therefore c (k) q 1 ( j) is the polynomial of variable k of degree 2q 2 and is the polynomial of variable j of degree less than or equal 2q 3 + q 4 .
Observe that j−k j−k−p 2 is the polynomial of variable j − k of degree 2p 2 (see (12)) and j−k−p 2 p 3 is the polynomial of variable j − k of degree p 3 . Therefore, d (k) q 1 ( j) is the polynomial of variable j − k of degree less than or equal 2p 2 + p 3 and is the polynomial of variable j of degree p 3 .
Applying these and Identity (6) for n = j we conclude that a q 1 ,p 1 ( j) is the polynomial of variable j of degree less than or equal 2q 2 + 2q 3 + q 4 + 2p 2 + 2p 3 + 1. From q 2 + q 3 + q 4 = q 1 and p 2 + p 3 = p 1 we have that a q 1 ,p 1 ( j) is the polynomial of variable j of degree less than or equal 2p 1 + 2q 1 + 1.
Therefore from Equation (16) and Equation (25) we deduce that a j=0 a j (−1) j+1 a q 1 ,p 1 ( j) = 0 for q 1 
This is enough to prove the first part of Lemma 3. Now we prove Equation (22). Let us recall that
and b q 1 ,p 1 (a) = a j=0 a j (−1) j+1 a q 1 ,p 1 ( j).
(see Equation (23) and Equation (24) for the definition of c (k) q 1 ( j) and d (k) p 1 ( j)). Applying Identity (15) for m = k, b = q 2 and Identity (15) for m = a − j, b = q 3 we observe that the coefficient of the term k 2q 2 (a − j) 2q 3 in the polynomial c (k) q 1 ( j) equals
Therefore, from Equation (13) we have
Applying Identity (15) for m = j − k, b = p 2 we observe that the coefficient of the term
Hence
where a l 1 ,l 2 are some constans independent on k, j,
where b l 3 ,l 4 are some constans independent on k, j.
Putting together Formula (27), Formula (28), Identity (6) for f = l 1 and f = l 3 as well Euler's Finite Difference Theorem (see Identity (16)) we obtain a j=0 a j
Applying this we get
Using the definition of Euler Beta function (see (1) 
where c l 5 ,l 6 are some constans indpendent on j, k.
Therefore, from Equation (6) for f = l 4 and Identity (16) we have a j=0 a j (−1) j+1
Notice that
Therefore, from Equation (6) for f = 2b and Identity (8) we have a j=0 a j
where d l 7 are some constans indpendent on j.
Applying this and Identity (16) we get a j=0 a j
Putting together Formulas (29), (30), (31), (32) and the definition of Euler Beta function (see (1) for c = a 2 + 1, d = a 2 + 1) we deduce that
Finally, using the basic identity B (c, d) = Γ(c)Γ(d) Γ(c+d) for c = d = a 2 (see [9, Identity 5.12.1]) and Γ(a + 2) = (a + 1)! we get
This finishes the proof of Lemma 3. 
Before proving Lemma 4, let us notice that there is some interest in research community for finding the asymptotics of the sum similar to (33). Kløve in [7] studied the average worst case probability of undetected error for linear codes of length n and dimension k over an alphabet of size q and analyzed the following sum n i=1 n i i n i 1 − i n n−i . In [10] the author obtained an asymptotics expansion of the more general sums
, for k ≥ 0. The techniques used in the asymptotic analysis belongs to the analytical analysis of algorithms. Later Hwang in [5] derived uniform asymptotic expressions of some Abel sums appearing in some problems in coding theory. In [8] the authors consider the expected maximum total (i.e., sum) of movements of n identical sensors placed uniformly at random in a unit interval so as to attain complete coverage of the unit interval [0, 1] and elementary proved that
In the proof of Lemma 4 we also apply elementary techniques and obtain the exact asymptotic.
. We divide the sum into four parts:
We approximate the four parts separately. It is easy to see that E n = Θ (1) . For the first and third term, we use Stirling's formula (17) for m = n, m = i and m = n − i, as well as Inequalities e 1 12n < e, e 1 12i+1 + 1 12(n−i)+1 > 1 to deduce that
Applying the basic inequality 1 + 1 x x < e, when x ≥ 1 for x = 2(n − i) we have
Hence the first, third and fourth term contribute O(n) and the asymptotics depends on the second term. For the second term (⌊ √ n⌋ + 1 ≤ i ≤ n − ⌊ √ n⌋) we use Stirling's formula (18) for m = n, m = i and m = n − i to deduce that
Now we apply the approximations ln(1
,
Using the inequality √ n − i i
Therefore, we can add the terms back in, so we have
The remaining sum we approximate with integral. Hence is monotone increasing over the interval 0, n 1+2c 2(1+c) and monotone decreasing over the interval n 1+2c 2(1+c) , n . Hence the error term |∆| telescopes on the interval 0, n 1+2c 2(1+c) and telescopes on the interval n 1+2c 2(1+c) , n . Therefore |∆| = O(n 1+c ). Notice that (see Equation (1) Putting all together we deduce that the second term contributes This easily completes the proof of Lemma 4.
Theorem 5. Let a be an odd natural number. Assume that n mobile sensors are thrown uniformly and independently at random in the unit interval. The expected sum of displacements to the power a of all sensors to move from their current location to the location t i = i n − 1 2n , for i = 1, . . . , n, respectively is Γ a 2 + 1 2 
