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Abstract—Recent metasurface developments have led to their
consideration for extending the angular scan range of phased
arrays. This paper considers the use of Huygens’ metasurfaces
as lenses to accomplish the task. Ray optics is used to uncover how
a single lens can extend the scan range. It is shown that a single
scan extending lens leads to a broadside directivity degradation of
the original beam. This directivity degradation is quantitatively
characterized as a function of the desired angular scan-range
expansion. A method of simulating phase boundaries is presented
and used to verify the theoretical claims. A Huygens’ metasurface
lens design is presented and simulated to further validate the
theoretical predictions and show that such lenses are physically
realizable.
Index Terms—Phased arrays, beam steering, lenses, metasur-
faces.
I. INTRODUCTION
Extending the scan performance of a given phased antenna
array is a problem with a long history. Reference [1] was one
of the first investigations of array scan enhancement. The work
considered a theoretical phase-incurring dome which, when
placed over the array, could steer the original ±60◦-limited
array beams all the way to the horizon. A physical dielectric
dome was fabricated and tested in [2]. Further theoretical
and implementation advancements include design of refracting
domes with transformation optics techniques [3], [4], and
reformulating the beam refraction problem as transferring
gain pattern envelopes using power conservation [5], [6]. All
these phase incurring strucutres which achieved phased array
scan enhancement did so at a cost of a degraded directivity,
especially in the broadside direction. Furthermore, in [7] it
was observed that doubling the broadside directivity of the
array via a single phase-incurring surface leads to halving of
the scan range.
Recent developments in metasurface theory and design have
reignited the community’s interest in enhancing the scan range
of antenna arrays [8]. We will discuss the use of metasurface
lenses, these are surfaces comprising sub-wavelength scatterers
which act as conventional lenses, for this problem. In particu-
lar, it is possible to design a Huygens’ metasurface to achieve a
lossless and reflectionless transformation between the incident
and transmitted fields [9]. Thus Huygens’ metasurfaces can be
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made to provide a spatially varying phase shift, albeit perfectly
reflectionless only with a prescribed excitation beam. Results
of [9] will be used extensively throughout this publication and
are summarized as follows. Let us say that we want a certain
set of fields in one half space and a different set of fields
in another half space. The boundary separating the two half
spaces is the metasurface. The two sets of tangential fields on
either side of the boundary are termed as postulated fields. If
the two sets of fields locally conserve the real power crossing
through the boundary, there exist generalized sheet transition
conditions (GSTCs) which satisfy the boundary conditions of
the two sets of fields. The GSTCs are given in the form of
space-dependent impedance, admittance and magneto-electric
coupling of the metasurface. The theoretical GSTCs can then
be realized physically with unit cells composed of three
metalization layers separated with dielectrics, which emulate
Huygens’ Omega bianisotropic unit cells [10].
Due to the parallels between the existing theoretical work on
phase-incurring surfaces and the metasurface-inspired surfaces
in [8] it is of no surprise that surface designs presented in
[8] also suffer from a degradation in broadside directivity.
Reference [11] is another recent publication which considers
the problem of array scan enhancement with phase-incurring
metasurfaces. In that work a significant improvement in
broadside directivity degradation was reported compared to
existing literature. However, significant directivity degradation
was reported elsewhere in the operating region of the device.
Furthermore, the improvement at broadside was achieved
with precise amplitude weighting and non-linear phasing of
the antenna array elements. This approach is not necessarily
compatible with all phased-array architectures, such as ones
which use only phase control, clustering, random sub-arraying,
overlapping or interleaved techniques [12], [13].
A natural question arising from the literature is whether it is
possible to extend a phased-array scan range without incurring
a drop in directivity and without resorting to unconventional
array excitations. All the structures shown to achieve array
scan enhancement in the listed publications resemble diverging
lenses near broadside. References [1], [2], [5], [6], [8] show
that for a scan enhanced beam the worst directivity perfor-
mance is observed around broadside. Thus, Sec. II considers
lens-like surfaces using ray optical theory. Moreover, the
reason for why these scan-range extending surfaces resemble
diverging lenses is presented. Directivity in the context of ray
optics is also discussed and a quantitative relationship between
directivity drop and angular scan range expansion is derived
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2for the case of far-field lens placement. Finally, the possibility
of placing lenses in the near field of the illuminating array is
considered and broadside directivity is analysed.
In the process of answering the above question a need
arose for a quick and simple simulation method to vali-
date our reasoning. We have followed the common approach
of studying scan enhancing metasurfaces, which is to treat
them as phase-incurring boundaries. This was used in the
context of wave optics as in [1], and in conjunction with
physical optics (see [14], [15] for description of the method)
to compute scattering as in [8], [11]. Sec. III describes
the MATLAB-implemented simulation method, and angle-
doubling and angle-tripling phase boundaries were simulated
to validate the derived directivity degradation of Sec. II-B.
We note that the phase boundary view of metasurfaces is a
rather simplistic one, and leads to some inconsistencies when
it is combined with physical optics in the hope of obtaining
reasonable electromagnetic behavior. These inconsistencies,
and when they are most pronounced, are discussed in App.
C.
Finally, in Sec. IV, a Huygens’ Omega bianisotropic lens
is designed and full-field simulated to verify the phase sur-
face simulation results and to show that such unconventional
lenses are feasible. The full-field simulation is performed in
COMSOL Multiphysics, and the metasurface is implemented
with ideal impedance sheets.
Due to computational resource limitations, all analysis and
simulations presented in this publication assume the problems
to be two dimensional, i.e. the lens/metasurface parameters
and incident fields/beams are functions of only two spatial
variables. Furthermore, only TE-polarized fields are consid-
ered.
II. THEORY OF SCAN ENHANCEMENT
A. Diverging Lens for Scan Enhancement
A single diverging lens can provide an arbitrary scan
enhancement to array beams in the context of paraxial ray
optics. This can be understood by considering what happens
to a ray which originates on the optical axis at a distance d
away from the lens of focal length f , as shown in Fig. 1a. The
ray transfer matrix for a lens is employed to find the direction
and position of the ray once it passes through the lens [16]:[
x′
θ′
]
=
[
1 0
−1/f 1
] [
θd
θ
]
(1)
The quantities appearing in the above equation are depicted in
Fig. 1a. From (1) we obtain
θ′ = αθ =
(
1− d
f
)
θ, (2)
where α is defined as the scan enhancement factor.
Equation (2) shows that an adequate choice of d and f leads
to an arbitrary angle enhancement of an incident beam. For
example, placing a ray source at the focal point of a concave
lens (value of f is negative by convention) leads to an α of
2. In this case, the lens places the image of the source at half
the focal length, which leads to the doubling of ray angles.
Optical
axis
d
|f |
θ
θ′
x, x′
(a)
Optical
axis
|f | |f |/2
θ 2θ
(b)
Fig. 1. Ray digrams for a lens-like metasurface. The surface is depicted as
an array of electric and magnetic dipoles, which incur a desired phase onto
incident fields. (a) Depicts directions and positions at the input and output
faces of the metasurface for a ray passing through the device. (b) Depiction
of angular doubling. By placing a ray source at the focal point of a diverging
lens, all rays double their angle as they pass through the device. The outgoing
rays appear to emanate from a position |f |/2 behind the lens.
This behavior is depicted in Fig. 1b. An antenna array placed
at d provides rays emanating approximately from the optical
axis. The rays constitute a beam pointing in a given direction.
As the rays pass through the lens, they acquire a common
angular enhancement. Thus the beam changes direction but
also acquires a different angular spread, which leads to a
change in directivity.
B. Effect of Scan Enhancement on Directivity
In the context of ray optics, a beam is composed of a
collection of N rays. Each ray has a direction θ in which
it propagates. It is possible to define a density of rays as
a function of direction, ρ(θ). For any beam, which is to be
used with a lens for scan enhancement, the number of rays
propagating in the angular range from θ to θ+dθ is equal to
dN=ρ(θ)dθ. Furthermore, it can be thought that a single ray
carries a nominal amount of power. Thus the total power in
a beam is proportional to the total number of rays, which in
turn is given by N=
∫
ρ(θ)dθ.
We define the ray optical directivity as
D(θ) =
2piρ(θ)∫
ρ(β)dβ
. (3)
3θ0
δ
dθ
dθ′
αδ
αθ0
Fig. 2. A beam incident on a diverging lens. The center of the beam travels
at θ0 and has an angular spread of δ. After passing through the lens, the beam
points in the αθ0 direction and has an angular spread of αδ. A small bundle
of rays centered around θ0 is depicted. The bundle has an angular spread of
dθ. As the bundle passes through the lens, it spans dθ′ around αθ0. Note
that the number of rays in the bundle stays constant as it passes through the
lens.
This definition is discussed further in App. A.
To see how the directivity of a beam passing through a
scan enhancing lens is affected, consider what happens to a
small bundle of rays as shown in Fig. 2. There, a beam is
propagating in the direction θ0. Each ray experiences a scan
enhancement of α. Therefore, the scan enhanced beam points
in the θ′0 = αθ0 direction. The scan enhanced beam has a
different angular distribution of rays, quantified by the ray
density function ρ′(θ′). The bundle of rays of Fig. 2 contains
dN = ρ(θ)dθ rays. As this bundle passes through the lens, the
number of rays remains unchanged due to energy conservation.
Thus dN = ρ(θ)dθ = ρ′(θ′)dθ′. Using the relation θ′ = αθ
it is easy to see that ρ′(αθ) = ρ(θ)/α. Again due to energy
conservation
∫
ρ′(θ′)dθ′ =
∫
ρ(θ)dθ, which is used to show
that
D′(αθ)
D(θ)
=
1
α
. (4)
Therefore a scan enhancing setup with α of 2 would lead to
halving the original beam directivity, which is in agreement
with past work [5], [6], [7].
C. Scan Enhancement of Finitely Sized Arrays
Up to now the discussion of scan enhancement on directivity
has been limited to large distances between the source and scan
enhancing lens. However, it is generally desired to place a scan
enhancing structure as close as possible to its source. In this
section, we consider what happens when an angle-doubling
lens (α=2 in (2), which makes d=−f ) is placed close enough
such that the spatial extent of the illuminating source cannot
be ignored. Furthermore, only the case of a broadside incident
beam is considered in this section.
For this discussion, another measure of directivity is useful.
It is shown in App. B that the radiation pattern of a uniform
two-dimensional aperture of length L has its peak in the
broadside direction, with peak directivity of
DU,max =
2piL
λ
. (5)
L dx
N rays
dN=NL dx
θ′(x)
xˆ
Fig. 3. Illumination of an angle-doubling lens by a uniformly excited array of
length L. The array produces a collimated beam, composed of N uniformly
distributed rays, which diverges after the lens. A ray which reaches the lens
at x is refracted towards θ′(x). An infinitesimal section dx of the incident
beam carries dN rays, which is conserved while passing through the lens.
When the source is not a uniform aperture but a uniformly
excited antenna array, this measure of peak directivity is still
valid as long as no grating lobes are present in the visible
region of the array (i.e. array element spacing is less than
λ/2). Note that the phrase “uniformly excited array” implies
the antenna elements are oscillating with the same magnitude
and phase.
With the angle-doubling lens being in the vicinity of the ar-
ray, the incident rays are collimated in the broadside direction.
These incident rays are assumed to be uniformly distributed
in a beam of width L. The lens diverges these rays as if they
originated on the optic axis a distance |f | behind the lens.
This scenario is shown in Fig. 3, along with some quantities
useful for directivity analysis. Using this problem setup and
following the reasoning of Sec. II-B, one can find the resulting
beam directivity to be
D′(θ′) =
{
2pi|f |
L sec
2 θ′, if |θ′| ≤ θ′M
0, otherwise,
(6)
where θ′M= atan
L
2|f | . It is not expected that the refracted
beam directivity would exhibit discontinuities at θ′= ± θ′M ,
which appear simply because the incident beam is assumed
to be discontinuous. Nevertheless, the obtained expression is
expected to be accurate away from the two discontinuities and
lens performance can be assessed. First of all, this shows that
the refracted beam no longer exhibits peak directivity in the
desired broadside direction. Because (5) and (6) are valid for
large L and small |f |, it is easy to notice that D′(0)/DU,max
can be much smaller than 1/2, implying possible broadside
directivity degradation far greater than the 3dB degradation
one would have obtained by placing the lens in the far-field
of the source.
This shows that placing an angle-doubling lens close to a
uniformly excited array does not lead to directive radiation in
the desired broadside direction, but instead peak directivity is
obtained in the ±θM directions. Nevertheless, it is possible
4(a)
1
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L′
2
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Fig. 4. Obtaining directive radiation from a closely-placed angle-doubling
lens. The size of the point sources and rays emanating from them represent
the relative magnitude of their excitation. (a) shows the array excited in a non-
uniform fashion to produce a converging beam, which in turn is refracted by
the lens into a collimated one. The thin dashed lines represent surfaces of
constant phase of the input and output beams. Non-uniform phasing of the
the source array is obviously required to obtain the desired curved phase-front.
(b) shows the outermost rays of the beam and the two triangles which are
used to relate the length of the array and the output aperture.
to achieve directive broadside radiation from a closely placed
angle-doubling lens. To do so, the phased array elements have
to be excited in a non-uniform fashion. The required excitation
method is described in detail in [11]. This method phases the
antenna elements in a way which creates a converging beam,
which after passing through the angle-doubling lens becomes
uniform in phase. Such element phasing (“pre-distortion”)
essentially cancels the phase of the lens at its output. At the
same time, the excitation magnitude of the antenna elements
is also non-uniform and is chosen in a way which causes the
resulting output aperture to be uniform in magnitude. This
scenario is depicted in Fig. 4(a). Thus, in order to analyze
broadside directivity for this array excitation one simply needs
to compare the aperture length L′ on the transmission side of
the lens to the length of the array L.
The output aperture length L′ is dictated by the refraction
which has to take place to produce a collimated beam of flat
phase on the transmission side of the lens. To obtain L′, one
has to consider the path of a ray from one of the edge array
elements. This ray has to travel in the direction of the optic axis
once refracted by the lens. This occurs when the ray initially
travels towards the focal point on the transmission side of the
lens. From there it is easy to show using similar triangles
that for an angle-doubling lens, L′=L/2. The paths of the
outermost rays, along with the dimensions of the relevant
similar triangles are shown in Fig. 4(b). According to (5) this
means that a 3dB degradation in broadside directivity is still
present.
Although it appears that this method allows one to place an
angle-doubling lens arbitrarily close to the source array while
still suffering only a 3dB directivity degradation at broadside,
it is not always the case. To demonstrate this, consider the case
when the element spacing, de, is λ/2<de<λ. When phased in
a linear fashion, such an array would start producing a grating
lobe peak when the main beam is scanned off broadside to
[17]
θg= arcsin
(
λ
de
− 1
)
. (7)
We now place an angle-doubling lens in the vicinity of the
array to double its grating-lobe-free scan range. As described
above, in order to obtain a uniform aperture on the transmis-
sion side of the lens, the array must be phased non-linearly,
with the beam focusing on the optic axis a distance 2|f |
away from the array (see Fig. 4b). Such phasing causes larger
interelement phasing for the outer elements, with the largest
phase difference occurring for the two adjacent outermost
elements on both sides of the array. We now consider the
bottom two elements (elements labeled 1 and 2 in Fig. 4a)
as a two-element array. In order to contribute to the uniform
output aperture this two-element array must produce a beam
in the direction
θa = arctan
(
L− de
4|f |
)
. (8)
If θa ≥ θg , the two-element array will exhibit a grating lobe
peak and the directivity of the desired beam will be reduced.
This condition occurs when
L ≥ 4|f | λ− de√
2λde − λ2
+ de. (9)
Note that for L significantly larger than the right hand side of
the above expression, not only the outermost two elements
produce a grating lobe, but other elements away from the
edges start contributing to radiation in undesired directions.
This further reduces the directivity performance of the angle
doubler. Also note that this reasoning does not lead to a
measure of the directivity reduction and is meant only as a rule
of thumb. Nevertheless, we can say that in order for an angle-
doubling lens to maintain a 3dB directivity drop at broadside,
the array cannot be larger in length than the right hand side
of (9).
III. ELECTROMAGNETIC PHASE SURFACES
In order to allow for the electromagnetic simulation of
electrically large problems, we consider a simplified view
of metasurfaces – namely the view that metasurfaces can be
treated as phase incurring boundaries. A metasurface provides
a transition between the tangential fields on its two sides via
electric and magnetic currents [9], [18]. Because it is the
only quantity describing the surface, the phase function must
provide a way to obtain these tangential fields. Furthermore,
we restrict our attention only to lossless and passive surfaces.
This implies that for any point on the surface the real power
passing though it has to be conserved [9].
With this in mind, the operation of a phase boundary
can be defined in an obvious fashion as follows. Sources
below the surface illuminate it and establish incident tangential
electric and magnetic fields on it. These incident tangential
fields are taken as the total tangential fields on the incident
side of the surface, namely Ez(x, y=0−) and Hx(x, y=0−)
for TE polarization. Note that the explicit y-dependence is
5Jz
φ(x) x
y
zEz(x, )0±
Hx(x, )0±
Fig. 5. Geometry used during phase boundary definition. The phase boundary
itself is shown by the black line. The boundary is illuminated by a general
current distibution which produces TE fields. The tangential incident and
transmitted Ez and Hx fields at a point on the boundary are depicted with
the red-blue vectors.
shown here for clarity and will be subsequently omitted. The
considered geometry is shown in Fig. 5. The figure depicts
the coordinate system used throughout this publication, along
with the phase boundary lying in the y=0 plane, which is
illuminated by a general z-directed current distribution lying
below the boundary. The tangential fields on the transmitted
side are calculated as
Ez(x, 0
+) = Ez(x, 0
−)ejφ(x), (10)
Hx(x, 0
+) = Hx(x, 0
−)ejφ(x). (11)
Note that indeed these tangential fields satisfy power flow
conservation, since the component of the Poynting vector
normal to the surface is conserved across the boundary:
Ez(x, 0
−)H∗x(x, 0
−)=Ez(x, 0+)H∗x(x, 0
+). According to [9],
since power flow through the surface is conserved there exists
a physical Omega bianisotropic surface which achieves this
field transformation. It is worth emphasizing the generality of
the presented phase boundary definition. This field transfor-
mation is written in a way which can be used with arbitrary
incident fields. Furthermore, a single phase boundary surface
can be subject to various incidence scenarios, which is useful
for simulating metasurface behavior subject to incidence from
a steerable antenna array.
One issue with attempting to realise such boundary with
a physical metasurface is immediately apparent. This phase
surface can be subject to various incidence cases. An Omega
bianisotrpic surface, which is defined with a specific incidence
in mind, will not in general behave in the same fashion when
subject to different incidence fields. Thus, strictly speaking,
using a single phase boundary with many incidence scenarios
does not mean that a single physical surface achieves this
performance. Instead, the different incidence cases would
result in different Omega bianisotropic surfaces which produce
the same phase discontinuity. Nevertheless, one can disregard
this complication of using phase boundaries and still simulate
the scattering by such a fictitious surface as was done in [8],
[11]. After all, as Sec. IV will show, this approach has some
merit when the different incidence fields correspond to near-
broadside incident beams. This is not the only inconsistency
that this simulation method suffers from and a user must be
well informed of them to be certain in validity of simulation
results. Other notable shortcomings are discussed in App.
C. However, it must be noted that this method does not
require a tedious physical surface design and is significantly
less resource intensive compared to full-field metasurface
simulations.
Having defined the concept of a phase boundary, the next
natural question is how to simulate the scattering produced
by such an interface? One straight-forward approach is to use
the tangential fields on the transmission side of the surface,
employ Love’s equivalence principle to these transmitted fields
to obtain surface electric and magnetic currents. These surface
currents are discretized and radiation from individual elements
can be easily computed via well known formulas [15].
We employ the equivalence principle on a closed boundary
which surrounds the antenna array and the surface. Also, part
of this boundary comes infinitesimally close to the transmis-
sion side of the phase surface. This section of the boundary
is given the tangential transmitted phase surface fields. For
the rest of the boundary, the tangential fields correspond to
the ones produced by the illuminating array. The equivalence
principle is then used in such a way that sets the fields
inside this boundary to 0, while maintaining the same radiated
fields [14]. The boundary on which the equivalence principle
is applied will be referred to as the equivalence box. The
equivalence box is depicted in Fig. 6, which encompasses the
phase boundary and its source.
A. Simulating Angle-Doubling Phase Surfaces
The described simulation method was programmed in MAT-
LAB, and an angle-doubling lens was simulated, providing
the opportunity to verify and discuss the theory presented in
the previous section. In this simulation, the incident beam is
produced by a uniformly excited, 16 element phased array with
a half-wavelength element spacing. Array elements are infinite
lines of current, extending in the z-direction, which allow
for the two-dimensional treatment of the problem. Due to the
source configuration only TE fields are established. The array
and associated geometry are shown in Fig. 6. As previously,
the metasurface lies in the y=0 plane. The incident beam is
limited to a scan range of ±15◦ off broadside. It is desired
for the surface to extend the scan range of the phased array
to ±30◦. This section attempts to validate (4), which assumes
that the lens is located in the far field of the source and thus we
chose a large value. The distance between the phased array and
the lens is chosen to be 40λ. Although this distance is too large
to be useful practically at conventional microwave frequencies,
it is not the case for the millimeter-wave spectrum which
is currently considered for 5G communications [19], [20]. A
metasurface lens of focal length f exhibits the following phase
[21]
φ(x) = sgn(f)k
√
x2 + f2 − kf, (12)
where sgn(·) is the sign function. This phase function was
implemented and setting f=−40λ led to an angle-doubling
phase boundary.
616-element Array
φ(x)
Equivalence Box
40λ
λ/2I1,z I16,z
Fig. 6. Geometry of the simulated angle-doubling phase boundary. The 16-
element array of infinitely long z-directed current lines and the equivalence
box are shown. Drawn as an illustration and not to scale.
Fig. 7 depicts the case where the array produces a 15◦ off
broadside beam. Indeed a 15◦ to 30◦ refraction is observed.
The equivalence box is depicted with red solid and dashed
lines. The solid line corresponds to the location of the phase
boundary. For this and future field plots of phase surface
simulation data, the fields inside the equivalence box are
simply the radiated fields by the array within it. Also note
that for illustrative purposes, the length of the lens appearing
in Fig. 7 is significantly smaller than what was used to obtain
the performance data of Figs. 8, 9, 10 and 11. There, the lenses
were chosen to be 300λ long.
Fig. 8 depicts the scanning performance of the angle-
doubling phase boundary. The performance is plotted versus
the incident beam angle. The θr of the right ordinate represents
the angle at which the refracted beam has maximum directiv-
ity. The left ordinate depicts the directivity performance of the
refracted beams. Dmax is the maximum value of a refracted
beam with a given excitation. D(2θi) is the value of directivity
of the refracted beam in the direction of 2θi. It is observed
that the device approximates an angle doubler extremely well.
The error in output beam angles is within ±1◦ compared to
a perfect doubler. The discrepancy between peak directivity
and the obtained directivity at double of the incident angle
is insignificant, and occurs only at the edges of the operating
region of the device.
The “40λ” curve of Fig. 9 compares the peak directivity
from the surface with the peak directivity obtained from the
array itself for a given angle of resulting beams. The ordinate
axis is ∆D=Darr,dB(θ)−Dsurf,dB(θ), where Darr,dB(θ) is
the peak directivity of the array which is scanned to θ and
Dsurf,dB(θ) corresponds to the values of the Dmax curve of
Fig. 8. Note that for the Dsurf,dB(θ) curve the array itself is
scanned to θ/2, while for Darr,dB(θ) the array is scanned to
θ. This was done to provide a meaningful comparison between
the surface and the array itself in the full range of operation of
the scan extending device. For an angle doubling setup with a
distance of 40λ between the array and lens, at broadside the
difference in directivity is 3.1dB. Theoretically the directivity
difference should be 3dB for an angle-doubling lens. This is
because the enhancement factor α is 2 and (4) reduces to
D′(2θ)/D(θ)=1/2, which corresponds to a 3dB reduction.
The simulated results are close to this theoretical limit. The
degradation in directivity of the surface stays roughly constant,
as expected from the theory of Sec. II-B.
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Fig. 7. Simulated behavior of the angle-doubling phase boundary. The out-of-
plane electric field is plotted. (a) shows the array illuminating the phase surface
with a 15◦ off broadside beam, which is refracted to 30◦. The 16 element
array is located in the y=−40λ plane. The red lines show the location of the
equivalence box. The solid red line coincides with the location of the phase
boundary. (b) zooms in on the refraction taking place at the surface.
Distance of 40λ between the source and the lens was
considered in detail for future comparison – because this is
the largest distance which can be full-field simulated (see
Sec. IV) given our computational resources. Note however,
that for the 16 element array, the far field (Fraunhofer) region
starts at 112.5λ. Even though the 1/α degradation of (4) was
derived in the optical ray limit, the directivity of the beam
peak still conforms to the expression even in the radiating
near field of the source, as the “40λ” curve of Fig. 9 depicts.
In order to study how the 1/α degradation of (4) for the peak
of an incident beam behaves versus distance from the source,
a number of angle doubling phase surfaces were simulated.
Fig. 9 depicts the simulated data. Each curve corresponds to a
different lens and a different array-lens distance, chosen to
maintain the scan enhancement α of 2. The distance was
varied from 10λ to 150λ, which is well in the far field
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Fig. 8. Scan and directivity performance of the angle-doubling phase
boundary. The scan range of the array is extended by a factor of 2. Peak
directivity and directivity at double the incidence angle are shown. Small
errors in scan angle and similarity between the two directivity curves imply
the phase boundary has a good performance.
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Fig. 9. The directivity difference between the array itself and the scan
extending lens at the same beam angle. Each curve corresponds to a different
angle doubling scenario – different lenses and array-lens separations. The
legend gives the array-lens distance for each curve.
region. It appears that already at 30λ between the source
and the lens, the direcitivity degradation is within 0.3dB of
the expected 3dB at broadside. This suggests that at least for
peaks of incident beams, the 1/α directivity degradation is
accurate well into the radiating near field of a source. Note
that for the considered array-lens distances, apart from small
errors, the angular scan performance of the doublers was not
compromised.
B. Simulating Angle-Tripling Phase Surfaces
For the sake of further verification of the presented theory,
consider an angle-tripling lens (α=3) excited by an 8 element,
half-wavelength spaced antenna array. Initially, the distance
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Fig. 10. Scan and directivity performance of the angle-tripling phase
boundary. The scan range of the array is extended by a factor of 3. Peak
directivity and directivity at triple the incidence angle are shown. Small errors
in scan angle and similarity between the two directivity curves imply the phase
boundary has a good performance.
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Fig. 11. The directivity difference between the array itself and the scan
extending lens at the same beam angle. Each curve corresponds to a different
angle tripling scenario – different lenses and array-lens separations. The
legend gives the array-lens distance for each curve.
between the array and the lens was chosen to be 30λ, making
the focal length of the lens equal −15λ. The array is still
scanned to ±15◦ off-broadside. Note that at 30λ the lens is
in the far field (Fraunhofer) region of the 8 element source.
Fig. 10 depicts the scanning performance of the angle-tripling
phase boundary. The error in output beam angles is within
±2◦ compared to a perfect tripler. The discrepancy between
peak directivity and the obtained directivity at triple of the
incident angle is again insignificant.
The “30λ” curve of Fig. 11 compares the peak directivity
from the f=−15λ surface with the peak directivity obtained
from the array itself for given angles of resulting beams. At
broadside ∆D=4.7dB, and stays within 4.6±0.1dB for a large
8potion of the operating region. Note that this is in an approxi-
mate agreement with theory. According to (4), an angle-tripler
is expected to exhibit a 4.8dB directivity degradation. The
other curves of Fig. 11 correspond to directivity performance
of different angle tripling scenarios, with different array-lens
separations. It is again observed that good performance is
obtained well into the radiating near field of the source.
IV. DESIGN AND SIMULATION OF A HUYGENS’ OMEGA
BIANISOTROPIC ANGLE-DOUBLING LENS
The metasurface design methodology of [9] was used to
design the angle doubler analagous to the one presented in Sec.
III-A. Design and simulation were conducted at 10GHz. In
order to completely specify the surface, the tangential electric
and magnetic fields on both sides of the surface have to be
postulated. The desired field transformation is then achieved
via a sub-wavelength three-layer impedance structure, which
emulates Omega bianisotropic scatterrers. Note that no phys-
ical unit cell design has been conducted [9]. As described in
Sec. II-A, a diverging lens behaves as an angle doubler when
the object is placed at its focal point. Thus the desired lens
for this case study requires a focal length f=−40λ. It is well
known that a diverging lens transforms a normally incident
plane wave to a wave whose phase-fronts appear to originate
at the focal point behind the lens. Thus we postulate the
electric and magnetic fields on the transmission side of the lens
(y=0+) to be identical to the fields produced by an infinite line
of current located at the focal point behind the lens. Using the
geometry described above, the postulated transmitted electric
and magnetic fields tangential to the surface are [14]
Ez(x, 0
+) =
k
ω
H
(2)
0
(
k
√
x2 + f2
)
, (13)
Hx(x, 0
+) =
jf√
x2 + f2
H
(2)
1
(
k
√
x2 + f2
)
, (14)
where H(2)i is a Hankel function of second kind and order i.
As discussed above, the fields on the incident side of the lens
must resemble the fields of a normally incident plane wave.
However, if one simply chooses the incident fields to be those
of a normally incident uniform plane wave, real power flow
across the surface will not be conserved [9]. This would lead
to a lossy or active surface – one which has to dissipate or
supply power in order to facilitate the field transformation.
In order to conserve real power flow across the surface, the
incident fields are postulated as
Ez(x, 0
−) =
√
ηRe{Ez(x, 0+)H∗x(x, 0+)}, (15)
Hx(x, 0
−) =
Ez(x, 0
−)
η
. (16)
This choice of incident fields makes sure that the phase of
electric field along the surface is constant and the real part of
the normal component of the Poynting vector is equal on both
sides of the surface, i.e. Re{Sy(x, 0+)} = Re{Sy(x, 0−)}. It
is worth mentioning that the postulated field transformation
described in this section leads to a phase shift which is
identical to the one provided in (12). Also note that the
postulated field transformation presented in this section does
not maintain the magnitudes of Ez(x, 0±) and Hx(x, 0±)
across the metasurface, and thus does not conform to the
previously discussed phase boundary transformation of Sec.
III. Here a physical bianisotropic lens is designed, while (10)
and (11) were introduced for the benefit of simpler and faster
simulations. Thus, it is not necessary for a physical surface
design to conform to the phase boundary transformation.
The three-layer impedance structure which facilitates the
postulated field transformation was programmed and simulated
in COMSOL Multiphysics. Fig. 12 depicts the scattering
behavior of the designed lens when illuminated by a beam
from the phased array. It must be noted that although the
surface is illuminated with a field that is quite different
from the postulated one, the surface nevertheless appears to
perform well as a lens without significant reflections or losses.
Furthermore, the favorable performance is maintained as the
phased array scans its beam. It is remarkable how well the
metasurface lens performs when illuminated by these varying
fields. So far Huygens’ metasurfaces were designed and shown
to perform well for a single incidence scenario only. Here not
only is the surface not illuminated by the postulated incident
field, the incident field itself varies with angle and yet the
surface performs as expected from a diverging lens.
Figs. 13 and 14 reproduce the results of Fig. 8 and the
“40λ” curve of Fig. 9, but using far-field data obtained with
the full-wave simulation of the designed Omega bianisotropic
metasurface. It is clear that the results of the two simulation
methods are in close agreement. This observation validates the
described simulation method of Sec. III and the theory of Sec.
II-B.
V. CONCLUSION
This paper has considered the problem of extending the
scan capabilities of antenna arrays via a metasurface lens. It
was first shown that a diverging lens can achieve an arbitrary
array scan enhancement but at the cost of reduced directivity.
This behavior was quantified by defining directivity in the
context of ray optics and studying how a scan extending lens
affects it. An analytic relationship between the angular scan
enhancement and directivity behavior was derived. It was also
shown for the specific case of broadside incidence upon an
angle-doubling lens that it is possible to place the lens in the
near-field of the illuminating array while still suffering the
same directivity degradation as for the far-field case, albeit
with some limitations.
A common simulation approach for scan enhancing meta-
surfaces, which treats the surfaces as phase boundaries, was
discussed in detail. For this, an interpretation of a phase bound-
ary in the context of electromagnetics was also presented. To
verify the theoretical claims of the paper, angle-doubling and
angle -tripling lenses were simulated with this phase boundary
method, which showed close agreement between theory and
simulated behavior.
To verify the results of the phase boundary simulations
and to depict the physical possibility of a low-loss near-
reflectionless metasurface lens, an angle-doubling metasur-
face lens was designed by postulating tangential fields on
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Fig. 12. Simulated behavior of the proposed angle-doubling metasurface
lens. Simulated via COMSOL Multiphysics. The plots depict the out-of-plane
electric field. (a) Depicts the complete simulation domain. The 16 element
phased array source is labeled, as well as the metasurface lens. The lens and
array are separated by 40λ. The array produces a 15◦ off-broadside beam,
which is refracted to 30◦ off-broadside. It is clearly visible that the lens
performs in a nearly lossless and reflectionless manner. The rectangle placed
around the beam refraction location shows the focus of (b).
both sides of the surface. The resulting Omega bianisotropic
Huygens’ metasurface design was analyzed via COMSOL
Multiphysics simulations. The simulation results showed how
the metasurface functions as a diveriging lens for all incident
fields of interest. Throughout the operating scan range of the
exciting phased array, the surface remained low-loss and near-
reflectionless. The surface performance was in close agreement
with the simulation results of Sec. III-A.
APPENDIX A
DIRECTIVITY IN 2D RAY OPTICS
In two dimensions, fields due to sources decay as 1/
√
r (r
being the distance from the source to an observation point),
whereas in three dimensions the decay has 1/r dependence
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Fig. 13. Replicated result of Fig. 8 with COMSOL full-wave simulation of
the bianisotropic metasurface.
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Fig. 14. Replicated result of the “40λ” curve of Fig. 9 with COMSOL full-
wave simulation of the bianisotropic metasurface.
[14]. Furthermore, in two dimensions all possible directions
from a source are spanned by a single angle θ, while directions
in three dimensions require two independent angles. Because
of these differences, the two-dimensional radiation intensity is
defined as
U2D(θ)= lim
r→∞ r
|E(r, θ)|2
2η
, (17)
where E(r, θ) is the electric field phasor vector produced by
the sources. The average (with respect to θ) radiated power
can be written as
∫ 2pi
0
U2D(θ)dθ/2pi, with units of W/m. An
analog of three-dimensional directivity in two dimensions can
now be written as
Dr→∞(θ) =
2piU2D(θ)∫
U2D(β)dβ
. (18)
The r→∞ subscript signifies that the required power densities
are calculated in the limit of infinite r.
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We are interested in how a lens, which has definite position
along the optical axis from a source, affects the radiation
characteristics of said source. Thus the directivity in terms
of quantities which are evaluated infinitely far away is not
adequate for analyzing the effect of the lens. This issue does
not appear in the context of ray optics. This occurs because ray
optics itself is obtained from electromagnetics via the limit of
λ→0 [22]. To see why this is the case, consider the radiation
from a source located near the origin. For many wavelengths
away from the origin (rλ) the radiation can be written in
the form [14], [23]
|E(r, θ)| = f(θ)√
r
. (19)
By default, in the ray optical limit (λ→0) any finite dis-
tance from the source is infinite in terms of the number of
wavelengths, and therefore (19) is valid at any finite distance
away from the source. The ray density, which is a ray optical
concept, can now be related to the two-dimensional radiation
intensity by setting ρ(θ)=f2(θ). With this choice of ray
density, it is easy to see that U2D(θ) ∝ ρ(θ), which makes
the directivities of (3) and (18) identical to each other. In ray
optics one can trace an arbitrary number of rays from a source
with a given ρ(θ). These rays have local character and changes
to ρ(θ) can be analyzed in a local sense as was done in Sec.
II-B.
APPENDIX B
PEAK DIRECTIVITY OF A 2D APERTURE
A well known result from basic antenna theory is the peak
directivity of a uniform aperture of area A, which is [17]
D3D,max =
4piA
λ2
. (20)
The two-dimensional analog of the above equation is obtained
as follows. The ray density of a two-dimensional uniform
aperture of length L is
ρU (θ) ∝
{
sinc2
(
kL
2 sin θ
)
cos θ, if |θ| ≤ pi2
0, otherwise.
(21)
This is a well-known result, which is obtained via the mag-
nitude squared of a one-dimensional Fourier transform of
the fields over the two-dimensional rectangular aperture [22].
Using the above ray density in (3),
DU (θ) =
2piρU (θ)∫ pi/2
−pi/2 sinc
2
(
kL
2 sinβ
)
cosβ dβ
. (22)
Assuming Lλ, the integral appearing in the above equation
can be approximated as∫ pi/2
−pi/2
sinc2
(
kL
2
sinβ
)
cosβ dβ ≈
≈
∫ ∞
−∞
sinc2
(
kL
2
β
)
dβ =
λ
L
. (23)
The ray density peaks at θ=0, thus DU,max=DU (0). Using
the above integral approximation,
DU,max =
2piL
λ
. (24)
It is worth mentioning how well this approximation holds even
when the aperture length is on the order of a wavelength.
Equation (22) was numerically evaluated for the case θ=0 and
L=2λ, and the result was compared with the value obtained
via (24). The discrepancy between the two values is 5%.
APPENDIX C
PHASE BOUNDARY DEFINITION: A CLOSER LOOK
Consider the scattering of ideal plane waves by a linear-
phase surface whose phase function is φ(x)=ksx. The fields
of an incident TE plane wave are given by [14]
Ei(x, y<0) = zˆEie
−j(ki,xx+ki,yy), (25)
Hi(x, y<0) =
Ei
ηk
e−j(ki,xx+ki,yy)
 ki,y−ki,x
0
 (26)
where ki,x and ki,y are the x- and y-components of the
incident wave vector. The phase surface transforms the tan-
gential components of these incident fields into the transmitted
tangential fields, given by:
Ez(x, 0
+) = Eie
−j(ki,x−ks)x, (27)
Hx(x, 0
+) =
Eiki,y
ηk
e−j(ki,x−ks)x. (28)
As was mentioned above, there exists an Omega bian-
isotropic metasurface which achieves this field transformation.
Now, due to the concrete nature of incident fields and surface
phase, we are in a position to discuss exactly what this field
transformation achieves in regions away from the surface
itself. Fields away from the surface must satisfy Maxwell’s
equations. Thus, we are interested in the exact form of the
fields in the y<0 and y>0 regions which satisfy Maxwell’s
equations and the boundary tangential fields along the surface.
For the y<0 region the result is obvious and is given by (25)
and (26). For the y>0 region, it is found that a combination of
two planes waves is required. The fields of these waves have
the form
E1,2(x, y>0) = zˆE1,2e
−j((ki,x−ks)x±kyy), (29)
H1,2(x, y>0) =
E1,2
ηk
e−j((ki,x−ks)x±kyy)
 ±kyks − ki,x
0
 , (30)
where ky=
√
k2 − (ki,x − ks)2. Subscripts 1 and 2 correspond
to the two plane waves, and the plus sign is taken for wave
1 and minus for wave 2. The amplitudes of these two waves
have to equal
E1,2 =
1
2
(
1± ki,y
ky
)
Ei. (31)
These fields correspond to a wave with amplitude E1 travel-
ing away from the surface and another one with amplitude E2
traveling towards the surface. This behavior depicts another
inconsistency of the defined phase boundary. The surface is
meant to be excited by a single plane wave from the y<0
region. However, the desired phase discontinuity is achieved
in a rigorous fashion with a physical Omega bianistropic
metasurface only with two incident plane waves, the other
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being incident from the y>0 region. Note that for small values
of |ks| and as long as ky remains real, ki,y/ky≈1, which
makes E1≈Ei and E2≈0.
The phase boundary simulation procedure described in Sec.
III-A does not have any sources outside of the equivalence box.
Thus, phase boundary simulations are incapable of producing
wave 2 of (29) and (30), making the obtained fields in the y>0
region unphysical. This leads to the question of what actually
happens when a phase boundary is simulated? We answer
this question by studying the radiated fields of the equivalent
currents at the linear phase boundary. The simulation method
uses the transmitted fields of (27) and (28) to obtain Love’s
equivalent surface currents at the surface, which are
J(x, 0) = −zˆEiki,y
ηk
e−j(ki,x−ks)x, (32)
M(x, 0) = −xˆEie−j(ki,x−ks)x. (33)
Using symmetry arguments one can deduce that the electric
current J(x, 0) on its own produces two planes waves, one in
the y<0 region and the other in y>0 region, both of which
propagate away from the y=0 surface. The wave vectors of
the two plane waves are k≶=xˆ(ki,x − ks) ∓ yˆky , where k≶
is for the plane wave in the y ≶ 0 region and the minus sign
is used for k<. The same can be said of the magnetic current
M(x, 0). Acting together, the two solutions superimpose to
produce a single plane wave in the y<0 region and a single
plane wave in the y>0 region, with the fields E≶(x, y ≶ 0),
H≶(x, y ≶ 0).
These two plane waves must satisfy boundary conditions
imposed by the currents, which become
yˆ × (H>(x, 0+)−H<(x, 0−)) = J(x, 0), (34)(
E>(x, 0
+)−E<(x, 0−)
)× yˆ = M(x, 0). (35)
One can easily check that choosing
E> = E1, H> = H1, (36)
E< = −E2, H< = −H2 (37)
satisfies the boundary conditions. Note that the coordinate de-
pendence of the fields was omitted for brevity and E2(x, y<0),
H2(x, y<0) are given by the same expressions as E2(x, y>0),
H2(x, y>0).
We summarize these results as follows. When the equiva-
lence principle was applied it was assumed that no sources are
present beyond the box surrounding the array and metasurface.
However, a closer inspection of the tangential transmitted
fields has shown this assumption to be incorrect. Because of
this, the equivalent surface currents on the transmission side
of the lens radiate into both y>0 and y<0 regions. For y>0,
these currents produce wave 1 of (29) and (30). For y<0, a
wave is produced which has the same form as wave 2 of (29)
and (30), but whose amplitude is the negative of E2.
Let us now show that this indeed occurs in phase boundary
simulations. For this we consider a scenario where the equiv-
alence box is a rectangle with its four sides along the y=0,
y=−0.2λ, x=±200λ planes. We assume that within the equiv-
alence box there are sources which produce incident fields on
the phase boundary to be those of a normally incident plane
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Fig. 15. Radiated fields by equivalent currents which result due to a
normally incident plane wave onto the phase boundary, which is described by
φ(x)=k sin(70◦)x. The equivalent currents are located at y=0 and limited to
|x|≤200λ. The equivalence box is not labelled, and the fields are not plotted
inside it.
wave. The phase boundary is given by φ(x)=k sin(70◦)x.
This boundary is meant to refract the normally incident plane
wave towards 70◦ off-broadside. Non-zero equivalent currents
appear only on the side of the equivalence box which touches
the phase boundary. Thus, the simulated fields are only due
to the equivalent currents on the y=0 plane (limited by
|x|≤200λ). According to (31) we expect Ei=1, E1=1.96, and
−E2=0.96. Figure 15 shows the fields obtained by such a
simulation. Indeed the equivalent currents produce two plane
waves in the y ≶ 0 regions which exhibit the expected
amplitudes.
The presented analysis of what happens when a linear
phase boundary is simulated under plane wave incidence leads
to three more inconsistencies regarding the phase boundary
definition of (10) and (11). First of all, the phase boundary
definition is meant to produce tangential fields at y=0+ given
by (27) and (28). This however is not the case, since the actual
fields at y=0+ produced by the phase boundary simulations
are E1(x, 0+) and H1(x, 0+). The second inconsistency is
the fact the surface is meant to behave in a reflectionless
manner. In reality, phase boundary simulations exhibit reflec-
tions as demonstrated by the existence of E<(x, y<0) and
H<(x, y<0). The third inconsistency stems from the fact that
the phase boundary definition was chosen such that a physical
Omega bianisotropic metasurface corresponding to a desired
phase boundary would be passive and lossless. The above
expressions show that in simulation the linear phase boundary
can be active or lossy. This can be observed by considering
the incident, transmitted and reflected power from a section of
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the phase boundary of length 1:
Pi =
E2i ki,y
2ηk
, Pt =
E21ky
2ηk
, Pr =
E22ky
2ηk
. (38)
Plugging in the expressions for E1 and E2 into the above we
obtain
Pt + Pr =
ky
4ηk
(
1 +
k2i,y
k2y
)
E2i . (39)
For the case of ks 6=0, Pi 6= Pt+Pr, which implies the surface
is either active or lossy.
Now consider a scenario where kˆi makes an angle of θ with
yˆ and the surface is chosen in such a way as to enhance this
angle to θ′>θ. For this case (31) becomes
E1,2 =
1
2
(
1± cos θ
cos θ′
)
Ei. (40)
For θ=15◦ and θ′=30◦, which approximates the most ex-
treme incidence case of the angle-doubling lens simulations,
E1=1.06Ei and E2=−0.06Ei. The small magnitude of E2
in this case explains why the results of Sec. IV and Sec.
III-A agree. Even though the simulation of the phase boundary
lens produces spurious reflections and artificially enhances
the amplitude of the refracted beam, these effects are small.
The spurious reflection with the amplitude of approx. −E2
appears in the region y<0 outside of the bounding box, but
its amplitude is too weak to be noticed in Fig. 7.
Perhaps the most interesting artifact of the electromagnetic
phase boundary simulations is the possible disappearance of
radiating array power. Up to now our discussion of the fields
in the y>0 region was limited to the case where |ki,x−ks|<k.
The obtained expressions of the two plane waves remain valid
even if this condition is relaxed. In this case ky can be
written as −jα, where α≥0. This results in two evanescent
waves, one attenuating and another growing away from the
surface. The growing evanescent wave further reinforces the
fact that sources must be present in the y>0 region to achieve
the desired phase transformation. In simulation, the growing
evanescent wave appears as a decaying evanescent wave in the
y<0 region. This effect becomes possible when the incident
beam/plane wave angle with respect to the broadside direction
is large and/or when the surface exhibits strong refraction (ks
approaching k). This behavior is depicted in Fig. 16. Here,
again a 16 element array of λ/2 element spacing produces a
beam at 15◦ off broadside. The surface is now a linear phase
surface with ks=0.95k. It is obviously clear form the figure
that the incident power on the surface is lost.
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