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Abstract
For representations in the Cohen class, specific Cohen kernels depending only on one
half of the variables are showed to produce two types of representations which can in a
natural way be associated with time and frequency windows. This leads to the defini-
tion of representations with no interference for signals whose time-frequency content is
confined in specific zones. We prove the main properties of these representations in the
context of the Cohen class. We study then uncertainty principles at first in connection
with support compactness and then in the framework of a general concept of duality
among representations.
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1 Introduction
This paper deals with a subclass of time-frequency representations belonging to the Cohen
class, namely, representations whose Cohen kernel has Fourier transform depending only on
time or frequency variables. We start by giving some basic definitions and the motivations
for studying such objects. A generic representation in the Cohen class is of the form
Q(f, g) = σ ∗Wig(f, g), (1.1)
where σ ∈ S ′(R2d) is the “kernel” and the Wigner transform is defined as
Wig(f, g)(x, ω) =
∫
e−2piitωf
(
x+
t
2
)
g
(
x− t
2
)
dt,
f, g ∈ S(Rd) (other functional settings can be considered as well, by choosing f, g, σ in such
a way that (1.1) makes sense). Of course the Wigner transform itself belongs to the Cohen
class, for σ = δ, and was, in fact, one of the first time-frequency representations to be defined.
Various subclasses of the Cohen class show specific interesting features, we recall here two of
them. The first one is the “τ -Wigner transform”, defined for each real number τ ∈ [0, 1] as
Wig(τ)(f, g) =
∫
e−2piitωf(x+ τt)g(x− (1− τ)t) dt, (1.2)
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cf. for example [15], where some problems concerning positivity are considered, and [20], [3],
where Wig and Wig(τ) are studied in connection with pseudo-differential operators. We shall
come back to these transforms in Section 2 for a comparison with the representations which
we introduce in this paper later on.
Another relevant subclass of the Cohen class is the so-called “generalized spectrogram”,
defined by
Spφ1,φ2(f, g)(x, ω) = Vφ1f(x, ω)Vφ2g(x, ω), (1.3)
where f, g ∈ S(Rd), Vφjh(x, ω) =
∫
e−2piitωh(t)φj(t− x) dt are Gabor transforms with “win-
dows” φj ∈ S ′(Rd), j = 1, 2 (see e.g. [4], [8], and [13, Thm 11.2.3], for a justification of the
functional setting we have mentioned).
Both the spectrograms and the Wigner transform are deeply connected with many aspects
of pseudo-differential calculus, see for instance [3], [11], [17] and the references therein.
The generalized spectrogram does not preserve the supports, in fact it can be proved
that the projections of its support in time and frequency are in general larger than the
corresponding supports of the signal and of its Fourier transform respectively. The Wigner
distribution on the other side satisfies the support properties both in time and in frequency,
but as a counterpart it shows problems concerning interferences. Indeed in the time-frequency
plane it displays a “ghost frequency” in the “middle” of any couple of “true” frequencies.
Many attempts have been made in order to find representations with better behavior with
respect to interferences. The Cohen class itself, cf. (1.1), is a way to filter the Wigner
transform, and for some choices of the kernel σ it can reduce ghosts, see for example [8]. In
the paper [2] we have introduced a modification of the Wigner transform, in order to find
representations showing no (or at least reduced) interference; for one-variable signals we have
defined
WigM (f)(x, ω) =
∫ M
−M
e−2piitωf
(
x+
t
2
)
f
(
x− t
2
)
dt, (1.4)
for a fixed M > 0. We briefly recall the motivations that led us to the definition of WigM .
Let us consider a signal f with two frequencies in two disjoint time intervals, say, [k, k + α]
and [h, h + β], with k + α < h. The interference (“ghost”) showed by the Wigner in the
middle of the two frequencies can be understood geometrically considering that the function
f
(
x+ t2
)
f
(
x− t2
)
is supported in the setD1∪D2∪D3∪D4, cf. Figure 1. Through integration
in the t variable, the x-projections of the sets D1 and D3 yield the true frequencies, while
the ghosts originate from the x-projections of the sets D2 and D4, where the two different
frequencies multiply each other. As proved in [2], if
h− k ≥ max{2α, β − α} (1.5)
then there exists M > 0 such that the function χ[−M,M ](t)f
(
x+ t2
)
f
(
x− t2
)
is supported in
the set D1∪D3, where χ[−M,M ] is the characteristic function of the interval [−M,M ]; so in this
case (1.4) shows no interferences. The starting point of the present paper is the consideration
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Figure 1:
that more generally we can substitute χ[−M,M ](t) with a function (or distribution) ψ(t), which
leads to the following modification of the Wigner transform
Wigψ(f, g)(x, ω) :=
∫
Rd
e−2piitωψ(t)f
(
x+
t
2
)
g
(
x− t
2
)
dt, (1.6)
for f, g, ψ ∈ S(Rd), see Section 2 for the definition in the distributions framework.
It is then natural to ask whether this method of eliminating interferences, which applies
to disjoint time intervals, can be modified on the Fourier transform side to apply to disjoint
frequency intervals. A corresponding modification of the Wigner transform in this direction
is suggested by the following well-known formula for the classical Wigner:
Wig(f, g)(x, ω) = Wig(fˆ , gˆ)(ω,−x). (1.7)
We are then led to define
Wig∗ψ(f, g)(x, ω) := Wigψ(fˆ , gˆ)(ω,−x) =
∫
Rd
e2piitxψ(t)fˆ
(
ω +
t
2
)
gˆ
(
ω − t
2
)
dt, (1.8)
which is the natural counterpart of Wigψ on the Fourier transform side. The aim of this
paper is to study Wigψ and Wig
∗
ψ and is organized as follows. In Section 2 we specify
some mapping properties, we prove that these representations belong to the Cohen class
and analyze the marginal distributions and the support properties; moreover, we compare
these representations with other relevant subclasses of the Cohen class, in particular we
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characterize for which ψ the representations (1.6) and (1.8) can be expressed as generalized
spectrograms. In Section 3 we show on some examples the reduction of interference and
we describe how Wigψ and Wig
∗
ψ can be combined in order to have a better behavior both
in time and frequency. Another relevant issue in time-frequency analysis is the presence of
some forms of uncertainty principle associated with each representation. The literature on
this subject is very vast, we follow in particular the lines of [10] and we prove in Section 4
different uncertainty principles for Wigψ and Wig
∗
ψ, in the form of properties concerning the
support of the representations. Finally in the same section we extend in a natural way the
“duality” between Wigψ and Wig
∗
ψ to a duality between general representations in the Cohen
class. This leads to the formulation of a form of uncertainty principle involving couples of
dual representations, which generalizes well-known forms of the principle, as well as yielding
some new ones.
2 Wigner type representations associated with a window
We start by analyzing some mapping properties of Wigψ and Wig
∗
ψ. We write in the following
Wigψ(f) := Wigψ(f, f) and Wig
∗
ψ(f) := Wig
∗
ψ(f, f).
First of all we want to rewrite the definition of Wigψ(f, g) in such a way that it makes sense
also for distributions. Let T : S ′(R2d)→ S ′(R2d) be the extension to tempered distributions
of the operator that acts on F ∈ S(R2d) as
(T F )(x, t) = F (x+ t/2, x− t/2) ; (2.1)
we then have
Wigψ(f, g)(x, ω) = F2[(1⊗ ψ)(T (f ⊗ g))], (2.2)
where F2 is the partial Fourier transform with respect to the second variable. We have the
following result.
Proposition 1. The representations Wigψ(f, g) and Wig
∗
ψ(f, g) define the following contin-
uous maps:
(i) (ψ, f, g) ∈ S(Rd)× S(Rd)× S(Rd)→Wig(∗)ψ (f, g) ∈ S(R2d)
(ii) (ψ, f, g) ∈ S ′(Rd)× S(Rd)× S(Rd)→Wig(∗)ψ (f, g) ∈ S ′(R2d)
(iii) (ψ, f, g) ∈ S(Rd)× S ′(Rd)× S ′(Rd)→Wig(∗)ψ (f, g) ∈ S ′(R2d)
(iv) (ψ, f, g) ∈ L∞(Rd)× L2(Rd)× L2(Rd)→Wig(∗)ψ (f, g) ∈ L2(R2d),
where Wig
(∗)
ψ (f, g) stands for either Wigψ(f, g) or Wig
∗
ψ(f, g).
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Proof. Concerning Wigψ(f, g) the conclusions follow from (2.2), since all the operators in
which we have decomposed Wigψ(f, g) are continuous in the respective spaces. Let us analyze
for example the first one; we have that
(f, g) ∈ S(Rd)× S(Rd)→ T (f ⊗ g) ∈ S(R2d)
is continuous; moreover, the multiplication by 1⊗ ψ acts continuously as a map
(ψ,F ) ∈ S(Rd)× S(R2d)→ (1⊗ ψ)F ∈ S(R2d),
and the partial Fourier transform is continuous from S(R2d) to S(R2d). The other map
properties for Wigψ(f, g) can be proved in the same way. Regarding Wig
∗
ψ(f, g), the continuity
properties follow from (1.8) and the corresponding continuity of Wigψ(f, g), since the Fourier
transform is bounded from S → S, from S ′ → S ′ and from L2 → L2.
Furthermore the following map property on Lebesgue spaces holds.
Let C∞b (Rd) be the space of C∞(Rd) functions with bounded derivatives.
Proposition 2. For 1 < p < ∞ the representation Wigψ(f, g) is well defined as bounded
map (ψ, f, g) ∈ L∞(Rd)×Lp(Rd)×Lp′(Rd)→Wigψ(f, g) ∈ L∞(R2d). Moreover its range is
a subset of the space of the continuous functions vanishing at infinity if ψ ∈ C∞b (Rd).
Proof. Let Ta and Ma denote the usual translations and modulations by a ∈ Rd respectively.
Set for convenience ψ2(t) = ψ(2t) and Uψ,f,g(x, ω) = (f,M2ωTxψ2T2xg˜), where g˜(t) := g(−t);
then simple changes of variables yield
Wigψ(f, g)(x, ω) = 2
de4piixωUψ,f,g(x, ω),
consequently we have the following estimate which proves the Lp− map property
‖Wigψ(f, g)‖L∞ ≤ 2d‖f‖Lp‖Txψ2T2xg˜‖Lp′ ≤ 2d‖f‖Lp‖ψ‖L∞‖g‖Lp′ . (2.3)
We prove next the continuity of Wigψ(f, g). For (x, ω) and (x
′, ω′) in R2d we have
|Wigψ(f, g)(x, ω)−Wigψ(f, g)(x′, ω′)| ≤
2d|e4piixω(Uψ,f,g(x, ω)− Uψ,f,g(x′, ω′)|+ 2d|(e4piixω − e4piix′ω′)Uψ,f,g(x′, ω′)|.
(2.4)
Due to the boundedness of Uψ,f,g (from (2.3)) and the continuity and periodicity of the
complex exponential we have that the second term on the right-hand side of (2.4) is arbitrarily
small for suitably near (x, ω) and (x′, ω′). We consider now the first term on the right-hand
side of (2.4):
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|Uψ,f,g(x, ω)− Uψ,f,g(x′, ω′)| ≤
|(f,M2ωTxψ2T2xg˜)− (f,M2ω′Txψ2T2xg˜)|+ |(f,M2ω′Txψ2T2xg˜)− (f,M2ω′Tx′ψ2T2x′ g˜)| ≤
|(M−2ωf −M−2ω′f, Txψ2T2xg˜|+ |(M−2ω′f, Txψ2T2xg˜ − Tx′ψ2T2x′ g˜))| ≤
‖M−2ωf −M−2ω′f‖Lp ‖ψ‖L∞ ‖g‖Lp′ +
‖f‖Lp
(‖Txψ2T2xg˜ − Tx′ψ2T2xg˜‖Lp′ + ‖Tx′ψ2T2xg˜ − Tx′ψ2T2x′ g˜‖Lp′) ≤
‖M−2ωf −M−2ω′f‖Lp ‖ψ‖L∞ ‖g‖Lp′ +
‖f‖Lp
(‖Txψ2 − Tx′ψ2‖L∞‖g‖Lp′ + ‖ψ2‖L∞‖T2xg˜ − T2x′ g˜‖Lp′)
(2.5)
The terms ‖M−2ωf − M−2ω′f‖Lp and ‖T2xg˜ − T2x′ g˜‖Lp′ are arbitrarily small due to the
Lp-boundedness of translation and modulation, for 1 < p < ∞, and the term ‖Txψ2 −
Tx′ψ2‖L∞ is arbitrarily small from the uniform continuity of ψ. This proves the continuity
of Wigψ(f, g)(x, ω), we show next that it vanishes at infinity. Let fj , gj ∈ S(Rd) with fj → f
in Lp(Rd) and gj → g in Lp′ for j →∞, then
|Wigψ(f, g)(x, ω)| ≤
2d|Uψ,f,g(x, ω)− Uψ,fj ,g(x, ω)|+ 2d|Uψ,fj ,g(x, ω)− Uψ,fj ,gj (x, ω)|+ 2d|Uψ,fj ,gj (x, ω)| ≤
2d‖f − fj‖Lp‖ψ‖L∞‖g‖Lp′ + 2d‖fj‖Lp‖ψ‖L∞‖g − gj‖Lp′ + 2d|Uψ,fj ,gj (x, ω)|
Clearly ‖f−fj‖Lp and ‖g−gj‖Lp′ can be made arbitrarily small for large j, and ‖fj‖Lp , j ∈ N,
are bounded. It remains to show that Uψ,fj ,gj (x, ω) vanish at infinity. For fj , gj ∈ S(Rd) and
ψ ∈ C∞b (Rd) we have easily that fj(t)ψ(2(t − x))g˜j(t− 2x) ∈ S(R2d), then Uψ,fj ,gj (x, ω) =
Ft→2ω[fj(t)ψ(2(t− x))g˜j(t− 2x)] ∈ S(R2d) vanishing therefore at infinity.
For what concerns Wig∗ we have the following counterpart of Proposition 2:
Proposition 3. For 1 < p <∞ the representation Wig∗ψ(f, g) satisfies the mapping property:
(ψ, f, g) ∈ L∞(Rd)×F−1Lp(Rd)×F−1Lp′(Rd)→Wig∗ψ(f, g) ∈ L∞(R2d). Its range is a subset
of the space of the continuous functions vanishing at infinity in the case that ψ ∈ C∞b (Rd).
Proof. It is a straightforward consequence of the formula Wig∗ψ(f, g)(x, ω) =
Wigψ(fˆ , gˆ)(ω,−x), Proposition 2, and some changes of variables.
Remark 4. From (1.7) we have that Wig∗1(f, g)(x, ω) = Wig1(fˆ , gˆ)(ω,−x) = Wig(f, g)(x, ω),
where 1 stands for the function identically 1; on the other hand we obviously have Wig1(f, g) =
Wig(f, g), so
Wig1(f, g) = Wig
∗
1(f, g) = Wig(f, g). (2.6)
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In the case ψ = δ, writing (u,Φ) for the action of a (conjugate linear) tempered distribution
u ∈ S′(R2d) on a Schwartz function Φ ∈ S(R2d), we have from (2.2) that for every f, g ∈
S(Rd) and Φ ∈ S(R2d),
(Wigδ(f, g),Φ) = (1⊗ δ, T (f ⊗ g) · F−12 Φ)
=
∫
f(x)g(x)
(∫
Φ(x, ω) dω
)
dx
=
∫∫
f(x)g(x) Φ(x, ω) dx dω = (fg ⊗ 1,Φ),
that is
Wigδ(f, g)(x, ω) = f(x)g(x) (2.7)
for every f, g ∈ S(Rd). By (1.8) we then get
Wig∗δ(f, g)(x, ω) = fˆ(ω)gˆ(ω). (2.8)
In particular,
Wigδ(f)(x, ω) = |f(x)|2 and Wig∗δ(f)(x, ω) = |fˆ(ω)|2 (2.9)
for every f ∈ S(Rd). Then the representations Wigψ and Wig∗ψ, when ψ runs from 1 to δ,
constitute a “bridge” from the classical Wigner to |f(x)|2 and to |fˆ(ω)|2, respectively. An
explicit path is for example when ψ is a gaussian depending on λ ∈ [0,∞] of the kind
ψλ(x) = c(λ)e
−piλx2 , (2.10)
where c(λ) is a (continuous or even more regular) function of λ that equals 1 for λ = 0 and
equals λd/2 for λ sufficiently large; we then mean ψ∞ = δ.
From now on we shall fix our attention on f, g ∈ S(Rd), allowing ψ to be a tempered
distribution.
Proposition 5. The representations Wigψ and Wig
∗
ψ belong to the Cohen class. In particu-
lar, for every f, g ∈ S(Rd), ψ ∈ S ′(Rd) we have
Wigψ(f, g) =
(
δ ⊗ ψˆ
)
∗Wig(f, g) (2.11)
and
Wig∗ψ(f, g) =
(
ˆ˜
ψ ⊗ δ
)
∗Wig(f, g) (2.12)
where ψ˜(s) := ψ(−s).
Proof. We prove the result for f, g, ψ ∈ S(Rd); the case of tempered distributions follows
from standard density arguments. Using (2.2) and the fact that Wig = Wig1, in order to
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prove that Wigψ(f, g) can be written in the form σ ∗Wig(f, g) for suitable σ ∈ S′(R2d) we
have to show
F2[(1⊗ ψ)(T (f ⊗ g))] = σ ∗ F2[T (f ⊗ g)].
As F2[(1⊗ ψ)(T (f ⊗ g))] = (δ ⊗ ψˆ) ∗Wig(f, g), we have that the equality is satisfied if and
only if σ = δ ⊗ ψˆ; so (2.11) holds. Consider now Wig∗ψ; we indicate by S : F ∈ S(R2d) −→
S(F ) ∈ S(R2d) the symplectic map defined as S(F )(x, ω) = F (ω,−x) with obvious extension
to S′(R2d). Then by (2.11) and (1.7) we have
Wig∗ψ(f, g) = S
(
Wigψ(fˆ , gˆ)
)
= S
(
(δ ⊗ ψˆ) ∗Wig(fˆ , gˆ)
)
= S
[
(δ ⊗ ψˆ) ∗ S−1(Wig(f, g))]
= S
[
(δ ⊗ ψˆ)
]
∗Wig(f, g),
which proves (2.12) since S(δ ⊗ ψˆ) = ˜ˆψ ⊗ δ = ˆ˜ψ ⊗ δ.
It is natural to ask now how Wigψ and Wig
∗
ψ are related to other classes of time-frequency
representations studied in the literature. One of these classes is the τ -Wigner transform, cf.
(1.2). We recall from [3] that
Wig(τ)(f, g) = σ ∗Wig(f, g),
where
σ =
{
2d
|2τ−1|d e
2pii 2
2τ−1xω for τ 6= 12
δ for τ = 12
(2.13)
By comparing (2.13) with (2.11) and (2.12) we have immediately that Wigψ and Wig
∗
ψ are
not of the form (1.2), apart from the case ψ ≡ 1 and τ = 1/2, in which Wig1, Wig∗1 and
Wig(1/2) coincide with the classical Wigner.
Now we want to compare Wigψ and Wig
∗
ψ with the generalized spectrogram, cf. (1.3).
To this aim we now prove a result on the image of the classical Wigner transform that has
an interest in itself, and shall allow us to prove that the representations Wigψ and Wig
∗
ψ can
be written as generalized spectrograms only in some “limit” cases, for special choices of the
windows in S ′(Rd).
Proposition 6. The only distributions of the form δa ⊗ v or u ⊗ δa belonging to the image
of the Wigner transform are multiples of δa ⊗ e2piibω or e2piibx ⊗ δa, where b ∈ Rd and δa is
the Dirac distribution centered in a ∈ Rd. More precisely:
(i) There exist f, g ∈ S ′(Rd) such that Wig(f, g)(x, ω) = u ⊗ δa if and only if we can find
c ∈ C and b ∈ Rd such that u = ce2piibx;
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(ii) There exist f, g ∈ S ′(Rd) such that Wig(f, g)(x, ω) = δa ⊗ v if and only if we can find
c ∈ C and b ∈ Rd such that v = ce2piibω.
Proof. Fix a, b ∈ Rd; we write Ta and Mb for the translation and modulation operators
respectively, i.e. the extension to S ′(Rd) of the operators acting on S(Rd) as Taφ(t) =
φ(t−a) and Mbφ(t) = e2piitbφ(t). We recall that the Wigner distribution satisfies the following
property: for every f, g ∈ S ′(Rd) and a1, a2, b1, b2 ∈ Rd we have
Wig(Ta1Mb1f, Ta2Mb2g)(x, ω) =
= e−pii(a1+a2)(b1−b2)M(b1−b2,a2−a1)T(a1+a2
2
,
b1+b2
2
)Wig(f, g)(x, ω), (2.14)
cf. for example [13]. In particular the Wigner transform is covariant, in the sense that
translations and modulations of the signals are reflected in translations in time and frequency
on the corresponding Wigner:
Wig(TaMbf, TaMbg)(x, ω) = T(a,b) Wig(f, g)(x, ω)
for every a, b ∈ Rd.
We then have that the multiples of δa ⊗ e2piibω and e2piibx ⊗ δa belong to the image of the
Wigner, indeed, since Wig(δ, δ) = δ ⊗ 1 and Wig(1,1) = 1⊗ δ we have:
Wig
(√
c(Ta−b/2δ),
√
c(Ta+b/2δ)
)
= c ·M(0,b)T(a,0) (Wig(δ, δ)) = c(δa ⊗ e2piibω) (2.15)
and
Wig
(√
c(Ma+b/21),
√
c(Ma−b/21)
)
= c ·M(b,0)T(0,a) (Wig(1,1)) = c(e2piibx ⊗ δa). (2.16)
We now prove the first point of the proposition.
(i) We start by considering the case a = 0. Suppose that Wig(f, g) = u ⊗ δ, for a
distribution u ∈ S ′(Rd). Since Wig(f, g) = F2[T (f ⊗ g)], cf. (2.1), we have
f ⊗ g = T −1(u⊗ 1).
Now for every Ψ ∈ S(R2d) we have
(T −1(u⊗ 1),Ψ) = (u⊗ 1,Ψ(x+ t
2
, x− t
2
))
=
(
ux,
∫
Ψ
(
x+
t
2
, x− t
2
)
dt
)
= 2d
(
ux,
∫
Ψ(y, 2x− y) dy
)
= 2d (u⊗ 1,PΨ) ,
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where (PΨ)(x, t) = Ψ(t, 2x− t). So we can write f ⊗ g as
f ⊗ g = P−1 (u⊗ 1) , (2.17)
for u ∈ S ′(Rd). Let us fix now the test function Ψ as a tensor product Ψ(x, t) = ϕ1(x)ϕ2(t);
we then have
(f, ϕ1)(g, ϕ2) = 2
d(u⊗ 1,P(ϕ1 ⊗ ϕ2))
= 2d(ux ⊗ 1t, ϕ1(t)ϕ2(2x− t))
= 2d
(
1t, ϕ1(t)(ux, ϕ2(2x− t))
)
.
Now defining ϕ3(s) := ϕ2(−2s) we have that (ux, ϕ2(2x− t)) = (u ∗ϕ3)(t/2), and so we have
(f, ϕ1)(g, ϕ2) = 2
d
∫
ϕ1(t)(u ∗ ϕ3)(t/2) dt.
We suppose that both f and g are not identically zero, otherwise the corresponding Wigner
transform is 0 and we are in a trivial case. So there is ϕ2 ∈ S(Rd) such that (g, ϕ2) 6= 0. For
such ϕ2 we then have
(f, ϕ1) = 2
d
∫
(u ∗ ϕ3)(t/2)
(g, ϕ2)
ϕ1(t) dt
for every ϕ1 ∈ S(Rd). This implies that
f(t) = 2d
(u ∗ ϕ3)(t/2)
(g, ϕ2)
,
that means in particular that f is a C∞ function. We can reason in a similar way concerning
g, since (T −1(u⊗ 1),Ψ) = 2d(ux, ∫ Ψ(2x− y, y) dy) = 2d (u⊗ 1,RΨ) ,
where (RΨ)(x, t) = Ψ(2x − t, t). Taking as before a test function in the form of a tensor
product we have
(f, ϕ1)(g, ϕ2) = 2
d
(
1t, ϕ2(t)(ux, ϕ1(2x− t))
)
= 2d
∫
ϕ2(t)(u ∗ ϕ4)(t/2) dt,
where ϕ4(s) = ϕ1(−2s). We fix ϕ1 ∈ S(Rd) such that (f, ϕ1) 6= 0 and we then get as before
that
g(t) = 2d
(u ∗ ϕ4)(t/2)
(f, ϕ1)
,
obtaining in particular that also g is a C∞ function. Since f, g ∈ C∞(Rd) we then have that
also u in (2.17) is a C∞ function, and f, g, u must satisfy
f(x)g(t) = u
(
x+ t
2
)
(2.18)
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for every x, t ∈ Rd. We want now to prove that the only f, g ∈ C∞(Rd)∩ S ′(Rd) that satisfy
(2.18) are modulations of a constant. We start by observing that from (2.18) we get
∂xjf(x)g(t) = f(x)∂tjg(t), (2.19)
for every j = 1, . . . , d. Recall that we are assuming that both f and g are not identically
0, otherwise Wig(f, g) ≡ 0; then f and g cannot vanish at any point. Indeed suppose for
example that there exist x, x˜ ∈ Rd such that f(x) = 0 and f(x˜) 6= 0; from (2.18) we have
that u
(
x+t
2
)
= 0, that means that u ≡ 0; so f(x˜)g(t) ≡ 0, which implies that g ≡ 0. Then we
can divide in (2.19) by f(x)g(t), obtaining
∂xjf(x)
f(x)
=
∂tjg(t)
g(t)
.
The last equality is satisfied only if both sides are constants, and so for every j = 1, . . . , d
there exists cj ∈ C such that
∂xjf(x) = cjf(x), ∂tjg(t) = cjg(t). (2.20)
Now (2.20) for j = 1 gives us that there exist k1, h1 ∈ C∞(Rd−1) such that
f(x) = k1(x2, . . . , xd)e
c1x1 , g(t) = h1(t2, . . . , td)e
c1t1 .
By substituting these expressions in (2.20) we obtain that for every j = 2, . . . , d
∂xjk1(x2, . . . , xd) = cjk1(x2, . . . , xd), ∂tjh1(t2, . . . , td) = cjh1(t2, . . . , td),
and then we can iterate the same procedure as before, obtaining finally that f and g are of
the form
f(x) = Aec1x1+···+cdxd , g(t) = Bec1t1+···+cdtd ,
for A,B, c1, . . . , cd ∈ C. Since we assume that f, g ∈ S ′(Rd) the only possibility is that all
the constants cj are pure imaginary, that means that f and g are of the form f(x) = Ae
piibx,
g(t) = Be−piibt, for b ∈ Rd. From (2.16) we finally obtain that Wig(f, g) is a multiple of
e2piibx ⊗ δ, and so we have proved the thesis for a = 0. The conclusion for a general a ∈ Rd
follows from the covariance property of the Wigner transform, since Wig(f, g) = u ⊗ δa if
and only if Wig(M−af,M−ag) = u ⊗ δ. In particular we then have that Wig(f, g) = u ⊗ δa
implies that f = A · (Ma+b/21) and g = B(Ma−b/21).
(ii) Concerning the second part of the proposition we recall that for every f, g ∈ S ′(Rd)
Wig(fˆ , gˆ) = I (Wig(f, g)) ,
where I is the extension to S ′(R2d) of the operator that acts on S(R2d) as (IΨ)(x, ω) =
Ψ(−ω, x). We then have that Wig(f, g) = δa⊗v if and only if Wig(fˆ , gˆ) = v⊗ δ−a. From the
point (i) of the proposition this implies that fˆ = A · (M−a+b/21) and gˆ = B(M−a−b/21), and
then f = Aδa−b/2 and g = Bδa+b/2. From (2.15) we then have that Wig(f, g) is a multiple of
δa ⊗ e2piibω, and then the proof is complete.
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As a consequence of the previous result we obtain that the representations (1.6) and (1.8)
can be written as generalized spectrograms only in some special cases. More precisely we
have the following result.
Proposition 7. The representations (1.6) and (1.8) can be written in the form (1.3) for
every f, g ∈ S(Rd), if and only if there exist c ∈ C and b ∈ Rd such that ψ = cδb. In this case
we have
Wigcδb(f, g) = Sp
√
cδ−b/2,
√
cδb/2
(f, g) = ce−2piibωf
(
x+
b
2
)
g
(
x− b
2
)
(2.21)
and
Wig∗cδb(f, g) = Sp
√
cepiibt,
√
ce−piibt(f, g) = ce
2piibxfˆ
(
ω +
b
2
)
gˆ
(
ω − b
2
)
(2.22)
Remark 8. (i) In the particular case b = 0, c = 1 and f = g we recover in (2.21) and
(2.22) the limit cases (2.9). On the other hand, all the Wigψλ(f, g) and Wig
∗
ψλ
(f, g) for
ψλ of the form (2.10) are not generalized spectrograms.
(ii) The way we can write Wigψ as a generalized spectrogram is not unique, in fact we
can arbitrarily split the constant c in the two windows, obtaining for example that
Wigcδb(f, g) = Spc1δ−b/2,c2δb/2(f, g) for every c1, c2 such that c1c2 = c.
Proof of Proposition 7. Recall that for every f, g ∈ S(Rd) and φ1, φ2 ∈ S ′(Rd) we have
Spφ1,φ2(f, g) = Wig(φ˜2, φ˜1) ∗Wig(f, g), (2.23)
cf. for example [3]. Then comparing (2.23) with (2.11) and (2.12) we have that Wigψ
(respect. Wig∗ψ) is a generalized spectrogram if and only if there exist φ1, φ2 ∈ S ′(Rd) such
that Wig(φ˜2, φ˜1) = δ⊗ ψˆ (respect. Wig(φ˜2, φ˜1) = ˆ˜ψ⊗δ). From Proposition 6 these equalities
can be true if and only if ψ = cδb for some c ∈ C and b ∈ Rd. Then (2.21) and (1.6) can be
deduced directly from the definition of Wigψ and Wig
∗
ψ.
We want now to analyze the marginals and the support properties for Wigψ and Wig
∗
ψ.
Proposition 9. For every f ∈ S(Rd) and ψ ∈ L1(Rd) such that ψˆ ∈ L1(Rd) we have
(a)
∫
Wigψ(f)(x, ω) dω = |f(x)|2ψ(0), (a′)
∫
Wigψ(f)(x, ω) dx = (ψˆ ∗ |fˆ |2)(ω),
(b)
∫
Wig∗ψ(f)(x, ω) dω = (
ˆ˜
ψ ∗ |f |2)(x), (b′)
∫
Wig∗ψ(f)(x, ω) dx = |fˆ(ω)|2ψ(0).
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Proof. We start by proving properties (a) and (a’). We observe that for every F,G ∈ S′(Rd)
such that Fˆ , Gˆ ∈ L1(Rd) we have∫
F̂G(s) ds =
∫
Fˆ (s− t)Gˆ(t) dt ds =
∫
Fˆ (s) ds
∫
Gˆ(s) ds.
Since moreover
∫
Φˆ(ω) dω = Φ(0) for every Φ ∈ S(Rd) we have that∫
Wigψ(f)(x, ω) dω =
∫
Ft→ω
[
ψ(t)f
(
x+
t
2
)
f
(
x− t
2
)]
dω
= |f(x)|2
∫
ψˆ(s) ds = |f(x)|2ψ(0).
Let us now analyze the frequency marginal for Wigψ.∫
Wigψ(f)(x, ω) dx =
∫ [∫
e−2piitωψ(t)f
(
x+
t
2
)
f
(
x− t
2
)
dt
]
dx
=
∫
e−2piitωepiit(η+ξ)e−2piix(η−ξ)ψ(t)fˆ(ξ)fˆ(η) dη dξ dt dx
=
∫
e−2piitωepiit(η+2ξ)e−2piixηψ(t)fˆ(ξ)fˆ(η + ξ) dξ dt dη dx
=
∫
Fη→x
[∫
e−2piitωepiit(η+2ξ)ψ(t)fˆ(ξ)fˆ(η + ξ) dξ dt
]
dx
=
∫
e−2piit(ω−ξ)ψ(t)|fˆ(ξ)|2 dξ dt
= (ψˆ ∗ |fˆ |2)(ω).
Formulas (b) and (b’) are an immediate consequence of (1.8) and properties (a) and (a’).
Remark 10. When ψ(0) = 1 then Wigψ satisfies the time marginal and Wig
∗
ψ satisfies the
frequency marginal. Moreover observe that, even with ψ ∈ S ′(Rd), the only Wigψ or Wig∗ψ
enjoying both time and frequency marginals are the ones corresponding to ψ ≡ 1, i.e. the
classical Wigner.
As immediate consequence of Proposition 9 we have the following result concerning con-
servation of energy.
Proposition 11. For every f ∈ S(Rd) and ψ ∈ L1(Rd) such that ψˆ ∈ L1(Rd) we have∫
Wigψ(f)(x, ω) dx dω =
∫
Wig∗ψ(f)(x, ω) dx dω = ‖f‖2L2ψ(0).
In particular if ψ(0) = 1 we have conservation of energy for both Wigψ and Wig
∗
ψ.
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Concerning the support properties we have a similar situation as for the marginals, in the
sense that the support property in time is satisfied only by Wigψ, and the one in frequency
only by Wig∗ψ. More precisely we have the following result.
Proposition 12. For every f ∈ S(Rd), ψ ∈ S ′(Rd) we have:
Πxsupp (Wigψ(f)) ⊂ C(supp f), Πωsupp (Wigψ(f)) ⊂ supp ψˆ + C
(
supp fˆ
)
,
Πxsupp (Wig
∗
ψ(f)) ⊂ supp ˆ˜ψ + C(supp f), Πωsupp (Wig∗ψ(f)) ⊂ C
(
supp fˆ
)
,
where Πx and Πω are the orthogonal projections of the corresponding subset of R2d on x and
ω respectively, and C indicates the convex hull.
Proof. The result is a consequence of Proposition 5 and the fact that the classical Wigner
satisfies the support properties both in x and in ω. We have in fact from standard properties
of the convolution product that
supp
(
Wigψ(f)
)
= supp
((
δ ⊗ ψˆ) ∗Wig(f))
⊂ supp
(
δ ⊗ ψˆ
)
+ supp (Wig(f))
=
(
{0} × supp ψˆ
)
+ supp (Wig(f)) .
Then
Πxsupp (Wigψ(f)) ⊂ {0}+ Πxsupp (Wig(f)) ⊂ C(supp f),
and
Πωsupp (Wigψ(f)) ⊂ supp ψˆ + Πωsupp (Wig(f)) ⊂ supp ψˆ + C
(
supp fˆ
)
The proof for Wig∗ψ can be done in the same way, using the corresponding expression (2.12)
of Wig∗ψ as an element of the Cohen class.
Remark 13. Proposition 12 contains as a particular case the well-known fact that the clas-
sical Wigner satisfies the support properties both in x and in ω; in fact, if ψ ≡ 1 we have that
supp ψˆ = supp
ˆ˜
ψ = {0}, and so by Proposition 12 we recover that Wig1 = Wig∗1 = Wig enjoy
the supports.
3 Reduction of interferences
This section is dedicated to the presentation of a method based on the representations (1.6)
and (1.8) aimed at reducing the interferences appearing in the Wigner representation (which
even yield a total cancelation in certain classes of signals). In [2] we have considered Wigner
transforms of the form (1.4), i.e. a particular case of Wigψ, with ψ(t) = χ[−M,M ](t), and
we have provided a method of reduction of interferences for the class of signals consisting on
pure frequencies appearing in different time slots. Using such re-defined Wigner distributions
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and limiting the integration on a suitable horizontal strip {(x, t) : t ∈ [−M,M ]} we have
found a necessary condition to transmit signals without interferences: the “silence” between
any couple of frequencies has to be longer or equal to the transmission time of each one of
them. Now we are going to show that it is possible to avoid interferences also for signals
characterized by different frequencies, even if they appear in the same time slot. Moreover,
suitable combinations of Wigψ and Wig
∗
ψ shall allow us to cancel out both interferences
between separated time intervals and between separated frequency intervals.
The approach is based on the observation that Wigψ removes artifacts resulting from the
interaction between frequencies defined in disjoint slots of time (horizontal cuts), whereas
Wig∗ψ deletes interferences among different frequencies independently from the time domains
(vertical cuts). The combined application of these two filter has therefore the effect of remov-
ing interferences with “horizontal” and “vertical” cuts. Condition (1.5) which now applies
both to time and frequency variables yields then a sort of a “grid” in the time-frequency
plane. An ideal signal contained in this grid would show no interference (actually due to the
Paley-Wiener Theorem this condition can be only approximatively satisfied). More precisely
the representations that we consider are of the following type:
(
ˆ˜
ψ2 ⊗ δ) ∗ (δ ⊗ ψˆ1) ∗Wig(f) (3.1)
In view of (2.11) and (2.12) we see that (3.1) amounts to the application of two successive
filters on Wig(f), one with the kernel defining Wigψ1 and the other one with the kernel
defining Wig∗ψ2 . Notice that this procedure differs from what happens in the engineering
with the applications of low-pass and high-pass filters directly on the signal. In our situation
we are actually filtering the Wigner transform of the signals in order to delete as much as
possible false information from the images. In the first section and in [2] we have already seen
the effect of Wigψ. We illustrate now the effect of Wig
∗
ψ on the following particular case.
Take ψ(t) = χ[−R,R](t) and consider the expression (1.8): we can interpret the multiplication
of the Fourier transform of the signal with the Heaviside function in a similar way to the
case of the cuts in the time-domain, with the difference that now the cut regards all artifacts
between different frequencies. Example 1 shows this effect. Notice that, for the MATLAB
implementation, we have used the following expression:
Wig∗χ(f)(x, ω) =
∫
R
e−2piisω
sin 2pi(x−m)R
pi(x−m) f
(
m+
s
2
)
f
(
m− s
2
)
dmds.
Example 1. Let f(t) = e2piit ·χ(0,2)(t)+e8piit ·χ(0,2)(t) be a signal with two frequencies, ω1 = 1
and ω2 = 4, with domain in (0, 2). The classical Wigner representation shows an interference
between ω1 and ω2 (Figure 2(a)), but the application of Wig
∗
ψ, where ψ(t) = χ[−R,R](t) with
R = 0.91, improves the image showing essentially the true information contained in the
original signal (Figure 2(b)).
1The choise R = 0.9 is connected with the “essential” support of fˆ(ω), i.e. the set where fˆ(ω) is not “too”
small; here R plays the role of M in (1.4), cf. Figure 1.
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(a) Wig(f) (b) Wig∗ψ(f)
Figure 2:
The next two examples show the improvements given by the combined calculation of the
windowed Wigψ and Wig
∗
ψ. In particular, Example 2 sets a view of the actions of the two
distributions separately, whereas Example 3 displays the efficacy of this method with signals
with many different frequencies.
Example 2. Let f(t) = (e2piit + e8piit) · χ(0,2) + (e16piit + e2piit) · χ(4,6) be a signal with four
frequencies: ω1 = 1, ω2 = 4 in (0, 2), and ω3 = 8, ω4 = 1 in (4, 6). As for the previous
example, also in this case we first show the behavior of the classical Wigner distribution
(Figure 3(a)) in such a way to compare it with the applications of (3.1) which does not
present ghost frequencies (Figure 3(b)). In order to underline the effect of the two steps of
the method we show in Figures 4(a) and 4(b) separately the actions of Wigψ and Wig
∗
ψ. In
particular note that the Wig∗ψ works not only between frequencies defined in a same interval
of time, but also between each couple with frequencies far enough from each other, according
to the theoretical results (in this specific example the only artifact which remains is the one
due to the interference between ω1 and ω4).
(a) Wig(f)(x, ω) (b) Filtered representation.
Figure 3:
Example 3. Consider the signal f defined by
f(t) = (e8piit + e14piit) · χ(−12,−10) + e10piit · χ(−8,−6)+
(e2piit + e12piit + e8piit) · χ(−4,−2) + (e2piit + e8piit) · χ(0,2)
(e16piit + e2piit) · χ(4,6) + e10piit · χ(9,11),
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(a) Wigψ(f) (b) Wig
∗
ψ(f)
Figure 4:
which has 11 frequencies. In Figure 5 the huge amount of interferences creates serious prob-
lems in distinguishing the false from the true frequencies. On the contrary, Figure 6 shows
only the true information contained in the signal, in fact it isolates the true frequencies.
Figure 5: Wig(f)(x, ω)
Figure 6: Filtered representaition.
Observe that the reason why in the application of the method it seems that there is a con-
striction of each time-interval in which the signal exists is linked to the fact that the two
windowed distributions Wigψ and Wig
∗
ψ do not satisfy separately the support property.
In this case this method eliminates in one step (i.e. Wig∗ψ) the interaction between
frequencies with same support and in the other step (i.e. Wigψ) the interaction between
frequencies with same value.
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4 Uncertainty principles
Two classical forms of the uncertainty principle concerning compactness of supports are the
following:
Proposition 14. For f ∈ L2(Rd) the following results hold:
a) If supp f and supp f̂ are compact, then f = 0 (Paley-Wiener Theorem);
b) If supp Wig(f) is compact, then f = 0 (see e.g. [16], [19]).
Both properties (a) and (b) can be seen as expressions of the uncertainty principles
for Windowed-Wigner representations on Rdx × Rdω, as |f(x)|2, |f̂(ω)|2 and Wig(f)(x, ω) are
all particular cases of this type of representations. Nevertheless they seem properties of a
somewhat different nature: in (a) the two representations |f(x)|2 and |f̂(ω)|2 (viewed as
functions on Rdx × Rdω) are involved and it is supposed that the projections on Rdx and Rdω
respectively of their supports are compact sets; (b) refers to only one representation on
Rdx × Rdω requiring compactness of its support with respect to all variables.
Many forms of the uncertainty principle have been considered in literature with the aim
of constructing a unifying framework for (a) and (b). Most of them start from the obser-
vation that (a) can actually be reformulated as an uncertainty principle for the Rihaczek
representation R(f)(x, ω) = e−2piixωf(x)f̂(ω) and they formulate therefore a simultaneous
time-frequency condition on the representation taken into consideration (see e.g. [7], [9], [12],
[14], [16] ). We shall also follow a similar approach in Propositions 16 and 17 using the two
types of windowed-Wigner representations as unifying framework.
In the second part of this section we propose a different point of view. Generalizing the
couple (|f |2, |f̂ |2), we shall introduce a suitable duality for representations in the Cohen class
and we shall express our results in terms of couples of dual representations (Propositions 25,
26, 28).
Let us remark that both (a) and (b) of Proposition 14 remain valid under the more general
hypothesis of supports of finite measure instead of compact (see Benedicks [1] and Janssen
[16]). A reasonable project, however outside of the aims of the present paper, would then be
the research of a unifying extension of Proposition 14 under this more general hypothesis.
Our first form of the uncertainty principle relies on the following result for which we refer
to [5].
Proposition 15. Suppose that one of the following conditions is satisfied
a) σ ∈ S′(R2d) and supp σ̂ 6= R2d;
b) Qσ = σ ∗Wig satisfies the Moyal equality i.e.
(Qσ(f1, g1), Qσ(f2, g2))2 = (g1, g2)(f1, f2) for fj , gj ∈ S(Rd).
For f ∈ S(Rd) we have then: suppQσf compact =⇒ f = 0.
We have as consequence the following uncertainty principle for Windowed-Wigner repre-
sentations:
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Proposition 16. For ψ ∈ L∞(Rd), suppose that one of the following conditions is satisfied
a) suppψ 6= Rd;
b) |ψ(t)| = 1 for almost every t ∈ Rd.
For f ∈ S(Rd) then we have: supp Wigψ(f) or supp Wig∗ψ(f) compact =⇒ f = 0.
Proof. Suppose that hypothesis a) is satisfied. As
Wigψ = Qσ with σ = δ ⊗ ψ̂,
Wig∗ψ = Qσ′ with σ
′ = ̂˜ψ ⊗ δ , (4.1)
(cf. Proposition 5) then suppψ 6= Rd implies both
supp σ̂ = supp (1⊗ ψ˜) 6= Rd and
supp σ̂′ = supp (ψ ⊗ 1) 6= Rd.
The thesis follows therefore from Proposition 15 (a).
Suppose now that hypothesis b) is satisfied. From (4.1) we have |˜̂σ(η, y)| = |ψ(y)| = 1
and |σ̂′(η, y)| = |ψ(η)| = 1 for every (η, y) ∈ R2d. It is well-known (see e.g. [13]) that this
is equivalent to the fact that Qσ and Qσ′ satisfy Moyal’s equality and the thesis follows then
from Proposition 15 b).
A different form of uncertainty principles can be expressed in terms of projections:
Proposition 17. Let ψ ∈ S(Rd), ψ(0) 6= 0.
a) Suppose that at least one of the conditions supp f 6= Rd or suppψ 6= Rd is verified.
Then Πωsupp Wigψ(f)(x0, .) compact in Rdω for every fixed x0 =⇒ f = 0.
b) Suppose that at least one of the conditions supp f̂ 6= Rd or suppψ 6= Rd is verified.
Then Πxsupp Wig
∗
ψ(f)(., ω0) compact in Rdx for every fixed ω0 =⇒ f = 0.
Proof. a) For every fixed x0 ∈ Rd, from the Paley-Wiener theorem and the fact that
Wigψ(f)(x0, ω) = Ft→ω[ψ(t)f(x0 + t/2)f(x0 − t/2)]
has compact support with respect to ω implies that ψ(t)f(x0 + t/2)f(x0 − t/2) is analytic.
Under the hypothesis a) however ψ(t)f(x0 + t/2)f(x0 − t/2) can not have support Rd and
therefore is identically 0 for every t. In particular for t = 0, as ψ(0) 6= 0, this means
|f(x0)|2 = 0, i.e. f = 0.
b) From Wig∗ψ(f)(x, ω) = Wigψ(f̂)(ω,−x) and from part a) we have f̂ = 0, i.e. f = 0.
Remark 18. If supp Wigψ(f) is compact in R2d then hypothesis a) is satisfied and therefore
f = 0. Analogously if supp Wig∗ψ(f) is compact in R2d then hypothesis b) is satisfied and
f = 0.
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If we consider the previous two forms of uncertainty principle (Propositions 16 and 17)
we observe that they generalize the non trivial fact that the Wigner representation can not
be compactly supported on non zero signals f ∈ S(Rd) (Proposition 14 b)) to the cases of
windowed-Wigner representations Wigψ and Wig
∗
ψ, however in the case of the two “limits”
representations Wigδ(f)(x, ω) = |f(x)|2 and Wig∗δ(f)(x, ω) = |f̂(ω)|2 they do not reduce to
Proposition 14 a), but to the trivial fact that, viewed as functions on R2d, |f(x)|2 and |f̂(ω)|2
can not have compact support unless f = 0.
A formulation of the uncertainty principle which connects the two forms stated in Propo-
sition 14 a) and b), is the following:
Proposition 19. Let ψj (j = 1, 2) be continuous, polynomially bounded functions such that
ψj(0) 6= 0 and let f ∈ S(Rd). If Πxsupp Wigψ1(f) and Πωsupp Wig∗ψ2(f) are compact
then f = 0.
Proof. From the condition that Πxsupp Wigψ1(f) is compact we have that there exist M > 0
such that for every x0 ∈ Rd, |x0| ≥M implies
∫
e−2piiωtψ1(t)f(x0 + t/2)f(x0 − t/2) dt = 0 for
every ω ∈ Rd. This means ψ1(t)f(x0 + t/2)f(x0 − t/2) = 0 for every t ∈ Rd. As ψ1(0) 6= 0,
taking t = 0, we have |f(x0)|2 = 0 for |x0| ≥M , i.e. supp f is compact.
Analogously, from the condition that Πωsupp Wig
∗
ψ2
(f) is compact there exist N > 0
such that |ω0| ≥M implies
∫
e−2piiωtψ2(t)f̂(ω0+t/2)f̂(ω0 − t/2) dt = 0 for every x ∈ Rd. This
means ψ2(t)f̂(ω0+ t/2)f̂(ω0 − t/2) = 0 for every t ∈ Rd, which, for t = 0, yields |f̂(ω0)|2 = 0,
i.e. supp f̂ is compact. Therefore f = 0, according to Proposition 14, (a).
In the case ψ1 = ψ2 = 1 we recapture the fact that the compatcness of supp Wig(f)
implies f = 0 (Proposition 14 (b)). Proposition 14 (a) on the other side is recaptured as limit
case when ψj −→ δ.
Remark that Proposition 19 is an example where two separate conditions with respect to
time and frequency are imposed on two (a priori) different representations Wigψ1 and Wig
∗
ψ2
to obtain f = 0. An intermediate way is pursued in [6] where two separate conditions are
imposed on one representation, namely the ambiguity function.
We change now slightly our point of view and, regarding a signal as a phenomenon of
which the couple (f, f̂) are two different “expressions”, we propose a generalization of the
couple (|f |2, |f̂ |2) by the introduction of a duality among representations in the Cohen class.
We show then how this allows a unified view on some known uncertainty principle, as well
as the formulation of some new ones.
Definiton 20. Let Qσ = σ∗Wig be the general representation with Cohen kernel σ ∈ S′(R2d)
defined (for simplicity) on signals in S(Rd). Let S : F ∈ S(R2d) −→ S(F ) ∈ S(R2d) be the
symplectic map defined as S(F )(x, ω) = F (ω,−x) with obvious extension to S′(R2d). We set
σ∗(x, ω) = S(σ)(x, ω) = σ(ω,−x) and we call σ∗ dual kernel of σ and Q∗σ = σ∗ ∗Wig dual
representation of Qσ.
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Remark 21. Clearly as δ∗ = δ we have Wig∗ = Wig. More generally σ∗∗ = σ˜, where
σ˜(x, ω) = σ(−x,−ω), and therefore for every σ ∈ S′(Rd) the kernel σ + σ∗ + σ˜ + σ˜∗ is
self-dual;
Furthermore simple computations yield the following expression for the dual representaion
Q∗σ(f, g)(x, ω) =
(
σ ∗ S(Wig(f, g)))(ω,−x) =(
σ ∗Wig(f̂ , ĝ))(ω,−x) = Qσ(f̂ , ĝ)(ω,−x) (4.2)
which generalizes the well-known fact that Wig(f, g)(x, ω) = Wig(f̂ , ĝ)(ω,−x).
On the other hand the duality between the representations Wigψ and Wig
∗
ψ is a particular
case of Definition 20 and we show next that the same applies to some other well-known
subclasses of the Cohen class. More precisely the following property shows in which sense
this holds for τ -Wigner representations (1.2), generalized spectrograms (1.3) and the Rihaczek
and the conjugate Rihaczek representations defined as R(f, g)(x, ω) = e−2piixωf(x)ĝ(ω) and
R˜(f, g)(x, ω) = e2piixωg(x)f̂(ω) respectively (see [3]).
Proposition 22. The following dualities for subclasses of the Cohen class hold:
(i) If Qσ = |f(x)|2 then Q∗σ = |f̂(ω)|2;
(ii) If Qσ = Wigψ then Q
∗
σ = Wig
∗
ψ;
(iii) If Qσ = Wig
(τ) then Q∗σ = Wig
(1−τ);
(iv) If Qσ = Spφ,ψ then Q
∗
σ = Spφ̂,ψ̂;
(v) If Qσ = R then Q
∗
σ = R˜.
Proof. (i) is a particular case of (ii). (ii) follows directly from Definition 20 and Remark
21. For (iii) we recall that, from (2.13), the expression of the Cohen kernel of Wig(τ) is
2d
|2τ−1|d e
4piixω
2τ−1 , an easy computation yields then the conclusion. Analogously for (iv) we have
from (2.23) that the Cohen kernel of Spφ,ψ is Wig(φ˜, ψ˜)(x, ω), then for the dual kernel we
have Wig(φ˜, ψ˜)(ω,−x) = Wig(φ̂, ψ̂)(x, ω) which proves the assertion. Finally case (v) is a
particular case of both (iii) and (iv) as R(f, g) = e−2piixω ∗Wig(f, g) and R˜(f, g) = e2piixω ∗
Wig(f, g) (see [3]).
We show now that dual representations have symmetrical behavior with respect to the
marginal distribution conditions.
Lemma 23. Qσ satisfies the marginal condition with respect to the x-variables (resp. the
ω-variables) if and only if Q∗σ satisfies the marginal condition with respect to the ω-variables
(resp. the x-variables).
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Proof. Suppose that
∫
Rd Qσ(f)(x, ω) dx = |f̂(ω)|2 for all f ∈ S(Rd), then, using (4.2):∫
Rd
Q∗σ(f)(x, ω) dω =
∫
Rd
Qσ(f̂)(ω,−x) dω = |̂̂f(−x)|2 = |f(x)|2
Viceversa suppose that
∫
Rd Q
∗(f)(x, ω) dω = |f(x)|2, then∫
Rd
Qσ(f)(x, ω) dx =
∫
Rd
Q∗σ(F−1f)(−ω, x) dx = |(F−1f)(−ω)|2 = |f̂(ω)|2
The case of the other marginal conditions is analogous.
Before we proceed with the study of dual representations, we summarize in a general form
four equivalent formulations of the uncertainty principle. We consider from now on d = 1, as
the generalization to the multi-dimensional case is a trivial exercise of indices.
Proposition 24. Let Q1 and Q2 be two representations in the Cohen class satisfying a.e.
the marginal conditions:∫
R
Q1f(x, ω) dω = |f(x)|2,
∫
R
Q2f(x, ω) dx = |f̂(ω)|2.
For f ∈ S(R), the following hold and are equivalent:
(a)
( ∫
R x
2Q1f(x, ω) dxdω
)1/2 ( ∫
R ω
2Q2f(x, ω) dxdω
)1/2 ≥ 14pi‖f‖2L2;
(b)
( ∫
R2(x− a)2Q1f(x, ω) dxdω
)1/2( ∫
R2(ω − b)2Q2f(x, ω) dxdω
)1/2 ≥ 14pi‖f‖2L2,
for all a, b ∈ R;
(c)
∫
R2 x
2Q1f(x, ω) + ω
2Q2f(x, ω) dxdω ≥ 12pi‖f‖22.
(d)
∫
R2(x− a)2Q1f(x, ω) + (ω − b)2Q2f(x, ω) dxdω ≥ 12pi‖f‖22, for all a, b ∈ R.
Furthermore equalities are attained if and only if f(x) = ce−pix2, with c ∈ C, in cases (a)
and (c), and if and only if f(x) = ce2piib(x−a)e−pik(x−a)2 with k > 0, in cases (b) and (d).
Proof. (It is a generalization of the classical case see [11, Cor. 1.35, 1.37]). The classical
uncertainty principle for f ∈ L2(R) asserts that(∫
R
x2|f(x)|2 dx
)1/2 (∫
R
ω2|f̂(ω)|2 dω
)1/2
≥ 1
4pi
‖f‖2L2 .
From the hypothesis on the marginal conditions of Q1 and Q2 this is equivalent to(∫
R
x2Q2f(x, ω) dxdω
)1/2 (∫
R
ω2Q1f(x, ω) dxdω
)1/2 ≥ 1
4pi
‖f‖2L2
which proves (a).
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(b) is obtained applying (a) to the function g(x) = T−aM−bf(x) = e−2piib(x+a)f(x + a) and
using the covariance property, i.e. Qjg(x, ω) = Qjf(x+ a, ω+ b), (j=1,2), which holds for all
members of the Cohen class.
(c) and (d) are obtained from (a) and (b) respectively using the elementary inequality α
2+β2
2 ≥
αβ, which holds for every α, β ≥ 0.
Then (a) implies (b), (c) and (d). Of course (b) implies (a) and (d) implies (c). We show
now that (c) implies (a).
For α > 0 and f ∈ S(R), let fα(x) = α1/2f(αx), then using the marginal conditions we have∫
R
x2Q1fα(x, ω) dxdω = α
−2
∫
R
x2Q1f(x, ω) dxdω
and ∫
R
ω2Q2fα(x, ω) dxdω = α
2
∫
R
ω2Q2f(x, ω) dxdω.
Applying (c) to fα we have then
1
α2
∫
R2
x2Q1f(x, ω) dxdω + α
2
∫
R2
ω2Q2f(x, ω) dxdω ≥ 1
2pi
‖f‖22,
for every f ∈ S(R). Minimizing the left side over α > 0 we get (a).
Finally we remark that∫
R
x2|f(x)|2 dx =
∫
R
x2Q2f(x, ω) dxdω and
∫
R
ω2|f̂(ω)|2 dω =
∫
R
ω2Q1f(x, ω) dxdω
implies that equalities are obtained exactly in the same cases as the classical ones i.e. when
Q1f(x, ω) = |f(x)|2 and Q2(f)(x, ω) = |f̂(ω)|2.
In the following we shall restrict our considerations to uncertainty principles of the form
(c); In view of Proposition 24 every result could be equivalently reformulated in each of the
forms (a), (b) or (d).
Lemma 23 and Proposition 24 yield the following general uncertainty principle for couples
of dual representations defined by 20:
Proposition 25. for σ ∈ S′(R2) and f ∈ S(R) suppose that ∫RQσf(x, ω) dω = |f(x)|2
(equivalently
∫
RQ
∗
σf(x, ω) dx = |f̂(ω)|2), then:∫
R2
x2Qσf(x, ω) + ω
2Q∗σf(x, ω) dxdω ≥
1
2pi
‖f‖22 (4.3)
Equality holds if and only if f(x) = ce−pix2, with c ∈ C.
We examine now some consequences of (4.3) starting with the case of τ -Wigner represen-
tations.
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Proposition 26. For τ ∈ [0, 1] the following uncertainty principle holds:∫
R2
(x2 + ω2)<Wig(τ)f(x, ω) dxdω ≥ 1
2pi
‖f‖22 (4.4)
for all f ∈ S(R).
Proof. From the fact that (Wig(τ))∗ = Wig(1−τ) (Proposition 22, (iii)), from (4.3) and the
fact that Wig(τ) f = Wig(1−τ) f , we have∫
R2
x2 Wig(τ) f(x, ω) + ω2Wig(τ) f(x, ω) dxdω ≥ 1
2pi
‖f‖22. (4.5)
Substituting τ with 1− τ we also have∫
R2 x
2 Wig(1−τ) f(x, ω) + ω2Wig(1−τ) f(x, ω) dxdω =∫
R2 x
2Wig(τ) f(x, ω) + ω2 Wig(τ) f(x, ω) dxdω ≥ 12pi‖f‖22.
(4.6)
Summing up (4.5) and (4.6) we get∫
R2
(x2 + ω2) <Wig(τ) f(x, ω) dxdω ≥ 1
2pi
‖f‖22.
Inequality (4.4) represents a natural extension to the representations Wig(τ) of the well-
known form of the uncertainty principle of the Wigner transform which recaptured for τ =
1/2.
In [3] it the integrated representation Q(f, g) =
∫
[0,1] Wig
(τ)(f, g) dτ , actually the Born-
Jordan representation, is studied in connection with quantization and interferences. Now,
using the equality Wig(τ) f = Wig(1−τ) f , simple integration and changes of variable yield
the following corollary of Proposition 26.
Corollary 27. For the Born-Jordan representation Q(f, g) =
∫
[0,1] Wig
(τ)(f, g) dτ we have∫
R2
(x2 + ω2)Q(f)(x, ω) dxdω ≥ 1
2pi
‖f‖22 (4.7)
for all f ∈ S(R).
We consider next the form of uncertainty principle obtained as consequence of the duality
between Windowed-Wigner representations.
Proposition 28. Let φ, ψ ∈ L1(R) such that φ̂, ψ̂ ∈ L1(R) with ∫ 2R φ̂(ω) dω = ∫ 2R ψ̂(ω) = 1,
then: ∫
R2
x2 Wigφf(x, ω) + ω
2 Wig∗ψf(x, ω) dxdω ≥ (2pi)−1‖f‖2L2 (4.8)
where the left-hand side is independent of the window functions φ and ψ (satisfying the
hypothesis) and equality holds if and only if f(x) = ce−pix2 with c ∈ C.
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Proof. It is an immediate consequence of (4.3), which holds if and only if f(x) = ce−pix2 , for
c ∈ C, and the fact that Wigψ and Wig∗ψ satisfy the marginal densities
∫
R Wigφ f(x, ω) dω =
|f(x)|2 and ∫R Wig∗ψ f(x, ω) dx = |f̂(ω)|2 under the hypothesis ∫R2 φ̂(ω) dω = ∫R2 ψ̂(ω) =
1.
Remark 29. Finally we remark that (4.3) applied to the Rihaczek and conjugate Rihaczek
representations yields the classical uncertainty principle:∫
R2 x
2Rf(x, ω) + ω2R∗f(x, ω) dxdω =∫
R x
2|f(x)|2dx+ ∫R ω2|f̂(ω)|2 dω ≥ 12pi‖f‖22 (4.9)
for all f ∈ S(R).
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