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Abstract
We analyzed diffusion dynamics on weakly-coupled networks (interconnected networks) by means of separation
of time scales. Using an adiabatic approximation we reduced the system dynamics to a Markov chain with aggregated
variables and derived a transport equation that is analogous to Fick’s First Law and includes a driving force. Entropy
production is a sum of microscopic entropy transport, which results from the particle’s migration between networks of
different topologies and macroscopic entropy production of theMarkov chain. Equilibrium particles partition between
different sub-networks depends only on internal sub-network parameters. By changing structure of networks one can
not only modify diffusion constants but can also induce or reverse the direction of the particles’ flow between different
networks. Our framework, confirmed by numerical simulations, is also useful for considering diffusion in nested
systems corresponding to hierarchical networks with several different time scales thus it can serve to uncover hidden
hierarchy levels from observations of diffusion processes.
Keywords: complex networks, hierarchical systems, diffusion dynamics
PACS: 05.10.-a, 89.75.-k
1. Introduction
The main motivation behind our work was the question ’how does the random walk spread particles between
weakly coupled networks?’. This idea belongs to intensively investigated topics related to diffusion processes taking
place in various complex systems including hierarchical, coupled or multileveled networks (see e.g. [1, 2, 3], we
present a longer list of the references below). Surprisingly when we finished our work we realized that this kind
of approach can be also used as a tool for the community or hierarchy detection in real or artificial networks (see
Fortunato’s user guide [4] and references below).
Starting from the seminal work of Albert and Barabási [5] a lot of attention was paid to dynamical processes taking
place in the systems of complex networks. Examples are investigations of phase transition of Ising model at scale-free
Barabási Albert graph [6, 7] or models of epidemical processes at various complex networks, see e.g. [8, 9, 10, 11].
Many natural and techno-social systems can be described as coupled networks or interconnected networks and they
belong to a larger class of so-called multilayer networks [3, 12, 13, 14]. In fact, real networks (natural or artificial)
are rarely single structureless systems and they tend to consist of sets of sub-networks with dense internal connections
(e.g. network communities, see [15, 16, 17, 18] and sparse inter-network links [19, 20, 21, 22, 23] .
In this paper we consider the fundamental issue of diffusion taking place in weakly coupled networks that form
nested hierarchical structures [24]. Diffusion processes on complex networks were widely investigated, e.g. [17, 18,
25, 26, 27, 28, 29, 30, 31, 32, 33, 34], usually by transferring microscopic particle density dynamics to Markov Chains
[35, 36]. The ergodic distribution of diffusing particles focuses on nodes with high random-walk centrality parameter
values [17, 18, 25]. If the diffusion takes place on a multilayer network with different diffusion constants at every
layer [26], the effective diffusion time scale is shorter than the corresponding time scale calculated for the slower
independent network.
Another class of problems related to our approach is detection of networks communities by considering various
properties of an auxiliary diffusion process on networks. Eriksen et al. [17, 18] showed that spectral properties
of diffusion matrix (e.g. components of slowest decaying eigenmodes) can be successfully used to uncover hidden
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network modules. Girvan and Newman [15, 16] proposed a new class of algorithms of community detection based
on recursive removing of links possessing highest link betweenness. Rosvall and Bergstrom [31] applied the Huffman
code [37] to find the optimal community partition by minimizing the average description length of diffusive paths that
were represented as appropriate binary strings.
The presented in our paper approach is similar to the methodology proposed by Liu and Liu [38], where hierar-
chical community structures were detected using a coarse-grained diffusion. Here we consider networks with known
modular topology and we reconstruct coarse-grained diffusion dynamics at different aggregation levels. Similari-
ties between both approaches appear when comparing, for example, the coarse-grained particles’ distributions at the
community level (cf. e.g. Eq. (31) in this paper and Eq. (11) in [38]) as well as corresponding Markov transition
matrices.
On the other hand our approach of time scale separations is more general than the previous studies since it allows to
take into account additional crucial network attributes, i.e. fitness parameters of individual nodes. The idea of fitness
parameters (sometimes called hidden variables) was previously intensively applied for a wide class of mathematical
models for complex systems [39, 40, 41, 42, 43, 44]. Those fitness parameters affect to models for evolution of
scale-free networks [39, 40], inhomogeneous sparse random graphs [41], or correlated random networks [42].
The remainder of this paper is organized as follows. In the next section a model of particles diffusing on coupled
networks with fitness factors is introduced. In Sec. 3 we present our analytical approach for coarse-grained diffusion
on two weakly coupled networks that bases upon a time-scales separation and an adiabatic approximation. Results
of numerical simulations of particles diffusing in coupled networks and estimated values of inter-network diffusion
constants are presented in Sec. 4. Sec. 5 is devoted to detection of direction of diffusion flux and Sec. 6 to the entropy
production. Sec. 7 contains more general results for diffusion on many coupled networks and diffusion on hierarchical
systems of weakly coupled networks with a nested topology is investigated in Sec. 8. The paper concludes with a
discussion of main results (Sec. 9). Appendix includes an extension of our formalism to weighted coupled networks
with self-loops (Appendix A).
2. Model definition
Here we introduce basic concepts of our framework that allow to study the diffusion process on weakly connected
sub-networks with fitness functions (for brevity we will omit the prefix sub when it does not lead to confusion). The
assumed weak inter-network coupling permits us to distinguish a fast diffusion process inside every sub-network from
a slower diffusion process between different sub-networks and, eventually, to find an approximated analytical solution
for this problem in an adiabatic approximation. For brevity in this Section we demonstrate our framework for the
simplest case of a pair of connected sub-networks [19, 23, 45, 46, 47, 48]. Later in Sec. 7 we extend the methodology
to hierarchical structures with a nested topology of weakly interacting sub-networks [24, 49, 50, 51].
We consider diffusion as a pure random walk in graphs, so it is natural that the problem’s natural language are
Markov processes [36]. In the following paragraphs we introduce the form of the Markov’s matrix, see Eq. (1),
which governs the particles dynamics. Using the Markov processes formalism one gets the equilibrium density of
the process, see Eq. (2) and the corresponding entropy – Eq. (3). Then we consider a specific case of two coupled
networks, when the adjacency matrix takes the form given by Eq. (4) and in view of the complexity of the general
form of Eq. (1) in Sec. 3 we introduce a coarse-grained approach for the problem.
Imagine a situation where N non-interacting particles randomly diffuse within an un-directed and un-weighted
network A with an adjacency matrix A ∈ MM×M({0, 1}). Each node i (i = 1, 2, . . . , M) possesses a specific time-
independent attribute called fitness (or attractiveness) fi > 0 that determines how strongly the node can attract moving
particles. Changes of particle’s density ni(t) at a node i are given by
ni(t + 1) = fi
M∑
k=1
Aik
gk
nk(t), (1)
where gk =
∑
l Alk fl is equal to the total attractiveness of the k-th node neighborhood. Equilibrium density of particles
in the node i follows from an ergodic distribution µi of a corresponding Markov chain [36]
µi =
figi∑M
k=1 fkgk
, (2)
2
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Figure 1: Weakly coupled complex networks. Fig. (a) presents two connected Barabási-Albert sub-networks with sparse inter-links controlled
by the parameter pc. Fig. (b) illustrates the approximation of the time-scale separation, which is equivalent to substituting the pair of connected
sub-networks by a graph consisting of two nodes.
as ni = Nµi. The ergodic solution (2) exists if the graphA is connected and it contains at least one odd cycle, similarly
as in [25], where authors considered a simpler case fi = 1.
The Shannon entropy (per particle) of the equilibrium distribution S∞ = −
∑M
k=1 µk log µk can be rewritten as
S∞ = −
( figi log( figi))av
( figi)av
+ log( figi)av + logM, (3)
where (·)av denotes average density over all nodes in the graph. The term logM in (3) corresponds to the maximal
entropy of the system when particles are uniformly distributed, i.e. µ¯i = 1/M . It is easy to prove that S∞ is always
less than logM, which is a simple consequence of the convexity of function f (x) = x log x and Jensen’s inequality
[35]. The non-positive valued sum of the first two terms on the rhs (3) describes the lowering of equilibrium particle
entropy induced by the complexity of network topology. It equals to zero when every node possesses the same fitness
factor fi = f and the network is a regular graph, i.e., ki = kav.
Let two weakly connected networksA(1) andA(2) (see Fig. 1 (a)) sized M(1) and M(2) respectively, be represented
as sub-networks of A. Internal connections between nodes within the same sub-network A(a), a = 1, 2 are defined
by adjacency matrices A(a) ∈ MM
(a)×M(a) ({0, 1}), while the matrix C ∈ MM
(1)×M(2) represents links between these two
sub-networks. The global adjacency matrix is
Atotal =
[
A(1) C
CT A(2)
]
. (4)
We assume that links between the sub- networksA(1) andA(2) are defined by a matrix C that is a sparse random
matrix described by the parameter pc ≪ 1 equal to the probability that two nodes belonging to different sub-networks
A(1) and A(2) are directly connected. The global vector of attractiveness f ∈ RM
(1)+M(2)
+ consists of corresponding
vector components f(a) ∈ RM
(a)
+ that signify the attractiveness of nodes in separate sub-networks.
3. Analytical results for coarse-grained diffusion
We will assume that networksA(1) andA(2) are weakly coupled i.e. the parameter pc is so small that the flow of
particles between the node i in the sub-networkA(a) and all other nodes within this sub-network is much greater than
the flow from this node to another sub-networkA(b). This happens when the attractiveness g(a)
i
of a node neighborhood
in the sub-network a, before it is connected, is far greater than the attractiveness of node neighborhood in the sub-
network b
g
(a)
i
≫ pcM
(b) f
(b)
av , i = 1, 2, . . . , M
(a). (5)
When flows within network A(1) and within network A(2) are greater than flows between these networks, then the
characteristic time scales for internal processes are shorter than for processes that take place between networks. Sub-
sequently, one can apply the adiabatic approximation [52] for the number of particles in the i-th node of the a-th
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network at a time moment t as n(a)
i
(t) = N(a)(t)µ(a)
i
i = 1, . . . , M(a). Here N(a)(t) is the total number of particles in the
a-th network at time t and µ(a)
i
is the equilibrium distribution of density of particles in the non-connected networks
given by Eq. (2). The separation of time scales, which follows from the assumption in (5), is related to Cheeger’s
inequality for Markov Chains as discussed in [53]. In fact, the second eigenvalue of the Markov operator (describing
time scale of the diffusion process) is bounded by a constant that is determined by the slowest transition between one
sub-network and its complement in the graph. Suppose that the fitness fi of each node is equal to f > 0. Then the
average attractiveness of a node neighborhood in a network a is equal to (g(a))av = f k
(a)
av , a = 1, 2. The relations (5)
lead to the necessary condition for our approach
k
(a)
av ≫ M
(b)pc, (6)
where a, b = 1, 2, a , b. It means that the average inter-network degree must be smaller than the average internal
degree. It is worthwhile to check validity of the above mentioned condition when the connected networks are two
Erdo˝s-Rényi (ER) graphs [54], two Barabási-Albert (BA) networks [5, 55] or two Watts-Strogatz graphs (WS) [56].
Let us assume that in the first case the graphs possess equal numbers of nodes (M(1) = M(2)) and that these graphs are
described by the parameters p(1) and p(2), which correspond to the probability that any two randomly chosen nodes
will be directly connected in a given graph. We then get
pc ≪ p
(1), p(2), (7)
and it is clear that these conditions are independent of the network size, which means we can use the same pc for
networks of all sizes. The approach is justified because the dispersion of degree distribution is negligible. In the
case of BA networks of sizes M(1) = M(2) = M and described by parameters m(1) and m(2) corresponding to numbers
of links every new node is attached in the evolutionary BA model [5, 55], the situation is different since the degree
distribution is a power law. An approximate condition corresponding to (7) is related to the size M of network and
can be obtained by taking the average node degree in a BA network k(a)avBA = 2m
(a) thus
pc ≪
2m(1)
M
,
2m(2)
M
. (8)
For two connected WS graphs with equal numbers of nodes M(1) = M(2) = M, average degrees K(1) = K(2) = K and
parameters of randomness (see [56]) β(1), β(2) Eq. (6) takes the following form
pc ≪
K
M
, (9)
and it does not depend on the values of parameters β(1), β(2). This is a completely different situation than in the recent
work of Jedrzejewski [57], in which the author presented that his approach for the q-voter model [58, 59, 60] fails
for the small values of parameters β. In our approach more important than an internal structure of the network is its
average degree, which, in the case of WS graphs, is equal K, and does note depend on other parameters. The above
means that the our method works uniformly for every value of β, as long as the ratio K/M is sufficiently small.
Using the above approximation we get from Eq. (1)
N(a)(t + 1) =
2∑
b=1
α(a b)N(b)(t), (10)
where
α(a b) = p(a b)c M
(a) f
(a)
av f
(b)
av
( f (b)
i
g
(b)
i
)av
, α(a a) = 1 −
∑
r,a
α(r a). (11)
where pa,bc = pc. Parameters α(1 2) and α(2 1) describe integrated transition probabilities between the networks at the
macroscopic level (see Fig. 1). If there is only a negligible correlation between node degree and node fitness factor
i.e. ( f (a)
i
g
(a)
i
)av ≈ ( f
(a)
av )2k
(a)
av then
α(a b) ≈ pcM
(a) f
(a)
av /( f
(b)
av k
(b)
av ). (12)
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Figure 2: Influence of internal link density of a given sub-network on a diffusion constant between two weakly-connected complex networks. The
red line (analytical solution) and the small solid circles (numerical simulations) correspond to a diffusion constant of a pair of BA networks as
function of k(2)av (see the bottom frame). The green line (analytical solution) and the squares (numerical simulations) correspond to the diffusion
constant of a pair of ER sub-graphs as function of p(2) (see the upper frame). The inset shows a comparison of the solution (10) and a numerical
simulation for evolution of numbers of particles N(1)(t), N(2)(t), in two BA sub-networks. 500 copies of corresponding networks have been used to
reach appropriate mean values of diffusion constants D.
It follows that the equilibrium number of particles in the networkA(a) is : N(a)∞ = Nα(a b)/(α(a b) + α(b a)). Near the
equilibrium, the variations of N(a)(t) are sufficiently slow thus allow to write Eq. (10) in the form that is analogous to
Ficks’s First Law [61] with a diffusion constant D and in the presence of an additional inter-network driving force F
N˙(1)(t) = −
(
N(1)(t) − N(2)(t)
)
D + FN, (13)
where
D = (α(1 2) + α(2 1))/2 and F = (α(1 2) − α(2 1))/2. (14)
It is important to note that driving force F can cause a non-zero flow N˙(1)(t) even if there is no gradient N(1)(t) −
N(2)(t). In fact the force F results from two reasons: differences in network sizes M(a); differences in network mean
fitnesses f (a)av and differences in mean network degrees k
(a)
av . The last dependency means that the internal network
structure influences the inter-network diffusion, thus a sub-network can be attributed a potential related to its topology.
One can see from Eq. 12 that for a given sub-network size the denser is the sub-network, the greater the number
of particles N(a)∞ in this sub-network in the equilibrium state. in fact adding new links between nodes inside a given
sub-network A(1) increases its mean degree k(1)av , thus parameter α(2 1) decreases and more particles are retained in
the network. It follows that alternations of internal topologies of sub-networks can induce or reverse a particle flow
between them. It is interesting from a practical point of view that by changing structure of sub-networks one can not
only modify diffusion constants but also induce or reverse the direction of the particles’ flow (see Sec. 5).
4. Numerical simulations of coarse-grained diffusion
All numerical simulations were implemented in the Wolfram language with Wolfram Mathematica environment
of the version 11.2 with the standard MachinePrecision (16 digits). With such a setting a typical personal computer
has enough computing power for handling the scripts. Fig. 2 presents the influence of internal link density of a given
sub-network on a diffusion constant for two connected Barabási-Albert networks (M(1) = M(2) = 500, k(1)av = 20,
pc = 4 · 10−5) and the two connected Erdo˝s–Rényi graphs (M(1) = M(2) = 200, p(1) = 0.1, pc = 3.75 · 10−5). For
each case f (1)
i1
= f
(2)
i2
= const. Analytical calculations following from Eqs. (11) and (13) correspond well with the
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numerical results obtained from random-walk simulations. Parameters α(a b) and the resulting diffusion constant D
were obtained from the best-fit solution of Eq. (10) to N(a)(t) - see inset in Fig 2. Fig. 2 confirms that the diffusion
constant D decreases as the internal density of a network increases. It is understandable that when a network becomes
denser, it retains particles in its interior more easily since a particle is more likely to choose internal rather than
external links, thus as result the inter-network diffusion coefficient D decays.
Differences between numerical simulations and analytical results observed at Fig. 2 for the BA networks in the
regime of small k(2)av may be understood looking at the Fig. 3. It presents the ratio η = pcM(b) f
(b)
av /g
(a)
i
between the
mean node degree for connections to another network and the mean node degree for internal connections as functions
of the same networks parameters as at Fig. 2. In fact the condition η ≪ 1 is equivalent to the weakly coupling
condition (5) that simplifies to Eq. (8) for BA networks and to (7) for ER graphs. Numerical and analytical values
of diffusion constant for ER graphs presented at Fig. 2 fit very well in the whole range of the parameter p(2) and the
corresponding parameter ηER depicted at Fig. 3 is smaller than 3 · 10−4 in this region. On the other hand numerical
and analytical values of the diffusion constant for BA networks presented at Fig. 2 show some disagreement when the
internal degree for BA networks k(2)av = 4. However the corresponding parameter ηBA depicted at Fig. 3 for k
(2)
av = 4 is
about 0.5 · 10−2 so it is much larger than for ER graphs.
Fig. 4 presents a complementary study of the diffusion constant D for coupled BA networks when the density of
interlinks pc is changed. One can see that the analytical approach works properly when the parameter pc is at least
one order of magnitude smaller than the critical parameter value estimated from Eq. (8).
When both sub-networks are of comparable sizes but the network A(1) is much denser then it keeps majority of
walkers in its interior and prevents the diffusion between networks. For fitness parameters f (1)
i1
= f
(2)
i2
= f one gets the
asymptotic diffusion constant as
D∞ =
pc
2
(
M(1)
k
(2)
av
+
M(2)
k
(1)
av
)
≈
pc
2
M(1)
k
(2)
av
. (15)
Fig. 5 demonstrates that the result (15) fits well to numerical simulations for coupled BA networks.
5. Predicting direction of diffusion flux
Now we apply our formalism to predict a flux direction of diffusive particles that are initially evenly spread over
two weakly connected networks. In other words we find which of the networks is more attractive. We consider a class
Figure 3: Validity of approximations (8) – red curve (BA networks, see the bottom frame) and (7) – green curve (ER graphs, see the top frame).
The variable η displayed at the vertical axis is the ratio between the mean node degree for inter-network connections between two sub-networks
and the mean node degree for internal connections in a given sub-network. Its value is ηBA = pcM/k
(2)
av for BA networks and ηER = pc/p
(2) for ER
graphs. The condition η ≪ 1 is equivalent to Eqs. (7) and (8). Network’s parameters are the same as for Fig. 2.
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Figure 4: Dependence of diffusion coefficient D on the coupling parameter pc for two BA networks with parameters M = M(1) = M(2) = 500,
f
(1)
i1
= f
(2)
i2
= const. and m = m(1) = m(2) = 25. Circles correspond to simulation results and the solid line to Eq. (11). The fitting fails around
pc ≈ 0.01 while the approximate condition (8) for the validity of our analytical approach for this system can be written as pc ≪ 2m/M = 0.1. The
upper abscissa shows the number of interlinks given by the formula pcM2. Let us note since the density internal links in every sub-network is high
(the average degree equals to 10 ) thus the analytical results well fit to numerical simulations even if the number of interlinks is larger than 1000,
i.e when every node in one sub-network possesses in average two interlinks to another sub-network.
Figure 5: Asymptotic diffusion constant for two BA networks (M(1) = M(2) = 500, f (1)
i1
= f
(2)
i2
= const. and pc = 4 · 10−5) in the case when the first
of them is much denser than the second one k(1)av = 200 ≫ k
(2)
av . Grey circles are results of numerical simulations, the solid black line comes from
Eqs. (11) and (14) and crosses correspond to the approximation (15) when the diffusion constant is independent from the mean node’s degree k(1)av
in the first network. One can see that this approximation is very good for k(2)av > 8 and the diffusion constant in this region is inversely proportional
to the mean node degree in the second network. When the second network is too sparse the condition (8) required for the time scales separation is
not fulfilled.
of models where nodes’ fitness factors are powers of their internal degrees i.e.
f
(a)
i
=
(
k
(a)
i
)β
, (16)
The characteristic exponent β is a model parameter. When β > 0 then nodes with larger degrees are more attractive
for diffusing particles than nodes with smaller degrees that can be considered as a kind of preferential diffusion. The
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condition β < 0 corresponds to the opposite situation (anti-preferential diffusion) and the case β = 0 is equivalent to
the standard random walk without preferred nodes.
When N(1) = N(2) then the diffusion direction follows from the sign of the driving force F (see Eq. 14). Using Eq.
(16) we get
F =
α(12) − α(21)
2
=
pc
2

M(1)
(
(k(1))β
)
av(
(k(2))β+1
)
av
−
M(2)
(
(k(2))β
)
av(
(k(1))β+1
)
av
 . (17)
Condition for the equilibrium is equivalent to F = 0, i.e.
M(1)
(
(k(1))β
)
av
(
(k(1))β+1
)
av
= M(2)
(
(k(2))β
)
av
(
(k(2))β+1
)
av
. (18)
For networks of the same sizes diffusing particles will move to a network with a higher product of moments β and β+1
of their nodes degrees. For β = 0 it means a flux towards a denser network. On the other hand for two networks with
the same degree distributions the larger one is more attractive. For a better illustration of the meaning of condition
(18) we consider a few special cases.
5.1. Preferential diffusion (β = 1) at two networks with the same number of nodes and average degree
When both networks possess the same numbers of nodes M(1) = M(2) = M , the same average degrees
(
k(1)
)
av
=(
k(2)
)
av
= kav and β = 1 we get
F =
pcMkav
2
[
1(
(k(2))2
)
av
−
1(
(k(1))2
)
av
]
. (19)
In such a case the network with a higher variance of degree distributions is more attractive, i.e. it collects a larger
number of particles
5.2. Anti-preferential diffusion (β = −1)
When the exponent β = −1 then the condition for the flux balance (18) simplifies to
M(1)
(
(k(1))−1
)
av
= M(2)
(
(k(2))−1
)
av
⇒ M(1)M(2) =
(
(k(2))−1
)
av(
(k(1))−1
)
av
⇒ η = κ−1, (20)
where η = M(1)/M(2) and κ =
(
(k(1))−1
)
av
/
(
(k(2))−1
)
av
. The result is presented at Fig. 6) .
Figure 6: Left panel: signs of driving force for networks for anti-preferential diffusion (β = −1) as functions of model parameter, see Eq. (20) .
Right panel: driving force for two ER graphs with standard diffusion (β = 0), see Eq. (22).
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5.3. Standard diffusion (β = 0) at two ER graphs
In the case of standard diffusion β = 0 values of fitness function fi of any node are the same. For two connected
ER graphs with average degrees y k(a)av = p(a)M(a) the driving force is
F =
pc
2
[
M(1)
p(2)M(2)
−
M(2)
p(1)M(1)
]
=
pc
2p(1)
[
p(1)M(1)
p(2)M(2)
−
M(2)
M(1)
]
, (21)
Introducing the parameter ξ = p(1)/p(2) we get
F ∝
(
ξη − η−1
)
. (22)
The relation is illustrated at Fig. 6.
5.4. Strongly preferential diffusion (β > 2) at two BA networks
For a BA network of size M(a) and a mean degree 2m(a) values of moments
(
(k(a))β
)
av
(for β , 2) are equal to
(
(k(a))β
)
av
≈
2
(
m(a)
)β
2 − β

(
m(a)
M(a)
)2−β
− 1
 , (23)
Assuming that both networks are large i.e. M(1),M(2) ≫ 1) and β < 2, β , 1 we get the following condition for
vanishing of driving force 17
(
m(1)
)2β+1 
(
m(1)
M(1)
)3−2β
+ 1
 = (m(2))2β+1

(
m(2)
M(2)
)3−2β
+ 1
 . (24)
6. Entropy production in coupled networks
Using the above discussed adiabatic approximation the total system entropy can be written after some algebra as
S total(t) =
[
N(1)(t)S (1)∞ + N
(2)(t)S (2)∞
]
+
[
−N(1)(t) logN(1)(t) − N(2)(t) logN(2)(t) + N logN
]
, (25)
where S (a)∞ is the equilibrium entropy per particle for a networkA(a) as given by (3). This result has a clear physical
implications. The term in the first square bracket in (25) follows from the lack of microscopic information about a
particle’s position inside every network and can be viewed as a network’s internal entropy. The term in the second
bracket is a macroscopic entropy of the two-state Markov system. It results because of the missing information about
the particles distribution between both sub-networks. Time changes of the system entropy can be written as
σ(t) = N˙(1)(t)
(
S
(1)
∞ − S
(2)
∞ + logN
(2)(t) − logN(1)(t)
)
(26)
and they follow from the transport of microscopic entropies related to sub-network topologies S (a)∞ (that can vary in
both networks) and from the entropy changes at the macroscopic level.
7. Case of many coupled networks
Until nowwe have consideredmodels of two coupled sub-networks. We can easily demonstrate (see. Appendix A)
that our approach is valid for any system of m weakly coupled networks. Then, Eq. (10) includes a sum over m net-
works and p(a b)c is a symmetrical inter-network connectivity matrix (with zeros at the diagonal and small off-diagonal
elements). Assuming that our system of weakly coupled networks forms a connected graph one gets instead of Eq.
(13) the following coarse-grained equation for number of particles in each network
N˙(a)(t) =
∑
b,a
[−D(b a)(N(a)(t) − N(b)(t)) + F(b a)(N(a)(t) + N(b)(t))], (27)
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where
D(a b) =
1
2
(α(a b) + α(b a)) and F(a b) =
1
2
(α(b a) − α(a b)). (28)
The corresponding entropy production can be written in a compact form as
σ(t) =
m∑
a=1
N˙(a)[S (a)∞ − logN
(a)(t)]. (29)
8. Diffusion on weighted and hierarchical networks
The approach developed in Sec. 3 is also valid if one considers diffusion on weighted networks with self-loops. In
such a case, the symmetrical adjacency matrix A in Eq. (1) should be replaced by a corresponding adjacency matrix
with non-negative elements including the diagonal ones. This observation allows us to extend this framework further
to nested hierarchical systems (see e.g. [24, 49, 50, 51] and Fig. 7).
Figure 7: Hierarchical system of weakly coupled networks with three levels of nested hierarchies.
To illustrate the methodology for hierarchical systems, let us assume that various networks labeled with numbers
a = 1, . . . , m are treated as nodes in the system of coupled networks as it is presented at Fig. 7. Here Eq. (10) describes
the transport of particles between networks and has the same structure as Eq. (1) that describes the transport of
particles between individual nodes. The equivalence between lower and higher level dynamics exists when parameters
fˆa, gˆa and Aˆab, a, b = 1, . . . , m for a higher level (Xˆ stands for X at a higher level) are appropriately defined. This can
be done in several ways, e.g.:
fˆa = M
(a) f
(a)
av , Aˆab = p
(a b)
c , Aˆaa =
( f (a)
i
g
(a)
i
)avα(a a)
M(a)
(
f
(a)
av
)2 . (30)
It follows that one can extrapolate iterations of our approach to the next level where networks are grouped into several
network clusters and the density of interlinks between two networks belonging to the same cluster is much higher than
the corresponding density between two networks from different clusters. One can then imagine clusters of clusters
and consider a nested system of hierarchically built weakly-coupled networks.
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Eqs. (30) after short algebra lead to gˆa =
∑
l Aˆla fˆa = ( f
(a)
i
g
(a)
i
)av/ f
(a)
av . Thus the ergodic distributions of particles in
different sub-networks can be expressed as
N
(a)
∞
N
=
M(a)( f (a)
i
g
(a)
i
)av∑
b M
(b)( f (b)
i
g
(b)
i
)av
, (31)
and the ergodic distribution of particles at individual nodes is n(a)
i
= N
(a)
∞ µ
(a)
i
= N f
(a)
i
g
(a)
i
/
∑m
b=1
∑M(b)
j=1 f
(b)
j
g
(b)
j
. Let us
note that neither N(a)∞ nor µ
(a)
i
depends on inter-network connectivity matrix p(a b)c that settles inter-networks diffusion
constants D(ab) and corresponding forces F(ab). The matrix p(ab)c sets rates the equilibrium distribution of particles at
different sub-networks is reached but it does not influence equilibrium densities.
9. Conclusions
In conclusion, we have developed a framework for analytical studies of diffusion processes on weakly coupled
networks and nested hierarchical systems where links are sparser at higher levels than at lower ones. The approach
is based on the time scales separation and the adiabatic approximation for particles distribution. The approach allows
to calculate effective diffusion constants and driving forces at different levels within the system. The driving forces
depend not only on fitness factors of individual nodes but also on the topological features of networks i.e. link
densities. In this way, the flow of particles can be induced and controlled by applying appropriate changes to the
system’s structure. Entropy changes result from the transfers of individual particle entropy between different networks
as well as from the entropy at the macroscopic level, which in turn relates to the lack of information about the total
number of particles contained in a given sub-network. The equilibrium distribution of particles between different sub-
networks depends only on attractiveness of their nodes and their local neighbors. We have shown that if communities
are sparsely connected then diffusion flows concentrate only in communities’ interiors and the inter-network diffusion
constant decreases while decreasing the interlinks density and increasing density of links inside the communities.
This new approach can be also applied to the reverse engineering of hidden nested network structures by the
observation of the diffusion processes [18, 62, 63, 64, 65, 66, 67, 68, 69, 70]. In fact, if several characteristic diffusion
time scales are detected then one can presume the system contains nested hierarchical structures [24, 32, 49, 50, 51].
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Appendix A. Formalism extension to weighted networks of networks with self-loops
Our approach developed for two coupled networks as presented in the Secs. 3 and 6 can be extended, as we
remarked, to the case of any networks of networks with weighted links and self-loops that link a vertex to itself. To see
that let us consider m weighted networks with symmetrical adjacency matrices A(a) ∈ MM
(a)×M(a) (R+), a = 1, . . . , m.
Every network is described by a vector of the fitness factors f(a) ∈ RM
(a)
+ and a vector of neighborhood attractiveness
of the non-connected network g(a) ∈ RM
(a)
+ , g
(a)
la
=
∑
r A
a
rka
f
(a)
r , la = 1, . . . , M(a), and a = 1, . . . , m, so it is a natural
generalization of the case considered in the main part of the paper. Networks are connected one to another, which
is described by probabilities p(a b)c , a, b = 1, . . . , m, a , b for the link existence between nodes belonging to two
different networks a and b. Number of particles N(a)(t) can be expressed using the above notation as
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N(a)(t + 1) =
M(a)∑
l=1
n
(a)
l
(t + 1) =
M(a)∑
l=1

M(1)∑
l1=1
f
(a)
l
p
(a 1)
c n
(1)
l1
(t)
g
(1)
l1
+ p
(2 1)
c M
(2) f
(2)
av + · · · + p
(m 1)
c M
(m) f
(m)
av
+ · · ·+
+
M(a)∑
la=1
f
(a)
l
A
(a)
lla
n
(a)
la
(t)
p
(1 a)
c M
(1) f
(1)
av + · · · + g
(a)
la
+ · · · + p
(ma)
c f
(m)
l
M(m)
+ · · · +
M(m)∑
lm=1
f
(a)
l
p
(am)
c n
(m)
lm
(t)
p
(1m)
c M
(1) f
(1)
av + · · · + g
(m)
lm
 =
=
M(1)∑
l1=1
f
(a)
av M
(a)p
(a 1)
c n
(1)
l1
(t)
g
(1)
l1
+ p
(2 1)
c M
(2) f
(2)
av + · · · + p
(m 1)
c M
(m) f
(m)
av
+ · · · +
M(a)∑
la=1
g
(a)
la
n
(a)
la
(t)
p
(1 a)
c M
(1) f
(1)
av + · · · + g
(a)
la
+ · · · + p
(ma)
c f
(m)
l
M(m)
+
· · · +
M(m)∑
lm=1
p
(am)
c f
(a)
av M
(a)n
(m)
lm
(t)
p
(1m)
c M
(1) f
(1)
av + · · · + g
(m)
lm
. (A.1)
We assume that a density of internal network connections is much larger than a density of inter-network connections,
similarly as it was for the two-networks case. This assumption leads to the following inequality
g
(a)
la
≫
m∑
b,a
p(a b)c M
(b) f
(b)
av , (A.2)
where a = 1, . . . , m, la = 1, . . . , M(a), q , a. Similarly to the two-networks case the assumption (A.2) implies
separation of time scales i.e. the diffusion inside every network is much faster than the diffusion between the networks.
This fact allows to write the number of particles in the la-th node in the a-th network at time step t in the adiabatic
approximation as
n
(a)
la
(t) = N(a)(t)µ(a)
la
. (A.3)
Using Eq. (A.2) after some algebra one can write the rhs of Eq. (A.1) as
N(a)(t + 1) =
=
M(1)∑
l1=1
f
(a)
av M
(a)p
(a 1)
c
g
(1)
l1
n
(1)
l1
(t) + · · · +
M(a)∑
la=1
(1 −
∑
r,a f
(r)
av M
(r)p
(r a)
c
g
(a)
la
 n(a)la (t) + · · · +
M(m)∑
lm=1
f
(a)
av M
(a)p
(am)
c
g
(m)
lm
n
(m)
lm
(t).
Since Eq. (2) is still valid for weighted networks with self-loops thus Eq. (A.3) combined with the formula for the
equilibrium density for a single network leads us to the equation for particles flows in a system of network of networks
N(a)(t + 1) =
m∑
l=1
α(a l)N(l)(t), where α(a b) = p(a b)c M
(a) f
(a)
av f
(b)
av
( f (b)
i
g
(b)
i
)av
, α(a a) = 1 −
∑
r,a
α(r a), (A.4)
which completes our calculations for the nested systems.
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