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This paper was motivated by the observation that several different 
theorems concerning positive functions on certain product structures 
(e.g., positive-definite functions on products of groups, symmetric 
probability measures on the infinite product of a measure space with 
itself) can be formulated in terms of positive normalized functionals 
on a tensor product of partially-ordered linear spaces. There appear 
to be some advantages to this abstract approach. In addition to 
obtaining some new results and generalizing or recovering known 
theorems, it leads in several instances to proofs which (when restricted 
down to known special cases, say) are simpler than previous ones. 
The idea which is common to the formulation of all our results is 
that a positive normalized functional on the tensor product of partially- 
ordered spaces with order unit is an extreme point of the set of all 
such functionals (or of certain subsets) if and only if it is the product 
of extreme positive normalized functionals on the individual spaces. 
Applications of theorems of this general type allow us to obtain or 
generalize results of Guichardet [5] (on traces on tensor products of 
C*-algebras), Thoma [14, 151 (on positive definite functions on 
products of groups) and of Hewitt-Savage [7j (on symmetric product 
measures on product spaces). 
* This work was performed while the first-named author was at the University 
of Washington during the summer of 1967. The work of the second-named author 
was supported by the National Science Foundation. 
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The paper is organized into five sections. In the first we give the 
definition of an infinite tensor product X of partially-ordered linear 
spaces with order unit, and discuss two different orderings on X. 
Sections 2 and 3 give characterizations of extreme positive (in each 
of the two orderings) normalized functionals which are invariant 
under certain semigroups of positive normalized linear operators on 
the factor spaces. Section 4 deals with the infinite tensor product of 
a fixed space with itself and with functionals which are invariant with 
respect to finite permutations of coordinates, the “symmetric” case. 
Finally, in Section 5 we give applications to theorems of the type 
mentioned above. 
1. 
We say that (X, P, e) is a partially-ordered linear space with order 
unit if X is a real linear space, P a convex cone of elements of X such 
that x E P and -x E P implies x = 0, and e is an internal point of P; 
i.e., 
An easy verification shows that X = P - P = (x - y 1 x, y E P>. 
Let S denote the set of positive normalized functionals on (X, P, e), 
i.e., the set of linear mappings of X into the reals which are non- 
negative on P and take value one on e. Clearly S is weak* compact 
and convex. We will always assume that S separates points of X. 
Let A be an index set and for each 01 in A, let (X, , P, , eJ be a 
partially-ordered linear space with order unit. For each finite subset F 
of A we denote by X, the tensor product 
x,== ax=. 
DIEF 
We write xF = @&pXI . Accordingly, every element x of X, has 
a representation in the form 
x = &x,’ U-2) 
Let 5’, be the set of positive normalized functionals on (X, , P, , e,) 
and let SF be the Cartesian product JJorapSor. The linear space X, 
can be considered as a subspace of the space C(V) of continuous 
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functions on SF which are affine with respect to each variable. 
In fact, if x has the form (1.2), let 
(f-3) 
Let P> denote the set of elements x, E X, such that 
x&F) 2 0 for all 
Clearly Pi forms a cone in X, . Let Pi denote the cone of elements xF 
in X, such that x, can be represented in the form (1.2) with xi E P, . 
Clearly 
P;cP;. (1.4) 
If we let e, = G?J~.+~ , then e, is an internal point of Pi . This follows 
immediately by induction from the following lemma: 
LEMMA 1.1. If (Xl , PI , e,) and (X, , Pz , e,) are partially-ordered 
linear spaces with order units, then (Xl @ X, , P, e) is a pattially- 
ordered linear space with e as order unit, where P is the subset of Xl 6 X2 
of elements which admit a representation in the form C, x1( @ x2$ with 
xii E PI , xzi E P2 , and e = e, @I e, . 
Proof. Since X1 = PI - PI and X, = P2 - Pz , we have 
X, @ X, = P - P. Thus it is sufficient to find an E > 0 in (1.1) 
for every element xi @ xa with x1 E PI and x2 E Pz . This follows 
immediately from the fact that ei is an internal point of Pr , i = 1, 2, 
and the equality 
e, @ e2 - kc, @ x2 = e, @ e2 - ( h Ill2 e, @x2 + 1 h 11j2 el @ x2 + Ax1 @ x2 
= e, @ (e2 - ) X j1’2x2) + / h j1j2 (e, - hj h J-lj2xl) @ x2. 
The above lemma and (1.4) imply that (X, , Ps , eF) and (X, , Pi, e=) 
are partially-ordered linear spaces with order unit. For any two 
finite subsets F’ and F” of A such that F’ CF”, we define a linear 
embedding 
It is obvious that iFpF- maps Pie into Psn, maps Pi* into PGa, and eF’ 
onto e,- . 
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X = li,m (Xp , ip~,~), 
PA = li,m (P; , &P,~“), P’ = li,m (P; , iFf,F”) 
e = lim (eF , iF*,F*). + 
It is clear that (X, P^, e) and (X, P’, e) are partially-ordered linear 
spaces with order unit and that 
P’ c PA. (1.5) 
[The relations between these two orderings (and others) are studied 
in detail by Peressini and Sherbert [S].] To avoid complicated notation 
we shall regard the spaces X, , 01 E A, as being embedded into X in 
the natural way; thus if x, E X, , the symbol x, will also denote its 
image in X. Let S* and S’ be the convex weak* compact sets of 
normalized positive functionals on (X, PA, e) and (X, P’, e), 
respectively. Clearly, by (1.4), 
SA c S’. (1.6) 
[The reverse inclusion is not true in general; see (5.6).] Let 
S = nIuoA S, ; then S is a compact set (in the product topology). 
We can extend the mapping defined in (1.3) to a one-to-one mapping 
X3X-+XE C(S); (1.7) 
this embeds X into the continuous functions on S which depend on 
at most finitely many coordinates and which are affine in each 
coordinate. The cone P” consists of those elements of X which are 
mapped onto nonnegative functions in C(S). 
A linear functional s on X is said to be a product functional if for 
any x, = gasFx, we have 
(XF , s> = n (x, , s>. 
UEF 
If s is a linear functional on X and 01 E A, we define the restriction 
of s to X, to be the unique functional s, on X, which satisfies 
<% , se> = <% , s> (XL2 E -xx). 
Obviously if s is a product functional, then it is the product of its 
restrictions s, ; i.e., 
<xF P s> = g @cl, &> (XF E x). (1.8) 
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This last remark also shows that there is a natural embedding of S 
into SA; if s = (s,J E S, then (1.8) defines s as a product functional 
on X which is necessarily positive on PA. 
2. 
This section is devoted to showing that an element s of SA is 
extreme if and only if it is the product of functionals s, , each of 
which is extreme in S, . For the applications which we have in mind 
we need a more general result dealing with functionals which are 
invariant with respect to the action of certain semigroups of operators. 
To this end we introduce some notation. 
Suppose that for each 01 in A we have a semigroup r, (under 
composition) of positive normalized operators yU on (X= , P, , eJ. 
We can extend each r, to a semigroup I’, of positive normalized 
operators on (X, P*, e), as follows: If y= E r, , define y, on X by 
setting, for each xF = gasF x, , 
and extending linearly. This clearly defines Y, as a positive normalized 
operator on (X, P’, e). We need to show, however, that y, is positive 
on (X, PA, e). To this end, let each I’, act on S, by taking yDIsol to be 
the functional defined by 
<xu 9 Y&) = <Y&z 9 sa> (% E XT). 
This readily extends to an action on the product space S = lJaeA S, 
by letting, for s = (s,) in S, 
Each of the maps ya is continuous from S into S, hence induces, by 
composition, a positive normalized operator from C(S) into C(S). 
It is evident that this induced operator, when restricted to X, is 
precisely yo: , which shows that the latter takes nonnegative functions 
into nonnegative functions; i.e., is positive on (X, PA, e). 
We say that a functional s on X is r,-invariant for each a if 
<Y,X, s> = (x9 s> 
for each ya in each r’, and each x in X. We denote by TA the set of all 
functionals in SA which are r--invariant for each 01, and by T, those 
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functionals in S, which are r,-invariant (definition obvious). If each 
r, is left-amenable, then a standard application of Day’s fixed-point 
theorem [2] shows that each of the weak* compact convex sets T, 
is nonempty. Obviously, TA is also weak” compact and convex, and 
it is a consequence of Theorem 2.2 (or may be shown directly) that it, 
too, is nonempty. 
Before proving Theorem 2.2, we prove a lemma which shows that 
it suffices (both here and in the next section) to prove that extreme 
functionals are product functionals; the converse is nearly automatic. 
For the lemma we need not assume the I’, to be left-amenable. 
LEMMA 2.1. Suppose that K is a weak* compact convex set of linear 
functionals on X such that 
(i) every extreme point of K is a product functional and 
(ii) ift E K, then t, E T,,for each oi in A. 
If t is a product functional in K, each of whose factors t, is extreme 
in T,, then t is extreme in K. 
Proof. Let M be the linear subspace of C(S) spanned by all 
functions x, of the form 
X,(S) = (% 7 xx> for each s = (s,) E s, 
where x, is any element in X, and 01 E A. Thus M is the linear hull of 
(the natural embeddings of) the spaces X, , and 1 E M. We first show 
that the restriction tM oft to M is extreme in the set TM of all positive 
normalized functionals on M which have their restrictions to X, in T, . 
(Since t is a product functional, it is easily seen to be positive on M 
and is clearly normalized.) If t, is not extreme, then there exist 
distinct functionals fi and fi in T, with tM = ifi + $fi . Since fi 
and fi differ on M, they must differ on some X, , so the restriction t, 
of t to X, is not extreme in T, , which is a contradiction. 
Now, t is an element of K which extends tM , so the set J of all 
such extensions is nonempty, and is clearly weak* compact and 
convex. Let s be an extreme point of J; since t, is extreme in TM, 
it may be verified [using (ii)] that s is extreme in K. By hypothesis, 
s is the product of its restrictions s, to X, . But s and t agree on M, 
hence on each X, , so that s, = t, and therefore s = t, which shows 
that t is extreme in K. 
(The use of the space M in the above proof was suggested by a 
similar use for a related problem in [a.) 
THEOREM 2.2. Suppose that each of the semigroups I’, is Zeft- 
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amenable. Then t is extreme in T* zf and only if t is the product of 
functionals t, , each of which is extreme in T, . Moreover, the mapping 
thus defined 
fl aT, 3 (tJ + t E aT  ^
L-&A 
is a homeomorphism. 
Before proving the theorem, note that if each I’, consists only of 
the identity operator, then T, = S, and TA = S ,^ so that the 
following is an immediate consequence: 
COROLLARY 2.3. A functional s is extreme in S” if and only if it is 
the product of functionals s, , each of which is extreme in S, . 
The proof of Theorem 2.2 depends in part on the following 
proposition. It is probably well known, but since we know of no 
reference to it, we include a proof for the sake of completeness. 
PROPOSITION 2.4. Suppose that (S, , S,), a: E A, is a family of 
measurable spaces and that fbr each (Y in A, I’, is a semigroup of measurable 
transformations of (S, , a,). Let S = noioA S, and !B be the a-field 
generated by the cylinder sets with bases in the 8, . Let each P, act on 
(S, S) in the obvious way. If I-1 is a probability measure on (S, B), which 
is ergodic with respect to the family (y= : ya E P, , 01 E A), then t.~ is the 
product of probability measures pcL, , each of which is ergodic with respect 
t0 r,. 
Proof. For each M, in 9,) let 
M,=iVl,x nSa. 
BfU 
Let pL, be the probability measure on (S, , %J defined by 
PL,WJ = PL(MJ, CtEA. 
Since ~1 is ergodic, it follows easily that each p, is ergodic. For a 
cylinder N = naCF M, and 01$ F, let 
!-‘N@&) = AN n MA 
The measure pN is Pa-invariant and 0 < pN < pa. Since p., is 
extreme in all r,-invariant probability measures on S, , there is a 
constant k,(N) such that ,..&N = R,(N)pL, ; i.e., p(Nn Ma): = h,(N)p,(M,). 
Taking M, = S, shows that K,(N) = p(N). Thus by induction, for 
any finite subset F of A 
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which proves that p is the product of the ergodic measures II, . 
[The converse to this proposition is valid (and easily proved) but is 
not needed in what follows.] 
Proof of Theorem 2.2. We assume that X is embedded in C(S) 
and that each I’, acts on S as indicated in the beginning of this 
section. Given t in aTA, we will obtain a measure p which extends t 
to a positive normalized functional on C(S), and which is invariant 
and ergodic with respect to the family of semigroups r, , 01 E A. 
The existence of p is proved as follows: 
By the definition of PA, we have x E PA if and only if x is a non- 
negative function in C(S). On the other hand, e is the identically 1 
function and is an internal point of PA. Therefore the set J of positive 
functionals on C(S) which extend t is nonempty, and J is clearly 
weak* compact and convex. Since for each oi the semigroup r, is 
left-amenable, the weak* continuous affine mappings which it induces 
on J into itself have a common fixed point by Day’s theorem [2]. 
Since the mappings in r, and rB commute whenever 01 # /3, a standard 
compactness argument shows that there is a common fixed point for 
the entire family I’,:, ac E A; i.e., there is a measure on S which 
extends t and is invariant for all the semigroups I’, . Let I be the set 
of all such measures; I is weak* compact and convex, hence has an 
extreme point p. It is easily checked that since t E aTA, the measure p 
is extreme among the set of all invariant probability measures. 
By a well-known result (cf. [IO]), the measure p must be ergodic. 
By Proposition 2.4, p is the product of measures pm, each of which 
is a I’,-ergodic probability measure on the weak* compact convex 
set S, , and hence there is an element t, in S, (the resultant [IO] of pa) 
such that 
(% 9 t,> = j, <% 3 s> 444 
for each x, in X, . Since p, is r,-invariant, the functional t, is also 
invariant, i.e., is in T, . Moreover, since t.~ is the product of the 
measures pti and is an extension of t, it is readily verified that each t, 
is the same as the restriction to X, of t. Finally, if xF = aaEF x,, , 
then 
<XF,f) = I (XF P s> 44s) 
= j jsa<% Y %> 4444 
= n <x,, t,>, 
which was to be shown. 
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Once we know that t has the above form, it is straightforward to 
verify that each t, is extreme in T, . 
To prove the converse, we simply apply Lemma 2.1, with T^ = K. 
The fact that the correspondence thus defined between aT^ and 
n aT, is a weak*-to-weak* homeomorphism follows immediately 
from the definitions, so the proof is complete. 
3. 
We now turn to the case of the set S’ of positive normalized 
functionals on (X, P’, e). As before, we will work with a family of 
semigroups I’, of positive normalized operators on (XU , P, , e,) and 
with the subset T’ of all elements in S’ which are invariant under 
each of the semigroups r, . As shown after Proposition 3.2, it is not 
generally true that every extreme point of T’ is a product functional, 
but it is true in case each of the sets T, is a Choquet simplex. In order 
to show this, we recall some definitions and facts which may be 
found, for example, in [IO]. 
A regular Bore1 probability measure p on T, is said to represent 
an element t, in T, provided 
Every such measure represents some point of T, , and T, is called 
a simplex if each t, in T, is represented by a unique “maximal” 
probability measure. For our purposes a measure TV on T, is defined 
to be maximal provided 
whenever g is a real-valued continuous function on T, and g is the 
upper semicontinuous concave upper envelope of g, defined for each t 
in T, by 
g(t) = inf{h(t) : h affine and continuous on Tel}. 
(If T, is metrizable, then a probability measure on T, is maximal if 
and only if it is supported by T, . This fact makes the proof of 
Theorem 3.1 a bit simpler in case each T, is metrizable.) 
THEOREM 3.1. Suppose that T’ is the set of elements in S’ which 
are invariant for each I’= and that for each (Y in A the set T, of I’,- 
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invariant elements in S, is a simplex. Then an element t of T’ is an 
extreme point if and only if it is a product of functionals t, , each of 
which is extreme in T, . 
Proof. Choose 01 in A and let (X, , P,’ , e,) be the tensor product 
of the spaces (X, , Pa , ea), where /3 E A, B # 01. There is a natural 
embedding of (X, , P,’ , e,) into (X, P’, e). Let t E aT” and let t, 
be the restriction of t to X, . It suffices to prove that for x, E X, , 
X,EX,, 
(x, 0 x, 9 t> = (x, , LXX, 3 0 (3.1) 
Indeed, the semigroups I’,@ # a) act on (X, , P,’ , e,) in the obvious 
way, and it follows easily from (3.1) that t, E i3T, and t, is extreme in 
the positive normalized functionals on (X, , P,’ , e,) which are I’B 
invariant for each j3 # 01. An easy induction argument then completes 
the proof. 
In order to prove (3.1), let p be the unique maximal probability 
measure on T, which represents t, . We will produce a real-valued 
function v on T, x X, with the following properties: 
(i) t -+ qo(, x) is bounded and Bore1 measurable for each x in X, . 
(ii) x -+ cp(t, x) is linear, positive, normalized and I’,-invariant 
for p-almost all t in T, . 
x E Xiii) (x, @ x, t) = Jr, (x, , t) p)(t, x) dp(t) whenever x E X, , 
S* 
Suppose that we have produced such a function v. We can then 
show that p is a point mass at some point s, in T, . From property (iii) 
it would then follow that 
whenever x, E X, , x E X, . Since y(sa , e,) = 1, this would yield 
t, = s, and (3.1) would follow immediately. Suppose then that p is 
not a point mass. This means that is it not extreme in the set of 
probability measures on T, , hence ([IO], p. 65) not extreme in the 
maximal probability measures on T, ; i.e., there exist maximal 
probability measures p1 # pa such that p = 8 t+ + 4 t~s . From the 
properties listed above for 9, we see that t = + t1 + Q t2, where t1 
and t2 are the elements of T’ defined on elements of the form x, @ x 
bY 
cx, 0 x, t9 = j,= cxa , 0 dt, x) 44th i = I, 2. 
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Since T, is a simplex, the distinct maximal measures y, and pz 
represent distinct points of T, , and hence (x, @ e, , t’) # 
(x, 0 ear , t”} for some x, in X, . This, of course, contradicts the fact 
that t is extreme, so that p must be a point mass. 
We now prove the existence of the function qz If x E X, , with 
0 < x < e, , define a functional tX on X, by 
(x, , tx> = (x, 0 x, t> (xm E X,). 
This is clearly positive (but not necessarily normalized) and t” < t, . 
Since T, is a simplex, the affine mapping from the maximal probability 
measures on T, to the points they represent is one-to-one and extends 
by homogeneity to an affine order-preserving map between the cones 
generated by these two sets. This implies that there is a nonnegative 
maximal measure $ corresponding to tX, and that ,L= < p (the 
maximal measure representing t& By the Radon-Nikodym theorem 
there exists a Bore1 function t --f p(t, x) on T, such that 0 < q~ < 1 
and 
whenever x, E X, and x E X, , with 0 < x < e, . In order to define 
p)(t, x) for all x in X, , we first show that it is affine for 0 < x < e, 
and then extend linearly. To this end suppose that xi E X, , with 
0 ,< xi < e, (i = 1,2) and that the number a satisfies 0 < a < 1. 
Define t,!~ on T, by 
2$(t) = p)(t, uxl + (1 - a) x2) - ap(t, xl) - (1 - u) p(t, x”). 
We want to show that z,L = 0 a.e. p. By virtue of (3.2) and linearity 
of t we have 
s (% 9 0 w Mt) = 0 6% E XJ. 76 
Thus, 
so that the measures p and (1 + q!~)p both represent t, . 
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Since 0 < y < 1, we have 2 3 1 + # > 0, so that (1 + #)p is 
positive; (e, , t,) = 1 implies that it is a probability measure. If we 
show that (1 + $)p is maximal, then uniqueness implies that I/J = 0 
a.e. t.~. But if g is any continuous real-valued function on T, and g is its 
upper envelope, then g - g > 0 and hence (CL being maximal) 
0 = 2 I(2 -A 4 3 j- (E - g)U + $4 4 > 0, 
so (1 + #)p is maximal. 
We have now defined ~(t, x) for all t and x, and it is clear that 
properties (i) and (iii) hold and that ~(t, x) > 0 if x 3 0. To show 
that x --t ~(t, x) is ra-invariant for each /I # a, it suffices to prove it 
for 0 < x < e, . Here it is obvious, since replacing x by yax ( yg E r,) 
does not change t”, hence does not change $, and therefore does not 
change the derivative F(*, x). It is also clear that te = t, , so y( *, e) = 1 
and this part of the proof is complete. The converse is now an 
immediate consequence of Lemma 2.1. 
The following easy consequence of Theorem 3.1 will be useful in 
applications: 
PROPOSITION 3.2. If each T, is a simplex, then T’ = TA. 
Proof. It is always true that P’ CPA, hence T’ 1 TA. If t E aT’, 
then Theorem 3.1 shows that t is a product functional, hence is 
positive on PA, so t E TA. By weak* compactness and the Krein- 
Milman theorem this shows that T’ = TA. 
As noted in (5.6), there are cases when S’ # S .^ The above 
argument shows that in this case not every extreme point of S’ is 
a product functional, unlike the situation for S* shown in Theorem 2.2. 
Suppose that for each a! in A there is a semigroup I’: of positive 
normalized operators on X, which contains r, . Let TL be the subset 
of rl-invariant elements in T, and let T’ denote the I’:-invariant 
elements of T’. We then have the following corollary to Theorem 3.1: 
COROLLARY 3.3. If each T, is a simplex, then a functional t in T’ 
is extreme if and only if it is the product of functionals t, , each of which 
is extreme in TL . 
Proof. We need only show that each TL is a simplex. This is a 
consequence of an argument of Choquet ([8], Proposition 3.2) which 
shows that the invariant elements of a simplex form a simplex. 
SOME APPLICATIONS OF TENSOR PRODUCTS 189 
4. 
In this section we assume that the index set A is injinite. We wish 
to consider the tensor product X of infinitely many copies of a fixed 
space (X, P, 4 [ one copy for each 01 in A], but in order to give a 
precise formulation of our results we assume that we have a family of 
spaces ((& , Pa ,eJ : 01 E A), that for each 01 there is an isomorphism 
lpm :x+x, 
such that q,P = P, and v,(e) = ear , and that (X, P’, e) is their 
tensor product. Let G denote the group of all permutations o of A, 
each of which leaves fixed all but finitely many elements of A. The 
group 6 acts in a natural way as a group of automorphisms of 
(X, P’, e), the action being determined by 
Let T’ denote the subset of S’ (the normalized functionals which 
are positive on the cone P’) consisting of the G-invariant functionals. 
Thus, 
SET’ iff <x, s> = (ux, s> for each u in 6. 
Suppose that s E S, the set of positive normalized functionals on 
(X, P, e). The product of s with itself (one factor for each 01 in A) 
defines an element p)(s) of T’. More precisely, we define p)(s) in TV by 
The map q~ is easily seen to be a weak* continuous bijection from S 
into TV, and the aim of this section is to characterize the set 8T” of 
extreme points of T’ by showing that q~ is a homeomorphism from S 
onto aT’. Unfortunately, such a theorem does not readily yield the 
Hewitt-Savage theorem since the countably-additive probability 
measures on an arbitrary measure space need not be the set of all 
normalized positive functionals on a suitable space of functions. 
In order to obtain an easily applied result, we will consider certain 
convex subsets of T’ which satisfy condition (C) described below. 
If t E T’ and x E X, define t, on X as follows: For any xF , choose 
CYEA, a$F, and let 
cxF 7 t,> = (XF @ %b% t>* 
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Since A is infinite, we can always choose such an 01, and since t is 
G-invariant, the result is independent of which 01 we choose. It is 
clear that t, is positive and linear, but it may fail, of course, to be 
normalized. 
If t E TV and cy E A, define a positive normalized functional p(t) 
on W, P, 4 by 
<XT m> = (944~ 0. 
Since t is G-invariant, the functional p(t) does not depend on a; it is 
convenient to think of p(t) as “the restriction of t to X.” 
We say that a subset T of T’ sat&-jies condition (C) provided it 
satisfies 
(C,) If t E T, then p)p(t) E T; 
(C,) If t E T and x E P, then t, is a constant multiple of some 
element of T. 
There are several sets which satisfy condition (C). An obvious one 
is T’ itself, so the theorem which follows yields the characterization 
of aT” mentioned above. A second such set will be described below, 
and a third will be used to obtain the Hewitt-Savage theorem in 
Section 5. 
THEOREM 4.1. Suppose that T is a convex set (not necessarily closed) 
which is contained in the set T’ of all G-invariant positive normalized 
functionals on (X, P’, e) and which satisfies condition (C). Then an 
element t of T is an extreme point of T if and only if it is a product 
functional. 
Proof. Suppose that t E aT. It suffies to show that for any finite 
FCAandorinA,withor$F,wehave 
<%“(a} > t> = (XF 9 Mxa 9 0, (4.1) 
since an induction argument then shows that t is a product functional. 
We can assume, without loss of generality, that x, = (p,(x), where 
x E P and e - x E P. If we define t, and t(c-s) as above, then [since T 
satisfies condition (C,)] both of these functionals are positive multiples 
of elements in T. Since t = t, + t(,+.. and t is extreme in T, there 
is a real number A(X) such that 
t, = h(x) t. 
Applying both sides of this identity to e, shows that 
h(x) = qg(e, 2 t> = <eF * CT> = <9&), t>; 
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since x rVtu) = xr @ IJJ~(X), this gives (4.1) whenever 0 < x < e. 
This latter order interval generates X, so (4.1) is valid for all x. 
Recall that if t is a product functional, then t = y&t), so we have 
just proved that 8T C yp(T). In particular, we have shown that 
aT” C ?,p(T’). Since y is continuous and since (clearly) p(T’) = S, 
this implies that 8T’ is contained in the compact set ~(8). By a 
standard reformulation of the Krein-Milman theorem (cf. r~ol), 
for each t in T’ there is a probability measure on the closure of aT” 
[hence on y(S)] which represents t. Carrying this measure to S 
(recall that g, is a homeomorphism), there is a probability measure p 
on S such that for any x in X, 
<x9 t> = 1, (x, ds)> 444. (4.2) 
From this we can deduce a sort of Schwartz inequality: If x, E X and 
t E T’, then 
<xF , t>’ < (XF @ x,F , t> (4.3) 
whenever u E 6 is such that F and uF are disjoint. Indeed, for any s in S, 
q(s) is a product functional and hence 
(XF @ XoF , &)) = <xF 3 ds))(x,F, ‘?‘(+ = (XF , P)(s)>2. 
It follows from (4.2) (and th e usual Schwartz inequality) that 
(XF @ x,F > t> = 1 (XF 9 ds>>2 d!‘(S) 
Now, suppose that t E T and let s = yp(t). By (C,), s E T and we 
want to show that s is extreme in T. If there exist t, , t, in T with 
s = * (tl + t2), then the fact that s is a product functional [and 
each ti satisfies (4.3)] h s ows that for any xF and any CJ for which F 
and OF are disjoint, 
t(<XF, tl) + <xF I t2>)” = (XF, +2 
= <XFOX,F, s> = i&F @ x,F , tl) 
+ i(xF 8 xoF, t2> 
2 i[<xF, td2 + <xP , t2>‘]. 
This implies that (xF, tl) = (x, , t2), so t, = t, , and the proof is 
complete. 
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Another set to which the above theorem applies is the convex set 
of all r-invariant functionals in T’, where r is a semigroup of positive 
normalized linear maps of X into itself, defined as follows: 
Let r be an arbitrary semigroup of endomorphisms of (X, P, e) 
containing the identity map. Let I’ be the Cartesian product of 
semigroups r, , 01 E A, each of which is isomorphic to l7 The action 
of r on (X, P’, e) is defined as follows: 
If Y = (y&e4 7 then PF = CLF ~~lY~~~(~~). 
If t E T’ and is r-invariant, then the restriction p(t) is r-invariant 
on X, hence cpp(t) is r-invariant. This shows that the r-invariant 
elements satisfy condition (C,). Since (C,) is readily verified, the 
following corollary is an immediate consequence of Theorem 4.1: 
COROLLARY 4.2. A r-invariant functional t is extreme among the 
I’-invariant elements in T’ if and only if t is a product functional, i.e., 
if and only if t is the product yp(p(t) of the r-invariant functional p(t). 
Another consequence of Theorem 4.1 and the remarks at the end 
of Section 1 is the following: 
COROLLARY 4.3. Every positive normalized functional on (X, P’, e) 
which is G-invariant is necessarily positive on PA. In other words, 
T’ C S .^ 
Proof. If t E TV, then, by the Krein-Milman theorem, for every 
x in X there is a measure p on the closure of aT” which (by 
Theorem 4.1) is contained in S such that for all x E X 
Therefore, by definition of PA if x E P ,^ then (x, s) > 0, hence 
(x, t> 2 0. 
5. 
In this section we are going to give some applications of the 
theorems proved in the preceding sections to obtain generalizations 
of some theorems in measure theory and in the theory of group 
representations. 
Symmetric Probability Measures on Product Spaces 
Let A be an infinite index set and for each cy in A, let !& be a set 
with a u-field of subsets B, . Let X, be the real linear space spanned 
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by the characteristic functions of the sets in B, , let P, be the cone of 
nonnegative functions in X, , and let e, be the constant function 1. 
It is clear that (X0 , P, , e,) is a partially-ordered space with order 
unit err . The set S, of positive normalized functionals on (X= , P, , e,) 
consists of the finitely-additive probability measures on (a, , B,). 
Let T, be the convex subset of all countably additive probability 
measures on (Q, , BJ. We obtain a concrete realization of the tensor 
product (X, P’, e) of the spaces (X, , P, , eJ as follows: 
Let Q be the Cartesian product of the sets Q, , oi E A, and let B 
be the field generated by the cylinder sets with bases in the B, . 
We can identify X with the space generated by the characteristic 
functions of sets in B by simply letting an element xF = aqEF x, 
correspond to the function 
(%),EA --+ rp(%). 
Under this correspondence the cone P’ is mapped onto the cone of 
positive functions in X and e is mapped onto the function 1. It follows 
that S’ is the set of all finitely-additive probability measures on (Q, B). 
Suppose now that each (S;r, , B,) is isomorphic to a fixed measurable 
space (52, B), with (X, P, e) being the corresponding space generated 
by characteristic functions of sets in B. Thus the spaces (X, , P, , e,) 
are each isomorphic to (X, P, e), and we can let the group of permu- 
tations of A act on (X, P’, e), as defined in Section 4. This action is 
the same as the one obtained in the following way: Let 6 act on 8 
in the obvious way; then let it act on (X, P’, e) by composition. 
These observations lead immediately to the conclusion that the set 
T’ of G-invariant members of S’ coincide with the set of all finitely- 
additive symmetric probability measures on (Jz, B) (as defined in [7]). 
Let T denote the subset of T’ consisting of the measures which are 
countably-additive on B (and as such, admit unique extensions to 
the least a-field containing B). 
THEOREM 5.1 (Hewitt-Savage). The extreme points of the set of 
jinitely-additive (countably-additive) symmetric probability measures on 
B are precisely the product measures ntiEA cub , where prc, = TV is ajinitely- 
additive (countably-additive) probability measure on (Q, B). 
Proof. The proof for the finitely-additive case is immediate from 
Theorem 4.1. In order to prove the countably-additive case we must 
show that T satisfies condition (C). If p is countably additive, then 
its restriction (as a functional) to (X, P, e) yields a countably-additive 
measure on B; hence the product measure obtained from this restric- 
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tion functional is countably additive, which proves (C,). Furthermore, 
if x E X with 0 < x < e, and if t E T, then since 0 < (x, t,) < 
(x, t) for each x > 0 in X, the measure corresponding to t, is also 
countably additive. Thus, (C,) holds and the proof is complete. 
It is possible to obtain a similar theorem from Corollary 4.2 if we 
consider r-invariant symmetric finitely-additive probability measures, 
where r is the product semigroup obtained from a semigroup of 
measurable transformations on (Q, B). 
Banach *-Algebras 
The infinite tensor product of Banach *-algebras has been investi- 
gated by several authors [5,12,16,17] ; most recently by Guichardet 
in [S]. These authors have dealt mainly with different norms in the 
infinite tensor product rather than with the order. The results we 
present here cover some of the results obtained previously. Our 
Theorem 5.2 generalizes a theorem of Guichardet [5] in such a way 
as to yield a result obtained by Thoma [14] for restricted direct 
products of countable discrete groups. Results from Section 4 imply 
new facts about tensor products of Banach *-algebras and generalize 
the results of Thoma not only in replacing “countable” by “arbitrary” 
but also in replacing “traces” by “states”, a result which does not 
seem to be easily obtainable by the methods in [7j or [1.5]. 
Let % be a Banach *-algebra with unit e. Let X be the real linear 
subspace of U consisting of the elements x such that x* = x. Let P 
be the cone generated by the elements xx* with x in 21. Clearly e is 
an internal point of P since 
is convergent to an element y in X if x E X, h is real and (1 hx /( < 1, 
and y satisfies y2 = e + Xx. Thus, to each Banach *-algebra with 
unit corresponds a partially-ordered linear space with order unit 
CII E A, be a family of Banach *-algebras with unit e, and 
define thi’tensor product A of A, by 
where for finite F’, F” C A, the linear mapping iFelF* is defined by 
iF’,F’ : 
SXEFf C&F‘ oeF’\F’ 
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One sees that A is a *-algebra when multiplication and involution 
are defined by 
For each LY in A let (X, , P, , e,) be the corresponding partially-ordered 
space and let X be the tensor product of X, , Q: E A. It is clear that 
X={XEAIX=X*}. 
If P* is the cone generated by the elements xx* with x in A and P’ 
the cone defined as in Section 1, then we have 
P’ c P”, (5-l) 
which implies that (X, P*, e) is a partially-ordered linear space with e 
as order unit. 
Let S ,^ S* and S’ denote the sets of positive normalized functionals 
on (X, PA, e), (X, P*, e) and (X, P’, e), respectively. Since A is the 
complexification of X, each functional on X has a unique extension 
to a (complex) linear functional on A; so from now on all the func- 
tionals on X and X, shall be regarded as functionals on A and A,, 
respectively. 
If s is a product functional (i.e., s E S = n S, , where S, is the 
set of all positive normalized functionals on A,), we have of course 
(zx=,s) = GF(xU,s,) forall x,eA, andfinite FCA; (5.2) 
and moreover, 
(xx*, s) > 0 for all XEA. 
Indeed, let 
x = $ p.I 3 
5 OL 
where x~,~ E A,. Then, by (5.2), 
(5.4) 
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If <%.& , s,> = 4j 7 then the positivity of s, implies that the 
matrix (a$) is nonnegative definite. It is well known and not difficult 
to verify directly that the matrix (bii) with b,, = noroF azj is then also 
nonnegative definite, where, by (5.4), 
(xx*, s} = 2 ZQj 3 0. 
id=1 
Since, by Corollary 2.3, the set S contains all the extreme points of S^, 
(5.1) and (5.3) give 
sAcs*cs’. (5.5) 
The *-algebra A has two natural norms which, following Guichardet 
[5], are defined by 
11 x (I* = sup{(xx*, s)1/2 1 s E SA> 
I/ x /I” = sup((xx*, s)lj2 j s E s*>. 
In general these two norms are not equivalent (cf. Guichardet [5]), 
which shows that in some cases 
SA # S’. (5.6) 
If all the A, are C*-algebras, then the completion of A in (1 . I].+ and 
11 * 11” is denoted by @* A, and 0’ A, , respectively. It is clear that 
the set of positive normalized functionals on the C*-algebra 0’ A, 
(i.e., the set of states of 0’ A,), is precisely S*. 
Let T’ be the subset of S’ consisting of functionals t such that 
<XY, t> = (yx, t> for all x, y in A. 
(5.7) 
This identity is equivalent, in fact, to 
(y,lxy, , t> = (x9 t> for all XEA, ya~ror, orEA, (5.8) 
where r, is the group of invertible elements in A,. [Indeed, the 
validity of (5.8) for all x in A implies (y;ixyF, t) = (x, t) whenever 
y, = @sEFydl, with each y= invertible in A, . But elements of this 
form linearly generate A. This follows by induction from the fact 
that if 1 X 1 is sufficiently small, then e, + Xy, is invertible in A, .] 
For each 01 in A the restriction T, of T’ to X, consists of positive 
normalized functionals t, on A, such that 
<%Y, 9 ?J = <Y&x 9 0 for all x,, yap A,. 
If A, is a C*-algebra, the elements of T, will be called normalized 
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traces and the extreme points of T, will be called characters. A known 
theorem (cf. [4J and [13]) asserts that T, forms a simplex (which in 
case A, is separable is equivalent to the uniqueness of decomposition 
of a trace into characters; cf. [3], p. 165). 
The set of normalized traces on A is clearly the subset T* of S* 
consisting of the elements t which satisfy (5.7); i.e., T* = S* n T’. 
Let T^ = S^ A T”. By (5.8) t i is clear that T” and T’ are subsets of 
S^ and S’, respectively, consisting of all those points which are 
invariant under the action of the groups r, , 01 E A. The restrictions 
of TA and T’ to X, are equal and form a simplex. Thus, by Propo- 
sition 3.2, T^ = T* = T’ and the following theorem is an immediate 
consequence of Theorem 3.1: 
THEOREM 5.2. A functional t is a character on A (on 0’ AJ 
if and only if t is the product of its restrictions to A, , 01 E A, each of 
which is a character. 
This theorem is a generalization of a result of Guichardet [5] who 
proved a similar theorem with @* A, in place of 0’ A, . Theorem 5.2 
implies a result of Thoma [14] on primary unitary representations of 
restricted direct products of discrete groups. This does not seem to 
be a straightforward consequence of Guichardet’s theorem mentioned 
above. We will express this result (as does Thoma) in terms of traces 
and characters, referring the reader to standard works (e.g., [3] or l-131) 
for information about the connections between representations of 
groups, traces, positive-definite functions, and characters. 
Let G be a discrete group. By the F-group algebra % of G we mean 
the C*-algebra obtained by completion of Z,(G) in the norm 
11 x // = sup(x * x*, F’)l/Z, 
where x * y is the convolution of x and y, x*(g) = x( g-l) and the 
supremum is taken over all normalized positive-definite functions 
on Z,(G). The set of traces on % is easily identifiable with the set of 
positive definite normalized functions on G which are invariant under 
inner automorphisms of G; cf. [13]. 
Let G, , 01 E A, be a family of discrete groups and let G be their 
restricted direct product. An immediate verification shows that the 
tensor product L of the Banach *-algebras Z,(G,), OL E A, is canonically 
isomorphic with a dense subset of Z,(G). In fact, if g = ( gJ E G and 
x = gareF x, E L, then x defines an element of Z,(G) by 
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where F’ = supp( gJ = (CX / g= # l> and e, , the unit of the Banach 
*-algebra Z,(G,), is the characteristic function of the set consisting of 
the identity of G, . Thus any positive-definite normalized functional 
on Z,(G) defines a unique positive-definite functional on the tensor 
product A of the C*-group algebras A, of G, ,01 E A, and as such is 
uniquely extendable to 0’ A,. This shows that 0’ A, is the 
C*-group algebra of G. Thus, by Theorem 5.2 we obtain the following 
theorem: 
THEOREM 5.3. [Thoma] A f uric ion t q~ on the restricted direct 
product G of discrete groups G, , 01 E A, is extreme in the set of the 
positive-de$nite normalized functions on G and invariant under inner 
automorphisms of G if and only if it is the product of function qua , each 
of which is extreme in the set of positive-definite normalized functions 
on G, invariant under inner automorphisms of G, . 
Corollary 3.3 indicates how this can be generalized to the sets of 
positive-definite normalized functions invariant under semigroups r, 
of endomorphisms of G,, 01 E A, which contain the inner automorphisms. 
Finally, we show how an application of Theorem 4.1, applied to 
tensor products of Banach *-algebras, generalizes a theorem of T homa 
in [15]. 
Let A be an infinite set, and for each 01 in A let A, be the C*-algebra 
isomorphic to a fixed C*-algebra 3. If 6 is the group of finite permu- 
tations of A, then 6 acts as a group of automorphisms of the tensor 
product A of A,, 01 E A, (as defined in Section 4) which extends in 
a natural way to 0’ A, . Let T be the set of all positive normalized 
functionals on A which are G-invariant. Since any positive normalized 
functional on A extends uniquely to a state of 0’ A, , T is the set of 
states on 0’ A, invariant under the group 6 of automorphisms of 
0’ A, , A straightforward application of Theorem 4.1 gives the 
following result: 
THEOREM 5.4. A state t on 0’ A, is extreme in the set of all 
6-invariant states if and only if t is the power of a state t on ‘u; i.e., 
C&F % 9 t> = LF <xx, 0. 
If we allow a semigroup r of endomorphisms to act on ‘u and we 
transfer its action to each of the A,, 01 E A, and denote it by l7, , 
then by Corollary 4.2, we obtain the following theorem: 
THEOREM 5.5. A state on Q’ A, is extreme in the set of B-invariant 
states which are invariant under the natural action of the semigroups 
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r 01 E A, on A, if and only if it is a power of a state on ‘u invariant 
u?LLr r. 
Since traces on 0’ A, are those states which are invariant under 
the action of certain groups of automorphisms F, , see (5.8), this gives 
the following result: 
THEOREM 5.6. A trace on 0’ A, is extreme in the set of all traces 
which are 64nvariant if and only if it is a power of a trace on %. 
COROLLARY 5.7. Let r be a group of automorphisms of a group G. 
A function + on the restricted direct power G of G is extreme in the set 
of positive-de$nite normalized functions cp on G such that 
if and only if there is a positive-definite normalized function # on G 
which is r-invariant and + is a power of #; i.e., 
Thoma proved this corollary in the case where A and G are 
countable and r is the group of inner automorphisms of G. It is easy 
to deduce our corollary from Thoma’s result in case r contains the 
group of inner automorphisms of G, but this does not seem to go 
through if I’ is small; e.g., if I’ consists only of the identity map. 
It is clear that the correspondence established between products 
of extreme functionals (traces, positive-definite functions) invariant 
under semigroups of endomorphisms and the extreme functionals on 
tensor products (of C*-algebras, l,(G)) in each case is a weak* 
homeomorphism which extends to the closure of the corresponding 
sets. 
EXTREME FUNCTIONALS IN THE DUAL BALL OF A 
PRODUCT OF NORMED SPACES 
Suppose that for each a! in A, the space X, is a normed linear space 
(not necessarily partially ordered) with norm 11 [Ia . Let U. denote the 
unit ball of X,* , and let U = nOLEA U, . If F is a finite subset of A 
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and X, = QCtEF X, , then X, can be embedded in C(U) by defining, 
for XF = @a@ xa , 
and extending linearly. Let X be the union (linear span) of the 
subspaces X, . The supremum norm induces a norm on X which 
clearly satisfies 
whenever x, = BwEF x, ; i.e., Ij . * ]I is a “crossnorm” on each X, . 
This coincides on X, with the so-called “least crossnorm” [I]. 
By taking each r, to consist only of the identity map on X, and 
replacing T, by U, , S by U and T’ by U*, the proof of Theorem 2.2 
applies to yield a proof of the following theorem. We omit the details 
since the only changes are those which simplify the proof by essentially 
eliminating the semigroups r, . 
THEOREM 5.8. An element u* of the unit ball U* of X* is an 
extreme point if and only if it is a product of functionals u, , each of 
which is extreme in U, . 
The “only if” part of this theorem was proved for the product of 
two Banach spaces by Ivan Singer [II], whose proof suggested the 
one used here. (A partial converse is asserted in [12], but the proof 
is in error.) It is possible to prove a “I’,-invariant” version of the 
above theorem, by not specializing the semigroups r, to the identity 
operator in the proof of Theorem 2.2. 
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