Abstract. We provide a general framework to study convergence properties of families of maps. For manifolds M and N where M is equipped with a volume form V we consider families of maps in the collection {(φ, B) : B ⊂ M, φ : B → N with both measurable} and we define a distance function D similar to the L 1 distance on such a collection. The definition of D depends on several parameters, but we show that the properties and topology of the metric space do not depend on these choices. In particular we show that the metric space is always complete. After exploring the properties of D we shift our focus to exploring the convergence properties of families of such maps.
Introduction
The study of collections of maps between smooth manifolds, particularly of embeddings or diffeomorphisms, has recently attracted a lot of interest [1, 3, 19, 20, 21] . Having a distance function defined on a collection of such mappings gives the collections the structure of a metric space about which new questions may be posed, as it is for instance done in [22] .
In [20] it is shown that if M and N are symplectic manifolds with B t ⊂ M for each t ∈ (a, b) ⊂ R and {(φ t , B t ) | t ∈ (a, b) and φ t : B t → N } is a smooth (see Definition 5.1) family of symplectic embeddings such that 
This result starts with a collection of embeddings which do not necessarily converge and then assures the existence of an embedding from the union of their domains, which takes the place of the limit of these embeddings. A natural next question is given some collection of embeddings which does not converge how much does each embedding need to be changed in order to get a collection which does converge. In particular we are interested in situations in which each element of the collection must only be perturbed by an arbitrarily small amount in order to produce a new converging family, which is of course stronger than just requiring that an embedding of the union of their domains exist as in the result above. In our case, again unlike in the result above, we are more interested in the nature of the family of embeddings than the existence of such a limiting embedding. This leads us to the problem of formalizing what we mean by a small perturbation. To address this we define a distance function on maps which do not necessarily have the same domain. Putting a metric on maps is exactly what is done when studying L p spaces, and once our distance is defined we will explain the relationship between our distance and the L 1 norm in Remark 1.6. Considering families of maps with different domains is absolutely essential for applications, see for instance the work of Pelayo-Vũ Ngo . c [20, 21] . Suppose that the maps are defined on subsets of a smooth manifold M with a volume form V to a complete Riemannian manifold 1 N with natural distance d. By this we mean that if g is the Riemannian metric on N and y 1 , y 2 ∈ N then d(y 1 , y 2 ) = inf{ 1 0 g(γ (t), γ (t)) dt | γ : [0, 1] → N is continuous with γ(0) = y 1 and γ(1) = y 2 }. Throughout the paper by metric we will always mean a metric function on the space and if referring to a metric tensor we will always specify the Riemannian metric. Also, it is well known (see the Hopf-Rinow Theorem [11, Satz I] ) that (N, g) being a geodesically complete Riemannian manifold is equivalent to (N, d) being complete as a metric space so throughout this paper we will call such a manifold complete without specifying. Let µ V be the measure on M induced by V. That is, for any A ⊂ M we have µ V (A) = A V. Now we will define the set of maps we will be working with (shown in Figure 1 ). B φ ⊂ M a nonempty measurable set and φ : B φ → N a measurable function which we will frequently denote by M when M and N are understood and we will also frequently write only φ where the domain is understood to be denoted by B φ . Also let F(M) = {(φ t , B t )} t∈(a,b) ⊂ M | a, b ∈ R with a < b .
In fact, for the remaining paper we will denote by F(S) the collection of one parameter families in a set S indexed by an open interval 2 in R. A reasonable first guess for the "distance" between two elements in M would be to integrate a penalty function over M . That is we start with a function which assigns a penalty at each point in M depending on how different the mappings are at that point, and then compute the "distance" between the two mappings by adding up all of these penalties via integration.
For each point in the symmetric difference, we know that one mapping acts on it while the other does not, so we assign it a maximum penalty of 1. For each point which is in the intersection of the domains, we simply find the distance between where each map sends the point, cut off to not exceed a maximum value of 1, and use this as the penalty. From this motivation we have with the following definition. Notice that we need the minimum in the definition of p d φψ to make sure that any point on which both mappings act is not penalized more than the points which are only acted on by one mapping. It is worth noting that even though the choice of the constant 1 may seem arbitrary it is shown in Proposition 2.3 that any positive constant may be used instead and the induced distance will still be strongly equivalent (see Definition 2.1). Also, as long as d is chosen so that the metric space (N, d) is complete (which can always be done [18, Theorem 1] ) the choice of d will not change the properties of the induced metric.
However while D In fact, the problem of D d M evaluating to infinity is even worse than it seems. Suppose that φ t (x) = (x, t) takes R into R 2 for all t ∈ (0, 1). Using the notation from above in this case we have that M = B φt = R for all t ∈ (0, 1) and N = R 2 with d R 2 the usual distance.
Then φ t has a pointwise limit of φ 0 (x) := (x, 0), but despite this we have that D M on the set S and cannot evaluate to infinity. The problem now, of course, is that we no longer have just a single metric with information about all of M but instead have an infinite family of metrics which each have information about only one finite volume subset of M . We solve this last problem by recalling that any manifold admits a nested exhaustion by compact sets, which must each have finite volume. For the remaining portion of this paper by exhaustion we will always mean a countable nested exhaustion In light of Theorem A we can now make the following definitions.
{Sn} (φ t , φ) = 0 for one, and hence all, choices of {S n } ∞ n=1 and d, we write {Sn} is similar to the L 1 norm, but there are several differences. It is noteworthy that any measurable mapping from M to N is "integrable", by which we mean that we can evaluate the distance between any two measurable mappings to get a finite number. This is why we can let any such map be in M, as opposed to the case of L p spaces in which we must only consider integrable functions which have growth restrictions. In Example 2.13 we work out a specific case which does not converge in L p for any p but does converge with respect to our distance. There are many instances in which L p spaces have been generalized. For example, many authors [5, 7, 8, 12] have explored generalizing L p spaces by letting p be replaced by a function p(x) which varies in the space. These papers, though, still only consider the case of real valued functions. In [2] the author studies functions with values in a metric space, as we do here, but he does not require any manifold structure and he only examines subsets of R n . Finally, in [23] the author studies L p functions on manifolds, but again these functions are required to take values in R. In all of these cases the authors are generalizing the important concept of L p functions, but only in our case can we examine all measurable functions between fixed manifolds and even functions with different domains.
We are able to use the connection with L p spaces to prove a portion of Theorem A. We use the well known result that L 1 is complete to prove that as long as the target manifold 6 Here we should note that all of the information about D . Then, with
we say that {(φ t , B t )} t∈(a,b) converges to (φ, B) almost everywhere pointwise as t → c in M and we write φ t a.e.
− − → φ as t → c. We notice that if a family {(φ t , B t )} t∈(a,b) ∈ F(M) (for a, b ∈ R with a < b) converges to φ ∈ M almost everywhere pointwise as t → c ∈ [a, b] then it converges to φ in D as t → c. This gives us our second theorem.
Now that we have a good understanding of (M ∼ , D) we will show one possible application of this metric. There are many different directions one could head from this point, but since there is research already being done regarding the convergence properties of families of embeddings [20, 21] we will pursue an application in that field. We will use D to study families of embeddings which do not converge to an embedding and quantify how far they are from converging. With this in mind we make the following definitions.
Definition 1.9. Let a, b ∈ R with a < b, ε 0, and {(φ t , B t )} t∈(a,b) ∈ F(M). We say that a smooth family {(
− − → φ as t → a; (2) lim B t ⊂ B and B t = B t for all t ∈ (a, b);
7 This in particular requires that the domains converge as sets as is described in Definition 4.1.
We define the radius of convergence of a family via
there exists a smooth convergent ε-perturbation of {(φ t , B t )} t∈ (a,b) .
Notice in part (2) of Definition 1.9 we make some requirements on the domains. This is so that we cannot simply remove from the domains a set of measure zero which includes the singular points. It is important to notice that, unlike many of the properties we have introduced so far, r Theorem C. Let a, b ∈ R with a < b, {(φ t , B t )} t∈(a,b) be such that (φ t , B t ) ∈ M for each t ∈ (a, b), and let r d {Sn} be the radius of convergence function associated to a complete Riemannian distance d on N and an exhaustion of finite volume nested sets
This theorem is important in the study of families with r d {Sn} = 0 because to characterize such families we may assume right away that there exists some limit φ 0 and study its properties in order to understand the family we started with. In the final section we explore some ideas about the open questions about this function r d {Sn} including restricting to embeddings with specific properties and considering a converse of Theorem C in the case in which the domains do not eventually shrink or stabilize.
1.1. Outline of paper. In Section 2 we define the space of maps over which we will be working, we define the distance D, and we prove several of its desirable properties including some parts of Theorem A. In Section 3.1 we prove a variety of Lemmas that will be needed in Section 3.2 to prove the rest of Theorem A. Next, in Section 4 we examine the convergence properties of D and prove Theorem B. Finally, in Section 5 we use what we have established in the preceding sections to study families of embeddings which do not converge to an embedding and prove Theorem C. In our last section, Section 6, we comment on how the ideas from this paper can be used to further study such families.
Definitions and preliminaries
2.1. Defining the distance. Let M be an orientable smooth manifold with volume form V and let N be a smooth Riemannian manifold with natural distance function d. Again let µ V be the measure on M induced by the volume form V. In this section we will prove all but the completeness statement in Theorem A, which is postponed to Section 3. Recall the different notions of equivalent metrics. The use of these terms varies, but for this paper we will use the following conventions. (1) topologically equivalent if they induce the same topology on X; (2) weakly equivalent if they induce the same topology on X and exactly the same collection of Cauchy sequences; (3) strongly equivalent if there exist c 1 , c 2 > 0 such that
Now we define the following function.
otherwise. In Definition 2.2 we have a family of functions depending on the choice of α > 0, but in fact these will induce strongly equivalent metrics.
and also notice that
So Proposition 2.3 means that the choice of α > 0 will not matter when we use D d,α S to define a metric, so henceforth we will assume that α = 1. That is, for any finite volume subset S ⊂ M we have D 
.
This proposition has a trivial proof. Before the next Proposition we have a definition.
Definition 2.5. Suppose a, b ∈ R with a < b and c ∈ [a, b]. For a set X and a function
we say that a family {a t } t∈(a,b) ⊂ X is Cauchy with respect to F as t → c if for all ε > 0 there exists some δ > 0 such that 
Proof. Let ε > 0 and fix some compact subset S ⊂ M . Then S ⊂ ∞ n=1 S n = M and since S has finite volume and the S n are nested we can find some
Now that we have this fact we will prove the three properties.
(1) It is sufficient to assume that a = c = 0 and b = 1. Suppose that {(φ t , B t )} t∈(0,1) is Cauchy with respect to D + ε /2. Now, since this family is Cauchy with respect to D d {Sn} we can find some δ ∈ (0, 1) such that s, t < δ implies
Using the expression for D d
{Sn} from Proposition 2.4 we have that
Finally, we have that for s, t < δ
The converse is easy and the proof of (2) is similar to the proof of (1).
Sn (φ, ψ) = 0 for all n. For any ε > 0 from the fact above we know we can choose some I such that
Suppose that there is some set of positive measure in B φ ∩ B ψ for which φ = ψ. Then since manifolds are inner regular there exists some compact subset of positive measure K on which they are not equal. But this implies that
be an exhaustion of M and let d be a metric on N induced by a Riemannian metric. Suppose that (φ,
Given the new information in Proposition 2.6 we can prove the following important Proposition. Proof. Fix some {S n } ∞ n=1 a compact exhaustion of M and let φ, ρ, ψ ∈ M. It is a straightforward exercise to show that
for each x ∈ M and thus
It should be noted that this inequality would not hold without the minimum in p d φψ . From here we can see that if φ ∼ ρ then
and similarly the opposite inequality is true as well. So
{Sn} is well defined on M ∼ and satisfies the triangle inequality on M we know that it satisfies the triangle inequality on M ∼ and similarly we know that D d {Sn} is symmetric on M ∼ . Proposition 2.6 parts (1) and (2) {Sn} for any choice of compact exhaustion and the metric spaces for different choices of exhaustion are all weakly equivalent. Now we will show that this construction is actually independent of the choice of Riemannian metric on N as well. For the remaining portion of the paper we will use · to denote the usual norm in R k and d R k to denote the usual distance on R k .
Lemma 2.9. Fix any finite volume subset S ⊂ M and let a, b, c ∈ R with a < b and c ∈ [a, b].
Proof. It is sufficient to prove for a = c = 0 and b = 1. First, for t ∈ (0, 1) let
Now combining the above facts we have that
Finally fix ε > 0. Since R(x) > 0 for all x ∈ B ∩ S we know that the collection {D n } ∞ n=1
covers B ∩ S. Since B ∩ S has finite volume we know there exists some N ∈ N such that
This implies that for all t ∈ (0, 1) we have that µ V C t \ D N < ε /2. By Equation (1) we conclude that we can choose some T such that t < T implies that
Now we show that any choice of continuous metric on N will produce a weakly equivalent metric on M ∼ . S are topologically equivalent then we have proved the lemma by Proposition 2.6. It is sufficient to show that the same families indexed by (0, 1) converge so suppose
− − → φ 0 as t → 0 and we will show that φ t
− − → φ 0 as t → 0. Fix ε > 0 and without loss of generality assume that ε < µ V (S) . Let
Since d 1 and d 2 are weakly equivalent metrics for each y ∈ N there exists some radius r y > 0 such that the ball with respect to d 1 of radius r y centered at y is a subset of the ball with respect to d 2 of radius ε /3µ V (S) centered at y. Thus there exists some R :
for all x ∈ B 0 ∩ S.
} and notice that Equation (2) implies that C 
We conclude this section with the following lemma. Proof. Both d 1 and d 2 are continuous with respect to the given topology on N . This means that they are topologically equivalent metrics and so by Lemma 2.10 the result follows.
Remark 2.12. If M is finite volume, such as in the case that M is compact, then there is an obvious preferred choice to make when choosing the exhaustion, namely simply {M } itself. In such a case we will always use
There are also no choices now when defining convergent ε-perturbations or the radius of convergence except for the choice of metric on N .
2.3.
A representative example. To conclude this section will will work out an important example which will be referenced throughout the paper.
(shown in Figure 3 ) for k, m ∈ N with k < m where χ S is the indicator function for the set S ⊂ (0, 1). We can see that
for all possible values of k and m. We will use these functions to construct an example which is similar to the "traveling wave" example that is common in introductory analysis [9] except that our example changes height so it always integrates to 1. Consider the sequence
(as shown in Figure 4 ) and let φ 0 (x) = 0 for all x ∈ (0, 1).
Notice that this sequence does not converge pointwise to φ 0 for any point x ∈ (0, 1). Also Figure 4 . A few terms of {φ n }. It can be seen that each integrates to 1 and the "traveling waves" pass over every point infinitely many times, so pointwise convergence is impossible.
notice that since the integral of any element in this sequence is 1 we can conclude that this sequence does not converge in L 1 (or L p for any p ∈ [1, ∞]) either (as is mentioned in Remark 1.6), but it will converge with respect to D. This is because the measure of values in the domain which get sent to a number other than zero is becoming arbitrarily small, so we can conclude that lim
This example shows a case in which we have a family which does not behave well pointwise almost everywhere or with respect to the L p norm, but it does behave well with respect to D.
Of course, if we replace the indicator function with a bump function we can produce a sequence of smooth functions which has the same essential properties as these functions. In fact, for this example we have considered a sequence of functions instead of a continuous family of functions because it made it easier to describe the sequence, but we could easily extend this sequence to a smooth (see Definition 5.1) family of smooth embeddings of (0, 1) into (0, 1) × R indexed by t ∈ (0, 1) which has the same properties. , is Cauchy with respect to A f t − f s dµ V as t → c. Then there exists some f :
Proof. It is sufficient to show the result in the case that a = c = 0 and b = 1. For t ∈ (0, 1) we know that f t maps into R k so we may write it into components. Write
). Notice for any fixed j ∈ {1, 2, . . . , k} that
is complete we know for each j ∈ {1, 2, . . . , k} there exists some function f j : A → R such that
) for x ∈ A. Now, notice that for any x ∈ A we have
Finally, notice
Since A f j t − f j dµ V goes to 0 as t goes to 0 for any choice of j ∈ {1, 2, . . . , k} the result follows. 
and (φ, B) ∈ M be such that φ t D −→ φ as t → c and suppose there exists a fixed closed subset P ⊂ R k such that φ t (B t ) ⊂ P for all t ∈ (a, b). Then
and thus there exists some (φ , B ) ∼ (φ, B) such that φ (B) ⊂ P .
Proof. Without loss of generality assume that a = c = 0 and b = 1. Since P is closed notice that for y ∈ R k we have that inf p∈P {d R k (y, p)} = 0 implies y ∈ P where d R k is the standard metric on R k . Thus, if we let C = {x ∈ B | φ(x) / ∈ P } and
So it will be sufficient to prove that µ V (C n ) = 0 for each n ∈ N. Let S ⊂ M be compact and notice that φ t
This implies that lim
for any choice of compact S ⊂ M which of course means µ V (C n ) = 0 for each n ∈ N.
Lemma 3.3. Suppose that ρ : N → R k is an isometric embedding of Riemannian manifolds (ie, it preserves the metric tensor) and a, b, c ∈ R with a < b and c ∈ [a, b]. Then given some family {(φ t , B t )} t∈(a,b) ∈ F(M) and φ ∈ M we have that φ t D −→ φ as t → c if and only if
Proof. Let d N be the natural distance function on N and let d R k be the standard distance on R k . Then we may define a second distance function d 2 on N by
If we can show that these are topologically equivalent metrics on N then the result will follow by Lemma 2.10. Fix some y 0 ∈ N and let
Now notice that in general d 2 d N (see Remark 3.4), so we must only show that given some arbitrary R > 0 we can find some r > 0 such that b 2 (r) ⊂ b(R). Since b(R) ⊂ N is an open set and ρ is an embedding we can find some open set U ⊂ R k such that U ∩ ρ(N ) = ρ(b(R)). Now since U is open and ρ(y 0 ) ∈ U we can find some r > 0 such that
Now let y ∈ b 2 (r). Then we can see that Equation (3) tells us that ρ(y) ∈ U . Clearly ρ(y) ∈ ρ(N ) so ρ(y) ∈ U ∩ ρ(N ) = ρ(b(R)). Since ρ is injective we now know that y ∈ b(R).
Remark 3.4. An isometric embedding of Riemannian manifolds preserves the metric at each point, so it will preserve the length of curves, but often the shortest path between two points in ρ(N ) ⊂ R k (a straight line) is not contained in ρ(N ). This means that even though ρ preserves the metric the images of two points in R k may be closer than those two points are in N and this is why d 2 d N in the proof above. and metric on N induced by a complete Riemannian metric d. To do this we first have to prove several lemmas. We will start by considering mappings restricted to a compact set and indexed by (0, 1), but later it will be easy to generalize this to all of M by using a compact exhaustion and to arbitrary intervals. The first lemma proves the theorem in the special case that N = R k and all maps have the same domain. Proof. The proof has five steps. Figures 5 and 6 show how the proof works in a specific case.
Step 1: First we will define a new family {(φ n t , S)} t∈(0,1) ∈ F(M) for each n ∈ N. Since {(φ t , S)} t∈(0,1) is Cauchy with respect to D
Now for each n ∈ N we can define a new family {(φ n t , S)} t∈(0,Tn) by
Step 2: Next we will show that each family {(φ
S . Notice for any t, s < T n we have that φ n t (x) − φ n s (x) 1 so in fact we have that
Since for any x ∈ S we have that Figure 5 . Applying the proof of Lemma 3.5 to Example 2.13. In Step 1 we choose T 2 = 12 because 8 in this case φ 12 satisfies Equation (4) for n = 2 and we restrict each mapping to have values within the shaded area (within a distance of 1 /2 from φ T 2 ) to produce the family {(φ n t , S)}. In Step 2 we find the limit of those functions to define φ 2 0 . At the points in which this function takes values on the boundary of the shaded area we can see that the family is approaching a value outside of the shaded area, so in Step 3 we remove these points from the domain to form φ 
Step 3: In this step we will define φ n 0 for each n on all but a subset of measure less than
8 Recall that the functions in Example 2.13 are labeled in the opposite order for convenience.
Now define
Now we will show that φ n 0 is defined on all but a small subset of S. Let ε > 0 and pick some t < T n such that D
the we would have a contradiction because we can choose some n ∈ N such that 2 −n+2 < α. Thus we have that
Step 4: Next we must show that the limiting functions are equal on the overlap of their domains. That is, we must show for any m, n ∈ N that φ m 0 (x) = φ n 0 (x) for almost every x ∈ B m 0 ∩ B n 0 . Our first step towards this goal is to define E
and show that lim
Since E n t ⊂ B n 0 we know that for any x ∈ E n t we have that
and also that φ Tn (x) − φ n 0 (x) < 1 /4. Thus we may apply the triangle inequality to notice that
Thus we conclude that lim t→0 µ V (E n t ) = 0, as desired.
0 (x)} and we will show that µ V (C) = 0 to complete this step. Notice that for any x ∈ C \ (E
) and the right side decreases to zero as t → 0 we conclude that
and we know each term on the right goes to zero as t → 0. Since t does not appear on the left side we may conclude that
Notice that the function min{1, φ n 0 (x) − φ m 0 (x) } is strictly positive on C, so since integrating it over C yields zero we conclude that µ V (C) = 0.
Step 5: In this step we will define the map φ 0 : S → R k and show that it is the unique limit. Now define φ 0 (x) = φ n 0 (x) for any n such that x ∈ B n 0 . This map is well defined almost everywhere because the φ n 0 are equal almost everywhere on the overlap of their domains and ∪ ∞ n=1 B n 0 covers almost all of S. Now we must show this is the limit. Since we already know that {(φ t , S)} t∈(0,1) is Cauchy it is sufficient to choose a subsequence and show it converges to φ 0 . We will consider the sequence {(φ Tn , S)} ∞ n=1 . Fix some ε > 0 and pick N ∈ N such that 2 −n+2 < ε /3 for all n > N .
Thus we conclude that φ Tn
To show that this is unique suppose that there exists some other φ 0 :
Then for any compact set S ⊂ M and t ∈ (0, 1) we have that
For the next step we will continue to focus on a single compact set and the case in which N = R k , but this time we will allow the domains of the functions to vary.
which is Cauchy with respect to D as t → 0 to some φ 0 : B 0 → R k where B 0 ⊂ S. Moreover, among maps in M with domains a subset of S that share this property, φ 0 is unique up to ∼.
) be a family which is Cauchy as t → 0 and define π :
Thus for s, t ∈ (0, 1) we have that
. Now we can see that { φ t , S} t∈(0,1) must be Cauchy as well. Since these are all functions into R k+1 with the same domain we can invoke Lemma 3.5 to conclude that there exists some limit φ 0 : S → R k+1 which is unique up to ∼ such that φ t
} is a closed subset of R k+1 we can invoke Lemma 3.2 to conclude that we may assume that φ 0 (S) ⊂ K.
This allows us to define (φ 0 , B 0 ) in the following way. Let
So for any x ∈ B 0 we know that φ 0 (x) ∈ π(R k ), which means that we can define
− −− → φ 0 and we know that φ 0 is unique up to ∼ because φ 0 is. Finally we will expand to consider all of M instead of just a single compact set, but we will still only consider N = R k .
That is, for any choice of a nested finite ex-
{Sn} is a complete metric space where d R k is the standard metric on R k .
Proof. It is sufficient to show that families indexed by (0, 1) which are Cauchy as t → 0 also converge as
be a nested compact exhaustion of M and now we would like to conclude that for n < m we have that
From Lemma 3.6 we know that such a limit with domain a subset of S n is unique up to ∼. Thus we conclude that φ Let d N denote the distance on N induced by the metric and let d R k denote the standard distance on R k . Notice for y 1 , y 2 ∈ N we have that
(See Remark 3.4). Defineφ
as is shown in Figure 7 . From Equation (5) above we know that
for all compact S ⊂ M so we can conclude that {(φ t , B t } t∈(0,1) is also Cauchy with respect to D. By Lemma 3.7 we know that there exists someφ 0 : B 0 → R k such thatφ t D −→φ 0 as t → 0 and by Lemma 3.2 we can conclude, up to measure zero corrections, thať
Thus we may define
By Lemma 3.3 we know thatφ t D −→φ 0 as t → 0 implies that φ t D −→ φ 0 as t → 0 and so we can conclude that the Cauchy sequence converges.
It is easy to see that if N is not complete then M ∼ is not complete. Consider a sequence of constant functions {φ t : M → N } t∈(0,1) such that φ t (x) = y t where y t is a Cauchy family in N which does not converge.
The proof of Theorem A follows from Proposition 2.8, Lemma 2.11, Lemma 3.8, and the fact that every manifold admits a complete Riemannian metric [18, Theorem 1].
Almost everywhere convergence and D
We already have a definition of convergence in distance, so in this section we will define and explore the properties of a way in which these maps can converge pointwise almost everywhere. To talk about convergence of a family in F(M) we must have both the domains and the mappings converge. First, we will describe the convergence of the domains.
Let respectively. So the limit inferior of the family is the collection of all points which are eventually in every B t as t → c and the limit superior is the collection of all points which are not eventually outside of every B t . Clearly it can be seen that lim(B t ) ⊂ lim(B t ). We say that the family converges if these two sets only differ by a set of measure zero. That is, 
we say that the collection of sets {B t } t∈(a,b) converges to lim t→c (B t ) as t → c or {(φ t , B t )} t∈(a,b) has converging domains as t → c. Furthermore, if {[φ t , B t ]} t∈(a,b) ∈ F(M ∼ ) has converging domains for one choice of representative we say it has converging domains.
Remark 4.2. Notice that any nested family of subsets will converge by this definition. For a, b ∈ R with a < b let {B t } t∈(a,b) be a family of subsets such that for s, t ∈ (a, b) we have that s < t implies B t ⊂ B s . Then
has converging domains as t → c (for a, b, c ∈ R, a < b, c ∈ [a, b]) then we can always choose some collection of representatives {(φ t , B t ) ∈ [φ t , B t ]} t∈(a,b) such that lim B t = lim B t where both limits are taken as t → c. Now that we understand the convergence of domains we are prepared to describe almost everywhere convergence in M. Let a, b, c ∈ R with a < b and c ∈ [a, b]. Notice that if x ∈ lim t→c (B t ) then there exists some δ > 0 such that if t ∈ (a, b) and |t − c| < δ then x ∈ B t . This means that φ t (x) exists for such t so we may ask if {φ t (x)} t∈(a,b)∩(c−δ,c+δ) converges as a family of points in N as t → c. If it does converge than we have a limit Proof. From the existence of families of embeddings which do converge we know that 0 is in the range of r. Pick some q > 0 and let φ t : (0, 3q) → R for t ∈ (0, 1) via Notice that if we perturbed this family to converge to some limit which did not have (0, 3q) as its domain we could change the domain of the limit to (0, 3q) and have a smaller perturbation. So we can assume that the domain of the limit is (0, 3q). Suppose that we wanted to change this family so it converged to some map φ 0 : (0, 3q) → R. We can see that the φ t oscillate to the left and right, so let
Clearly this implies that
and so integrating each side over (0, 3q) gives
so one of the two terms must be greater than or equal to q. Without loss of generality suppose that D(φ L , φ 0 ) q. In such a case choose any ε > 0 and find some T ∈ (0, 1) such that t < T implies D( φ t , φ 0 ) < ε where { φ t } is any family which converges to φ 0 . Then pick some n ∈ N such that l n < T and let t = l n . Now
be a family of maps which is clearly smooth and has limit φ 0 (x) = . Now notice
and it is important to notice that D(φ t , φ t ) = q is achieved infinitely often. Thus we know that r({(φ t , B t )}) q so in fact we know that r({(φ t , B t )}) = q.
In the case that r d {Sn} ({(φ t , B t )}) = 0 we say that the family has a removable singularity with respect to D d {Sn}
11
. Now we are prepared to prove Theorem C.
Proof of Theorem C. Suppose that {(φ t , B t )} t∈(a,b) ∈ F(M) and r({(φ t , B t )} t∈(a,b) ) = 0. Fix some compact S ⊂ M and we will show that {(φ t , B t )} t∈(a,b) is Cauchy with respect to D S .
Fix some ε > 0. Let δ = ε /4 and since r({(φ t , B t )} t∈(a,b) ) = 0 define some other family
− − → φ δ as t → a.
11 It may be true that having zero radius of convergence is independent of the chose of parameters d and {S n } ∞ n=1 , see Section 6.2.
From Theorem B and item (3) above we know that
as t → a so we can choose some T ∈ (a, b) such that t < T implies D S ( φ δ t , φ δ ) < δ. Finally, we can conclude that for any t, s < T we have that
This means that {(φ t , B t )} t∈(a,b) is Cauchy as t → a for each D S so by Proposition 2.6 we know that it is Cauchy with respect to D as t → a. Finally, since (M ∼ , D) is complete by Theorem A we can come to the first conclusion of this Theorem. Now we will show the second claim. Suppose that the domains satisfy the required property for T ∈ (a, b) and that φ t D −→ φ 0 as t → a. Fix ε > 0 and find some T 1 ∈ (a, T ) such that s, t < T 1 implies that D(φ t , φ s ) < ε. Now let : (a, b) → [0, 1] be a smooth bump function such that (t) = 0 for t T 1 and b(t) = 1 for
Finally let
and notice that this is a smooth family satisfying φ t a.e.
− − → φT 1/2 as t → a. By the choice of T 1 we can see that for all t ∈ (a, b) we have D(φ t , φ t ) < ε. Also, because of the requirement on the domains we know that B t ⊂ B f (t) and thus φ t : B t → N is defined on all of B t .
Remark 5.4. It is natural to wonder if r({(φ t , B t )} t∈(a,b) ) = 0 implies the family must in fact converge pointwise almost everywhere in M ∼ . The answer to this question is no; again consider Example 2.13. The functions in Example 2.13 converge in D and all have the same domain so we know that r d {Sn} = 0 for these functions, but we also know that they do not converge pointwise almost everywhere.
6. Final remarks 6.1. Approaches to prove a converse to Theorem C. Now we have set up all of the machinery to begin to explore the converse of Theorem C in the case that the domains are not restricted to shrink or stabilize eventually. That is, we will outline some potential avenues to answer the following question. There are two approaches in the general case: we can attempt to extend embeddings or we can smooth singular limits by understanding the singularities locally. 6.1.1. Extending embeddings to remove singularities. This method extends the idea used to prove the partial converse direction of Theorem C given in the statement of the theorem. The idea is that if {(φ t , B t )} t∈(a,b) D −→ φ 0 as t → c (for a, b, c ∈ R, a < b, c ∈ [a, b]) then in order to get an ε-perturbation of {(φ t , B t )} t∈(a,b) we choose some T ∈ (a, b) such that s, t < T implies that D d {Sn} (φ t , φ s ) < ε. Then, just as in the proof of Theorem C, we must smoothly change the family so that t < T +a 2
implies that φ t = φT+a
2
. The difficultly here is dealing with the domains. If lim B t ⊂ BT 2 then this idea we have outlined will not define an embedding with domain all of B 0 , so this embedding would have to be extended. It is important to notice that µ V B 0 B T +a 2 < ε and so the embedding can be defined in any way on the extension, as long as it does not change on BT+a −→ φ as t → a for some φ ∈ M and suppose further that S ⊂ B is a closed subset of M containing all of the singular points of the limiting map φ and that eventually S ⊂ B t for all t. That is, we assume that φ| B\S : B \ S → N is an embedding and there exists some T ∈ (a, b) such that t < T implies S ⊂ B t . Then for some neighborhood of S we can define φ by φ t 0 restricted to that neighborhood for some small enough t 0 ∈ (a, b). Then to define φ outside of a slightly larger neighborhood of S we simply use φ unchanged. Then we must connect these two pieces in a way which makes the result an embedding. Finally each φ t can then be changed on a neighborhood of S to converge to φ t 0 and outside of that neighborhood they converge to φ = φ already. This idea is shown in Figure 9 . The difficulty comes when we must connect the two embeddings; it is well known that partition of unity type arguments can be used to smoothly transition between two smooth maps [13] but in this case we must also preserve the embedding structure.
6.2. Implications of a positive answer to Question 6.1. If the answer to Question 6.1 were yes, then there are several implications. First, we will have a new characterization of families with removable singularities, namely these are exactly the families which converge in D. Second, and most importantly, there is then an easy proof that r The strategy is to connect the embedding φ t 0 with the map φ which is an embedding away from S. In this way we are able to avoid the singular part of φ while only changing it slightly on a small set.
6.3. Further questions. It would be interesting to study Question 6.1 restricted to a specific type of embedding. For example, thinking back to the original motivation from Section 1, one could consider whether this is true for the collection of symplectic embeddings 12 where the original smooth family {(φ t , B t )} t∈(a,b) consists exclusively of symplectic embeddings and the perturbed family {( φ t , B t ) t∈(a,b) } from the definition of the radius of convergence is also required to be symplectic. Symplectic manifolds have been shown to admit a high degree of flexibility (see for example Moser's Theorem [15] or Darboux's Theorem [6] ) although Gromov's nonsqueezing theorem [10] represents a level of rigidity that symplectic embeddings do need to respect. One could also consider the case of isometric embeddings of Riemannian manifolds, even in the case of M(R, R 2 ). Clearly studying further types of embeddings would be enlightening as it would allow us to gain a greater understanding of the rigidity of these structures. Indeed, it is the purpose of this paper to create a foundation off of which many types of families of embeddings may be studied.
