A set U of vertices of graph G is a vertex cover of G if every edge in G is incident with a vertex in U . The minimum cardinality of such set is the vertex covering number of G and is denoted by α(G). This paper characterizes bipartite graphs in terms of vertex cover. It provides the vertex covering number of (i) the complement of a nonempty bipartite graph, (ii) the powers of paths and cycles, and (iii) one supergraph of planar grid.
Introduction
In this paper, vertex set and edge set of a graph G are denoted by V G and E G , respectively. If an edge joins vertices x and y, it is denoted by xy. For other definitions and notations used in this paper, the reader is referred to [5] . Definition 1.1 A set U of vertices of graph G is a vertex cover of G if every edge in G is incident with a vertex in U . The minimum cardinality of such set is the vertex covering number of G and is denoted by α(G).
In his 1972 paper, Karp [6] showed that vertex cover problem is NPcomplete by reduction from the clique problem. Vertex cover remains NPcomplete even in cubic graphs [3] and in planar graphs of degree at most 3 [4] .
A matching in a graph is a set of edges no two of which share an incident vertex, and a matching is maximum if no other matching has more edges. Konig's theorem [2] states that, in any bipartite graph, the number of edges in a maximum matching is equal to the number of vertices in a minimum vertex cover.
Other studies on vertex cover were made. Behsaz et al. [1] gives (i) a characterization of minimum vertex covers in generalized Petersen graphs P (n, k), (ii) a lower bound and some upper bounds for α(P (n, k)), and in some cases, (iii) the exact values of α(P (n, k)). Uy [7] showed that the vertex covering number of a subgraph of a graph is at most equal to the vertex covering number of the graph. That paper also provides the vertex covering number of path, cycle, complete graph, complete bipartite graph and the Petersen graph.
Vertex cover of the product and sum of graphs are studied in [8] . The vertex covering number of the product of two graphs is shown to be at least equal to the product of the order of one of the graphs and the vertex covering number of the other graph. The study also gives the vertex covering number of planar grid, prism and the n-cube.
This present paper aims to (i) characterize a bipartite graph in terms of vertex cover, (ii) find the vertex covering number of the powers of paths and cycles, and (iii) find the vertex covering number of a supergraph of planar grid. Lemma 1.2 [7] If H and J are vertex disjoint subgraphs of graph G, then α(H) + α(J) ≤ α(G).
Lemma 1.3 [7]
For the complete graph K n of order n, α(K n ) = n − 1. Lemma 1.4 Let H be a subgraph of graph G and U a vertex cover of G. Then the following hold:
Proof : If H is an empty graph, then the lemma is immediate. Assume that H is a nonempty graph, and let xy ∈ E H . Then xy ∈ E G , and so either x ∈ U or y ∈ U . Since x, y ∈ V H , it follows that either
Bipartite Graphs and Their Complements
A set of vertices of a graph is independent if no two vertices in the set are adjacent in the graph.
Lemma 2.1 [5] Set U is a vertex cover of graph G if and only if V G \ U is independent.
Theorem 2.2 A graph G is bipartite if and only if it has an independent vertex cover U with V G \ U = Ø.
Proof : Let G be a bipartite graph. Then there is a partition {P, Q} of V G such that each edge of G joins a vertex in P with a vertex in Q. Now, P is an independent vertex cover of G and P = V G \ Q = Ø. Conversely, let U be an independent vertex cover of graph G with
Theorem 2.3 Let G be a nonempty bipartite graph of order n. Then α(G) = n − 2.
Proof : Let {U, W } be a partition of V G such that each edge of G joins a vertex in U and a vertex in W . Then U G and W G are disjoint complete subgraphs of G. By Lemmas 1.2 and 1.3, we have
Let xy ∈ E G , U x = U \ {x} and W y = W \ {y}. We claim that U x ∪ W y is a vertex cover of G. Clearly, U x covers U G while W y covers W G . Let ab be an edge of G that joins a vertex in U and a vertex in W . Then ab is covered by either U x or W y . Thus, U x ∪ W y is a vertex cover of G. Now,
Therefore, α(G) = n − 2.
Powers of Paths
The graph-theoretic distance of vertices u and v in a graph G is denoted by d G (u, v). The k th power of G, denoted by G k , is the graph with V G k = V G and where u and v are adjacent in G k whenever d G (u, v) ≤ k. In this section, the path of order n is denoted by P n = a 1 a 2 . . . a n , where V Pn = {a 1 , a 2 , . . . , a n } and E Pn = {a 1 a 2 , a 2 a 3 , . . . , a n−1 a n }. If k ≥ n − 1, then P k n is the complete graph of order n. By Lemma 1.3, α(P
From here, assume that k < n − 1, and let q and r be the quotient and remainder, respectively, when n ∈ N is divided by k + 1.
. . , N q are pairwise disjoint and (iii) no edge of P k n joins a vertex in N i and a vertex in N j whenever |i − j| ≥ 2. For 1
, and the edges between N i and N i+1 . Consider the cases r ≤ 1 and r > 1 separately.
Let r ≤ 1. Since
The foregoing discussion constitutes a proof of Theorem 3.1.
Theorem 3.1 Let q and r be the quotient and remainder, respectively, when n ∈ N is divided by k + 1. Then
Powers of Cycles
Let C n = a 1 a 2 · · · a n a 1 denote the cycle of order n, where V Cn = {a 1 , a 2 , . . . , a n } and E Cn = {a 1 a 2 , a 2 a 3 , . . . , a n−1 a n , a n a 1 }. If k ≥ n/2 , then C k n is the complete graph of order n. By Lemma 1.3, α(C k n ) = n − 1 for all k ≥ n/2 . From here, assume that k < n/2 , and let q and r be the quotient and remainder, respectively, when n ∈ N is divided by k + 1.
. . , N q are pairwise disjoint and (iii) no edge of C k n joins a vertex in N i and a vertex in N j whenever |i − j| ≥ 2. By Lemmas 1.2 and 1.
Suppose that α(C k n ) = kq and let U be a vertex cover of C k n such that |U | = kq. If a n ∈ U , then |U ∩ A i | < k for some i. This is not possible since N i is a complete graph of order k + 1. If a n ∈ U , then |U ∩ A i | = k for all i. To cover the edges between M and N 1 , it is necessary that a 1 , a 2 , . . . , a k ∈ U . It follows that a k+1 ∈ U . To cover the edges between N 1 and N 2 , it is necessary that a k+2 , a k+3 , . . . , a 2k+1 ∈ U . It follows that a 2k+2 ∈ U . Continuing in this way, one can conclude that a n−1 ∈ U . Hence, no vertex in U will cover the edge a n−1 a n . This is not possible since U is a vertex cover of C k n . Therefore, α(C k n ) = kq + 1 = n − q. Let r ≥ 2. Then M = {a n , a n−1 , . . . , a n−r+1 } induces a complete subgraph of C k n of order r. Thus, α(C k n ) ≥ kq + r − 1. It follows that α(C k n ) = kq + r − 1 or α(C k n ) = kq + r. Let U be a vertex cover of C k n such that |U | = kq + r − 1. Then |U ∩ M | = r − 1 and |U ∩ A i | = k for all i. Since |M | = r, there is exactly one b ∈ M such that b ∈ U . Without loss of generality, let b = a n . To cover the edges between {a n } and N 1 , it is necessary that a 1 , a 2 , . . . , a k ∈ U . Since |U ∩ A 1 | = k , it follows that a k+1 ∈ U . To cover the edges between {a k+1 } and N 2 , it is necessary that a k+2 , a k+3 , . . . , a 2k+1 ∈ U . Since|U ∩ A 2 | = k, it follows that a 2k+2 ∈ U . Continuing this way, one can conclude that a (k+1)q ∈ U . Now, the distance between a n and a (k+1)q in C n is r ≤ k. Thus, a n a (k+1)q is an edge of C k n , and it is not covered by U . This contradicts the choice of U . Therefore,
The foregoing discussion forms a proof of Theorem 4.1.
Theorem 4.1 Let q and r be the quotient and remainder, respectively, when n ∈ N is divided by k + 1. Then
A Supergraph of Planar Grid
Throughout this section, denote by P m P n the Cartesian product of paths P m = a 1 a 2 . . . a m and P n = b 1 b 2 · · · b n . Vertex(a i , b j ) of P m P n shall be denoted by c i,j or simply by c ij when the context is clear. Also, denote by H m,n the supergraph of P m P n with V Hm,n = V Pm Pn and E Hm,n = E Pm Pn ∪ {c u,v c s,t : |u − s| = 1 and |v − t| = 1}. Figure 1 shows the supergraph H 4,3 of P 4 P 3 . Lemma 5.1 [7] For the path P n of order n, α(P n ) = n/2 . Proof : Let n = 1. Then H m,n is a path of order m. By Lemma 5.1, α(H m,n ) = m/2 . The case n > 1 is considered next.
Let n > 1 and r = 0. Then H m,n has q copies of H m,2 which are mutually disjoint. By Lemmas 1.2 and 5.2, we have α(H m,n ) ≥ q 3m/2 . For 1 ≤ i ≤ q, let A i = {c 2,2i−1 , c 4,2i−1 , . . . , c p,2i−1 } ∪ {c 1,2i , c 2,2i , . . . , c m,2i }, where p = m when m is even and p = m − 1 when m is odd. Then 
