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Abstract
In a recent paper [S. Doty, A. Henke, Decomposition of tensor products of modular irreducibles for SL2,
Q. J. Math. 56 (2005) 189–207], Doty and Henke give a decomposition of the tensor product of two rational
simple modules for the special linear group of degree 2 over an algebraically closed field of characteristic
p > 0. In performing this calculation it proved useful to know that the simple modules are twisted tensor
products of tilting modules. It seems natural therefore to consider the ring of twisted tilting modules for
a semisimple group G (a subring of the representation ring of G). However, we quickly specialize to the
case in which G is the special linear group of degree 2. We show that (in this case) the ring is reduced
and describe associated varieties. We give formulas from which one may determine the multiplicities of the
indecomposable module summands of the tensor product of twisted tilting modules.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
Let G be a semisimple, simply connected algebraic group over an algebraically closed field k
of characteristic p > 0. Then G is defined and split over the prime field Fp . We let F : G → G
be the corresponding Frobenius morphism. Let T be a maximal torus that is defined and split
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V will be denoted V F . Let X(T ) be the group of algebraic group homomorphisms from T to the
multiplicative group of k. We have the integral group ring ZX(T ) of X(T ). We write mod(G)
for the category of finite-dimensional rational G-modules. Let rep(G) denote the representation
ring of mod(G). Thus rep(G) is the free Z-module on classes [Vi], where {Vi | i ∈ I } is a com-
plete set of pairwise non-isomorphic indecomposable finite-dimensional rational G-modules. For
V ∈ mod(G) with V isomorphic to ⊕i∈I aiVi we have [V ] =∑i∈I ai[Vi]. (For a non-negative
integer d and Z ∈ mod(G) we write dZ for the direct sum of d copies of Z.) Multiplication in
rep(G) is given by [V ].[V ′] = [V ⊗ V ′], for V,V ′ ∈ mod(G). We also have the Grothendieck
ring Grot(G) of mod(G). Thus Grot(G) is the free Z-module on classes 〈Lj 〉, where {Lj | i ∈ J }
is a complete set of pairwise non-isomorphic irreducible rational G-modules. For M ∈ mod(G)
we have 〈M〉 =∑j∈J bj 〈Lj 〉, where bj is the composition multiplicity of Lj in M . The multi-
plication in Grot(G) is given by 〈M〉.〈N〉 = 〈M ⊗N〉, for M,N ∈ mod(G).
For V ∈ mod(G) we have the character chV ∈ (ZX(T ))W . We write ch also for the map
from rep(G) to the ring of invariants (ZX(T ))W taking the class [V ] to chV . This map in-
duces an isomorphism from the Grothendieck ring of mod(G) to (ZX(T ))W . The span of
the classes in rep(G) of tilting modules forms a subring reptilt(G) of rep(G) and the restric-
tion ch : reptilt(G) → (ZX(T ))W is a ring isomorphism. Thus the subring of rep(G) spanned
by the tilting modules defines a section of the natural map ch : rep(G) → (ZX(T ))W to the
Grothendieck ring (see [4, (1.3) Remark]), i.e., for χ ∈ (ZX(T ))W we have a unique element
s(χ) = [U ] − [V ] ∈ reptilt(G) (with U,V tilting modules) such that chU − chV = χ , and the
composite map π ◦ s : (ZX(T ))W → (ZX(T ))W is the identity.
We here consider the larger subring A(G) ⊂ rep(G) generated by all Frobenius twists of
tilting modules. Our investigation was stimulated by the recent paper, [2], in which Doty and
Henke explicitly describe the multiplicity of each indecomposable summand in the tensor prod-
uct L⊗L′ of irreducible rational modules L,L′ for the algebraic group SL2(k). The summands
have the form T0 ⊗T F1 ⊗· · ·⊗T F
r
r , where each Ti is an indecomposable tilting module. It seems
natural, therefore, to study the ring A(G) generated by the classes of all such modules.
In the interests of generality, we work initially with modules over an arbitrary semisimple,
simply connected group G. For n  0 we write A(G)n for the subring of rep(G) spanned by
the classes of all modules T0 ⊗ T F1 ⊗ · · · ⊗ T F
n
n , where T0, T1, . . . , Tn are finite-dimensional
tilting modules. Thus we have a chain of subrings A(G)0 ⊂ A(G)1 ⊂ · · · ⊂ rep(G), with
A(G)0 = reptilt(G). We put A(G) =
⋃∞
n=0 A(G)n. We shall say that M ∈ mod(G) is a twisted
tilting module of height at most n if there exists a non-negative integer n and tilting mod-
ules S0, S1, . . . , Sn, T0, T1, . . . , Tn such that the G-modules M ⊕ S0 ⊗ SF1 ⊗ · · · ⊗ SF
n
n and
T0 ⊗ T F1 ⊗ · · · ⊗ T F
n
n are isomorphic. We shall say that M ∈ mod(G) is a twisted tilting module
if it is a twisted tilting module of height at most n for some non-negative integer n.
We make some elementary observations on A(G)n and A(G) in Section 1. However, we are
in fact able to say little more at this level of generality. In the remaining sections we restrict
ourselves to the case G = SL2(k). In Section 2 we describe the rings A(G)n and A(G) by gen-
erators and relations. In Section 3 we show that A(G) is reduced. We show that the complex
affine variety determined by An(G) is a union of affine lines and that it is connected. In Section 4
we describe Clebsch–Gordan type formulas for the tensor product of tilting modules of highest
weight at most 2p− 2. From this one can deduce, at least in principle, the structure constants for
the ring A(G), with respect to the basis given by indecomposable tilting modules. Some of these
formulas can be found in [2].
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linear group of degree 2 (as in [5]). For further details see [1].
1. The ring of twisted tilting modules
We refer the reader to [6] for all background material on the representation theory of algebraic
groups not explicitly described here.
We first suppose that G is a semisimple, simply connected group over k, as above. The integral
group ring ZX(T ) has Z-basis e(λ), λ ∈ X(T ), and the basis elements multiply according to the
rule e(λ)e(μ) = e(λ + μ). We define the Frobenius twist of χ =∑μ∈X(T ) aμe(μ) ∈ ZX(T ) by
χF =∑μ∈X(T ) aμe(pμ). We fix an F -stable Borel subgroup B of G containing T . We fix a
positive definite, symmetric, W -invariant bilinear form ( , ) on R ⊗Z X(T ). We write Φ for the
set of roots of G, with respect to T , and write Φ+ for the system of positive roots for which B is
the negative Borel subgroup. We write X+(T ) for the set of dominant weights.
For λ ∈ X(T ) we write kλ for the one-dimensional rational B-module on which T acts via
λ : T → k×. For each λ ∈ X+(T ) we have the induced module ∇(λ) = indGB kλ. The character
χ(λ) of ∇(λ) is given by Weyl’s character formula. The socle L(λ) of ∇(λ) is simple and {L(λ) |
λ ∈ X+(T )} is a complete set of pairwise non-isomorphic simple modules.
We write G1 for the first infinitesimal subgroup of G, i.e., the (scheme theoretic) kernel of the
Frobenius morphism F : G → G. The element ρ of X(T ) is defined to be half the sum of the
positive roots. We have L((p − 1)ρ) = ∇((p − 1)ρ): we denote this module by St and call it the
Steinberg module. For each λ ∈ X+(T ) we also have the indecomposable tilting module T (λ) of
highest weight λ. Moreover, we have T ((p − 1)ρ) = St. More generally, for r  1, we have the
r th Steinberg module Str = ∇((pr − 1)ρ) = T ((pr − 1)ρ).
We write X+(T )∞ for the set of all sequences λ = (λ(0), λ(1), . . .) of dominant weights with
λ(i) = 0 for all i sufficiently large. For n  0 we write X+(T )n for the set of all sequences
λ = (λ(0), λ(1), . . .) with λ(i) = 0 for i > n. We shall also view an element of X+(T )∞ as a
map λ : N0 → X+(T ), where N0 = {0,1,2, . . .}.
Let φ : rep(G) → rep(G) be the endomorphism given by the Frobenius morphism: φ[V ] =
[V F ], for V ∈ mod(G). We also write φ(a) in exponential notation as aφ , a ∈ rep(G). Let
A0 = reptilt(G). Thus A0 is a subring of rep(G) and has Z-basis [T (λ)], λ ∈ X+(T ) (see
[4, (1.3) Remark]). We shall also use the notation t (λ) for [T (λ)], λ ∈ X+(T ). For λ ∈
X+(T )∞ we set T (λ) = T (λ(0)) ⊗ T (λ(1))F ⊗ T (λ(2))F 2 . . . and set t (λ) = [T (λ)], i.e.,
t (λ) = t (λ(0))t (λ(1))φt (λ(2))φ2 . . . . We write A = A(G) for the subring of rep(G) spanned
by all elements t (λ), with λ ∈ X+(T )∞ and, for n  0, write An = An(G) for the subring of
rep(G) spanned by all elements t (λ), with λ ∈ X+(T )n.
We shall, in the next section, specialize to the case G = SL2(k) and give a Z-basis for An
and a Z-basis for A. The argument for independence is quite specific to SL2(k). However, the
spanning argument can be couched in more general language. We use an induction argument to
give a reduction to a “special” set of tilting modules. The nature of this reduction leads us, in
the general context, to the definitions of X+s (T ), X+s (T )n and X+s (T )∞ and the proposition to
which the remainder of this section is devoted.
We write X+s (T ) for the subset of X+(T ) consisting of the elements λ such that either
(λ, αˇ) < p − 1 for some simple root α, or p − 1  (λ, βˇ)  2p − 2 for every simple root β
(where γˇ = 2γ /(γ, γ ), for γ ∈ Φ). We shall say that an element of λ ∈ X+(T )∞ is n-special
if λ(i) ∈ X+(T ) for all 0  i < n and λ(j) = 0 for all j > n. We write X+(T )n for the subsets s
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special for all n sufficiently large, i.e. if λ(i) ∈ X+s (T ) for all i  0. We write X+s (T )∞ for the
subset of X+(T )∞ consisting of all special elements.
Let Φ = Φ1 ∪ · · · ∪Φu be the decomposition into indecomposable components. In each com-
ponents Φi we have the highest short root β0,i . For λ ∈ X(T ) we set ln(λ) =∑ui=1(λ, βˇi,0) and
call ln(λ) the length of λ. Note that ln(λ) > 0 for 0 = λ ∈ X+(T ) and ln(α) > 0 for each positive
root α. For λ ∈ X+(T )∞ we set ln(λ) =∑∞i=0 pi ln(λ(i)).
For m,n 0 we write An,m for the Z-span of all t (λ) with λ ∈ X+(T )n and ln(λ)m. The
ring An is filtered by the subgroups An,m, i.e. we have An,m1An,m2 ⊆ An,m1+m2 , for m1,m2  0.
Proposition.
(i) An,m is spanned by all t (λ) with λ ∈ Xs(T )n and ln(λ)m.
(ii) An is spanned {t (λ) | λ ∈ X+s (T )n}.
(iii) A is spanned by {t (λ) | λ ∈ X+s (T )∞}.
Proof. (i) We argue by induction first on n and then on m. For n = 0 we have X+s (T )n =
X+(T )n = X+(T ) and there is nothing to prove. We now assume that n > 0 and the result holds
for all (n′,m′) with n′ < n. For m = 0 we have An,m = Z[T (0)] and the result holds. We now
assume that m> 0 and that the result holds for (n,m′) with m′ <m.
We write H for the subgroup of An,m spanned by all t (λ) with λ ∈ Xs(T )n and ln(λ)  m.
By the inductive assumption we have t (λ) ∈ H for all λ ∈ X+(T )n with ln(λ) < m. We now
consider t (λ), for λ = (λ(0), λ(1), . . .) ∈ X+(T )n and ln(λ) = m. We set μ = (λ(1), λ(2), . . .).
First suppose that λ(0) ∈ X+s (T ). If μ = (0,0, . . . ,0) then T (λ) = T (λ(0)) and t (λ) =
t (λ(0)) ∈ H . Now suppose that μ = (0,0, . . . ,0).
Then ln(μ) <m so we have [T (μ)] =∑ξ∈S rξ [T (ξ)], where S is a finite subset of X+s (T )n−1
consisting of elements of length at most ln(μ), and rξ ∈ Z, for ξ ∈ S. We have
t (λ) = [T (λ(0))][T (μ)F ]=∑
ξ∈S
rξ t
(
ξ+
)
,
where ξ+ = (λ(0), ξ(0), ξ(1), . . .) and ξ+ is an element of X+s (T )n of length
ln
(
λ(0)
)+ p ln(ξ) ln(λ(0))+ p ln(μ) = ln(λ) = m.
Hence t (λ) ∈ H .
We now suppose that λ(0) /∈ X+s (T ). Then we may write λ(0) = (p − 1)ρ + ν + pτ , where
ν, τ ∈ X+(T ) and (ν, αˇ) p − 1 for each simple root α and τ = 0. Then St ⊗ T (ν)⊗ T (τ)F ∼=
T (ν) ⊗ T ((p − 1)ρ + pτ) is a tilting module. Moreover, T ((p − 1)ρ + ν) is a direct summand
of St ⊗ T (ν) so that T ((p − 1)ρ + ν) ⊗ T (τ)F is a tilting module with highest weight λ(0).
Hence we have [T ((p − 1)ρ + ν)⊗ T (τ)F ] = [T (λ(0))] +∑ξ∈S rξ t (ξ), where S is a set the set
of elements of X+(T ) which have smaller length than ln(λ(0)), and rξ ∈ Z, for ξ ∈ S. Now we
have
[
T (λ)
]= [T ((p − 1)ρ + ν)⊗ T (τ)⊗ T (μ)F ]−∑ rξ t (ξ)t (μ)φ.
ξ∈S
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and
ln(η) = ln(ξ)+ p ln(μ) < ln(λ(0))+ p ln(μ) = ln(λ) = m
we have t (ξ)t (μ)φ = t (η) ∈ H , by the inductive assumption. To show that t (λ) ∈ H it therefore
suffices to prove that [T ((p − 1)ρ + ν)⊗ T (τ)F ⊗ T (μ)F ] ∈ H . Now
[
T (τ)⊗ T (μ)]= [T (τ)][T (μ)] ∈ An−1(d)
where d = ln(τ )+ ln(μ). By the inductive assumption we have [T (τ)⊗ T (μ)] =∑θ∈U qθ t (θ),
for some qθ ∈ Z, where U is a finite subset of X+s (T )n−1 consisting of elements which have
length at most d . Hence we get
[
T
(
(p − 1)ρ + ν)⊗ T (τ)F ⊗ T (μ)F ]=∑
θ∈U
qθ
[
T
(
(p − 1)ρ + ν)⊗ T (θ)F ].
For θ = (θ(0), θ(1), . . .) ∈ U we set θ¯ = ((p − 1)ρ + ν, θ(0), θ(1), . . .). Note that θ¯ ∈ X+s (T )n
and
ln(θ¯) ln
(
(p − 1)ρ + ν)+ p ln(θ) ln((p − 1)ρ + ν)+ pd
= ln((p − 1)ρ + ν)+ p ln(τ )+ p ln(μ) = ln(λ) = m
so that [T ((p − 1)ρ + ν)⊗ T (τ)F ⊗ T (μ)F ] ∈ H , as required.
(ii) Clear from (i).
(iii) Clear from (ii). 
2. Generators and relations
2.1. We now specialize to the case G = SL2(k). We take F to be the usual Frobenius mor-
phism, we take T to be the subgroup of G consisting of the diagonal matrices and take B to
be the subgroup consisting of the lower triangular matrices. Then X(T ) = Zρ, where ρ(t) is
the (1,1)-entry of t ∈ T . We take α = 2ρ, the unique positive root. We identify an integer a
with the element aρ of X(T ). In this way we identify X+(T ) with the set of non-negative in-
tegers N0. Then X+s (T ) is the set of integers a such that 0  a  2(p − 1). We also identify
X+(T )n,X+(T )∞,X+s (T )n,X+s (T )∞ with sets of sequences of non-negative integers in the
obvious way.
Recall that the tilting modules T (a), 0 a  2(p− 1) are indecomposable and pairwise non-
isomorphic as G1-modules. Moreover, T (j) has a simple G1-socle, for 0  j  2(p − 1) (see
e.g. [4, Section 2, Examples 1 and 2]).
Proposition.
(i) For a ∈ X+s (T )n the twisted tilting module T (a) is indecomposable.
(ii) For a, b ∈ X+s (T )n the twisted tilting modules T (a) and T (b) are isomorphic if and only if
a = b.
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some a ∈ X+s (T )n.
(iv) The ring An is a free Z-module with Z-basis {t (a) | a ∈ X+s (T )n}.
(v) An is free of rank (2p − 2)n, as a module over φn−1(A0).
(vi) The ring A is a free Z-module with Z-basis {t (a) | a ∈ X+s (T )∞}.
Proof. (i) For n = 0 the module T (a) is, by definition, the indecomposable tilting mod-
ule of highest weight a. Now suppose that n > 0 and the result holds for n − 1. We have
a = (a0, a1, . . . , an), where 0  a0  2(p − 1) and b = (a1, . . . , an) ∈ X+s (T )n−1. Thus T (b)
is indecomposable by the inductive hypothesis. Moreover, T (a0) is indecomposable for the first
infinitesimal subgroup G1. Hence we have that T (a) = T (a0) ⊗ T (b)F is indecomposable by
[4, Section 2, Example 1].
(ii) If n = 0 then T (a) has highest weight a0ρ and T (b) has highest weight b0ρ. Hence we
have a0 = b0 and so a = b. Now suppose that n > 0 and that the result holds for tilting modules
of height at most n− 1.
We have T (a) = T (a0) ⊗ T (a¯)F , where a¯ = (a1, a2, . . .) we have that the restriction to
G1 is a direct sum of copies of the indecomposable modules T (a0)|G1 . Hence, by the Krull–
Schmidt theorem, we have T (a0)|G1 ∼= T (b0)|G1 . As noted above, the G1-modules T (j),
0 j  2(p − 1), are pairwise non-isomorphic. Hence we have a0 = b0. Let L(j) be the simple
G-module isomorphic to the socle of T (a0) and T (b0). Then we get HomG1(L(j), T (a))(−1) ∼=
HomG1(L(j), T (b))(−1), i.e., T (a¯) ∼= T (b¯). Thus we get a¯ = b¯ by induction, and hence
a = b.
(iii) Let Y be an indecomposable tilting module of height at most n. Then by Section 1,
Proposition (i), we have
[Y ] +
∑
a∈X+s (T )n
ua
[
T (a)
]= ∑
a∈X+s (T )n
va
[
T (a)
]
for some non-negative integers ua, va , and a ∈ X+s (T ). Hence we have Y ⊕U ∼= V , where U and
V are direct sums of modules of the form [T (a)], a ∈ X+s (T )n. By the Krull–Schmidt theorem
we have Y ∼= T (a) for some a ∈ X+s (T )n.
(iv) Clear from (i), (ii).
(v) Clear from (iv).
(vi) Note that if a ∈ X+(T )∞ is special then it is n-special for all n sufficiently large. Hence
the result follows from (iv). 
2.2. We now consider the ring A and its subrings An, n 0, in more detail. We set x0 = [E],
the class of the natural SL2(k)-module E. For i  0 we write xi for the class [EFi ] = xφ
i
0 . We
note that A0 = Z[x0] is a free polynomial algebra.
We shall give a description of An by generators and relations. The description involves certain
polynomials which we introduce at this point. We work in the field of rational functions Q(t). We
have Laurent polynomials hr(t) ∈ Z[t, t−1] defined by h0(t) = 1, h1(t) = t + t−1 and hr(t) =
t r + t r−2 + · · · + t−r , for r  2. Thus we have hr(t) = t−r (1 − t2r+2)/(1 − t2) and we note that
h2r+1(t)/hr(t) = t r+1 + t−(r+1) ∈ Z[t, t−1].
Note that a Laurent polynomial
∑+∞
i=−∞ ait i ∈ Z[t, t−1] is an integer polynomial in t + t−1 if
ai = a−i for all i (e.g., by induction on largest r such that ar = 0). Setting s = t + t−1 we may
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and sfr(s) = fr+1(s) + fr−1(s). Thus fr(s) is a monic polynomial of degree r . We leave it to
the reader to check that fr(s) has no repeated roots.
Similarly we define g(s) ∈ Z[s] by g(s) = tp + t−p and note that f2p−1(s) = g(s)fp−1(s).
We note too that g′(s) = pfp−1(s). This may be seen as follows. We have g(s) = tp + t−p so
that
dg
dt
= g′(s)ds
dt
= g′(s)(1 − t−2).
Hence we have
g′(s) = p t
p−1 − t−p−1
1 − t−2 = p
tp − t−p
t − t−1 = pfp−1(s).
For q(t) ∈ Z[t, t−1] we write simply q(E) for the element q([E]) of A. We identify ZX(T )
with Z[t, t−1] via the ring isomorphism sending e(1) to t . Then we have ch∇(r) = hr(t),
for r  0. Hence fr(E) has same character as the rational G-module ∇(r). Now we have
T (2p − 1) ∼= T (p − 1) ⊗ EF and hence f2p−1(E) = fp−1(E)[EF ]. Applying the Frobenius
morphism we get f2p−1(EF
i
) = fp−1(EF i )[EFi+1].
We form the free polynomial ring Z[X0,X1, . . .] and define Φ : Z[X0,X1, . . .] → A
by Φ(Xi) = [EFi ]. From the above we have that fp−1(Xi)(Xi+1 − g(Xi)) ∈ Ker(Φ). Let
Φn : Z[X0,X1, . . . ,Xn] → An be the restriction of Φ . From 2.1 Proposition (iv) we now ob-
tain the following description of An by generators and relations.
Proposition. Let Φn : Z[X0,X1, . . . ,Xn] → An be the ring homomorphism such that
Φ(Xi) = xi , for 0 i  n. Then Φn is surjective and the kernel In of Φn is generated by the
elements fp−1(Xi)(Xi+1 − g(Xi)), for 0 i < n.
3. Affine varieties
We shall show in 3.1 that the ring A is reduced and in 3.2 study the affine variety defined by
An,n 0.
3.1. For a finitely generated commutative C-algebra R we write Var(R) for the set of C-
algebra homomorphisms from R to C, and regard Var(R) as an affine variety. For a finitely
generated commutative ring S we write Var(S) for the set of all ring homomorphisms from
S to C. We identify Var(S) with Var(SC), where SC = C ⊗Z S, and thus regard Var(S) as an
affine variety. For a finitely generated commutative C-algebra or finitely commutative ring R
and x ∈ Var(R), h ∈ R, we write h(x) for the element x(h) of C. Thus, by the Nullstellensatz,
an element h ∈ R is nilpotent if and only if h(x) = 0, for all x ∈ Var(R).
We consider the complex algebra An,C = C ⊗Z An. We identify An with a subring of An,C
in the natural way. We define γi = fi(x0), for i  0. For n 1 we write A¯n for the subring of A
generated by x1, . . . , xn+1 and note that there is a ring isomorphism from An to A¯n, taking xi to
xi+1, 0 i  n. We set A¯n,C = C⊗Z A¯n.
We note that an element Γ ∈ An,C is uniquely expressible in the form Γ =∑2p−2i=0 Γiγi , with
Γi ∈ A¯n−1,C. We shall say that Γi is the coefficient of γi , 0 i  2p − 2.
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satisfies
(x0 − λ)Γ = 0
for some λ ∈ C. We write Γ =∑2p−2i=0 Γiγi as above. Then, since x0γi = γi−1 + γi+1, for i  1,
we have
Γ0γ1 +
2p−3∑
i=1
x0Γiγi + x0Γ2p−2γ2p−2 = λ
2p−2∑
i=0
Γiγi .
Hence we get
Γ0γ1 +
2p−3∑
i=1
Γi(γi−1 + γi+1)+ Γ2p−2γ2p−3 + x1Γ2p−2γp−1 = λ
2p−2∑
i=0
Γiγi,
i.e.,
Γ0γ1 +
2p−4∑
i=0
Γi+1γi +
2p−2∑
i=2
Γi−1γi + Γ2p−2γ2p−3 + x1Γ2p−2γp−1 = λ
2p−2∑
i=0
Γiγi
and hence
Γ1γ0 +
2p−3∑
i=1
(Γi−1 + Γi+1)γi + Γ2p−3γ2p−2 + x1Γ2p−2γp−1 = λ
2p−2∑
i=0
Γiγi .
Equating coefficients gives:
Γ1 = λΓ0;
Γi+1 + Γi−1 = λΓi, 1 i < p − 1;
Γp−2 + Γp + x1Γ2p−2 = λΓp−1;
Γi−1 + Γi+1 = λΓi, p  i < 2p − 2;
Γ2p−3 = λΓ2p−2.
It follows that we have:
Γi = fi(λ)Γ0, 1 i  p − 1;
Γ2p−2−i = fi(λ)Γ2p−2, 0 i  p − 1;
fp−2(λ)Γ0 + fp−2(λ)Γ2p−2 + x1Γ2p−2 = λΓp−1.
We assume now that λ is not a root of fp−1(s). Then we get Γ0 = Γ2p−2 and we get
fp−2(λ)Γ0 + fp−2(λ)Γ0 + x1Γ0 = λfp−1(λ)Γ0
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fp−2(λ)Γ0 + x1Γ0 = fp(λ)Γ0,
i.e.,
(
x1 −
(
fp(λ)− fp−2(λ)
))
Γ0 = 0.
Furthermore, if Γ0 = 0 then Γ = 0 so that if x0 − λ is a zero divisor in An,C then x1 − (fp(λ)−
fp−2(λ)) is a zero divisor in A¯n−1,C and hence x0 − (fp(λ) − fp−2(λ)) is a zero divisor in
An−1,C.
Note that, if λ = ±2 then fp−1(λ) = hp−1(±1) = ±p = 0 so that λ is not a root of fp−1(s).
Furthermore, writing λ = μ + μ−1, where μ = ±1, we have fp(λ) − fp−2(λ) = μp + μ−p =
(−1)pλ = ±2. Thus if x0 + 2 or x0 − 2 is a zero divisor in An,C then x0 + 2 or x0 − 2 is a zero
divisor in An−1,C. By induction we obtain that neither x0 −2 nor x0 +2 is a zero divisor in An,C.
Thus we have the following.
Lemma. Neither x0 − 2 nor x0 + 2 is a zero divisor in A.
We shall now show that A is reduced. We do this by showing that An,C is reduced, by in-
duction on n. This is clear for n = 0 so now suppose that n > 0 and that An−1,C is reduced. We
label the (distinct) roots of fp−1(s) as λ1, . . . , λp−1. Suppose that Γ ∈ An,C is nilpotent. We
may write Γ in the form
Γ = a0 + a1(x0 − λ1)+ · · · + ap−1(x0 − λ1)2p−2
with a0.a1, . . . , ap−1 ∈ A¯n,C. We see from the defining relations that there is an algebra epimor-
phism from An,C to An−1,C, taking x0 to λ1 and xi to xi , for 1 i  n. Now Γ is mapped to a
and, by the inductive assumption, A¯n−1,C is reduced so that a = 0. Thus we may write Γ in the
form
Γ = a1(x0 − λ1)+ (x1 − λ1)(x0 − λ2)
( 2p−4∑
i=0
bix
i
0
)
for some a1, b0, . . . , b2p−4 ∈ A¯n−1,C. However, there is an algebra homomorphism from An,C
to An−1,C taking x0 to λ2 and taking xi to xi , for 1 i  n. We deduce that a1 is nilpotent and
hence, by the inductive hypothesis, that a1 = 0. Continuing in this way, we find that we may
write Γ in the form Γ = fp−1(x0)G, where G =∑p−1i=0 Gixi0, for some elements Gi ∈ A¯n−1,C.
We identify δ ∈ Var(An) with (δ(x0), δ(x1), . . . , δ(xn)) ∈ Cn+1 and identify  ∈ Var(A¯n−1)
with ((x1), . . . , (xn)) ∈ Cn. In this way we identify Var(An) with a (Zariski) closed set in
Cn+1 and identify Var(An−1) with a closed set in Cn.
Consider an element β = (β1, . . . , βn) ∈ Var(A¯n−1). Suppose that θ ∈ C is such that α =
(θ,β1, . . . , βn) ∈ Var(An). Then we have Γ (α) = 0, i.e.,
fp−1(θ)
(
p−1∑
Gi(β)θ
i
)
= 0.i=0
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p−1∑
i=0
Gi(β)θ
i = 0
if θ is not a root of the polynomial fp−1(s). Now, for θ ∈ C, from the description of An
by generators and relations, 2.2 Proposition, we have α = (θ,β1, . . . , βn) ∈ Var(An) provided
f2p−1(θ) = fp−1(θ)β1. Recall that g(s) ∈ Z[s] is the quotient polynomial f2p−1(s)/fp−1(s).
Thus we have α = (θ,β1, . . . , βn) ∈ Var(An) provided that:
(i) θ is not a root of fp−1(s); and
(ii) g(θ) = β1.
Now if β1 is such that:
(i)′ g(s)− β1 has no repeated roots; and
(ii)′ no root of fp−1(s) is a root of g(s)− β1
then, since g(s) has degree p, there are p distinct elements θ ∈ C such that (θ,β1, . . . , βn) ∈
Var(An). But then we get
∑p−1
i=0 Gi(β)θi = 0 for p distinct values of θ , hence the polynomial∑p−1
i=0 Gi(β)si is zero, i.e., Gi(β) = 0, for 0 i  p − 1.
We now check to see when these conditions (i)′ and (ii)′ are satisfied. The first condition is
satisfied provided that g(s) − β1 has no roots in common with g′(s). However, since g′(s) =
pfp−1(s), the conditions (i)′ and (ii)′ are equivalent. Now if λ ∈ C is such that β1 = g(λ) and
fp−1(λ) = 0 then, writing λ = μ+μ−1, for some μ ∈ C, we have β1 = g(μ+μ−1) = μp +μ−p
and hp−1(μ) = 0. But hp−1(μ) = 0 implies that μ2p = 1 so that μp = ±1 and β1 = ±2. Hence
we have Gi(β) = 0 for all β = (β1, . . . , βn) ∈ Var(A¯n−1) such that β1 = ±2. Hence (x1+2)(x1−
2)Gi = 0 is 0 on all points of Var(A¯n−1), for 1 i  n. But, by assumption. An−1,C is reduced
so we get that (x1 + 2)(x1 − 2)Gi = 0 and finally since, by the lemma, x1 + 2 and x1 − 2 are not
zero divisors in A¯n−1,C we obtain Gi = 0 for 1 i  n. Hence Γ = 0 and An,C is reduced.
Now A =⋃∞n=0 An so we have shown:
Proposition. A is reduced.
3.2. We now consider the affine variety Vn = Var(An), in more detail. As above we
identify Vn with the subset of Cn+1 consisting of elements y = (y0, y1, . . . , yn) such that
f (yi)(yi+1 − g(yi)) = 0 for 0  i < n. Let Zn = {(a, g(a), g(g(a)), . . .) | a ∈ k}. Thus Zn is
a closed set in Vn isomorphic to A1. Consider the projection qn : Vn → C onto the final compo-
nent.
We claim that qn has finite fibers. Clearly this is true for n = 0, in which case Vn = A1. So now
suppose n > 0 and the result holds for n−1. Let λ ∈ C and consider q−1n (λ) = {y ∈ Vn | yn = λ}.
We have f (yn−1)(yn − g(yn−1)) = 0 so that either f (yn−1) = 0 or g(yn−1) = λ. Let μ1, . . . ,μr
be the roots of f (s)(λ− g(s)). Then, writing z = (y0, . . . , yn−1) we have z ∈ q−1n−1(μi) for some
1 i  r . By the inductive hypothesis there are only finitely many such z, and since y = (z, λ),
there are only finitely many possibilities for y. This proves the claim.
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is an irreducible component of Vn and all other components are of the form {a} × Zm, for some
m< n and a ∈ An−m.
Proof. We have V0 = A1. Now assume n > 0 and that the result holds for Vn′ with n′ < n. For
0 r < n we define
Vn,r =
{
y = (y0, . . . , yn)
∣∣ f (yr) = 0}.
Each Vn,r is closed and we have
Vn =
(
n−1⋃
r=0
Vn,r
)
∪Zn.
However, from the definitions, we have Vn,r = Kr × Vn−r−1, where Kr ⊂ Vr is the set of all
y = (y0, . . . , yr ) with f (yr) = 0. Since there are only finitely many possibilities for yr and since
the fibers of qr : Vr → k are finite, Kr is finite. Thus an irreducible component of Vn has the
form {a} × W , for some a ∈ Kr , and some irreducible component W of Vn−r−1. The result for
Vn follows from the inductive hypothesis. 
Corollary. Vn is connected.
Proof. Since V0 = A1, we may assume that n > 0. Assume, for a contradiction that Vn is dis-
connected and let Y be a connected component that does not contain Zn. Let H = {a} × Zm be
an irreducible component of Vn lying in Y with a = (a0, . . . , ar ), where r = n−m. We suppose
that H is chosen with m as large as possible. Note that if r = 0 then (a0, g(a0), g(g(a0)), . . .) ∈
H ∩Zn, which is impossible. Hence r > 0. Putting b = (a0, a1, . . . , ar−1) we have {b}×Zm+1 ⊆
Vn and H ∩ ({b} × Zm+1) contains the element (a0, a1, . . . , ar−1, g(ar−1), g(g(ar−1), . . .)).
Hence we have {b} ×Zm+1 ⊆ Y , contradicting the maximality of m. 
4. Clebsch–Gordan type formulas for tilting modules
We put θ(a) = chT (a) (where T (a) is the tilting module of high weight a). The point is to
give explicit formulas for θ(a)θ(b), for 0  a, b  2p − 2. This determines the decomposition
of T (a)⊗ T (b) as a direct sum of tilting modules. An indecomposable twisted tilting module is
a tensor product of the modules T (a), 0 a  2p − 2. Hence one may obtain from the formulas
below, at least in principle, a decomposition of M ⊗ M ′, as a direct sum of indecomposable
tilting modules, for arbitrary indecomposable twisted tilting modules M,M ′.
Recall that, for a  0, χ(a) denote the character of ∇(a), i.e. the character of the ath symmet-
ric power Sa(E). We shall use many times, without further reference, the formulas θ(a) = χ(a),
for 0  a  p − 1, and θ(p − 1 + r) = χ(p − 1 + r) + χ(p − 1 − r), for 0 < r  p − 1, and
θ(p − 1 + r + pt) = θ(p − 1 + r)θ(t)F , for 0 r  p − 1, t  0.
4.1. We consider the case p = 2. We have θ(0)θ(a) = θ(a), for a  0. The remaining cases
are covered by the following formulas (which are easy to check):
θ(1)2 = θ(2), θ(1)θ(2) = θ(1)+ θ(3), θ(2)2 = θ(4)+ θ(2).
M.S. Datt, S. Donkin / Journal of Algebra 321 (2009) 3128–3144 31394.2. We now suppose p  2. To simplify notation we shall define a formal character
CG(m,n). We define (the “Clebsch–Gordan character”) for m n and m+ n even by
CG(m,n) = θ(m)+ θ(m− 2)+ · · · + θ(n).
Case I. Suppose a  b and a + b  p − 1. Then we have θ(a)θ(b) = χ(a)χ(b) = χ(a + b) +
χ(a + b− 2)+· · ·+χ(a − b) by the usual Clebsch–Gordan formula, and since χ(r) = θ(r), for
r  p − 1, we have
θ(a)θ(b) = CG(a + b, a − b).
Case II. Now suppose a, b  p − 1, a  b but a + b > p − 1. Writing a + b = p − 1 + r we
have
θ(a)θ(b) =
{
CG(p − 1 + r,p + 1)+ CG(p − 3 − r, a − b), if a + b is even,
CG(p − 1 + r,p)+ CG(p − 3 − r, a − b), if a + b is odd.
In the case a + b even we have
θ(a)θ(b) = χ(a)χ(b) = χ(a + b)+ χ(a + b − 2)+ · · · + χ(a − b)
= χ(p − 1 + r)+ χ(p − 1 + r − 2)+ · · · + χ(a − b)
= θ(p − 1 + r)− χ(p − 1 − r)+ θ(p − 1 + r − 2)− χ(p − 1 − r + 2)+ · · ·
+ θ(p + 1)− χ(p − 2)+ χ(p − 1)+ · · · + χ(a − b)
= θ(p − 1 + r)+ θ(p − 1 + r − 2)+ · · · + θ(p + 1)+ θ(p − 1 − r + 2)+ · · ·
+ θ(a − b).
The other case is similar.
It will be useful to have formulas for multiplying by χ(p−1). These are given in the next two
cases. We first introduce some additional notation. We write s(a) for the orbit sum, for a  0:
thus s(a) = e(0) if a = 0 and s(a) = e(a) + e(−a) if a > 0. We write sp(h) for s(u)s(p), with
h = p + u, 0 u p − 1. Thus we have θ(p − 1 + h) = χ(p − 1)sp(h).
Case III. It is easy to check that, for 0 a  p − 1, we have
θ(a)χ(p − 1) =
{
CG(p − 1 + a,p − 1), if a is even,
CG(p − 1 + a,p), if a is odd.
Case IV. For 1 t  p − 1 we have
θ(p − 1)θ(p − 1 + t) =
{
CG(2p − 2 + t,2p − 2)+ 2CG(2p − 2 − t, p − 1), if t is even,
CG(2p − 2 + t,2p − 1)+ 2CG(2p − 2 − t, p), if t is odd.
Suppose t is even. We have
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= χ(p − 1)[s(t − 1)s(p)− s(p + 1 − t)+ · · · + s(1)s(p)− s(p − 1)
+ s(p − 1)+ · · · + s(0)]+ χ(p − 1)χ(p − 1 − t)
= χ(p − 1)[sp(p − 1 + t)+ · · · + sp(p + 1)
+ s(p − 1 − t)+ · · · + s(0)]+ CG(2p − 2 − t, p − 1)
= CG(2p − 2 + t,2p)+ 2CG(2p − 2 − t, p − 1).
The other case is similar.
Case V. Now suppose 0 a < r  p − 1 and a + r  p. Then we have
θ(a)θ(p − 1 + r) = CG(p − 1 + a + r,p − 1 + r − a).
We give a proof by induction on a. The formula is clear for a = 0. For a = 1 we have
θ(1)θ(p − 1 + r) = χ(1)θ(p − 1)s(r) = θ(p − 1)[s(r + 1)+ s(r − 1)]
= θ(p + r)+ θ(p + r − 2) = CG(p + r,p + r − 2).
Now assume that a  2 and the result holds for a − 2. Then we have
θ(a)θ(p − 1 + r) = χ(a)θ(p − 1 + r)
= χ(a − 2)θ(p − 1 + r)+ s(a)θ(p − 1)s(r)
= χ(a − 2)θ(p − 1 + r)+ θ(p − 1)[s(a + r)+ s(r − a)]
= CG(p + r + a − 3,p − 1 + r − a + 2)+ θ(p − 1 + a + r)
+ θ(p − 1 + r − a)
= CG(p − 1 + r + a,p − 1 + r − a + 2).
Case VI. Now suppose 0 r  a and a + r  p − 1. Then we have
θ(a)θ(p − 1 + r)
=
{
CG(p − 1 + r + a,p − 1)+ CG(p − 1 + a − r,p − 1), if a + r is even,
CG(p − 1 + r + a,p)+ CG(p − 1 + a − r,p), if a + r is odd.
We have
θ(a)θ(p − 1 + r) = χ(p − 1)χ(a)s(r)
= χ(p − 1)[χ(a + r)+ χ(a − r)]
so the result follows from Case III.
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θ(a)θ(p − 1 + r)
=
{
CG(p − 1 + (a + r),2p)+ CG(3p − 3 − (a + r),p − 1 + r − a), if a + r is even,
CG(p − 1 + (a + r),2p − 1)+ CG(3p − 3 − (a + r),p − 1 + r − a), if a + r is odd.
We consider the case in which r + a is even and leave the other cases to the reader. We have
θ(a)θ(p − 1 + r) = χ(p − 1)χ(a)s(r)
= χ(p − 1)[χ(a + r)+ χ(a − r)]
= χ(p − 1)[χ(a + r)− χ(−a + r − 2)]
= χ(p − 1)[χ(a + r − p)s(p)+ χ(2p − 2 − (a + r))− χ(−a + r − 2)]
= CG(−1 + a + r,p)s(p)+ CG(p − 1 + 2p − 2 − (a + r),p − 1)
− CG(p − 1 − a + r − 2,p − 1)
= CG(p − 1 + a + r,2p)+ CG(3p − 3 − (a + r),p − 1 − a + r).
Case VIII. For 1 q  r  p − 1 with q + r  p − 1 we have
θ(p − 1 + q)θ(p − 1 + r)
=
⎧⎪⎨
⎪⎩
CG(2p − 2 + r + q,2p − 2)+ 3CG(2p − 2 − r − q,p − 1)
+ CG(2p − 2 + r − q,2p − 2)+ 3CG(2p − 2 − r + q,p − 1), if q + r is even,
CG(2p − 2 + r + q,2p − 1)+ 3CG(2p − 2 − r − q,p)
+ CG(2p − 2 + r − q,2p − 1)+ 3CG(2p − 2 − r + q,p), if q + r is odd.
We consider the case in which q + r even, q < r and leave the remaining cases to the reader.
We have
θ(p − 1 + q)θ(p − 1 + r) = χ(p − 1)s(q)[χ(p − 1 + r)+ χ(p − 1 − r)]
= χ(p − 1)[χ(p − 1 + r + q)+ χ(p − 1 + r − q)
+ χ(p − 1 + q − r)+ χ(p − 1 − r − q)]
= CG(2p − 2 + r + q,2p − 2)+ 2CG(2p − 2 − r − q,p − 1)
+ CG(2p − 2 + r − q,2p − 2)+ 2CG(2p − 2 − r + q,p − 1)
+ CG(2p − 2 + q − r,p − 1)+ CG(2p − 2 − r − q,p − 1)
= CG(2p − 2 + r + q,2p − 2)+ 3CG(2p − 2 − r − q,p − 1)
+ CG(2p − 2 + r − q,2p − 2)+ 3CG(2p − 2 − r + q,p − 1)
using Cases IV and III.
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θ(p − 1 + q)θ(p − 1 + r)
=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
CG(2p − 2 + r + q,3p − 1)+ 2CG(4p − 2 − r − q,2p)
+ CG(2p − 2 + r − q,2p − 2)+ 2CG(2p − 2 − r + q,p − 1)
+ CG(2p − 2 + q − r, q + r), if q + r is even,
CG(2p − 2 + r + q,3p − 2)+ 2CG(4p − 2 − r − q,2p − 1)
+ CG(2p − 2 + r − q,2p − 1)+ 2CG(2p − 2 − r + q,p)
+ CG(2p − 2 + q − r, q + r), if q + r is odd.
We deal with the case in which q + r is even and q < r . The other cases are similar:
θ(p − 1 + q)θ(p − 1 + r) = χ(p − 1)[s(q)χ(p − 1 + r)+ s(q)χ(p − 1 − r)]
= χ(p − 1)[χ(−1 + q + r)s(p)− χ(−p − 1 + q + r)
+ χ(p − 1 − q + r)+ χ(p − 1 + q − r)− χ(−p − 1 + q + r)]
= CG(p − 2 + q + r,2p − 1)s(p)
+ 2CG(2p − 2 − (−1 + q + r − p + 1),p)s(p)
− CG(r + q − 2,p − 1)+ CG(2p − 2 − q + r,2p − 2)
+ 2CG(2p − 2 + q − r,p − 1)+ CG(2p − 2 + q − r,p − 1)
− CG(−2 + q + r,p − 1)
= CG(q + r − 2,p − 1)[s(2p)+ 2s(0)]
+ 2CG(4p − 2 − q − r,2p)− 2CG(q + r − 2,p − 1)
+ CG(2p − 2 − q + r,2p − 2)+ 3CG(2p − 2 + q − r,p − 1)
= CG(2p − 2 + q + r,3p − 1)+ CG(q + r − 2,p − 1)
+ 2CG(4p − 2 − q − r,2p)+ 2CG(2p − 2 + q − r, q + r)
+ CG(2p − 2 − q + r,2p − 2)+ CG(2p − 2 + q − r,p − 1)
= CG(2p − 2 + q + r,3p − 1)+ 2CG(4p − 2 − q − r,2p)
+ CG(2p − 2 + q − r,p − 1)+ CG(2p − 2 + q − r, q + r)
+ CG(2p − 2 − q + r,2p − 2)+ CG(2p − 2 + q − r,p − 1)
= CG(2p − 2 + r + q,3p − 1)+ 2CG(4p − 2 − r − q,2p)
+ CG(2p − 2 + r − q,2p − 2)+ 2CG(2p − 2 − r + q,p − 1)
+ CG(2p − 2 + q − r, q + r)
using IV and III.
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The span of the classes, in A(G), of the twisted tilting modules that are projective on restric-
tion to the first infinitesimal subgroup G1 forms an ideal. It is not difficult to see, from the results
of Section 1, that this is the principal ideal generated by the class of the first Steinberg module. In
the context of finite Chevalley groups one has the result of Lusztig, [7], that the ideal spanned by
classes of projective modules, in the Grothendieck ring of finite-dimensional modules over K of
a finite Chevalley group is generated by the Steinberg module. Here we consider, for G a general
semisimple, simply connected, algebraic group over K , finite-dimensional G-modules V such
that V |Gm is injective. We prove that there is some r  0 such that the class of V ⊗ StFmr in the
representation ring of G lies in the ideal generated by Stm+r . The argument below is similar to
one appearing in [3].
Recall that if H is an arbitrary affine group scheme over a field K and N is a normal subgroup
scheme then for any H -modules V,W such that V |N is injective and W is trivial as an N -module
and injective as an H/N -module we have that V ⊗W is injective. (A module for a group scheme
L is injective if and only if it is a direct summand of a direct sum of copies of the coordinate
algebra k[L]. Hence it is enough to consider the case W = k[H/N ]. Then by the tensor identity
we have V ⊗ k[H/N] ∼= V ⊗ indHN k ∼= indHN (V ⊗ k) ∼= indHN (V ). But now, as a k[N ]-module,
V is a direct summand of a direct sum of copies of k[N ]. Hence indHN (V ) is a direct summand of
a direct sum of copies of indHN (k[N ]) = indHN (indN1 (k)) = indH1 k = k[H ]. Hence indHN (V ), and
therefore V ⊗W , is injective.)
Lemma. Let V1,V2 be finite-dimensional G-modules that are injective and isomorphic as GmT -
modules. Then for r sufficiently large we have
V1 ⊗ StFmr ∼= V2 ⊗ StF
m
r
as G-modules.
Proof. For r  1, the module Vi ⊗ StFmr is injective as a Gm+r -module and hence as a Gm+rT -
module, see [6, II, 9.4 Lemma]. Moreover, the isomorphism type of a finite-dimensional injective
Gm+rT -module is determined by its character (this follows from [6, II, 11.4 Proposition]). Since
V1 ⊗ StFmr and V2 ⊗ StF
m
r have the same character, they are isomorphic as Gm+rT -modules. It
follows from [3, Theorem 4.3], that
HomGm+r
(
V1 ⊗ StFmr ,V2 ⊗ StF
m
r
)= HomG(V1 ⊗ StFmr ,V2 ⊗ StFmr )
for all r sufficiently large. Hence, for r sufficiently large, a Gm+r -module isomorphism from
V1 ⊗ StFmr to V2 ⊗ StF
m
r is also a G-module isomorphism. 
Proposition. Let V ∈ mod(G). Then V |Gm is injective if and only if there exist Y,Y ′ ∈ mod(G)
and r  0 such that
(
V ⊗ StFmr
)⊕ (Stm+r ⊗ Y) ∼= Stm+r ⊗ Y ′.
Proof. Clearly if V ⊕ Stm+r ⊗ Y ∼= Stm+r ⊗ Y ′ then V |Gm is injective.
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Xm(T ) we define Sλ = HomGm(L(λ),V )−1. We have an isomorphism of GmT -modules
V ∼=
⊕
λ∈Xm(T )
Qˆm(λ)⊗ HomGm
(
L(λ),V
)= ⊕
λ∈Xm(T )
Qˆm(λ)⊗ SFλ .
Moreover, it follows by character considerations, that for each λ ∈ Xm(T ), there exist Cλ,Dλ ∈
mod(G) such that Qˆm(λ)⊕ Stm ⊗Cλ ∼= Stm ⊗Dλ, as GmT -modules. Hence we have
V
⊕( ⊕
λ∈Xm(T )
Stm ⊗Dλ ⊗ SFmλ
)
∼=
⊕
λ∈Xm(T )
Stm ⊗Cλ ⊗ SFmλ
as GmT -modules. Thus we have V ⊕ Stm ⊗ Y ∼= Stm ⊗ Y ′ as GmT -modules for some Y,Y ′ ∈
mod(G). Now by lemma, we have(
V ⊗ StFmr
)⊕ (Stm ⊗ Y ⊗ StFmr )∼= Stm ⊗ Y ′ ⊗ StFmr
as G-modules, for r sufficiently large, i.e.,(
V ⊗ StFmr
)⊕ (Y ⊗ Stm+r ) ∼= Y ′ ⊗ Stm+r . 
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