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We introduce the concepts of perpetual points and periodic perpetual loci in discrete–time sys-
tems (maps). The occurrence and analysis of these points/loci are shown and basic examples are
considered. We discuss the potential usage and properties of introduced concepts. The comparison
of perpetual points and loci in discrete–time and continuous–time systems is presented. Discussed
methods can be widely applied in other dynamical systems.
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Perpetual points, which have been inspired by the theory of stationary points, are the natural
extention of the well–known equilibrium states of the system. They have been widely observed in
nonlinear dynamical models, and their study has provided many useful applications and properties
of these points. Although the concept has been originally described in systems of ODE’s, it can be
effectively introduced also in different types of models, e.g. discrete–time systems. In our paper we
define perpetual points in the maps and extend the concept into periodic perpetual loci, which can
be naturally compared with the standard periodic orbits observed in the system. The analysis of
the occurence and the properties of perpetual points and loci in most elementary, as well as more
complex examples of maps is presented. Additionally, we have compared the proposed concepts in the
systems described by discrete–time and continuous–time equations, exhibiting potential similarities
and differences between them. The obtained results expand our knowledge of the concepts of perpetual
points and loci and their potential usage in dynamical systems.
1. Introduction
Perpetual points are a new type of critical points in dynamical systems introduced by Prasad in [1]. They are
defined as points for which acceleration of the system becomes zero while velocity remains nonzero and can be found
widely in literature [1–6]. The topological conjugacy for these points is discussed in [2]. There are various interesting
properties of those points. They can be used to understand various behavior of the systems [1, 3].
Although perpetual points are still quite a new idea in the dynamical systems theory, a significant amount of
research needs to be conducted, if we want to understand the issue, ideas of new connections, and its applications
properly [4]. The existence of these points also confirms whether a system is dissipative or not [1] (dissipativity in the
sense of Levinson, see e.g. [7]). However, this confirmation has limitation for specific type of systems, see [5]. It has
also been found that these points are important for better understanding of transient dynamics in the phase space [1].
Many real–world problems, e.g. population growth [8], compound interest [9], radioactive decay [10], medication
dosages [11], alternate bearing [12, 13] etc. are modeled using discrete–time systems. Although, studies on dynamics
of maps are less popular than for ODE’s, research on this kind of systems is still ongoing and many new results are
observed. Discrete–time switched linear systems [14], multi–agent systems [15] or finite–time control [16] are only a
few examples of such analysis. Considering the importance of studying such systems, in this paper, we introduce the
concept of perpetual point in discrete–time systems. Note that in the original paper [1], the existence and applications
of perpetual points are discussed only in continuous–time systems.
Very recently, a new type of attractors called hidden attractors, that don’t intersect with the neighborhood of any
fixed point have been a topic of discussion [6, 17–23]. It can be found in many systems, e.g. Chua’s circuit [17], van
der Pol–Duffing [18], radio–physical oscillators [19], exponential nonlinear terms [20] as well as in coupled systems
[3, 21]. Due to the absence of unstable fixed point in its neighborhood these type of attractors are less tractable
and hence it is also difficult to understand their characteristic properties. Existence of perpetual points lead to the
hypothesis, that they can be a natural guidance to the hidden attractors [6, 17–23], analogically to the fixed points
which locate self–excited attractors (details are presented in [3]). This connection have been also thoroughly analyzed
in [6]. Recently, hidden attractors have been observed also in discrete–time systems [24–27]. This new observations
and the fact, that perpetual points are possibly connected to hidden attractors have been a motivation to introduce
an analogy of these points in maps in this paper.
The paper is organized as follows. In Section 2 we introduce the concepts of perpetual points and periodic perpetual
loci in maps and present examples in typical systems. In Section 3 the comparison of perpetual points/loci in discrete–
time and continuous–time systems is shown. The summary of the obtained results is presented in Section 4.
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2a. Concept of perpetual points in discrete–time systems
Let us consider the n–dimensional discrete–time system given by equations:
xit+1 = fi(x
1
t , . . . , x
n
t ), (1)
where i = 1, . . . , n and t ∈ N ∪ {0} is discrete time. Here, (x1t , . . . , xnt ) denotes the state of the system in time t.
Based on the definition of derivative for continuous functions (as the limit of difference quotient), we introduce
analogous mathematical structure for the discrete case. Let d : S → S, where S is a sequence space (e.g., S = lp) be
an operator defined as:
dxit =
xit+1 − xit
t+ 1− t = x
i
t+1 − xit = fi(x1t , . . . , xnt )− xit, (2)
where i ∈ {1, . . . , n} is a considered space variable. We will call sequence dxi the discrete derivative of sequence xi.
The fixed point (x1fp, . . . , x
n
fp) of the system (1), is the one for which the condition fi(x
1
fp, . . . , x
n
fp) = x
i
fp is satisfied
for every i ∈ {1, . . . , n}. As we can see, it is the same point for which the discrete derivative dxifp = 0, i ∈ {1, . . . , n}.
This represents an analogy to the continuous–time dynamical systems, for which the derivative of each space variable
equals zero at equilibrium.
Using the definition (2) of the operator d we can consider the higher order discrete derivatives as the consecutive
compositions of operator d with itself. Hence, let:
d2xit =
dxit+1 − dxit
t+ 1− t = x
i
t+2 − 2xit+1 + xit = fi(f1(x1t , . . . , xnt ), . . . , fn(x1t , . . . , xnt ))− 2fi(x1t , . . . , xnt ) + xit (3)
be a second order discrete derivative of space variable xi.
As an analogy to perpetual points in continuous–time dynamical systems, we can introduce similar concept in maps
using relation (3). Namely, we will call the point (x1pp, . . . , xnpp) for which d2xipp = 0 ∧ dxipp 6= 0, i = 1, . . . , n the
perpetual point of system (1).
2b. Examples in typical maps
(i) Logistic map
Let us consider a typical example of one–dimensional discrete–time dynamical system, the logistic map [28]. Al-
though the system is very well–known, it still inspires researchers and new results can be observed in many areas of
science (e.g. in encryption algorithms [29, 30]).
The dynamics is given by equation:
xt+1 = axt(1− xt), (4)
where a ∈ (0, 4] is the system parameter. Relation (4) transforms interval [0,1] into itself and we consider the dynamics
only in this interval.
A typical bifurcation scenario and critical points of the system (4) are shown in Fig. 1.
For increasing parameter a, a typical road to chaos is shown as the background of Fig. 1 (black dots). One can
observe a sequence of period doubling bifurcations leading to the chaotic behavior for a & 3.56. The stable and
unstable fixed points are shown by red and blue dots respectively. The zero equilibrium x = 0 is stable for a ∈ (0, 1]
and loses stability when a = 1. The second fixed point x = (a−1)/a is born for a = 1 and attracts all the trajectories
till the first period doubling bifurcation at a = 3. For a ∈ (1, 4] system (4) has one unique perpetual point marked
in Fig. 1 by green dots. As one can see, the perpetual points appear along with stable fixed points through the
bifurcation that occurs at a = 1. Moreover, both of the critical points are born near the same point of state space,
i.e. at x = 0.
Discrete–time systems can exhibit different types of dynamics even in their simplest form. In a one–dimensional
map one can observe not only equilibria, but also periodic orbits and chaotic behavior (while in case of continuous–
time systems such states require the dimension of at least two and three respectively). To compare perpetual points
with more complex attractors, we consider the system:
xt+1 = f
k(xt), (5)
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Figure 1: (color online). The bifurcation diagram of system (4) (black dots) for parameter a ∈ (0, 4]. Stable fixed points are
shown as red dots, while unstable equilibria are presented as blue ones. Green dots correspond to perpetual points of the
system.
where f(x) = ax(1 − x) describes the dynamics of logistic map and k ∈ N denotes the number of compositions of
function f with itself. Fixed points of system (5) are period-k orbits of system (4). Similarly, we will call perpetual
points of (5) the period-k perpetual loci of map (4) (the definition can be easily applied to general equation (1)).
In Fig. 2 results of our calculations for system (5) are shown. In the left panel one can observe the values of
both critical points for a ∈ (0, 4] (color code as in Fig. 1, i.e. red/blue dots denote stable/unstable orbits and green
ones correspond to perpetual loci). The periods k = 2, 3, 4 have been considered ((a), (b), (c) respectively). The
co–existence of periodic loci can be observed for a > 3 (for a ∈ [1, 3] only unique perpetual loci are present). There
are a few scenarios in which perpetual loci can be born. They can appear around standard bifurcations of the system
(4), i.e. at the saddle–node bifurcation (at a = 1) or at period doubling ones, when two branches of perpetual loci
are created along with standard periodic orbits (e.g. at a = 3 for k = 2). On the other hand, this type of loci appear
for many other different parameter values, for which logistic map does not exhibit any qualitative changes. Moreover,
it seems that all the way they are created pairwise. Results suggest, that the route of periodic perpetual loci can be
more complex than corresponding periodic attractors.
As can be seen in Fig. 2, number of periodic perpetual loci increase along with increase of parameter a value, and
their position in phase space get more complex. In the right panel of Fig. 2 one can observe the number n of these loci
(green) compared to periodic orbits (stable – red, unstable – blue) for a ∈ (1, 4]. For k = 2 one, three or five perpetual
loci exist depending on the parameter, but if we increase the period k, more of these loci are born (with the maximum
of 21 and 87 for k = 3 and k = 4 respectively). Those values are much higher then the number of co–existing periodic
attractors. What should be noted, this growth increase rapidly near parameter region where chaotic behavior occurs
(a & 3.56).
In order to investigate this phenomenon, we have fixed the parameter a and compared the numbers of co–existing
periodic orbits and perpetual loci for different values of period [31]. In Fig. 3 results obtained for a = 4 are presented.
In Fig. 3(a) the number n of perpetual loci (green circles) and periodic states (red squares) are shown for period value
ranging from one to eight (horizontal axis). It should be emphasized that the scale on vertical axis is logarithmic.
Number of periodic orbits (points that belong to these orbits) equals 2k, where k is the period (we count all the states
which period does not exceed k value), and the number of corresponding perpetual loci exceeds this value significantly
with increase of k. We have fitted the latter results using least squares method for exponential functions, i.e. p1 · p2k,
where p1, p2 > 0 are positive parameters (operator ’·’ denotes typical multiplication in real numbers). The number
of obtained points have been approximated as 0.2672 · 4.213k. The fitting lines for both types of states are shown in
Fig. 3(a) as dashed lines (where red and green curves correspond to periodic orbits and perpetual loci respectively).
Based on our calculations, the ratio between periodic perpetual loci and unstable periodic orbits for a = 4 equals
0.2672 · 2.1065k. Consequently, the set of former states is much more denser than the latter ones. This have been
presented in Fig. 3(b), where the position in phase space of both sets of states is marked for fixed period on vertical
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Figure 2: (color online). In the left panel the periodic orbits (red – stable, blue – unstable) and perpetual loci (green) are
shown for period k = 2, 3, 4 (increasing from the top to the bottom). Number of co–existing points (n parameter) is presented
in the right panel for a ∈ (1, 4] (case n = 0 have been omitted).
axis (color code as in Fig. 3(a)).
(ii) Bi–stable tent map
As the second example, we consider the bi–stable tent map [32, 33] (studies on the original mono–stable system
can be found in [34]), which is given by:
xt+1 = f(xt) =
 pxt + (p/l − 1) : xt ∈ [−1,−1/l)lxt : xt ∈ [−1/l, 1/l)pxt − (p/l − 1) : xt ∈ [1/l, 1], (6)
where l and p are the parameters and depending on their values [32] system transforms interval [−1, 1] into itself.
Equivalently, the dynamics can be described by f(xt) = pxt + l−p2 (|xt + 1/l| − |xt − 1/l|).
In Fig. 4(a) the local dynamics of function f is shown. As one can see, it consists of three linear parts, where
parameters l and p describe their slopes (here, l = 1.5 and p = −2.4). In [32] it has been shown, that depending on
the parameters values, the system (6) can be mono–stable having one global chaotic attractor (as the whole [−1, 1]
interval) or it can be bi–stable, having two co–existing attractors – fixed points or chaotic (also with co–existing
[−1, 0) and (0, 1] basins of attraction).
The system (6) has three fixed points x = 0 and x = ±(l−p)l(p−1) (blue squares in Fig. 4(a)), while it also has two
perpetual points (green dots).
In Fig. 4(b) the bifurcation scenario for fixed l = 1.5 and p ∈ [−4, 0) considered as the bifurcation parameter has
been presented (note that parameter p has been decreased from p = 0 to p = −4). The color code corresponds to the
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Figure 3: (color online). In (a) the number of co–existing periodic orbits (red squares) and perpetual loci (green circles) is
presented for periods equal 1, . . . , 8 (scale on vertical axis is logarithmic). The fitting lines are shown as red (periodic) and
green (perpetual) dashed curves. In (b) the position in phase space of both types of states is shown.
previous example of a logistic map. For p ∈ [−1, 0) two stable fixed points co–exist (red dots). At p = −1 critical
points lose their stability (blue dots) and two chaotic attractors are born (black and grey dots). The states co–exist
for p ∈ (−3,−1) and at p = −3 they combine into one global attractor. The equilibrium x = 0 is unstable in the
whole bifurcation interval.
The perpetual points of the system (6) are denoted by green dots in Fig. 4(b) and they exist for every p ∈ [−4, 0)
(two co–existing points). For a fixed p value, first of the points exists in interval [−1, 0), while the second one in
interval (0, 1]. Thus, in the case of bi–stability, both attractors can be located using perpetual points.
The statistical analysis of bi–stable tent map is as follows. For a fixed parameter p = −4 (for which the system
is monostable with [−1, 1] chaotic attractor) the number of periodic orbits (points belonging to these orbits) equals
2 · 2k, where k is considered period (the equilibrium x = 0 have been omitted). On the other hand, the number of
perpetual loci have been approximated using similar methods as in previous example (i) and equals 0.5402 · 4.7784k.
Consequently, the ratio between periodic perpetual loci and unstable periodic orbits is 0.2701 · 2.3892k. This result is
close to the one obtained for the logistic map (4) (i.e., 0.2672 · 2.1065k). Such scaling similarities may result from the
fact that the logistic and the tent maps are naturally connected (topologically conjugated). Therefore, in systems of
similar dynamics the properties of perpetual points and loci may be universal.
(iii) Henon map
Perpetual points can be found not only in simple one–dimensional maps, but also in multi–dimensional systems. As
an example we present the results obtained for 2D Henon map [27, 35–37]. The system is described by the following
set of equations: {
xt+1 = 1− ax2t + yt,
yt+1 = −bxt, (7)
where (xt, yt) denotes the position on plane in time t, while a and b are the parameters. A thorough analysis of such
defined single Henon map (7), as well as the dynamics of coupled system of such maps can be found in [38].
In our calculations we have fixed parameter b = 0.138 and analyzed the dynamics and existence of perpetual points
for a ∈ [1.439, 1.5]. For such set of parameters system (7) is bi–stable. Typical basins of attraction with corresponding
attractors are shown in Fig. 5(a) for a = 1.49. The grey basin which attracts the trajectories to the period 4 solution
(black squares) co–exists with the red one that leads to the chaotic attractor (yellow squares). The brown area in
Fig. 5(a) denotes the instability region of the map (trajectories escape to infinity).
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Figure 4: (color online). In (a) the local dynamics of system (6) described by function f is presented, while in (b) the bifurcation
diagram for parameter p ∈ [−4, 0) is shown. Co–existing attractors are marked in black and grey. In both subfigures equilibria
are marked in red and blue (stable and unstable respectively), while perpetual points are denoted in green.
Map (7) has two unstable fixed points, namely (xfp, yfp) = (
b+1+
√
(b+1)2+4a
−2a ,
−b(b+1+
√
(b+1)2+4a)
−2a ) and (xfp, yfp) =
(
b+1−
√
(b+1)2+4a
−2a ,
−b(b+1−
√
(b+1)2+4a)
−2a ). As can be seen in Fig. 5(a) (where fixed points are marked by blue squares)
one equilibrium FP1=(0.522,−0.072) lies in the grey basin and leads to periodic state, while the second point
FP2=(−1.286, 0.177) is located very close to the border between the brown area (infinity) and basins of co–existing
attractors. We have examined the initial conditions in the very close neighborhood of the latter critical point and it
seems that all the trajectories starting near it either escape to infinity or get attracted by period 4 solution. Hence,
the chaotic attractor shown in Fig. 5(a) by yellow squares is the hidden one [6, 22, 23] (it cannot be located using
fixed points of the system).
System (7) for a = 1.49 has two perpetual points: PP1=(1.27,−0.631) and PP2=(−0.877, 0.257), shown in Fig. 5(a)
as green dots. The first point lies in the brown basin (region of instability), while the second one intersects with the
basin of attraction of a hidden chaotic attractor (red basin). Therefore, the attractor can be located using this point.
The bifurcation diagram of the system (7) for parameter a ∈ [1.439, 1.502] is presented in Fig. 5(b). As the initial
state we have chosen the period 3 attractor (co–existing for a = 1.439 with period 2 state). The bifurcation scenario
is presented as black dots, where on vertical axis the first phase space variable x is shown. The dynamics can be
either periodic or chaotic (typical road to chaos through period doubling bifurcations), in contrast to the behavior
of co–existing state, which remains only periodic in the whole range a ∈ [1.439, 1.5]. For a > 1.5 system becomes
mono–stable, having one period 4 attractor for a ∈ (1.5, 1.502]. The fixed and perpetual points of the system (7) are
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Figure 5: (color online). In (a) the basins of attraction of system (7) are presented for b = 0.138 and a = 1.49. Period 4
solution (black squares on grey basin) co–exists with hidden chaotic attractor (yellow squares on red basin). Brown region
denotes the instability of the system. The bifurcation diagram for a ∈ [1.439, 1.502] is shown in (b), where period 3 solution
has been chosen as the initial state for a = 1.439. In both subfigures the unstable equilibria and perpetual points are marked
in blue and green respectively.
8shown as blue and green dots respectively.
We have analyzed the attractors presented in Fig. 5(b) and they remain hidden in the whole range a ∈ [1.439, 1.5].
Moreover, each of them can be located using one of the corresponding perpetual points. Obtained results seems to
confirm that perpetual points in maps may be useful in localization of hidden attractors [1, 3, 6].
3. Comparison of perpetual points in discrete–time and continuous–time systems
(i) Naturally related systems
In our studies of perpetual points, we have analyzed the systems that have been introduced as maps as well as
differential equations.
As the first example, let us consider the continuous-time logistic equation:
x˙ = fkl (x), (8)
where fl(x) = rx(1 − x) describes the local dynamics, r is a parameter, and k ∈ N denotes the k-th superposition
of the function fl. The parameter has been considered similarly as for logistic map (4), i.e. r ∈ (0, 4], and for these
system (8) has two fixed points x = 0 and x = 1 for every k value. The formula for perpetual points/loci (x¨ = 0) for
k = k∗ is given by:
k∗−1∏
i=1
f
′
l (fl(. . . (fl(x)) . . .)︸ ︷︷ ︸
i
)f
′
l (x)f
k∗
l (x) = 0. (9)
(in the case k∗ = 1 product disappear).
Note that the set of solutions of equation (9) does not include only fixed points of system (8), but also all perpetual
points/loci for k < k∗. Because of this property, the set of perpetual points/loci for k = k∗ will be identified as the
set of solutions of equation (9) excluding the points found earlier for k < k∗.
Our investigations on system (8) have been shown in Fig. 6(a). Perpetual points/loci have been calculated for
k = 1, 2, 4, 8 and are denoted by black, red, green and blue dots respectively. They exist for r ∈ [2, 4] (there are
no points for r < 2) and are located symmetrically around x = 1/2. It seems that the scenario in which they are
born is always the same – branches of higher k value are born around the solutions of lower k, e.g. at r ≈ 3.24,
where two brunches of perpetual loci for k = 4, 8 (green and blue) are created around the red one (for k = 2). This
have been confirmed for each k = 1, . . . , 8 (it should be noted that points for some k values are not included in the
Fig. 6(a)). Additionally, the number of loci increase with the increase of k value (especially for r > 3 − 3.5) as well
as the parameter r value (this can be observed for k = 4, 8). Therefore the comparison of those results with the ones
shown in Figs. 1 and 2 exhibits that dynamics of perpetual points/loci in both cases can be similar.
As the second example, we have considered the Duffing system given in the form of ODEs [39–41]:{
x˙ = g1(x, y) = y,
y˙ = g2(x, y) = −βy + αx− x3, (10)
and the Duffing map [42–45], i.e.: {
xt+1 = gˆ1(xt, yt) = yt,
yt+1 = gˆ2(xt, yt) = −bxt + ayt − y3t , (11)
where α, β and a, b are the parameters of ODEs and map respectively. The form of equations (11) implies from (10)
and finite difference approximation of derivative method [45].
Based on the concept of periodic perpetual loci introduced in Sec. 2(b), analysis of logistic differential equation
presented above and standard perpetual points of systems (10, 11) we have also analyzed the perpetual loci that result
from superpositions of these systems. The period-2 perpetual loci have been considered, which result from equations
x˙ = g1(g1(x, y), g2(x, y)) for continuous–time system and xt+1 = gˆ1(gˆ1(xt, yt), gˆ2(xt, yt)) for map (analogous equations
for second variables y and yt+1).
In Fig. 6(b,c) perpetual points/loci (x coordinate) of discrete–time and continuous–time Duffing systems are pre-
sented ((b) and (c) respectively). Both systems have a symmetry property (if (xpp, ypp) is perpetual, then (−xpp,−ypp)
is perpetual also), hence only results satisfying x > 0 have been included. Perpetual points of systems (10, 11) are
shown as blue dots, while perpetual loci of period-2 are presented as red ones. Additionally, in Fig. 6(b) the bifur-
cation diagram of system (11) is presented as the background (black dots). As one can see, for considered a and α
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Figure 6: (color online). In (a) the perpetual points/loci of system (8) have been shown for k = 1, 2, 4, 8 (black, red, green
and blue dots respectively). Results obtained for the Duffing map (11) and ODEs (10) are presented in (b) and (c). Standard
perpetual points are denoted by blue dots, while period-2 perpetual loci are marked by red ones. The bifurcation diagram of
map (11) is shown in the background of (b) (black dots).
parameters regions (b = 0.2 and β = 1 have been fixed) standard perpetual points (which are unique) co–exist with
period-2 perpetual loci. In the case of map the latter ones are created at period doubling bifurcations and around
blue branch of perpetual points. On the other hand, for the Duffing differential equation one can observe two crossing
red curves of solutions. The upper one is created around a ≈ 0.45 and from the very beginning has a form of two
branches. As in previous example, the scenarios in which perpetual points/loci are created and their behavior are
similar for both types of the Duffing system.
(ii) Discretization of continuous–time dynamical systems
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Let us consider a general n–dimensional continuous–time dynamical system given by:
x˙i = fi(x1, . . . , xn), (12)
where i = 1, . . . , n and (x1(t), . . . , xn(t)) is the state of the system in time t ≥ 0.
Typically, system (12) cannot be solved explicitly (except simple linear cases or using complicated analytical pro-
cedures), what means that numerical methods have to be applied. The theory of numerical algorithms for differential
equations is very well–known [46–48], just to mention standard procedures like the Euler or the Runge–Kutta algo-
rithms [49]. In our calculations we have used the latter one with order four and typical parameters. Formulas for
coefficients are as follows: 
K1i = fi(x1, . . . , xn),
K2i = fi(x1 +
1
2K
1
1h, . . . , xn +
1
2K
1
nh),
K3i = fi(x1 +
1
2K
2
1h, . . . , xn +
1
2K
2
nh),
K4i = fi(x1 +K
3
1h, . . . , xn +K
3
nh),
(13)
where h > 0 is the step size.
Using parameters (13) system (12) is discretized into n–dimensional map of the form:
xit+1 = x
i
t +
1
6
(K1i + 2K
2
i + 2K
3
i +K
4
i )h, (14)
where i = 1, . . . , n and t ∈ N ∪ {0} is discrete time.
Due to the construction of map (14), attractors of systems (12) and (14) are naturally related (e.g. both systems
have the same equilibria, periodic orbits correspond respectively to the chosen value of step h).
Similar considerations can be made if the system (12) is replaced with non–autonomous differential equations.
In order to investigate if the concept of perpetual points in maps is properly defined, and to compare these points
in discrete–time and continuous–time systems, we have analyzed some of the systems presented in the original paper
about perpetual points [1] and their discretized equivalents and calculated the points for both cases.
Systems that have been considered are as follows (values of parameters are included):
1–dimensional system:
x˙ = x2 − 1 (15)
2–dimensional system: {
x˙ = y,
y˙ = −2y + 1.5x− x3 (16)
3–dimensional system:  x˙ = y,y˙ = z,z˙ = −y + 3y2 − x2 − xz − 0.2 (17)
Formulas for perpetual points of systems (15 – 17) are given explicitly in [1].
In Table I perpetual points of systems (15 – 17) (2nd column) and their discretized equivalents (columns 3rd-5th)
are presented. Calculations for maps have been prepared for different step sizes h = 0.1, 0.01, 0.001 (3rd, 4th and 5th
column of the table respectively). As can be seen, the perpetual points in continuous–time and discrete–time systems
are very similar. The difference between these points gets smaller with the decrease of the h value and probably in
the limit h → 0 points overlap. Moreover, the number of perpetual points in both kinds of systems is the same (no
new points are found in the map case).
To investigate the observed similarities we have analyzed the dynamics of systems under consideration near the
perpetual points. Results are shown in Fig. 7. In Figs. 7(a,b) the absolute velocities of system (15) (left panel) and the
discretized map of this system (right panel) are presented (operator d defined in Sec. 2 – equation (2)). In continuous
case the perpetual point is exactly in the maximum x = 0, while for the map the point is at x = 0.0009999996665
(calculations have been made for h = 0.001 step). On the other hand, results obtained for equations (16) are shown
in Figs. 7(c,d). In the left panel one can observe intersection of the magnitude of velocity v =
√
x2 + y2 near one of
the perpetual points (for fixed y = −0.3535533905). In the right one analogous intersection of dv =
√
(dx)
2
+ (dy)
2
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continuous case discrete case h=0.1 discrete case h=0.01 discrete case h=0.001
system (15) 0 0.09966777489 0.009999666670 0.0009999996665
system (16) (-0.7071067811, (-0.6716265355, (-0.7035731493, (-0.7067439618,
-0.3535533905) -0.3533782533) -0.3535526414) -0.3535516941)
(0.7071067811, (0.6716265355, (0.7035731493, (0.7067439618,
0.3535533905) 0.3533782533) 0.3535526414) 0.3535516941)
system (17) (0, (-0.04741884886, (-0.004739900755, (-0.0004738903727,
0.4739848152, 0.4741875881, 0.4739874456, 0.4739849853,
0) 0.3757712222 ·10−4) 0.2690515672 ·10−8) -0.1202633626 ·10−9)
(0, (0.01406694040, (0.001406375687, (0.0001406232019,
-0.1406514819, -0.1406694062, -0.1406517878, -0.1406514392,
0) 0.3287109397 ·10−5) -0.6080132746 ·10−8) 0.5023669888 ·10−10)
Table I: In the 2nd column perpetual points of systems (15 – 17) are shown, while in the 3rd, 4th and 5th column points of
discretized equivalents of these systems are presented (for step size h = 0.1, 0.01, 0.001 respectively).
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0
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x
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1
-1 1
0
dx
x
(b)
0
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0.364
-0.9 -0.5
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|  | |   |
Figure 7: (color online). The comparison of velocities near perpetual points between continuous–time systems (15) and (16)
((a) and (c) respectively) and their discretized equivalents as maps (shown in (b) and (d)).
for the map is presented (y = −0.3535516941 fixed at perpetual point, h as in previous example). In both cases, the
points are near the minimum of the functions.
We have examined other examples of continuous–time systems and their corresponding maps and the similar shape of
velocities, like the one shown in Fig. 7 seems to be a universal phenomenon, provided the step used in the discretization
is sufficiently small. Also, the velocity is proportional to its discrete equivalent with the coefficient 1/h (e.g. in the
case of one–dimensional system x˙ ≈ 1h · dx). The latter fact arise from the construction of discrete derivative (2) and
equation (14) in which component 16 (K
1
i + 2K
2
i + 2K
3
i +K
4
i ) describes the velocity field.
Additionally, in our research we have compared the acceleration and second order discrete derivative (continuous–
and discrete–time systems respectively) and the results we got also show similar properties for both structures.
Functions are proportional, although in this case the proportionality coefficient equals 1/h2 (in the case of one–
dimensional system x¨ ≈ 1h2 · d2x).
4. Conclusions
In this paper, we have shown that the concept of perpetual points, originally introduced in continuous–time systems
can be successfully transformed to maps. Research on perpetual points and periodic perpetual loci can improve our
12
understanding of the system and their analysis may be essential in studying the system dynamics. The calculations
can be made more easily than for ODEs due to the fact that maps are usually less complicated than flows. Presented
examples confirm that this kind of points/loci is common in discrete–time systems, and can be found using standard
numerical methods.
The analysis of perpetual points/loci in systems that have representatives in maps and ODEs shows that the
behavior of these states and their occurrence is similar for both cases. This have been confirmed in most typical
examples (Sec. 3(i)). Obtained results are useful in studies on connections between perpetual points/loci in different
types of systems. Nevertheless, to better understand these relations, more complex systems have to be investigated.
On the other hand, the connection in the case of discretization of ODEs is more clear. If we transform the
continuous–time system into a map using one of the standard numerical algorithms, the values of points obtained in
both cases will be very close and the dynamics across these points will be similar.
All presented similarities may confirm that the definition of discrete derivative (equations (2) and (3)) and resulting
perpetual points/loci are properly defined and can be a useful tool in studies of maps dynamics.
Perpetual points in maps may have similar properties, as in continuous–time systems. Especially, they may provide
a guidance to hidden attractors, like presented for Henon map example (equation (7)). Nonetheless, this connection
requires a deeper analysis.
The concept we have introduced in this paper seems to be universal and similar results can be observed in other
systems with different dynamics. However, the character of perpetual points/loci in dynamical systems is still not
sufficiently well understood and further research need to be established, in continuous–time as well as in discrete–time
systems.
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