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Abstract. This paper investigates and compares the effectiveness of haptic and 
audio modality for navigation in low visibility environment using a sensory 
augmentation device. A second generation head-mounted vibrotactile interface 
as a sensory augmentation prototype was developed to help users to navigate in 
such environments. In our experiment, a subject navigates along a wall relying 
on the haptic or audio feedbacks as navigation commands. Haptic/audio feed-
back is presented to the subjects according to the information measured from 
the walls to a set of 12 ultrasound sensors placed around a helmet and a classifi-
cation algorithm by using multilayer perceptron neural network. Results 
showed the haptic modality leads to significantly lower route deviation in navi-
gation compared to auditory feedback. Furthermore, the NASA TLX question-
naire showed that subjects reported lower cognitive workload with haptic mo-
dality although both modalities were able to navigate the users along the wall. 
Keywords: Sensory augmentation, haptic feedback, audio feedback, classifica-
tion algorithm 
1 Introduction 
Sensory augmentation is an exciting domain in human-machine biohybridicity that 
adds new synthesized information to an existing sensory channel. The additional 
senses provided by sensory augmentation can be used to augment the spatial aware-
ness of people with impaired vision [1, 2, 3, 4, 5] or for people operating in environ-
ments where visual sensing is compromised such as smoked-filled buildings [6, 7, 8]. 
    The sensitive tactile sensing capabilities supported by facial whiskers provide many 
mammals with detailed information about local environment that is useful for naviga-
tion and object recognition. Similar information could be provided to humans using a 
sensory augmentation device that combines active distance sensing of nearby surfaces 
with a head-mounted tactile display [6, 7]. One of the attempts to design such a device 
was the ‘Haptic Radar’ [7] that linked infrared sensors to head-mounted vibrotactile 
displays allowing users to perceive and respond simultaneously to multiple spatial 
information sources. In this device, several sense-act modules were mounted together 
on a band wrapped around the head. Each module measured distance from the user to 
nearby surfaces, in the direction of the sensor, and transduced this information into a 
vibrotactile signal presented to the skin directly beneath the module. Users intuitively 
responded to nearby objects, for example, by tilting away from the direction of an 
object that was moving close to the head, indicating that the device could be useful 
for detecting and avoiding collisions. Marsalia [9] has evaluated the effectiveness of a 
head-mounted display in improving hazard recognition for distracted pedestrians us-
ing a driving simulator. Results showed that response hit rates improved and response 
times were faster when participants had a display present.  
     The above studies indicate the value of head-mounted haptic display for alerting 
wearers to possible threats. The ‘Tactile Helmet’ [6] was a prototype sensory augmen-
tation device developed by the current authors that aimed to be something more than a 
hazard detector—a device for guiding users within unsafe, low-visibility environ-
ments such as burning buildings. We selected a head-mounted tactile display as this 
facilitates rapid reactions, can easily fit inside a modified fire-fighter helmet, and 
leaves the hands of the firefighters free for tactile exploration of objects and surfaces. 
Our first generation device (see Fig.1) comprised a ring of eight ultrasound sensors on 
the outside of a firefighter’s safety helmet with four voice coil-type vibrotactile actua-
tors fitted to the inside headband. Ultrasound distance signals from the sensors were 
converted into a pattern of vibrotactile stimulation across all four actuators. One of 
the goals of this approach was to have greater control over the information displayed 
to the user, and, in particular, to avoid overloading tactile sensory channels by dis-
playing too much information at once.   
 
 
 
Fig. 1. The first generation ‘Tactile Helmet’ [6] was composed of a ring of ultrasound sensors 
and four actuators inside the helmet and was designed to help firefighter’s navigate inside 
smoked-filled buildings. 
   Auditory guidance in the form of non-verbal acoustic sound or synthetic speech is 
another means for providing augmented navigation information for people with visu-
ally impairments or for rescue workers [3, 4, 5].  
    The effectiveness of haptic and audio modalities have been compared in a number 
of augmented navigation tasks with mixed results. For example, in [3], audio and 
haptic interfaces were compared for way finding by blind pedestrians and it was 
found that haptic guidance resulted in closer path-following compared to audio feed-
back. Marston et al. [10] also evaluated nonvisual route-following with guidance from 
audio and haptic display. Their results showed that haptic feedback produced slightly 
faster path completion time and shorter distance, however, there was no significant 
difference between audio and haptic modality. In [11], multimodal feedback strategies 
(haptic, audio and combined) were compared. Whilst there were no significant differ-
ences between modalities in navigation performance, subjects reported that the audio 
guidance was less comfortable than others. Kaul et al. [12] have evaluated audio and 
haptic guidance in a 3D virtual object acquisition task using HapticHead (a cap con-
sisting of vibration motors) as a head-mounted display. User study indicated that hap-
tic feedback is faster and more precise than auditory feedback for virtual object find-
ing in 3D space around the user. Finally, in [13] haptic and audio modalities were 
compared in terms of cognitive workload, in a short-range navigation task, finding 
that workload was lower in haptic feedback compared to audio for blind participants. 
The aim of the current paper is to evaluate and compare audio and haptic guidance 
for navigation using a head-mounted sensory augmentation device. We designed a 
second-generation vibrotactile helmet as a sensory augmentation device for fire fight-
ers’ navigation that sought to overcome some of the limitations of our first prototype 
(Fig. 1) [6] such as low-resolution tactile display. We previously investigated how to 
design our tactile interface worn on the forehead [14] to present useful navigational 
information as a tactile language [15]. Here, we use this tactile language to generate 
haptic guidance signals and compare this to audio guidance in the form of synthetic 
speech. In order to simulate a wall-following task similar to that faced by fire-fighters 
exploring a burning building, we constructed temporary walls made of cardboard in 
the experimental room and asked subjects to follow these walls using the two alterna-
tive guidance systems. The vibrotactile helmet uses ultrasound sensors to detect the 
user’s distance to the walls and then a neural network algorithm to determine appro-
priate guidance commands (Go-forward/Turn right/Turn left). We evaluated the effec-
tiveness of haptic and audio guidance according to the objective measures of task 
completion time, distance of travel and route deviation, and subjective measure of 
workload measurement using NASA TLX questionnaires. 
2 Method 
2.1 Subjects 
Ten participants - 4 men and 6 women, average age 25 - voluntarily took part in this 
experiment. All subjects were university students or staff. The study was approved by 
the University of Sheffield ethics committee, and participants signed the informed 
consent form before the experiment. They did not report any known abnormalities 
with haptic perception. 
2.2 Vibrotactile helmet 
The second generation vibrotactile helmet (Fig. 2) consists of an array of twelve ultra-
sound sensors (I2CXL-MaxSonar-EZ2 by MaxBotic), a tactile display composed of 7 
tactors (Fig. 2 (b)) [14], a sound card, a microcontroller unit and two small lithium 
polymer batteries (7.4 V) to provide the system power. Furthermore, five reflective 
passive markers were attached to the vibrotactile helmet surface (Fig. 2 (d)) to enable 
us to track the user’s position and orientation using Vicon motion capture system. 
 
Fig. 2. (a) Eccentric rotating mass vibration motor (Model 310-113 by Precision Microdrives). 
(b) Tactile display interface. (c) Tactile display position inside the helmet. (d) Vibrotactile 
helmet. 
Twelve ultrasound sensors were mounted with approximately 30 degrees separa-
tion to the outside of a skiing helmet (Fig. 2 (d)). The ultrasound sensors are em-
ployed sequentially one at a time. A minimum pulse-pause time of 50ms is main-
tained between consecutive readings to make measurements more stable against ultra-
sound reflections. Using a 50 ms pulse-pause time, a complete environmental scan is 
accomplished every 0.6 s. The practical measuring range by this ultrasound sensor is 
between 20 cm and 765 cm with 1 cm resolution. The tactile display consists of seven 
eccentric rotating mass (ERM) vibration motors (Fig. 2 (a)) with 3V operating voltage 
and 220Hz operating frequency at 3V. These vibration motors are mounted on a neo-
prene fabric and attached on a plastic sheet (Fig. 2 (b)) with 2.5 cm inter-tactor spac-
ing which can easily be adjusted inside the helmet. Furthermore, a sound card was 
connected to the microcontroller to produce the synthetic speech for audio modality. 
The ultrasound sensors data are sent to the microcontroller through I2C BUS. The 
microcontroller in the helmet reads the sensors values and sends them to the PC wire-
lessly using its built-in WiFi support. The PC receives the sensor values and performs 
the required processing then generates commands, sending them back to the micro-
controller wirelessly for onward transmission to the tactile display/sound card.  
2.3 Haptic and audio guidance 
In low visibility environments, firefighters navigate using the existing infrastructure 
such as walls and doors. These reference points help them to stay oriented and make a 
mental model of the environment [16]. To facilitate this form of navigation behavior 
we used a wall-following approach inspired by algorithms developed in mobile robot-
ics that maintain a trajectory close to walls by combining steering-in, steering-out and 
moving forward commands [17]. Specifically, to navigate the user along the wall, we 
utilized three commands: turn-left, turn-right, and go-forward. The turn-left/right 
commands are intended to induce a rotation around the user (left/right rotation) in 
order to control the orientation of the user; the go-forward command is intended to 
induce forward motion. These three commands are presented to users in the form of 
haptic and audio feedback. 
Haptic feedback in the form of vibrotactile patterns is used to present the com-
mands to the user through the vibrotactile display. Fig. 3 illustrates the positions of 
tactors in the vibrotactile display and vibrotactile patterns for presenting different 
commands. Note that tactor 4 is placed in the center of forehead. The turn-left com-
mand starts from tactor 3 and ends with tactor 1 while turn-right starts from tactor 5 
and finishes with tactor 7. Go-forward command starts from tactor 3 and tactor 5 sim-
ultaneously and ends with tactor 4. We already investigated the utility and user expe-
rience of these commands as our tactile language using the combination of two com-
mand presentation modes— continuous and discrete and two command types— recur-
ring and single [18]. Results showed that “recurring continuous (RC)” tactile lan-
guage improved the performance better than other commands. 
 
 
Fig. 3. Vibrotactile patterns for presenting turn-left, turn-right and go-forward commands in the 
tactile display. 
The continuous presentation mode takes advantage of the phenomena of tactile 
apparent movement [19]. Specifically when two or more tactors are activated sequen-
tially within a certain time interval, subjects experience the illusionary sensation of a 
stimulus travelling continuously from the first stimulation site to the second. The two 
main parameters that control the feeling of apparent motion are the duration of stimu-
lus (DoS) and the stimulus onset asynchrony (SOA) [20]. In the current study, a DoS 
of 400ms and a SOA of 100ms were utilized respectively. This results in a total ren-
dering time of 600ms for turn right/left commands and 500ms for go-forward com-
mand. However, in the discrete presentation mode the tactors are activated sequential-
ly with no stimulus overlap that creates the experience of discrete motion across the 
forehead for all three commands. As command type, recurring condition presents the 
tactile command to the user’s forehead repeatedly with interval between patterns of 
500ms until a new command is received; while for the single condition the tactile 
command is presented just once when there is a change in the command. A schematic 
representation of continuous command presentation and recurring command type for 
the turn-left command is presented in Fig. 4. 
An alternative modality to haptic is audio modality through spoken direction [3]. 
Similar to the haptic modality, our audio modality also uses three commands to navig- 
 
Fig. 4. Schematic representation of the tactile language employed in this study. (a) Tactile 
apparent motion (continuous) presentation, (b) recurring cue. 
ate the user along the wall. However, rather than using tactile language for presenting 
these commands, the following synthetic speech is applied: Go-forward, Turn-right 
and Turn-left. The duration of each synthetic speech is equal to its similar haptic one 
and the interval between patterns is 500ms like the recurring condition in haptic 
commands. 
2.4 Procedure 
We made a path consisting of several cardboard walls in the experiment room to nav-
igate the subjects along it (Fig. 5 (a)). In order to track the subject’s position and ori-
entation during the navigation, we used a Vicon motion capture system in the experi-
ment room. At the beginning of the experiment, each subject was invited into the 
experiment room and asked to wear the tactile helmet and a blindfold. They were not 
be able to see the experiment set-up and cardboard walls before starting the experi-
ment. Participants were told that haptic/audio feedback would assist them to follow 
the walls either by turning to the left or right or by maintaining a forward path. Subje- 
 
 
Fig. 5. (a) Overhead view of the experimental set-up consisting of cardboard walls and motion 
capture cameras, position 1 and 2 show the trial stating points. The length of the walls from the 
start point to the end is 20m. (b) Subject is navigating along the wall. 
cts were also asked to put on headphone playing white noise to mask any sounds from 
tactors during navigation with haptic feedback. Furthermore, subjects were asked to 
keep their head oriented in the direction of travel and to avoid making unnecessary 
sideways head movements. A short training session was then provided to familiarize 
subjects with the tactile language, audio feedback and with the experimental set-up. 
Once the participant felt comfortable, the trial phase was started. We considered two 
starting points (1 and 2 as shown in Fig. 5 (a)) to not let the subjects to memorize the 
paths. Blind-folded subjects (Fig. 5 (b)) started the first trial from position 1 and the 
second trial from position 2 and repeated it for the third and fourth trial. When each 
trial finished, subjects were stopped by the experimenter. Subjects were allowed to 
rest after each trial and started the next trial whenever they were ready. The maximum 
duration of the experiment was approximately 20 minutes. In total, each subject per-
formed 4 trials including 2 feedback types (haptic and audio), each for two times in a 
pseudo-random order. Task completion time, travel distance and route deviation as 
objective measures for each trial were measured.  
After finishing the experiment, subjects were asked to complete a paper and pencil 
version of the NASA task load index (TLX) [21] to measure subjective workload. It 
consists of six dimensions including mental demand, physical demand, temporal de-
mand, performance, effort and frustration with 21 graduations. Additionally, subjects 
were asked to rate their preference for completing the task with audio and haptic mo-
dality. 
3 Classification algorithm 
The wall-following task as a pattern classification problem is nonlinearly separable 
which is in favor of multilayer perceptron neural network [22]. In this work, multi-
layer perceptron neural network algorithm was utilized to guide the user along the 
wall as one of common methods used for robot navigation using ultrasound sensors 
[23]. As a classification algorithm, it associates the ultrasound data to the navigation 
commands (go-forward and turn right/left) in the form of haptic or audio modality. In 
order to collect data for training the classification algorithm, the experimenter wore 
the helmet and kept the laptop in her hands and followed the cardboard walls in the 
experiment room without wearing a blindfold (Fig. 5 (a)). The datasets are the collec-
tion of ultrasound readings when the experimenter follows the walls in a clockwise 
and anti-clockwise direction, each for 8 rounds. The data collection was performed at 
a rate of 1 sample (from 12 ultrasound sensors) per 0.6 second and generated a data-
base with 4051 samples. Data were labeled during data collection by pressing the 
arrow key on the laptop keyboard when turning or going forward is intended (pressing 
left/right arrow key button for turn left/right and up arrow key button for go-forward). 
Ultrasound data in every scan were saved with a related label in a file. Three classes 
were considered in all the files: 1) Go-forward 2) Turn-right and 3) Turn-left and 
were used to train the classifier. We used Multilayer Perceptron (MLP) neural net-
work to classify ultrasound data into three navigation commands. Our MLP (as shown 
in Fig. 6) consists of 12 input nodes (distance measurement form 12 ultrasound sen-
sors), 1 hidden layer with 15 nodes and 3 nodes in output layer (three navigation 
commands). Back propagation algorithm was used to train the data and evaluation 
was done using 10 times 10-Folds cross-validation. Sensitivity and specificity of the 
MLP algorithm for recognizing go-forward (G), turn-right (R) and turn-left (L) com-
mands are defined as: 
                                                 Sensitivity = 
      
            
                                      (1) 
 
Specificity (G) = 
           
           
,  Specificity (R) = 
          
           
,  Specificity (L) = 
           
           
 (2) 
 
where        (True Positive) corresponds to successfully classified Go-forward, 
Turn-right and Turn-left commands,         (False Positive) corresponds to errone-
ously classified Go-forward, Turn-right and Turn-left commands and        (False 
Negative) corresponds to missed Go-forward, Turn-right and Turn-left commands 
[24]. 
 
 
 
Fig. 6. The structure of the proposed MLP. It consists of 12 input nodes, 15 hidden nodes and 3 
outputs. 
 
The overall accuracy of the MLP is 94.9%. Table I presents the results of sensitivi-
ty and specificity of the MLP algorithm for recognizing the go-forward and turning 
commands. Finally, the proposed trained MLP algorithm was used to navigate the 
subjects along the walls.  
 
 
Table 1. Sensitivity and specificity for recognizing go-forward and turning commands.  
 
 
4 Results 
An alpha value of 0.05 was chosen as the threshold for statistical significance, all 
reported p-values are two-tailed. Shapiro-Wilk test showed that data are normally 
distributed. We measured task completion time (minute), travel distance (meter) and 
route deviation (meter) for audio and haptic modality as our objective measures. Task 
completion time was recorded as the time that subject took to navigate along the wall 
from start point to the end point. Task completion time for audio and haptic modality 
in Fig. 7 (a) shows that subjects navigated faster with haptic modality than audio mo-
dality. However, paired t-test showed no significant difference between audio and 
haptic modality in task completion time (t = -1.287, p = 0.33). Travel distance as a di- 
 
 
Fig. 7. Objective measures. (a) Task completion time, (b) Travel distance, (c) Route deviation. 
The unit of task completion time is in minute and unit of travel distance and route deviation is 
in meter. Error bars show standard error. 
stance that subjects have walked along the wall was measured using motion capture 
system. As shown in Fig. 7 (b), subjects traveled shorter distance with haptic modali-
ty. A paired t-test revealed no significant difference between audio and haptic modali-
ty in travel distance (t = 2.024, p = 0.074). We further measured route deviation using 
motion capture system when navigating with audio and haptic modality. It shows 
subjects’ position deviation relative to the walls during the navigation. Subjects had 
lower route deviation (Fig. 7 (c)) when navigating with haptic modality. A paired t-
test showed a significant difference in route deviation between audio and haptic mo-
dality (t = 2.736, p = 0.023).  
   After completing the experiment, we subjectively measured workload for each mo-
dality by asking subjects answer the NASA TLX questionnaire. As shown in Fig. 8, 
physical and temporal demand did not vary much between two modalities which 
shows both of them were able to navigate the subjects. However, subjects rated that 
mental demand and effort are higher when navigating with audio feedback. These 
higher mental workload and effort are because subjects had to concentrate more to 
process audio feedback to navigate successfully along the wall. Subjects also rated 
better performance and lower frustration with haptic modality, which shows the capa-
bility of haptic modality for navigation along the wall consistent with our objective 
measure. Furthermore, subjects were asked to rate their preference for navigation with 
audio and haptic modality. This preference was rated on a scale of 1-21 to keep conti-
nuity with our NASA TLX, where (1) represents a strong preference for navigation 
with haptic feedback and (21) represents strong preference for navigation with audio 
feedback. The average preference rate of 3.4 as illustrated in Fig. 8 indicated subjects’ 
preference for navigating with haptic modality. 
   
 
 
Fig. 8. Questionnaire feedback. The first six bar plots represent the NASA TLX score for audio 
and haptic modality. The rating scale is 1-21, where 1 represents no mental, physical and tem-
poral demand, best performance, no effort required to complete the task and, no frustration. The 
last bar plot shows subjects’ preference for navigation with haptic modality. The error bars 
indicate standard error. 
5 Conclusion 
This paper compares and investigates haptic and audio modalities as non-visual inter-
faces for navigation in low visibility environment using the vibrotactile helmet as a 
sensory augmentation device. The haptic modality utilizes our tactile language in the 
form of vibrotactile feedback while audio modality applies synthetic speech to present 
navigation commands. The objective measure showed that haptic feedback leads to 
lower route deviation significantly. We also measured task completion time and travel 
distance. Although subjects had faster task completion time and lower travel distance 
with haptic feedback, no significant difference was found between these two modali-
ties. Unlike [13] which blindfolded users had higher cognitive workload in navigation 
with haptic modality than with audio modality, our analysis using NASA TLX ques-
tionnaire indicated that haptic modality had lower workload on the subjects. The re-
sults of this study show the effectiveness of haptic modality for guided navigation 
without vision. Future work will use a local map of the environment estimated with 
the ultrasound sensors to generate the navigation commands in place of the MLP al-
gorithm. Furthermore, it would be interesting to conduct this experiment with visually 
impaired people to investigate the potential of haptic and audio modality as a commu-
nication channel for assisted navigation devices. 
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