This study analyses the main determinants of the nominal effective exchange rate using quarterly time series data covering the period 2000 to 2017. The Augmented Dickey Fuller test confirms that all the with the exception of interest rate were non stationary in levels. This study employs the reduced form Vector Auto-regression (VAR) and Johansen and Juselius cointegration to estimate the long run relationship between exchange rate and other key variables. The VAR is used following the Mundell-Fleming model which argues that, in an open economy with external trade and financial transactions the key macro variables interact and influence each other with lags. The impulse response functions are used to investigate the monetary policy transmission mechanism (MPTM). The study indicates that money supply, terms of trade and inflation were negative while gross domestic product and interest rate were positively related to exchange rate . The variables were found to have a long run relationship. The estimate of the speed of adjustment indicates that when nominal effective exchange rate deviates from the equilibrium, it returns to the equilibrium quickly because of its coefficient of adjustment which is 0.25.
Introduction
The exchange rate is an important price in an economy, which not only influences business decisions but also affects the competitiveness of the domestic traded goods sector in an economy (Kandil, 2004) . Exchange rates play a major role in foreign trade in terms of determination of prices, of goods and services produced in different countries, quote debts, money transfers and, above all, they represent the main equilibrator of a country's trade and balance of payments. Because of their strong influence on the current account and several macroeconomic variables, exchange rates are among the most significant price competitiveness indicator in an open economy. It becomes therefore crucial to understand the main determinants of exchange rates whose movements are determined by the interactions of households, firms and financial institutions (Jhingan, 2005 ).
Uganda's nominal effective exchange rate has not been stable over time. In the fiscal year 2014/15, the Ugandan Shilling (UGX) depreciated against the US dollar by 27 per cent. Over the past decade, the worst depreciation rate was recorded in October, 2008 where the shilling depreciated against the dollar from UGX 1,645 in September 2008 to UGX 1,838.73 in October 2008 and the rate of depreciation was noted to be 11.8% (Civil society budget advocacy group, 2016). This trend could perhaps be linked both the global financial and economic crisis of 2007/2008 and also to the seasonality of the demand for the United States Dollars (USD) towards Christmas and Easter holidays as traders' and other players in the market stock goods and services. Importers and those who wish to travel abroad buy the USD just before of the festive seasons so that they do not face the high rate. This development in its self is self-correcting since the shilling appreciates after this period. The developments witnessed from July 2014 to February 2015 where the shilling slowly but steadily depreciated against the USD can be explained by a number of reasons with the strongest of them pointing to reduction in the supply of the USD on the world market. From December 2016 to December 2017 the exchange rate increased from UGX 3557 to UGX 3631 implying depreciation of the shilling relative to the USD. 1 This paper builds on this previous work by looking at the macro-economic determinants of nominal effective exchange rate. Specifically, this paper investigates the long run relationship among the variables as well as the monetary policy transmission channels for Uganda. This paper contributes to literature by taking a different approach in addressing the factors that drive the nominal effective exchange rate in Uganda. Much as some Uganda specific studies capture the determinants of exchange rate, there is a big gap left to cover and hence it is the background motivation of this paper. For example, Mayambala (2016) studied the impact of capital inflows on real exchange rate in Uganda. He used Ordinary least estimation (OLS) technique and annual data from 1987-2000 but never included dummy variables to capture the structural breaks in the data like in 2008 during the global economic crisis, among others. Also There is also a big gap between when the paper was written and published. In my own thinking, a lot of changes took place in Uganda between 2000 and 2016. This paper therefore departs from the rest by using one of the recent econometric technique, that is, a VECM approach and also recent quarterly data spanning from 2000-2017.
The rest of the paper is structured as: Section Two, presents the literature regarding the determinants of the nominal exchange rate in Ugandan time series; Section Three presents the stipulations of nominal effective exchange rate based on VAR and VECM Methodology; Section Four presents the data qualities while Section Five presents the paper's results and interprets the intuition behind them. Lastly, Section Six concludes and provides policy insights.
Literature Review
Over the past two decades, many developing countries world over have shifted away from fixed exchange rate regimes towards more flexible exchange rate regimes (Opolot,2018) . In Uganda, a flexible exchange rate regime with a two-window system was introduced in August 1992 (Kasekende and Atingi, 1995) and implemented in the early 1993. Window 1 was a managed float system mainly for foreign exchange proceeds from traditional exports, central bank loans and foreign exchange for debt servicing. The second window exchange rate was determined at weekly auctions of foreign exchange by the central bank and it was for all other transactions. Uganda's regime has been classified in the bank of Uganda Annual report on exchange arrangement and Exchange Restrictions (AREAER) as "independently floating" since 1992.Consistent with this classification, the Bank of Uganda describes its exchange rate policy as one in which it intervenes in the foreign exchange market only to stem volatility, with no medium-term exchange rate target (Abuka et al., 2015) . This paper is motivated by a plethora of theories that try to explain the determinants of exchange rate. The study is guided by the Mundell Fleming model, Edward Sebastian model, Purchasing Power Parity (PPP) and Real Interest rate theory of exchange rate. The Mundell-Fleming model by Robert Mundell and Marcus Fleming (1963) considers the determination of the exchange rate and how the exchange rate affects imports and exports. It typically assumes that capital may move freely and that investments will flow to countries where the return is maximized. The model is basically an extension of the neo-classical synthesis with a model for the exchange rate that allows for free capital flows. The model portrays the short-run relationship between an economy's nominal exchange rate, interest rate, and output (in contrast to the closed-economy IS-LM model, which focuses only on the relationship between the interest rate and output). Sebastian (1989) model states that the fundamental determinants of the Exchange Rate are those real variables that play a large role in determining the country's internal and external equilibrium. The external fundamentals include: international prices (international transfers, including foreign aid flows and world real interest rates. The domestic exchange rate fundamentals can be divided into those variables that are policy related (like import tariffs, import quotas and export taxes) and those that are independent of policy decisions. He argues that, although the equilibrium Exchange rate is a function of real variables only, the actual real exchange rate responds both to real and monetary Policy and variables.
The PPP is the simplest concept of law of one price (LOOP). Assuming non-existence of tariffs and other trade barriers and zero cost of transport, the law states that identical goods should cost the same in all nations. Therefore, prices of goods sold in different countries, converted to a common currency, should be identical. The theory states that in countries following fluctuating exchange rates, equilibrium will occur when these countries hold similar buying power. This involves the fact that if any one of the countries has a greater price level, the home currency of that country will be facing a depreciation in exchange rates (Syed and Sahar, 2017) . Interest rate theory of exchange rate introduces interest rate differentials. The connection between currency exchange rates and interest rate differentials appeared after the end of the Bretton Woods agreement in [1970] [1971] [1972] . The theory assumes that interest rate differential between two countries remains always equal to the differential calculated by using the forward exchange rate and the spot exchange rate. If other factors are held constant the higher returns from high interest rates attracts investors and hence increases capital inflow (Bailliu et al., 2005) .
Empirically, voluminous researchers and economists determine nominal effective exchange rates with diverse approaches and theories. None of them provided the exact parameter to foresee the determinants of exchange rates in all environments. There are fundamental and non-fundamental determinants and their effects are inconclusive, that is: the effect can have a positive effect; negative effect; both positive and negative effects; or no significant effect on exchange rate.
Inflation rate: As a general rule, a country with a consistently lower inflation rate exhibits a rising currency value, as its purchasing power increases relative to other currencies. During the last half of the 20th century, the countries with low inflation included Japan, Germany and Switzerland, while the U.S. and Canada achieved low inflation only later. Those countries with higher inflation typically see depreciation in their currency in relation to the currencies of their trading partners. Raja (2014 ) Reheman (2010 all found out inflation is positively related to exchanger rate, contradicting with Achsani (2010) for the study conducted in Asia. This variable was included in the study because of the argument by Kulkarni and ishizaki (2002) in their study about Purchasing power parity theory revisited with from US Dollar and Japanese Yen. They argue that higher inflation rates minimize the competitiveness of the country in the international market which in turn decreases the country's exports resulting into a decline in the demand for the local currency thereby lowering the value of the home currency (Mugume, 2011) .
Interest Rates rise tend to attract foreign investment, increasing the demand for and value of the home country's currency (appreciation) according to Interest rate theory of exchange rate. Utami and Inanga (2009) in an Indonesian study about the impact of interest rate differentials on the exchange rate against four countries namely Japan, Singapore, United Kingdom and United States of America. The study found out that interest rate differentials had a significant negative effect on the Indonesian exchange rate against Japan and for other three countries the relationship between interest rate differentials and exchange rate was positive and insignificant. This was in line with the findings of Taoufik et al., (2015) in Thailand. They identified interest rate differentials, manufacturing production index, international reserve, government debt, terms of trade, monetary base to be the key variables to explain exchange rate movements and they found out that interest rate differentials had negative and significant effect in determining g the exchange rate between Thailand's currency (Thai baht) against the USD.
Gelbard and Nagayasu (2004) studied the determinants of exchange rate in Angola (1992 Angola ( -2002 using Ordinary least square technique and they found out that interest rate was negative and significantly causing a variation in the country's flexible exchange rate system. The negative sign was also found by Rehman (2010) and Effiong (2014) . The negative sign shows that when there is an increase in the interest rate of the economy, foreign direct investment will be attracted in the economy which will in turn help in the appreciation of the local currency exchange rate against the foreign currency which is in line with the Mundell-Fleming model .However following the Asian crisis the relationship between real interest rate and real exchange rate is hotly debated for example Furman and Stiglitz (1998) who examined the effect of increase in interest rate, inflation and non-monetary factors on exchange rate of 9 developing countries (1992) (1993) (1994) (1995) (1996) (1997) (1998) . They found that high interest rate was associated with a subsequent depreciation of the nominal exchange rate but the effect was more pronounced in low inflation countries than the high inflation countries. In this study interest rate (INT) is proxied by three months (91 days) treasury bill measured in percentages and this is the short term interest rate used by the central bank of Uganda (Montiel, 2013) .
Terms of Trade (TOT) defined as the ratio of export prices to import prices is another determinant of exchange rate If the term of trade increases it will raise the purchasing power of people and this results in an increase in the demand for domestic goods (Raghuram, 2006) . Joyce and Kamas (2003) analyzed the factors that determine the long-run real exchange rate in Argentina, Colombia and Mexico between 1971-1995 , distinguishing between real and nominal determinants. Cointegration analysis was utilized to establish that the real exchange rate has an equilibrium relationship with real variables (the TOT, capital flows, productivity, and government share of GDP) which excludes nominal variables (nominal exchange rate, money) and central bank intervention). Variance decompositions reveal that among the real variables that determine the real exchange rate, the terms of trade explain much of the variation in the real exchange rates and it is negatively related. The same findings were supported by Zakaria et al. (2011) in Pakistan. Kumar (2010) investigates the determinants of exchange rate in India using ARDL approach using quarterly from 1997 to 2009 QII and concluded that TOT has a negative effect on the real exchange rate. In a similar study by Bergval (2004) with major emphasis on Terms of trade, the study investigated the contributing factor of real exchanger rate in four Nordic countries except Finland and it was found out that TOT variable was crucial and significant in influencing the long term movement in exchange rate. Oskooee et al (2006) found out that improvements in terms of trade greatly improve the domestic currency. He argues that, however, if the improvement is from increased exports prices there will be depreciation in the exchange rate. The findings were from the determinants of exchange rate of 38 African countries during 1970-1990 using a panel regression. However, Milesi-Feretti and Lane (2010) found no significant effect of terms of trade on exchange. In this study the TOT is defined as the ratio of export to import price as a percentage of GDP.
Money supply: Abundant money supply reflects the accessibility of funds in the market to purchase goods and services. In order to meet this excess demand, manufacturers will employ more workers. This will raise the cost of output and subsequently resulted in higher prices to meet the extra cost of manufacturing (Syed Ali Raza and Sahar Afshan ,2017 ).
Higher price level ends up in devaluation of home currency Khattak et al., 2012) . Abbas et al (2011) argue that, an increase in money supply cuts down the interest rate by making money easily available and cheaper to acquire resulting into depreciation of the domestic currency (Nampewo et al, 2013) . In this study we use the broad money supply (M2).
Gross domestic product is another key determinant of exchange rate. This variable is used to proxy the economic growth of the economy. Mixed results have been produced about the effect of GDP on real exchange rate. Patosa and Cruz (2013) investigated about the factors affecting exchange rate movements in selected Asian countries namely China, Malaysia, Thailand, Philippines and Singapore using the data that came from the World Bank for the period 1977-2010 and it was found out that GDP increases, real exchange rate appreciates. The same results were also found out by Naeem et al., (2012) . Mirchandani (2013) analyzed the determinants of macro-economic exchange rate volatility in India using data the reserve bank of India from 1991-2010 and also found a negative impact of GDP on exchange rate. However, Harberger (2003) in the study about the impact of economic growth on real exchange rate proxied by real GDP found no systematic connection between the two variables.
International oil prices: A wide variety of studies have analyzed the impacts of oil price changes on macroeconomic variables for many countries with different economic characteristics since global financial integration has become widely prevalent. For many European countries, Cunado and Garcia (2003) found that an oil price increase had permanent effects on inflation and asymmetric effects on production growth rates. For the case of China, Tang et al. (2010) showed that increases in oil prices affected output and investment negatively Similarly, Qianqian (2011) revealed that rising oil prices would cause the real output to decline and the prices to ascend in China. Parallel results were also obtained for the US economy by Kilian (2008) and Kilian and Vigfusson (2011) , who detected a negative impact of oil price increases on the real GDP and inflation. According to Balke et al. (1999) , increases in oil prices influenced the output via interest rates in the US; more precisely, oil prices influenced the interest rates asymmetrically before they affected the output asymmetrically. Jimé nez-Rodrí guez and Sá nchez (2010) stated that oil price increases prompt to a decrease in industrial production and higher inflation based on their study for Japan.
The effects of oil price changes on economic activity may also differ depending on whether the country is an oil importer or an oil exporter. According to Mendoza and Vera (2010) , there have been asymmetric effects of oil price increases on output growth in oil exporters, thus the unexpected rise in oil prices impacts the economy positively. Jimé nez-Rodrí guez and Sá nchez (2004) found that increases in oil price had a negative impact on economic activity in importing countries, except for Japan, whereas the oil price increases affected the UK negatively and Norway positively. The effects of oil price changes on macroeconomic variables may also differ according to the level of economic development. Eryigit (2009) studied the 1973 and 1979 oil price changes' effects on the developed and developing countries. The findings of this study implied that low income countries were affected more seriously than countries with high income. Also, they explained that the effect varies according to the level of dependency on energy sources, development degree and capital intensity degree of the economy. Eryigit (2012) stated that changes in oil prices mostly affect emerging economies rather than developed economies. In other words, they emphasized that there is a correlation between oil price changes and industrial development.
Methodology
After reviewing the theoretical and empirical work, the model to examine the determinants of nominal effective exchange rate in Uganda was adopted and modified from Raza and Afshan (2017) in the study about the determinants or exchange rate in Pakistan. We formulate the determinant of nominal exchange rate in Uganda as:
(1) Where: ER is the Nominal effective exchange rate given by the Uganda shillings to United States Dollar, that is UGX/ USD. INT is the interest rate or the three months (91days) treasury bill measured in percentages and this is the short term interest rate used by the central bank of Uganda. M2 is the broad money supply. INF is inflation proxied by core consumer price index (CPI). GDP is gross domestic product and OILPX is the international oil price. TOT is the terms of trade or the ratio of price of exports to price of imports. and is the stochastic error term that is assumed to be distributed with zero mean
Equation ( is a (jx1) vector of disturbance terms. When I (1) variables are cointegrated, the VAR model can be expressed by first difference error correction form as:
∆Y t−1 + ∅X t + ε t (4) Where ∆Yt is the first difference of Yt.
is coefficient matrix containing information on long-run relationship among Yt. = ,…,k is the lag-length, which is sufficient to remove any remaining serial correlation in the model. is a long-run matrix which according to Johansen (1988) can be written as, = ′ with and both being matrices of dimensions (k x r). The rank written as = 1 reflects the number of cointegrating relations (r). and are both (jxr) matrix. The coefficient i measures the speed of adjustment of exchange rate towards the equilibrium, while 1 denotes the long-run estimator of that variable known as the cointegrating vectors. Matrix * contains information on short-run dynamics in cointegrated system. The VECM can deal with I (1) variables without taking the first difference, when the variables are cointegrated. It therefore preserves multiple cointegrating relationships in the system and then avoids the issue of misspecification (Enders, 2010) . The VECM expresses the VAR in I (0) space, i.e. the dependent variable exchange rate is now ∆Y ~ ( ) and ∆Y −~ ( ), which facilitates standard hypothesis testing. The VECM helps us see the short run dynamics of the model. It enables us determine the speed of adjustment from short run to long run equilibrium.
Estimation procedure and technique
The study uses E-views version 9 in the estimation. The first step involves preliminary analysis to study the behavior of variables using the descriptive statistics and adjustments for seasonal effects /bias. Economic analysis is focused on business cycles. The data this study uses is a quarterly frequency and spans for 18 years, making it a suitable candidate for seasonal effects adjustment. In applied time series, it is a common suspicion that quarterly gross domestic product, inflation, money supply series are embedded with strong seasonal components. As such performing an analysis on variables with seasonality is a recipe for incorrectly characterizing cyclical behaviour, and the ensuing results would be spurious (Bwire et al.,2013) . Testing and adjusting the series for seasonality effects was done using the popular X12 method by the Census Bureau of Statistics which is available only for monthly and quarterly series.
The unit root test is carried out before running the model to avoid spurious regression, as Brooks (2008) insists. A variable is stationary if the null hypothesis of a unit root is rejected. Random walk process is the major source of non-stationarity. Taking the first difference removes both types of trend-like behavior time trend should be included, because the exchange rate and oil price seem to steadily rise over time. The standard Augmented Dickey-Fuller (ADF) unit root test was used to examine the stationary properties for the long run relationship of the times series variables. The Augmented Dickey-Fuller (see Dickey and Fuller, 1979) test is given by: (5) Where:  is the white noise error term,  is the first difference operator, Y is the times series, 0  is the intercept and k is the optimum number of lags of the dependent variable. Imposing the constraints that alpha and beta are equal to zero corresponds to modelling a random walk and using the constraint beta is equal to zero corresponds to modeling a random walk with a drift.α = 0 {\displaystyle \alpha =0} β = 0 {\displaystyle \beta =0} β = 0 {\displaystyle \beta =0} The variable is said to be stationary if the value of the coefficient 1  is less than the critical values from ADF table. Then determination of optimal lag length is done. When choosing the lag-length (the lag at which the residuals are free from serial correlation), we want to reduce the number of lags as much as possible to get as simple a model as is possible, but at the same time we want enough lags to remove autocorrelation of the VAR residuals. The appropriate lag-length (  ) of the VAR are chosen using the Akaike information criterion (AIC), Schwarz Bayesian information criterion (SBC) and Hannan Quinn (HQ) information criteria. These criteria have the same basic formulation, i.e. derive from the log likelihood ratio (LR) function but penalize for the loss of degrees of freedom due to extra lags to different degrees, hence, in practice, need not to select the same preferred model and often they do not.
Juselius (2006) gives a very detailed exposition of these frameworks. AIC asymptotically over estimates the order with positive probability, HQ estimates the order consistently and SBC is even more strongly asymptotically consistent (Bwire, 2018) , i.e., it selects a shorter lag than the other criteria hence the reason why, in applied work SBC is usually favoured in choosing the appropriate order of VAR. This notwithstanding, it is very important to note that the residuals from the estimated VAR should be well behaved, i.e., there should be no problems with autocorrelation and heteroscedasticity. hence, the AIC, SBC or HQ may be good starting points for determining the lag-length of the VAR. This study checks for residual autocorrelation using the LM test.
VAR Residual statistical properties.
It is also important, upon establishing the true order of VAR, to assess the suitability of the choice model in terms of a battery of residual misspecification tests (Godfrey, 1988) . This study uses the residuals plots for the residual normality test. The idea with residual plots is to see if there are outlier observations and /or change in behaviour over time. Such features, if detected, can be dealt with by taking appropriate modelling actions, to account for such outlier observations or mean shifts using the dummies particularly in the interest of preserving the degrees of freedom.
Stability of VAR /Roots of the polynomial:
The study checks the stability of the VAR. If the VAR is not stable, certain results (such as impulse response standard errors) are not valid. In doing this procedure, there will be (n × p) roots overall, where n is the number of endogenous variables and p is the particular lag length. The VAR is said to be stable if none of the roots lie outside the unit circle. This means that all the moduli of the roots of the characteristic polynomial are less than one in magnitude.
Cointegration analysis:
After the results of ADF indicating that the series were stationary, the study estimates the long run relationship using the technique developed in Johansen (1988) and applied in Johansen and Juselius (1990) . The test uses the Trace and Max Eigen test Statistic to identify the number of cointegrating variables. The test is conducted under the null hypothesis that there is no long run relationship among the variables. This system approach sets up a non-stationary time series as a Vector Autoregressive (VAR) process of order  in a re-parameterized form.
Where T is the sample size and  i  is the estimated eigen values and ln is the natural log. The trace tests the null hypothesis of r cointegrating vectors against the alternative hypothesis of n cointegrating vectors while the maximum eigen value tests the null hypothesis of r cointegrating vectors against the alternative hypothesis of r+1 cointegrating vectors. In most cases the trace is preferred to the max eigen test. However, the trace test suffers from infinite sample bias. The sample bias adjustment is done using the correcting procedure suggested by Reimers (1992) and Harris and Sollis (2005) .
(8)
Data
This analysis of this paper is constrained by paucity of data hence it uses quarterly time series data on the Ugandan Macro-economic variables for the period 2000: QI -2017: QIII. All variables are expressed in logarithms, except the treasury bills rate which is a percentage. The aim is to normalize them, reduce outliers and interpret as elasticities. The data were obtained from Bank of Uganda (2018) and Uganda Bureau of Statistics (2018).
Results and Discussions
We adjusted for seasonality since we were using quarterly data for GDP, oil price, Core CPI and M2. Exchange rate was not adjusted given its nature in Uganda. The variable is a random walk and members are rational in making their expectations since the market function is built on speculation. From table 2, all the variables (except the three months interest rate) are stationary, that is, integrated of order one I(1). This means that such series were differenced once to make them stationary, that is, integrated of order zero (I (0) Determination of lag length for the VAR: The reduced form VAR is not economically intuitive hence estimated coefficients are not interpreted with economic sense. They are spurious with high R-Squared and very high t-ratios. Instead the results from this VAR aids us to get an appropriate VAR specification in terms of the number of lags.
For 4 lags, FPE, AIC choose 4 lags, HQ choose 2 lags and SBC choose only one lag. All these criteria have different penalties, SBC is preferred. The study then tested for serial correlation in the residuals that is, the number of lags at which the residuals are free from serial correlation. The study included 4 lags to accommodate all the selection criteria above. This was tested under the null hypothesis of no serial correlation in the residuals. (3) that there is no serial correlation in the residuals. At Lag three we fail to reject the null hypothesis of no serial correlation in the residuals. (3): This helps to test whether the VAR falls within the unit cycle. If a VAR is stable, none of the roots lies outside the unit circle then response standard errors are valid hence we can make predications on it. The total number of roots is 18 (six endogenous variables multiplied by 3 lags).Since all the moduli of the roots of the characteristic polynomial are less than one in magnitude, it implies that no root lies outside the unit circle hence VAR satisfies stability condition.
VAR residual heteroscedasticity test: Having found out that at lag 3, residuals are free from serial correlation, the study tests for the residual heteroscedasticity to ascertain whether the residuals are free from the problem of heteroscedasticity. The VAR Residual Heteroskedasticity Tests (no Cross Terms) indicates that the chi square value is 355.9083 with the probability of 0.1565. This means that we fail to reject the null hypothesis that residuals are not heteroscedastic and conclude that there is homoscedasticity in the residuals.
Johansen and Juselius Cointegration test: Having obtained the optimal number of lags and confirming that most series are Non-stationary, the Johansen Co-integration test was used to find out the long run relationship between the study variables. The Johansen and Juselius cointegration was preferred to the Engle -Granger method which assumes single equation because of the nature of the variables in this study. Variables are endogenous meaning that the number of equations is equal to the number of variables. Both the trace indicates two while the maximum eigen tests indicate that there are three cointegrating equations at 0.05%. Since the trace is more superior to the maximum eigen values., this relies on the trace statistics. The trace statistics suffers from sample bias and were computed using the formula specified in equation (8) and values represented as trace stat # in the table (6).
Based on the results, the presence of two equilibrium (stationary) relations, even when corrected for small sample bias among the variables at the conventional 5 percent level of significance cannot be rejected. However, we know that interest rate is I (0) while the rest of the variables are I (1). Intuitively only one cointegrating equation was making sense. The second was spurious with an identity formed. This implies that potentially, the I (0) variable may have added an additional cointegrating relation in the model. Thus, adjusting the number of cointegration equations for the one I (0) variable leaves only one long-run relationship specified It can be seen that all the variables are significant in explaining variation in the nominal effective exchange rate of Uganda. Inflation measured by core consumer price index, broad money supply (M2) and terms of trade are negatively related to exchange rate. This means that a unit increase in inflation will result into a18.99 units' depreciation of the exchange rate. Inflation means that there is too much money chasing too few goods and services, the currency loses its value hence depreciation.
A unit increase in money supply depreciates the exchange rate by 1.5 units. The excessive supply of money cuts down the interest rate by making money easy and cheap to acquire. This creates depreciation on the local currency. Also too much supply of money causes the availability of funds in the market to buy goods and services. To meet this additional demand, producers employ more workers and end up with increased cost of production. The scenario pushes the prices to go up, decreases the global competitiveness and results in depreciation of home currency (Bleaney and Fielding, 2002 . As the terms of trade worsens meaning Uganda's import prices up and export prices go down, then the exchange rate depreciates by 14.84 units, holding all other factors constant. This is because it makes exports are cheap while imports are expensive, the overall balance of payment worsens hence depreciation of the Uganda shillings
The three months' interest rate measured by the 91 days' treasury bill and Gross domestic product are positive but significant. This means that, with all other factors constant, a unit increase in interest rate is associated with a 9.877unit appreciation of the exchange rate. This is because a higher interest rate provides higher rates to lenders there by attracting more foreign capital which causes an appreciation in the exchange rate. The higher interest rate means that savings locally gives more returns. The investors often move funds to such countries (This is known as hot money flows). As GDP increase by one unit, holding all other factors constant, the exchange rate increases/appreciates by 9.5 units. The increase in GDP means that economic growth is attained due to improvement in technology, accumulation of capital and improvement in quality of labour.
The existence of cointegration lead us to conducted a Vector Error correction model (VECM). The VECM to help us see the short run dynamics of the model. It enables us determine the speed of adjustment from short run to long run equilibrium. They directly estimate the speed at which a rate returns to equilibrium after a change in other variables. The coefficient of the error correction term is -0. 2591 and it carries the correct(negative) sign and is statistically significant. When the nominal effective exchange rate deviates from the equilibrium, its adjustment coefficient to bring it back to the equilibrium is 25.91 quarterly. Determining as in the above that variables are cointegrated implies there must be Granger causality in at least one direction. This study uses the VEC Granger Causality/Block Exogeneity Wald Tests. Basing on the probabilities (see appendix 3), it can be seen that there is a two-way causation be GDP and M2 then CPI and M2. There is a one directional causation between GDP and Interest rate, M2 and Exchange rate and Interest rate and CPI/inflation.In terms of collective granger causality (see all) , we reject the null hypothesis for GDP, M2 and money interest rate equations
Policy Recommendations
The paper investigated the determinants of the nominal effective exchange rate of Uganda during the period, 2000-2017. The results showed that inflation, trade of trade and money supply were significant and negatively influencing the nominal effective exchange rate while interest rate and gross domestic product were positive and significant. In light of the above investigation, following policy implications are suggested.
 This study calls for the need to have an anti-inflationary policy since the empirical results indicated the strong negative (depreciation) correlation of inflation and money supply with exchange rate of Uganda. Attempts to decrease the inflation level by stressing strict monetary measures supplemented by tight management of capital inflows which ultimately prevent depreciation of exchange rates  In order to curb inflation and control money supply, Central Bank of Uganda can also regulate the reserve requirements to restrict banks' ability to create money. If the percentage of deposits which a commercial bank is required to hold is raised, the banks have to hold that amount and thus that money cannot be circulated.
 Restricted import values resulted by increased tariff and duties can improve terms of trade ratios. However, this should be accompanied by emphasis on the improvement of domestic goods industries. Since the present situation of infrastructure of the country is inadequate to instigate the advancement of domestic industry, improvement in power supply, transportation and communication and law and order situation will motivate the confidence of investors and bring prosperity in domestic production.
 Emphasis on export is also required to boost trade liberalization and terms of trade ratios. In order to increase the contribution of exports in openness of the economy, there is a need to compete in global market with strengths of a country. Uganda is a labor-intensive country. There is a need of priority for the production and export of labour demanding products such as textile. This will boost export and encourage reinvestment. Diversification is also a way to have prosperity in the domestic sector.
 The government to keep the three months' interest rate high so that more capital can come in the economy. This would attract more foreign direct investment perhaps resulting into appreciation of the exchange rate.
 Since neither a depreciation nor an appreciation is all good, it is better for the central bank to make exchange rate more competitive. A depreciation makes exports cheap but since majority of the exports from Uganda are primary commodities and semi-processed good, the export revenue might not improve. This is because we rely on intermediate goods imported from other countries. To create a balance, the government to maintain an optimal exchange rate. Response of LEXR to LEXR -.04 -.02
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Response of LCPI to LGDP -.02 -.01
Response of LCPI to LCPI -.02 -.01
Response of LCPI to LIR -.02 -.01
Response of LCPI to LM2
-.02 -.01
Response of LCPI to LTOT Response of LM2 to LCPI -.04 -.02
.04 1 2 3 4 5 6 7 8 9 10
Response of LM2 to LIR -.04 -.02
Response of LM2 to LM2
Response of LM2 to LTOT -.08 -.04
.08 1 2 3 4 5 6 7 8 9 10
Response of LTOT to LEXR -.08 -.04
Response of LTOT to LGDP -.08 -.04
Response of LTOT to LCPI -.08 -.04
Response of LTOT to LIR -.08 -.04
Response of LTOT to LM2
-.08 -.04
