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We use continuation and moving hyperplane methods to prove some existence and
a priori estimates for p-Laplace systems of the form
Dp1u ¼ f ðjvjÞ in O; u ¼ 0 on @O;
Dp2v ¼ gðjujÞ in O; v ¼ 0 on @O;
(
where 15p1;p25N ; O R
N is bounded and convex, and f ; g :R! Rþ are
nondecreasing locally Lipschitz continuous functions satisfying
C1jsjq14f ðsÞ4C2jsjq1 ; D1jsjq24gðsÞ4D2jsjq2 8s 2 Rþ
for some positive constants C1;C2;D1;D2 and q1q2 > ðp1  1Þðp2  1Þ: We extend
results obtained in Azizieh and Cl!ement (J. Differential Equations, 179 (2002), 213–
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SOLUTIONS OF p-LAPLACE SYSTEMS 4231. INTRODUCTION AND STATEMENT OF THE MAIN RESULT
Consider the problem of existence of positive solutions to the
system
Dp1u ¼ jvj
q1 sign v in O; u ¼ 0 on @O;
Dp2v ¼ juj
q2 sign u in O; v ¼ 0 on @O;
(
ð1:1Þ
where O ¼ BR is a ball in R
N ; p1;p2 > 1; q1; q2 > 0 and Dp is the p-Laplace
operator deﬁned by DpðÞ ¼ div ðjrðÞjp2rðÞÞ with p > 1: In case p1=p2;
this problem has no variational structure and a natural approach to study it
is to ﬁnd L1 a priori estimates of solutions and to use a degree or a
continuation argument. This program has been carried out in [CMM]
(see also [CFMT]) in the case of radially symmetric solutions. In
these papers the a priori estimates have been established by using a blow-
up procedure (which was already used by Gidas and Spruck [GS] for
the scalar semilinear case on a general domain). In the blow-up approach,
the basic idea is to reduce the problem of ﬁnding a priori estimates to a
question of nonexistence of nontrivial positive solutions for the correspond-
ing problem in RN or in a half space (Liouville type theorem). In
[CMM], such kind of Liouville theorems have been proved under
certain assumptions on the right-hand side of (1.1). These nonexistence
results are optimal if in problem (1.1) in RN equalities are replaced by
inequalities. Optimal conditions for nonexistence of nontrivial solutions in
the case of the equality even for radially symmetric solutions are still
unknown.
A natural question is to know whether these a priori estimates hold for
more general bounded domains of RN with smooth boundary. In [AC],
Azizieh and Cl!ement established these a priori estimates in the case of the
single equation:
Dpu ¼ f ðuÞ;
u50 in O;
u ¼ 0 on @O;
8><
>:
where O RN is a bounded convex domain with C2 boundary and f :R!
Rþ is a locally Lipschitz continuous function satisfying
9C0;C1 > 0 s:t: C0jsj
q4f ðsÞ4C1jsjq 8s 2 R
þ
with p  15q4N ðp  1Þ=ðN  pÞ:
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solutions to the system
Dp1u ¼ f ðjvjÞ in O; u ¼ 0 on @O;
Dp2v ¼ gðjujÞ in O; v ¼ 0 on @O;
(
ð1:2Þ
where 15p1;p25N ; O is convex and f ; g :R! R
þ are nondecreasing
locally Lipschitz continuous functions satisfying
C1jsj
q14f ðsÞ4C2jsjq1 ; D1jsjq24gðsÞ4D2jsjq2 8s 2 R
þ ð1:3Þ
for some positive constants C1;C2;D1;D2 and q1q2 > ðp1  1Þðp2  1Þ: The
aim will be to get a nontrivial solution not simply by a ﬁxed point theorem
but by continuation methods, in view of connecting this nontrivial solution
with the trivial one. One possibility is to introduce a parameter in the same
way as in [CMM], however for technical reasons, if the right-hand side of
(1.2) is not locally Lipschitz at zero, it is convenient to add a parameter t > 0
to the argument of both functions f and g and to consider the problem
Dp1u ¼ f ðt þ jvjÞ in O; u ¼ 0 on @O;
Dp2v ¼ gðt þ jujÞ in O; v ¼ 0 on @O;
t50:
8><
>: ð1:4Þ
In fact, it appears more judicious to introduce in (1.4) a positive ﬁxed real
number y 2 ððp2  1Þ=ðq2Þ; ðq1Þ=ðp1  1ÞÞ and to consider the following
nonlinear eigenvalue problem:
Dp1u ¼ f ðt þ jvjÞ in O; u ¼ 0 on @O;
Dp2v ¼ gðt
y þ jujÞ in O; v ¼ 0 on @O;
t50:
8><
>: ð1:5Þ
The introduction of y will allow a more general condition on p1;p2; q1; q2 in
our main result (see Theorem 1.1).
This paper is organized as follows. In Section 2, an appropriate notion of
solution for problem (1.5) is given. Some well-known properties of the p-
Laplacian operator are also recalled for the sake of completeness.
In Section 3, we look at the component of solutions of (1.5) containing
ð0; 0; 0Þ: We use a variant of a theorem of Rabinowitz to show that this
component C Rþ  C1ð %OÞ  C1ð %OÞ emanating from ð0; 0; 0Þ has the
property that if C\ ðf0g  C1ð %OÞ  C1ð %OÞÞ ¼ fð0; 0; 0Þg; then C has to be
unbounded in Rþ  C1ð %OÞ  C1ð %OÞ: This will be shown under (1.3) with
q1q2 > ðp1  1Þðp2  1Þ:
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(1.5) for t ¼ 0 by means of continuation approach is guaranteed if the
following a priori estimates on u; v and t hold:
(i) tn :¼ supðt; u; vÞ2C t51;
(ii) Mn :¼ supðt; u; vÞ2C
05t4tn
ðjjujjC1ð %OÞ þ jjvjjC1ð %OÞÞ51:
In Section 4 (Lemmas 4.1 and 4.2), we establish (i), (ii) for all positive
solutions of (1.5) via a blow-up method and by using a nonlinear Liouville-
type theorem due to Mitidieri and Pohozaev [MP1,MP2] for the problem
Dp1u5Cjvj
q1 in RN ;
Dp2v5Djuj
q2 in RN ;
(
ð1:6Þ
where C;D > 0: This will be done under condition (1.3) where C0;D0 can be
different from C1;D1: So the advantage of this method is that we may
consider not only powers but more general functions satisfying (1.3). In the
case C0 ¼ C1; D0 ¼ D1; we arrive in the blow-up procedure to system (1.6)
where inequalities are replaced by equalities. We emphasize that an optimal
Liouville theorem for this case is not known even in the case p1 ¼ p2 ¼ 2:
Finally, we will get a priori estimates for all solutions to (1.5) with t > 0; so
not necessarily at t ¼ 0; and this will be sufﬁcient to prove the existence of a
nontrivial solution to (1.2). However, if we suppose that f and g are
Lipschitz also in a neighborhood of 0; then the a priori estimates also hold at
t ¼ 0; but they are not used to show the existence.
By applying the blow-up approach, one important step is to control the
location of the maxima of the solutions. It is well known that in the
semilinear case, the sequence of the rescaled points of maxima may converge
either to an interior point of O or to a point of @O:
In the ﬁrst case the limit problem (see (1.6)) is posed on RN while in the
second case in a half-space. Since in our situation it is not known what is the
limit problem, it is natural to look at some geometrical assumptions on the
domain O that will avoid the possibility of the convergence of rescaled
maxima to a point of the boundary of O: We also mention that indeed even
the knowledge of the possible limit equation corresponding to this case will
not be enough to conclude since, in general, no results of Liouville type are
known for quasilinear problems on unbounded domains different from RN
or an exterior domain.
In view of known results for the scalar semilinear case (see [DP1,HvdV])
for the quasilinear, it appears then that a natural assumption on the domain
O should be the convexity.
More precisely, in Section 5 we shall carry out this programme by
assuming that O is a convex domain with C2 boundary. Our main tools for
AZIZIEH, CLE´MENT, AND MITIDIERI426this purpose will be the moving hyperplane method and some extensions of
the monotonicity results proved in the scalar case in [DP1]. This procedure
is in the same spirit as in [HvdV] where the case of a single semilinear
equation was considered.
The main result of this paper is the following:
Theorem 1.1. Let N52 and O RN be a bounded convex domain with
C2 boundary. Assume that one of the following conditions is satisfied:
1. p1;p2 2 ð1; 2Þ and f ; g :R! R
þ are strictly increasing on Rþ;
2. p1 2 ð1;1Þ;p2 ¼ 2; N > maxfp1; 2g and f ; g :R! R
þ are nonde-
creasing on Rþ:
Moreover suppose that f and g are continuous on Rþ; locally Lipschitz
continuous on ð0;þ1Þ and satisfy (1.3) with
q1q2 > ðp1  1Þðp2  1Þ:
If
max
p2q1 þ p1ðp2  1Þ
q2q1  ðp1  1Þðp2  1Þ

N  p1
p1  1
;

p1q2 þ p2ðp1  1Þ
q2q1  ðp1  1Þðp2  1Þ

N  p2
p2  1

50
and y is a fixed real number in ðp21q2 ;
q1
p11
Þ; then there exists a constant M > 0
such that
jjujjC1 þ jjvjjC1 þ t4M ;
for any solution ðt; u; vÞ of (1.5) with t > 0: Furthermore, if J denotes the set of
all solutions of (1.5) in Rþ  C1ð %OÞ  C1ð %OÞ and C the component of solutions
containing ð0; 0; 0Þ; then C contains a solution of the form ð0; u; vÞ with u >
0; v > 0 on O: As a consequence, problem (1.2) has a nontrivial solution ðu; vÞ 2
C1ð %OÞ  C1ð %OÞ and in particular, problem (1.1) has a nontrivial positive
solution.
Moreover if f and g are locally Lipschitz continuous on ½0;þ1Þ; then the a
priori bound also holds at t ¼ 0 that is there exists M > 0 such that for all
positive solutions ðu; vÞ 2 C10ð %OÞ  C
1
0ð %OÞ of (1.2) we have
jjujjC1 þ jjvjjC14M :
We see that if at least one of the parameters pi ði ¼ 1; 2Þ is equal to two,
then no restriction is needed on the other one. On the other hand if both
SOLUTIONS OF p-LAPLACE SYSTEMS 427parameters are such that p1;p2=2; we need to assume that p1;p2 2 ð1; 2Þ:
This restriction is a consequence of the use of the moving hyperplanes
method and of some monotonicity results proved in [Az], results extending
to the case of a system with increasing right-hand sides the monotonicity
results of [D,DP1].
Observe that if p1 ¼ p2=2 and f ¼ g; then u ¼ v and we recover
Theorem 1.1 from [AC] for increasing functions.
The Lipschitz condition on f and g appears when using the moving
hyperplanes method, more precisely when using an extension to a system of
the monotonicity result of [DP1]. This extension is proved in [Az] and is
recalled here for the sake of completeness (see Theorem 5.2). Here, we
replace a Lipschitz condition on ½0;þ1Þ by a condition on ð0;þ1Þ by
introducing the additive parameter t > 0 in the problem. This allows us to
admit exponents q1; q2 smaller than one. Remark that in a recent paper of
Damascelli–Pacella (see [DP2]), a monotonicity result for a single p-Laplace
equation is proved for right-hand sides f positive and locally Lipschitz
continuous only on ð0;þ1Þ:
Throughout this paper, we shall use in an essential way results of Anane
[A] concerning L1 estimates and regularity properties for the p-Laplacian
operator, Liebermann [L] and Tolksdorf [T2] concerning C1; a estimates and
regularity, and Di Benedetto [DB], Tolksdorf [T2] for the local C1; a
estimates. We also use the monotonicity results of Azizieh [Az].
Notations: We will denote by C10ð %OÞ the space fu 2 C
1ð %OÞ j uðxÞ ¼ 0 for all
x 2 @Og always equipped with the norm jjujjC1 ¼ jjujj1 þ jjrujj1 and C
1
c ðOÞ
the set of all C1 functions with compact support contained in O:
If Z 2 RN ; jZj will denote the Euclidean norm of Z in RN : In the same way,
if Z; Z0 2 RN ; Z  Z0 will refer to the inner product in RN : We shall also write
Rþ instead of ½0;þ1Þ and R0 instead of R=f0g:
In what follows, O will always denote a bounded domain of RN with
smooth boundary @O:
2. PRELIMINARIES
Suppose that f ; g are given functions satisfying (1.3).
Definition 1. Let t50: A function ðu; vÞ 2 C10ð %OÞ  C
1
0ð %OÞ is said a weak
solution of (1.5) if for any function j 2 C1c ðOÞ we haveR
O jruj
p12ru  rj dx ¼
R
O f ðt þ jvjÞj dx;R
O jrvj
p22rv  rj dx ¼
R
O gðt
y þ jujÞj dx:
(
ð2:1Þ
We are interested in the existence of weak solutions of (1.5).
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p-Laplacian, any weak solution ðt; u; vÞ of (2.1) with t > 0 satisﬁes
u > 0 in O;
@u
@n
50 on @O;
v > 0 in O;
@v
@n
50 on @O;
where n denotes the outward unit normal to @O:
In the present section we recall some well-known properties of the
operator Dp:
Lemma 2.1. Let O RN be a bounded domain of class C1; b for some
b 2 ð0; 1Þ and g 2 L1ðOÞ: Then the problemR
O jruj
p2ru  rj dx ¼
R
O gj dx 8j 2 C
1
c ðOÞ;
u 2 W 1; p0 ðOÞ; p > 1
(
ð2:2Þ
has a unique solution u 2 C10ð %OÞ: Moreover, if we define the operator K :
L1ðOÞ ! C10ð %OÞ : g/u where u is the unique solution of (2.2), then K is
continuous, compact and order-preserving.
Proof. The operator K is well deﬁned from W 1; p
0
ðOÞ to W 1; p0 ðOÞ (see
for example [Ne]). From the L1-estimates of Anane [A] and the C1;a-
estimates of Liebermann and Tolksdorf [L, T2], it follows that K is
continuous and compact from L1ðOÞ to C10ð %OÞ: The fact that K preserves the
order is a consequence of the following weak comparison principle proved
in [D]. ]
Lemma 2.2 (Weak Comparison Principle). Let p > 1: If u; v 2 W 1;1ðOÞ
are such thatZ
O
jrujp2ru  rj dx4
Z
O
jrvjp2rv  rj dx 8j 2 C1c ðOÞ; j50 ð2:3Þ
and u4v on @O; then u4v on O:
3. CONTINUUM OF POSITIVE SOLUTIONS
In this section, we use a variant of Theorem 6.2 of Rabinowitz [R] and
Theorem A.1 of Appendix A in [CP] to reduce the problem of ﬁnding a
nontrivial solution to (1.2) to the problem of establishing a priori estimates
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be used to prove Theorem 3.2.
Lemma 3.1. Let Rþ :¼ ½0;þ1Þ and ðE; jj  jjÞ be a real Banach space. Let
G :Rþ  E ! E be continuous and map bounded subsets on relatively compact
subsets. Suppose, moreover, G satisfies
(a) Gð0; 0Þ ¼ 0;
(b) there exists R > 0 such that
(i) u 2 E; jjujj4R and u ¼ Gð0; uÞ implies u ¼ 0;
(ii) degðId  Gð0; Þ;Bð0;RÞ; 0Þ ¼ 1:
Let J denote the set of solutions to the problem
u ¼ Gðt; uÞ
in Rþ  E: Let C denote the component (closed connected subset maximal with
respect to inclusion) of J to which ð0; 0Þ belongs. Then if
C\ ðf0g  EÞ ¼ fð0; 0Þg;
then C is unbounded in Rþ  E:
Theorem 3.2. Let O RN be a bounded domain of class C1; b for some
b 2 ð0; 1Þ; p1;p2 > 1; y > 0 fixed and f ; g :R! R
þ be continuous functions
satisfying (1.3) with
q1q2 > ðp1  1Þðp2  1Þ: ð3:1Þ
Let C denote the component in Rþ  C10ð %OÞ  C
1
0ð %OÞ of solutions of (1.5)
containing ð0; 0; 0Þ: If
C\ ðf0g  C10ð %OÞ  C
1
0ð %OÞÞ ¼ fð0; 0; 0Þg;
then C is unbounded in Rþ  C10ð %OÞ  C
1
0ð %OÞ: In particular, C must contain
other points than ð0; 0; 0Þ:
Proof. The proof uses Lemma 3.1 taking G deﬁned by
G : ½0;þ1Þ  C10ð %OÞ  C
1
0ð %OÞ ! C
1
0ð %OÞ  C
1
0ð %OÞ : ðt; u; vÞ/ðKp1 ðf ðt þ jvjÞÞ;
Kp2 ðgðt
y þ jujÞÞÞ;
where Kpi ¼ ðDpiÞ
1 is the inverse of the pi-Laplacian operator. This
operator G is compact since if ðtn; un; vnÞ is a bounded sequence in R
þ 
C10ð %OÞ  C
1
0ð %OÞ; then passing to a subsequence, we have ðtn; un; vnÞ ! ðt; u; vÞ
AZIZIEH, CLE´MENT, AND MITIDIERI430in Rþ  L1ðOÞ  L1ðOÞ for some ðt; u; vÞ 2 Rþ  L1ðOÞ  L1ðOÞ; and since
Kpi is continuous from L
1ðOÞ to C10ð %OÞ (see Lemma 2.1), we have Gðtn; un;
vnÞ ! Gðt; u; vÞ in C1ð %OÞ  C1ð %OÞ: Moreover Gð0; 0; 0Þ ¼ ð0; 0Þ: The following
lemma implies that G satisﬁes condition (b) of Lemma 3.1.
Lemma 3.3. Under the hypotheses of Theorem 3.2, there exists
a real number R > 0 such that if ðl; u; vÞ 2 ½0; 1  C10ð %OÞ  C
1
0ð %OÞ is a
solution of
u ¼ Kp1 ðl f ðjvjÞÞ;
v ¼ Kp2 ðl gðjujÞÞ;
u=0 or v=0;
8><
>: ð3:2Þ
then jjujjC1 > R and jjvjjC1 > R:
Proof. Observe ﬁrst that if u=0 is a solution of (3.2), then l=0 and
v=0: Since 04lf ðjvjÞ4f ðjvjÞ; we have by Lemma 2.1
juj ¼ Kp1ðlf ðjvjÞÞ4Kp1 ðf ðjvjÞÞ: ð3:3Þ
By (1.3),
ð3:3Þ4Kp1 ðC1jvj
q1Þ ¼ C1=ðp11Þ1 Kp1ðjvj
q1Þ
¼C1=ðp11Þ1 Kp1 jjvjj
q1
1
v
jjvjj1

 q1
 
¼C1=ðp11Þ1 jjvjj
q1=ðp11Þ
1 Kp1
v
jjvjj1

 q1
 
: ð3:4Þ
Since 04v=jjvjj141; we have
ð3:4Þ4C1=ðp11Þ1 jKp1ð1Þj jjvjj
q1=ðp11Þ
1 ;
and hence
jjujj14M1jjvjj
q1=ðp11Þ
1
for some constant M1 > 0 (independent of u; v). Similarly, we can prove that
jjvjj14M2jjvjj
q2=ðp21Þ
1
for some constant M2 > 0: We then use the following lemma:
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a4M1ba; b4M2ab: Then
a5ðM11 M
a
2 Þ
1=ðab1Þ; b5ðm12 M
b
1 Þ
1=ðab1Þ:
Proof. By hypothesis, a4M1ðM2abÞ
a ¼ M1Ma2a
ab; which implies
14M1Ma2a
ab1; and we conclude similarly for b: ]
Using Lemma 3.4 with
a :¼ jjujj1; b :¼ jjvjj1; a :¼
q1
p1  1
; b :¼
q2
p2  1
;
we conclude that there exists some constants D1;D2 > 0 (independent of u; v)
such that
jjujj15D1; jjvjj15D2:
Finally, we have jjujjC15jjujj15D1 and jjvjjC15jjvjj15D2; which ends the
proof of Lemma 3.3. ]
Let us come back to the proof of Theorem 3.2. Choosing R > 0 as in
Lemma 3.3, we see that hypothesis (b)(i) of Lemma 3.1 is satisﬁed. Let us
deﬁne the homotopy h by
h : ½0; 1  Bð0;RÞ  Bð0;RÞ ! C10ð %OÞ  C
1
0ð %OÞ :
ðl; u; vÞ/ðKp1ðlf ðjvjÞÞ;Kp2ðlgðjujÞÞÞ;
where Bð0;RÞ denotes the ball of radius R centered at the origin in C10ð %OÞ: By
Lemma 2.1, it follows that h is compact continuous, hð1; ; Þ ¼ Gð0; ; Þ;
hð0; ; Þ ¼ ð0; 0Þ and by Lemma 3.3,
hðl; u; vÞ=ðu; vÞ for all ðu; vÞ 2 @ðBð0;RÞ  Bð0;RÞÞ:
Therefore hypothesis (b)(ii) is satisﬁed. ]
Remark 1. Theorem 3.2 applies to the system
Dp1u ¼ ðt þ jvjÞ
q1 in O;
Dp2v ¼ ðt
y þ jujÞq2 in O;
u; v 2 C10ð %OÞ; t50;
8><
>: ð3:5Þ
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generally, this result apply to system (1.5) where f ; g :R! Rþ are
continuous functions satisfying conditions (1.3) with (3.1).
Remark 2. In order to prove some a priori estimates for
positive solutions of (3.5) or (1.5) in the C1-norm, by the results of
[L, T2] on C1;a-estimates, it is enough to establish these estimates in the L1-
norm.
4. BLOW-UP
In this section, we shall use the blow-up method to reduce the
problem of ﬁnding a priori estimates for solutions of (3.5) or (1.5) to
the study of some limiting systems on RN : First we state a result concerning
(3.5).
Lemma 4.1. Let O RN be a bounded domain and p1;p2 > 1:
Let ðtn; un; vnÞ be a sequence of solutions of (3.5) in R
þ  C10ð %OÞ  C
1
0ð %OÞ
where q1q2 > ðp1  1Þðp2  1Þ and y is a fixed real number in ð
p21
q2
; q1p11 Þ; and
such that
tn þ jjunjj1 þ jjvnjj1 ! 1:
Suppose that there exists d > 0 such that for all n 2 N; there exist xn; x0n 2 O
satisfying unðxnÞ ¼ jjunjj1; vnðx
0
nÞ ¼ jjvnjj1 and distðxn; @OÞ5d; distðx
0
n; @OÞ5d:
Then there exists ðu; vÞ 2 C1ðRN Þ  C1ðRN Þ solution of
Dp1u ¼ jvj
q1 in RN ; u > 0 in RN ; jjujj141;
Dp2v ¼ juj
q2 in RN ; v > 0 in RN ; jjvjj141:
(
ð4:1Þ
Proof. We ﬁrst prove that there exists a subsequence still denoted by
ðtn; un; vnÞ satisfying
tyn
jjunjj1
! 0 and
tn
jjvnjj1
! 0 ð4:2Þ
with jjunjj1 > 0 and jjvnjj1 > 0 for all n: Observe that if un ¼ 0; then vn ¼ 0
and tn ¼ 0: If ðtnÞ is bounded, then (4.2) is obvious because if for example
jjunjj1 ! 1; then by Lemma 2.1, we must have jjvnjj1 ! 1: Otherwise, we
can suppose, without loss of generality, that tn > 0 for all n 2 N and tn !1:
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*un :¼
un
tyn
; ln :¼ tq1yðp11Þn ;
*vn :¼
vn
tn
; mn :¼ t
yq2p2þ1
n :
Then for all n 2 N; ðln;mn; *un; *vnÞ is a weak solution of the system
Dp1 *un ¼ lnð1þ *vnÞ
q15ln; *un 2 C10ð %OÞ;
Dp2 *vn ¼ mnð1þ *unÞ
q25mn; *vn 2 C
1
0ð %OÞ:
(
By our assumption on y; we have ln ! þ1 and mn ! þ1: If we denote by
%un; %vn the solutions ofR
O jr %unj
p12r %un  rj dx ¼ ln
R
O j dx 8j 2 C
1
c ðOÞ; %un 2 C
1
0ð %OÞ;R
O jr%vnj
p22r%vn  rj dx ¼ mn
R
O j dx 8j 2 C
1
c ðOÞ; %vn 2 C
1
0ð %OÞ
(
then, as in the case of the blow-up for a single equation (see the proof of
Lemma 4.1 in [AC]), we have *un5 %un and *vn5%vn and
sup
n2N
jj %unjj1 ¼ sup
n2N
jj%vnjj1 ¼ þ1;
clearly this implies (4.2).
From now on we shall suppose that jjunjj1 > 0; jjvnjj1 > 0 and that (4.2)
holds. Let us introduce
an :¼ jjunjj1;
bn :¼ jjvnjj1
(
and let ðt;sÞ be the solution of the linear system:
tð1 p1Þ þ sq1 ¼ p1;
tq2 þ sð1 p2Þ ¼ p2;
(
ð4:3Þ
i.e.
t ¼
p2q1 þ p1ðp2  1Þ
q1q2  ðp1  1Þðp2  1Þ
> 0;
s ¼
p1q2 þ p2ðp1  1Þ
q1q2  ðp1  1Þðp2  1Þ
> 0:
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suppose that for all n 2 N we have either a1=tn 5b1=sn or a
1=t
n 4b1=sn : Suppose
that a1=tn 5b1=sn for all n 2 N and deﬁne the functions #un and #vn by
#unðyÞ :¼
unðC1n y þ xnÞ
An
8y 2 On; ð4:4Þ
#vnðyÞ :¼
vnðC1n y þ xnÞ
Bn
8y 2 On; ð4:5Þ
where On :¼ CnðO xnÞ and An;Bn and Cn are positive numbers to be chosen
later. It is not difﬁcult to see that for all n 2 N; ð #un; #vnÞ satisﬁes
Z
On
jr #unj
p12r #un  rc dy ¼
Z
O
A1p1n C
Np1
n jrunj
p12run  r *cn dx
¼
Z
O
A1p1n C
Np1
n ðtn þ vnÞ
q1 *cn dx
¼
Z
On
A1p1n B
q1
n C
p1
n
tn
Bn
þ #vn

 q1
c dy ð4:6Þ
for all c 2 C1c ðOnÞ;
Z
On
jr#vnjp22r #vn  rc dy ¼
Z
On
Aq2n B
1p2
n C
p2
n
tyn
An
þ #un

 q2
c dy ð4:7Þ
for all c 2 C1c ðOnÞ;
#un; #vn 2 C10ðOnÞ; #un; #vn50 on On;
where *cnðxÞ :¼ cðCnðx xnÞÞ 2 C1c ðOÞ: Choosing
An :¼ Ctn; Bn :¼ C
s
n
and
Cn :¼ a1=tn þ b
1=s
n ;
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Cn ! þ1;
04
tn
Bn
¼
tn
ða1=tn þ b1=sn Þ
s
4
tn
bn
! 0;
04
tyn
An
¼
tyn
ða1=tn þ b1=sn Þ
t
4
tyn
an
! 0
8>>>><
>>>:
and
jj#vnjj1 ¼
bn
ða1=tn þ b1=sn Þ
s
41 and jj #unjj1 ¼
an
ða1=tn þ b1=sn Þ
t
41:
Now, due to the fact that Cn !1; it follows that
lim
n
distð0; @OnÞ ¼ 1;
indeed this is a consequence of the following inequality:
distð0; @OnÞ ¼ Cn distðxn; @OÞ5Cnd:
Next, let %B be any closed ball centered at 0 2 RN : Clearly, there exists n0 2 N
such that %B  On for all n5n0:Hence, if we ﬁx such a ball B; we can say that
for n sufﬁciently large, we can apply the C1;a local estimates of [T1] or [DB]
in B: As a consequence, we then obtain the existence of a subsequence still
denoted by ð #un; #vnÞ converging in C1ð %BÞ to a nonnegative solution ðu; vÞ 2
C1ð %BÞ  C1ð %BÞ of the problemR
B jruj
p12ru  rc dy ¼
R
B jvj
q1c dy 8c 2 C1c ðBÞ;R
B jrvj
p22rv  rc dy ¼
R
B juj
q2c dy 8c 2 C1c ðBÞ;
u; v50 on B; jjujj141; jjvjj141:
8><
>: ð4:8Þ
Since we are assuming a1=tn 5b1=sn ; it follows that
#u1=tn ð0Þ ¼
a1=tn
a1=tn þ b1=sn
¼
1
1þ b1=sn =a
1=t
n
5
1
2
8n;
and #u
1=t
n ð0Þ ! u1=tð0Þ: Thus we have u=0 in B and by the strong maximum
principle of Vasquez [V], it follows that u > 0 and v > 0 on B:
Taking balls bigger and bigger and repeating the argument on the
subsequence obtained at the previous step, we get two Cantor diagonal
subsequences converging in C1 on all compact of RN to functions u; v 2
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R
RN
jrujp12ru  rc dy ¼
R
RN
jvjq1c dy 8c 2 C1c ðR
N Þ;R
RN
jrvjp22rv  rc dy ¼
R
RN
jujq2c dy 8c 2 C1c ðR
N Þ;
u; v > 0 on RN ; jjujj141; jjvjj141:
8><
>:
The same reasoning can be used in the second case i.e. when a1=tn 4b1=sn :
Indeed, in this situation it sufﬁces to replace xn by x0n in the deﬁnition of #un; #vn
and consider at the end
#v1=sn ð0Þ ¼
1
a1=tn =b1=sn þ 1
5
1
2
;
to obtain a nontrivial solution of (4.1). ]
Now we give a slight generalization of Lemma 4.1 for system (1.5).
Lemma 4.2. Let p1;p2 > 1; ðtn; un; vnÞ be a sequence of solutions of (1.5)
in Rþ  C10ð %OÞ  C
1
0ð %OÞ where f ; g :R! R
þ satisfy (1.3) for some
positive constants C1;C2; D1;D2 and where q1q2 > ðp1  1Þðp2  1Þ and y 2
ðp21q2 ;
q1
p11
Þ is fixed. Suppose that
tn þ jjunjj1 þ jjvnjj1 ! 1
and that there exists d > 0 such that for all n 2 N; there exist xn; x0n 2 O
satisfying unðxnÞ ¼ jjunjj1; vnðx
0
nÞ ¼ jjvnjj1 and distðxn; @OÞ5d; distðx
0
n; @OÞ5
d: Then there exists a positive solution ðu; vÞ 2 C1ðRN Þ  C1ðRN Þ of
Dp1u5C1jvj
q1 in RN ; u > 0 in RN ; jjujj141;
Dp2v5D1juj
q2 in RN ; v > 0 in RN ; jjvjj141:
(
ð4:9Þ
Proof. The proof follows the same steps as the proof of Lemma 4.1, so
we shall only give the outlines. We ﬁrst prove (4.2) using
C1jsj
q14f ðsÞ; D1jsjq24gðsÞ 8s 2 R
þ: ð4:10Þ
We deﬁne s; t by (4.3) and we put an :¼ jjunjj1; bn :¼ jjvnjj1: As before, we
can suppose that either a1=tn 5b1=sn for all n or a
1=t
n 4b1=sn for all n: If we are in
the ﬁrst case, we deﬁne again #un; #vn by (4.4), (4.5) and use (4.10) to obtainZ
On
jr #unj
p12r #un  rc dy5C1
Z
On
A1p1n B
q1
n C
p1
n
tn
Bn
þ #vn

 q1
c dy;
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On
jr#vnjp22r #vn  rc dy5D1
Z
On
Aq2n B
1p2
n C
p2
n
tyn
An
þ #un

 q2
c dy;
#un; #vn 2 C10ðOnÞ; #un; #vn50 on On
for all c 2 C1c ðOnÞ; c50: We again choose An :¼ C
t
n; Bn :¼ C
s
n ; Cn :¼ a
1=t
n
þb1=sn ; and so we get jj#vnjj141 and jj #unjj141: By (4.2) and since
f ðsÞ4C2jsjq1 and gðsÞ4D2jsjq2 ;  Dp1 #un and Dp2 #vn are uniformly bounded
in L1ðOnÞ; so that we can apply on a ball B centered at the origin the C1; a-
local estimates of [T1] or [V] to get the existence of a subsequence still
denoted by ð #un; #vnÞ and converging in C1ð %BÞ to a solution ðu; vÞ ofR
B jruj
p12ru  rc dy5C1
R
B jvj
q1c dy 8c 2 C1c ðBÞ; c50;R
B jrvj
p22rv  rc dy5D1
R
B juj
q2c dy 8c 2 C1c ðBÞ; c50;
u; v50 on B; jjujj141; jjvjj141:
8><
>:
As in the proof of Lemma 4.1, u > 0 and v > 0 on B; and we conclude by
taking balls bigger and bigger. ]
To deduce from Lemmas 4.1 and 4.2 some a priori estimates, we need to
locate the global maxima of the solutions. This is the subject of the following
section.
5. A PRIORI ESTIMATES
In this section, we obtain a priori estimates by using the moving
hyperplanes method. More precisely, we deduce from the monotonicity
results from [Az] some information about the location of the global maxima
of possible positive solutions.
In those monotonicity results, we have to consider separately the cases
p1 2 ð1;1Þ; p2 ¼ 2 (similarly p2 2 ð1;1Þ; p1 ¼ 2) and p1;p2 2 ð1; 2Þ:
Before stating the monotonicity results, we ﬁrst introduce some notations
used in [Az,D,DP1]. Let O be a domain with C1 boundary. For any
direction n 2 RN ; jnj ¼ 1; we deﬁne
aðnÞ :¼ inf
x2O
x  n;
and for all l5aðnÞ;
Onl :¼ fx 2 O j x  n5lgð=| for l > aðnÞ; l aðnÞ smallÞ;
T nl :¼ fx 2 O j x  n ¼ lg:
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n
l and by
xnl :¼ R
n
lðxÞ 8x 2 R
N ;
ðOnlÞ
0 :¼ RnlðO
n
lÞ;
L1ðnÞ :¼ fm > aðnÞ j 8l 2 ðaðnÞ; mÞ; we do have ð5:1Þ and ð5:2Þg;
l1ðnÞ :¼ supL1ðnÞ;
where (5.1), (5.2) are deﬁned as follows:
ðOnlÞ
0 is not internally tangent to @O at some point p =2 T nl ; ð5:1Þ
nðxÞ  n=0 for all x 2 @O\ T nl ; ð5:2Þ
where nðxÞ denotes the inward unit normal to @O at x: Note that since for
l > aðnÞ and if l is close to aðnÞ; (5.1) and (5.2) are satisﬁed and O is
bounded, it follows that
L1ðnÞ=| and l1ðnÞ51: ð5:3Þ
Observe also that for all l > aðnÞ; for all c 2 T nðxÞl \ O we have
distðc; @OÞ4l aðnÞ: ð5:4Þ
The monotonicity results of Azizieh [Az] are the following:
Theorem 5.1. Let O RN be a bounded domain satisfying the interior
sphere condition and let *f ; *g :R! Rþ be nondecreasing on Rþ and locally
Lipschitz continuous on R: Let ðu; vÞ 2 C10ð %OÞ  C
1
0ð %OÞ be a weak solution of
Dp1u ¼ *f ðvÞ in O; u > 0 in O;
Dv ¼ *gðuÞ in O; v > 0 in O;
(
where 15p1: Then, for any direction n 2 R
N and for any l in the interval
ðaðnÞ; l1ðnÞ; we have
uðxÞ4uðxnlÞ and vðxÞ4vðx
n
lÞ 8x 2 O
n
l:
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@v
@n
> 0 in Onl 8l5l1ðnÞ: ð5:5Þ
The following result is also proved in [Az] and is the analogue of Theorem
1.1 from [DP1] for a system with increasing right-hand sides.
Theorem 5.2. Let O RN be a bounded domain with C1 boundary and
let *f ; *g :R! Rþ be strictly increasing on Rþ; locally Lipschitz continuous on
R and such that *f ðxÞ > 0; *gðxÞ > 0 for all x > 0: Let ðu; vÞ 2 C10ð %OÞ  C
1
0ð %OÞ be a
weak solution of
Dp1u ¼ *f ðvÞ in O; u > 0 in O;
Dp2v ¼ *gðuÞ in O; v > 0 in O;
(
ð5:6Þ
where p1;p2 2 ð1; 2Þ: Then we have
uðxÞ4uðxnlÞ and vðxÞ4vðx
n
lÞ ð5:7Þ
for all x 2 Onl; for all n 2 R
N ; for all l 2 ðaðnÞ; l1ðnÞ:
Remark 3. In [DP1], Damascelli and Pacella state Theorem 1.1 under
the hypothesis that O is smooth. This condition is due to the fact that they
use a more sophisticated method consisting of moving hyperplanes
perpendicularly to directions n in a neighborhood of a ﬁxed direction n0:
To be efﬁcient, this method require the continuity of aðnÞ and the lower
semicontinuity of l1ðnÞ with respect to n; and to insure this continuity (and
only for that reason), they assume O to be smooth. It appears (see [AL]) that
this continuity is guaranteed for a domain O of class C1: To prove Theorem
5.2, we use the new technique of Damascelli and Pacella, and so we require
O to be C1: Observe that this condition does not appear if p2 ¼ 2;p1 > 1:
Indeed, in this case, we can use the classical moving plane procedure
consisting in moving planes perpendicularly to a ﬁxed direction n0 (see [Az]).
In Theorem 5.2, it appears the restriction 15p1;p252: This condition is
also present in the monotonicity result of Damascelli and Pacella [DP1] in
the case of a single equation. We emphasize that in Theorem 5.1, this
restriction is not needed if p1 or p2 is equal to two.
We are now ready to prove some result on the location of the global
maxima of any solution of (5.6). We ﬁrst give some geometric lemmas which
are proved in [AC].
AZIZIEH, CLE´MENT, AND MITIDIERI440Lemma 5.3. Let M  RN be a C2 compact submanifold of dimension N 
1: Then there exist an open set V  RN with M  V and an extension of IdM
to a continuous map r : V ! M such that
1. for x 2 V and y 2 M ; jx rðxÞj4jx yj with equality if and only if
y ¼ rðxÞ;
2. for every x0 2 M ; the fiber r1ðx0Þ consists of fx 2 R
N j x ¼ x0 þ
tnðx0Þ with jtj5rg for some r > 0:
We call V ð¼ VrÞ the open tubular neighborhood of M of radius r:
If moreover M ¼ @O with O convex and bounded, then
fx 2 RN j x ¼ y þ tnðyÞ; 05t52r; y 2 @Og  O; ð5:8Þ
where nðyÞ denotes the inward unit normal to @O at y:
Lemma 5.4. If O is a convex domain with C2 boundary, then
m :¼ inf
x02@O
distðx0; T
nðx0Þ
l1ðnðx0ÞÞ
Þ5r > 0;
where r is defined in Lemma 5.3.
With the aid of Lemmas 5.3 and 5.4, we prove the following result.
Lemma 5.5. Let O be convex with C2 boundary and ðu; vÞ 2 C1ð %OÞ 
C1ð %OÞ satisfying (5.7) and u > 0; v > 0 on O: Then there exist a global
maximum y 2 O of u (i.e. a point y such that uðyÞ ¼ jjujj1) and a global
maximum y0 2 O of v such that
distðy; @OÞ5r and distðy0; @OÞ5r;
where r is defined in Lemma 5.3.
Proof. We ﬁrst prove that for all e 2 ð0;rÞ; there exists a global
maximum y of u and a global maximum y0 of v such that distðy; @OÞ5
r e and distðy0; @OÞ5r e: Let us suppose by contradiction this is not
true. Then, for one of the two functions u; v; every global maximum of this
function lie at a distance strictly smaller than r e from the boundary.
Suppose that every global maximum of u lie at a distance smaller than r e:
Let y be such a maximum. One can ﬁnd a point x0 2 @O such that y belongs
to the normal line to @O at x0 and with distðy; x0Þ5r e (take x0 the nearest
point of @O from y and use Lemma 5.3). Let us call this line D and nðx0Þ the
inward unit normal to @O at x0: By Lemmas 5.3 and 5.4 there exists some
point x 2 D\ Onðx0Þl1ðnðx0ÞÞ such that distðx; x0Þ ¼ r e ¼ distðx; @OÞ: By hypothesis
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boundary 5r e; we have uðxÞ5uðyÞ; which contradicts (5.7).
If we take a sequence ðenÞ ¼ ð1=nÞ; we obtain two sequences ðynÞ; ðy0nÞ of
global maxima of, respectively, u and v such that distðyn; @OÞ5r 1=n and
distðy0n; @OÞ5r 1=n: By compactness of the sets of the global maxima of u
and v; this implies the existence of global maxima y; y0 of respectively, u and
v such that distðy; @OÞ5r and distðy0; @OÞ5r: ]
Now, we state a Liouville-type theorem which is a consequence of
Theorem 5.1 in [MP2] and Theorem 2.3 of Caristi [C].
Theorem 5.6. Let N > p1;p2 > 1 and suppose that q1q2 > ðp11Þðp21Þ:
If
max
p2q1 þ p1ðp2  1Þ
q2q1  ðp1  1Þðp2  1Þ

N  p1
p1  1
;

p1q2 þ p2ðp1  1Þ
q2q1  ðp1  1Þðp2  1Þ

N  p2
p2  1

50;
then problem (4.9) has no solution ðu; vÞ 2 C1ðRN Þ  C1ðRN Þ:
Now we can proof Theorem 1.1.
Proof of Theorem 1.1. If p1;p2 2 ð1; 2Þ; it sufﬁces to combine Theorem
3.2, Lemma 4.2, Theorem 5.2 with *f ðvÞ ¼ f ðt þ jvjÞ; *gðuÞ ¼ gðty þ jujÞ;
Lemma 5.5 and Theorem 5.6. If p1 2 ð1;1Þ and p2 ¼ 2; then we use
Theorem 3.2, Lemma 4.2, Theorem 5.1 with *f ðvÞ ¼ f ðt þ jvjÞ; *gðuÞ ¼ gðty þ
jujÞ; Lemma 5.5 and Theorem 5.1. ]
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