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Abstract
Circulant matrices are used to construct polynomials, associated with Chebyshev polynomials of the first
kind, whose roots are real and made explicit. Then the Galois groups of the polynomials are computed,
giving rise to new examples of polynomials with cyclic Galois groups and Galois groups of order p(p − 1)
that are generated by a cycle of length p and a cycle of length p − 1.
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1. Introduction
Computing the Galois group of the splitting field of a given polynomial with integer coeffi-
cients is a classical problem in modern algebra. A theorem of Van der Waerden [Wae] asserts that
almost all (monic) polynomials in Z[x] have associated Galois group Sn, the symmetric group
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theless, examples of polynomials where the associated Galois group is not Sn are well known.
For example, the Galois group of the splitting field of the polynomial xp − 1, p  3 prime, is
cyclic of order p − 1. For the polynomial xp − 2, p  3, the Galois group is the subgroup of Sp
generated by a cycle of length p and a cycle of length p − 1. An interest in this paper is to find
other collections of polynomials with integer coefficients whose Galois groups are isomorphic to
these groups.
Using circulant matrices, we are led in the next section to the polynomials
fp,m(x) = 1 +
(p−1)/2∑
i=0
(−1)i p
p − i
(
p − i
i
)
mixp−2i ,
where p  5 is prime and m is a positive integer. We will not be using it explicitly, but we make
the observation that
fp,m(x) = 2mp/2Tp
(
x/
(
2m1/2
))+ 1,
where Tp(x) is a Chebyshev polynomial of the first kind, cf. [Ri, (1.10), (1.96)]. Moreover,
fp,m(x) can also be related to Dickson polynomials, cf. [LMT].
We will establish various results about the polynomials fp,m(x). We first show that fp,m(x) ∈
Z[x]. Moreover, the roots of fp,m(x) are all real and are described as the collection
{−λζ−jp − λζ jp}
for j = 0, . . . , p − 1, where λ is a fixed pth root of γm = 1+
√
1−4mp
2 , λ is its conjugate, and ζp is
a primitive pth root of unity.
We will also determine how fp,m(x) factors over the rationals. For the case p  5, we show
that fp,1(x)/(x + 1) is irreducible over Q. For p  5 and m  2, we will see that fp,m(x) is
irreducible over Q. We will use this information to establish the following theorems.
Theorem A. Let p  5 be prime. Let K be the splitting field of fp,1(x) over Q. Then the Galois
group of K/Q is cyclic of order p − 1.
Theorem B. Let p  5 be a prime, and let m 2 be an integer. The Galois group of the splitting
field K/Q of fp,m is a subgroup of the symmetric group Sp of order p(p − 1) generated by a
cycle of length p and a cycle of length p − 1.
The above theorems achieve the goal indicated in the leading paragraph of this paper. We
note that, furthermore, in the course of proving these theorems, we shall exhibit the generators
of these Galois groups explicitly.
In the case that m is negative, the coefficients of the polynomials fp,m(x) are all positive,
and it is reasonable to consider the analogous results in this case. There are, however, substantial
differences that occur in trying to carry out arguments similar to those given here. For example,
in this case, fp,m(x) has exactly one real root. What is of more significance here though is that
the proof of Lemma 9 leads to the Diophantine equation px2 − 1 = 4yp where p is an odd
prime. Instead of working in Q(
√−p ) as is currently done in Lemma 9, considering m < 0
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infinitely many units. We therefore do not address the case that m < 0 here.
2. Construction of fp,m and the Galois group of fp,1
Let n be a positive integer and let ζn = exp(2πi/n) denote a primitive nth root of unity.
Consider the n × n circulant matrix
circ(a1, a2, . . . , an) =
⎛
⎜⎜⎜⎜⎝
a1 a2 a3 . . . an
an a1 a2 . . . an−1
an−1 an a1 . . . an−2
...
...
a2 a3 a4 . . . a1
⎞
⎟⎟⎟⎟⎠ .
The determinant of circ(a1, a2, . . . , an) is given by the formula
det
(
circ(a1, a2, . . . , an)
)=
n−1∏
j=0
(
a1 + a2ζ jn + a3ζ 2jn + · · · + anζ j (n−1)n
)
. (1)
Let n be an integer  3, and consider the n × n circulant matrix A = circ(a, b, c,0, . . . ,0).
In this case, Ore [O] has computed the expansion of (1). Let x denote the greatest integer less
than or equal to x.
Theorem 1 (Ore). The determinant of A is
det(A) = an + (−1)n+1bn + cn − n
n/2∑
i=1
(−1)n+i 1
n − i
(
n − i
i
)
(ac)ibn−2i .
Corollary 2. If n is odd, then
det(A) = an + cn + bn +
(n−1)/2∑
i=1
(−1)i n
n − i
(
n − i
i
)
(ac)ibn−2i .
Take n = p  5 prime. We consider a and c satisfying ap + cp = 1 with m = ac a positive
integer. It follows that ap and cp are the roots of the quadratic g(x) = x2 − x + mp and, hence,
we can take ap = (1+√1 − 4mp )/2 and cp = (1−√1 − 4mp )/2. We define fp,m(x) to be the
determinant of the p × p circulant matrix circ(a, x, c,0,0, . . . ,0). Thus, by Corollary 2,
fp,m(x) = xp − p
p − 1
(
p − 1
1
)
mxp−2 + · · · + (−1)(p−1)/2pm(p−1)/2x + 1.
One can see that fp,m ∈ Z[x] through the identity
n
(
n − i)=
(
n − i)+
(
n − i − 1)
.
n − i i i i − 1
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Lemma 3. Set γm = (1 +
√
1 − 4mp )/2, and let λ be a pth root of γm. The roots of fp,m are
precisely the p numbers of the form −λζ−jp − λζ jp for j = 0, . . . , p − 1.
Proof. Observe that
λp + λp = 1 and λλ = |λ|2 = |γm|2/p = m.
Thus, fp,m is the determinant of the p × p circulant matrix circ(λ, x, λ,0,0, . . . ,0). Using for-
mula (1), fp,m(x) factors as
fp,m(x) =
p−1∏
j=0
(
λ + xζ jp + λζ 2jp
)
.
Thus, the roots of fp,m are −λζ−jp − λζ jp , j = 0, . . . , p − 1. 
One immediate consequence of Lemma 3 is that it provides some information about the lo-
cation of the zeros of fp,m. For example, −λζ−jp and −λζ jp are conjugates each having, by the
proof above, absolute value
√
m; hence, each root −λζ−jp − λζ jp of fp,m is a real number in the
interval [−2√m,2√m ]. Furthermore, since the numbers −λζ−jp for 0 j  p − 1 are equally
spaced along the circle of radius
√
m centered at the origin in the complex plane, we can deduce
that for fixed m  1, the roots of the collection of polynomials {fp,m(x)}p5 are dense in the
interval [−2√m,2√m ].
We now specialize to the case p  5, m = 1 in the definition of fp,m. In this case, γ1 = (1 +
i
√
3 )/2, i = √−1. Thus, γ1 = ζ6 = exp(πi/3). As p is a prime  5, we have p ≡ ±1 (mod 6)
so that p2 ≡ 1 (mod 6). Setting λ = ζp6 , we deduce
λp = (ζp6 )p = ζp26 = ζ6 = γ1. (2)
Thus, by Lemma 3, the zeros of fp,1 consist of the collection
xj = −λζ−jp − λζ jp ,
for j = 0, . . . , p − 1.
By the remark following the proof of Lemma 3, each zero of fp,1 is in the interval [−2,2]. In
fact, precisely one root of fp,1 is −1. Indeed, the following is trivial to prove.
Lemma 4. Let p  5, λ = ζp6 . Then x0 = −λ − λ = −1.
A polynomial f (x) ∈ Z[x] is called Eisenstein if Eisenstein’s criterion applies to a translation
of f (x). In particular, Eisenstein polynomials are irreducible over Q.
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Proof. For p  5, define hp(x) = fp,1(x)/(x + 1). Observe that
hp(x − 1) = fp,1(x − 1)/x
= 1
x
(
(x − 1)p − p
p − 1
(
p − 1
1
)
(x − 1)p−2 + · · · + (−1)(p−1)/2p(x − 1) + 1
)
.
We deduce that hp(x−1) is a monic polynomial in Z[x] with every coefficient except the leading
coefficient divisible by p. To complete the proof, we show that p2 does not divide the constant
term of hp(x − 1). Let λ = ζp6 . Then, by Lemma 3, the roots of fp,1(x − 1) are of the form
1 − λζ−jp − λζ jp
for j = 0, . . . , p − 1. Now, by Lemma 4, the root corresponding to j = 0 is 0 and, therefore,
accounts for the factor x in fp,1(x − 1). Thus, the constant term in hp(x − 1) is
p−1∏
j=1
(
1 − λζ−jp − λζ jp
)=
p−1∏
j=1
(
λζ
j
p
(
λ + ζ−jp
)(
1 − ζ−jp
))
= λp−1
p−1∏
j=1
(
λ + ζ−jp
)p−1∏
j=1
(
1 − ζ−jp
)
.
Using Φm(x) to denote the mth cyclotomic polynomial, the last product above is simply
Φp(1) = p. We also use that Φ3p(1) = 1 (indeed, Φm(1) = 1 whenever m is not a prime power).
From λ = ζp6 = −ζ 2p3 , we obtain
λ + ζ−jp = λ
(
1 − ζ−3j−2p23p
)
and −3j − 2p2 is relatively prime to 3p for 1 j  p − 1. As
1 = Φ3p(1) =
∏
1j3p−1
gcd(j,3p)=1
(
1 − ζ j3p
)
,
each λ+ ζ−jp for 1 j  p − 1 is λ times a unit in Z[ζ3p]. Also, λ is a unit in Z[ζ3p]. It follows
that the constant term of hp(x − 1) is a unit in Z[ζ3p] times p. Since it is also in Z, we deduce
that the constant term is ±p, concluding the proof. 
As noted earlier, Lemma 5 shows that the polynomials considered there are irreducible over Q.
There are alternative approaches to establishing the irreducibility of these polynomials. We de-
scribe such a method next which also provides us some additional information, in particular
about the polynomials’ associated Galois groups.
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the Galois group of K/Q is cyclic of order p − 1.
Proof. Take λ = ζp6 . Then −λ is a pth root of ζ 23 and, hence, a (3p)th root of unity. The remain-
ing pth roots of ζ 23 can be written in the form −λζ−jp where 1 j  p − 1. For p  5, one can
check directly that ζ 2p3 is the only pth root of ζ
2
3 which is not a primitive (3p)th root of unity.
We deduce from Lemma 3 that the splitting field K of fp,1 over Q is precisely the maximal
real subfield of Q(ζ3p). As p  5, the degree of this extension is φ(3p)/2 = p − 1. The Galois
group of the maximal real subfield of Q(ζ3p) over Q is cyclic. This completes the proof (and
establishes the irreducibility of the polynomials fp,1(x)/(x + 1) for p  5). 
It is of some interest to describe a generator for these Galois groups. If λ is a pth root of
ζ6 = −ζ 23 , then Lemma 3 and
(−λ − λ)2 = λ2 + 2 + λ2
imply that σ(x) = 2 − x2 is an automorphism of K over Q. For p = 3, one can check directly
that σ generates the Galois group of K over Q. For p  5, the automorphism σ may or may not
generate the Galois group. In particular, if the order of 2 modulo p is even and < p − 1, then σ
will not be a generator for the Galois group (for example, consider p = 17 or p = 41). To obtain
an automorphism that generates the Galois group for all p  5, for each j ∈ {1,2, . . . , p−1}, we
consider an integer k = k(j) satisfying k ≡ 1 (mod 3) and k ≡ j (mod p). The automorphism σj
of Q(ζ3p) over Q defined by σj (ζ3p) = ζ k3p has the property that σj (ζ3) = ζ3 and σj (ζp) = ζ jp .
In other words, the p−1 different σj are precisely the automorphisms of Q(ζ3p) over Q(ζ3). We
now consider a primitive root g modulo p and fix λ = −ζ 2p3 . Define σ (t)g to be the composition
of t copies of σg . Then
σ (t)g
(−λζp − λζ−1p )= −λζgtp − λζ−gtp .
We deduce from Lemma 3 that the restriction of σg to K , the maximal real subfield of Q(ζ3p),
is a generator for the Galois group of K over Q.
The above explicit construction of the generator leads naturally to a further conclusion.
Proposition 7. The polynomial f3,1(x) and the polynomials fp,1(x)/(x + 1), for primes p  5,
are irreducible over Q(ζ3).
Proof. One checks the above result directly for p = 3. For p  5, we use that for 2 j  p− 1,
the roots of fp,1(x)/(x + 1) are images of the root −λζp − λζ−1p under applications of the
automorphism σg of Q(ζ3p) over Q(ζ3). Since this automorphism fixes the elements of Q(ζ3),
the above result follows. The result for p  5 also follows from the proof of Lemma 5 (from
the fact that fp,1(x)/(x + 1) is Eisenstein with respect to a prime which does not ramify in
Q(ζ3)). 
3. Galois groups of fp,m for m > 1
For a prime p  5 and an integer m 2, we establish the irreducibility of fp,m over the ratio-
nals and compute the Galois group of the splitting field K/Q of fp,m. Multiplying the relation
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the roots of pm(x) = x2p − xp + mp . Our investigations here begin with a closer look at the
polynomial pm(x).
Lemma 8. Let p be an odd prime and let m be an integer with m  2. Then the polynomial
x2p − xp + mp is irreducible.
Proof. Let N = 1 − 4mp and γ = (1 + √N )/2. Thus, Q(γ ) = Q(√N ) = Q(√D ), where
D < 0 is a squarefree integer, D|N , and N/D is a square. Let λ be a pth root of γ . Thus, λ is a
root of pm(x). We show that xp −γ is irreducible over Q(γ ). This will imply [Q(λ) : Q(γ )] = p.
Since [Q(γ ) : Q] = 2, we deduce [Q(λ) : Q] = 2p and, hence, that pm(x) is irreducible.
Assume xp −γ = g(x)h(x), where g(x) and h(x) are in Q(γ )[x] with r = degg ∈ [1,p−1].
Since the p roots of xp − γ are of the form ζ jλ, where ζ = ζp and j ∈ {0,1, . . . , p − 1}, we
deduce that the constant term of g(x) is of the form ±ζ kλr . Thus, ζ kλr ∈ Q(γ ). Let s and t be
integers satisfying rs + pt = 1. Since γ = λp , we deduce
(
ζ kλr
)s
γ t = ζ ksλrs+pt = ζ ksλ ∈ Q(γ ).
Setting α = ζ ksλ, we see that α is an algebraic integer in Q(√N ) and
αp = 1 +
√
1 − 4mp
2
= 1 +
√
N
2
. (3)
Observe that α is a root of x2p − xp + mp . Let β be the conjugate of α. Then
βp = 1 −
√
N
2
.
Since αβ is a real number satisfying (αβ)p = mp , we have αβ = m. Next, we determine α + β .
Note that
1 = αp + βp = (α + β)(αp−1 − αp−2β + · · · − αβp−2 + βp−1).
Each one of the two factors on the right is an algebraic integer expressed as a symmetric function
of α and β . Hence, each of these factors must be a rational integer. We deduce that α + β = ±1.
We justify that α + β = 1. Writing α = (a + b√D )/2, it suffices to show that a = −1 (i.e., that
α + β = −1). Observe that
2p−1 + 2p−1√N = 2pαp = (a + b√D )p = A + B√D,
where A ≡ ap (mod p). Hence,
ap ≡ 2p−1 ≡ 1 (mod p).
As p is odd, a = −1. Thus, α + β = 1. It follows that α and β are both roots of x2 − x + m.
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On the other hand, (3) and αp = speipθ imply cos(pθ) = 1/(2mp/2). Using that cos(pθ) =
Tp(cos θ), where Tp is the pth Chebyshev polynomial, we get that
cos(pθ) = 2p−1(cos θ)p − 2p−3p(cos θ)p−2 + · · · , (4)
where what remains on the right is a sum of smaller odd powers of cos θ times p times rational
integers (see, for example, (1.10) and (1.96) in [Ri]). Furthermore, the coefficient of each term
(cos θ)j on the right is divisible by 2j−1 (an immediate consequence of Exercise 1.4.45 in [Ri]).
Given that cos θ = 1/(2√m) and cos(pθ) = 1/(2mp/2), we see that the expression on the left
of (4) equals the first term on the right of (4). Thus, the remaining terms on the right must sum
to zero. After factoring out the common factor of p cos θ in each term and multiplying through
by −1, we deduce w1(cos2 θ) = 0 where w1(x) ∈ Z[x] and degw1(x) = (p − 3)/2. Further, the
leading coefficient of w1(x) is 2p−3 and 22j divides the coefficient of xj for each j . We deduce
that w2(x) = w1(x/4) is a monic polynomial with integer coefficients that has 4 cos2 θ as a root.
Since rational roots of monic polynomials with integer coefficients are rational integers and since
4 cos2 θ = 1/m, we obtain a contradiction to m 2. 
Before continuing, we note that one can replace the argument leading to (3) by an application
of Capelli’s theorem (see [Sc1] and Lemma 28 of [Sc2]). The second part of the argument above
(as well as the end of our next proof) is similar to an approach of Lebesgue [Le].
As in the proof of Lemma 8, we set γ = (1 + √1 − 4mp )/2 and fix λ to be a pth root
of γ . By Lemma 8, we have [Q(λ) : Q] = 2p. We consider the cyclotomic polynomial Φp(x) =
xp−1 +xp−2 +· · ·+1 which is irreducible over Q. We show that it is also irreducible over Q(λ).
Lemma 9. Let p be a prime  5, and let m be an integer  2. Then Φp(x) is irreducible over
Q(λ).
Proof. By way of contradiction, assume Φp(x) is reducible over Q(λ). Then Q(ζ ), with
ζ = ζp , contains a subfield of Q(λ) of degree 2, p or 2p over Q. The latter two are not
possible since [Q(ζ ) : Q] = p − 1. Thus, Q(ζ ) contains Q(γ ) which is the subfield of Q(λ)
of degree 2 over Q. Recall that the quadratic subfield in Q(ζ ) is Q(
√
(−1)(p−1)/2p ). Thus,
Q(γ ) = Q(√(−1)(p−1)/2p ). Since γ is imaginary, the quadratic field Q(√(−1)(p−1)/2p ) must
contain imaginary numbers. We deduce that p ≡ 3 (mod 4). Since Q(γ ) = Q(√1 − 4mp ), the
equality of Q(γ ) and Q(
√−p ) implies that there is a solution to the Diophantine equation
px2 = 4mp − 1,
where m 2 is an integer, p  5 is a prime ≡ 3 (mod 4), and x is an integer. We conclude the
proof by showing that this is impossible.
The Diophantine equation leads to
1 + x√−p
2
· 1 − x
√−p
2
= mp.
Let ω = (1 + x√−p )/2, and let ω be its conjugate. We work in the ring of algebraic integers
in Q(
√−p ). Since ω + ω = 1, the principal ideals (ω) and (ω) are coprime. Therefore, each
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number h of Q(
√−p ) is less than p (see, for example, [BS]) and, hence, not divisible by p.
Thus, there is an integer p′ such that pp′ ≡ 1 (mod h). We deduce the fractional ideal equation
(
ωp
′)= (ω)p′ = App′ = A(β),
for some β ∈ Q(√−p ). It follows that β ′ = ωp′/β is an algebraic integer in Q(√−p ) and that
A = (β ′). Since (ω) = (β ′)p and since the only units in the ring of algebraic integers in Q(√−p )
are ±1, we obtain (1 + x√−p )/2 = αp , where either α = β ′ or α = −β ′.
Let a and b be integers, necessarily of the same parity, such that α = (a + b√−p )/2. Com-
paring real parts of the equation (1 + x√−p )/2 = αp , we deduce
2p−1 = ap −
(
p
2
)
pap−2b2 +
(
p
4
)
p2ap−4b4 − · · · −
(
p
p − 1
)
p(p−1)/2abp−1. (5)
As a and b have the same parity, if a is even, then b is even and the right-hand side of (5) is
divisible by 2p . As the left-hand side is not divisible by 2p , we deduce that a and b are odd.
Since a divides the right-hand side of (5), a divides 2p−1 so that a = ±1. Also, (5) implies
ap ≡ 2p−1 ≡ 1 (mod p). Therefore, a = 1. Clearly, b = 0. We complete the proof by showing
that with a = 1, (5) has no solutions in nonzero integers b.
Assume (5) has a solution with a prime p  5, a = 1 and b a nonzero integer. The right-hand
side of (5) corresponds to the real part of (2α)p , where α = (a + b√−p )/2 = (1 + b√−p )/2.
It follows that
2p = (1 + b√−p )p + (1 − b√−p )p.
We divide each term in this equation by (1 + b2p)p/2. With θ satisfying
cos θ = 1√
1 + b2p and sin θ =
b
√
p√
1 + b2p ,
we deduce
2p
(1 + b2p)p/2 = (cos θ + i sin θ)
p + (cos θ − i sin θ)p = eipθ + e−ipθ = 2 cos(pθ).
Thus,
cos(pθ) = 2
p−1
(1 + b2p)p/2 .
With p and θ as above, we appeal to (4) and follow the argument after (4) in the proof of
Lemma 8. We deduce that 4 cos2 θ = 4/(1 + b2p) is a rational integer. Since b = 0 and p  5,
this is a contradiction. 
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Proof. By Lemma 8, the polynomial pm(x) = x2p − xp +mp is irreducible. We show now that
we have the identity
−xpfp,m
(
−x − m
x
)
= pm(x). (6)
Both polynomials are monic and have the same degree, namely 2p. Therefore, it suffices to show
that the 2p roots of pm are also roots of −xpfp,m(−x − mx ). In fact, since both sides of (6) have
integer coefficients and the right side is irreducible, it is sufficient to simply show that the two
sides have at least one root in common. Take a root λζ j of pm, where ζ = ζp and λ = γ 1/p
denotes an arbitrary pth root of γ = (1 + √1 − 4mp )/2. Note that mλ−1ζ−j is the conjugate
of λζ j . Lemma 3 implies
−λpζpjfp,m
(−λζ j − mλ−1ζ−j )= 0.
Thus, λζ j is a root of the left-hand side of (6), and (6) follows.
Now, assume that there exist two polynomials f1 and f2 in Q[x] of degrees d1 and d2, respec-
tively, such that each dj < p and
fp,m(x) = f1(x)f2(x).
It follows that
xpfp,m
(
x + m
x
)
= xpf1
(
x + m
x
)
f2
(
x + m
x
)
.
Since p = d1 + d2, each
xdj fj
(
x + m
x
)
is a nonconstant polynomial in Q[x] dividing pm(−x) of degree < 2p. This contradicts the fact
that pm(x) is irreducible, and the result follows. 
Let γ , λ and ζ be as in the proof of Lemma 10. Since fp,m is irreducible over Q, we have
[Q(λ + λ) : Q] = p. Also, [Q(ζ + ζ−1) : Q] = (p − 1)/2. Hence,
[
Q
(
λ + λ, ζ + ζ−1) : Q]= p(p − 1)/2. (7)
Observe that −λζ − λζ−1 satisfies the quadratic polynomial
q(x) = x2 + x(λ + λ)(ζ + ζ−1)+ (λ + λ)2 − 4m + m(ζ + ζ−1)2,
over Q(λ + λ, ζ + ζ−1).
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Proof. By way of contradiction, assume that
r = −λζ − λζ−1 =
(p−3)/2∑
j=0
aj
(
ζ + ζ−1)j ,
where each aj ∈ Q(λ + λ). By Lemma 9, the mapping taking ζ to ζ−1 is an automorphism of
Q(λ, ζ ) over Q(λ). Under this automorphism, r is mapped to −λζ−1 −λζ = −λζ −λζ−1, while
the right-hand side above remains fixed, which is impossible. 
By Lemma 9, Φp(x) is irreducible over Q(λ). Thus, the extension field Q(λ, ζ ) has degree
2p(p − 1) over Q. Its maximal real subfield must therefore have degree  p(p − 1).
Lemma 12. Let p be a prime  5, and let m be an integer  2. The splitting field of fp,m is the
maximal real subfield of Q(λ, ζ ) and can be written as
K = Q(λ + λ, ζ + ζ−1, λζ + λζ−1).
Proof. Observe that K is a real subfield of Q(λ, ζ ) and that all the roots of fp,m are real numbers
in Q(λ, ζ ). From (7) and Lemma 11, [K : Q] = p(p − 1). Since K is a real field of degree
p(p − 1) over Q, it is the maximal real subfield of Q(λ, ζ ), and consequently fp,m splits in K .
If L is the splitting field of fp,m, it follows that L ⊆ K . Note that λ + λ, λζ + λζ−1 as well as
λζ−1 + λζ are roots of fp,m(−x) and, hence, in L. To show then that L = K it suffices to show
that ζ + ζ−1 ∈ L, and this follows from
ζ + ζ−1 = (λζ + λζ
−1) + (λζ−1 + λζ )
λ + λ .
This completes the proof. 
We are now ready to establish Theorem B of the introduction.
Theorem 13 (Theorem B). Let p  5 be a prime, and let m 2 be an integer. The Galois group
of the splitting field K/Q of fp,m is a subgroup of the symmetric group Sp of order p(p − 1)
generated by a cycle of length p and a cycle of length p − 1.
Proof. As K ⊆ Q(λ, ζ ), an automorphism of K can be described by its actions on λ and ζ .
Let g be a generator of the multiplicative group (Z/pZ)∗. We show that the Galois group of
the splitting field K/Q of fp,m is the subgroup of the symmetric group Sp generated by the
automorphisms σ and τ , where σ(λ) = λζ , σ(ζ ) = ζ , τ(λ) = λ, and τ(ζ ) = ζ g . One has that
σ is an automorphism of K which fixes Q, whose order is p. Moreover, τ is an automorphism
of K which fixes Q of order p − 1. Since [K : Q] = p(p − 1), we deduce that Gal(K/Q) is as
claimed. 
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