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Abstrakt
C´ılem projektu bylo vytvorˇen´ı aplikace pro mobiln´ı telefon ktera´ by umozˇnila pomoc´ı
zabudovane´ho fotoapara´tu telefonu vyfotografovat sn´ımek v neˇmzˇ by nalezla a rozpo-
znala text. Tento text by na´sledneˇ bylo mozˇno odeslat v textove´ zpra´veˇ. Aplikace je
zalozˇena na implementaci algoritmu˚ pro rozpozna´va´n´ı textu z fotografiı. Zejme´na se
bude jednat o metody zalozˇene´ na skryty´ch Markovovy´ch modelech. Du˚raz je kladen
na tre´nova´n´ı modelu s c´ılem maximalizovat u´speˇsˇnost prˇi rozpozna´va´n´ı textu. Jsou
prova´deˇny experimenty s parametry modelu, d´ıky cˇemuzˇ se podarˇilo dosa´hnout v´ıce
jak 97% u´speˇsˇnosti prˇi rozpozna´va´n´ı textu
Kl´ıcˇova´ slova
OCR, Rozpozna´va´n´ı textu, skryte´ Markovovy modely, mobiln´ı telefon, java, J2ME,
Symbian
Abstract
The goal of this project is to create a mobile phone application, which can use phone
camera to get a photography. This photography contains text, application has an
ability to find a text, recognize all characters and send output as SMS. In this ap-
plication there are implemented algorithms for text recognize from pictures based on
Hidden Markovov Models. The particular stress is put on training of the model, to
maximalise a succes of text recognition. There are some experiments model training
with model variables, which are leading in better ability of text recognition. It was
achieved a value of 97% succesfully recognized characters.
Keywords
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Kapitola 1
U´vod
Opticke´ rozpozna´va´n´ı textu (Optical Character Recognition, OCR) je metoda ktera´
umozˇnˇuje prˇevod digita´ln´ıch dat obsahuj´ıc´ı text na prosty´ text. I prˇes dnesˇn´ı vy´pocˇetn´ı
s´ılu pocˇ´ıtacˇ˚u a kvalitu digita´ln´ıch opticky´ch sn´ımacˇ˚u je sta´le problematicke´ vytvorˇit
aplikace, ktera´ by se tohoto u´kolu zhostila se stoprocentn´ı u´speˇsˇnost´ı. Mezi prˇ´ıcˇiny
tohoto nezdaru mu˚zˇeme zapocˇ´ıtat velke´ mnozˇstv´ı font˚u, rusˇive´ jevy jako naprˇ. sˇum
prˇi sn´ıma´n´ı, r˚uzne´ deformace a posˇkozen´ı sn´ımane´ho materia´lu apod. V projektu
je pouzˇit prˇ´ıstup zalozˇen na skryty´ch Markovovy´ch modelech (Hidden Markov mo-
dels, HMM). Model, podle neˇhozˇ se pak prova´d´ı samotne´ rozpozna´va´n´ı, je potrˇeba
natre´novat. Proces tre´nova´n´ı a vy´sledny´ model ma´ tedy za´sadn´ı vliv na u´speˇsˇnost roz-
pozna´va´n´ı, provedeme proto neˇkolik ma´lo analy´z s c´ılem vytvorˇit optima´ln´ı model.
Tento projekt se zaby´va´ studiem jak jizˇ existuj´ıc´ıch algoritmu˚ pro rozpozna´va´n´ı textu
tak se pokus´ı prˇine´st i nove´ algoritmy s ohledem na pouzˇit´ı v mobiln´ıch telefonech.
Cely´ dokument mu˚zˇeme rozdeˇlit do dvou tematicky´ch celk˚u. Prvn´ı, teoreticka´
cˇa´st prˇina´sˇ´ı osveˇtlen´ı pouzˇity´ch technologi´ı a postup˚u. Najdeme zde jednotlive´ fa´ze
rozpozna´va´n´ı textu jako je korekce vstupn´ıch dat, segmentace, parametrizace ob-
razu a na´sledne´ rozpozna´va´n´ı. Je zde zmı´neˇn i prˇ´ıstup zalozˇen na neuronovy´ch s´ıt´ıch
avsˇak d˚uraz je kladen na metodu rozpozna´va´n´ı zalozˇenou na skryty´ch Markovovy´ch
modelech. Da´le jsou zde popsa´ny mozˇne´ prostrˇedky pouzˇitelne´ pro vy´voj projektu a s t´ım
souvisej´ıc´ı na´roky na hardware (mobiln´ı telefon).
Druha´ cˇa´st se zaby´va´ implementac´ı projektu a aplikac´ı r˚uzny´ch prˇ´ıstup˚u pro
prˇedzpracova´n´ı obrazu, nalezen´ı oblast´ı textu cˇi segmentac´ı rˇa´dk˚u textu. Velky´ d˚uraz
je kladen na tre´nova´n´ı modelu. Najdeme zde vy´stupy z mnoha experiment˚u prova´deˇny´ch
za u´cˇelem vytvorˇit model s co nejveˇtsˇ´ı schopnost´ı rozpozna´vat text.
Jako samostatna´ cˇa´st pak vystupuje za´veˇr, kde jsou zhodnoceny dosazˇene´ vy´sledky,
prodiskutova´ny nedostatky a zva´zˇeny mozˇnosti dalˇs´ıho postupu prˇi tvorbeˇ projektu.
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Kapitola 2
Teorie opticke´ho rozpozna´va´n´ı
textu
Prioritou metody pro rozpozna´va´n´ı textu je jej´ı u´cˇinnost, tzn. mı´ra shody textu
prˇedlohy a vy´sledne´ho textu. Tato shoda patrneˇ nikdy nebude stoprocentn´ı, avsˇak
zvolen´ım vhodne´ho postupu prˇi zpracova´n´ı vstupn´ıch dat a rozpozna´vac´ıho algoritmu
se vsˇak k te´to hodnoteˇ mu˚zˇeme velmi bl´ızce prˇibl´ızˇit. Nejdrˇ´ıve je nutne´ vstupn´ı data
upravit tak, aby bylo co nejv´ıce zrˇetelne´, ktere´ cˇa´sti sn´ımku obsahuj´ı text. Tyto cˇa´sti
je posle´ze potrˇeba rozdeˇlit na mensˇ´ı cˇa´sti jako jsou rˇa´dky, slova cˇi znaky a parame-
trizovat, tj. prˇeve´st jasovou reprezentaci obrazu do fekvencˇn´ı oblasti. Takto upra-
vena´ data jsou pak vstupem pro samotny´ rozpozna´vac´ı algoritmus jehozˇ vy´stupem
je vy´sledny´ text. Proces rozpozna´va´n´ı textu tedy mu˚zˇeme rozdeˇlit do teˇchto cˇa´st´ı:
2.1 Prˇedzpracova´n´ı
Vy´sledna´ u´speˇsˇnost u´zce souvis´ı s kvalitou vstupn´ıch dat. Aby u´speˇsˇnost rozpozna´va´n´ı
byla co mozˇna´ nejvysˇsˇ´ı je nutne´ vstupn´ı data upravit. Tato fa´ze je velmi d˚ulezˇita´,
vezmeme-li v potaz urcˇen´ı vy´sledne´ aplikace pro mobiln´ı telefony, kde sta´le nen´ı kva-
lita sn´ımac´ıho zarˇ´ızen´ı optima´ln´ı.
2.1.1 Korekce vstupn´ıch dat
Jedna´ se hlavneˇ o eliminaci jev˚u zp˚usobeny´ch opticky´m sn´ıma´n´ım prˇedlohy. Jako
hlavn´ı proble´my se jev´ı osveˇtlen´ı sn´ımku a u´hel sn´ıma´n´ı. Mus´ıme pocˇ´ıtat s t´ım,
zˇe sn´ıma´n´ı vstupn´ıch dat neprob´ıha´ za konstantn´ıch sveˇtelny´ch podmı´nek. Vy´sledny´
obraz mu˚zˇe obsahovat sveˇtlejˇs´ı a tmavsˇ´ı mı´sta, proto nen´ı zrˇejme´, ktera´ mı´sta ztma-
vit a ktera´ naopak zesveˇtlit. Za c´ıl prˇi te´to u´praveˇ si stanov´ıme konstantn´ı osveˇtlen´ı
v cele´m rozsahu sn´ımku. Dalˇs´ı krokem ke zvy´sˇen´ı u´speˇsˇnosti rozpozna´vac´ıho algo-
ritmu je zjiˇsteˇn´ı pod jaky´m u´hlem byl sn´ımek porˇ´ızen. Stra´nku mu˚zˇeme otocˇit tak,
aby rˇa´dky textu byly vodorovneˇ. Tento krok vsˇak nen´ı nezbytneˇ nutny´, pouzˇijeme-li
posle´ze metody, ktere´ umı´ rozpozna´vat text neza´visle na u´hlu zkosen´ı.
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Segmentace
C´ılem je odliˇsit objekty v obraze od jejich pozad´ı, je to vlastneˇ funkce ktera´ upra-
vuje barevne´ cˇi jasove´ slozˇky pixel˚u obrazu. Vy´sledkem je, zˇe vsˇechny body takto
upravene´ho obrazu budou mı´t hodnotu 0 nebo 1. Pra´h (treshhold) je hodnota, podle
ktere´ se rozhodne, zda pixel bude povazˇova´n za pozad´ı (bude mı´t hodnotu 0) nebo
zda bude povazˇova´n za objekt (v nasˇem prˇ´ıpadeˇ text). Podle zp˚usob˚u zvolen´ı prahu
mu˚zˇeme da´le metody prahova´n´ı rozliˇsit [7, 4]. Budeme se zaby´vat metodami, ktere´
umı´ zvolit hodnotu prahu automaticky v za´vislosti na vstupn´ım obraze.
• Konstantn´ı hodnota prahu: pevnou hodnotu prahu mu˚zˇeme urcˇit jako aritme-
ticky´ pr˚umeˇr cˇi media´nu bod˚u obrazu. Jako zdrojova´ data nen´ı trˇeba pouzˇ´ıt
cely´ obraz, stacˇ´ı jen jeho cˇa´st nebo dostatecˇne´ mnozˇstv´ı na´hodneˇ vybrany´ch
vzork˚u. Nevy´hoda te´to metody je v tom, zˇe je velmi za´visla´ na kvaliteˇ vstupn´ıch
dat (sn´ımane´ho obrazu), proble´my by mohly nastat prˇi vy´skytu sˇumu cˇi nedo-
statecˇne´mu kontrastu textu v˚ucˇi pozad´ı.
• Promeˇnliva´ hodnota prahu: nezˇ o specifickou metodu se sp´ıˇse jedna´ o vylepsˇen´ı
metody konstantn´ıho prahu. Jde o to, zˇe vstupn´ı obraz se rozdeˇl´ı do neˇkolika
cˇa´st´ı a hodnota prahu se pocˇ´ıta´ pro kazˇdou cˇa´st samostatneˇ. V prˇ´ıpadeˇ, zˇe rozd´ıl
mezi maxima´ln´ı a minima´ln´ı hodnotou jasu je prˇ´ıliˇs maly´, mu˚zˇe se pra´h pro tuto
oblast vypocˇ´ıtat jako pr˚umeˇr z okoln´ıch oblast´ı. Tato metoda eliminuje rozd´ılne´
osveˇtlen´ı jednotlivy´ch cˇa´st´ı obrazu, nevy´hodou je vysˇsˇ´ı vy´pocˇetn´ı na´rocˇnost.
• Metody automaticke´ho urcˇen´ı optima´ln´ıho prahu: je to naprˇ metoda nale-
zen´ı prahu podle Nobuyuki Otsu nebo nalezen´ı prahu na za´kladeˇ entropie
histogramu[7]. Vycha´zej´ı z relativn´ıho histogramu a jsou zalozˇeny na statis-
ticky´ch vy´pocˇtech. Podle [7] se jedna´ o velice kvalitn´ı metody, prˇi jejich pouzˇit´ı
je dosahova´no velmi dobry´ch vy´sledk˚u, lecˇ nevy´hodou z˚usta´va´ jejich matema-
ticka´ a s t´ım souvisej´ıc´ı vy´pocˇetn´ı slozˇitost.
Dalˇs´ı mozˇnost´ı jak obraz segmentovat je pouzˇit´ı normalizace. Je to metoda kdy se
hodnoty jasu mezi maxima´ln´ı a minima´ln´ı hodnotou rozdeˇl´ı do 255 stupnˇ˚u sˇedi.
Bylo jizˇ ovsˇem zjiˇsteˇno [5], zˇe pouzˇit´ı te´to metody nen´ı vy´hodneˇjˇs´ı (nijak se nezvy´sˇila
u´speˇsˇnost rozpozna´va´n´ı textu), nav´ıc je vy´pocˇetneˇ na´rocˇneˇjˇs´ı. Touto metodou se tedy
da´le jizˇ zaby´vat nebudeme.
2.1.2 Nalezen´ı jednotlivy´ch rˇa´dk˚u
Jako jedna z idea´ln´ıch metod pro rozliˇsen´ı rˇa´dk˚u se ukazuje metoda za pouzˇit´ı oba-
lovy´ch cˇar [5]. Jej´ı princip, jak uzˇ je z na´zvu patrne´, pouzˇit´ı cˇar obaluj´ıc´ıch jednot-
live´ rˇa´dky textu teˇsneˇ kolem vsˇech znak˚u. Kouzlo metody spocˇ´ıva´ jej´ı jednoduchosti
a u´cˇinnosti. Na´sledne´ rozpozna´va´n´ı je totizˇ prova´deˇno pouze nad prostorem vyme-
zeny´m obalovy´mi cˇarami, za´rovenˇ metoda eliminuje vliv sklonu jednotlivy´ch rˇa´dk˚u.
Postup nalezen´ı rˇa´dk˚u je na´sleduj´ıc´ı: v prvn´ım kroku je vypocˇten horizonta´ln´ı/vertika´ln´ı
vektor zmeˇn v obraze. Kazˇdy´ prvek vektoru je soucˇtem zmeˇn v sloupci/rˇa´dku obrazu.
Zmeˇnou se rozumı´ prˇechod barvy pixelu z cˇerne´ do b´ıle´ a naopak. Vypocˇtena´ strˇedn´ı
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hodnota na´m urcˇuje loka´ln´ı minima, dveˇ po sobeˇ jdouc´ı minima na´m urcˇuje prˇiblizˇnou
polohu linek textu, postacˇ´ı sourˇadnice leve´ho horn´ıho a prave´ho doln´ıho rohu. V dalˇs´ı
fa´zi za pomoc´ı obalovy´ch cˇar prˇesneˇ vymez´ıme jednotlive´ rˇa´dky textu.
2.1.3 Parametrizace
Proces parametrizace se take´ nazy´va´ jako extrakce prˇ´ıznakovy´ch vektor˚u a jeho
c´ılem je, aby byly dostatecˇneˇ popsa´ny a vza´jemneˇ odliˇseny jednotlive´ cˇa´sti vstupn´ıho
signa´lu, za´rovenˇ by meˇl redukovat datovy´ tok vstupuj´ıc´ı do dekode´ru (vektor by
meˇl obsahovat dostatecˇny´ ale co nejmensˇ´ı pocˇet parametr˚u). Proces parametrizace
(analy´zy signa´lu) by nemeˇl by´t prˇ´ıliˇs vy´pocˇetneˇ na´rocˇny´. Prˇi zpracova´n´ı rˇecˇi to
mu˚zˇe by´t naprˇ. prostrˇed´ı, ve ktere´m byla rˇecˇ sn´ıma´na, projev mluvcˇ´ıho atd. Prˇi roz-
pozna´va´n´ı textu ma´ prˇedevsˇ´ım vliv kvalita sn´ımku, typ fontu, sveˇtelne´ podmı´nky prˇi
sn´ıma´n´ı obra´zku (stejnomeˇrne´ nasv´ıcen´ı, ostrost, existence sˇumu apod.). Vy´sledkem
parametrizace je maticova´ reprezentace vstupn´ıch dat, ktera´ je pak zpracova´na po-
moc´ı HMM. Je zrˇejme´, zˇe parametrizace se prova´d´ı jak ve fa´zi tre´nova´n´ı dat, tak ve
fa´zi rozpozna´va´n´ı. Pro obeˇ fa´ze se mus´ı jednat o stejny´ algoritmus.
Budeme pouzˇ´ıvat transformaci z oblasti cˇasove´ do frekvencˇn´ı. Obraz sice nen´ı
funkc´ı cˇasu, lecˇ v te´to situaci se da´ povazˇovat za dvourozmeˇrny´ vzorkovany´ signa´l.
Do te´to kategorie transformac´ı patrˇ´ı DFT (Diskre´tn´ı Fourierova transformace), DCT
(Diskre´tn´ı Kosinova´ transformace) nebo KLT (Karhunen-Loe´veho transformace). DCT
je odvozena od DFT, narozd´ıl od DFT produkuje pouze rea´lne´ koeficienty. Obecneˇ
DFT produkuje komplexn´ı matici frekvencˇn´ıch koeficient˚u. Ja´dro ma´ 2 slozˇky -
rea´lnou a imagina´rn´ı cˇa´st: cos + i*sin. Pokud je vstupn´ı funkce suda´, tak prˇi vy´pocˇtu
vycha´z´ı nulovy´ imagina´rn´ı cˇlen i*sin. T´ım pa´dem vy´stupem jsou jen rea´lne´ koefici-
enty a jedna´ se o DCT. Obrazova´ data mu˚zˇeme bez proble´mu˚ povazˇovat za funkci
sudou. Naprˇ. pr˚ubeˇh jasovy´ch slozˇek jednoho rˇa´dku si mu˚zˇeme prˇedstavit jako funkci
s pocˇa´tkem v 0, tato funkce je soumeˇrna´ podle osy y a tedy suda´ [8].
Na vy´beˇr ma´me z neˇkolika verz´ı DCT transformace (existuje 8 variant DCT,
4 z nich jsou nejpouzˇ´ıvaneˇjˇs´ı), budu pouzˇ´ıvat DCT typu II, pravdeˇpodobneˇ nej-
rozsˇ´ıˇreneˇjˇs´ı forma, cˇasto uva´deˇna jen jako
”
DCT“ 2.1. Vy´pocˇet se prova´d´ı prˇes
vsˇechny sloupce vstupn´ıho obra´zku. Pozdeˇji si uvedeme optimalizace, pomoc´ı nichzˇ se
DCT nepocˇ´ıta´ prˇes celou vy´sˇku obrazu ale jen z definovany´ch cˇa´st´ı. Tyto optimalizace
maj´ı kladny´ vliv na kvalitu parametrizace obrazu (zvy´sˇ´ı se u´speˇsˇnost rozpozna´va´n´ı
znak˚u).
Xk =
N−1∑
n=0
xn cos[
pi
N
(n+
1
2
)k] k = 0, ...N − 1 (2.1)
2D DCT transformace, oznacˇovana´ take´ jako transformace v´ıcerozmeˇrne´ funkce je
vlastneˇ se´rie jednorozmeˇrny´ch DCT transformac´ı provedeny´ch postupneˇ v kazˇde´m
rozmeˇru. Vy´pocˇet by se prova´deˇl z sˇirsˇ´ıch oblast´ı nezˇ je pouze sloupec obra´zku, t´ım
pa´dem by se z obrazu dalo vyextrahovat sˇirsˇ´ı spektrum informace (z´ıska´me vza´jemny´
vztah mezi v´ıce pixely najednou). Take´ JPEG komprese vyuzˇ´ıva´ 2D DCT transfor-
maci z toho d˚uvodu, zˇe 2D DCT vytva´rˇ´ı frekvencˇn´ı mapu, tzn. zˇe v oblasti, nad
kterou je transformace prova´deˇna soustrˇed’uje vysoke´ frekvence do prave´ho doln´ıho
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rohu, n´ızke´ frekvence do leve´ho horn´ıho rohu. Prˇi JPEG kompresi se vyuzˇ´ıva´ toho,
zˇe lidske´ oko je me´neˇ citlive´ na funkce vysoky´ch kmitocˇt˚u a proto je mozˇne´ tyto frek-
vence odstranit. Pro nasˇe u´cˇely jsou naopak tyto vysoke´ frekvence d˚ulezˇite´, uda´vaj´ı
totizˇ rychle´ prˇechody barev a tud´ızˇ mozˇne´ vy´skyty textu. Pro dalˇs´ı vy´pocˇet z matice
DC koeficient˚u vhodny´m zp˚usobem vybereme jen ty, ktere´ pro popis textu budou
nejvhodneˇjˇs´ı.
Xk1,k2 =
N1−1∑
n1=0
N2−1∑
n2=0
xn1,n2 cos[
pi
N1
(n2 +
1
2
)k1] cos[
pi
N2
(n2 +
1
2
)k2] (2.2)
2.2 Rozpozna´va´n´ı
Proces rozpozna´va´n´ı zjiˇst’uje relaci nebo take´ mı´ru shody parametrizovane´ho vstupn´ıho
rˇa´dku textu se sekvenc´ı za´kladn´ıch symbol˚u. Za´kladn´ı symboly mohou by´t jednot-
liva´ p´ısmena, sekvence p´ısmen cˇi cela´ slova. Tuto skupinu oznacˇ´ıme jako model, ten
vznikne procesem tre´nova´n´ı. Existuj´ı zde ale neˇktere´ proble´my. Za´lezˇ´ı na typu fontu
vstupn´ıho rozpozna´vane´ho slova. Budeme me se zaby´vat dveˇma v dnesˇn´ı dobeˇ nej-
pouzˇ´ıvaneˇjˇs´ımi prˇ´ıstupy pro rozpozna´va´n´ı textu a to metodou s pouzˇit´ım neuronovy´ch
s´ıt´ı a metodou zalozˇenou na skryty´ch Markovovy´ch modelech.
2.2.1 Neuronove´ s´ıteˇ
Metoda zalozˇena´ na neuronovy´ch s´ıt´ıch je zalozˇena na mnozˇstv´ı vza´jemneˇ propo-
jeny´ch jednoduchy´ch element˚u, neuron˚u. Jejich matematicky´ popis vycha´z´ı ze z bio-
logie a skutecˇny´ch neuron˚u jako za´kladn´ıch kamen˚u slozˇiteˇjˇs´ıch nervovy´ch syste´mu˚.
Funkce spocˇ´ıva´ v prˇenosu, zpracova´va´n´ı a uchova´va´n´ı informace. Forma´ln´ı popis neu-
ronu byl navrzˇen v roce 1943 Walterem Pitsem a Warenem McCullochem. Kazˇda´ ta-
∑n
i=1
∑
Obra´zek 2.1: schema forma´ln´ıho neuronu
kova´ jednotka prova´d´ı pouze jednoduchou operaci, neuron ma´ neˇkolik vstup˚u a pouze
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jeden vy´stup a hodnotu oznacˇovanou jako potencia´l neuronu (ξ). Vstupy x1 azˇ xn
jsou ohodnoceny va´hami ω1 azˇ ωn.
1 Potencia´l kazˇde´ho neuronu se z´ıska´ odecˇten´ım
prahove´ hodnoty υ od va´zˇene´ho soucˇtu svy´ch vstup˚u.
ξ =
n∑
i=1
ωixi + υ (2.3)
Vy´stup z neuronu urcˇuje jeho prˇenosovou funkci.
y = f(ξ) = f
n∑
i=1
ωixi + υ (2.4)
Prˇenosove´ funkce mu˚zˇeme rozdeˇlit do 3 hlavn´ıch skupin:
f(ξ) = 1 pro ξ > 0, 0 jinak (2.5)
f(ξ) =
1
1 + e−ξ
(2.6)
f(ξ) = ξ (2.7)
Rovnice 2.5 popisuje skokovou prˇenosovou funkce, ktera´ prova´d´ı velmi jedno-
duche´ prahova´n´ı vstupn´ıch hodnot, nema´ prˇ´ıliˇs dobre´ vlastnosti a proto je vhodneˇjˇs´ı
sp´ıˇse pro jednoduchy´ typ neuronu. Logicka´ sigmoida popsana´ rovnic´ı 2.6 je asi nej-
pouzˇ´ıvaneˇjˇs´ı funkce. Hodnoty te´to funkce se pohybuj´ı v intervalu 〈0, 1〉, je spojita´,
hladka´, nelinea´rn´ı, jedna´ se v podstateˇ o vyhlazen´ı skokove´ funkce v okol´ı bodu 0.
Jej´ı derivace se da´ vyja´drˇit pomoc´ı vztahu
f ′(x) = f(x)(1− f(x)) (2.8)
Posledn´ı funkce definovana´ vztahem 2.7 necha´va´ potencia´l neuronu na p˚uvodn´ı hod-
noteˇ a nazy´va´ se identita.
Topologie s´ıt´ı
S´ıt’ tvorˇ´ı neˇkolik vza´jemneˇ propojeny´ch prvk˚u. Obecnou Neuronovou s´ıt’ je mozˇnde´
definovat jako orientovany´ graf v neˇmzˇ jednotlive´ neurony tvorˇ´ı uzly a orientovane´
hrany tvorˇ´ı vazby mezi nimi. Kazˇda´ hrana ma´ prˇiˇrazenou va´hu ω. Rovneˇzˇ definujeme
nepra´zdnou mnozˇinu vstupn´ıch a vy´stupn´ıch neuron˚u. Skupiny neuron˚u se sesku-
puj´ı do vrstev, vstupn´ı mnozˇina tvorˇ´ı vstupn´ı vrstvu, vy´stupn´ı tvorˇ´ı vy´stupn´ı vrstvu,
ostatn´ı neurony jsou ve vrstveˇ (cˇi vrstva´ch), ktere´ jsou mezi vstupn´ı a vy´stupn´ı
vrstvou a nazy´va´ se skryta´. Vy´stupn´ı vrstva nema´ dalˇs´ı na´sledn´ıky a cˇte vy´stupy
z cele´ s´ıteˇ, prˇechodova´ funkce teˇchto neuron˚u obvykle by´va´ logicka´ sigmoida. Nao-
pak neurony vstupn´ı vrstvy nemaj´ı zˇa´dne´ prˇedch˚udce, maj´ı identickou prˇenosovou
funkci a prahovou hodnotu rovnu nule. Jejich u´kolem je pouze prˇene´st vstupn´ı hod-
noty do s´ıteˇ. Podle orientace hran ve skryty´ch vrstva´ch rozliˇsujeme 2 za´kladn´ı topolo-
gie neuronovy´ch s´ıt´ı. V doprˇedny´ch s´ıt´ıch (feed-forward neural network) vedou hrany
pouze z vrstvy ai do ai+1, v s´ıt´ıch se zpeˇtnou vazbou (feed-back networks)mohou
neurony komunikovat i s prvky z prˇedchoz´ı vrstvy.
1 Spoje se take´ neˇkdy oznacˇuj´ı jako synapse a va´hy jako synapticke´ va´hy
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Tre´nova´n´ı s´ıt´ı
Principem s´ıteˇ je aproximovat vstupn´ı data k neˇjake´ vstupn´ı funkci. Nastaven´ı ko-
eficient˚u s´ıteˇ ovlivnˇuje jaka´ bude shoda vy´stupu ze s´ıteˇ s referencˇn´ı funkc´ı. Koefici-
enty jsou vyja´drˇeny matic´ı a vlastneˇ urcˇuj´ı cestu mezi jednotlivy´mi neurony. Hleda´n´ı
idea´ln´ı cesty (koeficient˚u) se prova´d´ı ve fa´zi tre´novan´ı. Prˇed zapocˇet´ım tre´nova´n´ı
je rovneˇzˇ potrˇeba nastavit neˇktere´ startovac´ı parametry (pocˇa´tecˇn´ı hodnoty synap-
ticky´ch va´h, pocˇet neuron˚u ve skryty´ch vrstva´ch, mnozˇstv´ı tre´novac´ıch dat ).
Vstupem pro ucˇen´ı je mnozˇina tre´novac´ıch dat slozˇena ze vstupn´ıch vektor˚u nebo
dvojic vektor˚u - vstupn´ı vektor a pozˇadovany´ vy´stupn´ı vektor. Podle toho rozliˇsujeme
souteˇzˇive´ ucˇen´ı nebo adaptivn´ı ucˇen´ı. Adaptivn´ı ucˇen´ı funguje tak, zˇe srovna´va´ vy´stup
ze s´ıteˇ s referencˇn´ı vy´stupn´ı hodnotou. Vypocˇ´ıta´ se chyba vsˇech neuron˚u ve vy´stupn´ı
vrstveˇ i chyby neuron˚u ve skryte´ vrstveˇ. Na´sledneˇ se uprav´ı va´hy synaps´ı tak, aby
byla minimalizova´na celkova´ odchylka od pozˇadovane´ hodnoty.
Souteˇzˇive´ ucˇen´ı nema´ na vy´stupu k dispozici zˇa´dnou srovna´vac´ı velicˇinu k urcˇen´ı
spra´vnosti. Neuron ve vy´stupn´ı vrstveˇ s nejvysˇsˇ´ı hodnotou je povazˇova´n za v´ıteˇze a tedy
spra´vny´ vy´sledek. Upravuj´ı se pouze va´hy tohoto neuronu nebo neuron˚u v jeho
bl´ızke´m okol´ı.
2.2.2 Skryte´ Markovovy modely (HMM)
Skryte´ Markovovy modely byly s u´speˇchem pouzˇity v syste´mech jako naprˇ. roz-
pozna´va´n´ı a modelova´n´ı lidske´ rˇecˇi, rozpozna´va´n´ı oblicˇeje v neposledn´ı rˇadeˇ take´
rozpozna´va´n´ı p´ısma jak strojove´ho tak rucˇneˇ psane´ho, vcˇetneˇ podpis˚u. Princip roz-
pozna´vac´ıch syste´mu˚ zalozˇeny´ch na skryty´ch Markovovy´ch procesech spocˇ´ıva´ v tom,
zˇe doka´zˇeme rozdeˇlit vstupn´ı data na segmenty, ktere´ jsme schopni popsat neˇjakou
konfigurac´ı z konecˇne´ho pocˇtu konfigurac´ı. Uvedeme prˇ´ıklad na rozpozna´va´n´ı rˇecˇi.
U lidske´ho hlasu mu˚zˇeme tento segment pojmenovat jako fone´m. Je to kra´tky´ zvu-
kovy´ u´sek (cca 20ms) a je generova´n jednou z konecˇny´ch konfigurac´ı hlasove´ho u´stroj´ı.
To, jak bude fone´m bude vypadat(resp. jak bude vypadat jeho spektra´ln´ı charakte-
ristika), za´vis´ı pra´veˇ na konfiguraci hlasove´ho u´stroj´ı. Je nutne´, aby konfigurac´ı byl
konecˇny´ pocˇet, cˇehozˇ lze dosa´hnout procesem vektorove´ kvantizace. Soubor vsˇech
konfigurac´ı tvorˇ´ı konecˇnou abecedu spektra´ln´ıch vzor˚u (natre´novane´ modely dat). Prˇi
rozpozna´va´n´ı rozdeˇl´ıme na zvukovy´ vstup na fone´my a zparametrizujeme. Vy´sledne´
spektrum nahrad´ıme vzorem ze souboru vsˇech konfigurac´ı, ktere´mu je nejbl´ızˇe. Prˇi
rozpozna´va´n´ı textu bude situace podobna´, bl´ızˇe je zna´zorneˇna na obra´zku 2.2.
Forma´lneˇ definujeme Markov˚uv model G jako peˇtici:
G = (Q, V,A,B, pi) (2.9)
Kde:
• Q - specifikuje stavy modelu. I kdyzˇ jsou skutecˇne´ stavy skryte´, ve veˇtsˇineˇ
prˇ´ıpad˚u existuje urcˇity´ vztah mezi stavy modelu a neˇjakou skutecˇnou uda´lost´ı.
Mnozˇina stav˚u Q je definova´na:
Q = {q1, q2, ..., qN}, |Q| = N (2.10)
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• V - uda´va´ pocˇet symbol˚u pro kazˇdy´ stav modelu. Je to vlastneˇ konecˇna´ abeceda
vy´stupn´ıch symbol˚u modelovane´ho syste´mu definova´na jako konecˇna´ mnozˇina
V = {v1, v2, ..., vM}, |V | =M (2.11)
• A - je to matice prˇechod˚u mezi jednotlivy´mi stavy. Jej´ı prvky urcˇuj´ı s jakou
pravdeˇpodobnost´ı syste´m ve stavu qi v cˇase t prˇejde do stavu qj v cˇase t+ 1.
A = {aij}, aij = P [qt+1 = j|qt = i], ≤ i, j ≤ N (2.12)
Jedna´ se o skutecˇnou pravdeˇpodobnost a proto plat´ı, zˇe soucˇet vsˇech pravdeˇpodobnost´ı
vystupuj´ıc´ıch z jednoho stavu mus´ı by´t jedna.∑
j
aij = 1
• B - rozlozˇen´ı pravdeˇpodobnosti generovany´ch vzor˚u ve stavu j. Vytva´rˇej´ı matici,
jej´ızˇ prvky urcˇuj´ı s jakou pravdeˇpodobnost´ı je v jake´mkoliv cˇase t generova´na
m-ty´ prvek z konecˇne´ abecedy vy´stupn´ıch symbol˚u V, je-li syste´m ve stavu qj.
• pi - sloupcovy´ vektor pravdeˇpodobnost´ı pocˇa´tecˇn´ıho stavu.
Markovovy slouzˇ´ı k modelova´n´ı proces˚u generuj´ıc´ıch na´hodne´ sekvence stav˚u (sto-
chasticke´ procesy). Prˇechody mezi jednotlivy´mi stavy jsou ohodnoceny pravdeˇpodobnostmi.
Avsˇak z vneˇjˇsku nejsou tyto stavy prˇ´ımo viditelne´, lze pouze zjistit jejich popis po-
moc´ı pravdeˇpodobnostn´ıch funkc´ı, proto na´zev skryte´ Markovovy modely [9]. Je zde
jista´ podobnost s konecˇny´m automatem. Ma´ takte´zˇ pevneˇ stanoveny´ pocˇet stav˚u,
do ktery´ch se mu˚zˇe beˇhem vy´pocˇtu dostat a prˇechodova´ funkce je tvorˇena matic´ı
prˇechod˚u.
Rozpozna´va´n´ı
Forma´lneˇ mu˚zˇeme obecny´ proces rozpozna´va´n´ı modelu definovat takto: vstupn´ı zpa-
rametrizovany´ rˇa´dek textu oznacˇ´ıme jako sekvenci vektor˚u parametr˚u
O = o1, o2, o3, ...oT (2.13)
Pak tedy mu˚zˇeme rˇ´ıci, zˇe hleda´me slovo ωi s nejveˇtsˇ´ı hodnotou pravdeˇpodobnosti
P (ωi|O)z Bayesova vztahu kde
P (ωi|O) = p(O|ωi)P (ωi)
p(O)
(2.14)
Pravdeˇpodobnost P (ωi|O) urcˇuje, s jakou pravdeˇpodobnost´ı odpov´ıda´ sekvence vek-
tor˚u O na vstupu slovu ωi. A pra´veˇ nalezen´ı parametr˚u skryte´ho Markovova modelu je
vlastneˇ odhad pravdeˇpodobnosti P (ωi|O). Budeme prˇedpokla´dat, zˇe p(O) bude stejna´
pro vsˇechny trˇ´ıdy a rovneˇzˇ i P (ωi) = ω takzˇe proces nalezen´ı slova bude spocˇ´ıvat
v nalezen´ı maxima´ln´ı veˇrohodnosti (likehood) mezi vstupn´ım vektorem a sekvenc´ı
za´kladn´ıch symbol˚u [3].
ω∗i = max p(O|ωi) (2.15)
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Obra´zek 2.2: model rozpozna´vac´ıho syste´mu
Skryty´ Markov˚uv model
Na obra´zku 2.3 je zna´zorneˇn jednoduchy´ Markov˚uv model. Tento model v kazˇde´m
cˇase t prˇejde ze stavu qi do stavu qj s pravdeˇpodobnost´ı aij prˇicˇemzˇ vygeneruje vektor
ot podle rozlozˇen´ı bj(ot) [3]. Stavy q2 azˇ q5) zpracova´vaj´ı vstupn´ı vektor a oznacˇuj´ı se
jako stavy vys´ılac´ı (emitting), okrajove´ stavy q1 a q6) maj´ı pouze funkci napojova´n´ı
na sousedn´ı modely. Soucˇet pravdeˇpodobnost´ı pr˚uchodu modelem prˇes vsˇechny stavy
X = x1, x2...xt urcˇuje pravdeˇpodobnost P (O|M), zˇe vektor O je generova´n modelem
M.
P (O|M) =
∑
X
ax(0)ax(1)
T∏
t=1
bx(t)(ot)ax(t)ax(t+1) (2.16)
Protozˇe prˇ´ımy´ vy´pocˇet z 2.16 je prˇ´ıliˇs na´rocˇny´, lze pouzˇ´ıt zjednodusˇen´ı uvedene´ ve
vztahu 2.15 a to spocˇ´ıva´ v nahrazen´ı sumy maxima´ln´ı hodnotou.
Pˆ (O|M) = max
X
{ax(0)ax(1)
T∏
t=1
bx(t)(ot)ax(t)ax(t+1)} (2.17)
Viterbiho algoritmus
Ma´me k dispozici nezna´mou posloupnostOi a sadu natre´novany´ch model˚uMi. U´kolem
je zjistit maxima´ln´ı shodu mezi modelem a vstupn´ım vektorem. To provedeme zjiˇsteˇn´ım
Viterbiho pravdeˇpodobnosti pro kazˇdy´ model a vybereme ten s nejvysˇsˇ´ı pravdeˇpodobnost´ı.
Tento model odpov´ıda´ rozpoznane´ sekvenci (v nasˇem prˇ´ıpadeˇ se bude jednat o p´ısmeno).
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2.2.3 Tre´nova´n´ı modelu
Prˇi tre´nova´n´ı jsou ke vstupn´ım, obrazovy´m dat˚um prˇida´na rovneˇzˇ i jejich textova´
reprezentace. Na obra´zku 2.2 je rovneˇzˇ zna´zorneˇn slovn´ık a ortograficka´ pravidla
(pomoc´ı ortograficky´ch pravidel je mozˇne´ eliminovat neˇktere´ nesmyslne´ kombinace
znak˚u) rozpozna´vane´ho jazyka. Nejsou to nutne´ soucˇa´sti, prˇi jejich pouzˇit´ı trp´ı obec-
nost cele´ho rozpozna´vac´ıho syste´mu protozˇe je nutne´ pro kazˇdy´ jazyk dodat vlastn´ı
slovn´ık a ortograficka´ pravidla. Na druhou stranu ovsˇem roste u´speˇsˇnost rozpozna´va´n´ı
(syste´m bude schopen opravit neˇktere´ chyby ve slovech).
Obra´zek 2.3: jednoduchy´ HMM
Schematicky je proces tre´nova´n´ı zobrazen na obra´zku 2.4. Hodnota funkce hustoty
rozdeˇlen´ı pravdeˇpodnosti mu˚zˇe by´t definovana´ jako suma hustot norma´ln´ıho rozdeˇlen´ı
(Gaussovo rozlozˇen´ı), postacˇuj´ıc´ı je pouzˇit´ı pouze jednoho Gaussova rozlozˇen´ı.
bj[o(t)] = ℵ(o(t);µj,Σj) = 1√
(2pi)P |Σ|e
− 1
2
(o(t)−µj)Σ−1(o(t)−µj) (2.18)
Σ je diagona´ln´ı kovariancˇn´ı matice, k jej´ımu popisu postacˇ´ı vektor smeˇrodatny´ch
odchylek σ o velikosti P . µ uda´va´ strˇedn´ı hodnotu.
Samotny´ proces tre´nova´n´ı je vlastneˇ vy´pocˇet parametr˚u µ a σ. Nejprve se pro-
vede hruby´ odhad parametr˚u, posle´ze jsou parametry uprˇesnˇova´ny. Prvotn´ı nasta-
ven´ı je globa´ln´ı, tedy pro vsˇechny stavy ale beˇhem tre´nova´n´ı se parametry uprˇesnˇuj´ı
pro kazˇdy´ model zva´sˇt’. Pro prvn´ı odhad stacˇ´ı pouzˇ´ıt pr˚umeˇrny´ hodnota:
µˆj =
1
T
T∑
t=1
ot (2.19)
Σˆj =
1
T
T∑
t=1
(ot − µj)(ot − µj)′ (2.20)
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Obra´zek 2.4: proces tre´nova´n´ı modelu
Baum-Welshova reestimace
Uprˇesnˇova´n´ı parametr˚u prob´ıha´ prostrˇednictv´ım Baum-Welshova algoritmu. Obvykle
se prova´d´ı neˇkolik iterac´ı, jejich pocˇet mu˚zˇe by´t volen bud’ konstantn´ı, nebo mu˚zˇe by´t
stanoven z vy´pocˇt˚u mezi jednotlivy´mi iteracemi (sleduj´ı se rozd´ıly prˇedchoz´ıho a nove´ho
modelu). Algoritmus se rˇ´ıd´ı podle tzv. Baum-Welshovy´ch vztah˚u:
µˆj =
∑T
t=1 Lj(t)ot∑T
t=1 Lj(t)
(2.21)
a
Σˆj =
∑T
t=1(ot − µj)(ot − µj)′∑T
t=1 Lj(t)
(2.22)
Lj(t) je pravdeˇpodobnost, zˇe se model v cˇase t nacha´z´ı ve stavu j. Vy´pocˇet Lj(t)
se prova´d´ı rekurzivneˇ pomoc´ı tzv. doprˇedne´ a zpeˇtne´ pravdeˇpodobnosti cˇi pomoc´ı
Viterbiho algoritmu, podle hodnoty se urcˇuj´ı nove´ parametry modelu [6].
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Kapitola 3
Vy´voj aplikac´ı pro mobiln´ı telefony
Pro vy´voj aplikac´ı pro mobiln´ı telefony mu˚zˇeme v dnesˇn´ı dobeˇ vyuzˇ´ıt dva patrneˇ nej-
rozsˇ´ıˇreneˇjˇs´ı prˇ´ıstupy. Pokud ma´ telefon operacˇn´ı syste´m (naprˇ. Palm OS, Symbian,
Windows CE) lze pro takove´ zarˇ´ızen´ı za pomoci specificky´ch vy´vojovy´ch na´stroj˚u vy-
tvorˇit aplikaci prˇelozˇitelnou kompila´torem jazyka C++. Prˇelozˇena´ aplikace pak beˇzˇ´ı
v prostrˇed´ı mobiln´ıho telefonu a prˇ´ımo vyuzˇ´ıva´ vy´pocˇetn´ı s´ıly procesoru. Nevy´hoda
tohoto prˇ´ıstupu je pomeˇrneˇ znacˇna´ nekompatibilita jak zarˇ´ızen´ı, tak i programu˚.
Druha´ mozˇnost je pouzˇit´ı programovac´ıho jazyka Java, kdy stacˇ´ı pouze to, aby na
prˇ´ıstroji byl k dispozici interpret Javy, tzv. virtua´ln´ı stroj Javy (JVM - Java Vir-
tual Machine). Velka´ vy´hoda takto vytvorˇene´ aplikace spocˇ´ıva´ v jej´ı prˇenositelnosti,
protozˇe beˇh virtua´ln´ı stroje Javy je neza´visly´ na platformeˇ a pouzˇite´ architekturˇe. Na
druhou stranu Java je jazyk interpretovany´, tzn. zˇe prˇed startem programu je nutna´
kompilace, ktera´ se podepisuje na pomalejˇs´ım startu aplikace.
3.1 Java pro mobiln´ı telefony
3.1.1 Technologie
Java existuje v mnoha distribuc´ıch 1, pro vy´voj aplikac´ı pro mobiln´ı telefony v se
pouzˇ´ıva´ distribuce oznacˇovana´ jako J2ME (Java 2 Microedition) [2]. Pomoc´ı pro-
fil˚u a konfigurac´ı mu˚zˇeme za´kladn´ı J2ME bal´ık v za´vislosti na typu koncove´ho zarˇ´ızen´ı
da´le specifikovat. Konfigurace definuj´ı za´kladn´ı vlastnosti pro jednotliva´ zarˇ´ızen´ı,
podmnozˇiny programove´ho vybaven´ı pro danou u´rovenˇ jsou da´ny profily. Vsˇe je pa-
trne´ z obra´zku 3.1.
Virtua´ln´ı stroj: sesta´va´ ze interpreta jazyka Java a syste´mu realizuj´ıc´ı vazbu na
hardware. Tento syste´m ma´ 251vy´znam jako procesor a spra´vce pameˇti.
Konfigurace: Zahrnuj´ı virtua´ln´ı stroj definuj´ı programove´ vybaven´ı pro danou
skupinu zarˇ´ızen´ı. Jednotlive´ skupiny zarˇ´ızen´ı jsou definova´na rychlost´ı a typem pro-
cesoru, velikost´ı pameˇti atd. V J2ME rozliˇsujeme 2 konfigurace:
• CLDC (Connected Limited Device Configuration) definuje nejmensˇ´ı standardn´ı
konfiguraci Javy se zameˇrˇen´ım na zarˇ´ızen´ı s omezeny´mi zdroji. Obsahuje virtua´ln´ı
1Dalˇs´ı edice jsou Java SE (Standard Edition) a Java EE (Enterprise Edition)
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Obra´zek 3.1: J2ME - architektura
stroj a minima´ln´ı mnozˇinu trˇ´ıd. Virtua´ln´ı stroj pro pro CLDC mimo jine´ verze
CLDC 1.0 neobsahuje podporu plovouc´ı rˇa´dove´ cˇa´rky (ta je podporova´na azˇ ve
verzi 1.1) cˇi je zde omezeno zpracova´n´ı chyb. Konfigurace je urcˇena pro zarˇ´ızen´ı
disponuj´ıc´ı minima´lneˇ 128kB sta´le´ pameˇti (ROM, flash) pro ulozˇen´ı virtua´ln´ıho
stroje, alesponˇ 32kB pameˇti RAM pouzˇitelne´ za beˇhu programu a 16-ti cˇi 32
bitovy´ procesor s minima´ln´ı taktovac´ı frekvenc´ı 25MHz. CLDC konfiguraci da´le
uprˇesnˇuj´ı profily MIDP a PDAP.
– MIDP(Mobile Information Device Profile) Uprˇesneˇn´ı tkv´ı hlavneˇ v pozˇadavc´ıch
na hardware. Je vyzˇadova´n displej s minima´ln´ı velikost´ı 96x54 bod˚u a s jed-
nobitovou barevnou hloubkou. Da´le pak 8kB sta´le´ pameˇti pro ulozˇen´ı
MIDP aplikac´ı. V oblasti s´ıt’´ı je pozˇadavek na umozˇneˇn´ı obousmeˇrne´ho
provozu s omezenou rychlosti prˇenosu. Vstupy jsou realizova´ny za pomoc´ı
kla´vesnice telefonu, QWERTY kla´vesnice cˇi dotykove´ho displeje. Ve verzi
MIDP 2.0 prˇiby´va´ pozˇadavek na 256kB sta´le´ pameˇti a 128kB docˇasne´
pameˇti. Verze 2.0 da´le prˇina´sˇ´ı podporu zvuku a prostrˇedky pro vy´voj
her. Aplikac´ım napsany´m za pomoci tohoto profilu se rˇ´ıka´ midlety podle
za´kladn´ı trˇ´ıdy tohoto profilu. Co v MIDP profilu chyb´ı je podpora komu-
nikace se telefonn´ım seznamem telefonu a mozˇnost odes´ıla´n´ı SMS zpra´v.
To je vsˇak rˇesˇeno bud’ individua´lneˇ v za´vislosti na vy´robci telefonu nebo
pomoc´ı prˇ´ıdavne´ho bal´ıku (naprˇ. WMA - Wireless Messaging API).
– PDAP(Personal Digital Assistant Profile) Jedna´ se o uprˇesneˇn´ı pro PDA
zarˇ´ızen´ı a specificke´ mobiln´ı telefony. V za´sadeˇ zarˇ´ızen´ı s lepsˇ´ımi hardwa-
rovy´mi prostrˇedky (veˇtsˇ´ı pameˇt’, kvalitneˇjˇs´ı displej atd. )
• CDC (Connected Device Configuration) Je to konfigurace c´ılena´ na zarˇ´ızen´ı
s prˇipojen´ım k s´ıti, 32-bitovy´m procesorem, alesponˇ 512kB pameˇti ROM a 256kB
dynamicke´ pameˇti. Obsahuje virtua´ln´ı stroj funkcˇnost´ı stejny´ s virtua´ln´ımi
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stroji vysˇsˇ´ıch edic´ı Javy1. CDC konfigurace urcˇena sp´ıˇse pro veˇtsˇ´ı zarˇ´ızen´ı typu
set-top-box, internetova´ televize, videotelefony atd.. Pro tento projekt je tato
konfigurace v´ıceme´neˇ nezaj´ımava´, avsˇak pro u´plnost uvedu strucˇnou charakte-
ristiku jednotlivy´ch profil˚u a konfigurac´ı.
– Foundantion Profile - tvorˇ´ı za´klad pro dalˇs´ı rozsˇiˇruj´ıc´ı profily. Vyzˇaduje
1MB ROM a 512kB RAM, prˇida´va´ veˇtsˇinu za´kladn´ıch trˇ´ıd, ktere´ CDC
chyb´ı oproti standardn´ı edici. Neobsahuje zˇa´dne´ uzˇivatelske´ rozhran´ı a take´
neobsahuje neˇktere´ knihovny jako naprˇ.java.beans, java.rmi ani java.sql.
– RMI (Remote Method Invocation) - pro dane´ zarˇ´ızen´ı prˇida´va´ k Foun-
dation profilu vzda´lene´ vola´n´ı metod kompatibiln´ı s rozhran´ım standardn´ı
edice.
– Game Profile - podpora pro hry
– Personal Basic Profile - prˇida´va´ za´kladn´ı uzˇivatelske´ rozhran´ı, avsˇak pouzˇit´ı
tohoto rozhran´ı je omezeno pouze na jednu instanci.
– Personal Profile - sem se prˇesunuje edice Personal java, ktera´ je jizˇ rozsˇ´ıˇrena´
na spousteˇ zarˇ´ızen´ı, jako jsou PDA nebo komunika´tory. Jedna´ se o kom-
pletn´ı prostrˇed´ı s plnou podporou AWT 2. Vyzˇaduje 2.5MB ROM a alesponˇ
1MB RAM.
3.1.2 Midlet
Beˇh aplikace pro mobiln´ı telefony (Midlet) se rˇ´ıd´ı jisty´mi specificky´mi pravidly. Zˇivotn´ı
cyklus Midletu je zna´zorneˇn na obra´zku 3.2. O beˇh aplikace a o prˇechody mezi jed-
notlivy´mi stavy se stara´ aplikacˇn´ı manager. Rozdeˇlen´ı na stavy aplikace ma´ zajistit
kontrolu nad zdroji aplikace. Prˇi vytvorˇen´ı instance je aplikace v pasivn´ım rezˇimu kdy
by nemeˇla pouzˇ´ıvat ani vlastnit zˇa´dne´ zdroje. Rovneˇzˇ prˇi uspa´n´ı prˇecha´z´ı aplikace
do pasivn´ıho stavu, za´rovenˇ uvolnˇuje pouzˇ´ıvane´ prostrˇedky. Pouze v aktivn´ım rezˇimu
ma´ aplikace mozˇnost vyuzˇ´ıvat zdroje jako jsou naprˇ. vla´kna nebo prˇipojen´ı k s´ıti.
3.1.3 Vy´vojova´ prostrˇed´ı pro J2ME
K vy´voji a testova´n´ı budu pouzˇ´ıvat Sun Java Wireless Toolkit for CLDC. Je to bal´ıcˇek
pro vy´voj aplikac´ı pro zarˇ´ızen´ı vyhovuj´ıc´ı specifikac´ım konfigurace CLDC a MIDP
profilu. Standardneˇ obsahuje na´stroj pro emulaci mobiln´ıch zarˇ´ızen´ı vyvinuty´ spolecˇnost´ı
Sun. Pro lepsˇ´ı otestova´n´ı kompatibility je dobre´ sta´hnout software pro emulaci konkre´tn´ıho
mobiln´ıho zarˇ´ızen´ı(poprˇ. modelove´ rˇady) prˇ´ımo od jeho vy´robce.
2Abstract Window Toolkit (AWT) je rozhran´ı umozˇnˇuj´ıc´ı tvorbu graficke´ho uzˇivatelske´ho roz-
hran´ı (GUI)
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Obra´zek 3.2: zˇivotn´ı cyklus midletu
3.2 Implementace
V pr˚ubeˇhu pra´ce na projektu jsem dosˇel ke zjiˇsteˇn´ı, zˇe programovac´ı jazyk java
nen´ı pro tento u´kol prˇ´ıliˇs vhodny´, je potrˇeba operovat s relativneˇ velky´mi objemy
dat cozˇ v jazyce java nen´ı zrovna idea´ln´ı co se ty´cˇe rychlosti zpracova´n´ı. Proto
je cela´ aplikace naprogramova´na v jazyce C++ krom jine´ho take´ proto, zˇe v mi-
nuly´ch letech ing. Jan Tichy´ vytvorˇil OCR aplikaci pro mobiln´ı telefony s operacˇn´ım
syste´mem Symbian (C++)[5]. Jeho aplikace poskytuje mnozˇstv´ı oveˇrˇeny´ch dat a po-
stup˚u z ktery´ch se da´ cˇerpat, za´rovenˇ poskytuje jistou referencˇn´ı hodnotu. V me´m
projektu se zameˇrˇ´ım hlavneˇ na proces tre´nova´n´ı modelu, provedu neˇkolik experi-
ment˚u s c´ılem dosa´hnout co nejvysˇsˇ´ı u´speˇsˇnosti rozpozna´va´n´ı a zjistit optima´ln´ı pa-
rametry pro tre´nova´n´ı. Moje aplikace nen´ı prima´rneˇ urcˇena´ pro mobiln´ı telefony,
priorita tkv´ı ve studiu a optimalizaci postup˚u pouzˇity´ch v projektu me´ho kolegy.
V prˇ´ıpadeˇ nutnosti nebude teˇzˇke´ aplikovat mnou pouzˇite´ algoritmy do zmı´neˇne´ apli-
kace ing. Tiche´ho. Pro operace s obrazovy´mi daty pouzˇ´ıva´m knihovnu Cimg [1].
Je to open-source projekt Davida Tschumperle´. Tato knihovna implementuje mnohe´
operace s obrazovy´mi daty jako je nacˇ´ıta´n´ı/ukla´da´n´ı v r˚uzny´ch forma´tech, u´prava ba-
revne´ hloubky, zobrazova´n´ı a mnoho dalˇs´ıch operac´ı. Nav´ıc je spustitelna´ na mnoha
operacˇn´ıch syste´mech (Unix/X11, Windows, MacOS X, *BSD)
3.2.1 Prˇedzpracova´n´ı obrazu
Do fa´ze prˇedzpracova´n´ı v prvn´ı rˇadeˇ patrˇ´ı u´prava vstupn´ıho obra´zku a to odstraneˇn´ı
prˇ´ıpadne´ho sˇumu cˇi vliv˚u rozd´ılne´ho osveˇtlene´ cˇa´sti obrazu. Pouzˇiji metodu prahova´n´ı
obrazu s vhodny´m zvolen´ım prahove´ hodnoty, vy´sledkem bude obra´zek s bina´rn´ı ba-
revnou hloubkou (0 pro b´ılou, 1 pro cˇernou baru). Jesˇteˇ prˇed prahova´n´ım prˇevedeme
barevnou hloubku obrazu na 256 stupnˇ˚u sˇedi. Na´sledneˇ na´m p˚ujde o to, naj´ıt vhodny´
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algoritmus pro nalezen´ı textu v obraze a segmentace na jednotlive´ rˇa´dku textu. Zde
se osveˇdcˇil algoritmus obalovy´ch cˇar. Tato metoda rozlozˇ´ı text na jednotlive´ rˇa´dky,
za´rovenˇ si umı´ poradit s r˚uzny´m sklonem rˇa´dk˚u textu.
Obra´zek 3.3: p˚uvodn´ı obra´zek a po adaptivn´ım prahova´n´ı
Prahova´n´ı
U´cˇel prahovan´ı spocˇ´ıva´ v oddeˇlen´ı textu od pozad´ı obrazu. Vhodneˇ zvolena´ metoda
prahova´n´ı mu˚zˇe do jiste´ mı´ry zlepsˇit u´speˇsˇnost rozpozna´va´n´ı textu. Pokud nen´ı zvo-
lena optima´l´ı hodnota prahu, mu˚zˇe doj´ıt k posˇkozen´ı znak˚u textu, cˇi naopak k nedo-
konale´mu oddeˇlen´ı textu od pozad´ı. Rovneˇzˇ mu˚zˇeme doc´ılit cˇa´stecˇne´ eliminace okraj˚u
jak je zobrazeno na 3.3. Vstup je cˇernob´ıly´ obra´zek s 256-ti stupni sˇedi (pokud tomu
tak nen´ı, je automaticky provedena konverze), vy´stupem obraz s bina´rn´ı barevnou
hloubkou.
Metoda prahova´n´ı se neprova´d´ı prˇes cely´ obraz najednou, prova´d´ıme ji po oblas-
tech (adaptivn´ı prahova´n´ı, promeˇnne´ prahova´n´ı). Tato metoda je schopna odstranit
vliv rozd´ılne´ho nasv´ıcen´ı jednotlivy´ch cˇa´st´ı obrazu, za´rovenˇ do jiste´ mı´ry detekovat
cˇa´sti, kde je obsazˇen text. Pro kazˇdou oblast je vypocˇten pra´h zvla´sˇt’, jeho hodnota je
stanovena jako strˇedn´ı hodnota prˇes vsˇechny pixely v oblasti. V kazˇde´ sekci je take´ sle-
dova´no prˇ´ıpustne´ minimum a maximum strˇedn´ı hodnoty. Experimenta´lneˇ jsem zjistil,
zˇe strˇedn´ı hodnota pro cˇa´sti s textem se pohybuje kolem hodnoty 200, proto sektory
s extre´mn´ımi strˇedn´ımi hodnotami (mensˇ´ı nezˇ 70, veˇtsˇ´ı nezˇ 245) jsou povazˇova´ny
za oblasti bez textu a je zde volen pra´h 1 (oblasti budou mı´t b´ılou barvu). Veli-
kost rozmeˇru sekc´ı byla rovneˇzˇ stanovena experimenta´lneˇ, jako optima´ln´ı se zda´ by´t
cˇtverec o straneˇ 50 pixel˚u. Prˇi rˇa´doveˇ mensˇ´ıch hodnota´ch (mensˇ´ı nezˇ 10) nedocha´zelo
k vy´razny´m zlepsˇen´ım v pomeˇru k na´rustu slozˇitosti vy´pocˇtu. V neˇktery´ch prˇ´ıpadech
po proveden´ı prahova´n´ı nedosˇlo k idea´ln´ı eliminaci okraj˚u sn´ımane´ho obrazu 3.3, je
to defekt, ktere´mu se budeme veˇnovat v pozdeˇjˇs´ıch fa´z´ıch zpracova´n´ı 3.
3Experimenty byly prova´deˇny na obra´zc´ıch o rozliˇsen´ı 1984x1488pixel˚u, bez blesku, denn´ı sveˇtlo,
rˇa´dky meˇly vy´sˇku cca 30 px.
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Hrube´ vyhleda´n´ı rˇa´dk˚u textu
Vstupem pro tuto cˇa´st zpracova´n´ı je upraveny´, prahovany´ obraz, kde uzˇ jde pomeˇrneˇ
snadno odliˇsit text. Prˇesto i zde mohou nastat komplikace v podobeˇ r˚uzne´ho sklonu
jednotlivy´ch rˇa´dk˚u. Tento jev mu˚zˇe nastat d´ıky vadeˇ na sn´ımac´ım objektivu kamery
(naprˇ.
”
soudkovy´ efekt“) nebo prosty´m sˇpatny´m otocˇen´ım sn´ımane´ho materia´lu. Po-
stup prˇi hleda´n´ı rˇa´dk˚u bude na´sleduj´ıc´ı: nejdrˇ´ıve urcˇ´ıme rˇa´dky velmi zhruba, pomoc´ı
vektor˚u zmeˇn a pote´ provedeme uprˇesneˇn´ı pomoc´ı metody obalovy´ch cˇar. Da´le zde
figuruje prˇiblizˇna´ hodnota vy´sˇky rˇa´dku textu. Hodnota je defaultneˇ nastavena (20px),
uzˇivatel ma´ mozˇnost si nastavit vlastn´ı hodnotu minima´ln´ı vy´sˇky textu. Tato kon-
stanta je pouzˇ´ıva´na hlavneˇ prˇi prvnotn´ım, hrube´m vyhleda´va´n´ı rˇa´dk˚u.
Zmeˇnove´ vektory jsou horizonta´ln´ı a vertika´ln´ı, jejich prvky uda´vaj´ı pocˇet zmeˇn
v rˇa´dc´ıch a ve sloupc´ıch obrazu. Kazˇda´ hodnota vertika´ln´ıho vektoru je tvorˇena
soucˇtem zmeˇn v rˇa´dc´ıch obrazu, analogicky pro horizonta´ln´ı vektor zmeˇn. Jako zmeˇna
je vn´ıma´n prˇechod z cˇerne´ barvy na b´ılou a naopak.
Nyn´ı zjist´ıme strˇedn´ı hodnotu z kazˇde´ho vektoru zvla´sˇt’. Vypocˇtene´ strˇedn´ı hod-
noty uda´vaj´ı pra´h, hodnoty z vektor˚u vysˇsˇ´ı nezˇ tento pra´h tvorˇ´ı rˇa´dek textu. Pro
nalezen´ı sloupce textu stacˇ´ı zjistit prvn´ı a posledn´ı hodnotu, kde je prvek veˇtsˇ´ı nezˇ
pra´h. Aby se zabra´nilo detekova´n´ı loka´ln´ıch zmeˇn (a tedy sˇpatne´ho odhadu oblasti
s textem) je pouzˇito uprˇesneˇn´ı, kdy v prˇ´ıpadeˇ, zˇe naraz´ım na text (hodnota vysˇsˇ´ı nezˇ
pra´h) tak kontroluji i na´sleduj´ıc´ı bod v urcˇite´ vzda´lenosti (naprˇ. mu˚zˇe by´t pouzˇita
hodnota minima´ln´ı vy´sˇky rˇa´dku). obra´zek 3.4 naznacˇuje postup detekce rˇa´dk˚u.
Obra´zek 3.4: postup hrube´ho odhadu rˇa´dk˚u textu
Pro na´sledne´ zpracova´n´ı metodou obalovac´ıch cˇar je nejd˚ulezˇiteˇjˇs´ı z´ıskat co nejprˇesneˇji
vy´choz´ı bod odkud se bude poloha rˇa´dku da´le uprˇesnˇovat, tedy polohu kde text
zacˇ´ına´, zacˇa´tky rˇa´dk˚u. Tuto polohu zjist´ıme za pomoci vektoru vertika´ln´ıch zmeˇn.
Hodnoty prvk˚u vektoru mu˚zˇeme z´ıskat pr˚uchodem prˇes vsˇechny body kazˇde´ho rˇa´dku
(pr˚uchod prˇes celou sˇ´ıˇrku obrazu). Ovsˇem v situaci, kdy linky textu nejsou vodo-
rovne´, prˇesnost urcˇen´ı rˇa´dku rapidneˇ klesa´. Vy´pocˇet vertika´ln´ıch zmeˇn pouze z cˇa´sti
obra´zku je slusˇny´m rˇesˇen´ım te´to situace. Nab´ız´ı se mozˇnost nastavit napevno naprˇ.
Prvn´ı cˇtvrtinu sˇ´ıˇrky obra´zku, avsˇak optima´lneˇjˇs´ı je vyuzˇ´ıt toho, zˇe jizˇ ma´me k dispo-
zici u´daj o vzda´lenosti bloku textu od prave´ho a leve´ho okraje (zjiˇsteˇno pomoc´ı vek-
toru horizonta´ln´ıch zmeˇn). Zjistil jsem, zˇe dostacˇuj´ıc´ı je vy´pocˇet horizonta´ln´ıch zmeˇn
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jen z prvn´ı cˇtvrtiny bloku textu. Doc´ıl´ıme tak relativneˇ prˇesne´ho odhadu zacˇa´tku
rˇa´dk˚u.
Metoda obalovac´ıch cˇar
Tato metoda ma´ za u´kol co mozˇna´ nejprˇesneˇji separovat jednotlive´ rˇa´dky textu. Jako
nejveˇtsˇ´ı proble´m se uka´zal sklon rˇa´dk˚u textu a take´ male´ vzda´lenosti mezi rˇa´dky.
Vstupem je prahovany´ obra´zek s hrubeˇ rozliˇseny´mi rˇa´dky textu (zna´me prˇiblizˇnou
polohu prvn´ıho p´ısmene rˇa´dku a vy´sˇku rˇa´dku). Vy´stupem jsou dveˇ posloupnosti
hodnot definuj´ıc´ı horn´ı a doln´ı obalovac´ı linky.
V projektu jsou implementova´ny dva prˇ´ıstupy metody obalovac´ıch cˇar. Prvn´ı a
jednodusˇsˇ´ı je zalozˇena na tom, zˇe v rozpozna´vane´m obraze je pouze jeden rˇa´dek textu.
V te´to situaci se metoda znacˇneˇ zjednodusˇuje a za´rovenˇ je i prˇesneˇjˇs´ı. Neprˇesnosti
vznikaj´ı v obrazech, kde je v´ıce rˇa´dk˚u textu, kde je potrˇeba kromeˇ jednotlivy´ch znak˚u
oddeˇlit i rˇa´dky textu. Pokud v´ıme, zˇe v obraze je jen jeden rˇa´dek textu (zjist´ıme me-
todou hrube´ho odhadu rˇa´dk˚u textu), mu˚zˇeme detekci znak˚u prova´deˇt jednoduchy´mi
pr˚uchody prˇes vy´sˇku obra´zku, prˇi ktere´m hleda´me vy´skyty cˇerny´ch pixel˚u znacˇ´ıc´ıch
text. Pokud existuje v obraze v´ıce rˇa´dk˚u tak je nutne´ definovat referencˇn´ı bod a ma-
xima´ln´ı odchylku. Referencˇn´ı bod je mı´sto, odkud prova´d´ıme detekci okraj˚u znak˚u.
Na pocˇa´tku je to horn´ı levy´ okraj textu, zjiˇsteˇny´ v prˇedchoz´ım kroku zpracova´va´n´ı,
ovsˇem v pr˚ubeˇhu zpracova´va´n´ı rˇa´dku se tato hodnota meˇn´ı v za´vislosti na sklonu
textu. Maxima´ln´ı odchylka uda´va´, do jake´ vzda´lenosti (ve vertika´ln´ım smeˇru) od re-
ferencˇn´ıho bodu se bude hledat, snizˇuje se tak riziko, zˇe se prˇi hleda´n´ı znak˚u dostanu
na okoln´ı rˇa´dky textu. Dı´ky te´to metodeˇ jsme schopni prˇesneˇ zjistit polohu textu a
to i prˇi sklonu rˇa´dk˚u cˇi jine´ deformaci rˇa´dku. Usˇetrˇilo se tak neˇkolik operac´ı a cˇas
potrˇebny´ k metoda´m pro srovna´n´ı sklonu textu.
Obra´zek 3.5: idea´ln´ı selekce rˇa´dku textu
V experimentech s tre´nova´n´ım HMM modelu jsem zjiˇst’oval i vliv toho, jak je text
z obrazu selektova´n. Pozdeˇji se k tomuto proble´mu jesˇteˇ vra´t´ım, momenta´lneˇ stacˇ´ı
rˇ´ıci, zˇe se budeme snazˇit specifikovat hranice textu co mozˇna´ nejprˇesneˇji (nejbl´ızˇe
textu), za´rovenˇ hranice by meˇla mı´t charakter prˇ´ımky. Na obra´zku 3.5 je zna´zorneˇna
(podle me´ho na´zoru) idea´ln´ı varianta detekce textu. Nevy´hodou metody obalovac´ıch
cˇar pouzˇ´ıvaj´ıc´ı referencˇn´ı bod a maxima´ln´ı odchylku je ta, zˇe v neˇktery´ch speci-
ficky´ch prˇ´ıpadech nedoka´zˇe zachytit neˇktere´ detaily v textu. Je velmi obt´ızˇne´ rozliˇsit
vertika´ln´ı hranice textu pocˇ´ıta´me-li s jisty´m sklonem. Aby nedocha´zelo k prol´ına´n´ı
obalovy´ch cˇar do sousedn´ıch rˇa´dk˚u je nutne´ sledovat linii jednotlivy´ch znak˚u co
nejteˇsneˇji. Du˚sledkem toho se v jisty´ch prˇ´ıpadech mu˚zˇe objevit situace jako je na
obra´zku 3.6. Kazˇdopa´dneˇ i tak metoda z globa´ln´ıho pohledu da´va´ dobre´ vy´sledky,
nav´ıc neˇktere´ nedostatky se daj´ı odstranit optimalizac´ı (zvolen´ım, vhodne´ minima´ln´ı
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Obra´zek 3.6: chybne´ rozpozna´n´ı p´ısmena ı¨¨
vy´sˇky apod.) nebo prˇida´n´ım dalˇs´ıch podp˚urny´ch operac´ı. V prˇ´ıpadeˇ, zˇe prostor mezi
rˇa´dku nen´ı extre´mneˇ maly´, da´ se vyuzˇ´ıt toho, zˇe prˇi dalˇs´ım zpracova´n´ı (mu˚zˇe to by´t
ulozˇen´ı rˇa´dku do souboru nebo vy´pocˇet feature vektoru) se prˇida´ urcˇita´ konstantn´ı
hodnota nad i pod obalovy´mi cˇarami a to bud’ v cele´m rozsahu (pro vsˇechny prvky
obalove´ linky), nebo pouze v prˇ´ıpadech, kdy nen´ı zvy´sˇena´ pravdeˇpodobnost kontaktu
s okoln´ımi rˇa´dky. Veˇtsˇ´ı pravdeˇpodobnost kontaktu je v oblastech loka´ln´ıch maxim,
takzˇe naprˇ. oblast nad velky´mi p´ısmeny, znaky jako
”
l“,
”
k“ nebo pokud by se jed-
nalo o spodn´ı obalovou linku tak se bude jednat o znaky
”
p“,
”
y“ nebo
”
j“. V tomto
projektu jsem implementoval metodu prˇida´n´ı konstantn´ı hodnoty po cele´m rozsahu
obalovy´ch cˇar. Vy´sledek prozat´ımn´ıho snazˇen´ı vid´ıme na obra´zku 3.7. Text je v tuto
Obra´zek 3.7: obalove´ cˇa´ry bez optimalizace
chv´ıli uzˇ dobrˇe ohranicˇen, avsˇak charakter obalovy´ch linek nen´ı zrovna idea´ln´ı pro
dalˇs´ı zpracova´n´ı. Jak uzˇ bylo rˇecˇeno, je vhodne´ obalove´ linky co nejv´ıce vyrovnat. Na
obra´zku 3.7 je prˇ´ıklad textu, ve ktere´m znaky tvorˇ´ı vcelku sourodou struktury, prˇesto
obalovac´ı linky jsou velmi zvlneˇne´. Pr˚uchodem prˇes prvky obalovy´ch cˇar s urcˇity´m
krokem zjist´ıme vza´jemnou polohu dvou bod˚u ve vzda´lenosti dane´ velikost´ı kroku a
pokud maj´ı prvky stejnou hodnotu, prˇiˇrad´ıme tu samou hodnotu i prvk˚um mezi nimi.
Vy´sledek te´to cˇinnosti je na obra´zku 3.8. Postup mu˚zˇeme prove´st neˇkolikra´t a s jinou
hodnotou kroku. Vy´stupem selekce rˇa´dk˚u pomoc´ı obalovy´ch cˇar je dvojice vektor˚u
obsahuj´ıc´ı polohu horn´ı a doln´ı obaluj´ıc´ı linky. Protozˇe je kazˇdy´ rˇa´dek zpracova´va´n
neza´visle, je tato metoda si poradit i s r˚uzny´m sklonem textu v ra´mci jednoho bloku
textu, tak jak je to zobrazeno na obra´zku 5.2. Takzˇe v te´to fa´zi ma´me jizˇ obra´zek
prahova´n, jsou nalezeny oblasti s textem, text je segmentova´n na rˇa´dky, mu˚zˇeme tedy
prˇistoupit k parametrizaci jednotlivy´ch rˇa´dk˚u.
3.2.2 Parametrizace
V te´to fa´zi se prova´d´ı parametrizace neboli extrakce feature vektor˚u. Je to proces,
kdy se na jednotlive´ rˇa´dky textu aplikuje DCT transformace, vypocˇtene´ hodnoty se
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Obra´zek 3.8: optimalizovana´ metoda obalovy´ch cˇar
bud’to ulozˇ´ı do souboru ve specia´ln´ım forma´tu (*.fea), pozˇadovane´m HTK Toolki-
tem (to v prˇ´ıpadeˇ, zˇe prˇipravujeme data pro tre´nova´n´ı HMM modelu)nebo se mohou
poslat na vstup procesu rozpozna´va´n´ı (v me´ aplikaci myocr tato mozˇnost nen´ı im-
plementova´na). C´ılem parametrizace je normalizovat vy´sˇku rˇa´dk˚u na specifikovanou
hodnotu, sˇ´ıˇrka rˇa´dku z˚usta´va´ nezmeˇneˇna. Prˇi pouzˇit´ı 1D DCT transformace je to
pocˇet DCT koeficient˚u. Vy´stupem tedy bude matice, ktera´ bude mı´t shodny´ pocˇet
rˇa´dk˚u s de´lkou rˇa´dku v obra´zku, pocˇet sloupc˚u matice bude shodny´ se zvoleny´m
pocˇtem koeficient˚u neza´visle na vy´sˇce rˇa´dku. Optima´ln´ı volba pocˇtu DCT koefici-
ent˚u nen´ı trivia´ln´ı operac´ı, podrobneˇji se te´to problematice budu zaby´vat v na´sleduj´ıc´ı
cˇa´sti veˇnovane´ tre´nova´n´ı HMM modelu.
K tre´nova´n´ı pouzˇ´ıva´m HTK toolkit [9], soucˇa´st´ı projektu jsou skripty pro prˇ´ıpravu
tre´novac´ıch dat, jako je naprˇ. vytva´rˇen´ı lab soubor˚u. HTK Toolkit je prima´rneˇ urcˇen
pro tre´nova´n´ı model˚u pro rozpozna´va´n´ı rˇecˇi, pro u´cˇely ORC je ale rovneˇzˇ pouzˇitelny´.
3.2.3 Tre´nova´n´ı HMM modelu
Proces tre´nova´n´ı generuje matici prˇechod˚u, ktera´ je pak pouzˇ´ıva´na beˇhem rozpozna´va´n´ı
posloupnosti segment˚u nezna´me´ho slova. Pro tre´nova´n´ı modelu je potrˇeba mı´t prˇipraveny
vstupn´ı data v podobeˇ feature vektor˚u (zparametrizovane´ rˇa´dky textu) a jejich texto-
vou reprezentaci (*.lab soubory). Tuto skupinu oznacˇ´ıme jako tre´novac´ı data. Je take´
vhodne´m prˇipravit si data testovac´ı, na ktery´ch se bude oveˇrˇovat s jakou prˇesnost´ı je
syste´m schopen rozliˇsovat text. Nen´ı vhodne´ volit data z tre´novac´ı mnozˇiny, vy´sledky
by pak nebyly smeˇrodatne´ poneˇvadzˇ prˇi tre´nova´n´ı jsou tyto data prˇesneˇ zapama-
tova´na. Vhodneˇjˇs´ı je pouzˇ´ıt soubor dat, ktere´ se na tre´nova´n´ı nepod´ılely, tuto skupinu
oznacˇ´ıme jako testovac´ı.
Dalˇs´ım krokem prova´deˇny´m jesˇteˇ prˇed zaha´jen´ım procesu tre´nova´n´ı je nastaven´ı
parametr˚u modelu. Nastaven´ı parametr˚u ma´ kl´ıcˇovy´ vliv na celkove´ rozpozna´vac´ı
schopnosti syste´mu. Je ovsˇem d˚ulezˇite´ volit parametry s rozmyslem s ohledem na
vy´konnost syste´mu (naprˇ. u´speˇsˇnost syste´mu ale i vy´pocˇetn´ı na´rocˇnost roste s ros-
touc´ım pocˇtem DCT koeficient˚u). Mezi tyto parametry patrˇ´ı prˇedevsˇ´ım de´lka fea-
ture vektoru a souvisej´ıc´ı pocˇet DCT koeficient˚u, da´le pocˇet stav˚u Markovova mo-
delu, mnozˇstv´ı a typ tre´novac´ıch dat a take´ pocˇet iterac´ı prˇi tre´nova´n´ı modelu.
Kromeˇ teˇchto parametr˚u ma´ vliv na vy´slednou u´speˇsˇnost rozpozna´va´n´ı take´ zp˚usob
prˇedzpracova´n´ı vstupn´ıch dat, selekce rˇa´dk˚u textu atd.. Na´sleduj´ıc´ı experimenty
s tre´nova´n´ım modelu maj´ı za u´kol zjistit optima´ln´ı nastaven´ı vstupn´ıch parametr˚u
pro tre´nova´n´ı. Take´ budu zkoumat ostatn´ı faktory ovlivnˇuj´ıc´ı schopnost syste´mu roz-
pozna´vat text jako je zp˚usob selekce cˇi parametrizace jednotlivy´ch rˇa´dk˚u.
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Postup tre´nova´n´ı modelu vypada´ na´sledovneˇ: Extrakce feature vektor˚u Vytvorˇen´ı
prototypu modelu Iterativn´ı zprˇesnˇova´n´ı modelu Baum-Welshovou metodou pomoc´ı
funkce HERest z bal´ıku HTK Toolkit [9], prova´d´ım konstantn´ı mnozˇstv´ı iterac´ı (25).
Pro kazˇdy´ typ parametru prova´d´ım se´rii test˚u tj. pro kazˇdy´ typ parametru tre´nuji
novy´ model. Vy´sledne´ u´speˇsˇnosti jsou uda´va´ny v procentech spra´vneˇ rozpoznany´ch
znak˚u, jedna´ se o vy´stup funkce HVite zpracovane´ programem HResults. HResults
na za´kladeˇ shody prˇedpisu se z´ıskany´m vy´sledkem vyhodnocuje chybovost modelu,
je to hodnota v procentech urcˇuj´ıc´ı spra´vneˇ rozpoznane´ znaky, procentua´ln´ı hodnoty
jsou v na´sleduj´ıc´ıch forma´tech: u´speˇsˇnost oznacˇovana´ jako Acc (Accuracy) a Corr
(Correct). Corr vypocˇteme ze vztahu
Corr =
H
N
100 [%] (3.1)
kde H je pocˇet spra´vneˇ rozpoznany´ch a N je pocˇet vsˇech znak˚u. Do vy´pocˇtu Acc
nav´ıc zasahuje parametr I uda´vaj´ıc´ı tzv. insertion error.
Acc =
H − I
N
100 [%] (3.2)
Vy´pocˇet feature vektor˚u
Feature vektory jsou vlastneˇ matice vypocˇteny´ch DCT koeficient˚u ve specia´ln´ım
forma´tu. Vy´pocˇet se prova´d´ı pro kazˇdy´ rˇa´dek textu ve vstupn´ım obra´zku. Vstu-
pem do procesu extrakce feature vektor˚u je tedy rˇa´dek textu definovany´ ve fa´zi
prˇedzpracova´n´ı metodou obalovy´ch cˇar.
Prvotn´ı mysˇlenkou pro zaveden´ı obalovy´ch cˇar bylo u´speˇsˇne´ rozliˇsova´n´ı rˇa´dk˚u
pomoc´ı te´to metody. Ma´me-li uzˇ ovsˇem takto pomeˇrneˇ prˇesneˇ definova´n text, je
mozˇne´ toho s u´speˇchem vyuzˇ´ıti i prˇi extrakci feature vektor˚u. A to tak, zˇe vy´pocˇet
DCT koeficient˚u se bude prova´deˇt pouze z oblasti definovane´ horn´ı a doln´ı obalovou
cˇarou. To sebou nese vy´hody plynouc´ı z mensˇ´ı ztra´ty informace-vy´pocˇet je prova´deˇn
z mensˇ´ıho pocˇtu pixel˚u. Ovsˇem nevy´hodou z˚usta´va´ fakt, zˇe feature vektory velky´ch a
maly´ch p´ısmen jsou si velmi podobne´, liˇs´ı se pouze sˇ´ıˇrkou a s t´ım je spojena mı´rne´
zhorsˇen´ı rozliˇsova´n´ı maly´ch a velky´ch p´ısmen. I prˇesto vsˇak je vy´sledna´ u´speˇsˇnost prˇi
tomto postupu vy´pocˇtu vysˇsˇ´ı nezˇ v prˇ´ıpadeˇ z´ıska´va´n´ı feature vektor˚u z cele´ vy´sˇky
rˇa´dku.
Delta koeficienty
Zaveden´ı derivace okol´ı sloupecˇku (delta koeficient˚u) jsou dalˇs´ım prostrˇedkem pro
zvy´sˇen´ı u´speˇsˇnosti rozpozna´va´n´ı. Z my´ch experiment˚u je videˇt, zˇe zlepsˇen´ı mu˚zˇe
prˇi vhodne´m zvolen´ı parametr˚u dosa´hnout i neˇkolikaecto procent (prˇi pouzˇit´ı delta
koeficient˚u se zvy´sˇila u´speˇsˇnost o 4% z 90 na 94%). Vezmeme-li v potaz, zˇe jde o velice
jednoduchou a vy´pocˇetneˇ ne-prˇ´ıliˇs na´rocˇnou operaci je takove´ zvy´sˇen´ı u´speˇsˇnosti
velmi dobre´. Derivaci pocˇ´ıta´m z kazˇde´ho bodu kazˇde´ho sloupce obra´zku po DCT
transformaci (prˇesneˇjˇs´ı je rˇ´ıci, zˇe se prova´d´ı z kazˇde´ho sloupce textu).
xi = (c1xi+1 − c1xi−1) + (c2xi+2 − c2xi−2) + ...+ (cNxi+N − cNxi−N) (3.3)
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Vy´pocˇet delta koeficient˚u je uveden ve vztahu 3.3 kdeN uda´va´ vzda´lenost od aktua´ln´ıho
bodu xi, takzˇe prˇi vy´pocˇtu delta koeficient˚u v jednom rozmeˇru je pocˇet bod˚u pod´ılej´ıc´ıch
se na vy´pocˇtu 2N (leve´ a prave´ okol´ı). Mnozˇina C = {c1, c2, ...cN} jsou definovane´
konstanty (va´hove´ konstanty) pro jednotlive´ bocy okol´ı.
DCT [n] stavy modelu [n]
trénovací data
řádky [n] / znaky [n]
testovací data
 řádky [n] / znaky [n] Corr [%] Acc [%]
bez delta koef. 8 10 300 / 6000 25 / 750 91,49 90,20
delta koef. 8 10 300 / 6000 25 / 750 95,42 94,12
Obra´zek 3.9: tabulka optima´ln´ıho nastaven´ı delta koeficient˚u
V tabulce 3.9 jsou videˇt vy´sledky experiment˚u s delta koeficienty (kompletn´ı ta-
bulka vy´sledk˚u i s parametry modelu se nacha´z´ı v prˇ´ıloha´ch). Je zde videˇt zminˇovany´
na´r˚ust u´speˇsˇnosti rozpozna´va´n´ı, nejlepsˇ´ıch vy´sledk˚u bylo dosazˇeno prˇi okol´ı veli-
kosti 2 pixely. Prˇi vy´pocˇtu jsou problematicke´ okrajove´ sloupce a pokud jsem se
rˇ´ıdil zkusˇenostmi z rozpozna´va´n´ı rˇecˇi a zkop´ıroval jsem prvn´ı a posledn´ı sloupce,
tak u´speˇsˇnost mı´sto ocˇeka´vane´ho na´r˚ustu klesla. V tomto prˇ´ıpadeˇ je tedy vhodneˇjˇs´ı
prˇ´ıstup, kdy okrajove´ sloupce obrazu nejsou do vy´pocˇtu derivac´ı okol´ı zahrnuty,
pouze se zkop´ıruj´ı z p˚uvodn´ı matice. Napadlo meˇ kromeˇ vy´pocˇtu derivace v hori-
zonta´ln´ım okol´ı prˇidat pro vy´pocˇet i pixely ve vertika´ln´ım okol´ı, t´ım pa´dem jeden
bod je uprˇesnˇova´n pomoc´ı osmi sousedn´ıch bod˚u, po neˇkolika pokusech s nastaven´ım
parametr˚u jsem nasˇel hodnotu, prˇi ktere´ se u´speˇsˇnost zvy´sˇila o v´ıce nezˇ 2%. Hleda´n´ı
parametr˚u a zvy´sˇen´ı u´speˇsˇnosti se povedlo na jednom specificke´m modelu. Avsˇak
prˇi tomte´zˇ nastaven´ı derivace pouzˇite´ na jine´ modely (r˚uzne´ pocˇty DCT koeficient˚u,
stav˚u modelu atd.) nedosˇlo k tak velke´mu zvy´sˇen´ı, mnohdy u´speˇsˇnost o neˇco ma´lo po-
klesla. Nab´ız´ı se jesˇteˇ mozˇnost aplikovat vy´pocˇet delta koeficient˚u v´ıcekra´t za sebou.
Avsˇak ani po neˇkolika r˚uzny´ch nastaven´ı jizˇ nedosˇlo ke zvy´sˇen´ı u´speˇsˇnosti.Rozhodneˇ
vsˇak ma´ tato metoda rezervy a domn´ıva´m se, zˇe hlubsˇ´ı studium tohoto proble´mu by
vedlo k dalˇs´ımu zvysˇova´n´ı u´speˇsˇnosti rozpozna´va´n´ı.
Pocˇet DCT koeficient˚u
Pocˇet DCT koeficient˚u definuje velikost feature vektoru a s t´ım souvisej´ıc´ı vy´pocˇetn´ı
na´rocˇnost prˇi extrakci prˇ´ıznak˚u a rovneˇzˇ uda´va´ ztra´tu informace z rozpozna´vane´ho
rˇa´dku. S klesaj´ıc´ım pocˇtem koeficient˚u roste ztra´ta informace. V te´to se´rii pokus˚u
nejdrˇ´ıve zjist´ım z prvn´ıho grafu na obra´zku 3.10 idea´ln´ı pocˇet iterac´ı prˇi tre´nova´n´ı.
S t´ımto pocˇtem iterac´ı prova´d´ım prova´d´ım tre´nova´n´ı pro r˚uzne´ hodnoty DCT koefici-
ent˚u, vy´sledek je patrny´ z druhe´ho grafu 3.10. Referencˇn´ı model z dostupny´ch dat [5]
ma´ hodnotu Acc=89,70%, hodnota Corr=92,9%, viz tabulka 3.11. Teˇchto vy´sledk˚u
bylo dosazˇeno s pouzˇit´ım 5-ti DCT koeficient˚u a 10-ti stav˚u modelu, 25 iterac´ı. Aby
byla data srovnatelna´, pouzˇil jsem stejny´ch tre´novac´ıch i testovac´ıch dat. Prˇi stejny´ch
parametrech (5x DCT, 10 stav˚u) avsˇak s 9-ti iteracemi jsem dosa´hl vy´sledku 94,77%.
Z druhe´ho grafu 3.10 je vsˇak patrne´, zˇe u´speˇsˇnost kumuluje v oblasti kolem 8 DCT
koeficientech. Tohoto zlepsˇen´ı jsem dosa´hl pouzˇit´ım delta koeficient˚u (optima´ln´ı na-
staven´ı z prˇedchoz´ıho meˇrˇen´ı) a take´ vyuzˇit´ım optimalizovane´ metody obalovac´ıch
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Obra´zek 3.10: nastaven´ı referencˇn´ıho modelu
cˇar. Mozˇnosti dalˇs´ıho zlepsˇova´n´ı ovsˇem zdaleka nejsou vycˇerpa´ny, kromeˇ na´sleduj´ıc´ı
se´rie test˚u jezˇ smeˇrˇuje k nalezen´ı optima´ln´ıho pocˇtu stav˚u modelu, jsou k dispozici
jesˇteˇ experimenty s mnozˇstv´ım tre´novac´ıch dat cˇi jemne´ho nastaven´ı neˇktery´ch funkc´ı
HTK toolkitu. Vy´sledky te´to fa´ze testova´n´ı ma´me v tabulce na obra´zku 3.12. Z grafu
je takte´zˇ patrne´, zˇe nad hodnotu osmi DCT koeficient˚u uzˇ dalˇs´ı zvysˇova´n´ı pocˇtu
nema´ smysl.
DCT [n] stavy modelu [n]
trénovací data
řádky [n] / znaky [n]
testovací data
 řádky [n] / znaky [n] Corr [%] Acc [%]
5 10 150 / 4500 25 / 750 92,90 89,70
Obra´zek 3.11: nastaven´ı referencˇn´ıho modelu
DCT [n] stavy modelu [n]
trénovací data
řádky [n] / znaky [n]
testovací data
 řádky [n] / znaky [n] Corr [%] Acc [%]
5 10 150 / 4500 25 / 750 93,56 92,90
8 10 150 / 4500 25 / 750 95,42 94,77
Obra´zek 3.12: optima´ln´ı nastaven´ı pocˇtu DCT koeficient˚u
Pocˇet stav˚u modelu
V experimentech se stavy modelu sleduji vy´sledky prˇi rozpozna´va´n´ı textu s nasta-
ven´ım r˚uzny´ch pocˇt˚u stav˚u Markovova modelu. Zde jizˇ ma´me k dispozici vy´stupy
z prˇedesˇly´ch test˚u. Vı´me, zˇe optima´ln´ı pocˇet DCT koeficient˚u je roven 8, vstupn´ı
feature vektory proto take´ budou mı´t de´lku 8. Vy´sledky pozorova´n´ı jsou vyneseny
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Obra´zek 3.13: Graf za´vislosti u´speˇsˇnosti na pocˇtu stav˚u modelu
do grafu 3.13. Emituj´ıc´ıch stav˚u modelu je N-2, kde N je celkovy´ pocˇet stav˚u, krajn´ı
stavy slouzˇ´ı pouze k napojen´ı na sousedn´ı modely. Prvn´ı graf 3.13 ukazuje za´vislost
u´speˇsˇnosti rozpozna´va´n´ı na pocˇtu iterac´ı prˇi tre´nova´n´ı pro mnozˇstv´ı stav˚u nasta-
veny´ch od 3 do 12-ti stav˚u. V druhe´m grafu je za´vislost u´speˇsˇnosti na pocˇtu stav˚u prˇi
optima´ln´ıch 15-ti iterac´ıch. Maxima´ln´ı u´speˇsˇnost ma´ hodnotu 95,90%, a to prˇi 9-ti
stavech modelu. Dosˇlo tedy ke zvy´sˇen´ı u´speˇsˇnosti prˇi soucˇasne´m sn´ızˇen´ı pocˇtu stav˚u
modelu. Kompletn´ı nastaven´ı parametr˚u je shrnuto v tabulce 3.14
DCT [n] stavy modelu [n]
trénovací data
řádky [n] / znaky [n]
testovací data
 řádky [n] / znaky [n] Corr [%] Acc [%]
5 10 150 / 4500 25 / 750 93,56 92,90
8 10 150 / 4500 25 / 750 95,42 94,77
DCT [n] stavy modelu [n]
trénovací data
řádky [n] / znaky [n]
testovací data
 řádky [n] / znaky [n] Corr [%] Acc [%]
8 9 150 / 4500 25 / 750 96,12 95,90
Obra´zek 3.14: optima´ln´ı nastaven´ı stav˚u modelu
Tre´novac´ı data
Data, ktery´mi se prova´d´ı tre´nova´n´ı modelu. Volil jsem jak stejna´ data jako v refe-
rencˇn´ım projektu [5], (to aby bylo zrˇejme´ jiste´ srovna´n´ı), tak i vlastn´ı vzorky dat.
Pro prvotn´ı testy s DCT koeficienty a stavy bylo shodne´ i mnozˇstv´ı dat. Lecˇ pro roz-
pozna´vac´ı schopnosti je dobre´ pouzˇ´ıt tre´novac´ıch dat v´ıce. Je ovsˇem trˇeba volit data
s rozmyslem, prˇ´ıliˇs mnoho dat stejne´ho typu by mohlo mı´t za na´sledek
”
specializaci“
modelu na tento typ dat. T´ım je mysˇleno, zˇe model tre´novany´ na prˇ´ıliˇs podobny´ch
vzorc´ıch by mohl mı´t dobre´ vy´sledky pouze na datech tohoto typu.
Dalˇs´ım aspektem je obsah tre´novac´ıch dat. Prˇi pouzˇit´ı metody selekce rˇa´dk˚u
zalozˇene´ na obalovac´ıch cˇara´ch by se dal prˇedpokla´dat fakt, zˇe smysluplny´ obsah
vstupn´ıch, tre´novac´ıch text˚u bude mı´t kladny´ vliv na u´speˇsˇnost. Opak je pravdou,
bylo zjiˇsteˇno, zˇe u´speˇsˇnost rozpozna´va´n´ı klesa´ prˇi volbeˇ rea´lny´ch text˚u jako tre´novac´ıch
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dat [5]. Vhodneˇjˇs´ı prˇ´ıstup je pouzˇit´ı genera´toru na´hodny´ch znak˚u, ktery´ umı´ sledo-
vat cˇetnost jednotlivy´ch znak˚u nebo jesˇteˇ le´pe i sekvenc´ı znak˚u. Pro kazˇdy´ jazyk
existuj´ı sekvence znak˚u, ktere´ pro dany´ jazyk neexistuj´ı a nebo naopak jsou velmi
cˇaste´. S touto znalost´ı by se daly vytva´rˇet modely nejen pro jednotlive´ znaky ale i
pro cˇasto se vyskytuj´ıc´ı se sekvence a take´ by bylo mozˇno sestrojit omezuj´ıc´ı pravidla
pro neexistuj´ıc´ı slozˇeniny znak˚u. Toho by se vyuzˇilo prˇi rozpozna´va´n´ı textu, sekvence
rozpoznane´ jako neexistuj´ıc´ı by se automaticky oznacˇily jako chyba cˇi by mohl by´t
zaveden na´pravny´ mechanismus schopen tuto chybu opravit. Logicky se t´ım zvysˇuje
rozpozna´vac´ı schopnost aplikace, avsˇak s t´ım dopadem, zˇe aplikace bude pouzˇitelna´
jen pro dany´, konkre´tn´ı jazyk.
Co se ty´cˇe mnozˇstv´ı tre´novac´ıch dat, vy´stupy z pokus˚u s mnozˇstv´ım tre´novac´ıch
dat jsou v grafu 3.15. Vstupem do tre´novac´ı fa´ze jsou rˇa´dky textu, kazˇdy´ ulozˇen
ve zvla´sˇtn´ım souboru, soucˇa´st´ı je i jeho textova´ reprezentace. V kazˇde´m rˇa´dku je
pr˚umeˇrneˇ 30 znak˚u. Z grafu je jasneˇ patrne´ jev oznacˇova´n jako
”
prˇetre´nova´n´ı“ mo-
delu, nasta´va´ prˇi volbeˇ prˇ´ıliˇs velke´ho mnozˇstv´ı tre´novac´ıch dat, jako optima´ln´ı mnozˇstv´ı
se jev´ı 300 rˇa´dk˚u, tj. cca 9000 znak˚u. Prˇipomı´na´m, zˇe se jedna´ o vzorek s na´hodneˇ
generovany´mi sekvencemi znak˚u.
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Obra´zek 3.15: Graf za´vislosti u´speˇsˇnosti mnozˇstv´ı tre´novac´ıch dat
Dalˇs´ı optimalizace
Prˇida´n´ım model˚u pro sekvence znak˚u je dalˇs´ı mozˇnost´ı jak optimalizovat model.
Provedl jsem neˇkolik u´speˇsˇny´ch test˚u na jednoduchy´ch modelech s t´ımto nastaven´ım,
u´speˇsˇnost rozpozna´va´n´ı se prˇi pouzˇit´ı model˚u pro cˇasto vyskytuj´ıc´ı se sekvence znak˚u
zvy´sˇila, ovsˇem zvy´sˇen´ı bylo patrne´ jen prˇi vysˇsˇ´ım pocˇtu stav˚u modelu. Nab´ız´ı se jesˇteˇ
mozˇnost opacˇne´ho prˇ´ıstupu, kdy jsou osˇetrˇeny neexistuj´ıc´ı sekvence znak˚u pro dany´
jazyk.
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Posledn´ı se´rii test˚u jsem provedl s r˚uzny´m nastaven´ım kovariancˇn´ı matice mo-
delu. Mı´sto diagona´ln´ı kovariancˇn´ı matice jsem pouzˇil matici plneˇ kovariancˇn´ı. Pro
jej´ı popis nestacˇ´ı pouze vektor smeˇrodatny´ch odchylek, je potrˇeba matice a t´ım
roste slozˇitost modelu. Avsˇak zaveden´ım plneˇ kovariancˇn´ı matice se dosa´hlo nejvysˇsˇ´ı
hodnoty u´speˇsˇnosti rozpozna´va´n´ı a to jizˇ prˇi 6-ti DCT koeficientech. Model dosa´hl
u´speˇsˇnosti 97,34% (Acc).
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Kapitola 4
Za´veˇr
C´ılem projektu bylo hloubeˇji se sezna´mit s opticky´m rozpozna´va´n´ım textu pomoc´ı
metody zalozˇene´ na skryty´ch Markovovy´ch modelech. K dispozici je projekt z mi-
nuly´ch let, napsany´ pro mobiln´ı telefony s operacˇn´ım syste´mem Symbian, obsahuj´ıc´ı
mnoho cenny´ch a oveˇrˇeny´ch postup˚u tvorˇ´ıc´ı za´klad pro dalˇs´ı vy´voj a optimalizace.
Rozpozna´vac´ı schopnost textu tohoto projektu cˇin´ı prˇiblizˇneˇ 90%, tuto hodnotu beru
jako referencˇn´ı pro moji aplikaci. Dı´ky experiment˚um s tre´nova´n´ım modelu se mi
podarˇilo zvy´sˇit u´speˇsˇnost na v´ıce jak 97%.
Rozpozna´va´n´ı mu˚zˇeme rozdeˇlit do neˇkolika fa´z´ı. Vstupn´ı obraz nejdrˇ´ıve procha´z´ı
u´pravami s c´ılem odstranit r˚uzne´ rusˇive´ vlivy jako je sˇum cˇi rozd´ılne´ osveˇtlen´ı cˇa´st´ı
obrazu. Zde se osveˇdcˇilo adaptivn´ı prahova´n´ı po cˇa´stech obrazu, idea´ln´ı velikost ob-
last´ı je cˇtverec o prˇiblizˇne´ velikosti strany rovne´ dvojna´sobku vy´sˇky jednoho rˇa´dku
textu. Hodnota prahu je stanovena z strˇedn´ı hodnoty intenzity pixel˚u v kazˇde´ oblasti.
Nalezen´ı oblast´ı textu a na´sledna´ segmentace rˇa´dk˚u se jev´ı jako proble´m, ktery´ se
sta´le nepodarˇilo u´plneˇ idea´lneˇ vyrˇesˇit. Prˇi sn´ıma´n´ı rea´lny´ch text˚u digita´ln´ım fotoa-
para´tem vznikaj´ı komplikace hlavneˇ v podobeˇ rozd´ılne´ho sklonu rˇa´dk˚u textu a rela-
tivneˇ male´ vzda´lenosti mezi rˇa´dky. Optimalizovana´ metoda obalovac´ıch cˇar, mysl´ım
si, uda´va´ dobry´ smeˇr vy´voje prˇi eliminaci zmı´neˇny´ch proble´mu˚ a je velice dobrˇe
pouzˇitelna´ pro kvalitneˇ nasn´ımany´ materia´l (bez velke´ho sklonu rˇa´dk˚u). Tato me-
toda spocˇ´ıva´ v hrube´m nalezen´ı pocˇa´tk˚u rˇa´dk˚u textu a jeho na´sledne´m postupne´m
”
obalen´ı“ horn´ı a doln´ı obalovou linkou. Tento postup jsem u´speˇsˇneˇ popsal i aplikoval,
lecˇ sta´le z˚usta´va´ obt´ızˇny´m u´kolem prˇesneˇ stanovit hranice rˇa´dk˚u, prˇi velke´m sklonu
textu se objevuj´ı neprˇesnosti v hrube´m odhadu pocˇa´tk˚u rˇa´dk˚u.
Dalˇs´ım u´speˇsˇny´m pocˇinem bylo zaveden´ı derivace okol´ı parametrizovany´ch bod˚u
textu (delta koeficienty). Dı´ky experiment˚um se podarˇilo nale´zt vhodne´ nastaven´ı
parametr˚u delta koeficient˚u. Rovneˇzˇ experimenty s parametry modelu, jako je pocˇet
DCT koeficient˚u, pocˇet stav˚u modelu, typ kovariancˇn´ı matice atd. uka´zaly optima´lneˇjˇs´ı
nastaven´ı teˇchto parametr˚u jezˇ vedlo ke zvy´sˇen´ı u´speˇsˇnosti rozpozna´va´n´ı vzhledem
k referencˇn´ımu modelu.
Prostor pro dalˇs´ı zlepsˇova´n´ı syste´my vid´ım v jizˇ zmı´neˇne´ optimalizaci pro vy-
hleda´n´ı oblast´ı s textem a selekce rˇa´dk˚u (prˇedevsˇ´ım hrube´ stanoven´ı rˇa´dk˚u) nebo
vyrˇesˇit prˇida´n´ı slovn´ıku do procesu rozpozna´va´n´ı.
Na prˇilozˇene´m CD je okomentovany´ ko´d me´ aplikace napsane´ v C++. Je to apli-
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kace zameˇrˇena´ na prˇ´ıpravu dat pro tre´nova´n´ı a pro samotne´ tre´nova´n´ı modelu. Po-
stupy z tohoto projektu jsou pouzˇitelne´ v aplikaci urcˇene´ pro mobiln´ı telefony od
Ing.Jana Tiche´ho[5].
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Kapitola 5
Prˇ´ılohy
5.1 Delta koeficienty (derivace okol´ı)
N [n]
c(n) (zleva 
doprava od 
aktuálního)
Acc [%]
0 90,20
1 8 88,24
1 1 90,63
2 1,1 91,94
2 1,2 92,59
2 1,3 92,16
2 1,6 93,68
2 2,3 92,16
2 2,8 94,12
2 4,8 92,59
2 2,12 93,68
2 2,9 93,79
3 1,2,3 91,07
3 1,1,2 91,29
3 1,2,8 89,54
bez delta koef.
Obra´zek 5.1: kompletn´ı tabulka vy´sledk˚u experiment˚u s delta koeficienty
5.2 Metoda obalovy´ch cˇar
Na obra´zku 5.2 je zna´zorneˇn vy´stup z algoritmu obalovy´ch cˇar
5.3 Uzˇivatelska´ prˇ´ırucˇka
myocr.exe - program pro u´pravu obra´zk˚u s textem, detekci blok˚u textu, segmen-
taci rˇa´dk˚u, umozˇnˇuje ulozˇen´ı rˇa´dk˚u textu do jednotlivy´ch soubor˚u, vy´pocˇet feature
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vektor˚u pomoc´ı DCT. Kompilace se provede prˇ´ıkazem
”
make“. Prˇelozˇeny´ program
beˇzˇ´ı v prˇ´ıkazove´m rˇa´dku, jako vstup mu˚zˇe by´t jaky´koliv nekomprimovany´ obra´zek,
rozsˇ´ıˇren´ı o podporu standardn´ıch komprimovany´ch soubor˚u z´ıska´me pouzˇit´ım kniho-
ven ImageMagic, libjpeg, libpng nebo XMedCon. Vsˇechny tyto podp˚urne´ knihovny
jsou k dispozici pro jakoukoliv platformu.
Pouzˇit´ı: myocr.exe vstupn´ı obra´zek [parametry]
parametry:
-N int pocˇet vy´stupn´ıch cˇlen˚u DCT transformace (default 5)
-W vykresl´ı obalove´ cˇa´ry (prˇesna´ nalezen´ı rˇa´dk˚u textu )
-L vykresl´ı nalezene´ rˇa´dky textu (hrube´ nalezen´ı rˇa´dk˚u textu)
-D zobraz´ı zpracova´vany´ obra´zek
-Q tichy´ mo´d (nezobrazuje informacˇn´ı vy´pisy)
-f ulozˇen´ı jednotlivy´ch rˇa´dk˚u textu do bmp souboru. Jme´no vy´stupn´ıho souboru
je jme´no vstupn´ıho souboru+oznacˇen´ı rˇa´dku.bmp (pokud je v obraze nalezeno
v´ıce nezˇ jeden rˇa´dek textu)
-F name to same´ jako -f,
”
name“ specifikuje na´zev vy´stupn´ıho souboru ve forma´tu bmp.
Pokud je nalezeno v´ıce rˇa´dk˚u, je k na´zvu vy´stupn´ıho souboru prˇida´na definice
rˇa´dku
-C vy´pocˇet feature vektor˚u a ulozˇen´ı do souboru ve forma´tu HTKToolkitu. Jme´no
vy´stupn´ıho souboru je shodne´ s jme´nem vstupn´ıho, prˇ´ıpona je zmeˇneˇna na
”
fea“
V prˇ´ıpadeˇ, zˇe ve stejne´m adresa´rˇi jako vstupn´ı obra´zek existuje take´ jeho textovy´
prˇepis (stejny´ na´zev, prˇ´ıpona TXT ), tak je vytvorˇena sada LAB soubor˚u.
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Obra´zek 5.2: Demonstrace metody obalovy´ch cˇar na deformovane´m textu
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