Abstract. Effective and real-time face detection has been made possible by using the method of rectangle Haar-like features with AdaBoost learning since Viola and Jones' work [12] . In this paper, we present the use of a new set of distinctive rectangle features, called Multi-block Local Binary Patterns (MB-LBP), for face detection. The MB-LBP encodes rectangular regions' intensities by local binary pattern operator, and the resulting binary patterns can describe diverse local structures of images. Based on the MB-LBP features, a boosting-based learning method is developed to achieve the goal of face detection. To deal with the non-metric feature value of MB-LBP features, the boosting algorithm uses multibranch regression tree as its weak classifiers. The experiments show the weak classifiers based on MB-LBP are more discriminative than Haar-like features and original LBP features. Given the same number of features, the proposed face detector illustrates 15% higher correct rate at a given false alarm rate of 0.001 than haar-like feature and 8% higher than original LBP feature. This indicates that MB-LBP features can capture more information about the image structure and show more distinctive performance than traditional haar-like features, which simply measure the differences between rectangles. Another advantage of MB-LBP feature is its smaller feature set, this makes much less training time.
Introduction
Face detection has a wide range of applications such as automatic face recognition, human-machine interaction, surveillance, etc. In recent years, there has been a substantial progress on detection schemes based on appearance of faces. These methods treat face detection as a two-class (face/non-face) classification problem. Due to the variations in facial appearance, lighting, expressions, and other factors [11] , face/nonface classifiers with good performance should be very complex. The most effective method for constructing face/non-face classifiers is learning based approach. For example, neural network-based methods [10] , support vector machines [9] , etc.
Recently, the boosting-based detector proposed by Viola and Jones [12] is regarded as a breakthrough in face detection research. Real-time performance is achieved by learning a sequence of simple Haar-like rectangle features. The Haar-like features encode differences in average intensities between two rectangular regions, and they can be calculated rapidly through integral image [12] . The complete Haar-like feature set is large and contains a mass of redundant information. Boosting algorithm is introduced to select a small number of distinctive rectangle features and construct a powerful classifier. Moreover, the use of cascade structure [12] further speeds up the computations. Li et al. extended that work to multi-view faces using an extended set of Haar features and an improved boosting algorithm [5] . However, these Haar-like rectangle features seem too simple, and the detector often contains thousands of rectangle features for considerable performance. The large number of selected features leads to high computation costs both in training and test phases. Especially, in later stages of the cascade, weak classifiers based on these features become too weak to improve the classifier's performance [7] . Many other features are also proposed to represent facial images, including rotated Haar-like features [6] , census transform [3] , sparse features [4] , etc.
In this paper, we present a new distinctive feature, called Multi-block Local Binary Pattern (MB-LBP) feature, to represent facial image. The basic idea of MB-LBP is to encode rectangular regions by local binary pattern operator [8] . The MB-LBP features can also be calculated rapidly through integral image, while these features capture more information about the image structure than Haar-like features and show more distinctive performance. Comparing with original Local Binary Pattern calculated in a local 3×3 neighborhood between pixels, the MB-LBP features can capture large scale structure that may be the dominant features of image structures. We directly use the output of LBP operator as the feature value. But a problem is that this value is just a symbol for representing the binary string. For this non-metric feature value, multi-branch regression tree is designed as weak classifiers. We implement Gentle adaboost for feature selection and classifier construction. Then a cascade detector is built. Another advantage of MB-LBP is that the number of exhaustive set of MB-LBP features is much smaller than Haar-like features (about 1/20 of Haar-like feature for a sub-window of size 20 × 20). Boosting-based method use Adaboost algorithm to select a significant feature set from the large complete feature set. This process often spends much time even several weeks. The small feature set of MB-LBP can make this procedure more simple.
The rest of this paper is organized as follows. Section 2 introduces the MB-LBP features. In section 3, the AdaBoost learning for feature selection and classifier construction are proposed. The cascade detector is also described in this section. The experiment results are given in Section 4. Section 5 concludes this paper. In this paper, we propose a new distinctive rectangle features, called Multi-block Local Binary Pattern (MB-LBP) feature. The basic idea of MB-LBP is that the simple difference rule in Haar-like features is changed into encoding rectangular regions by local binary pattern operator. The original LBP, introduced by Ojala [8] , is defined for each pixel by thresholding the 3×3 neighborhood pixel value with the center pixel value. To encode the rectangles, the MB-LBP operator is defined by comparing the central rectangle's average intensity g c with those of its neighborhood rectangles {g 0 , ..., g 8 }. In this way, it can give us a binary sequence. An output value of the MB-LBP operator can be obtained as follows:
where g c is the average intensity of the center rectangle, g i (i = 0, · · · , 8) are those of its neighborhood rectangles,
A more detailed description of such MB-LBP operator can be found in Fig . 2 . We directly use the resulting binary patterns as the feature value of MB-LBP features. Such binary patterns can detect diverse image structures such as edges, lines, spots, flat areas and corners [8] , at different scale and location. Comparing with original Local Binary Pattern calculated in a local 3×3 neighborhood between pixels, MB-LBP can capture large scale structures that may be the dominant features of images. Totally, we can get 256 kinds of binary patterns, some of them can be found in Fig. 3 . In section 4. It is should be emphasized that the value of MB-LBP features is non-metric. The output of LBP operator is just a symbol for representing the binary string. In the next section, we will describe how to design the weak classifiers based on MB-LBP features, and apply the Adaboost algorithm to select significant features and construct classifier.
Feature Selection and Classifier Construction
Although the feature set of MB-LBP feature is much smaller than Haar-like features, it also contains much redundant information. The AdaBoost algorithm is used to select significant features and construct a binary classifier. Here, AdaBoost is adopted to solve the following three fundamental problems in one boosting procedure: (1) learning effective features from the large feature set, (2) constructing weak classifiers, each of which is based on one of the selected features, (3) boosting the weak classifiers into a stronger classifier.
AdaBoost Learning
We choose to use the version of boosting called gentle adaboost [2] due to it is simple to be implemented and numerically robust. Given a set of training examples as (x 1 , y 1 ), ..., (x N , y N ) , where y i ∈ {+1, −1} is the class label of the example x i ∈ R n . Boosting learning provides a sequential procedure to fit additive models of the form
Here f m (x) are often called weak learners, and F (x) is called a strong learner. Gentle adaboost uses adaptive Newton steps for minimizing the cost function: J = E[e −yF (x) ], which corresponds to minimizing a weighted squared error at each step. In each step, the weak classifier f m (x) is chosen so as to minimize the weighted squared error:
Weak Classifiers
It is common to define the weak learners f m (x) to be the optimal threshold classification function [12] , which is often called a stump. However, it is indicated in Section 2 that the value of MB-LBP features is non-metric. Hence it is impossible to use thresholdbased function as weak learner.
Here we describe how the weak classifiers are designed. For each MB-LBP feature, we adopt multi-branch tree as weak classifiers. The multi-branch tree totally has 256 branches, and each branch corresponds to a certain discrete value of MB-LBP features. The weak classifier can be defined as:
Where x k denotes the k-th element of the feature vector x, and a j , j = 0, · · · , 255, are regression parameters to be learned. These weak learners are often called decision or regression trees. We can find the best tree-based weak classifier (the parameter k, a j with minimized weighted squared error as Equ. (2)) just as we would learn a node in a regression tree.The minimization of Equ. (2))gives the following parameters:
As each weak learner depends on a single feature, one feature is selected at each step. In the test phase, given a MB-LBP feature, we can get the corresponding regression value fast by such multi-branch tree. This function is similar to the lookup table (LUT) weak classifier for Haar-like features [1] , the difference is that the LUT classifier gives a partition of real-value domain.
Experiments
In this section, we conduct two experiments to evaluate proposed method. A total of 10,000 face images were collected from various sources, covering outof-plane and in-plan rotation in the range of [−30
• ,30
• ]. For each aligned face example, four synthesized face examples were generated by following random transformation: mirroring, random shifting to +1/-1 pixel, in-plane rotation within 15 degrees and scaling within 20% variations. The face examples were then cropped and re-scaled to 20×20 pixels. Totally, we get a set of 40,000 face examples. More than 20,000 large images which do not contain faces are used for collecting non-face samples.
Feature Comparison
In this subsection, we compare the performance of MB-LBP feature with Haar-like rectangle features and conventional LBP features. In the experiments, we use 26,000 face samples and randomly divide them to two equally parts, one for training the other for testing. The non-face samples are randomly collected from large images which do not contain faces. Our training set contains 13,000 face samples and 13,000 non-face samples, and the testing set contains 13,000 face samples and 50,000 non-face samples.
Based on Adaboost learning framework, three boosting classifiers are trained. Each of them contains selected 50 Haar-like features, conventional LBP features and MB-LBP features, respectively. Then they are evaluated on the test set. Fig. 4(a) shows the curves of the error rate (average of false alarm rate and false rejection rate) as a function of the number of the selected features in the training procedure. We can see the curve corresponding to MB-LBP features has the lowest error rate. It indicates that the weak classifiers based on MB-LBP features are more discriminative. The ROC curves of the three classifiers on the test set can be found in Fig. 4(b) . It is shown that in the given false alarm rate at 0.001, classifier based on MB-LBP features shows 15% higher correct rate than haar-like feature and 8% higher than original LBP feature. All the above shows the distinctive of MB-LBP features. It is mainly because the MB-LBP features can capture more information about the image structures.
Experimental results on CMU+MIT face set
We trained a cascade face detector based on MB-LBP features and tested it on the MIT+CMU database which is widely used to evaluate the performance of face detection algorithm. This set consists of 130 images with 507 labeled frontal faces. For training the face detector, all collected 40,000 face samples are used, the bootstrap strategy is also used to re-collect non-face samples. Our trained detector has 9 layers including 470 MB-LBP features.Comparing with the Viola's cascade detector [12] which has 32 layers and 4297 features, our MB-LBP feature is much more efficient. From the results, we can see that our method get considerable performance with fewer features. The processing time of our detector for a 320x240 image is less than 0.1s on a P4 3.0GHz PC. Table 2 . Experimental results on MIT+CMU set. 
Conclusions
In this paper, we proposed multi-block local binary pattern(MB-LBP) features as descriptor for face detection. A boosting-based detector is implemented. Aims at the nonmetric feature value of MB-LBP features, multi-branch regression tree is adopted to construct the weak classifiers. First, these features can capture more information about image structure than traditional Haar-like features and show more distinctive performance. Second, fewer feature number of the completed feature set makes the training process easier. In our experiment, it is shown that at the given false alarm rate 0.001, MB-LBP shows 15% higher correct rate than Haar-like feature and 8% higher than original LBP feature. Moreover, our face detector gets considerable performance on CMU+MIT database with fewer features.
