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Abstract
Given a class of functions F on a probability space (Ω, µ), we study
the structure of a typical coordinate projection of the class, defined
by {(f(Xi))Ni=1 : f ∈ F}, where X1, ..., XN are independent, selected
according to µ. This notion of projection generalizes the standard
linear random projection used in Asymptotic Geometric Analysis.
We show that when F is a subgaussian class of functions, a typical
coordinate projection satisfies a Dvoretzky type theorem.
1 Introduction
Random projections appear naturally in various areas of mathematics, most
notably in Asymptotic Geometric Analysis. What is arguably the most im-
portant result in classical Asymptotic Geometric Analysis, Milman’s version
of Dvoretzky’s Theorem [10, 11, 12], deals with random sections/projections
of a convex, centrally symmetric set in Rn with a nonempty interior (a convex
body). The question was to identify the dimension k for which an orthogo-
nal projection of a convex body T onto a typical element in the Granssmann
manifold Gk,n, relative to the Haar measure, is almost Euclidean.
Milman showed that k is governed by two parameters: the mean-width
of T , defined by ∫
Sn−1
sup
t∈T
〈
t, x
〉
dx,
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where the integration is with respect to the Haar measure on the sphere;
and the Euclidean radius of T , supt∈T ‖t‖ℓn2 , denoted by dT .
An accurate formulation of Milman’s Theorem for a gaussian projection
(see, e.g., [12]) is the following. Let G = (gi)
n
i=1 be the standard gaussian
vector on Rn, whose coordinates are independent, standard gaussian random
variables. Set
ℓ∗(T ) = E sup
t∈T
n∑
i=1
giti,
the gaussian mean-width of T . The critical dimension of T is defined to be
k∗T =
(
ℓ∗(T )
dT
)2
.
Let G1, ..., GN be independent copies of G and put Γ =
∑N
i=1
〈
Gi, ·
〉
ei. For
every 0 < ε < 1/2, let k∗T,ε = ηεk
∗
T , where ηε = ε
2/ log(1/ε). Finally, set
ℓN2 to be R
N endowed with the Euclidean norm, and put BN2 to be the unit
ball in ℓN2 .
Theorem 1.1 There exist absolute constants c1 and c2 for which the fol-
lowing holds. If 0 < ε < 1/2 and N = c1k
∗
T,ε, then with probability at least
1− 2 exp(−c2k∗T,ε),
(1− ε)ℓ∗(T )BN2 ⊂ ΓT ⊂ (1 + ε)ℓ∗(T )BN2 .
Therefore, with high probability, a gaussian projection of T of dimension
proportional to k∗T,ε is ‘almost’ the Euclidean ball. In fact, the dependence
on ε was improved further by Gordon [3, 4] to cε2k∗T , but since the focus of
this note is on isomorphic results rather than on almost isometric ones, we
will not go into more details on that dependence.
It is interesting to note that the proof of Theorem 1.1 is indirect, and
follows by dualizing the corresponding result for sections. Moreover, the
proof is based rotation invariance and on a concentration theorem for Lips-
chitz functions on Rn, relative to the standard gaussian measure. Since the
two are rather special properties that are rarely satisfied by more general
matrix ensembles, it is not clear whether a Dvoretzky type theorem is true
for linear projections selected according to other distributions.
Random projections appear naturally in other types of problems, and
the ones that motivated this work originated in Probability/Statitics.
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Consider a class of functions F defined a probability space (Ω, µ). If X
is distributed according to µ, X1, ...,XN are independent copies of X and
σ = (Xi)
N
i=1, the corresponding coordinate projection of F is
PσF = {(f(Xi))Ni=1 : f ∈ F} ⊂ RN . (1.1)
The name ‘random coordinate projection’ may appear a little misleading
when one is used to the linear setup. However, this notion seems to be
the right generalization of a random linear projection. Indeed, let µ be a
measure on Rn and consider the random matrix ensemble consisting of the
matrices Γ =
∑N
i=1
〈
Xi, ·
〉
ei, for σ = (Xi)
N
i=1 that is selected according to
µN . For a set T ⊂ Rn, let FT = {
〈
t, ·〉 : t ∈ T} be the class of linear
functionals on Rn associated with T . Clearly,
PσFT = ΓT
that is, the linear projection of T , ΓT , is the corresponding coordinate pro-
jection of FT generated by the sample σ.
The key fact behind the results presented below, and which leads to a
Dvoretzky type theorem for various coordinate projections, is due to Rudel-
son and Vershynin [13]. They proved a Dvoretzky type theorem for sections
of a convex body (see its formulation for coordinate projections in Theorem
4.1), by showing that a body that contains the Euclidean unit ball Bn2 , has
a coordinate section of the ‘right dimension’ m which is contained in an ap-
propriate multiple of Bm1 , the unit ball in ℓ
m
1 . This immediately leads to an
isomorphic Dvoretzky type theorem because a typical proportional section
of Bm1 is actually Euclidean (see, e.g. [11, 12]).
Here, we will use the dual formulation of Rudelson and Vershynin’s result
to show that if F is an L-subgaussian class of functions (defined below) and
satisfies an additional regularity assumption, one may obtain a Dvoretzky
type result for a typical coordinate projection PσF .
Definition 1.2 Given a function f on the probability space (Ω, µ), let
‖f‖ψ2 = inf
{
c > 0 : E exp(|f/c|2) ≤ 2} .
A class of functions F on (Ω, µ) is L-subgaussian if for every f, h ∈ F ∪{0},
‖f−h‖ψ2 ≤ L‖f−h‖L2 , where both norms are with respect to the underlying
measure µ.
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Let F ⊂ L2 be an L-subgaussian class that is convex and centrally sym-
metric and let {Gf : f ∈ F} be the canonical gaussian process indexed by F ,
i.e., its covariance structure coincides with L2(µ). In such a case, the natu-
ral analogs for ℓ∗ and d are E supf∈F Gf ≡ E‖G‖F and dF = supf∈F ‖f‖L2
respectively. Thus,
k∗F =
(
E‖G‖F
dF
)2
is the function-class analog of the critical dimension.
To formulate the main result of this note, consider a class F , a sample
(Xi)
N
i=1 and a subset I ⊂ {1, ..., N}. Let QI : RN → RI be defined for every
x =
∑N
i=1 xiei by QIx =
∑
i∈I xiei. Set V = PσF and QIV = {(f(Xi))i∈I :
f ∈ F} ⊂ RI . Let BI∞ be the unit cube on the coordinates I and put BI2 to
be the unit Euclidean ball on those coordinates.
Finally, let D be the unit ball of L2(µ) and set φ(r) = E supf∈F∩rDGf ,
the oscillation function of the gaussian process indexed by F .
Theorem A. For every L ≥ 1 and 0 < α < 1 there exist constants
c1, c2, c3, c4 and c5 that depend only on L and α for which the following holds.
Let F be an L-subgaussian class of functions that is convex and centrally
symmetric. Assume further that φ(αdF ) ≤ E‖G‖F /4. If N ≥ c1k∗F , then
with µN -probability at least 1 − 2 exp(−c2k∗F ) there exists I ⊂ {1, ..., N},
|I| ≥ c3k∗F for which
c4
E‖G‖F√
|I| B
I
∞ ⊂ QIV ⊂ c5E‖G‖FBI2 .
The significant difference between a Dvoretzky type theorem and The-
orem A is that the latter ensures the existence of an extremal cube con-
tained in QIV ⊂ E‖G‖FBI2 , rather than in the ball cE‖G‖FBI2 itself (clearly,
BI∞/
√
|I| is the largest possible cube that one may find in BI2).
Just as noted above regarding the result from [13], Theorem A is not
far from a Dvoretzky type theorem. Indeed, it is well known that a linear
random projection (e.g. relative to the Haar measure – but also with respect
to more general random ensembles, as will be shown later) of the cube
BI∞/
√
|I| is equivalent to the Euclidean ball BI2 . Hence, Theorem A implies
that QIV is a subset of R
I that is a proportional random projection away
from an isomorphic equivalence with a Euclidean ball.
The existence of extremal structures (in this case, of an extremal cube) in
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a convex body, usually occurs because the set is, on one hand, well bounded,
and on the other, of extremal complexity. The combination of the two prop-
erties forces some structure to appear. Here, the rather weak assumption
on the oscillation function φ(r) is used to ensure that for a typical σ,
ℓ∗(PσF ) ≥ c(L,α)
√
NE‖G‖F (1.2)
and thus PσF is a convex subset of cE‖G‖FBN2 of extremal gaussian width.
In addition to Theorem A, we will present two other applications when
the class of functions is FT = {
〈
t, ·〉 : t ∈ T} for a convex body T ⊂ Rn,
and µ is an isotropic measure on Rn (recall that a probability measure µ on
R
n is isotropic if it is symmetric and for every t ∈ Rn, ∫
Rn
〈
x, t
〉2
dµ(x) =
‖x‖2ℓn
2
). The first application leads to a subgaussian Dvoretzky type theorem
for spaces with a nontrivial cotype 2 constant; the second studies linear
subgaussian images of the intersection body of the unit ball of ℓn1 with a
Euclidean ball, and in particular, provides some information on the structure
of certain random polytopes. Both results follow from appropriate versions
of Theorem A, though not directly from Theorem A itself.
We end the introduction with a few basic definitions, some notation
and facts that will be used throughout the note. Absolute constants are
denoted by c1, c2, ...; their value may change from line to line. We write
A . B if there is an absolute constant c1 for which A ≤ c1B, and A ∼ B if
c1A ≤ B ≤ c2A for absolute constants c1 and c2. A .r B or A ∼r B means
that the constants depend on some parameter r.
Given a probability measure µ and α ≥ 1, Lψα is the Orlicz space of all
measurable functions, for which the ψα norm, defined by
‖f‖ψα = inf {c > 0 : Eµ exp(|f/c|α) ≤ 2} ,
is finite. Basic facts on Orlicz spaces may be found in [16].
One feature of a ψα random variable is that an average of its independent
copies concentrates around its mean.
Theorem 1.3 There exists an absolute constant c1 for which the follow-
ing holds. If f ∈ Lψ1 and X1, ...,XN are independent random variables
distributed according to µ, then for every u > 0,
Pr
(∣∣∣∣∣ 1N
N∑
i=1
f(Xi)− Ef
∣∣∣∣∣ ≥ u‖f‖ψ1
)
≤ 2 exp(−c1N min{u2, u}).
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In particular, if f ∈ Lψ2 then
Pr
(∣∣∣∣∣ 1N
N∑
i=1
f2(Xi)− Ef2
∣∣∣∣∣ ≥ u‖f‖2ψ2
)
≤ 2 exp(−c1N min{u2, u}).
The first part of Theorem 1.3 is a ψ1 version of Bernstein’s inequality (see,
for example, [16]); the second one is an immediate outcome of the first,
because ‖f2‖ψ1 = ‖f‖2ψ2 .
Finally, if (ai)
N
i=1 ∈ RN , denote by (a∗i )Ni=1 a monotone non-increasing
rearrangement of (|ai|)Ni=1.
2 Remarks on a Dvoretzky type theorem for gaus-
sian projections
In this section we will sketch the argument behind Milman’s version of
Dvoretzky’s Theorem for gaussian projections. All the facts presented here
are known, and will only serve as an indication of how a Dvoretzky type the-
orem may be extended to the case we are interested in: typical coordinate
projections of a function class.
For reasons that will become clear later, the argument will be split into
two parts. The first is the upper estimate that follows from information on
the monotone rearrangement of the random vectors (
〈
Gi, t
〉
)Ni=1:
Theorem 2.1 There exists absolute constants c1, c2 and c3 for which the
following holds. For every ε > 0, 1 ≤ k ≤ N and u ≥ c1, with probability at
least 1− 2 exp(−c2u2k log(eN/kε)),
sup
t∈T
(
k∑
i=1
(
〈
Gi, t
〉∗
)2
)1/2
≤ (1 + ε)
(
ℓ∗(T ) + c3udT
√
k log(eN/kε)
)
.
In particular, with probability at least 1− 2 exp(−c2u2N),
sup
t∈T
(
N∑
i=1
〈
Gi, t
〉2)1/2 ≤ (1 + ε)(ℓ∗(T ) + c3udT√N) . (2.1)
The upper estimate in Dvoretzky’s Theorem follows from Theorem 2.1.
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Indeed, if Γ =
∑N
i=1
〈
Gi, ·
〉
ei then
sup
t∈T
‖Γt‖ℓN
2
≤ (1 + ε) ·
(
ℓ∗(T ) + c1udT
√
N log(e/ε)
)
≤(1 + ε)ℓ∗(T )
(
1 + c1v
dT
ℓ∗(T )
√
N log(e/ε)
)
≤(1 + ε)ℓ∗(T ) · (1 + c1vε),
provided that N . k∗T,ε.
Note that a proof of an isomorphic upper estimate is an immediate out-
come of (2.1). Hence, a high probability estimate of the form
sup
f∈F
(
N∑
i=1
f2(Xi)
)1/2
≤ c
(
E‖G‖F + dF
√
N
)
implies that if |σ| ≤ c1k∗F , then PσF ⊂ cE‖G‖FB|σ|2 for a typical projection.
The other half of Theorem 1.1 turns out to be more restrictive.
Theorem 2.2 There exist absolute constants c1 and c2 for which the fol-
lowing holds. If 0 < ε < 1/2, N ≤ c1k∗T,ε and Γ =
∑N
i=1
〈
Gi, ·
〉
ei, then with
probability at least 1− 2 exp(−c2ε2k∗T,ε),
(1− ε)ℓ∗(T )BN2 ⊂ ΓT.
The proof is based on a separation argument: Fix ρ > 0 and an integer
N . If ρBN2 6⊂ ΓT , there is w ∈ ρBN2 \ΓT , and since ΓT is a convex body,
there is a functional z ∈ SN−1 for which supt∈T
〈
Γt, z
〉
<
〈
w, z
〉
. Clearly,〈
w, z
〉 ≤ ρ, and thus it suffices to show that for the right choice of N , with
high probability,
inf
z∈SN−1
sup
t∈T
〈
Γt, z
〉
= inf
z∈SN−1
‖
N∑
i=1
ziGi‖T ◦ > ρ, (2.2)
where ‖ ‖T ◦ is the norm on Rn whose unit ball is T ◦, the polar body of T .
Observe that (2.2) actually follows from a small-ball estimate rather than
a concentration based one. It holds for ρ ∼ ℓ∗(T ) and the right choice of N ,
if for every z ∈ SN−1 and u < 1/2,
Pr
(
sup
t∈T
∣∣∣∣∣
N∑
i=1
zi
〈
Gi, t
〉∣∣∣∣∣ ≤ cuℓ∗(T )
)
≤ uk∗T .
7
Although a small-ball estimate of this type is not unique to the gaussian
ensemble, it is still rather restrictive, certainly in the context of coordinate
projections of function classes. Building on the result from [13], we will
explain why, instead of a small-ball condition, and once the ‘upper estimate’
in Theorem A is satisfied, the ‘lower estimate’ holds when
∫
SN−1
sup
f∈F
∣∣∣∣∣
N∑
i=1
zif(Xi)
∣∣∣∣∣ dz ≥ cE‖G‖F .
3 A few facts on chaining
Our results are based on chaining methods and we refer the reader to [15]
for an extensive survey on this topic.
Definition 3.1 [15] For a metric space (F, d), an admissible sequence of F
is a collection of subsets of F , {Fs : s ≥ 0}, satisfying that for every s ≥ 1,
|Fs| ≤ 22s and |F0| = 1. For s0 ≥ 0, let
γ2,s0(F, d) = inf sup
f∈F
∞∑
s=s0
2s/2d(f, Fs),
where the infimum is taken with respect to all admissible sequences of F .
If s0 = 0 we will write γ2(F, d) instead of γ2,s0(F, d).
If F is a class of functions and (Fs)s≥0 is an admissible sequence, let πsf
be a nearest point to f in Fs relative to the metric d, and for s > 0, let
∆sf = πsf − πs−1f .
When F ⊂ L2(µ) (or ℓN2 ), γ2(F,L2) is determined by properties of the
canonical gaussian process indexed by the class (see [1, 15] for detailed ex-
positions on these connections). Indeed, under certain mild measurability
assumptions, if {Gf : f ∈ F} is a centered gaussian process indexed by F ,
then setting E‖G‖F ≡ E supf∈F Gf one has
c1γ2(F, d) ≤ E‖G‖F ≤ c2γ2(F, d),
where c1 and c2 are absolute constants, and for every f, h ∈ F , d2(f, h) =
E|Gf −Gh|2. The upper bound is due to Fernique [2] and the lower bound is
Talagrand’s Majorizing Measures Theorem [14, 15]. Hence, if {Gf : f ∈ F}
is the canonical gaussian process indexed by F ⊂ L2(µ) then E‖G‖F ∼
γ2(F,L2).
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Note that if T ⊂ ℓN2 , (gi)Ni=1 are independent, standard gaussian random
variables and Gt =
∑n
i=1 giti, then d(s, t) = ‖s− t‖ℓn2 ; therefore
c1γ2(T, ℓ
n
2 ) ≤ E sup
t∈T
n∑
i=1
giti ≤ c2γ2(T, ℓn2 ). (3.1)
Also, if µ is an isotropic measure on Rn, T ⊂ Rn and FT = {
〈
t, ·〉 : t ∈
T} ⊂ L2(µ), the canonical gaussian process indexed by FT satisfies ℓ∗(T ) =
E‖G‖FT ∼ γ2(T, ℓn2 ).
4 A subgaussian Dvoretzky type theorem
As mentioned earlier, our results are based on [13]. Although not stated in
exactly this way in [13], Theorem 4.1 follows immediately from Theorem 7.4
and Corollary 7.9 there:
Theorem 4.1 There exist absolute constants c1 and c2 for which the fol-
lowing holds. Let V ⊂ RN and assume that
1. dV ≤ α, and
2. ℓ∗(V ) ≥ δ
√
Nα.
Then, there exists I ⊂ {1, ..., N}, for which |I| ≥ c1 δ2Nlog3(2/δ) and
c2
α√
N
BI∞ ⊂ QIV.
The sets V we will be interested in are the random coordinate projections
PσF , which leads to the following definition:
Definition 4.2 For every u > 0, 0 < δ < 1 and a fixed integer N , let
Au,δ,N ⊂ ΩN be the event on which
1. For every f ∈ F ,
(∑N
i=1 f
2(Xi)
)1/2
≤ u
(
E‖G‖F + dF
√
N
)
, and
2. ℓ∗(PσF ) ≥ δ
√
NE‖G‖F .
To simplify notation we will sometimes omit the subscripts u, δ and N .
The following is a direct outcome of Theorem 4.1.
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Theorem 4.3 For every 0 < δ < 1 and u > 0, there exist constants c1,
c2, c3 and c4 that depend only on δ and u for which the following holds. If
N ≥ c1k∗F , σ ∈ Au,δ,N and V = PσF , then there exists I ⊂ {1, ..., N},
|I| ≥ c2k∗F for which
c3
E‖G‖F√
|I| B
I
∞ ⊂ QIV ⊂ c4E‖G‖FBI2 . (4.1)
In particular, if µ is isotropic, T ⊂ Rn and ΓI =
∑
i∈I
〈
Xi, ·
〉
ei, then
c3
ℓ∗(T )√
|I| B
I
∞ ⊂ ΓIT ⊂ c4ℓ∗(T )BI2 . (4.2)
Thus, one has to identify conditions in which the event A has sufficiently
high probability.
4.1 The upper estimate
Lemma 4.4 For every L ≥ 1 there exist constants c1 and c2 that depend
only on L for which the following holds. If F is an L-subgaussian class, then
for every u ≥ 1, with probability at least 1− 2 exp(−c1u2N),
sup
f∈F
(
N∑
i=1
f2(Xi)
)1/2
≤ c2u
(
E‖G‖F + dF
√
N
)
.
Proof. Let (Fs)s≥0 be an admissible sequence of F and fix s0 to be the
first integer s for which 2s ≥ N . Given a sample X1, ...,XN , set ‖f‖LN
2
=
(N−1
∑N
i=1 f
2(Xi))
1/2. Recall that ∆sf = πsf − πs−1f and note that f =∑
s>s0
∆sf + πs0f . Therefore,
‖f‖LN
2
≤
∑
s>s0
‖∆sf‖LN
2
+ ‖πs0f‖LN
2
.
Observe that if h ∈ Lψ2 , then by Theorem 1.3, with probability at least
1− 2 exp(−cN min{v, v2}),
1
N
N∑
i=1
h2(Xi) ≤ Eh2 + v‖h‖2ψ2 .
Let u ≥ 1, set v = u2s/N ≥ 1 and put h = ∆sf (resp. h = πs0f).
Since F is L-subgaussian, ‖∆sf‖ψ2 ≤ L‖∆sf‖L2 and ‖πs0f‖ψ2 ≤ L‖πs0f‖L2 .
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Moreover, as |Fs−1| · |Fs| ≤ 22s+1 , if u ≥ c0 then with probability at least
1− 2 exp(−c1u2s0) ≥ 1− 2 exp(−c2uN), for every f ∈ F and every s > s0,
N∑
i=1
(∆sf)
2(Xi) ≤ (N + L2u2s)‖∆sf‖2L2 ,
and
N∑
i=1
(πs0f)
2(Xi) ≤ (N + L2u2s0)‖πs0f‖2L2 .
On that event,∑
s>s0
‖∆sf‖LN
2
+ ‖πs0f‖LN
2
. L
√
u(
∑
s>s0
2s/2‖∆sf‖L2 + 2s0/2dF )
.L
√
u
(
γ2,s0(F,L2) + 2
s0/2dF
)
. L
√
u
(
E‖G‖F +
√
NdF
)
,
provided that (Fs)s≥0 is an almost optimal admissible sequence with respect
to the L2 norm.
4.2 The lower estimate
Next, we turn to the second, more restrictive condition in the definition of
A.
Classes with a well-behaved gaussian oscillation
Let F ⊂ L2(µ) be a convex and centrally symmetric class. Recall that
φ(r) = E supf∈F∩rDGf and assume that there is 0 < α < 1 for which
φ(αdF ) ≤ E‖G‖F
4
.
Clearly, such an α exists if {Gf : f ∈ F} is a continuous gaussian process.
The first observation needed for the proof of Theorem A is a standard
subgaussian version of the Johnson-Lindenstrauss Lemma.
Lemma 4.5 For every L > 1 there exist constants c1, c2, c3 and c4 that
depend only on L and for which the following holds. If H is an L-subgaussian
class of functions with |H| ≤ exp(k), then for every N ≥ c1k, with µN -
probability at least 1− 2 exp(−c2N), for every h1, h2 ∈ H,
1
2
‖h1 − h2‖2L2 ≤
1
N
N∑
i=1
(h1 − h2)2(Xi) ≤ 3
2
‖h1 − h2‖2L2 .
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In particular, on the same event,
c3
√
NE‖G‖H ≤ ℓ∗(PσH) ≤ c4
√
NE‖G‖H .
The first part follows from Theorem 1.3, while the second is a corollary
of the first part and Slepian’s Lemma (see, e.g. [6]).
Proof of Theorem A. Let Λ be a maximal αdF -separated subset of F
with respect to the L2(µ) norm. Since F is convex and centrally symmetric,
for every f ∈ F one has that f = πf + (f − πf) where πf ∈ Λ and
f − πf ∈ 2F ∩ αdFD ⊂ 2(F ∩ αdfD). Therefore,
E‖G‖F ≤E sup
f∈Λ
Gf + 2E sup
f∈F∩αdFD
Gf = E sup
f∈Λ
Gf + 2φ(αdF )
≤E sup
f∈Λ
Gf +
1
2
E‖G‖F ,
and thus E supf∈ΛGf ≥ (1/2)E‖G‖F . On the other hand, by Sudakov’s
minoration (see, e.g., [6]),
log |Λ| ≤ c0
(
E‖G‖F
αdF
)2
= (c0/α
2)k∗F .
Let c1, ..., c4 as in Lemma 4.5 and note that by that lemma, applied to
the set Λ for k = (c0/α
2)k∗F and N = c1k, one has that with probability at
least 1− 2 exp(−c2N),
c3
√
NE sup
f∈Λ
Gf ≤ ℓ∗(PσΛ) ≤ c4
√
NE sup
f∈Λ
Gf .
Hence, with probability at least 1− 2 exp(−c5(L,α)k∗F ),
ℓ∗(PσF ) ≥ c6(L,α)
√
NE‖G‖F ,
implying that for δ ∼L,α 1, N ∼L,α k∗F and u = 1,
Pr(Au,δ,N) ≥ 1− 2 exp(−c7(L,α)k∗F ).
Therefore, by Theorem 4.3, if σ ∈ A and V = PσF , there is a subset
I ⊂ {1, ..., N}, |I| ∼L k∗F and
c8B
I
∞
E‖G‖F√
k∗F
⊂ QIV ⊂ c9E‖G‖FBI2
for constants c8 and c9 that depend only on L and α, as claimed.
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Spaces with cotype
Let T ⊂ Rn be a convex body and assume that ‖ ‖T ◦ , the norm whose unit
ball is the polar body T ◦, has (gaussian) cotype 2 with a constant C2(T
◦).
It is well known that if X is an isotropic, L-subgaussian vector on Rn
with iid coordinates, there exist constants c0 = c0(L) and c1 that depend
only on C2(T
◦) for which
c0E‖X‖T ◦ ≤ ℓ∗(T ) ≤ c1E‖X‖T ◦ . (4.3)
The left-hand side of (4.3) follows, for example, from a chaining argu-
ment and the Majorizing Measures Theorem, while the right-hand side may
be found in [6] (see also [9]).
Lemma 4.6 For every L > 1 and κ > 0 there exists constants c1 and c2 that
depend only on L and κ for which the following holds. If T is a convex body
for which C2(T
◦) ≤ κ, then with µN -probability at least 1− 2 exp(−c1N),
ℓ∗(PσT ) ≥ c2
√
Nℓ∗(T ).
Proof. For every X1, ...,XN ,
ℓ∗(PσT ) = Eg sup
t∈T
N∑
i=1
gi
〈
Xi, t
〉
= Eg‖
N∑
i=1
giXi‖T ◦ .
By the Kahane-Khintchine inequality and since T ◦ has cotype 2,
(
Eg‖
N∑
i=1
giXi‖T ◦
)2
& Eg‖
N∑
i=1
giXi‖2T ◦ ≥ C−22 (T ◦)
N∑
i=1
‖Xi‖2T ◦ .
To conclude the proof one has to find a high probability lower bound on∑N
i=1 ‖Xi‖2T ◦ . To that end, observe that there are constants c1 and 0 < η < 1
that depend only on L and C2(T
◦), for which
Pr (‖X‖T ◦ ≥ c1E‖X‖T ◦) ≥ η. (4.4)
Indeed, let (Ts)s≥0 be an almost optimal admissible sequence of T and set
s0 ≥ 0. By a straightforward chaining argument one has that with proba-
bility at least 1− 2 exp(−c2u22s0), for every t ∈ T ,
|〈X, t〉| ≤ u
(∑
s>s0
2s/2‖〈∆st,X〉‖ψ2 + 2s0/2‖〈πs0t,X〉‖ψ2
)
.
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Since X is L-subgaussian and by the Majorizing Measures Theorem, for
every u ≥ 1,
Pr
(
sup
t∈T
|〈X, t〉| ≥ c3Lu(ℓ∗(T ) + 2s0/2dT)
)
≤ 2 exp(−c2u22s0). (4.5)
If p ≥ 1, set 2s0 ∼ max{p, k∗T }. Integrating the tail estimate (4.5) implies
that (
E‖X‖pT ◦
)1/p
.L ℓ∗(T ) +
√
pdT ≤ c4(κ,L) (E‖X‖T ◦ +√pdT ) ,
and (4.4) follows from the Paley-Zygmund inequality.
Finally, if (ηi)
N
i=1 are selectors with mean η (defined in (4.4)), then
Pr
(
N∑
i=1
‖Xi‖2T ◦ ≥ c21(E‖X‖T ◦)2N/100
)
≥ Pr
(
N∑
i=1
ηi ≥ Nη/100
)
≥1− 2 exp(−c4Nη2).
Combining Lemma 4.4 with Lemma 4.6 shows that for the correct choice
of u and δ, which depend only on L and on the cotype-2 constant of T ◦, and
for N ∼L,C2 k∗T ,
µN (Au,δ,N) ≥ 1− 2 exp(−ck∗T ).
And, if σ ∈ A, I as in Theorem 4.3 and ΓI =
∑
i∈I
〈
Xi, ·
〉
ei, one has
c1
ℓ∗(T )√
|I| B
I
∞ ⊂ ΓIT ⊂ c2ℓ∗(T )BI2 .
Bn1 and random polytopes
Let T = Bn1 be the unit ball in ℓ
n
1 and recall the well known fact (see, for
example, [5]) that for every 1/
√
n ≤ ρ ≤ 1,
E‖G‖Bn
1
∩ρBn
2
= E sup
t∈Bn
1
∩ρBn
2
n∑
i=1
giti ∼
√
log(enρ2),
while for ρ . 1/
√
n, E‖G‖Bn
1
∩ρBn
2
∼ √nρ. Therefore, if log n . k ≤ n, and
ρk ∼
√
log(en/k)
k , the critical dimension of the intersection body B
n
1 ∩ ρkBn2
is (
ℓ∗(B
n
1 ∩ ρkBn2 )
ρk
)2
= k.
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For every I ⊂ {1, ..., n}, let SI = {x ∈ Sn−1 : supp(x) = I}. Note
that
⋃
I c1ρkS
I ⊂ Bn1 ∩ ρkBn2 , with the union taken over all subsets of
{1, ..., n} of cardinality m ∼ k/ log(en/k) and c1 is an appropriate absolute
constant. A standard argument (see, e.g., [8], Lemma 3.6) shows that there
is a collection B of subsets of {1, ..., n} of cardinality m that is c2m-separated
in the Hamming distance, and log |B| & k. Let
Wk =
{
c1ρk√
m
∑
i∈I
ei : I ∈ B
}
⊂
⋃
I
c1ρkS
I ⊂ Bn1 ∩ ρkBn2 ,
note that |Wk| ≤ exp(c3k) and that by Slepian’s Lemma
E sup
w∈Wk
n∑
i=1
giwi & ρk
√
k & ℓ∗(B
n
1 ∩ ρkBn2 ).
Let X be an isotropic, L-subgaussian vector on Rn, distributed according
to a measure µ. Applying Lemma 4.5 to the set Wk ⊂ Bn1 ∩ρkBn2 for N ∼ k
it follows that with µN -probability at least 1− 2 exp(−c3(L)k),
ℓ∗(Pσ(B
n
1 ∩ ρkBn2 )) &
√
kℓ∗(B
n
1 ∩ ρkBn2 ) ∼
√
log(en/k). (4.6)
Hence, combined with Lemma 4.4 for u and δ that depend only on L, one
has that Pr(A) ≥ 1− 2 exp(−c4(L)k), and if σ ∈ A there is I ⊂ {1, ..., N},
|I| ≥ c5(L)k, for which
c6(L)
√
log(en/k)
k
BI∞ ⊂ ΓI(Bn1 ∩ ρkBn2 ) ⊂ c7(L)
√
log(en/k)
k
BI2 .
This observation should be compared with the following result from [7]:
Theorem 4.7 For every L > 1 there exist constants c1 and c2 that depend
on L and for which the following holds. Let ξ be mean-zero, variance one,
L-subgaussian random variable. Set X = (ξi)
n
i=1 to be a vector with inde-
pendent coordinates, distributed according to ξ and put Γ =
∑k
i=1
〈
Xi, ·
〉
ei,
where (Xi)
k
i=1 are independent copies of X. Then, for 0 < β < 1/2, with
probability at least 1− 2 exp(−c1kβn1−β),
c2
√
log(en/k)
k
Bk∞ ⊂ ΓBn1 .
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Improving the lower estimate using a further projection
Another outcome of Theorem 4.3 is that if σ ∈ A, QI(PσF ) is only a pro-
portional linear projection away from being equivalent to a Euclidean ball.
This is well known for a typical orthogonal projection relative to the Haar
measure, but we will show that the same is true for more general random
ensembles.
Let σ ∈ A, set I to be as in Theorem 4.3, recall that |I| ∼ k∗F and put
W = QIV = QI(PσF ).
For a mean-zero, variance 1, L-subgaussian random variable ξ, let Y =
(ξi)
I
i=1. If Y1, ..., YM are independent copies of Y , consider what a further
linear projection,
∑M
i=1
〈
Yi, ·
〉
ei : R
I → RM does to both sides of the inclu-
sion in (4.1).
Since Y is an isotropic, L-subgaussian random vector on RI , then by
Lemma 4.4, with probability at least 1− 2 exp(−c0M),
sup
v∈BI
2
(
M∑
i=1
〈
Yi, v
〉2)1/2
.L
√
|I|+
√
M.
Hence, forM ∼ k∗F , and Γτ =
∑M
i=1
〈
Yi, ·
〉
ei, one has ΓτW ⊂ c1
√
k∗FE‖G‖FBM2 .
For the reverse inclusion, it suffices to prove that Γτ (E‖G‖F /
√
k∗F )B
I
∞
contains a large enough Euclidean ball.
Lemma 4.8 For every L ≥ 1 there exist constants c1, c2 and c3 that de-
pend only on L and for which the following holds. Let ξ be a mean-zero,
variance 1, L-subgaussian random variable, and let Y = (ξi)
m
i=1 be a vector
of independent copies of ξ. If M = c1m and Γτ =
∑M
i=1
〈
Yi, ·
〉
ei, then with
probability at least 1− exp(−c2m),
c3mB
M
2 ⊂ ΓτBm∞.
Proof. Following the same path as in the proof of Theorem 2.2, it suffices to
show that infs∈SM−1 ‖
∑M
i=1 siYi‖ℓm1 ≥ ρ, to ensure that ρBM2 ⊂ ΓτBm2 . Let
s ∈ SM−1, set z = ∑Mi=1 siξi and observe that if z1, ..., zN are independent
copies of z then
∑
i=1 siYi has the same distribution as Z = (zj)
m
i=1.
It is standard to verify that since z is mean-zero, variance one and L-
subgaussian, E‖Z‖ℓm
1
∼ m. Applying Theorem 1.3,
Pr

 1
m
m∑
j=1
|zj | ≤ ε

 ≤ Pr


∣∣∣∣∣∣
1
m
m∑
j=1
|zj | − E|z|
∣∣∣∣∣∣ ≥ (E|z|)/2

 ≤ 2 exp(−c1m),
where c1 depends only on L. The proof now follows from an ε-net argument.
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Corollary 4.9 Using the notation above, if N = c1k
∗
F , σ ∈ Aδ,u,N , I sat-
isfies (4.1), W = QI(PσF ) and M = c2k
∗
F , then with probability at least
1− 2 exp(−c3M) with respect to (Yi)Mi=1,
c4
√
k∗FE‖G‖FBM2 ⊂ ΓτW ⊂ c5
√
k∗FE‖G‖FBM2
for constants that depend only on L.
As an example, consider the case of a convex body T ⊂ Rn for which
‖ ‖T ◦ has a nontrivial gaussian cotype 2 constant. If |τ | ∼ k∗T as in Corollary
4.9 and W = ΓIT , it follows that
c1
√
k∗T ℓ∗(T )B
|τ |
2 ⊂ ΓτW ⊂ c2
√
k∗T ℓ∗(T )B
|τ |
2 , (4.7)
which is an isomorphic Dvoretzky-type theorem, obtained by first applying
the random subgaussian operator ΓI =
∑
i∈I
〈
Xi, ·
〉
ei to T for a specific
choice of I ⊂ {1, ..., N} that depends on (Xi)Ni=1, and is of cardinality pro-
portional to k∗T , and then a further linear projection given by
∑M
i=1
〈
Yi, ·
〉
ei,
again, for M that is proportional to k∗T .
Equation (4.7) should be compared with the Dvoretzky type theorem
from [9]. In [9] the random projection was given by a matrix with N in-
dependent rows, generated by a random vector X with iid mean-zero, vari-
ance 1, L-subgaussian coordinates. The proof followed the path of a gaussian
Dvoretzky Theorem – with some modifications, and as such, it was based on
a concentration argument. However, due to the lack of a strong enough con-
centration estimate, the dimension obtained in [9] was only ∼L k∗T / log2 n,
and not ∼L k∗T as we have here – though the higher dimension comes at a
price of an additional subgaussian projection.
To the best of our knowledge, it is still not known whether one may
obtain an isomorphic Dvoretzky type theorem in such a case, using a single
subgaussian projection generated by X and of dimension k∗T .
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