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Abstract The present work uses dynamic mode decomposition (DMD) to analyze wake ﬂow of
NACA0015 airfoil with Gurney ﬂap. The physics of DMD is ﬁrst introduced. Then the PIV-measured
wake ﬂow velocity ﬁeld is decomposed into dynamical modes. The vortex shedding pattern behind
the trailing edge and its high-order harmonics have been captured with abundant information such
as frequency, wavelength and convection speed. It is observed that high-order dynamic modes
convect faster than low-order modes; moreover the wavelength of the dynamic modes scales with
the corresponding frequency in power law. c© 2011 The Chinese Society of Theoretical and Applied
Mechanics. [doi:10.1063/2.1101202]
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Complex ﬂow, such as separation, shear layer and
turbulence, always presents dynamical behavior over a
wide range of scales in both space and time. The diver-
sity of these scales and their interaction makes describ-
ing the underlying ﬂow dynamics a diﬃcult task. In
practice, the whole ﬂow ﬁeld can be decomposed into
modes which capture dominant features and are thus
recognized as interpreters of dominant ﬂow structures.
Proper orthogonal decomposition (POD) is a pow-
erful tool for ﬂow ﬁeld decomposing.[1–3] It extracts
orthogonal structures by diagonalizing the correlation
matrix of the temporal-spatial velocity ﬁeld ensemble
and provides a hierarchy of coherent structures ranked
by their energy. However, the averaging process associ-
ated with producing the correlation tensor causes loss of
phase information,[4] e.g. the spatial POD modes might
not be temporally independent of each other, which is
critical for the dynamic identiﬁcation.
Dynamic mode decomposition (DMD) was recently
developed based on Koopman analysis of dynamical
system[5,6] by Schmid et al..[7,8] This technique uses
snapshots of the ﬂow ﬁeld only, and is capable of de-
scribing the ﬂow elements that characterize the domi-
nant dynamic behavior without any recurrence to the
underlying governing equations.[7] Compared to POD,
it has advantages in revealing dynamic information of
the ﬂow ﬁeld, e.g. the temporal dynamics and the asso-
ciated spatial shapes in a temporally orthogonal sense,
thus providing a more compact and instructive manner
of understanding the ﬂuid process. Since DMD is a new
concept to the ﬂuid community, its feasibility and supe-
riority has not been widely accepted. This leads to the
primary aim of the present work: to demonstrate the
ability of DMD analysis on quasi-periodical ﬂow. We
investigate a PIV-measured wake ﬂow shedding from a
2D airfoil with a Gurney ﬂap. It is hoped that by us-
ing DMD more dynamic information about the vortical
structures in the wake can be revealed.
The detailed derivation of DMD and the associated
algorithm has been already given by Schmid et al..[7,8]
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Here we will just give some brief comments on the basic
physics of DMD and how it works in dynamic identiﬁ-
cation. Let us start from a speciﬁed ﬂow process repre-
sented by velocity ﬁeld in spatial-temporal space. This
velocity ﬁeld can be organized into an ensemble of snap-
shots sampling at equidistant interval Δt with a form
of data matrix V N1 , e.g. V
N
1 = {v1, v2, · · · , vN}, where
the column vector vj stands for the spatially discretized
velocity ﬁeld at the jth instant. If the ensemble is large
enough to asymptotically approach the system manifold
of the ﬂow, a linear-tangent approximation can be thus
invoked, stating that there exists a constant mapping
from one snapshot to the next, e.g.
vj+1 = Avj , (1)
where the mapping matrix A remains constant over
the whole data sequence (j = 1, 2, · · · , N − 1). Fol-
lowing the idea of Krylov sequence,[9] the data matrix
V N−11 , which subtracts the last snapshot from the orig-
inal data matrix V N1 , can be expressed as V
N−1
1 =
{v1,Av1,A2v1, · · · ,AN−2v1}, and the snapshot map-
ping Eq. (1) changes to a form of ensemble mapping
AV N−11 = V
N
2 (2)
with V N2 = {v2, v3, · · · , vN}. Physically speaking,
Eq. (2) states that the mapping matrix A plays a role of
shifting the ﬂow ﬁeld along temporal dimension over a
step of Δt. In other words, the eigenvalues of A provide
information about the temporal dynamics of the ﬂow
ﬁeld.
Mathematically, A is associated with the system
matrix of the underlying ﬂow (always derived from gov-
erning equation), and cannot be determined directly
from velocity data obtained by simulation or measure-
ment. Therefore, a low-dimensional approximation is
adopted
AV N−11 = V
N
2 = V
N−1
1 S + re
T
N−1≈V N−11 S, (3)
where S is a companion matrix of A and r is the resid-
ual. The companion matrix S can then be determined
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Table 1. Frequency, wavelength and convection speed of the four most dominant dynamic modes
f0 2f0 3f0 4f0
Region I Region II Region I Region II Region I Region II Region I Region II
ωi/2π(Hz) 0.65 0.68 1.29 1.36 1.94 2.01 2.59 2.68
λx(mm) 58.2 65.4 31.4 36.6 22.4 24.1 17.8 18.5
c/U∞ 0.73 0.86 0.78 0.96 0.84 0.93 0.89 0.95
Fig. 1. Model illustration and the typical ﬂow pattern of the wake ﬂow revealed by Hydrogen bubble timeline visualization,
with the dashed rectangle indicating the two PIV-measured regions
from Eq. (3) by minimizing the residual r in a least
square sense. Denoting μj and yj as the eigenvalues
and eigenvectors of S , e.g. Syj = μjyj , it is known
that μj approximates some of the eigenvalues of the full
mapping matrix A, and provides temporal dynamical
information of the ﬂow ﬁeld. A more direct temporal
measure ωj is obtained by logarithmic mapping μj with
ωj = log(μj)/Δt = ω
j
r + iω
j
i , where the image part
ωji determines the phase velocity of the jth dynamic
mode and the real part ωjr reveals its growth/decay
rate (positive value for growth behavior and negative
value for decay behavior). The spatial dynamic mode
Φj corresponding to ωj can be obtained by projecting
the velocity data onto the associated eigenvector, e.g.
Φj = V
N−1
1 yj , and provides spatial information of this
mode. Moreover, in order to evaluate the dominance
between dynamic modes, we can project a speciﬁc dy-
namic mode Φj onto the POD basis, form a coherence
measure ‖vj‖ by the modulus of the resulting vector,[7]
and use it as a criteria to rank dynamic modes, similar
to ranking POD modes with energy content.
Following the above algorithm, we decompose the
PIV-measured wake ﬂow shedding from an NACA0015
airfoil with a Gurney ﬂap by using DMD method. Gur-
ney ﬂap is a short ﬂat plate perpendicularly attached
to the trailing edge on the pressure side of the airfoil,
aimed at enhancing the lift and the maximum lift-to-
drag ratio.[10] The NACA0015 airfoil we used has a
chord length of c=200mm and a span of 600mm with
end plate on both sides to maintain two dimensionality.
For manufacturing simplicity, the airfoil trailing edge
has a thickness of 2mm. The tested angle of attack of
the airfoil is α = 0◦. The Gurney ﬂap has a height of
h=5mm (2.5%c) and is positioned at 10%c ahead of the
trailing edge. The experiment was conducted in a wa-
ter channel with free-stream speed U∞=52mm/s, the
corresponding Reynolds number based on chord length
is Rec = 1.03× 104.
Time resolved 2D PIV measurement was taken in
the symmetric (x, y) plane of the airfoil. This PIV
system used the combination of continuous laser sheet
and high speed CCD camera to realize time resolved
measurement for low-speed ﬂow. The present sampling
frequency of the CCD camera is 140Hz. Due to the ﬁeld
of view of the PIV system, two streamwise-adjoined re-
gions in the wake region were measured individually
(as illustrated in Region I and Region II of Fig. 1).
10 000 snapshots of particle images were recorded for
each region, and analyzed with an interrogation window
of 16×16 pixels and 50% overlap. The systematic error
of this measurement was estimated to be 1%. More de-
tails about this PIV system and the velocity resolving
algorithm can be found in Pan et al..[11]
The airfoil model, the coordinate deﬁnition and the
PIV-measured region is illustrated in Fig. 1. In ad-
dition, a typical ﬂow pattern revealed by an instant-
neous hydrogen bubble timeline visualization is also
shown, depicting the well-known Ka´rma´n vortex street
in the wake. Figure 2 presents both the time-averaged
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Fig. 2. First order statistics of the wake ﬂow, colormap shows the distribution of time-averaged spanwise vorticity ωz and
solid line shows mean streamline deduced from time-averaged velocity ﬁeld
Fig. 3. Dynamic eigenvalue characteristics in region I. (a) DMD spectrum in the form of μj , each dot corresponds to one
mode (the blue circle will be explained in the text); (b) Coherence measure of each mode, the phase velocity ωi is normalized
by 2π to reveal the frequency information (the dashed straight line will be explained in the text)
spanwise vorticity ωz and the mean streamline deduced
from PIV measurement. It is clearly shown that up-
stream of the mean stagnation point (localized at about
x=35mm, y = −3mm), a pair of strong shear layers
with alternative sign extend from both sides of the air-
foil and clamp a separation bubble region which con-
tains a pair of counter-rotating vortices. This pattern
results from the time-integral of periodical shedding of
spanwise vortices around the stagnation point, and ac-
cords well with previous studies,[12] thus suggesting the
validity of PIV-measured velocity dataset.
Time-resolved velocity dataset was then decom-
posed into dynamical modes. 3000 successive snapshots
in each region were used to deduce the corresponding
companion matrix S with the algorithm proposed by
Schmid.[7] The eigenvalue μj (ωj), the spatial dynamic
mode Φj and the coherence measure ‖vj‖ was subse-
quently calculated. Figure 3 shows the characteristics of
the dynamic eigenvalue in region I. As show in Fig. 3(a),
most of the dynamic modes fell onto a unit circle in the
complex plane of μj , with the exception of only sev-
eral modes locating inside the unit circle. The distance
from the origin to the dynamic mode in the eigenvalue
complex plane characterizes the temporal behavior of
the corresponding mode, growing along time if the dis-
tance is larger than one while decaying if the distance is
smaller than one, and is equivalent to growth for ωr > 0
and decay for ωr < 0 if expressed in phase velocity.
The unit circle pattern of μj suggests that most modes
are quasi-neutral stable,[6] which is reasonable for the
present quasi-periodical wake ﬂow, while those dynamic
modes fallen inside the unit circle might be resulted
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Fig. 4. Spatial pattern of the dynamic mode at the frequency of f0 in Region I. (a)-(c) colormap shows distribution of u, v
and ωz components individually, quiver represents the velocity vector (only the real part is shown, the same as follows); (d)
time variation of the mode coeﬃcient aj(t); (e) power spectrum of aj(t)
from contamination of measurement noise. Figure 3(b)
presents the amplitude of coherence measure ‖vj‖ of
each dynamic mode, with dynamic mode expressed as
the image part of ωj normalized by 2π, which reveals the
actual frequency of the corresponding mode (the reason
will be given in the following). Four distinct amplitude
peaks can be observed in Fig. 3(b), their corresponding
frequency is denoted as f0, 2f0, 3f0 and 4f0 with the
exact value given in Table 1. The eigenvalues of these
four dynamic modes are denoted by blue circles in the
complex plane in Fig. 3(a), all fallen onto the unit cir-
cle. It is not surprising to ﬁnd that f0 is equal to the
vortex shedding frequency, since vortex shedding domi-
nates the dynamics of wake ﬂow as revealed by Figure 1.
Moreover, the magnitude of 2f0, 3f0 and 4f0 is just the
integral multiple of the basic frequency f0, representing
the higher-order harmonics in the disturbance ﬁeld.
Figure 4 shows the spatial pattern of the dynamic
mode with frequency of f0. From Figs. 4(a–c), it can
be concluded that this pattern captures the dynamics
of the downstream convection of the large-scale Ka´rma´n
vortex pair which introduce periodical variation of both
u, v and ωz components to the ﬂow ﬁeld. The stream-
wise wavelength λx can be roughly estimated by dou-
bling the streamwise separation of the elliptical pat-
terns with opposite signs, as illustrated in Fig. 4(b).
Figure 4(d) shows the time variation of the mode co-
eﬃcient aj , which is the coeﬃcient used when recon-
structing the ﬂow ﬁeld with isolated dynamic modes,
e.g. V N−11 (x, y, t) =
N−1∑
j=1
aj(t)Φj(x, y), where aj takes
the form of aj(t) = e
(ωr+iωi)t. As shown in Fig. 4(d),
aj(t) presents periodical variation with amplitude al-
most ﬁxed over periods, providing further evidence for
the above conclusion that this dynamic mode is neu-
trally stable with time. Moreover, the power spectrum
of aj(t) (as shown in Fig. 4(e)) presents a distinct peak
at f0, thus demonstrating the ability of orthogonalizing
the temporal dynamics from DMD.
Figure 5 compares the spatial pattern of the four
most dominant dynamic modes at the frequency of f0,
2f0, 3f0 and 4f0 in both Region I and Region II in a
sense of v component. It is clear that all these dynamic
modes present periodically convected vortices in a hi-
erarchy of descending scale, e.g. higher-order harmon-
ics own ﬁner-scale structures. In addition, small-scale
structures expand more quickly along normalwise di-
rection than large-scale ones. Table 1 summarizes the
frequency, wavelength and convection speed of these
four modes in both Region I and Region II. The ba-
sic and the high-order harmonic frequency in Region
II are always slightly higher than those in Region I.
This might be attributed to the nonlinear character-
istics of the wake ﬂow, where frequency-shift towards
higher portion occurs as a result of mode interaction
in the downstream evolution. In addition, high-order
dynamic modes convect faster than low-order modes,
and the convection speed of each mode presents a slight
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Fig. 5. Spatial pattern of the dynamic mode at the frequency
of f0, 2f0, 3f0 and 4f0 in both Region I and Region II. For
simplicity, only the v component in combination of velocity
vector is shown
increase in the downstream region. The implication of
this phenomenon onto the vortex shedding and the en-
suing pairing process is still unclear. Finally, with the
help of DMD we can correlate the frequency of each
mode with their wavelength. Figure 6 shows the corre-
lation between the frequency and wavelength of the four
most dominant dynamics modes. It is interesting to ﬁnd
that in both measured regions, the harmonic frequency
and the corresponding wavelength scales in power law
and the power-law coeﬃcients in both regions are al-
most identical, once taking into account the inaccuracy
of estimating the wavelength of dynamic modes.
In summary, the present work analyzes the PIV-
measured wake ﬂow of an NACA0015 airfoil with a
Gurney ﬂap by using Dynamical Mode Decomposition
technique. It is shown that DMD is a powerful tool
to decompose quasi-periodical ﬂow ﬁeld and study the
underlying temporal dynamics. By using DMD, the
vortex shedding pattern behind the trailing edge and
its high-order harmonics (up to fourth order) has been
captured with abundant information such as frequency,
corresponding wavelength and convection speed. It is
observed that high-order dynamic modes convect faster
Fig. 6. Correlation between frequency and wavelength of the
four most dominant dynamic modes
than low-order modes and the frequency of the dy-
namic mode scales with the corresponding wavelength
in power law. Further work on dynamical mode recon-
struction based on dominant modes might be done to
gain more insight into the underlying dynamics, which
might lead to a more clear understanding on the lift-
enhancement mechanism of Gurney ﬂaps and is very
helpful in Gurney ﬂap optimization design.
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