A mathematical model was developed of the dynamics of a plant virus disease within a spatially-referenced lattice of fields of a host crop. The model can be applied to crops in continuous, contiguous cultivation such as tropical irrigated rice. Disease progress in each field of the host crop was assumed to be logistic and determined by incidence within the field itself as well as incidence in neighbouring fields, depending on the gradient of disease spread. The frequency distribution of planting dates (represented by the proportion of the total number of fields planted in successive months) was assumed to follow a normal distribution and the variance of planting date was used as a measure of cropping asynchrony. Analysis of the model revealed that disease incidence within the lattice (i.e. mean incidence over all fields) depended upon the infection efficiency, the slope of the dispersal gradient, and the variance in planting date. Disease endemicity depended mainly on planting date variance and disease persisted in the lattice if this variance exceeded a certain threshold. Above the threshold for persistence, the response of mean disease incidence to planting date variance was non-linear and the region of greatest sensitivity was closest to the threshold. Thus, disease systems that show moderate rather than high cropping asynchrony are more likely to be influenced by changes in the variance of planting date. Implications for the area-wide management of rice tungro virus disease are discussed.
INTRODUCTION
In some cropping systems, most notably tropical irrigated rice, two or three rice crops may be grown each year in close succession with a virtual rice monoculture occupying large tracts of land. Such cropping systems are often described as asynchronous if there is great variability between fields in the age of the rice crops and as synchronous if the rice is of similar age in all fields. Such variability is mostly due to differences in time of sowing or transplanting, but variation in the durations of different varieties and crop establishment methods may also contribute. It has been suggested that the existence of a mosaic of fields at different stages of growth promotes the carry-over between crops of both pests and diseases (Zadoks & Schein, 1979; Loevinsohn, 1984) , as well as of beneficial organisms, such as the natural enemies of the pests (Way & Heong, 1994) . Changes in the degree of planting synchrony may therefore have both positive and negative effects on pests in the rice system.
Rice tungro virus disease (RTVD) has been reported in many countries in South and Southeast Asia, where outbreaks have occurred sporadically, causing locally severe yield losses over the last 30 years (Thresh, 1989) . RTVD occurs more frequently in cropping systems in which year-round rice cultivation is practised. In certain locations in the Philippines, described at 'hot spots', RTVD occurs in most seasons and these 'endemic' areas tend to be characterized to various degrees by asynchronous patterns of planting (Savary et al., 1993) . It has been suggested that the greater the variability in planting time between individual crops within a locality (i.e. the greater the asynchrony), the greater the opportunity for spread of inoculum by movement of the leafhopper vectors between fields (Loevinsohn et al., 1988; Bottenberg et al., 1990; Widiarta et al., 1990) . Clear evidence, however, is difficult to obtain because experimentation on the scale required is not usually possible and survey results are often confounded by other factors, or lack comparable controls. Nevertheless, surveys do provide some evidence for the impact of asynchrony. Loevinsohn (1984) , Suzuki et al. (1992) ; Chancellor et al. (1997) all conclude that, in a particular cropping season, crops planted at a later date than average suffer a greater incidence of RTVD.
In parts of both Indonesia and Malaysia where overlapping cropping patterns were considered to be a major cause of RTVD, more synchronous planting has been promoted as an important component of the tungro management strategy (Sama et al., 1991; Chen & Jatil, 1997) . Avoidance of late planting relative to other fields (which increases synchrony) is one of the main components of RTVD management currently being promoted (Chancellor, 1997) . There is little understanding of the potential impact of changes in cropping synchrony on RTVD. In this paper, epidemiological modelling is used as a means of investigating some of the principles involved in the area-wide dynamics of the disease.
We develop a model which represents disease dynamics both within and between fields and which allows manipulation of the degree of cropping asynchrony. Within a mosaic of fields, infected crops can be regarded as subpopulations of the pathogen, linked to each other by inoculum dispersal. The spatially-referenced lattice is an approach that has been used to model such systems . The cells of the lattice represent space in discrete units, in which the spatial unit may be a plant, a plot, a field, or a locality within a region, depending on the scale required . In plant virus disease epidemiology a number of models employing spatial lattices have taken the plant as the spatial unit (Ferris & Berger, 1993; . Both these examples were relatively complicated simulations in which disease dynamics were generated from simulation of movement and virus transmission by individual vectors. Here, the spatial unit required is the field, and epidemiological processes have been simplified such that they are represented by only two parameters: an infection rate and a dispersal gradient. Thus, an attempt has been made to bring a simple conceptual framework to a model which nevertheless has the general structure of more complex simulators (e.g. .
THE MODEL

Rice system
A square lattice was used to represent an area of contiguous, continuous rice production. Each cell of the lattice represented an individual field such that the model locality consisted of equally-sized, regularly-spaced square fields. Lattice size was varied, but 100 fields (10 × 10) was used routinely. The crop cycle in each field comprised a crop period alternating with a fallow period. The fallow period could be zero, indicating that new crops were planted (or transplanted) immediately after the harvest of the previous crop. The fallow period was varied from 0 to 4 months in the analysis presented here but the crop period was held constant at 4 months. For simplicity, all fields were assumed to follow the same repeating cycle, and depending on the period of fallow, this may or may not be in phase with a calendar year.
The model simulated the dynamics in discrete, monthly steps. Planting patterns were determined by specifying the proportions of fields in each monthly category at the start. For example, a cropping cycle with a 4-month crop period and 2-month fallow would require six categories. These were allocated to the cells of the lattice at randomly chosen positions. At one extreme, all fields might be planted concurrently (maximum synchrony), and at the other, planting might be distributed evenly across all 6 months of the crop cycle (maximum asynchrony).
To represent differing degrees of planting asynchrony between these two extremes, the distribution of fields over the crop cycle was assumed to follow a normal distribution. The modal category m was arbitrarily chosen to be crops in their third month so that at the start of each simulation, most fields were of this category. As simulations proceed the most abundant cohort of fields progresses through the successive categories. The standard deviation, j, of the distribution of field categories is equivalent to the standard deviation in planting time: a low j amounts to synchronous planting and a high j, asynchronous planting. The relative proportions of fields in each category was calculated using the density function of the normal distribution:
Symbols are defined in Table 1 . The continuous density function was sampled at specific values of n to calculate the relative proportions in each monthly category, i.e. values were calculated at n ¼ m, n ¼ m Ϯ 1 month, n ¼ m Ϯ 2 months, n ¼ m Ϯ 3 months, etc. These relative proportions were then normalized to give the actual proportions planted in each month. To calculate, the actual proportions a n , we divide by the sum of the relative proportions for all field categories:
As an example, with six field categories (e.g. a cycle comprising 4 months crop and 2 months fallow), the proportions allocated to each category vary with the standard deviation of planting date, as shown in Fig.  1 . As most of the normal distribution lies within Ϯ 2j, most of the planting is restricted to a single month until j exceeds c. 0 . 25 months. With j equal to 0 . 6 months, c. 65% of planting takes place in the peak month, with c. 18% both 1 month earlier and 1 month later. When j exceeds 0 . 6 months, significant amounts of planting occur 2 months either side of the main month of planting, i.e. planting is distributed across 5 months (Fig. 1 ).
Disease dynamics
Within each field, disease progress was assumed to follow a logistic curve. Field experiments with introduced sources suggested that a logistic progress curve was a good empirical model for RTVD incidence on both resistant and susceptible varieties (Satapathy et al., 1997) . For a single, lone field, therefore, disease incidence can be modelled with a discrete form of the logistic equation:
For symbols, see Table 1 . We chose to model disease dynamics based on the empirical assumption that incidence simply increases logistically according to an infection rate parameter, r L , and Jeger, 1982) , or indeed the explicit incorporation of the dynamics of a disease vector (e.g. Nakasuji et al., 1985; Holt et al., 1997) . To extend equation 3 to a multi-field model, the special case in which inoculum dispersal is uniform throughout the lattice is considered first. For this special case, the progress of the disease in a particular field (at coordinates x,y) is equally dependent on the incidence in all other fields, irrespective of their relative positions. Disease incidence in the field (x,y) is given by:
a ði; jÞ; t exp r ð1¹a ðx; yÞ; t Þ ð4Þ with symbols as defined in Table 1 . As in equation 3, the rate is constrained by the availability of healthy hosts in the considered field (x,y). The contributions to disease progress from each of the fields in the lattice are simply summed to determine disease progress in field (x,y). Rather than uniform disease spread across the lattice, it is more likely that the contribution of each field (i,j) to disease progress in field (x,y) would depend on relative proximity, with the field (x,y) itself having most impact. The next step, therefore, is to incorporate a dispersal gradient.
Flight duration studies of the vectors suggest that a negative exponential dispersal function provides a reasonable description of the distribution of leafhopper vector flight durations (Cooter & Winder, 1996) . Under field conditions, however, the effects of environmental cues and of radial dilution may substantially modify this distribution. The exponential and 'power-law' models are the two most commonly used empirical plant disease dispersal models (Campbell & Madden, 1990) . In the absence of other information for RTVD, the assumption of an exponential decline in disease spread from one field to another with increasing distance was chosen. Modifying equation 4, accordingly gives: 
In fact, there may be some decline in disease progress within a field acting as a source of inoculum if the inoculum dispersal gradient is shallower. It is therefore implicit in the model that any such effect is negligible. Disease progress in each field was assumed to be halted at harvest when the transition was made from crop to fallow (or crop to crop if there was no fallow period). For simplicity, harvest represented a complete break between crops when no infection remained in the field. Thus, all new plantings were assumed to be uninfected, and any infection was initiated after planting by spread from other fields in the lattice. The key assumptions of the model can be found summarized in Table 2 .
Estimation of r and b
In experimental field trials, the rate of disease progress of RTVD was found to be highly variable, depending on rice variety, and season as described by e.g. Satapathy et al. (1997) . In their work, fitted logistic progress curves gave slopes between 0 . 08 and 0 . 4 day -1
. The parameter r, used in equation 5 however, is not a simple rate of progress because contributions were partitioned between all fields. In experimental trials (Satapathy et al., 1997) and in farmer's fields , final incidence may vary from a few percent to almost 100% infection. For the purposes of our analysis it sufficed to examine a range of values of r that reproduced this variation in final incidence. These were 1 . 2-2 . 8 month -1 (equivalent to 0 . 04 to 0 . 1 day -1 ), corresponding to an increase in incidence per month of four-fold to 16-fold for the rather artificial case of a completely isolated field (Fig. 2) . These values were somewhat lower than experimentally determined values of r because the experimental values themselves represent a summation of all inoculum contributions.
The slope of the disease dispersal gradient is governed by movement of infective vectors. There is good evidence that proximity to inoculum sources (infected fields) increases the risk of infection in new plantings . The distribution of distances travelled by dispersing vectors is unknown, though the vast majority are likely only to move short distances, within the field or to Fig. 2 Disease multiplication rate per month determined by the infection rate, r. The case in the absence of additional inoculum from other fields, and ignoring constraints due to host availability, is shown. Fig. 3 The contributions to disease progress in a field from the field itself, and from neighbouring fields, as determined by the value of the disease dispersal gradient, b. In simulations, the actual contributions depend on the pattern of disease incidence within the lattice but to allow comparison of the average contribution from different sources it was assumed in the case shown that incidence was the same in all fields. adjacent fields (Cooter & Winder, 1996) . Disease progress in a particular field, therefore, is expected to be highly dependent on incidence within the field itself, with some influence from immediate neighbours and less influence from more distant fields.
To gain an idea of the implications of differing values of the dispersal gradient parameter, b, the simplified situation in which there was equal incidence in all fields was considered in Fig. 3 . This shows the contribution to disease progress in a particular field of incidence in the field itself, in the eight adjoining fields, and in all other more distant fields. Thus, with b ¼ 2 . 5, c. 67% of inoculum comes from the field itself, 30% from the eight immediate neighbours and 4% from more distant fields. In simulations, the situation is more complicated because the proportions vary depending upon the differing disease incidences in the potential source fields. Values of b from 2 . 5 to 6 were examined in simulations.
CROPPING ASYNCHRONY AND DISEASE DYNAMICS
The mean incidence over all fields of the lattice was used as a general measure of incidence within the model system. Irrespective of the starting state, the mean incidence quickly assumed a repeating cycle driven by the frequency of planting in different months (Fig. 4) . Stochastic variation also existed between simulations because a new random spatial allocation of field categories was made for each simulation. The mean incidence was estimated by allowing simulations to proceed for 50 months and taking the mean of months 11 to 50. The first 10 months were excluded to allow the simulation time to assume its long-term cycle.
The central question of this paper concerns the impact of planting asynchrony on disease incidence. The mean incidence in the lattice was therefore examined for different degrees of asynchrony in a series of simulations in which the standard deviation of planting date was varied. An example with a 4-month crop period and a 2-month fallow (Figs 5a and b) showed a threshold of planting synchrony at which disease can no longer persist in the lattice. The threshold occurs at a standard deviation in planting time of 0 . 3-0 . 4 months in this example. This coincides with the point at which significant amounts of planting start to occur in the 2 months either side of the main planting month (Fig. 1) .
Both r and b have a marked effect on the incidence of disease in the lattice (Figs 5a and b, respectively) but the threshold of planting asynchrony required for disease persistence was relatively insensitive to these parameters. The behaviour of the model therefore suggested that whether or not tungro was endemic in the system depended not on the rate of disease progress or the gradient of spread, but simply on host continuity.
Plant virus disease model
Once sufficient host continuity existed for tungro to persist in the lattice (at about j ¼ 0 . 4 months in Figs 5a and b) , disease incidence in the lattice rose steeply as the standard deviation of planting date increased further from c. 0 . 4 to 0 . 9 months (Figs 5a  and b) . At standard deviations exceeding 0 . 9 months, the response of mean incidence to further increases in planting asynchrony was not as great. Depending on the current degree of variability in planting date in a system, therefore, a marginal change in planting synchrony may have a greater or lesser impact. An already quite synchronously planted system might expect to show greater benefit from the same marginal change in planting time variance than a more asynchronous system. This levelling off in the response of mean incidence to increases in asynchrony was most evident at higher values of r and lower values of b. However, when the infection rate was low (low r) or the disease dispersal gradient was steep (high b), such that disease incidence did not reach a high level in any case, then the response to changes in synchrony was more linear. Thus, in situations where the disease spreads more rapidly (due to high vector numbers for example), then the non-linear nature of the response to changes in synchrony is of more concern and it becomes important to know the current position on the synchrony scale.
The fallow period was 2 months for the simulation results shown in Fig. 5 . The duration of the fallow is another component of asynchrony. The interaction between the two components of asynchrony can be seen by altering the fallow period (Fig. 6) . In Fig. 5 , the response of mean incidence to changes in planting date variance was greatest for standard deviations of 0 . 4-0 . 9 months. In a system with a 1-month fallow, the equivalent values were 0 . 2-0 . 7 months. Thus, for systems with different fallow periods, the critical range of planting date variance can be identified where marginal shifts in asynchrony are likely to have greatest impact on incidence (Fig. 7) .
Lattice size effects
The behaviour of the model described above was obtained with a 100-field lattice (m ¼ 10). At the edges of the lattice, fields are less influenced by disease spread from other fields than are those nearer the centre of the lattice. Any edge effects might also be influenced by the slope of the disease dispersal gradient, b. To investigate any possible artefacts associated with lattice size, the simulations to produce Fig. 5b were repeated with a lattice both four times larger (m ¼ 20) and four times smaller (m ¼ 5) than that used routinely.
Smoother curves were produced from the larger lattice, probably because stochastic effects due to differences in the placement of fields were more likely to be averaged out. The conclusions were unchanged however with regard to the region of greatest sensitivity to synchrony changes. Apart from stochastic effects, the only impact on curve shape was that, for all values of b (from 3 to 6), disease incidence was slightly higher in the larger lattice. There was c. 4% difference in mean incidence between m ¼ 5 and m ¼ 20, probably due to the decreasing ratio of 'edge' to 'non-edge' fields as lattice size increases.
DISCUSSION
In the model described here, the intention was to be general and simple in the representation of disease epidemiology so that interactions within a heterogeneous, dynamic cropping system might be explored with the minimum of extraneous detail. Fig. 6 Relationship between the mean disease incidence averaged over a 40-month period and planting date variance, when the fallow period between crops in each field was 1, 2, 3 and 4 months as indicated. Because the average number of fields within the lattice that could be infected depends on the fallow period, the mean incidence was in this case plotted as a proportion of the average number fields with a crop and therefore that could be infected, e.g. 4/5 of the fields in the lattice when the fallow was 1 month but only 1/2 of the fields in the lattice when the fallow was 4 months (r ¼ 2 . 6, b ¼ 4 . 5).
The objective was to consider some of the principles which pertain to plant disease dynamics in asynchronously-planted cropping systems. Consequently, in describing within-field disease progress, we have elaborated as little as possible on simple empirical logistic growth.
For a more mechanistic treatment of disease processes, a time lag could be incorporated in equation 3, etc. to represent the latent period of the disease (van der Plank, 1963), or different classes of host (healthy, latently infected, infectious, postinfectious) could be specified with equations describing the dynamics of each (Jeger, 1982) . Such elaborations would require an increase in model complexity and in particular, a shorter timestep for the model. Indeed, a shorter time-step seems unavoidable if the impact of differences in the epidemiology of different pathogens are to be considered in more detail. The 1-month time-step, adopted here, imposes a 1-month lag on model processes. Thus, a field which becomes infected in month t does not spread disease to other fields until the next time interval, month t+1.
In the case of RTVD, such a lag may be reasonable. In a statistical analysis of disease spread between fields in a RTVD-prone locality in the Philippines, incidence in a field was correlated with proximity to infection sources (previously infected fields) using a time lag of approximately 3 weeks . The latent period of RTVD is approximately 1 week (Narayanasamy, 1972) but the processes of spread also depend on the population dynamics of the vector. The generation time of the leafhopper is approximately 1 month and detailed spatial simulation of RTVD dynamics suggests that spread is most evident by the mobile adult stage of the vector. It is important to point out, however, that clear generational peaks in the adult vector population are not always evident in the field .
Crop age effects on RTVD could also be incorporated in a more elaborate model. From regression analysis of survey data designed to predict RTVD incidence, Suzuki (1997) suggested that older crops might be an important source of vectors whereas younger crops were an important source of inoculum. We have assumed that inoculum contribution is simply proportional to incidence. Rice stubbles can also be sources of RTVD and, if they are not destroyed, any infected rice plants that regrow will also be affected by RTVD. A modification of the model to consider infected stubble would be possible at the expense of additional assumptions regarding disease dynamics in stubble and their relative importance as sources of infection. Also, if the rice is transplanted rather than direct-seeded, infection in the seed-bed would lead directly to infection in new transplants. Again, such a situation could be represented.
In most cropping systems there is likely to be variation in the crop cycle in different fields and at different times. We have not considered such complexity and instead use the same repeated crop-fallow cycle in all fields. A 4-month crop period has been assumed throughout. The results for crops of other durations can be ascertained simply by expressing the results in different time units. Disease can be regarded as developing in the crop over 4 arbitrary time units. To consider the case of a crop of 3 months duration, the time unit can be taken as 0 . 75 months. Of course, the fallow period, standard deviation of planting date, and infection rate would then also be expressed in those same time units, with appropriate adjustments being made in the interpretation of the figures.
Any locality is likely to have a mixture of rice varieties with differing degrees of susceptibility to RTVD. Varietal resistance plays a key role in RTVD management (Ou, 1985) . Here we have assumed uniform disease susceptibility in all fields. In some irrigation schemes, there is also an interaction with time of year, with the most common rice varieties differing in wet and dry seasons . The rate of Plant virus disease model 497 Fig. 7 The regions of sensitivity of simulated disease incidence as determined by the two components of planting asynchrony: the duration of the fallow period between successive crops in each field, and the variability in planting date between fields. Below the solid line, planting is too synchronous for the disease to persist. Above this line, sufficient carry-over of disease between crops occurs for the disease to be endemic. The dashed line separates the regions where a marginal change in cropping synchrony has comparatively large or small effects on mean incidence in the lattice. disease progress of RTVD is known to be lower in resistant varieties (Satapathy et al., 1997) ; such varieties exhibit lower incidence in the field and they are therefore less influential as a source of inoculum to initiate new infections. Disease progress may also differ on varieties with particularly long or short durations. In the model, differing degrees of resistance in different fields could be represented by using different infection rates (r), allowing deployment strategies of resistant varieties within a locality to be investigated. Models have been used to examine deployment strategies for mixtures of multilines Mundt & Leonard, 1986) but not in the context of disease epidemiology over the longer term in a dynamic cropping system.
Inoculum dispersal has been assumed to decline exponentially, implying a constant rate of epidemic expansion (van den Bosch et al., 1988a, b) The impact of other dispersal gradient assumptions have not been investigated but alternative candidates might be gradients that do not have exponential tails, e.g. based on the Pareto distribution (Minogue, 1989) , or Cauchy distribution (Shaw, 1995) . The mathematical form is important in the rate of focus expansion (Ferrandino, 1993) and in the pattern of formation of daughter foci remote from the original disease focus (Shaw, 1995) . Another alternative would be to consider dispersal as a dual process, having a component with a steep gradient and a component with a shallow gradient, perhaps corresponding to spread within and between fields, respectively. Based on the idea of van der Plank (1975), Zawolek & Zadoks (1992) found that an optimum mix of the two components existed in simulations of dual dispersal mechanisms. For virus diseases with insect vectors, it is possible that vector movement behaviour might differ within and between fields, leading to a dual dispersal process. The impact of both alternative disease dispersal distributions and the possibility of dual mechanisms both remain interesting questions in the context of the present model where foci are continually removed in the course of harvesting and replanting. Finally, in modelling dispersal, it was assumed that disease spread was uniform with respect to direction but more complex assumptions favouring spread in particular directions would be possible.
The multi-field scale of the model makes both parameter estimation and model validation difficult. Nevertheless, an attempt has been made to select values appropriate for RTVD and to examine model sensitivity to parameter changes. The results are examined in the context of RTVD and an example of the cropping patterns observed in a RTVD-prone locality in the Philippines (Fig. 8) reveals that the variance of planting date can vary widely even at a single location. For this locality, our analysis suggests that in both seasons of 1993 (Figs 8a and  b) , a moderate reduction in asynchrony would have had little impact on RTVD unless the average fallow between crops lasted at least 3 months (Fig.  7) . In fact, fallow periods between crops were more usually 1 or 2 months. The dramatic increase in synchrony seen in 1994 was brought about by an interruption to the irrigation water supply at the start of the dry season . The planting date variance observed in both seasons of 1994 was then well inside the region of greatest sensitivity to changes in synchrony (Fig. 7) . These data therefore provide two examples, one in which the model would predict that moderate synchrony improvements would be useful and one in which they would not.
Although, in the above examples, the distribution of planting dates was reasonably close to a normal distribution, this may not always be the case. When the tails of the planting date distributions in successive seasons overlap to a sufficient extent, a threshold of disease carryover is reached which allows the disease to persist in the model cropping system. Changes in the shape of the tails of the distribution in particular, therefore, would be likely to have an impact on model behaviour. The region of sensitivity to planting date variance, indicated by the steeper parts of the lines in Figs 5a and b, may become more or less distinct, dependent on the shape of the tails. A distribution with tails that decline steeply might be expected to result in a more distinct region of sensitivity than one in which tails decline more gradually. It is not the intention to use the model to make detailed tactical recommendations for specific cases but to raise issues of strategy for RTVD management. It has been established that disease can be maintained in a cropping system provided there is sufficient variance in planting date to allow the fallow period to be bridged. Indeed, in model analysis, host continuity emerged as much more important for disease endemicity than did infection rate and gradient of spread, though these epidemiological parameters had an important effect on mean incidence. The central conclusion of the analysis is that the greatest decreases in incidence could be achieved by a marginal reduction in asynchrony when the system has a planting date variance not greatly exceeding that necessary for disease persistence. At this variance, the response of mean incidence to changes in asynchrony is greatest. In contrast, in a system that has greater asynchrony, there may be little advantage from a similar marginal change in planting date variance. Thus, it may be possible to target recommendations to modify planting dates to those RTVD 'hot spots' that are most likely to benefit. In highly asynchronous systems where a useful impact on the disease is unlikely, however, the beneficial effects of asynchrony, associated with stability of natural enemy populations (Way & Heong, 1994) , may outweigh any advantage in reducing RTVD risk through synchrony changes.
A number of possible model elaborations have been discussed which would make the model more realistic for the case of RTVD. It is reasonable to question whether model conclusions would change if RTVD epidemiology were modelled in more detail. The implications of differences in the epidemiology of different pathogens remain to be examined but sensitivity analysis has indicated that the conclusions regarding sensitivity to synchrony changes at least apply across a wide range of infection and dispersal rates. It may be that these conclusions depend more on patterns of planting in time and space than on details of disease processes. With this in mind, there may be some generality for other disease systems in which a particular crop is dominant, there is overlap between crops in successive seasons, and infection of a new crop occurs by arrival of inoculum from other crops over relatively short distances.
