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Nonlinear Forward-Backward Splitting
with Projection Correction
Pontus Giselsson
Abstract We propose and analyze a versatile and general algorithm called nonlinear forward-
backward splitting (NOFOB). The algorithm consists of two steps; first an evaluation of the
nonlinear forward-backward map followed by a relaxed projection onto the separating hyper-
plane it constructs. The key novelty of the method is the nonlinear forward-backward step,
where the backward part is based on a novel nonlinear resolvent construction. It allows for the
kernel in the resolvent to be a nonlinear single-valued maximal monotone operator. This gen-
eralizes the standard resolvent as well as the Bregman resolvent, whose resolvent kernels are
gradients of convex functions. This general construction opens up for a new understanding of
many existing operator splitting methods and paves the way for devising new algorithms. We
show, e.g., that forward-backward-forward splitting (FBF) and forward-backward-half-forward
splitting (FBHF) are special cases that rely on the nonlinearity in the nonlinear resolvent and
use smaller relaxations in the projections than allowed in NOFOB. We propose long-step ver-
sions and show that synchronous projective splitting is long-step FBF applied to a specific
primal-dual formulation. We also present a novel four operator splitting based on NOFOB
and a long-step NOFOB variation that collects many separating hyperplanes before relaxed
projection.
Keywords Monotone inclusions · Nonlinear resolvent · Forward-backward splitting ·
Forward-backward-forward splitting
Mathematics Subject Classification (2010) MSC 90C25 · MSC 65K05 · MSC 90C30
1 Introduction
We consider maximal monotone inclusion problems of the form
0 ∈ Ax+ Cx, (1)
where A : H → 2H is maximally monotone, C : H → H is cocoercive, and H is a real
Hilbert space. This problem is ubiquitous in engineering fields as it comprises problems from
optimization, variational analysis, and game theory. We present a flexible algorithm called non-
linear forward-backward splitting (NOFOB) for solving (1). It has many algorithms, including
the classical forward-backward splitting (FBS) [40,44,12], as special cases. The first step in
NOFOB is a nonlinear forward-backward step. This is a novel construction that generates a
separating hyperplane between the current point and the solution set. A relaxed projection
onto this separating hyperplane finishes one iteration.
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The novel nonlinear forward-backward map applied to A and C is defined as
TFB := (M +A)
−1 ◦ (M − C),
where M : H → H is a (possibly) nonlinear strongly monotone and Lipschitz continuous
operator. The nonlinearity of the forward-backward map is in the kernel M of the backward
part (M + A)−1 ◦M , that we call a nonlinear resolvent . If M = Id, the standard forward-
backward map is recovered. If instead M = ∇g for a differentiable convex function g, the
Bregman forward-backward map is recovered. The Bregman resolvent has been thoroughly
studied in the literature, see, e.g., [16,2], and later also with forward steps [3,36]. That we
allow for arbitrary maximal monotone kernels M is the key that, e.g., allows us to cast FBF
and FBHF as special cases of our method.
Forward-backward-forward splitting [51] (as well as the related extra-gradient method [32])
have recently gained momentum, partly due to their stabilizing properties when training gener-
ative adversarial networks, GANs [22,20]. A special case of forward-backward-forward splitting
solves monotone inclusions of the form
0 ∈ Bx+Dx, (2)
where B : H → 2H is maximally monotone and D : H → H is Lipschitz continuous. Since
Lipschitz continuity is a weaker assumption than cocoercivity, standard forward-backward
splitting cannot solve the problem. Forward-backward-forward appends a correction step after
a forward-backward step to guide the iterations towards a solution. This correction step re-
quires an extra evaluation of D per iteration. To arrive at forward-backward-forward splitting
for solving (2) from NOFOB, that solves (1), it is enough to consider the nonlinear backward
part in NOFOB. We let A = B + D (and C = 0) and select kernel M = γ−1Id −D, where
γ > 0 becomes a step-length parameter, to evaluate the nonlinear resolvent as
(M +A)−1Mx = (γ−1 −D +B +D)−1(γ−1x−Dx) = (Id + γB)−1(x− γDx).
This choice of nonlinear kernel M is key. It implies that the nonlinear resolvent of A = B+D
can be evaluated as a standard forward-backward step on B and D. In particular, D needs
only be accessed via forward evaluation. Iterating this nonlinear resolvent is not guaranteed to
converge. A correction step is needed. In NOFOB, the correction step is a relaxed projection
onto the separating hyperplane that is generated by the nonlinear resolvent step. We will
show that the correction step in forward-backward-forward splitting is a specific conservative
relaxation of this projection. Directly applying NOFOB to this setup gives longer steps than
in FBF. We propose this method as a long-step FBF method.
Since we only use the monotone operatorA to arrive at forward-backward-forward splitting,
we can add a cocoercive term E : H → H to problem (2):
0 ∈ Bx+Dx+ Ex,
where assumptions on B and D are as before. Applying NOFOB with the same A = B +D
and kernelM = γ−1Id−D, but with C = E, gives the forward-backward-half-forwardmethod
(FBHF) in [5]. This requires one evaluation of the cocoercive term E and two evaluations of
the Lipschitz term D per iteration. As for FBF, we will show that the correction step used
in FBHF is a specific conservative relaxed projection onto the separating hyperplane. We will
also propose a long-step FBHF method.
We will also present a novel four-operator splitting method based NOFOB. The model
extends the model for FBHF by adding a linear skew-adjoint term K : H → H, which is
important in primal-dual methods:
0 ∈ Bx +Dx+ Ex+Kx.
The operators B, D, and E have the same assumptions as for FBHF. This model is different
from the model in the four operator splitting method in [39]. The four operator splittingmethod
is obtained from NOFOB in a similar way that FBF and FBHF are. We let A = B +D +K,
C = E and remove the single-valued operators D and K from the inversion by using kernel
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M = Q − D − K, where Q is a strongly monotone single-valued operator. The nonlinear
forward-backward map becomes
(M +A)−1(M − C)x = (Q+B)−1(Qx−Dx−Kx− Ex).
Again, the nonlinear forward-backward map can be evaluated using forward evaluation of all
single-valued operators. Evaluating this map constitutes the first step of the method, which is
followed by a relaxed projection onto the separating hyperplane it creates. We will show that
this algorithm has many special cases in the literature. For instance, long-step FBF and FBHF
are special cases (but we treat them separately to relate them to their conservative special cases
in [51] and [5]). Further, the asymmetric forward-backward-adjoint splitting (AFBA) in [33,
34], which has its roots in [50], is also a special case. Therefore, the long list of special cases that
are cataloged in [33], such as Chambolle-Pock [8], Vu˜-Condat [13,52], Douglas-Rachford [35],
ADMM [19,21], and [15,6,23], are also special cases of this algorithm.
We also provide a novel interpretation of projective splitting [18,10]. We show that the
synchronous version behind the asynchronous method in [10] (which has later been further
analyzed in [24,25]), is a special case of our four-operator splitting method applied to a specific
primal dual formulation. The formulation is of the form 0 ∈ Bx+Kx, where B is maximally
monotone and K is linear skew adjoint, which leaves C = D = 0 in the four-operator splitting
model. The kernel is M = Q−K with a linear Q and projective splitting is therefore a linear,
but nonsymmetric, resolvent method with projection correction. The method has exactly the
same algorithm structure (but different step-length requirements) as the long-step FBF method
where the Lipschitz continuous D is replaced by a skew linear adjoint operator K. We will
also highlight a connection to the Chambolle-Pock method.
The above mentioned methods are special cases of NOFOB. We present and prove con-
vergence of NOFOB with iteration dependent kernel M . We first show that the introduced
nonlinear forward-backward map indeed creates a separating hyperplane between the current
iterate and the solution set. The separating hyperplane defines a halfspace Hk that contains
the solution set but not the current point. We call this halfspace a separating halfspace. The
relaxed projection onto Hk gives Fejer monotonicity w.r.t. to the solution set, i.e., the distance
to the solution set is nonincreasing between iterations. The second part shows that the cuts
are deep enough, i.e., that the separating halfspace is far enough from the current point for
the algorithm to not stall before reaching the solution set.
Recently, many papers have proposed schemes that avoid the second application of the
Lipschitz continuous operator D in every iteration of forward-backward-forward splitting or
the extra-gradient method [14,20,41,37,38]. The objective is to reduce the computational cost
per iteration while hoping to make (almost) as good progress towards a solution. We present
a different method with a similar objective to reduce the ratio between the number of forward
steps and backward steps in the algorithm. For this, we extend our nonlinear forward-backward
splitting method to project onto a set Ck that contains the solution set and is contained in
the separating halfspace Hk. Convergence is immediate from Fejer monotonicity and the cuts
will be at least as deep as when projecting onto Hk. We construct Ck by running lk additional
forward-backward steps, besides the nominal, and let Ck be the intersection of the lk + 1
generated halfspaces (which includes Hk). Therefore, Ck is contained in Hk and it contains
the solution set. Applied to the forward-backward-forward setting, the forward to backward
evaluation ratio becomes (lk+2)/(lk+1), where the last forward evaluation is needed to create
the last halfspace. The ratio improves with larger lk, with the cost of having a more expensive
projection step.
1.1 Related Work
The nonlinear forward-backward algorithm is related to, and generalizes, many methods in
the literature. The Hybrid ProjectionProximal Point Method (HPPPM) and variations are
proposed and analyzed in a sequence of papers [47,46,49]. The algorithms are variations of
Rockafellar’s proximal point algorithm [45] that allow for specific inexact resolvent updates.
These updates are followed by a correction step in the form of a projection onto a separating
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hyperplane, see [49] that provides a unified treatment of [47,46]. The kernel M used in their
resolvent step is always the identity. This has been generalized to Bregman operators in [48],
i.e., whereM is the gradient of a differentiable convex function. This results in an approximate
Bregman resolvent method. Such methods have also been analyzed in [17] without the cor-
rection step. Our method is different from the above in that we allow for arbitrary nonlinear
strongly monotone kernels M and that we have an additional cocoercive term in the model.
It was shown in [46] that FBF is a special case of the inexact proximal point method with
correction proposed in [46]. By allowing for a nonlinearM in the resolvent in NOFOB, we can
cast FBF as an exact special case.
Similar algorithms based on the separate and project principle have been proposed for
equilibrium problems and variational inequalities (that are special instances of monotone in-
clusion problems, see [11,1]) in [28,31,30,29]. The separate and project principle is in these
works referred to as a combined relaxation approach. The methods call a separation oracle that
provides a sufficiently deep separation followed by a relaxed projection onto the separating hy-
perplane. Many specific instances of separation oracles based on resolvent evaluations have
been suggested for variational inequalities and equilibrium problems in [28,31,30,29]. NOFOB
falls within the same very general framework of separate and project methods, but general-
izes the above method instances in that it allows for arbitrary maximal monotone inclusion
problems, infinite dimensional Hilbert spaces, as well as a cocoercive term in the model.
Less similar, but still related methods based on projection onto separating hyperplanes
have been proposed for finding a point in the intersection of a finite number of convex sets [27]
and for finding a common fixed-point of firmly nonexpansive mappings [26]. These methods
are generalized in [9] that considers minimization of a uniformly convex function over a finite
number of convex sets.
Finally, a related notion of nonlinear resolvent has independently been introduced in [7]
under the name of warped resolvent. The two works are truly independent as the first respec-
tive preprints were uploaded during the same arXiv upload slot. The papers share the novel
resolvent construction, but propose and analyze different general algorithmic schemes based
on the resolvent, and consider, to a large extent, different operator splitting methods to be
special cases of the respective schemes. Therefore, the work in [7] is a nice complement to our
work.
1.2 Contributions
The contributions of this paper are the following.
– We propose NOFOB, a nonlinear forward-backward algorithm with projection correction
and prove its convergence. The algorithm is conceptually very simple and at the same time
very versatile. One overarching contribution is that we show that many algorithms from
the literature can be constructed as special cases of this general framework. At the same
time, this provides new interpretations of some existing methods.
– We provide a novel interpretation of FBF [51] as an exact special case of NOFOB. This in-
terpretation is distinct from previous interpretations of FBF in the literature. For instance,
[46,43] show that FBF is a special case of the inexact proximal point method in [46]. We
also show that the step length used in [51] is conservative compared to what the NOFOB
analysis allows, and we propose a long-step variation of FBF.
– We show that the forward-backward-half-forward method in [5] is also a conservative, in
terms of step lengths, special case of NOFOB. We also propose a long-step variation of
FBHF.
– We propose a novel four operator splitting method, based on NOFOB, that solves monotone
inclusion problems 0 ∈ Bx +Dx + Ex +Kx, where B +D is maximally monotone, D is
Lipschitz, E is cocoercive, and K is linear skew adjoint. We show that many algorithms
such as [44,33,8,13,52,15,6,23,5,51] are special cases of this method, hence of NOFOB.
– We show that a synchronous version of the projective splitting method in [10] is a special
case of NOFOB.
– We propose a multistep version the four operator splitting method. The multistep version
takes takes several forward-backward steps before each projection. This reduces the ratio
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between forward and backward steps taken in the algorithm, which is two in the nominal
method. Multistep versions of FBF and FBHF are easily derived from this.
1.3 Paper Outline
The paper is organized as follows. We introduce notation and state some preliminary results
in Section 2. We introduce the nonlinear forward-backward method (NOFOB) in Section 3.
In Section 4, we provide some properties of the nonlinear forward-backward map used in
NOFOB. Convergence of NOFOB is proven in Section 5. Section 6 shows that Tseng’s forward-
backward-forward splitting is a conservative special case of our method. In Section 7, we show
that forward-backward-half-forward is a conservative special case of our method. A novel four
operator splitting method is presented in Section 8. Section 9 shows that projective splitting
is a special case of NOFOB. In Section 10, we introduce a multistep scheme that takes several
nonlinear forward-backward steps before each projection. We conclude the paper in Section 11.
2 Preliminaries
In this section, we collect notation, definitions, and simple auxiliary results. We let R be
the set of real numbers and R+ denote the set of positive real numbers. Further, H and Gi
denote real Hilbert spaces. We let P(H) be the set of bounded linear self-adjoint positive
definite operators on H and denote by λmin(P ), λmax(P ) ∈ R+ the numbers that satisfy
λmin(P )‖x‖2 ≤ ‖x‖2P ≤ λmax(P )‖x‖2 for all x ∈ H. We use notation 2H to denote the powerset
of H. The domain of A : H → 2H is domA := {x : Ax 6= ∅}. The graph of A : H → 2H is
gph(A) = {(x, u) : u ∈ Ax}. For set-valued operators A : H→ 2H, the scalar product notation
〈Ax−Ay, x−y〉 means that the scalar product is evaluated for all u ∈ Ax and v ∈ Ay. Further,
we use the convention that 00 = 0 and
α
0 =∞ for all α > 0.
Next, we define some operator properties.
Definition 1 (Maximally monotone) An operator A : H→ 2H is monotone if
〈Ax−Ay, x− y〉 ≥ 0
for all x, y ∈ domA. It is maximally monotone if it is monotone and no monotone operator B
exists such that gph(A) ⊂ gph(B).
Definition 2 (Strongly monotone) An operator A : H → 2H is σ-strongly monotone w.r.t.
‖ · ‖P with P ∈ P(H) if σ > 0 and
〈Ax−Ay, x− y〉 ≥ σ‖x− y‖2P
for all x, y ∈ domA.
Definition 3 (Cocoercive) An operator T : H → H is β-cocoercive w.r.t. ‖ · ‖S with S ∈
P(H) if β ≥ 0 and
〈Tx− Ty, x− y〉 ≥ β‖Tx− Ty‖2S−1
for all x, y ∈ H.
Definition 4 (Lipschitz continuous) An operator T : H → H is L-Lipschitz continuous
w.r.t. ‖ · ‖S with L ≥ 0 if
‖Tx− Ty‖S−1 ≤ L‖x− y‖S
for all x, y ∈ H. If L = 1 and S = Id, then T is nonexpansive.
Definition 5 (Averaged) An operator T : H → H is α-averaged (w.r.t. ‖ · ‖) if α ∈ (0, 1)
and
1−α
α
‖(Id− T )x− (Id− T )y‖2 + ‖Tx− Ty‖2 ≤ ‖x− y‖2 (3)
for all x, y ∈ H. If α = 12 , then T is firmly nonexpansive.
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Definition 6 (Skew) An operator K : H→ H is skew if
〈Kx−Ky,x− y〉 = 0
for all x, y ∈ H. If K in addition is linear, it satisfies −K = K∗. We call such operators linear
skew adjoint.
We finish by stating the following simple results for ease of reference.
Proposition 1 An operator T is β-cocoercive w.r.t. ‖ · ‖ with β > 0 if and only if T =
1
2β (Id +N) for some nonexpansive (w.r.t. ‖ · ‖) operator N .
Proof. T is β-cocoercive if and only if βT is firmly nonexpansive [4, Definition 4.10], i.e.,
βT = 12(Id+N) for some nonexpansive N [4, Proposition 4.4]. Dividing by β gives the result.

Proposition 2 An operator T that is 1
β
-cocoercive w.r.t. ‖·‖S for S ∈ P(H) is also β-Lipschitz
continuous w.r.t. ‖ · ‖S.
Proof. Follows immediately by definition of cocoercive operators and Cauchy-Schwarz inequal-
ity. 
The converse implication, however, does not hold in general.
Proposition 3 Let T : H → H be σ-strongly monotone w.r.t. ‖ · ‖P and let P, S ∈ P(H) be
arbitrary. Then
‖Tx− Ty‖S−1 ≥ σλmin(P )λmax(S) ‖x− y‖S
for all x, y ∈ H.
Proof. By σ-strong monotonicity of T w.r.t. ‖ · ‖P , we conclude:
σ‖x− y‖2S ≤ σλmax(S)‖x− y‖2 ≤ σλmax(S)λmin(P ) ‖x− y‖
2
P ≤ λmax(S)λmin(P ) 〈x− y, Tx − Ty〉
≤ λmax(S)
λmin(P )
‖x− y‖S‖Tx− Ty‖S−1 .
Rearranging this gives the result. 
Proposition 4 Let S ∈ P(H) and ΠSH : H → H be a projection operator in norm ‖ · ‖S onto
a nonempty closed convex set H. Then the relaxed projection ΠSH,θ := (1 − θ)Id + θΠSH with
θ ∈ (0, 2) satisfies for all x, y ∈ H:
‖ΠSH,θx−ΠSH,θy‖2S ≤ ‖x− y‖2S − θ(2− θ)‖(Id−ΠSH)x− (Id−ΠSH)y‖2S. (4)
Proof. The relaxed projection ΠSH,θ := (1− θ)Id+ θΠSH is a relaxed projection on the Hilbert
space with scalar product 〈S·, ·〉 and induced norm ‖ · ‖S. Since ΠSH is firmly nonexpansive [4,
Proposition 4.16], ΠSH,θ is
θ
2 -averaged on that Hilbert space [4, Corollary 4.41]. Therefore, (3)
is satisfied with T = ΠSH,θ, α =
θ
2 , and Hilbert space norm ‖ · ‖S, for all x, y ∈ H. Noting that
Id−ΠSH,θ = θ(Id−ΠSH) gives (4). 
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3 Nonlinear Forward-Backward Splitting
We propose nonlinear forward-backward splitting in Algorithm 1 for solving monotone inclu-
sions of the form
0 ∈ Ax+ Cx,
that satisfy the following assumption:
Assumption 1 Assume that:
(i) A : H → 2H is maximally monotone.
(ii) C : H → H is 1
β
-cocoercive w.r.t. ‖ · ‖P with β ∈ [0, 4) for some P ∈ P(H).
(iii) The solution set zer(A+ C) := {x : 0 ∈ Ax+ Cx} is nonempty.
The cocoercive term C is assumed 1
β
-cocoercive w.r.t. ‖ · ‖P , where P is a self-adjoint
positive definite operator that is part of the algorithm. The inverse cocoercivity constant is
constrained to satisfy β ∈ [0, 4). This is similar to the construction in AFBA [33] and is indeed
no restriction. The choice of P is free in the algorithm and can always be chosen large enough
to satisfy this. That C is cocoercive w.r.t. ‖ · ‖P instead of ‖ · ‖ lightens notation. Besides P ,
the algorithm also uses a possibly nonlinear iteration dependent kernel Mk : H → H for the
forward-backward step and a linear operator S ∈ P(H) to define the projection metric. The
algorithm is stated below.
Algorithm 1 Nonlinear Forward-Backward Splitting (NOFOB)
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Mk +A)
−1(Mk − C)xk
4: Hk := {z : 〈Mkxk −Mkxˆk, z − xˆk〉 ≤
β
4
‖xk − xˆk‖
2
P }
5: xk+1 := (1− θk)xk + θkΠ
S
Hk
(xk)
6: end for
The first step in the algorithm is a forward-backward type step with a possibly nonlinear
kernel Mk. If C = 0, it is a backward step, also called nonlinear resolvent step. We will see
that the nonlinear forward-backward step creates a (strictly, if xk 6∈ zer(A + C)) separating
hyperplane between the current point xk and the solution set zer(A + C) 6= ∅. In the second
step, the halfspace Hk is constructed from the separating hyperplane. It contains the solution
set but not xk and is called a separating halfspace. The halfspace construction requires an extra
evaluation of Mk at the point xˆk. The subsequent iterate xk+1 is in the third step obtained
by a relaxed projection from xk onto the created halfspace Hk. The relaxation is decided by
θk ∈ (0, 2) and S defines the projection metric.
We need the following assumptions on the kernels Mk for our convergence analysis.
Assumption 2 Let P, S ∈ P(H). Assume that all Mk : H → H are maximally monotone,
single-valued, 1-strongly monotone w.r.t. ‖ · ‖P , and LM -Lipschitz continuous (w.r.t. ‖ · ‖).
Note that the metric ‖ · ‖P is used both in the cocoercivity assumption of C and in the
strong monotonicity assumption of Mk. If C 6= 0, this restricts the choice of kernels Mk.
Without the cocoercive term, P ∈ P(H) is arbitrary and the 1-strongly monotone restriction
of Mk w.r.t. ‖ · ‖P reduces to arbitrary strong monotonicity w.r.t. ‖ · ‖.
That we allow for arbitrary nonlinear strongly monotone and Lipschitz continuous Mk in
the resolvents distinguishes our method from other methods based on forward-backward split-
ting. This is key for casting forward-backward-forward splitting [51] and forward-backward-
half-forward splitting [5] as exact special cases.
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3.1 NOFOB with Explicit Projection
In this section, we present Algorithm 1 with an explicit expression for the projection step
ΠSHk(xk) onto the separating halfspace Hk. The result of the projection is found by solving
minimize ‖z − xk‖2S
subject to 〈Mkxk −Mkxˆk, z − xˆk〉 ≤ β4 ‖xk − xˆk‖2P .
Assuming that xk 6∈ Hk, the solution z can be found by projection onto the separating hyper-
plane, i.e.,
z = xk − 〈Mkxk −Mkxˆk, xk − xˆk〉 −
β
4 ‖xk − xˆk‖2P
‖Mkxk −Mkxˆk‖2S−1
S−1(Mkxk −Mkxˆk). (5)
Therefore, by letting
µk :=
〈Mkxk −Mkxˆk, xk − xˆk〉 − β4 ‖xk − xˆk‖2P
‖Mkxk −Mkxˆk‖2S−1
, (6)
(which is the dual variable for the projection onto the halfspace Hk) the relaxed projection in
the last step of the algorithm becomes:
xk+1 = (1− θk)xk + θkΠSHk(xk) = (1− θk)xk + θk(xk − µkS−1(Mkxk −Mkxˆk))
= xk − θkµkS−1(Mkxk −Mkxˆk).
The NOFOB algorithm with explicit projection becomes.
Algorithm 2 NOFOB with Explicit Projection
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Mk + A)
−1(Mk − C)xk
4: µk :=
〈Mkxk−Mkxˆk,xk−xˆk〉−
β
4
‖xk−xˆk‖
2
P
‖Mkxk−Mkxˆk‖
2
S−1
5: xk+1 := xk − θkµkS
−1(Mkxk −Mkxˆk)
6: end for
3.2 NOFOB with Conservative Step
Algorithm 2 will converge if µk is replaced by any µˆk ∈ [ǫµ, µk], where ǫµ ∈ (0, µk]. The only
effective change in the algorithm is that a smaller relaxation factor is used for the projection.
One choice is a µˆk that satisfies
µˆk ≤ 〈Mkx−Mky, x− y〉 −
β
4 ‖x− y‖2P
‖Mkx−Mky‖2S−1
(7)
for all x, y ∈ H. Then obviously µˆk ≤ µk and µˆk can be used in Algorithm 2 in place of µk.
This leads to the following algorithm, which is more conservative than Algorithm 2 since a
smaller relaxation is used.
Algorithm 3 NOFOB with Conservative Step
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Mk + A)
−1(Mk − C)xk
4: xk+1 := xk − θkµˆkS
−1(Mkxk −Mkxˆk)
5: end for
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3.2.1 No Cocoercive Term
When considering problems of the form 0 ∈ Ax without a cocoercive term C, the inverse
cocoercivity constant β = 0. The µk parameter in Algorithm 2 reduces to
µk =
〈Mkxk −Mkxˆk, xk − xˆk〉
‖Mkxk −Mkxˆk‖2S−1
. (8)
Now assume that Mk is βMk -cocoercive w.r.t. ‖ · ‖S, i.e.,
βMk ≤
〈Mkx−Mky, x− y〉
‖Mkx−Mky‖2S−1
(9)
for all x, y ∈ H (see Definition 3). Then βMk is a lower bound to µk in (8) and can therefore
be used in Algorithm 3 as µˆk.
The µk in (8) can be interpreted as an exact local cocoercivity constant for Mk that
needs to hold only for xk and xˆk. The parameter µˆk = βMk in (9), on the other hand, is a
global cocoercivity constant for Mk that holds for all x, y ∈ H. The step-length reduction in
Algorithm 3 compared to Algorithm 2 is exactly the ratio between the global and the local
cocoercivity constants when the same θk is used. It turns out that forward-backward-forward
splitting [51] and FBHF [5] are special cases of Algorithm 3, see Sections 6 and 7. Hence FBF
and FBHF are conservative special cases of Algorithm 2.
3.2.2 Forward-Backward Splitting (Mk = S = P )
Algorithm 3 reduces to a generalized forward-backward splitting method if Mk = M ∈ P(H)
for all k and if S, P ∈ P(H) satisfy S = P = M . Then M is 1-cocoercive w.r.t. ‖ · ‖S and
1-strongly monotone w.r.t. ‖ · ‖P and it is straightforward to verify that µˆk = 1− β4 satisfies
(7) with equality. Algorithm 3 reduces, since S−1M = Id, to
xk+1 = xk − θk(1− β4 )(xk − xˆk) = (1− θk(1− β4 ))xk + θk(1− β4 )(M +A)−1(M − C)xk,
which has, e.g., Chambolle-Pock [8] and Vu˜-Condat [13,52] as special cases. By letting S =M ,
the second application of M at xˆk is avoided. Further restricting M = S = γ
−1Id gives the
standard relaxed forward-backward iteration
xk+1 = (1− θk(1− β4 ))xk + θk(1− β4 )(Id + γA)−1(M − γC)xk,
which for θk =
4
4−β , gives standard non-relaxed forward-backward splitting. Similarly to in
[33], our analysis allows for a larger set of step sizes of this iteration than conventional analyses
using averaged operators. More specifically, the requirement that C is 1
β
-cocoercive w.r.t.
‖ · ‖γ−1Id with β ∈ [0, 4) holds if C is 1βˆ -cocoercive w.r.t. ‖ · ‖ with βˆ ≥ 0 and γ ∈ (0,
4
βˆ
).
This doubles the allowed range of step-size parameters γ. However, to allow for a non-relaxed
iteration we need θk =
4
4−β ∈ (0, 2), which holds if β ∈ [0, 2) and γ ∈ (0, 2βˆ ). This is the
standard requirement for FBS.
4 Nonlinear Forward-Backward Map
In this section, we analyze properties of the nonlinear forward-backward map
TFB := (M +A)
−1 ◦ (M − C) (10)
that is used in the first step in NOFOB. We analyze the map for kernel M without iteration
index for cleaner notation. We show that TFB has full domain, is single-valued, and Lipschitz
continuous. We also state the straightforward result that the fixed-point set of TFB coincides
with the zero set of A + C. Finally, we show that application of TFB at x creates a strictly
separating hyperplane between x and zer(A+ C) for all x 6∈ zer(A+ C).
We start with some properties of the forward-backward map TFB.
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Proposition 5 Suppose that Assumptions 1 and 2 hold. Then TFB:
(i) has full domain,
(ii) is Lipschitz continuous,
(iii) is single-valued.
Proof. (i) The point xˆ := TFBx is obtained by applying (M + A)
−1 to (M − C)x. Since M
and C by assumption are single-valued with full domains, (M − C)x exists and is unique for
all x ∈ H. Therefore, TFB has full domain if (M +A)−1 has. Since M is 1-strongly monotone
w.r.t. ‖ · ‖P with P positive definite by Assumption 2, it is λmin(P )-strongly monotone w.r.t.
‖·‖, and so isM+A. Further, sinceM has full domain andM and A are maximally monotone,
so is M + A by [4, Corollary 25.5]. Applying [4, Corollary 25.28] (which is based on Minty’s
theorem, [42]) implies that dom(M +A)−1 = ran(M +A) = H. This proves the first claim.
(ii)We have shown thatM+A is strongly monotone. Therefore (M+A)−1 is cocoercive [4,
Example 22.7], hence Lipschitz continuous (Proposition 2). Further,M is Lipschitz continuous
by Assumption 2, and C is cocoercive by Assumption 1, hence Lipschitz continuous. The result
follows from that Lipschitz continuity is preserved by addition and composition of operators.
(iii) Follows from (ii). 
The Lipschitz constant of TFB is typically larger than one. Hence TFB is not nonexpansive
in general. This is in contrast to the standard forward-backward map that is nonexpansive
(averaged) for appropriate step sizes.
A consequence of Proposition 5 is that NOFOB will generate an infinite sequence (xk)k∈N.
The output of the nonlinear forward-backward step xˆk exists (TFB has full domain) and is
unique (TFB is single-valued). The subsequent projection onto the separating halfspace also
exists and is unique. Therefore, the algorithm will not come to a halt, but instead generate an
infinite sequence of points (xk)k∈N.
Next, we show that the fixed-point set of TFB coincides with the zero set of A+ C.
Proposition 6 Suppose that Assumptions 1 and 2 hold. Then
fixTFB = zer(A+ C).
Proof. We know from Proposition 5 that TFB = (M + A)
−1 ◦ (M − C) is single-valued and
has full domain. Hence, x ∈ fixTFB is equivalent to
x = (M +A)−1(M − C)x⇔Mx+Ax ∋Mx− Cx⇔ 0 ∈ Ax+ Cx,
since M and C are single-valued. This concludes the proof. 
To show that the forward-backwardmap creates a separating hyperplane between the point
of application and the solution set, we will make use of the following lemma.
Lemma 1 Suppose that Assumptions 1 and 2 hold. Then the forward-backward map TFB
satisfies
〈(M − C)x− (M − C)y,TFBx− TFBy〉 ≥ 〈MTFBx−MTFBy, TFBx− TFBy〉
for all x, y ∈ H.
Proof. Since TFB is single-valued and has full domain (Proposition 5), we can for arbitrary
x, y ∈ H define u := (M + A)−1(M − C)x = TFBx and v := (M + A)−1(M − C)y = TFBy.
Then u, v ∈ domA ⊆ domM = H and, by monotonicity of A,
〈Au−Av, u− v〉 ≥ 0
⇔ 〈(M +A)u− (M +A)v, u− v〉 ≥ 〈Mu−Mv, u− v〉
⇔ 〈(M +A)TFBx− (M +A)TFBy, TFBx− TFBy〉
≥ 〈MTFBx−MTFBy, TFBx− TFBy〉
⇒ 〈(M − C)x− (M − C)y, TFBx− TFBy〉
≥ 〈MTFBx−MTFBy, TFBx− TFBy〉,
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where the last implication holds since the set
(M +A)TFBx = (M +A)(M +A)
−1(M − C)x ⊇ {(M − C)x}.
This concludes the proof. 
We use this result to show that the forward-backwardmap TFB defines a separating hyperplane
between the point where it is applied and its solution set. The hyperplane is for every x defined
as the 0:th level of the affine function
ψx(z) := 〈Mx−MTFBx, z − TFBx〉 − β4 ‖x− TFBx‖2P , (11)
where β ∈ [0, 4) is the cocoercivity constant of C in Assumption 1.
Theorem 1 Suppose that Assumptions 1 and 2 hold and let ψx be as in (11). Then
(i) ψx(x) ≥ (1− β4 )‖x− TFBx‖2P ≥ 0, i.e., ψx(x) ≥ 0, for all x ∈ H,
(ii) ψx(x) = 0 if and only if x ∈ zer(A+ C) = fixTFB,
(iii) ψx(z) ≤ 0 for all z ∈ zer(A+ C) = fixTFB.
Proof. (i) It holds that
ψx(x) = 〈Mx−MTFBx, x− TFBx〉 − β4 ‖x− TFBx‖2P ≥ (1− β4 )‖x− TFBx‖2P ,
where 1-strong monotonicity of M w.r.t. ‖ · ‖P (Assumption 2) is used in the inequality. Now,
since β ∈ [0, 4) this quantity is nonnegative. This proves (i).
(ii) That ψx(x) > 0 for all x 6∈ fixTFB follows from (i) and the definition of a fixed-point.
Insertion of any fixed-point z = x = TFBx in (11) gives ψx(x) = 0. An appeal to Proposition 6
proves (ii).
(iii) Let β ∈ (0, 4). Since TFB has full domain (Proposition 5), it holds for all x ∈ H and
z ∈ fixTFB = zer(A+ C) 6= ∅ that
〈Mx−MTFBx, z − TFBx〉
= 〈Mx−Mz +MTFBz −MTFBx, TFBz − TFBx〉
= 〈Mx−Mz − Cx+ Cz, TFBz − TFBx〉
+ 〈Cx− Cz, TFBz − TFBx〉
+ 〈MTFBz −MTFBx, TFBz − TFBx〉
≤ −〈MTFBz −MTFBx, TFBz − TFBx〉
+ 〈Cx− Cz, TFBz − TFBx〉
+ 〈MTFBz −MTFBx, TFBz − TFBx〉
= 〈Cx− Cz, z − TFBx〉
= 〈Cx− Cz, x− TFBx〉 − 〈Cx− Cz, x− z〉
≤ ǫ2‖x− TFBx‖2P + 12ǫ‖Cx− Cz‖2P−1 − 〈Cx− Cz, x− z〉
≤ ǫ2‖x− TFBx‖2P − (1− β2ǫ)〈Cx− Cz, x− z〉
= β4 ‖x− TFBx‖2P
where Lemma 1, Young’s inequality, and 1
β
-cocoercivity of C w.r.t. ‖ · ‖P have been used in
the inequalities. The last equality is obtained by setting ǫ = β2 > 0. For the case β = 0, C is
constant and Cx − Cy = 0 for all x, y ∈ H. The above chain of inequalities can therefore be
stopped at
〈Mx−MTFBx, z − TFBx〉 ≤ 〈Cx− Cz, z − TFBx〉 = 0 = β4 ‖x− TFBx‖2P ,
which is identical to the inequality for β ∈ (0, 4). Rearrangement gives that ψx(z) ≤ 0 where
ψx is defined in (11) for all z ∈ fixTFB = zer(A+ C). This completes the proof. 
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The halfspace Hk that is projected onto in Algorithm 1 can be written as
Hk = {z : ψxk(z) ≤ 0}, (12)
with iteration dependent kernelMk in the definitions of TFB and ψx in (11). Theorem 1 shows
that Hk is a separating halfspace (i.e., constructed from a separating hyperplane) between the
current iterate xk and the solution set zer(A+C). The separation is strict unless xk has already
solved the inclusion problem, i.e., unless xk ∈ zer(A+C). Separation is the key property that
allows us to show convergence of Algorithm 1 in Section 5 by means of Fejer monotonicity.
5 Convergence
Algorithm 1 is a separate and project method. It creates a separating hyperplane in every
iteration, followed by a relaxed projection onto it. The distance to the solution set decreases in
every step and the algorithm sequence is Fejer monotone. To show convergence of the method,
the separating hyperplanes need to generate deep enough cuts to make enough progress to
eventually reach the solution set.
We first present a general result on weak convergence of sequences to the solution set
zer(A+C). We then show that Algorithm 1 satisfies the required assumptions. Before we state
the result, we introduce the iteration dependent nonlinear forward-backward map
TkFB := (Mk +A)
−1(Mk − C), (13)
that is used in the first step of our algorithm.
Proposition 7 Suppose that Assumptions 1 and 2 hold and let S ∈ P(H). Assume that
(xk)k∈N and (xˆk)k∈N are sequences in H satisfying xˆk = TkFBxk, and that
(i) (‖xk − z‖S)k∈N converges for every z ∈ zer(A+ C),
(ii) (‖xk − xˆk‖S)k∈N converges to 0.
Then xk ⇀ x¯ ∈ zer(A+ C).
Proof. By [2, Theorem 4.11 and Example 4.6], it is enough to show that every weak sequential
cluster point belongs to zer(A+C). (These results in [2] are actually much more general than
what we need. Another way to arrive at this conclusion is to generalize [4, Lemma 2.47] to
handle also scaled norms ‖ · ‖S as in (i). This generalization is straightforward.)
At least one cluster point exists since (i) and Assumption 1 imply that (xk)k∈N is bounded.
Let (xnk)k∈N be a weakly convergent subsequence xnk ⇀ x, where x is the cluster point. Since
xˆnk = T
nk
FBxnk = (Mnk +A)
−1(Mnk −C)xnk , it holds that (Mnk +A)xˆnk ∋ (Mnk −C)xnk by
single-valuedness of Mnk and C. This implies that Mnkxnk −Mnk xˆnk ∈ Axˆnk + Cxnk and
unk :=Mnkxnk −Mnk xˆnk − (Cxnk − Cxˆnk) ∈ (A+ C)xˆnk . (14)
Since xnk ⇀ x and, by item (ii), xnk − xˆnk → 0, we have xˆnk ⇀ x. Further, by LM -Lipschitz
continuity of all Mk (Assumption 2) and (say LC) Lipschitz continuity of C (Assumption 1
and Proposition 2) and since ‖xnk − xˆnk‖ → 0, we conclude that
‖unk‖ = ‖Mnkxnk −Mnk xˆnk − (Cxnk − Cxˆnk)‖
≤ ‖Mnkxnk −Mnk xˆnk‖+ ‖Cxnk − Cxˆnk‖
≤ LM‖xnk − xˆnk‖+ LC‖xnk − xˆnk‖
≤ (LM + LC)‖xnk − xˆnk‖ → 0,
i.e., unk → 0. Now, since A + C is maximally monotone (since C has full domain, see [4,
Corollary 25.5]) and (xˆnk , unk) ∈ gph(A + C), we conclude by weak-strong closedness of
graphs of maximally monotone operators [4, Proposition 20.38] that (x, 0) ∈ gph(A+C), i.e.,
x ∈ zer(A + C). That is, every weak sequential cluster point belongs to zer(A + C) and the
proof is complete. 
Before we prove convergence of Algorithm 1, we need the following bounds on µk.
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Proposition 8 Suppose that Assumptions 1 and 2 hold. Then the dual variable in the Hk
projection, µk in (6), satisfies µk = 0 for all xk ∈ zer(A+ C) and
µk ∈
[
(1− β4 ) λmin(P )L2
M
λmax(S−1)
, λmax(S)
λmin(P )
]
for all xk 6∈ zer(A+ C).
Proof. According to Theorem 1, xk ∈ zer(A+C) if and only if xk = xˆk. Using the convention
0
0 = 0 implies that µk = 0.
Let us consider the lower bound for xk 6∈ zer(A+C). Due to 1-strong monotonicity of Mk
w.r.t. ‖ · ‖P
µk =
〈Mkxk −Mkxˆk, xk − xˆk〉 − β4 ‖xk − xˆk‖2P
‖Mkxk −Mkxˆk‖2S−1
≥ (1− β4 )
‖xk − xˆk‖2P
‖Mkxk −Mkxˆk‖2S−1
≥ (1− β4 ) λmin(P )λmax(S−1)
‖xk − xˆk‖2
‖Mkxk −Mkxˆk‖2 ≥ (1−
β
4 )
λmin(P )
L2
M
λmax(S−1)
,
where the last inequality is due to LM Lipschitz continuity of M . Since β ∈ [0, 4) by Assump-
tion 1 and S, P ∈ P(H), µk > 0.
For the upper bound, Cauchy-Schwarz inequality implies
µk =
〈Mkxk −Mkxˆk, xk − xˆk〉 − β4 ‖xk − xˆk‖2P
‖Mkxk −Mkxˆk‖2S−1
≤ ‖Mkxk −Mkxˆk‖S−1‖xk − xˆk‖S‖Mkxk −Mkxˆk‖2S−1
=
‖xk − xˆk‖S
‖Mkxk −Mkxˆk‖S−1
≤ λmax(S)
λmin(P )
where 1-strong monotonicity ofMk w.r.t. ‖·‖P and Proposition 3 have been used in the second
inequality. 
The lower bound in indeed smaller than the upper since, by Assumption 2, LM ≥ λmin(P )
and 1/λmax(S
−1) = λmin(S) ≤ λmax(S).
We are ready to show convergence of Algorithm 1.
Theorem 2 Suppose that Assumptions 1 and 2 hold and that the relaxation parameter θk ∈
(0, 2) satisfies lim infk→∞ θk(2 − θk) > 0. Then Algorithm 1 constructs a sequence (xk)k∈N
that converges weakly to a point in zer(A+ C), i.e., xk ⇀ x¯ ∈ zer(A+ C) as k →∞.
Proof. Proposition 5 guarantees that infinite sequences (xk)k∈N and (xˆk)k∈N are constructed
by Algorithm 1. Assume that there exits k ∈ N such that xk = x¯ ∈ zer(A + C). Then
xˆk = xk ∈ zer(A + C) ⊆ Hk (Theorem 1) and therefore xk+1 = xk = x¯ ∈ zer(A + C).
Induction gives that the sequence will stay at x¯, and the result holds. It is left to prove weak
convergence when all iterates xk 6∈ zer(A+ C).
We first show that item (i) in Proposition 7 holds. By Proposition 4, the relaxed projection
ΠSHk,θk := (1− θk)Id+ θkΠSHk satisfies (4). Inserting x = xk, which implies ΠSHk,θkxk = xk+1,
and y = z ∈ Hk, which implies ΠSHk,θkz = z, we conclude that
‖xk+1 − z‖2S ≤ ‖xk − z‖2S − θk(2− θk)‖xk −ΠSHkxk‖2S (15)
for all z ∈ Hk. In particular, it holds for all z ∈ zer(A+C) since zer(A+C) ⊆ Hk (Theorem 1).
Hence, (‖xk−z‖2S)k∈N is nonincreasing. Since it is also lower bounded, it converges. This proves
that item (i) in Proposition 7 holds.
Let us prove that also (ii) in Proposition 7 holds. First note that (15) implies summability
of (θk(2 − θk)‖xk − ΠSHkxk‖2S)k∈N. Since θk ∈ (0, 2) satisfies lim infk→∞ θk(2 − θk) > 0, we
conclude that ‖xk−ΠSHkxk‖S → 0. Now, since xk 6∈ zer(A+C), we have xk 6∈ Hk (Theorem 1),
and the projection formula is given by (5). Therefore, using Proposition 8 and Proposition 3,
we conclude
0← ‖xk −ΠSHkxk‖S = µk‖S−1(Mkxk −Mkxˆk)‖S
≥ (1− β4 ) λmin(P )L2Mλmax(S−1)‖Mkxk −Mkxˆk‖S−1
≥ (1− β4 ) λmin(P )L2
M
λmax(S−1)
λmin(P )
λmax(S)
‖xk − xˆk‖S (16)
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where the factor in front of ‖xk − xˆk‖S is positive since β ∈ [0, 4) by Assumption 1 and
S, P ∈ P(H). Hence ‖xk − xˆk‖S → 0 and item (ii) in Proposition 7 holds. This concludes the
proof. 
The following corollaries show convergence of Algorithm 2 and the conservative method in
Algorithm 3.
Corollary 1 Suppose that the Assumptions of Theorem 2 hold. Then Algorithm 2 is equivalent
to Algorithm 1 and Algorithm 2 generates a sequence (xk)k∈N that converges weakly to a point
in zer(A+ C), i.e., xk ⇀ x¯ ∈ zer(A+ C) as k →∞.
Proof. For xk 6∈ zer(A+C), Theorem 1 implies that xk 6∈ Hk, and the projection formula (5)
used in Algorithm 2 holds. If xk = x¯ ∈ zer(A+C), then xk ∈ Hk (Theorem 1) and xk+1 = xk
in Algorithm 1. Further, µk = 0 (Proposition 8), hence xk+1 = xk also in Algorithm 2. The
algorithms are equivalent and Theorem 2 shows convergence. 
Corollary 2 Suppose that Assumptions 1 and 2 hold, that the relaxation parameter θk ∈ (0, 2)
satisfies lim infk→∞ θk(2−θk) > 0, and that µˆk in Algorithm 3 satisfies µˆk ∈ [ǫµ, µk] with ǫµ ∈
(0,mink(µk)] and µk in (6). Then Algorithm 3 generates a sequence (xk)k∈N that converges
weakly to a point in zer(A+ C), i.e., xk ⇀ x¯ ∈ zer(A+ C) as k →∞.
Proof. We have θkµˆk =
θkµˆk
µk
µk. Hence Algorithm 3 is Algorithm 2 with relaxation parameter
θkµˆk
µk
. Now, µˆk ∈ [ǫµ, µk] implies θkµˆkµk ∈ (0, 2). Let δ > 0 be the finite upper bound for µk in
Proposition 8. Then µˆk ≥ ǫµ ≥ ǫµδ µk. Therefore
lim inf
k→∞
θkµˆk
µk
(2− θkµˆk
µk
) ≥ ǫµ
δ
lim inf
k→∞
θk(2− θk) > 0,
and the relaxation parameter satisfies assumptions needed for convergence. Since Algorithm 2
is equivalent to Algorithm 1 (Corollary 1), we apply Theorem 2 to show convergence. 
The assumptions onMk in Assumption 2 are not the weakest possible to prove convergence
in Theorem 2. The assumptions can be weakened to that allMk are locally Lipschitz continuous
(instead of Lipschitz continuous) and locally strongly monotone in the sense that
〈Mkxk −Mkxˆk, xk − xˆk〉 − β4 ‖xk − xˆk‖2P ≥ δ(1− β4 )‖xk − xˆk‖2P
holds for some δ ∈ (0, 1] (instead of 1-strongly monotone w.r.t. ‖·‖P , which implies that it holds
for all x, y ∈ H and δ = 1). Such results would capture forward-backward-forward splitting
variations when the single-valued operator D is locally Lipschitz continuous as opposed to
globally Lipschitz continuous. A line search procedure would be needed to find each Mk. To
keep the presentation simple, we omit line search variations and therefore the more general
convergence result.
6 Forward-Backward-Forward Splitting
Tseng’s Forward-backward-forward splitting [51] solves monotone inclusion problems of the
form
0 ∈ Bx+Dx, (17)
that satisfy the following assumption:
Assumption 3 Assume that B : H→ 2H, that D : H → H is LD-Lipschitz continuous (w.r.t.
‖ · ‖), B +D is maximally monotone, and that the solution set zer(B +D) is nonempty.
Forward-backward-forward splitting can be recovered from nonlinear forward-backward
splitting in Algorithm 2 by letting C = 0 and A = B + D. That C = 0 implies that it is
actually a special case of the nonlinear backward (resolvent) method and the sum B + D is
treated as one operator. Therefore, we require only the sum to be maximally monotone, not
the individual operators.
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Using the nonlinear kernel Mk = γ
−1
k Id−D in the nonlinear resolvent, where γk > 0, the
backward step in Algorithm 2 on A = B +D can be written as
xˆk = (Mk +A)
−1Mkxk = (γ
−1
k Id −D +B +D)−1(γ−1k Id−D)xk
= (γ−1k Id +B)
−1(γ−1k Id −D)xk
= (Id + γkB)
−1(Id− γkD)xk.
The nonlinear backward step with Mk on A = B + D is evaluated as a standard forward-
backward step on D and B. This choice of nonlinear kernel Mk is key to transfer D from the
backward part to the forward part.
The following algorithm is a forward-backward-forward type method that is a special case of
Algorithm 2 and solves the same problem class as Tseng’s forward-backward-forward splitting.
Since C = 0 also β = 0, and Algorithm 2 in this setting reads:
Algorithm 4 Forward-Backward-Forward with Long Steps
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Id + γkB)
−1(Id − γkD)xk
4: µk :=
〈γ−1
k
xk−Dxk−(γ
−1
k
xˆk−Dxˆk),xk−xˆk〉
‖γ−1
k
xk−Dxk−(γ
−1
k
xˆk−Dxˆk)‖
2
S−1
5: xk+1 := xk − θkµkS
−1(γ−1
k
xk −Dxk − (γ
−1
k
xˆk −Dxˆk))
6: end for
The method is called forward-backward-forward with long steps. It has Tseng’s forward-
backward-forward method as a special case with shorter steps (smaller θkµk). Algorithm 4 and
Tseng’s FBF require two evaluations of D per iteration. The second evaluation is needed for
the halfspace construction and subsequent projection.
In the following proposition, we show strong monotonicity and cocoercivity of Mk. To this
end, let us define
γ−1 := inf
k
γ−1k . (18)
Proposition 9 Let P = (γ−1 − LD)Id ∈ P(H) and S = Id. Then Mk = γ−1k Id − D is 1-
strongly monotone w.r.t. ‖ · ‖P and 1
γ
−1
k
+LD
-cocoercive w.r.t. ‖ · ‖S. In addition, the constants
cannot be improved.
Proof. It holds that
〈Mkx−Mky, x− y〉 = γ−1k ‖x− y‖2 − 〈Dx−Dy, x− y〉
≥ γ−1k ‖x− y‖2 − ‖Dx−Dy‖‖x− y‖
≥ γ−1k ‖x− y‖2 − LD‖x− y‖2
≥ γ−1‖x− y‖2 − LD‖x− y‖2
= ‖x− y‖2P ,
where Cauchy-Schwarz, Lipschitz continuity of LD, and (18) have been used in the inequalities.
This shows that all Mk are 1-strongly monotone w.r.t. ‖ · ‖P . For D = LDId and γ−1k = γ−1,
we have equality everywhere. This proves that the strong monotonicity constant is tight.
To prove the cocoercivity constant, we define the nonexpansive N := − 1
LD
D and rewrite
Mk = γ
−1
k Id−D = γ−1k Id + LDN = γ
−1
k
+LD
2 Id +
γ
−1
k
−LD
2 Id + LDN
=
γ−1
k
+LD
2 Id +
γ−1
k
+LD
2 (
2
γ
−1
k
+LD
(
γ−1
k
−LD
2 Id + LDN))
=
γ
−1
k
+LD
2 (Id + N˜),
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where N˜ := 2
γ−1
k
+LD
(
γ
−1
k
−LD
2 Id + LDN) is also nonexpansive since
γ
−1
k
−LD
2 Id + LDN is
γ
−1
k
+LD
2 -Lipschitz. Now, since Mk =
γ
−1
k
+LD
2 (Id + N˜) with N˜ nonexpansive, Mk is
1
γ−1
k
+LD
-
cocoercive w.r.t. ‖ · ‖ = ‖ · ‖S, see Proposition 1.
Now, let D = −LDId. Then Mk = (γ−1k + LD)Id and
〈Mkx−Mky, x− y〉 = 1
γ
−1
k
+LD
‖Mkx−Mky‖2.
Hence, the cocoercivity constant cannot be improved. This concludes the proof. 
The next proposition provides conditions under which Algorithm 4 converges.
Proposition 10 Suppose that Assumption 3 holds, that θk is as in Theorem 2, and that
γk ∈ [ǫ, 1ǫ ] and γk ≤ 1LD − ǫ for some ǫ ∈ (0, 1). Then Algorithm 4 generates a sequence
(xk)k∈N such that xk ⇀ x ∈ zer(B +D).
Proof. Since Algorithm 4 is a special case of Algorithm 1, Theorem 2 proves convergence if
Assumptions 1 and 2 hold. Assumption 3 implies that Assumption 1 holds by lettingA = B+D
and C = 0. The 1-strong monotonicity of Mk w.r.t. ‖ · ‖P in Assumption 2 is shown to hold
in Proposition 9 if P ∈ P(H). Now, P = (γ−1 − LD)Id = (inf γ−1k − LD)Id ∈ P(H) if
inf γ−1k > LD . For LD > 0 it holds since γk ≤ 1LD − ǫ and for LD = 0 it holds since
γk ≤ 1ǫ . Proposition 9 also shows that Mk is 1γ−1
k
+LD
-cocoercive, hence γ−1k + LD-Lipschitz
(Proposition 2). Therefore, the Lipschitz assumption on Mk in Assumption 2 holds if all γ
−1
k
are bounded, which holds since γk > ǫ. This concludes the proof. 
The range of allowed γk is the same as in classical forward-backward-forward splitting and
becomes γ ∈ (0, 1
LD
) for fixed γ (in presence of D).
6.1 Forward-Backward-Forward with Conservative µk
Since Algorithm 4 is a special case of Algorithm 2, the step-length parameter µk in Algo-
rithm 4 can be replaced by the cocoercivity constant of Mk w.r.t. ‖ · ‖S, cf. (8) and (9) and
Corollary 2. This results in a special case of Algorithm 3 with shorter step-lengths. In the
following algorithm, the (tight) cocoercivity constants βMk :=
1
γ
−1
k
+LD
from Proposition 9 are
used.
Algorithm 5 Forward-Backward-Forward with Conservative Steps
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Id + γkB)
−1(Id − γkD)xk
4: xk+1 := xk − θk
γ
−1
k
γ
−1
k
+LD
((Id − γkD)xk − (Id− γkD)xˆk)
5: end for
The step-length parameter µk is a local cocoercivity constant of Mk that holds exactly for
xk and xˆk. Algorithm 5 is therefore Algorithm 4 with the local cocoercivity constant replaced
by a global that holds for all x, y ∈ H. The step is shortened exactly with the ratio between
the global and local constants. We formally state convergence of the algorithm below.
Proposition 11 Suppose that Assumption 3 holds, that θk is as in Theorem 2, and that
γk ∈ [ǫ, 1ǫ ] and γk ≤ 1LD − ǫ for some ǫ ∈ (0, 1). Then Algorithm 5 generates a sequence
(xk)k∈N such that xk ⇀ x ∈ zer(B +D).
Proof. In view of Proposition 10 and Corollary 2 it is enough to show that µˆk = βMk ∈ [ǫµ, µk]
for some ǫµ > 0 and µk in (8). The upper bound follows from (8) and (9). For the lower bound,
we have βMk ≥ 1γ−1
k
+LD
≥ 1
ǫ−1+LD
> 0. 
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If we in addition use relaxation parameter θk =
γ
−1
k
+LD
γ−1
k
, we arrive at Tseng’s FBF as a
special case.
Algorithm 6 Tseng’s Forward-Backward-Forward
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Id + γkB)
−1(Id − γkD)xk
4: xk+1 := xˆk − γk(Dxˆk −Dxk)
5: end for
Tseng’s forward-backward-forward is a conservative variation of Algorithm 4. The local
cocoercivity constants of Mk are replaced by global ones. This leads to shorter steps. In addi-
tion, Tseng’s FBF uses a specific relaxation parameter θk that approaches 2 as γk approaches
1
LD
. We formally show convergence of the method.
Proposition 12 Suppose that Assumption 3 holds and that γk ∈ [ǫ, 1ǫ ] and γk ≤ 1LD − ǫ for
some ǫ ∈ (0, 1). Then Algorithm 6 generates a sequence (xk)k∈N such that xk ⇀ x ∈ zer(B+D).
Proof. In view of Proposition 11, it is sufficient to show that θk ∈ (0, 2) and that lim infk→∞ θk(2−
θk) > 0. Since 0 < γk ≤ 1LD −ǫ, there exist δ ∈ (0, 1] such that
LD
γ
−1
k
≤ 1−δ for all k. Therefore,
θk =
γ
−1
k
+LD
γ−1
k
∈ [1, 2− δ) ⊂ (0, 2) and lim infk→∞ θk(2− θk) ≥ δ > 0. 
7 Forward-Backward-Half-Forward Splitting
Forward-backward-half-forward solves monotone inclusion problems of the form
0 ∈ Bx+Dx+ Ex,
that satisfy the following assumption:
Assumption 4 Assume that B : H → 2H, that D : H → H is LD-Lipschitz continuous
(w.r.t. ‖ · ‖), E : H → H is 1
βE
-cocoercive w.r.t. ‖ · ‖, B+D is maximally monotone, and that
the solution set zer(B +D + E) is nonempty.
Again, we require only the sum B+D to be maximally monotone, not the individual operators
B and D. The model extends the model for FBF with a cocoercive term E.
Forward-backward-half-forward is obtained from Algorithm 2 in a similar manner that
forward-backward-forward is. The difference is that the cocoercive part was previously zero,
while here it is not. Let C = E and A = B+D and use the same constructionMk = γ
−1
k Id−D
as before with γk > 0. The nonlinear forward-backward step in Algorithm 2 becomes
xˆk = (Mk +A)
−1(Mk − C)xk = (γ−1k Id −D +B +D)−1(γ−1k Id−D − E)xk
= (γ−1k Id +B)
−1(γ−1k Id−D − E)xk
= (Id + γkB)
−1(Id− γkD − γkE)xk.
Again, the D in the backward part is canceled by Mk and moved to the forward part. We
further use P = (γ−1 − LD)Id, where γ−1 is defined in (18), and β = βEγ−1−LD (we will
in Proposition 13 verify that these choices work) to arrive at the following special case of
Algorithm 2.
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Algorithm 7 Forward-Backward-Half-Forward with Long Steps
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Id + γkB)
−1(Id − γkD − γkE)xk
4: µk :=
〈γ−1
k
xk−Dxk−(γ
−1
k
xˆk−Dxˆk),xk−xˆk〉−
βE
4
‖xk−xˆk‖
2
‖γ−1
k
xk−Dxk−(γ
−1
k
xˆk−Dxˆk)‖
2
S−1
5: xk+1 := xk − θkµkS
−1(γ−1
k
xk −Dxk − (γ
−1
k
xˆk −Dxˆk))
6: end for
We call the method forward-backward-half-forwardwith long steps, since the FBHFmethod
in [5] is a special case with conservative µk. For the choices of P and β to work, C = E must
be 1
β
-cocoercive w.r.t. ‖ · ‖P (Assumption 1) and β ∈ [0, 4) (the cocoercivity in Assumption 4
on E is w.r.t. ‖ · ‖). This is shown next.
Proposition 13 Suppose that E is 1
βE
-cocoercive w.r.t. ‖ ·‖ and that P = δId for some δ > 0.
Then C = E is 1
β
-cocoercive w.r.t. ‖ · ‖P with β = βEδ . In particular, for P = (γ−1 −LD)Id ∈
P(H), C = E is γ
−1−LD
βE
-cocoercive.
Proof. By assumption, C = E is 1
βE
cocoercive w.r.t ‖ · ‖. Therefore
〈Cx− Cy, x− y〉 ≥ 1
βE
‖Cx− Cy‖2 = δ
βE
‖Cx− Cy‖2δ−1Id = δβE ‖Cx− Cy‖
2
P−1
for all x, y ∈ H. 
The requirement on β = βE
γ−1−LD
∈ [0, 4) sets additional requirements on the choice of γk
compared to the forward-backward-forwardmethods. The next proposition provides conditions
under which Algorithm 7 converges.
Proposition 14 Suppose that Assumption 4 holds, that θk is as in Theorem 2, and that
γk ∈ [ǫ, 1ǫ ] and γk ≤ 1LD − ǫ and γk ≤ 4βE+4LD − ǫ for some ǫ ∈ (0, 1). Then Algorithm 7
generates a sequence (xk)k∈N such that xk ⇀ x ∈ zer(B +D + E).
Proof. Since Algorithm 7 is a special case of Algorithm 1, Theorem 2 proves convergence if
Assumptions 1 and 2 hold. Assumption 4 implies that Assumption 1 holds by lettingA = B+D
and C = E if E is 1
β
-cocoercive w.r.t. ‖ · ‖P with β ∈ [0, 4) and P ∈ P(H). As in the proof for
Proposition 10, P = (γ−1−LD)Id = (inf γ−1k −LD)Id ∈ P(H) if inf γ−1k > LD . For LD > 0 it
holds since γk ≤ 1LD −ǫ and for LD = 0 it holds since γk ≤ 1ǫ . Now, since γk ≤ 4βE+4LD −ǫ and
γ−1k > LD, it follows that
βE
γ
−1
k
−LD
≤ 4− δ for all k and some δ ∈ (0, 4]. Hence the cocoercivity
constant of C w.r.t. ‖ · ‖P in Proposition 13 satisfies β = βEγ−1−LD < 4. Nonnegativity of β
follows from that γk ≤ 1LD − ǫ, i.e., γ
−1
k − LD > 0 for all k. Proving that Assumption 2 holds
is identical to the corresponding part of the proof for Proposition 10. 
In absence of E, i.e., E = 0, we have βE = 0 and the condition γk ≤ 4βE+4LD − ǫ = 1LD − ǫ
and it becomes redundant. In absence of D, instead, i.e., D = 0, the algorithm (with S = Id)
reduces to standard forward-backward splitting
xk+1 := (1− θkµkγ−1k )xk + θkµkγ−1k (Id + γkB)−1(Id− γkE)xk
and the step length requirement becomes γk ∈ [ǫ, 4βE − ǫ]. This is more generous than the
standard one that allows for γk ∈ [ǫ, 2βE − ǫ]. However, for γk ≥ 2βE the combined relaxation
parameter θkµkγ
−1
k can be shown satisfy θkµkγ
−1
k ∈ (0, 1), which means that the standard
forward-backward step without relaxation will not work. This was also noted in [33].
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7.1 Forward-Backward-Half-Forward with Conservative µk
We provide two variations of Algorithm 7 with conservative choices of µk. We use a lower bound
µˆk of µk that satisfies (7). In our setting, it should satisfy (cf. µk update in Algorithm 7)
µˆk ≤
〈Mkx−Mky, x− y〉 − βE4 ‖x− y‖2
‖Mkx−Mky‖2 (19)
for all x, y ∈ H andMk = γ−1k Id−D. We provide such a constant in the following proposition.
Proposition 15 Suppose that Assumption 4 holds, let Mk = γ
−1
k Id − D, and suppose that
γk ∈ (0, 1LD ) and γk < 4βE+4LD . Further define φk :=
2(γ−2
k
−L2D)
γ
−1
k
βE
and γˆ := 4
βE+
√
β2
E
+16L2
D
.
Then
µˆk =


γk
2(1+ǫ1,k)
≤ γk2 with ǫ1,k = (1−φk)βE4(γ−1
k
−LD)−βE
if γk ≥ γˆ
γk
2ǫ2,kφk
> γk2 with ǫ2,k =
γ
−1
k
+LD
2γ−1
k
(φk−1)+(γ
−1
k
+LD)
if γk ∈ (0, γˆ)
(20)
satisfies (19) for all x, y ∈ H.
Proof. For ease of notation, we drop iteration indices k on all variables in the proof. It holds
that
‖Mx−My‖2 = ‖γ−1(x− y)− (Dx−Dy)‖2
= γ−2‖x− y‖2 + ‖Dx−Dy‖2 − 2γ−1〈x− y,Dx−Dy〉
≤ (γ−2 + L2D)‖x− y‖2 − 2γ−1〈x− y,Dx−Dy〉
= 2γ−1(〈x− y, γ−1(x− y)− (Dx−Dy)〉+ 1
2γ−1
(γ−2 + L2D − 2γ−2)‖x− y‖2)
= 2γ−1(〈x− y,Mx−My〉+ 12γ−1 (L2D − γ−2)‖x− y‖2)
= 2γ−1(〈x− y,Mx−My〉 − φβE4 ‖x− y‖2), (21)
where LD-Lipschitz continuity is used in the inequality. Further, it is straightforward to show
that for γ > 0;
γ > γˆ ⇔ φ < 1, γ = γˆ ⇔ φ = 1, γ < γˆ ⇔ φ > 1. (22)
Now, let us consider the two cases.
Case γ ≥ γˆ. According to (22), this implies φ ≤ 1. Further γ < 4
βE+4LD
and γ < 1
LD
imply
βE < 4(γ
−1 − LD). Therefore, ǫ1 ≥ 0 in (20) and rearranging the expression for ǫ1 yields
φβE4 + ǫ1(γ
−1 − LD) = βE4 (1 + ǫ1). (23)
Hence, continuing from (21), we conclude that
‖Mx−My‖2 ≤ 2γ−1(〈x− y,Mx−My〉 − φβE4 ‖x− y‖2)
= 2γ−1(((1 + ǫ1)− ǫ1)〈x− y,Mx−My〉 − φβE4 ‖x− y‖2)
≤ 2γ−1((1 + ǫ1)〈x− y,Mx−My〉 − (φβE4 + ǫ1(γ−1 − LD))‖x− y‖2)
= 2γ−1(1 + ǫ1)(〈x− y,Mx−My〉 − βE4 ‖x− y‖2)
where 1-strong monotonicity w.r.t. ‖ · ‖P (Proposition 9) has been used in the last inequality
(which is possible since ǫ1 ≥ 0) and (23) has been used in the last equality. Hence, µˆ = γ2(1+ǫ1)
satisfies (19) for all x, y ∈ H. Obviously µˆ ≤ γ2 since ǫ1 ≥ 0.
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Case γ ∈ (0, γˆ). According to (22), this implies φ > 1. Therefore, ǫ2 ∈ (0, 1) in (20) and
rearranging the expression for ǫ2 yields
1 + (1−ǫ2)(γ
−1+LD)
2ǫ2γ−1
= φ. (24)
Hence,
‖Mx−My‖2 = (1− ǫ2)‖Mx−My‖2 + ǫ2‖Mx−My‖2
≤ (1− ǫ2)‖Mx−My‖2 + 2ǫ2γ−1(〈x− y,Mx−My〉 − φβE4 ‖x− y‖2)
≤ 2ǫ2γ−1((1 + (1−ǫ2)(γ
−1+LD)
2ǫ2γ−1
)〈x− y,Mx−My〉 − φβE4 ‖x− y‖2)
= 2ǫ2γ
−1φ(〈x− y,Mx−My〉 − βE4 ‖x− y‖2)
where (21) and 1
γ−1+LD
-cocoercivity of M w.r.t. ‖ · ‖S = ‖ · ‖ (Proposition 9) are used in the
inequalities (which is possible since ǫ2 ∈ (0, 1)) and (24) is used in the final equality. Hence,
µˆ = γ2ǫ2φ satisfies (19) for all x, y ∈ H. Now, µˆ >
γ
2 since γ
−1 > LD and φ > 1 imply
1
ǫ2φ
= 2γ
−1(φ−1)+(γ−1+LD)
(γ−1+LD)φ
> (γ
−1+LD)(φ−1)+(γ
−1+LD)
(γ−1+LD)φ
= 1. (25)
This concludes the proof. 
The first special case of Algorithm 7 with conservative step uses µˆk in (20) and S = Id.
Algorithm 8 Forward-Backward-Half-Forward with Conservative Steps
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Id + γkB)
−1(Id − γkD − γkE)xk
4: µˆk is chosen as in (20)
5: xk+1 := xk − θkµˆkγ
−1
k
((Id − γkD)xk − (Id− γkD)xˆk)
6: end for
Convergence of the algorithm is proven below.
Proposition 16 Suppose that Assumption 4 holds, that θk is as in Theorem 2, and that
γk ∈ [ǫ, 1ǫ ] and γk ≤ 1LD − ǫ and γk ≤ 4βE+4LD − ǫ for some ǫ ∈ (0, 1). Then Algorithm 8
generates a sequence (xk)k∈N such that xk ⇀ x ∈ zer(B +D + E).
Proof. In view of Corollary 2 and Proposition 19, it is enough to show that µˆk ∈ [ǫµ, µk]
for some ǫµ > 0. The upper bound is proven in Proposition 15. If γk ∈ (0, γˆ), then, by
Proposition 15, µˆk >
γk
2 ≥ ǫ2 > 0. It is left to provide a lower bound for µˆk in Proposition 15
when γk > γˆ. Since γk ∈ [ǫ, 1ǫ ] and γk ≤ 1LD − ǫ, we conclude that φk =
2(γ−2
k
−L2
D
)
γ
−1
k
βE
> 0 for all
k. Further, since 0 < γk ≤ 4βE+4LD − ǫ, we have 4(γ
−1
k −LD)− βE ≥ δ for some δ > 0 and all
k. Therefore, ǫ1,k =
(1−φk)βE
4(γ−1
k
−LD)−βE
≤ βE
4(γ−1
k
−LD)−βE
≤ βE
δ
and µˆk =
γk
2(1+ǫ1,k)
≥ ǫ
2(1+
βE
δ
)
> 0.

We further restrict Algorithm 8 to allow for parameters γk ∈ (0, γˆ) with γˆ in (20). We
use corresponding µˆk =
γk
2ǫ2,kφk
from (20), and relaxation parameter θk = 2ǫ2,kφk. Then
θkµˆkγ
−1
k = 1 and Algorithm 8 reduces to the forward-backward-half-forward method in [5]:
Algorithm 9 Forward-Backward-Half-Forward in [5]
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Id + γkB)
−1(Id − γkD − γkE)xk
4: xk+1 := xˆk − γk(Dxˆk −Dxk)
5: end for
The following proposition shows convergence.
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Proposition 17 Suppose that Assumption 4 holds and that γk ∈ [ǫ, 1ǫ ] and γk ≤ γˆ − ǫ for
some ǫ ∈ (0, 1) and γˆ in (20). Then Algorithm 9 generates a sequence (xk)k∈N such that
xk ⇀ x ∈ zer(B +D + E).
Proof. It is immediate that γˆ = 4
βE+
√
β2
E
+16L2
D
implies γˆ ≤ 1
LD
and γˆ ≤ 4
βE+4LD
. Hence, the
requirement γk ∈ [ǫ, γˆ − ǫ] implies that the restrictions on γk in Proposition 16 hold. In view
of Corollary 2 and Proposition 16, it is enough to show that θk = 2ǫ2,kφk ∈ (0, 2) and that
lim infk→∞ θk(2− θk) > 0 where ǫ2,k and φk are defined in Proposition 15.
Since φk = 1 if γk = γˆ, see (22), and φk is strictly decreasing in γk, there exists δ1 ∈ (0, 1)
such that φk ≥ 11−δ1 > 1 for all γk ∈ [ǫ, γˆ − ǫ]. Also, since γk ∈ [ǫ, 1LD − ǫ], there exists δ2 > 0
such that for all k, γ−1k ≥ LD + δ2. Therefore
1
ǫ2,kφk
=
2γ−1
k
(φk−1)+(γ
−1
k
+LD)
(γ−1
k
+LD)φk
≥ (γ
−1
k
+LD+δ2)(φk−1)+(γ
−1
k
+LD)
(γ−1
k
+LD)φk
=
γ
−1
k
+LD+δ2−δ2φ
−1
k
γ−1
k
+LD
≥ 1 + δ1δ2
γ−1
k
+LD
≥ 1 + δ1δ2
ǫ−1+LD
and θk = 2ǫ2,kφk ≤ 2
1+
δ1δ2
ǫ−1+LD
≤ 2− δ3 for some δ3 > 0 and all k. Further
1
ǫ2,kφk
=
2γ−1
k
(φk−1)+(γ
−1
k
+LD)
(γ−1
k
+LD)φk
≤ 2γ
−1
k
(φk−1)+2γ
−1
k
(γ−1
k
+LD)φk
=
2γ−1
k
γ
−1
k
+LD
= 21+LDγk ≤ 2
and θk = 2ǫ2,kφk ≥ 1. Hence θk ∈ [1, 2− δ3] and lim infk→∞ θk(2− θk) ≥ δ3 > 0. 
This result recovers [5, Theorem 2.3-1] for Algorithm 9. However, with Algorithm 7, we allow
for longer steps without increasing the computational cost per iteration. Hence, the forward-
backward-half-forward method in [5] is a conservative, in terms of step-length, special case of
Algorithm 7 and therefore also of Algorithm 2.
8 A Novel Four-Operator Splitting Method
We consider an extension of the model for FBHF to include a linear skew-adjoint term K. The
monotone problem under consideration is
0 ∈ Bx+Dx+ Ex+Kx,
that satisfies the following assumption:
Assumption 5 Assume that B : H → 2H, that D : H → H is LD-Lipschitz continuous
(w.r.t. ‖ · ‖), E : H→ H is 1
βE
-cocoercive w.r.t. ‖ · ‖, K : H → H is linear skew adjoint, B+D
is maximally monotone, and that the solution set zer(B +D + E +K) is nonempty.
Again, we only require the sum B+D to be maximally monotone, not the individual operators
B and D. SinceK is has full domain, also B+D+K is maximally monotone [4, Corollary 25.5].
We construct the four-operator splitting method from Algorithm 2 in a similar manner
as FBF and FBHF. The single-valued operators, except the cocoercive one, are put in A and
removed from the inversion by subtracting them using the kernel Mk. We let C = E and
A = B + D + K and use Mk = Qk − D − K where Qk is strongly monotone and Lipschitz
continuous. The nonlinear forward-backward step in Algorithm 2 becomes
xˆk = (Mk +A)
−1(Mk − C)xk
= (Qk −D −K +B +D +K)−1(Qk −D −K − E)xk
= (Qk +B)
−1(Qk −D −K − E)xk
The D and K operators are canceled byMk from the backward part and moved to the forward
part. These operators are evaluated twice per iteration, while E and the resolvent of B are
evaluated once.
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Algorithm 10 Four-Operator Splitting
1: Let: Mk = Qk −D −K
2: Input: x0 ∈ H
3: for k = 0, 1, . . . do
4: xˆk := (Qk + B)
−1(Qk −D −K −E)xk
5: µk :=
〈Mkxk−Mkxˆk,xk−xˆk〉−
βE
4
‖xk−xˆk‖
2
‖Mkxk−Mkxˆk‖
2
S−1
6: xk+1 := xk − θkµkS
−1(Mkxk −Mkxˆk)
7: end for
The algorithm is a direct special case of Algorithm 2. If Qk and P ∈ P(H) are chosen such
that Assumptions 1 and 2 are satisfied, convergence follows from Corollary 1. For specific Qk
choices, more explicit conditions that guarantee convergence can be derived. In particular, we
let Qk = γ
−1
k Id which gives Mk = γ
−1
k Id − D − K. This differs from the Mk operators in
FB(H)F only by −K, which is skew. Subtraction of a the linear skew-adjoint operator K does
not affect strong monotonicity properties of Mk, but it increases the Lipschitz constant. This
does not affect the range of parameters that can be used compared to Algorithm 7.
Proposition 18 Suppose that Assumption 5 holds, that θk is as in Theorem 2, that Qk =
γ−1k Id, and that γk ∈ [ǫ, 1ǫ ] and γk ≤ 1LD − ǫ and γk ≤ 4βE+4LD − ǫ for some ǫ ∈ (0, 1). Then
Algorithm 10 generates a sequence (xk)k∈N such that xk ⇀ x ∈ zer(B +D + E +K).
Proof. Since Algorithm 10 is a special case of Algorithm 2, Corollary 1 proves convergence if
Assumptions 1 and 2 hold. Showing that Assumption 1 holds is identical to in Proposition 19.
For P = (γ−1 − LD)Id, Proposition 10 and Proposition 19 imply that Mk +K is 1-strongly
monotone w.r.t. ‖ ·‖P and Lipschitz continuous under the stated step-length restrictions. Now,
subtraction of linear skew adjoint operator K to Mk does not affect the strong monotonicity
constant since 〈Kx−Ky,x− y〉 = 0. Therefore,Mk is 1-strongly monotone w.r.t. ‖ · ‖P . Since
K and Mk +K are Lipschitz continuous, so is Mk and Assumption 2 holds. 
Note in particular that if D = E = 0, the only stepsize requirements is that γk ∈ [ǫ, 1ǫ ].
Special Cases. The four-operator splitting method with Qk = γ
−1
k Id generalizes both the long
step versions of FBF (Algorithm 4) and FBHF (Algorithm 7). The step size requirements are
the same as for long-step FBHF. They reduce to those of long-step FBF when the cocoercive
therm E = 0. This gives rise to a long-step forward-backward-forward extension with a linear
skew adjoint operator. If in addition the Lipschitz term D = 0, the only requirement for
convergence is that γk > ǫ and that (γk)k∈N is bounded. If instead a general Qk is used, the
only restriction when D = E = 0 is that all Qk are strongly monotone w.r.t. some σ > 0.
Further, if D = K = 0 and the projection metric S = Id, then the standard forward-backward
splitting is recovered.
If we instead let D = 0 and select Qk = Q − G, where Q ∈ P(H) and G is linear skew
adjoint, we recover the AFBA algorithm in [33, Algorithm 1]. Therefore, also the special cases
listed in [33], such as Chambolle-Pock [8], Vu˜-Condat [13,52], Douglas-Rachford [35], ADMM
[19,21], and [15,6,23], are special cases of this algorithm (although the analysis of Douglas-
Rachford and ADMM needs a slight generalization of our results with positive semidefinite
Q).
Conservative Variations. Conservative versions of the four-operator splitting method can be
derived by lower bounding µk. The bounds will be smaller than what is the case for FBHF,
since the Lipschitz constants ofMk are larger. We will not derive such bounds since derivations
are quite technical and the resulting algorithms would be conservative versions of Algorithm 10
and therefore not very interesting.
9 Projective Splitting
In this section, we show that the synchronous version of projective splitting in [10] is a special
case of NOFOB and of the four-operator splitting method in Algorithm 10. The algorithm in
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[10] has no stepsize restrictions besides being upper and lower bounded. Our analysis provides
a new understanding for this result.
We consider a special case of the synchronous version of projective splitting in [10]. It solves
monotone inclusion problems of the form
0 ∈ An(x) +
n−1∑
i=1
L∗iAi(Lix) (26)
that satisfy the following assumption.
Assumption 6 Assume that Ai : Gi → 2Gi for i ∈ {1, . . . , n − 1} and An : H → 2H are
maximally monotone and that Li : H→ Gi for i ∈ {1, . . . , n− 1} are bounded linear operators.
Further assume that the zero set of (26) is nonempty.
A synchronous version of the projective splitting algorithm in [10, Algorithm 3.4] reads as
follows, where JγA := (Id + γA)
−1 is a standard resolvent notation.
Algorithm 11 Synchronous Version of Projective Splitting in [10, Algorithm 3.4]
1: Input: x0 ∈ H and wi,0 ∈ Gi for i = 1, . . . , n− 1
2: for k = 0, 1, . . . do
3: xˆk := Jτn,kAi (xk − τn,k
∑n−1
i=1 L
∗
iwi,k)
4: yˆk := (τ
−1
n,k
xk −
∑n−1
i=1 L
∗
iwi,k)− τ
−1
n,k
xˆk
5: for i = 1, . . . , n− 1 do
6: vˆi,k := Jτi,kAi (Lixk + τi,kwi,k)
7: wˆi,k := wi,k + τ
−1
i,k Lixk − τ
−1
i,k vˆi,k
8: end for
9: t∗k := yˆk +
∑n−1
i=1 L
∗
i wˆi,k
10: ti,k := vˆi,k − Lxˆk
11: µk :=
(∑n−1
i=1
〈ti,k,wi,k〉−〈vˆi,k,wˆi,k〉
)
+〈t∗,xk〉−〈yˆk,xˆk〉∑n−1
i=1
‖ti,k‖
2+‖t∗
k
‖2
12: for i = 1, . . . , n− 1 do
13: wi,k+1 = wi,k − θkµkti,k
14: end for
15: xk+1 := xk − θkµkt
∗
k
16: end for
We will reformulate (26) and show that a simple version of NOFOB applied to the refor-
mulation gives Algorithm 11. For the reformulation, we introduce dual variables wi ∈ Ai(Lix)
for i = 1, . . . , n − 1, which is equivalent to that 0 ∈ A−1i (wi) − Lix. It is straightforward to
verify that (26) is equivalent to the primal-dual formulation
0 ∈


A−11 (w1)
...
A−1n−1(wn−1)
An(x)


︸ ︷︷ ︸
B
+


0 . . . 0 −L1
...
. . .
...
...
0 . . . 0 −Ln−1
L∗1 . . . L
∗
n−1 0


︸ ︷︷ ︸
K


w1
...
wn−1
x

 . (27)
Let w = (w1, . . . , wn−1) and p = (w, x), to write this as the monotone inclusion problem
0 ∈ Bp+Kp (28)
where B is maximally monotone since all individual block-operators are maximally monotone
and K is linear skew-adjoint, hence maximally monotone. Further, since K has full domain,
the sum is maximally monotone [4, Corollary 25.5]. Further, the solution set is nonempty due
to Assumption 6.
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The synchronous projective splitting in Algorithm 11 is obtained from Algorithm 2 by
letting C = 0, A = B +K, and Mk = Qk −K where
Qk :=


τ1,kId
. . .
τn−1,kId
τ−1n,kId

 . (29)
Again, we subtract a single-valued operator (K) in A using Mk to get resolvent update
(Mk +A)
−1Mkp = (Qk −K +B +K)−1(Qk −K)p = (Qk +B)−1(Qk −K)p.
We will show that the following application of Algorithm 2 with the above stated A, C, and
Mk and with S = Id is equivalent to Algorithm 11. We defer the proof to Appendix A, since
it only involves algebra and is not very informative.
Algorithm 12 Synchronous Projective Splitting – Resolvent Formulation
1: Input: p0 ∈ G1 × · · · × Gn−1 ×H
2: for k = 0, 1, . . . do
3: pˆk := (Qk + B)
−1(Qk −K)pk
4: µk :=
〈(Qk−K)pk−(Qk−K)pˆk,pk−pˆk〉
‖(Qk−K)pk−(Qk−K)pˆk‖
2
5: pk+1 := pk − θkµk((Qk −K)pk − (Qk −K)pˆk)
6: end for
We next prove convergence of Algorithm 12, hence of synchronous projective splitting in
Algorithm 11.
Proposition 19 Suppose that Assumption 6 holds, that θk is as in Theorem 2, and that
τi,k ∈ [ǫ, 1ǫ ] for some ǫ ∈ (0, 1). Then Algorithm 12 generates a sequence (pk)k∈N such that
pk ⇀ p ∈ zer(B +K), where B and K are defined in (27).
Proof. In view of Corollary 1, it is sufficient to show that Assumptions 1 and Assumption 2
hold. Assumption 1 holds since Assumption 6 implies that A = B+K is maximally monotone
and that the zero set is nonempty. Let P = ǫId, which implies that
〈Mkx−Mky, x− y〉 = 〈Qk(x− y)−K(x− y), x− y〉 = ‖x− y‖2Qk ≥ ‖x− y‖2P
since K is linear skew adjoint. Hence, all Mk are 1-strongly monotone w.r.t. positive definite
self-adjoint P . Further, all Mk are LM -Lipschitz continuous with finite LM since all Qk are
1
ǫ
-Lipschitz continuous and K is Lipschitz continuous. Therefore, Assumption 2 holds and the
proof is complete. 
Remark 1 Synchronous projective splitting is similar to both long-step FBF and Chambolle-
Pock. Projective splitting is NOFOB applied to (27) with A = B+K, kernel Mk = Qk−K, and
projection metric ‖ · ‖. This gives exactly the same algorithmic structure as the long-step FBF
method, which is NOFOB with A = B+D, with D Lipschitz continuous and Mk = γ
−1
k Id−D.
If Qk = γ
−1
k Id and D = K, the methods coincide. The only difference is the nominally allowed
step-length, which depends on the properties of D and K. To compare to Chambolle-Pock, we
use n = 2 operators in (27). Chambolle-Pock can be applied to this problem and is obtained
from NOFOB by letting
M =
[
τ1Id 0
0 τ−12 Id
]
︸ ︷︷ ︸
Q
−
[
0 −L1
L∗1 0
]
︸ ︷︷ ︸
K
+
[
0 0
2L∗1 0
]
︸ ︷︷ ︸
Z
=
[
τ1Id 0
2L∗1 τ
−1
2 Id
]
︸ ︷︷ ︸
Q+Z
−
[
0 −L1
L∗1 0
]
︸ ︷︷ ︸
K
.
This differs from the projective splitting (and the long-step FBF applied to (27)) kernel in the
addition of Z. This addition has a few implications.
Nonlinear Forward-Backward Splitting with Projection Correction 25
(i) The linear kernel M becomes symmetric. This implies that the projection metric kernel
S can be chosen equal to M . This choice leads to Chambolle-Pock via the FBS method
and has the consequence that the second application of M is avoided, see Section 3.2.2.
For projective splitting, M is not symmetric. Therefore, the projection kernel S cannot
be chosen equal to M and the second application of M is needed to compute the pro-
jection. This may be a reason why there is a proof for only this symmetric case in [8],
although non-symmetric versions are included in the algorithm description. Addition of
a projection step would give convergence of the non-symmetric methods.
(ii) The resolvent step in Chambolle-Pock is
(M +B +K)−1Mp = (Q+ Z +B)−1(Q+ Z −K)p,
which leads to a Gauss-Seidel serial update between the two blocks in B due to the block-
lower triangular structure of Q + Z. In projective splitting, we have the same resolvent
update, but without Z. Since Q is block-diagonal, the blocks can be updated in parallel.
(iii) Finally, the addition of Z puts restrictions on the step-lengths τ1 and τ2. The require-
ment that M should be strongly monotone is, e.g., satisfied by the standard condition
for Chambolle-Pock that τ−11 τ2‖L1‖2 < 1 (in our notation). In the projective splitting
setting, without the Z, there are no restrictions on τ1 > 0 and τ2 > 0, since M = Q−K
is strongly monotone whenever Q is.
10 Multistep Versions
In this section, we present a variation of NOFOB in Algorithm 1. This gives rise to long-
step FB(H)F and four-operator splitting variations that reduce the ratio between forward and
backward step evaluations.
Suppose that in each iteration, we have access to a closed convex set Ck satisfying
zer(A+ C) ⊆ Ck ⊆ Hk. (30)
We can then replace the projection onto Hk in Algorithm 1 by a projection onto Ck. Since
Ck ⊆ Hk, the convergence proof for Theorem 2 readily goes through with minor modifications
and ΠSHk replaced by Π
S
Ck
, see Proposition 20. The question is how to construct such sets Ck.
Since every application of the nonlinear forward-backward map creates a hyperplane that
contains zer(A + C), we can run a finite number of nonlinear forward-backward steps before
projecting onto the intersection of the generated halfspaces. As long as Hk is among the
halfspaces, the intersection will satisfy (30) and the method will converge under the same
assumptions as Algorithm 1. We propose the following multistep nonlinear forward-backward
method.
Algorithm 13 Multistep Nonlinear Forward-Backward Splitting
1: Input: x0 ∈ H
2: for k = 0, 1, . . . do
3: xˆk := (Mk +A)
−1(Mk − C)xk
4: Hk := {z : 〈Mkxk −Mkxˆk, z − xˆk〉 ≤
β
4
‖xk − xˆk‖
2
P }
5: xˆk,0 = xˆk
6: for l = 1, . . . , lk do
7: xˆk,l := (Mk +A)
−1(Mk − C)xˆk,l−1
8: Hk,l := {z : 〈Mkxˆk,l−1 −Mkxˆk,l, z − xˆk,l〉 ≤
β
4
‖xˆk,l−1 + xˆk,l‖
2
P }
9: end for
10: Ck := Hk ∩
lk
l=1 Hk,l
11: xk+1 := (1 − θk)x
k + θkΠ
S
Ck
(xk)
12: end for
Computationally, there is an important advantage and one disadvantage with this method.
The disadvantage is that the more halfspaces we collect, the harder the projection problem
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becomes. However, if we collect only a modest number of halfspaces, the increase in computa-
tional cost is also modest. The advantage, on the other hand, is that fewer applications of the
kernel Mk are needed. Collection of lk ∈ N additional halfspaces implies that the nonlinear
forward-backward map is evaluted lk+1 times and the kernelMk lk+2 times (including those
in the forward-backward evaluation). If we instead run the nominal method in Algorithm 1 for
lk +1 iterations, the nonlinear forward-backward map is evaluated lk +1 times but the kernel
Mk is evaluated 2(lk + 1) times (including those in the forward-backward evaluation). The
more additional halfspaces that are collected, the lower the ratio between forward-backward
and kernel applications.
The following proposition shows convergence of Algorithm 13.
Proposition 20 Suppose that Assumptions 1 and 2 hold and that the relaxation parameter
θk ∈ (0, 2) satisfies lim infk→∞ θk(2 − θk) > 0. Then Algorithm 13 constructs a sequence
(xk)k∈N that converges weakly to a point in zer(A+C), i.e., xk ⇀ x¯ ∈ zer(A+C) as k →∞.
Proof. Proving that an infinite sequence is constructed and that item (i) in Proposition 7
holds is identical to the corresponding parts of the proof for Theorem 2 with ΠSHk replaced by
ΠSCk . That item (ii) in Proposition 7 holds, i.e., ‖xk − xˆk‖S → 0, is proven as in Theorem 2
with ΠSHk replaced by Π
S
Ck
and the first line of (16) changed to
0← ‖xk −ΠSCkxk‖S ≥ ‖xk −ΠSHkxk‖S = µk‖S−1(Mkxk −Mkxˆk)‖S,
which holds since Ck ⊆ Hk. 
10.1 Multistep Four-Operator Splitting
Of course, many special cases can be derived from the general multistep NOFOB method
in Algorithm 13. We will only present a special case in the setting of four-operator splitting
covered by Proposition 18. We let C = E and A = B +D +K and use Mk = Qk − D −K
with Qk = γ
−1
k Id to arrive at the multistep version.
Algorithm 14 Multistep Four-Operator Splitting
1: Let: Mk = γ
−1
k
Id−D −K
2: Input: x0 ∈ H
3: for k = 0, 1, . . . do
4: xˆk := (Id + γkB)
−1(Id − γkD − γkK − γkE)xk
5: Hk := {z : 〈Mkxk −Mkxˆk, z − xˆk〉 ≤
βE
4
‖xk − xˆk‖
2}
6: xˆk,0 = xˆk
7: for l = 1, . . . , lk do
8: xˆk,l := (Id + γkB)
−1(Id− γkD − γkK − γkE)xˆk,l−1
9: Hk,l := {z : 〈Mk xˆk,l−1 −Mkxˆk,l, z − xˆk,l〉 ≤
βE
4
‖xˆk,l−1 + xˆk,l‖
2}
10: end for
11: Ck := Hk ∩
lk
l=1 Hk,l
12: xk+1 := (1− θk)x
k + θkΠ
S
Ck
(xk)
13: end for
This reduces to the nominal four-operator splitting if all lk = 0. SinceMk = γ
−1
k Id−D−K,
the operatorsD andK are evaluated twice in each halfspace construction. However, the second
application can be reused in the subsequent forward-backward step and halfspace construction.
Hence, the ratio between applications of D and K and applications of E and resolvents of B is
(lk + 2)/(lk + 1). The ratio is 2 in the nominal case lk = 0 and it reduces with more collected
halfspaces lk. The algorithm reduces to a multistep FBF method when E = K = 0. This is
an alternative to the methods proposed in [14,20,41,37,38] that also reduce the ratio between
forward-backward steps and forward evaluations (in our interpretation).
Next, we show convergence of the method.
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Proposition 21 Suppose that Assumption 5 holds, that θk is as in Theorem 2, that γk ∈
[ǫ, 1
LD
− ǫ] and γk ≤ 4βE+4LD − ǫ for some ǫ ∈ (0, 12LD ]. Then Algorithm 14 generates a
sequence (xk)k∈N such that xk ⇀ x ∈ zer(B +D + E +K).
Proof. Follows from Proposition 20 and Proposition 18 since Qk = γ
−1
k Id. 
11 Conclusions
We have presented the versatile and conceptually simple method NOFOB (nonlinear forward-
backward splitting) for solving monotone inclusion problems. It is based on a novel construc-
tion that we call nonlinear resolvent. NOFOB is a separate and project method. A nonlinear
forward-backward step creates a separating hyperplane between the current point and the
solution set. This is followed by a projection onto the hyperplane. We have proven weak con-
vergence to the solution set of the monotone inclusion, and shown that many algorithms are
special cases of this framework. Particular focus has been devoted to forward-backward-forward
splitting (FBF). We have shed new light on this algorithm via the interpretation of it as a
separate and project method. We have also shown that the standard step-length choices in
FBF are conservative and have provided long-step versions based on NOFOB.
We have also shown that forward-backward-half-forward splitting and synchronous projec-
tive splitting are special cases and have provided a four-operator splitting method. We have
also presented variations of these methods that either take longer steps or that reduce the
ratio between the number of forward and backward steps taken.
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A Projective Splitting Equivalence
The resolvent step. We start by considering the (nonsymmetric but linear) resolvent step in Algorithm 12:
pˆk = (Qk +B)
−1(Qk −K)pk
=


(τ1,kId + A
−1
1 )
−1(τ1,kw1,k + L1xk)
.
..
(τn−1,kId + A
−1
n−1)
−1(τn−1,kwn−1,k + Ln−1xk)
(τ−1n,kId + An)
−1(τ−1n,kxk −
∑n−1
i=1 L
∗
iwi,k)


=


J
τ
−1
1,k
A
−1
1
(w1,k + τ
−1
1,kL1xk)
...
J
τ
−1
n−1,k
A
−1
n−1
(wn−1,k + τ
−1
n−1,kLn−1xk)
Jτn,kAn (xk − τn,k
∑n−1
i=1 L
∗
iwi,k)

 . (31)
To arrive at the updates in Algorithm 11, we make use of Moreau’s identity [4, Proposition 23.20]
JτAz = z − τJτ−1A−1(τ
−1z) (32)
and store some additional variables. For the n− 1 first blocks in (31), we let in (32); A = Ai, τ = τi,k , and
resolvent input z = τ(wi,k + τ
−1
i,k
Lixk). Then wˆi,k = Jτ−1
i,k
A
−1
i
(wi,k + τ
−1
i,k
Lixk) in (31) can be computed as
vˆi,k := Jτi,kAi (Lixk + τi,kwi,k), (33)
wˆi,k := wi,k + τ
−1
i,k Lixk − τ
−1
i,k vˆi,k . (34)
These are the updates on Lines 6 and 7 in Algorithm 11. It is straightforward to show that (vˆi,k , wˆi,k) ∈
gph(Ai), which is crucial for the convergence analysis in [10]. We also store an additional point yk =
J
τ
−1
n,k
A
−1
n
(τ−1
n,k
xk−
∑n−1
i=1 L
∗
iwi,k) (which is not needed but used to compare to the update in Algorithm 11)
to compute a point (xˆk, yˆk) ∈ gph(An) where xˆk = Jτn,kAn (xk − τn,k
∑n−1
i=1 L
∗
iwi,k) is the n:th block
update in (31). We let in (32); A = An, τ = τn,k , and resolvent input z = xk − τn,k
∑n−1
i=1 L
∗
iwi,k to get
xˆk := Jτn,kAn (xk − τn,k
n−1∑
i=1
L∗iwi,k), (35)
yˆk := (τ
−1
n,kxk −
n−1∑
i=1
L∗iwi,k)− τ
−1
n,kxˆk. (36)
These are the updates on Lines 3 and 4 in Algorithm 11. We have shown that the resolvent update in
Algorithm 12 exactly corresponds to Lines 3 to 7 in Algorithm 11.
The Projection. Let us derive an expression for the µk update in Algorithm 12. The numerator satisfies
〈(Qk −K)pk− (Qk −K)pˆk, pk − pˆk〉
=
(
n−1∑
i=1
〈τi,kwi,k + Lixk − (τi,kwˆi,k + Lixˆk), ui − wˆi,k〉
)
+ 〈(τ−1
n,k
xk −
n−1∑
i=1
L∗iwi,k)− (τ
−1
n,k
xˆk −
n−1∑
i=1
L∗i wˆi,k), un − xˆk〉
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using vˆi,k and yˆk in (33) and (36) and letting t
∗
k := yˆk +
∑n−1
i=1 L
∗
i wˆi,k and ti,k := vˆi,k −Lxˆk, we continue:
=
(
n−1∑
i=1
〈vˆi,k − Lixˆk, wi,k − wˆi,k〉
)
+ 〈yˆk +
n−1∑
i=1
L∗i wˆi,k, xk − xˆk〉
=
(
n−1∑
i=1
〈vˆi,k − Lixˆk, wi,k〉 − 〈vˆi,k , wˆi,k〉
)
+
(
n−1∑
i=1
〈Lixˆk, wˆi,k〉
)
+ 〈yˆk +
n−1∑
i=1
L∗i wˆi,k, xk〉 − 〈yˆk , xˆk〉 −
(
n−1∑
i=1
〈L∗i wˆi,k, xˆk〉
)
=
(
n−1∑
i=1
〈ti,k , wi,k〉 − 〈vˆi,k , wˆi,k〉
)
+ 〈t∗k , xk〉 − 〈yˆk , xˆk〉,
which is exactly the numerator of µk in Algorithm 11.
The denominator of µk in Algorithm 12 satisfies
‖(Qk −K)pk− (Qk −K)pˆk‖
2
=
(
n−1∑
i=1
‖τi,kwi,k − Lixk − (τi,kwˆi,k − Lixˆk)‖
2
)
+ ‖τ−1
n,k
xk +
n−1∑
i=1
L∗iwi,k − (τ
−1
n,k
xˆk +
n−1∑
i=1
L∗i wˆi,k)‖
2
=
(
n−1∑
i=1
‖vˆi,k + Lixˆk‖
2
)
+ ‖yˆk −
n−1∑
i=1
L∗i wˆi,k‖
2
=
(
n−1∑
i=1
‖ti,k‖
2
)
+ ‖t∗k‖
2,
which coincides with the denominator of µk in Algorithm 11. Hence the µk in Algorithm 11 and Algorithm 12
are the same. Using the same equalities, it follows that
(Qk −K)pk − (Qk −K)pˆk = (t1,k , . . . , tn−1,k , t
∗
k).
The algorithm update in Algorithm 12 therefore becomes
pk+1 = pk − θkµk(t1, . . . , tn−1, t
∗),
which is exactly the update in Algorithm 11. Hence, the algorithms are equivalent.
