Abstract-An iterative algorithm for the numerical optimization of rank-1 Grassmannian codebooks is presented. This algorithm achieves the same results as the current state-of-the-art algorithm, but requires a median of 9.52 times less computation time. This improvement is achieved by reformulating the optimization problem to directly minimize coherence instead of maximizing the Euclidean distance between codewords, thereby removing the need to consider large numbers of complex antipodals. The runtime improvement achieved allows the optimization of the larger codebooks required in many applications.
consider codewords and all their antipodals when computing Euclidean distances. This drastically increases the computational complexity of the problem since complex codewords have an infinite number of antipodals.
An algorithm for numerically optimizing rank-1 codebooks with similar results to the BCASC algorithm, but with almost an order-of-magnitude reduction in runtime is proposed. This is achieved by using a coherence-based metric on the Grassmannian manifold without explicit consideration of the codeword antipodals, enabling the optimization of rank-1 codebooks of larger sizes within the same time. as codewords. The coherence of B is defined as [5] μ(B) = max
where b n , b l = b H n b l and n, l ∈ {1, . . ., N}. For unit-length vectors, the denominator in (1) is 1 and may be suppressed. The lower bound on the achievable coherence is given by [5] 
The coherence-optimization problem is given by [3] , [5] 
In order to obtain a smooth approximation to the max operator a series of subproblems given by [4] , [5] 
with p ≥ 1 may be solved with increasing values of p, thereby approximating the ∞-norm by the p-norm with p → ∞ [4] . Coherence is well defined on the Grassmannian manifold and is inversely equivalent to the metric 1−| b n , b l | 2 1/2 common in line-packing problems [2] , [4] . Minimizing the coherence of a codebook is equivalent to maximizing the minimum distance between the lines represented by the codebook [5] .
The approach in [4] uses optimization algorithms which are able to enforce the orthonormality constraints in higher-rank codebooks. However, it is not necessary to resort to complicated 1070-9908 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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algorithms when rank-1 codebooks which have only unit-length constraints are considered. By considering rank-1 codebooks only, the BCASC algorithm is able to use a simpler optimization technique which maximizes the minimum Euclidean distance between codewords [5] . The Euclidean distance between the codewords alone does not lie on the Grassmannian manifold since it measures distances between codewords and not the lines spanned by the codewords. To ensure that optimization is performed on the manifold, this approach requires maximizing the distance between codewords and all their antipodals leading to max min
The value of this approach is shown by the fact that the BCASC algorithm achieves lower coherence values for rank-1 codebooks than previous approaches [5] .
III. BEST COMPLEX ANTIPODAL SPHERICAL CODES
As the current state-of-the-art approach to finding rank-1 codebooks, the BCASC algorithm is outlined below [5] .
Ignoring codeword antipodals, (5) can be reformulated as
where p → ∞. The method of Lagrange multipliers can be used to show that the conditions for a local minimum are
where underlining denotes the normalisation u = u/ u . The optimized codebook B can be found by interpreting (7) as a set of forces at optimization step k [f (k ) n is given by the right-hand side of (7)] and adding a gain factor α multiplied by the matrix of forces (
where underlining denotes normalization
to ensure that all b n 2 = 1. The result converges to a fixed point as k → ∞ when α is small enough [5] .
Extending (7) to consider the antipodals results in
which can be solved using numerical integration. Alternatively, the integral can be approximated by a summation to give
where the number of antipodals considered, Q, determines the accuracy of the approximation. The main drawback of the BCASC algorithm is the computational complexity resulting from the need to consider a large number of antipodals. A random codebook may be used as the starting point for the first subproblem. The result of each subproblem is then used as starting point for the next subproblem which uses a larger value of p. This process is repeated for p → ∞.
IV. COHERENCE-BASED CODEBOOK OPTIMIZATION
An algorithm with a coherence metric which avoids the need to explicitly consider the antipodals is proposed to address the computational complexity of the BCASC algorithm.
Instead of using the metric n =l b n − b l −p as in (6), consider minimization of the metric
which minimizes the absolute difference between the squares of the pair-wise absolute dot products and some target value μ t = β μ c (M, N ). Squaring the absolute value provides a smooth metric, and restricting p to even values ensures that the summed terms increase monotonically from their minima. A nonzero target value is used in (11) to improve the rate of convergence [4] . However, the algorithm described in Section V uses a fixed iteration gain for each subproblem making it prone to instability when β = 1, so it is necessary to reduce μ t by choosing β < 1 to improve stability.
In order to enforce the unit-length constraints on the codewords, the Lagrange function is defined as
where λ = {λ n } N n =1 are the Lagrange multipliers for the N unitlength constraints. The conditions for finding the constrained minimum of (11) are [8] 
for all b m ,n and λ n . These conditions are then used to derive the force vector at iteration k in the appendix, leading to
(14) The codebook is iteratively updated using (8) leading to the coherence-based Grassmannian codebook (CBGC) algorithm.
In (14), the factor b
l . Due to the negative sign in (14), the weighted sum of projections is subtracted from b (k ) n in (8), with those projections larger or smaller than the target μ t given preference via the factor | b n is altered to reduce the components it has in common with other codewords.
V. ALGORITHM IMPLEMENTATION
Both the BCASC and CBGC algorithms were implemented using the generalization of the BCASC algorithm shown in Algorithm 1. This was done to compare only the effect of the updates in (10) and (14) by using the same algorithm.
The main differences between Algorithm 1 and the form in [5] are the initial value of p and the convergence criteria. Algorithm 1 utilizes codeword convergence b
rather than the convergence of force vectors to codewords f
. This change is necessary as force vectors do not converge to codewords in the CBGC algorithm, while the codewords themselves always converge successfully. while p ≤ p m ax do 8:
while k ≤ k m ax and any b The BCASC and CBGC algorithms were implemented in MATLAB R2016a and run on machines with two 6-core Intel Xeon E5-2630 processors and 32 GB of memory.
The BCASC algorithm may use numerical integration with (9) or a finite number of antipodals with (10) [5] . In order to vectorize the operations and to exploit MATLAB's parallelprocessing capabilities, the discrete approximation was used, allowing the antipodals to be precomputed at each iteration.
The number of antipodals considered by the generalized BCASC algorithm (Q) was selected by comparing the results of ten tests for Q = 50, 100, and 200 shown in Table I . All coherence values were identical to three significant figures. In most cases, the runtimes were longer for Q = 50 than for Q = 100 as a result of incomplete consideration of the antipodals, while Q = 200 only served to increase the runtimes. Therefore, Q = 100 was used in subsequent tests.
The results obtained using the original BCASC algorithm described in [5, Fig. 1 ] for Q = 100 without the changes mentioned above are also shown in Table I . The changes resulted in coherences that are equivalent to within 0.15%, and runtimes that are faster or only 3.6% slower in one case. These observations demonstrate that the BCASC algorithm is not compromized by the changes made.
The starting codebook B (0) was generated by normalizing the columns of a matrix whose elements had their real and imaginary parts drawn from a zero-mean Gaussian distribution. The variance of this distribution has no effect as the codes are normalized. The initial gain value, α init , was set to 0.9 as in [5] . However, the CBGC algorithm required lower gain for stability and, thus, used α init = 0.04. A value of β = 0.5, midway between the BCASC approach (β = 0) and the optimum coherence (β = 1), resulted in convergence in all test cases.
VI. RUNTIME AND COHERENCE RESULTS
The minimum and maximum coherences and runtimes for ten tests are compared in Table II for codebooks of various dimensions obtained using the BCASC and CBGC algorithms. The lower bound from (2) and the BCASC coherences published in [5] are also shown.
The CBGC algorithm resulted in coherences equal to or better than those of the generalized implementation of the BCASC algorithm except for M = 4, N = 20, where only the maximum coherence was worse. The CBGC algorithm also had minimum coherences equal to or better than the BCASC results published in [5] except for M = 4, N = 64.
The runtimes of the CBGC algorithm were significantly better than those of the BCASC algorithm except for M = 4, N = 20, where the minimum runtime was marginally worse. When the mean runtimes of the BCASC and CBGC algorithms were compared for the codebook sizes in Table II , the CBGC algorithm was found to be a median of 9.52 times faster than the BCASC algorithm.
The number of iterations in Table II shows no clear benefit for either algorithm, with the CBGC algorithm requiring a median of only 14% fewer iterations, and each algorithm requiring fewer iterations for some of the problems.
A greater runtime improvement may be anticipated as the CBGC force vector in (14) has Q = 100 times fewer terms than the BCASC force vector in (10) and the median of the iterations are similar. However, the optimized implementation of (10) is better able to exploit the vectorization [9] capabilities of the MATLAB development environment used during testing, thereby diminishing the runtime improvement achieved.
VII. CONCLUSION
An iterative algorithm which makes use of a coherence-based metric for optimizing rank-1 Grassmannian codebooks has been proposed. Evaluating this algorithm against the Euclideandistance-based BCASC algorithm within the same algorithmic framework has shown that the proposed algorithm results in almost an order-of-magnitude improvement in runtime while achieving comparable or better coherence results.
The equilibrium conditions in (13) for a given value of m and n now become (all terms not dependent on n fall away) Now consider
