We compare the merits of two orthogonal series methods of estimating a density and its derivatives on a compact interval-those based on Legendre polynomials, and on trigonometric functions. By examining the rates of convergence of their mean square errors we show that the Legendre polynomial estimators are superior in many respects. However, Legendre polynomial series can be more difftcult to construct than trigonometric series, and to overcome this difficulty we show how to modify trigonometric series estimators to make them more competitive.
INTRODUCTION AND SUMMARY
In a comparison of density estimators the method of orthogonal series 'is usually commended for its ease of computation, particularly when large sample sizes are involved. A kernel estimator is more tedious to calculate and needs lengthy recomputation when the sample is updated. Since a reasonable estimate of a density usually requires a large to very large sample size, there is much to recommend an orthogonal series estimator despite its sometimes slightly reduced efficiency.
In this paper we compare the merits of two orthogonal series estimators of a density on a compact interval. Trigonometric series estimators, studied in detail by Kronmal and Tarter [ 121,  are very easy to construct since the trigonometric functions are readily available from a computer's library of functions. However, this advantage is partly offset by the existence of "edge effects," related to the Gibbs phenomenon, on the bias of these estimators. Unless the density satisfies certain periodic continuity conditions at the endpoints of the interval of estimation, its bias can be unexpectedly large. This problem has been studied by Hall [9] . Note that problems with the bias occur throughout the interval, and not just at its endpoints, even though the Gibbs phenomenon is caused by disparities at the endpoints. We shall show that an estimator based on Legendre polynomials does not suffer from this deficiency. Furthermore, estimates of a density's derivatives may be obained by differentiating a Legendre polynomial estimate. A trigonometric series estimator does not usually possess this very desirable property.
Graphs of the effect of Gibbs' phenomenon may be found in several texts. For example, Fig. 31 , p. 292 of Carslaw [4] illustrates the phenomenon in the bias of a Fourier series estimator of the density f(x) = (x + x)/2x*, --7~ < x < n. Further illustrations may be found in Bary [2, The bias of an orthogonal series estimator is reduced by increasing the number of terms in the series, but this leads to an increase in the estimator's variance. These two factors working against one another imply that the mean square error is minimised by selecting an optimal number of terms for the estimator (Crain [5] ). The expense of constructing the estimator goes up as the number of terms increases since each term must be computed and retained. Therefore, it is desirable to choose a sequence of orthogonal functions which requires a small number of terms. We shall show that if the density is smooth inside the compact interval of estimation, then an estimator based on Legendre polynomials requires fewer terms than one based on trigonometric functions.
While the Legendre polynomial method has much to recommend it, it has one significant drawback. Legendre polynomials of large order must be available from the computer's library of functions and must be calculable to a good degree of accuracy if we are to avoid rounding errors. These requirements could preclude the use of a desk calculator to construct a Legendre series density estimator. From the point of view of simplicity the trigonometric series estimators have no peers, and we sought a method of modifying them which removed most of their deficiencies but retained their ease of calculation. We present our modified estimators in Section 3. They have excellent efficiency on most of the interval of estimation, provided the density is smooth, although this is achieved at the expense of poor accuracy at the very ends of the interval. For many purposes this loss of accuracy is unimportant. Often we wish to estimate a density over only a portion of its range, and by using an interval of estimation which overlaps this region we obtain an estimate which performs well everywhere in the region.
We compare the performances on the basis of mean square error, mean integrated square error and partial mean integrated square error. A number of authors, in particular Crain [6] , have studied the behaviour of estimators based on the Legendre series, but their work has not revealed the striking advantages of these estimators. Related investigations have been made by Schwartz [ 161, Bosq [3] Suppose the density f has its support confined to an interval (u, v), and let Mn~ m > 0} be a complete orthogonal system on (u, v) with respect to a weight w. Then an estimator of S(x) based on a sample Xi,..., X, with densityfis given byfa(x; m) = J'J: c?~#~(x), where (ii = n-' JJ'= I tij(Xi) w(X,) is an unbiased estimator of the Fourier coefftcient is an estimate off(x). By direct differentiation we obtain the estimate
offtS1(x). (We shall denote the rth derivative of a function g by gtrl rather than g , V) to avoid confusion with the usual notation for classes of orthogonal polynomials.)
The polynomials PE1 are related to the ultraspherical polynomials C, V) by the formula and so are orthogonal with respect to the weight function (1 -x2)', Ix] < 1. THEOREM 1. Let r > s > 0 be integers. Suppose f has r derivatives on (-1, l), (1 -x')'/~~~'~(x) is of bounded variation on (-1, l), and
This result is perhaps best discussed by comparing it with its analogues for the more commonly used kernel estimator. We shall consider only the case s = 0, corresponding to estimation of the density itself. If f has r derivatives on (-1, I), then by choosing m -n1'2'r+1) we may obtain an estimator with MISE equal to 0(n-'2r+')'2(r+1)).
The results of Singh [ 17 ] for the mean square error of a generalised kernel estimator may be extended to the case of MISE, yielding a rate of 0(n -r'(2rt I') under very similar conditions. The asymptotic variance of the Legendre series estimator is unbounded towards the endpoints of (-1, 1); see Theorem 2 below. However, this latter defect can be unimportant in applications since orthogonal series estimators are often used to estimate a density over only a portion of its range. By estimating the density over an interval slightly larger than the interval of interest, the effect of this aberration can be greatly reduced.
The closeness of the rates of convergence for the Legendre series and kernel estimators indicates that an orthogonal series estimator can compete with a kernel estimator from the point of view of efficiency as well as ease of computation. The Legendre series estimator has an advantage over the generalised kernel estimators in that its form remains unchanged if we alter our assumptions about the smoothness of the density. In practice one would be uncertain as to the value of r and would compare estimates for several different values. The Legendre series estimator would lead to shorter computations.
If the density f is smooth on the interval of estimation (that is, if f has several bounded derivatives there), then the Legendre series estimator generally has smaller bias than an estimator based on trigonometric series. One reason for this behaviour is that the bias of a trigonometric series estimator tends to exhibit Gibb's phenomenon near the endpoints of the interval. To reduce this excessive bias, a larger number of terms has to be used in the construction of a trigonometric series estimator. By comparison, the Legendre series estimator usually requires a smaller number of terms, and this can lead to computational savings.
We close this section with a central limit theorem for the error from the mean, and a uniform estimate of the bias term. One could also use a series of even Legendre polynomials, or an odd series, to estimate a density on (0, 1). However, elementary calculations show that these series exhibit a Legendre analogue of the Gibbs phenomenon, and they lead to estimators which are generally inferior to those based on the entire Legendre series. Results like those of Theorems 1 and 2 may also be derived for estimators based on the Jacobi polynomials, of which the Legendre polynomials are a special case. However, the weight function associated with the Jacobi polynomials usually converges to zero at one or other of the endpoints (-1, 1 }, and this makes it difficult to compare Jacobi series estimators and trigonometric series estimators.
Proof of Theorem 1. We begin with two lemmas. Proof. It follows from (3) that gcrel) is of bounded variation on (-1, l), and in particular, each g"), 0 < i< r -1, is bounded on (-1, 1) . Using Rodrigues' formula and integrating by parts we see that Since P, = Cif2' it suffices to consider the case s = 0.
Integrating by parts and using the formula and the fact that P,(l) = (-l)m P,(-1) = 1, we see that for r > 1, 
The Christoffel-Darboux formula asserts that
and so for each E > 0 there exists C, such that We may obtain a lower bound in the same way that we obtained the upper bound (9) , and combining these bounds and the estimates above we find that 
where w", is a Brownian bridge and
The first term in (10) has a normal distribution, and it is a relatively simple matter to prove that its variance is asymptotically m2st'af(x)/n. Having done this it suffices to prove that (11) (we only consider s >, 3).
From (5) we may deduce that for any E > 0,
as m + 00. Let L,(x,y) = 2(m + 1)-l 8K,(x,y)/@; then by (7),
and from Taylor's theorem we obtain where R,(x, y) = 1; (1 -t) Pz(tx + (1 -t)~) dt. Consequently, where E = min( 1 -X, 1 + x). The result (11) now follows from (12) and (13).
IMPROVED TRIGONOMETRIC SERIES ESTIMATORS
We shall confine our attention to improvements of the cosine series estimator. The sine and Fourier series estimators may be improved in a similar way. Unlike the Legendre series estimators proposed above, the form of the estimators considered here depends on the degree of differentiability assumed for the density.
Suppose the density f has its support confined to (0, x) and has r > 0 derivatives on (0, x). Let X,, X2 ,..., X, be independent variables with common density J: We propose the estimator If we extend g, from (0, n] to (-a, rr] by defining g,(x) = g,(-x), and then extend it to (-co, 00) by periodicity, the resulting function has r derivatives on the whole real.line. Therefore, its Fourier series expansion (identical here to its cosine series expansion) converges rapidly. This property is the key to the performance of the new estimator. The behaviour of its mean integrated square error is described by 
asmandn-,co.
(BY f(O), f '(% f(n) and f '( 71 we meanf(O+),f'(O+),f(rr-) andf'(n-), 1 respectively. The conditions of the theorem imply that these limits exist.) The quantity defined in (16) might be called the partial mean integrated square error (PMISE).
If we set t = 2[r/2] + 2, then the best rate of convergence of the PMISE is obtained with m = O(n"'*"')), giving a PMISE of O(n --21'(2f1 I').
The derivative f ', if it exists, may be estimated by l/(x; 0; m), but in general higher-order derivatives may not be estimated in this way.
We close this section with an analogue of Theorem 2. Note added in proof: Subsequent to the acceptance of this paper, the author learnt that a portion of this work is contained in an unpublished Berkeley Ph.D. thesis by A. D. Viollaz. In particular, Viollaz considers the "improved trigonometric series estimators" discussed in Section 3. He calls them "pre-tapered estimators." Viollaz also discusses Legendre series estimators.
