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Phaseless inverse problems with interference waves
V. G. ROMANOV1 and M. YAMAMOTO 2
Abstract. We consider two phaseless inverse problems for elliptic equation. The statements of these
problems differ from have considered. Namely, instead of given information about modulus of scattering waves,
we consider the information related to modulus of full fields, which consist of sums of incident and scattering
fields. These full fields are the interference fields generated by point sources. We introduce a set of auxiliary
point sources for solving the inverse problems and demonstrate that the corresponding data allow us to solve
the inverse problems in a way similar to the case of measurements of scattering waves.
Key words: inverse problem, phaseless information, elliptic equation, uniqueness, tomog-
raphy problem, inverse kinematic problem
AMS subject classification: 35R30.
1 Introduction
The phaseless inverse problem was stated first in the book [2] by Chadan and Sabatier ”Inverse
Problems in Quantum Scattering Theory”. The authors noted that a phase of a solution of the
Schro¨dinger equation cannot be measured for the large frequencies (energies). Therefore they
suggested to study inverse problems when only moduli of the fields are measured. The first
results for the phaseless inverse problem related to recovering a potential in the Schro¨dinger
equation were obtained in the papers [3]-[5], [7]-[9] by Klibanov and Romanov and [16]-[18]
by Novikov. Then in the papers [6, 10, 11] the phaseless problems were considered for a
generalized Helmholtz operator ∆+k2n2(x) with incident point sources or incident plane waves.
In the paper [12], a procedure for extracting Riemannian distances τ(x, y) from given data
of the phaseless inverse problem was developed for the Helmholtz operator. Recently the
inverse phaseless problem of recovering the permittivity coefficient in the Maxwell equations
was considered in [21] for a point incident source and in [22] for an incident plane wave.
In the papers [7] and [11] by Klibanov and Romanov, phaseless inverse problem for elliptic
equations were studied. The main features of the formulation of these problems consist in the
following: it is assumed that a coefficient of an elliptic equation with a frequency parameter
k is known outside of some compact domain Ω0 ⊂ R3 with smooth boundary S0 = ∂Ω0 and
it should be recovered in Ω0 from given modulus on S0 of scattering fields generated by point
sources y ∈ S0 which run over the whole S0. The given scattering field is then a function of
variable x, y ∈ S0 and the frequency k. Then the asymptotic expansion of the solutions to
direct problems with a point source is studied as k → ∞. As a result, the given information
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allows us to reduce the inverse problems under consideration to well-known problems, that is,
the tomography problem for recovering a potential q(x) in the Schro¨dinger equation (e.g., [7]) or
the inverse kinematic problem for recovering a refractive index n(x) in a generalized Helmholtz
equation ([11]). Related to this, we pose the question whether or not the modulus not of the
scattering field but a full field which is the the sum of an incident field in the homogeneous
medium and the scattering field in non-homogeneities. As it is seen from the above mentioned
papers, given scattering field simplifies study of the phaseless inverse problem, but the inverse
problem with data of the full field is much more complicated. Related results for an inverse
problem with the full field were obtained in a linearized approximation only ([11]).
In this paper, we present a new approach for studying phaseless inverse problems when
the information in these problems is given for a full field. In this approach, we suppose that a
potential or a refractive index is unknown only in the ball Ω0 = {x ∈ R3| |x| < R0} with R0 > 0.
Let Ω = {R3| |x| ≤ R} be the ball with the radius R > R0. We set S = {x ∈ R3| |x| = R}. We
consider an interference of two waves: a wave produced by a point source located at y ∈ S and
a wave located at the auxiliary point z = z(y) ∈ R3 \ Ω. The modulus of the field obtained by
the interference of these waves is measured at a receivers x ∈ S+(z) := {x ∈ S| x · (z−x) > 0},
and we regard the modulus as a function in x, y ∈ S and sufficiently large k. Here we can
consider S+(z) as the illuminated part of S by the light source placed at the point z. Moreover,
in our approach, for every y ∈ S we need 3 different sources z(j) = z(j)(y), j = 1, 2, 3. It is
assumed that these sources are on the tangent plane of S at the point −y ∈ S, lie enough far
from the point −y, and form a right triangle on this tangent plane. Hence the observation data
are a function of y ∈ S, x ∈ S+(z(j)) and k ≥ k0 > 0, where k0 is a positive number. More
detailed description is given in the next section.
The structure of this paper is as follows. In section 2, we formulate our observation system
which we use for consideration of two phaseless inverse problems. In section 3, we consider
the Schro¨dinger equation and the problem of recovering a potential from phaseless data related
to the full field. Here we demonstrate that by given data, we can reduce the inverse problem
under consideration to a tomography problem. In section 4, we consider the problem of finding a
refractive index n(x) in a generalized Helmholtz equation from given modulus for 3 interference
fields and show that this problem is reduced to an inverse kinematic problem. Thus it turns
out that the phaseless data in our paper allow us to reduce the inverse problems exactly to the
same problems as in [7, 11].
2 Formulation of the inverse problems: auxiliary point
sources for refractive waves
Here for the formulation of our inverse problems, we define an observation system. We shall
consider differential equations with a source like δ(x− y) + δ(x− z), which is a superposition
of interference waves produced by two point sources y, z ∈ R.
Let Ω0 := {x ∈ R3| |x| < R0} and Ω = {x ∈ R3| |x| < R} with R > R0, and S = ∂Ω.
Assume that y is an arbitrary point of S and for y, and we choose a point z = z(y) ∈ R3\Ω in
the following way. That is, consider the point −y. This point obviously belongs to S. By Σ(−y)
we denote the tangent plane on S at−y. Let z(y) ∈ Σ(−y) be a point satisfying |z(y)−(−y)| = ℓ
2
with ℓ ≥ ℓ∗, where ℓ∗ will be estimate below. We set S+(z) := {x ∈ S| x · (z − x) > 0}, which
can be regarded as the part of S illuminated by the light source placed at z. Denote by
S∗(y) = {x ∈ S| − y · (x − y) > |x − y|
√
R2 − R20}. It means that S∗(y) is the shadow part
of S for the light source placed at y when the light meets the non-transparent domain Ω0 on
its way. Later we need to construct for every y ∈ S some refractive waves with point sources
at z(j)(y), j = 1, 2, . . . , m, such that the union of S+(z
(j)), j = 1, 2, . . . , m, contains S∗(y). A
simple analysis shows that it is impossible to do for arbitrary R and R0 if m = 1 or m = 2, but
it is possible if m = 3 (see however Remark 1 below). There are many possibilities in choosing
such z(j)(y), j = 1, 2, 3. Among them, we choose z(j)(y), j = 1, 2, 3 such that z(j) ∈ Σ(−y),
|z(1) + y| = |z(2) + y| = |z(3) + y| = ℓ and the points z(j)(y), j = 1, 2, 3, are the vertices of a
right triangle. Then
Lemma 1. Let z(j) ∈ Σ(−y), j = 1, 2, 3, |z(1) + y| = |z(2) + y| = |z(3) + y| = ℓ, and the
points z(j)(y), j = 1, 2, 3 be the vertices of a right triangle and ℓ ≥ ℓ∗, where
ℓ∗ =
2R0R√
R2 − R20
. (2.1)
Then S∗(y) ⊂ (S+(z(1)) ∪ S+(z(2)) ∪ S+(z(3))).
Proof. By the invariance of z(j), j = 1, 2, 3, it suffices to consider the case where y =
(0, 0,−R). Then−y = (0, 0, R). On the plane Σ(−y) we consider the points z(1) = (ℓ/2, ℓ√3/2, R),
z(2) = (−ℓ/2, ℓ√3/2, R), z(3) = (0,−ℓ, R) and demonstrate that the relation S∗(y) ⊂ (S+(z(1))∪
S+(z
(2)) ∪ S+(z(3))) holds if ℓ ≥ ℓ∗, where ℓ∗ is defined by (2.1). Let z = (ℓ cosϕ, ℓ sinϕ,R)
with ϕ ∈ (0, π), and let C(z) = {ξ ∈ S| |ξ − z| = ℓ}.
Then ξ ∈ C(z), ξ = (ξ1, ξ2, ξ3) if and only if ξ = z + ℓβ where β = (β1, β2, β3) is a unit
vector satisfying the conditions z ·β = −ℓ and β3 ∈ (−1, 0]. The first of these conditions means
that |ξ|2 = R2, and the second one means that the component β3 should be non positive.
Since ϕ ∈ (0, π), the circumference C(z) has two points of intersections with the plane ξ1 = 0.
One of these points is −y = (0, 0, R). Let us find the other intersection point. Note that
for both intersection points the equality 0 = ℓ cosϕ + ℓβ1 holds. Hence, β1 = − cosϕ. Then
β3 = −
√
sin2 ϕ− β22 . One can calculate β2 using the relation z · β = −ℓ. Taking into account
that z = (ℓ cosϕ, ℓ sinϕ,R), β1 = − cosϕ and β3 = −
√
sin2 ϕ− β22 , we obtain the equality
−ℓ cos2 ϕ+ β2ℓ sinϕ−R
√
sin2 ϕ− β22 = −ℓ.
From this, we have the quadratic equation in β2:
β22(R
2 + ℓ2 sin2 ϕ) + 2β2ℓ
2 sin3 ϕ+ ℓ2 sin4 ϕ− R2 sin2 ϕ = 0.
Solving this equation, we obtain
(β2)± = sinϕ
−ℓ2 sin2 ϕ±R2
R2 + ℓ2 sin2 ϕ
.
Here (β2)− = − sinϕ corresponds to the intersection point −y, while
(β2)+ = sinϕ
R2 − ℓ2 sin2 ϕ
R2 + ℓ2 sin2 ϕ
3
corresponds to the second intersection point. This point has the coordinates
ξ1 = 0, ξ2 = ℓ sinϕ+ ℓ(β2)−, ξ3 = R − ℓ
√
sin2 ϕ− (β2)2−. (2.2)
Hence,
ξ1 = 0, ξ2 =
2ℓR2 sinϕ
R2 + ℓ2 sin2 ϕ
, ξ3 = R − 2Rℓ
2 sin2 ϕ
R2 + ℓ2 sin2 ϕ
. (2.3)
Obviously that ξ3 ∈ (−R,R) for ϕ ∈ (0, π).
Consider now two points z(1) = (ℓ cos(π/6), ℓ sin(π/6), R), z(2) = (ℓ cos(5π/6), ℓ sin(5π/6), R).
These points lie symmetrically with respect to the plane ξ1 = 0. Therefore they have the same
intersection points with the plane ξ1 = 0, and the coordinates of ξ
∗ 6= −y are determined by
the formulae (2.3) with ϕ = π/6, that is,
ξ∗1 = 0, ξ
∗
2 =
2ℓR2
4R2 + ℓ2
, ξ∗3 = R−
2Rℓ2
4R2 + ℓ2
. (2.4)
Denote by S12(ℓ) the piece of S bounded by the meridional semi-planes ϕ = π/6, ϕ = 5π/6
and by the plane ξ3 = ξ
∗
3 . Obviously S12(ℓ) ⊂ (S+(z(1)) ∪ S+(z(2))). Now we consider
3 points: z(1) = (ℓ cos(π/6), ℓ sin(π/6), R), z(2) = (ℓ cos(5π/6), ℓ sin(5π/6), R) and z(3) =
(ℓ cos(3π/2), ℓ sin(3π/2), R). All these points are in a symmetrical position with respect to one
to other. Therefore if we denote by S13(ℓ) the part of S bounded by the meridional semi-planes
ϕ = π/6, ϕ = 3π/2 and by the plane ξ3 = ξ
∗
3, then we find that S13(ℓ) ⊂ (S+(z(1)) ∪ S+(z(3))).
Similarly, if S23(ℓ) denotes the part of S bounded by the meridional semi-planes ϕ = 5π/6,
ϕ = 3π/2 and by the plane ξ3 = ξ
∗
3 , then S23(ℓ) ⊂ (S+(z(1)) ∪ S+(z(3))). Hence S(ℓ) :=
(S12(ℓ) ∪ S13(ℓ) ∪ S23(ℓ)) ⊂ (S+(z(1)) ∪ S+(z(2)) ∪ S+(z(3))). On the other hand, S(ℓ) = {ξ ∈
R
3| |ξ| = R, ξ3 ≥ ξ∗3}. Note that ξ∗3 → −R as ℓ → ∞. Choose ℓ such that S∗(y) ⊂ S(ℓ). For
this we first need find h = inf ξ3 for all ξ ∈ S∗(y). By γ we denote the angle between the ξ3-axis
and a straight line which passes y and is tangent on Ω0. Then sin γ = R0/R. The length of
the piece of this straight line included in Ω is 2R cos γ and h = 2R cos2 γ − R. Making simple
calculations we find
h = 2R
(
1− R
2
0
R2
)
−R.
The inclusion S∗(y) ⊂ S(ℓ) holds if h ≥ ξ∗3 , that is,
2R
(
1− R
2
0
R2
)
− R ≥ R− 2Rℓ
2
4R2 + ℓ2
.
The latter inequality holds if ℓ ≥ ℓ∗ where ℓ∗ is given by (2.1). 
The points z(j)(y) satisfying conditions of Lemma 1 specify the auxiliary points sources for
measuring phaseless data related to the source y.
Remark 1. If R >
√
2R0 then instead of 3 points z
j , j = 1, 2, 3, one can use only one
point z = −λy with λ ≥ R2/(R2 −√2R20). In this case S∗(y) ⊂ S+(z). Thus in this case one
auxiliary point z = −λy and the data on the full interference field corresponding point sources
placed at y and z play the same role as the points zj , j = 1, 2, 3, and data on 3 full interference
fields related to them.
4
3 The phaseless inverse problem of determining a po-
tential for the Schro¨dinger equation
Throughout this paper, let i =
√−1 and δ be the Dirac delta function.
We study here the phaseless inverse problem for the equation
−(∆ + k2 − q(x))u = δ(x− y) + δ(x− z), x ∈ R3. (3.1)
Let a function u = u(x, y, z, k) satisfy the equation (3.1) and the radiation conditions
u = O(r−1),
∂u
∂r
− iku = o(r−1) as r = |x| → ∞. (3.2)
Here conditions (3.2) is assumed to be valid uniformly for all the directions x/r.
We assume that a potential q(x) satisfies
q ∈ C4(R3), q(x) ≥ 0, x ∈ R, supp q ⊂ Ω0. (3.3)
The solution of the problem (3.1) and (3.2) describes an interference of waves produced by the
sources at points y and z. We suppose that the modulus of the function u(x, y, z, k) can be
measured on the sets S+(z
(j)), j = 1, 2, 3, introduced above.
Problem 1. Let y ∈ S and z(j) = z(j)(y), j = 1, 2, 3 be defined as above. Then find q(x)
in Ω0 from
|u(x, y, z(j), k)|2 = fj(x, y, k), y ∈ S, x ∈ S+(z(j)), k ≥ k0, j = 1, 2, 3, (3.4)
where u(x, y, z(j), k) is the solution to the problem (3.1)-(3.2) with z = z(j) and k0 > 0 is a
fixed positive number.
Our first main result is the uniqueness in the inverse problem.
Theorem 1. Let a potential q(x) satisfy (3.3) and the additional condition |z(j)(y) + y| = ℓ >
R
√
8, j = 1, 2, 3. Then q is uniquely determined by the information (3.4).
Proof. Represent the solution u(x, y, z, k) of the problem (3.1)-(3.2) in the form
u(x, y, z, k) = v(x, y, k) + v(x, z, k), (3.5)
where v(x, y, k) satisfies the equation
−(∆ + k2 − q(x))v = δ(x− y), x ∈ R3 (3.6)
and the radiation conditions. Then v(x, y, k) can be represented in the form
v(x, y, k) = u0(x, y, k) + vsc(x, y, k), (3.7)
where v0(x, y, k) is defined by the formula
v0(x, y, k) = A0(x, y)e
ik|x−y|, A0(x, y) =
1
4π|x− y| , (3.8)
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and is the fundamental solution of the Helmholtz operator −∆ − k2 with the conditions (3.2)
and vsc(x, y, k) is the scattering field from the point source located at y.
Consider the asymptotic behavior of vsc(x, y, k) as k →∞. Theorem 1 in [7] yields
Lemma 2. Suppose that a potential q(x) satisfies conditions (3.3). Then for each pair of
points x, y with x 6= y the asymptotic behavior of the function vsc(x, x0, k) is
vsc(x, y, k) =
i exp(ik|x− y|)
8π|x− y|k

 ∫
L(x,y)
q(ξ)dσ +O
(1
k
) , k →∞, (3.9)
where L(x, y) is the segment of the straight line connecting x and y, and dσ is the arc length.
By this lemma, we can obtain the asymptotic behavior of the data (3.4):
fj(x, y, k) =
∣∣∣∣∣∣∣A0(x, y)e
ik|x−y| +
ieik|x−y|
8π|x− y|k
∫
L(x,y)
q(ξ)dσ + A0(x, z
(j)(y))eik|x−z
(j)(y)|
∣∣∣∣∣∣∣
2
+O
( 1
k2
)
= A20(x, y) + A
2
0(x, z
(j)(y)) + 2A0(x, y)A0(x, z
(j)(y)) cos(k|x− z(j)(y)| − k|x− y|)
+
A0(x, z
(j)(y))
4π|x− y|k
∫
L(x,y)
q(ξ)dσ sin(k|x− z(j)(y)| − k|x− y|) +O
( 1
k2
)
,
y ∈ S, x ∈ S+(z(j)), k ≥ k0, j = 1, 2, 3.
For x ∈ S+(z(j)), we have
min
x∈S+(z(j))
|x− z(j)(y)| ≥
√
ℓ2 +R2 − R, max
x∈S+(z(j))
|x− y| ≤ 2R.
Therefore under the condition
√
ℓ2 +R2 − R > 2R, that is, ℓ > R√8, the inequality |x −
z(j)(y)| − |x− y| > 0 holds for all x ∈ S+(z(j)). Fix y and x ∈ S+(z(j)) and take k = km(x, y) =
π/2 + 2π/(|x− z(j)(y)| − |x− y|). Then we obtain
fj(x, y, km(x, y)) = A
2
0(x, y) + A
2
0(x, z
(j)(y))
+
A0(x, z
(j)(y))
4π|x− y|km(x, y)
∫
L(x,y)
q(ξ)dσ ++O
( 1
k2m(x, y)
)
,
y ∈ S, x ∈ S+(z(j)), km(x, y) ≥ k0, j = 1, 2, 3.
Hence, ∫
L(x,y)
q(ξ)dσ = gj(x, y), y ∈ S, x ∈ S+(z(j)), j = 1, 2, 3, (3.10)
where
gj(x, y) = 4π|x− y| lim
km(x,y)→∞
[fj(x, y, km(x, y))− A20(x, y)− A20(x, z(j)(y))]km(x, y)
A0(x, z(j)(y))
,
y ∈ S, x ∈ S+(z(j)), j = 1, 2, 3.
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Because S∗(y) ⊂ (S+(z(1)) ∪ S+(z(2)) ∪ S+(z(3))), the equality yields that integrals over q(x)
along L(x, y) are given for all y ∈ S and x ∈ S∗(y). Hence we know the integrals for all straight
lines that cross out the ball Ω0. Hence we reach a usual tomography problem for recovering
q(x) inside Ω0. It proves Theorem 1. 
We see that the given information related to full fields for reflected waves allows us to reduce
the phaseless inverse problem to the same tomography problem as for data related to simple
sources at y and the scattering filed.
The same idea successively works in many others phaseless inverse problems. Below we
consider such an inverse problem for the Helmholtz equation.
4 The phaseless inverse problem of determining a refrac-
tive index for the Helmholtz equation
Following [11], we consider the phaseless inverse problem for the Helmholtz equation. Let Ω0,
Ω and S be as in the previous section. Let n(x), x ∈ R3 be a real valued function satisfying
n ∈ C15(R3), 1 ≤ n(x) ≤ n1 <∞, x ∈ R, supp(n− 1) ⊂ Ω0, (4.1)
where n1 is a given constant. Let u(x, y, z, k) satisfy
− (∆ + k2n(x))u = δ(x− y) + δ(x− z), x ∈ R3, (4.2)
and the radiation condition (3.2). Consider the following problem
Problem 2. Let y ∈ S and z(j) = z(j)(y), j = 1, 2, 3, be defined as above. Find n(x) in Ω0
from the data
|u(x, y, z(j), k)|2 = fj(x, y, k), y ∈ S, x ∈ S+(z(j)), k ≥ k0, j = 1, 2, 3, (4.3)
where u(x, y, z(j), k) is the solution to problem (4.2) and (3.2) with z = z(j) and k0 > 0 is a
fixed positive number.
Introduce the conformal Riemannian metric by the formula
dτ = n(x)|dx|, |dx| =
(
3∑
i=1
dx2i
)1/2
,
where dτ is the element of length and by τ(x, y) we denote the Riemannian distance between
the points x, y ∈ R3. As in [11], we shall pose the following assumption.
Assumption. The Riemannian metric dτ = n(x)|dx| is simple, that is, every two points
x, y ∈ R3 can be connected by a single geodesic line Γ(x, y).
Theorem 2. Let conditions (4.1) and Assumption be fulfilled. Additionally we assume that
z(j)(y) satisfies |z(j)(y) + y| = ℓ > R√(1 + 2n1)2 − 1, j = 1, 2, 3. Then the data (4.3) uniquely
determines n(x) inside Ω0.
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Proof. We use the following lemma which is a corollary of Theorem 2 and formula (3.18)
from [11]
Lemma 3. Let conditions (4.1) and Assumption be fulfilled. If v = v(x, y, k) satisfies
− (∆ + k2n(x))v = δ(x− y), x ∈ R3 (4.4)
and the radiation condition
v = O(r−1),
∂v
∂r
− ikv = o(r−1) as r = |x| → ∞ (4.5)
for x 6= y, then we have the asymptotic formula
v(x, y, k) = A(x, y)eikτ(x,y) +O
(
1
k
)
as k →∞, (4.6)
where A = A(x, y) > 0, ∈ C13((R3 \ {y})× S).
It follows from Lemma 3 that the solution of the problem (4.2) and (3.2) for x 6= y posseses
the asymptotic behavior of the form
u(x, y, z, k) = A(x, y)eikτ(x,y) + A(x, z)eikτ(x,z) +O
(
1
k
)
as k →∞. (4.7)
Hence we conclude that
fj(x, y, k) = |u(x, y, z(j)(y), k)|2 = A2(x, y) + A2(x, z(j)(y))
+2A(x, y)A(x, z(j)(y)) cos(kτ(x, z(j)(y))− kτ(x, y)) +O
(
1
k
)
(4.8)
as k →∞, y ∈ S, x ∈ S+(z(j)(y)).
Note that τ(x, z(j)(y)) = |x− z(j)(y)| for y ∈ S and x ∈ S+(z(j)(y)). Moreover,
min τ(x, z(j)(y)) ≥
√
ℓ2 +R2 − R,
where ℓ = |z(j)(y) + y|. On the other hand, for y ∈ S and x ∈ S+(z(j)(y)) we have τ(x, y) ≤
2Rn1, where n1 is the bound given in (4.1).
The latter equality holds because for fixed x and y, the function τ(x, y) minimizes integrals
of n(x) over arbitrary smooth curves connecting x and y. In particular, τ(x, y) is less than
the integral along the straight line L(x, y). Therefore τ(x, y) ≤ n1|x − y| ≤ 2n1R. Since the
condition in Theorem 2 implies ℓ > R
√
(1 + 2n1)2 − 1, we have
ρ(x, y) = τ(x, z(j)(y))− τ(x, y) ≥
√
ℓ2 +R2 −R − 2Rn1 > 0.
Fix x and y in (4.8). Then the left-hand side is an almost periodic function of k. Hence, we
can extract the period of this function and find the difference ρ(x, y) = τ(x, z(j)(y))− τ(x, y).
The procedure of extracting the period of almost periodic function is given in the paper [12].
Then one can calculate τ(x, y) = τ(x, z(j)(y))− ρ(x, y) for all y ∈ S and x ∈ S+(z(j)(y)). Since
S∗(y) ⊂ (S+(z(1)(y) ∪ S+(z(2)(y) ∪ S+(z(3)(y)), we find τ(x, y) for all y ∈ S and x ∈ S∗(y).
8
Note that τ(x, y) = |x − y| for all y ∈ S and x ∈ S \ S∗(y). Therefore τ(x, y) is known for all
(x, y) ∈ S × S. Therefore we reach the well-known inverse kinematic problem: find n(x) in Ω0
from given τ(x, y) for all (x, y) ∈ S × S.
The multidimensional inverse kinematic problem was studied for first time in a linear ap-
proximations in [13, 19, 20]. The nonlinear problem was studied under Assumption in the
papers [1, 14, 15], where uniqueness and stability theorems were shown. From the results given
in these papers, the proof of Theorem 2 is complete.

Acknowledgments
The work of V. G. Romanov was partially supported by the Russian Foundation for Basic
Research grant No. 17-01-00120. The work of M. Yamamoto was supported partly by Grant-
in-Aid for Scientific Research (S) 15H05740 of Japan Society for the Promotion of Science and
the Ministry of Education and Science of the Russian Federation (the Agreement number No.
02 a03. 21. 0008).
References
[1] Bernstein J. N. and Gerver M. L., On the problem of integral geometry for a family of geodesics and the
inverse kinematics seismic problem, Dokl. Akad. Nauk SSSR, 1978, Vol.243, No. 2, p. 302-305 (in Russian).
[2] Chadan K. and Sabatier P. S., Inverse Problems in Quantum Scattering Theory, Texts and Monographs
in Physics, Springer-Verlag, New York - Berlin, 1977.
[3] Klibanov M. V., Phaseless inverse scattering problems in three dimensions, SIAM J. Appl. Math. 2014,
Vol. 74 , p. 392-410.
[4] Klibanov M. V., On the first solution of a long standing problem: Uniqueness of the phaseless quantum
inverse scattering problem in 3-d, Applied Mathematics Letters, 2014, Vol. 37, p. 82-85.
[5] Klibanov M. V., Uniqueness of two phaseless non-overdetermined inverse acoustics problems in 3-d, Ap-
plicable Analysis, 2014, Vol. 93, p. 1135-1149.
[6] Klibanov M. V., A phaseless inverse scattering problem for the 3-D Helmholtz equation, Inverse Problems
and Imaging, 2017, Vol. 11, No. 2, p. 263-276.
[7] Klibanov M. V. and Romanov V. G., The first solution of a long standing problem: Reconstruction for-
mula for a 3-d phaseless inverse scattering problem for the Schro¨dinger equation, J. Inverse and Ill-Posed
Problems, 2015, Vol. 23, p. 415-426.
[8] Klibanov M. V. and Romanov V. G., Explicit solution of 3-D phaseless inverse scattering problems for the
Schro¨dinger equation: the plane wave case, Eurasian J. of Math. and Comp. Appl., 2015, Vol. 3, Issue 1,
p. 48-63.
[9] Klibanov M. V. and Romanov V. G., Explicit formula for the solution of the phaseless inverse scattering
problem of imaging of nano structures . J. of Inverse and Ill-Posed Problems, 2015, Vol. 23, No. 2, p.
187-193.
[10] Klibanov M. V. and Romanov V. G., Two reconstruction procedures for a 3-d phaseless inverse scattering
problem for the generalized Helmholtz equation, Inverse Problems, 2016. Vol. 32, No. 2, 015005 (16pp).
[11] Klibanov M. V. and Romanov V. G., Reconstruction procedures for two inverse scattering problem without
the phase information. SIAM J. Appl. Math., 2016. Vol. 76, No. 1, p. 178-196.
9
[12] Klibanov M. V. and Romanov V. G., Uniqueness of a 3-D coefficient inverse scattering problem without the
phase information, Inverse Problems, 2017, 095007 ( 10 pp.) https://doi.org/10.1088/1361-6420/aa7a18
[13] Lavrentiev M. M., Romanov V. G., On three linearized inverse problems for hyperbolic equations, Soviet
Math. Dokl., 1966, Vol. 7, No. 6, p. 1650-1652.
[14] Mukhometov R. G., The reconstruction problem of a two-dimensional Riemannian metric and integral
geometry, Soviet Math. Dokl., 1977, Vol. 18, p. 32-35.
[15] Mukhometov R. G. and Romanov V. G., On the problem of determining an isotropic Riemannian metric
in n-dimensional space, Soviet Math. Dokl., 1978, Vol. 19, p. 1330-1333.
[16] Novikov R. G., Explicit formulas and global uniqueness for phaseless inverse scattering in multidimensions,
J. Geometrical Analysis, 2016, Vol. 26, p. 346-359.
[17] Novikov R. G., Formulas for phase recovering from phaseless scattering data at fixed frequency, Bulletin
des Sciences Mathe´ matiques, 2015, Vol. 139, p. 923-936.
[18] Novikov R. G., Phaseless inverse scattering in the one-dimensional case, Eurasian J. of Math. and Comp.
Appl., 2015, Vol. 3, No. 1, p. 64-70.
[19] Romanov V. G., Reconstructing a function by means of integrals along a family of curves, Siberian Math.
J., 1967, Vol. 8 , No. 5, p. 923-925.
[20] Romanov V. G., Integral Geometry and Inverse Problems for Hyperbolic Equations, Springer-Verlag,
Springers Tracts in Natural Philosophy, Vol. 26, Berlin, 1974.
[21] Romanov V. G., The problem of recovering the permittivity coefficient from the modulus of the scattered
electromagnetic field , Siberian Math. J., 2017, Vol.58, No. 4, p. 711-717.
[22] Romanov V. G., Problem of determining the permittivity in the stationary system of Maxwell equations,
Doklady Math., 2017, Vol. 95, No. 3, p. 230-234.
10
