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Résumé
Sujet : Estimation Robuste pour les systèmes incertains
Un système est dit robuste s'il est possible de garantir son bon comportement dyna-
mique malgré les dispersions de ses caractéristiques lors de sa fabrication, les variations
de l'environnement ou encore son vieillissement. Au delà du fait que la dispersion des
caractéristiques est inéluctable, une plus grande dispersion permet notamment de dimi-
nuer fortement les coûts de production. La prise en compte explicite de la robustesse
par les ingénieurs est donc un enjeu crucial lors de la conception d'un système. Des
propriétés robustes peuvent être garanties lors de la synthèse d'un correcteur en boucle
fermée. Il est en revanche beaucoup plus diﬃcile de garantir ces propriétés en boucle
ouverte, ce qui concerne par exemple des cas comme la synthèse d'estimateur.
Prendre en compte la robustesse lors de la synthèse est une problématique impor-
tante de la communauté du contrôle robuste. Un certain nombre d'outils ont été déve-
loppés pour analyser la robustesse d'un système vis-à-vis d'un ensemble d'incertitudes
(µ-analyse par exemple). Bien que le problème soit intrinsèquement complexe au sens
algorithmique, des relaxations ont permis de formuler des conditions suﬃsantes pour
tester la stabilité d'un système vis-à-vis d'un ensemble d'incertitudes. L'émergence de
l'Optimisation sous contrainte Inégalité Matricielle Linéaire (LMI) a permis de tester ces
conditions suﬃsantes au moyen d'un algorithme eﬃcace, c'est-à-dire convergeant vers
une solution en un temps raisonnable grâce au développement des méthodes des points
intérieurs.
En se basant sur ces résultats d'analyse, le problème de synthèse de correcteurs en
boucle fermée ne peut pas être formulé sous la forme d'un problème d'optimisation pour
lequel un algorithme eﬃcace existe. En revanche, pour certains cas comme la synthèse de
ﬁltres robustes, le problème de synthèse peut être formulé sous la forme d'un problème
d'optimisation sous contrainte LMI pour lequel un algorithme eﬃcace existe. Ceci laisse
entrevoir un certain potentiel de l'approche robuste pour la synthèse d'estimateurs.
Exploitant ce fait, cette thèse propose une approche complète du problème de syn-
thèse d'estimateurs robustes par l'intermédiaire des outils d'analyse de la commande
robuste en conservant le caractère eﬃcace de la synthèse lié aux outils classiques. Cette
approche passe par une ré-interprétation de l'estimation nominale (sans incertitude) par
l'optimisation sous contrainte LMI, puis par une extension systématique des outils de
synthèse et d'analyse développés pour l'estimation nominale à l'estimation robuste.
Cette thèse présente des outils de synthèse d'estimateurs, mais également des outils
d'analyse qui permettront de tester les performances robustes atteintes par les estima-
teurs. Les résultats présentés dans ce document sont exprimés sous la forme de théorèmes
présentant des contraintes LMI. Ces théorèmes peuvent se mettre de façon systématique
sous la forme d'un problème d'optimisation pour lequel un algorithme eﬃcace existe.
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Pour ﬁnir, les problème de synthèse d'estimateurs robustes appartiennent à une classe
plus générale de problèmes de synthèse robuste : les problèmes de synthèse robuste en
boucle ouverte. Ces problèmes de synthèse ont un potentiel très intéressant. Des résultats
de base sont formulés pour la synthèse en boucle ouverte, permettant de proposer des
méthodes de synthèse robustes dans des cas pour lesquels la mise en place d'une boucle
de rétroaction est impossible. Une extension aux systèmes LPV avec une application à
la commande de position sans capteur de position est également proposée.
Mots-clés : Estimation, robustesse, optimisation convexe, synthèse robuste
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Résumé
Robust estimation for uncertain systems
A system is said to bo robust if it is possible to guarantee his dynamic behavior
despite dispersion of his features due to production, environmental changes or aging.
beyond the fact that a dispersion is ineluctable, a greater one allows to reduce production
costs. Thus, considering robustness is a crucial stake during the conception of a system.
Robustness can be achieved using feedback, but is more diﬃcult in Open-Loop, which
concerns estimator synthesis for instance.
Robustness is a major concern of the Robust Control Community. Many tools have
been developed to analyse robustness of a system towards a set of uncertainties (µ-
analysis for instance). And even if the problem is known to be diﬃcult (speaking of
complexity), suﬃcient conditions allow to formulate results to test the robust stability
of a system. Thanks to the development of interior point methods, the emergence of
optimization under Linear Matrix Inequalities Constraints allows to test these results
using an eﬃcient algorithm.
Based on these analysis results, the robust controller synthesis problem cannot be
recast as a convex optimization problem involving LMI. But for some cases such as ﬁlter
synthesis, the synthesis problem can recast as a convex optimization problem. This fact
let sense that robust control tools have some potential for estimators synthesis.
Exploiting this fact, this thesis oﬀers a complete approach of robust estimator syn-
thesis, using robust control tools, while keeping what made the nominal approaches
successful : eﬃcient computation tools. this approach goes through reinterpretation of
nominal estimation using LMI optimization, then propose a systematic extension of
these tools to robust estimation.
This thesis presents not only synthesis tools, but also analysis tools, allowing to test
the robust performance reached by estimators All the results are proposed as convex
optimization problems involving LMI.
As a conclusion, robust estimator synthesis problems belong to a wider class of
problems : robust open-loop synthesis problems, which have a great potential in many
applications. Basic results are formulated for open-loop synthesis, providing results for
cases where feedback cannot be used. An extension to LPV systems with an application
to sensorless control is given.
Keywords : Estimation, robustness, convex optimization, robust synthesis
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Introduction générale
Dans un grand nombre de systèmes, la connaissance de grandeurs internes caracté-
risées par des signaux est intéressante d'un point de vue supervision, contrôle ou encore
diagnostic. Dans un certain nombre de cas, ces signaux ne peuvent pas être mesurés di-
rectement par des capteurs pour des raisons diverses (coût, encombrement, existence de
la technologie,. . .).Une solution couramment adoptée pour obtenir les signaux est l'uti-
lisation d'un estimateur (plus couramment appelé capteur logiciel). Dans ce document,
nous nous intéresserons à la synthèse de l'estimateur.
Les estimateurs sont synthétisés à partir d'un modèle du système. La plupart du
temps, le modèle choisi pour le système est un modèle basé sur des systèmes d'équations
diﬀérentielles linéaires à coeﬃcients constants (modèle LTI). Ces modèles oﬀrent des
possibilités de représentation raisonnables mais ont surtout une grande qualité : il existe
un grand nombre d'outils eﬃcaces au sens de la complexité algorithmique. Ces outils
eﬃcaces permettent de synthétiser les estimateurs en un temps raisonnable, qui n'explose
pas lorsque les dimensions du modèle augmentent.
Ces méthodes de synthèse s'appuient sur une hypothèse forte : le modèle LTI repré-
sente parfaitement le système (cas nominal). En réalité, cette hypothèse n'est jamais
vériﬁée. L'approche proposée pour résoudre ce problème consiste à considérer non pas
un modèle unique, mais un ensemble de modèles appelé modèle incertain, et synthéti-
ser un estimateur garantissant un certain niveau de performance (estimateur robuste,
performance pire-cas). Si le système réel est inclus dans l'ensemble de modèles, alors la
performance pire-cas garantie par la méthode de synthèse sera atteinte lors de l'appli-
cation de l'estimateur au système réel.
Il existe deux grandes approches de la synthèse d'estimateur robuste. Ces approches
diﬀèrent par la représentation du modèle incertain et le type d'approche utilisé pour
synthétiser l'estimateur. La première catégorie d'approches contient des approches de
type Lyapunov et a été largement étudiée. Le modèle incertain est représenté par une
représentation d'état dont les matrices sont inclues dans un polytope déﬁni par ces
sommets [Ger99, GdO01]. Ce type de représentation ne permet toutefois que la descrip-
tion d'incertitudes sur les paramètres du modèle. La représentation d'état du modèle
incertain dépend de façon linéaire de ces incertitudes.
Analyser le comportement d'un système vis-à-vis d'un ensemble d'incertitude est
au c÷ur des préoccupations de la communauté du contrôle robuste, qui a développé un
certain nombre d'outils au ﬁl des années pour analyser ce comportement. La seconde ca-
tégorie d'approches de la synthèse d'estimateurs robustes se base sur ces outils d'analyse
ayant des racines profondes dans les approches entrées-sorties. Le modèle incertain est
représenté comme l'interconnexion d'un modèle nominal, et d'un bloc d'incertitude, ap-
pelée forme LFT (Transformation Linéaire Fractionnelle). Cette représentation permet
de représenter des incertitudes de nature diverses et autorise une dépendance rationnelle
du modèle envers l'ensemble d'incertitudes. Bien que ces approches aient été très peu
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étudiées, quelques résultats prometteurs [SF06, SK06] laissent entrevoir un potentiel cer-
tain pour la synthèse d'estimateurs robustes. Ces approches ont été choisies dans cette
thèse pour la généralité de la représentation du modèle incertain, ainsi que la maturité
des outils qui y sont associés.
L'objectif de cette thèse est de proposer une extension des outils classiques de l'esti-
mation nominale à l'estimation robuste, en utilisant les outils de la commande robuste.
Du point de vue des méthodes développées, cette thèse poursuit deux objectifs princi-
paux :
 Les outils développés pour l'estimation robuste doivent être une extension des
outils de l'estimation nominale : proposer une extension des outils de l'estimation
nominale permet de conserver le savoir-faire acquis sur ces outils pour le transcrire
à l'estimation robuste, ce qui est très intéressant en raison de la large diﬀusion des
outils de l'estimation nominale.
 Les extensions du cas nominal doivent conserver une des principales qualités des
outils de l'estimation nominale : leur caractère eﬃcace. Les outils de la commande
robuste proposent un cadre uniﬁé et élégant qui va permettre de proposer une
extension des outils classiques tout en conservant cette qualité.
Cette thèse propose donc une ré-interprétation de l'estimation nominale au moyen
des outils de la commande robuste, en utilisant tout particulièrement l'optimisation
sous contrainte LMI. La revisite de l'estimation nominale permet de proposer un certain
nombre de résultats originaux de synthèse et d'analyse permettant de proposer une
approche complète pour la synthèse d'un estimateur nominal.
La principale contribution de la thèse est l'extension systématique de l'approche
proposée pour l'estimation nominale à l'estimation robuste. Les résultats d'analyse et
de synthèse nominale sont étendus, permettant de proposer une approche complète de
l'estimation robuste au moyen des outils de la commande robuste tout en conservant le
caractère eﬃcace inhérent à l'estimation nominale. Les résultats de synthèse présentés
dans ce document bénéﬁcient donc du caractère général et eﬃcace des approches entrée-
sorties. Les résultats présentés dans ce document complètent la littérature existante
pour la synthèse d'estimateur utilisant les approches de type entrées-sorties et proposent
un certain nombre de résultats originaux comme une extension des observateurs pour
l'estimation robuste et des outils de calcul d'une limite de performance. Ces résultats
sont par la suite étendus à d'autres problèmes de synthèse.
La production de cette thèse a eu lieu au sein du laboratoire Ampère, dans le dépar-
tement Méthodes pour l'Ingénierie des Systèmes, équipe Automatique et Mécatronique.
Elle s'est réalisée sous les tutelles de Gérard Scorletti (Prf) et Eric Blanco (MdC) et s'est
principalement déroulée sur le site de l'Ecole Centrale de Lyon. Une visite d'un mois
chez Xavier Bombois au Delft Center for Systems and Control à l'Université TU-Delft
a été eﬀectuée au mois d'octobre 2011.
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Description des chapitres
Chapitre 1 : Problématique
Le chapitre 1 présente la problématique et la mise en forme du problème d'esti-
mation. Ce chapitre présente l'estimation dans le cadre des systèmes et la manière de
modéliser les systèmes et les signaux par des modèles LTI. Le formalisme de base du
problème de synthèse d'estimateurs appelé forme standard dans cette thèse est égale-
ment développé. Par la suite, ce chapitre montre comment qualiﬁer l'estimation par un
critère de performance sur l'erreur d'estimation, en l'occurrence la norme H∞ (pondérée
ou non) ou la norme H2 dans cette thèse. Ceci permet de poser le problème de synthèse
d'estimateurs nominaux dans le cas où le modèle est supposé décrire parfaitement le
système. Ce chapitre introduit également l'outil utilisé pour résoudre les problèmes de
synthèse d'estimateurs : l'optimisation sous contrainte LMI.
Chapitre 2 : L'estimation dans le cas nominal
Suite à un état de l'art de la synthèse d'estimateurs nominaux, le chapitre 2 page 21
présente une ré-interprétation complète du cas nominal.
Ce chapitre introduit les structures classiques d'estimateurs : le ﬁltre et l'observateur.
Par la suite, la démarche permettant de ramener un problème de synthèse à un problème
d'optimisation sous contrainte LMI est développée. L'application de cette démarche
pour résoudre le problème de synthèse d'estimateurs nominaux permet de présenter des
résultats de synthèse pour les structures classiques sous une forme uniﬁée. Ceci permet
leur comparaison puis leur uniﬁcation en une structure unique, ce qui constitue une
première contribution de cette thèse. Enﬁn, ce chapitre présente une borne inférieure de
la performance donnée par le ﬁltre de Wiener non-causal et montre comment s'articulent
les solutions obtenues avec les normes H2 et H∞ autour de cette limite de performance.
Ceci permet de développer une méthode systématique de choix des pondérations de
l'erreur d'estimation pour la norme H∞pondérée, ce qui est une seconde contribution
de la thèse. Un exemple d'application clôt le chapitre.
Chapitre 3 : Représentation et analyse des systèmes incertains pour l'esti-
mation
Ce chapitre introduit les types d'incertitudes rencontrées lorsque l'on modélise un
système réel par un modèle LTI. Ce chapitre présente une revue des méthodes pour
modéliser et analyser la performance pire-cas des modèles incertains, ce qui permet de
mettre en valeur la représentation des systèmes incertains sous la forme d'une trans-
formation linéaire fractionnelle (LFT) et les outils d'analyse qui y sont associés. Pour
ﬁnir, une série de résultats d'analyse seront présentés, permettant de tester une borne
supérieure sur la performance pire-cas d'un opérateur incertain de diﬀérentes façons.
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Deux exemples clôturent le chapitre : le premier exemple consiste à tester une borne
supérieure du module d'une fonction de transfert SISO ; le second exemple caractérise
la dégradation de la performance d'un estimateur nominal en présence d'incertitudes.
Chapitre 4 : Synthèse d'estimateurs robustes
Les résultats de synthèse d'estimateurs nominaux sont dérivés de résultats d'analyse
par la démarche systématique présentée dans le chapitre 2. Le chapitre 4 montrera que
l'application de la même démarche dans le cas robuste permet de proposer une extension
complète de l'estimation nominale à l'estimation robuste, à partir des résultats d'analyse
des modèles incertains sous forme LFT présentés dans le chapitre 3.
Ce chapitre propose donc une extension systématique des structures classiques d'es-
timateurs à l'estimation robuste. Les solutions pour la synthèse de ces structures sont
présentées sous la forme de théorèmes formulables comme des problèmes d'optimisation
sous contrainte LMI.
Ce chapitre propose également des résultats d'analyse permettant d'étendre à l'es-
timation robuste la limite de performance présentée en chapitre 2. Cet outil permet
de comparer les performances atteintes par les estimateurs H2 et H∞, et de proposer
des méthodes de synthèse de pondérations pour l'estimation H∞ robuste. Les résultats
présentés dans ce chapitre constituent les principales contributions de la thèse.
Chapitre 5 : Résultats liés à l'estimation robuste
Ce chapitre présente des résultats développés en collaboration avec d'autres docto-
rants sur des problèmes proches des problèmes de synthèse d'estimateurs présentés dans
cette thèse.
Dans un premier temps, les problèmes de synthèse de ﬁltres robustes sont reliés aux
problèmes de synthèse de pré-compensateurs. La première section du chapitre 5 présente
une solution très générale pour une classe de problèmes de synthèse de correcteurs,
donnant des solutions aux problèmes de synthèse de pré-compensateurs ou de correcteurs
en boucle ouverte. La première section prouve l'approche présentée dans cette thèse
permet de proposer des méthodes de synthèse robuste pour un certain nombre de modèles
particuliers présentant un potentiel certain.
Dans un second temps, les modèles LPV sont une extension naturelle des modèles
LTI. La seconde section du chapitre montre comment synthétiser de façon simple un
observateur LPV contenant le modèle temps variant du système en utilisant un modèle
polytopique. Une description succincte des extensions possibles aux résultats de cette
thèse est ensuite réalisée.
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Notations
Acronymes
LTI : Linéaire Temps-Invariant
TI : Temps-Invariant
TV : Temps-Variant
DSP : Densité Spectrale de Puissance
SISO : Single-Input Single-Output
MIMO : Multi-Input Multi-Output
LMI : (Contrainte) Inégalité Matricielle Linéaire
BMI : (Contrainte) Inégalité Matricielle Bilinéaire
IQC : Contrainte Intégrale Quadratique
LFT : Transformation Linéaire Fractionnelle
OGS : Observateur à Gain Statique (structure standard pour
l'observateur)
OGD : Observateur à Gain Dynamique (structure augmentée
pour l'observateur)
EGN : Estimateur Généralisé Nominal (section 2.3 page 51)
Signaux et Systèmes
x : Vecteur d'état d'un système. xi est une partie du vecteur
d'état
z : Vecteur des signaux à estimer
y : Vecteur des signaux mesurés
w : Vecteur des perturbations non mesurées et des signaux
normalisés en entrée d'un système ; contient également
les bruits de mesures
Si : Densité Spectrale de Puissance du signal i
Γw : Ensemble des signaux w tels que Sw(jω) ≤ 1 (DSP in-
férieure ou égale à 1)
Wi : Pondération fréquentielle du signal i
T(z1,z2)→(z3,z4) : Opérateur depuis les entrées z1 et z2 vers les sorties z3
et z4∥∥T(z1,z2)→(z3,z4)∥∥i : Norme Hi sur l'opérateur correspondant
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[
A B
C D
]
: Représentation d'état d'un modèle linéaire ; peut s'in-
terpréter comme une matrice de fonctions de trans-
fert C(sI − A)−1B + D (domaine fréquentiel) ou bien[
x˙(t)
e(t)
]
=
[
A B
C D
] [
x(t)
w(t)
]
pour un opérateur LTI
T(w)→(e)
T(z1,z2)→(z3,z4)(jω0) : Réponse fréquentielle de l'opérateur à la fréquence ω0
TRe(z1,z2)→(z3,z4)(jω0) : Partie réelle de la réponse fréquentielle de l'opérateur à
la fréquence ω0
T Im(z1,z2)→(z3,z4)(jω0) : Partie imaginairede la réponse fréquentielle de l'opéra-
teur à la fréquence ω0
Algèbre Linéaire
λ(M) : Valeurs propres de la matrice carrée M
σ(M) : Valeurs singulières de la matrice M
σ¯(M) : Valeur singulière maximale de la matrice M
A⊥ : Matrice génératrice du complémentaire orthogonal de
la matrice A ; les conditions suivantes sont vériﬁées :
ATA⊥ = 0, avec la matrice
[
AA⊥
]
étant carrée de
rang plein
A+ ()T : A+ AT , utilisée pour des raisons de mise en page.
[]TXA : ATXA ; forme quadratique
ARe (resp.AIm) : Partie réelle (resp. imaginaire) de la matrice A[
A B
T C
]
:
[
A B
BT C
]
⊗ : Produit de Kronecker
H ? G :
[
H11 +H12G11 (I −H22G11)−1 H21 H12 (I −G11H22)−1 G12
G21 (I −H22G11)−1H22 G22 +G21H22 (I −G11H22)−1 G12
]
,
produit de Redheﬀer
A>0 : ∀x ∈ Rn, xTAx > 0
Autres notations
δ : Incertitude paramétrique
∆ : Incertitude dynamique
Γ∆ : Ensemble des incertitudes considéré dans cette thèse,
déﬁni section 3.3, sous-section 3.3.1
Π : Multiplieur pour les incertitudes de l'ensemble Γ∆
ΓΠ : Ensemble des multiplieurs pour les incertitudes de l'en-
semble Γ∆, déﬁni section 3.3, sous-section 3.3.1
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X =
[
Xs Xas
XTas −Xs
]
: Matrice génératrice du sous-ensemble aﬃne des multi-
plieurs de l'ensemble ΓΠ[
AK BK
CK DK
]
: Une représentation d'état de la base permettant de gé-
nérer les multiplieurs
ΓΛ : simplexe unité : Γλ =
{
λ ∈ Rn
∣∣∣∣ λi ≥ 0∑
i λi = 1
}
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Chapitre 1
Problématique
1.1 Le problème de synthèse d'estimateur basé sur un
modèle
Dans le cadre des systèmes, il est souvent nécessaire de disposer d'informations ca-
ractérisées par des signaux internes à un système pour des besoins de commande, de
supervision ou de contrôle. La mesure directe de chaque signal par un capteur n'est
pas toujours possible pour des raisons physiques (environnement, poids, encombrement,
etc. . .) ou techniques (coût, existence d'un capteur pour une grandeur donnée, etc. . .).
La solution est alors d'estimer ces signaux internes (appelés signaux à estimer) à partir
d'autres signaux accessibles du système (appelés signaux mesurés), si cela est possible.
Par déﬁnition, l'estimation est la recherche d'une ou plusieurs valeurs à partir d'ob-
servations ou de sondages. L'estimation pour les systèmes peut être déﬁnie comme la
reconstitution d'un ou plusieurs signaux non mesurables ou non mesurés d'un système
à partir des mesures disponibles de signaux de ce système. La relation entre les signaux
à estimer et les signaux mesurés est donnée par un modèle du système. L'estimateur qui
va reconstituer les signaux à estimer à partir des signaux mesurés va donc être synthétisé
sur la base du modèle du système. On parlera donc d'estimation basée sur un modèle,
dont le principe est résumé ﬁgure 1.1 page 2.
La problématique de cette thèse est la synthèse de l'estimateur :
Comment synthétiser un estimateur qui va estimer les signaux non-mesurés
à partir des signaux disponibles sur le système et de la connaissance a priori
d'un modèle donnant une relation entre les signaux à estimer et les signaux
mesurés ?
Deux exemples
Pour illustrer le problème d'estimation basée sur un modèle, deux exemples classiques
pour l'estimation sont présentés.
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Figure 1.1  Principe de l'estimation basée sur un modèle
Le premier exemple est un système mécanique masses-ressorts [GdO01, SK06] pré-
senté ﬁgure 1.2. Pour diverses raisons, sur ce système qui est soumis à des perturbations,
seule la position de la masse M1, x1, est mesurée. L'estimation permettra de reconstituer
le signal caractérisant la position de la masse M2, x2, et même de reconstituer l'ensemble
des signaux internes caractérisant le système, appelés états du système. L'estimateur
sera synthétisé en utilisant un modèle physique du système obtenu par application de
la mécanique des solides indéformables.
Figure 1.2  Système d'ordre 4 : masses-ressorts
Le second exemple correspond au problème du ﬁltrage de Wiener [Wie50], décrit
ﬁgure 1.3. Un signal z de densité spectrale de puissance connue Sz(jω) doit être estimé
à partir d'un signal y constitué de la somme de 2 signaux w (un signal relié au signal z
par un système de convolution) et v un bruit de densité spectrale de puissance Sv(jω).
L'objectif est de trouver l'estimateur qui permettra de reconstruire le signal z à partir
du signal y. L'estimateur sera synthétisé en utilisant les modèles des signaux.
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Figure 1.3  Problème du ﬁltrage de Wiener
1.2 Formalisme du problème d'estimation
1.2.1 La forme standard du problème d'estimation
La forme générale du problème de synthèse d'estimateur est présentée ﬁgure 1.4.
Cette forme standard contient 3 blocs principaux : le modèle du système, l'estimateur
et pour ﬁnir le bloc faisant apparaître la diﬀérence entre les signaux à estimer et les
signaux estimés.
Modele du 
système
Estimateur
 -
 +
 -
 +
 -
 +
 -
 +
Perturbations non-mesurées
En
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es
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s
Signaux mesurés
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Figure 1.4  Système pour l'estimation
Le modèle du système présenté est un modèle qui reçoit en entrées des entrées me-
surées u (perturbations mesurées, signaux de commande). Il est également soumis à des
entrées non mesurées v (signaux de perturbations inconnus, bruits sur les mesures). Le
modèle admet deux types de sorties : les signaux internes au système à estimer z, et les
signaux mesurés connus de l'utilisateur à partir des capteurs y. Nous verrons par la suite
que le modèle général du système est composé des modèles de signaux qui sont admis
en entrée du système, ainsi que d'un modèle du système qui va assurer le lien entre ces
signaux.
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L'objectif est d'estimer les signaux à estimer à partir des signaux mesurés. L'estima-
teur admet en entrée les signaux mesurés y et a pour signaux de sortie les estimations
zˆ des signaux z.
L'erreur d'estimation e = (z− zˆ) permet de caractériser l'estimation. Si cette erreur
est "faible", alors l'estimation sera de bonne qualité. Cette erreur d'estimation doit être
caractérisée. Il est proposé dans cette thèse de minimiser un critère de performance
quantitatif sur l'erreur d'estimation correspondant à une bonne estimation d'un point
de vue qualitatif.
Par conséquent les 3 éléments composant la forme standard doivent être décrits : les
signaux, le modèle reliant ces signaux, et l'erreur d'estimation. Nous présentons ici le cas
nominal : les signaux et les systèmes vont être représentés par des modèles d'équations
linéaires temps invariantes (modèle LTI).
1.2.2 Modéliser les signaux
Il existe deux types importants de modélisation des signaux. Le premier type de
modélisation correspond à la modélisation stochastique des signaux stationnaires, le se-
cond à la modélisation déterministe. Le point commun de ces deux méthodes est de
représenter un signal comme la réponse d'un système de convolution W à une entrée
canonique w, sous certaines hypothèses. W est généralement appelée ﬁltre générateur
dans le cas stochastique ou pondération fréquentielle dans le cas déterministe. Cet objet
va servir à décrire entre autres la densité spectrale de puissance (DSP) du signal de
sortie, mais servira également pour pondérer des normes sur les fonctions de transfert.
Le signal canonique w dépend du type de modélisation utilisée. Ces deux types de mo-
délisation permettent de décrire des ensembles de signaux soit par leur densité spectrale
de puissance soit par un gabarit sur leur densité spectrale de puissance.
W ew
Figure 1.5  Fonction de transfert
La DSP Se(jω) de la sortie e, en réponse à une entrée w de densité spectrale de
puissance Sw(jω), est donnée par la relation suivante :
Se(jω) = W (jω)Sw(jω)W
∗(jω). (1.1)
Cette relation est valable pour des signaux scalaires (le ﬁltre générateur est un opérateur
SISO) et vectoriels ( le ﬁltre générateur est un opérateur MIMO). Les termes diagonaux
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de cette matrice représentent les densités spectrales de puissance des signaux de sortie.
Les termes non diagonaux représentent les densités spectrales de puissance inter-spectre.
Dans le cadre stochastique, le signal canonique w est décrit comme une réalisation
temporelle d'un signal aléatoire [Gel74]. Dans le cas d'un signal stationnaire de variance
unitaire, sa densité spectrale de puissance peut s'écrire Sw(jω) = I. Le signal e est
également une réalisation temporelle d'un signal aléatoire, dont la densité spectrale de
puissance est donnée par Se(jω) = W (jω)W (jω)
∗. Cette modélisation décrit l'ensemble
des réalisations temporelles des signaux e aléatoires stationnaires de densité spectrale
de puissance Se(jω).
Le second type de modélisation correspond à la modélisation déterministe des si-
gnaux. Une modélisation communément utilisée consiste à déﬁnir un gabarit sur leur
spectre. Dans ce cadre, le signal d'entrée w appartient à un ensemble Γw décrit par une
borne sur sa DSP (cas d'un signal scalaire) :
Γw = {w | ∀ω, Sw(jω) ≤ 1} .
Le signal e appartient à l'ensemble des signaux de sortie d'un système de convolution
SISO W pour des signaux d'entrée appartenant à l'ensemble Γw. Pour w ∈ Γw, le signal
e peut être caractérisé comme un signal de DSP bornée :
∀ω Se(jω) ≤ |W (jω)|2 .
Ce type de modélisation déﬁnit des ensembles de signaux dont la densité spectrale de
puissance est bornée à partir de signaux normalisés. Un gabarit sur la densité spectrale
de puissance du signal e est donc spéciﬁé par la pondération W . Un signal est décrit
en l'englobant dans un ensemble décrit par un système de convolution et un signal
canonique.
Pour citer Georges Zames [Zam81], ce type de modélisation permet d'encapsuler des
ensembles de signaux.
 There are many engineering problems in which the a priori informations about dis-
turbances is in the form of an upper bound to magnitudes of their possible frequency
responses. The semi-norm description is natural for such problems, and occurs in inverse
problems. 
1.2.3 Modéliser le système
Le système relie les signaux à estimer et les signaux mesurés. Selon le problème
considéré, ce système prend diﬀérentes formes. Par exemple, dans le cas du débruitage,
un signal z doit être estimé à partir de la mesure du signal y = z + v où v est un bruit
de mesure. Le modèle du système reliant les signaux peut se modéliser sous la forme
présentée ﬁgure 1.6.
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+
+
z
v
z
y
Figure 1.6  Modèle pour le débruitage
Ce schéma doit être complété par l'ajout des modèles des signaux Wz (modèle de la
DSP de z) et Wv (modèle de la DSP de v), pour permettre d'exploiter les informations
a priori sur les signaux. Le modèle total prend la forme présentée ﬁgure 1.7 où zn et vn
sont des signaux normalisés tels que zn ∈ Γw et vn ∈ Γw (modélisation déterministe).
Cette modélisation signaux+systèmes permet de décrire les signaux et les relations entre
eux.
+
+
z
v
z
y
w
z
wv
z n
vn
Figure 1.7  Modèle complet pour le débruitage
Un second exemple correspond au système masses-ressorts présenté ﬁgure 1.2 page 2.
Dans cet exemple, le lien entre le signal mesuré et le signal à estimer est donné par un
modèle obtenu par application des équations de la mécanique des solides indéformables.
On considère que la première masse est soumise à une force non mesurée décrite par le
signal u.

m1x¨1(t) = −k1x1(t) + k2(x2(t)− x1(t))− cx˙1(t) + u(t)
m2x¨2(t) = k2x1(t)− k2x2(t)− cx˙2(t)
(1.2)
On souhaite estimer le signal x1 (position de la masse M1) à partir de la mesure du
signal x2 (position de la masseM2). Le signal à estimer est z = x1. Comme cette mesure
est probablement soumise à un bruit de mesure v, on peut écrire y = x2 + v. Ce modèle
peut être mis sous la forme d'une représentation d'état de la forme suivante :
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
x˙1(t)
x˙2(t)
x¨1(t)
x¨2(t)
z(t)
y(t)

=

0 0 1 0 0 0
0 0 0 1 0 0
−k1−k2
m1
k2
m1
− c
m1
0 1
m1
0
k2
m2
−k2
m2
0 − c
m2
0 0
1 0 0 0 0 0
0 1 0 0 0 1


x1(t)
x2(t)
x˙1(t)
x˙2(t)
u(t)
v(t)

(1.3)
Ce système peut donc se mettre sous la forme suivante où w =
[
u
v
]
représente le
vecteur des entrées du système. x˙(t)z(t)
y(t)
 =
 A B 0Cz 0 0
Cy 0 I
[ x(t)
w(t)
]
(1.4)
Par conséquent, le système exprimant la relation entre le signal à estimer et le signal
mesuré peut se mettre sous la forme d'une matrice de fonctions de transfert de la forme
présentée équation (1.5) page 7, dont le schéma bloc est représenté ﬁgure 1.8. Cette
formalisation permet d'avoir une formulation homogène avec les modèles de signaux
tout en permettant de représenter un certain nombre de systèmes réels, comme les
systèmes mécaniques type masses-ressorts, les circuits électriques passifs, mais également
des systèmes non-linéaires linéarisés autour d'un point de fonctionnement.[
Cz
Cy
]
(sI − A)−1 [ B 0 ]+ [ 0 0
0 I
]
(1.5)
+
+
B (sI-A)-1 Cz
C
z
+
u
v
z
y
Figure 1.8  Modèle pour l'estimation (système masses-ressorts)
Les modèles de signaux ne sont pas encore inclus dans cette représentation, et seule la
représentation du système donnant la relation entre les signaux mesurés et les signaux
à estimer est considérée. Divers cas particuliers d'estimation sont présentés dans le
tableau 1.1 page 8.
Le modèle général du système pour l'estimation est obtenu en concaténant les mo-
dèles des signaux au modèle du système, comme présenté ﬁgure 1.9. Ce modèle général
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Débruitage
Retrouver un signal auquel un bruit de
mesure est ajouté.
[
z(t)
y(t)
]
=
[
I 0
I I
] [
w(t)
]
+
+
z
v
z
y
Déconvolution
Reconstituer l'entrée d'un système à partir
de la mesure de sa sortie [BHS10]
 x˙(t)z(t)
y(t)
 =
 A B 00 I 0
C D I
[ x(t)
w(t)
]
+
C(sI-A)-1B+D
+
z
yv
u
Observation
Reconstituer tous les états d'un système à
partir de la mesure d'un état ou d'une
combinaison linéaire des états [Lue71]
 x˙(t)z(t)
y(t)
 =
 A B 0I 0 0
Cy 0 I
[ x(t)
w(t)
]
+
+
B (sI-A)-1 Cz
C
y
+
z
yv
u
Dérivation
Dériver un signal bruité (cas particulier de
déconvolution) [Dri10]
 x˙(t)z(t)
y(t)
 =
 0 I 00 I 0
I 0 I
[ x(t)
w(t)
]
+
1/s
+
z
yv
u
Tableau 1.1  Modèles pour diﬀérents problèmes d'estimation
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admet en entrées des signaux normalisés permettant grâce aux pondérations fréquen-
tielles de générer les signaux modélisés. Ces signaux générés sont les entrées du modèle
général assurant la relation entre les signaux à estimer et les signaux mesurés. Ce modèle
général est décrit par une matrice de fonctions de transfert dans le cadre de l'estimation
nominale :
Tw→(z,y) =
[
Cz
Cy
]
(sI − A)−1Bw +
[
Dzw
Dyw
]
.
Cette forme également présentée ﬁgure 1.9 est la forme la plus générale du problème
d'estimation (dans le cas nominal 1) et englobe la plupart des problèmes particuliers
d'estimation présentés dans la table 1.1. Cette forme sera utilisée pour poser la forme
standard du problème d'estimation nominale.
    Signaux à 
estimer
W
1
    Signaux 
mesurés
    Signaux 
normalisés
Modèles de 
signaux
Modèle du 
système
T
w→(z,y)
Forme 
Générale
W
i
W
n
Mw
z
y
w
z
y
Figure 1.9  Modèle pour l'estimation
1. Quelques remarques :
 Le cas continu a été présenté. Les mêmes modélisations peuvent être faites pour le cas discret.
 Les entrées mesurées et non-mesurées ont été regroupées dans le vecteur w. Pour les diﬀérencier,
il suﬃt que le vecteur des sorties mesurées contiennent les entrées mesurées. Cette opération ne
change pas la forme générale décrite ﬁgure 1.9.
Version du 17 décembre 2012 9
Chapitre 1 : PROBLEMATIQUE
1.2.4 Caractériser l'erreur d'estimation
Dans les sections précédentes (sections 1.2.2 et 1.2.3), la modélisation des signaux et
du système les reliant pour l'estimation a été décrite. La forme standard du problème
d'estimation nominale est présentée ﬁgure 1.10, faisant apparaître l'estimateur et l'erreur
d'estimation.
T
(w)→(z,y)
Est
+ 
 -
e
y
z
w
̂z
Figure 1.10  Forme standard du problème d'estimation
Pour rappel, w est un vecteur de signaux normalisés qui contient tous les signaux
d'entrée du système T(w)→(z,y). T(w)→(z,y) est un système qui contient les modèles de
signaux, ainsi que le système qui relie les signaux à estimer aux signaux mesurés (voir
tableau 1.1 page 8 pour des cas particuliers). Pour ﬁnir, les sorties de l'estimateur
constituent zˆ le vecteur des signaux estimés. La comparaison de ce vecteur avec le
vecteur des signaux à estimer z constitue e le vecteur des erreurs d'estimation.
La sous-section 1.2.2 a présenté succinctement la modélisation des signaux. Si on
suppose que l'estimateur est connu et décrit par une matrice de fonctions de transfert,
alors l'opérateur T(w)→(e) est une matrice de fonctions de transfert et l'erreur d'estimation
est caractérisée par la quantité suivante :
Se(jω) = T(w)→(e)(jω)T ∗(w)→(e)(jω)
Se(jω) est la DSP de e pour des signaux d'entrée de DSP unitaire (cas stochastique).
Cette quantité peut être interprétée comme un gabarit supérieur sur la DSP de l'er-
reur d'estimation (cas déterministe). Par abus, dans la suite de cette thèse, on parlera
systématiquement de DSP de l'erreur pour décrire cette quantité.
L'erreur d'estimation est donc entièrement caractérisée par l'opérateur T(w)→(e) dans
le cas où les signaux d'entrée sont des signaux normalisés. Pour caractériser l'erreur
d'estimation, il suﬃt de caractériser l'opérateur T(w)→(e). Cet opérateur est une matrice
de fonctions de transfert qui peut être caractérisée par une norme.
Deﬁnition 1. Norme H2 d'une matrice de fonctions de transfert [SW00]
Soit T(w)→(e) une matrice de fonctions de transfert stable de réponse impulsionnelle h(t),
et de réponse fréquentielle T(w)→(e)(jω). La norme H2 de cette matrice de fonctions de
transfert est déﬁnie par :
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||T(w)→(e)||2 =
(
1
2pi
 +∞
−∞
Trace
(
T(w)→(e)(jω)T ∗(w)→(e)(jω)
)
dω
)1/2
. (1.6)
Ceci peut s'écrire en temporel en utilisant le théorème de Parseval :
||T(w)→(e)||2 =
( +∞
0
Trace(hT (t)h(t))dt
)1/2
. (1.7)
Interprétation : La norme H2 correspond à la racine carrée de l'énergie de la
réponse impulsionnelle d'un système. Elle correspond également à la racine carrée de la
puissance totale des signaux de sortie du système en réponse à une entrée de densité
spectrale de puissance unitaire. Elle admet également une interprétation stochastique :
si le signal d'entrée est un bruit blanc de variance unitaire, alors elle correspond à la
variance de l'erreur d'estimation [HSK99].
Deﬁnition 2. Norme H∞ d'une matrice de fonctions de transfert [SW00]
Soit T(w)→(e) une matrice de fonctions de transfert stable. La norme H∞ de cette matrice
de fonctions de transfert est déﬁnie par :
||T(w)→(e)||∞ = sup
ω
σ(T(w)→(e)(jω)) (1.8)
où σ représente la valeur singulière maximale de la réponse fréquentielle T(w)→(e)(jω) de
T(w)→(e).
Interprétation :
 Cas SISO : la valeur singulière maximale le long des fréquences correspond à la
valeur maximale du module de la fonction de transfert.
sup
ω
σ(T(w)→(e)(jω)) = sup
ω
(∣∣T(w)→(e)(jω)∣∣)
En termes de signaux, si
∥∥T(w)→(e)∥∥∞ ≤ γ, alors pour tout signal d'entrée w ∈ Γw,
le signal e vériﬁe ∀ω ∈ R, Se(jω) ≤ γ2. La norme H∞ décrit un gabarit supérieur
constant déﬁni par γ2 sur la densité spectrale de puissance de la sortie pour un
signal d'entrée dont la densité spectrale de puissance est inférieur à 1.
 Cas MISO : on note wi la i
ieme composante du vecteur w. Le signal e est un
signal scalaire. La valeur singulière correspond à la norme euclidienne du vecteur
correspondant à la réponse fréquentielle.
sup
ω
σ(T(w)→(e)(jω)) = sup
ω
√√√√ n∑
i=1
∣∣T(wi)→(e)(jω)∣∣2
 .
Cette quantité décrit un gabarit supérieur sur Se(jω) la DSP du signal de sortie.
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 Cas SIMO : on note ei la i
ieme composante du vecteur e. Le signal w est un signal
scalaire. Nous avons la relation suivante :
sup
ω
σ(T(w)→(e)(jω)) = sup
ω
√√√√ n∑
i=1
∣∣T(w)→(ei)(jω)∣∣2
 .
Ici la norme caractérise la pire ampliﬁcation énergétique du signal d'entrée le
long des fréquences, c'est-à-dire la pire ampliﬁcation énergétique pour une entrée
harmonique [Doy96].
 Cas MIMO : l'interprétation de cette norme comme une pire ampliﬁcation harmo-
nique reste valable. L'interprétation la plus intéressante peut se faire en terme de
densité spectrale de puissance.
sup
ω
σ(T(w)→(e)(jω)) ≤ γ ⇔ sup
ω
λ
(√
T(w)→(e)(jω)T ∗(w)→(e)(jω)
)
≤ γ
sup
ω
λ
(√
T(w)→(e)(jω)T ∗(w)→(e)(jω)
)
≤ γ ⇔ ∀ω ∈ R, T(w)→(e)(jω)T ∗(w)→(e)(jω) ≤ γ2I
Les densités spectrales de puissance des signaux ei sont données par Sei(jω) =∑n
j=1
∣∣T(wj)→(ei)(jω)∣∣2. L'implication suivante est valable :
∀ω ∈ R, T(w)→(e)(jω)T ∗(w)→(e)(jω) ≤ γ2I ⇒ ∀ω ∈ R, Sei(jω) ≤ γ2
Il est important de noter que la relation est suﬃsante, mais cette norme permettra
de garantir un gabarit supérieur sur les densité spectrales de puissance des signaux
de sortie d'un système MIMO.
Tester une norme H∞ sur une matrice de fonctions de transfert permet de tester un
gabarit supérieur constant sur les densités spectrales de puissance des signaux de sortie.
Il est possible cependant de tester un gabarit supérieur d'une forme choisie, en utilisant
une pondération fréquentielle We sur le signal de sortie.
En présence de pondération dans le cas SISO, on a l'équivalence suivante :∥∥WeT(w)→(e)∥∥∞ ≤ γ ⇔ ∀ω ∈ R, ∣∣T(w)→(e)(jω)∣∣ ≤ γ ∣∣W−1e (jω)∣∣
Pour le cas MIMO, pour une pondération bloc-diagonale We(jω) = diag(Wei(jω))
(avec Wei(jω) une pondération fréquentielle SISO), on a l'implication suivante :∥∥WeT(w)→(e)∥∥∞ ≤ γ ⇒ ∀ω ∈ R, Sei(jω) ≤ ∣∣W−1ei (jω)∣∣2 γ2.
Les pondérations fréquentielles permettent de décrire une densité spectrale de puis-
sance. Utilisées conjointement avec la normeH∞, ces pondérations permettent également
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de décrire des gabarits sur les densités spectrales de puissances des signaux de sortie
d'un système en réponse à des entrées normalisées.
Interprétation des normes à travers un exemple
Pour faciliter l'interprétation des normes présentées, on présente la matrice de fonc-
tion de transfert stable suivante :
G(s) =
[
G1(s) G2(s)
]
=
[
1
s2+s+1
s
s2+s+1
]
.
A une fréquence donnée, le carré de la valeur singulière de cette matrice de fonctions
de transfert est donnée par G∗1(jω)G1(jω)+G
∗
2(jω)G2(jω) = |G1(jω)|2+|G2(jω)|2. Pour
une entrée normalisée de densité spectrale de puissance unitaire (approche stochastique),
ces valeurs singulières représentent la densité spectrale de puissance de la sortie.
La norme H2 de cette fonction de transfert est donnée par
||G||2 =
(
1
2pi
 +∞
−∞
(G∗1(jω)G1(jω) +G
∗
2(jω)G2(jω)) dω
)1/2
(1.9)
La norme H2 correspond à la racine carrée de l'aire sous la courbe donnée par la valeur
singulière de G(jω) comme présenté ﬁgure 1.11 page 14, à un facteur près.
La norme H∞ de cette fonction de transfert est donnée par :
||G||∞ = sup
ω
σ(T(w)→(e)(jω)) = 1.47
Cette norme correspond à la plus grande des valeurs singulières le long des fréquences
de la fonction G(jω). Ecrire que les valeurs singulières de cette fonction de transfert
sont inférieures à 1.47 revient à garantir un gabarit supérieur sur la densité spectrale
de puissance du signal de sortie pour une entrée normalisée. Si on considère un signal
d'entrée de DSP inférieure à 1 alors la densité spectrale de puissance du signal de sortie
sera inférieure à 1.472. La ﬁgure 1.11 montre le gabarit supérieur ainsi décrit.
La description de la réponse du système par sa norme H∞ est insatisfaisante. On ne
considère que la valeur singulière maximale de cette fonction de transfert, c'est-à-dire un
gabarit supérieur constant. La description du gabarit peut être enrichie en pondérant
fréquentiellement le signal de sortie. On considère la fonction de transfert W (s)G(s),
avec W (s) = s
2+4s+4
0.2s2+2.53s+8
. On a le résultat suivant : ‖WG‖∞ = 0.8653. Ce résultat nous
assure que les valeurs singulières au carré de la fonction de transfert G sont inférieures
à un certain gabarit donné par 0.86532 × |W−1jω|2, comme la ﬁgure 1.12 le montre.
Nous avons présenté dans cette partie deux normes sur les modèles LTI, qui vont per-
mettre de caractériser l'erreur d'estimation. Dans le cas où l'estimateur n'est pas connu,
l'opérateur T(w)→(e) est une fonction de l'estimateur et l'erreur d'estimation également.
L'objectif de l'estimation est de synthétiser un estimateur qui minimise un critère de
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Figure 1.11  Interprétation des normes sur les systèmes
0 2 4 6 8 10
0
0.5
1
1.5
2
2.5
3
3.5
 
 
|G1|2+|G2|2
Norme H
∞
 pondérée: gabarit supérieur pondéré
Figure 1.12  Interprétation de la norme H∞ pondérée
performance sur cette erreur d'estimation. Les approches historiques sont des approches
stochastiques (par exemple les approches de Wiener [Wie50] et Kalman [Kal60] du pro-
blème d'estimation), et proposent de minimiser la variance de l'erreur d'estimation.
La variance de l'erreur d'estimation a une interprétation en terme de puissance : ces
approches minimisent la puissance du signal correspondant à l'erreur d'estimation, ca-
ractérisée la norme H2 dans le cas linéaire. Les approches proposées plus tardivement
[NK91, Sha90] proposent de minimiser une norme H∞ sur la matrice de fonctions de
transfert T(w)→(e). Ceci correspond à proposer un gabarit supérieur pour la densité spec-
trale de puissance de l'erreur d'estimation.
En reprenant le formalisme général du problème présenté dans la ﬁ-
gure 1.4, l'estimateur va être synthétisé sur la base d'un modèle du sys-
tème et des signaux, dans l'objectif de garantir ou minimiser une norme sur
l'opérateur T(w)→(e), qui est dans le cas nominal une matrice de fonctions de
transfert.
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1.2.5 Le problème d'estimation nominale
Les premières approches du problème d'estimation considèrent que le système réel
est parfaitement décrit par un modèle LTI. Si cette hypothèse est vériﬁée, la performance
assurée sur l'erreur d'estimation par l'estimateur synthétisé sur le modèle LTI va être
atteinte lors de l'application de l'estimateur sur le système réel.
T
w→(z,y)
+ 
 -
Ww
z
y
z
e eW
Est
Figure 1.13  Forme standard du problème d'estimation pondérée
La forme standard du problème d'estimation nominale est présentée dans la ﬁ-
gure 1.13. Le modèle T(w)→(z,y) présenté dans la ﬁgure 1.13 contient les modèles des
signaux, comme présenté sous-section 1.2.2, et le modèle du système comme présenté
sous-section 1.2.3. Dans le cadre de l'estimation nominale, ce modèle est supposé repré-
senter parfaitement le système réel.
Les normes sur les fonctions de transfert ont été déﬁnies section 1.2.4. Le problème
d'estimation nominale peut être formulé relativement à un critère de performance ca-
ractérisé par la norme H2 ou la norme H∞ de la fonction de transfert suivante :
Tw→e = W
[
I − Est ]T(w)→(z,y).
Le problème de synthèse d'estimateur est de trouver un estimateur garantissant
une norme sur la matrice de fonctions de transfert T(w)→(e) correspondant à la forme
standard présentée ﬁgure 1.13. En minimisant cette norme, soit la puissance de l'erreur
d'estimation est minimisée dans le cas H2, soit un gabarit supérieur sur la DSP de
l'erreur d'estimation est garanti dans le cas H∞.
Problème 1. Problème d'estimation nominale.
Pour γ > 0, trouver s'il existe un estimateur (et le calculer) tel que :∥∥W [ I −Est ]T(w)→(z,y)∥∥i < γ.
Ce problème a été largement étudié et les méthodes pour le résoudre ont été lar-
gement diﬀusées et utilisées [Sim06]. Dans le chapitre 2, nous proposons une revisite
de l'estimation nominale au moyen d'outils récents d'optimisation convexe. Ceci nous
permettra de poser les bases de la synthèse d'estimateur dans l'objectif d'étendre les
résultats de l'estimation nominale à l'estimation robuste. Cependant, cette revisite a
également permis de dégager des résultats pour prendre en compte de façon optimale
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Modèle variant 
Approche nominale 
Modèle nominal 
Approche robuste 
Ensemble de modèles : 
Modèle incertain 
Figure 1.14  Approche nominale - Approche robuste
les pondérations sur l'erreur d'estimation et les choisir. Ces résultats sont présentés dans
le chapitre 2.
1.3 Le problème d'estimation robuste
1.3.1 L'approche robuste
Les solutions proposées pour résoudre le problème d'estimation nominale sont basées
sur une hypothèse forte : le système réel est parfaitement représenté par un modèle LTI.
Or tout modèle n'est qu'une représentation imparfaite de la réalité. Par conséquent, la
performance garantie par la méthode de synthèse de l'estimateur ne sera pas atteinte
lorsque l'estimateur synthétisé sur le modèle nominal sera appliqué au système réel. Par
exemple, dans le cas d'un système produit industriellement, l'estimateur sera synthétisé
sur un modèle central sans prendre en compte la dispersion de production qui intro-
duit toujours une erreur de modèle. Un modèle valable pourra devenir faux en cas de
vieillissement ou de changement des conditions d'utilisation. Résoudre le problème d'es-
timation nominale ne sera donc pas suﬃsant dans certains cas, où de petites erreurs de
modèle peuvent avoir un impact fort sur la performance réelle de l'estimateur [Bha76].
On propose dans cette thèse de prendre en compte cette diﬀérence entre le modèle et
le système dès l'étape de synthèse de l'estimateur. Une approche proposée pour résoudre
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ce problème consiste à modéliser le système non pas par un modèle unique, mais par un
ensemble de modèles appelé modèle incertain.
Par la suite un estimateur minimisant la performance moyenne pour tous les modèles
du modèle incertain peut être recherché. Mais une approche de ce type ne permettra pas
d'éviter des comportements marginaux de l'erreur d'estimation. Une autre approche est
l'approche pire-cas consistant à chercher un estimateur garantissant une performance
minimale pour tous les modèles inclus dans le modèle incertain. Si le système réel est
inclus dans ce modèle, alors la performance garantie par la synthèse robuste sera atteinte
lors de l'application de l'estimateur au système réel.
1.3.2 Le problème d'estimation robuste
On peut donc formuler le problème d'estimation robuste pour une performance pire-
cas. Le formalisme ﬁnal du problème d'estimation peut se mettre sous la forme présentée
ﬁgure 1.15. Dans le cas robuste, un ensemble de modèles noté ΓG est considéré. Le
problème est donc la recherche d'un estimateur garantissant une borne supérieure sur le
pire-cas d'une norme (qui sera décrite plus tard) 2 pour l'ensemble des modèles contenus
dans le modèle incertain.
Problème 2. Problème d'estimation robuste.
Pour γ > 0, trouver s'il existe un estimateur Est (et le calculer) tel que pour tout
G ∈ ΓG : ∥∥W [ I − Est ]G∥∥
i
< γ.
Γ
G
+ 
 -
Ww
z
y
z
e eW
Est
Figure 1.15  Forme standard du problème d'estimation robuste pondérée
Ce problème constitue la problématique principale de la thèse. Nous proposons dans
ce document de résoudre ce problème comme une extension naturelle de l'estimation
nominale.
1.3.3 De la complexité du problème
Les modèles LTI ont une capacité intéressante de représentation des systèmes réels
mais ne permettent pas de représenter tous les systèmes possibles (la plupart des sys-
tèmes réels sont non linéaires, temps variants, etc...). Ces modèles ont pourtant été
2. Si on décrit un ensemble de modèles LTI, on pourra par exemple prendre la norme H∞.
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largement utilisés [Kai74, FPEN84] par les ingénieurs pour une raison simple. En se
ramenant à des fonctions de la variable complexe, ou à des systèmes d'équations diﬀé-
rentielles linéaires pour les problèmes de contrôle ou d'estimation, il existe un certain
nombre d'outils de calcul qui vont permettre d'obtenir rapidement des résultats d'ana-
lyse ou de synthèse, par des méthodes analytiques ou numériques.
La théorie de la complexité propose de classer les problèmes en fonction de la vi-
tesse de convergence des algorithmes pour trouver une solution. Il existe principalement
2 grandes classes de problèmes (conjecturées séparées) : les problèmes de type P (po-
lynomiaux) et les problèmes de type NP. Pour les problèmes de type P, il existe des
algorithmes capables de donner une solution à ces problèmes, dont le temps de calcul
est raisonnable, et n'explose pas lorsque le nombre de variables du problème d'optimi-
sation augmente. En revanche, pour les algorithmes de type NP, le temps de calcul peut
exploser, pouvant dépasser l'échelle humaine. Voila pourquoi les problèmes de type P
sont les problèmes intéressants d'un point de vue ingénierie [NN87].
La complexité justiﬁe l'utilisation des modèles LTI. Dotés d'outils eﬃcaces
(solutions analytiques ou numériques eﬃcaces), ils permettent d'obtenir ra-
pidement des solutions aux problèmes d'analyse ou de synthèse. Pour étendre
les méthodes de synthèse d'estimateurs nominaux à l'estimation robuste, il
est nécessaire de conserver le caractère eﬃcace des outils de calculs. Un al-
gorithme eﬃcace est un algorithme de type P. On parlera de solution eﬃcace
pour un problème donné lorsqu'on s'est ramené à un problème d'optimisa-
tion pour lequel il existe un algorithme eﬃcace.
1.4 L'optimisation LMI
Deﬁnition 3. - Soit ζ un vecteur de décision de taille m. On déﬁnit l'ensemble de
contraintes C :
C =
{
ζ ∈ <m;∀x ∈ Rn\0, xTF (ζ)x > 0} (1.10)
où F est une matrice dépendante de façon aﬃne du vecteur de décision ζ.
F (ζ) = F0 +
m∑
i=1
ζiFi (1.11)
C est un ensemble convexe. C est appelée une contrainte Inégalité Matricielle Linéaire
(LMI).
Il existe plusieurs problèmes d'optimisation sous contrainte LMI [BEFB94] :
 le problème de faisabilité, présenté en introduction de cette partie :
Trouver ζ ∈ <m tel que F (ζ) > 0 (où > signiﬁe que F (ζ) est déﬁnie positive) ;
 le problème de minimisation d'une fonction de coût linéaire :
Minimiser cT ζ pour ζ ∈ <m vériﬁant F (ζ) > 0 ;
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 le problème de minimisation de la valeur propre généralisée maximale : minimiser
λ ∈ < tel que pour ζ ∈ <m, λF (ζ)−H(ζ) > 0 avec F (ζ) > 0, H(ζ) > 0 ;
Dans les années 1990, l'optimisation sous contrainte inégalité matricielle linéaire a
émergé comme un outil de résolution des problèmes de synthèse et d'analyse pour le
contrôle et l'estimation. Les contraintes inégalités matricielles sont naturellement pré-
sentes dans les problèmes de contrôle. A la ﬁn du 19e siècle, Lyapunov a montré que
l'équation x˙ = Ax est stable si et seulement si il existe une matrice P = PT déﬁnie
positive telle que ATP + PA < 0 [BV]. Ce problème est un problème de faisabilité sous
contrainte LMI :
Trouver une matrice P = PT telle que :
P > 0 ATP + PA < 0
Les variables de décisions sont les coeﬃcients de la matrice P. Ces variables de
décision apparaissent de façon linéaire dans les contraintes.
Suite à l'extension des méthodes de points intérieurs à l'optimisation sous contrainte
LMI [NN87], les problèmes d'optimisation sous contrainte LMI peuvent être résolus par
un algorithme eﬃcace. Cela a permis de développer une approche élégante et uniﬁée
d'une majorité de problèmes d'analyse et de contrôle [PZPB91, BEFB94, Sco97]. Pour
en montrer toutes les potentialités dans le cadre du contrôle classique, on peut par
exemple citer les exemples suivants : solution du problème de contrôle H∞ : [GA94],
synthèse de correcteurs à séquencements de gain [AG95], analyse de la robustesse des
systèmes : [GS95], synthèse de correcteurs H2 [Sch96], synthèse multi-objectif de correc-
teurs [SGC97], synthèse de lois de commande décentralisée [Kor11], etc..
Dans le problème présenté précédemment, le vecteur des variables de décision sera
par exemple un vecteur contenant les paramètres de la matrice P, qui est l'inconnue du
problème. On prendra une base des matrices symétriques pour créer la forme dépendante
de façon aﬃne du vecteur de décision présentée précédemment, et ainsi déﬁnir l'ensemble
de contraintes.
L'optimisation LMI est un outil de calcul qui permet de tester certains résultats
d'analyse de la performance des systèmes. Elle a ouvert un certain nombre de voies
pour résoudre le problème d'estimation nominale [PK97, WG98], ainsi que le problème
d'optimisation robuste [GB99]. Nous verrons en chapitre 2 qu'elle permet de proposer un
cadre élégant et simple pour résoudre les problèmes d'estimation nominale, mais qu'elle
permet également d'étendre naturellement ces résultats aux problèmes de synthèse d'es-
timateurs robustes.
Dans cette thèse, les solutions aux diﬀérents problèmes d'estimation sont
présentées sous la forme de théorèmes pouvant être mis sous la forme de
problèmes d'optimisation convexe sous contrainte LMI. L'existence d'un al-
gorithme eﬃcace pour résoudre ce type de problèmes garantira de trouver
une solution aux problèmes de synthèse considérés.
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Chapitre 2
L'estimation dans le cas nominal
Dans l'objectif d'étendre les méthodes nominales de synthèse d'estimateurs à l'esti-
mation robuste, nous revisitons dans ce chapitre la synthèse d'estimateurs dans le cas
nominal en utilisant l'optimisation sous contrainte LMI.
Le chapitre 1 a présenté la modélisation des signaux (sous-section 1.2.2 page 4),
la modélisation des systèmes pour l'estimation (sous-section 1.2.3 page 5), et enﬁn la
caractérisation de l'erreur d'estimation au moyen des normes H2 ou H∞. Le problème
de synthèse d'estimateur dans le cas nominal posé dans le chapitre 1 est considéré dans
cette section :
T
w→(z,y)
+ 
 -
Ww
z
y
z
e eW
Est
Figure 2.1  Forme standard du problème d'estimation nominale
Problème 3. Problème de synthèse d'estimateur nominal.
La forme standard du problème de synthèse d'estimateur nominal est la matrice de
fonctions de transfert T(w)→(e) présentée ﬁgure 2.1 page 21.
Etant donné γ > 0, i = 2 (norme H2) ou i = ∞ (norme H∞), trouver s'il existe un
estimateur Est (et le calculer) tel que :∥∥W [ I − Est ]T(w)→(y,z)∥∥i < γ.
Organisation du chapitre
Dans une première section (2.1), nous proposons une revue des méthodes classiques
pour résoudre le problème d'estimation. Cette revue permettra de faire un certain
nombre de remarques :
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 Les méthodes classiques utilisent 2 structures : le ﬁltre et l'observateur (qui seront
introduites dans les sections concernées). La question se pose alors de la diﬀérence
entre ces deux structures d'un point de vue performance.
 Pour ﬁnir, nous dégagerons un manque sur les méthodes de synthèse pour l'es-
timation nominale utilisant un critère H∞. Alors que la synthèse H∞ est issue
d'un problème de contrôle, et que le cahier des charges est spéciﬁé par des pon-
dérations sur les sorties, les pondérations sur l'erreur d'estimation sont très peu
abordées dans la littérature. La question de l'importance de ces pondérations se
pose. Puisque leur importance est prouvée, comment les choisir pour spéciﬁer un
cahier des charges ?
Dans une seconde section, nous introduisons la démarche LMI permettant de rame-
ner le problème de synthèse d'estimateur sous la forme d'un problème d'optimisation
convexe. En appliquant cette démarche, il est possible d'extraire des critères de compa-
raison pour les structures classiques pour répondre à la question posée par la section 2.1.
Il est ensuite possible de les uniﬁer en une seule et même structure appelée Estimateur
Généralisé Nominal (EGN), présentée section 2.3, ce qui constitue la première contri-
bution de la thèse. Cette structure permet de prendre en compte de façon élégante les
pondérations.
Pour ﬁnir, nous présentons une méthode permettant de choisir les pondérations de
l'erreur d'estimation. Ceci est réalisé par la création d'outils d'analyse de la limite de
performance pour l'estimation. Nous répondons ainsi au manque détecté dans la litté-
rature dans la section 2.1. Les outils développés dans ce chapitre sont ensuite appliqués
sur un exemple académique.
2.1 Revue des méthodes classiques pour l'estimation
nominale
2.1.1 Les méthodes classiques de synthèse d'estimateur
Nous présentons ici une liste non-exhaustive des méthodes classiques utilisées pour
l'estimation basée sur un modèle. Nous présentons le nom de la méthode, le critère de
performance, ainsi que l'outil de résolution.
Les approches stochastiques
Historiquement, les premières approches du problème d'estimation sont les approches
stochastiques. La méthode de Wiener [Wie50] propose de synthétiser un ﬁltre qui va
minimiser la variance de l'erreur d'estimation. La structure ﬁltre est présentée à la
ﬁgure 2.2 page 23. La méthode de Wiener se place dans le cas SISO pour le système et
dans le cas stationnaire pour les signaux. Il est proposé de synthétiser soit un ﬁltre non-
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causal soit un ﬁltre causal, les deux découlant de l'analyse de l'équation de Wiener-Hopf.
D'un point de vue calcul de l'estimateur, la fonction de transfert du ﬁltre non causal
est calculée par une approche algébrique. Le ﬁltre causal est calculé par factorisation
spectrale.
F zy
La structure ﬁltre est déﬁnie dans cette thèse comme
une matrice de fonctions de transfert réelle rationnelle
sans structure particulière. Elle admet en entrée les sor-
ties mesurées du système. Les sorties constituent direc-
tement les signaux estimés.
Figure 2.2  Structure ﬁltre
Par la suite, l'approche de Kalman [Kal60, cas discret], [KB61, cas continu] est
l'approche qui a connu le plus grand succès. Cette approche a introduit une nouvelle
structure pour l'estimateur : la structure d'observateur présentée dans la ﬁgure 2.3.
Nous verrons section 2.2 que cette structure permet de synthétiser des estimateurs sur
des systèmes instables, contrairement à la structure ﬁltre. Cette approche propose de
minimiser la variance de l'erreur d'estimation en réponse à des signaux aléatoires de va-
riances connues possiblement inter-corrélés dont les caractéristiques statistiques peuvent
varier dans le temps. La résolution se fait en résolvant une équation de Riccati, possi-
blement temps-variante. Dans le cas stationnaire, cette solution est connue pour donner
une solution équivalente à l'approche de Wiener [Sim06]. Cette approche est à l'origine
des approches LQG pour la synthèse de correcteurs [Doy96].
Les approches déterministes
Parallèlement, les observateurs par placement de pôles se sont développés [Lue66,
Lue71], dans l'objectif de faire de la commande par retour d'état [FPEN84]. Le critère
de performance spéciﬁé pour ces approches consiste à choisir la réponse temporelle de
l'erreur d'estimation pour des conditions initiales diﬀérentes pour le modèle du système
et le modèle de l'observateur. La résolution est faite par une méthode algébrique (pla-
cement de pôles). Quoique largement utilisées, ces approches sont assez pauvres dans la
description du problème relativement au problème d'estimation, puisque le bruit de me-
sure n'est pas pris en compte. La simplicité de cette approche lui a assuré un large succès
dans la communauté du contrôle. Ces observateurs ont également permis de proposer
des correcteurs par retour de sortie [FPEN84].
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La structure observateur contient Go un modèle des dy-
namiques du système et/ou des signaux. Il contient éga-
lement une estimation de la sortie. L'erreur d'estimation
de la sortie ey = y − yˆ est utilisée pour mettre à jour le
modèle de l'observateur.
Figure 2.3  Structure Observateur
w e
G
K
Figure 2.4  Forme standard du problème de synthèse de correcteur
Finalement, dans le cadre du contrôle, le problème de synthèse H∞ a été proposé
dans [Zam81] pour pouvoir spéciﬁer un cahier des charges fréquentiel pour la synthèse
d'un correcteur, ce qui est diﬃcile à faire avec la commande LQG ([Zam81, Doy96]).
Problème 4. Problème de synthèse de correcteur H∞.
La forme standard du problème de synthèse de correcteur H∞est la matrice de fonctions
de transfert T(w)→(e) présentée ﬁgure 2.4 page 24.
Etant donné γ , trouver s'il existe une matrice de fonctions de transfert K telle que
Tw→e soit stable et que :
‖Tw→e‖∞ < γ.
Le problème de synthèse de ﬁltre est un cas particulier du problème de synthèse
de correcteur (ﬁgure 2.5). Les solutions du problème de synthèse de correcteur sont
également des solutions du problème de synthèse de ﬁltre.
Les solutions proposées pour résoudre le problème de contrôle par factorisation
spectrale [Kwa86] ont été transposées à la synthèse de ﬁltre pour la norme H∞ dans
[EGH88, GE90, Gri96], et pour la norme H2 dans [AS91]. Plus tard, la célèbre solution
des problèmes de contrôles H2 et H∞ par équation de Ricatti [DGKF89] a permis d'ame-
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Figure 2.5  Mise du problème d'estimation sous la forme d'un problème de contrôle
ner les solutions pour la synthèse de ﬁltre donnée dans [NK89, NK91, Sha90, ST92]. La
structure observateur est présentée comme un outil de paramétrisation de la structure
ﬁltre [ST92].
Les solutions pour la norme H∞ ne spéciﬁent pas la présence d'un gabarit de sortie
pour l'erreur d'estimation ([ST92] par exemple). Dans le cadre du contrôle, les pondé-
rations servent à spéciﬁer un cahier des charges. Par conséquent, en l'absence de pondé-
rations, les résultats peuvent être qualitativement inintéressants (voir section 2.4). Pour
pallier à ce problème, la solution de [BH89] propose un aspect multi-objectif associant
minimisation de la norme H2 sous une contrainte H∞. De manière générale, en se ra-
menant à des solutions sous-optimales au moyen des équations de Ricatti, des solutions
qualitativement intéressantes peuvent être obtenues. Le critère H∞ devient alors un cri-
tère de réglage [ST92], alors que sa motivation première est de spéciﬁer un cahier des
charges au moyen de gabarits fréquentiels.
Finalement l'émergence de l'optimisation LMI [PZPB91, BEFB94, Iwa94] a permis
de proposer une solution alternative au problème de contrôle à la solution par équation
de Ricatti de [DGKF89]. Les solutions ont été présentées en utilisant le lemme d'élimi-
nation pour la norme H∞ dans [GA94, Iwa94], et la solution par changement de variable
présentée dans [SGC97] a permis de proposer des solutions pour d'autres spéciﬁcations
sur le système. Ces solutions ont été transposées à la synthèse de ﬁltre dans [PK97] pour
la synthèse de ﬁltres H∞. Plus tard, des solutions utilisant le lemme d'élimination ont
été proposées dans [Gri97, WG98]. L'optimisation LMI est donc l'outil le plus récent
pour la synthèse d'estimateur dans le cas nominal.
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Figure 2.6  Lien entre l'estimation et le contrôle
L'estimation basée sur un modèle et le contrôle sont intimement reliés. La ﬁgure 2.6
donne un aperçu de ces liens dans le cas nominal. Ce lien est encore plus fort dans le
cadre de l'estimation robuste.
2.1.2 Synthèse de la littérature
Classiﬁcation structure-critère de performance
Dans le tableau 2.1, une synthèse des méthodes classiques de synthèse est réalisée en
classant celles-ci par structure d'estimateur et par critère de performance considéré.
Le critère H2 s'interprétant comme la variance de l'erreur d'estimation est large-
ment considéré. De par son interprétation statistique, le ﬁltre de Kalman a connu un
succès indéniable dans un grand nombre d'applications [Sim06]. La norme H2 sera donc
naturellement considérée dans cette thèse.
Quant à la norme H∞, elle est également largement considérée dans les méthodes
classiques. En revanche, la norme H∞ pondérée n'est quasiment pas considérée, et si
elle l'est, aucune précision sur le choix des pondérations fréquentielles de l'erreur d'es-
timation n'est faite [AS91]. Il est donc nécessaire de considérer le problème du choix
des pondérations pour l'estimation H∞ pondérée. Nous proposons des outils d'analyse
permettant de choisir les pondérations dans la section 2.4.
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Structure Structure Filtre Structure Observateur
Variance de l'erreur
d'estimation (Norme H2)
[Wie50] [Kal60], [KB61]
Norme H∞
[EGH88], [GE90], [AS91],
[Gri96], [NK89], [NK91],
[Sha90], [ST92], [ST92],
[PK97], [Gri97], [WG98]
[ST92] (L'observateur est
présenté comme une
manière de paramétrer les
ﬁltres), [LF97].
Réponse à des conditions
initiales
[Lue66], [Lue71]
Tableau 2.1  Estimation classique : structures et critères de performance
Ce tableau montre que les deux structures classiques sont également utilisées dans
l'estimation classique. Le lien peut être fait entre ces structures : par exemple [Sim06]
montre l'équivalence de performance entre l'observateur de Kalman et le ﬁltre de Wie-
ner. [ST92] présente l'observateur comme une manière de paramétrer les ﬁltres. Pour
ﬁnir, [LF97] présente la structure observateur comme une manière de synthétiser les
ﬁltres H∞ nominaux. Dans le cas de l'estimation robuste, la structure choisie pour l'es-
timateur est le ﬁltre dans la plupart des cas. La question se pose de savoir si ces deux
structures sont équivalentes, et quels sont les avantages de l'une par rapport à l'autre.
Nous répondons à cette question section 2.2, puis nous montrons section 2.3 que les
structures classiques peuvent être uniﬁées.
Les méthodes de résolution
Toutes les méthodes présentées ici pour la synthèse d'estimateurs dans le cas certain
sont dotées d'outils eﬃcaces listés ci-dessous :
1. La factorisation spectrale [Wie50, AS91] ;
2. Les approches algébriques [Lue71] ;
3. Les équations de Ricatti [Kal60, KB61, NK91, ST92] ;
4. L'optimisation LMI [PK97, LF97].
La principale qualité de ces outils de calcul est leur eﬃcacité. Le problème peut avoir
une solution analytique, ou bien peut être mis sous la forme d'un problème d'optimisa-
tion pour lequel un algorithme eﬃcace existe. Il faut simplement retenir que l'eﬃcacité
des outils est certainement une des principales raisons du succès des méthodes nomi-
nales. Il sera donc nécessaire de conserver cette qualité lors de l'extension des outils de
l'estimation nominale à l'estimation robuste.
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2.2 Synthèse d'estimateurs nominaux par Optimisa-
tion LMI
2.2.1 Introduction
Si le sujet de la thèse est l'estimation robuste, le premier travail a été une remise
à plat du cas certain. Dans cette section, on considère un système LTI 1 G présenté
ﬁgure 2.7.  x˙(t)z(t)
y(t)
 =
 A BwCz Dzw
Cy Dyw
[ x(t)
w(t)
]
(2.1)
G
y
z
w
Figure 2.7  Système LTI considéré
On rappelle que w est un vecteur contenant l'ensemble des perturbations non mesu-
rées, bruits de mesure, etc.. Le signal interne à estimer à partir de la sortie mesurée y
est z.
Dans un premier temps, nous expliquons la démarche LMI utilisée tout au long de
cette thèse pour transformer les problèmes de synthèse en problèmes d'optimisation sous
contrainte LMI dans la sous-section 2.2.2. Cette démarche permet de se ramener à des
conditions d'existence ou de synthèse d'un estimateur à partir d'un résultat d'analyse.
Des solutions au problème de synthèse d'estimateur nominal sont présentées en utilisant
les structures ﬁltres (sous-section 2.2.3) et observateur (sous-section 2.2.4). Des condi-
tions d'existence sont formulées pour ces deux structures pour les critères H∞ et H2,
H∞ pondéré. La norme H2 pondérée n'est pas abordée car elle n'a pas d'interprétation
comme la norme H∞ pondérée 2. A partir des conditions d'existence présentées dans les
sous-sections 2.2.3 et 2.2.4, les structures ﬁltre et observateurs sont comparées au sens
des problèmes d'optimisations correspondants dans la sous-section 2.2.5.
Nous présentons de façon systématique la forme standard du problème de synthèse,
puis un théorème permettant de tester l'existence d'un estimateur d'une structure don-
née pour un niveau de performance donné. La synthèse avec et sans pondération est
1. Seul le cas continu est abordé dans cette partie. Le cas discret est très facilement dérivable à partir
des résultats présentés dans cette partie et des résultats présentés dans l'annexe G page 261 présentant
l'analyse et la synthèse d'estimateurs robustes pour le cas discret.
2. Les résultats pour la norme H2 pondérée sont facilement dérivables à partir des résultats présentés
dans cette section
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diﬀérenciée, puisque l'ajout de pondération de sortie change la structure du problème,
tout particulièrement dans le cas de l'observateur.
Les estimateurs peuvent être reconstruits à partir des variables solutions (si elles
existent) des problèmes d'optimisation [Iwa94]. La reconstruction des structures clas-
siques n'est cependant pas abordée pour une raison simple : la section 2.3 présente une
nouvelle structure qui assure la même performance que toutes ces structures. Cepen-
dant, ces problèmes d'optimisation permettent de dégager des points de comparaison
pour les structures classiques pour la synthèse.
2.2.2 Philosophie Analyse-Synthèse
La démarche permettant de transformer des résultats d'analyse en résultats de syn-
thèse est présentée ici.
Les résultats de cette section sont basés sur deux résultats d'analyse. Les lemmes 1
et 2 permettent de tester une norme sur une matrice de fonctions de transfert.
Lemme 1. Lemme Réel Borné [BEFB94, page 26]
Soit une matrice de fonctions de transfert stable H(s) = C(sI − A)−1B +D.
‖H‖∞ < γ si et seulement s'il existe P = PT > 0 telle que la contrainte (2.2) soit
vériﬁée.
[
ATP + PA PB
BTP 0
]
+
[
CT 0
DT I
] [
I 0
0 −γ2I
] [
C D
0 I
]
< 0 (2.2)
Une forme alternative peut être obtenue en utilisant le lemme de Schur (lemme 4).
 ATP + PA PB CTBTP −γ2I DT
C D −I
 < 0 (2.3)
Lemme 2. Performance H2 d'une matrice de fonctions de transfert [SW00]
Soit une matrice de fonctions de transfert stable H(s) = C(sI − A)−1B +D.
‖H‖2 < γ si et seulement si D = 0 et il existe P = PT > 0, M = MT > 0 telles que les
contraintes (2.4) et (2.5) soient vériﬁées.
[
P B
BT M
]
> 0
[
AP + PAT PCT
CP −I
]
< 0 (2.4)
Trace(M) < γ2 D = 0 (2.5)
Une forme alternative est également possible. Soit une fonction de transfert stable
H = C(sI −A)−1B +D. ‖H‖2 < γ si et seulement si D = 0 et s'il existe P = PT > 0,
M = MT > 0 telle que les contraintes (2.6) et (2.7) soient vériﬁées.
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[
P CT
C M
]
> 0
[
ATP + PA PB
BTP −I
]
< 0 (2.6)
Trace(M) < γ2 D = 0 (2.7)
Les lemmes 1 (norme H∞) et 2 (norme H2) présentent des contraintes qui peuvent se
mettre sous la forme d'un problème de faisabilité sous contrainte LMI, pour un système
donné et pour un γ donné. Ces lemmes peuvent également se mettre sous la forme d'un
problème de minimisation d'une fonction de coût sous contrainte LMI, pour trouver la
norme H2 ou la norme H∞ d'une matrice de fonctions de transfert en minimisant γ. Ces
deux lemmes permettent de tester eﬃcacement une norme donnée sur une matrice de
fonctions de transfert connue.
Pour dériver des résultats de synthèse à partir de ces résultats d'analyse, la première
étape consiste à appliquer ces résultats d'analyse aux formes standards des problèmes
de synthèse.
Lors de la synthèse, les matrices caractéristiques de la représentation d'état de l'esti-
mateur sont également des variables de décision du problème d'optimisation. Par consé-
quent, la représentation d'état de la forme standard n'est pas connue et dépend des
variables de décisions du problème d'optimisation. Les contraintes obtenues ne sont
alors plus des contraintes LMI, mais des contraintes Inégalités Matricielles Bilinéaires
(BMI) puisque des produits vont apparaître entre les variables de décision déﬁnissant
la représentation d'état de l'estimateur et la matrice P. Les problèmes sous contrainte
BMI sont connus pour englober des problèmes de type NP . Il n'existe pas d'algorithme
eﬃcace 3 donnant une solution à ces problèmes d'optimisation.
Ces problèmes d'optimisation sous contrainte BMI peuvent parfois être transformés
en problèmes d'optimisation sous contrainte LMI à partir de certains résultats d'algèbre
linéaire, présentés dans l'annexe A page 223. On parlera de linéarisation des contraintes
BMI. Par exemple, dans la solution présentée dans [Iwa94] au problème de synthèse de
correcteurs H∞, les contraintes BMI sont linéarisées en utilisant le lemme d'élimination
(lemme 5 page 223). Dans la solution présentée pour la synthèse multi-objectif dans
[SGC97], la linéarisation est faite par un changement de variables linéarisant.
Les étapes de synthèse ne seront développées que dans la démonstration du théo-
rème 1 page 32 (premier par ordre d'apparition). Les démonstrations des autres théo-
rèmes sont disponibles en annexe B page 225.
2.2.3 Synthèse de ﬁltre
La structure ﬁltre est déﬁnie comme une matrice de fonctions de transfert exprimée
sous la forme d'une représentation d'état. Cette matrice de fonctions de transfert admet
3. . . .à ce jour, si P6= NP
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en entrée la mesure y, et en sortie l'estimée zˆ du signal z. La structure ﬁltre est présentée
ﬁgure 2.2 page 23.
Le ﬁltre est déﬁni par une réprésentation d'état, donnée par :
F =
[
AF BF
CF DF
]
.
La forme standard du problème de synthèse de ﬁltre est obtenue en remplaçant dans
la forme standard du problème d'estimation l'estimateur par la structure ﬁltre. La forme
standard du problème de synthèse de ﬁltre sans pondération est présentée ﬁgure 2.8.
G
+ 
 -
w
z
y
z
e
F
Figure 2.8  Forme standard du problème de synthèse de ﬁltres sans pondération
La représentation d'état de la fonction de transfert Tw→e est la suivante :
[
A¯ B¯
C¯ D¯
]
=
 A 0 BwBFCy AF BFDyw
Cz −DFCy −CF Dzw −DFDyw
 (2.8)
La forme standard du problème de synthèse de ﬁltre avec pondération de l'erreur
d'estimation est présentée ﬁgure 2.9.
G
+ 
 -
Ww
z
y
z
e eW
F
Figure 2.9  Forme standard du problème de synthèse de ﬁltres avec pondération
La pondération W est déﬁnie par une représentation d'état :
W = Te→eW =
[
AW BW
CW DW
]
.
Version du 17 décembre 2012 31
Chapitre 2 : ESTIMATION NOMINALE
La représentation d'état de la fonction de transfert Tw→eW est la suivante :
[
A¯ B¯
C¯ D¯
]
=

A 0 0 Bw
BW (Cz −DFCy) AW −BWCF BW (Dzw −DFDyw)
BFCy 0 AF BFDyw
DW (Cz −DFCy) CW −DWCF DW (Dzw −DFDyw)
 (2.9)
Comme le présentera la démonstration du théorème 1, le ﬁltre doit être de l'ordre du
modèle G pour se ramener à un problème d'optimisation sous contrainte LMI en l'ab-
sence de pondération. Les dimensions de la matrice AF sont donc égales aux dimensions
de A.
Le ﬁltre doit être de l'ordre du système G plus l'ordre de la pondération W pour
se ramener à un problème d'optimisation sous contrainte LMI en présence de pondéra-
tion. Les dimensions de la matrice AF sont donc égales aux dimensions de la matrice
diag(A,AW ).
Synthèse sans pondération : cas H∞
Problème 5. Synthèse de ﬁltre H∞ sans pondération.
La forme standard du problème de synthèse de ﬁltre H∞ est la matrice de fonctions de
transfert T(w)→(e) présentée ﬁgure 2.8 page 31. T(w)→(e) admet la représentation d'état
présentée équation (2.8) page 31.
Etant donné γ , trouver s'il existe une matrice de fonctions de transfert F (et la
calculer) tel que Tw→e soit stable et que :
‖Tw→e‖∞ < γ.
Théorème 1. Synthèse de ﬁltre H∞ sans pondération.
Il existe une solution au problème de ﬁltrage H∞ sans pondération (Problème 5) si et
seulement si :
 G est stable ;
 Il existe P = PT > 0 telle que la contrainte (2.10) soit vériﬁée. N1 0N2 0
0 I
T  PA+ ATP PBw CTzBTwP −γ2I DTz
Cz Dz −I
 N1 0N2 0
0 I
 < 0 (2.10)
avec
[
N1
N2
]
=
[
CTy
DTyw
]
⊥

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Ce théorème peut se mettre sous la forme d'un problème d'optimisation sous contrainte
LMI. Il existe par conséquent un algorithme permettant de tester eﬃcacement l'existence
d'un ﬁltre pour un γ donné (problème de faisabilité). Ces contraintes peuvent également
se mettre sous la forme de minimisation d'une fonction de coût sous contrainte LMI. Il
existe par conséquent un algorithme permettant de minimiser γ, ce qui permettra de
connaître la performance atteignable avec un ﬁltre. Si ces contraintes sont vériﬁées, il est
possible de reconstruire la représentation d'état du ﬁltre à partir des variables solutions
du problème d'optimisation [Iwa94, SGC97]. Ceci sera abordé dans le chapitre 4.
La démarche appliquée pour dériver ces conditions d'existence, expliquée section 2.2.2
page 29, est détaillée dans la démonstration du théorème 1 page 32, présentée ci-dessous.
Démonstration. Théorème 1 page 32 (Synthèse de ﬁltre H∞ sans pondération)
Par application du lemme réel borné (lemme 1 page 29), il existe une solution au pro-
blème 5 (synthèse de ﬁltre H∞ sans pondération) si et seulement s'il existe P = PT > 0
telle que la contrainte suivante soit vériﬁée.

P
[
A 0
BFCy AF
]
+
[
A 0
BFCy AF
]T
P P
[
Bw
BFDyw
] [
CTz − CTy DTF
−CTF
]
[
BTw D
T
ywB
T
F
]P −γ2I DTzw −DTywDTF[
Cz −DFCy −CF
]
Dzw −DFDyw −I
 < 0
(2.11)
Dans le cas de l'analyse, la représentation d'état du ﬁltre est connue. La contrainte
(2.11) est alors une contrainte LMI. Dans le cas de la synthèse, les paramètres de la
représentation d'état du ﬁltre sont également des variables du problème : la contrainte
n'est plus une contrainte LMI mais une contrainte BMI. Les étapes suivantes vont servir
à linéariser cette contrainte, en utilisant le lemme d'élimination (lemme 5 page 223). La
contrainte (2.11) peut s'écrire sous une forme sur laquelle on pourra appliquer le lemme
d'élimination :

P
[
A 0
0 0
]
+
[
A 0
0 0
]T
P P
[
Bw
0
] [
CTz
0
]
[
BTw 0
]P −γ2I DTzw[
Cz 0
]
Dzw −I
+ . . .
· · ·+

 P 0 00 I 0
0 0 I


0 0
I 0
0 0
0 I

[
AF BF
CF DF
] [
0 I 0 0
Cy 0 Dyw 0
]+ ()T < 0
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Cette contrainte est de la forme G+ UKV T + VKTUT avec les matrices suivantes :
G =

P
[
A 0
0 0
]
+
[
A 0
0 0
]T
P P
[
Bw
0
] [
CTz
0
]
[
BTw 0
]P −γ2I DTzw[
Cz 0
]
Dzw −I
 K =
[
AF BF
CF DF
]
U =
 P 0 00 I 0
0 0 I


0 0
I 0
0 0
0 I
 V =

0 CTy
I 0
0 DTyw
0 0

Le lemme d'élimination peut-être appliqué sur cette expression. On a
U⊥ =
 P−1 0 00 I 0
0 0 I


I 0
0 0
0 I
0 0
 V⊥ =

N1 0
0 0
N2 0
0 I

On introduit alors les partitions de P et P−1 = Q
P =
[
P P2
P T2 P3
]
Q =
[
Q Q2
QT2 Q3
]
Ces partitions dépendent de l'ordre du ﬁltre. La matrice P3 doit être de même dimen-
sions que la matrice P pour que le problème soit linéarisable, ce qui signiﬁe que le ﬁltre
doit être du même ordre que le modèle du système. L'application du lemme d'élimina-
tion donne la contrainte V T⊥GV⊥ < 0 dont le developpement donne la contrainte (2.10)
du théorème. Elle donne également la contrainte UT⊥GU⊥ < 0 dont le developpement
donne la contrainte (2.12).
[
AQ + QAT Bw
BTw −γ2I
]
< 0 (2.12)
La condition sur la matrice P > 0 permet d'obtenir la contrainte (2.13) en réalisant
l'opération congruente suivante.[
I 0
Q Q2
] [
P P2
P T2 P3
] [
I Q
0 QT2
]
> 0
[
P I
I Q
]
> 0 (2.13)
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Les conditions (2.13) et (2.12) impliquent la stabilité du système et, si le système
est stable, pour P > 0 vériﬁant (2.10) alors il est toujours possible de trouver Q telle
que ces contraintes (2.13) et (2.12) soient vériﬁées. Ceci va permettre de simpliﬁer les
conditions du théorème. On va donc prouver l'équivalence suivante :
1. ∃P,Q vériﬁant (2.10) ,(2.12) et (2.13)
2.  ∃P vériﬁant (2.10)
 G est stable
 P > 0
 (1)⇒ (2) (2.13) implique P > 0 et Q > 0. (2.13) AQ + QAT < 0. C'est-à-dire
que toutes les valeurs propres de la matrice A sont à partie réelle négative. Par
conséquent G est stable.
 (2)⇒ (1) Si G est stable, alors ∀P > 0 vériﬁant (2.10), il existe Ql>0 tel que
ATQl + QlA + P = 0. D'autre part, il existe toujours α > 0 tel que −αP <
−γ−2BwBTw . Par conséquent, il existe α > 0 tel que la condition suivante soit
vériﬁée.
(ATαQl + αQlA) < −γ−2BwBTw
Par application du lemme de Schur, il existe α > 0 tel que[
AαQl + αQlA
T Bw
BTw −γ2I
]
< 0 (2.14)
Pour tout P > 0, il existe  > 0 tel que P > I. ∀ > 0, il existe α suﬃsamment
grand tel que I > α−1Q−1l . Par conséquent, il existe α suﬃsamment grand tel
que P − α−1Q−1l > 0. Par application du lemme de Schur, cette condition est
équivalente à la condition suivante :
∃α tel que
[
P I
I αQl
]
> 0 (2.15)
Pour ﬁnir la démonstration, il existe α suﬃsamment grand tel que Q = αQl
soit une candidate pour vériﬁer les conditions (2.14) et (2.15), ce qui conclut la
démonstration.
La démarche appliquée pour la linéarisation des contraintes est appliquée systé-
matiquement dans cette thèse. Cette démarche permet de developper des résultats de
synthèse à partir des résultats d'analyse. Dans le cas où toutes les opérations faites pour
linéariser les contraintes sont des bijections, alors aucun conservatisme n'est introduit.
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Synthèse sans pondération : cas H2
Problème 6. Synthèse de ﬁltre H2.
La forme standard du problème de synthèse de ﬁltre H2 est la matrice de fonctions de
transfert T(w)→(e) présentée ﬁgure 2.8 page 31. T(w)→(e) admet la représentation d'état
présentée équation (2.8) page 31.
Etant donné γ , trouver s'il existe une matrice de fonctions de transfert F (et la
calculer) tel que Tw→e soit stable et que :
‖Tw→e‖2 < γ.
Théorème 2. Synthèse de ﬁltre H2.
Il existe une solution au problème de synthèse de ﬁltre H2 sans pondération (Problème
6) si et seulement si :
 G est stable
 Il existe P = PT > 0, M = MT > 0, DF telles que les contraintes (2.16), (2.17),
(2.18) soient vériﬁées.
Dzw −DFDyw = 0 Trace(M) < γ2 (2.16)
[
N1
N2
]T [
PA+ ATP PBw
BTwP −I
] [
N1
N2
]
< 0 (2.17)
[
P 
(Cz −DFCy) M
]
> 0 (2.18)

Ce théorème présente également un problème d'optimisation sous contrainte LMI.
Il est donc possible de tester eﬃcacement l'existence d'un ﬁltre pour un niveau de
performance donné. Comme dans le cas H∞, le ﬁltre sera de l'ordre du système. La
démonstration de ce théorème est très proche de la démonstration du théorème 1 ; elle
est disponible en annexe B page 225.
Synthèse avec pondération : cas H∞
Problème 7. Synthèse de ﬁltre H∞ pondéré.
La forme standard du problème de synthèse de ﬁltre H∞ pondéré est la matrice de
fonctions de transfert T(w)→(eW ) présentée ﬁgure 2.9 page 31. T(w)→(eW ) admet la repré-
sentation d'état présentée équation (2.9) page 32.
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Etant donné γ, trouver s'il existe une matrice de fonctions de transfert F (et la
calculer) tel que Tw→eW soit stable et que :
‖Tw→eW ‖2 < γ
Théorème 3. Synthèse de ﬁltre H∞ pondéré.
Il existe une solution au problème de synthèse de ﬁltre H∞ pondéré (Problème 7) si et
seulement s'il existe P = PT , Q = QT telles que les contraintes (2.19), (2.20) et (2.21)
soient vériﬁées.
N1 0 0
0 I 0
N2 0 0
0 0 I

T  PA+ATP PBw CTzBTwP −γ2I DTz
Cz Dz −I


N1 0 0
0 I 0
N2 0 0
0 0 I
 < 0 (2.19)

I 0 0
0 M1 0
0 0 I
0 M2 0

T  AQ + QAT Bw QCTzBTw −γ2I DTz
CzQ Dz −I


I 0 0
0 M1 0
0 0 I
0 M2 0
 < 0 (2.20)
[
P I
I Q
]
> 0 (2.21)
avec les matrices suivantes[
A Bw
Cz Dzw
]
=
 A 0 BwBWCz AW BWDzw
DWCz CW DWDzw

[
N1
N2
]
=
[
CTy
DTyw
]
⊥
[
M1
M2
]
=
[
BW
DW
]
⊥

Ce théorème peut également se mettre sous la forme d'un problème d'optimisation
LMI. La démonstration de ce théorème est disponible en annexe B page 225.
Conclusions
Nous avons présenté dans cette sous section des théorèmes de synthèse pour la struc-
ture ﬁltre. Le théorème 1 présente des conditions d'existence d'un ﬁltre pour une norme
H∞ donnée. Le théorème 2 présente des conditions d'existence d'un ﬁltre pour une
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norme H2 donnée. Le théorème 3 présente des conditions d'existence d'un ﬁltre pour
une norme H∞ pondérée donnée.
Il est important de noter qu'avec cette structure, la stabilité du système nominal
est nécessaire, ce qui pourra être problématique pour certaines applications (marche
aléatoire par exemple [Sin70], voir exemple page 171). Cette structure ne permet donc
pas une approche générale des problèmes d'estimation nominale.
D'autre part, ces trois théorèmes sont basés sur une démonstration analogue à celle
présentée dans [Iwa94] pour la synthèse de correcteur. Cependant, en raison de la struc-
ture particulière du problème, les conditions présentées sont simpliﬁées. Les simpliﬁca-
tions dûes à la structure particulière sont d'une extrême importance pour la synthèse
robuste.
2.2.4 Synthèse d'observateur à gain statique
La structure observateur à gain statique (OGS)
La structure est décrite ﬁgure 2.3 page 24. L'observateur est une structure qui
contient un modèle dynamique du système dont le vecteur d'état xˆ est une estimation
du vecteur d'état x du modèle du système et yˆ une estimation de la mesure y. L'erreur
d'estimation de la mesure y − yˆ remet à jour le vecteur d'état du modèle interne xˆ via
un gain statique L. Dans le domaine temporel les équations d'état de l'observateur sont
les suivantes : 
˙ˆx(t) = Axˆ(t)− L(y(t)− yˆ(t))
yˆ(t) = Cyxˆ(t)
zˆ(t) = Czxˆ(t)
La fonction de transfert de l'observateur Ty→zˆ admet la représentation d'état suivante :
Ty→zˆ =
[
A− LCy L
Cz 0
]
.
La forme standard du problème de synthèse d'observateur à gain statique sans pon-
dération donnée ﬁgure 2.10 page 39, est obtenue en remplaçant l'estimateur par l'obser-
vateur dans la forme standard du problème d'estimation présentée ﬁgure 2.1 page 21.
Le principal intérêt de la structure observateur est le suivant : il est possible de
se ramener à un modèle équivalent dans lequel les modes du modèle du système sont
inobservables depuis la sortie e. On considère Tw→e. Le système présenté ﬁgure 2.10
admet la représentation d'état suivante. x˙(t)˙ˆx(t)
e(t)
 =
 A 0 BwLCy A− LCy LDyw
Cz −Cz Dzw

 x(t)xˆ(t)
w(t)
 .
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G
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C
y
Figure 2.10  Forme standard du problème de synthèse d'OGS sans pondération
Nous allons à présent montrer que seule l'erreur ex = x− xˆ est observable depuis e.
On pose la transformation suivante dans l'espace d'état [FPEN84] :
M =
[
I 0
I −I
]
M−1 =
[
I 0
I −I
]
La nouvelle représentation est donnée par :
 x˙(t)e˙x(t)
e(t)
 = [ M 0
0 I
] A 0 BwLCy A− LCy LDyw
Cz −Cz Dzw
[ M−1 0
0 I
] x(t)ex(t)
w(t)

Ce qui peut s'écrire : x˙(t)e˙x(t)
e(t)
 =
 A 0 Bw0 A− LCy Bw − LDyw
0 Cz Dzw

 x(t)ex(t)
w(t)

Cette forme est une forme de Kalman d'observabilité, qui peut être réduite du point
de vue de la sortie e. Tw→e admet une représentation d'état minimale de la forme sui-
vante. [
e˙x(t)
e(t)
]
=
[
A− LCy Bw − LDyw
Cz Dzw
][
ex(t)
w(t)
]
(2.22)
Dans cette représentation, les états du système ont été simpliﬁés. C'est
sur ce système équivalent que les résultats d'analyse vont être appliqués pour
dériver des critères de synthèse en l'absence de pondération.
La même opération est possible en présence de pondération de l'erreur d'estimation.
La forme standard du problème de synthèse d'observateur avec pondération de l'erreur
d'estimation est présentée ﬁgure 2.11.
La représentation d'état de la fonction de transfert Tw→eW est la suivante :
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Figure 2.11  Forme standard du problème de synthèse d'OGS avec pondération
Tw→eW =

A 0 0 Bw
BWCz AW −BWCz BWDzw
LCy 0 A− LCy LDyw
DWCz CW −DWCz DWDzw

Par analogie avec le cas sans pondération, il est possible de se ramener à un système
équivalent admettant la représentation d'état donnée équation (2.23).
Tw→eW =
 AW BWCz BWDzw0 A− LCy Bw − LDyw
CW DWCz DWDzw
 (2.23)
Les résultats d'analyse vont être appliqués sur cette représentation d'état pour déri-
ver un résultat de synthèse en présence de pondération sur la sortie. Cependant l'ajout
de pondération sur la sortie change la structure du problème ce qui empêchera de se
ramener à un problème d'optimisation convexe (voir théorème 6 page 42).
Synthèse d'OGS H∞
Problème 8. Synthèse d'OGS H∞ sans pondération.
La forme standard du problème de synthèse d'OGS H∞ est la matrice de fonctions de
transfert T(w)→(e) présentée ﬁgure 2.10 page 39. T(w)→(e) admet la représentation d'état
équivalente présentée équation (2.22) page 39. Etant donné γ, trouver s'il existe un gain
statique L tel que Tw→e soit stable et que :
‖Tw→e‖∞ < γ.
Théorème 4. Synthèse d'OGS H∞ sans pondération.
Il existe une solution au problème de synthèse d'OGS H∞ (Problème 8) si et seulement
s'il existe P = PT > 0 telle que les contraintes (2.24) et (2.25) soient vériﬁées. N1 0N2 0
0 I
T  PA+ ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I
 N1 0N2 0
0 I
 < 0 (2.24)
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DTzwDzw < γ
2I (2.25)
avec
[
N1
N2
]
=
[
CTy
DTyw
]
⊥

Le calcul de γ peut se mettre sous la forme d'un problème d'optimisation sous
contrainte LMI. La démonstration de ce théorème est présentée en annexe B page 225.
Synthèse d'OGS H2
Problème 9. Problème de synthèse d'OGS H2 sans pondération.
La forme standard du problème de synthèse d'OGS H2 est la matrice de fonctions de
transfert T(w)→(e) présentée ﬁgure 2.10 page 39. T(w)→(e) admet la représentation d'état
équivalente présentée équation (2.22) page 39.
Etant donné γ, trouver s'il existe un gain statique L tel que Tw→e soit stable et que :
‖Tw→e‖2 < γ.
Théorème 5. Synthèse d'OGS H2 sans pondération.
Il existe une solution au problème de synthèse d'OGS H2 (Problème 9) si et seulement
s'il existe P = PT > 0, M = MT telles que les contraintes (2.26), (2.27), (2.28) soient
vériﬁées.
Dzw = 0 Trace(M) < γ
2 (2.26)
[
N1
N2
]T [
PA+ ATP PBw
BTwP −I
] [
N1
N2
]
< 0 (2.27)
[
P 
Cz M
]
> 0 (2.28)

Tester ou minimiser γ peut se mettre sous la forme d'un problème d'optimisation
sous contrainte LMI pour lequel on dispose d'un algorithme eﬃcace. La démonstration
de ce théorème est présentée en annexe B.
Synthèse d'OGS H∞ avec pondération
Problème 10. Problème de synthèse d'OGS H∞ pondéré.
La forme standard du problème de synthèse d'OGS H∞ pondéré est la matrice de
fonctions de transfert T(w)→(eW ) présentée ﬁgure 2.11 page 40. T(w)→(eW ) admet la repré-
sentation d'état équivalente présentée équation (2.23) page 40.
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Etant donné γ, trouver s'il existe un gain statique L tel que T(w)→(eW ) soit stable et
que : ∥∥T(w)→(eW )∥∥∞ < γ.
Théorème 6. Synthèse d'OGS H∞ avec pondération.
Il existe une solution au problème de synthèse d'observateur H∞ pondéré (Problème 10)
si et seulement s'il existe P = PT > 0 et Q, Q2 telles que P−1 =
[
Q Q2
T
Q2 •
]
et telles
que les contraintes (2.29) et (2.30) soient vériﬁées.
I 0 0
0 N1 0
0 N2 0
0 0 I

T  PA+ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I


I 0 0
0 N1 0
0 N2 0
0 0 I
 < 0 (2.29)
 AWQ + QATW + Q2TCTz BTW +BWCzQ2 BWDzw QCTW + Q2CTz DTW(BWDzw)T −γ2I DTzw
CWQ +DWCzQ2
T Dzw −I
 < 0
(2.30)
Avec les matrices suivantes[
A Bw
Cz Dzw
]
=
 AW BWCz BWDzw0 A Bw
CW DWCz DWDzw
 [ N1
N2
]
=
[
CTy
DTyw
]
⊥

Ce théorème ne présente pas des contraintes LMI. En eﬀet, les variables du problème
d'optimisation sont reliées entre elles par la relation suivante :
P−1 =
[
Q Q2
T
Q2 •
]
.
Par conséquent, on ne dispose pas d'un algorithme eﬃcace pour résoudre ce problème. La
structure observateur à gain statique ne permet pas de prendre en compte de pondération
de l'erreur d'estimation en conservant un caractère eﬃcace pour la synthèse.
Conclusions sur la synthèse d'OGS
Nous avons présenté dans cette sous-section des théorèmes de synthèse pour la struc-
ture observateur à gain statique (OGS). Le théorème 4 page 40 présente des conditions
d'existence d'un OGS pour une norme H∞ donnée. Le théorème 5 page 41 présente
des conditions d'existence d'un OGS pour une norme H2 donnée. Ces deux théorèmes
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Filtre OGS
Etant donné γ, il existe un ﬁltre tel
que ‖Tw→e‖∞ < γ si
 ∃P = PT > 0 telle que (2.31) soit
vériﬁée
 G est stable
Etant donné γ, il existe un
observateur tel que ‖Tw→e‖∞ < γ si
 ∃P = PT > 0 telle que (2.31) soit
vériﬁée
 DTzwDzw < γ
2I
Tableau 2.2  Conditions d'existence pour les structures classiques (norme H∞)
peuvent se mettre sous la forme de problèmes de faisabilité sous contrainte LMI. Ils
peuvent également se mettre sous la forme d'un problème de minimisation d'une fonc-
tion de coût, et minimiser γ2 permettra de trouver la meilleure performance atteignable.
Il est important de noter qu'avec la structure OGS, le problème de synthèse pour la
norme H∞ pondérée ne permet pas de se ramener à un problème d'optimisation pour
lequel on dispose d'un algorithme eﬃcace. De plus, cette structure implique systéma-
tiquement une condition sur le terme Dzw indépendante des variables de décision qui
pourra parfois ne pas être vériﬁée. Cette structure ne permet donc pas une approche
générale du problème d'estimation nominale.
2.2.5 Comparaison des structures classiques
Dans cette section, les problèmes d'optimisation permettant de tester les conditions
d'existence d'un ﬁltre classique ou d'un observateur à gain statique pour une norme
H∞ sont comparées dans l'objectif de dégager des points de comparaisons entre les
structures.
Les théorèmes 1 page 32 (Existence d'un ﬁltre H∞) et 4 page 40 (Existence d'un
OGS H∞) sont rappelés tableau 2.2 et ont une condition commune : N1 0N2 0
0 I
T  PA+ ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I
 N1 0N2 0
0 I
 < 0. (2.31)
Le tableau 2.2 permet de comparer de façon très simple les deux structures au sens
de la norme H∞.
1. On suppose que G est stable.
 Dans ce cas-là, s'il existe P = PT telle que (2.31) soit vériﬁée, alors il existe un
ﬁltre pour cette norme H∞.
 Si la condition DTzwDzw < γ
2I est vériﬁée alors il existe un observateur. Dans le
cas où Dzw = 0, cette condition est toujours vériﬁée. Le ﬁltre et l'observateur
permettent d'atteindre la même performance si le système est stable et si Dzw =
0.
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 DTzwDzw < γ
2I est une limite de performance pour l'observateur. Le terme Dzw
est un terme de transmission des hautes fréquences. La représentation d'état de
l'observateur est la suivante :
Ty→zˆ =
[
A− LCy L
Cz 0
]
.
Le terme direct de l'observateur est égal à 0 : l'observateur à gain statique
est structurellement un ﬁltre passe-bas. Il ne pourra par conséquent par trans-
mettre les hautes fréquences, ce qui pourra dans certains cas d'estimation être
un handicap (notamment dans le cas discret).
 Si les conditions d'existence sont vériﬁées, les deux structures sont des structures
de même ordre : l'ordre du système.
2. On suppose à présent que G est instable.
 Il n'existe pas de ﬁltre sous ces conditions : le système ne peut pas être stabilisé.
 L'observateur va permettre la synthèse d'un estimateur sur des systèmes in-
stables. Ceci peut s'interpréter relativement facilement en regardant la forme
obtenue pour le système équivalent (équation 2.22). La ﬁgure 2.12 présente un
schéma-bloc de cette forme équivalente. Cette forme fait apparaitre une boucle
de rétroaction marquée en rouge pointillé.
-
+ ex e
 +
B
w
w
+ 
(sI-A)-1
D
yw
C
z
L
C
y
Figure 2.12  Boucle de rétroaction créée par la structure observateur
Pour la synthèse d'observateur, la condition (2.24 page 40) contient une condi-
tion de détectabilité. Si les modes instables sont observables, alors un gain sta-
tique L existe tel que toutes les valeurs propres de la matrice A− LCy soient à
parties réelles négatives. Par analogie, chaque théorème contient une condition
de détectabilité avec la condition (2.24 page 40). Il est important de noter que
cette condition est moins forte qu'une condition d'observabilité : on peut avoir
une erreur d'estimation stable si les modes instables sont observables.
La même comparaison peut être faite pour la norme H2 de façon équivalente à partir
du théorème 2 page 36 (existence d'un ﬁltre H2) et du théorème 5 (existence d'un OGS
44 Version du 17 décembre 2012
Chapitre 2 : ESTIMATION NOMINALE
H2). La transposition de la comparaison présentée pour le cas H∞ vers les cas H2 est
triviale et n'est pas présentée ici. Les contraintes du ﬁltre et de l'observateur étant des
contraintes structurelles, la comparaison aboutit aux mêmes conclusions que pour le cas
H∞.
Dans le cas de la synthèse avec pondération, l'ajout de pondérations change la struc-
ture du problème. La synthèse de ﬁltre reste un cas particulier de synthèse de correcteur
(ﬁgure 2.5 page 25). Le problème de synthèse de correcteur étant un problème d'op-
timisation convexe [Iwa94], [SGC97], le problème de synthèse de ﬁltre pour la norme
H∞ pondérée en est un autre (voir théorème 3). Pour l'observateur en revanche, le chan-
gement de structure du problème sur le système d'erreur ne permet pas de ramener le
problème de synthèse à un problème d'optimisation convexe. En l'absence de pondéra-
tion le problème peut s'interpréter comme le dual d'un problème de retour d'état. Avec
des pondérations, ce problème de synthèse peut s'interpréter comme un problème de
retour statique de sortie (ﬁgure 2.13) qui est conjecturé comme étant dans le cas le plus
général un problème de type NP [SADG97].
Ceci pose un problème dans certains cas : la synthèse de ﬁltre pour un système
instable n'est pas possible, et la synthèse d'observateur à gain statique ne peut pas être
faite de façon eﬃcace.
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Figure 2.13  Interprétation du problème de synthèse d'OGS comme un retour statique
de sortie
Pour résumer la comparaison des structures classiques :
 L'absence de choix particulier pour la structure ﬁltre permet de prendre en compte
les problèmes d'estimation dans leur forme la plus générale, avec ou sans pondé-
ration. En revanche, cette structure ne permet pas la synthèse pour des systèmes
instables.
 La structure observateur permet la synthèse d'estimateurs pour des systèmes in-
stables : le choix d'une paramétrisation particulière permet de se ramener à un
système équivalent stabilisable. Cette structure est cependant limitée en présence
de termes directs vers les signaux à estimer (terme Dzw) et ne peut pas être syn-
thétisée eﬃcacement en présence de pondération.
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2.2.6 Synthèse d'observateur à gain dynamique (OGD)
Nous avons vu qu'avec la structure observateur à gain statique, le problème de syn-
thèse pour la norme H∞ pondérée ne peut pas être ramené à un problème d'optimisation
pour lequel existe un algorithme eﬃcace (voir théorème 6). Le problème est analogue à
un problème de retour statique de sortie (conjecturé NP [SADG97]). Une solution propo-
sée dans [Dri10] est de transformer le gain statique de l'observateur en gain dynamique.
Ainsi le problème de synthèse est transformé en un problème de retour dynamique de
sortie, soit un cas particulier d'un problème de synthèse de correcteur qui peut être mis
sous la forme d'un problème d'optimisation convexe [Iwa94].
-
+ zx
y
y L(s) (sI-A)-1 Cz
C
y
Figure 2.14  Observateur à gain dynamique
La structure Observateur à Gain Dynamique (OGD) est introduite ﬁgure 2.14. Cette
structure est une structure observateur où le gain de l'observateur est une matrice de
fonctions de transfert L(s) =
[
AL BL
CL DL
]
. La forme standard du problème de synthèse
d'observateur à gain dynamique est présentée ﬁgure 2.15.
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Figure 2.15  Forme standard du problème de synthèse d'OGD sans pondération
La représentation d'état associée à la forme standard sans pondération est la sui-
vante :
T(w)→(e) =

A 0 0 Bw
DLCy A−DLCy CL DLDyw
BLCy −BLCy AL BLDyw
Cz −Cz 0 Dzw
 (2.32)
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Figure 2.16  Forme standard du problème de synthèse d'OGD avec pondération
De la même manière que pour l'OGS, l'OGD permet de rendre inobservable les modes
du système. Une représentation d'état équivalente à la représentation d'état présentée
équation (2.32) est donc donnée équation (2.33).
T(w)→(e) =
 A−DLCy CL Bw −DLDywBLCy AL BLDyw
Cz 0 Dzw
 (2.33)
Les résultats d'analyse seront appliqués sur cette représentation d'état pour dériver
des résultats de synthèse.
Il est également possible de se ramener à un système d'erreur pour le cas avec pon-
dération, présenté ﬁgure 2.16 et dont la représentation d'état de la forme standard est
donnée en équation (2.34).
Tw→eW =

A 0 0 0 Bw
DLCy A−DLCy 0 CL DLDyw
BWCz −BWCz AW 0 BWDzw
BLCy −BLCy 0 AL BLDyw
DWCz −DWCz CW 0 DWDzw
 (2.34)
Du point de vue de la sortie eW , la matrice de fonctions de transfert T(w)→(eW ) admet la
représentation d'état équivalente donnée équation (2.35).
Tw→eW =

A−DLCy 0 CL Bw −DLDyw
BWCz AW 0 BWDzw
BLCy 0 AL BLDyw
DWCz CW DWDzw
 (2.35)
Par opposition au cas de l'OGS où le problème peut se formuler comme un problème
de retour statique de sortie (ﬁgure 2.13 page 45), ce problème est un cas particulier de
synthèse de correcteur (ﬁgure 2.17). Le problème de synthèse de cette structure peut
donc être vu comme un cas particulier du problème de synthèse de correcteurs pour
lequel existent des solutions eﬃcaces [GA94, SGC97]. En revanche, pour se ramener
à un problème d'optimisation convexe, l'ordre de la matrice de la fonction de transfert
devra être d'ordre nL, où nL = nG+nW (nG est l'ordre du système G et nW est l'ordre de
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Figure 2.17  Interprétation du problème de synthèse d'OGD comme un retour dyna-
mique de sortie
la pondération). Par conséquent, l'estimateur synthétisé sera d'ordre nOGD = 2nG+nW .
Il est à présent possible de présenter les problèmes de synthèse pour les normes H∞,
H2 et H∞ pondérée, ainsi que les théorèmes donnant des conditions d'existence pouvant
être mis sous la forme de problèmes d'optimisation convexe.
Synthèse d'OGD H∞
Problème 11. Problème de synthèse d'OGD H∞.
La forme standard du problème de synthèse d'OGD est la matrice de fonctions de
transfert T(w)→(e) présentée ﬁgure 2.15 page 46. T(w)→(e) admet la représentation d'état
équivalente présentée équation (2.33) page 47.
Etant donné γ, trouver s'il existe un gain dynamique L(s) =
[
AL BL
CL DL
]
tel que
T(w)→(e) soit stable et que : ∥∥T(w)→(e)∥∥∞ < γ.
Théorème 7. Synthèse d'observateur augmenté H∞.
Il existe une solution au problème de synthèse d'OGD H∞ (problème 11) si et seulement
s'il existe P = PT > 0 telles que les contraintes (2.36) et (2.37) soient vériﬁées.
 N1 0N2 0
0 I
T  PA+ ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I
 N1 0N2 0
0 I
 < 0 (2.36)
DTzwDzw < γ
2I (2.37)
avec
[
N1
N2
]
=
[
CTy
DTyw
]
⊥

Ce théorème peut être mis sous la forme d'un problème d'optimisation sous contrainte
LMI. La démonstration de ce théorème est disponible en annexe B page 225.
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Synthèse d'OGD H2
Problème 12. Problème de synthèse d'OGD H2.
La forme standard du problème de synthèse d'OGD est la matrice de fonctions de
transfert T(w)→(e) présentée ﬁgure 2.15 page 46. T(w)→(e) admet la représentation d'état
équivalente présentée équation (2.33) page 47.
Etant donné γ, trouver s'il existe un gain dynamique L(s) =
[
AL BL
CL DL
]
tel que
T(w)→(e) soit stable et que : ∥∥T(w)→(e)∥∥2 < γ.
Théorème 8. Synthèse d'OGD H2.
Il existe une solution au problème de synthèse d'OGD (problème 12) si et seulement s'il
existe P = PT , M = MT telles que les conditions (2.38), (2.39), (2.40) soient vériﬁées.
Dzw = 0 Trace(M) < γ
2 (2.38)
[
N1
N2
]T [
PA+ ATP PBw
BTwP −I
] [
N1
N2
]
< 0 (2.39)
[
P 
Cz M
]
> 0 (2.40)

Ce théorème peut être mis sous la forme d'un problème d'optimisation sous contrainte
LMI. La démonstration de ce théorème est disponible en annexe B.
Synthèse d'OGD H∞ pondéré
Problème 13. Problème de synthèse d'OGD H∞ pondéré.
La forme standard du problème de synthèse d'OGD est la matrice de fonctions de
transfert T(w)→(eW ) présentée ﬁgure 2.16 page 47. T(w)→(eW ) admet la représentation
d'état équivalente présentée équation (2.33) page 47.
Etant donné γ , trouver s'il existe L(s) =
[
AL BL
CL DL
]
tel que T(w)→(eW ) soit stable
et que : ∥∥T(w)→(eW )∥∥∞ < γ.
Théorème 9. Synthèse d'OGD H∞ pondéré.
Il existe une solution au problème d'OGD H∞ pondéré (Problème 13) si et seulement
s'il existe P = PT > 0, Q = QT telles que les contraintes (2.41), (2.42) et (2.43) soient
vériﬁées.
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
N1 0 0
0 I 0
N2 0 0
0 0 I

T  PA+ATP PBw CTzBTwP −γ2I DTz
Cz Dz −I


N1 0 0
0 I 0
N2 0 0
0 0 I
 < 0 (2.41)

0 0 0
I 0 0
0 I 0
0 0 I

T  QAT +AQ Bw QCTzBTw −γ2I DTzw
CzQ Dzw −I


0 0 0
I 0 0
0 I 0
0 0 I
 < 0 (2.42)
[
P I
I Q
]
> 0 (2.43)
Avec les matrices suivantes[
A Bw
Cz Dzw
]
=
 A 0 BwBWCz AW BWDzw
DWCz CW DWDzw

[
N1
N2
]
=
[
CTy
DTyw
]
⊥
[
M1
M2
]
=
[
BW
DW
]
⊥

Dans le cas de la synthèse H∞ pondérée, le théorème 9 présente des conditions qui
peuvent se mettre sous la forme d'un problème d'optimisation sous contrainte LMI. Ce
théorème présente donc un résultat pour l'estimation H∞ pondérée avec une structure
de type observateur.
Si la synthèse sans pondération de ﬁltre ou d'OGS peut se mettre sous la forme de
problèmes d'optimisation sous contrainte LMI, le problème de synthèse d'OGS garantis-
sant une normeH∞ pondérée ne peut pas être linéarisé : c'est un problème d'optimisation
sous contrainte BMI (voir théorème 6). Ce problème de synthèse peut être interprété
comme un problème de retour statique de sortie (voir ﬁgure 2.13). En se ramenant à
un problème de retour dynamique de sortie en choisissant pour le gain de l'observateur
une matrice de fonctions de transfert, le problème peut alors être mis sous la forme
d'un problème d'optimisation convexe. Ce faisant la structure d'observateur créée est la
structure d'observateur à gain dynamique.
2.2.7 Comparaison de l'OGD avec les structures classiques
Dans cette sous-section, L'OGD est comparé avec les autres structures au sens des
conditions d'existence présentées dans les théorèmes de la section 2.2.6.
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Dans un premier temps, nous considérons la synthèse H∞ sans pondération. Les
conditions d'existence pour un ODG garantissant une norme H∞ sur T(w)→(e) sont les
suivantes (théorème 7) :
Il existe une solution au problème de synthèse d'observateur à gain dynamique H∞ si
et seulement s'il existe P = PT > 0 telles que les contraintes (2.44) et (2.45) soient
vériﬁées.
 N1 0N2 0
0 I
T  PA+ ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I
 N1 0N2 0
0 I
 < 0 (2.44)
DTzwDzw < γ
2I (2.45)
 Si le système G est stable, alors ces conditions impliquent également l'existence
d'un ﬁltre (théorème 1 page 32) et d'un observateur à gain statique (théorème 4
page 40) assurant la même performance. Dans ce cas là, l'OGD est obsolète puisque
le ﬁltre et l'observateur assurent la même performance pour un ordre moindre.
 L'OGD présente la même limite structurelle que l'OGS : c'est un ﬁltre passe-bas
(voir sous-section 2.2.5). Dans le cas où le terme Dzw n'est pas nul, cela peut avoir
un impact sur la performance atteignable.
L'OGD est donc une structure inutile pour les cas sans pondération : son ordre est
supérieur à celui des structures classiques pour la même performance.
En revanche, cette structure permet de prendre en compte des systèmes instables
lors de la synthèse garantissant une norme H∞ pondérée. Nous conjecturons qu'il est
possible de prouver que l'OGD permet ceci alors que la structure ﬁltre ne le permet pas
(comparaison des conditions des théorèmes 3 et 9) et que l'observateur à gain statique
ne permet pas de le faire de façon eﬃcace (voir théorème 4). Ceci n'est pas prouvé dans
la thèse pour une raison simple : la section 2.3 présente l'estimateur généralisé nominal,
une structure rendant les autres obsolètes.
2.3 L'estimateur Généralisé Nominal
Pour un problème donné, selon sa nature (système stable ou instable, pondération ou
non, terme direct Dzw ou non), il est nécessaire de choisir la structure la plus adaptée.
Par exemple, pour un système instable, pour une norme H∞ ou H2 sans pondération,
l'OGS est la structure la mieux adaptée. Pour un cas stable, avec pondération, le ﬁltre
sera la structure qui assurera la meilleure performance pour un ordre faible.
Suite à l'étude des structures classiques et de l'Observateur à Gain Dynamique,
nous proposons dans cette section une nouvelle structure d'estimateur pouvant être
synthétisée pour toutes les conﬁgurations (système instable, terme direct Dzw,etc. . .),
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et assurant la même performance que les structures classiques et l'OGD pour toutes les
normes considérées. Cette structure est appellée Estimateur Généralisé Nominal (EGN).
2.3.1 Présentation de la structure
La structure de l'Estimateur Généralisé Nominal (EGN) se base sur la structure ob-
servateur. Un terme direct est ajouté permettant la prise en compte d'un terme direct
Dzw (handicapant pour l'OGS et l'OGD pour la performance H∞ et H2 sans pondéra-
tion). Dans le cas H∞ avec pondération, cette structure contient un modèle particulier
de la pondération permettant de se ramener à un problème de synthèse d'un observateur
standard sans pondération.
La structure de l'EGN sans pondération est présentée ﬁgure 2.18. Cette structure
est analogue à la structure de l'observateur avec simplement l'ajout d'un terme direct
depuis l'erreur d'estimation de la sortie vers l'estimation. Ce terme direct n'est pas utile
si Dzw = 0 est nul mais est nécessaire pour résoudre le problème d'estimation dans sa
forme la plus générale.
-
+ zx
y
y L (sI-A)-1 Cz
C
y
D
++
Figure 2.18  Estimateur généralisé nominal
La représentation d'état de l'estimateur généralisé en l'absence de pondération est
donnée par :
Ty→zˆ =
[
A− LCy L
Cz −DCy D
]
La forme standard du problème de synthèse d'estimateur généralisé nominal sans
pondération est présentée ﬁgure 2.19.
G
+ 
 -
y
z e
w
-
+ zx
y
L (sI-A)-1 Cz
C
y
D
++
Figure 2.19  Forme standard du problème de synthèse d'EGN sans pondération
La représentation d'état du système étendu (modèle + estimateur) est la suivante :
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Tw→e =
 A 0 BwLCy A− LCy LDyw
Cz −DCy −Cz +DCy Dzw −DDyw

Avec cette forme, la fonction de transfert T(w)→(e) admet une représentation d'état
équivalente présentée équation (2.46). Le changement dans l'espace d'état pour arriver
à cette forme est analogue à celui employé pour l'observateur à gain statique.
Tw→e =
[
A− LCy Bw − LDyw
Cz −DCy Dzw −DDyw
]
(2.46)
Contrairement au système d'erreur pour l'observateur standard présenté équation
(2.22), le terme Dzw peut être compensé permettant dans tous les cas sans pondération
d'obtenir une performance équivalente à la performance atteinte avec un ﬁltre. Les
résultats d'analyse vont être appliqués sur ce système pour dériver des résultats de
synthèse pour les normes H∞ et H2 sans pondération.
Le problème du terme direct étant résolu, la prise en compte de pondération est
à présent considérée. La démarche est relativement simple : la fonction de transfert
T(w)→(e) peut s'écrire sous la forme suivante :
T(w)→(e) = W
[
I −Est ] [ T(w)→(z)
T(w)→(y)
]
En déplaçant la pondération, cette fonction de transfert peut également s'écrire sous
la forme suivante
T(w)→(e) =
[
I −WEst ] [ WT(w)→(z)
T(w)→(y)
]
La matrice de fonctions de transfert
[
WT(w)→(z)
T(w)→(y)
]
admet la représentation d'état
suivante :
[
WT(w)→(z)
T(w)→(y)
]
=

A 0 Bw
BWCz AW BWDzw
DWCz CW DWDzw
Cy 0 Dyw
 (2.47)
On va donc rechercher un estimateur de telle sorte que la matrice de fonctions de
transfert WEst corresponde à la matrice de fonctions de transfert d'un EGN sans pon-
dération pour le système
[
WT(w)→(z)
T(w)→(y)
]
. Cela revient à chercher un EGN qui va estimer
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le signal Wz, c'est-à-dire le signal à estimer pondéré. L'estimateur doit être tel que
WT(y)→(zˆ) admette une représentation d'état équivalente de la forme.
WTy→zˆ =
 A− L1Cy 0 L1BWCz − L2Cy AW L2
DWCz −DCy CW D
 (2.48)
La représentation d'état de l'EGN en présence de pondération permettant ceci est pré-
sentée équation (2.49) 4. La structure contient donc un modèle de la pondération, plus
exactement de son inverse. Cette structure recoupe en l'absence de pondération la struc-
ture présentée ﬁgure 2.19 page 52.
Théorème 10. Forme pondérée de l'EGN.
Une matrice de fonctions de transfert T(y)→(zˆ) telle que WT(y)→(zˆ) soit un EGN pour le
système G =
[
WT(w)→(z)
T(w)→(y)
]
est donnée par :
Ty→zˆ =
 A− L1Cy 0 L1L2Cy −BWD−1W DCy AW −BWD−1W CW BWD−1W D − L2
Cz −D−1W DCy −D−1W CW D−1W D
 (2.49)

Démonstration. Théorème 10 (Forme pondérée de l'EGN)
La représentation d'état de WTy→zˆ peut s'écrire
WTy→zˆ =

A− L1Cy 0 0 L1
L2Cy −BWD−1W DCy AW −BWD−1W CW 0 BWD−1W D − L2
BW (Cz −D−1W DCy) −BWD−1W CW AW BWD−1W D
DW (Cz −D−1W DCy) −DWD−1W CW CW DWD−1W D
 (2.50)
En utilisant la transformation dans l'espace d'état donnée par
T−1 =
 I 0 00 I 0
0 I I
 T =
 I 0 00 I 0
0 −I I

La nouvelle représentation d'état est donnée par[
A˜ B˜
B˜ D˜
]
=
[
T−1AT T−1B
CT D
]
4. Nous n'avons pas représenté la forme de l'estimateur sous la forme d'un schéma-bloc pour la
simple raison que le schéma correspondant serait trop compliqué pour ne rien apporter en terme d'in-
terprétation.
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Cette représentation d'état équivalente peut s'écrire sous la forme suivante :
[
A˜ B˜
B˜ D˜
]
=

A− L1Cy 0 0 L1
L2Cy −BWD−1W DCy AW −BWD−1W CW 0 BWD−1W D − L2
BWCz − L2Cy 0 AW L2
DW (Cz −D−1W DCy) 0 CW DWD−1W D

(2.51)
Cette représentation d'état est une forme de Kalman d'observabilité et peut être
réduite sous la forme suivante :
WTy→zˆ =
 A− L1Cy 0 L1BWCz − L2Cy AW L2
DWCz −DCy CW D
 (2.52)
Cette matrice de fonctions de transfert est un EGN pour G =
[
WT(w)→(z)
T(w)→(y)
]
Par conséquent, le choix fait équation (2.49) pour la représentation d'état
de l'EGN en présence de pondération permet de se ramener à un problème
de synthèse d'EGN sans pondération pour estimer Wz le signal à estimer
pondéré.
 Cette forme permet de transformer un problème d'observation pondérée en pro-
blème d'observation non pondérée. Par conséquent, si on dispose d'une solution
pour le problème d'EGN sans pondération, on dispose d'une solution pour le pro-
blème d'EGN avec pondération.
 L'ordre de l'estimateur est nEGN = nG + nW ; par conséquent un ordre moindre
qu'un OGD. Nous verrons par la suite que l'EGN assure dans tous les cas la même
performance que l'OGD.
 D'un point de vue variables du problème d'optimisation, la synthèse de l'EGN se
fait via la synthèse d'un gain statique. On aura par conséquent un nombre de va-
riables moindre par comparaison avec la synthèse d'un ﬁltre où toutes les matrices
de la représentation d'état doivent être synthétisées. De plus, la transformation
du problème d'optimisation sous contrainte BMI en problème d'optimisation sous
contrainte LMI est triviale.
G
+ 
 -
Ww
z
y
z
e eW
EGN
Figure 2.20  Estimateur généralisé nominal
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La forme standard du problème de synthèse d'estimateur généralisé avec pondération
est présentée ﬁgure 2.20. En faisant le choix de l'estimateur présenté équation (2.49)
la matrice de fonction de transfert T(w)→(e) admet la représentation d'état équivalente
suivante :
Tw→eW =
 A− L1Cy 0 Bw − L1DywBWCz − L2Cy AW BWDzw − L2Dyw
DWCz −DCy CW DWDzw −DDyw
 (2.53)
Les résultats d'analyse seront appliqués sur la forme donnée équation (2.53) pour
dériver des résultats de synthèse. Malgré la complexité de la structure présentée, le
système équivalent pour T(w)→(e) est simple.
2.3.2 Synthèse d'estimateur généralisé
Dans cette section, trois théorèmes sont présentés permettant de tester l'existence
d'un EGN garantissant un niveau sur une norme H∞, H2, ou H∞ pondéré. La linéarisa-
tion est faite ici en utilisant un changement de variables linéarisant, contrairement aux
autres théorèmes de la section 2.2 où la linéarisation est faite en utilisant le lemme d'éli-
mination (lemme 5 page 223). Ceci permet une reconstruction simple de l'estimateur. Un
corollaire à chaque théorème de synthèse est formulé de manière systématique (consis-
tant à l'application du lemme d'élimination sur les conditions d'un théorème donné)
présentant des résultats homogènes aux autres théorèmes de la section, et permettant
la comparaison de l'EGN aux autres structures.
Synthèse d'estimateur généralisé H∞
Problème 14. Problème de synthèse d'EGN H∞.
La forme standard du problème de synthèse d'EGN H∞ pondéré est la matrice de fonc-
tions de transfert T(w)→(e) présentée ﬁgure 2.19 page 52. T(w)→(e) admet la représentation
d'état présentée équation (2.46) page 53.
Etant donné γ , trouver s'il existe des matrices L =
[
L
]
, D (et les calculer) telles
que Tw→e soit stable et que :
‖Tw→e‖∞ < γ.
Théorème 11. Synthèse d'EGN H∞.
Il existe une solution au problème de synthèse d'EGN H∞(Problème 14) si et seulement
s'il existe P = PT > 0, L, D telles que la contrainte suivante soit vériﬁée. PA− LCy + ATP− CTy LT PBw − LDyw (Cz −DCy)TBTwP−DTywL −γ2I (Dzw −DDyw)T
Cz −DCy Dzw −DDyw −I
 < 0 (2.54)
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
Les contraintes du théorème 11 sont des contraintes LMI. Pour un niveau de per-
formance donné, trouver L et D est un problème de faisabilité sous contrainte LMI.
Si les conditions sont vériﬁées, un EGN assurant un niveau de performance γ sur la
norme H∞ de T(w)→(e) est donné par la représentation d'état suivante construite à partir
de l'inversion du changement de variable linéarisant présenté dans la démonstration du
théorème.
Ty→zˆ =
[
A−P−1LCy P−1L
Cz −DCy D
]
.
Démonstration. Théorème 11 (Synthèse d'EGN H∞ sans pondération)
Le lemme 1 page 29 est appliqué sur le système présenté ﬁgure 2.19 page 52 admettant la
représentation d'état donnée équation (2.46) page 53. Il existe une solution au problème
de synthèse d'EGN si et seulement s'il existe P = PT > 0, L, D telles que la contrainte
suivante soit vériﬁée.
 P (A− LCy) + (A− LCy)
T P P (B − LDyw) (Cz −DCy)T
(B − LDyw)T P −γ2I (Dzw −DDyw)T
Cz −DCy Dzw −DDyw −I
 < 0
En posant le changement de variable linéarisant L = PL, les conditions du théorème
sont directement obtenues.
Le corollaire suivant présente des conditions d'existence qui permettront la compa-
raison de l'EGN aux autres structures. Ce corollaire est obtenu par application du lemme
d'élimination sur les conditions du théorème 11 page 56.
Corollaire 1. Existence d'un EGN H∞
Il existe une solution au problème de synthèse d'EGN H∞ (Problème 14) si et seulement
s'il existe P = PT > 0 telle que la contrainte (2.55) soit vériﬁée. N1 0N2 0
0 I
T  PA+ ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I
 N1 0N2 0
0 I
 < 0 (2.55)
avec
[
N1
N2
]
=
[
CTy
DTyw
]
⊥
Démonstration. Corollaire 1 (Existence d'un EGN H∞)
La condition (2.54) du théorème 11 peut s'écrire sous la forme suivante.
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 PA+ ATP PB CTzBTP −γ2I DTz
Cz Dz −I
+He
 I 00 0
0 I
[ L
D
] [
Cy Dyw 0
] < 0
On peut alors déﬁnir les matrices suivantes :
U =
 CTyDTyw
0
 U⊥ =
 N1 0N2 0
0 I
 V =
 I 00 0
0 I
 V⊥ =
 0I
0

Par application du lemme d'élimination, la première contrainte obtenue est la condi-
tion du corollaire. La seconde condition est −γ2 < 0 qui est toujours vériﬁée.
Synthèse d'estimateur généralisé H2
Le cas H2 est présenté ici. Les démonstrations du théorème 12, ainsi que la démons-
tration du corollaire 2 sont disponibles en annexe B page 225.
Problème 15. Problème de synthèse d'EGN H2.
La forme standard du problème de synthèse d'EGN H∞ pondéré est la matrice de fonc-
tions de transfert T(w)→(e) présentée ﬁgure 2.19 page 52. T(w)→(e) admet la représentation
d'état présentée équation (2.46) page 53.
Etant donné γ , trouver s'il existe des matrices L =
[
L
]
, D (et les calculer) telles
que Tw→e soit stable et que :
‖Tw→e‖2 < γ.
Théorème 12. Synthèse d'EGN H2.
Il existe une solution au problème de synthèse d'EGN H2(problème 15) si et seulement
s'il existe P = PT , M = MT , L, D de dimensions appropriées telles que les contraintes
(2.56), (2.57) et (2.58) soient vériﬁées.[
P (Cz −DCy)T
Cz −DCy M
]
> 0 (2.56)
[
AP− CTy LT + PA− LCy PBw − LDyw
BTwP−DTywLT −I
]
< 0 (2.57)
Trace(M) < γ2 Dzw −DDyw = 0 (2.58)

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La variable D est en partie déterminée par l'équation (2.58) 5. Pour le reste des
variables, ces contraintes sont des contraintes LMI. qui peuvent être mises sous la forme
d'un problème d'optimisation sous contrainte LMI. On remarquera que si Dzw = 0, alors
D = 0. Dans ce cas l'EGN est équivalent à l'observateur à gain statique.
Si les conditions sont vériﬁées, alors un EGN assurant un niveau de performance γ sur
l'erreur d'estimation est donné par la représentation d'état suivante, construite à partir
de l'inversion du changement de variable linéarisant présenté dans la démonstration du
théorème :
Ty→zˆ =
[
A−P−1LCy P−1L
Cz −DCy P
]
.
Corollaire 2. Existence d'un EGN H2
Il existe une solution au problème de synthèse d'EGN H2 (Problème 15) si et seulement
s'il existe P = P > 0, M = M > 0, D telles que les contraintes (2.59), (2.60), (2.61)
soient vériﬁées.
Dzw −DDyw = 0 Trace(M) < γ2 (2.59)
[
N1
N2
]T [
PA+ ATP PBw
BTwP −I
] [
N1
N2
]
< 0 (2.60)
[
P 
(Cz −DCy) M
]
> 0 (2.61)
Synthèse d'estimateur généralisé nominal H∞ pondéré.
Le cas H∞ pondéré est présenté ici. Les démonstrations du théorème 13, ainsi que
la démonstration du corollaire 3 sont disponibles en annexe B page 225.
Problème 16. Problème de synthèse d'EGN H∞pondéré.
La forme standard du problème de synthèse d'EGN H∞ pondéré est la matrice de
fonctions de transfert T(w)→(eW ) présentée ﬁgure 2.20 page 55. T(w)→(eW ) admet la repré-
sentation d'état présentée équation (2.53) page 56.
Etant donné γ , trouver s'il existe des matrices L =
[
L1
L2
]
, D (et les calculer) telles
que Tw→eW soit stable et que :
‖Tw→eW ‖∞ < γ.
5. Selon les cas possibles, l'équation Dzw−DDyw = 0 n'a pas de solution, une seule solution, ou une
inﬁnité de solutions dépendant linéairement d'un ou plusieurs paramètres. Ces paramètres deviennent
alors des variables du problème d'optimisation sous contrainte LMI.
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Théorème 13. Synthèse d'EGN H∞ pondéré
Il existe une solution au problème de synthèse d'EGN H∞ pondérée (problème 16) si et
seulement s'il existe P = PT > 0, L telles que la contrainte (2.62) soit vériﬁée.
 PA− LCy +ATP− CTy LT PBw − LDyw CTz − CTy DTBTwP−DTywLT −γ2I DTz −DTywDT
Cz −DCy Dz −DDyw −I
 < 0 (2.62)
avec  A BwCz Dzw
Cy Dyw
 =

A 0 Bw
BWCz AW BWDzw
DWCz CW DWDzw
Cy 0 Dyw
 .

Ce théorème présente des contraintes qui peuvent se mettre sous la forme d'un pro-
blème d'optimisation sous contrainte LMI.
Si les conditions sont vériﬁées pour un niveau de performance donné, un EGN as-
surant un niveau de performance γ sur l'erreur d'estimation pondérée est donné par
la représentation d'état suivante (construite à partir de l'inversion du changement de
variable linéarisant présenté dans la démonstration du théorème).
Ty→zˆ =
 A− L1Cy 0 L1L2Cy −BWCz AW −BWD−1W CW BWD−1W D − L2
Cz −D−1W DCy −D−1W CW D−1W D
 [ L1
L2
]
= P−1L
Corollaire 3 (Existence d'un EGN H∞ pondéré).
Il existe une solution au problème de synthèse d'EGN H∞ pondéré (Problème 16) si et
seulement s'il existe P = PT > 0 telle que la contrainte (2.63) soit vériﬁée.

N1 0 0
0 I 0
N2 0 0
0 0 I

T  PA+ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I


N1 0 0
0 I 0
N2 0 0
0 0 I
 < 0 (2.63)
avec
[
N1
N2
]
=
[
CTy
DTyw
]
⊥
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Filtre OGS
Etant donné γ, il existe un ﬁltre tel que
‖Tw→e‖∞ < γ si
 ∃P = PT > 0 telle que (2.64) soit
vériﬁée
 G est stable
Etant donné γ, il existe un observateur
tel que ‖Tw→e‖∞ < γ si
 ∃P = PT > 0 telle que (2.64) soit
vériﬁée
 DTzwDzw < γ
2I
OGD EGN
Etant donné γ, il existe un OGD tel que
‖Tw→e‖∞ < γ si
 ∃P = PT > 0 telle que (2.64) soit
vériﬁée
 DTzwDzw < γ
2I
Etant donné γ, il existe un EGN tel que
‖Tw→e‖∞ < γ si
 ∃P = PT > 0 telle que (2.64) soit
vériﬁée
Tableau 2.3  Conditions d'existence pour les structures classique (norme H∞)
2.3.3 Equivalence avec les structures classiques
Cette partie conclut sur l'estimateur généralisé nominal, en présentant l'équivalence
de cette structure avec les autres structures. La comparaison n'est faite que pour le cas
H∞ sans pondération, les comparaisons pour les autres normes étant analogues.
Les théorèmes 1 page 32 (Existence d'un ﬁltre H∞), 4 page 40 (Existence d'un OGS
H∞), 7 page 48 (Existence d'un OGD H∞) et le corollaire 1 page 57 (Existence d'un
EGN H∞) sont rappelés tableau 2.3 et ont pour condition commune la condition (2.64) : N1 0N2 0
0 I
T  PA+ ATP PBw CTzBTwP −γ2I DTzw
Cz Dzw −I
 N1 0N2 0
0 I
 < 0 (2.64)
Le tableau 2.3 page 61 permet de comparer de façon très simple l'EGN à toutes
les structures présentées dans ce chapitre au sens de la norme H∞. Quelle que soit la
structure considérée, l'existence de cette structure implique l'existence de P = PT > 0
telle que la condition (2.64) soit vériﬁée. Or cette condition suﬃt à impliquer l'existence
d'un EGN pour ce niveau de performance. S'il existe un ﬁltre, un OGS ou un OGD
pour une norme H∞ donnée sur l'erreur d'estimation, alors il existe un EGN assurant
le même niveau de performance.
La même comparaison est possible pour la norme H2 par comparaison des théorèmes
2 page 36 (Existence d'un ﬁltre H2), 5 page 41 (Existence d'un OGS H2), 8 page 49
(Existence d'un OGD H2) et du corollaire 2 page 59 (Existence d'un EGN H2). La même
conclusion peut être formulée : s'il existe un ﬁltre, un OGS ou un OGD pour une norme
H2 donnée sur l'erreur d'estimation alors il existe un EGN assurant le même niveau de
performance.
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Et la même comparaison est possible pour la norme H∞ pondérée par comparaison
des théorèmes 3 page 37 (Existence d'un ﬁltre H∞ pondéré), 9 page 49 (Existence
d'un OGD H∞ pondéré) et du corollaire 3 page 60 (Existence d'un EGN H∞). La
même conclusion peut être formulée : s'il existe un ﬁltre ou un OGD pour une norme
H∞ pondérée donnée sur l'erreur d'estimation alors il existe un EGN assurant le même
niveau de performance.
L'EGN s'aﬀranchit des contraintes structurelles des structures classiques, permet la
prise en compte de systèmes instables et n'est pas limité à un ﬁltre passe-bas. Il permet
de plus de prendre en compte les pondérations sans compromis en terme d'ordre (par
rapport à l'OGD).
2.3.4 Conclusions sur l'EGN
Dans cette section, nous avons présenté une nouvelle structure, qui permet d'assu-
rer dans tous les cas la même performance que les trois structures classiques (ﬁltre,
observateur à gain statique, observateur à gain dynamique). De plus, cette structure
possède tous les avantages de chacune des structures classiques : elle permet de résoudre
sans limites de performance les problèmes d'estimation nominale dans leur forme la plus
générale. Elle permet en outre de se ramener à un système équivalent qui pourra être
stabilisé dans le cas d'un système instable. Pour ﬁnir, la synthèse de cette structure se
fait par le calcul d'un gain statique, ce qui présentera un avantage en terme de nombre
de variables du problème d'optimisation correspondant. Cette structure d'estimateur est
la première contribution de la thèse.
2.4 Choix des pondérations
Dans cette section, nous discutons du choix des pondérations pour l'estimation no-
minale. Dans un premier temps, nous présentons par une approche fonction de transfert
un ﬁltre idéal qui va permettre de donner une limite de performance pour les estimateurs
nominaux.
Il est ensuite montré sur un exemple simple comment les solutions données par la
norme H∞ et la norme H2 s'articulent autour de cette limite de performance. Ceci
permet de justiﬁer l'utilisation des pondérations pour l'estimation H∞.
Pour ﬁnir, nous proposons une méthode de synthèse systématique de pondérations
qui permettra d'obtenir des résultats qualitatifs intéressants avec l'utilisation de la norme
H∞, en l'absence de cahier des charges fréquentiel précis.
2.4.1 Un gabarit inférieur sur l'erreur d'estimation
Pour pouvoir analyser les EGN synthétisés par les théorèmes présentés dans la sec-
tion 2.3, il est nécessaire de se poser la question de la limite de performance. Nous avons
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considéré systématiquement le cas du ﬁltrage multi-variable dans les problèmes de syn-
thèse présentés dans ce chapitre. Nous proposons ici une méthode pour analyser ce qu'il
est possible d'atteindre pour l'estimation d'un signal donné (par opposition à un vecteur
de signaux).
La forme standard du problème d'estimation (ﬁgure 2.1 page 21) est présentée comme
une matrice de fonctions de transfert T(w)→(e) (possiblement pondérée par W ), où w est
le vecteur des entrées non mesurées, e le vecteur contenant les erreurs d'estimation pour
chaque signal à estimer.
On s'intéresse ici aux erreurs d'estimation, considérées dans un cadre MISO (Multi
Input Single Output) . Si on considère l'erreur d'estimation ei liée au i
eme signal à estimer
zi, sa densité spectrale de puissance est donnée par Sei(jω) = T
∗
(w)→(ei)(jω)T(w)→(ei)(jω),
où T(w)→(ei) représente la i
eme ligne de la matrice de fonctions de transfert T(w)→(e).
Sei(jω) = T
∗
(w)→(ei)T(w)→(ei)(jω)
Le modèle pour l'estimation est donné par T(w)→(z,y) =
[
T(w)→(z)(jω)
T(w)→(y)(jω)
]
.
T(w)→(z)(jω) représente la matrice de fonctions de transfert depuis les entrées non
mesurées vers les signaux à estimer. T(w)→(zi)(jω) représente la matrice de fonctions
de transfert depuis les entrées non mesurées vers le ieme signal à estimer. T(w)→(y)(jω)
représente la matrice de fonctions de transfert depuis les entrées non mesurées vers
les signaux mesurés. La fonction de transfert T(w)→(e)(jω) peut s'écrire sous la forme
présentée équation (2.65), présentée ﬁgure (2.21).
Tw→e =
 I −

F1(jω)
...
Fi(jω)
...
Fm(jω)




T(w)→(z1)(jω0)(jω)
...
T(w)→(zi)(jω0)(jω)
...
T(w)→(zm)(jω0)(jω)

T(w)→(y)(jω0)(jω)

(2.65)
+ 
 -w
z
y
z
e
F
T
w→z
T
w→y
Figure 2.21  Problème d'estimation : forme éclatée
Le vecteur de fonctions de transfert T(w)→(ei) est donc le suivant :
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Tw→ei(jω) =
[
1 −Fi(jω)
] [ T(w)→(zi)(jω)
T(w)→(y)(jω)
]
= T(w)→(zi)(jω)− Fi(jω)T(w)→(y)(jω)
On considère ici le problème de synthèse de la réponse fréquentielle du ﬁltre dans le
cas nominal, pour une pulsation ω0 donnée :
Trouver Fi(jω0) qui minimise Sei(jω0)
Résoudre ce problème va permettre de savoir ce qu'il est possible d'atteindre pour la den-
sité spectrale de puissance de l'erreur d'estimation du signal ei à une pulsation donnée.
La solution donnera également une réponse fréquentielle de référence pour l'estimateur.
Le théorème 14 présente l'expression de la réponse fréquentielle du ﬁltre Fi(jω0) qui
minimise la densité spectrale de puissance de l'erreur d'estimation ei à la pulsation (ω0).
Théorème 14. Filtre Optimal Nominal (Filtre non-causal de Wiener).
Un ﬁltre Fi(jω0) minimisant Sei(jω0) est donné par
Fi(jω0) = T(w)→(zi)(jω0)T
∗
(w)→(y)(jω0)
(
T(w)→(y)(jω0)T ∗(w)→(y)(jω0)
)−1
Avec cette réponse fréquentielle, la densité spectrale de puissance atteinte Sei(jω0) est la
suivante :
Sei(jω0) =
(
T(w)→(zi)
(
I − T ∗(w)→(y)(T(w)→(y)T ∗(w)→(y))−1T(w)→(y)
)
T ∗(w)→(zi)
)
(jω0). (2.66)

Démonstration. Théorème 14 (Filtre Optimal Nominal) On peut réécrire Sei sous la
forme développée suivante
Sei(jω0) =
(
T(w)→(zi)T
∗
(w)→(zi) − T(w)→(zi)T ∗(w)→(y)F ∗i − . . .
−FiT(w)→(y)T ∗(w)→(zi) − FiT(w)→(y)T ∗(w)→(y)F ∗i
)
(jω0)
Ou encore, par ajout du terme
(
T(w)→(y)T ∗(w)→(y)
)−1
Sei(jω0) =
(
T(w)→(zi)T
∗
(w)→(zi) − T(w)→(zi)T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1 (
T(w)→(y)T ∗(w)→(y)
)
F ∗i . . .
−Fi
(
T(w)→(y)T ∗(w)→(y)
)(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)T ∗(w)→(zi) . . .
−Fi
(
T(w)→(y)T ∗(w)→(y)
)(
T(w)→(y)T ∗(w)→(y)
)−1 (
T(w)→(y)T ∗(w)→(y)
)
F ∗i
)
(jω0)
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Par complétion des carrés, ceci peut se réécrire
Sei(jω0) =
(
T(w)→(zi)T
∗
(w)→(zi) − T(w)→(zi)T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)T ∗(w)→(zi) + . . .
+ Φ
(
T(w)→(y)T ∗(w)→(y)
)−1
Φ∗
)
(jω0)
avec
Φ =
(
T(w)→(zi)T
∗
(w)→(y) − FT(w)→(y)T ∗(w)→(y)
)
La forme obtenue par complétion des carrés est une forme quadratique, dont le minimum
est atteint pour :
Fi(jω0) =
(
T(w)→(zi)T
∗
(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1)
(jω0).
De plus, cette équation nous permet de donner la DSP atteignable :
Sei(jω0) =
(
T(w)→(zi)
(
I − T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)
)
T ∗(w)→(zi)
)
(jω0).
Ce résultat nous donne un résultat d'analyse pour l'estimation.
1. Ce résultat nous donne d'abord une matrice de réponse fréquentielle de référence,
donnée par :
Fideal =


T(w)→(z1)T
∗
(w)→(y)
[
T(w)→(y)T ∗(w)→(y)
]−1
...
T(w)→(zi)T
∗
(w)→(y)
[
T(w)→(y)T ∗(w)→(y)
]−1
...
T(w)→(zm)T
∗
(w)→(y)
[
T(w)→(y)T ∗(w)→(y)
]−1


(jω0)
Fideal =
(
T(w)→(z)T ∗(w)→(y)
[
T(w)→(y)T ∗(w)→(y)
]−1)
(jω0)
.
Cette réponse fréquentielle minimise la densité spectrale de puissance de l'erreur
d'estimation pour toutes les pulsations. Il est possible de considérer la mise en
÷uvre d'un ﬁltre ayant cette réponse fréquentielle. Ce ﬁltre serait optimal au sens
H2, puisque minimisant la densité spectrale de puissance pour toutes les erreurs
d'estimation à toutes les fréquences, il minimise donc la somme des puissances des
signaux correspondant aux erreurs d'estimation. On peut également penser que
cet estimateur est optimal au sens H∞, puisqu'il minimise le pire-cas des densités
spectrales de puissance des erreurs d'estimation en minimisant leur DSP pour
toutes les fréquences
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Ce n'est pas possible : l'estimateur ayant cette réponse fréquentielle n'est pas cau-
sal. Il ne pourra donc par conséquent pas être appliqué sur le système réel dans le
domaine temporel. Dans le cas SISO, ce ﬁltre est connu comme le ﬁltre de Wiener
non causal [Wie50]. Ce ﬁltre n'a donc d'un point de vue pratique que peu d'intérêt,
mais en revanche il va nous fournir une solution de référence et une limite de per-
formance en nous donnant la densité spectrale de puissance minimale atteignable
pour l'errreur d'estimation. Ceci va nous donner des outils pour analyser et com-
parer la performance des estimateurs H2 et H∞. Ce résultat est présenté pour le
cas SISO-discret dans [HSK99] et utilisé comme élément de comparaison. La forme
que nous avons présentée est la forme la plus générale de ce résultat pour l'estima-
tion nominale. Ce résultat nous donne donc un gabarit inférieur atteignable pour
la DSP de l'erreur d'estimation.
2.4.2 Pourquoi pondérer la norme H∞ ?
Un exemple simple
Dans la section précédente, le théorème 14 a montré l'existence d'une borne inférieure
pour la densité spectrale de puissance de l'erreur d'estimation. La norme H∞ permet de
spéciﬁer et tester un gabarit supérieur sur une fonction de transfert. Ces gabarits sont
choisis en fonction d'un cahier des charges donné [Zam81]. Dans le cas de la synthèse de
correcteur H∞, les gabarits exprimés sur le système par des pondérations fréquentielles
sur les sorties du système traduisent un cahier des charges. Si on transcrit cet objectif
vers l'estimation, l'objectif va être de spéciﬁer un gabarit supérieur sur les DSP des
erreurs d'estimation. En raison de l'existence d'un gabarit inférieur faisant oﬃce de
limite de performance, il est nécessaire de pondérer l'erreur d'estimation. Ceci va être
montré par l'application des méthodes de synthèse d'estimateur H∞ sans pondération
sur un exemple simple.
Exemple 1. Nous présentons ﬁgure 2.22 le schéma du système de débruitage. L'objectif
est de retrouver le signal z, qui est la sortie du procédé G. On mesure le signal y = z+ v˜,
où v˜ est la sortie du modèle de bruit.
+
+
z
v
z
y
w
v
1
s1
s
s1
Figure 2.22  Exemple de débruitage
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Le signal à estimer z est un signal basses fréquences, tandis que le bruit de mesure v˜
est un signal hautes fréquences. L'intérêt de cet exemple est d'avoir une idée intuitive de
la réponse fréquentielle de l'estimateur. En basses fréquences, y ≡ z. Par conséquent, on
peut s'attendre que la fonction de transfert de l'estimateur soit égale à 1 en basses fré-
quences. En hautes fréquences, on a y ≡ v. On s'attend donc à ce que l'estimateur coupe
les hautes fréquences. De manière intuitive, le ﬁltre doit laisser passer les fréquences où
le rapport signal/bruit est favorable.
Pour cet exemple simple, il est possible de calculer la réponse fréquentielle idéale Fid
de façon analytique.
T(w)→(z)(s) =
[
1
s+1
0
]
T(w)→(y)(s) =
[
1
s+1
s
s+1
]
Fid(jω) = T(w)→(z)(jω)T(w)→(y)(jω)∗
[
T(w)→(y)(jω)T(w)→(y)(jω)∗
]−1
=
1
(1 + jω)(1− jω) .
La réponse fréquentielle du ﬁltre idéal correspond bien à notre intuition : ≈ 1 en
basses fréquences, et ≈ 0 en hautes fréquences.
10-2 100 102
10-2
10-1
100
Valeurs singulières de T
w → e
 
 
Estimateur H
∞
Estimateur H2
Filtre idéal
10-2 100 102
10-5
10-4
10-3
10-2
10-1
100
Module des estimateurs
M
o
d u
l e
 
 
Estimateur H
∞
Estimateur H2
Filtre idéal
Figure 2.23  Résultats de synthèse
Pour le modèle présenté ﬁgure 2.22, on applique les méthodes de synthèse d'estima-
teurs correspondant au théorème 11 pour la synthèse d'un EGN H∞ et au théorème 12
pour la synthèse d'un EGN H2. Les modules des réponses fréquentielles de ces deux
estimateurs sont présentés ﬁgure 2.23 à gauche. L'EGN H2 correspond à la solution in-
tuitive (ﬁltre passe-bas), les valeurs ne correspondent pas en basses-fréquences. On aura
donc une estimation biaisée. L'EGN H∞ est lui un passe-tout quasiment assimilable à
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un gain. Pour avoir une interprétation en hautes fréquences pour l'estimateur H∞, il
est nécessaire de regarder l'ensemble de la fonction de transfert T(w,v)→(e) via ses valeurs
singulières (qui sont égales à la racine carrée de la densité spectrale de puissance de
l'erreur). Les valeurs singulières de T(w,v)→(e) sont présentées ﬁgure 2.23 à droite. Ces
valeurs singulières sont présentées pour 3 estimateurs :
 Le ﬁltre idéal : les valeurs singulières obtenues avec ce ﬁltre sont une limite infé-
rieure de la performance.
 L'estimateur H2 qui minimise l'aire sous ces valeurs singulières (en étant stable)
 L'estimateur H∞ qui minimise le pire-cas sur ces valeurs singulières.
L'estimateur H∞va garantir que toutes les valeurs singulières sont inférieures à un
certain γ (γ = 0.5 ici). La limite inférieure pour ce pire-cas est donnée par le gabarit
inférieur donné par le théorème 14. Si le pire-cas des valeurs singulières est considéré,
alors l'estimateurH∞ minimise ce pire-cas. A la fréquence du pire-cas (ω = 1), la réponse
fréquentielle du ﬁltre H∞ est égale à la réponse fréquentielle du ﬁltre idéal.
D'un point de vue qualitatif, la qualité des résultats peut être évaluée à partir de la
ﬁgure 2.23. Le ﬁltre H2 va correspondre à une version causale du ﬁltre idéal. Le ﬁltre
H2 est un ﬁltre passe-bas.
L'estimateur H∞ ne considère ﬁnalement qu'une seule fréquence : celle du maximum
le long des fréquences donné par l'expression (2.66) pour laquelle il est optimal. Le ﬁltre
H∞ est un passe-tout : il transmet de façon égale toutes les fréquences dont les hautes
fréquences : une partie du bruit de mesure va donc être transmise vers l'estimation du
signal z alors que l'objectif du débruitage est de couper ce bruit de mesure. D'un point
de vue qualitatif sur le rejet du signal v˜, le ﬁltre H2 présentera donc des résultats plus
intéressants que le ﬁltre H∞ non-pondéré.
Interprétation des pondérations sur l'erreur d'estimation
On se place toujours dans le cadre d'un problème d'estimation où le signal à estimer
est un scalaire. Dans ce cadre-là, T(w)→(e)(jω0) a une valeur singulière qui correspond à
la racine carrée de la DSP de l'erreur Se(jω0).
Le ﬁltre H∞ synthétisé sur l'exemple 1 page 66 garantit pour toutes les fréquences
que pour tous les signaux d'entrée de densité spectrale de puissance inférieure à 1, la
densité spectrale de puissance de l'erreur est inférieure à un certain γ2. Le théorème 14
nous garantit que le pire-cas pour la densité spectrale de puissance de l'erreur (pour des
signaux d'entrée de densité spectrale de puissance unitaire) ne peut pas être inférieur à
un certain gabarit.
Par conséquent, on teste une zone d'existence pour la DSP Se(jω) comme le présente
la ﬁgure 2.24 à gauche. Ce théorème peut également se mettre sous la forme de minimi-
sation d'une fonction de coût. Minimiser γ correspond alors à tester un gabarit de plus
en plus bas sur Se(jω), celle-ci étant bornée par le bas comme décrit dans la ﬁgure 2.24.
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L'estimateur H∞ synthétisé sans pondération ne considère donc qu'une seule pulsation :
la pulsation correspondant à la valeur maximale du gabarit inférieur 6.
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Figure 2.24  Diﬀérence faisabilité-minimisation d'une fonction de coût
L'utilisation de pondérations fréquentielles va permettre de modiﬁer la forme des
gabarits (supérieur sur l'erreur d'estimation OU 7 inférieur sur l'erreur d'estimation pon-
dérée) ce qui est à présent expliqué.
La relation suivante est garantie sur la DSP de l'erreur d'estimation ei (réponse de
la matrice de fonctions de transfert Tw→ei à des signaux d'entrée normalisés) par la
synthèse H∞ non pondérée.
∀ω ∈ R

(
T(w)→(zi)
(
I − T ∗
(w)→(y)(T(w)→(y)T
∗
(w)→(y))
−1T(w)→(y)
)
T ∗
(w)→(zi)
)
(jω) < Se(jω)
Se(jω) < γ2opt
Le gabarit supérieur sur la DSP Sei est donné par γ
2 : c'est un gabarit constant
pour toutes les fréquences. La description proposée par la norme H∞ sans pondération
est donc relativement pauvre. L'utilisation de pondérations fréquentielles sur la sortie
permet de rendre ce gabarit dépendant de la fréquence.
∀ω ∈ R

(
WT(w)→(zi)
(
I − T ∗
(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)
)
T ∗
(w)→(zi)W
∗
)
(jω) < (WSeW ∗) (jω)
(WSeW ∗) (jω) < γ2opt
La seconde expression (WSeW
∗) (jω) < γ2opt montre que l'utilisation de pondérations
fréquentielles permet de modiﬁer le gabarit inférieur sur la DSP de l'erreur d'estimation
6. proverbe chinois : Quand on a atteint l'objectif, on a raté tout le reste.
7. OU exclusif
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pondérée. Le gabarit supérieur sur l'erreur d'estimation pondéré est toujours donné par
γ2opt. Cette relation peut s'écrire sous la forme suivante :
∀ω ∈ R

(
T(w)→(zi)
(
I − T ∗
(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)
)
T ∗
(w)→(zi)
)
(jω) < Se(jω)
Se(jω) < γ2opt
(
W−1W−∗
)
(jω)
On retrouve avec cette formulation le même gabarit inférieur sur l'erreur d'estima-
tion. En revanche, le gabarit supérieur sur l'erreur d'estimation a une forme déﬁnie par
le module de W−1, et une hauteur déﬁnie par γ2opt.
La ﬁgure 2.25 présente le lien entre l'estimation H∞ avec et sans pondération. Le
schéma de gauche montre que le problème de faisabilité sans pondération consiste à
trouver un estimateur qui va garantir pour la densité spectrale de puissance de l'erreur
un gabarit supérieur constant. Le schéma de droite montre que le problème de faisabilité
avec pondération consiste à trouver un estimateur qui garantit pour la densité spectrale
de puissance de l'erreur un gabarit supérieur d'une forme déﬁnie par l'inverse du carré
du module de la pondération de sortie. La minimisation de γ consiste à trouver le gabarit
supérieur le plus bas d'une forme choisie.
10-2 100 102
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10-1
100
101
H
∞
 sans pondérations
10-2 100 102
10-2
10-1
100
101
H
∞
 pondéré
 
 Gabarit supérieur
Gabarit inférieur
Figure 2.25  Diﬀérence H∞-H∞ pondéré
Retour à l'exemple 1 page 66
Les pondérations permettent donc d'exprimer les zones d'intérêt pour l'estimation.
Par exemple un choix de pondération simple pour améliorer la DSP de l'erreur d'estima-
tion en hautes fréquences estW (s) = s+3
0.1s+3
. Cette pondération est stable et inversement
stable. Le module de cette pondération est décrit ﬁgure 2.26
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Figure 2.26  Module de la pondération
Un EGN est synthétisé (théorème 13 page 60) minimisant une norme H∞ pondérée
par W sur l'erreur d'estimation. La ﬁgure 2.27 page 72 montre les valeurs singulières
de la matrice de fonction de transfert T(w,v)→(e), le gabarit inférieur, ainsi que le gabarit
supérieur donné par γopt |W−1|, où γopt est le résultat de la minimisation de γ sous les
contraintes du théorème 13. Cette pondération permet d'améliorer l'estimation en hautes
fréquences par comparaison avec le ﬁltre H∞ synthétisé sans pondération. La ﬁgure de
droite montre le module de la fonction de transfert de l'estimateur. Le gabarit pour
la norme H∞ sans pondération est donné par γopt, où γopt est la solution du problème
de minimisation de γ sous les contraintes du théorème 11 page 56. L'amélioration de
l'estimation en hautes fréquences par l'utilisation de la pondération choisie est notable
ici.
De manière générale, l'estimation sera bonne si la densité spectrale de puissance de
l'erreur est au plus près de la borne inférieure. L'utilisation de la norme H2 permet de le
faire de manière naturelle, bien qu'elle donne une estimation biaisée. La norme H∞ sans
pondération ne permet pas de considérer l'ensemble des fréquences. Pour cette raison,
les articles considérant l'estimation H∞ nominale sans considération de pondération sur
la sortie ont eu recours à certains artiﬁces, comme la minimisation d'une norme H2 sous
une contrainte H∞[BH89]. Une autre possibilité est de se ramener à une solution sous-
optimale en terme de norme H∞ [ST92, HSK99].
2.4.3 Une méthode systématique pour choisir les pondérations
En reprenant l'exemple 1, trois choix de gabarits pour l'erreur d'estimation sont
présentés.
W1(s) =
s+ 3
0.1s+ 3
W2(s) =
0.1s+ 3
s+ 3
W3(s) =
6s+ 1
6s+ 0.1
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Figure 2.27  Module de la pondération
La ﬁgure 2.28 page 73 présente les gabarits déﬁnis par le module de ces pondérations
et l'importance du choix de la pondération. Les gabarits sont représentés pour γopt, où
γopt est le résultat de la minimisation d'une fonction de coût sous les contraintes du
théorème 13 page 60. Le gabarit inférieur obtenu avec la réponse fréquentielle idéale est
également représenté.
La pondération W1 exprime une amélioration de l'erreur d'estimation en hautes
fréquences (rejet du bruit de mesure). La pondération W2 exprime le même cahier des
charges mais la bande passante spéciﬁée est trop faible et, dans ce cas, la performance
est limitée par le gabarit inférieur : cette pondération est un très mauvais choix. La
pondération W3 exprime une amélioration de l'erreur d'estimation en basses fréquences,
ce qui peut se traduire par une amélioration de l'erreur statique sur l'erreur d'estimation.
Le choix de la pondérationW2 montre qu'un mauvais choix de pondération peut dégrader
la performance.
Il apparait comme naturel au vu de cette ﬁgure de choisir un gabarit supérieur sur
la densité spectrale de puissance de l'erreur d'estimation ei coïncidant avec le gabarit
inférieur, ce qui est présenté par la suite.
Le gabarit inférieur sur la DSP est donné par le théorème 14 page 64 :
Sei(jω) =
(
T(w)→(zi)[I − T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)]T ∗(w)→(ei)
)
(jω)
Une pondération idéale Wi pour l'erreur d'estimation ei est donc une pondération
dont le carré du module de la réponse fréquentielle est égal au gabarit inférieur sur la
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Figure 2.28  Gabarits supérieurs pour diﬀérentes pondérations et gabarit inférieur
DSP : (
W−1i W
−∗
i
)
(jω) = Sei(jω)(
W−1i W
−∗
i
)
(jω) =
(
T(w)→(zi)
(
I − T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)
)
T ∗(w)→(ei)
)
(jω)
Cette pondération déﬁnit un gabarit supérieur par son module, qui va coïncider
parfaitement avec le gabarit inférieur atteignable pour la densité spectrale de puissance
de l'erreur d'estimation. La minimisation de la norme H∞ pondérée correspond à faire
descendre ce gabarit supérieur au plus près du gabarit inférieur. Cette pondération
va permettre de garantir un écart par rapport à la meilleure DSP atteignable pour
l'erreur d'estimation. Pour le cas multi-variable, la pondération idéale est constituée
des pondérations idéales pour une erreur d'estimation mise sous la forme d'une matrice
bloc-diagonale.
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W = diag
i
(Wi)
W−∗i W
−1
i =
(
T(w)→(zi)[I − T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)]
−1T(w)→(y)
)
T ∗(w)→(zi)
)
Il est important de préciser que les pondérations Wi sont déﬁnies par le module de
leur réponse fréquentielle. Pour pouvoir les mettre en ÷uvre, il sera nécessaire de trouver
une fonction de transfert stable et inversement stable admettant la réponse fréquentielle
idéale. De manière générale, il sera nécessaire de prendre une approximation de cette
pondération, comme présenté dans l'exemple suivant.
Mise en ÷uvre sur l'exemple 1
Les fonctions de transfert de l'exemple sont les suivantes :
T(w)→(z)(s) =
[
1
s+1
0
]
T(w)→(y)(jω0) =
[
1
s+1
s
s+1
]
Par conséquent, la réponse fréquentielle de la pondération idéale est déﬁnie par
W−1W−∗(jω) =
(
T(w)→(zi)
(
I − T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)
)
T ∗(w)→(zi)
)
(jω)
W−1W−∗(jω) = ω
2
(1−jω)2(1+jω)2
la pondération idéale est donc W−1id (jω) =
jω
(1+jω)2
, qui peut se mettre sous la forme
d'une fonction de transfert stable de la forme W−1id (s) =
s
(1+s)2
Dans ce cas particulier, le calcul de la pondération peut se faire de façon analytique.
Sur des cas plus compliqués comme nous le verrons à la ﬁn de ce chapitre, cette pondé-
ration peut être calculée soit pas factorisation spectrale [ZDG95] sous l'hypothèse qu'il
n'y a pas de pôles sur l'axe imaginaire, soit en prenant une approximation à partir des
pôles et des zéros stables de la fonction de transfert(
T(w)→(zi)
(
I − T ∗(w)→(y)
(
T(w)→(y)T ∗(w)→(y)
)−1
T(w)→(y)
)
T ∗(w)→(zi)
)
(s)
qui est une fonction de transfert SISO (cas d'un signal scalaire).
La pondération doit être stable et inversement stable, ce qui n'est pas le cas ici :
Wid est instable. Une approximation de cette fonction de transfert doit être choisie. Par
ajout d'un zéro (−100) en dehors de l'intervalle de fréquences d'intérêt, et perturbation
du zéro existant (zéro en 0 déplacé en −0.01), la pondération W−1 qui va être mise en
÷uvre est la suivante :
W−1 =
s2 + 100s+ 1
100s2 + 200s+ 100
. (2.67)
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Pour bien illustrer le fait que cette pondération déﬁnit un gabarit supérieur qui est
l'image du gabarit inférieur, la ﬁgure 2.29 page 75 montre le gabarit supérieur déﬁni
par W−1W−∗, et le gabarit inférieur atteignable sur cet exemple. La diﬀérence de forme
entre le gabarit inférieur et le gabarit supérieur est due à l'ajout de zéros pour rendre
la pondération stable et inversement stable.
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Figure 2.29  Gabarit supérieur déﬁni par la pondération idéale et gabarit inférieur
atteignable
Un EGN est synthétisé en utilisant le théorème 13 page 60 (Synthèse d'EGn H∞ avec
pondération), avec la pondération de sortie présentée équation (2.67). On obtient comme
valeur optimale pour la norme H∞ pondérée γopt = 1.4.
La ﬁgure 2.30 montre le gabarit supérieur sur les valeurs singulières déﬁni par
γoptW
−1, le gabarit inférieur sur les valeurs singulières, et les valeurs singulières de
la fonction de transfert T(w,v)→e. Le gabarit supérieur vient au plus près du gabarit
inférieur, et les valeurs singulières de la matrice de fonction de transfert T(w)→(e) sont
comprises entre ces deux gabarits.
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Figure 2.30  Valeurs singulières de T(w,v)→e (Estimateur H∞ pondéré)
Le module de la fonction de transfert de l'EGN correspondant est présentée ﬁ-
gure 2.31. Cette ﬁgure montre également les modules des fonctions de transfert corres-
pondant aux estimateurs présentés dans cette partie (H∞, H2, Filtre idéal). La fonction
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de transfert de l'EGN synthétisé avec la pondération idéale correspond bien à ce qu'on
attendait de l'estimateur de façon intuitive, ce qui valide notre approche.
10-2 10-1 100 101 102
10-4
10-2
100
 
 
EGN H
∞
EGN H2
Filtre idéal
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 pondéré
Figure 2.31  Module des estimateurs
2.4.4 Conclusions sur le choix des pondérations
Cette section présente un ensemble d'éléments pour aborder de façon simple l'esti-
mation H∞ pondérée dans le cas nominal. Dans un premier temps, nous avons montré
qu'il existe une limite de performance atteignable pour la densité spectrale de puissance
de l'erreur d'estimation. Le théorème 14 page 64 présente cette limite de performance,
ainsi que la réponse fréquentielle idéale qui permet d'atteindre cette limite.
Dans une seconde partie, sur un exemple simple de débruitage, nous avons présenté
la manière dont les solutions obtenues en minimisant une norme H2 ou une norme
H∞ s'articulent autour de cette limite de performance. Cela a également permis de
montrer la nécessité d'utiliser des pondérations sur l'erreur d'estimation, et comment
ces pondérations permettent de spéciﬁer un cahier des charges fréquentiel sur l'erreur
d'estimation.
Pour ﬁnir, nous avons présenté une manière systématique pour choisir les pondéra-
tions sur l'erreur d'estimation en l'absence d'autres cahiers des charges. Cette pondéra-
tion permet de garantir une borne supérieure sur l'écart maximal entre la performance
atteinte par l'estimateur et la limite de performance.
2.5 Exemple d'application
Exemple 2. Nous présentons le modèle suivant, tiré de l'exemple de [ST92]. Ce modèle
peut décrire un système physique, comme un système masses-ressorts ou un circuit RLC.
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
x˙1(t)
x˙2(t)
z1(t)
z2(t)
y(t)


0 wn 0 0
−wn −2ewn 1 0
1 0 0 0
0 1 0 0
0 1 0 1


x1(t)
x2(t)
w1(t)
w2(t)

On souhaite estimer les états x1 et x2 à partir de y = x2 + w2, la mesure bruitée de
l'état x2. Les entrées de ce système sont la perturbation non mesurée w1 et le bruit de
mesure w2.
Dans le cadre présenté dans la ﬁgure 2.21 page 63, la matrice de fonctions de transfert
T(w)→(z) admet la représentation d'état suivante :
T(w)→(z) =

0 wn 0 0
−wn −2ewn 1 0
1 0 0 0
0 1 0 0

La fonction de transfert T(w)→(y) est donnée par
T(w)→(y) =
 0 wn 0 0−wn −2ewn 1 0
0 1 0 1

Il est possible pour ce système de calculer la réponse fréquentielle minimisant la den-
sité spectrale de puissance de l'erreur en utilisant le théorème 14 page 64. Ce théorème
donne également une limite inférieure de la performance.
Un EGN minimisant la norme H2 est synthétisé en utilisant le théorème 12 page 58.
Un EGN minimisant la normeH∞ sans pondération est également synthétisé en utilisant
le théorème 11 page 56. Ces estimateurs sont des matrices de fonctions de transfert de
dimensions 2× 1.
La ﬁgure 2.32 montre les valeurs singulières des vecteurs T(w)→(e1) dans la ﬁgure du
haut et T(w)→(e2) dans la ﬁgure du bas pour l'estimateur H2 et l'estimateur idéal. Ces
valeurs singulières correspondent à la racine carrée de la DSP d'une erreur d'estimation
donnée. La limite de performance donnée par le théorème 14 page 64 est également
aﬃchée. L'estimateur H2 considère toutes les bandes de fréquences idéalement, pour les
deux signaux à estimer.
La ﬁgure 2.33 montre les valeurs singulières des vecteurs T(w)→(e1) dans la ﬁgure du
haut et T(w)→(e2) dans la ﬁgure du bas pour l'estimateur H∞ synthétisé sans pondération
et l'estimateur idéal. Nous aﬃchons également le gabarit garanti par la méthode de
synthèse pour les densités spectrales de puissance des erreurs d'estimation. Ce gabarit
est donné par γopt qui est le résultat de la minimisation de γ sous les conditions du
théorème 11 page 56.
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Figure 2.32  Densités spectrales de puissance (EGN H2)
Dans le cas H∞, le gabarit supérieur est garanti sur les valeurs singulières de la
matrice T(w,v)→(e). Si les valeurs singulières de cette matrice sont inférieures à γ alors cela
implique que les valeurs singulières des vecteurs la composant sont également inférieures
à γ.
σ¯(T(w)→(e)) < γ ⇒
{
σ¯(T(w)→(e1)) < γ
σ¯(T(w)→(e2)) < γ
La ﬁgure 2.34 montre les valeurs singulières atteintes avec l'estimateur H∞. Au sens
des valeurs singulières, l'estimateur est optimal, mais il est sous-optimal au sens des
densités spectrales de puissance. Dans le cas de cet exemple, le pire-cas pour les valeurs
singulières est placé sur la résonance du système G.
Pour illustrer une fois de plus l'intérêt des pondérations, un estimateur H∞ pondéré
est synthétisé (théorème 13 page 60). La pondération appliquée sur l'erreur d'estimation
est la pondération idéale déﬁnie dans la section 2.4.
W = diag
i
(Wi)
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Figure 2.33  Densités spectrales de puissance (EGN H∞)
W−1i W
−∗
i (jω) =
(
T(w)→(zi)
(
I − T ∗(w)→(y)
(
T(w)→(y)T(w)→(y))∗
)−1
T(w)→(y)
)
T ∗(w)→(zi)
)
(jω)
Cette pondération ne peut pas être appliquée directement : ce n'est pas une fonction
de transfert inversement stable. Elle doit être rendue propre et non strictement propre
pour chaque termeWi. Ceci est fait par l'ajout de zéros ou la perturbation des zéros exis-
tants. La ﬁgure 2.35 montre les gabarits supérieurs (correspondant à l'inverse du module
de la pondération) déﬁnis par la pondération idéale pour chaque erreur d'estimation.
Cette ﬁgure montre également la meilleure estimation possible atteignable pour la den-
sité spectrale de puissance, qui constitue le gabarit inférieur sur l'erreur d'estimation.
La pondération idéale déﬁnit des gabarits supérieurs adaptés aux gabarits inférieurs.
On synthétise un EGN avec cette pondération par application du théorème 13
page 60. La ﬁgure 2.36 montre les densités spectrales de puissance atteintes pour les
erreurs d'estimation. Le graphe du haut montre la densité spectrale de l'erreur d'esti-
mation e1 atteinte avec l'estimateur, avec son gabarit inférieur atteignable en rouge, et
son gabarit supérieur garanti par la synthèse γopt
∣∣W−11 (jω)∣∣. Le graphe du bas montre
Version du 17 décembre 2012 79
Chapitre 2 : ESTIMATION NOMINALE
10-2 10-1 100 101 102 103
-60
-50
-40
-30
-20
-10
0
10
ω
a m
p l
i t u
d e
( d B
)
 
 
Valeurs singulières 1
Valeurs singulières 2
Gabarit garanti par la synthèse
sup(σ(T(w)→(e))
Figure 2.34  Valeurs singulières et gabarit supérieur : l'estimateur H∞
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Figure 2.35  Gabarits supérieurs déﬁnis par la pondération idéale
la densité spectrale de l'erreur d'estimation e2, avec son gabarit inférieur atteignable en
rouge, et son gabarit supérieur garanti γopt
∣∣W−12 (jω)∣∣.
Même dans ce cas multi-variable, le choix systématique de la pondération idéale
présentée section 2.4 page 62 permet d'obtenir une erreur d'estimation au plus proche de
la densité spectrale de puissance atteignable. En comparaison auH2 (ﬁgure 2.32 page 78)
les densités spectrales de puissance sont de même qualité au sens de l'estimation avec
l'estimateur H∞ pondéré idéalement.
2.6 Conclusions sur le cas certain
Nous avons présenté dans ce chapitre une approche LMI de l'estimation nominale.
Un état de l'art succinct a été présenté section 2.1. Dans cette section, les structures
principales utilisées pour l'estimation nominale ont été présentées. Les critères de per-
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Figure 2.36  Gabarits supérieurs déﬁnis par la pondération idéale
formance pour l'erreur d'estimation, ainsi que les outils de calcul pour la synthèse de
l'estimateur ont été présentés.
Par la suite, la section 2.2 propose une approche LMI de l'estimation nominale. Les
conditions d'existence pour les structures d'estimateur classiques ont été présentées sous
la forme de théorèmes permettant de tester l'existence d'un estimateur d'une structure
donnée, pour un niveau de performance donné.
La comparaison des problèmes d'optimisation a permis de dégager des critères com-
paratifs. Les structures classiques ont été systématiquement comparées, ce qui a permis
de dégager leurs avantages et leurs inconvénients. A partir de ces points de comparai-
son, on est en mesure de choisir quelle structure est la plus adaptée pour un problème
donné. Nous avons présenté une nouvelle structure dans la section 2.3 : l'Estimateur
Nominal Généralisé (EGN). Nous avons montré que cette structure permet de prendre
en compte de façon élégante les pondérations sur l'erreur d'estimation, mais également
qu'elle garantit la même performance que toutes les autres structures quel que soit le
critère de performance considéré.
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Pour ﬁnir, la nécessité d'utiliser les pondérations pour spéciﬁer un cahier des charges
pour l'estimation a été développée section 2.4. Sur un exemple simple (exemple 1), il
a été montré comment les pondérations permettent de spéciﬁer des zones d'intérêt sur
l'erreur d'estimation. Nous avons également montré que pour l'estimation nominale, il
existe une limite de performance donnée par le théorème 14. Cette limite de performance
a permis de comparer les estimateurs minimisant une norme H2 ou H∞ sur l'erreur
d'estimation. Nous avons également prouvé que cette limite de performance permet
de choisir systématiquement des pondérations qui vont permettre de se rapprocher de
l'estimation idéale. Ces méthodes ont été mises en ÷uvre sur un exemple de la littérature.
Une approche générale de l'estimation nominale a été présentée :
 La formalisation du problème a été présentée : comment modéliser les signaux,
comment modéliser le modèle assurant la relation entre ces signaux et comment
mettre en forme le problème de synthèse d'estimateur.
 Finalement, les critères de performance considérés classiquement (norme H2 et
norme H∞) ont été présentés. Des résultats d'analyse permettant de tester eﬃca-
cement ces normes d'une matrice de fonctions de transfert ont été présentés.
 Le ﬁltre et l'observateur introduits dans ce chapitre sont les structures classiques.
La méthode pour dériver des résultats de synthèse à partir des résultats d'analyse
a été développée, permettant de formuler des conditions de synthèse pour ces
deux structures sous la forme de problème d'optimisation sous contrainte LMI.
La comparaison des problèmes d'optimisation ainsi obtenus a permis d'étendre
ces structures classiques. Deux extensions ont été présentées : l'observateur à gain
dynamique et l'estimateur généralisé nominal.
Le bilan des outils présentés pour l'estimation nominale est fait table 2.4. Les cha-
pitres suivants vont étendre de façon systématique les points présentés dans ce tableau.
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Estimation nominale
Mise en forme et analyse
Modéliser le système et les signaux Modèle LTI (section 1.2.2 et 1.2.3 page 5)
Caractériser l'erreur d'estimation
Normes H2 et H∞ (pondérée ou non)
(section 1.2.4 page 10)
Outils d'analyse eﬃcaces
Lemme 1 page 29 (norme H∞), Lemme 2
page 29 (norme H2).
Synthèse d'estimateur
Capacité à transformer ces outils d'analyse
en outils de synthèse
Section 2.2 page 28, avec les outils de
l'annexe A
Synthèse de la structure ﬁltre
Synthèse garantissant une norme H2, H∞,
H∞ pondérée
Synthèse de la structure observateur à gain
statique
Synthèse garantissant une norme H2, H∞
Synthèse de la structure observateur à gain
dynamique
Synthèse garantissant une norme H2, H∞
Synthèse d'estimateur généralisé nominal
Synthèse garantissant une norme H2, H∞,
H∞ pondérée
Analyse de la performance de
l'estimation
Synthèse de la réponse fréquentielle
optimale (analyse de la performance des
estimateurs)
Théorème 14 page 64
Choix des pondérations pour l'estimation
H∞
Section 2.4 page 62
Tableau 2.4  Bilan de l'estimation nominale
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Chapitre 3
Représentation et analyse des modèles
incertains pour l'estimation
Dans ce chapitre, une présentation de la problématique de l'estimation robuste est
eﬀectuée, puis une extension systématique de la mise en forme et de l'analyse des sys-
tèmes LTI (pour la synthèse d'estimateurs) aux systèmes incertains est présentée. Re-
lativement au tableau 2.4 page 83, les points qui vont être étendus sont présentés dans
le tableau 3.1.
Estimation nominale Estimation robuste
Mise en forme et
analyse
Modéliser le système et les
signaux
Modèle LTI (section 1.2.2
et 1.2.3 page 5)
Quel type de modélisation
pour le modèle incertain ?
Caractériser l'erreur
d'estimation
Normes H2 et
H∞ (pondérée ou non)
(section 1.2.4 page 10)
Quel type de norme pour
caractériser l'erreur
d'estimation ?
Outils d'analyse eﬃcaces
Lemme 1 page 29 (norme
H∞), Lemme 2 page 29
(norme H2).
Pour le modèle et la norme
choisie, est-il possible de
tester cette norme de façon
eﬃcace ?
Tableau 3.1  Objectifs du chapitre 3
3.1 Le problème d'estimation robuste
3.1.1 Introduction à l'estimation robuste
Les méthodes présentées dans le chapitre 2 sont basées sur une hypothèse très forte :
le modèle utilisé pour synthétiser l'estimateur représente parfaitement la réalité. Si cette
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hypothèse est vériﬁée, alors le niveau de performance garanti par la méthode de synthèse
(comme par exemple le théorème 12) sera atteint lors de l'application de l'estimateur
sur le système réel.
Tout modèle n'est qu'une représentation imparfaite de la réalité. Les propriétés ga-
ranties par la synthèse de l'estimateur sur le modèle nominal ne seront pas vériﬁées
lors de l'application de l'estimateur synthétisé sur le système réel. Dans certains cas, si
le modèle nominal décrit "suﬃsamment" bien le système réel, la performance atteinte
par l'estimateur sera satisfaisante. Dans de nombreux autres cas, de petites erreurs sur
le modèle pourront dégrader de façon signiﬁcative la performance [Bha76]. Il est donc
nécessaire dans de nombreux cas de prendre en compte cette erreur de modélisation dès
la synthèse de l'estimateur.
3.1.2 Sources d'incertitudes
Quelles peuvent être les erreurs de modélisation faites lors de la représentation d'un
système réel par un modèle LTI ? Par analogie avec le formalisme présenté pour la
modélisation du système présenté dans la ﬁgure 1.8 page 7, les erreurs de modélisation
peuvent être faites sur les modèles de signaux ou sur le modèle explicitant la relation
entre les signaux mesurés et les signaux à estimer.
Incertitudes sur les modèles de signaux
Dans le cadre de l'estimation nominale, les signaux sont modélisés comme la sortie
d'un processus générateur en réponse à une entrée normalisée. Le processus générateur
caractérisant le signal est souvent formulé à partir d'a priori. Dans le cas stochastique,
ces signaux sont modélisés comme étant la sortie d'un processus générateur en réponse à
un signal de densité spectrale de puissance unitaire. Les densités spectrales de puissance
des signaux de sortie ainsi que leurs densités spectrales de puissance inter-spectres sont
complètement caractérisées.
Dans le cas déterministe, le signal normalisé d'entrée est caractérisé comme un signal
de densité spectrale de puissance inférieure ou égale à 1 : le signal d'entrée englobe tous
les signaux de DSP inférieure à 1, et la synthèse garantit un niveau de performance pour
tous ces signaux. Par conséquent, la représentation déterministe peut être conçue comme
une approche robuste à un niveau de signal en entrée par rapport à la modélisation
stochastique. Si le signal d'entrée est de densité spectrale de puissance inférieure ou égale
à 1, la norme H∞ donnera un gabarit supérieur pour les signaux de sortie possibles. La
norme H2 correspondra à une borne supérieure de la puissance pour tous les signaux
de sortie. En réalité, dans le cas stochastique, les propriétés des modèles LTI font que
ces propriétés sont également vériﬁées. La robustesse relativement à un niveau de signal
d'entrée est donc naturellement prise en compte.
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Figure 3.1  Processus générateur quasi-sinusoïdal
Une source d'erreur plus intéressante est l'erreur sur le processus générateur déduit
de l'analyse des densités spectrales de puissance et des densités spectrales de puissance
inter-spectre qu'il peut être nécessaire de décrire. La description du processus générateur
est homogène à la description du modèle explicitant la relation entre les signaux mesurés
et les signaux à estimer : c'est un modèle LTI.
Incertitudes sur le modèle du système
Les sources d'incertitudes sur le modèle explicitant la relation entre les signaux d'en-
trée, les signaux à estimer et les signaux mesurés doivent être prises en compte. Les
incertitudes sur les signaux d'entrée peuvent être en partie encapsulées par un modèle
de densité spectrale de puissance. En revanche, si le modèle du système reliant les si-
gnaux est faux, alors le signal estimé lors de l'application de l'estimateur sur le système
réel ne correspondra pas à l'estimation du signal interne souhaitée. De petites incer-
titudes sur ce modèle peuvent fortement dégrader la performance de l'estimateur. Ce
sont les incertitudes sur le modèle du système qui sont critiques [Bha76]. Dans le cas
nominal, ce système est modélisé par un modèle LTI. Nous allons donc nous intéresser
aux incertitudes sur les modèles LTI.
Incertitudes paramétriques sur les modèles LTI
Le processus générateur décrivant les signaux ainsi que le modèle explicitant les
relations entre eux sont décrits de façon homogène par un modèle LTI comme présenté
dans le chapitre 1.
Une première source d'incertitudes est l'incertitude sur les paramètres du modèle
LTI. Dans le cas d'un processus générateur présenté ﬁgure 3.1, associé à un signal
quasi-sinusoïdal, la fréquence de résonance ω0 peut être mal connue. Le modèle LTI
correspondant à ce processus générateur est décrit par la fonction de transfert suivante :
s2 + ω0s+ ω
2
0
s2 + ξω0s+ ω20
0 > ξ > 1
Le paramètre ω0 décrivant la fréquence de résonance de ce modèle LTI peut être
incertain. Dans ce cas particulier, les densités spectrales de puissance possibles pour le
signal y sont décrites ﬁgure 3.2. Le coeﬃcient ω0 peut également évoluer dans le temps.
Version du 17 décembre 2012 87
Chapitre 3 : ANALYSE DES MODELES INCERTAINS
Le coeﬃcient d'amortissement ξ peut également ne pas être connu parfaitement, voire
évoluer dans le temps.
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Figure 3.2  DSP quasi sinusoïdale
Dans le cadre du modèle explicitant la relation entre les signaux, les paramètres
physiques ne sont jamais parfaitement connus. Pour un système masse-ressort, le modèle
d'état correspondant à ce système est le suivant :
x˙1(t)
x˙2(t)
x¨1(t)
x¨2(t)
z(t)
y(t)

=

0 0 1 0 0 0
0 0 0 1 0 0
−k1−k2
m1
k2
m1
− c
m1
0 1
m1
0
k2
m2
−k2
m2
0 − c
m2
0 0
1 0 0 0 0 0
0 1 0 0 0 1


x1(t)
x2(t)
x˙1(t)
x˙2(t)
u(t)
v(t)

(3.1)
De manière générale, les valeurs exactes des raideurs ki, des masses mi ou du coeﬃ-
cient d'amortissement c ne sont pas parfaitement connues . Ces paramètres peuvent avoir
des valeurs constantes inconnues mais bornées dans un intervalle (comme par exemple
dans le cas d'une dispersion de production). Ils peuvent également varier dans le temps
si le système vieillit ou si les conditions d'utilisation changent.
Un autre exemple simple d'incertitudes paramétriques est celui de l'incertitude sur
les composants d'un système électronique (capacités, inductances, résistances). Les com-
posants sont vendus avec un intervalle de conﬁance autour de la valeur nominale.
Les incertitudes paramétriques sont naturellement présentes dans les systèmes [Pea00].
Pour citer quelques exemples, ces incertitudes peuvent permettre de décrire des modes
de ﬂexions pour le contrôle d'un disque dur [CFH07] et sont naturellement présentes
dans les modèles décrivant un composant piézo-électrique [AFA10].
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Figure 3.3  Incertitude additive et multiplicative
Incertitudes dynamiques
En dehors des incertitudes paramétriques, les dynamiques du modèle LTI décrivant
le processus générateur ou le modèle reliant les signaux peuvent être mal modélisées.
Par exemple, le modèle masse-ressort peut être un modèle d'ordre réduit pour un
système de dimension inﬁnie d'une structure ﬂexible. Les modes de ﬂexion hautes fré-
quences peuvent être décrits par une incertitude additive [BD94] ou une incertitude
multiplicative en sortie (exemple du contrôle de microscope [KS11]) (ﬁgure 3.3). Les dy-
namiques correspondant à ce modèle peuvent correspondre donc aux principaux modes
de vibrations. On peut également citer l'exemple des canaux d'irrigation pour les sys-
tèmes de dimension inﬁnie [Din05]. Ces dynamiques non modelisées peuvent également
décrire des couplages dans les circuits électriques en hautes fréquences [HN04].
Pour illustrer le concept d'incertitude dynamique, la ﬁgure 3.3 montre une incerti-
tude additive ∆ telle que ‖∆‖ < 1 pouvant modéliser un ou plusieurs des modes de
vibrations ignorés. La ﬁgure 3.4 à gauche décrit le module des fonctions de transfert
W∆ explicitant le gabarit sur l'incertitude additive ainsi que le module de la fonction de
transfert T(w)→(u). Des exemples de modèles possibles sont présentés dans la ﬁgure de
droite.
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Figure 3.4  Module de la fonction de transfert du système incertain
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Les descriptions proposées par les incertitudes paramétriques et dynamiques sont
complémentaires. Ces incertitudes peuvent être composées de nombreuses façons [FS05],
permettant la description précise de modèles incertains de nature très variée.
Des ensembles de modèles sont décrits en utilisant ces incertitudes. Dans le cas où
les incertitudes paramétriques et dynamiques sont temps-invariantes, le modèle incertain
décrit un ensemble de modèles LTI. Si ces incertitudes sont temps-variantes, un ensemble
d'opérateurs correspondant à toutes les trajectoires possibles de l'incertitude dans son
intervalle de variation est décrit.
Dans cette thèse, les incertitudes paramétriques et dynamiques TI/TV sont consi-
dérées. Ces incertitudes permettent de décrire des ensembles de modèles. Pour répondre
au problème de l'erreur de modélisation, cette thèse propose d'étendre les méthodes de
l'estimation nominale. Le modèle du système ne sera pas un modèle unique mais un
ensemble de modèles. Dans le cas de l'estimation nominale, l'estimateur est synthétisé
sur un modèle proche de tous les systèmes possibles. Pour l'approche robuste, le modèle
appelé modèle incertain décrit un ensemble de systèmes possibles contenant à priori le
système réel.
D'un point de vue représentation, la représentation du modèle incertain
doit être la plus générale possible. Cette représentation doit permettre de
décrire des incertitudes de natures très variées dans l'objectif de résoudre le
problème d'estimation robuste dans sa forme la plus générale possible.
3.1.3 Approche proposée : l'estimation pire-cas
Dans cette thèse, nous proposons une approche pire-cas illustrée ﬁgure 3.5. La mé-
thode de synthèse doit permettre de trouver un estimateur garantissant un niveau de
performance pour tous les modèles inclus dans le modèle incertain. Si le système réel
est inclus dans le modèle incertain, alors la propriété garantie lors de la synthèse sera
vériﬁée lors de l'application de l'estimateur robuste sur le système réel.
Il existe bien sûr d'autres approches de ce problème, notamment les approches qui
garantissent une performance moyenne pour tous les modèles compris dans le modèle
incertain. D'un point de vue ingénieur, l'approche pire-cas nous paraît plus intéressante
pour une raison simple : garantir une propriété pour tous les modèles inclus dans le
modèle incertain évite les comportements particuliers. Ceci ne peut pas être garanti par
une performance moyenne.
3.1.4 Forme standard du problème d'estimation robuste
Les modèles incertains déﬁnissent un ensemble de modèles noté ΓG dans cette thèse.
La forme standard du problème d'estimation robuste est présentée dans la ﬁgure 3.6.
L'objectif de cette thèse est d'étendre les méthodes du cas nominal à l'estimation
robuste. Dans le cadre de l'estimation nominale, le modèle des signaux et du système les
90 Version du 17 décembre 2012
Chapitre 3 : ANALYSE DES MODELES INCERTAINS
Modèles réels possibles 
Dispersion de production 
Vieillissement 
Modèle variant 
Approche nominale 
Modèle nominal 
Approche robuste 
Ensemble de modèles : 
Modèle incertain 
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Figure 3.6  Forme standard du problème d'estimation robuste
reliant est donné par un modèle LTI. L'erreur d'estimation est caractérisée par une norme
sur la fonction de transfert T(w)→(e) (norme H2, H∞ ou H∞ pondérée). L'estimateur est
également un modèle LTI, synthétisé via 2 structures, la structure ﬁltre ou la structure
observateur. La synthèse de cet estimateur est faite par application sur la forme standard
du problème de synthèse d'un résultat d'analyse transformé par la suite en résultat de
synthèse. L'objectif est donc de reproduire la même démarche pour l'estimation robuste.
Le problème d'estimation robuste étudié dans cette thèse consiste à trou-
ver un estimateur décrit par un modèle LTI garantissant un critère de per-
formance sur l'erreur d'estimation pour tous les systèmes G ∈ ΓG.
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3.1.5 Caractériser l'erreur d'estimation
Extension des normes
Les espaces de signaux permettent d'étendre les outils des modèles LTI aux modèles
LTV. Les incertitudes considérées dans cette thèse étant possiblement des incertitudes
temps-variantes, le modèle considéré pour l'opérateur T(w)→(e) ne sera plus une matrice
de fonctions de transfert. Par conséquent, les normes H∞ et H2 ne peuvent plus être
utilisées que dans les cas où les incertitudes ne dépendent pas du temps.
Une extension naturelle de ces normes est fournie par les espaces de signaux. L'an-
nexe F page 259 présente les bases de la modélisation des signaux et des normes induites.
Une extension naturelle de la norme H∞ est la norme induite par l'espace L2 des
signaux : le L2-gain [Jon01, SF06].
Deﬁnition 4. L2-gain d'un opérateur
Soit un opérateur T(w)→(e) de L2 → L2, le L2-gain de l'opérateur T(w)→(e) est noté∥∥T(w)→(e)∥∥i2
∥∥T(w)→(e)∥∥i2 = min γ tel que ∀w ∈ L2,  +∞−∞ (e(t)eT (t)− γ2w(t)wT (t))dt < 0
 Le L2-gain caractérise la pire ampliﬁcation énergétique de l'opérateur T(w)→(e). Si
l'opérateur T(w)→(e) est un modèle LTI, le L2-gain est égal à la norme H∞[Jon01].
 L'espace des signaux est relativement limité : très peu de signaux réels appar-
tiennent à cet espace. Un point intéressant est que le L2-gain est également valable
pour l'espace L2e, l'espace des signaux L2 étendu. Le L2-gain est donc le critère
retenu pour l'extension de la norme H∞ pour les modèles incertains.
La norme H2 pour un système linéaire est également caractérisée comme l'énergie de
la réponse impulsionnelle. Cette déﬁnition est choisie pour étendre la norme H2 pour les
modèles incertains [SK06]. La notation de la norme H2 des systèmes LTI est conservée.
Deﬁnition 5. Norme H2 d'un opérateur[SK06]
Soit un opérateur T(w)→(e) de L2 → L2, de réponse impulsionnelle h(t). La norme H2 de
l'opérateur T(w)→(e) est noté
∥∥T(w)→(e)∥∥2∥∥T(w)→(e)∥∥2 = min γ tel que  +∞−∞ Trace (h(t)hT (t)) dt < γ2
Performance pire-cas
Les modèles incertains considérés sont des ensembles de modèles ΓG. Pour chaque
modèle de ΓG, les normes H2 ou L2-gain prennent des valeurs distinctes. Le choix fait
dans cette thèse est de considérer le pire cas d'une norme donnée pour tous les systèmes
de l'ensemble.
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Deﬁnition 6. Soit ΓG un modèle incertain déﬁnissant un ensemble d'opérateurs G. Le
L2-gain pire-cas du modèle incertain est noté γ¯ et est déﬁni par :
γ¯ = min(γ) tel que ∀G ∈ ΓG ‖G‖i2 ≤ γ
Nous verrons plus tard qu'en raison de la complexité du problème [ZDG95], seule
une borne supérieure sur ce pire-cas peut être considérée. γ est une borne supérieure sur
la performance pire-cas si la condition suivante est vériﬁée.
∀G ∈ ΓG ‖G‖i2 ≤ γ
Cette borne supérieure est le critère de performance caractérisant la performance
robuste dans cette thèse. La norme H2 pour les systèmes incertains sera caractérisée de
la même manière.
3.1.6 Le problème de synthèse d'estimateur robuste
Γ
G
+ 
 -
Ww
z
y
z
e eW
Est
Figure 3.7  Forme standard du problème d'estimation robuste
La forme standard du problème de synthèse d'estimateur robuste est présentée ﬁ-
gure 3.7. Le problème de synthèse L2-gain d'estimateur robuste est le suivant :
Problème 17. Problème de synthèse L2-gain d'estimateur robuste.
Etant donné γ, trouver s'il existe un estimateur (et le calculer) tel que
∀G ∈ ΓG,
∥∥T(w)→(eW )∥∥i2 < γ.
Le problème de synthèse H2 est déﬁni de la même manière :
Problème 18. Problème de synthèse H2 d'estimateur robuste.
Etant donné γ, trouver s'il existe un estimateur (et le calculer) tel que
∀G ∈ ΓG,
∥∥T(w)→(eW )∥∥2 < γ.
Le tableau 3.2 présente le tableau des objectifs complété par les déﬁnitions présentées
dans cette section.
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Estimation nominale Estimation robuste
Mise en forme et analyse
Modéliser le système et les
signaux
Modèle LTI (section 1.2.2
et 1.2.3 page 5)
Modèle incertain avec des
incertitudes paramétriques,
incertitudes dynamiques.
Caractériser l'erreur
d'estimation
Normes H2 et
L2-gain (pondéré ou
non,section 1.2.4 page 10)
Normes H2 et
H∞ (pondérée ou non)
pire-cas
Outils d'analyse eﬃcaces
Lemme 1 page 29 (norme
H∞), Lemme 2 page 29
(norme H2).
?
Tableau 3.2  Objectifs du chapitre 3
3.2 Représentation et analyse des systèmes incertains
pour l'estimation
Pour résoudre le problème d'estimation robuste, il est nécessaire de disposer des
éléments suivants :
 Un mode de représentation d'un ensemble de modèles permettant de décrire des
incertitudes de diﬀérents types ;
 Des outils d'analyse eﬃcaces pour les modèles incertains représentés sous une
forme choisie ;
 La capacité à transformer ces outils d'analyse en outils de synthèse d'estimateurs
robustes.
Dans cette section, les principales méthodes pour la synthèse d'estimateur robuste sont
présentées.
3.2.1 La représentation non structurée
Représentation
Les premières approches de l'estimation robuste représentent le modèle incertain au
moyen d'une incertitude dite non-structurée dans l'objectif de décrire des incertitudes
paramétriques sur la représentation d'état du modèle du système. Cette représentation
d'état est fonction d'un bloc incertain ∆ sans structure spéciﬁque. Ce bloc est de norme
bornée 1.
La représentation d'état est donnée par[
x˙
e
]
=
([
A B
C D
]
+
[
F1
F2
]
∆
[
D1 D2
])[ x
e
]
∆T∆ < I
1. norm-bounded uncertainty en anglais
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Il est possible de représenter des incertitudes sur plusieurs paramètres du système.
Mais l'absence de structure dans le bloc d'incertitudes ∆ ne permet pas de diﬀérencier
des incertitudes sur des paramètres diﬀérents. De plus, la représentation d'état ne dé-
pend que de façon linéaire du bloc d'incertitudes. Les premiers résultats sur l'estimation
robuste ont été obtenus en utilisant ce type de représentation pour des incertitudes para-
métriques [FDX92, dSSF95], en se basant sur des résultats de stabilité de type petit-gain
[ZK88].
Résultats pour l'estimation
Plus tard, des approches proposant de considérer un unique bloc incertain de para-
mètres variant dans le temps vériﬁant ∆T∆ < I ont été proposées pour synthétiser des
ﬁltres optimisant la norme H2 dans le cas continu [PM94], pour la prédiction dans le
cas discret [BCD95].
D'un point de vue technique, une approche probabiliste a également été proposée
dans [WU99], via une approche matricielle par inéquation de Riccati matricielle bili-
néaire pour minimiser la variance de l'erreur d'estimation en réponse à des signaux
aléatoires. Des solutions ont également été proposées pour le ﬁltrage et le contrôle en
boucle ouverte par factorisation spectrale [OAS93, OAS95, Gri96]. Des approches pour
la synthèse d'observateur via une approche de Lyapunov est également proposée dans
[Lie04, test par équation de Riccati] ou dans [PPY11, Test par LMI] en utilisant des
fonctions de Lyapunov-Krasovski.
On peut bien sûr discuter de l'intérêt de cette représentation. Elle a permis d'ob-
tenir les premiers résultats pour la synthèse d'estimateur robuste. Cette représentation
possède une capacité d'encapsulation forte pour déﬁnir le modèle incertain. Cependant,
la dépendance linéaire du système envers l'incertitude est une des faiblesses de cette
représentation. De plus, un système est souvent soumis à plusieurs incertitudes para-
métriques. Encapsuler ces incertitudes dans un bloc unique et non structuré est une
hypothèse très forte qui pourra amener un conservatisme fort lorsque l'on décide de dé-
crire des incertitudes de diﬀérents types. Au vu de la simplicité de la représentation, on
pourra disposer de conditions d'analyse nécessaires et suﬃsantes, mais le faible pouvoir
de la représentation pourra dans un grand nombre de cas être conservatif.
On peut faire un bilan rapide de ces méthodes, en les classant selon le type d'approche
utilisé :
1. Factorisation spectrale : [OAS93, OAS95, Gri96] ;
2. Approche par équation de Ricatti : [FDX92, dSSF95, PM94, BCD95, Approche
matricielle], [SP97, Lie04, PPY11, Approche par fonctions de Lyapunov] ;
3. Approche entrées-sorties : [RSP96].
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3.2.2 La représentation polytopique
Représentation
Pour étendre les résultats précédents, l'attention s'est spécialement portée sur la
façon de prendre en compte plusieurs paramètres incertains sans les englober dans un
unique bloc ∆ de norme bornée. Un type de représentation des systèmes linéaires incer-
tains a été proposé où la représentation d'état du modèle du système dépend linéairement
de paramètres incertains appartenant à un polytope. Cette représentation permet de dé-
crire plusieurs incertitudes paramétriques. On déﬁnit d'abord l'ensemble Γλ (simplexe
unité).
Γλ =
{
λ ∈ Rn
∣∣∣∣ λi ≥ 0∑
i λi = 1
}
La représentation du système est la suivante :[
x˙
e
]
=
[
A˜(λ) B˜(λ)
C˜(λ) D˜(λ)
] [
x
w
]
(3.2)
avec [
A˜(λ) B˜(λ)
C˜(λ) D˜(λ)
]
=
∑
i
λi
[
Ai Bi
Ci Di
]
, λ ∈ Γλ
Résultats pour l'estimation
Cette approche a été largement utilisée pour approcher le problème de l'estimation
robuste. Les résultats sont basés sur des approches de type Lyapunov.
Tester l'existence de ces fonctions de Lyapunov peut se faire sous la forme d'un
problème d'optimisation sous contrainte LMI en testant l'existence de la fonction au
sommet du polytope [GdO01], si la fonction de Lyapunov est de type V (t) = xT (t)Px(t),
avec P indépendante de λ.
La démarche suivie est la suivante. Par application du lemme 1 page 29 sur le mo-
dèle incertain présenté équation (3.2) (dans le cas où λ ne dépend pas du temps), les
conditions suivantes sont obtenues.
Soit une matrice de fonctions de transfert incertainesH(s) = C˜(λ)(sI−A˜(λ))−1B˜(λ)+
D˜(λ). ‖H‖∞ < γ si et seulement s'il existe P(λ) = P(λ)T > 0 telle que la contrainte
(3.3) soit vériﬁée.
∀λ ∈ Γλ,
 A˜(λ)TP(λ) + P(λ)A˜(λ) P(λ)B˜(λ) C˜(λ)TB˜(λ)TP(λ) −γ2I D˜(λ)T
C˜(λ) D˜(λ) −I
 < 0 (3.3)
96 Version du 17 décembre 2012
Chapitre 3 : ANALYSE DES MODELES INCERTAINS
Comme le système dépend du paramètre λ, la matrice P(λ) dépend également de ce
paramètre. On ne connait pas le type de dépendance. Cette dépendance ne permet pas de
se ramener simplement à un problème d'optimisation sous contrainte LMI. Le problème
peut être relâché (ajout de conservatisme) en choisissant P (λ) = P. La condition (3.3)
prend la forme suivante :
∀λ ∈ Γλ,
 A˜(λ)TP + PA˜(λ) PB˜(λ) C˜(λ)TB˜(λ)TP(λ) −γ2I D˜(λ)T
C˜(λ) D˜(λ) −I
 < 0 (3.4)
Les matrices de la représentation d'état du modèle incertain apparaissent de ma-
nière linéaire dans cette équation. Par conséquent, ceci peut s'écrire sous la forme d'un
polytope de matrices.
∀λ ∈ Γλ,
∑
i
λi
 ATi P + PAi PBi CTiBTi P −γ2I DTi
Ci Di −I
 < 0 (3.5)
Il est possible de tester cette condition en la testant pour chaque sommet du polytope.
Lemme 3. Condition au sommet d'un polytope
∀λ ∈ Γλ,
∑
i
λiΩi ≥ 0⇔ ∀i,Ωi ≥ 0
Par conséquent, le résultat d'analyse suivant peut-être formulé :
Soit une matrice de fonctions de transfert incertainesH(s) = C˜(λ)(sI−A˜(λ))−1B˜(λ)+
D˜(λ). ‖H‖∞ < γ s'il existe P = PT > 0 telle que la contrainte (3.6) soit vériﬁée.
∀i,
 ATi P + PAi PBi CTiBTi P −γ2I DTi
Ci Di −I
 < 0. (3.6)
Cette condition est une contrainte LMI et peut être testée de façon eﬃcace. En mi-
nimisant γ sous ces contraintes, il est possible de calculer une borne supérieure sur la
norme H∞ pire-cas de l'ensemble de modèles déﬁnis par le modèle incertain présenté
équation (3.2). Cependant, comme le problème a été relaxé en choisissant P indépen-
dante de λ, cette borne supérieure sera dans la majeure partie des cas diﬀérente de la
norme H∞ pire-cas. Ce résultat peut être vu comme une extension du lemme réel borné
(lemme 1 page 29) pour les systèmes incertains polytopiques.
Des résultats de synthèse peuvent être dérivés de ce résultat d'analyse en appli-
quant la démarche présentée dans le chapitre 2. La linéarisation des contraintes BMI
est analogue à la linéarisation pour le cas certain, ce qui permet de dériver des résultats
de synthèse de manière assez simple. Avec des fonctions de Lyapunov indépendantes
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des paramètres la synthèse de ﬁltres robuste a été largement étudiée : [Ger99, H2, cas
continu], [GB99, H2, cas continu], [PP99, placement de pole,H∞],[GdO01, H2,H∞, cas
continu]. Ces résultats sont issus du résultat d'analyse [PGB93].
Plus tard, des fonctions de Lyapunov dépendantes des paramètres du type V (t) =
xT (t)P (λ)x(t) ont été développées pour l'analyse de la stabilité des systèmes incertains
polytopiques [GA96, Pea00]. Des résultats de synthèse ont été obtenus pour la syn-
thèse de ﬁltres [TAN01b] continus, ou discrets [XLZZ04] ce qui a permis de réduire le
conservatisme en comparaison des résultats obtenus avec des fonctions de Lyapunov
indépendantes des paramètres. Comme la dépendance de la fonction de Lyapunov, un
grand nombre d'articles ont été publiés sur le sujet (par exemple [XLZZ04, GMC08]
présentent des paramétrisations diﬀérentes). On peut également citer l'ajout d'un al-
gorithme Min-max pour la recherche des meilleurs paramètres [KG08], l'introduction
d'une matrice variable [DZZM06, H2, H∞, cas continu], la recherche linéaire sur des
paramètres [BTD01, BDT05, H2, cas continu], le choix structurel d'une matrice dépen-
dante de deux paramètres [XLZZ04, H2, H∞, cas discret]. Avec ce type d'approche, des
degrés de liberté [LOP11] peuvent être ajoutés pour réduire le conservatisme.
L'estimation robuste a été largement étudiée pour ce type de représentation du mo-
dèle incertain. Les résultats obtenus via ces raﬃnements ont permis de réduire le conser-
vatisme, voire de prendre en compte des retards au moyen de fonctions de Lyapunov-
Krasovski [Mah11, YY11, LG11], pour la synthèse de ﬁltres robustes dépendant du
même retard que le système. Cela permet également de prendre en compte des mesures
intermittentes dans des réseaux de capteurs [ZS11].
On peut de la même manière faire le bilan de ces méthodes, en sachant que l'outil
numérique utilisé pour tester les problèmes d'optimisation est systématiquement l'opti-
misation sous contrainte LMI.
1. Approche par fonctions de Lyapunov indépendantes des paramètres, basée sur
le résultat d'analyse présenté dans [PGB93] : [Ger99, H2,discret], [GB99, H2,
continu], [PP99, placement de pôles], [GdO01, H2,H∞, continu].
2. Approche par fonctions de Lyapunov dépendantes des paramètres, basée sur le
résultat de [PABB00, Pea00] : [TAN01b, H2, continu], [XLZZ04, GMC08, H2,H∞,
discret], [DZZM06, H2, H∞, cas continu], [BTD01, BDT05, H2, cas continu],
[LOP11]
3. Approche par fonctions de Lyapunov-Krasovski : [Mah11, YY11, LG11, ZS11].
Ces méthodes permettent de spéciﬁer dans la formulation du problème la présence
de plusieurs incertitudes paramétriques. Le fait de ne prendre en compte que des in-
certitudes paramétriques est restrictif, et l'ajout d'incertitudes de natures diﬀérentes
change le résultat d'analyse comme en témoignent les tentatives récentes d'ajouter des
retards dans la formulation du problème avec des fonctions de Lyapunov-Krasovski.
On peut également noter que dans le cadre des fonctions de Lyapunov dépendantes
de paramètres, le fait d'ajouter une recherche des paramètres dont dépend la fonction
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peut transformer le problème de synthèse en problème d'optimisation non-convexe. Par
conséquent l'objectif de conserver des outils eﬃcaces qui ont été la raison du succès des
approches classiques a été mis de côté. Cette représentation reste assez limitée puisque la
représentation d'état du modèle dépend de façon aﬃne des paramètres incertains. Dans
[TAN01a], l'intérêt des approches de type Transformation Linéaire Fractionnelle (pré-
sentées ci-après) est mis en valeur pour permettre d'avoir une dépendance rationnelle
de la représentation d'état envers les paramètres incertains.
La représentation polytopique est donc relativement limitée en terme de capacité de
représentation, et ne sera pas retenue pour cette raison. En revanche, cette représentation
permet de se ramener à des résultats de synthèse de façon assez simple en réutilisant
les résultats du cas nominal. Nous verrons en chapitre 5 que ces méthodes permettent
de dériver relativement des résultats pour la synthèse d'observateur pour des systèmes
Linéaires à Paramètres Variants (LPV).
3.2.3 La représentation LFT
Représentation
De manière générale, un système complet est souvent sujet à plusieurs incertitudes,
de diﬀérents types. Des incertitudes paramétriques et dynamiques sur le système, les
capteurs, ainsi que des incertitudes sur les modèles des signaux peuvent être présentes
en même temps. Assez souvent, le système dépend de façon rationnelle des paramètres
(système masses-ressorts par exemple). Les représentations des incertitudes par une
incertitude non-structurée ou par une représentation polytopique ne permettent pas dans
le cas le plus général de représenter toutes les incertitudes qui peuvent être présentes
sur un système.
Le cadre le plus général pour représenter les incertitudes consiste à représenter le
système sous la forme d'une transformation linéaire fractionnelle (LFT). La représen-
tation LFT propose de représenter le modèle incertain comme l'interconnexion d'un
modèle certain et d'un bloc incertain. La ﬁgure 3.8 présente la philosophie : l'ensemble
des incertitudes est décrit puis extrait du modèle pour créer un bloc nominal et un bloc
incertain.
Le modèle général prend la forme présentée ﬁgure 3.9.
L'opérateur T(w)→(e) est décrit par le bloc incertain, qui peut être structuré comme
présenté dans la ﬁgure 3.8, et le modèle nominalG décrit comme une matrice de fonctions
de transfert. L'opérateur T(w)→(e) est donné par T(w)→(e) = ∆?G, où ? déﬁnit le produit-
étoile de Redheﬀer.
Deﬁnition 7. Produit-étoile de Redheﬀer
Soit deux matrices H =
[
H11 H12
H21 H22
]
et G =
[
G11 G12
G21 G22
]
de partitions compatibles.
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a
a
b
b
1
2
a
a
b
b
1
2Modèle incertain
Modèle nominal
Bloc incertain
Figure 3.8  Philosophie de la représentation LFT
G

w e
qp
Figure 3.9  Représentation LFT générale
Le produit-étoile de Redheﬀer est déﬁni par :
H ? G =
[
H11 +H12G11 (I −H22G11)−1H21 H12 (I −G11H22)−1G12
G21 (I −H22G11)−1H22 G22 +G21H22 (I −G11H22)−1G12
]
Ce produit permet de décrire des interconnexions de systèmes [ZDG95], comme décrit
ﬁgure 3.10.
Un exemple d'application simple est la description d'une matrice de fonctions de
transfert sous la forme d'un bloc d'intégrateurs et d'une matrice d'interconnexion. Les
matrices de fonctions de transfert peuvent être décrites sous la forme décrite ﬁgure 3.11 :
L'opérateur Tw→e est alors donné par
Tw→e(s) =
1
s
?
[
A B
C D
]
= D + C
1
s
(
I − A1
s
)−1
B = D + C (sI − A)−1B
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[G11 G 12G21 G 22]
e1u1
u2 e2
[H 11 H 12H 21 H 22]
Figure 3.10  Interprétation du produit de Redheﬀer
[A BC D]w e
1
s x˙x
Figure 3.11  Représentation d'état sous la forme d'une interconnexion de sous-systèmes
Cette représentation est la manière la plus générale pour représenter les incertitudes
[ZDG95], pour deux raisons.
 Contrairement aux incertitudes non-structurées, qui permettent de représenter les
incertitudes sous la forme d'un unique bloc incertain, cette représentation struc-
turée des incertitudes permet de représenter plusieurs incertitudes de diﬀérentes
natures.
 La représentation polytopique permet également de représenter plusieurs incerti-
tudes uniquement paramétriques, mais la représentation LFT autorise une dépen-
dance rationnelle du modèle envers l'incertitude [TAN03]. Les autres représenta-
tions ne permettent qu'une dépendance linéaire.
Outils d'analyse
Dans le cadre de la représentation LFT, le bloc incertain est un opérateur de L2e
dans L2e, et est représenté par ses entrées-sorties, qui satisfont à une Contrainte Intégrale
Quadratique (IQC) [MR97], de la forme suivante :
 ∞
−∞
[
p(jω)
q(jω)
]T
Π(jω)
[
p(jω)
q(jω)
]
dω ≥ 0
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Π(jω) est une matrice dépendante de ω dont la forme et les propriétés dépendent de
l'opérateur considéré. Elle est appelée multiplieur caractérisant l'opérateur.
L'analyse de la robustesse est un problème important d'Automatique. Un certain
nombre de théories pour analyser la robustesse d'un système bouclé ont été développées.
Historiquement, pour les système LTI, les critères graphiques de robustesse tels que le
critère de Nyquist et les marges de robustesse (phase, gain) permettent d'avoir certaines
garanties sur la stabilité du système bouclé [FPEN84].
Pour étendre ces critères à des systèmes complexes, la µ/km-analyse [Doy82, Saf81]
propose une extension de ces critères. L'objectif est de trouver µ la taille de la plus
petite incertitude déstabilisant le système. Le problème du calcul exact de cette borne
est de nature NP-diﬃcile [ZDG95]. En revanche, en relâchant le problème, le calcul
d'une borne supérieure est possible par optimisation convexe [FTD91]. La stabilité est
alors testée fréquence par fréquence. Tester toutes les fréquences en une fois a été rendu
possible grâce à l'utilisation de multiplieurs [LCG95]. Des solutions pour le calcul exact
d'une borne inférieure ou supérieure existent [Fer99], mais ne sont pas abordées ici.
L'approche par IQCs est une généralisation des approches entrées-sorties/multiplieurs
(années 60-70), de la µ-analyse qui permet de se ramener à des outils de calcul eﬃcaces
(cheval de bataille de la commande robuste) [Jon01, GS95]. Principalement, la théo-
rie des multiplieurs et son interprétation en termes de séparation des graphes/secteurs
[Saf80] a atteint un verrou au début des années 80 en raison de l'absence d'outils eﬃ-
caces pour tester les résultats existants. Ce verrou a sauté avec le développement des
méthodes des points intérieurs [NN87] qui ont permis de résoudre eﬃcacement les pro-
blèmes d'optimisation sous contrainte LMI [BEFB94]. Si ces outils ne sont pas l'objectif
principal de la thèse, ils permettent d'avoir un contexte théorique fort avec des bases
solides et fournissent des outils de calcul eﬃcaces pour tester la stabilité ou calculer une
borne supérieure sur une performance pire-cas d'un système incertain [Jon01, MR97].
Cette approche est issue de la communauté du contrôle robuste, mais a permis d'ob-
tenir un certain nombre de résultats de synthèse pour l'estimation ([LF97, Sun04]). Une
littérature plus complète pour la synthèse d'estimateurs basée sur ces outils est présentée
en chapitre 4.
L'approche LFT/IQC est retenue dans cette thèse, pour la généralité de
la représentation, et pour la ﬂexibilité et la maturité des outils d'analyse
qui y sont associés. Nous verrons chapitre 4 que ce cadre de travail permet
d'étendre systématiquement les outils présentés pour l'estimation nominale
à l'estimation robuste.
3.3 Analyse des modèles incertains sous forme LFT
Cette section présente des théorèmes d'analyse pour tester une borne supérieure sur
la norme H2 ou le L2-gain d'un modèle incertain. Ces théorèmes sont des extensions
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des résultats d'analyse présentés pour l'analyse des systèmes LTI dans le chapitre 2,
section 2.2 page 28. Les théorèmes présentés dans cette partie permettent de tester
une borne supérieure sur les normes H2 ou le L2-gain d'un système. Le cas continu est
présenté dans cette partie. Les théorèmes de synthèse peuvent tous être formulés pour
le cas discret, qui est reporté en annexe G page 261. Les théorèmes présentés dans cette
section peuvent se mettre sous la forme d'un problème d'optimisation sous contrainte
LMI.
Dans cette section, nous considérons le modèle présenté ﬁgure 3.12.
G

w e
qp
Figure 3.12  Modèle incertain pour l'analyse
G = T(p,w)→(q,e) est une matrice de fonctions de transfert stable et déﬁnie par :
T(p,w)→(q,e) =
 A Bp BwCq Dqp Dqw
Ce Dep Dew
 (3.7)
En utilisant ce type de représentation, la matrice de fonctions de transfert incertaines
de w vers e peut s'écrire T(w)→(e) = ∆ ? T(p,w)→(q,e).
L'incertitude est une incertitude appartenant à l'ensemble Γ∆, décrit par la suite dans
la sous-section 3.3.1 page 103. L'ensemble d'incertitudes peut contenir des incertitudes
paramétriques, dynamiques, Temps-Invariantes (TI) ou Temps-Variantes (TV).
3.3.1 Déﬁnition des ensembles d'incertitudes et des ensembles
de multiplieurs
Les déﬁnitions des ensembles d'incertitudes considérés dans cette thèse sont pré-
sentées. Seules des incertitudes paramétriques TV/TI et dynamiques de norme bornée
(L2-gain pour le temps variant/non-linéarité, H∞ pour des incertitudes dynamiques TI)
sont considérées. Cette section déﬁnit le type d'incertitudes considérées dans cette thèse,
et les multiplieurs qui y sont associés.
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Déﬁnition des ensembles d'incertitudes
L'incertitude générale contient des incertitudes paramétriques et dynamiques, TI/TV.
 Γ∆TV représente l'ensemble des incertitudes TV :
Γ∆TV =
{
∆TV | ∆TV = diag(diagi(δTVi InδTV
i
), diagj(∆
TV
j )),
∥∥∆TV ∥∥
i2
< 1
}
 δTVi Inδi est une incertitude paramétrique temps variante. Le paramètre incertain
δi est répété nδTVi fois dans le bloc incertain.
 ∆TVj est un opérateur sans structure particulière de L2-gain inférieur à 1, de
dimensions n∆TVj × n∆TVj
 Γ∆TI représente l'ensemble des incertitudes LTI :
Γ∆TI =
{
∆TI | ∆TI = diag(diagk(δTIk InδTI
k
), diagl(∆
TI
l )),
∥∥∆TI∥∥∞ < 1 }
 δTIk Inδk est une incertitude paramétrique temps invariante. Le paramètre incer-
tain δk est répété nδTIk fois dans le bloc incertain.
 ∆TIl est une incertitude dynamique temps invariante de norme H∞ inférieure à
1, de dimensions n∆TIl × n∆TVl ;
 L'ensemble Γ∆ regroupe les ensembles des incertitudes TV et TI. Cet ensemble
regroupe des incertitudes paramétriques et dynamiques, temps variantes et temps
invariantes.
Γ∆ =
 ∆
∆ | ∆ = diag(∆TV ,∆TI)
∆TV ∈ Γ∆TV
∆TI ∈ Γ∆TI

La ﬁgure 3.13 illustre les incertitudes considérées dans cette thèse.
Déﬁnition des multiplieurs pour les incertitudes considérées
Comme il a été précisé précédemment, les entrées-sorties du bloc incertain vériﬁent
une contrainte intégrale quadratique, qui va permettre par la suite de formuler des
résultats d'analyse de la performance. Cette contrainte quadratique est de la forme
suivante :
 ∞
−∞
[
p(jω)
q(jω)
]T
Π(jω)
[
p(jω)
q(jω)
]
dω ≥ 0 p = ∆(q).
La matrice Π(jω) permet de caractériser le type d'incertitude considérée, et est
appelée multiplieur. Dans cette sous-section, les multiplieurs caractérisant les contraintes
quadratiques pour l'ensemble d'incertitudes Γ∆ sont déﬁnis. Ces multiplieurs sont des
combinaisons de multiplieurs de base pour les incertitudes paramétriques et dynamiques
[MR97].
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Figure 3.13  Ensemble d'incertitudes Γ∆
L'ensemble de multiplieurs statiques ΓΠTV est associé à l'ensemble d'incertitudes
temps variantes Γ∆TV .
ΓΠTV =

ΠTV
ΠTV =
[
ΠsTV ΠasTV
ΠTasTV −ΠsTV
]
ΠsTV = diag(diagi(Ri), diagj(rjIn
∆TV
j
))
Ri = R
T
i > 0, Ri ∈ R
n
δTV
i
×n
δTV
i , rj > 0
ΠasTV = diag(diagi(Si), diagj(0n
∆TV
j
))
Si = −STi , Si ∈ R
n
δTV
i
×n
δTV
i

L'ensemble de multiplieurs dynamiques ΓΠTI est associé à l'ensemble d'incertitudes
temps invariantes Γ∆TI .
ΓΠTI =

ΠTI(ω)
ΠTI(ω) =
[
ΠsTI(ω) ΠasTI(ω)
ΠTasTI(ω) −ΠsTI(ω)
]
ΠsTI(ω) = diag(diagk(Uk(ω)), diagl(ul(ω)In
∆TI
l
))
Uk(ω) = U
∗
k (ω) > 0, Uk(ω) ∈ C
n
δTI
l
×n
δTI
l , ul(ω) > 0
ΠasTI(ω) = diag(diagk(Vk(ω)), , diagl(0n
∆TI
l
))
Vk(ω) = −V ∗k (ω), Vk(ω) ∈ C
n
δTI
l
×n
δTI
l

L'ensemble de multiplieurs statiques ΓΠ est associé à l'ensemble d'incertitudes Γ∆.
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ΓΠ =

Π(ω)
Π(ω) =

ΠsTV 0 ΠasTV 0
0 ΠsTI(ω) 0 ΠasTI(ω)
ΠTasTV 0 −ΠsTV 0
0 ΠasTI(ω)
∗ 0 −ΠsTI(ω)

ΠTV =
[
ΠsTV ΠasTV
ΠTasTV −ΠsTV
]
∈ ΓΠTV
ΠTI(ω) =
[
ΠsTI(ω) ΠasTI(ω)
ΠTasTI(jω) −ΠsTI(ω)
]
∈ ΓΠTI

Ces déﬁnitions vont être utilisées dans les résultats d'analyse présentés ci-après.
3.3.2 Analyse du L2-gain pire-cas
Dans cette section, le problème d'analyse du L2-gain pire-cas d'un modèle incertain
mis sous forme LFT est considéré.
Problème 19. Analyse du L2-gain pire-cas.
Etant donné γ, tester si pour tout ∆ ∈ Γ∆, ∆ ? T(p,w)→(q,e) est stable et si :∥∥∆ ? T(p,w)→(q,e)∥∥i2 < γ.
Par [MR97], nous avons le résultat suivant.
Théorème 15. Analyse du L2-gain pire-cas (cas continu).
Il existe une solution au problème 19 (analyse du L2-gain pire-cas) s'il existe  > 0,
Π(jω) =
[
Πs(jω) Πas(jω)
Πas(jω)
∗ −Πs(jω)
]
∈ ΓΠ tels que ∀ω ∈ R, la contrainte (3.8) soit vériﬁée.
[]∗

Πs(jω) 0 Πas(jω) 0
0 I 0 0
Πas(jω)
∗ 0 −Πs(jω) 0
0 0 0 −γ2I

[
T(p,w)→(q,e)(jω)
I
]
≤ −I (3.8)

Pour un γ donné, ce théorème peut se mettre sous la forme d'un problème d'optimi-
sation. Le problème d'optimisation est de trouver une matrice de fonctions de transfert
Π(jω) telle que la condition (3.8) soit vériﬁée.
Pour prouver la stabilité et vériﬁer une borne supérieure du L2-gain pire-cas sur
l'opérateur ∆ ? T(p,w)→(q,e), il est possible de tester chaque fréquence si l'incertitude est
temps-invariante (ce qui est possible par optimisation sous contrainte LMI (voir section
3.4.1 page 115)). Si en pratique un échantillonnage assez ﬁn sur l'axe des fréquences
peut être suﬃsant, il est nécessaire de tester toutes les fréquences simultanément pour
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garantir une borne supérieure du L2-gain pire-cas notamment en présence d'incertitudes
temps-variantes. Ceci n'est pas possible en pratique.
Si ce théorème est théoriquement intéressant, la question de la faisabilité du test
de ses contraintes se pose. Dans un premier temps, la contrainte (3.8) représente en
réalité une inﬁnité de contraintes, puisque toutes les fréquences doivent être testées.
Dans un second temps, la matrice Π(ω) n'a pas de structure. Si elle est restreinte à
un ensemble de matrices de fonctions de transfert rationnelles, toutes les matrices de
fonctions de transfert de tout ordre sont candidates. Le problème d'optimisation est
donc un problème d'optimisation de dimension inﬁnie.
Pour se ramener à un problème d'optimisation convexe de dimension ﬁnie, le multi-
plieur est d'abord restreint à un sous-ensemble aﬃne des matrices de fonctions ration-
nelles d'un ordre donné, dont les pôles sont connus [SF06, Bal02, KS08]. Le problème
est alors un problème de dimension semi-inﬁnie avec un nombre inﬁni des contraintes.
Le lemme Kalman-Yakubovitch-Popov (KYP) [Ran96] (lemme 7 page 267) permet de
se ramener à un problème avec un nombre ﬁni de contraintes et de dimension ﬁnie.
Restriction aﬃne du multiplieur
Le multiplieur pour les incertitudes de type temps-variant (ensemble Γ∆TV ) est de
dimension ﬁnie : il est composé de matrices dont les dimensions sont connues. En re-
vanche, le multiplieur pour les incertitudes temps-invariantes (ensemble Γ∆TI) est une
matrice fonction de ω. Si cette matrice est une matrice de fonctions de transfert, toutes
les matrices de fonctions de transfert de tout ordre sont candidates, ce qui rend le
problème de dimension inﬁnie. Pour pallier à ce problème et pouvoir se ramener à un
problème d'optimisation pour lequel on dispose d'un algorithme eﬃcace, le multiplieur
pour les incertitudes temps variantes est restreint à un sous-ensemble aﬃne, de la forme
Πr(jω) = K(jω)
∗XK(jω) où K(jω) est une base et où la matrice X appartient à
l'ensemble ΓXTI . Ces éléments sont à présent déﬁnis ci-après :
Pour les incertitudes TI, l'ensemble ΓXTI va permettre de générer un sous-ensemble
de ΠTI(ω). Pour générer cet ensemble, la matrice de fonctions de transfert KnK (jω)
appelée base du multiplieur va permettre de générer le sous-ensemble de multiplieurs.
Cas continu Cas discret
Base KnK (jω) =
[
jωn . . . jω 1
]T
fc(jω)
⊗ I KnK (ejω) =
[
ejω
n
. . . ejω 1
]T
fd(e
jω)
⊗ I
Tableau 3.3  Base des multiplieurs
fc(jω) est un polynôme Hurwitz d'ordre n choisi arbitrairement de telle sorte que
K(jω) soit stable et propre. Dans le cas discret, fd(jω) est un polynôme en e
jω d'ordre n
dont les racines sont à l'intérieur du cercle unité choisi arbitrairement. L'ensemble ΓXLTI
est déﬁni par :
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ΓXLTI =

XLTI
XLTI =
[
XsLTI XasLTI
XTasLTI −XsLTI
]
XsLTI = diag
(
diagk(Xsk), diagl(xl ⊗ In∆TI
l
)
)
Xsk = X
T
sk, Xsk ∈ R
(nK+1)nδTI
k , xl = x
T
l , xl ∈ R(nK+1)
Xas = diag (diagk(Ysk), diagl(0l))
Ysk = −Y Tsk, Ysk ∈ R
(nK+1)nδTI
k

L'ensemble ainsi généré doit être inclus dans l'ensemble des multiplieurs ΓTI . Ceci
doit être assuré par l'ajout d'une condition supplémentaire :
∀X ∈ ΓXTI ,
[
K(jω) 0
0 K(jω)
]∗
X
[
K(jω) 0
0 K(jω)
]
∈ ΓΠLTI ⇔
ΠsTI(jω)︷ ︸︸ ︷
K(jω)XsLTIK(jω) > 0
Pour les incertitudes TV , c'est-à-dire l'ensemble Γ∆TV , le multiplieur est dans l'en-
semble ΓΠTV . L'ensemble ΓΠTV est un ensemble aﬃne de ΠTV . L'ensemble ΓXTV est
introduit :
ΓXTV =

XTV
XTV =
[
XsTV XasTV
XTasTV −XsTV
]
XsTV = diag
(
diagi(XRi), diagj(xrjIn∆TV
j
)
)
XRi = X
T
Ri, XRi ∈ R
n
δTV
i , xrj = x
T
rj
XasTV = diag (diagi(YRi), diagl(0l))
YRi = −Y TRi, YRi ∈ R
n
δTV
i

∀XTV ∈ ΓXTV , XsTV > 0⇔ XLTV ∈ ΓΠLTV
L'ensemble ΓX va permettre de générer l'ensemble ΓΠ.
ΓX =

X
X =
[
Xs Xas
XTas −Xs
]
=

XsTV 0 XasTV 0
0 XsTI 0 XasTI
XTasTV 0 −XsTV 0
0 XTasTI 0 −XsTI

XTV =
[
XsTV XasTV
XTasTV −XsTV
]
∈ ΓΠTV
XTI =
[
XsTI XasTI
XTasTI −XsTI
]
∈ ΓΠTI

Pour que le multiplieur ainsi généré appartienne à l'ensemble ΓΠ, la condition sui-
vante doit être vériﬁée :
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∀X ∈ ΓX ,
Πs(jω)︷ ︸︸ ︷[
I 0
0 K(jω)
]∗
Xs
[
I 0
0 K(jω)
]
> 0⇔ []∗X

I 0 0 0
0 K(jω) 0 0
0 0 I 0
0 0 0 K(jω)
 ∈ ΓΠ
Dans la suite de la thèse, la représentation d'état de la matrice de fonctions de
transfert
[
I 0
0 K(jω)
]
sera notée
[
AK BK
CK DK
]
.
Exemple 3. Exemple d'ensemble ΓX
Soit une incertitude LTI comprenant un paramètre incertain δ1 répété deux fois et une
incertitude dynamique ∆1 de taille 2× 2. L'incertitude est la suivante.
∆ =
 δ1 0 00 δ1 0
0 0 ∆1

Le multiplieur dynamique associé à l'incertitude est le suivant :
Π(jω) =

U11(ω) U12(ω) 0 0 0 V12(ω) 0 0
U∗12(ω) U22(ω) 0 0 −V ∗12(ω) 0 0 0
0 0 u(ω) 0 0 0 0 0
0 0 0 u(ω) 0 0 0 0
0 −V12(ω) 0 0 −U11(ω) −U12(ω) 0 0
V ∗12(ω) 0 0 0 −U∗12(ω) −U22(ω) 0 0
0 0 0 0 0 0 −u(ω) 0
0 0 0 0 0 0 0 −u(ω)

Les fonctions de transfert Uij(jω) et u(jω) sont restreintes à un sous-ensemble aﬃne
de fonctions de transfert d'ordre 2 de la forme suivante :
[ −jω 1 ]Xii [ jω
1
]
f ∗(jω)f(jω)
Π(jw) =

[
−jω 1
]
f∗(jω) ⊗ I4 0
0
[
−jω 1
]
f∗(jω) ⊗ I4
[ Xs Xas
XTas −Xs
]

 jω
1

f(jω)
⊗ I4 0
0
 jω
1

f(jω)
⊗ I4

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avec Xs et Xas déﬁnis de la façon suivante :
Xs =

x11 x12 x13 x14 0 0 0 0
x12 x22 x23 x24 0 0 0 0
x13 x23 x33 x34 0 0 0 0
x14 x24 x34 x44 0 0 0 0
0 0 0 0 x55 x56 0 0
0 0 0 0 x56 x66 0 0
0 0 0 0 0 0 x55 x56
0 0 0 0 0 0 x56 x66

Xas =

0 y12 y13 y14 0 0 0 0
−y12 0 y23 y24 0 0 0 0
−y13 −y23 0 y34 0 0 0 0
−y14 −y24 −y34 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

En utilisant cette restriction, les conditions du théorème 15 deviennent les conditions
suivantes :
Théorème 16. Analyse du L2-gain pire-cas (forme semi-inﬁnie).
Il existe une solution au problème 19 page 106 (analyse du L2-gain pire-cas) s'il existe
 > 0, X ∈ ΓX tels que les contraintes (3.9) et (3.10) soient vériﬁées.
∀ω ∈ R, []∗

0 Xs 0 0 Xas 0
0 0 I 0 0 0
0 XTas 0 0 −Xs 0
0 0 0 0 0 −γ2I


 [ I 00 K(jω)
]
0
0 I
T(p,w)→(q,e)(jω) [ I 00 K(jω)
]
0
0 I


≤ −I (3.9)
∀ω ∈ R,
[
I 0
0 K(jω)
]∗
Xs
[
I 0
0 K(jω)
]
> 0 (3.10)

Le problème d'optimisation présenté par ces deux conditions est un problème d'op-
timisation de dimension semi-inﬁnie : les variables de décision sont les coeﬃcients de
la matrice X. Cette restriction du multiplieur à un sous ensemble aﬃne de matrices
de fonctions de transfert permet de se ramener à un nombre ﬁni de variables. Cette
restriction introduit du conservatisme qui est réduit si un ordre assez grand est choisi
pour la base du multiplieur. Pour un ordre inﬁni, le conservatisme est nul. En pratique,
des ordres faibles pour le multiplieur dynamique suﬃsent pour avoir une réduction du
conservatisme conséquente par comparaison à l'utilisation de multiplieurs statiques.
Le problème d'optimisation a toujours un nombre inﬁni de contraintes. Le lemme
KYP (lemme 7 page 267) permet de se ramener à un problème d'optimisation de di-
mension ﬁnie. Le résultat est présenté dans le théorème 17.
Théorème 17. Analyse du L2-gain pire-cas.
Il existe une solution au problème 19 page 106 (analyse du L2-gain pire-cas) s'il existe
X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, PK = PKT > 0 telles que les conditions (3.12)
et (3.11) soient vériﬁées.
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[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (3.11)
[]T

0 P 0 0 0
P 0 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 < 0 (3.12)
Avec :

A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Ce Dep Dew
0 0 0 0 I


Démonstration. Théorème 17 (Analyse du L2-gain pire-cas)
La représentation d'état de la matrice de fonctions de transfert présente dans l'équation
(3.9) est la suivante :

 [ I 00 K(jω)
]
0
0 I
T(p,w)→(q,e)(jω) [ I 00 K(jω)
]
0
0 I


=

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
0 0 Ce Dep Dew
CK 0 0 DK 0
0 0 0 0 I

La contrainte (3.12) est obtenue par application du lemme KYP (lemme 7 page 267)
sur la contrainte (3.9). La contrainte (3.11) est obtenue par application du lemme KYP
sur la contrainte (3.10), ce qui complète la démonstration.
Le théorème 17 présente des contraintes LMI. Tester ces contraintes peut se faire sous
la forme d'un problème d'optimisation sous contrainte LMI et peut se faire eﬃcacement.
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On dispose donc d'un outil d'analyse eﬃcace pour tester une borne supérieure sur le
pire-cas du L2-gain d'une matrice de fonctions de transfert incertaines.
 Dans le cas nominal, en l'absence d'incertitudes, ce théorème donne les conditions
du lemme réel borné (lemme 1). Dans le cas de l'analyse, les conditions du lemme
réel borné sont des contraintes LMI. Le chapitre 2 a montré qu'à partir de ces
résultats d'analyse, le problème de synthèse d'estimateur donnait des contraintes
BMI, que l'on pouvait linéariser dans le cas nominal. Le problème de synthèse
de correcteur donne également des contraintes BMI, que l'on peut linéariser dans
le cas nominal [GA94, SGC97]. Dans le cas robuste, les problèmes de synthèse
se posent comme des problèmes d'optimisation sous contrainte BMI. Il sera alors
nécessaire de se ramener à un problème d'optimisation sous contrainte LMI si cela
est possible pour disposer de conditions de synthèse testables eﬃcacement. Par
exemple, ce théorème est un point de départ pour des résultats de synthèse de
ﬁltres robustes [SF06].
 La seconde remarque que l'on peut faire sur ce théorème est qu'il donne une condi-
tion suﬃsante de stabilité relativement à un ensemble d'incertitudes en l'absence
de considérations de performance. Le résultat est formulé dans le corollaire 4.
Corollaire 4. Stabilité robuste
Pour tout ∆ ∈ Γ∆, ∆ ? T(p,w)→(q,e) est stable s'il existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX ,
P = PT > 0, PK = PK
T > 0 telles que les conditions (3.14) et (3.13) soient vériﬁées.
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (3.13)
[]T
 0 P 0P 0 0
0 0 X

 I 0A˜ B˜
C˜q D˜q
 < 0 (3.14)
Avec :
[
A˜ B˜
C˜q D˜q
]
=

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0

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Un théorème d'analyse discret peut être dérivé de la même manière que le théorème
présenté dans le cas continu. Ce théorème et sa démonstration sont disponibles en annexe
G page 261.
3.3.3 Analyse de la norme H2 pire-cas
Dans cette section, le problème de l'analyse de la performance H2 d'un opérateur
incertain est considéré.
Problème 20. Analyse de la norme H2 pire-cas.
Etant donné γ, tester si pour tout ∆ ∈ Γ∆, ∆ ? T(p,w)→(q,e) est stable et si :∥∥∆ ? T(p,w)→(q,e)∥∥2 < γ.
En se basant sur [Bal02, SK06, KS08], le résultat d'analyse suivant peut être formulé :
Théorème 18. Analyse de la norme H2 pire-cas [SK08].
Il existe une solution au problème 20 (Analyse de la norme H2 pire-cas) s'il existe
X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, S = ST , PK = PKT telles que les contraintes
(3.16), (3.17), (3.18), (3.15) soient vériﬁées.
Dqw = 0 Dew = 0 Trace(S) < γ
2 (3.15)
[]T

0 P 0 0
P 0 0 0
0 0 X 0
0 0 0 I


I 0
A˜ B˜
C˜q D˜q
C˜e D˜e
 < 0 (3.16)
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (3.17)
 P P
 00
Bw

[
0 0 BTw
]
P S
 > 0 (3.18)
 A˜ B˜C˜q D˜q
C˜e D˜e
 =

AK 0 0 BK
0 AK BKCq BKDqp
0 0 A Bp
0 CK DKCq DKDqp
CK 0 0 DK
0 0 Ce Dep

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
La démonstration de ce théorème est disponible en annexe C page 239. Dans cette
sous-section, un théorème permettant de tester une borne supérieure sur le pire-cas d'une
norme H2 d'un opérateur incertain a été présenté. Le théorème 18 permet de tester une
borne supérieure sur la performance pire-cas H2 d'un opérateur incertain continu. Le
théorème 34 permet de tester une borne supérieure sur la performance pire-cas H2 d'un
opérateur incertain discret et est disponible en annexe G.
 Ce théorème a été présenté dans [Bal02] (article servant de base à la démonstration
donnée en annexe C page 239.
 Ce théorème sert également de point de départ pour la synthèse de ﬁltres robustes
dans [SK06, SK08].
 En l'absence de considérations de performance, ce théorème donne également une
condition suﬃsante de stabilité.
3.3.4 Conclusion
Dans cette section, deux théorèmes d'analyse ont été présentés.
 Le théorème 17 permet de tester eﬃcacement une borne supérieure sur le pire-
cas du L2-gain d'un opérateur incertain continu. Ce théorème recoupe le lemme 1
page 29 en l'absence d'incertitude.
 Le théorème 17 permet de tester eﬃcacement une borne supérieure sur le pire-cas
de la norme H2 d'un opérateur incertain continu. Ce théorème recoupe le lemme 2
page 29 en l'absence d'incertitude.
La table 3.4 présente le tableau des objectifs complété par les résultats présentés dans
cette section.
Cette section a présenté une extension des résultats d'analyse des mo-
dèles LTI présentés dans la section 2.2 permettant l'analyse de la norme
H∞(lemme 1 page 29) et de la norme H2(lemme 2). Les résultats présentés
dans cette section vont permettre d'obtenir des résultats de synthèse dans
le cas robustes comme les résultats d'analyse dans le cas nominal ont permis
d'obtenir une approche uniﬁée de l'estimation nominale.
Les résultats pour l'analyse des systèmes incertains discrets sont également donnés
dans cette thèse dans l'annexe G page 261.
3.4 Autres résultats d'analyse pour les modèles incer-
tains LTI
Dans cette section, seules des incertitudes de type TI sont considérées. Par
conséquent (∆ ∈ Γ∆TI), l'opérateur ∆ ?T(p,w)→(q,e) est une matrice de fonctions
de transfert incertaines et admet une réponse fréquentielle.
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Estimation nominale Estimation robuste
Mise en forme et
analyse
Modéliser le système et les
signaux
Modèle LTI (section 1.2.2
et 1.2.3 page 5)
Modèle incertain avec des
incertitudes paramétriques
et des incertitudes
dynamiques mis sous la
forme d'une représentation
LFT
Caractériser l'erreur
d'estimation
Normes H2 et
H∞ (pondérée ou non)
(section 1.2.4 page 10)
Normes H2 et
H∞ (pondérée ou non)
pire-cas
Outils d'analyse eﬃcaces
Lemme 1 page 29 (norme
H∞), Lemme 2 page 29
(norme H2).
Théorème 17 page 110
(L2-gain), théorème 18
page 113 (norme H2)
Tableau 3.4  Objectifs du chapitre 3
Cette section présente plusieurs théorèmes d'analyse permettant de compléter les
résultats d'analyse pour les systèmes incertains et ouvrir de larges perspectives pour
la synthèse robuste (voir chapitre 4). Dans le chapitre 2, une analyse fréquence par
fréquence a permis de dégager une limite inférieure de la performance. Cette limite
de performance a permis de comparer les estimateurs H∞ et H2, puis de dégager des
méthodes de synthèse de pondérations de l'erreur d'estimation.
3.4.1 Analyse à une fréquence donnée
La contrainte (3.8) page 106 donnée par le théorème 15 page 106 peut être testée
eﬃcacement à une pulsation ω0 donnée. Ceci permet de connaître pour cette pulsation
une borne supérieure de la valeur singulières pire-cas du modèle. Par analogie avec ce
qui a été présenté pour l'estimation dans le cas nominal, cela va permettre de tester
une borne supérieure sur le pire cas de la densité spectrale de puissance des signaux de
sortie.
Le multiplieur dynamique ΠTI(jω) est pour une seule pulsation une matrice com-
plexe ΠTI(jω0) qui peut s'écrire sous la forme Π(jω0) = Π
Re + iΠIm. ΠRe appartient à
l'ensemble ΓΠRe , déﬁni équation (3.19).
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ΓΠRe =

ΠRe
ΠRe =
[
XRe Y Re
Y ReT −XRe
]
XRe = diag(diagk(X
Re
k ), diagl(x
Re
k In∆TI
l
))
XRe = XReT > 0, XRe ∈ RnδTIl ×nδTIl , xRek > 0
Y Re = diag(diagk(Y
Re
k (ω0)), , diagl(0n∆TI
l
))
Y Rek = −Y ReTk , Y Rek (ω0) ∈ R
n
δTI
l
×n
δTI
l

(3.19)
ΠIm appartient à l'ensemble ΓΠIm , déﬁni équation 3.20.
ΓΠIm =

ΠIm
ΠIm =
[
Y Im XIm
XIm −Y Im
]
Y Im = diag(diagk(Y
Im
k ), diagl(0n∆TI
l
))
Y Imk = −Y ImTk , Y Imk ∈ R
n
δTI
l
×n
δTI
l
XIm = diag(diagk(X
Im
k ), , diagl(0n∆TI
l
))
XImk = X
ImT
k , X
Im
k ∈ R
n
δTI
l
×n
δTI
l

(3.20)
Un exemple de matrice Π est donné pour un bloc d'incertitude composée de 2 incer-
titudes paramétriques et une incertitude dynamique :
∆ =

δω 0 0 0
0 δω 0 0
0 0 δξ 0
0 0 0 ∆1

Pour cette incertitude, la matrice Π est déﬁnie de la façon suivante :
Π =
[
Πs Πas
−Πas −Πs
]
Avec :
Πs = Π
∗
s > 0, Πs = Π
Re
s + iΠ
Im
s )
Πas = −Π∗as, Πas = ΠReas + iΠImas .
La structure des matrices pour ce type d'incertitudes est la suivante :
ΠRes =

a11 a12 0 0
a12 a22 0 0
0 0 a33 0
0 0 0 a44
 ΠIms =

0 −b12 0 0
b12 0 0 0
0 0 0 0
0 0 0 0

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ΠReas =

0 −c12 0 0
c12 0 0 0
0 0 0 0
0 0 0 0
 ΠImas =

d11 d12 0 0
d12 d22 0 0
0 0 d33 0
0 0 0 0

Ces matrices seront les variables du problème d'optimisation.
A une pulsation donnée, le théorème 15 peut être réécrit sous la forme suivante :
Etant donné γ, ω0, pour tout ∆ ∈ Γ∆, σ¯
(
∆ ? T(p,w)→(q,e)(jω0)
)
< γ s'il existe  > 0,
ΠRe ∈ ΓΠRe , ΠIm ∈ ΓΠIm telles que la contrainte (3.21) soit vériﬁée.
[]∗
 ΠRe + iΠIm 0 00 I 0
0 0 −γ2I


T(p,w)→(q)(jω0)[
I 0
]
T(p,w)→(e)(jω0)[
0 I
]
 ≤ −I (3.21)
Cette contrainte est une contrainte LMI complexe, qui peut être transformée en
une contrainte LMI réelle en utilisant le théorème 30 page 223. Le résultat est formulé
théorème 19. Dans ce théorème la partie réelle de la réponse fréquentielle de la matrice
de fonctions de transfert T(p,w)→(q,e) est noté de la façon suivante (dans une version
décomposée)
T(p,w)→(q,e)(jω0) =
[
TRe(p,w)→(q)(jω0)
TRe(p,w)→(e)(jω0)
]
+ i
[
T Im(p,w)→(q)(jω0)
T Im(p,w)→(e)(jω0)
]
Théorème 19. Analyse de la valeur singulière maximale pire-cas fréquence par fré-
quence.
Donné γ, ω0, pour tout ∆ ∈ Γ∆, σ¯
(
∆ ? T(p,w)→(q,e)(jω0
)
< γ s'il existe ΠRe ∈ ΓΠRe,
ΠIm ∈ ΓΠIm telles que la contrainte suivante soit vériﬁée.
[]T

ΠRe 0 0 ΠIm 0 0
0 I 0 0 0 0
0 0 −γ2 0 0 0
−ΠIm 0 0 ΠRe 0 0
0 0 0 0 I 0
0 0 0 0 0 −γ2



TRe
(p,w)→(q)(jω0)[
I 0
]
TRe
(p,w)→(e)(jω0)[
0 I
]


T Im
(p,w)→(q)(jω0)
0
T Im
(p,w)→(e)(jω0)
0

−

T Im
(p,w)→(q)(jω0)
0
T Im
(p,w)→(e)(jω0)
0


TRe
(p,w)→(q)(jω0)[
I 0
]
TRe
(p,w)→(e)(jω0)[
0 I
]


< 0

Ce résultat permet de tester une borne supérieure sur les valeurs singulières d'une
matrice de fonctions de transfert incertaines. Ce théorème permettra de calculer eﬃca-
cement une borne sur la densité spectrale de puissance des signaux de sortie.
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Ce théorème peut être appliqué sur un système continu ou discret. Nous verrons que
pour la synthèse, ce théorème sera le point de départ d'une extension du ﬁltre non-causal
présenté pour le cas nominal théorème 14 page 64.
3.4.2 Analyse de la valeur singulière maximale pire-cas pour une
bande de fréquences
La solution formulée fréquence par fréquence dans la sous-section précédente néces-
site d'être testée en faisant un échantillonnage sur les fréquences. Il est donc nécessaire
de tester une inﬁnité de fréquences pour avoir une garantie de performance. Ceci étant
impossible en pratique, il est possible d'omettre des fréquences pour lesquelles le sys-
tème a un comportement particulier. Pour pallier à ceci, nous proposons une solution
qui va permettre de tester toutes les fréquences, en divisant l'espace des fréquences en un
nombre ﬁni d'intervalles. Le résultat est présenté pour le cas continu dans le théorème
20
Théorème 20. Analyse de la valeur singulière maximale pire-cas pour une bande de
fréquences.
Soit un intervalle de fréquence [ω1;ω2]. Etant donné γ, ω0, pour tout ∆ ∈ Γ∆,∀ω ∈
[ω1;ω2], σ¯
(
∆ ? T(p,w)→(q,e)(jω)
)
< γ s'il existe
 X =
[
Xs Xas
XTas −Xs
]
∈ ΓX
 PRe = PReT , PIm = −PImT QRe = QReT > 0, QIm = −QImT , , QRe+iQIm > 0
 PReK = P
Re
K
T , PImK = −PImK T QReK = QReK T > 0, QImK = −QImK T
telles que les conditions (3.22) et (3.23) soient vériﬁées
Bande de fréquences Toutes fréquences basses fréquences hautes fréquences
[ω1;ω2] = [ωb;ωl] [ω1;ω2] = [0; +∞] [ω1;ω2] = [0;ωl] [ω1;ω2] = [ωh; +∞]
α = −1, β = −ωbωl α = 0, β = 0 α = −1, β = w2l α = 1, β = −w2h
χ = ωb+ωl
2
χ = 0 χ = 0 χ = 0[
ΦRe ΦIm
−ΦIm ΦRe
]
< 0 (3.22)
Avec :
ΦRe = []T

βQRe χQIm + PRe 0 0 0
−χQIm + PRe αQRe 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 < 0
ΦIm = []T
[
βQIm −χQRe + PIm
χQRe + PIm αQIm
] [
I 0
A˜ B˜
]
< 0[
ΦReK Φ
Im
K
−ΦImK ΦReK
]
< 0 (3.23)
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Avec :
ΦReK = []T
 βQReK χQImK + PReK 0−χQImK + PReK αQReK 0
0 0 Xs
 I 0AK BK
CK DK
 < 0
ΦImK = []T
[
βQImK −χQReK + PImK
χQReK + P
Im
K αQ
Im
K
] [
I 0
AK BK
]
< 0

A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Ce Dep Dew
0 0 0 0 I


Ce théorème permet de tester une borne supérieure sur les valeurs singulières d'une
matrice de fonctions de transfert sur des intervalles de fréquences. Contrairement au
théorème 19 qui nécessite de tester une inﬁnité de fréquences, le théorème 20 va per-
mettre de tester l'ensemble des fréquences en un nombre ﬁni d'opérations.
Démonstration. Théorème 20 (Analyse de la valeur singulière maximale pire-cas pour
une bande de fréquences)
Le KYP généralisé (théorème 38 page 268) peut être appliqué sur les contraintes du
théorème 16 page 110. Les contraintes (3.9) page 110 et (3.10) page 110 sont alors
transformées en contraintes LMI complexes. Ces dernières peuvent être transformées en
contraintes LMI réelles en appliquant le théorème 30 page 223. Par application de ces
deux résultats, la contrainte (3.9) page 110 devient la contrainte (3.22). La contrainte
(3.10) page 110 devient la contrainte (3.23), ce qui complète la démonstration.
Ce théorème peut facilement s'obtenir pour le cas discret. Il est présenté dans l'an-
nexe G page 261.
3.4.3 Conclusion
Dans cette sous-section, deux théorèmes d'analyse ont été présentés.
Le théorème 19 permet de tester la condition (3.8) page 106 à une fréquence donnée.
Ce théorème permet donc de tester une borne supérieure de la valeur singulière maximale
pire-cas d'un opérateur incertain.
Le résultat donné par le théorème 19 peut pour certaines applications être insuﬃsant.
Aussi ﬁn soit l'échantillonnage choisi, il est impossible de garantir un résultat global
[Hel95]. Pour remédier à ceci, le théorème 20 permet de tester les mêmes bornes mais
pour des bandes de fréquences. Ceci va permettre de détecter des eﬀets de l'incertitude
que le résultat du théorème 19 peut manquer. Tester une bande de fréquences avec
le théorème 20 est plus coûteux en temps de calcul que tester une fréquence avec le
théorème 19. Tester plusieurs bandes de fréquences, voire des bandes de fréquences
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assez ﬁnes peut rendre le temps de calcul assez conséquent. Toutefois, en testant une
seule fréquence, un grand nombre de fréquences doivent potentiellement être testées, ce
qui peut également être coûteux. Selon l'application, les théorèmes 19 et 20 sont donc
complémentaires. Choisir l'un ou l'autre est une aﬀaire de compromis. Les combinaisons
des deux ont un potentiel certain.
D'un point de vue synthèse, l'analyse fréquence par fréquence ou par bandes de
fréquences, va permettre d'étendre les résultats présentés dans la section 2.4, pour la
synthèse de la réponse fréquentielle optimale du ﬁltre (théorème 14). Ces théorèmes sont
formulés dans la thèse puisqu'ils permettent l'analyse précise d'une matrice de fonctions
de transfert incertain comme l'exemple le montrera.
3.5 Exemples d'applications
3.5.1 Analyse de la réponse fréquentielle d'une fonction de trans-
fert incertaine
Nous présentons ici un exemple académique de modèle incertain. Le modèle incertain
étudié dans cet exemple est une fonction de transfert du second ordre à laquelle s'ajoute
une incertitude multiplicative en sortie. Le modèle incertain considéré est une fonction
de transfert incertain T(w)→(y) présentée ﬁgure 3.14.
y
w 0
2
s20 s0
2

+
+
W  s
Figure 3.14  Exemple pour l'analyse
Les paramètres ω et ξ de la fonction de transfert du second ordre sont incertains. Ce
sont des paramètres incertains TI. Leur intervalle de variation est connu.
ω0 = ωc + ωgabδω, ωc = 1, ωgab = 0.2, δω ∈ [−1; 1]
ξ = ξc + ξgabδξ, ξc = 0.3, ξgab = 0.1, δξ ∈ [−1; 1]
La ﬁgure 3.15 présente les modules des fonctions de transfert du second ordre ob-
tenues lorsqu'on réalise un échantillonnage sur l'intervalle de variation des paramètres
incertains ω0 et ξ. Les paramètres incertains ont naturellement un impact sur la position
de la fréquence de résonance et son amortissement.
La fonction de transfert incertaine du second ordre dépend des paramètres incertains
δω et δξ. Elle est notée G1(δω, δξ, s) et peut se mettre sous une forme LFT de la forme
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Figure 3.15  Impact des incertitudes paramétriques
suivante :  δω 0 00 δω 0
0 0 δξ
 ? Gt(s).
La matrice de fonctions de transfert Gt(s) admet la représentation d'état suivante :
Gt(s) =

−ξωc −1 −ξ 0 1 1
ω2c 0 ωc 1 0 0
ωgab 0 0 0 0 0
ωgabωc 0 ωgab 0 0 0
ξgabωc 0 ξgab 0 0 0
0 1 0 0 0 0

=
 AG BGp BGwCGq DGqp DGqw
CGy DGyp DGyw
 .
La pondération W (s) pour l'incertitude admet la fonction de transfert suivante :
W (s) =
0.1s2
0.1s2 + 0.03s+ 1
.
Le module de cette pondération est présenté ﬁgure 3.16, dans l'aﬃchage de gauche.
Cette pondération permet de modéliser un mode de ﬂexion d'ordre supérieur ignoré dans
la modélisation. La pondération admet une représentation d'état de la forme suivante :[
AW BW
CW DW
]
.
∆ est une incertitude dynamique TI de norme H∞ inférieure à 1. L'impact de l'in-
certitude dynamique est présenté ﬁgure 3.16. L'incertitude est composée de fonctions de
transfert d'ordre 4 générées aléatoirement.
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Figure 3.16  Impact des incertitudes dynamiques
La fonction de transfert incertaine peut se mettre sous la forme d'une LFT d'un bloc
incertain et d'un bloc nominal T(p,w)→(q,y). La forme LFT est présentée équation (3.24) :
T(w)→(y)(δω, δξ,∆, s) =

δω 0 0 0
0 δω 0 0
0 0 δξ 0
0 0 0 ∆
 ? T(p,w)→(q,y)(s) (3.24)
Le modèle nominal T(p,w)→(q,y)(s) admet la représentation d'état suivante :
T(p,w)→(q,y)(s) =
 A Bp BwCq Dqp Dqw
Cy Dyp Dyw
 =

AG 0 BGp 0 BGw
BWCGy AW BWDGyp 0 BWDGyw
CGq 0 DGqp 0 DGqw
DWCGy CW DWDGyp 0 DWDGyw
CGy 0 DGyp 1 DGyw

La ﬁgure 3.17 présente le module de modèles choisis aléatoirement dans l'ensemble
de modèles déﬁni par le modèle incertain. Cette ﬁgure illustre l'impact de toutes les
incertitudes. Cela permet également de montrer que des systèmes complexes peuvent
être décrits en combinant divers types d'incertitudes.
Les théorèmes présentés dans cette section permettent de tester une borne supérieure
sur la valeur singulière pire-cas qui correspond au pire-cas du module dans ce cas. Les
sous-sections suivantes présentent l'application des résultats d'analyse présentés dans
cette section pour tester le module de la fonction de transfert incertaine présentée équa-
tion (3.24).
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Figure 3.17  Impact de toutes les incertitudes sur la fonction de transfert
Application du théorème 17 (Analyse du L2-gain pire-cas)
Le théorème 17 page 110 permet de calculer un gabarit supérieur sur le module d'une
fonction de transfert incertaine (Cas LTI/SISO). Ce théorème est appliqué sur le modèle
incertain présenté équation (3.24) page 122.
Par la suite, γ est minimisé sous les contraintes du théorème, ce qui va permettre
de calculer un gabarit supérieur sur le module de la fonction de transfert incertaine.
Le calcul d'une borne supérieure sur la norme H∞ pire-cas (gabarit supérieur constant)
d'une fonction de transfert est présenté. Il est également possible de tester une norme
pondérée, par ajout de pondération sur la sortie.
La norme H∞ pire-cas de la fonction de transfert incertaine est testée en minimisant
γ sous les contraintes du théorème 17 page 110.
Pour le choix de la base des multiplieurs dynamiques, la base est choisie sous la forme
suivante :
K(jω)⊗ I4 K(jω) =

1
(s+1)n
...
1
(s+1)
1
 .
Le choix des pôles est arbitraire : il est possible de choisir des bases de natures
diﬀérentes (par exemple [Bal02, KS08, SF06] utilisent des bases diﬀérentes). Cependant,
si on choisit un ordre suﬃsamment grand, le choix de ces pôles n'a plus d'importance.
De manière générale, placer un pôle dans une zone de fréquences où l'incertitude est
inﬂuente donnera de bons résultats. Ici, pour des raisons de simplicité, le pôle choisi
est −1, avec une multiplicité n.
Pour tester la validité de ce résultat, et le conservatisme associé, une borne supérieure
de la norme H∞ pire-cas est calculée au moyen du théorème 17 page 110 en utilisant
diﬀérents ordres de multiplieurs (diﬀérentes valeurs de n). Le tableau 3.5 donne les
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n 1 2 3 5 Borne inférieure
γ 79.4 23.4 23.4 23.4 21.3
Tableau 3.5  Résultats d'optimisation : borne supérieure de la valeur singulière pire-cas
pour un ordre de multiplieur donné
bornes supérieures sur le module données par le résultat du problème d'optimisation
en fonction de l'ordre n du multiplieur. Une borne inférieure est également calculée
en prenant un très grand nombre de modèles choisis aléatoirement dans l'ensemble de
modèles.
Pour illustrer la borne supérieure sur le module donnée par ce résultat d'optimisation,
la ﬁgure 3.18 montre le module de modèles particuliers choisis dans l'ensemble décrit
par le modèle incertain, ainsi que la borne garantie sur ce module.
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Figure 3.18  Gabarit supérieur garanti par le théorème 17
Application du théorème 19 (Analyse de la valeur singulière maximale pire-
cas fréquence par fré- quence)
Le théorème 19 page 117 permet de tester une borne supérieure sur le module d'une
fonction de transfert incertaine à une pulsation donnée. Ce théorème est appliqué sur
le modèle incertain, avec un échantillonnage en fréquence (linéaire en échelle logarith-
mique). Les résultats d'optimisation sont présentés dans la ﬁgure 3.19.
Les résultats donnés par le calcul ici montrent que la borne supérieure calculée est
très peu conservative à une pulsation donnée. En revanche il est nécessaire de tester un
grand nombre de fréquences pour avoir une idée précise. Il sera impossible de garantir
une propriété générale du modèle en raison de la discrétisation de l'espace des fréquences
pour le test. Cet outil reste cependant un très bon outil pour l'analyse.
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Figure 3.19  Gabarit supérieur garanti par le théorème 19 (Analyse fréquence par
fréquence)
Application du théorème 20 (Analyse de la valeur singulière maximale pire-
cas pour une bande de fréquences)
Pour ﬁnir sur l'analyse des systèmes, l'analyse par bandes de fréquences permet
de pallier aux problèmes du théorème 19 (analyse fréquence par fréquence). Le coût
algorithmique est toutefois plus élevé en raison du plus grand nombre de variables du
problème d'optimisation. Le théorème 20 page 118 (Analyse de la valeur singulière maxi-
male pire-cas pour une bande de fréquences) est appliqué sur la fonction de transfert
incertaine de l'exemple. Les bandes de fréquences sont des bandes de largeur constante
sur une échelle logarithmique. Les gabarits garantis sur le module sont représentés ﬁ-
gure 3.20.
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Figure 3.20  Gabarit supérieur garanti par le théorème 20 (Analyse de la valeur singu-
lière maximale pire-cas pour une bande de fréquences)
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Si les bandes de fréquences ont été choisies arbitrairement, le choix par des méthodes
algorithmiques peut faire l'objet d'une étude. Ce résultat peut être relié au résultat
présenté dans [Hel95] pour le calcul de la borne supérieure de µ par bandes de fréquences.
3.5.2 Dégradation de la performance
Cette sous-section présente l'analyse de la dégradation de la performance atteinte
par les estimateurs nominaux en présence d'incertitudes.
Le modèle pour l'estimation est déﬁni par : δω 0 00 δω 0
0 0 δξ
 ? Gt(s).
La matrice de fonctions de transfert Gt(s) admet la représentation d'état suivante :
Gt(s) =

A Bp Bw
Cq Dqp Dqw
Cz Dzp Dzw
Cy Dyp Dyw
 =

−ξωc −1 −ξ 0 1 1 0
ω2c 0 ωc 1 0 0 0
ωgab 0 0 0 0 0 0
ωgabωc 0 ωgab 0 0 0 0
ξgabωc 0 ξgab 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 1

.
Dans le cas nominal (ωgab = ξgab = 0), ce modèle est équivalent au modèle présenté
dans l'exemple ﬁgurant en ﬁn de chapitre 2. La sortie z doit être estimée à partir de la
sortie y.
Un EGN est synthétisé avec la pondération idéale (section 2.4). Les valeurs singulières
de T(w)→(e) atteintes avec cet estimateur sont représentées ﬁgure 2.36 page 81, graphique
du bas.
En présence d'incertitudes, les valeurs singulières de T(w)→(e) sont dégradées. La
ﬁgure 3.21 montre le gabarit garanti par la synthèse nominale, et les valeurs singulières
atteintes en présence d'incertitudes pour des modèles sélectionnés par un échantillonnage
sur les deux paramètres incertains. La dégradation dûe à l'incertitude est notable.
Au moyen du théorème 17 (Analyse du L2-gain pire-cas), une borne supérieure sur
la norme H∞ pire-cas est testée, correspondant dans ce cas à un gabarit supérieur
constant sur les valeurs singulières de T(w)→(e). La borne supérieure garantie pour le
modèle incertain par le théorème 17 est tracée en bleu ﬁgure 3.22.
En complément, le calcul d'une borne supérieure des valeurs singulières est réa-
lisé fréquence par fréquence au moyen du théorème 19 (Analyse de la valeur singulière
maximale pire-cas fréquence par fréquence). Le gabarit supérieur vert montre le gabarit
supérieur garanti fréquence par fréquence par le théorème 19 page 117. Il est également
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Figure 3.21  Dégradation de la DSP dûe aux incertitudes
possible de tester un gabarit supérieur pondéré, ou bien la densité spectrale par bandes
de fréquences. Les outils présentés dans cette section permettent donc d'analyser la
performance robuste atteinte par la synthèse nominale.
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Figure 3.22  Dégradation de la DSP dûe aux incertitudes
Pour compléter cet exemple, l'étude de la dégradation de la norme H2 atteinte par
l'estimateur nominal en fonction de la taille de l'incertitude est présentée.
En utilisant le théorème 18, la performance robuste atteinte par l'estimateur H2 no-
minal est testée pour diﬀérentes valeurs de ωgab et de ξgab (correspondant à la taille
de l'incertitude). Une borne inférieure de la performance est également testée par un
échantillonnage sur les paramètres incertains δω et δξ. Les résultats sont présentés dans
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la ﬁgure 3.23 pour un seul paramètre incertain (soit δω soit δξ). La ﬁgure 3.24 montre
la dégradation de la performance en fonction de la taille des incertitudes. Pour rappel,
la norme H2 garantie par la synthèse nominale est 1.06.
0 0.1 0.2 0.3 0.4 0.5
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
ωgab
N
o
r m
e
 
H
2
 
 
Borne inférieure
Borne supérieure
0 0.01 0.02 0.03 0.04 0.05
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
ξgab
N
o
r m
e
 
H
2
 
 
Borne inférieure
Borne supérieure
Figure 3.23  Dégradation de la norme H2 pour un paramètre incertain
Figure 3.24  Dégradation de la norme H2 pour deux paramètres incertains
Au vu de ces deux ﬁgures, l'incertitude sur la fréquence ω0 est beaucoup plus handi-
capante que l'incertitude sur le coeﬃcient ξ. La combinaison des deux incertitudes est
naturellement problématique, dégradant rapidement la performance.
Pour conclure, les outils d'analyse présentés dans cette section permettent d'analyser
la performance robuste des estimateurs nominaux. Par exemple, ces outils peuvent être
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combinés avec les méthodes de synthèse nominale présentées en chapitre 2, pour mettre
au point des méthodes itératives de synthèse d'estimateurs robustes.
3.6 Conclusions sur l'analyse des modèles incertains
Ce chapitre présente la représentation et l'analyse des systèmes incertains pour l'es-
timation.
Par analogie avec le cas certain, la problématique de l'estimation robuste a été pré-
sentée, en montrant comment les incertitudes sur les modèles LTI permettent de décrire
un ensemble de systèmes.
Dans le cas nominal, l'erreur d'estimation est caractérisée par une norme sur une
matrice de fonctions de transfert. Dans le cas robuste, les normesH∞ etH2 sont étendues
par le L2-gain pour la norme H∞ et par un critère L2 sur la réponse impulsionnelle du
modèle incertain pour la norme H2.
Par la suite, les principales approches pour la synthèse d'estimateurs ont été présen-
tées. Ces trois approches (approche par incertitudes non-structurées, approche polyto-
pique, approche LFT) peuvent être comparées en confrontant leur capacité de descrip-
tion de modèles incertains, ainsi que les outils d'analyse qui y sont associés.
La représentation LFT associée aux approches entrées-sorties est le mode de re-
présentation le plus général, et des outils d'analyse eﬃcaces existent pour ce type de
représentation. C'est donc ce mode de représentation et les outils d'analyse associés qui
sont choisis dans la thèse. Cadrant parfaitement avec notre objectif d'étendre de manière
systématique les outils du cas certain, les outils d'analyse présentés dans ce chapitre sont
des extensions des outils pour l'analyse des matrices de fonctions de transfert présentés
dans le chapitre 2.
Les théorèmes présents dans ce chapitre qui vont permettre l'extension des méthodes
nominales à l'estimation robuste sont les suivants :
 Théorème 17 (Calcul d'une borne supérieure du L2-gain pire-cas)
Ce théorème présente des conditions LMI qui peuvent se mettre sous la forme
d'un problème d'optimisation convexe. Ce théorème permet d'étendre le lemme
réel borné (lemme 1 page 29) qui permet d'analyser la norme H∞ d'une matrice
de fonctions de transfert.
 Théorème 18 (Calcul d'une borne supérieure de la norme H2 pire-cas)
Ce théorème présente des conditions LMI qui peuvent se mettre sous la forme
d'un problème d'optimisation convexe. Ce théorème permet d'étendre le lemme 2
page 29 qui permet d'analyser la norme H2 d'une matrice de fonctions de transfert.
 Théorème 19 (Calcul d'une borne supérieure des valeurs singulières)
Ce théorème présente des conditions LMI qui peuvent se mettre sous la forme d'un
problème d'optimisation convexe. Ce théorème propose un problème d'optimisa-
tion convexe qui permet de tester une borne supérieure sur les valeurs singulières
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d'une matrice de fonctions de transfert. Par exemple, dans le cas d'un modèle
MISO, ce théorème permet de tester une borne supérieure sur la densité spectrale
de puissance du signal de sortie à une fréquence donnée. L'analyse fréquence par
fréquence a permis de dégager des méthodes de synthèse de pondération de l'er-
reur d'estimation pour l'estimation H∞. Nous verrons dans le chapitre 4 que ce
théorème permet d'étendre ce résultat pour l'estimation robuste.
 Théorème 20 (Calcul d'une borne supérieure des valeurs singulières sur une bande
de fréquences)
Ce théorème permet de tester une borne supérieure sur les valeurs singulières
d'une matrice de fonctions de transfert, pour des intervalles de fréquences choisis.
Ce théorème propose une alternative au théorème 19, permettant de tester toutes
les fréquences pour un coût plus élevé en terme de calculs.
Tous les théorèmes présentés dans cette partie sont des théorèmes permettant d'ana-
lyser des modèles incertains continus. Leurs pendants discrets sont présentés en annexes
G page 261.
Ces théorèmes ont été appliqués sur un exemple pour illustrer leur potentiel. En
les combinant aux outils du cas certain, ces outils peuvent permettre par exemple de
créer des méthodes itératives de synthèse d'estimateurs : ils permettent d'analyser la
performance atteinte avec un estimateur nominal sur un modèle incertain, comme nous
le verrons dans l'exemple du chapitre 4. Mais principalement, ces résultats d'analyse
peuvent être transformés en résultats de synthèse.
Pour conclure sur ce chapitre, le tableau 3.6 présente les objectifs complétés par cette
partie.
Estimation nominale Estimation robuste
Mise en forme et
analyse
Modéliser le système et les
signaux
Modèle LTI (section 1.2.2
et 1.2.3 page 5)
Modèle incertain avec des
incertitudes paramétriques
et des incertitudes
dynamiques mis sous la
forme d'une représentation
LFT
Caractériser l'erreur
d'estimation
Normes H2 et
H∞ (pondérée ou non)
(section 1.2.4 page 10)
Normes H2 et
H∞ (pondérée ou non)
pire-cas
Outils d'analyse eﬃcaces
Lemme 1 page 29 (norme
H∞), Lemme 2 page 29
(norme H2).
Théorème 17 page 110
(L2-gain), théorème 18
page 113 (norme H2)
Tableau 3.6  Bilan de l'analyse des systèmes incertains
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Chapitre 4
Synthèse d'estimateurs robustes
4.1 Introduction
Dans cette section, l'extension des méthodes de synthèse d'estimateurs du cas cer-
tain au cas robuste est traitée. Les extensions décrites dans ce chapitre sont détaillées
tableau 4.1.
En se basant sur les résultats d'analyse présentés dans la sous-section 2.2.2 page 29,
le chapitre 2 page 21 a présenté la synthèse des structures classiques : le ﬁltre et l'obser-
vateur à gain statique. En raison des limitations de ces deux structures, des extensions
ont été proposées : l'Observateur à Gain Dynamique et l'Estimateur Généralisé Nomi-
nal. Ces extensions peuvent également être synthétisées par optimisation sous contrainte
LMI.
Par la suite, le calcul d'une réponse fréquentielle idéale pour l'estimateur dans le cas
nominal a été décrit dans la section 2.4 page 62. Cette réponse fréquentielle idéale est
calculée de manière analytique et minimise pour toutes les fréquences la densité spectrale
de puissance de l'erreur. Ce résultat donne une limite de performance pour l'estimation,
des outils de synthèse de pondération de l'erreur d'estimation et une réponse fréquentielle
de référence pour l'estimateur.
Les résultats pour l'estimation nominale sont basés sur les résultats d'ana-
lyse des modèles LTI, présentés dans la sous-section 2.2.2 page 29. En se
basant sur les résultats exposés dans le chapitre 3, section 3.3 page 102, Ces
résultats obtenus pour l'estimation nominale vont être étendus à l'estimation
robuste.
4.1.1 Organisation du chapitre
Le chapitre est organisé en 6 sections.
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Estimation nominale Estimation robuste
Synthèse d'estimateur
Capacité à transformer ces
outils d'analyse en outils de
synthèse
Section 2.2 page 28, avec
les outils de l'annexe A
Possibilité de transformer
les outils d'analyse du
chapitre 3 en outils
eﬃcaces de synthèse ?
Synthèse de la structure
ﬁltre
Synthèse H2, H∞,
H∞ pondérée
Synthèse eﬃcace de ﬁltres
pour le L2-gain pire cas ?
Pour la norme H2 pire-cas ?
Synthèse de la structure
observateur à gain statique
Synthèse H2, H∞
Synthèse eﬃcace d'OGS
pour le L2-gain pire cas ?
Pour la norme H2 pire-cas ?
Synthèse de la structure
observateur à gain
dynamique
Synthèse H2, H∞
Synthèse eﬃcace d'OGD
pour le L2-gain pire cas ?
Pour la norme H2 pire-cas ?
Synthèse d'estimateur
généralisé nominal
Synthèse H2, H∞,
H∞ pondérée
Synthèse eﬃcace d'EGN
pour le L2-gain pire cas ?
Pour la norme H2 pire-cas ?
Analyse de la
performance de
l'estimation
Synthèse de la réponse
fréquentielle optimale
(analyse de la performance
des estimateurs)
Théorème 14 page 64
Synthèse eﬃcace de la
réponse fréquentielle
optimale ?
Choix des pondérations
pour l'estimation H∞
Section 2.4 page 62
Calcul d'une limite de
performance permettant le
choix des pondérations
possible ?
Tableau 4.1  Bilan de l'estimation nominale
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 Dans la première section (section 4.2), un état de l'art de l'estimation utilisant l'ap-
proche LFT/IQCs est proposé. Cette partie présente également les contributions
de ce chapitre pour l'estimation robuste.
 Dans une seconde partie (section 4.3), un problème de synthèse particulier est
proposé. Des solutions à ce problème sont présentées sous la forme de problèmes
d'optimisation sous contrainte LMI. Ces solutions permettent l'extension systéma-
tique des résultats de l'estimation nominale à l'estimation robuste.
 En se basant sur les solutions du problème traité section 4.3, les sections 4.4
(synthèse de ﬁltres robustes) et 4.5 (synthèse d'observateurs robustes) étendent
les structures classiques à l'estimation robuste en conservant le caractère eﬃcace
de la synthèse.
 Pour ﬁnir, la section 4.6 page 177 propose une extension des résultats présentés
pour l'estimation nominale dans la section 2.4 page 62 (ﬁltre optimal, limite de
performance et choix des pondérations).
4.2 Approche LFT/IQCs de l'estimation robuste
Dans le cas nominal, le problème de synthèse de ﬁltres est un cas particulier du pro-
blème de synthèse de correcteurs pour lequel des solutions eﬃcaces existent [DGKF89,
Iwa94, GA94]. Des estimateurs utilisant la structure observateur peuvent également être
synthétisés par optimisation sous contrainte LMI [LF97].
Le problème de synthèse d'estimateurs robustes peut être vu comme un cas particu-
lier d'un problème de synthèse général, dont la forme standard est présentée ﬁgure 4.1.
Ce problème recouvre énormément de problèmes de synthèse, comme celui de correc-
teur robuste par exemple. Dans la suite de cette thèse, ce problème est appelé problème
général de synthèse robuste.
M

w e
qp
K
Figure 4.1  Forme standard d'un problème général de synthèse robuste
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En se basant sur le cadre permettant l'analyse des modèles incertains utilisant des
multiplieurs [LCG95], le problème général de synthèse robuste peut être formulé comme
un problème d'optimisation sous contrainte BMI. Dans le cas nominal, ce problème peut
être ramené à un problème d'optimisation sous contrainte LMI. Ce n'est malheureuse-
ment plus possible dans le cadre robuste [Sch09b] dans le cas le plus général.
Cette impossibilité explique le développement de méthodes itératives pour la syn-
thèse de correcteurs robustes (µ-synthèse [LB94], D-K itérations) ou de relaxations
[Sch06] pour se ramener à un problème d'optimisation pour lequel un algorithme ef-
ﬁcace existe. La seconde conséquence est la recherche de cas particuliers de ce problème
général de synthèse robuste pour lesquels des solutions eﬃcaces existent.
Pour certains cas particuliers de la forme standard du problème général de synthèse
robuste, la transformation du problème d'optimisation sous contrainte BMI en problème
d'optimisation sous contrainte LMI est possible. Un certain nombre de résultats existent
notamment pour la synthèse de ﬁltres robustes.
Les premiers résultats pour la synthèse de ﬁltres robustes ne prennent pas en compte
de pondération sur l'erreur d'estimation. La forme standard du problème de synthèse
de ﬁltres robustes (sans pondération) est présentée ﬁgure 4.2.
G

w
e
qp
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z
y
̂z
+
-
Figure 4.2  Forme standard du problème de synthèse de ﬁltres robustes
Dans [LF97], une méthode de synthèse de ﬁltres garantissant une norme H∞ est pro-
posée pour une incertitude structurée satisfaisant une IQC statique 1. Dans cet article,
la représentation d'état du modèle incertain dépend de l'incertitude de façon linéaire.
Dans [SP05, Sun04], la synthèse de ﬁltres robustes garantissant une borne supérieure
sur une norme H2 ou une norme H∞ est considérée. Ces résultats peuvent être inter-
prétés en termes d'IQC statique pour des incertitudes dynamiques et paramétriques de
type TV. La représentation est une représentation LFT permettant d'avoir une dépen-
dance rationnelle de la représentation d'état envers l'incertitude. Toutefois, en raison de
l'utilisation d'IQCs statiques, ces résultats sont potentiellement conservatifs pour des
incertitudes de type TI.
1. Une IQC où la matrice Π ne dépend pas de ω
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La prise en compte d'IQCs dynamiques pour la synthèse de ﬁltres robustes est propo-
sée en parallèle dans [SK06] (synthèse de ﬁltres robustes H2) et dans [SF06] (synthèse de
ﬁltres robustes L2-gain). Ces méthodes proposent de prendre en compte les IQCs dyna-
miques en les factorisant sous la forme présentée dans le chapitre 3, section 3.3 page 102.
La solution de [SK06] considère une IQC générale. La solution proposée dans [SF06]
propose une factorisation particulière pour des incertitudes paramétriques/dynamiques
TI/TV identiques à celles considérées dans cette thèse. Une méthode pour prendre en
compte des pondérations des erreurs d'estimation est proposée dans [SF06], permettant
de se ramener à un problème sans pondération. Toutefois, la solution proposée est non-
optimale en terme d'ordre. Ces résultats pour la synthèse de ﬁltres ont été complétés
dans [SK08], proposant une solution avec des IQCs générales, pour la synthèse de ﬁltres
robustes garantissant une borne supérieure sur la norme H2 pire-cas ou le L2-gain pire-
cas de l'opérateur T(w)→(e). La pondération de l'erreur d'estimation est traitée de manière
optimale en terme d'ordre dans [VKS08].
Tous ces résultats concernent la synthèse de ﬁltres dans le cas continu. Le cas discret
est abordé dans [LF97] où une méthode de synthèse de ﬁltres robustes est proposée
(IQCs statiques et dépendance linéaire). Il est également abordé dans [BHS10] pour la
synthèse de ﬁltres à pôles ﬁxés recouvrant par exemple la synthèse de ﬁltres FIR. Le cas
discret est donc très peu abordé.
Dans ces méthodes, les incertitudes considérées sont de diﬀérentes natures. Dans
[SK06, SK08], le bloc incertain est décrit par une IQC très générale. Dans [SF06], l'in-
certitude est uniquement composée d'incertitudes paramétriques/dynamiques TV/TI.
Une IQC est décrite pour des incertitudes paramétriques avec des variations bornées
dans [VKS08]. Pour ﬁnir, l'incertitude considérée dans [BHS10] est une incertitude pa-
ramétrique liée à l'identiﬁcation du procédé, décrite par une ellipse. Du point de vue de
la méthode de synthèse de l'estimateur, la paramétrisation de l'IQC ne change pas les
opérations permettant de transformer le problème d'optimisation sous contrainte BMI
en un problème d'optimisation sous contrainte LMI.
Cette transformation du problème sous contrainte BMI en un problème d'optimi-
sation sous contrainte LMI est faite au moyen d'une multiplication congruente puis
par un changement de variables dans [SK06, SK08, VKS08]. Dans [SF06], une para-
métrisation particulière de la matrice P (voir théorème 17 page 110) permet d'utiliser
directement un changement de variables simple pour aboutir à un problème d'optimsa-
tion sous contraintes LMI. Une solution par lemme d'élimination (lemme 5 page 223)
est également proposée dans cet article. La principale diﬃculté technique de la synthèse
d'estimateurs robustes est de trouver la séquence des multiplications congruentes, des
paramétrisations des variables, des changements de variables et des autres opérations
permettant de se ramener à un problème d'optimisation sous contrainte LMI.
Toutes ces approches proposent des méthodes de synthèse de ﬁltres (largement étu-
diées), et laissent entrevoir le potentiel de l'approche LFT/IQC pour la synthèse d'es-
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timateurs. Les cas L2-gain [SF06], H2 [SK06] ont été résolus dans le cas continu avec
des IQCs dynamiques (les plus générales) et une prise en compte optimale des pondéra-
tions [VKS08]. Nous rappelons ces résultats dans la section 4.4 page 151. En revanche,
les résultats restent à formuler dans le cas discret où seule la synthèse à pôles ﬁxés a
été formulée. Ce chapitre présente des résultats exhaustifs pour la synthèse de ﬁltres
robustes, en présentant les cas continus, H∞, H2, avec des pôles libres ou des pôles ﬁxés.
Les théorèmes analogues au cas continu pour le cas discret sont formulés dans l'annexe
G page 261, permettant de compléter l'approche LFT/IQC de la synthèse de ﬁltres
robustes, ce qui constitue une autre contribution de cette thèse.
Un point important est que la structure proposée pour la synthèse de l'estimateur est
systématiquement une structure ﬁltre. Dans le cas nominal, cette structure ne permet
pas la synthèse pour des systèmes instables, contrairement aux structures de type ob-
servateur. Nous avons présenté dans [BBS11] une nouvelle structure étendant les obser-
vateurs. La synthèse de cette structure est un autre cas particulier de la forme standard
du problème de contrôle robuste pour lequel il est possible de se ramener à un problème
d'optimisation sous contrainte LMI. La synthèse proposée dans [BBS11] est faite au
moyen du lemme d'élimination et garantit une norme L2-gain sur l'erreur d'estimation.
Ce chapitre propose une approche complète pour la synthèse de cette structure, pour
les cas continu et discret, pour le L2-gain et la norme H2.
D'autres cas particuliers du problème général de synthèse robuste mènent à des
problèmes d'optimisation sous contrainte LMI. Un cas particulier intéressant est proposé
dans [DS10], dont la forme standard est présentée dans la ﬁgure 4.3.Dans cette thèse,
ce problème est appelé problème général de synthèse d'estimateurs robustes.
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Figure 4.3  Forme standard du problème général de synthèse d'estimateurs robustes
Ce problème de synthèse consiste à trouver la matrice de fonctions de transfert L
garantissant une norme pire-cas sur l'opérateur incertain T(w)→(e). Pour cette forme
standard, il est possible de se ramener à un problème d'optimisation sous contrainte
LMI. Originalement proposé pour synthétiser un correcteur permettant de rejeter des
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perturbations incertaines ([DS10]), cette forme standard recouvre les formes standards
de la plupart des problèmes de synthèse d'estimateurs robustes, comme par exemple la
synthèse de ﬁltres sans pondération de l'erreur d'estimation [SF06, SK08], la synthèse
de ﬁltres avec pondération [VKS08], la synthèse d'observateurs robustes [BBS11]. La
solution proposée dans [DS10] est une solution pour la synthèse garantissant un L2-
gain pire-cas.
La principale contribution de cette thèse est de formuler des solutions
pour ce problème de synthèse, pour le L2-gain, la norme H2, dans les cas
continu et discret (voir section 4.3). Par la suite, les formes standards des
problèmes de synthèse d'estimateurs pour les diﬀérentes structures étant des
cas particuliers, les solutions formulées pour ce problème sont également des
solutions pour la synthèse de ﬁltres et d'observateurs robustes. La résolution
de ce problème de synthèse permet donc de proposer une approche complète
de la synthèse d'estimateurs robustes.
4.3 Un problème particulier de synthèse
Dans cette section, un problème de synthèse appelé problème de synthèse général
d'estimateurs robustes est considéré. La forme standard de ce problème de synthèse est
présentée ﬁgure 4.4 et est déﬁnie par :
Tw→e = (H ? L)(∆ ? G)
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Figure 4.4  Forme standard du probleme de synthèse général d'estimateur robuste
L'objectif est de synthétiser la matrice de fonctions de transfert L de telle sorte
qu'une norme donnée soit garantie (ou minimisée) sur l'opérateur T(w)→(e). Les éléments
de la forme standard (ﬁgure 4.4) sont déﬁnis de la façon suivante :
 G = T(p,w)→(q,m) et H = T(m,r)→(e,l) sont déﬁnies comme des matrices de fonctions
de transfert sans structure particulière. Leurs représentations d'état sont données
par :
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G =
 A Bp BwCq Dqp Dqw
Cm Dmp Dmw
 , H =
 H11 H12 H13H21 H22 H23
H31 H32 H33
 .
 ∆ est un bloc incertain structuré, qui appartient à l'ensemble d'incertitudes Γ∆,
déﬁni dans le chapitre 3, section 3.3 page 102. Ce bloc incertain peut contenir des
incertitudes paramétriques et dynamiques TI/TV.
 La matrice de fonctions de transfert L est à synthétiser. C'est une matrice de
fonctions de transfert sans structure particulière. Une représentation d'état est
donnée par :
L =
[
AL BL
CL DL
]
.
 L'opérateur T(w)→(e) est donné par ∆ ? T(p,w)→(q,e) où T(p,w)→(q,e) admet la repré-
sentation d'état suivante :

A 0 0
[
Bp Bw
]
(H12 +H13DLH32)Cm H11 +H13DLH31 H13CL (H12 +H13DLH32)
[
Dmp Dmw
]
BLH32Cm BLH31 AL BLH32
[
Dmp Dmw
]
Cq 0 0
[
Dqp Dqw
]
(H22 +H23DLH32)Cm H21 +H23DLH31 H23CL (H22 +H23DLH32)
[
Dmp Dmw
]
 (4.1)
En l'absence d'incertitudes (cas nominal), cette forme standard recouvre un certain
nombre d'autres formes standards. En voici quelques exemples :
 En choisissant ∆ ? G = I, cette forme standard recouvre la forme standard du
problème de synthèse de correcteur nominal.
 La forme standard du problème de synthèse de ﬁltres peut être retrouvée de deux
manières. La première consiste à dire que c'est un cas particulier du contrôle :
∆ ? G = I
 H11 H12 H13H21 H22 H23
H31 H32 H33
 =

A 0 Bw 0
BWCz AW BWDz −BW
DWCz CW DWDz −CW
Cy 0 Dy 0

Cette forme standard peut également être retrouvée en l'absence d'incertitudes et
en choisissant G et H de la façon suivante.
G =

A [ ] Bw
[ ] [ ] [ ]
Cz [ ] Dz
Cy [ ] Dy
 H =
 AW BW 0 −BWCW DW 0 −DW
0 0 I 0

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 En tant que cas particulier du contrôle, la synthèse d'OGD est également recou-
verte par ce problème de synthèse. Nous verrons par la suite que ce problème
recouvre également l'extension des observateurs aux systèmes incertains proposée
dans ce chapitre.
Problème 21. Problème général de synthèse d'estimateur robuste.
La forme standard du problème de synthèse de correcteurs avec système incertain en
sortie est l'opérateur T(w)→(e) = ∆ ? T(p,w)→(q,e) présenté ﬁgure 4.4. T(p,w)→(q,e) admet la
représentation d'état équivalente présentée équation (4.1) page 138
Etant donné γ, trouver s'il existe une matrice de fonctions de transfert L (et la
calculer) telle que ∀∆ ∈ Γ∆, ∆ ? T(w,p)→(q,e) soit stable et :
∀∆ ∈ Γ∆,
∥∥∆ ? T(w,p)→(q,e)∥∥i < γ.
Ce problème de synthèse recouvre l'ensemble des problèmes de synthèse
d'estimateurs robustes qui seront présentés par la suite. Ses solution vont
permettre une extension systématique des résultats de synthèse d'estima-
teurs obtenus pour l'estimation nominale à l'estimation robuste.
4.3.1 Philosophie Analyse-synthèse
Les théorèmes de synthèse pour l'estimation nominale sont obtenus à partir des ré-
sultats d'analyse donnés par le lemme réel borné 1 page 29 ou le lemme 2 page 29.
Par application de ces résultats de synthèse sur les formes standards des problèmes de
synthèse, ces résultats d'analyse permettent de formuler des problèmes d'optimisation
sous contrainte BMI. Les contraintes sont possiblement linéarisables dans certains cas
permettant de se ramener à des conditions de synthèse eﬃcaces. Cette démarche pré-
sentée dans la démonstration du théorème 1 page 32 (synthèse de ﬁltre H∞nominal)
a permis d'obtenir un grand nombre de résultats comme la synthèse de correcteurs
H∞ [GA94, SGC97] ou la synthèse de ﬁltres H∞ [PK97].
Le chapitre 3 présente une extension des résultats d'analyse du cas certain au cas
robuste. Le théorème 17 page 110 (Analyse du L2-gain pire-cas) est une extension du
lemme réel borné (lemme 1 page 29). De la même manière, le théorème 18 page 113
(Analyse de la norme H2 pire-cas) étend au cas incertain le lemme 2 page 29 (Analyse
de la norme H2). Ces résultats permettent de tester eﬃcacement une borne supérieure
sur une norme pire-cas (L2-gain ou norme H2) d'un opérateur.
Par application de ces résultats d'analyse sur la forme standard présentée ﬁgure 4.4,
le problème général de synthèse d'estimateurs robustes peut se mettre sous la forme
d'un problème d'optimisation sous contrainte BMI. La principale contribution de la
thèse est de prouver que ce problème d'optimisation sous contrainte BMI peut se trans-
former sous la forme d'un problème d'optimisation sous contrainte LMI en utilisant les
transformations présentées dans l'annexe A page 223.
Version du 17 décembre 2012 139
Chapitre 4 : SYNTHESE ROBUSTE
Dans un premier temps, des solutions pour les problèmes de synthèse correspon-
dant à cette forme standard pour les normes H2 et L2-gain sont formulées. Les formes
standards des problèmes de synthèse d'estimateurs robustes peuvent être vues comme
des cas particuliers de la forme standard présentée ﬁgure 4.4. Par conséquent, les solu-
tions formulées pour la synthèse dans cette section seront également des solutions aux
problèmes de synthèse d'estimateurs robustes.
4.3.2 Synthèse L2-gain
Théorème 21. Synthèse générale d'estimateur robuste L2-gain (cas continu).
Il existe une solution au problème général de synthèse d'estimateurs robustes (problème
21 page 139, cas L2-gain) s'il existe des matrices Z1 = Z1T , Z2, Z3 = ZT3 , P1 =[
P11
P12
]
, P2 =
[
P21
P22
]
, PK = PK
T , X =
[
Xs Xas
XTas −Xs
]
∈ ΓX ,
[
AL BL
CL DL
]
de
dimensions appropriées telles que les conditions (4.2), (4.3), (4.4) soient vériﬁées.
[]
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (4.2)

Z1 0 Z1 0
 Z3 −ZT2 I
  P11 P12
   P22
 > 0 (4.3)
(L1 + L2 + L3) + (•)T + LX < 0 (4.4)
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L1 =

Z1 0 0
−Z2T I 0
P1 P2 0
0 0 0
0 0 I

 A˜ 0 B˜H12C˜m H11 H12D˜m
H22C˜m H21 H22D˜m


[
I 0
]
I 0 0 0
0 0 I 0 0
0 0 0 I 0

L2 =

0 0
I 0
0 0
0 0
0 I

[
H11
H21
] [ [
Z2
T Z3
]
0 0 0 0
]
L3 =

0 0
0 H13
I 0
0 0
0 H23

[
AL BL
CL DL
][
I 0 0 0 0
0 H32C˜m H31 H32D˜m 0
]
LX = []T
 X 0 00 −γ2I 0
0 0 −I


C˜q
[
I 0
]
C˜q 0 D˜q 0
0 0 0
[
0 I
]
0
0 0 0 0 I


A˜ B˜
C˜q D˜q
C˜m D˜m
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Cm Dmp Dmw
0 0 0 0 I


Démonstration. Théorème 21 (Synthèse générale d'estimateur robuste L2-gain)
Le théorème 17 page 110 (Analyse du L2-gain pire-cas) est appliqué à l'opérateur
T(w)→(e) = ∆?T(p,w)→(q,e) déﬁnissant la forme standard du problème de synthèse présenté
ﬁgure 4.4 page 137. La représentation d'état de T(p,w)→(q,e) est donnée équation (4.1
page 138). Il existe une solution au problème général de synthèse d'estimateurs robustes
(problème 21 page 139, cas L2-gain) s'il existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0,
PK = PK
T > 0 , AL, BL, CL, DL, telles que les conditions (4.5) et (4.6) soient vériﬁées.
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[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (4.5)
[]T

0 P 0 0 0
P 0 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A B
Cq Dq
Ce De
0
[
0 I
]
 < 0 (4.6)
Avec :

A B
Cq Dq
Ce De
0
[
0 I
]
 =

A˜ 0 0 B˜
(H12 +H13DLH32)C˜m H11 +H13DLH31 H13CL (H12 +H13DLH32)D˜m
BLH32C˜m BLH31 AL BLH32D˜m
C˜q 0 0 D˜q
(H22 +H23DLH32)C˜m H21 +H23DLH31 H23CL (H22 +H23DLH32)D˜m
0 0 0
[
0 I
]

où :

A˜ B˜
C˜q D˜q
C˜m D˜m
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Cm Dmp Dmw
0 0 0 0 I

La condition (4.5) est une contrainte LMI et correspond à la condition (4.2) du
théorème. La condition (4.6) est une contrainte BMI : elle contient des produits entre les
variables de décision. Les étapes décrites par la suite servent à linéariser cette contrainte.
En utilisant le lemme de Schur (lemme 4 page 223), la condition (4.6) peut s'écrire sous
la forme suivante :
Ψ1︷ ︸︸ ︷ P 00 0
0 I
[ A B 0
Ce De 0
]
+
ΨT1︷︸︸︷
(•)T + . . .
Ψ2︷ ︸︸ ︷
. . . []T
 X 0 00 −γ2I 0
0 0 −I

 Cq Dq 00 [ 0 I ] 0
0 0 I
 < 0
(4.7)
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La linéarisation est faite en deux temps. Dans un premier temps, une multiplication
congruente est réalisée sur la contrainte (4.7), puis un changement de base permet de
linéariser les conditions. Les partitions suivantes de P et de son inverse P−1 = Q sont
introduites :
P =
 P11 P12 P13 P22 P23
  P33
 t.q PA =
 P11 P12 P13 P22 P23
  P33

 A˜ . . . . . .. . . H11 . . .
. . . . . . AL

P−1 = Q =
 Q11 Q12 Q13 Q22 Q23
  Q33

Pour pouvoir se ramener à un problème d'optimisation sous contrainte LMI, il est
nécessaire de choisir P33 et Q33 de mêmes dimensions que
[
P11 P12
 P22
]
. Cela signiﬁe
que la matrice de fonctions de transfert L est d'ordre nL = nH + nG + 2nK , c'est-à-dire
de l'ordre de la somme des ordres des systèmes G et H auxquels s'ajoutent deux fois
l'ordre de la base des multiplieurs K.
En posant Z1 = Q
−1
11 , Z2 = Q
−1
11 Q12, Z3 = Q22 − QT12Q−111 Q12, les matrices V et J
qui vont être utilisées pour réaliser une multiplication congruente sur la contrainte BMI
sont déﬁnies :
J =

Q11 Q12 Q13
QT12 Q22 Q23
I 0 0
0 I 0
 V =

Z1 0 0 0
−ZT2 I 0 0
0 0 I 0
0 0 0 I
 (4.8)
On note R =
[
R1
R2
]
=
[
Z1 0
−ZT2 I
] [
Q13
Q23
]
.
Les relations suivantes sont remarquables :
V J =

I Z2 R1
0 Z3 R2
I 0 0
0 I 0
 V JP =

Z1 0 0
−ZT2 I 0
P11 P12 P13
PT12 P22 P23
 (4.9)
Une multiplication congruente sur l'équation (4.7) est réalisée avec diag(V J, I, I).
Cette multiplication donne :
diag(V J, I, I)
(
Ψ1 + Ψ
T
1 + Ψ2
)
diag(V J, I, I) > 0
Le terme Ψ2 de la contrainte (4.7) donne le terme LX de la contrainte (4.4) :
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LX = diag(V J, I, I) (Ψ2) diag(V J, I, I)
Le résultat de cette multiplication sur le terme Ψ1 est le suivant :
[]T (Ψ1) diag(V J, I, I) = L1+L2+
Ψ3︷ ︸︸ ︷
0
0[
P12
P22
]
0
0

H11
[ [
Z2
T Z3
]
0 0 0 0
]
+ V
[
AL BL
CL DL
]
U
Avec :
V =

0 0
0 H13[
P13
P23
] [
P12
P22
]
H13
0 0
0 H23

et :
U =
[
R 0 0 0 0
H31
[
Z2
T Z3
]
+H32C˜m
[
I 0
]
H32C˜m H31 H32D˜m 0
]
On peut réécrire Ψ3 sous la forme suivante :
Ψ3 = U˜


[
P13
P23
] [
P12
P22
]
H13
0 I
[ AL BL
CL DL
][
RT 0
H31
[
Z2
T Z3
]
+H32C˜m
[
I 0
]
I
]
· · ·+
[
P2
0
]
H11
[ [
Z2
T Z3
]
0
]
 V˜
T
U˜ =

0 0
0 H13
I 0
0 0
0 H23
 V˜ T =
[
I 0 0 0 0
0 H32C˜m H31 H32D˜m 0
]
On introduit alors le changement de variables linéarisant suivant :
[
AL BL
CL DL
]
=

 [ P13P23
] [
P12
P22
]
H13
0 I
[ AL BL
CL DL
] [
RT 0
H31
[
Z2
T Z3
]
+H32C˜m
[
I 0
]
I
]
· · ·+
[
P2
0
]
AH
[ [
Z2
T Z3
]
0
]

(4.10)
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La condition peut donc s'écrire :L1 + L2 +
L3︷ ︸︸ ︷
U˜
[
AL BL
CL DL
]
V˜ T
+ ()T + LX < 0
Cette condition correspond donc à la condition (4.4) du théorème. La condition
P > 0 doit également être linéarisée : les matrices Z dépendent de partitions de son
inverse Q. Ceci est aisément réalisé en eﬀectuant une multiplication congruente sur cette
matrice avec V J . La condition V JPJTV T > 0 est obtenue qui, développée, correspond
à l'équation (4.3), ce qui complète la démonstration du théorème.
Le théorème 21 peut se mettre sous la forme d'un problème d'optimisation sous
contrainte LMI. Tester ces conditions pour un niveau de performance donné peut se
faire eﬃcacement. Le théorème pour le cas discret est le théorème 36 page 263.
Reconstruction de la représentation d'état de la matrice de fonctions de
transfert L
La linéarisation des contraintes BMI est faite en utilisant un changement de variables
linéarisant. Il est possible de reconstruire les matrices de la représentation d'état de la
matrice de fonctions de transfert L à partir du changement de variables si les conditions
du théorème sont vériﬁées. Les étapes pour la reconstruction sont les suivantes :
1. Construire Q1 =
[
Q11 Q12
QT12 Q22
]
=
[
Z1 0
−ZT2 I
]−1 [
I Z2
0 Z3
]
. Ceci permet de dis-
poser de la partition P1 =
[
P11 P12
P T12 P22
]
de la matrice P et de la partition Q1 =[
Q11 Q12
QT12 Q22
]
de son inverse.
2. Il est possible de reconstruire les matrices P etQ à partir de ces deux partitions
par application du lemme de complétion de Packard [PZPB91]. Une matrice P2 de
rang plein peut être choisie arbitrairement. Les matrices P et Q sont alors données
par les relations suivantes :
P =
[
I 0
0 P2
] [
P1 I
I (P−11 −Q−11 )−1
] [
I 0
0 P T2
]
Q =
[
I 0
0 Q2
] [
Q1 I
I (Q−11 − P−11 )−1
] [
I 0
0 QT2
]
Q2 = P
−T
2 (I − P1Q1)
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3. Il reste à calculer R :
R =
[
Z1 0
−ZT2 I
] [
Q13
Q23
]
4. L'inverse du changement de base linéarisant est donné par :[
AL BL
CL DL
]
= Ψ1
([
AL BL
CL DL
]
−
[
P2
0
]
H11
[ [
Z2
T Z3
]
0
])
Ψ2 (4.11)
Ψ1 =
 [ P13P23
] [
P12
P22
]
H13
0 I
−1 Ψ2 = [ RT 0
H31
[
Z2
T Z3
]
+H32C˜m
[
I 0
]
I
]−1
Comme ce problème de synthèse est très général, il recoupe un certain nombre de
résultats de la littérature, pour des structures particulières de la matrice de fonctions de
transfert H. Ce résultat est également un cas particulier de la solution générale pour la
synthèse robuste lorsque l'incertitude n'est pas dans la boucle de rétroaction présentée
dans [Sch09b]. Cependant, l'ordre de la matrice de fonctions de transfert L est moindre
lorsqu'on considère ce cas particulier.
Il peut être intéressant de tester l'existence de L sans la calculer explicitement.
Pour compléter ce résultat, l'application du lemme d'élimination (5 page 223) permet
d'éliminer les variables correspondant à la représentation d'état de la matrice de fonction
L. Pour ceci le lemme d'élimination est appliqué sur la condition (4.4 page 140) du
théorème. Le résultat est présenté dans le corollaire suivant.
Corollaire 5. Corollaire au théorème 21
Il existe une solution au problème général de synthèse d'estimateurs robustes (pro-
blème 21 page 139, cas L2-gain) s'il existe des matrices Z1 = Z1T , Z2, Z3 = Z3T ,
P1 =
[
P11
P12
]
, P2 =
[
P21
P22
]
, PK = PK
T , X =
[
Xs Xas
Xas
T −Xs
]
∈ ΓX de dimensions
appropriées telles que les conditions (4.12), (4.13), (4.14), (4.15) soient vériﬁées
[]
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (4.12)

Z1 0 Z1 0
 Z3 −Z2T I
  P11 P12
   P22
 > 0 (4.13)

M1 0
M2 0
M3 0
0 I

T
(He(M1) +MX)

M1 0
M2 0
M3 0
0 I
 < 0 (4.14)
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
I 0 0
0 N1 0
0 0 I
0 N2 0

T
(He(S1 + S2) + SX)

I 0 0
0 N1 0
0 0 I
0 N2 0
 < 0 (4.15)
Avec les matrices suivantes :
M1 =

−Z2T I 0
P1 P2 0
0 0 0
0 0 I

 A˜ 0 B˜H12C˜m H11 H12D˜m
H22C˜m H21 H22D˜m

 I 0 0 00 I 0 0
0 0 I 0

MX = []T
 X 0 00 −γ2I 0
0 0 −I

 CX 0 DX 00 0 [ 0 I ] 0
0 0 0 I

S1 =

Z1 0 0
−Z2T I 0
0 0 0
0 0 I

 A˜ B˜H12C˜m H12D˜m
H22C˜m H22D˜m
[
[
I 0
]
I 0 0
0 0 I 0
]
S2 =

0 0
I 0
0 0
0 I

[
H11
H21
] [ [
Z2
T Z3
]
0 0 0
]
SX = []T
 X 0 00 −γ2I 0
0 0 −I


Cq
[
I 0
]
Cq Dq 0
0 0
[
0 I
]
0
0 0 0 I

[
N1
N2
]
=
[
H13
H23
]
⊥
 M1M2
M3
 =
 (H32C˜m)THT31
(H32D˜m)
T

 A˜ B˜Cq Dq
C˜m D˜m
 =

AK 0 0 BK 0
0 AK BKC BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Cm Dmp Dmw

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Démonstration. corollaire 5 (Synthèse générale d'estimateurs robustes
La démonstration est faite par application du lemme d'élimination sur la contrainte
(4.4) du théorème 21. Cette contrainte peut s'écrire sous la forme
(L1 + L2) + (•)T + LX + U˜LV˜ T + V˜ LT U˜T < 0
avec
L =
[
AL BL
CL DL
]
U˜ =

0 0
0 H13
I 0
0 0
0 H23
 V˜ T =
[
I 0 0 0 0
0 H32C˜m H31 H32D˜m 0
]
On déﬁnit alors
U˜⊥ =

I 0 0
0 N1 0
0 0 0
0 0 I
0 N2 0
 V˜⊥ =

0 0
M1 0
M2 0
M3 0
0 I

Par application du lemme d'élimination (lemme 5 page 223), les contraintes du co-
rollaire sont obtenues. Le développement de la première contrainte permet d'obtenir
la contrainte (4.14). Le développement de la seconde contrainte permet d'obtenir la
contrainte (4.15) du corollaire. Les contraintes (4.2) et (4.3) du théorème donnent di-
rectement les contraintes (4.12) et (4.13) du corollaire.
Ce corollaire présente des contraintes LMI pour tester l'existence d'une solution pour
le problème 21 page 139 (Problème général de synthèse d'estimateurs robustes, cas L2-
gain) dans le cas continu. L'avantage d'utiliser cette solution par rapport à la solution
présentée dans le théorème est que le nombre de variables du problème d'optimisation
associé au théorème est largement inférieur du fait de la disparition des variables cor-
respondant à la représentation d'état de L.
Dans cette sous section, une solution du problème de synthèse général d'estimateur
robuste a été présentée dans le cas continu, pour une borne supérieure sur le L2-gain pire-
cas. Le cas discret est présenté dans l'annexe G, théorème 36 page 263.
4.3.3 Synthèse H2
Théorème 22. Synthèse générale d'estimateur robuste H2 (cas continu).
Il existe une solution au problème général de synthèse d'estimateurs robustes (problème
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21 page 139, cas H2) s'il existe des matrices Z1 = Z1
T , Z2, Z3 = Z3
T ,
[
P11
P12
]
,[
P21
P22
]
, PK = PK
T , X =
[
Xs Xas
Xas
T −Xs
]
∈ ΓX ,
[
AL BL
CL DL
]
, S = ST de dimensions
appropriées telles que les conditions (4.16), (4.17), (4.18), (4.19) soient vériﬁées.
Trace(S) < γ2 Dqw = 0 (H22 +H23DLH32)Dmw = 0 (4.16)
[]T
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (4.17)
(L1 + L2 + L3) + (•)T + LX < 0 (4.18)


Z1 0 Z1 0
 Z3 −Z2T I
  P11 P12
   P22
 L4 + L5
 S
 > 0 (4.19)
L1 =

Z1 0 0
−Z2T I 0[
P11
P12
] [
P21
P22
]
0
0 0 0
0 0 I

 A˜ 0 B˜pH12C˜m H11 H12D˜mp
H22C˜m H21 H22D˜mp


[
I 0
]
I 0 0 0
0 0 I 0 0
0 0 0 I 0

L2 =

0 0
I 0
0 0
0 0
0 I

[
H11
H21
] [ [
Z2
T Z3
]
0 0 0 0
]
L3 =

0 0
0 H13
I 0
0 0
0 H23

[
AL BL
CL DL
][
I 0 0 0 0
0 H32C˜m H31 H32D˜mp 0
]
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L4 =

Z1 0
−Z2T I[
P11
P12
] [
P21
P22
]

[
B˜w
H12D˜mw
]
L5 =
 0 00 H13
I 0
[ BL
DL
]
H32D˜mw
LX = []T
[
X 0
0 −I
][
C˜q
[
I 0
]
C˜q 0 D˜qp 0
0 0 0 0 I
]
avec les matrices suivantes
 A˜ B˜p B˜wC˜q D˜qp D˜qw
C˜m D˜mp D˜mw
 =

AK 0 0 BK 0
0 AK BKC BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Cm Dmp Dmw


Ce théorème présente des contraintes LMI et une égalité matricielle linéaire. L'égalité
matricielle linéaire peut être résolue. Elle peut ne pas avoir de solution, une solution
unique ou une inﬁnité de solutions dépendantes linéairement de paramètres. Une fois
cette égalité résolue, le problème d'optimisation est un problème d'optimisation sous
contrainte LMI et peut donc être testé eﬃcacement. S'il existe des matrices vériﬁant
ces contraintes, alors les matrices de la représentation d'état de la matrice de fonctions
de tranfert L peuvent être reconstruites à partir des variables solutions du problème
d'optimisation comme pour le cas L2-gain, (page 145). Le cas discret est présenté dans
le théorème 37 page 265 dans l'annexe G page 261.
En conclusion, cette section présente deux théorèmes présentant des contraintes LMI
pour tester l'existence d'une matrice de fonctions de transfert L assurant une norme
donnée (L2-gain ou H2) pour l'opérateur T(w)→(e) et la calculer. Ces contraintes peuvent
se mettre sous la forme d'un problème d'optimisation pour lequel un algorithme eﬃcace
existe.
La section suivante va montrer que la plupart des problèmes d'optimisation robuste
sont des cas particuliers de ce problème de synthèse. Une solution eﬃcace est formu-
lée dans cette section, qui va également être une solution aux problèmes de synthèse
d'estimateurs robustes. Les résultats présentés dans cette section prouvent la possibilité
de transformer les outils d'analyse décrits chapitre 3 en outils de synthèse dans le cas
robuste. Ceci permet de compléter le tableau des objectifs du chapitre (tableau 4.2).
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Estimation nominale Estimation robuste
Synthèse d'estimateur
Capacité à transformer ces
outils d'analyse en outils de
synthèse
Section 2.2 page 28, avec
les outils de l'annexe A
Possible pour le problème
général de synthèse
d'estimateur robuste :
section 4.3
Tableau 4.2  Complétion des objectifs du chapitre par la section 4.3
4.4 Synthèse de ﬁltres robustes
La première structure pour l'estimation dans le cas nominal est la struc-
ture ﬁltre. La structure ﬁltre est déﬁnie comme une matrice de fonctions de
transfert, sans structure particulière. La synthèse de cette structure dans le
cas robuste est présentée dans cette section.
Problème de synthèse de ﬁltres robustes
La forme standard du problème de synthèse de ﬁltres robustes est présentée ﬁgure
4.5.
G

w
e
qp
W
F
z
y
eW
ẑ
+
-
Figure 4.5  Forme standard du problème de synthèse de ﬁltres robustes
L'opérateur incertain ∆ ? T(p,w)→(q,eW ) = W
[
I −F ] (∆ ? G) est considéré. W est
une pondération stable et son inverse est stable. ∆ ? G représente le système incertain
mis sous une forme LFT. On considère pour l'erreur d'estimation une borne supérieure
sur une norme pire-cas de l'opérateur incertain ∆?T(p,w)→(q,eW ) (L2-gain, H2). L'objectif
est de synthétiser la matrice de fonctions de transfert F de telle sorte qu'une borne supé-
rieure d'une norme pire-cas soit garantie (ou minimisée) sur l'opérateur ∆?T(p,w)→(q,eW )
pour tout ∆ ∈ Γ∆.
Les représentations d'état des divers blocs de la forme standard sont les suivantes :
Version du 17 décembre 2012 151
Chapitre 4 : SYNTHESE ROBUSTE
G =

A Bp Bw
Cq Dqp Dqw
Cz Dzp Dzw
Cy Dyp Dyw
 W =
[
AW BW
CW DW
]
F =
[
AF BF
CF DF
]
La représentation d'état de la matrice de fonctions de transfert T(p,w)→(q,eW ) est la
suivante.
T(p,w)→(q,eW ) =

A 0 0 Bp Bw
BW (Cz −DFCy) AW −BWCF BW (Dzp −DFDyp) BW (Dzw −DFDyw)
BFCy 0 AF BFDyp BFDyw
Cq 0 0 Dqp Dqw
DW (Cz −DFCy) CW −DWCF DW (Dzp −DFDyp) DW (Dzw −DFDyw)
 (4.20)
Problème 22. Problème de synthèse de ﬁltres robustes.
La forme standard du problème de synthèse de ﬁltres robustes est l'opérateur T(w)→(e) =
∆ ? T(p,w)→(q,e) présenté ﬁgure 4.5 page 151. T(p,w)→(q,e) admet la représentation d'état
équivalente présentée équation (4.20) page 152
Etant donné γ, trouver s'il existe une matrice de fonctions de transfert F (et la
calculer) telle que ∀∆ ∈ Γ∆, ∆ ? T(w,p)→(q,e) soit stable et que :
∀∆ ∈ Γ∆,
∥∥∆ ? T(w,p)→(q,e)∥∥i < γ.
4.4.1 Synthèse de ﬁltres robustes
Le problème de synthèse de ﬁltres robustes est un cas particulier du problème général
de synthèse d'estimateurs robustes (problème 21 page 139). La forme standard du pro-
blème de synthèse de ﬁltres (ﬁgure 4.5), peut être mise sous la forme d'un cas particulier
de la forme standard du problème générale de synthèse d'estimateurs robustes comme
le montre la ﬁgure 4.6.
La matrice de fonctions de transfert H est donnée par H =
[
W 0 −W
0 I 0
]
.
Dans ce cas particulier du problème général de synthèse d'estimateurs robustes, les
représentations d'état sont les suivantes :
L =
[
AF BF
CF DF
]
G =
 A Bp BwCq Dqp Dqp
Cm Dmp Dmp
 =

A Bp Bw
Cq Dqp Dqp
Cz Dzp Dzp
Cy Dyp Dyp

H =
 H11 H12 H13H21 H22 H23
H31 H32 H33
 =
 AW BW 0 −BWCW DW 0 −DW
0 0 I 0

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Figure 4.6  Un cas particulier du problème de synthèse d'estimateurs robustes
Les théorèmes 21 page 140 et 22 page 148 présentent des solutions au problème gé-
néral de synthèse d'estimateurs robustes. Le problème de synthèse de ﬁltres robustes est
un cas particulier de ce problème. Les solutions formulées pour le problème de synthèse
d'estimateur généralisé sont donc également des solutions de ce problème de synthèse.
Par conséquent, il est possible de formuler un corollaire au théorème 21 donnant des
conditions pour tester l'existence d'un ﬁltre robuste pour une borne supérieure sur le
L2-gain pire-cas de T(w)→(eW ).
Corollaire 6. Corollaire au théorème 21 page 140 : Synthèse de ﬁltres robustes L2-
gain (cas continu)
Il existe une solution au problème de synthèse de ﬁltres robustes (problème 22 page 152,
cas L2-gain) s'il existe des matrices Z1 = Z1T , Z2, Z3 = ZT3 , P1 =
[
P11
P12
]
, P2 =[
P21
P22
]
, PK, X =
[
Xs Xas
XTas −Xs
]
∈ ΓX ,
[
AL BL
CL DL
]
de dimensions appropriées telles
que les conditions (4.21), (4.22), (4.23) soient vériﬁées.
[]
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (4.21)

Z1 0 Z1 0
 Z3 −ZT2 I
  P11 P12
   P22
 > 0 (4.22)
(L1 + L2 + L3) + (•)T + LX < 0 (4.23)
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L1 =

Z1 0 0
−Z2T I 0
P1 P2 0
0 0 0
0 0 I

 A˜ 0 B˜BW C˜z AW BW D˜z
DW C˜z CW DW D˜z


[
I 0
]
I 0 0 0
0 0 I 0 0
0 0 0 I 0

L2 =

0 0
I 0
0 0
0 0
0 I

[
AW
CW
] [ [
Z2
T Z3
]
0 0 0 0
]
L3 =

0 0
0 −BW
I 0
0 0
0 −DW

[
AL BL
CL DL
][
I 0 0 0 0
0 C˜y 0 D˜y 0
]
LX = []T
 X 0 00 −γ2I 0
0 0 −I


C˜q
[
I 0
]
C˜q 0 D˜q 0
0 0 0
[
0 I
]
0
0 0 0 0 I

Avec :

A˜ B˜
C˜q D˜q
C˜z D˜z
C˜y D˜y
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Cz Dzp Dzw
0 0 Cy Dyp Dyw
0 0 0 0 I

.
Ce corollaire recouvre les théorèmes pour la synthèse de ﬁltres robustes H∞ utilisant
l'approche LFT ne considérant pas de pondération de l'erreur d'estimation.
 Ce corollaire recouvre les solutions formulées dans [LF97] pour la synthèse de
ﬁltres robustes H∞ sans pondération (IQCs statiques). Il recouvre également les
résultats de synthèse de ﬁltre présentés dans [SP05, Sun04] pouvant être interprétés
en termes d'IQCs statiques.
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 Pour les résultats considérant une IQC dynamique, ce corollaire permet de formuler
une solution plus générale que la solution présentée dans [SF06], où la pondération
est absorbée dans le ﬁltre en utilisant un changement de variable bijectif. Ce
corollaire est également une solution plus générale pour le L2-gain que la solution
formulée dans [SK08].
Dans le cas discret, un corollaire analogue peut être formulé à partir de la solution
du problème général présenté théorème 36 page 263 en annexe G page 261. Ceci permet
de proposer une solution plus générale que la solution présentée dans [BHS10], où les
pôles du ﬁltre sont ﬁxés. La solution ainsi formulée oﬀre une alternative aux approches
polytopiques pour la synthèse de ﬁltres H∞ ([Pea00, XLZZ04] par exemple) utilisant des
fonctions de Lyapunov dépendant des paramètres. La solution formulée est plus géné-
rale : elle permet de considérer des incertitudes TI/TV, paramétriques et dynamiques.
De plus, l'utilisation des IQCs dynamiques permettra de réduire le conservatisme pour
des incertitudes TI.
Une solution utilisant le lemme d'élimination permettant de tester l'existence d'un
ﬁltre sans le calculer peut être formulée à partir du corollaire 5 page 146.
Il est possible de formuler un corollaire au théorème 22 donnant des conditions pour
tester l'existence d'un ﬁltre robuste pour une borne supérieure sur la norme H2 pire-cas
de T(w)→(eW ). En l'absence de pondérations, le corollaire ainsi formulable est une solution
équivalente aux solutions présentées dans [SK06, SK08].
4.4.2 Synthèse de ﬁltres robustes : exemple
Un exemple académique de synthèse de ﬁltre robuste est considéré ici. Le système
pour l'estimation est déﬁni par sa représentation LFT :

x˙(t)
q(t)
z(t)
y(t)
 =

−ξωc −1 −ξ 0 1 0
ω2c 0 ωc 1 0 0
ωgab 0 0 0 0 0
ωgabωc 0 ωgab 0 0 0
1 0 0 0 0 0
0 1 0 0 0 1

 x(t)p(t)
w(t)

p(t) =
[
δ 0
0 δ
]
q(t) |δ| < 1
Les valeurs nominales des paramètres sont les suivantes :
ωc = 1, ωgab = 0.3, ξ = 0.1.
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Ordre n
du
multiplieur
n=1 n=2 n=3 n=4 n=5 n=6 n=7
Borne
supérieure
705 250 164 115 83 63 47
Temps de
calcul
0.9s 3.8s 12s 57s 190s 140s 20min
Ordre du
ﬁltre
8 12 16 20 24 28 32
Tableau 4.3  Résultats d'optimisation en fonction de l'ordre du multiplieur
L'incertitude aﬀecte seulement le paramètre ω0 dans ce cas. La sous-section 3.5.2
page 126 a montré que l'incertitude sur le paramètre ξ dégradait très peu la performance
atteinte par l'estimateur.
Synthèse H∞
Nous allons comparer dans cette section l'EGN synthétisé avec la pondération no-
minale et le ﬁltre robuste synthétisé avec la même pondération sur l'erreur d'estimation
au moyen du corollaire 6 page 153 (Synthèse de ﬁlltres robustes L2-gain (cas continu)).
Pour rappel, la dégradation de la performance de l'estimateur nominal a été présentée
dans le chapitre 3, ﬁgure 3.21 page 127.
Dans un premier temps, le choix arbitraire fait sur les pôles de la base des multiplieurs
fréquentiels est crucial. On choisit ici un pôle en −1, de multiplicité n. Le tableau 4.3
présente la borne supérieure du L2-gain pire-cas garantie pour l'opérateur T(w)→(eW ) en
fonction de l'ordre n des multiplieurs. D'un point de vue pratique, ce tableau montre
également le temps de calcul du programme (avec le solveur standard de la Robust
Control Toolbox de Matlab [Mat]) 2, ainsi que l'ordre du ﬁltre synthétisé.
Le ﬁltre synthétisé avec un ordre de multiplieurs de 7 est mis en ÷uvre. La ﬁgure 4.7
présente les valeurs singulières atteintes par l'estimateur robuste pour des modèles choisis
dans le modèle incertain, ainsi que le gabarit supérieur garanti par la synthèse robuste.
Dans ce cas-là, il est visible que vis-à vis du gabarit choisi pour l'erreur d'estima-
tion, le ﬁltre robuste assure une meilleure performance que l'estimateur nominal. De
plus, la dégradation de l'erreur d'estimation est dû au déplacement de la résonance. La
performance assurée par le ﬁltre robuste se dégrade moins que la performance assurée
par l'estimateur nominal lorsque la fréquence de résonance s'éloigne de sa valeur nomi-
nale. En revanche, le gabarit choisi pour la synthèse robuste est le gabarit idéal pour la
2. Le temps de calcul dépend également de la conﬁguration (dans notre cas une conﬁguration de
bureautique standard). L'intérêt ici est de montrer l'évolution du temps de calcul en fonction de l'ordre
des multiplieurs.
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Figure 4.7  Valeurs singulières de T(w)→(e) atteintes par l'estimateur nominal (rouge)
et le ﬁltre H∞ robuste (bleu), pour un échantillonnage de δ
synthèse nominale. Bien que les résultats sur la densité spectrale de puissance soient de
bonne qualité, on ne sait pas si ce gabarit est adapté.
Synthèse H2
Un ﬁltre H2 est synthétisé (cas particulier du théorème 22 page 148 (Synthèse géné-
rale d'estimateurs robustesH2)). La borne supérieure garantie pour la normeH2 pire-cas
par la méthode est de 1, 64. Une borne inférieure du pire cas calculée au moyen d'une
grille sur le paramètre incertain donne une borne inférieure sur ce pire cas de 1, 52.
La borne inférieure de la norme H2 pire-cas atteinte avec l'estimateur nominal est de
1, 95. La performance garantie pour l'erreur d'estimation est donc améliorée de 16%.
Par conséquent, la méthode proposée permet de garantir la performance pour tous les
modèles contenus dans le modèle incertain et améliore la performance atteinte.
Pour illustrer ceci, la ﬁgure 4.8 présente une comparaison des valeurs singulières at-
teintes avec l'estimateur synthétisé sur le système nominal au moyen du théorème 12
page 58 (Synthèse d'EGN H2), et le ﬁltre robuste. Les courbes bleues continues montrent
les valeurs singulières de T(w)→(e) atteintes avec l'estimateur robuste pour l'erreur d'es-
timation pour des modèles choisis dans le modèle incertain par un échantillonnage sur
le paramètre δ, les courbes rouges montrent les valeurs singulières atteintes avec l'es-
timateur nominal pour l'erreur d'estimation. Pour valider la synthèse de l'estimateur,
une borne supérieure par bandes de pulsations est calculée pour les valeurs singulières
atteintes pour l'estimateur robuste en appliquant le théorème 20 page 118 (Analyse de
la valeur singulière maximale pire-cas pour une bande de fréquences). Il est visible que
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l'estimateur robuste garantit une meilleure performance que l'estimateur robuste dans
la zone critique (zone de la résonnance incertaine) : la performance est moins dégradée
(gain de 6dB sur les pics). La performance en hautes fréquences est équivalente. En
basses fréquences, l'estimateur robuste est moins bon, mais cette zone des fréquences
n'est pas représentative pour la norme H2 : la diﬀérence d'aire dans cette zone est très
faible.
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Figure 4.8  Valeurs singulières de T(w)→(e) atteintes par l'estimateur nominal (rouge)
et le ﬁltre H2 robuste (bleu), pour un échantillonnage de δ
4.4.3 Synthèse de ﬁltres robustes : conclusion
Cette section a présenté l'extension de la structure ﬁltre à l'estimation robuste, avec
des solutions pour synthétiser cette structure de façon eﬃcace. Les solutions proposées
pour le problème général de synthèse d'estimateurs robustes permettent de formuler des
solutions pour la synthèse de ﬁltres robustes, complétant ainsi la littérature pour le cas
discret et proposant des solutions homogènes pour le cas continu. Cette section permet
de compléter le tableau des objectifs du chapitre (tableau 4.4).
4.5 Synthèse d'observateurs robustes
La majorité des résultats concernant l'estimation robuste utilisent une structure ﬁltre
pour résoudre le problème d'estimation robuste [GdO01, SK08]. Le chapitre 2 a prouvé
que les structures de type observateur 3 permettent la synthèse d'estimateur pour des
systèmes instables. La structure la plus générale présentée en chapitre 2 pour l'estimation
nominale est l'Estimateur Genéralisé Nominal. Cette section présente une extension de
3. Observateur à gain statique, Observateur à gain dynamique, Estimateur généralisé nominal.
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Estimation nominale Estimation robuste
Synthèse d'estimateur
Capacité à transformer ces
outils d'analyse en outils de
synthèse
Section 2.2 page 28, avec
les outils de l'annexe A
Possible pour le problème
général de synthèse
d'estimateur robuste :
section 4.3
Synthèse de la structure
ﬁltre
Synthèse H2, H∞,
H∞ pondérée
Synthèse H2, L2-gain : Cas
particulier des théorèmes
21 page 140 et 22 page 148
Tableau 4.4  Complétion des objectifs du chapitre par la section 4.4
cette structure pour l'estimation robuste. Cette extension est appelée Observateur à
gain augmenté.
L'objectif de cette section est de présenter l'extension des structures de type obser-
vateurs à l'estimation robuste.
4.5.1 Extension des observateurs aux systèmes incertains
Modèle interne à l'observateur
La structure observateur (ﬁgure 2.3 page 24) ou la structure estimateur généralisé
nominal (présentée dans la section 2.3 page 51) contiennent un modèle du système.
La présence de ce modèle au sein de l'observateur permet de se ramener à une forme
équivalente pour le modèle LTI reliant les entrées non-mesurées et l'erreur d'estimation
dans laquelle les modes du modèle ont été rendus inobservables (équation (2.22) page 39).
Ce dernier modèle appelé modèle d'erreur contient une boucle de rétroaction qui va
permettre de se ramener à une erreur d'estimation stable même dans le cas où les modes
du modèle sont instables (ﬁgure 2.12 page 44).
Dans le cas de l'estimation robuste, le modèle n'est pas constitué d'un modèle no-
minal, mais d'un ensemble de modèles. Quel modèle choisir pour l'observateur, pour
conserver la capacité à synthétiser des estimateurs sur des modèles instables ?
Pour répondre à cette question, l'approche proposée dans cette thèse est de faire
apparaître un modèle nominal à partir du modèle incertain sous forme LFT en séparant
la partie nominale et la partie incertaine. Ce modèle nominal va être choisi pour le modèle
interne de l'observateur. Il est ensuite possible de se ramener à un modèle d'erreur comme
dans le cas nominal.
Le modèle incertain ∆ ? T(p,w)→(q,z,y) est représenté ﬁgure 4.9 à gauche.
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T(p,w)→(q,z,y) =

A Bp Bw
Cq Dqp Dqw
Cz Dzp Dzw
Cy Dyp Dyw

Il existe systématiquement une représentation d'état équivalente pour T(p,w)→(q,z,y) de
la forme présentée équation (4.24). Le schéma bloc correspondant à cette représentation
d'état est montré dans la ﬁgure 4.9, à droite.
Ai 0 Bip Biw
0 An Bnp Bnw
Ci 0 Dqp Dqw
0 Cnz Dzp Dzw
0 Cny Dyp Dyw
 (4.24)
Gi = T(w,p)→(q) =
[
Ai Bip Biw
Ci Dqp Dqw
]
Gn = T(w,p)→(z,y) =
 An Bnp BnwCnz Dzp Dzw
Cny Dyp Dyw

G
w
q
p
z
y

G
i
p
w
q
z
y Gn
Figure 4.9  Séparation nominale-incertaine
Cette représentation permet de faire apparaître un système nominal Gn donnant un
modèle nominal pour les structures de type observateur. L'exemple suivant permet de
bien illustrer cette séparation.
Exemple 4. Séparation du système
Un exemple de marche aléatoire est présenté dans la ﬁgure 4.10.
Dans cet exemple, la sortie de l'intégrateur à laquelle s'ajoute un bruit v est mesurée.
L'ensemble des états de ce modèle doivent être estimés à partir de cette mesure. Le
modèle admet la représentation d'état suivante :
[
x˙(t)
y(t)
]
=

−ξω0 −1 0 1 0
ω20 0 0 0 0
0 1 0 0 0
0 0 1 0 1

 x(t)w(t)
v(t)

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1
s2+ ξ ω0 s+ ω0
2
v
w 1
s
y
+
+
Figure 4.10  Un exemple de marche aléatoire
La fréquence de résonance est incertaine : ω0 = ωc + ωgabδ.
[
x˙(t)
y(t)
]
=

−ξ(ωc + ωgabδ) −1 0 1 0
(ωc + ωgabδ)
2 0 0 0 0
0 1 0 0 0
0 0 1 0 1

 x(t)w(t)
v(t)

Ce système incertain peut être mis sous une forme LFT, présentée ci-dessous.
 x˙(t)q(t)
y(t)
 =

−ξωc −1 0 −ξ 0 1 0
ω2c 0 0 ωc 1 0 0
0 1 0 0 0 0 0
ωgab 0 0 0 0 0 0
ωgabωc 0 0 ωgab 0 0 0
0 0 1 0 0 0 1


x(t)
p(t)
w(t)
v(t)

p(t) =
[
δω 0
0 δω
]
q(t)
La partie certaine et la partie incertaine peuvent être séparées sous la forme présentée
ﬁgure 4.9. Le modèle admet la représentation d'état suivante :

x˙u(t)
x˙n(t)
q(t)
y(t)
 =

−ξcωc −1 0 0 0 0 −ξc 0 1 0
ω2c 0 0 0 0 0 ωc 1 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 −ξcωc −1 0 −ξc 0 1 0
0 0 0 ω2c 0 0 ωc 1 0 0
0 0 0 0 1 0 0 0 0 0
ωgab 0 0 0 0 0 0 0 0 0
ωgabωc 0 0 0 0 0 ωgab 0 0 0
0 0 0 0 0 1 0 0 0 1


xu(t)
xn(t)
p(t)
w(t)
v(t)

p(t) =
[
δω 0
0 δω
]
q(t)
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Cette forme peut être obtenue systématiquement. L'intérêt est cependant de pouvoir
faire disparaître des modes dans la partie nominale ou la partie incertaine. Des modes
instables peuvent notamment disparaître de la partie incertaine : dans cet exemple,
l'intégrateur disparaît de la partie incertaine, et le système admet la représentation
d'état équivalente suivante :

x˙u(t)
x˙n(t)
q(t)
y(t)
 =

−ξcωc −1 0 0 0 −ξc 0 1 0
ω2c 0 0 0 0 ωc 1 0 0
0 0 −ξcωc −1 0 −ξc 0 1 0
0 0 ω2c 0 0 ωc 1 0 0
0 0 0 1 0 0 0 0 0
ωgab 0 0 0 0 0 0 0 0
ωgabωc 0 0 0 0 ωgab 0 0 0
0 0 0 0 1 0 0 0 1


xu(t)
xn(t)
p(t)
w(t)
v(t)

p(t) =
[
δω 0
0 δω
]
q(t)
Synthèse d'estimateur généralisé
La séparation nominale-incertaine présentée dans la section précédente fait appa-
raître un modèle nominal permettant l'utilisation des structures de type observateur.
La synthèse d'EGN va être considérée dans un premier temps. Pour rappel, cette
structure est présentée dans la section 2.2 page 28. En l'absence de pondération de
l'erreur d'estimation, cette structure est un observateur à gain statique auquel est ajouté
un terme direct (ﬁgure 2.18 page 52). En présence de pondération, cette structure permet
de se ramener à un problème de synthèse d'EGN sans pondération. Par conséquent,
si le problème de synthèse sans pondération est résolu, le problème de synthèse avec
pondération le sera également.
La forme standard du problème de synthèse d'estimateur généralisé est présentée
ﬁgure 4.11.
La représentation d'état de la forme standard du problème de synthèse d'estimateur
généralisé est la suivante :

Ai 0 0 Bip Biw
0 An 0 Bnp Bnw
0 LCny An − LCny LDyp LDyw
Ci 0 0 Dqp Dqw
0 Cnz −DCny −(Cnz −DCny) Dzp −DDyp Dzw −DDyw
 (4.25)
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Figure 4.11  Forme standard du problème de synthèse d'estimateur généralisé
Comme dans le cas nominal (section 2.2), il est possible de se ramener à une forme
équivalente, dans laquelle les modes du modèle nominal ont été rendus inobservables.
La forme standard admet une représentation d'état équivalente de la forme suivante :
Ai 0 Bip Biw
0 An − LCny Bnp − LDyp Bnw − LDyw
Ci 0 Dqp Dqw
0 Cnz −DCny Dzp −DDyp Dzw −DDyw
 (4.26)
Il est possible de formuler le problème de synthèse d'EGN robuste.
Problème 23. Problème de synthèse d'EGN robuste.
La forme standard du problème de synthèse d'EGN robuste est l'opérateur T(w)→(e) =
∆ ? T(p,w)→(q,e) présenté ﬁgure 4.11 page 163. T(p,w)→(q,e) admet la représentation d'état
équivalente présentée équation (4.26) page 163
Etant donné γ, trouver s'il existe une matrice
[
D
L
]
(et la calculer) telle que ∀∆ ∈
Γ∆, ∆ ? T(w,p)→(q,e) soit stable et :
∀∆ ∈ Γ∆,
∥∥∆ ? T(w,p)→(q,e)∥∥i < γ.
Le problème de synthèse d'estimateur généralisé dans le cas robuste ne va pas mener
à un problème d'optimisation convexe. Dans un premier temps, la représentation d'état
équivalente de la forme standard du problème de synthèse peut se mettre sous la forme
présentée ﬁgure 4.12.
Dans le cas robuste, le problème de synthèse d'estimateur généralisé peut se formuler
comme cas particulier du problème de retour statique de sortie conjecturé NP-diﬃcile
dans le cas certain [SADG97] et donc a fortiori dans le cas robuste. L'illustration de ce
point est aisée. Dans le cas nominal, le problème d'optimisation sous contrainte BMI ob-
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Figure 4.12  Un cas particulier de retour statique de sortie robuste
tenu par application du lemme 1 page 29 sur la forme standard du problème de synthèse
d'estimateur généralisé nominal pouvait être linéarisé en appliquant un changement de
base L = PL. Dans le cas robuste, par application du théorème 17 sur la forme standard
du problème de synthèse d'estimateur généralisé présentée ﬁgure 4.12 et admettant la
représentation d'état équivalente présentée équation (4.26), un problème d'optimisation
sous contrainte BMI est obtenu. Ce problème d'optimisation ne peut pas être ramené
à un problème d'optimisation sous contrainte LMI par le même changement de base en
raison de la présence de la partie incertaine (bloc ∆?Gi). Il est donc nécessaire d'étendre
cette structure.
Extension de l'EGN au cas robuste
Dans le cas nominal, la synthèse d'observateur à gain statique en présence de pondé-
ration de la sortie mène à un problème d'optimisation BMI qui ne peut pas être linéarisé.
Deux solutions pour résoudre ce problème ont été proposées dans le chapitre 2 : la pre-
mière est l'observateur à gain dynamique, la seconde est l'EGN. Pour l'observateur à
gain dynamique, l'idée est de se ramener à un problème pour lequel on dispose d'une
solution eﬃcace, en l'occurrence le problème de synthèse de correcteur nominal.
En suivant la même démarche, la forme standard du problème de synthèse d'esti-
mateur généralisé dans le cas robuste peut être modiﬁée en choisissant pour les gains
L et D comme des matrices de fonctions de transfert. La forme standard du problème
de synthèse devient alors un cas particulier de la forme standard du problème général
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de synthèse d'estimateurs robustes présentée ﬁgure 4.4 page 137, comme le montre la
ﬁgure 4.13.
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Figure 4.13  Ajout d'un gain dynamique : cas particulier du problème général de syn-
thèse d'estimateurs robustes
L'extension de l'EGN pour les modèles incertains est un EGN dont les
gains sont des fonctions de transfert.
Présentation de la structure
La transformation des gains en matrice de fonctions de transfert permet d'obtenir
une extension de l'estimateur généralisé nominal, appelée dans cette thèse l'observateur
à gain augmenté 4.
Cette structure est présentée ﬁgure 4.14.
y
-
+
zx
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(sI-A
n
)-1 Cnz
C
ny
++
L
d
(s)
L
o
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Figure 4.14  Structure de l'observateur à gain augmenté
4. Augmenté pour deux raisons : l'ajout du terme direct et la transformation des gains statiques en
matrices de fonctions de transfert
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Figure 4.15  Forme standard du problème de synthèse d'observateur à gain augmenté
Une représentation d'état du gain augmenté
[
Ld(s)
Lo(s)
]
est la suivante :
[
Ld(s)
Lo(s)
]
=
 AL BLC D
CL DL

Une représentation d'état de l'OGA complet est donnée par :
 An −DLCny CL DL−BLCny AL BL
Cnz −DCny C D
 (4.27)
Cette structure est analogue à la structure de l'estimateur généralisé nominal, à la
diﬀérence que le gain statique est remplacé par un gain dynamique. Elle correspond
également à un observateur à gain dynamique auquel a été ajouté un terme direct
(ﬁgure 2.14 page 46).
La forme standard du problème de synthèse d'observateur à gain augmenté est pré-
sentée ﬁgure 4.15 page 166. La synthèse sans pondération de l'erreur d'estimation est
considérée : la section 2.3 page 51 a montré comment se ramener à un problème de syn-
thèse sans pondération à partir d'un problème de synthèse pour une norme pondérée.
La représentation d'état de la forme standard du problème de synthèse est donnée
par :
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
Ai 0 0 0 Bip Biw
0 An 0 0 Bnp Bnw
0 DLCny An −DLCny CL DLDyp DLDyw
0 BLCny −BLCny AL BLDyp BLDyw
Ci 0 0 Dqp Dqw
0 Cnz −DCny −(Cnz −DCny) C Dzp −DDyp Dzw −DDyw

(4.28)
Il est possible de se ramener à un modèle d'erreur comme présenté pour le cas nominal
dans le cas de l'OGS, de l'OGD et de l'EGN. La représentation d'état de T(p,w)→(q,e)
donnée équation (4.28) admet une représentation équivalente de la forme suivante :

Ai 0 0 Bip Biw
0 An −DLCny CL Bnp −DLDyp Bnw −DLDyw
0 BLCny AL BLDyp BLDyw
Ci 0 Dqp Dqw
0 (Cnz −DCny) C Dzp −DDyp Dzw −DDyw
 (4.29)
La démonstration se fait en utilisant la transformation dans l'espace d'état suivante :
T = T−1 =

I 0 0 0
0 I 0 0
0 −I I 0
0 0 0 I

Dans le cas nominal, la représentation du modèle équivalent fait apparaître une
boucle de rétroaction (ﬁgure 2.12 page 44). La ﬁgure 4.13 présente un schéma bloc de la
représentation d'état équivalente obtenue avec l'observateur à gain augmenté. Comme
dans le cas nominal, cette boucle de rétroaction apparaît. L'opérateur ∆ ? T(p,w)→(q,e)
avec cette représentation pourra être stabilisé si le système ∆ ? Gi est stable pour tout
∆ ∈ Γ∆, et si la paire (An, Cny) est détectable. Le gain dynamique va être calculé en
utilisant cette représentation de l'opérateur.
Problème de synthèse d'observateur à gain augmenté
Problème 24. Problème de synthèse d'observateur à gain augmenté.
La forme standard du problème de synthèse d'OGA est l'opérateur T(w)→(e) = ∆ ?
T(p,w)→(q,e) présenté ﬁgure 4.15 page 166. T(p,w)→(q,e) admet la représentation d'état équi-
valente présentée équation (4.29) page 167
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Etant donné γ, trouver s'il existe une matrice de fonctions de transfert
[
Ld(s)
Lo(s)
]
(et
la calculer) telle que ∀∆ ∈ Γ∆, ∆ ? T(w,p)→(q,e) soit stable et :
∀∆ ∈ Γ∆,
∥∥∆ ? T(w,p)→(q,e)∥∥i < γ.
4.5.2 Synthèse d'OGA
Le problème de synthèse d'OGA est un cas particulier du problème de synthèse d'es-
timateur généralisé (problème 21). La représentation équivalente de la forme standard
du problème de synthèse d'OGA (ﬁgure 4.15) est un cas particulier de la forme standard
du problème de synthèse d'estimateur généralisé comme le montre la ﬁgure 4.16.
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Figure 4.16  Un cas particulier du problème général de synthèse d'estimateurs robustes
[
Ld(s)
Lo(s)
]
=
 AL BLC D
CL DL
 G =
 A Bp BwCq Dqp Dqp
Cm Dmp Dmp
 =
 Ai BiCi Di
0 I

H =
 H11 H12 H13H21 H22 H23
H31 H32 H33
 =
 An Bp Bw 0 −ICnz Dzp Dzw −I 0
Cny Dyp Dyw 0 0

Les théorèmes 21 (cas L2-gain) et 22 (cas H2) présentent des solutions au problème
de synthèse d'estimateur généralisé. Le problème de synthèse d'observateur à gain aug-
menté est un cas particulier de ce problème. Les solutions formulées pour le problème
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de synthèse d'estimateur généralisé sont donc également des solutions de ce problème
de synthèse.
Le théorème pour le L2-gain est formulé à titre d'exemple.
Corollaire 7. Corollaire au théorème 21 : Synthèse d'observateur à gain augmenté L2-
gain (cas continu)
Il existe une solution au problème de synthèse d'OGA (problème 24 page 167, cas L2-
gain) s'il existe des matrices Z1 = Z1
T , Z2, Z3 = ZT3 , P1 =
[
P11
P12
]
, P2 =
[
P21
P22
]
,
PK, X =
[
Xs Xas
XTas −Xs
]
∈ ΓX ,
 AL BLC D
CL DL
 de dimensions appropriés telles que les
conditions (4.30), (4.31), (4.32) soient vériﬁées.
[]
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (4.30)

Z1 0 Z1 0
 Z3 −ZT2 I
  P11 P12
   P22
 > 0 (4.31)
(L1 + L2 + L3) + (•)T + LX < 0 (4.32)
L1 =

Z1 0 0
−Z2T I 0
P1 P2 0
0 0 0
0 0 I

 A˜ 0 B˜0 An Bn
0 Cnz Dz


[
I 0
]
I 0 0 0
0 0 I 0 0
0 0 0 I 0

L2 =

0 0
I 0
0 0
0 0
0 I

[
An
Cnz
] [ [
Z2
T Z3
]
0 0 0 0
]
L3 =

0 0 0
0 0 −I
I 0 0
0 0 0
0 −I 0

 AL BLC D
CL DL
[ I 0 0 0 0
0 0 Cny Dy 0
]
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LX = []T
 X 0 00 −γ2I 0
0 0 −I


C˜q
[
I 0
]
C˜q 0 D˜q 0
0 0 0
[
0 I
]
0
0 0 0 0 I


A˜ B˜
C˜q D˜q
C˜m D˜m
0
[
0 I
]
0 Bn
0 Dz
0 Dy

=

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 Ai Bp Bw
0 CK DKCi DKDqp DKDqw
CK 0 0 DK 0
0 0 0 I 0
0 0 0 0 I
0 0 0 0 I
0 0 0 Bnp Bnw
0 0 0 Dzp Dzw
0 0 0 Dyp Dyw

Ce théorème présente des conditions qui peuvent se mettre sous la forme d'un pro-
blème d'optimisation sous contrainte LMI. Si les conditions du théorème sont vériﬁées,
alors il est possible de reconstruire les matrices de la représentation d'état du gain aug-
menté à partir des variables solutions du problème d'optimisation, comme présenté pour
le problème général de synthèse dans la sous-section 4.3.2 page 145.
Un point important de cette structure est son ordre après la synthèse : pour que le
problème de synthèse soit convexe, le gain dynamique doit être d'ordre plein, c'est-à-
dire que les dimensions de la matrice A doivent être celles de la matrice diag(A˜, An).
Cette dernière matrice est de dimensions (2nK +nGi +nGn)× (2nK +nGi +nGn) où nGi
(resp. nGn) est l'ordre du système Gi (resp. Gn). Par conséquent, l'estimateur synthétisé
avec cette méthode est d'ordre 2nk + nGi + 2nGn . Cet ordre peut exploser rapidement :
la séparation nominale-incertaine peut dans le pire des cas doubler l'ordre du système,
et la considération de plusieurs incertitudes peut faire exploser l'ordre de la base des
multiplieurs nK . Le recours à des techniques de réduction de modèles [PG03] combinées
aux théorèmes d'analyse présentés chapitre 3 pour valider la réduction est à explorer pour
remédier à ce problème. La solution proposée ici donne donc une solution de référence,
qui devra toutefois être aﬃnée pour être applicable dans certains cas.
Une solution à ce problème peut également être obtenue en utilisant le corollaire 5
page 146. La linéarisation du problème BMI se fait par application du lemme d'élimi-
nation. Nous avons présenté une solution de ce type à CDC-ECC 2011 ([BBS11]).
De la même manière que pour le cas L2-gain continu, la solution au problèmeH2 peut
être obtenue à partir du théorème 22. Les solutions aux problèmes de synthèse discrets
sont directement dérivables des théorèmes 36 page 263 (synthèse générale d'estimateur
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robuste L2-gain discrète) et 37 page 265 (synthèse générale d'estimateur robuste L2-
gain discrète).
4.5.3 Synthèse d'observateurs robustes : exemple
Le modèle incertain dépendant du paramètre ω0 présenté ﬁgure 4.17 et dont la re-
présentation d'état est donnée équation (4.33) est considéré dans cette sous-section.
1
s2+ ξ ω0 s+ ω0
2
w2
w1
1
s
y
+
+
z3
z2
s+ ξ ω0
s2+ ξ ω0 s+ ω02
z1
Figure 4.17  Un exemple de problème d'observation robuste
 x˙(t)z(t)
y(t)
 =

−ξω0 −1 0 1 0
ω20 0 0 0 0
0 1 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 0 d

 x(t)w1(t)
w2(t)
 (4.33)
Dans cet exemple d'estimation, l'ensemble des états du système doit être estimé à
partir de la mesure de la sortie de l'intégrateur. La mesure est bruitée, et peut s'écrire
y = z3 +dw2. Ce modèle dépend du paramètre ω0, qui est incertain mais borné, dans un
intervalle [ωc − ωgab;ωc + ωgab]. Les valeurs numériques choisies pour cet exemple sont
les suivantes :
ωc = 1, ωgab = 0.3, ξ = 0.1, d = 0.1.
Cet exemple est un exemple de marche aléatoire, qui peut être utilisé pour décrire
des comportements de systèmes physiques [Sin70]. Comme le modèle contient un inté-
grateur, il n'est pas strictement stable. Par conséquent, les méthodes pour la synthèse
d'estimateurs utilisant des structures de type ﬁltre [SF06, SK08] ne peuvent pas être
utilisées. En revanche, il est possible de synthétiser un estimateur via la structure d'ob-
servateur à gain augmenté.
Le modèle incertain peut être mis sous une forme LFT de la forme suivante.
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
x˙(t)
q(t)
z(t)
y(t)
 =

−ξωc −1 0 −ξ 0 1 0
ω2c 0 0 ωc 1 0 0
0 1 0 0 0 0 0
ωgab 0 0 0 0 0 0
ωgabωc 0 0 ωgab 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 1 0 0 0 1

 x˙(t)p(t)
w(t)

p(t) =
[
δ 0
0 δ
]
|δ| ≤ 1
où δ est un paramètre incertain LTI.
Dans un premier temps, la dégradation de la performance atteinte par l'estimateur
nominal est comparée à la performance atteinte par l'estimateur robuste en fonction
d'une taille donnée d'incertitude.
Pour l'estimateur nominal, une borne supérieure de la norme H2 pire-cas atteinte par
l'estimateur nominal en fonction de la taille de l'incertitude ωgab est calculée au moyen
du théorème 18 page 113 (Analyse de la norme H2 pire-cas). Une borne inférieure pour
cette taille d'incertitude est également calculée par un échantillonnage sur le paramètre
incertain δ. Les bornes supérieures et inférieures en fonction de ωgab sont présentées
ﬁgure 4.18.
Pour chaque taille d'incertitude ωgab, un estimateur robuste est synthétisé au moyen
du théorème 22 page 148. Une borne supérieure sur la norme H2 pire-cas garantie par
la méthode de synthèse pour cette taille d'incertitude est obtenue. Une borne inférieure
de la performance atteinte pour l'estimateur synthétisé avec cette taille d'incertitude
est calculée par un échantillonnage sur le paramètre δ. Les résultats de synthèse sont
présentés ﬁgure 4.18.
Cette ﬁgure montre l'intérêt d'utiliser la synthèse robuste : dans le cas nominal, les
résultats sont les mêmes. Avec 10% d'incertitude, la dégradation de la performance est
équivalente. Il ne sera pas nécessaire d'utiliser un estimateur robuste pour des incer-
titudes de cette taille. Pour 30% d'incertitudes, la dégradation de la performance est
de 75% (au mieux) pour l'estimateur nominal, et de 35% (au pire) pour l'estimateur
robuste. Pour 30% d'incertitudes, la dégradation de la performance est de 180% (au
mieux) pour l'estimateur nominal, et de 60% (au pire) pour l'estimateur robuste.
Pour montrer la qualité de l'estimation obtenue, des réalisations temporelles sont
présentées pour une taille d'incertitudes de 30%, cas pour lequel l'utilisation d'un esti-
mateur robuste est intéressante. Les ﬁgures 4.19 page 174 à 4.21 page 176 montrent des
réalisations temporelles obtenues pour δ = −1 (ω0 = ωc − ωgab, ﬁgure 4.19 page 174),
δ = 1 (ω0 = ωc + ωgab, ﬁgure 4.20 page 175) et δ = 0 (ω0 = ωc, ﬁgure 4.21 page 176).
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Figure 4.18  Dégradation de la norme H2 pour un paramètre incertain
Il est très intéressant de regarder le gain dynamique de l'observateur pour cet exemple
d'application. Dans ce cas où la mesure d'un seul signal est disponible, le gain dynamique
est un vecteur de fonctions de transfert. La ﬁgure 4.22 montre les valeurs singulières du
gain dynamique. Pour faciliter l'interprétation, le module de la fonction de transfert
incertaine
ω20
s2+ξω0+ω20
est présenté pour divers ω0 compris dans l'intervalle de variations.
Il est évident que le gain augmenté prend en compte l'incertitude, ce qui justiﬁe le choix
d'un gain dynamique.
4.5.4 Synthèse d'observateurs robustes : conclusions
La structure observateur à gain augmenté et les résultats de synthèse eﬃ-
cace qui y sont associés sont une contribution majeure de cette thèse. Cette
structure étend les observateurs aux systèmes incertains. Elle permettra la
synthèse d'estimateurs pour des systèmes instables, dans le cas où l'instabi-
lité n'apparaît que dans le système nominal.
De plus, cette structure rejoint les travaux publiés dans [NB08] dans lesquels l'in-
térêt de l'utilisation de nouvelles structures d'observateur a été mis en valeur. Dans
certains cas (incertitudes+modes instables dans le modèle nominal), cette structure est
la seule permettant la synthèse d'un estimateur. Pour revenir aux objectifs de ce cha-
pitre, les résultats présentés dans cette section permettent la synthèse d'estimateurs
avec une structure observateur. Les objectifs du chapitre complétés par cette section
sont présentés tableau 4.5.
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Figure 4.19  Réalisation temporelles de l'estimateur robuste pour ωgab = 0.3 (δ = −1)
174 Version du 17 décembre 2012
Chapitre 4 : SYNTHESE ROBUSTE
0 20 40 60 80 100
-0.4
-0.2
0
0.2
0.4
x 1
,
 
x 1
e
st
0 20 40 60 80 100
-0.5
0
0.5
1
x 2
,
 
x 2
e
st
0 20 40 60 80 100
-0.4
-0.2
0
0.2
0.4
x 3
,
 
x 3
e
st
 
 
Etat
Estimation
0 20 40 60 80 100
-0.5
0
0.5
y
Figure 4.20  Réalisation temporelles de l'estimateur robuste pour ωgab = 0.3 (δ = 1)
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Figure 4.21  Réalisation temporelles de l'estimateur robuste pour ωgab = 0.3 (δ = 0)
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Figure 4.22  Valeurs singulières du gain augmenté
4.6 Autres résultats de synthèse pour l'estimation
Dans le chapitre 2 (Estimation nominale), les résultats de synthèse d'estimateurs
ont été complétés par la section 2.4 page 62 qui présente une méthode de calcul d'une
limite de performance ainsi que d'une réponse fréquentielle optimale. Ceci a oﬀert un
certain nombre d'outils pour analyser et aﬃner les résultats obtenus par les méthodes
de synthèse d'estimateurs nominaux. En se basant sur le théorème 15 (Analyse du L2-
gain pire-cas, [MR97]), la sous-section 4.6.1 présente une méthode pour étendre cette
limite de performance à l'estimation robuste.
Les résultats présentés dans la section 4.6.1 page 177 permettent de calculer à une
fréquence donnée une limite de performance (pour une norme pire-cas) ainsi qu'une
réponse fréquentielle optimale pour l'estimateur. Pour étendre ce résultat, la sous-section
4.6.2 présente une extension permettant le calcul de cette borne inférieure pour des
bandes de fréquences, au moyen de ﬁltres dont les pôles sont ﬁxés. Ceci permet également
de proposer une approche exhaustive de la synthèse robuste d'estimateurs à pôles ﬁxés
pour les cas H2 et L2-gain.
4.6.1 Synthèse mono-fréquence
Il a été démontré chapitre 2, section 2.4 qu'il est possible de calculer la réponse
fréquentielle optimale pour l'estimateur à une pulsation donnée. Cette solution a donné
les outils suivants pour l'analyse et la synthèse d'un estimateur (dans le cas nominal) :
1. Une limite de performance sur la densité spectrale de puissance de l'erreur d'esti-
mation ;
2. Une réponse fréquentielle de référence pour l'estimateur ;
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Estimation nominale Estimation robuste
Synthèse d'estimateur
Synthèse de la structure
observateur à gain statique
Synthèse H2, H∞
Impossibilité de se ramener
à un problème sous
contrainte LMI
Synthèse de la structure
observateur à gain
dynamique
Synthèse H2, H∞
Cas particulier du théorème
21(cas L2-gain) et du
théorème 22 ( cas H2).
Synthèse d'estimateur
généralisé nominal
Synthèse H2, H∞,
H∞ pondérée
Extension de l'EGN :
L'observateur à gain
augmenté. Synthèse H2,
L2-gain : cas particulier des
théorèmes 21(cas L2-gain)
et 22 (cas H2)
Tableau 4.5  Objectifs du chapitre complétés par la section 4.5
3. Des outils de comparaison qualitatifs pour comparer les estimateurs synthétisés
pour les normes H2 et H∞ ;
4. Des pondérations idéales pour la synthèse d'estimateurs H∞.
Ces résultats ont été obtenus en ne considérant qu'une seule pulsation et en re-
cherchant la réponse fréquentielle de l'estimateur minimisant la densité spectrale de
puissance de la sortie à cette pulsation donnée.
En se basant sur le théorème 15 page 106 (Analyse du L2-gain pire-cas, [MR97]), cette
sous-section montre que ce résultat peut être étendu de façon très simple à l'estimation
robuste. Seules des incertitudes LTI (Γ∆ = Γ∆TI ) sont considérées. T(w)→(e) est alors
une matrice de fonctions de transfert incertaines. Le problème de synthèse de la réponse
fréquentielle de l'estimateur minimisant le pire cas des valeurs singulières de T(w)→(e) à
une fréquence donnée est considéré dans cette section.
On déﬁnit la limite de performance robuste de la façon suivante :
min γω0 tel que ∃F (jω0), ∀∆ ∈ Γ∆, σ¯
(
∆ ? T(p,w)→(q,e)(jω0)
) ≤ γ
Cette limite de performance correspond à la valeur singulière minimale atteignable
pour l'erreur d'estimation. On va chercher à calculer une borne supérieure de cette limite
de performance.
Problème 25. Calcul d'une borne supérieure de la limite de performance à une fré-
quence donnée.
Etant donné γω0 , trouver F (jω0) telle que pour tout ∆ ∈ Γ∆ :
σ¯
(
∆ ? T(p,w)→(q,e)(jω0)
)
< γω0 .
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Dans le cas nominal, une solution analytique à ce problème existe (théorème 14
page 64, synthèse du ﬁltre optimal). Dans le cas robuste, pour une pulsation donnée,
nous proposons une solution sous la forme d'un problème d'optimisation sous contrainte
LMI. On rappelle qu'à une pulsation donnée, le multiplieur Π(jω0) peut s'écrire sous
la forme Π(jω0) = Π
Re + iΠIm, avec ΠRe ∈ ΓΠRe , ΠIm ∈ ΓΠIm . L'ensemble ΓΠRe est
déﬁni par l'équation (3.19) page 116. L'ensemble ΓΠIm est déﬁni par l'équation (3.20)
page 116.
Théorème 23. Calcul d'une borne supérieure de la limite de performance à une fré-
quence donnée.
Il existe une solution au problème 25 s'il existe FRe, FIm, ΠRe ∈ ΓΠRe ΠIm ∈ ΓΠIm
telles que la condition (4.34) soit vériﬁée.[
ΨRe ΨIm
−ΨIm ΨRe
]
< 0 (4.34)
Avec :
ΨRe =

[]T
 ΠRe ΠIm 0−ΠIm ΠRe 0
0 0 −γ2ω0I


[
TRe(p,w)→(q)(jω0)[
I 0
] ]
−
[
T Im(p,w)→(q)(jω0)
0
]
0
 
[ [
I −FRe ] FIm ] [ TRe(p,w)→(z,y)(jω0)
T Im(p,w)→(y)(jω0)
]
−I

ΨIm =

[]T
[
ΠIm −ΠRe
ΠRe ΠIm
]
[
TRe(p,w)→(q)(jω0)[
I 0
] ]
−
[
T Im(p,w)→(q)(jω0)
0
]
 
[ [
I −FRe ] −FIm ] [ T Im(p,w)→(z,y)(jω0)
TRe(p,w)→(y)(jω0)
]
−I


Démonstration. Théorème 23 (Calcul d'une borne supérieure de la limite de perfor-
mance)
Les conditions du théorème 15 page 106 appliquées sur la forme standard du problème de
synthèse de ﬁltre robuste (sans pondération de l'erreur d'estimation, ﬁgure 4.5 page 151)
sont les suivantes pour une pulsation donnée : Etant donné γω0 , il existe une solution au
problème 25 s'il existe  > 0, F (jω0) = F
Re + iFIm, Π(jω) ∈ ΓΠ tels que la contrainte
(4.35) soit vériﬁée.
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[]∗

Πs(jω) 0 Πas(jω0) 0
0 I 0 0
Πas(jω)
∗ 0 −Πs(jω0) 0
0 0 0 −γ2ω0I

[
T(p,w)→(q,e)(jω0)
I
]
≤ −I (4.35)
Avec T(p,w)→(q,e)(jω0) =
[
I 0 0
0 I −F (jω0)
]
T(p,w)→(q,z,y)(jω0).
En utilisant le lemme de Schur, la condition (4.35) peut s'écrire sous la forme sui-
vante :
Ψ︷ ︸︸ ︷
[]∗Π(jω0)
[
T(p,w)→(q)(jω0)[
I 0
] ]− []Tγ2ω0I [ 0 I ] [
I −F (jω0)
] [ T(p,w)→(z)(jω0)
T(p,w)→(y)(jω0)
]
−I
 < 0 (4.36)
Trouver F (jω0) telle que la condition (4.36) soit vériﬁée est un problème d'opti-
misation. C'est un problème d'optimisation convexe sous contrainte LMI complexe. La
partie réelle de la matrice Ψ est la matrice ΨRe du théorème et sa partie imaginaire, la
matrice ΨIm. Les conditions du théorème sont obtenues par application du théorème 30
page 223, ce qui complète la démonstration.
Ce résultat est une extension du théorème 14 page 64 (Filtre Optimal Nominal).
La diﬀérence est que dans le cas robuste et en raison de la complexité du problème, la
solution peut être calculée pulsation par pulsation. En l'absence d'incertitude, le résultat
de la minimisation de γω0 sous les contraintes du théorème 23, permettra de retrouver la
même réponse fréquentielle pour l'estimateur que le théorème 14. Dans le cas robuste,
ce théorème va permettre de donner une borne supérieure sur la limite de performance
robuste ainsi que la réponse fréquentielle de l'estimateur correspondant, donnée par
F (jω0) = F
Re + iFIm.
Cette sous-section présente donc un théorème permettant d'étendre au cas robuste
le théorème 14 page 64 (Filtre Optimal Nominal) permettant de calculer une réponse
fréquentielle optimale dans le cas nominal.
Cependant, ce théorème ne permet de tester qu'une seule fréquence. Le coût en terme
de puissance de calcul est faible (en raison du faible nombre de variables), ce qui permet
de tester rapidement un grand nombre de fréquences.
Ce résultat va cependant permettre de synthétiser des pondérations pour l'estimation
H∞ robuste, ainsi que de comparer dans le domaine fréquentiel les résultats obtenus avec
divers estimateurs. Ceci est montré dans l'exemple suivant.
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Synthèse à une fréquence : exemple d'application
L'exemple présenté pour la synthèse de ﬁltres robustes est considéré (sous-section
4.4.2 page 155)
On s'intéresse dans un premier temps à la validation de la limite de performance
robuste. Pour ceci, on compare les limites de performance nominales pour des modèles
choisis par un échantillonnage du paramètre incertain. Les limites de performance no-
minales sont calculées pour ces modèles certains au moyen du théorème 14 page 64.
On compare ceci avec la borne supérieure de la limite de performance robuste calcu-
lée pour le modèle incertain avec le théorème 23. Les résultats sont présentés ﬁgure 4.23.
Cette ﬁgure valide la borne supérieure de la limite de performance robuste pour l'estima-
tion calculée par le théorème 23 page 179. On remarque également qu'un échantillonnage
sur les paramètres incertains permet de calculer une borne inférieure de cette perfor-
mance robuste.
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Figure 4.23  Comparaison des bornes inférieurs nominales et robustes
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Figure 4.24  Bornes supérieures et inférieures des valeurs singulières pire-cas atteintes
par l'estimateur robuste H∞ synthétisé sans pondération
Dans le chapitre 2, la ﬁgure 2.23 a présenté comment les valeurs singulières de T(w)→(e)
atteintes avec les estimateurs H∞ sans pondération et H2 s'articulaient autour de cette
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limite de performance. La ﬁgure 4.24 montre le pire-cas des valeurs singulières atteintes
avec l'estimateur H∞. Une borne inférieure de ce pire-cas est calculée par force brute 5
(tirets noirs). Le gabarit supérieur garanti par la synthèse est également présenté (trait
continu bleu). Le gabarit inférieur sur le pire-cas est donné en rouge. En l'absence
de pondération de l'erreur d'estimation la méthode de synthèse garantit un gabarit
supérieur constant sur le pire-cas des valeurs singulières dont la hauteur est limitée
par le bas par la limite de performance robuste. Cette ﬁgure conﬁrme que la démarche
présentée dans le cas robuste pour la synthèse H∞ peut être étendue au cas robuste au
moyen des outils présentés dans cette section. La synthèse H2 conﬁrme également ce
résultat, présentant des résultats analogues à ceux présentés pour le cas nominal. Ces
résultats ne sont pas présentés.
Choix de pondération robuste de l'erreur d'estimation : exemple
Pour montrer que la synthèse pondérée peut être étendue à l'estimation robuste, la
pondération idéale nominale présentée dans la section 2.4 page 62 est comparée avec la
borne inférieure dans la ﬁgure 4.25. L'objectif de la pondération idéale est de proposer
un gabarit supérieur cohérent au gabarit inférieur pour la synthèse H∞. Il est notable
ici que le gabarit déﬁni par cette pondération nominale n'est pas cohérent avec la limite
de performance robuste.
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Figure 4.25  Pondération nominale VS borne inférieure robuste
Ceci peut être amélioré approximativement par un simple décalage en fréquence de la
pondération idéale. La ﬁgure 4.26 illustre le décalage et montre la nouvelle pondération
choisie pour la synthèse du ﬁltre robuste.
On compare à présent les résultats des synthèses réalisées avec la pondération no-
minale et la nouvelle pondération obtenue par décalage fréquentiel de la pondération
nominale. La ﬁgure 4.27 montre les gabarits supérieurs garantis par le corollaire 6 pour
les valeurs singulières pire-cas de T(w)→(e). Cette ﬁgure montre aussi une borne inférieure
calculée avec un échantillonnage sur le paramètre incertain, et la borne supérieure de la
5. Cela correspond au test d'un grand nombre de modèles dans le modèle incertain
182 Version du 17 décembre 2012
Chapitre 4 : SYNTHESE ROBUSTE
10-2 10-1 100 101 102
-50
-40
-30
-20
-10
0
10
ω
v
a l
e u
r s
 
s
i n
g u
l i è
r e
s
 
 
Borne supérieure sur la limite de performance robuste
Pondération idéale nominale
Pondération robuste obtenue par décalage
Figure 4.26  Recalage fréquentiel pour la synthèse d'une pondération robuste
limite de performance robuste. Cette ﬁgure illustre bien le fait que la borne supérieure
de la limite de performance calculée au moyen du théorème 23 oﬀre des perspectives
intéressantes pour choisir les pondérations des erreurs d'estimation.
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Figure 4.27  Comparaison des résultats de synthèse avec l'estimateur robuste pour
diﬀérentes pondérations
Pour ﬁnir, les valeurs singulières atteintes avec l'estimateur robuste synthétisé avec
la pondération robuste et l'estimateur nominal synthétisé avec la pondération nominale
sont comparées ﬁgure 4.28 avec le gabarit garanti par la synthèse robuste. Vis-à vis
du gabarit, la synthèse robuste oﬀre un gain de performance conséquent. Cette ﬁgure
illustre bien l'intérêt de la synthèse robuste et des outils présentés dans cette section.
4.6.2 Synthèse de ﬁltre à pôles ﬁxés
Les résultats présentés pour la synthèse de ﬁltre dans la section 4.4, page 151 utilisent
une structure ﬁltre déﬁnie comme une matrice de fonctions de transfert dont les pôles et
les zéros ne sont pas ﬁxés. Cette partie va montrer que ﬁxer les pôles du ﬁltre présente
un certain potentiel.
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Figure 4.28  Valeurs singulières atteintes par l'estimateur robuste et l'estimateur no-
minal
Pour la synthèse à pôles ﬁxés, il est nécessaire de déﬁnir une base pour le ﬁltre,
comme il est présenté section 3.3 page 102 pour les multiplieurs dynamiques.
Cette base est de la forme
[
(sI − Ab)−1Bb
Db
]
, où Ab est une matrice Hurwitz. Cette
base est ensuite multipliée par une matrice à coeﬃcients réels de la forme
[
C D
]
,
pour obtenir la forme ﬁnale du ﬁltre :
F (s) =
[
C D
] [ (sI − Ab)−1Bb
Db
]
.
Le problème de synthèse de ﬁltres à pôles ﬁxés est considéré dans cette section. La
forme standard du problème de synthèse de ﬁltres robustes à pôles ﬁxés est présentée
ﬁgure 4.29.
G

w
e
qp
z
y
̂z
+
-
[(sI−Ab)−1BbDb ] [C D ]
Figure 4.29  Problème de synthèse de ﬁltres à pôles ﬁxés
Les représentations d'état des divers blocs de la forme standard sont les suivantes :
G(s) =

A Bp Bw
Cq Dqp Dqw
Cz Dzp Dzw
Cy Dyp Dyw

[
(sI − Ab)−1Bb
Db
]
=
 Ab BbI 0
0 Db

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La forme standard est déﬁnie par ∆ ? T(p,w)→(q,e). La représentation d'état de la
matrice de fonctions de transfert T(p,w)→(q,e) est la suivante :
T(p,w)→(q,e) =

A 0 Bp Bw
BbCy Ab BbDyp BbDyw
Cq 0 Dqp Dqw
Cz −DDbCy −C Dzp −DDbDyp Dzw −DDbDyw
 (4.37)
Le problème de synthèse à pôles ﬁxés est le suivant :
Problème 26. Problème de synthèse de ﬁltre robuste à pôles ﬁxés.
La forme standard du problème général de synthèse de ﬁltres à pôles ﬁxés est présen-
tée ﬁgure 4.29. Cette forme standard s'écrit ∆ ? T(p,w)→(q,e), où T(p,w)→(q,e) admet la
représentation d'état présentée équation (4.37).
Etant donné γ, trouver une matrice
[
C D
]
(et la calculer) telle que pour tout
∆ ∈ Γ∆, ∥∥∆ ? T(p,w)→(q,e)∥∥i < γ.
Les normes considérées dans cette section sont le L2-gain et la norme H2.
Résultats de synthèse à pôles ﬁxés
La démarche pour dériver un résultat de synthèse dans le cas de la synthèse à pôles
ﬁxés est identique à la démarche appliquée pour dériver les théorèmes 21 à 37. Par
application des résultats d'analyse présentés en chapitre 3 sur la forme standard du
problème de synthèse de ﬁltre à pôles ﬁxés, on obtient un problème d'optimisation sous
contrainte BMI. Dans le cas de la synthèse à pôles ﬁxés, il est trivial de se ramener
à un problème d'optimisation sous contrainte LMI. Deux théorèmes sont présentés,
présentant la synthèse garantissant un L2-gain pire-cas, ou une norme H2 pire-cas dans
le cas continu 6. Un troisième théorème présente la synthèse par bandes de fréquences,
dont les potentialités restent à explorer.
Théorème 24. Synthèse L2-gain à pôles ﬁxés(cas continu).
Il existe une solution au problème de synthèse de ﬁltres à pôles ﬁxés (problème 26
page 185, cas L2-gain) s'il existe P = PT > 0, PK = PKT > 0, X =
[
Xs Xas
XTas −Xs
]
∈
ΓX , C, D, telles que les conditions (4.38) et (4.39) soient vériﬁées.
6. Les cas discrets sont triviaux à partir de ces deux résultats et de leurs démonstrations, présentée
dans l'annexe D, sous-section D.2 page 247
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
[]T

0 P 0 0
P 0 0 0
0 0 X 0
0 0 0 −γ2I


I 0
A B
Cq Dq
0
[
0 I
]
 T
[ Ce De ] −I
 < 0 (4.38)
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (4.39)
avec

A B
Cq Dq
Ce De
0
[
0 I
]
 =

AK 0 0 0 BK 0
0 AK BKCq 0 BKDqp BKDqw
0 0 A 0 Bp Bw
0 0 BbCy Ab BbDyp BbDyw
0 CK DKCq 0 DKDqp DKDqw
CK 0 0 0 DK 0
0 0 Cz −DDbCy −C Dzp −DDbDyp Dzw −DDbDyw
0 0 0 0 0 I


Ce théorème peut se mettre sous la forme d'un problème d'optimisation sous contrainte
LMI. On dispose donc d'une solution eﬃcace pour tester l'existence d'un ﬁltre à pôles
ﬁxés garantissant le L2-gain de T(w)→(e). La démonstration de ce théorème est présentée
dans l'annexe D, sous-section D.2 page 247. Le théorème permettant la synthèse d'un
ﬁltre à pôles ﬁxés garantissant une borne supérieure sur la norme H2 pire-cas est à pré-
sent formulé. La démonstration est analogue à la démonstration du théorème 24 pour
la synthèse L2-gain robuste.
Théorème 25. Synthèse H2 à pôles ﬁxés.
Il existe une solution au problème de synthèse de ﬁltres à pôles ﬁxés (problème 26
page 185, cas H2) s'il existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, S = ST ,
PK = PK
T > 0 telles que les contraintes (4.40), (4.41), (4.42), (4.43) soient vériﬁées.
Dqw = 0 Dew = 0 Trace(S) < γ2 (4.40)
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 []
 0 P 0P 0 0
0 0 X
 I 0A Bp
Cq Dqp
 [ Ce Dep ] −I
 < 0 (4.41)
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (4.42)
[
P PBw
BTwP S
]
> 0 (4.43)
 A Bp BwCq Dqp Dqw
Ce Dep Dew
 =

AK 0 0 0 BK 0
0 AK BKCq 0 BKDqp BKDqw
0 0 A 0 Bp Bw
0 0 BbCy Ab BbDyp BbDyw
0 CK DKCq 0 DKDqp DKDqw
CK 0 0 0 DK 0
0 0 Cz −DDbCy −C Dzp −DDbDyp Dzw −DDbDyw


La démonstration de ce théorème est présentée dans l'annexe D, sous-section D.2
page 247.
Les deux théorèmes présentés dans cette section permettent de synthétiser un ﬁltre
dont les pôles ont été choisis arbitrairement. Le ﬁltre ainsi synthétisé va minimiser une
borne supérieure sur le L2-gain pire-cas (théorème 24) ou sur la norme H2 pire-cas
(théorème 25) de l'opérateur incertain T(w)→(e). On dispose donc d'une solution pour la
synthèse à pôles ﬁxés.
Les résultats pour le cas discret peuvent être dérivés de façon trivial, et ne sont pas
formulés dans cette thèse pour cette raison. Toutefois, la formulation de ces résultats
permet par exemple la synthèse de ﬁltres FIR, et permet de recouvrir le théorème
présenté dans [BHS10] pour les incertitudes paramétriques et dynamiques.
Le choix des pôles est bien évidemment le problème ouvert pour l'application de ces
méthodes. Une des perspectives post-thèse est d'utiliser les théorèmes donnant des solu-
tions au problème général de synthèse d'estimateur robuste pour synthétiser des ﬁltres
robustes pour obtenir des pôles de référence et une performance de référence. La combi-
naison des méthodes de synthèse de ﬁltre à pôles ﬁxés avec les méthodes de synthèse de
ﬁltres robustes présentées section 4.4 page 151 et des algorithmes d'optimisation globale
permettra par exemple de créer des méthodes de synthèse de ﬁltres d'ordre réduit.
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Synthèse par bandes de fréquences
Dans cette section, la synthèse à pôles ﬁxés est considérée, seulement dans le cas
d'incertitudes LTI. Dans ce cas, la forme standard du problème de synthèse à pôles ﬁxés
présentée ﬁgure 4.29 est une matrice de fonctions de transfert, et admet une réponse fré-
quentielle. Dans le chapitre 3, le théorème 19 page 117 présente des conditions convexes
pour tester une borne supérieure sur les valeurs singulières maximales d'une matrice de
fonctions de transfert incertaines. Le théorème 23 permet de synthétiser une réponse
fréquentielle optimale pour l'estimateur à une fréquence donnée.
Devant la nécessité de tester un grand nombre de fréquences, le théorème 20 présente
des conditions permettant de tester une borne supérieure sur les valeurs singulières
d'une matrice de fonctions de transfert incertaines sur un intervalle de pulsations. Pour
compléter notre approche de la synthèse du ﬁltre idéal dans le cas robuste, réalisée pour
l'instant à une fréquence donnée, cette section présente la synthèse du ﬁltre idéal pour
une bande de pulsations. La forme retenue pour le ﬁltre est un ﬁltre à pôles ﬁxés. Il est
également possible de choisir une matrice complexe, ce qui n'est pas développé ici.
La forme standard du problème de synthèse par bandes de fréquences est équiva-
lente à la forme standard du problème de synthèse à pôles ﬁxés, présentée ﬁgure 4.29.
L'ensemble d'incertitudes Γ∆ est l'ensemble Γ∆TI des incertitudes LTI.
Le problème de synthèse à pôles ﬁxés par bandes de fréquences est le suivant :
Problème 27. Synthèse à pôles ﬁxés pour une bande de pulsations.
La forme standard du problème général de synthèse de ﬁltres à pôles ﬁxés est présentée
ﬁgure 4.29. Cette forme standard s'écrit ∆?T(p,w)→(q,e), où T(p,w)→(q,e) admet la représen-
tation d'état présentée équation (4.37). Etant donné γ, Ω = [ωmin;ωmax] un intervalle
de pulsations, trouver une matrice
[
C D
]
(et la calculer) telle que :
∀ω ∈ Ω,∀∆ ∈ Γ∆TI , σ¯
(
∆ ? T(p,w)→(q,e)(jω)
)
< γ.
Théorème 26. Synthèse à pôles ﬁxés pour une bande de pulsations.
Il existe une solution au problème de synthèse de ﬁltres à pôles ﬁxés pour une bande de
pulsations (problème 27) s'il existe
 X =
[
Xs Xas
XTas −Xs
]
∈ ΓX
 PRe = PReT , PIm = −PImT QRe = QReT , QIm = −QImT , QRe + iQIm > 0
 PReK = P
Re
K
T , PImK = −PImK T QReK = QReK T > 0, QImK = −QImK T

[
C D
]
telles que les conditions (D.15) et (D.16) soient vériﬁées
Bande de pulsations Toutes pulsations basses pulsations hautes pulsations
[ω1;ω2] = [ωb;ωl] [ω1;ω2] = [0; +∞] [ω1;ω2] = [0;ωl] [ω1;ω2] = [ωh; +∞]
α = −1, β = ωbωl α = 0, β = 0 α = −1, β = w2l α = 1, β = −w2h
χ = ωb+ωl
2
χ = 0 χ = 0 χ = 0
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[
ΦReK Φ
Im
K
−ΦImK ΦReK
]
< 0 (4.44)
ΦReK = []T
 βQReK χQImK + PReK 0−χQImK + PReK αQReK 0
0 0 Xs
 I 0AK BK
CK DK
 < 0
ΦImK = []T
[
βQImK −χQReK + PImK
χQReK + P
Im
K αQ
Im
K
] [
I 0
AK BK
]
< 0

ΦRe ΦIm ΦTe 0
−ΦIm ΦRe 0 ΦTe
Φe 0 −I 0
0 Φe 0 −I
 < 0 (4.45)
ΦRe = []

βQRe χQIm + PRe 0 0
−χQIm + PRe αQRe 0 0
0 0 X 0
0 0 0 −γ2I


I 0
A B
Cq Dq
0
[
0 I
]

ΦIm = []
[
βQIm −χQRe + PIm
χQRe + PIm αQIm
] [
I 0
A B
]
Φe =
[ Ce De ]

A B
Cq Dq
Ce De
0
[
0 I
]
 =

AK 0 0 0 BK 0
0 AK BKCq 0 BKDqp BKDqw
0 0 A 0 Bp Bw
0 0 BbCy Ab BbDyp BbDyw
0 CK DKCq 0 DKDqp DKDqw
CK 0 0 0 DK 0
0 0 Cz −DDbCy −C Dzp −DDbDyp Dzw −DDbDyw
0 0 0 0 0 I


Ce théorème présente des contraintes LMI. Le ﬁltre à pôles ﬁxés peut donc être syn-
thétisé en utilisant un algorithme eﬃcace. Ce théorème, pour une bande de pulsations
[0; +∞] recouvre le théorème 24 dans le cas d'incertitudes LTI. Pour un intervalle très
petit, ce théorème permettra d'obtenir une réponse fréquentielle optimale pour l'esti-
mateur, ainsi qu'une référence de performance pour un intervalle de pulsations donné.
Ce théorème est donc également une alternative au théorème 23 page 179 permettant
de calculer la réponse fréquentielle optimale à une fréquence donnée. Ce théorème per-
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mettra de tester toutes les fréquences en un nombre ﬁni d'opérations. En revanche, le
coût algorithmique est plus élevé en raison du plus grand nombre de variables.
Ce théorème permet également de formuler des résultats de synthèse pour plusieurs
bandes de pulsations : la formulation d'un résultat pour plusieurs bandes de fréquences
est triviale en combinant les contraintes données par le théorème 26. Le résultat est
formulé dans le corollaire suivant :
Corollaire 8. Synthèse multi-objectif par bandes de fréquences Soit Ωl = [ωlmin;ωlmax] l
intervalles de pulsations et γl, l scalaire positifs donnés. La forme standard du problème
général de synthèse de ﬁltres à pôles ﬁxés est présentée ﬁgure 4.29 et s'écrit ∆?T(p,w)→(q,e).
T(p,w)→(q,e) admet la représentation d'état présentée équation (4.37).
il existe une matrice
[
C D
]
telle que :
∀ l,∀ω ∈ Ωl,∀∆ ∈ Γ∆LTI , σ¯
(
∆ ? T(p,w)→(q,e)(jω)
)
< γl
s'il existe
[
C D
]
et si pour ∀n = 1..l il existe
 Xn =
[
Xns Xnas
XTnas −Xns
]
∈ ΓX
 PRen = P
Re
n
T , PImn = −PImn T QRen = QRen T > 0, QImn = −QImn T
 PReKn = P
Re
Kn
T , PImKn = −PImKnT QReKn = QReKnT > 0, QImKn = −QImKnT
telles que les conditions (4.46) et (4.47) soient vériﬁées
Bande de pulsations Toutes pulsations basses pulsations hautes pulsations
[ω1;ω2] = [ωb;ωl] [ω1;ω2] = [0; +∞] [ω1;ω2] = [0;ωl] [ω1;ω2] = [ωh; +∞]
α = −1, β = ωbωl α = 0, β = 0 α = −1, β = w2l α = 1, β = −w2h
χ = ωb+ωl
2
χ = 0 χ = 0 χ = 0
∀n = 1..l,
[
ΦReKn Φ
Im
Kn
−ΦImKn ΦReKn
]
< 0 (4.46)
ΦReKn = []T
 βQReKn χQImKn + PReKn 0−χQImKn + PReKn αQReKn 0
0 0 Xns
 I 0AK BK
CK DK
 < 0
ΦImKn = []T
[
βQImKn −χQReKn + PImKn
χQReKn + P
Im
Kn αQ
Im
Kn
] [
I 0
AK BK
]
< 0
∀n = 1..l,

ΦRen Φ
Im
n Φ
T
e 0
−ΦImn ΦRen 0 ΦTe
Φe 0 −I 0
0 Φe 0 −I
 < 0 (4.47)
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ΦRen = []

βQRen χQ
Im
n + P
Re
n 0 0
−χQImn + PRen αQRen 0 0
0 0 Xn 0
0 0 0 −γ2nI


I 0
A B
Cq Dq
0
[
0 I
]

ΦImn = []
[
βQImn −χQRen + PImn
χQRen + P
Im
n αQ
Im
n
] [
I 0
A B
]
Φe =
[ Ce De ]

A B
Cq Dq
Ce De
0
[
0 I
]
 =

AK 0 0 0 BK 0
0 AK BKCq 0 BKDqp BKDqw
0 0 A 0 Bp Bw
0 0 BbCy Ab BbDyp BbDyw
0 CK DKCq 0 DKDqp DKDqw
CK 0 0 0 DK 0
0 0 Cz −DDbCy −C Dzp −DDbDyp Dzw −DDbDyw
0 0 0 0 0 I

Ce résultat peut également être combiné avec les résultats de synthèse garantissant
une norme H2 pire-cas. Ceci permet de rechercher un ﬁltre vériﬁant un nombre donné
de gabarits supérieurs spéciﬁés pour diverses bandes de fréquences, ouvrant de larges
possibilités en terme de synthèse multi-objectifs. Ce résultat est un résultat de nature
théorique, et son potentiel en terme d'application n'a pas été exploré encore. C'est
pourquoi aucune application numérique n'est présentée. L'exploration de ces résultats
fait partie des perspectives de la thèse.
4.6.3 Conclusions
Cette section a complété l'approche proposée dans cette thèse pour l'estimation
robuste comme une extension du cas certain.
Dans le cas nominal, l'analyse de la limite de performance réalisée dans le théorème 14
page 64 a permis de donner une réponse fréquentielle de référence pour l'estimateur, ainsi
qu'une limite de performance. Le théorème 23 étend ce résultat pour le cas robuste. Ce
théorème peut se mettre sous la forme d'un problème d'optimisation sous contrainte
LMI. Il est ainsi possible de donner pour une fréquence donnée une réponse fréquentielle
de référence pour l'estimateur, ainsi qu'une borne supérieure de la limite de performance
robuste.
A la diﬀérence du cas nominal où il est possible de synthétiser une pondération
idéale pour la synthèse H∞ de manière analytique, la solution donnée par le théorème
23 page 179 permet d'obtenir un certain nombre de points calculés pour une pulsation
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donnée. La synthèse des pondérations pourra donc se faire par des méthodes graphiques,
ou bien par des méthodes d'interpolation ou d'approximation.
Le fait de tester une fréquence à la fois est le défaut majeur du théorème 23. Une
inﬁnité de tests serait nécessaire pour parcourir l'ensemble des fréquences. Si ce défaut
n'est pas limitatif pour la plupart des applications, il peut être utile d'avoir des garanties
sur l'ensemble des fréquences dans certains cas. La synthèse à pôles ﬁxés par bandes de
pulsations (théorème 26 page 188) propose une solution alternative à ce théorème pour
tester toutes les fréquences en un nombre ﬁni d'opérations.
Pour ﬁnir, cette section propose des résultats pour la synthèse de ﬁltres à pôles ﬁxés.
Si le choix des pôles a énormément d'inﬂuence, le fait de pouvoir choisir les pôles permet
de ﬁxer l'ordre de l'estimateur. Combinés aux résultats de synthèse de ﬁltres présentés
dans la section 4.4 qui peuvent donner des pôles de référence, ces résultats de synthèse à
pôles ﬁxés présentent un certain potentiel à explorer pour la synthèse de ﬁltres d'ordres
réduits ou la synthèse multi-objectifs.
Cette section permet de compléter l'extension des méthodes nominales présentées
dans le chapitre 2 à l'estimation robuste, comme le présente le tableau 4.6.
Estimation nominale Estimation robuste
Analyse de la
performance de
l'estimation
Synthèse de la réponse
fréquentielle optimale
(analyse de la performance
des estimateurs)
Théorème 14 page 64
Théorème 23 (synthèse
robuste pour une
fréquence) et théorème 26
(synthèse par bandes de
fréquences)
Choix des pondérations
pour l'estimation H∞
Section 2.4 page 62
Faisable à partir des
résultats du théorème 23
(synthèse robuste pour une
fréquence) et du théorème
26 (synthèse par bandes de
fréquences) par des
méthodes graphiques ou
des méthodes
d'approximation.
Tableau 4.6  Complétion des objectifs du chapitre par la section 4.6
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4.7 Conclusions sur la synthèse robuste utilisant l'ap-
proche LFT
Ce chapitre complète l'extension des méthodes nominales à l'estimation robuste en
utilisant l'approche LFT. Le chapitre 3 a étendu au cas robuste les résultats d'analyse
des modèles LTI présentés section 2.2.2 page 29. Dans le cas nominal, l'application de ces
résultats d'analyse sur les formes standard de problèmes de synthèse de correcteurs ou
d'estimateurs donnent des problèmes d'optimisation sous contrainte BMI, qui peuvent
être transformés en problèmes d'optimisation sous contrainte LMI, donnant ainsi une
solution eﬃcace à ces problèmes de synthèse.
Dans le cas robuste, l'application des résultats d'analyse sur les formes standard des
problèmes de synthèse donne également des problèmes sous contrainte BMI. Dans le
cas de la synthèse de correcteurs, il n'est pas possible de se ramener à un problème
d'optimisation sous contrainte LMI. Ceci devient possible pour certains problèmes de
synthèse particuliers.
Dans ce chapitre, la solution à un problème particulier de synthèse, appelé problème
général de synthèse d'estimateurs robustes et dont la forme standard est présentée dans
la ﬁgure 4.4 page 137 a été formulée pour le cas robuste. La synthèse minimisant une
borne supérieure sur le L2-gain pire-cas est présentée théorème 21 page 140. La synthèse
minimisant une borne supérieure sur la norme H2 pire-cas est présentée dans le théo-
rème 22 page 148. Ces deux théorèmes peuvent se mettre sous la forme de problèmes
d'optimisation sous contrainte LMI. La succession d'étapes permettant de se ramener à
un problème d'optimisation sous contrainte LMI, notamment le changement de variables
présenté dans la démonstration du théorème 21, est une contribution majeure de cette
thèse.
Un premier cas particulier du problème général de synthèse d'estimateurs robustes
est le problème de synthèse de ﬁltres robustes, présenté dans la section 4.4 page 151. La
structure ﬁltre pour le cas robuste ne change pas par rapport à l'estimation nominale.
Les solutions formulées pour le problème général de synthèse d'estimateurs robustes sont
également des solutions pour le problème de synthèse de ﬁltres robustes.
L'extension des observateurs à l'estimation robuste est plus problématique. La sec-
tion 4.5 page 158 présente une extension des observateurs pour l'estimation nominale.
La représentation LFT permet de faire apparaître un modèle nominal choisi pour être le
modèle de la structure observateur. Par la suite, les structures synthétisées via un gain
statique (l'OGS et l'EGN) ne pourront pas être synthétisées de façon eﬃcace. Pour se
ramener à des conditions de synthèse testables eﬃcacement, il est nécessaire de prendre
pour ces structures des gains dynamiques. L'observateur à gain statique devient l'obser-
vateur à gain dynamique. L'estimateur généralisé nominal devient une nouvelle structure
appelée Observateur à Gain Augmenté. Les problèmes de synthèse de ces deux struc-
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tures sont des cas particuliers du problème général de synthèse d'estimateurs robustes.
L'OGA, une structure nouvelle, est une des contributions de cette thèse.
D'un point de vue structure, ce chapitre présente des extensions systé-
matiques des structures utilisées pour l'estimation nominale à l'estimation
robuste, en conservant le caractère systématique et eﬃcace pour la syn-
thèse. Ce chapitre complète l'approche LFT pour la synthèse d'estimateurs
robustes en complétant les résultats pour la synthèse de ﬁltres présents dans
la littérature, et en introduisant l'extension des observateurs pour l'estima-
tion robuste.
Ces résultats de synthèse ne peuvent pas être utilisés brutalement sans être couplés à
des outils d'analyse. Dans le cas nominal, l'analyse de la limite de performance a permis
de donner des outils pour analyser la performance et synthétiser des pondérations. Ce
chapitre a étendu ces outils à l'estimation robuste, en donnant dans le cas robuste
la possibilité de synthétiser une réponse fréquentielle idéale à une fréquence donnée
(théorème 23 page 179) ou pour une bande de pulsations (théorème 26 page 188).
Pour ﬁnir, une approche de la synthèse de ﬁltres à pôles ﬁxés (comprenant dans le cas
discret la synthèse de ﬁltres FIR) a été proposée dans ce chapitre. Si le choix des pôles est
déterminant pour assurer une bonne performance, la combinaison des méthodes à pôles
ﬁxés avec les méthodes générales de synthèse présentées dans ce chapitre ouvrent un
grand nombre de possibilités en termes de méthodes itératives de synthèse d'estimateurs,
de synthèse d'estimateurs d'ordre réduits ou de synthèse d'estimateurs multi-objectifs.
Le tableau récapitulatif de l'extension des méthodes nominales à l'estimation robuste
est présenté dans le tableau 4.7.
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Estimation nominale Estimation robuste
Synthèse d'estimateur
Capacité à transformer ces
outils d'analyse en outils de
synthèse
Section 2.2 page 28, avec
les outils de l'annexe A
Possible pour le problème
général de synthèse
d'estimateur robuste :
section 4.3
Synthèse de la structure
ﬁltre
Synthèse H2, H∞,
H∞ pondérée
Synthèse H2, L2-gain : Cas
particulier des théorèmes
21 page 140 et 22 page 148
Synthèse de la structure
observateur à gain statique
Synthèse H2, H∞
Impossibilité de se ramener
à un problème sous
contrainte LMI
Synthèse de la structure
observateur à gain
dynamique
Synthèse H2, H∞
Cas particulier du théorème
21(cas L2-gain) et du
théorème 22 ( cas H2).
Synthèse d'estimateur
générale nominal
Synthèse H2, H∞,
H∞ pondérée
Extension de l'EGN :
L'observateur à gain
augmenté. Synthèse H2,
L2-gain : cas particulier des
théorèmes 21(cas L2-gain)
et 22 (cas H2)
Analyse de la
performance de
l'estimation
Synthèse de la réponse
fréquentielle optimale
(analyse de la performance
des estimateurs)
Théorème 14 page 64
Théorème 23 (synthèse
robuste pour une
fréquence) et théorème 26
(synthèse par bandes de
fréquences)
Choix des pondérations
pour l'estimation H∞
Section 2.4 page 62
Faisable à partir des
résultats du théorème 23
(synthèse robuste pour une
fréquence) et du théorème
26 (synthèse par bandes de
fréquences) par des
méthodes graphiques ou
des méthodes
d'approximation.
Tableau 4.7  Bilan de l'extension des méthodes nominales à l'estimation robuste
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Résultats liés à l'estimation robuste
La forme standard du problème général de synthèse d'estimateurs robustes est une
forme particulière du problème général de synthèse pour laquelle il est possible de dis-
poser de conditions eﬃcaces pour la synthèse, ce qui permet de formuler une approche
complète du problème de synthèse d'estimateurs.
Cette forme particulière dépasse le cadre des problèmes d'estimation, et couvre par
exemple d'autres problèmes de synthèse, dont certains cas particuliers de contrôle ro-
buste [DS10]. D'autres cas particuliers de la forme standard du problème général de
synthèse robuste permettent également de se ramener pour la synthèse à un problème
d'optimisation sous contrainte LMI. Par exemple, le problème de synthèse de pré-
compensateurs dont la forme standard est présentée ﬁgure 5.1 peut être vu comme
le cas dual du problème de synthèse de ﬁltres, permettant de formuler des solutions
pour la synthèse [SF06] (cas H∞), [SK08] (cas H2).
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Figure 5.1  Forme standard du problème de synthèse de pré-compensateurs
L'approche utilisée pour aborder le problème d'estimation robuste permet donc de
résoudre d'autres problèmes de synthèse que les problèmes de synthèse d'estimateurs.
Ce chapitre montre que la même démarche permet de dégager des résultats ouvrant
de larges perspectives en ce qui concerne la synthèse robuste de correcteurs en boucle
ouverte ou de pré-compensateurs dans la section 5.1.
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La même démarche permet également de créer des résultats pour la synthèse LPV,
ce qui ouvre de grandes perspectives. La section 5.2 présente un résultat de synthèse
LPV utilisant une approche polytopique/Lyapunov, et présente les extensions possibles
des travaux de cette thèse à la synthèse d'estimateurs LPV.
5.1 Synthèse robuste en boucle ouverte
Les structures utilisant des boucles de rétro-action sont largement utilisées pour leurs
propriétés de désensibilisation et de robustesse. Il n'est malheureusement pas possible
de mettre en place une conﬁguration de contrôle avec une rétro-action dans tous les
cas. Par exemple, pour les imprimantes DoD (Drop-on-Demand), le dépôt d'une goutte
d'encre se fait en contrôlant le déplacement d'une interface encre/air. Une certaine tra-
jectoire pour ce déplacement doit être suivie pour permettre un dépôt. Le suivi de cette
trajectoire ne peut pas se faire avec une boucle de rétroaction [KBS+10] en raison de
l'absence de capteurs sur le système. Les problèmes de synthèse d'estimateurs robustes
ne comprennent pas de rétro-action en raison de leur conﬁguration naturelle.
Au moyen des approches LFT/IQC, la synthèse robuste est possible en l'absence
d'incertitudes dans la boucle de rétroaction [Sch09b]. Cette particularité nous a per-
mis de présenter une approche complète de la synthèse d'estimateurs robustes dans le
chapitre 4. Mais le problème général de synthèse d'estimateurs robustes résolu dans la
section 4.3 page 137 dépasse le cadre de l'estimation, et permet de proposer des solutions
de problèmes où il n'est pas possible de mettre en place un schéma de rétroaction sur
l'ensemble du système à contrôler, comme dans le cas du problème de rejet d'une pertur-
bation incertaine [DS10]. L'approche proposée dans ce document permet d'obtenir des
méthodes de synthèse garantissant une performance robuste en l'absence de structure
de rétroaction.
L'absence d'incertitudes dans la boucle de rétroaction est une particularité inhérente
à un certain nombre d'autres problèmes, comme par exemple le problème de synthèse
de pré-compensateurs [SF06].
Nous présentons dans cette section un autre cas particulier du problème général de
synthèse pour lequel il est possible de se ramener à un problème d'optimisation sous
contrainte LMI. Ce problème est appelé problème de synthèse de correcteurs avec sys-
tème incertain en sortie. Les solutions apportées permettent de compléter l'approche
pour la synthèse de correcteurs en l'absence l'incertitudes dans la boucle de rétroac-
tion. Ces solutions permettent également de proposer des résultats pour la synthèse
de pré-compensateurs. Les solutions formulées dans cette section, couplées aux solu-
tions proposées dans le chapitre 4 permettent de proposer des méthodes pour garantir
la performance robuste quand il n'est pas possible de mettre en place de rétroaction
sur la partie incertaine. Nous proposons ensuite des cas particuliers de ce problème et
du problème général de synthèse d'estimateurs robustes qui nous semblent intéressants.
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La synthèse de pré-compensateurs robustes est tout particulièrement détaillée avec un
exemple d'application.
5.1.1 Le problème de synthèse de correcteurs avec système in-
certain en sortie
Les solutions pour la synthèse de ﬁltres robustes sont étroitement liées avec celles
pour la synthèse de pré-compensateurs robustes [SF06, KS08]. Dans cette section, la
démarche permettant d'aboutir aux résultats de synthèse pour le problème général de
synthèse d'estimateur robuste est reproduite pour formuler la solution d'un problème
particulier appelé problème de synthèse de correcteurs avec système incertain en sortie.
Nous montrerons par la suite que ce problème recouvre un certain nombre d'autres pro-
blèmes de synthèse comme la synthèse de pré-compensateurs. Le problème de synthèse
de correcteurs avec système incertain en sortie est considéré. La forme standard du pro-
blème de synthèse de correcteurs avec système incertain en sortie est présentée ﬁgure
5.2 et est déﬁnie par :
Tw→e = (∆ ? G)(H ? L)
G

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L
e
H
r l
m
Figure 5.2  Forme standard du problème de synthèse de correcteurs avec système in-
certain en sortie
L'objectif est de synthétiser la matrice de fonctions de transfert L de telle sorte
qu'une norme donnée soit garantie (ou minimisée) sur l'opérateur incertain T(w)→(e). Les
éléments de la forme standard (ﬁgure 5.2) sont déﬁnis de la façon suivante :
 G = T(p,m)→(q,e) et H = T(w,r)→(m,l) sont des matrices de fonctions de transfert
connues sans structure particulière. Leurs représentations d'état sont données par :
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G =
 A Bp BmCq Dqp Dqm
Ce Dep Dem
 , H =
 H11 H12 H13H21 H22 H23
H31 H32 0

 ∆ est un bloc incertain structuré, qui appartient à l'ensemble d'incertitudes Γ∆,
déﬁni dans le chapitre 3, section 3.3 page 102. Ce bloc incertain peut contenir des
incertitudes paramétriques et dynamiques TI/TV.
 La matrice de fonctions de transfert L est à synthétiser. C'est une matrice de
fonctions de transfert sans structure particulière. Une représentation d'état est
donnée par :
L =
[
AL BL
CL DL
]
.
 L'opérateur T(w)→(e) est donné par ∆ ? T(p,w)→(q,e) où T(p,w)→(q,e) admet la repré-
sentation d'état suivante :

A Bm(H21 +H23DLH31) BmH23CL Bp Bm(H22 +H23DLH32)
0 H11 +H13DLH31 H13CL 0 H12 +H13DLH32
0 BLH31 AL 0 BLH32
Cq Dqm(H21 +H23DLH31) DqmH23CL Dqp Dqm(H22 +H23DLH32)
Ce Dem(H21 +H23DLH31) DemH23CL Dep Dem(H22 +H23DLH32)
 (5.1)
Le problème de synthèse de correcteurs avec système incertain en sortie est le suivant :
Problème 28. Problème de synthèse de correcteurs avec système incertain en sortie.
La forme standard du problème de synthèse de correcteurs avec système incertain en
sortie est l'opérateur T(w)→(e) = ∆ ? T(p,w)→(q,e) présenté ﬁgure 5.2. T(p,w)→(q,e) admet la
représentation d'état équivalente présentée équation (5.1).
Etant donné γ, trouver s'il existe une matrice de fonctions de transfert L (et la
calculer) telle que ∀∆ ∈ Γ∆, ∆ ? T(w,p)→(q,e) soit stable et :
∀∆ ∈ Γ∆,
∥∥∆ ? T(w,p)→(q,e)∥∥i < γ.
Résultats de synthèse
Les solutions pour le L2-gain pire-cas (théorème 27) et la norme H2 pire-cas (théo-
rème 28) sont à présent formulées. Les démonstrations de ces théorèmes sont disponibles
annexe E page 251.
Théorème 27. Synthèse de correcteurs avec système incertain en sortie L2-gain (cas
continu).
Etant donné γ, il existe une solution au problème de synthèse de correcteurs avec système
incertain en sortie (problème 28, cas L2-gain) s'il existe des matrices Z1 = Z1T , Z2,
Z3 = Z
T
3 , P1 =
[
P11
P12
]
, P2 =
[
P21
P22
]
, PK = PK
T , X =
[
Xs Xas
XTas −Xs
]
∈ ΓX ,
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[
AL BL
CL DL
]
de dimensions appropriées telles que les conditions (5.2), (5.3), (5.4) soient
vériﬁées.
[]
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (5.2)

Z1 0 Z1 0
 Z3 −ZT2 I
  P11 P12
   P22
 > 0 (5.3)
(L1 + L2 + L3) + (•)T + LX < 0 (5.4)
L1 =

Z1 0 0
−Z2T I 0
P1 P2 0
0 0 0
0 0 I

 A˜ 0 C˜HT21B˜m HT11 HT21D˜m
HT22B˜m H
T
12 H
T
22D˜m


[
I 0
]
I 0 0 0
0 0 I 0 0
0 0 0 I 0

L2 =

0 0
I 0
0 0
0 0
0 I

[
HT11
HT12
] [ [
Z2
T Z3
]
0 0 0 0
]
L3 =

0 0
0 HT31
I 0
0 0
0 HT32

[
AL BL
CL DL
][
I 0 0 0 0
0 HT23B˜m H
T
13 H
T
23D˜m 0
]
LX = []T
 X 0 00 −γ2I 0
0 0 −I


B˜p
[
I 0
]
B˜p 0 D˜p 0
0 0 0
[
0 I
]
0
0 0 0 0 I

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
A˜ C˜
B˜p D˜p
B˜m D˜m
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKB
T
p BKD
T
qp BKD
T
ep
0 0 AT CTq C
T
e
0 CK DKB
T
p DKD
T
qp DKD
T
ep
CK 0 0 DK 0
0 0 BTm D
T
qm D
T
em
0 0 0 0 I


Ce théorème présente des contraintes qui peuvent se mettre sous la forme d'un pro-
blème d'optimisation sous contrainte LMI. Ce théorème recouvre les solutions de la
littérature pour la synthèse de pré-compensateurs données dans [SF06, KS08] pour la
synthèse de pré-compensateurs garantissant un L2-gain sur l'opérateur concerné. La
démonstration de ce théorème est présentée en annexe E page 251.
Théorème 28. Synthèse de correcteurs avec système incertain en sortie H2 (cas continu).
Etant donné γ, il existe une solution au problème de synthèse de correcteurs avec système
incertain en sortie (problème 28 page 200, cas H2) s'il existe des matrices Z1 = Z1
T , Z2,
Z3 = Z3
T ,
[
P11
P12
]
,
[
P21
P22
]
, PK = PK
T , X =
[
Xs Xas
Xas
T −Xs
]
∈ ΓX ,
[
AL BL
CL DL
]
,
S = ST de dimensions appropriées telles que les conditions (5.5), (5.6), (5.7), (5.8)
soient vériﬁées.
Trace(S) < γ2 Dep = 0 (H
T
22 +H
T
32DLH
T
23)D
T
em = 0 (5.5)
[]T
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (5.6)
(L1 + L2 + L3) + (•)T + LX < 0 (5.7)


Z1 0 Z1 0
 Z3 −Z2T I
  P11 P12
   P22
 L4 + L5
 S
 > 0 (5.8)
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L1 =

Z1 0 0
−Z2T I 0[
P11
P12
] [
P21
P22
]
0
0 0 0
0 0 I

 A˜ 0 C˜qHT21B˜m HT11 HT21D˜qm
HT22B˜m H
T
12 H
T
22D˜qm


[
I 0
]
I 0 0 0
0 0 I 0 0
0 0 0 I 0

L2 =

0 0
I 0
0 0
0 0
0 I

[
HT11
HT21
] [ [
Z2
T Z3
]
0 0 0 0
]
L3 =

0 0
0 HT31
I 0
0 0
0 HT32

[
AL BL
CL DL
][
I 0 0 0 0
0 HT23B˜m H
T
13 H
T
23D˜qm 0
]
L4 =

Z1 0
−Z2T I[
P11
P12
] [
P21
P22
]

[
C˜e
HT21D˜em
]
L5 =
 0 00 HT31
I 0
[ BL
DL
]
HT23D˜em
LX = []T
[
X 0
0 −I
][
B˜p
[
I 0
]
B˜p 0 D˜qp 0
0 0 0 0 I
]
avec les matrices suivantes
 A˜ C˜q C˜eB˜p D˜qp D˜ep
B˜m D˜qm D˜em
 =

AK 0 0 BK 0
0 AK BKB
T
p BKD
T
qp BKD
T
ep
0 0 AT CTq C
T
e
0 CK DKB
T
p DKD
T
qp DKD
T
ep
CK 0 0 DK 0
0 0 BTm D
T
qm D
T
em


La démonstration de ce théorème peut être facilement eﬀectuée à partir des démons-
trations du théorème 22 page 148 et du théorème 27. Les étapes sont présentées dans
l'annexe E page 251.
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Reconstruction de la matrice de fonctions de transfert L
Si les conditions du théorème 27 ou du théorème 28 sont vériﬁées, la représentation
d'état de la matrice de fonctions de transfert L peut être reconstruite à partir des
variables solutions du problème d'optimisation. On rappelle que la linéarisation des
contraintes BMI est faite en utilisant un changement de variables linéarisant.
Si les conditions du théorème sont vériﬁées, alors il est possible de reconstruire les
matrices de la représentation d'état de la matrice de fonctions de transfert L à partir
du changement de variables. Les étapes pour la reconstruction sont les suivantes :
1. Construire Q1 =
[
Q11 Q12
QT12 Q22
]
=
[
Z1 0
−ZT2 I
]−1 [
I Z2
0 Z3
]
. Ceci permet de dis-
poser de la partition P1 =
[
P11 P12
P T12 P22
]
de la matrice P et de la partition Q1 =[
Q11 Q12
QT12 Q22
]
de son inverse.
2. Il est possible de reconstruire les matrices P etQ à partir de ces deux partitions
par application du lemme de complétion de Packard [PZPB91]. Une matrice P2 de
rang plein peut être choisie arbitrairement. Les matrices P et Q sont alors données
par les relations suivantes :
P =
[
I 0
0 P2
] [
P1 I
I (P−11 −Q−11 )−1
] [
I 0
0 P T2
]
Q =
[
I 0
0 Q2
] [
Q1 I
I (Q−11 − P−11 )−1
] [
I 0
0 QT2
]
Q2 = P
−T
2 (I − P1Q1)
3. Il reste à calculer R :
R =
[
Z1 0
−ZT2 I
] [
Q13
Q23
]
4. L'inverse du changement de base linéarisant est donné par :
[
ATL C
T
L
CTL D
T
L
]
= ΨT2
([
AL BL
CL DL
]
−
[
P2
0
]
HT11
[ [
Z2
T Z3
]
0
])T
ΨT1 (5.9)
Ψ1 =
 [ P13P23
] [
P12
P22
]
HT31
0 I
−1 Ψ2 = [ RT 0
HT13
[
Z2
T Z3
]
+HT23B˜m
[
I 0
]
I
]−1
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Conclusion sur le problème de synthèse de correcteurs avec système incertain
en sortie
En conclusion, des solutions au problème de synthèse de correcteurs avec système in-
certain en sortie (cas L2-gain pire-cas et norme H2 pire-cas) ont été proposées dans cette
section, permettant de synthétiser une matrice de fonction de transfert L garantissant
une borne supérieure sur le L2-gain pire-cas (théroème 27) ou sur la norme H2 pire-cas
(théorème 28) de l'opérateur T(w)→(e) = (∆ ? G)(H ? L). De la même manière que les
résultats de synthèse pour le problème général de synthèse d'estimateur robuste ont
permis de formuler des solutions générales pour la synthèse d'estimateurs robustes, les
solutions formulées dans cette section permettent la synthèse de correcteurs pour un
certain nombre de cas particuliers.
5.1.2 Synthèse de pré-compensateurs robustes
Un premier cas particulier intéressant est la synthèse de pré-compensateurs robustes.
La forme standard du problème de synthèse de pré-compensateurs robustes est présentée
ﬁgure 5.3.
G
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e
Figure 5.3  Forme standard du problème de synthèse de pré-compensateurs robustes
Cette forme standard est un cas particulier de la forme standard du problème de
synthèse de correcteurs avec système incertain en sortie. Pour recouvrer la forme du
problème de synthèse de pré-compensateurs robustes à partir de la forme du problème
de synthèse de correcteurs avec système incertain en sortie, il suﬃt de choisir pour la
matrice de fonctions de transfert H la forme suivante :
H = T(w,e)→(m,l) =
 I 00 I
I 0

Par conséquent, les solutions proposées pour le problème de synthèse de correcteurs
avec système incertain en sortie sont également des solutions aux problèmes de synthèse
Version du 17 décembre 2012 205
Chapitre 5 : RESULTAT LIES
de pré-compensateurs. Ces solutions recouvrent un certain nombre de résultats de la
littérature.
 Pour la synthèse de pré-compensateurs garantissant un L2-gain pire-cas sur l'opé-
rateur ∆ ? T(p,w)→(q,e), la solution formulable à partir du théorème 27 page 200
présenté dans la section 5.1.1 recouvre les résultats de [SF06, KS08, KS07]. Cette
solution permet également de formuler aisément des solutions alternatives dans le
cas discret à la solution que nous avons présentée dans [KBB+11].
 Pour la synthèse de pré-compensateurs garantissant une norme H2 pire-cas sur
l'opérateur ∆?T(p,w)→(q,e), la solution formulable à partir du théorème 28 page 202
présenté dans la section 5.1.1 recouvre les résultats de [KS08, KS07].
Les résultats de synthèse présentés dans cette thèse permettent donc également de
synthétiser des pré-compensateurs robustes garantissant certaines propriétés sur le mo-
dèle complet. Si le sujet de la thèse est l'estimation robuste, les techniques utilisées pour
résoudre le problème de pré-compensation sont analogues à celles utilisées pour proposer
une approche complète de l'estimation robuste.
Ces résultats de nature théorique ont été développés pour répondre à une application
réelle sur la commande des imprimantes DoD (Drop-on-Demand) [KBBW10, KBB+11,
KBS+10] en partenariat avec Amol Khalate et le Delft Center for Systems and Control.
La référence [KBB+11] est disponible à la ﬁn de ce document. Cet article illustre l'intérêt
des approches robustes.
Pour illustrer le type de résultats qui peuvent être obtenus, nous présentons un
exemple de pré-compensation académique.
Pré-compensation : Exemple
Modèle incertain du système
On considère un système modélisé par une fonction de transfert incertaine du second
ordre G(s) = 2
s2+ξs+4
dont l'amortissement est incertain (ξ = 0.1 + 0.08δ, |δ| ≤ 1), mais
dont les bornes de variations sont connues, et qui est sujet à une incertitude multiplica-
tive ∆ de norme H∞inférieure à 1 en sortie. Le modèle incertain prend la forme présentée
ﬁgure 5.4, et peut s'écrire :
G(δ,∆, s) = (1 + 0.2∆)
2
s2 + (0.1 + 0.08δ)s+ 4
.
Ce modèle peut s'écrire sous une forme LFT de la façon suivante :
G(δ,∆, s) =
[
δ 0
0 ∆
]
? Gn(s).
Gn(s) admet la représentation d'état suivante :
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yu ++ss20.10.08 s4
0.2 
Figure 5.4  Modèle incertain considéré
Gn =

−0.1 −2 1 0 1
2 0 0 0 0
0.08 0 0 0 0
0 0.2 0 0 0
0 2 0 1 0

L'objectif est de calculer le signal u de telle sorte que le signal y soit au plus près
d'un signal de référence yref . Le signal de référence yref est modélisé comme la réponse
impulsionnelle d'une fonction de transfert R(s) qui admet la représentation d'état sui-
vante :
R =
 −1.5 −1 31 0 0
0 1 0
 (5.10)
La ﬁgure 5.5 montre la réponse impulsionnelle de référence et des réponses im-
pulsionnelles de modèles choisis dans le modèle incertain. On recherche donc un pré-
compensateur qui va compenser des oscillations dont l'amortissement est mal connu.
Cet exemple peut être considéré comme analogue aux exemples présentés pour la
synthèse d'impulsion pour les imprimantes DoD [KBBW10, KBB+11]. Dans ce cas-là,
le signal yref décrit le déplacement de l'interface air-encre nécessaire pour avoir un dépôt
d'encre.
Mise en forme du problème
Pour se ramener à un problème de synthèse de pré-compensateur, le signal u n'est
pas recherché explicitement, mais est recherché comme la réponse impulsionnelle d'un
processus générateur F . C'est donc le processus générateur qui est recherché. Le pro-
blème peut se mettre sous la forme présentée dans la ﬁgure 5.6. La synthèse du processus
générateur F est donc un problème de synthèse de pré-compensateur.
On cherche à minimiser une norme H2 sur la fonction de transfert T(w)→(e). La syn-
thèse de F minimisant cette norme peut se faire au moyen du théorème 28 page 202.
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Figure 5.5  Réponses impulsionnelles du modèle de référence et du modèle incertain
Pour le choix de la base des multiplieurs dynamiques, la base est choisie sous la forme
suivante :
K(s)⊗ I2, avec K(s) =
[
1
(s+1)
1
]
.
Pour des raisons de simplicité, le pôle choisi est −1, avec une multiplicité 1, ce qui est
suﬃsant pour cet exemple. La borne supérieure garantie sur la norme H2 pire-cas de
T(w)→(e) est 0.33. Qualitativement, c'est dans le domaine temporel que le résultat doit
être analysé. La ﬁgure 5.7 montre des réponses impulsionnelles de modèles choisis aléa-
toirement parmi les modèles possibles de
([
δ 0
0 ∆
]
? Gn
)
F , donc du modèle incertain
corrigé par le pré-compensateur en rouge (trait continu). La réponse impulsionnelle de
référence est en bleu (tirets).
Cette ﬁgure illustre la qualité des résultats obtenus. La structure de pré-compensateur
est une structure boucle ouverte ne possédant pas de propriété de désensibilisation. Ce-
pendant, l'approche proposée dans cette thèse permet de la synthétiser de telle sorte
que cette structure gère l'incertitude sur un modèle.
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Figure 5.6  Mise en forme du problème de synthèse
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Figure 5.7  Réponses impulsionnelles du système pré-compensé
Conclusion sur la synthèse de pré-compensateurs
En conclusion, l'approche LFT/IQCs permet également de créer des méthodes de
synthèse systématiques pour la synthèse de pré-compensateurs garantissant une per-
formance robuste. Ceci est d'autant plus intéressant que la synthèse en boucle ouverte
nominale ne garantit en général que peu de robustesse par rapport à la boucle fermée.
Ces outils ont donné de bons résultats lors de l'application sur un système réel, en
l'occurrence les imprimantes DoD, ce qui permet de valider l'approche utilisée.
5.1.3 Synthèse en boucle ouverte
Un second cas particulier intéressant est le cas de la synthèse de contrôleur en boucle
ouverte, dont les formes standards sont présentées ﬁgure 5.8 (cas système d'entrée in-
certain (SEI)) et ﬁgure 5.9 (cas système de sortie incertain (SSI)).
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Figure 5.8  Forme standard du problème de contrôle en boucle-ouverte (cas SEI)
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Figure 5.9  Forme standard du problème de contrôle en boucle-ouverte (cas SSI)
Cas Système d'Entrée Incertain (SEI) (resp. Système de Sortie Incertain
(SSI))
La forme standard du cas SEI (resp. SSI) est présenté ﬁgure 5.8 (resp. 5.9). Dans
ce cas, un ﬁltre F à synthétiser relie deux systèmes ∆ ? H et G (resp. H et ∆ ? G). Le
système complet est donné par :
∆ ? T(p,w)→(q,e) = G
[
I 0
0 F
]
(∆ ? H)
(
resp. (∆ ? G)
[
I 0
0 F
]
H
)
Le problème de synthèse de correcteurs en boucle ouverte pour le cas SEI (resp. SSI)
est un cas particulier du problème général de synthèse d'estimateur robuste présenté dans
la section 4.3 page 137 (resp. un cas particulier du problème de synthèse de correcteurs
avec système de sortie incertain 1). Pour recouvrer la forme standard du problème de
synthèse de correcteurs en boucle ouverte dans le cas SEI (resp. (SSI))à partir de la forme
standard du problème général de synthèse d'estimateurs robustes (ﬁgure 4.4 page 137)
(resp. problème de synthèse de correcteurs avec système de sortie incertain (ﬁgure 5.2
page 199)), il suﬃt de choisir T(m,r)→(e,l) (resp. T(w,r)→(m,l)) de la façon suivante :
1. présenté dans la section 5.1
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T(m,r)→(e,l) =
[
H 0
0 I
] I 0 00 0 I
0 I 0

resp. T(w,r)→(m,l) =
 I 0 00 0 I
0 I 0
[ H 0
0 I
]
Par conséquent, les solutions du problème général de synthèse d'estimateurs robustes
proposées dans la section 4.3 page 137 sont également des solutions au problème de
synthèse de correcteurs en boucle ouverte. (resp. les solutions du problème général de
synthèse de correcteurs avec système de sortie incertain présentées dans la section 5.1.1
page 199 sont également des solutions au problème de synthèse de correcteurs en boucle
ouverte pour le cas système de sortie incertain.)
Sur la boucle ouverte
Les résultats sur la synthèse en boucle ouverte sont des extensions directes du pro-
blème général de synthèse d'estimateurs robustses et du problème de synthèse de cor-
recteurs avec système de sortie incertain. Ces résultats nous semblent dignes d'intérêt
pour plusieurs raisons.
 Ces résultats permettent de prendre en compte des modèles plus généraux en
entrée ou en sortie du système. Par conséquent, ils vont permettre d'aﬃner les
résultats pour la synthèse de ﬁltres ou de pré-compensateurs en ajoutant des élé-
ments comme des pondérations fréquentielles permettant d'exprimer un cahier des
charges plus complet. Dans le cas de la synthèse de ﬁltres, on peut aisément ima-
giner pondérer le signal estimé pour spéciﬁer des cahiers des charges plus précis.
Concernant la pré-compensation dans le cas discret, il peut être possible d'ajouter
n'importe quel système avant le ﬁltre à synthétiser, pour ajouter par exemple de
façon aisée des modèles de signaux ou d'autres spéciﬁcations.
 Un second point intéressant est qu'au delà d'aﬃner des résultats de pré-compensation
ou d'estimation, la synthèse en boucle ouverte peut permettre de répondre à cer-
taines applications comme la synthèse d'éléments passifs dans une chaîne de trans-
mission d'énergie (comme par exemple dans le transfert d'énergie sans contact
[KMD+11]).
Le potentiel de la synthèse robuste en boucle ouverte reste donc encore à explorer.
5.1.4 Conclusions sur la synthèse en boucle ouverte
Les résultats présentés dans cette section concernent la synthèse robuste en boucle
ouverte. En l'absence d'incertitudes dans la boucle de rétroaction, la synthèse robuste
devient convexe [Sch09a], ouvrant un grand nombre de possibilités en termes de syn-
thèse. Dans cette section, les résultats possibles les plus proches de la synthèse d'esti-
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mateurs ont été mis en valeur, comme la synthèse de pré-compensateurs robustes ou de
correcteurs robustes en boucle ouverte.
Il est bien connu que des propriétés robustes peuvent être atteintes pour le sys-
tème en mettant en place des correcteurs en boucle fermée. Si l'approche LFT/IQC
ne permet pas de synthétiser de façon eﬃcace des correcteurs en boucle fermée dans
leur forme la plus générale, le fait que la synthèse robuste deviennent convexe fait de
l'approche LFT/IQCs une approche intéressante pour garantir des propriétés robustes
sur un système partiellement non-bouclé. Cette approche permettra donc de proposer
une approche robuste dans les cas où mettre en place un schéma de rétroaction sur
l'ensemble du système n'est pas possible pour des raisons techniques ou physiques. Les
solutions proposées pour le problème général de synthèse d'estimateurs robustes et le
problème de synthèse de correcteurs avec système de sortie incertain ouvrent de larges
possibilités à explorer en terme d'applications.
5.2 Une extension aux systèmes LPV
Si le ou les paramètres incertains sont connus ou mesurés, on parle alors de modèle
Linéaire à Paramètres Variants (LPV). Dans ce cas, il est très simple de synthétiser
un observateur contenant le modèle dépendant des paramètres du système en utilisant
le cadre de travail des modèles polytopiques [GdO01]. La sous-section 5.2.1 présente
le résultat théorique pour la synthèse d'un observateur dépendant de paramètres. Ces
résultats ont été appliqués au contrôle de position sans capteur d'une machine tournante,
ce qui est présenté dans la référence [ZBSLS12], disponible à la ﬁn de ce document. Cette
section présente également les extensions possibles aux résultats de cette thèse pour la
synthèse LPV-robuste dans le cadre LFT.
5.2.1 Synthèse d'observateurs pour les systèmes polytopiques.
L'approche polytopique n'a pas été retenue pour résoudre les problèmes d'estima-
tion sous leur forme la plus générale. En revanche, cette approche permet de proposer
des méthodes de synthèse d'estimateurs dans le cas où la représentation d'état dépend
linéairement d'un ou plusieurs paramètres connus 2. Cette sous-section présente une ma-
nière simple de synthétiser eﬃcacement des observateurs dont la représentation d'état
présente la même dépendance que le modèle envers les paramètres connus.
Dans cette section, le modèle considéré est un modèle polytopique dont la représen-
tation d'état est comprise dans un polytope déﬁni par ses sommets, comme présenté
équation (3.2) page 96. Relativement à l'application considérée dans [ZBSLS12], seule
la matrice dynamique A˜(λ) dépend du vecteur λ ∈ ΓΛ.
2. Par opposition au cas robuste où les paramètres sont incertains.
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 x˙(t)z(t)
y(t)
 =
 A˜(λ) Bw BuCz 0 0
Cy Dy 0

 x(t)w(t)
u(t)
 (5.11)
avec
A˜(λ) =
∑
i
λiAi, Λ = ΓΛ
Si un seul sommet est déﬁni, cette forme recouvre la forme du cas nominal. Par analogie
avec le cas nominal présenté dans le chapitre 2 (Estimation nominale), le signal z est à
estimer à partir de la mesure du signal y.
Dans le cas nominal, la structure observateur est présentée ﬁgure 2.3 et sa représen-
tation d'état est la suivante :
[
˙ˆx(t)
zˆ(t)
]
=
[
A− LCy L Bu
Cz 0 0
] x(t)y(t)
u(t)
 (5.12)
Dans le cas LPV, si le paramètre λ est connu, la structure d'observateur LPV pro-
posée dans cette section est présentée ﬁgure 5.10, et sa représentation d'état est la
suivante :
[
˙ˆx(t)
zˆ(t)
]
=
[
A˜(λ)− LCy L Bu
Cz 0 0
] xˆ(t)y(t)
u(t)
 (5.13)
-
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Figure 5.10  Observateur LPV proposé dans cette section
La forme standard du problème d'observation LPV (dans le cadre polytopique) est
présentée ﬁgure 5.11.
Cette forme standard admet la représentation d'état suivante :
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Figure 5.11  Observateur LPV proposé dans cette section
 x˙(t)˙ˆx(t)
z(t)− zˆ(t)
 =
 A˜(λ) 0 Bw BuLCy A˜(λ)− LCy LDy Bu
Cz −Cz 0 0


x(t)
xˆ(t)
w(t)
u(t)
 (5.14)
Avec cette structure d'observateur, il est possible de rendre les modes dynamiques
du modèle du système inobservables depuis la sortie e de la même manière que pour
le cas certain. Les entrées mesurées u s'annulent. L'opérateur T(w)→(e) admet donc la
représentation d'état équivalente présentée équation (5.15) :[
x˙(t)− ˙ˆx(t)
z(t)− zˆ(t)
]
=
[
A˜(λ)− LCy Bw − LDy
Cz 0
][
x(t)− xˆ(t)
w(t)
]
. (5.15)
C'est sur cette forme standard que vont être appliqués les résultats d'analyse dans
l'objectif de dériver des méthodes de synthèse. Le problème de synthèse d'observateur
LPV est le suivant.
Problème 29. Problème de synthèse d'observateur LPV.
La forme standard du problème de synthèse d'observateur LPV est l'opérateur T(w)→(e)
présenté ﬁgure 5.11 page 214. T(w)→(e) admet la représentation d'état équivalente pré-
sentée équation (5.15) page 214.
Etant donné γ, trouver s'il existe un gain L (et le calculer) tel que T(w)→(e) soit stable
et que : ∥∥T(w)→(e)∥∥i < γ.
Nous présentons à présent un résultat de synthèse pouvant se mettre sous la forme
d'un problème d'optimisation convexe sous contrainte LMI. Ceci permet de synthétiser
eﬃcacement le gain L d'un observateur garantissant une borne supérieure de la norme
H2 pire-cas. Le résultat est présenté dans le théorème 29.
Théorème 29. Synthèse H2 d'observateur LPV H2.
Il existe une solution au problème de synthèse d'observateur LPV (problème 29, cas H2)
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s'il existe des matrices P = PT , F = FT , M = MT de dimensions appropriées telles
que les conditions (5.16), (5.17), (5.18) soient vériﬁées.[
P CTz
Cz M
]
> 0 (5.16)
∀ i,
[
AiP− CTy FT + PAi − FCy PB − FDyw
BP−DTywFT −I
]
< 0 (5.17)
Trace(M) < γ2 (5.18)

La démonstration de ce théorème est présentée en annexe E page 251. Il est important
de préciser que les conditions du théorème sont uniquement suﬃsantes. La matrice P
dépend normalement également de λ. La nature de la dépendance n'étant pas connue,
la choisir constante permet de se ramener à un problème d'optimisation sous contrainte
LMI en rendant possible le changement de base linéarisant. Ceci a une interprétation
en terme de fonction de Lyapunov indépendante des paramètres [GB99]. Les mêmes
résultats de synthèse peuvent être obtenus pour le L2-gain dans le cas continu ou pour
la norme H2 et le L2-gain dans le cas discret. De manière générale, tous les résultats
présentés dans le chapitre 2 peuvent être étendus à l'estimation LPV dans ce cadre.
Les conditions sont certes suﬃsantes mais la simplicité du résultat proposé permet de
synthétiser de façon simple et eﬃcace un observateur pour certaines classes de systèmes.
Cette approche a été appliquée pour l'estimation de la position angulaire d'une machine
synchrone à aimants permanents sans capteur de position. Les modèles et les résultats
sont publiés dans la référence [ZBSLS12], disponible à la ﬁn de ce document.
Pour conclure sur cette approche polytopique de la synthèse d'observateur LPV,
cette approche est très simple, et permet de synthétiser de façon simple un observateur
présentant la même dépendance que le modèle envers un ou plusieurs paramètres. Ce-
pendant, cette approche est limitée par la description des modèles LPV au moyen d'un
modèle polytopiques.
5.2.2 Synthèse LPV dans le cadre LFT
Dans le chapitre 3, nous avons précisé que l'approche polytopique ne permet de
prendre en compte que des systèmes dont la représentation d'état dépend linéairement
de paramètres. C'estpourquoi l'approche LFT/IQC a été préférée. L'approche LFT/IQC
oﬀre un cadre très général pour les problèmes de synthèse pour les systèmes Linéaires à
Paramètres Variants.
La forme standard du problème générale de synthèse robuste est présentée ﬁgure 4.1
page 133. On cherche donc à synthétiser une matrice de fonctions de transfertK telle que
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l'opérateur ∆?G?K vériﬁe certaines propriétés. En se basant sur les résultats d'analyse,
ce problème peut être formulé comme un problème d'optimisation sous contrainte BMI,
qui n'a pas été transformé en problème d'optimisation sous contrainte LMI dans le cas
général à ce jour.
Un point intéressant est que dans le cas où le bloc incertain ∆ est connu, il est
possible de synthétiser un correcteur dépendant de ce même bloc. Dans le cas où le bloc
incertain est connu, il est noté θ. On parle alors de correcteur LPV. La forme standard
du problème de synthèse de correcteurs LPV est présenté ﬁgure 5.12 et est déﬁnie par :
T(w)→(e) = (θ ? G) ? (θ ? K)
G

w e
qp
L

Figure 5.12  Forme standard du problème de synthèse de correcteurs LPV
Le problème de synthèse de la matrice de fonctions de transfert K garantissant une
borne supérieure sur le L2-gain de l'opérateur T(w)→(e), peut être mis sous la forme d'un
problème d'optimisation LMI [SE98] si le bloc θ est décrit par une IQC statique 3. Le
même résultat peut être formulé pour la norme H2. Le problème de synthèse de ﬁltre
LPV étant un cas particulier du problème de correcteur LPV, la synthèse de ﬁltre peut
également être formulée sous la forme d'un problème d'optimisation LMI.
Dans le cas où les paramètres sont des paramètres temps invariants et donc décrits par
une IQC dynamique, nous conjecturons qu'il est possible de se ramener à un problème
d'optimisation sous contrainte LMI en utilisant une IQC dynamique. La recherche de
cette solution est une des pistes de travail à explorer pour la continuité de la thèse. Il est
possible de le faire en utilisant une IQC statique, mais les résultats seront potentiellement
conservatifs. Des tentatives de résolution ont été faites par des méthodes itératives pour
la synthèse de correcteurs [VS10].
3. ex : θ = δI, où δ est un paramètre TV connu.
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Le problème de synthèse d'estimateurs robustes-LPV est également à explorer. Par
exemple, la forme standard du problème de synthèse de ﬁltres robustes-LPV est présenté
ﬁgure 5.13
G

w e
p
W
F
z
y
eW
z
+
-


Figure 5.13  Forme standard du problème de synthèse de ﬁltres robustes-LPV
Une solution est proposée à ce problème dans [VS11]. Le bloc Θ est caractérisé
par une IQC statique et le bloc ∆ par une IQC dynamique. Cette approche permet
par exemple de décrire une incertitude sur le bloc Θ. Une des extensions possibles
des travaux de cette thèse est la synthèse d'observateurs robustes-LPV, pour pouvoir
par exemple considérer des systèmes instables. Les combinaisons des approches LFT et
polytopiques peuvent également permettre d'obtenir ce type de résultats. L'extension
de l'ensemble des outils proposés pour l'estimation nominale, puis pour l'estimation
robuste, à l'estimation LPV, puis à l'estimation robuste-LPV est une des principales
perspectives de cette thèse.
5.3 Extensions : conclusions
Les résultats de synthèse d'estimateurs sont basés sur des résultats de nature très
générale sur l'analyse des systèmes inter-connectés. Dans un premier temps, les résultats
présentés pour la synthèse d'estimateurs sont basés sur les solutions d'un problème très
général appelé dans ce document problème général de synthèse d'estimateurs robustes
(problème 21 page 139). Dans ce chapitre, la solution du problème de synthèse de cor-
recteurs avec système de sortie incertain (problème 28 page 200) a été formulée. Les
solutions de ces deux problèmes, pour une norme donnée permettent de proposer une
approche générale aux problèmes de synthèse de correcteurs en l'absence d'incertitudes
dans la boucle de rétroaction. Ces problèmes recoupent par exemple la synthèse d'es-
timateurs robustes, ou encore d'autres problèmes de synthèse tels que la synthèse de
correcteur assurant le rejet d'une perturbation incertaine.
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Dans un second temps, des collaborations ont permis de montrer que les approches
proposées pour la synthèse robuste permettaient également la synthèse d'observateurs
LPV. Il semble que les résultats proposés pour l'estimation robuste soient extensibles
à l'estimation LPV, puis à l'estimation robuste-LPV, ce qui peut faire l'objet de tra-
vaux dans la continuité des travaux présentés dans cette thèse. En combinaison avec
la synthèse en boucle ouverte, la perspective principale de la thèse est de proposer une
approche complète de la synthèse lorsque l'incertitude est en dehors de la boucle de
rétro-action. La ﬁgure 5.14 résume les perspectives des travaux de cette thèse.
Estimation 
Nominale
Estimation 
Robuste
Contrôle Robuste
En Boucle Ouverte
Dans cette
Thèse
Estimation
Robuste-LPV
Estimation
LPV
Vers une approche 
générale de la synthèse
robuste en boucle ouverte
Perspective à
long terme
Perspective à
court terme
Figure 5.14  Perspectives des travaux de la thèse
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Conclusions et perspectives
Cette thèse propose une approche de la synthèse d'estimateurs robustes garantissant
une performance pire-cas pour un ensemble de modèles appelé modèle incertain au
moyen des outils de la commande robuste. Cette approche est réalisée en se basant sur
des résultats d'analyse robuste obtenus par des approches de type entrées-sorties, et les
résultats sont formulés sous la forme de problèmes d'optimisation sous contrainte LMI.
Les résultats présentés sont obtenus en deux temps. Dans un premier temps, une
revisite du cas certain a permis de proposer une approche homogène de la synthèse d'es-
timateurs, en proposant des résultats de synthèse (dont certains originaux) d'estimateurs
classiques (Filtre et Observateur à Gain Statique) et de structures d'estimateurs alter-
natives (Observateur à Gain Dynamique). L'étude de ces structures a permis de créer
une nouvelle structure de type observateur assurant la même performance que toutes
les autres : l'Estimateur Généralisé Nominal. Par la suite, l'étude de la limite de per-
formance pour l'erreur d'estimation a permis de proposer un certain nombre d'outils
permettant d'analyser les performances atteintes avec divers critères de performance.
Cette étude a également permis de dégager des outils nouveaux comme un choix de
pondération de l'erreur d'estimation systématique pour les estimateurs H∞.
Dans un second temps, la contribution de cette thèse est l'extension systématique des
outils proposés pour l'estimation nominale à l'estimation robuste en se basant sur des
résultats d'analyse robuste originaires des approches entrées-sorties. Ainsi, des méthodes
de synthèse d'estimateurs de type ﬁltre ont été proposées, permettant de compléter la
littérature existante. Ensuite, l'extension des observateurs est faite par l'utilisation d'une
structure nouvelle : l'Observateur à Gain Augmenté, une contribution majeure de cette
thèse. Cette structure permet la synthèse d'estimateurs robustes pour certaines classes
de systèmes instables. Pour ﬁnir, les résultats d'analyse de la limite de performance ont
été étendus, permettant d'analyser les performance atteinte, et de proposer des méthodes
de synthèse de pondération de l'erreur d'estimation pour la synthèse L2-gain.
Relativement aux objectifs de la thèse, l'approche proposée étend bien les outils
de l'estimation nominale, permettant de conserver le savoir-faire acquis sur ces outils.
Le caractère eﬃcace des outils de l'estimation nominale a également été conservé :
les résultats de synthèse ont été obtenus sans ajout de conservatisme par rapport aux
résultats d'analyse et sont proposés sous la forme de problèmes d'optimisation LMI,
pour lesquels existe un algorithme eﬃcace. Si les conditions sont suﬃsantes, l'approche
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LFT/IQC utilisée est connue pour avoir un excellent rapport conservatisme/temps de
calcul. Les résultats proposés répondent donc correctement au cahier des charges posé
pour les méthodes en adoptant un point de vue d'ingénieur.
Les résultats proposés dans cette thèse ne considèrent que des incertitudes para-
métriques et dynamiques, et le modèle dépend de façon rationnelle de l'ensemble d'in-
certitudes. Par comparaison avec les approches polytopiques/Lyapunov, ces résultats
permettent de considérer des incertitudes plus complexes et de diﬀérentes natures. Des
résultats pour d'autres types d'incertitudes peuvent être obtenus de façon triviale pour
des incertitudes de nature diﬀérentes. L'incertitude est caractérisée par une IQC dont
la structure ne change pas les démonstrations des résultats de synthèse [SK08]. Un
catalogue d'IQC est disponible dans [MR97].
Les résultats proposés dans cette thèse permettent de proposer une approche très gé-
nérale de l'estimation robuste. Un paradoxe intéressant est que la majorité des résultats
utilisés dans cette thèse viennent de la commande robuste. En se basant sur ces outils,
le problème de synthèse de correcteurs robustes ne peut pas être formulé comme un
problème d'optimisation sous contrainte LMI. En revanche, ces résultats permettent de
proposer des résultats intéressant pour un grand nombre d'autres problèmes de synthèse
robuste, comme la synthèse d'estimateurs.
Si l'approche proposée est très générale, le défaut majeur des résultats de synthèse
proposés est l'ordre des estimateurs synthétisés, qui explose lorsque plusieurs incertitudes
sont considérées et/ou que l'ordre de la base des multiplieurs est trop élevé. Si le résultat
théorique n'est pas impacté, l'utilisateur devra faire face aux limites de l'optimisation
LMI. L'algorithme n'est pas assez eﬃcace pour considérer un grand nombre de variables
en conservant un temps raisonnable de calcul.
C'est pourquoi dans cette thèse, nous avons proposé des résultats de synthèse à pôles
ﬁxés, ainsi que des résultats d'analyse de la performance, qui ouvrent un certain nombre
de perspectives. Par exemple, les combinaisons des méthodes de synthèse nominales et
des outils d'analyse robustes peuvent permettre d'observer quelles sont les incertitudes
critiques pour la performance, comme cela a été présenté dans le chapitre 3. Ceci peut
permettre de synthétiser un estimateur robuste ne prenant en compte que les incerti-
tudes critiques, et de valider la performance atteinte pour l'ensemble des incertitudes.
Un second exemple peut être la combinaison des méthodes de synthèse générale avec
les méthodes de synthèse à pôles ﬁxés pour la synthèse d'estimateurs robustes d'ordre
réduit. Les méthodes de synthèse générales peuvent par exemple permettre de choisir les
pôles de l'estimateur à pôles ﬁxés, et une étape de validation peut être faite au moyen
des outils d'analyse. La combinaison des outils proposés dans cette thèse permet de syn-
thétiser un estimateur garantissant une performance robuste de façon très ﬂexible. Les
combinaisons des outils sont à explorer pour permettre d'atteindre diﬀérents objectifs
de synthèse.
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Les perspectives de ces travaux dépassent le cadre de l'estimation. Le chapitre 5
présente des problèmes de synthèse étroitement reliés aux problèmes de synthèse d'esti-
mateurs. La démarche appliquée pour résoudre les problèmes de synthèse d'estimateurs
robustes peut être directement transcrite pour résoudre ces problèmes de synthèse, per-
mettant de proposer des solutions à un certain nombre de problèmes de synthèse où
l'incertitude n'est pas dans la boucle de rétro-action. Parmi ces problèmes, la synthèse
pré-compensateurs a été étudiée et a été appliquée à la synthèse d'impulsion pour une
imprimante DoD. Un autre type de problème particulièrement intéressant est la synthèse
robuste en boucle ouverte qui semble avoir un grand potentiel en termes d'application
dans les domaines du génie électrique ou des communications. L'exploration de ces mé-
thodes et de leur mise en ÷uvre est une des perspectives de la thèse.
Pour ﬁnir, dans le cadre de l'interconnexion des systèmes, le problème de synthèse
de ﬁltres robustes-LPV peut se mettre sous la forme d'un problème d'optimisation sous
contrainte LMI. Il convient de rappeler que les résultats de synthèse de ﬁltres robustes
sont à l'origine de cette thèse. Dans un premier temps, les outils (analyse, synthèse)
proposés pour la synthèse nominale et robuste peuvent probablement être étendus à
l'estimation LPV, puis à l'estimation robuste-LPV. L'extension des observateurs et de
la limite de performance à l'estimation robuste-LPV permettra de proposer une approche
complète de la synthèse d'estimateurs dans le cadre des systèmes inter-connectés, ce qui
constitue la perspective principale de cette thèse.
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Annexe A
A la recherche de la LMI cachée
Lemme 4. Lemme de Schur.
Soit A, C les matrices carrés avec A inversible et B quelconque, alors :[
A B
B∗ C
]
> 0 ⇔
{
A > 0
C −B∗A−1B > 0
Une version plus utilisée dans la thèse est[
A B
B∗ C
]
< 0 ⇔
{
A < 0
C −B∗A−1B < 0
Lemme 5. Lemme d'élimination [GA94].
Soit G = GT ∈ Rn×n, U ∈ Rr×n avec rang(U) = r < n et V ∈ Rs×n avec rang(V ) =
s < n. Alors, il existe une matrice K ∈ Rr×s telle que
G+ UTKV + V TKTU < 0 (A.1)
si et seulement si :
UT⊥GU⊥ < 0 et V
T
⊥GV⊥ < 0 (A.2)
Théorème 30. LMI Complexe[BEFB94].
Soit A ∈ C donnée telle que A = A∗ et A = ARe + iAIm avec ARe ∈ R et AIm ∈ R.
Nous avons la propriété suivante :
A > 0⇔
[
ARe AIm
−AIm ARe
]
> 0

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Annexe B
Chapitre 2 : démonstrations
B.1 Démonstration du théorème 2 page 36
Démonstration. Théorème 2 page 36 (Synthèse de ﬁltre H2 sans pondération)
La représentation d'état de la forme standard présentée ﬁgure 2.8 page 31 est donnée
équation (2.8 page 31). Par application du lemme 2 page 29, il existe une solution au
problème de synthèse de ﬁltre H2 (Problème 6) si et seulement s'il existe P = PT > 0
telle que les contraintes suivantes soient vériﬁées.
Dzw −DFDyw = 0 Trace(M) < γ2
 P
[
A 0
BFCy AF
]
+
[
A 0
BFCy AF
]T
P P
[
Bw
BFDyw
]
[
BTw D
T
ywB
T
F
]P −I
 < 0 (B.1)
 P
[
CTz − CTy DTF
−CTF
]
[
Cz −DFCy −CF
]
M
 > 0 (B.2)
La démonstration est analogue à la démonstration du théorème 1, à la diﬀérence
qu'ici on va éliminer qu'une partie des variables du problème d'optimisation, qui corres-
pondent au matrices AF et BF de la représentation d'état. Dans le cas de la synthèse,
les paramètres de la représentation d'état du ﬁltre sont également des variables du pro-
blème. Les contraintes (B.1) et (B.2) sont des contraintes BMI. La contrainte (B.1) peut
être mise sous la forme suivante dans l'objectif d'appliquer le lemme d'élimination.
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
P
[
A 0
0 0
]
+
[
A 0
0 0
]T
P P
[
Bw
0
]
[
BTw 0
]P −I
+ . . .
· · ·+
[ P 0
0 I
] 0I
0
 [ AF BF ] [ 0 I 0
Cy 0 Dyw
]+ ()T < 0
(B.3)
On peut appliquer le lemme d'élimination sur cette expression.
U =
[
P 0
0 I
] 0I
0
 U⊥ = [ P−1 0
0 I
] I 00 0
0 I

V =
 0 CTyI 0
0 DTyw
 V⊥ =
 N10
N2

Les partitions de P et P−1 = Q suivantes sont introduites.
P =
[
P P2
P T2 P3
]
Q =
[
Q Q2
QT2 Q3
]
La taille de la partition est déﬁnie par[
P P2
P T2 P3
] [
A . . .
. . . AF
] [
AT . . .
. . . ATF
] [
Q Q2
QT2 Q3
]
Comme dans le cas H∞la matrice P3 doit être de la taille de la matrice P pour se
ramener à des contraintes LMI, c'est à dire que le ﬁltre est de l'ordre du modèle. La
matrice AF a les mêmes dimensions que la matrice A.
L'application du lemme d'élimination sur l'inégalité (B.3) donne la contrainte (2.16)
du théorème. Elle donne également la contrainte (B.4).
[
AQ + QAT Bw
BTw −I
]
< 0 (B.4)
Les conditions (2.16) et (B.4) ne sont pas des LMI puisque la matrice P apparait
encore dans la seconde contrainte. DF est déﬁnie par l'égalité apparaissant après avoir
appliqué le lemme 2. Pour cette égalité, soit il n'existe aucune solution, soit une solution,
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soit une solution dépendant linéairement d'un ou de plusieurs paramètres. On doit donc
linéariser pour faire disparaitre les blocs P2, P
T
2 , P3 de la contrainte (B.2). On eﬀectue
pour cela la multiplication congruente suivante :
 I 0 0Q Q2 0
0 0 I


[
P P2
P T2 P3
] [
CTz − CTy DTF
−CTF
]
[
Cz −DFCy −CF
]
M

 I Q 00 QT2 0
0 0 I
 > 0
On obtient alors le résultat suivant :
 P I I Q 
(Cz −DFCy) (Cz −DFCy)Q− CFQT2 M
 > 0 (B.5)
Une première façon d'aboutir à des conditions linéaires est de réaliser le changement
de variables bijectif suivant : CF → (Cz−DFCy)Q−CFQT2 , pour aboutir à la condition
suivante :  P I I Q 
(Cz −DFCy) CF M
 > 0 (B.6)
Avec les autres contraintes présentées, les contraintes obtenues sont alors des contraintes
LMI. Mais nous allons voir que les conditions (B.4) et (B.6) impliquent la stabilité du
système et la condition (2.18 page 36). La démonstration est analogue à la démonstration
présentée dans la démonstration du théorème 1.
On va donc prouver l'équivalence suivante :
1. ∃P,Q,M vériﬁant (2.17) et (B.7).
[
AQ + QAT Bw
BTw −I
]
< 0
 P I I Q 
(Cz −DFCy) CF M
 > 0 (B.7)
2. G est stable
∃P,M tel que
[
P 
(Cz −DFCy) M
]
> 0
 (1)⇒ (2) :
Les conditions impliquent naturellement que Q > 0 et AQ + QAT < 0, c'est-à-
dire que toutes les valeurs propres de la matrice A sont à partie réelle strictement
négative. Par conséquent G est stable. De plus avec une matrice de permutation,
la seconde condition est équivalente à la condition suivante :
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 Q I I P 
CF (Cz −DFCy) M
 > 0 (B.8)
Cette condition implique que
[
P 
(Cz −DFCy) M
]
> 0
 (2)⇒ (1) :
Si G est stable, alors ∀Pl > 0, il existe Ql>0 telle que ATQl + QlA + Pl = 0 On
choisit Pl = α
−1I avec α > 0. Par conséquent, il existe α > 0 tel que la condition
suivante soit vériﬁée.
α(ATQl +QlA) < 0
Et donc il existe α > 0 suﬃsamment grand pour que la condition suivante soit
vériﬁée.
α(ATQl +QlA) < −BwBTw
Par application du lemme de Schur, il existe α > 0 tel que
[
AαQl + αQlA
T Bw
BTw −I
]
< 0 (B.9)
Pour conclure la démonstration, comme Ql > 0, il existe α suﬃsamment grand tel
que :
αQl −
[
I CF
T
] [ P 
(Cz −DFCy) M
]−1 [
I
CF
]
> 0
Ensuite, comme
[
P 
(Cz −DFCy) M
]
> 0, on peut appliquer le lemme de Schur,
pour obtenir à une permutation près une condition équivalente à la condition (B.7)
page 227. αQl est donc une candidate pour vériﬁer la condition (B.7) page 227, ce
qui conclut la démonstration.
B.2 Démonstration du théorème 3 page 37
Démonstration. Théorème 3 page 37 (Synthèse de ﬁltre H∞ pondéré)
La démonstration de ce théorème suit les mêmes étapes que la démonstration du théo-
rème 1. Par conséquent, les étapes de la démonstration sont moins détaillées. De plus,
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la présence de la pondération ne permet pas de faire disparaître les conditions comme
nous l'avons fait dans la démonstration du théorème 1. La démonstration consiste donc
à appliquer le lemme d'élimination qui donne directement des conditions convexes.
L'application du lemme réel borné sur le système présenté ﬁgure 2.9 page 31, dont
la représentation d'état est donnée en équation (2.9) page 32 donne des conditions qui
peuvent se mettre sous la forme suivante :

[ A 0
0 0
]T
P + P
[ A 0
0 0
]
P
[ B
0
] [ CTz
0
]
[ BT 0 ]P −γ2I DTzw[ Cz 0 ] Dzw −I
+ . . .
· · ·+
diag(P , I, I)

0 0
0 BW
I 0
0 0
0 DW

[
AF BF
CF DF
] [
0 0 I 0 0
Cy 0 0 Dyw 0
]
+ ()T < 0
(B.10)
On introduit les partitions de P et de son inverse Q = P−1
P =
[
P P2
P T2 P3
]
Q =
[
Q Q2
QT2 Q3
]
Comme pour les démonstrations précédentes, pour pouvoir se ramener à un problème
d'optimisation sous contrainte LMI, les matrices P, P2 et P3 sont de mêmes dimensions.
Le ﬁltre est donc de l'ordre du modèle plus l'ordre de la pondération. Par application
du lemme d'élimination (lemme 5 page 223) on obtient les conditions (2.19) et (2.20)
du théorème.
La dernière condition est obtenue de façon analogue au théorème précédent au moyen
d'une multiplication congruente.[
I 0
Q Q2
] [
P P2
P T2 P3
] [
I Q
0 QT2
]
> 0
B.3 Démonstration du théorème 4 page 40
Démonstration. Théorème 4 page 40 (Synthèse d'OGS H∞)
La forme standard du problème de synthèse d'OGS est présentée ﬁgure 2.10 page 39, et
admet la représentation équivalente présentée équation (2.22 page 39). On applique donc
le lemme 1 page 29 sur ce système. Il existe une solution au problème 8 si et seulement
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si il existe P = PT > 0 telle que la condition suivante soit vériﬁée. P (A− LCy) + (A− LCy)
T P P (B − LDyw) CTz
(B − LDyw)T P −γ2I DTzw
Cz Dzw −I
 < 0
Dans l'objectif d'appliquer le lemme d'élimination, on peut réécrire cette équation
sous la forme suivante :
 PA+ ATP PB CTzBTP −γ2I DTz
Cz Dz −I
+
 P0
0
L [ Cy Dyw 0 ]
+ ()T < 0
On peut alors déﬁnir les matrices suivantes :
U =
 CTyDTyw
0
 U⊥ =
 N1 0N2 0
0 I
 V =
 P0
0
 V⊥ =
 0 0I 0
0 I

L'application du lemme d'élimination donne directement la condition (2.24). La se-
conde condition obtenue peut se mettre sous la forme (2.25).
B.4 Démonstration du théorème 5 page 41
Démonstration. Démonstration du théorème 5 page 41 (Synthèse d'OGS H2)
La forme standard du problème de synthèse d'OGS est présentée ﬁgure 2.10 page 39, et
admet la représentation équivalente présentée équation (2.22 page 39). Par application
du lemme 2 page 29 sur ce système, on a le résultat suivant. Il existe une solution au
problème de synthèse d'observateur si et seulement s'il existe P = PT > 0, M = MT >
0, L de dimensions appropriées telles que les contraintes (B.11), (B.12) et (B.13) soient
vériﬁées. [
P CTz
Cz M
]
> 0 (B.11)
[
(A− LCy)TP + P(A− LCy) P(Bw − LDyw)
(Bw − LDyw)TP −I
]
< 0 (B.12)
Trace(M) < γ2 Dzw = 0 (B.13)
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La contrainte (B.11) est déjà une contrainte LMI. La contrainte (B.13) est faite
d'une contrainte LMI sur la trace de la matrice M, et la contrainte Dzw impose que la
puissance du signal soit bornée. On doit donc linéariser la contrainte B.12 page 230 en
appliquant le lemme d'élimination 5 page 223. Cette contrainte peut se mettre sous la
forme suivante, dans l'objectif d'appliquer le lemme d'élimination :
[
PA+ ATP PB
BTP −I
]
+
[
P
0
]
L
[
Cy Dyw
]
+
[
CTy
DTyw
]
LT
[
P 0
]
< 0
On peut alors déﬁnir les matrices suivantes
U =
[
CTy
DTyw
]
U⊥ =
[
N1
N2
]
V =
[
P
0
]
V⊥ =
[
0
I
]
L'application du lemme d'élimination donne directement la condition (2.27) du théo-
rème. La deuxième condition s'écrit −I < 0 et est toujours vériﬁée.
B.5 Démonstration du théorème 6 page 42
Démonstration. Démonstration du théorème 6 page 42 (Synthèse d'OGS H∞ pondéré)
On applique le lemme 1 page 29 sur le système donné par la forme standard du problème
de synthèse d'OGS pondéré présentée ﬁgure 2.11 page 40 admettant la représentation
d'état donné équation (2.23) page 40. Dans le cas de la synthèse, les conditions sont
des conditions BMI. En partant du lemme 1 page 29 appliqué sur la forme standard,
il existe un observateur assurant une norme H∞sur l'erreur d'estimation pondéré si et
seulement s'il existe P = PT > 0, L telles que la contrainte suivante soit vériﬁée :

P
[
AW BWCz
0 A− LCy
]
+
[
AW BWCz
0 A− LCy
]T
P P
[
BWDzw
Bw − LDyw
] [
CTW
CTz D
T
W
]
[
[BWDzw)
T (Bw − LDyw)T
]P −γ2I (DWDzw)T[
CW DWCz
]
DWDzw −I
 < 0
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On peut récrire cette contrainte sous la forme suivante.
P
[
AW BWCz
0 A
]
+
[
AW BWCz
0 A
]T
P P
[
BWDzw
Bw
] [
CTW
CTz D
T
W
]
[
[BWDzw)
T (Bw)
T
]P −γ2I DTzw[
CW DWCz
]
DWDzw −I
+ . . .
· · ·+
 P 0 00 I 0
0 0 I


0
−I
0
0
L [ 0 Cy Dyw 0 ]+ ()T < 0
On peut appliquer le lemme d'élimination sur cette expression.
U =
 P 0 00 I 0
0 0 I


0
−I
0
0
 U⊥ =
 P−1 0 00 I 0
0 0 I


I 0 0
0 0 0
0 I 0
0 0 I

V =

0
CTy
DTyw
0
 V⊥ =

I 0 0
0 N1 0
0 N2 0
0 0 I

On introduit alors les partitions de P et P−1 = Q
P =
[
P P2
P T2 P3
]
Q =
[
Q Q2
QT2 Q3
]
Par application du lemme d'élimination, la première condition obtenue est la condi-
tion (2.29). Cette condition n'est pas simpliﬁable. La seconde condition donne après
développement la condition (2.30) du théorème. On notera qu'on ne peut pas simpliﬁer
les expressions pour se ramener à un problème d'optimisation sous contrainte LMI
B.6 Démonstration du théorème 7 page 48
Démonstration. Théorème 7 page 48 (synthèse d'OGD H∞)
Par application du lemme 1 page 29 sur la forme standard du problème de synthèse
d'OGD qui admet la représentation d'état équivalent présentée équation (2.33) page 47,
il existe une solution au problème de synthèse d'observateur à gain dynamique si et seule-
ment s'il existe
[
AL BL
CL DL
]
, P = PT > 0 telles que la contrainte suivante soit vériﬁée.
Cette contrainte est mise en forme dans l'objectif d'appliquer le lemme d'élimination.
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
P
[
A 0
0 0
]
+
[
A 0
0 0
]T
P P
[
Bw
0
] [
CTz
0
]
[
BTw 0
]P −γ2I DTzw[
Cz 0
]
Dzw −I
+ . . .
+

 P 0 00 I 0
0 0 I


0 −I
I 0
0 0
0 0

[
AL BL
CL DL
] [
0 I 0 0
Cy 0 Dyw 0
]+ ()T < 0
On peut appliquer le lemme d'élimination sur cette expression.
U =
 P 0 00 I 0
0 0 I


0 −I
I 0
0 0
0 0
 U⊥ =
 P−1 0 00 I 0
0 0 I


0 0
0 0
I 0
0 I

V =

0 CTy
I 0
0 DTyw
0 0
 V⊥ =

N1 0
0 0
N2 0
0 I

On introduit alors les partitions de P et P−1 = Q
P =
[
P P2
P T2 P3
]
Q =
[
Q Q2
QT2 Q3
]
L'application du lemme d'élimination donne les contraintes (2.36) et (2.37) du théo-
rème. Pour ﬁnir, on a la contrainte
P =
[
P P2
P T2 P3
]
> 0
Cette condition implique P > 0. Si cette condition est vériﬁée alors on peut toujours
trouver P2, P3 telles que
[
P P2
P T2 P3
]
> 0 soit vériﬁée ce qui complète la démonstration
du théorème.
B.7 Démonstration du théorème 8 page 49
Démonstration. Théorème 8 page 49 (Synthèse d'OGD H2)
La représentation d'état de la forme standard présentée ﬁgure 2.15 page 46 est donnée
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équation (2.33 page 47). Par application du lemme 2 page 29, il existe une solution
au problème de synthèse de ﬁltre H2 (Problème 6 page 36) si et seulement si il existe
P = PT > 0, M = MT telles que les contraintes suivantes soient vériﬁées.
Dzw = 0 Trace(M) < γ
2
 P
[
A−DLCy CL
BLCy AL
]
+
[
A−DLCy CL
BLCy AL
]T
P P
[
Bw −DLDyw
BLDyw
]
[
(Bw −DLDyw)T (BLDyw)T
]P −I
 < 0
(B.14) P
[
CTz
0
]
[
Cz 0
]
M
 > 0 (B.15)
La démonstration est analogue à la démonstration du théorème 7. On va éliminer
dans un premier temps les variables correspondant à la représentation d'état du gain
dynamique dans l'équation (B.14). Par la suite, on simpliﬁera l'expression (B.15) pour
arriver aux conditions du théorème. On peut réécrire la contrainte (B.14) sous la forme
suivante, dans l'objectif d'appliquer le lemme d'élimination. P
[
A 0
0 0
]
+
[
A 0
0 0
]T
P P
[
Bw
0
]
[
BTw 0
]P −I
+ . . .
+
[ P 0
0 I
] 0 −II 0
0 0
[ AL BL
CL DL
] [
0 I 0
Cy 0 Dyw
]+ ()T < 0
On peut appliquer le lemme d'élimination sur cette expression.
U =
[
P 0
0 I
] 0 −II 0
0 0
 U⊥ = [ P−1 0
0 I
] 00
I

V =
 0 CTyI 0
0 DTyw
 V⊥ =
 N10
N2

On introduit alors les partitions de P et P−1 = Q
P =
[
P P2
P T2 P3
]
Q =
[
Q Q2
QT2 Q3
]
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L'application du lemme d'élimination donne la contrainte (2.39) du théorème. La seconde
contrainte est donnée par −I < 0 qui est toujours vériﬁée. On considère à présent la
contrainte (B.15). Cette contrainte s'écrit sous la forme suivante :
[
P P2
P T2 P3
] [
CTz
0
]T
[
Cz 0
]
M
 > 0
On remarque que la variable P3 n'apparait plus que dans cette expression, elle va
pouvoir être éliminée. Comme P3 > 0, il existe P¯3 telle que P¯3+P¯
T
3 = P3. Par conséquent,
on peut réécrire la contrainte (B.15) sous la forme suivante :

[
P P2
P T2 0
] [
CTz
0
]
[
Cz 0
]
M
+
 0I
0
 P¯3 [ 0 I 0 ]
+ ()T
L'application du lemme d'élimination sur cette expression donne la condition (2.40)
du théorème.
B.8 Démonstration du théorème 12 page 58
Démonstration. Théorème 12 page 58 (Synthèse d'EGN H2)
On applique le lemme 2 page 29 sur le système présenté ﬁgure 2.19 page 52, qui admet la
représentation d'état donnée équation (2.46 page 53). Il existe une solution au problème
de synthèse d'estimateur général nominal si et seulement s'il existe P = PT > 0, M =
MT > 0, L, D de dimensions appropriées telles que les contraintes (B.16), (B.17) et
(B.18) soient vériﬁées.
[
P (Cz −DCy)T
Cz −DCy M
]
> 0 (B.16)
[
(A− LCy)TP + P(A− LCy) P(Bw − LDyw)
(Bw − LDyw)TP −I
]
< 0 (B.17)
Trace(M) < γ2 Dzw −DDyw = 0 (B.18)
En posant le changement de variable linéarisant L = PL, on obtient les conditions
du théorème ;
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B.9 Démonstration du corollaire 2 page 59
Démonstration. Corollaire 2 page 59 (Existence d'un EGN H2)
La condition (2.54) page 56 du théorème 12 peut s'écrire sous la forme suivante.[
PA+ ATP PB
BTP −I
]
+
([
I
0
]
L
[
Cy Dyw
])
+ ()T < 0
On peut alors déﬁnir les matrices suivantes :
U =
[
CTy
DTyw
]
U⊥ =
[
N1
N2
]
V =
[
I
0
]
V⊥ =
[
0
I
]
Par application du lemme d'élimination, on obtient la condition (2.60) du corollaire
et −I < 0, qui est toujours vériﬁée ; les autres conditions sont directement issues du
théorème (12).
B.10 Démonstration du théorème 13 page 60
Démonstration. Théorème 13 page 60 (Synthèse d'EGN H∞ pondéré)
On applique le lemme 1 page 29 que le système présenté ﬁgure 2.20 page 55 qui admet
la représentation d'état équivalente donnée en équation (2.53 page 56). Il existe une
solution au problème 16 page 59 si et seulement si il existe P = PT > 0, L =
[
L1
L2
]
,
D telles que la contrainte suivante soit vériﬁée.
 P (A− LCy) + (A− LCy)
T P P (Bw − LDyw) (Cz −DCy)T
(B − LDyw)T P −γ2I (Dzw −DDyw)T
Cz −DCy Dzw −DDyw −I
 < 0
On obtient la condition du théorème en eﬀectuant le changement de variables bijectif
suivant : L = P
[
L1
L2
]
B.11 Démonstration du corollaire 3 page 60
Démonstration. Corollaire 3 page 60 (Existence d'un EGN H∞ pondéré)
La condition (2.54) page 56 du théorème 11 page 56 peut s'écrire sous la forme suivante.
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 PA+ATP PBw CTzBTwP −γ2I DTz
Cz Dz −I
+
 I 00 0
0 I
[ L
D
] [ Cy Dyw 0 ]
+ ()T < 0
On peut alors déﬁnir les matrices suivantes :
U =
 CTyDTyw
0
 =

CTy
0
DTyw
0
 U⊥ =

N1 0 0
0 I 0
N2 0 0
0 0 I
 V =
 I 00 0
0 I
 V⊥ =
 0I
0

Par application du lemme d'élimination, on obtient la condition (2.63) du corollaire
et −γ2 < 0 qui est toujours vériﬁée.
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Chapitre 3 : démonstration du
théorème 18 page 113 (Analyse de la
norme H2 pire-cas)
La démonstration faite ici est largement inspirée des démonstrations faites dans
[Bal02] pour le cas continu, ainsi que de la démonstration faite dans [BHS10] pour le
cas discret.
Norme H2 : déﬁnition [SK08]
La norme H2 est déﬁnie comme l'énergie de la réponse impulsionnelle de l'opérateur
T(w)→(e), admettant la réponse impulsionnelle eimp(t). La normeH2 peut être caractérisée
de la façon suivante.
 +∞
0
Trace (eimp(t)eimp(t)dt) ≤ γ2
La norme H2 peut également être caractérisée comme la réponse à des conditions ini-
tiales x(0) = Bww. Dans ce cas-là, e(t) = Cee
AtBww. La norme H2 peut être caractérisée
de la façon suivante par l'ajout d'une variable supplémentaire [Sch06].
∀w ∈ R,
 +∞
0
e(t)e(t)dt− wTSw < 0 Trace(S) < γ2
C'est cette caractérisation qui est conservée pour la démonstration dans le cas ro-
buste. Nous allons prouver que les conditions du théorème 18 impliquent que le pire-cas
de la norme H2 est inférieur à γ.
Dans un premier temps, les conditions (3.16) et (3.17) impliquent que ∆?T(p,w)→(q,e)
est stable pour tout ∆ ∈ Γ∆. Ceci se démontre facilement, puisque ces deux conditions
impliquent qu'il existe des matrices P = PT > 0, X = XT ∈ ΓX , PK = PKT > 0 telles
que les conditions du corollaire 4 page 112 soient vériﬁées.
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La condition (3.16) du théorème peut s'interpréter en termes de signaux sous la
forme suivante :
[
x˜(t)
p(t)
]T []T

0 P 0 0
P 0 0 0
0 0 X 0
0 0 0 I


I 0
A˜ B˜
C˜q D˜q
C˜e D˜e


[
x˜(t)
p(t)
]
< 0 (C.1)
On rappelle que les signaux du système sont reliés par les relations suivantes
 ˙˜x(t)q˜(t)
e(t)
 =
 A˜ B˜C˜q D˜q
C˜e D˜e
[ x˜(t)
p(t)
]
On introduit la fonction
V (t) = ˙˜xT (t)Px˜(t) + x˜T (t)P ˙˜x(t) + q˜T (t)Xq˜(t) + eT (t)e(t)
S'il existe P = PT > 0, X = XT ∈ ΓX telles que la contrainte (3.16) soit vériﬁée,
alors ceci implique que V (t) < 0
Soit F (t) la primitive de V (t), il est possible d'écrire la contrainte suivante :
F (t)−F (0) =
 t
0
V (τ)dτ = x˜T (t)Px˜(t)−x˜T (0)Px˜(0)+
 t
0
q˜T (τ)Xq˜(τ)dτ+
 t
0
eT (τ)e(τ)dτ
Si la condition ((3.16) page 113) du théorème est vériﬁée, alors
x˜T (t)Px˜(t)− x˜T (0)Px˜(0) +
 t
0
q˜T (τ)Xq˜(τ)dτ +
 t
0
eT (τ)e(τ)dτ
On aboutit alors à l'inégalité suivante :
∀(t), x˜T (t)Px˜(t) +
 t
0
q˜T (τ)Xq˜(τ)dτ +
 t
0
eT (τ)e(τ)dτ < x˜T (0)Px˜(0)
La contrainte (3.18) du théorème peut s'écrire sous la forme suivante :
S− [ 0 0 Bw ]T P
 00
Bw
 > 0 (C.2)
Pour tout vecteur w, cette condition implique :
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wTSw > wT
[
0 0 Bw
]T
P
 00
Bw
w > 0 (C.3)
On rappelle que les conditions initiales du système sont x˜(0) =
 00
Bw
w. Les états
initialisés à 0 sont les états permettant de décrire la base permettant de générer le
multiplieur. Par conséquent, cette condition implique
x˜(0)TPx˜(0) < wSw (C.4)
Nous avons donc la relation suivante :
On aboutit alors à l'inégalité suivante :
∀(t), x˜T (t)Px˜(t) +
 t
0
q˜T (τ)Xq˜(τ)dτ +
 t
0
eT (τ)e(τ)dτ < wTSw
Comme P > 0, x˜T (t)Px˜(t) > 0. Comme le système est stable, limt→∞ x˜(t) = 0
 +∞
0
q˜T (τ)Xq˜(τ)dτ +
 +∞
0
eT (τ)e(τ)dτ < wTSw (C.5)
Ce qu'on réécrit avec la variable t sous la forme suivante :
 +∞
0
q˜T (t)Xq˜(t)dt+
 +∞
0
eT (t)e(t)dt < wTSw (C.6)
Nous allons à présent montrer que le terme
 +∞
0
q˜T (t)Xq˜(t) est positif, si la condition
(3.16) du théorème est vériﬁée.
q˜(t) =
[
qˆ(t)
pˆ(t)
]
Par application du théorème de Parseval, nous avons la relation suivante :
 +∞
0
[
qˆ(t)
pˆ(t)
]T
X
[
qˆ(t)
pˆ(t)
]
dt =
1
2pi
 +∞
−∞
[
qˆ(jω)
pˆ(jω)
]
X
[
qˆ(jω)
pˆ(jω)
]
dω (C.7)
Dans le domaine fréquentiel :
[
qˆ(jω)
pˆ(jω)
]
=
[
K(jω) 0
0 K(jω)
] [
q(jω)
p(jω)
]
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 +∞
0
[
qˆ(t)
pˆ(t)
]T
X
[
qˆ(t)
pˆ(t)
]
dt =
1
2pi
 +∞
−∞
(
[]∗X
[
K(jω) 0
0 K(jω)
] [
q(jω)
p(jω)
]
dω
)
(C.8)
Si la condition (3.16) du théorème est vériﬁée, ceci implique que[
K(jω) 0
0 K(jω)
]∗
X
[
K(jω) 0
0 K(jω)
]
∈ ΓΠ
.
Si cette condition est vériﬁée, alors
 +∞
0
[
qˆ(t)
pˆ(t)
]T
X
[
qˆ(t)
pˆ(t)
]
dt =
1
2pi
 +∞
−∞
(
[]astX
[
K(jω) 0
0 K(jω)
] [
q(jω)
p(jω)
]
dω
)
> 0 (C.9)
Par conséquent, comme
 +∞
0
q˜T (t)Xq˜(t)dt > 0, la condition (C.6) implique par le
passage à la limite :  +∞
0
eT (t)e(t)dt < wTSw
. Par conséquent, s'il existe des matrices telles que les conditions du théorème soient
vériﬁées, alors pour tout ∆ ∈ Γ∆ :
∀w ∈ R,
 +∞
0
e(t)e(t)dt− wTSw < 0 Trace(S) < γ2.
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Chapitre 4 : démonstrations
D.1 Démonstration du théorème 22 page 148
Démonstration. Théorème 22 (Synthèse générale d'estimateurs robustes) La preuve se
fait par application du théorème 18, page 113 sur la forme standard présentée ﬁgure 4.4,
qui admet la représentation d'état présentée équation (4.1), page 4.1.
Il existe L tel que pour tout ∆ ∈ Γ∆,
∥∥T(w,p)→(q,e) ?∆∥∥2 < γ2 s'il existe X =[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, PK = PTK > 0, L =
[
AL BL
CL DL
]
telles que les
conditions (D.1), (D.2) , (D.3) , (D.1) soient vériﬁées.
Trace(S) < γ2 (H22 +H23DLH32)D˜mw = 0 Dqw = 0 (D.1)
[
CTK
DTK
]
Xs
[
CK DK
]
+
[
AK BK
I 0
]T [
0 PK
PK 0
] [
AK BK
I 0
]
< 0 (D.2)
[ CT
DT
] Xs Xas 0XasT −Xs 0
0 0 I
 [ C D ]+ [ A Bp
I 0
]∗ [
0 P
P 0
] [ A Bp
I 0
]
< 0 (D.3)

P P
 B˜w(H12 +H13DLH32)D˜mw
BLH32D˜mw

 B˜w(H12 +H13DLH32)D˜mw
BLH32D˜mw
T P S

> 0 (D.4)
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[
A Bp
C Dp
]
=

A˜ 0 0 B˜p
(H12 +H13DLH32)C˜m H11 +H13DLH31 H13CL (H12 +H13DLH32)D˜mp
BLH32C˜m BLH31 AL BLH32D˜mp
CX 0 0 DXp
(H22 +H23DLH32)C˜m H21 +H23DLH31 H23CL (H22 +H23DLH32)D˜mp

 A˜ B˜p B˜wCX DXp DXw
C˜y D˜mp D˜mw
 =

AK 0 0 BK 0
0 AK BKC BKDqp 0
0 0 A Bp Bw
0 CK DKCq DKDqp 0
CK 0 0 DK 0
0 0 Cy Dmp 0

Les conditions (D.1) et (D.2) correspondent aux contraintes (4.16) et (4.17) du
théorème. Ces contraintes sont soit des contraintes égalités, soit des contraintes LMI.
Les contraintes (D.3) et (D.4) présentées ici ne sont pas des contraintes LMI : elles
contiennent des produits entre les variables de décision. Les contraintes sont donc des
contraintes BMI. Les étapes suivantes vont servir à se ramener à un problème d'optimi-
sation sous contrainte LMI. On pose la notation suivante.
[
Cq Dqp
Ce Dep
]
=
[
CX 0 0 DXp
(H22 +H23DLH32)C˜m H21 +H23DLH31 H23CL (H22 +H23DLH32)D˜mp
]
En utilisant un lemme de Schur, la condition (D.3) peut s'écrire sous la forme sui-
vante :
Ψ1︷ ︸︸ ︷ P 00 0
0 I
[ A Bp 0
Ce Dep 0
]
+
ΨT1︷︸︸︷
()T + . . .
Ψ2︷ ︸︸ ︷
. . . []T
[
X 0
0 −I
] [ Cq Dqp 0
0 0 I
]
< 0
(D.5)
La transformation de cette contrainte BMI en une contrainte LMI est faite en
deux temps. Dans un premier temps une multiplication congruente est réalisée sur la
contrainte (D.5). La contrainte obtenue est ensuite transformée en contrainte LMI en
utilisant un changement de base. On introduit les partitions de P et de son inverse
P−1 = Q suivantes :
P =
 P11 P12 P13 P22 P23
  P33
 t.q PA =
 P11 P12 P13 P22 P23
  P33

 A˜ . . . . . .. . . H11 . . .
. . . . . . AL

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P−1 = Q =
 Q11 Q12 Q13 Q22 Q23
  Q33

Pour que le problème soit convexe, c'est à dire que les conditions soient linéarisables,
il est nécessaire de choisir P33 et Q33 de même dimensions que
[
P11 P12
 P22
]
. cela
signiﬁe que la matrice de fonctions de transfert L est d'ordre plein. L est donc d'ordre
nL = nH + nG + 2nK , c'est à dire la somme des ordre des systèmes G et H auxquels
s'ajoutent deux fois l'ordre de la base des multiplieurs K.
En posant Z1 = Q
−1
11 , Z2 = Q
−1
11 Q12, Z3 = Q22 − QT12Q−111 Q12, on déﬁnit alors les
matrices V et J qui vont être utilisées pour réaliser une multiplication congruente sur
la contrainte (D.5).
J =

Q11 Q12 Q13
QT12 Q22 Q23
I 0 0
0 I 0
 V =

Z1 0 0 0
−ZT2 I 0 0
0 0 I 0
0 0 0 I
 (D.6)
On remarque que
V J =

I Z2 R1
0 Z3 R2
I 0 0
0 I 0
 V JP =

Z1 0 0
−ZT2 I 0
P11 P12 P13
PT12 P22 P23
 (D.7)
On réalise une multiplication congruente sur l'équation (D.5). avec diag(V J, I, I).
Cette multiplication donne :
diag(V J, I, I)
(
Ψ1 + Ψ
T
1 + Ψ2
)
diag(V J, I, I) > 0
Le terme Ψ2 de l'équation (D.5) donne le terme LX de l'équation (4.18) :
diag(V J, I, I) (Ψ2) diag(V J, I, I) = LX
Le résultat de cette multiplication sur le terme Ψ1 est le suivant :
[]T (Ψ1) diag(V J, I, I) = L1 + L2 +
Ψ3︷ ︸︸ ︷
0
0
P2
0
0
H11 [ [ Z2T Z3 ] 0 0 0 0 ]+ V
[
AL BL
CL DL
]
U
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V =

0 0
0 H13[
P13
P23
]
P2H13
0 0
0 H23

U =
[
R 0 0 0 0
H31
[
Z2
T Z3
]
+H32C˜m
[
I 0
]
H32C˜y H31 H32D˜mp 0
]
On peut réécrire Ψ3 sous la forme suivante :
Ψ3 = U˜


[
P13
P23
]
P2H13
0 I
[ AL BL
CL DL
][
RT 0
H31
[
Z2
T Z3
]
+H32C˜y
[
I 0
]
I
]
· · ·+
[
P2
0
]
AH
[ [
Z2
T Z3
]
0
]
 V˜
T
U˜ =

0 0
0 H13
I 0
0 0
0 H23
 V˜ T =
[
I 0 0 0 0
0 H32C˜y H31 H32D˜mp 0
]
On introduit alors le changement de variables linéarisant suivant :
[
AL BL
CL DL
]
=

 [ P13P23
]
P2H13
0 I
[ AL BL
CL DL
] [
RT 0
H31
[
Z2
T Z3
]
+H32C˜y
[
I 0
]
I
]
· · ·+
[
P2
0
]
AH
[ [
Z2
T Z3
]
0
]
 (D.8)
La condition peut donc s'écrire :L1 + L2 +
L3︷ ︸︸ ︷
U˜
[
AL BL
CL DL
]
V˜ T
+ (•)T + LX < 0
Ce qui donne la condition (4.18) du théorème.
La condition (D.4) est encore à linéariser. Pour linéariser cette condition, on eﬀectue
une multiplication congruente sur la contrainte avec diag(V J, I). Le développement de
l'expression, puis l'application du changement de base permet de retrouver la condition
4.19 du théorème, ce qui complète la démonstrations.
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D.2 Synthèse à pôles ﬁxés : démonstrations
Démonstration. Théorème 24 (Synthèse L2-gain à pôles ﬁxés)
La démonstration se fait par application du théorème 17 page 110 sur la forme standard
du problème général de synthèse de ﬁltres à pôles ﬁxés présentée ﬁgure 4.29. Cette forme
standard s'écrit ∆ ? T(p,w)→(q,e), où T(p,w)→(q,e) admet la représentation d'état présentée
équation (4.37).
Etant donné γ, il existe
[
C D
]
telle que ∀∆ ∈ Γ∆,
∥∥∆ ? T(p,w)→(q,e))∥∥2 < γ, s'il
existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, PK = PKT > 0, telles que les conditions
(D.9) et (D.10) soient vériﬁées.
[]T

0 P 0 0 0
P 0 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A B
Cq Dq
Ce De
0
[
0 I
]
 < 0 (D.9)
[]
 0 PK 0PK 0 0
0 0 Xs

 I 0AK BK
CK DK
 > 0 (D.10)
La condition (D.10) est une contrainte LMI et correspond à la contrainte (4.39)
du théorème. La contrainte (D.9) n'est pas une contrainte LMI puisqu'elle contient
des produits entre les variables de décisions. Cette contrainte peut-être transformée
en contrainte LMI en appliquant le lemme de Schur donnant la contrainte (4.38) du
théorème.
Démonstration. Théorème 25 (Synthèse H2 à pôles ﬁxés)
La démonstration se fait par application du théorème 18 page 113 sur la forme standard
du problème général de synthèse de ﬁltres à pôles ﬁxés présentée ﬁgure 4.29. Cette forme
standard s'écrit ∆ ? T(p,w)→(q,e), où T(p,w)→(q,e) admet la représentation d'état présentée
équation (4.37).
Etant donné γ, il existe
[
C D
]
telle que ∀∆ ∈ Γ∆,
∥∥∆ ? T(p,w)→(q,e))∥∥2 < γ, s'il
existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, S = ST , PK = PKT > 0 telles que les
contraintes (D.11), (D.12), (D.13), (D.14) soient vériﬁées.
Dqw = 0 Dew = 0 Trace(S) < γ2 (D.11)
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[]

0 P 0 0
P 0 0 0
0 0 X 0
0 0 0 I


I 0
A Bp
Cq Dqp
Ce Dep
 < 0 (D.12)
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (D.13)
[
P PBw
BTwP S
]
> 0 (D.14)
 A Bp BwCq Dqp Dqw
Ce Dep Dew
 =

AK 0 0 0 BK 0
0 AK BKCq 0 BKDqp BKDqw
0 0 A 0 Bp Bw
0 0 BbCy Ab BbDyp BbDyw
0 CK DKCq 0 DKDqp DKDqw
CK 0 0 0 DK 0
0 0 Cz −DDbCy −C Dzp −DDbDyp Dzw −DDbDyw

Les contraintes (D.11), (D.13), (D.14) sont des contraintes LMI et correspondent aux
contraintes (4.41), (4.42), (4.43) du théorème.
La contrainte (D.13) du théorème est une contrainte BMI. Cette contrainte peut être
transformée en contrainte LMI en appliquant le lemme de Schur (lemme 4 page 223)
pour retrouver la condition (4.42).
Démonstration. Théorème 26 (Synthèse à pôles ﬁxés pour une bande de pulsations)
La solution de ce problème s'obtient par application du théorème 20 sur la forme stan-
dard du problème de synthèse. Le théorème 20 est appliqué sur la forme standard du
problème de synthèse à pôles ﬁxés. Il existe une solution au problème de synthèse de
ﬁltres à pôles ﬁxés pour une bande de pulsations (problème 27) s'il existe s'il existe
 X =
[
Xs Xas
XTas −Xs
]
∈ ΓX
 PRe = PRe
T
, PIm = −PImT QRe = QReT > 0, QIm = −QImT
 PReK = P
Re
K
T
, PImK = −PImK T QReK = QReK T > 0, QImK = −QImK T

[
C D
]
telles que les conditions (3.22) et (3.23) soient vériﬁées
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Bande de pulsations Toutes pulsations basses pulsations hautes pulsations
[ω1;ω2] = [ωb;ωl] [ω1;ω2] = [0; +∞] [ω1;ω2] = [0;ωl] [ω1;ω2] = [ωh; +∞]
α = −1, β = ωbωl α = 0, β = 0 α = −1, β = w2l α = 1, β = −w2h
χ = ωb+ωl
2
χ = 0 χ = 0 χ = 0[
ΦRe ΦIm
−ΦIm ΦRe
]
< 0 (D.15)
ΦRe = []

βQRe χQIm + PRe 0 0 0
−χQIm + PRe αQRe 00 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A B
Cq Dq
Ce De
0
[
0 I
]
 < 0
ΦIm = []
[
βQIm −χQRe + PIm
χQRe + PIm αQIm
] [
I 0
A B
]
< 0
[
ΦReK Φ
Im
K
−ΦImK ΦReK
]
< 0 (D.16)
ΦReK = []T
 βQReK χQImK + PReK 0−χQImK + PReK αQReK 0
0 0 Xs
 I 0AK BK
CK DK
 < 0
ΦImK = []T
[
βQImK −χQReK + PImK
χQReK + P
Im
K αQ
Im
K
] [
I 0
AK BK
]
< 0
La condition (D.16) est équivalente à la condition (4.44) du théorème. La condition
(D.15) est une contrainte BMI et doit être linéarisée. L'application du lemme de Schur
(lemme 4 page 223) sur cette contrainte donne la contrainte (4.45) du théorème, ce qui
complète la démonstration.
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Annexe E
Chapitre 5 : démonstrations
E.1 Démonstration du théorème 27
La démonstration est faite en deux temps. Dans un premier temps, une formulation
alternative du théorème 15 page 106 pour l'analyse du L2-gain pire-cas est formulée.
A partir de cette formulation, la solution du problème de synthèse de correcteurs avec
système incertain en sortie peut être obtenue directement à partir de la solution du
problème général de synthèse d'estimateurs robustes.
Le problème dual d'analyse
Les conditions pour tester une borne supérieure sur le L2-gain-gain d'un système
sont les suivantes :
Etant donné γ, pour tout ∆ ∈ Γ∆, ∆?T(p,w)→(q,e) est stable et
∥∥∆ ? T(p,w)→(q,e)∥∥i2 < γ
s'il existe  > 0, Π(jω) =
[
Πs(jω) Πas(jω)
Πas(jω)
∗ −Πs(jω)
]
∈ ΓΠ telles que ∀ω ∈ R, la contrainte
(E.1) soit vériﬁée.
[]∗

Πs(jω) 0 Πas(jω) 0
0 I 0 0
Πas(jω)
∗ 0 −Πs(jω) 0
0 0 0 −γ2I

[
T(p,w)→(q,e)(jω)
I
]
≤ −I (E.1)
Par application du lemme 7 dans ([KS08]), la condition (E.1) est équivalente à la
condition (E.2).
Etant donné γ, pour tout ∆ ∈ Γ∆, ∆?T(p,w)→(q,e) est stable et
∥∥∆ ? T(p,w)→(q,e)∥∥i2 < γ
s'il existe  > 0, Φ(jω) =
[
Φs(jω) Φas(jω)
Φ∗as(jω) −Φs(jω)
]
telles que ∀ω ∈ R, la contrainte (E.2)
soit vériﬁée.
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[]∗

Φs(jω) 0 Φas(jω) 0
0 I 0 0
Φ∗as(jω) 0 −Φs(jω) 0
0 0 0 −γ−2

[
I
−T ∗(p,w)→(q,e)(jω)
]
≥ I (E.2)
avec[
Φs(jω) Φas(jω)
Φ∗as(jω) −Φs(jω)
]
=
[
Πs(jω) Πas(jω)
Πas(jω)
∗ −Πs(jω)
]−1
,
[
Πs(jω) Πas(jω)
Πas(jω)
∗ −Πs(jω)
]
∈ ΓΠ
Avec une permutation et un changement de signe, la condition (E.2) est équivalente
à la condition (E.3).
[]∗

γ2Φs(jω) 0 γ
2Φas ∗ (jω) 0
0 I 0 0
γ2Φas(jω) 0 −γ2Φs(jω) 0
0 0 0 −γ2

[
T ∗(p,w)→(q,e)(jω)
I
]
≤ I (E.3)
Dans un premier temps, la réponse fréquentielle de la matrice de fonctions de trans-
fert T(p,w)→(q,e)(jω) est déﬁnie par :
T(p,w)→(q,e)(s) =
[
Cq
Ce
]
(jωI − A)−1 [ Bp Bw ]+ [ Dqp Dqw
Dep Dew
]
Par conséquent :
T ∗(p,w)→(q,e)(s) =
[
BTp
BTw
]
(−jωI − AT )−1 [ CTq CTe ]+ [ DTqp DTepDTqw DTew
]
Dans un second temps, La matrice γ2
[
Φs(jω) Φ
∗
as(jω)
Φas(jω) −Φs(jω)
]
est considérée.
Lemme 6. Lemme d'inversion
Soit une matrice X inversible partitionnée sous la forme
X =
[
X11 X12
X21 X22
]
où les dimensions des partitions X11, X12, X21, X22 sont égales. On a alors le résultat
suivant :[
X11 X12
X21 X22
]−1
=
[
(X11 −X12X−122 X21)−1 −(X11 −X12X−122 X21)−1X12X−122
−X−122 X21(X11 −X12X−122 X21)−1 X−122 +X−122 X21(X11 −X12X−122 X21)−1X12X−122
]
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et[
X11 X12
X21 X22
]−1
=
[
X−111 +X
−1
11 X12(X22 −X21X−111 X12)−1X21X−111 −X−111 X12(X22 −X21X−111 X12)−1
−(X22 −X21X−111 X12)−1X21X−111 (X22 −X21X−111 X12)−1
]
En utilisant le lemme d'inversion (lemme 6) L'inverse de Π(jω), son inverse est
déﬁnie :
Φ(jω) =

ΦsTV 0 ΦasTV 0
0 ΦsTI(jω) 0 ΦasTI(jω)
ΦTasTV 0 −ΦsTV 0
0 ΦasTI(jω)
∗ 0 −ΦsTI(jω)

Avec
ΦTV =
[
ΦsTV ΦasTV
ΦTasTV −ΦsTV
]
ΦsTV = diag(diagi((Ri − Si(−Ri)−1STi )−1), diagj((rj)−1In∆TV
j
))
ΦasTV = diag(diagi(S˜i), diagj(0n
∆TV
j
))
S˜i = −(Ri − Si(−Ri)−1STi )−1Si(−Ri)−1
et
ΦTI(jω) =
[
ΦsTI(jω) ΦasTI(jω)
ΦTsTI(jω) −ΦsTI(jω)
]
ΠsTI(ω) = diag(diagk((Uk(jω)− Vk(jω)(−Uk(jω))−1V ∗k (jω))−1)), diagl(u−1l (jω)In∆TI
l
))
ΠasTI(ω) = diag(diagk(V˜k(jω)), , diagl(0n
∆TI
l
))
V˜k(jω) = − (Uk(jω)− Vk(jω)(−Uk(jω))−1V ∗k (jω))Vk(jω)(−Uk(jω))−1
Si Π ∈ ΓΠ alors Φ ∈ ΓΠ ce qui peut se vériﬁer aisément avec le lemme d'inversion.
Et si Φ ∈ ΓΠ alors γ2
[
Φs(jω) Φ
∗
as(jω)
Φas(jω) −Φs(jω)
]
∈ ΓΠ.
Par conséquent, un changement de variables dans l'espace des fréquences ω˜ = −ω et
un changement de variables pour le multiplieur permettent de se ramener aux conditions
suivantes :
Π˜(jω˜) =
[
Π˜s(jω˜) Π˜as(jω˜)
Π˜∗as(jω˜) −Π˜s(jω˜)
]
= γ2
[
Φs(jω) Φ
∗
as(jω)
Φas(jω) −Φs(jω)
]
Les conditions du théorème 15 peuvent donc s'écrire sous la forme suivante :
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Etant donné γ, pour tout ∆ ∈ Γ∆, ∆?T(p,w)→(q,e) est stable et
∥∥∆ ? T(p,w)→(q,e)∥∥i2 < γ
s'il existe  > 0, Π˜(jω˜) =
[
Π˜s(jω˜) Π˜as(jω˜)
Π˜∗as(jω˜) −Π˜s(jω˜)
]
∈ ΓΠ tels que ∀ω˜ ∈ R, la contrainte
(E.4) soit vériﬁée.
[]∗

Π˜s(jω˜) 0 Π˜as(jω˜) 0
0 I 0 0
Π˜as(jω˜)
∗ 0 −Π˜s(jω˜) 0
0 0 0 −γ2I

[
T˜(p,w) → (q, e)(jω˜)
I
]
≤ −I (E.4)
avec
T˜(p,w) → (q, e)(jω˜) =
[
BTp
BTw
]
(jω˜I − AT )−1 [ CTq CTe ]+ [ DTqp DTepDTqw DTew
]
.
Il est ensuite possible pour tester ces conditions de se ramener à un problème d'op-
timisation sous contrainte LMI, en appliquant la démarche qui a permis de créer le
théorème 17 page 110 à partir du théorème 15 page 106. Cette démarche est détaillée
sous-section 3.3.2 page 106. Cette démarche permet de formuler le résultat suivant.
Théorème 31. Analyse du L2-gain pire-cas (forme duale).
Etant donné γ, pour tout ∆ ∈ Γ∆, ∆?T(p,w)→(q,e) est stable et
∥∥∆ ? T(p,w)→(q,e)∥∥i2 < γ s'il
existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, PK = PKT > 0 telles que les conditions
(E.6) et (E.5) soient vériﬁées.
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (E.5)
[]T

0 P 0 0 0
P 0 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 < 0 (E.6)
Avec :
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
A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKB
T
p BKD
T
qp BKD
T
ep
0 0 AT CTq C
T
e
0 CK DKB
T
p DKD
T
qp DKD
T
ep
CK 0 0 DK 0
0 0 Bw D
T
qw D
T
ew
0 0 0 0 I


On remarque que ce théorème présente la même forme que le théorème 15, mais que
les matrices de la représentation d'état ont été transposées et/ou permutée. Par consé-
quent, analyser une borne supérieur de la performance robuste d'un système déﬁni par
∆?T(p,w)→(q,e), où T(p,w)→(q,e) admet la représentation déﬁnie équation E.7 est équivalent
a analyser la même borne sur le système déﬁni par ∆ ? T˜(p,w)→(q,e), où T˜(p,w)→(q,e) admet
la représentation d'état présentée équation E.8. Ceci permet de formuler la solution du
problème de synthèse de correcteurs avec système incertain en sortie.
T(p,w)→(q,e) =
 A Bp BwCq Dqp Dqw
Ce Dep Dew
 (E.7)
T˜(p,w)→(q,e) =
 A
T CTq C
T
e
BTp D
T
qp D
T
ep
BTw D
T
qw D
T
ew
 (E.8)
Ceci permet de formuler la solution du problème de synthèse de correcteurs avec
système incertain en sortie.
Résultat de synthèse
De la même manière que la démonstration du théorème 21 commence par l'applica-
tion du théorème 17 sur la forme standard du problème général de synthèse d'estimateurs
robustes (ﬁgure 4.4 page 137), le théorème 31 est appliqué sur la forme standard du pro-
blème de synthèse de correcteurs avec système incertain en sortie, présentée ﬁgure 5.2
page 199.
La forme standard du problème de synthèse de correcteurs avec système incertain
en sortie s'ecrit ∆ ? T(p,w)→(q,e), où T(p,w)→(q,e) admet la représentation d'état présentée
équation (5.1).
Etant donné γ, il existe une matrice de fonctions de transfert L telle que ∀∆ ∈
Γ∆, ∆ ? T(w,p)→(q,e) soit stable ∀∆ ∈ Γ∆,
∥∥∆ ? T(w,p)→(q,e)∥∥i2 < γ s'il existe X =
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[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, PK = PKT > 0,
[
AL BL
CL DL
]
telles que les
conditions (E.9) et (E.10) soient vériﬁées.
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (E.9)
[]T

0 P 0 0 0
P 0 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A B
Cq Dq
Ce De
0
[
0 I
]
 < 0 (E.10)
Avec :

A B
Cq Dq
Ce De
0
[
0 I
]
 =

A˜ 0 0 C˜
(HT21 +H
T
31D
T
LH
T
23)B˜m H
T
11 +H
T
31D
T
LH13 H
T
31B
T
L (H
T
21 +H
T
31D
T
LH
T
23)D˜m
CTLH
T
23B˜
T
m C
T
LH
T
13 A
T
L C
T
LH
T
23D˜m
B˜p 0 0 D˜p
(HT22 +H
T
32D
T
LH
T
23)B˜m H
T
12 +H
T
32D
T
LH
T
13 H
T
32B
T
L (H
T
22 +H
T
32D
T
LH
T
23)D˜m
0 0 0
[
0 I
]

où :

A˜ C˜
B˜p D˜p
B˜m D˜m
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKB
T
p BKD
T
qp BKD
T
ep
0 0 AT CTq C
T
e
0 CK DKB
T
p DKD
T
qp DKD
T
ep
CK 0 0 DK 0
0 0 BTm D
T
qm D
T
em
0 0 0 0 I

On pose les changements de variables suivants : Aˆ Bˆp BˆwCˆq Dˆqp Dˆqw
Cˆm Dˆmp Dˆmw
 =
 AT CTq CTeBTp DTqp DTep
BTm D
T
qm D
T
em

et  Hˆ11 Hˆ12 Hˆ13Hˆ21 Hˆ22 Hˆ23
Hˆ31 Hˆ32 0
 =
 H
T
11 H
T
21 H
T
31
HT12 H
T
22 H
T
32
HT13 H
T
23 0

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Avec les nouvelles variables, on est ramené aux conditions obtenues par application
du théorème 17 sur la forme standard du problème général de synthèse d'estimateurs
robustes. Par conséquent, les contraintes BMI peuvent être transformées en contraintes
LMI avec les mêmes opérations que celles présentées dans la démonstration du théorème
22 page 148, ce qui permet d'aboutir aux conditions du théorème.
E.2 Démonstration du théorème 28
Résultat dual d'analyse pour la norme
Comme pour le cas du L2-gain, le théorème d'analyse dual peut être formulé pour
la norme H2.
Théorème 32. Analyse de la norme H2 pire-cas [SK08].
Etant donné γ, pour tout ∆ ∈ Γ∆, ∆ ? T(p,w)→(q,e) est stable et
∥∥∆ ? T(p,w)→(q,e)∥∥2 < γ
s'il existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, S = ST > 0, PK = PKT > 0 telles
que les contraintes (E.12), (E.13), (E.14), (E.11)
Dep = 0 Dew = 0 Trace(S) < γ
2 (E.11)
[]T

0 P 0 0
P 0 0 0
0 0 X 0
0 0 0 I


I 0
A˜ C˜
B˜p D˜p
B˜w D˜w
 < 0 (E.12)
[]
 0 PK 0PK 0 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (E.13)
 P P
 00
CTe

[
0 0 CTe
]T
P S
 > 0 (E.14)
 A˜ C˜B˜p D˜p
B˜w D˜w
 =

AK 0 0 BK
0 AK BKB
T
p BKD
T
qp
0 0 AT CTq
0 CK DKB
T
p DKD
T
qp
CK 0 0 DK
0 0 Bw D
T
qw


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La démonstration du théorème 28 commence par l'application de ce théorème sur la
forme standard du problème de synthèse de correcteurs avec système incertain en sortie.
Comme pour le cas du L2-gain, les étapes de la démonstration du théorème 22 page 148
peuvent alors être suivies pour arriver aux conditions du théorème.
E.3 Démonstration du théorème 29
Par application du théorème 22 page 148 sur la forme standard du problème de
synthèse d'observateur LPV présentée ﬁgure 5.11, où T(w)→(e) admet la répresentation
d'état équivalente présentée équation (5.15) page 214, le problème de synthèse d'obser-
vateur LPV admet une solution s'il existe des matrices P, M, L telles que les conditions
suivantes soient vériﬁées : [
P CTz
Cz M
]
> 0 (E.15)
[
(A˜(λ)− LCy)TP + P(A˜(λ)− LCy) P(Bw − LDyw)
(Bw − LDyw)TP −I
]
< 0 (E.16)
Trace(M) < γ2 (E.17)
La contrainte (E.15) correspond à la contrainte (5.16) page 215 du théorème. La
contrainte (E.17) correspond à la contrainte (5.18) page 215 du théorème. Le changement
de variable linéarisant L = PL permet d'obtenir la contrainte (5.17) page 215 à partir
de la contrainte (E.16), ce qui complète la démonstration.
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Annexes sur les espaces de signaux
[Kor11]
Dans ce qui suit, on adopte les notations et les déﬁnitions présentées dans [Jon01] et
[Sco97].
Un signal est modélisé par une fonction dépendante du temps. Il est donc nécessaire
de déﬁnir les espaces fonctionnels et les opérateurs. Soit U un espace fonctionnel dont
les éléments sont de fonctions réelles f : R → R et sur lequel on peut déﬁnir le produit
scalaire de deux éléments f et g comme :
〈f, g〉 =
 +∞
−∞
f (t) g (t) dt (F.1)
On déﬁnit aussi un espace Un, l'espace de fonctions réelles f : R → Rn dont les
images sont des vecteurs réels de dimension n, possédant le produit scalaire suivant :
〈f, g〉 =
n∑
i=1
〈fi, gi〉 =
n∑
i=1
 +∞
−∞
fi (t) gi (t) dt =
 +∞
−∞
fT (t) g (t) dt (F.2)
Voici quelques propriétés utiles du produit scalaire qui vont être utilisées par la suite
(où f ∈ Un, g ∈ Um, f1 ∈ Un, f2 ∈ Un, α ∈ R, Y ∈ Rn×m) :
1. 〈f, g〉 = 〈g, f〉
2. 〈αf, g〉 = 〈f, αg〉 = α 〈f, g〉
3. 〈f, Y g〉 = 〈Y Tf, g〉
4. 〈f1 + f2, g〉 = 〈f1, g〉+ 〈f2, g〉
La norme de l'espace Un est déﬁnie selon son produit scalaire de la manière suivante :
‖f‖ =
√
〈f, f〉 (F.3)
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Pour tout f ∈ Un et tout τ ∈ R on peut déﬁnir l'opérateur de troncature fτ comme :
fτ (t) =
{
f (t)
0
pour t < τ
autrement
(F.4)
On déﬁnit ainsi le produit scalaire tronqué comme 〈f, g〉τ = 〈fτ , gτ 〉, la norme
tronquée associée comme ‖f‖τ =
√〈f, f〉τ ainsi que l'espace étendu comme Une =
{u | uτ ∈ Un, pour ∀τ ∈ R}.
Un système ou un opérateur G avec m entrées et p sorties suivant ces nouvelles
notations est alors formellement déﬁni comme une relation sur Ume ×Upe qui associe à un
signal d'entrée u ∈ Ume un signal de sortie y ∈ Upe . Un système est causal si pour ∀τ ∈ R
l'équation suivante est respectée :
(G (uτ ))τ = (G (u))τ (F.5)
La fonction f ∈ Une ou signal qu'il représente est à énergie ﬁnie si l'inégalité suivante
est satisfaite :
‖f‖2τ =
 τ
−∞
fT (t) f (t) dt <∞ (F.6)
L'espace de toutes les fonctions ayant une énergie ﬁnie déﬁnit dans le sens de (F.6)
pour τ = +∞ est appelé l'espace L2 et pour ∀τ : τ ∈ R et τ < +∞ est appelée L2e.
La norme déﬁnie équation (F.3) est en réalité la norme L2 du signal. A partir de
cette norme, on peut déﬁnir une norme pour un opérateur dite la norme induite L2 d'un
système (ou d'un opérateur) G qui est déﬁnie de la manière suivante :
‖G‖L2 = sup
f∈L2e
f 6=0
‖G (f)‖
‖f‖ (F.7)
Néanmoins, il existe d'autres types de norme de signaux et norme induite d'opérateur
tels que Lp où p ∈ {N,∞} [Sco97, Jon01].
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Analyse et synthèse : Cas discret
G.1 Analyse Robuste de la performance discrète
G.1.1 Analyse de la performance L2-gain
Théorème 33. Analyse robuste du pire-cas L2-gain (cas discret).
Etant donné γ, pour tout ∆ ∈ Γ∆, ∆?T(p,w)→(q,e) est stable et
∥∥∆ ? T(p,w)→(q,e)∥∥i2 < γ s'il
existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, PK = PKT > 0 telles que les conditions
(G.1) et (G.2) soient vériﬁées.
[]
 −PK 0 00 PK 0
0 0 Xs
 I 0AK BK
CK DK
 > 0 (G.1)
[]T

−P 0 0 0 0
0 P 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 < 0 (G.2)
Avec :

A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Ce Dep Dew
0 0 0 0 I


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La démonstration de ce théorème est analogue à la preuve du théorème pour le cas
continu.
G.1.2 Analyse de la performance H2
Théorème 34. Analyse robuste du pire-cas H2(cas discret)[BHS10].
Etant donné γ, pour tout ∆ ∈ Γ∆, ∆ ? T(p,w)→(q,e) est stable et
∥∥∆ ? T(p,w)→(q,e)∥∥2 < γ
s'il existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0, S = ST > 0, PK = PKT > 0 tels
que les conditions (G.3), (G.4) et (G.5) soient vériﬁées.
Trace(S) < γ2 (G.3)
[]

−P 0 0 0
0 P 0 0
0 0 X 0
0 0 0 I


I 0
A˜ B˜p
C˜q D˜qp
C˜e D˜ep
 < 0 (G.4)
 S− D˜TqwXD˜qw B˜TwP D˜TewPB˜w P 0
D˜ew 0 I
 > 0 (G.5)
 A˜ B˜p B˜wC˜q D˜qp D˜qw
C˜e D˜ep D˜ew
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Ce Dep Dew


La démonstration de ce théorème est analogue à la démonstration du théorème 18
page 113, disponible section C page 239. Pour plus de détails, la démonstration est
présentée dans [BHS10].
G.1.3 Analyse par bandes de fréquences : cas discret
Théorème 35. Analyse robuste Bandes de fréquences (cas discret).
Soit un intervalle de fréquence [ω1;ω2]. Etant donné γ, ω0, pour tout ∆ ∈ Γ∆,∀ω ∈
[ω1;ω2], σ¯
(
∆ ? T(p,w)→(q,e)(ejω)
)
< γ s'il existe X =
[
Xs Xas
XTas −Xs
]
∈ ΓX , P = PT > 0,
Q = QT > 0, PK = PK
T > 0, QK = QK
T > 0 telles que les conditions (G.6) et (G.7)
soient vériﬁées
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Bande de fréquences basses fréquences hautes fréquences
[ω1;ω2] = [ωb;ωl] [ω1;ω2] = [0;ωl] [ω1;ω2] = [ωh; +∞]
α = cos ωl+ωb
2
, β = −2 cos ωl−ωb
2
α = 1, β = −2 cosωl α = −1, β = −2 cosωh
χ = sin ωl+ωb
2
χ = 0 χ = 0[
ΦR ΦI
−ΦI ΦR
]
< 0 (G.6)
ΦR = []

−P + βQ αQ 0 0 0
αQ P 0 0 0
0 0 X 0 0
0 0 0 I 0
0 0 0 0 −γ2I


I 0
A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 < 0
ΦI = []
[
0 −χQ 0 0 0
χQ 0 0 0 0
] [
I 0
A˜ B˜
]
< 0
[
ΦKR ΦKI
−ΦKI ΦKR
]
< 0 (G.7)
ΦKR = []T
 −PK + βQK αQK 0αQK PK 0
0 0 Xs
 I 0AK BK
CK DK
 < 0
ΦKI = []T
[
0 −χQK
χQK 0
] [
I 0
AK BK
]
< 0

A˜ B˜
C˜q D˜q
C˜e D˜e
0
[
0 I
]
 =

AK 0 0 BK 0
0 AK BKCq BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Ce Dep Dew
0 0 0 0 I


G.2 Synthèse : Cas discret
Par analogie avec la solution présentée pour le cas continu, nous présentons une
solution au problème de synthèse général d'estimateur dans le cas discret.
Théorème 36. Synthèse générale d'estimateur robuste L2-gain (cas discret).
Il existe une solution au problème général de synthèse d'estimateurs robustes (problème
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21 page 139, cas L2-gain, discret) s'il existe des matrices Z1 = ZT1 , Z2, Z3 = ZT3
P1 =
[
P11
P12
]
, P2 =
[
P21
P22
]
, PK, X =
[
Xs Xas
Xas
T −Xs
]
∈ ΓX ,
[
AL BL
CL DL
]
de
dimensions appropriés telles que les conditions (G.8), (G.9) soient vériﬁées
[]T
 PK 0 00 −PK 0
0 0 Xs

 I 0AK BK
CK DK
 < 0 (G.8)


0 0
0 0
I 0
0 I
 (M1 +M2 +M3)
[
I 0 0 0
0 I 0 0
]+ (•)T +MX < 0 (G.9)
M1 =

Z1 0 0
−Z2T I 0
P1 P2 0
0 0 I

 A˜ 0 B˜H12C˜m H11 H12D˜m
H22C˜m H21 H22D˜m


[
I 0
]
I 0 0
0 0 I 0
0 0 0 I

M2 =

0 0
I 0
0 0
0 I

[
H11
H21
] [ [
Z2
T Z3
]
0 0 0
]
M3 =

0 0
0 H13
I 0
0 H23

[
AL BL
CL DL
][
I 0 0 0
0 H32C˜m H31 H32D˜m
]
MX = []T

−Φ 0 0 0 0
0 X 0 0 0
0 0 −γ2I 0 0
0 0 0 −Φ 0
0 0 0 0 −I


I 0 0 0
C˜X DX 0 0
0
[
0 I
]
0 0
0 0 I 0
0 0 0 I

Φ =

Z1 0 Z1 0
 Z3 −Z2T I
  P11 P12
   P22
 C˜X = [ CX [ I 0 ] CX 0 ]
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 A˜ B˜CX DX
C˜m D˜m
 =

AK 0 0 BK 0
0 AK BKC BKDqp BKDqw
0 0 A Bp Bw
0 CK DKCq DKDqp DKDqw
CK 0 0 DK 0
0 0 Cm Dmp Dmw


Ce théorème présente également des contraintes LMI, et permet de tester l'exis-
tence d'un estimateur généralisé pour un niveau de performance donné. La preuve du
théorème détaillée ci-après est analogue à la preuve présentée dans le cas continu. On
peut également appliquer le lemme d'élimination sur ce théorème pour se ramener à des
conditions indépendantes de la représentation d'état de L, et ainsi réduire le nombre de
variables. Le résultat est trivial à partir du résultat présenté pour le cas continu et n'est
pas détaillé ici.
Théorème 37. Synthèse générale d'estimateur robuste H2 (cas discret).
Il existe une solution au problème général de synthèse d'estimateurs robustes (problème
21 page 139, cas H2, discret) s'il existe des matrices Z1 = Z1
T , Z2, Z3 = Z3
T , P1 =[
P11
P12
]
, P2 =
[
P21
P22
]
, PK = PK
T , X =
[
Xs Xas
Xas
T −Xs
]
∈ ΓX ,
[
AL BL
CL DL
]
,
S = ST de dimensions appropriées telles que les conditions (G.10), (G.11), (G.12),
(G.13) soient vériﬁées.
Trace(S) < γ2 (G.10)
[
CTK
DTK
]
Xs
[
CK DK
]
+
[
AK BK
I 0
]T [
PK 0
0 −PK
] [
AK BK
I 0
]
< 0 (G.11)


0 0
0 0
I 0
0 I
 (M1 +M2 +M3)
[
I 0 0 0
0 I 0 0
]+ (•)T +MX < 0 (G.12)
M1 =

Z1 0 0
−Z2T I 0
P1 P2 0
0 0 I

 A˜ 0 B˜H12C˜m H11 H12D˜mp
H22C˜m H21 H22D˜mp


[
I 0
]
I 0 0
0 0 I 0
0 0 0 I

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M2 =

0 0
I 0
0 0
0 I

[
H11
H21
] [ [
Z2
T Z3
]
0 0 0
]
M3 =

0 0
0 H13
I 0
0 H23

[
AL BL
CL DL
] [
I 0 0 0
0 H32C˜m H31 H32D˜mp
]
MX = []T

−Φ 0 0 0
0 X 0 0
0 0 −Φ 0
0 0 0 −I


I 0 0 0
C˜X DX 0 0
0 0 I 0
0 0 0 I

 S−DTqwXDqw MT4 +MT5 DTewM4 +M5 Φ 0
Dew 0 I
 > 0 (G.13)
Φ =

Z1 0 Z1 0
 Z3 −Z2T I
  P11 P12
   P22
 C˜X = [ CX [ I 0 ] CX 0 ]
M4 =
 Z1 0−Z2T I
P1 P2
[ B˜w
H12D˜mw
]
M5 =
 0 00 H13
I 0
[ BL
DL
]
H32D˜mw

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Annexe H
Le lemme KYP
Lemme 7. Lemme Kalman-Yakubovitch-Popov continu [Ran96] Soit A ∈ Rn×n, B ∈
Rn×m, M = MT ∈ Rn+m×n+m, avec det(jωI − A) 6= 0 pour ω ∈ R, et (A,B) comman-
dable, les contraintes suivantes sont équivalentes
1.
∀ω ∈ R
[
(jωI − A)−1B
I
]∗
M
[
(jωI − A)−1B
I
]
≤ 0
2. Il existe P = P T ∈ Rn×n tel que
M +
[
ATP + PA PB
BTP 0
]
≤ 0
Les conditions suivantes sont valables pour des inégalités strictes même si (A,B) n'est
pas commandable.
Lemme 8. Lemme Kalman-Yakubovitch-Popov discret [Ran96] Soit A ∈ Rn×n, B ∈
Rn×m, M = MT ∈ Rn+m×n+m, avec det(jωI − A) 6= 0 pour ω ∈ R, et (A,B) comman-
dable, les contraintes suivantes sont équivalentes
1.
∀ω ∈ R
[
(ejωI − A)−1B
I
]∗
M
[
(ejωI − A)−1B
I
]
≤ 0
2. Il existe P = P T ∈ Rn×n tel que
M +
[
ATPA− P ATPB
BTPA BTPB
]
≤ 0
Les conditions suivantes sont valables pour des inégalités strictes même si (A,B) n'est
pas commandable.
Le lemme KYP 7 page 267 permet de se ramener à un problème d'optimisation
sous contrainte LMI, permettant de tester les condition du théorème 16 sous la forme
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d'un problème d'optimisation de dimension ﬁnie. Ce lemme correspond à tester une
condition pour une matrice sur l'axe imaginaire. Ce résultat a été généralisé dans [IH05]
pour prendre en compte non plus tous l'axe imaginaire, mais simplement un segment
sur cette axe. Il est montré dans [IH05] que n'importe quelle courbe du plan complexe
est testable. Ici seuls des intervalles de fréquences sont considérés.
Théorème 38. KYP Généralisé (version espace d'état, inégalités non strictes [IH05,
théorème 4]).
H est l'ensemble des matrices complexes telles que H ∈ H⇒ H = H∗ Soit des matrices
matrice A ∈ C, B ∈ C, Θ ∈ H, et Φ,Ψ ∈ H données de dimensions apprpriées.
Soit Λ une courbe du plan complexe telle que :
Λ(Φ,Ψ) :=

λ ∈ C
∣∣∣∣∣∣∣∣∣∣∣
[
λ
I
]∗
Φ
[
λ
I
]
= 0
[
λ
I
]∗
Ψ
[
λ
I
]
≤ 0

On suppose que que la paire (A,B) est contrôlable.Alors les conditions suivantes sont
équivalentes.
1. Pour tout λ ∈ Λ\Ω [
(λI − A)−1B
I
]∗
Θ
[
(λI − A)−1B
I
]
< 0
2. Il existe P,Q ∈ H tel que Q > 0[
A B
I 0
]∗
(Φ⊗ P + Ψ⊗Q)
[
A B
I 0
]
+ Θ < 0
Déﬁnir des bandes de fréquences est un cas particulier
continu discret
Φ
[
0 1
1 0
] [ −1 0
0 1
]
[0;ω1] [ω1;ω2] [ω1; +∞]
Ψ (Continu)
[ −I 0
0 ω21
] [ −I j ω1+ω2
2
−j ω1+ω2
2
−ω1ω2
] [
I 0
0 −ω21
]
Ψ (Discret)
[
0 I
I −2cos(ω1)
] [
0 ej
ω1+ω2
2
e−j
ω1+ω2
2 −2cos(ω2−ω1
2
)
] [
0 −I
−I −2cos(ω1)
]

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Abstract : This paper presents a new eﬃcient and systematic method to optimize
the gain of the Linear Parameter-Varying (LPV) observer for a surface-mounted Perma-
nent Magnet Synchronous Motor (PMSM). The said gain will be calculated by convex
optimization to induce a convergence of the observer in a predetermined speed range.
An extension of the observer to zerospeed estimation of position is also proposed, using
a new model of the machine taking an injection signal into account, and without the
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Abstract— This paper presents a new efficient and systematic 
method to optimize the gain of the Linear Parameter-Varying 
(LPV) observer for a surface-mounted Permanent Magnet 
Synchronous Motor (PMSM). The said gain will be calculated by 
convex optimization to induce a convergence of the observer in a 
predetermined speed range. An extension of the observer to zero-
speed estimation of position is also proposed, using a new model 
of the machine taking an injection signal into account, and 
without the use of saliency. 
Index Terms— Model-based sensorless control, PMSM, LPV 
observer, Linear Matrix Inequalities (LMI), Zero-speed 
Observer, Position Control 
I. INTRODUCTION (HEADING 1) 
LPV (Linear Parameter Varying) observers for PMSM 
(speed-dependant linear observers) have already been proposed 
in the past years [1][2]. The determination of the gain has 
always been a topic of interest, since the performance of the 
observer depends of the speed of the machine. As a result, 
speed-dependant gains have been devised [2]. However linear 
observers are often considered less robust than other nonlinear 
methods, and those are preferred in industrial applications. 
Recent results in the field of robust estimation have highlighted 
new possibilities: LPV observer gains can be designed to 
minimize a L2 criterion (energy) on the estimation error. This 
can also be interpreted in a stochastic framework as 
minimizing the variance of the estimation error, meaning result 
comparable with a Kalman filter [3]. Compared to the extended 
or unscented Kalman filtering, the observer gains are computed 
offline. 
 
This paper presents two main results. The first one is a 
systematic method to design off-line the gain of the observer 
considering a given range of speed. This gain is computed by 
convex optimization and guarantees the convergence of the 
observer for all the speed in the defined range. Experimental 
results will be presented to confirm the applicability of this 
solution in sensorless control. The second result is an extension 
of the designed observer to the low-speed and zero-speed 
region. A periodic injection is introduced to generate a little 
vibration in the machine. Those vibrations are sufficient to 
guarantee the observability of the machine and the speed and 
the position can be obtained without the use of saliency. The 
gain of the observer can again be designed to match a region of 
speed and a range of signal injection. Simulation results will be 
shown to highlight the performances of this new observer. 
II. NON-ZERO SPEED LPV OBSERVER FOR PMSM 
A. Flux-based Model of the PMSM 
 A permanent-flux model can be derived from the equation 
of the machine in the stationary reference frame:  
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Vα and Vβ are the stator voltages, Iα and Iβ the stator 
currents, ωe and θ the rotor electrical speed and position 
respectively, Rs the resistance, Ls the inductance and ϕf the 
permanent flux of the magnets. 
The state model of the machine is then given by: 
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and 
[ ]TffIIx βαβα φφ= , [ ]TVVu βα= ,  
[ ]TIIy βα= . 
 
The Kalman criteria can be used to evaluate the 
observability of this system. The observability matrix is then 
given by: 
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Its determinant is given by: 
2
2
s
e
L
ω
=∆                                                                             (4) 
The determinant is non-zero when the speed is non-zero, 
thus this model is observable, except when the speed is zero. A 
classical LPV observer (Eq. 5) can then be designed, with its 
output the permanent magnet flux components, from which 
position (via an arctangent) and then speed (via the derivation 
of the position) can be deduced.  
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The problem studied in the next section is the design of the 
gain L for this observer. 
B. Systematic Gain Design Method 
The proposed method is a direct application of the results in 
robust filter design using convex optimization involving Linear 
Matrix Inequalities (LMI) presented in [3]. The PMSM can be 
described using a LPV state-space representation as described 
in the following sections. In this framework, the state-space 
representation of the system depends linearly in a vector of 
time-varying parameters. The time-varying vector Ψ belongs to 
a polytopic convex domain described by its vertices Ψi. The 
general model is as follows: 
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The inputs of the system are: u the measured inputs and w 
the unmeasured inputs (perturbations, measurement noises). 
The measured signal vector is y while z is the internal state 
vector to be estimated. 
For this class of systems it is possible to design an 
extension of standard observers that contains the model of the 
system. The LPV observer is described as follows (Eq. 7 and 
Fig. 1). 
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Fig. 1 LPV observer structure 
  
The dynamic of the estimation error is then as follows: 
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The design of the gain L has to ensure specifications on the 
estimation error, such as noise rejection, convergence with 
unknown initial conditions, etc… A criterion on the estimation 
error can be considered. Minimizing this criterion ensures all 
the required properties for our application. The gain L 
minimizing the norm on the estimation error can be designed 
by solving the following optimization problem: 
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This is a convex optimization problem involving LMI 
constraints [5]. For this class of systems, an efficient (in terms 
of complexity) algorithm exists meaning that it converges to 
the optimal solution in a reasonable time. For large scale 
systems, the computation time do not explode. The gain L can 
be computed from the decision variable solution of the 
optimization problem and is given by LPL 1−= . This method 
allows systematic and efficient design of the observer. It also 
provides a detectability test: the conditions presented for the 
optimization problem will not be feasible if some instable 
states are not observable. 
As a result, given a known range of speed [ωmin,ωmax], the 
optimization problem can be solved, giving a gain that will 
minimize the estimation error of the observer for all ωe values 
in the speed range. For negative values of speed, a second gain 
can also be determined. 
C. Experimental Results 
The designed observer was tested on a 1.6kW-machine 
(Fig. 2), piloted with a dSpace 1104 processor board and the 
related software. Three LEM current sensors are used. A 4096 
–pulse incremental encoder is used for the sole purpose of 
comparison with the estimation. The parameters of the machine 
are the following:   
 
TABLE I 
MACHINE PARAMETERS 
Nominal Power 1.6 kW 
Number of pole pairs 3 
Stator Resistance 2.06 Ω 
Stator Inductance 9.15 mH 
Rotor Inertia 0.00747 kg.m2 
Permanent Magnet Flux 0.29 Wb 
Nominal Torque 5.09 Nm 
Nominal Speed 3000 min-1 
 
 
Fig. 2.  Test Bench 
 
The considered range of speed in the following results is 
from 1 electrical rad/s up to 60 electrical rad/s. The gain 
determined from the result of the systematic method is: 
 
T
L 





−−
−
=
5.08.0720
8.05.0072
 
The proposed observer uses the measured currents as input 
and delivers estimated state ˆ ˆˆ ˆˆ
T
f fx I Iα β α βφ φ =   . 
The position is obtained via an arctangent calculation of the 
flux and the speed can be deduced by the derivation of the 
position. 
A speed profile was applied and the results are given by the 
following figures. Figure 3 shows the speed reference (green), 
the real speed (blue) and the estimated speed (red). The 
observer estimates correctly the speed of the machine and can 
follow the reference in a range of speed included in the 
considered one. 
 
 
Fig. 3.  Speed reference (green), real speed (blue) 
And estimated speed (red) 
Figures 4 and 4b show the estimation (red) and the real 
value (blue) of the permanent magnets flux components on the 
α- and β-axis (the time range is zoomed to match the 
variations). As those are correctly estimated, the position can 
be also correctly estimated, as shown in Fig. 5. However, the 
position estimation error is bigger when the speed is lower, as a 
result of the observability loss. 
 
 
Fig. 4a.  Alpha Component of the Permanent Magnet Flux 
 
 
Fig. 4b.  Beta Component of the Permanent Magnet Flux 
 
  
Fig. 5.  Position estimation error 
 
 
III. ZERO-SPEED LPV OBSERVER FOR PMSM 
A. Modified model of the machine 
As said earlier, most of the PMSM models are 
unobservable at zero-speed, which lead to false estimation of 
the position at low speed in most model-based application. A 
new method to estimate the position was proposed by the 
authors [4], based on a signal injection in the estimated d-axis 
of the machine. This injection generates rotor vibrations of the 
machine and a model including the injection becomes 
observable. It is to be noted that the saliency of the machine is 
not involved in the observability. The LPV observer presented 
in the previous sections was extended to the case of zero speed 
observation via this injection method. Considering the injection 
signal in the estimated d-axis of the rotor reference frame as 
the product ϕfω0(t), where ω0 homogenizes to a speed, and 
defining dθ as the position estimation error, the equations of 
the machine with the injection in the stationary reference frame 
can be written as follows: 
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The A(ωe) matrix of the model given by Eq. 2 is then 
modified by: 
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The observability matrix is now: 
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And its determinant is given by: 
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Contrary to the previous one, this model is observable at 
zero-speed if the injection is non-zero, even without the use of 
saliency. A zero-speed classical LPV observer can be designed 
and used.  
 
 
 
B. Gain Design and Application 
The systematic method presented in section II.B can be 
reused for this observer. Instead of considering only the speed 
ωe as a varying parameter, the injection signal ω0 is also 
considered (variation of ω0 will also include variation of dθ as 
sin and cos are bounded). The polytopic convex domain used 
for the optimization problem is given by three summits 
[(ωe=10rad/s,ω0=0rad/s), (ωe=0rad/s,ω0=0.1rad/s), (ωe=0rad/s, 
ω0=100rad/s)]. This domain is the transcription of the low 
speed problem with injection: in order to work in higher speed, 
a second gain should be used (for example the same gain from 
the previous section).  
The following simulations have been made with the same 
motor as in the previous section (Table I). The observer has 
been tested in an open-loop mode, with the references still 
given by sensors and the observer monitoring. Considering the 
ranges of speed and injection previously defined, the value 
given by the method for the gain L is: 
T
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5.075.330004250
 
A position profile was applied and Fig. 6 shows that the 
real position (blue) was correctly followed by the observer 
(red) after its convergence. As a result, the estimation error is 
small (inferior to 5 electrical degrees during transients and 
convergent to zero, Fig. 7). 
 
 
Fig. 6.  Position reference (green), real position (blue) 
 and estimated position (red) 
 
Fig. 7.  Position estimation error 
 
Figure 8 shows the real and estimated speed (respectively blue 
and red). As the speed is directly derived from the position, 
good speed estimation can be observed since the position is 
correctly estimated. 
 Fig. 8.  Real (blue) and estimated (red) speed 
 
Those good performances are the result of a good estimation of 
unknown states: the alpha- and beta-components of the 
permanent magnet flux (respectively Fig. 9a et Fig. 9b). 
 
 
Fig. 9a.  Alpha Component of the Permanent Magnet Flux 
 
 
Fig. 9b.  Beta Component of the Permanent Magnet Flux 
Those simulation results confirm the validity of the 
methodology. Further work will include full sensorless control 
at low speed. 
 
IV. CONCLUSION 
As a conclusion, the solution provided here allows to 
synthesize a LPV observer whose gain is computed offline. 
Compared to the Extended Kalman Filter, the convergence of 
the observer is guaranteed. For this class of LPV systems, this 
observer is designed in a systematic fashion, using efficient 
computation tools. 
This observer has been applied on the surface-mounted 
PMSM. Experimental results confirm the validity of the 
method for a given range of speed.  
In order to overcome the loss of observability at low speed, 
the proposed method is extended to a model taking into 
account the signal injection which guaranties observability 
without the use of saliency. Simulation results also confirm the 
validity of this method. 
REFERENCES 
 
[1] T.D. Batzel and K. Y. Lee, " Electric Propulsion With 
Sensorless Permanent Magnet Synchronous Motor: 
Implementation and Performance," IEEE Trans. Energy 
Conversion, vol. 20(3), pp. 575-583, Sept. 2005. 
[2] J. S. Kim and S. K. Sul, " High performance PMSM drives 
without rotational position sensors using reduced order 
observer," in Proc. 1995 IEEE Industry Applications Conf., pp. 
75-82.  
[3] J. C. Geromel and  M. C. de Oliviera, " H2 and H∞ Robust 
Filtering for convex bounded uncertain system," IEEE Trans. 
Automatic Control, vol. 46(1), pp. 100-107, Jan. 2001. 
[4] F. Abry, A. Zgorski, X. Lin-Shi and J.-M. Rétif, " Sensorless 
position control for SPMSM at zero speed and acceleration," in 
Proc. 2011 European Conference on Power Electronics and 
Applications., pp. 1-9. 
[5] C. Sherer and S. Weiland, "Linear Matrix inequalities in 
Control," 2001J. Clerk Maxwell, A Treatise on Electricity and 
Magnetism, 3rd ed., vol. 2. Oxford: Clarendon, 1892, pp.68–73. 
 
Drop-on-Demand Inkjet Printhead
Performance Improvement Using
Robust Feedforward Control
Avec Amol A. Khalate1, Benoit Bayon2, Xavier Bom-
bois1, Gérard Scorletti2, Robert Babùska1
Abstract : The printing quality delivered by a Drop-on- Demand (DoD) inkjet
printhead is mainly limited due to the residual oscillations in the ink channel. The
maximal jetting frequency of a DoD inkjet printhead can be increased by quickly dam-
ping the residual oscillations and by bringing in this way the ink-channel to rest after
jetting the ink drop. The inkjet channel model obtained is generally subjected to para-
metric uncertainty. This paper proposes a robust optimization-based method to design
the input actuation waveform for the piezo actuator in order to improve the damping of
the residual oscillations in the presence of parametric uncertainties in the ink-channel
model. Simulation results are presented to show the eﬃcacy of the proposed method.
1. Delft Center for Systems and Control, Delft University of Technology, Mekelweg 2, 2628 CD,
Delft, The Netherlands
2. Laboratoire Ampère, Ecole Centrale de Lyon, 36 avenue Guy de Collongue - 69134 Ecully Cedex,
France.
291
Drop-on-Demand Inkjet Printhead Performance Improvement Using
Robust Feedforward Control
Amol A. Khalate, Benoıˆt Bayon, Xavier Bombois, Ge´rard Scorletti, Robert Babusˇka
Abstract— The printing quality delivered by a Drop-on-
Demand (DoD) inkjet printhead is mainly limited due to the
residual oscillations in the ink channel. The maximal jetting
frequency of a DoD inkjet printhead can be increased by
quickly damping the residual oscillations and by bringing in this
way the ink-channel to rest after jetting the ink drop. The inkjet
channel model obtained is generally subjected to parametric
uncertainty. This paper proposes a robust optimization-based
method to design the input actuation waveform for the piezo
actuator in order to improve the damping of the residual
oscillations in the presence of parametric uncertainties in the
ink-channel model. Simulation results are presented to show
the efficacy of the proposed method.
I. INTRODUCTION
The ability of inkjet technology to deposit materials with
diverse chemical and physical properties has made it an
important technology for both industry and home use. Apart
from conventional document printing, the inkjet technology
has been successfully applied in the areas of electronics,
mechanical engineering and life sciences [1]. This is mainly
thanks to the low operational costs of the technology. Typi-
cally, a drop-on-demand (DoD) inkjet printhead consists of
several ink channels in parallel. Each channel is provided
with a piezo-actuator, which on application of a voltage pulse
can generate pressure oscillations inside the ink channel.
These pressure oscillations push the ink drop out of the
nozzle [2]. The print quality delivered by an inkjet printhead
depends on the properties of the jetted drop, i.e., the drop
velocity, the jetting direction and the drop volume. To
meet the challenging performance requirements posed by
new applications, these drop properties have to be tightly
controlled.
The performance of the inkjet printhead is mainly limited
due to the residual pressure oscillations. The actuation pulses
are designed to provide an ink drop of a specified volume
and velocity under the assumption that the ink channel is
in steady state. Once the ink drop is jetted, the pressure
oscillations inside the ink channel take several micro-seconds
to decay. If the next ink drop is jetted before the residual
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pressure oscillations settle, the resulting drop properties will
be different from the ones of the previous drop. Therefore,
at a high jetting frequency (which is also called the DoD
frequency), drops will be jetted before the oscillations in the
ink channel have completely disappeared and these residual
oscillations will influence the drop velocity. This can degrade
the printhead performance, since a printhead has to jet drops
with a constant velocity at different frequencies.
In the literature, we can find various methods [3], [4], [5],
[6] to design the piezo actuation pulse. In [7] we have pro-
posed an optimization-based method to design the actuation
pulse using a discrete-time model H(q) relating the piezo
input voltage (i.e., the input u) to the velocity of the meniscus
(i.e., the output y). The meniscus is an interface between
the ink and air. We consider this particular model since it
is well known that the velocity of the meniscus is a good
measure of the pressure in the ink channel. Consequently,
reducing the residual oscillations of the meniscus velocity
is equivalent to reducing the residual pressure oscillations
in the ink channel. In our latest work [8] we have shown
that the dynamical model H(q) from the piezo input to
the meniscus velocity changes considerably while jetting at
various operating DoD frequencies. A compact polytopic
uncertainty ∆ ∈ ∆ on the coefficients of the nominal inkjet
system is presented such that the uncertain model H(q,∆),
encompasses the set of dynamics at various operating DoD
frequencies. The actuation pulse is parameterized as a pulse
response of a to-be-designed filter F (q). Thus, the robust
pulse is determined as the one minimizing the worst-case
H2 norm of the tracking error given as follows
J (F ) = max
∆∈∆
∥∥Href(q)−H(q,∆)F (q)∥∥22. (1)
where the pulse response of Href(q) is the reference meniscus
velocity trajectory yref(k) (i.e., a meniscus velocity profile
with fast decaying residual oscillations). The experimental
results show that the robust pulse designed with the pro-
posed approach in [8] improve the printhead performance
substantially.
The robust pulse design proposed in [8] use a FIR model
structure for a to-be-designed filter F (q, β) with β the
filter coefficient vector. Thus, the dimension of the filter
coefficient vector β is equal to the number of samples
in the actuation pulse u(k). The dimension of the to-be-
designed β will become larger when the actuation pulse
is longer and/or when the sampling time Ts is shorter.
This may pose numerical problems since the size of the
LMI problem, required to obtain the robust filter F (q, β),
is directly proportional to the dimension of vector β. One
can tackle this problem by choosing an appropriate set of
orthogonal basis functions (OBFs) and weighting them in
order to reduce the performance index (1). However, a more
general approach is to let F (q) be a rational function.
In the literature, the problem of designing a robust H2
filter is considered by many authors. Since, a class of
feedforward control problems turns out to be dual to the
filtering problem, we can utilize these classical results to
design the robust actuation pulse. We are dealing with a
discrete-time system with a polytopic uncertainty. For this
type of uncertainty we can extend the results of [9] to design
the robust H2 feedforward control. One of the drawback
of this design method is that it uses a constant Lyapunov
function at the vertices of the polytope, which may introduce
conservatism. In this paper, we propose new conditions
to design the robust filter F (q) by introducing parameter-
dependent Lyapunov functions, which improve the results
in many cases. We provide simulation results for the inkjet
system to show the performance improvement using the
proposed method.
II. SYSTEM DESCRIPTION AND MODELING
Consider the discrete-time model H(q), similar to [8]1,
which describes the dynamics from the piezo input voltage
u to the meniscus velocity y is given as follows
H(q) = g
(
q2 + b1q + b2
q2 + a1q + a2
)(
q + b3
q2 + a3q + a4
)
(2)
where q is the forward shift operator and the nominal values
of the coefficients are
b1 = −3.4465, b2 = 2.4575, b3 = −5.7462× 10
−1,
a1 = −1.9538, a2 = 9.6960× 10
−1, a3 = −1.9102,
a4 = 9.7322× 10
−1, g = 1.1820× 10−3.
The sampling time Ts is chosen equal to 0.25µs. This inkjet
system can be represented in the state-space form as follows
xS(k + 1)= ASxS(k) +BSu(k)
y(k)= CSxS(k) (3)
where
AS=

0 −a2 0 01 −a1 0 0
0 b3 0 −a4
0 1 1 −a3

, BS=

g(b2 − a2)g(b1 − a1)
gb3
g

,
CS= [0 0 0 1]. (4)
As discussed in [8], at different DoD frequencies, the dynam-
ics from the piezo input to the meniscus velocity H(q) will
not be the same. It is observed that the first resonant mode
of the inkjet system varies a lot compared to the second
resonant mode. It is possible to represent these multiple
models obtained at different operating DoD frequencies by
1The difference is that [8] uses a proper transfer function and that
the transfer function considered in this paper is strictly proper. It does
not change the frequency response in the dominant low frequency range.
However, having a strictly proper function will simplify the pulse design.
the nominal plant (2) with uncertainty on its coefficients. An
uncertainty ∆ on the coefficients a1 and a2 of (2) is chosen
such that the uncertain system H(q,∆) encompasses the set
of models obtained at different operating DoD frequencies.
The uncertainty ∆ = [∆(1) ∆(2)]T perturbs the coefficients
a1 and a2 in the following manner:
a1(∆)= a1,nom(1 + ∆
(1)) (5)
a2(∆)= a2,nom(1 + ∆
(2)), (6)
where a1,nom = −1.954 and a2,nom = 0.9696 are the nominal
values of the coefficients a1 and a2. The uncertainty ∆ on
the coefficients lie inside the polytope ∆ which is formed by
convex combination of the four vertices ∆i, i = 1, 2, 3, 4,
i.e. ∆ ∈ ∆= conv(∆1,∆2,∆3,∆4). The values of these
four vertices computed via system identification results (for
details see [8]) are ∆1 = [0.8103/100 1.3928/100]T ,
∆2 = [0.4031/100 1.0927/100]
T
, ∆3 = [−0.0342/100 −
0.3206/100]T , ∆4 = [−0.5813/100 − 0.9097/100]T .
It can be seen that the uncertainty ∆ enters affinely in
the matrices AS and BS (3). Thus, the state-space matrices
of the inkjet system H(q,∆) for the admissible uncertainty
∆ ∈ ∆ belong to the polytope[
AS(∆), BS(∆)
]
=
4∑
i=1
αi
[
ASi , BSi
]
, (7)
where the matrices ASi = AS(∆i), BSi = BS(∆i), i =
1, ..., 4, are the system matrices of a fixed inkjet system at
the i-th vertex of the polytope and αi are positive scalars
such that
∑4
i=1 αi = 1. The matrix CS is independent of ∆.
In the next section, we use this uncertain model of the inkjet
system H(q,∆) in order to design a robust actuation pulse.
III. ROBUST FEEDFORWARD CONTROL
Generally, commercial inkjet printheads use actuation
pulses with shape constraints (for details, see [7]) which
are mainly due to electronic hardware limitations. However,
for future high-end inkjet printheads this shape constraint
on the actuation pulse may restrict the printhead perfor-
mance. Rapid developments in the electronics field will
enable printhead manufacturers to use more sophisticated
electronic hardware which can generate an unconstrained
actuation pulse. Therefore, it is essential to investigate the
possibility of an unconstrained actuation pulse which will
damp the residual oscillations when the inkjet channel model
is subjected to parametric uncertainty. In this section, we
first review the robust actuation pulse design using the
H2 feedforward formulation presented in [8]. Further, we
provide an extension of [9] to design a robust pulse using
a constant Lyapunov function and finally, we give improved
conditions using parameter-dependent Lyapunov functions.
A. Robust actuation pulse using H2 feedforward control
In [7], we have designed a meniscus velocity profile
yref(k) with fast decaying residual oscillations. As shown
in Fig. 1, the reference trajectory yref(k) is modeled as the
pulse response of a rational function Href(q). The state-space
+_
δ(k)
u(k) y(k,∆)
yref(k)
e(k,∆)
F (q) H(q,∆)
G
Href(q)
Fig. 1. Filtering problem for the inkjet printhead.
representation of the reference model Href(q) is given as
follows
xR(k + 1)= ARxR(k) +BRδ(k)
yref(k)= CRxR(k) (8)
where δ(k) is the unit pulse. If the actuation pulse u(k)
is designed in such a way that the meniscus velocity y(k)
follows the reference trajectory yref(k), then the channel will
come to rest very quickly after jetting the ink drop. This
will create a condition to jet the ink drops at higher jetting
frequencies.
In the previous section, we have presented a compact
polytopic uncertainty ∆ ∈ ∆ on the coefficients of the inkjet
system such that uncertain system H(q,∆) represents the
set of multiple models obtained at various operating DoD
frequencies. The state-space representation of the system
G(q) (see Fig. 1) with two inputs and the tracking error
e as the output is given as follows:[
A˜(∆) B˜S(∆) B˜R
C˜ 0 0
]
=
[
AS(∆) 0 BS(∆) 0
0 AR 0 BR
CS −CR 0 0
]
.
The uncertainty in the inkjet channel model can now be
handled owing to the H2 filtering formulation. For this
purpose, we parameterize the actuation pulse as the pulse
response of a filter F (q):
u(k) = F (q)δ(k) (9)
where δ(k) the unit pulse and the state-space representation
of the filter F (q) is given as follows
xF (k + 1)= AFxF (k) +BF δ(k)
u(k)= CFxF (k) +DF δ(k). (10)
The state-space representation of the uncertain error dy-
namics (from the input δ(k) to the tracking error e(k,∆)),
ν(q, F,∆) =
(
Href(q)−H(q,∆)F (q)
)
is given as follows:

 A(∆) B(∆)
C 0

 =


AF 0 BF
B˜s(∆)CF A˜(∆) B˜s(∆)DF + B˜R
0 C˜ 0


(11)
In the sequel, we impose the dimension of AF to be equal to
the one of A˜(∆). It is indeed shown in [10] that the optimal
filter has this dimension. As we assume the uncertainty ∆ to
be of a polytopic nature (∆ ∈ ∆), the state-space matrices of
the error system ν(q, F,∆) belong to the following polytope[
A(∆), B(∆)
]
=
4∑
i=1
αi
[
Ai, Bi
]
, (12)
where the matrices
(
Ai, Bi
)
are the state-space matrices of
the fixed error dynamics νi(q, F ) at the i-th vertex of the
polytope and αi are positive scalars such that
∑4
i=1 αi = 1.
The matrix C is independent of ∆. Clearly, the uncertain
system error dynamics is a convex combination of the fixed
systems at the vertices of the polytope ∆.
For a nominal system, the performance of the filter F (q)
can be defined as the H2 norm of the tracking error. Here, we
have an uncertain inkjet system H(q,∆) which is perturbed
by the uncertainty ∆ ∈ ∆. Therefore, we must obtain
a robust actuation pulse whose performance is good over
the polytopic uncertainty, rather than obtaining an optimal
actuation pulse whose performance is only good for the
nominal inkjet system. Thus, it is a good choice to define
the performance index J (β) as the square of the worst-case
H2 norm of the tracking error transfer function ν(q, β,∆):
J (F ) = max
∆∈∆
∥∥ν(q, F,∆)∥∥2
2
= max
∆∈∆
∥∥Href(q) −H(q,∆)F (q)∥∥22.
(13)
The robust filter Frobust, describing the unconstrained robust
actuation pulse is, thus, the solution Frobust of the following
optimization problem
[γopt, Frobust] = argmin
γ, F
γ, subject to J (F ) < γ, (14)
where the solution γopt is the minimal worst-case H2 norm
that can be achieved by a filter F (q) (see Fig. 1) and Frobust
is the filter achieving this minimal worst-case H2 norm.
It is difficult to obtain the solution of the above problem
as it is not a convex finite dimensional optimization problem.
However, it is possible to compute an upper bound on γopt
and a suboptimal filter using convex optimization. In [8], the
upper bound on γopt is obtained using LMIs conditions with
a filter F (q, β) restricted to an FIR model structure with β
the filter coefficient vector. As explained in the introduction,
the dimension of the to-be-designed vector β will become
larger when the actuation pulse is longer and/or when the
sampling time Ts is smaller. This may pose numerical
problems since the size of the LMI problem, required to
obtain the robust filter F (q, β), is directly proportional to
the dimension of vector β. A general approach to overcome
this problem is to chose F (q) as a rational function.
The results for the design of the robust filter Frobust are
based on the results for the design of a filter Fopt for the
nominal plant H(q) in (2) (i.e. the plant H(q,∆) with
∆ = [0 0]T ). For simplicity, we first present a methodology
to design this nominal filter Fopt i.e. the filter solving the
following problem
[γnomopt , Fopt] = arg min
γnom, F
γnom,
subject to Jnom(F ) < γnom, (15)
with Jnom(F ) =
∥∥Href(q)−H(q)F (q)∥∥22.
We will see in the following lemma, as opposed to the
robust case, the solution of the problem (15) can be computed
exactly.
Note that we use ∗ as an ellipsis for terms that can be
induced by symmetry.
Lemma 1: Consider the optimization problem (15). The
solution γnomopt of (15) can be exactly computed as the solution
of the following LMI optimization problem
min
γnom,W=WT ,Q=QT ,Z=ZT ,A˜F ,BF ,C˜F ,DF
γnom
such that trace[W ] < γnom[
P S1 S2
∗ P 0
∗ ∗ I
]
> 0,
[
W S3
∗ P
]
> 0 (16)
where P =
[
(Q − Z) (Q− Z)
∗ Q
]
, S2 =
[
BF
B˜SDF + B˜R
]
S1 =
[
A˜F A˜F
B˜SC˜F + A˜(Q − Z) B˜SC˜F + A˜Q
]
(17)
S3 = [ C˜(Q− Z) C˜Q ] .
The state-space matrices in the above LMIs corresponds to
the state-space matrices (11) of ν(q, F,∆) with ∆ = [0 0]T ,
i.e. the error dynamics with the nominal system H(q).
The optimal filter Fopt(q) achieving Jnom(F ) = γnomopt can
then be computed as follows using the decision variables
Qopt, Zopt, A˜Fopt , BFopt , C˜Fopt and DFopt solving the above
LMI problem
Fopt =
[
AFopt BFopt
CFopt DFopt
]
=
[
A˜Fopt(Qopt − Zopt)
−1 BFopt
C˜F (Qopt − Zopt)
−1 DFopt
]
.
Proof: Consider the error dynamics system (11) (i.e. the sys-
tem G augmented with the filter F ) without the uncertainty
∆ and for one particular F (q). Then, it is well known [9]
that for γnom > 0 the inequality ‖ν(q)‖22 < γnom holds if and
only if there exist symmetric matrices P and W such that
trace[W ] < γnom,
[
P AP B
∗ P 0
∗ ∗ I
]
> 0,
[
W CP
∗ P
]
> 0,
(18)
where the matrices A,B,C correspond to the state-space
matrices (11) of ν(q, F,∆) with ∆ = [0 0]T , i.e. the error
dynamics with the nominal system H(q). By using the
partition of the Lyapunov function P given in (17) and by
using the following change of variables A˜F = AF (Q − Z)
and C˜F = CF (Q − Z) we can rewrite (18) as (16). The
expression of the optimal filter Fopt follows then directly
from the definition of A˜F and C˜F . 
Remark: Lemma 1 is close to the result in [9]. However, we
use here another partition of P (see (17)) which simplifies
the derivation of the filter.
B. Robust actuation pulse design using a rational filter
We have seen that Lemma 1 can be used to design an
optimal pulse using a rational filter F (q). By extending these
results, an upper bound γUBopt on the solution γopt of the
problem (14) can be obtained using the following theorem.
Theorem 1: Consider the error dynamics given by (11) with
the polytopic uncertainty (12) then, γUBopt , the solution of the
following LMI optimization problem, is guaranteed to be an
upper bound of the solution γopt of the problem(14)
min
γUB,W=WT ,Q=QT ,Z=ZT ,A˜F ,BF ,C˜F ,DF
γUB
such that following LMIs hold for i = 1, 2, 3, 4
trace[W ]< γUB[
P S1(∆i) S2(∆i)
∗ P 0
∗ ∗ I
]
> 0,
[
W S3
∗ P
]
> 0 (19)
where
P =
[
(Q− Z) (Q − Z)
∗ Q
]
, S2(∆i) =
[
BF
B˜S(∆i)DF + B˜R
]
S1(∆i) =
[
A˜F A˜F
B˜S(∆i)C˜F + A˜(∆i)(Q − Z) B˜S(∆i)C˜F + A˜(∆i)Q
]
S3 = [ C˜(Q − Z) C˜Q ] , (20)
and the robust filter Frobust(q) which is guaranteed to achieve
(at most) a worst-case norm of γUBopt is
Frobust =
[
AF BF
CF DF
]
=
[
A˜F (Q− Z)
−1 BF
C˜F (Q − Z)
−1 DF
]
.
Proof: The LMI (19) for a given i is equivalent to the LMI
(16) for the error dynamics system ν(q, F,∆i). Verifying
that the LMI (19) holds for i = 1, 2, 3, 4, is thus equivalent
to verify that ‖ν(q, F,∆i)‖22 < γUB for the systems
ν(q, F,∆i) at the vertices of the polytopic uncertainty ∆.
Since the uncertainty ∆ enters linearly in the LMI’s (S1(∆)
and S2(∆) are indeed affine in ∆), the above fact implies
that ‖ν(q, F,∆)‖22 < γUB for all ∆ ∈ ∆ (see e.g. [11]). The
construction of the filter is then similar as in Lemma 1. 
Remark: We observe that the LMI conditions (19)
proposed to obtain the robust filter Frobust should be valid at
all vertices ∆i, i = 1, ..., 4 of the polytope ∆ with a constant
Lyapunov function P . This stringent restriction may lead
to conservative results, i.e. γUBopt >> γopt. If we allow the
Lyapunov function P to be parameter dependent, i.e. P (∆),
the condition (19) will no longer be an LMI because the
Lyapunov function P and the state-space variables of the
filter F (q) are closely interconnected. Similar to [10], to
overcome this difficulty we will utilize a reciprocal variant of
the projection lemma to alleviate the interrelation between P
and the filter variables. This result is presented in Theorem 2.
Theorem 2: Consider the error dynamics given by
(11) with the polytopic uncertainty (12). If the following
LMI optimization problem is feasible
min
γUB,W=WT ,P=PT ,Z,L
γUB
such that following LMIs hold for i = 1, 2, 3, 4
trace[W ]< γUB[
P (∆i) ∗ ∗
S4(∆i) S5 − P (∆i) ∗
S6(∆i) S7 L33 + LT33 − I
]
> 0, (21)
[
W ∗
S8(∆i) P (∆i)
]
> 0 (22)
where
P (∆i)=
[
P1(∆i) ∗
P3(∆i) P2(∆i)
]
, L =
[
L11 L12 L13
L11 L22 L13
L31 L32 L33
]
S4(∆i)=
[
−ZT
11
−(ZT
21
B˜S(∆i)
T + L12A(∆i)T + L13B˜TR)
−ZT
11
−(ZT
21
B˜S(∆i)
T + L22A(∆i)T + L13B˜TR)
]
S6(∆i)= [ −ZT12 −(Z
T
22
B˜S(∆i)
T + L32A(∆i)
T + L33B˜TR) ]
S8(∆i)= [ C˜P3(∆i) C˜P2(∆i) ]
T
S5=
[
L11 + LT11 ∗
L11 + LT12 L22 + L
T
22
]
, Z =
[
Z11 Z12
Z21 Z22
]
S7= [ L31 + LT13 L32 + L
T
13 ] , (23)
then γUBopt , the solution of the above LMI optimization prob-
lem is guaranteed to be an upper bound on the solution γopt of
the problem(14). Moreover, the robust filter Frobust(q) which
is guaranteed to achieve (at most) a worst-case norm of γUBopt
is
F =
[
AF BF
CF DF
]
=
[
LT
11
LT
31
LT
13
LT
33
]
−1 [
Z11 Z12
Z21 Z22
]
. (24)
Proof: Consider the error dynamics system (11) (i.e. the
system G augmented with the filter F ) for one partic-
ular ∆ and for one particular F (q), then the inequality
‖ν(q, F,∆)‖22 < γ
UB holds if and only if we can find γUB
such that trace[W ] < γUB and the following inequalities hold
[ I A(∆) B(∆) ] Ψ(∆)[∗]T> 0, (25)[
W ∗
S8(∆) P (∆)
]
> 0 (26)
where Ψ(∆) = diag(P (∆),−P (∆),−I). The above condi-
tions are equivalent with those in (18). We use the notation
P (∆) because the Lyapunov matrices P can be different for
different values of ∆. Note that the condition (26) is an LMI,
but the condition (25) is not.
In order to obtain a convex robust optimization problem,
we need to rewrite (25) as a matrix inequality where P (∆)
does not multiply with any ∆-dependent term. The condi-
tion (25) can be rewritten using the projection lemma (see
Appendix A.1). This projection lemma state that (25) holds
if and only if there exists a matrix L(∆) of appropriate
dimension satisfying the following inequality
Ψ(∆) + U(∆)TLT (∆)V + V TL(∆)U(∆) > 0 (27)
with V =
[
0 I 0
0 0 I
]
, U(∆) =
[
−AT (∆) I 0
−BT (∆) 0 I
]
,
Note that L(∆) in (27) is also function of ∆. However,
in sequel we will consider a constant L in order to obtain
an LMI formulation. In (27), L has no special structure.
However, in Theorem 2, we impose the special structure
on L given by (23). If we can find a matrix having
this structure, then (25) holds. Otherwise, we cannot say
anything about (25).
Supposing first that a matrix L exists, with
S4(∆), S5, S6(∆), S7 as defined in (23) and with the
following change of variables[
Z11 Z12
Z21 Z22
]
=
[
AF BF
CF DF
] [
LT
11
LT
31
LT
13
LT
33
]
(28)
we can rewrite (27) as follows:[
P (∆) ∗ ∗
S4(∆) S5 − P (∆) ∗
S6(∆) S7 L33 + LT33 − I
]
> 0. (29)
In (29), we observe that P (∆) does not multiply terms which
are functions of ∆. Moreover, the uncertainty ∆ appears
linearly in S4(∆) and S7(∆). Finally, (29) is affine in the
variables P (∆), Z and L.
Summarizing, if there exists a matrix L having the special
structure given in (23), such that trace[W ] < γUB, (26) and
(29) holds then ‖ν(q, F,∆)‖22 < γUB for a given ∆ and F .
Using the convex combination property [11], we can also
say that if there exists L and Z such that trace[W ] < γUB,
(26) and (29) holds for ∆ = ∆i, i = 1, 2, 3, 4, then
‖ν(q, F,∆)‖22 < γ
UB for all ∆ ∈ ∆. Moreover, because of
(28), the corresponding filter is given as in (23). 
Remark: We know that the solution of Theorem 1 is
an upper bound on the solution γopt of the problem (14),
but this does not hold for Theorem 2. If the new conditions
in Theorem 2 with the parameter dependent Lyapunov
functions are feasible then, indeed, it delivers an upper
bound on the solution γopt of the problem (14). However,
when the conditions in Theorem 2 are not feasible we
cannot say anything about the upper bound. The reason for
this is that it is not always possible to obtain L in (27) with
the proposed special structure to ensure (25). Nevertheless,
when the LMI problem (21)-(22) is feasible, in many cases,
it will provide a less conservative result (see e.g. [10]).
In the next section, we present simulation results for
the inkjet system with the robust actuation pulses designed
with the above two theorems.
IV. SIMULATION RESULTS
Generally, in the printhead industry the actuation pulses
are designed with the nominal model H(q) (see [7]). It
is possible to design an unconstrained optimal actuation
pulse uopt(k) for the nominal model H(q) using Lemma 1
(i.e., without considering the polytopic uncertainty). For
this purpose, we use the desired meniscus velocity yref(k)
designed in [7], i.e., a template for the meniscus velocity
with fast decaying residual oscillations. The black dash-
dot line in Fig. 2 shows the unconstrained optimal pulse
uopt(k) = Fopt(q)δ(k) obtained after solving the optimization
problem of Lemma 1 using the LMI Control Toolbox of
MATLAB . The H2 norm of the error dynamics ν(q, Fopt)
is found to be γnomopt = 0.1172.
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Fig. 2. Comparison of the actuation pulses obtained using Lemma 1,
Theorem 1 and Theorem 2.
As discussed in the introduction, this optimal pulse may
not perform satisfactorily in practice because the inkjet
dynamics changes considerably while jetting at different
DoD frequencies. Therefore, it is interesting to compute the
worst-case H2 norm of the error dynamics ν(q, Fopt,∆) for
the polytopic uncertainty ∆ ∈ ∆ with the optimal filter
Fopt(q) to analyze the performance degradation. For the given
filter Fopt(q), we can compute a lower bound γLB on the
worst-case H2 norm by evaluating H2 norm of ν(q, Fopt,∆)
at fine grid points on the parametric uncertainty ∆. We found
that the lower bound γLB on the worst-case H2 norm with
the optimal filter Fopt is 189.53.
We have solved the LMI optimization problem in The-
orem 1 and Theorem 2 and the resulting robust pulses,
urobust1(k) and urobust2(k) respectively are shown in Fig. 2.
A numerical comparison of the worst-case H2 norm of the
error dynamics ν(q,∆) with these robust actuation pulses is
presented in Table I. In Table I, we give also corresponding
lower bound on γopt computed with a fine grid on the
polytopic uncertainty ∆. Compared to the nominal filter Fopt
achieving a worst-case norm of at least 189.53, the robust
filters Frobust1 and Frobust2 achieve a much smaller worst-
case norm. This is especially true with the pulse urobust2
obtained with Theorem 2 (our improvement to Theorem 1).
We also observe that the upper bound given by Theorem 2
is very close to the lower bound, which shows its efficacy
for conservatism reduction.
TABLE I
COMPARISON OF THE WORST-CASEH2 NORM OF THE ERROR DYNAMICS
ν(q,∆)
γLB γUBopt
Robust pulse urobust1(k) with Theorem 1 104.27 143.68
Robust pulse urobust2(k) with Theorem 2 52.21 70.82
V. CONCLUSION
In this paper, we have proposed a robust actuation pulse
design method based on robust H2 feedforward control
to tackle the change in the inkjet system dynamics while
jetting at different DoD frequencies. We have relaxed the
constraint of the FIR model structure on the to-be-designed
robust filter presented in [8]. Further, we have provided
improved conditions to compute the robust filter by allowing
parameter dependent Lyapunov functions. Simulation results
have demonstrated that a considerable improvement in the
inkjet system performance can be achieved with the proposed
robust robust pulses. Applications of the proposed method
to multi-channel control and experimental testing will be
investigated in the future. Even though the proposed robust
feedforward control is demonstrated on the inkjet system it
can be used for a wide range of industrial applications.
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APPENDIX
A.1: Projection Lemma
Lemma:[10] Given a symmetric matrix Ψ ∈ Rm×m and
two matrices U, V of column dimension m, the following
problem
Ψ+ UTLTV + V TLU > 0 (30)
is solvable in a matrix L of compatible dimension if and
only if
N TUΨNU > 0, N
T
V ΨNV > 0 (31)
where NU and NV are any basis of the nullspace of U and
V , respectively.
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