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Abstract
Under weak Lipschitz condition, local convergence properties of inexact Newton methods and Newton-like
methods for systems of nonlinear equations are established in an arbitrary vector norm. Processes with modiﬁed
relative residual control are considered; the results easily provide an estimate of convergence ball for inexact
methods. For a special case, the results are afﬁne invariant. Some applications are given.
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1. Introduction
We consider the system of nonlinear equations:
f (x) = 0, (1.1)
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where f (x) : Rn → Rn is Fréchet differentiable. Let f ′(x) denote the Fréchet derivative of f at x. Inexact
iterative procedures commonly used to solve (1.1) have the general forms:
For k = 0 step 1 until convergence do
Find the step k which satisﬁes:
Bkk = −f (xk) + rk where ‖rk‖‖f (xk)‖k . (1.2)
Set xk+1 = xk + k ,
where x0 is a given initial guess, Bk is an n × n nonsingular matrix and {k} is a sequence of forcing
terms such that 0k1. The process is inexact Newton method if Bk = f ′(xk), the process is inexact
modiﬁed Newton method if Bk = f ′(x0), and it represents a inexact Newton-like method if Bk = B(xk)
is an approximation of derivative f ′(xk) (see [5,13–15]).
We remark that inexact methods include the class of Newton iterative methods (see [1,3–5,7,12–14]),
where an iterative method is used to approximate the solution of linear systems (1.2).
For inexact Newton methods, local and rate of convergence properties can be characterized in terms
of forcing sequence k . Let ‖ · ‖ denote any vector norm on Rn and matrix subordinate norm on
Rn×n. In [2] it is shown that, if the usual assumptions for Newton’s method hold and k is uniformly
less than 1, we can deﬁne a sequence {xk} linearly convergent to a solution x∗ of (1.1) in the norm
‖y‖∗ = ‖f ′(x∗)y‖.
Recently, several authors (see [8,11]) have proposed applications of inexact methods in different ﬁelds
of numerical analysis and pointed out difﬁculties in applying results of [2]. In fact, such results are norm-
dependent and ‖·‖∗ is not computable. Then, they focused on the analysis of the stopping residual control
‖rk‖/‖f (xk)‖k and its effect on convergence properties. Morini (see [13]) considered inexact methods
where a scaled relative residual control was performed at each iteration; its iterative form is as follows:
For k = 0 step 1 until convergence do
Find the step k which satisﬁes
Bkk = −f (xk) + rk where ‖Pkrk‖‖Pkf (xk)‖k . (1.3)
Set xk+1 = xk + k ,
where Pk is an invertible matrix for each k. If Pk = I for each k, (1.3) reduces to (1.2). It is worth noting
that residuals of this form are used in iterative Newton methods if preconditioning is applied, and that Pk
changes with index k if Bk does. But we also note that the results obtained in [13] cannot make us clearly
see how big the radius of the convergence ball is.
Let x∗ denote a solution of (1.1), B(x, r) denote an open ball with radius r and center x, and let B(x, r)
denote its closure. Under the hypothesis that f ′(x) satisﬁes the Lipschitz condition
‖f ′(x∗)−1(f ′(x) − f ′(x))‖
∫ (x)
(x)
L(u) du, ∀x ∈ B(x∗, r), (1.4)
where (x) = ‖x − x∗‖, x = x∗ + (x − x∗), and L is a monotone function. Wang (see[16–18]) studied
the convergence of the Newton’s method.
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In this paper, under weak Lipschitz condition, we continue to consider inexact methods where a scaled
relative residual control was performed at each iteration. The results obtained are valid under widely used
hypotheses on f and merge into the theories of Newton’s and Newton-like methods in the limiting case
of vanishing residuals, i.e., k = 0 for each k. The results also can make us clearly see how big the radius
of the convergence ball is. Further, for a special case, such conditions of convergence are afﬁne invariant
and in agreement with the theory of [18].
2. Preliminaries
The condition on the function f
‖f (x) − f (x)‖L‖x − x‖, ∀x ∈ B(x∗, r), (2.1)
where x = x∗ + (x − x∗), 01, is usually called radius Lipschitz condition in the ball B(x∗, r)
with constant L. Sometimes, if it is only required to satisfy
‖f (x) − f (x∗)‖L‖x − x∗‖, ∀x ∈ B(x∗, r), (2.2)
we call it the center Lipschitz condition in the ball B(x∗, r) with constant L. Furthermore, the L in the
Lipschitz condition need not be a constant, but a positive integrable function. If this is the case, then (2.1)
or (2.2) is replaced by
‖f (x) − f (x)‖
∫ (x)
(x)
L(u) du, ∀x ∈ B(x∗, r), 01, (2.3)
or
‖f (x) − f (x∗)‖
∫ (x)
0
L(u) du, ∀x ∈ B(x∗, r), (2.4)
where (x)=‖x −x∗‖. At the same time, the corresponding ‘Lipschitz condition’ is referred to as having
the L average.
By Banach’s theorem (see [9,10,14]), the following result can be obtained directly.
Lemma 2.1 (See Wang [18]). Suppose that f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists
and f ′(x∗)−1f ′ satisﬁes the center Lipschitz condition with the L average:
‖f ′(x∗)−1f ′(x) − I‖
∫ (x)
0
L(u) du, ∀x ∈ B(x∗, r), (2.5)
where L is positive integrable function. Let r satisfy∫ r
0
L(u) du1. (2.6)
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Then f ′(x) is invertible in this ball and
‖f ′(x)−1f ′(x∗)‖
(
1 −
∫ (x)
0
L(u) du
)−1
. (2.7)
Proof. In fact, suppose E = I − f ′(x∗)−1f ′(x),∀x ∈ B(x∗, r), and a sequence {Sk}∞k=0 deﬁned by
Sk = I + E + · · · + Ek .
From (2.5) and (2.6), we obtain ‖E‖ ∫ (x)0 L(u) du< ∫ r0 L(u) du1, and note that, for all m, n
(m>n),
‖Sm − Sn‖ =
∥∥∥∥∥
m−1∑
k=n
Ek
∥∥∥∥∥ 
m−1∑
k=n
‖E‖k .
These imply {Sk}∞k=0 is a Cauchy sequence and convergent.
By the equality:
(I − E)(I + E + · · · + Ek−1) = (I + E + · · · + Ek−1)(I − E) = I − Ek ,
we have
(I − E)
( ∞∑
k=0
Ek
)
=
( ∞∑
k=0
Ek
)
(I − E) = I ,
i.e., I − E = f ′(x∗)−1f ′(x) is invertible, and
‖f ′(x∗)−1f ′(x)‖ =
∥∥∥∥∥
∞∑
k=0
Ek
∥∥∥∥∥ 
∞∑
k=0
‖E‖k = 1
1 − ‖E‖
1
1 − ∫ (x)0 L(u) du .
This shows the validity of (2.7). 
Lemma 2.2. Suppose that f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists.
If f ′(x∗)−1f ′ satisﬁes the radius Lipschitz condition with the L average:
‖f ′(x∗)−1(f ′(x) − f ′(x))‖
∫ (x)
(x)
L(u) du, ∀x ∈ B(x∗, r), 01, (2.8)
where x = x∗ + (x − x∗), (x) = ‖x − x∗‖ and L is positive integrable function, then we have
∫ 1
0
‖f ′(x∗)−1(f ′(x) − f ′(x))‖(x) d
∫ (x)
0
L(u)u du, (2.9)
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and
‖f ′(x)−1f (x)‖(x) +
∫ (x)
0 L(u)u du
1 − ∫ (x)0 L(u) du . (2.10)
If f ′(x∗)−1f ′ satisﬁes the center Lipschitz condition with the L average:
‖f ′(x∗)−1f ′(x) − I‖
∫ (x)
0
L(u) du, ∀x ∈ B(x∗, r), 01, (2.11)
where L is positive integrable function, then we have
∫ 1
0
‖f ′(x∗)−1f ′(x) − I‖(x) d
∫ (x)
0
L(u)((x) − u) du, (2.12)
and
‖f ′(y)−1f (x)‖ ‖x − x
∗‖ + ∫ (x)0 L(u)((x) − u) du
1 − ∫ (y)0 L(u) du , ∀x, y ∈ B(x
∗, r). (2.13)
Proof. The Lipschitz conditions (2.8) and (2.11), respectively, imply that
∫ 1
0
‖f ′(x∗)−1(f ′(x) − f ′(x))‖(x) d
∫ 1
0
∫ (x)
(x)
L(u) du(x) d =
∫ (x)
0
L(u)u du,
∫ 1
0
‖f ′(x∗)−1f ′(x) − I‖(x) d
∫ 1
0
∫ (x)
0
L(u) du(x) d =
∫ (x)
0
L(u)((x) − u) du.
This proves (2.9) and (2.12).
Note that
f ′(y)−1f ′(x) = I − f ′(y)−1f ′(x∗)f ′(x∗)−1(f ′(y) − f ′(x)) (2.14)
and
f ′(y)−1f (x) = f ′(y)−1(f (x) − f (x∗)) =
∫ 1
0
f ′(y)−1f ′(x) d(x − x∗), (2.15)
where x = x∗ + (x∗ − x).
148 J. Chen, W. Li / Journal of Computational and Applied Mathematics 191 (2006) 143–164
If f ′(x∗)−1f ′ satisﬁes the radius Lipschitz condition, by (2.7) and (2.9) we obtain
‖f ′(x)−1f (x)‖ =
∥∥∥∥
∫ 1
0
(I − f ′(x)−1f ′(x∗)f ′(x∗)−1(f ′(x) − f ′(x))) d(x − x∗)
∥∥∥∥

(
1 + ‖f ′(x)−1f ′(x∗)‖
∫ 1
0
‖f ′(x∗)−1(f ′(x) − f ′(x))‖ d
)
‖x − x∗‖
‖x − x∗‖ +
∫ (x)
0 L(u)u du
1 − ∫ (x)0 L(u) du .
This proves (2.10).
If f ′(x∗)−1f ′ satisﬁes the center Lipschitz condition, when x, y ∈ B(x∗, r), we have
‖f ′(y)−1f (x)‖ =
∥∥∥∥
∫ 1
0
(I − f ′(y)−1f ′(x∗)f ′(x∗)−1(f ′(y) − f ′(x))) d(x − x∗)
∥∥∥∥

(
1 + ‖f ′(y)−1f ′(x∗)‖
∫ 1
0
‖f ′(x∗)−1(f ′(y) − f ′(x))‖ d
)
‖x − x∗‖

(
1 + ‖f ′(y)−1f ′(x∗)‖
∫ 1
0
‖f ′(x∗)−1(f ′(y) − f ′(x∗))‖ d
+
∫ 1
0
‖f ′(x∗)−1(f ′(x∗) − f ′(x))‖ d
)
‖x − x∗‖
‖x − x∗‖ +
∫ (y)
0 L(u) du‖x − x∗‖ +
∫ (x)
0 L(u)((x) − u) du
1 − ∫ (y)0 L(u) du

‖x − x∗‖ + ∫ (x)0 L(u)((x) − u) du
1 − ∫ (y)0 L(u) du .
This proves (2.13). 
Lemma 2.3. Let
h(t) = 1
t
∫ t
0
L(u)u−1 du, 1, 0 tr , (2.16)
where L(u) is a positive integrable function and nondecreasing monotonically in [0, r]. Then h(t) is
nondecreasing with respect to t.
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Proof. In fact, by the monotonicity of L, 1, we obtain
h(t2) − h(t1) =
(
1
t2
∫ t2
0
− 1
t1
∫ t1
0
)
L(u)u−1 du
=
(
1
t2
∫ t2
t1
+
(
1
t2
− 1
t1
)∫ t1
0
)
L(u)u−1 du
L(t1)
(
1
t2
∫ t2
t1
+
(
1
t1
− 1
t2
)∫ t1
0
)
u−1 du
=L(t1)
(
1
t2
∫ t2
0
− 1
t1
∫ t1
0
)
u−1 du = 0
for 0< t1 < t2. Thus, h(t) = (1/t)
∫ t
0 L(u)u
−1 du is nondecreasing with respect to t. 
Lemma 2.4. Let
(t) = 1
t2
∫ t
0
L(u)(t − u) du, 1, 0 tr , (2.17)
where L(u) is a positive integrable function and nondecreasing monotonically in [0, r]. Then (t) is
nondecreasing monotonically with respect to t.
Proof. In fact, since L is a nondecreasing function, when 0< t1 < t2r , 1, we have
(t2) − (t1) = 1
t22
∫ t2
0
L(u)(t2 − u) du − 1
t21
∫ t1
0
L(u)(t1 − u) du
= ( − 1)
(
1
t2
∫ t2
0
L(u) du − 1
t1
∫ t1
0
L(u) du
)
+ 1
t22
∫ t2
0
L(u)(t2 − u) du − 1
t21
∫ t1
0
L(u)(t1 − u) du
= ( − 1)
(
1
t2
∫ t2
0
L(u) du − 1
t1
∫ t1
0
L(u) du
)
+
(
1
t21
− 1
t22
)∫ t1
2
0
(
L
(
t1
2
+ u
)
− L
(
t1
2
− u
))
u du
+ (t2 − t1)
2
2t22 t1
∫ t1
0
(L(t1) − L(u)) du
+ 1
t22
∫ t2
t1
(L(u) − L(t1))(t2 − u) du0.
Thus, (t) = (1/t2) ∫ t0 L(u)(t − u) du is nondecreasing monotonically with respect to t. 
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3. Convergence of inexact Newton methods with scale residual control
First we examine inexact Newton andmodiﬁed inexact Newtonmethods that correspond toBk=f ′(yk)
with yk = xk and yk = x0, for each k, respectively.
Theorem 3.1. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists and
f ′(x∗)−1f ′(x) satisﬁes the radius Lipschitz condition with L average:
‖f ′(x∗)−1(f ′(x) − f ′(x))‖
∫ (x)
(x)
L(u) du, 01, (3.1)
where x = x∗ + (x − x∗), (x) = ‖x − x∗‖, and L is nondecreasing. Assume Bk = f ′(xk), ∀k in (1.3),
k = k‖(Pkf ′(xk))−1‖ · ‖Pkf ′(xk)‖ = k cond(Pkf ′(xk)) with k< 1. Let r > 0 satisfy
(1 + )
∫ r
0 L(u)u du
r(1 − ∫ r0 L(u) du) + 1. (3.2)
Then inexact Newton method is convergent for all x0 ∈ B(x∗, r) and
‖xk+1 − x∗‖
(
(1 + )
∫ (x0)
0 L(u)u du
(x0)
2(1 − ∫ (x0)0 L(u) du)(xk) + 
)
‖xk − x∗‖, (3.3)
where
q = (1 + )
∫ (x0)
0 L(u)u du
(x0)(1 −
∫ (x0)
0 L(u) du)
+  (3.4)
is less than 1.
Proof. Arbitrarily choosing x0 ∈ B(x∗, r), where r satisﬁes (3.2), then q determined by (3.4) is less than
1. In fact, by the monotonicity of L and Lemma 2.3, we have
q = (1 + )
∫ (x0)
0 L(u)u du
(x0)
2(1 − ∫ (x0)0 L(u) du)(x0) + 
< (1 + )
∫ r
0 L(u)u du
r2(1 − ∫ r0 L(u) du)r + 1.
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Now if xk ∈ B(x∗, r), we have by (1.3)
xk+1 − x∗ = xk − x∗ − f ′(xk)−1(f (xk) − f (x∗)) + f ′(xk)−1rk
= f ′(xk)−1f ′(x∗)
∫ 1
0
f ′(x∗)−1(f ′(xk) − f ′(x))(xk − x∗) d + f ′(xk)−1P−1k Pkrk
where x = x∗ + (xk − x∗). Hence, by Lemmas 2.1 and 2.2 and condition (3.1) we obtain
‖xk+1 − x∗‖‖f ′(xk)−1f ′(x∗)‖
∫ 1
0
‖f ′(x∗)−1(f ′(xk) − f ′(x))‖ · ‖xk − x∗‖ d
+ k‖(Pkf ′(xk))−1‖ · ‖Pkf (xk)‖

1
1 − ∫ (xk)0 L(u) du
∫ 1
0
∫ (xk)
(xk)
L(u) du(xk) d
+ k‖(Pkf ′(xk))−1‖ · ‖Pkf ′(xk)f ′(xk)−1f (xk)‖

∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du + k cond(Pkf
′(xk))
(
‖xk − x∗‖ +
∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du
)
(1 + k)
∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du + k‖xk − x
∗‖.
Taking k = 0 above, we obtain ‖x1 − x∗‖q‖x0 − x∗‖< ‖x0 − x∗‖. Hence, x1 ∈ B(x∗, r), this
shows that (1.3) can be continued an inﬁnite number of times. By mathematical induction, all xk
belong to B(x∗, r) and (xk) = ‖xk − x∗‖ decreases monotonically. Therefore, for all k0,
we have
‖xk+1 − x∗‖(1 + k)
∫ (xk)
0 L(u)u du
(xk)
2(1 − ∫ (xk)0 L(u) du)(xk)
2 + k(xk)

(
(1 + )
∫ (x0)
0 L(u)u du
(x0)
2(1 − ∫ (x0)0 L(u) du)(xk) + 
)
(xk).
Thus (3.3) follows. 
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Theorem 3.2. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists and
f ′(x∗)−1f ′(x) satisﬁes the center Lipschitz condition with L average:
‖f ′(x∗)−1f ′(x) − I‖
∫ (x)
0
L(u) du, 01, (3.5)
where x = x∗ + (x − x∗), (x) = ‖x − x∗‖, and L is nondecreasing. Assume Bk = f ′(x0), ∀k in (1.3),
k = k‖(P0f ′(x0))−1‖ · ‖P0f ′(x0)‖ = k cond(P0f ′(x0)) with k< 1. Let r > 0 satisfy
(1 + )
∫ r
0 L(u)(r − u) du
r(1 − ∫ r0 L(u) du) +
 + ∫ r0 L(u) du
1 − ∫ r0 L(u) du1. (3.6)
Then modiﬁed inexact Newton method is convergent for all x0 ∈ B(x∗, r) and
‖xk+1−x∗‖
(
(1+k)
∫ (x0)
0 L(u)((x0)−u) du
(x0)
2(1− ∫ (x0)0 L(u) du)(xk)+
k+
∫ (x0)
0 L(u) du
1 − ∫ (x0)0 L(u) du
)
‖xk − x∗‖,
(3.7)
where
q = (1 + )
∫ (x0)
0 L(u)((x0) − u) du
(x0)(1 −
∫ (x0)
0 L(u) du)
+  +
∫ (x0)
0 L(u) du
1 − ∫ (x0)0 L(u) du (3.8)
is less than 1.
Proof. Arbitrarily choosing x0 ∈ B(x∗, r), where r satisﬁes (3.6), then q determined by (3.8) is less than
1. In fact, by the monotonicity of L and Lemma 2.4, we have
q = (1 + )
∫ (x0)
0 L(u)((x0) − u) du
(x0)
2(1 − ∫ (x0)0 L(u) du)(x0) +
 + ∫ (x0)0 L(u) du
1 − ∫ (x0)0 L(u) du
< (1 + )
∫ r
0 L(u)(r − u) du
r2(1 − ∫ r0 L(u) du)r +
 + ∫ r0 L(u) du
1 − ∫ r0 L(u) du1.
Now if xk ∈ B(x∗, r), we have by (1.3)
xk+1 − x∗ = xk − x∗ − f ′(x0)−1(f (xk) − f (x∗)) + f ′(x0)−1rk
= f ′(x0)−1f ′(x∗)
∫ 1
0
f ′(x∗)−1(f ′(x0) − f ′(x))(xk − x∗) d + f ′(x0)−1P−1k Pkrk ,
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where x = x∗ + (xk − x∗). Hence, by Lemmas 2.1 and 2.2 and condition (3.5) we obtain
‖xk+1 − x∗‖‖f ′(x0)−1f ′(x∗)‖
∫ 1
0
‖f ′(x∗)−1(f ′(x0) − f ′(x))‖ · ‖xk − x∗‖ d
+ k‖(P0f ′(x0))−1‖ · ‖P0f (x0)‖
‖f ′(x0)−1f ′(x∗)‖
∫ 1
0
(‖f ′(x∗)−1(f ′(x0) − f ′(x∗))‖
+ ‖f ′(x∗)−1(f ′(x∗) − f ′(x))‖)
· ‖xk − x∗‖ d + k‖(P0f ′(x0))−1‖‖P0f (x0)‖

1
1 − ∫ (x0)0 L(u) du
∫ 1
0
(∫ (x0)
0
L(u) du +
∫ (xk)
0
L(u) du
)
(xk) d
+ k‖(P0f ′(x0))−1‖ · ‖P0f ′(x0)f ′(x0)−1f (xk)‖

∫ (x0)
0 L(u) du(xk) +
∫ (xk)
0 L(u)((xk) − u) du
1 − ∫ (x0)0 L(u) du + k cond(P0f
′(x0))
×
(
1 + ∫ (xk)0 L(u)((xk) − u) du
1 − ∫ (x0)0 L(u) du
)
‖xk − x∗‖

∫ (x0)
0 L(u) d u(xk) +
∫ (xk)
0 L(u)((xk) − u) du
1 − ∫ (x0)0 L(u) du + k
×
(
‖xk − x∗‖ +
∫ (xk)
0 L(u)((xk) − u) du
1 − ∫ (x0)0 L(u) du
)
.
Taking k=0 above, we obtain ‖x1−x∗‖q‖x0−x∗‖< ‖x0−x∗‖. Hence, x1 ∈ B(x∗, r), this shows that
(1.3) can be continued an inﬁnite number of times. By mathematical induction, all xk belong to B(x∗, r)
and (xk) = ‖xk − x∗‖ decreases monotonically. Therefore, for all k = 0, 1, . . . , we have
‖xk+1 − x∗‖(1 + k)
∫ (xk)
0 L(u)((xk) − u) du
(xk)
2(1 − ∫ (x0)0 L(u) du)(xk)
2 + k +
∫ (x0)
0 L(u) du
1 − ∫ (x0)0 L(u) du (xk)

(
(1 + )
∫ (x0)
0 L(u)((x0) − u) du
(x0)
2(1 − ∫ (x0)0 L(u) du)(xk) +
 + ∫ (x0)0 L(u) du
1 − ∫ (x0)0 L(u) du
)
(xk).
Thus (3.7) follows. 
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Theorems 3.1 and 3.2 give an estimate of the radii of convergence ball for inexact Newton method
and modiﬁed inexact Newton methods, respectively. In particular, for  = 0, the estimate for the radius
of convergence ball for Newton’s method is given by∫ r
0 L(u)u du
r(1 − ∫ r0 L(u) du)1
which can be found in [18]. Then, we can conclude that vanishing residuals, Theorem 3.1 merges into
the theory of Newton’s method.
A result analogous to Theorems 3.1 and 3.2 can also be proven for inexact Newton-like methods where
Bk = B(xk) approximates f ′(xk).
Theorem 3.3. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists
and f ′(x∗)−1f ′ satisﬁes the radius Lipschitz condition (3.1) with L is nondecreasing. Let B(x) be an
approximation to the f ′(x) for all x ∈ B(x∗, r), B(x) is invertible and
‖B(x)−1F ′(x)‖	1, ‖B(x)−1F ′(x) − I‖	2. (3.9)
Where k = k‖(Pkf ′(xk))−1‖ · ‖Pkf ′(xk)‖ = k cond(Pkf ′(xk)) with k< 1. Let r > 0 satisfy
(1 + ) 	1
∫ r
0 L(u)u du
r(1 − ∫ r0 L(u) du) + 	2 + 	11. (3.10)
Then inexact Newton-like method is convergent for all x0 ∈ B(x∗, r) and
‖xk+1 − x∗‖
(
(1 + ) 	1
∫ (x0)
0 L(u)u du
(x0)
2(1 − ∫ (x0)0 L(u) du)(xk) + 	2 + 	1
)
‖xk − x∗‖, (3.11)
where
q = (1 + ) 	1
∫ (x0)
0 L(u)u du
(x0)(1 −
∫ (x0)
0 L(u) du)
+ 	2 + 	1 (3.12)
is less than 1.
Proof. Arbitrarily choosing x0 ∈ B(x∗, r), where r satisﬁes (3.10), then q determined by (3.12) is less
than 1. In fact, by the monotonicity of L and Lemma 2.3 , we have
q = (1 + ) 	1
∫ (x0)
0 L(u)u du
(x0)
2(1 − ∫ (x0)0 L(u) du)(x0) + 	2 + 	1
< (1 + ) 	1
∫ r
0 L(u)u du
r2(1 − ∫ r0 L(u) du)r + 	2 + 	11.
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Now if xk ∈ B(x∗, r), we have by (1.3)
xk+1 − x∗ = xk − x∗ − B−1k (f (xk) − f (x∗)) + B−1k rk
= xk − x∗ −
∫ 1
0
B−1k f
′(x) dt (xk − x∗) + B−1k P−1k Pkrk
= − B−1k f ′(xk)
∫ 1
0
f ′(xk)−1f ′(x∗)(f ′(x∗)−1(f ′(xk) − f ′(x)))(xk − x∗) d
+ B−1k (f ′(xk) − Bk)(xk − x∗) + B−1k P−1k Pkrk ,
where x = x∗ + (xk − x∗). Hence, by Lemmas 2.1and 2.2 and condition (3.1) we obtain
‖xk+1 − x∗‖‖B−1k f ′(xk)‖
∫ 1
0
‖f ′(xk)−1f ′(x∗)‖‖f ′(x∗)−1(f ′(xk) − f ′(x))‖ · ‖xk − x∗‖ d
+ ‖B−1k (f ′(xk) − Bk)‖ · ‖xk − x∗‖ + k‖B−1k P−1k ‖‖Pkf (xk)‖

	1
1 − ∫ (xk)0 L(u) du
∫ 1
0
∫ (xk)
(xk)
L(u) du(xk) d + 	2(xn)
+ k‖B−1k f ′(xk)‖‖(Pkf ′(xk))−1‖‖Pkf ′(xk)‖
∥∥∥∥
∫ 1
0
f ′(xk)−1f (xk) d(xk − x∗)
∥∥∥∥

	1
∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du + 	2(xk) + 	1k
(
(xk) +
∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du
)
(1 + k)	1
∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du + (	2 + 	1k)(xk).
Taking k=0 above, we obtain ‖x1−x∗‖q‖x0−x∗‖< ‖x0−x∗‖. Hence, x1 ∈ B(x∗, r), this shows that
(1.3) can be continued an inﬁnite number of times. By mathematical induction, all xn belong to B(x∗, r)
and (xk) = ‖xk − x∗‖ decreases monotonically. Therefore, for all k0, we have
‖xk+1 − x∗‖(1 + k) 	1
∫ (xk)
0 L(u)u du
(xk)
2(1 − ∫ (xk)0 L(u) du)(xk)
2 + (	2 + 	1k)(xk)

(
(1 + ) 	1
∫ (x0)
0 L(u)u du
(x0)
2(1 − ∫ (x0)0 L(u) du)(xk) + 	2 + 	1
)
(xk).
Thus (3.11) follows. 
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Remark 3.1. The results we proved state inverse proportionality between cond(PkBk) and each forcing
term k . Such conditions are sufﬁcient for convergence, andmay be overly restrictive for the upper bounds
on {k}, ifPkBk are bad conditionedmatrices. But we can choose appropriatePk to preconditionBk which
can lead to relaxation on the forcing terms. The more properties about scaling residual control can be
found in [13].
4. Applications
In the study of the Newton’s method, the assumption that the derivative is Lipschitz continuous is
considered traditional. In this section, we will apply the obtained results to some concrete cases. By
taking L as a constant, the following corollaries are obtained under Lipschitz conditions (3.1) and (3.5)
directly.
Corollary 4.1. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists and
f ′(x∗)−1f ′(x) satisﬁes the radius Lipschitz condition with L average.
‖f ′(x∗)−1(f ′(x) − f ′(x))‖(1 − )L‖x − x∗‖, 01, (4.1)
where x = x∗ + (x − x∗), (x)= ‖x − x∗‖. Assume Bk = f ′(xk), ∀k in (1.3), k = k‖(Pk f ′(xk))−1‖ ·
‖Pk f ′(xk)‖ = k cond(Pk f ′(xk)) with k< 1. Let r > 0 satisfy
r = 2(1 − )
L(3 − ) . (4.2)
Then inexact Newton method is convergent for all x0 ∈ B(x∗, r),
q =  + L‖x0 − x
∗‖(1 + )
2(1 − L‖x0 − x∗‖) < 1, (4.3)
and inequality (3.3) holds.
Corollary 4.2. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists and
f ′(x∗)−1f ′(x) satisﬁes the center Lipschitz condition with L average:
‖f ′(x∗)−1f ′(x) − I‖L‖x − x∗‖, 01, (4.4)
where x = x∗ + (x − x∗), (x) = ‖x − x∗‖, and L is nondecreasing. Assume Bk = f ′(x0), ∀k in (1.3),
k = k‖(P0f ′(x0))−1‖ · ‖P0f ′(x0)‖ = k cond(P0f ′(x0)) with k< 1. Let r > 0 satisfy
r = 2(1 − )
L(5 + ) . (4.5)
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Then modiﬁed inexact Newton method is convergent for all x0 ∈ B(x∗, r),
q = L‖x0 − x
∗‖ + 
1 − L‖x0 − x∗‖ +
L‖x0 − x∗‖(1 + )
2(1 − L‖x0 − x∗‖) < 1, (4.6)
and inequality (3.7) holds.
Corollary 4.3. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists and
f ′(x∗)−1f ′ satisﬁes the radius Lipschitz condition (4.1) with L is positive number. Assume B(x) be an
approximation to the f (x) for all x ∈ B(x∗, r), B(x) satisﬁes condition (3.9), k = k‖(Pkf ′(xk))−1‖ ·
‖Pkf ′(xk)‖ = k cond(Pkf ′(xk)) with k< 1. Let r > 0 satisfy
r = 2(1 − 	1 − 	2)
L(2 + 	1 − 	1 − 2	2) . (4.7)
Then inexact Newton-like method is convergent for all x0 ∈ B(x∗, r),
q = 	1 + 	2 + L‖x0 − x
∗‖	1(1 + )
2(1 − L‖x0 − x∗‖) < 1, (4.8)
and the inequality (3.11) holds.
Remark 4.1. The results of Corollary 4.1 can be found in [13], and if taking =0 in Corollary 4.1,Wang
(see [15,16,18]) also gave the similar results of Newton’s method. But it seems that Corollaries 4.2 and
4.3 have not appeared in the literature.
5. Convergence under weaker Lipschitz condition
In this section, we will consider the system of nonlinear equations (1.1) under weaker Lipschitz con-
dition.
In Section 3, we studied the inexact Newton method and inexact Newton-like method under condition
(3.1). In fact, similar to Theorem 3.2, we can also give the convergence of the inexact Newton method
and inexact Newton-like method with Lipschitz condition (3.5).
Theorem 5.1. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists
and f ′(x∗)−1f ′ satisﬁes the radius Lipschitz condition (3.5) with L is nondecreasing. Let B(x) be an
approximation to the f ′(x) for all x ∈ B(x∗, r), B(x) is invertible and
‖B(x)−1F ′(x)‖	1, ‖B(x)−1F ′(x) − I‖	2. (5.1)
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Where k = k‖(Pkf ′(xk))−1‖ · ‖Pkf ′(xk)‖ = k cond(Pkf ′(xk)) with k< 1. Let r > 0 satisfy
	1
∫ r
0 L(u)(2r + ( − 1)u) du
r(1 − ∫ r0 L(u) du) + 	2 + 	11. (5.2)
Then inexact Newton-like method is convergent for all x0 ∈ B(x∗, r) and
‖xk+1 − x∗‖
(
	1
∫ (x0)
0 L(u)(2(x0) + ( − 1)u) du
(x0)
2(1 − ∫ (x0)0 L(u) du) (xk) + 	2 + 	1
)
‖xk − x∗‖, (5.3)
where
q = 	1
∫ (x0)
0 L(u)(2(x0) + ( − 1)u) du
(x0)(1 −
∫ (x0)
0 L(u) du)
+ 	2 + 	1 (5.4)
is less than 1.
Proof. Arbitrarily choosing x0 ∈ B(x∗, r), where r satisﬁes (5.2), then q determined by (5.4) is less than
1. In fact, by the monotonicity of L and Lemmas 2.3 and 2.4, we have
q = 	1
∫ (x0)
0 L(u)(2(x0) + ( − 1)u) du
(x0)
2(1 − ∫ (x0)0 L(u) du) (x0) + 	2 + 	1
<	1
∫ r
0 L(u)(2r + ( − 1)u) du
r2(1 − ∫ r0 L(u) du) r + 	2 + 	11.
Now if xk ∈ B(x∗, r), we have by (1.3)
xk+1 − x∗ = xk − x∗ − B−1k (f (xk) − f (x∗)) + B−1k rk
= xk − x∗ −
∫ 1
0
B−1k f
′(x) dt (xk − x∗) + B−1k P−1k Pkrk
= − B−1k f ′(xk)
∫ 1
0
f ′(xk)−1f ′(x∗)(f ′(x∗)−1(f ′(xk) − f ′(x)))(xk − x∗) d
+ B−1k (f ′(xk) − Bk)(xk − x∗) + B−1k P−1k Pkrk ,
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where x = x∗ + (xk − x∗). Hence, by Lemmas 2.1 and 2.2 and condition (3.5) we obtain
‖xk+1 − x∗‖‖B−1k f ′(xk)‖
∫ 1
0
‖f ′(xk)−1f ′(x∗)‖‖f ′(x∗)−1(f ′(xk) − f ′(x))‖ · ‖xk − x∗‖ d
+‖B−1k (f ′(xk)−Bk)‖ · ‖xk−x∗‖ + k‖B−1k P−1k ‖‖Pkf (xk)‖
‖B−1k f ′(xk)‖ · ‖f ′(xk)−1f ′(x∗)‖
∫ 1
0
(‖f ′(x∗)−1(f ′(xk) − f ′(x∗))‖
+ ‖f ′(x∗)−1(f ′(x∗) − f ′(x))‖) · ‖xk − x∗‖ d
+ ‖B−1k (f ′(xk) − Bk)‖ · ‖xk − x∗‖ + k‖B−1k P−1k ‖‖Pkf (xk)‖

	1
1− ∫ (xk)0 L(u) du
∫ 1
0
(∫ (xk)
0
L(u) du+
∫ (xk)
0
L(u) du
)
(xk) d+	2(xn)
+ k‖B−1k f ′(xk)‖‖(Pkf ′(xk))−1‖‖Pkf ′(xk)‖
∥∥∥∥
∫ 1
0
f ′(xk)−1f (xk) d(xk − x∗)
∥∥∥∥
	1
∫ (xk)
0 L(u)(2(xk) − u) du
1 − ∫ (xk)0 L(u) du + 	2(xk) + 	1k
(
(xk) +
∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du
)
	1
∫ (xk)
0 L(u)(2(xk) − u) du
1 − ∫ (xk)0 L(u) du + 	1k
∫ (xk)
0 L(u)u du
1 − ∫ (xk)0 L(u) du + (	2 + 	1k)(xk).
Taking k=0 above, we obtain ‖x1−x∗‖q‖x0−x∗‖< ‖x0−x∗‖. Hence, x1 ∈ B(x∗, r), this shows that
(1.3) can be continued an inﬁnite number of times. By mathematical induction, all xn belong to B(x∗, r)
and (xk) = ‖xk − x∗‖ decreases monotonically. Therefore, for all k0, we have
‖xk+1 − x∗‖	1
∫ (xk)
0 L(u)(2(xk) − u) du
(xk)
2(1 − ∫ (xk)0 L(u) du) (xk)
2 + 	1k
∫ (xk)
0 L(u)u du
(xk)
2(1 − ∫ (xk)0 L(u) du)(xk)
2
+ (	2 + 	1k)(xk)
	1
∫ (x0)
0 L(u)(2(x0) − u) du
(x0)
2(1 − ∫ (x0)0 L(u) du)(xk)
2 + 	1
∫ (x0)
0 L(u)u du
(x0)
2(1 − ∫ (x0)0 L(u) du)(xk)
2
+ (	2 + 	1)(xk)

(
	1
∫ (x0)
0 L(u)(2(x0) + ( − 1)u) du
(x0)
2(1 − ∫ (x0)0 L(u) du) (xk) + 	2 + 	1
)
(xk).
Thus (5.3) follows. 
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If taking B(x)−1 = F ′(x), i.e., w1 = 1, w2 = 0 in Theorem 5.1, we obtain the inexact Newton method
under condition (3.5) immediately.
Theorem 5.2. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists and
f ′(x∗)−1f ′(x) satisﬁes the radius Lipschitz condition with L average:
‖f ′(x∗)−1(f ′(x) − f ′(x))‖
∫ (x)
(x)
L(u) du, 01, (5.5)
where x = x∗ + (x − x∗), (x) = ‖x − x∗‖, and L is nondecreasing. Assume Bk = f ′(xk), ∀k in (1.3),
k = k‖(Pkf ′(xk))−1‖ · ‖Pkf ′(xk)‖ = k cond(Pkf ′(xk)) with k< 1. Let r > 0 satisfy∫ r
0 L(u)(2r + ( − 1)u) du
r(1 − ∫ r0 L(u) du) + 1. (5.6)
Then inexact Newton method is convergent for all x0 ∈ B(x∗, r) and
‖xk+1 − x∗‖
(∫ (x0)
0 L(u)(2(x0) + ( − 1)u) du
(x0)
2(1 − ∫ (x0)0 L(u) du) (xk) + 
)
‖xk − x∗‖, (5.7)
where
q = 	1
∫ (x0)
0 L(u)(2(x0) + ( − 1)u) du
(x0)(1 −
∫ (x0)
0 L(u) du)
+  (5.8)
is less than 1.
In particular, taking L as a constant, we can obtain the following corollaries.
Corollary 5.1. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists and
f ′(x∗)−1f ′ satisﬁes the center Lipschitz condition (4.4) where L is positive number. Assume B(x) be an
approximation to the f (x) for all x ∈ B(x∗, r), B(x) satisﬁes condition(5.1),k = k‖(Pkf ′(xk))−1‖ ·
‖Pkf ′(xk)‖ = k cond(Pkf ′(xk)) with k< 1. Let r > 0 satisfy
r = 2(1 − 	1 − 	2)
L(2 + 3	1 − 	1 − 2	2) . (5.9)
Then inexact Newton-like method is convergent for all x0 ∈ B(x∗, r),
q = 	1 + 	2 + L‖x0 − x
∗‖	1(3 + )
2(1 − L‖x0 − x∗‖) < 1, (5.10)
and the inequality (5.3) holds.
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Corollary 5.2. Suppose x∗ satisﬁes (1.1), f has a continuous derivative in B(x∗, r), f ′(x∗)−1 exists
and f ′(x∗)−1f ′(x) satisﬁes the center Lipschitz condition (4.4). Assume Bk = f ′(xk), ∀k in (1.3), k =
k‖(Pkf ′(xk))−1‖ · ‖Pkf ′(xk)‖ = k cond(Pkf ′(xk)) with k< 1. Let r > 0 satisfy
r = 2(1 − )
L(5 − ) . (5.11)
Then inexact Newton method is convergent for all x0 ∈ B(x∗, r),
q =  + L‖x0 − x
∗‖(3 + )
2(1 − L‖x0 − x∗‖) < 1, (5.12)
and inequality (5.7) holds.
Remark 5.1. The results in this section are all new under the center Lipschitz condition. Especially,
Theorems 5.1, 5.2 and Corollaries 5.1, 5.2 improve the convergence conclusions of Newton’s method
[15,16,18] in the limiting case of vanishing residuals, i.e., k = 	0 = 0, 	1 = 1. The following example
shows that the convergence result under the center Lipschitz condition is an essential improvement.
Example 5.1. Deﬁne a function
f (x) =
∫ x
0
(
1 +  cos 


)
d, ∀x ∈ R.
Then
f ′(x) =
{
1 + x cos 

x
, x = 0;
1, x = 0.
It is clear that x∗ = 0 is a zero of f and f ′(x) satisﬁes
‖f ′(x∗)f ′(x) − I‖ =
∣∣∣x cos 

x
∣∣∣  |x − x∗|, ∀x ∈ R.
It follows from Theorems 5.1 and 5.2 that for any x0 ∈ B(x∗, 2/5)
‖xk+1 − x∗‖
(
3|x0|
2(1 − |x0|)
)
‖xk − x∗‖2, k = 0, 1, 2, . . . .
However, there is no positive integrable function L such that (3.5) or (4.4) is satisﬁed. In fact, notice that
‖f ′(x∗)−1(f ′(x) − f ′(x))‖ =
∣∣∣x cos 

x
− x cos 

x
∣∣∣= 1
n
,
for x = 1
n
, = 2n/(2n+ 1) and n= 1, 2, . . . . Thus, if there was a positive integrable function L such that
(3.5) holds in the ball B(x∗, r) for some r > 0, it follows that there exists some n0 > 1 such that∫ r
0
L(u) du
+∞∑
k=n0
∫ 1
n
2n/(2n+1)
L(u) du
+∞∑
k=n0
1
k
= +∞,
which is a contradiction.
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Table 1
Estimated radii
 Estimates (4.2) Estimates (4.5) Estimates (5.2)
r = 2(1 − )/L(3 − ) r = 2(1 − )/L(5 + ) r = 2(1 − )/L(5 − )
0.9 0.14285714 0.05084746 0.07317073
0.7 0.39130435 0.15789474 0.20930233
0.5 0.60000000 0.27272727 0.33333333
0.4 0.69230769 0.33333333 0.39130435
0.2 0.85714286 0.46153846 0.50000000
0 1.00000000 0.60000000 0.60000000
Remark 5.2. Theorems 3.1–3.3, 5.1 and 5.2 give us a perceptive apprehension of convergence for inexact
Newton methods. Giving approximately estimated radii of convergence ball helps to ensure that inexact
Newton methods converge rapidly and is also important to choose an initial iterative point inexact Newton
methods. Fortunately, only a rough estimation of radii for convergence ball is enough to do those. The
following example will show us how to give estimated radii of convergence ball.
Example 5.2. Deﬁne a function
f (x) =
{−x + 13x2, 0x1;
−x − 13x2, −1x < 0.
Then
f ′(x) =
{−1 + 23x, 0x1;
−1 − 23x, −1x < 0.
Obviously, x∗ = 0 is a zero of f and f ′(x) satisﬁes
‖f ′(x∗)−1(f ′(x) − f ′(x))‖ = 23(1 − )|x − x∗|.
Hence, when using inexact methods and taking different , we get the results of the estimated radii in
Table 1.
Moreover, we should choose initial iterative point x0 <r , which can ensure rapid convergence. In fact,
by taking x0 = 1, and  = 0 in inexact methods, we have
x1 = x0 − [f ′(x0)]−1f (x0)
= x0 − 1−1 + 23x0
(
−x0 + 13x
2
0
)
= x0 − 2x0 = −1,
and xn = (−1)n, n = 1, 2, . . . . That is to say, x0 on the boundary of the convergence ball can make
the inexact methods fails.
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6. Discussion for assumptions
In the previous three sections, Lipschitz assumptions (3.1), (3.5), (4.1) and (4.4) have been used. We
remark that the conditions (3.1), (3.5), (4.1) and (4.4) are all afﬁne invariants, as it is insensitive with
respect to transformations of the mapping f (x) of the form: f (x) −→ Af (x), A an invertible matrix, as
long as the same afﬁne transformation is also valid for B(x) (see e.g. inexact Newton method, modiﬁed
inexact Newton method and inexact Newton-like methods).
Since Newton’s iterates are afﬁne invariant, in [6,19] convergence conditions were determined in afﬁne
invariant terms. With the Pk = B−1k proposed in this paper, we point out that Theorems 3.1–3.3, 5.1 and
5.2 represent an afﬁne convergence analysis of inexact Newton methods.
Under afﬁne invariant Lipschitz condition:
‖f ′(x∗)−1(f ′(x) − f ′(y))‖L‖x − y‖, ∀x, y ∈ B(x∗, r), (6.1)
the convergence analysis of inexact Newton method is given in [13]. It follows from Example 5.1 that
the conditions (3.1), (3.5), (4.1) and (4.4) are essentially weaker than the condition (6.1). That is to say,
under weaker afﬁne invariant Lipschitz condition, Theorems 3.1–3.3, 5.1 and 5.2 show the convergence
analysis of inexact Newton methods. Hence, Theorems 3.1–3.3, 5.1 and 5.2 really extend the results in
[13,15,16,18] and expand the application ﬁelds of inexact Newton methods and Newton’s method.
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