Index (ISI), and Fire Weather Index (FWI) -as a proxy for spread days. Then we used self-26 organizing maps (SOMs) to predict spread days, with sea-level pressure and 500-hPa 27 geopotential height as predictors. SOMs require many input parameters, and we performed an 28 experiment to optimize six key parameters. For each month of the fire season (May -August), 29
we also tested whether SOMs perform better when trained with only one month or with 30 neighbouring months as well. Good performance (AUC of 0.8) was achieved for FFMC and ISI, 31 while nearly good performance was achieved for FWI. To our knowledge, this is the first study 32 to develop a machine-learning model for extreme fire weather that could be deployed in real-33 time. 34 35 D r a f t Wotton 2001; Scotto et al. 2014) . These days are called "spread-event days" (Parisien et al. 48 2005; Podur and Wotton 2011), or "spread days" (Wang et al. 2014b) , and can be used to 49 estimate potential fire danger (Parisien et al. 2013; Wang et al. 2015; Wang et al. 2016) . Thus, 50 predicting the spatial and temporal occurrence of spread days over a large area would be a 51 valuable tool for fire management and prediction. 52 Skinner et al. (1999) show that extreme fire weather is favoured by certain large-scale 53 weather patterns ("synoptic patterns") in the mid-troposphere (at the 500-hPa pressure level, 54 which is usually 5-6 km above sea level). Specifically, extreme fire weather is common under a 55 strong longwave ridge (high-pressure axis with wavelength of ~1000 km), during the breakdown 56 of a longwave ridge, and in the eastern sector of an upper-level shortwave trough (low-pressure 57 axis with wavelength of ~200 km). Longwave ridges are often associated with warm, dry 58 weather, which allows the fuels to dry. Meanwhile, shortwave troughs are often associated with 59 D r a f t strong wind, which can cause existing fires to spread rapidly. Also, shortwave troughs are 60 sometimes associated with thunderstorms, which can provide an ignition source (lightning) . 61
However, these relationships between synoptic weather and wildfire are non-linear and high-62 dimensional, which means that they cannot be easily modeled by traditional statistical methods 63 (e.g., linear regression). More sophisticated methods are required. 64
Neural networks (Cheng and Titterington 1994) are well known for their ability to learn 65 non-linear relationships. Self-organizing maps (SOMs), a type of neural network, are also well 66 suited to handle high-dimensional data (e.g., gridded meteorological data). SOMs have been 67 used successfully in many meteorological studies, such as attribution of extreme events to 68 synoptic patterns (Cavazos 2000; Nishiyama et al. 2007; Schuenemann et al. 2009 ) and 69 predicting changes in the occurrence of synoptic patterns under climate change (Schuenemann 70 and Cassano 2009, 2010) . In most of these cases, the predictors were synoptic pressure fields, 71 because pressure is well forecast by numerical weather prediction (NWP) models (Kanamitsu et 72 al. 2002; Colle et al. 2003; Krishnamurti et al. 2003; Hamill et al. 2013) . Thus, we hypothesized 73 that by applying a SOM to forecast pressure fields, we could produce good fire-weather 74 forecasts. Specifically, we used sea-level pressure (SLP) and 500-hPa geopotential height 75 (H500) as predictors. 76
Fire weather in Canada is measured by the empirically based Canadian Fire Weather 77
Index System (CFWIS) (Van Wagner 1987) , which is a key component of the Canadian Forest 78
Fire Danger Rating System (CFFDRS) (Stocks et al. 1989; Taylor and Alexander 2006) Spread Index (ISI), Build-up Index (BUI), and Fire Weather Index (FWI) -are calculated from 86 the fuel-moisture codes. These are proxies for the rate of fire spread, amount of combustible 87 fuel, and overall fire intensity, respectively. 88
Here we use SOMs to predict extreme fire weather in northern Alberta, where wildfires 89 are common and weather conditions have been monitored for decades. SOMs were trained on 90 SLP and H500 fields to produce "map types," or typical composite SLP-H500 fields; then a fire-91 weather climatology was created for each map type. This conditional climatology involves 92 statistics of the three dependent variables: FFMC, ISI, and FWI. Our main objectives were to (a) 93 develop a general framework for using SOMs to predict fire weather and (b) create a set of 94 calibrated SOMs for predicting extreme fire weather in northern Alberta. 95 96
2.
Data and methods 97
Study area 98
Our main study area was northern Alberta (Figure 1(a) ). Throughout Alberta between 99 1961 and 2014, wildfires burned an average of 147 800 ha per year, with a minimum of 1750 ha 100 in 1962 and maximum of 1 357 190 ha in 1981 357 190 ha in (Blouin et al. 2016 . Most of these fires occurred 101 in the northern part of the province, which is heavily forested (Stocks et al. 2002) . 102
To eliminate edge effects, we buffered northern Alberta with parts of western 103 Saskatchewan, eastern British Columbia, and the southern Northwest Territories. Thus, the full 104 study area reaches 53-63 °N and 108-122 °W (Figure 1(a) ). This area consists mainly of two 105 D r a f t ecozones (Ecological Stratification Working Group 1996) , the Taiga Plains in the northwest and 106
Boreal Plains elsewhere (Figure 1(b) (2015) . The EC 118 (AAF) dataset contains 560 (318) stations in our study area, covering 1953 -2007 (1975 -119 2009) . See Figure 1 (a) for station locations. 120
For the EC dataset, CFWIS indices were calculated using the R function fwi (Wang et 121 al. 2017) . For the AAF dataset, CFWIS indices were already calculated. Inputs for the CFWIS 122 indices should include accumulated precipitation from 1200-1200 LST, but precipitation in the 123 EC dataset is measured from 0600 -0600 UTC (2300 -2300 LST in northern Alberta). Thus, 124 the offset between the two measurement periods was 11 hours. However, our model focuses on 125 extreme fire weather, which usually occurs only after a prolonged dry period. Thus, the 11-hour 126 offset was an issue only when precipitation occurred at the end of a prolonged dry period. 127 D r a f t
Predictor variables 129
In datasets with many grid cells (as in Figure 1(b) ), the dimensionality increases quickly 130 with the number of variables. For example, if there are 500 grid cells, adding one variable 131 increases the dimensionality by 500. High dimensionality leads to longer processing time, more 132 memory usage, and often overfitting. These symptoms are part of the "curse of dimensionality". 133
In similar studies (where SOMs were trained with many grid cells), only 1 -3 variables were 134 used (e.g., Hewitson and Crane 2002; Reusch et al. 2005; Nishiyama et al. 2007; Schuenemann 135 et al. 2009; Schuenemann and Cassano 2009, 2010) . In this study we used two predictor 136 variables, the aforementioned SLP and H500. 137 SLP and H500 drive the surface and upper-level winds, respectively, which allows them to 138 significantly impact surface weather conditions. Low pressure generally leads to cool and wet 139 (poor burning) conditions, while high pressure generally leads to warm and dry (good burning) 140 conditions. For example, as mentioned in Section 1, longwave pressure ridges often lead to 141 warm and dry conditions, which promote the drying of fuels. 142 SLP and H500 fields were downloaded from the North American Regional Reanalysis 143 (NARR) (Mesinger et al. 2006) . The NARR is an atmospheric and hydrological dataset, created 144 using output from the National Centers for Environmental Prediction (NCEP) -Department of 145 Energy (DOE) Global Reanalysis, the NCEP Eta model, the Noah land-surface model, and 146 observed precipitation. NARR data are provided on a 32-km grid with 3-hour time steps. We 147 used every fourth grid cell (every second grid cell in both x-and y-directions), which increased 148 the grid spacing to 64 km. This helped to mitigate high-dimensionality problems. At the simplest level, a SOM is a two-dimensional array of neurons. Each neuron has 180 two properties: its position in the array, and a "codebook vector" or "map type," which is a 181 pattern found in the training data. Each training example is a predictor field, consisting of the 182 four gradient components at each grid cell in Figure 1 
(b). The dimensions of the neuron layer 183
and predictor fields are independent. However, the dimensions of a map type equal the 184 dimensions of a predictor field (252 grid cells by 4 variables). As the SOM is trained, each map 185 type becomes more similar to a subset of the training data; in other words, map types are 186 "adjusted to" the training data. However, if the SOM is trained for too long, it will overfit and 187 generalize poorly to new data. 188
After training the SOM, map types are correlated with fire weather. In other words, a 189 conditional climatology is created for each dependent variable, given each map type. Assuming 190 that (a) conditional climatologies hold for new data and (b) good forecasts of SLP and H500 are 191 available, map types can be used to make good fire-weather forecasts on new data. 192
The fire season in northern Alberta is roughly May through August (Skinner et al. 2002) . 193 Thus, we trained SOMs for one month at a time, which allowed them to implicitly account for 194 seasonality (e.g., the same synoptic pressure pattern might cause different fire-weather 195 D r a f t conditions in May than in August). Lastly, to control for overfitting, the data for each SOM were 196 split into a test set (1980, 1985, 1990, 1995, 2000, 2005) and training set (the other 22 years). 197
For more details on using SOMs to predict fire weather, see supplementary material. 198 199
Forecast evaluation 200
SOMs were evaluated with receiver operating characteristic (ROC) curves (Metz 1978) . 201
For each SOM and each dependent variable V, the ROC curve is created as follows. 
Tuning (calibration of input parameters) 216
Using the framework developed in supplementary material, we trained SOMs with 217 various input parameters, with the goal of optimizing parameters for each dependent variable and 218 D r a f t month. However, it was impossible to experiment with all parameters, so some were fixed using 219 a priori reasoning. These "controlled parameters" are listed in Table 2 , while "experimental 220 parameters" are listed in Table 3 . 221
For two of the six experimental parameters, values were set by a coefficient rather than 222 directly, following suggestions in SOM_PAK. The first is number of epochs, which was set using 223
Equations 3. 224
is the number of epochs for rough-(fine-) tuning; d is a coefficient; N neurons is the 227 number of neurons; and N training is the number of training examples. The second is initial 228 neighbourhood radius, which was set using Equations 4. 229
is the initial radius for rough-(fine-)tuning; c 1 and c 2 are coefficients; N rows is the 232 number of rows, and N cols is the number of columns, in the neuron array. 233 234
Tuning, Phase One 235
For each dependent variable, we trained SOMs with all 5760 combinations of the six 236 experimental parameters. In this phase SOMs were trained for July only, without the use of 237 neighbouring months. This decreased processing time and allowed all 5760 combinations to be 238 tested. By tuning parameters for July only, we assumed that optimal parameters (a) are similar 239 For all dependent variables in June and FWI in August, the best SOMs were those trained 289 with neighbouring months. Also, for these four variable-month pairs, nearly all SOMs trained 290 with neighbouring months were better than all SOMs trained without. For the other eight 291 variable-month pairs, the opposite was true. 292
Based on these results, recommended values of experimental parameters are given in 293 Table 5 . 294
Discussion and conclusions 295
The chosen SOMs were consistently good or nearly good predictors of FFMC and ISI, 296 but only fair predictors of FWI. As discussed in Van Wagner (1987) , FFMC and ISI respond 297 more quickly to changes in weather conditions than does FWI. This is because the FWI formula 298 involves BUI (a proxy for combustible fuel), which has a much longer response time. To 299 account for this, we made the e-folding time and maximum lags longer (1 and 8 days, 300 respectively) for FWI. However, FWI predictions still had the worst performance of all three 301 variables. Perhaps this is because FWI's response to weather conditions does not follow the 302 exponential decay assumed in Equations 4 of the supplement, or perhaps the values chosen for e-303 folding time and maximum lag were inappropriate. 304
Inferior SOM performance in June and July was probably due to increased thunderstorm 305 activity in these months. Thunderstorms often produce heavy rain and strong winds, both of 306 which significantly impact fire weather. However, thunderstorms are subsynoptic-scale 307 phenomena, which makes them harder to predict with synoptic weather patterns (e.g., pressure 308 D r a f t fields at 64-km resolution). This shortcoming could potentially be improved by (a) downloading 309 predictor fields from a higher-resolution model or (b) using additional variables with a stronger 310 relation to thunderstorm activity, such as convective available potential energy (CAPE). 311
However, these approaches would increase the number of (a) grid cells or (b) variables, which 312 would increase the risks associated with high dimensionality (Section 2.2.2). 313
The best SOMs for June were those trained with neighbouring months, which suggests 314 that the relationship between predictors (SLP and H500) and fire weather is fairly constant from 315 May through July. This also suggests that other predictors of fire weather (those not included in 316 the SOMs) are fairly constant over the three months. For May, July, and August, the best SOMs 317 were those trained without neighbouring months, which suggests that non-included predictors 318 (e.g., temperature and humidity) changed significantly over the neighbouring months. This 319 result was unexpected, since temperature and humidity in northern Alberta change more from 320 May -July (the neighbours of June) than, for example, from June -August (the neighbours of 321 July). For example, see climate normal for Athabasca, Fort McMurray, Grande Prairie, and High 322 Level (Environment Canada 2015b). Perhaps July results worsened with neighbouring months 323 simply because July has more thunderstorm activity, so fire weather in July is less dependent on 324 synoptic patterns than in neighbouring months. 325
Previous machine-learning studies in fire weather have attempted to predict only human-326 caused fire ignition (Cunningham and Martell 1973; Martell et al. 1987 Martell et al. , 1989 ; Garcia et al. Portugal. Although they developed a predictive model, it requires data for the first four months 336 of the fire season, which precludes it from real-time use. 337
To the best of our knowledge, this is the first study to develop a fire-weather-prediction 338 model that could be deployed in real-time. We chose to predict fire weather, rather than activity, 339 due to human stochasticity involved in the latter (e.g., human-caused ignition and suppression 340 efforts). Weather is arguably the best predictor of fire activity over time periods of a month or 341
longer (Cary et al. 2006; Abatzoglou and Kolden 2013). Also, NWP-forecast pressure fields and 342
daily CFWIS indices are already ubiquitous in Canadian fire management. Thus, our product 343 could be a useful and easily applied tool for fire-management agencies throughout Canada. 344
However, our models apply only to northern Alberta, so separate SOMs would need to be trained 345 for other regions. The neighbourhood function determines the update weight for each neuron j, based on its distance from the winner neuron n* in map space (i.e., the Euclidean distance between the positions of neurons j and n*). Neurons closer to n* are given a higher update weight, so their map types are adjusted more strongly towards the training example. Meanwhile, the neighbourhood radius is the distance from n* at which the neighbourhood function drops to zero (or a very small value, if the neighbourhood function is Gaussian). Throughout both rough-and fine-tuning, the neighbourhood radius decreases to 1, so that only n* and its immediate neighbours are updated.
As a concrete example, the Gaussian neighbourhood function is as follows. The meaning of each variable is the same as in Equation 1.
During rough-tuning, the neighbourhood radius is larger; thus, the SOM is more sensitive and requires fewer epochs to learn patterns in the training data. During fine-tuning, the neighbourhood radius is smaller, so the SOM is less sensitive and needs more epochs. The twostage training method reduces the risk of overfitting, as fine-tuning only may fit the SOM to noise in the training data. 
x is the relevant variable (SLP or H500); θ is the orientation of the gradient vector; 
Correlating the SOM
Correlation and forecast evaluation (Section 1.4) require three input parameters for each dependent variable (FFMC, FWI, and ISI): the extreme-value threshold, e-folding time, and maximum time lag. 3. For each time lag k from 1…k max days, calculate the frequency of extreme V within 100 km of G.
Since the distribution of weather stations does not match the 64-km grid used for map types, a buffer distance was required to link map types and dependent variables spatially. As shown above, we chose a buffer distance of 100 km. In experiments (not shown), SOM performance was similar for buffer distances of 50 and 200 km. We chose 100 km subjectively, as this produced the easiest maps for us to interpret. The buffer distance could easily be changed, depending on users' needs.
Forecast evaluation
Evaluation consists of two steps: (a) predict dependent variables for test cases and (b) compare predictions with true values.
The following procedure was used to predict test cases for each dependent variable V, on date D at grid cell G. Again, let k max be the maximum time lag for V. 
k is the time lag (days); k max is the maximum time lag for variable V (days); w k is the weight for the k th time lag; f k is the frequency of extreme V at time lag k; τ is the e-folding time for variable V (days); and ‫‬ ௫௧ is the resulting forecast. More specifically, this is the forecast probability of extreme V on day D, within 100 km of grid cell G.
Once the above procedure has been repeated for each grid cell, a spatial map of the forecast probabilities can be produced. Figure S1 shows the forecast probabilities of extreme ISI 
