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ABSTRACT 
The norm of the derivative of the symmetric tensor power of an o 
evaluated exactly. A bound for the distance between the permanents of 
is obtained as a consequence. 
1. INTRODUCTION 
This note is an off shoot of [ 11. Here I consider and answer a ques ‘on akin 
to the one studied there. As a corollary I derive a perturbation boun 1 for the 
permanent of a matrix which seems to have some interest. 
Let H be an ndimensional complex Hilbert space and B(H) the space of 
linear operators on H, identified, when necessary, with the s&e 1 (n) of 
n X n complex matrices. Let 8 k be the kth tensor power 
associates with H the nk dimensional space @ kH and with every 
an operator 8 kA in B(@ kH). The derivative of this map at A is 
operator DQD k(A) defined as 
D&(A)(B)= $I, O@k(A+tB) 
for every B E B(H). 
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In [l] we showed that 
IIoe’(A)ll=klJAJlk-l. (2) 
Here, and everywhere else in this paper, the norm of an operator, whether 
mapping a Banach space into itself or into another, is always understood to be 
the operator bound norm. 
Let AkH be the subspace of 8 kH consisting of skew-symmetric tensors, 
and AkA the restriction of the operator @ kA to this subspace. Then it follows 
from (2) that 
]]DAk(A)(( < kllAllk-‘. (3) 
A much more interesting result proved in [l] is that 
where sr 2 s2 2 * * - 2 s, are the singdar vahres of A, and pk._ r is the 
(k - 1)th elementary symmetric polynomial in k variables. 
This result is interesting for two reasons. First, it shows that the inequality 
(3) is ahnost always strict: it becomes an equality only when the top k 
singular values of A are equal. Second, the expression on the right hand side 
of (4) is an interesting function of A. 
Another important subspace of QDkH is the space V kN of symmetric 
tensors. This is the range of the projection Sk, where the “ symmetrizer map” 
S,isdefilWdaS 
the suffix u running over all permutations on k symbols. The operator V kA 
ti denote the restriction of akA to this subspace. (See [4] or [5]. The 
notation used here is pictorially appealing, though different from either of 
these two references.) 
In the light of the above discussion it is natural to ask what 110 v k( A)][ is. 
Perhaps it is also natural to expect an answer as interesting as that for the 
skew-symmetric case. 
The following theorem is, therefore, somewhat of a disappointment. 
Trirsonn~ 1. ForevergA~E@I) wuehutx 
l/D v ‘(A) 1) = kl(AJlk-‘. (6) 
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Our curiosity about this object having been satisfied, we may demand 
applications of it. The most interesting of these is 
THEOREM 2. Let per (A) denote the permunent of a matrix A. Then fbr 
any A and B in M(n) we haoe 
[per(A) - per(B)/ d nM”-‘(IA - Bll, (7) 
where M = max(llAll, llBll>. 
The next sections are devoted to proofs and some remarks. The e 
which these are derived should not be construed as an 
triviality. I am reaping here fiuits of earlier labor ([l] and [2]) as 
very elegant description of symmetric tensor products in terms of pe 
[51. 
2. PROOFS OF THE RESULTS 
It will be convenient o recall a few prelimimuies and some notatibn. 
IfdimH=n, then 
kt Gk,nbethesetOfallnzUltiindicesU=(U,,...,ak)Wherelda,da,g 




If the indices 
a,,*..,ak occur with multiplicity n&l,. . . , mk in a, en let *(a)= 
m,!m,! ’ ’ ’ m& 
Let A E M(n). For a, j3 E G,, n define a matrix A[alfi] as thy k x k 
matrix constructed from A by picking its al,‘. . , ak rOWS and 81’ . . . , & 
c0lumns, With multiplicities taken into account. That is to say, the (ii) 
of this matrix is a+. 
4 entry 
Note this is not a submatrix of A unless the indkks in a 
and /3 are distinct. Entries of V kA are conveniently indexed by a, /3 cjz G,, “. 
The (a, /3)th entry of this matrix is given by the expression 
(See [S] for this and other facts used here.) 
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Proof of Theurem 1. The functor v k has the same functorial properties 
as Ak. It preserves products, adjoints and inverses. It takes unitaries to 
unitaries and the identity matrix in M(n) to the identity matrix in 
Hence the proof of Lemma 1 in [l] can be adapted mutatis 
(8) 
where A + is the positive diagonal matrix with diagonal entries sr, . . . , s,, the 
singular values of A. 
So, for the rest of this proof assume A is itself a positive diagonal matrix 
with these entries. 
One could now do the analysis as in [l], replacing determinants by 
permanents, or follow the alternative proof of Sunder [S] and appeal to the 
fact that D v k(A) is a completely positive map of C* algebras and hence 
attains its norm at the identity. 
It turns out that, for this argument, I can bypass both these courses. 
Denoting by Z the identity matrix, note that V k(A + tZ) is again diago- 
nal. Its top left entry is the (a, a) entry, where a = (1,. . . , 1). This entry is, 
therefore, (kl)-’ times the permanent of the k x k matrix each of whose 
entries is sr + t. That is, the top left entry is given by (si + t)k. When 
differentiated at t = 0 this gives ks, k-1. This, then, is the top left entry of the 
matrix D V k(A). Hence, 
11 D v k(A) I] >, k.s;-’ = kllAllk-‘. 
But V k factors through 8 k via the projection Sk. Adapting this part of the 
argument from [l, p, 121, we have the reverse inequality analogous to (3). The 
theorem is established. n 
Using the mean-value theorem as in [l] or [2], we obtain: 
COROLLARY. For euey A, B E B(H) we have 
[Iv kB - v kA]] Q kMk-‘JIB - A]], 
where M = max(llAll, IIBID. 
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This leads immediately to: 
Proof of Theorem 2. Take the special case of (10) with k = n. T$e (a, a) 
entry of v “Awith a=(1,2,.,., n) is exactly perA. Each entry of the matrix 
is dominated by its norm. That proves the theorem. n 
There is an extensive literature on permanents (see [7]). 
bound like (7) seems to have been considered. An interesting upper 
per A given by Marcus and Mint [6] says that 
Putting B = 0 in (7), we get ]perA] B n]]A]]“, which is much we er than 
(11). So, one might hope that the constant tr occurring in (7) can be 
r 
improved. This hope is disappointed by the following very simple e ple. 
Let A = aZ, B = (a + &)I, where a and E are positive numbe with E 
very small compared to a. Then the expressions on either sid of the 
inequality (7) are readily seen to be of the type na”-%+ So no 
improvement of Theorem 2 is possible in this sense. 
REMARKS 
I&URIC 1. In the Introduction, I described Theorem 1 as disa inting 
because it does not throw up an expression as interesting as th in the 
antisymmetric ase. Now I reinterpret it to claim that it is very in resting. 
The expression on the right hand side of (4) is the (k - 1)th el mentary 
symmetric polynomial in the top k singular values of A. So is the e pression 
in (6), provided the “top k singular values” are interpreted to 
i 
ean “sr 
counted k times.” This seems to be connected with the fact th t in the 
antisymmetric case a product like xi A * * * A xk vanishes when ver any 
xi = x j, whereas in the symmetric ase x V x - - * V x # 0 if x # 0. ere are 
other symmetry classes of tensors where mixed behavior is shown. That is, if 
the product in these spaces is denoted as x1 * x2 * - * - * xk, then it 
to choose the first k, vectors to be identical, the next k, to be iden 
so on, without forcing the product to be zero. For the 
operator WkA, I conjecture that ]]DWk(A)]] would 
tary symmetric polynomial in the “top k ” singular values of 
properly (in an obvious sense) to conform with this behavior. The s 
of proof would go through. Having no 
pursued that line here. 
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REMAM 2. Theorem 1 is true when H is not finite-dimensional. No new 
idea is involved in this extension. 
REMARK 3. In the mean-value theorem, only an inequakty for 110 v ‘(A)]] 
is required. For that application it would not be necessary to have the exact 
value given by (6). 
REM.UX 4. The operator norm of a matrix dominates not only each entry 
but also the Euclidean vector norm of each of the rows and each of the 
columns. Using this, a result much stronger than Theorem 2 can be deduced 
from (10). 
Rxhwur 5. By considering appropriate subspaces of @ kH corresponding 
to various symmetry operators, the inequality (7) can be established for 
immanants, or the generalized matrix functions of Schur. Exactly the same 
proof works. 
RJWMW 6. The case of the determinant is particuhuly interesting. The 
analogue of the inequality (7) for the determinant function is a consequence 
of (3). In [l] we used such results to derive eigenvalue variation bounds. For 
the determinant this can be done without involving exterior algebra. I 
indicate the proof here for two reasons. The reader interested in eigenvalues 
who does not want to be encumbered by exterior algebra may use it to go 
straight to Section 4 in [l]. Secondly, this brings out an essential difference 
between the analysis of the determinant and the permanent in the present 
context. 
Let det : M(n) + C be the determinant map. Arg,uing as before, we have 
)]Ddet(A)]] = ]]Ddet(A+)]]. So assume that A = diag(s,,..., 8,). Then for 
any B E M(n) 
where B = ((b,,)) and the circumflex indicates that the index under it has 
been dropped. So, if \]B]] = 1, then ]bii] d 1 and we have 
Choosing an appropriate B, this can be seen to be an equality. In particular, 
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this yields 
]]Ddet(A)]] < nIlAl]“-‘. 
From this the perturbation bound for det(A) follows as before. 
If &.(A) is the kth coefficient in the characteristic polynomial 
&(A) is the sum of all k X k principal minors of A. Using the ar 
[2], one gets 
IIW(A) 116 k( ;)ll4-‘, 
and the consequences for perturbation of spectra can be deduced 
The permanent function does not have any of the multiplicative roper-ties 




analysis is not possible in this case. It seems necessary to go to subre resenta- 
tions of the tensor representation which do have the desired properties. The 
same remarks apply to other immanants. 
REMARK 7. It is well known [5, p. 1181 that if A is a positiv definite 
matrix then det A d per A. Further, the other immanants lie in betw 1 en these 
two. It is interesting, therefore, to observe that the best perturbation bound 
for all of them is the same as (7). 
REMARK 8. Perturbation bounds are of great interest in physics. Though 
the permanent function arises mainly in combinatorial problems, it(has been 
used in perturbative xpansions arising in the study of boson fields [3]. It is 
conceivable that a precise bound like (7) may be useful in such contexts. 
The possibility of studying symmetric tensor products on the sa+ lines as 
the antisymmetric ones was first suggested to me by Russ Merrjs. While 
working out these details I had several educative and clurijicatoy dkx&ons 
with Steve Pierce, whom I consulted~quently. It is a plia.~re to liecotd my 
thanks to both of them. 
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