This paper seeks to explore the possibilities in earable computing with a case study of acoustical manipulation in a walking blindfold scenario. In human locomotion, veering often occurs while walking, especially within the absence of visual cues. We investigated the effect of acoustical manipulation with eSense on both Subtle and Overt conditions by conducting a series of experiments. The results showed that our acoustical manipulation reduced deviations in walking straight in the case of both Subtle and Overt conditions. We highlight one future direction for earable computing.
INTRODUCTION
People often wear earbuds while sitting on a chair, walking on the street, or even driving a car. Thanks to the advancements in technologies, earbuds are becoming smarter. Some can connect with a smartphone wirelessly, have microphones to communicate with a virtual assistant (e.g., Siri, Alexa, and Cortana), have touch detection to control their functionalities, and have an embedded proximity sensor to detect whether a user placed the earbud into their ear or not.
The concept of earable computing is beyond that. The concept assumes earbuds (and other earable devices) are wearable computers that have built-in sensing functionalities as well as processing capabilities. eSense is one of the tangible implementations of an earable device [5] . Here, a 6-axis IMU, a microphone, a battery, and speakers are embedded into earbuds with wireless connectivity. Each earbud is as small as commercial ones. Since eSense has a 6-axis IMU (3-axis acceleration and 3-axis rotation), it enables us to measure the head movements of a user and to utilize them for user interaction.
To seek the possibilities of earable computing, we tackle acoustic manipulation when walking blindfolded. In human locomotion, veering is often associated with walking in the dark, in heavy rain/snow or in a crowd. That is to say, veering occurs when visual cues are absent as in cases of reduced visibility. Kallie et al. addressed whether the source of veering in the absence of visual and auditory feedback was better attributed to errors in perceptual encoding or to undetected motor errors [4] .
We assume that we can change the walking direction of a walker by playing a cue such as three-dimensional audio with earable devices. There are few studies on acoustic manipulation while walking blindfolded. Millar studied the effects of sound and posture cues on veering [7] . Feigl et al. found that applying a loud noise could make people veer [1] .
Although these mainly lean toward visual stimulation, the techniques that manipulate the walking route in the virtual environment are called redirected walking (RDW) [8] .
Suma et al. presented a taxonomy that categorizes redirection techniques according to their geometric flexibility versus the likelihood that they will be noticed by users [11] . The techniques are divided into two types of noticeability to the user: Subtle and Overt.
In this paper, we further investigate the effect of acoustical manipulation with both Subtle and Overt conditions, according to Suma et al. 's taxonomy [11] . In order to investigate the effects of acoustical manipulation, we conducted a series of experiments. We also discuss the future direction of earable computing.
RELATED WORK
The concept of manipulation of direction while walking is related to redirected walking (RDW) [8] , which allows users of virtual reality applications to explore virtual environments larger than the available physical space. This is achieved by manipulating users' walking trajectories through visual rotation of the virtual surroundings, without users noticing this manipulation [9] .
Since virtual reality technologies with head-mounted displays (HMD) have become widespread at the consumer level, a number of studies on RDW have been conducted. Razzaque et al. interactively rotated the virtual scene as the user walked about in the real world with an HMD. They reported that RDW causes people to change their real walking direction without noticing it [8] . Ishii et al. used visual processing on images displayed on a HMD. The system consists of a camera and a HMD and works as a video see-through. The system superposes a visual illusion onto the raw video images to manipulate walking direction. Their experiment revealed that their system could change the walking paths of participants by approximately 200 mm/m on average [3] .
The intensity of veering manipulation is bounded by its corresponding detection threshold of humans. Steinicke Matsumoto et al. used visio-haptic multimodal interaction by employing a curved physical wall on the side of a user and revealed that they could reduce the radius of threshold curvatures as 2.5 m [6] . Their work showed possibilities that multimodal manipulation such as visual and tactile, or visual and audio, can reduce the radius of threshold curvatures in RDW.
Although visual stimulus causes people to change their real walking direction and multimodalities have the potential to increase the effectiveness in RDW, there are fewer studies on acoustical manipulation while walking blindfold. Millar studied the effects of sound and posture cues on veering from the target with young blind children [7] . Feigl et al. found that applying a loud noise can make people veer [1] .
We further seek the effect of acoustical manipulation in this paper. We use eSense, wearable smart earbuds that are capable of sensing the orientation of the user's head, and play a sound while people are walking blindfold, with both Subtle and Overt conditions (c.f. [11] ) to manipulate the direction of walking.
ACOUSTICAL MANIPULATION WITH ESENSE
To investigate the effect of acoustical manipulation in walking blindfold on both Subtle and Overt conditions, we implemented a simple audio feedback system. The system plays two types of sounds with a three-dimensional audio technique.
A user of the system wears the earbuds on both ears and hears three-dimensional sounds via the earbuds. The threedimensional sound is played via a virtual speaker. That is, if the virtual speaker is placed on the right side of the user, the user will notice that the audio is played from the right side. Figure. 1 shows the position of our virtual speaker. We placed the virtual speaker at a 1.0 m distance from the user's head. Feigl et al. used a virtual speaker technology as well and reported that a 1.0 m distance is optimal [1] . First, the speaker will be located straight ahead of the user's head. When hir head rotates clockwise with angle θ , the speaker will keep its distance with 1.0 m, but it will be located with −θ (counterclockwise) from the direction of the face (see Figure. 1). Formally, the location of the speaker can be calculated with speaker x = rcosθ , speaker y = rsinθ where r is radius (= 1.0m) from the origin (i.e., position of the head), θ is rotation of the head (clockwise), and speaker x and speaker y are calculated position of the speaker. Figure. 
Implementation
To implement the system, we used a blindfold, a pair of wireless earbuds (Powerbeats Pro), eSense [5] and a PC (Macbook Pro) as shown in Figure. 3. Readers may wonder why we use the earbuds despite the fact that eSense has its own speakers. In our setup, the audio functionalities of eSense did not work well. It caused noise or sometimes disconnected, so we used the earbuds for playing sound. eSense senses rotations of the user's head and sends them to the PC via BLE communication. We 3D-printed an enclosure for eSense to attach eSense to the user's head. The enclosure has two holes for tight attachment to the blindfold's elastic band.
The PC wirelessly connects to both the earbuds and eSense. It receives six-axis inertial data from the eSense, including rotational movements, and plays three-dimensional sound calculated with the abovementioned algorithm according to the rotation of the user's head.
We use the Node.js platform for software on the PC to communicate with eSense and to play two types of acoustic stimuli.
Stimuli: Subtle and Overt
We prepared two types of acoustic stimuli for both Subtle and Overt conditions according to the taxonomy of Suma et al. [11] .
For the Subtle condition, we simply played music on our platform. We used "Walk this way" by Aerosmith as the stimulus for the Subtle condition. Since the duration of the music was 3:31, the system put it on repeat so that the user would keep hearing it even if ze took time to complete a task in the experiment.
For the Overt condition, we composed music that lasted 1:00 with the digital audio workstation software, Garageband. The music consisted of periodical "Delicate Bell," a pre-installed musical instrument on Garageband, with a note of A4 sounds. We set the time interval of each note to two seconds (i.e., 0.5 Hz).
EXPERIMENT
We conducted two experiments to verify if our acoustical manipulation decreased deviations in walking straight. The error is the difference between the position of the goal and the position when a participant walked a predefined distance. For example, if a participant was asked to walk 20 m and veered 5.0 m right from the goal when ze walked 20 m, the error would be 5.0 m.
We experimented with the effect of acoustical manipulation in walking in both subtle (experiment 1) and overt (experiment 2) conditions. The details are described as follows.
Experiment 1: Subtle Condition
We firstly conduct an experiment with a subtle condition. In this condition, we do not explain the purpose of the study nor any technical detail of the system. That is, we expect that none of the participants will notice there is intervention or control over the music played through the earbuds.
Procedure. We ask participants to wear a blindfold with an eSense and a set of earbuds and to walk as straight as possible. The participant walks 50 m unless ze deviates 10 m from the centerline.
We put two sets of belt stanchions just behind the start point to give the participant the direction of the goal. Each set of the stanchion is connected with a belt to ensure that the participant feels the aimed direction. Figure. 4 shows a setup of the experiment.
Before a participant starts walking, we play the music "Walk this way" as the stimulus for the subtle condition.
As mentioned before, when a participant deviates 10 m from the centerline before ze reaches the goal line (i.e., 50 m), one of the experimenters gently notifies hir to stop walking.
To compare the difference between the two conditionsthe control condition and the experimental condition-we ask each participant to walk three times for the control condition and three times for the experimental condition, six times in total. In the control condition, we simply play the original music on our system. That is, the music will be delivered to both ears of the subject equally. In the experimental condition, our system plays the music according to the algorithm described in the Section. 3. The order of the conditions is randomized. We do not notify the order of the conditions to the participants in the experiment.
We conduct the experiment on the outdoor field. We employ two video cameras and a range finder (Bosch GLM50) to make a record of the experiment. When a participant reached the goal line as Figure. 4-A, we measure the deviations from the center of the goal using the range finder and record them. If the participant deviates more than 10 m from the centerline as Figure. 4-B , we record the length from the start line and calculate the estimated deviation from the goal. To estimate the deviation, we firstly calculate θ with θ = tan −1 (d 10 /10) where d 10 is the distance from the start line. We then calculate the deviation with d = 50/tan θ where d is the deviation. 
Experiment 2: Overt Condition
We also have an experiment with an overt condition. In this condition, we explain the details of the system to let the participants understand the meaning of the sound. We explain that the bell sounds will play every two seconds, and the position of the virtual speaker moves according to the walking direction.
Procedure. The procedure of experiment 2 is almost the same as experiment 1. The differences are (1) Instructions to participants, (2) Acoustical stimulus, and (3) Experiment field.
As we described previously, we explain the detail of the system to the participant. The participants understand that the position of the virtual speaker will change according to the direction of hir walking direction. We had a short practice session before starting the experiment to get hir used to the system.
For the acoustical stimulus, we used periodical "Delicate Bell" sounds with the 0.5 Hz time interval. It is like a radar sound. We expected that each participant would be aware of the hir walking direction and fix the direction correctly.
Instead of the outdoor field, we experimented in the gymnasium, primarily to protect the participants from heatstroke. Because of the small size of the gymnasiums, the participants walked as straight as possible for 35 m. As with experiment 1, when a participant deviated 10 m from the centerline before ze reached the 35 m line, we notified hir to stop walking.
RESULTS Experiment 1
Seven students (all males) gave written informed consent and participated in the experiment. Each of them walked three times under the control condition and three times under the experimental condition. The order of the conditions was randomized. Figure. 5 showed an actual image of the experiment. We conducted the experiment on the outdoor field.
The means of deviations on the control condition for each participant are 9.72 m, 6.01 m, 6.81 m, 8.84 m, 10.58 m, 6.15 m and 19.42 m.
The means in the experimental(Subtle) condition are 5.19 m, 1.38 m, 6.06 m, 9.39 m, 6.39 m, 5.52 m, and 17.10m, respectively. Except for participant 4 (he scored 8.84 m on the control condition and 9.39 m on experimental condition), the means of deviation on experimental condition were lower than one on the control condition. Figure. 6 shows the boxplot for each condition. The dots show the scores (i.e., deviations) for one trial. The means for all trials for both control and experimental conditions are 9.66 m (sd=7.09) and 7.11 m (sd=6.73) respectively. We also tested the statistical difference between two conditions with a one-sided paired t-test on 5% significance level. Through the test, we found that the difference between control and experimental conditions greater than 0 (p = 0.0465). This means the acoustical manipulation on Subtle condition lowers the deviation on walking blindfold. We informally interviewed the participants after the experiment. All participants reported that they did not notice that the position of the speaker moved according to the direction of your walking while listening to music. 
Experiment 2
Nine students (all males) gave written informed consent participated in the experiment. Note that four of them participated in experiment 1 too. The means of deviations on the control condition for each participant are 10.91 m, 7.50 m, 4.27 m, 1.80 m, 6.73 m, 12.20 m, 5.03 m, and 10.68 m. Readers may wonder why the deviation on the control condition in experiment 2 is lower than one on the experiment 1. We assume the reason that the walking distance in experiment 2 was shorter than one in experiment 1.
The means of deviations on experimental (Overt) condition are 4.23 m, 0.37 m, 2.03 m, 0.67 m, 2.53 m, 1.40 m, 1.93 m and 6.40 m. You can quickly find that the means of deviation on the experimental condition are lowered than the control condition. Figure. 8 shows the boxplot for each condition in experiment 2. The dots show the scores (i.e., deviations) for one trial. The means for all trials for both control and experimental conditions are 7.74 m (sd=5.07) and 2.77 m (sd=2.59) respectively. We also tested the statistical difference between two conditions with a one-sided paired t-test on 5% significance level. We found that the difference between control and experimental conditions was greater than 0 (p < 0.0001). The 95 percent confidence interval was from 3.211423 to infinity. As with experiment 1, acoustical manipulation on Overt condition also lowers the deviation on walking blindfolded.
CONCLUDING REMARKS
In this paper, we investigated the effects of acoustical manipulation while walking blindfolded both on Subtle and Overt conditions. We conducted a series of experiments to verify whether or not our acoustical manipulation decreased deviations in walking straight. Seven and nine students participated in experiment 1 and 2, respectively. In both the Subtle and Overt conditions, statistical tests revealed that there are statistical differences between the control and experimental conditions. It means the acoustical manipulation works on both Subtle and Overt conditions.
The results of the series of the experiment showed the possibilities of earable computing. For example, quite a few people fix their eyes on their smartphones even when they are walking. Thus, they are not aware of their surroundings while gazing at their smartphones, which means they can collide with others. Many people also choose to wear earbuds. If a smartphone is smart enough to sense a person's surroundings and the earbuds have a sense of rotation, the buds can acoustically manipulate the owner and help avoid a collision.
Through the study, we found that we could acoustically manipulate people while they were walking in both the Subtle and Overt conditions. However, we need to compare the effects on both conditions to understand the acoustical manipulation further. We will experiment to compare on both Subtle and Overt conditions with same condition (i.e., at the gymnasium) and will analyze on the difference between the conditions. We also need to make improvements to our system. Currently, the position of the virtual speaker does not reflect the goal position; instead, the position is moved according to the direction of a user's head.
