I. INTRODUCTION
As a basic feature in nonlinear science and its applications to diverse areas such as secure communications and biological chemical reactions, etc., chaos synchronization has been known for a rather long time, starting with Fujisaka et al. 1 Since then, it has been developed and extensively investigated. ͑For a more comprehensive reference, please refer to the review article by Boccaletti et al. 2 ͒ Chaotic systems are difficult to control due to their sensitiveness; i.e., sensitive dependence on initial conditions. Accordingly, synchronization between two chaotic systems was mistakenly considered to be impossible. However, up to now, a lot of investigations on this subject have been done, and many important and fundamental results have been reported on the synchronization and control of chaotic systems by researchers from physics, engineering, biology, mathematics, etc. Lots of control approaches have been developed to synchronize chaotic systems such as drive-response, 3 coupling control, 4 adaptive control, 5, 6 feedback control, 7-9 fuzzy control, 10 observer-based control, 11 manifold-based method 12 and impulsive control, [13] [14] [15] [16] intermittent control, 17, 18 etc. Recently, the discontinuous feedback control approaches, such as impulsive [13] [14] [15] [16] and switched, 19 have received much interest because they are practical and easily implemented in engineering such as transportation and communication.
The discontinuous control dynamical systems are subject to the complicated mathematical models with more challenges. The intermittent control is different from the impulsive control since impulsive control is activated only at some isolated instants, while intermittent control has a nonzero control width. In this scheme, the synchronization signals are used in the slave system at periodic time intervals ͑control width͒ when the slave system tracks the orbit of the driving system. Recently, the intermittent control has been introduced to control of the nonlinear dynamical systems. 18 The author of Ref. 18 studied numerically synchronization of chaotic systems without delays coupled intermittently. To the best of our knowledge, there is little theoretical analysis of intermittent control dynamical systems with or without delays in the literature. On the other hand, the occurrence of time-delayed systems is unavoidable in nature, technology, and society due to finite signal transmission times, switching speeds, memory effects, etc. Some delayed chaotic systems are easy to implement and have promising applications such as secure communications using chaotic synchronization. [20] [21] [22] [23] [24] [25] [26] [27] [28] Synchronization of chaotic systems with delays is studied in this paper by using intermittent linear state feedback control. A criterion of synchronization is rigorously derived by Lyapunov function approach, where the relationship of duration of the feedback control and that of the delay is of crucial importance. In this paper, we let the control width be longer than the time delay of the system. In addition, numerical simulations are given to show the effectiveness of the proposed chaos synchronization scheme.
The paper is organized as follows. In the next section, synchronization scheme by means of intermittent linear state feedback control is presented. In addition, some necessary preliminaries are given there. In Sec. III, the criterion of synchronization is rigorously derived. In Sec. IV, a numerical example is given to illustrate the effectiveness of the proposed synchronization scheme.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a class of chaotic systems where a chaotic master ͑driver͒ system with delay:
To synchronize system ͑1͒ using intermittent feedback control, the slave ͑response͒ system is designed as 
where K R mϫm is a constant control gain, Ͼ 0 is the control period, and ␦ Ͼ 0 is called the control width ͑control duration͒. In this paper, our goal is to design suitable ␦, , and K such that the system ͑2͒ synchronizes to system ͑1͒.
Let e͑t͒ = y͑t͒ − x͑t͒ be the synchronization error between the states of drive system ͑1͒ and response system ͑2͒. Then, for t ͑0, ϱ ͒, we have the following error system:
As far as we know, the synchronization analysis of delayed systems ͑1͒ and ͑2͒ has received little attention so far. However, Senthilkumar et al. 29, 30 have investigated the phase synchronization and generalized synchronization in time-delay systems, and obtained very nice results. In this paper, we will present a criterion of the synchronization.
In this paper, we assume that f and g are Lipschitz con-
We also assume that ␦ Ͼ in this paper.
To prove the criterion of synchronization in the next section, we need the following lemmas.
Lemma 1: ͑Sanchez and Perez 31 ͒ For any vectors x , y R m and positive-definite matrix Q R mϫm , the following matrix inequality holds:
The following lemma is the well known result in differential equation with delays. Lemma 2: ͑Halanay Inequality 1 ͒ Suppose that function y͑t͒ is non-negative when t ͑− , ϱ ͒ and satisfies the following:
where k 1 , k 2 are positive constants, and k 1 Ͼ k 2 . We then have the following inequality:
where ʈy͑0͒ʈ = max −ՅsՅ0
͉ y͑s͉͒ and r is the unique positive solution of
Lemma 3:
Let u͑t͒ is continuous and non-negative functions on I = ͓a − , b͔ ͑ Ͼ 0͒, for which the following inequality,
holds. Then, u͑t͒ Յ ͉u͑a͉͒ exp͑ 1 + 2 ͒t, t ͓a,b͔, where ͉u͑a͉͒ = max a−ՅtՅa ͉ u͑t͉͒.
Proof: Let z͑t͒ = ͉u͑a͉͒ e ͑ 1 + 2 ͒t for t ͓a , b͔. We need to prove u͑t͒ Յ z͑t͒, or u͑t͒ − z͑t͒ Յ 0 for t ͓a , b͔. Suppose it is not correct; there is a t 0 ͓a , b͔ such that
Evaluate and estimate uЈ͑t 0 ͒ − zЈ͑t 0 ͒ as
This is contradicted by Eq. ͑1Ј͒. Thus, u͑t͒ Յ z͑t͒ for t ͓a , b͔. We have completed the proof. ᮀ Throughout this paper, P Ͼ 0͑Ͻ0, Յ 0, Ն 0͒ denotes a symmetrical positive ͑negative, semi-negative, semipositive͒ definite matrix P; also, P T , M͑m͒ ͑P͒ are the transpose and the maximum ͑minimum͒ eigenvalue of a square matrix P, respectively. The vector ͑or matrix͒ norm is taken to be Euclidian, denoted by ʈ · ʈ.
III. CRITERIA FOR SYNCHRONIZATION
In this section, we rigorously derive some criteria for synchronization through intermittent linear state feedback using a Lyapunov function and differential inequality approach. The main result is stated as follows. such that the following conditions hold:
where r is the unique positive solution to −r =− 1 + 2 e r . Then system ͑1͒ and system ͑2͒ achieve exponential synchronization.
Proof: Consider the following Lyapunov function:
We shall calculate the derivative V͑t͒ defined by Eq. ͑5͒ with respect to time t along the trajectory of error system ͑3͒, and estimate it.
For k Յ t Յ k + ␦, using condition ͑a͒ and condition ͑b͒ in addition to Lemma 1 and assumption ͑4͒, we have the following:
Namely, we have
͑6Ј͒
For k + ␦ Յ t Յ ͑k +1͒, using condition ͑c͒ and condition ͑d͒ in addition to Lemma 1 and assumption ͑4͒, we have the following:
Namely, we have the following:
In the following, we will prove the error ʈe͑t͒ʈ → 0, in other words, system ͑1͒ and system ͑2͒ are synchronizing under condition ͑e͒ in addition to conditions ͑a͒-͑d͒. By Halanay Inequality ͑Lemma 2͒ and differential inequality ͑6͒, we have
where r is the unique positive solution to −r =− 1 + 2 e r .
For ␦ Յ t Յ , using Lemma 3, we have the following:
By Eq. ͑8͒, we have for t ͓0,␦͔,
From the above inequality, we are able to obtain the following:
By the above inequality and Eq. ͑9͒, for ␦ Յ t Յ , we have 
Thus, Eq. ͑11͒ is true for all positive integers. For any t Ͼ 0, there is a n 0 Ն 0, such that n 0 Յ t Յ ͑n 0 +1͒.
By Eqs. ͑5͒ and ͑12͒, we have
Thus, we have obtained the following:
which means that the two systems synchronize exponentially. The proof is complete. ᮀ Remark 1: The result in Theorem 1 includes the general chaotic systems. If B , C are identity matrices, and we choose the Lyapunov function as V͑t͒ = ʈx͑t͒ʈ 2 ; in other words, P = I, also, the intermittent control gain K = kI, then we have the following result.
Corollary 1: Suppose that there exist positive constants ␣ , ␤ , ␥ , such that the following conditions hold:
where r is the unique positive solution to −r =− 1 + 2 e r . Then the systems ͑1͒ and ͑2͒ achieve exponential synchronization.
Remark 2: If scalar conditions
hold, then conditions ͑a͒ and ͑c͒ in the above Corollary 1 hold. Thus, the conditions for criterion of the given chaotic systems are all given by scalar conditions. From the proof of Theorem 1, we know that is the rate of convergence, so the bigger value of , the faster convergence.
Corollary 2: Suppose there exist positive constants ␣ , ␤ , ␥ , , 2 , 2 , 1 , 1 such that the following conditions hold:
Remark 3:
we let 2 = 2 =2L g and ␤ = = L g , then conditions ͑b͒ and ͑d͒ are satisfied. Furthermore, we chose ␣ = ␥ = L f . Thus, we can further reduce the result in the above corollary to the following. Corollary 3: Suppose there exist positive constants 1 , 1 such that the following conditions hold:
To end this section, we show the following claim holds by means of Corollary 3.
Corollary 4: Given control period and control duration ␦. Systems ͑1͒ and ͑2͒ achieve exponential synchronization, if the control strength k satisfies k Ͼ ⌽͑r * ͒, ͑13͒
where
and
Obviously, the conditions ͑i͒ and ͑ii͒ in Corollary 3 hold. Note that the condition ͑iii͒ in Corollary 3 is equivalent to r Ͼ r * . Substituting 1 , 1 chosen above into the equation −r =− 1 + 2 e r yields k = ⌽͑r͒. Since ⌽͑r͒ is increasing monotonically with respect to the argument r, the condition k Ͼ⌽͑r * ͒ leads to the condition ͑iii͒ in Corollary. This concludes the proof. ᮀ Remark 4: Corollary 4 allows us to determine the control strength in a simple way provided that the control period and control duration ␦ are given. In addition, in case that only the control period is known, one can estimate the feasible region D of control parameter ͑␦ , k͒, or alternately, control parameter ͑␦ , k͒, where = ␦ / ; i.e.,
͑16͒

IV. NUMERICAL EXAMPLES
In this section, we present two examples to show the effectiveness of the proposed results.
Example 1: Consider the Ikeda-type oscillator of the form
This system exhibits chaotic behavior when = 0.5, a = 1, and b = 8, as shown in Fig. 1 . We assume that the response system associated with Eq. ͑17͒ is of the form
where This model was investigated by Lu in Ref. 32 , where it is shown to be chaotic, as shown in Fig. 4 . For numerical simulation, we assume that the slave system associated with Eq. ͑20͒ is of the form ẏ͑t͒ = − Ay͑t͒ + f͑y͑t͒͒ + g͑y͑t − ͒͒ + u͑t͒͑x͑t − ͒ − y͑t͒͒, ͑21͒
where u͑t͒ is defined by Eq. ͑19͒. Note that the parameters involved in Corollary 4 are as follows: L f = 6.0989 and L g = 2.5226. Given , one can plot the feasible region D of the control parameters ͑␦ , k͒, as shown in Fig. 5 , where the region above the curve for every is just the feasible region D. For numerical simulation, we chose the parameters ͑␦ , k͒ = ͑0.96, 11͒ that are included in D, and plot the error curve in the absolute form, as shown in Fig. 6 .
