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We propose a mechanics of a massive particle in a potential field effective for both classical and
quantum system as a modified classical analytical mechanics (modified CM). We transform, under
coordinate transformation, the covariant tensor of order two in the Hamilton-Jacobi (H-J) eq. of CM,
not with the classical action, but with extended action of diffeomorphism group. Then, the H-J eq., a
first-order partial differential eq., is modified to a third-order one. The Euler-Lagrange (E-L) eq. of CM,
a second-order ordinary differential eq., related to the H-J eq. through the action integral is accordingly
modified to a fourth-order one. Thus obtained mechanics accommodates quantum phenomena due to
the higher-order eqs., and always gives trajectory unlike quantum mechanics (QM) due to the E-L
eq. Discrete energy levels of a particle in a confining potential are the same as those of QM because
quantization criterion is equivalent. Particle distribution in an ensemble disagrees with that of QM even
if initial distribution is set identical because dynamics is different; it however agrees with observed data
to date within experimental uncertainty. The mechanics thus is a testable alternative to QM.
Keywords: extensions of diffeomorphism groups; higher-order analytical mechanics; quantum
Hamilton-Jacobi equation; Bohm’s interpretation.
PACS numbers: 03.65.Ca
1. Introduction
Dynamical equations (eqs.) of physics are coordinate-independent. Accordingly, in dy-
namical eqs. of fields, a one-dimensional (1-D) second-order covariant tensor field φz =
φ(z)dz⊗dz on z-coordinate is pulled back 1 to (∂g/∂y)2φ(z)dy⊗dy on y-coordinate by a
diffeomorphism y= g−1(z). We write the pullback as T¯g−1φ(z)dz⊗dz=(∂g/∂y)2φ(z)dy⊗
dy, a where T¯ represents the pullback action. We call the pullback action the diffeomor-
phism (diff.) action. The diff. action however is not unique at least mathematically. Indeed,
another action ¯¯T defined as ¯¯Tg−1φ(z)dz⊗ dz := ((∂g/∂y)2φ(z)+α{g(y),y})dy⊗ dy, 2 b
c where α = const. ∈ R and {g(y),y} := g′′′/g′− (3/2)g′′2/g′2 (g′ = ∂g/∂y, etc.) is the
∗Current affiliation: None. Previous affiliation, where most of the present paper was written: Department of
Physics, Hokkaido University, Sapporo 060-0810, Japan
a The T¯ is associative: T¯f−1 (T¯g−1φz) = T¯f−1 ((∂g/∂y)
2φ(g(y))dy⊗dy)
= (∂ f/∂x)2(∂g/∂y)2φ(g( f (x)))dx⊗dx = (∂g/∂x)2φ(g( f (x)))dx⊗dx = T¯(g f )−1φz = (T¯f−1g−1 )φz.
b The ¯¯Tg−1φz, as well as φz, belongs to F2(M
1): φz, ¯¯Tg−1φz ∈ F2(M1), where F2(M1) is an additive group
of the tensor field on a 1-D space M1, because {g(y),y} and (∂g/∂y)2φ(z) are scalars. The {g(y),y} is
a scalar since values of g′, g′′ and g′′′ in {g(y),y} are invariant under pullback f ∗: ( f ∗(∂g/∂y))|x=x0 =
(∂y/∂x)−1∂g( f (x))/∂x|x=x0 = ∂g/∂y|y= f (x0), etc. Likewise (∂g/∂y)2φ(z), too, is.
c The ¯¯T , like T¯ , is associative ( ¯¯Tf−1 (
¯¯Tg−1φz) = ( ¯¯Tf−1g−1 )φz ) : ¯¯Tf−1 ( ¯¯Tg−1φz) = ¯¯Tf−1 [ ((∂g/∂y)
2φ(z) +
α{g(y),y})dy⊗dy ] = ((∂ f/∂x)2((∂g/∂y)2φ(z)+α{g(y),y})+α{ f (x),x})dx⊗dx = ((∂g( f (x))/∂x)2φ(z)+
1
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2 M.Yasuda
Schwarzian derivative, 2 is also allowed as a diff. action because ¯¯T satisfies axioms for a
group action 3 required as a diff. action: ¯¯Tf−1g−1φz = ¯¯Tf−1( ¯¯Tg−1φz) and ¯¯Teφz = φz, where
y = f (x), z = g(y) and e is the identity. We call ¯¯T the extended diff. action.
If the diff. action on the tensor field in dynamical eq. of classical analytical mechanics
(CM) 4—Hamilton-Jacobi (H-J) eq. of CM contains the tensor—is given by the extended
one, how does dynamics of CM change? We study this problem expecting from prelimi-
nary research that extended diff. action incorporated CM, which we call generalized CM
(GCM), would accommodate phenomena corresponding to quantum phenomena (quantum
phenomena for short below). Specifically, we examine effects of the extended one on dy-
namics of CM of a nonrelativistic 3-D system comprised of a single massive particle m
without spin and a time-independent potential field V .
We obtain dynamical eqs. of GCM as follows. We consider that the principle of least
action 4 5 holds true also in GCM. For a system of CM specified by a Lagrangian L(q, q˙) =
mq˙2/2−V (q), the principle says that a trajectory q(t) making action integral: S(x, t) =
S0(x)−Et =
∫ x, t L(q, q˙)dt˜ stationary is realized. For variations δq of trajectory and δx of
end-point x of the trajectory with t left intact, variation δS of the action S(x, t) is given as
δS= δS0(x) =
∫ x, t(∂L/∂q− (d/dt)∂L/∂ q˙)δq)dt˜+(∂L/∂ q˙)δq|x, t . From the integrand,
the E-L eq., an ordinary differential eq., is obtained. 4 From the term (∂L/∂ q˙)δq|x, t , the
H-J eq., (∇S0)2/2m+V = E, a partial differential eq.—solutions of which are defined over
whole domain regardless of particle position—is obtained. 4 For a corresponding system of
GCM, the S0(x) ∈ R is given as a solution of a H-J eq.
h¯2
2m
∇2R
R
− 1
2m
(∂iS0)2−V (x)+E = 0 , ∂∂xi (
R2
m
∂iS0) = 0 , (1.1)
where i is an index summed over 1–3, and R∈R is a functional of S0: d When diff. action on
the second-order covariant tensor field (∇S0)2 is given by 3-D version of ¯¯T , the classical
3-D H-J eq. is modified to the form of (1.1), in which h¯ determines magnitude of the
extension; see Appendix A. We call (1.1) Quantum Stationary H-J eq. (QSHJE) after Ref.
15. Some solutions of (1.1) differ from any solution of any classical H-J eq. The Lagrangian
L in the eq.: S0(x)−Et =
∫ x, t Ldt˜ therefore cannot be of the classical form. The form which
makes the eq. true is
L = mq˙2/2− h¯2q¨2/(2mq˙4)−V (q)−Q(q) , (1.2)
α{g( f (x)),x})dx⊗dx= ¯¯T(g f )−1φz, where we used the property: ¯¯Tg−1φz ∈F2(M1) and a chain rule: {g( f (x)),x}=
(∂ f/∂x)2{g(y),y}+ { f (x),x}, 2 which is obtained as follows. Writing ∂ 2g/∂y2 = gyy and so on, we have
∂g( f (x))/∂x = gy fx, ∂ 2g( f (x))/∂x2 = gyy f 2x + gy fxx, and ∂ 3g( f (x))/∂x3 = gyyy f 3x + 3gyy fx fxx + gy fxxx. Thus,
{g( f (x)),x}= gyyy f
3
x +3gyy fx fxx +gy fxxx
gy fx
− 3
2
(
gyy f 2x +gy fxx
gy fx
)2 = f 2x
(gyyy
gy
− 3
2
(
gyy
gy
)2
)
+
( fxxx
fx
− 3
2
(
fxx
fx
)2
)
.
d A solution set {R,S0} of (1.1) is related to a solution ψ of −(h¯2/2m)∇2ψ+(V −E)ψ = 0 as ψ = ReiS0/h¯, 11
which means that R and S0 are related through ψ; that is R is a functional of S0. For example, if V (x) is separable
on a Cartesian coordinate system: V (x) =V1(x1)+V2(x2)+V3(x3), R is given as R= const.(∂1S0∂2S0∂3S0)−1/2,
where S0 = S01(x1)+S02(x2)+S03(x3); cf. Appendix A.
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where q˙4 = (q˙21 + q˙
2
2 + q˙
2
3)
2 and so on. e A scalar Q(q) is introduced to make the action
integral consistent: A solution S0(x) of (1.1) and that q(t) of an E-L eq. derived from
(1.2) are connected with S0(x)−Et =
∫ x, t Ldt˜. The value of the integral does not depend
on V (q) away from q(t), while the value of S0(x) does since S0(x) is a solution of a
system of partial differential eqs. (1.1). The Q determined by a solution S0(x) repairs this
inconsistency modifying the integration path q(t). The Q approaches zero for h¯2/m→ 0
or V → 0. Thus, GCM is comprised of a H-J eq. (1.1) and an E-L eq. derived from (1.2).
f The former is a third-order partial differential eq. with respect to S0 and the latter is a
fourth-order ordinary differential eq. with respect to q(t).
Thus obtained GCM is not a quantum mechanics (QM) but a CM. In CM, the state
of the system is specified by (q(t), q˙(t)). 8 Dynamics—change of the state with time—is
given by the second-order E-L eq. mq¨ = −∇V . The S0(x) represents an action gained by
a particle along a solution path q(t) of the E-L eq. up to the end-point x of the action in-
tegral
∫ xLdt. The S0(x) satisfies H-J eq. (∇S0)2/2m+V = E. It gives the same dynamics
as the E-L eq. with an identification ∇S0(x) = mq˙|q=x. In GCM, the state of the system is
specified by ∇S0(x) and (q(t), q˙(t), q¨(t), ˙¨q(t)); the ∇S0(x) is required to determine Q(q)
in (1.2). Dynamics is given by a fourth-order E-L eq. derived from (1.2). What S0(x) rep-
resents is the same as that of CM. Due to the higher-order E-L eq., solutions of H-J eq.
and E-L eq., ∇S0 and q(t), no longer correspond one-to-one; for a single ∇S0, correspond
many q(t)’s as long as they satisfy ∇S0(x) =mq˙+ h¯2 ˙¨q/mq˙4+ · · · |q=x (see (2.28)). In QM,
the state is specified by the wave function ψ(x). 8 Dynamics is given by Schro¨dinger eq.
(SE) h¯2∇2ψ = 2m(V −E)ψ . The SE is equivalent, in appearance, to the QSHJE (1.1) with
ψ(x) = R(x)eiS0(x)/h¯, where R,S0 ∈ R. 11 Indeed, in WKB approximation of QM, one
rewrites SE essentially to the form of (1.1). g Physical meaning of R and S0 induced from
that of ψ , however, differs from that of them given in GCM. For example, in GCM, unlike
QM, R2 = |ψ|2 does not represent particle density: Consider an ensemble of systems having
the same R and S0 but different q(t)’s. If∇S0(x) =mq˙|q=x holds true, R2 represents particle
density due to the second eq. of (1.1). However, ∇S0(x) = mq˙+ h¯2 ˙¨q/mq˙4 + · · · 6= mq˙|q=x
due to the higher-order Lagrangian (1.2). Accordingly, R2 does not represent particle den-
sity ρ (see final paragraph for an elaboration). h We thus see that GCM is not an interpre-
tation of QM because R2 = |ψ|2 6= ρ , but a CM because dynamics is described with the
quantities, ∇S0 and q(t), having the same physical meaning as those of CM.
e The Lagrangian (1.2) is approximate; we cannot make S0(x)−Et =
∫ x, t Ldt˜ exactly true even if we take account
of third- and higher-powers of h¯ because the force generated by the extended diff. action is of a kind not completely
describable with Lagrangian. The principle of least action always holds true. The action however need not to be
given in the form of
∫
Ldt, that is, Lagrangian is dispensable. Indeed, in GCM, there does not exist L = L(q, q˙, q¨)
exactly satisfying G0 = ∂L/∂q, · · · ,G2 = ∂L/∂ q¨ in δS=
∫
(G0δq+G1δ q˙+G2δ q¨)dt. See Appendix G.
f In CM, the E-L eq. is transformed to Hamilton’s canonical eqs. of motion by Legendre transformation. In GCM,
the E-L eq. to be determined is transformed to higher-order Hamilton’s canonical eqs. by higher-order Legendre
transformation. 13
g In WKB approximation of QM, one rewrite SE to an eq. set {(∇S00)2/2m+V−E = 0, (h¯/2)∇(e2S01∇S00/m)=
0} with ψ = eiσ0/h¯, where σ0 = S00 +(h¯/i)S01 + · · · . 7 The eq. set is the same up to h¯1 as (1.1).
h In Bohm’s interpretation of QM, 11 which has trajectory q(t) as a hidden variable, trajectories are determined
from ∇S0 obtained from a solution ψ = ReiS0/h¯ of SE as q˙= ∇S0/m. It makes R2 represent particle density.
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References 15, 16, and 20 precede the present paper. Faraggi et al. 15 16 obtained
(1.1) from a requirement that two 1-D systems classically described as −(∂S0/∂x)2/2m =
V (x)−E 6= 0 and (∂ S˜0/∂y)2/2m = 0 be transformed to each other by a time-independent
coordinate transformation y = y(x) satisfying S0(x)|x=x0 = S˜0(y)|y=y(x0), which cannot
be implemented in CM. They 15 showed that 1-D energy is quantized by a require-
ment that e2iS0(x)/h¯, where S0(x) is a solution of 1-D QSHJE (∂S0/∂x)2/2m+V (x) +
h¯2{S0(x),x}/4m = E, 1-D version of (1.1), be continuous at x = {±∞} of compactified
1-D space. They 15 showed that tunneling—particle velocity x˙ is real (x˙ ∈ R) in the re-
gion where V (x)−E > 0—occurs as follows. They obtain ∂S0/∂x=
√
2m(E−V −QHJ),
where QHJ(x) = h¯2{S0(x),x}/4m, rewriting the 1-D QSHJE; due to QHJ , ∂S0/∂x can be
real in the region where V (x)−E > 0. While they have x˙ = (∂S0/∂x)/m(1− ∂QHJ/∂E)
21 from x˙ = (dt/dx)−1 and t− t0 = ∂S0/∂E = (∂/∂E)
∫
dx∂S0/∂x obtained from Jacobi’s
theorem 22 i in CM. Thus, they have tunneling. Bouda 20 constructed a generalized 1-D
Lagrangian.
We i) construct the 3-D QSHJE (1.1) using the extended diff. action. The present
method has wider applicability: the extended diff. action is applicable also on the tensor
in theories other than CM. We ii) determine, using higher-order Lagrangian mechanics, 13
14 a 3-D Lagrangian (1.2), which is given for the first time. We note that 1-D form of (1.2)
differs from 1-D Lagrangian constructed in Ref. 20; see footnote o. The (1.2) leads to a
3-D trajectory determining E-L eq. The above method making use of Jacobi’s theorem to
determine trajectories works, set aside exceptions, only in 1-D space. j We iii) show that,
maintaining trajectory concept at all times, following quantum phenomena appear: 1) 1-D
and 2) 3-D energy quantization, 3) angular momentum quantization, 4) uncertainty rela-
tion between position and momentum, 5) tunneling, and 6) interference. Reasoning for 1)
does not refer to x = {±∞} unlike that of Ref. 15. That for 5) with the generalized Lag.
formalism sharpens the one in Ref. 15. That for 2), 3), 4), and 6) with GCM is given for the
first time. Lastly, we iv) show that GCM is testable with present-day technology because
particle distribution in an ensemble it gives differs from that of quantum mechanics (QM).
An alternative to QM testable with present-day technology is given for the first time. k
For conveniences below, we here solve 1-D free QSHJE, a 1-D version of (1.1),
(∂S0/∂x)2/2m+ h¯2{S0(x),x}/4m = E. We sometimes write ∂S0/∂x as pHJ . The solution
is given as
pHJ =
∂S0
∂x
=
−h¯kl1
(sinkx+ l2 coskx)2+ l21 cos2 kx
, (1.3)
iJacobi’s theorem says that partial derivatives ∂S/∂α of a complete integral—a solution containing n non-additive
consts.—S(t,x,α ), where α = (α1, · · · ,αn) = const., of n-D H-J eq.: H(x,∂S/∂x)+ ∂S/∂ t = 0 are consts. of
motion. From a 1-D complete integral S(t,x,E) = S0(x,E)−Et constructed from a solution S0(x;E) of the 1-D
QSHJE written as (∂S0/∂x)2/2m+V (x)+QHJ(x) = E, ∂S0(x;E)/∂E− t = const. follows, where E works as
the α1.
j In order to use the method in 3-D space, we have to construct a complete integral S(t,x,α ), where α =
(α1,α2,α3) = const. (see footnote i), from (1.1) regarding h¯2∇2R/2mR as an effective potential QHJ(x), which
is difficult, if not impossible, unless the eq. is separable.
kDynamical reduction models 23 are testable, but are not testable with present-day technology.
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where k =
√
(2mE)/h¯; constant parameters l1 ∈ R\0 and l2 ∈ R are introduced by the
extended diff. action. If l1 =∓1 and l2 = 0, we have the classical value pHJ =±√(2mE).
If l1 = −(1+ ε1) and l2 = ε2, where ε1,ε2 << 1, we have pHJ ' h¯k(1+ ε cos(2kx+θ)+
O(ε3/2)), where ε =
√
(ε21 + ε
2
2 ). The value of (1.3) averaged over x0 ≤ x < x0 + pi/k,
pHJ = ±h¯k = ±√(2mE), is independent, except sign, from parameters (l1, l2) introduced
by the extended diff. action and agrees with ±√(2mE) of CM (see §2.1).
The quantum phenomena appear as follows.
• Energy quantization: For a particle moving in a 3-D microscopic confining potential,
value of pHJ(x)|x=q, where pHJ = ∇S0 is a solution of the 3-D QSHJE (1.1), averaged
over macroscopic length along trajectory q(t) has to be independent from boundary con-
ditions, ∂S0/∂x|x=x0 and so forth, of the (1.1) introduced by the extended diff. action for
the pHJ to macroscopically agree with that of CM, which is satisfied for discrete values of
E. For example, energy E of a particle m in a 1-D square potential well V (x): V (x) = 0 for
|x| ≤ L and V (x) = +∞ for |x|> L is quantized to E = (npi h¯/2L)2/2m, where n = 1,2, · · · ,
as follows. We regard the x-direction as a 1-D subsystem of a 3-D system having a con-
fining potential V = V (x)+V (y,z). Then, the value of pHJ averaged along q(t) is, in the
x-direction, equal to a value of pHJ , which is given as (1.3), averaged over−L≤ x≤ L (see
§3.1). It is independent from (l1, l2) iff k =√(2mE)/h¯ = npi/2L.
• Angular momentum quantization: Angular momentum of a 3-D system separable in
spherical polar coordinates (ϕ,θ ,r) are quantized, like the 3-D energy, by a requirement
that the value of |pHJ | averaged along trajectory is independent, in ϕ- and θ -direction, from
parameters corresponding to the (l1, l2).
• Uncertainty: As was mentioned, the value of pHJ (1.3) averaged over x0 ≤ x < x0 +pi/k
is independent from (l1, l2). It however undulates microscopically depending on (l1, l2),
which results in the uncertainty. For example, in the 1-D square potential well given above,
a particle having pHJ =−(h¯pil1/2L)/((sin pix2L + l2 cos pix2L )2+ l21 cos2 pix2L ) experiences an un-
certainty ∆p∆x ' h¯, where ∆p := max. |p|−min. |p| and ∆x = 2L, if, e.g., l1 ' ±1.2 and
l2 = 0. To determine values of (l1, l2) theoretically goes beyond the scope of GCM.
• Tunneling: In the generalized Lag. formalism, energy E of the system is conserved, and
kinetic energy Ek of a 1-D particle is written as Ek = mq˙2/2+(h¯2/m)( ˙¨q/q˙3− 5q¨2/2q˙4).
Assume a 1-D particle having q˙= q˙0 > 0 and q¨= ˙¨q= 0 runs towards a bell-shaped potential
hill V of which height is mq˙20/2+δ
2, where 0 < δ 2 << mq˙20/2. Then, at the top of the hill,
Ek = −δ 2 < 0 due to E = mq˙20/2 = Ek +mq˙20/2+δ 2 = Ek +V . Near the top, |q˙| << |q˙0|
and q¨ 6= 0. Accordingly, h¯2-term of the Ek is negative because −5q¨2/2q˙4 is dominant due
to small q˙. Thus, at the top of the hill, even if Ek =−δ 2 < 0, it can be q˙2 > 0. We note that
this explanation is qualitative because the Lagrangian is inaccurate for small q˙.
• Interference: The GCM is effective also in an interference (i.f.) region, where ‘i.f. re-
gion’ means a region where trajectories starting from a point x0 intersect (cf. Ref. 24
§46), and ‘effective’ means that the QSHJE and the E-L eq. have solutions and satisfies
pHJ(x) = ∇S0(x) = ∂L/∂ q˙+ · · · |q=x = pEL(x) for solutions S0(x) and q(t), where pEL
is particle’s momentum determined in the Lag. mechanics. The E-L eq. always has solu-
tions regardless of i.f. The QSHJE has solutions in i.f. region because QSHJE is a third-
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order partial differential eq. unlike the first-order classical H-J eq. Solutions of them satisfy
pHJ = pEL due to S =
∫
Ldt. The wavelike i.f. pattern on a screen behind double-slit 11
appears as follows. A solution ∇S0 of QSHJE undulates behind slits if we give suitable
boundary conditions. Then, according to pHJ(x) = ∇S0(x) ' mq˙|q=x ' pEL(x), the tra-
jectory q(t) oscillates. Thus, after many shots, we have shot marks which look like an i.f.
pattern of QM on the screen.
The present formulation (PF), GCM, is testable because there is a situation in which
we cannot make ρPF(x) = ρQM(x) true for all x, where ρPF(x) is particle density distri-
bution (dens. distr.) in an ensemble PF gives and ρQM(x) is that QM gives. Let ψSE be a
general solution of Schro¨dinger eq. (SE) having the same V and E as those of (1.1) and
ψQM be a wave function of QM constructed from ψSE—for example, for a 1-D SE with a
confining potential V , ψSE = c1Ψ+c2ΨD, where c1,c2 = const.∈C andΨ∈ L2-functions,
6 while ψQM = c1Ψ (c1 6= 0). If ∇S0 = mq˙, then R2 = ρPF = |ψSE |2 from the sec-
ond eq. of (1.1) and footnote d. However ∇S0 = h¯(ψ¯SE∇ψSE −ψSE∇ψ¯SE)/2iψSE ψ¯SE =
mq˙+ h¯2 ˙¨q/mq˙4 + · · · 6= mq˙ (see (2.14) and (2.28)) and ψSE 6= ψQM in general. Therefore
ρPF 6= R2 = |ψSE |2 6= |ψQM|2 = ρQM in general. The PF however does not contradict exist-
ing data supposed to support QM. For example, with regard to the dens. distr. of electrons
Fresnel-diffracted by an electron biprism, calculation results with QM and PF differ by a
few percent (§3.2), while experimental result and calculation result with QM differ by more
than several percent. 17 18 The data therefore does not exclude PF. Other data on ρ to date,
to the best of the author’s knowledge, does not have higher precision. The PF therefore has
a chance to be verified by experiments.
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2. Formalism
2.1. Generalized Hamilton-Jacobi formalism
We construct the generalized H-J formalism.
• Construction of QSHJE First, we modify the classical H-J eq. on 4-D Minkowski
space-time M4 using the extended diff. action 2 on covariant tensor fields of order two
on M4: F2(M4)’s, which are constituents of the H-J eq.; see Appendix A for details of
the extended diff. action. The extended diff. action is introduced because i) it still satisfies
axioms for a group action on p.2, and ii) an extra term, Q˜ in (2.2a), introduced by the
extended action leads to quantum phenomena. With the extended action, the H-J eq.: 12
(
∂S
∂x
− e
c
A)2− 1
c2
(
∂S
∂ t
+ eA0)2+m2c2 = 0 , (2.1)
where S is the relativistic action, e is the electric charge of the particle, m is the mass of the
particle, c is the velocity of light, and (A0,A) is the electromagnetic potential, is modified
to what we call the relativistic quantum H-J eq.:
(∂µS+
e
c
Aµ)(∂ µS+
e
c
Aµ) = m2(c2+ Q˜), Q˜ =
h¯2∂µ∂ µR
Rm2
(2.2a)
∂µ jµ = 0, jµ =−R
2
m
(∂ µS+
e
c
Aµ) , (2.2b)
where µ runs over 0–3. The R is a functional of S; indeed, R and S are related through
a solution φ of an eq. (ih¯∂µ − eAµ/c)(ih¯∂ µ − eAµ/c)φ = m2c2φ , the Klein-Gordon eq.
11 with no physical meaning attached to φ , as φ = ReiS/h¯; cf. footnote d. For derivation
of (2.2), see Appendix A. We note that the h¯ in (2.2a) is regarded as a parameter which
determines the magnitude of the extension.
We take non-relativistic limit of (2.2). We consider the case: A1 = A2 = A3 = 0 and A0
is time-independent. We set S= Snr−mc2t, where Snr is non-relativistic action, and ignore
•/c2 terms to have
− h¯
2
2m
∂i∂ iR
R
− 1
2m
(∂iSnr)2− (eA0+ ∂Snr∂ t ) = 0 ,
∂R2
∂ t
+
∂
∂xi
(
R2
m
∂iSnr) = 0 . (2.3)
where i runs over 1–3. If R(t,x), Snr(t,x) ∈ R satisfies (2.3), Φ = ReiS nr/h¯ satisfies
(−h¯2∇2/2m+ eA0)Φ = ih¯∂Φ/∂ t of which variables, t and x, separate. Thus, we have
(−h¯2∇2/2m + eA0)Φx/Φx = (ih¯∂Φt/∂ t)/Φt = E, where Φ = Φt(t)Φx(x), and E is a
separation const. which we consider to be real. The eq. is solved as Φ = Φ(x)e−iEt/h¯ =
R(x)eiS 0(x)/h¯e−iEt/h¯. Accordingly, we write Snr(t,x) = S0(x)−Et to have
h¯2
2m
∇2R
R
− 1
2m
(∂iS0)2−V +E = 0 , ∂∂xi (
R2
m
∂iS0) = 0 , (2.4)
where V = eA0. The V may be any other potential energy.
On 1-D space, if ∂iS0 6= 0, (2.4) is simplified to
1
2m
(
∂S0
∂x
)2+
h¯2
4m
{S0,x}+V (x)−E = 0 , (2.5)
8 M.Yasuda
where {S0,x} is the Schwarzian derivative (SD) defined on p.1. The (2.5) is obtained as fol-
lows. We regard (2.4) as 1-D eqs. Then, from the second eq., we have R= const./(∂xS0)1/2,
from which ∂ 2x R/R =−{S0,x}/2 follows (cf. footnote z). Inserting it into the first eq., we
have (2.5). The (2.5) is transformed to
V (x)−E =− h¯
2
4m
{e 2ih¯ S0 ,x} , (2.6)
which is seen from a replacement: qa→ x, qb→ S0, qc→ e2iS0/h¯ in the chain rule of SD
(p.2): {qc,qa}= (∂qb/∂qa)2{qc,qb}+{qb,qa}. l
We call (2.4) 3-D QSHJE, (2.5) and (2.6) 1-D QSHJE after Ref. 15. We call
−h¯2∇2R/2mR of (2.4) and h¯2{S0,x}/4m of (2.5) 3-D and 1-D quantum potential (QP)
respectively though they are not potential in the classical sense. We call the ∇S0 momen-
tum of the H-J formalism.
The ∇S0(x)|x=x0 is equal to the momentum pEL(q˙, q¨, ˙¨q)|q=x0 of a particle defined in
§2.2 if the particle is located at x0. Apart from the particle, ∇S0(x) carries no ‘physical’
momentum unlike, say, an electromagnetic field.
• Solving 1-D QSHJE We solve 1-D QSHJE (2.6). Using the theorem: ‘Let two lin-
early independent solutions of d2z/dx2 + u(x)z = 0 be z1,z2. Then, {z2/z1,x} = {(Az1 +
Bz2)/(Cz1 +Dz2),x}= 2u(x), where A, · · · ,D = const. ∈ C and AD−BC 6= 0.’ (e.g., Ref.
2), we have
V (x)−E =− h¯
2
4m
{ AΨ
D+BΨ
CΨD+DΨ
,x} , (2.7)
where Ψ,ΨD ∈ R are two linearly independent solutions of the corresponding, having the
same V (x) and E, second-order linear differential eq.: d2z/dx2− (2m/h¯2)(V (x)−E)z = 0.
Since it is the same as the 1-D SE of QM, we henceforth call it 1-D SE. m We setΨ andΨD
to be real, which loses no generality. For C = A¯eiθ and D= B¯eiθ , where θ = const.∈R and
A¯ and B¯ are complex conjugate of A and B, making an eq. |(AΨD+BΨ)/(CΨD+DΨ)|= 1
true, we define Sˇ0 ∈ R as
e
2i
h¯ Sˇ0 =
AΨD+BΨ
CΨD+DΨ
=
AΨD+BΨ
A¯ΨD+ B¯Ψ
e−iθ . (2.8)
Differentiating (2.8), we obtain
p =
∂ Sˇ0
∂x
=
i
2
h¯(AD−BC)W
(AΨD+BΨ)(CΨD+DΨ)
=
ih¯(AD−BC)W
2AC
(ΨD+ AD+BC2AC Ψ)2− (AD−BC2AC )2Ψ2
, (2.9)
where W =Ψ′ΨD−ΨD′Ψ= const. 6= 0 is the Wronskian. 6 We set, without losing gener-
ality, AD−BC = (AB¯− A¯B)eiθ =±2i, which restricts θ and ImAB¯ to θ = npi(n ∈ Z) and
lIn writing this and following paragraphs to the end of this subsection, corresponding parts of Ref. 15 were helpful.
m Keep in mind that in the present formulation SE is used as a mathematical tool to solve QSHJE; We do not give
any physical meaning such as ‘|Ψ(x)|2 represents the probability density of finding a particle at x ’ to the Ψ or
ΨD; Physics is discussed with S0.
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ImAB¯=±1. We set l1 = i(AD−BC)/2AC=±1/AA¯∈R\{0} and l2 = (AD+BC)/2AC=
ReAB¯/AA¯ ∈ R. Accordingly, (2.9) is transformed to
p =
∂ Sˇ0
∂x
=
h¯W l1
(ΨD+ l2Ψ)2+ l21Ψ2
. (2.10)
Comparing (2.6) with (2.7) of which (AΨD +BΨ)/(CΨD +DΨ) replaced with e2iSˇ0/h¯ in
(2.8), we see (2.8) solves (2.6). Moreover, any solution S0 of (2.6) is written as (2.8) because
arbitrary initial values {S0,∂S0/∂x,∂ 2S0/∂x2}|x=x0 for S0 in (2.6) are realized as those for
Sˇ0 in (2.8) adjusting values of Sˇ0, l1 and l2.
We solve 1-D free QSHJE, (2.5) of which V (x) = 0, for E ≥ 0. If E > 0, we take
Ψ = coskx and ΨD = sinkx, where k =
√
(2mE)/h¯, as two linearly independent solutions
of the corresponding SE. The momentum p is given, from (2.10), as
p =
−h¯kl1
(sinkx+ l2 coskx)2+ l21 cos2 kx
=
−2h¯kl1
(l21 + l
2
2 +1)+(l
2
1 + l
2
2 −1)cos2kx+2l2 sin2kx
.
(2.11)
If l1 =∓1 and l2 = 0, we have the classical value: p =±
√
2mE. Regardless of values of l1
and l2, the value of p averaged over an interval x0 ≤ x≤ x0+pi/k takes the classical value
±√2mE, which is seen from ∫ pi/k0 pdx =±h/2 obtained from a formula 27∫ dx
(a+bcosx+ csinx)
=
2√
a2−b2− c2 arctan
( (a−b) tan(x/2)+ c√
a2−b2− c2
)
for a2 > b2+ c2. If l1 =±(1+ ε1) and l2 = ε2 with |ε1|, |ε2|<< 1, we describe p of (2.11)
as semiclassical and rewrite (2.11), for p > 0, as
p =
h¯k(1+ ε1)
(sinkx+ ε2 coskx)2+(1+ ε1)2 cos2 kx
. (2.12)
If E = 0, we take Ψ= 1 and ΨD = x, where 1 is a constant having the same dimension as
x. The momentum p is given as p =−h¯l11/((x+ l21)2+(l11)2).
• Solving 3-D QSHJE We solve 3-D QSHJE (2.4). The solution set (R, S0) of (2.4) is
constructed from a solution ψ of the corresponding 3-D SE
− h¯
2
2m
∇2ψ+(V −E)ψ = 0 (2.13)
as ψ = ReiS0/h¯ since (2.4) is equivalent to the SE with ψ = ReiS0/h¯. 11 The momentum
p := ∇S0 is given as
p= ∇S0 =
h¯
i
ψ¯∇ψ−ψ∇ψ¯
2ψψ¯
, (2.14)
where ψ¯ is the complex conjugate of ψ . The formula (2.14) is valid also in 1-D space. In
1-D space, the p obtained from (2.14) setting ψ = c1Ψ+ c2ΨD is equal to the p obtained
from (2.9) with A = c1,B = c2,C = c¯1 and D = c¯2.
A solution S0(x) of the 1-D QSHJE (2.5) of a 1-D system satisfies ∂S0/∂x 6= 0 even
if E −V (x) ≡ 0 for an effect of the 1-D extended diff. action. Whereas, the xi-direction
momentum ∂S0/∂xi of the 3-D QSHJE (2.4) of a 3-D system is allowed to be ∂S0/∂xi ≡ 0
if Ei−V (xi)≡ 0 as far as ∇S0 6= 0. See §3.1 for an example.
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2.2. Generalized Lagrangian formalism
• Preliminary remarks From a solution S0(x) of the QSHJE, we learn the value of the
particle’s momentum p= ∇S0 at x. From the QSHJE, however, we cannot see whether the
particle comes to x or not, nor see we how p is related to (q˙, q¨, · · · ) of the particle. To
see these, we construct a generalized Lagrangian formalism. We will see that the classical
relation: ∇S0(x) = mq˙|q=x is no longer valid.
We consider, based on a philosophy of CM, a micro-particle as well as a macro-particle
has an eq. of motion as an ordinary differential eq. Although not all ordinary differential
eqs. are obtained from Lagrangian, 26 we search for the Lagrangian assuming that the eq.
is. If not, we will see contradictions somewhere in the Lagrangian searching process.
Our Lagrangian, unlike that of CM, cannot be a function of q and q˙. We show a reason
for a 1-D free particle. In the Lag. formalism, the p is a function of the trajectory q(t); that
is, the p at particle position q(t) is given as p|q(t) = f (q, q˙, q¨, · · ·)|t · · ·(∗1). Assume, to get
a contradiction, that the 1-D free Lagrangian L is a function of q and q˙: L = L(q, q˙). Then,
the E-L eq. is of second order. The trajectory is therefore fixed if two integration parameters,
say, particle position q0 at time t0: q0(t0) and energy E, are given. The momentum p at any
point on the trajectory is also fixed according to (∗1). However, the formula (2.11) tells us
that, even if q0 and E are given, the p at, say, q0 is not fixed, which implies L 6= L(q, q˙).
If the E-L eq. is of fourth order, the above problem is resolved because four parameters
(x,E, l1, l2) necessary to fix the p of (2.11) correspond to four integration parameters of
the E-L eq. Thus, we introduce a higher-order Lagrangian L(q, q˙, q¨, · · ·), from which fourth
order E-L eq. is derived. Or we assume that the system described by the QSHJE has a
Lagrangian with S0(x)−Et =
∫ x, t L(q, q˙, q¨, · · ·)dt˜, where S0(x) is a solution of the QSHJE.
We note that L=mq˙2/2−V (q;E, l1, l2), where V is a periodic potential, is unacceptable as
the 1-D free Lagrangian because it is not translationally invariant.
• Construction of 1-D free Lagrangian We expand a 1-D free Lagrangian L =
L(q˙, q¨, ˙¨q, · · ·) to be determined in powers of h¯ as L = mq˙2/2 + h¯ f1(q˙, q¨, ˙¨q, ¨¨q, · · ·) +
h¯2 f2(q˙, q¨, ˙¨q, ¨¨q, · · ·) + · · · . We assume i) out of parameters having dimensions, only mass
m appears in f1, f2, · · · , and ii) fi =mα q˙β q¨γ ˙¨qδ · · · , where α,β , · · · ∈R. We observe that i) L
does not contain ¨¨q and higher-order derivatives, otherwise the resulting E-L eq. cannot be
of fourth order, and ii) the ˙¨q-containing term, if any, appears only in the form: h¯1−αmα q˙β ˙¨q,
otherwise the order of the resulting E-L eq. exceeds four (Appendix B). Dimensional anal-
ysis together with observations above restricts fk’s to
f1 =
c1q¨
q˙
, f2 =
c2a
m
˙¨q
q˙3
or f2 =
c2b
m
q¨2
q˙4
, fk =
ck
mk−1
q¨k
q˙3k−2
(k = 3,4, · · ·) , (2.15)
where c1,c2a, · · · ∈ R are dimensionless consts. Thus, we have
L =
1
2
mq˙2+ c1h¯
q¨
q˙
+
c2ah¯2
m
˙¨q
q˙3
+
c2bh¯2
m
q¨2
q˙4
+
∞
∑
k=3
ckh¯k
mk−1
q¨k
q˙3k−2
. (2.16)
The E-L eq., J-O momenta p(1), p(2), p(3), and energy E obtained from (2.16) are
(Appendix B)
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0 = mq¨+
2(3c2a+ c2b)h¯2
m
(
− ¨¨q
q˙4
+
8q¨ ˙¨q
q˙5
− 10q¨
3
q˙6
)
+
∞
∑
k=3
(k−1)ckh¯k
mk−1
×
(
− (k−2)kq¨
k−3 ˙¨q2+ kq¨k−2 ¨¨q
q˙3k−2
+
2(3k−2)kq¨k−1 ˙¨q
q˙3k−1
− (3k−2)(3k−1)q¨
k+1
q˙3k
)
. (2.17)
p(1) =
∂L
∂ q˙
− d
dt
∂L
∂ q¨
+
d2
dt2
∂L
∂ ˙¨q
= mq˙− 2(3c2a+ c2b)h¯
2
m
˙¨q
q˙4
+
4(3c2a+ c2b)h¯2
m
q¨2
q˙5
+
∞
∑
k=3
ckh¯k
mk−1
(
− k(k−1)q¨
k−2 ˙¨q
q˙3k−2
+
(3k−2)(k−1)q¨k
q˙3k−1
)
, (2.18)
p(2) =
∂L
∂ q¨
− d
dt
∂L
∂ ˙¨q
=
c1h¯
q˙
+
(3c2a+2c2b)h¯2
m
q¨
q˙4
+
∞
∑
k=3
kckh¯k
mk−1
q¨k−1
q˙3k−2
, p(3) =
∂L
∂ ˙¨q
=
c2ah¯2
mq˙3
.
E = p(1)q˙+ p(2)q¨+ p(3) ˙¨q−L =
1
2
mq˙2− 2(3c2a+ c2b)h¯
2
m
˙¨q
q˙3
+
5(3c2a+ c2b)h¯2
m
q¨2
q˙4
+
∞
∑
k=3
ckh¯k
mk−1
(
− k(k−1)q¨
k−2 ˙¨q
q˙3k−3
+
(3k−1)(k−1)q¨k
q˙3k−2
)
. (2.19)
The momentum pEL := ∂S0(x)/∂x obtained from (2.16) is
pEL(x) = p(1)+ p(2)
q¨
q˙
+ p(3)
˙¨q
q˙
|q(t)=x
= p(1)+ c1h¯
q¨
q˙2
+
c2ah¯2
m
˙¨q
q˙4
+
(3c2a+2c2b)h¯2
m
q¨2
q˙5
+
∞
∑
k=3
kckh¯k
mk−1
q¨k
q˙3k−1
|q(t)=x , (2.20)
which is obtained as follows.20 From S(x, x˙, x¨, t) =
∫ x,x˙,x¨,t L(q, q˙, q¨, ˙¨q)dt˜ and E = p(1)q˙+
p(2)q¨+ p(3) ˙¨q−L (Appendix B), we have, along a solution path,
dS= Ldt = (p(1)q˙+ p(2)q¨+ p(3) ˙¨q−E)dt = p(1)dq+ p(2)dq˙+ p(3)dq¨−Edt
= (p(1)+ p(2)q¨/q˙+ p(3) ˙¨q/q˙)dq−Edt = dS0−Edt ,
from which (2.20) follows, where p(1) = const. (Appendix B) is left intact for later conve-
nience.
In (2.17), c2 := 3c2a + c2b < 0. Otherwise, (2.17) does not have a wavy linear solution
q(t) required for the pEL to correspond to the pHJ of (2.12), where q(t) is written as q(t) =
vt+ f (t)+q0 of which |v|= const. > 0, q0 = const., and f (t) is a function which satisfies
| f˙/v| < 1 and oscillates around f = 0. Assume that (2.17) has the wavy linear solution.
Then, at time t0 at which the velocity takes maximum values, the p(1) is written as p(1) =
mq˙−2c2h¯2 ˙¨q/mq˙4 since q¨= 0 at t0. Because ˙¨q< 0 there and p(1)= const. for a free particle,
we see c2 < 0.
The f (t) of the wavy linear solution is written as a Fourier series because, at any t0 at
which q¨(t0) = 0, each of q˙(t0) and ˙¨q(t0)> 0 ( ˙¨q(t0)< 0) of the solution takes the same value
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because p(1)(q˙, q¨, ˙¨q) = const. and E(q˙, q¨, ˙¨q) = const. The solution therefore is written as n
q(t)= vt+
∞
∑
n=1
(an cosnωt+bn sinnωt)+q0 = vt+
∞
∑
n=1
An cos(nωt+θn)+q0 =: vt+ f +q0 .
(2.21)
Moreover, for the same reason, we see that the velocity extremals, q¨ = 0, are generated
by the Fourier component A1 cos(ωt + θ1) having the lowest angular frequency ω , and
that amplitude of higher frequency components are small enough not to generate velocity
extremals. The infinitesimal (inf.) order of An is (ωA1/v)n because, in (2.17), An cos(nωt+
θn)-terms sum up to zero with ((A1 cos(ωt +θ1))n-terms; see Appendix C. If | f˙/v|<< 1,
we call the q(t) a semiclassical solution.
In the Lagrangian (2.16), c1 = c2a = 0. If c1 6= 0 or c2a 6= 0, we have ω = 2kv, if
c1 = c2a = 0, we have ω = kv, which we see comparing pHJ and pEL at the lowest inf.
order of oscillation inserting (2.21) into x of (2.12) and into q of (2.20). Whereas, to have
pHJ = pEL at particle position, oscillation cycles of pEL in time interval ∆ t has to be equal
to undulation cycles of pHJ in space interval v∆ t. We therefore have c1 = c2a = 0.
We determine c2b of (2.16) with c1 = c2a = 0. We see c2b = −1/2 comparing ωEL =
mv2/h¯
√−2c2 +O(( f˙/v)2) and ωHJ = mv2/h¯+O(( f˙/v)2), where ωHJ := kv. We obtain
the ωEL inserting q(t) of (2.21) into the E-L eq. of (2.17), the ωHJ inserting E of (2.19)
into ωHJ = v
√
2mE/h¯; see Appendix D. Thus, the 1-D free Lagrangian is determined up
to h¯2-term as o
L = mq˙2/2− h¯2q¨2/2mq˙4 . (2.22)
The velocity q˙(t) of solutions of the E-L eq. derived from (2.22) with initial (ini.) condi-
tions (q(t0), · · · , ˙¨q(t0)) satisfying E > 0 never approach zero. We have mq˙2/2− p(1)q˙+E =
−h¯2q¨2/2mq˙4 removing ˙¨q from p(1) = mq˙+ (h¯2/m)( ˙¨q/q˙4 − 2q¨2/q˙5) = const. and E =
mq˙2/2+ (h¯2/m)( ˙¨q/q˙3 − 5q¨2/2q˙4) = const. Assume q˙(t)→ 0. Then, we have a contra-
diction between mq˙2/2− p(1)q˙+E→ E > 0 and −h¯2q¨2/2mq˙4 ≤ 0. Therefore q˙(t) 6→ 0.
n The ω in (2.21) is not the ω of the de Broglie matter wave. Let the ω of it be ωQ, and the ω in (2.21) be ωL.
We know E = h¯ωQ. Whereas in the present formulation, we have E ' h¯ωL/2 because ωL = kv = (
√
2mE/h¯)v'
mv2/h¯; see (E.7).
o The 1-D Lagrangian (2.22) differs from 1-D Lagrangian L = mq˙2/2+ (h¯2/4m)(5q¨2/2q˙4 − ˙¨q/q˙3) · · ·(∗1)
constructed in Ref. 20. Bouda, in Ref. 20, derives ∂S0/∂x = p(1) + q¨p(2)/q˙ + ˙¨qp(3)/q˙ |q=x · · ·(∗2) and
E = x˙∂S0/∂x− L · · ·(∗3) from dS = dS0 −Edt = Ldt and E = q˙p(1) + q¨p(2) + ˙¨qp(3) − L = const. · · ·(∗4),
where L = L(q, q˙, q¨, ˙¨q), p(1) = ∂L/∂ q˙− (d/dt)(∂L/∂ q¨)+(d2/dt2)(∂L/∂ ˙¨q), p(2) = ∂L/∂ q¨− (d/dt)∂L/∂ ˙¨q, and
p(3) = ∂L/∂ ˙¨q; cf. B.3. Using dimensional analysis, he expands the Lagrangian to be determined in powers of
h¯ as L = ∑∞n=0(h¯
n/mn−1)(αnq¨n/q˙3n−2 +βnq¨n−2 ˙¨q/q˙3n−3), where αn and βn are consts. to be determined. Using
(∗2) with ∂/∂x = x˙−1∂/∂ t, he writes ∂xS0, ∂ 2x S0, and ∂ 3x S0 as the power series. Inserting them, together with
(∗3), into the 1-D QSHJE written as (∂xS0)4/2m+(h¯2/4m)(∂xS0 ·∂ 3x S0− (3/2)(∂ 2x S0)2)−E(∂xS0)2 = 0, he has
an eq. h¯0(· · ·)+ h¯1(· · ·)+ h¯2(· · ·)+ · · · = 0 for αn and βn. He obtains α2 = 5/8 and β2 = −1/4 leading to (∗1)
from the eq. at h¯2-level: mh¯2((α2−5/8)q¨2/q˙2 +(β2 +1/4) ˙¨q/q˙) = 0 regarding q¨ and ˙¨q in it as independent. We
here follow his steps except the last step at which we regard q¨ and ˙¨q in the series expanded QSHJE as depen-
dent because (∗4) holds only along solution curves of Euler-Lagrange (E-L) eq. We assume the solution q(t) of
an E-L eq. to be determined as (2.21). Then, we insert the q(t) into the series expanded QSHJE to have an eq.
(A1ω/v)0(· · ·)+ (A1ω/v)1(· · ·)+ · · · = 0 for αn and βn. We obtain α2 = −1/2 leading to (2.22) from an eq. at
(A1ω/v)1-level: (A1ω/v)(m3v4/2+mh¯2ω2/4+mh¯2ω2α2 + h¯4ω4α2/2mv4)sin(ωt + θ1) = 0 using h¯ω = mv2
(footnote n). Note h¯ is canceled out like h¯q¨/mq˙3 ≈−A1ω cos(ωt+θ1)/v.
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The pEL (2.20) constructed from a solution q(t) of the E-L eq. derived from (2.22)
agrees with pHJ (2.12) up to O(( f˙/v)2) if we relate oscillation amplitude A1 of the q(t) of
(2.21) to ε =
√
(ε21 + ε
2
2 ) of the p
HJ with A21 = h¯
2ε/(mE); see Appendix E.
The v, ω , a1, and b1 of a solution q(t) of (2.21) are expressed as functions of ε1, ε2, and
E in pHJ . The v and ω are given as v =
√
2mE(1− ε +O(ε2))/m and ω = kv = 2E(1−
ε+O(ε2))/h¯. The a1 and b1 are given in (E.9) and (E.10). We obtain them comparing pEL
with pHJ ; see Appendix E.
The S0(x) = S0(x;k, l1, l2), a solution of the 1-D free QSHJE, and S0(x) = S0(x =
x(t1); x˙(t1),x(t0), x˙(t0)) of the second-order 1-D Lag. formalism defined by action integral:
S0(x(t1); x˙(t1),x(t0), x˙(t0))−E(t1− t0) =
∫ x(t1), x˙(t1), t1
x(t0), x˙(t0), t0
L(q, q˙, q¨)dt˜ are equal up to O(ε1) as
a function of x for suitable const. values of {k, l1, l2} and {E,x(t0), x˙(t0)}, where (l1, l2)
and (x(t0), x˙(t0)) encode amplitude and phase of the undulation of ∇S0 and the oscillation
of q(t). The x˙(t1) in S0(x; x˙(t1),x(t0), x˙(t0)) is fixed by x since a trajectory is known as a
solution of the E-L eq. with ini. conditions (x(t1),E,x(t0), x˙(t0)).
No value of c3 ∈ R makes pEL agree with pHJ at O(( f˙/v)3) (Appendix F) because
a force F generated by the extended diff. action is of a kind not completely describ-
able within Lag. formalism. The h¯3-force −(2c3h¯3/m2)(−3( ˙¨q2 + q¨ ¨¨q)/q˙7 + 42q¨2 ˙¨q/q˙8 −
56q¨4/q˙9) in the E-L eq. (2.17) has only one adjustable parameter c3. Whereas the h¯3-force
(h¯3/m2)((c3a ˙¨q2+c3bq¨ ¨¨q)/q˙7+c3cq¨2 ˙¨q/q˙8+c3d q¨4/q˙9) allowed by dimensional analysis has
four adjustable parameters c3a, · · · ,c3d . The h¯3-force generated by the extended diff. action
is described by the latter. Indeed, based on d’Alembert’s principle, 5 a variational principle
more basic than Hamilton’s principle 5 on which Lag. formalism is based, an eq. of motion
which contains the latter h¯3-force and its solution gives a momentum p agreeing with pHJ
at least up to O(( f˙/v)3) is constructed in Appendix G.
• Construction of 3-D Lagrangian First, we determine free 3-D Lagrangian. From
(2.16) and rotational invariance, it takes a form: L = mq˙2/2+ h¯2c3D2b q¨
2/mq˙4, where q˙ =
( q˙1(t), q˙2(t), q˙3(t)), q˙2 = q˙ · q˙= q˙1q˙1 + q˙2q˙2 + q˙3q˙3, and q˙4 = (q˙ · q˙)2; likewise for q¨2. It
is meaningless to consider h¯3- and higher terms; see the last paragraph. We determine the
c3D2b in the Lagrangian in a manner similar to that used to determine the c2b. The result is
c3D2b =−1/2 (Appendix H). We therefore have
L = mq˙2/2− h¯2q¨2/2mq˙4 , (2.23)
which is translationally and rotationally invariant; the J-O momentum p(1) is the Noether
current associated to the invariance of the Lagrangian under spatial translation.14
Next, we determine 3-D Lagrangian of a system having a potential field V (q). We as-
sume that the V (q) is almost const. over 1/|k| = h¯/√(2mE), which allows us to see the
system as almost free at the length scale of 1/|k|. Then, from (2.23) and the classical La-
grangian L = mq˙2/2−V (q), we have L = mq˙2/2−V (q)− h¯2q¨2/2mq˙4. In an interference
(i.f.) region (see p.5 for definition of i.f. region), even if V (q) = 0, streamlines of pHJ of
(2.14) may be macroscopically curved (an example in §3.2). Correspondingly trajectories,
too, are. Energy and momentum required to curve trajectories have to be transferred from
oscillatory motion because there is no ‘physical’ energy and momentum carrying field (p.8)
in the i.f. region. To realize the transfer, we introduce pseudo-potential Q which activates
14 M.Yasuda
or deactivates the oscillation. Thus, we have the 3-D Lagrangian:
L = mq˙2/2−V (q)−Q(q)− h¯2q¨2/2mq˙4 . (2.24)
We characterize Lagrangians (2.22), (2.23), and (2.24) as semiclassical in the sense that
no h¯3-term makes pHJ = pEL at O(( f˙/v)3).
• Dynamical eqs. From (2.24), we obtain (see Appendix B)
(E-L eq.) 0 =−∂V (q)/∂qi−∂Q(q)/∂qi−mq¨i
+
h¯2
m
(− ¨¨qi
q˙4
− 4q˙i
˙¨qq¨
q˙6
+
8 ˙¨qiq˙q¨
q˙6
+
4q¨iq˙ ˙¨q
q˙6
+
2q¨iq¨2
q˙6
+
12q˙iq¨2(q˙q¨)
q˙8
− 24q¨i(q˙q¨)
2
q˙8
)
, (2.25)
E =
mq˙2
2
+V (q)+Q(q)+
h¯2
m
( q˙ ˙¨q
q˙4
+
3
2
q¨2
q˙4
− 4(q˙q¨)
2
q˙6
)
, (2.26)
p(1)i = mq˙i+
h¯2
m
( ˙¨qi
q˙4
+
2q¨2q˙i
q˙6
− 4q˙q¨q¨i
q˙6
)
, p(2)i =−
h¯2
m
q¨i
q˙4
. (2.27)
The 3-D momentum p= ∇S0 along a solution path is obtained, in a manner similar to that
used to derive the 1-D momentum (p.11), as
∂S0
∂xi
= p(1)i+ p(2)i
q¨i
q˙i
= mq˙i+
h¯2
m
( ˙¨qi
q˙4
+
2q¨2q˙i
q˙6
− 4q˙q¨q¨i
q˙6
)
− h¯
2
m
q¨2i
q˙4q˙i
|q=x . (2.28)
To determine trajectories, we need not know the Q(q) because we use not (2.25) but
(2.28) as a trajectory determining eq. after inserting a solution of the QSHJE into LHS
(§3.2).
• Stability of a charged particle Even if a semiclassical particle is charged, elec-
tromagnetic radiation does not occur. The trajectory of the particle is approximated as
q(t) = vt +A1 cos(ωt + θ ), where |v| = const. > 0 and |A1ω|/|v| << 1. Since the en-
ergy E of the particle is given as E 'mv2/2+mω2A21/2 from (2.26) of which V = Q = 0,
for the radiation to occur, it has to be mω2A21/2≥ h¯ω or ω2A21/2v2 ≥ 1 because h¯ω 'mv2
(footnote n). It contradicts |A1ω|/|v|<< 1.
• Classical limit The 3-D QSHJE (2.4) and E-L eq. (2.25) reduce to classical coun-
terparts if m(E −V )2 >> meE2h , where me is the mass of an electron and Eh = 27.2 eV
is the Hartree energy, which, for simplicity, we show for 1-D free system of which dy-
namical eqs. are 1-D free H-J eq. (∂S0/∂x)2/2m+ h¯2{S0(x),x}/4m = E · · ·(∗1) and
1-D free E-L eq.: mq¨+(h¯2/m)( ¨¨q/q˙4 + · · ·) = 0 · · ·(∗2); cf. (2.5) and (2.25). A solution
of (∗1) is given as pHJ = ∂S0/∂x '
√
2mE(1+ ε cos(kx+ θ)), where ε << 1, and that
of (∗2) is given as q(t) ' vt +Acos(ωt + θ) · · ·(∗3), where v,A,ω,θ ∈ R are consts.,
ωA << v, and ω = kv = v
√
(2mE)/h¯' 2E/h¯; cf. (D.1) and (2.21). If mE2 >> meEh, then
ωA/v ' 0 because the force F , which is estimated as F ' mq¨ ' −mω2Acos(ωt + θ) '
−4mE2Acos(ωt + θ)/h¯2, required to prepare initial conditions of (∗2) giving a solution
having ωA/v 6' 0 is prohibitively demanding in frequency ω/2pi and intensity 4mE2A/h¯2
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and therefore practically unrealized. p Thus, contribution from Acos(ωt + θ) in (∗3) to
energy and momentum of the system is ignorable. Accordingly, the oscillation gener-
ating term: (h¯2/m)( ¨¨q/q˙4 + · · ·) in (∗2) too is. Because A is related to ε of pHJ with
A2 ' h¯2ε/mE (see (E.6)), if ωA/v ' 0, then ε ' 0. Accordingly, the undulation gener-
ating term: h¯2{S0(x),x}/4m in (∗1) is also ignorable. Thus, (∗1) and (∗2) reduce to clas-
sical ones. Note, (2.4) and (2.25) do not necessarily reduce to classical ones at classical
limit given in WKB method 9 of QM because—we give the reason for 1-D system for
simplicity—the classical limit |h¯m∂V/∂x/(2m(E−V ))3/2| → 0 q of the WKB method is
attained, if ∂V/∂x ' 0, even for quantum mechanical magnitude of m and E for which
oscillation of a solution of (2.25) is activatable.
• Consistency with the H-J formalism We say two formalisms are consistent if physical
quantities defined in both give the same values in both on a region where both formalisms
are effective. For the case of the H-J and the Lag. formalism, physical quantities defined in
both are reduced action S0 and energy E. Note that i-direction energy Ei is not defined in
the Lag. formalism as is seen from a formula E = p(1)q˙+p(2)q¨−L (cf. (B.4)), in which
the Lagrangian L does not separate. The H-J formalism is effective on regions where QM is
effective and CM is effective. Whereas the Lag. formalism is effective on both of the regions
if V (x) is almost const. over 1/|k| and a solution q(t) = v˜ t+Acos(ωt+θ) of the E-L eq.
satisfies |Aω|/|v˜| << 1, where v˜ t is almost linear. The consistency between SHJ0 and SEL0
(EHJ and EEL) up to (|Aω|/|v˜|)2 is the best we can expect because the force generated by
the extended diff. action is of a kind not completely describable in Lag. formalism. (p.13).
Thus, we say H-J and Lag. formalism are consistent if ∇SHJ0 =∇S
EL
0 +O((|Aω|/|v˜|)3) and
EHJ = EEL+O((|Aω|/|v˜|)3) when |Aω|/|v˜|<< 1.
The Lag. formalism is consistent with the H-J formalism. Indeed, that EEL = EHJ and
∇SEL0 = ∇S
HJ
0 hold true up to (|Aω|/|v|)2 for a 3-D system comprised of a particle m and
a potential V is seen as follows. Let EHJ and ∇SHJ0 be given. After inserting ∇S
HJ
0 into the
LHS of (2.28), we regard (2.28) as a system of differential eqs. for q(t) with semiclassical
ini. conditions (q(t0), · · · , q¨(t0)) which give the given EHJ and ∇SHJ0 at t0 with (2.26) and
(2.28) respectively. The solution q(t) of (2.28) with such ini. conditions makes ∇SHJ0 =
∇SEL0 be true. Furthermore, we can make the solution q(t) satisfy the E-L eq. (2.25) because
the E-L eq. contains an adjustable parameter ∂Q/∂q. Since the EEL obtained with (2.26)
is const. for any solution of the E-L eq. (see (B.5)), we have EHJ = EEL.
p We estimate the force required to activate the oscillation in (∗3). For m = 104 amu = 1.66× 10−23 kg and
v= 100 m/s, we see λ = h/mv= 4.0×10−13 m, where λ is de Broglie wavelength, and ω = 2piv/λ = 1.6×1015
/s; we note that, unlike in QM, ω = kv holds true in GCM. To activate with electric field the oscillation of the
particle assumed to be a singly charged positive ion by ωA/v = 10−3 or A = 6.4× 10−17 m, it would suffice to
make the particle pass through one cycle of an electric field E(x) = E0 cos(2pix/λ +θ), where E0 = 1.6× 1010
V/m, because the E satisfies mq¨ = −mω2Acos(ωt +θ) = e−E, where e− is the charge of an electron. Thus, we
see the required force is demanding even for the mesoscopic particle.
q For a 1-D system, the SE ∇2ψ + 2m(E −V )ψ/h¯2 = 0 is rewritten as (S′0)2/2m− ih¯S′′0/2m = E −V with
ψ = eiS0/h¯, where S′0 is ∂S0/∂x and so on. If relative magnitude of |ih¯S′′0/2m| with respect to (S′0)2/2m ap-
proaches zero: |ih¯S′′0/(S′0)2| → 0, the rewritten eq. approaches the classical H-J eq. We see |ih¯S′′0/(S′0)2| '
|h¯m∂V/∂x/(2m(E −V ))3/2| from S′0 = ±
√
(2m(E −V )), which is the first approximation of a solution of the
rewritten SE. 9
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3. Appearance of Quantum Phenomena
We elaborate on reasons why energy and angular momentum of a 3-D system are quantized,
and why interference-like phenomenon appears. For concise reasoning of them, of 1-D
energy quantization, of uncertainty, and of tunneling, see §1.
3.1. Energy and angular momentum quantization of a 3-D system having a
confining central force potential V (r)
In a 3-D single particle system having an atomic-scale confining central force potential
V (r), which is of our concern in the present subsection, the generalized Lag. formal-
ism may be ineffective because trajectories may not satisfy the semiclassicality condition
|A1ω|/v|<< 1 (see §2.2). We however consider that a formalism of particle motion having
an eq. of motion, of which approximation is the Lag. formalism having the E-L eq., exists.
We assume that the eq. of motion is determined by a principle of least action (cf. Appendix
G). For the formalism to be consistent with the H-J formalism, an eq. SHJ0 = S
(EL)
0 holds
true, where SHJ0 is a solution of the QSHJE (2.4) of which V =V (r), and S
(EL)
0 is an action
obtained from an action integral of the formalism.
We require that the value of ∇S(EL)0 averaged along a solution q(t) of the eq. of motion
over a macroscopic length (b−a): ∫ ba ∇S(EL)0 dq/(b−a) is independent from parameters—
l1 and l2 of (2.10) in the case of a 1-D free system—introduced by the extended diff.
action because the value is so in CM effective in macroscopic scale. We will see that the
requirement is satisfied for discrete values of energy and angular momentum.
First, we solve a 3-D QSHJE having V (r):
h¯2∇2R/(2mR)− (∂iS0)2/2m−V (r)+E = 0 , (1/m)∂ (R2∂iS0)/∂xi = 0 , (3.1)
(cf. (2.4)) to obtain pHJ . We separate (3.1) and 3-D SE corresponding to (3.1) used to
solve (3.1) on the spherical polar coordinate system (x = r sinθ cosϕ , y = r sinθ sinϕ ,
z = r cosθ ). The (3.1) is separated with S0(ϕ,θ ,r) = S0ϕ(ϕ) + S0θ (θ) + S0r(r) and
R(ϕ,θ ,r) = Rϕ(ϕ)Rθ (θ)Rr(r), if S0ϕ(ϕ),S0θ (θ),S0r(r) 6= const., as
1
2m
(
∂S0ϕ
∂ϕ
)2+
h¯2
4m
{S0ϕ ,ϕ}− h¯
2m2
2m
= 0 (3.2a)
1
2m
(
∂S0θ
∂θ
)2+
h¯2
4m
{S0θ ,θ}+ h¯
2
2m
(− cos
2 θ
4sin2 θ
+
m2
sin2 θ
− 1
2
− l(l+1)) = 0 (3.2b)
1
2m
(
∂S0r
∂ r
)2+
h¯2
4m
{S0r,r}+V (r)−E + h¯
2l(l+1)
2mr2
= 0 , (3.2c)
which follow from (3.1) written on the coordinate system as
0 =
h¯2
2m
∇2R
R
− 1
2m
(∂iS0)2−V (r)+E = 12m (
∂S0r
∂ r
)2− h¯
2
2m
1
r2Rr
∂
∂ r
(r2
∂Rr
∂ r
)+V (r)−E
+
1
2mr2
(
(
∂S0θ
∂θ
)2− h¯
2
sinθ
1
Rθ
∂
∂θ
(sinθ
∂Rθ
∂θ
)+
1
sin2 θ
(
(
∂S0ϕ
∂ϕ
)2− h¯
2
Rϕ
∂ 2Rϕ
∂ϕ2
))
, (3.3a)
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0 =
∂
∂xi
(
R2
m
∂iS0) =
2
Rϕ
∂Rϕ
∂ϕ
∂S0ϕ
∂ϕ
+
∂ 2S0ϕ
∂ϕ2
+ sin2 θ
×
( 2
Rθ
∂Rθ
∂θ
∂S0θ
∂θ
+
1
sinθ
∂
∂θ
(sinθ
∂S0θ
∂θ
)+
2r2
Rr
∂Rr
∂ r
∂S0r
∂ r
+
∂
∂ r
(r2
∂S0r
∂ r
)
)
. (3.3b)
The Rr, Rθ , and Rϕ of (3.3a) are written with S0r, S0θ , and S0ϕ as ∂ 2r (rRr)/(rRr) =
−{S0r,r}/2, ∂ 2θ (
√
sinθRθ )/(
√
sinθRθ ) = −{S0θ ,θ}/2, and ∂ 2ϕRϕ/Rϕ = −{S0ϕ ,ϕ}/2
by a formula (cf. footnote z) ‘∂x(R2∂xS0) = 0 ⇔ ∂ 2x R/R = −{S0,x}/2 if ∂xS0 6= 0’
through eqs. ∂r(r2R2r∂rS0r) = 0, ∂θ (sinθR2θ∂θS0θ ) = 0, and ∂ϕ(R
2
ϕ∂ϕS0ϕ) = 0 sepa-
rated from (3.3b). Separation consts. h¯2l(l + 1) ∈ R and h¯2m2 ∈ R in (3.2) are equal to
((∂S0θ/∂θ)2 · · ·(· · ·)/sin2 θ) and (∂S0ϕ/∂ϕ)2− (h¯2/Rϕ)(∂ 2Rϕ/∂ϕ2) in (3.3a). The con-
sts. h¯2l(l+ 1) and h¯m are identified as square and z-component of angular momentum of
the system because they are so in classical limit. r The corresponding 3-D SE is separated,
with ψ =Φ(ϕ)Θ(θ)R(r) as
d2Φ
dϕ2
+m2Φ= 0 (3.4a)
d2
dθ 2
(
√
sinθ Θ)+(
1
2
+ l(l+1)+
cos2 θ
4sin2 θ
− m
2
sin2 θ
)
√
sinθ Θ= 0 (3.4b)
d2(rR)
dr2
+(
2m
h¯2
(E−V (r))− l(l+1)
r2
)rR= 0 , (3.4c)
where (3.4b) is equivalent to 1sinθ
d
dθ (sinθ
dΘ
dθ )+(l(l+1)− m
2
sin2 θ
)Θ= 0 found in textbooks
10, 29 of QM. Solutions S0ϕ , · · · ,S0r 6= const. of (3.2) are constructed from those Φ, · · · ,rR
of (3.4) by (2.10). From solutions of (3.2), a solution ∇S0 of (3.1) is constructed as ∇S0 =
ϕˆ (1/r sinθ)∂S0ϕ/∂ϕ+ θˆ (1/r)∂S0θ/∂θ + rˆ∂S0r/∂ r. Thus, we have pHJ .
Second, we rewrite the formula:
1
b−a
∫ b
a
∇S(EL)0 dq=
1
b−a
(∫ b
a
∂S(EL)0ϕ
∂ϕ
dϕ+
∫ b
a
∂S(EL)0θ
∂θ
dθ +
∫ b
a
∂S(EL)0r
∂ r
dr
)
, (3.5)
where dq = ϕˆ r sinθdϕ + θˆ rdθ + rˆdr, expressing the averaged ∇S0 with ∇S
(EL)
0 to that
expressing the one with ∇SHJ0 , by which we translate the parameter independence problem
given in the formalism of particle motion to that given in the H-J formalism; to solve the
problem is easier in the latter.
No solution q(t) of the eq. of motion stays at rest (q˙= 0 over some time span) because
velocity q˙ appears in denominators of yet-to-be-determined formulas of E(EL), p(EL), and
so on, which is seen from dimensional analysis; cf. (2.26) and (2.28). s
r In H-J formalism of CM, angular momentum I is defined as I= r×∇S0. It is written as
I= r× (ϕˆ (1/r sinθ)∂S0/∂ϕ+ θˆ (1/r)∂S0/∂θ + rˆ∂S0/∂ r) =−ϕˆ ∂S0/∂θ + θˆ (1/sinθ)(∂S0/∂ϕ) on the spher-
ical polar coordinate system. Writing I= Iϕ ϕˆ + Iθ θˆ + Ir rˆ = Ixxˆ+ Iyyˆ+ Iz zˆ, we have Iθ = Iz/sinθ . Accordingly,
we see I · I= (∂S0θ/∂θ)2 +(∂S0/∂ϕ)2/sin2 θ and Iz = ∂S0/∂ϕ .
s However, it may be q˙ = 0 at a point of time as long as terms having q˙ in the denominator, like h¯2 ˙¨q/mq˙4 of
(2.28), are kept finite for q˙→ 0.
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The r-direction velocity r˙(t) may, over−∞< t <+∞, i) be r˙ > 0 as in r(t) = arctan t+
pi/2 (−pi/2 < arctan t < pi/2), ii) be r˙ < 0 as in r(t) = −arctan−1 t +pi/2, iii) be r˙ = 0,
or iv) oscillate between r˙ > 0 and r˙ < 0. In the cases of i)–iii),
∫ b
a ∂S
(EL)
0r /∂ r dr in (3.5) is
ignorable because integration range in r-direction is microscopic in the cases. We therefore
examine only the case iv).
A quantity of the H-J formalism corresponding to the r(t) of the case iv) is a set
SHJ±0r = {SHJ+0r (r),SHJ−0r (r)}, where SHJ+0r (r) and SHJ−0r (r) are monotonically increasing and
decreasing solution of (3.2c) respectively. Assume that a particle passes through (ϕ0,θ0,r0)
and (ϕ1,θ1,r1 = r0) in V (r), and, to get a contradiction, that S
(EL)
0r (r) = S
HJ+
0r (r) is satisfied
over −∞ < t < +∞. Then, the value of S(EL)0 (ϕ1,θ1,r1)−S(EL)0 (ϕ0,θ0,r0) is irrelevant to
r(t) because S(EL)0r (r1) = S
(EL)
0r (r0) for any r(t). It means that the eq. of motion cannot be
determined by a principle of least action, which contradicts the assumption that the eq. is
determined by the one (p.16). We thus introduce the set SHJ±0r and consider that S
(EL)
0r (r)
hops between SHJ+0r (r) and S
HJ−
0r (r).
Fig. 1. A section of S HJ±0
The integral
∫ b
a ∂S
(EL)
0r /∂ r dr/(b− a) in (3.5)
is proportional to
∫ +∞
0 ∂SHJ0r /∂ r dr. The former in-
tegral is differentiable as a function of the end-
point b because the particle moves around in V (r)
smoothly, from which we see that, at hopping po-
sitions, i) moving direction reverses (r˙ = 0) and
ii) ∂SHJ+0r /∂ r =−∂SHJ−0r /∂ r. Unless i) and ii) are
satisfied, the integral is not differentiable since
sign of ∂SHJ0r /∂ r(= ∂S
(EL)
0r /∂ r) before and after
hopping is opposite. Naturally, to r˙ > 0 (r˙ < 0),
corresponds ∂SHJ+0r /∂ r (∂S
HJ−
0r /∂ r). Since solu-
tions r(t) compatible with the given SHJ±0r is not
unique (cf. (2.28)), the hopping position rh moves from solution to solution. To make
SHJ0r = S
(EL)
0r hold true for the given S
HJ±
0r , therefore, the particle gains S
(EL)
0r by an amount∫ ∞
rh
+
∫ rh
∞ ∂SHJ0r /∂ r dr at the hopping from r˙ > 0, by an amount
∫ 0
rh
+
∫ rh
0 ∂S
HJ
0r /∂ r dr at the
hopping from r˙ < 0. See Fig. 1. We thus see
∫ b
a ∂S
(EL)
0r /∂ r dr/(b− a) is proportional to∫ +∞
0 ∂SHJ0r /∂ r dr.
Likewise for θ -direction.
The S(EL)0ϕ do not hop because domain of ϕ is infinitely long: −∞ < ϕ < +∞. We
therefore have
∫ b
a ∂S
(EL)
0ϕ /∂ϕ dϕ =
∫ b
a ∂SHL0ϕ /∂ϕ dϕ since S
(EL)
0ϕ = S
HJ
0ϕ . We note that, even if
∂S(EL)0ϕ /∂ϕ ≡ 0, ϕ-direction velocity may be nonzero satisfying an eq. p(EL) = f (q˙, q¨, ˙¨q) =
0, though functional form of f is not known.
Thus, we rewrite (3.5) as
1
b−a
∫ b
a
∇S(EL)0 dq ∝
1
b−a
∫ b
a
∂SHJ0ϕ
∂ϕ
dϕ+ kθ
∫ pi
0
∂SHJ0θ
∂θ
dθ + kr
∫ +∞
0
∂SHJ0r
∂ r
dr , (3.6)
where kθ ,kr = const. > 0.
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Last, we determine conditions for which
∫ b
a ∇S
(EL)
0 dq/(b−a) be independent from the
parameters. The parameter independence is equivalent to that of each of the integrals in
RHS of (3.6).
In ϕ-direction, since the domain is homeomorphic to circle, a solution ∂SHJ0ϕ /∂ϕ of
(3.2a) is required to be single-valued. We therefore determine the condition for which a
solution ∂SHJ0ϕ /∂ϕ of (3.2a) be single-valued. Assume 0 6= m ∈ R. Then, ∂SHJ0ϕ /∂ϕ con-
structed with (2.10) from two linearly independent solutions ΦC = cosmϕ and ΦD =
sinmϕ of (3.4a) as
∂SHJ0ϕ
∂ϕ
=
−h¯ml1
(· · ·)2+ l21 cosmϕ
=
−2h¯ml1
(l21 + l
2
2 +1)+(l
2
1 + l
2
2 −1)cos2mϕ+2l2 sin2mϕ
is single-valued if m = ±1,±2, · · · . Assume m = 0. Then, ∂SHJ0ϕ /∂ϕ constructed with
(2.10) from ΦC = 1 and ΦD = ϕ as ∂SHJ0ϕ /∂ϕ = −h¯l11/((ϕ + l21)2 + (l11)2), where 1
is a constant function, is not single valued. For m = 0, however, ∂SHJ0ϕ /∂ϕ ≡ 0 is al-
lowed as was mentioned on p.9. Thus, ∂SHJ0ϕ /∂ϕ is single-valued iff m = 0,±1,±2, · · · .
For the values of m,
∫ b
a ∂SHJ0ϕ /∂ϕ dϕ/(b−a) is independent from the parameters because∫ ϕ0+pi/m
ϕ0 ∂S
HJ
0ϕ /∂ϕ dϕ is; see p.9.
In θ -direction, SHJ0θ (pi)−SHJ0θ (0) of a solution of (3.2b) is independent from the param-
eters for discrete values of l in (3.2b). From (2.8), we see
e
2i
h¯ (S
HJ
0θ (pi)−SHJ0θ (0)) =
e
2i
h¯ S
HJ
0θ (pi)
e
2i
h¯ S
HJ
0θ (0)
=
(AΘD(pi)/ΘC(pi)+B)
(A¯ΘD(pi)/ΘC(pi)+ B¯)
(A¯ΘD(0)/ΘC(0)+ B¯)
(AΘD(0)/ΘC(0)+B)
, (3.7)
where ΘC and ΘD are components of two linearly independent solutions
√
sinθ ΘC and√
sinθ ΘD of (3.4b). From (3.7), we see that the value of ∂S0θ/∂θ averaged over 0< θ < pi
is independent of the parameters iff, allowing limθ→0,piΘD(θ)/ΘC(θ) =±∞, t
limθ→piΘD(θ)/ΘC(θ) = limθ→0ΘD(θ)/ΘC(θ) (3.8)
since A and B are arbitrary as far as AB¯− A¯B 6= 0. The eq. (3.8) is satisfied only for l ∈ Z
satisfying |l| ≥ |m|; see Appendix I.
In r-direction, likewise, SHJ0r (+∞)−SHJ0r (0) of a solution of (3.2c) is independent from
the parameters iff, allowing limr→0,+∞RD(r)/RC(r) =±∞,
limr→+∞RD(r)/RC(r) = limr→0RD(r)/RC(r) , (3.9)
which is satisfied only for discrete values of E; see Appendix I.
Thus, physically allowed values of m, l, and E are discrete. The values are the same
as those given in QM because i) the criterion for the m is the same as that of QM, and ii)
the conditions (3.8) and (3.9) are satisfied iff the corresponding SE has a L2-solution (see
Appendix I).
t If limθ→0ΘD(θ)/ΘC(θ) = ±∞, (3.8) is satisfied for limθ→pi ΘD(θ)/ΘC(θ) = ∓∞, where double sign corre-
sponds. If limθ→0ΘD(θ)/ΘC(θ) = limθ→pi ΘD(θ)/ΘC(θ) ∈R, ΘD/ΘC blows up to ±∞ somewhere in R. These
phenomena follow from monotonicity of ΘD/ΘC seen from (2.8) and (2.10).
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3.2. Interference
We determine, in the setting of Fig.2, trajectories of electrons behind the biprism and den-
sity distribution (dens. distr.) of them on the screen. We will see that the dens. distr. differs
from that of QM by a few percent.
• Apparatus We study with the apparatus of Fig.2. Explicit values are:
kx =±4.99×104mm−1, ky = 0, kz = 1.45×109mm−1,
filament diameter: 4.15×10−4 mm,
distance from the filament to the observation screen: 33.77mm,
where kx(ky,kz) is the wavenumber in the x(y,z)-direction after passing the electron
biprism. The electron source is assumed to be located infinitely far from the biprism. With
these values, we simulate the apparatus of Ref. 17
• Incoming beam We specify the incoming beam: by ‘beam’, we mean the SE’s solu-
tion. The incoming beam is a solution of the free SE; the plane wave, the Bessel beam (e.g.,
Ref. 33) and the Gaussian beam (e.g., Ref. 34) are candidates. We do not use superposition
of different energy solutions since the QSHJE, the corresponding SE too, has a definite
energy. From the plane wave, we cannot construct nonzero momentum in the x-direction
behind the biprism as is seen from (2.14). The Bessel beam cannot be the incoming beam
because transverse amplitude of which changes sign as |r−r0|, where r0 is the beam center
and r is the transverse distance from r0, increases. We therefore take the Gaussian beam.
The Gaussian beam, which is a solution of the paraxial form of the free SE, is written as
ΨG =
w0
w(z)
exp(− (x− x0)
2+(y− y0)2
w2(z)
)exp ik(z+
(x− x0)2+(y− y0)2
2R(z)
+
φˆ(z)
k
) , (3.10)
where w0 is the beam width at the beam waist position, w is the beam width at z, (x0,y0)
is the beam center coordinates, k =
√
(k2x + k
2
y + k
2
z ), R is the radius of curvature of the
wavefront, and φˆ is the Gouy phase. The z-dependence of w, R, and φˆ is written using
the Rayleigh range zR := kw20/2 as w
2(z) = w20(1+(z/zR)
2), R(z) = z(1+(zR/z)2), and
φˆ(z) = tan−1(−z/zR); see, e.g., Ref. 34 for details. The beam waist position, at which
R= ∞, is adjusted to z = 0 with focusing lenses on the source side.
Fig. 2. Experimental setting: Electrons are emitted from the source at the left side end and accelerated toward the
screen. Electrons passed through the upper (lower) slot change the moving direction downward (upward) because
of the voltage applied to the central filament.
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• Momentum field behind the biprism We henceforth refer to ∇S0, ΨG, etc. as a field
in the sense that it has a value at every point of space. We determine the momentum field
p(x) = ∇S0(x) behind the biprism caused by the Gaussian beam (3.10). u It is constructed
Fig. 3. The coordinate systems
from a solution Ψdiff of
the corresponding SE us-
ing (2.14). The Ψdiff is
the superposition of two
beams: U˜ and ˜˜U , one
which originates from
the virtual source located
at the lower left and was
diffracted by the knife-
edge open downward at
z = 0 (no voltage ap-
plied), the other is obvi-
ous from symmetry; see
Fig.3 and Ref. 17. We
determine the Ψdiff with the Fresnel approximation (Appendix J). Inserting Ψdiff = U˜ + ˜˜U
into ψ of (2.14), we have the momentum field ∇S0 behind the biprism. The ∇S0 is given
explicitly in (J.6).
• Trajectory determining eq. We determine the trajectory using (2.28). We regard
(2.28) as a differential eq. for q(t) after inserting ∇S0 of (J.6) into the LHS. Note we
cannot use the E-L eq. (2.25) because we do not know the exact Q in it.
We simplify (2.28). In y-direction, pHJy = 0=my˙ since we considerΨdiff on y= y0 = 0.
In z-direction, pHJz ' h¯kz ' mz˙ from (J.6a) and (J.6c). In x-direction, pHJx ' mx˙ as is seen
as follows. Before entering the interference (i.f.) region (p.5), pHJx = h¯kx = const. by as-
sumption, which means that there is no oscillation caused by the extended diff. action
or q¨, ˙¨q = 0 in (2.28). In the i.f. region, the trajectory is forced to oscillate with angular
frequency ωx := 2kxvx because pHJx ' h¯kx(|U˜ |2− | ˜˜U |2)/(|U˜ |2 + | ˜˜U |2− 2|U˜ || ˜˜U |cos2kxx);
see (J.5) and (J.6). Since ωx << ω , where ω is the angular frequency of the oscillation
caused by the extended diff. action, we see i) the ‘ω-oscillation’ is not provoked by res-
onance with the ‘ωx-oscillation’, and ii) h¯2(· · ·)/m-terms of (2.28) is ignorable because
they are much smaller than the oscillating part of mq˙x, which is seen as follows. We
write q˙x = vx− a0ωx sin(ωxt + θ), where vx and a0 are slowly changing functions. Then,
|h¯2 ˙¨qx/mq˙4| 'ma0ωx · h¯2ω2x /m2q˙4 'ma0ωx ·E2x /E2z << ma0ωx. Thus, (2.28) is simplified
to
x˙ =
1
m
∂S0
∂x
=
1
m
h¯
2i
Ψ¯diff∂xΨdiff−Ψdiff∂xΨ¯diff
ΨdiffΨ¯diff
, y˙ = 0 , z˙ =
h¯kz
m
. (3.11)
If we use (3.11), the electron may reverse the moving direction from upward (down-
ward) to downward (upward) macroscopically at some point in the i.f. region. Indeed, if
uAlthough we find the formula which gives the Gaussian beam field diffracted by the knife-edge in Ref. 35, it is
too elaborate for our purpose. We therefore determine the diffracted field in a simpler setting.
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the beam center passes the upper (lower) slot while an electron at the skirt of the beam
passes the lower (upper) slot, then, in the approximate form of (3.11): x˙ = m−1h¯kx(|U˜ |2−
| ˜˜U |2)/(|U˜ |2 + | ˜˜U |2− 2|U˜ || ˜˜U |cos2kxx) (see (J.5) and (J.6)), the |U˜ |2− | ˜˜U |2 may change
sign at the particle position in the i.f. region. We note that the moving direction reversal
occurs in Bohm’s interpretation in which (3.11) is used; see Ref. 11 §5.1.
The Lag. formalism refuses the reversal of the macroscopic moving direction unless
we allow classical momentum mq˙ to change without recoil. The Lagrangian of the system
behind the biprism is (2.24) with V (q) = 0. The p(1) of the system is all carried by mq˙ of
(2.27) before and after i.f. (p(1) =mq˙= const. there). Accordingly, the p(1) before and after
i.f. is the same. If not, it means that classical momentum mq˙ has changed without recoil
because there is no ‘physical’ momentum transfer to the environment—the Q carries no
‘physical’ momentum; see p.13. We consider it unphysical.
The generalized H-J formalism has a mechanism to prevent the moving direction re-
versal. In 1-D space, p = ∂S0/∂x is determined, giving two linearly independent solu-
tions Ψ,ΨD ∈ R of the corresponding SE and c1,c2 in c1Ψ+ c2ΨD = ReiS0/h¯; see sen-
tences below (2.14). If we replace c1 and c2 in the eq. with their complex conjugates,
the p is reversed. Likewise, if we replace c1 and c2 in Ψdiffx = c1Ψ+ c2ΨD of Ψdiff =
Ψdiffx(x)Ψdiffy(y)Ψdiffz(z) as above, the p is reversed. Thus, we avoid the moving direction
reversal. We note that, unlike 1-D free space, values of c1 and c2 may differ in each interval
because the intervals are disconnected by a point at which ∂S0/∂x = 0.
We thus modify (3.11) to
x˙ =
1
m
∂S0
∂x
=± 1
m
| h¯
2i
Ψ¯diff∂xΨdiff−Ψdiff∂xΨ¯diff
ΨdiffΨ¯diff
| , y˙ = 0 , z˙ = h¯kz
m
, (3.12)
where the ‘+(−)’ sign is for the particle which passed the lower (upper) slot.
If the electron runs at the center of the incoming beam, (3.11) and (3.12) gives the same
trajectory since moving direction reversal does not occur.
If the electron dens. distr. in an ensemble of incoming beams is assumed as |Ψs|2 and
the velocity is given with (3.11), the density of electrons on the screen is the same as that of
QM because, if mq˙ = ∇S0, from the second eq. of (2.4), R2 = |Ψdiff|2 represents electron
density.
• Trajectory calculation As the incoming beam, we use a superposed Gaussian beam
because preliminary calculation suggests that in the real world the transverse beam profile
is close to e−|r−r0| rather than e−(r−r0)2 . Indeed, when the beam width w0 of the incoming
Gaussian beam is large enough to form a reasonable interference contrast on the screen,
electrons located around centers of beams passing near the filament accumulate around
the center (z = 0) of the screen because x-direction velocity (3.12) of them almost vanish
because |U˜ |2 ≈ | ˜˜U |2, which contradicts experiments. We therefore introduce a superposed
Gaussian beam. In the present calculation, we use a simplified two-component Gaussian
beam Ψs:
Ψs =
(
0.8exp(− (x− x0)
2+(y− y0)2
0.34 2
)+0.2exp(− (x− x0)
2+(y− y0)2
2.2 2
)
)× exp(ikz) ,
(3.13)
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where the unit of length in (x,y)-plane is µm.
We calculate trajectories for two cases of electron distr. in the incoming beamΨs (3.13):
i) an electron is located at the center of theΨs, and ii) dens. distr. of electrons in an ensemble
of Ψs’s is given as |Ψs|2 like QM. In this subsection, the case i) is examined; the case ii) is
examined in Appendix K. We consider it natural for the incoming beam of which transverse
profile is close to e−|r−r0| to accompany an electron at its center.
Since the Fresnel approximation breaks down in the vicinity of the biprism, we cannot
follow the trajectory beyond the biprism. We therefore assume an initial electron dens.
distr. at z = 4mm in the Fresnel region. We assume the dens. distr. of the lower-slot-passed
electron at z= 4mm is equal to the field intensity caused by the uniform flux of Ψs chopped
by the downward open knife-edge, which is equal to that caused by the incoming plane
wave up to a const. factor. v We write it |Ψlowerdiff (x)|2. See Fig.4.
We assume the electron at (xini < 0,yini,zini = 4mm) interacts with the field which orig-
inates the Ψs of which beam center is (x0 = (xini−4000kx/kz)µm, y0 = yini).
We calculate trajectories of the lower-slot-passed electrons of which xini =
−2.000,−1.998, · · · ,−0.108,−0.106µm, yini = 0µm, and zini = 4mm with (3.12).
• Electron distribution on the screen The electron density Ilower(x) on the screen caused
by the lower-slot-passed electrons is constructed as follows. Let initial x-coordinates of n
sufficiently many electrons be x1·ini < · · · < xi·ini < · · · < xn·ini. Corresponding hitting x-
coordinates be x1·hit < · · ·< xi·hit < · · ·< xn·hit . Then Ilower at xi·hit is given as
Ilower(xi·hit) ∝ |Ψlowerdiff (xi·ini)|2
(x(i+1)·ini− x(i−1)·ini)
(x(i+1)·hit − x(i−1)·hit)
(2≤ i≤ n−1) . (3.14)
The Iupper(x) by upper-slot-passed electrons is given as Iupper(x) = Ilower(−x).
• Results and discussion Calculated trajectories and dens. distr. on the screen are
shown in Fig.5 and Fig.6. w x The electron density and the field intensity (= electron density
in QM) do not agree on the screen. In particular, the largest Fresnel peaks of the upper graph
of Fig.6 shift outwards from those of the lower graph at arrowed positions because the
electron runs almost linearly parallel to the geometrical border (Fig.5), while the Fresnel
peak of the field runs along x˜ = const.
√
z˜ or ˜˜x = const.
√
˜˜z (e.g., Ref. 36 §8.7.3).
The disagreement on the largest Fresnel peak positions is inevitable in general because
we use not (3.11) but (3.12) to calculate trajectories. If we use (3.11) and assume that the
electron density in the incoming beam is |Ψs|2, the disagreement does not occur (p.22 and
Appendix K). If we use (3.12), even if we assume the electron density to be |Ψs|2, the
v If the incoming beam is a single-component Gaussian beam, the density of the lower-slot-passed electrons at
z = 4mm is M21 +N
2
1 from (J.6a), where M1 and N1 are given in (J.4). The M
2
1, N
2
1 too, is written in the form:∫ ∞
−∞
(∫
e−(τ−x0)
2
f (τ)dτ
)2dx0 = ∫ f (y)dy∫ f (z)dz∫ ∞−∞ e−(y−x0)2 e−(z−x0)2 dx0 = const.(
∫
f (τ)dτ)2 .
wAll numerical calculations in the present paper were made with Mathematica on a personal computer.
x The upper graph of Fig.6 is constructed from calculated trajectories with (3.14). The field intensity I(x) of the
lower graph is obtained as I(x)=
∫ ∞
−∞ I(x;x0)dx0, in which the field intensity I(x;x0) caused by the two-component
Gaussian beam of which center (x,y) is (x0,0) is obtained from (J.6a) replacing M1 ∼N2 with 0.8M1+0.2M11 ∼
0.8N2 +0.2N21, where what M11 · · ·N21 represent are obvious.
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disagreement occurs (Appendix K). Since (3.11) and (3.12) give the same trajectory for the
electron at the center of the incoming beam (p.22), the disagreement in Fig.6 is attributed
to the electron-at-the-center assumption.
We examine existing data. Let the envelope shape the present formulation (PF) and
QM give be |ΨPFen |2 and |ΨQMen |2 respectively. The incoming beam of PF is a superposed
Gaussian beam, while that of QM is a plane wave. y Despite the difference, we have
|ΨPFen |2 ' |ΨQMen |2 because the transverse profile of the incoming beam is irrelevant to the
envelope shape of the field intensity (footnote v). Thus, we regard existing data 17 18 com-
paring |ΨQMen |2 and observed electron density as that comparing |ΨPFen |2 and observed elec-
tron density. In the data, shifts of Fresnel peak positions like Fig.6 are observed, which
makes us feel that PF better reproduces observed electron density.
4. Concluding Remarks
Using extended diffeomorphism action and higher-order Lagrangian mechanics, we gen-
eralized classical analytical mechanics (CM) of a spinless particle in a potential field. We
showed that generalized CM (GCM) accommodates quantum phenomena. The GCM there-
fore unifies CM and quantum mechanics (QM) within conceptual framework of CM. The
GCM agrees with experiments. Discrete energy levels of a particle in a confining potential
GCM gives theoretically agree with those QM gives, necessarily with experiments. Particle
distribution in an ensemble GCM gives theoretically disagrees with that QM gives. It how-
ever agrees with observed data to date within experimental uncertainty. The uncertainty is
reducible to a level low enough to detect the disagreement with present-day technology.
The GCM thus is testable. If GCM be verified by experiments, a program to fully unify
quantum and classical physics within conceptual framework of CM would be recognized
as competitive.
Acknowledgments
The author would like to express special gratitude to
A. E. Faraggi and M. Matone: If I had not happened to find their article, the present
work did not even started. I appreciate their seminal works.
Toshio Ishigaki, Emeritus Professor of Hokkaido University: For guiding me through
the world of interpretations of Quantum Mechanics. For warm support throughout the
present work.
Kenzo Ishikawa, Emeritus Professor of Hokkaido University: For providing me a re-
search environment after T. Ishigaki’s retirement. For guidance and discussions in the
manuscript preparation stage, with which the present manuscript remarkably improved.
y Exactly, the incoming beam of QM is a spherical beam from a point source. 30 17 However, it is regarded as a
plane wave because of a small solid angle of the screen as seen from the source.
Generalized Analytical Mechanics in which Quantum Phenomena Appear 25
Fig. 4. Assumed electron density at z = 4mm.
Fig. 5. Trajectories of electrons which passed the lower slot. The electron is assumed to be located at the center
of the incoming beam. Crossed dotted lines borders on the geometrical shadows of the filament. The dotted curve
is the path along which the top of the largest peak of Fig.4 runs.
Fig. 6. Comparison of electron dens. and field intensity on the screen in the case that the electron is located at
the center of the incoming beam. Fresnel peaks of the upper graph at arrowed positions shift outwards from those
of the lower graph. Marks on vertical axes are arbitrary.
26 M.Yasuda
Appendix A. Derivation of the Relativistic Quantum H-J Equation
We derive (2.2). Our Minkowski metric is diag(1,−1,−1,−1). We use the Einstein sum-
mation convention. We work with the Gaussian system of electromagnetic units.
• Extended diff. action We introduce the extended action of Diff(RP1) on F2(RP1), 2
where RP1 is 1-D real projective space, Diff(RP1) is a diffeomorphism group on RP1, and
F2(RP1) is an additive group of covariant tensor fields of order two on RP1. We sometimes
write Diff(RP1) as Diff. and F2(RP1) as F2 for short.
We consider Diff. and F2 as subgroups in a larger group, that is, in an extension E of
Diff. by F2: 0→ F2(RP1) i→ E pi→ Diff(RP1)→ 1, with which we can study the extended
action of Diff. on F2 systematically. See, e.g., Ref. 37 for detail of group extensions.
We fix notation. Let y = f (x),z = g(y) ∈ Diff. and φy = φ(y)dy⊗ dy, etc. ∈ F2. Let
i : F2→ E,φ 7→ i(φ) be an injection and s : Diff.→ E, f 7→ s( f ) be a section. Let T be a
given action of Diff. on F2: φ 7→ Tf φ ∈ F2. The action T is associative: TgTf φ = Tg f φ by
definition. An element i(φ)s( f ) of E corresponds one-to-one to an element (φ , f ) of a set
F2×Diff. The i(φ) corresponds to (φ ,1) since i(F2) is a kernel of the projection pi . The
s( f ) corresponds to (d f , f ) since Diff. is a quotient group.
The group operation in E is given as follows. In (i(φ1)s( f ))(i(φ2)s(g))= i(φ1)s( f )i(φ2)
s−1( f )s( f )s(g), i) we set s( f )i(φ2)s−1( f ) as Tf φ2 (s( f )i(φ2)s−1( f ) ∈ F2 since i(F2) is a
normal subgroup), ii) we have i(φ1)i(φ2) = i(φ1 + φ2) since i is an isomorphism, and iii)
we have s( f )s(g) = i(f( f ,g))s( f g) since Diff. is a quotient group, where f( f ,g) ∈ F2 is a
factor set satisfying a condition to make the group operation in E associative. 37 Thus, the
group operation is, on F2×Diff., (φ1, f )(φ2,g) = (φ1+Tf φ2+ f( f ,g), f g). 37
We introduce the extended diff. action. Let the T be given as the classical diff.
action T¯ : T¯f−1(φ(y)dy⊗ dy) = (∂ f/∂x)2φ(y)dx⊗ dx. Then, to satisfy s( f−1)s(g−1) =
i(f( f−1,g−1))s( f−1g−1) · · ·(∗1), say, d f−1 in s( f−1) = (d f−1, f−1) has to satisfy d f−1+
T¯f−1dg
−1 = d( f−1g−1)+ f( f−1,g−1) · · ·(∗2). The (∗2) is satisfied, for f = 0, by d f−1 =
α{ f (x),x}+φ0−(∂ f/∂x)2φ0 · · ·(∗3), where α = const.∈R, { f (x),x} is the Schwarzian
derivative (SD), and φ0 is an arbitrary fixed element of F2 (in group-cohomology-
theoretical parlance, 2 φ0 − (∂ f/∂x)2φ0 is a 1-coboundary). To see (∗3) satisfies (∗2),
we use the chain rule of SD (p.2). The (∗1) with f = 0 gives s( f−1)(s(g−1)i(φ)) =
s( f−1g−1)i(φ), which suggests regarding s( f−1)i(φ) with (∗3) as a diff. action. In-
deed, from s( f−1)i(φ) = (d f−1, f−1)(φ ,1) = (d f−1 + T¯f−1φ , f−1), we extract an action
¯¯T : ¯¯Tf−1φ(y)dy⊗ dy = (d f−1 + T¯f−1φ(y))dx⊗ dx, which is associative: ¯¯Tf−1( ¯¯Tg−1φz) =
¯¯Tf−1g−1φz . We call the ¯¯T the extended diff. action.
• Relativistic quantum H-J eq. We modify the relativistic 4-D H-J eq. (2.1) to the rela-
tivistic 4-D quantum H-J eq. (2.2) using the above-described 1-D extended diff. action. We
note that global topology of the base manifold is not essential in the modification process
because we can define the diff. action on a local patch.
First, we modify a simplified 2-D relativistic H-J eq. We set Aµ in the eq. (2.1) to zeros,
then restrict the eq. to 2-D time-space (x0(= ct),x1) to obtain(1
c
∂S(t,x1)
∂ t
)2−(∂S(t,x1)
∂x1
)2
= m2c2 , (A.1)
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which is an abbreviation of( ∂
∂x0
⊗ ∂
∂x0
)(∂S(t,x1)
c∂ t
)2dx0⊗dx0−( ∂
∂x1
⊗ ∂
∂x1
)(∂S(t,x1)
∂x1
)2dx1⊗dx1 =m2c2 , (A.2)
where (∂/∂x0)⊗ (∂/∂x0) and −(∂/∂x1)⊗ (∂/∂x1) are components of the inverse metric
tensor. 31 We then examine the effect of the extended diff. action upon (∂S/∂x1)2dx1⊗dx1
with the first term on LHS left untouched. Let qa → qb → qc(= x1) be a transformation
among coordinate systems. By abuse of language, we use the same symbols qa,qb, · · · as
labels of coordinate systems, as transformation functions, and as coordinate values. For a
coordinate transformation from qc to qb, the extended action of qc −1 upon (∂S/∂qc)2dqc⊗
dqc is written as
¯¯Tqc −1(
∂S
∂qc
)2dqc⊗dqc =
(
(
∂qc
∂qb
)2(
∂S
∂qc
)2+α{qc,qb}+φ0− (∂q
c
∂qb
)2φ0
)
dqb⊗dqb .
Successive transformation from qb to qa takes the above eq. to
¯¯Tqb −1
¯¯Tqc −1(
∂S
∂qc
)2dqc⊗dqc
=
(
(
∂qb
∂qa
)2
(
(
∂S
∂qb
)2+α{qc,qb}+φ0− (∂q
c
∂qb
)2φ0
)
+α{qb,qa}+φ0− (∂q
b
∂qa
)2φ0
)
×dqa⊗dqa =
(
(
∂S
∂qa
)2+α{qc,qa}+φ0− (∂q
c
∂qa
)2φ0
)
dqa⊗dqa , (A.3)
where we used the chain rule of SD: {qc,qa} = (∂qb/∂qa)2{qc,qb}+ {qb,qa}. Thus, for
the coordinate transformation qa → qb → qc, the eq. (A.1) on qc(= x1) is transformed to
the eq. on qi (i = b,a) as
(
1
c
∂S
∂ t
)2− ( ∂q
i
∂qc
)2
(
(
∂S
∂qi
)2+α{qc,qi}+φ0− (∂q
c
∂qi
)2φ0
)
= m2c2 ,
where (∂qi/∂qc)2 comes from ∂/∂x1⊗∂/∂x1(= (∂qi/∂qc)2(∂/∂qi)⊗(∂/∂qi)) of (A.2).
Whereas the eq. on qc is considered as the transformed eq. from that on q?:
(
1
c
∂S
∂ t
)2− (∂q
c
∂qc
)2
(
(
∂S
∂qc
)2+α{q?,qc}+φ0− (∂q
?
∂qc
)2φ0
)
= m2c2 . (A.4)
Thus, the eq. on a coordinate qi (i = a,b,c, · · · ) takes the same form:
(
1
c
∂S
∂ t
)2− ( ∂q
i
∂qc
)2
(
(
∂S
∂qi
)2+α{q?,qi}+φ0− (∂q
?
∂qi
)2φ0
)
= m2c2 .
The (A.4) is the (A.1) modified with the extended diff. action.
Second, we restrict φ0, α , and q? in the modified 2-D eq. (A.4) to φ0 = 0, α 6= 0, and
q? = S+F(S′,S′′, · · · ,S(n)), where F is a functional of S′ = ∂S/∂qc,S′′ = ∂ 2S/∂qc 2, · · · .
We see φ0 and q? do not explicitly depend on qc since an eq. of a free field does not.
We see that the q? is a functional of S,S′,S′′, · · · : q? = q?(S,S′,S′′, · · ·). The q? in (A.4)
has to be a quantity on qc because an eq. on qc cannot contain a coordinate transforma-
tion function from qc to q?. The quantity on qc is a functional of · · · ,∫ Sdx1,S,S′, · · ·
for the S to be determined solely with (A.4). That is, q? = q?(· · · ,∫ Sdx1,S,S′, · · ·). The
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q? however does not contain
∫
Sdx1,
∫
(
∫
Sdx1)dx1, · · · because (A.4) can contain only
S′ and higher derivatives (remind {q?,qc} = q?′′′/q?′ − 3(q?′′/q?′)2/2). Thus, we see
q? = q?(S,S′,S′′, · · · ,S(n)).
We see q? is restricted to q? = S+ F(S′,S′′, · · · ,S(n)). If q? does not contain S, for
a solution S = p0x0− p1x1 of (A.4), q? is not diffeomorphic to qc or q? = const. If q?
contains S but not as an additive linear term, we cannot make ∂q?/∂qc independent from
S. Thus, q? = κ · S+ F˜(S′,S′′, · · · ,S(n)), where κ = const. 6= 0 and F˜ is a functional of
S′,S′′, · · · ,S(n). We rewrite it as q? = S+ F˜/κ = S+F without losing generality because
{q?,qc}= {q?/κ,qc}.
We see φ0 = 0 because φ0 and (∂q?/∂qc)2φ0 in (A.4) do not have the same dimension
for q? = S+F(S′,S′′, · · · ,S(n)).
We see α 6= 0. If φ0 = 0 and α = 0, (A.4) reduces to the classical H-J eq.
Thus, (A.4) is restricted to
(
∂S
∂x0
)2− ( ∂S
∂x1
)2−α{q?,x1}= m2c2 , (A.5)
where α 6= 0 and q? = S+F(S′,S′′, · · · ,S(n)).
Lastly, we generalize the 2-D eq. (A.5) to a 4-D eq. (2.2).
We first determine a 4-D eq. valid for electromagnetic potential A’s which take the
form: A = (A0(x0), A1(x1), A2(x2), A3(x3)). Let a set of all A’s which take such forms on a
Lorentz frame x beAsep. For A∈Asep, the 4-D eq. to be determined separates into four 1-D
eqs. with S = S0(x0)+S1(x1)+S2(x2)+S3(x3) on the frame. On the assumption that the
extended diffeomorphism group acts upon F2(M1), each 1-D eq. is modified to the form
similar to the x1-component of (A.5). Collecting each modified eqs., we have(
(
∂S
∂x0
+
e
c
A0)2+α0Q0
)
−
( 3
∑
i=1
(
∂S
∂xi
− e
c
Ai)2+α1Q1+α2Q2+α3Q3
)
= m2c2 , (A.6)
where α0, · · · ,α3 ∈ R and
Q0 =
∂ 20 (∂0S+
e
c A
0)+∂ 30 F
0
(∂0S+ ec A0)+∂0F0
− 3
2
(∂0(∂0S+ ec A0)+∂ 20 F0
(∂0S+ ec A0)+∂0F0
)2 (A.7a)
Qi =
∂ 2i (∂iS− ec Ai)+∂ 3i F i
(∂iS− ec Ai)+∂iF i
− 3
2
(∂i(∂iS− ec Ai)+∂ 2i F i
(∂iS− ec Ai)+∂iF i
)2 (A.7b)
where F0 = F0(∂0S+ ec A
0,∂0(∂0S+ ec A
0), · · ·), F i = F i(∂iS− ec Ai,∂i(∂iS− ec Ai), · · ·) and
i = {1,2,3}. We take no sum of i in (A.7b). The Q1 is written as Q1 = −2∂1∂1R1/R1 =
2∂1∂ 1R1/R1 with a solution R1 of ∂1(R21(∂1S− eA1/c+ ∂1F1sc)) = 0. z Likewise for Q2
and Q3. The Q0 is written as Q0 = −2∂0∂0R0/R0 = −2∂0∂ 0R0/R0. We therefore have
α0Q0−αiQi =−2α0∂0∂ 0R/R−·· ·−2α3∂3∂ 3R/R, where R=R0(x0)R1(x1)R2(x2)R3(x3).
zFrom ∂1
(
R21(∂1S1− ec A1 +∂1F1)
)
= 0, if ∂1S1 − ec A1 + ∂1F1 6= 0, R1 = ±const. (∂1S1 − ec A1 + ∂1F1)−1/2.
Therefore,
∂1∂ 1R1
R1
=− ∂1∂1R1
R1
=
1
2
( ∂ 21 (∂1S1− ec A1)+∂ 31 F1
∂1S1− ec A1 +∂1F1
− 3
2
( ∂1(∂1S1− ec A1)+∂ 21 F1
∂1S1− ec A1 +∂1F1
)2).
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Thus, if (A.6) is true, an eq. system:
(∂µS+
e
c
Aµ)(∂ µS+
e
c
Aµ) = m2c2+
2α0∂0∂ 0R
R
+
2α1∂1∂ 1R
R
+ · · ·+ 2α3∂3∂
3R
R
(A.8a)
∂µ jµ = 0 , jµ = R2(∂ µ(S+Fµ)+
e
c
Aµ) (A.8b)
is true. We take no sum of µ = 0, · · · ,3 at ∂ µFµ . If (A.8) is Lorentz invariant, α0 =αi(=α)
and Fµ = 0; the latter follows because Fµ , which contains partial derivatives of S with
respect to xµ only (µ is fixed), is not a Lorentz scalar. Although (A.8) with α0 = αi(= α)
and Fµ = 0 looks Lorentz invariant, the invariance is not assured for A 6∈ Asep since (A.8)
is nothing but a rewriting of (A.6).
Next, we generalize the eq. system (A.8) of which α0 = αi and Fµ = 0 to that valid for
Aµ = Aµ(x0,x1,x2,x3). The eq. system valid for Aµ(x0,x1,x2,x3) is written as
(∂µS+ · · ·)(∂ µS+ · · ·) = m2c2+ 2α∂µ∂
µR
R
+g, ∂µ jµ = gˇ, jµ =−R
2
m
(∂ µS+
e
c
Aµ)+ ˇˇg,
where g (likewise for gˇ and ˇˇg) is a Lorentz scalar which vanishes (g ≡ 0) at least when
A ∈ Asep. The g is comprised of Lorentz scalars constructed from ∂µS, A, R and their
derivatives. Since e and A couple minimally, the A appears in the form: (∂ µS+ ec A
µ). Thus,
g looks like g(x) = g(∂µ(∂ µS+ ec A
µ)(x),(∂S+ ec A)
2(x),R(x),∂µ∂ µR(x),∂µR∂ µR(x), · · ·).
Because g ≡ 0 for A ∈ Asep including A = 0, and the functional form of g is common
to A ∈ Asep and A 6∈ Asep, we see g ≡ 0 for arbitrary A. Thus, (A.8) is valid for Aµ =
Aµ(x0,x1,x2,x3). We fix α to h¯2/2 with experiments. Inserting α = h¯2/2 into (A.8), we
have the 4-D quantum H-J eq. (2.2).
Appendix B. Higher-Order Analytical Mechanics
We summarize third order analytical mechanics, in which Lagrangian L is given as L =
L(q, q˙, q¨, ˙¨q), as a representative of higher-order one. Materials in this section are found in
Ref. 13 and 14. Reference 32 is useful as a support reading.
• Lagrangian formalism As in CM, action S is defined as S := ∫ ba L(q, q˙, q¨, ˙¨q)dt. Let
δq be the variation of the curve q(t). Then, we have
δS=
∫
L(q+δq, q˙+δ q˙, q¨+δ q¨ , ˙¨q+δ ˙¨q )dt−
∫
L(q, q˙, q¨, ˙¨q)dt
=
∫
(
∂L
∂q
δq+
∂L
∂ q˙
δ q˙+
∂L
∂ q¨
δ q¨+
∂L
∂ ˙¨q
δ ˙¨q)dt =
∫
(
∂L
∂q
− d
dt
∂L
∂ q˙
+
d2
dt2
∂L
∂ q¨
− d
3
dt3
∂L
∂ ˙¨q
)δqdt
+(
∂L
∂ q˙
− d
dt
∂L
∂ q¨
+
d2
dt2
∂L
∂ ˙¨q
)δq|ba+(
∂L
∂ q¨
− d
dt
∂L
∂ ˙¨q
)δ q˙|ba+(
∂L
∂ ˙¨q
)δ q¨|ba . (B.1)
From the first term in the RHS of (B.1), we obtain the E-L equation:
∂L
∂q
− d
dt
∂L
∂ q˙
+
d2
dt2
∂L
∂ q¨
− d
3
dt3
∂L
∂ ˙¨q
= 0 . (B.2)
We define p(1), p(2), and p(3) as ( See (B.1) )
p(1) :=
∂L
∂ q˙
− d
dt
∂L
∂ q¨
+
d2
dt2
∂L
∂ ˙¨q
, p(2) :=
∂L
∂ q¨
− d
dt
∂L
∂ ˙¨q
, p(3) :=
∂L
∂ ˙¨q
. (B.3)
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The p(1), p(2), and p(3) are called Jacobi-Ostrogradski (J-O) momenta. We define
3
Ec (L) as
3
Ec (L) = p(1)q˙+p(2)q¨+p(3) ˙¨q−L
= (
∂L
∂ q˙
− d
dt
∂L
∂ q¨
+
d2
dt2
∂L
∂ ˙¨q
)q˙+(
∂L
∂ q¨
− d
dt
∂L
∂ ˙¨q
)q¨+
∂L
∂ ˙¨q
˙¨q−L . (B.4)
The
3
Ec (L), which is reduced to (∂L/∂ q˙)q˙− L if L = L(q, q˙), is const. along a solution
curve of the E-L eq. (B.2) as is seen as follows:
d
dt
3
Ec (L) =
d
dt
(p(1)q˙+p(2)q¨+p(3) ˙¨q−L)
= (
d
dt
∂L
∂ q˙
− d
2
dt2
∂L
∂ q¨
+
d3
dt3
∂L
∂ ˙¨q
)q˙+(
∂L
∂ q˙
− d
dt
∂L
∂ q¨
+
d2
dt2
∂L
∂ ˙¨q
)q¨
+(
d
dt
∂L
∂ q¨
− d
2
dt2
∂L
∂ ˙¨q
)q¨+(
∂L
∂ q¨
− d
dt
∂L
∂ ˙¨q
) ˙¨q+(
d
dt
∂L
∂ ˙¨q
) ˙¨q+(
∂L
∂ ˙¨q
) ¨¨q
− q˙∂L
∂q
− q¨∂L
∂ q˙
− ˙¨q∂L
∂ q¨
− ¨¨q∂L
∂ ˙¨q
=−q˙
(
∂L
∂q
− d
dt
∂L
∂ q˙
+
d2
dt2
∂L
∂ q¨
− d
3
dt3
∂L
∂ ˙¨q
)
= 0 . (B.5)
We sometimes use symbols E and H for
3
Ec (L). Since the E-L eq. (B.2) is written as
∂L/∂q−dp(1)/dt = 0, if the Lagrangian does not contain q explicitly, we have dp(1)/dt =
0 along a solution curve of (B.2) .
• Hamiltonian formalism Coordinate system (q, q˙, q¨,p(1),p(2),p(3)) of Hamiltonian
formalism is obtained from that (q,
(1)
q , · · · , (5)q ) of the Lagrangian formalism with a Leg-
endre transformation, 13 which we assume to be a diffeomorphism. From (B.4) and H =
H(q, q˙, q¨,p(1),p(2),p(3)), we have dH = −(∂L/∂q)dq+
(n)
q dp(n)+(p(n)− ∂L/∂
(n)
q )d
(n)
q
and dH = (∂H/∂
(n−1)
q )d
(n−1)
q +(∂H/∂p(n))dp(n), where n = 1,2,3, and
(0)
q= q. Compar-
ison of dH’s in cooperation with (B.2) and (B.3) leads to canonical eqs.:
d
(n−1)
q /dt = ∂H/∂p(n) , dp(n)/dt =−∂H/∂
(n−1)
q .
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Appendix C. The inf. order of nωAn/v in the solution q(t) of the E-L eq.
We show that infinitesimal (inf.) order of nωAn/v in the q(t) of (2.21) is (A1ω/v)n.
Inserting q(t) of (2.21) into the E-L eq. (2.17), we have K1 cos(ωt+θ1)+K2 cos(2ωt+
θ2)+ · · ·= 0, where
K1 =−(mvω+ 2c2h¯
2ω3
mv3
)
ωA1
v
+ k112
ωA1
v
2ωA2
v
+ k123
2ωA2
v
3ωA3
v
+ · · · (C.1a)
K2 =−(2mvω+ 2c2h¯
2(2ω)3
mv3
)
2ωA2
v
+ k211(
ωA1
v
)2+ k213
ωA1
v
3ωA3
v
+ · · · (C.1b)
K3 =−(3mvω+ 2c2h¯
2(3ω)3
mv3
)
3ωA3
v
+ k312
ωA1
v
2ωA2
v
+ k3111(
ωA1
v
)3+ k314
ωA1
v
4ωA4
v
+ · · · . (C.1c)
In general, for n≥ 2,
Kn =−(nmvω+ 2c2h¯
2(nω)3
mv3
)
nωAn
v
+ ∑
i+ j=n
kni j
iωAi
v
jωA j
v
+
∞
∑
i=1
kn,i,i+n
iωAi
v
(i+n)ωAi+n
v
+ · · · .
Coefficients: k112 = k112(ω,v) and so on are calculated from (2.17). The A1 has the largest
amplitude among {A1,A2, · · ·} in the q(t); see p.11. Accordingly, inf. order of multi-
amplitude terms such as k112(ωA1/v)(2ωA2/v) are (ωA1/v)2 or higher. We abbreviate
ωA1/v,2ωA2/v, · · · as A1,A2, · · · in the following.
In (C.1a), since inf. order of all multi-amplitude terms are higher than that of−(mvω+
· · ·)A1, it has to be mvω+2c2h¯2ω3/mv3 = 0 to make K1 = 0.
In (C.1b), assume that −(2mvω + · · ·)A2 is not canceled out with k211A21, that is
A2 6∈ O(A21). Then, for k211A21 ∈ O(A21) to be canceled out, it has to be O(A1A3) =
O(A21) or O(AnAn+2) = O(A
2
1) for some n ≥ 3—remind Am cos(mωt)An cos(nωt) =
(AmAn/2)(cos(m− n)ωt + cos(m+ n)ωt). From the former, A3 ∈ O(A1) follows. From
the latter An,An+2 ∈ O(A1) follows. Both are unacceptable because, in K3 and Kn,
−(3mvω+ · · ·)A3 ∈ O(A1) and −(nmvω+ · · ·)An ∈ O(A1) are not canceled out with other
multi-amplitude terms of which inf. order is A21 or higher. Therefore A2 ∈ O(A21).
In (C.1c), assume that−(3mvω+ · · ·)A3 is not canceled out with k3111A31 and k312A1A2,
that is A3 6∈ O(A31) = O(A1A2). Then, for k3111A31,k312A1A2 ∈ O(A31) to be canceled out, at
least one of An (n ≥ 4) is O(A1) or O(A21)—for example, if A4 cos4ωt ∈ O(A21), from it
and A1 cosωt ∈ O(A1), we can construct A1A4 cos3ωt ∈ O(A31). That An ∈ O(A1) is not
acceptable as above. That An ∈ O(A21) is not acceptable either because, for −(nmvω +
· · ·)An ∈ O(A21) to be canceled out in Kn, An+ j ∈ O(A1) has to hold for some j ≥ 1. We
therefore see A3 ∈ O(A31).
Repeating similar argument for A4,A5, · · · , we see that An ∈ O((A1ω/v)n).
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Appendix D. Determination of c2b in the 1-D Lagrangian
We determine c2b in the 1-D Lagrangian (2.16) of which c1 = c2a = 0.
First, we determine functional relation between k =
√
2mE/h¯ and ω comparing pHJ
(2.12) and pEL (2.20). We expand pHJ of (2.12) as
pHJ =
√
2mE
(
1− ε1 cos2kx− ε2 sin2kx+O(ε21 )+O(ε22 )+O(ε1ε2)
)
=
√
2mE
(
1− ε1 cos2kx− ε2 sin2kx+O(ε2)
)
. (D.1)
Because we are in the semiclassical world, ε1,ε2 << 1. We write the O(ε21 ) +O(ε
2
2 ) +
O(ε1ε2) as O(ε2) with ε =
√
(ε21 + ε
2
2 ), which is allowed since ε
2
1 , ε
2
2 , |ε1ε2| ≤ (ε21 + ε22 ).
We expand pEL of (2.20), inserting c1 = c2a = 0 and q = vt+ f (see (2.21)), as
pEL = p(1)+
2c2bh¯2
m
f¨ 2
(v+ f˙ )5
+O(h¯3) . (D.2)
We note that O(h¯3) of (D.2) is equal to O(( f˙/v)3); see (2.20). We know, among oscil-
latory terms in (2.21), A1 cos(ωt + θ1) has the lowest inf. order with respect to (w.r.t.)
f˙/v (Appendix C). The angular freq. of the oscillation of pEL having the lowest inf. or-
der w.r.t. f˙/v is therefore 2ω generated from A21 cos
2(ωt +θ1). Whereas the wave number
of the undulation of pHJ having the lowest inf. order w.r.t. ε is 2k. We therefore have
ω = kv = v
√
2mEHJ/h¯ · · ·(∗1). In passing, we see that O(ε) = O(( f˙/v)2).
Second, we determine ω from the E-L eq. We insert q(t) of (2.21) into the E-L eq.
(2.17) of which c1 = c2a = 0 to have 0 = B1 cos(ωt +θ ′1)+B2 cos(2ωt +θ
′
2)+ · · · , where
B1 cos(ωt+θ ′1) is given as
B1 cos(ωt+θ ′1) =−mω2A1
( (
1+
2c2bh¯2ω2
m2v4
+
10c2bh¯2ω2
m2v4
(
ωA1
v
)2+
3c4h¯4ω4
m4v8
(
ωA1
v
)2
)
× cos(ωt+θ1)− 12h¯
2ω2
m2v4
ωA2
v
(
2c2b sin(ωt−θ1+θ2)+ c3h¯ωmv2 cos(ωt−θ1+θ2)
)
+O(( f˙/v)4)cos(ωt+θ1′′)
)
. (D.3)
If q(t) is a solution of the E-L eq., B1 = 0, from which we have 1+ 2c2bh¯2ω2/m2v4 +
O((A1ω/v)2) = 0 or ω = mv2/h¯
√−2c2b+O((A1ω/v)2) · · ·(∗2).
Lastly, replacing EHJ in (∗1) with
EEL =
mv2
2
(
1+
1
2
(
A1ω
v
)2− c2bh¯
2ω2
m2v4
(
A1ω
v
)2+O((
f˙
v
)4)
)
obtained from (2.19), we have ωHJ =mv2/h¯+O((A1ω/v)2) · · ·(∗3). Comparing (∗2) and
(∗3), we see c2b =−1/2.
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Appendix E. The v, a1, b1 and ω of q(t) as functions of ε1, ε2, and k of pHJ
We determine v, a1, b1 and ω of q(t) (2.21) as functions of ε1, ε2, and k of pHJ (2.12). We
assume v > 0.
• Comparison of const. parts of pHJ and pEL The const. part of pHJ is√2mE+O(ε2)
from (D.1), while the const. part of pEL is obtained from the const. part of
pEL = p(1)+
2c2bh¯2
m
q¨2
q˙5
+O(h¯3) = m(v+ f˙ )+
2c2bh¯2
m
(− ˙¨f
(v+ f˙ )4
+
3 f¨ 2
(v+ f˙ )5
)
+O(δ 3)
= m(v+ f˙ )+
2c2bh¯2
m
(− ˙¨f
v4
+
4 f˙ ˙¨f
v5
+
3 f¨ 2
v5
)
+O(δ 3) , (E.1)
where δ := f˙/v, as mv−c2bh¯2A21ω4/mv5+O(δ 3). Because δ 3-terms in the O(δ 3) contain
no const. term of which inf. order is δ 3, we replace O(δ 3) with O(δ 4). We therefore have
√
2mE +O(ε2) = mv− c2bh¯
2A21ω
4
mv5
+O(δ 4) . (E.2)
• Comparison of oscillatory parts of pHJ and pEL We compare oscillatory parts of
(D.2) written in the form:
pEL = p(1)+
2c2bh¯2 f¨ 2
mv5
+O(δ 3)
= p(1)+
2c2bh¯2ω4
mv5
(
a21+b
2
1
2
+a1b1 sin2ωt+
a21−b21
2
cos2ωt)+O(δ 3) (E.3)
with that of (D.1) written in the form:
pHJ =
√
2mE
(
1− ε1 cos2k(vt+ f )− ε2 sin2k(vt+ f )+O(ε2)
)
=
√
2mE×(
1− ε1 cos2ωt− ε2 sin2ωt−2k f (ε2 cos2ωt− ε1 sin2ωt)+O((k f )2ε)+O(ε2)
)
(E.4)
to have
2c2bh¯2ω4
mv5
a1b1+O(δ 4) =−
√
2mE (ε2+O(ε2)) (E.5a)
2c2bh¯2ω4
mv5
a21−b21
2
+O(δ 4) =−
√
2mE (ε1+O(ε2)) . (E.5b)
Note k f ' f˙/v(<< 1) according to ω = kv. Because no term has angular freq. 2ω at the
inf. order δ 3 in pHJ of (E.4) or in pEL of (E.3), we converted O(δ 3) in (E.3) to O(δ 4) in
(E.5). From (E.5) we have, using c2b =−1/2 and ω = v
√
2mE/h¯,
a21 =
h¯2mv
(2mE)
3
2
(ε1+ ε+O(ε2)), b21 =
h¯2mv
(2mE)
3
2
(−ε1+ ε+O(ε2)) . (E.6)
• Expressing v, ω , a1, and b1 as functions of ε1,ε2, and E Inserting c2b = −1/2 and
(E.6) into (E.2), and solving for v, we have v and ω as
v =
√
2mE
m
(1− ε+O(ε2)) , ω = kv = 2E
h¯
(1− ε+O(ε2)) . (E.7)
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Inserting v of (E.7) into a21,b
2
1 of (E.6), we have
a21 =−
h¯2
2mE
(1− ε)(−ε1− ε) = h¯
2
2mE
(ε1+ ε+O(ε2)) (E.8a)
b21 =−
h¯2
2mE
(1− ε)(ε1− ε) = h¯
2
2mE
(−ε1+ ε+O(ε2)) , (E.8b)
from which we have, according to (E.5a): −ε2
√
2mE ' −h¯2ω4a1b1/mv5, if ε2 ≥ 0 (the
double sign corresponds)
a1 =± h¯√
2mE
√
ε1+ ε+O(ε
3
2 ), b1 =± h¯√
2mE
√−ε1+ ε+O(ε 32 ) ; (E.9)
if ε2 < 0 (the double sign corresponds)
a1 =± h¯√
2mE
√
ε1+ ε+O(ε
3
2 ), b1 =∓ h¯√
2mE
√−ε1+ ε+O(ε 32 ) . (E.10)
Appendix F. Inconsistency between pHJ and pEL at O(( f˙ /v)3)
No value of c3 ∈R in the Lagrangian (2.16) with c1 = c2a = 0 and c2b =−1/2 makes pEL =
pHJ true at O(ε3/2) = O(( f˙/v)3), which we show comparing pEL and pHJ at O(ε3/2).
We expand pHJ of (2.12), replacing x in which with q(t) = vt +A1 cos(ωt +θ1)+ · · ·
of (2.21) of which q0 = 0, as
pHJ = h¯k
(
1− ( ε1 cos2ωt+ ε2 sin2ωt+ kA1( ε2 cos(ωt−θ1)− ε1 sin(ωt−θ1) )
+ kA1( ε2 cos(3ωt+θ1)− ε1 sin(3ωt+θ1) )
)
+O(ε2)
)
= h¯k− h¯kε cos(2ωt+ζ )
− h¯k2A1ε cos(ωt−θ1+η)− h¯k2A1ε cos(3ωt+θ1+η)+O(ε2) , (F.1)
where ε =
√
(ε21 + ε
2
2 ), cosζ = ε1/ε , sinζ =−ε2/ε , cosη = ε2/ε , and sinη = ε1/ε .
We determine the 3ω-term atO(( f˙/v)3) of pEL (2.20) to be compared with that of (F.1).
Inserting the q(t) into (2.20) with c1 = c2a = 0 and c2b =−1/2, we have 3ω-terms of pEL
at O(( f˙/v)3) as
− 4h¯
2ω4A1A2
mv5
cos(3ωt+θ1+θ2)− 5h¯
2ω5A31
4mv6
sin(3ωt+3θ1)− 3c3h¯
3ω6A31
4m2v8
cos(3ωt+3θ1).
(F.2)
To express (ωA2/v,θ2) in (F.2) in terms of (ωA1/v,θ1), we insert the q(t) into the E-L eq.
(2.17), then collect 2ω-terms at O(( f˙/v)2) to have
−4A2mω2(1− 4h¯
2ω2
m2v4
)cos(2ωt+θ2)+
6c3A21h¯
3ω6
m2v7
cos(2ωt+2θ1)
+
6A21h¯
2ω5
mv5
sin(2ωt+2θ1) = 0 . (F.3)
Using h¯ω/mv2 = 1+O(( f˙/v)2) (see (E.7)), we rewrite (F.3) as
ωA2
v
cos(2ωt+θ2) =−12 (
ωA1
v
)2
(
c3 cos(2ωt+2θ1)+ sin(2ωt+2θ1)
)
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=−
√
(c23+1)
2
(
ωA1
v
)2 cos(2ωt+2θ1+ξ ) , (F.4)
where cosξ = c3/(c23 + 1)
1/2, and sinξ = −1/(c23 + 1)1/2. From (F.4), we see ωA2/v =
(ωA1/v)2(c23+1)
1/2/2, θ2 = 2θ1+ξ ±pi . Using these expressions, we rewrite (F.2) as
(F.2) =mv(
ωA1
v
)3
(
2(c23+1)
1/2 cos(3ωt+3θ1+ξ )− 3c34 cos(3ωt+3θ1)
− 5
4
sin(3ωt+3θ1)
)
=
mv
4
(
ωA1
v
)3
√
25c23+9cos(3ωt+3θ1+κ) , (F.5)
where cosκ = 5c3/(25c23+9)
1/2 and sinκ =−3/(25c23+9)1/2.
Comparing (F.5) with (F.1), we have h¯k2A1ε = (mv/4)(ωA1/v)3
√
(25c23+9), which is
simplified to
√
(25c23 + 9)/2 = 1 with (E.7) and (E.8). The eq. is satisfied by no c3 ∈ R.
That is, no c3 ∈ R makes pHJ = pEL true at O(ε3/2).
Fig. 7. —for Appendix K— Comparison of electron dens. and field intensity on the screen in the case that
the electron dens. in an ensemble of incoming beams is assumed as |Ψs|2. The largest Fresnel peaks around
x =±0.6µm of the upper graph are located more inwardly than those of the lower graph. Spikes are artifacts.
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Appendix G. A formalism of 1-D free particle motion constructed upon
higher-order d’Alembert’s principle
We show that a formalism of 1-D free particle motion constructed not upon Hamilton’s
principle δS= δ
∫
Ldt = 0, 5 a form of variational principles of CM, but upon d’Alembert’s
principle (F−mq¨)δq = 0, 5 a more basic form of the ones, where F is a Newtonian force
of CM, makes momentum p constructed from a solution of an eq. of motion agree with
pHJ of (2.12) at least up to O(ε3/2) unlike pEL (2.20) agreeing with pHJ at most up to
O(ε1) (Appendix F). Explicitly, we show that the eq. of motion, given as (G.5), has enough
adjustable parameters to make p = pHJ up to O(ε3/2).
The formalism is given as follows. We generalize the eq. (F −mq¨)δq = 0 to G0δq+
G1δ q˙+ · · · = 0, where Gi = Gi(q, q˙, q¨, · · ·) for i = 0,1, · · · . Then, we transform it to an
integral form (cf. Ref. 5 chap.5)
δS=
∫
(δq ·G0+δ q˙ ·G1+δ q¨ ·G2+ · · ·)dt = 0 . (G.1)
If G0,G1, · · · are written as G0 = ∂L/∂q,G1 = ∂L/∂ q˙, · · · for a functional L =
L(q, q˙, q¨, · · ·), it reduces to the Hamilton’s principle: δS = ∫ (δq · ∂L/∂q+ δ q˙ · ∂L/∂ q˙+
· · ·)dt = 0; cf. (B.1). We have an eq. of motion
G0− G˙1+ G¨2−·· ·= 0 (G.2)
through
δS=
∫ b
a
(G0− G˙1+ G¨2−·· ·)δqdt+(G1− G˙2+ G¨3−·· ·)δq|ba
+(G2− G˙3+ G¨4−·· ·)δ q˙|ba+(G3− G˙4+ G¨5−·· ·)δ q¨|ba+ · · · .
We define p(1) =G1−G˙2+G¨3−·· · , p(2) =G2−G˙3+G¨4−·· · , p(3) =G3−G˙4+G¨5−·· · ,
and so forth; cf. (B.3). We define pNW corresponding to pEL as
pNW = δS/δq =p(1)+ p(2)q¨/q˙+ p(3) ˙¨q/q˙+ · · ·= (G1− G˙2+ G¨3−·· ·)
+(G2− G˙3+ G¨4−·· ·)q¨/q˙+(G3− G˙4+ G¨5−·· ·) ˙¨q/q˙+ · · · , (G.3)
where superscript NW stands for Newton; cf. (2.20). We define ENW (x) as
ENW (x) = q˙pNW |q=x−
∫ x=q
(G0q˙+G1q¨+G2 ˙¨q+ · · ·)dt ; (G.4)
cf. (B.4). Along a solution curve of (G.2), we have dENW (x)/dt =
(
(d/dt)(q˙p(1)+ q¨p(2)+
· · ·)− (G0q˙+G1q¨+ · · ·)
)|q=x = 0; cf. (B.5).
If the eq. of motion is invariant under spatial translation, then i) G0,G1, · · · do not
depend on q, and ii) G0 = 0 and p(1) = const. along a solution curve of (G.2). The i) is
obvious. We show the ii). Let q(t) and q(t)+ δq, where δq = const. 6= 0, be solutions of
(G.2). Let Sq(t) (Sq(t)+δq) be the action S along q(t) (q(t)+δq) between t0 and t1. Then, we
see Sq(t)+δq−Sq(t)=
∫
G0(q˙, q¨, · · ·)δqdt = 0, in which Sq(t)+δq−Sq(t)= 0 follows from the
translational invariance, and Sq(t)+δq−Sq(t)=
∫
G0δqdt follows because δ q˙= δ q¨= · · ·= 0
in (G.1). Since t0 and t1 are arbitrary, G0 = 0. Since d p(1)/dt = G0 by (G.2), p(1) = const.
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We give the Gi’s as power series of h¯. We write (G.2) as mq¨ = h¯F1 + h¯2F2 +
h¯3F3 + · · · = −G˙−mq˙1 + G¨2 − ·· · , where we used G0 = 0, and wrote G1 as G1 = mq˙+
G−mq˙1 to make classical mq˙ explicit. We have G
−mq˙
1 = G
−mq˙
1 (q˙, q¨, ˙¨q), G2 = G2(q˙, q¨),
G3 = G3(q˙), and G4,G5, · · · = 0 for the eq. to be of fourth order (§2.2). We expand
Gi as Gi = Gi0 + h¯Gi1 + h¯2Gi2 + · · · , where i = 1,2,3. By dimensional analysis, we
see h¯kG1k = c1kα h¯kq¨k−2α ˙¨qα/mk−1q˙3k−α−1 and h¯kG2k = c2kh¯kq¨k−1/mk−1q˙3k−2, where
c1kα ,c2k = const. ∈ R. Exponents of q¨ and ˙¨q are nonnegative since G1,G2 = ±∞ is not
allowed. We assume that the α in the expanded expression of h¯kG1k is a nonnegative in-
teger α ∈ {0,1,2, · · ·} leaving open the possibility that 1 < α ∈ R, where α > 1 makes
( ˙¨q2)α/2 differentiable at ˙¨q = 0. We have, for example,
G10 = mq˙, h¯G11 = h¯c110
q¨
q˙2
, h¯2G12 = h¯2(
c120
m
q¨2
q˙5
+
c121
m
˙¨q
q˙4
),
h¯3G13 = h¯3(
c130
m2
q¨3
q˙8
+
c131
m2
q¨ ˙¨q
q˙7
), h¯4G14 = h¯4(
c140
m3
q¨4
q˙11
+
c141
m3
q¨2 ˙¨q
q˙10
+
c142
m3
˙¨q2
q˙9
),
h¯5G15 = h¯5(
c150
m4
q¨5
q˙14
+
c151
m4
q¨3 ˙¨q
q˙13
+
c152
m4
q¨ ˙¨q2
q˙12
), G20 = 0, h¯G21 = h¯c21
1
q˙
,
h¯2G22 = h¯2
c22
m
q¨
q˙4
, h¯3G23 = h¯3
c23
m2
q¨2
q˙7
, h¯4G24 = h¯4
c24
m3
q¨3
q˙10
, h¯5G25 = h¯5
c25
m4
q¨4
q˙13
.
The G3 consists of a term: G3 = h¯2G32 = c32h¯2/mq˙3.
The eq. of motion, pNW = p(1)+ p(2)q¨/q˙+ p(3) ˙¨q/q˙, and ENW = q˙pNW −
∫
(G1q¨+G2 ˙¨q+
G3 ¨¨q)dt are given as power series of h¯ as aa
aa The p(1) = G1− G˙2 + G¨3, p(2) = G2− G˙3, and p(3) = G3 are
p(1) =mq˙+ h¯(c110 + c21)
q¨
q˙2
+ h¯2
( c121− c22−3c32
m
˙¨q
q˙4
+
c120 +4c22 +12c32
m
q¨2
q˙5
)
+ h¯3
( c131−2c23
m2
q¨ ˙¨q
q˙7
+
c130 +7c23
m2
q¨3
q˙8
)
+ h¯4
( c142
m3
˙¨q2
q˙9
+
c141−3c24
m3
q¨2 ˙¨q
q˙10
+
c140 +10c24
m3
q¨4
q˙11
)
+ h¯5
( c152
m4
q¨ ˙¨q2
q˙12
+
c151−4c25
m4
q¨3 ˙¨q
q˙13
+
c150 +13c25
m4
q¨5
q˙14
)
+ · · · ,
p(2) =h¯
c21
q˙
+ h¯2
(c22 +3c32)q¨
mq˙4
+ h¯3
c23q¨2
m2q˙7
+ h¯4
c24q¨3
m3q˙10
+ h¯5
c25q¨4
m4q˙13
+ · · · , p(3) = h¯2
c32
mq˙3
.
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0 =−G10+ h¯(−G˙11+ G¨21)+ h¯2(−G˙12+ G¨22− ˙¨G32)+ h¯3(−G˙13+ G¨23)
+ h¯4(−G˙14+ G¨24)+ · · ·=−mq¨+ h¯
(
(−c110− c21) ˙¨q/q˙2+2(c110+ c21)q¨2/q˙3
)
+ h¯2×(−c121+ c22+3c32
m
¨¨q
q˙4
− 2(c120−2c121+6c22+18c32)
m
q¨ ˙¨q
q˙5
+
5(c120+4c22+12c32)
m
q¨3
q˙6
)
+ h¯3
(−c131+2c23
m2
( ˙¨q2+ q¨ ¨¨q)
q˙7
+
−3c130+7c131−35c23
m2
q¨2 ˙¨q
q˙8
+
8(c130+7c23)
m2
q¨4
q˙9
)
+ h¯4
(−2c142
m3
˙¨q ¨¨q
q˙9
+
−c141+3c24
m3
q¨2 ¨¨q
q˙10
+
−2c141+9c142+6c24
m3
q¨ ˙¨q2
q˙10
+
−4c140+10c141−70c24
m3
q¨3 ˙¨q
q˙11
+
11(c140+10c24)
m3
q¨5
q˙12
)
+ h¯5
(− c152( ˙¨q3+2q¨ ˙¨q ¨¨q)
m4q˙12
+
(−3c151+12c152+12c25)q¨2 ˙¨q2+(−c151+4c25)q¨3 ¨¨q
m4q˙13
+
(−5c150+13c151−117c25)
m4
q¨4 ˙¨q
q˙14
+
(14c150+182c25)
m4
q¨6
q˙15
)
+ · · · , (G.5)
pNW = mq˙+ h¯(c110+2c21)
q¨
q˙2
+ h¯2
(c121− c22−2c32
m
˙¨q
q˙4
+
(c120+5c22+15c32)
m
q¨2
q˙5
)
+ h¯3
× (c131−2c23
m2
q¨ ˙¨q
q˙7
+
c130+8c23
m2
q¨3
q˙8
)
+ h¯4
(c142
m3
˙¨q2
q˙9
+
c141−3c24
m3
q¨2 ˙¨q
q˙10
+
c140+11c24
m3
q¨4
q˙11
)
+ h¯5
(c152
m4
q¨ ˙¨q2
q˙12
+
c151−4c25
m4
q¨3 ˙¨q
q˙13
+
c150+14c25
m4
q¨5
q˙14
)
+ · · · , (G.6)
ENW = mq˙2+ h¯(c110+2c21)
q¨
q˙
+ h¯2
(c121− c22−2c32
m
˙¨q
q˙3
+
(c120+5c22+15c32)
m
q¨2
q˙4
)
+ h¯3
× (c131−2c23
m2
q¨ ˙¨q
q˙6
+
c130+8c23
m2
q¨3
q˙7
)
+ h¯4
(c142
m3
˙¨q2
q˙8
+
c141−3c24
m3
q¨2 ˙¨q
q˙9
+
c140+11c24
m3
q¨4
q˙10
)
+ h¯5
(c152
m4
q¨ ˙¨q2
q˙11
+
c151−4c25
m4
q¨3 ˙¨q
q˙12
+
c150+14c25
m4
q¨5
q˙13
)
+ · · ·
−
∫ (
mq˙q¨+ h¯(c110
q¨2
q˙2
+ c21
˙¨q
q˙
)+ h¯2(
c120
m
q¨3
q˙5
+
c121+ c22)
m
q¨ ˙¨q
q˙4
+
c32
m
¨¨q
q˙3
)
+ h¯3(
c130
m2
q¨4
q˙8
+
c131+ c23
m2
q¨2 ˙¨q
q˙7
)+ h¯4(
c140
m3
q¨5
q˙11
+
c141+ c24
m3
q¨3 ˙¨q
q˙10
+
c142
m3
q¨ ˙¨q2
q˙9
)
+ h¯5(
c150
m4
q¨6
q˙14
+
c151+ c25
m4
q¨4 ˙¨q
q˙13
+
c152
m4
q¨2 ˙¨q2
q˙12
)+ · · ·
)
dt . (G.7)
The solution q(t) of (G.5) is written in the form of (2.21) for the same reason that
a solution of (2.17) is (p.11). Inserting (2.21) into (G.5), we see c110 + c21 = 0 because
mA1ω2(−(c110 + c21)sin(ωt +θ1)+O(A1ω/v)) generated by h¯(−c110− c21) ˙¨q/q˙2 has no
counterpart to sum up to zero. Likewise c110 + 2c21 = 0 from (G.6). We therefore have
c110 = c21 = 0. Note that amplitude A1 and A2 in the solution q(t) written in the form of
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(2.21) satisfies O((A1ω/v)2) = O((A2ω/v)1) for the same reason that a solution of (2.17)
does (Appendix C).
Inserting (2.21) into (G.7), then collecting time-independent terms, we have
ENW =mv2/2+mω2A21/2
+
h¯2ω2
2mv2
ω2A21
v2
(c120+3c121+2c22+9c32+
h¯2ω2
m2v4
c142)+O((
ωA1
v
)4) , (G.8)
in which c120 + 3c121 + 2c22 + 9c32 + c142 = 0 is required to make the value of ENW be
equal to that: E = mv2/2+mω2A21/2+mω
2A22/2+ · · · of CM.
To see that we can make pNW of (G.6) be equal to pHJ of (2.12) at least up to O(ε3/2) =
O((ωA1/v)3), we first expand (G.5) and (G.6) of which c110 = c21 = 0, inserting (2.21), up
to O((ωA1/v)3) = O(ω2A1A2/v2) = O(ωA3/v). The (G.5) is expanded as
0 = (1+
(−c121+ c22+3c32)h¯2ω2
m2v4
)mvω
ωA1
v
cos(ωt+θ1)
+(
h¯2ω3(−5c120−30c121+10c22+30c32)
4mv3
+
h¯4ω5(−c141−27c142+3c24)
4m3v7
)
ω3A31
v3
×cos(ωt+θ1)+((−3c130−7c131−7c23)h¯
3ω4
4m2v5
− c152h¯
5ω6
4m4v9
)
ω3A31
v3
sin(ωt+θ1)
−2(−c131+2c23)h¯
3ω4
m2v5
ω2A1A2
v2
cos(ωt−θ1+θ2)
+(
(4c120+20c121−4c22−12c32)h¯2ω3
mv3
− 8c142h¯
4ω5
m3v7
)
ω2A1A2
v2
sin(ωt−θ1+θ2)
+(4mvω+
16(−c121+ c22+3c32)h¯2ω3
mv3
)
ωA2
v
cos(2ωt+θ2)
− (−c131+2c23)h¯
3ω4
m2v5
ω2A21
v2
cos(2ωt+2θ1)
+(
h¯2ω3(c120−4c121+8c22+24c32)
mv3
− c142h¯
4ω5
m3v7
)
ω2A21
v2
sin(2ωt+2θ1)
+(9mvω+
81(−c121+ c22+3c32)h¯2ω3
mv3
)
ωA3
v
cos(3ωt+θ3)
+(
5(−3c120+6c121−18c22−54c32)h¯2ω3
4mv3
+
3(−c141+9c142+3c24)h¯4ω5
4m3v7
)
ω3A31
v3
×cos(3ωt+3θ1)+((−3c130+21c131−63c23)h¯
3ω4
4m2v5
+
3c152h¯5ω6
4m4v9
)
ω3A31
v3
sin(3ωt+3θ1)
−18(−c131+2c23)h¯
3ω4
m2v5
ω2A1A2
v2
cos(3ωt+θ1+θ2)
+(
6(2c120−10c121+18c22+54c32)h¯2ω3
mv3
− 24c142h¯
4ω5
m3v7
)
ω2A1A2
v2
sin(3ωt+θ1+θ2) .
(G.9)
In (G.9), the ω-term at O((ωA1/v)1) vanishes. We therefore have −c121 + c22 + 3c32 =
−1. Note, in (G.9), ω-terms at O((ωA1/v)3), 2ω-terms at O((ωA1/v)2), and 3ω-terms at
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O((ωA1/v)3) sum up to zero respectively. Likewise (G.6) is expanded as
pNW = mv(1+(
(c120+4c121+ c22+7c32)h¯2ω2
2m2v4
+
c142h¯4ω4
2m4v8
)
ω2A21
v2
)
+(−mv+ (c121− c22−2c32)h¯
2ω2
mv3
)
ωA1
v
sin(ωt+θ1)
+(−2mv+ 8(c121− c22−2c32)h¯
2ω2
mv3
)
ωA2
v
sin(2ωt+θ2)
+(
(c120−4c121+9c22+23c32)h¯2ω2
2mv3
− c142h¯
4ω4
2m3v7
)
ω2A21
v2
cos(2ωt+2θ1)
− (c131−2c23)h¯
3ω3
2m2v5
ω2A21
v2
sin(2ωt+2θ1)
+(
(−3c130−7c131−10c23)h¯3ω3
4m2v5
− c152h¯
5ω5
4m4v9
)
ω3A31
v3
cos(ωt+θ1)+
(
(5c120+30c121−5c22+15c32)h¯2ω2
4mv3
+
(c141+27c142−3c24)h¯4ω4
4m3v7
)
ω3A31
v3
sin(ωt+θ1)
+(
(4c120+20c121+20c32)h¯2ω2
mv3
+
8c142h¯4ω4
m3v7
)
ω2A1A2
v2
cos(ωt−θ1+θ2)
− 2(c131−2c23)h¯
3ω3
m2v5
ω2A1A2
v2
sin(ωt−θ1+θ2)
+(−3mv+ 27(c121− c22−2c32)h¯
2ω2
mv3
)
ωA3
v
sin(3ωt+θ3)
+(
(−c130+7c131−22c23)h¯3ω3
4m2v5
+
c152h¯5ω5
4m4v9
)
ω3A31
v3
cos(3ωt+3θ1)
+(
(5c120−10c121+35c22+95c32)h¯2ω2
4mv3
+
(c141−9c142−3c24)h¯4ω4
4m3v7
)
ω3A31
v3
× sin(3ωt+3θ1)
+(
(4c120−20c121+40c22+100c32)h¯2ω2
mv3
− 8c142h¯
4ω4
m3v7
)
ω2A1A2
v2
cos(3ωt+θ1+θ2)
− 6(c131−2c23)h¯
3ω3
m2v5
ω2A1A2
v2
sin(3ωt+θ1+θ2) . (G.10)
For convenience, we rewrite (G.9) and (G.10) in a short form. In (G.9), we i) remove
mvω , ii) replace h¯ω/mv2 with 1+ω2A21/2v
2, and iii) replace coefficients of oscillatory
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terms with symbols α11, · · · ,α35 to have
0 =α11
ω3A31
v3
cos(ωt+θ1)+α12
ω3A31
v3
sin(ωt+θ1)+α13
ω2A1A2
v2
cos(ωt−θ1+θ2)
+α14
ω2A1A2
v2
sin(ωt−θ1+θ2)
+α21
ωA2
v
cos(2ωt+θ2)+α22
ω2A21
v2
cos(2ωt+2θ1)+α23
ω2A21
v2
sin(2ωt+2θ1)
+α31
ωA3
v
cos(3ωt+θ3)+α32
ω3A31
v3
cos(3ωt+3θ1)+α33
ω3A31
v3
sin(3ωt+3θ1)
+α34
ω2A1A2
v2
cos(3ωt+θ1+θ2)+α35
ω2A1A2
v2
sin(3ωt+θ1+θ2) . (G.11)
For example, α11 =−1+(−5c120−30c121+10c22+30c32)/4+(−c141−27c142+3c24)/4
and α13 = 2(c131−2c23). Likewise, we rewrite (G.10) as
pNW = mv
(
1+P01
ω2A21
v2
+P10
ωA1
v
sin(ωt+θ1)+P21
ωA2
v
sin(2ωt+θ2)
+P22
ω2A21
v2
cos(2ωt+2θ1)+P23
ω2A21
v2
sin(2ωt+2θ1)+P11
ω3A31
v3
cos(ωt+θ1)
+P12
ω3A31
v3
sin(ωt+θ1)+P13
ω2A1A2
v2
cos(ωt−θ1+θ2)+P14ω
2A1A2
v2
sin(ωt−θ1+θ2)
+P31
ωA3
v
sin(3ωt+θ3)+P32
ω3A31
v3
cos(3ωt+3θ1)+P33
ω3A31
v3
sin(3ωt+3θ1)
+P34
ω2A1A2
v2
cos(3ωt+θ1+θ2)+P35
ω2A1A2
v2
sin(3ωt+θ1+θ2)
)
. (G.12)
For example, P21 =−2+8(c121− c22−2c32).
The (ωA2/v,θ2) and (ωA3/v,θ3) in (G.12) are determined from (ωA1/v,θ1) with
(G.11). The (ωA2/v,θ2) is determined from either 2ω-terms or ω-terms of (G.11). From
the former, we have
ωA2
v
cosξ2 =−α22α21 (
ωA1
v
)2 ,
ωA2
v
sinξ2 =
α23
α21
(
ωA1
v
)2 , (G.13)
where ξ2 = θ2−2θ1. From the latter, we have
ωA2
v
cosξ2 =− (α11α13+α12α14)
(α213+α
2
14)
(
ωA1
v
)2 ,
ωA2
v
sinξ2 =
(α12α13−α11α14)
(α213+α
2
14)
(
ωA1
v
)2 .
(G.14)
For (G.13) and (G.14) to be the same, we have two constraints:
α22
α21
=
(α11α13+α12α14)
(α213+α
2
14)
,
α23
α21
=
(α12α13−α11α14)
(α213+α
2
14)
. (G.15)
The (ωA3/v,θ3) is determined from 3ω-terms of (G.11) as
α31
ωA3
v
cosξ3 =
ω3A31
v3
(−α32+ α22α34α21 −
α23α35
α21
) (G.16a)
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α31
ωA3
v
sinξ3 =
ω3A31
v3
(α33− α23α34α21 −
α22α35
α21
) , (G.16b)
where ξ3 = θ3−3θ1. Inserting (G.13) and (G.16), we rewrite (G.12) as
pNW
mv
= (1+P01
ω2A21
v2
)+P10
ωA1
v
sin(ωt+θ1)
+
ω2A21
v2
(
(P21
α23
α21
+P22)cos(2ωt+2θ1)+(−P21α22α21 +P23)sin(2ωt+2θ1)
)
+
ω3A31
v3
(
(P11−P13α22α21 +P14
α23
α21
)cos(ωt+θ1)+(P12−P13α23α21 −P14
α22
α21
)sin(ωt+θ1)
+
( P31
α31
(α33− α23α34+α22α35α21 )+P32−P34
α22
α21
+P35
α23
α21
)
cos(3ωt+3θ1)
+
( P31
α31
(−α32+ α22α34−α23α35α21 )+P33−P34
α23
α21
−P35α22α21
)
sin(3ωt+3θ1)
)
. (G.17)
We show that we can make pHJ = pNW true up to O(ε3/2) with suitable choice of the
parameters c110,c111, · · · . Since time-independent term of (F.1) is h¯k = √(2mEHJ), that
of (G.10) has to be equal to
√
(2mEHJ) =
√
(2mENW ) =
√
(2m)
√
(mv2/2+mω2A21/2)+
O((ωA1/v)4). We therefore see c120+4c121+ c22+7c32+ c142 = 1. In (G.10), the ω-term
at O((ωA1/v)1) has no counterpart in pHJ . We therefore have c121− c22− 2c32 = 1. We
already know c110 + c21 = 0 from (G.5), c110 +2c21 = 0 from (G.6), c120 +3c121 +2c22 +
9c32+c142 = 0 from (G.8), and−c121+c22+3c32 =−1 from (G.9). Solving them, we have
c110 = c21 = c32 = 0, c121− c22 = 1 and c120 = −3− 5c22− c142. With these constraints,
the α21,α22, · · · in (G.15) are given as
α22/α21 =− (c131−2c23)/12 , α23/α21 = (7+ c22+2c142)/12 ,
α11α13+α12α14 =(−19+5c22− c141−22c142+3c24)(c131−2c23)/2
− (3c130+7c131+7c23+ c152)(2− c22−3c142) ,
α12α13−α11α14 =(−3c130−7c131−7c23− c152)(c131−2c23)/2
− (−19+5c22− c141−22c142+3c24)(2− c22−3c142) ,
α213+α
2
14 =4(c131−2c23)2+16(2− c22−3c142)2 , (G.18)
and (G.17) is rewritten as
pNW
mv
= 1+
ω2A21
2v2
+
c22
2
ω2A21
v2
cos(2ωt+2θ1)
+
ω3A31
v3
(
(−9c130+27c131+18c23+3c152+2c22(c131−2c23)
12
)cos(ωt+θ1)−
11−3c141−22c142+9c24+8c22+4c142(c22+2c142)+2(c131−2c23)2
12
sin(ωt+θ1)−
(
c23
4
− c22(c131−2c23)
3
)cos(3ωt+3θ1)− (13c2212 +
c22(c22+2c142)
3
)sin(3ωt+3θ1)
)
,
in which, we can set amplitude and phase of each oscillation of which angular frequency
is ω , 2ω , or 3ω to arbitrary values adjusting values of, say, {c130,c141}, {c22,θ1} and
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{c131,c142} respectively. Also can we satisfy (G.15) adjusting values of, say, {c152,c24}
as is seen from (G.18). Thus, we see that the present formalism has enough parameters to
make pHJ = pNW true up to O((ε3/2).
Appendix H. Determination of c3D2b in the 3-D Lagrangian
We determine c3D2b of L = mq˙
2/2+ c3D2b h¯
2q¨2/mq˙4 comparing ωEL and ωHJ .
First we derive ωEL = mv2/(h¯
√
(−2c3D2b ))+O(δ 3) · · ·(∗1). From the E-L eq.:
0 = mq¨i+
c3D2b h¯
2
m
(
− 2 ¨¨qi
q˙4
+
16q˙q¨ ˙¨qi
q˙6
− 8q¨
˙¨qq˙i
q˙6
+
24q¨2(q˙q¨)q˙i
q˙8
+
(4q¨2+8q˙ ˙¨q)q¨i
q˙6
− 48(q˙q¨)
2q¨i
q˙8
)
(H.1)
obtained from the Lagrangian (see (B.2)), we see c3D2b < 0; otherwise a wavy linear trajec-
tory cannot be a solution. For a negative c3D2b , a semiclassical solution of (H.1) is written as
qi(t) = vit+Ai1 cos(ωt+θi1)+gi(t), where vi = const., gi ∈O(δ 2), δ := ω A1/|v|<< 1,
A1 =
√
(A211 +A
2
21 +A
2
31), likewise for |v|. Note gi(t) 6= ∑+∞n=2 Ain cos(nωt + θin) in gen-
eral. Inserting the qi(t) into (H.1), we have 1+ 2c3D2b h¯
2ω2/m2v4 +O(δ 3) = 0 or ωEL =
mv2/(h¯
√
(−2c3D2b ))+O(δ 3). Note we have not O(δ 2) but O(δ 3) in the last eq. because
there is no const. term at δ 2 in the RHS of (H.1).
Next, we derive ωHJ = mv2/h¯+O(δ 3) · · ·(∗2). We write pELi as
pELi = p(1)i+ p(2)i
q¨i
q˙i
= p(1)i+
h¯2
m
2c3D2b q¨
2
i
q˙4q˙i
= p(1)i+
h¯2
m
c3D2b ω
4A2i1
v4vi
(1+ cos(2ωt+2θi1))+O(δ 3) , (H.2)
where p(1)i = mq˙i− (2c3D2b h¯2/m)( ˙¨qi/q˙4 + 2q¨2q˙i/q˙6− 4q˙q¨q¨i/q˙6); see (B.3). The (H.2) is
obtained in a manner similar to that used to derive 1-D pEL (2.20), We write pHJi as
pHJi =
h¯ki(1+ ε1)
sin2kx+(1+ ε1)2 cos2kx
=
√
2mEi
(
1− ε1 coskx+O(ε21 )
)
. (H.3)
The (H.3) agrees with the p of (2.14) constructed from ψ = eikx+(ε1/2)e−ikx up to ε11 .
Comparing oscillatory parts of pELi and p
HJ
i , we see ω
HJ := kv=∑3i=1 vi
√
2mEi/h¯ · · ·(∗3),
where k and v are parallel. To express
√
2mEi in (∗3) as a function of the qi(t), we equate
the const. part of pELi with that of p
HJ
i . After some calculations, we have
mvi− c
3D
2b h¯
2
m
(2ω4A21vi
v6
− ω
4A2i1
v4vi
)
=mvi
(
1+
ω2A21
v2
− ω
2A2i1
2v2i
)
=
√
2mEi+O(δ 3) . (H.4)
Inserting (H.4) into (∗3), we have ωHJ = mv2/h¯+O(δ 3).
Equating (∗1) with (∗2), we have c3D2b =−1/2.
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Appendix I. Behavior of Solutions of (3.4b) and (3.4c)
Solutions rRC and rRD of (3.4c) which behave like (3.9) exist only for discrete values of
E. We assume in (3.4c) that r2V (r)→ 0 9 for r→ 0 and 0 < const. ≤ V (r)−E ≤ +∞ for
large r.
Case 1) l(l + 1) > 0: We have V (r)+ h¯2l(l + 1)/2mr2−E ≥ const. > 0 for both r→ 0
and r→ ∞. Then, there exists a solution rR which converges like e−p(r) lnr for r = +∞; if
a solution converges for r =+∞, another solution diverges like eq(r) lnr for r =+∞, where
p(r),q(r)> 0 is some function of r, which we see from an eq.−(d2y/dx2)+k2y= 0 having
two linearly independent solutions y = ekx and y = e−kx. Likewise for r→ 0. A solution
which converges for r→ 0 either diverges or converges for r→+∞. If a solution converges
for both r→ 0 and r→ ∞, the other solution diverges to the opposite direction in r→ 0
and r→ ∞ (rR→±∞ for r→ 0 and rR→∓∞ for r→ ∞ with corresponding double sign)
because, in general, y2(x)/y1(x) constructed from two linearly independent solutions y1 and
y2 of d2y/dx2 +Q(x)y = 0 is monotonic due to an eq. y2(x) = y1(x)
∫ x y−21 (q)dq · · ·(∗1)
obtained from y21(d/dx)(y2/y1) = y1y
′
2− y′1y2 = const. 19 Because a solution rR of (3.4c)
converging for r→ 0 converges for r→ ∞ at discrete values of E, 6, ab the (3.9) is satisfied
for discrete values of E.
Case 2) l(l+ 1) = 0: The behavior of two solutions for r = +∞ are the same as the l(l+
1) 6= 0 case. Near r = 0, two linearly independent solutions are given as (rR)C ' r and
(rR)D ' const. 6= 0 by Frobenius method, 19 which assumes a solution rR of (3.4c) in
a form: rR = ∑asrs, then insert it into (3.4c) to determine as. If a solution converging
(rR→ 0) for r→ 0 converges for r = +∞, the (3.9) is satisfied. Such a solution exists for
discrete values of E by the same reason as above. Thus, (3.9) is satisfied for discrete values
of E.
Solutions
√
sinθ ΘC and
√
sinθ ΘD of (3.4b) which behave like (3.8) exist only for
discrete values of l. In three cases below, m ∈ Z is assumed.
Case 1) |m| ≤ |l| ∈ Z: We first solve (3.4b). We transform (3.4b) to (1− x2)d2z/dx2−
2xdz/dx+(l(l+ 1)−m2/(1− x2))z = 0 · · ·(∗2) with x = cosθ and Θ(θ) = z(x). A so-
lution of (∗2) is constructed from a solution y of (1− x2)d2y/dx2−2xdy/dx+ l(l+1)y =
0 · · ·(∗3) as z = (1− x2)|m|/2d|m|y/dx|m|. Two linearly independent solutions y1(x) and
y2(x) of (∗3) are given by the Frobenius method as 19 y1(x) = F(−l/2, l/2+1/2;1/2;x2)
ab Let ψ(x;E) be a solution of ψ ′′ + (E −V (x))ψ = 0 · · ·(∗1), where ψ ′′ = ∂ 2ψ/∂x2. Then, to an in-
finitesimal δE, an infinitesimal δψ corresponds in ψ(x;E + δE) = ψ(x;E)+ δψ(x;E). Multiplying (∗1) with
ψ(x;E+δE), andψ ′′(x;E+δE)+(E+δE−V )ψ(x;E+δE)= 0 withψ(x;E), we haveψ ′′(x;E)ψ(x;E+δE)−
ψ(x;E)ψ ′′(x;E + δE)− δEψ(x;E)ψ(x;E + δE) = 0. With a symbol W (ψ1,ψ2) = ψ ′1ψ2−ψ ′2ψ1, we write the
eq. as W ′(ψ(x;E),ψ(x;E+δE))−δEψ2(x;E) = 0, which is transformed to a integral form W (ψ(q;E)ψ(q;E+
δE))|q=xq=c = δE
∫ x
c ψ2(q;E)dq · · ·(∗2). While, we have W (ψ(x;E),ψ(x;E + δE)) = W (ψ(x;E),δψ(x;E)) =
−ψ2δ (ψ ′/ψ) · · ·(∗3). From (∗2) and (∗3), we have δ (ψ ′/ψ)|xc =−δEψ−2
∫ x
c ψ2(q;E)dq · · ·(∗4).
Assume 0 < const. ≤ V (x)−E < +∞ for x satisfying x < a and b < x, where a < 0 < b. Then, two linearly
independent solutions in x < a are written as ep+(x)x and e−p−(x)x , where p±(x) > 0. Likewise, in b < x, they
are written as eq+(x)x and e−q−(x)x, where q±(x) > 0. Let a solution ψ converging (ψ → ep+(x)x) for x→ −∞
be ψa, that converging (ψ → e−q−(x)x) for x→ +∞ be ψb. Then, say, at x = 0, we have δ (ψ ′a/ψa)/δE < 0 and
δ (ψ ′b/ψb)/δE > 0 from (∗4). The ψa and ψb therefore cannot be parts of a single solution for continuous values
of E. This footnote is a modified excerpt from chap.3 of Ref. 6.
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and y2(x) = xF(1/2− l/2, l/2+ 1;3/2;x2), where F is hypergeometric function 28 de-
fined as F(a,b;c;x)=∑∞s=0(a)s(b)sxs/(c)ss!, where (a)0 = 1, (a)s = a(a+1) · · ·(a+s−1),
etc. Solutions of (∗2) therefore are given as z1(x) = (1− x2)|m|/2d|m|y1/dx|m| and z2(x) =
(1− x2)|m|/2d|m|y2/dx|m|, from which solutions of (3.4b) are given as ΘC(θ) = z1(cosθ)
and ΘD(θ) = z2(cosθ). For |m| ≤ |l| ∈ Z, z1 and z2 constitute two linearly independent
solutions of (∗2)—note, if |m| > |l| ∈ Z, they do not because one of them vanishes. If
z1 is even: z1(x) = z1(−x), then z2 is odd: z2(x) = −z2(−x), and vice versa, which is
seen from forms of y1(x) and y2(x). For l ∈ Z, either of z1 and z2 is a finite series hav-
ing finite value at x = ±1, which is seen from the form of the F . Assume z1 has a fi-
nite value at x = ±1. Then, ΘC(θ) has a finite value at θ = 0, pi . From (∗1), we see
limθ→0, pi(ΘD/ΘC) = limθ→0, pi k
∫ θ sin−1η · (ΘC)−2(η)dη =±∞, where k= const. 6= 0.
With the eq. together with the even-odd property mentioned above, we see (3.8) is satisfied.
Likewise for the case that z2 is a finite series.
Case 2) |m| > |l| ∈ Z: In this case, m2
sin2 θ
− cos2 θ
4sin2 θ
> 12 + l(l + 1) in (3.4b). Two linearly
independent solutions of (3.4b) therefore is written as
√
sinθ ΘC = ep(θ) tan(θ−pi/2) and√
sinθ ΘD = e−q(θ) tan(θ−pi/2) for 0 < θ < pi , where p(θ),q(θ)> 0 is some function of θ .
Because ΘD/ΘC = e−(q(θ)+p(θ)) tan(θ−pi/2), (3.8) is not satisfied.
Case 3) l 6∈Z: We use representations: 28 z1(x)=Pml (x) and z2(x)=Pml (−x) as two linearly
independent solutions z1(x) and z2(x) of (∗2), where Pml (x) = ((1+ x)/(1− x))m/2F(l +
1,−l;1−m;(1− x)/2)/Γ(1−m) in which Γ is gamma function 28 and F is the hypergeo-
metric function defined above. The Pml (x) stays withinR in−1< x < 1 even if 0≥ 1−m∈
Z thanks to a formula Γ(z)Γ(1− z) = pi/sinpiz . 28 We have
lim
θ→0
ΘD
ΘC
= lim
x→1
z2
z1
= lim
x→1
(1− x)mF(l+1,−l;1−m;(1+ x)/2)
(1+ x)mF(l+1,−l;1−m;(1− x)/2)
= lim
x→1
F(l+1,−l;1−m;(1+ x)/2)
2m(1− x)−m , limθ→pi
ΘD
ΘC
= lim
x→−1
z2
z1
=
(
lim
x→1
z2
z1
)−1
.
Using formulas: 28
if c > a+b,F(a,b;c;1) =
Γ(c)Γ(c−a−b)
Γ(c−a)Γ(c−b) ; if c = a+b, limx→1
F(a,b;c;x)
− ln(1− x) =
Γ(a+b)
Γ(a)Γ(b)
;
if c < a+b, lim
x→1
F(a,b;c;x)
(1− x)c−a−b =
Γ(c)Γ(a+b− c)
Γ(a)Γ(b)
(a,b,c ∈ R) ,
which read for the present case as F(l+1,−l;1−m;1) ∈ R for 0 >m ∈ Z, limx→1 F(l+
1,−l;1−m;(1+ x)/2)/ ln((1− x)/2) ∈ R for m = 0, and limx→1 F(l+ 1,−l;1−m;(1+
x)/2)/((1− x)/2)−m = {±∞} for 0 < m ∈ Z, we see limx→1(z2/z1) = {±∞} for m ∈ Z.
The (3.8) therefore is not satisfied. Thus, the (3.8) is satisfied only for l satisfying |m| ≤
|l| ∈ Z.
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Appendix J. Determination of Ψdiff and the Explicit Form of ∇S0
We use three coordinate systems (x,y,z), (x˜, y˜, z˜), and ( ˜˜x, ˜˜y, ˜˜z) which are related with (Fig.3)
x˜ =
kzx− kxz√
k2x + k2z
, y˜ = y, z˜ =
kxx+ kzz√
k2x + k2z
, ˜˜x =
kzx+ kxz√
k2x + k2z
, ˜˜y = y, ˜˜z =
−kxx+ kzz√
k2x + k2z
. (J.1)
We consider two Gaussian beams Ψ˜G and ˜˜ΨG. The Ψ˜G ( ˜˜ΨG) propagates parallel to the z˜
( ˜˜z) axis toward the z˜+ ( ˜˜z+) direction. The Ψ˜G is diffracted by the knife-edge in the (x˜, y˜)
plane at z˜ = 0 open downward from x˜ = −d/2 to −∞ (d is the diameter of the filament).
The ˜˜ΨG is diffracted by the knife-edge open upward from ˜˜x =+d/2 to +∞.
The disturbance U˜(P) of Ψ˜G at the point P = (X˜ ,Y˜ , Z˜) behind the downward open
knife-edge, where (X˜ ,Y˜ , Z˜) are coordinate values on the (x˜, y˜, z˜)-system, is given as (e.g.,
Ref. 36 chap.8)
U˜(P)'− iA
λ s˜ ′
∫ −d/2
−∞
dξ˜
∫ +∞
−∞
dη˜ exp(− (ξ˜ − x˜0)
2+(η˜− y˜0)2
w20
+ iks˜) , (J.2)
where A: amplitude of the incoming beam; λ (= 2pi/k): wave length; (ξ˜ , η˜): coordinates
on the (x˜, y˜) plane at z˜ = 0; s˜ =
√
(X˜− ξ˜ )2+(Y˜ − η˜)2+ Z˜2 , s˜ ′ =
√
X˜2+ Y˜ 2+ Z˜2 .
We rewrite (J.2) to an easy-to-handle form. We expand s˜ in (J.2) with the power series
of ξ˜ and η˜ , then, takes the terms up to the second order (Fresnel approximation) ac to have
s˜' s˜ ′− (l˜ξ˜ + m˜η˜)+ (1− l˜
2)ξ˜ 2+(1− m˜2)η˜2−2l˜m˜ξ˜ η˜
2s˜ ′
,
where l˜ = X˜/s˜ ′, m˜ = Y˜/s˜ ′. We consider only the case m˜ = Y˜/s˜ ′ = 0. In this case, (J.2) is
written as
U˜(P)'− iA
λ s˜ ′
exp iks˜ ′
∫ −d/2
−∞
dξ˜
∫ +∞
−∞
dη˜ exp(− (ξ˜ − x˜0)
2
w20
+ ik(−l˜ξ˜ + (1− l˜
2)ξ˜ 2
2s˜ ′
))
× exp(− (η˜− y˜0)
2
w20
+ ik
η˜2
2s˜ ′
) . (J.3)
We transform (J.3) to a tractable form. Setting ξ˜ = ζ˜/
√
α˜+kl˜/(piα˜), α˜ = k(1− l˜2)/(pi s˜ ′),
we rewrite the real and imaginary parts of the ξ˜ -direction integral as
Re part:
∫ −d/2
−∞
dξ˜ exp(− (ξ˜ − x˜0)
2
w20
)cosk(−l˜ξ˜ + (1− l˜
2)ξ˜ 2
2s˜ ′
)
ac Because (tildes omitted)√
Z2 +(X−ξ )2 = s′−ξ l+ ξ
2(1− l2)
2s′
+
ξ 3l(1− l2)
2s′2
+
ξ 4
s′3
(−1
8
+
3l2
4
− 5l
4
8
)+ · · · ,
if
k| ξ
3l(1− l2)
2s′2
+
ξ 4
s′3
(−1
8
+
3l2
4
− 5l
4
8
)+ · · · |<< 2pi · · ·(∗)
is satisfied at P, the Fresnel approximation is effective at the P (e.g., Ref. 36 §8.3.3). In the present case, setting
the criteria as k| · · · | < 2pi × 0.05, the Fresnel approximation is effective in 7.3mm < Z if X < 0.3Z, effective
in 4.5mm < Z if X < 0.1Z, effective in 0.6mm < Z if X = 0. In each case, the moving range of ξ was set to
−√2w0 < ξ <
√
2w0.
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=
1√
α˜
∫ − d√α˜2 − kl˜pi√α˜
−∞
dζ˜ exp(−
(ζ˜ + kl˜
pi
√
α˜
− x˜0
√
α)2
α˜w20
)cos(
piζ˜ 2
2
− k
2 l˜ 2
2piα˜
)
= cos(
k2 l˜ 2
2piα˜
) · 1√
α˜
∫ − d√α˜2 − kl˜pi√α˜
−∞
dζ˜ exp(−
(ζ˜ + kl˜
pi
√
α˜
− x˜0
√
α˜)2
α˜w20
)cos
piζ˜ 2
2
+ sin(
k2 l˜ 2
2piα˜
) · 1√
α˜
∫ − d√α˜2 − kl˜pi√α˜
−∞
dζ˜ exp(−
(ζ˜ + kl˜
pi
√
α˜
− x˜0
√
α˜)2
α˜w20
)sin
piζ˜ 2
2
= cos(
k2 l˜ 2
2piα˜
) · 1√
α˜
M1+ sin(
k2 l˜ 2
2piα˜
) · 1√
α˜
N1 ,
Im part:
∫ −d/2
−∞
dξ˜ exp(− (ξ˜ − x˜0)
2
w20
)sink(−l˜ξ˜ + (1− l˜
2)ξ˜ 2
2s˜ ′
)
=
1√
α˜
∫ − d√α˜2 − kl˜pi√α˜
−∞
dζ˜ exp(−
(ζ˜ + kl˜
2
√
α˜
− x˜0
√
α˜)2
α˜w20
)sin(
piζ˜ 2
2
− k
2 l˜ 2
2piα˜
)
= cos(
k2 l˜ 2
2piα˜
) · 1√
α˜
N1− sin(k
2 l˜ 2
2piα˜
) · 1√
α˜
M1 .
where M1 and N1 are
M1 =
∫ − d√α˜2 − kl˜pi√α˜
−∞
dζ˜ exp(−
(ζ˜ + kl˜
pi
√
α˜
− x˜0
√
α˜)2
α˜w20
)cos
piζ˜ 2
2
'
∫ −√ kpiZ˜ ( d2+X˜)
−∞
dζ˜ exp(−
(ζ˜ +
√
k
piZ˜ (X˜− x˜0))2
kw20
piZ˜
)cos
piζ˜ 2
2
,
N1 =
∫ − d√α˜2 − kl˜pi√α˜
−∞
dζ˜ exp(−
(ζ˜ + kl˜
pi
√
α˜
− x˜0
√
α˜)2
α˜w20
)sin
piζ˜ 2
2
'
∫ −√ kpiZ˜ ( d2+X˜)
−∞
dζ˜ exp(−
(ζ˜ +
√
k
piZ˜ (X˜− x˜0))2
kw20
piZ˜
)sin
piζ˜ 2
2
.
Likewise, setting η˜ = ρ˜
√
pi s˜ ′/k, we write the real and imaginary parts of the η˜-
direction integral as
Re part:
∫ +∞
−∞
dη˜ exp(− (η˜− y˜0)
2
w20
)cos
kη˜2
2s˜ ′
=
√
pi s˜ ′
k
∫ +∞
−∞
dρ˜ exp(−
(ρ˜− y˜0√
pi s˜ ′/k
)2
kw20
pi s˜ ′
)cos
piρ˜2
2
=
√
pi s˜ ′
k
Q ,
Im part:
∫ +∞
−∞
dη˜ exp(− (η˜− y˜0)
2
w20
)sin
kη˜2
2s˜ ′
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=
√
pi s˜ ′
k
∫ +∞
−∞
dρ˜ exp(−
(ρ˜− y˜0√
pi s˜ ′/k
)2
kw20
pi s˜ ′
)sin
piρ˜2
2
=
√
pi s˜ ′
k
R ,
in which Q and R represent the integrals of the left sides. For the present purpose, we set
y0 = 0. Then, because kw20/pi s˜
′ is large in the present case, the approximate values of Q
and R are obtained from the Fresnel integrals:
∫ ∞
0 cos(piτ2/2)dτ = 1/2,
∫ ∞
0 sin(piτ2/2)dτ =
1/2. That is, Q' 1,R' 1. Thus, (J.3) is written as (note− iAλ s˜ ′ 1√α˜
√
pi s˜ ′
k (1+ i) =
Ae−ipi/4√
2(1−l˜2) )
U˜(P) =
Ae−ipi/4√
2(1− l˜2)
eiks˜
′
×
(
(cos(
k2 l˜ 2
2piα˜
) ·M1+ sin(k
2 l˜ 2
2piα˜
) ·N1)+ i(cos(k
2 l˜ 2
2piα˜
) ·N1− sin(k
2 l˜ 2
2piα˜
) ·M1)
)
.
In a same manner, ˜˜U(P) is obtained as
˜˜U(P) =
Ae−ipi/4√
2(1− ˜˜l2)
eik ˜˜s
′
×
(
(cos(
k2 ˜˜l 2
2pi ˜˜α
) ·M2+ sin(k
2 ˜˜l 2
2pi ˜˜α
) ·N2)+ i(cos(k
2 ˜˜l 2
2pi ˜˜α
) ·N2− sin(k
2 ˜˜l 2
2pi ˜˜α
) ·M2)
)
,
where
M2 =
∫ +∞
d
√
˜˜α
2 − k
˜˜l
pi
√
˜˜α
d ˜˜ζ exp(−
( ˜˜ζ + k
˜˜l
pi
√
˜˜α
− ˜˜x0
√
˜˜α)2
˜˜αw20
)cos
pi ˜˜ζ 2
2
'
∫ +∞√
k
pi ˜˜Z
( d2− ˜˜X)
d ˜˜ζ exp(−
( ˜˜ζ +
√
k
pi ˜˜Z
( ˜˜X− ˜˜x0))2
kw20
pi ˜˜Z
)cos
pi ˜˜ζ 2
2
,
N2 =
∫ +∞
d
√
˜˜α
2 − k
˜˜l
pi
√
˜˜α
d ˜˜ζ exp(−
( ˜˜ζ + k
˜˜l
pi
√
˜˜α
− ˜˜x0
√
˜˜α)2
˜˜αw20
)sin
pi ˜˜ζ 2
2
'
∫ +∞√
k
pi ˜˜Z
( d2− ˜˜X)
d ˜˜ζ exp(−
( ˜˜ζ +
√
k
pi ˜˜Z
( ˜˜X− ˜˜x0))2
kw20
pi ˜˜Z
)sin
pi ˜˜ζ 2
2
.
The M1,N1,M2, and N2 at P= (X ,0,Z) on the coordinate system (x,y,z) are expressed
explicitly, ignoring terms of the second and higher powers of X/Z, as
M1|(X ,0,Z) =
∫ √ k
piZ (− d2−X+ kxkz Z)
−∞
exp
(− (τ+
√
k
piZ (X− kxkz Z− x0)
)2
kw20
piZ
)
cos
piτ2
2
dτ (J.4a)
N1|(X ,0,Z) =
∫ √ k
piZ (− d2−X+ kxkz Z)
−∞
exp
(− (τ+
√
k
piZ (X− kxkz Z− x0)
)2
kw20
piZ
)
sin
piτ2
2
dτ . (J.4b)
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M2|(X ,0,Z) =
∫ +∞√
k
piZ (+
d
2−X− kxkz Z)
exp
(− (τ+
√
k
piZ (X +
kx
kz
Z− x0)
)2
kw20
piZ
)
cos
piτ2
2
dτ (J.4c)
N2|(X ,0,Z) =
∫ +∞√
k
piZ (+
d
2−X− kxkz Z)
exp
(− (τ+
√
k
piZ (X +
kx
kz
Z− x0)
)2
kw20
piZ
)
sin
piτ2
2
dτ . (J.4d)
The diffracted field Ψdiff at P = (X ,0,Z) behind the biprism is the superposition of
U˜(X˜ ,0, Z˜) and ˜˜U( ˜˜X ,0, ˜˜Z):
Ψdiff = U˜(P)+ ˜˜U(P) = eiks
′(
(M1+ iN1)e−iβ˜ +(M2+ iN2)e−i
˜˜β
)
, (J.5)
where β˜ = (k2 l˜ 2)/(2piα˜) and ˜˜β = (k2 ˜˜l 2)/(2pi ˜˜α); the values of X˜ , Z˜, ˜˜X , ˜˜Z are given from
X and Z using (J.1). ad
The momentum field p = ∇S0 at P = (X ,0,Z) is obtained as px = h¯(Ψ¯diff∂xΨdiff −
Ψdiff∂xΨ¯diff)/(2iΨdiffΨ¯diff), py = 0, and pz = h¯(Ψ¯diff∂zΨdiff−Ψdiff∂zΨ¯diff)/(2iΨdiffΨ¯diff);
see (2.14). The denominator and the numerator/h¯ are given explicitly as
ΨdiffΨ¯diff =M21+N
2
1+M
2
2+N
2
2
+2(M1M2+N1N2)cos2kxx+2(M1N2−N1M2)sin2kxx |x=X , (J.6a)
Ψ¯diff∂xΨdiff−Ψdiff∂xΨ¯diff
2i
= Im(Ψ¯diff∂xΨdiff)
= kx(M21+N
2
1)− kx(M22+N22)+M1∂xN1−N1∂xM1+M2∂xN2−N2∂xM2
+
(
−N1∂xM2+M1∂xN2−N2∂xM1+M2∂xN1
)
cos2kxx
+
(
−M1∂xM2−N1∂xN2+M2∂xM1+N2∂xN1
)
sin2kxx |x=X , (J.6b)
Ψ¯diff∂zΨdiff−Ψdiff∂zΨ¯diff
2i
= Im(Ψ¯diff∂zΨdiff)
= kz(M21+N
2
1+M
2
2+N
2
2)+M1∂zN1−N1∂zM1+M2∂zN2−N2∂zM2
+
(
−N1∂zM2+M1∂zN2−N2∂zM1+M2∂zN1
)
cos2kxx
+
(
−M1∂zM2−N1∂zN2+M2∂zM1+N2∂zN1
)
sin2kxx |x=X , (J.6c)
in which we used β˜ − ˜˜β '−2kxx, ∂∂x (ks′− β˜ )' kx, ∂∂ z (ks′− β˜ )' kz, etc.
Appendix K. Dens. distr. on the screen in the case that the dens. distr. in the
incoming beam is |Ψs|2
We show that, if electron dens. in an ensemble of incoming beams is given as |Ψs|2, the
largest Fresnel peaks on the screen of the electron dens. are located more inwardly than
those of the field intensity.
adAe−ipi/4/
√
2(1− l2)' Ae−ipi/4/√2 = const. is omitted.
Note s˜ ′ =
√
X˜2 + Y˜ 2 + Z˜2 =
√
˜˜X2 + ˜˜Y 2 + ˜˜Z2 = ˜˜s ′ = s′ =
√
X2 +Y 2 +Z2 .
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We construct the electron dens. from trajectories calculated with (3.12). We construct
the field intensity not from (J.6a) but from trajectories calculated with (3.11) to avoid mis-
judgment which may arise in comparison due to the limited number of trajectory calcula-
tions.
For the calculation, we assume i) incoming beam flux is comprised of Ψs’s of which
center coordinates x0’s are x0 = ±0.1µm,±0.3µm,±0.5µm, · · · , ii) each Ψs accompanies
electrons at x0, x0± 0.01, x0± 0.02, · · · ,x0± 4.00µm, and iii) the density of the lower-
slot-passed electrons at z = 4mm is given as |0.8M1 + 0.2M11|2 + |0.8N1 + 0.2N11|2 for
each Ψs; see footnote x.
We calculate trajectories of lower-slot-passed electrons of which locations at z = 4mm
range from−0.07 to−2.00µm. Trajectories of upper-slot-passed electrons are obtained by
symmetry. The electron dens. on the screen caused by a Ψs is obtained from (3.14). They
add up to the one caused by the incoming beam flux.
Fig.7 (p.35) is the result. We see i) the field intensity calculated with (3.11) well repro-
duces the one (Fig.6) calculated with (J.6a), and ii) the largest Fresnel peaks of the dens.
distr. around x = ±0.6µm are located more inwardly than those of the field intensity. The
ii) results because electrons on the skirts of the incoming beams are more slowed down
than those at centers ((|U˜ |2−| ˜˜U |2)|center > (|U˜ |2−| ˜˜U |2)|skirt) as is typically seen in Fig.8.
Spikes on the upper graph appear because, when a long and narrow pHJx = ∂S0/∂x' 0
region is parallel to z-axis, trajectories accumulate there because of prohibited velocity
reversal. Most spikes are generated by lower-slot-passed electrons in beams of which x0’s
are −0.1, 0.1 and 0.3µm, and by their symmetric counterparts because of suitably located
pHJx ' 0 regions. They are expected to become ignorable if electron dens. on the screen is
constructed from a larger number of incoming beams because the spike position is different
if x0 is different. Indeed, the spike at x = −0.0673µm spawned by x0 = −0.10µm-beam
moves to x = −0.0659, −0.0669, −0.0656, −0.0637µm if x0 = −0.05, −0.075, −0.125,
−0.15µm respectively.
Fig. 8. Trajectories of electrons accompanying the ensemble of incoming beams of which center x-coordinate is
−0.4µm. The thick trajectory is of the electron which came along the center of the incoming beam.
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