



















STABILITY OF VACUUM FOR THE LANDAU EQUATION
WITH HARD POTENTIALS
SANCHIT CHATURVEDI
Abstract. We consider the spatially inhomogeneous Landau equation with Maxwellian
and hard potentials (i.e with γ ∈ [0,1)) on the whole space R3. We prove that if the initial
data fin are close to the vacuum solution fvac = 0 in an appropriate weighted norm then the
solution f exists globally in time. This work builds up on the author’s earlier work on local
existence of solutions to Landau equation with hard potentials.
Our proof uses L2 estimates and exploits the null-structure established by Luk [Stability
of vacuum for the Landau equation with moderately soft potentials, Annals of PDE (2019)
5:11]. To be able to close our estimates, we have to couple the weighted energy estimates,
which were established by the author in a previous paper [Local existence for the Landau
equation with hard potentials, https://arxiv.org/abs/1910.11866], with the null-structure
and devise new weighted norms that take this into account.
1. Introduction
We study the Landau equation for the particle density f(t, x, v) ≥ 0 in the whole space R3.
t ∈ R≥0, x ∈ R3 and v ∈ R3. The Landau equation is as follows
∂tf + ∂vif = Q(f, f), (1.1)
where Q(f, f) is the collision kernel given by
Q(f, f)(v) ∶= ∂vi ∫ aij(v − v∗)(f(v∗)(∂vjf)(v) − f(v)(∂vjf)(v∗))dv∗
and aij is the non-negative symmetric matrix defined by
aij(z) ∶= (δij − zizj∣z∣2 ) ∣z∣γ+2. (1.2)
In all the expressions above (and in the rest of the paper), we use the convention that
repeated lower case Latin indices are summed over i, j = 1,2,3.
The quantity γ encodes the type of interaction potential between the particles. Physically,
the relevant regime is γ ∈ [−3,1]. We will be concerned with the regime γ ∈ [0,1], that is the
Maxwellian (γ = 0) and all of the hard potentials (γ ∈ (0,1]).
For us it will be convenient to work with a slightly modified but equivalent version of (1.1)
which is as follows,
∂tf + vi∂xif = aij∂2vivjf − cf, (1.3)
where c ∶= ∂2zizjaij(z), aij ∶= aij ∗ f and c ∶= c ∗ f , where ∗ is the convolution operator.
Our main result is that for sufficiently regular and sufficiently small initial data, we have
global existence and uniqueness for (1.3). That is we have a unique, non-negative solution
to the Cauchy problem for all times.
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Theorem 1.1. Let γ ∈ [0,1), 0 < δ < 1
8




∥⟨v⟩20− 32 ∣α∣− 12 ∣β∣− 32 ∣σ∣⟨x − v⟩20− 32 ∣σ∣− 12 ∣β∣− 12 ∣α∣∂αx∂βv (∂x + ∂v)σ(e2d0⟨v⟩fin)∥2L2xL2v < ε
for some ε ∈ [0, ε0] then there exists a global and non-negative solution f to (1.3) with
f(0, x, v) = fin(x, v). In addition, fe(d0(1+(1+t)−δ)⟨v⟩, is unique in the energy space Ẽ4T ∩
C0([0, T ); Ỹ 4x,v) for all T ∈ (0,∞).
Moreover, fe(d0(1+(1+t)
−δ)⟨v⟩ ∈ ET ∩C0([0, T );Yx,v) for any T ∈ (0,+∞).
See Section 2 for definitions of the relevant energy spaces.
Remark 1.2. The global existence problem for γ = 1, can also be done in a similar way.
Since the local result for the same requires a slightly different hierarchy, we only mention
global existence result for γ ∈ [0,1) for a consice presentation.
Remark 1.3. In an identical manner as in [47], we can use Theorem 1.1 to show that the
long time limit exists and that the long time dynamics of the solution is governed by the
transport part when considered in a weaker topology.
To formalize this define f ♯(t, x, v) = f(t, x+tv, v). With this definition we have that f satisfies
the tranport equation,
∂tf + vi∂xif = 0,
if and only if f ♯(t, x, v) is independent of t. Our claim then, is that there is a unique
f ♯∞ ∶ R3 ×R3 → R such that f ♯ converges to f ♯∞ in an appropriate topology.
In addition, the long time asymptotics of macroscopic quantities, such as the density ρ =
∫R3 f(t, x, v)dv, the massmi(t, x) = ∫R3 vif(t, x, v)dv and the energy e(t, x) = 12 ∫R3 ∣v∣2f(t, x, v),
is governed by the macroscopic quantities associated to f ♯(x − tv, v).
Finally, it can also be proved that there exist initial data fin such that f ♯∞ is neither 0 nor a
traveling global Maxwellian. This happens despite Boltzmann’s H-theorem, which stipulates
that the entropy functional H[f] = ∫R3 ∫R3 f log f dv dx is decreasing along the flow of the
Landau equation. Further it is known that the solutions to (1.3) for which the H-functional
is constant are the traveling global Maxwellians. We do not present the proof here and refer
the reader to [45], [58], [11] and [47] for more details on such issues.
In the case of inhomogeneous equations, this is the first global existence result for Landau
equation with hard potentials such that the solutions are not close to Maxwellians. We note
that a major difficulty in getting a global result for hard potentials was the velocity weight
issue which was already present in the local existence problem. Hence the present work
builds up on the author’s past work on local existence [19]. That said, the global problem
not only requires us to overcome the moment loss issue but also to gain enough time decay
to be able to close the estimates.
1.1. Related Works. In this section we give a rather inexhaustive list of pertinent results
that deal with a long range interaction potential.
(1) Stability of vacuum for collisional kinetic models: The earlier works were
concerned with the Boltzmann equation with an angular cut-off. The first work was
by Illner-Shinbrot [44]. There were many other follow up works of [44]; see for instance
[8, 10, 12, 32, 38, 39, 48, 57, 60]. Perturbations to travelling global Maxwellians were
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studied in [6, 30, 59, 11] and it was shown that the long-time dynamics is governed
by dispersion.
The first stability problem for vacuum result with long-range interactions was only
recently obtained by Luk, in [47], who proved the result in the case of moderately
soft potentials (γ ∈ (−2,0)). Luk combined L∞ and L2 methods to prove global
existence of solutions near vacuum. Moreover, Luk proves that the main mechanism
is dispersion and showed that the long-time limit of the solution to Landau equation
solves the transport equation. Furthermore, Luk also showed the solution does not
necessarily approach global Maxwellains. An interesting feature of Luk’s paper is the
use of a hierarchy in his norm which is necessary for gaining enough time decay. We
use a similar weighted norm inspired from his techniques.
(2) Spatially homogenous solutions to Landau Equation: The theory is rather
well developed in the spatially homogeneous case.● Soft-Potentials, γ ∈ [−3,0): Global existence was studied in [7, 20, 62] and
uniqueness in [25, 26]. The problem of global uniqueness remains a notable open
problem for γ ∈ [−3,−2]. See [4, 20, 49, 67] for more a priori estimates.● Maxwellian molecule, γ = 0: See [61] for results on this case.● Hard potentials, γ > 0: This case was studied in detail by Desvillettes–Villani
in [21, 22], who showed existence and smoothness of solution with suitable initial
data, as well as the appearance and propagation of various moments and lower
bounds.
(3) Spatially inhomogenous solutions to Landau Equation: Whether regular so-
lutions give rise to globally regular solutions remains an outstanding open problem .
There are perturbative results to this end but the general result still seems elusive.● Global nonlinear stability of Maxwellians, The stability problem of
Maxwellians on a periodic box was established in Guo’s seminal work, [33]. Since
then Guo’s nonlinear method has seen considerable success in understanding near
Maxwellian regime [34, 36, 35, 52, 53, 37, 55]. Remarkably,this regime is well
understood in the case of non-cutoff Boltzmann equation as well see, [31, 2, 3, 1].● Conditional regularity, Recently there has been some results that concern the
regularity of solutions to Landau equation assuming a priori pointwise control
of the mass density, energy density and entropy density; see [18, 49, 51, 40, 41].● Soft Potentials, γ ∈ [−3,0): The case of soft-potentials is fairly well developed
thanks to the recent works [29, 18, 40, 41, 49]. Local well-posedness results
are available for the Landau equation due to works [41, 42]. We also have
local existence results for Boltzmann in the soft potential regime thanks to [5,
43]. Other than near Maxwellian regime, global existence is also available near
vacuum for γ ∈ (−2,0) due to Luk’s recent work [47].● Hard potentials and Maxwellian molecule case, γ ∈ [0,1]: The literature
is somewhat sparse for these cases. Snelson proved in [51] that the solution
to (1.3) with hard potentials (under assumptions of upper and lower bounded
mass, energy and entropy) satisfies gaussian upper and lower bounds. The main
feature of the paper is the appearance of these bounds which is reminiscent of
the spatially homogenous case.
The author proved in [19] a local existence result assuming that the initial
data is in a weighted tenth-order Sobolev space and has exponential decay in the
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velocity variable. This local result is a starting point for the present work and
the present result relies on a bootstraping argument to prove global existence
result from a local one.
(4) Dispersion and stability for collisionless models: The dispersion properties
of the transport operator, which we leverage to prove our global existence result,
have been instrumental in proving stability results for close-to-vacuum regime in
collisionless models; see [9, 27, 28] for some early results. Relations between these
results and the stability of vacuum for the Boltzmann equation with angular cutoff
is discussed in [10]. More recent results can be found in [13, 14, 15, 16, 17, 24, 50, 64,
65, 63, 66]. See also [23, 46, 56] for proof of the stability of the Minkowski spacetime
for the Einstein-Vlasov system.
1.2. Proof Strategy: The idea is to start with the local existence result from [19] and use
bootstraping to get global existence for small enough initial data.
(1) Local existence: We would need to use a variant of the local existence result etab-
lished in [19] which we explain in Section 3. That said we highlight three ingredients
from [19] that would still be handy in this set-up.● Use of a time dependent exponential1 in ⟨v⟩: As t increases, one only aims for
an upper bound by a weaker exponential in the v−variables. This lets one to
control the v−weights in the coefficient aij and in c.
We thus use a time-dependent exponential weight in ⟨v⟩. Our choice of weights
will decrease as t increases, but it needs to decay in a sufficiently slow manner
so that it is non-degenerate as t →∞. More precisely, we define
g ∶= ed(t)⟨v⟩, d(t) ∶= d0(1 + (1 + t)−δ) (1.4)
for appropriate d0 > 0, δ > 0 and estimate g instead of f , which satisfies the
following equation,
∂tg + vi∂xig + δd0(1 + t)1+δ ⟨v⟩g = aij[f]∂2vivjg − c[f]g + other terms. (1.5)
● Use of L2 estimates: This lets an integration by parts argument to go through
without a loss of derivatives. L2 estimates were already used to establish local
existence for Landau equation with soft potentials in [41].● Use of weighted L2 norms and a hierarchy of ⟨v⟩ weights: This facilitates us
in overcoming the velocity weight issue in the coefficient aij and is crucial for
closing the argument.
As in [19], a purely L2 approach helps us take care of the velocity weight issue.
To see this multiply (1.3) by f and integrate in velocity and space. With the
help of integration by parts we get a term of the form, ∥∂2vivjaijf 2∥L1xL1v . Ignoring
the time decay issue for now, we have that
∣∂2vivjaij ∣ ≲t ⟨v⟩γ
(see Proposition 5.1 for more details).
Next note that in a L2 approach, we are guaranteed to have at least two
derivatives falling on aij thanks to integration by parts. When at least two of
1In contrast to [41], we use an exponential in [19] and this is crucial as we are not able to close the
estimates with a Gaussian due to the moment loss issue for the hard potentials.
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them are ∂v we are fine by above observations, but when there are less than two
velocity derivatives, we still have the velocity weight issue. This is where we use
the weight heirarchy that was introduced by the author in [19].
For the global problem we still only employ L2 estimates with a weighted norm and
a hierarchy of weights but in this setting, we need additional ingredients to handle
the large time behavior of g.
(2) Why L2 estimates? Decay and heuristics: In the near vacuum region, one
expects that the solutions to the Landau equation approach solutions to the transport
equation,
∂tf + vi∂xif = 0, (1.6)
as t →∞.
We thus expect that the collision term on the rhs of the Landau equation, (1.3) to
decay as t → ∞. It turns out, though, that the linear decay is insufficient and one
has to exploit the null structure of the equation (see point (3) for more details). This
null structure was first observed and used by Luk in [47]. Luk combined L∞ bounds
with L2 bounds to be able to gain enough decay without loss of derivatives.
This L2 −L∞ approach would almost work in the hard potential case except there
is one wrinkle, the moment loss issue! This issue was already present in the local
problem and forced us to use a weighted L2 approach as was outlined in point 1 above.
Since we crucially use the fact that we have at least two derivatives hitting aij , we
cannot use an L∞ apporach as in [47].
Thus we need to be able to squeeze enough time decay to close the estimates, whilst
only using an L2 based approach. First note that a sufficiently localized in x and v
solution ffree to the transport equation (1.6) satisfies for all l ∈ N ∪ {0},
∥⟨v⟩l∂αx ∂βv ffree∥L2xL1v ≲ (1 + t)− 32+∣β∣, ∥⟨v⟩l∂αx ∂βv ffree∥L2xL2v ≲ (1 + t)∣β∣. (1.7)



























⟨v⟩2l+4f 2data(x − tv, v)dv dx ≲ (1 + t)−3.






⟨v⟩2l+4(∂αx∂βv f)2data(x − tv, v)dv dx ≲ (1 + t)−3+2∣β∣,
and hence (1.7) follows.
We now motivate the need for optimally exploiting null structure in our case. As-
sume that the solution f to (1.3) satisfies the linear decay estimate, (1.7). We will
overlook the velocity weight issue in the sequel, having already taken care of it using
a weighted hierarchy as in point (1) above.
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First consider the term, ∥∂2vivjaijf 2∥L1xL1v , which arises due to integration by parts.
The linear decay as in (1.7) is enough to deal with the term . Indeed, using (1.7) and
Sobolev embedding, we have that,
∣∂2vivjaij ∣ ≲ (1 + t)− 32 ,
see Proposition 5.1 for more details.
But now consider the term
∥∂αxaij∂2vivjf∂αx f∥L1xL1v ,
for ∣α∣ ≥ 2. Again by (1.7) and Sobolev embedding we have that
∣∂αxaij ∣ ≲ (1 + t)− 32 .
But (1.7) dictates that ∥∂2vivjf∥ ≲ (1 + t)2.
The above imply that ∥∂αxaij∂2vivjf∂αx f∥L1xL1v actually grows like (1+t) 12 ! In comparison
to [47], where the linear decay estimate without the null structure gave a borderline
non-integrable decay of (1+t)−1, our linear estimate does not even decay. However, in
[47], both the decay estimate and the exploitation of the null structure rely heavily
on L∞ estimate. In our case, as we explained in point (1), we have at least two
derivatives hitting aij. Our weighted hierarchy crucially uses this to overcome the
moment loss issue. Hence, we need to come up with another weighted hierarchy that
lets us exploit the null structure which is suited to our L2 approach; see point (3) for
more details on this hierarchy.
(3) Null structure and hierarchy of weights: We review the null structure that was
recognized by Luk in [47]. For a sufficiently localized and regular data, the decay
estimates (1.7) are sharp only when x
t
∼ v. For ∣x
t
− v∣ ≥ t−α with α ∈ (0,1), we have
better time decay.
This observation helps us leverage some extra decay due to the structure of aij .
There are three scenarios possible:● x
t
is not too close to v.● x
t
is not too close to v∗.● ∣v − v∗∣ is small.
For the first two cases we get extra decay by the observation above. For the last
case we get extra decay for aij as ∣v − v∗∣ is small. This null structure is captured by
using ⟨x − (t + 1)v⟩ weights in the norm as in [47]. Following [47], we use three vector
fields namely ∂v, ∂x and Y = (t + 1)∂x + ∂v. Y helps us exploit the null structure in
conjunction with a hierarchy of weights and we can write ∂x = (t + 1)−1(Y − ∂v) to
gain time decay for ∂x.
As we already pointed out in points (1) and (2), we have two major issues in
treating the global problem for hard potentials. One is the moment loss issue, which
we overcome by using a hierarchy of ⟨v⟩ weights and the other is time decay issue
which we overcome by using a hierarchy of ⟨x − (t + 1)v⟩ weights. The idea to use
a hierarchy of norms works since we always have at least two derivatives hitting aij,
thanks to our L2 approach. In addition, when we have two velocity derivatives on
aij then by points (1) and (2) above we not only have the required decay but also
we can overcome the moment loss issue. A more important but somewhat trivial
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observation is that when we have Y or ∂x derivatives hitting aij then we have one
less of the corresponding derivative hitting ∂2vivjg by the Leibnitz rule.
To get decay when Y hits aij, we use a hierarchy of ⟨x − (t + 1)v⟩ weights which not
only helps us get decay but also helps us take care of the moment loss issue. When
∂x hits aij , we can get decay by writing ∂x = (t + 1)−1(Y − ∂v) but this doesn’t take
care of the moment loss issue which is problematic in the hard potential case. But
we note that this problem was already present in the local existence problem which
was treated in [19]. Thus inspired from that work, we also define a hierarchy of ⟨v⟩
weights. Presence of three vector fields complicate our hierarchy but the core idea is
the same as in [47] and [19].
We now motivate our choice of weighted norm via the weights on ⟨v⟩. For the sake
of discussion here, we again consider (1.5). First we differentiate (1.5) by ∂αx∂
β







σg + vi∂xi∂αx∂βv Y σg + δd0(1 + t)1+δ ⟨v⟩∂αx∂βv Y σg
= [∂t + vi∂xi , ∂αx ∂βv Y σ]g + ∂αx∂βv Y σ(aij∂2vivjg) − ∂αx∂βv Y σ(cg) + other terms
(1.8)
Then we integrate in velocity, space and time after multiplying by⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ∂αx∂βv Y σg. There are a few cases that will illuminate the



















Then we need each ∂x to cost at least one ⟨v⟩. So an obvious candidate for
να,β,σ = 20 − ∣α∣.● But just as in [19], we need να,β,σ to have some non-trivial dependence on β.























v Y σf in L∞x L
2
v and use Sobolev embedding to
get to L2xL
2
v at the cost of two spatial derivatives. So a more practical candidate










σg(∂xY aij)∂2vivj∂α′x ∂βv Y σ′g
forces us to incorporate σ in our weights. Indeed, with ν̃α,β,σ = 20 − 32 ∣α∣ − 12 ∣β∣,
ν̃α′,β′,σ′ = ν̃α,β,σ + 1
2
where ∣β′∣ = ∣β∣ + 2. Thus this hierarchy doesn’t let us knock down the velocity
growth of aij adequately. But να,β,σ = 20 − 32 ∣α∣ − 12 ∣β∣ − 32 ∣σ∣ does the trick and
we claim that this hierarchy works for all other cases (see Section 7 for more
details).























we deduce in a similar way as above that ωα,β,σ must depend on both σ and β.
Finally we remark that although a hierarchy that only depends on σ and β as
ω̃σ,β = 20− 32 ∣σ∣− 12 ∣β∣ is good enough to take care of the moment loss issue in conjuction
with our definition of να,β,σ. But it is not good enough to use the null structure
optimally and doesn’t give us the required time decay.










σg(∂xY aij)∂2vivj∂α′x ∂βv Y σ′g
we have for ∣β′∣ = ∣β∣ + 2,
ω̃α′,β′,σ′ = ω̃α,β,σ + 1
2
.
Thus we are unable to optimally exploit the null structure. We conclude that our
definition of weights must also depend on α. With this in mind, we claim that the
following hierarchy works





Note that in this case, the dependence on β and α has to be symmetric because of
the commutator term arising due to the transport operator. Indeed, the first term
on RHS of (1.8) is
[∂t + vi∂xi , ∂αx ∂βv Y σ]g = ∂α′x ∂β′v Y σg,
where ∣α′∣ = ∣α∣ + 1 and ∣β′∣ ≤ ∣β∣ − 1. Thus we have a term of the form
∥⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩να,β,σ∂αx∂βv Y σg ⋅ ∂α′x ∂β′v Y σg∥L2([0,T ];L2xL2v).
So to make ωα,β,σ = ωα′,β′,σ, we need to make the dependence symmetric.
This commutator term also is the reason why we cannot do away with the vector
field ∂x altogether and get a global result by making appropriate changes to the local
result in [19]. Indeed, if we used ∂x = (t + 1)−1(Y − ∂v) then we would be generating
Y derivatives and our proposed hierarchy for ⟨x − (t + 1)v⟩ weights would not work
anymore.
(4) Discrepancy in linear time estimate and nonlinear time estimate: As was
mentioned in point (2), ∂v costs (1 + t) at least at the linear estimate level; see
(1.7). For soft potentials, Luk is able to propagate this linear estimate but in the
hard potentials case we have an additional difficulty that prevents us from closing
our argument with this estimate. That is we have to assume that each ∂v costs us(1+ t)1+δ in the bootstrapping assumption instead of the linear estimate which costs(1 + t). The culprit is the interaction of our hierarchy of velocity weights and the
term arising by commutation of ∂v and the transport operator, i.e. the first term on
the RHS of (1.8) (see (6.12) for more details).
STABILITY OF VACUUM FOR THE LANDAU EQUATION WITH HARD POTENTIALS 9




v Y σg can handle one less ⟨v⟩
weight. Thus this error term needs to be taken care of by the term that arises by
differentiating ed(t)⟨v⟩ by ∂t (last term on lhs of (1.8)). But then we need an extra
decay of (1 + t)−1−δ while the linear estimate only gives us (1 + t)−1 (since we have
one less ∂v). Considering these, we bootstrap a time estimate that is weaker than the
linear estimate. This implies that we get a slightly slower convergence to transport
than we would have expected from the linear estimate2.





(1 + T )−∣β∣(1+δ)∥⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩να,β,σ∂αx∂βv Y σh∥2L∞([0,T );L2xL2v)
+ ∑
∣α∣+∣β∣+∣σ∣≤m
(1 + T )−∣β∣(1+δ)∥⟨v⟩ 12 ⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩να,β,σ∂αx∂βv Y σh∥2L2([0,T );L2xL2v).
1.3. Paper organization. The remainder of the paper is structured as follows.
In Section 2, we introduce some notations that will be in effect throughout the paper. In
Section 3 we review the local existence theorem in [19]. In Section 4 we state the bootstrap
assumptions and the theorem we wish to establish as a part of out bootstrap scheme. In
Section 5 we establish bounds on the coefficients and their derivatives. In Section 6, we set
up the energy estimates and figure out the error terms. In Section 7, we estimate the errors
and prove the bootstrap theorem from Section 4.
1.4. Acknowledgements. I would like to thank Jonathan Luk for suggesting this problem
and for numerous helpful discussions.
2. Notations and spaces
We introduce some notations that will be used throughout the paper.
Norms: We will use mixed Lp norms, 1 ≤ p <∞ defined in the standard way:
∥h∥Lpv ∶= (∫
R3
∣h∣p dv) 1p .
For p =∞, define ∥h∥L∞v ∶= ess sup
v∈R3
∣h∣(v).





∣h∣q(x, v)dv)pq dx) 1p
and






∣h∣q(x, v)dv)pq dx) rp ) 1r
with obvious modifications when p = ∞, q = ∞ or r = ∞. All integrals in phase space are
over either R3 or R3 ×R3 and the explicit dependence is dropped henceforth.
Japanese brackets. Define ⟨⋅⟩ ∶=√1 + ∣ ⋅ ∣2.
Multi-indices. Given a multi-index α = (α1, α2, α3) ∈ (N∪{0})3, we define ∂αx = ∂α1x1 ∂α2x2 ∂α3x3
and similarly for ∂βv . Let ∣α∣ = α1 + α2 + α3. Multi-indices are added according to the rule
2We don’t claim this rate of convergence to be sharp.
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that if α′ = (α′1, α′2, α′3) and α′′ = (α′′1 , α′′2 , α′′3 ), then α′ + α′′ = (α′1 +α′′1 , α′2 + α′′2 , α′3 + α′′3).
Velocity weights We define the velocity weight function that shows up in the energy
estimates. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then we define
να,β,σ = 20 − 3
2
(∣α∣ + ∣σ∣) − 1
2
∣β∣.
Space dependent weights We now define the space dependent weight function that
helps us gain time decay. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then we define











(1 + T )−∣β∣(1+δ)∥⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩να,β,σ∂αx∂βv Y σh∥2L∞([0,T );L2xL2v)
+ ∑
∣α∣+∣β∣+∣σ∣≤m
(1 + T )−∣β∣(1+δ)∥⟨v⟩ 12 ⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩να,β,σ∂αx∂βv Y σh∥2L2([0,T );L2xL2v).
(2.1)
When m = 10, it is dropped from the superscript, i.e. ET = E10T .
It will also be convenient to define some other energy type norms. Namely,
∥h∥2Ymv (t, x) ∶= ∑
∣α∣+∣β∣+∣σ∣≤m
∥⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩να,β,σ∂αx∂βv Y σh∥2L2v(t, x),
∥h∥2Ymx,v(t) ∶= ∑
∣α∣+∣β∣+∣σ∣≤m






∥⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩να,β,σ∂αx ∂βv Y σh∥2L∞([0,T ];L2xL2v).
Finally we define the weaker versions of the energy spaces for m ≤ 4 that are used in the





(1 + T )−∣β∣(1+δ)∥⟨x − (t + 1)v⟩ω̃α,β,σ⟨v⟩ν̃α,β,σ∂αx∂βv Y σh∥2L∞([0,T );L2xL2v)
+ ∑
∣α∣+∣β∣+∣σ∣≤m




∥⟨x − (t + 1)v⟩ω̃α,β,σ⟨v⟩ν̃α,β,σ∂αx ∂βv Y σh∥2L2xL2v(t),
where ω̃α,β = 10 − 32 ∣σ∣ − 12(∣β∣ + ∣α∣) and ν̃α,β,σ = 20 − 32(∣α∣ + ∣σ∣) − 12 ∣β∣.
For two quantitites, A and B by A ≲ B, we mean A ≤ C(d0, γ)B, where C(d0, γ) is a
positive constant depending only on d0 and γ.
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3. Local Existence
In this section, we recall the local existence result in [19] (and state a small varaint of it).
Definition 3.1. Define the Xk,lx,v and the X̃
k,l























⟨v⟩20−3∣α∣−∣β∣⟨v⟩l(∂αx ∂βv h)2 dv dx) 12 .
By abuse of notation we also let Xk,lx,v and X̃
k,l
x,v to be the completion of S(R3 × R3) under
this norm.
The following theorem is taken from [19].
Theorem 3.2. Fix γ ∈ [0,1), ρ0 > 0, M0 ∈ R and fin be such that
∑
∣α∣+∣β∣≤10
∥⟨v⟩20− 32 ∣α∣− 12 ∣β∣∂αx∂βv (ed0⟨v⟩fin)∥2L2xL2v ≤M0
Then for a large enough κ ≥ C(ρ0, γ)M0, there exists T = Tγ,ρ0,M0,κ > 0 such that there exists
non-negative solution f to (1.3) with initial data f(0, x, v) = fin(x, v) and satisfying
∥e(ρ0−κt)⟨v⟩f∥




Moreover, e(ρ0−κt)⟨v⟩f is unique in C0([0, T ]; X̃4,0x,v) ∩L2([0, T ]; X̃4,1x,v).
For the global result, we will need a slight variant of Theorem 3.2. It can be proven in a
very similar manner as in [19] and so we state it as a corollary and omit the proof.
Corollary 3.3. Fix γ ∈ [0,1), ρ0 > 0, λ ∈ R−{0}, M0 > 0, Nα,β ∈ N be a hierarchy of weights
with Nα,β ≥ 2 and fin be such that
∑
∣α∣+∣β∣≤10
∥⟨x − λv⟩Nα,β⟨v⟩20− 32 ∣α∣− 12 ∣β∣∂αx∂βv (ed0⟨v⟩fin)∥2L2xL2v ≤M0.
Then for a large enough κ ≥ C(ρ0, γ)M0, there exists T = Tγ,λ,ρ0,M0,N,κ > 0 such that there
exists non-negative solution f to (1.3) with initial data f(0, x, v) = fin(x, v) and satisfying
∑
∣α∣+∣β∣≤10
(∥⟨x − (λ + t)v⟩Nα,β⟨v⟩20− 32 ∣α∣− 12 ∣β∣∂αx∂βv (e(d0−κt)⟨v⟩f)∥C0([0,T ];L2xL2v)
+ ∥⟨x − (λ + t)v⟩Nα,β⟨v⟩ 12 ⟨v⟩20− 32 ∣α∣− 12 ∣β∣∂αx∂βv (e(d0−κt)⟨v⟩f)∥L2([0,T ];L2xL2v)) <∞
(3.1)
In addition, e(ρ0−κt)⟨v⟩f is unique in C0([0, T ]; Ỹ 4,0x,v ) ∩L2([0, T ]; Ỹ 4,1x,v ).
Moreover, given fixed γ, ρ0, M0, Nα,β and κ, for any compact interval K ⊂ R, T =
Tγ,λ,ρ0,M0,Nα,β ,κ > 0 can be chosen uniformly for all λ ∈K
Comments on proof. The proof is more or less the same as in [19]. The only difference being
the extra weights ⟨x − (t + λ)v⟩. This affects the proof minimally as
(∂t + vi∂xi)⟨x − (λ + t)v⟩ = 0.
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Thus all terms other than the ones that arise due to integration by parts when ∂v or ∂2vivj
hit ⟨x − (t + λ)v⟩N are unaffected. The following fact takes care of one of the issues,
∣∂vj ⟨x − (λ + t)v⟩∣ ≲λ 1. (3.2)
The other issue that how do we tame the velocity dependence of aij or ∂viaij when the
velocity derivative hits ⟨x − (t + λ)v⟩Nα,β , seems more perilous. But now, we use the fact that
∣v−v∗∣ ≤ (λ+t)−1(∣x−(λ+t)v∣+∣x−(λ+t)v∗ ∣), ∣v−v∗∣2 ≤ (λ+t)−2(∣x−(λ+t)v∣2+∣x−(λ+t)v∗∣2).
Thus, when ∂vj (or ∂
2
vivj
resp.) hits ⟨x − (λ + t)v⟩N , we use the fact that we have one (or
two resp.) less ⟨x − (t + λ)v⟩ weights to worry about. More precisely we have
∣⟨x − (t + λ)v⟩−1∂viaij ∣ ≲λ ⟨v⟩γ ∫
R3
⟨v∗⟩⟨x − (t + λ)v∗⟩f(v∗)dv∗
and ∣⟨x − (t + λ)v⟩−2∂viaij ∣ ≲λ ⟨v⟩γ ∫
R3
⟨x − (t + λ)v∗⟩2f(v∗)dv∗.
Since we have our λ chosen away from 0, we can close the energy estimates.
Finally for λ ∈ K and K ⊂ R a compact interval, T can be chosen to only depend on K
and not the specific value of λ. This is because the constant in (3.2) can be chosen uniformly
for all λ ∈K. 
4. Bootstrap assumption and the bootstrap theorem




Instead of directly controlling f , we define g ∶= ed(t)⟨v⟩f . where d(t) = d0(1 + (1 + t)−δ).
Substituting f = e−d(t)⟨v⟩g in (1.3), we get
∂tg + vi∂xig +
δd0(1 + t)1+δ ⟨v⟩g = aij[f]∂2vivjg − c[f]g − 2d(t)aij[f]
vi⟨v⟩∂vjg





Now we introduce the bootstrap assumption for E norm, defined as in (2.1).
ET (g) ≤ ε 34 (4.3)
Our goal from now until Section 7 would be to improve the bootstrap assumption (4.3) with
ε
3
4 replaced by Cε for some constant C depending only on d0 and γ. This is presented as a
theorem below,
Theorem 4.1. Let γ, d0 and fin be as in Theorem 1.1 and let δ > 0 be as in (4.1). There
exists ε0 = ε0(d0, γ) > 0 and C0 = C0(d0, γ) > 0 with C0ε0 ≤ 12ε 340 such that the following holds
for ε ∈ [0, ε0]:
Suppose there exists TBoot > 0 and a solution f ∶ [0, TBoot) ×R3 ×R3 with f(t, x, v) ≥ 0 and
f(0, x, v) = fin(x, v) such that the estimate (4.3) holds for T ∈ [0, TBoot), then the estimate
in fact holds for all T ∈ [0, TBoot) with ε 34 replaced by Cε.
From now until Section 7, we will prove Theorem 4.1. In succeeding sections, we
always work under the assumptions of Theorem 4.1.
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5. Estimates for the coefficients
Proposition 5.1. We assume ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. The coefficient aij and its higher derivatives
satisfy the following pointwise bounds:
max
i,j
∣∂αx∂βv Y σaij ∣(t, x, v) ≲ ∫ ∣v − v∗∣2+γ ∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗, (5.1)
max
j
∣∂αx∂βv Y σ (aij vi⟨v⟩)∣ ≲ ∫ ∣v − v∗∣1+γ⟨v∗⟩∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗, (5.2)
∣∂αx∂βv Y σ (aij vivj⟨v⟩2)∣ (t, x, v) ≲ ⟨v⟩γ ∫ ⟨v∗⟩4∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗. (5.3)
The first v-derivatives of aij and the corresponding higher derivatives satisfy:
max
i,j,k
∣∂αx∂βv Y σ∂vkaij ∣ (t, x, v) ≲ ∫ ∣v − v∗∣1+γ ∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗, (5.4)
max
i,j,k
∣∂αx∂βv Y σ∂vk (aij(t, x, v) vi⟨v⟩) ∣ ≲ ⟨v⟩γ ∫ ⟨v∗⟩2+γ ∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗. (5.5)
Finally, the second derivatives of aij and its higher derivatives follow:
max
i,j,k,l
∣∂αx∂βv Y σ∂2vkvlaij ∣(t, x, v) ≲ ∫ ∣v − v∗∣γ ∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗. (5.6)













v (aij[h] vi⟨v⟩) = ∫ (∂β′v (aij vi⟨v⟩) (v − v∗))(∂αx ∂βv Y σh)(t, x, v∗)dv∗.
Proof of (5.1): For this we just notice via the form of matrix a in (1.2) that
∣aij(v − v∗)∣ ≤ ∣v − v∗∣2+γ .
Proof of (5.2): For (5.2) we use (1.2) to get
aij(v − v∗)vi = ∣v − v∗∣2+γ (vj − (v ⋅ (v − v∗))(v − v∗)j∣v − v∗∣2 )
= ∣v − v∗∣γ (vj(v − v∗)l(v − v∗)l − vl(v − v∗)l(v − v∗)j)
= ∣v − v∗∣γ(v − v∗)l(vl(v∗)j − vj(v∗)l).
(5.7)
Thus we have using triangle inequality that ∣aij(v − v∗) vi⟨v⟩ ∣ ≲ ∣v − v∗∣1+γ⟨v∗⟩.
Proof of (5.3): For (5.3), we again begin with (1.2) and see using triangle inequality
aij(v − v∗)vivj = ∣v − v∗∣2+γ (∣v∣2 − (v ⋅ (v − v∗))2∣v − v∗∣2 )
= ∣v − v∗∣γ(∣v∣2(∣v∣2 + ∣v∗∣2 − 2(v ⋅ v∗)) − ∣v∣4 + 2∣v∣2(v ⋅ v∗) − (v ⋅ v∗)2)
= ∣v − v∗∣γ(∣v∣2∣v∗∣2 − (v ⋅ v∗)2)
≲ ∣v − v∗∣γ ∣v∣2∣v∗∣2
≲ ⟨v⟩2+γ⟨v∗⟩4+γ .
(5.8)
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Hence we have that ∣aijvivj⟨v⟩2 ∣ ≲ ⟨v⟩γ⟨v∗⟩4+γ.
Proof of (5.4): Using homogeneity we have
∣∂vkaij ∣ ≲ ∣v − v∗∣1+γ
which implies (5.4).
Proof of (5.5): To prove (5.5), we use (5.7) to get
∂vk (aij(v − v∗) vi⟨v⟩) = ∂vk (
1
⟨v⟩ ∣v − v∗∣γ(v − v∗)l(vl(v∗)j − vj(v∗)l)) .
Using the product rule we get mutiple terms which we treat one by one now,
When ∂vk hit
1
⟨v⟩ we get upto a constant
vk
⟨v⟩3 , thus we have using triangle inequality
vk⟨v⟩3 ∣v − v∗∣γ(v − v∗)l(vl(v∗)j − vj(v∗)l) ≲ ⟨v⟩γ⟨v∗⟩2+γ .
When ∂vk hit ∣v − v∗∣γ we get upto a constant (v − v∗)k∣v − v∗∣γ−2, hence using the fact that
(v−v∗)k(v−v∗)l
∣v−v∗ ∣2
≲ 1 and triangle inequality we get
1⟨v⟩ ∣v − v∗∣γ (v − v∗)k(v − v∗)l∣v − v∗∣2 (vl(v∗)j − vj(v∗)l) ≲ ⟨v⟩γ⟨v∗⟩γ+1.
Finally when ∂vk hits (vl(v∗)j − vj(v∗)l) we get (δlk(v∗)j − δjk(v∗)l). Again, by triangle
inequality we get
1⟨v⟩ ∣v − v∗∣γ(v − v∗)l(δlk(v∗)j − δjk(v∗)l) ≲ ⟨v⟩γ⟨v∗⟩2+γ .
Hence in total we have
∂vk (aij(v − v∗) vi⟨v⟩) ≲ ⟨v⟩γ⟨v∗⟩2+γ .
Proof of (5.6): Finally, for the second derivatives of aij we obtain by homogeneity
∣∂vl∂vkaij(v − v∗)∣ ≲ ∣v − v∗∣γ
which implies (5.6). 
Lemma 5.2. Let h ∶ [0, TBoot) ×R3 ×R3 be a smooth function. Then
∥h∥L1v(t, x) ≲ (1 + t)− 32 ∥⟨x − (t + 1)v⟩2h(t, x, v)∥L2v .
Proof. We break the region of integration to obtain decay from the ⟨x − (t + 1)v⟩ weights.
∫
R3































≲ (1 + t)− 32 (∫
R3
h2 dv) 12 + (1 + t)−2(∫
R3
⟨x − (t + 1)v⟩4h2 dv) 12 (1 + t) 12
≲ (1 + t)− 32 (∫
R3
⟨x − (t + 1)v⟩4h2 dv) 12 .

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Lemma 5.3. Let h ∶ [0, TBoot) ×R3 ×R3 be a smooth function. Then
∥h∥L2xL1v(t, x) ≲ (1 + t)− 32 ∥⟨x − (t + 1)v⟩2h(t, x, v)∥L2xL2v .
Lemma 5.4. Let h ∶ [0, TBoot) ×R3 ×R3 be a smooth function. Then
∥h∥L∞x L2v(t, x) ≲ ∑
∣α∣≤2
∥∂αxh(t, x, v)∥L2xL2v
where ∣α∣ ≤ 2.
Proof. Using Sobolev embedding in x, we have that
∥h∥L∞x (v) ≲ ∑
∣α∣≤2
∥∂αxh∥L2x(v).




Finally the following trivial inequality gives us the required lemma,
∥h∥L∞x L2v ≲ ∥h∥L2vL∞x .

Lemma 5.5. Let h ∶ [0, TBoot) ×R3 ×R3 be a smooth function. Then
∥h∥L∞x L1v(t, x) ≲ ∑
∣α∣≤2
(1 + t)− 32 ∥⟨x − (t + 1)v⟩2∂αxh(t, x, v)∥L2xL2v .
Proof. Again, by Lemma 5.2, we have
∥h∥L∞x L1v ≲ (1 + t)− 32 ∥⟨x − (t + 1)v⟩2h∥L∞x L2v .
Now using Lemma 5.4 we get,
∥h∥L∞x L1v ≲ ∑
∣α∣≤2
(1 + t)− 32 ∥∂αx (⟨x − (t + 1)v⟩2h)∥L∞x L2v .
Since ∂xi⟨x − (t + 1)v⟩2 = 2(xi − (t + 1)vi) ≲ ⟨x − (t + 1)v⟩ and ∂2xixj ⟨x − (t + 1)v⟩2 = 2δij, we
are done. 
Lemma 5.6. For every l ∈ N and m ∈ N ∪ {0}, the following estimate holds with a constant
depending on l, γ and d0 for any (t, x, v) ∈ [0, TBoot) ×R3 ×R3
⟨v⟩l⟨x − (t + 1)v⟩m∣∂αx∂βv Y σf ∣(t, x, v) ≲ ∑
∣β′∣≤∣β∣
⟨x − (t + 1)v⟩m∣∂αx ∂β′v Y σg∣(t, x, v).
Proof. This is immediate from differentiating g and using that ⟨v⟩ne−d(t)⟨v⟩ ≲n 1 for all n ∈
N. 
Lemma 5.7. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩3⟨x − (t + 1)v⟩2∂αx ∂βv Y σf∥L∞x L1v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩3⟨x − (t + 1)v⟩2∂αx ∂βv Y σf∥L2xL1v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
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Proof. For ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8 we have by Lemma 5.5 and Lemma 5.6, we obtain
∥⟨v⟩3⟨x − (t + 1)v⟩2∂αx ∂βv Y σf∥L∞x L1v ≲ (1 + t)− 32 ∥⟨v⟩3⟨x − (t + 1)v⟩2∂αx (⟨x − (t + 1)v⟩2∂αx ∂βv Y σf)∥L2xL2v
≲ (1 + t)− 32 ∥⟨v⟩3⟨x − (t + 1)v⟩4∂αx ∂αx∂βv Y σf∥L2xL2v
≲ (1 + t)− 32 ∑
∣α′∣≤∣α∣+2,∣β′∣≤∣β∣
∣σ′∣≤∣σ∣
∥⟨x − (t + 1)v⟩4∂α′x ∂β′v Y σ′g∥L2xL2v .
For 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, we use Lemma 5.3 to get
∥⟨v⟩3⟨x − (t + 1)v⟩2∂αx ∂βv Y σf∥L2xL1v ≲ (1 + t)− 32 ∑
∣β′∣≤∣β∣,∣σ′∣≤∣σ∣
∥⟨x − (t + 1)v⟩4∂α′x ∂β′v Y σ′g∥L2xL2v .
The conclusion now follows from (4.3). 
We are finally in a position to be able to bound the various coefficients.
Lemma 5.8. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−2−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−2−γ∂αx∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
Proof. Using (5.1), we have that,
∣∂αx ∂βv Y σaij ∣(t, x, v) ≲ ⟨v⟩2+γ ∫ ⟨v∗⟩2+γ∂αx∂βv Y σf(t, x, v∗)dv∗.
Thus, ∥⟨v⟩−2−γ∂αx ∂βv Y σaij∥L∞x L∞v ≲ ∥⟨v⟩3∂αx∂βv Y σf∥L∞x L1v
and ∥⟨v⟩−2−γ∂αx∂βv Y σaij∥L2xL∞v ≲ ∥⟨v⟩3∂αx ∂βv Y σf∥L2xL1v .
Now Lemma 5.7 gives us the desired result. 
Lemma 5.9. Let ∣β∣ ≥ 1. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−1−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 52−δ+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−1−γ∂αx∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 52−δ+∣β∣(1+δ).
Proof. Using (5.4), we have,
∣∂αx∂βv Y σaij ∣(t, x, v) ≲ ⟨v⟩1+γ ∫ ⟨v∗⟩1+γ∂αx∂β′v Y σf(t, x, v∗)dv∗
where ∣β′∣ = ∣β∣ − 1. Now we use Lemma 5.7 to get the desired result. 
Lemma 5.10. Let ∣β∣ ≥ 2. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 72−2δ+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−γ∂αx∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 72−2δ+∣β∣(1+δ).
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Proof. Using (5.6), we have,
∣∂αx∂βv Y σaij ∣(t, x, v) ≲ ⟨v⟩γ ∫ ⟨v∗⟩1+γ∂αx∂β′′v Y σf(t, x, v∗)dv∗
where ∣β′∣ = ∣β∣ − 2. Using Lemma 5.7 gets us the desired result. 
Lemma 5.11. Let ∣α∣ ≥ 1. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−2−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−2−γaij∥L2xL∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
Proof. We write ∂x = (1+t)−1(Y −∂v). Now using Lemma 5.8 for the first term and Lemma 5.9
for the second term, gives us the required lemma. 
Lemma 5.12. Let ∣α∣ ≥ 2. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−2−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 72+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−2−γ∂αx∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 72+∣β∣(1+δ).
Proof.
∣∂αx∂βv Y σaij ∣ ≲ (1 + t)−2 ∑
∣α′∣=∣α∣−2
∣σ′∣=∣σ∣+2




∣∂α′x ∂βv Y σ′aij ∣
+ (1 + t)−2 ∑
∣α′∣=∣α∣−2
∣β′∣=∣β∣+2
∣∂α′x ∂β′v Y σaij ∣.
Now using Lemma 5.8 for the first term, Lemma 5.9 for the second term and Lemma 5.10
for the third term, gives us the desired result. 
Lemma 5.13. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨x − (1 + t)v⟩−1⟨v⟩−1−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨x − (1 + t)v⟩−1⟨v⟩−1−γ∂αx∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
Proof. Using (5.1) in Proposition 5.1 and the triangle inequality, we get
∣∂αx∂βv Y σaij ∣(t, x, v) ≲ ∫ ∣v − v∗∣2+γ ∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗
≲ ∫ ∣v − v∗∣1+γ (∣v − x
t + 1
∣ + ∣v∗ − x
t + 1




∥⟨x − (t + 1)v⟩−1⟨v⟩−1−γ∂αx∂βv Y σaij∥LpxL∞v
≲ (1 + t)−1∥∫ ⟨v∗⟩2⟨x − (t + 1)v∗⟩∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗∥LpxL∞v .
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where p = 2 or p =∞, depending on the number of derivatives falling on aij .
We finish off by using Lemma 5.7. 
Lemma 5.14. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨x − (1 + t)v⟩−2⟨v⟩−γ∂αx ∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 72+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨x − (1 + t)v⟩−2⟨v⟩−γ∂αx ∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 72+∣β∣(1+δ).
Proof. Using (5.1) in Proposition 5.1 and the triangle inequality we have,
∣∂αx∂βv Y σaij ∣(t, x, v) ≲ ∫ ∣v − v∗∣2+γ ∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗
≲ ∫ ∣v − v∗∣γ (∣v − x
t + 1
∣2 + ∣v∗ − x
t + 1




∥⟨x − (t + 1)v⟩−2⟨v⟩−γ∂αx∂βv Y σaij∥LpxL∞v
≲ (1 + t)−2∥∫ ⟨v∗⟩1⟨x − (t + 1)v∗⟩2∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗∥LpxL∞v .
where p = 2 or p =∞, depending on the number of derivatives falling on aij . We finish off by
using Lemma 5.7. 
Now we collect some lemmas which bound the matrix ∂αx ∂
β
v Y σaij when we gain decay
by mixing two different mechanisms. The proofs follow by appropriate combinations of
Lemma 5.9, Lemma 5.11 and Lemma 5.13.
Lemma 5.15. Let ∣α∣ ≥ 1 and ∣β∣ ≥ 1. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−1−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 72−δ+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−1−γ∂αx∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 72−δ+∣β∣(1+δ).
Lemma 5.16. Let ∣β∣ ≥ 1. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨x − (t + 1)v⟩−1⟨v⟩−γ∂αx ∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 72−δ+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨x − (t + 1)v⟩−1⟨v⟩−γ∂αx ∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 72−δ+∣β∣(1+δ).
Lemma 5.17. Let ∣α∣ ≥ 1. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨x − (t + 1)v⟩−1⟨v⟩−1−γ∂αx∂βv Y σaij∥L∞x L∞v ≤ ε 34 (1 + t)− 72+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨x − (t + 1)v⟩−1⟨v⟩−1−γ∂αx∂βv Y σaij∥L2xL∞v ≤ ε 34 (1 + t)− 72+∣β∣(1+δ).
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Lemma 5.18. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−1−γ∂αx∂βv Y σ (aij vi⟨v⟩)∥L∞x L∞v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−1−γ∂αx∂βv Y σ (aij vi⟨v⟩)∥L2xL∞v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
Proof. Using (5.2) from Proposition 5.1 we get,
max
j
∣∂αx ∂βv Y σ (aij vi⟨v⟩)∣ ≲ ∫ ⟨v⟩1+γ⟨v∗⟩2+γ ∣∂αx∂βv Y σf ∣(t, x, v∗)dv∗.
Thus we get,
∥⟨v⟩−1−γ∂αx∂βv Y σ (aij vi⟨v⟩)∥LpxL∞v ≲ ∥⟨v⟩3∂αx ∂βv Y σf∥LpxL1v .
where, again, p = 2 or p =∞.
The required lemma now follows from Lemma 5.7. 
Lemma 5.19. Let ∣β∣ ≥ 1. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−γ∂αx ∂βv Y σ (aij vi⟨v⟩)∥L∞x L∞v ≤ ε
3
4 (1 + t)− 52−δ+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−γ∂αx ∂βv Y σ (aij vi⟨v⟩)∥L2xL∞v ≤ ε 34 (1 + t)− 52−δ+∣β∣(1+δ).
Proof. The proof is the same as Lemma 5.9, with the change that we use (5.5). 
Lemma 5.20. Let ∣α∣ ≥ 1. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−1−γ∂αx∂βv Y σ (aij vi⟨v⟩)∥L∞x L∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−1−γ∂αx∂βv Y σ (aij vi⟨v⟩)∥L2xL∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
Proof. The proof is the same as Lemma 5.11 but we use (5.2) instead of (5.1). 
Lemma 5.21. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨x − (t + 1)v⟩−1⟨v⟩−γ∂αx ∂βv Y σ (aij vi⟨v⟩)∥L∞x L∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨x − (t + 1)v⟩−1⟨v⟩−γ∂αx ∂βv Y σ (aij vi⟨v⟩)∥L2xL∞v ≤ ε 34 (1 + t)− 52+∣β∣(1+δ).
Proof. The proof is the same as Lemma 5.13, with the change that we use (5.2). 
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Lemma 5.22. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−γ∂αx ∂βv Y σ (aij vivj⟨v⟩2)∥L∞x L∞v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−γ∂αx∂βv Y σ (aij vivj⟨v⟩2)∥L2xL∞v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
Proof. The proof proceeds in the same way as Lemma 5.8 but instead of (5.1), we use
(5.3). 
Lemma 5.23. If ∣α∣ + ∣β∣ + ∣σ∣ ≤ 8, then
∥⟨v⟩−γ∂αx∂βv Y σc∥L∞x L∞v ≤ ε 34 (1 + t)− 32+∣β∣(1+δ).
If 9 ≤ ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, then
∥⟨v⟩−γ∂αx∂βv Y σc∥L2xL∞v ≤ ε 34 (1 + t)− 72−2δ+∣β∣(1+δ).
Proof. Since we have
∣∂αx∂βv Y σc∣ ≲ ∫ ∣v − v∗∣γf(t, x, v∗)dv∗,
we get the desired conclusion using Lemma 5.7. 
6. Set-up for the energy estimates
Since we need to deal with higher derivatives as well, we apply ∂αx ∂
β












δd0(1 + t)1+δ ⟨v⟩∂αx∂βv Y σg − aij∂αx ∂βv Y σg
= [∂t + vi∂xi , ∂αx ∂βv Y σ]g´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Term 1
+












−2(d(t))∂αx ∂βv Y σ (aij vi⟨v⟩g)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Term 5







Lemma 6.1. Let g ∶ [0, TBoot)×R3×R3 → R be a solution to (4.2), then we have the following
energy estimate
∥⟨v⟩ν⟨x − (t + 1)v⟩ω∂αx ∂βv Y σg∥2L∞([0,T ];L2xL2v) + ∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩ν⟨x − (t + 1)v⟩ω∂αx ∂βv Y σg∥2L2([0,T ];L2xL2v)
≲ ε2 +∫ T
0
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where the second term is estimated in Lemma 6.2 and is a combination of Terms 1-Terms 6
in (6.1).
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A
α,β,σ
1 ∶= ∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ∂2vivjaij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v), (6.2)
A
α,β,σ
2 ∶= ∥⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ∂viaij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v), (6.3)
A
α,β,σ
3 ∶= ∥(1 + t)⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−1∂viaij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v), (6.4)
A
α,β,σ
4 ∶= ∥⟨v⟩2να,β,σ−2⟨x − (t + 1)v⟩2ωα,β,σaij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v), (6.5)
A
α,β,σ
5 ∶= ∥(1 + t)⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ−1aij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v), (6.6)
A
α,β,σ
6 ∶= ∥(1 + t)2⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−2aij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v). (6.7)
Proof. Let T be as in the statement of the lemma and take T∗ ∈ (0, T ] to be arbitrary. The
idea is to multiply (6.1) by ⟨x − (t + 1)v⟩2ωα,β,σ⟨v⟩2να,β,σ∂αx∂βv Y σg, integrate in [0, T∗]×R3×R3






(⟨x − (t + 1)v⟩2ω) = 0.
(Henceforth, we drop the dependence of the weight function on α,β and σ for the remainder
of the proof).
Hence performing the integration by parts in t and x, we get
1
2 ∫ ∫ ⟨v⟩2ν⟨x − (T∗ + 1)v⟩2ω(∂αx ∂βv Y σg)2(T∗, x, v)dv dx
−
1
2 ∫ ∫ ⟨v⟩2ν⟨x − v⟩2ω(∂αx ∂βv Y σg)2(0, x, v)dv dx (6.8)
+∫ T
0
∫ ∫ ⟨v⟩2ν⟨x − (t + 1)v⟩2ω δd0(1 + t)1+δ ⟨v⟩(∂αx ∂βv Y σg)2(t, x, v)dv dxdt (6.9)
−∫ T
0
∫ ∫ ⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σgaij∂2vivj∂αx ∂βv Y σg dv dxdt (6.10)
= ∫ T
0
∫ ∫ ⟨v⟩2ν⟨x − (t + 1)v⟩2ω(∂αx∂βv Y σg)J(t, x, v)dv dxdt. (6.11)
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Integrating by parts twice in v for (6.10) we get (for brevity we drop the integration signs)
(6.10) ≡ ⟨v⟩2ωα,β⟨x − (t + 1)v⟩2ω∂vi∂αx∂βv Y σg(aij)∂vj∂αx ∂βv Y σg + 12⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂viaij∂vj((∂αx ∂βv Y σg)2)
+ νvi⟨v⟩2ν−2⟨x − (t + 1)v⟩2ωaij∂vj((∂αx ∂βv Y σg)2)
− ω(t + 1)(xi − (t + 1)vi)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2aij∂vj((∂αx ∂βv Y σG)2)





⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂2vivjaij(∂αx ∂βv Y σg)2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
A2
− νvj⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂viaij(∂αx∂βv Y σg)2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
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Now we start bounding the various terms above. First note that due to non-negativity of f ,
A1 is non-negative and hence can be dropped from our analysis.
● ∣A2∣ ≲ Aα,β,σ1 .
● ∣A3∣ + ∣A8∣ ≲ Aα,β,σ2 .
● ∣A4∣ + ∣A12∣ ≲ Aα,β,σ3 .
● ∣A5∣ + ∣A6∣ ≲ Aα,β,σ4 .
● ∣A7∣ + ∣A10∣ ≲ Aα,β,σ5 .
● ∣A11 + ∣A9∣ ≲ Aα,β,σ6 .
STABILITY OF VACUUM FOR THE LANDAU EQUATION WITH HARD POTENTIALS 24

Lemma 6.2. For ∣α∣ + ∣β∣ ≤ 10, we have that
∫ T
0








































∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣









∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣











∥⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣











∥(t + 1)⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−1∣∂α′′′x ∂β′′′v Y σ′′′g∣
× ∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v),
(6.17)
















∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣ ∣∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)∣

























∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣ ∣∂α′x ∂β′v Y σ′ (aijvivj⟨v⟩2 )∣ ∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v).
(6.23)
Proof. Term 1: We have that











Thus it can be bounded by T α,β,σ1 .
Term 2: The commutator term arises from ∂v or t∂x + ∂v acting on ⟨v⟩. Thus,
∣Term 2∣ ≲ ∑
∣β′∣≤∣β∣,∣σ′∣≤∣σ∣
∣β′∣+∣σ′∣≤∣β∣+∣σ∣−1
δd0(1 + t)1+δ ∣∂αx∂β′v Y σ′g∣.
Hence the contribution can be bounded by T α,β,σ2 .
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Term 3: We need to perform integration by parts to handle this term. We first consider
the case (∣α′∣, ∣β′∣, ∣σ′∣) = (1,0,0). This this case, ∂α′x = ∂xl for some l.
⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂xlaij)∂2vivj∂α′′x ∂βv Y σg
≡ −⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂vi∂xl∂α′′x ∂βv Y σg(∂xlaij)∂vj∂α′′x ∂βv Y σg
− 2νvi⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂αx ∂βv Y σg(∂xlaij)∂vj∂α′′x ∂βv Y σg
+ 2ω(t + 1)(xi − (t + 1)vi)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂αx ∂βv Y σg(∂xlaij)∂vj∂α′′x ∂βv Y σg
− ⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx ∂βv Y σg(∂vi∂xlaij)∂vj∂α′′x ∂βv Y σg
≡ 1
2
⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂vi∂α′′x ∂βv Y σg(∂2xlaij)∂vj∂α′′x ∂βv Y σg (6.24)
+ 2ω(xl − (t + 1)vl)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂vi∂α′′x ∂βv Y σg(∂xlaij)∂vj∂α′′x ∂βv Y σg (6.25)
− 2νvi⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂αx ∂βv Y σg(∂xlaij)∂vj∂α′′x ∂βv Y σg (6.26)
+ 2ω(t + 1)(xi − (t + 1)vi)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂αx ∂βv Y σg(∂xlaij)∂vj∂α′′x ∂βv Y σg (6.27)
− ⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx ∂βv Y σg(∂vi∂xlaij)∂vj∂α′′x ∂βv Y σg. (6.28)
We have, by definition, ∣(6.24)∣ + ∣(6.28)∣ ≲ T α,β,σ3,1 or ∣(6.24)∣ + ∣(6.28)∣ ≲ T α,β,σ3,2 , ∣(6.25)∣ +∣(6.27)∣ ≲ T α,β,σ3,4 and ∣(6.26)∣ + ∣(6.28)∣ ≲ T α,β,σ3,3 .
Now we consider the case, (∣α′∣, ∣β′∣, ∣σ′∣) = (0,1,0). This this case, ∂β′v = ∂vl for some l.
⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂vlaij)∂2vivj∂αx ∂β′′v Y σg
≡ −⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂vi∂vl∂αx∂β′′v Y σg(∂vlaij)∂vj∂αx∂β′′v Y σg
− 2νvi⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂vlaij)∂vj∂αx∂β′′v Y σg
+ 2ω(t + 1)(xi − (t + 1)vi)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂αx ∂βv Y σg(∂vlaij)∂vj∂αx ∂β′′v Y σg
− ⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂2vivlaij)∂vj∂αx∂β′′v Y σg
≡ 1
2
⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂vi∂αx∂β′′v Y σg(∂2vlaij)∂vj∂αx∂β′′v Y σg (6.29)
− (t + 1)2ω(xl − (t + 1)vl)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂vi∂αx ∂β′′v Y σg(∂vlaij)∂vj∂αx∂β′′v Y σg (6.30)
+ 2νvl⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂vi∂αx ∂β′′v Y σg(∂vlaij)∂vj∂αx∂β′′v Y σg (6.31)
− 2νvi⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂vlaij)∂vj∂αx∂β′′v Y σg (6.32)
+ 2ω(t + 1)(xi − (t + 1)vi)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂αx ∂βv Y σg(∂vlaij)∂vj∂αx ∂β′′v Y σg (6.33)
− ⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂2vivlaij)∂vj∂αx∂β′′v Y σg. (6.34)
Again, by definition, ∣(6.29)∣+ ∣(6.34)∣ ≲ T α,β,σ3,1 or ∣(6.29)∣+ ∣(6.34)∣ ≲ T α,β,σ3,2 , ∣(6.30)∣+ ∣(6.33)∣ ≲
T
α,β,σ
3,4 and ∣(6.31)∣ + ∣(6.32)∣ ≲ T α,β,σ3,3 .
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Finally, we consider the case, (∣α′∣, ∣β′∣, ∣σ′∣) = (0,0,1). This this case, Y σ′ = Yl = (t+1)∂xl +
∂vl for some l.
⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx ∂βv Y σg(Ylaij)∂2vivj∂αx ∂βv Y σ′′g
≡ −⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂viYl∂αx∂βv Y σ′′g(Ylaij)∂vj∂αx∂βv Y σ′′g
− 2νvi⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(Ylaij)∂vj∂αx∂βv Y σ′′g
+ 2ω(t + 1)(xi − (t + 1)vi)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂αx∂βv Y σg(Ylaij)∂vj∂αx ∂βv Y σ′′g
− ⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂viYlaij)∂vj∂αx ∂βv Y σ′′g
≡ 1
2
⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂vi∂αx∂βv Y σ′′g(Y 2l aij)∂vj∂αx∂βv Y σ′′g (6.35)
+ 2νvl⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂vi∂αx∂βv Y σ′′g(Ylaij)∂vj∂αx∂βv Y σ′′g (6.36)
− 2νvi⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(Ylaij)∂vj∂αx∂βv Y σ′′g (6.37)
+ 2ω(t + 1)(xi − (t + 1)vi)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2∂αx∂βv Y σg(Ylaij)∂vj∂αx ∂βv Y σ′′g (6.38)
− ⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg(∂viYlaij)∂vj∂αx ∂βv Y σ′′g. (6.39)




Term 4: This term can be bounded by T α,β,σ4 .
Term 5: We need to perform integration by parts when no derivatives fall on aij
vi
⟨v⟩ .






(∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)) (∂vj∂α′′x ∂β′′v Y σ′′g) + 2(d(t))aij vi⟨v⟩∂vj∂αx ∂βv Y σg.
(6.40)
For the second term we do integration by parts to get
2(d(t))⟨v⟩2ν⟨x − (t + 1)v⟩2ω∂αx∂βv Y σg (aij vi⟨v⟩)∂vj∂αx ∂βv Y σg
≡ −(d(t))⟨v⟩2ν⟨x − (t + 1)v⟩2ω (∂vj (aij vi⟨v⟩)) (∂αx ∂βv Y σg)2 (6.41)
− 2d(t)νvj⟨v⟩2ν−2⟨x − (t + 1)v⟩2ω (aij vi⟨v⟩) (∂αx ∂βv Y σg)2 (6.42)
+ 2d(t)(t + 1)(xj − (t + 1)vj)⟨v⟩2ν⟨x − (t + 1)v⟩2ω−2 (aij[h] vi⟨v⟩) (∂αx ∂βv Y σg)2. (6.43)
Term 6: For first part of Term 6 note that δijaij = aii and when no derivatives hit aii⟨v⟩ then
we have the term
−d(t)∫ T
0
∫ ∫ ⟨v⟩2ν⟨x − (t + 1)v⟩2ω(∂αx ∂βv Y σg)2 aii⟨v⟩ dv dxdt.
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Note, crucially that since f ≥ 0, we have that aii⟨v⟩ ≥ 0 implying that the whole integral is
negative and thus can be dropped.
When at least one derivative fall on aii[h]⟨v⟩ then we can bound it by T
α,β
6,1 .
Similarly the second part of Term 6 can be bounded by T α,β6,2 . 










3,4 . Thus it suffices








Lemma 7.1. For T ∈ (0, TBoot] and ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10,
∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥L2([0,T ];L2xL2v) ≲ ε 34 .
Proof. We can assume that T > 1, otherwise the inequality is an immediate consequence of
the bootstrap assumtion (4.3).
We split the integration in time into dyadic intervals. More precisely, let k = ⌈log2 T ⌉ + 1.
Define {Ti}ki=0 with T0 < T1 < ⋅ ⋅ ⋅ < Tk, where T0 = 0 and Ti = 2i−1 where i = 1, . . . , k − 1 and
Tk = T . Now by the bootstrap assumption (4.3), for any i = 1, . . . , k,
∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥L2([Ti−1,Ti];L2xL2v) ≲ ε 342∣β∣(1+δ)i.
Thus,
∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
≲ ( k∑
i=1
∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L2([Ti−1,TI];L2xL2v)) 12
≲ ( k∑
i=1





2−2∣β∣(1+δ)i−δi ⋅ 22∣β∣(1+δ)i) 12 = ε 34 ( k∑
i=1
2−δi) 12 ≲ ε 34 .

Proposition 7.2. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then for every η > 0, there exists a constant
Cη > 0(depending on η in addition to d0 and γ) such that the term T α,β,σ1 in (6.12) is
bounded as follows for every T ∈ [0, TBoot).
T
α,β,σ
1 ≤ η∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L2([0,T ];L2xL2v)
+Cη(1 + T )2(1+δ) ∑
∣α′∣≤∣α∣+1
∣β′∣≤∣β∣−1
∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να′,β′,σ⟨x − (t + 1)v⟩ωα′,β′,σ∂α′x ∂β′v Y σg∥2L2([0,T ];L2xL2v).
Proof. Since we have that ∣α′∣ ≤ ∣α∣ + 1 and ∣β′∣ ≤ ∣β∣ − 1 we have that ωα′,β′,σ ≥ ωα,β,σ and
να′β′σ ≥ να,β,σ − 1.
Thus we have




∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩ω2α,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σg∣∥L1([0,T ];L1xL1v)
≲ (1 + T )1+δ ∑
∣α′∣≤∣α∣+1
∣β′∣≤∣β∣−1
∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να′,β′,σ⟨x − (t + 1)v⟩ωα′,β′,σ∂α′x ∂β′v Y σg∥L2([0,T ];L2xL2v).
The conclusion now follows by Young’s inequality. 
Proposition 7.3. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then for every η > 0, there exists a constant
Cη > 0(depending on η in addition to d0 and γ) such that the term T α,β,σ2 in (6.13) is
bounded as follows for every T ∈ [0, TBoot)
T
α,β,σ




∥(1 + t)− 12− δ2 ⟨v⟩να,β′,σ′ ⟨x − (t + 1)v⟩ωα,β′,σ′∂αx∂β′v Y σ′g∥2L2([0,T ];L2xL2v).
Proof. Under the conditions for β′ and σ′, we have that να,β′,σ′ ≥ να,β,σ and ωα,β′,σ′ ≥ ωα,β,σ.
Thus the required lemma is an easy consequence of the Cauchy-Schwartz inequality and
Young’s inequality 
Proposition 7.4. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the term T α,β,σ3,1 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. We fix a typical term with α′, α′′, α′′′, β′, β′′, β′′′, σ′, σ′′, σ′′′ satisfying the required con-
ditions. Note that there are less than 8 deriviatives hitting aij thus we estimate it in L∞x .
Further note that since there are atleast two derivatives hitting aij, there are 6 different
scenarios to be considered. Before we begin our case-by-case analysis we note some relations
for the weights.
να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ = 40 − 3
2
(∣α′′∣ + ∣α′′′∣) − 1
2
(∣β′′∣ + ∣β′′′∣) − 3
2
(∣σ′′∣ + ∣σ′′′∣)
≥ 40 − 3
2
(2∣α∣ − ∣α′∣) − 1
2
(2∣β∣ − ∣β′∣ + 2) − 3
2
(2∣σ∣ − ∣σ′∣)




ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ ≥ 2ωα,β,σ + ∣α′∣ + ∣β′∣ + 3∣σ′∣
2
− 1.
Case 1: ∣β′∣ ≥ 2.
In this case we have that να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ ≥ 2να,β,σ and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ ≥ 2ωα,β,σ.
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We apply Lemma 5.10 and Lemma 7.1 and Ho¨lder’s inequality to get
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−2)(1+δ)(1 + t)− 72+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ),
where we used 4δ < 1
2
in the last line.
Case 2: ∣β′∣ = 1.
We break this into two furhther subcases.
Subcase 2a): ∣α′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ ≥ 2να,β,σ + 1 and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ ≥ 2ωα,β,σ.
We apply Lemma 5.15 and Lemma 7.1, to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ ∥⟨v⟩να′′,β′′,σ′′+να′′′,β′′′,σ′′′−1⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−2∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−2)(1+δ)(1 + t)− 72+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Subcase 2b): ∣σ′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ +να′′′,β′′′,σ′′′ ≥ 2να,β,σ +1 and ωα′′,β′′,σ′′ +ωα′′′,β′′′,σ′′′ ≥ 2ωα,β,σ +1.
We apply Lemma 5.16 and Lemma 7.1 to the following as in the above cases
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ ∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩ωα′′,β′′,σ′′+ωα′′′,β′′′,σ′′′−1∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨x − (t + 1)v⟩−1⟨v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)
≲ ε
9
4 (1 + T )2∣β∣(1+δ).
Case 3: ∣β = 0∣.
We have three subcases:
Subcase 3a): ∣α′∣ ≥ 2.
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In this case we have να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ ≥ 2να,β,σ + 2 and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ ≥ 2ωα,β,σ.
We apply Lemma 5.12 and Lemma 7.1 to the following
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ ∥⟨v⟩να′′,β′′,σ′′+να′′′,β′′′,σ′′′−2⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−3∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)
≲ ε
9
4 (1 + T )2∣β∣(1+δ).
Subcase 3b): ∣α′∣ ≥ 1 and ∣σ′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ +να′′′,β′′′,σ′′′ ≥ 2να,β,σ +2 and ωα′′,β′′,σ′′ +ωα′′′,β′′′,σ′′′ ≥ 2ωα,β,σ +1.
We apply Lemma 5.17 and Lemma 7.1 to the following
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ ∥⟨v⟩να′′,β′′,σ′′+να′′′,β′′′,σ′′′−1⟨x − (t + 1)v⟩ωα′′,β′′,σ′′+ωα′′′,β′′′,σ′′′−1∣∂α′′′x ∂β′′′v Y σ′′′g∣
× ∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−2⟨x − (t + 1)v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)
≲ ε
9
4 (1 + T )2∣β∣(1+δ).
Subcase 3c):∣σ′∣ ≥ 2.
In this case we have να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ ≥ 2να,β,σ and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ ≥ 2ωα,β,σ + 2.
We apply Lemma 5.14 and Lemma 7.1 to the following
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ ∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩ωα′′,β′′,σ′′+ωα′′′,β′′′,σ′′′−2∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−1⟨x − (t + 1)v⟩−2∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)
≲ ε
9
4 (1 + T )2∣β∣(1+δ).

Proposition 7.5. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the term T α,β,σ3,2 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. We fix a typical term with α′, α′′, β′, β′′, σ′, σ′′ satisfying the required conditions. Note
that there are more than 8 deriviatives hitting aij thus we have to estimate it in L2x. Fur-
ther note that since there are atleast two derivatives hitting aij , there are again 6 different
STABILITY OF VACUUM FOR THE LANDAU EQUATION WITH HARD POTENTIALS 32
scenarios to be considered. By our conditions we have the following relations between the
weights
να′′,β′′,σ′′ = να,β,σ + 3 ∣α′∣ + ∣β′∣ + ∣σ′∣
2
− ∣β′∣ − 1
and
ωα′′,β′′,σ′′ = ωα,β,σ + 3 ∣α′∣ + ∣β′∣ + ∣σ′∣
2
− (∣β′∣ + ∣α′∣) − 1.
Case 1: ∣β′∣ ≥ 2.
Since the total number of derivatives are atleast 9, in this case we have that να′′,β′′,σ′′ ≥
να,β,σ + 3 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 3.
We apply Lemma 5.4, Lemma 5.10 and Lemma 7.1 and Ho¨lder’s inequality to get
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′ ∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−3∂α′′x ∂β′′v Y σ′′∥L2([0,T ];L∞x L2v)




4 (1 + t)1+2δ−(∣β′ ∣−2)(1+δ)(1 + t)− 72+∣β′∣(1+δ))
× ∥(1 + t)− 12−δ−∣β′′ ∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−3∂α′′′x ∂β′′v Y σ′′∥L2([0,T ];L2xL2v)
≲ (1 + T )2∣β∣(1+δ)ε 34 × ε 34 × ε 34 = ε 94 (1 + T )2∣β∣(1+δ),
where ∣α′′′∣ ≤ ∣α′′∣ + 2, thus να′′′,β′′,σ′′ ≥ να′′,β′′,σ′′ − 3 and ωα′′′,β′′,σ′′ ≥ ωα′′,β′′,σ′′ − 1.
Case 2: ∣β′∣ = 1.
We break this into two further subcases.
Subcase 2a): ∣α′∣ ≥ 1.
For both ∣α′∣ + ∣β′∣ + ∣σ∣ = {9,10}, we have in this case να′′,β′′,σ′′ ≥ να,β,σ + 4 and ωα′′,β′′,σ′′ ≥
ωα,β,σ + 3.
We apply Lemma 5.15 and Lemma 7.1, to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−2∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−3∂α′′x ∂β′′v Y σ′′∥L2([0,T ];L∞x L2v).
Now we proceed in the same way as in Case 1.
Subcase 2b): ∣σ′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ ≥ να,β,σ + 3 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 3.
We apply Lemma 5.16 and Lemma 7.1 to the following as in the above cases
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨x − (t + 1)v⟩−1⟨v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−2∂α′′x ∂β′′v Y σ′′∥L2([0,T ];L∞x L2v).
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We again proceed as in Case 1.
Case 3: ∣β′∣ = 0.
We have three subcases:
Subcase 3a): ∣α′∣ ≥ 2.
For both ∣α′∣ + ∣β′∣ + ∣σ∣ = {9,10}, we have in this case να′′,β′′,σ′′ ≥ να,β,σ + 5 and ωα′′,β′′,σ′′ ≥
ωα,β,σ + 3.
We apply Lemma 5.12 and Lemma 7.1 to the following
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−3∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−3∂α′′x ∂β′′v Y σ′′∥L2([0,T ];L∞x L2v).
Subcase 3b): ∣α′∣ ≥ 1 and ∣σ′∣ ≥ 1.
For both ∣α′∣ + ∣β′∣ + ∣σ∣ = {9,10}, we have in this case να′′,β′′,σ′′ ≥ να,β,σ + 4 and
ωα′′,β′′,σ′′ ≥ ωα,β,σ + 3.
We apply Lemma 5.12 and Lemma 7.1 to the following
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨x − (t + 1)v⟩−1⟨v⟩−2∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−2∂α′′x ∂β′′v Y σ′′∥L2([0,T ];L∞x L2v).
We finish off in the same way as in Case 1.
Subcase 3c):∣σ′∣ ≥ 2.
In this case we have να′′,β′′,σ′′ ≥ να,β,σ + 3 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 3.
We apply Lemma 5.16 and Lemma 7.1 to the following as in the above cases
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨x − (t + 1)v⟩−2⟨v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−2⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−1∂α′′x ∂β′′v Y σ′′∥L2([0,T ];L∞x L2v).
We again proceed as in Case 1.

Proposition 7.6. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the term T α,β,σ3,3 is bounded as follows for all




2(1 + T )2∣β∣(1+δ)
Proof. We fix a typical term with α′, α′′, α′′′, β′, β′′, β′′′, σ′, σ′′, σ′′′ satisfying the required con-
ditions. Note that there are less than 8 deriviatives hitting aij thus we estimate it in L∞x .
Further note that although we just have one derivative hitting aij, there is one less ⟨v⟩ weight
to worry about. We split the proof into three cases. We have the following relations for the
weights
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and






Case 1: ∣β′∣ = 1.
In this case we have να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ = 2να,β,σ and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ = 2ωα,β,σ.
We apply Lemma 5.9 and Lemma 7.1 and Ho¨lder’s inequality to get
∥⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨v⟩−2∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−1)(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Case 2: ∣α′∣ = 1.
In this case we have να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ = 2να,β,σ + 1 and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ = 2ωα,β,σ.
We apply Lemma 5.9 and Lemma 7.1 and Ho¨lder’s inequality to get
∥⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨v⟩−3∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−1)(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Case 3: ∣σ′∣ = 1.
In this case we have να′′,β′′,σ′′ +να′′′,β′′′,σ′′′ = 2να,β,σ +1 and ωα′′,β′′,σ′′ +ωα′′′,β′′′,σ′′′ = 2ωα,β,σ +1.
We apply Lemma 5.13 and Lemma 7.1 and Ho¨lder’s inequality to get
∥⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ ∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨v⟩−2⟨x − (t + 1)v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−1)(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).

Proposition 7.7. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the term T α,β,σ3,4 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
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Proof. We fix a typical term with α′, α′′, α′′′, β′, β′′, β′′′, σ′, σ′′, σ′′′ satisfying the required con-
ditions. Note that there are less than 8 deriviatives hitting aij thus we estimate it in L∞x . Fur-
ther note that although we just have one derivative hitting aij , there is one less ⟨x − (t + 1)v⟩
weight to worry about. We split the proof into three cases. We have the following relations
for the weights












Case 1: ∣β′∣ = 1.
In this case we have να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ = 2να,β,σ and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ = 2ωα,β,σ.
We apply Lemma 5.16 and Lemma 7.1 and Ho¨lder’s inequality to get
∥(1 + t)⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−1∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−1⟨x − (t + 1)v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−2)(1+δ)(1 + t)− 72+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Case 2: ∣α′∣ = 1.
In this case we have να′′,β′′,σ′′ + να′′′,β′′′,σ′′′ = 2να,β,σ + 1 and ωα′′,β′′,σ′′ + ωα′′′,β′′′,σ′′′ = 2ωα,β,σ.
We apply Lemma 5.17 and Lemma 7.1 and Ho¨lder’s inequality to get
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−1∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−2⟨x − (t + 1)v⟩−1∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−2)(1+δ)(1 + t)− 72+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Case 3: ∣σ′∣ = 1.
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In this case we have να′′,β′′,σ′′ +να′′′,β′′′,σ′′′ = 2να,β,σ +1 and ωα′′,β′′,σ′′ +ωα′′′,β′′′,σ′′′ = 2ωα,β,σ +1.
We apply Lemma 5.14 and Lemma 7.1 and Ho¨lder’s inequality to get
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−1∣∂α′′′x ∂β′′′v Y σ′′′g∣∣∂α′x ∂β′v Y σ′aij ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β′′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′′,σ′′′⟨x − (t + 1)v⟩ωα′′′,β′′′,σ′′′∂α′′′x ∂β′′′v Y σ′′′g∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−2)(1+δ)⟨v⟩−1⟨x − (t + 1)v⟩−2∂α′x ∂β′v Y σ′aij∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−2)(1+δ)(1 + t)− 72+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).

Proposition 7.8. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the term T α,β,σ4 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. The proof proceeds by analyzing two cases- when less than 9 derivatives fall on c and
when more than 8 fall on it.
The weights satify the relations
να′′,β′′,σ′′ = να,β,σ + 3∣α′∣ + ∣β′∣ + 3∣σ′∣
2
and
ωα′′,β′′,σ′′ = 2ωα,β,σ + ∣α′∣ + ∣β′∣ + 3∣σ′∣
2
.
We use Lemma 5.23 and Lemma 7.1 in both the following cases.
Case 1: ∣α′∣ + ∣β′∣ + ∣σ′∣ ≤ 8.
In this case να′′,β′′,σ′′ ≥ να,β,σ and ωα′′,β′′,σ′′ ≥ ωα,β,σ.
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′c∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−∣β′ ∣(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′c∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−∣β′ ∣(1+δ)(1 + t)− 32+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Case 2: ∣α′∣ + ∣β′∣ + ∣σ′∣ ≥ 9.
In this case να′′,β′′,σ′′ ≥ να,β,σ + 3 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 3.
We use Lemma 5.4 to go from L∞x to L
2
x for the third term.
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∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′c∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−∣β′ ∣(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′c∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′ ∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−3∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−∣β′ ∣(1+δ)(1 + t)− 32+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
We proceeded in the same way Case 1 of Proposition 7.5 to deduce the penultimate inequality.

Proposition 7.9. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the term T α,β,σ5,1 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. We need to break into two cases- when less than 9 derivatives fall on the coefficient
and when more than 8 fall on it. Each of these cases is further subdivided into three cases
depending on which derivative falls on the coefficient.
The weights satify the relations












Case 1 : ∣α′∣ + ∣β′∣ + ∣σ′∣ ≤ 8.
Subcase 1a): ∣β′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ ≥ να,β,σ and ωα′′,β′′,σ′′ ≥ ωα,β,σ.
We use Lemma 5.19 and Lemma 7.1 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′ (aij vi⟨v⟩) ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−1)(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Subcase 1b): ∣α′∣ ≥ 1.
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In this case we have να′′,β′′,σ′′ ≥ να,β,σ + 1 and ωα′′,β′′,σ′′ ≥ ωα,β,σ.
We use Lemma 5.20 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′ (aij vi⟨v⟩) ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨v⟩−2∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−1)(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Subcase 1c): ∣σ′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ ≥ να,β,σ + 1 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 1.
We use Lemma 5.21 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′ (aij vi⟨v⟩) ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨x − (t + 1)v⟩−1⟨v⟩−1∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−(∣β′ ∣−1)(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Case 2: ∣α′∣ + ∣β′∣ + ∣σ′∣ ≥ 9.
In each case we have να′′,β′′,σ′′ ≥ να,β,σ + 4 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 4.
Subcase 2a): ∣β′∣ ≥ 1.
We use Lemma 5.19, Lemma 7.1 and Lemma 5.4 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′ (aij vi⟨v⟩) ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L∞x L2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−4⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−4∂α′′x ∂β′′v Y σ′′g∥L∞([0,T ];L∞x L2v)




4 (1 + t)1+2δ−(∣β′ ∣−1)(1+δ)(1 + t)− 52+∣β′∣(1+δ))
× ∥(1 + t)− 12−δ−∣β′′ ∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′′,β′′,σ′′∂α′′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)
≲ ε
9
4 (1 + T )2∣β∣(1+δ).
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Here ∣α′′′∣ ≤ ∣α′′∣ + 2. Thus να′′′,β′′,σ′′ ≥ να′′,β′′,σ′′ − 3 and ωα′′′,β′′,σ′′ ≥ ωα′′,β′′,σ′′ − 1.
Subcase 2b): ∣α′∣ ≥ 1.
We use Lemma 5.20, Lemma 7.1 and Lemma 5.4 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′ (aij vi⟨v⟩) ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥L2([0,T ];L∞x L2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨v⟩−2∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′ ∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−4∂α′′x ∂β′′v Y σ′′g∥L∞([0,T ];L∞x L2v).
Now we proceed as above.
Subcase 2c): ∣σ′∣ ≥ 1.
We use Lemma 5.21, Lemma 7.1 and Lemma 5.4 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣∣∂α′x ∂β′v Y σ′ (aij vi⟨v⟩) ∣∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥L2([0,T ];L∞x L2v)
× ∥(1 + t)1+2δ−(∣β′ ∣−1)(1+δ)⟨x − (t + 1)v⟩−1⟨v⟩−1∂α′x ∂β′v Y σ′ (aij vi⟨v⟩)∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′ ∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−4∂α′′x ∂β′′v Y σ′′g∥L∞([0,T ];L∞x L2v).

Proposition 7.10. Let ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. Then the term T α,β,σ5,2 is bounded as follows for all
T ∈ [0, TBoot),
T α,β,σ5,2 ≲ ε
2(1 + T )2∣β∣(1+δ).
Proof. Although we don’t have any derivative hitting the coefficient term, we have one less⟨v⟩ term. Thus,
max
j
∥⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣2 ∣(aij vi⟨v⟩)∣∥L1([0,T ];L1xL1v)
≲max
j
(1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩ 12∂αx∂βv Y σg∥2L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ⟨v⟩−2 (aij vi⟨v⟩)∥L∞([0,T ];L∞x L∞v )




4 (1 + t)1+2δ(1 + t)− 32 ) = ε 94 (1 + T )2∣β∣(1+δ).

Proposition 7.11. Let ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. Then the term T α,β,σ5,3 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
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Proof. Since we have one less ⟨x − (t + 1)v⟩ weight, we get
max
j
∥⟨v⟩(1+t)2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−1∣∂αx∂βv Y σg∣2 ∣(aij vi⟨v⟩)∣∥L1([0,T ];L1xL1v)
≲max
j
(1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ⟨v⟩ 12∂αx∂βv Y σg∥2L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ⟨v⟩−1⟨x − (t + 1)v⟩−1 (aij vi⟨v⟩)∥L∞([0,T ];L∞x L∞v )




4 (1 + t)1+2δ(1 + t)− 32 ) = ε 94 (1 + T )2∣β∣(1+δ).

Proposition 7.12. Let ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. Then the term T α,β,σ6,1 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. We need to break into two cases- when less than 9 derivatives fall on the coefficient
and when more than 8 fall on it. Each of these cases is further subdivided into three cases
depending on which derivative falls on the coefficient.
The weights satify the relations
να′′,β′′,σ′′ = να,β,σ + 3∣α′∣ + ∣β′∣ + 3∣σ′∣
2
and
ωα′′,β′′,σ′′ = 2ωα,β,σ + ∣α′∣ + ∣β′∣ + 3∣σ′∣
2
.
Case 1: ∣α′∣ + ∣β′∣ + ∣σ′∣ ≤ 8
Subcase 1a): ∣β′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ ≥ να,β,σ and ωα′′,β′′,σ′′ ≥ ωα,β,σ.
We use Lemma 5.9 (with the appropriate change now that we have a ⟨v⟩ weight in the
denominator) and Lemma 7.1 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣ ∣∂α′x ∂β′v Y σ′ ( aii⟨v⟩)∣ ∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−∣β′ ∣(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′ ( aii⟨v⟩)∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−∣β′ ∣(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34
= ε 94 (1 + T )2∣β∣(1+δ).
Subcase 1b): ∣α′∣ ≥ 1.
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In this case we have να′′,β′′,σ′′ ≥ να,β,σ + 1 and ωα′′,β′′,σ′′ ≥ ωα,β,σ.
We use Lemma 5.11 (with the appropriate changes) and Lemma 7.1 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣ ∣∂α′x ∂β′v Y σ′ ( aii⟨v⟩)∣ ∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−∣β′ ∣(1+δ)⟨v⟩−2∂α′x ∂β′v Y σ′ ( aii⟨v⟩)∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−∣β′ ∣(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34 = ε 94 (1 + T )2∣β∣(1+δ).
Subcase 1c): ∣σ′∣ ≥ 1.
In this case we have να′′,β′′,σ′′ ≥ να,β,σ and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 1.
We use Lemma 5.13 (with the appropriate changes) and Lemma 7.1 to obtain
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣ ∣∂α′x ∂β′v Y σ′ ( aii⟨v⟩)∣ ∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−∣β′ ∣(1+δ)⟨v⟩−1⟨x − (t + 1)v⟩−1∂α′x ∂β′v Y σ′ ( aii⟨v⟩)∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−∣β′ ∣(1+δ)(1 + t)− 52+∣β′∣(1+δ))ε 34 = ε 94 (1 + T )2∣β∣(1+δ).
Case 2: ∣α′∣ + ∣β′∣ + ∣σ′∣ ≥ 9.
In each case we have να′′,β′′,σ′′ ≥ να,β,σ + 4 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 4.
We get the required result by proceeding the same way as in Case 2 of Proposition 7.9 but





′ ( aii⟨v⟩). 
Proposition 7.13. Let ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. Then the term T α,β,σ6,2 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. Case 1: ∣α′∣ + ∣β′∣ + ∣σ′∣ ≤ 8.
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In this case we have να′′,β′′,σ′′ ≥ να,β,σ and ωα′′,β′′,σ′′ ≥ ωα,β,σ.
We use Lemma 5.22 and Lemma 7.1 to get
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣ ∣∂α′x ∂β′v Y σ′ (aijvivj⟨v⟩2 )∣ ∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−∣β′ ∣(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′∂α′x ∂β′v Y σ′ (aijvivj⟨v⟩2 )∥L∞([0,T ];L∞x L∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′⟨x − (t + 1)v⟩ωα′′,β′′,σ′′∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L2xL2v)




4 (1 + t)1+2δ−∣β′ ∣(1+δ)(1 + t)− 32+∣β′∣(1+δ))ε 34 = ε 94 (1 + T )2∣β∣(1+δ).
Case 2: ∣α′∣ + ∣β′∣ + ∣σ′∣ ≥ 8.
In this case we have να′′,β′′,σ′′ ≥ να,β,σ + 4 and ωα′′,β′′,σ′′ ≥ ωα,β,σ + 4.
We use Lemma 5.22 and Lemma 7.1 to get
∥⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ ∣∂αx∂βv Y σg∣ ∣∂α′x ∂β′v Y σ′ (aijvivj⟨v⟩2 )∣ ∣∂α′′x ∂β′′v Y σ′′g∣∥L1([0,T ];L1xL1v)
≲ (1 + T )2∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ−∣β′ ∣(1+δ)⟨v⟩−1∂α′x ∂β′v Y σ′∂α′x ∂β′v Y σ′ (aijvivj⟨v⟩2 )∥L∞([0,T ];L2xL∞v )
× ∥(1 + t)− 12−δ−∣β′′∣(1+δ)⟨v⟩ 12 ⟨v⟩να′′,β′′,σ′′−3⟨x − (t + 1)v⟩ωα′′,β′′,σ′′−3∂α′′x ∂β′′v Y σ′′g∥L2([0,T ];L∞x L2v)




4 (1 + t)1+2δ−∣β′ ∣(1+δ)(1 + t)− 32+∣β′∣(1+δ))ε 34 = ε 94 (1 + T )2∣β∣(1+δ).
The penultimate inequality follows because we apply Sobolev embedding in space at the
cost of two spatial derivatives but we have enough room in our weights to accomodate
them. 
Proposition 7.14. Let ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. Then the term Aα,β,σ4 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. We use Lemma 5.8 and Lemma 7.1 to get
∥⟨v⟩2να,β,σ−2⟨x − (t + 1)v⟩2ωα,β,σaij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v)
≲ (1 + T )∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L2([0,T ];L2xL2v)
× ∥(1 + t)1+2δ⟨v⟩−2aij∥L∞([0,T ];L∞x L∞v )




4 (1 + t)1+2δ(1 + t)− 32 )
≲ ε
9
4 (1 + T )∣β∣(1+δ).

Proposition 7.15. Let ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. Then the term Aα,β,σ5 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
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Proof. We use Lemma 5.13 and Lemma 7.1 to get
∥(1 + t)⟨v⟩2να,β,σ−1⟨x − (t + 1)v⟩2ωα,β,σ−1aij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v)
≲ (1 + T )∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L2([0,T ];L2xL2v)
× ∥(1 + t)2+2δ⟨x − (t + 1)v⟩−1⟨v⟩−1aij∥L∞([0,T ];L∞x L∞v )




4 (1 + t)1+2δ(1 + t)− 52 )
≲ ε
9
4 (1 + T )∣β∣(1+δ).

Proposition 7.16. Let ∣α∣+ ∣β∣+ ∣σ∣ ≤ 10. Then the term Aα,β,σ6 is bounded as follows for all




2(1 + T )2∣β∣(1+δ).
Proof. We use Lemma 5.14 and Lemma 7.1 to get
∥(1 + t)2⟨v⟩2να,β,σ⟨x − (t + 1)v⟩2ωα,β,σ−2aij(∂αx ∂βv Y σg)2∥L1([0,T ];L1xL1v)
≲ (1 + T )∣β∣(1+δ)∥(1 + t)− 12−δ−∣β∣(1+δ)⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L2([0,T ];L2xL2v)
× ∥(1 + t)3+2δ⟨x − (t + 1)v⟩−1⟨v⟩−2aij∥L∞([0,T ];L∞x L∞v )




4 (1 + t)1+2δ(1 + t)− 72 )
≲ ε
9
4 (1 + T )∣β∣(1+δ).

7.1. Putting things together. We now combine the propositions in Section 7 to obtain,
Proposition 7.17. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then for every η > 0, there is a constant Cη >
0(depending on η, d0 and γ) such that the following estimate holds for all T ∈ [0, TBoot):
∥⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L∞([0,T ];L2xL2v)
+ ∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L2([0,T ];L2xL2v)
≤ Cη(ε2(1 + T )2∣β∣(1+δ) + ∑
∣β′∣≤∣β∣,∣σ′∣≤∣σ∣
∣β′∣+∣σ′∣≤∣β∣+∣σ∣−1
∥(1 + t)− 1+δ2 ⟨v⟩να,β′,σ′⟨x − (t + 1)v⟩ωα,β′,σ′∂αx ∂β′v Y σ′g∥2L2([0,T ];L2xL2v)
+ (1 + T )2(1+δ) ∑
∣α′∣≤∣α∣+1
∣β′∣≤∣β∣−1
∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να′,β′,σ⟨x − (t + 1)v⟩ωα′,β′,σ∂α′x ∂β′v Y σg∥2L2([0,T ];L2xL2v))
+ η∥(1 + t)− 1+δ2 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L2([0,T ];L2xL2v)
+ η∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L2([0,T ];L2xL2v).
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Proposition 7.18. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the following estimate holds for all T ∈[0, TBoot):
∥⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L∞([0,T ];L2xL2v)
+ ∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L2([0,T ];L2xL2v)
≲ ε2(1 + T )2∣β∣(1+δ) + ∑
∣β′∣≤∣β∣,∣σ′∣≤∣σ∣
∣β′∣+∣σ′∣≤∣β∣+∣σ∣−1
∥(1 + t)− 1+δ2 ⟨v⟩να,β′,σ′ ⟨x − (t + 1)v⟩ωα,β′,σ′∂αx ∂β′v Y σ′g∥2L∞([0,T ];L2xL2v)
+ (1 + T )2(1+δ) ∑
∣α′∣≤∣α∣+1
∣β′∣≤∣β∣−1
∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να′,β′,σ⟨x − (t + 1)v⟩ωα′,β′,σ∂α′x ∂β′v Y σg∥2L2([0,T ];L2xL2v).
Here, by our convention, if ∣β∣ + ∣σ∣ = 0, then the last two terms on the RHS are not present.
Proof. We just apply Proposition 7.17 with η = 1
4




∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L2([0,T ];L2xL2v).
Since η is fixed, Cη is just a constant depending on d0 and γ. We thus get the desired
inequality. 
Proposition 7.19. Let ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10. Then the following estimate holds for all T ∈[0, TBoot):
∥⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L∞([0,T ];L2xL2v)
+ ∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L2([0,T ];L2xL2v) ≲ ε2(1 + T )2∣β∣(1+δ).
Proof. The proof proceeds by induction on ∣β∣ + ∣σ∣.
Step 1: Base Case: ∣β∣ + ∣σ∣ = 0. Applying Proposition 7.18 when ∣β∣ + ∣σ∣ = 0, the last two
terms on the RHS are not present. Hence we immediately have
∥⟨v⟩να,0,0⟨x − (t + 1)v⟩ωα,0,0∂αx g∥2L∞([0,T ];L2xL2v)
+ ∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩να,0,0⟨x − (t + 1)v⟩ωα,0,0∂αx g∥2L2([0,T ];L2xL2v) ≲ ε2.
Step 2: Inductive step. Assume by induction that there exists a B ∈ N such that whenever∣α∣ + ∣β∣ + ∣σ∣ ≤ 10 and ∣β∣ + ∣σ∣ ≤ B − 1,
∥⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx∂βv Y σg∥2L∞([0,T ];L2xL2v)
+ ∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L2([0,T ];L2xL2v) ≲ ε2(1 + T )2∣β∣(1+δ).
Now take some multi-indices α, β and σ such that ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10 and ∣β∣ + ∣σ∣ = B. We
will show that the estimate as in the statement of the proposition holds for this choice of(α,β,σ).
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By Proposition 7.18 and the inductive hypothesis,
∥⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L∞([0,T ];L2xL2v)
+ ∥(1 + t)− 12− δ2 ⟨v⟩ 12 ⟨v⟩να,β,σ⟨x − (t + 1)v⟩ωα,β,σ∂αx ∂βv Y σg∥2L2([0,T ];L2xL2v)
≲ ε2(1 + T )2∣β∣(1+δ) + ∑
∣β′∣≤∣β∣,∣σ′∣≤∣σ∣
∣β′∣+∣σ′∣≤∣β∣+∣σ∣−1
∥(1 + t)− 1+δ2 ⟨v⟩να,β′,σ′ ⟨x − (t + 1)v⟩ωα,β′,σ′∂αx ∂β′v Y σ′g∥2L2([0,T ];L2xL2v)
+ (1 + T )2(1+δ) ∑
∣α′∣≤∣α∣+1
∣β′∣≤∣β∣−1
∥(1 + t)− 1+δ2 ⟨v⟩ 12 ⟨v⟩να′,β′,σ⟨x − (t + 1)v⟩ωα′,β′,σ∂α′x ∂β′v Y σg∥2L2([0,T ];L2xL2v)
≲ ε2(1 + T )2∣β∣(1+δ) + ε2( ∑
∣β′∣≤∣β∣
(1 + T )2∣β′∣(1+δ)) + ε2( ∑
∣β′∣≤∣β∣−1
(1 + T )2(1+δ)(1 + T )2∣β′∣(1+δ))
≲ ε2(1 + T )2∣β∣(1+δ).
We thus get the desired result by induction. 
Proposition 7.19 also completes the proof of Theorem 4.1.
8. Proof of Theorem 1.1
Proof of Theorem 1.1. Let
Tmax ∶= sup{T ∈ [0,∞) ∶ there exists a unique solution f ∶ [0, T ] ×R3 ×R3 to (1.3) with
f ≥ 0, f ∣t=0 = fin and satisfying (3.1) for Nα,β = 20 − 1
2
(∣α∣ + ∣β∣)
such that the bootstrap assumption (4.3) holds}.
Note that by Corollary 3.3, Tmax > 0.
We will prove that Tmax =∞. Assume for the sake of contradiction that Tmax <∞.
From the definition of Tmax, we have that the assumptions of Theorem 4.1 hold for TBoot =
Tmax.
Therefore, by Theorem 4.1 (with ∣σ∣ = 0) we get
∑
∣α∣+∣β∣≤10
∥⟨x − (t + 1)v⟩20− 12 (∣α∣+∣β∣)⟨v⟩20− 32 ∣α∣− 12 ∣β∣∂αx ∂βv (ed(t)⟨v⟩f)∥L∞([0,Tmax);L2xL2v) ≲ ε. (8.1)
Take an increasing sequence {tn}∞n=1 ⊂ [0, Tmax) such that tn → Tmax. By the uniform
bound (8.1) and the local existence result Corollary 3.3, there exists Tsmall such that the
unique solution exists on [0, tn + Tsmall] ×R3 ×R3. In particular, taking n sufficiently large,




moveover satisfies (3.1) with Nα,β = 20 − 12(∣α∣ + ∣β∣).
We next prove that the estimate (4.3) holds slightly beyond Tmax. To that end we employ
Theorem 4.1,
the estimate (4.3) holds in [0, Tmax) with ε 34 replaced by Cd0,γε. (8.2)
By the local existence result in Corollary 3.3, for ∣α∣ + ∣β∣ ≤ 10,
⟨x − (t + 1)v⟩20− 12 (∣α∣+∣β∣)⟨v⟩20− 32 ∣α∣− 12 ∣β∣∂αx ∂βv g(t, x, v) ∈ C0([0, Tmax + 12Tsmall];L2xL2v).
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Since Y = (t + 1)∂x + ∂v, for all ∣α∣ + ∣β∣ + ∣σ∣ ≤ 10, we also have
⟨x − (t + 1)v⟩20− 12 (∣α∣+∣β∣)− 32 ∣σ∣⟨v⟩20− 32 (∣α∣+∣σ∣)− 12 ∣β∣∂αx ∂βv Y σg(t, x, v) ∈ C0([0, Tmax + 12Tsmall];L2xL2v).
Using (8.1), after choosing ε0 smaller (so that ε is sufficiently small) if necessary, there
exists Text ∈ (Tmax, Tmax + 12Tsmall] such that (4.3) hold upto Text.
This is a contradiction to the definition of Tmax. Thus we deduce that Tmax = +∞. 
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