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I. INTRODUCTION 
In nany sampling situations certain population information is 
available on auxiliary variables. For example, the mean of auxiliary 
variables may be known. In the case of a two-way table the marginal 
probabilities may be known. For these cases, the estimation of the 
population mean by the regression method will, in large samples, 
increase the precision of the estimator. We express the regression 
n 
estimator in the form Z w.y. , where the w. are functions of the 
i=l ^ 1 1 
auxiliary data. In small samples or nonrandom samples some of the 
regression weights w^ may be negative. Such weights could then 
produce negative estimates for population parameters known to be 
positive. 
A"computer algorithm is developed to compute regression weights 
that are nonnegative. Some asymptotic properties of the regression 
estimator are given. The application of the regression computer 
program to different sampling plans is discussed. 
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II. REVIEW OF TIIH LITERATURE 
A. The Two Way Classification with Known Marginals 
There are many occasions in which statisticians have available data 
from outside sources that can be used to ir.iprove the estimates derived 
from a sample. The estimation of cell probabilities in a tv;o way table 
where the marginal probabilities are known was considered by Deming 
and Stephan (19'rO). A sample of n observations is given on an 
r X s table for which the population marginal probabilities and 
P . are known and fixed. It is desired to estimate the cell probabilities 
• J 
. Deming and Stephan adopted the technique of minimizing the statistic 
r s 
S - S Z w. .(n.. - nP. .)^ , (2-l) 
i=i j=i 
where w. . = n.^ , subject to the restrictions ij ij 
s 
P. = S P. . , i = 1, ..., r , (2.2) 
j=l 
r 
P . = 2 F. . , j = 1, .. , s-1 . (2.3) 
i=l 
The reason for choosing weights given by the reciprocal of the 
sample frequency was explained in Deming's book (l9^3> P- 102/: "Strictly, 
in random sampling, the reciprocal of the weight of n.. is n P.. Q.. , 
° " ij ij 
which is nearly equal to where P and Q have their usual 
connotation. But since factors proportional to the weights may be sub­
stituted for them, it is sufficient to use n^^ as the reciprocal of the 
weights in ceil ij , since the values of do not usually vary much 
over the table". 
By means of Lagrange multipliers Deming and Stephan found the esti­
mators of P. .'s to be 
3-J 
K = p (1 -H X. H- X .) , (2.4) 
J-J i-J — • - J 
where p.. = n. ./n. and the 's and X .'s must be determined from 
• :L. ,j 
the marginal restrictions, Deming and Stephan reduced the problem to that 
of solving s-1 simultaneous linear equations. 
,1 . n. J .1 . n. ".2 * . n. .s-1 .1 . n. 1  1 .  y  1  X .  X X .  X X .  
n. .1 I .2 T n. I .2 " 7 n. :s-r ".2 7 n. 
X  X .  \  X  X .  /  X X .  X X .  
^ n, n. _ n, n. - n, ..m. 
-i xl X,s-1^ . , _ ^ X,s-1 x,s-l\ _ r X,s-1 X. 
. K n T -2. K , = m T -w ————— 
X n. .1 .s-1 . n. .s-1 .s-1 . n. 
X .  X X .  X  X .  
where m . = nP . , m. = nP. , and = n.^ fm. -S n. - 1 , 
.3 -J 1. X. X. X. X. j xj .2 
i = 1, ..., r . Deming and Stephan gave an iterative procedure as a 
quick method of solving the above normal equation. Their iterative 
procedure, for two dimensional contingency table when both expected 
inarginal totals are known, is as follows: 
(1) Make the simple proportionate adjustment according to row marginals. 
where are the sample frequencies, n^. are the sample row marginals, 
and are the knov/n row marginals. 
(2) Subject to these m^^ make a proportionate adjustment according to 
exrpected column marginals 
II I / t \ -1 m.. = m..m .(m'.; 
ij ij -J -J 
The process is continued until the table reproduces itself with the satis­
faction of all the conditions, both horizontal and vertical. Exact and 
iterative methods were also given for 3 dimensional tables. Unfortunately, 
this iterative method does not converge to the least squares solutions. 
Stephan (1942) developed an improved iterative process which yields 
statistics that satisfy the criterion of least squares with arbitrarily 
chosen weights. Stephan's method converges to the values given by least 
squares and is self-correcting. Also his method can be used with any set 
of data and weights for which a least squares solution exists. Stephan's 
iterative method for the 2-dimensional case is as follows: 
(1) Set up a table of the c^^ (reciprocal of weights for ij^^ sample 
frequency) in r rows and s columns. Enter the c^ in the 
s + 1 column, the c . in the r + 1 row. 
• J 
(2) Calculate A. = -f a , A . = d^?^c ^ -r a , where a is an 
0  J  * 3 * 3  
integer which is greater than 2 Maxjd^^^c. or 2Max[d^?^c , 
# J * J 
df"' = m. . - . dW = m. - , d^"' = m . - and n,Ç°'=n. .. 
XJ IJ IJ 1. i. 1. .J .J .J IJ IJ 
(3) Calculate uf^^ = A. - 2 ^  
1. 1. 
5 
(o^ 1—1 ^ * (4) Calculate u . = A . 
•J c . 
j — ^) 2) #•#3 S « 
(3) 
(5) Calculate u. = i = 1, 2, ..., r. 
i. 
Z c . . u (2*+l) 
(6) = A , - 7 j = 1, 2, ..., s , a = 1, 2, ..., 
• J * J ^ -
• J 
s c. 
— i = 1, 2, ..., r , c t  =  1 ,  2 ,  . . . .  
± .  
Repeat steps (6), until the differences of successive steps are 
small. -
(7) Compute adjusted frequencies 
m9^^ = c. -r u^?^ - a) -r n. . . 
IJ IJ' 1. .J IJ 
Stephan proved the iterative procedure converges to the least squares 
solution, and the iterative method for the 3-dimensional case was also 
given. 
Deming and Stephan's weighted least squares approach assumed the 
sampling errors in the observations were uncorrelated. Therefore the 
criterion of least squares that they used is to "minimize the sum of the 
weighted squares of the residuals, where the weight of each observation 
is inversely proportional to its sampling variance." This assumption of 
uncorrelated errors was criticized by Smith (19^7, p. 24$). Smith said, 
"This assumption of uncorrelated errors is not applicable to sample 
frequency problems, of course, because the sample frequencies are cor­
related with each other in such a way that the reciprocals of the ideal 
least squares weights are not proportional to the sampling variances 
n P. . Q. . but rather to the expected frequencies nP.. which appear in 
the denominator of chi-square". Smith showed the equivalence of the 
methods of least squares, minimum chi-square and maximum likelihood method 
from practical point of view. Smith derived the maximum likelihood esti­
mator of in an r x s contingency table with both marginals known 
as follows: 
+  b . ) -
where the a. 's and b.'s are a set of r -r s unknowns which must be 
1 J 
determined from the marginal probability restrictions. The solution is 
not linear in these unknowns and there is no direct way to determine 
them. Smith developed an iterative method which converged to the maximum 
likelihood estimates. The method of proportional distribution of marginal 
adjustments was developed. 
By taking advantage of the covariance structure of sample frequencies, 
El-Badry and Stephan (1955) derived the generalized least squares esti­
mators of two way contingency tables given known marginals. They showed 
that the normal equations for the generalized least squares estimators 
are approximately equivalent to the maximum likelihood equations. Using 
a different estimation criterion, known as minimum discrimination infor­
mation, Ireland and Kullbach (l$68) derived a minimum discrimination 
7 
information estimators P|"^ , which minimize the discrimination information 
l(P;p) = E 2 
i=l j=i J 
subject to the marginal side conditions; 
'ij • = =i : tjPij ' - °j I Pij • 
-1 f ,  
where p.. = n..n , the a. s and b. s are determined subject to the ij 1 J 
marginal restrictions. Adopting Deraing and Stephan's (ig^O) iterative 
technique, they gave an iterative procedure as follows: 
Let b^^^ = 1 , ¥j=l, s, and p. = n. /n, then 
p(3) = p_ (p(2))-lp(2) = a(2)b(2)p.. , 
ij 1. 1. / ij 1 J 
= P .(p[2))-lp(2) = ^(2)^(2) _ 
ij .J 1. ij X j -XJ 
p(2n-l) ^  (p(2n-2)\-lp(2n-2)^ ^ (n) ^ (n) ^ 
p(2n) = p ( (2n-l))-lp(Sn-l) = ^ Çn) ^(n+l) 
ij -J -J iJ 1 ] iJ 
etc. 
They showed that the iteration will converge, that is, 
p(?) -> P*. , -) a. , b9^) -> b. as N 4» = , 
iJ 1] 1 1 J J 
and demonstrated that the convergence is geometric. This result argues 
in favor of the iterative procedure as a practical technique. They also 
8 
showed that these estimates are best asymptotically normal (BAN). Ku and 
Kullback (1958) investigated iteration in multidimensional contingency 
tables from the information theory point of view. The hypothesis of no 
r^^ order interaction is defined in the sense of a hypothesis of "gen­
eralized" independence of classification with fixed r^^ order marginal 
restraints. For a three-way table, with given cell probabilities p^^^, 
the minimum discrimination information for a contingency table with 
marginals P.. , P , and P. , is given by the set of cell probabilities 
XJ» # J K 1., K 
P*., = a..b c.,p. , where a.. , b., , and c., are functions of the 
ijk ij jk itc ijk ij ]k ik 
given marginal probabilities. An iterative procedure for estimating P'^ 
with given marginals, and testing different order of iteractions for two-
to four-way tables was given. A brief description for a program in 
Fortran V for this iterative computation was given. Ku, Varner, and 
Kullback (1971) gave a procedure for analyzing multidimensional contin­
gency tables based on the principle of minimum discrimination information 
estimation. The procedure is similar to the forward type of regression 
analysis. The procedure is applied to the problem of data adjustment 
given marginals, to the testing of hypotheses, and to estimation and 
testing of second and higher order interactions. An algorithm and an 
exaniple of an iterative procedure ware given for the 3-way table. They 
claimed: "The principle of minimum discrimination information estimation 
provides regular best asymptotically normal estimates. For the procedure 
discussed herein with observed marginals as the given constraints, the 
P*-table provides maximum likelihood estimates. The minimum discrimi­
nation information statistic 2nl(P-^;p) is asymptotically distributed as 
under the corresponding null hypothesis." 
Grizzle, Stamier and Koch (19^9) using the generalized least squares 
approach analyzed categorical data for samples from s multinomial dis­
tributions having r categories of response. They defined u functions 
of the unknown true cell probabilities for which the matrix of first 
derivatives with respect to P.. uv to second order is of rank u . ij 
Linear relationships and logarithmic relationships among the P\.'s 
cover most applications. A general noniterative-procedure is described 
for fitting these functions to a linear model, for testing the goodness-
of-fit of the model, and for testing hypotheses about the parameters. 
They felt that this unification of the analysis of categorical data by 
weighted regression was worthwhile because of the simplicity with which 
models and hypotheses can be formulated and tested. They claimed the . 
computing was greatly simplified. Their procedure was programmed for 
both tha IBM II3O and IBM 36O/75. 
B, Regression Estimation for Sample "Surveys 
The linear regression estimator is designed to increase precision by 
the use of an auxiliary variate x. which is correlated with y. . When 
1 1 
the relation between y^ and is approximately linear and the line 
does not go through the origin, an estimate based on the linear regression 
of y^ on x^ is suggested. 
We shall consider a population consisting of N pairs of elements 
(x^, y^) , i = 1, ..., N , where the x characteristic will be used as 
an auxiliary variable. We assume that the population mean X is known 
and a simple random sample of n pairs (x^, y^) is drawn from the 
population. The linear regression estimate of Y , the population mean 
10 
of the J is given by 
= y ^ - %) (2.5) 
where y and x are the sample means, and b is an estimate of the 
regression coefficient of y on x<. Although, in most applications, 
b is estimated from the results of the sample, it is sometimes reason­
able to choose the value of b on the basis of a priori information 
about the population. Let b^ be such a predetermined constant. Then 
the estimate 
y^ j. = y + (X -  x)  (2.6) 
is unbiased, with variance 
^ - 'Vyx ' (2.7) 
where f = n/N, and are the variances of y and x respectively, 
and is the covariance of y and x . Note that no assumption is 
required about the relation betv/een y and x in the finite population. 
The optimum value of b^ is obtained by minimizing Var(y^^) with 
respect to b and is 
o 
N 
S (y - Y)(x - X) 
b = . (2.8) 
° N 
Z (x, - X)2 
i=l ^ 
The resulting minimum variance is 
11 
where p is the population correlation coefficient between y and x . 
If b must be computed from the sample, an effective estimate is the 
familiar least squares estimate of B , that is. 
b = 
n _ _ 
E (%. - %)(y. - y) 
i=l 
z (x. _ 
i=l 
Consider the following linear model: 
y. = Y + B (x. - X) T e. 
-'i X I 
where the x.'s are observable without error. 
E (e.|x ) = 0 , 1' 1 
1 -r E 
n(x - X)2 
Z (x. - x)-
i=l 
If the x*s are normally distributed. 
Var(yj^) = (l + " 
(2.10) 
and E (e?)%.) = for all x. . i' 1 e i 
It is then known that the linear regression estimator y^^ of 
the population mean Y is unbiased, with variance 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
J&r' n 
In sample surveys, it is frequently unrealistic to assume that such a 
model is satisfied by the data. If the model is not satisfied, y^^ 
will be biased, and the bias of y^^ is -Cov(b,x) . Without 
assumptions (2.I2) and (2,13) iri model (2.II), Cochran (I963) gave the 
large sample bias and variance of as 
Bias(7^^) = -eT , 
nS^  
X  
var(7,^ ) = !L^  S (1 . p.) , 
where p~ is the squared correlation between x and y . Williams 
(I95S) considered the construction of an unbiased regression estimator. 
He split the sample into r mutually exclusive and exhaustive groups 
and assumed the sample size n to be a multiple of r . Estimates 
were computed for each group, where 
'itf = y + %;(% - - TT-Î • - y - - :)] . 
and t^(g) denotes the estimate computed from the group, , 
and b^ are, respectively, the sample means of y, x, and regression 
coefficient of y on x obtained from the i^^ group of size — . 
These r estimates are averaged to provide an unbiased estimate of Y 
which is more efficient than the estimate tj^(g) , i=l, ..., r alone. 
Let this average be where the subscript r refers to the number 
of splits of the sample. 
. b (X - x) . ^  _ b)(;, - . 
_ 1 r 
where b = — E b. . 
r i=l ^ 
When the x's are normally distributed, the variance of is given by 
Var(l_^ ) +  ^
13 
The variance of given in (2.I5) is 
+ s-r?] • 
Then the relative efficiency of T toy. is 
r •' JLr 
Var(y^^y n - 2 . 3^"^ - r(n + 2) ^  n n ^  ^ 
— ' 5_ J» 
Var(T^) n - 3 5^" - r(n -i- U) -f n 
which, for fixed r , tends to 1 as n increases. 
Fuller and Johnson (I968) derived a nearly unbiased regression 
estimator by investigating the asymptotic bias of the ordinary regression 
estimator y^^ . They gave the large sample bias and mean square error 
•=£ as 
E(y, - y) = - — j(— + —ECz^ e) — E(z^e) —[EC2^ e)E(z^ ) 
( n n^ S^n^ S n^ 
X  X X  
+ 2 e(z^) E(z^e)]|+ 0(n"2) , 
§1 1 (^83 §0 -
M.S.E. (y. ) . ^ sf + (E(22e))2 -i- (-^ E(22e2) f 2g sj 
a e 2^ 2 (^ i, gs 3 e 
X  
+ -57^ e(2^) E(ze^) 1+ 0(n , 
^ ; 
where 2 = x - X , 
N - n 
®1 - N - 1 ' 
_ (N - n)(N - 2n) 
^2 (N - lj(N - 2) ' 
14 
(n - l) N (N - n)(N - n - l) 
nCN - IjCN - 2j(N - 2) 
Fuller constructed two regression estimators whose bias is 0(n . 
He estimated the first term of the bias of by 
Zz~e - eEz^ - Zz^(z - z)(b - B) 
— â = — —' — " ) 
nSz^  nSz^  
where 
ê = y - y - b(z - z) 
= e - e - (b - B)(Z - z) . 
He defined the estimator 
y^ = y - bz -r g^a , 
and gave the bias and mean square error of y^ to 0(n as 
EG, - ^ I' ' :  - E(A) .  (E(.^e)H(= 
2 n2 S2 S • • 
X X X 
+ 2E(z3) E(z'e)) C(n"2) , 
§1 1 - 3gf g, - 2gp -i- 2g? 
M.S.E. y_ =  -1 S2 1 [E(z2e)]2 4-^ § ^  ECz^e^) 
2(g, - g?) ^ ) 
+ sCgg - gf) 4- ^ — E(Z^) E(ZE2)\ + 0(n 
S 
X 
The difference between the asymptotic M.S.E, of the common estimator and 
the estimator y^ (ignoring the finite correction terms (f.c.t.)) 
15 
M.S.E.(y ) - H.S.E.(y ) = — .j -2F.(z^e^) ^ ^^2^2 
2 2,2 f g2 e g4 
X  X  
+ \ (E(z2e))2 + OCn-3) . 
s"" ' 
X  
He concluded that if e and z are independent, the mean square errors 
are equal. He preferred y^ to y^^ because y^ has less bias if the 
regression is nonlinear. 
An alternative adjustment for the bias in the common regression 
estimator was constructed by noting that 
b -  2 ! *  _;%)  
is approximately uncorrelated with x . Thus he suggested. 
y = y - b 2 -r — n^ a — 2 
The large sample formula for bias and K.S.E. of y^ to order 
n ~ and ignoring the f.c.t. are as follows: 
1 E(z^ e) 2E(z~e) E(z^ ) k E(z^) E(z^e) 
E(y, - Ï) = - - —ï „ o 
n"^  S n"^  S n"^  S 
X X  X  
, 12 [E(z3)l E(%2e) 
X  X  
16 
Thus, for symmetric x populations and moderate sized n , y^ 
will have a larger bias than y^ . To order n , M.S.E. (y ) is 
less than M.S.E. (y^) . For some x populations and nonlinear 
regressions of y on x , M.S.E.(y^) is less than M.S.E.(y^^) . 
Johnson (lySj) gave a Monte Carlo study based on a quadratic model. 
The study covered >: normally and exponentially distributed. For 
moderate sample sizes the Monte Carlo study supported the asymptotic 
theory of Fuller. 
A quick estimator of the linear regression coefficient was intro­
duced by Wald (l9^0) and later discussed by Nair and Shrivastava (1942), 
Nair and Banerjee (1942), and Bartlett (194-9)- For fitting a straight 
line to a set of pairs (%_, y^) in the l%;o dimensional space, wald 
suggested the following method. Split the sample into two halves on 
the basis of the x variables by arranging the x's in ascending 
order, and taking the observations in the lower half as one group and 
the observations in the upper half as the second group. The estimator 
of the regression coefficient is the ratio of the differences of the 
means of x and y for the two groups. Later Nair and Shrivastava 
and Bartlett, independently, showed that it was not optimum to split 
the sample into two groups but higher efficiency could be obtained by 
a split into three groups. With three groups the regression coefficient 
is estimated as the ratio of the differences of the means of the two 
extreme groups. Bartlett sho-.vs t'nat the efficiency of this estimator 
of the regression slope to the least squares estimator is about 8/9 for 
equally spaced x variables. This result was also obtained by Nair 
17 
and Shrivastava. 
Fuller (1968) compared the ratio and regression estimators. The 
ratio estimator can be written as 
_ n 
, 
where w = (nx) . The regression estimator can be written as 
_ n 
Hr = f • 
where 
1 (X -  -  x)  
w. = — -r , i = 1, ..., n . 
in n 
Z (x. -
i 
Fuller pointed out that "the regression estimator has several 
desirable properties when used in large scale surveys where a large 
number of estimates and cross tabulations are to be computed- In 
particular: (l) The weight once computed can be applied to all charac­
teristics. (s) The sample weights applied to the x-characteristic 
yield the true mean (or total) of x . (3) The sum of the sample 
weights for estimating the mean is 1 (or N if we choose to estimate 
population totals). (4) The efficiency of a cell mean or total is 
never decreased (to terms of order n ^)." 
He observed that property (l), being true for all linear estimators, 
is true for both the ratio and regression estimators. Likewise, property 
(2) is true for both the ratio and regression estimators. However, 
property (3) holds only for the regression estimator, since the sum of 
18 
Ti­the ratio weights is x A. he unit sum of the weights for the 
regression estimator means that it is invariant to change in scale and 
II -1 location. Finally he commented, to terms of order n , the regression 
estimator is never less efficient than the simple mean, a property not 
enjoyed by the ratio estimator. This property is of considerable impor­
tance in cross tabulations, since in this case the intercept of the 
regression line may deviate considerably from zero." 
The ordinary regression weights 
2 (X - x)(x^ - x) 
w. = — 
in n 
z (x, - x)2 
i=l 
for fee i^ sanple observation may be negative when the sample is small 
or is nonrandom. Fuller used grouping methods to insure positive 
weights. One of the simplest grouped estimators he gave is obtained 
by dividing the population into two parts on the basis of the mean of 
the x-characteristic. The first group of n^ elements contains all 
elements with an x-value less than or equal to X , and the second 
group of Ug elements contains all elements with an x-value greater 
than X . Assuming that neither group is empty, the weights w^, w^ 
are then determined by the following two equations: 
"i -}• Wg = 1 
+ V(2) = ^  • 
19 
and it follows that 
'lEl w 
^ * (2)  -  =(1)  
2 -
*(2)  -  =(1)  
where 
is the sample average for the first group, and 
^(2) sample average for the second group. 
The estimator for Y will be 
Kf^\ - X X / , \ - X  
yg = = y(i) - = >-(2) 
=(2)  -  =(1)  =(2)  -  * (1)  
or in the more familiar form 
"(2)  '  *(1)  
An equivalent form which demonstrates that the grouped estimator is a 
weighted regression estimator is 
I. ("i -
® n (x - X)2 
E 
i=l n.(|x^ - X|) 
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where 
n. = n, if X .  S X 
il 1 
= rig if > X . 
The expectation and variance of the grouped estimator (ignoring the 
f.c.t.) are 
_ _ Cov(x,,u ) - Cov(x^,u ) 
E(y, - Y) = M _ \ ^ o(n-2) , 
"(* (2)  -  %(! ) )  
Var(y ) = n - 2 ô a 4- 6~cr^) + 0(n ~) , 
g y yx X  
where 
= y^j - Y - - X) , i=l, 2 
6 _ ^ (2)  '  ^(1)  
%(2) - X(l) 
Fuller concluded that "to this level of approximation the variance 
of the grouped estimator is never less than the variance of the least 
squares estimator. However, the bias of the grouped estimator may be 
smaller than that of the common regression estimator." 
Williams (1958) has discussed the regression estimator when p 
auxiliary x-variables are available. The finite population of N 
elements is represented by the set of ordered p 4- 1 tuples 
(y.j X,.1 X --•» X .) 5 j—-> •••5 N 
J - -"-J cJ PJ 
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A sample of n of these tuples is then drawn without replacement from 
the population. The population means of x-variables, are assumed 
to be knoTO. The ordinary regression estimate is 
y^r = y " 
where b is an p x 1 vector of sample least squares regression 
coefficients. 
X - X is an 1 x p vector of the differences between population 
means X. and sample means x. . 
J J 
Let 
Yi = Y + Qli. - 1)2. ^  ' 
where 
B_ is an p x 1 vector of multiple linear regression 
coefficients, 
- X) = (x^^ •••' " Xp) ' 
E(e?Ix. ) = for every i , 
and the x^ ^'s are observable without error. Ignoring the finite 
population correction, the conditional variance of y^^ for a fixed 
set of X .  *s is 
• 
Jx_. 's) = E{[y H- ( x  - x) b  -  Y ] - }  
XX —z. • — — — 
22 
= E{[e + (X - x)(b - B)]2} 
I. _ 
= — + (x - X) E [(b - 3)(b' - B')](x - X)' 
_ _ _ 1 _ _  
= - r  +  s 2(% -  x )  [ ( x  - x)'(x - x)]" (x - x ) '  
where (X - x)'(X - x) is a p x p symmetric matrix of the sums of 
squares and products. 
If it is assumed that x follows a multivariate normal distri-
bution with mean X and variance - covariance matrix 2 , the 
statistic —^ fElE] ig distributed as the central F distribution 
n-1 p 
with p and n-p degree of freedom, where 
= n(n - l)(x - X)[(X - x)'(X - x)] ^ (x - x ) '  -
It follows that 
=vrv ^ rr = ,P .  -P E[(x- x ) [ ( x  -x) ' ( x  -x)]~ (x -X)'] =e[^P7] = 
Therefore under the normality assumptions the unconditional variance of 
+ (n-p-2)' 
Mickey (1959) has given a class of unbiased ratio and regression 
type estimators using a conditional argument. He notes tliat for any 
choice of constants a^) . ., a^ , the estimator 
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is an unbiased estimator of Y , where y and denote sample 
means of a sample of n observations. He also observes that for any-
choice of a of the sample elements, & < n , the remaining n - Q 
elements constitute a random sample of size n - c% from the finite 
population of N - cc elements. Consequently, the coefficients 
can be chosen as functions of a selected elements and an estimator 
of the n - a elements constructed from the sample of size n - # . 
Mickey defines an estimator u as follows: 
a 
"a n - Of i^'^a n-or N-a ' 
where Z denotes the ordered set of observations on the first a 
a 
sample elements and y(a) , x^(a), Xp(oJ are the sample means 
of the first a sample observations. Then 
EKizJ . % - . a' Q : N - C  
An unbiased estimator of Y is 
(N - G:)U -r cyy{ot) 
t = 
a N 
It is possible by choosing different forms of the a^(Zg^ to 
2h 
generate different types of estimators. Several estimators are considered 
by Mickey. One for the case of p = 1 is 
a _ 
Z y. (x - %(%)) 
a ( Z ^ )  =  ^ ,  
S (x. - x(c:))^ 
i=l 
which is the familiar least squares estimator computed for . In­
serting b^ into the y^^ equation, one obtains an unbiased regression 
estimator of Y as follows: 
Co = ; + bjx - ÏÏ) - ^ ^(?cc) - ? - - ?)). 
To construct an unbiased estimate of the variance for estimators in 
the class of y^ , it is convenient to introduce a slight notational 
change by explicitly displaying the size of the sample upon which the 
estimate is based. Let t(&;, n) denote the estimator t^ based upon 
a sample of size n . Then if 0 < < ... < = n , the 
estimates t(o£j^, a^), t(o^, o:^), ..., t(o;^, n) are mutually un-
correlated and are unbiased estimates of Y . Therefore 
r 
t = - ^  
r 1=1 
is an unbiased estimate of Y and an unbiased estimate of the variance 
of t is given by 
Var(t) = " 
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Olkin (1958) extended ratio estimation to the multiauxiliary 
variables case. The proposed ratio estimate of Y is 
y = w^r X- + —  - r  w r X 
1 1 1  P  P  P  
where (w^, w ) are weights, = 1 V and r. = ''— 
1 — 
X . 1 
He showed this estimator is biased, but consistent. A large sample 
approximation for the mean, variance, and mean square error to 0(n 
was given. Asymptotic normality of y was proved for both finite 
and infinite population. An optimum weight vector was presented. Com­
parisons between mean estimation using simple random sampling and ratio 
estimation and between univariate and multivariate ratio estimation are 
made. For stratified sampling, separate ratio estimators and combined 
ratio estimators are given. 
Raj (19^5)» using the same approach as Olkin, studied difference 
estimators. The estimator of Y for a simple random sample of size 
n is 
P 
M = 2 w. t. , 
i=l ^ ^ 
where 
t^ = y - a^(x^ - X^) , 
and y, x^ are the sample means of y and x^ respectively, and 
a. are fixed constants. The estimator M is unbiased. The exact 
variance and unbiased estimate of the variance were given by Des Raj. 
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The optimum weights were given. Extentions of M to double sampling 
and sampling on two occasions were also given. 
Husain (I969) modified the usual linear regression estimation theory 
for p auxiliary variates. He used quadratic programming to obtain 
positive regression weights . His procedure for constructing 
positive regression weights is as follows: 
Step 1: Compute the least squares regression weights w^ by 
using 
w = n ^ 1 - (x, - X)[(X - x)*(X - x)] ^ (X - x) ' 
where 
(i) V7 is a 1 X n vector. 
(ii) X is a n x p matrix of observations on the p auxiliary x 
variables. 
(iii) X and x are 1 x p vectors of population and sample mean 
respectively. 
(iv) ïT is n X p matrix with x. as the ij^^ element. 
— J 
(v) 1 is the 1 X n row vector. 
Step 2' Calculate the value of y using the following relations: 
a = 
a (n - p - 2)R^ 
Y  =  r :  =  '  
^ P(1 - R^) 
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step 3* Use quadratic programming to compute regression weights 
by minimizing the quadratic function 
.  y  =  w w '  - r  Y ( x ' w '  -  X * ) ' [ ( X  -  x ) ' ( X  -  x)]~^(x' w '  -  X ' )  ,  
subject to the restrictions 
n 
(i) Z = 1 , 
i 
(ii) a <: b , b>a>0. 
For practical applications, an estimate of R can be used. The 
positive values "a" and "b" involve an element of arbitrariness. His 
modified regression estimator possesses two desirable properties: 
(i) The bias of his estimator will always be less than or equal 
to that of the ordinary regression estimator. 
(ii) The estimator will generally give a smaller variance than 
that of the ordinary regression estimator. 
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III. ESTIMA.TION OF CELL PROPORTIONS IN AN r x s TABLE 
A. Generalized Least Squares Estimation of P.. 
ij 
We consider estimating by generalized lersc squares the entries 
of an r X s contingency table with known marginals. Suppose that a 
sample table is constructed from a simple random sample of n obser­
vations. The parent population is assumed to be multinomial with the 
probability for the cell of the i^^ row and column given by 
P^. . Let p^j be the sample proportion in the ij^^ cell. Then 
P = P + e , (3-1) 
where 
xs an Z - (Pii' Pis' '21' "" °2s' Pr,s-l)' ^ 
(rs-l) X 1 vector, (3.1a) 
^^11' '**' ^ Is' ^ Pl' *•*' ^ 2s ' ^r,s-l^ ' (3*2) 
and e denotes the vector of the deviations of the observed proportions 
frOTTi frhe expected proportions. It is well-known (Mood and Graybill, I966, 
\ -1 
p. 239J that the covariance matrix of p is n V , where V is 
V = {diag [P] - P P'} . (3:3) 
Suppose the marginals of the two way table (P\^, - ,j' i=l> •••> 
r, j=l, s) are known from other sources. Also assume that V_ is 
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known. We wish to use this information in the estimation of cell pro­
portions . 
The generalized least squares estimator P is found by minimizing 
9 - fe - Ï.)' (E. - I) • (3.k) 
with respect to ? , subject to the side conditions 
Si*. j — 1) s-1 , (3*5) 
1J ' J 
2 P. . = P. , i = 1, .. r-1 , . (3.6) 
j 1J 1. 
Notice that we implicitly used the restriction 
z  z P., = 1 (3.7) 
i j 'J 
in (3.4). By restrictions (3-5)? it is clear that for each j , there 
are only (r-l) f\j's that need to be determined, the remaining one 
being determined by the restriction. Hence, after using (r-l) + (s-l) 
restrictions, ç can be expressed as a function of (r-l)(s-l) P^j's . 
Let these (r-l)(s-l) be denoted by the vector 9 , where 
9.= (P^, ' ^2,s-l' ***' ^r-1,1' **•' ^ r-l,s-l^'' 
Therefore equation (3.I) after imposing conditions (3*5)5 (3-^)' be 
written as 
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where W and d are known matrices, determined by the side conditions. 
If we consider the in the first (r-l) rows, and the first 
(s-l) columns then 
W = 
0 
A  
0 
0 
0 
0 
A = 
0 
B 
0 
1 
0 
B 
A 
B 
B = 
-1  
0 
0 
-1 
- 1  . . .  - 1  
d = (O, ..«, 0, P- , 0, ..., 0, P , ..., 0, « ., Oj P n 
p V 
.,s-l^ 
where W is an (rs-l) x [(r-l)(s-l)] matrix, ^ is an s x (s-l) 
matrix, B is an (s-l) x (s-l) matrix, and d is a column vector 
of size (rs-l) . Therefore the generalized least squares estimator 
9 is found by minimizing 
= (s. - E. 1 ' YT (E. - 1 - É) ' 
with respect to 6 . It is equivalent to minimize V* , where 
(3.9) 
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Û* = -2 P* v"^ W 0 + e' w' v'^ W 9 + 2d' V~^ W 0 . 
Taking derivatives of w.r.t. 9 and setting thtm equal to zero, 
we obtain 
— = - 2 W' V"^p -r 2 W' V'^ W 8 -r 2 W' V"^ d = 0 , 
B8 -
and it follows that 
i = (w' I ^ w)"^ w* (&- d) . (3.10) 
The elements of 0 are estimates of the P..'s , i=l; r-1, j=l, 
— ij 
s-1 . The remaining estimates of I\j's are obtained from the 
side conditions (].=), (S*?)- fact, from equations (j.l) and 
(3.8) 
P = W 0 + ^ 5  ( 3 . 1 0 a )  
where 9 satisfy (3.IO). Notice that in equation (3.IO) we need to 
solve (r-l)(s-l) equations with (r-l)(s-l) unknowns. 
Theorem 3.1. Let ^ be defined by (3.IO) 
then 
n^(£ - 9) > N(0,(W' V"^ W)~-) , (3.10b) 
where 
Q- (Pii' ' ^l,s-l' ^ 21' *'•' ^ 2, s-1' ' ^r-1,1 
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W is defined in (3.8) and V_ is defined in (3»3)' 
Proof. The sample proportions p^. defined in (3.I) can be re­
written as 
Since the sample proportions have a multinomial distribution with 
parameters , by the central limit theorem (uilks (I962), p. 259) 
L 
n^e > N (0_, V) as n -> 0° . 
Because 
n^(8 - 0) = n^(w' V'^ W)~^ W V~~ e , 
it follows that 
n^(e - 0) > N(0, (W' V"^ W)'^) as n -> m . 
Since V is usually unknown, in practice we estimate it by V_ , 
where V. is obtained by replacing in defined in (3-3) by 
sample proportions p.. . The estimated generalized least squares 
*^"1 —1 —1 
estimator for 8 is (w' V w) W' V_ (e. ~ • 
The problem of minimizing (3-t) subject to (3-5) snd (3.6) can 
also be accomplished by introducing Lagrange multiples. Let us rewrite 
the side conditions (3-5) and (3.6) in the matrix form 
x'p = p (3.11) 
where 
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1. 
0 
X = 
0 
1 
0 
0 
0 
1 
0 
c 
c 
c 
is an (rs-l) x (r-fs-2) matrix, 
C is an s x (s-i) riiatrix created by deleting the last column of s x s 
identity matrix, 
C* is an (s-l) x (s-l) identity matrix, 
^ is an s x 1 vector with all elements equal to 1 , 
P = (P^^, P^g, Pgi» Pgs' **" ^ rl' ^r,s-l) ' 
Let f = (p - ?)' V.-1 (&- ?) + 2 x; (x; P. - ?) , 
where 1 = A. i-, \ X , ) ' is a column vector of 
x« IT — X# «J. «S—X 
(r+s-2) Lagrange multipliers. Assuming V is a fixed matrix, taking 
derivatives of ilf w.r.t. P , and setting them equal to zero, we have 
— = -2 I  ^ (p - P) 4- 5X \ = 0 . 
cf 
Multiplying both sides of (3-12) by V_ we obtain 
Z ' F = V % 1 ' 
(3.12) 
(3.13) 
P = 2 - V X X (3.14) 
Multiplying both sides of (3.I3) by X' gives 
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x'(E-£) =X' V.XX , 
and herxG 
- 21= (%.' vxj-i X/ (& - p) . (3.15) 
Since ^'P_ = ^  , it follows that 
2L= (X/ vx)"- (& - Ê) , (3.16) 
where E- Pg,' •••' Pr-l.'^.l' P.s-l)' ' 
^ " ^^1.' ^ 2.' ^r-l.'^.l' ^.s-l)' * 
Hence, P = £ - V X (x' V x)'^ (Ë - D . (S-lSa) 
Fro'j equations (j.l^) and (3.I6), we see that we need only solve (r-rs-2) 
equations in (r-rs-s) unknovms for X . Recall that r-fs-2 is the 
number of conditions that we imposed. In (3.IO) and (3.10a) we need to 
solve (r-l)(s-l) system equations. The reduction is sizeable if r and 
s are large numbers. For example if r = 10, s = 10, in equation (3.IO), 
we solve 3l equations, while in (3.I6) we solve IS. 
The solution of (3.10a) is identical to that of (3.16a) under 
regularity conditions. (Widder I96I, p. l35)-
We will investigate the properties of ^ , under the assumption that 
the sample frequencies have a multinomial distribution, and tiiat V is 
known. From the Markoff theorem we know that the least squares estimator 
is unbiased and has minimum variance. 
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Recall that 
s. = t - Ï. -i (X' V x)-^ X' (z-D . (3.17) 
frorn which it follows that 
E(20 = Efe) - vx (x; vx;-i x; (:(&) - ?) =]? . 
. Define X (x/ VXj-1 X' = H , (3.I8) 
and note that 
M' = M , MV M = M , (3.19) 
hence 
I - L = p - (g, - P) = (I - V M)(E,- P) . (3.20) 
and 
E[(P - P)(P - ?)'} 
= (I - VM) E(P - P)(p - P)' (I - VM)' 
= n"^(l - VM) V(l - VM)' 
= n"^(l - VH) V . (3-21) 
From (3.20) 
(P - P) = (I - P) , 
and that the (rs-l) x 1 vector n - P^) is asymptotically dis­
tributed as N(0, V_) for large n , hence we have 
n^(P - Pj > N(0, (X - YM)V) . (3.22) 
The generalized least squares estimate P_ in (3.16a) is a function 
of the matrix V , and the elements of V are functions of the ? . 
Therefore if V is not given from other sources, we have to estimate 
V first. Once we have an initial estimate of V , say , we can 
get the regression estimate of , say , and then use to 
( 1 ) 
estimate V , by V_ , the procedure can then be iterated. 
Define the i^^ iterative generalized least square estimate by 
= p - X)"^ (2 - P) i = 1, 2, (3.23) 
where = {diag[g_]- £, £*} , (3*2^) 
is defined in (3.1a) , 
= [diagE?^"-- ] - ?' '• P^-' } i = 1, 2 (3.25) 
We shall investigate the properties of this iterative generalized 
"(i) 
least squares estimate P 
Consider first 
p(^) = 2. -  x(x' x)"^(£ - F) .  (3.26) 
For notational convenience, we renamed P. . as an array P , ij q 
q = 1, 2, ..., rs-1 . Clearly the elements of V are continuous 
P ( 
Let G. 5 — , i = 1, ..., rs-1 . (3-2?) 
~L OP^ 
From the structure of y_ in (3.24), the elements of the matrices 
functions of for 0 < P < 1 
q q • 
, i=l, rs-1 , are continuous functions of in an open sphere 
S containing P . Hence we may write 
= V + G.(R*)(PI - PI) , (3.28) 
i=l 
where 
is defined in (3.3) , 
'^(0) 
G^(P*) denotes the matrix of derivatives of V with respect to 
p^ , evaluated at points between 2 ^ ^d . 
Thus 
x/ v(o) X = x; vx + z X' c. (psO x (p. - p.)', (3.29) 
i=l 
and 
(x' X)"^ = (x'3«)"^ - (x'vx)"" z X'G^^(P/)X(X'VX)""(P^^-Pj^) . 
i=l 
Since Pi = Pi 4- Op(n-S) , v = 0(l) , G. (^) = 0^(1) , 
X = 0(1) , 
, rs-1 , J_ 
hence (x'vx)' S X'G. (P^)x(x'vx)~ (p.-P.) is 0 ( n ' s )  
^ X P 
thus (X' X)"^ = (^'W~ S-i ' 
where each element of matrix is 0^(n . 
Furthermore 
^/•n) rs-1 
/ X = V X -r E G-(P^)x(p. - P.) 
1=1 
(3.30) 
3d 
= VX H-Rg , 
where =0 (n ® ) 
p 
Kence 
X(X' X)-^ = (V X + Rg)((x'V X)-^ 4. R^) 
= V x(x' V x) '^ + 
where R, = V X R^ + R^Cx' V + R^R^ = 0 (n"^) 
Now 
= P - x(x' (E. - (3-31) 
= 2 - V x(x' V (z - P) - Rg (p - ?) 
= 1+ Sà ' 
where Rj^ = -R^ (g. - ^ ) = • 
Hence 
- D = "•'(£ - V * "% 
= »*(£ - Î.) + Op(n'®) . <3-32) 
and the asymptotic distribution of n~(]P - P) is the same as that 
] ^ 
of n^(? - P) . 
From (3.22) the (rs-l) vector n~\.P^ - P^) is distributed as a 
normal with mean vector zero, and covariance matrix (l - VM)V for large 
n . Hence, for large n , 
- P) > N(0, (I - VM)V) , (3.33) 
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where M is defined in (3.i8) . 
From expression (3*33) know that for large n , the generalized 
least squares estimator ccnstritcted by using the initial approxiniate 
has smaller asymptotic variance than jp because 
E - P)' = n"^(^ - yH)V = n'^(V - VM V) , (3-3^) 
while E (jD - P)(g_ - P)' = n"^ V . (3-35) 
Let us now investigate the properties of ^ . Recall 
= 2 - X(X' d - E) . (3.36) 
Since the elements in V are functions of ^ , from (3-33) 
r 1 ) —r-
? = jP -r Op(n . ilencc, by thn argument used before we can prove 
n^ '(P^ ^^  - P) > N(0, (I^- V^)v) as n -> « . (3-37) 
It follows that 
_ p) & > N(0, (I - VM)V) n -» «, 
for i = 1,2, .... (3* 38) 
We reach the conclusion that, for large n , there is no gain from 
iteration. 
"Cl) 
Note that t: i o  g e n e r a l i z e d  least squares estimator P  ' is identical 
vita Doming and Stephan's (l9^0) least squares solution. The argument 
is as follows : Let 2 = (n', p )' - fP', P )' i.e. Z is an rs x 1 
~ ~ rs — rs ~ 
vector of all sample proportions in the r x s table expressed as 
''(1) 
deviations from the corresponding population proportions. Recall P 
lj-0 
is derived by minimizing 
(Z-L)' ^ (£.-1) . (3-39) 
subject to EP..=P. , i=l, ... r-1 , % ?.. =P j = 1, ... s-1 , j i j i .  
(3.40) 
the Deming and Stephan estimator denoted by P is derived by minimizing 
z' D'^ Z , (3.41) 
subject to E P. . = P. , i = 1, ... r , (3*42) 
j "-J 
2 P- . = P - , j = 1, ... s-1 , 
^ ^ J • J 
where D= [diag(^^)] , = (g_* , p^^)' . (3-43) 
In (3.39) we implicitly use the condition S S P. . = 1 , i.e., we treat 
i j "-J 
P^^ as redundant. Hence, in fact we use r ^  s-1 conditions in (3-39) 
and (3.40). Therefore, if the quadratic form in (3.41) is identical to 
(3.39), the solution in (3-39) 2.::d (3.40) will be the same as that given 
by (3.41) and (3-42). By the structure of V (see Wilks (l9o2), 
p. 262) the qk^^ element of denoted by 
= (pjl + p;J) q = k (3.44) 
= (p^g) q f k q = 1,2, rs-1 
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and 
fe- £)' - p) 
(v. . - P..)2 1 
Z (p. .  .p..)3 
ij^rs p.. 
r s (p. . - P.. 
=  E  Z  — ^ ^  ( 3 . 4 5 )  
i=l j=l p.j 
= £* 2.'^  £ • 
Hence the quadratic form in (3-41) is identical to that in (3-39)> 
"(1) ~ 
and so are the estimators, P^^ and P^^ 
B. }Iaximum Likelihood Estimation of P. . ij 
The likelihood function of a random sample from the multinomial 
distribution with parameters ,  0  < P^^ < 1 , i = 1, r , 
j = 1, s , and sample cell totals n^. , is proportional to 
n. . 
L(?. J = TT TT P.. 
ij i j 
Taking the logarithm of , we get 
r s 
log L(P .) = S E n log P . 
i=l j=l ^ 
42 
Let the marginals of the two way table (P. , P i = 1, r , 
1- • J 
j = 1, s) be known, where 
r 
Z P.. = P . , j = 1, s-1 , (3.46) 
i=l "-J 
s 
Z P = P. , i = 1, r-1 , (3-4?) 
j=l 
and 
r s 
2 2 P. . = 1 . (3.48) 
i=l j=l 
By these constraints, it is clear that there are only (r-l)(s-l) 
uukncv.'n parameters. 
Let 62l"'*'®2,s-l"*"®r-l,l"**'®r-l,s-l^ 
be a vector of the cell probabilities for the first (r-l) rows and the 
first (s-l) columns in the r x s table, then the cell probabilities 
P^j, i = 1, r , j = 1, s , are linear functions of , 
i — 1, •*•, r "1 3 j — a., # » #, s "1 , 
- 8ij , = l,...,r-l, j = l,...,s-l,. (3.49) 
= 'i. - X ' 
1=1 
i — 1) * # * (3.50) 
^rj - ®ij ' J — (3-51) 
3^ 
r-l r-1 s-1 
P = ^  s - ^ ^ ^ ®ii * (3.52) 
rs .s i=i i=i j=i 
Hence log L(?_..) can be written in .terms of S. . by the above 1 
i j ]-J 
relationships, that is 
r-l s-1 r-l s-1 
log L(9. .) = Z Z n log 9.. ^  S n log(P - Z 0 ) 
^ i=l j=l ^ ^ i=l j=l 
s-1 r-l 
4- E n log(P - 2 0 ) 
j=l i=l j 
in ear 
r-l r-l s-1 
n log(P - 2 P. + r S 0, .) - (3.53) 
rs . s i=l i=l j=l 
The maximum likelihood equations, obtained by equating to zero the 
derivatives of log 1(9^^) with respect to 0^^ , are 
n. . n. n . n 
if —4. ^ = = = 0 
A s-1 A r-l « r-l r-l s-1% 
0.. P, - 2 0. . P . - 2 9. . P - 2 P. + 2 2 0.. 
j=l i=l i=l i=l j=l 
X — l)***,r—1, j — !,•••,s —1 • C3•} 
There seems to be no explicit solution to these (r-l)(s-l) nonlinear 
equations. Numerical apprcximaticns to ths cscisator have been 
investigated by Smith (l>47/ and Zl-Badry and Stephan (1955)-
The asymptotic properties of the maximum likelihood estimators 6^^ 
for the parameters in the r x s table with given marginals , are 
obtained by using multinomial theory. The following are some of the basic 
% 
results from Rao'(1965, p. 295~299)-
The probabilities of the multinomial distributions, i = l,...,k, 
(k is finite), are assumed to be functions of 9 = {B-,, 8_, ... , 9 ) , 
~ i ^ q 
q z: k , a,vector valued parameter, belonging to an admissible set 3 . 
The true value, 3*^ , is an interior point of 0 . We consider the 
following assumptions: 
Assumption 1. Given a 6 > 0 , it is possible to find an e such 
that 
0 (8°) 
inf Z TTj^(8 ) log ^ € , (3.55) 
18 - f I > 5 ' 
where {Q - 3*^] is the distance between and 9*^ . 
Assumption 2. The functions rr^Cx,), i = 1,2, k, admit first-
order partial derivatives which are continuous at . 
Assumption 3, The information matrix ^ = (i^^) is nonsingular at 
0 . ^ 1 9 , where i =2 — 
~ j=l "j 
With these conditions, Rao proved the following results: 
Result 1: Assumptions 1 and 2 imply that a maximum likelihood estimator of 
9 exists and converges to ^ with probability one. 
Result 2' Assumptions 1 and 2 imply tliat a maximum likelihood estimator 
can be obtained as a root of the equations 
ÈL 
— 0, X  — 1, • • • , Q  
with probability one. 
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Result 3; Assumptions 1, 2, and 3 imply that the maximum likelihood 
A i A Q 
estimator, S , is such that the asymptotic distribution of ^ ) 
is q-variate normal with covariance matrix that is the inverse of the 
information matrix. 
We apply Rao's results to obtain the asymptotic properties of 
maximum likelihood estimates of 0^^ , i = 1, r-1, j = 1, s-1 
in the r x s table. 
Theorem 3.2. In the r x s table, let the sample cell frequencies 
n^j(i =1, r, j = 1, s) have the multinomial distribution with 
parameter , where 0 < < 1 , and P^^^(i = 1, r, j = 1, ...,s) 
are linear functions of the vector valued ^ , defined in (3.49)5 (3-50), 
(3-5l)j (502), and let 3 belong to the admissible set 
8 = f 8. ., O<0..<15 i = l,... ,r-l) . Let 0*^ be the true value ij ij I — 
j = 1,...,s-lj 
of © . Then the likelihood functions in (3.53) have the following 
properties as n 
(1) a maximum likelihood estimator of 8 , defined by equations (3-53)» 
exists and converges to ^ with probability one; 
, . a 
(2) a r.:a:-:imum likelihood estimator 3 is the solution of the maxinum 
likelihood equations defined in (3-54); 
1 ^  0 
(3) the asymptotic distribution of n~(0 - 9 ) is (r-l)(s-l)-variate 
-1 
normal with mean zero and variance-covariance matrix ^ , where 
r s 1 BP^. . 
I = (i , ) is the information matrix, i , = E 2 ^ • 
~ mk mk . T . T P. . erf 001 1=1 j=l xj m k 
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The explicit form of I , an (r-l)(s-l) x (r-l)(s-l) matrix, is 
I = 
£-11 
E 
E 
where 
-22 
E 
-33 
^r-l,r-l 
£= diag(P^j) 4- (î'j.g)j, , j = l,...,s-l, an (s-l)x (s-l) matrix, 
(3.56) 
J = an (s-l) X (s-l) matrix with all elements equal to one, 
= diag(P^j) -r (P^^)^ , i = l,...,r-l, j = 1,. .. ,s-l, an (s-l) x (s-l) 
matrix. 
F..=C..+E i = 1,...,r-l, an (s-l) x  (s-l) matrix. 
Proof. To prove the stated results we need only check that Rao's 
three assumptions are met. 
For Assumption 1, by the inequality in the information theory (see 
Rao 1965, p. 47) 
S E 
i j 
n P..(3^) n n 
; P, ,(9°) log > r 2 Z ?, ;(3 )[P; Xe 
IJ 
1 J 
IJ -
P. .(6)]2 for 0 < P.. < 1 ij ~ ij 
¥ij 
(3.57) 
For any 6 > 0 , such that |^ > ô , then by (3^9) there will be 
at least one P. . such that P. .(0) & P. .(S*^) . ij ij — ' ~ 
Suppose P^(â) r (3-5?) 
P. . (8^) 
z r p. .(8°) log > I - ?,.(&) . (3-58) 
choose G = ^  ' Since we assume 
0 < P^. <1 ¥-ij , and f thus have for 18__ - 8 | >6 
z E P,.(e°) log > = > 0 , 
hence 
0 inf I z p (e ) log ij,g\ > € . 
18 _ 80| > 6 i j ~ 
Assumption 2 is clearly satisfied, since P^^ is a linear function 
of 8^j . The information matrix defined in (3-5^) is nonsingular, and 
Assumption 3 is satisfied. Hence the properties stated in the theorem 
follow. • 
From Theorem 3-- and Theorem 3-2, it can be seen that the asymptotic 
distribution of the generalized least squares estimator 9^ is the same 
as that of the maximum likelihood estimator 8 because the information 
matrix defined in (3.$6) equals W'V_ . 
h9 
C. The Weight Form of the Generalized Least Squares Estimator of 
The generalized least squares estimator of in the r x s table 
with both mai-ginals known was derived and discussed in section A. Al­
ternatively, we can derive the generalized least squares estimator , 
by finding a set of weights, w^^ , i = l,...,r, j = 1,...,s, such that 
P.. = w.. n.. satisfy the marginal restrictions. 
ij ij ij 
The vector of weights w = (w^^,...,w^^,...,w^^)* is found by 
A 
minimizing ^ Vw_ , subject to the following restrictions: 
r s 
(1) E S w n = 1 , (3.59) 
i=l j=l ^ -J 
r 
(2) 2 w.. n.. = P . , j = l,...,s-l , (3.CO) 
i=l "-J 
(3) Z w..n..=P. , i = 1,...,r-l ,  
j=l 
(3.61) 
where V is the rs x rs sample covariance matrix of n.. , i = l,...,r, 
— ij 
j = l,...,s. The typical elements of V are 
- Pij) • 
V(lj),(km) PiJ Pkm '  (ij) T (km) . 
Now 
(3.&2) 
~ ~ ' " (ij) (J) *(lj)(h.) - "ij • (3-63) 
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where = 1 , if (ij) = (km) 
Hence 
= 0 , otherwise 
w'Vw = n Z w?. p. . - n(r w. . p. .)^ 
ij iJ xj ij 
= S w?. n. . - n ^ (2 w. . n. .)' 
ij ij 
By using constraint (l), we have 
w'Vw = Z wf. n.. - n ^  . (3.6^) 
ij 
Thus the vector of weights can be found by minimizing Z wf. n.. 
ij 
subject to restrictions in (3.59) through (3.61). Let 
— diag(n^j) j i — j — —? * 
X' - (XQ, ^.1''"'' ^ .,s-l) ' 
^ = (n^^,n^,,...,n^^)* an s x 1 column vector, i = l,...,r. 
C. = diag(n..), an (s-l) x (s-l) diagonal matrix, j = l,...,s-l, 
—1 1J 
p = (1, p , p , p p )' = (1, p')' . (3.66) 
J. # # JL #)S—± 
Then the above minimization problem in matrix Lagrange multiplier form 
is : 
Ç = c w - (x; % - ?) . (3.67) 
Taking "the derivative of cp with respect to w and X , and equating 
the derivative to zero, we obtain 
~ ~ S. 2i ' (3'68) 
X ' w = ? .  ( 3 . 6 9 )  
Premultiplying (3.68) by , we have 
X = (X' X)"* ? . (3.70) 
Thus w' = %' (x ' d'^  x)~v d"~ . (3.71) 
Define the orthogonal transformation so that the last r + s - 2 columns 
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in X are orthogonal to the first column in X . Let X^, X,, .. ., X 
— '—' "U —1 ~r+s -2 
be the columns of the X matrix. Define 
% ' = So '3-72) 
il = Ï1 - %% 2.'^ io'"^ ïi B:' % = i,! - ÏO PI. • 
" /"t -1 " \-l "t -1 " 
Zg = & - ïo'ïi 5. ïi 5. ïe = Î2 - ïo P,. . 
^^s-2 S^ts-2 " So ~ Sr+s-2 Sr+s-g "SoP.,s-l' 
In matrix forir.; (3.72) can be vritten as 
X = z T , (3-73) 
vhere 
T = [ I is an (r+s-l) x (r-i-s-l) matrix, (3»7^) 
0 I 
~r-î-s -2, 
and 
E.= ' Pr-1,.' P.l' *"•' P.,s-l)' ' (3-75) 
\ . (3-76) 
° -r+s-2, 
By (3.71) and (3-73/ we have 
)3 
w' = (1, P') (z' d~^  z) ^ z' d"^ 
(1, 1 -% 
0 
~r-rs-2 
-1 
n 1' 
L2<2) 
where 
= (n"b !' + (£- P)' (2(2) a"^  D'^  . (3-77) 
1 is the rs X 1 vector of ones , 
^2) the matrix ^ with the first column ^ deleted. 
Note that (3.77) can be written as follows: 
w' = (n~*) 1' + (P - p)' (z'D z)"^  z' , (3.78) 
where 
Z = X - X is an rs x (r-rs-2) vector. 
X = 
1 0 
0 1 0 C 
0 0 
0 0 
t 9-
0 c 
is an rs x (r+s-2) matrix. 
1 denotes a s x 1 vector of ones. 
C is the identity matrix with the last column deleted, and 
5^  
S- = i E' • 
The element of the weight vector w can then be obtained by 
Wq = + (P. - Ej'fz/D ZO'I 2/ (S-TSO 
where 
q = (1,1), (1,2), (r,s) , 
• * 
Z is the q row of the Z matrix. 
->q — 
Thus the generalized least squares estimator of when both 
marginals are known in the r x s table is 
i^j j ' ^ — l,***,^ , j — l,***,s. 
where w^^ is defined in (3-79)• 
The weights w^^ defined in (3-79) be negative. Such weights 
could then produce negative estimates of the cell proportions known to 
be positive. Using the hypothetical data in Table (3.I), we illustrate 
how negative weights may arise in the estimation of cell proportions. 
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Table 3.1. Men Classified by Smoking and Mortality 
Pipe Siroker Ncnsinoker Total 
Sample 
proportions 
Population 
proportions 
Dead 
^11 
= k 
"12 = : Pi .  = 0-5  P^ = 0 .1  
Alive 
"21 
= 2 
^22 ^ ^ 2 .  = 5  
II 0
 
Pg ,  =  0 .9  
Total 
".1 
= 6 II CVJ a '
 
n = 10 
Sample 
proportions P.l — 0 .6  P.2  = 
• 
Population 
proportions p 
" .1 
= 0 .1  hj
 
À3 I
t 0
 
VO
 
N = 100 ,.000 
The generalized least squares weights defined in (3-79) are 
obtained using: 
F' = (P ,  P .) = (0.1,0.1) , 
1 . .1 
Z' = (PI > P = (0 .5 ,0 .6)  ,  
1 
1 0 
0 1 
0 0 
D = diag(n. .) . 
— ij -
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By direct computation it can be shown that = -0.014, = O. I56,  
Wgi = 0.078,  Wgg = 0.248 and 2%^ = -O.Opo, = O.I56, = O. I56,  
= 0.744. Note that we get a negative weight in cell (l,l), hence 
a negative estimate of the cell proportion, an unreasonable estimator 
for a cell proportion! 
We present in Section IV.C a computer algorithm which will assure 
nonnegative generalized least squares weights. 
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IV. ESTIMATION OF THE POPULATION MEAN AND TOTAL USING 
SE\T-RAL AUXILIARY VARLlBLES 
A. Generalized Regression Estimator - Weight Approach 
Suppose that we have the p auxiliary variables x^, x^, x^, and 
that the population means of these p variables are known. Let a sample 
of n observations be available. Suppose also that we have a weight 
p^ for each sample observation such that 
_1  ^
y» = " 
1=1 
is unbiased for Y , where Y is the population ruian of the characteristic 
y . The set [p.] is such that p. > 0 for all i and S p. = n . All 
summations in this section are over the sample elements and in the 
sequel we omit the range of summation. 
An estimator for Y is the generalized regression estimator, 
+ GÎ - s„)ke . C'-i) 
where X - x = (x, - x_ , ..., X - x ) is a row vector composed of 
— ~w 1 Iw p pw 
the deviations of the population means frcr. their weighted sample means, 
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1^2' ***' ' (^ *3) 
âw = (%iw' ..., , 
- -1 X. = n Ep X , j = 1, ..,, P, jw 1 ij 
X = 3 Xg, •••3 X ) . 
Clearly, the generalized regression estimator can be written as a linear 
function of y , that is, 
where 
w. = p. {n"^ -i- T). } (4.5) 
and 
= (X.- XW)[ZPI(xi, - - 5*)'- (4-6) 
We note that if all p^ = 1, then the generalized regression estimator 
reduces to the ordinary regression estimator y^^ . 
B. Equivalent Form of the Generalized Regression Weights 
In this section we shall obtain an alternative computational fcrrn 
for the generalized regression weights given in (4.$) of Section A . We 
first present the alternative form and then demonstrate equivalence. 
Formula (4.5) is equivalent to 
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"1 in — T"1 
w^=Pi[n + u^][l + nu^] , (4.7) 
where 
= (I - - E)'(Sk. - - D' ' (4-8) 
% = , (4.9) 
and X - X and p. are defined in (4.l). 
~ -W 1 
To show the equivalence of expressions (4.5) and (4.7) let x ^ be 
the n X 1 column vector of sample observations on the auxiliary 
variable, j = 1, ..., p. Define the transformed variables 
• ^2'* "• "p) 
Zi2 = - XgjfXii - ^ 1) -
- *2' " ^2w • (4-1°) 
'ip = S» " Xp)(=i.p-i - ==9-1) - - Vi^ '^ ip " '^ p' • 
The transformed variables, z^j , have the following properties: 
\ = 0 . 
/— — \2 
=1» = : 
and 
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• _1 N 
Z = N  Z  2 . .  = 0  ,  j  =  2 ,  p  ,  ( 4 . 1 0 a )  
^ i=l 
- . -1 * 2 =n Sp. 2 . . = 0 ,  j = 2, 
jw i=i 1 iJ 
Define a transformation of 2_ ^ by 
2?1 = - «{l)f2<l)5^ <l)l'^  2-'(l)~.l ' (4-11) 
where 
]D = diag[p^, p^} and 
^2) = (^ g) •••' z_p) is an n x (p-l) matrix. 
The regression weights of (4.5) constructed by using the p trans­
formed -auxiliary variables z^, z^, 2 will be 
TG 
= Pi 
.-1 (Z; -
Using the transformations (4.10), (4.1l), the weights of (4.7) are given 
by 
TM r -1 ir-i . - 1-1 
W. = p. in -f u J[1 - nu J 
where 
czf - - q) 
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2 
nu = Sp.u. = 
-1.(2*^  - Zf) 
W '"i i „ / . %.\2 
ZPmfzSl - Zf)' 
TM 
and W2 introduce the notation w. to identify the weights constructed 
from (k-.j). To demonstrate our contention that (h.7) and (k.^) are 
TG TM 
equivalent it is sufficient to show . Now 
-1 ^  (Zf - - Zf)\ / 
J \ 
- Zf)-] + (Zj - ^ y„)Pl(^ ïl - Zf) 
and by using the identity 
we have 
rp.(rfl - Z*f » Zp.(z|^  - + n{z^  - Zff 
ra -1 I'itCzj - - =J„)3 Tc 
W. = p.n -r = w. 
Therefore, (^-7) and (^.5) are equivalent. 
C. The Computer Algorithm for Regression M-Weights 
It is possible that in small samples, and in nonrandom samples, 
some of the regression weights defined in (4.7) will be negative. 
The regression weights -w\, i = 1, n , defined in (4.7) will be 
_1 
nonnegative if n + ^ 0 for all i . 
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We present"a computer algorithm that attempts to create non-
negative regression weights by attempting to restrict the to the 
region 
jnu^I ^ M , where 0 < M ^  1 . 
-1 
For finite populations, it is suggested that 0 < M ^  (N-n)N so that 
the. weights for the population mean will satisfy ^ N . 
The computer algorithm is given below : in a general form. The 
parameter configurations for different sampling designs will be dis­
cussed in Section B. 
In addition to the array of observations and the population means, 
two initial weights, v^ and g^^^ , are required in the computations. 
The are to be supplied by the user, depending on the problem. The 
v^ are typically inversely proportional to the probabilities of selection 
and are one for simple random sampling. If the sampling scheme is simple 
random sampling, we define g^^^ = 1; g^^^ is supplied by the user for 
other sampling schemes. In addition the program input includes the 
sample size n , population size N , the parameter K , the maximum 
number of iterations permitted LI , and any y-vectors for which estimates 
are desired. Define 
= n(Zv^ )"^ ?< , 
X = (X^ , Xg, ..., XJ , 
ïw ' •••' *pw^  ' 
. —- X, j ^ J for j — ««•} p S-Ticl 1 — Xy » y n ^ 
h.. ~ (=il' =12' "*' ^ip) 
and 
0^) 
Note that the definition of is slightly different than that 
used in the previous section. The algorithm for computing regression 
M-weights is composed of the following steps: 
(l) For mean estimation, the initial generalized regression 
weights, denoted by , are defined by 
= p^[n ^  4- ^ , i = 1, n , 
where 
' = (I - . 
the generalized inverse of , and 
;= niax{Zp.uf^\ n ~ - 1} . 
w  ' • - 1 1  
For total estimation, the initial generalized regression 
weights, denoted by , are 
= N , i = 1, ..., n . 
(2)  Check if [n > M for any i . 
If the inequality is satisfied for no i the initial weights 
meet the restrictions- The weights or , and 
the estimates y(?^= Swf^^y. or = Zwf'^V- > are output. 
\s Xt ]. X Lf Jv 1 1 
6k 
—(o)  fo) 
As a check, the weighted sample means, ^ . = Sw; x.or 
J 1 XJ 
totals, . 5 are also output- These quantities 
V7 JOy J X 1J 
should be equal to the inputted controls. 
If In u^^ l^ > M for some i set a = 1 and go to 
step ( 3 ) .  
( 3 )  Compute the adjusting weight g^^^ for each distance df*^^ 
(i = 1, 2, n), where 
d(*)= 
X 
4nu. 
X 
(crl) 
3M 
and 
g 
, 0 3 dfC' < 1 
= \l - - #)- , i ^ d[^  ^  ^1 
\5d 
k 
{cc)  
, > 1 
The constants 4/3 and h/^ are to speed convergence of the 
algorithm. (Alternative d- and g- functions can be used in 
this step.) 
(4) Compute the regression weights, 
.(*) = p.En'l + uÇ°']ri 4. nïï (*)]-! i = 1, . 
X X X w 
. , n 
where 
Ha) ' il.h 
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4") = s - • 
h(=) = : gp . 
j=o 
= inaxpp.u^^^ , n ~ - 1} , 
W '•IL' •' 
w(°^ = N , i = 1, . .., n 
and is the generalized inverse of 4^^,^ • 
(5) Check if [nu^^^j > M for any i . 
r \ ( \ 
If no, output the weights } or }, and compute 
the generalized regression estimates of the mean (or total) 
of y and stop the program. 
If yes, and LI iterations have not bssn completed, set 
CK =  0:  4- 1 and go to step (3). If LI iterations have 
be'en completed output the data as described in step (2). 
(LI is the maximum number of iterations chosen by the user). 
(a) 
Note: the program will terminate if all d^ are greater 
fa) 
than 1 after any iteration. If d^ >1 for all i, 
then IuI are constants for all i . For example, if 
X < X and d^®^ > 1 for all i , 
.. 2 
 ^ Zp.hlG^ (x.-X)2  ^
5 Ep.h[^ '(x.-X)2 
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Therefore no improvement can be obtained by further iteration. 
Note that M must be chosen with some care. If M is chosen very 
small, it will be impossible to find weights to meet the restriction 
and nearly all d^^^ will be equal to one. For most practical problems 
& = ^  = (N-n)N ^ seems reasonable. 
- Since there are certain data configurations such that the required 
restrictions cannot be met, it is necessary for the program to terminate 
after a finite number of steps. The program will set all negative 
weights equal to zero after LI iterations as a default operation. 
If the data set is such that the requirements associated with M 
are met; the regression M-weights, and have the properties 
stated in Theorem k.l. 
Theorem U.l. If j nuf^^ | ^ M for i = l, 2, ..., n, 0 < M < 1, 
at stage a , then the regression M-weights and } , 
defined in step (h), Section IV. C., have the following properties: 
(1) a) w^*^^ ^ 0 for i = 1,2, ..., n , 
b) (l - M) max {w[®'} ^ (l + M) min ; 
l<i<n ^ ^ l<i<n ^ 
(2) a) Z . = X . 
i=i 1 : 
n / \ _ 
b) E = NX = X (j = 1, ..., p); 
i=l J J 
(3) a) s = 1 
i=l ^  
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b) 2 = N . 
i=l ^ 
0. Proof: (l) Part (l) a) is insiediate because p. > 0 and 1 -r > 
* 2. W 
To prove (l) b) note that }nu^^^| <M implies 
max g ( Z V )~^[1 4- nu^"'] ^(l + M), (4.12) 
• l<i<n ^ ^ i=l 1 " 
and 
min ^} > ( 2 v.) ^ [1 -5- nu^^^] ^ (l - m) . (4.12a) 
l<i<n- ^ ^ - i=l ^ " 
Dividing equation (4.12) by (l 4- M) and equation (4.12a) by (l - M), 
the result follows. 
(2) By the definition of u^^^ , 
— (^ j ~ Xj^ ,) •••»?• 
Hence 
Zw(*)x.. = Z>.[n-1 + %(*)][! + nû(a)]-lx 
1 ij 1 1 w ij 
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(3) 2»'"' = Ep^ fn-l + + nïï^ J-l 
= 1 . • 
The regression M-weighCs computer algorithm will produce positive 
weights under certain data configuration of auxiliary variables. In the 
(a) 
single X case, the weights will be positive if and only if 
there exists at least one x^^ greater than the population mean X and 
one x^ less than X . We prove this by using an alternative g-function 
that is somewhat simpler. 
Theorem h.2. Let the weights be defined by the M-weights algorithm, 
with 
1 1 
if df^) > -I 
w _ 
^ ^ otherwise. 
If nu^^^ ^  -M , 0 < M < 1, the weights w^^^ defined in step (4) of 
Section C are accepted. Otherwise one continues to the (a f l)^^ 
iteration. Let p = 1. Then a finite number of iterations of the 
( a )  
algorithm will produce weights w} that are all positive if and 
only if at least one observed value of % is strictly less than the 
population mean X and at least one observed value of x is strictly 
greater than X . 
Proof: We first consider x < X . When x < X , the least squares 
regression weights w^^^ are à linear increasing function of x^ . 
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Hence if there are any negative weights at the initial step, these 
negative weights must correspond to the smallest x*s . 
At the first iteration 
(1) -1 i^°i d. = M n 
i f  d « > - i  
.(1) '  '  5 
s; = < , 
otherwise. XDl-l 
where Z. = x. - X . Therefore, 11
uP =-(W5)[n"^EzJ?.g^°^VZp3p^2j]'- , (4:12b) 
is a constant for all i such that 
4'^ < -1 
fl) h 
Note that d. < - — for 
< X - (4M/5)[n ^Zp^g^°^Z|][X - x] ^  . 
'"l' X - 6(1) 
For df^'' > - 4 , the u^^^ are a linear increasing function of 
3- P 1 
with u^^) = 0 for x^ = X . An example of g^^^ is plotted in 
Figure 4.1 and the corresponding and functions in Figures 
4.2 and 4.3. 
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If defined in (4.12b) are less than -Mn ^ the corresponding 
weights 
will be less than desired and another iteration will be required. Once 
again 
u[2) = -(W5)[n"^ Sp.h[^ Z^?][2p^ h^ -^ Z?]'^  
Cp) u (2) 
is a constant for d} < - — . Likewise u> is a linear increasing 
function of x for 
> X - C 4M/5)[n ^p^h^^^ZT][X - x] ^  
. 
Now 
dÇ^ ) = M'inu^ l) , 
1 1 
= -4L5df2)]-i if d(f) <: _ & , 
and for > X - 5^^^, is a linear function of x passing through 
zero at x = X . It follows that 6^^^ is no greater than . 
(it would be (^) if the sicallest u(^^ = -Ma ^ .) Since 
5^^^ < , the eaualitv occurs v;hen min = -Mn " , 
5 " ' l^ i^ n ^  
fttl it follows that 5 ->0 as G:->=°. Therefore, given e > 0, a finite 
number of iterations will produce weights that meet the requirements or 
(ci) (GÎ) — 
a set of such that the u^ for x^< X - s are all equal. 
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If all < X , or all > X , then =-l/n , and = 0 for all 
i . Hence the weights will all be positive if and only if at least one 
XX > X , and one < X . 
The analogous argument holds for x > X . • 
To help understand the theorem, graphs of , uf*^^ , and w^'^^ 
are plotted as a function of x^ in Figures 4.1, 4.2, and 4.3 for the 
data of Example 1 in Section G. In this example x < X , where X is 
103.14. In the example, p^ = 1 , g^^^ = 1 for all i, M = 0.735» 
N = 49, and n = 12 . After 2 iterations all weights are positive and 
( I Y )  
satisfy the restriction nu^ > = -0.735-
Corollary 4.1. In the single auxiliary variable case, using the 
gf^^ and d^"^' functions of Section C, a finite number of iterations of 
(n/^  
the M-weights algorithm will produce weights w) that are all 
•positive if and only if at least one observed value of x is strictly 
less than the population mean X and at least one observed value of 
X is strictly greater than X . 
(oî) 
Proof : The function defined in the H-weights algorithm step 
fa) (3) is a continuous symmetric function. Since d^ is a function of the 
absolute value of nu^°^ , there are two groups with constant weights ; 
.t.). 2 > I. s l""î, .(•> 
5 Zp.h®2?  ^  ^(X-ÏÏ) 
1 X 1  
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and 
1 5 - n(av?2 1 4 SPih^ "'z2  ^  ^ fx _:;) 
For < 1/2, is a linear function of , i.e., 
(.1 • 
Zp.hlaJzZ ^ ~ (X - x) 
and 
\ T^hPi^   ^ 8 (X _ :) 
Also 
=0 if X. = X for all & . 
1 1 
For 1/2 < d^^^ < 1, is a smooth curve, connecting the constant 
- " 1 — 1  
Ctt) CCK) — 
and the linear on both sides of X . For fixed M , the 
cutoff points at the iteration will move toward X from both 
sides of X at the rate of at least 2/5 of the 5^^^ 
1 (fv) 
Hence, by the arguments of Theorem 4.2 the will be constant for 
|x - x| > 5^°^^ or will meet the restrictions after a finite number of 
iterations. • 
( rA ( Ci) C C'J 
The , u} , and " are plotted as functions of x.. in 
Figures 4.4, 4.5, and 4.6 for the data of Example 1 of Section G. Ive 
use = 1, = 1 for all i , and M = 0.735 • After ? iterations 
all weights are positive and satisfy the restriction [nu^^^l < H , 
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D. Regression M-Weights Computer Program Applied to 
Different Sampling Plans 
In this section we discuss the regression M-weights computer program 
for different sampling plans. 
1. Simple Random Sampling 
Under simple random sampling with the population means of p 
auxiliary variables knov.-n, the usual regression estimator for the 
population means is defined in (4.$), with p^ = 1 . Therefore the 
appropriate input to obtain a modification of the usual regression 
estimator is v\ = 1 and = 1 . 
If we believe that the residual variance is not constant it is 
possible to construct a generalized leajt squares estimator of the 
regression vector. Assuming the variance of the i^^ residual is 
a? the program is initiated with v. = 1 and g(^^ = (a?) ^  . 1 i 1 
2. Stratified Sampling 
Cochran (ipo?, p. £00 ff.) gives the combined regression 
estimator of the mean for a single independent variable as 
-  = ? _  +  b ( X  - x j  
'ire ~ ^ w w' 
where 
 ^-k -1 
_ L -h L _ 
° ^ ^-1 ° ° h=i Vh 
8c 
w, = N"HT, 
n h 
b = 
L WKl .. f ) 
L W2(l _ f ) 
is the sampling fraction in the h^^ stratum, 
- -i°ï 
% = % .^ /hj • 
3—^ 
y^ j is the observation on y in the h^  ^ stratum. 
We demonstrate one way cf constructing an esti.:a?.tcr of this t-foe 
for multiple independent variables using the regression M-vjeights 
program. Consider a population of L strata and p variables for 
which the population mean is knov.'n. (in Cochran's discussion p = 1.) 
We define two types of initial weights, 
h^j " ^h 
and 
(0) yi-
Shj - 1 "b - 1 ' 
where h = 1, 2, L and j = 1, 2, ..., n^ . 
Since there are L strata we define the first L-1 variables in 
the regression problem by 
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%hjr = ^  
= 0 , otherwise, 
where is the observation in the stratum on the 
independent variable. We let r = L, L -r 1, ..., L -f p-1, be the 
remaining independent variables and we have defined the set of variables 
*^hjl' ^ hj2' ***' *hjl' *hj,l^ l' •••' ^ hj,L+p-l^  h^j * 
£-Q_= , 
where 
V \ 
W,L-rl j=l n hj,Iri-i ' 1 - 0» 1' •••» p-1 • 
h 
Let 0_ be the n x p ratrix of observations on 
(*hj,L " ^n.,L' •**' ^ hj,L+p-l " *h.,l^ p-l) ' 
Then the vector of weights corresponding to Cochran's estimator is given 
by 
w = n'l (g"- D(q.'D2J-ls;D , 
/ L 
where p xs a vector with p, = nv, ( E n, v, I for every observation 
h h hj 
in the h^^ stratum, n = S n^ , v^ = f^^ ; = (n^ - l) - n^), 
h=l 
and 
D_= diag[p^s(°), ..., ..., Pggg°\ . , , 
...» PlSL * 
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The separate regression estimator (see Cochran 19^>3, p. 200 ff.) 
is computed by using the program for each stratum separately. 
3. Cluster Satnpling 
In cluster sampling several possible configurations are possible. 
The mean per cluster may be known or the mean per element may be known 
or both may be known. An example of known mean per cluster would be an 
area sample of farms where total farm acreage is known. An example of 
known mean per element would be a cluster sattple of persons where the 
percent of the population in several age categories is assumed known. If 
the actual number of persons in each category was assumed known we would 
have an example of the third situation. 
a. One stage cl^stsr sf.T.T^lirg If the regression estimator is 
to be computed using cluster totals, the cluster totals are read into 
the regression M-weights program as the observations. For simple random 
sampling of clusters v^ = 1 and g^^^ = 1 . If the means per cluster 
of the control variables are knoi>m, the computations of means per cluster 
of y are identical to those for simple random sampling. 
If the number of elements in the population is known, then another 
control variable T could be added, where the elements of T are cluster 
sizes. 
If the mean per element, say , of the control variable 
is known, a new control variable must be created. This new control 
variable is 
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where denotes control variable, and the observations of x. 
are cluster totals. The elements of T are cluster sizes. 
b. Two stage cluster sanrpling Consider a random sainple of n 
cluster selected from a population of N clusters. A random sample of 
of the secondaries is selected in the i^^ selected cluster. 
Let X. .1 , y ' - 3 i — 1, •••5 ^ J j — 1 ) .. * ) , lc = lj ..., p be the 
IJK. XJ 1 
observations for the selected elements in the sample. 
Define 
M. ^ i 
*i.k - m. .^T^ijk ' ^ - 1, 2, p , 
1 2=1 
M. 
= — Z y. . . 
'^i j=i 
To use the regression M-weight program, the vector of observations is 
A A A A 
the estimated cluster totals (x. ., x. , ..., x. , y. ), and the 1 • i 1 # ^  1 «P i • 
vector of population means per cluster of x is known. The computations 
are then exactly the same as those for cluster sampling with the estimated 
cluster totals replacing the knovn cluster totals. The computations are 
(0) 
begun with v^ = 1 and g) = 1 . 
4. Unequal Probability Sampling 
Consider an unequal probability design where the probability of 
selecting unit i is rr^ , i = 1, 2, ..., n . The vector of observations 
on unit i is (y^, x^^, x^^, ..., x^^) . The population means of the 
p auxiliary variables are assumed known. In this case the regression 
M-weights program is entered with v^ = and g^^^ = 1 . 
% 
E. Variance Estimation 
1. Jackknij 
We describe the use of the Jackknife technique to construct an 
estimator of the variance of the estimator computed from the regression 
M-weights computer program. 
The Jackknife technique of variance estimation is due to Tukey 
(1958). Suppose one has a random sample and an estimator. Randomly-
separate the data into r groups of (approximately) equal sizes. Let 
A A 
& be the estimator based on all of the data and let & . be the 
th A A 
estimator based on all but the i group. Let 6. = r(& - (r - l)& . . 
I —3. 
A 2^ r 
Quenouille (I956) suggested the use of the estimator 6 = r Z ê.. 
i=l ^ 
Under certain conditions Quenouille's estimator has smaller bias than 
A ^2 T ^ A 
6 . Tukey suggested that [r(r - l)] Z (&. - & be used as an 
i=l "• 
estimator of the variance 6 and of @ . We'll show in section F that 
this Jackknife variance estimator is a consistent estimator of the 
variance 6 , where G is the ordinary regression estimator. 
Brillinger (I966) presented a theorem giving a class of statistics 
to which Jackknife variance estimation may be applied. Brillinger 
stated the theorem as follows: Suppose 
a) Var{(&} = r 4- o(cr^) 
b) E'{ô} = 8 + o(c2) 
c) Var{6 ^ } = (r - l) + 0(0^) 
tnen 
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d) E{Ô_^} = 0 + 0(0-2) 
E{r ^(r-l)( Z - rS^)}= r -f ©(CT^) 
i=l 
If c) and 
_ _ . ; = ir-i 
-1 -J 
e) p(& & ) ( l) (r-2) -i- o(l) , i f j 
then 
EC(rCr-l))-^  Z (S. - 5)2} . r'V + 0(0=) , 
i^l 1 S S 
where <y^ = s and f(s) is defined to be ofa^) if 
fCs) lim —^— = 0 as n , r remaining fixed. 
s~^ s 
Brillinger gave mothcds of splitting the sample into groups so that the 
conditions of the theorem will be satisfied. 
We give a Jackknife estimator of the variance of the regression 
estimator for some standard sampling designs. 
Under simple random sampling, we randomly split the sample into r 
groups of (approximately) equal size s . Let Ô be the regression 
type estimator computed with the regression M-weights program. Then 
r ^(r - l)( S 6^. - r&^) is an asymptotically unbiased estimate of the 
i=l 
variance of & . 
Consider a stratified sampling design. Assume each stratum contains 
more than r sample elements. Then we randomly split the sample 
elements in the i^^ stratum into r groups of (approximately) equal 
size s^ and then randomly combine a group from each stratum to form 
r global groups. Let 6 be the combined regression t}"pe estimator 
computed by the regression M-veights program. Then the Jackknife 
furnishes an asymptotically unbiased estimate of the variance of & . 
Frankel (l9Tl) considered a different type Jackknife variance 
estimator for the stratified cluster sampling plan. Assume tliat we 
have a stratified sample design with two primary sampling units selected 
with equal probability from each of L strata. Let s denote the 
entire sample; let denote the replicate formed by randomly removing 
from s one of the primary sampling units (psu) in the i^^ stratum, 
and including twice the other psu in the i^^ stratum. Let f(s) 
denote a sample statistic computed from the saniple s and f(j. ) 
denote the sample statistic computed from the replicate . Frankel 
proposed a Jackknife Repeated Replication (JRR) technique to estimate 
the variance of f(s) . The estimator is 
N'^(N - n) S (fCJ ) - f(s))-
i=l 
where n is the sample size and N is the population size. From an 
empirical study Frankel concluded that the variance estimators based 
on Taylor approximations, on balanced repeated replication, and on 
Jackknife repeated replications all gave reasonable estimates of the 
variance of several statistics including estimated regression coefficients. 
2. Taylor Approximation 
The Taylor approximation to the estimated variance of the regression 
estimator for simple random sampling is 
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N - n * 
where 
and X.• - X is the p-dimensional row vector of deviations from the 
-1. ~ 
sample mean. 
This estimator of variance can be computed using the program 
Super Carp developed at Iowa State University. The regression portion 
of the program is used and the independent variables are read in as 
deviations from the sample mean (x.. - x.) . The estimated standard 
ij J 
error of the regression estimator is then output as the estimated 
standard error of the intercept in the regression. If one reads the 
independent variables into the program as deviations from the population 
mean the estimated intercept term will be the regression estimator and 
the estimated standard error will contain an additional term arising 
from the variance of the estimated regression coefficients. This term 
is 0 (n and, therefore, either Procedure (deviations from popula-
P 
tion means or deviations from sample means) may be used in the compu­
tations . 
F. Asymptotic Properties of the Regression Type Estimator 
In this section, we present the asymptotic properties of the regres­
sion estimator computed by the regression M-weights program. A number 
of the results for the ordinary regression estimator were obtained by 
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Fuller (1975)» The regression M-weights at the initial stage are the 
ordinary regression weights defined in with p. = 1 i. Hence 
if 2: 0 at the initial stage for all i , Z y^ is the 
ordinary'regression estimator. We first review the asymptotic properties 
of the ordinary regression estimator. We then show that, as the sample 
size increases the limit of the probability of proceeding beyond the 
first stage of the M-weights program is zero. For simplicity, we first 
consider one auxiliary variable. 
Let the vector random variable (x,y) have a distribution, F(x,y), 
with finite fourth moments and let the variance of x be positive. 
Define the parameter, S , by 
a Cov(x,y) 
^ = Var(xj 
and the random variable, e , by 
e = y - Ky - ) (^ .13) 
> X 
where are the means of the infinite population of y and x 
respectively- Also let 
0^ = Var(e) , 
-1 y y = n S y. , 
i=l ^ 
-1 y X = n ^ X 
i=l 
5 
1 
and 
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S(x. - x)(y - y) 
b= ' 
Z (x. - x)2 
i=l ^ 
The ordinary regression estimator y^^ , 
y^  ^= y + b(i^  ^- x) (4.14) 
will be normally distributed in the limit under simple random sampling. 
Theorem 4.^. Let (x\, y^) be independently and identically 
distributed with finite fourth moments. Then, as n -> «> , the limiting 
distribution of is N(0,1) . 
Proof. Averaging (4.13) over the -units in the sample, ve have 
e = y - py - B(x - p,^,) . (4.15) 
Substitution for y in expression (4.14) gives 
y^gj. = Py (b - S)(p^ - x) -f- e . (4.16) 
Now 
n _ 
Z y.(x. - x) 
s (x. - x)^ 
Define 
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- -1 * , X -1 
V = n Z 1%. - ^ je. = n I! v. 
i=i ^ ^ i=l ^  
w = n ^ Z [(x. - p )^ - 0"^] 
i=l 1 % X 
w - (x - H )' 
A_ = -2 — 
then 
b = P -!-
V - eC^  - U ) 
X 
of(l + A ) 
X n 
Hence 
b - P = (cr^) *{ V - e(x - p,^)} {l - ^ 0^(n'^)} 
= (o-^ )'^ {v - e(x - - V t Op(n'^ )} . (4.17) 
By the definition of p and e we have E[c} = 0 and E[xe} = 0 . 
As the fourth moniants are finite, it follows that v , v; , , e , and 
X - u are 0 (n . Thus 
X p 
b - 3 = 0p(n~2) , 
(b - p)(x - p^) = 0 (n , 
and 
- Wy = G + Op(n"^ ) • 
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Hence the limiting distribution of n~ ~ the same as 
i- ^ the limiting distribution of n e . Since the are independently 
and identically distributed with mean zero and variance , by the 
1^  ^
Lindeberg- central limit theorem, n^e ) will converge in law to 
a N(0,1) random variable. • 
A consistent estimator of cr^ is 
e 
= (n-2) ^  Z [(y. - y) - b(x. - x)]- . 
® i=l ^ ^ 
Cochran (19^3) showed that is an unbiased estimate of {j^ if the 
population is infinite and E{e[x} = 0 for all x . 
The jackknife variance estimator, suggested by Tukey defined in 
section E as 
[r(r - l)] ^  S (6. - e 
i=l ^ 
is also a consistent estimator of Var(y^^) . 
For algebraic simplicity we prove the consistency for the case 
r = n, s = 1 . The proof for s > 1 is analogous. Define 
s = (n - 1) ^ ^ (x - x)y , 
xy i=i ^ 1 
= (n - l) ^ Z (x. - x)^ , 
X i=l ^ 
b = (s^) ^s if s^ > 0 
x' xy X 
= 0 otherwise 
y = (n - l) ^ S y. = (ny - y )(n - 1) ^  
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, n _ 
{ . = (n - l)~ Z X. = (nx - x^)(n - l) 
jfi 
.-1 
Ky'-i = .f.fXj - xLi)yj . 
Jr^  •* 
(<).i = (" - 2)'' |. kj - . 
Jr^  
" - i  =  ( ( : % ) . >  °  
= 0 otherwise , 
6 = y -f b(jj^ - x) , 
e.i = y.i + - :.i) 
0. = n0 - (n - 1)8 . , 
i —X 
A  ^ T1  ^
6 = n"-^  Z 0 . 
i=l 
A m Tl A A A 
0 = n" 2 0.=-- n0 - (n - l)0 
i=l ^ 
Theorem ^«4. Let (x^jy^^) be independently and identically 
distributed with finite fourth moments, and . Then, as n 
the jackknife variance estimator of (n)var(y^^) , 
(n - Z (8. - 8 )2 5 of . 
i=l 1 ® 
 ^ A 
Proof. By the definition of 0. and 0 . , we have 
-- - i —jL 
(n - 1)"1 Z (0 - 0 )2 
i=l ^ 
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= (n - l) S (& - Ê 
i=l -1 -* 
n 
(n - 1) Z ly_ - b (p, - X ) 
i=l 1 ^ ^ 
-1 
n 
-n E (y_. + Ï .))}= 
X=i 
(n - l) S {(y - n"^  Z y .) 
i=l i=i 
- Cb.iC^ .i - H,) - n"'- S - Pj)): 
1=1 
(4.18) 
Since 
b-i = 9 + . 
the equaticr. (4.13) car. be reduced to 
(ri - 1) S {[(y . - n ^  Z y .) - p(x . - n"^  Sx .)] 
i=l i=l i=l 
- - w)F 
= (n - l) 2 [(y S y _. ) - 3(x - n'^ E % )]-
i=l i=l 1=1 -1 
+ (n - l) S (eu. - cu)^ - 2(n - l) S [(y . - n'^ Z y .) 
1=1 ^ 1=1 1=1 
_1 n _ _ 
- 3(x_^ - n S x_^)] (cUj. - co) (4.19) 
1=1 
where 
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m = 2 0). 
i=l ^ 
By the algebraic equality of the following; 
- n"^ 2 y = -(y - y)(n - l)"^ 
i=l " 
x . - n ~  S  x . =  " ( x .  -  x ) ( n  -  l )  ^  ,  
i=l ^ 
and the convergence in probability results: 
, ,N-1 
,-l 
n 
2 
i=l 
(^i 
P 
- y)2 ^  
y ? 
n 
2 (Xi - X)2 1 X 9 i=l 
n 
2 
i=l 
(Xi - x)(yj_ - 7) 
P 
• 
. the first square terra in (4.19) 
(n - l) ^  2 [(y. - y) - g(x. - x)]-
i=l ^ "• 
converges in probability to 
cr^ - 23C7 -r 
y xy x e 
If it can be shown that 
n _ P 
(n - l) 2 (cu. - to)^ -> 0 , 
i=l 
then the cross product term converges in probability to zero by the 
Cauchy-Schwarz inequality. By Taylor series expansion, 
for E. between (s') . and s^ , we have 
X -1 X 
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Therefore the U). defined in (4.20) becomes 
'"i (3%) ^^ xe^ -i^ -i ' ' h ^ \e^ -i^ -i ' 
and 
n 
(n - 1) S (u) - 0))^  
I=L I 
= (u - 1)C==)-® s {Cs^ )^.i(i,-^ )^-i.-\E Cs^ )^_.Cïï..-p,^ )F 
1=1 1=1 
- 2(n - l)(sJ)-\? - P,) 
1=1 
- n ^ S (s ) .(x - p, )}(r -7)+(n-l) Z (r -7)^ (4.2l) 
I=L 1 1 X 1 i=i 1 
where 
=  5 f •  
Note that 
(s^^)_^ = (n - l)(n - 2)"^s^g -n(n - l)'^(n - 2)"^(x^ - x)(e^ - e) 
(4.22) 
x_^ - = -(n - l)""(x^ - x) - - x) (4.23) 
(S^ ) . - S? = n(n - 1) ^ (n - 2) "^ [-(x.-x)^ Tn ^  S (X. - x)^] (4.24) 
X -1 X 1 j=l j 
Let = (-0^5 5j^), ôj^ > 0 , be any neighborhood of . As n -> » , 
3^ ^  , SO G (-ÔJ^JÔ^)} -> 1 . ALSO, SINCE 
(x. - x)^ 3 max f(x. - u )^} 4- (x - u )^ for all i , 
 ^ l^ i^ n  ^  ^  ^
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therefore 
P{ max {n ^ (x. - x)^ ]> 5-} 
l^ i^ n " ^ 
£ P{3 max {n ^(x. - U )^} ^ n'^(x - > 5.] 
l^i^n ^ X i 
^ P{3 max ln"^(x - u )^} > 2 ^ 6.] -f P{n"^(x - u > 2"^6, } 
l^i^n 1 X i x i 
(Tucker I967, p. IO2) (4.24a) 
By Chebyshev's inequality, as n -> <» , 
P{n ^ (x - |i^ )- > 0 , (4.24b) 
also by the independently and identically distributed of (x^ - (i^)^ 
we have 
P{ max {n ^ (x. - |i )^ } > 6"^ 0-} = 1 - [F, )r^  -> 0 (4.25) 
IZisn  ^ X i  ^
as n -> » , because E(X - N^ )^  < =» . (Miller 19^ 4, p. 1599)' From 
(4.24a), (4.24b) and (4.25), we have as n -» » , 
?{ max {n (^x. - x)^ } > 6, } -> 0 . 
l^ i^ n  ^ ^ 
From (4.24) it therefore follows that as n , 
Let Ig = (-ôgsSg), 6g > 0, be any neighborhood of 0 (since 
°xe = 0) ' 
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Since 
](x - x)(e - e)i ^ 3 max { \ x  - a | |e |} -r ]x - "a j |ë] 
for all i , (4.25a) 
therefore 
P{ max {n (x. - x)(e - e)j} > 5 } 
ISi^ n  ^
^ ?(n ^ max {[x - p, ! [e [} > ] 
l^ isn 1X1  ^
+ PCn'^ lx - FI > 2'^QJ ^ (4.25b) 
By the same argument as before, from (4.22) it can be shown that 
"" ® ~P' ^ ' (4.26) 
Now 
(n - 1) S rf 
i=l ^ 
n , 
hence with probability tending to 1 as n -î- <» , the following inequality 
holds : 
n 
(n - - S 2)2 
X 
^ K max {(s )^il raax {(% . - U )^](n - l) Z ((sj) . - sj)^ (4.27) 
l^i^n ^ I3i2n IX i=i X % 
where K is a constant, (c^) ^  < K < t» . 
Miller (1964, p. 1599) showed that max x . converges to p , 
l<i<n ^ 
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hence max (x . - p, converges to zero in probability. From (4.26) 
l^ i^ n  ^
max {(s } also converges to zero in probability, and it is shown bv 
l<isn 
Killer (I968, p. 57l) that 
(n - 1) S ((s^-) . - s^)^ 5 , because 
• -1 X ]- X  ^ X 1=1 
(n - 1) S ((s^) . - S2)2 = n2(n - 2)"^(n - L)"^ [ SU?- nU^] 
i=l X -X X i=l 1 
where 
= (x^  - x)' 
til, = E(X - E(X))^  . 
Thus both sides of (h .2T)  converge to zero. 
Since 
n 
0 ^ nr^ ^ Z r^ (4.28) 
i=l ^ 
" - P 
the convergence (n - l) S (r. - r)^ -> 0 is proved. It remains to 
i=l ^ 
show 
n _i r. 
(n - {(Sxe)_i(;Li - W*) - Z 
1=1 1=1 
converges in probability to zero and hence the cross product term in 
(4.21) converges in probability to zero. To show (4.29) it is sufficient 
to show 
(n - l)CsJ)-2 Z I 0 , 
1 = 1 
by the same reason as (4.28) . 
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Now 
(n - (a 
i=l 
n 
(x . - u . 
X 
^ { max (s - l) Z  (4.30) 
^ IZiSn ^ i=l "• ^ 
and by (4.23) 
n 
(n - 1) S (^_^ - n^)' 
i=l 
= (n - l) S (x- - x)^ + n(n - l)(p - x)' 
i=l ^ 
Since 
CsJ)-= I 
»ax {(s )2 ] S 0 , 
l^ i^ n 
n p 
and (n - l) 2 (x . - p, )^ -» , 
i = l  - I X  X  
both sides of (4.30) will converge in probability to zero, and the 
proof is completed. • 
We now investigate the properties of the regression estimator 
computed by the regression M-weights computer program. 
As we mentioned in Section D, under simple random sampling, we 
initiate the program with v^ = 1 and g^^^ = 1 . The first iteration 
of the regression estimator is Z w^^^ y^ , where w^^^ is defined 
in the computer algorithm. For the one auxiliary variable case, 
.(1) . (n-l + , 
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where 
= (u -
X 2 2^ 
nu(l) = S u(l) 
Therefore = Z y^ can be written as 
(1) 
= {?+ -J)l^ '^}Cl + nû^ '^)-l . 
written as 
17, c, - ;) X (1 + nû^ u,) 
T(0)\-1 
(4.31) 
Similarly the ordinary regression estimator y^,^^ = Z wf^^y_. can be 
(4.32) 
=(*i -
= {? + ('^ x - x)9l(l - aû(0))-l 
where au^^' are defined in the regression M-weights ccsputer 
algorithm at step (l). The usual form of the ordinary regression estimator 
_ .1 . Z(xi - x) 
is y. = S w.y. , where w.=n +(u ~x) , which can be 
written as 
y + - x)b (4.33) 
and 
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2(x - x)y 
b = . 
Z(Xi -
We proved in Section B that the two forms (^-32) and (4.33) of the 
regression estimator are equivalent. 
We now proved some lemmas as preliminaries to our primary result. 
Lemma 4.5.1. Let (x^,yj^) be a sequence of independent identically 
distributed random vectors with mean vector » and finite co-
variance matrix 
cr^  a 
X xy 
a cr^  
xy y 
where > 0 . Let X 
1 if [x. - a I < (nX) 
0 otherwise, 
; = if' 
i=l 
Z I„C>:.)(x. - n^)y. 
• 
1=1 
where X > 0 is a fixed constant. If the denominator in p or is 
zero the estimator is defined to be zero. Then 
102 
(9 - 9;) 0 . 
Proof. We may assume without loss of generality that p, = 0 . 
Noting that 
T  ^  ^k\) , (4.34) 
Using Lemma 4 of Tucker (1967, p. I23), 2nd the assumption that 
is finite, we have 
S P(x2 ^  kX) ^ [E(xf) -f \]X'^ < ~ . (4.35) 
k=0 
By the Borel-Cantelli lemma, we have 
"^t^ k^ kf^ k) ^  k^ i'°'3 = ° • (4.36) 
Also, 
n n 
lim S P(x^I (x, ) f ^1^) = li™ Z P(x? ^  nX) 
k=l k * k k k 
^ Z P(xr ^  kX) < » . 
k=l 
Therefore, by the Borel-Cantelli lemma, f i.o.) =0 , 
and by Theorem $.2.1. of Chung (1968, p. lOl), we have 
- ^ k^  0 . (4.37) 
k=l 
By Kolmogorov's Strong Law of Large Numbers (Tucker I967, p. 124), 
we have 
n"^ 2 xf 3 ' S .  ^  ,  
k=l ^ 
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Hence 
n 
a.s, 
k=l 
-> 
n 
By a similar argument we can prove n ^ Z x.y. I (x.) - a > 0 . 
1 1 n 1 xy 
By the existence of of and by Tucker (l^oj, p. 123, Lemma 4), 
X 
00 
z 
k=0 
Vk'^ k^ '^ k^  ^   ^ ^  ^[ECX^ ) < « . 
Furthermore 
n 
lira S T I^k^ki) = ^ ^ nX) 
n-^o k=l n k k k k=l ^ 
^ Z ?(xf S: k?v) 
k=l " 
k=l 
By the Borel-Cantelli lemma3 
P(lx. >% [l (x, ) i |x,,y,J i.o.) = 0 . £v 11 zv fk 
By Theorem 5«2.1 of Chung (I968, p. 101), we have 
n 
a.s. 
•> 0 , (4.38) 
and by Kolmogorov's Strong Law of Large Numbers (Tucker ISSj, p. 124), 
we have 
1 ^ 
n" S - ^  'S' > 
k=l xy 
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Since |a-l " Vk ^ 
Hence we have 
k=l 
Now 
3T = 
'''^ ,^ Vk^ r>k) 
-1 " 
°" Vk 
I . n 
- J. ^nKK k=l 
is a continuous function in an open set continaing g~ and CT 
X xy 
Therefore, 
J S'S. > 5% 5 p . C 
- i 
Theorem 4.5' Let (x^sy^) satisfy the hypothesis of Lemma 4. 
and let 
1 1 0 ^  d. ^  & 1 
g(di) = |l - I ^ d^ ^  1 
sT • . <^ 1 > I 
n 
. .5"! - I'x'i'i 
S = ¥ 
s g(d )(x - u )y 
F = i=l 1-2 
g n 
S g(d )Cx - p )2 
i=l ^ ^ ^ 
105 
where 
d,- = 
X 
-I y X  =  n  S x .  
i=l ^ 
1 % 
= n Z (x. 
^ i=l ^ 
- R X 
T- a.s. 
then g 
Proof. Without loss of generality, we assume that = 0 . We 
note that d. can be rewritten as 1 
d: = 
1 
-n- X 
X n- <J X 
Clearly 
[(a^ ) ^n]2x = Op(l) , 
= OpCi) ' 
and 
(ct^  n)2xi = Op(n"2) 
Therefore, given e > 0, there exists an N and an M > 0 such that for 
e e 
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n > N 
e 
If 
and 
P[ln2(s2)'"CT x| g M ] ^ 1 - G 
 ^% X ' e 
(acr^ ) < (2M^ ) 
we have d. < ^  and g(d.) = 1 . Setting 
the probability is greater than 1 - c that g(d^) = 1 when = 1, 
where I.^(x^) was defined in Lemma 4-5.1. Kov/ x? ^  0 and 1 S g(d^) > 0, 
hence 
Pf n ^ S [1 - g(d. )]x? ^ n ^ E [1 - I (x.)]xf } ^ 1 - e 
i = l  ^  ^  i = l  n i x  
for n > . By a similar argument 
n _ n 
P{n 2 [1 - g(d.)]|x y I g n" S [1 - I (x )]|x y |} ^ 1 - e -
i=l ^ ^ ^  i=l n 1 1 1 
Since 
in"^ S [1 - g(d.)]x.y 1 2 n'l Z [1 - g(d )]|x.y.| 
i=l 1 ^ i i=l 1 1 1 
and since, by Lemma 4.5.1, 
n"^ Z [1 - I (x )]x? *"=' > 0 
i^l n 1 1 
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1  ^
2 [1 - I (x )]Ix y.I > 0 
i=l ^• 
we have . '•/-? ' > 3 . G 
In Theorem 4.$ we used a function g(d^) "closely related to the 
function g(d^) of the computer algorithm. Note that the Theorem holds 
for any function that is one for all < k where k is a positive 
constant. Lemma U.5-2 is an alternative method of establishing that the 
probability of making the "d-correction" goes to zero as the sample 
size increases. 
Lemma 4.5.2, Let be independently and identically distributed 
with mean , variance <7^ , and finite fourth moment. Then for e > 0, 
I , . ) 
lim P ' inax j nu, j > s i =0 , 
n-3c5  ^l^ i^ n  ^ I 
where 
nGc -
nu. = -
X n 
2 (x. - ^ )-
i=l ^ ^ 
• 2^oof. Without loss of generality we assume = 0 . Because 
max (nu.I = max [(a^) ^[[n-a ^x[][[n % ^x.[] 
l^ i^ n  ^ l^ i^ n  ^  ^  ^  ^
and 
(aJ)-V = O^ Cl), 
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we have 
0 ( max I nu. I ) = 0_( irax n ^ I x. I ) 
P  ^IZiZn  ^ " 
Define 
xf \ = max X? 
isisn >• 
By assumption the x? are independent' • and identically distributed with 
mean , and variance E{(X^ - . Using inequality (4.2.6) in 
David (1970, p. hj) we have 
E{x^n)^ ^  E[x?} -T- (2n - l)"^(n - 1)[E{(X^  - C7^ )^ }]® 
A of + (2-1 n)*[Et(x2 - c^ )2]]2 . 
It follov.-s that 
^ max a ^  n ^[x.j) 
Ll^ i^ n  ^  ^/ 
xf \ 1 
, . O(n-Î) , 
nO"^  
X 
and 
max c-ln-^nx.i = 0 
l<3<a X 1 P 
max jnu.j = 0 (n . • 
l^ i^ n  ^ P 
Theorem 4.6. Let (x^,y^) be a sequence of independent identically 
distributed random vectors with mean and finite nonsingular 
covariance matrix. Then 
.1 i 
n(0,1) , 
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where = E{[y - - p(x - and is the regression M-weights 
estimator. 
Proof. Ti'e have 
fca - = y - '"g# - - l'y 
= y - Py - 9vx - - (bg2 - P)(x -
= ê - (bg^ - p)(x - p,^) , 
where is the regression coefficient defined by the M-weights 
algorithm. By Theorem 4.5» 
plim bg^ = 3 
Therefore the limiting distribution of 
is the same as that of 
-1 
CT n-e 
e 
As e is the mean of n independently and identically distributed random 
variables 
ni e —^ > N(0,1) "1 i -% 
by the Lindeberg central limit theorem. • 
The discussion so far has concentrated on the single auxiliary 
variable case. In the following- we present the same result for the 
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multivariate-x case. 
Define 
~ (*il' ^ip) 
Ul — ' * • * ' Py ) • 
""l 
Let the vector random variable (x^ , }% ) have a distribution 
F(x^y) with a finite covariance matrix Z , where t, is a nonsingular. 
Let the parameter be the population regression vector, that is 
^ = 2! 
^ XX xy 
Define the random variable, e, by 
P 
Gj; = (y.. - p.,.) - z B.(x;. - ) . (4,39) 
J--L J 
The ordinary multivariate regression estimator is 
^ir " y 
wnere 
k = [(x - x)'(s. - x) J ^ (x - zD' X_ , 
5^ - X is the n x p matrix of deviations from the sample mean 
for the X-variables, and is the (n x l) vector of 
observations of y . 
Theorem 4.7. Given a sequence of random vectors (x^ selected 
from an infinite population with finite fourth moments, and nonsingular 
covariance matrix, then n^(y^^ - is asymptotically normally 
Ill 
distributed with mean 0 and unit variance. 
,1 ^ 
Proof. The standard error of (n - l) ~ Z (x.. - x.)^ and 2 
i=l' j' 
_1 ^ _ _i (n - l) S (x. . - x.)y. are 0(n^') . Hence 
i=l J ^ 
(n-l)[(X - £)'(X - S)3 ^ ^ Opfn'z) 
(n-l)'^(X - %)'% = Z^y ^  
and ^ = g_ -f Op (n . 
Therefore 
and the limiting distribution of " M'y) the same as the limiting 
distribution of n^e . Since the e^ are independently and identically 
distributed with mean zero and variance , the result follows by the 
Lindeberg central limit theorem. • 
As in the univariate case the probability c5 making an adjustment 
in the regression M-weights goes to zero as the sample size goes to 
infinity. 
Lemma 4.8. Let (x^ ,y\) be a sequence of independently identically 
distributed random vectors with mean vector (0,ii ) and nonsingular 
~ • 7 
finite covariance matrix t, . Let 
I 1 if Ig, I < (n't)" ) = 
I 0 otherwise 
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where \ > 0 is a fixed constant and 
I = ( 
j=l 
then 
n"^ S (1 - I (x. ))xf > Q j = 1, 2, P 
i=l ^ 
n"^ 2 (l - I (x. ))jx. .X. 1 0 j / m, j, m - 1, 2, ' P' 
- n ^ J ]_=! 
n"^ E (l - I (ii ))lx,.-y-! ^ 0 j = 1, 2, P, 11 —i « — J J-1=1 
Proof. Since 
) p x?^) = P(ix^ J ^ = P(|x^J^ s iX) . 
Now E{|x^ I^} < °° . Therefore, by Lemma 4 of Tucker (l9&7, p. l23), 
2 P(x?.I.(x,. ) ^ x|.) = S P(|x. (2 2 i\) <* . 
i=0 ^ ^ i=0 • 
By the Borel-Cantelli Lemma, 
P{x?.I.(x. ) X?. i.o.} = 0 . 
ij 1 ~x- ij 
Since 
P([x. P z nX) S P(|x. P S: iX) for i ^  n , 
P(x?.I (x. ) ^ X?. i.o.) = 0 , 
ij n -t. xj 
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we have n ^ 2 (xr.I (x. ) - x?.) > 0 j = 1, 2, p . 
i=l J 
The same argument can be used to prove the other results. • 
It follows immediately from Lemma 4.8 that the limiting distribution 
of the regression estimator constructed using the regression M-weights 
program is the same as that of the common, regression estimator. 
G. Some Examples Using the Regression M-Weights Program 
Example 1. Simple regression estimation: We construct weights for a 
simple random sample of size 12 selected from the hS large United States 
cities studied by Cochran (I963, p. I56). The sample data are given as 
follows: 
Observations 1 2 3 ^ 5 ^ 7 8 ^ 10 11 12 
. Xj. 40 46 74 36 23 94 120 161 40 77 87 48 
y. 64 65 93 46 48 85 II5 232 60 89 105 75 
where x^ is City size (in lOOO's) in 1920 of the i^^ city in the 
sample, 
a.nd 
is City size (in lOOO's) in 193^ of the i^^ city in the sample. 
In this example, we have one auxiliary variable. The sample mean of x is 
70.50. The population mean of x is 103.14 . There are two x^'s in 
the sample greater than population mean. Since the population size N 
is 49» and the sample size n is 12 , the sampling rate is 0.26$. 
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fo) Using our regression M-weights program for = 1 , g^ ' = 1 , 
and M = 1, O.S, 0.735j 0.5, the regression weights for the estimated 
total and the regression M-ueights estimator of the mean Y , and the 
total Y are summerized in Table 4.1. The column headed "Common 
regression weights for total" contains the weights computed at 
the.initial step. For M = 1, 0.$, the regression M-weights meet the 
restriction after one iteration. For M = (N-n)N ^ = 0.7355 the weights 
meet the restriction after 3 iterations. However, for M = 0.$, after 
3 iteration, the weights are a constant 2.18 for all < X , and 
a constant I3.6O for all > X , hence they do not meet the restriction. 
The estimated population total of y for M = 0.735 is 6269 (in 
lOOO's). The estimated average city size in l^jO for M = 0.735 is 128 
(in lOOO's). 
The common regression weights and the regression M-weights for 
M = 0,735 as a function of x are shown in Figure 4.7- Since in this 
example, the sample mean x is less than the population mean X , the 
common regression weights are a linear increasing function of Note 
that the negative weights correspond to the smallest x^ in the sample. 
The regression M-weights are skew symmetric to X . They are all positive. 
For x^ < 103.14, the weights are a constant straight line, and then 
smoothly turn in to a linear increasing line through the point 
(X, n ^(l+nu^-*^) , which is (103.14,7-71) in this example. 
If we are interested in estimating the total number of cities less 
than 50 (in. lOOO's) in 1$30, we define a new dependent variable 2 as 
follows: 
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= 1 if < 50 
= 0 otherwise 
The regression M-weights estimator of the total, Z, for M - 0.735 is 
4.22. 
Table 4.1. Weights for City Example 
Size of 
city in 
1920 
Common regression 
weights for total 
Regr 
M = 1 
ession M-
M = 0.9 
•weights for 
M = 0.735 
total 
M = 0:5 
23 -0.15 1.41 1.49 2.11 2.18 
36 1.01 1.41 1.49 2.11 2.18 
ho 1.36 1.41 1.49 2.11 2.18 
ko 1.36 1.41 1.49 2.11 2.18 
k6 1.90 1.42 1.49 2.11 2.18 
k8 2.08 1.45 1.49 2.11 2.18 
74 4.40 3-57 3.26 2.11 2.18 
77 4.66 3.93 3.66 2.11 2.18 
87 5.55 5.14 4.99 2.11 2.18 
. 94 6.18 5.98 5.93 3.40 2.18 
120 8.50 9.11 9.41 13.31 13.60 
161 12.15 12.75 12.81 13.31 13.60 
a 0 1 1 3 3 
if 127 127 
127 128 129 
yM 
GJL 6217 6245 6245 
6269 6311 
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Regression M-weights 
o 
cô Common regression weights 
o 
o 
03 
S 
ri 
o 
CD 
T 20.0 40.0 60.0 80.0 100.0 120.0 140.0 160.0 180.0 200.0 
X 
Figure h.J. Plot of Weights as a Function of x (-î=0.735) 
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Example 2. Cell proportions (or totals) in a contingency table: We 
consider the hypothetical data given in Table 3-1' We are interested in 
estimating the cell proportions in the 2x2 table by using the known 
marginals =0.1, =0.1. 
Using the notation defined in Section C, we have two auxiliary variables, 
and Xj.g , and k y-variables, yj^, y^g, y^^, y^^, where for 
i = 1; 2, 3) ^  
= 1, if the sample man is dead 
= 0, otherwise; 
x^2 - if the sampled man is a pipe smoker 
= 0, otherwise; 
= 1, if the sample man is a pipe smoker and dead 
=0, otherwise; 
y.^ = 1, if the sampled man is a ncnsmc-ker and dead 
=0, otherwise; 
= 1, if the sampled man is a pipe smoker and alive 
=0, otherwise; 
y.2j^ = 1, if the sampled man is a nonsmoker and alive 
=0, otherwise. 
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To use the computer program to compute weights for such data we can read 
in the 10 original observations or oily the four entries in the table. 
We illustrate the method when only the table entries are read in. 
We assume simple random sampling. In this case the become the number 
of observations in a cell. With the above setup, one can verify that 
i O) '— 
w. . = n. . w. . = P. . 
where n. . is the number of observations in (i,j)^^ cell and w. , is 
^ J 3-J 
defined in (3-79)-
Using regression M-weights program with M = 1, ^ = 1, =0.1 
Xg = 0.1, n = 4, N = 100,000, after one iteration the regression M-weights 
estimator for the cell proportions and totals are: 
~ ^ Cl") — ^ r n " )  
^11 " ^1G£ " ^li " O'Olo^kk, = Yicj =.% \ ^li = 1634, 
i=i 1=1 
— n M — V — V 
fig = ygca = .=,"1 ygi = 0-083656, = Yggj, = z w. y . = 8366, 
1=1 1=1 
P "= = : w^l)y = 0.083656, N = Y = Z = 8366, 
^21 i=l ^ i=l -
^22 = = O.8I63IA. = 81631,. 
1=1 1=1 
Note that Z P.. = 0.1 = P^ and S P.. =0.1=P. , The estimated 
li 1. . il .1 
J 1 
marginals equal to the known marginals. The data and weights are summarized 
in Table 4.2. 
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Table h.2. Data and Weights for Two Way Contingency Table 
Cell V. 1 
4°' XII ^i2 ^il :'i2 ''13 ^il. 1 
\ 
1 
11 h 1 1 1 1 0 0 0 -0.056 0.016344 
12 1 1 1 0 0 1 0 0 0.156 0.083656 
21 2 1 C 1 0 0 1 0 0.156 0.083656 
22 3 1 0 0 0 0 0 1 0..Yhh 0.816344 
Example 3- Stratified sampling - unequal sanpling rates: Table 4.ja 
contains data for a sample selected from two strata. 
Table 4.3a. Example of Stratified Sample 
Stratum 
Element in 
stratum V 1^ 2^ 
y 
1 1 20 28.5 1 4 0 
1 2 20 28.5 1 6 3 
1 3 20 28.5 1 T 5 
2 1 10 13.5 0 5 7 
2 2 10 13.5 0 6 12 
2 3 10 13.5 0 8- 13 
= 3, = 60, = 2/3 • 
^2 ~ 3) ^ 2 ~ 3^) ^ 2 ~ ^ ' 
M = (N - n) N"^ = 0.93 
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The sampling rate for stratum one is 1/20 and the sampling rate for 
stratum two is l/lO. 
Since only the population means of % arc known, and not the 
individual stratum means, the regression estimator must be of the 
combined type. To use the regression M-weights algorithm to construct 
a regression estimator with a weighted coefficient such as that discussed 
by Cochran (I963, p. 202) we input the data as in Table k.Ja. The column 
headed v is the sample weight or "jackup" that would be used in con­
structing the simple stratified estimator of the total. The column 
headed g^^^ contains the value (n^ - l) ^ ^(l - f^) where n^ is 
the number of sample elements selected in the h^^ stratum, is 
the size of the h^^ stratum, and f. is the sampling rate in the h^^ 
il 
stratum. Table h.^o gives the computed weights for two values of M , 
M = 0.93 M = 0.8 . This data set is such that it is impossible to 
meet the M = 0.8 requirement so that the program terminated after 
four iterations at which step all d^ values exceeded one. Note that 
within a stratum the ratio of largest weight to smallest is 11-02 
which exceeds 1.8/0.2 = 9*0 . The program was able to produce weights 
meeting the M = 0.93 restriction after two iterations- The estimated 
total for y , given that M = 0-93 , is 6^3.3; for M = 0.8 the 
estimated total is 641.$. 
122 
Table 4.3b. Weights Computed for Stratified Sample Example 
First round Weights Weights Weights Weights 
Elements in weights for mean for total for mean for total 
Stratum stratum for mean M = C.93 M = 0.93 H = 0.8 M = 0.8 
1 1 -0.0986 0.0439 3.95 0.0513 4.62 
1 2 0.2864 0.0416 3.74 0.0513 4.62 
1 3 0.4789 0.5812 52.31 0.5641 50.77 
2 1 0.0503 0.0304 2.74 0.0256 2.31 
2 2 0.0959 0.0345 3.10 0.0256 2.31 
2 3 0.1871 0.2684 24.16 0.2821 25.38 
Example 4 . Application of regression M-wei ghts to CNI data: In this 
example we apply our technique to data collected in the updated 
National Inventory of Soil and Water Conservation Needs (CrTi). This was 
a national survey conducted in 19^7 by the Soil Conservation Service 
(ses), an agency of the United States Department of Agriculture. The 
basic estimates made in the CNI are acreages, for each county in the U.S., 
in the cells of two-way tables where the classifications are land capabi­
lity, land use, and conservation treatment needs. There are basically 
two types of tables. The first provides the estimated number of acres in 
a given county for the two-way classification: land capability class and 
subclass by land use. The second type of table gives county acreage 
estimates classified by land capability class and subclass and by con­
servation treatment needs. 
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The sampling method used for the CNI is stratified cluster sampling. 
The primary sampling units (PSUs) were, in general, l60-acre units (i.e., 
quarter-sections in those areas that are divided into townships and 
sections). There were exceptions, e.g., in the northeastern states 
PSUs were 100-acre units. A stratified random sample of these PSUs was 
drawn for each county in the United States. Basically a 2^ sampling rate 
was used. For the 2^ sample one PSU was randomly selected from each 
stratum of 48 quarter-sections. 
To obtain the data, aerial photographs of each PSU were first marked 
with points (about 38 in each loO-acre PSU) randomly and systematically 
selected using a template specially prepared for this purpose. After the 
points were marked, the mapping symbol (representing soil, slope, and 
erosion), if available, and the land capability unit for each point were 
entered on a record sheet. Then SCS personnel inspected each point in 
the field to determine the current land use and the conservation treat­
ment needed. Hence, for each point, the soil type, slope, erosion, 
" land capability, land use, and conser^^ation treatment needs were recorded. 
?or our example we consider the daza from the ipSj CNI for Geary 
County, Kansas. We have available information on IO3O sample points 
(from 30 PSUs). We also know the following: 
(1) the total inventory acreage in Geary County (200,568 acres); 
(2) the total acreage for each land capability class and subclass; and 
(3) the total acreage for three geographical areas of the county. 
We would like to use this known information to get estimates of the 
acreage in each cell of the land capability by land use table. With our 
I2h 
regression M-prccedure the estimated marginal totals for each land capabil­
ity class and subclass will be equal to the known marginal totals. 
Further, the estimated number of acres in each cell of the land capability 
by land use table will be nonnegative. 
In constructing the regression M-weights we created gOO observations 
from the data on the 3O PSUs. Ten observations were associated with each 
PSU, one for each of the ten land capability classifications. This 
procedure was used because of the relatively small number of PSUs and the 
relatively large number of control totals. 
Let T^^ be the number of sample points in the h^^ PSU that fall 
in the i^^ land capability classification. Then the ten x-variables for 
the regression M-weights associated with land capability are defined by 
^10(h-l)^i,j ~ \i ' 
= 0 
1 = J 
otherwise 
for i = 1, 2, ...J 10, j = 1, 2, ...» 10 and h = 1, 2, ..., 3O . 
Note that j is the indexing for the variable:. Tt;o acditi.onal variables 
are constructed for the area totals: 
*10(h-l)+i,ll ~ ^ hi ' 
= 0 , 
*10(h-l)-ri,l2 " ^hi ' 
= 0 , 
if PSU h is in area one 
otherwise. 
if PSU h is in area two 
otherwise, 
where h = 1, 3O and i = 1, ..., 10 . Since the sampling rate is 
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the same for each stratum, both the v- and g-inputs to the program were 
set equal to 1 . The remaining parameters of the program are 
M = 1, n = 300 and N = 3CO 2^^,558 ^  58,^^17.86^^07 acres. 
Note that N is defined so that 
30 10 10 
h=l ±Ll j=l *10(h-l)+i,j " 200,568 . 
In this particular example all of the weights are positive after the 
initial (ordinary least squares) step. Therefore, the initial weights 
meet the M = 1 requirement and the estimated total acreage in the 
(i,m)^^ cell (where m denotes land use) is computed by 
__ _ 30,, 
"^im " 10 ( h-1 ) -i-i^^him 
where R, . is the number of points in the h^^ PSU falling in the i^ him 
land capability and the land use. The estimates are given in 
Table h.k. 
The variance of Y. vrs estimât 3d by tho Jackknife repeated im 
replication technique mentioned in Section E. Since some of the cell 
estimates for the CNI are quite large compared to others, estimated 
coefficients of variation are presented in Table 4.5. 
The estimated acreage and estimated coefficients of variation are 
also presented for the following tables: 
(i) Land capability class and subclass by conservation 
treatment needs for cropland in Geary County, Kansas. 
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(ii) Land capability class and subclass by conservation 
treatment needs for pasture and range in Geary County, 
Kansas. 
The same set of regression weights were used to construct all tables. 
Therefore, for example, the total acres for a given row (soil subclass) 
in the treatment needs for cropland (Table k.6) will equal the sum of 
the estimated acreages in the first eight columns of the corresponding 
soil subclass of the land use table (Table 4.4). Similarly, the total 
acres for a given row in the treatment needs for pasture and range 
table (Table h.f) will equal the sum of the estimates in the "PIO" and 
"P20" columns of the corresponding row of the land use table (Table 4.4). 
The titles which appear In the CNI data tables are the codes v.'hich 
were used in the 1S'6~ survey, and are explained in Table 4.8. (See 
CNI Committee (I966), Appendix 2). 
Table 4.4. Estimated acreages: Land capability by land use in Geary County, Kansas 
L31 LIO L20 L30 L5O L60 L70 L80 FIG F20 F25 HIO PIO P20 Total 
1- 3415 5488 0 7484 675 0 1812 0 2215 0 0 846 881 0 22817 
2E 0 657 0 4996 2195 1454 16I8 0 440 0 0 366 4711 4153 20590 
2W 0 1147 119 70 348 0 0 0 1023 312 0 116 165 2196 5497 
2S 0 980 308 2141 870 0 1874 0 0 0 0 0  0 474 6648 
-, 3M 0 2590 527 3601 4293 1701 3691 870 0 0 0 304 177 7033 24786 
3W 0 840 0 620 0 0 0 0 840 0 0 0  0 0 2300 
1|E 0 0 382 2755 1HO6 585 0 2975 196 0 0 387 392 22604 31583 
6e 0 1436 201 81,9 1436 449 615 205 0 14 81^  673 209 2297 56588 66442 
7S 0 0 0 357 196 775 6 0 0 195 Ô 0 0 17765 19288 
8w 0 0 0 0 0 0 0 0 617 0 0 0  0 0 617 
2's 0 2784 427 7206 3414 145^1- 3^92 0 l464 3I2 0 482 4877 6824 32735 
3 ' s  0 3430 527 422] 4293 1701 3691 870 0 0 304 177 7033 27086 
Total 3^15 13138 1538 22872 11320 4963 9610 4050 5332 1991 673 2228 110813 200568 
Table 4.5» Estimated cooEficients of variation (per cent) of the acreage estimators; 
land capability by land use in Geary County, Kansas 
L3I LIO L20 L3O L50 L6O L7O L80 Flo F20 F25 HIO PIO PgO Total 
1- 101.4 52.8 0.0 19.3 ')b.6 0.0 52.1 0.0 37.4 0.0 0.0 41.8 50.7 0.0 0.0 
2E 0.0 93.4 0.0 19.3 32.8 51.5 104.9 0.0 90.1 0.0 0.0 32.8 41.1 27.4 0.0 
2W 0.0 50.4 102.9 129.3 107.0 0.0 0.0 0,0 50.0 91.0 0.0 107.0 9h.2 38.0 0.0 
2S 0.0 22.5 46.4 27.6 ^4.1 0.0 38.8 0.0 0.0 0.0 0.0 0.0 0.0 82,8 0.0 
3E 0.0 37.6 87.1 44.5 39.4 58.3 68.9 94.4 0.0 0.0 0.0 77.3 72.3 29.0 0.0 
3W 0.0 110.2 0.0 113.2 0.0 0.0 0.0 0.0 86.0 0.0 0.0 0.0 0.0 0.0 0.0 
itE 0.0 0.0 106.9 64.0 78.8 103.9 0.0 81.8 104.8 0.0 0.0 75.2 64.5 13.2 0.0 
• 6E 0.0 54.6 104.4 64.9 60.0 59.1 101.0 100.3 0.0 67.2 65.9 100.6 71.1 5.7 0.0 
7S 0.0 0.0 0.0 102.8 100.1 36.5 0.0 0.0 0.0 75.% 0.0 0.0 0,0 3'0 0.0 
8w 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.9 0.0 0.0 0.0 0.0 0.0 0.0 
2'S 0.0 37.0 46.9 17.9 30.9 51.5 55.4 0.0 47.1 91.0 0.0 38.7 42.5 21.6 0.0 
3's  0.0 42.1 87.1 42.8 39.4 58.3 68.9 94.4 86.0 0.0 0.0 77.3 72.3 29.0 0.0 
Total 101. U 28.2 60.3 14.0 28.3 38.2 31.4 VJ|. 5 23.0 56.8 65.9 27.6 33.7 6.4 0.0 
Table 4.6. Estimated acreages and corresponding estimated coefficients of variation (per 
cent): land capability by treatment needs for cropland in Geary County, Kansas 
0 1 4 [3 8 Total 
1- 14235 (25.9) 0 ( 0.0) 1224 
2E 2I27 (33.5) 1463 (32.0) 7328 
2W 1428 (44.1) 0 ( 0.0) 255 
2S 4117 (22.4) 331 (56.5) 1726 
3E 14139 (21.7) 0 ( 0.0) 2776 
3W l46o (49.5) 0 ( 0.0) 0 
1|E 3248 (43.5) 0 ( 0.0) 0 
6E 2666 (48.4) 0 ( 0.0) 1436 
7S 971 (35.7) 0 ( 0.0} 0 
8w 0 0.0) 0 ( 0.0) 0 
2'S 7672 (21.7) 1794 (35.3) 9310 
3's 15599 (20.3) 0 ( 0.0) 2776 
Total 44390 14.1) 1794 (35.3) 147116 
3^15 
0 
0 
0 
0 
0 
0 
. 0 
0 
0 
0 
0 
3415 
101.4 
0.0 
0.0 
n.o 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
(101.4 
18874 
10919 
1683 
6174 
17271 
ii|.6o 
8004 
5192 
1328 
0 
18776 
18731 
70906 
5.5 
13.4 
37.6 
6.4 
10.9 
49.5 
36.2 
40.2 
38.7 
0.0 
7.7 
10.8 
8.0) 
Table U.7« Estimated acreages and corresponding estimated coefficients of variation (per 
cent): land capability by treatment needs for pasture and range in Geary County, 
Kansas 
0 12 3 4 5 Total 
1- 215(94.0) 
P.E 2874(52.1) 
2W 665(48.5) 
2S 474(82.8) 
3E 2304(57.0) 
3W 0( 0.0) 
4E 8616(49.9)  
6E 19366(23.1) 
7S 1926(50.2) 
8w Of 0.0 
2's 4014(40.6 
3's 2304(57.0) 
Total 36442(27.5) 
o( 0.0) 
o( 0.0) 
165(94.2) 
0( 0. 
215(94.0) 
2050(69.8) 
842(63.0) 
0( 0.0 
4158(31.9 
o( 0.0) 
21.4) 
12630(32.0) 
%o0(44.o) 
o( o.'o) 
2893(^8.8) 
4158(31.9) 
165(94.2) 3%85l(l6.7) 
9.' 
450( 56.6) 
306l( 33.9) 
o( 0.0) 
o( 0.0) 
177( 72.3) 
o( 0.0) 
196( 8^.4) 
1328(101.1) 
o (  0 . 0 )  
0( 0.0) 
306l( 33.9 
177( 72.3 
5213( 35.8) 
o( 0.0) 
879(79.0) 
688(81.3 
0( 0.0 
571(58.1 
o( 0.0 
3243(53.4 
25560(22.9 
11834(18.2 
0( 0.0 
1568(56.0 
.58.1 
42775(19. 
0( 
0 
0 
o( 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1795( 99.6 
o( 0,0 
195(106.5 
of 0.0 
o( 0.0 
0( 0,0 
1991( 99.3 
881(50.7) 
8865(13.8) 
2362(34.6) 
474(82,8) 
7210(28,9) 
o( 0,0) 
22996(12.9) 
58884( 4,0) 
17765( 3.0) 
o( 0.0) 
11701(11 .4)  
7210(28.9) 
119437( 5.5) 
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Table 4.8. Codes used in tables 4.^ - 4.7 
Land use 
Nonirrigated Irrigated Category 
LIO Lll Com and sorghums 
L20 L2l All other row crops 
L3O L3I Close grown field crops 
L5O L5I Rotation hay and pasture 
L60 , Loi Hayland 
L7O L7I Conservation use only 
L80 ; L81 Temporarily idle cropland 
• PIO Pll Pasture 
P20 Range 
FIO Commercial forest 
F20 Noncommercial forest 
F25 Grazed noncommercial forest 
HIO Other land in farms 
Treatment needs code (cropland) 
0 Land adequately treated 
5 Change in land use 
Nonirrigated 
1 Crop résider, annual cover crops only 
2 Sod in crop rotation only 
3 Contouring only 
h Strip cropping, terraces, or diversions 
6 Adequate drainage system 
Irrigated 
7 Cultural or management practices only 
8 Improved irrigation system 
9 Proper irrigation water management 
Treatment needs code (pasture 
and range) 
0 Adequately treated 
1 Infeasible to treat 
2 Protection of plant cover from over­
grazing 
3 Improvement of present plant cover 
4 Brush control 
5 Re-establishment of vegetative cover 
6 Re-establishment of vegetative cover 
and brush control 
7 Change in land use to trees 
8 Improved irrigation system (pasture) 
9 Proper irrigation water management 
(pasture) 
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Table 4.8.(Continued) 
Land capability code 
Land capability class 
Class 1: Soils have few limitations, are suited to a vide rage of plants, 
and have mary potential uses; they are nearly level, have little 
erosion hazard, are well-drained and hold water well. 
Class 2: Soils have some limitations that reduce the choice of plants or 
require moderate conservation practices; with careful soil 
management, they are adaptable to many uses. 
Class 3* Soils have severe limitations that reduce the choice of plants or 
require moderate considerations, and conservation practices are 
more difficult to apply than Class 2 soils. 
Class 4: Soils have very severe limitations or require very careful 
management, or both; they are more difficult to maintain in 
cultivation. 
Class 5" Soils have little or no erosion hazard but have other limitations 
that are impractical to remove and are generally not suited for 
cultivation. 
Class 6: Soils have severe limitations that make them generally unsuited 
to cultivation but are such that it is practical to apply range 
or pasture improvements if needed. 
Class 7- Soils have limitations that restrict their use largely to 
grazing, forest, or wildlife habitat; 
Class 8: Soils have limitations that restrict their use to recreations, 
wildlife habiûat, water supply, or esthetic purposes. 
Land capability subclass 
Subclass e: refer to soils where risk of erosion is present. 
Subclass w: consists of soils limited by excess water. 
Subclass s : suffer from root zone limitations. 
Subclass c: soils are limited by climatic conditions. 
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V. STJîD-a.RY 
Regression estimation for sample survey data when the population means 
of auxiliary variables are available is considered. The estimation of cell 
probabilities in a two way table where the marginal probabilities are known 
is a special case of this problem. The generalized regression estimator 
and the maximum likelihood estimator are both best asymptotically normal 
estimators for the multinomial frequencies. 
An iterative regression weights computer algorithm is suggested. The 
program is designed to provide positive weights for those sample config­
urations where this is possible. The algorithm is flexible enough to 
handle all of the common survey designs. Under simple random sampling, 
the iterative regression estimator has the same large sample properties as 
the usual regression estimator. 
T^;o variance estimators based on the jackknife and Taylor approximation 
are suggested. The procedures were applied to the 19^7 National Inventory 
of Soil and Water Conservation Needs. 
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