We examine the averaging operator corresponding to the manifold in R 2d of pairs of points (u, v) satisfying |u| = |v| = |u − v| = 1, so that {0, u, v} is the set of vertices of an equilateral triangle. We establish L p × L q → L r boundedness for T for (1/p, 1/q, 1/r) in the convex hull of the set of points {(0, 0, 0) , (1, 0, 1) , (0, 1, 1) ,
Introduction
Much work in harmonic analysis has centered around determining the mapping properties and regularity of operators given by the convolution f ⋆ µ of a function f and a measure µ, and of maximal variants of these operators. Much of this work has dealt with measures supported on submanifolds that possess varying curvature conditions; see for example, [16] , [21] , [19] . Later, operators of this type were found to have applications in solving problems in continuous geometric combinatorics, such as the wide range of generalizations of the Falconer distance problem [4] ; see [14] , [6] , [7] , for example. There has also been some interest in multilinear versions of surface averages, i.e., operators of the form (f 1 , . . . , f n ) → [(f 1 ⊗ · · · ⊗ f n ) ⋆ µ](x, . . . , x), where f 1 , . . . , f n are measurable functions on R d and µ is a Borel measure on R d . As an early example, in [17] Oberlin introduced the multilinear convolution of d functions with the unit sphere in R d , and completely characterized the boundedness of this operator. More recently the authors in [7] proved general results on applications of bounds on multilinear generalized Radon transforms to point configuration problems. Greenleaf and Iosevich [6] introduced the bilinear convolution operator
where dK is the surface measure on the set {(u, v) ∈ R 2 × R 2 : |u| = |v| = |u − v| = 1} of pairs of points (u, v) such that the set {0, u, v} is the set of vertices of an equilateral triangle in the plane with side length 1. In [6] the authors proved the estimates
for positive functions f and g. These estimates were used to prove that when E ⊆ R 2 is a compact set with Hausdorff dimension greater than 7 4 , then the set of three-point configurations determined by E has positive Lebesgue measure as a subset of R 3 , where a three-point configuration C is identified with its triple of pairwise distances. This is a variation of the Falconer distance problem, in which it is conjectured that for a compact set F ⊆ R d of Hausdorff dimension dim H (F ) > d 2 the one-dimensional Lebesgue measure of the distance set ∆(F ) = {|x − y| : x, y ∈ F } is positive. The Falconer distance problem is in turn a continuous version of the Erdős distinct distance problem.
In Geba, et al. [5] , the bilinear version of the spherical maximal operator,
was studied as a basic example in the class of bilinear maximal averaging operators corresponding to averages with respect to finite Borel measures with reasonably well-behaved Fourier transforms.
The study of this operator was later taken up by Barrionuevo, Grafakos, He, Honzik, and Oliveira in the paper [2] . These authors used a g-function technique coupled with a wavelet decomposition of the Fourier transform σ of the surface measure to establish bounds from L p ×L q → L r for a range of (p, q, r) with 1 p + 1 q = 1 r . For the range of indices with 1 < p, q, r ≤ ∞ these bounds were obtained by interpolation against endpoint bounds obtained using theorems for linear Fourier multiplier operators. Using the wavelet decomposition the authors were able to establish boundedness outside of this "Banach range" of indices. Most recently, Jeong and Lee [15] established a complete characterization of the L p × L q → L r boundedness of the bilinear spherical maximal operator B by using the slicing identity
to majorize B(f, g)(x) pointwise by a product of the linear spherical maximal operator and the Hardy-Littlewood maximal operator. These authors also obtained Lorentz space estimates for endpoint cases.
Here we study a generalization of the bilinear operator B introduced by Greeneleaf and Iosevich in [6] . We define
to be the averaging operator corresponding to the surface measure µ on the manifold M of equilateral triangles in R 2d , which is the set
of all pairs of points (u, v) such that {0, u, v} is the set of vertices of an equilateral triangle of side length 1 with one vertex at the origin. We use interpolation and techniques from [2] to show that this operator is bounded from L p (R d ) × L q (R d ) → L r (R d ) for a range of indices (p, q, r) with 1 ≤ p ≤ ∞ and 1 ≤ q ≤ ∞ that properly includes the Banach range, i.e., the range for which 1/p + 1/q ≤ 1. Our proof requires that d ≥ 5, and this restriction cannot be avoided using the tools that we use in our proof. Our main result is:
in the convex hull of the set of points (0, 0, 0) , (1, 0, 1) , (0, 1, 1) ,
(1/2,1/2) We compute the Fourier transform µ below and obtain the estimate
The idea of our proof is based on the proof in [2] , which is in turn based on the proof by Rubio de Francia [18] of the boundedness of the linear spherical maximal operator. The idea is to decompose the multiplier m = µ dyadically away from the origin as m = ∞ i=0 m i , where m i is supported on a dyadic annular region on scale ≈ 2 i . We obtain bounds
for the operator T i corresponding to the multiplier m i , with norms C i exponentially decreasing in i. Then we obtain bounds
with norms D i increasing in i using an estimate from [18] . We interpolate between these two bounds for T i as far as possible so that the interpolated norm C θ i D 1−θ i still forms a summable sequence in i, and summing these bounds for T i we obtain a bound for T ,
for a range of p with p/2 < 1. When p = ∞ or q = ∞ we can majorize T (f, g)(x) by the product of an L ∞ norm of one input function and the spherical maximal function corresponding to the other function, and then we get a range of bounds for T from the known bounded for the linear spherical maximal operator. When p = q = ∞ we obtain a trivial bound. We then interpolate between all of these bounds.
Most of the work in our proof lies in obtaining the bounds
with exponentially decreasing norms C i . The essential tool for our proof is the following proposition, which is a consequence of results proved by Grafakos, He, and Slavíková [11] using a wavelet technique.
for all |α| ≤ M 1 , then there is a constant D depending only on d and q such that the bilinear operator T m with multiplier m satisfies
Here |sppt m| is the Lebesgue measure of the support of the function m. We cannot apply this lemma directly to the dyadic pieces m i , because for these pieces we have only the uniform decay estimates
and |sppt m| 1 4 ≈ id 2 . Thus Proposition 2 gives an L 2 × L 2 → L 1 norm for T i of ≈ 2 i , which is increasing in i. In order to obtain bounds for T i decaying in i we need to further decompose m i to take advantage of the additional decay in the estimate (1), and then apply Proposition 2 to the pieces of this finer decomposition. More specifically, we decompose m i (ξ, η) dyadically based on the ratio |ξ| / |η|, and then further decompose these pieces dyadically based on the angle θ between ξ and η.
It is also worth considering whether it is possible to obtain a geometric majorization of T , in the spirit of the majorization of B obtained by Jeong and Lee [15] . It follows from the arguments below that we can express T as
2 centered at x − 1 2 u, lying in the hyperplane containing x − 1 2 u with normal direction u. The attempt to mimic the proof in [15] suggests taking the supremum over u in the operator S u , to give the majorization
where S(f )(x) is the linear spherical maximal function for f . However, our attempts to obtain nontrivial L p bounds for the directional maximal operator
have been unsuccessful, and we hope to address the boundedness of this operator in future work.
Describing the Manifold
where θ is the angle between u and v. Hence we see that u − v = 1 exactly when θ = ±π/3. Hence, since rotations preserve angles, we can obtain any (u, v) ∈ M as
where e i is the ith standard basis vector in R d and R is an appropriately chosen rotation. This description of M suggests that we can effectively integrate over the M using the following formula 
where dR ′ is the Haar measure on the subgroup H and S is any representative of SH. Since SO(d) is compact its Haar measure is finite; so we assume that all measures are normalized to be probability measures. 1 For a reference on Haar measure on locally compact groups, see Deitmar and Echterhoff [3] ; for a reference on matrix Lie groups see Baker [1] . If H is the closed subgroup of rotations fixing e 1 , then each coset RH is the set of all rotations taking e 1 to Re 1 , and H is isomorphic to SO(d − 1). Using the quotient integral formula with this choice of H lets us express the integral of f with respect to the surface µ measure on M
is the ith standard basis vector in R d−1 . We now define the bilinear triangular operator:
for f and g Schwartz functions on R d .
Computing the Fourier Transform of the Surface Measure
Here we address the case where d ≥ 3. We compute
Now we can use the invariance of the Haar measure on SO(d) to precompose R with a rotation whose transpose takes ξ to a multiple of e 1 and η to a vector in the span{e 1 , e 2 }. This map can be chosen to take η to |η| · e 1 and ξ to |ξ| cos θ · e 1 + |ξ| sin θ · e 2 , where θ is the angle between ξ and η. This lets us write
Now we can pull out some factors and use orthogonality and the fact that σ d−2 is radial 2 to obtain for the inner integral
where P −1 (u 1 , . . . , u d ) → (u 2 , . . . , u d ) is the projection on to the last d − 1 coordinates, and σ d−2 is the surface measure on the unit sphere in R d−1 . However, if P 1 is the projection onto the first coordinate, then by the Pythagorean theorem we have
Since the rotation R ′ has been eliminated, we can rewrite the Fourier transform in terms of a spherical integral,
Next we take note of the following simple slicing formula for the spherical integral,
We can use this formula to take advantage of the fact that the integrand in the last expression above for µ(ξ, η) depends only on the first two components of y. Applying this formula to µ gives
Inserting the well-known formula for σ d−2 , this is
Estimating Derivatives of µ. To use the above-mentioned multiplier theorem to bound T m , where m = µ, we need to know the decay behavior of derivatives of m. The key estimate that we obtain is
for all multi-indices α and β. To obtain this estimate we use the following recurrence formula, which can be found in Grafakos [9, 573] ,
It follows from this formula that ∂ α ξ ∂ β η µ(ξ, η) can be bounded by a finite sum of terms of the form
where s, t > 0, γ and δ are multi-indices, and
Then one can show using the asymptotic decay of Bessel functions that
Applying these estimates and using the fact that µ(ξ, η) = µ(η, ξ) gives estimate (5).
L p × L p → L p/2 Bounds Beyond Banach Range
As described in the introduction, our strategy to obtain upper bounds for operator norms of T as a map from L p × L q → L r will be as follows. We first decompose the multiplier m = µ dyadically into pieces m i . Then we obtain two bounds for the operator T i corresponding to the ith piece m i of m: we get L 2 → L 2 → L 1 bounds with norms exponentially decaying in i, and we get L 1 × L p → L p p+1 and L p × L 1 → L p p+1 bounds with norms growing in i. Then we interpolate between these bounds to get boundedness for the T i on L p × L p → L p/2 for some range of p such that p/2 < 1, with operator norms still summable in i. We can then bound the operator norm of T on L p × L p → L p/2 by the sum of the operator norms of the T i 's. The key estimates in this procedure are the L 2 → L 2 → L 1 bounds with good operator norms. The following lemma plays an essential role in these estimates. 
Then there is a constant D depending on d and q such that the bilinear operator T m with multiplier m satisfies
We get an immediate corollary to this lemma by estimating m L q for compactly supported m.
Hence we will decompose the multiplier m = µ into pieces m i,j,k , apply this corollary to estimate the operator norm of the operator T i,j,k corresponding to the multiplier m i,j,k , then sum the operators T i,j,k to bound the full operator T . We define m i = j,k m i,j,k , so that for i fixed the m i,j,k constitute a further decomposition of m i . This further decomposition is necessary because m does not have enough uniform decay to apply Corollary 4 directly to m i .
Defining the Decomposition. We will decompose m := µ using three indices.
Partition in |(ξ, η)|: First we define a partition of unity on a dyadic scale. For this purpose let
2. Partition in |η| / |ξ|: Now we define a partition of unity regulating the ratio |η| / |ξ|. First we choose ψ * ∈ C ∞ 0 (R) with ½ [0,1] ≤ ψ * ≤ ½ [−ǫ,1+ǫ] . Then we define for j ∈ Z,
, noting that ψ * j is supported in [j − ǫ, j + 1 + ǫ]. Finally, we define ψ j (ξ, η) := ψ * j (log |η| − log |ξ|) + ψ * −j−1 (log |η| − log |ξ|), so that ψ j is supported in
We also define for j ≥ 0,
which is supported in
and identically equal to 1 in
In particular this implies that the derivatives of ψ j vanish except where min{|ξ|,|η|} max{|ξ|,|η|} ≈ 2 j .
3. Partition in |sin θ|: Finally, we define a partition of unity regulating |sin θ|, where θ is the angle between ξ and η. First we construct a partition of unity {ρ * j } on R on a double-dyadic scale. We
j is supported on the annulus {t : 2 2(j−1) ≤ |t| ≤ 2 2(j+1) } and ∞ j=−∞ ρ * j ≡ 1, except at 0. Now we define, for j ≥ 1,
noting that the argument of ρ * −j is (sin θ) 2 and that ρ j is supported on the set {(ξ, η) : 2 −(j+1) ≤ |sin θ| ≤ 2 −(j−1) }. We also define
We now define the multiplier
and the corresponding operators
for Schwartz functions f and g. We will estimate right-hand side of
hoping to obtain bounds T i L 2 ×L 2 →L 1 exponentially decaying in i, as described above.
Computing derivatives of m i,j,k . In order to apply Corollary 4, we need L ∞ bounds for derivatives of the multipliers m i,j,k . We have seen above that all derivatives of m satisfy the same decay estimates. Hence when we take derivatives of m i,j,k we have to consider the size of the derivatives of the cutoffs ϕ i , ψ j , and ρ k on the support of m i,j,k . We claim that these derivatives are uniformly bounded. In estimating these derivatives we use the following:
Rule of Thumb 5. If x α |x| p is |x| k , then ∂ x i (x α |x| p ) is |x| k−1 , unless it is 0.
Using this heuristic and induction, one can estimate that on the support of m i,j,k ,
. We see by our choice of the indices i, j, k included in our decomposition that these derivatives are uniformly bounded on the support of m i,j,k .
Volume of sppt m i,j,k . The support of m i,j,k is contained in
We estimate the volume of this set using Fubini, radial coordinates, and the slicing formula (3), defining A k := {(ξ, η) : 2 −k−1 ≤ |sin θ| ≤ 2 −k+1 }, where θ is the angle between ξ and η,
.
One can show that |sppt m i,j,k | ≈ |S i,j,k | with dimensional constants.
Using Corollary 4 and (5) and the fact that the derivatives of the cutoff functions are uniformly bounded in i, j, and k, we get the following bound
Thus summing over j and k gives the bound
which is exponentially decreasing in i for d ≥ 5.
bound for T i . We use the fact, which can be found in Grafakos [9, 480] , that for N > M > d,
Now observe that for x = (x 1 , x 2 ) ∈ R 2d , using the fact that ϕ is a Schwartz function, we have
Hence we have that
by Young's inequality. Analogously we get
Interpolation
We first obtain L p × L q → L r bounds in a the range of indices (p, q, r) for which 1/p + 1/q ≤ 1. We refer to this range of indices as the "Banach range", since 1/r ≤ 1/p + 1/q ≤ 1 must hold [10, Prop. 7.1.5]. We can majorize T as follows:
where S 1 is the linear spherical averaging operator with radius 1 acting on functions on R d . We know that S 1 is bounded from L p into L q whenever (1/p, 1/q) lies in convex hull Conv V of the set of points V := (0, 0), (1, 1),
Hence T is bounded from
whenever (1/p, 1/q) lies in Conv V . By the symmetry of the manifold, we can exchange the roles of f and g in the above integral to also get boundedness from
whenever (1/p, 1/q) lies in Conv V . Now we can apply bilinear interpolation to see that T is bounded from
whenever (1/p, 1/q) lies in the convex hull of the set V 2 := {(0, 0), (1, 0), (0, 1)} , and we can push 1/r some amount below 1/p + 1/q, depending on the choice of p, q, using the fact that S 1 is L p -improving.
Interpolating between the bounds obtained in the last section above gives that
for 1 < p < ∞. Now we want to interpolate against the L 2 × L 2 → L 1 bound as far as possible while still maintaining operator norms for T i summable in i. Doing so, we find that T boundedly maps
with operator norms summable in i for p > p 0 := 5d 3d − 2 .
We can now interpolate these bounds against the bounds for the Banach range to get boundedness on the interior of the convex hull of the set of indices {(0, 0), (1, 0), (0, 1), (1/p 0 , 1/p 0 )}, for d ≥ 5.
