A useful tool to calculate L 2 -Betti-numbers is an approximation theorem which is proved in its original version by W. Lück. It shows that L 2 -Betti-numbers β
Introduction
For a finite CW complex X with fundamental group π , the L 2 -homology of the universal covering X is given as the kernel of the combinatorial Laplacians ∆ * on C (2) * ( X) = C (cell) * ( X)⊗ Zπ ℓ (2) (π) , which is after a choice of a cellular base isomorphic to a complex of finite direct sums of ℓ 2 (π) on which the Laplacian ∆ p = (c p ⊗ id) * (c p ⊗ id) + (c p−1 ⊗ id)(c p−1 ⊗ id) * acts by left multiplication with a matrix over Zπ ⊂ N (π) . Here, N (π) ⊂ B(ℓ 2 (π)) is the group von Neumann algebra of π: it is the von Neumann algebra generated by the left regular representation of π. L 2 -Betti-numbers measure the dimension of the L 2 -homology and can be defined as β 2 p (X) := dim C N (G) (ker(∆ p )) .
W. Lück shows in [11] that the L 2 -Betti-numbers β (2) n ( X) of the universal covering X of a CW complex X , with residually finite fundamental group π , can be approximated by their finite dimensional analogons β (2) n ( X/π i ) . Using these ideas in a different context, J. Dodziuk and V. Mathai prove in [4] a similar approximation result for amenable groups. In [14] , T. Schick combines both ideas and extends the result to a more general class G, of groups, containing in particular amenable and residually finite groups.
In an alternative formulation these proofs rely on showing that the kernel of a matrix A ∈ M d (ZG) can be approximated via the kernels of the matrices p i (A) ∈ M d (ZG), where the p i are coming from some limit or extension process of G . Finally in [3] J. Dodziuk, P. Linnell, T. Schick and S. Yates, extend the coefficient ring ZG to QG , especially to prove the Atiyah conjecture for matrices over QG and G from a subclass of G . In this paper, the approximation theorem will be generalized to an approximation theorem for the center-valued Betti-numbers β u p (X) := dim u N (G) (ker(∆ p )) . More precisely, we show that their Fourier coefficients (which are multiples of the so called delocalized Betti-numbers introduced by Lott in [10] ) can be approximated.
This paper can also be seen as a prerequisite to prove a center-valued version of the Atiyah conjecture which is the goal of a recent joint work with P. Linnell, M. Puschnigg and T. Schick, based on ideas in [8] .
Notation and Preliminaries
We first need to introduce some notations. In the following, G always denotes a discrete group, and we write C(G) for the set of elements g ∈ G with finite conjugacy class g . When no confusion is possible, we denote by g the elements u g ∈ N (G) . Using these notations the group ring is given by CG := { g∈G λ g g | only finitely many λ g = 0} ⊂ N (G) . The center of a von Neumann algebra A is denoted by
Proposition 2.1. The von Neumann algebra N (G) is a finite von Neumann algebra, hence it comes with some standard traces.
The universal or center-valued trace
which satisfies the following properties (see e.g. [6] ): for all a, b ∈ N (G) and c ∈ Z(N (G))
And the delocalized traces tr
g N (G) , for g ∈ C(G) , given by:
These traces can be extended to M d (N (G)) by taking tr
, with tr M d (C) the non-normalized trace on M d (C) . We keep the same notation for the extended traces. Moreover the universal trace and the standard trace are positive, hence they induce the following dimension functions on N (G)-submodules V of ℓ 2 (G) d :
Here P = P 2 denotes the projection matrix with Im(P ) = V . We define the spectral density functions of operators. Roughly speaking it measures the growth of the spectral projections.
Definition 2.2. Let G be a discrete group and A ∈ M d (N (G)) a positive operator. Define
• the spectral density function
• and the center valued spectral density function as
where χ [0,ε] denotes the characteristic function of the interval [0, ε] . where z i is the vector z i := (a i,j ) j∈J and supp(z i ) := |{j ∈ J | a i,j = 0}| .
Using this notation we have F
Set now |A| ∞ := sup i,j |a i,j | and A * := (a j,i ) i,j∈J . Define
Elements of M d (CG) are identified with degenerated matrices, indexed by J × J where J := {1, . . . , d} × G . For more details we refer to [3] . Definition 2.7. Let U < G be a subgroup of G . We call G/U an amenable homogenous space, and G an extension of U with amenable quotient, if we have a G invariant metric d : G/U × G/U → N such that sets of finite diameter are finite and such that for all K > 0 and ε > 0 there exists some finite subset ∅ = X ⊂ G/U with
(A special case for this occurs when U ⊳ G is a normal subgroup and G/U is an amenable group.)
Every amenable homogenous space admits such an exhaustion.
Proof. Compare for example Lemma 4.2 in [14] .
Main Result
Situation 3.1. Let G be a discrete group that can be constructed out of groups satisfying the bounded determinant property, in one of the following ways:
• U < G with C(G) ⊂ C(U ) and G/U admits an G-invariant metric making it an amenable homogenous space.
• If G is the direct or inverse limit of a directed system of groups G i .
In [3] the bounded determinant property is proven for a large class G of groups which is based on the above constructions. Most common examples with this property are amenable groups and residually finite groups.
We now introduce a uniform notation for the three constructions. Let A ∈ M d (QG) , where Q denotes the field of algebraic numbers. The approximating matrices denoted by A[i] will have different meanings depending on how G is constructed. We have three cases.
1. The group G is the inverse limit of a directed system of groups
The group G is the direct limit of a directed system of groups G i . Denote by p i : G i → G the corresponding maps.
In order to define the approximating matrices A[i] we need to make some choices. Write A = (a k,l ) with a k,l = g∈G λ g k,l g . Then, only finitely many of the λ g k,l are non-zero. Let V be the corresponding finite collection of g ∈ G . Since G is a direct limit of G i we can
. Keep in mind that the values of the traces can depend on the choices made to define A[i] .
The group G is an amenable extension of U with Følner exhaustion
With this definition, A[i] is no longer an element of M d (N (G)) but can be seen as an element in M d|X i | (N (U )) . In this case, tr C i , tr u i and tr g i denote the following
Throughout the rest of the paper, G i will denote the obvious groups in the limit cases (1) and (2) . In the amenable case we set G i = U constantly. We use tr
Betti-numbers are given as the dimension of the kernel of the Laplacian ∆ p . Since the value of the spectral density functions at zero is exactly the dimension of the kernel, we can state our approximation theorem as follows.
and g ∈ C(G) . Then, for any ε > 0 and any choice of matrices A[i] , there exists an i 0 ∈ I such that for all i ≥ i 0 :
Where we denote by δ [g] i the unit vector corresponding to
• the group element p i (g) ∈ G i , in the inverse limit case (1) of (3.1) ,
• a chosen preimage of g ∈ G i , according to the choices made to define A[i] in the direct limit case (2) of (3.1) ,
• g ∈ C(G) in the amenable case (3) of (3.1). Without the assumption that C(G) ⊂ C(U ) approximation is still possible but then only for g ∈ C(U ) .
Remark 3.3. The original approximation theorem (Theorem 3.12 in [3] ) is contained in the above result if we set g = e .
Examples 3.4. As a direct consequence, one can use the center-valued approximation theorem to show the vanishing of β u for a closed manifold X with fundamental group π 1 in certain cases. One has 1. β u 0 ( X) = β 2 0 ( X)e , for residually finite π 1 and 2. β u p ( X) = β 2 p ( X)e, for all p ∈ N , if π 1 is free abelian .
This follows directly using [10] (example 8 and proposition 2) .
Some Key Lemmas
The Fourier coefficients of F u A (0) are given by
This can be easily seen using Dixmier's approximation theorem (see e.g. [6] ). In the rest of the paper g is always taken in C(G) .
The proof of the C-valued approximation theorem in [3] is based on the following three major facts. For the center-valued approximation theorem that we prove in this paper, fact (1) is obviously still valid. The facts (2) and (3) of course do not apply to our situation, since they involve the C-valued trace tr C N (G) , but the main ideas of Lück's method work in general for any positive functional if in addition the Fuglede-Kadison determinant derived from it has a lower bound for A and all approximating A[i] . In Definition 4.2, we define traces which are derived from delocalized traces and are positive. Using these traces we also define deviated Fuglede-Kadison determinants and prove the existence of a lower bound. Using our method, it would also be possible to directly approximate the Fourier coefficients of the projections on the homology. These coefficients depend on the choice of the basis, hence we do not see any application for this general approximation and restrict to functionals derived from delocalized traces.
A and
A key ingredient of our method is the following simple lemma. Lemma 4.1. If a ∈ N (G) is a positive element then, for all g ∈ G we have a · δ e , δ e ≥ | a · δ g , δ e | Proof. a = b * b then, using Cauchy-Schwarz inequality we get It follows from Lemma 4.1 that both traces are positive. The next lemma shows that for a selfadjoint A ∈ M d (N (G)) we have
This is one of the main tricks in our paper. We prove the approximation theorem for Tr 
Lower Bound for Determinants
Definition 5.1. Take a positive operator A ∈ M d (N (G)) and denote by {E A λ := χ [0,λ] (A) | λ ∈ R + 0 } the spectral family of A . Define then the following spectral density functions: In order to prove Theorem 3.2 we need a lower bound for the deviated Fuglede-Kadison determinants lndet g ,Re (A) and lndet g ,Re (A) . We obtain it using the fact that the perturbation caused by the delocalized trace is controlled by the standard trace. Proof. We prove the lemma only for lndet g ,Re , the case lndet g ,Im being identical. Using Lemmas 4.1 and 4.5 we get
Define the function f 
Convergence of the Trace
In this section we basically use the ideas from [3] and [14] to prove the following equalities, for all G constructed as described in (p(A) ) .
(6.
2)
The traces Tr i depend on the construction of G . We deal first with the limit cases (1) and (2) of 3.1 .
and g ∈ C(G) . If G is the direct or inverse limit of groups (G i ) i∈I then there is an i 0 ∈ I such that for all i ≥ i 0 : (p(A) ) .
Proof. The proof follows directly from the fact that the support
Since G is an inverse or direct limit, choosing i 0 big enough, we have, for all i ≥ i 0 : supp(p(A[i])) = supp(p(A)) .
As a consequence, the traces coincide.
To prove (6.1) and (6.2) in the amenable case (3) of 3.1, we adapt ideas from [14] (Lemma 4.6) to our situation. Proof. Again we only treat the case Tr g ,Re N (G) and assume d = 1 , since the general case follows by summing up the traces. Let A ∈ N (G) and denote A[i] := P i AP * i , as described in 3.1 . By linearity of the trace, it also suffices to treat the case where p is a monomial. Pull back the metric on G/U in order to get a semi-metric on G . Denote the inverse image of X i by X ′ i . For g ∈ X ′ i and h ∈ U we have P i (h · δ g ) = h · δ g . Selfadjointness of P i implies for g ∈ X ′ i h ∈ U , that (P i AP i ) n δ g , h · δ g = AP i AP i . . . P i Aδ g , h · δ g and we have the following telescope sum:
We now compute for s ∈ C(U ) , Tr s ,Re
Using (6.5) and applying Cauchy-Schwartz inequality, we get Tr g ,Re
Then the set T :
T i is a finite subset of G . Hence if we take R ∈ N big enough and B R (g) the ball with radius R around g we have
The integer R is independent from g , since the semi-metric is G invariant. Now if we have B R (g) ⊂ X ′ i , which means [g] ∈ X i − N R (X i ) (see Definition 2.7) , we have Im(P B R ) ⊂ Im(P i ) and hence
The quantity c n is independent of i and Lemma 2.8 shows that
hence the claim follows.
Finalization of the Proof
We are now finally ready to prove our theorem. The main idea in this section is to use the lower bound of the Fulglede-Kadision determinant and is due to W. Lück in [11] .
Define for the spectral density functions F g ,Re A
and F g ,Im A
:
and denote their right continuous approximations by Proof. We only prove F g ,Re A (0) = lim i→∞ F g ,Re A[i] (0) . The other case can be done identically. Fix λ ≥ 0 and take a sequence P n of polynomials converging pointwise to χ [0,λ] , such that for 0 ≤ x ≤ κ(A) ,
Applying functional calculous preserves the inequality and since for all
Then we apply the positve and hence order preserving trace Tr g ,Re N (G i ) and use the fact that Tr g ,Re
We get for all i ∈ I F g ,Re
Taking lim sup on the left side and lim inf on the right side leads to:
The sequence P n (A) converges strongly in a norm bounded set, hence it converges already in the ultra-strong topology. Taking n → ∞ and using normality of Tr g ,Re
Setting λ = 0 gives us the first half of the proof:
We prove now that F
, which finishes the proof. We first pass from I to a subnet J ⊂ I , such that lim sup i∈J F g ,Re A (0) = lim inf i∈I F g ,Re A (0) . Equation (7.2) still holds and we keep our notation F (·) , F (·) but using J instead of I . Moreover we need the 
