Distributed multi-agent optimization is the core of many applications in distributed learning, control, estimation, etc. Most existing algorithms assume knowledge of first-order information of the objective and have been analyzed for convex problems. However, there are situations where the objective is nonconvex, and one can only obtain zero-order information of the objective. In this paper we consider derivative-free distributed algorithms for nonconvex multi-agent optimization, based on recent progress in zero-order optimization. We develop two algorithms for different settings, provide their convergence rates and compare them with existing centralized zero-order algorithms and first-order distributed algorithms.
I. INTRODUCTION
Consider a set of n agents connected over a network, each of which is associated with a smooth local objective function f i that can be nonconvex. The goal is to solve the optimization problem
with the restriction that f i is only known to agent i and each agent can exchange information only with its neighbors in the network during the optimization procedure. We focus on the situation where only zero-order information of f i is available to agent i. Distributed multi-agent optimization lies at the core of a wide range of applications, and a large body of literature has been contributed to distributed multi-agent optimization algorithms. One line of research combines (sub)gradientbased methods with a consensus/averaging scheme. It has been shown that, for convex functions, the convergence rates of distributed gradient-based algorithms can match or nearly match those of centralized gradient-based algorithms. Specifically, [1] , [2] proposed and analyzed distributed algorithms with O(log t/ √ t) convergence for nonsmooth convex functions; [3] - [5] proposed distributed algorithms with O(1/t) convergence for smooth convex functions and linear convergence for strongly convex functions; [6] employed Nesterov's gradient descent method and showed that convergence can be further accelerated for distributed optimization.
While distributed convex optimization has a broad applicability, nonconvex problems also appear in important applications and have attracted researchers' attention. [7] studied the behavior of distributed projected stochastic Y. Tang and N. Li are with the School of Engineering and Applied Sciences, Harvard University. emails: nali, yujietang@seas.harvard.edu. gradient algorithm via tools from continuous-time dynamical systems. [8] developed distributed algorithms based on the convexification-decomposition technique, and also introduced the gradient tracking approach for estimating global gradients. [9] established convergence of the distributed push-sum algorithm for nonconvex problems and also proposed perturbations to avoid local maxima. [10] studied the decentralized parallel stochastic gradient descent, and showed its O(1/ √ T ) convergence rate to stationary points. [11] proposed a decentralized Frank-Wolfe algorithm, and showed its O(1/ √ t) convergence rate of the quantity ∇f (x(t)) T (x(t) − x * ). [12] proposed the proximal primaldual algorithm for distributed nonconvex optimization, and showed its O(1/t) convergence to a stationary point. [13] studied decentralized gradient descent-type algorithms for nonconvex problems. [14] proposed a distributed algorithm for nonconvex constrained problems over time-varying directed graphs that incorporates gradient tracking, and showed that it achieves O(1/t) convergence.
Recently there has been increasing interest in zero-order optimization, where one does not have access to the gradient of the objective. Such situations can occur, for example, when only black-box procedures are available for computing the values of the functional characteristics of the problem, or when resource limitations restrict the use of fast or automatic differentiation techniques. Many existing works on zero-order optimization are based on constructing gradient estimators using finitely many function evaluations. [15] proposed and analyzed a single-point gradient estimator, and [16] further studied the convergence rate of single-point zero-order algorithms for highly smooth objectives. [17] proposed two-point gradient estimators and showed that the convergence of the resulting algorithms are comparable with their first-order counterparts. [18] studied two-point gradient estimators in stochastic nonconvex zero-order optimization. [19] and [20] showed that for stochastic zero-order convex optimization with two-point gradient estimators, the optimal rate O( d/N ) is achievable where N denotes the number of function value queries. [21] proposed and analyzed a zeroorder stochastic Frank-Wolfe algorithm.
Some recent works have also started to combine zero-order and distributed methods. [23] proposed a distributed zeroorder algorithm for stochastic nonconvex problems based on the method of multipliers. [24] proposed a zero-order ADMM algorithm for distributed online convex optimization. [25] proposed a distributed zero-order algorithm over random networks and established its convergence for strongly convex 
Note: t denotes the number of iterations, N denotes the number of function value queries, d denotes the dimension of the decision variable, and c's represent numerical constants that can be different for different algorithms.
T denotes the total number of iterations provided before the optimization procedure. The rate in [10] assumes knowledge of T and uses T to set a constant step size. The listed convergence rates are the ergodic rates of ∇f 2 for the smooth case, and the objective error rates for the gradient dominated case, respectively. We do not include algorithms with Nesterov-type acceleration in this comparison.
objectives. [26] considered distributed zero-order methods for constrained convex optimization. On the other hand, there are still many questions that remain to be studied in distributed zero-order optimization, e.g., how zero-order and distributed methods affect the performance of each other and whether their fundamental structural properties could be kept by tuning the way of their combination. This paper aims at providing messages along this line: We propose and analyze two zero-order distributed algorithms for deterministic nonconvex optimization: The first algorithm employs a simple two-point gradient estimator and only does consensus on the local decision variables, while the second algorithm uses a 2d-point gradient estimator and incorporates gradient tracking. The convergence rates of the two algorithms are summarized in Table I , and are compared with their distributed first-order and centralized counterparts. We show that for deterministic nonconvex optimization, the proposed distributed zero-order algorithms have comparable convergence behavior with their first-order and centralized counterparts. These results shed light on how zero-order evaluations affect distributed optimization and how the network structure affects zero-order algorithms.
Notation: We denote the 2 -norm by · . The standard basis of R d will be denoted by {e k } d k=1 . The closed unit ball {x ∈ R d : x ≤ 1} will be denoted by B d , and the unit sphere {x ∈ R d : x = 1} will be denoted by S d−1 . The uniform distributions over B d and S d−1 will be denoted by U(B d ) and U(S d−1 ).
II. FORMULATION AND ALGORITHMS

A. Problem Formulation
Let N = {1, 2, . . . , n} denote the set of agents. Suppose the agents are connected by a communication network, whose topology is represented by a connected graph G = (N , E) where E denotes the set of edges that represent the communication links. The graph G is assumed to be undirected, meaning that the communication links of the network are bidirectional.
Each agent i is associated with a local objective function
The goal of the agents is to collaboratively solve the optimization problem
We assume that at each time step, agent i can only query the function values of f i at finitely many points, and can only communicate with its neighbors in the communication network. We also assume that the queries of the function values are noise-free and error-free.
We use the following definitions of function classes throughout the paper:
The notion of gradient domination can be viewed as a nonconvex analogy of strict convexity [27] , [28] . It has been observed that nonconvex but gradient-dominated objective functions appear in various applications [29] , [30] .
B. Algorithms
We propose consensus-based distributed algorithms for solving (1) . Specifically, we introduce a consensus matrix W = [W ij ] ∈ R n×n that satisfies the following assumption:
2) W ii > 0 for all i ∈ N , and for two distinct agents i and j, W ij > 0 if and only if (i, j) ∈ E.
It is a standard result of consensus optimization that, when Assumption 1 is satisfied, we have [5] ρ := sup
where 1 n ∈ R n have entries all equal to 1.
Since each agent i can only have access to zero-order information of the local objective f i , we employ techniques from zero-order optimization and introduce the following maps for gradient estimation:
The map G (2d) f (x; u) is a classical approximation of the gradient ∇f (x) by d finite differences, and the following proposition establishes the rationale of employing G (2) f (x; u, z) as an estimator of ∇f (x) when z is properly randomly generated:
Then for any u > 0 and x ∈ R d ,
Basically, Proposition 1 indicates that when z is uniformly sampled from the sphere S d−1 , the expectation of G f (x; u, z) is the gradient of a "smoothed version" of f .
We propose two distributed algorithms for solving the problem (1) based on the gradient estimators (2) and (3): 1) Algorithm 1 employs the 2-point gradient estimator (2) in which z is independently sampled from the uniform 1 This definition is adopted from [27] .
Algorithm 1: 2-point gradient estimator without global gradient tracking
end end Algorithm 2: 2d-point gradient estimator with global gradient tracking
end end distribution U(S d−1 ), and only involves consensus on the local decision variables which is similar to the decentralized (sub)gradient descent (DGD) method [1] , [2] . 2) Algorithm 2 employs the 2d-point gradient estimator (3) and also introduces auxiliary local variables s i (t) for gradient tracking [5] , [8] , [31] . We shall see in Theorem 3 that s i (t) converges to the gradient of the global objective function as t → ∞ under mild conditions.
III. MAIN RESULTS
In this section, we provide theoretical results on the convergence rates of the proposed algorithms. We refer to [32] for detailed proofs of the results.
A. Convergence of Algorithm 1
Let x i (t) denote the sequence generated by Algorithm 1, where the sequence of step sizes η t is positive and nonincreasing. Denotē
We first analyze the case with general nonconvex but smooth objectives. Theorem 1. Assume that each local objective function f i is uniformly G-Lipschitz and L-smooth for some positive constants G and L, and that f * :
with α η ∈ (0, 1], α u ≥ 0 and γ > 1. Then
and
Remark 1. We note that (9) bounds a weighted average of the squared norm of ∇f (x(t)); in other words, we use the squared norm of the gradient to assess the sub-optimality of the iterates. This type of bound is common for local gradientbased algorithms of unconstrained nonconvex problems [17] , [18] . The following result shows that for a gradient dominated global objective, a faster convergence rate can be achieved by Algorithm 1.
Theorem 2. Assume that each local objective function f i is uniformly G-Lipschitz and L-smooth for some positive constants G and L. Furthermore, assume that the global objective function f is µ-gradient dominated and has a minimum value denoted by f * . Suppose
for some α η > 1 and α u ≥ 0.
Then
Remark 3. The convergence rate (11) can also be interpreted
where N is the number of function value queries. Table I shows that, while Algorithm 1 employs a randomized 2-point zero-order estimator of ∇f i , its convergence rates are comparable with its gradient-based counterpart, the decentralized gradient descent (DGD) algorithm [10] , [22] . However, its convergence rates are inferior to its centralized zero-order counterpart in [17] .
B. Convergence of Algorithm 2
Let (x i (t), s i (t)) denote the sequence generated by Algorithm 2 with a constant step size η. Denotē
x i (t),
We first analyze the case where the local objectives are nonconvex and smooth.
Theorem 3. Assume that each local objective function f i is uniformly L-smooth for some positive constant L, and that
Then f (x(t)) converges,
Remark 4. Theorem 3 shows that Algorithm 2 achieves a convergence rate of O(1/t) in terms of the averaged squared norm of ∇f (x(t)), and has a consensus rate of O(1/t) of the averaged squared consensus error x i (t)−x(t) 2 and the squared gradient tracking error s i (t)−∇f (x(t−1)) 2 . They match the rates for distributed nonconvex optimization with gradient tracking [14] .On the other hand, since each iteration requires 2d queries of function values, we get a O(d/N ) rate in terms of the number of function value queries N . This matches the convergence rate of centralized zero-order algorithms without Nesterov-type acceleration [17] .
Now we proceed to the situation with a gradient dominated global objective. And suppose we set u t = α uλ t/2 whereλ ∈ (0, λ) and α u is a positive constant. Then
Remark 5. Theorem 4 demonstrates that both the objective error f (x(t))−f (x * ) and the consensus errors x i (t)−x(t) 2 and s i (t)−∇f (x(t−1)) 2 achieve exponential convergence rate O(λ t ), or O(λ N/d ) in terms of the number of function value queries when the smoothing radius u t is chosen properly.
In addition, we notice that the decaying factor λ given by Theorem 4 has a better dependence on µ/L than in [4] for convex problems. We point out that this is not a result of using zero-order techniques, but rather a more refined analysis of the gradient tracking procedure.
C. Comparison of the Two Algorithms
We see from the above results that Algorithm 2 converges faster than Algorithm 1 asymptotically as N → ∞ in theory. However, each iteration of Algorithm 2 makes progress only after 2d queries of function values, which could be an issue if d is very large. On the contrary, each iteration of Algorithm 1 only requires 2 function value queries, meaning that progress can be made relatively immediately without exploring all the d dimensions. This observation suggests that, neglecting communication delays, Algorithm 1 is more favorable for high-dimensional problems, while Algorithm 2 could handle problems of relatively low dimensions better with faster convergence. On the other hand, the number of local information exchanges per function value query for Algorithm 1 is d/2 times as large as that for Algorithm 2. This suggests that the rate of communication between agents can have a larger impact on the performance of Algorithm 1 than that of Algorithm 2 in practice.
IV. NUMERICAL EXAMPLE
We consider a phase retrieval problem formulated as
We generate the complex vectors a ik = a R ik + ia I ik such that (a R ik , a I ik ) ∼ N (0, 1 2 I 2d ), and they are independent of each other. The scalars y ik are generated by
where x = (1, 0, 0, . . . , 0), and ε ik ∼ N (0, 0.01 2 ) are independent Gaussian noise. We set the dimension to be d = 64, the number of agents to be n = 50, and set m = 30. The graph G = (N , E) is generated by uniformly randomly sampling n points on S 2 , and then connecting pairs of points with spherical distances less than π/4. The Metropolis-Hastings weights [33] are employed for constructing W . We randomly sample a number different initial points of x(0), and test Algorithm 1 and Algorithm 2 starting from these initial points. Figure 1 illustrates the convergence of ∇f (x(t)) 2 for Algorithms 1 and 2 with the same initial point that has been generated randomly. The light blue curves represent the results of 10 random instances for Algorithm 1, and the dark blue curve represents their average. The horizontal axis has been normalized as the number of function value queries N . It can be seen that, Algorithm 1 converges faster during the initial stage, but then slows down and converges at a relatively stable sublinear rate; Algorithm 2 converges relatively slowly initially, but its convergence rate does not change very much after N 5 × 10 3 , and finally achieves smaller squared gradient norm as N 2.6 × 10 4 . We observe that this observation is in accordance with the discussion in Section III-C.
V. CONCLUSION
We proposed two distributed zero-order algorithms for nonconvex multi-agent optimization, established theoretical results on their convergence rates, and showed that they achieve comparable performance with their distributed gradient-based or centralized zero-order counterparts. We also provided a brief discussion on how the dimension of the problem and rate of communication will affect their performance in practice. There are many future directions to extend the work, e.g., studying the cases where only noisy function values are available, designing algorithms when the communication graph is time-varying, investigating the trade-off between convergence rates and the ability to handle high-dimensional problems.
