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Introduction 23
From their inception, whole genome datasets have been used to infer the evolutionary history of gene 24 families [1] . The age of a gene family, its provenance, and its evolutionary history, such as loss and 25 duplication events, can inform us about its function [2] . For instance, gene age has been found to correlate 26 with disease-association [3,4], evolutionary rate [5] , and the number of associated protein-interaction 27 partners [6] , and a gene's phylogenetic distribution can be used to infer aspects of its function [7] . Gene-28 ages can also be used to estimate the gene content of ancient organisms, such as the last universal 29 common ancestor (LUCA, [1] ), or the last eukaryotic common ancestor (LECA, [8, 9] ). Accordingly, an 30 analysis of gene family ages on a genomic scale can inform the phylogenetic history of important 31 phenotypes, such as eyes or the nervous system [10, 11] . In more recent years, gene age has been used to 32 annotate systems biology datasets [12] [13] [14] , with the promise of elucidating the evolutionary history of 33 core cellular machinery.
correct orthologs is notoriously difficult, with no one of the more than 30 algorithms out-performing all 48 others [20] . In particular, algorithms differ strongly in the tradeoff between recall and precision [20] . Yet 49 most studies on gene age rely on only one kind of algorithm, either using a pre-existing method or 50 establishing an ad hoc protocol, most of which resemble one of the pre-existing algorithms [3] . Although 51 methods for probabilistic orthology assignment do exist [21] , available methods are not currently scalable 52 to large genomic datasets using protein sequences, and at any rate still rely on a preliminary clustering 53 step to infer gene families. Consensus algorithms also exist, some of which seem to substantially improve 54 performance on established benchmarks [22, 23] . However, these methods still give only a point estimate. 55
Another approach is to propagate the uncertainty that necessarily arises in orthology inference through 56 subsequent analyses. However, it is unclear what the relevant sources of uncertainty are in orthology 57 inference, and most consensus algorithms do not keep track of the different sources of error. 58
To remedy this situation, we characterized the error structure of gene-age estimation using 13 popular 59 orthology inference algorithms. In doing so, we identify common types of errors and, after correcting these, present consensus gene-age calls for several model organisms (Table 1) . We provide these gene-61 age estimates along with a detailed analysis and annotation of the uncertainty associated with each age 62 call so that this uncertainty can be propagated through future analyses, as we show for functional term 63 enrichment. The consensus gene ages we calculate can be used for annotating genomic datasets in a 64 variety of fields, and the analysis of error will help prioritize genes for manual annotation and aspects of 65 orthology inference for future study. 66
67
Results 68
Data collection 69
In order to fairly consider the range of orthology algorithms, we took advantage of the reference 70 datasets managed by the Quest for Orthologs (QFO) consortium. QFO researchers have established 71 community standards and benchmarks for orthology inference and have made their benchmarking results 72 publicly available [20] . Importantly, the algorithms that have contributed to the benchmarking tool are 73 widely used and capture the variety of methods commonly used in the literature to infer orthology and 74 gene age [24] [25] [26] [27] [28] [29] [30] [31] [32] . It is therefore expected that nearly every study of gene age, regardless of the method 75 used, will closely resemble the results of at least one of the algorithms we explore here. We downloaded 76 orthology calls for 66 reference proteomes based on 13 orthology inference algorithms from the QFO 77 website and inferred the ages for each human gene by mapping the species in each ortholog group onto a 78 reference species tree from SwissTree, which was derived from a consensus of trees found in the 79 literature [33] . The results below are with reference to the human proteome, but the same methods were 80 applied to a variety of model organism proteomes (Table 1) . 81
The effect of algorithm choice on the distribution of human gene ages 82
To investigate the effect of algorithm choice on inferred gene age, we broke the reference species tree 83 into eight age categories ( Figure 1 ). These categories form nested clades, with the exception of the 84 category "Euk+Bacteria." This non-phylogenetic category captures the substantial number of eukaryotic 85 genes that were horizontally transferred from bacteria after eukaryotes diverged from the rest of archaea [34, 35] , and is defined as genes present in eukaryotes and bacteria but not archaea. For each algorithm, 87 every human gene was assigned to the age category in which the MRCA of the species in its orthogroup 88 falls, and the distributions over the different age categories for the human proteome inferred by that 89 algorithm was calculated. 90
We found that the algorithms fell into two distinct groups with respect to the distribution of age 91 classes. Clustering the algorithms by the average patristic distance between their per-gene age calls 92 recapitulated this grouping ( Figure 2 ), and we define the two groups based on the midpoint root of this 93 tree. One group tended to find that most orthogroups could be traced to the MRCA of vertebrates, 94
whereas the other group found a much older mode age dating back to LECA. We call these two groups 95 the "young" and the "old" group respectively, though of course there are many more subtle and 96 interesting distinctions between the algorithms. 97
Orthology inference algorithms are typically classed into graph-based and tree-based methods [20] . 98 However, we found that even though tree-based methods tended to fall in the "old" group, this was not 99 universally the case, nor were all graph-based methods found in the "young" group. The use of species 100 tree information was not a determining factor either ( Figure 2 ). The bimodal nature of the age calls, either 101 "young" or "old", is therefore not simply a reflection of the graph/tree distinction, although it is clearly 102 correlated. What is the source of this bimodality? One obvious answer is systematic error in the "young" 103 group algorithms, the "old" group, or both. Systematic error in the young group would be equivalent to 104 false negatives, i.e. missing orthology assignments, whereas systematic error in the old group is 105 equivalent to false positives, or spurious orthology assignments. This would have the effect of pushing the 106 age of the group away from or towards the root of the tree, respectively. 107
Identifying systematic error 108
We first investigated whether the bimodality of age-calls played out on the single gene level or 109 whether the two groups apparent in Figure 2 were due to the effects of averaging across genes, with error 110 being randomly distributed among proteins. To do so, we calculated a simple statistic that captured how 111 bimodal a protein's age calls were between the two groups of algorithms ("old" and "young"). This statistic, which we call bimodality, is the difference between age-call variation within the two groups and 113 between them, with more highly bimodal proteins having more variation between groups. Over 80% of 114 proteins had some degree of bimodality corresponding to these two age groups, or none, as is expected 115
given the hierarchical clustering in Figure 1 . The remaining genes were anti-correlated with the 116 "old"/"young" groupings. Furthermore, the degree of bimodality between the "young" and "old" 117 algorithm groups correlates well with the amount of error associated with each protein (Spearman's ρ: 118
.65)( Figure 3 ). That is, proteins with a large amount of error tend to be more bimodal. The bimodality 119 between algorithms is therefore a systematic phenomenon and a major source of error in these datasets. 120
Unfortunately, in the case of highly polarized genes, we cannot know a priori whether the "old" or 121 "young" age is the correct one. It is therefore important to propagate this uncertainty through further 122 analyses, and the bimodality statistic is included with our consensus age estimates. 123
We also investigated whether aspects of the individual proteins contributed to systematic error. For 124 instance, it may be difficult to infer correct evolutionary relationships for small proteins, or those with 125 many domains. At least one orthology inference algorithm uses this idea to "correct" for protein length 126
[36]. However, we found that protein length has a weak positive correlation with age-call error, and that 127 the number of domains also correlates weakly (Spearman's ρ: < .2 in both cases). 128
Systematic false negatives 129
What are the causes of systematic false negatives and can we identify them without a priori 130 knowledge of the true orthogroup? One clue comes from the different age-category distributions between 131
PANTHER8_all and PANTHER8_LDO [25]. These two sets of orthology calls are based on the same set 132 of gene trees, but differ in their definition of orthology. "LDO" stands for "least diverged ortholog," and 133 only considers the least diverged among a set of co-orthologs to be the true ortholog of an outgroup. This 134 can be contrasted to the traditional phylogenetic definition of orthology where all co-orthologs are equally 135 orthologous to the outgroup ( Figure 4 ) [17] . Although it may be useful to split co-orthologous groups, as 136 the LDO definition does, in cases where orthology is being used for, e.g. gene function annotation, it is 137 inappropriate for defining the age of a gene or gene family because the age must be in reference to the topology of the phylogenetic tree. The fact that PANTHER8_LDO's age category distribution resembled 139 that of several graph-based methods, and the fact that it clustered with them based on its per-gene age 140 calls ( Figure 2 ), suggests that these methods may be splitting up co-orthologous groups as well. 141
There is no gold standard set of co-orthologs in this dataset, so we used the database PhylomeDB as a 142 reference for identifying co-ortholog over-splitting. To do so, we downloaded PhylomeDB summary files 143 for 10 species in PhylomeDB's model species collection (PhyC2) that overlapped with species in our tree 144 (Table 1) , and determined groups of co-orthologs that were then used for the analysis. Briefly, for protein 145 (A), if an algorithm called a younger age (Y) and PhylomeDB an older age (O), and if in the co-orthologs 146 of (A) we could find a protein (B) which that algorithm called at age (O), then (B) was identified as the 147 LDO, age (O) was assumed to be the true age, and that algorithm was determined to be over-splitting the 148 co-ortholog group (Figure 4 ). This was not carried out for proteins on which PhylomeDB's age call was 149 determined to be a false positive (see below). We note that this method for identifying co-ortholog over-150 splitting is not ideal, because it relies on a single, imperfect algorithm (PhylomeDB). It is conservative, 151 however, because algorithms will only be trimmed if they give a member of the co-orthologs the exact 152 same age on the species tree as that called by PhylomeDB on the focal gene. More thorough analyses of 153 whether graph-based methods are consistently missing co-orthologs will be necessary in the future. 154
Identifying false positives 155
If genes of distant organisms are incorrectly inferred to be part of an orthology group, it will drive the 156 age of the orthogroup towards the root of the tree. Recent HGT events are a biological source of such 157 errors, but some algorithmic error is expected to play a role as well. Such problems are perhaps more 158 likely to occur in tree-based algorithms, where slight re-arrangements that don't strongly affect the 159 likelihood of the tree can have an outsized effect on the inference of gene gains and losses [37] . In such 160 cases, the large number of taxa that fall between the true in-group taxa and the false positive out-group 161 taxa will be inferred to have lost the orthogroup. We used this criterion on a per-gene basis to identify 162 algorithms that were likely to have false positives and genes that were likely to be the result of HGT. 163
Algorithms that had an outsized number of taxa missing from an orthogroup (METHODS) were considered false positives and removed from downstream analysis of that orthogroup's age. After 165 trimming these outliers, genes that were in the 95 th percentile of inferred losses were flagged as being 166 potential recent HGT events (i.e. horizontally transferred long after LECA). These potential HGT genes 167 are an interesting set in themselves: 66% are from the Euk+Bacteria category, they are hugely enriched 168 for metabolic genes (gProfiler p-value=9.08e -116 ), and several are associated with human diseases. 169
We found that, as expected, algorithms in the "old" group tended to commit more false positive 170 errors, and algorithms in the "young" group committed more false negative errors ( Figure 5 ). Because 171
PhylomeDB was used as a basis for identifying false negatives, its false negative rate could not be 172 quantified. 173
Consensus 174
These analyses suggested a way to more robustly estimate consensus gene ages and to calculate a 175 posterior distribution over the estimate. We used the methods described above to identify algorithms that 176 may have committed false positive or false negative errors and then removed these algorithms from 177 consideration on a per-protein basis. After doing so, we generated consensus tables based on the 178 remaining algorithms for the human proteome and for a number of other model eukaryotes (Table 1) , and 179 we make these tables available (WEBSITE). Because our tree is best sampled within the opisthokonts 180 (fungi, animals, and closely related protists), we restricted our analyses to this lineage. These tables 181 contain a consensus age category for each protein based on the mode age call of non-trimmed algorithms. 182
Older genes were found to be involved in key components of cell biology. Genes in the Euk+Bac group 183 were found to be highly enriched for mitochondrial function, and genes that date back to the 184 Euk_Archaea node were enriched for translational machinery, as has been shown previously [8, 9] . Many 185 of these older genes are also associated with hereditary diseases that represent a deficiency in a cell 186 function associated with that evolutionary epoch. For instance, the cytoskeletal system and cilium date to 187 LECA [9], and genes in this age category are enriched for diseases affecting the cilium, such as primary 188 ciliary dyskinesia and Bardet-Biedl syndrome ( Figure 6) . 189
These enrichment terms are derived from the point estimates of consensus ages, but we also provide 190 other data that can be used to propagate uncertainty to downstream analyses. For each gene, the 191 distribution over age-calls from the non-trimmed algorithms is given, as well as the number of 192 contributing algorithms and the entropy of the age call distribution. 87% of human proteins had at least 5 193 algorithms contributing after trimming, and 59% had at least 10 out of a total of 13 original algorithms. In 194 addition, the tables contain information on whether the protein was flagged as being a potential horizontal 195 gene transfer event. Finally, we include the node error and bimodality statistics, both of which are 196 measures of uncertainty that reference the reference species tree. 197
We note that in several cases we have made ad hoc decisions during the building of the consensus. 198
For instance, algorithms were flagged as false positives if the number of taxa inferred to have lost the 199 orthogroup was two standard deviations above the mean of all algorithms. These decisions were informed 200 by the underlying distributions of values. Nevertheless, we supply the source data files, scripts used for 201 these analyses, as well as interactive iPython notebooks, and we invite researches to explore and change 202 parameters if they desire (https://github.com/marcottelab/Gene-Ages). 203
Error Propagation 204
How can our error annotations be used in downstream analyses? Here we give an example of a simple 205 stability analysis for gene ontology enrichment that uses these error terms. It has previously been shown 206 that eukaryotic genes vertically acquired from Archaea are enriched for translation and RNA processing, 207
whereas genes acquired horizontally from bacteria at the root of eukaryotes are enriched for metabolic 208 processes ( Figure 6, [8,9] ). This conclusion relies on functional term enrichment, but what is the effect of 209 different sources of error on these sorts of enrichment analyses? To investigate the robustness of this 210 conclusion to different sources of error, we used the program g:Profiler [38] to perform functional 211 enrichment analysis on the two age classes "Euk_Archaea" and "Euk+Bacteria" after filtering the datasets 212 at varying levels of stringency ( Figure 7A ). We found that removing genes that were flagged as a possible 213 late HGT event had a strong effect on the average p-values of functional annotation terms in the 214 Euk+Bacteria age class but not the Euk_Archaea class ( Figure 7B ). This may be due to these genes being more commonly lost or to many bacterial genes being more recent HGT events (and hence being filtered 216 out). The latter possibility would mean that many genes in this age category could be misidentified as 217 being present in LECA, so these genes are good candidates for manual curation. Notably, filtering on 218 different error terms can increase or decrease the significance of different terms, and, depending on the 219 filtering strategy, the significance ranking of terms can be switched ( Figure 7C and D) . Analyses that rely 220 on smaller test-sets of genes are likely to be much more strongly affected that these proteome-wide 221
searches. 222
Discussion 223
Most studies of gene age use a single point estimate arising from one of a variety of methods. Given 224 our analysis of some the most popular orthology inference algorithms, we find that point estimates of 225 gene age will be wrong for (at least) thousands of genes in a human-sized proteome (Figure 4 ). More 226 troubling is the fact that algorithms appear to fall into two classes, each of which presumably has a 227 systematic bias towards either false positives ("old group") or false negatives ("young group"). This 228 systematic bias happens on a per-gene basis, meaning that simple voting methods will not be able to 229 resolve conflicts. Even with the ideal sampling of algorithms, which we approximate here by exploring a 230 wide diversity of popular algorithms, the effective voting population will still drop to two on highly 231 polarized genes. 232
Many areas of computational biology have faced a similar problem, namely, the need to keep track of 233 error in several components of a workflow, and to correctly propagate this error through the whole 234 analysis [39]. One illustrative example is multiple sequence alignment and phylogenetic inference. The 235 former is a necessary precursor to the former, and each involves estimation error. Methods have been 236 developed to infer the posterior distributions of both steps simultaneously [40] , which is computationally 237 intractable for all but the smallest datasets, or to perform each step iteratively in a maximum likelihood 238 framework [41] . We argue that, eventually, such steps will have to be taken with orthology inference and 239 gene-age estimation. Using a point estimate at each step in the analysis makes the assumption that each 240 inference step has no uncertainty associated with it, which we can clearly reject in the case of gene-age 241
estimation. 242
Some methods for probabilistic orthology inference do exist [21] . These use gene tree models with 243 free parameters for gene duplication, loss, and sometimes HGT, which then contribute to the likelihood 244 along with the multiple sequence alignment. However, these methods are in their infancy, and not usually 245 scalable to large datasets or widely used. In the meantime, it is important to have an understanding of 246 common sources of error in gene-age estimation. We provide that information along with consensus age 247 calls for a variety of model organisms so that researchers can incorporate error propagation into their 248 analyses in a way that is appropriate to their question of interest. 249
Several error terms are likely to be important for a broad range of analyses. The first and most 250 straightforward is the entropy of the age-call estimate after filtering false positives and negatives. This 251 statistic gives a quick idea of how certain an age-call is, with higher entropies being less certain. It is 252 defined with reference to our age categories, so if researchers need to use other age categories, they must 253 use the node age of the gene, which we also provide (Methods). HGT events are also likely to affect some 254 datasets, especially when genes originating in Bacteria are involved ( Figure 6) . A large number of 255 eukaryotic genes are likely transfers from Bacteria [8], but these may have been transferred at any point 256 on the phylogeny. We define one age category, Euk+Bacteria, to describe all genes transferred before 257 LECA, with later transfers hopefully being caught by our flag. If researchers are primarily interested in 258 HGT, we suggest a much fuller analysis, as our simple method is likely to miss many HGT events. 259
Finally, the bimodality of the age-call between "young" and "old" algorithm types is a key statistic. The 260 systematic biases in the different algorithm types mean that many datasets will be radically different and 261 difficult to compare, and it may account for some of the differences between studies of ancient gene 262 repertoires that used either graph or tree-based methods. Genes that are highly polarized are good 263 candidates for manual curation, because it is unlikely that any ad hoc algorithm will differ substantially 264 enough from those we sampled here to be decisive. 265
Although we have characterized only two components of a typical computational biology workflow, 266 orthology inference and gene-age estimation, it would be ideal to characterize error distributions for all 267 the steps in an analysis, which has not been done with gene age data to our knowledge (but see [42] for an 268 interesting example on gene-expression data, and [39] for a general review). The datasets we provide here 269 will hopefully help guide future research efforts aimed at a more formal, probabilistic way to handle error 270 in gene-age estimation, perhaps even in the context of an entire workflow. Until such methods are 271 available, we advocate using our error annotations or a similar analysis in any study incorporating gene-272 age data. (http://orthology.benchmarkservice.org/cgi-bin/gateway.pl). We omitted two of these because they either 279 did not have full taxon coverage (RBH), or their results were so different from all the others that it 280 dominated the variance in all downstream analyses (OMA_GETHOGS). Pairwise orthology calls for the 281 13 remaining algorithms were downloaded from the Quest for Orthologs benchmarking website [20] . 282
These pairwise calls were converted into tables for each gene, which were then used for subsequent 283 analyses. The reference species tree was downloaded from SwissTree [33] on 06/15/2015 284 (ftp://ftp.lausanne.isb-sib.ch/pub/databases/SwissTree/speciestree.nhx) and was pruned to match the taxa 285 in the Quest for Orthologs reference proteomes (http://www.ebi.ac.uk/reference_proteomes). Custom 286 programs were written to perform the analyses below, and these are publicly available, as are iPython 287 notebooks used for plotting. These, and the datasets supporting the conclusions in this article are available 288 on GitHub (https://github.com/marcottelab/Gene-Ages) with the following commit id 289 (c1a2862fa894d7da4ccdf3fb8001e1b6b226bd09 ). Scripts relied heavily on the python packages 290 dendropy [43], BioPython [44], and pandas [45] .
Protein Age Calls 292
All protein ages are referenced to the species tree obtained from SwissTree. The age of a protein is 293 calculated on the species tree by finding the MRCA node of the taxa that have orthologs of that protein. 294
This node is the "node age," and the age group it falls into is the "binned age." The binned ages conform 295 to the interior labels given by SwissTree, with the exception of the Euk+Bac age category, which is not 296 phylogenetic, but rather consists of proteins that are present in Bacteria and Eukaryota (and would thus 297 normally be assigned to the oldest age class), but not in Archaea. 298
We calculate several measures of error amongst algorithms. First is an error statistic called "node 299 error" based on the node age calls. Node error is the average number of branches (patristic distance) 300 between the age calls any two algorithms. A similar measure was used to calculate the distance tree in 301 Figure 1 . The average patristic distance between age-calls for each pair of algorithms was used as input 302
for a heuristic search in PAUP [46] . Next, because algorithms fall roughly into two groups ("old" and 303 "young"), we calculate the "bimodality" of each protein. This is the difference between the average 304 within group ("old" and "young") node error and the average between group node error. Note that, 305 although we call this statistic simply "bimodality," it captures not just the bimodal nature of the age calls, 306 but how different the two peak ages are. Thus the proteins with the highest bimodality score are those for 307 which all the "young" algorithms call one age, all the "old" algorithms call a different age, and these ages 308 are very far apart on the tree (Figure 3) . 309
Filtering False Positives and Negatives 310
Before calculating a consensus, we flag algorithms that may have committed false positive or false 311 negative errors on a per-gene basis. These algorithms are then removed from consideration of that gene's 312 age. False positives are orthology calls that are substantially more distant than orthology calls by other 313 algorithms, and have the effect of driving age deeper in the tree. These are found as follows. For each 314 algorithm and each protein: 1.) the node age is calculated 2.) the number of taxa in the species tree 315 descended from this node is found 3.) The number of taxa containing orthologs of the focal protein is 316 subtracted from the number of descendant taxa. This number is the number of taxa without the orthogroup that are descended from an ancestor that putatively had the orthogroup, and is therefore proportional, but 318 not identical, to the number of inferred losses of the orthogroup. For each algorithm and each protein, if 319 this number is two standard deviations above the pooled algorithm mean for the focal protein, that 320 algorithm's age call is considered a false positive and is thrown out. 321
False negatives are cases where an algorithm fails to make an orthology call, driving the inferred age 322 to shallower nodes in the species tree. We identify one possible cause of this, which we call "over-323
splitting." This is when a group of co-orthologs is not correctly recognized by an algorithm and only one 324 or a few of its members are found as orthologs to a more distant species, while the others are split off into 325 their own orthogroups. The members that are split off would then be called at an incorrectly young age. 326
To identify these errors, we used PhylomeDB's [32] orthogroups as a standard. For each protein and each 327 algorithm (except for PhylomeDB), if the focal algorithm called a younger age than PhylomeDB and a 328 co-ortholog of the focal protein could be found where the focal algorithm called the same node age as 329
PhylomeDB did on the focal protein, then this algorithm was considered to be over-splitting the focal 330 protein, and was not considered in this protein's age call. This error calculation was not performed on 331 proteins where PhylomeDB was flagged as a false positive. 332
Consensus Ages 333
We generated consensus binned ages after removing algorithms flagged with false positives and 334 negatives as described above. The number of algorithms favoring each binned age is counted and then 335 normalized by the number of contributing algorithms to give a distribution over age calls. For subsequent 336 analyses, we used the mode of this distribution as the consensus age. 337 338 Acknowledgements 339
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Figure 2 457
Distribution of age categories in the human proteome inferred by 13 different orthology inference 458 algorithms. Algorithms were clustered according to the average pairwise distance between their age-calls, 459 counted in units of braches (patristic distance). The distance tree is rooted at the midpoint. Algorithms are 460 colored by the methods they use to infer orthology. They either use a graph-based or a gene tree-based 461 strategy, either with, or without, the use of a species tree. 462
Figure 3 464
Error statistics. (A) The distribution of average node error, a measure of disagreement among the 465 algorithms for a given gene, is given, along with a plot of the average bimodaliy in each bin. Genes with 466 more error tend to be more bimodal between "old" and "young" algorithms. (B) Example of a strongly 467 bimodal and weakly bimodal gene with a few representative algorithms. The ages are given as categories 468 for clarity, but the bimodality statistic is calculated according to patristic distance between node age-calls 469 (Methods). 470
Figure 5 481
Errors committed by different algorithms. False positives and negative are defined in the text. 482
PhylomeDB was used as a standard for false negative, so its false negative count could not be determined. 
