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This paper presents new evidence on  trade‐induced automation  in manufacturing  firms using unique 
data  combining  a  retrospective  survey  that we  have  assembled with  register  data  for  2005‐2010.  In 
particular, we establish a causal effect where firms that have specialized in product types for which the 
Chinese exports  to  the world market has risen sharply  invest more  in automated capital compared  to 
firms that have specialized in other product types. We also study the relationship between automation 
















The  main  goal  of  this  paper  is  to  provide  the  first  systematic  evaluation  of  the  effects  of 
internationalization on automation as well as of  the effects of automation on  firm performance  for a 
representative sample of manufacturing firms. For this purpose, we use a unique data set combining a 
retrospective survey that we have assembled with register data for 2005‐2010. While the effects of  IT 
investments  – mainly measured  as  computers  and  computer‐related  investments  –  on  productivity 
growth have been studied  intensively and substantial gains from IT have been documented at the firm 
level (Bloom, Sadun, and Van Reenen, 2012 and Brynjolfsson and Hitt, 2000), studies on the effects of 
automated  production  capital  are  sparse.  Despite  intensive  discussions  of  the  potential  impact  of 
automation,3 there  is almost no systematic empirical evidence on  its economic effects and none  for a 
larger, representative sample of manufacturing firms.4 
We  investigate whether  there  is a positive and causal effect  from  increased  international competition 
from China on  investments  in automated  capital. Moreover, we  investigate whether  improvement  in 





We  find  that  firms  that have  specialized  in product  types  for which  the Chinese exports  to  the world 
market has risen sharply  invest more  in automated capital compared to  firms that have specialized  in 
other product types. We also find that firms with high increases in scale and scope of automation have 
faster productivity growth than other firms. It should be stressed that the applied productivity data, i.e., 
value  added,  employment,  etc.,  stem  from  external data  sources. Moreover, we  find  that  increasing 
automation is associated with improvements in performance measures, such as setup times, run times, 
inspection times and uptime. 










4  For  a  study  on  the  productivity  effects  of  the  increasing  use  of  industrial  robots  at  the  industry  level,  see 
Kromann, Malchow‐Møller, Skaksen, and Sørensen (2014). 







Ichinowski and Shaw  (2007) who  study a more narrow  industry, namely,  the U.S. valve  industry.6 We 
extend the production function by  incorporating a third type of capital, namely, automation capital,  in 




Other papers  in  this  field show  that  firms  innovate  in response  to  import competition  from  low‐wage 




To  perform  this  study,  we  have  gathered  a  new  and  remarkable  data  set  capturing  measures  of 
automation of production  capital  in Danish manufacturing  firms. The most  time‐consuming aspect of 
this project has been the development of the retrospective survey. The data set constitutes one of the 
most  –  if  not  the most  –  comprehensive  descriptions  of  the  automation  of  production  processes  in 
manufacturing firms ever performed. Its construction consumed two years of intensive work. The survey 
allows us to develop measures of the two dimensions of automated capital discussed above.  




management practice. Collection of this  information  is  inspired by the work on management practices 
and firm performance by Bloom and Van Reenen (2007).  
The data set also includes questions on production efficiency, including run time, inspection time, setup 





that  originate  from  three  Eurostat  data  sets.8  These  data  sets  are  used  to  construct measures  of  IT 
capital  at  the  firm  level,  and  they  provide  data  on  activities  addressing  process  and  organizational 












The  rest  of  the  paper  is  structured  as  follows.  In  the  next  section, we  present  the  theoretical  and 
empirical framework in more detail. In Section 3, we present the data and descriptive statistics, whereas 
the empirical analysis is contained in Section 4. Section 5 presents a robustness analysis that includes an 
index  of  management  practices  as  an  additional  explanatory  variable.  Section  6  discusses  data 
collection, sample selection and external validation of the survey data. Section 7 concludes the paper. 
2. Theoretical	Model	and	Hypotheses	for	Automated	Capital	
In  this  section, we  present  and  discuss  the models  that will  be  used  for  estimation  in  the  empirical 
analyses. In broad terms, these models describe the relationship between international competition and 




݇௜௧஺ ൌ ܽ௜௧ ൅ ߠଵܧ ௜ܺ,௧஼ுே ൅ܹߠ, 
where	݇௜௧஺ is log automated capital, ܧ ௜ܺ,௧஼ுே  is a measure of international competition, and W is a vector 
of additional explanatory variables. More precisely, ܧ ௜ܺ,௧஼ுே  is the logarithm of Chinese exports supplied 
to the world market, excluding exports to Denmark. The measure is firm specific because it is measured 
at  the  four‐digit product  level and matched  to specific  firms. The hypothesis  to be  investigated  is  the 
trade‐induced  technical change hypothesis  implying  that ߠଵ  is positive and significantly different  from 
zero. We motivate this hypothesis in the following. 
















In the present analysis, we also  investigate the  impact of  international trade with China on  innovation. 
Specifically, we measure  innovation as process  innovation  in  terms of  the accumulation of automated 
capital.  In addition, we use  total exports  from China  to  the world economy – exclusive of exports  to 
Denmark  –  instead  of  imports  to  Denmark  from  China  as  our  main  measure  of  international 
competition. There are two reasons for this choice. First,  it  is of  interest to  investigate whether  import 
penetration into domestic markets or exports to international markets produces the incentive to invest 
in  innovation.  In  this  respect,  approximately  85  percent  of  the  firms  in  our  sample  are  exporters. 
Moreover, Chinese exports to the world market are arguably exogenous to Danish firms,  implying that 
we  estimate  a  causal  relationship  between  total  exports  from  China  and  investments  in  automated 
capital. The applied measure is discussed in more detail below.  












and  years  that  cannot  be  accounted  for  by  the  automated,  IT,  and  non‐automated,  non‐IT  capital 
measures, labor inputs or other explanatory variables. 
There  is  an  extensive  relatively  recent  literature  analyzing  the  output  and  productivity  effects  of  IT 
capital. The approach taken in this literature has been to divide total capital into IT and non‐IT types and 






between  IT  and  non‐IT  capital  to  separate  the  effects  of  automation  from  any  effects  of  IT  capital. 











other  things  –  on  experience  with  automation  and  the  use  of  experts  in  the  implementation  of 
automation. Specifically, we assume that the automation index is related to tfp in the following way:  
ݐ݂݌௜௧ ൌ ߚହܣܫ௜௧ ൅ ܽ௜௧, 
where ait reflects differences  in tfp across firms and years that are not accounted for by differences  in 
the  scope  of  automation.  Combining  the  two  equations  above  and  rearranging  yields  the  following 
expression for log value added: 
ݕ௜௧ ൌ ܽ௜௧ ൅ ߚଵ݈௜௧ ൅ ߚଶ݇௜௧஺ ൅ ߚଷ݇௜௧ூ் ൅ ߚସ݇௜௧ே஺ିேூ் ൅ ߚହܣܫ௜௧ ൅ ܺߛ. 
The main parameters of interest in this part of the study are ߚଶ and ߚହ. It is investigated to what extent 
automation  capital  influences  value  added  and we  hypothesize  that  ߚଶ  is  positive  and  significantly 
different from zero. In addition, we investigate the relationship between the automation index and TFP 
and hypothesize that ߚହ is positive and significantly different from zero. 
When  estimating  the  above  equation, we must  put  some  restrictions  on  ait  to  identify  ߚଶ  and  ߚହ. 
Specifically, we apply ܽ௜௧ ൌ ܽ଴ ൅ ܾ௜ ൅ ݀௧ ൅ ݑ௜௧. That is, we include firm fixed effects to allow ait to vary 
systematically  across  firms  due  to,  e.g.,  different  production  technologies.  Similarly, we  include  year 
fixed effects to allow ait to vary over time to capture productivity trends that might be correlated with 
developments in automation. We therefore obtain the following empirical model: 
ݕ௜௧ ൌ ܽ଴ ൅ ߚଵ݈௜௧ ൅ ߚଶ݇௜௧஺ ൅ ߚଷ݇௜௧ூ் ൅ ߚସ݇௜௧ே஺ିேூ் ൅ ߚହܣܫ௜௧ ൅ ܺߛ ൅ ܾ௜ ൅ ݀௧ ൅ ݑ௜௧,    (2) 
where bi and dt are the firm and year fixed effects, respectively.  
Still, if there are time‐varying shocks to ait that also affect the automation measures (which would be the 





An  important strength of our data set  is that  it permits empirical tests of the effects of  investments  in 
automation on  firm performance. More precisely, we can estimate  the  relationships between various 
alternative  firm  performance measures  and  different  aspects  of  automation.  The  strategy we  apply 




generate  such  effects.  In  this  sense,  the  results  are  closer  to  a  causal  relationship  because  different 
aspects of performance measures are influenced differently by alternative measures of automation.  





ቀܲ݁ݎܿ݁݊ݐܽ݃݁	݄ܿܽ݊݃݁݅݊	ݔ ቁ ൌ ߛ଴ ൅ ߛଵΔ݇௜௧
஺ ൅ ߛଶΔܣܫ௜௧ெ ൅ ߛଷΔܣܫ௜௧௉ூ ൅ ߛସΔܣܫ௜௧ூ஼ ൅ ܩߛ ൅ ߝ௜௧,  (3) 
where x refers to the five measures of firm performance mentioned above.9 G  is a vector of additional 
explanatory variables, and Δ  indicates change  in a variable. Moreover, ܣܫ௜௧ெ, ܣܫ௜௧௉ூ, and ܣܫ௜௧ூ஼  are  three 




in all  stages of  the production process will  reduce  required  labor, as  low‐skilled  jobs are  replaced by 
automation‐enhanced  machinery  that  increases  the  quantity  produced  per  worker.  Furthermore, 
unscheduled  downtime  should  be  higher  during  start‐up  periods  on  lines with  fewer  computerized 
controls,  see  Ichniowski  et  al.  (1997)  that  examine  the  steel  industry.  If  this  holds  across  industries, 
uptime  increases as mechanization  increases  in all stages of the production process. In conclusion, our 
hypotheses  are  that  growth  in  the Δܣܫ௜௧ெ	index  involves  a  higher  quantity  produced  per worker  and 
improves uptime. 
Examining  the  second  sub‐index  (ܣܫ௜௧௉ூ), mechanization  of  production  processes  between  stages,  the 
three questions should affect different process performance measures depending on their relevance to 
the performance measure. For instance, mechanization of materials handling is expected to improve run 
time,  whereas  mechanization‐enhanced  changeover  is  expected  to  improve  setup  time,  and 
mechanization‐enhanced inspection of products is expected to improve inspection time. However, when 
combining  the  questions  into  an  index,  it  is  uncertain whether  any  of  the  improvements  are  strong 
enough to survive.  
Examining  the  third  sub‐index  (ܣܫ௜௧ூ஼),  IT  used  to  optimize  the  production  process, we  expect  to  see 
improved  uptime,  as  IT  is  used  to  help  firms  observe,  measure,  document,  track  and  manage 
performance  accurately  and  transparently  (see  Aral,  Brynjolfsson  and Wu  (2010)).  Furthermore, we 
                                                            
9 For each of the five measures, the respondents were asked to indicate the level of improvement achieved over 
four  periods:  2003‐2005,  2005‐2007,  2007‐2010,  and  2010‐2012.  The  following  scale  was  adopted  for  each 
measure:  1=deterioration;  2=0‐5%  improvement;  3=5‐10%  improvement;  4=10‐20%  improvement;  5=20‐30% 




expect that the use of  IT  in the execution of production tasks will reduce run time and required  labor, 
increasing  the  quantity  produced  per worker.  In  conclusion,  the  hypotheses  to  investigate  are  that 
growth  in  the  IT  to  optimize  production  processes  (ITOPP)  index  decreases  run  time  and  increases 
uptime and quantity produced per worker. 
2.4	 Firm	Exit	and	Automation	
A  final  issue  that we wish  to  investigate  is  how  automation  affects  firm  exit.  If  firms  improve  their 
performance through investments in automation, we hypothesize that it is less likely that they will close 
down and exit the market:  
݁ݔ݅ݐ௜௧ ൌ ߞ଴ ൅ ߞଵ݇௜௧஺ ൅Ζߞ ൅ ݒ௜௧,       (4) 
where  ݁ݔ݅ݐ௜௧   is  a dummy  variable  that  is  equal  to 1  if  a  firm  exits  and 0 otherwise.  Z  is  a  vector of 
additional explanatory variables. The hypothesis  to be  investigated  is  that  investments  in automation 
imply that	ߞଵ is negative and significantly different from zero. 
3. Data	
We  use  survey  data  on  automation  in Danish manufacturing  firms  that  have  been  collected  for  the 
present analysis. The collected survey data set has been enriched by numerous additional data sets that 
were  merged  with  the  survey  data  using  unique  firm  identifiers  and  commodity  codes  for  firm 
production.  We  present  a  short  description  of  the  data  collection  process  in  Appendix  A.  The 
automation survey was collected  for 567 manufacturing  firms, or 21% of all manufacturing  firms with 
more than 10 employees  in 2005, that answered survey questions on automation, production process 
efficiency, management practices and more.  




changes  in automation over  the previous half‐decade.10 An  important  task of  this paper  is  to provide 
external validation of  the applied data  set; consequently, we perform  two  sets of external validation. 
First, we present results that are based on survey data on automation and external data. An alternative 
interpretation  of  the  results  is  that  they  establish  whether  the  automation  survey  systematically 



















ܭ௜,௧஺ ൌ ܫ௜,௧஺ ൅ ሺ1 െ ߜ஺ሻܭ௜,௧ିଵ஺ , 
where ܭ஺ denotes capital stock, ܫ஺ denotes investments in automated machinery and equipment, and 
ߜ஺ is a constant depreciation rate. i and t denote firm and time, respectively. 
A  key  challenge  in  applying  PIM  is  the  estimation of  the  initial  capital  stock. We  follow  the method 
proposed  by  Hall  and Mairesse  (1995)  and  applied  by  Hempell  (2005).  Under  the  assumption  that 
investment expenditures on capital goods have grown at a similar and constant average rate ݃஺in the 
past in all firms, the PIM equation for the initial state can be rewritten as:  
ܭ௜,଴஺ ൌ ܫ௜,଴஺ ሺߜ஺ ൅ ݃஺ሻ⁄ . 
By using a combination of the collected survey data and accounting data on  investments  in machinery 








on  automated  capital equals  the 2005  share.  For 2006, 2008  and 2009,  the  shares  are extrapolated. 
With  information  on  the  percentage  of  new  capital  investments  targeted  for  automation  and 
investments in machinery and equipment, automated capital is determined as follows: 
ܫ௜,௧஺ ൌ ݏ௜,௧஺ ܫ௜,௧ெ&ா, 
where ܫ௜,௧ெ&ா   is  investments  in machinery and equipment, and ݏ௜,௧஺   is the share of  investments targeted 
for automation. 
To  construct  the  automated  capital  stock,  we  use  investment  data  for  the  period  2001‐2010.  We 








In  addition  to  the  automated  capital  stock described  above, we develop measures of  two  additional 












accounting  data.  These  are  the  remaining  investments  in  machinery  and  equipment  that  are  not 
allocated to automated or IT capital: 
ܫ௜,௧ே஺ିேூ் ൌ ܫ௜,௧ெ&ா െ ܫ௜,௧஺ െ ݏ௜,௧ூ்ܫ௜,௧ூ் ൌ ൫1 െ ݏ௜,௧஺ ൯ܫ௜,௧ெ&ா െ ݏ௜,௧ூ்ܫ௜,௧ூ், 
where ܫ௜,௧ே஺ିேூ் and ܫ௜,௧ூ் are  investments  in non‐automated machinery and equipment and  investments 
in  IT  capital,  respectively.  These  investments  are depreciated by  13  percent.  In  addition  to  ܫ௜,௧ே஺ିேூ், 
industrial structures are depreciated by 5 percent. 
3.2	 Automation	Index:	Scope	of	Automation	
In addition  to  the automated capital stock, we develop a new  indicator – an automation  index –  that 
measures  the  scope  of  automation  of  the  production  processes.  This  implies  that  automation  is 




varying  firm  performance. We  are  not  aware  of  similar measures  in  the  literature  on  automation. 
                                                            








However,  the  automation  index parallels  the  indexes on management practices developed by Bloom 
and Van Reenen  (2007). Our automation  index  is based on 8 survey questions scored on a one to five 
scale using z‐scores. Because this is not a standard method for measuring the scope of automation, we 
provide a detailed description of it below. 
The scope of automation has previously been measured by  the use of specific  technologies  (see, e.g., 
Bartel et al. (2007)). However, experience from several firm visits revealed that this type of measure  is 
only  valid  if  the  firms  analyzed  have  relatively  homogenous  production  processes  and  if  production 
managers are well  informed about different  types of  technologies. For  instance, visiting a  firm  in  the 





process. The  first stage  is manufacturing, processing and handling, where all parts of  the product are 














12 Furthermore,  the complexity of contemporary machinery makes  it difficult  to count specific  types of  technologies, as one 
machine bought today might perform the same tasks as three or more machines bought some years ago. Bartel et al. (2007) 
use exactly  this variation as a measure of  increases  in computerization: “Managers stated  that a decrease  in  the number of 
machines used  to produce a given product would always  reflect an  increase  in degree of computerization  for newer versus 
older  CNC machines  and was  also  relatively  simple  for managers  to  identify.  Thus,  in  empirical  analyses  in  this  study, we 
measure  improvements  in CNC quality by whether  there was a  reduction  in  the number of CNC machines used  to produce a 


















 How  mechanized  is  the  handling/feeding  of  components  and  raw  materials  into  the 
manufacturing, processing, assembly, packaging and inventory processes? 








utilization  of  machines  and/or  raw  materials  as  well  as  optimizing  the  adjustment  of  machines  in 
relation to wear and environmental factors. Two specific questions are asked: 
 How  automated  is  the  execution  (scheduling  and  start‐up)  of  jobs  run  on  the  mechanized 
equipment? 
 How  automated  is  the  process  control  (continuous  correction  of  machine  settings)  of  the 
mechanized processes? 
The  respondents  answered  the  questions  on  a  5‐point  Likert  scale,  where  1  indicates  that manual 
interference  occurs  in  all  processes  and  five  indicates  that  all  processes  are  fully mechanized.  The 
respondent was asked to answer all of the questions for 2005, 2007, and 2010. 
Based on these eight questions, we construct an automation index by calculating z‐scores by normalizing 
to mean zero and standard deviation one.  In  the econometric specifications, we  take  the unweighted 
average across the eight z‐scores, which are also normalized to mean zero and standard deviation one. 
In  addition  to  the  aggregate  index  of  automation,  we  also  create  some  sub‐automation  indexes, 
specifically an  index based on  the mechanization of production processes within stages  (MPPWSI), an 
index  based  on  the mechanization  of  production  processes  between  stages  (MPPBSI),  and  an  index 
based  on  the  use  o:  IT  to  optimize  the  production  processes  index  (ITOPP).  All  indexes  are  double 
normalized as in the aggregate automation index. 
3.3	 Chinese	Exports	
International  competition  from  low‐wage  countries  has  increased  dramatically  over  the  last  decade.  
Chinese  imports have  increased particularly dramatically;  for example, Bloom, Draca and Van Reenen 













international trade and markets. One  indication of this  is that exports  in relation to GDP were greater 
than 50 percent in 2008. Additionally, 85 percent of the firms in our sample are exporters. Therefore, it 
is  reasonable  to  assume  that  increasing  competition  in  (low‐tech) products  from  low‐wage  countries 










exported  to  the world market.  This measure  includes  all  exports  to  the world,  excluding  exports  to 
Denmark. We create a measure defined as: 
ܧ ௜ܺ,௧஼ுே ൌ ܧܺ௣,௧஼ுே  with p ݉ܽݔሺߛଵ,௜.଴, … , ߛ௣,௜.଴, … , ߛ௉,௜.଴ሻ, 
                                                            
13 This is an issue of market relevance and of how specifically a product should be defined to capture the relevant international 














t,  and  ߛ௣,௜,଴  is  the  product  p  sales  share  of  firm  i  at  time  0,  i.e.,  the  pre‐sample  sales  share.  The 
calculation  of  Chinese  exports  is  based  on  UN  COMTRADE  data  for  ܧܺ௣,௧஼ுே   and  Industrial  Sales  of 
Product  Types  from  Statistics  Denmark  for  ߛ௣,௜,଴.  The  measure  is  similar  to  a  measure  of  import 
competition applied by Bernard,  Jensen, and Schott  (2006) and Bloom, Draca and Van Reenen  (2015). 
However, they use a measure of  import competition at the  industry  level, where firms are assigned to 
specific industries and not to the product with the largest sales share.  
The  causal  relationship between ݇௜௧஺   and ܧ ௜ܺ,௧஼ுே   requires  that  the main driver behind Chinese world 
exports is not investments in automated capital but rather changes in China’s comparative advantage or 





From  the  Industrial  Sales  database,  we  observe  total  sales  (domestic  sales  and  exports)  for  each 
manufacturing  firm  by  eight‐digit  product  code, which we  aggregate  into  the  four‐digit Harmonized 
System  (HS)  to match  the aggregated  trade data  from the UN COMTRADE database. Because the  firm 
identifier  in the  Industrial Sales database  is the same as other firm  level  identifiers, we can match the 
sales data  to  the  firm statistics. Firms with employment  levels or sales below  threshold  levels are not 
required to report to the Industrial Sales database, which implies that we lose many observations in the 
















and 2010  (gray). For  the overall automation  index  (top  left corner), 0  indicates  that  firms still  rely on 
labor inputs in each of the 8 production processes and 100 indicates that all 8 production processes are 
fully automated. 
The graph  indicates  that  there are some  firms whose production processes still  fully depend on  labor 
input to hold an object and/or a tool and some firms whose production processes are very close to being 
fully automated. Specifically, in 2010, 12% of Danish manufacturing firms relied on manual processes for 
the  main  production  processes,  down  from  27%  in  2005,  while  even  in  2010,  fewer  than  1%  of 
companies were close  to  full automation. Overall, more  firms have automated processes  in 2010, but 
there  is still a  large portion of processes that are mainly manually operated. Examining the three sub‐
indexes, the patterns parallel the overall  index.  In general, the production processes within stages are 
more  likely  to be automated  than  those between  stages, and  IT  is  least  likely  to be used  to optimize 
these processes. In 2005, 47% of the firms used little IT to optimize processes; however, this improved 
to 30% by 2010.  
Figure  4  shows  the  individual  questions  included  in  the  automation  index  in  2010.  For  all  eight 
questions, all  five possible answers have been used. Stage 1  (manufacturing, processing and handling 
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to  processes  between  stages,  even  fewer  firms  have  mechanized  processes.  Nearly  90%  of  firms 





Examining automation adoption  from 2005  to 2010  in more detail  (not  shown), 25% of  firms did not 
report any increase in automation. No firm appears to have transitioned from manual processes to fully 
automated  production  processes  during  this  5‐year  period.  This  finding  suggests  that  automation  in 
firms takes place as incremental change rather than as major changes. Generally, the data show a clear 
picture of firms being very slow to adopt automation even though the level in 2005 was not impressive. 
If  this  project  had  included  only  these  data,  we  might  have  guessed  that  firms  are  not  adopting 
automation because  solutions are not available or  are  too expensive. However, many  firm  visits and 
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Next, we  turn  to descriptive  statistics of other variables used  in  the analysis.  In Table 1a, we present 
descriptive  statistics  for  the  dependent  and  explanatory  variables  used  in  the  subsequent  empirical 
analysis. Note that, on average, the amount of non‐IT, non‐automated capital in a firm is approximately 
four  times  larger  than  the  amount  of  automated  capital  although  automated  capital  is  becoming 
gradually more  important. Non‐IT,  non‐automated  capital  is  at  least  10  times  larger  than  IT‐capital. 
Moreover,  it  is  seen  that all  inputs on average  fall over  the period 2005‐2010, except  for automated 
capital that  increases. That  is, although the financial crisis raged during the period under  investigation, 
the stock of automated capital  increased on average. The reason that  IT capital falls relatively much  is 
due to low investments and a large depreciations rate. 
Table 1a: Descriptive Statistics 
  2005 2010   Change 
  mean s.d. mean s.d.  mean  s.d.
Value added  54.21 137.95 63.27 303.60  9.50  235.70
Capital   62.74 207.94    60.69 187.97  ‐2.55  40.66
Persons engaged  115.28 301.01 98.72 273.78  ‐15.75  67.10
Automated capital  11.24 55.46 11.82 50.16  0.16  16.96
IT capital   4.49 15.25 2.39 10.93  ‐2.10  11.28
Non‐IT, non‐automated capital  47.36 152.70 46.58 140.61  ‐0.86  31.49
Number of firms  476 476   476  476
Note: Persons engaged are measured in persons, and value‐added and capital are measured in millions of DDK of 2005‐prices.  
Source: Authors’ survey on automation in manufacturing and register data from Statistics Denmark 
It should be noted  that mean value added  increases and  that  the standard deviation quite a  lot  from 
2005 to 2010. This change is driven by an outlier firm. Without this outlier the mean value does change 
much, whereas the mean change in value added is negative and around ‐1 million DKK. 





















  2005  s.d.  2010  s.d.  Change  s.d. 
Automation Index  ‐.183  .932  .215  1.059  .081  .106 
Automation sub‐indices:             
MPPWS index  ‐.175  .952  .208  1.044  .078  .114 
MPPBS index  ‐.132  .936  .160  1.062  .059  .095 
ITOPP index  ‐.185  .932  .210  1.056  .079  .124 
MPPWS  index:  Mechanization  of  production  processes  within  stages  index.  MPPBS  index:  Mechanization  of  production 
processes between stages index, ITOPP index: IT to optimize the production processes index. 
Source: Authors’ survey on automation in manufacturing. 














In  this  section, we  present  the  empirical  findings.  Section  4.1  contains  our  results  for  trade‐induced 
automation based on  the estimation of equation  (1). Section 4.2 presents  results on  the  relationship 
between productivity and automation based on equation (2), whereas the results for the relationships 
between  alternative  measures  of  firm  performance  and  automation  presented  in  Section  4.3  use 








The  trade‐induced  technical automation hypothesis  is  that ߠଵ ൐ 0. Note  that we allow  for a dynamic 
response in equation (1), depending on the lag of the measure of export supply. Our baseline results use 




accumulate  more  automated  capital  than  firms  that  are  less  exposed  to  increasing  international 






In the following three columns, we  include other measures of  international competition  in addition to 
the measure of Chinese exports.  In column 2, we consider Chinese exports  to Denmark  in addition  to 












TABLE  2: Automation  and  international  competition  – Dependent  variable:  log(automated  capital). 
Fixed effects estimation, 2005‐2010 
(1)  (2)  (3)  (4) 
Estimation method  FE  FE  FE  FE 
Chinese export supply to World  0.091** 0.076* 0.084**  0.068**






Full set of explanatory variables  No No No  Yes
R‐squared  0.088 0.090 0.091  0.304
Number of observations  2356 2356 2353  2356
Number of groups  407 407 407  407
Smallest group size  2 2 2  2
Average group size  5.8 5.8 5.8  5.8
Largest group size  6 6 6  6
Note: The dependent variable in all columns is the log of automated capital. See the main text and Table 1a for a description of 
the explanatory variables. The period  is 2005‐2010. All  regressions  include area,  industry and  time dummies. The  full  set of 
explanatory variables  includes  log(IT capital),  log(non‐IT, non‐automated capital),  log(employment), and skill  share. Standard 
errors in brackets are clustered by four‐digit product code and are robust to heteroskedasticity and autocorrelation of unknown 
form. R‐squared  in fixed effects  is the within R‐squared. ***, ** and *  indicate significance at the 1, 5 and 10 percent  levels, 
respectively.  







   (1)  (2)  (3)  (4)  (5) 











R‐squared within model  0.329 0.320 0.310 0.304 0.300 
Number of observations  2393 2397 2383 2353 2313 
Number of groups  406 407 407 407 407 
Smallest group size  1 2 2 2 2 
Largest group size  6 6 6 6 6 
See notes to Table 2 
It is observed that the Chinese export supply in 2003 and 2008 (2‐year lag), in 2002 and 2007 (3‐year lag) 












TABLE  4:  Automation  and  international  competition  –  Various  dependent  variables.  Fixed  effects 
estimation 
logሺܭ௜௧஺ሻ logሺܭ௜௧ே஺ିேூ்ሻ  logሺܭ௜௧ூ்ሻ
Chinese export supply  0.068** ‐0.001  0.053*
(0.029) (0.017)  (0.031)
   
Full set of explanatory variables  Yes Yes  Yes
R‐squared within model  0.304 0.280  0.313
Number of observations  2356 2356  2383
Number of groups  407 407  407
Smallest group size  2 2  2
Average group size  5.8 5.8  5.9
Largest group size  6 6  6
   
Lag length  3 3  2
Note: The period  is 2005‐2010. All regressions  include area and  time dummies. The  full set of explanatory variables  includes 
log(automated  capital),  log(IT  capital),  log(non‐IT, non‐automated  capital excl.  structures),  log(employment), and  skill  share, 
except  the  dependent  variable.  Standard  errors  in  brackets  are  clustered  at  four‐digit  product  codes  and  are  robust  to 






Table  5  shows  the  coefficients  from  the  estimated  production  functions with  a  focus  on  automated 
capital, other  capital  types, and measures of  the  scope of automation. The  strategy  is  to  first use an 
aggregate measure of capital that  is  later decomposed. Finally, we estimate equation (2)  in columns 5 
and 6, including the scope of automation. All regressions in Table 5 are estimated using fixed effects. 
Table 5,  column 1 presents  the  results when  the aggregate  capital  stock,  total employment, and  skill 
share are used as explanatory variables. As expected from earlier studies, all three explanatory variables 
positively and significantly explain value added. 
The point estimate  for  the effect of employment  is 0.74, which  is close  to  the share of  labor costs of 
value added and consistent with estimates  found elsewhere  in  the  literature; see,  for example, Caroli 
and Van Reenen (2001). The point estimate for aggregate capital is 0.11. These findings are again similar 
to existing results in the literature; see, e.g., Balsvik (2011). This result might, however, reflect sluggish 
adjustments  in capital and noisy observed year‐to‐year changes; moreover, because  identification  in a 
fixed effects regression comes from changes over time, this might introduce an attenuation bias toward 
zero.  
In column 2, we  split aggregate capital  into  IT and non‐IT capital, which  is  the division applied  in  the 




10  percent  level.  This  result  suggests  that  IT  capital,  i.e.,  computer  hardware  and  software,  is  an 
important  growth  driver.  The magnitude  of  the  point  estimate  is  is  similar  to  those  found  for  IT  in 
Bloom, Sadun and Van Reenen (2012). 
In  columns  3  and  4, we  further  break‐down  non‐IT  capital  into  automated  capital  and  non‐IT,  non‐
automated  capital  (incl.  and  excl.  structures).  It  is  observed  that  automated  capital  is  positively  and 
significantly  correlated with  value added, whereas non‐IT, non‐automated  capital  is now almost  zero 
and  insignificant. This  result  suggests  that  investments  in automation capital have been an  important 
growth driver during the period 2005‐2010.14 
Finally,  in  columns  5  and  6, we  add  our measures  for  the  scope  of  automation  in  addition  to  the 




is  positively  associated  with  TFP.  Taken  at  face  value  a  one  standard  deviation  increase  in  the 
automation index implies an increase in TFP of 11 percent. 
In  column  6,  it  is  established  that  only  the  degree  of  computerization  (ITOPP  index)  is  positive  and 
significant  at  the  10  percent  level.  The  other  two  sub‐indexes  are  insignificant. More  generally, we 
cannot distinguish between types of automation due to multicollinearity, implying that none of the sub‐
indexes  is significant at the 5 percent  level; however, when  including the sub‐indexes separately, each 
has a positive, significant coefficient. This latter result makes sense if all three automation types improve 










TABLE  5:  Productivity  and  automation  –  Dependent  variable:  log(value  added).  Fixed  effects 
estimation 
(1)  (2)  (3)  (4)  (5)  (6) 
Log(employment)  0.754***  0.758***  0.740***  0.727***  0.647***  0.646*** 
(0.086)  (0.086)  (0.085)  (0.089)  (0.087)  (0.087) 
Skill share  0.541*  0.562*  0.540*  0.585*  0.628*  0.678* 
(0.302)  (0.302)  (0.298)  (0.304)  (0.357)  (0.362) 
Log(capital)  0.107*** 
(0.032) 
Log(IT capital)  0.067***  0.058***  0.056***  0.053**  0.053** 
(0.019)  (0.019)  (0.020)  (0.026)  (0.026) 
Log(automated capital)  0.069***  0.084***  0.059**  0.057** 
(0.024)  (0.028)  (0.028)  (0.028) 
Log(non‐IT capital)    0.045*         
    (0.025)         






             









R‐squared within model  0.315  0.317  0.322  0.316  0.352  0.353 
Number of observations  2853  2853  2853  2707  1413  1413 
Number of groups  482  482  482  463  481  481 
Smallest group size  1  1  1  1  1  1 
Average group size  5.92  5.92  5.92  5.85  2.94  2.94 
Largest group size  6  6  6  6  3  3 
Note: The period  is 2005‐2010. All  regressions  include area and  time dummies. Standard errors  in all columns are  robust  to 
heteroskedasticity and autocorrelation of unknown form. MPPWS index: mechanization of production processes within stages 





It should be mentioned that the automation  index  is constructed using site‐ or plant‐level  information, 





sections, we will discuss  two econometric  challenges  that may bias  the estimates. These are omitted 




are  concerned  about  omitted  factors  that  may  influence  both  automation  measures  and  firm 
performance; this will cause a bias in the automation coefficients. We therefore introduce a number of 
alternative  performance  measures  at  the  site  level  in  this  section  to  investigate  the  relationship 
between  performance  and  automation.  Although  we  are  not  able  to  exclude  the  type  of  omitted 





setup  time,  inspection  time,  and  uptime.  In  panel  A,  we  present  estimation  results  for  the  first 
difference estimation of equation  (3) for the relationships between alternative performance measures 
and automated capital. We also include inputs of other production factors, i.e., employment, skill share, 
IT  capital,  and non‐IT, non‐automated  capital,  as explanatory  variables.  It  is observed  that  additional 
automated  capital  increases  the quantity produced per worker and uptime, whereas  run  time,  setup 
time  and  inspection  time  all  decrease.  In  other  words,  all  five  performance  measures  change  as 
expected with automation.  
Next, we include the change in the automation index in addition to the growth rate of automated capital 
in Panel B.  In other words, we  include  changes  in both  the  scope  and  the  scale of  automation.  It  is 















Finally,  to address  the omitted variable  interpretation, we divide  the automation  index  into  the  three 
sub‐indexes in Panel C. It is observed that improvements in the three types of process innovations and 
the  growth  rate  of  automated  capital  have  different  impacts  on  the  five  alternative  performance 
measures.  
The purpose of Panel C  is  to  see whether different  types of automation have different effects across 
alternative performance measures. If this is the case, we argue that it is more likely that we can rule out 
the  omitted  variable  interpretation  described  above.  If  types  of  automation  affect  the  alternative 
performance measures differently, an omitted variable interpretation requires certain characteristics in 
addition  to a  correlation between  increasing automation and alternative performance measures. The 
estimated  effects  of  changing  automation  pertain  to  three  different  stages  of  production within  the 
same firm as well as to an internal productivity measure and to uptime. Thus, to account for the full set 
of automation coefficients,  the  factor omitted  from  the analysis  that  is correlated with both changing 
automation  and  improved  performance must  have  different  effects  across  stages within  plants.  For 
example,  if management practices  improve  immediately before or after the point when automation  is 
improved,  then  this  omitted  factor  can  account  for  the  effect  MPBBS  index  on  inspection  time. 
However,  the  improved  management  practice  must  somehow  not  be  relevant  to  improving 
performance at the run and  inspection stages because the  improvements  in the MPPBS  index have no 
significant effect on either run times or setup times. A similar argument can be made for the ITOPP and 
run time.  
In  Section  2.3,  we  predicted  that  an  increase  in  the MPPWS  index  and/or  the  ITOPP  index  would 
increase the quantity produced per worker and uptime, whereas we did not expect an  increase  in the 
MPPBS  index  to  impact  the alternative performance measures. Finally, an  increase  in  the  ITOPP  index 
was also expected to decrease run time. Examining Panel C, the results are somewhat consistent with 



















Δlog(automated capital)  0.038*** ‐0.016* ‐0.016* ‐0.015*  0.022**
(0.012) (0.009) (0.010) (0.008)  (0.009)
R‐squared  0.035 0.022 0.032 0.043  0.035
           
Panel B   
ΔAutomation index  0.096*** ‐0.074*** ‐0.058*** ‐0.037***  0.074***
(0.017) (0.013) (0.013) (0.012)  (0.014)
Δlog(automated capital)  0.023* ‐0.002 ‐0.005 ‐0.009  0.01
(0.012) (0.009) (0.010) (0.008)  (0.009)
   
R‐squared  0.117 0.094 0.077 0.068  0.102
           
Panel C   
ΔMPPWS index  0.046** ‐0.018 ‐0.020 ‐0.005  0.036**
(0.020) (0.015) (0.016) (0.014)  (0.016)
ΔMPPBS index  0.002 ‐0.052 ‐0.079 ‐0.075*  0.062
(0.066) (0.050) (0.050) (0.044)  (0.052)
ΔITOPP index  0.050** ‐0.046***  ‐0.021 ‐0.011  0.025*
(0.020) (0.014) (0.013) (0.011)  (0.013)
Δlog(automated capital)  0.023** ‐0.001 ‐0.004 ‐0.009  0.009
(0.012) (0.009) (0.010) (0.008)  (0.009)
R‐squared  0.114 0.102 0.084 0.071  0.105
Number of observations  451 453 453 451  453
Note:  The  period  is  2005‐2010.  All  regressions  include  area  and  industry  dummies.  Moreover,  all  regressions  include 
log(employment),  skill  share,  log(IT  capital) and  log(non‐IT, non‐automated  capital  incl.  structures) as explanatory  variables. 
Standard  errors  in  all  columns  are  robust  to  heteroskedasticity  and  autocorrelation  of  unknown  form.  MPPWS  index: 











More precisely,  the hypothesis under  investigation  is  that  firms  that have a high  stock of automated 




causal  interpretation  to  the  relationship between automated capital and  firm exit.  It  is observed  that 
firms that have had  large changes  in  their  log automated capital are  less  likely to exit. Moreover,  it  is 
observed that firms that specialize in products with high Chinese exports to the world market are more 
likely to exit. 
As stated above,  it  is  found  that  investments  in automated capital are negatively correlated with  firm 
exit, whereas  the  automation  index  does  not  correlate  significantly with  firm  exit.  In  this  sense,  the 
coefficient  of  automation  capital  may  be  negatively  biased  in  Table  5  because  firms  with  low 











(1)  (2)  (3)  (4)  (5) 










Chinese export supply  0.008** 0.008** 0.009** 0.010** 











R‐squared  0.063 0.059 0.07 0.072 0.083 








Van Reenen on  this subject. Hence, what we have  in mind  is an omitted variable  representing better 
management  practices  that  both  improve  firm  performance  and  increase  the  extent  of  automation. 




the  data  collected  on  automation;  for  details,  see  the  appendix.  A management  practice  index was 
constructed  following  a  similar  method  as  that  used  for  the  automation  index.  The  index  on 







In Table 8,  the means and  standard deviations are presented  for  the  index of managerial quality  for 
2005 and 2010 as well as for the change between these years. 
TABLE 8: Decentralization and Management Practice Index 
  2005  s.d.  2010  s.d.  Change  s.d. 
Management 
Practices 
‐.447  1.087  .471  .760  .184  .192 
Note: See Appendix B for details. 
This  index  is  included  in productivity equation (2)  in Table 9 as well as  in the first difference equations 
for  alternative measures  of  firm  performance  in  equation  (3)  in  Table  10.  In  Table  9,  column  1,  the 
automation  index  is not  included – only  the  index  for management practice  is  included.  In column 2, 
indexes  for both management practice and automation are  included.  It  is observed  that  the  index  for 
management practices is significant in column 1. However, when the automation index is included in the 




specific measure. However,  it seems  likely that automation  levels vary  less across sites. Moreover, the 
measure for automated capital is constructed based on site‐ and firm‐level information.  







































include  log(employment),  skill  share,  log(IT  capital)  and  log(non‐IT,  non‐automated  capital  incl.  structures)  as  explanatory 
variables. Standard errors  in all columns are robust to heteroskedasticity and autocorrelation of unknown form. R‐squared  in 

















ΔManagement practice index  0.040*** ‐0.033*** ‐0.026*** ‐0.021***  0.026***
  (0.009) (0.007) (0.007) (0.007)  (0.008)
Δlog(automated capital)  0.029** ‐0.006  ‐0.008  ‐0.010   0.016 
(0.012) (0.009) (0.009) (0.008)  (0.010)
R‐squared  0.08 0.068 0.064 0.07  0.062
           
Panel B   
ΔManagement practice index  0.023*** ‐0.020*** ‐0.016** ‐0.015**  0.012 
  (0.010) (0.007) (0.008) (0.007)  (0.008)
ΔAutomation index  0.080*** ‐0.061*** ‐0.047*** ‐0.027**  0.066***
(0.019) (0.015) (0.014) (0.013)  (0.015)
Δlog(automated capital)  0.020*  0.001 ‐0.002  ‐0.007   0.008 
(0.012) (0.009) (0.009) (0.008)  (0.010)
   
R‐squared  0.130  0.111  0.090  0.082   0.107 
           
Panel C   
ΔManagement practice index  0.025** ‐0.020*** ‐0.016** ‐0.016**  0.013*
  (0.010) (0.007) (0.008) (0.007)  (0.008)
ΔMPPWS index  0.038* ‐0.016 ‐0.02 ‐0.001  0.033**
(0.002) (0.015) (0.016) (0.014)  (0.017)
ΔMPPBS index  ‐0.004 ‐0.029 ‐0.056 ‐0.069  0.056
(0.069) (0.049) (0.047) (0.043)  (0.053)
ΔITOPP index  0.042** ‐0.042***  ‐0.018 ‐0.007  0.021
(0.020) (0.014) (0.013) (0.011)  (0.014)
Δlog(automated capital)  0.020* 0.001 0.001 ‐0.006  0.008
(0.012) (0.009) (0.009) (0.008)  (0.010)
   
R‐squared  0.129 0.12 0.097 0.086  0.11
Number of observations  449 450 450 449  450
Note:  The  period  is  2005‐2010.  All  regressions  include  area  and  industry  dummies.  Moreover,  all  regressions  include 
log(employment),  skill  share,  log(IT  capital) and  log(non‐IT, non‐automated  capital  incl.  structures) as explanatory  variables. 
Standard errors in all columns are robust to heteroskedasticity and autocorrelation of unknown form. R‐squared in fixed effects 
is  the within R‐squared.  ***, **  and *  indicate  significance  at  the  1,  5  and  10 percent  levels,  respectively.  The  variable of 






One  important  criticism  of  the  survey  data  set  for  the  automation  of  production  processes  and 
management practices is that the data for 2005, 2007 and 2010 are collected at the same point in time. 




visits,  production  managers  consistently  stated  that  there  is  so  much  focus  on  automation  and 
management practices that they could provide high‐quality retrospective answers. Second, considerable 
external validation of the survey data  is shown  in the analysis presented above  in sections 4 and 5,  in 
which we find a strong association between the change  in automation and management practices and 
value added  growth. Third, we  show  that  the  changes  in automation and management practices are 
consistent  with  similar  –  but  less  detailed  –  survey  data  collected  for  previous  years,  such  as  the 









o Did  the  firm  introduce  new  methods  of  organizing  business  processes  or  procedures 
during  the past  three years  (such as quality management, performance management, 
knowledge management, lean, reorganization, supply chain management, etc.)? 
o Did  the  firm  introduce  new methods  of  organizing  responsibilities  or  decision making 
over  the past  three years  (such as decentralization,  job  rotation,  teamwork, merger or 
division of departments, etc.)? 
We obtain data collected for four years of the CIS from 2007‐2010, implying that we have answers to the 
questions  covering  the  years  2005‐2010. Because  the CIS  is  a  rotating panel,  the  same  firms do not 
answer  the  survey every year. The  sample  is  stratified  such  that all of  the  largest  firms answer every 
year, 80 percent of  the  second‐largest  firms, 60 percent of  the  third‐largest  firms, and  so on. Of  the 







TABLE  11:  External  validation  using  the  Community  Innovation  Survey  (CIS)  –  First  difference 
estimation 
Δ(AI) Δ(MPPWSI) Δ(MPPBSI) Δ(ITOPI)  Δ(MP)
Process innovation  0.150** 0.123 0.148** 0.137*  0.128
(0.069) (0.075) (0.061) (0.080)  (0.127)
Organizational innovation  0.009 0.023 0.007 ‐0.009  0.214*
(0.067) (0.072) (0.060) (0.078)  (0.123)
   
R‐squared  0.142 0.105 0.124 0.118  0.078
Number of observations  299 300 300 299  297
Note:  The  period  is  2005‐2010.  All  regressions  include  area  and  industry  dummies.  Moreover,  all  regressions  include 
log(employment),  skill  share,  and  log(capital)  as  explanatory  variables.  Standard  errors  in  all  columns  are  robust  to 
heteroskedasticity  and  autocorrelation of unknown  form. R‐squared  in  fixed  effects  is  the within R‐squared. ***,  **  and * 
indicate significance at the 1, 5 and 10 percent levels, respectively. 
It  is  observed  that  firms  that  respond  ‘yes’  to  process  innovation  exhibit  larger  changes  in  the 
automation  index during the periods 2005 and 2010 than do firms that respond ‘no’. The same  is true 
for physical  integration and computerized  integration and control, whereas the  index for management 
practices  is  unaffected  by  process  innovation.  However,  firms  that  respond  ‘yes’  to  organizational 




Has  the  firm within  the  last 2 years  introduced new machinery or equipment  that contains  IT? 










Δ(AI) Δ(MPPWSI) Δ(MPPBSI)  Δ(ITOPI)
Investment in machines  
and equipment with IT  0.099 0.080 0.059  0.147**
  (0.072) (0.080) (0.063)  (0.071)
   
R‐squared  0.086 0.068 0.068  0.096
Number of observations  319 320 320  319
Note:  The  period  is  2005‐2010.  All  regressions  include  area  and  industry  dummies.  Moreover,  all  regressions  include 
log(employment),  skill  share,  and  log(capital)  as  explanatory  variables.  Standard  errors  in  all  columns  are  robust  to 
heteroskedasticity  and  autocorrelation of unknown  form. R‐squared  in  fixed  effects  is  the within R‐squared. ***,  **  and * 
indicate significance at the 1, 5 and 10 percent levels, respectively. 
6.2		 Data	Collection	and	Sample	Selection		
This survey was voluntary, and the response rate  is 41%, which  is high by the standards of  large‐scale 
surveys that are not government mandated. In Table 14, the response rate and the reasons for refusal 








Number of manufacturing firms*  3049  2705  1402 
Number of responding firms (100% completed)  570  570  570 
Not contacted by the callers  1303  1303   
Reasons for refusal:       
No production in DK /outsourced  166     
Liquidation/insolvent  36     
Bought by another firm  1     
Wrong industry code, not a manufacturing firm  141     
Not relevant for the firm  126  126  126 
By principle  51  51  51 
Too complicated questionnaire  64  64  64 
No time  336  336  336 
Problems with anonymity   6  6  6 
Not interested  77  77  77 
Other reasons  172  172  172 
Number of firms that refused to participate  1176  832  832 




Comparing  the  participating  firms with  the  non‐participating  firm  using  a  probit model  (results  not 
shown),  there  is no evidence  that either  the performance data or other observed  firm characteristics 








For  this  paper,  we  have  constructed  a  new  and  remarkable  data  set  covering  measures  for  the 
automation  of  production  capital  for  firms  in  the  Danish  manufacturing  industry.  The  data  set 
constitutes one of the most – if not the most – comprehensive descriptions of automation technologies 
applied  in manufacturing  firms ever attempted.  Its construction required two years of  intensive work. 
First,  we  have  collected  new  survey  data  on  the  characteristics  of  automated  capital  for  567 
manufacturing firms with more than 10 employees in 2010, representing over 20% of the population of 
firms.  These  data  include  information  on  the  scale  and  scope  of  automation.  Moreover,  we  have 
enriched  this  innovative  survey  data  set  on  automation with  secondary  data,  such  as  value  added, 
investments  in machinery and equipment, exports and  imports at  the product  level,  total sales at  the 
product level, education of employees, and other accounting data. In addition, we have merged data on 
Chinese  exports  by  product  code  with  the  data  set.  These  data  originate  from  the  UN  Comtrade 
database. 




An  important  result  of  this  study  is  that  firms  that  are  exposed  to  relatively  strong  increases  in 
international  competition measured  by  exports  from  China  to  the world market  tend  to  have  large 
investments in automation. We argue that this effect is causal because the applied measure is increases 
in  Chinese  exports  to  the world market  in  the  product  type  in which  the  firms  initially  specialized. 
Moreover,  we  consider  a  productivity  measure  based  on  value  added  and  find  that  improved 
automation and increasing productivity are positively correlated. Hence, this result is consistent with the 








Finally,  we  include  an  index  of  management  practices  from  the  production  floor  in  the  empirical 
analyses together with the measures of automation. This index of management practices is constructed 
from survey data. The motivation for including an index of management practices is that these are often 
found  to be  important drivers of  firm performance; see,  for example, Bloom and Van Reenen  (2007). 
Therefore, management  practices  potentially  represent  an  important  omitted  variable. We  find  that 
improved  management  practices  are  positively  correlated  with  productivity  growth  even  when 
automation  measures  are  included.  However,  improved  automation  still  enters  positively  and 
significantly  in  the  explanation  of  productivity  growth.  The  inclusion  of  management  practices 
potentially addresses an important omitted variable. We are still unable to rule out the omitted variable 
interpretation but claim that this result makes the omitted variable interpretation even less likely.  
An  important  strength  is  that  the  collected  survey data  are merged with  very detailed external data 
sources, which enables us to perform external validation of the collected data using  information  from 




firms  in particular  can  improve  their  level of  automation  to  increase performance. During  firm  visits 
production  managers  often  complained  about  limited  access  funding  and  advice  for  automation 
planning of the factory floor. Whether this reflects limited policy focus on investments in automation in 
Denmark  is  an  open  question.  Related  to  this  is  the  question whether  automation‐promoting  policy 
programs could potentially constitute  important drivers for  investments  in automation. Whether there 
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Dialogue with product managers at  firm  visits and workshops  showed, among other  things,  that  it  is 
problematic to ask about the use of specific types of technology as was done in some previous surveys 
(see,  for  example,  Bartel,  Ichinowski  and  Shaw  (2007)  and  Swamidass  (2003))  because  applied 
technologies vary from one industry to another. Furthermore, it appeared that some respondents were 
not familiar with the definitions of commonly used technologies, such as warehouses and 3D CAD, and 
therefore  gave  incorrect  answers  when  asked  about  the  technologies  used.  As  a  result,  questions 






companies  applied  it more  progressively;  this  tendency made  the  inclusion  of  help  text  essential  to 
obtain  a  comparable  scale.  This  also  further  helped  to  address  concerns  about  inconsistent 
                                                            
18 The first draft of the survey was based on other projects from other countries ‐ including Van Reenen and Bloom's work on 
management  practices,  technology,  and  organizational  change.  In  addition,  the  survey  took  inspiration  from  surveys  by 






































 several  logic tests were performed before a completed survey was accepted.  If the answers to 
the questions  in  the  survey  failed  these  tests, an engineer  called  the  firm. This happened  for 
approximately  28%  of  the  questionnaires,  and  in  95%  of  those  cases,  answers  were 
subsequently corrected.  
Firms were randomly assigned to one of 18 callers. The caller was aware of the name of the firm, but no 






of  125kr  ($21) while  they were  learning  about  the  project,  including  a  firm  visit. While  calling,  they 
received 75kr ($13) per hour and 500kr ($83) per completed survey.  
Collection	period	
Firms were  contacted  from March 2012  to August 2012. By October, 500 of  the 567  fully  completed 







To  investigate  the  distribution  of  management  practices  across  industries  and  firms,  we  have 
constructed a management practice  index. This appendix presents the questions  included  in the  index. 
The survey questions can be grouped into “waste minimization in the production process” (Just‐in‐time ‐ 
JIT), “decentralization of decisions in the production process” (Decentralization ‐ DEC), “human resource 
management  of  production  workers”  (Human  Resource  Management  ‐  HRM),  and  “performance 
management”  (Key Performance  Indicators  ‐ KPI) categories. The management practice  index used  in 




JIT  is  related  to  the  flow of goods  from  suppliers  through  the  firm and  to  the  final  customer, where 
waste is reduced, if not eliminated, in all non value‐added items such as waiting, moving and storing. In 
addition,  JIT  refers  to  the  optimal  utilization  of  employee  capabilities.  The  following  nine  questions 
about JIT were asked: 








type of prior  contacts before obtaining  the  response, duration,  local  time of day, date and day of  the week;  these are not 
relevant here as the responder decides when to complete the questionnaire. The caller was trained on when to call and how 











Each  question  is  answered  on  a  scale  from  1  to  5, where  1  indicates  that  the  firm  has  no  focus  on 
minimizing  the  specific  type of waste  in  the production process  referred  to  in  the question  and  five 















8. Who  generally  decides  how  tasks  are  to  be  performed  (regarding  process  improvements, 
machine choices, etc.)? 
Each  question  is  answered  on  a  scale  from  1  to  5, which  differs  depending  on  the wording  of  the 
question. 
Human	resource	management	(HRM)		










Each  question  is  answered  on  a  scale  from  1  to  5, which  differs  depending  on  the wording  of  the 
question. 
Performance	management	(KPI)	














AIM  data  set:  The AIM  data  are  collected  by  the  authors. Question  8  of  the  survey  asks  about  the 
percentage  of  investments  in machinery  and  equipment  targeted  for  automation,  specifically  “What 
percentage of new capital  investments  in machinery and equipment  is  targeted  for automation?” The 






We  use machinery  and  equipment  investments  to  determine  automated  and  non‐automated  capital 
stocks.  In addition, we have  information on “expenses  for the purchase of small  inventory/equipment 
with  a  short  life”.  This  entry  is often used  for  IT  expenditures. We use  the  variation  in  this  entry  to 
complete missing values in the IT data, as described below. 
Firm‐level  IT expenditures  (FITE): FITE survey data are collected by Statistics Denmark  for 2003‐2010. 
For  FITE,  questions  are  asked  about  expenditures  for  acquisitions within  7‐9  ICT  capital  categories, 
including  hardware  and  software.  In  addition,  the  survey  provides  information  on  the  shares  of  IT 
expenditures that are activated during the year and thereby depreciated over a period longer than one 
year. This information enables us to split non‐automated machinery and equipment investments into IT 
investments  and  other  non‐automated  machinery  and  equipment  investments.  The  survey  occurs 
45 
 




To  estimate  the  three  capital  stocks, we  apply  the  PIM.  Assuming  constant  depreciation  rates,  the 
method states: 
ܭ௜,௥,௧ ൌ ܫ௜,௥,௧൅ሺ1 െ ߜ௥ሻܭ௜,௥,௧ିଵ, 
where ܭ denotes capital stock, ܫ denotes investments or gross fixed capital formation of capital type r, 
and δ is a constant depreciation rate. i, r, and t denote firm, capital type and time, respectively.  
A key challenge  in applying the PIM  is the estimation of the  initial capital stocks. We use the following 
method proposed by Hall and Mairesse  (1995) and applied by Hempel  (2005). Under  the assumption 
that investment expenditures on capital good r have grown at a similar and constant average rate gr in 
the past in manufacturing, the PIM equation can be rewritten as:  
ܭ௜,௥,௧ ൌ ܫ௜,௥,ଵ ሺߜ௥ ൅ ݃௥ሻ⁄ . 




(2012).  IT  investments are deflated using the  IT deflator  from the Danish EUKLEMS database, see Van 
Ark et al. (2008), which is based on the harmonized hedonic price index. In the baseline estimations, we 




using  a  depreciation  rate  of  20  percent,  whereas  non‐automated  capital  is  depreciated  using  a 
depreciation  rate of 13 percent. The motivation  for  these depreciation  rates  is  that  the usual overall 
depreciation rate for machinery and equipment capital is 15 percent; see Fraumani (1997). Because the 





provided  by  Statistics  Denmark  reveal  that  that  the  IT  and  non‐IT  capital  stocks  have  hardly  grown 






capital. The construction of  IT capital stock  is based on the additional assumption that  IT expenditures 
constitute a constant  share of “expenses  for  the purchase of  small  inventory/equipment with a  short 
life”. Based on this assumption, we construct  IT  investments  for years with missing observations  from 
FITE  data  using  the  average  ratio  between  IT  expenditures  and  “expenses  for  the  purchase  of  small 



















scope of automation  in column 3. This  is consistent with  the  findings  in Bartel,  Ichniowski, and Shaw 
(2007). 











added  Customized  Flow1  Batch3 
Small  Large 
Automation index  0.090* 0.086** 2.638**  0.076  0.124***
(0.055) (0.040) (1.03)  (0.056) (0.046)
Log(automated production capital)  0.095*** ‐0.045 (0.45)  0.122** 0.035 
(0.036) (0.044) (0.54)  (0.057) (0.032)
Log(IT capital)  0.052 0.031 0.56   0.023  0.074** 
(0.038) (0.029) (0.48)  (0.049) (0.030)
Log(non‐IT, non‐automated capital incl. structures)  0.022 0 0.41   0.039  0.031 
(0.025) (0.050) (0.34)  (0.065) (0.022)
Skill share  0.268 0.321 0.61   0.183  0.194 
(0.346) (0.937) (3.90)  (0.939) (0.332)
Log(employment)  0.611*** 0.929*** 1.00   0.730*** 0.675***
(0.111) (0.104) (0.74)  (0.127) (0.115)
R‐squared within model  0.347 0.436 0.04  0.298 0.418
Number of observations  887 550 1432  401 929
Number of groups  298 186 482  136 312
Smallest group size  1 1 1  1 1
Average group size  2.98 2.96 2.97  2.95 2.98
Largest group size  3 3 3  3 3
Note: The years were 2005, 2007 and 2010. All regressions include area, industry, and time dummies. Moreover, all 
regressions include log(employment), skill share, log(IT capital) and log(non‐IT, non‐automated capital incl. structures) as 
explanatory variables. Standard errors in all columns are robust to heteroskedasticity and autocorrelation of unknown form. R‐
squared in fixed effects is the within R‐squared. ***, ** and * indicate significance at the 1, 5 and 10 percent levels, 
respectively. 
 
