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The economic load dispatch problem is a non-convex and non-linear optimization problem due to the
inclusion of practical features such as valve point effects, prohibited operating zones, ramp rate limits,
and transmission losses. For solving the non-convex economic load dispatch problem, a social spider
algorithm has been proposed recently. This paper proposes a modified version of the social spider
algorithm and studies the application of this version for solving the non-convex economic load dispatch
problem. The proposed modification significantly improves the performance of the social spider
algorithm. Four benchmark test systems having 6 units, 40 units, 80 units, and 140 units are considered
to demonstrate the efficacy of the proposed algorithm. The results obtained from the modified social
spider algorithm surpass the results obtained by the original social spider algorithm and significantly
compete with the best results presented in previous literature.
 2016 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The worldwide extensive and continuous energy consumption
leads to a reduction in the fossil fuel resources. As a result, optimal
exploitation of the available fossil fuel resources is a critical issue.
Distributing the power system load to the generation units in the
most economic manner implies the best exploitation of the fossil
fuel resources in the power generation process. Accomplishing
the previous task while satisfying the system constraints is known
as the economic load dispatch (ELD) problem. There are several
variants of the ELD problem. These variants can be distinguished
based on aspects considered in the mathematical formulation of
the problem. Considering the emission of pollutants from fossil
fuel based generation leads to a combined economic emission dis-
patch problem which is a multi-objective optimization problem
[1]. Dynamic models are required for solving the dynamic ELD
problem over a time horizon of 24 h with the consideration of
ramp rate limits [2]. Stochastic or probabilistic formulation is nec-
essary for studying the incorporation of renewable energy
resources into the ELD problem [3]. Increasing the energy conver-
sion efficiency can be achieved using a combined heat and power
economic dispatch. Formulating and solving the combined heatand power economic dispatch problem has been discussed recently
in references such as [4,5]. Considering practical features of the
generation units such as valve point effects, prohibited operating
zones, ramp limits, and multiple fuel options entails a non-
convex formulation of the ELD problem [6,7]. Traditionally, quad-
ratic cost function is used to model the fuel consumption cost of
generation units; however, some steam generators have a rectified
sinusoid imposed on the quadratic cost function due to steam
valves opening processes [6]. On the other hand, due to physical
limitations in some power plant components, generation units
may fail to operate within certain power ranges. This issue
creates disjoint prohibited operating zones. The previous practical
issues render the solution space of the ELD problem non-convex
and non-smooth. As a result, the practical ELD problem is consid-
ered as an NP-hard optimization problem [7].
Several methods have been proposed for solving the economic
dispatch problem. These methods can be divided into conventional
optimization methods and metaheuristic based optimization
methods. The conventional methods such as linear programming,
interior point method, and lambda iteration method work effec-
tively to solve the ELD problem with convex cost functions only.
They may fail in finding the global optimal solution of the non-
convex ELD problem. On the other hand, the metaheuristic
techniques are capable to hit the global optimal solution of the
non-convex ELD problems. Based on that, in the previous two
decades, many metaheuristic techniques have been proposed for
W.T. Elsayed et al. / Engineering Science and Technology, an International Journal 19 (2016) 1672–1681 1673solving the non-convex ELD problem such as genetic algorithm [8],
particle swarm optimization [9], differential evolution [10], seeker
optimization algorithm [11], differential harmony search algo-
rithm [12], artificial bee colony optimization [13], group search
optimizer [14], immune algorithm [15], backtracking search algo-
rithm [16], and hybrid harmony search with arithmetic crossover
operation [17]. The genetic algorithms require large computational
time. The hybrid harmony search with arithmetic crossover opera-
tion, the immune algorithm, and the differential evolution suffer
from premature convergence. Artificial bee colony has a poor
exploitation capability. The remaining of these algorithms suffer
with the trapping in local optimal solutions. Another limitation
exits in many of the above algorithms is the need for tuning several
parameters based on the considered optimization problem. The
previous limitations require developing more efficient techniques
for solving the non-convex ELD problem.
In general, as the research in metaheuristic techniques pro-
gresses, more efficient and more capable metaheuristic techniques
to find the global optimal solution are developed. Recently, many
new metaheuristic techniques have achieved remarkable success
in solving complex and non-convex optimization problems in
different research fields. These new promising metaheuristic tech-
niques are bat algorithm [18–20], firefly algorithm [21–24], flower
pollination algorithm [25,26], teaching learning based optimization
algorithm [27,28], symbiotic organisms search algorithm [29], real
coded genetic algorithm [30], non-dominated sorting hybrid
cuckoo search algorithm [31], hybrid harmony-gravitational search
algorithm [32], genetically encoded mutable smart bee algorithm
[33], and social spider algorithm (SSA) [34]. Among these promising
techniques, the SSA is the most promising one. The SSA mimics the
foraging behavior of certain type of spiders, which work in groups
and known as social spiders. There are two variants of the SSA pro-
posed recently; one is proposed in [35], and the second is proposed
in [36]. The latter is considered in this paper for modification and
improvement. Applying the SSA for solving the non-convex eco-
nomic dispatch problem has been studied in [34]. In [34], the SSA
is applied in its original formwith a simple modification for solving
the non-convex economic dispatch problem. This simple modifica-
tion is to perform a random walk with chaotic sequence based
memory factor. The results presented in [34] show that the SSA is
capable to provide superior results compared to many previously
proposed metaheuristic techniques. In this paper, the SSA is modi-
fied through replacing the binary mask based random walk, which
exists in the original SSAwith a newmutation process followed by a
selection process. The proposed modification utilizes the natural
evolution concepts to guide the spiders towards better solutions
or positions on the spider web.
The advantages of the proposed modified social spider
algorithm (MSSA) are as follows:
– The MSSA provides superior convergence characteristics com-
pared to that of the original SSA. The minimum cost, the mean
cost, and the maximum cost values obtained by the MSSA are
lower than those obtained by the original SSA.
– The results obtained by the MSSA have lower standard devia-
tion compared to that of the original SSA.
– The proposed MSSA has lower number of parameters which
require tuning compared to that of the original SSA. Moreover,
the parameters of the proposed MSSA can be assumed constant
at certain values with satisfactory results obtained over wide
range of systems.
– The results obtained by the MSSA do not only outperform that
obtained by the original SSA, but also outperform the results
obtained by many recently proposed metaheuristic techniques
for solving the non-convex ELD problem as will be demon-
strated in Section 4 of this paper.The remaining of the paper is organized as follows. Section 2
presents the non-convex ELD problem formulation. Section 3
reviews the original SSA algorithm and introduces the proposed
MSSA algorithm. The simulation results which demonstrate the
efficiency of the proposed algorithm are displayed in Section 4,
and finally the conclusion is presented in Section 5.
2. Mathematical formulation of the problem
The ELD problem in its simplest form can be expressed as
followsMinimize:
FT ¼
Xn
i¼1
FiðPiÞ ð1Þ
Subject to:
Pmini  Pi  Pmaxi ð2Þ
Xn
i¼1
Pi ¼ PL þ PLoss ð3Þ
where FiðPiÞ is the operation cost associated with unit i, when the
output power of this unit is Pi, n is the total number of units, PL
refers to the system load, and PLoss represents the total transmission
losses of the system. Pmini and P
max
i are the minimum and maximum
output power given by unit i, respectively. The cost of the generated
power can be calculated in terms of the output power using the
following quadratic formula:
FiðPiÞ ¼ ai þ biPi þ ciP2i ð4Þ
where ai, bi and ci represent the fuel cost coefficients of unit i. Using
the loss coefficient matrices B, B0, and B00, the Kron’s loss formula is
used to calculate the total transmission losses as follows:
PLoss ¼
Xn
i¼1
Xn
j¼1
PiBijPj þ
Xn
i¼1
B0iPi þ B00 ð5Þ
In steam power plants, as the steam is admitted to the units
through the valves, ripples appear on the cost function of the units.
These ripples can be modeled as a recurring rectified sinusoid
imposed on the quadratic cost function, and the cost function that
incorporates the valve point effects can be expressed as follows [6]
and [7]:
FiðPiÞ ¼ ai þ biPi þ ciP2i þ jei sinðf i  ðPmini  PiÞÞj ð6Þ
where ai, bi, ci, ei, and fi are fuel cost coefficients associated with
unit i.
Thermal and hydro power units may fail to operate safely
within certain power ranges due to some physical limitations such
as the occurrence of amplified vibrations in shaft bearings [7]. In
order to model the prohibited operating zones, the problem formu-
lation is augmented with the following constraints:
Pmini  Pi  Pli;1 ði ¼ 1;2; ::::; nÞ
Pui;j1  Pi  Pli;j ðj ¼ 2;3; ::::;njÞ ði ¼ 1;2; ::::;nÞ
Pui;nj  Pi  Pmaxi ði ¼ 1;2; ::::; nÞ
ð7Þ
where Pli;j represents the lower limit of the prohibited zone j of unit
i, Pui;j is the upper limit of the prohibited zone j of unit i, and nj is the
total number of prohibited zones associated with unit i.
The thermal generating units have a limitation on changing
their output power from one time interval to the next one. When
the unit increases its output power, this limitation can be modeled
using (8). When the unit decreases its output power, this limitation
can be modeled using Eq. (9).
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Pi0  Pi  LRi ð9Þ
Using (8), (9), and (2), the actual limits of unit i can be expressed
as follows:
maxðPmini ; Pi0  LRiÞ  Pi  minðPmaxi ; Pi0 þ URiÞ ð10Þ
where Pi0 is the previous interval output power of unit i, URi is the
upper ramp rate limit of unit i, and LRi is the lower ramp rate limit
of unit i.
3. The proposed approach
This section starts by reviewing the original SSA algorithm in
the first subsection. After that, the proposed MSSA is introduced
in the second subsection.
3.1. The original SSA
In SSA [36], the spider web represents the search space of the
optimization problem. It is assumed that all feasible solutions of
the optimization problem exist on the spider web. The spider posi-
tion on the web represents a possible solution. When a spider
moves to a new position, the spider creates a vibration carried by
the web to the other spiders on that web. The vibration created
by each spider contains two pieces of information; the position
of the spider created the vibration and the fitness value corre-
sponding to this position. The SSA algorithm starts by initializing
a population of spiders distributed over the web, where the posi-
tion of each spider represents a possible solution to the optimiza-
tion problem. Each spider is associated with some pieces of
information, which are updated during each iteration of the algo-
rithm. These pieces of information are the spider position on the
web, the fitness value corresponding to the spider position, the tar-
get vibration produced by the spider during the previous iteration,
the number of iterations during which the spider did not change its
target value, the movement of the spider in the previous iteration,
and the dimension mask used by the spider in the previous itera-
tion. The last four pieces of information are used to guide the
movement of the spider from the current position to a new one.
When a spider moves from one position to another, it produces a
vibration. The intensity of this vibration is calculated using the
following formula:
Ii ¼ log 1FiðPiÞ  c þ 1
 
ð11Þ
where c is a small confidently constant. The vibration produced by
the spider is transferred over the web and is sensed by all the spi-
ders on the web including the spider which sends this vibration.
Hence, all the spiders sense N vibrations, where N is the total num-
ber of spiders or the population size. Each spider senses its pro-
duced vibration as it was produced by Eq. (11). Each spider also
senses the attenuated vibrations produced by other spiders on the
web according to the following formula:
Iij ¼ Ii  exp  Dijr ra
 
ð12Þ
where Iij is the vibration intensity sensed by spider j while the
source of vibration is spider i. Dij is the Euclidean distance between
spider i and spider j. r is the mean of the standard deviation of all
spider positions along each dimension. ra is a user controlled
parameter. Small values of ra means strong attenuation imposed
on the vibration and vice versa. In each iteration, each spider will
have N vibrations. After that, each spider finds the highest vibrationintensity among N vibrations and compares this highest vibration
intensity with that in its memory. If this highest vibration is higher
than the intensity kept in the spider memory, the spider will update
the intensity of the vibration in its memory and will replace this
intensity with the new higher one. Also, the spider will keep in its
memory the position corresponding to this highest vibration as a
target position. If this update process accomplished by a spider at
a certain iteration, the spider will reset a counter di to zero. If the
spider found that the highest vibration among N vibrations is lower
than the one kept in its memory from the previous iteration, it will
not change both the target position and the target intensity. After
the spider determines its target position in each iteration, the spider
starts a random walk towards this target position using a binary
mask vector. This mask vector has a length equal to the problem
dimension D. In each iteration, each spider changes its mask with
a probability of 1 Pdic , where Pc 2 ð0;1Þ is a variable defined by
the user. Each element in the mask vector has a probability Pm to
be assigned a value of 1 and 1  Pm to be assigned a value of zero.
After the binary mask vector is generated for each spider, a random
vector is also generated which has a length equal to the problem
dimension. The random vector is combined with the target vector
through the mask in order to generate a new vector as follows:
Pnewi;j ¼
Ptari;j if mi;j ¼ 0
Pri;j if mi;j ¼ 1
(
ð13Þ
where Ptari;j is the j-th dimension of the target position associated
with spider i. Pri;j is the j-th dimension of the random vector associ-
ated with spider i. r is a random integer value between (1, N). N is
the population size. mi;j is the j-th dimension of the binary mask
vector accompanying spider i. Pnewi;j is the j-th dimension of the
new generated position for spider i. With this new position, the ran-
dom walk for spider i is completed using the following formula:
Pðtþ1Þi ¼ Pi þ ðPi  Pðt1Þi Þ  ri þ ðPnewi  PiÞ  R ð14Þ
where Pðtþ1Þi ; Pi; and P
ðt1Þ
i are the position of spider i in the next
iteration, the current iteration, and the previous iteration, respec-
tively. ri is a random number generated for spider i. This random
number is uniformly distributed between zero and one. R is a vector
of floating-point numbers uniformly distributed between zero and
one and has a length equal to the problem dimensions.  denotes
element-wise multiplication.
3.2. Modified SSA
The proposed MSSA is the same as the original SSA except that
the binary mask based random walk used to generate new
solutions for the next iteration has been replaced with the
following mutation process, after which a selection process is
applied.
Ptriali ¼ Ptari þ ri  Ki  ðPtarr1  Ptarr2 Þ ð15Þ
where Ptraili is a trial vector generated for spider i. P
tar
i is the target
vector associated with spider i. Ptarr1 and P
tar
r2 are two target vectors
associated with spiders r1 and r2, where r1 and r2 are two integer
random numbers between 1 and N, and r1–r2. ri is a random num-
ber between zero and one. This number is drawn from a uniform
distribution.  denotes element-wise multiplication. Ki is a binary
vector for spider i. The elements of this binary vector are generated
as follows:
Ki;j ¼
1 if randi;j < C
0 Otherwise

ð16Þ
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dom vector i. This element is generated randomly between zero and
one and obeys the uniform distribution. After generating the trail
vector i, the position of spider i in the next iteration is calculated
using the following greedy selection process:
Pðtþ1Þi ¼
Ptriali if f ðPtriali Þ < f ðPiÞ
Pi Otherwise
(
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Fig. 1. Flowchart of the MSSThe above proposed modification has some similarity in its
framework with the differential evolution algorithm; however,
the proposed modification process is different than the differential
evolution algorithm. The variables ri and Ki in Eq. (15) have the
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randomly will be reduced. This will make the change added to
the target vector Ptari small, which will undoubtedly enhance the
exploitation capability of the algorithm. The proposed MSSA
requires only two parameters for tuning: the constant C and ra.
On the other hand, the original SSA algorithm requires the tuning
of three parameters: ra, Pc, and Pm. Fig. 1 shows a flowchart of
the MSSA and the original SSA.4. Results and discussion
In order to demonstrate the efficiency of the proposed algo-
rithm, four benchmark test systems having 6-units [9], 40-units
[37], 80-units [38], and 140-units [39] are considered. The param-
eters settings used for all the systems are the same, excluding from
that the maximum number of iterations. Table 1 presents a list of
parameters used with each system. A computer with core i7
(2.4 GHz) and 8 GB of RAM is used to run the MATLAB platform
for simulating four case studies, one case study for each bench-
mark system. The total number of objective function evaluations
is used to fairly compare the performance of the proposed
algorithm with that of previously proposed algorithms. The totalTable 1
Parameters setting used with test systems.
Number of iterations Population size C ra
6-unit 1200 10 0.2 1
40-unit 14,400 10 0.2 1
80-unit 16,000 10 0.2 1
140-unit 16,000 10 0.2 1
Table 2
Parameters setting for SSA-I and SSA-II.
Population size ra Pc Pm
SSA-I 13 10 0.9 0.1
SSA-II 30 1 0.7 0.1
Table 3
Six generators test system: comparison of results.
Method Min. ($/hr) Mean ($/hr) Max. ($/
SA [40] 15461.10 15488.98 15545.50
TS [40] 15454.89 15472.56 15498.05
PSO [40] 15450.14 15465.83 15491.71
GA [9] 15459 15469 15524
PSO [9] 15450 15454 15492
NPSO-LRS[41] 15450 15450.5 15452
SSA-I 15449.899 15450.122 15462.08
SSA-II 15449.902 15450.256 15457.93
MSSA 15449.899 15449.937 15453.54
RDPSO [42]* 15442.757 15445.024 15455.29
SSA [34]* 15419.803 NA NA
NA: Data are Not Available.
* The computed total losses with the Kron’s loss formula are higher than the values r
Table 4
Output power for six generators test system using the MSSA (100 trials).
P1 P2 P3
447.5029 173.3186 263.4630
Total power (MW) 1275.958
Power Mismatch 14  1012number of objective function evaluations (TFE) per one run of
the algorithm is calculated as follows:
TFE ¼ k Population size Total number of iterations ð18Þ
where k is the number of objective function evaluations executed
by an algorithm when the population size is equal to 1 and the
number of iterations is also equal to 1. The proposed MSSA algo-
rithm has k = 1.
In order to compare the performance of the proposed algorithm
with that of the original social spider algorithm, the original social
spider algorithm has been simulated in MATLAB with two opti-
mized sets of parameters. The first optimized set of parameters is
the set proposed in [34], and the SSA algorithm that uses this set
of parameters is denoted by SSA-I. The second optimized set of
parameters is the set reported in [36], and the SSA algorithm that
uses this set of parameters is denoted by SSA-II. Table 2 lists the
parameters of the SSA-I and SSA-II.
4.1. Case study 1
This case study utilizes a benchmark test system having 26
buses, 46 transmission lines, and 6 thermal units. The total system
load is 1263 MW. In addition to the power balance and the gener-
ator limits constraints; ramp rate limits, prohibited operating
zones, and transmission losses are considered. The cost coeffi-
cients, loss coefficients, ramp rate limits, and prohibited operating
zones data are given in [9]. Table 3 presents a comparison between
the results obtained by the MSSA, SSA-I, SSA-II, and other algo-
rithms in the previous literature. Table 4 displays the output power
computed for each unit using the MSSA. The statistical results of
the MSSA, SSA-I, and SSA-II are obtained with 100 trails.
In Table 3, only the RDPSO [42] and the SSA [34] provided min-
imum total cost lower than the minimum total cost obtained by
the MSSA; however, the computed total losses reported in refer-
ences [42] and [34] do not agree with that computed using Kron’s
loss formula. In addition, according to [6], the total cost of the glo-
bal optimal solution for 6-unit system considered in this case study
should not be lower than 15447.72 $/hr, since the latter is the opti-
mal solution of the system without the ramp rate limits and the
prohibited operating zones. From Table 3, it can be observed thathr) TFE Time (sec.) Standard deviation
NA 50.36 28.367
NA 20.55 13.719
100,000 6.82 10.150
20,000 41.58 0.057
20,000 14.89 0.002
20,000 NA NA
0 12,000 1.07 1.408
6 12,000 1.02 1.097
5 12,000 1.16 0.3647
3 20,000 NA 2.2828
100,000 0.338 NA
eported in these references.
P4 P5 P6
139.0656 165.4730 87.13490
Total loss (MW) 12.958
Total Cost ($/hr) 15449.8995
0 2000 4000 6000 8000 10000 12000
1.544
1.545
1.546
1.547
1.548
1.549 x 10
4
TFE
Cost  ($/hr)
MSSA
SSA-I
SSA-II
Fig. 2. Convergence characteristics of case study 1.
Table 5
40 generators test system: comparison of results.
Method Min. ($/hr) Mean ($/hr) Max. ($/hr) TFE Time (sec.) Standard deviation
TLBO [43] 129960 NA NA NA NA NA
GSO [14] 124265.4 124609.18 125204.47 120,000 14.636 NA
IA_EDP [15] 121436.97 122492.70 121648.44 24,000 NA 182.527
BSA [16] 121415.61 121474.88 121524.95 600,000 13.147 0.295
TSARGA [44] 121,463.07 122,928.31 NA NA NA 50.4751
ACHS [17] 121414.85 121510.5 121655.66 60,000 2.18 54.28
CPSO [45] 121,865.23 122,100.87 NA NA 114.65 NA
FCASO-SQP [46] 121,456.98 122,026.21 NA NA 133.54 NA
CTLBO [47] 121553.83 121790.23 122116.18 NA NA 150
SSA [34] 121412.55* NA NA 100,000 NA NA
SSA-I 121448.32 121541.39 121648.32 144,001 5.504 38.3401
SSA-II 121507.25 121581.12 121643.00 144,000 4.137 30.2426
MSSA 121413.46 121466.61 121521.73 144,000 5.762 28.6932
CSA [48] 121412.53 121520.41 121810.25 160,000 3.03 81.5705
NA: Data are Not Available.
* Exact fuel cost obtained from the reported power output in [32] should be 121,414.95 $/h instead of 121412.55 $/h.
Table 6
Best solution for forty generators test system using the MSSA (100 trials).
P1 110.80 P2 110.83 P3 97.40 P4 179.73
P5 87.81 P6 140.00 P7 259.60 P8 284.60
P9 284.60 P10 130.00 P11 94.00 P12 94.00
P13 214.76 P14 394.28 P15 394.28 P16 394.28
P17 489.28 P18 489.28 P19 511.28 P20 511.28
P21 523.28 P22 523.28 P23 523.28 P24 523.28
P25 523.28 P26 523.28 P27 10.00 P28 10.00
P29 10.00 P30 87.93 P31 190.00 P32 190.00
P33 190.00 P34 164.80 P35 194.22 P36 200.00
P37 110.00 P38 110.00 P39 110.00 P40 511.28
Total Power (MW) 10500 Total cost ($/hr) 121413.4686
0 2 4 6 8 10 12 14
x 104
1.2
1.25
1.3
1.35
1.4 x 10
5
TFE
Total cost ($/hr)
MSSA
SSA-I
SSA-II
Fig. 3. Convergence characteristics of case study 2.
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1678 W.T. Elsayed et al. / Engineering Science and Technology, an International Journal 19 (2016) 1672–1681the results provided by the MSSA are better than those provided by
the SSA-I and SSA-II. Fig. 2 shows the convergence characteristics
of the studied algorithms.
4.2. Case study 2
Forty units system is used in this case study. All the units have
valve point effects, and hence the cost functions are non-convex.
The cost coefficients of this system are available in [37]. The sys-
tem has a total load equal to 10500 MW. In this case study, the per-
formance of the MSSA algorithm has been compared with that of
the SSA-I, SSA-II, TLBO [43], GSO [14], IA_EDP [15], BSA [16],Table 7
80 generators test system: comparison of results.
Method Min. ($/hr) Mean ($/hr) Max. ($/
THS (t = 8) [44] 243,192.69 243,457.36 NA
FAPSO [49] 244,273.54 NA NA
CSO [38] 243,195.38 243,546.63 244,038
PSO [38] 244,188.35 246,375.87 248,483
SCA [38] 250,864.05 254,579.79 261,099
SSA-I 243,173.59 243,306.105 243,490
SSA-II 243,398.17 243,575.35 243,760
MSSA 242,909.25 243,037.25 243,229
NA: Data are Not Available.
Table 8
Best solution for eighty generators test system using the MSSA (100 trials).
P1 112.41 P2 113.60
P5 95.03 P6 140.00
P9 285.15 P10 130.01
P13 214.77 P14 394.28
P17 489.51 P18 489.31
P21 523.30 P22 523.36
P25 523.31 P26 523.33
P29 10.00 P30 88.13
P33 190.00 P34 165.28
P37 110.00 P38 110.00
P41 114 P42 110.91
P45 88.25 P46 140.00
P49 284.62 P50 130.01
P53 125.00 P54 304.58
P57 489.45 P58 489.24
P61 523.29 P62 523.30
P65 523.42 P66 523.29
P69 10.01 P70 90.08
P73 190.00 P74 165.27
P77 109.99 P78 110.00
Total Power (MW) 21,000
0 2 4 6 8
2.4
2.6
2.8
3
3.2 x 10
5
Cost ($/hr)
Fig. 4. Convergence charactTSARGA [44], ACHS [17], CPSO [45], FCASO-SQP [46], CTLBO [47],
SSA [34], and CSA [48]. Table 5 summarizes the results of this com-
parison. Again, the MSSA provided superior results than the SSA-I
and SSA-II.
In Table 5, only CSA provided lower minimum cost than the
MSSA; however, the mean value is much higher for the CSA than
that of the MSSA. The best solution for the 40 units system is
shown in Table 6. 100 independent trails are used to develop the
statistical results of the studied algorithms. Fig. 3 displays the con-
vergence characteristics of the MSSA, SSA-I, and SSA-II for case
study 2. In Table 5, IA_EDP and ACHS provide their results at low
TFE values; however, if the TFE value of the MSSA has been reducedhr) TFE Time (sec.) Standard deviation
NA NA 120.99
NA NA NA
.735 NA 27.76 NA
.592 NA 20.13 NA
.642 NA 848.34 NA
.808 160,004 8.451 72.663
.885 160,020 6.699 68.983
.947 160,000 8.668 53.762
P3 97.43 P4 179.74
P7 259.70 P8 284.63
P11 94.00 P12 168.84
P15 394.25 P16 394.33
P19 511.35 P20 511.31
P23 523.28 P24 523.34
P27 10.00 P28 10.02
P31 190.00 P32 190.00
P35 200.00 P36 200.00
P39 110.00 P40 511.34
P43 97.50 P44 179.88
P47 260.29 P48 285.11
P51 168.85 P52 94.00
P55 394.29 P56 394.29
P59 511.43 P60 511.28
P63 523.36 P64 523.31
P67 10.04 P68 10.00
P71 189.99 P72 190.00
P75 196.05 P76 200.00
P79 110.00 P80 511.31
Total cost ($/hr) 242,909.25
10 12 14 16
x 104
TFE
MSSA
SSA-I
SSA-II
eristics of case study 3.
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standard deviation values can be obtained by the MSSA.
4.3. Case study 3
The 40-unit system data are replicated in this case study in
order to simulate a system with 80 units. Since the system in
this case study has 80 units with valve point effects, this system
is more difficult to solve than the Korean 140-unit system,
which will be presented in the next case study. The total0 2 4 6 8
1.5
1.6
1.7
1.8
1.9
2 x 10
6
Cost ($/hr)
Fig. 5. Convergence charact
Table 9
140 generators test system: comparison of results.
Method Min. ($/hr) Mean ($/hr) Max. ($/h
CCPSO [39] 1,657,962.73 1,657,962.73 1,657,962
CTPSO [39] 1,657,962.73 1,657,964.06 1,658,002
CSA [48] 1,655,746.14 1,655,904.66 1,661,572
MPSO [50] 1,560,436 1,560,445 1,560,462
IDE [51] 1,564,648.66 1,564,663.54 1,564,682
GWO [52] 1,559,953.18 1,560,132.93 1,560,228
SSA-I 1,559,717.14 1,559,739.78 1,559,905
SSA-II 1,559,841.23 1,559,935.92 1,560,066
MSSA 1,559,708.7 1,559,708.82 1,559,709
NA: Data are Not Available.
Table 10
Best solution for 140 generators test system using the MSSA (100 trials).
P1 115.1 P21 505.0 P41 3.0 P61 16
P2 189.0 P22 505.0 P42 3.0 P62 95
P3 190.0 P23 505.0 P43 249.1 P63 16
P4 190.0 P24 505.0 P44 246.4 P64 16
P5 168.5 P25 537.0 P45 250.0 P65 49
P6 190.0 P26 537.0 P46 250.0 P66 19
P7 490.0 P27 549.0 P47 241.4 P67 49
P8 490.0 P28 549.0 P48 250.0 P68 49
P9 496.0 P29 501.0 P49 250.0 P69 13
P10 496.0 P30 501.0 P50 250.0 P70 23
P11 496.0 P31 506.0 P51 165.0 P71 13
P12 496.0 P32 506.0 P52 165.0 P72 32
P13 506.0 P33 506.0 P53 165.0 P73 19
P14 509.0 P34 506.0 P54 165.0 P74 17
P15 506.0 P35 500.0 P55 180.0 P75 17
P16 505.0 P36 500.0 P56 180.0 P76 17
P17 506.0 P37 241.0 P57 103.0 P77 17
P18 506.0 P38 241.0 P58 198.0 P78 33
P19 505.0 P39 774.0 P59 312.0 P79 53
P20 505.0 P40 769.0 P60 281.2 P80 53
Total Power (MW) 49,342 Total cost ($demand of the system is 21000 MW. This system has been stud-
ied before using THS (t = 8) [44], FAPSO [49], CSO [38], PSO [38]
and SCA [38]. In Table 7, the results reported using these algo-
rithms are compared with those obtained using the SSA-I, SSA-
II, and MSSA. Both the MSSA and SSA-I provide superior results
with the best results provided by the MSSA. Table 8 presents
the best solution for the 80 units system produced by the MSSA.
In this case study, the statistical results are obtained with 100
trails. Fig. 4 displays the convergence characteristics for this case
study.10 12 14 16
x 104 TFE
MSSA
SSA-I
SSA-II
eristics of case study 4.
r) TFE Time (sec.) Standard deviation
.73 300,000 150 0
.79 300,000 100 7.315
.41 200,000 38.90 592.7
60,000 18.43 NA
.73 250,000 27.88 NA
.40 NA 8.93 1.024
.19 160,004 9.885 25.74
.37 160,020 7.227 50.03
.21 160,000 10.49 0.110
3.0 P81 398.1 P101 958.0 P121 175.0
.0 P82 56.0 P102 1007.0 P122 2.0
0.0 P83 115.0 P103 1006.0 P123 4.0
0.0 P84 115.0 P104 1013.0 P124 15.0
0.0 P85 115.0 P105 1020.0 P125 9.0
6.0 P86 207.0 P106 954.0 P126 12.0
0.0 P87 207.0 P107 952.0 P127 10.0
0.0 P88 175.0 P108 1006.0 P128 112.0
0.0 P89 175.0 P109 1013.0 P129 4.0
4.7 P90 175.0 P110 1021.0 P130 5.0
7.0 P91 175.0 P111 1015.0 P131 5.0
5.5 P92 580.0 P112 94.0 P132 50.0
5.0 P93 645.0 P113 94.0 P133 5.0
5.0 P94 984.0 P114 94.0 P134 42.0
5.0 P95 978.0 P115 244.0 P135 42.0
5.0 P96 682.0 P116 244.0 P136 41.0
5.0 P97 720.0 P117 244.0 P137 17.0
0.0 P98 718.0 P118 95.0 P138 7.0
1.0 P99 720.0 P119 95.0 P139 7.0
1.0 P100 964.0 P120 116.0 P140 26.0
/hr) 1,559,711.999
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The last case study utilizes the Korean power system which is a
real large scale system with 140 generating units [39]. provides the
data of this system. The system has four units with prohibited
operating zones and twelve units with valve point effects. The
ramp rate limits and the transmission losses are not considered
in this case study. The system has a total load equal to
49,342 MW. In Table 9, the TFE, minimum cost, mean cost, maxi-
mum cost, mean computational time, and standard deviation val-
ues of the MSSA are compared with the corresponding values of
the SSA-I, SSA-II, CCPSO [39], CTPSO [39], CSA [48], MPSO [50],
IDE [51], and GWO [52].
From Table 9, it can be observed that the best results are
obtained using the MSSA, and that the mean value of the MSSA
is very close to the minimum value. 100 independent trails are exe-
cuted to compute the statistical results of the studied algorithms.
Fig. 5 shows the convergence characteristics of the studied algo-
rithms. In Table 9, the MPSO uses much lower number of TFE than
that used by the MSSA; however, if the same TFE value used by this
algorithm has been considered for the MSSA, better results can still
be obtained by the MSSA. It should be observed also that the mean
simulation time of the MSSA is lower than that of this algorithm.
The best solution for the 140 units system produced by the MSSA
is presented in Table 10.
The total cost of the solution presented in Table 10 is
1,559,711.999 $/hr. This cost is slightly different than the mini-
mum cost reported in Table 9, since the output power values pre-
sented in Table 10 are rounded up to one decimal place, whereas
the minimum cost value presented in Table 9 is computed based
on the exact output power values obtained using the MATLAB.5. Conclusion
A modified social spider algorithm is proposed for solving the
non-convex economic dispatch problem. The proposed modifica-
tion is to replace the binary mask based random walk with a
new mutation process followed by a selection process. In order
to demonstrate the significance of this modification, the MSSA
has been compared with two variants of the original SSA: SSA-I
and SSA-II. Each one of these two variants consists of the original
SSA algorithm tuned with an optimized set of parameters reported
in previous literature. The results obtained from the MSSA have
also been compared with results presented in recent literature.
The results obtained by the MSSA outperform the results obtained
by the SSA-I, SSA-II and recently proposed algorithms. From the
improved results provided by the MSSA, it is clear that the MSSA
is less prone to premature convergence compared to the original
SSA algorithm. In addition to that, the MSSA has less tunable
parameters compared to the original SSA. Four benchmark test sys-
tems are used for comparing the proposed algorithm with the
other algorithms. These systems are 6-units, 40 units, 80 units,
and 140 units system.References
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