This paper is concerned with the zero-norm regularized quadratic optimization with a sphere constraint, which has an important application in sparse eigenvalue problems. For this class of nonconvex and nonsmooth optimization problems, we establish the KL property of exponent 1/2 for its extended-valued objective function and develop a globally and linearly convergent proximal gradient method (PGM). Numerical experiments are included for sparse principal component analysis (PCA) with synthetic and real data to confirm the obtained theoretic results.
Introduction
Let S p denote the space of all p × p real symmetric matrices, equipped with the trace inner product and its induced Frobenius norm · F , and S p + denote the set of all positive semidefinite matrices in S p . Given a A ∈ S p , we are interested in the following problem
where ν > 0 is the regularization parameter, x 0 denotes the zero-norm (cardinality) of the vector x, and S := {x ∈ R p | x = 1} is the unit sphere in R p . With the indicator function of S, the problem (1) can be compactly written as the following form
It is well-known that the minimization of the structured nonconvex function · 0 + δ S (·) aims to capture a sparse unit vector. Such a nonconvex and nonsmooth problem has an
Generalized subdifferential
Definition 2.1 (see [15, Definition 8.3] ) Consider a function f : X → (−∞, +∞] and an arbitrary point x ∈ domf . The regular subdifferential of f at x is defined as ∂f (x) := v ∈ X lim inf
the (limiting) subdifferential of f at x is defined as
and the horizon subdifferential of f at x is defined as
Remark 2.1 (i)
At each x ∈ domf , ∂f (x) and ∂f (x) are both closed with ∂f (x) ⊆ ∂f (x), and the former is always convex but the latter is generally nonconvex. When f is convex, ∂f (x) = ∂f (x) and is precisely the subdifferential of f at x in the sense of convex analysis.
(ii) Let {(x k , v k )} k∈N be a sequence in graph gph∂f that converges to (x, v) as k → ∞. By Definition 2.1, if f (x k ) → f (x) as k → ∞, then (x, v) ∈ gph∂f .
(iii) The point x at which 0 ∈ ∂f (x) is called a (limiting) critical point of f . In the sequel, we denote by critf the set of critical points of f . By [15, Theorem 10 .1], we know that a local minimizer of f is necessarily a critical point of f .
For the zero-norm function, we have the following conclusion for its subdifferential.
Lemma 2.1 Let h(x) = x 0 for x ∈ R p . Consider an arbitrary point x ∈ R p . Then,
Proof: By [1, Theorem 1] the first two equalities hold. To establish the third one, let v ∈ ∂ ∞ h(x). By Definition 2.1, there exist x k − → h x, λ k ↓ 0 and v k ∈ ∂h(x k ) with
x, it follows that supp(x k ) = supp(x) for all sufficiently large k. Along with v k ∈ ∂h(x k ) and λ k v k → v, we have v i = 0 for i ∈ supp(x). Then,
Conversely, let v be an arbitrary vector from the set on the right hand side of (3) . Take
So, v ∈ ∂ ∞ h(x) and the converse inclusion in (3) holds. Thus, the third equality holds.
Recall that ∂h(x) is closed and convex. Since 0 ∈ ∂h(x) and tv ∈ ∂h(x) for any v ∈ ∂h(x) and t ≥ 0, by [14, Theorem 8.3] we have ∂h(x) = [ ∂h(x)] ∞ . The last equality holds. ✷ Lemma 2.2 Consider an arbitrary point x ∈ S. Then the following equalities hold:
Proof: Let F (x) = x −1 for x ∈ R p . Since x = 1, there exists an open neighborhood U of x such that for all x ∈ U , x = 0, which implies that F is continuously differentiable in U . Moreover, F ′ (x) has full rank 1. From S p ∩ U = F −1 (0) ∩ U and [15, Exercise 6.7] ,
Notice that N S (x) = N S∩U (x) and N S (x) = N S∩U (x). The last equation implies that N S (x) = N S (x) = ωx | ω ∈ R . This shows that the set S is regular in the sense of [15, Definition 6.4] . The desired result then follows by [15, Exercise 8.14] . ✷ By Lemma 2.1 and 2.2, we can provide the following characterization for ∂(δ S +h).
Consider an arbitrary point x ∈ S p . Then,
Proof: By [15, Corollary 10.9], ∂(δ S + h)(x) ⊇ ∂δ S (x) + ∂h(x). So, it suffices to argue
Write J = supp(x) and J = {1, . . . , p}\J. Pick up an arbitrary v ∈ ∂(δ S + h)(x). We shall prove that v ∈ ∂δ S (x) + ∂h(x), and the stated inclusion then holds. Notice that
. Thus, it suffices to prove that (v J ; 0 J ) ∈ ∂δ S (x). We proceed the arguments by the following two cases.
Case 1: |J| = 1. Since |J| = 1, by Lemma 2.2 it is immediate to have (v J ; 0 J ) ∈ ∂δ S (x).
Case 2: |J| > 1. Since v ∈ ∂(δ S + h)(x), by Definition 2.1, it follows that 0 ≤ lim inf
where S |J| = {z ∈ R |J| | z = 1} is the unit sphere in R |J| . The last inequality shows that v J ∈ ∂δ S |J | (x J ). By Lemma 2.2, there exists some ω ∈ R such that v J = ωx J , which in turn implies that
The stated inclusion follows. ✷ By using Lemma 2.1-2.3, we have the subdifferential characterization for δ S + h.
Proposition 2.1 Let h(x) = x 0 for x ∈ R p . Consider an arbitrary x ∈ S. Then,
we must have x k ∈ S and h(x k ) → h(x) for all sufficiently large k. The latter, along with
While by Lemma 2.1 and supp(x k ) = J for all sufficiently large k, we deduce that for each sufficiently large k,
Together with v k → v, it follows that η k → (0 J ; v J ), and consequently {ξ k } is convergent. Without loss of generality, we assume that
, we have ω x ∈ ∂δ S (x) and (0 J ; v J ) ∈ ∂h(x). Thus, v ∈ ∂δ S (x) + ∂h(x). By the arbitrariness of v in ∂(δ S +h)(x), we obtain
On the other hand, by Lemma 2.3 and Lemma 2.1, the following inclusions hold:
The desired result then follows from the last two equations. The proof is completed. ✷ (ii) for all s ∈ (0, η), ϕ ′ (s) > 0, and a neighborhood U of x such that for all
Kurdyka-Łojasiewicz property
If the corresponding ϕ can be chosen as ϕ(s) = c √ s for some c > 0, then f is said to have the KL property at x with an exponent of 1/2. If f has the KL property of exponent 1/2 at each point of dom ∂f , then f is called a KL function of exponent 1/2.
Remark 2.2 By [3, Lemma 2.1], a proper function has the KL property of exponent 1/2 at any noncritical point. Hence, to show that it is a KL function of exponent 1/2, it suffices to check whether it has the KL property of exponent 1/2 at all critical points.
3 KL property of exponent 1/2 of Φ ν To achieve the KL property of exponent 1/2 of Φ ν , we first establish this property of
where H is an m × m real symmetric matrix and S m is the unit sphere in R m .
Lemma 3.1 For the function g in (4), it holds that critg = z ∈ S m | Hz = z, Hz z . Also, by letting H have the eigenvalue decomposition P ΛP T with Λ = diag(λ 1 , . . . , λ m ) for λ 1 ≥ · · · ≥ λ m and P ∈ O m , critg = P W with W = y ∈ S m | Λy = y, Λy y .
Proof: By [15, Exercise 8.8] and Lemma 2.2, it immediately follows that for any
where
] is the subspace spanned by z. Choose an arbitrary z ∈ critg. Then, 0 ∈ ∂g(z). From (5), there exists t ∈ R such that 0 = 2Hz + tz. Together with z = 1, we have t = −2 z, Hz . This shows that z ∈ z ∈ S m | Hz = z, Hz z . By the arbitrariness of z,
The converse inclusion is immediate to check by Lemma 2.2. Thus, the first part follows. The second part is immediate by the conclusion of the first part. ✷ Proof: Fix an arbitrary z ∈ critg. Let H have the eigenvalue decomposition as in Lemma 3.1. Then y = P T z ∈ critψ where ψ is defined by (18) with D = Λ. By Proposition 1, there exist η > 0, δ > 0 and c > 0 such that for all y ∈ B(y,
Then y ∈ S m and g(z) = ψ(y). Together with g(z) = g(y), it follows that
In addition, from (5) and the eigenvalue decomposition of H, it is easy to check that ∂g(z) = P ∂ψ(y).
, it follows that g has the KL property with exponent of 1/2 at z. By the arbitrariness of z in critg, g is a KL function of exponent 1/2. ✷ From Proposition 2.1 and [15, Exercise 8.8(c)], it follows that for any given x ∈ S,
In particular, the following conclusion holds for the set of critical points of Φ ν .
Lemma 3.2
For the function Φ ν in equation (2), we have x ∈ critΦ ν if and only if there exists ω ∈ R such that A JJ x J = ω x J with J = supp(x).
Proof: Let x be an arbitrary point in critΦ ν . Notice that 0 ∈ 2Ax + ∂δ S (x)+ ν∂ · 0 (x). By Lemma 2.1 and Lemma 2.2, there exist ω ∈ R and ξ ∈ ν∂ · 0 (x) such that
Notice that ξ J = 0. We have A JJ x J + ωx J = 0. Thus, ω = − ω satisfies the requirement. Conversely, suppose that there exists ω ∈ R such that
Now we are in a position to establish the KL property of exponent 1/2 for Φ ν .
Proposition 3.2
The function Φ ν in equation (2) is a KL function of exponent 1/2.
Proof: Fix an arbitrary x ∈ critΦ ν and write J = supp(x). Let g be the function defined by (4) with H = A JJ . By Proposition 3.1, g is a KL function of exponent 1/2. So, there exist
By the continuity, for any η 2 ∈ (0,
. Let x be an arbitrary point from the set
Clearly, x ∈ S. Moreover, we necessarily have
(If not, we have x T Ax ≤ x T Ax, which together with Φ ν (x) < Φ ν (x) < Φ ν (x) + η and (8) yields that x 0 + 1 ≤ x 0 < x 0 + 1 ν (η + η 2 ) < x 0 + 1, which is impossible.) Then, combining (9) with Φ ν (x) < Φ ν (x) + η, we deduce that x 0 ≤ x 0 . In addition, by reducing δ if necessary, we also have x 0 ≥ x 0 . Thus, x 0 = x 0 . Notice that supp(x) ⊇ supp(x) (if necessary shrinking the value of δ). Therefore, it holds that supp(x) = supp(x) = J. From the expression of ∂Φ ν (x) in equation (6) , it follows that
where the second equality is using Lemma 2.2, the third one is due to Lemma 2.1 and supp(x) = supp(x) = J, and the last one is by the definition of g and equation (5). In addition, from supp(x) = supp(x) = J and the expressions of Φ ν and g, it follows that
Notice that x J − x J = x − x ≤ δ < δ 1 . Thus, from (7) and inequality (10),
By the arbitrariness of
, this shows that f has the KL property of exponent 1/2 at x. By the arbitrariness of x in critΦ ν , the function Φ ν is a KL function of exponent 1/2. The proof is then completed. ✷
Globally and linearly convergent PGM
The proximal mapping of · 0 + δ S (·) is multivalued instead of single-valued. Now we show that the components of its proximal mapping are accessible, that is, for any given z ∈ R p , one may obtain a global optimal solution of the following problem:
Lemma 4.1 Let Q be a p × p signed permutation matrix such that |z| ↓ = Qz. If x * is a global optimal solution of (11), then Qx * is a global optimal solution of the problem
Conversely, if x * is globally optimal to (12), then Q T x * is globally optimal to (11).
By Lemma 4.1 it suffices to argue that the optimal solutions of (12) are available.
Proposition 4.1 For each κ ∈ {1, 2, . . . , p}, write ϑ(κ) := |z| κ,↓ − |z| κ−1,↓ where |z| 0,↓ is stipulated to be 0. Then, the following assertions hold.
, then x * = 1 |z| 1,↓ (|z| 1,↓ ; 0) is globally optimal to (12); and if there exists l ∈ {1, . . . , p} such that ν ∈ [ϑ(l+1), ϑ(l)], then x * = 1 |z| l,↓ (|z| l,↓ ; 0) is globally optimal to (12).
Proof: (i) According to the definition of ϑ(·), it is immediate to obtain that
For each κ ∈ {1, 2, . . . , p − 1}, by the definition of |z| κ,↓ , it is immediate to obtain that
Together with (13), we have ϑ(κ) ≥ ϑ(κ + 1), and the desired result follows.
(ii) Let v * denote the optimal value of (12). One can check that v * = min κ∈{1,...,p} φ(κ) with
By Lemma 2 in Appendix B, it follows that φ(κ) = 
Algorithm 1 Proximal gradient method for (11)
Initialization: Select ν > 0, τ = 2γ A for γ > 1 and an initial x 0 ∈ S. Set k = 0. while the stopping conditions are not satisfied do
end while Remark 4.1 Since S is compact and the zero-norm is lower semicontinuous, from Weierstrass' theorem it follows that x k+1 in (15) is well defined. Notice that for any x ∈ R p ,
So, each iterate of Algorithm 1 is minimizing the upper approximation of (2).
Lemma 4.2 Let {x k } k∈N be the sequence given by Algorithm 1. Then, for each k ∈ N,
and hence
Proof: From the optimality of x k+1 and the feasibility of x k to the subproblem (15),
Together with the descent lemma (see [5, Appendix A.24] ), it then follows that
where the last equality is using x k ∈ S. This implies the desired result. ✷ Lemma 4.3 Let {x k } k∈N be the sequence generated by Algorithm 1. For each k ∈ N, we have
Proof: Fix an arbitrary k ∈ N. From the optimality of x k to (15), it follows that
which is equivalent to saying that
That is, u k ∈ ∂Φ ν (x k ). The desired result then follows by using τ = 2γ A . ✷ By using Lemma 4.2, we can obtain the following weak convergence result.
Proposition 4.2 Let {x k } k∈N be the sequence generated by Algorithm 1 and denote by ̟(x 0 ) the set of limit points of {x k } k∈N . Then, the following assertions holds:
(iii) ̟(x 0 ) is a nonempty, compact and connected set;
(iv) The function Φ ν is finite and constant on ̟(x 0 ).
Proof: (i) Since {x k } k∈N ⊆ S, ̟(x 0 ) = ∅. Let x * be an arbitrary point from ̟(x 0 ). There exists a subsequence {x k j } → x * as j → ∞. By Lemma 4.3, for each j ∈ N,
From Lemma 4.2, we know that lim j→∞ x k j − x k j −1 = 0. Then lim j→∞ u k j = 0 and lim j→∞ x k j −1 = x * . We next argue that lim j→∞ Φ ν (x k j ) = Φ ν (x * ). By Algorithm 1,
which by lim j→∞
In addition, by the lower semicontinuity of
Together with lim j→∞ u k j = 0, by Remark 2.1(ii) we have 0 ∈ ∂Φ ν (x * ). By the arbitrariness of x * in ̟(x 0 ), the inclusion ̟(x 0 ) ⊂ critΦ ν follows.
(ii) Suppose on the contrary that there exists a subsequence {x k j } such that
Since the subsequence {x k j } is bounded, we assume (if necessary taking a subsequence) that {x k j } is convergent, say, lim j→∞ x k j =x. By the continuity of the distance function,
On the other hand,x ∈ ̟(x 0 ) by part (i). Thus, we obtain a contradiction.
(iii) Notice that ∅ = ̟(x 0 ). The set ̟(x 0 ) is compact and nonempty. By following the same arguments as those for [6, Lemma 5(iii)], the set ̟(x 0 ) is connected.
(iv) By Lemma 4.2, the sequence {Φ ν (x k )} k∈N is decreasing. Since inf x∈R p Φ ν (x) > −∞, it follows that {Φ ν (x k )} k∈N is convergent, and denote its limit by ω * . Let x * be an arbitrary point from ̟(x 0 ). Then there exists a subsequence x k j → x * as j → ∞. From the proof of by part (i) we know that lim j→∞ Φ ν (x k j ) = Φ ν (x * ). From the convergence of {Φ ν (x k )} k∈N , it follows that Φ ν (x * ) = ω * . By the arbitrariness of x * ∈ ̟(x 0 ), the function Φ ν is finite and constant on ̟(x 0 ). The proof is completed. 
Numerical experiments
In this section, we apply Algorithm 1 for seeking the sparse principal components (PCs) of a given sample covariance matrix Σ = X T X ∈ S p + , i.e., solve the problem (1) for A = −Σ with Algorithm 1. The sample matrix X ∈ R n×p comes from synthetic or real data. We compare the performance of Algorithm 1 with that of the generalized power method (GPower ℓ 0 ) proposed in [10] for solving an equivalent reformulation of (1).
Unless otherwise stated, we always choose ν = 0.1 A , γ = 1.00005 and the largest eigenvector of Σ as the starting point x 0 for Algorithm 1, and use the default parameter and starting point in the code for GPower ℓ 0 1 . Our code can be found in the Website 2 . All numerical results are computed by a desktop computer running on 64-bit Windows Operating System with an Intel(R) Core(TM) i7-8700 CPU 3.20GHz and 8.00 GB RAM.
Convergence performance of PGM
We test the convergence performance of Algorithm 1 with a synthetic sample covariance matrix Σ ∈ S p + , generated in the procedure proposed by Shen and Huang [23] . We first generate a p × p matrix Z in Matlab command randn(p, p), decompose (Z + Z T )/2 into U ΛU T , replace the first m columns of U ∈ O p with pre-specified m sparse orthonormal vectors, and finally synthesize Σ through the eigenvalue decomposition Σ = U DU T . A data matrix X ∈ R n×p is generated by drawing n samples from a zero-mean normal distribution with covariance matrix Σ. We consider the setting with p = 500 and m = 2, the pre-specified m sparse orthonormal vectors are defined as follows:
for i = 1, . . . , 10, 0 otherwise and v 2i = 1 √ 10
for i = 11, . . . , 20, 0 otherwise, and D = diag(λ 1 , λ 2 , . . . , λ p ) with λ 1 = 400, λ 2 = 300 and λ j = 1 for j = 3, . . . , p. Figure 5 .1 plots the iteration error and the objective value error curves yielded by Algorithm 1 for solving (1) with ν = 10 −3 A and A = −Σ, where Σ is generated randomly as above with n = 50. We see that as k increases, the iteration error x k − x * and the objective value error Φ ν (x k ) − Φ ν (x * ) decreases with a linear rate, where x * is the final output of Algorithm 1. This coincides with the results of Theorem 4.1. 
Recoverability for sparse principal components
We test the recoverability of Algorithm 1 for sparse PCs with a synthetic sample covariance Σ ∈ S p + which is generated in the same way as Subsection 5.1 describes. Figure 5 .2 plots the successful recovery curve of Algorithm 1 and GPower ℓ 0 under different sample sizes. Among others, the left subfigure in Figure 5 .2 plots the successful recovery curve for v 1 , and the right one does for v 2 . For each sample size n, we generate 500 data matrices X ∈ R n×p to formulate A = −Σ, and then solve the 500 problems with Algorithm 1 to obtain its successful recovery ratio under the sample size n. We say the model underlying the data to be successfully recovered when both |v T z 1 | and |v T z 2 | are greater than 0.99, where z 1 , z 2 ∈ R p are the unit-norm sparse loading vector computed by the solvers. We see that as the sample size increases, the recoverability of two solvers become higher. When the sample size is small, Algorithm 1 has a little higher recoverability (especially for v 2 ) than GPower ℓ 0 does; when the sample size is large, their recoverability is almost the same. This shows that Algorithm 1 is effective for the recovery of sparse PCs. 
Pitprops data set
The PitProps data set [8] , consisting of 180 observations for 13 measured variables, is a classical example to illustrate the difficulty of interpreting PCs. We use Algorithm 1 and GPower ℓ 0 to compute the first six sparse PCs of the data set. To find the first six sparse PCs rather than the first one, a common way is to use the deflation method [12] for PCA, i.e., the contribution of the previously found PCs is removed from the covariance matrix and then solve (1) with the new one A = −Σ ′ , where Σ ′ = (I p×p − xx T )Σ(I p×p − xx T ) and x is the optimal solution of (1) with the previous A. Let Z be the matrix consisting of sparse PCs yielded by the solvers. As pointed out by Zou [28] , when Z is correlated, tr( Z T Z) is too optimistic for representing the total variance explained by Z. So, we follow the method in [28, Section 3.4 ] to compute the total adjusted variance. Table 5 .3 reports the first six PCs computed by Algorithm 1 and GPower ℓ 0 , and the final row reports the cumulative adjusted covariance explained by these sparse PCs. The parameter γ of GPower ℓ 0 is chosen to be 0.15 max i A i 2 , which is much better than its default one. We see that the first sparse PC yielded by Algorithm 1 and GPower l 0 have the same cardinality and variance, and the first six sparse PCs yielded by Algorithm 1 have a little higher total adjusted variance than those given by GPower ℓ 0 do. Of course, the "cardinality" row shows that the latter has less nonzero loading that the former does. Variable  sPC1  sPC2  sPC3  sPC4  sPC5  sPC6  sPC1  sPC2  sPC3  sPC4  sPC5 
Gene expression data
Gene expression data results from DNA microarrays and provides the expression level of thousand of genes across several hundreds of experiments. Since the number of genes is larger than the sample size, it is necessary to reduce the dimension of the data. It is well known that the PCA is usually a linear combination of all genes, and it has a difficulty in reducing dimensionality and hence in explaining. While the sparse PCs have fewer linear terms than the PCs do, it is very convenient for them to interpret. We generate a sample covariance Σ ∈ S p + by a breast cancer data set from [21] with 1213 observations and 52 samples, and apply Algorithm 1 and GPower ℓ 0 to the problem (1) with A = −Σ. Figure 3: Proportion of explained covariance of the first sparse PC under different sparsity Figure 5 .4 plots the proportion of explained covariance against the sparsity of the first sparse PC, where the x-axis represents the cardinality of the first sparse PC, while y-axis represents the proportion of the variance of the first sparse PC to the variance of the first PC. We see that under the same sparsity, the sparse PCs yielded by Algorithm 1 almost explain the same variance as those yielded by GPower ℓ 0 do.
From the previous numerical results, we conclude that Algorithm 1 is comparable with GPower ℓ 0 in terms of the recoverability on the sparse PCs and the proportion of explained covariance of the sparse PCs. In addition, the computation work in each iteration of Algorithm 1 is similar to that of GPower ℓ 0 . As far as we know, there is still lack of convergence guarantee for the iterate sequence {x k } of GPower ℓ 0 , and only a weak convergence result similar to part (ii) of Proposition 4.2 is provided in [10] .
Conclusions
We have established the KL property of exponent 1/2 for the zero-norm regularized quadratic function over the unit sphere. To the best of our knowledge, there is no work on the KL property of exponent 1/2 for such a composite function which involves the sum of two nonconvex nonsmooth functions. By using this crucial property and the finding that the global optimal solutions of (11) are accessible, we also develop a globally and linearly convergent PGM. Numerical comparison with GPower ℓ 0 further confirms the obtained theoretical results and the efficiency of the proposed PGM.
where the third equality is using Lemma 1, the first inequality is by the definition of I 1 , and the last inequality is due to (21) where the fourth equality is due to Lemma 1, the fifth one is by the definition of I 1 , and the inequality is since ψ(x) − ψ(x) > 0. From the above inequalities (22) and (23) That is, there exists a constant c (only dependent on x) such that dist(0, ∂ψ(x)) ≥ c ψ(x) − ψ(x).
By the arbitrariness of x, the function ψ has the KL property with exponent 1/2 at x. From the arbitrariness of x in critψ, ψ is a KL function of exponent 1/2. ✷
Appendix B
In this part, we consider the following problems where κ is a given positive integer:
By the definition of the zero-norm, it is not difficult to obtain the following result.
Lemma 2 Let z ∈ R p be a given vector, and let Q be a p × p signed permutation matrix such that |z| ↓ = Qz. Then, the following assertions hold.
(i) If x * is a global optimal solution of (24b), then Q T x * is globally optimal to (24a); conversely, if x * is globally optimal to (24a), then Qx * is globally optimal to (24b).
(ii) The vector x * = 1 |z| κ,↓ (|z| κ,↓ ; 0 p−κ ) is a global optimal solution of (24b), and consequently 1 |z| κ,↓ Q T (|z| κ,↓ ; 0 p−κ ) is globally optimal to the problem (24a).
