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a b s t r a c t
A fuzzy set based preprocessing method is described that may be used in the classification
of patterns. This method, dispersion-adjusted fuzzy quartile encoding, determines the
respective degrees to which a feature (attribute) belongs to a collection of fuzzy sets that
overlap at the respective quartile boundaries of the feature. The fuzzy sets are adjusted to
take into account the overall dispersion of values for a feature. The membership values
are subsequently used in place of the original feature value. This transformation has a
normalizing effect on the feature space and is robust to feature outliers. This preprocessing
method, empirically evaluated using five biomedical datasets, is shown to improve the
discriminatory power of the underlying classifiers.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In many ways, medicine is the art of making decisions with inadequate or imprecise information. Although often
impervious to precise analytical reasoning methods, medical decision-making may be open to approximate ones [43].
Moreover, as medical decision-making is a paradigm for many categories of decision-making in which principles,
procedures, data, and knowledge are approximate, successful methods applied to the former are often adaptable to domains
in the latter. The rapid proliferation of new knowledge introduces uncertainty and inconsistencies during its assimilation
into the current orthodoxy. Sources of imprecision abound: historical information may be subjective or incomplete;
physical examinationsmay inadvertently ignore symptoms; laboratory test results may be imprecise; theremay be no clear
delineation between normality and abnormality; and valuable diagnostic procedures often produce voluminous complex
data, the interpretation of which may vary from one expert to the next.
These challenges can make the classification of biomedical data difficult. Potential computational solutions abound but
someof themost successful have come from the research field of natural computing [22,38],which involves the investigation
of computational strategies inspired by self-reproduction, brain function, evolution, immune systems, cell membranes, and
morphogenesis. Such aspects of nature have led to the development of computational approaches such as artificial neural
networks [3], evolutionary computation [5], cellular automata [46], swarm intelligence [14], artificial immune systems [11],
and membrane computing [30].
While these and other approaches have demonstrated their effectiveness in biomedical pattern classification, a key
complement to any classifier is a concomitant preprocessing strategy [1,2,6,23,24,29,39]. Datamay be transformed such that
a linear model may replace a non-linear one, the dimensionality of the data may be reduced so that iterative methods may
either converge or be replaced by analytic methods, or the data may be normalized in some sense, such that the underlying
statistical assumptions of a probabilistic model are realized. In this regard, and with respect to the imprecise characteristics
of many biomedical patterns, fuzzy set based methods have shown their utility as classifier preprocessors [43,24].
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In this study, an extension to fuzzy quartile encoding [33] is presented that accounts for the dispersion of feature values
within class-labeled datasets. This classification preprocessingmethod determines the respective degrees towhich a feature
belongs to a collection of fuzzy sets. These fuzzy sets are constructed to overlap at the quartile boundaries of each respective
feature. The membership values are subsequently used in place of the original feature. The classification process flows as
follows: (i) transform the pattern features using the proposed encodingmethod; (ii) take a (design) subset of the transformed
patterns to train a classifier in order to find a mapping used to predict to which class each pattern belongs; (iii) assess the
predictive power of the mapping using the remaining (validation) patterns. This dispersion-adjusted method is empirically
evaluated using five biomedical datasets and benchmarked against the fuzzy quartile method as well as using the original
features. The experiments are conducted using three different types of classifiers: linear discriminant analysis; an artificial
neural network; and a support vector machine. Finally, the method is also compared against a traditional preprocessing
strategy using variance analysis. The results empirically demonstrate that dispersion-adjusted fuzzy encoding improves the
classification performance for all three classifier types and it is also superior to traditional variance analysis.
2. Biomedical pattern classification
This section provides a short explanation of the problem of classification followed by a description of the three classifiers
used in the experiments. Section 2.3 describes the use of variance analysis as a classification preprocessing strategy.
2.1. Classification and validation
LetX = {(xk, yk), k = 1, 2, . . . ,N} be a set ofN patterns, xk ∈ Rn, with respective class labels, yk ∈ Ω,Ω = {1, 2, . . . , c}
that are randomly allocated to a design subset, XD, or a validation subset, XV . Pattern classification involves finding a
mapping,
f : XD → Ω (1)
and then validating its effectiveness using XV , f : XV → Ω (if the predicted class label does not match the assigned class
label, then it is considered amisclassification).When dealingwith complex biomedical data, feature preprocessing is almost
always necessary. Feature preprocessing involves finding an intermediatemapping, g : XD → X → Ω , whereX ′ ⊆ Rl is the
modified feature space. Fuzzy quartile encoding is a preprocessing method that has demonstrated its utility in attenuating
the effects of noise in data aswell as being robust to feature outliers [33]. As a result, the learning capability of the underlying
classification architecture, used to find the mapping, is often improved when this encoding method is used.
To properly assess the performance of a classification system, it is essential to divide the patterns into two disjoint
subsets: design (training) patterns presented to the classifier in order to construct the mapping; and validation patterns
used to assess the mapping effectiveness. Accuracy is normally measured using the C × C confusion matrix of desired
versus predicted class labels. The typical performance (fitness) measure, Po = N−1∑i Cii(i, j = 1, 2, . . . , c), is the ratio of
correctly classified validation patterns to the total number of validation patterns.
2.2. Classifiers
Over the decades, a plethora of pattern classification methods have been developed: classical methods such as linear
discriminant analysis; the natural computing methods described in Section 1; additive models and tree-structured
classifiers; support vector machines and flexible discriminants; prototype and nearest-neighbours methods; kernel
approaches; random forests; projectionmethods; and ensemble learning [8,10,12,13,18,27,37,48,49]. The point of this study
is not to evaluate the utility of any of the varied classification systemsmentioned but rather, given a classifier, to examine the
effectiveness of the proposed fuzzy set based pre-processing method compared to using the original features. To this end,
we select three different classifier types: classical linear discriminant analysis; a radial basis function neural network; and
a modern classification approach using a support vector machine. These three classifier types will now be briefly described.
2.2.1. Linear discriminant analysis
Linear discriminant analysis (LDA) [41] is a conventional classification strategy, which determines linear boundaries
between c classes while taking into account between-class and within-class variances. If the error distributions for each
class are the same, LDA finds the optimal linear class boundaries. In real-world situations, this optimality is seldom achieved
since different pattern classes typically give rise to different distributions. LDA allocates a pattern, x, to class i for which the
probability distribution, pi(x), is greatest, that is, x is allocated to class i, if qipi(x) ≥ qjpj(x)(∀j ≠ i), where qi are the
proportional probabilities (or the prior probabilities, if known). The discriminant function for class i, Ld, is
Li(x) = log qi + µTi W−1

x− 1
2
µi

(2)
where µi is the mean for class i patterns and W is the covariance matrix. The feature space hyperplane separating class i
from class j is defined as φij(x) = Li(x)− Lj(x) = 0.
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2.2.2. Radial basis functions
The radial basis function neural network (RBF) [28] has an internal representation of processing elements that possess
radial symmetry
f (x) = ϕ‖x− µ‖ (3)
where µ is its centre; ‖.‖ is a distance metric that determines how far a pattern is from µ; and the transfer function, ϕ,
must output high values when the distance from a pattern to µ is small, and low values otherwise. If µi is the centre of
processing element, i, and σi is the diameter of its receptive region, then the normalized output, zi, of i for a given pattern,
x, with respective weights,wi,i−1, from the previous layer is
zi(x) =
−
i
z ′iwi,i−1/z
′
i , z
′
i (x) = exp
[
− (x− µi)T(x− µi)/(2σ 2)
]
(4)
where µ and σ may analogously be viewed as the respective mean and standard deviation of the response curve. The
response function of an RBF processing element diminishes rapidly as patterns deviate from its mean. Here, the pattern
layer weights are trained as well as the location and shape of the response curves. Standard k-means clustering is used to
compute a set of µ. If the means are widely separated then the set of σ should be large to cover the gaps. If they are tightly
packed then the σ should be small enough to accurately retain the distinctiveness of each receptive field. The standard
heuristic used to determine the set of σ is P-nearest neighbour. Given µi, let i1, i2, . . . , ip be the indices of the P centres
nearest to µi. Then the corresponding σi (here, P = 1) is
σi =
P−1 P−
p=1
‖µi − µip‖2. (5)
2.2.3. Support vector machine
The support vector machine (SVM) [40,44] is an important family of supervised learning algorithms that select models
that maximize the error margin of a training subset. This approach has been successively used in a wide range of data
classification problems [47]. Given a set of patterns that belong to one of two classes, an SVM finds the hyperplane leaving
the largest possible fraction of patterns of the same class on the same side while maximizing the distance of either
class from the hyperplane. The approach is usually formulated as a constrained optimization problem and solved using
constrained quadratic programming. While the original approach [45] could only be used for linearly separable problems,
it may be extended by employing a ‘‘kernel trick’’ [36] that exploits the fact that a non-linear mapping of sufficiently
high dimension can project the patterns to a new parameter space in which classes can be separated by a hyperplane.
In general, it cannot be determined a priori which kernel will contribute to producing the best classification results for a
given dataset and onemust rely on heuristic (trial and error) experimentation. Common kernel functions, for patterns x and
y, are: power, K(x, y) = (x.y)d; polynomial, K(x, y) = (ax.y + b)d; sigmoid, K(x, y) = tanh (ax.y + b); and Gaussian,
K(x, y) = exp (−0.5|x− y|2/σ).
2.3. Variance analysis as a preprocessing strategy
A standard pattern classification approach uses simple (for example, linear) classifiers combined with a pre-processing
step that analyzes the variance of the original features (for example, canonical correlation [16] or principal component
analysis [see below]). Usually, the variance analysis includes a second step; selecting a subset of uncorrelated variables,
ordered by variance, that accounts for a pre-defined percentage of that variance [21] (This reduction can be significant;
for instance, in some high-dimensional infrared spectra more than 80% of the variance is accounted for by only the first
one or two uncorrelated variables (cf. [33–35]).) However, the transformation of correlated features into a new set of
uncorrelated variables must be used with caution, as there is no necessary causal connection between discriminatory
power and covariance. For instance, if the method used to acquire values for a particular feature is extremely prone to
measurement error, then this feature will have a high variance. Now, assuming this variance is greater than other features,
the first uncorrelated variable will be approximately equal to this suspect feature, and hence, this variable will be useless
in discriminating between classes. Conversely, a highly discriminatory feature may have an extremely small variance and
hencewill not contribute to the first fewuncorrelated variables. In reality, the typical improvement in classification accuracy
when using variance analysis has much more to do with the reduction (hence, simplification) of the input space than the
variance analysis per se.
Contemporary variance analysis has at least a century of history, from the innovative work of Pearson [32] and
Hotelling [19] to the plethora of new methods as exemplified by the work of Heo et al using a robust fuzzy set based kernel
method [17]. Specifically, we look at principal component analysis [7], where the components are a set of orthogonal linear
coordinates such that the variances of the original features with respect to these derived coordinates are in decreasing
order of magnitude. As a result, each component is uncorrelated to all other components. To find the principal components,
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compute the eigensystem of the data covariance matrix, V , where element vlm is the sample covariance between features xl
and xm
vlm = (N − 1)−1
−
N
(xil − µl)(xim − µm) (6)
where µj is the mean for feature xj. The variances of the components are the eigenvalues of V , λ1 ≥ λ2 ≥ . . . λn ≥ 0 (the
covariance matrix is quadratic and hence admits no negative eigenvalues). The variance of y i is λi and ai1, ai2, . . . , ain are
the elements of the corresponding eigenvector.
3. Dispersion-adjusted fuzzy quartile encoding
3.1. Fuzzy quantiles
Fuzzy set theory [50]may be applied as a preprocessing technique that encodes the feature space prior to presentation to
a classifier. The encoding involves the intervalization of a feature across a collection of fuzzy sets thereby producing a list of
degrees of membership for each of the fuzzy sets. In other words, given s fuzzy sets, F1, F2, . . . , Fs, and fi is the membership
function for fuzzy set i, then the list of values for a single feature value x is {f1(x), f2(x), . . . , fs(x)}.
Fuzzy quantile encoding uses a feature’s quantile values as the consecutive intersections of triangular (or trapezoidal)
fuzzy sets. To derive the formula (a full derivation and complete discussion may be found in [33]), the following terms need
to be defined. Let 0 ≤ b ≤ 1 be the boundary value at the intersection of the fuzzy sets. For simplicity, b is held constant for
each intersection. Letw be the width of the top of the trapezoid of the fuzzy sets. (Usually,w = 0, in which case the fi’s are
triangular fuzzy sets.) Let li and ri be the left and right boundary, respectively, of the fuzzy set Fi such that fi(li) = fi(ri) = b.
Finally, let x be the original non-encoded feature value. Then,
fi(x) =

1 ∧
[
0 ∨

1+ w − 21+ w − b
ri − li
x− li + ri2
] if li < ri
1 if li = ri = x
0 if li = ri ≠ x
(7)
where∨ and∧ are themax andmin operators, respectively (of course, other norm/conorms are permissible). The latter two
cases define a delta function when li = ri. This delta function satisfies the criteria for a fuzzy set: it is monotonic and it maps
onto the unit interval. Note that, since fi(ri) = fi+1(li+1) = b, ri = li+1(∀i = 1, 2, . . . , s− 1). It should also be noted that the
corresponding fuzzy sets are symmetric about the boundaries li and ri.
When b is at least 0.5 then there exists a strict 1–1 correspondence between the fuzzy encoding and the original input
value. Since a particular encoding can be produced by only one feature value, fuzzy quantile encoding does not change the
nature of the problem. If b < 0.5, then a 1–many correspondence exists and the information content of the fuzzy encoding is
reduced and hence the nature of the problem is changed. Furthermore, because of the constrained relationship across each
fuzzy set, this encoding does not introduce any extra degrees of freedom into the problem [33].
Quantiles are used to determine reasonable values for the fuzzy set boundaries li and ri. The Q th quantile of N feature
values is a value such that Q% of the area under the relative frequency distribution for the feature values lies to the left of
the Q th quantile and (100− Q )% of the area under the distribution lies to its right.
3.2. Interquartile range
Here, we select the features’ quartiles (FQE): the lower quartile (25th quantile), QL; the median (50th quantile), m; and
the upper quartile (75th quantile), QU . By using the interquartile range for feature j, uniform coverage is effected through the
use of four fuzzy sets, F j1, F
j
2, F
j
3, F
j
4. To ensure a strict 1–1mapping between the original and FQE values,w = 0 and b = 0.5.
Specifically, the membership functions for feature j are
f j1(xj) = 1 ∧

0 ∨
[
1−
x− 0.5(αj + Q jL)
Q jL − αj
]
f j2(xj) = 1 ∧

0 ∨
[
1−
x− 0.5(Q jL +mj)
mj − Q jL
]
f j3(xj) = 1 ∧

0 ∨
[
1−
x− 0.5(mj + Q jU)
Q jU −mj
]
f j4(xj) = 1 ∧

0 ∨
[
1−
x− 0.5(Q jU − β j)
β j − Q jU
]
(8)
where αj and β j are the feature’s respective minimum and maximum values.
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3.3. Dispersion adjustment
An extension to FQE involves taking into account a feature’s overall dispersion of values. A robust technique to implement
dispersion-adjusted FQE (DAQ) is to use a feature’s median of absolute deviations, τ
τ(x) = m(|x−m(x)|)
σ
(9)
wherem is the feature’s median and is normally set to 0.6745 to ensure that, as the error distribution becomesmore normal,
τ converges to the standard deviation. While only 40% efficient for normal data [20], τ is robust to outliers and long-tailed
distributions (that is, as the feature becomes more contaminated (less normal), the relative efficiency of τ becomes greater
than the standard deviation).
In order to take into account a feature’s overall dispersion, the constraint on ω may be relaxed; for a given feature, let
ω = τ . Using (9), (8) can easily bemodified to permit the use of dispersion-adjusted trapezoidal fuzzy sets. As the dispersion
increases (τ becomes larger), the width of the trapezoid increases and, as a result, more feature values will be encoded to 1.
As the dispersion decreases, the trapezoid approaches a triangular fuzzy set, so fewer values will be encoded to 1.
3.4. FQE/DAQ classifier integration
FQE andDAQmay be easily integrated into a neural network classifier. The input layerwill have s×n processing elements
where n is the dimensionality of the original feature space and s (s = 4 for quartiles) is the number of fuzzy sets used for
encoding. The output layer has c processing elements corresponding to the c classes. The neural network assigns a pattern
to ωj if output processing element j has the largest activation. When the neural network architecture is designed using the
original feature values, it is fixed for presentation using the FQE and DAQ inputs.
3.5. Fuzzy quantile encoding properties
As with FQE, DAQ exhibits several useful properties. First, the feature space is ‘‘normalized’’: for any given feature, x,
its corresponding membership functions map feature values onto the unit interval, fi(x) ∈ [0, 1](∀i = 1, 2, . . . , s). This is
particularly useful in the classification process since scaled data stabilize the effects of extreme variance disparities across
features [16].Without scaled data, featureswith large varianceswill predominate (with the exception of decision trees [12]),
during the training phase, over featureswith small variances even though the latter featuresmay be discriminatory. Another
beneficial property is that, during the construction of the class boundaries, feature values that may be considered as outliers
impact less severely upon classifiers that employ any type of iterative adjustments to its error function, such as most neural
networks. This does not mean that patterns with features that are outliers are removed during the design or test phases of
the classification process, however. DAQ values approach zero as values move outside a feature’s interquartile range. In the
case of neural networks where hidden layer processing elements are summing products of weights and input values this is
important since, if the DAQ values of an outlier are all zero or near zero, those values will contribute little to the learning
process regardless of the processing element’s weights. This is a useful property if the original value is indeed an outlier yet
if it is not an outlier it still contributes to the training process. Conversely, values that are within the interquartile range will
contribute strongly to the learning process.
One benefit of DAQ intervalization, as with any type of intervalization, is to reduce the effects of noise present in the
patterns (for example, magnetic resonance spectra). Moreover, DAQ projects the original n-dimensional feature space
onto a 4n-dimensional parameter space of membership values. This has the effect of ‘‘linearizing’’, to some degree, the
discrimination problem. Further, since many DAQ values are zero (or near zero), neural network processing elements that
use these values as input terms will produce values that are also at or near zero regardless of the corresponding weights.
Subsequently, these processing elements contribute little to the overall error (and, derivatively, to the overall learning) of
the DAQ-based neural. These simplifications often significantly reduce the training phase convergence time for some neural
network architectures [33].
4. Experiment design
In order to empirically evaluate this preprocessing method, we use five biomedical datasets with varying characteristics
(dimensionality, complexity, heterogeneity, pattern paucity, and so on). The first four datasets were obtained from the
Machine Learning Repository at the University of California, Irvine [1], an archive used to evaluate machine learning and
pattern recognition algorithms. The fifth dataset was obtained from a biotechnology industrial partner. For our purposes,
these biomedical datasets have been treated as two class problems: ‘‘target’’ patterns and ‘‘control’’ patterns. Table 1 lists
the number of features and the number of target and control patterns for each dataset used in the experiments.
The first biomedical dataset [9,26] comprises 22 voice measurements acquired from two classes of subjects, individuals
with Parkinson’s disease (target patterns) and those individuals without the disease (control patterns). Pattern features
include: maximum,minimum, andmean fundamental vocal frequency; five voicemeasurements of fundamental frequency
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Table 1
Pattern statistics for the five biomedical datasets used in the
empirical evaluation.
Dataset No. features (n) No. Patterns (N)
Target Control Total
Parkinson’s 22 48 147 195
Lung cancer 56 19 13 32
Hepatitis 19 32 122a 154
Heart 44 55 212 267
Brain 550 89 74 163
a One of the control patterns was removed due to the large
number of missing values.
Table 2
Allocation of biomedical patterns to design and validation
subsets.
Dataset N Design subset Validation subset
T C ND T C NV
Parkinson’s 195 38 38 76 10 109 119
Lung cancer 32 9 9 18 10 4 14
Hepatitis 154 20 20 40 12 102 114
Heart 267 35 35 70 20 177 197
Brain 163 55 55 110 34 19 53
Target (T), Control (C).
variation; six measurements of amplitude variation; two measures of the ratio of vocal noise to tonal components;
two measures of nonlinear dynamical complexity; a signal fractal scaling exponent; and three nonlinear measures of
fundamental frequency variation.
The lung cancer dataset [4], which represents three different types of pathological lung cancers, comprises 56 nominal
features (integer values from zero to three). Due to the paucity of patterns, and to simplify the comparative analysis with
the other three biomedical datasets, we merge the two classes with the fewest patterns into one pathological case. Features
x4 and x38 have missing values for some of the patterns. As in the hepatitis case (see below), we replace the missing values
with themedian value for each feature. In this case, themedian value is the same for the target patterns and control patterns
for both features (1.0 for feature x4 and 2.0 for x38).
The hepatitis data [9] comprises 19 features with 13 binary features: sex, use of steroids, use of antiviral drugs, fatigue,
malaise, anorexia, large liver, firm liver, palpable spleen, spiders, ascites (peritoneal cavity fluid), varices (distended veins),
and histology. The remaining features include: age (10, 20, 30, 40, 50, 60, 70); bilirubin (0.39, 0.80, 1.20, 2.00, 3.00, 4.00);
alkaline phosphate (33, 80, 120, 160, 200, 250); serum glutamic oxaloacetic transaminase, an enzyme that is normally
present in liver cells (13, 100, 200, 300, 400, 500); albumin (2.1, 3.0, 3.8, 4.5, 5.0, 6.0); and prothrombin time, a blood test
that measures how long it takes blood to clot (10, 20, 30, 40, 50, 60, 70, 80, 90). A significant issue with this dataset is the
number of missing feature values. For each missing value, we substitute the feature’s median value of the class to which the
respective pattern belongs (cf. [33] for details). As one of the patterns was missing 14 feature values, we decided to remove
it from the dataset prior to the analysis.
The SPECTF heart dataset [25] is a description of disease diagnoses relating to cardiac single proton emission computed
tomography images. The features relate to frequency information across 22 different regions of interest and alternate be-
tween images taken while the subject was at rest (control patterns) or during a controlled stress condition (target patterns).
Biomedical spectroscopic modalities produce information-rich but complex, voluminous data [31]. For instance,
magnetic resonance spectroscopy, which exploits the interaction between an external homogenous magnetic field and a
nucleus that possesses spin, is a reliable and versatile spectroscopic modality [15,42]. The patterns in the final biomedical
dataset are spectra of brain tissue, acquired from a magnetic resonance spectrometer, comprising 550 measurements. Of
the 163 patterns, 89 correspond to abnormal tissue (target patterns) and 74 correspond to control (normal) tissue.
Before beginning each experiment run, we randomly allocated the biomedical patterns from each dataset into one of
either a design subset or a validation subset. We ensured that the design subset had an equal number of patterns from each
class to avoid any training/learning bias. This process was repeated 11 times (11-fold internal validation) to ensure that
we report more conservative results; as a consequence, we list the median classification accuracy, PO, the corresponding
confusion matrix, and the standard deviation. Table 2 lists the pattern allocations for each dataset.
5. Results and discussion
In this section, we report the classification outcomes using each of the biomedical datasets, Parkinson’s, lung cancer,
hepatitis, heart, and brain, respectively. For each case, we present five sets of results. The first two sets are the classification
results using the patterns from the design subset and validation subset. The corresponding tables list three feature
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Table 3
Median classification accuracies, PO , and confu-
sion matrices using the Parkinson’s design set
with each transformation across each classifier
type.
ID
RBF SVM LDA
T C T C T C
38 0 21 17 38 0
0 38 12 26 0 38
1.00± 0.00 0.62± 0.03 1.00± 0.00
FQE
RBF SVM LDA
T C T C T C
38 0 16 22 38 0
0 38 4 34 0 38
1.00± 0.00 0.66± 0.05 1.00± 0.00
DAQ
RBF SVM LDA
T C T C T C
36 2 31 7 34 4
6 32 4 34 3 35
0.89± 0.03 0.86± 0.04 0.91± 0.01
transformations: FQE, DAQ, and the identity (ID) transform (that is, the original features). For each transformation,
we present results using the three classifiers described in Section 2.2: RBF, SVM, and LDA. We present the median
classification accuracies, PO, the corresponding confusion matrix, and the overall standard deviations (based on 11-fold
internal validation). While we present the design subset results for informative purposes, the validation subset results are
a much truer reflection of the predictive power of each of the various classification mappings. The third set of results is
summarized as a plot of the best classification outcome for each transformation. Fourth, we present a plot of the FQE and
DAQ membership functions for a representative feature of the dataset. Finally, we present conventional variance analysis
results using LDA and principal component analysis, in which we select the first k principal components that account for
80%, 90%, and 99% of the cumulative variance, respectively.
For the RBF and SVM classifiers, we examined a large swath of parameter values (kernel functions, transfer functions,
number of processing elements, learning rates, momentum rates, and so on). We strictly adhered to the following protocol
when using RBF and SVM: (i) use the original dataset (ID) and try a large number of parameter values; (ii) select the
architecture that produced the best classification outcomes using ID; (iii) use that architecture (that is, keep the parameter
values fixed) and train it using the FQE and DAQ encoded feature values; (iv) collate and report the classification outcomes.
This ensures that we do not bias the results toward FQE or DAQ. Finally, with LDA, we use the proportional class probabilities
for each dataset (as the prior probabilities are not known).
5.1. Parkinson’s dataset
Table 3 and Table 4 list the respective classification results for the design and validation subsets.We see poor performance
using ID with significant deviation of results across the 11 runs. FQE had a poor result using LDA and also had issues with
deviations. DAQproduced good resultswithmuch smaller standard deviations. Fig. 1 lists the best results for each transform,
showing that DAQ (with SVM) had the best overall classification result using the validation subset, 0.87±0.03. Fig. 2 shows
the FQE and DAQ membership functions for feature x19.
Finally, Table 5 lists the classification results using the first k principal components that account for 80%, 90%, and 99%
of the cumulative variance in the Parkinson’s dataset. In no case was the best variance analysis result better than the best
corresponding result shown in Fig. 1; however, in all cases the former had lower standard deviations.
5.2. Lung cancer dataset
Table 6 and Table 7 list the respective classification results for the design and validation subsets. FQE and DAQ produced
comparable results that were both superior to ID. All results had fairly large standard deviations indicative of the paucity of
patterns in this dataset and the significant number of missing values. Fig. 3 lists the best results for each transform, showing
that DAQ (with SVM) had the same classification result as FQE but with a smaller standard deviation, 0.71 ± 0.04. Fig. 4
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Fig. 1. Best classification results, PO , for each feature transformation (Parkinson’s dataset).
Fig. 2.Membership functions of FQE (bold) and DAQ transformations for feature x19 (Parkinson’s dataset).
Table 4
Median classification accuracies, PO , and confu-
sion matrices using the Parkinson’s validation
set with each transformation across each clas-
sifier type.
ID
RBF SVM LDA
T C T C T C
6 4 6 4 5 5
35 74 48 61 41 68
0.67± 0.03 0.56± 0.09 0.61± 0.06
FQE
RBF SVM LDA
T C T C T C
7 3 8 2 7 3
37 72 29 80 46 63
0.66± 0.04 0.74± 0.06 0.59± 0.07
DAQ
RBF SVM LDA
T C T C T C
5 5 7 3 9 1
23 86 13 96 30 79
0.76± 0.05 0.87± 0.03 0.74± 0.03
shows the FQE and DAQmembership functions for feature x38. Note the delta function, an indicator of skewed distributions
of feature values.
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Table 5
Median classification accuracies, PO , and confusion matrices using the Parkinson’s dataset (de-
sign/validation) with LDA and principal components, λ1 . . . λk , that account for 80%, 90%, and 99% of the
cumulative variance, respectively.
ID FQE DAQ
λk T C λk T C λk T C
4
37/9 1/1
14
37/10 1/0
15
36/7 2/3
14/43 24/66 10/42 28/67 6/37 32/72
0.80± 0.01/0.63± 0.02 0.86± 0.01/0.65± 0.02 0.89± 0.03/0.66± 0.03
6
37/10 1/0
22
38/10 0/0
24
37/8 1/2
13/43 25/66 7/42 31/67 6/36 32/73
0.82± 0.01/0.64± 0.03 0.91± 0.03/0.65± 0.03 0.91± 0.01/0.68± 0.02
12
37/8 1/2
48
38/9 0/1
48
37/8 1/2
12/45 26/64 0/47 38/62 0/43 38/66
0.83± 0.01/0.61± 0.01 1.00± 0.00/0.60± 0.02 0.99± 0.01/0.62± 0.03
Table 6
Median classification accuracies, PO , and confu-
sion matrices using the lung cancer design set
with each transformation across each classifier
type.
ID
RBF SVM LDA
T C T C T C
9 0 5 4 9 0
0 9 2 7 0 9
1.00± 0.00 0.67± 0.06 1.00± 0.00
FQE
RBF SVM LDA
T C T C T C
9 0 5 4 9 0
0 9 2 7 0 9
1.00± 0.00 0.67± 0.06 1.00± 0.00
DAQ
RBF SVM LDA
T C T C T C
9 0 7 2 9 0
0 9 1 8 0 9
1.00± 0.00 0.83± 0.04 1.00± 0.00
Fig. 3. Best classification results, PO , for each feature transformation (lung cancer dataset).
Table 8 lists the classification results using the first k principal components that account for 80%, 90%, and 99% of the
cumulative variance in the lung cancer dataset. In all cases, the classification results using variance analysis were no better
than chance.
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Fig. 4.Membership functions of FQE (bold) and DAQ transformations for feature x38 (lung cancer dataset).
Table 7
Median classification accuracies, PO , and confu-
sion matrices using the lung cancer validation
set with each transformation across each clas-
sifier type.
ID
RBF SVM LDA
T C T C T C
5 5 6 4 6 4
3 1 1 3 3 1
0.43± 0.07 0.64± 0.09 0.50± 0.10
FQE
RBF SVM LDA
T C T C T C
7 3 6 4 5 5
4 0 0 4 2 2
0.50± 0.07 0.71± 0.06 0.50± 0.03
DAQ
RBF SVM LDA
T C T C T C
7 3 7 3 7 3
2 2 1 3 1 3
0.64± 0.05 0.71± 0.04 0.71± 0.05
Table 8
Median classification accuracies, PO , and confusion matrices using the lung cancer dataset (de-
sign/validation) with principal components, λ1 . . . λk , that account for 80%, 90%, and 99% of the cumulative
variance, respectively.
ID FQE DAQ
λk T C λk T C λk T C
13
9/5 0/5
15
8/5 1/5
15
8/5 1/5
1/2 8/2 0/2 9/2 0/2 9/2
0.94± 0.06/0.50± 0.07 0.94± 0.06/0.43± 0.05 0.94± 0.06/0.43± 0.05
18
9/5 0/5
20
9/4 0/6
20
9/4 0/6
0/2 9/2 0/1 9/3 0/1 9/3
1.00± 0.00/0.50± 0.07 1.00± 0.00/0.50± 0.05 1.00± 0.00/0.50± 0.05
27
9/5 0/5
29
9/6 0/4
29
9/6 0/4
0/2 9/2 0/3 9/1 0/3 9/1
1.00± 0.00/0.50± 0.07 1.00± 0.00/0.50± 0.05 1.00± 0.00/0.50± 0.05
5.3. Hepatitis dataset
Table 9 and Table 10 list the respective classification results for the design and validation subsets for the hepatitis
dataset. ID produced adequate performance but with a large standard deviation.While DAQ (using SVM) produced a slightly
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Table 9
Median classification accuracies, PO , and confu-
sionmatrices using the hepatitis design setwith
each transformation across each classifier type.
ID
RBF SVM LDA
T C T C T C
20 0 14 6 20 0
0 20 3 17 0 20
1.00± 0.00 0.78± 0.11 1.00± 0.00
FQE
RBF SVM LDA
T C T C T C
20 0 19 1 20 0
0 20 6 14 0 20
1.00± 0.00 0.83± 0.02 1.00± 0.00
DAQ
RBF SVM LDA
T C T C T C
19 1 17 3 20 0
0 20 1 19 0 20
0.98± 0.02 0.90± 0.02 1.00± 0.00
Table 10
Median classification accuracies, PO , and confu-
sion matrices using the hepatitis validation set
with each transformation across each classifier
type.
ID
RBF SVM LDA
8 4 12 0 8 4
31 71 31 71 30 72
0.69± 0.05 0.73± 0.08 0.70± 0.07
FQE
RBF SVM LDA
9 3 9 3 9 3
29 73 15 87 16 86
0.72± 0.04 0.84± 0.01 0.83± 0.02
DAQ
RBF SVM LDA
T C T C T C
11 1 12 0 10 2
22 80 17 85 20 82
0.80± 0.02 0.85± 0.02 0.81± 0.02
better classification result than FQE (also using SVM), the standard deviations suggest that there may be no statistical
difference between the two preprocessing methods for this case. Fig. 5 lists the best results for each transform, showing
that DAQ had the best overall classification result using the validation subset, 0.85 ± 0.02. Fig. 6 shows the FQE and DAQ
membership functions for feature x17. Similarly to the lung cancer dataset, many of the features had significantly skewed
distributions.
Table 11 lists the classification results using the first k principal components that account for 80%, 90%, and 99% of
the cumulative variance in the hepatitis dataset. In no case was the best variance analysis result better than the best
corresponding result shown in Fig. 5; however, in all cases the former had lower standard deviations except for theDAQ case.
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Fig. 5. Best classification results, PO , for each feature transformation (hepatitis dataset).
Fig. 6.Membership functions of FQE (bold) and DAQ transformations for feature x17 (hepatitis dataset).
Table 11
Median classification accuracies, PO , and confusion matrices using the hepatitis dataset (design/validation)
with principal components, λ1 . . . λk , that account for 80%, 90%, and 99% of the cumulative variance,
respectively.
ID FQE DAQ
λk T C λk T C λk T C
11
20/12 0/0
15
20/12 0/0
16
17/11 3/1
2/38 18/64 2/41/ 18/61 3/36 17/66
0.95± 0.03/0.67± 0.03 0.95± 0.03/0.64± 0.03 0.85± 0.05/0.68± 0.04
14
20/10 0/2
21
20/10 0/2
21
20/10 0/2
1/41 19/61 1/39 19/63 2/35 18/67
0.98± 0.03/0.62± 0.03 0.98± 0.00/0.64± 0.02 0.95± 0.03/0.68± 0.04
19
20/8 0/4
30
20/8 0/4
30
20/9 0/3
0/46 20/56 0/42 20/60 1/39 19/63
1.00± 0.00/0.56± 0.02 1.00± 0.00/0.60± 0.02 0.98± 0.03/0.63± 0.01
5.4. Heart dataset
Table 12 and Table 13 list the respective classification results for the design and validation subsets using the heart dataset.
In this case, FQE performed slightly better than ID but with smaller standard deviations. DAQ produced good results with
standard deviations similar to those of FQE. Fig. 7 lists the best results for each transform, showing that DAQ (using SVM
and LDA) had the best overall classification result using the validation subset, 0.78 ± 0.02. Fig. 8 shows the FQE and DAQ
membership functions for feature x17 showing some skewed distribution for this feature.
Table 14 lists the classification results using the first k principal components that account for 80%, 90%, and 99% of the
cumulative variance in theheart dataset. In all cases, the resultswere extremely poorwithmost notmuchbetter than chance.
5.5. Brain dataset
Table 15 and Table 16 list the respective classification results for the design and validation subsets using the brain
dataset. ID produced extremely poor classification resultswhile FQEhad adequate results. Both ID and FQEhadhigh standard
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Table 12
Median classification accuracies, PO , and confu-
sion matrices using the heart design set with
each transformation across each classifier type.
ID
RBF SVM LDA
T C T C T C
33 2 33 2 33 2
2 33 3 32 3 32
0.94± 0.01 0.93± 0.04 0.93± 0.03
FQE
RBF SVM LDA
T C T C T C
35 0 35 0 35 0
0 35 0 35 0 35
1.00± 0.01 1.00± 0.00 1.00± 0.00
DAQ
RBF SVM LDA
T C T C T C
35 0 35 0 35 0
0 35 0 35 0 35
1.00± 0.00 1.00± 0.00 1.00± 0.00
Table 13
Median classification accuracies, PO , and confu-
sionmatrices using the heart validation setwith
each transformation across each classifier type.
ID
RBF SVM LDA
T C T C T C
14 6 13 7 13 7
65 112 73 104 76 101
0.64± 0.05 0.59± 0.04 0.58± 0.04
FQE
RBF SVM LDA
T C T C T C
11 9 11 9 11 9
57 120 50 127 51 126
0.66± 0.01 0.70± 0.03 0.70± 0.04
DAQ
RBF SVM LDA
T C T C T C
15 5 17 3 17 3
53 124 40 137 41 136
0.71± 0.04 0.78± 0.02 0.78± 0.02
deviations. DAQ produced good results coupled with low standard deviations. Fig. 9 lists the best results for each transform,
showing that DAQ (using SVM) had the best overall classification result using the validation subset, 0.75 ± 0.01. Fig. 10
shows the FQE and DAQ membership functions for feature x313. While some of the features showed similarly skewing, the
vast majority had fairly smooth distributions. Unlike the previous four datasets, it is important to note that the FQE and DAQ
results were achieved using 2200 ‘‘features’’ (4n).
Table 17 lists the classification results using the first k principal components that account for 80%, 90%, and 99% of the
cumulative variance in the brain dataset. In no case, was the best variance analysis result better than the best corresponding
result shown in Fig. 9; ID was no better than chance while FQE and DAQ had poor classification results.
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Fig. 7. Best classification results, PO , for each feature transformation (heart dataset).
Fig. 8.Membership functions of FQE (bold) and DAQ transformations for feature x19 (heart dataset).
Table 14
Median classification accuracies, PO , and confusion matrices using the hepatitis dataset (design/validation)
with principal components, λ1 . . . λk , that account for 80%, 90%, and 99% of the cumulative variance,
respectively.
ID FQE DAQ
λk T C λk T C λk T C
11
38/13 0/4
52
37/16 1/1
56
38/12 0/5
2/83 36/91 16/92 22/82 0/81 38/93
0.97± 0.01/0.54± 0.02 0.78± 0.05/0.51± 0.02 0.99± 0.01/0.55± 0.02
17
38/11 0/6
74
38/13 0/4
77
38/7 0/10
0/87 38/87 14/90 24/84 0/85 38/89
1.00± 0.00/0.51± 0.03 0.82± 0.04/0.51± 0.02 1.00± 0.00/0.50± 0.02
37
38/12 0/5
123
37/13 1/4
118
38/15 0/2
0/85 38/89 7/91 31/83 0/83 38/91
1.00± 0.00/0.53± 0.02 0.89± 0.05/0.50± 0.02 1.00± 0.00/0.55± 0.01
6. Conclusion
We have empirically demonstrated the effectiveness of dispersion-adjusted feature quartile encoding as a classification
pre-processing method. It was evaluated against a quartile encoding method that does not account for feature dispersion
as well as against the original features. The evaluation was also benchmarked using two neural networks and one linear
classifier as well as conventional variance analysis. In all five biomedical datasets, it had higher discriminatory (predictive)
power than methods that used the original features and in most cases it also outperformed the non-dispersion-adjusted
encoding method. It also produced more stable results as demonstrated by the smaller standard deviations compared to
the other two transformations. A possible extension to this dispersion adjustment transformation is to take into account not
only the feature dispersions but also weighting these feature-by-feature adjustments with the overall dispersion of patterns
within their respective classes as well as across all classes.
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Table 15
Median classification accuracies, PO , and confu-
sion matrices using the brain tissue design set
with each transformation across each classifier
type.
ID
RBF SVM LDA
T C T C T C
55 0 55 0 55 0
0 55 0 55 0 55
1.00± 0.00 1.00± 0.00 1.00± 0.00
FQE
RBF SVM LDA
T C T C T C
54 2 55 0 55 0
1 53 0 55 0 55
0.97± 0.01 1.00± 0.00 1.00± 0.00
DAQ
RBF SVM LDA
T C T C T C
51 4 55 0 55 0
4 51 0 55 0 55
0.93± 0.02 1.00± 0.00 1.00± 0.00
Table 16
Median classification accuracies, PO , and confu-
sion matrices using the brain tissue validation
set with each transformation across each clas-
sifier type.
ID
RBF SVM LDA
T C T C T C
17 17 20 14 20 14
9 10 8 11 8 11
0.51± 0.06 0.58± 0.05 0.58± 0.05
FQE
RBF SVM LDA
T C T C T C
22 12 25 9 25 9
8 11 8 11 8 11
0.62± 0.04 0.68± 0.05 0.68± 0.04
DAQ
RBF SVM LDA
T C T C T C
22 12 27 7 25 9
8 11 6 13 8 11
0.62± 0.02 0.75± 0.01 0.68± 0.02
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Fig. 9. Best classification results, PO , for each feature transformation (brain dataset).
Fig. 10.Membership functions of FQE (bold) and DAQ transformations for feature x313 (brain dataset).
Table 17
Median classification accuracies, PO , and confusion matrices using the brain tissue dataset (design/validation)
with principal components, λ1 . . . λk , that account for 80%, 90%, and 99% of the cumulative variance,
respectively.
ID FQE DAQ
λk T C λk T C λk T C
6
28/17 27/17
36
42/20 13/14
36
42/20 13/14
20/17 35/17 15/9 40/10 15/20 40/10
0.57± 0.06/0.42± 0.06 0.75± 0.04/0.57± 0.04 0.75± 0.02/0.57± 0.03
11
30/21 25/13
65
50/19 5/15
65
50/19 5/15
21/13 34/6 10/6 45/13 10/6 45/13
0.58± 0.04/0.51± 0.05 0.86± 0.03/0.60± 0.04 0.86± 0.02/0.60± 0.03
13
47/17 8/17
135
55/14 0/20
135
55/14 0/20
12/7 43/12 0/10 55/9 0/10 55/9
0.82± 0.04/0.55± 0.05 1.00± 0.00/0.43± 0.03 1.00± 0.00/0.43± 0.02
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