Abstract-The performance of the protocol stack implementation of an operating system can greatly impact the performance of networked applications that run on it. In this paper, we present a thorough measurement study and comparison of the network stack performance of the two popular Linux kernels: 2.4 and 2.6, with a special focus on their performance on SMP architectures. Our findings reveal that interrupt processing costs, device driver overheads, checksumming and buffer copying are dominant overheads of protocol processing. We find that although raw CPU costs are not very different between the two kernels, Linux 2.6 shows vastly improved scalability, attributed to better scheduling and kernel locking mechanisms. We also uncover an anomalous behaviour in which Linux 2.6 performance degrades when packet processing for a single connection is distributed over multiple processors. This, however, verifies the superiority of the "processor per connection" model for parallel processing.
I. INTRODUCTION
The phenomenal growth of networked applications and their users has created a compelling need for very high speed and highly scalable communications software. At the heart of any application written for use over a network, is the lower layer protocol stack implementation of the underlying operating system. For any application to run at high speed and achieve high scalability, the protocol stack implementation that it runs on must also be high speed, and must not become a bottleneck. Thus it is important to study and understand the performance of the protocol stack implementation which the application will use. *This work was sponsored by UNM Systems (India) Pvt. Ltd.
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Recent trends in technology are showing that although the raw transmission speeds used in networks are increasing rapidly, the rate of increase in processor speeds has slowed down over the last couple of years. While the network backbone speed has increased in orders of magnitude from the 10OMbps Ethernet to Gigabit Ethernet and 10 Gigabit Ethernet, CPU clock frequency has increased linearly [22] .
A consequence of this is that network protocol processing overheads have risen sharply in comparison with the time spend in packet transmission [25] . In the case of Internet-based application servers, the protocol processing, i.e. TCP/IP processing, has to be carried out on the general purpose hardware that the server runs on. At high load conditions, the network protocol processing can consume a large fraction of the available computing resources, which can degrade the throughput of the higher layer application.
Several approaches have been employed to scale up the protocol stack implementations. Since parallel processing architectures are becoming increasingly available [16] , protocol stack implementations can be optimized to exploit these architectures. In the context of TCP/IP, offloading the protocol processing to dedicated hardware in the NIC, has also been proposed [17] , [24] .
For the purpose of determining the TCP/IP components that have the highest processing requirements, or to determine how the implementation scales to SMP architectures, a careful performance study of the TCP/IP stack implementation of the operating system in question must be done. In this paper, we discuss the results of such a study done for the Linux Operating System. The Linux OS has been a popular choice for server class systems due to its stability and security features, and it is now used even by large-scale system operators such as Amazon and Google [11] , [13] . In this paper, we have focused on the network stack performance of Linux kernel 2.4 and kernel 2.6. Until recently, kernel 2.4 was the most stable Linux kernel and was used extensively. Kernel 2.6 is the latest stable Linux kernel and is fast replacing kernel 2.4.
Although several performance studies of the TCP protocol stack [1] , [6] , [9] , [10] have been done, this is the first time a thorough comparison of Linux 2.4 and Linux 2.6 TCP/IP stack performance has been carried out. We have compared the performance of these two Linux versions along various metrics: bulk data throughput, connection throughput and scalability across multiple processors. We also present a fine-grained profiling of resource usage by the TCP/IP stack functions, thereby identifying the bottlenecks.
In most of the experiments, kernel 2.6 performed better than kernel 2.4. Although this is to be expected, we have identified specific changes in Linux 2.6 which contribute to the improved performance. We also discuss some unexpected results such as the degraded performance of kernel 2.6 on SMP architecture when processing a single connection on an SMP system. We present fine grained kernel profiling results which explain the performance characteristics observed in the experiments.
The rest of the paper is organised as follows. In Section II, we review previous work in TCP/IP profiling, and discuss some approaches for protocol processing improvement. Section III discusses the improvements made in Linux kernel 2.6 which affect the network performance of the system. Section IV presents results of performance measurement on uniprocessor systems, while Section V discusses results of performance measurement on multiprocessor systems. In Section VI we discuss the kernel profiling results and inferences drawn from it. In Section VII we conclude with our main observations.
II. BACKGROUND
Several studies have been done earlier on the performance of the TCP/IP stack processing [1] , [5] , [6] , [9] , [10] . Copying and checksumming, among others, have usually been identified as expensive operations. Thus, zero copy networking, integrated checksum and copying, header prediction [6] , jumbo frame size [1] etc are improvements that have been explored earlier. Another approach has been to offload the TCP/IP stack processing to a NIC with dedicated hardware [24] .
Efforts have also been made to exploit the parallelism available in general purpose machines itself, by modifying the protocol stack implementation appropriately. Parallelizing approaches usually deal with trade-offs between balancing load between multiple processors and the overhead due to maintenance of shared data among these processors [3] , [4] , [19] . Some of the approaches that are known to work well include "processor per message" and "processor per connection" [23] . In the processorper-message paradigm each processor executes the whole protocol stack for one message (i.e. packet). With this approach, heavily used connections can be efficiently served, however the connection state has to be shared between the processors. In the processor-per-connection paradigm, one processor handles all the messages belonging to a particular connection. This eliminates the connection state sharing problem, but can suffer from uneven distribution of load. Other approaches include "processor per protocol" ( each layer of the protocol stack is processed by a particular processor) and "processor per task" (each processor performs a specific task or function within a protocol). Both these approaches suffer from poor caching efficiency.
The Linux kernel 2.6 was a major upgrade from the earlier default kernel 2.4 with many performance improvements. In this section we discuss some of the changes made in kernel 2.6, which can have an impact on the performance of the networking subsystem.
A. Kernel Locking Improvements
The Linux kernel 2.4 uses a lock, termed as the Big Kernel Lock (BKL), which is a global kernel lock, which allows only one processor to be running kernel code at any given time, to make the kernel safe for concurrent access from multiple CPUs [12] .
The BKL makes SMP Linux possible, but it does not scale very well. Kernel 2.6 is not completely free of the BKL, however, its usage has been greatly reduced. Scanning the kernel source code revealed that the kernel 2.6 networking stack has only one reference of the BKL.
B. New API -NAPI
One of the most significant changes in kernel 2.6 network stack, is the addition of NAPI ("New API"), which is designed to improve the performance of high-speed networking with two main tricks: interrupt mitigation and packet throttling [14] . During high traffic, interrupt mitigation allows interrupts to be disabled, while packet throttling allows NAPI compliant drivers to drop packets at the network adaptor itself. Both techniques reduce CPU load.
C. Efficient copy routines
The Linux kernel maintains separate address space for the kernel and user processes for protection against misbehaving programs. Due to the two separate address spaces, when a packet is sent or received over the network, an additional step of copying the network buffer from the user space to the kernel space or vice versa is required. Kernel 2.6 copy routines have therefore been optimised, for the x86 architecture, by using the technique of hand unrolled loop with integer registers [7] , [21] , instead of the less efficient "movsd" instruction used in kernel 2.4. run in worse than 0(1) time. This is extremely important in multi-threaded applications such as Web servers as it allows them to handle large number of concurrent connections, without dropping requests.
IV. PERFORMANCE ON UNIPROCESSOR SYSTEMS
As a first step of the study, we measured "highlevel" performance of the two OS versions -that is, without fine-grained profiling of the kernel routines. These tests help us characterise the performance, while the kernel profiling results (Section VI) help us explain those characteristics. Thus, in this section we compare performance measures such as connection throughput and HTTP throughput for Linux 2.4 and Linux 2.6. We also carried out high-level profiling to get a basic idea of the processing needs of the socket system calls. The tests were carried out on two platforms -1)A single CPU 1.6 GHz Pentium IV machine with 256MB RAM henceforth referred to as the "Pentium IV server" and 2) A Dual CPU 3.2 Ghz Xeon(HT) machine with 512MB RAM, henceforth referred to as the "Xeon server".
A. Performance comparison of socket system calls
In this test, the CPU requirement of the socket system calls was measured using strace [26] , while clients ran a simple loop of opening and closing connections with servers. The tests were run on kernel-2.4.20 and kernel-2.6.3 on the Pentium IV, with clients and servers on the same machine, connecting over the loopback interface. 
D. Scheduling Algorithm
The kernel 2.4 scheduler, while being widely used and quite reliable, has a major drawback: it contains O(n) algorithms where n is the number of processes in the system. This severely impedes its scalability [15] . The new scheduler in kernel 2.6 on the other hand does not contain any algorithms that
The results obtained are shown in Table IV -A. It shows that there is not much difference in the bind( and socket() system call overheads between the two kernels, but the listen( and connect( system calls are slightly cheaper in kernel 2.6. Table IV-A does not show accept and close system calls, as these were blocking calls -an accurate resource usage of this could not be obtained from strace.
A separate experiment was done to profile the accept and close system calls. In this experiment, the clients were on a separate machine, with the servers on the Pentium IV server. Instead of using strace on the server, the CPU time consumed in server system calls (accept and close) was estimated by the "utilization law" [8] (i.e. utilization was divided by throughput, to give CPU time). The results, shown in 
B. Connection throughput
The socket system call profiles did not reveal significant differences in performance between the two kernels. However, these measurements were done at a low to medium load on the system (unto 60% utilization). We are, however, also interested in the maximum achievable capacity of the two kernels -specifically, to confirm whether throughput continues to increase proportionally with the offered load coming to the system. Using the numbers shown in Table 11 Figure 1 shows the throughput vs number of active connections for an experiment in which multiple clients repeatedly connected and disconnected from the server without transmitting any data. The peak throughput agrees with the projected capacity quite well, for both the kernels; thus in this experiment, where maximum number of open connections were 100, there were no unexpected bottlenecks.
To stress the system further, we carried out the following experiment: the server had 300 threads with open ports out of which at any time a subset of N ports were made active (i.e. with which clients opened and closed connections). Results obtained from the experiments, where N was varied from 10 to 100 are also shown in Figure 2 . Figure 2 shows a completely different throughput curve for kernel 2.4, and only a slightly different curve for kernel 2.6. While kernel 2.6 throughput continued to show a proportional increase in throughput with increasing load, kernel 2.4 reveals a significant slowdown (e.g. when clients double from 20 to 40, throughput increases from 4000 to only about 5200 -far from double). Kernel 2.6 maximum capacity came down to about 8500 (achieved with 30 connections), while kernel 2.4 capacity was about 9000 -achieved at 100 active connections. We believe this is due to the superiority of the kernel 2. C. Web server performance The previous set of experiments revealed that although raw CPU consumptions of the two kernels were comparable, their scalability characteristics are quite different. In this section, we take our investigation further by observing how these differences impact application layer performance. HTTP was the obvious choice for the application layer protocol, whose performance on the two kernels we wanted to study.
The Apache [2] Web server was run on the Xeon machine (in single processor mode), and load was generated using httperf [18] . The following two changes were made to the default Apache configuration file: MaxClients was set to the maximum value of 4096 and MaxRequestsPerChild was set to zero (unlimited). The clients were made to request a static text page of only 6 Bytes in size (this ensured that the network would not be the bottleneck). The clients generated requests according to a specified rate, using a number of active connections (up to the maximum allowed by Apache).
The maximum client connection request rate sustained by the server and response time for the requests reported by the two kernels are shown in the Figures 3 and 4 respectively. These graphs show dramatically better HTTP performance on kernel 2.6 as compared with that on kernel 2.4. Kernel 2.4 struggled to handle more than 2800 simultaneous connections and started report- ing errors beyond that point. Its connection time and response time also started rising sharply. In contrast kernel 2.6 could easily handle 4000 simultaneous connections and there was no sign of any increase in connection time or response time, suggesting that kernel 2.6 would be able to handle even higher number of simultaneous connections than could be tested. Note that these tests were performed on a faster machine than the previous tests, so the raw CPU consumption differences between the kernels matter even lesser. What dominates performance, are factors that improve scalability -e.g. the scheduler.
V. PERFORMANCE ON SMP SYSTEMS
In the previous section, we focussed on a uniprocessor platform and studied the speed and scala- bility of the kernels on a single CPU. We would now like to investigate the scalability of the kernels on parallel processing hardware. The basic question that needs to be answered is, if the number of CPUs increases, does the kernel capacity increase proportionally? We answer this question in the case of going from single to dual processors. We did this by carrying out two types of experiments on the Xeon dual processor machine: bulk data throughput, and connection throughput. We carried out tests with SMP enabled and disabled, and observed the scale up obtained.
A. Bulk data throughput experiments
Bulk data throughput experiments were done using iperf; which is a TCP traffic generator. The experiments were run over the loopback interface.
The tests were run for a duration of 30 seconds with the TCP window size set to the maximum of 255KB. The buffer size was set to the default value of 8KB. Three sets of experiments were run for each kernel: 1) single TCP connection, single processor, 2) single TCP connection, dual processor, 3) multiple TCP connections, dual processor For kernel 2.6, an additional experiment with a single TCP connection on dual processor with hyperthreading disabled was also carried out. Figure 5 shows the results of the experiments for one and two TCP connections. Figure 6 shows the full set of results with number of TCP connections varying from 1 to 12.
First, consider the scale up achieved by kernel 2.4, as seen in Figure 5 . With a single TCP connection on a single processor, kernel 2.4 achieves data throughput of 4.6Gbps, which increases only marginally to 5.1 Gbps with two processors. With 2 TCP connections kernel 2.4 is able to achieve 6.75 Gbps throughput, which amounts to a scaleup factor of 1.5. Kernel 2.6, as one might expect, was faster than kernel 2.4 in uniprocessor mode, with a throughput of 5.5 Gbps. However its throughput in the SMP mode oscillated between 3.4 Gbits/sec and 7.8 Gbits/sec. Since (as discussed later) this variation seemed to be due to hyper-threading, it was disabled. The throughput then remained consistently at 3.4 Gbps -almost 40°0 lesser than throughput achieved with a single processor. With two TCP connections on two processors, however, kernel 2.6 achieved a throughput of 9.5 Gbps -a factor 1.8 scale-up over that achieved by one TCP connection on uniprocessor.
The higher data throughput of kernel 2.6 in uniprocessor mode is due to its more efficient copy routines as discussed in Section III.
The degradation in throughput of the kernel 2.6 with a single connection on dual processors, can be attributed to "cache bouncing". In kernel 2.6 because of its better scheduling logic and smaller kernel locks, packet processing can be distributed on all available processors. In our tests, iperf creates a single TCP connection and sends data over that connection, but when incoming packets of a connection were processed on different CPUs it would lead to frequent cache misses, as the network buffers cannot be cached effectively in the separate data caches. This results in poorer performance in comparison to the uniprocessor kernel'.
This also explains the fluctuating high performance (3.4-7.5Gbits/sec) on 2.6 SMP kernel when hyper-threading is enabled. Since the Intel Xeon processors are hyper-threaded, the SMP scheduler randomly schedules the packet processing on two logical processors of the same physical processor. In such a situation there will not be any cache penalty as the logical processors will have access to the same cache. The results with HT disabled verify this explanation. Later, in section VI we discuss kernel profiling tests which further confirm these ideas.
The graph that shows throughput with increasing number of TCP connections ( Figure 6 ) confirms the expectation that with two processors, going beyond two TCP connections (each sending bulk data), does not achieve further scale up. In fact, in SMP 1It is not entirely clear why Kernel 2.6 does not show this behaviour for two TCP connections. It is possible that in the case of the single connection, the effect of distributing the work between the two processors is more pronounced, since the processors are more 'tivailable'. In the two TCP connections case, both processors will be busy with a connection each, and the Kernel will usually not fi nd the other processor 'tivailable" to work on a connection that one processor is currently working on, thus leading to processor affi nity. However, these are conjectures, and we do not have a defi nite explanation. 
B. Connection throughput on SMP
We carried out similar experimen cussing this time on connection throL the SMP scalability of connection s down operations. Figure 7 plots 
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characterize scalability: we measured utilisation of the server CPUs and drew conclusions from that. Table III shows the utilisation measured for the experiment with 30 clients. First consider kernel 2.4. We can see that for the same throughput of about 10000 connections per second, the utilisation of the dual processor is almost the same as that of the uniprocessor -the ideal would be half of the utilisation of the single processor. For kernel 12 15 2.6 the results are significantly better. For the same throughput, utilisation of the dual processor system er of TCP connecis two-thirds of the uniprocessor utilisation. These results again demonstrate the superior scalability of the Linux kernel 2.6. The kernel 2.4 results show s initially with that there would be almost no benefit in adding rops slightly as hardware resources, if a kernel 2.4 system shows a tions increased, connection throughput bottleneck. However, adding irs some penal-CPUs will definitely relieve similar bottlenecks in 'P streams on a the case of kernel 2.6. valuable insight and concrete explanation of the performance characteristics observed in the previous experiments-specifically, the observed anomalous behaviour in section V of SMP kernel 2.6, processing a single TCP connection on a dual CPU system.
A. Breakup of TCP packet processing overheads
The breakup of TCP packet processing overheads are shown in Table IV . It lists the kernel functions that took more than 10% of the overall TCP packet processing time. The function boomerang-interrupt function is the interrupt service routine for the 3COM 3c59x series NIC, which was used in our experiments. The other boomerang-* functions are also part of the NIC driver involved in packet transmission and reception. copy_from_userl 1 copies a block of memory from the user space to kernel space. csum-partial is the kernel checksumming routine.
Thus we can see that the NIC driver code, interrupt processing, buffer copying, checksumming are the most CPU intensive operations during TCP packet processing. In comparison TCP functions take up only a small part of the overall CPU time.
B. Analysis of kernel 2.6 SMP anomaly
In Section V we had observed that there was a sharp drop in the performance of SMP kernel 2.6 when a single TCP connection was setup on a dual CPU system, as compared with the uniprocessor system, but as the number of TCP flows were increased to 2 and more, kernel 2.6 performed extremely well.
To analyse this anomalous behaviour, we re-ran the data throughput experiments for kernel 2 total time is spent in these functions. Such a sharp increase in the cost of copy routines can be attributed to a high miss rate of processor cache.
To verify this, the copy-from-userll () and copy-to-user l1 () routines were further analysed and it was found that more than 950 time in these routines were spent on the assembly instruction repz movsl %ds:(%esi),%es:(%edi) The above instruction copies data between the memory locations pointed by the registers in a loop. The performance of the movsl instruction is heavily dependent on the processor data cache hits or misses. The significantly higher number of clocks required by the movs 1 instruction in the case of SMP kernel 2.6, for copying the same amount of data can only be explained by an increase in the data cache misses of the processor.
If you further compare the Tables VII and V you will observe that the times spent by the kernel functions are very similar, i.e. when two TCP connections are run on the dual CPU system, both CPU's are utilised in a similar pattern as when a single TCP connection running on a uniprocessor system is utilised. This is unlike the case of a single TCP connection running on dual CPU system.
VII. CONCLUSION
Our study of the performance and scalability of the two Linux kernels primarily confirms that performance of software used for communications can be impacted greatly by the underlying operating system. E.g. the HTTP results show dramatic difference in throughput and response time measures when operating over the two different kernels.
The improvements made in kernel 2.6 seem to have had a great impact on its performance. Kernel 2.6 could handle extremely large number of simultaneous connections and sustained higher data transfer rates. We were able to correlate these observations with the architectural changes in kernel 2.6, specifically its 0(1) scheduler, efficient copy routines and finer kernel locks.
The experiments offer valuable insights into the SMP behaviour of the TCP stack. In kernel 2.6 we were able to get a scale up of more than 1.8x in the data throughput tests, on a dual CPU system with two or more TCP connections, while kernel 2.4 showed a scale up of less than 1.5x.
We also identified the most dominant overheads involved in packet processing, namely, the interrupt costs, device driver overheads, checksumming and buffer copying. TCP layer overheads were comparatively insignificant.
One of the most significant conclusions that can be drawn from our SMP experiments is that the data throughput of a TCP connection is heavily dependent on the processor cache. An inference that can be drawn from this is that in traditional SMP systems where each processor has a separate cache, the OS scheduler should follow the "processor per connection" paradigm. One the other hand, if the data cache gets shared by the processing cores like in HT technology, then "processor per message" approach can be effective.
