We propose an information-theoretic quantifier of the gain from cooperation that captures the degree of dependency between subsystems of a global system. The quantifier is distinct from measures of multipartite correlations despite sharing many properties with them. It is directly computable for classical as well as quantum systems and reduces to comparing the respective conditional mutual information between any two subsystems. Quantum secret sharing provides an exemplary cooperation task where this tool features naturally. While the quantifier satisfies most of common criteria for a measure of genuine multipartite correlations, it can be increased by local operations. We provide intuitive understanding of this effect and precisely characterize it via an inequality for the lack of monotonicity of conditional mutual information under local operations.
I. INTRODUCTION
Identifying and quantifying dependencies in multipartite systems enables their analysis and better understanding of complex phenomena. The problem has been addressed by several communities, considering both classical and quantum systems. For example, in neuroscience and genetics measures of multipartite synergy were put forward [1] [2] [3] [4] [5] [6] , in quantitative sociology quantifiers of coordination were introduced [7] , and in physics and information processing quantities aimed at characterizing genuine multiparty correlations were studied in depth [8] [9] [10] [11] [12] [13] . The former quantifiers are motivated mathematically keeping the combinatorial aspects of complex systems in mind, e.g., the synergy is the difference in information all subsystems have about an extra system as compared to the total information contained in any subset of the systems. Many of the latter quantifiers involve difficult optimizations and are therefore hard to compute. Here, we introduce an operationally defined, simple and computable quantifier of multipartite dependency in terms of information gain from cooperation when some parties meet and try to deduce the variables of some of the remaining parties. We show how it differs from multipartite correlations, prove several of its properties and discuss application to quantum secret sharing.
It turns out that in order to compute the quantity introduced here it is sufficient to consider the respective conditional mutual information between only two subsystems. Therefore, any operational meaning of the conditional mutual information, e.g., in terms of communication cost of quantum state redistribution [14, 15] , applies to the dependence measure as well. In the context of general properties of quantum conditional mutual infor-mation, we prove an inequality which characterizes the lack of its monotonicity under general local operations.
II. MULTIPARTITE DEPENDENCE
Let us begin by briefly recalling that two classical variables X 1 and X 2 are statistically independent if their probabilities satisfy P (X 1 |X 2 ) = P (X 1 ). Alternatively, the statistical independence can be stated in terms of entropies with the help of both the Shannon entropy H(X) = − d i=1 P (x i ) log d P (x i ), where d is the number of outcomes, and the conditional entropy H(X|Y ) = − i,j P (x i , y j ) log d P (xi,yj) P (yj ) . As a measure of dependence of two variables X 1 and X 2 one introduces the corresponding entropic difference H(X 1 ) − H(X 1 |X 2 ), so-called mutual information I(X 1 : X 2 ) [16] . Similarly, quantum mutual information captures the dependence between quantum subsystems [17] . However, already in the case of three variables there are two levels of independence. The variable X 1 could be independent of all other variables, i.e., P (X 1 |X 2 X 3 ) = P (X 1 ), or it could be conditionally independent of one of them, e.g., P (X 1 |X 2 X 3 ) = P (X 1 |X 2 ). The former dependence is again captured by the mutual information I(X 1 : X 2 X 3 ), while the so-called conditional mutual information I(X 1 : X 3 |X 2 ) = H(X 1 |X 2 )−H(X 1 |X 2 X 3 ) considers the latter. It is now natural to define the tripartite dependence as the situation where any variable depends on all the other variables. This can be quantified as the worst case conditional mutual information:
Due to strong subadditivity the conditional mutual information must be non-negative and hence D 3 ≥ 0 [18] . D 3 vanishes if and only if there exists a variable such that already a subset of the remaining parties can gain the maximally accessible information about the variable in question. Note that this condition is also satisfied if a variable is not correlated with the rest of the system at all. The value of D 3 can be interpreted using an alternative expression for conditional mutual information, e.g., I(X 1 : X 3 |X 2 ) = I(X 1 : X 2 X 3 )−I(X 1 : X 2 ). It therefore expresses the gain in information about the first subsystem that the second party has from cooperating with the third party. Accordingly, nonzero D 3 ensures that any two parties always gain through cooperation when accessing the knowledge about the remaining subsystem. The minimal gain over the choice of parties is an alternative way to compute D 3 .
Secret sharing.-This quantity can immediately be applied in the context of quantum secret sharing [19] . In the tripartite setting, secret sharing asks for collaboration of at least two parties in order to read out the secret. In the quantum solution to this problem the parties share a quantum state and the secret is provided by the measurement outcome of one of them, say the first one. It is then required that neither the second nor third party alone has any information about the secret, i.e., I(X 1 : X 2 ) = I(X 1 : X 3 ) = 0, while both of them together can read it, i.e., I(X 1 : X 2 X 3 ) is large. It is now clear that the value of D 3 close to its maximum corresponds to the desired condition. Furthermore, due to minimization in (1), the secret can be generated at any party. Note that this holds true both in classical and quantum protocols. We prove later that the states which achieve maximal dependence must be a subset of so-called mixed k-uniform states [20] . Hence, the quantum solution benefits from this class of mixed states. See Ref. [21] for an example of secret sharing with pure absolutely maximally entangled states instead.
Correlations and dependence.-Before we generalize to an arbitrary number of parties and present the properties of the resulting D N , let us give a simple example that illustrates the difference between multipartite correlations and multipartite dependence. Consider three classical binary random variables described by the joint probability distribution P (000) = P (111) = 1 2 (such a distribution we will denote as {P same }). All three variables are clearly correlated as confirmed, e.g., by quantifiers introduced in Refs. [12, 13] . However, the knowledge of, say, the first party about the third party does not increase if the first observer is allowed to cooperate with the second one. By examining her data, the first observer knows the variables of both remaining parties and any cooperation with one of them does not change this. There is no information gain and hence this distribution has vanishing tripartite dependence.
On the other hand, let us consider the joint probability distribution with P (000) = P (011) = P (101) = P (110) = 1 4 (such a distribution we will denote as {P even }), which can describe a classical system. Any two variables in this distribution are completely uncorrelated, but any two parties can perfectly decode the value of the remaining variable. Hence the gain from cooperation is 1 and so is the value of D 3 . This distribution is thus very good for secret sharing, where the secret could be at any party.
Larger systems.-Moving on to more complex systems, we note that there are more conditions to be considered already in order to define the four-partite dependence. In analogy to the tripartite case the first condition is to require that cooperation of any triple of parties provides more information about the remaining subsystem, e.g., I(X 1 : X 2 X 3 X 4 ) − I(X 1 : X 2 X 3 ) must be positive. But one should also impose that cooperation between any pair brings information gain about the two remaining variables, e.g., I(X 1 X 2 : X 3 X 4 )− I(X 1 X 2 : X 3 ) must be positive. The former condition demands a positive conditional mutual information, I(X 1 : X 4 |X 2 X 3 ) > 0, while the latter one requires I(X 1 X 2 : X 4 |X 3 ) > 0. In order to compute D 4 one takes the minimum of these two conditional mutual informations over all permutations of subsystems. Note, however, that, e.g., I(X 1 X 2 : X 4 |X 3 ) ≥ I(X 1 : X 4 |X 2 X 3 ) and therefore it is sufficient to minimize over the conditional mutual information between two variables only. We emphasize that this step improves the computation significantly. The same argument applies for arbitrary N and leads to the following definition of N -partite dependence:
where the minimum is taken over all permutations of the subsystems. In the case of a quantum system in state ρ we obtain
where j, k = 1 . . . N and j = k, S(·) stands for the von Neumann entropy and Tr j ρ denotes a partial trace over the subsystem j. In general, calculating the N -partite dependence requires computation and comparison of N 2 values, whereas for permutationally invariant systems it is straightforward.
One may also like to study k-partite dependencies within an N -partite system. To this aim we propose to apply the definitions above to any k-partite subsystem and take the minimum over the resulting values.
III. PROPERTIES
The maximal N -partite dependence over classical distributions of d-valued variables is given by 1 (recall that our logarithms are base d) and follows from the fact that classical mutual information cannot exceed the entropy of each variable. On the other hand, quantum mutual information is bounded by 2 and this is the bound on D N optimized over quantum states (see Appendix D). Quite surprisingly this bound is achieved by mixed states belonging to the class of k-uniform states, in particular for k = N − 1 [20] . In the case of N qubits (for N even) the optimal states have the following form
where σ j are the Pauli matrices and σ 0 denotes the 2 × 2 identity matrix. Note that ρ max is manifestly permutationally invariant and gives rise to perfect correlations or anti-correlations when all observers measure locally the same Pauli observable. These states are known as the generalized bound entangled Smolin states [22, 23] . They are a useful quantum resource for multiparty communication schemes [24] and were experimentally demonstrated in Refs. [25] [26] [27] [28] [29] [30] . Per definition for (N − 1)-uniform states all reduced density matrices are maximally mixed, with vanishing mutual information, whereas the whole system is correlated. In Appendix D we provide examples of states which maximize D N for arbitrary d and show in general that the only states achieving the maximal quantum value of 2 are (N − 1)-uniform. Let us also offer an intuition for values of D N above the classical bound of one. As shown in Appendix F this can only happen for mixed quantum states. One could then consider an auxiliary system which purifies the mixed state. High values of D N correspond to learning simultaneously the variables of the subsystems and the auxiliary system. Note that making this statement mathematically precise may be difficult as the problem is equivalent to the interpretation of negative values of conditional entropy [31] [32] [33] .
As we have already emphasized, multipartite dependence is different from multipartite correlations. Nevertheless, it does share a number of properties that are expected from measures of genuine multipartite correlations. Any such quantifier should satisfy a set of postulates put forward in Refs. [11, 13] . We now show that most of them also hold for D N and we precisely characterize the deviation from one of the postulates. In the Appendix we prove the following properties of the dependence:
(i) If D N = 0 and one adds a party in a product state then the resulting (N + 1)-party state has D N = 0.
(ii) If D N = 0 and one subsystem is split with two of its parts placed in different laboratories then the resulting (N + 1)-party state has D N +1 = 0.
(iii) D N can increase under local operations. Let us denote with the bar the quantities computed after local operations. We have the following inequality:
where systems X 1 and X 2 are the ones minimizing D N , i.e., before the operations were applied.
The properties (i) and (ii) hold for all quantifiers of multipartite correlations. It is expected that properly defined measures of multipartite correlations are also monotonic under local operations. In the present case, the monotonicity property does not hold in general for D N , however, property (iii) puts a bound on its maximal violation. Moreover, it has a clear interpretation: local operations that uncorrelate a given subsystem from the others may lead to information gain when the less correlated party cooperates with other parties.
Let us explain this more quantitatively for a conditional mutual information between variables X 1 and X 2 . While it is well-known that this quantity is monotonic under local operations on subsystems not in the condition [34] , we prove in Appendix C that the following inequality is satisfied under local operations on arbitrary subsystem (being the origin of property (iii)):
The second line is non-negative due to the data processing inequality and it quantifies how much the local operations have uncorrelated the variables X 3 . . . X N from the variables X 1 X 2 . This sets the upper bound to the lack of monotonicity of the conditional mutual information.
IV. EXAMPLES
Multipartite dependence can be computed for both classical and quantum systems and is a generic quantifier of information gain from cooperation that in principle can be used across science. Here we discuss a few exemplary calculations and applications of D N in quantum information.
Pure states. -First of all, for pure quantum states |Ψ , the dependence can be further simplified as
where ρ i is the state of the system after removing all but i-th particle, i.e., D N (|Ψ ) is given by the smallest quantum mutual information in two-partite subsystems.
Here, we made use of the fact that both subsystems of a pure state have the same entropy: S(Tr i ρ) = S(ρ i ) for ρ = |Ψ Ψ|. In Appendix F we prove the following upper bound on D N for pure states
It is a consequence of the trade-off relation between the quantum mutual information for different two-particle subsystems of a pure global state and the definition of D N where the smallest conditional mutual information is chosen. In particular, the bound is achieved by Nqudit GHZ state 1 √ d (|0 . . . 0 + · · · + |d − 1 . . . d − 1 ). Additionally, the quantum mutual information is bounded by 1 whenever the state ρ ij is separable [35] . A comprehensive list of dependencies within standard classes of quantum states is given in Tab. I. The analytical formula for the N -qubit Dicke states with e excitations, |D e N , is presented in Appendix E. In short, if one fixes e and takes the limit N → ∞ the dependence D N vanishes. For e being a function of N , e.g., e = N/2, the dependence D N tends to 1/2. Entanglement without dependence. -An intriguing question in the theory of multipartite entanglement asks whether entanglement can exist without classical multipartite correlations [10] . The examples of N -party entangled states with vanishing N -party classical correlations are known in the literature [36] [37] [38] [39] [40] , though the corresponding notions of classical correlations do not satisfy all the postulates of Refs. [11, 13] . Here we ask whether there are genuinely multipartite entangled states with no multipartite dependence and whether multipartite dependence can exist without multipartite correlations and vice versa. It turns out that all of those combinations are possible. There exist even pure genuinely multipartite entangled states without multipartite dependence. Consider any N -qudit cluster state (including linear, ring, 2D, etc.) for N ≥ 4. It was shown in Ref. [41] that all single-particle subsystems are completely mixed and there exists at least one pair of subsystems in the bipartite completely mixed state. The corresponding entropies are equal to S(ρ i ) = 1 and S(ρ ij ) = 2, and lead to D N = 0, due to Eq. (7) . Therefore, the information about a particular subsystem cannot be increased when other subsystems are brought together and the corresponding secret sharing task is not possible [42] [43] [44] . Note that there exist other subsets of observers who can successfully run secret sharing using a cluster state. This state also illustrates nicely that full correlations can exist without multipartite dependence. Conversely, the state
| has the property of being N -partite entangled without N -partite correlation functions [10] , yet its D N is finite. This shows that multipartite dependence is distinct from multipartite correlations and can capture other properties of genuinely multi-partite entangled systems.
Increasing D with local operations. -We now give an analytical example where D 3 increases under local operation on the system in the condition. Consider the following classical state ρ = 1 2 |000 000| + 1 8 |101 101|
One verifies that its 3-dependence equals D 3 (ρ) = I(X 2 : X 3 |X 1 ) = 0.06, i.e., conditioning on X 1 gives the smallest conditional mutual information. Application of . 0 + · · · + |0 . . . 01 . . . 1 , with k ones, ρnc denotes the a genuinely multipartite entangled state without multipartite correlations, the GHZ state is described in the text, L4 stands for the linear cluster of four qubits and Ψ4 is discussed in [45] . k-uniform states are states where all k-partite marginals are maximally mixed, whereas AME(n,d) (absolutely maximally entangled ) refers to ⌊n/2⌋-uniform states of d dimensions [21] .
amplitude-damping channel with Kraus operators
on subsystem X 1 produces the state ρ for which one computes D 3 (ρ) = I(X 1 : X 2 |X 3 ) = I(X 1 : X 3 |X 2 ) = 0.19. Note the change in the conditioned system minimizing the dependence. The local operation on X 1 has increased the information I(X 2 : X 3 |X 1 ) above the other two conditional mutual informations. Experimental states. -Finally, we move to multipartite dependence in quantum optics experiments. Table II gathers quantum states prepared with photonic qubits in Refs. [37, [46] [47] [48] [49] [50] . The dependencies were extracted from experimental density matrices obtained via state tomography using the evaluation described in Ref. [51] . We have chosen to present the states illustrating the properties discussed above. The experimental data is in good agreement with the theoretical calculations. Deviations for the six qubit state D 3 6 result from reduced fidelities due to contributions of higher order noise in the state preparation. The same applies to the five qubit state ρ nc derived from D 3 6 . Indeed, the states denoted as ρ nc , which have vanishing correlation functions between all N observers [37] , clearly show a non-vanishing value for D N . Hence, these states are examples for "entanglement without correlations" and "dependence without correlations". Similarly, the experimental data of the linear cluster state L 4 indicates "entanglement without dependence" (and "correlations without dependence"). In the experiment, the GHZ state ∼ |0000 + |1111 achieves the highest dependence of all considered states and is close to the theoretical dependence D 4 = 1, which is maximal over all pure states. The small value of D 3 for the four-partite GHZ state reflects its property of having vanishing dependence for all tripartite classically correlated subsystems.
V. CONCLUSIONS
We have introduced a quantity, the multipartite dependence, in order to determine whether and by what amount cooperation between any subsystems brings additional information about the remaining subsystems. It is expected that the tool will be of broad relevance as it has a clear interpretation and can be used in classical and quantum domains. Furthermore, it offers an alternative to the characterization of multipartite properties via multipartite correlations.
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Appendix A: Proof of property (i) If D N = 0 and one adds a party in a product state then the resulting (N + 1)-partite state has D N = 0.
Proof. Per definition, we are minimizing the conditional mutual information over all N -partite subsystems of the total (N + 1)-party state. If one takes the N -partite subsystem that excludes the added party, by assumptions D N = 0.
In other words, if the cooperation of N − 1 parties within the N -partite system does not help in gaining additional knowledge about any other remaining party, then the cooperation with any additional independent system will not help either.
Appendix B: Proof of property (ii)
If D N = 0 and one subsystem is split with two of its parts placed in different laboratories then the resulting (N + 1)-party state has D N +1 = 0.
Proof. Without loss of generality and in order to simplify notation let us consider an initially tri-partite system where the third party is in possession of two variables labeled X 3 and X 4 . The splitting operation places these variables in separate laboratories producing a fourpartite system. By assumption D 3 = 0, but this does not specify which conditional mutual information in Eq. (1) vanishes. If this is the mutual information where the variables X 3 and X 4 of the third party enter in the condition, then this mutual information is also minimizing D 4 , and hence the latter vanishes. The second possibility is that the variables of the third party enter outside the condition, e.g., the vanishing conditional mutual information could be I(X 1 : X 3 X 4 |X 2 ). From the chain rule for mutual information I(X 1 : X 3 X 4 |X 2 ) ≥ I(X 1 : X 4 |X 2 X 3 ). Finally, from strong subadditivity D 4 = 0. In the Npartite case one writes more variables in the conditions and follows the same steps.
Appendix C: Proof of property (iii)
Consider a state ρ that is processed by general local operations (CPTP maps) to a state ρ. The following upper bound on the multipartite dependence after local operations holds:
where systems X 1 and X 2 are the ones minimizing D N , i.e., before the operations were applied. Let us begin with a lemma characterizing the lack of monotonicity of conditional mutual information under local operations.
Lemma 1. The following inequality holds:
where bars denote subsystems transformed by arbitrary local CPTP maps.
Proof. Conditional mutual information is already known to be monotonic under operations on systems not in the condition [34] :
Now we continue as follows:
where the first equation is obtained by manipulating entropies such that the mutual informations containing barred subsystems come with positive sign, next we used the data processing inequality and in the last step we reversed the manipulations on entropies. This completes the proof of the lemma.
To complete the proof of property (iii) we write
where in the first line we denote the subsystems such that the conditional mutual information I(X 1 : X 2 |X 3 . . . X N ) achieves minimum in D N . Next, the first inequality follows from Lemma 1, and the second inequality from the fact that I(X 1 : X 2 |X 3 . . . X N ) may not be the one minimizing D N .
Appendix D: Quantum qudit states maximizing DN
Let us consider a quantum state of N qudits, for N being a multiple of d and N ≥ 3, defined as the common eigenstate of the generators
composed of d-dimensional Weyl-Heisenberg matrices X (d) = d−1 j=0 |j j + 1|, and Z (d) = d−1 j=0 ω j |j j|, with ω = e i2π/d . The explicit form of the state can be calculated in the following way:
The state (D2) belongs to the class of k-uniform mixed states defined in [20] , with k = N − 1. It is known that for N even the state ρ 
Since the state is (N − 1)-uniform, all reduced density matrices are proportional to identity matrices giving
Therefore, for N even
In the case of N odd, however, the state ρ 
for (N − 1)-uniform states. Now we show that the (N − 1)-uniform states are the only ones that can achieve D N = 2. The requirement is:
where X i stands for individual subsystem. Since in the definition of D N we minimize over all permutations, the same equation holds for all permutations of subsystems. Due to subadditivity, the only way to satisfy (D8) reads:
I(X 1 : X 3 ...X N ) = 0, (D9) I(X 1 : X 2 X 3 ...X N ) = 2.
(D10)
From the first equation we conclude that ρ 13...N = ρ 1 ⊗ ρ 3...N ,
which also holds for all permutation of indices. After tracing out all but 1st and 3rd subsystems, we arrive at
which means that every pair of subsystems is described by a tensor product state. It follows that any N − 1 particle subsystem is described by a simple tensor product, e.g., ρ 13...N = ρ 1 ⊗ ρ 3 ⊗ · · · ⊗ ρ N .
Using (D10) we write S(X 1 ) − S(X 1 |X 2 X 3 ...X N ) = 2.
Since for quantum conditional entropy we have −S(X 1 |X 2 X 3 ...X N ) ≤ S(X 1 ),
the bound is achieved if 2 = S(X 1 ) − S(X 1 |X 2 X 3 ...X N ) ≤ S(X 1 ) + S(X 1 ),
i.e., for S(X 1 ) = 1. Hence, taking into account (D13), all N − 1 particle subsystems are maximally mixed, i.e., the total state is (N − 1)-uniform.
Appendix E: Dependence of Dicke states
We now present an analytical formula for D e N in Nqubit Dicke states with e excitations. For that state it is given by . For e as a function of the number of parties, e = N/k, in the limit of N → ∞, the N -dependence converges to a finite value, i.e., D N (D e N ) tends to 2(k − 1)/k 2 . The maximally achievable dependence of 1/2 is reached for e = N/2. For any arbitrary constant e (e.g., for the W state, e = 1), D N (D e N ) tends to 0 for N → ∞.
These results allow to answer the following question: If D N ≤ 1, are there local measurements on the subsystems with classical outcomes having conditional mutual information equal to D N ? The answer is negative. We have optimized the conditional informations over local measurements in common bases for Dicke states with N = 3, 4 and 0 < e < N , and observed that the values obtained are always smaller than D N .
