Definition
Feature selection (also known as subset selection) is a process commonly used in machine learning, wherein a subset of the features available from the data are selected for application of a learning algorithm. The best subset contains the least number of dimensions that most contribute to accuracy; we discard the remaining, unimportant dimensions. This is an important stage of preprocessing and is one of two ways of avoiding the curse of dimensionality (the other is feature extraction).
There are two approaches:
forward selection Start with no variables and add them one by one, at each step adding the one that decreases the error the most, until any further addition does not significantly decrease the error.
backward selection Start with all the variables and remove them one by one, at each step removing the one that decreases the error the most (or increases it only slightly), until any further removal increases the error significantly.
To reduce overfitting, the error referred to above is the error on a validation set that is distinct from the training set.
2 Chronological Literature Review Kira and Rendell (1992) described a statistical feature selection algorithm called RELIEF that uses instance based learning to assign a relevance weight to each feature. John, Kohavi and Pfleger (1994) addressed the problem of irrelevant features and the subset selection problem. They presented definitions for irrelevance and for two degrees of relevance (weak and strong). They also state that features selected should depend not only on the features and the target concept, but also on the induction algorithm. Further, they claim that the filter model approach to subset selection should be replaced with the wrapper model. Pudil, Novovičová and Kittler (1994) presented "floating" search methods in feature selection. These are sequential search methods characterized by a dynamically changing number of features included or eliminated at each step. They were shown to give very good results and to be computationally more effective than the branch and bound method. Koller and Sahami (1996) examined a method for feature subset selection based on Information Theory: they presented a theoretically justified model for optimal feature selection based on using cross-entropy to minimize the amount of predictive information lost during feature elimination.
Jain and Zongker (1997) considered various feature subset selection algorithms and found that the sequential forward floating selection algorithm, proposed by Pudil, Novovičová and Kittler (1994) , dominated the other algorithms tested. Dash and Liu (1997) gave a survey of feature selection methods for classification.
In a comparative study of feature selection methods in statistical learning of text categorization (with a focus is on aggressive dimensionality reduction), Yang and Pedersen (1997) 
evaluated document frequency (DF), information gain (IG), mutual information (MI), a χ
2 -test (CHI) and term strength (TS); and found IG and CHI to be the most effective.
Blum and Langley (1997) focussed on two key issues: the problem of selecting relevant features and the problem of selecting relevant examples. Kohavi and John (1997) introduced wrappers for feature subset selection. Their approach searches for an optimal feature subset tailored to a particular learning algorithm and a particular training set.
Yang and Honavar (1998) used a genetic algorithm for feature subset selection. Liu and Motoda (1998) wrote their book on feature selection which offers an overview of the methods developed since the 1970s and provides a general framework in order to examine these methods and categorize them. Weston, et al. (2001) introduced a method of feature selection for SVMs which is based upon finding those features which minimize bounds on the leaveone-out error. The method was shown to be superior to some standard feature selection algorithms on the data sets tested. Xing, Jordan and Karp (2001) successfully applied feature selection methods (using a hybrid of filter and wrapper approaches) to a classification problem in molecular biology involving only 72 data points in a 7130 dimensional space. They also investigated regularization methods as an alternative to feature selection, and showed that feature selection methods were preferable in the problem they tackled.
See Miller (2002) for a book on subset selection in regression. Forman (2003) presented an empirical comparison of twelve feature selection methods. Results revealed the surprising performance of a new feature selection metric, 'Bi-Normal Separation' (BNS). Guyon and Elisseeff (2003) gave an introduction to variable and feature selection. They recommend using a linear predictor of your choice (e.g. a linear SVM) and select variables in two alternate ways: (1) with a variable ranking method using a correlation coefficient or mutual information; (2) with a nested subset selection method performing forward or backward selection or with multiplicative updates.
For a summary of feature selection methods see Figure 1 , and for a taxonomy of algorithms see Figure 2 .
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