As part of delivering an education, business schools must first decide which students to admit and then ultimately as sess what those students have learned. Traditionally, admis sions decisions have relied heavily on the predictive validity of undergraduate grades (UGPA) and scores on the Grad uate Management Admissions Test (GMAT). The obvious criterion to be predicted has been the MBA student's fi nal GPA. My purpose here is first to argue that grades are useful but deficient measures of student learning. Problems with grades-reviewed subsequently-suggest that business schools should develop alternate criteria with which to vali date their admissions decisions.
The present literature on the GMAT's validity also sup ports this notion. Kuncel, Crede, and Thomas (2007) recently suggested that researchers "expand the criterion space" (p. 64) by going beyond grades as the outcome measure (see also Sireci & Talento-Miller, 2006) . Likewise, accreditation stan dards from the Association to Advance Collegiate Schools of Business (AACSB; 2009) require that institutions develop as surance of learning assessment tools (other than class grades) that measure student learning directly. My contention is that program assessment tools could serve as ideal complements to GPAs. Combining grades with assessment scores creates a composite outcome measure, which may help business schools as they validate tools used in admissions decisions.
The present article proceeds in two stages. First, I show that program assessments are valid outcome measures be cause they correlate well with final MBA GPAs (i.e., they possess convergent validity). Next, I show that the validity of traditional predictors used in business school admissions decisions (UGPA and GMAT scores) generalizes well when predicting performance on this new criterion. Framing my in vestigation in this way allows to also address an unresolved issue in the admissions decision literature; namely, whether the GMAT subtests (especially the Analytical writing As sessment [AWA] ) possess incremental validity.
Problems With Grades as Outcome Measures
MBA grades are a reasonable and convenient outcome mea sure in research on the validity of the GMAT. Indeed, a large body of research has established that the combination of GMAT and UGPA scores predicts success in MBA programs (Gropper, 2007; Kuncel et al., (2007) ; Oh, Schmidt, Shaffer, & Le, 2008; Sireci & Talento-Miller, 2006; Talento-Miller & Rudner, 2008) . With success almost always defined as MBA GPA (however, see Dobson, Krapljan-Barr, & Vielba, 1999) , typically 25% or more of the variance in first-year MBA grades is explained by some linear combination of GMAT and UGPA scores (Graduate Management Admissions Coun cil, 2009 ).
Although useful, grades alone are deficient criteria for measuring success in an MBA program (unless student suc cess is defined solely by graduation rates). This is especially true when grades are used as proxies for what students have learned (Pfeffer & Fong, 2002) . A host of factors beside knowledge of business management likely contribute to an MBA student's GPA. Examples include motivation (Fulton & Turner, 2008 ; for a meta-analytic review, see Robbins et al., 2004) , intelligence (Gottfredson, 2004; Pesta & Poz nanski, 2009) , personality (Duff, Boyle, Dunleavy, & Fer guson, 2002; Rothstein, Paunonen, Rush, & King, 1994) , study habits (Plant, Ericson, Hill, & Asberg, 2005) , and years of work experience (Adams & Hancock, 2000; Stine brickner & Stinebrickner, 2003) . Further, as outcome mea sures, grades suffer from both inflation and range restriction (Gottfredson) .
Grades are not invalid per se, but they are determined by multiple factors. What business schools need are unidimen sional measures of student learning to complement grades as indicators of student success. Program assessment tools, cre ated to meet assurance of learning standards, could be ideal as criterion surrogates for grades.
Program Assessments as Alternative Outcome Measures
As of December 2009, the AACSB had accredited 560 in stitutions worldwide. All schools seeking accreditation must develop assessment tools that measure the effectiveness of their curriculum, as outlined in the AACSB, assurance of learning standards (AACSB, 2009) . Schools are free to de velop whatever assessments seem appropriate, but these must include direct measures of learning. Course grades are not program assessment measures (AACSB, 2009) .
My college has worked to meet the Assurance of Learning standards by developing several assessment tools. These tools range from content-valid multiple-choice tests to rubrics that evaluate soft skills (e.g., communication ability), as evalu ated by business presentations students make in class. My focus here is on the former: a content valid assessment exam created to measure management knowledge. To develop the exam, department faculty (i.e., subject matter experts) de cided which course material was most critical and then wrote test items to cover that material. The items then underwent a series of revisions based on statistical analyses of student performance in pilot studies. The result was a well-developed measure of what students have learned about business man agement upon graduation from my program.
My first hypothesis therefore relates to the validity of the assessment exam as an outcome measure for MBA student learning. One way to establish the validity of a measure is to show that it correlates with other validated measures of the same construct (i.e., convergent validity; see Anastasi & Urbina, 1997) . Hence, my first hypothesis is the following:
Hypothesis 1 (H 1 ): Scores on the program assessment would correlate significantly with MBA grades, suggesting that the assessment possesses convergent validity.
After demonstrating the validity of the program assess ment as an outcome measure, I then shift the focus from using the assessment as a predictor, to using it as a criterion. The shift allows to expand the criterion space for testing the validity of the GMAT (Kuncel et al., (2007) ). By oper ationalizing student performance both via MBA GPAs and assessment exam scores, I can perhaps achieve a richer pic ture of the GMAT's validity and utility. I can also address some of the unresolved issues in the literature on the validity of business school admissions decisions.
Loose Ends in the Validity Literature
Despite recent meta-analytic investigations of the GMAT's validity (Kuncel et al., (2007) ; Oh et al., 2008; Talento-Miller & Rudner, 2008) , more data are needed on whether GMAT verbal and quantitative subtests possess incremental validity. Because of how students typically are selected into business programs (weak scores on one subtest can be offset by strong scores on the other), some studies actually show a negative relationship between verbal and quantitative scores, whereas others show a fair degree of multicolinearity (Talento-Miller & Rudner) . Differences in whether the subtest scores cor relate within studies then affects meta-analytic conclusions about incremental validity across studies. Here I test whether the GMAT subtests show incremental validity for both MBA grades and assessment examination performance.
Second, I further explore whether the newest component of the GMAT-the Analytical writing Assessment-adds anything to prediction accuracy over GMAT verbal and quan titative scores. Two recent studies (Talento-Miller, 2008; Talento-Miller & Rudner, 2008) showed mixed evidence of incremental validity for the writing subtest, and suggested that more data are needed on this issue. I provide these data, both with MBA grades and assessment exam performance as the criteria. The issue of incremental validity was tested via the following two hypotheses: In sum, I attempt to show that program assessment ex ams are valid as outcome measures for MBA student learn ing. Once establishing that assessment performance pre dicts MBA grades, I then use the assessment exam as a criterion to explore the validity of both GMAT scores Note. Sex was coded 0 for males and 1 for females. BBA was coded 0 for nonbusiness majors and 1 for business majors. International was coded 0 for nonnative U.S. students and 1 for U.S. students. UGPA = undergraduate grade point average. All correlations > .14 were significant (p < .05).
and UGPA. Doing so allows me to also contribute to the graduate business school literature on admissions decisions, as I provide a novel criterion-scores on the program assessment-and focus analyses on several unresolved is sues in the literature. Finally, to replicate prior studies, and to serve as a basis of comparison for data on the assessment exam, I also present analyses using final MBA grades as a criterion.
METHOD Participants
Participants were 182 MBA students admitted to my pro gram between the summer 2003 and fall 2005 semesters. All students graduated by the summer 2007 semester. Table 1 shows the demographic characteristics of the sample. Many of the variables in the table were dichotomized for use in regression analysis. For reference, the sample comprised 117 (64.3%) men and 65 (35.7%) women, with a mean age of 27.14 years (SD = , range = 21-45 years). My business college has a reasonable mix of students continuing directly from their undergraduate education, and of those returning to school after working for some time (participants 30 years of age or older represented 26.9% of the sample). Most of the students (56.6%) had undergraduate majors in business administration, and most were U.S. natives (80.8%).
Also noteworthy is the wide range of GMAT scores and UGPA represented in the sample. Verbal scores ranged from 6% to 94%, spanning almost the entire range of possi ble scores. Likewise, quantitative scores spanned the entire range, from 1% to 99%. Undergraduate GPAs in the sam ple were as low as 2.00 and as high as 4.00. Hence, the validity coefficients reported here are not as range-restricted as those seen in the broader literature (e.g., Kuncel et al., 2007) .
Materials and Procedure
The following variables in Table 1 were coded from student transcripts: (a) sex (coded 0 for male and 1 for female), (b) age in years, (c) undergraduate major (coded 0 for nonbusi ness majors and 1 for business majors), (d) international sta tus (coded 0 for nonnative students and 1 for U.S. natives), (e) UGPA, and (f) final MBA GPA. I coded GMAT total, quantitative, verbal, and writing scores from each student's application form.
The assessment examination was developed in house, for use in program evaluation consistent with the AACSB's as surance of learning standards. My college designed the exam to be a content-valid measure of what students should know upon graduating from an MBA program. Faculty from each academic department determined which content was most important, and wrote test items to cover that content. This resulted in an 81-item, multiple-choice exam, covering all functional areas of business (management, finance, account ing, marketing, operations management, and information science).
Students completed the exam during a class period of a capstone MBA course, which is the last class required before graduation. They had 90 min to complete the exam and re ceived extra credit for participation. All students present in class on administration days completed the exam. To moti vate students, the extra credit was scaled such that higher scores received more points. Across administrations, the exam produced internal consistency reliabilities in the upper .70s. The exam also produced a wide range of scores (from 22% to 79%), suggesting substantial differences in learning across graduates.
Analytical Approach
I tested Hypotheses 1-3 via simple correlations, and then by using hierarchical linear regression. The former analyses establish criterion validity whereas the latter establish incre mental validity. Table 1 shows descriptive statistics and simple correlations for the study variables. I used p < .05 as the level of signifi cance for all statistical tests. Looking first at MBA grades as the criterion, the pattern of correlations replicates Kuncel et al.'s (2007) meta-analysis. Both UGPA (r = .42) and GMAT total scores (r = .43) significantly predicted MBA GPAs. Subtest scores for the GMAT had nominally lower criterion validity, with verbal scores (r = .36) predicting better than did quantitative scores (r = .27). The writing scores alone did not significantly predict MBA grades (r = .13).
RESULTS
Assessment exam scores also correlated with MBA grades (r = .47), clearly supporting H 1 . As a validity coefficient, the .47 value is about as large as those seen in the human resources literature for the most effective selection methods predicting job performance (e.g., Anderson & Hulsheger, 2008; Schmidt & Hunter, 1998 , 2004 . Program assessments therefore possess convergent validity with MBA grades, sug gesting that they may compliment grades as outcome mea sures in research on the validity of admissions decisions.
I next turn from using the program assessment as a predic tor of student outcomes (i.e., grades), to using it as a criterion for validating GMAT scores and UGPA. From Table 1 , all of the traditional variables used in admissions decisions sig nificantly predicted assessment exam scores as an outcome measure. The validity coefficients, however, varied consider ably in size. The best predictors were GMAT verbal (r = .55) and GMAT total scores (r = .47). GMAT writing scores also predicted exam performance (r = .26), and the weakest pre dictors were UGPA (r = .20), and GMAT quantitative scores (r = .15). The simple correlations show that program assess ment tools are viable criteria for research aimed at validating business school admissions decisions. They also support the validity of the GMAT and undergraduate grades as predictors of outcome variables other than MBA grades.
Of further interest in Table 1 is that (a) among the de mographic variables, only age significantly predicted both MBA grades (r = .19), and assessment exam scores (r = .20); and (b) nonnative students (coded 0) scored higher than U.S. natives (coded 1) on the quantitative subtest (r = -.48), but they scored lower on both the verbal (r = .35) and writing (r = .30) subtests. The latter result is perhaps not surprising, as English is a second language for my in ternational students (Talento-Miller [2008] reported data on the GMAT's validity for students whose native language is not English). The mix of nonnative and U.S. students in the same sample may also explain why the verbal and quan titative scores themselves were not significantly correlated within my sample (r = .12; but, after controlling for native status, the correlation increased to r = .35, which is similar to that reported by Talento-Miller & Rudner [2008] ).
The advantage to nonnative students on the quantitative subtest could be an artifact. Nonnative students with low ver bal scores can only be accepted into the program when those scores are offset by correspondingly high quantitative scores (i.e., students scoring low on both the verbal and quantitative subtests would not meet my admission criteria, and so are not represented in this sample). I dealt with this here by control ling for student status in the regression analyses presented subsequently.
Controlling for student status also provides a fairer test of the incremental validity of the GMAT subtests. The control allows the verbal and quantitative subtests to be correlated, which they should be in a nonbiased sample of participants, given the positive manifold (i.e., the ubiquitous finding that scores on a variety of mental tests are all positively corre lated; e.g., Jensen, 1998; Johnson, te Nijenhuis, & Bouchard, 2008) .
It is also possible that the mix of U.S. native and non native students in my sample attenuated the true validity of the GMAT writing scores (and verbal scores, as they corre lated significantly with writing scores, r = .34). To test this possibility, I conducted an additional analysis where student status (U.S. native vs. nonnative) was partialled out from all simple correlations in Table 1 . Nonetheless, controlling for student status did little to change the validity coefficients for either the writing scores (r = .13 and .20, for MBA grades and assessment scores, respectively) or the verbal scores (r = .37 and .52, respectively). The predictive validity of the quantitative scores, however, was improved after controlling for student status (r = .32 and .31, respectively). At any rate, the student status data have important implications for pro grams with a large international student base. I return to this issue in the discussion.
The Table 1 data are only simple correlations, which es tablish criterion but not incremental validity. At a practical level, incremental validity is most important. It would be un wise for an admissions committee to spend time weighting selection criteria that are redundant with those they already have. Tests of incremental validity are therefore presented in Table 2 . Here, I conducted a series of hierarchical regressions using MBA grades and then assessment exam scores as the criterion. For each regression, I entered age, student status (U.S. native vs. nonnative), and UGPA in Step 1. In Step 2, I entered GMAT verbal and quantitative scores, followed by GMAT writing scores in Step 3.
I entered the writing scores separately at Step 3 because they are a relatively new addition to the GMAT. Less research has been done on the validity of the writing scale, and so I thought a specific test of its incremental validity would be informative. Note that no conclusions would change by instead entering the writing scores together with the other variables at Step 2 (however, information on the before and after validity of the writing scale would be lost). Looking first at MBA grades as the criterion to replicate prior research, both age (β = .213) and UGPA (β = .440) were significant at Step 1. Being older was associated with higher grades in my sample, and students with higher UGPAs tended to have higher MBA GPAs. At Step 2, both GMAT verbal (β = .235) and GMAT quantitative (β = .305) scores explained unique variance (i.e., were incrementally valid) in MBA grades. Note also that age (β = .216) and UGPA (β = .424) remained significant as predictors here. Steps 1 and 2 support H 2 , and replicate results from prior studies, including the recent meta-analysis by Kuncel et al. (2007;  see also Talento-Miller & Rudner, 2008) . The combination of GMAT scores and UGPA (plus age) in this sample explained 39% of the variance in MBA grades.
Step 3, however, shows that the GMAT writing scores (β = .050) added no incremental validity to the prediction of MBA student grades. The percentage of variance explained at
Step 3 (39%) was the same as that for Step 2. Alternatively, all the predictors that were significant at Step 2 remained significant at Step 3: age (β = .224), UGPA (β = .421), verbal scores (β = .222), and quantitative scores (β = .304). H 3 was therefore not supported with MBA grades as the criterion. Table 2 also presents the results of the regression analysis with the program assessment exam as the criterion variable. All three predictors were significant at Step 1. First, increased age was associated with better exam performance (β = .206); nonnative students (coded 0) scored lower than did native U.S. students (coded 1; β = .217), and students with higher UGPAs tended to score higher on the MBA assessment exam (β = .187). At Step 2, all predictors were again significant. Both GMAT verbal (β = .439) and GMAT quantitative (β = .198) scores explained incremental variance in the MBA exam, even when controlling for age, student status, and UGPA (thus supporting H 2 ). The percentage of variance ex plained by the Step 2 variables was 38%.
At
Step 3, GMAT writing scores failed to predict unique variance in assessment exam scores (β = .102). The variance explained at Step 3 was 39%, representing only a one per centage point increase relative to Step 2. Conversely, UGPA (β = .142), verbal scores (β = .412), quantitative scores (β = .198), and age (β = .204) all remained significant at Step 3. H 3 was therefore not supported with either MBA grades or assessment exam scores as the criterion.
In the Kuncel et al. (2007) meta-analysis, GMAT total scores (β = .356) predicted grades better than did either the verbal (β = .288) or quantitative scores (β = .278) alone. I tested whether this effect existed here, given multicolinearity between the verbal and quantitative subtest scores. In my sample, verbal and quantitative scores correlated .35, once correcting for student status (the regressions in Table 2 also controlled for student status). I therefore reran the analyses in Table 2 , replacing the verbal and quantitative subtest scores with GMAT total scores in all steps. Although the conclusions remained the same, the effects for the GMAT were now stronger. With MBA grades, GMAT total scores produced a Step 3 β of .408, which was larger than that seen for either the verbal or quantitative subtest scores alone (.222 and .304, respectively, from Table 2 ). Similarly, with the program assessment exam, GMAT total scores produced a β of .485, again larger than that seen with either the verbal or quantitative scores alone (.412 and .198, respectively) . In neither analysis did the GMAT writing scores add to the prediction.
Because the sample contained only 35 nonnative U.S. students, I did not have the statistical power to test for inter actions between the GMAT subtest scores and student status as predictors of either MBA grades or program assessment scores. However, given the relatively strong differences in subtest scores by student status in Table 1 , I opted to run two additional analyses looking only at the 147 U.S. students in my sample. The first analysis predicted MBA grades, and the second predicted program assessment scores. For MBA grades, the percentage of variance explained was 44%, with age (β = .178), UGPA (β = .496), GMAT verbal (β = .191), and GMAT quantitative (β = .389) scores all emerging as significant. Once again, the writing scores (β = -.034) were not incrementally valid as predictors of U.S. student grades.
The same pattern occurred with the assessment exam as the criterion. Here, 34% of the variance was explained, with significant predictors including age (β = .201), UGPA (β = .156), GMAT verbal (β = .355), and GMAT quanti tative (β = .242) scores. Writing scores, themselves, were not reliable predictors of assessment exam performance (β = .072). In sum, across several analyses, GMAT writing scores appear to possess no incremental validity for either MBA grades or MBA program assessment scores.
DISCUSSION

Overview of Key Findings
I derived and tested three hypotheses. The first focused on whether assessment tools created to meet AACSB assurance of learning standards could predict the traditional measure of student success-final MBA grades (and thereby serve as outcome measures themselves in research aimed at validat ing business school admissions decisions). The second and third looked at whether the traditional variables used in vali dation research would also predict student success when the program assessment exam-instead of MBA grades-was the outcome measure. I framed these hypotheses as tests of incremental validity for both the GMAT subtests and UGPA predicting assessment examination scores.
H 1 was clearly supported. My college developed a con tent valid measure of management knowledge as a tool for program assessment to meet AACSB assurance of learning standards. Here, the assessment exam showed strong validity for predicting MBA grades (relative to validity coefficients for various selection methods predicting job performance in the human resources literature). Hence, assessment exams can complement MBA grades as measures of student learn ing in an MBA program.
H 2 also received strong support. The GMAT verbal and quantitative subtests, plus UGPA, showed significant incre mental validity for predicting the outcome measures. Im portantly, the GMAT's validity for predicting student suc cess beyond GPA was demonstrated. Both GMAT verbal and quantitative scores predicted performance on the program assessment exam about as well as they did MBA grades. In sum, the variables I use in admissions decisions-especially combined-possess substantial validity as predictors of both the assessment scores and MBA GPAs.
For H 3 , I addressed whether GMAT writing scores possess incremental validity, as this issue remains open in the litera ture (Talento-Miller & Rudner, 2008) . Here, GMAT writing scores showed no evidence of incremental validity. Only the simple correlation between writing scores and the program assessment was significant, but the correlation was relatively weak (i.e., r = .26). More importantly, across a series of regression analyses, the writing scores failed to explain any thing in the way of unique variance in either MBA grades or program assessment scores.
Implications for Management Education
The first implication concerns going beyond grades as the outcome measure for students in an MBA program. As ar gued previously, grades are useful but deficient measures of what students have learned. Even the link between MBA grades and success in the business world is dubious (Pfeffer & Fong, 2002) . The problem is perhaps that grades are mul tidimensional in nature, as a host of factors influence one's GPA. Assessment tools, however, seem like unidimensional assessments that measure student learning directly. The as sessment examination used here was administered to students at the end of the program, in a standardized environment, and with incentives (i.e., extra credit) for scoring well. As such, it served the dual purpose of allowing my college to objectively assess student learning and to validate admissions decisions against an outcome variable other than grades.
If business schools expend effort into program assessment for purposes of AACSB accreditation, then it seems rational to also use this information as a tool for validating existing predictors used in admissions decisions. Showing that fac tors considered in admissions decisions predict grades is one thing; showing that they also predict objective, well-designed measures of program assessment would further strengthen the decision-making process, and the perception that the pro cess is fair, and job-related.
Issues such as grade inflation or protected class differ ences in grades could also be assessed by using alterna tive measures of student learning (e.g., assessment examina tions). For example, if minority students have lower GPAs, it would be incumbent upon the school to see if differences also exist on an independent and objective measure of student learning. Indeed, showing that grades predict assessment scores equally well for minority and nonminority students would support a legal inference that the grading system is fair for all students (Griggs v. Duke Power, 1971 ).
The present study also helps resolve the mixed literature on the validity of the GMAT writing scale (Sireci & TalentoMiller, 2006; Talento-Miller & Rudner, 2008) . Given the present data, writing scores seem to add little useful infor mation over and above that offered by verbal and quantitative scores. I therefore see little value in using these scores in ad missions decisions. It can be argued that writing scores may offer more useful information for students who are nonna tive English speakers (Talento-Miller, 2008) . A counterar gument is that well-developed standardized exams already exist that test this issue (i.e., the Test of English as a Foreign Language [TOEFL]). It seems unlikely that GMAT writing scores would add incremental validity over the TOEFL, as the former could not even add incremental validity over the verbal scores here.
Limitations and Directions for Future Research
One limitation of the present study was that scores on the GMAT subtests varied by student status. Nonnative students scored higher on the quantitative subtest, but U.S. natives scored higher on both the verbal and writing subtests. I did not have enough nonnative students to test for differential validity (Dobson et al., 1999; Koys, 2005) . However, I did statistically control for student status in the regressions, and presented an analysis of U.S. natives only, which mirrored the results I found with the full sample.
Interestingly, at least with my sample, student status dif ferences did not appear for GMAT total scores, as the U.S. native advantage on the verbal scores was washed out by the nonnative advantage on the quantitative scores. To the extent that other business schools experience subtest differ ences for U.S. native versus nonnative students, use of GMAT total scores is recommended, (versus verbal and quantita tive scores, separately-for a counterargument, see TalentoMiller & Rudner, 2008) . Low scores on either verbal or quan titative could be used to direct students to remedial classes, but the fairest admissions decisions could perhaps be reached by looking at GMAT total scores, especially for students whose native language is not English.
A second limitation concerned my focus on only one type of assessment-a content-valid test of student knowledge. Many other important dimensions (e.g., communication and leadership ability, teamwork) exist with regard to success as a manager. Future researchers should assess whether these domains also possess the validity seen here with an objective measure of student learning.
A third limitation concerned the generalizability of my results to other business schools. My college exists in a large urban environment, and my students are diverse in terms of age, ethnicity, and gender. I suspect my results would generalize well to similarly situated schools. Moreover, the global validation of the GMAT has been established many times. Kuncel et al. (2007) recommended that researchers conduct local validation studies, and that the criterion space be expanded to include outcome measures other than grades. The present research is hopefully a step in that direction.
As a direction for future research, I invite other business schools to validate their program assessment tools against MBA grades, and then use the assessments themselves as supplemental criteria for evaluating the validity of their ad missions decisions. Content-valid tests have been used in em ployee selection for decades (e.g., Palumbo, Miller, Shalin, & Steele-Johnson, 2005) . In graduate business education, they could serve the joint purpose of program assessment for accreditation purposes, and as an additional criterion to be predicted by variables the school uses in admissions deci sions.
In sum, tools used to secure and maintain accreditation presumably measure student learning directly. Here I demon strated that these tools possess convergent validity by pre dicting MBA final GPAs. They also serve as useful criterion variables-by going beyond grades-for validating admis sions decisions. Since many schools already possess assess ments like the one featured here, there seems to be little downside to adopting these tools as criteria to be predicted when making admissions decisions.
