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We study the behavior of reduced models for the propagation of intense laser pulses in atomic
gases. The models we consider incorporate ionization, blueshifting, and other nonlinear propagation
effects in an ab initio manner, by explicitly taking into account the microscopic electron dynamics.
Numerical simulations of the propagation of ultrashort linearly-polarized and elliptically-polarized
laser pulses over experimentally-relevant propagation distances are presented. We compare the
behavior of models where the electrons are treated classically with those where they are treated
quantum-mechanically. A classical equivalent to the ground state is found, which maximizes the
agreement between the quantum and classical predictions of the single-atom ionization probability
as a function of laser intensity. We show that this translates into quantitative agreement between
the quantum and classical models for the laser field evolution during propagation through gases of
ground-state atoms. This agreement is exploited to provide a classical perspective on low- and high-
order harmonic generation in linearly-polarized fields. In addition, we demonstrate the stability of
the polarization of a nearly-linearly-polarized pulse using a two-dimensional model.
I. INTRODUCTION
The propagation of intense, low-frequency laser pulses
through gases triggers a variety of highly nonlinear, non-
perturbative phenomena, such as high-harmonic gener-
ation (HHG) [1, 2], terahertz (THz) generation [3, 4],
and filamentation [5, 6]. These phenomena intrinsically
tie together two disparate length scales: the microscopic
scale, defined by the coupling of individual atoms (or
molecules) to the electromagnetic field, and the macro-
scopic scale, defined by the coupling of the electromag-
netic field to the mean polarization induced across the
entire gas. Further, the self-consistent interaction be-
tween the gas particles and the field plays a paramount
role in these processes. In the case of HHG and THz gen-
eration, the observed spectra depend sensitively on the
frequency dependence of long-distance phase matching,
which hinges on the reshaping of the laser field during
propagation by the radiation emitted by ionizing atoms;
see [2, 7, 8] for examples in HHG and [9–11] for examples
in THz generation. Similarly, filamentation is born out of
the interplay between the radiation of bounded electrons
and that of the tunnel-ionized electrons during propaga-
tion [5]. Therefore, theories of these phenomena must
bridge the gap between the microscopic electron dynam-
ics and the macroscopic evolution of the laser field during
propagation. The coupling between the microscopic and
macroscopic dynamics is the main subject of this paper.
The most accurate description of the laser-gas system
is the Maxwell-Schro¨dinger model [12, 13]. This is a
first-principles model consisting of Maxwell’s equations
in three-dimensions for the macroscopic electromagnetic
field, with source terms obtained from the microscopic
electronic wave functions of the gas atoms. Due to the
high dimensionality and vast separation of scales, simu-
lations of this model under realistic conditions are only
feasible using super-computers at present [12–14]. There-
fore, reduced models are desirable. The most popular
consist of dimensionally-reduced unidirectional propaga-
tion equations for the electomagnetic field [15], which are
typically coupled to models of tunneling ionization [16]
and nonlinear susceptibility [17, 18] for the low-frequency
part of the atomic response, and a semi-classical trajec-
tory model for the high-frequency part [2, 19]. The ap-
proximations on the atomic response in these models can
miss important features of ionization and the generation
of THz and low-order harmonic radiation [20, 21], which
become particularly important when propagation effects
are taken into account [22, 23].
As an intermediate alternative, dimensionally-reduced
propagation models which retain a first-principles de-
scription of the atomic response may be employed. For
example, a reduced Maxwell-Schro¨dinger model was de-
rived by assuming plane wave solutions of Maxwell’s
equations, while retaining a first-principles, three-
dimensional Schro¨dinger description of the atomic wave
function [24, 25]. This model can be further reduced
by considering reduced spatial dimensions for the wave
function [26–28]. These kinds of models can be computa-
tionally tractable, and they provide an ab initio descrip-
tion of numerous ubiquitious propagation effects, includ-
ing nonlinear susceptibility, ionization losses, dynamical
blueshifting [29, 30], and high-pressure phase-matching
[25]. Surprisingly, despite the advantages of these re-
duced models, their behavior with experimentally rele-
vant combinations of gas density and propagation length
has not been widely explored. One reason for this is un-
doubtedly the opaque physical picture provided by the
quantum description of the electrons. This fundamental
difficulty persists even on the microscopic level, prompt-
ing countless research efforts to date to focus primar-
ily on single-atom quantum dynamics in intense laser
fields. On the contrary, in certain situations, macro-
scopic phase-matching effects can render the single-atom
radiation spectrum unrecognizable [14], underscoring the
importance of taking macroscopic effects into account.
Recently, we introduced a purely classical model that
complements reduced Maxwell-Schro¨dinger models and
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2allows the interpretation of high-harmonic spectra in
terms of the dynamics of the electron in phase space
[31, 32]. Our model goes beyond the typical classical-
trajectory description of atomic electrons in external
fields [33–36] by incorporating the self-consistent cou-
pling to the macroscopic electromagnetic field. Hence,
it provides an alternative first-principles description of
the coupled electron-laser dynamics that is more phys-
ically transparent than the quantum description, while
remaining computationally tractable. We are thus able
to perform numerical simulations of our classical model
and the corresponding quantum model for atomic gases
of realistic density and length. We showed that the field
spectra predicted by our classical model and the quantum
model are in quantitative agreement for low frequencies,
when the atomic electron is initialized in an ionized state
and the field is linearly polarized (LP). Though the quan-
tum model is necessary for calculating the intensity and
phase of the high-harmonic radiation, we showed that
the classical model allows the explanation of fine and un-
expected features of the quantum spectrum, such as the
extension of the high-harmonic cutoff due to propagation
effects [31].
In this paper, we extend our classical model to account
for both ground-state atoms and elliptically-polarized
(EP) laser fields. We show that care must be taken in se-
lecting the ground-state initial condition of the classical
model, in order to avoid an instability during propaga-
tion which is not present in the quantum model. Then,
we investigate the behavior of the classical model with an
optimized initial condition vis-a-vis the quantum model
for self-consistently calculated laser pulses propagating
through ground-state atomic gases of experimentally-
relevant density and length. Good agreement between
the two models is demonstrated for the case of ultrashort
LP pulses over a range of laser intensities. Specifically,
the classical model exhibits agreement with the quantum
model for low-order harmonics originating from bound
electrons and provides insight into the transition to tun-
neling currents [37, 38] and other nonperturbative pro-
cesses [39, 40] as the primary mechanism of low-order har-
monic generation with increasing laser intensity. Lastly,
the classical and quantum models are used to investigate
the stability of the polarization of an initially nearly-
LP pulse throughout propagation. Both models predict
that the polarization remains steady, justifying the use of
maximally-reduced one-dimensional models for the prop-
agation of purely LP pulses.
The paper is organized as follows. In Sec. II, we de-
scribe the reduced models that we simulate throughout
the paper and the observables we use to quantify the
results. In Sec. III, we show how to build the classical
model in such a way that it provides good quantitative
agreement with the corresponding quantum model for
the propagation of LP pulses through gases of ground-
state atoms with experimentally relevant densities and
millimeter-scale propagation distances. In Sec. IV, we
use the reduced models to examine harmonic genera-
FIG. 1. Schematic of the reduced model. The time-
dependence of the laser electric field E(z, τ) evolves as the
pulse position advances in z through the gas.
tion in LP fields, both from ground-state atoms and pre-
ionized atoms. In Sec. V, we report the results of simula-
tions of the reduced models with two-dimensional atoms
in a nearly-LP field. We conclude in Sec. VI. In the ap-
pendix, we provide details related to the numerical im-
plementation of the reduced models. Atomic units are
used throughout, unless stated otherwise.
II. METHOD
A. Reduced models
The reduced models we consider describe the evolution
of the electric field E(z, τ) = Ex(z, τ)xˆ + Ey(z, τ)yˆ of a
laser pulse propagating in the z-direction. We employ a
coordinate frame moving at the speed of light c with the
incident laser pulse, i.e. τ = t−z/c. In both the classical
and quantum models, the evolution equation for the field
is given by
∂zE =
2piρ
c
v(z, τ), (1)
where ρ is the number density of the gas and v =
vxxˆ + vyyˆ is the mean dipole velocity of the atoms.
This equation is derived in the dipole approximation, un-
der the additional assumptions that the electromagnetic
fields are plane waves whose only spatial dependence is on
the propagation coordinate z, and that backward propa-
gating waves are negligible, i.e. the unidirectional approx-
imation [25, 32]. The plane wave assumption is an ide-
alization, but it greatly reduces the computational com-
plexity compared to approaches where the fields depend
on two [14] or three [12] spatial coordinates. In all ex-
amples considered in this paper, we also assume that ρ
is constant, independent of z. In Eq. (1), the evolution
parameter is z, and it may be solved as an initial-value
problem with initial condition E(0, τ) = E0(τ). One sim-
ply needs to specify how to compute v at a given z for
the electric field at that position, E(z, τ). We integrate
Eq. (1) using a finite-difference scheme with a fixed spa-
tial step ∆z, as described in detail in App. A 3.
Here, we restrict our attention to the case where the
atoms can be treated in the single-active-electron approx-
3imation. That is, we assume they consist of a singly-
charged ion and an electron. Further, we assume the
electrons only move in the x-y plane, i.e. the laser po-
larization plane. This too is an idealization, but again
reduces the computational complexity compared to mod-
els describing the three-dimensional (3D) electron motion
[24, 25]. Then, in the quantum model, the electron is de-
scribed by the wave function ψ(r, z, τ), where r = (x, y) is
the electron position relative to the ion. The Schro¨dinger
equation governing the evolution of ψ in the dipole ap-
proximation and the mean dipole velocity are then given
by
i∂τψ =
[
−1
2
∇2 + V (r) +E(z, τ) · r
]
ψ, (2a)
v(z, τ) = v0(z)−
∫ τ
0
[
E(z, τ ′)
+
∫
∇V (r)|ψ(r, z, τ ′)|2d2r
]
dτ ′, (2b)
where ∇ = (∂x, ∂y), r = |r|, and V is the electron-ion in-
teraction potential, which we take to be the soft-Coulomb
potential V (r) = −(r2 + a2)−1/2 [41, 42]. The quantity
a is the softening parameter, which may be adjusted ac-
cording to the atom one is modeling. The initial dipole
velocity v0(z) is given by
v0(z) = −i
∫
ψ∗(r, z, 0)∇ψ(r, z, 0)d2r.
In Eq. (2b), we have used Ehrenfest’s theorem to express
the dipole velocity as the time integral of the dipole ac-
celeration, and we have assumed that the wave function
is normalized at all times, i.e.
∫ |ψ(r, z, τ ′)|2d2r = 1. In
numerical simulations, parts of the wave packet eventu-
ally leave the computational domain, due to ionization.
Hence, using this form of the dipole velocity ensures that
the “free electron” parts of the wave function continue to
contribute through the E term in Eq. (2b). This way, we
avoid the need of a separate equation to account for free
electron effects [13]. We obtain an approximate numer-
ical solution of Eq. (2a) using a split-operator method,
described in more detail in App. A 1.
In the classical model, the dipole velocity is com-
puted by averaging over an ensemble of electron trajec-
tories with a probability distribution on the phase space
f(r,v, z, τ). The Liouville equation governing the evo-
lution of f in the dipole approximation and the mean
dipole velocity are then given by [31, 32]
∂τf = −v · ∇f + [∇V +E(z, τ)] · ∂vf, (3a)
v(z, τ) =
∫
vf(r,v, z, τ)d2rd2v. (3b)
Equation (3a) can be viewed as a classical-trajectory
Monte Carlo (CTMC) model [35, 36] in the limit of an
infinite number of trajectories. Importantly, this limit
makes our classical model deterministic, not stochas-
tic. Furthermore, it goes beyond traditional single-
atom CTMC calculations with an external field by in-
cluding macroscopic effects via the coupling to Eq. (1).
Note that, to obtain approximate numerical solutions of
Eq. (3a), we integrate an ensemble of deterministically se-
lected trajectories, which are characteristics of Eq. (3a),
as described in App. A 2.
Thus, to compute v at a given z in the quantum model,
Eq. (2a) must be integrated in time, from τ = 0 to τ = τf ,
with the electric field E(z, τ) at that z and an initial con-
dition ψ(r, z, 0) = ψ0(r, z). Here, τf is the final integra-
tion time, a fixed parameter. With the solution ψ(r, z, τ)
in hand, v may be evaluated with Eq. (2b), and the field
equation Eq. (1) may be advanced in z. In the classical
model, on the other hand, v is obtained by integrating
Eq. (3a) from τ = 0 to τ = τf with initial condition
f(r,v, z, τ) = f0(r,v, z) and applying Eq. (3b). The fi-
nal time τf is selected according to the the latest time of
interest in the moving frame. For example, suppose the
initial laser pulse starts at τ = 0 and has a duration Tm.
If the pulse travels with a group velocity significantly less
than c and one is interested in the electron dynamics at
the end of the pulse, then one should choose a τf > Tm,
because in the moving frame, the pulse will end at later
and later times τ > Tm as it propagates. In general, se-
lecting larger values of τf does not influence the results
for times τ < τf ; for more details, see App. A 3.
The previously described models contain two spatial
dimensions for the electric field and electron motion,
which is the minimum model dimension for studying EP
laser pulses. For LP pulses, an even simpler model may
be considered: a 1D electric field with 1D electron mo-
tion along the laser polarization direction. For most of
the paper, we focus on this case, taking x to be the laser
polarization direction. Hence, the model equations are
obtained from those given above by the substitutions
E→ E, r→ x, and v → v, where we omit x subscripts.
Also, the wave function and distribution function are as-
sumed to be on reduced configuration and phase spaces,
respectively, i.e. ψ = ψ(x, z, τ) and f = f(x, v, z, τ). This
constitutes a further dimensional reduction and hence a
further reduction in computational complexity. We are
able to integrate both the quantum and classical 1D mod-
els on ordinary desktop computers for realistic sets of pa-
rameters in a reasonable amount of time (on the order of
hours).
B. Observables
We assess the behavior of the 1D models by looking
at the electric field energy density, electron energy, in-
stantaneous carrier frequency, and high-harmonic spec-
trum throughout propagation. Because the field spec-
trum is typically dominated by a narrow range of fre-
quencies around the laser fundamental ωL, even after
propagation, the field energy and instantaneous carrier
4frequency mainly reflect this part of the spectrum. For
the 2D models, we assess their behavior by computing the
spatiotemporal dependence of the ellipticity of the field
E(z, τ). The definitions of these quantities are given in
the following sections. Note that all the observables per-
taining to the 1D models can be readily generalized to
the 2D case.
1. Electric field energy density
We define the time-averaged field energy density for
the 1D model in the moving frame as
UEM(z) =
1
4piτf
∫ τf
0
E(z, τ)2dτ. (4)
In the lab frame, the conservation of energy allows one to
relate the instantaneous field energy to the instantaneous
electron energy [32]. This is not possible in the moving
frame, but nevertheless the change in UEM(z) may be
related to the change in particle energy using Eq. (1). In
particular, multiplying both sides by E yields
∂z
(
E2
4pi
)
=
ρ
c
v(z, τ)E(z, τ). (5)
This equation provides a local energy conservation law
in the moving frame, analogous to Poynting’s theorem,
stating that the change in the field energy density is equal
and opposite to the power −ρvE supplied by the field to
the electrons. Integrating Eq. (5) over τ yields
∂zUEM = − ρ
cτf
∆H(z), (6)
where ∆H(z) ≡ H(z, τf )−H(z, 0) is the change in mean
electron energy H(z, τ), defined precisely below, between
times τ = 0 and τ = τf for the electrons located at z.
Equations (5) and (6) present one of the advantages of
using an ab initio reduced model: we have exact energy
conservation laws coming from first principles [32] rather
than a posteriori considerations [1], relating the energy of
the electrons to the energy of the field. These are useful
in practice as a measure of the accuracy of the numerical
simulations, as shown in App. A 3.
2. Electron energy
For the 1D quantum model, the mean electron energy
H is defined as the expectation value of the electron
Hamiltonian operator in the absence of the electric field,
H(z, τ) =
∫
ψ∗(x, z, τ)
[
−1
2
∂2x + V (x)
]
ψ(x, z, τ)dx.
(7)
Meanwhile, in the classical model it is defined as the
ensemble-average of the corresponding classical electron
energy H(x, v) = v
2
2 + V (x), i.e.
H(z, τ) =
∫
H(x, v)f(x, v, z, τ)dxdv. (8)
In practice, Eq. (7) may be inconvenient to implement,
because ionized parts of the electronic wave function may
escape outside of the finite computational domain. Thus,
Eq. (7) does not account for the energy of this part of
the wave function and therefore underestimates the true
electron energy. This effect can be mitigated by choos-
ing large enough computational domains. On the other
hand, this drawback is not present for the implementa-
tion of Eq. (8) because the numerical scheme we choose
for solving the Liouville equation consists of integrating
the electron trajectories.
3. Instantaneous carrier frequency
For computing the instantaneous carrier frequency in
the 1D model, we use the Wigner-Ville transform [43] of
the electric field
W (τ, ω; z) =
1
pi
∫ ∞
−∞
Eˆ∗(z, τ − τ ′)Eˆ(z, τ + τ ′)e−2iωτ ′dτ ′,
(9)
where the asterisk denotes the complex conjugate and
Eˆ(z, τ) is the analytic representation of the field E(z, τ).
The analytic representation is, roughly speaking, the in-
verse Fourier transform of the positive-frequency part of
a function’s Fourier transform, i.e.
Eˆ(z, τ) =
1
pi
∫ ∞
0
E˜(z, ω)eiωτdω, where
E˜(z, ω) =
∫ ∞
−∞
Ep(z, τ)e
−iωτdτ.
Here, Ep refers to the field E after post-processing,
which may be necessary to perform a meaningful Fourier
analysis. For instance, post-processing may consist of
windowing the field with the function w(τ), in which
case Ep(z, τ) = E(z, τ)w(τ − τc). We specify the post-
processing applied for each example we consider.
The analytic representation, itself complex, is a use-
ful representation of the real field because it satisfies
Ep(z, τ) = Re[Eˆ(z, τ)]. Thus, it naturally decom-
poses the field into its amplitude, |Eˆ(z, τ)|, and phase,
arg[Eˆ(z, τ)] [43]. The Wigner transform (which uses E
instead of Eˆ in Eq.(9)) has proven effective at analyz-
ing frequency-related propagation effects [29, 44], and
we have found that the Wigner-Ville transform is even
better suited to this task, especially in the case where E
contains multiple frequency components. At a given z,
W (τ, ω; z) provides information on the frequency content
of E at time τ . When E consists of multiple frequency
components, W (τ, ω; z) typically contains several peaks
at a given τ , one for each component. The instantaneous
5carrier frequency ωc(z, τ) is defined as the frequency such
that W (τ, ω; z) is the maximum for a given z and τ [44].
Further, we define the maximum instantaneous carrier
frequency as ωmax(z) = maxτ ωc(z, τ).
4. High-harmonic spectrum
We assess high harmonic generation using several
methods. On the field side, we evaluate the field spec-
trum |E˜(z, ω)|2 throughout propagation. Also, to under-
stand the coherent buildup of radiation in a particular
frequency band [ωa, ωb], we track the evolution of the
frequency-filtered analytic field [2], i.e.
Eˆab(z, τ) =
1
pi
∫ ωb
ωa
E˜(z, ω)eiωτdω. (10)
On the particle side, we study the evolution of the
spectrogram of the Coulombic part of the dipole accel-
eration da(τ) = −∂xV (τ) in the quantum model, which
provides information on the time-frequency properties of
the emission [45, 46]. These spectrograms are related to
the statistics of recollisions in the classical model [31]. We
monitor recollisions by computing a quantity R(κ, τ ; z)
that we call the recollision flux. This quantity is a mea-
sure of the probability of a recollision with kinetic energy
κ occurring at time τ for the atoms at z, and is defined
R(κ, τ ; z) =
∫
f(x, v, z, τ)Θ(xc−|x|)Θ(κc−|v2/2−κ|) dxdv,
(11)
where Θ is the Heaviside step function. The quantities
xc and κc are adjustable parameters, with xc being the
threshold for recollision and κc controlling the kinetic en-
ergy bin size. We take xc = 5 a.u. and adjust κc based
on the kinetic energy scale of a given simulation. To
gain deeper insight into the classical dynamics, we also
visualize f(x, v, z, τ) itself and examine the electron tra-
jectories which underlie it.
In the quantum model, we also look at the phase of the
high-harmonic radiation as a function of z. The source
of the radiation is the dipole velocity of the atoms v.
We compute its phase by first computing the analytic
dipole velocity vˆab(z, τ) in the frequency range of inter-
est, by applying Eq. (10) to v(z, τ). Now, the phase of
the complex vˆab(z, τ) tells us the phase of the emitted ra-
diation. The phase has a natural evolution at the carrier
frequency of the radiation in this frequency range, so we
must subtract this off to observe variations in the phase
about this reference phase. We define the reference phase
φref(τ) as
φref(τ) = arg[vˆab(0, 0)]+
(
1
τf
∫ τf
0
d
dτ ′
arg[vˆab(0, τ
′)]dτ ′
)
τ.
Hence, we define the phase of the high-harmonic emission
φab(z, τ) as
φab(z, τ) = arg[vˆab(z, τ)]− φref(τ).
5. Ellipticity
We evaluate the ellipticity of the 2D electric field
E(z, τ) using the Stokes parameters [47]. The Stokes
parameters are defined for a complex field, Eˆ =
(|Eˆx|e−iφx , |Eˆy|e−iφy ), where φx = − arg Eˆx and φy =
− arg Eˆy, as
s0 = |Eˆx|2 + |Eˆy|2, (12a)
s1 = |Eˆx|2 − |Eˆy|2, (12b)
s2 = 2|Eˆx||Eˆy| cos(φy − φx), (12c)
s3 = 2|Eˆx||Eˆy| sin(φy − φx). (12d)
With these definitions, the relation s20 = s
2
1 + s
2
2 + s
2
3
is satisfied, and physically it corresponds to completely
polarized light. From the Stokes parameters, one can
calculate the parameters characterizing the polarization
ellipse, namely, the angle θ of the major axis of the ellipse
with respect to the x-axis, and the ellipticity ξ, the ratio
of the minor to major axes of the ellipse (with a positive
sign signifying counter-clockwise rotation). In experi-
ments, the Stokes parameters can be measured. However,
the measurements correspond to space and time averages
of the field, which is generally partially polarized. Since
we compute E(z, τ), we know the exact spatiotemporal
dependence of the field and do not need to average. This
allows us to define instantaneous polarization ellipse an-
gles and ellipticities θ(z, τ) and ξ(z, τ). We do this by
using the analytic representation of the calculated field
Eˆ(z, τ) (see Eq. (10)) in Eqs. (12), leading to space- and
time-dependent Stokes parameters. Then, using the re-
lations
tan 2θ =
s2
s1
,
sin 2χ =
s3
s0
,
ξ = tanχ,
we obtain θ(z, τ) and ξ(z, τ).
III. PROPAGATION OF A PULSE THROUGH A
GAS OF ONE-DIMENSIONAL GROUND-STATE
ATOMS
A. Selection of initial conditions
We begin by applying the 1D reduced models to the
propagation of a laser pulse through a gas of ground-state
atoms. The initial conditions are plotted in Fig. 2. We
take an incident laser pulse given by
E0(τ) =
{
E0 sin
2( piτTm ) cos(ωLτ) for 0 < τ < Tm,
0 for Tm < τ < τf ,
(13)
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FIG. 2. Initial conditions of the ground-state simulation. (a) Initial electric field E0(τ) (see Eq. (13)), with a peak intensity
I = 3.5×1014 Wcm−2. (b) Initial microscopic electron density ρe(x). The solid orange curve is for the quantum model, the blue
triangles are for the classical model with initial energy distribution g1, and the purple circles are for the classical model with
gσ. (c) Initial electron phase space distribution f0(x, v) for the classical model with g1, with the probability density indicated
by the linear color scale.
where E0 is the maximum field amplitude, ωL is the laser
frequency, and Tm is the duration of the laser pulse. We
relate E0 in atomic units to the peak intensity of the pulse
I in Wcm−2 using E0 = 5.338×10−9
√
I. For the rest of
the parameters, we fix ωL = 0.0378 a.u., Tm = 7To, and
τf = 8To, where To = 2pi/ωL is one optical cycle. These
values correspond to a laser wavelength λL = 1.2 µm,
and a FWHM pulse duration of Tm/2 = 14 fs. We con-
sider positions of the laser pulse between z = 0 and
z = 1 mm, where the gas is assumed to have a constant
density ρ. Everywhere else is assumed to be vacuum, as
illustrated in Fig. 1, and the field does not evolve in those
regions.
For the quantum model, the initial state of the electron
is taken as the ground state of Eq. (2a) in the absence
of the electric field. We take the softening parameter
a =
√
2, which means the ground state has energy Ip =
−0.5 a.u. and the form [48]
ψ0(x) = Nψ
(
1 +
√
x2 + 2
)
exp
[
−
√
x2 + 2
]
,
where Nψ is a normalization constant. Note that we take
ψ0 to be independent of z, because the initial state of the
atoms is assumed to be uniform.
For the classical model, a variety of options have
been considered for designing a suitable initial phase
space distribution f0(x, v) corresponding to the quan-
tum ground state, given that it is not possible to ob-
tain one in a strictly self-contained manner. We aim to
maximize the quantitative agreement between the clas-
sical and quantum models, where the main difficulty is
getting the classical model to exhibit a similar intensity-
dependent ionization probability as the quantum model.
In this respect, the most na¨ıve option for the classical
ground state—a microcanonical ensemble at the quan-
tum ground-state energy h = Ip—does not perform well
for the one-dimensional (1D) SAE model, in part because
the onset of ionization occurs too suddenly [36, 49]. As
an alternative, we take a distribution of initial energies,
h ∈ [hmin, hmax] with a probability density g(h), leading
to a distribution function of the form [36]
f0(x, v) =
∫ hmax
hmin
g(h)Nhδ(h−H(x, v))dh. (14)
Meanwhile, Nh is a normalization constant such that
Nh
∫
δ(h−H(x, v))dxdv = 1, (15)
and its calculation is discussed in App. A 2. Note that,
because f0 can be written as a function of H, which is
conserved along a trajectory in the absence of the electric
field, it is a stationary state of the field-free Liouville
equation (3a).
In the first example, we choose the energy distribu-
tion to emulate the one employed in Ref. [36]. There,
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FIG. 3. Classical energy distributions and ionization probability. The blue triangles correspond to the classical model with g1,
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Distribution of initial energies g(h) for the classical model. (b) Probability of ionization at the end of the laser pulse Pion(Tm)
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the energy distribution is obtained by truncating the en-
ergy distribution of the Wigner distribution function of
the corresponding quantum ground state. The resulting
classical calculations of the intensity-dependent ioniza-
tion probability are shown to have reasonable agreement
with the quantum calculations. We select the same en-
ergy range as in Ref. [36], so that hmin,1 = −0.638 a.u.
and hmax,1 = −0.325 a.u. Their truncated-Wigner energy
distribution appears nearly linear, so we estimate it by
the distribution g1(h) = a0 + a1h, with a1 = −7.656 a.u.
and a0 = −0.4915 a.u. chosen such that g1(h) is normal-
ized to one. Our distribution satisfies h =
∫
hg1(h)dh =
−0.5011 a.u. ≈ Ip. This suggests it is a good approxima-
tion to the distribution of Ref. [36], for which the mean
energy of the classical ensemble h is exactly equal to the
quantum ground state energy Ip.
The distribution g1 is plotted in Fig. 3a, along with
the microscopic electron density ρe(x) in Fig. 2b and
the phase space distribution in Fig. 2c. For the clas-
sical model, ρe(x) =
∫
f0(x, v)dv, while for the quan-
tum model, ρe(x) = |ψ0(x)|2, and this is also plotted
in Fig. 2b for comparison. The quantum electron den-
sity exhibits a single peak at the origin, typical of the
ground-state electron density. Meanwhile, the classical
electron density with g1 as the energy distribution ex-
hibits two sharp peaks, symmetric about x = 0. This
resembles the shape of the electron density of a highly
excited yet bound quantum eigenstate, which is typically
flanked by two sharp peaks around the classical turning
points of the binding potential. However, the location
of the peaks here are closer to x = 0 than the turning
points of the classical state with the quantum ground
state energy Ip, which would be at |x| = 1.41 a.u. Hence,
the shape of the classical electron density with g1 is not
simply identified with that of the quantum ground state
nor any of the excited states.
Besides this qualitative difference between the classi-
cal and quantum representations of the electron ground
state, the two models also differ quantitatively on their
predictions of the intensity-dependent ionization proba-
bility, plotted in Fig. 3c. We define the time-dependent
ionization probability Pion(τ) as the probability of find-
ing the electron with |x| > 10 a.u. at time τ . Then, the
probability of the electron being ionized at the end of the
pulse is Pion(Tm). In Fig. 3b, we compare the variation of
this quantity as a function of the peak-intensity I of the
8incident laser pulse given by Eq. (13) for the quantum
model and the classical model with initial energy distri-
bution g1. Evidently, for this laser frequency and pulse
duration, there is much room for improvement in terms of
the quantitative agreement between intensity-dependent
ionization probabilities. For example, for intensities be-
low I = 3×1013 Wcm−2, the classical model with g1 pre-
dicts no ionization, whereas the probability is nonzero in
the quantum case. Then, between I = 3 × 1013 Wcm−2
and I = 1014 Wcm−2, the classical model with g1 overes-
timates the ionization probability compared to the quan-
tum case, and for even higher intensities it reverts to
underestimating it. We shall show below that these dis-
crepancies impact the agreement between the quantum
and classical models for the evolution of the laser pulse
during propagation.
Given these initial conditions, we simulate the prop-
agation of the pulse from z = 0 to z = 1 mm for a
gas with density ρ = 2 × 1019 cm−3, corresponding to
a room-temperature gas at atmospheric pressure, using
the quantum model and the classical model with initial
energy distribution g1. We choose the peak intensity of
the incident pulse as I = 5 × 1013 Wcm−2, which is a
low ionization probability regime. Here, the quantum
model gives Pion(Tm) ≈ 0.5% and the classical model
with g1 gives Pion(Tm) ≈ 5% for the incident pulse, as
shown in Fig. 3c. In Fig. 4a, we compare the electric fields
E(z, τ) at z = 0.2 mm computed from each model. Up to
this distance, the dominant propagation effects are cap-
tured by both models. For example, the group velocity
of the pulse is noticeably less than c in both calculations.
In the moving frame, this is evidenced by the temporal
shift of the pulse to the right of the initial pulse E0(τ),
as seen in Fig. 4a. This effect is captured equally well
by the quantum and classical calculations for τ/To < 3,
and the agreement between the fields for larger τ is fair.
For larger times, both calculations also predict a time-
dependent blueshift, as seen in the instantaneous carrier
frequency ωc(z, τ) at z = 0.2 mm, plotted in Fig. 4c. The
classical calculation yields a much larger blueshift than
the quantum calculation, because blueshifting is caused
by ionized electrons [30, 50], and the classical model has
a higher ionization probability than the quantum model
for this I. The higher ionization probability is consis-
tent with higher ionization losses observed in the classi-
cal calculation compared to the quantum calculation, as
evidenced by the more rapidly decreasing pulse energy
density UEM(z), plotted in Fig. 4b. In summary, the clas-
sical and quantum calculations for these low-frequency
observables are qualitatively similar up to z = 0.2 mm,
owing their quantitative disagreement to the discrepancy
in ionization probability.
However, for larger z, the classical calculation signifi-
cantly departs from the quantum calculation. One symp-
tom of the problem is seen in Fig. 4b, where UEM ac-
tually starts increasing at around z = 0.5 mm. By en-
ergy conservation, i.e. Eq. (6), this implies the mean elec-
tron energy must experience a net decrease. While elec-
tron energy loss is virtually nonexistent for the atoms
at z = 0, such behavior manifests itself in the course
of pulse propagation. We see the precursors to this be-
havior by z = 0.2 mm, as shown in Fig. 4e and Fig. 5a.
In Fig. 4e, we have plotted the joint distribution of the
initial electron energy hi and final electron energy hf ,
i.e. at the end of the pulse, computed from the classical
model. We see that classically, it is possible for an elec-
tron to lose energy, evidenced by the nonzero probability
for hf < hi, i.e. below the dashed line. In particular,
states with energies lower than hmin,1 become populated
by the end of the pulse. These are seen clearly in the
distribution function f(x, v, z, τf ) at z = 0.2 mm, shown
in Fig. 5a, where the states inside of the red ring have an
energy hf < hmin,1.
Further, the electron energy loss becomes more severe
as z increases, as seen in f(x, v, z, τf ) and the joint hi-hf
distribution at z = 1 mm in Fig. 5b and Fig. 6c, respec-
tively. Eventually, the energy lost by these electrons out-
weighs the energy gained by the ionized electrons, lead-
ing to the increase in field energy seen in Fig. 4b around
z = 0.5 mm. In the quantum model, this cannot possi-
bly happen when all the electrons are initialized in the
lowest possible energy state, i.e. the ground state. There,
the pulse is always losing energy throughout propagation
because the gas is always strictly gaining energy by exci-
tation and ionization of the atoms. Hence, a net energy
increase at any point throughout the pulse propagation
is an unphysical effect that we would like to avoid when
using the classical model for a gas of ground-state atoms.
B. Improving the classical model
The agreement between the quantum and classical
models may be improved by altering the initial energy
distribution g used in the classical model. Looking more
closely at the mechanism for the anomalous electron en-
ergy loss in the classical model provides some intuition
on what refinements need to be made to g to effect this
improvement. In Fig. 4e and 6c, we have plotted the joint
distribution of hf and hi for electrons at z = 0.2 mm and
z = 1 mm, respectively. Here, we see that the electrons
most likely to lose energy are those with initial energies
near the two possible extremes, hmin,1 and hmax,1. In be-
tween these extremes, the energies of the electrons remain
more or less at their initial values, a signature of bounded
electron motion [49] on invariant tori [51, 52]. As propa-
gation proceeds, electron energy loss becomes more and
more probable. The range of energies at which this hap-
pens gradually creeps inward from both extremes, as in-
dicated by the arrows on Fig. 4e and confirmed by Fig. 6c.
At the same time, we observe a resonant-like growth of
the electric field modes with frequencies near ω = 14ωL,
visible in the spectra of the field |E˜(z, ω)|2 at z = 0.2 mm
in Fig. 4d and z = 1 mm in Fig. 6b. The classical
spectrum displays a broad peak at these modes, whose
intensity grows rapidly in z and leads to a highly dis-
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FIG. 4. Results of pulse propagation through 1 mm of ground-state atoms with density ρ = 2 × 1019 cm−3, with a peak
incident pulse intensity of I = 5 × 1013 Wcm−2 and carrier frequency ωL = 0.0378 a.u. The orange solid curves correspond
to the quantum model, while the blue triangles correspond to the classical model with g1. (a) Time-dependent electric field
E(z, τ) at z = 0.2 mm. The grey dotted curve is the initial field E0(τ). (b) Normalized time-averaged pulse energy density
UEM as a function of z. (c) Instantaneous carrier frequency ωc(z, τ) at z = 0.2 mm. (d) Power spectrum of the filtered electric
field |E˜(z, ω)|2 at z = 0.2 mm. (e) Probability density for transitioning from a state with initial energy hi to a state with final
energy (at τ = τf ) hf for the classical model at z = 0.2 mm. The density is indicated by a logarithmic color scale. The red
dashed line is hf = hi. The spatial step used is ∆z = 1.3λL = 1.57 µm.
torted electric field for z > 0.2 mm. For example,
the classically-calculated field at z = 1 mm, plotted in
Fig. 6a, exhibits large, rapid oscillations for τ < 2.5To
due to the radiation near ω = 14ωL. This is in stark
contrast to the field of the quantum calculation. Indeed,
the quantum spectrum lacks a conspicuous peak around
ω = 14ωL at z = 0.2 mm, shown in Fig. 4d, as well as at
larger values of z, as shown in Fig. 6b for z = 1 mm. In
response to an incident quasi-monochromatic field, the
classical single-atom model is known to exhibit radiation
at frequencies near that of the field-free bounded electron
motion [53, 54]. Hence, it is plausible that the classical
atoms radiate strongly at the frequency ν correspond-
ing to the electron orbit with energy hmin,1, because
the initial electron energy distribution g1(h) is effectively
peaked at hmin,1. The energy-dependent frequency of the
field-free orbits ν(h) can be approximated by expanding
the exact expression for ν for small h − h∗ [52], where
h∗ = −1/a is the energy of the equilibrium at x = 0 and
the lower bound on the electron energy in the classical
model. In this case, the expansion to leading order (see
Ref. [52] for more details) is
ν(h) ≈ a−3/2 − 9
8
a−1/2(h− h∗). (16)
Using Eq. (16), we obtain ν(hmin,1) ≈ 14ωL, in striking
agreement with the location of the broad peak in Fig. 4c.
Thus, it appears that the radiation generated near this
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FIG. 5. Electron energy loss in the classical model with the parameters of Fig. 4. (a),(b) Electron distribution function at
the end of the laser pulse f(x, v, z, τf ). The red curve indicates the initial minimum energy H(x, v) = hmin,1. (c),(d) Electron
trajectory x(τ) which ends with the smallest energy hf . Panels (a) and (c) are computed at z = 0.2 mm, while (b) and (d) are
computed at z = 1 mm.
frequency builds up in the early part of the gas (for small
z), until it is strong enough to interact resonantly with
the electrons naturally oscillating at those same frequen-
cies in the later parts of the gas. This likely causes the
electron energy loss observed at increasing z, beginning
with the electrons with energies hi ≈ hmin,1, while con-
tinuing to feed the growth of radiation at frequencies near
14ωL. Evidence of this is shown in Figs. 5c and 5d, where
we have plotted the trajectories x(τ) of the electron with
the smallest energy at τf , at z = 0.2 mm and z = 1 mm,
respectively. At z = 0.2 mm, the electron experiences a
gradual energy loss, inferred from the gradually decreas-
ing amplitude of the oscillations. Eventually, this be-
comes a sudden drop in energy, as seen for the electron
trajectory at z = 1 mm in between τ = To and τ = 2To.
It is also during this time period that the high-frequency
oscillations in the classically-calculated electric field are
particularly prominent, as seen in Fig. 6a. This suggests
that these oscillations are at a similar frequency but out
of phase with the electron motion in Fig. 5d, leading to
the electron’s rapid energy loss.
Given these observations, we propose to improve the
classical model by judiciously selecting another initial en-
ergy distribution g to mitigate the pitfalls of g1. On
the one hand, we want a distribution that improves the
agreement between the classical and quantum intensity-
dependent ionization probabilities Pion(Tm). This en-
sures the classical model can mimic the quantum model
with respect to the blueshift, ionization losses, and sub-
luminal group velocity of the pulse. On the other, we
want a distribution which is not sharply peaked at an
energy greater than h∗. Avoiding this may prevent the
amplification of the radiation of bounded electrons that
subsequently also appears to trigger their energy loss.
We have found that the sigmoid distribution meets
these criteria. The distribution is given by
gσ(h) =
Nσ
1 + exp [k(h− hm)] , (17)
defined on the energy range [h∗, hmax,σ], with Nσ a nor-
malization constant. We choose hmax,σ = −0.23 a.u. The
free parameters k and hm are optimized to maximize the
agreement between the classical and quantum predictions
for Pion(Tm) for the values of intensity plotted in Fig. 3,
yielding k = 93.22 a.u. and hm = −0.3709 a.u. The dis-
tribution gσ with the optimized parameters is plotted in
Fig. 3a, and the microscopic electron density ρe(x) ob-
tained from gσ is plotted in Fig. 2b. Compared to the
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FIG. 6. Same calculation as Fig. 4, with the results shown at z = 1 mm. The orange solid curves correspond to the quantum
model, while the blue triangles and thin dotted lines correspond to the classical model with g1. (a) Time-dependent electric
field E(z, τ). The grey dotted curve is the initial field E0(τ). (b) Power spectrum of the filtered electric field |E˜(z, ω)|2. (c)
Probability density for transitioning from a state with initial energy hi to a state with final energy (at τ = τf ) hf for the
classical model. The density is indicated by a logarithmic color scale. The red dashed line is hf = hi.
electron density of g1, the electron density of gσ is more
similar to its quantum counterpart, exhibiting a single
peak at the origin. Hence, gσ provides a more physi-
cally reasonable representation of ρe(x) than g1. Fur-
thermore, in Fig. 3b, we see that the ionization proba-
bilities of gσ agree very well with the quantum ones for
ionization probabilities below about 10%, in stark con-
trast to those of g1. For higher ionization probabilities,
the performance of gσ is similar to g1, with the ionization
probabilities actually being slightly lower in this range.
To illustrate the improved performance of gσ compared
to g1 in the low ionization probability regime, we com-
pare the quantum and classical predictions of Pion(τ) in
Fig. 3c for an external pulse with I = 5 × 1013 Wcm−2.
Clearly, the gσ ionization probability is much closer to the
quantum calculation than that of g1 for all times τ > 3To,
when significant ionization begins to take place.
Now, going beyond the single-atom perspective, we
show that using gσ instead of g1 also improves the clas-
sical propagation simulations, allowing millimeter-scale
propagation without the pulse energy ever increasing or a
resonance at a bound-electron frequency developing. We
show the results of the classical propagation calculation
with gσ under the same conditions as Fig. 4 in Figs. 7
and 8. The quantum and classical calculations agree
well for the time-dependent electric field at z = 1 mm
(Fig. 7a), as well as the ionization losses and instanta-
neous frequency (Figs. 7b and 7c, respectively). At the
same time, we no longer observe a significant probability
of energy loss among the low-energy bounded electrons
at any point during propagation. This is seen by com-
paring the joint hi-hf distributions with gσ, plotted in
Fig. 8, to those with g1, plotted in Fig. 4e and Fig. 6c.
We thus confirm that our strategy of matching ionization
probabilities and appropriately shaping the classical ini-
tial energy distribution succeeds in eliminating unphysi-
cal effects from the classical model while simultaneously
improving the quantitative agreement with the quantum
model. Henceforth, when we refer to the classical model,
we mean the classical model with gσ as the initial energy
distribution.
C. Increasing the ionization probability
To conclude this section, we report on the correspon-
dence between quantum and classical pulse propagation
simulations in intermediate and high ionization proba-
bility regimes. Figure 9 shows the results of the propa-
gation calculations in an intermediate ionization prob-
ability regime. Here, a pulse with initial peak inten-
sity I = 9 × 1013 Wcm−2 propagates through 1 mm of
a gas with density ρ = 1018 cm−3. The density has
been reduced by a factor 20 compared to the previous
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FIG. 7. Results of pulse propagation through 1 mm of ground-state atoms with density ρ = 2× 1019 cm−3, peak incident pulse
intensity I = 5 × 1013 Wcm−2 and carrier frequency ωL = 0.0378 a.u. The solid orange curves and crosses correspond to the
quantum model, while the purple circles and squares correspond to the classical model with gσ. (a) Time-dependent electric
field E(z, τ) at z = 1 mm. The grey dotted curve is the initial field E0(τ). (b) Normalized pulse energy UEM (curve and circles,
left axis) and maximum instantaneous carrier frequency ωmax (crosses and squares, right axis) as a function of z. The scale of
the right axis is the same as in panel (c). (c) Time-dependent carrier frequency ωc(z, τ) at z = 1 mm. The spatial step used is
∆z = 1.3λL = 1.57 µm.
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FIG. 8. Final versus initial energy distributions at z = 0.2 mm (a) and z = 1 mm (b) for the classical model using gσ as the
initial energy distribution. The pulse propagation parameters are the same as for Fig. 7. The dashed red line indicates hf = hi.
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FIG. 9. Results of pulse propagation through 1 mm of ground-state atoms with density ρ = 1018 cm−3, peak incident pulse
intensity I = 9 × 1013 Wcm−2 and carrier frequency ωL = 0.0378 a.u. The solid orange curves and crosses correspond to the
quantum model, while the purple circles and squares correspond to the classical model with gσ. (a) Time-dependent electric
field E(z, τ) at z = 1 mm. The grey dotted curve is the initial field E0(τ). (b) Normalized pulse energy UEM (curve and circles,
left axis) and maximum instantaneous carrier frequency ωmax (crosses and squares, right axis) as a function of z. The scale of
the right axis is the same as in panel (c). (c) Time-dependent carrier frequency ωc(z, τ) at z = 1 mm. The spatial step used is
∆z = 2λL = 2.4 µm.
simulations because the ionization probability is initially
Pion(Tm) ≈ 10%, approximately 20 times higher than at
I = 5×1013 Wcm−2. Hence, scaling down the density by
this factor maintains the ionized electron density at the
same level as the previous calculations, suggesting that
the ionization-driven propagation effects here are com-
parable to the previous case. For this set of parameters,
we again observe a high level of quantitative agreement
between the quantum and classical calculations for the
time-dependent electric fields (Fig. 9a), ionization losses
(Fig. 9b), and time-dependent blueshift (Fig. 9b and 9c).
This provides evidence of the robustness of the classical
model with gσ with respect to a range of incident laser
pulse intensities. In the intermediate ionization probabil-
ity regime, both the quantum and classical calculations
show that the laser field is not substantially reshaped
during propagation, despite a maximum ionized electron
density of about 1017 cm−3. This is due to a balance
between neutral atom dispersion and free electron dis-
persion. These conditions are favorable for the phase-
matching of high harmonic radiation [7], and the coher-
ent buildup of this radiation is investigated in Sec. IV B.
Figure 10 shows the results of a propagation calcu-
lation in a high ionization probability regime. Here, a
pulse with initial peak intensity I = 3.5 × 1014 Wcm−2
propagates through 1 mm of a gas with density ρ =
5× 1017 cm−3. This leads to an initial ionization proba-
bility of Pion(Tm) ≈ 100% for the quantum model and
Pion(Tm) ≈ 50% for the classical model. Given this
discrepancy in ionization probability, we see in Fig. 10
that the quantitative agreement between the quantum
and classical calculations is reduced compared to the low
and intermediate ionization probability regimes. Qual-
itatively, however, both calculations give the same re-
sults. For the field E(z, τ) at z = 1 mm plotted in
Fig. 10, the quantum and classical calculations overlap
up to τ ≈ 2.5To, and both predict a phase advance dur-
ing the latter-half of the pulse compared to the initial
pulse E0(τ). This phase advance, a signature of the neg-
ative dispersion of free electrons, also manifests itself in
the dramatic time-dependent blueshift, seen in both cal-
culations of ωc(z, τ) at z = 1 mm (Fig. 10c). The max-
imum carrier frequency ωmax and the ionization losses
are larger in the quantum model, as shown in Fig. 10b,
because the ionization probability is higher than in the
classical model.
For short pulses, a high ionization probability is typi-
cally attained in the barrier-suppression regime, where
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FIG. 10. Results of pulse propagation through 1 mm of ground-state atoms with density ρ = 5 × 1017 cm−3, peak incident
pulse intensity I = 3.5× 1014 Wcm−2 and carrier frequency ωL = 0.0378 a.u. The solid orange curves and crosses correspond
to the quantum model, while the purple cirlces and squares correspond to the classical model with gσ. (a) Time-dependent
electric field E(z, τ) at z = 1 mm. The gray dotted curve is the initial field E0(τ). (b) Normalized pulse energy UEM (curve
and circles, left axis) and maximum instantaneous carrier frequency ωmax (crosses and squares, right axis) as a function of z.
The scale of the right axis is the same as in panel(c). (c) Time-dependent carrier frequency ωc(z, τ) at z = 1 mm. The spatial
step used is ∆z = 2.6λL = 3.2 µm.
the potential barrier in the combined Coulomb and
maximum laser fields is depressed below the quantum
ground-state energy [1]. At intensities above the barrier-
suppression intensity IBS, ionization takes place by over-
the-barrier ionization, rather than tunneling or multipho-
ton ionization. For this system with Ip = −0.5 a.u., we
have IBS = 1.4 × 1014 Wcm−2, and it turns out that
this is approximately where the intensity-dependent ion-
ization probabilities of the classical model with gσ depart
from those of the quantum model (Fig. 3b). Even though
over-the-barrier ionization is essentially classical, our ini-
tial energy distribution is not effective in this regime be-
cause of the apparent drawback of having a distribution
which is peaked at an energy greater than h∗. In or-
der to avoid the bound-electron resonant interaction that
plagues the classical model at low intensities, we specif-
ically designed gσ to populate classical states with ener-
gies h < Ip, as seen in Fig. 3a. The lower the energy of
the state, the higher peak intensity required to ionize it
[49]. Thus, many of these states remain bounded even for
I > IBS, while in the quantum case the atom becomes
fully ionized. Consequently, when tuning the classical
model to accurately capture propagation effects, there is
a trade-off between accuracy in the low-to-intermediate
ionization probability regime and accuracy in the high
ionization probability regime. For an example of an al-
ternative initial condition distribution which is tailored
specifically to the high ionization probability regime and
the corresponding propagation calculations, we refer the
reader to Ref. [55]. However, the classical model with
this distribution exhibits the unphysical bound-electron
resonance behavior described in Sec. III A at lower laser
intensities.
IV. DYNAMICS OF THE HARMONIC
SPECTRUM
We have seen that matching the quantum and classical
single-atom intensity-dependent ionization probabilities
leads to a good agreement between the two models for
the field evolution in the macroscopic gas. It turns out
that this agreement can be improved even further in the
context of a numerical experiment known as the scatter-
ing experiment [56–58], in which the electron is initial-
ized in a pre-ionized scattering state. With the ioniza-
tion step artificially removed, the quantum and classical
propagation calculations become nearly indistinguishable
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for the dominant frequency component of the field [31].
This ensures maximal correspondence between the quan-
tum and classical electron dynamics throughout propa-
gation. That makes this scenario, hereafter referred to as
the scattering-propagation experiment, a natural starting
point for exploring the mechanisms of harmonic radiation
phenomena, which is the subject of this section. After a
close examination of HHG in the scattering-propagation
experiment, we consider low- and high-order harmonic
generation from ground-state atoms.
A. The scattering-propagation experiment
1. Initial conditions
We again consider the propagation of the laser field
from z = 0 to z = 1 mm, through a gas of density ρ =
5 × 1017 cm−3. Because we are not concerned with the
gradual ionization of the atom here, we are not obliged
to use a realistic pulse shape for the initial electric field.
Thus, we initialize the field as a simple monochromatic
wave, E0(τ) = E0 cos(ωLτ), and we reduce the final time
to τf = 3.5To. We take the same field parameters as in
the high ionization probability regime, i.e. E0 = 0.1 a.u.
for an intensity of I = 3.5 × 1014 Wcm−2. The electron
is initialized as a Gaussian wave packet at rest, centered
at the quiver radius E0/ω
2
L, as in Refs. [56–58]. Thus,
for the quantum case, the initial wave function is
ψ0(x) =
(
γ2
pi
)1/4
exp
[
−γ
2
2
(
x− E0
ω2L
)2]
,
where the parameter controlling the wave packet width
is chosen as γ = 0.2236 a.u. [57]. Meanwhile, in the clas-
sical case, the corresponding initial distribution function
is also a Gaussian wave packet, with identical position
and velocity spreads to the quantum wave packet, i.e.
f0(x, v) =
1
pi
exp
[
−γ2
(
x− E0
ω2L
)2
− v
2
γ2
]
Unlike in the ground-state case, we have not performed
any adjustments to the classical distribution to opti-
mize the agreement between the quantum and classical
propagation calculations—indeed, this f0 is precisely the
Wigner transform of ψ0 [60]. As we shall see below, ex-
cellent agreement may already be obtained with this dis-
tribution.
2. Evolution of the dominant component of the field
Figure 11 shows the results of the pulse propagation
calculations for the total field, energy loss, and blueshift.
For the calculations of ωc(z, τ), the post-processed field
Ep was defined on the interval τ ∈ [−3To, 3.5To], with a
z-independent, smoothly ramped-up oscillation for τ < 0,
followed by E(z, τ) multiplied by a window which sends
the field smoothly to zero over the last computed laser
cycle. Precisely, Ep is given by
Ep(z, τ) =

E0 cos
2
(
piτ
6To
)
cos(ωLτ) for τ < 0
E(z, τ) for 0 ≤ τ < 2.5To
E(z, τ) cos2
(
pi(τ−2.5To)
2To
)
for τ ≥ 2.5To.
(18)
This post-processing prescription allowed the computa-
tion of a clean Wigner-Ville transform that leads to an
instantaneous carrier frequency which clearly captures
the blueshift concentrated between 0 < τ < To, as seen
by looking at Figs. 11a and 11c. We observe that in
the scattering-propagation experiment, the classical and
quantum calculations are in excellent agreement for the
observables reflecting the dominant frequency component
of the field, even better than in the ground-state case
(Figs. 7 and 9). This corroborates our assertion that the
main source of the discrepancy the classical and quantum
ground-state calculations is the description of ionization.
Indeed, by beginning in a fully ionized state instead of the
ground state, we observe a massive improvement in the
agreement between the two calculations for an incident
pulse with the same peak laser intensity.
3. Evolution of the high harmonic spectrum
Figure 12 shows the power spectra of the electric fields
of the classical and quantum models at z = 0.37 mm. For
these spectra, the post-processing consisted of applying a
sin4 window to the calculated electric fields. The classi-
cal and quantum spectra agree well for the low-order har-
monics, as shown in the upper inset of Fig. 12. However,
a high harmonic plateau and cutoff are only observed in
the quantum model, as observed in single atom calcula-
tions [57]. This confirms the fundamental role played by
quantum interference effects for high harmonic emission,
even when propagation effects are taken into account.
In the quantum spectrum, we see that the cutoff is ex-
tended well past the usual 3.17Up+ |Ip| cutoff law, where
Up = E
2
0/4ω
2
L is the ponderomotive energy, which is valid
for SAE atoms in monochromatic fields. The lower in-
set of Fig. 12 shows the evolution of the cutoff region
throughout propagation. While 3.17Up + |Ip| ≈ 160ωL is
a reasonable approximation of the cutoff for small z, the
cutoff increases significantly during propagation, reach-
ing about 180ωL before receding again. To understand
this anomalous cutoff extension driven by the pulse prop-
agation, we examine the electron dynamics.
The correspondence between recollisions and radiation
is clearly seen when comparing the recollision flux of the
classical model with the spectrogram of the dipole accel-
eration from the quantum model. High-harmonic emis-
sion occurs when multiple electron energy states are si-
multaneously occupied near the core, leading to interfer-
ence in the quantum model at frequencies equal to the
16
0 0.5 1 1.5 2 2.5 3 3.5
-0.1
-0.05
0
0.05
0.1
0 0.5 1
0.9
0.95
1
0 0.5 1 1.5 2 2.5
1
1.05
1.1
FIG. 11. Results of pulse propagation through 1 mm of atoms prepared in a scattering state (see text) with density ρ =
5× 1017 cm−3, peak incident pulse intensity I = 3.5× 1014 Wcm−2 and carrier frequency ωL = 0.0378 a.u. The orange curves
and crosses correspond to the quantum model, while the purple circles and squares correspond to the classical model. (a)
Time-dependent electric field E(z, τ) at z = 1 mm. The dashed curve is the initial field E0(τ). (b) Normalized pulse energy
UEM (curve and circles, left axis) and maximum instantaneous carrier frequency ωmax (crosses and squares, right axis) as a
function of z. The scale of the right axis is the same as in panel (c). (c) Time-dependent carrier frequency ωc(z, τ) at z = 1 mm.
The spatial step used is ∆z = 2.6λL = 3.2 µm.
difference in energy between all possible pairs of states
[45, 59]. Traditionally, one conceives of high harmonic
radiation as occurring from the interference between a
recolliding electron with kinetic energy κ and the ground
state of total energy Ip [19, 34], which, estimating the
potential energy of the recolliding electron as Ip, leads to
radiation at the frequency ω ≈ (κ + Ip) − Ip = κ. One
may also obtain high harmonic emission from the inter-
ference of recollisions of two different energies, κ1 and κ2,
at a frequency ω = |κ1 − κ2| [59].
In Fig. 13, we observe both kinds of emission. First, we
focus on Figs. 13a and 13c at z = 0, where the classical
and quantum atoms are driven by an identical electric
field, E0(τ). For τ < To, even though there are recolli-
sions, as seen in Fig. 13a, they mainly occur at a single
energy at each time, and the ground state is initially com-
pletely empty in the scattering experiment setup. Thus,
no high harmonic emission is observed in the quantum
model (Fig. 13c). Beginning at τ & To, part of the elec-
tron wave packet becomes trapped near the core [57],
leading to the population of the ground state [60]. Subse-
quently, high-harmonic emission from the interference of
recolliding electrons with the trapped electrons is evident
from the direct correspondence between the spectrogram
of Fig. 13c and the recollision flux of Fig. 13a, particu-
larly for the families of recollisions with a maximum ki-
netic energy near 2Up + |Ip| and those with a maximum
kinetic energy near 3.17Up + |Ip|. This second family of
recollisions does not emerge until τ & 1.5To, and once
it does, we also observe high-harmonic emission arising
from the interference between these two families of recol-
lisions. These are the dark blue stripes of radiation with
a frequency decreasing in time from about 75ωL to 25ωL
that appear every half laser cycle for τ > 1.5To.
By z = 0.37 mm, the electric fields in the quantum
and classical models are now different, as they have been
driven by different dipole velocities in Eq. (1). Never-
theless, the dominant component of the fields agree so
closely throughout propagation, as shown in Fig. 11, that
we continue to observe a close correspondence between
the quantum and classical electron dynamics. This is
reflected by the comparisons of the classical recollision
flux and the quantum dipole acceleration spectrogram
at z = 0.37 mm in Figs. 13b and 13d. In particular,
we still observe high-harmonic emission in the quantum
case with a timing and frequency matching the timing
and energy of the classical recollisions. We also observe
radiation from the interference between different families
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FIG. 12. High harmonic spectra for the scattering-propagation experiment at z = 0.37 mm, with the parameters of Fig. 11.
The orange solid curves correspond to the quantum model and the purple circles correspond to the classical model. The dashed
lines indicate 3.17Up+ |Ip|. Upper inset: magnification of the spectrum of the low-order harmonics. The vertical line is ω = ωL.
Lower inset: Spectrum of the harmonics in the cutoff region for the quantum model as a function of z. The harmonic intensities
are indicated by the logarithmic color scale.
of recollisions, which is most clearly seen at τ ≈ 1.5To.
Comparing the electron dynamics at z = 0.37 mm and
z = 0, we notice two striking changes. The first is that,
at z = 0.37 mm, recollision-driven radiation is observed
for τ < To, whereas it was not at z = 0. This implies
that electron trapping near the core occurs earlier in the
laser pulse as propagation proceeds. The second is that,
at z = 0.37 mm around τ = To, we observe recollisions
and their corresponding radiation at energies that signif-
icantly exceed the usual 3.17Up + |Ip| harmonic cutoff,
whereas this does not occur at z = 0. These recollisions
drive the extension of the high-harmonic cutoff that we
observed in the electric field spectrum of the quantum
calculation, as seen in Fig. 12. Next, by studying the elec-
tron dynamics in phase space using the classical model,
we identify the mechanism of the cutoff extension.
Figure 14 shows snapshots of the electron distribution
function f(x, v, z, τ) at particular times τ and propaga-
tion positions z. In the scattering-propagation experi-
ment, the electron wave packet always begins on the right
side of the core and is initially accelerated towards it by
the laser field. We define τm as the first maximum of the
instantaneous field intensity E(z, τ)2 after τ = 0; hence,
the laser force is maximal and pointing opposite to its
initial direction. As propagation proceeds, the blueshift
causes the laser field to reverse direction earlier in the
pulse, i.e. ∂zτm < 0. This causes the center of the wave
packet at time τm to be displaced to the right, as seen by
comparing Fig. 14a and 14c. For a range of intermediate
values of z the wave packet is thus nearly centered over
the ion, with the electron velocities distributed about
zero, as illustrated in Fig. 14c at z = 0.5 mm. Electrons
near the core with low kinetic energy have a high prob-
ability of becoming trapped [60], and indeed a trapped
part of the wave packet is clearly observed in the sub-
sequent snapshot of the distribution function at τ0 in
Fig. 14d, where τ0 is the time of the first zero of the field
after τm. Comparing this with the distribution function
f(x, v, 0, τ0) in Fig. 14b, we see that indeed, the probabil-
ity of trapping by this time has greatly increased during
propagation. Hence, bound-states become populated for
τ < To, and thus recollision-driven high-harmonic ra-
diation for τ < To becomes possible after propagation,
whereas it is not at z = 0.
Besides enabling the recollision-driven radiation for
τ < To, these trapped states are also important for the
emergence of the anomalously high-frequency radiation.
In Fig. 15c, we show calculations of the bound state pop-
ulations Pb(z, τ) and the anomalously high energy rec-
ollisions Pr(z, τ) from the classical model. We estimate
the bound-state population from the recollision flux by
integrating R(κ, τ, z) over low kinetic energies, while we
obtain the probability of anomalously high recollision by
integrating the same over the highest kinetic energies.
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FIG. 13. Electron dynamics at z = 0 (a),(c) and z = 0.37 mm (b),(d) for the scattering-propagation experiment, with the
parameters of Fig. 11. (a),(b) Recollision flux R(κ, τ ; z) from the classical model. (c),(d) Spectrogram of the dipole acceleration
da(τ) from the quantum model. The spectrograms were computed using a cos
4 window of duration 0.15To. The dotted lines
indicate 2Up + |Ip| and 3.17Up + |Ip|. The left axes, indicating the recollision kinetic energy κ, are related to the right axes,
indicating the radiated frequency ω, by κ = ω.
Specifically, we define Pb and Pr as
Pb(z, τ) =
∫ κb
0
R(κ, τ, z)dκ for κb = 0.11Up
Pr(z, τ) =
∫ ∞
κr
R(κ, τ, z)dκ for κr = 3.78Up.
This choice of κb ensures that the instantaneous energy
of the counted electrons is negative, while this choice of
κr corresponds to radiation at ωr = 175ωL. Here, it
is clear that the propagation induces the population of
bound electron states earlier in the pulse. Indeed, for
z = 0, these states are not occupied until τ ≈ To, while
by z = 0.1 mm, they become occupied by τ = 0.5To.
Likewise, it is evident that the high-energy recollisions
emerge only around z = 0.2 mm.
Figure 15b shows the yield of the harmonics greater
than ωr from the quantum calculation, i.e. the inte-
gral of the power spectrum
∫∞
ωr
|E˜(z, ω)|2dω. We see
that these modes are either amplified or absorbed for
0.2 mm < z < 0.7 mm; at other positions, they are com-
paratively quiescent. This range corresponds exactly to
the range of z in which we observe an overlap in the
bound state population and the recolliding population.
Indeed, it is only when both of these states are occupied
that interference between them can occur in the quantum
model, leading to the emission (or absorbtion) of these
modes of the field. Furthermore, we show the time-profile
of these modes as a function of z in Fig. 15a, by plotting
the amplitude of the analytic representation |Eˆab(z, τ)|
computed for the modes ω > ωr. We see that these high-
harmonics are generated at the same times τ as the rec-
ollisions. However, they have a nontrivial spatiotempo-
ral evolution, indicating rapidly evolving phase-matching
conditions.
By looking at the electron trajectories, we determine
the mechanism of the increase of the recollision energy
beyond the usual 3.17Up + |Ip| cutoff. We have focused
on the trajectories belonging to the first family of rec-
ollisions containing the anomalously high-energy recolli-
sions, with κ > κr exceeding 4Up, at z = 0.37 mm. We
have observed that most of these electrons come to rest
at some position x > 0 near to the core, before achiev-
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FIG. 14. Snapshots of the distribution function f(x, v, z, τ) at z = 0 mm (a),(b) and z = 0.5 mm (c),(d), with the parameters
of Fig. 11. (a),(c) The distribution function f(x, v, z, τm) at time τm, the time of the first field intensity maximum after the
start of the pulse. (b),(d) The distribution function f(x, v, z, τ0) at time τ0, the first zero of the field following τm.
ing their first recollision. In Fig. 16a, we have plotted
the joint probability distribution of x and κ, the kinetic
energy of each electron’s subsequent recollision. We see
that the electron’s x is highly correlated with its κ, and
in particular the highest energy recollisions come to rest
at about x = 4.5 a.u., very close to the core. A typical
example of such a trajectory, with κ > 4Up, is plotted
in Fig. 16b. Because these trajectories approach the core
with low kinetic energy, they very nearly become trapped
there. This is evidenced by its similarity of this recol-
liding trajectory to the typical trapped trajectory, also
plotted in Fig. 16b. Since these anomalously high energy
recollisions come so close to the core that they barely es-
cape trapping, one may expect the Coulomb field to play
a central role in the increase in energy of these trajecto-
ries.
We assess the role of the Coulomb field through
two calculations based on the strong-field approximation
(SFA), one in which the Coulomb field is neglected en-
tirely [34], and one in which it is treated as a pertur-
bation [58]. In the first calculation, we compute the
trajectory of the electron with the same initial condi-
tions (x0, v0) as the 4Up trajectory plotted in Fig. 16b,
but neglecting the Coulomb field. Hence, xSFA(τ) =
x0 + v0τ −
∫ τ
0
∫ τ ′
0
E(z, τ ′′)dτ ′′dτ ′, where z = 0.37 mm,
and this trajectory is plotted in Fig. 16b. We see that
xSFA agrees well with the true trajectory until about
τ = τm = 0.39To, the extremum of the electric field,
at which point the close encounter with the core takes
place. In the second calculation, we fix x0 = 4.5 a.u. and
v0 = 0, and find the initial time τ0 near τm such that the
subsequent recollision kinetic energy of the SFA trajec-
tory with these initial conditions, κSFA, is at a maximum.
This results in κSFA = 3.69Up, and the corresponding
trajectory is also plotted in Fig. 16b. It is seen to be
quite close to the true high-energy recolliding trajectory.
Furthermore, the effect of the Coulomb field on the re-
turn kinetic energy may be included perturbatively [58].
This yields a maximum return kinetic energy of simply
κSFA−V (0) = 4.1Up. This value of the maximum kinetic
energy is in excellent agreement with the maximum en-
ergy recollision we observed for this z (see Figs. 13b and
13d).
Therefore, while the Coulomb field has a decisive ef-
fect on the electron dynamics, it is not responsible for the
increase in the high-harmonic cutoff energy per se. The
maximum cutoff energy is well-predicted by a Coulomb-
perturbed SFA with E(z, τ), the propagated electric field.
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FIG. 15. Evolution of the anomalously high-harmonic radiation, with the parameters of Fig. 11. (a) Normalized spatiotemporal
amplitude profile |Eˆab(z, τ)| of the radiation in the ω > 175ωL frequency band, computed from the electric field of the quantum
model. (b) Normalized yield of radiation with ω > 175ωL, computed from the electric field of the quantum model. (c)
Population of bound states Pb and population of recolliding states Pr with energies κ > 3.78Up as a function of z and τ ,
calculated from the classical model. The population of bound states is indicated by the logarithmic blue color scale, and the
population of recolliding states is indicated by the logarithmic red color scale.
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FIG. 16. Trajectory analysis of 4Up recollisions at z = 0.37 mm using the classical model, with the parameters of Fig. 11. (a)
Joint probability distribution of (x, κ) in a logarithmic scale, for electrons which come to rest at x near the first extremum
of the laser field, i.e. near times τ = τm, and then recollide with kinetic energy κ. (b) A typical trajectory from the classical
model with κ > 4Up (dash-dotted blue line), a typical trapped trajectory (solid red line), the SFA trajectory with the same
initial conditions as the 4Up trajectory (dashed cyan line), and the SFA trajectory initiated at a time τ0 near time τ = τm with
the maximum recollision kinetic energy (dotted cyan line). The thin black line is x = 0.
Because the Coulomb perturbation is always present and
independent of the field, the increase in energy must be
solely due to the change of shape of the field. In other
words, the SFA cutoff for an initially monochromatic field
of κSFA = 3.17Up becomes κSFA = 3.69Up after propaga-
tion to z = 0.37 mm due to the accumulated radiation at
other frequencies, and this causes the increase in the cut-
off energy. Nevertheless, the Coulomb interaction near
τm, though brief, is critical for making these higher en-
ergy recollisions accessible to the electrons [61]. Indeed,
the only way that the trajectory shown in Fig. 16b can
bring back 4Up to the core is by becoming momentarily
trapped there; the SFA trajectory with the same initial
condition, also shown in Fig. 16b, does not come back to
the core at all.
B. Harmonic generation from ground-state atoms
Now, we return to the more realistic case of pulse
propagation through ground-state atoms, focusing on the
low- and intermediate-ionization probability regimes. We
study both low-order and high-order harmonic genera-
tion. In each case, we investigate the extent to which the
classical model allows us to understand the results of the
quantum calculations.
1. Low-order harmonic generation
Figure 17 shows the spectra of the field |E˜(z, ω)|2 at
z = 1 mm for the quantum and classical models after
propagation through ground-state gases, in low and in-
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FIG. 17. High harmonic spectra of the quantum and classical models at z = 1 mm in the low-ionization probability regime
(a) and the intermediate-ionization probability regime (b). The orange curves correspond to the quantum model while the
purple circles correspond to the classical model with gσ. The dashed lines indicate the frequencies 2Up + |Ip| and 3.17Up + |Ip|.
The gas densities are chosen to give a similar peak free-electron density in each case. (a) Incident pulse peak intensity
I = 5 × 1013 Wcm−2, carrier frequency ωL = 0.0378 a.u., and gas density ρ = 2 × 1019 cm−3, as in Fig. 7. (b) Incident pulse
peak intensity I = 9 × 1013 Wcm−2, carrier frequency ωL = 0.0378 a.u., and gas density ρ = 1018 cm−3, as in Fig. 9. The
vertical axes are directly comparable.
termediate ionization probability regimes. Similarly to
the scattering-propagation experiment (Fig. 12), we see
a good agreement for the low frequencies, and no agree-
ment for the high frequencies. We attribute the discrep-
ancy in the structure of the high-harmonic spectrum to
quantum interference effects, as before. However, the
agreement for the low-order harmonics in this case is ac-
tually quite remarkable, because here, most of the elec-
trons are bound instead of ionized. To probe the extent of
this agreement deeper, we study the spatiotemporal evo-
lution of the harmonic radiation between 2ωL and 8ωL,
as shown in Fig. 18. In the low ionization probability
regime, the classical and quantum models agree for the
amplitude of the radiation in this frequency band in both
z and τ , as seen by comparing Fig. 18a to Fig. 18c, par-
ticularly for τ < 6To. They also match in phase, as
seen in the filtered time-dependent field at z = 1 mm
in Fig. 18e. This suggests that the generation mecha-
nism for these low-order harmonics is the same in both
cases. In the intermediate ionization probability regime,
the spatiotemporal evolution of the filtered field’s am-
plitude and phase is close in the classical and quantum
cases for τ < 3To, but for larger τ there are significant
discrepancies. This suggests that another mechanism of
low-order harmonic generation takes over in the quantum
case in this regime.
Because the prominent low-order harmonics of Fig. 17
are absent in the scattering spectrum in Fig. 12, we con-
clude that these harmonics are due to the presence of
bound electrons. Aside from interfering with the rec-
olliding electrons, the large population of bound states
contributes to harmonic radiation in two ways: through
the nonlinear response of bound electrons to the field
[35, 53, 62–64], and through the tunneling current [37].
The radiation from the latter contribution is also known
as Brunel radiation [38, 65]. These two mechanisms of
bound state radiation make large contributions to the
response of the atoms at the fundamental frequency and
the low harmonic orders [37], i.e. those magnified in the
insets of Fig. 17. Because we tuned the classical model to
match the ionization probabilities of the quantum model,
we should expect the Brunel contribution of both mod-
els to be similar. On the other hand, if the classical
and quantum models also agreed for the nonlinear re-
sponse of bound electrons, this would be an added bonus.
The advantage of the classical model over the quantum
model is that by looking in phase space, we can distin-
guish the contributions of bound electrons versus ionizing
electrons. This allows us to confirm that in fact, the clas-
sical model does capture the bound electron radiation, at
least in the low ionization probability regime.
As can be inferred from Fig. 8, the electrons in the
classical model follow very different kinds of trajectories
depending on their initial energy hi. Most bound electron
trajectories are certain to end in a state with energy hf
very close to hi. In Fig. 8, there is clearly a critical initial
energy hc which separates trajectories that are certain to
remain bound from those which have a significant prob-
ability of ionizing, i.e. ultimately ending with an energy
hf > 0. Note that, in Fig. 8, we only represent hf < 0,
but the region of hi where we observe a wide-ranging
distribution of hf far from hi is also the one from which
ionization takes place. We define hc as the smallest en-
ergy hi such that there is a nonzero probability of ending
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FIG. 18. Spatiotemporal evolution of low-order harmonics. Frequencies in the range [2ωL, 8ωL] were considered in the calcu-
lation of the filtered analytic field Eˆab(z, τ), where the post-processing consists of multiplying E by a sin
2 window. The left
panels are for the low ionization probability case, while the right panels are for the intermediate ionization probability case,
with the parameters of Fig. 17. (a),(b) Harmonic amplitude |Eˆab(z, τ)| from the quantum model. (c),(d) Harmonic amplitude
|Eˆab(z, τ)| from the classical model with gσ. (e),(f) Time-dependent harmonic field Re[Eˆab(z, τ)] at z = 1 mm. The solid
orange curves are the quantum model, while the purple circles and dotted lines are the classical model with gσ. In both sets of
panels, the fields are normalized by the maximum harmonic amplitude obtained in the quantum model.
in a final state with energy hf > V (10) = −0.099 a.u.,
i.e. the energy of an electron at rest at x = 10 a.u., and
we obtain hc(z) numerically. Subsequently, we split the
distribution function into two parts: the part consist-
ing of electrons with hi < hc and the part consisting
of electrons with hi ≥ hc. By averaging over the latter
distribution, we obtained the classical tunneling current
vt(z, τ), which is the mean dipole velocity of the electrons
likely to ionize, emulating quantum tunneling. Averag-
ing over the former distribution gives the classical bound
current vb(z, τ). Because the total distribution function
is the sum of these two distribution functions, the total
classical current (or mean dipole velocity) is v = vb + vt.
Notably, the classical model excludes a third term in the
current due to quantum interference between bounded
and ionizing states [37].
Figure 19 compares the spectra of the tunneling cur-
rent and the total current for z = 0 and z = 0.5 mm
in both the low- and intermediate-ionization regimes. In
the low ionization probability regime, where the initial
ionization probability is about 0.5%, the tunneling cur-
rent makes a small contribution to the first and third
harmonics at z = 0, as show in Fig. 19a, and this ex-
tends to the fifth harmonic by z = 0.5 mm, as shown
in Fig. 19c. Therefore, most of the low-order harmonic
radiation throughout propagation in the low ionization
probability regime is due to the bound-electron radiation,
as opposed to Brunel radiation. The good agreement be-
tween the classical and quantum ionization probabilities
implies that the classical tunneling current is in agree-
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FIG. 19. Evolution of the classical tunneling current spectrum in the low ionization probability case (a),(c) and the intermediate
ionization probability case (b),(d), with the parameters of Fig. 17. The dash-dotted purple curves are the full dipole velocity
spectrum |v˜(z, ω)|2 from the classical model, while the solid cyan curves are the spectrum of the classical tunneling current
|v˜t(z, ω)|2. A sin2 window was applied to the velocities for the computation of the spectrum.
ment with the tunneling current, and correspondingly the
bound currents are in agreement as well. Thus, we con-
clude that in the low ionization probability regime, the
primary mechanism of low-order harmonic generation, at
least up to fifth order, is the bound-electron nonlinearity.
Furthermore, the classical model and quantum model are
in agreement for the generation and propagation of these
harmonics, as shown in Fig. 18.
For the intermediate-ionization regime, on the other
hand, Figs. 19b and 19d indicate that the tunneling cur-
rent is comparable to the total current. Indeed, it seems
to dominate the total current at frequencies near ωL, and
for the other harmonics the two currents are comparable,
indicating the bound radiation and Brunel radiation are
also comparable. However, in this regime the agreement
between the classical and quantum low-order harmonics
for τ < 3To (Fig. 18b, 18d, and 18f) gives way to grad-
ually worse agreement for larger τ . The agreement for
smaller τ , when the probability of ionization is still rela-
tively small, suggests that the radiation due to the bound
electron motion in the classical and quantum models are
still in agreement, as in the low ionization probability
regime. At the same time, we also expect the tunneling
current and thus the Brunel radiation to be in agree-
ment. Hence, the discrepancy must be due to quantum
interference effects, which at these low-harmonic orders
may come from low-energy recollisions [20] and electron
trapping in excited states [39, 40].
2. High-order harmonic generation
Now, we consider the buildup of high-harmonic radia-
tion during the laser pulse propagation through ground-
state atoms. In Fig. 20a-b, we have plotted the ampli-
tude of the field E in the quantum model for frequencies
ω > 2Up+|Ip| in the (z, τ) plane, for the low and interme-
diate ionization probability regimes, respectively. Note
that Up is larger in the intermediate ionization probabil-
ity regime, because of the higher initial peak intensity of
the pulse. We observe very different behavior in the two
cases. In the low ionization probability regime, the maxi-
mum amplitude of the high-harmonic radiation oscillates
considerably during propagation, a phenomenon known
as Maker fringes [66], limiting the coherent buildup of the
high harmonics. On the other hand, in the intermediate
ionization probability regime, we observe two bursts of
radiation, around τ = 3.6To and τ = 4.2To, which build
up continuously throughout propagation. The improved
coherent buildup in this regime compared to the low ion-
ization probability regime is also reflected by the higher
intensity plateau in the spectrum at z = 1 mm in Fig. 17b
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FIG. 20. Spatiotemporal buildup of high-harmonic radiation in the quantum model in the low ionization probability case (a),(c)
and the intermediate ionization probability case (b),(d), with the parameters of Fig. 17. Frequencies in the range [2Up+ |Ip|,∞)
were considered in the calculation of the filtered analytic field Eˆab(z, τ) and the filtered analytic dipole velocity vˆab(z, τ), where
the post-processing consisted of multiplying E by a sin2 window. (a),(b) Amplitude of the high-harmonic part of the field,
normalized to the maximum amplitude recorded in each simulation. (c),(d) Phase φab of the high-harmonic emission, in radians,
computed from the phase of high-harmonic part of the dipole velocity.
compared to Fig. 17a.
This behavior indicates differing phase-matching con-
ditions in each regime, and we confirm this by computing
the phase of the high-harmonic emission. We have plot-
ted the phase of the high-harmonic part of the dipole ve-
locity, φab(z, τ), for the frequency range ω > 2Up + Ip in
Figs. 20c-d. In order for the radiation to build up coher-
ently over a given propagation distance, the phase of the
radiation contained in v must not vary much over that
distance. In the low ionization probability regime, we see
that the phase of emission varies significantly through-
out propagation, possibly at a constant rate which de-
pends on τ . This explains the oscillations in the ampli-
tude of the radiated field at these frequencies observed in
Fig. 20a. On the other hand, in the intermediate ioniza-
tion probability regime, for certain fixed τ , we see bands
of phase of which are almost constant in z. In particular,
this is consistent with the values of τ for which the bursts
of high-harmonic radiation are seen to build up.
The classical model does not provide any obvious ex-
planation of the phase properties of the quantum high-
harmonic emission. In Fig. 21, we compare the recol-
lision flux from the classical model to the spectrogram
of high-harmonic emission from the quantum model in
the intermediate-ionization regime. As in the scattering-
propagation experiment, we see a strong correspondence
between the classical and quantum calculations, even af-
ter propagation to z = 0.5 mm. Comparing Figs. 21c and
21d, we see that between z = 0 and z = 0.5 mm, the in-
tensity of emission at given times and frequencies has not
changed significantly. In contrast, Fig. 20d shows that
at certain times, the phase of the emission has changed
significantly. It is likely that semiclassical arguments
[2, 19, 57] can be used to bridge the gap between the clas-
sical model and the quantum high-harmonic phase. In
particular, quantities like the action and recollision time
play key roles in determining the phase of high-harmonic
emission, and they can be extracted from the classical
calculations. Tracking the evolution of these quantities
throughout propagation may be a promising avenue for
identifying mechanisms of phase-matching with the clas-
sical model.
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FIG. 21. Electron dynamics at z = 0 (a),(c) and z = 0.5 mm (b),(d) during laser-pulse propagation through a ground-state
gas in the intermediate ionization probability regime, i.e. I = 9× 1013 Wcm−2, ωL = 0.0378 a.u., and ρ = 1018 cm−3. (a),(b)
Recollision flux R(κ, τ ; z) from the classical model. (c),(d) Spectrogram of the dipole acceleration da(τ) from the quantum
model. The spectrograms were computed using a cos4 window of duration 0.15To. The dotted lines indicate 2Up + |Ip| and
3.17Up + |Ip|. The left axes, indicating the recollision kinetic energy κ, are related to the right axes, indicating the radiated
frequency ω, by κ = ω.
V. PROPAGATION OF A NEARLY-LP PULSE
Lastly, we use the 2D model to study the propaga-
tion of an EP pulse through a ground-state atomic gas.
Specifically, we examine the stability of the polarization
of LP pulses. In the 2D model [Eq. (1)], a pulse which
is initially LP along the x direction remains LP along
this direction when propagating through a gas of atoms
initially in their ground state, or any initial state sat-
isfying the symmetry (y, vy) → (−y,−vy). However, if
one perturbs an incident LP pulse with a small ellipticity,
does that perturbation grow during propagation? This is
a natural question, whose answer determines the robust-
ness of the physical picture provided by the 1D atom-field
models that we have focused on in this paper. Indeed,
if the perturbation were to grow, then LP propagation
would be unstable and one would always need to con-
sider models of at least two dimensions, even in the LP
case.
To address this question, we consider an incident pulse of the form
E0(τ) =
{
E0√
1+ξ20
sin2( piτTm ) [cos(ωLτ)xˆ+ ξ0 sin(ωLτ)yˆ] for 0 < τ < Tm,
0 for Tm < τ < τf .
Here, ξ0 is the initial ellipticity of the pulse. Since ξ0 = 0
would be LP, nearly LP pulses correspond to the case
|ξ0|  1. We have normalized the field amplitude by√
1 + ξ20 to maintain the relationship between E0 and
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the field intensity. The atoms are now modeled in 2D via
Eq. (2a) for the quantum model or Eq. (3a) for the clas-
sical model. We take a softening parameter a = 0.8 a.u.
For the quantum model, we numerically compute the
ground state using imaginary-time propagation, leading
to a ground-state energy of Ip = −0.4991 a.u. This is
nearly the same ground-state energy as for our 1D cal-
culations. For the classical initial state, we use the 2D
analog of Eq. (14), with gσ (Eq. (17)) as the initial en-
ergy distribution, and the boundaries of the energy range
taken as hmin = −1/a and hmax = −0.25 a.u. The pa-
rameters of gσ for the 2D model are obtained by optimiz-
ing the ionization probabilities of the 2D classical model
compared to the 2D quantum model for an LP external
pulse of varying intensities, as in the 1D case. This yields
k = 100.5 a.u. and hm = −0.3813 a.u. We remark that
these parameters are close to those obtained in the 1D
case.
Figure 22 shows the result of the propagation of the
nearly-LP pulse to z = 1 mm in a ground-state gas in
the intermediate ionization probability regime. The peak
intensity of the pulse is selected as I = 1014 Wcm−2
and the initial ellipticity is ξ0 = 0.05. Under these con-
ditions, the initial ionization probability in the quan-
tum model is Pion(Tm) = 5.8% and in the classical
model is Pion(Tm) = 3.4%. These values are compara-
ble to the ionization probabilities in our 1D calculations
in the intermediate ionization regime, though somewhat
smaller. We have nevertheless used the same density of
ρ = 1018 cm−3 here, which means the free electron den-
sity is lower in this case than the 1D case. After 1 mm of
propagation, the change to the major-axis component of
the nearly-LP field, shown in Fig. 22a, looks qualitatively
similar to the change to the LP field in the 1D model,
shown in Fig. 9a. That is, there is very little reshaping
overall, with some blueshifting visible at the falling edge
of the pulse. There is also an excellent agreement be-
tween the quantum and classical models, as in the 1D
case. Turning our attention to the field component along
the minor axis, plotted in Fig. 22b, we observe a similar
behavior as for Ex. The field Ey computed from the clas-
sical model contains stronger high frequency oscillations
at the end of the pulse than its quantum counterpart.
We have determined that this is due in part to the nu-
merical error associated in solving Eq. (3a)—i.e. it can
be improved by using a finer discretization of the dis-
tribution function. Even at this level of accuracy, the
agreement between the classical and quantum calcula-
tions is quite good, but the classical calculation has the
significant added virtue of being about 1.7 times faster
than the quantum calculation. This matter is discussed
further in the appendix.
Because both fields change so little over the course of
the propagation, we find that the spatiotemporal ellip-
ticity of the field in the middle of the pulse remains close
to its initial value. This is illustrated in Fig. 23, where
ξ(z, τ) is plotted for both the quantum and classical mod-
els. The fine features between the two models differ, with
the quantum model (Fig. 23a) predicting nonmonotonic
oscillations of ξ(z, τ) throughout propagation. Still, both
models predict very small fluctuations, on the order of
0.06ξ0, around the initial ellipticity throughout propa-
gation. Both models also predict that the offset angle
of the polarization ellipse, θ(z, τ), remains close to its
initial value of zero, satisfying |θ(z, τ)| < 6 × 10−3 for
2To < τ < 5To (not shown). We have obtained similar
results in the low ionization probability regime, with a
pulse of peak-intensity I = 6 × 1013 Wcm−2, gas den-
sity ρ = 2 × 1019 cm−3, and the same initial elliptic-
ity as the present case (not shown). There, we note
that the classical calculation yields even more prominent
high-frequency oscillations in the field than those seen in
Fig. 22, indicating a need for a more accurate solution of
Eq. (3a). Also, in this regime, the classical model signifi-
cantly overestimates the group velocity of the laser pulse
compared to the quantum model, in contrast to the cor-
responding 1D model for a similar set of parameters, i.e.
those of Fig. 7. It is possible that the 2D initial condi-
tion distribution of the classical model may be further
optimized to improve the agreement with the quantum
model on this phenomenon. Nevertheless, our calcula-
tions provide evidence for the stability of the laser polar-
ization near LP through experimentally-relevant propa-
gation distances. This justifies the use of purely 1D mod-
els for the investigation of the propagation of LP pulses.
VI. CONCLUSION
In summary, we have presented an in-depth study
of the behavior of first-principles reduced models for
the propagation of intense laser pulses in atomic gases
with densities on the order of 1017–1019 cm−3 over a
distance of 1 mm, which are the parameter ranges of
many experiments. We mainly focused on the simplest
possible model: a linearly-polarized, one-dimensional
laser field propagating through a gas of one-dimensional
model atoms, which can be treated either quantum-
mechanically or classically. In a previous work, we
showed that the quantum and classical models exhibit
quantitative agreement when the electron is initially ion-
ized [31]. Here, we identified a proxy for their quantita-
tive agreement when the electron is initially in the ground
state: the intensity-dependent ionization probability. We
proposed a ground-state initial condition for the classical
model which provides optimal agreement with the quan-
tum model for this single-atom observable. This in turn
led to very similar behavior between the two models on
the macroscopic level as well. In particular, the quantum
and classical models exhibit good quantitative agreement
on their predictions of pulse energy loss, blueshift, sublu-
minal group velocity, and low-order harmonic generation
in the low-to-intermediate ionization probability regimes.
Therefore, we have demonstrated that the classical model
is a viable tool for the simultaneous first-principles sim-
ulation of coupled laser pulse-electron dynamics and vi-
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FIG. 22. Elliptically-polarized electric field E(z, τ) after propagation to z = 1 mm in a ground-state atomic gas with density
ρ = 1018 cm−3, for an incident pulse with peak intensity I = 1014 Wcm−2, carrier frequency ωL = 0.0378, and ellipticity
ξ0 = 0.05. The solid orange curves correspond to the quantum model and the purple circles correspond to the classical model.
(a) The field along the major axis, Ex(z, τ). (b) The field along the minor axis, Ey(z, τ). The initial field, plotted as the grey
dotted lines, is mostly covered by the field after propagation. The spatial step used is ∆z = 16.7λL = 20 µm.
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FIG. 23. Spatiotemporal ellipticity ξ(z, τ) of the electric field E(z, τ) for the quantum model (a) and the classical model (b),
with the parameters of Fig. 22. The ellipticity is indicated by the color scale, which is centered on the initial ellipticity ξ0 = 0.05.
sualization of the electron dynamics in phase space.
We used this tool to investigate harmonic generation
and the stability of nearly-LP pulses. High-harmonic
generation was examined, with an emphasis on the
scattering-propagation experiment. The extension of the
high-harmonic cutoff by propagation through the gas, re-
ported in Ref. [31] (and also reported in another con-
text in Ref. [26]), was explained in detail using the phase
space perspective afforded by the classical model. We
also reported on calculations of harmonic generation from
ground-state atoms. The classical and quantum mod-
els were in quantitative agreement for the intensity and
phase of low-order harmonics in the low-ionization prob-
ability regime, and the classical model was exploited to
identify bounded electron motion as the mechanism for
the radiation. When we considered an increased ion-
ization probability (by increasing the peak intensity of
the incident laser pulse), the times of disagreement be-
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tween the classical and quantum models on the radiation
pointed to interference effects as the dominant radiation
mechanism at those times, as opposed to bounded elec-
tron motion or tunneling ionization [37]. Lastly, we used
the 2D models to show that the initial polarization of a
nearly-LP pulse is stable with respect to propagation ef-
fects up to intermediate ionization probabilities. Hence,
the results from the 1D models for LP fields emphasized
in this paper are expected to be robust with respect to
increases of the model dimension.
Our work paves the way for trajectory-based control
strategies which explicitly include, and potentially ex-
ploit, propagation effects. For example, attosecond steer-
ing of the electron trajectories after ionization has proven
to be a viable method for controlling HHG [23, 67, 68]
and THz generation [4]. However, up until now, the
robustness of these methods to propagation effects has
needed to be verified a posteriori, rather than having
been built-in from the outset. On the other hand, re-
cent experiments demonstrate that propagation effects
may be harnessed to effect unprecedented enhancements
of HHG [8, 69]. By linking the classical motion of the
electrons with the reshaping of the field during propaga-
tion, our reduced classical models provide a tool for the
development of new schemes to control the properties of
the generated radiation.
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Appendix A: Numerical implementation
1. Schro¨dinger equation
The TDSE (2a) was solved using a second-order opera-
tor splitting scheme in both 1D and 2D cases [70]. Deriva-
tives of the wave function with respect to the electron
position (i.e. for the application of the momentum and
kinetic energy operators) were performed in the Fourier
domain. Absorbing boundary conditions were employed
[71], consisting of sending the wave function smoothly
to zero within 32 a.u. of each domain boundary using
a cos1/8 function. For the 1D case, the computational
domain selected was x ∈ [−1800, 1800] a.u., discretized
with a spatial step size of ∆x = 5/16 a.u. A fixed time-
step of ∆τ = 0.1 a.u. was used. We verified that for this
set of integration parameters, the high-harmonic spec-
trum of a single atom in an external, monochromatic field
(the one used as the initial field in Sec. IV A) was con-
verged. That is, we compared the dipole velocity spec-
trum with these parameters to a spectrum calculated
with either (i) a larger domain, (ii) a smaller ∆x, or
(iii) a smaller ∆τ , and each of these was indistinguish-
able from the spectrum with the above set of parameters.
For the 2D case, the computational domain selected was
(x, y) ∈ [−120, 120] × [−80, 80] a.u., discretized with a
spatial step size of ∆x = ∆y = 7/16 a.u. A fixed time-
step of ∆τ = 0.1 a.u. was used. These parameters do not
provide a fully converged spectrum for a single atom in
an external field, but they were used nevertheless because
a more accurate calculation would have taken too long,
and here we focus on the near-fundamental frequencies
in the 2D case.
Indeed, going from 1D to 2D greatly increases the
computation time for the TDSE. For example, integrat-
ing the 1D TDSE for a pulse of duration τf = 8To
with a time step of ∆τ = 0.1 a.u., a domain size of
x ∈ [−120, 120] a.u., and ∆x = 7/16 a.u. takes 0.07 min,
while doing the same for the 2D TDSE with the param-
eters given in the preceding paragraph takes 5.23 min,
i.e. over 700 times longer. For the calculation, we used
a standard implementation of the fast-Fourier transform
on an 8-core desktop computer. Because the TDSE cal-
culation needs to be performed repeatedly to advance
the laser field, this increase in computation time greatly
increases the time of a propagation calculation.
2. Liouville equation
To solve Liouville Eq. (3a), we employ the particle-
in-cell (PIC) scheme described in [72]. We describe the
scheme for the 1D case for simplicity, though the same
scheme was used in 2D. In a nutshell, the distribution
function f(x, v, z, τ) at a fixed z is discretized at τ = 0 on
a uniform grid in phase space, and subsequently each grid
point follows the characteristics, or particle trajectories,
of Eq. (3a). More precisely, we represent f by N particles
with trajectories (xj(z, τ), vj(z, τ)), such that
f(x, v, z, τ) =
N∑
j=1
wjδ(x− xj(z, τ))δ(v− vj(z, τ)). (A1)
The particle trajectories obey the equations of motion of
a classical electron in the combined Coulomb and laser
fields, i.e.
∂τxj = vj ,
∂τvj = −∂xV (xj)− E(z, τ).
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These may be derived from the single-particle time-
dependent Hamiltonian
H(x, v, z, τ) =
v2
2
+ V (x) + E(z, τ)x, (A2)
where x and v are canonically conjugate and z acts as
a label. Taking advantage of the fact that Hamiltonian
(A2) is separable into kinetic and potential energy terms,
we compute the trajectories (xj(z, τ), vj(z, τ)) using a
third-order explicit symplectic scheme [73]. We used a
fixed time-step of ∆τ = 0.1 a.u., as in the quantum
case. This value of ∆τ allows a point-wise comparison of
the electric fields computed in the classical and quantum
models, and we verified that the single-atom dipole veloc-
ity spectrum for an external monochromatic field (again,
the initial field of Sec. IV A) with this ∆τ is converged.
Because E(z, τ) is computed numerically at every z by
solving Eq. (1), it is only known at discrete values of τ . In
other words, an explicit expression for E(z, τ) that may
be evaluated at any τ is unavailable. On the other hand,
the scheme used for obtaining (xj(z, τ), vj(z, τ)) requires
the evaluation of E(z, τ) at times in between adjacent
time steps. To compute these values, it is ideal to dis-
cretize E(z, τ) with the same time steps as those used in
the trajectory calculation, with spacing ∆τ . Then, inter-
mediate values are obtained by quadratic interpolation
of E(z, τ) using the values of E(z, τ) at the nearest avail-
able time steps. That is, when advancing the trajecto-
ries from τm to τm + ∆τ , the requisite intermediate-time
values of E are obtained by quadratic interpolation of
E(z, τm −∆τ), E(z, τm), and E(z, τm + ∆τ). Quadratic
interpolation provides the intermediate values of E to
second-order accuracy in ∆τ , which is sufficiently accu-
rate to retain the third-order accuracy of the time inte-
gration scheme.
In Eq. (A1), trajectory j’s contribution to f is weighted
by wj , which is determined by the trajectory’s initial con-
dition (xj(z, 0), vj(z, 0)) and the initial distribution func-
tion f0(x, v). N of these initial conditions are selected
from a uniform, equally-spaced grid of points on the (x, v)
phase space. The boundaries of this grid are selected
such that f0 is sufficiently large (i.e. non-negligble) for
points within the boundaries, and the initial conditions
(xj(z, 0), vj(z, 0)) kept are those within the boundaries
of the grid and with f0(xj(z, 0), vj(z, 0)) > 0. Hence, N
depends on how many points are contained in the area
of the grid where f0(x, v) > 0. In practice, we estimate
the necessary resolution of our grid such that the num-
ber of grid cells in the nonzero-f0 area is approximately
equal to a target number of trajectories Ngoal. We typi-
cally choose a round number for Ngoal, and this yields an
actual number N of trajectories which is close to Ngoal.
For example, the values of N reported in the legend of
Fig. 24 correspond to Ngoal = 10
5, Ngoal = 6× 105, and
Ngoal = 4 × 106, respectively. Finally, the weights are
given by
wj =
f0(xj(z, 0), vj(z, 0))∑
j′ f0(xj′(z, 0), vj′(z, 0))
.
Selecting the initial conditions on a uniform grid, rather
than performing a Monte-Carlo simulation, leads the
spectrum of the dipole velocity v(z, τ) to converge more
quickly with increasing N [62].
The choice of N determines how many harmonics
are accurately resolved by the classical calculation. In
Fig. 24, we show classical dipole velocity spectra obtained
from the solution of Eq. (3a) with different values of N .
The calculation was performed with the initial electric
field E0(τ) and the electron initial conditions f0(x, v) of
the scattering experiment (see Sec. IV A). Increasing N
is equivalent to increasing the fineness of the grid from
which the particle initial conditions are sampled from,
because we make the boundaries of the grid independent
of N . Naturally, this should improve the representation
of the distribution function. As a consequence, we see in
Fig. 24 that more and more harmonics are converged as
N increases. Comparing the spectrum for N = 100465
to the one with N = 602910, we see that they are in
agreement up until about 25ωL, after which there are
some deviations from 25–60ωL and significant deviations
for ω > 120ωL. This indicates that the spectrum with
N = 100465 is converged up until about 25ωL. Similarly,
the N = 602910 spectrum is seen to be converged up
to about 135ωL by comparison with the N = 4007360
spectrum. Evidently, a very large number of particles
is required to accurately calculate the high harmonics
in the classical model, which however are of very low
intensity. All the ground-state atom calculations pre-
sented in main text employ Ngoal = 10
5, while the calcu-
lations for the scattering-propagation experiment employ
Ngoal = 4 × 106. Hence, the high harmonics of the pre-
sented classical spectra in the ground-state cases are not
fully converged (though this does not seem to affect the
lower harmonics and hence, the values of E(z, τ)), while
those for the scattering-propagation experiment should
be nearly converged.
When the initial distribution f0 is given by Eq. (14), it
is convenient to have an explicit expression for the nor-
malization constant Nh. According to Eq. (15), Nh is the
normalization constant for a uniform initial distribution
with fixed energy h, given by δ(h −H(x, v)). Using the
fact that the Heaviside step function is the antiderivative
of the Dirac delta function, we have
Nh =
(
d
dh
∫
Θ(h−H(x, v))dxdv
)−1
Now, the integrated quantity is simply the phase-space
area A of the orbit with energy h, so by the inverse func-
tion theorem, we have Nh = dh/dA. Furthermore, since
the area is essentially the action of the orbit, dh/dA is
the orbit’s frequency, and thus we have
Nh =
ν(h)
2pi
, (A3)
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FIG. 24. Convergence of the classical single-atom dipole velocity spectrum with increasing N for the incident field E0(τ) and
electron initial conditions of Fig. 11. A sin4 window was applied to v(τ) prior to the calculation of the power spectrum. Each
curve corresponds to a different value of N used in the discretization (A1) of the distribution function.
where the factor of 2pi is due to the fact that ν is the
angular frequency. Equation (A3) still requires an ex-
plicit expression for ν(h), and for all the calculations in
this paper, we used the approximation given by Eq. (16).
Note that in the 2D case, the interpretation of Nh is
slightly different, but it is straightforward to evaluate the
2D version of the integral in Eq. (15) directly, leading to
N2Dh = [2pi
2(h−2 − a2)]−1.
Compared to the TDSE, it is less computationally
costly to go from 1D to 2D for the Liouville equation
solved with the PIC scheme. For example, integrating
the 1D Liouville equation for a pulse of duration τf = 8To
with a time step of ∆τ = 0.1 a.u. and Ngoal = 10
5 using
an optimized, parallelized code takes 0.81 min, whereas
doing the same for the 2D Liouville equation using a non-
optimized, parallelized code takes 3.27 min—only a fac-
tor of 4 longer. For this calculation, we used the same
8-core desktop computer as for the timed TDSE calcu-
lations, and we parallelized the integration of different
trajectories using OpenMP. Hence, the classical model
has a much more favorable scaling of computational cost
as the system dimension is increased, as expected.
3. Unidirectional pulse equation
The numerical methods of the previous sections are
used to evaluate v, which is the source term of the uni-
directional pulse-propagation equation (1) in the moving
frame. Hence, given E(z, τ), we can calculate v(z, τ)
and advance the electric field in space by ∆z to obtain
E(z+∆z, τ). To do this, we discretize E(z, τ) by Fourier
transform, i.e.
E˜k(z) =
1
τf
∫ τf
0
E(z, τ) exp
[
−i
(
2pik
τf
)
τ
]
dτ. (A4)
for integer values of k. We take |k| ≤ kmax, where kmax
depends on the number of time steps n = bτf/∆τc used
in the time-discretization of Eqs. (2a) or (3a). It is given
by
kmax =
{
n/2 for n even,
(n− 1)/2 for n odd.
Applying the Fourier transform to both sides of Eq. (1),
we obtain
∂zE˜k =
2piρ
c
v˜k(z) (A5)
for each k. Hence, we have converted the PDE (1) into
a finite set of coupled ODEs (A5). We solve this sys-
tem of ODEs using the two-step implicit Adams-Moulton
method in Predict-Evaluate-Correct-Evaluate (PECE)
mode [74], which is of third-order accuracy in the spa-
tial step ∆z. Justification for the use of this method
is provided in the next subsection. In order to evaluate
v(z, τ), one needs the electric field at the discrete time
positions τm = m∆τ , which is obtained directly from the
discrete inverse-Fourier transform of E˜k(z).
As an aside, we remark that it is important to use
local interpolation, such as the quadratic interpolation
described in Sec. A 2, to obtain the values of E(z, τ) in
between time steps, rather than evaluating the discrete
inverse-Fourier transform at intermediate times. That is,
one may construct an approximation to E(z, τ) from the
finite set Fourier components of E, as
E(z, τ) ≈
∑
|k|≤kmax
E˜k(z) exp
[
i
(
2pik
τf
)
τ
]
. (A6)
In principle, one could then use this approximation to
obtain E(z, τ) at arbitrary times, including the inter-
mediate times required for the integration of Eq. (3a).
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FIG. 25. Comparison of the relative energy error for the propagation simulations with a third-order Runge-Kutta scheme
(RK3) (a),(c) and the two-step Adams-Moulton scheme (AM2) (b),(d). The scattering-propagation experiment setup was used
for the field and particle initial conditions, with the parameters of Fig. 11. Each curve was computed with a different ∆z. Red
curves: ∆z = (21/4)λL = 6.33 µm. Cyan curves: ∆z = (21/8)λL = 3.16 µm. Blue curves: ∆z = (21/16)λL = 1.58 µm. (a),(b)
Quantum model. (c),(d) Classical model, where N = 602910 particles were used for the solution of the Liouville equation.
However, in general, E(z, τ) is not periodic on its do-
main τ ∈ [0, τf ], and as a result, Eq. (A6) exhibits Gibbs
oscillations. This leads to incorrect approximations of
E(z, τ) at values in between the time steps, especially
near τ = 0 and τ = τf . This issue may be successfully
avoided by using local interpolation of the field.
a. Verification
Here, we present evidence for the accuracy of our nu-
merical computations. In the moving frame, there are no
conserved quantities, but we can build one using Eq. (6).
We augment our system of equations (A5) for the field
modes with an equation for a variable H(z) representing
the mean field energy density, satisfying
∂zH = ρ
cτf
∫ τf
0
v(z, τ)E(z, τ)dτ. (A7)
Hence, h(z)−UEM(z) should be conserved during propa-
gation, where UEM(z) is computed using Eq. (4). Specif-
ically, the integrand of Eq. (4) is discretized at times
τm = m∆τ , with the values of the field E(z, τm) ob-
tained by discrete inverse-Fourier transform of the modes
{E˜k}, and it is summed using the trapezoidal rule. The
right-hand side of Eq. (A7) is computed similarly. We
take H(0) = UEM(0) and monitor the accuracy of our
simulations through the error |H(z)− UEM(z)|/H(0).
The error for the quantum and classical models is
plotted in Fig. 25 for simulations in the scattering-
propagation experiment setup (see Sec. IV A) for dif-
ferent values of ∆z. The values of ∆z are reported in
the caption of Fig. 25. We also compare the behavior
of a third-order Runge-Kutta method (RK3) [74] with
the two-step Adams-Moulton method (AM2) employed
throughout the main text. We use the RK3 method
here because it is of the same order as the AM2 method.
These plots show that H(z) − UEM(z) is a good indica-
tor for the numerical accuracy of our computations, in
the sense that the error in the conservation of this quan-
tity has the expected scaling with (∆z)3: when ∆z is
divided by 2, the error goes down by a factor of 8. This
scaling is observed in all cases, except the classical RK3
case (Fig. 25c). In general, the behavior of the energy
error for the AM2 method—a gradual growth at a con-
stant rate—is more typical than the behavior of the error
for the RK3 method, which exhibits some erratic oscil-
lations. The cause of this behavior for the RK3 method
is unclear, and may be a sign of stiffness of the model
equations. Also, while both methods have a compara-
ble error for each ∆z, the AM2 method only requires
two evaluations of v(z, τ) for each space step (in PECE
mode), compared to three for the RK3 method. Because
evaluating v(z, τ) is the computationally-expensive step
of solving the model equations, this is a significant ad-
vantage of AM2. For these reasons, we selected the AM2
method for the integration of the model equations.
Next, we check the convergence of our calculations with
respect to ∆z for the spectrum of E after propagation to
a given z. Figure 26 shows the spectra of E(z, τ) at
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FIG. 26. Comparison of the electric field spectra after propagation to z = 0.5 mm (using the two-step Adams-Moulton
method) in quantum (a) and classical (b) cases. The scattering-propagation experiment setup was used for the field and
particle initial conditions, with the parameters of Fig. 11. A sin4 window was applied to E(z, τ) prior to computation of the
spectrum. The insets show magnifications of the rectangles, where the discrepancies between calculations with different ∆z
begin to be observable. Red curves: ∆z = (21/4)λL = 6.33 µm. Cyan curves: ∆z = (21/8)λL = 3.16 µm. Blue curves:
∆z = (21/16)λL = 1.58 µm. For the classical calculation, N = 602910 particles were used for the solution of the Liouville
equation.
z = 0.5 mm in the quantum and classical models, with
each of the ∆z of Fig. 25 used for propagation. In both
calculations, we see that the spectra are in good agree-
ment for each ∆z, indicating that this range of ∆z is
small enough to obtain converged results. Furthermore,
we see in both cases that the spectra are indistinguish-
able up to a particular high frequency, after which the
differences between the spectra with different ∆z are vis-
ible. For the quantum case (Fig. 26a), this frequency is
ω ≈ 170ωL, near the high harmonic cutoff, where the
spectrum with ∆z = (21/4)λL (red curve) is seen to de-
part from the spectra computed with smaller ∆z (cyan
and blue curves). The calculations with ∆z = (21/8)λL
and ∆z = (21/16)λL are indistinguishable from each
other, indicating that the quantum calculation has con-
verged with ∆z = (21/8)λL.
Meanwhile, for the classical case, it is seen in Fig. 26b
that ω ≈ 80ωL is the frequency where the ∆z = (21/4)λL
spectrum begins to depart from the other two spectra.
Further, the ∆z = (21/8)λL spectrum is only in ex-
cellent agreement with the ∆z = (21/16)λL spectrum
up until ω ≈ 100ωL, after which some small deviations
are visible. Thus, the classical calculation is not com-
pletely converged with respect to ∆z for these frequen-
cies. Note that here, N = 602910 particles were used
in the classical calculation, indicating that the Liouville
equation is converged up to ω ≈ 135ωL, as shown in
Fig. 24. Thus, while we cannot draw any conclusions
about frequencies greater than 135ωL, we can say that
the frequencies from 100–135ωL experience propagation
dynamics on scales smaller than than those resolved by
∆z = (21/8)λL. Nevertheless, the behavior of these high
harmonics of very low intensity does not seem to influ-
ence the lower frequency components of the field, because
the latter are the same for each ∆z. Therefore, we trust
the results of the simulations for the lower, more intense
harmonics in both the quantum and classical cases, even
if we have not fully converged the highest harmonics. In
any case, it is the highest-intensity parts of the spectrum
which are determinant for the electron dynamics, as dis-
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FIG. 27. Effect of the time domain size on unidirectional pulse propagation with ground-state atoms for the quantum (a),(c)
and classical (b),(d) models. The parameters are those of Fig. 7, corresponding to the low ionization probability regime. (a),(b)
Electric field E(z, τ) at z = 0.2 mm computed for two different time domains. The solid grey curves are for the domain
τ ∈ [−0.5To, 9To], and the dashed colored curves are the domain τ ∈ [0, 8To]. (c),(d) Error between the fields in the two
calculations as a function of z. For the classical calculation, N = 101210 particles were used for the solution of the Liouville
equation.
cussed in the main text.
Lastly, we consider the effect of changing the time do-
main size for simulations in which a pulse propagates
through atoms initiated in the ground state. If τ = 0
is the time at which the incident pulse starts, meaning
E(z, τ) = 0 for all τ < 0, then extending the time do-
main over which the simulation takes places to values
of τ < 0 should not influence the results. For times τ
that the field is zero, so too should be the dipole velocity
v(z, τ), so that ∂zE = 0. Also, if the atoms are in a sta-
tionary state before the onset of the laser pulse, then we
should have ∂τψ = −iψ and ∂τf = 0 in the quantum
and classical cases, respectively, where  is the energy
of the quantum state. Thus, in theory, integrating the
electron fields for times τ < 0 should not influence their
subsequent evolution. On the other hand, for a given fi-
nal time τf , changing the domain size to include times
τ > τf should not change the results for τ ≤ τf . This
is because, for an arbitrary time τ ′, v(z, τ ′) depends on
E(z, τ) for all τ < τ ′, but no τ ≥ τ ′.
Figure 27 shows the degree to which our numerical
schemes respect these properties of the equations by com-
paring two different domain sizes: τ ∈ [−0.5To, 9To]
on the one hand and τ ∈ [0, 8To] on the other. Here,
ρ = 2 × 1019 cm−3, ∆z = 1.6 µm, and the initial condi-
tions for the field and particles are those of Fig. 7. Figures
27a and 27b show that, overall, the fields from the two
calculations are in agreement after propagation to z =
0.2 mm, for the times during which the domains overlap.
Additionally, the field computed on the longer domain
has remained zero for τ < 0 throughout propagation.
We define the error as maxτ |Elong(z, τ) − Eshort(z, τ)|,
where “long” and “short” refer to the fields calculated
with the longer and shorter domains, respectively, and
the maximum is taken over the time domain at which
the two calculations overlap. This error is plotted in
Figs. 27c and 27d. Note that we have subtracted off the
error at z = 0, which is nonzero because the time steps
in the two calculations were not exactly aligned. By the
end of the simulations, the quantum model error relative
to E0 is about 10
−4, while for the classical model the
relative error is about 10−2. In both cases, the errors
are due to the deviations of numerical representations
of the electron initial conditions ψ0(x) and f0(x, v) from
true stationary states. This leads to differing electron
fields at τ = 0 in the long and short domain calculations.
These errors can be reduced by reducing the time step
∆τ , and by reducing the spatial step ∆x in the quantum
calculation or increasing the number of particles N in the
classical calculation.
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b. Selection of ∆z
How one selects ∆z in practice depends on what phe-
nomena one is interested in. For example, if one is in-
terested in Maker fringes of high harmonics, as seen in
Fig. 20a, then ∆z should be small compared to the wave-
length of the harmonic intensity oscillations. On the
other hand, the near-fundamental frequencies and lower-
order harmonics tend to evolve over much longer length
scales, as seen in Fig. 18, and the higher harmonics do
not seem to influence their evolution. Therefore, a larger
∆z may be acceptable for investigating these phenomena
(as well as a reduced number of particles for the classical
calculation). In the main text, we err on the side of cau-
tion for the 1D simulations by selecting very small values
of ∆z, comparable to those used in Figs. 25 and 26, where
we are sure the high-harmonic parts of the quantum and
classical (with enough particles) spectra are converged.
For the 2D simulations, where we only focus on the ellip-
ticity of the full field, we select a much larger ∆z in order
to speed up the calculations. In any case, the hypothesis
underlying the reduced models used in this paper is that
the field evolves slowly compared to λL. If the phenom-
ena of interest begin to occur over smaller length scales,
then a more general model—namely, one that includes
backward-propagating waves—should be used.
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