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A b st r a c t
We report a spin dynamic investigation with the use of the optical polarisation 
pump-probe technique in bulk and quantum well narrow gap semiconductors (NGSs) 
of the III-V and IV-VI families. By taking advantage of their zinc-blende (III-Vs) and 
rock-salt (IV-VIs) crystal symmetries, their direct energy band-gap, small effective 
mass, high electron effective g-value, strong relativistic effects, and with the use of 
the Surrey Ultrafast Laser system and the Free Electron Laser system (FELIX) for 
interband excitation process we prove that they are attractive for high speed electronic 
and new proposed spintronic concepts.
The electron spin relaxation times have been measured in InSb and InAs 
epilayers in Faraday and Voigt configurations. A strong and opposite field 
dependence of the spin lifetime has been observed. We report the existence of a new 
spin relaxation process, which was theoretically predicted but not observed before. 
We demonstrate that for these NGSs, and specifically for the III-Vs, the electron spin 
lifetime can be modified by more than one order of magnitude simply by changing the 
direction of a moderate, externally applied magnetic field.
We used circular two-photon absorption (CTPA) and investigated the “allowed- 
forbidden” and "aliowed-allowed" transitions in n-InSb, the theory of which has not 
been investigated experimentally until now. The detailed CTPA spectrum presented 
here shows that the sign of photo-excited spin polarisation can in principle be 
controlled by the excitation wavelength in the two-photon absorption processes.
We report the analysis of optical measurement of the spin dynamics at elevated 
temperatures and in zero magnetic field, for degenerately n-doped InSb/InAlSb QWs, 
one asymmetric and one symmetric. For the asymmetric QW, by making use of 
directly determined experimental parameters, we have made a direct measurement of 
the zero field spin splitting without the influence of the large Zeeman effect. The 
extracted Rashba parameter is more than an order of magnitude larger than that 
measured earlier for GaAs QWs.
Pump-pump photoconductivity experiments have been performed and we 
successfully measured the recombination time in InSb-based devices of different 
geometries, allowing new investigation methods of low dimensional structures and 
manipulation of samples of weak transmittance signals.
-Vlll-
We investigated the dependence of spin lifetime on controlled asymmetry in IV- 
VI Multi-QWs. We show for the first time experimentally that lead-chalcogenide 
semiconductor heterostructures can exhibit long spin lifetimes by virtue of their 
centro-symmetric crystal structure, and a tuning o f the lifetime o f over one order of 
magnitude after appropriate structure control corresponding to a large zero field spin 
splitting. The results imply that this system can be the material of choice for certain 
semiconductor spintronic applications requiring control of spins.
We report a significant temperature dependence of the transverse electron g*- 
factor in symmetric IV-VI Multi-QWs. A second oscillation frequency has been 
observed, suggesting a possible method for distinguishing the actual excited states and 
the activation of an electron-hole mechanism. Although temperature tuning of lead 
salt laser emission wavelengths has been the method of choice in these systems for 
many years, we demonstrate that temperature can also be used to modulate g*, and 
hence the spin lifetime in lead salt QW spintronic devices.
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C h a p t e r  1 
In t r o d u c t io n
Spin related phenomena may open the possibility of developing devices that could be 
much smaller, consume less energy and offer greater functionality than electron- 
charge-based systems. This is the general philosophy of Spin Transport Electronics\ 
Spintronics, that exploits both the intrinsic spin of the electron and its 
associated magnetic moment, in addition to its fundamental electronic charge, 
in solid-state devices. One of the main requirements for the realization of such devices 
is efficient spin injection into semiconductors. This can be achieved electrically, for 
example, through ferromagnetic layers or optically by means of the absorption of 
circularly polarised light^.
Work on magnetic frustration and spin ice shows that new materials with interesting 
natural crystal arrangements^'^ or related symmetries produced by nanoscale 
patteming^'^ can produce new functions for spintronic memories; and new symmetries 
with interesting spin properties are also being predicted theoretically^’^ ®. Adding 
semiconductors to the spintronics toolkit allows new active functions^
Temporal inversion symmetry requires that a moving spin has the same energy as the 
opposite spin moving at the same speed in the opposite direction. Temporal inversion 
puts no restriction on states with opposite spin and the same momentum. A spin 
splitting may therefore exist unless the system is also spatially inversion symmetric, 
in which case there is no reason for the spin to prefer either up or down. The strength 
of spatial inversion symmetry breaking, and the consequent so-called zero field spin 
splitting (ZFSS), is dependent on the odd parity components of the potential. These 
components may be introduced by asymmetric structure engineering or by an 
externally applied electric field by the Rashba effect, leading to a number of device 
proposals such as the spin field effect transisto r^E ssen tially , when there is a 
ZFSS, only one direction of spin is stationary and transverse spins precess with a
.Chapter 1 ; Introduction
frequency proportional to the splitting. Therefore, an electric field modulation of the 
spin states renders the rotation of spins controllably.
In the case of zinc-blende semiconductors (i.e. III-V and II-VI) the natural (bulk) 
inversion asymmetry of the crystal also introduces a ZFSS and this greatly 
complicates the picture. The best solutions for long lifetimes so far can be produced 
by an approximate cancellation or alignment of the structural (Rashba) and bulk terms 
as the electric field is tuned, which is very difficult to achieve^^’^ "^. The lead salts (FV- 
VI) can provide substantial improvement in the form of rock-salt crystal structure 
materials, which have strong spin-orbit coupling and are centro-symmetric, i.e. with 
exactly zero spin splitting for all growth directions and momenta, until a controllable 
structural symmetry breaking is introduced - e.g. by an applied electric field.
Most work on semiconductor spin dynamics up until now has been done on GaAs 
heterostructures^^'^^, due to the availability of very high quality samples with varying 
growth directions (e.g. using [011]^^’^  ^and [111])^ ®, with which spin dynamics can be 
investigated using circularly polarised pump pulses^^"^ .^ Narrow bandgap 
semiconductors (NGSs) of the same zinc-blende family such as InAs^^ and InSb^ "^ '^  ^
have also been investigated because they have a much stronger Rashba effect and 
hence more sensitive spin control, though this enhancement is coupled with a much 
larger bulk inversion asymmetry and hence shorter spin lifetimes. By contrast centro- 
symmetric crystals such as silicon (diamond lattice) are spin degenerate, leading to 
very long spin lifetimes. Unfortunately, in the case of silicon the spin-orbit coupling is 
very low and this produces a very weak Rashba effect^^.
The aim here was to investigate the spin dynamics and the relativistic phenomena in 
bulk and low dimensional NGSs of the III-V and IV-VI families with the use of 
optical polarisation pump-probe spectroscopy developed at the University of Surrey 
and at the FOM Plasma Institute (Utrecht). We wish our results to contribute by 
adding to the existing knowledge for the case of III-Vs and open new investigation 
routes for the case of IV-VIs, for potential device development.
  2
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In Chapter 2 we review the background theory of semiconductor band structure, 
which is fundamental for this work and linked by the k.p perturbation theory, and the 
so-called 8x8 coupled band models of Kane^^ and Pidgeon and Brown^^ for cubic and 
zinc blende semiconductors at the F-point of the Brillouin Zone, and extend it to low 
dimensional systems. We review the principal processes that cause spin relaxation, 
and include a discussion of the bulk (band structure) and structural (asymmetric QWs) 
sources of inversion asymmetry in some of these systems. We refer to the zero-field 
spin splitting (ZFSS) that occurs in bulk semiconductors that have inversion 
asymmetry (Dresselhaus^®) and describe the Rashba^^ effect (the ZFSS that results in 
QWs associated with inversion asymmetry in the presence of an external electic field 
and spin-orbit coupling). We refer to the main spin relaxation processes in the NGS 
systems. Finally we introduce the lead salt QW systems where we take advantage of 
the zero Dresselhaus terms and the strong structural Rashba term in this NGS system.
In Chapter 3 we describe the Optical Polarisation Pump-Probe Spectroscopy, which 
is the main method used for the spin dynamic investigation in this thesis, developed at 
the University of Surrey (UK) and at the FOM Plasma Institute (Holland), with the 
use of the Ultrafast Laser and the Free Electron Laser systems, respectively. We also 
refer to the supplementary techniques necessary for our sample characterization.
Chapter 4 concerns the spin dynamic investigation in bulk m-V semiconductors. We 
present the dependence of spin lifetime on magnetic field orientation, in Faraday and 
Voigt configurations and the influence of the spin relaxation processes which 
dominate in these cases. We also present the spectral control of injected spin 
orientation by two photon absorption of circularly polarised light, where the “allowed- 
forbidden” and “allowed-allowed” transitions are investigated.
In Chapter 5 we report the theory and the analysis of optical measurement of the spin 
dynamics at elevated temperatures and in zero magnetic field, for two types of 
degenerately doped n-InSb QWs, one asymmetric and one symmetric with regards to 
the electrostatic potential across the QW. For the case of the asymmetric sample we
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show how we can directly extract the ZFSS and the Rashba coefficient from 
experimental parameters. We also present some of the experimental results on 
electrical detection of photo-excited electron population for two InSb-based devices 
of different geometries.
Finally in Chapter 6 we show the first systematic spin dynamic investigation in lead- 
chalcogenide heterostructures. We show the influence on spin lifetime by controlled 
asymmetry in their crystal inversion system, accompanied with our detailed 
theoretical approach based on the existing insufficient theoretical model. We also 
report the strong anomalous temperature dependence of the transverse electron g*- 
factor for the lead chalcogenide MQWs.
Fig. 1 .1 . Spintronics; spin injection, detection 
and manipulation.
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Introduction
We review the basic elements required for the overall comprehension of the thesis, 
which is concerned with spin relaxation processes in bulk, and quantum well narrow 
gap semiconductors (NGSs) of the III-V (zinc-blende) and IV-VI lead salt (rock salt) 
systems. The III-V materials have zinc-blende crystal symmetry which is face- 
centered cubic so that the first Brillouin Zone (BZ) has the shape of a truncated 
octahedron as shown in Fig. 2.1 together with the all high symmetry points (i.e F, L, 
X, etc.). They are direct-gap semiconductors with the valence and conduction band 
extrema at the centre of the BZ, the F-point. The IV-VI lead salt narrow gap materials 
have a rock salt crystalline structure (also referred as halite crystalline structure^) also 
face-centered cubic with a BZ similar to that of the zinc-blende materials. They are 
also direct-gap semiconductors with band extrema lying at the L-point of the BZ. All 
of the work is linked by k.p perturbation theory, introduced here mainly with the so- 
called 8x8 coupled band models of Kane^ and Pidgeon and Brown^ for cubic and zinc 
blende semiconductors at the F-point (i.e. zone centre, k=0) of the BZ. We indicate 
how the formalism is extended to low dimensional systems (quantum wells, QWs) 
and make some brief comments about the lead salt systems where the fundamental 
gap is at the L-point of the zone.
The entire thesis utilises experiments involving interband (valence band, vb, to 
conduction band, cb) optical pumping with circularly polarised light to obtain a 
preferential spin population in the conduction band for dynamical pump/probe types 
of experiments, so we devote a section to the polarisation properties of electric dipole 
transitions in these systems. We review the principal processes that cause spin 
relaxation, and include a discussion of the bulk (band structure) and structural 
(asymmetric QWs) sources of inversion asymmetry in some of these systems -  a
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critical requirement for the so-called D’Yakonov-Perel (DP) mechanism which is the 
dominant process for spin relaxation in the NGS systems at moderate temperatures 
and carrier concentration discussed in the present work. We refer to the zero-field spin 
splitting (ZFSS) that occurs in bulk semiconductors that have inversion asymmetry 
(Dresselhaus^) and describe the Rashba^ effect (the ZFSS that results in QWs 
associated with inversion asymmetry in the presence of an external electic field and 
spin-orbit coupling). Finally we consider the cubic lead salt QW case where we take 
advantage of the zero Dresselhaus terms (resulting in a long spin lifetime) and the 
strong structural Rashba term in this NGS system. In all the above the detailed theory 
involved in both bulk and QW systems will be included in the relevant Chapters 4 - 6 .
\rl/ Y  :
/  /  ! /
S T  - y<
Fig. 2 .1 . The first Brillouin zone and all 
major symmetry points for face- 
eentered cubie crystals, e.g. diamond, 
zinc blende and rock salt structure^.
(a)
' k h
(b)
' Ef/
1 f
E  -  E +
' 2m * E = E^+  +  C* " +  . . .  2m *
± ak  ± yk^ + ---
Fig. 2. 2. Energy dispersion relation in crystal systems (a) 
with time-reversal symmetry (i.e. E (k ,|) = E (-k ,|)) but 
without spatial inversion symmetry, where odd terms are 
allowed in the expansion of E(k) which have the same 
magnitude and opposite signs for opposite spins and (b) 
with spatial inversion symmetry where only the even 
terms are allowed (i.e. E(k,T) = E(k,J,)).
2.1 Band structure of semiconductors
A time-reversal operation on an electron moving with wavevector k and spin |  
produces one with wavevector -k and spin and if time-reversal symmetry applies 
(requires zero magnetic field) then the energies of these two states are equal, i.e. 
F(k,|) = F(-k,|). If spatial inversion symmetry also applies there is no restriction on 
states with the same momentum and opposite spin, i.e. F(k,|) ^  F(k,j) unless spatial 
inversion symmetry also applies as shown in Fig. 2.2. For inversion symmetric
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crystals (such as the lead salts) only even terms are allowed in the expansion of E(k), 
and the dominant ones are the zeroth order term for the band edge and the parabolic 
term defined by the effective mass. Higher (quartic etc.) terms are produced by so- 
called ‘non-parabolicity’, which is often ignored, but is strong in NGSs (the subject of 
this thesis). For inversion asymmetric crystals such as zinc-blende), odd terms are 
allowed in the expansion of E(k) which have opposite signs for opposite spins
2m  *E =  E c +   -----+ +
ia fc  i  yk^ +  .... (2.1)
As for the non-parabolic even terms, in most materials these odd terms are small, and 
for many purposes they are ignored. However, these are the terms which produce the 
spin effects which are central to this thesis and we shall investigate them in detail.
2.1.1 The Effective Mass Approximation
We first introduce the effective mass approximation for Bloch states in a periodic 
crystal, and then indicate where the non-parabolicity (quartic terms) comes from. A 
one-particle Schrodinger equation is assumed,
HoVk = EkYk , (2.2)
p2
where the unperturbed Hamiltonian is Hg = —  + V(r), ^ in the periodic lattice is
given by the Bloch equation for a single band j:
'Pj.kCr) =  e"=-''Uj,kW . (2.3)
and the differential operator p = —ihV =  —i h d f  dr and m is the free electron mass.
Differentiating twice with the operator p in Eq. (2.2) gives:
[Ho + ^  + p]Ujk(r) = EjkUjk(r) , (2.4)
We expand the Bloch functions Uj k(r), which have mixed parity, in terms of the 
complete set of cell periodic functions, Uj o (r) at the F-point whose parity is known:
Uj,k(r) =  Z ij Aj,i (k )U j,o(r) , (2 .5 )
- i.e. we know the symmetry of the solution of: 
 _________________________________ 10
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Ho%o — Ej gUj 0 , (2.6)
If we substitute Eq. (2.5) in Eq. (2.4) and use the orthogonality of the Bloch functions 
-  i.e. multiply throughout by ujg on the left hand side and integrate over a unit cell -  
the resulting matrix equation becomes
Si,j[(Ej (0) +  ^ ) S i j  +  “ k. PjiJAji = Ej(k)Ajj , (2.7)
where pji = 4nitceii^fo P^i,odr = <  Uj glplu^g > Eq. (2.7) is an infinite matrix, 
and one has to employ approximation methods to solve it. For our purposes there are 
two limiting solutions. For a single band j we use second order perturbation theory to 
write down the expression for the energy to order k ,^ defining the effective mass 
approximation for m*j (N.B. remembering that the first order term is zero at the F- 
point for inversion symmetry):
EKk) =  Ei(0) +  g !  =  Ei(0) +  ^
—  =  — 4-— y .  /n o\
m*- m  E j(0)-E j(0) ’
Clearly this last equation is parabolic, because we restricted ourselves to second order 
perturbation theory. It shows that the effective mass is different from the free electron 
mass because of the the interaction between bands. It is obvious that a better 
approximation than second order, or stronger interactions produced because bands are 
near to each other (which is the case in NGSs) will cause departures from 
parabolicity.
2.1.2 The Kane and Pidgeon-Brown Models for bulk HI-Vs
Instead of treating all the bands with by second order perturbation theory, the 
Kane^ model (1957) utilises so-called Lowdin perturbation theory where a group of 
close together energy bands at k = 0 are treated exactly and higher bands are added by 
perturbation theory. In the original work on III-V’s cubic symmetry is assumed and 
the higher bands (and, importantly for the present work, additional k-linear and k- 
cubic terms^ resulting from inversion asymmetry -  see section 2.3.2) can be added at 
a later stage by perturbation theory. It is a semi-empirical, one-electron technique
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where symmetry properties of the crystal are used to eliminate the maximum number 
of unknown (band) parameters, the remainder of which are to be determined by 
experiment. The principal of these are the energy gaps, and effective mass parameters 
for the group of nearby bands. It is found that for III-V NGSs an 8x8 effective mass 
Hamiltonian model (s-like conduction band and p-like valence band, with spin) gives 
an extremely good description of the experiments up to the present time. The Pidgeon 
and Brown model^ transforms the 8x8 Hamiltonian to include an external magnetic 
field for magneto-optical applications, and has the additional advantage that the 
higher band terms are included within the 8x8 matrix to order k .^ Thus, it gives a 
better description of the valence states (i.e. Landau levels), particularly for the 
degenerate light and heavy hole bands at k = 0.
Kane^ showed by symmetry arguments that the conduction-valence band interaction is 
given by a single matrix element:
P = -  -^SIpJX> = -  iî<SlpylY> = -  iî<SlpJZ> (2.9)
m  m  m  ^   ^ ^
The higher bands are included with second order perturbation theory in the 8x8 k.p 
matrix Eq. (2.7) to order k ,^ the sum now excluding the conduction and valence 
bands.
We have so far ignored the additional term resulting from the relativistic treatment of 
the Schrodinger equation which introduces the electron spin, namely the spin-orbit 
interaction Hamiltonian:
pli
Hs.o = j ^ V V x p . ( 7  , (2.10)
where <s is the Pauli spin matrix.^ When this operates on a Bloch charge carrier the 
result is an atomic term and additional similar term in k, the k-dependent part, 
^ c r y s t a i^  SO as the total spin-orbit interaction Hamiltonian is
=  +  (2.11)
 ^See also Appendix A.
 12
.Chapter 2: Theoretical Background
where,
H 7 '" '= - ! ^ V V x k . ( T4m^ c^ (2 .12)
The spin-orbit term in Eq. (2.12) is usually small compared to the atomic part of Hg.o 
and is normally neglected since most of the interaction occurs in the interior of the 
atom where the crystal momentum, hk, is small compared with the atomic 
momentum, p. We shall ignore the term in the remainder of this sub-section,
but return to it in sub-section 2.1.4.
In the case now of zinc-blende structures, the k-independent part, H^ o  ^ of the 
spin-orbit interaction of the valence bands (Eq. (2.10)) can be treated exactly. It only 
affects p-like atomic functions of the valence band (which have non-zero orbital 
momentum), not the s-like atomic functions of the conduction band. We start with the 
triply degenerate p-like atomic functions X , Y and Z  and the spin functions T and i. 
Group theory arguments show that only matrix elements of the type < X I(V V x p )y lZ >  
are non-zero, all equal and proportional to the spin-orbit splitting, A i.e. 
< X I(V V xp )y lZ >  = A/3i The interaction is diagonalised to give a new basis in terms 
of linear combinations of the starting states, shown in Table 2.1. The basis is now 
more complicated, but the Hamiltonian matrix is simlified because A only appears on 
the diagonal. Part of the effect of this coupling is 
that some of the triple degeneracy of the valence 
band is lifted and it now transforms as Eg (J=3/2) 
and Fy (J=l/2) with spin-orbit splitting energy of 
A. Note that this SO coupling arises from the 
canonical momentum of the electron and this is 
mainly a function of the time spent in the 
electric field of the ion -  therefore this spin-orbit
X-I
Ex
<100>
E
/a lley
r-v
%
alley
V
E ,
0
a l l ^
<111>
\  Heavy h o les  
Light h o les
\
Spllt-off band
splitting arises even when the crystal is inversion 2. 3. Schematic diagram of the
 ^ j  I conduction and valence band structure
symmetric so <VV> averaged long range over ,^Sb at 300K*; The energy gaps for
many unit cells is zero, as in silicon. The Fg state (("^"sitions at r  (k-0), L and X valleys
and spin-orbit splitting eorrespond to
(which is doubly degenerate at k = 0) forms the Eg=0.17eV, EL=0.68eV, Ex=leV,
A=Eso=0.8eV, respectively.
light and heavy hole bands and the single F?
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State is the so-called split off band whose maximum is an energy A below the valence 
band maximum, taken as E = 0. The s-like conduction band, T i, now transforms asEs 
(J=l/2), and has a minimum at the energy gap. Eg, above the maximum of the valence 
band.
The 8x8 k.p matrix^ is then evaluated from Eq. (2.7) in terms of the new basis in the 
|j,mj) representation, using group theory to minimise the number of unknown band 
parameters for the two conduction bands (with spin) and six valence bands. We order 
them in Table 2.1 in terms of the two sets suitable for block diagonalising the matrix^ 
under certain conditions (the a-set corresponds to all states that couple with the spin 
up conduction band, ST, and the b-set to the spin down conduction band. Si). This 
block-diagonalisation is equivalent to ignoring the inversion asymmetry so there is no 
Zero Field Spin Splitting, but nevertheless it is convenient to keep the same basis with 
the same ordering even when these inversion asymmetry terms are included. The 
|j,mj) representation is also given.
E(k=0)
a-set:
(2T3)
ui,o = 11/2, l/2>  = |ST)
U3,o = I3/2,3/2> = i | ( X  + iY)T)
U5.0 = 13/2,-1/2> = ^ | ( X - i Y ) T + 2 Z  i) 
U7,o=ll/2 ,-l/2>  = ^ | ( - X - i Y ) T + Z  J.)
conduction band (cT), E(0) = Ec 
heavy hole band (hh' )^, E(0) = Ey 
light hole band (Ih"^ ), E(0) = Ey 
split off band (so^), E(0) = Ey - A
b-set:
(2.14)
U2.o = I1/2,-1/2>= |iS4.)
U4,o = l3 /2 ,-3 /2 > ;;^ |(X -iY )n
U6.0 = 13/2, l/2>  = ;^  1 (X -(- iY) 4. -2 Z  T)
U8.0 J l/2 ,l /2 >  = ^ | ( X 4 - i Y ) 4  4-Z T)
eonduction band (c‘), E(0) = Ec 
heavy hole band (hh ), E(0) = Ey 
light hole band (lh‘), E(0) = Ey 
split off band (so ), E(0) = Ey - A
Table 2. 1. Kane basis s e t . Equations (2.13) and (2.14) in a-set and b-set deseribe the spin up and 
down conduction and heavy hole states and the mixed spin light hole and spin-off band states. If  we 
choose the top of the valence band to be the starting point of measuring the energy, then Ey=0 and
Ec=Eg.
14
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The final 8x8 result for the energies and wavefunctions contains adjustable band 
parameters, to be obtained by fitting to experiment, which are: the energy gap. Eg, 
the spin orbit splitting. A, the first order (conduction-valence band) matrix element, P, 
and the higher band parameters which are second order combinations involving 
intermediate states in bands other than those of Eqs. (2.13) and (2.14).
2.1.3 The Envelope Function Approximation of Quantum Wells
For low dimensional semiconductors (in our case modulation doped QWs, Chapters 5 
and 6), generally the z-direction is taken as the growth direction. Thus, the main effect 
on the k.p bulk Hamiltonian is that the terms in kx and ky remain the same, but the 
translational periodicity along z is broken and kz is replaced by the differential 
operator = —id /  dz; the band offset V appears on the diagonal (e.g. by Eq. (2.28) 
in section 2.4). The basis functions (Eqs. (2.13) and (2.14)) remain the same. At this 
point we will introduce the basic equations of the Schrodinger-Poisson (SP) model 
from which one can obtain the self-consistent solutions for the potential and the 
electron density distribution^.
We need to recall the one-dimensional, one particle Schrodinger Eq. (2.2) which can 
be written in the form,
, (2.15)
where ip is the wavefunction, E is the energy, V is the potential energy, h is Planck’s
constant divided by 2n, and m* is the effective mass. The one-dimensional Poisson 
equation is
(2 ,6 )
where e^is the dielectric constant, cp is the electrostatic potential, Nd is the ionized 
donor coneentration, and n is the electron density distribution. To find the electron 
distribution in the conduction band, one may set the potential energy V to be equal to 
the conduction band energy. In a QW of arbitrary potential energy V is related to the 
electrostatic potential (p as follows:
V{z) = -q (z )0 (z )  -  AEc , (2.17)
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where AEc is the pseudopotential energy due to the band offset at the heterointerfaces. 
The wavefunetion 0(z) in Eq. (2.15) and the electron density n(z) in Eq. (2.16) are 
related by
m
^  k^(z) k^iz)rik , (2.18)
k=l
where m is the number of bound states, and is the electron occupation for each 
state. The electron concentration for each state can be expressed by
m* 1L i  +  ' C2.19)
'Ek
where E^ is the eigenenergy.
With an iteration procedure one can obtain the self-consistent solutions for Eqs. (2.15) 
and (2.16). Starting with a trial potential 7(z), the wavefunctions, and their 
corresponding eigenenergies E^, can be used to calculate the electron density 
distribution n(z) using Eqs. (2.18) and (2.19). The computed n(z) and a given donor 
coneentration N^Çz) can be used to calculate 0(z)from Eq. (2.16). The new potential 
energy E(z) is obtained from Eq. (2.17). The subsequent iteration yields the final self- 
consistent solutions for 7(z) and n(z). This is relevant to Chapter 5 where 
calculations of the Rashba (a) and Dresselhaus coupling parameters (p, y) have been 
performed for the modulation doped QW sample^®, using the SP model for the band 
profile and the k-p model followed by the approach of Pfeffer and Zawadzki’:11
2.1.4 Inversion Asymmetry, Bulk and Structural; the Rashba effect
We already referred to the odd terms in the expansion of E(k) at the beginning of this 
section, arising from the lack of inversion symmetry in the crystal potential. We also 
noted that there are spin orbit coupling terms arising from the long range periodic part 
of the wavefunetion and crystal potential, Eq. (2.12), which we have ignored till now. 
This inversion asymmetry produces a non zero (Wcrystai) and hence extra spin-orbit 
coupling terms according to Eq. (2.12).
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Fig. 2. 4. The crystal structures of
(a) zinc-blende and (b) rock salts; In 
III-V semiconductors (e.g. GaAs, 
InSb) the inversion asymmetry exists 
naturally; it is produced by the zinc- 
blende crystal lattice and cannot be 
eliminated. In rock salts (e.g. lead 
salts) the crystal symmetry naturally 
exists.
The spin-orbit coupling is a manifestation of relativity and in the reference frame of 
the moving electron, electric fields transform into magnetic fields, which interact with 
the electron spin. In the atomic part of Hso the energy depends on whether S and L are 
parallel or antiparallel, hence they split the J=3/2 and J=l/2 states. The long range part 
lifts the degeneracy of t  and I states producing a ZFSS. There are two kinds of long- 
range contributions to the spin-orbit coupling, known as Bulk Inversion Asymmetry 
(BIA) terms and Structural Inversion Asymmetry (SLA) terms. The former is 
associated with the underlying crystal symmetry. Fig. 2.4. In rock-salt crystals (Fig. 
2.4(b)), as exhibited by the lead chalcogenides (e.g. PbSe), the inversion symmetry 
leads to {^Vcrystal) = 0 so that Eq. (2.12) is zero, leading to spin degeneracy -  i.e. 
the BIA term is zero.
On the other hand, the zinc-blende crystal lattice of III-Vs (e.g. GaAs, Fig. 2.4(a)) 
where the asymmetry naturally exists BIA/0. The BIA was first examined by G. 
Dresselhaus in 1954 for III-Vs and the associated interactions are associated with his 
name. He showed that in bulk crystals the BIA produces only terms cubic in k (Eq.
(2.1)). Rewriting Eq. (2.12) in terms of a spin-orbit precession vector:
(2.20)
we have, taking k in the z-direction:
fin = (2 .21)
This result is not obvious, and it may seem strange that x k  should be
proportional to -  but the form of the k-dependence is not easy to compute because
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it depends on the crystal symmetry and the result of a perturbation theory calculation. 
It is clear that H^^^^Veverses sign if k reverses direction or if the spin is reversed, as 
required. The resultant energy is ±V2h\Çl\ i.e. proportional to and in accord with Eq.
(2.1), and the ZFSS is A£D{k)=fi\Q\.
In a III-V quantum well, where <h> = 0 but <k/>^0, Eq. (2.21) is modified thus:
/  —/Cv\
^D2d —
0
kxky
(2.22)
where p=y<kz>. For small k the cubic terms are negligible.
SIA can be created through asymmetric barriers, external applied field or asymmetric 
interfaces. Figure 2.5 is a schematic representation of the changes in the energy band 
profiles from a symmetric to an asymmetric QW structure.
— —
E '
1 , " r
z
(a )  (b ) (c) (d )
Fig. 2. 5. Schematic representation 
of the energy band profiles of (a) 
symmetric and (b)-(d) asymmetric 
QWs. SIA can be ereated through
(b) asymmetric barriers , (c)
external applied field or asymmetric 
doping or strain or, (d) asymmetric 
interfaces in the QW structure.
The SIA problem was examined by E. I. Rashba in the 60s, and the SIA term (from 
which one can determine the Rashba parameter, a, is referred to as Rashba 
asymmetry, and the resulting ZFSS, AE/?(/:)=/zlf2Rl, as the Rashba effect. In the 2-D 
electron gas in a heterostructure (whose growth direction is along z) it may be 
assumed that the extra asymmetry produces a field that is also oriented along z, i.e. 
F = -VVstructure= (0,0-&). In this case it is easy to compute structure  X k. Also the 
momentum is aligned in the x-y plane, so Eq. (2.12) can be expressed in terms of the 
electric field by'^
o  , (2.23)
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y
~  4^2c2 ^^structure ^  ^   ^^o^Fz j  ’ (2.24)
which is the Rashba-Bychkov Hamiltonian^ in terms of the Rashba 
coefficient, ocq = gl/qFz. This last result Eq. (2.24) is general, and does not rely on 
knowledge of the crystal symmetry etc., although of course the value of Oq is structure 
and material dependent. The resulting ZFSS for structural asymmetry along z and 
electron momentum along x is
AEr = 2aQe¥k = 2ak , (2.24a)
in accord with Eq. (2.1). A theoretical estimation of may be obtained for triangular 
QWs from k.p theory^^’
d — — __:__ _________  Q 25)
“ 0 “  2 m * E g (E g + 2 l)(3 E g + 2 2 l) ’
- expressions that we recall in Chapter 5.
In III-V asymmetrie QWs where both BIA and SIA interactions appear, the total 
precession vector is^ ^
tot2d
Clearly, for the case of IV-Vis (lead salts) due to their roek-salt strueture BIA=0, thus 
P, y=0 and the only contribution is due to the Rashba effect (a/0). The subject is 
worked out in detail in Chapter 5.
2.2 Interband Optical Pumping with Circularly Polarised Light: Electric Dipole 
Transitions
From time dependent perturbation theory the expression for the total transition rate for 
eleetrie dipole transitions from an initial state i to a final state f is;
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T = ; i<  /Ip . e|i >  r  «(Em -  hw )g  , (2.27)
where co is the angular frequency of the radiation, E  is the electric field of the 
radiation, and f and i are given by the Bloch functions (Eq. (2.3)). e is the unit field 
vector equal to (€x± ify)/V2 for right and left handed circularly polarised light 
(upper and lower signs respectively). Taking the first term in the integral above gives:
[< Ufk'e' '^-np.e|ui,ue**'*'>]2 =
[ /  U^, g-ik'.rgik.r^p E)Uik + E)e'^^d^k]^ , (2.28)
Uik and Ufk are the cell periodic functions which are normalised over the unit cell, and 
the other functions vary only slowly over the unit cell and are normalised over the 
crystal. We can therefore break the integral up into the first part which is integrated 
over the unit cell and the second part which is integrated over the crystal. The first 
part is then:
< /Ip . eji >2 = < p. e >Ji ôk,k , (2.29)
which gives rise to direct (Ak = 0) valence band (i) to conduetion band (f) transitions. 
The second part above gives rise to free carrier absorption within the same band and 
does not concern us here.
We ean now evaluate the preferential spin population achieved by optical pumping 
with right, or left circularly polarised light ((Tr: Amj = 1; ol: Amj = -1). For simplicity 
we neglect the split off band and take only the light and heavy hole bands at k = 0 (i.e. 
we take the F-point functions of Eqs. (2.13) and (2.14)). We remember that only
matrix elements of type P = — ^ <SlpxlX> = — ^SIpylY> = — j^SlpzlZ> are non-zero;
and , <tlT> = <i\i> = 1, < |li>  = <ilî>  = 0. Taking then, for example, Ol polarised 
light we find that the only transition allowed to the I conduction band state U2 in 
Table 2.1, has a relative strength of
<  > ' =  , (2.30)
whereas that to the |  state %has a relative strength of
  2 0
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< u ,\p .e \u s (2.31)
giving a ratio of the transition strength from the valence band to the i  state to that 
from the valence band to the Tstate = 3/1; thus in this case we have a preferential spin 
population of 3:1 to the i  state, and similarly for or polarised light to the t  state. The 
selection rules for semiconductor QWs (where the light and heavy hole degeneracy at 
k = 0 is raised by quantum confinement) excited in the growth direction are shown in 
Fig. 2.6. Right-circularly polarised resonant excitation of the heavy-hole (hh) to 
conduction band transition ( - 3/2 - 1/2) yields 100% spin-down polarised electrons
(- 1/2 spin) (see Fig. 2.6). The holes are also 100% spin polarised but hole spin 
dephasing is very fast for free holes due to the strong mixing of the valence bands, 
and the hole spin polarisation caused by optical excitation can be neglected in most 
cases. Left-circularly polarised excitation of the hh or right-circularly polarised 
excitation of the light-hole (Ih) transition creates the opposite electron spin orientation 
( + 1/2). Nonresonant excitation of both hh and Ih transitions, yields a spin 
polarisation, P, of 50% since the interband matrix element of the hh transition is three 
times stronger than the Ih transition (P = (3 - l)/(3 + 1) = 0.5, see also Chapter 3). 
It is important to note that unlike in semiconductors like GaAs and other wide gap 
materials, exciton effects are not observable in NGSs. This is because the effective 
mass and dielectric constant respectively decrease and increase with gap. Therefore 
the exciton binding energy, which scales as rrPlep, is greatly reduced (e.g. for InSb it 
is <lmeV, and for PbSe even smaller). In common with the literature of interband 
magnetooptics (e.g. InSb, Ref. (3) and lead salts. Refs. (27) and (28)) we do not 
consider their effects in the present work.
-1/2 1/2 cb
| a " i  / V
' /  v \ E
3 /  / / \ 3
"m  / £
2 /  -1/2 1/2
hh
Ih
-W so
Fig. 2. 6 . Schematic representation of 
the selection rules for the interband 
transitions in semiconductors"’. The 
arrows depict the allowed transitions 
for single-photon transitions and the 
numbers next to the arrows are the 
relative transition probabilities.
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2.3 Spin Relaxation Mechanisms in Crystals
The two main mechanisms that dominate the NGSs of this thesis are the Elliott-Yafet 
(EY)^ spin flip process that results from the mixed spin states in the conduction band 
produced by the k.p interaction with the spin-orbit coupled valence band, and the 
D’Yakanov-Perel (DP) spin de-phasing process in the conduction band resulting from 
inversion asymmetry^ in the presence of spin-orbit coupling. In almost all cases of this 
thesis the EY process is substantially slower (and not field dependent), and the DP 
process dominates. In addition we consider the application of an external magnetic 
field, both in the Faraday and Voigt geometries. In the latter case the variable g-factor 
induced by non-parabolicity produces a DP process referred to as the MM 
mechanism^^’^  ^ (see below and also in Chapter 4). In the Faraday configuration the 
main effect of the B-field is to suppress the DP process when all the spins are aligned 
along the external magnetic field.
2.3.1 Elliot-Yafet (EY) Spin Flip Mechanism
A preferential spin population in the n-type cb is produced 
by optical pumping with circularly polarised light (Eqs.
((2.27 -  2.29)) which can then relax by the Elliot-Yafet (EY) 
spin flip scattering process (via, for example, an optical 
phonon) from, for example, i  to t- The EY process^ arises
due to mixing o f the spin eigenstates, so that processes that 2. 7. The EY process;
would not normally allow a change in angular momentum (orange•' 0 0  vector) which may cause
can cause transitions between spin states (see Fig. 2.7). It ch^’^ ge in spin eigen­
states. The matrix element
originates from the fact that, in the presence of spin-orbit for a spin flip is non-zero
because of mixing which
coupling (Eq. (2.10)), the exact Bloch state is not a spin provides a small overlap
u .  , r. -, of the wave function,eigenstate but a superposition of them. This induces a finite
probability for spin flip processes when the spatial part of the electron wave function 
experiences a transition through a scattering process (with momentum relaxation time, 
Tp, which is typically caused by inelastic processes like lattice or ionized impurities; 
in certain circumstances it may also be affected by elastic electron-electron scattering
-  see Chapter 5) even if the interaction involved is spin independent^. The spin
relaxation time is given by’^ ' ’^
= , (2.32)
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A is a dimensionless number that depends on the degree of mixing of the spin states 
for the average electron. This expression shows that increases as Xp increases. In 
Eq. (2.32) high mobility samples (Xp = ) or samples with larger bandgap energy
or small kinetic energy give long spin relaxation times, as expected (i.e. the EY spin 
relaxation rate 1/xf^ is directly proportional to 1 / i p  as expected). In our investigation 
on InSb and InAs (see below Eig. 2.10 and Chapter 4) we consider EY process as 
magnetic field i n d e p e n d e n t ' ( s e e  Fig. 2.10 below and Chapter 4).
2.3.2 The D’Yakanov-Perel (DP) Process
The DP process is the dominant mechanism for spin relaxation for almost all the 
experiments conducted in this thesis. According to section 2.1.4, electrons which are 
in an eigenstate must have their spin aligned along H, the direction of which is k- 
dependent. Therefore, in equilibrium all electrons have their spins pointing in 
different directions. If an ensemble of spins is aligned either electrically or optically, 
then they will all have different k and so some (or all) will be aligned in directions 
other than Q, and must thus precess about it, i.e. all about different directions and at 
different rates. Spin conserving collisions randomise k and slow down the dephasing 
(this is equivalent to “motional narrowing” in NMR), see Eig. 2.8. This de-phasing 
process is called the DP mechanism"' and the spin relaxation rate in bulk n-type 
materials is"'’'^’^ '
(2.33)
By contrast to Eq. (2.32) above, is is proportional to Xp"', so that low mobility samples 
give long spin lifetimes. N.B. The effect of elastic processes has not been included in 
Eqs. (2.32) and (2.33). If electron-electron scattering is important ip should be
replaced by xZ, thus l/xZ^l/Xp -E 1/ t^ 24
Diff'usive spin 
dephasing
BalUstic spin 
dephasing
Fig. 2. 8 . Schematic representation of the DP process in 
the limit of very low (cartoon in the middle) and strong 
momentum scattering (cartoon at the right hand). In the 
case of very low momentum scattering spins with 
different k will precess about same but opposite angles 
with a ballistic spin dephasing. At strong momentum 
scattering spins will diffusively dephase with different 
and changing k. In both of the cases there is no external 
applied magnetic field, but the spin experiences the 
effective magnetic field, Beff. In the presence of an 
external applied magnetic field (Be t^EO) the spins will 
precess about the direction of the applied field.
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2.3.3 The Variable g*- Factor Process (MM)
In the presence of an external magnetic 
field, in the Voigt configuration (where the 
spin polarisation, S, is perpendicular to the 
field, B) an additional Margulis and 
Margulis (MM) spin dephasing process 
(sometimes referred to as the variable g-
factor process, VG) is opened which Fig. 2. 9. The MM process; electrons in 
, , . . 18 rr., different quantum states precess about the
reduces the spin lifetime . The MM external magnetic field at different rate and
process, unlike the EY mechanism, does not coherence,
involve a spin flip in the electron scattering, and, unlike the DP process, exists only in 
the presence of a magnetic field. This new spin relaxation mechanism results from the 
momentum dependence of the electron g-factor, which arises from non-parabolicity. 
Because of the variation in the g-factor with k\\, the component of momentum along 
the field direction, electrons in different quantum states precess about the external 
field at different rate and thus lose their coherence (see Fig. 2.9). In this sense the 
process is very similar to DP though the MM process arises from non-parabolicity 
(quartic terms in the dispersion in Eq. (2.1)) while the DP process arises from 
inversion asymmetry (the linear or cubic terms in Eq. (2.1), which have much smaller 
coefficients). The MM process dephasing mechanism is therefore predicted to be
more effective in NGSs^^. This is shown in Fig. 
2.10 from the theoretical predictions for the 
contributions of EY, DP and MM processes in 
Faraday and Voigt configurations. Also shown 
are the only available experimental data for the 
case of GaAs - a detailed account of the theory
10"
10^
10'
10'
aa  10'
10
I o' 
10*
VMM
0 6 10 ts 96 %
EY
5 10 15 20 25
magnetic field [T] (a )
V MM 10
DP-—:
10 15 20
magnetic field [T] (b )
Fig. 2. 10. Theoretical predietions by Bronold et al. (see 
Ref. (23)) for the contributions of EY (long-dashcd line), 
DP (short-dashed line) and MM (dot-dashed line) 
processes and the total relaxation time (solid line) as for the 
(a) Faraday and (b) Voigt configurations. The top and 
bottom panels show respectively the longitudinal (T,) and 
transverse (Tz) in GaAs as a function of magnetic field for 
T=0 and cm'^. The insets show the total relaxation
times for n=5xlO '^ em '^ Ix lO ’* em ^  5 xlO'^ cm ^  and 
IxlO'^ cm'^ (top to bottom). The squares and triangles are 
GaAs experimental data from Ref. (22) at the respective 
densities.
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is beyond the scope of this section but can be found in the relevant Chapter 4.
2.4 Theoretical description of the band structure of the lead salts
2.4.1 Introduction to the lead salts systems
The rV-VI semiconductors, which include the lead salts 
(PbS, PbSe and PbTe) and concern a significant part of 
this thesis, are among the most interesting materials in 
solid state physics^^. Precise information of the 
electronic band parameters can be obtained from 
magnetooptical interband transitions which involve 
states in the valence and conduction bands. They have a
simple NaCl crystal structure (NaCl, see Fig. 2.11 and Fig. 2 .11 . Crystal structure of 
2.12) and some of these compounds exhibit ferroelectric, compounds (e.g. PbSe).
paraelectric and superconducting behaviour. These narrow energy gap semiconductors 
(of the order of 0-300meV, at helium temperatures) have a direct optical gap at the L- 
point of the BZ and therefore the gap states are 8-fold degenerate (i.e. a many valley 
semiconductor). Figure 2.12 shows the Fermi surfaces for [111] growth direction (on 
BaF2 substrate) where two different types of a and b valleys occur^^. By inversion, 
there are always pairs of degenerate valleys; one doubly degenerate longitudinal and 
three doubly degenerate oblique valleys^^. Moreover, the temperature dependence of 
the energy gaps, the high value of static dielectric constants and the electronic 
structure of some of them appear to be anomalous compared to the conventional 
behaviour of the zinc-blende and diamond structures. Recently we have reported a 
strong temperature dependence of the transverse electron g *-factor in symmetric lead
chalcogenide MQWs; it is possible that 
temperature can be used to modulate g*, and 
hence the spin lifetime in lead salt QW spintronic 
devices^^. All the above, combined with the fact 
that they are easily grown make them suitable for
29
k, II [111],
120 '
mid-infrared heterostructures , multi-quantum 
well (MQW) lasers^°, detectors^’ and spin field 
effect transistors^^’
Fig. 2. 12. As in Fig. 2.11; a schematic diagram of Fermi surfaees for [111] 
growth direction on BaF; substrate. Different valleys a and b occur^^. 25
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Up to now most of the work (including spin polarised light investigations) has been 
done on the III-Vs. The ZFSS in GaAs and narrower gap III-Vs QWs has been 
observed and measured by different groups (see for example Refs. (24), (34)-(39)) 
and the results have been shown to be in reasonably good agreement with multiband 
envelope calculations'^^. The Rashba coefficient and g*-value are substantially larger 
in NGSs, with clear device implications because significant modulation of the ZFSS 
becomes possible with small changes in electric field. In addition, for the IV-VI 
materials the absence of the Dresselhaus^ terms and y) is expected to lead to a 
substantial increase of the dynamic range for the ZFSS modulation by the Rashba 
effect, and may lead to a new route to the quantum ballistic regime. There are reports 
where a large ZFSS has been observed in GaN'^  ^ and HgTe"^  ^ QWs but these again 
would be complicated by the Dresselhaus terms.
The remarkable progress in crystal growth technology has led to the fabrication of 
lead salt QWs by symmetric molecular beam epitaxy (MBE). Using interband (mid- 
infrared) magnetooptical techniques these have been studied by different groups'^ *^'^ .^ 
Transitions between quantized electron and hole-confined states as well as the break 
of valley degeneracy have been clearly observed'^^ and well described by the envelope 
function theory^^. In the following section we briefly summarise the theory of M. M. 
Hasegawa and E. A. de Andrada e Silva^  ^ for asymmetric lead chalcogenide QW’s 
which was based on the envelope function approximation and the four-band k.p 
model for the bulk. We have corrected the use of boundary conditions in this work in 
Chapter 6.
2.4.2 Spin-orbit-split subbands in IV-VI asynunetric QWs
The precise symmetry of the cb and vb atomic-part of the Bloch wavefunctions in the 
lead chalcogenides does not concern us here, but clearly from the large g*-values there 
is substantial spin-orbit coupling in both the cb and vb so that optical pumping with 
circularly polarised light gives a preferential spin population in same way as in III-Vs. 
The basis set includes (in order used for the k.p Hamiltonian matrix below) a 7=1/2 
conduction band with my= +1/2 or -1/2, and a 7=1/2 valence band with my =+1/2 or -  
1/2. There are remote bands: a higher conduction band that interacts with the valence 
band; and a lower valence band that interacts with the conduction band. The higher
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band interactions give rise to very small k terms on the diagonal in the Hamiltonian, 
and these are usually neglected"^ '^^\ Elimination of the higher band terms gives rise to 
an unusually simple k.p Hamiltonian, which leads to the possibility of analytical 
expressions for the allowed energy states with zero-field spin splittings included 
exactly. This is not possible in the case of III-V’s, for which the most simplified 
models still require rather complex modeling to recover the zero-field spin splitting^
15
According to Ref. 51 the Hamiltonian for bulk lead chalcogenide is 
/
H =
\
Ec 0 kzPi k-Pt
0 Ec k^Pt -  kzPi
Ptk- Ey 0
Ptk+ -  Pikz 0 Ey
(2.28)
/
where k = {kx,ky,kz)  and Pi_t are the longitudinal (along [111]) and transverse 
momentum interband matrix elements respectively. Ec and Ey are the c.b. and v.b. 
edge energies respectively. It is obvious that the Pt terms couple the opposite spin in 
the opposite band, while the Pi terms couple the same spin in the opposite band. 
Therefore, indirectly, there is a coupling between the c.b. spins via the v.b. (and vice 
versa).
In the case where the translational periodicity along z is broken, one replaces kz with 
kz = —i d /d z  and adds the discontinuity of the band edges to the diagonal elements, 
describing the band offset. The Schrodinger Equation is
HP = EF (2.29)
and this set of four first-order differential equations requires four boundary 
conditions, one for each component of the wavefunction F. In the QW case, the same 
model Hamiltonian is used throughout the structure. De Andrada e Silva^  ^ recasts the 
problem as two second-order differential equations only for the conduction band 
states. The Hamiltonian and wavefunction matrices may be written
27
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“ = Ê :  <“ »>
where
_ /£’c ^ _  (Ev 0 \
^  _  fPikz Ptk \  ^ _  (kzPi k  P t \
\Ptk+ -P ikzJ '  U+Rt - k z P j
Substituting 2.29 into 2.30 and rearranging the second row equation,
Fv = (E -  hvv)~^KcFc (2.31)
and using this to eliminate Fy from the first
[hcc +  hcviE -  hyv)~^hyc\Fc = EFc = HcFc (2.32)
The matrix {E — h^v')~^ is easy to compute. Expanding:
u _  (Ec ^ \ , ( k z P i  k P j \   ^ (1 0\ ( Pikz Ptk \
" " " l o  E j ’^ Kk^P, - k z P j  (E -  E^)yo V \P tk+  -P ikz)
/  0 ( ^zPiPtk- _  k-PtPikzV
^  ( kzPFkz k-pFk^ W l 0\ / V E-Ey E-Ey J
V E-Ey E-Ey V Vo 12 I /k+fçPfkz _  kzPjPtk+\  Q
\ \  E — Ey E—Ey J
Substituting kz = —i d fd z
d ( P,R\ L ( J j L L .) ] (  0 +^k~\
dz \E  -  eJ \  V-Î/C+ 0 )
or
He = ( - ^ s ^ ^ + P k f f  + E,')l + ^ i l ,  (2.33)
where we used the shorthand
" ' = i 4 = £ : ’ ‘ ' = i 4 = £ ; ’ ^ = ê | ' “  =  (-ffc+ ' o  ) '
I  is the identity matrix and Pi t as before. We note here subscript “sign” error (a (-)
sign for the second term in Eq. (2.33)) of the authors in Ref. 51 (see their Eq. (3)).
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Equation (2.32 and 2.33) is similar in form to a second order Schrodinger equation. 
The solutions of HcFc=EFc in the well (assuming flat band conditions, which is a very 
good approximation due to the very high dielectric constant in lead salts) are given by
where
(E-EcXE-Ey )^-Pikf^
(2.35)
(note that the square bracket in the second term in Eq. 2.(33) is zero for flat bands).
and in the barriers,
fc = Fie^i^ or Fre-’^ rz
where X =
t^kf,—iE-Ec) P^kf,-(E-EcXE-Ey)
(2.36)
where r and I stands for the right and left barriers. To solve this set of two second 
order differential equations, they required the continuity of the wavefunction in the 
well and across the interfaces, at the right (r) and the left (/) barriers, for each 
component of Fc and dF^/dz. Matching the solutions of Eqs. (2.35) and (2.36) and 
from the continuity of the conduction band across the interface, one can define the 
allowed energies, as a function of /C|| (see Chapter 6 for an explanation),
= [ ( i S l  +  ±  ± % - M h ]  (2.37)
These two equations with the upper and lower signs (for spin up and down) can be 
solved graphically or numerically. Note that if the parameters for the left and right 
barriers are equal, then the spin up and down equations are identical. Each of the 
variables in (2.37) apart from /C|| is a function of energy, so that the method is to plot 
the LHS and RHS as a function of E and look for solutions. The authors in Ref. (51) 
artificially modified the boundary condition without justification, and it will be shown 
that better choices of boundary condition exist. Therefore at this point we will refer 
the reader to the relevant section in Chapter 6 where such a theory is extended. By 
following the steps of Ref. (51) and (52) and obtaining analytical expressions for the
29
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Rashba parameter and for the effective magnetic field (along the growth direction), 
where the continuity of both, conduction and valence bands are included, allows the 
investigation of the break of spin degeneracy due to the Rashba effect, and controlled 
asymmetry.
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CHAPTER 3  
EXPERIMENTAL TECHNIQUES 
Introduction
In this chapter we will describe the modem laser experimental techniques which have 
been used in order to investigate the spin dynamics of various bulk narrow gap 
semiconductors (NGSs) and quantum well (QW) stmctures. Optical Polarisation 
Pump-Probe Spectroscopy^'^, is the main experimental method, and is based on the 
well known pump-probe technique. The method can easily be adjusted to perform 
different experiments thus allowing us to investigate the main spin and other 
relaxation processes and the way their relative importance determines the electron’s 
spin lifetime in NGS samples.
The work described in this thesis was conducted predominately at the University of 
Surrey. Significant additional parts of the programme were performed at the Free 
Electron Laser facility (FELIX) at Utrecht in Holland, and (in the lead salts 
investigation) at the Johannes Kepler University in Austria; the latter are also briefly 
described here. Furthermore, we refer to other supplementary but also important 
techniques for optical characterization of the samples, which contribute to gaining 
insight and understanding about their stmcture and the electron dynamics. Note that 
this is a general description of the experimental techniques required, and particular or 
unexpected alterations are described in the relevant experimental chapters. Therefore, 
we advise the reader to refer to the additional experimental details of each chapter 
case reported here.
3.1 Optical Polarisation Pump-Probe Spectroscopy at the Surrey facility
In order to investigate the spin dynamics we have used the optical polarisation pump- 
probe technique^'^^. The principle of this technique is based on a standard pump-probe
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method, but utilizing polarised pump and/or probe radiation. This provides a measure 
of the dominant relaxation mechanisms within the excited material. It is regarded as a 
valuable tool in the studies of carrier dynamics due to its flexibility; changing the 
photon energy allows investigation of interband (valance to conduction band) and 
intraband processes (e.g. recombination and spin dynamics in semiconductors and 
intersubband scattering mechanisms in semiconductor heterostructures), and by using 
different photon energies of the pump and the probe beams (two-color pump-probe) 
one can, for example, investigate the internal exciton effects in semiconductor QWs.
The experimental set up includes two parts; i) the laser component which is the main 
body of the Ultrafast Laser System (see Fig. 3.1) and ii) the external focusing optics 
(see Fig. 3.2) for optical polarisation control. Each part must be aligned and optimised 
separately. The Surrey Ultrafast Laser System is comprised of continuous wave (cw) 
diode pumped lasers (Verdi and Verdi-10), a Mira modelocked titanium-sapphire 
(Ti:S) Laser System (Mira), a Ti:S regenerative amplifier (Reg A), a 
Stretcher/Compressor, an Optical Parametric Amplifier (OPA) and a Difference 
Frequency Generator (DFG). Figure 3.1 is a schematic representation of the laser 
component. The system can be used for different observations and investigations (for 
example: time-resolved photoluminescence, pump-probe spectroscopy, non-linear 
optics and multiphoton microscopy). See the Tables with their specifications in 
Appendix B.
□
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Fig. 3. 1 The laser component of the experimental part; The Ultrafast System comprised of the cw 
diode lasers (Verdi and Verdi-10;Coherent), the modelocked Ti:S Laser System (Mira;Coherent), 
the Ti:S regenerative amplifier (RegA9000;Coherent), the Stretcher/Compressor, an Optical 
Parametric Amplifier (OPA;Coherent) and the Difference Frequency Generator (DFG;Coherent). 
The output beam of DFG is directed to the optical experimental component. They are placed on an 
optical table of more than 4m long and operate at constant low temperature with the use of external 
cooling systems. See Appentix B the Tables with their specifications.
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The Verdis are the pump diode lasers of wavelength 532nm used for the Ti:S 
oscillators and amplifiers. The Verdis low-noise pumping (<0,02% rms) leads to 
excellent output stability. An electronic control box displays the system’s operating 
conditions and provides complete timing control of pulse injection, dumping and 
gain-switching.
The Mira system is a compact ultrafast oscillator which switches between cw and 
femtosecond operation by modelocking. Modelocking is accomplished by employing 
the widely used and reliable Kerr Lens modelocking technique (KLM; see Appendix 
B). In the KLM process, the optical cavity is specifically designed to optimize 
modelocking by utilising changes in the spatial profile of the beam. These changes are 
produced by the self-focusing that results from the optical Kerr effect in the Ti:S 
crystal. The process itself is initiated by a simple, optical design that varies the cavity 
length to create transient short-pulse fluctuations. The result is the efficient generation 
of short pulses, in our case, in the femtosecond regime. It allows wavelength tuning 
from 700-I000nm; in our case it was modelocked with center wavelength at 800nm.
The RegA, when combined with the Mira system, is a compact amplifier package 
providing 160fs pulses^ The technique uses cw laser pumping, which takes advantage 
of the 3ps-long energy storage time of Ti:S to produce stable operation at very high 
repetition rates. The pulse injection and ejection, into and out of the amplifier, is 
achieved by a fast, high-efficiency acousto-optic modulator. These pumping and 
switching techniques eliminate the rep-rate limitations associated with amplified 
systems based on pulsed pump-lasers and electro-optic Pockels cells^^ (voltage- 
controlled wave plates). The RegA is considered to be the only commercial amplifier 
capable of high repetition rates such as 300kHz.
 ^The cw-pumped Ti:S RegA, cavity-dumped by an acousto-optic modulator, was first demonstrated in 
1992, see Ref. 29.
Based on the Pockels effect which differs from the Kerr effect by the fact that the birefringence is 
proportional to the electric field, whereas in the Kerr effect is quadratic in the field. It occurs only in 
crystals that lack inversion symmetry.
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The RegA, requires only a few mW of output power from the Mira oscillator, and 
amplifies this output over 1000 times to the pJ level. After extraction, the pulse is 
recompressed to <200fs by a simple, single grating pulse-compression stage. The high 
beam quality and pJ pulse energy from the RegA allows pumping the OP A at the 
optimum gain level, without the risk of damage seen with less well controlled mJ- 
level systems. In practice this means the OPA beam quality has the advantage of a 
low pump threshold. The pJ pulse energies from the RegA can be used separately, or 
can generate a stable, high-quality white-light continuum. It can also pump one (as in 
our case) or two OPAs - allowing for independently tunable, yet synchronized sources 
for many pump-probe experiments in the range from 0.48 pm to 2.4 pm^^'^^.When 
combined with the DFG, this tuning range is extended into the mid-IR range up to 10 
pm or more. The output beam of the DFG is directed into the optical part of the 
experimental set up and on to the sample -  which in most cases is at the magnet area 
located on a separate optical table in the next laboratory. Therefore, in order to 
achieve the necessary intensity of the pump beam for exciting the sample, we had to 
achieve the maximum possible output power of the DFG (5mW); the minimum output 
power of the DFG for useable signal was 3.6mW.
The alignment of the beams and optimisation of the system is a hard and lengthy 
procedure. The systems are extremely sensitive to environmental variables such as the 
background vibrations, temperature changes and dust collecting on the inside optics. 
Even for a small change of wavelength it was necessary to re-align and re-optimise 
each part separately.
In our experiments the DFG provides pulses of around 50fs duration at a repetition 
rate of 250kHz. The wavelength of the laser radiation could be continuously tuned 
from 3 to 13/rm. For interband pumping of NGSs the pump and the probe photon 
energy was maintained just above the bandgap depending on the structure of the 
samples under examination and the experimental conditions (particularly temperature 
and magnetic field). The power of the laser beam before the beam splitter (BS) was 
approximately 4mW. The intensity of the probe beam was 20% of that of the pump 
beam.
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Fig. 3. 2. The experimental set up 
of optical polarisation pump probe 
technique. For spin dynamic 
measurements, the probe beam is 
circularly polarised with the use of 
a polariser and quarter wave plate 
(X/4). The pump beam can be 
circularly polarised with the use of 
a PEM (or with the same way as 
for the probe). By replacing the 
PEM with a chopper (ch) one can 
measure the recombination time 
(either the chopper or the PEM 
was used but not at the same time).
Figure 3.2 shows the optical experimental set up at the point where the output beam of 
the DFG was directed. An optical chopper was used (at 242Hz) in order to modulate 
the beam. For simple interband pump/probe experiments, both beams are plain 
polarised light. The pump “bleaches” the sample at t=0, and the transmission of the 
probe is measured at successive later times to determine the recovery of the 
absorption. In this way the recombination time may be directly measured. By 
replacing the optical chopper with a photo-elastic modulator (PEM) we produce a 
circularly polarised pump beam. The PEM consists of a transparent solid bar (ZnSe) 
which vibrates transversely to the light beam. The consequent sinusoidally varying 
refractive index in the direction of the vibration causes a birefringence whose strength 
depends on the amplitude of vibration. The ZnSe optical window (of 4cm diameter, 
which causes 12mm path delay for the pump beam) benefits from anti-reflection 
coatings: anti-reflection coatings may be used to increase the throughput of light 
through the modulator, to reduce interference effects, and to reduce the fraction of 
light which passes through the modulator at an undesired peak retardation.
The probe beam can be circularly polarised using a variable quarter wave plate (which 
causes 4mm path delay of the beam). Eigure 3.3 represents the unpolarised light (in 
our case the laser output beam is 98% linear polarised) that changes to circularly 
polarised after passing through a quarter wave plate aligned at 45” to the direction of 
polarisation. Both of the components of the linear polarised light are in phase. 
Because the quarter-wave plate is made of a biréfringent material, the light travels at 
different speeds in the wave plate depending on the direction of its electric field. This 
means that the horizontal component which is along the slow axis of the wave plate 
will travel at a slightly slower speed than the component that is directed along the
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vertical fast axis. Initially, the two components are in phase, but as the two 
components travel through the wave plate, the horizontal component of the light drifts 
farther behind that of the vertical. By adjusting the thickness (angle) of the wave 
plate, one can control how much the horizontal component is delayed relative to the 
vertical component before the light leaves the wave plate and they again begin to 
travel at the same speed. When the light is transmitted by the quarter-wave plate, the 
horizontal component will be exactly one quarter of a wavelength behind the vertical 
component, making the light left hand circularly polarised.
Left Handed Circulary 
Polarised Light
Linearly Polarised
Light
Unpoiarised
1/4 Plate
Linear
Polariser
Fig. 3. 3. Schematic representation of the 
creation of left-handed circularly polarised 
light. The unpolarised light turns to linear 
polarised light after transmission through a 
linear polariser and circularly polarised after 
transmission through a quarter wave plate.
For polarisation pump/probe measurements both of the beams were directed and 
focused onto the sample. The change in polarisation of the probe beam was detected 
as a function of the time delay between pump and probe pulses. The indueed signal 
(see below) was detected by an infrared detector and determined using a lock-in 
amplifier. The data were recorded using LabView software program.
Interband pumping with circularly polarised light produces a preferential spin 
population (see Chapter 2) and this procedure is used throughout this thesis. There are 
two different methods that can be used to determine the spin lifetime: i) polarised
pump- probe1, 16, 17 technique, where the probe beam is circularly polarised and ii)
Faraday Rotation where a plane polarised probe is used'. Though we have 
performed both of the techniques the most important for the work carried out within 
this dissertation is the circularly polarised pump-probe spectroscopy. The spin decay 
is determined by probing with the same (SCP) and oppositely circularly polarised
" Similar information on the carrier dynamics can be extracted through the detection o f  the reflection beam, 
where researchers usually refer to K err  technique or Specular Inverse Faraday Effect (SIFE), see Refs. (24)-(26), 
and references therein.
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(OCP) probe beam, and by taking the difference between them at delay times 
successively after the circularly polarised pump pulse.
The rate equation for the concentrations of spin up (AC) and spin down (W) electrons 
after the pump has passed, is been given by^ ’^
iV± , N +
—  +  ^  (3.1)
'  2  2
where ir is the electron recombination time and is is the spin relaxation time. The 
solutions of Eq.(3.1) are
N ' r ( l  +  Pgg 4 )  (3.2)
where No and Pq are constants of integration relating to the initial population and the 
degree of spin polarisation at time zero, respectively. In the case of QW samples the 
degeneracy of the light and heavy hole bands is lifted making it possible for 100% 
spin polarisation, Pq=1 for left circularly polarised light, which preferentially pumps 
from the mj=3/2 heavy hole to the mj=l/2 conduction band^^. In the case of bulk 
samples both light and heavy hole transitions are possible and the selection rules 
require spin polarised electrons to be created in 3:1 ratio for a perfectly circularly 
polarised pump. Therefore, Eo=(3-l)/(3+l)=l/2 (see Chapter 2).
For SCP the probe pulse will be absorbed by electrons into spin states with a 
polarisation selectivity given by a similar constant (p) that represents the degree of 
polarisation of the pump pulse (for bulkp=H2). The absorption change is
^^scp.ocp =  ±  pCA^ ’*’ — N~)] = ^ ^ e x p  + He (3.3)
where U=pPo, a is the absorption cross-section, and the plus and minus sings for SCP 
and OCP respectively. The changes in absorption and transmission, AT, are related by
AT = - T  % TAa. d (3.4)
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where d is the sample thickness. From Eq. 3.4 the actually measured probe 
transmission is proportional to the absorption and thus the overall maximum spin 
polarisation is given by^’
P  =  ^ I s c p - ^ T qcp ^  
àTscP+^TocP
(3.5)
where is the spin lifetime.
In order to examine Ts under the influence of an external magnetic field, which 
represents a substantial part of the present work, we place the sample inside an optical 
access superconducting split coil magnet (see Fig. 3.4). It consists of two coils made 
from NbTi wire supported by an aluminium structure. The magnet has two different 
sets of optical windows (of ZnSe, 4cm diameter), for beams longitudinal and 
perpendicular to the axis of the field, suitable for adjusting the experimental set up for 
Faraday and Voigt geometry, respectively. The field can be 
tuned from OT up to 7T and the temperature from room 
temperature down to 2K, through a closed- loop helium gas 
circuit. The integrated variable temperature insert has 25mm 
vertical sample access bore. Temperature sensors are 
located throughout the system to monitor various internal 
components during the cooldown and subsequent operation.
The sample and the magnet cryostat have a vacuum space, p;g 3  4  ^he superconductive 
which should be pumped below lO'^mbar before attempting magnet, Cryogenic
a system cooldown.
For these experiments, we diverted both of the beams through a combination of 
mirrors placed outside the optical window to a spherical mirror (SM) and finally 
focused on the sample (see Fig. 3.4 and 3.5). In all the cases the laser spot size on the 
sample was less than 200pm. Care was taken to ensure that all the optical mounts and 
holders are non-magnetic. External optical alignment allowed experiments to be 
performed in either the Faraday or Voigt geometry. The critical alignment is that of 
the probe beam along the delay line (well away from, and upstream to, the magnet) - 
all other misalignments only affect the signal size not the apparent decays.
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Cold optical 
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RT optical 
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Magnet L 
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Fig. 3. 5. Schematic representation of the 
experimental set up at the magnet area in 
Faraday Geometry; The probe and the pump 
beam are direeted onto mirrors M l and M2, 
respectively. Both of the beams are focused 
to the sample through a spherical mirror (SM, 
f=30.48cm). The ZnSe optieal windows have 
a 4cm diameter, distanee between M l and 
M l is 7.5cm and the SM 30.48cm distance 
from the sample. Note that the sample is in an 
inner variable temperature space in helium 
exchange gas. There are two sets of optical 
windows, room temperature (RT) and cold.
As mentioned earlier, this technique is a suitable tool for direct measurement of the 
spin lifetimes and further spin dynamics investigations. However, dealing with the 
above facility is not easy and the task of placing the samples and successfully 
measuring the signal is prone with difficulties. The most crucial difficulties are the 
optimisation of the system and the alignment of the beams in order to achieve the 
necessary power and observe a good signal. When the above is achieved then it is 
necessary to align the output beam of the DFG through the combination of the optical 
part and the magnet and focus both the pump and the probe beams using a pin-hole at 
the place of the sample. This can be done using a He-Ne laser. If the latter is aligned 
with the infrared beams then by replacing the pin-hole with the sample one should be 
able to observe the signal. If the infrared beam could not be detected or if it was 
required to change the wavelength of the beam, then the whole procedure would 
necessarily have to be repeated.
3.2 The FELIX facility (rf linac-pumped free electron laser)
The free electron laser (FEL) is a device consisting of an electron beam, an undulator 
magnet array (the wiggler) and an optical resonator defined by two reflecting mirrors. 
As the electrons proceed down the undulator they are forced by the magnetic field to 
perform a periodic oscillation in space and thus radiate. The interaction of the 
electrons with the electromagnetic wave and the undulator field produces a so-called 
ponderomotive potential which causes the electrons to bunch on an optical scale - 
hence with the correct cavity length setting providing optical gain and coherent (laser) 
radiation. The wavelength of the emitted photons depends upon both the energy of
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the electron beam and the strength of the undulator field; for course tuning the linac 
energy and for fine tuning the undulator field is changed (the separation of the racks 
of permanent magnet arrays forming the undulator is continuously adjusted). The 
width of the optical pulses follows the electron micro-pulses, and may be adjusted to a 
small extent by adjusting the FEL cavity length. With the FELIX rf linac energy 
range, the course tuning range is very broad, extending from the mid to far infrared 
region of the spectrum (Table 3.1).
The same (Surrey) optical experimental set up was developed at the FOM Institute for 
Plasma Physics Rijnhuizen in Utrecht, using the linac-pumped FEL facilities. The 
Institute is the national home base for fusion research and houses the infrared FELs, 
FELIX/FELICE. It provides the unique opportunity for a very high number of facility 
user beam-hours with the combination of instant and continuous tunability, megawatt 
peak output power and picosecond pulses in a wider spectral range. The disadvantages 
of FELIX are principally that the micro-pulse trains occur in macropulses (length of ~ 
lOps) at only lOHz in order to avoid heating the klystrons. Thus, although the peak 
pulse power and broad tuning range is superior, the minimum micro-pulse width is 
longer and the overall duty cycle is substantially inferior (i.e. much lower S/N ratio). 
A comparison of typical specifications is given in Table 3.1. We used the FELIX 
faeility and performed different pump-probe experiments (also as part of my training 
and getting familiar with the new generation laser facilities) such as polarisation 
control, Faraday rotation (which have been described above) and photocurrent/two 
photon absorption experiments. In this way, not only can we perform different 
experiments and choose the most suitable facility based on sample properties and 
designs, but also compare the results in both facilities (at the University of Surrey and 
at FELIX).
Typical Specifications FELIX Surrey (DFG)
wavelength range 3-250pm 3-lOpm
micropulse duration 6 - 1 0 0  optical cycles 50fs
micropulse energy 1 - 50 pJ ~nJ
micropulse power 0 .5 - 100 MW -
micropulse repetition rate IGHz or 25MHz 250kHz
macropulse repetition rate 5 (lO)Hz -
macropulse duration < 1 0  ps -
polarisation (linear) >99% >99%
Table 3 .1 . Typical specifications of the Felix and the Surrey facility.
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Photocurrent, so-called pump-pump, experiments concern electrical detection of the 
photo-excited electron population through a non-linear mechanism at high micro- 
pulse intensities. The experimental set up is again based on the traditional pump-probe 
technique, but where the two beams are modified in order to have the same intensity. 
Both of the beams could have the preferred polarisation, circular or linear. Different 
voltages can be applied through a resistor while the changes in voltage (J V) can be 
measured with electrical contacts attached onto the sample. From the exponential 
fitting of JVas a function of the delay, one can determine the electron recombination 
time as well as the spin lifetime.
The user facility is comprised of three different beamlines: FELl and FEL2, which 
are the main FELIX beamlines and FELICE which is an extension of the FELIX 
facility (see Fig. 3.6). The two beamlines, FELl and EEL2, provide continuously 
tunable radiation in the spectral range of 3-250 (i.e. of ~ 1 to 100 THz) with pm, at a 
frequency range from 1.2 to 75THz, peak powers ranging up to lOOMW in (sub) 
picosecond pulses, and are used for scientific research in biomedicine, biochemistry 
and biophysics. The third beamline, FELICE, is devoted to intra-cavity experiments 
on gas phase bio-molecules/ions, clusters and complexes. It provides continuously 
tunable radiation in the spectral range of 5-40 pm and the infrared intensity available 
to the experiment is a factor of up to a hundred increased compared to FELIX. Table
3.1 presents some of the main specifications of the FELIX facility. For the pump- 
probe experiments we report here the FELIX micropulse repetition rate was always 
25MHz and the macropulse rate of -lOHz. The typical peak power in a micropulse 
was of -1000 times greater than that of the Surrey system, but the pulse width was of 
-10 times longer.
s id e  view  o f FELICE
Ù ii Æ  It u ti L .. %
top view
! t l  I I
Fig. 3. 6 . The FEL facilities; Schematic of the three beamlines FELl, FEL2, and FELICE.
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However, because the operational frequency range of the PEM was not compatible 
with the pulse structure of FELIX, the pump beam was circularly polarised by using 
the linear polarisation of the FELIX beam and a variable quarter wave plate (recall 
Fig. 3.2). Also, the data were collected through a Boxcar integrator and the 
experiments were performed by measuring the changes in transmission when the 
pump and the probe had SCP (ATscp) and OCP (A Tqcp) as a function of delay, and 
then finding the decay time-constant of Eq. 3.5. Figure 3.7(a) shows an example of 
the detected signal for the case of bulk PbSe sample (VA670) of 2.3pm thickness, at 
the low temperature of 4K, 25dB attenuation and 8pm. The changes in transmission of 
the probe beam were recorded when the pump and probe beams had SCP (red line) 
and OCP (black line) and the spin lifetime was found to be 67ps (see the inset of Fig. 
3.7(a)). Also the recombination time was determined, as described above, and found 
to be approximately Ins (see Fig. 3.7(b)). This measurement is rather difficult when 
spin lifetimes are very short, and the facility at the University of Surrey is more 
suitable due to a better signal to noise ratio (<3%), and shorter pulse length - also 
because rotating the quarter wave plate requires re-alignment of the whole system.
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Fig. 3. 7. Example of experimental results using the eireular polarisation pump-probe teehnique at 
the FELIX facility, for bulk PbSe sample at 8 pm, 25dB attenuation and 4K; (a) Changes in 
transmission of the probe beam when pump and probe beams have SCP (red line) and OCP (black 
line) as a function of delay; Inset shows the spin lifetime as determined from the exponential fitting 
on Eq. 3.5, and (b) the recombination time as determined from the exponential fittings on the sum 
of ATscp and ATqcp transmission data of (a).
As mentioned before, alternatively one can determine the spin lifetime with the 
method of Faraday rotation and that was the preferred technique when performing 
two-photon absorption experiments. This is because the probe absorption is very weak
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at a photon energy of Eg/2 and therefore not sensitive to the spin polarisation 
produced by the pump. Faraday rotation (measured in transmission in our case) is 
sensitive to refractive index changes, and the circular components of the real part of 
the refractive index at a photon energy of Eg/2 are sensitive to the changes in the 
imaginary part of the refractive index at Eg, through the Kramers-Kronig relations. 
Figure 3.8 shows the experimental set up where the pump beam is circularly polarised 
with the use of a quarter wave plate and the probe is linearly polarised from FELIX. 
Spin polarised electrons created by the circular polarised pump beam produce an 
effective internal magnetie field in the sample. This field rotates the polarisation of 
the linearly polarised probe beam due to the Faraday effect (remember that we can 
consider the linear polarised light as the product of left and right circularly polarised 
light). In such magnetic field, the indices of refraction for left and right circularly 
polarised light are unequal. This magnetically induced circular birefringence 
manifests in the rotation of linearly polarised light. The angle of the rotation is 
proportional to the magnitude of the internal field and to the density of spin polarised 
electrons. An analyzer (A) is placed between the sample and the detector. An angle 
rotation of the analyzer at ±45” results in a signal recorded by the detector. In this case 
the difference between measured signals at positive (+45) and negative (-45) analyzer 
angles gives a quantity proportional to the density of spin polarised electrons. Further 
details are reported in Chapter 4 (see section 4.2) where the time- resolved Faraday 
rotation method was used in order to investigate the one and two-photon spin injection 
in bulk III-V semiconductor.
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Fig. 3. 8 . The experimental set 
up of Faraday rotation technique; 
mirror (M), parabolic mirror 
(PM), delay stage (DS), quarter 
wave plate (X/4), beam splitter 
(BS), analyzer (A). The pump 
and the probe beams are 
circularly and plane polarised, 
respectively. The inset shows the 
definition of time zero where 
both of the beams are overlap 
onto the surface of the sample.
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3.3 Supplementary techniques (used at JKU, Linz)
The optical properties of the samples are also very significant, especially when they 
concern complicated structures like the case of lead chalcogenide MQWs samples. In 
order to extract important information (e.g. the excitation photon energies) so as to 
acquire a better understanding of the matter and be able to give the necessary 
explanation to our observations, we performed Photoluminescence (PL), Fourier 
Transform Infrared Spectroscopy (FTIR) and X-Ray Diffraction (XRD) experiments 
33-36 Yhese experiments were hosted at and in collaboration with the facilities of 
Johannes Kepler University (JKU), Linz, Austria. They were performed prior to and 
following a long series of experiments to confirm the quality of the samples; they 
remained unaffected after continuous temperature dependent cycles or from the use of 
a high intensity photon energy excitation beam.
PL is often used in the context of semiconductor devices and is excited by 
illumination of the device with light which has photon energy above the bandgap 
energy. The photoluminescence then occurs for wavelengths around the bandgap 
wavelength. It describes light spontaneously emitted from a material under optical 
excitation. The PL spectrum of the photoluminescence (see Fig. 3.9) as well as the 
dependence of its intensity on the irradiation intensity and sample temperature can 
deliver important information about sample characterisation.
The experiments were reasonably simple; optical excitation is nondestructive, and 
samples therefore required minimal preparation or environmental control. Figure 
3.9(a) shows the PL experimental set up. The pump beam was the output of a 980nm 
diode laser and modulated by an optical chopper. Then it was focused and directed 
onto the sample by a focusing lens (FLl). The sample was enclosed inside a cryostat. 
The emitted light was collimated with a pair of focusing lenses (FL2 and FL3) into the 
spectrometer and continually onto the detector. Figure 3.10 shows an example of the 
PL spectrum for the case of a PbTe/PbSrTe QW sample (VA410) pumped with the 
980nm diode laser. More details on the fabrication and the properties of the sample 
can be found in Chapter 6. The PL was measured for different temperatures, from RT 
to 120K. The higher peaks correspond to the bandgap energy. The PL spectrum at
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120K shows about 600 times higher PL intensity than RT. More, the strong shift of 
the PL spectrum at RT with respect to that of 120K, which is observed, corresponds to 
approximately 25meV shift of the energy levels.
Fig. 3. 9. (a) PL experimental set up and (b) FTIR spectrometer.
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Fig. 3. 10. PL transmittance spectra for 
PbTe/PbSrTe MQWs sample at different 
temperatures of 120K (green line), 150K 
(blue line), 225K (red line) and RT (black 
line). The excitation beam was coming 
from a 980nm diode laser.
In particular, PL spectra and their intensity dependencies can allow one to determine 
the bandgap energy and/or the wavelength of maximum gain, the composition of 
ternary or quaternary layers and the impurity levels and also to make an indirect 
investigation of recombination mechanisms. The same properties can be identified 
with the use of the FTIR spectrometer (see Fig. 3.9(b)) which simultaneously collects 
spectral data in a wider spectral range; a significant advantage over atypical 
spectrometer which measures intensity over a narrow range of wavelengths at a time. 
Also, by using the XRD spectroscopy one can determine the crystal structure of the
sample 35-36
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C h a p t e r  4  
SPIN DYNAMICS IN BULK HI-VS SEMICONDUCTORS
This thesis is largely concerned with the spin dynamics of low dimensional 
semiconductor structures (mainly QWs), but two topics in bulk semiconductors have 
been discussed in the literature from a theoretical point of view and have received 
little, or no, attention experimentally: 1) The dependence of spin lifetime on magnetic 
field orientation (i.e. the comparison of Faraday and Voigt configuration); 2) The sign 
change of spin polarisation when going from one-photon pumping to two-photon 
pumping with circularly polarised light at photon energies very close to Eg/2. We 
consider these topics in this chapter.
4.1 Dependence of spin dynamics on the orientation of an external magnetic field 
for InSb and InAs
4.1.1 Introduction
The key characteristics of any spintronic device are spin injection, manipulation, and 
detection. These characteristics are often studied in the presence of a significant 
external magnetic field but although magnetic fields have a strong influence on spin 
dynamics^ there has been no systematic research of these effects in semiconductors. In 
many cases where the field dependence was ignored the results were nevertheless 
used to predict the spin dynamics of structures and devices in zero-field.
Spin dynamics can be measured in zero-field by time-resolved optical orientation 
using circularly polarised light.^^ A perpendicular magnetic field is sometimes 
applied with the time-resolved technique in order to observe the Larmor precession^’^  
(as in this work). In most other techniques, such as spin resonance experiments, where 
the line-width for microwave absorption is used to infer the spin relaxation time^, a 
field is necessarily applied. In Hanle experiments a magnetic field (usually at 45° to 
the sample plane), is used to produce components of spin out of plane when they are
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injected in-plane, and the results give insight into injection efficiency and dynamics.^ 
At the same time, a magnetic field is often important in spintronic device applications 
because it may be useful for switching magnetic contacts, as in the case of both spin- 
transistors^'^^ and spin-LEDs.^^ In any of these situations the field dependence of the 
spin dynamics has a strong influence. It has already been reported that the fringe field 
from the patterned ferromagnetic contacts easily leads to deceptive results due to 
creation of a local Hall effect.
Here, by using a moderate (up to 4T) external magnetic field for longitudinal 
(Faraday) and transverse (Voigt) configurations, we show in which way the dynamics 
are sensitive to both the magnitude and direction of the magnetic field^^. We 
investigate the magnetic field dependence of the spin lifetime in bulk III-V NGSs, 
InSb and InAs, which act as model systems with strong spin effects because the heavy 
constituent atoms give rise to strong internal electric field and relativistic effects such 
as spin-orbit coupling. Other practical advantages of these materials for future device 
application are high electron effective g-value (in contrast to GaAs)^, small electron 
effective mass, and high mobility, so they are attractive for both high speed 
electronic^ and spintronic devices^^.
In the following sections we discuss the spin relaxation mechanisms which dominate 
in this case, describe the experimental method and the samples under investigation 
and present the experimental results.
4.1.2 Theoretical Background
As discussed in Chapter 2, the major spin relaxation mechanisms of electrons in the 
conduction band of an n-type semiconductor at moderate temperature are i) the 
D’Yakonov- Perel (DP) mechanism^^, ii) the Elliott-Yafet mechanism^^’^ ,^ and in the 
presence of transverse external magnetic field, iii) the Margulis and Margulis^®’^  ^
(MM) process.
The DP rate in zero external applied field is (recall Eq. (2.33) in section 2.3.2
d m  =  (2.33)
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where 12 is the precession vector due to the effective field and Tp is the total 
momentum scattering time. The DP process dominates over the other spin relaxation 
processes for n-InAs and n-lhSb at elevated temperature^’^ ’^ .^
The DP process is suppressed in magnetic field for two main reasons. One is that the 
external field easily overcomes the very small effective fields due to BIA and SIA, so 
that the Larmor precession of spins occurs homogeneously. The second is due to the 
cyclotron motion of the electrons, which causes the direction of k  to change in a way 
equivalent to an increase in momentum scattering rate, that in turn suppresses the DP 
mechanism.^^’^"^ For the condition «  S2i (i.e, B«25T for InSb and B«10T for 
InAs),
iDpf^ _  1  r 5-------- --------- 3-------1 M 1)
t z j p ( b )  8  L i + C U c t D "  i + O n c T D U  '  ^
for both Faraday and Voigt configuration. Here Top(O) is the spin lifetime in zero 
externally applied magnetic field, 12^  is the cyclotron frequency, is the Larmor 
frequency, and Tq characterizes the relaxation of the antisymmetric part of the 
distribution function and is proportional to the momentum relaxation time TpP  (In the 
case of scattering by impurities Tg = T p/3). is in general equal to the faster of the 
electron-electron scattering time Tgg and the mobility time Tp. We find for our 
samples (see below in section 4.1.4) that this is in fact the mobility time.
It has been shown that for GaAs the EY process^^’^  ^ is not affected by the magnetic 
field at all up to 25T^  ^ (recall Fig. 2.10), and we follow this assumption in this work, 
for InSb and InAs, up to the value of 4T and at lOOK.
In the Voigt configuration where the spin polarisation, S, is perpendicular to the 
magnetic field B, the additional MM spin dephasing process (which was introduced in 
section 2.3.3) is opened. This additional spin relaxation mechanism results from the 
momentum dependence of the electron g-factor, which arises from nonparabolicity 
(just as the effective mass increases away from the conduction band edge, the g-factor 
decreases in magnitude). Because of the variation in the g-factor, spins polarised 
perpendicular to the applied field with different /C||, the component of momentum 
along the field direction, process about the external field at different rate and thus lose
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their coherence. In this sense the process is very similar to DP though it arises from 
nonparabolicity (quartic terms in the dispersion in Eq. (2.1)) while the DP process 
arises from inversion asymmetry (the cubic terms in Eq. (2.1), which have much 
smaller coefficients). Therefore this dephasing mechanism is predicted to be more 
effective in NGSs.^^ The MM process, unlike the EY mechanism, does not involve a 
spin flip in the electron scattering, and, unlike the DP process, exists only in the 
presence of a magnetic field. The MM process rate is, by analogy with the DP rate Eq. 
(2.33),
^  -  </3t(fe||))2)T; , (4.2)
Here £2i is the Larmor precession rate^. Using the expression of I2i =g*jUgB/à and by
assuming that the density of states is approximately of the form p oc (the zero
energy was set at the “bottom” of the conduction Landau subband), and the energy 
dependence of the gyromagnetic ratio is g*(E) = go + g iE , then we find,
_  f fn ^ p d E  _  + SiE y  E-V^dE
C p d E jp E - V ^ d E
f  \ g o "  +  2 g o g i£  +  g y E ^ ) E - ^ t 2 d E  
Jo- ( #
= ( ^ )  +-gogtE;' ‘- + g g /g ;
2E 1 /2
2 171/2 3 /2 2775/2
2 E1 /2
= ■ ( ¥ ) ' go^ + ô S o g l^ F  +
(4.3)
and for the second term in Eq. (4.2),
h J
Sfigo+%xE)E-'^ndE
j p E - y ^ d E
.Ep
V h 2 E1 /2
= ( ^ ) [ 2 g o E y ^ + - g , E ;
(PbB\  r gi^F
= i— j p  + —
3/2
2E 1/2
Note that (/22,(/C||)) ^  0, while the equivalent term in the DP rate Eq. (2.33) is {nef f{k\ \ ))  =  0.
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=^(^4fc||)>^ =  ( ^ ) ' [ g o  +  ^ f  (4.4)
Substituting Eqs. (4.3) and (4.4) in Eq. (4.2), we get
= (4.5)
Clearly this formula (Eq. (4.5)) contains significant simplification but it can be seen 
that I I tmm (X For the materials of interest here go is negative and gi is positive 
(see Table 4.1 in section (4.1.4)). Accurate numerical calculations show that at high 
magnetic fields the efficiency of the MM process saturates as expected^^’ but not 
previously experimentally observed^^.
4.1.3 Experimental Method and Sample Description
The mid-infrared circularly polarised pump-probe transient absorption technique, 
described in Chapter 3, was developed at the University of Surrey and was used to 
study the spin dynamics in NGSs with laser wavelength in the range 3-7pm. The 
samples used in this study were an undoped InSb 5 pm thick epilayer (me1655) and a 
Si-doped InAs 4pm thick epilayer (IC311), both grown by molecular-beam epitaxy on 
a semi-insulating GaAs substrate. The InSb and InAs samples were grown by QinetiQ 
Ltd. and Imperial College London respectively.^’
In order to investigate the influence of the external magnetic field each sample was 
placed in a split coil superconducting magnet with optical access in either the Faraday 
(S II B) or Voigt (S 1 B) configurations (see Chapter 3). The temperature of the 
sample was controlled in the range from lOK up to room temperature (RT). The 
induced transmission change of the probe beam as a function of the time delay 
between pump and probe beam was measured for both Voigt and Faraday 
configuration (see below).
4.1.4 Experimental Results and Discussion
Figure 4.1(a) shows the optical spin polarisation for the case of InAs at RT, at zero
I
field (open circles) and with an external magnetic field of 1.75T in Voigt 
configuration. The Larmor precessions (quantum beats) were measured for various 
external magnetic fields up to 3T. Figure 4.1(b) shows representative data for this
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case. The electron spin lifetimes were determined from the envelope of the data of 
Fig. 4.1(a) and (b), and summarised as a function of magnetic field in Fig. 4.1(c). 
Interestingly, we observed that the spin lifetime decreases with increasing the 
magnetic field more than a factor of 2 (from 20ps to of ~7ps) and also that the 
experimental zero field spin lifetime agrees well with previously reported values^^.
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Fig. 4 .1 . (a) Optical polarisation for the case of InAs at zero magnetic field (open circles) and with an 
external Voigt magnetic field of 1.75T (red solid circles) at RT and 3.4pm, (b) Larmor precessions for 
different magnetic field strength up to 2.5T, and (c) The spin lifetime as a function of external 
magnetic field in Voigt configuration in InAs at RT (experimental data with yellow solid circles and 
total relaxation time with solid black line). These pictures represent averages of 10 scans for each case. 
The errors shown in (c) of 10% correspond well to the standard deviation of lifetimes 10-5%. The 
band gap energy of InAs at RT is ~0.36eV.
Figure 4.2(a) shows the representative data in Faraday configuration for the case of 
InSb at low temperature (lOK) and at 4.2pm excitation wavelength. The magnetic 
field dependence of spin lifetime as determined for all the cases is shown in Fig. 
4.2(b). This figure represents averages of several scans (up to 10 scans); the errors 
shown in Fig. 4.2(b) of 10% correspond well to the standard deviation of lifetimes 
(10-5%). Though, the spin lifetime clearly increases approximately by a factor of 4
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(from -lOps at zero magnetic field to 40ps at 3T), no saturation of the signal has been 
observed at higher magnetic fields-after 3T the signal was noisy and then disappears.
InSb @10K, 4.2pm InSb @10K, 4.2pm
Q.
A  0.5T
Magnetic Field, TTime Delay, ps
Fig. 4.2. (a) Representative data of the observed polarisation for InSb, at lOK, 4.2pm, on a log-scale 
in Faraday eonfiguration, at zero external magnetie field (blue cireles) and at different magnetic 
fields of 0.5T (yellow triangles) and 2.5T (green squares), and (b) Magnetie field dependence of spin 
lifetime as determined from data of (a). N.B. The band gap of InSb at low temperature is ~0.23eV.
Figure 4.3(a) represents the simple decays (on a log-scale) of the polarisation 
observed for the case of InSb at lOOK, at zero external magnetic field (blue circles) 
and at different magnetic fields of 0.6T (yellow triangles) and 2.5T (green squares) in 
the Faraday configuration. Fig. 4.3(b) shows the optical polarisation as a function of 
time in the Voigt configuration, at various magnetic strength of 0.25T (solid blue 
line), IT (solid red line) and 3T (solid black line). As before, the spin polarisation 
oscillates with the Larmor frequency as it decays^.
The magnetic field dependence of the electron spin lifetimes derived from the data of 
Fig.4.3 are summarised in Figs.4.4(a) and (b), taken from the least-squares fit of 
exponential decays (Faraday) or exponentially decaying sinusoids (Voigt) from the 
data of Figs.4.3(a) and (b). The error bars on Figs.4.4 (10-5%) were taken from these 
fittings, and correspond well with the standard deviation of the multiple scans. The 
experimental zero field spin lifetime agrees well with previously reported values^’"^. 
The DP process, which is the dominant spin relaxation mechanism at zero magnetic 
fields, is quickly suppressed with external magnetic field in either configuration. In
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the Faraday configuration (see Fig. 4.4(a)), the MM process is inefficient^^ and 
essentially the spin lifetime saturates at a value given by the EY process.
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Fig. 4.3. (a) The main figure of the optical polarisation for the Faraday configuration for InSb (note 
log scale on the ordinate axis), and (b) in the Voigt configuration at various magnetic field strengths, 
at 1OOK and laser wavelength of 4.2pm.
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Fig. 4. 4. The spin lifetime taken from fitting exponential decays (or exponentially decaying 
sinusoids) to the data of Fig. 4.3, plotted as a function of external magnetic field, (a) Faraday, and 
(b) Voigt configuration in InSb at 4.2pm and lOOK. Theoretical dependences of the different spin 
relaxation mechanisms at lOOK are also shown: EY (dashed blue line), DP (dot red lines), MM 
(dot-dashed grey line), and total spin relaxation time (solid green and black line). Inset: The spin 
lifetime as a function of external magnetic field in Voigt configuration in InAs at 3.2um and lOOK.
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By contrast, in the Voigt configuration (see Fig. 4.4.(b)), the MM process makes a 
significant contribution to spin relaxation. It begins to dominate even at low magnetic 
field. In GaAs the interplay between the DP and the MM process is predicted to result 
in a maximum of spin lifetime at around 21T at OK and lOT at lOOK, and the very 
limited experimental data in GaAs (Ref. 6) compared to the theory shows the correct 
trend^^ (as shown in Chapter 2, Fig. 2.10 from Bronold etal.^^). The maximum, 
however, has not previously been observed experimentally. The efficiency of the MM 
process is much larger in NGSs due to considerably stronger nonparabolicity and 
consequently in InSb the maximum of spin lifetime is already achieved at 0.2T at 
lOOK. The same maximum in the InAs epilayer is found to be at IT at lOOK (see the 
inset of Fig. 4.4(b)) and proper exploration of these regimes can be made and 
compared to theory.
We produce a fit to the InSb and InAs data as shown by the lines in Fig. 4.4. The 
procedure was to fit the Faraday geometry data with the DP (Eq. (4.1)) and EY 
(assumed to be a constant independent of field- see above) processes only 
(l/TFaraday=l/i^ DP+l/TEY), and then to Et the Voigt geometry data by adding in the MM 
process from Eq. (4.5) (l/Tvoigt=l/i^DP+l/TEY+l/TMM), without changing the DP and EY 
curves. A good global fit to the data is thus obtained (Fig. 4.4) with only four fitting 
parameters for each material (Tp, T^piO), Tpy, and the MM coefficient, Amm)- The 
momentum relaxation time, Tp, which is related to the mobility p by Tp = pnig/e was 
previously measured and found to be 0.24ps for InSb (me1655)^ and 0.3ps for InAs 
(IC311)^. These values are (within experimental error; 0.21+0.05ps and 0.28+0.04ps 
for InSb and InAs respectively) the same as the fitted times for Tp, in the Faraday 
configuration implying that electron-electron scattering is negligible for our samples. 
The mobility is assumed to be field independent for our magnetic field range. The 
coefficients for the MM fits are given in Table 4.1, and are compared with the 
predicted scaling with gl (see Eq. (4.5)). Clearly the MM process is much more 
effective in NGSs than in GaAs, and, as expected, in InSb is one order of magnitude 
faster than in InAs. The other parameters from the fit are the zero field DP spin 
lifetime (12.1 +1.5)ps and EY spin lifetime (56±4)ps for the InSb sample [the latter 
agrees well with prediction of 70ps (Ref. 27)] and zero-field DP spin lifetime 
(18.5+1.2)ps and the same EY spin lifetime (56+4)ps for the InAs sample. Despite
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that the EY process is not the main interest of this work, we note that the EY lifetime 
fit is quite sensitive to uncertainty in In contrast, the MM process coefficient is not 
affected in this way because it dominates over a wide range of field in the Voigt 
geometry.
InSb (me 1655) InAs (IC313) GaAs
^  =  AMM(psT')+ 3.7 41 -
(eV-i) 260 [5] 80 [28] 6.3 [29]
1 1 0 1700
■^Experiment at lOOK, Normalised to InSb
Table 4 .1 . Coefficients for the MM process. The MM rate is 1/Xmm°= i^ B
4.1.5 Conclusions
In summary, electron spin relaxation times have been measured in InSb and InAs 
epilayers in a moderate (<4T) external magnetic field. A strong and opposite field 
dependence of the spin lifetime was observed for Faraday (longitudinal) and Voigt 
(transverse) configuration.
We demonstrate that the dynamics are very sensitive to both the magnitude and 
direction of the magnetic field. In the Faraday configuration the spin lifetime 
increases because the DP dephasing process is suppressed and saturates at the high 
field limit at a value determined by the EY process. This allowed us to directly 
measure the EY lifetime at elevated temperature where DP normally dominates. 
Knowledge of the EY lifetime is important because it sets the limit for suppression of 
the DP process in quantum wells employing structural modification of spin-orbit 
interaction such as by use of [110] growth. Typical DP lifetimes in InSb quantum 
wells are around lps^^\ so we conclude that suppression of the spin relaxation rate by 
a factor of -50 should be possible. In the Voigt configuration the MM process 
dominates and shortens the spin lifetime rapidly as B" .^
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We have demonstrated that for NGSs the electron spin lifetime can be modified by 
more than one order of magnitude simply by changing the direction of a moderate, 
externally applied magnetic field. This knowledge is very important for correct 
interpretation of spin experiments and for successful design of future spintronic 
devices.
4.2 Spectral control of injected spin orientation in n-InSb by two-photon 
absorption of circularly polarised light
4.2.1 Introduction
One of the main requirements for the realisation of spintronic devices is efficient spin 
injection into semiconductors. This can be achieved electrically, for example, through 
ferromagnetic layers or optically by means of the absorption of circularly polarised 
light (see Ref. (30) for a recent discussion). Due to the selection rules and the fact that 
the highest valence band of III-V semiconductors is degenerate at the F-point, the 
maximum efficiency of one-photon spin injection is 50%. This number can be 
significantly increased by applying strain or quantum confinement, thus removing the 
light hole/heavy hole degeneracy at k=0.
Another way to enhance the degree of spin polarisation is to use nonlinear optical 
processes such as circular two-photon absorption (CTPA), which has the additional 
advantage of enabling uniform excitation of bulk semiconductors. Considering only 
angular momentum conservation, 100% spin polarisation was predicted for two- 
photon excitation of circularly polarised light^  ^ (see Fig. 4.5 and further explanation 
below). CTPA has been theoretically investigated in detaiP^. It was shown that: (i) 
different mechanisms are important in different spectral regions; (ii) different 
mechanisms can produce opposite sign of the spin polarisation; and (iii) the 
magnitude of the polarisation is generally less than 100%. In this subchapter we report 
an experimental investigation of the spectral dependence of CTPA in bulk InSb. Due 
to its narrow gap and high spin-orbit coupling, InSb is a good model semiconductor to 
study these effects.
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4.2.2 Theoretical Background
Figure 4.5 represents the optical transitions nears the F-point of a crystal with zinc- 
blende symmetry. Applying the selection rule allows only transitions where one- 
photon absorption of circularly polarised light with positive helicity changes the 
projection of total angular momentum by +1 (see Fig. 4.5(a)). Spin injection is also 
commonly achieved by TP A; the advantage over one-photon spin injection is a much 
greater absorption depth, which allows spin excitation throughout the volume of a 
bulk sample. As already mentioned, angular momentum conservation considerations 
alone have led to suggestions that 100% spin polarisation is achievable for CTPA^^ 
Matsuyama et al. argue that because the total angular momentum of the two right 
circularly polarised photons is +2, only the transition from mj=-3l2 to mj= +1/2 is 
allowed, as shown in Fig. 4.5(b). Therefore, even in a bulk semiconductor with 
degenerate valence bands the resulting electron spin polarisation should be 100%, and 
indeed with an opposite sign with respect to one-photon spin injection. In this 
proposal the absorption of two photons occurs through a “virtual” state in the middle 
of the band gap. In practice perturbation theory is normally used to calculate the TP A 
rate, which is proportional to
I^<\|/flp.el\l/j)<\|/jlp.6 l\|/,) (4 .6 )
where I is the intensity, e is the unit polarisation vector, i and f are the initial and final 
states respectively, and j is a real intermediate state. The steps from i to j and from j to 
f do not have to conserve energy separately as long as the overall TP A transition 
conserves energy because the deficit, AE, can be “borrowed” for a time At~/i/AE until 
the second photon arrives. Good agreement to date for TPA in III-V and II-VI 
semiconductors has been achieved in terms of the so-called “allowed-forbidden” 
process where the intermediate state is in the same band as either the initial or final 
state^ ,^ i.e. one half of the process is a “self’ transition.
L (cf)-3/2 -1/2 +1/2 +3/2nVj 1 '"T ^  r
- 1/2  + 1 /2 1/2 + 1/2
r
-3/2 -1/2 +1/2 +3/2 -3/2 -1/2 +1/2 +3,2 -3/2 -1/2 +1/2 +3/2 -3/2 -1/2 +1/2 +3/2 ^
Fig. 4. 5. Optical transitions in a bulk 
zincblende semiconductor for circularly 
polarised light (a^) allowed by the 
selection rules, as shown by Bhat etal. in 
Ref. (32); (a) One photon absorption, (b) 
two photon transition as suggested by 
Matsuyama cm f ' through a virtual state, 
(c) example allowed-forbidden and (d) 
allowed-allowed transitions in the non- 
spherical approximation (where the 
angular momentum is not necessarily 
conserved). The thickness of arrows and 
adjacent number in (a) and (c) express 
the relative transition probabilities.
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An example of the allowed-forbidden transition is shown in Fig. 4.5(c) where the 
intermediate state is in the conduction band; alternatively it may be in the valence 
band. In the spherical approximation angular momentum must be conserved (i.e. for 
two-photon circularly polarised pumping the initial and final states must differ by two 
angular momentum quanta), and each of the two matrix elements in the product must 
have a parity change (which forbids two-photon transitions from the p-like valence 
band to the s-like conduction band at the same value of k -  i.e. the self-transition part 
is forbidden if all three states are at the F-point). The broken rotational symmetry of 
the cubic crystal relaxes these selection rules, so that the self-transition becomes 
weakly allowed for intermediate states at finite kx,y (i.e. momentum must also be 
borrowed). For NGS the non-parabolicity substantially increases the TPA at high k 
values, and good agreement has been obtained over a wide spectral range utilizing an 
8x8 k.p Hamiltonian^^.
Allowed-allowed transitions are those that are not forbidden at the F-point, such as 
those where the intermediate state is in one of the higher conduction bands (F?c and 
Fgc, Fig. 4.5(d)). A detailed 14-band (nonspherical) k.p calculation of TPA^^ predicts 
that the strongest allowed-forbidden transitions for circularly polarised light produce a 
spin polarisation of the same sign as one-photon transitions (see Fig. 4.5(a)), whereas 
the strongest allowed-allowed transitions produce the opposite spin polarisation. In 
this model, the allowed-allowed transitions dominate over the allowed-forbidden 
transitions in the energy range close to half of the band gap, while the reverse is true 
at higher photon energies resulting in a sign-change of the polarisation spectrum.
4.2.3 Experimental Method and Results
The time-resolved Faraday rotation transient method was used at the FELIX facility 
(see Chapter 3) to measure the efficiency of circular two-photon spin injection in an 
InSb epi-layer. FELIX is ideal for such experiments because it produces intense (sub-) 
picosecond pulses and is continuously tunable across the mid-infrared range of 
interest. Figure 4.6 is a schematic representation of the experimental set up. Spin 
polarised electrons created by a circular polarised pump beam produce an effective 
internal magnetic field in the sample. This field rotates the polarisation of the linearly 
polarised probe beam due to the Faraday effect. The angle of the rotation is
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proportional to the magnitude of the internal field and as a consequence to the density 
of spin polarised electrons. The analyzer was placed between the sample and the 
detector. The analyzer was aligned so that it extinguishes the probe beam intensity 
almost completely (-95%) in the absence of the pump beam. A small rotation of the 
polarisation of the probe beam results in a signal recorded by the detector. When the 
analyzer is at the extinction angle, the light-intensity passing through is proportional 
to the sin^ (p where cp is the induced Faraday rotation angle which means that the 
detected signal varies as the square of this induced spin polarisation and is vanishingly 
small for small (p. In order to increase the signal-to-noise ratio, the analyzer was 
rotated by small angles: +4° and -4°. This is known as heterodyne detection and gives 
linear dependence between detected signal and induced Faraday rotation angles^^’^ "^. In 
this case the difference between measured signals at positive (F) and negative (T) 
analyzer angles gives a quantity proportional to the density of spin polarised electrons 
(ns).
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cryostat
Fig. 4. 6. Experimental set up for 
Faraday rotation experiments; beam 
splitter (BS), mirror (M), parabolic 
mirror (PM), delay stage (DS), quarter 
wave plate (1/4), analyzer (A).
The sample used in this investigation was an n-type Te-doped 5 pm thick [100] InSb 
epilayer grown by molecular-beam epitaxy on a semi-insulated GaAs substrate (the 
same sample, me 1655, as in previous reported experiments). The electron 
concentration and mobility were measured with the Hall effect at 77K and equal to 
2xl0’^ cm'  ^ and 47700 cm V  's ’, respectively. The sample was placed in vacuum on 
the cold finger of an optical cryostat with ZnSe windows, and its temperature was 
kept at 5K. The beam was split in two with a ZnSe beam splitter, and the strong 
transmitted beam (the pump) was circularly polarised using the plane polarised light 
from FELIX with a variable quarter wave plate (7/4) that was calibrated with a
65
_Chapter 4: Spin Dynamics in bulk III-Vs
rotating analyzer. The reflected beam (the probe) remained plane-polarised, and was 
sent down a variable path-length delay line. The analyser was made from a gold grid 
patterned on a KRS5 substrate. Precautions were taken to eliminate the possible 
presence of the third harmonic of FELIX radiation by passing the beam through a 
long pass filter up-stream from the beam-splitter and polarisation optics.
Typical dependences of the Faraday rotation intensity signals and extracted spin 
polarisation decays are shown in Fig.4.7 for a) one-photon {hco > Eg) and b) two- 
photon (2hù) > Eg > hù)) excitation. The rotation of the polarisation of the probe 
beam caused by the population of spin polarised electrons occurs within the first 3Ops. 
At time delays longer than that there is no difference between L (black solid lines) 
and r  (red solid lines), and each of them reflects the transient change in the
transmission of the probe beam 
introduced by the unpolarised photo­
excited carriers, as for a standard 
plane-polarised pump-probe
experiment - See also in Appendix C 
the data concerning the excitation 
wavelengths of 9-11.4pm. In the one- 
photon excitation case the photo­
excited carriers saturate the absorption 
of the probe beam leading to an 
increase of the transmission. In the 
two-photon excitation case, the low 
intensity probe pulse is more weakly 
affected by the two-photon absorption
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Fig. 4. 7. Faraday rotation signal measured by: (a) (which is quadratic in intensity) than
the fe e  eamer (Drude) absorption
band gap of InSb at low temperature is 0.23eV the carriers left by the pump,
(5.4pm). In b), where the signal is nonlinear in the
intensity, a secondary pulse due to multiple resulting in a small overall decrease of
reflection in one of the cryostat windows is evident.
See also in Appendix C the data concerning the transmission. We used the Faraday
excitation wavelengths of 9 -11.4pm. Note, that each
picture represents averages of several scans (up to 1 0  rotation effect because it is non­
scans). The errors of 5% (not presented here) 
correspond well to the standard deviation of 5-2%.
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resonant, and the fact that the probe photons are below the gap and suffer less 
absorption is actually an advantage. The spin lifetime for the data of Fig 4.7 for one- 
photon excitation (7ps) is found to be longer than that of two-photon excitation (4ps). 
An explanation to the longer lifetime could be the influence of a much higher 
concentration of photo-holes in the case of one-photon resonant excitation; photo­
holes have previously been shown to lengthen the spin lifetime in InSb in an 
experiment comparing interband with intraband pumping at SOOK"^ .
The maximum degree of spin polarisation is 
achieved at zero time delay. The dependence 
of the measured Faraday rotation at zero 
time delay was found to be proportional to 
the square of the pump beam intensity for 
the laser wavelength of 8pm, confirming that 
it is a second order effect, as predicted for Laser Intensity arb. units
two-photon excitation (see Fig. 4.8). The Fig. 4. 8. Density of spin polarised electrons,
, „ . , . . , , ns, as a function of the laser intensity
degree of spin polarisation measured as the showing the proportionality to the square of
difference between 1  ^ and I  for fixed intensity.
intensity and zero time-delay is shown in Fig. 4.9 (see below) as a function of the 
excitation wavelength. The zero-delay signal is shown for fixed intensity as a function 
of the excitation wavelength in the inset of Fig. 4.9. It should be mentioned at photon 
energies below half the band gap, where the two-photon excitation is not possible, a 
Faraday rotation signal is still measurable at zero-time delay, though not at time 
delays longer than the pulse duration. This long wavelength signal is attributed to a 
coherent artifact related to the third order non-linear susceptibility of the medium -  
such effects are often seen in pump-probe experiments, and this one, a pump- 
polarisation-induced Faraday rotation, has already been reported for III-V 
semiconductors^^ for laser irradiances (<5MW/cm^) less than the one used here 
(>20MW/cm^). The existence of the artifact was treated as a wavelength independent 
background signal and subtracted. After subtraction (see Fig. 4.9) we find that at 
wavelengths shorter than 9pm the spin polarisation created by two-photon absorption 
is the same in sign, and similar in magnitude, to that created by one-photon 
absorption, whereas at longer wavelengths the spin polarisation is opposite. Note that
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the sign reversal of the CPTA with wavelength has been predicted but not observed 
before^ .^ Unfortunately we do not get quantitative agreement with the theoretical 
prediction, partly because of the FELIX spectral line shape (the band-width was -10% 
of line centre, a condition that gives the highest intensity pulses).
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Fig. 4. 9. Experimental (yellow solid circles) spin 
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0p  — Op measured at zero time delay. This was 
generate from data of Fig.4.7(b) and Figs. 2(a)-(m) 
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4.2.4 Conclusions
In conclusion, the observed wave-length dependence of the spin polarisation created 
in bulk InSb by two-photon absorption proves that the two-photon absorption may 
occur either through “allowed-forbidden” or “allowed-allowed” transitions. The 
“allowed-allowed” transitions are found to be dominant near the band gap and 
generate a spin polarisation of the opposite sign compared with “allowed-forbidden” 
and one-photon processes. At wavelengths shorter than 9|Ltm the “allowed-forbidden” 
transitions dominate, which means that the sign of photo-excited spin polarisation can 
in principle be controlled by the excitation wavelength in the two-photon absorption 
processes. The detailed CTPA spectrum presented here has not yet been investigated. 
It has been pointed out that “measuring the two-photon polarisation, P, due to 
allowed-allowed transitions would be challenging in most semiconductors, since they 
only dominate in a narrow energy range.... This must remain the subject for 
further work.
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Ch a p t e r s  
Spin  D ynam ics in  III-V s Q W s 
5.1 Experimental determination of the Rashba coefficient in InSb/InAISb 
quantum wells at zero magnetic field and elevated temperatures
5.1.1 Introduction
As discussed in Chapter 2, the BIA results from the symmetry of the zinc blende 
lattice, which in a quantum well (QW) leads to two so-called Dresselhaus^ spin- 
splitting terms, one linear, p, and one cubic, y, in the in-plane momentum (see section 
2.1.4). The SIA arises from the asymmetry of the QW structure (see Fig. 2.5), leading 
to the Rashba spin splitting term linear in the momentum^'^. The Rashba coefficient, 
Oo, relates the magnitude of the Rashba component of the spin splitting, AER=2aoeFk 
(see Eq. 2.24), to an electric field, F, and the electron wavevector, k, and is a key 
parameter for many proposed semiconductor spintronic devices. A large Uq enables 
the manipulation of spin populations using a gate electrode which is the basis of the 
commonly referred to spin transistor^'^, and is essential for spin dependent ballistic 
transport devices '^^^.
The Rashba spin splitting A E r  is difficult to measure, and the common techniques for 
measuring it either require extrapolation from high magnetic fields^^’ or the fitting 
of quantum interference corrections to the magnetoconductivity at low fields^^. 
Extrapolation to zero field of the difference between the measured total spin splitting 
and the Zeeman splitting is non-trivial, not only because the Zeeman effect obscures 
the Rashba contribution to the splitting, but also because the latter is rapidly quenched 
by the field^^. Thus neither technique is a simple or direct measurement of ZFSS, the 
quantity relevant for most practical applications. Optical measurement of the spin 
relaxation in zero magnetic field can provide an alternative measure of the spin 
splitting in the conduction bands. For sufficiently large ZFSS (which covers most 
cases of interest) the spin dynamics are directly influenced by its magnitude, and so 
inversely, measurement of the spin dynamics directly reveals the ZFSS. This was
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demonstrated recently in a non-degenerate GaAs QW from which a value for the 
Rashba coefficient ocq of 15Â  ^ was extracted at 230 K .^ An estimate of 6% may be 
found from k.p theory^^’ for a triangular well showing that it is related to the 
conduction band effective mass (m*), the fundamental band gap (Eg) and the spin- 
orbit splitting energy (A). Since InSb has the narrowest band gap, smallest conduction 
band effective mass and largest split-off band energy of the III-V semiconductors, we 
reasonable expect that the upper limit to the magnitude of (Xq for III-V NGSs is for 
InSb QWs.
This section is concerned with the theory and the analysis of optical measurement of 
the spin dynamics at elevated temperatures and in zero magnetic field, for two types 
of degenerately doped M-InSb QWs, one asymmetric (sample A) and one symmetric 
(sample B) with regards to the electrostatic potential across the QW. Making use of 
three directly determined experimental parameters^ - the spin lifetime, Tg, the sheet 
carrier concentration, n, and the electron mobility, //, - we demonstrate that one can 
directly extract the zero field spin splitting and Rashba coefficient in InSb QWs^^. The 
asymmetric sample maximizes the effect of structural inversion asymmetry thereby 
allowing direct determination of uq, which is shown to be more than an order of 
magnitude larger than values reported in GaAs QWs^. The large «o values show that 
NGSs, and specifically InSb, are promising and attractive materials for spintronic 
applications. [N.B. The dynamic range within which we can modulate the ZFSS by an 
electric field is increased even more for the NG lead salt QW system -  Chapter 6- 
since the Dresselhaus terms are zero for this NaCl symmetry].
5.1.2 Theoretical Background
For sufficiently large ZFSS (as in our case) spin relaxation is dominated by the 
D’Yakonov-Perel (DP) process^’ at temperatures above ~ 70K. The DP process, 
as described in Chapter 2, arises from fact that the ZFSS, in contrast to the Zeeman 
splitting, arises from effective magnetic fields that are momentum dependent. In this 
scenario, since each electron has different momentum its spin precesses about a 
different Larmor precession vector, 12(k). Any macroscopic polarisation (produced by
 ^These experiments have been performed by others before my arrival at the University of Surrey (spin lifetime measurements by 
Dr. K. L. Litvinenko, the Hall Effect measurements and the calculations using the SP solver by our collaborators at Imperial 
Collage and QinetiQ Ltd.). My main contribution in Section 5.1 was the investigation of the e-e scattering contribution and the 
analysis of the experimental results, and also the pump-pump electrical experiments of Section 5.2.
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Optical or electrical injection) thus quickly dephases -  the rate is determined by the 
size of the ZFSS. This dephasing is slowed by scattering; if k performs a random walk 
then so does D(k) so that the spin vectors dephase diffusively. We need to recall 
section 2.3.2 and the expression for the spin relaxation rate,
i  =  (2.33)
where Tp is the momentum scattering time including the effects of both inelastic and 
elastic (electron-electron scattering)^, He// is the component of H(k) perpendicular to 
the spin a , described in section 2.1.4 by
aky — pkx  +  yk^kl
\  1 -a k x  + Pky -  y k lk y  ) (2.26)
Remember that a, (5 and y  characterize the strengths of the Rashba, k-linear 
Dresselhaus and k-cubic Dresselhaus spin splittings respectively, and the total ZFSS 
of the conduction band is AER{k)=fi\Q.\. Both P and y are positive in III-V 
semiconductors. The Rashba spin splitting parameter a is related directly to the 
Rashba coefficient, Oq, and the average electric field in the structure, F, through 
a =aoeF. The field may, in principle, have a component that is built-in from 
asymmetric barriers or doping, and a component that is externally applied with a gate 
electrode. In addition, it has been shown that an off-diagonal strain gradient can 
produce an analogous interaction^^ (not present here). In our case the external field is 
zero and the barriers are symmetric, leaving only the contribution from the doping 
profile, and Oq remains a valid figure of merit to compare the relative spintronic 
potential of different materials (i.e. the ease with which electron spins can be 
modulated by an electric field) - the experimental knowledge of which is essential.
The DP spin relaxation rate of Eq. (2.33) for electrons at the Fermi energy 
(appropriate for a degenerately doped quantum well) which have been oriented along 
the [001] direction can be also expressed by^ ®’^^ :
m  = + { P - \ y ^ F )  (5.1).^ [0 0 1 ]
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where kp = sj2nn is the Fermi wave-vector, assuming parabolic bands. The lifetimes 
T; and Tj are reciprocals of the angular components of the momentum scattering rate, 
so that for isotropic scattering^"  ^(appropriate for a uniformly doped QW) t/ = T3 while 
for small-angle scattering (modulation doped structures) t / t ;  is smalf^'^^.
It is of practical interest to define, using Eq. (5.1), an effective inversion asymmetry 
spin splitting parameter, «r* (with dimensions of eVÂ) by
a* may be determined for degenerate spins purely from experimentally measured 
quantities n, p and Substitution of Eq. (5.1) leads to:
a-(D ^ =  {a^ +  [ n - l y k j f  (5.3)
In the case that (sample A below) the Rashba contribution dominates, and e-e 
scattering is not important so = Tp = Tp then Eq. (5.3) simplifies to a = a. It can 
be seen from Eq. (5.3) that a has no explicit temperature dependence, and we now 
have a route to measure albeit for certain QWs, using optically measured spin 
dynamics, and compare with the theoretical estimation of Eq. (2.25). On the other 
hand, if e-e scattering is important then t^ is smaller than Tpand a* is a lower limit on 
a.
5.1.3 Experimental Method and Samples Description
Optical measurements of the spin dynamics were performed^ in zero magnetic field 
using the mid-infrared circularly polarised pump-probe transient absorption technique 
(see description of the technique in Chapter 3 and also Refs.(5), (10)-(14), (26)-(36)). 
The samples were pumped using 250kHz ImW laser pulses at 3.4pm wavelength. The 
diameter of the spot size focused on the sample was less than 200pm. However, due 
to the required optical components and the narrow (physical) width of the QW only a
 ^The spin lifetime measurements were performed by Dr. K. L. Litvinenko at the University of Surrey, and the experimental data 
are the same as those in Ref. (26). Note that Ref.(26) contains an over simplistic analysis and consequently incorrect conclusions.
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small fraction of approximately 0.025% was actually absorbed. This corresponds to an 
excited electron density of ~5xlO^°cm'^. This is significantly lower than the doped 
electron density and therefore has negligible effect on Ap.
The samples used in this study were two different 20nm n-InSb/AlInSb single QW 
samples, grown by molecular beam epitaxy onto semi-insulating [001] GaAs 
substrates. Both of the samples were grown and supplied by QinetiQ Ltd., UK. In both 
samples the QW is confined on each side by an Ino.85Alo.15Sb barrier- the A1 content in 
the barrier material was 15% above and below the QW. Sample A, the asymmetric 
one (me 1833), was Te modulation doped 20nm above the QW whilst sample B, the 
symmetric one (me 183IF), was uniformly Te doped in the QW region. The self- 
consistent Schrodinger-Poisson (SP) solutions for the band profile of samples A and 
B at 77 K, produced by QinetiQ Ltd. using the method outlined in section 2.1.3 are 
shown in Figs. 5.1(a) and (b), respectively. For the purposes of the experiment, these 
samples provide structures with very different electrostatic profiles and it was 
expected that the values of a would reflect this. The asymmetric doping scheme of 
sample A results in a large built-in electric field that is expected to enhance a (and 
hence a )  with respect to p  and y in Bqs. (5.1) and (5.3), and thus a was expected to 
be enhanced with respect to sample B. The sheet density and mobility were obtained 
for the temperature range77-300 K, by standard low field Hall Effect measurements, 
by our collaborators at Imperial College (see below in experimental results).
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Fig. 5. 1. Calculated conduction band profiles, (a) Conduction band profile (E^ .) of the modulation 
doped QW (sample A) showing the Te 6-doping layer 20nm above the well and (b) profile of the 
uniformly doped QW (sample B). Also shown are the wavefunctions (\|/) for the first QW sub-band. 
Provided by A. M. Gilbertson, QinetiQ Ltd and Imperial College. N.B. The contribution of the vb (not 
shown here) is taken into aceount through the k.p model for the calculation of a, ft, and y.
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5.1.4 Experimental Results and Analysis
This section presents the measurements at zero magnetic field of ià (and n), Tp, and Tg, 
for both samples, resulting in a determination of Œq for sample A in the temperature 
range 77 to 300K. The contribution of e-e scattering was investigated for the 
asymmetric sample A as shown in Fig. 5.2. The semi-empirical theoretical results for 
1/Tp obtained by using the theoretical values of a, f5 and y  (from Ref. (13), with the 
experimental values of n and in Eqs. (5.3) and (5.2) and making the assumption of 
Tp ~ T]. A  comparison with the experimental measurements of l/tp (the values of Tp are 
shown in Fig. 5.4(a)), clearly shows that there is good agreement between the 
experiment and theory, therefore the assumption of Tp ~ tj is valid for our sample case. 
Also shown are the theoretical rates for e-e scattering as from Ref. (6) for a 
degenerate electron gas:
i = 3 . 4 f ( î ^ y
T g e  h V  E p  )
(5.4)
which appear to somewhat overestimate the contribution of the e-e scattering here. It 
seems likely that the factor 3.4 in Eq. (5.4) is band-structure parameter dependent, and 
should be replaced by some much smaller value in the case of InSb.
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Sam ple A
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Fig. 5. 2. Scattering rates for the asymmetrie 
sample A: experimental value of l / r ^  (black 
solid squares), semi-empirical theoretical 
estimation of l / r *  (red solid circles) using the 
theoretical values of a, p  and y from Ref.(13) 
and Eqs.(5.3) and (5.2). Sinee there is good 
agreement between experiment and theory, e-e 
scattering in this case can be considered as 
negligible. Also shown are the theoretieal 
estimations of 1 /r*  (dash line) and 1/Tgg 
(solid black line) using Eq. (7) from Ref. (6).
Figures 5.3 (a) and (b) show the temperature dependence of the electron mobility, fi, 
and sheet density, n, for samples A (red solid squares) and B (black solid circles) 
produced by the Hall effect (measurements provided by Imperial). The minimum 
room-temperature carrier concentration encountered (sample A) was 5.3xlO'’cm'^, 
corresponding to a Fermi energy (~75meV), much greater than kgT (~26meV). All
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samples were therefore degenerate over the entire temperature range {EF>kpT). 
Neglecting e-e scattering, the resulting temperature dependence of the momentum 
scattering lifetime ^  is given in Fig. 5.4(a). In this case, the momentum scattering 
lifetime is determined from the measured mobility using the relation Tp=fxrn/e where 
m \E , T) is the temperature and energy dependent effective mass from the Kane 
model incorporating the temperature dependence of the band gap and Fermi energy^^' 
The temperature dependence of the band gap' used for calculating the band-edge 
effective mass, m^(0,T)= m'^{0,0)Eg(T)IEg(0) is just the dilatational contribution"^®’
Eg{T)^Eg\T)  = Eg{Qi) +5.17xlO'V-9.25xlO'V+3.81xlO-^V-5.12xlO-^V (5.5)
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Fig. 5. 3. Temperature dependence o f (a) the electron mobility, ji, and (b) the sheet density, n, 
for samples A (solid red squares) and B (solid black circles). Also shown are the predictions 
(dashed line) from the SP solver (see text for details).
The temperature dependence of the spin lifetimes are shown in Fig. 5.4(b). Figure 
5.4(c) shows the experimental a according to Eq. (5.2), using the measurements in 
Figs. 5.3 and 5.4(a) and (b). As expected from the symmetric doping scheme, a is 
somewhat lower for sample B. The fact that it is not substantially lower may be 
associated with surface effects in sample B (see below).
Calculations of a, and y have been performed (by A. M. Gilbertson, Imperial 
CollQgdQinetiQ Ltd.) at low temperatures using a self-consistent Schrodinger-Poisson
(SP) model^^ as described in Section 2.1.3 for the band-profile, and a k.p calculation
'Note that in Ref. (40) there is a subscript sign error on the first term o f E g'\T).
78
.Chapter 5: Spin dynamics in HI-Vs QWs
following the model of Pfeffer and Zawadzki^^. As for the effective mass, the 
temperature dependence of band gap used in the SP solver to find the temperature 
dependence of a, p, and y was the dilatation part only, These calculations,
repeated here for a range of temperatures, contain no fitting parameters, but are 
simplified in the sense that they do not include non-parabolicity in the SP solver or 
second subband occupancy (which is small in these narrow QWs).
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Fig. 5. 4. Experimentally measured parameters from Ref. (26) used to calculate effective Rashba 
coefficient as a function of temperature for samples A (solid squares) and B (solid circles), (a) 
momentum scattering time Tp derived from electron mobility; (b) spin lifetime Tg^ '^^  and (c) the 
magnitude of the effective inversion asymmetry spin splitting parameter a* determined from Eq.
(5.2) using the experimental data of Fig. 5.3 and 5.4 (a) and (b).
Furthermore, the temperature dependence of the density predicted by the SP solver is 
slightly different from that measured (shown as dashed lines in Fig. 5.3(b)). Figure 5.5 
shows the calculated Rashba and Dresselhaus terms in the form seen on the right hand 
side of Eq. (5.3) for samples A and B. [N.B. Note the square in the ordinate.] The 
calculation of Fig. 5.5 ignores e-e scattering. As expected from the structure, in the
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case of the modulation doped QW, sample A, the Rashba term clearly dominates over 
the whole temperature range; hence we have a ~ a.
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Fig. 5. 5. Contributions to the square of 
the effeetive spin splitting parameter for 
samples A (squares) and B (eircles). 
Calculated Rashba (solid symbols) and 
Dresselhaus contributions (open symbols) 
including both p  and y terms to the square 
of the effective inversion asymmetry spin 
splitting parameter, a* ^ , as defined by Eq.
(5.3) and assuming Tp = ti = 5t3 
appropriate for the modulation doped 
sample A^' As expected the Rashba 
term is dominant for all temperatures. In 
the case of sample B r^- T3= Tp was 
assumed.
This result is illustrated more clearly in Fig. 5.6 which shows the relative Rashba 
contribution a/a . We see here that a*=a and that Tp = t i  = 5t3, i.e. e-e scattering is 
negligible, and we can find the experimental Rashba parameter a. The latter found to 
be a~0.06-0.09eVÂ for sample A in the temperature range 77-300K (see Fig. 5.7). In 
contrast, the theory for sample B {a*>> a ) would be more complex because the 
dominant contribution to the Rashba term is due to surface effects (due to band 
bending caused by the surface potential and segregation of Te through the InAlSb 
upper barrier during growth'^^) which, though smaller, are difficult to estimate.
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Fig. 5. 6. The fractional contribution of the 
Rashba interaction a* for both of the samples. 
As expected for sample A the Rashba term is 
dominant for all temperatures.
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Fig. 5. 7. Comparison of a* and a using 
experimental (solid squares) and theoretical (open 
symbols) techniques for sample A.
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Nevertheless, experimental values of a* for samples A and B are surprisingly similar 
when considering that the Rashba term for sample B should be much reduced. To 
understand this result we need to consider the nature of the Te doping in the two 
QWs. Recall that sample B is uniformly doped and therefore Tp = ti = T3, whereas for a 
modulation doped sample A we have Tp = ti> T3 (we find Tp = ti ~ 5ts) Therefore, 
in the case of sample B an increased component of the momentum scattering 
perpendicular to the QW would bring into play the additional Dresselhaus term on the 
right-hand side of Eq. (5.3) making it a larger fraction of the value of a*. It should be 
noted that the ability of this technique to determine the Rashba parameter is dependent 
on the correct choice of T3/ x\. The ratio used for sample A was calculated for remote 
ionized impurity scattering, and the same value was used for all temperatures. It might 
be argued that phonon scattering should be important at high temperatures, however, 
the almost identical measured values of a* for the two very different wells suggests 
that our choice of T3/ x\ is sensible.
To verify that the values of a deduced for sample A from this experimental technique 
are reasonable, we can directly compare these results to the calculations described 
above, as shown in Fig. 5.7. Excellent agreement is obtained, validating our 
assumptions about the spin and momentum relaxation mechanisms and the theoretical 
model used for evaluating a, p, and y Furthermore, the agreement supports our 
assertion that electron-electron scattering is negligible. Previous incorrect predictions 
for the non-degenerate regime (which included only the Dresselhaus contribution to 
the zero-field spin splitting) led to the wrong conclusion that other spin relaxation 
processes are important^^’^ .^ Overall, we have demonstrated the validity of this 
experimental approach as a measurement of the Rashba parameter.
Theoretically, one can find the Rashba coefficient «o from cco= o/e{F). Figure 5.8 
shows the prediction for sample A using both the full temperature dependence of the 
gap, and just the dilatational part Eg{T)<r-Eg^^{T). The predictions of the full 
calculation are very close to the estimate of Oq using Eq. (2.25) where, as before, 
Eg{T)<r-Eg^^{T) and A is the spin-orbit splitting. Although non-parabolicity has not
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been included in the full calculation, in the case of this approximation the effect of 
non-parabolicity can be included reasonably by using rn {Eg, Ef) from Eqs. (1) and (2) 
in Ref. (13). The general trend of this estimation is also shown in Fig 5.9. InSb has 
the narrowest band gap and largest spin-orbit splitting energy of the III-V 
semiconductors and thus represents the upper limit to the magnitude of <%. Although 
it has been argued that an electron confined to a QW is in a bound state, and as such 
the average electric field perpendicular to the growth direction must be zero, the 
approach of Pfeffer and Zawadzki^^ (used here) elucidates the interface effects and 
shows that the spin splitting is not simply proportional to F  (for example, the term 
linear to F  contributes ~16% to the total a for sample A). However, we note that these 
interface terms are indirectly influenced by F due to the resulting charge 
redistribution, and as we show below there is reasonable agreement between both 
applications of the k • p models^^’ Using we are able to directly compare the 
merits of different materials’ systems as well as the technique employed in the 
measurement.
In the case of the modulation doped sample A, we may estimate the field 
experimentally by taking the built-in electric field created by the sheet charge of 
remote ionized donors and the electron sheet in the well"^ "^  :
where Sr is the relative dielectric constant of the InAlSb which is approximated as the 
value for fiiSb of 16.7"^ .^ The factor 2 in Eq. (5.6) takes account of the averaging of the 
electric field over the electron wavefunction in the presence of band-bending' '^^. The 
approximation of Eq. (5.6) is reasonable as can be seen from the theoretical £j€Q{F)len 
from the SP solver, shown in Fig. 5.10 where the dashed line corresponds to a 
theoretical value of 0.5 obtained from the SP solver. The solid line refers to the 
decreasing value from 0.43 to 0.35 in the temperature range 77-300K, obtained by the 
approximation of Eq. (5.6).
The reasonable agreement obtained in Fig. 5.8 between the experiment and theory, 
validates our assumptions about the spin and momentum relaxation mechanisms, and
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the theoretical model used for evaluating a, P  and The experimental results show 
that good agreement can be obtained with a model that only includes the DP process 
where previous simple predictions for the non-degenerate regime (which include only 
the Dresselhaus contribution to the zero-field spin splitting) might lead to the 
conclusion that other spin relaxation processes are important^^’ Furthermore, the 
agreement validates our assumption that electron-electron scattering is negligible for 
our sample A.
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^ 4 0 0
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d°200l
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Fig. 5. 8. The experimental Rashba coefficient «o is 
shown (solid squares) as a function of temperature, 
approximating the electric field for the modulation 
doped sample using Eq. (5.6). The dotted line is the 
theoretical prediction^^’ taking the full change of 
energy gap with temperature; the dashed line shows the 
same with just the dilatational change of energy gap 
(Eq. (5.5)) The solid line is the analytical
expression for a triangular well, Eq. (2.25).
Fig. 5. 9. Estimated values of the 
Rashba coefficient as a function of 
energy gap (E„) and spin-orbit splitting 
energy (A) using the k p m odef^’ for 
a triangular QW, see Eq. (2.25). The 
position on this surface for III-V  
binary compounds is shown using the 
recommended parameters taken from"*  ^
and references therein (T = OK). Note 
the logarithmic scale on z-axis.
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Fig. 5. 10. The calculated electric field in 
the modulation doped sample A from 
both the full SP solver (solid line) and 
Eq. (5.6) (dashed line).
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Table 1 summarises the measurements of the Rashba interaction in III-V materials, 
using both experimental and theoretical methods. Measurements #1 (sample A) and 
#5 (sample B) are the experimental and theoretical values that are the focus of this 
work. Other experimental measurements of InSb/InAlSb QWs using Shubnikov de 
Haas (SdH) oscillations (#2) and electron spin resonance (#3) have reported a much 
stronger Rashba interaction. Notably, while both works report similar a, we estimate 
very different «o when applying the simple parallel plate model, ((F)e%p). This 
originates from the lower sheet density n in measurement #3, and therefore without 
the use of calculations that include realistic confinement potentials, it is not possible 
to discount the contribution of the Dresselhaus terms to the zero-field spin splitting. 
As noted in Ref. (13), in the case of measurement #2 the Zeeman contributions (which 
can be large in InSb) were neglected in the analysis and it was suggested that these 
figures should only be used as an estimate. For completeness, experimental and 
theoretical values are also given for InAs and GaAs QWs. The SdH InAs 
experimental measurement #6 was two times larger than that predicted for bulk InAs 
using Eq. (2.25) (#7), as was the case for the all-optical GaAs measurement #8 taken 
in the temperature range 77-230 K, though the predicted values at these temperatures 
caused by changes in Eg were not included.
# M aterial Ref. Exp./Theory r(K ) a(eV À ) F(10^Wm'^) <%(eVA")
1 InSb/InAlSb t Exp. 77-300 0.06-0.09 1.2-1.7 316-332
2 13 Exp. 2 0.14 1.1 783
3 14 Exp. 4.2 0.14 0.37-0.78 1122-2364
4 13,38^ Theory 77-300 0.05-0.075 - 370-439
5 17, 18 ^ Theory^^ 0.77-300 - - 513,304-310
6 InAs/InAlAs 47 Exp. 0.28 0.22 6.25 220
7 17, 18 Theory^^ 0 - - 103
8 GaAs/AlGaA 5 Exp. 77-230 - - 7-15
9 17, 18 Theory^^ 0 - - 4.5
^The subject of this work,
^^Theoretical values independent of QW strueture and calculated using accepted parameters (Ref. 46).
Table 5 .1 . Summary of theoretical and experimental measurements of the Rashba coefficient for III-V 
semiconductor QWs.
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5.1.5 Conclusions
In summary, by making use of three directly determined experimental parameters (the 
spin lifetime, Ts, the sheet carrier concentration, n, and the electron mobility, ju), taken 
from previous spin dynamic measurements of degenerately n-doped InSb/InAlSb 
QWs in zero applied magnetic field, enabled a direct measurement of the zero field 
spin splitting without the influence of the large Zeeman effect. Also, a model was 
used with no adjustable parameters for the spin dynamics when the Rashba 
contribution dominates, and the measurements show very good agreement with it 
where it applies. For an InSb/InAlSb QW sample with asymmetric structure, with 
ZFSS dominated by the Rashba interaction, the Rashba parameter and coefficient 
have being extracted and found to be oc = (0.09+0.l)eVÂ and ocq = (350 ± 50)A^, 
respectively at room temperature. This is in agreement with theoretical expectations 
and is more than an order of magnitude larger than the value of 15A  ^measured earlier 
for GaAs QWs^. Consistent with theoretical prediction, this is the largest value 
reported for III-V semiconductors. The results have clear device implications because 
the large Rashba coefficient implies that significant modulation of the spin splitting is 
possible with small changes of the electric field. Increased confidence in the value of 
this coefficient is critical to assess the spintronic potential of any particular material 
system and whether proposed spintronic concepts are realizable.
5.2 Photocurrent Experiments; Electrical detection of the recombination time in 
InSh-hased devices
5.2.1 Introduction
In this section we will present the experimental results on electrical detection of 
photo-excited electron population for two InSb-based devices of different geometries 
using the FELIX facility. Despite the many advantages that pump-probe transmission 
experiments provide, most of the time they require samples with large area and 
sometimes specific sample preparation in order to be examined. And while they are 
suitable for bulk or QWs samples, sometimes they are not ideal for weak optical 
detected signals (e.g. single QWs). Our aim here was to use an alternative 
experimental method, based on the traditional pump-probe technique in order to gain 
inside sample information through electrical investigation.
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5.2.2 Experimental Method and Sample Devices Description
In order to measure the photoconductivity and also perform time resolved 
experiments, the optical pump-probe experimental set up, described in section 3.2 in 
Chapter 3 (see also Figs. 3.8 and 3.2), was modified to have two beams of the same 
intensity, in what we refer to as a pump- pump experimental set up (see Fig. 5.11). 
Pump beam 1 can be delayed in time by means of a delay stage, while both of the 
beams could have circular or linear polarisation. The diameter of the laser beam on 
the sample was 2mm.
DS
Pump 
Beam 1
Felix  ^ B S l
11 fliter
 f
Pump Beam 2
!
Sample inside 
cryostet
Fig. 5. 11. Schematic representation of the pump -pum p experimental set up; mirror 
(M), delay stage (DS), beam splitter (BS), polariser (P). Both of the pump beams 
could be linear or circularly polarised by the use of variable quarter wave plates (A,/4). 
The probe and the pump beam play the role of Pump 1 and Pump 2.
The samples used in this study were two sample devices of different geometries, both 
provided by the Imperial College London. Sample A device (ME1681) was undoped 
epi-layer of InSb of 2.25pm thickness on a GaAs substrate. Four electrical contacts 
were attached on the square-shape sample using silver paint, as shown in Fig. 5.12(a). 
In this way by applying DC dias current through contacts 1 and 4, one can measure 
the changes of the voltage (AV) between contacts 2 and 3 with the use of an 
oscilloseope (set at two different resistances of 50f2 and IMD). The second device. 
Sample B (U20028), was a ‘Corbino’ geometry device of undoped epi-layer of InSb 
of 1pm thickness on GaAs substrate. The term is derived from the experiment carried 
out by O.M. Corbino to demonstrate the Hall effect in a disk-shaped conducting 
sample."^  ^Three electrical contacts were attached, as shown in Fig. 5.12(b), in a device 
with much smaller area in a circular pattern. In this case we are able to measure the 
AV between the outer circles (of contacts 3 and 1). Both of the sample devices were 
placed inside of a cryostat where the temperature could be controlled down to 5K.
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osci l loscope,A V
3 4
osci lloscope,AV  
4
Felix
(b)
Fig. 5. 12. Schematic representation 
of the sample devices; (a) Sample A 
(ME1681) and (b) Sample B 
(U2008). Both are undoped epi- 
layers of InSb of 2.25pm and 1pm 
thicknesses, on GaAs substrates, 
respectively. The eleetron mobility, 
and sheet density, n, at RT for 
sample B was 4.4x10^ cm^V'^s'^ and 
0 .18x l0 '’cm‘^ . The diameter of the 
laser beam was 2mm.
5.2.3 Experimental Results
A lOV bias was first applied through a lOOkfl resistor (Rex) onto sample A and 
measured the temperature dependence (up to RT) of the resistance, as shown in Fig. 
5.13(a). The temperature dependence of the resistance between outer circles (contact 
3) and the centre (contact 1) for sample B is also shown in the same figure. The 
changes of the voltage between contacts 2 and 3 in sample A, generated by the laser 
beam were measured by the oscilloscope, while DC bias current was applied through 
contacts 1&4. At low temperature of 5K the sample resistance was -600D, and the 
measurement was performed with the oscilloscope set either to 50(1 for maximum 
speed or 1M(2 for absolute signal measurements (see Fig. 5.14). At 50(1, the sign of 
the resistance changed when illuminated with above-bandgap light of 5pm from 
FELDC and became positive, for reasons that are not well understood, while at 1M(1, a 
negative change in the resistance was observed, consistent with photocarriers 
increasing the conductivity. The lifetime of the signal at 1M(1 (same data shown in 
Fig. 5.14) is shown in Fig. 5.15 and found to be very long (~50ps) and the sign of the 
photovoltage response is negative (as expected).
1000-
100
1« Sample A
400-
Sample B
■ >
a
300-
200
*
$
(a)
S Of 100
(b )
«
$ •
0 IOC 200 3QC oJ
Temperature, K
Temperature, K
Fig. 5. 13. The temperature dependenee (up to RT) of the resistanee for (a) sample A and (b) sample
B.
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Fig. 5. 14. Recorded signal from the oseilloseope 5  ^ 15. Transient response for sample A at 
at 5K for 5 0 0  (blue solid line) and IM O (open ^hown in Fig. 5.14).
black circles) for sample A. At 500  the sign of the Q g^rly the decay time of the signal is much
resistanee changed when illuminated with 5 pm interband recombination time and
wavelength (from positive to negative), while at therefore due to the electronic circuit response.
IMO, a negative change in the resistanee was 
observed.
The temporal response of the 50(2 signal, where the micro-pulses of the Felix are 
observed is shown in Fig. 5.16, and has a fast rise time of -0.5ns, which was probably 
limited by the response of the oscilloscope. The decay of the signal was found to be 
3.4ns, and corresponds exactly with the 300MHz oscilloscope speed and very well 
with the known lifetime of this material"^^.Therefore it is not clear which of the cases 
this represents. Hence the need for a pump-pump experiment.
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Fig. 5. 16. Signal response at 50il. The decay time of 3.4ns is very close to both the 300MHz 
oscilloscope response time and the expected interband recombination time, and is therefore not 
clear which this represents.
The influence of the laser intensity on the shape of the signal is shown in Fig. 5.17 (a) 
and (b) for the applied voltage of OV and 5V, respectively, with 1M(2 resistance. Also 
a comparison of the two cases at OdB is shown in Fig. 5.18. N.B. The signals
_Chapter5: Spin dynamics in III-Vs QWs
observed in Fig. 5.14 and 5.17(a) at IMQ, implies that we obtain some photovoltage 
signal produced at the contacts, on top of the photoconductivity signal in the 
semiconductor- possibly the 50fl experiment is dominated by the contacts.
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Fig. 5. 17. Recorded signal at different attenuations of the laser beam at (a) OV and 
(b) 5V applied voltage with IM H resistance.
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300 Fig. 5. 18. Comparison of OV and 
5V at 5pm, 5K, IM fl resistance as 
from the data shown in Fig. 5.17.
The intensity dependence of the time-integrated signal is shown in Fig. 5.19 (a) for 
both above-bandgap excitation (at 5pm) wavelength, and (b) at a photon energy about 
half of the gap (at 10pm). In both cases the temperature was 5K and the bias voltage
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was 5V, and several different external circuit schemes are shown. In the case of the 
above bandgap light a clear saturation behavior can be seen below around 15-20dB 
attenuation, where Pauli blocking limits the increase in excitation and therefore 
saturates the photoconductivity change. Below bandgap, 2-photon absorption occurs, 
and this does not saturate since the transition probability is much reduced. One would 
expect a linear rise in conductivity with intensity for above gap light and a quadratic 
rise for two-photon absorption. The observed gradient of the latter is much steeper 
than the former as expected, but the absolute gradients are roughly 0.5 and 1 rather 
than 1 and 2, for reasons that are not yet understood.
•  lAVI(mV), 5 V ,5 K , 10|j.m, IM Ohm
•  A I (m A ), 5V, 5K, lO iim , IM O hm
*  lAVI(mV), 5V, 5K, 5|im , IMOhm
•  A l(m A ), 5V, 5K, 5|o.m, IMOhm  
A lAVI(mV), OV, 5K, 5|im , IMOhm
^  1 0 0 -
1 0,
Felix Intensity, arb.units
100,
1 0 -
Fig. 5. 19. The intensity 
dependence of the time- 
integrated signal for (a) 
above-bandgap excitation 
at 5 pm wavelength, and 
(b) at a photon energy 
about half of the gap, at 
10pm.
The fact that the photosignal is non-linear, especially near or above saturation for the 
above-bandgap light, enables a time-resolved experiment that does not rely on the 
speed of the electrical circuit. Two pump pulses separated by a time that is longer than 
the recombination time produce twice the signal of a single pulse. Two pulses that 
overlap in time are equivalent to a single pulse of twice the intensity, and because of 
the non-linearity this results in a signal that is less than twice the single pulse signal. 
Scanning the delay between the pulses results in a signal that decays with the 
recombination time.
The comparison of the photo-current signals excited by only Pumpl (the temporal 
position of which is controlled by a delay stage) and by both linear polarised pump
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beams (Pump 1 and Pump 2) is shown in Fig. 5.20. In the case of two pump 
excitation, due to the saturation of the photo-absorption the smallest amplitude of the 
photo-current signal is observed when both of the beams (Pumpl and Pump2) arrive 
at the same time (with a time delay of 5Ops). This signal recovers to its maximum 
value with a time constant equals to the electron recombination lifetime.
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-0.016
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E -0.018 
- 0.0201
- 0.022
A h h j \ f 4 ( ¥ J Ÿ Ÿ ^
12V, 100 kOhm
5K, 5pm , 3dB
50  Ohm
--------P um pl
------- Pum pl and Pum p2
-400 -200 0 200
Time delay, ps
400
Fig. 5. 20. Comparison of photocurrent 
signals when excited by only one linear 
polarised beam (Pump 1) and by two 
beams (Pump 1 and Pump 2).
To improve the matching of the sample to the laser spot we investigated a “Corbino” 
geometry device with much smaller area in a circular pattern (see Fig.5.12(b)). Figure 
5.21 shows the pump-pump photo-signal as a function of the delay between the two 
pulses in a Mach-Zender interferometer arrangement (i.e. colinear beams). The co- 
linear background signal was found from the sum of the signals obtained by blocking 
each beam in turn. Both pump beams were linearly polarised parallel to each other. A 
clear double-sided decay can be seen, and the electron recombination lifetime is found 
to be 1.7ns, which is in reasonable agreement with the time obtained from the real­
time measurement of Fig. 5.16. It is also in good agreement with other previous 
reports"^ .^There is a large uncertainty in this value because the length of delay-line 
available was not enough to completely resolve the decay, which is therefore quite 
heavily dependent on the value of the background signal.
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Fig, 5. 21. The photocurrent signal 
of the “Corbino” device (sample B) 
where both of the pump beams 
linearly polarised. The exponential 
decay (red line) corresponds to the 
electron recombination lifetime 
while the background signal (open 
circles) is assumed to be equal to the 
sum of the signals generated by 
either of the pump beams.
5.2.4 Conclusions
In summary by using an alternative method and through eleetrical detection we 
successfully measured the recombination time in InSb-based devices. The 
significance of this is the fact that we have performed pump-pump photoconductivity 
experiments and got essentially the same lifetimes as the pump-probe optical 
transmission method. This is important because with this technique the sample size 
can be reduced, the only sample preparation required is associated with the electrical 
contacts, whereas pump-probe transmission experiments require a large area (and 
thicker) samples. Therefore, the photocurrent technique seems suitable for further 
investigation in single QW or Q-dots, and also for measuring the spin relaxation 
lifetime with the use of circularly polarised pulses. We consider this as a pilot 
experiment for the current work of the COMPASSS programme at FELIX, on shallow 
impurities in bulk n-Si where excellent electrical results have been reported.
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Ch a pter  6 
Spin  D y nam ics  in  Lead  Ch alco g enide  Sem ico nducto rs  
6.1 Controlled Spin Lifetimes by the crystal symmetry
6.1.1 Introduction
As discussed in Chapter 2, material symmetry, or the lack of it, has a profound effect 
on the dynamics of electron spins, but reports generally show that a high contrast 
electrical control of spins, as characterised by the Rashba effect, goes hand-in-hand 
with a short spin relaxation lifetime\ or vice-versa^. Partly because of this, but mainly 
because of the availability of high quality material, the vast bulk of research has 
focussed on large gap zinc blende III-V crystals, where engineering of GaAs 
heterostruetures with novel growth directions has produced good results^'^.
The lead-chalcogenide semiconductors, which have the centro-symmetric rock-salt 
structure (recall Fig. 2.4(b)), have strong spin orbit coupling as evidenced by the large 
gyromagnetic ratio (the Lande g-factor of bulk PbSe at low temperature is of -20-40 
depending on field direction, and around 10 in PbSe QWs^’^^ ). When producing 
symmetric QWs with this system, the initial spatially inversion-symmetric situation is 
conserved, and therefore there is no ZFSS. In the lead chalcogenide system symmetry 
breaking may be produced in asymmetric QWs with strained layers on one side (as in 
the sample series of the present work).
Here we show for the first time experimentally that lead-chalcogenide semiconductor 
heterostruetures can exhibit long spin lifetimes by virtue of their centro-symmetric 
crystal structure, and a tuning of the lifetime of over one order of magnitude after 
appropriate structure control corresponding to a large Rashba coefficient^ The 
results imply that this system can be the material of choice for certain semiconductor 
spintronic applications requiring control of spins.
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6.1.2 Theory
In Chapter 2 the approach to solving the k.p matrix in a quantum well was outlined. 
The solution for the lead-salts was given in the case of negligible 1i terms. The 
solution relies on boundary conditions. We detail in the next two sections the 
considerations that lead to the boundary conditions. It shall become clear that there 
are many choices, and inevitably some are better approximations than others.
6.1.2.1 Solutions Assuming Continuity of the Conduction Band Current
We recall Eq. (2.33) from Chapter 2, for the Hamiltonian
A  ^  +  ( % )  +   ^-  [A ( ^ ) ]  ( - Ü +  )  (2.33)
where I  is the identity matrix and P;  ^are the longitudinal and transverse momentum 
interband matrix elements respectively. This is similar in form to a second order 
Schrodinger equation. To solve this set of two second order differential equations, we 
require four boundary conditions, one for each component of Fc and dF^/dz. To find 
the condition on the derivative of F, we find the probability current, j, which must be 
continuous unless there are sources of current. We follow the same procedure as for a 
free electron (or a one-band effective mass model) for which
h
which may be written in the form
y(n O  = ^ ( - / + f +  fV ) , (6.2)
where /  is a first-order differential in F.
We show here that j  takes the same form but J has an extra term. Beginning like in 
Ref. (12) we can write the Schrodinger Equation in the form
HF = i b ^  + c^F = (akz + bkz +  c)F = EF = — (6.4)
In the k.p model (either for III-V’s or the lead salts) a, b, c, are matrices (Eq. (2.28))
while for a one-band effective mass model a = h^/2m*, 6 =  0 and c = V.
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The conservation of probability requires that for all z
Expanding the R.H.S. gives
= —ih — (F^F') = — j  F + F'  ^ j  = —(HF)^F + F^(HF')
(  d^F dF Ÿ  J  dF
d^F ÔFŸ  .  /  d^F dF
— -CL-
where the last terms in each bracket have cancelled because c is hermitian. Remember
that a and b are also hermitian because H  is hermitian. Since dj/d z  is clearly a second
order differential, j  must be a first-order differential. Integrating both sides we find
; =  ^ ( - T f  + f 7 ) ,  (6.7)
where
^ =  (68)
This can be verified by differentiating j, and we obtain 
dF i dF i
4 4dz dz
(   I , \  . /  t  I \
■ r “ â i “ 2 ^ v  r “ f e “ 2 4
d ^ F  i d F Ÿ  (  d F i J  d F  g f L  d F i \
â i ^ " 2 ^ â r j  ô7 + â l  r “ f c “ 2 * ^ )
. /  i ô A
+  ^  4 â ^ ~ 2 * 4 '  (^'^)
Here the 3"^  ^and 5* terms cancel with each other, the 4* and 8^ terms combine, and 
the 2"  ^and 6*^  terms combine (remembering that = a and 6"I" = 6) and we recover 
Eq. (6.6).
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Since j  and F  are both continuous, J  must also be continuous. For a one-band model 
(6.8) reduces to (6.3) giving the requirement that 1/m*. dF/dz is also continuous. In 
the lead-chalcogenide case, where there are no terms in Eq. (2.28), a=0, so the 
continuous quantity is
(6.10)
because (from Eq. (2.28))
0 0 1 0
b = Pi
U U  U \
0 0 0 bcv\
1 0 0 0 I \b^c K  /
0 - 1  0 0 /
and be = b^ = 0, bcv =  6^  ^ =  PftTg. By using Eq. (2.31) we can find Jc in terms of 
Fc'.
(6 .11)
If we use shorthand
” - a .  ' O -  <‘ - r a
then
J c = \ { s ^ l i ; - m ) F c  (6 .13)
Assume that the solutions in the barriers and well are
f  F i 6 ^ ^^  z  <  —L f 2
Fe(z) = ] -L /2  < z <  L/2 , (6.14)
( Fre-^rz^ L /2  <  z
with q and %i,r all real and positive and L is the width of the well. Applying HcFc=EFc
(recall Eq. (2.31) and (6.12)), within each layer, and noting that ^  ^
 ^ + ^c) Fc = EFe
(6.15)
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The solutions of Eq. (6.15) are given by substituting Fein the well from Eq. (6.14)
+  tw^n + = F =>  ^ ^
/(E-Ee^)-4k^ .  . .1 , r .1 , •q =  j 2----- - , and similarly for the bamer Xi,r = (6.16)
l,r
where % has been found by applying HcFc=EFc in the barriers. Continuity of Fc at the 
left and right interfaces produces two equations:
F^g-iqLl2 _|_ F^g+iqL/ 2  _  = 0 ^^ at the left (6.17)
^^giqL/ 2  ^  ^g-igL / 2  _  =  0^  ^at the right (6.18)
Continuity of Jc at the left and right interfaces also produces two equations:
\-^SiXi -  = ^^gF+e"^4r/2 _  ^2^p_çiqi/2 _
= _  iy5^n(F+e“‘4r/2 _|_ ^_g+iqL/2^
“  e i q l  -  e - i q L  j ~  ^ i q l  _ g - iq L  j
-   ^ giqz, _  g-iqL j “ giql- _ g-iqh J
= (“4 ï  4 l )  “
«  k fx i +  An]4>, =  ( -  ^
^  +  % - f i , (6.19)
at the left, where we substituted for F+ and F. from Eqs. (6.17) and (6.18), and
s in  oh  ^9^—g "^9^^
tan qL = • Continuity at the right interface produces
/  iqL iqL \  /  iqL iq L \
[iSrXr -  ipr^Wre 2 = \F+e 2 -  F_e 2 j  -  i/?^nI^F+e 2 +E_e 2 j
2 + e“‘^ )  20J ^
— g -iq r  giqh _  g -iq h  j   ^ giqh _  g-iqL
= + ‘ ü S î )  “
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[;S^] + (a  -  ^ r)^] ,
Equations (6.19) and (6.20) may be written in the forms of
A0r = [BI -  Ca]0i and A0i = [DI -  Ea]0r
where
A = slqsinqZ,
Eliminating 0i leads to
(PI -  CaXDl -  Eü)0r = A^\0r , 
We can now obtain the solutions (noting that Q^=k\^V)
I (PI -  Cn)(PI -  E£i) -  A^\\ = 0 
|(PP + CEk\ - A ^ ) \ -  {CD + PP)n| = 0
<=> (PP + CEk\ -  A ^ f  -  {CD + B E yk l = 0
<=> A^ = BDA-CEkl ±  {CD + PP)/C|| = (P ±  C/c||)(P ±  P/C||)
or
(6.20)
(6.21)
( â ^ f  =  [ ( i S  + 5rf,) ±  (/?„ -  A)A„] [ ( ^  + S^Xr) ± i P r -  (6..22)
which can be solved graphically or numerically. Note that this agrees with Ref.(12) 
(see Eq. 2.(37))where they multiply out the bracket and use l/sin\-l/tan^x=l, but 
although the authors have the same result they rewrite the boundary condition 
(without justification, and erroneously):
Pf  , d .  PiPt
Fc = + /?Oifc|
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This last should be compared with the correct current of Eq. (6.13) (note the 
difference in the second term). This error is not especially important since Eq. (6.22) 
is correct.
6.1.2.2 Solutions Assuming Continuity of Valence Band Wavefunction 
Components
In the above, the 4x4 first order equations HF=EF, which requires four boundary 
conditions, were reduced to a 2x2 second order differential equation HcFc=EFc. We 
set boundary conditions that Fc and Jc are continuous (each has 2 components). An 
alternative set of 4 b.c.s is that Fc and F^ are continuous (again 2 components each).
Note that continuity of Fc and Jc is not consistent with Fy or A being continuous 
Continuity of Fc, Jc, Fy and Jy is a total of 8 b.c.s, i.e. half are redundant or 
contradictory. Generally, if the Hamiltonian is only first order in k^ , and hence the 
probability current continuity is given by continuity of /  = ^ ibF, then F  and J  cannot
both be continuous unless b is continuous. Clearly, in order to be able to consistently 
define a probability current that is conserved, the Hamiltonian must be expanded to 
higher powers in k^ . In our case, b is not continuous because Pi is not continuous, 
although the change in Pi from one material to another is relatively small and the 
differences between the b.c. choices is likely to be small. Indeed, a number of (other) 
choices for b.c.s have already been explored^ and found to make relatively little 
difference to the energy levels (in symmetric wells with no spin splitting).
Since lead salts have symmetric conduction and valence bands, the continuity of Fc 
and Fy seems preferable. We develop the new characteristic equation for the energy. 
We follow the same procedure as before, and as we shall see a very similar equation 
results.
Continuity of Fc at the left and right interfaces produces
F^eiqL/ 2  + p_Q-iqil2 =  =  0 ^^ at the left (6.23)
 102
.Chapter 6: Spin dynamics in IV-VIs
F+e +  F_e^9V2 =  XrW^ =  0 ^^  at the right (6.24)
and
= ^ y i s ^ a , l  + p a '] F ,,  (6.25)
where cr^  is the well known Pauli matrix and O' =  j .  Continuity of F, from
Eq. (6.25) at the left interface produces
yi [ - i s f  (Tz^ +  ^  [-iSw(^z-^ + pw^'] [F+e^^^ +  F_e~^^^]
Substituting for F+ and F. from Eq. (6.23) and (6.24)
IS,
^  sin qL (Jv 0 r- = j i  is f X i (^ z~ è P i^ '  + é  i s l  ^  (Jz + é
(6.26)
And similarly at the right interface
<=> IS
sinqL
O, = 4  is^Xr(^z +  ^  ^ o .
(6.27)
We can write now Eqs. (6.26) and (6.27) in the forms
iPÎGz^r = ifB'cTz +  C'D.')0 i , 
and lA'tJ^Oir =  {iD'a^ +  F 'n ') 0  ^ ,
where
(6.28)
(6.29)
sinqL tanqL
tan q l
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By solving Eq. (6.29) for <Pi and replacing in Eq. (6.28), and following the same 
procedure used for solving Eq. (6.21) we can now obtain the solutions
W  =  + S ) ±  [{-Vzr + ±  C/?V -
(6.30)
where, s ' = s/Pi,  /?' = ^/Pi-
Equation (6.30) can be solved either graphically or numerically. For the case where 
Pii = Pir =  Piw it is in agreement with Eq. (6.22). The importance of Eq. (6.30) is that 
we can obtain the Rashba splitting of the lowest energy confined state for the QW 
structure for comparison with our experimental results.
6.1.3 Experimental Method and Sample Description
In order to investigate the spin lifetime and Rashba effect we have performed 
circularly polarised pump-probe spectroscopy (as described in Chapter 3) on a variety 
of Pbi-xSrxSe/PbSe/Pbi-xSrxSei.yTey MQWs. The light source was the output of a 
difference frequency generator (DFG, Coherent Inc). The DFG provided pulses of 
~60fs pulse duration at a repetition rate of 250kHz. The output power of the laser 
beam after the DFG was approximately 4mW. The samples were strain-free mounted 
(using teflon tape) in helium exchange gas in a 7T superconducting split coil magnet 
with optical access parallel or perpendicular to the field. The magnetic field was 
required to confirm that we are observing a pure spin relaxation by observation of 
magnetic quantum beats (see Chapter 3). They were excited just above the bandgap 
(3.5-4 microns for the samples described here). The laser beam was split into a pump 
beam and a probe beam with a ZnSe beam splitter, and the pulses were delayed 
relative to each other by varying their path lengths. The intensity of the probe beam 
was a few percent of that of the pump beam, and its transmission through the sample 
was detected with a nitrogen-cooled InSb photodiode. The polarisation of the probe 
beam was controlled with a plane polariser and a quarter wave plate, and that of the 
pump was modulated from left to right circular at 40kHz by means of a plane 
polariser with a ZnSe PEM (Hinds Instruments). The effect of pump polarisation on 
the probe transmission was detected with a phase-sensitive lock-in amplifier.
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The eight lead chalcogenide MQWs, were grown by molecular beam epitaxy onto 
(111) oriented BaFz substrates^^. The structures were made of 5nm (one sample), 
lOnm or 15nm PbSe wells separated by Pbi-xSrxSei.yTey barriers. Both barriers had 
the same Sr composition x, while the right barrier had Te composition y and the left 
had y=0. The structures consist of 40 periods of single QW. A schematic 
representation of the band gaps and band alignments of the samples are shown in Fig. 
6.1, while the sample parameters are given in Table 6.1. A critical point in 
determining the presence of the Rashba effect is the asymmetry of the wavefunction 
penetration into right and left barriers. Examples of these are shown for narrow and 
wide well cases in Fig. 6.2. The values of the band gap as well as the structure 
properties for all samples were found experimentally using a combination of FTIR, 
photoluminescence and x-ray techniques (see section 6.2.3)). As a control of the 
sample quality, we also measured the electron-hole recombination lifetime using 
linearly polarised pump-probe, where no significant differences have been observed, 
and all samples have a nanosecond lifetime (»10ns).
Sample X
(%)
y right barrier 
(%)
rileft barrier
(nm)
dqw
(nm)
drigbt barrier
(nm)
VA829 (S) 4 0 40 15 40
VA828 (S) 4 0 40 10 40
VA826 (A) 4 4 32 5 8
VA824 (A) 4 4 32 15 8
VA820 (A) 4 4 32 10 8
VA819 (A) 4 6 32 10 8
VA818 (A) 4 8 32 10 8
VA817 (A) 4 10 32 10 8
Table 6 . 1. Sample parameters.
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increase 
QW w idth
increase Barrier 
Strain Asymmetry
Fig. 6 . 1. Schematic representation of the band gaps and band alignments for the sample series, 
which consisted of symmetric quantum wells (S) and asymmetric quantum wells (A) due to 
different concentrations of Te and different QW width. Orange represents binary PbSe, dark grey 
is unstrained Pb^^Sr^Se, and light grey is strained Pb^xSr^Se^yTey. The symmetric QW at the 
first line corresponds to a single period of sample VA828 followed (from left to right hand side) 
by asymmetric samples VA820, VA819, VA818, and VA817. The symmetric QW at the second 
line corresponds to a single period of sample VA829 followed by asymmetric sample VA824. 
The one at the top corresponds to VA826. The direction of the red and black vectors showing the 
increase of asymmetry due to the Te composition and QW width, respectively.
(a)
asymmetric QWs
(b)
Fig. 6 . 2. Appropriate schematic conduction 
and valence band profiles for a (a) narrow 
(i.e. lOnm) QW, and (b) wider (i.e. 15nm) 
QW. Also shown are the wavefuntions of 
the lowest electron sub-band with blue and 
red solid areas for the barrier overlaps, 
indicating the degree of asymmetry felt by 
the electron.
symmetric QWs
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6.1.4 Experimental Results and Discussion
As mentioned above, in order to demonstrate that the dynamics are spin-related we 
have performed some experiments in the Voigt configuration^’^ '^ . The transient spin 
decays are presented in Fig. 6.3 for both symmetric (Fig. 6.3 (a) and (h)) and 
asymmetric (Figs. 6.3(b)-(g)) MQWs samples. Note the different abscissa scales in (a) 
and (c). Different magnetic fields were used to clearly illustrate the beats in samples 
with very different lifetimes (shown with red circle points). Blue circle points show 
the spin relaxation at zero magnetic field. These pictures are averages of 10 scans: the 
standard deviation (s.d) of lifetimes were <1%). The error due to repeatability from 
day to day was larger, with a s.d at 10-20% (too small to see on figures). The spin 
polarisation decays and at the same time it precesses around the external field with a 
frequency determined by the Lande g-factor. The latter was found to be between 9-15 
depending on the sample, consistent with other reports of PbSe QWs '^^ .^ The presence 
of a sufficiently small magnetic field can be seen to have had no effect on the lifetime. 
The experimental spin lifetime results are summarised in Fig. 6.3.
We have introduced structural symmetry breaking by using a strained layer on one 
side of the PbSe quantum well, which is controlled by alloying the PbSrSe barrier 
material with Te. Compressive strain shifts both the conduction and valence bands of 
that layer upward in energy, producing an asymmetric quantum well profile, and 
consequently a Rashba effect. The spin transient and Larmor precession for the 
asymmetric samples are shown in Fig. 6.3(b)-(g). We observe that increasing the 
strain asymmetry produces a strong reduction in the spin lifetime (note the order of 
magnitude difference in the abscissa scales in Figs. 6.3(b) and (c)), while further 
asymmetry makes the lifetime revert to the initial order of magnitude (Fig. 6.3(d)-(g). 
We note that the Voigt geometry dependence for VA828 is missing due to 
deterioration of the laser performance at that time. Due to logistical constrains this 
sample has not yet been repeated, but more experiments are planned for the future. 
Nevertheless, our aim with this measurement was to demonstrate that the dynamics 
are spin-related.
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Fig. 6 . 3. Transient spin decays. Red points; Larmor precessions (quantum beats) in a small transverse 
(Voigt configuration) magnetic field for (a), (h) symmetric MQW samples VA829 and VA828, at lOK, 
5mW, O.IT and excited with the laser wavelength 4Afim  and 4^m, respectively, and (b)-(g) asymmetric 
MQW samples VA820, VA819, VA826, VA824, VA817 and VA818, respectively. Blue points show the 
spin relaxation at zero field is the envelope of the spin precession in non-zero field. Small Voigt field spin 
lifetime are found to be slightly shorter but the same order of magnitude in comparison with the zero field 
case. Note x-axis scales for a, d, g, e, h, are different from b, c, f. [N.B. Voigt field dependence for VA828 is 
unavailable at this time].
To understand the spin polarisation decay processes in zero magnetic field we need to 
recall the DP spin dephasing p ro c e ss in  section 2.3.2. In the case of asymmetric 
wells the Rashba effect causes spin dephasing, because for any given momentum 
there is only one spin polarisation direction that is stationary under the spin-orbit 
coupling. Spins that have a component of their polarisation transverse to the stationary 
axis perform Rashba precession around it with a frequency that is simply proportional 
to the ZFSS. In general the precession vector is momentum dependent, so few (if any) 
electrons in any given polarisation have stationary spin, and all the rest precess about 
different axes with different rates (recall Fig. 2.8). The dephasing rate is reduced if
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electron collisions cause rapid fluctuations in the momentum so that the Rashba 
precession vector averages to zero over time. The DP dephasing rate is given by - ^  =
{n^)Tp (recall Eq. 2.33) where hsJ{Q,' )^ is the r.m.s. spin splitting, and Tpis the 
momentum scattering time. The effect of the collisions is the equivalent of motional
narrowing in NMR^^.
Turning to the symmetric wells, in which the DP spin dephasing is suppressed by 
perfect spatial inversion symmetry, and an upper limit on the spin lifetime is produced 
by “longitudinal” spin-flip scattering. This limit is defined by the EY process(recall 
section 2.3.1), which results from the fact that the eigenstates of the crystal have 
mixed spin character. The mixed spin leads to the possibility of electron spin flip even 
in the case of spin independent interaction with the lattice (by phonon scattering or 
ionised impurity scattering etc., see Fig. 2.7).
Figure 6.4 summarises the results for the lifetimes in zero magnetic field as a function 
to the Te composition and Fig. 6.5 as a function of QW width for symmetric samples 
(shown with circle symbols) and asymmetric samples (shown with triangles). Both of 
the symmetric samples investigated (VA829 and VA828) show essentially the same 
spin lifetime (144ps and 126ps) irrespective of well width (shown in both figures). 
The spin lifetime is over two orders of magnitude larger than for symmetric llI-V 
QWs of the same bandgap (e.g. InSb-based QWs) for which the typical spin lifetimes 
are - lp s \
Asymmetric samples VA820 and VA819 show a very strong reduction in the spin 
lifetime when compare with the symmetric samples (19 and 17ps respectively). This 
is just exactly as we expect for a Rashba effect and consequent DP spin relaxation 
(shown theoretically in Fig. 6.4 -  and shown below). Asymmetric sample VA824 is a 
wider well and the wavefunction penetrates the barriers insufficiently to establish a 
measurable Rashba effect. Anomalous samples VA817, VA818, and VA826, where 
the long lifetimes imply an unexpectedly weak Rashba effect are discussed below.
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In summary, in two optimum narrow quantum wells, the wavefunction penetrates the 
barriers more, so the electrons feel the effect of the asymmetry more strongly (see Fig. 
6.2). Clearly, in this case the lifetimes for the asymmetric samples are considerably 
smaller than for the symmetric sample, consistent with the idea that the asymmetry 
has introduced a Rashba spin splitting and greatly increased the transverse DP 
dephasing. By contrast, adding the same percentage of strain asymmetry in a wider 
QW makes very little difference.
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Fig. 6 . 4. Effect of Te concentration on the 
spin lifetime for samples of lOnm (solid 
symbols) and 15nm (open symbols) QW 
width; Also shown the contributions of DP 
and EY process. Experimental errors are too 
small to be see on this figure-see the values 
listed in the legends of Fig. 6.3.
Fig. 6 . 5. Spin lifetime as a function to the QW width 
at zero field, at lOK; Shown there the symmetrie 
(circle symbols) and asymmetric (triangle symbols) 
samples, the excitation wavelength and intensity of 
the laser beam after the DFG.
Effective mass theory calculations have been performed for the level energ ieshence  
obtaining the Rashba splitting of the lowest energy confined state in each structure, 
shown in Fig. 6.6. This was calculated using Eq. (6.30) and the resulting DP 
relaxation is shown in Fig. (6.4). We find that the spin splitting h\H\ = 2a/C|| is linear 
(an odd function, as expected) in the in-plane momentum k\\. As expected, the Rashba 
parameter a, shown in Fig 6.6, increases with:
1. reducing bandgap for the well (which produces stronger interaction between 
spins across the gap)
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2. increasing strain asymmetry
3. increasing penetration of the wavefunctions into the barriers (e.g. by reducing
the well width or the average barrier height).
As mentioned above, the DP spin dephasing lifetime is inversely proportional to the 
mean square spin splitting, which is inversely proportional to ot, while the EY spin 
flip scattering time is sample independent. Assuming that the Fermi momentum and 
the momentum scattering time are also sample 
independent we may relate the calculated a  (see 
Fig. 6.6) to the spin lifetime (see Fig. 6.4) with two 
free parameters, the value of and the value of 
EpZp. We also observed that for extreme strain and 
very narrow QWs (VA826, VA818 and VA817) 
have unexpectedly long lifetimes. In order to 
understand this we show (see Fig 6.7) the 
wavefunctions of the lowest energy confined state 
in all the wells. It can be seen that in each of these 
extreme samples (Figs. 6.7(a)-(c)) the valence band 
hole state is within few meV of right hand barrier.
The valence band wavefunction spills significantly 
out of the well. Note that Fig. 6.6 shows that a  
increases linearly with strain energy, a  also
0.14
10 nm 
15 nm
0.12
0.10
.< 0.08
0.06
0.04
0.02
0.00
Strain energy, meV
increases monotonically as the well width is pig. 6. 6. Spin splitting parameter a,
, , _  , , , as a function to the strain energy for
reduced. For the extreme samples when the samples with different QW widths of
wavefunction nears the top of the well, «collapses (black solid hne) and 15nm
^  ^ (red dash hne). NB. This was
(hence the collapse of the Rashba effect and the calculated with Eq. (6.30). 
dramatic increase of spin lifetime).
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Fig. 6 . 7. Transition energy diagrams for the longitudinal valleys produced by our 
collaborators at JFK University, Linz, Austria. Shown are the wavefunction of the lowest 
energy confine stated (y) of the conduction and valance band for the (a)-(f) asymmetric, 
and (g)-(h) symmetric MQW samples, respectively.
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At this point we would also like to report another interesting observation; while 
performing experiments, when changing the samples and for practical reasons we 
mounted the samples using glue, instead of teflon tape. What we serendipitously 
observed was that the samples seemed to have significantly shorter spin lifetimes than 
before. Figure 6.8 shows the experimental results for the zero field case (solid blue 
circles) and in Voigt configuration (red open and solid circles), as a proof of a spin- 
related observation, for a symmetric (VA829, Fig. 6.8(a)) and asymmetric (VA820, 
Fig. 6.8(b)) MQWs.
Considering the fact that all the other experimental parameters remained the same 
including the replicability of the measurements, then we have to deal with a “magic- 
spin” glue. One possible explanation could be that the existence of the glue at the 
edges of the sample changes the structural and optical properties and admits a form of 
strain into the system, which reflects on the spin lifetime. From that point of view it 
will be interesting to estimate the amount of strain at the edges due to the glue, and 
compare if possible with cases where the same percentage of strain is added, due to 
other reasons (i.e. Te composition).
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Fig. 6. 8. Transients spin decays for samples mounted with glue. Red points: Larmor precessions 
(quantum beats) in a small transverse (Voigt configuration) magnetic field for (a) symmetric MQW 
sample VA829 and in higher magnetic field (b) for asymmetric sample VA820, both at lOK, 4.5mW, 
and excited with the laser wavelength 4pm. Blue points show the spin relaxation at zero field is the 
envelope of the spin precession in non-zero field. The spin lifetime at zero field is found to be 
approximately 20ps and of few ps for the symmetric and asymmetric MQW samples, respectively- 
mueh shorter than the previously reported values, when samples were mounted using teflon tape (see 
Figs. 6.3(a) and (b)).
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6.1.5 Conclusions
In summary we have demonstrated that the spin ZFSS is easily tunable by controlled 
asymmetry in lead salt QWs structures due to the strong Rashba effect - much 
stronger than for GaAs and similar to InSb and HgCdTe (which have the largest a  
reported so far). The rock-salt crystal structure has the advantage that when the 
structural inversion symmetry is removed the spin lifetimes are orders of magnitude 
longer than for III-V materials of equivalent bandgap.
We emphasise here that this is the first experimental study of the Rashba effect in the 
lead salt system. Clearly more investigation is needed in order to quantify this work 
with a more carefully designed set of QW structures, with better confinement of the 
wavefunction. This is planned in the near future.
6.2 Temperature Dependence of Transverse Electron g -factor in Lead 
Chalcogenide Multi-quantum Wells
6.2.1 Introduction
Recently there has been considerable interest in the temperature dependence of the 
electron g*-factor in III-V and II-VI semiconductors, prompted by the apparent 
anomaly in these measurements for GaAs over many years^ '^^ .^ There are two 
opposite contributions to the change of electron g* factor in III-V semiconductors 
resulting from a) the decrease of energy gap with increasing temperature and b) the 
thermal spread of electrons at elevated temperatures in a non-parabolic band^^.
By taking advantage of the fact that k.p theory is correctly applied only to rigid 
lattices (i.e. taking only the dilatational contribution to the energy gap change with 
temperature) it has been demonstrated for both GaAs and InSb^^’^ ° that the 
experimental temperature dependence of the g*-factor (up to 300K) is well explained 
by existing k.p theory; and that, in practice, in III-V compound narrow gap 
semiconductors, the dilatational band gap and non-parabolicity contributions almost 
cancel each otherresulting in very little temperature dependence of g*.
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By contrast, the narrow gap lead salt system is remarkably different from the III-V 
systems: the bandgap increases with temperature i.e. Eg(300K) > Eg(OK). This means 
that the contributions to g* add up. so that overall we expect a much larger 
temperature dependence of g* than for InSb^ .^
In this section we report the temperature dependence of the transverse electron g*- 
factor in symmetric lead chalcogenide MQWs. The g*-factor values were extracted 
from the electron Larmor precessions recorded by means of the circularly polarised 
pump-probe technique in Voigt configuration in the temperature range between 10 
and 150K. An interesting observation is also reported on one of the samples while 
reaching the low temperatures.
6.2.2 Experimental Method and Sample Description
We have performed a circularly polarisation pump-probe technique^®'^ ,^ which is 
described in Chapter 3. The power of the laser beam before the beam splitter was 
approximately 4mW and the intensity of the probe beam was a few percent of that of 
the pump beam. The samples were excited using ~5yum wavelength for the 
temperature range of 10 to 300K and therefore, the pump and the probe photon energy 
was maintained just above the bandgap under all experimental conditions.
We investigated two symmetric lead chalcogenide MQWs, PbSe/PbSrSe (sample 
A;VA492) and PbTe/PbSrTe (sample B;VA410). Both of the samples were grown by 
molecular beam epitaxy onto (111) oriented BaEz substrates^^’^"^ . The first sample 
consisted of 30 periods of 100Â PbSe QWs alternating with 400Â PbSrSe barriers. 
The Sr content %sr was 7.1%. Similarly the second sample consisted of 50 periods of 
MQWs and %sr was 5.9%. The values of the band gap for both samples were found 
experimentally using a FTIR technique (see below). In order to investigate the 
influence of an external magnetic field the samples were placed inside an optical 
access superconducting split coil magnet.
6.2.3 Experimental Results and Discussion
The spectrum of the photoluminescence for three different temperatures of 150K 
(solid blue line), 25OK (solid red line) and RT (solid black line) is shown in Figs.
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6.9(a) and (b) for samples A and B, respectively. Figure 6.10 shows the transition 
energies for the first and second excited states of both oblique (o) and longitudinal (1) 
valleys as obtained from the FTIR measurements '.
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Fig. 6 . 9. PL spectrum at different temperatures for (a) sample A, and (b) sample B.
Xg, = 6.0% ‘
t '= 1C0A
( 1 - 1 ) '
(1- 1)
t = 10CA 
=400A
(i:U- (1-iji
£ 300
500
100
50
Sample A 
100 150 200 250
ICO 150 200 250
Temp (K)
- 3 5 0
s  250
£ 300
200
450
150
100 ISO 200 250
Temp (K)
Sam ple B 
10O 150 200 250 300
Fig. 6 . 10. Transition energies for the first (1-1) and second (2-2) exited states for (a) sample A, 
and (b) sample B. Also shown the two cases of excitation at the oblique (o) and longitudinal (1) 
valleys.
Figure 6.11 shows examples of the temporal evolution of the optical polarisation 
measured for different temperatures and under perpendicular (Voigt geometry) 
magnetic fields up to 2T; Fig. 6.11(a) represents the optical polarisation at low 
temperatures, at 0.2T for sample PbSe/PbSrSe MQWs. Figure 6.11(b) represents the 
optical polarisation for sample PbTe/PbSrTe for two different temperatures, lOK 
(dash lines) and lOOK (solid lines) for several external magnetic fields (0.5-2T).
See also Appendix D the x-ray diffraction spectra for samples A  and B.
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Fig. 6 . 11. Representative data for time resolved Larmor precession;(a) Temperature dependence at 
constant magnetic field o f 0.2T for PbSe/PbSrSe MQW sample and (b) field dependence, at two 
different temperatures lOK (dash line) and lOOK (solid line) for PbTe/PbSrTe, both in Voigt 
geometry. Relevant data are also presented in the Appendix D.
The optical polarisation oscillates with Larmor precession frequency, from which one 
can determine the period of oscillation and therefore extract the values of g* factor by 
using
g =
Oih
TfXsB ( 6 . 3 1 )
where, ù) is the Larmor frequency, T is the period of oscillation, fig is the Bohr 
magneton and B is the magnitude of the magnetic field. Figure 6.12 shows the Larmor 
frequencies as a function of the magnetic field as determined from the data of Fig. 
6.11 (and also from the data presented in the Appendix D). The determined g*-factor 
values are summarised in Table 6.2 (see also the values plotted as a function to the 
temperature in Appendix D). As expected, g* exhibits a significant temperature 
dependence in comparison with InSb, especially for PbSe QWs, which decreases 
approximately by a factor of 2 in this temperature range. Note that the value of g* for 
the case of PbSe QWs at lOK is in good agreement with that of Ref. (8). The general 
g*-factor behavior is also in agreement with the six level k.p theoretical predictions 
for the case of Pb|_%Sn%Te^ .
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MQWs Sample g (T(K))
PbSe/PbSrSe
PbTe/PbSrTe
18.6±1.7(10K),14.6±1.4(100K),12.4±1.3(150K) 
13.6+ 0.4(1 OK), 10.0+ 1.5(100K)
Table 6 . 2. Determined g -factor values.
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Fig. 6 . 12. Larmor frequencies as a function to the magnetic field for (a) sample A, and (b) sample 
B. Shown at different temperatures lOK (circle points), 100K(triangles), and 150K (squares) for 
sample A. These were taken from the data o f Fig. 6.11. The data for the case o f lOK are shown in 
Appendix C. For the case o f sample B the second oscillation frequencies were also determined 
(open symbols).
Further analysis yielded an interesting observation; for the case of sample B and at 
lOK and lOOK, and higher applied magnetic fields (>3T), a second Larmor frequency 
appeared as shown in Fig. 6.13 (and 6.12(b)). The second frequencies are shown in 
Fig. 6.12(b) (open symbols) as a function to the magnetic field. See also in Appendix 
D more experimental data and fittings from which the second Larmor frequency 
occurs. The determination of the g*‘factor is more complicated rather than easy. 
Interesting questions appear as to the nature of these quantum beatings; by using 5pm 
excitation wavelength possibly we might be exciting either the oblique and 
longitudinal valleys, or possibly we have somehow “activated” an electron-hole
mechanism25
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Fig. 6 .13 . Quantum beating observations for sample B at lOK and different magnetic fields in Voigt 
geometry. At higher magnetic fields a second Larmor precession appears as shown in the right hand 
side plot.
6.2.4 Conclusions
In summary we have reported a significant temperature dependence of the transverse 
electron g *-factor in symmetric lead chalcogenide MQWs. The g*-factor values were 
extracted from the electron Larmor precessions recorded by means of a circularly 
polarised pump probe technique under the influence of transverse external magnetic 
field (Voigt geometry) in the temperature range between 10 and 150K. The reported 
g *-factor values are in good agreement with theoretical predictions and available low 
temperature experimental data. This work can be continued with quantitative 
theoretical k.p calculations for a range of PbSe and PbTe QW samples. Also, further 
investigation is needed in order to understand the actual mechanism of the observable 
quantum beatings.
Although temperature tuning of lead salt laser emission wavelengths has been the 
method of choice in these systems for many years, we demonstrate that temperature 
can also be used to modulate g*, and hence the spin lifetime in lead salt QW 
spintronic devices.
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SUMMARY AND FUTURE WORK
With the use of a modem laser experimental technique at the University of Surrey and 
at the FELIX facility we were able to investigate the spin dynamics of various bulk 
narrow gap semiconductors (NGSs) and low dimensional (QW) semiconductor 
stmctures. This Chapter summarizes the work outlined in this thesis.
By using a moderate (up to 4T) external magnetic field in Faraday and Voigt 
configurations, we investigated the magnetic field dependence of the spin lifetime in 
bulk 111-V NGSs, InSb and InAs. We demonstrated that the dynamics are very 
sensitive to both the magnitude and direction of the magnetic field '^^. The results 
provide a clear view of the influence of the main spin relaxation processes DP and 
EY, as well as the existence of the new spin relaxation MM process in Voigt 
configuration, which was theoretically predicted but not previously experimentally 
reported. In the Faraday configuration the spin lifetime increases because the DP 
dephasing process is suppressed and saturates at the high field limit at a value 
determined by the EY process. This allowed us to directly measure the EY lifetime at 
elevated temperature where DP normally dominates. Knowledge of the EY lifetime is 
important because it sets the limit for suppression of the DP process in QWs 
employing structural modification of spin-orbit interaction such as by use of [110] 
growth. Typical DP lifetimes in InSb QWs are around Ips^, so we conclude that 
suppression of the spin relaxation rate by a factor of -50 should be possible. In the 
Voigt configuration the MM process dominates and shortens the spin lifetime rapidly 
as B"l
We have demonstrated that for NGSs and specifically for the 111-Vs, electron spin 
lifetime can be modified by more than one order of magnitude simply by changing the 
direction of a moderate, externally applied magnetic field. This knowledge is crucial
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for correct interpretation of spin experiments and for successful design of future high 
speed electronic^ and spintronic^ devices.
We also used the Optical Polarisation Pump-Probe method and observed the sign 
change of the spin polarisation when going from one-photon pumping to two-photon 
pumping with circularly polarised light at photon energies very close to that of the 
half of the band gap energy. The observed wave-length dependence of the spin 
polarisation created in bulk InSb by two-photon absorption proves that the two- 
photon absorption may occur either through “allowed-forbidden” or “allowed- 
allowed” transitions. The “allowed-allowed” transitions are found to be dominant near 
the band gap and generate a spin polarisation of the opposite sign compared with 
“allowed-forbidden” and one-photon processes. At wavelengths shorter than 9pm the 
“allowed-forbidden” transitions dominate, which means that the sign of photo-excited 
spin polarisation can in principle be controlled by the excitation wavelength in the 
two-photon absorption processes. The sign reversal of the CPTA with wavelength has 
been predicted but not observed before^. Unfortunately we do not get quantitative 
agreement with the theoretical prediction and this must remain the subject for further 
work.
We have reported the analysis of optical measurement of the spin dynamics at 
elevated temperatures and in zero magnetic field, for two types of degenerately doped 
7z-InSb QWs, one asymmetric and one symmetric with regard to the electrostatic 
potential across the QW. By making use of three directly determined experimental 
parameters - the spin lifetime, Ts, the sheet carrier concentration, n, and the electron 
mobility, ju - we have demonstrated that we can directly extract the zero field spin 
splitting and Rashba coefficient in InSb QW sl The results of a Schrodinger-Poisson 
solver were used with no adjustable parameters for the spin dynamics when the 
Rashba contribution dominates, and the measurements show very good agreement 
with it where it applies; as in this case where the DP is the main dominant 
mechanism, the samples are degenerate in the whole temperature range, the effects of 
e-e scattering are negligible and the use of a model that eliminates the contribution of 
the Dresselhaus parameters. The asymmetric sample maximizes the effect of 
structural inversion asymmetry thereby allowing direct determination of the Rashba
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parameter and coefficient, a -  (0.09±0.1)eVÂ and «o = (350 ± 50)A^, respectively at 
room temperature. This is in agreement with theoretical expectations and is the largest 
value reported for III-V semiconductors - more than an order of magnitude larger than 
the value of 15Â^ measured earlier for GaAs QWs^. The results have clear device 
implications because the large Rashba coefficient implies that significant modulation 
of the spin splitting is possible with small changes of the electric field. Clearly a 
future experiment could be with electrical detection by placing electrical contacts on 
the sample. It will increase the confidence for the value of this coefficient which is 
essential for the spintronic potential of any particular material system and any 
proposed spintronic concepts.
An alternative experimental method was used, through electrical detection and we 
successfully measured the recombination time in InSb-based devices. The 
significance of this is due to the fact that we have performed pump-pump 
photoconductivity experiments and got essentially the same lifetimes. This is 
important because with this technique the sample size can be reduced, the only sample 
preparation required is associated with the electrical contacts, whereas pump-probe 
transmission experiments require large area (and thicker) samples. Therefore, the 
photocurrent technique seems suitable for further investigation in single QW or Q- 
dots, and also for measuring the spin relaxation lifetime with the use of circularly 
polarised pulses. We consider this as a pilot experiment for the current work of the 
COMPASSS programme at FELIX, on shallow impurities in bulk n-Si where excellent 
electrical results have been reported.
We, therefore, consider the Optical Polarisation Pump-Probe Spectroscopy, as a 
significant tool that can easily be adjusted to perform different experiments thus 
allowing one to investigate the main spin and other relaxation processes and the way 
their relative importance determines the electron’s spin lifetime in NGS samples.
Finally we investigated the dependence of spin lifetime on controlled asymmetry in 
rV-VI MQWs and showed for the first time experimentally that lead-chalcogenide
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semiconductor heterostructures can exhibit long spin lifetimes by virtue of their 
centro-symmetric crystal structure, and a tuning of the lifetime of over one order of 
magnitude after appropriate structure control corresponding to a large ZFSS^’^ ° due to 
the strong Rashba effect - much stronger than for GaAs and similar to InSb and 
HgCdTe. By following the steps of earlier theoretical reports we obtained and 
reported full analytical expressions, where both the conduction and the valence band 
are included and are in agreement with their predictions. The results imply that this 
system can be the material of choice for certain semiconductor spintronic applications 
requiring control of spins.
We have reported a significant temperature dependence of the transverse electron g*- 
factor in symmetric lead chalcogenide MQWs^\ The g*-factor values were extracted 
from the electron Larmor precessions recorded by means of the circularly polarised 
pump probe technique in Voigt configuration, in the temperature range between 10 
and 150K. The reported g*-factor values are in good agreement with theoretical 
predictions and available low temperature experimental data. Although temperature 
tuning of lead salt laser emission wavelengths has been the method of choice in these 
systems for many years, we demonstrate that temperature can also be used to 
modulate g*, and hence the spin lifetime in lead salt QW spintronic devices. This 
work can be continued with quantitative theoretical k.p calculations for a range of 
PbSe and PbTe QW samples. Also, further investigation is needed in order to 
understand the actual mechanism of the observable quantum beatings.
We emphasise here that this is the first experimental study of the Rashba effect in the 
lead salt system the knowledge of which will contribute to further investigation with 
a more carefully designed set of QW structures, with better confinement of the 
wavefunction.
It is worth mentioning that observations of the Quantum Spin Hall effect have been 
reported in III-V and II-VI materials^ '^^^; thus the advantage of the long spin lifetime 
and strong spin-orbit control that we report here, will enable much larger effects to be
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observed in IV-VI semiconductors and direct the research into a new route of 
spintronic device development.
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Appendix A
Hamiltonian Formulation of the Spin-orbit Coupling
The energy of a magnetic moment in a magnetic field is given by:
Hso — (A.l)
where p is the magnetic moment of the particle and B is the magnetic field it
experiences. In SI units the Lorentz transformed magnetic field due to the ion on the
electron in its rest frame is
B = - ^  (A.2)
where v is the velocity of the electron and E = —VV the electric field it travels 
through.
Also we know that the momentum of the electron is
p=mv (A.3)
Substituting these in Eq. (A.2) and changing the order of the cross product gives:
B = - ^  (A.4)
therefore
Hso -  X p .p  (A.5)
The magnetic moment p is measured in Bohr magnetons, and
eh
The moment is proportional to the spin, and since the Pauli spin matrices are 
dimensionless,
f^so=-^VVxp.a (A.6)
where an extra factor of 2 has arisen due to the proportionality and is the same as by 
Eq. (2.10). Note that if p is replaced by k, we have an extra factor of h.
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Appendix B 
Mira Modeloeking
Within the cavity of the laser, a single short light pulse bounces back and forth 
between the mirrors. At each bounce from the output coupler, part of the pulse ecapes 
to form the output laser. The time between the pulses is equal to the time it takes for 
the light to make one round trip from the output coupler to high reflector at the other 
end of the cavity back to the output coupler. The inverse of this time gives the number 
of pulses per second (repetition rate).
Once a pulse is formed within the cavity, the atoms that were in their exited state, are 
about to emit light, through the passage of the pulse through the gain medium. For a 
period of time then after passage, there are insufficient atoms in the exited state, to 
form and amplify another pulse. This means that only a single pulse is formed at a 
time, and the output consists of a sample of this one pulse, as it periodically arrives at 
the output coupler.
In order to initiate the pulse, the optical shutter (modulator) is opened and closed 
again at precisely the correct rate to allow a light pulse to pass through the shutter as it 
travels back and forth between the high reflector and output coupler. Only light that 
arrives at precisely correct time at the shutter can pass through without being blocked 
will be amplified. Since the shutter is closed at all other times, a second pulse cannot 
be formed.
The timing of the shutter is extremely important and must be precisely equal to the 
time interval between successive bounces of the pulse to be amplified- the modulator 
frequency must be precisely equal to the repetition rate. The cavity length can be 
regulated so as the repetition rate always matches the modulator frequency. The Mira 
is designed in such way so that the beam diameter at certain locations within the 
cavity is large when the laser is operating continuously (cw) and becomes smaller 
when the laser is producing high intensity mode-locked pulses. The width of the “slit”
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can be adjust (as shown in Fig.l) so that the large diameter of the laser beam 
associated with continuous operation will be interrupted at the edges. If the beam is 
smaller, then a high intensity pulse will pass uninterrupted through the slit.
cw beam cross section
N
modelocked beam 
cross section
(a) (b)
Fig. 1. Beam cross section;(a) Slit open -no  
loss for either modeloeking or cw, and (b) slit 
adjusted for modeloeking- more loss for cw.
The change of the diameter of the beam is due to its passage through a material (e.g. 
lens) with different and multiple refractive index. At sufficiently high intensity, the 
electric fields associated with the light can distort the atoms of the material and alter 
its index. This is known as the Kerr effect since the beam is less intense at its edges as 
compared with the center, thus the index at the center will be different, and a gradient 
index lens is formed. The relevant lens is referred to us Kerr lens and is formed only 
when the intensity of the light is extremely high. The instantaneous intensity of the 
modelocked light pulses are sufficient to form the lens, but the weak intensity of the 
laser which is operating cw is not. Hence the lens is only formed upon the arrival of a 
modelocked pulse- a mechanism which narrows the beam only for modelocked 
pulses. See also ''Operator’s Manual;RegA Model 9000 Laser” and "Operator’s 
Manual;The Coherent Mira Seed Laser”, by the Coherent.
Specifications
Pump power >5 Watts
Tuning range 780-840nm
Output power >250mW
Bandwidth >50nm
Pulsewidth <20fs
Wavelength 800nm
Repetition rate 76MHz
Noise <2%
Beam diameter 0.4mm
Divergence 3mrad
Polarisation Horizontal
SpecifIcations
Pump laser Verdi-5
Pulse energy 2pJ
Repetition rate 10-300kHz
Average power 500mW
Pulse duration 200fs
Noise <5% (peak to peak)
Stability <5%
Beam diameter 3mm
Beam Divergence 3mrad
Table B. 1. Mira Seed Laser specifications. Table B. 2. RegA Laser specifications.
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Appendix C
Spectral control of injected spin orientation in n-InSb by two-photon absorption 
of circularly polarised light
Dependences of the Faraday rotation intensity signals (black solid lines) and I (red 
solid lines) and extracted spin polarisation decays (see insets) for excitation 
wavelengths of 9-11.6pm, at 5K are shown in Fig. 2(a)-(m). The rotation of the 
polarisation of the probe beam caused by the population of spin polarised electrons 
occurs within the first 30ps. Each picture represents averages of several scans (up to 
10 scans); the errors of 5% (not presented here) correspond well to the standard 
deviation of 5-2%.
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Fig. 2. (a)-(m) Faraday rotation intensity signals T  (black solid lines) and I (red solid lines) for n-type 
Te- doped InSb of 5pm thickness at excitation wavelengths of 9-11.6pm, at 5K. Insets show the spin 
polarisation decays as extracted from the F  and I data.
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Appendix D
Temperature Dependence of Transverse Electron g*-factor in Lead Chalcogenide Multi­
quantum Wells
Here we present experimental data relevant to Chapter 6. Figure 3 shows the x-ray 
diffraction spectra for samples A (PbSe/PbSrSe MQW; VA492) and B (PbTe/PbSrTe 
MQW; VA410). The data of Fig. 3 were taken at the JUK, with the assistance of Dr. 
T. Schwarzl and M. Simma. Figures 4-6 shows the time resolved Larmor precessions 
for samples VA492 (sample A) and VA410 (sample B), obtained at lOK, in Voigt 
configuration. Also shown is the case of the lOOK for sample VA410. The data were 
taken at the University of Surrey. Further analysis is presented in Figs. 7(a)-(j) and 
8(a)-(i) for the case of sample B (as from the data of Figs. 5 and 6) at lOK and lOOK, 
at 5pm excitation wavelength, and at higher magnetic fields, where the second 
oscillation frequency occurs. The fittings (blue and red solid lines) occur with the two 
frequencies obtained through the Fournier Transform analysis. For the case of Sample 
B at lOK (see Figs. 5 and 7) and for the case of low magnetic field (0.2-1.2T) as well 
as for 1.8 T (not presented here), only one oscillation frequency occurred. As for the 
case of lOOK (see Figs. 6 and 8) again for low magnetic field (0.2-0.8T) and for the 
case of 3T, only one oscillation frequency occurred.
Sample A
c 10
3.73.6 3.653.55
Sample B
10
&10'o
I  10°
10.
3.35 3.4 3.45
qz (A''*)
3.5
Fig. 3. X-ray diffraction spectra for samples A and B. The peaks from left to the right correspond to the 
substrate, buffer and MQW.
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VA492@  5^m, 5mW, 10K
2.50T 0.50T
0.40T2.00T
JQ
0.30T1.50T
0.25T
1.00T
0.80T 0.20T
Q. 0.1 OT0.60T a .
Time delay, psTime Delay, p s
Fig. 4. Time resolved Larmor preeession in Voigt configuration, at lOK for sample A (VA492). From the fittings (red 
solid line) on the experimental data (yellow solid circles) one can determine the frequency of oscillation (thus the 
period, T) and the values of g*factor from Eq. (6.31).
V A410@  5|4m, 5mW , 10K
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Fig. 5. Time resolved Larmor precession in Voigt configuration, at lOK for sample B 
(VA410). From the fittings on the experimental data one can determine the frequency of 
oscillation (thus the period, T) and the values of g*factor from Eq. (6.31). At higher magnetic 
fields a second oscillation frequency appears.
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VA410 @ 5pm, 5mW, 100K
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Fig. 6 , Time resolved Larmor precession in Voigt configuration, at lOOK for sample B (VA410).
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Fig. 7. (a)-(j) FFT analysis for sample B (as from the data of Fig. 5) at lOK, 5pm excitation wavelength 
and for4T  to 1.4T, respectively.
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Fig. 8. (a)-(i) Further analysis for sample B (as from the data of Fig. 6) at lOK, 5pm excitation wavelength and for 4T to 
1.4T, respectively. For the case of 3T, (c), only one oscillation frequency is obtained.
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Fig. 9. The effective g-factor as a 
function to the temperature for 
samples A (PbSe/PbSrSe MQWs; 
VA492) and B (PbTe/PbSrTe; 
VA410) at 5 pm excitation 
wavelength. These values are
summarised in Table 6.2 (see 
Chapter 6). g* exhibits a significant 
temperature dependence in 
comparison with InSb, especially 
for PbSe QWs, which decreases 
approximately by a factor of 2 in 
this temperature range. The 
reported values are in good 
agreement with theoretical
predictions and available low 
temperature experimental data
(Refs. (8) and (9) of Chapter 6).
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