A cograph (complement reducible graph) is a graph which can be generated by disjoint union and complement operations on graphs, starting with a single vertex graph. Cographs arise in many areas of computer science and are studied extensively. With the goal of developing an effective data mining method for graph structured data, in this paper we introduce a graph pattern expression, called a cograph pattern, which is a special type of cograph having structured variables. Firstly, we show that a problem whether or not a given cograph pattern g matches a given cograph G is NP-complete. From this result, we consider the polynomial time learnability of cograph pattern languages defined by cograph patterns having variables labeled with mutually different labels, called linear cograph patterns. Secondly, we present a polynomial time matching algorithm for linear cograph patterns. Next, we give a polynomial time algorithm for obtaining a minimally generalized linear cograph pattern which explains given positive data. Finally, we show that the class of linear cograph pattern languages is polynomial time inductively inferable from positive data. key words: graph pattern matching, cograph pattern, polynomial time algorithm, inductive inference, computational learning theory
Introduction
We shall consider the problem of learning graph patterns from positive graph structured data. To apply such learnability to effective data mining from a graph database, graph structured data and graph patterns need to have rich expressive power and computational tractability. Cographs, which we use as graph structured data, and cograph patterns, which we introduce here as a new kind of graph patterns, have these properties. A cograph (complement reducible graph) [5] is a graph which can be generated by disjoint union and complement operations on graphs, starting with a single vertex graph. Any cograph is also generated by disjoint union and join operations on appropriate cographs, where a join operation is an operation on graphs that makes the disjoint union and adds an edge between every two vertices in different cographs. Cographs are P 4 tices as an induced subgraph [5] . Let Σ be an alphabet for vertex labels. In Fig. 1, we give examples of cographs whose vertex labels are in Σ = {A, B, C, D, E}.
In this paper, we introduce a cograph pattern which is an expression for common structures in a graph database. A cograph pattern is a graph pattern which is a special type of cographs having structured variables. Structured variables in a cograph pattern can be replaced with arbitrary cographs. Thus, cograph patterns have rich expressive power. A polynomial time matching algorithm for cograph patterns, which we present in Sect. 4, ensures computational tractability. Let X be an infinite alphabet for variable labels. A variable in a cograph pattern g is a vertex of g that is labeled with a variable label in X. We replace a variable label x ∈ X in g with a cograph G in the following way. For each variable h labeled with x, we make a copy of G, say G h , and the new edges between all adjacent vertices to h and the vertices of G h , and remove h. For a cograph pattern g and a cograph G, g is said to match G if G can be obtained from g by certain variable replacements. For example, the cograph pattern g in Fig. 2 matches the cographs G 1 , G 2 , and G 3 in Fig. 1 We denote by CG(Σ) and CGP(Σ, X) the set of all cographs and the set of all cograph patterns, respectively. For a cograph pattern g in CGP(Σ, X), the cograph pattern language of g, denoted by L(g), is the set of all cographs G ∈ CG(Σ) such that g matches G. Let P be a subset of CGP(Σ, X). The class of all cograph pattern languages of P Fig. 1 Cographs G 1 , G 2 , G 3 , F 1 , . . . , F 6 . F 6 is obtained by disjoint union operation on F 1 and F 4 , F 1 is obtained by complement operation on F 2 , and G 1 is obtained by join operation on F 5 and F 6 .
Copyright c 2018 The Institute of Electronics, Information and Communication Engineers Fig. 2 A cograph pattern g and the cotree pattern T [g] of g. We use square boxes to describe variables of cograph patterns. The labels 0 and 1 of internal nodes in T [g] mean applying disjoint union and join operations for cographs corresponding to subtrees, respectively. G 1 in Fig. 1 is obtained from g by replacing x and z with F 3 and F 1 in Fig. 1 .
is defined as L P = {L(g) | g ∈ P}. Polynomial time inductive inference from positive data, which is a method used in computational learning theory, is an important type of learnability which ensures efficient learning from a database. Angluin [2] and Shinohara [12] showed that, if a class of languages C has finite thickness, and the membership problem and the minimal language problem for C are solvable in polynomial time, then the class C is polynomial time inductively inferable from positive data.
Firstly, we show that for any nonempty set S of cographs, the cardinality of {L ∈ L CGP(Σ,X) | S L} is finite, that is, the class L CGP(Σ,X) has finite thickness. The membership problem for L P is to decide, given a cograph G ∈ CG(Σ) and a cograph pattern g ∈ P, whether G ∈ L(g). Secondly, we show that the membership problem for L CGP(Σ,X) is NP-complete. If NP P, this result indicates that it is very hard to show that L CGP(Σ,X) is polynomial time inductively inferable from positive data. Hence, we introduce a linear cograph pattern, which is a cograph pattern whose variable labels are mutually distinct. The set of all linear cograph patterns is denoted by LCGP(Σ, X). Since L LCGP(Σ,X) L CGP(Σ,X) , L LCGP(Σ,X) has also finite thickness. Next, we show that the membership problem for L LCGP(Σ,X) is solvable in polynomial time. This result indicates that the computational tractability of the membership problem for cograph patterns depends on the existence of variables labeled with the same label. The minimal language (MINL) problem for L P is to find, given a finite set S CG(Σ), a cograph pattern g ∈ P such that S L(g) and there is no cograph pattern g ∈ P with S L(g ) L(g). Thirdly, we show that the MINL problem for L LCGP(Σ,X) is solvable in polynomial time. Finally, as our main result, we show that the class L LCGP(Σ,X) is polynomial time inductively inferable from positive data.
We considered the inference of ordered term tree patterns [13] , TTSP graph patterns [14] , and interval graph patterns [15] . Since cographs are P 4 -free, cograph patterns have expressive power incomparable with these patterns. Cograph patterns are used as a data model that these patterns cannot represent. From the definition of a cograph, a cograph pattern has a unique representation of its parse structure, called a cotree pattern, such that any variable in a co-graph pattern appears in a leaf of its cotree pattern. In Fig. 2 , we give the cotree pattern T [g] of the cograph pattern g as an example. In [9] , [10] , we introduced unordered term tree patterns, in which the variables are defined as hyperedges with variable labels. We showed that even if a given unordered term tree pattern is linear, the membership problem for unordered term tree patterns is NP-complete if each variable consists of 4 vertices as a hyperedge [10] . However it is solvable in polynomial time if a given unordered term tree pattern is linear and each variable consists of 2 vertices [9] . Unlike cograph patterns, the computational tractability of the membership problem for unordered term tree patterns also depends on the number of vertices constituting a variable.
A cograph has a unique representation of its parse structure, called a cotree. By using the cotree representation, several problems which are intractable for general graphs, such as the graph isomorphism problem, graph coloring problem, and Hamiltonian cycle problem, are solvable in polynomial time for cographs [6] . In this paper, we also use the cotree representation to show that L LCGP(Σ,X) is polynomial time inductively inferable from positive data. Jamison and Olariu [8] investigated the notion of p-connectedness of a graph, and proposed a unique tree representation for arbitrary graphs, called the homogeneous decomposition tree. It is a natural extension of the cotree representation. Some superclasses of cographs were defined in terms of the number and structure of its induced P 4 's [3] , [4] . These classes are known to have the property of admitting a unique tree representation of a graph G that can be computed in polynomial time w.r.t. the size of G. The result in this paper will give a foundation for further studies of the polynomial time learnability of the graph classes that have such unique tree representations.
This paper is organized as follows. In Sect. 2, we define a cograph pattern and its graph language. In Sect. 3, we define the membership problem and the MINL problem for L CGP(Σ,X) , and show that the membership problem for L CGP(Σ,X) is NP-complete. In Sect. 4, we present a polynomial time algorithm for solving the membership problem for L LCGP(Σ,X) , and in Sect. 5, we present a polynomial time algorithm for solving the MINL problem for L LCGP(Σ,X) . From these results, we can conclude that L LCGP(Σ,X) is polynomial time inductively inferable from positive data. In Sect. 6, we conclude this paper by discussing related research problems. This paper is the full version of the paper [16] , with complete definitions and proofs.
Preliminaries
In this section, we formally define a cograph pattern as a new graph pattern, which can be generated by disjoint union and complement operations on graph patterns, starting with a single vertex or a single structured variable. We define a cograph pattern language as a language of a cograph pattern.
Let Σ be an alphabet for vertex labels. A vertex labeling of a graph G = (V, E) is a function ϕ from V to Σ. In this paper, a graph means a vertex-labeled undirected graph without multi-edges or self-loops. For a graph G, the vertex and edge sets of G are denoted by V(G) and E(G), respectively. For a subset U of V(G), the induced subgraph of
The complement graph of G, denoted byḠ, is the graph having the vertex set V(G) and the edge set
Definition 1 (Cograph):
A cograph G is a vertex-labeled undirected graph over Σ recursively defined as follows.
1. A single vertex labeled with an element in Σ is a cograph. 2. If G is a cograph, then the complement graphḠ is a cograph. 3. If G 1 and G 2 are cographs, then the disjoint union graph
Definition 2 (Cograph pattern): Let Σ be an alphabet and X an infinite alphabet, where Σ ∩ X = ∅. A cograph pattern is a cograph g = (V, E) with a vertex labeling ϕ : V → Σ∪X. An element of X is called a variable label. A vertex labeled with a variable label is called a variable.
For a cograph pattern g = (V, E) with vertex labeling ϕ, H(g) denotes the set of variables, i.e., H(g) = {v ∈ V | ϕ(v) ∈ X}, and X(g) denotes the set of all variable labels in g, i.e.,
We give an example in Fig. 1 . Let Σ = {A, B, C, D, E} and X = {x, y, z, . . .}. For a cograph pattern g in Fig. 2 Fig. 1 has no variable, G 1 is a cograph. CG(Σ) denotes the set of all cographs whose vertices are labeled with elements in Σ. CGP(Σ, X) denotes the set of all cograph patterns whose vertices are labeled with elements in Σ ∪ X.
Proposition 1 ([5]):
The following properties hold for cograph patterns.
g is a cograph pattern if and only if there is no subset
is isomorphic to P 4 , where P 4 is the chain consisting of 4 vertices. 2. Let g be a cograph pattern. For any subset U V(g), the induced subgraph g[U] is a cograph pattern. 3. Let g be a cograph pattern. g can be generated by disjoint union 0 and join 1 on graphs, starting with a single vertex.
A cograph pattern g 1 is said to be isomorphic to a cograph pattern g 2 , denoted by g 1 g 2 , if there exists a bijection ψ : V(g 1 ) → V(g 2 ) satisfying the following three conditions. Let ϕ 1 and ϕ 2 be the vertex labelings of g 1 and g 2 , respectively.
For a cograph pattern g and a subset V V(g), we denote by g − V the cograph pattern obtained from g by removing all vertices in V , i.e.,
. Below, we denote a single vertex graph by its vertex simply.
Let x be a variable label in X and f a cograph in CG(Σ) or a cograph pattern in CGP(Σ, X) such that V(g)∩V( f ) = ∅.
The form x/ f is called a variable replacement of x by f . A new graph g{x/ f } can be constructed by replacing each variable h in H(g) having the variable label x with a copy of f simultaneously and updating the neighboring relation. We define it formally as follows. For each h ∈ H g ({x}), we make a copy of f , denoted by f x,h .
In Fig. 3 , we give an example of the graph pattern obtained from g by a variable replacement of x by f . that the induced subgraph of g{x/ f } w.r.t. U is isomorphic to P 4 . From Proposition 1, the statement holds.
Let g be a cograph pattern in CGP(Σ, X) and f 1 , . . . , f n (n ≥ 1) be cographs in CG(Σ) or cograph patterns in
x n / f n }, a new cograph pattern gθ is obtained by applying all variable replacements x i / f i in θ to g simultaneously. We formally define gθ as follows.
For example, the cograph G 1 in Fig. 1 is obtained from g in Fig. 2 by replacing x and z with F 3 and F 1 , respectively. That is,
We say that a cograph pattern g in CGP(Σ, X) is linear if all variables in g have mutually distinct variable labels in X. LCGP(Σ, X) denotes the set of all linear cograph patterns whose vertices are labeled with elements in Σ ∪ X. Definition 3 (Cograph pattern language): Let P be a subset of CGP(Σ, X). Let g be a cograph pattern in P. The cograph pattern language of g, denoted by L(g), is defined as the set {G ∈ CG(Σ) | G gθ for some substitution θ}. The class of all cograph pattern languages of P is defined as
Inductive Inference of Cograph Pattern Languages
In this section, we formally define the membership problem and the minimal language problem for cograph pattern languages. In Sect. 4 and Sect. 5, we will discuss these problems in detail. Here, we summarize the results of this paper.
Angluin [2] and Shinohara [12] showed that if a class of languages C has finite thickness, and the membership problem and the minimal language problem for C are solvable in polynomial time, then C is polynomial time inductively inferable from positive data. We consider the class L LCGP(Σ,X) as a target of inductive inference.
For a set S , |S | denotes the number of elements in S . A class C L CGP(Σ,X) is said to have finite thickness if, for any nonempty finite set S CG(Σ), the number of cograph pattern languages in C that contain S is finite, i.e., |{L ∈ C | S L}| < ∞.
Lemma 1:
The class L CGP(Σ,X) has finite thickness.
Proof. It is sufficient to prove that for any nonempty finite set S CG(Σ), the cardinality of the set {g ∈ CGP(Σ, X) | S L(g)} is finite. For any cograph pattern g and any substitution θ such that gθ has no variable, |V(g)| ≤ |V(gθ)| holds. Therefore, if S L(g) for a cograph pattern g, then |V(g)| ≤ min{|V(G)| | G ∈ S }. The number of vertex labels in Σ of g is equal to or less than min{|V(G)| | G ∈ S }. Furthermore, since any two isomorphic cograph patterns define the same cograph pattern language, the number of variable labels in X that are needed for defining the language is equal to or less than min{|V(G)| | G ∈ S }. Hence the number of cograph patterns g in CGP(Σ, X) such that S L(g) is finite, that is, L CGP(Σ,X) has finite thickness.
Since L LCGP(Σ,X) L CGP(Σ,X) , from Lemma 1, we have the next corollary.
Corollary 1:
The class L LCGP(Σ,X) has finite thickness.
For a subset P CGP(Σ, X), the membership problem for L P is formally defined as follows. Membership Problem for L P Instance: A cograph pattern g ∈ P and a cograph G ∈ CG(Σ). Question: Does L(g) contain G?
Unfortunately, we have the next theorem. Proof. It is obvious that Membership Problem for L CGP(Σ,X) is in NP. We will reduce CLIQUE, i.e., the problem of deciding whether or not an unlabeled graph H has a clique of size k, to this problem. Without loss of generality, we can assume that H has no isolated vertex. The idea of the reduction is similar to the proof of NP-completeness of the unordered tree pattern matching problem in [1] .
First, we construct a graph G with vertex labeling ϕ G : V(G) → Σ as follows. For each e ∈ E(H), we use e + , e − as vertices of G. By using them, let V(
. Next, we construct a cograph pattern g with a vertex labeling ϕ g : V(g) → Σ ∪ X as follows. For each edge f ∈ E(K k ), we use f + , f − as vertices of g. Furthermore, we use w as another vertex of g. Let
We give an example of this reduction in Fig. 4 . Since |V(G)| + |E(G)| = We assume that there is a subgraph C of H such that
Let a 1 , a 2 , . . . , a k be new k vertices, where the label of a is A p (1 ≤ ≤ k). We define a substitution θ as {x 1 /a 1 , x 2 /a 2 , . . . ,
By this substitution θ, we have gθ G. Thus, L(g) contains G. Conversely, we assume that L(g) contains G, i.e., there is a substitution θ such that gθ G holds. If the graph with which x i (1 ≤ i ≤ k) is replaced has more than one vertex, gθ has a vertex of degree at least two. It contradicts that G has no vertex of degree more than one. Therefore, the graph with which x i is replaced is a single vertex graph. Let A p 1 , A p 2 , . . . , A p k (1 ≤ p 1 < p 2 < · · · < p k ≤ n) be the vertex labels of the single vertex graphs with which x 1 , x 2 , . . . , x k are replaced, respectively. Let V = {v p 1 , v p 2 , . . . , v p k }. From the constructions of G and g, for any pair of labels A p i and A p j (i j), two vertices v p i and v p j are adjacent. Thus, H[V ] K k holds, i.e., H has a clique of size k.
Below we consider the linear cograph patterns only.
Theorem 2:
Membership Problem for L LCGP(Σ,X) is solvable in polynomial time.
In Sect. 4, we will prove Theorem 2 by presenting a polynomial time algorithm for solving Membership Problem for L LCGP(Σ,X) .
Let P be a subset of CGP(Σ, X). A minimally generalized cograph pattern w.r.t. P explaining a given set of graphs S CG(Σ) is a cograph pattern g ∈ P such that S L(g) and there is no cograph pattern g ∈ P with S L(g ) L(g). The minimal language problem for L P is defined as follows. Minimal Language (MINL) Problem for L P Instance: A nonempty finite set of cographs S CG(Σ). Question: Find a minimally generalized cograph pattern w.r.t. P explaining S .
In Sect. 5, we will prove Theorem 3 by presenting a polynomial time algorithm for solving MINL Problem for L LCGP(Σ,X) . From the results of Angluin [2] and Shinohara [12] and Corollary 1, Theorems 2 and 3, we have the following main result.
Theorem 4:
The class L LCGP(Σ,X) is polynomial time inductively inferable from positive data.
Polynomial Time Algorithm for Solving the Membership Problem for Linear Cograph Patterns
In this section, we present a polynomial time algorithm for solving Membership Problem for L LCGP(Σ,X) by giving a pattern matching algorithm for linear cotree patterns, which are tree representations of parse structures of cograph patterns.
Polynomial Time Matching Algorithm for Linear Cotree Patterns
A cotree pattern is defined as follows. Below, a vertex of any tree representation is called a node.
Definition 4 (Cotree pattern):
A cotree pattern is a nodelabeled unordered tree in which the internal nodes are labeled with 0 or 1 . The leaves of a cotree pattern are the vertices and variables of the corresponding cograph pattern. A subtree rooted at a node labeled with 0 (disjoint union operation) corresponds to the cograph pattern g 1 0 g 2 0 · · · 0 g n of the subgraphs g 1 , g 2 , . . . , g n defined by the subtrees rooted at the children. A subtree rooted at a node labeled with 1 (join operation) corresponds to the cograph pattern g 1 1 g 2 1 · · · 1 g n of the subgraphs g 1 , g 2 , . . . , g n defined by the subtrees rooted at the children.
An internal node of a cotree pattern labeled with 0 (resp., 1 ) is called a 0 -node (resp., 1 -node). A leaf labeled with an element in Σ is called a Σ-node. A leaf labeled with an element in X is called an X-node. A cotree is a cotree pattern with no X-node. We say that a cotree pattern t is linear if for each variable x ∈ X, the number of X-nodes of t labeled with x is at most one. In this paper, we deal with linear cotree patterns only. The set of all linear cotree patterns is denoted by LCT P(Σ, X), and the set of all cotrees is denoted by CT (Σ).
For a node v, we denote the depth of v by d(v) and the parent of v by p(v). We denote the label of v by λ(v) and the number of children of v by ch(v). For a cotree or a cotree pattern t, the vertex and edge sets of t are denoted by V(t) and E(t), respectively. For two cotree patterns s and t, s and t are isomorphic, denoted by s ≡ t, if a bijection ψ : V(s) → V(t) exists such that (1) the root of s is mapped to the root of t by ψ, (2) for any node v ∈ V(s) that is not an X-node, λ(ψ(v)) = λ(v), Since a cotree is a unique representation of a cograph [5] , we have the following proposition.
Proposition 3 ([5]):
The cotree pattern for a cograph pattern in CGP(Σ, X) is unique up to isomorphism.
For a cograph pattern g ∈ CGP(Σ, X), T [g] denotes the cotree pattern for g. A naive algorithm for constructing the cotree pattern T [g] from a given cograph g is as follows. (1) If g is either a single vertex or a single variable, then the cotree is a single Σ-node or X-node corresponding to g. (2) If g is disconnected, then make the 0 -node the root and continue recursively on each connected component. (3) If g is connected, then make the 1 -node the root, formḡ = g 1 0 g 2 0 · · · 0 g k (k > 1), where the g i 's (1 ≤ i ≤ k) are the connected components ofḡ, and continue recursively on eachḡ i . For example, Fig. 5 are the linear cotree patterns of the linear cograph patterns G 1 , g, F 1 , and F 3 in Fig. 1 . We can construct the cotree pattern T [ f ] for a cograph pattern f in linear time, by applying the linear time algorithm in [6] to f .
Let g be a cograph pattern in CGP(Σ, X). For two leaves u, v of T [g], the lowest common ancestor of u and v, denoted by lca T [g] (u, v) , is the node that is the farthest from the root of T [g] among the common ancestors of u and v. Let s be a cotree pattern and h an X-node of s with variable label x ∈ X. Let t be a cotree pattern in LCT P(Σ, X) having r as its root. Then the form x/t is called a binding for x. A new cotree pattern s{x/t} can be obtained by applying the binding x/t to s in the following way. (1) If λ(r) = λ(p(h)), then remove h and identify r with p(h) (See Ex. 1 in Fig. 6 ). (2) Otherwise, remove h and connect r directly to p(h) (See Ex. 2 in Fig. 6 ). A substitution θ = {x 1 /t 1 , . . . , x n /t n } is a finite collection of bindings such that for any i, j (1 ≤ i < j ≤ n), the variable labels x i and x j are distinct. The cotree pattern sθ is obtained by simultaneously applying all bindings in θ to s. For example, in Fig. 5 , the cotree T [G 1 ] is obtained from T [g] by substituting T [F 3 ] and T [F 1 ] for x and z, respectively. That is,
For a cotree T and a cotree pattern t, t is said to match T if there exists a substitution θ such that T ≡ tθ. The matching problem for LCT P(Σ, X) is defined as follows. Matching Problem for LCT P(Σ, X) Instance: A cotree pattern t ∈ LCT P(Σ, X) and a cotree T ∈ CT (Σ). Question: Does t match T ?
In Procedure 1, we present a procedure, called Matching-LCT P, for solving Matching Problem for LCT P(Σ, X). For a cotree or a cotree pattern t and its node u, t[u] denotes the rooted subtree of t induced by the descendants of u. Note that u is a descendant of itself.
Procedure 1 Matching-LCT P(t, T )
Input: t: a cotree pattern in LCT P(Σ, X), T : a cotree in CT (Σ) Output: "yes" or "no" 1: Let r and R be the roots of t and T , respectively 2: for d :=the height of t to 0 do 3: for each node u of t such that d(u) = d do 4:
CS (u) := ∅ 5:
if u is a Σ-node of t then 6:
for each leaf of T such that d( ) = d and λ(u) = λ( ) do 7:
CS (u) := CS (u) ∪ { } 8:
end for 9: end if 10:
if u is an X-node of t then 11:
for each node v of T with d(v) = d do 12:
CS (u) := CS (u) ∪ {v} 13:
end for 14:
end if 15:
if u is an internal node of t then 16:
CS (u) :=Inode-CSset(u, T ) (Procedure 2) 17: end if 18: end for 19: end for 20: if R ∈ CS (r) then 21:
return "yes" 22: else 23:
return "no" 24: end if Definition 5: Let t be a cotree pattern in LCT P(Σ, X) and T a cotree in CT (Σ). The correspondence set of a node u ∈ V(t), denoted by CS (u), is defined as
Procedure Matching-LCT P (Procedure 1) computes CS (u) for each node u of a given cotree pattern t by using CS (c 1 ), . . . , CS (c ch(u) ) where c 1 , . . . , c ch(u) are all children of u. The procedure assigns a correspondence set to each node of t and terminates when a correspondence set is assigned to the root of t. From the definition of a correspondence set, CS (r) contains the root of T if and only if t matches T , where r is the root of t. Lemma 2: Given a cotree pattern t ∈ LCT P(Σ, X) and a cotree T ∈ CT(Σ), Matching-LCT P correctly computes the correspondence sets of all nodes in V(t).
Proof. For each u ∈ V(t), let CS (u) be a set of nodes of T in Matching-LCT P. According to Definition 5, we will prove that when Matching-LCT P terminates, for any u ∈ V(t), 
Let m be the size of maximum bipartite graph matching in G 7:
if there is a child u of u such that u is an X-node then 8:
if m = ch(u) then 9:
CS := CS ∪ {v} 10: d(v) . The node u is either a Σ-node or an Xnode or an internal node (i.e., a 0 -node or a 1 -node). If u is either a Σ-node or an X-node, the proof is the same as Basis. Then we will prove that when u is an internal node, If u is an internal node, at the lines 15-17 of Matching-LCT P, CS (u) is computed as the set of all internal nodes v of T satisfying the following conditions. 1. d(u) = d(v) and λ(u) = λ(v). 2. If there is a child w of u such that w is an X-node, then ch(v) ≥ ch(u), otherwise ch(v) = ch(u). 3. Let u 1 , . . . , u ch (u) and v 1 , . . . , v ch(v) be the children of u and v, respectively. Then there is an injection ξ :
The condition 3 is decided by computing the maximum graph matching for a bipartite graph
. The size of maximum graph matching for B is equal to ch(u) if and only if the condition 3 is satisfied. Let k be the number of X-nodes in u 1 , . . . , u ch (u) . We will prove the statement when k > 1 and ch(v) > ch (u) . The other cases are easy or similar. Without loss of generality, we suppose that u 1 , . . . , u k are X-nodes and u k+1 , . . . , u ch (u) are not an X-node. Let x 1 , . . . , x k be the variable labels of u 1 , . . . , u k , respectively.
For
). Without loss of generality, we suppose that ξ(u 1 ) = v 1 , . . . , ξ(u ch(u) ) = v ch (u) . Let T 1 , . . . , T k−1 be copies of T [v 1 ], . . . , T [v k−1 ], respectively, and let T k be a copy of the subtree of
From the induction hypothesis and the definition of binding,
Conversely, for any v ∈ V(T ), we assume that t[u] matches T [v] and d(u) = d(v). Then there is a substitution
. By using ψ, we define a function ξ : {u 1 , . . . , u ch(u) } → {v 1 , . . . , v ch(v) } as follows. According to the label of u, we have two cases. We assume that u is a 0 -node. For any u i (1 ≤ i ≤ ch(u)), if 1 ≤ i ≤ k and the root of T i is a 0 -node, from the definition of binding, the children of the root of T i are mapped into {v 1 , . . . , v ch(v) } by ψ. Then we define ξ(u i ) as one of the nodes in {ψ(w) ∈ V(T ) | w is a child of the root of T i }.
In both cases, from the induction hypothesis, ξ(u i ) ∈ CS (u i ) holds. Since ξ defined above is an injection from {u 1 , . . . , u ch(u) } to {v 1 , . . . , v ch(v) }, the conditions 1-3 hold, and then we have v ∈ CS (u). When u is a 1 -node, in a similar way, we show that v ∈ CS (u) holds.
Finally we conclude that for Proof. From Lemma 2, Matching-LCT P correctly computes the correspondence sets of all nodes in V(t). Here, we show the time complexity of Matching-LCT P. Let n i and N i be the numbers of nodes of depth i of t and T , respectively. For a node u ∈ V(t) of depth i, if u is either a Σ-node or an X-node, lines 5-14 of Matching-LCT P work in O(N i ) time to compute the set CS (u). If u is an internal node, we construct a bipartite graph and compute a maximum graph matching of it. Hopcroft and Karp [7] presented a maximum graph matching algorithm which runs in O(|E(G)| √ |V(G)|) time for a given bipartite graph G. By using their algorithm, we need O(ch(u)ch(v) √ ch(u) + ch(v)) time to decide whether or not an internal node v ∈ V(T ) is in CS (u). Let K i,max = max{ch(v) | v is an internal node of depth i in V(T )}. Accordingly, the time complexity of Inode-CSset is O(ch(u)N i+1 K i,max ). Therefore, we need O(n i+1 N i+1 K i,max ) + O(N i ) time to compute correspondence sets of all nodes of depth i of t. Let d be the height of t. Since a node of depth d of t is either a Σ-node or an X-node, the total time for computing CS (u) for all 
Polynomial Time Matching Algorithm for Linear Cograph Patterns
In Algorithm 3, we give a polynomial time algorithm Matching-LCGP for solving Membership Problem for L LCGP(Σ,X) , which calls Matching-LCT P as a procedure. Firstly, we will prove the following lemma. Proof. From Propositions 3 and 4, it is sufficient to show that the next equation holds for any two vertices u and v in (V(g) \ H(g)) ∪ V(g 1 ) ∪ · · · ∪ V(g n ):
λ(lca T [gθ] (u, v)) = λ(lca T [g]θ T (u, v))
We have four cases. Therefore, we conclude that T [gθ] ≡ T [g]θ T holds.
Conclusion and Future Work
In this paper, first, we introduced a cograph pattern and a cograph pattern language, and proved that the class L LCGP(Σ,X) of linear cograph pattern languages has finite thickness. Next, we gave two polynomial time algorithms for solving the membership problem for L LCGP(Σ,X) and the MINL problem for L LCGP(Σ,X) . Finally, by using these results, we showed that the class L LCGP(Σ,X) is polynomial time inductively inferable from positive data. As future work, we will improve our algorithms in order to propose fully effective data mining methods for graph structured data. For example, the membership problem for L LCGP(Σ,X) might be solved faster than the running time of our algorithm by using an idea in [11] . Several practical applications in computer science and computational linguistics suggest the study of graphs with few P 4 's, and some NP-complete problems for general graphs can be solved efficiently for these graphs [3] , [4] . We are now studying the polynomial time learnability problems for the classes of graph languages defined by graphs with few P 4 's. Furthermore, we are developing general data mining techniques for various real world data that can be modeled by these graph classes.
