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ON THE INITIAL BEHAVIOUR OF THE NUMBER OF
GENERATORS OF POWERS OF MONOMIAL IDEALS
REZA ABDOLMALEKI, JU¨RGEN HERZOG AND RASHID ZAARE-NAHANDI
Abstract. Given a number q, we construct a monomial ideal I with the property
that the function which describes the number of generators of Ik has at least q
local maxima.
Introduction
In 1974 Judith Sally asked the second author whether there exists a one-dimen-
sional local domain for which the square of the maximal ideal has less generators
than the maximal ideal itself. In [7], such an example has been provided. Later more
such examples were found by other authors. On the other hand, in a polynomial
ring the number of generators of the powers of any non-principal ideal I which is
generated in a single degree is strictly increasing, and in the case of equigenerated
monomial ideals there is general lower bound for the number of generators for each
power given by Freiman’s theorem, see [6] and [5]. Quite to the contrary, if the
monomial ideal I is not generated in a single degree, then it may very well happen
that I2 has less generators than I. For monomial ideals I in 2 variable, a sharp
lower bound for the number of generators µ(I2) of I2 is given in [3], and Gasanova
[4] gave examples of monomial ideals I with the property that for any given number
k one has µ(Ik) < µ(I).
The question arises how “wild” the initial behaviour of the function fI(k) = µ(I
k)
could be for a monomial ideal in the polynomial ring. Of course for k ≫ 0, fI(k)
is a polynomial function since it is the Hilbert function of the fibre cone of I (see
[1, Theorem 4.1.3]). As a main result of this note we provide a family of monomial
ideals I with the property that the number of local maxima of fI exceeds any given
number, see Theorem 3.1.
In Section 1 we introduce the height n monomial ideals J ⊂ S = [x1, . . . , xn],
J = (xam1 , . . . , x
am
n )(x
m
1 , . . . , x
m
n ), which we call the basic ideals of our construction
(given by the parameters a and m), and compute µ(Jk) and a socle degree s(Jk) of
Jk for all k ≥ 1, see Proposition 1.5 and Corollary 1.4.
Section 2 deals with the modified basic ideals I which are obtained from J by
adding a c-th power of the maximal ideal, where c ≤ s(J) and bigger than the least
degree of J . This ideal (with n fixed) depends on the parameters a, c and m. In the
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polynomial ring in 2 variables we consider the modified basic ideal with parameters
a ≥ 3, m ≫ 0 and c = s(J) − (a − 2)m + 1, and denote this ideal by Ia,m. For
suitable choices of a and m it can be seen, that f(k) = µ(Ika,m) is strictly decreasing
from a certain power on and for any given number of steps. The parameters can
also be chosen that for any given number b, the function f(k) has local maximum
(respectively, local minimum) for k = b.
Finally in Section 3 we apply the results of the previous section to construct
monomial ideals whose number of local maxima exceeds any given number. These
ideals are obtained as follows: let l ≥ 1 and choose for each j = 1, . . . , l an ideal
Iaj ,mj ∈ K[xj , yj], and let I ⊂ K[x1, . . . , xl, y1, . . . , yl] be the ideal Ia1,m1 · · · Ial,ml.
The powers of such ideals tend to have many local maxima. More specifically, we
let aj = ja and mj = a for all j. Then it is shown in Theorem 3.1, that of a given
integer q, the integers a and l can be chosen that I has at least q local maxima.
1. The basic ideals of our construction and their powers
Let K be a field and S = K[x1, . . . , xn] be the polynomial ring over K in the
variables x1, . . . , xn. We denote by m the unique maximal graded ideal of S, and by
µ(I) the minimal number of generators of a graded ideal I ⊂ S.
We fix integers m ≥ 1, a ≥ 3, n ≥ 2, and set J = (xam1 , . . . , xamn )(xm1 , . . . , xmn ).
This section is devoted to finding the socle degree of Jk, and the number of minimal
generators of Jk for k ≥ 2. These ideals allow us to construct ideals I for which the
number of generators of the powers of I have an unexpected behaviour.
For the study of the ideal J we need a few lemmata. Let H be a monomial ideal
and r ≥ 1 be an integer. The monomial ideal H [r] with G(H [r]) = {ur : u ∈ G(H)}
is called the pseudo-Frobenius power of H .
Lemma 1.1. Let
F : 0→ Fp → Fp−1 → · · · → F1 → F0 → 0
be a minimal graded free S-resolution of S/H with Fi =
⊕
j S(−aij) for i = 1, . . . , p.
Then
G : 0→ Gp → Gp−1 → · · · → G1 → G0 → 0
is a minimal graded free S-resolution of S/H [r] with Fi =
⊕
j S(−aijr) for i =
1, . . . , p.
Proof. Consider the flat K-algebra homomorphism α : S → S with xi 7→ xri . We
view S as an S-module via α and denote it by T . Then G = F ⊗S T . This yields
the desired conclusion. 
Let H ⊂ S be a graded ideal with dim(S/H) = 0. We denote by s(H) the largest
i such that (S/H)i 6= 0. This number is called the socle degree of S/H .
Lemma 1.2. Let H ⊂ S be an m-primary monomial ideal. Then
s(H [r]) = r(s(H) + n)− n.
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Proof. Let F be a minimal graded free S-resolution of H with Fn =
⊕
j S(−anj).
Then s(H) = a− n, where a = maxj{anj}, because
Torn(K,S/H) ∼= Hn(x1, . . . , xn;S/H)
as graded K-vector spaces, and since Hn(x1, . . . , xn;S/H) is generated by the el-
ements ue1 ∧ · · · ∧ en with u ∈ (H : m)/H . Applying Lemma 1.1, we have
s(H [r]) = ra− n = r(s(H) + n)− n. 
Now let E = (xa1, . . . , x
a
n)(x1, . . . , xn). Then J
k = (Ek)[m].
Proposition 1.3. With the notation introduced we have
s(Ek) =
{
a(k − 1) + (a− 1)n, if k ≤ (n− 1)(a− 1);
(a+ 1)k − 1, if k ≥ (n− 1)(a− 1).
Proof. Let A = (xa1, . . . , x
a
n). Then, E
k = Akmk = (Ak)≥ak+k. Hence if s(A
k) >
ak+k, then s(Ek) = s(Ak). Because Ak = (mk)[a], we may apply Lemma 1.2 and get
s(Ak) = a(k−1+n)−n = a(k−1)+(a−1)n. Since a(k−1)+(a−1)n = s(Ak) > ak+k
if and only if k ≤ (n− 1)(a− 1), we obtain the desired result for k ≤ (n− 1)(a− 1).
Now suppose that k > (n − 1)(a − 1). Then s(Ak) < ak + k. Therefore, Ek =
(Ak)≥ak+k = m
ak+k. Since s(mak+k) = ak + k − 1, the proof is completed. 
Corollary 1.4. With the notation introduced we have
s(Jk) =
{
ma(k + n− 1)− n, if k ≤ (n− 1)(a− 1);
m(ak + k + n− 1)− n, if k ≥ (n− 1)(a− 1).
Proof. Since Jk = (Ek)[m], the assertion follows from Lemma 1.2 and Proposi-
tion 1.3. 
In the following statement we only consider the case n = 2.
Proposition 1.5. Let J = (xam1 , x
am
2 )(x
m
1 , x
m
2 ) ⊂ K[x1, x2]. Then
µ(Jk) = µ(Ek) =
{
(k + 1)2, if k ≤ a− 1;
(a+ 1)k + 1, if k ≥ a− 1.
Proof. Since Jk is a Frobenius power of Ek, we have µ(Jk) = µ(Ek). Let A =
(xa1, x
a
2). Then E
k = Akmk, and hence Ek is generated by the set of monomials
S = {uv : u ∈ G(Ak), v ∈ G(mk)}. Suppose that for monomials u, u′ ∈ G(Ak) and
v, v′ ∈ G(mk) we have uv = u′v′. Let u = xia1 x(k−i)a2 and u′ = xja1 x(k−j)a2 for some
i, j ∈ {0, . . . , k}. Also let v = xr1xk−r2 and v′ = xs1xk−s2 for some r, s ∈ {0, . . . , k}.
We may assume that i ≥ j. Then s ≥ r, and moreover ia + r = ja + s. Therefore,
(i− j)a = s− r ≤ k. Hence if k < a, then r = s and i = j. This implies that
µ(Ek) = |S| = µ(Ak)µ(mk) = (k + 1)(k + 1) = (k + 1)2.
Now, let k > a − 1. By Proposition 1.3, we have s(Ek) = (a + 1)k − 1. Since
Ek is generated in degree ka + k > s(Ek), it follows that Ek = mak+k. Hence,
µ(Ek) = µ(mak+k) = ak + k + 1. 
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2. On the powers of the modified basic ideals
In this section we let a ≥ 3 and m ≥ 1 be integers, and set
J = (xam1 , . . . , x
am
n )(x
m
1 , . . . , x
m
n ) and I = J +m
c,(1)
where c > d = (a+ 1)m. Note that J is generated in degree d.
Proposition 2.1. Consider the ideal J as we introduced above, and suppose that I =
J+mc where c > d. Let k ≤ (n−1)(a−1). Then, Ik = Jk, if c ≥ s(J)−(k−1)m+1.
Proof. We have Ik = Jk, if Jk−1mc + . . .+ J(mc)k−1 + (mc)k ⊂ Jk. Since Jk−1mc is
the summand with the least degree, then we have Ik = Jk, if (k − 1)d+ c > s(Jk).
Using the first equality in Proposition 1.4, we have c ≥ s(J)− (k − 1)m+ 1. 
Proposition 2.2. Let ideals J and I be as in (1).
(a) If c ≥ d+ (n− 1)(m− 1), then Ik = Jk for all k ≥ (n− 1)(a− 1).
(b) Ik = Jk for some k if and only if c ≥ d+ (n− 1)(m− 1).
Proof. (a) Since c ≥ d + (n − 1)(m − 1), it follows from Proposition 1.4 that (k −
1)d+ c > s(Jk) for k ≥ (n− 1)(a− 1). Therefore, Ik = Jk for k ≥ (n− 1)(a− 1).
(b) Because of (a) we only need to show that c ≥ d + (n− 1)(m − 1) if Ik = Jk
for some k. Assume c < d + (n − 1)(m − 1). Then, we show that Ik 6= Jk for
all k, which will be a contradiction. It is enough to prove Ik 6= Jk for all k when
c = d+ (n− 1)(m− 1)− 1. Let u = xkd−11 xm−12 . . . xm−1n . Then we have
u = (x
(k−1)d
1 )(x
d−1
1 x
m−1
2 . . . x
m−1
n ) ∈ Jk−1mc,
but u /∈ Jk because, any monomial in Jk, is generated by an element of the form
v = (xk1am1 . . . x
knam
n )(x
j1m
1 . . . x
jnm
n ) with k1 + · · · + kn = k and j1 + · · · + jn = k.
Therefore, Jk−1mc * Jk, and so Ik 6= Jk. 
By Proposition 2.2, if Ik = Jk for some k, then Ik = Jk for all k > (n− 1)(a− 1).
The next result gives a more precise statement about the smallest number k for
which Ik = Jk.
Proposition 2.3. Let J and I be as in (1). Then, for 2 ≤ k ≤ (n − 1)(a − 1) we
have Ik = Jk and Ik−1 6= Jk−1, if and only if
s(J)− (k − 1)m+ 1 ≤ c ≤ s(J)− (k − 2)m.(2)
Proof. The first inequality is proven in Proposition 2.1. For the second inequality
we have Ik−1 6= Jk−1 if and only if Jk−2mc+ . . .+ J(mc)k−2+(mc)k−1 6⊂ Jk−1. Then
to have Ik−1 6= Jk−1, we must have
(k − 2)d+ c ≤ s(Jk−1).
Using the first equality in Proposition 1.4, we have c ≤ s(J)− (k − 2)m. 
Lemma 2.4. Let S = K[x1, . . . , xn] and a, k, c ≥ 1 be integers. Then,
(xa1, . . . , x
a
n)
k
m
c = mka+c
if and only if c ≥ (n− 1)(a− 1).
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Proof. Let F = (xa1, . . . , x
a
n)
k. Then (xa1, . . . , x
a
n)
k
m
c = mka+c if and only if F≥ak+c =
m
ka+c, which is the case if and only if ak + c ≥ s(F ) + 1. The desired conclusion
follows from Lemma 1.2. 
Lemma 2.5. Let I and J be as in (1) and 1 ≤ k ≤ (n − 1)(a − 1). Then, for
c ≥ s(J)− (k − 1)m+ 1 we have
(a) (xm1 , . . . , x
m
n )
k
m
c−d = mkm+c−d.
(b) Jkmc−d = (xam1 , . . . , x
am
n )
k
m
km+c−d.
(c) Jk−1mc = m(k−1)d+c.
(d) Ik = Jk + Jk−1mc.
Proof. (a) Since c− d ≥ (n − 1)(m− 1) by the assumption, the proof follows from
Lemma 2.4.
(b)follows from (a).
(c) Note that Jk−1mc = m(k−1)d+c if and only if (k − 1)d+ c > s(Jk−1). Thus the
statement follows from Corollary 1.4 and the assumption c ≥ s(J)− (k − 1)m+ 1.
(d) We have Ik = Jk + Jk−1mc + . . . + J(mc)k−1 + (mc)k. On the other hand,
we have Jk−1mc = m(k−1)d+c by (c). Hence, Ik = Jk + Jk−1mc because the other
summands are contained in m(k−1)d+c, since they are generated in degree greater
than (k − 1)d+ c. 
The ideals as in (1) depend on three parameters: a, m and c. In the following
we fix n = 2 and let c = s(J) − (a − 2)m + 1 = d + m − 1 = (a + 2)m − 1. For
these choices of n and c we denote the ideal defined in (1) by Ia,m. In other words,
Ia,m = (x
am
1 , x
am
2 )(x
m
1 , x
m
2 ) + (x1, x2)
(a+2)m−1.
Proposition 2.6. Let as before a ≥ 3 and m ≥ 1. Then
µ(Ika,m) =
{
(1−m)k2 + (am−m+ 2)k + 1, if k ≤ a− 1;
(a+ 1)k + 1, if k ≥ a− 1.
Proof. Note that the two formulas for µ(Ika,m) coincide for k = a − 1. Now let
k < a− 1. By Proposition 2.3, Ika,m 6= Jk where J = (xam1 , xam2 )(xm1 , xm2 ).
First we show that in this case
µ(Ika,m)− µ(Jk) = −mk2 + (am−m)k.
Indeed, it is clear that Jkmm−1 ⊂ m(ka+k+1)m−1. Then, by using Lemma 2.5 (d) and
(c), we get
µ(Ika,m)− µ(Jk) = µ(m(ka+k+1)m−1)− µ(Jkmm−1).(3)
By Lemma 2.5 (b), we have Jkmm−1 = (xam1 , x
am
2 )
k
m
(k+1)m−1. Thus the set
{x(k−j)am+i1 xjam+(k+1)m−1−i2 : i = 0, . . . , (k + 1)m− 1 and j = 0, . . . , k}
generates Jkmm−1. Since k < a− 1, it follows that am > (k + 1)m− 1. Therefore,
0 < 1 < · · · < am < am+ 1 < · · · < am+ (k + 1)m− 1 < 2am
< · · · < (k − 1)am+ (k + 1)m− 1 < ram < · · · < ram+ (k + 1)m− 1.
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This shows that µ(Jkmm−1) = (k + 1)(k + 1)m = (k + 1)2m. Therefore (3) implies
that
µ(Ika,m)− µ(Jk) = (ka + k + 1)m− (k + 1)2m = −mk2 + (am−m)k.
By Proposition 1.5, µ(Jk) = (k + 1)2 for k < a− 1. Thus in this case,
µ(Ika,m) = (k + 1)
2 −mk2 + (am−m)k = (1−m)k2 + (am−m+ 2)k + 1.
For k ≥ a − 1, Proposition 2.2 gives us that Ika,m = Jk. So, by Proposition 1.5,
µ(Ika,m) = (a+ 1)k + 1. 
For any real number α, the round of α, which is denoted by ⌊α⌉ is defined as the
nearest integer to α, that is,
⌊α⌉ =
{
⌊α⌋, if α− ⌊α⌋ < 1/2;
⌈α⌉, if α− ⌊α⌋ ≥ 1/2,
where ⌊α⌋ is the largest integer less than or equal to α, and ⌈α⌉ is the smallest
integer greater than or equal to α.
Corollary 2.7. Let a ≥ 3 and m≫ 0, and let t = ⌊(a− 1)m+ 2
2m− 2 ⌉. Then µ(I
t
a,m) >
µ(Ika,m) for all k ∈ {1, . . . , a− 1}, k 6= t. For m≫ 0, t ≈ a−12 .
Proof. Set f(x) = (1 − m)x2 + (am − m + 2)x + 1. Then f(k) = µ(Ika,m) for
all integers 1 ≤ k ≤ a − 1. Taking the first derivative of f(x), we get f ′(x) =
2(1 −m)x + (am −m + 2). Therefore, f ′(s) = 0 for s = (a− 1)m+ 2
2m− 2 . Since the
coefficient of x2 in the equation of f(x) is negative, the point p = (s, f(s)) is a local
maximum of f(x). By the symmetry of the parabola, it follows that f(k) = µ(Ika,m)
has a local maximum, if and only if there exists no integer h such that s = h+ 1/2.
This is the case if and only if
(a− 1)m+ 2
m− 1 is not an odd integer. For a ≥ 3 and
m≫ 0 this fraction is not even an integer. 
Corollary 2.8. For any integer k0 > 1, there exist integers a and m such that the
function f(k) = µ(Ika,m) has a local maximum for k = k0.
Proof. Let ε =
(a− 1)m+ 2
2m− 2 −
a− 1
2
. Then 0 < ε < 1/2 for m ≫ 0. Let a be
an odd integer. Then
a− 1
2
is an integer. Therefore, ⌊(a− 1)m+ 2
2m− 2 ⌉ =
a− 1
2
for
m ≫ 0. The desired conclusion follows from Corollary 2.7 by choosing m ≫ 0 and
a = 2k0 + 1. 
Corollary 2.9. For any integer k0 > 1, there exists integers a and m, such that the
function f(k) = µ(Ika,m) has a local minimum for k = k0.
Proof. The ideal Ia,m has the desired property when a = k1 + 1 and m≫ 0. 
Similarly we conclude
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Corollary 2.10. Given an integer b > 0, there exist integers b0, a and m such that
µ(Ika,m) > µ(I
k+1
a,m ) for all k with b0 ≤ k ≤ b0 + b − 1, and µ(Ika,m) < µ(Ik+1a,m ) for
k ≥ b0 + b− 1.
3. Families of ideals I for which the local maxima of f(k) = µ(Ik)
exceeds any given number
In this section we use ideals Ia,m and their products to obtain ideals I, such that
the function f(k) = µ(Ik) has local maxima as many as we want.
For any given integer q, we construct a monomial ideal I of height 2 with the
following property: for i = 1, . . . , q there exist integers si < ri < ti such that
the intervals [si, ti] are pairwise disjoint intervals and f(si) < f(ri) > f(ti) for
i = 1, . . . , q. In other words, there exist monomial ideals I for which f(r) = µ(Ir)
has at least q local maxima.
Let Ia1,m1 ⊂ K[x1, y1], . . . , Ial,ml ⊂ K[xl, yl] be ideals as defined before, but in
polynomial rings in pairwise disjoint sets of variables. Set
I = Ia1,m1Ia2,m2 . . . Ial,ml.
For any j ∈ {1, . . . , l}, by Proposition 2.6 we have
µ(Ikaj ,mj ) =
{
(1−mj)k2 + (ajmj −m+ 2)k + 1, if k ≤ aj − 1;
ajk + k + 1, if k ≥ aj .
We now choose particular values for the integers aj and mj , depending on an integer
a ≥ 3. We choose mj = a for all j and aj = ja for all j. Then
I = Ia,aI2a,a . . . Ila,a, and(4)
µ(Ikja,m) =
{
(1− a)k2 + (ja2 − a+ 2)k + 1, if k ≤ ja− 1;
jak + k + 1, if k ≥ ja.
Hence,
µ(Ik) =


f1f2 . . . fl, if 1 ≤ k ≤ a− 1;
g1f2 . . . fl, if a ≤ k ≤ 2a− 1;
...
g1 . . . gl−1fl, if (l − 1)a ≤ k ≤ la− 1;
g1 . . . gl, if k ≥ la.
where fj = (1− a)k2 + (ja2 − a + 2)k + 1 and gj = jak + k + 1 for j ∈ {1, . . . , l}.
Theorem 3.1. Let q ≥ 1 be an integer. Then there exist integers a and l such that
for the ideal I defined in (4), the function f(k) = µ(Ik) has at least q local maxima.
Proof. Let p ∈ Q[x]. We denote by L1(p) the leading of p and by L2(p) the leading
term of p− L1(p). We show that
(a) f(ia) > f((i+ 1)a− 1) for i ∈ {1, . . . , l − 1} and a≫ 0.
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(b) f(ia+1) > f(ia) for i ∈ {1, . . . , l− 1} and a≫ 0 , if l/i > 1+1/2+1/3+ · · ·+
1/(l − i).
(c) Let i ≤ √l and l/i > 1 + 1/2 + 1/3 + · · ·+ 1/(l − i). Then
l/j > 1 + 1/2 + 1/3 + · · ·+ 1/(l − j) for all j < i.
(d) Let λ ≥ 4 be an integer, l = λ2, and i ∈ {1, . . . , λ}. Then l/i > 1 + 1/2 + 1/3 +
· · ·+ 1/(l − i).
Proof of (a): We compare L1(f(ia)) and L1(f((i + 1)a − 1)) for a ≫ 0. For k ∈
[ia, (i+ 1)a− 1] we have
f(k) =
i∏
j=1
((ja+ 1)k + 1)
l∏
j=i+1
((1− a)k2 + (ja2 − a+ 2)k + 1).
Therefore,
f((i+ 1)a− 1) =
i∏
j=1
((ja+ 1)((i + 1)a− 1) + 1)
l∏
j=i+1
((1 − a)((i+ 1)a− 1)2 + (ja2 − a+ 2)((i + 1)a− 1) + 1).
Note that, in the first product all factors are polynomials in a of degree 2, and in
the second product the first factor is a polynomial in a of degree 2 and others are
polynomials in a of degree 3. Therefore, L1(f((i+ 1)a− 1)) is a polynomial in a of
degree 3l − i− 1. On the other hand,
f(ia) =
i∏
j=1
((ja+ 1)(ia) + 1)
l∏
j=i+1
((1− a)(ia)2 + (ja2 − a+ 2)(ia) + 1).
It follows that L1(f(ia) is a polynomial in a of degree degree 3l − i. So f(ia) >
f((i+ 1)a− 1) for a≫ 0.
Proof of (b): We have
f(ia+ 1) =
i∏
j=1
((ja+ 1)((ia + 1) + 1)
l∏
j=i+1
((1− a)(ia+ 1)2 + (ja2 − a+ 2)(ia + 1) + 1).
Note that L1(f(ia + 1)) = L1(f(ia)). Thus we must compute and compare
L2(f(ia+ 1)) and L2(f(ia)). In general, if h1, . . . , hr ∈ Q[x], then
L2(h1 · · ·hr) =
r∑
s=1
L2(hs)
r∏
t=1
t 6=s
L1(ht).(5)
By using (5) we get
L2(f(ia)) = (l − i)!ila3l−i−1(
i∑
j=1
i!/j) + i!il−1a3l−i−1(
l−i∑
j=1
(i2 − i)(l − i)!/j).
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Similarly we get
L2(f(ia+ 1)) = (l − i)!ila3l−i−1(
i∑
j=1
(i+ j)!/j)
+i!il−1a3l−i−1(
l−i∑
j=1
(i2 − 2i+ j)(l − i)!/j)
= (l − i)!ila3l−i−1(
i∑
j=1
i!/j) + i!(l − i)!ila3l−i−1
+i!il−1a3l−i−1(
l−i∑
j=1
(i2 − 2i+ j)(l − i)!/j).
Hence
L2(f(ia+ 1))− L2(f(ia)) = i!(l − i)!il−1a3l−i−1(
l−i∑
j=1
(−i+ j)/j) + i!(l − i)!ila3l−i−1.
So f(ia+1) > f(ia) for a≫ 0, if L2(f(ia+1))−L2(f(ia)) > 0, which is equivalent
to have
i!(l − i)!il−1a3l−i−1(
l−i∑
j=1
(−i+ j)/j + i) > 0.
Therefore, if
l−i∑
j=1
(−i+ j)/j + i > 0,
then, L2(f(ia+ 1))− L2(f(ia)) > 0. So, it is enough to have
l − i > i/2 + i/3 + · · ·+ i/(l − i),
which is equivalent to have l/i > 1 + 1/2 + 1/3 + · · ·+ 1/(l− i).
Proof of (c). By assumption l ≥ i2. Therefore, l+1 > i2, and hence l−i+1 > i2−i.
It follows that 1/(l − i+ 1) < 1/(i2 − i) < l/(i2 − i) = l/(i− 1)− l/i. Thus
l/(i− 1) > l/i+ 1/(l − i+ 1).
So, since l/i > 1 + 1/2 + 1/3 + · · ·+ 1/(l − i) by the assumption, we get
l/(i− 1) > 1 + 1/2 + 1/3 + · · ·+ 1/(l− i) + 1/(l − i+ 1).
By using induction on i− j (i is fixed) desired conclusion follows.
Proof of (d). Let λ ≥ 4 be an integer, l = λ2, and i ∈ {4, . . . , λ}. It is well known
that
α∑
r=1
1/r < ln(α) + 1 for any positive integer α. Therefore,
1 + 1/2 + 1/3 + · · ·+ 1/(λ2 − λ) < ln(λ2 − λ) + 1 = ln(λ(λ− 1)) + 1
= ln(λ) + ln(λ− 1) + 1 < 2 ln(λ) + 1.
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Observe that i > 2 ln(i) + 1 for i ≥ 4. Therefore,
l/λ = λ > 2 ln(λ) + 1 > 1 + 1/2 + 1/3 + · · ·+ 1/(λ2 − λ)
= 1 + 1/2 + 1/3 + · · ·+ 1/(l − λ).
So, by (c) we get
l/i > 1 + 1/2 + 1/3 + · · ·+ 1/(l− i) for i = 1, . . . , λ.
Now, given a positive integer q, we construct an ideal with at least q local maxima:
we choose l = (q + 1)2. So l ≥ i2 for i = 1, . . . , q + 1. Therefore, it follows from (d)
and (c) that
l/i > 1 + 1/2 + 1/3 + · · ·+ 1/(l − i) for i = 1, . . . q + 1.
Hence, from (b) we get f(ia+1) > f(ia) for i = 1, . . . q+1 and a≫ 0. This together
with (a) completes the proof. 
Example 3.2. Let l = 16 and a = 20. So I = I20,20I40,20 · · · I320,20. Then Theo-
rem 3.1 implies that we have least 3 local maxima. Indeed, µ(I37) < µ(I38) > µ(I39),
µ(I55) < µ(I56) > µ(I57) and µ(I72) < µ(I73) > µ(I74). Computationally it can be
checked that µ(Ik) has actually 8 local maxima.
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