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We study the convergence behavior of the diagonal sequence of the Pad6 table 
associated with a function with branch points. Given a set of even number, 21, 
of the branch points, a unique set S is constructed which consists of a number of 
analytic Jordan arcs ending at the branch points. We assume that these arcs are 
nonintersecting. Let o(t) be a complex, never vanishing function defined on S, 
satisfying a Lipschitz type smoothness condition there, and let X(t) be the 
manic polynomial of degree 21 with zeros at the branch points. We construct 
orthogonal polynomials with respect to the weight function X;:“‘?‘(t) u(t) and 
study their asymptotic behavior. The orthogonal polynomials are defined without 
complex conjugation and the domain of integration is S. Some properties of these 
polynomials yield convergence in capacity of the diagonal sequence of Pad& 
approximants to f(t) ~: ssdt’X; (“‘)(t’)o(t’)(t’ - t)-’ in any closed, bounded 
domain of the complex plain cut along S. 
1. INTRODUCTION 
The aim of this paper is to gain some understanding of the convergence 
behavior of diagonal Padt approximants (approximants of the continued 
fraction) to a function with branch points. We treat functions which can be 
written in the form 
f(t) =: i t/t' X-"qt') u(t’)(t’ - t)-1. (1.11 . .T 
The set S consists of a number of analytic Jordan arcs ending at the given 
distinct finite points di, i = l,..., 21, in the complex plane. For a given 
choice of (CIA, S is given uniquely by a prescription described in Section 2. 
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2 NUTTALL AND SINGH 
The weight function ci, defined on S, is constrained to obey smoothness 
Condition 6.3. This allows, for instance, o to be an entire function. The 
polynomial X is 
“I 
‘Y(t) = n (f - Ll;) 
i I 
( I .2) 
and X (‘I’) denotes the value of X (I “) on a particular side ofS 
The functionf(l) has an expansion about the point at K 
From the coef‘ricients in this expansion may be found the [17,‘17] trobeniu\ 
PadP approximant to-t 
~II~~INITIOh I. I. The [/?!I?] Frobenius Pad6 approximant to f‘i\ 
[17:111 : V,(t-I)! w,,(t ‘J (I .3) 
where V,(r), W,,(t) are polynomials in t of degree no higher than JJ. which 
satisfy 
j(f) W,,(t 1) l’,,(t ‘) O(t “‘ii 1’) as t--p %. i 1.5) 
It is known [I] that the Frobenius Padt approximant always exists and ih 
unique, although V,, . Cv,, may not be unique. 
Our main result is Theorem 7.5 where it is shown that [17:17] converges in 
capacity to ,f in any closed bounded region of the complex plane not inter- 
secting S. The proof of this theorem is based on the connection between the 
PadP approximant [H/D] and the orthogonal polynomial p,!(t). The proof given 
does not apply to the special case in which S does not consist of / noninter- 
secting analytic arcs. 
~EFINlTIOP\I 1.2. An orthogonal polynomial of order 17. /I,,(/). ii ;I polj- 
nomial of degree ..n satisfying the relations 
i’ tit X ” “(f) U(t) t”[l,,(t) 0. k CL.... /7 I. t I .6J 
s s 
There is always at least one such polynomial not identically zero. 
We shall show below that we may choose W,(t-‘) t -‘“p,,(t), and that the 
convergence of the sequence [PI/H] follows from a knowledge of the behavior 
of p,,(t) as n -+ ‘Z. 
The determination of the asymptotic behavior ofp,>(t) forms the bulk ol‘the 
paper. We use a generalization of the method described by Sregii [2). We 
construct an approximation to u which ih the inverse of ;I polynomi:~l. ;~nd. 
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for large enough II, are able to find the orthogonal polynomials exactly for 
the approximate weight function. The required pn is shown to be the solution 
of an integral equation which can be solved by iteration for large n. 
To find orthogonal polynomials for the approximate weight function, we 
must solve the Jacobi inversion problem for the Riemann surface 2 cor- 
responding to y2 = X(t), which may be thought of as two sheets joined at S. 
This leads, for each it, to a set of points oli , i = l,..., 1 - 1, on 9. At least 
for an infinite subsequence of integers n, with consecutive members separated 
by no more than l, the polynomial p,(t) has, for large n, zeros near to those 
:yi that lie on the first sheet of W. The other zeros of pn are near S. 
The restriction of the path of integration in (1.1) that joins the points (dij 
might appear to be rather severe. However, in the case of weight functions u 
with some region of analyticity, this is not the case. For instance, let us 
consider the case of u entire. Then it is clear thatp,(t) and [n/n] are unchanged 
if S is distorted in any way that keeps its ends fixed and does not let S reach 
CO. From the Pad& approximants or the orthogonal polynomials we cannot 
tell which choice of integration path was used in their definition, but, at least 
for the subsequence, the particular set S is chosen as that approached by all 
but at most (I - 1) of the poles of [n/n] (the zeros of p,(t)) as IZ + x. 
This sort of behavior is to be found in the work of Dumas [3], who found 
explicitly, in terms of elliptic functions, the diagonal Pad& approximants to a 
function involving the square root of a quartic polynomial. The material in 
Section 5 generalizes this and could be used to obtain his results in more 
transparent fashion. The same goes for the work of Achyeser [4], which is 
related to a special case of Dumas’ results. 
For 1 =: 1 the results of this paper have been obtained previously [5], and, 
for some functions o satisfying condition (6.3), they are implied by the work 
of Baxter [6]. For I > 1, the results have been derived earlier for a particular 
choice of u and a restricted choice of (C&S [7]. 
In Section 2 we introduce the set S and give some of its properties. In some 
special cases it has been shown [7] that S may be characterized as the unique 
set of minimum capacity amongst all sets whose connected components each 
contain an even number of the points d, . We expect that this holds in general, 
but, since this property is not needed for the present work, we have not 
investigated the question further. 
Section 3 gives some properties of orthogonal polynomials (according to 
our definition) which mirror the properties of the Padt table. These results 
apply to more general weight functions than those considered here. 
The solution of the Jacobi inversion problem and some of its properties 
needed in the sequel form Section 4. These results allow us to put an upper 
bound to the length of the intercept of a block of the PadC table with the 
principal diagonal. 
In Section 5, we construct the orthogonal polynomials of sufficiently high 
order. t’or the case when CT(~) i< the inverse of ;I polynomial, in tcrm~ of’ L 
function meromorphic on fl. including amongst its zeros the point\ that 
came from the solution of the Jacobi problem. An explicit form 01‘ (111~ 
function i\ $ven, which ia needed in the discussion of convergence. 
The dcri\ation of the integral equation for /j,, in Section 6 ih rnodcleci 13ii 
that ot’Sze$i [3]. but the eslimates required are tnore involved. ,411 importartt 
result is Lemma 6.7 which permits UC to relate the asymptotic behal inr .11‘ /; 
to the Green’s function for- S with pole at IT. The method uhes ;I polynom1:11 
stppro\tm~tting (i t(t) on s‘. and the proof of the existence of ;I \uitabic 
polynomi,ti ih siben in Appendix 2. If we were prepared to strengthen rcquir2- 
merit (ii) of Condition 6.3 to apply to the whole of.5’. this demonstration \zoul~i 
be much simpler. 
Finall! in Section 7 the convergence proof for Padd approximan1\ I\ ~I\c:I. 
This i,, cc~mplicated by the fact that we have information o:i /I,.([ I for %t 
subsequence of the integers 17. but the generalir:ttion of the recurrcnc.c‘ r.cl;~t~~~t-i 
between orthogonal polynomial\ is used to ti!l in the gap\. 
Siegel ~I~,~L\s that there cxisl> ;I unique dit‘ferential of the third kind l/L V. I~~CP; 
is regular apart from simple poles at y, . x ) with residue\ 1 and 1, ,~nii 
which ha\ all its periods pure imaginary. In term5 oi‘~/E. we define 01? :V the 
multi\:tlued hyperelliptic integral of the third kind &r) h! 
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tial of the third kind which is regular apart from simple poles at a1 , co2 with 
residues 1 and --I. It follows [8] that there exist unique complex constants 
/3,, k = l,..., I - 1, such that 
Z-1 
YX--(lI*) dt - dE = 1 Pk dw,, . 
Ii-1 
Using (2.1) it follows that there exists a unique degree (1- 1) polynomial 
Z(t), coefficient of tL-l unity, such that 
dE = ZX-ljz dt. (2.3) 
Now a period of dE is defined as the integral of dE round any closed curve 
on 9?. A path in the complex plane from dI to a point near dk , a small circle 
round d,; , and the same path back to dI is such a curve. The function X--(l/*) 
has opposite signs at corresponding points on dIdk and d,d, . If we let the 
radius of the small circle approach zero we see that the period corresponding 
to this path is 
2 f2’ Z(t) X--(l/*)(r) dt 
‘il 
but we know this is pure imaginary. 1 
LEMMA 2.2. Zf Re $(t) = 0 for any gicen path from dI to a point in the 
complex plane, then Re 4(t) = 0 for all paths from dI to t. 
Pro& This follows because the periods of dE are pure imaginary. m 
DEFINITION 2.3. The set S in the complex plane is 
S := {t : Re $(t) = 01. 
We have seen that it does not matter which path is used in evaluating 4(t) in 
this definition. Our arguments have shown that S is uniquely determined by 
the points di . 
Next we give some properties of S. We suppose 
z(t) = n (t - Cf). i-1 
LEMMG 2.4. (i) S is the union of a finite number of finite analytic Jordan 
arcs, whose endpoints are chosen from the points di , ci . 
(ii) Each point di is the end of one arc and each point ci in S of multi- 
plicity (q - 1) is the end of 2q arcs, except that, zfc, = di , the number of arcs 
that end at that point is 2q -- 1. 
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(iii) The complement S’ of S is connected. 
(iv) Re $ is single-calued in S’. 
Prooj: (i) If I,, is a point where Re &t,,) : = 0, 4 is analytic, and +‘(I,,) 
0, then the equation $(t) -=m z in a neighborhood off,, may be inverted [9] to 
read 
t .-= F(z) 
with F analytic in a corresponding neighborhood. This shows that the locus 
Re ; -= 0 is part of an analytic Jordan arc near to t,, in the t-plane. The only 
other points on S are 11~ and those C, satisfying Re $(c,) 0, and these point5 
are the only points where the arcs can end. 
(ii) Suppose, for a particular value of i. that we have Re $(c,) 0. 
Since 
we have dgX/dt .- 0 at t C, . and thus near C, (assuming C, ti, . any j) 
$4(t) (6(Ci) A(/- c,)” 1 ‘I’, .-I 0. 
This shows that the locus Re 4(t) 0 consists, in the neighborhocjd <)I. c . 
of 2q analytic Jordan arcs endin g at C, [9]. In a similar way, by expanding d, 
in a power series in (f cl,)’ “. we may prove the rest of the statement. 
(iii) Suppose that S’, the complement of S. were not connected. SIIWZ 
d- in t as t mu z. we see that S’ extends to (;o in all directions. Thu\ .I” 
must contain a bounded domain whose boundary consists of the union ol‘ A 
finite number of Jordan arcs on which Re 4 0. Since this domain cannot 
contain a singularity of C$ as an interior point, we can define in this domain a 
single-valued analytic function $, whose real part. by Lemma 2.2, is zero t)n 
the boundary. This is a contradiction, since Re d, is not constant in the 
domain [IO]. 
(iv) Part (ii) shows that each connected component ofS must contain 
an even number of points ri( . The change in & as we go round a closed 
contour in S’ enclosing one or more components of S is a period of dE and 
the result follows. 1 
The 2q arcs ending at c, may be regarded as making up q analy’tic arcs 
ending elsewhere. and hence the description of S as a number of poAb!y 
intersecting arcs with endpoints {I/,: is justified. 
The function Re 4(t) is harmonic and single-valued in S’, is zero on 5 and 
behaves at ‘CC like -In : / ) const. It is therefore [I I ] the unique Green’\ 
function with pole at CC for S. 
From now on we shall assume that .Y is divided into two sheet\ b!, 5. Ihc 
function A’!? is single-valued in .T’. For later use vve arbitrarily assign a clir-cc- 
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tion to each arc of S. We denote by + that side of 5’ which is on the left as 
we move along the arc, and by - the other side. 
If F is a function defined on 92, we shall take F(tJ to mean F evaluated at t 
on sheet i. Where not specified, F(t) will mean F(t,). For tI ES, F+(t,) will 
mean the limit of F(t,) as t approaches S from the + side. In the case of 
X-“‘z), we shall abbreviate A’;cl’z’(tl) by X;c1’2’(t). 
3. ORTHOGONAL POLYNOMIALS AND PADS APPROXIMANTS 
In Section 7 we shall need some general results, assembled below, on 
orthogonal polynomials and PadC approximants. The precise form of all the 
results is not available elsewhere, but their content is not new [l]. 
Here, we shall make no use of the special character of S or the smoothness 
of u. In this section we shall write C? for CTX;(~“). 
From any orthogonal polynomial of order n, we can construct the [n/n] 
Padt approximant tof(t) by the next lemma.. 
LEMMA 3.1. For any n > 0, the [n/n] Frobenius Padi approximant to f(t) 
may be written as 
[n/n] = p,‘(r) J-s dt’ CT(t’)[pJt) - p,(t’)](t’ - t)-‘. 
Proof. We show that 
(3.1) 
Hqt-1) = t-p,(t), 
0.2) 
Vn(t-‘) = t+ f dt’ ~(t’)[p~,t) - p,(t’)](t’ - t)~‘, 
s 
satisfy (1.5). They are both clearly polynomials in t-l of degree no higher 
than n. We have 
f(t) Wn(t-l) - Vn(trl) = trn js dt’ “(t’)pJt’)(t - t)-’ 
= -t-n-1 
.c 
dt’ G(t’) p,(t’) f (t’/t)” (3.3) 
s L=O 
= a-2T’-1) 
from (1.6). 
The converse of Lemma 3.1 is 
LEMMA 3.2. If the [n/n] Frobenius Pad& approximant to f (t) can be written 
in the form r’(t)/r(t), where r, r’ are polynomials of degree CL, p - 1, respectively, 
p < n, then 
c 
dt o(t) r(t) t”’ = 0, k = O,..., n - 1 
‘S 
(3.4) 
Proof. The uniqueness of the Frobenius Pad6 approximant [I ] show4 that 
we must be able to find .v(f): a polynomial in t, of degree . II - p such that 
the functions appearing in the definition of the Pad6 approximant may bc 
written 
IV,, ( t ’ ) .C(l ‘) t !‘/.(I ). 
l,.,,(f ‘) s(t ‘)I ‘~/.‘(/j. 
and from (I .5) we obtain 
.S(f ‘) I ‘,r(/),f(t) .s(t j),-,‘,“(f) ocr 2,’ 1). t.7.i) 
We have for larp: t 
.s(t ‘11 ’ ,/:, cl/‘t?(t’) I.(!‘) 21: (f’ t)’ 
‘, 0 
$(, !);“: ( r/t’cr(f’)r(t’Nr 11 ’ 
. 5 
\(I ‘) t j !/t’Glr’)(rlf’, 0t)K1 ii 
\-(I :) t ‘YYI) [I/) \(i :)t ‘\‘(I, 
where .s’(t) is :I polynomial in t of degree /C 1. Substituting (3.5) @Le., 
Since .s ‘(t I) C&t” ‘1). the result follows on equating power\ 01‘ ! !. 
I! CL..., /I ~~ 1. 1 
Proqf: Suppose that p,# . I’,, are two independent orthogonal polynomial, 
of order 17. The uniqueness of the Frobenius Pad6 npproximant [I]. \vith 
Lemma 3.1. show\: that there are polynomial\ /I’. 1.’ such that 
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Let ij,,(t j be that factor of p,(t) remaining after all common factors of y’, pn 
have been removed. Then (3.6) shows that Fn(t) is unique (up to a constant 
factor). For any pa(f) we may write 
P,(f) = P&> s(t) (3.7) 
with s(t) a polynomial. 
The fact that p,(t) is an orthogonal polynomial follows from Lemma 3.2. 1 
LEMMA 3.4. (i) There exists a sequence of nonnegatice integers, vi, 
called basic integers, 0 := v1 < v2 < va ..., such that jivi is of exact degree vi 
and /, r) =-: ii,.; , n == vi , vi + I,..., vviiml - 1. For no other value of n does 
js, = r,z.i . 
(ii) For itltegers of the ,form v, , vi - 1, and no others, the orthogonal 
polynomial is wlique up to a constant factor. 
Prooj (i) Take any n, and suppose that the degree of Fn is p .< n. Also 
suppose that 
I’ tit G(f) t”@,(t) =- 0, k =: 0, l,..., h - I (3.8) s 
with X .,: n. We assume that (3.8) does not hold for k = A. 
It follows that pn(t) is an orthogonal polynomial for orders p, p -I- I,..., h. 
Thus it gives rise to [N/N] Padi approximants for N mz CL,..., h. All these PadC 
approximants will have, from Lemma 3.1, the form jY/p71, with j? the same 
for each ,V. Since N = n is among the values considered, we know that p’. 
Pn have no common factors. Thus for each N = CL,..., h, the argument of 
Lemma 3.3 shows that jjn is the irreducible orthogonal polynomial. 
(ii) This is obvious for order vi . For order IZ = vi - 1, let us write 
rn - -_ I’,+1 . Then an orthogonal polynomial for order n is &(t). Any other 
independent orthogonal polynomial of order n has the form j?,,>(t) s(t), with 
s(t) a polynomial of exact degree 21. Suppose that (t - a) is a factor of s(t). 
Then the argument of Lemma 3.3 shows that there exists a polynomial r(t) 
such that the [n/n] PadC approximant may be written r(t)/&(t)(t - a)). 
Lemma 3.2 shows that 
i dt 6(t) p,Jt)(r -~~ a) t” = 0, k z I,..., I? ~- I. (3.9) - s 
Since j?,,(t) is an orthogonal polynomial of order n, we deduce from (3.9) that 
s dt o(t) p,,(t) t” = 0, k == l,..., II s 
which contradicts the properties of basic integers discussed above. We 
conclude that the orthogonal polynomial of order vi - 1 is essentially unique. 
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For integers II other than those of the form V, . EJ, ~~ I, (3.8) shows that 
‘psi is an orthogonal polynomial of degree n, where V, is the largest basic 
integer ( II. fl 
We now obtain a generalization of the usual recurrence relation \;tti\licd by 
irreducible orthogonal polynomials. 
LEMMA 3.5. Jf'p <; v . h nre consccwtir~c iutqrrs jiom the .squLvlc’c /j, I)/ 
the pserious lernn~u. thm u po(lnomial Q(t) of c1suc.t &gtw ,\ :‘. ;III~ u 
constant C nq~ bc.found such that 
j?,, -= Qj?, L C’r,d ( 3. I 0) 
Proqf. Consider [ Q/7, Cji,, , where Q. c‘ ha\e the aboLe character. 
Then for any Q, C the polynomial 5 of degree A will satisfy 
pt ciit)r’~(r) :: 0. i, 0 ,.... I‘ ’ -. 
The conditions 
.I, dI6(l)f”~(f) 
0, I, 1’ I.....,\-- I 
constitute X LJ I linear relations between the coefficients ot‘ Q and C‘. 
(A -~- v i- 2) unknowns. There is therefore always a nontrivial 4ution. 
which is easily seen to be unique. The uniqueness of the orthogonal pnly- 
nomial of degree A proves the result. 1 
D’ is not idwtically ;LVO. 
ProoJ Suppose that 77 is the smallest basic integer v. Repeated 115~’ of 
(3.10) shows that 
P.1 Q”‘p,, ~ Q’S’/), , (.;.I?) 
where Q(ll is a polynomial of exact degree A yl, and Q ~5 is a poll nom~al of 
degree <<A 17 -~ 1. Similarly, we have 
CPU Q'"'pT, QcJ)p!. (1.13) 
where Qttl) is a polynomial of‘ degree II IL !. (I’” ;I po1> liollll;ll of 
exact degree v p. and the constant C may be zero. 
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Solving (3.12) and (3.13) gives 
We deduce that D’ = Q(3)Q(2) -- Q(l)Qf4) is not identically zero from the 
fact that, if it were, we would have 
Q’“‘pA = CQ’2’p, . 
The equation cannot hold, because the degree of the left side is greater than 
the degree of the right. 1 
4. THE JACOBI INVERSION PROBLEM 
In this section we discuss the solution of an example of the Jacobi inversion 
problem. We shall need this solution and some of its properties when we 
construct orthogonal polynomials. 
Suppose that S has p connected components and that 4 ,..., d, each belong 
to a different component. (We assume that only one arc of S ends at dI.) Let 
c = (Cl )...) CD-,) be a set of finite arcs joining d,d, , d,d, ..., d,-, d, , that 
do not intersect each other or S (except at their ends). We shall need hyper- 
elliptic integrals of the first kind, uk(ol), defined uniquely for a point u: on 
either sheet of W by 
u,(a) = 
s 
a dw, . (4.1) 
a.2 
If 01 is on the second sheet, the path of integration in (4.1) runs from co2 to 01 
without crossing S or the arcs of C. If 01 is on the first sheet, the path of 
integration does not cross the arcs C, but crosses S once near the point dI . 
We also define 2(1- 1) arcs in the complex plane, Lj ,j = l,..., 2(Z - l), so 
that Lj joins the points dI , di+l and does not intersect S except at its ends. A 
set of periods of the integrals of the first kind is given by 
where X-u/2) in dw, is evaluated on the first sheet. 
Central to our discussion is the solution of the Jacobi inversion problem of 
finding on B points ai, i = l,..., 1 - 1, along with integers 7j , ,j = I,..., 
2(1 - I), satisfying 
k = l,..., I - 1, (4.3) 
for different values of’ integers 11). II. M/klii. for each /i, 15 a sequence $11 ~~~mple~ 
numbers such that 
II’,,“’ * W’,, 4.41 111 I
It follows from the Jacobi inversion theorem [S] that (4.3) n1,1! .I: \I :I;, s he 
solved, perhaps not uniquely. 
An integral divisor is defined to be a set of points 13 /!!: ‘. I!:: I’. i..ct 
us denote by L’(p) the vector in Cc’ r) with components \ ! L, : ;’ ; .~ncl 
I UI .” \[ l If \, , i ! ,.... / 1 vary independently over z’. i ( b ) %;~rics 
over a domain ./ in C”- l). Let Sj denote the vector in C” r) with c~:m)x~nents 
-Qi,, . From the theory of Abelian integrals [X] we have that _(_i . I I..... 
I(/ 1) are linearly independent over the field of reals, and th\ri .!:;h PAIOI 
in Cc’ r) can be written uniquely as the sum of a vector in .I and .:n Integral 
linear combination of Qi . Two vectors L‘, , l‘2 in Cl’- r’ which co:-rc\pond in 
this way to the same vector in ./ are said to be congruent, anc! \.\c‘ \!l;iii \vrite 
“I - z’:! Also in C(l~ll we shall use the norm defined b! : c,;k: 
~ I’,, 12]1,“. We are now in a position to prove 
h, . ‘1 (Ire (‘ot1.YtNtlr.C itlricpllrlc’tl f ol’tr rrt1ti 111. 
Ptvo/I Equation (42) may be written as 
Since Q, . j I . . . . . ?(I I), are linearly independent on the IKIU or reals. 
and U( aI), (U( I) IV”!) are vectors in C (‘-‘r. there exist unique rc’ai numbers 
h, , pi. j I,.... I(1 1) such that 
21/ II 
i l I1 d 
Substituting in (4.7) and quatiny the coellicicnts of il i’or- cxh ,. ;Q;~!, i:i !hc 
relation (4.5). 
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Also since U((Y) E J, f;‘$” can be bounded by a constant independent of n. 
The proof is completed by observing, further, that W”” +VLico W. 1 
If (4.3) has two different solutions, say 01, p, then we have 
U(cx) = U(j3). (4.10) 
Abel’s theorem [8] shows that (4.10) can hold if and only if the two integral 
divisors 01 = (0~~ ... DZ-J and p = (PI ... pL-r) are equivalent, i.e., cy. - /?. 
The following lemma determines the equivalence class of an integral divisor 
in the case under consideration, the hyperelliptic 9. It uses the sheet inter- 
change operator h defined by [ 121. 
DEFINITION 4.2. We say that p = h( CL: 1 LI and p correspond to the same ) ‘f
point in the complex plane and P2 has opposite signs. 
LEMMA 4.3. (i) Suppose the divisor cx = (aI *.. CQ-~) may be written as 
0~ = d4yd yJG,) .-a y.ih(yi) mat.1 -.a az--1, j < $(I - 2) 
where 
ai # h(ak), i # k, i, k = 2j + l,..., 2 - I . 
Then a divisor /I is equivalent to 01 if and only ifit has the form 
(ii) Ifa - p and 01 has no pairedpoints (see Appendix 1) then LX = /3. 
We feel that this result should be known, but, since we do not know where 
a proof is to be found, one is given in Appendix I. 
To proceed, let us define subsets Sj, of C-l) as follows. 
DEFINITION 4.4. Forj<1--l,k<l-j-l, 
LEMMA 4.5. (i) For j b 1, k 3 0 we have that if s E Sj-l,k+l then s - 
U(c0,) E Sj, , and, ifs E Sj, , then s + U(col) E S,i--l,li+l . 
(ii) Ifs ES,,. and s ES,, , then s ES,, , k < I - 1. 
Proof. (i) If s ES,-,,,+, then there must be ai+kkl ,..., ~~~~~ such that 
(note that U(co,) = 0) 
l-l 
s ~- kU(q) + c U(ol;), 
i=j+7c+1 
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i.e., 
and the first part of(i) follows (U(Q m:-- 0). The second part of (i) is proved 
in the same way. 
(ii) There must be a divisor .I = (r,,)‘; x,, , ..’ I~-, and another 
divisor /3 - co& ‘.. /3-r such that 
Thus ~1 - ,8, and we conclude that either (Y -=: ,/I or from Lemma 4.3(ii), I 
contains at least two points that are images of one another under h. In the 
first case the result follows, and in the second we must have either (Lo- r 
h( co,) or N,,- 1 := h(a,_,). The first of these alternatives gives 1,. I1 co2 and 
the second means that $L. - (a$‘!r x2 li :( ... L, L. giving the result each 
time. 1 
With this we are able to prove 
LEMMA 4.6. Suppose that I~YJ haw (I sc~r~un~c~c ~fr~~~tors s, E Cc’ I’. i o..... 
I - I, such that 
Proqf Assume the contrary that s, E S,,, , j o,.... I I. Since ,s,, -- S,,, , 
Lemma 4.5(i) gives that .~r ES,,, Since we also are assuming that sr c: S,,, 
we deduce from Lemma 4.5(ii) that s, 6 S,, . Equation (4.11) then tells LI> 
that sp F S,,? and from the assumption we find .Y? E S,, In this manner wc 
deduce that s-r E S,,, I and .s,.-I E S,,, . implying the existence of a divisor 
that is equivalent to but different from (x,)~~~‘. which is impossible (Lemma 
4.3(ii)). 1 
Let us define for all sufficiently small E I 0, a set :V,’ C d near to z, by 
Nlc == {Lx : .L is on the first sheet of .& and ,X .< l m-1;. 
In the same way we define N,’ near m2. We introduce a set S;,% C C” I1 as 
follows. 
DEFINITION 4.7. SJ,, ~~ [.c : .c U(\X), \ 1, “. ‘I 1: lig N,‘. i I..... ;: 
N, EN,‘, i --z ,i ’ I ,...,, j -I- kj. 
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Proof. There is an s’ E Sj, such that s’ E U((co.$ (cc@ ~lj+~+.~ *** at-J 
where the 01~ are those that appear in Definition 4.7 and 
s - s’ = i (U(%) - U(q)) + f (U(q) - U(q)) 
i=l i=j+1 
and the result follows from the continuity of U(CQ) on @. 1 
By symmetry, we have S,,(E) = &(E). 
Now we are ready to consider the solution of (4.6), which we denote by 
arnsn. Remember that this may not be unique. The result at which most of this 
section has been aimed is 
LEMMA 4.9. (i) It ispossible tofindm, and E > 0 such thatfor allm > m, , 
there is at least one value of k from amongst m,..., m f I - 1, for which all 
solutions of (4.6) satisfy the condition 
c+” 6 N2 and a;-lc+l $ N,‘, i=l )...) 1 - 1. 
(ii) The solutions c&~, ~~~~~~~~ of(i) are unique for each k found. 
Proof. (i) We suppose that the result is not true. This means that there is 
an infinite sequence of values of m (depending on E) for which, no matter how 
small F, for all k = m,..., m + 1 - 1, there is at least one solution satisfying 
at least one of 019’” E N,‘, CX~~~+’ E N,‘. This means that at least one of U(olksk) E 
s;, ) U(Cyk*“+‘) E s;, holds. We can therefore find an infinite sequence of 
values of m and a function c(m) -+ 0 as m --f co, such that at least one of 
U(cL”Jq E S$‘, U(&k+l) E sgy k = m,..., m + 1 - 1. (4.12) 
Since U(a) E J, there must be a subsequence of this sequence, which we still 
denote by m, and a fixed vector s,, E C-l’ such that either I U(C+~) - s,, I + 0 
or / U(CX”~“+~) - s, 1 -+ 0 as m ---f co. Suppose that the first alternative holds. 
The argument is similar in the second case. 
From (4.7) we have 
~(~m+i,m+q _ u(amy G wm+i - u/‘m + ju(~Q. 
Thus for each j = O,..., 1 - 1, U( CP+~*~++) converges sequentially to sj where 
sj = s0 + jU(cxQ. Now since s$,“‘, s$~) -fm+m sIO , so1 , from (4.12) we have 
that 
sj E S,, or SiflES01 9 j = 0 )..., I - 1. (4.13) 
Since s. 3+1 = si + U(c& Lemma 4.5 shows that one alternative of (4.13) 
implies the other, so that both hold. But this is a contradiction (Lemma 4.6). 
640/21/1-2 
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(ii) If the divisor li.si. of (i) is not unique it I’ollows from Lemma J..: 
that A”,~ is in an equivalence class of divisors with at least one pair ~,/I(I,J. 
Setting .x1 m, we have that I:,” E iv,” which contradicts the resull of (i 1. 
Similar arguments prove the uniqueness of \I..!. ‘~ 1 
5. ORTfioGONAI. POLYNOMIALS I OR SIWIAL WI;IGH-IS 
In this section we construct explicitly (at least 111 terms of the AuCon 01‘ 
the Jacobi inversion problem) orthogonal polynomials for the ca>e in which 
n-l(t) - p,,,(t), where p,,,(r) is a polynomial of degree 17 -~ II! / I that 
does not vanish on S. From this we could, using Christoffel’s formula [I Ij, 
deal with the case in which cr was a rational fraction with no poles on 5, but 
we do not need this for the sequel. This work is a generalization of’ that of 
Szegii [14] for the unit circle and Dumas [3] for the case I -z= 2. 
Let us suppose that the zeros of pI,, are at I’, , i I..... iE. Then the Jacobi 
inversion theorem tells us that there is at Icast one divisor x I, iI , 
Y, t_ .X, satisfying. for 17 111 
Y] “’ J, 11’1 ” /‘,i( “2)” ” . / -I , Il., 15.1) 
In the divisor on the left, we assume that r, ,..., I’,~ are all on the \~ond hheel 
of 9. 
It follows [8] that there ib a function F(r). meromorphic on d. ~~nique ~113 
to a constant factor, that has zeros at the points of the divisor on the left and 
poles at the divisor on the right. The function &h(f)) has the same reros and 
poles with the sheets reversed [12]. The function F(t)F(h(t)) therel‘orc ha> 
zeros at fyi , A@,), i I,..., I I and r, . A(r,), i I .._.. 15 and poles OF order 
117 at X, , cc, Thus 
f(f)Wf)) P(t) p,,,(t) cons1 15.2) 
where 
Proof: The function q,,(t) is defined in the complex plane cut XI .Y. I\ / 
approaches S from the side F(t,) l F (t,) and f(h(t,)) -> F (ri j. I, C. 
Thus, on S, 
(I,,( t 1 p (t,) F‘ (t,) , ‘.-I) 
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and qn has no discontinuity across 5’. Since qn is analytic everywhere except 
at so, where qa = O(tfX), we deduce that qn is a polynomial of degree no 
higher than n. 
To check orthogonality, we compute 
/= 
J’ dt Jr--” .“1)( t) UJf) Pq,,(t). s 
We use (5.2) to obtain on S, 
4t) q,(t) =- p,,l’(wx) i- Fool)) 
:-- P(t)(F1l(t,) $- F-l(Q). 
Thus we have 
I = --; 
s 
rlt F1ld)(tl) I’(t) F-l&) t’. 
r 
(5.5) 
where I’ is a contour enclosing S, which may be distorted to the circle at 
infinity, since P(t) F-l(t,) is analytic outside S. If this is done we see that 
/ =: 0, k < n, as required, since P(t) F-r(t,) N tPit7-l as t + co. 1 
We remark that qn is of exact degree n unless at least one mj =- ml . 
In the next section, we need to consider a sequence of pm, and in order to 
discuss convergence, we will require a more explicit formula for F. We assume 
Y 1 ,..., 01,. are on the first sheet. 
LEMMA 5.2. The function F(t) may be written on thefirst sheet as 
(5.6) 
where 
Here, zi , i = I,..., I - I. and T)j , j = I ,..., 2(1- I) are chosen to satisfy 
(4.3) with 
W,,Tn = --(l/in) [ tit X;cl/z)(t) tA’ In u,,(t). (5.8) 
-s 
We have used the continuous function O(B) which satisfies O(E) -=z I-(~!~) if 
jCt]>l. 
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In the integral, In(t’ - q) is to be made single-valued by placing a cut 
from 01, to a3 that does not cross S or C. 
If any :ti should be at infinity, the appropriate limit must be taken. Similarly 
for a2 E S but not at an endpoint, the limit as ki --f S from a side determined 
by the location of (ii on .A must be taken. 
Pvoqf: From its form F(r) of (5.6) is analytic and single-valued in S’ cut 
along the arcs Lj . Plemelj’s formula [ 151 shows that F does not change as we 
cross L, ) and so F is analytic and single-valued in S’. If t ES we find. using 
Plemelj’s formula, that 
F (t) F (f) ‘ri H”(‘k,) P(f) CT,,,l(f). (5.9) 
( I 
For large t the integrals in (5.7) have an expansion 
where 
Ni, : (1/27i) )‘ c/t’.Y ‘I “‘(t’) t” ’ ]rn rr,<d(t’) i In(t’ \,I - s I 1 
“Ci I) 
z yI, j I/t’.\ ” “(I,‘) I” ’ / I . I.. 
If I is a point not on S, we have 
j:ydfr .Y,(1:21(f’) f’“~ I ln(t’ k) tit’ ,Y I’ “Yt,‘) 1’“~ ’ In(t’ \I. 
where r is a contour surrounding S but not including +. By distorting I’ to 
x except for sections from cc to Y and n to X. we find, for I . I\ i. 
.I, 
c/t’,Y-” yt’) 1’” ’ ln(t’ 1) Ti ).‘clt’.\ ” Z’(I,‘) t’i 1. 
. I 
If ‘v ES, the same result holds on taking a limit. 
Using this formula, we obtain 
UL =- (I 1277;) I, t/t .Y-‘1 Z’(t) t” ’ In u,,,(t) 
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Now X-cl~z)(rI) = -F1j2)(t2), so that 
j” dr X-W(t,) t”-1 - 2 j" dt x-(l/2,(t,) t"-1 
m co 
-s 
% 
- & X-W'(t) tk-1 + 
a!2 
j='dt X-W(t)t"-1 + jai dt X-W,(t) tk-1 
dl ml 
= U7c(%) 
where 01~ is to be placed on the first sheet of 3’. Thus, with CQ assigned to the 
sheets of !?Z as above, 
a, = (l/2+) js dt X;(lj2)(t) t”-l In u,(t) - f ‘2 u,(n$ 
i=l 
and this is zero from (4.3). 
We deduce that, as t --f co, the contribution to F from the integral terms 
in (5.7) is bounded. The remaining factor in F is 
(t - d$-” & (t - q) const 
so that F(t) = O(P) as t + co. 
Thus the function F(t) has zeros at 01~ ,..., 01, and an nth order pole at co. 
We define what we shall show to be its continuation to the second sheet of 2 
by 
2-l 
H(t) = JJ e2c4 et> f,(t) F-l(t). (5.11) 
i=l 
This function is analytic and single-valued in S’, with zeros at r1 ,..., r, and 
01 V+l ,..., OI~-“, and a zero of order (n - m) at co. Equation (5.9) shows that 
F@(t)) = H(t) provides the required continuation. On .!Z’, F(t) of (5.6) is 
meromorphic with poles and zeros as required and is therefore the function 
introduced at the beginning of the section. 
The argument is easily modified if an 01~ should be on S or at 00. 1 
6. ORTHOGONAL POLYNOMIALS FOR GENERAL WEIGHTS 
In this section we come to the problem of finding orthogonal polynomials 
p,(t) for a weight function u(t) satisfying Condition 6.3 below. Our procedure 
follows that of Szega [2] for the case of the unit circle. An integral equation 
satisfied by pll(t) is derived. The complication arises that, even for large n, 
the integral equation ma) not alMay\ be solved b\, iterntion, Ho\\c\cr. \\c 
shou lh;it >cllution is possible for an inlinitc squencc of integct-\ /ii. \iiti-t 
consecuIi\ e integers differing by no mot-e than :I constant, and inl;7rmatiot7 
about the remaining polynomials it, derived in Section 7 using the I.C\il!t\ cl!’ 
Section 7. 
Wc \hail Lt4c the polynomial< of the pt.c\iok, bcction I\,r :I iquct-i~~c :li’ 
weight l‘unctton> vr,,,(/). specified in C’ondittc)n 0.3. that ;tpproximatc ,;I/ ). 
The polo nomials of degree /II. 111 I. associated \4ith \keight (i,,,(/) \\i‘ ?h;i/! 
call y(r 1. c/‘(t ). The correspondin? functions F: P v, il l be denoted 1~~ !. I ’ end 
P, I-“. Similarly we shall UK 1, i,’ Ibr ty”‘“. i;““” ’ 
With II , ‘I’ delined from the weight v,,,(t) 01‘ ( ondttion 6.3. i\c dcni:lc iy 
Z the vxluence of integers given by Lemma 4 0 
P/YI:!/. The function k’(/. I’\(/ /I I I\ ;I pi\-t1otnial III / 01‘ &yec /I! 
and t/ii coctticient of t”” i\ (lo/. where ~j 0 ib the coefticicnt of t”’ t in 
q’(/ ). From the orthogonality of/~,., . we find 
We shall 5how later that the integral on the right-hand side of‘(h.3) c;mn1’1 bc 
zero for large enough 111. We thcreforc normalize /I,,, ~1 that the r.h.-. in!’ 
(6.3) is r/(t). 
For r r S. we have 
,I, (If’ .\’ ” “‘(I’) li,,,(/‘) A(/. /‘)(I I) I /),,,(I’1 
!, ( t/r’ ,k’ ” “‘(/,‘)(y(/) P’ct’) b- ‘(I i q’(t) P(/‘)I. ‘ i i Ii 
. i 
(/’ f) ’ /J,,,(f’) 
where l’is a closed contour including S but not I. We have used ;tn ;II’~UIIX~II 
similar to that of Theorem 5. I, No contribution results if I’ is distorted to 
%,. hut to compenatc we mu\t add the residue at / I. This gi\e\ i6. i ) !$1[11 
I~,~~ i7Y ” “‘(/,)(I?/) F’ ‘(I !L!‘i/ 1 f’(f) I- ‘if) i/c/ I! 
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Using (5.2) and the definition of q, we obtain 
p, = h-x-‘l’e’(t,) p;,‘(t)(F(h(t))(F’(t) -t F’(h(t))) 
-- F’(h(t))(F(t) $- F(W)))) 
= iiTX-‘lytl) p;l(t)(F(h(t)) F’(t) - F’(h(t)) F(t)). (6.4) 
This is a function meromorphic on %?, invariant under t ---f h(t), and bounded 
at co. The only such function is a constant. [ 
Before proceeding, we shall obtain some information on pm , the constant 
of (6.4). 
LEMMA 6.2. For m E Z’, we can jind p0 > 0 such that 1 pm [ > p,, , if 
m > m,, . 
Proof. We begin with the formula (6.4) and use (5.9) to obtain 
p,n = i7iX-(1’2)(tl)(QP(t) F’(t) F-l(t) - Q’P’(t) F(t) F’-l(t)) 
where 
Z-1 
J-2 = JJ eye,). 
i=l 
We shall evaluate t.~,,, by taking t --f co1 . The second term vanishes, and the 
first gives 
py,l = irr exp(a,’ - ad fr e(4 e(c~‘) 
i=l 
where a, , a,’ are given by (5.10) with IZ = m, m + 1. 
Because of the convergence of CYJ~~ to 0, we see that for large m, a,’ - a, 
can be large only if some CY+ , q’ are large, since the explicit II dependence 
cancels, and qj’ -- -qj cannot be large from (4.5). 
Thus we consider the form for large 01 of 
(l/2+)/ 
s 
dt'X;(1/2)(t')t'z-1 In(t’ - LX) 
,- (In a)(24-l Js dt’ X;-(lP)(t’) t’z-1 + O(cx-l) - -+ In a: + O(a-r). 
So from (5.6) we deduce 
r 
pm = zg (1 -I- I %’ IF1 iy (1 + I % I)-‘P 
i=u+l 
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where ,u, p- ’ are bounded independent of IM. The result follows from 
Lemma 4.9. 1 
To avoid excessive complication in the subsequent analysis, !ve shall 
assume from now on that S consists of I disconnected components, so that 
no point ci lies on S and only one arc ends at each point d, This might be 
regarded as the general case, and certainly the assumption holds when all 
points di are collinear. 
Suppose that we associate with each end point c/;, i I,..., 21, a set of four 
points on S, a?), ag’, a!), 0:’ not at d, . As we travel along S from d, , the four 
points are reached in the order given, and all are passed before we reach any 
of the points associated with the other end. Let us call the analytic Jordan arcs 
formed by following S from d, to the four points, A?‘, A?‘, At’, A:“. 
From the form of 4(t) given by (2.3), it is clear that, near t - dl, 4(t) is an 
analytic function of 4’ =- (t ~~ dI) 1/z The variable 1’ is suitable for use as a .
local variable on 2 near the point dI . It follows, since Z(d,) # 0, that there 
is a neighborhood 5? of 0 in the y-plane, in which $, X-11/2) are analytic and 
d&dy ;t 0. The curve 3 (j. : Re q5(y 2 L cl,) -: 01 is an analytic Jordan arc 
in the neighborhood of 1’ 7 0. through which it passes. If a point t on one 
side of S corresponds to .I’, then t corresponds to J’. 
Now suppose that a?), a:), a:‘, aa) are chosen so close to dI that they lie 
in the domain 2, and similarly for the other ends of S. Each of the four points 
is mapped into two points in the Jl-plane, --bill, --by), --b’,l’, -bj”, bi”, 
@I, by’, 6i1’ lying on S in the order given. Let us denote an arc contained in 
S, having end points a, 6, by .?(a, b). We may suppose that the - side of A?’ 
is mapped into 5 (0, b\“) and the side into s(O, ---by’). 
We assume that the weight function u(t) satisfies 
CONDITION 6.3. Let o(t) be a complex function defined on S. Then 
(i) there exist real A, B such that A _.a a(t)! :-a B > 0, t ES; 
(ii) for t, t’ ES - CiLIA:i’, h t ere exist constants 15, h > 0 such that 
u(t’)-’ -- CT(~)--~ i < L(ln ) t’ f l)-1-s’: (6.5) 
(iii) for t, f’ E A?’ 
; u(t’)-l - o(t)-’ < L(ln 1 y’ - .I’ ;)-I-* 
and similarly at the other ends. 
We show in Appendix 2 that these conditions imply a fourth. 
(iv) There is a polynomial p,,,(t) =: u;,,‘(t) of degree 07 - I 
that for large NZ 
sup I o(f) ,i,,,(f) const( In ~7) I ,’ 
ICY 
(6.6) 
.- I such 
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From now on, we use the sequence of weight functions urn given in Condi- 
tion 6.3. 
Several lemmas needed later now follow. 
LEMMA 6.4. Let us define in S’ 
W2(tJ * 
x&> = exp (7 J, dt’ (t’ - t)-’ X;(lje)(t’) In urn(f)) (6.7) 
and x(t) in a corresponding way. Then, for t E S, the limits x+(t), x-(t) exist and 
xm(t) --f x(t) uniformly as m - co, for t ES’ and xm*(t) ---f x*(t), uniformly, 
t ES. 
Proof. The proof is analogous to that of Szego’s [16]. Let us suppose 
that we wish to study the limit as t approaches a point t, E AF’ on the + side 
of S. Then we consider 
I = X1lz(tl) JIl, dt’ (t’ - t)-’ X.;‘liz)(t’) In a(t’) 68) 
for the contribution to the integral in (6.7) from S - Ai” obviously has a 
limit as t + t,, . Define s(y) = In u(t) and X(y) = X(t)(t - d,)-l. Then I can 
be written 
I = 2X1/2(y) y L(o,bil)) dy’ (y’” - yy Xl’2( y’) s( y’) 
and if we set s(-y) = s(y), we have 
z = x1’2( y, J-&bpaq 
dy’ (y’ - y)-’ 2W2( y’) s( y’). 
3 
Since from (6.6) s(y) satisfies, for y, y’ E S(--bF’, bir’), 
(6.9) 
j s(y) - s(y’)l < const(ln 1 y - y’ I)-‘-” (6.10) 
a standard argument shows that the limit of I exists at t -+ to+. 
To discuss convergence for large m, still with t,, E Ar’, we again need to 
study only 
Z, = X:i2(t) JAcl, dt’ (t’ - t)-l XI(lj2)(t’) In u,(t’) 
3 
= x1’2(y) ~,bill,b~l~ 
(6.11) 
dy’ ( y’ - y)-’ F1j2( y’) sm( y’) 
3 ’ 
with s&y) = s,(-y) = In u&t). 
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Following Szegii, we split S(-- ,!I:, , ;I ) (I’ 6”’ into an interval E containing thosi‘ 
points with distance from I’,, no greater than m~~r(ln m) ,‘. and its complement 
E’. For large enough IV, 15 C s( 6::‘. hf:‘). We have 
Now S( -b, , ‘I’ by’) is an analytic Jordan arc. and ,o,,,(.),~ cl,) ix a polynomial 
in 1’ of degree 2~. A generalization of the extension of Bernstein’s theorem 
pr&ed by Widom [I 71 shows that. for j’ F S( hlf’. @:I). 
It follows that 
S,ii(.l.‘) .)w(.1’,,) -_ const 117 ,I” .I0 1.’ (: I. 
Szcgii’s argument now applies to (6.12) to give the required result. 
If f is near another end, the argument is similar. while if t i; 5 1; -I .‘I~, 1’ 
a analogous argument applies. without the need for a transformatior1 01 
variable. m 
Let us define the function H( 1. f), / on the first sheet:of.# by 
H,( 1. t) 
, .\“,“(I,) . 
H( k)exp ,~-2ni ( tlt’(t’ t) I .i I’ )‘(f’)[Lln(r’ 11, I
. .5 
In(t' hII In(/ 1) In(t (/, 1; L on tir5t shec‘t 
(0. 1-l) 
t) 1 .Y (I “(t’) In(t’ 1): 
Y on second sheet 
In the integrals, the logarithms are determined as in Lemma 5.2. 
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(ii) For t in a closed bounded domain of S’, H(Lx, t) is a continuousfunction 
of 01 on the dissected 9, using the topology prooided by the local coordinate. 
(The diswction of 94? referred to makes 92 simply connected in such a way that 
thepathfiom q to 01 is that used in the dejinition of uk(a).) 
Proof. (i) For t E S - zf:, A !:I, the boundedness follows immediately, 
if necessary with the help of a contour distortion. 
Suppose then that y = (t - dJ1!” E 8. In a way analogous to that in 
which we obtained (5.10) we see, for 01 on the first sheet, that 
Hl(ol, t) = O(r) exp /$PS(tI)[~: dr’ (t’ -- t)-~l X-(l~z)(t,‘) 
-~ 2 jdl dt’ (t’ - t)-1 x- 
cc 
“~‘)(t,‘)) -+ 4 In(t - a)[ . (6.15) 
For .G ’ choose a neighborhood of y = 0 with boundary a positive distance 
from that of 9. Let /3 ES’ be such that y0 = (p - d,)l/” E 2’ -- 2’ and y,, is 
at a positive distance from 9. 
If q is not near any end of S the contribution in (6.15) from sz obviously 
satisfies the statement of the lemma. Suppose then that z = (CX - d,)li* and 
z E Y. We write Jz = J”a + Ji, and need only consider Ji . 
We have. using t' - ~1’” + dl , 
:X1 *(t,) j* dt’(t’ - t)-l X-(l!z)(t,‘) + 1 In(t - ,x) 
I3 
_ xl/*(y) y !” (IL" (J,‘* - ~'2-1 x-Cl/*)( y') -f- i In(~~* -. ~2) 
1Ju 
+ y l; dy’ ( yra -- 
(6.16) 
y2)-l 4 i ln(p2 - z’). 
” 
The analyticity of x-c1j2) (y’) in Y’~ shows that the first term in (6.16) is 
analytic in J’, while the remaining terms give 
ln(y - z) + &(ln(yo + y) - In(y, -- y)) + const. 
The treatment when 01 is near another end of S is similar. 
The term J? may be treated in the same way, but now we have 
X’Ytl) Id’ dt’ (t’ -~ t)-l X- (I /2)(tl’) == (analytic in J,). 
R 
The case of large 01 is treated as in Lemma 6.2, and the discussion when 01 
is on the second sheet is similar to the above. 
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(ii,) The continuity is immediate except when h changes sheets, which 
it can only do by crossing the arc of S ending at C& . We must therefore show 
that 
H,(cY _ > t) = z H&a.. , t) 
for n on the arc of S ending at c/~ . 
Now we see that 
. ri- . ‘/I 
z- I dt’(t’ -~~ t) ’ x- 
(l,‘U(fl’) - ( &‘(I’ I) ’ ,\ ” y/y) 
Using (6.15) and the equivalent formula for H,(cY, t), 
H,(a, t) = 19(a) exp 1 -~&Xl 2(t,) (1’ c/t’ (t’ - t)- 1 1 ca(t, 
. I- 
the result follows. i 
LEMMA 6.6. There is u neighborhood of’S( ~- by’, be’) in bt,hich x,,,(F 4 ) 
is an analytic,function of ~3. For J’ E S(--by’, by’) 
,for large enough II?, ~vl~rre the constmlt i.v indepcwdet~t qf 171. 
Proof. If we substitute n,,:(r) = p,, flFLl (t -~ 1’;) into (6.7) we find 
Lemma 6.5, along with a similar result for the In p,, term, gives the analyticit);. 
To discuss the derivative, we follow the approach used in Lemma 6.3, and 
the problem quickly reduces to obtaining a bound for the derivative of I,,, of 
(6.1 I). This means that we need a bound for the derivative of 
In this expression. we are to take the limit a\ J‘ approaches .$( h’:’ li,“; 
from one side. The function ,s.,,(.I,‘) i\ analytic i!l ;I neighborhood of:\‘( in’:‘. 
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b;“), so that (6.17) is analytic in y for y in a neighborhood of S(-bil’, b’,l’). 
We shall differentiate (6.17) and then take the limit as y + S(--b!$‘, b;‘). 
Differentiating with respect to y and then integrating by parts gives from 
(6.17) 
s ,%b~‘,b$“, dy'(y' -v)-l jsm(f) @;:l'*)) + x-"l"'(y')!3) 
- (y’ - y)-‘x-‘l/yy’) sm(y~)~~~;l) 
The arguments of Lemma 6.4 give the required bound except for the term 
s dy’ ( y’ - y)-’ X-(lj2)( y’)(ds /dy’) 111 . &b~),b$‘)) 
We see from (6.13) that 
dss,/dy < const for y E S(--hF), b:)). (6.20) 
In the same way as in Lemma 6.4, using the generalization of Bernstein’s 
theorem on (d/dy)(p,(y2 + dl)), we find 
1 d2s,Jdy2 / < const m2 for y E S(--bF), b:)), 
so that 
ds, d.ys,, 
4’ _’ 
x- < const m” 1 y’ - y / , y, y’ E S(--b$ 6;)). (6.21) 
Now write (6.19) as 
s .!?Gb~),b;‘)) 
dy’(y’ - y)-'~-(li21(y')2$! 
- d&r& 
dy I 
dy’ (y’ - y)-’ x--(l/2)( y') 
.%-b(j),b$‘)) 
+ JE dy’ (y’ .- y)-1 x-W( y')(% - 3) 
+ j-E,dy’(jr - y)-l~-W)(yt)(+ - +) 
where E = {y’ : y’ E S(--bL”, bf’ ), 1 y’ - y j < m-l} and E’ is its complement 
in S(--b’,l’ P) 3 3 . 
The limit as y + S(--bF’, b:‘) n ow obviously exists and the bounds (6.20) 
and (6.21) give the required result. m 
It is necessary to relate F(r) to the function 4(t) of Section 2. This is done 
by the following, 
y (t) Y (t) - 2X I’ ‘l(t) In(r tl, ) 
Thus we have 
-A” yt*) Y (t) in(t cl, ) = ~-x'2(t,) Y/~ f/j in(t ti, / 
and it follows that 
iif I, 
‘D,(t) $4, .Y-’ ‘(L))Y(T) 1 I,, 1. c/t’ Y ” “‘(t,‘)(r’ :i ‘/ 
/ I . 1. 
Ill(/ d,) 
4vcs a continuation of b,(t) onto the second ahect of 3. If 1111s i‘unction ii CT 
continued across a possibly different arc of S. the original t‘unctrc~n C/)(I) 
results. 
This discussion assumes that no arc L, has been crossed dut-ing IIIC ion- 
tinuation. If this should happen. +-,, ?--ib, must be added for c;~ch .IIC /., 
crossed. The conclusion is that Q(t) is a multivalued function c!ciineri on #/. 
any determination of which having on sheet i. i I. 2 the form I!* t 1 I p LI re 
imaginary. 
As in Lemma 5.2, the coefficient of t i in an expansion of the ilrtsgrals ii i 
brackets in (6.22) for large t is 
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and this is zero for k < I from (4.7). Thus, as I + co, (PI(t) - In t + const, 
Q2(t) - --In t + con&. 
The methods of the previous lemmas may be used to show that Q(t) is 
analytic on 9 in the local variable (t - di)li2 near t = dj . It also may be 
deduced that Q(t) - c#J,, is pure imaginary at t = dI . 
The difference between Q(t) and 4(t) is a function analytic on W, having 
pure imaginary periods, and the only such function is a constant [8]. The 
fact that &d,) = 0 completes the proof. 1 
LEMMA 6.8. Suppose that r,(t) is any polynomial in t of degree m, such 
that supfEs I r,,(t)1 == 1. Dejne the degree m polynomial R,(t) by 
R,,,(f) = p;; j-S dt’ X;‘l’“‘(t’>(u(“) 
- u,,Jt’)) K(t, t’)(t’ - t)-’ r,,,(t’). 
Then, if m is large enough, for m E 22 we haoe 
(6.23) 
/ R,,(t’)l < const(ln m)-Y 
where the constant is independent of m and r,, . 
(6.24) 
Proof. The first step is to prove that F, F’ are uniformly bounded on S. 
From (5.7) and (6.22), we have 
z-1 
/7(f) = e?bfAo n ff(aj , t> xdf> exp 
i=l 
bP(f,) 2(y) 5.j 1 
7 
dt’ (t' - t)-’ x-(l/yt,') - 1?$$", 1 (6.25) 
j=l Li 
and the boundedness follows from Lemmas 4.1, 5.4, 6.4, 6.5, and the fact 
that Re 4 = 0 on S. 
If t E S - c;:, A:‘, Szegij’s method applies almost directly. Since K(t, t’) 
is a polynomial in t’ of degree m, the generalization of Bernstein’s theorem 
used in Lemma 6.4 shows that, for t, t’ E S - CfL, Ay’ 
/ K(t, t’)l < const m / t - t’ ( ;;T I K(t, t’)l . (6.26) 
The definition (6.2) of K(t, t’) shows that its modulus is uniformly bounded 
for t, t’ E S. The result (6.24) follows after splitting S into a part with points 
distance <m-l (In m)-l from t, and its complement, just as in Szegii. 
Now suppose that t E A, . (I) The contribution to R,(t) from the integral over 
S - A:’ may be bounded, using (6.25), by 
which satisfies (6.24). 
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To treat the remainder of the integral, we shall need suitable bounds for 
K(t, t’), which is 
K(t, f’) = (F..(t) I- F?(r))(F,.‘(t’) ~’ F-‘(t’)) 
.~ (F..‘(t) F-‘(t))(F,(t’) -: F_(t’)). 
If we write 
F’(t) @“‘x,,,(~) g(t) 
then one part of (6.27) becomes 
F,.(r) F ‘(t’) ~~ FL’(r) F, (t’) 
(6.27) 
(6.28) 
( ‘< ,e 4 0’) g.(t)g .‘(t’) ~- 2 “‘g ‘(t)g,(t’)i. (6.29) 
From Lemma 6.5 and a similar result for the integral over L, in (6.25) we 
see that the expression in brackets in (6.29) is analytic in y’ for .v’ E 2. with 
bounded derivative, and vanishes at J,’ )I. Since the other factors in (6.29) 
are bounded on S, we deduce for J’, ~1’ E Y. 
, F+(t)E_‘(t’) ~ F ‘(t)F:(r’) i const ~ I* - .\’ 1 . 
A similar argument applies to another part of (6.27) so that we write. for 
y, y’ E 9 
F.e(t)F.‘(f’) F ‘(t) F (t’) /.‘ (t)F ‘(I’) - F:~‘(t)F (f’) 
where G(1; .r’) is analytic in J’, J.’ and 
etw”g(f) g’(t’) -~ (~G~~~’ g’(t)g(t’) --~ (,\s ~~~ y’) G( j,, 4”). 
Since the left-hand side of (6.30) vanishes if t t’, it follows that the term in 
brackets on the right-hand side of (6.30) vanishes when J” = ~-J’. We use 
Lemma 6.6 to bound the derivative of xi,, with respect to 4” by const nz. The 
other terms in the bracketed factor in (6.30) have a similar bound. We may 
therefore conclude that the bracketed factor is bounded by const J 1 J.’ 171 
In m for y, y’ E S(--b$l), b:)). 
The rest of K(t, t’) may be treated as above, so that we end up with the 
two bounds for y, 4” E S(( bp’. hF’) 
K(t, t’) -.- const(: J’ .1’ I.’ I’ ) (h.31) 
const .I,’ I’ -1.’ I’ 117 In /II. (6.32) 
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We now have for t E Ai*’ 
/ jA(‘) dt’ Xyyt’)(u(t) - a,(t’)) Iqt, t’)(t’ - t)-1 r,,(f)1 
4 
-c const (In RZ-~-~ j 1 dy’ 11 Y’~ - y2 1-l 1 K(t, t’)i . (6.33) 
S(O,bp) 
The integration contour in (6.33) is split into a part for which I y’ - y I < 
m-l, in which bound (6.32) is used, and its complement in S(0, @I), where 
bound (6.31) is used. The result follows immediately. 1 
We come now to a basic theorem. 
THEOREM 6.9. Suppose that S has I components and that u(t) satisfies 
Condition 6.3. Then, provided m EC is large enough, p,(t), the orthogonal 
polynomial of order m for weight o(t), is unique and may be normalized so that 
pm(t) =.q(t) + (In m)-^ emQct)y,(t) (6.34) 
where y,,(t) is uniformly bounded in any bounded region of the complex plane. 
Proof It follows from Lemma 6.8 that, for large enough m, integral 
equation (6.1) can be solved uniquely by iteration. There is also no solution 
of the corresponding homogeneous equation so that the integral in (6.3) 
cannot be zero, andp,(t) is unique up to a constant factor. 
The form (6.34) follows immediately from our previous results. 1 
7. CONVERGENCE OF PADI? APPROXIMANTS 
For the values of m in the sequence 2 used in Theorem 6.9, the convergence 
in capacity of the diagonal PadC approximants tof(t) for t in a closed bounded 
domain not containing S follows immediately from the result of the theorem 
and (5.6). For the other integers, it follows from Lemma 3.4, that only the 
basic integers need be considered. 
LEMMA 7.1. There exists an infinite sequence .Z’ of basic integers and an 
integer m0 > 0 with the following properties. 
(i) If mEZ,m >m,, and v is the largest integer in 27’ that satisfies 
v < m, then pm(t) = r(t)p,,(t) with some polynomial r(t) of degree <l. 
(ii) The diJ&erence between two consecutive integers in 2’ does not 
exceed 21. 
Proof. (i) From Theorem 6.9 it follows that for each m E z, greater than 
some m, , the orthogonal polynomial of order m, p,(t) is essentially unique. 
640/21:1-3 
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From Lemma 3.4(ii), then, either 117 or (111 I) ij a basic integer. Let 2” 
(v : v ;-, H?~, , v is basic, v or v 1 ~2:. Since the consecutive members in V 
differ by no more than 1, m and v of the lemma satisfy the relation IPZ I’ i. 
The polynomial p,,!(t) can now be written as asserted in the lemma and the 
degree of r(t) cannot exceed 1. 
(ii) Follows from the t‘act that ifn7. v are a\ in Ii) then 111 ---- 18 i. 1 
LEMMA 7.2. For each basic intqer v “‘11 Xl, there exist 111. III’ I- \’ 
LlYtfr m* : ill, ~ 177 ~- v %’ 21. und polynomid~ Q, Q*. D, cf dqyw ‘81. .WC/I 
that 
I), ( ( ) = Qct)/Mc, Q*(t)/‘i,, (1) n(t) 
! 7.1) 
D(t) + 0 jbr some f. 
Proof. The proof follows from Corollary 3.6 and Lemma 7.1. 1 
Let R C S’ be a closed, simply connected, bounded domain, and L., be 20 
chosen that they do not intersect R. This choice of /., does not alter the 
results established so far. Since Re d(t) is the Green’s function, it may be 
shown [I I] that the locii Re q!(t) -=- X for different positive X are nested so that 
every point t for which Re 4(t) ~ A is contained within a closed cut-\-e 
making up part of the locus Re d(t) == A’ provided that A -.: A’. 
Define M, M’ by 
A4 inf (Re 4(t)), M’ sup (Re d(t)) 
ItN ,iR 
and denote by K’ the closed, bounded domain containing R given bl 
R’ := jl : MilOl Re 4(t) .M’I. 
For each basic integer v of Lemma 7.2 let F,,,(t), /;,,*(t)be the functions (5.6) 
corresponding to weight function p;‘(t) and values of n m. rn”, respectively. 
.4s in (6.28) we write 
I-;,, Fd’X,,, g, 
/L;,, . ‘P*~.Ixi,, 4a. 
We normalize p,,(t) by requiring that 
iI(f) =~-- R(f - t!) 
and 
4;; [: Q(t)l” -4 Q’(r) ‘1 1. (7.2) 
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x;le-mqQF,, $ Q*FW,*). Then gioen p > 0, for sujficiently large m, there 
exists 8&p) > 0 such that j v&t)/ > S,,(p) for all t E R - R, where R, C R and 
Cap UL) G I*. 
Proof. First we show that for each m, q&t) f 0 for some t E R. If this 
was not the case, then one would have that 
F,,,(r) _ Q*(t). 
L*( 0 Q(t) * 
(7.3) 
Equation (7.3) implies the relation among divisors 
where oi,?? , cy,* are the integral divisors to be used in (5.1) corresponding to 
E;, , C,,*, and A ,..., Pi , yl ,..., yj are the zeros of Q*, Q in the complex 
plane. We assume that all common factors of Q*, Q have been removed, and 
hence pi ~1 yj , any i,j. Equation (7.4) is equivalent to 
(q)3+j-‘i mmYlh(Y,) ... yjh(yi) = /3,h@,) ..a /$h(/$) 01,,*(c@--j+~. (7.5) 
Since (yII1 , a,,* have no pairs, the only possible way for (7.5) to hold is that 
i := j 17 0, which implies that 
(44 %M = %,*(4d. (7.6) 
This means that n,,rh has co2 for some of its components, which is impossible 
from Lemma 4.9. Thus for each m, qna(t) i 0 for some t E R. 
Further, for each m, q&t) is an analytic function of t E R. Therefore 
Cap it : I q,,,(t)1 = 0) = f f or any 5 > 0 implies that Tnl(t) = 0 for all t E R. 
Since q,,(t) is not identically equal to zero, given p > 0, for each m, one can 
find 8,,&) :> 0 such that 
Capft : q&)1 < Up>f = p. 
Now, suppose that the result of the lemma were not true. Then one could 
find a subsequence {k} such that S&-L) -+k+m 0. The sequence {k) may be so 
chosen that m* -- m = d is fixed. In the following, we show that this leads 
to a contradiction. 
Let a, and ok* denote the set of the coefficients of the powers of t ap- 
pearing in Q, Q*, respectively. Consider the point Pk = ol,ccl,c*akaL* E 9 C 
&a-l) ~J P7 where B?2(zp1) is the Cartesian product of 2(1 - 1) identical 
copies of .%. Since the canonically dissected B’ is compact, and owing to 
condition (7.2), uk , a,:* are confined to a bounded subset of Cal, .Y can be 
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chosen to be compact. Hence there is a subsequence of the values of [A-;. 
which we still denote by {kj, such that PA --+I+m P E .Y’. 
The functions Q(t), Q*(t) : Cx’ R -+ C are continuous on C”’ and 
analytic on R. Also since (,(N,~), tj(&,,*) are bounded (Lemma 4. I). they 
contain a convergent subsequence. Denoting this subsequence by {kj again. 
and noticing that H(a, t) is continuous on .‘V and analytic on R. we have 
from (6.25). that F,;(t), F,, *(r ): .V R * C map a convergent sequence in ‘1 
into a convergent one. 
Thus q,,(t) 7)(PL, I) : .‘/ R l C, for each /\. is continuous on / and 
analytic on R. And since P” + P, v,;(f) -+ y,,(t) v( P, t). The compactness 
of I<. together with the continuity of q,;(f) for I !- R. implies that the con- 
vergence is uniform with respect to t E R and hence ~j,~(t) is analytic in ,R 
Further. since 6,.(p) --+,, _, 0, we have that 
and hence. because of the analyticity of q,,(f J, ?l,,(t ) 0 for all t t: R. 
Also since Pi8 + P, cl,, , N, * + u,, , LI,)*, ‘1. . kl, * - L,, . .k(, . 
Q(r). Q*(t) ~’ Q,,(t), Q,,*(t) and g(t). <T*(t) -f g,)(r). .x,,‘1: ). 
We have used that x;‘(t) has a limit. Since Q(t). Q”(I) t c),,(r). Q(;(/ i. !j 
Yl -> ,fl:. y,“for eachj. Since i;ri”\ .I!,; i, a finite set, one can find a set X,, f ’ H. 
such that Cap( R,, .,) /k/2 and for large enough k. { [rI; :?J,“; L,~ I,, I (1 R, i 
NO\\ 
Q(f) 0 for I 1\‘:, i7.‘/ 
where RI, T C R is some set with Cap (R:, ,) p, 2. II is obviou:, noiv. thal 
Mt) Q,,J( f 1 
F,,( t 1 Q,,C 1 I 
i-or I R’ .) !?.Sl 
Equation (7.8) implies the relation (7.4) among divisors. with i,,, 1 ,, 
replaced by ,x,, , Y,)* on the left and the Pi . y, replaced by 13”. 7,” on the right. 
The same argument leads to the same contradiction as in the case of (7.4). 1 
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(ii) There is a constant independent of v such that 
1 p”(t)1 < const e(g/lO)nzM 
for all t E S. 
Proof. (i) Using (5.11) and (5.6), it is not difficult to show that, for t E: R, 
1 F,,(h(t))! < const e-jnM. 
Thus, for t E R, we have, with (6.34) 
p,(t) == F,(t) + O(ePM). (7.9) 
A slight change in the argument of Section 6 leads in the same way to 
p,-(t) = F,,,*(t) + O(e-m”). (7.10) 
Lemma 7.3, along with (7.1) gives the required result. 
(ii) Consider the 91 locii flj = {t : Re Q(t) =jM/lO/},j = l,..., 91, 
which are closed, nested, surround S, and are contained in R’. Let the mini- 
mum distance between the adjacent locii be 5. Then, since D(t) is of degree 
<=81, there must be at least one valuej, ofj for which all the zeros of D are at 
a distance of at least $4 from 19~” . For t E BjO we have, from (7.1) (7.9), and 
(7.10) that 
/ p”(t)1 < const(i&sZ e(g/lo)mM 
< const e(g/lo)‘mM 
for sufficiently large m. The constant may be chosen to be independent of v 
and t. The result now follows from the maxium modulus principle. 
We are now in a position to prove the main result of the paper. 
THEOREM 7.5. Provided that Condition 6.3 is sati$ed and that S consists 
of 1 components, the sequence of [N/N] Frobenius Pad& approximants to f(t) 
concerges in capacity to f (t) as N ---f CO, in any closed, bounded domain R C S’. 
Proof. The result for an arbitrary N will follow if it is true for the basic 
integers v, and for a closed, bounded simply connected domain S’. For this, 
using Lemmas 3.1 and 7.4, we have that 
I f(t) - [V/VII < i p,(t)l-l r-l s i dt’ I I a(f)! ! p&t’>; s 
< const r-lde-(I 110)mM8;1(p) I (7.11) 
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where 
It ih nob obvious that for any II. t 0. the right side oft 7. IO). h!. incrcalng 
177, i.e.. !I. may be made -.E. which prove\ the as>ertion. i 
The aim of thi> appendix I> to lind the cqui\alence cI:t‘i\ o!‘ ;i ii11 i~)r 
\ I ( . 1, , . that is. all divisors /3 13, ‘.’ j3, , \UCll that ;-: 1 1. l-01- 
terminology and a description of the theorem!, used the reader i\ rcf’erred tcr 
Sirgcl [S]. 
We shall c:lll two points y, . y2 on .8 3 pair I(‘ y, /7(y,). The> ~~rcsponcl 
to the ~mc point in the complex plane but arc on different sheet\. We \upp<l\e 
that 1 contains II? pairs and / I 2777 other unpaired points. \vith ii/ 
0, I . . . 
Noi\ any differential of the lir\t kind AI 177~7.1’ be Mritten ;I\ 
with ;; ;L degree (I 2) polynomial. II‘ ? i/11.. (hen J must ha\e /c’ro\ ii1 !Ile 
cornpIe\ plane at the unpaired points and also at the pointh correhponding to 
pair>. ij i (I I 3r7l I I 177 in all. Thu\ the dimension h (11‘ the 
vector yp:lce of firsr k~nti difl‘erentials juch that I ~/II, i< /J i’ ! 
(1 ’ III) 777. Suppohc that t/ i5 the dinien\inn of‘ the \‘ector \pac~: #)I’ 
functic>n\ of meromorphic on ‘.X 5uch that k ’ 1: The Kiemann lioch 
theorem hhows that 
A f‘unction f’for which x ’ f‘i\ 
/’ Q,,,(r 1 R,,,(i i 
where /i .,( t ) is a degree 177 polynomial which has it\ .azros at the paired point, 
or 1. and Q.,,(t) is any degree 177 polynomial. The dimension of the \ector 
space 01‘ huch functions is 171 I. and since C~ 177 1. it follows that c\cr\ 
function fill- which L-’ fh:l\ thih form. 
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APPENDIX 2 
In this appendix, we demonstrate that Condition 6.3(iv) follows from 
Condition 6.3(ii), (iii). Given a bounded function p(t) satisfying, with p = u-l, 
(ii) and (iii) of Condition 6.3, we demonstrate that it is possible to find a 
polynomial pm(t) of degree m, such that, in the case when S consists of 2 
separate arcs, 
sup 1 p(t) - p,,(t)1 c: const(ln m)--l--h. 
/ES 
(A2.1) 
The proof uses the orthogonal polynomials of Section 5 for weight (5 z 1. 
We shall use the notation of Section 6. Since xm(t) == 1, we have 
F(t) = e”nd(t)g(t). 
There is a sequence of integers, which we call ,Z, for which p;: is uniformly 
bounded. 
The function K,,(r, t’) is constructed as in (6.2) 
K&, t’> = 4&> q,n+&‘) - 4rrdf) qmw. (A2.2) 
Define the degree m polynomial Q,(t) by 
Q,(t) = P$ s, df’ x; (lqt’) K,,,(‘, t’)(f - r>y p(f) (A2.3) 
It follows as in Lemma 6.1 that 
Q,,(r) - PO> = P;’ js df’ x: cl’r)(t’) K,,,(t, t’)(r’ - t)-’ (p(f) - p(t)). (A2.4) 
To study this integral, we follow the method of Widom [17, Sects. 8, 111, 
Let us consider the contribution to (A2.4) from S, , one component of S, 
which we shall assume ends at -I, 1 (4 , &). We shall also assume t E S, . 
The change of variable 
t = gs + s-l) = l)(s) 
may be taken to map the exterior of S1 into the exterior of an analytic Jordan 
curve r, in the s-plane. The curve I’, passes through the points 1, - 1. Each 
arc of F, joining 1, - 1 corresponding to s1 , in such a way that points s, 
s-l E r, correspond to the same point of s1 . 
Equation (A2.4) may now be written 
QdO - ,@.I 
vw)M s' - s)(s' - s-l))-1 (/3($(d)) - p(t)) 
38 
where 
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Y(s) = 2 (t)(s) - l/i)-” 2). 
I 3 
Precisely as in Lemma 6.8, we write K,,, as the sum of four terms, one of 
which is, with t, t ‘ E S, , 
F.(t)F ‘(t’) ~ F,‘(t)F (t’) 
:-~ p(cf, (f)+d,+(“))( ,q.,-(t)g,‘(f’) $!J,(f” - g~~‘(r)$?Jf’) @+“)) 
K (say). (A2.5) 
If we substitute t’ =:~ $(s’), the factor in brackets in (A2.5) becomes an ana- 
lytic function of s’ in a neighborhood of r, . which vanishes when .v’ .s. We 
may therefore write 
where .F(s’, s) is uniformly bounded. For later use we note that 
Y(s ‘) 3( .s ‘, 3) 
Y(sf’)(s ’ ,\)-I <,-dh.(/) ,“~(d)(F-L(f) b- Itf) F.‘(f)F (f)) 
= - ;A’ “:“(t)(F+(t) F ‘(I) --- F--‘(t)F-(t)) c “‘flirb”) 
where we have assumed that 4(t) is continuous as we pass round S, except at 
-1. Using Lemma 6.2 we find 
Y(.r- 1) .qs-‘, .s) -( I /27ri) pL,,,c’l”‘,-+‘l). 
We now follow the procedure of Widom. If 2rrwi is the change in &‘t) as 
we pass round S, , we introduce a new variable 3 by 
-- = exp[(ljw)(+(llr(s)) - +(I )I 
This is a conformal transformation of a neighborhood of r, into a neigh- 
borhood of the unit circle, which has an inverse transformation .\ H(I). 
Suppose that 
m.0 ~J := n + rj 
where IZ is an integer and 71 : cs I. Then we have that the contribution from 
K to (A2.4) is 
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We note that 
2-l = expKl/w)(d(W’>) - W>)l 
and we may write 
f?(z’) - s-l = (z’ - z-l) qz’, z) 
where Y(z), z) is analytic and nonzero near the unit circle. We have 
3(z-1, 2) = (de/dz’)l, =z-l . 
The result is that we may write I, as 
I, = I ,_,, dz’ &f(z’, z)(z’ - z-y zv(p($(e(z’))) - p(t)) i 
-1 12'1=1 
dz’ (sqz’, z) - Z(z-1, z))(z’ - z-y z’“z’~(p(~(e(z’))) - p(t)) 
f X(z-1, z) J’ dz’ z~z’~(z’ - z-1)-l (p(t,b(ll(z’))) - p(t)). 
(A2.6) 
12'l=l 
Here, S(z’, z) is analytic, with uniformly bounded derivative for z’ near 
/z’/ = l,and 
df(z-1, 2) = (7ri)-1. 
The assumed smoothness of p(t) implies that the first term in (A2.6) is the 
Fourier coefficient of a function with modulus of continuity o(6) -=c const 
(ln 8)-1--A, so that [18] this term is bounded by const(ln ,)-1-A. The contribu- 
tion from the remainder of S has a similar bound. Widom shows that the 
second term may be written as R,(z-l), where 
1 
ak = 2Z I 
dz’ z’“+‘A(z’), iz’i=2 
with 
A(z) = ;; i,.,=, dz’ ‘($(B(z?)) . 
Thus R,(z) is the remainder after m terms of the function A(z), analytic in 
1 z / > 1, with modulus of continuity < const(ln @1-x on / z 1 = 1. It 
follows immediately [19] that R, is uniformly O((ln m)-A), but this is not 
adequate for our requirements. 
To construct the approximating polynomial of degree m, P,(t), we take a 
linear combination of polynomials &(t), k E Z, k < m, If [m/2] is the greatest 
integer not greater than m/2, let k, ,..., k,, be those members of .Z satisfying 
[m/2] :: k, < k, < .*. < m 
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so that, from Lemma 4.9. k, , ~- /i, /. Let us define Ai b!, 
A, = (k, 1 X,);(m ~~ [117,‘2]) i ‘..... I’. 
where h- , , is taken to he 177. We also set 
Thus 
0 : .\, . I///77. i I..... I,. 
We set 
P*,,(f) >: AQ,,,(f J. 
, 1 
from that part of K,,, discussed above. it follow\ that 
where 
so that 
h, -: const(ln x.1 i 
’ \‘ ,\,h, / 
I L.. corlat(1l1 iI!) ’ 
I 
The first term of (A2.7) is little different from the de la VallCe Poussin 
method of summing the Fourier series for A(: I). Indeed. we may write. 
using the definition of Dzi,,(,fi x) given by Feinerman and Newman [ZO]. 
Since aj is the Fourier coefficient of il function with modulus of continuity 
.::const(ln 8)--l ,4. we have [I81 
(1. const(ln j) ’ 
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and the second term of (A2.8) satisfies 
I j&2, 14ajZ-’ I < const(ln ~7)-~-.“. 
Theorem 1 of Feinerman and Newman [20] gives the same bound on the 
first term of (A2.8). 
The proof is completed by observing that the remaining parts of K,,, may 
be treated in the same way. 
ACKNOWLEDGMENTS 
We are indebted to Professor A. Edrei for providing us with a copy of Dumas’ thesis, 
and to him and Professor B. L. R. Shawyer for helpful suggestions. 
REFERENCES 
1. G. A. BAKER, JR., “The Essentials of Pad& Approximants,” Academic Press, New 
York, 1975. 
2. G. Sz~tiI), “Orthogonal Polynomials,” Chap. 12, American Mathematical Society, 
New York, 1959. 
3. S. DUMAS. “Sur le DCveloppement des Fonctions Elliptiques en Fractions Continues,” 
Thesis, Zurich, 1908. 
4. N. ACHYESTR, “Uber eine Eigenschaft der elliptischen Polynome,” Comm. Sot. Moth. 
Khurkof(Zapiski Insf. Mat. Mech.) 9(4) (1934), 3-8. 
5. J. NUTTALL, Orthogonal polynomials for complex weight functions and the conver- 
gence of related PadC approximants, unpublished. 
6. G. BAYTEH, A convergence equivalence related to polynomials on the unit circle, 
Tpar1.r. A/nrr. :Mnrh. Sot. 99 (1961), 471487; A norm inequality for a finite-section 
Wiener-Hopf equation, Illinois /. Math. 7 (1963), 97-103. 
7. J. NUTT-ZLL, The convergence of Pad& approximants for a class of functions with 
branch points, unpublished. 
8. C. L. SIECIEI.. “Topics in Complex Function Theory,” Vol. 2, Chap. 4, Interscience, 
New York, 197 I. 
9. E. HILLY, “Analytic Function Theory,” Vol. I, p. 267, Ginn and Co., Waltham, Mass.. 
1962. 
10. A. 1. MARKUSHEVICH, “ Theory of Functions of a Complex Variable,” Vol. II, p. 152, 
Prentice-Hall, Englewood Cliffs. N.J., 1965. 
11. J. L. WALSH, “Interpolation and Approximation by Rational Functions in the Complex 
Domain,” p. 65, American Mathematical Society, Providence, R.I., 1965. 
12. H. E. RAUCH AND H. M. FARKAS, “Theta Functions with Applications to Riemann 
Surfaces,” p. 145, Williams & Wilkins, Baltimore, 1974. 
13. G. SZEG@ Ref. [2], p. 30. 
14. G. SzEcij, Ref. [2], p. 287. 
15. N. 1. MUSKHELISHVILI, “Singular Integral Equations,” p. 42, Noordhoff, Groningen, 
1953. 
42 NUTTALL AND SINGH 
16. G. SZEG@ Ref. 121, Chap. 10. 
17. H. WIDOM, Extremal polynomials associated with a system of curves in the complex 
plane, Advan. Math. 3 (1969), 127-232, Lemma 2.1. 
18. N. K. BARY, “A Treatise on Trigonometric Series,” Vol. 1, p. 71, Pergamon. Oxford, 
1964. 
19. N. K. BARY, Ref. [18], p. 300. 
20. R. P. FEINERMAN AND D. J. NEWMAN, “Polynomial Approximation,” p. 58. Williams 6: 
Wilkins, Baltimore, 1974. 
