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ASYMPTOTIC BEHAVIOR OF A DELAYED WAVE EQUATION WITHOUT
DISPLACEMENT TERM
KAI¨S AMMARI AND BOUMEDIE`NE CHENTOUF
Abstract. This paper is dedicated to the investigation of the asymptotic behavior of a delayed wave
equation without the presence of any position term. First, it is shown that the problem is well-posed in
the sense of semigroups theory. Thereafter, LaSalle’s invariance principle is invoked in order to establish
the asymptotic convergence for the solutions of the system to a stationary position which depends on
the initial data. More importantly, without any geometric condition such as BLR condition [4] in the
control zone, the logarithmic convergence is proved by using an interpolation inequality combined with
a resolvent method.
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1. Introduction
Let Ω be an open bounded connected set of Rn having a smooth boundary Γ = ∂Ω of class C2.
Given a partition (Γ0,Γ1) of Γ, we will be concerned with the wave equation
(1.1) ytt(x, t)−∆y(x, t) = 0, in Ω× (0,∞),
as well as the following boundary and initial conditions
(1.2)


∂y
∂ν
(x, t) = 0, on Γ0 × (0,∞),
∂y
∂ν
(x, t) = −αyt(x, t)− βyt(x, t− τ), on Γ1 × (0,∞),
y(x, 0) = y0(x), yt(x, 0) = z0(x), x ∈ Ω,
yt(x, t) = f(x, t), (x, t) ∈ Γ1 × (−τ, 0),
in which α > 0, β ∈ R, ν is the unit normal of Γ pointing towards the exterior of Ω. Additionally, it is
supposed that Γ1 is nonempty while Γ0 may be empty.
It is well-known that the wave equation has been actively and continuously analyzed either qualita-
tively or numerically or both. This has led to hundreds of research papers and hence it is quasi-impossible
to cite all of them. Notwithstanding, we name few such as [2, 3, 4, 7, 8, 9, 10, 11, 17, 20, 21, 22, 23, 24,
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25, 28, 29, 30, 31] and shall survey those bearing a resemblance to (1.1)-(1.2). Indeed, the author in
[19] has been mainly preoccupied with the asymptotic convergence of solutions of (1.1)-(1.2) in the case
when there is no delay term (β = 0). Recently, a boundary delayed wave equation has been considered
in [26] but under the condition y = 0 on Γ0. Later, a non-standard energy norm has been provided
in [12]-[15] in order to analyze the asymptotic behavior of solutions to the system (1.1)-(1.2) where no
delay arises.
Based on the above discussion, the present article places primary emphasis on the study of the
asymptotic behavior of solutions of the system (1.1). The main motivation of our work is to deal with
a wave equation under the occurrence of a boundary delay term (in contrast to [19] and [12]-[15]) but
at the same time when no position term appears in the system (contrary to [26]). This will permit to
extend the outcome in [19] and [12]-[15] in the sense that we do take into account the presence of a delay
phenomenon. Additionally, we shall be able to provide a convergence result of solutions to (1.1)-(1.2)
despite the absence of any position term in contrast to [26].
The rest of this work is organized as follows. In Section 2, preliminaries are given and the problem
is set up. Section 3 is devoted to the proof of existence and uniqueness of solutions of our system.
Section 4 deals with the asymptotic convergence of solutions to an equilibrium state. In Section 5, it is
proved that the convergence is in fact polynomial. Finally, this note ends with a conclusion.
2. Preliminaries and problem statement
This aim of this section is to set our problem in an appropriate functional space. To proceed, we
assume without loss of generality that β > 0. Thereafter, consider the standard change of state variable
[16]
u(x, ρ, t) = yt(x, t− τρ), x ∈ Γ1, ρ ∈ (0, 1), t > 0,
and the state space
H = H1(Ω)× L2(Ω)× L2(Γ1 × (0, 1)),
equipped with the inner product
(2.1)
〈(y, z, u), (y˜, z˜, u˜)〉H =
∫
Ω
(∇y∇y˜ + zz˜) dx+ ξ
∫ 1
0
∫
Γ1
uu˜ dσdρ +
̟
[∫
Ω
z dx+ (α+ β)
∫
Γ1
y dσ − βτ
∫ 1
0
∫
Γ1
u dσdρ
][∫
Ω
z˜ dx+ (α + β)
∫
Γ1
y˜ dσ − βτ
∫ 1
0
∫
Γ1
u˜ dσdρ
]
,
where ̟ > 0 is a positive constant to be determined. Additionally, α, β and ξ satisfy
(2.2)
0 < β < α,
τβ < ξ < τ(2α− β).
The result below addresses the issue of equivalence of the usual norm of our state space H =
H1(Ω)× L2(Ω)× L2(Γ1 × (0, 1)) and that induced by the inner product defined by (2.1).
Proposition 1. The state space H equipped with the inner product (2.1) is a Hilbert space provided
that ̟ is small enough.
Proof. The immediate task is to show the existence of two positive constants L1 and L2 such that
(2.3) L1‖(y, z, u)‖H1(Ω)×L2(Ω)×L2(Γ1×(0,1)) ≤ ‖(y, z, u)‖H ≤ L2‖(y, z, u)‖H1(Ω)×L2(Ω)×L2(Γ1×(0,1)).
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Invoking Young’s and Ho¨lder’s inequalities, (2.1) gives
‖(y, z, u)‖2H ≤
∫
Ω
|∇y|2dx+ (1 + 3̟mes(Ω))
∫
Ω
z2 dx+ (ξ + 3β2τ 2)
∫ 1
0
∫
Γ1
u2 dσdρ
+ 3̟(α+ β)2mes(Γ1)
∫
Γ1
y2 dσ.
Thereafter using the trace Theorem [1], the above inequality yields
‖(y, z, u)‖2
H
≤ (1 + 3K̟(α+ β)2mes(Γ1))
∫
Ω
|∇y|2dx+ 3K̟(α+ β)2mes(Γ1)
∫
Ω
y2dx
+ (1 + 3̟mes(Ω)))
∫
Ω
z2 dx+ (ξ + 3β2τ 2)
∫ 1
0
∫
Γ1
u2 dσdρ,
where K is a positive constant depending on Ω [1]. This leads to the first inequality in (2.3). With
regard to the second one, we use (2.1) and apply Young’s inequality to get
‖(y, z, u)‖2
H
=
∫
Ω
(
|∇y|2 + z2
)
dx+̟
[∫
Ω
z dx− βτ
∫ 1
0
∫
Γ1
u dσdρ
]2
+̟(α+ β)2
[∫
Γ1
y dσ
]2
+ ξ
∫ 1
0
∫
Γ1
u2 dσdρ+ 2̟(α+ β)
[∫
Γ1
y dσ
] [∫
Ω
z dx− βτ
∫ 1
0
∫
Γ1
u dσdρ
]
≥
∫
Ω
(
|∇y|2 + z2
)
dx+ ξ
∫ 1
0
∫
Γ1
u2 dσdρ+̟(α+ β) [α + β − δ]
[∫
Γ1
y dσ
]2
+ ̟
[
1− (α + β)δ−1
] [∫
Ω
z dx− βτ
∫ 1
0
∫
Γ1
u dσdρ
]2
,(2.4)
for any positive constant δ. This, together with the generalized Poincare´ inequality∫
Ω
y2dx ≤ C
{∫
Ω
|∇y|2dx+
(∫
Γ1
y dσ
)2}
,
implies that
‖(y, z, u)‖2
H
≥ ̟(α+ β)(α+ β − δ)C−12
∫
Ω
y2 dx+ [1−̟(α+ β)(α + β − δ)]
∫
Ω
|∇y|2 dx+
∫
Ω
z2 dx
+ ̟
[
1− (α+ β)δ−1
] [∫
Ω
z dx− βτ
∫ 1
0
∫
Γ1
u dσdρ
]2
+ ξ
∫ 1
0
∫
Γ1
u2 dσdρ,(2.5)
provided that δ satisfies δ < α+β. Note also that C > 0 is the Poincare´ constant which depends solely
on Ω. Applying again Young’s and Ho¨lder’s inequalities, it follows from (2.5) that for any δ < α + β
‖(y, z, u)‖2
H
≥ ̟(α+ β)(α + β − δ)C−1
∫
Ω
y2 dx+ [1−̟(α+ β)(α+ β − δ)]
∫
Ω
|∇y|2 dx
+
[
1 + 2̟(1− (α + β)δ−1)mes(Ω)
] ∫
Ω
z2 dx
+
[
ξ + 2̟(1− (α + β)δ−1)β2τ 2mes(Γ1)
] ∫ 1
0
∫
Γ1
u2 dσdρ.(2.6)
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Finally, we pick up ̟ such that
̟ < min
{
1
(α + β)(α+ β − δ)
,
δ
2(α + β − δ)mes(Ω)
,
δξ
2(α+ β − δ)mes(Γ1)
}
.
which gives rise to the second inequality of (2.3).

Now we are ready to formulate the system (1.1)-(1.2) in an abstract differential equation in the
Hilbert state space H equipped with the inner product (2.1). First, let us recall that u(x, ρ, t) =
yt(x, t− τρ), x ∈ Γ1, ρ ∈ (0, 1), t > 0 and let z = yt, Φ = (y, z, u). Whereupon, the closed loop system
can be written as follows
(2.7)
{
Φt(t) = AΦ(t),
Φ(0) = Φ0 = (y0, z0, f),
where A is an unbounded linear operator defined by
(2.8)
D(A) =
{
(y, z, u) ∈ H1(Ω)×H1(Ω)× L2(Γ1 × (0, 1));∆y ∈ L
2(Ω);
∂y
∂ν
= 0 onΓ0;
∂y
∂ν
+ αz + βu(·, 1) = 0, and z = u(·, 0) onΓ1
}
,
and
(2.9) A(y, z, u) = (z,∆y,−τ−1uρ), ∀(y, z, u) ∈ D(A).
3. Well-posedness of the problem
This section addresses the problem of existence and uniqueness of solutions of the system (2.7) in
H. To do so, we shall evoke semigroups theory. We have
Proposition 2. Assume that the conditions (2.2) hold. Then, the linear operator A generates a C0
semigroup of contractions S(t) on H = D(A). Additionally, for any initial data Φ0 ∈ D(A), the
system (2.7) possesses a unique strong solution Φ(t)S(t)Φ0 ∈ D(A) for all t ≥ 0 such that Φ(·) ∈
C1(R+;H) ∩ C(R+;D(A)). In turn, if Φ0 ∈ H, then the system (2.7) has a unique weak solution
Φ(t) = S(t)Φ0 ∈ H such that Φ(·) ∈ C
0(R+;H).
Proof. The ultimate outcome will be the proof of the dissipativity and maximality of the operator A.
First of all, let Φ = (y, z, u) ∈ D(A). Using (2.1) and (2.9), we obtain
(3.10)
〈AΦ,Φ〉H =
∫
Ω
(∇y∇z +∆yz) dx− ξτ−1
∫ 1
0
∫
Γ1
uρu dσdρ+
̟
[∫
Ω
∆ dx+ (α + β)
∫
Γ1
z dσ + βτ
∫ 1
0
∫
Γ1
uρ dσdρ
] [∫
Ω
z dx+ (α + β)
∫
Γ1
y dσ − βτ
∫ 1
0
∫
Γ1
u dσdρ
]
.
This implies, thanks to Green formula and (2.8), that
(3.11) 〈AΦ,Φ〉
H
= −α
∫
Γ1
z2 dσ − β
∫
Γ1
zu(x, 1) dσ − ξτ−1
∫ 1
0
∫
Γ1
uρu dσdρ.
Applying Young’s inequality and using the fact that 2
∫ 1
0
∫
Γ1
uρu dσdρ =
∫
Γ1
(u2(σ, 1) − u2(σ, 0)) dσ =∫
Γ1
(u2(σ, 1)− z2) dσ, we deduce from (3.11) that
(3.12) 〈AΦ,Φ〉
H
≤
1
2
(
β − 2α+ ξτ−1
) ∫
Γ1
z2 dσ +
1
2
(
β − ξτ−1
) ∫
Γ1
u2(σ, 1) dσ.
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Exploring the assumptions (2.2), one can claim that the operator A is dissipative.
Now, let us show that the operator (I − A) is onto, which is equivalent to prove that given
(f, g, v) ∈ H, we seek (y, z, u) ∈ D(A) such that (I −A)(y, z, u) = (f, g, v), that is,
(3.13)


y − z = f, in Ω
z −∆y = g, in Ω
uρ = −τu+ τv, on Γ1 × (0, 1),
∂y
∂ν
= 0, on Γ0,
u(·, 0) = z, on Γ1,
∂y
∂ν
+ αz + βu(·, 1) = 0, on Γ1.
Whereupon, z = y − f . Moreover, solving the equation of u in the above system and recalling that
u(·, 0) = z on Γ1, we get
(3.14) u(x, ρ) = e−τρy(x)− e−τρf(x) + τ
∫ ρ
0
eτ(η−ρ)v(x, η) dη.
Thus
u(x, 1) = e−τy(x) + vf(x),
where vf (x) = −e
−τf(x) + τ
∫ 1
0
eτ(η−1)v(x, η) dη. In the light of the above arguments, one has only to
seek y ∈ H2(Ω) satisfying
(3.15)


y2 −∆y = f + g, in Ω
∂y
∂ν
= 0, on Γ0,
∂y
∂ν
+
(
α+ βe−τ
)
y − αf + βvf = 0, on Γ1.
Using Green formula, one can prove that the system (3.15) is equivalent to the following variational
equation
(3.16)
∫
Ω
(
yφ+∇y∇φ
)
dx+
∫
Γ1
(
α + βe−τ
)
yφ dσ =
∫
Ω
(f + g)φ dx+
∫
Γ1
(αf − βvf)φ dσ,
for any φ ∈ H1(Ω). Invoking Lax-Milgram Theorem [6], one can prove that (3.16) admits a unique
solution y ∈ H1(Ω). Then, thanks to standard arguments used for solving elliptic linear equations,
one can recover the boundary conditions in (3.15). Herewith, the operator I − A is onto. As a
direct consequence of Lummer-Phillips theorem [27], the operator A is densely defined closed in H and
generates a C0-semigroup of contractions S(t) on H. Lastly, the rest of the claims in Proposition 2
follows from semigroups theory [27] (see also [6]). 
4. Asymptotic behavior
In this section, we will establish an asymptotic behavior result for the unique solution of (2.7) in
H. The first main result of this work is:
Theorem 1. Assume that the conditions (2.2) hold. Then, for any initial data Φ0 = (y0, z0, f) ∈ H,
the solution Φ(t) = (y(·, t), yt(·, t)), yt(·, t− τρ)) of (2.7) tends in H to (χ, 0, 0) as t −→ +∞, where
χ = ((α + β)mes(Γ1))
−1
(∫
Ω
z0 dx+ (α + β)
∫
Γ1
y0 dσ − βτ
∫ 1
0
∫
Γ1
f dσdρ
)
.
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Proof. By a standard argument of density of D(A2) in H and the contraction of the semigroup S(t),
it suffices to prove Theorem 1 for smooth initial data Φ0 ∈ D(A
2). Thereby, let Φ(t) = S(t)Φ0 be
the solution of (2.7). It follows from Lemma 2 that the trajectory of solution {Φ(t)}t≥0 is a bounded
set for the graph norm and thus precompact. Applying LaSalle’s principle, we deduce that ω (Φ0)
is non empty, compact, invariant under the semigroup S(t) and in addition S(t)Φ0 −→ ω (Φ0) as
t → +∞ [17]. Thenceforth, it suffices to show that ω (Φ0) reduces to (χ, 0, 0). To this end, let
Φ˜0 = (y˜0, z˜0, u˜0) ∈ ω (Φ0) ⊂ D(A) and consider the unique strong solution of (1.1)-(1.2) Φ˜(t) =
(y˜(t), y˜t(t), y˜t(·, t− τρ)) = S(t)Φ˜0 ∈ D(A). In view of the fact that ‖Φ˜(t)‖H is constant [17], we
have < AΦ˜, Φ˜ >H= 0. Putting the above deductions together with (3.12) yields z˜ = y˜t = 0 and
u˜(x, 1) = y˜t(x, t− τ) = 0 on Γ1. Whence y˜ satisfies the following
(4.1)


y˜tt −∆y˜ = 0, in Ω
∂y˜
∂ν
= 0, on Γ0,
y˜t =
∂y˜
∂ν
= 0, on Γ1,
y˜(0) = y˜0; y˜t(0) = z˜0, in Ω,
y˜ ∈ H2(Ω),
which in turn implies that z˜ = y˜t is solution of
(4.2)


z˜tt −∆z˜ = 0, in Ω
z˜ = ∂z˜
∂ν
= 0, on Γ0,
z˜ = ∂z˜
∂ν
= 0, on Γ1.
Evoking Holmgren’s uniqueness theorem for the system (4.2), one can claim that z˜ = 0 and thus the
system (4.1) becomes 

∆y˜ = 0, in Ω
∂y˜
∂ν
= 0, on Γ0,
∂y˜
∂ν
= 0, on Γ1.
Consequently, y˜ is constant. To summarize, we have proved that given Φ˜0 = (y˜0, z˜0, u˜0) ∈ ω (Φ0) ⊂
D(A), the solution Φ˜(t) = (y˜(t), y˜t(t), y˜t(·, t−ρτ)) = S(t)Φ˜0 ∈ D(A) satisfies (y˜(t), y˜t(t), y˜t(·, t−ρτ)) =
(χ, 0, 0), for any t ≥ 0, where χ is a real constant. Henceforth, the ω-limit set ω (Φ0) consists of constants
(χ, 0). It remains now to provide an explicit form of χ. To proceed, assume that (χ, 0, 0) ∈ ω (Φ0).
This implies that there exists {tn} → ∞, as n→∞ such that
(4.3) Φ(tn) = (y(tn), yt(tn), yt(·, tn − ρτ)) = S(tn)Φ0 −→ (χ, 0, 0), asn→∞,
in H. On the other hand, we claim that any solution of the system (1.1)-(1.2) obeys the following
property
E(t) =
∫
Ω
yt dx+ (α + β)
∫
Γ1
y dσ − βτ
∫ 1
0
∫
Γ1
yt(x, t− ρτ) dσdρ
is time-invariant. To ascertain the correctness of this claim, let us differentiate the above expression
with respect to t and then use (1.1)-(1.2) together with Green formula. A straightforward computation
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gives
Et(t) = −
∫
Γ1
(αyt + βyt(x, t− τ) dσ + (α + β)
∫
Γ1
yt dσ − βτ
∫ 1
0
∫
Γ1
ytt(x, t− ρτ) dσdρ
= −β
∫
Γ1
yt(x, t− τ) dσ + β
∫
Γ1
yt dσ − βτ
∫ 1
0
∫
Γ1
τ−2yρρ(x, t− ρτ) dσdρ
= −β
∫
Γ1
yt(x, t− τ) dσ + β
∫
Γ1
yt dσ − βτ
−1
∫
Γ1
(yρ(x, t− τ)− yρ(x, t)) dσ
= −β
∫
Γ1
yt(x, t− τ) dσ + β
∫
Γ1
yt dσ − βτ
−1
∫
Γ1
(−τ)(yt(x, t− τ)− yt(x, t)) dσ = 0,
which confirms our claim. This yields
(4.4)∫
Ω
yt dx+(α+β)
∫
Γ1
y dσ−βτ
∫ 1
0
∫
Γ1
yt(x, t−ρτ) dσdρ =
∫
Ω
z0 dx+(α+β)
∫
Γ1
y0 dσ−βτ
∫ 1
0
∫
Γ1
f dσdρ.
It suffices now to pick t = tn in (4.4) and let n→∞. This, together with (4.3), implies that
0 + (α + β)
∫
Γ1
χ dσ − 0 =
∫
Ω
z0 dx+ (α + β)
∫
Γ1
y0 dσ − βτ
∫ 1
0
∫
Γ1
f dσdρ
and hence
χ = ((α + β)mes(Γ1))
−1
(∫
Ω
z0 dx+ (α + β)
∫
Γ1
y0 dσ − βτ
∫ 1
0
∫
Γ1
f dσdρ
)
.

5. Logarithmic convergence
As it has been proved in the previous section that the solutions of our closed-loop system asymp-
totically converge to an equilibrium state, it is legitimate to wonder how is that convergence. In this
section, we will mainly be concerned with the answer of such a question. In fact, we shall show that
the convergence is actually logarithmic.
Let H˙ the closed subspace of H and of codimension 1 given by
H˙ =
{
(y, z, u) ∈ H;
∫
Ω
z(x) dx− βτ
∫ 1
0
∫
Γ1
u(σ, ρ) dσ dρ+ (α + β)
∫
Γ1
y dσ = 0
}
and denote by A˙ a new operator defined as follows
A˙ : D(A˙) := D(A) ∩ H˙ ⊂ H˙ → H˙,
(5.5) A˙(y, z, u) = A(y, z, u), ∀ (y, z, u) ∈ D(A˙).
Assume that the conditions (2.2) hold. Then, we have, thanks to results of previous sections, that
the operator A˙ defined by (2.9) generates on H˙ a C0-semigroup of contractions e
tA˙. Moreover, σ(A˙),
the spectrum of A˙, consists of isolated eigenvalues of finite algebraic multiplicity only.
More importantly, the semigroup operator etA˙ is logarithmic stable on H˙. Indeed, our second main
result is:
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Theorem 2. Suppose that the assumptions (2.2) are satisfied. Then, there exists C > 0 such that for
all t > 0 we have ∥∥∥etA˙∥∥∥
L(D(A˙),H˙)
≤
C
log (2 + t)
.
Proof. We will employ the following frequency domain theorem for logarithmic stability from [5, Theo-
rem A] (see also [7]) of a C0 semigroup of contractions on a Hilbert space:
Lemma 1. A C0 semigroup e
tL of contractions on a Hilbert space X satisfies, for all t > 0,
||etL||L(D(A),X ) ≤
C
log (2 + t)
for some constant C > 0 if
(5.6) ρ(L) ⊃
{
iγ
∣∣ γ ∈ R} ≡ iR,
and
(5.7) lim sup
|γ|→∞
‖e−c|γ| (iγI − L)−1‖L(X ) <∞, for some c > 0,
where ρ(L) denotes the resolvent set of the operator L.
The proof of Theorem 2 is based on the following lemmas.
We first look at the point spectrum.
Lemma 2. If γ is a real number, then iγ is not an eigenvalue of A˙.
Proof. We will show that the equation
(5.8) A˙Z = iγZ
with Z = (y, z, u)T ∈ D(A˙) and γ ∈ R has only the trivial solution.
Clearly, the system (5.8) writes:
z = iγy(5.9)
∆y = iγz,(5.10)
−
uρ
τ
= iγu,(5.11) ∫
Ω
z(x) dx− βτ
∫ 1
0
∫
Γ1
u(σ, ρ) dσ dρ+ (α+ β)
∫
Γ1
y dσ = 0,(5.12)
∂y
∂ν
= 0 onΓ0,(5.13)
∂y
∂ν
+ αz + βu(·, 1) = 0, and z = u(·, 0) onΓ1.(5.14)
Let us firstly deal with the case where γ = 0. In such an event, It is clear, thanks to (5.9)-(5.14), that
the only solution of (5.8) is the trivial one.
Let us suppose now that γ 6= 0. By taking the inner product of (5.8) with Z, using the inequality
(3.12) we get:
(5.15) ℜ
(
< A˙Z,Z >H˙
)
≤
1
2
(
(β − 2α + ξτ−1)
∫
Γ1
|z(σ)|2 σ + (β − ξτ−1)
∫
Γ1
|u(σ, 1)|2 dσ
)
(≤ 0).
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Whereupon, we have z = u(·, 1) = 0 on Γ1. Consequently, the only solution of (5.8) is the trivial
one. 
Lemma 3. The resolvent operator of A˙ satisfies condition (5.7).
Proof. Suppose that condition (5.7) is false. By Banach-Steinhaus Theorem (see [6]), there exist a
sequence of real numbers γn →∞ and a sequence of vectors Zn = (yn, zn, un)
T ∈ D(A˙) with ‖Zn‖H˙ = 1
such that
(5.16) ‖ec|γn| (iγnI − A˙)Zn‖H˙ → 0 as n→∞,
i.e.,
(5.17) ec|γn| (iγnyn − zn) ≡ e
c|γn| fn → 0 in H
1(Ω),
(5.18) ec|γn| (iγnzn −∆yn) ≡ e
c|γn| gn → 0 in L
2(Ω),
(5.19) ec|γn|
(
iγnun +
(un)ρ
τ
)
≡ ec|γn| vn → 0 in L
2(Γ1; (0, 1)).
The task ahead is to derive from (5.16) that ‖Zn‖H˙ converges to zero. Obviously, such a result
contradicts the fact that ∀ n ∈ N ‖Zn‖H˙ = 1. For sake of clarity, we shall prove our result by proceeding
by steps.
• First step.
We first notice that we have
(5.20) ||ec|γn| (iγnI − A˙)Zn||H˙ ≥
∣∣∣ℜ(〈ec|γn| (iβnI − A˙)Zn, Zn〉H˙)∣∣∣ .
Thus by (5.15) and (5.16),
(5.21) e
c|γn|
2 zn → 0 in L
2(Γ1), e
c|γn|
2 un(·, 1)→ 0 in L
2(Γ1),
and hence
(5.22) un(·, 0)→ 0 in L
2(Γ1).
Moreover we have according to (5.17) and (5.21) that
(5.23) iγn e
c|γn|
2 yn = e
c|γn|
2 zn + e
c|γn|
2 fn → 0 in L
2(Γ1),
which implies that
(5.24) e
c|γn|
2 yn → 0 in L
2(Γ1).
Solving (5.18) , it follows that
un(x, ρ) = un(x, 0) e
−iτγnx + τ
∫ ρ
0
e−iτγn(ρ−s) vn(s) ds.
This, together with (5.18) and (5.22) yield
(5.25) un → 0 in L
2(Γ1, (0, 1)) .
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• Second step.
We take the inner product of (5.17) with zn = iγnyn − fn in L
2(Ω). We obtain that
∫
Ω
|zn|
2 dx−
∫
Ω
|∇yn|
2 dx =
(5.26) −
∫
Γ1
∂yn
∂ν
y dσ +
1
iγn
∫
Ω
∇yn∇fn dx−
1
iγn
∫
Γ1
∂yn
∂ν
fn dσ +
1
iγn
∫
Ω
gn zn dx = ◦(1).
Moreover according to the interpolation inequality given in [21, Theorem 3], there exists a
constant C > 0 such that for sufficiently large n we have:
‖yn‖H1(Ω) ≤ C e
c|γn|
2
(
‖fn‖H1(Ω) + ‖gn‖L2(Ω) + ‖yn‖L2(Γ1)
)
.
Then (5.17), (5.18) and (5.24) gives
(5.27) yn → 0 in H
1(Ω).
Combining (5.26) and (5.27), we get
(5.28) zn → 0 in L
2(Ω).
Lastly, amalgamating (5.25), (5.27) and (5.28), we clearly reach the contradiction with ∀ n ∈
N , ‖Zn‖H˙ = 1.

The two hypotheses of Lemma 1 are proved. Thereby, the proof of Theorem 2 is achieved.

Remark 1. It is worth mentioning that one may consider dynamical boundary conditions, that is,
instead of (1.2), one can treat
(5.29)


m(x)ytt(x, t) +
∂y
∂ν
(x, t) = 0, (x, t) ∈ Γ0 × (0,∞)
M(x)ytt(x, t) +
∂y
∂ν
= −αyt(x, t)− βyt(x, t− τ), (x, t) ∈ Γ1 × (0,∞)
y(x, 0) = y0(x) ∈ H
1(Ω), yt(x, 0) = z0(x) ∈ L
2(Ω),
yt|Γ0(x, 0) = w
0
0(x) ∈ L
2(Γ0), yt|Γ1(x, 0) = w
0
1(x) ∈ L
2(Γ1),
yt(x, t) = f(x, t), (x, t) ∈ Γ1 × (−τ, 0),
in which
(5.30)
{
m ∈ L∞(Γ0); m(x) ≥ m0 > 0, ∀x ∈ Γ0;
M ∈ L∞(Γ1); M(x) ≥M1 > 0, ∀x ∈ Γ1.
Note that in this case, most of arguments used run on much the same lines as we did previously
but of course with a number of changes born out of necessity. For instance, the new state space is
Hd = H
1(Ω)× L2(Ω)× L2(Γ1 × (0, 1))× L
2(Γ0)× L
2(Γ1),
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equipped with the inner product
(5.31)〈
(y, z, u, w0, w1), (y˜, z˜, u˜, w˜0, w˜1)
〉
Hd
=
∫
Ω
(yy˜ + zz˜) dx+ ξ
∫ 1
0
∫
Γ1
uu˜ dσdρ+
∫
Γ0
mw0w˜0 dσ+∫
Γ1
Mw1w˜1 dσ +̟
(∫
Ω
z dx+
∫
Γ0
mw0 dσ +
∫
Γ1
(Mw1 + (α + β)y) dσ − βτ
∫ 1
0
∫
Γ1
u˜ dσdρ
)
×
(∫
Ω
z˜ dx+
∫
Γ0
mw˜0 dσ +
∫
Γ1
(Mw˜1 + (α + β)y˜) dσ − βτ
∫ 1
0
∫
Γ1
u˜ dσdρ
)
.
Thereafter, arguing as in the proof of Proposition 1 one can show that the above inner product generates
an equivalent norm to the standard one provided that ̟ > 0 is small enough. Additionally, the novel
system operator has just two extra components w0 and w1 compared to A defined in (2.8)-(2.9). Lastly, it
is simple task to check that all the outcomes of this work such as well-posedness, asymptotic convergence
and logarithmic decay remain valid with dynamical boundary conditions (5.29).
6. Conclusion
This paper was concerned with the asymptotic behavior of a wave equation under the presence of a
boundary delay term but at the same time without the presence of any position term. It has been shown
that solutions of the system exist and are unique in an appropriate functional space. Then, applying
LaSalle’s invariance principle are proved to converge asymptotically to a well-defined equilibrium state.
Additionally, combining an interpolation inequality combined with a resolvent method, the convergence
rate is shown to be of logarithmic type without any extra geometric assumption in the control zone.
We would like to point out that one promising future investigation is to deal with the wave equation
(1.1) under the presence of a nonlinear boundary delay term such as
∂y
∂ν
(x, t) = −f(yt(x, t))− g(yt(x, t− τ)), onΓ1 × (0,∞),
where f and g are nonlinear functions.
Furthermore, it would be interesting to consider (1.1)-(1.2) in the case of time-dependent delay
τ(t). This will be the focus of our attention in future.
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