Abstract. Let P <∞ (N) be the set of all finite subsets of N, endowed with the product topology. A description of the compact subsets of P <∞ (N) is given. Two applications of this result to Banach space theory are shown : (1) a characterization of the symmetric sequence spaces which embed into C(ω ω ), and (2) a characterization, in terms of the Orlicz function M , of the Orlicz sequence spaces h M which embed into C(K) for some countable compact Hausdorff space K.
the monotonicity condition in Theorem 11. The technical arguments, involving the behavior of ordinal numbers, are grouped together in §2.
The remaining sections consist of certain applications of Theorem 3 to Banach space theory. Two main results are proved. The first, a combination of Theorems 12 and 21, is a characterization of the symmetric Banach sequence spaces which embed into C(ω ω ). In particular, it is observed that every Marcinkiewicz sequence space is isomorphic to a subspace of C(ω ω ) (Corollary 13). The other main result, Theorem 24, is the characterization, in terms of the Orlicz function M, of the Orlicz sequence spaces h M which embed into C(α) for some countable ordinal α. The argument there involves the building of blocks (see the definition in §5) which are "long" with respect to the sets in A f β . For terms and notation concerning ordinal numbers and general topology, we refer to [1] . The first infinite ordinal, respectively, the first uncountable ordinal, is denoted by ω, respectively, ω 1 . Any ordinal is either 0, a successor, or a limit. If α is a successor ordinal, denote its immediate predecessor by α − 1. Following common practice, an ordinal α is identified with the set {β : β < α} of all of its predecessors. An ordinal is a Hausdorff topological space when endowed with the order topology. It is compact if and only if it is not a limit ordinal. If K is a compact Hausdorff space, C(K) denotes the space of all continuous real-valued functions on K. It is a Banach space under the norm f = sup t∈K |f (t)|. In particular, if α is an ordinal, we write C(α) for the space of all continuous real-valued functions on the compact Hausdorff space α+1. (The notation is inconsistent, but commonly used.) Detailed discussions of such spaces can be found in [9] . It is worth pointing out that every countable compact Hausdorff space is homeomorphic to some countable compact ordinal [5] . Thus every C(K), where K is countable compact, is isometric to some C(α), where α < ω 1 . If K is a topological space, its derived set K (1) is the set of all of its limit points. A tranfinite sequence of derived sets may be defined as follows. Let K (0) = K. If α is an ordinal, let K (α+1) = (K (α) ) (1) . Finally, for a limit ordinal α, we define K (α) = ∩ β<α K (β) . The cardinality of a set A is denoted by |A|. If A and B are nonempty subsets of N, we say that A < B if max A < min B. We also allow that ∅ < A and A < ∅ for any A ⊆ N.
We follow standard Banach space terminology, as may be found in the book [4] . We say that a Banach space is a sequence space if it is a vector subspace if the space of all real sequences. Such is the case, for instance, when a Banach space E has a (Schauder) basis (e k ), i.e., every element x ∈ E has a unique representation x = a k e k for some sequence of scalars (a k ). Naturally, we identify every x ∈ E with the sequence (a k ) used in its representation. If (e k ) is a basis of a Banach space E, there is a unique sequence of bounded linear functionals (e ′ k ) on E such that e j , e ′ k = 1 if j = k, and 0 otherwise. The sequence (e ′ k ) is called the sequence of biorthogonal functionals to the sequence (e k ). It is a well known fact that every x ′ ∈ E ′ , the dual space of E, has a unique representation x ′ = a k e ′ k , where the sum converges in the weak * topology on E ′ . Therefore, E ′ may also be regarded as a sequence space. If (e ′ k ) is a basis of E ′ (so that the foregoing sum actually converges in norm for every x ′ ∈ E ′ ), then the basis (e k ) is said to be shrinking. If x is an element of a sequence space, let supp x be the set of all coordinates k at which x is nonzero. Then we write x < y to mean that supp x < supp y. The vector space consisting of all finitely supported real sequences is denoted by c 00 . A basis (e k ) of a Banach space is unconditional if ǫ k a k e k converges for every choice of signs (ǫ k ) whenever a k e k converges. It is symmetric if a k e π(k) converges for every permutation π on N whenever a k e k converges. A symmetric basis is necessarily unconditional [4, §3a] . We say that it is 1-symmetric if ǫ k a k e π(k) = a k e k for every choice of signs (ǫ k ), and every permutation π on N. Examples of Banach spaces with 1-symmetric bases are ℓ p (1 ≤ p < ∞), and c 0 . These norms are defined by
and (a k ) ∞ = sup |a k | respectively. A sequence (x k ) in a Banach space is normalized if x k = 1 for all k. Given two sequences (x k ) and (y k ) in possibly different Banach spaces, we say that they are equivalent if there is a finite positive constant C such that
for every finitely supported sequence (a k ). Two Banach spaces E and F are said to be isomorphic if they are linearly homeomorphic. We say that E embeds into F , E ֒→ F , if E is isomorphic to a subspace of F .
1.
A description of the compact subsets of P <∞ (N)
Let I be the collection of all countable limit ordinals. If α ∈ I, denote by I α the set {β ∈ I : β < α}. Throughout this section, fix a limit ordinal α < ω 1 . It is shown in §2 that there is a function b α : I α × N → ω 1 such that 1. for all γ ∈ I α , (b α (γ, n)) strictly increases to γ, 2. if γ, β ∈ I α , n ∈ N, and b α (β, n) < γ < β, then b α (β, n) < b α (γ, 1). Let F be the collection of all functions f : N → N which strictly increases to ∞. For each f ∈ F, define subsets A 
It follows from the definition of the sets A f β and the properties of the function b α that
for all β ∈ I α , and all n ∈ N. (See Theorem 11 in §2.) We will use the sets A f β to describe the compact subsets of P <∞ (N) up to the level of "complexity" α. A subset S of P(N) is said to be hereditary if A ⊆ B ∈ S implies that A ∈ S. We leave it to the reader to check that if K is a hereditary subset of P <∞ (N), then so is K (α) for any ordinal α.
Proof. Induct on β. The result clearly holds for β = 0. Now assume that 0 < β < α, and the result holds for all γ < β.
This completes the proof of the proposition.
Proposition 2. Let f, g be two functions in F, and suppose
Proof. The proof is once again by induction on β. Since A g 0 = A f 0 , the result holds for β = 0. Now suppose 0 < β < α, and the Proposition holds for all γ < β. 
We prove Theorem 3 by induction on the ordinal β. The main step, going from β to β + 1, requires an induction of its own. First, we introduce some more notation. Recall the sets A f β defined above. For any m ∈ N ∪ {0}, let
If K ⊆ P <∞ (N), and A ⊆ N, let K A = {B ∈ K : A ⊆ B}. Also, for any subset A of N and any n ∈ N, let A(< n), respectively A(n), be the intersection of A with the integer interval [1, n), respectively, [1, n] .
Lemma 4. Let K be a compact, hereditary subset of P <∞ (N), and let γ be a countable ordinal. If A ∈ K\K (γ) , and ∅ ∈ K (γ) , then there exists a ∈ A such that A(< a) ∈ K (γ) , and
Proof. Write A = {n 1 , . . . , n l }, where n 1 < n 2 < · · · < n l . Define F 0 = ∅, and
Lemma 5. Suppose that Theorem 3 holds for some ordinal β < α. If K is a compact, hereditary subset of P <∞ (N) such that K (ω β ·2 m +1) = ∅ for some m ∈ N∪{0}, then for all C ∈ P ∞ (N), there exist B ∈ P ∞ (C), and a function f ∈ F such that A ∩ B ∈ A f β,m for all A ∈ K. Proof. We induct on m. When m = 0, the statement is simply Theorem 3 for the ordinal β. Now assume that the lemma holds for some m ∈ N ∪ {0}. Let K be a compact, hereditary subset of P <∞ (N) such that K (ω β ·2 m+1 +1) = ∅, and suppose that C ∈ P ∞ (N) is given. We may obviously assume that
we may apply the inductive hypothesis to the set K (ω β ·2 m ) to obtain a set C 0 ∈ P ∞ (C), and a function f 0 ∈ F such that A ∩ C 0 ∈ A f 0 β,m whenever A ∈ K (ω β ·2 m ) . It remains to consider the behavior of the sets A in K\K (ω β ·2 m ) . Pick any c 0 ∈ C 0 , and let S 0 = {S ∈ K\K (ω β ·2 m ) : max S = c 0 }. Clearly S 0 is finite. If S 0 = ∅, let C 1 = C 0 \{c 0 }, and
(ω β ·2 m +1) = ∅, and the inductive hypothesis, we obtain sets
Otherwise, repeating the argument above, we obtain C k+1 ⊆ C k \{c k }, and f k+1 ∈ F, such that
From the choices of C k+1 and f k+1 , we conclude that
The next result is the inductive step from β to β + 1 in Theorem 3.
Lemma 6. If Theorem 3 holds for some ordinal β < α, then it also holds for β + 1.
Proof. Suppose Theorem 3 holds for some ordinal β < α. Then Lemma 5 is applicable. Let K be a compact, hereditary subset of P <∞ (N) such that K (ω β+1 +1) = ∅, and suppose that C ∈ P ∞ (N) is given. If there exists B ∈ P ∞ (C) such that B ∩ (∪ A∈K A) = ∅, the result is trivial. We may thus assume otherwise. Since
. Proof of Theorem 3. As indicated before, the proof is by induction on the ordinal β. First consider the case when β = 0. Let K be a compact, hereditary subset of
Also suppose that C ∈ P ∞ (N) is given. We may assume that for all
. Using this observation, we can choose a strictly increasing sequence (c n ) in
Since A ∩ B ∈ K {c j } , and c n > max(∪ A∈K {c j } A) for all n > j, we see that A ∩ B = {c j }. Therefore, A ∩ B ∈ A f 0 for any f ∈ F . Now suppose β < α, and the theorem has been proven for all ordinals γ < β. If β is a successor ordinal, we appeal to Lemma 6 to finish the proof. Otherwise, β is a limit ordinal. Let K be a compact, hereditary subset of P <∞ (N) such that K (ω β +1) = ∅, and let C ∈ P ∞ (N) be given. Once again, we assume without loss of generality that B ∩(
As b α (β, n 1 ) < β, we may apply the inductive hypothesis to obtain C 1 ∈ P ∞ (C\{c 1 }) and a function
, and a function f k+1 ∈ F such that
Now let B = {c 1 , c 2 , . . . }, and pick f ∈ F so that f (j) ≥ max{f 1 (1), . . . , f j (j), n j + 1} for all j. Suppose A ∈ K, and min(A ∩ B) = c k .
This completes the proof of the theorem.
Remark. We leave it to the reader to check that A f β is a compact, hereditary subset of P <∞ (N) such that (A f β ) (ω β +1) = ∅. Therefore, the description of K given in Theorem 3 is sharp except for the fact that we have to pass to an infinite subset B.
Construction of the function b α
In this section, we give the construction of the function b α used in §1. The crucial step is given in Lemma 8.
Proposition 7.
There is a continuous order isomorphism h from ω 1 onto I.
Proof. Since I is a cofinal subset of ω 1 , there is an order isomorphism h from ω 1 onto I. We claim that h is continuous. Indeed, let (α n ) be a sequence of countable ordinals which strictly increases to some α. Then (h(α n )) strictly increases to some β < ω 1 . Clearly, β ∈ I. Say
But if γ < α, then there exists n such that γ < α n . This implies that β = h(γ) < h(α n ), which is impossible. Therefore, γ = α. This shows that h is continuous on ω 1 .
Lemma 8. For every α ∈ I, there is a function c α :
Proof. We induct on the elements of I. The result holds vacuously for min I = ω, since I ω = ∅. Now suppose ω < α 0 ∈ I, and functions c α are found for all α ∈ I α 0 satisfying conditions (1) and (2) . We want to show that the result also holds for α 0 . Using the function h from Proposition 7, write α 0 = h(β 0 ). Then 0 < β 0 < ω 1 . We consider 3 separate cases. Case 1. β 0 is a successor and β 0 − 1 is not a limit. Define c α 0 :
Here, we let h(β 0 − 2) = 0 if β 0 − 1 = 0. If γ ∈ I h(β 0 −1) , then condition (1) holds by the inductive choice of c h(β 0 −1) . Consider condition (2) . If
by the inductive choice of c h(β 0 −1) . Thus condition (2) holds if γ ∈ I h(β 0 −1) . Finally, if γ = h(β 0 − 1), then clearly γ = h(β 0 − 2) + ω. Thus condition (1) holds. Moreover, there is no β ∈ I α 0 such that β > γ. So condition (2) also holds.
Case 2. β 0 is a successor and β 0 − 1 is a limit. Choose a sequence of ordinals (τ n ) which strictly increases to β 0 − 1. Define c α 0 :
It is clear by the definition of c α 0 that condition (1) holds. If γ ∈ I h(β 0 −1) ,
The first supremum on the right is < γ by the inductive choice of c h(β 0 −1) . The second supremum on the right is also < γ because (h(τ n )) strictly increases to h(β 0 − 1), and γ < h(β 0 − 1). Thus condition (2) is verified if γ ∈ I h(β 0 −1) . On the other hand, if γ = h(β 0 − 1), there is no β ∈ I α 0 such that β > γ. Hence condition (2) is fulfilled trivially.
Case 3. β 0 is a limit ordinal. Choose a sequence of ordinals (τ k ) which increases to β 0 , such that
Then (c α 0 (γ, n)) strictly increases to γ by the inductive choices of c h(τ 1 +1) and c h(τ k+1 +1) respectively. On the other hand, if γ = h(τ k +1) for some k ∈ N, then (c α 0 (γ, n)) increases to γ, since γ = h(τ k + 1) = h(τ k ) + ω. This verifies condition (1) for the function c α 0 . To check condition (2), first observe that if β ∈ I α 0 , and h(τ k + 2) ≤ β ≤ h(τ k+1 ) for some k ∈ N, then c α 0 (β, n) > h(τ k +1) by the choice of n β . It is also clear that if β = h(τ k + 1) for some k, then c α 0 (β, n) > h(τ k ). Using these observations, we deduce that if γ, β ∈ I α 0 , and c α 0 (β, n) < γ < β, then
while no such β exists if γ = h(τ k + 1) for some k. Therefore, given γ ∈ I α 0 , ) and c h(τ k+1 +1) , we deduce easily that c α 0 satisfies condition (2).
Proof. Given α ∈ I, obtain a function c α :
. Condition (1) of the theorem follows from condition (1) of Lemma 8. Now suppose γ, β ∈ I α , n ∈ N, and b α (β, n) < γ < β. Then
It follows from the definition of τ γ that b α (β, n) ≤ τ γ . But
This proves condition (2) .
From now on, fix a collection of functions {b α : α ∈ I} satisfying the conditions of Theorem 9.
Corollary 10. Let α ∈ I. Define p : α\{0} → ω 1 by
If β ∈ I α , and n ∈ N, there exists
Obviously, 0 ∈ J. Since every strictly decreasing sequence of ordinals is finite, J is a finite set. Let j 0 = max J, and denote
On the other hand, if γ is a limit ordinal, then b α (β, n) < γ < β. Therefore, b α (β, n) < b α (γ, 1) = p(γ) by the properties of b α . But then j 0 + 1 ∈ J, contrary to the choice of j 0 . Thus, it must be that γ = p j 0 (b α (β, n + 1)) = b α (β, n) + 1.
Theorem 11. If α ∈ I, β ∈ I α , and n ∈ N, then for any f ∈ F ,
. We prove the second inclusion by induction on the elements of I α . First consider the case when β = min I α = ω. Then every b α (β, m) is a finite ordinal. Thus, there exists j ∈ N ∪ {0} such that b α (β, n + 1) = b α (β, n) + 1 + j. It follows readily from the above observation that A f bα(β,n)+1 ⊆ A f bα(β,n+1) . Now suppose β ∈ I α , and A f bα(γ,n)+1 ⊆ A f bα(γ,n+1) for all γ ∈ I β . We claim that if γ is any ordinal such that 0 < γ < β, then A f p(γ) ⊆ A f γ , where p is the function defined in Corollary 10. Indeed, if γ is a successor, the statement is simply the observation made at the beginning of the proof. On the other hand, if γ is a limit ordinal, then
γ . This proves the claim. By Corollary 10, there exists k ∈ N ∪ {0} such that b α (β, n) + 1 = p k (b α (β, n + 1)). Clearly, p j (b α (β, n + 1)) < β whenever 0 ≤ j ≤ k. Thus we can conclude from the claim that ,n+1) , as required.
An embedding result
In this section, we prove a general result which shows that members of a certain class of symmetric sequence spaces can be embedded into C(ω ω ). This class includes the Marcinkiewicz sequence spaces. We also prove that it includes all Orlicz sequence spaces h M such that lim t→0 M(ηt)/M(t) = 0 for some η > 0. A norm ρ defined on a vector lattice E is a lattice norm if ρ(x) ≤ ρ(y) whenever x, y ∈ E and |x| ≤ |y|. We also say that a norm ρ on R n is normalized if · ∞ ≤ ρ ≤ · 1 . If a = (a n ) is a finite real sequence, or an infinite real sequence which converges to 0, we let a * = (a * n ) denote the decreasing rearrangement of the sequence (|a n |).
Theorem 12. Suppose that (t n ) is a strictly positive real sequence which decreases to 0, and for each n ∈ N, ρ n is a normalized lattice norm on R n . If a Banach space E has a basis (e k ) such that
for every element a k e k ∈ E, then E is isomorphic to a subspace of C(ω ω ).
Proof. For each n, denote by B n the unit ball of the dual of (R n , ρ n ). Since ρ n is normalized, b ∞ ≤ 1 if b ∈ B n . Choose a finite subset A n of B n consisting of decreasing sequences so that if a ∈ R n , then
Let K n be the set of all c ∈ R N such that either c = 0, or there are a b = (b k ) ∈ A n , and 1
. Endow R N with the topology of pointwise convergence. Then each K n is a compact subset. Let P n (N) = {A ⊆ N : |A| ≤ n}. Since (P n (N)) (m) = ∅ for m > n, and A n is finite, we
Since k, n and ǫ are arbitrary, c k = 0 for all k ∈ N. But then c = 0 ∈ ∪ ∞ n=1 K n , a contradiction. Thus
So K is pointwise closed. Since K is coordinatewise bounded, it is pointwise compact. Repeating the above proof shows that (2) and (3), K (thus identifed) is a subset of the unit ball of
, we see that K is homeomorphic to α + 1 for some ordinal α ≤ ω ω . It follows from (2) and (3) that E embeds into C(K).
as required.
In Theorem 12, if each ρ n is the ℓ 1 -norm, then the resulting space is called a Marcinkiewicz sequence space. If, in addition, we let t n = n 1 p −1 , 1 < p < ∞, then we obtain the closed linear span of the unit vectors in weak ℓ p .
Corollary 13. Every Marcinkiewicz sequence space is isomorphic to a subspace of C(ω ω ). In particular, the closed linear span of the unit vectors in weak ℓ
p is isomorphic to a subspace of C(ω ω ).
Next, we turn to the class of Orlicz sequence spaces. An Orlicz function is an increasing, convex function M : [0, ∞) → R such that M(0) = 0 and M(1) = 1. It is nondegenerate if M(t) > 0 for all t > 0. The corresponding Orlicz sequence space h M is the space of all real sequences (a k ) such that k M(c|a k |) < ∞ for all c < ∞, endowed with the norm
It is well known that the coordinate unit vectors form a normalized 1-symmetric basis of h M . Moreover, the dual h 
For further results concerning Orlicz spaces, we refer to [4] .
We will show that Theorem 12 is applicable to any Orlicz sequence space h M such that lim t→0 M(ηt)/M(t) = 0 for some η > 0. Results concerning when an Orlicz space is a Marcinkiewicz space are known; see, for instance, [6] . It can be seen that there are Orlicz sequence spaces which satisfy the above condition, but are not isomorphic to any Marcinkiewicz space. 
Proof. Suppose ǫ > 0 is given. Since (e k ) is not equivalent to the ℓ 1 -basis, there exists k 0 ∈ N such that k∈A e
If we let x
This proves the lemma.
Lemma 15. Let M be a nondegenerate Orlicz function. Suppose that there exists
, strictly decreasing to 0, such that whenever a = (a k ) is an element in h M of norm 1/η, then either a ∞ > δ 1 , or there exists an n ∈ N such that aχ An ≥ 1, where A n = {k : δ n+1 < |a k | ≤ δ n }.
Proof. Choose a strictly decreasing sequence (δ n ) ∞ n=1 such that δ 1 < 1, and M(ηt) < M(t)/2 n if 0 < t ≤ δ n , n ∈ N. If the lemma fails, there exists a = (a k ) ∈ h M of norm 1/η such that a ∞ ≤ δ 1 and aχ An < 1 for all n ∈ N. Note that supp a ⊆ ∪ ∞ n=1 A n , and k∈An M(
But this contradicts the fact that a = 1/η. The lemma follows.
Theorem 16. Let M be a nondegenerate Orlicz function. Suppose that there exists η > 0 so that lim t→0 M(ηt)/M(t) = 0. Then the Orlicz sequence space h M is isomorphic to a subspace of C(ω ω ).
Proof. As before, let (e k ) be the unit vector basis of h M , and let (e ′ k ) be the sequence of biorthogonal functionals. The assumption on the Orlicz function M easily implies that h M is not isomorphic to ℓ 1 . Taking ξ = 1, we obtain the function δ from Lemma 14. It follows from the proof of Lemma 15 that the sequence (δ n ) ∞ n=1 from that lemma can be chosen to satisfy the additional condition that 0 < δ n < δ(2 −n ) for all n ∈ N. For each n ∈ N, choose l n ∈ N so that δ n+1 ln k=1 e k > 1/η. Let B n be the subset of R ln consisting of all sequences (b k )
Finally, let ρ n be the norm on R ln defined by
Clearly, each ρ n is a lattice norm. Moreover, each ρ n is a normalized norm. Indeed, since (1/2 n , 0, . . . , 0) ∈ B n , we see that
On the other hand,
This shows that ρ n is a normalized lattice norm. Next, we claim that if a =
Let n ∈ N.
This proves the left half of (4). If a = 1/η, define the sets A n as in Lemma 15 using the sequence (δ n ). By the same lemma, either a ∞ > δ 1 , or there exists n 0 such that aχ An 0 ≥ 1. In the latter case, we also observe that aχ An 0 ∞ ≤ δ n 0 < δ(2 −n 0 ). Hence Lemma 14 yields
Notice that since
Thus, if a = 1/η, then either a ∞ > δ 1 or sup n 1 2 n ρ n (a * 1 , . . . , a * ln ) ≥ 1/2. The right half of inequality (4) follows immediately. From (4), one easily deduces that the norm on h M is equivalent to the norm ρ defined by
for a = (a k ). We may now apply Theorem 12 to conclude that h M is isomorphic to a subspace of C(ω ω ).
Symmetric sequence spaces
If E is a Banach space, a subset W of the dual space is norming if there is a strictly positive constant C such that
for every x ∈ E. The proof of the next propostion is left to the reader. To be able to use Theorem 3, we would like to shift our focus from the norming subset W to the collection of supports of the functionals in W (assuming that E is a sequence space). Lemma 18 shows how to perturb the set W so as to obtain finite supports. Then we use Lemma 19 to "discretize" the coordinates of the functionals to ensure that the set of supports is a compact subset of P <∞ (N).
Lemma 18. Suppose that (e k ) is a shrinking unconditional basis of a Banach space E, with biorthogonal functionals (e ′ k ), and let α be a countable ordinal. Given a continuous function f : α+1 → (E ′ , weak * ), and ǫ > 0, there is a continuous map g :
Proof. Induct on α < ω 1 . The result is trivial if α is a finite ordinal. Now suppose it holds for all β < α, where 0 < α < ω 1 . Assume that f : α + 1 → (E ′ , weak * ) is continuous, and let ǫ > 0 be given. First, consider the case when α is a successor ordinal, say α = γ + 1. By the inductive hypothesis, there exists a continuous function g :
It is clear that g satisfies the requirements of the lemma.
Suppose that α is a limit ordinal. Since α < ω 1 , there is a sequence of ordinals (α n ) which strictly increases to α. Choose y
h is clearly continuous. By the inductive hypothesis, for each n, there is a continuous function g n : {β :
It is clear that g(β) ∈ span{(e ′ k )} for all β ≤ α. Moreover, g is continuous at every β < α. We claim that it is continuous at α as well. This follows from the observations that lim β↑α g(β) − h(β) = 0, and lim β↑α h(β) = h(α) = y ′ α in the weak * topology. Finally, if β < α, 
Proof. Choose l large enough that
Since |b k − b k−1 | < ǫ, |g(a) − a| < ǫ for all a ∈ A. Suppose (a n ) is a sequence in A which converges to some a ∈ A. Choose k such that
Hence b k−1 < a n < b k for all large enough n. This proves that g is continuous. Clearly, g takes only finitely many values. Now define the function H on the range of g by There exist a compact, hereditary subset K of P <∞ (N), K (α+1) = ∅, and a constant η > 0 such that for every
Proof. By suitable renorming, we may assume that both the basis (e k ) and the sequence of biorthogonal functionals (e ′ k ) are normalized. Since E embeds into C(ω α ), the basis (e k ) must be shrinking [2] . Using Proposition 17 and Lemma 18, we obtain a continuous function f :
} for all β ≤ ω α , and that f (ω α + 1) is a norming subset of E ′ . After appropriate scaling, we may assume that there is a constant η > 0 such that
. Then A k is a countable compact subset of R. By Lemma 19, there is a continuous function h k : A k → R which takes only finitely many values, such that h k (0) = 0, and
It follows that h(β) ≡ h k (f k (β))e ′ k converges in E ′ , and that
We claim that h :
is bounded by (5), the continuity of h follows. Finally, let
Claim. If γ ≤ α, and A ∈ K (γ) , then there exists β ∈ (ω α + 1) (γ) such that A ⊆ supp h(β). We prove the claim by induction on γ. If γ = 0, there is nothing to prove. Suppose that 0 < γ 0 ≤ α, and the claim holds for all γ < γ 0 . Let A ∈ K (γ 0 ) . Assume first that γ 0 is a successor. Then there is a pairwise distinct sequence (A n ) in K (γ 0 −1) which converges to A. By the inductive assumption, there is a sequence (β n ) in (ω α +1) (γ 0 −1) such that A n ⊆ supp h(β n ) for every n. Using a subsequence if necessary, we may assume that (β n ) converges to some β ∈ ω α + 1. If k ∈ A, then k ∈ A n for all large enough n. Since { e k , h(γ) : γ ≤ ω α } is a finite set, and e k , h(β) = lim n e k , h(β n ) , k ∈ supp h(β). Hence A ⊆ supp h(β). If β n = β for infinitely many n, then A n ⊆ supp h(β n ) = supp h(β) for infinitely many n. But supp h(β) is finite. Thus (A n ) has a constant subsequence, contrary to its choice. Therefore, β n = β for all but finitely many n. Thus
Now consider the case when γ 0 is a limit ordinal. Since A ∈ K (γ 0 ) , A ∈ K (γ) for all γ < γ 0 . By induction, for each γ < γ 0 , there exists
There is a sequence of ordinals (γ n ) which strictly increases to γ 0 , such that (β γn ) converges to some β. It is easy to see that β ∈ (ω α + 1) (γ 0 ) . If k ∈ A, then e k , h(β γn ) = 0. Arguing as before, we see that e k , h(β) = 0, i.e., k ∈ supp h(β). Therefore, A ⊆ supp h(β). This proves the claim.
In particular, according to the claim, if A ∈ K (1) , then there exists β ∈ (ω α + 1) (1) such that A ⊆ supp h(β). Thus A ⊆ supp h(β), where β ∈ ω α + 1. Hence A ∈ K. Therefore K is a closed subset of P(N), and must be compact. Using the claim again, we see that any
is a subset of supp h(β) for some β ∈ (ω α + 1)
is finite, from which it follows that K (α+1) = ∅. Summarizing, we see that K is a compact, hereditary subset of P <∞ (N) such that
Using (5), we see that
This proves the proposition.
Symmetric sequence subspaces of C(α)
In this section, we prove the converses to the embedding theorems, Theorems 12 and 16. In both instances, we rely on the characterization of the norm provided by Proposition 20. Then Theorem 3 is used to analyze the resulting set K. Two norms · and ρ on a vector space E are said to be equivalent if (E, · ) and (E, ρ) are isomorphic via the formal identity map.
Theorem 21. Let (e k ) be a symmetric basis of a Banach space E which embeds into C(ω ω ). Then there are a strictly positive real sequence (t n ) which decreases to 0, and for each n, a normalized lattice norm ρ n on R n such that the norm on E is equivalent to ρ( a k e k ) = sup n t n ρ n (a * 1 , . . . , a * n ).
Proof. Without loss of generality, we may assume that the sequence (e k ) is normalized and 1-symmetric. Since (e k ) is unconditional, and E embeds into C(ω ω ), (e k ) is shrinking. By Proposition 20, there are a compact hereditary subset K of P <∞ (N), K (ω+1) = ∅, and η > 0 such that η a k e k ≤ sup k∈A a k e k : A ∈ K for every a k e k ∈ E. By Theorem 3, there exist B ∈ P ∞ (N), and f : N → N, strictly increasing to ∞, such that |A ∩ B| ≤ f (min(A ∩ B)) whenever A ∈ K. List the elements of B in a strictly increasing sequence (j k ). Then, for every a k e k ∈ E η a k e k = η a * k e j k ≤ sup{ ( a * k e j k )χ A : A ∈ K} = sup{ ( a * k e j k )χ A∩B : A ∈ K} ≤ sup n n+f (n)−1 k=n a * k e k , since |A ∩ B| ≤ f (min(A ∩ B)) for all A ∈ K. If sup n n k=1 e k < ∞, then (e k ) is equivalent to the c 0 basis. We can simply take (t n ) to be any strictly positive sequence decreasing to 0, and ρ n (a * 1 , . . . , a * n ) = (a * 1 , . . . , a * n ) ∞ for all n. Otherwise, assume that λ n ≡ n k=1 e k → ∞ as n → ∞. Using Lemma 14, find a strictly positive sequence (t n ) which decreases to 0, such that if x ∈ E, x ≥ η/2, x ∞ ≤ 1/λ n , then there exists x ′ ∈ E ′ , x ′ ≤ 1, x ′ ∞ ≤ t n , and x, x ′ ≥ η/4. Of course, t 1 may be chosen to be ≤ 1. For each n, define the lattice norm ρ n on R f (n) by ρ n (a 1 , . . . , a f (n) ) = 1 t n sup
It is easy to check that ρ n is a normalized lattice norm for every n. Now if a k e k = 1, choose n (depending on a k e k ) such that Hence a * n ≤ 1/λ n . By the choice of t n , and the definition of ρ n , ρ n (a * n , . . . , a * n+f (n)−1 ) ≥ η/(4t n ). Thus ρ n (a * 1 , . . . , a * f (n) ) ≥ ρ n (a * n , . . . , a * n+f (n)−1 ) ≥ η 4t n .
Therefore, for any a k e k ∈ E, η 4 a k e k ≤ sup n t n ρ n (a * 1 , . . . , a * f (n) ).
It follows easily that the norm a k e k is equivalent to sup n t n ρ n (a * 1 , . . . , a * f (n) ). The conclusion of the theorem is now clear.
We now turn to the converse of Theorem 16. Let M be a given Orlicz function. If x = (t 1 , t 2 , . . . ) is a finitely supported real sequence, let Φ(x) = M(|t k |). Let the countable limit ordinal α be fixed until the end of Proposition 22. Recall the function b α , and the sets A f β , β < α, associated with α.
Definition. Suppose that a quadruple (f, M, S, B) is given, where f ∈ F, M is a nondegenerate Orlicz function, S ⊆ (0, ∞), inf S = 0, and B ∈ P ∞ (N). Let a be a positive real number. A level 0 block of size a (with respect to (f, M, S, B)) is a vector of the form x = tχ C , where C ∈ P <∞ (B), t ∈ S, |C| ≥ 1, and a/2 ≤ Φ(t) ≤ a. If β < α, a level β + 1 block of size a is a vector of the form x = p i=1 x i ,, where each x i is a level β block of size a/p, x 1 < x 2 < · · · < x p , and [f (min(supp x))] 2 ≤ p. Finally, if β ∈ I α , a level β block of size a is a vector x such that x is a level b α (β, f (min(supp x))) block of size a.
The reader can easily check that if x is a level β block of size a, then a/2 ≤ Φ(x) ≤ a. These blocks are constructed so that the support of a level β block is "long" when compared with any element in A f β
