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Abstract
The restrictedmaximum likelihood (REML) procedure is useful for inferences about variance components
in mixed linear models. However, its extension to hierarchical generalized linear models (HGLMs) is often
hampered by analytically intractable integrals. Numerical integration such as Gauss–Hermite quadrature
(GHQ) is generally not recommended when the dimensionality of the integral is high. With binary data
various extensions of the REML method have been suggested, but they have had unsatisfactory biases in
estimation. In this paper we propose a statistically and computationally efﬁcient REML procedure for the
analysis of binary data, which is applicable over a wide class of models and design structures. We propose
a bias-correction method for models such as binary matched pairs and discuss how the REML estimating
equations for mixed linear models can be modiﬁed to implement more general models.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Random-effect models have been widely used for the analysis of data. In mixed linear models
the explicit form for the marginal likelihood is available, so that the maximum likelihood (ML)
procedure can be easily used.When the number of ﬁxed effects is large reduction of biases in ML
estimators by the use of restricted likelihood is recommended; this was originally introduced as
a likelihood of residuals [16]. It is important to extent REML estimation beyond normality.
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HGLMs have received increasing attention due to their wide applicability and ease of interpre-
tation [10]. However, the computation of the ML and/or REML estimation of the parameters is a
complex task. The marginal likelihood function, obtained by integrating out the random effects, is
in general analytically intractable. The computational problems are magniﬁed when the random
effects have a crossed design. For example, in the salamander data, marginal likelihood inference,
based upon numerical integration using GHQ, is not feasible since high-dimensional integrals are
required. Schall [19] and Breslow and Clayton [2] proposed the use of the current REML proce-
dure formixed linearmodels to estimate parameters in generalized linearmixedmodels (GLMMs)
assuming normal random effects. However, they suffer from severe biases. Various approximate
methods have been proposed by Drum and McCullagh [5], Shun and McCullagh [22], Lee and
Nelder [10,11], Lin and Breslow [12] and Shun [21]. However, with binary data these approximate
methods have still been criticized as giving biased estimators. To overcome this difﬁculty various
simulation methods such as the Monte Carlo EMmethod (MCEM) [14,25], Monte Carlo Newton
Raphson (MCNR) method, simulated ML method [15] and the Gibbs sampling method [9] can
be considered. However, these simulation-based methods are computationally intensive and can
result in wrong estimates, which may not be detected [8].
In this paper we propose an analytic procedure useful for the analysis of binary data, and com-
pare it with existing methods. We ﬁrst search for an estimating method, statistically efﬁcient and
applicable over a wider class of distributions and design structures. Then we show how it can
be implemented by modifying the current REML procedure for mixed linear models. Because
of a computational difﬁculty the second-order Laplace approximation has been partially imple-
mented for selected designs [21]. We derive an expression for general designs, which can be then
modiﬁed to reduce such computational burden. In Section 2 we introduce various analytic but
approximate methods and investigate how they differ. For comparison purposes we restrict our
study to GLMMs, for which most methods have been derived. In Section 3, using the design for
the salamander data, we investigate performances of various approximate methods numerically
and ﬁnd that the hierarchical-likelihood (h-likelihood) methods work best among approximate
methods. In Section 4 further comparisons are made with the GHQ and simulation-based meth-
ods, using models for clustered binary data. Biases in the h-likelihood methods are investigated
for small cluster-sizes, which produce the worst cases [11]. Simulation-based methods, such as
MCEM method and the Gibbs sampling method, are possible alternatives, but there seems no
evidence of a better performance in our numerical study. In Section 5 we study how the current
REML procedure for mixed linear models can be extended to GLMMs. A proposal for a bias
correction method is inAppendixA. Even though unreported the same conclusion can be reached
for beta-binomial models.
The methods of this paper have been implemented using the GenStat [17] for binomial-normal,
binomial-beta, Poisson-gamma andPoisson-normalmodelswith various links and can be obtained
from youngjo@plaza.snu.ac.kr.
2. Approximate methods
2.1. Adjusted proﬁle likelihoods
Suppose that, conditional on random effects v, the binary outcome y follows the Bernoulli
distribution with a linear predictor
 = g(p) = log{p/(1 − p)} = X + Zv,
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where p = P(y = 1|v), X is the n × p model matrix for ﬁxed effect  and Z is the n × q model
matrix for random effects v. Here Lee and Nelder’s [10] h-likelihood is
h = log f(y|v) + log f(v),
where f(y|v) and f(v) are, respectively, probability density functions for the y|v and v com-
ponents.
From the h-likelihoodwe have the following two adjusted proﬁle (log-)likelihoods: themarginal




In mixed linear models, the conditional density,
f(y|˜) = f,(y)/f,(˜),
where the ˜ are ML estimators, is free of  [23], so that the restricted (log-)likelihood of Patterson
and Thompson [16] can be written as
r = log f(y|˜),
which has been proposed for inference about the dispersion parameters  to reduce bias, especially
in ﬁnite samples [7]. Thus, the marginal likelihoodm is an adjusted proﬁle likelihood for the ﬁxed
parameters  = (, ), after eliminating v from h by integration, and the restricted likelihood r is
that for the dispersion parameters , after eliminating ﬁxed effects  from m by conditioning.
For HGLMs Lee and Nelder [11] considered a function class p(l), deﬁned by
p(l) = [l − 12 log det{D(l, )/(2)}]|=˜,
where D(l, ) = −2l/2 and ˜ solves l/ = 0. In general, p(m)  r to the ﬁrst-order [4]
and pv(h) is the ﬁrst-order Laplace approximation to m [11]. The function p,v(h) means that
we eliminate both random and ﬁxed effects simultaneously from h. In mixed linear models Lee
and Nelder [11] noted that
m ≡ pv(h) and r ≡ p(m) ≡ p,v(h).
The function class p( ) is useful in making adjusted proﬁle likelihoods, eliminating nuisance
effects , ﬁxed or random or both.
For a better approximation to m we can use the second-order Laplace approximation [1]
psv(h) = pv(h) − tr(F )/24,
where F = [−{3(4h/v4) + 5(3h/v3)D(h, v)−1(3h/v3)}D(h, v)−2]|v=v˜ .











C1i = e1i{R(i,i) ⊗ R(i,i)/8}1q4
C2(i,i′) = e2(i,i′){R(i,i) ⊗ R(i,i′) ⊗ R(i,i′)/8 + R(i,i′) ⊗ R(i,i′) ⊗ R(i,i′)/12}1q6 ,
M. Noh, Y. Lee / Journal of Multivariate Analysis 98 (2007) 896–915 899
e1i = −(1 − 6pi + 6p2i )wi |v=v˜ , e2(i,i′) = (1 − 2pi)wi(1 − 2pi′)wi′ |v=v˜ , wi = pi(1 − pi), the
weight matrix W = diag(wi), 1k is the k × 1 vector of 1’s,
R(i,j) = (Zi ⊗ Zj ) · vecT ((ZTWZ + −1)−1|v=v˜),
A ⊗ B is the Kronecker product of matrix A and B, vec(A) is the vec operator which creates
column vector from a matrix A, vecT (A) = (vec(A))T and the operator · is the element-by-
element multiplication such that the ith element of a · b is the product of the ith elements of the
row vectors a and b.
Proof of Result 1. Note that C1i = ∑j,k,l,m(Bjklm4i bjkblm)/8, C2(i,i′) = ∑j,k,l,r,s,t {Bjkl3i Brst3i′
(bjkblrbst /4 + bjrbksblt /6)}/2 where
B
jkl
3i = (3hi/(vjvkvl))|v=v˜ = −(1 − 2pi)wizij zikzil |v=v˜ ,
B
jklm
4i = (4hi/(vjvkvlvm))|v=v˜ = −(1 − 6pi + 6p2i )wizij zikzilzim|v=v˜
hi = log f (yi |v) with the ith observation yi , and bij is the (i, j)th element of (Z′WZ +
−1)−1|v=v˜ . It can be shown that this expression is the same as that in the result. 
In this result,C1i has q4 terms andC2(i,i′) has q6 terms. Thus, it is computationally burdensome
for large q. For example, in the pooled salamander data of the next section q = 120. For limited
class of two-components designs selected terms have been computed; Shun [21] computed q2
terms for exchangeable array designs and Raudenbush et al. [18] computed selected terms for
nested designs.
Because the model matrix Z usually have many zeros we can compute all the terms as follows.
Let Zi = (zi1, . . . , ziq) be the ith row vector of Z, which has d non-zero elements for the ith
observation. Let b(i,j) = vecT (Oi((ZTWZ + −1)−1|v=v˜)OTj ) and Oi be the d × q matrix
whose the (l, m)th element is one if zim is the lth non-zero element of Zi and 0, otherwise. Let
Z∗i = (z∗i1, . . . , z∗id ) with z∗ig being the gth non-zero element of Zi for g = 1, . . . , d.
Result 2. We have
C1i = e1i{R∗(i,i) ⊗ R∗(i,i)/8}1d4 ,
C2(i,i′) = e2(i,i′){R∗(i,i) ⊗ R∗(i,i′) ⊗ R∗(i,i′)/8 + R∗(i,i′) ⊗ R∗(i,i′) ⊗ R∗(i,i′)/12}1d6 ,
where R∗(i,j) = (Z∗i ⊗Z∗j ) · (b∗(i,j)) and b∗(i,j) is the row vector composed of d2 non-zero elements
of b∗(i,j).
Thus, by choosing the non-zero elements in Zi , the number of non-zero terms in C1i and
C2(i,i′) becomes d4 and d6, respectively. When Z has a lot of zeros this method greatly reduces
the computation.
In summary Result 1 gives an expression for all the terms in arbitrary designs and Result 2
shows how to compute them efﬁciently. In the pooled salamander data, Shun [21] had an order of
q2 = 1202 = 14 400 terms to compute selected terms, while we had an order of d6 = 26 = 64
terms to compute all the terms.
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Table 1
The criteria for estimates of  and  by various Laplace-approximation-based-methods
Method Criterion for  Criterion for  Literature
PQL h p,v(h)a Breslow and Clayton [2]
LAP(1) pv(h) pv(h) Shun and McCullagh [22]
LAP(2) psv(h) psv(h) Shun [21]
HL(0,1) h p,v(h) Lee and Nelder [10]
HL(1,1) pv(h) p,v(h) Yun and Lee [26]
HL(1,2) pv(h) ps,v(h) This paper
HL(2,2) psv(h) ps,v(h) This paper
a PQL ignores the term v˜/.
2.2. Estimation methods
2.2.1. The h-likelihood method
In principle we should use the h-likelihood h for inferences about v, the marginal likelihood
m for  and the restricted likelihood p(m) for . When m is numerically hard to obtain, we
can use pv(h) and p,v(h) as approximations to m and p(m), respectively; for  = (, ) the
resulting estimators are denoted by ˆHL(1,1), where the ﬁrst superscript stands for the order of
the approximation for  and latter that for . Yun and Lee [26] have found that ˆHL(1,1) works
well, provided that ˆHL(1,1) does not have bias. Lee and Nelder [10,11] observed that the deviance
differences constructed from h and pv(h) were often very close, so that they [10] used h for
estimating , denoted by ˆHL(0,1). For dispersion estimation Lee and Nelder [11] proposed to use
the following criterion, based upon the second-order Laplace approximation
ps,v(h) = p,v(h) − tr(F )/24;
the resulting estimators being denoted by ˆHL(1,2). However, they proposed ˆHL(0,2), which has
non-ignorable bias. In binary data pv(h), not h, should be used for estimation of . We also study
ˆHL(2,2), which uses psv(h) for  and ps,v(h) for . Higher-order adjustment is useful in reducing
bias, but is computationally slow because of large number of extra terms. So it is advisable to use
a lower-order adjustment, unless its statistical properties are unsatisfactory. Detailed explanations
of estimation procedures for ˆHL(i,j) with i1 and j1 are in Section 5.2. Lee and Nelder
[11] discuss adjusted proﬁle likelihoods. In literature, various combinations of criteria have been
proposed for estimation of parameters given in Table 1. In this paper we propose to use ˆHL(1,j)
with j1 and compare their performances with other methods in literature.
2.2.2. The ordinary Laplace approximation
Shun and McCullagh [22] proposed to use the ﬁrst-order Laplace approximation pv(h) in
estimating both  and , denoted by ˆLAP(1). To reduce the bias Shun [21] proposed to use a
modiﬁed Laplace approximation, which compute selected terms in psv(h). We found that the two
methods perform very similar for the analysis of the salamander data. In this paper, we compute all
the terms in estimating both  and , denoted by ˆLAP(2). Breslow and Lin [3] studied asymptotic
biases of these methods for binary matched pairs.We see that ˆLAP(i) are the ML estimators while
ˆHL(i,j) are the REML estimators, based on the Laplace approximation.
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2.2.3. The penalized quasi-likelihood method
Breslow and Clayton [2] introduce two estimators namely penalized quasi-likelihood (PQL)
and marginal quasi-likelihood (MQL) methods, denoted, respectively by ˆPQL and ˆMQL, which
use the REML estimating equations for mixed linear models. Schall’s [19] estimator is the same as
the PQL estimator. In mixed linear models the REML estimating equations does not have v˜/
and ˆ/ terms because the adjustment term D(h, (, v)) in p,v(h) does not involve with v˜
and ˜, but this is not so in general: see Section 5.1 for detailed discussion. Lee and Nelder [11]
noted that v˜/ should not be ignored because the number of random effects v often increases
with the sample size; ˆPQL is the same as the h-likelihood estimator ˆHL(0,1), but ignoring v˜/
in the dispersion estimation [11]. Breslow and Lin [3] derived correction factors that remove
the asymptotic bias of ˆPQL using Taylor series expansion for marginal likelihood about v = 0
(equivalent to  = 0), while the h-likelihood and Laplace approximations expand about v = v˜.
The ith-order correction to ˆPQL is denoted by ˆCPQL(i).
2.2.4. Drum and McCullagh’s method
DrumandMcCullagh [5] derived the exactmarginalmean represented as a linear function of the
ﬁxed effects and covariance matrix of the correlated binary observations from a logistic-normal
mixture. With these, they used ordinary least-square estimators for  and their REML estimators
for , denoted by ˆD&M.
3. The salamander data
McCullagh andNelder [13] presented a data set on salamandermating. Three experiments were
conducted: two were done with the same salamanders in the summer and autumn and another
one in the autumn of the same year using different salamanders. The response variable is binary,
indicating success of mating. In each experiment, 20 females and 20 males from two populations
called whiteside, denoted by W, and rough butt, denoted by R, were paired six times for mating
with individuals from their own and the other population, resulting in 120 observations in each
experiment. Covariates are, Trtf=0, 1 for female R and W and Trtm=0, 1 for male R and W. For
i, j = 1, . . . , 20 and k = 1, 2, 3, let yijk be the outcome for the mating of the ith female with the
jth male for each kth experiment. The model can be written as
log{pijk/(1 − pijk)} = xtijk + vfik + vmjk,
where pijk = P(yijk = 1|vfik, vmjk), vfik ∼ N(0, 2f ) and vmjk ∼ N(0, 2m) are independent female
and male random effects, assumed independent of each other. The covariates xijk comprise an
intercept, indicators Trtf and Trtm, and their interaction Trtf · Trtm.
Parameter estimates from various methods are shown in Table 2. In this paper we present results
for dispersion parameters on the square root scale of the variance: see discussion in Section 4.2.
For a relatively large sample we use the pooled data of sample size 360 and for a small sample
we use the summer data of sample size 120. For comparison, we include MCEM method [25]
and the Gibbs sampling method [9]. Karim and Zeger’s Gibbs sampling method tends to give
larger estimates thanVaida and Meng’s MCEM method, which is the most similar to ˆHL(1,2) and
ˆHL(2,2). Lin and Breslow [12] reported that ˆCPQL(i) for i = 1, 2 seriously failed for the large
values of the variance components. The result from the pooled data shows that ˆCPQL(2) should
not be used [12].
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Table 2
Estimates of the ﬁxed effects for the salamander data
Method Intercept Trtf Trtm Trtf · Trtm f m
Summer data
MQL 1.01 −2.20 −0.32 2.36 1.06 0.00
PQL 1.16 −2.57 −0.38 2.81 1.19 0.30
CPQL(1) 1.55 −3.50 −0.60 3.82 1.31 0.63
D&M 1.42 −3.08 −0.47 3.30 1.30 0.58
LAP(1) 1.33 −2.94 −0.42 3.18 1.25 0.26
LAP(2) 1.37 −3.02 −0.44 3.27 1.31 0.42
HL(0,1) 1.20 −2.68 −0.40 2.94 1.37 0.39
HL(1,1) 1.45 −3.19 −0.48 3.48 1.49 0.50
HL(1,2) 1.39 −3.05 −0.42 3.25 1.33 0.47
HL(2,2) 1.39 −3.06 −0.43 3.26 1.34 0.48
Gibbs 1.48 −3.25 −0.50 3.62 1.53 0.37
MCEM 1.38 −3.04 −0.45 3.29 1.32 0.48
Pooled data
MQL 0.69 −2.01 −0.47 2.48 0.74 0.69
PQL 0.79 −2.29 −0.54 2.82 0.85 0.79
CPQL(1) 1.19 −3.39 −0.82 4.19 0.99 0.95
CPQL(2) 0.68 −2.16 −0.49 2.65 – –
D&M 1.06 −3.05 −0.72 3.77 1.29 1.22
LAP(1) 1.01 −2.89 −0.71 3.59 1.08 1.02
LAP(2) 1.01 −2.95 −0.68 3.65 1.16 1.10
HL(0,1) 0.83 −2.42 −0.57 2.98 1.04 0.98
HL(1,1) 1.04 −2.98 −0.74 3.71 1.17 1.10
HL(1,2) 1.02 −2.97 −0.72 3.66 1.18 1.10
HL(2,2) 1.02 −2.97 −0.72 3.67 1.18 1.11
Gibbs 1.03 −3.01 −0.69 3.74 1.22 1.17
MCEM 1.02 −2.96 −0.70 3.63 1.18 1.11
Tables 3 and 4 report a simulation study of the approximatemethods. FollowingLin andBreslow
[12] we set (Intercept, Trtf, Trtm, Trtf ·Trtm)= (1.06,−3.05,−0.72, 3.77). Lin and Breslow [12]




0.5) because their methods work reasonably well only for
small values of the variance components. We assume (f , m) = (
√
1.5 = 1.22, 1.22) to show
that our proposed methods work well even for non-small values of variance components. Based
upon 200 replications of simulated data we present the mean, standard deviation (SD) and root
mean square error (RMSE). In small samples approximate methods, except for ˆPQL and ˆHL(0,1),
sometimes diverge; reported results are therefore based on the 185 caseswhere all the approximate
methods converged.
First consider estimation of dispersion parameters. ˆHL(0,1) always performs better than ˆPQL
in both bias and mean square error (MSE). Thus, v˜/ should not be ignored. The ˆCPQL(1) is
always worse than ˆHL(1,1) in both bias and MSE. For i = 1, 2, ˆHL(i,j) is better than the ordinary
Laplace approximation ˆLAP(j) in both bias and MSE. Thus, terms related to the proﬁling of 
in the restricted likelihood p(m) should not be ignored if an appreciable bias in ﬁnite samples
is to be avoided. This becomes substantial when the number of ﬁxed effects increases with the
sample size [6]; in this case ˆ/ should not be ignored in the dispersion estimation. ˆD&M
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Table 3
Simulation results in designs of the summer salamander data
Design Method Intercept Trtf Trtm Trtf·Trtm f m
True value 1.06 −3.05 −0.72 3.77 1.22 1.22
Mean
Summer data MQL 0.78 −2.36 −0.51 2.87 0.86 0.88
PQL 0.85 −2.51 −0.57 3.05 0.94 0.96
CPQL(1)a 1.25 −3.48 −0.90 4.33 1.09 1.04
D&Mb 1.09 −3.15 −0.83 4.04 1.29 1.32
LAP(1)c 0.93 −2.82 −0.60 3.21 1.04 1.00
LAP(2)d 0.98 −2.94 −0.63 3.64 1.19 1.20
HL(0,1) 0.94 −2.70 −0.61 3.34 1.16 1.15
HL(1,1)a 1.15 −3.21 −0.79 3.82 1.26 1.27
HL(1,2)e 1.04 −3.00 −0.69 3.71 1.23 1.24
HL(2,2)e 1.05 −3.02 −0.69 3.72 1.23 1.24
SD
MQL 0.55 0.73 0.31 1.12 0.35 0.23
PQL 0.59 0.77 0.35 1.20 0.38 0.28
CPQL(1) 0.87 0.85 0.70 1.37 0.52 0.43
D&M 0.90 0.89 0.73 1.52 0.55 0.52
LAP(1) 0.82 0.87 0.59 1.29 0.50 0.35
LAP(2) 0.86 0.92 0.65 1.40 0.53 0.43
HL(0,1) 0.62 0.83 0.38 1.27 0.39 0.30
HL(1,1) 0.81 0.88 0.57 1.31 0.49 0.38
HL(1,2) 0.80 0.90 0.61 1.35 0.52 0.40
HL(2,2) 0.81 0.90 0.61 1.35 0.53 0.40
RMSE
MQL 0.62 1.00 0.37 1.44 0.50 0.41
PQL 0.63 0.94 0.38 1.40 0.48 0.38
CPQL(1) 0.89 0.95 0.72 1.48 0.54 0.47
D&M 0.90 0.90 0.74 1.54 0.55 0.53
LAP(1) 0.83 0.90 0.60 1.41 0.53 0.41
LAP(2) 0.87 0.93 0.66 1.41 0.53 0.43
HL(0,1) 0.64 0.90 0.40 1.34 0.40 0.31
HL(1,1) 0.81 0.90 0.57 1.32 0.49 0.38
HL(1,2) 0.80 0.90 0.61 1.35 0.52 0.40
HL(2,2) 0.80 0.90 0.62 1.36 0.52 0.40
Number of diverging runs: a = 6; b = 13; c = 7; d = 10; e = 10.
and ˆMQL tend to have the largest MSE. For MSE ˆHL(0,1) is often best even though it has the
largest bias.
Now consider the estimation of ﬁxed effects. From ˆHL(0,1) and ˆHL(1,1) we see that the ﬁrst-
order approximation is effective in reducing bias. From ˆHL(2,2) and ˆHL(1,2) we see that the
second-order approximation is not necessary to reducebias further. From ˆHL(2,2) and ˆLAP(2)slight
larger bias of latter is due to a larger bias of ˆLAP(2). Thus, REML adjustment is effective in re-
ducing the bias of the ML estimators. In the pooled data ˆHL(1,2) and ˆHL(2,2) are often the best
in large samples.
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Table 4
Simulation results in designs of the pooled salamander data
Design Method Intercept Trtf Trtm Trtf·Trtm f m
True value 1.06 −3.05 −0.72 3.77 1.22 1.22
Mean
Pooled data MQL 0.76 −2.13 −0.50 2.75 0.90 0.87
PQL 0.79 −2.34 −0.54 2.92 0.96 1.00
CPQL(1) 1.18 −3.35 −0.85 4.19 1.12 1.11
D&M 1.10 −3.17 −0.78 3.90 1.32 1.33
LAP(1) 1.02 −2.86 −0.69 3.49 1.07 1.00
LAP(2) 1.03 −2.97 −0.69 3.63 1.15 1.16
HL(0,1) 0.87 −2.50 −0.57 3.10 1.10 1.06
HL(1,1) 1.12 −3.16 −0.77 3.96 1.27 1.24
HL(1,2) 1.05 −3.01 −0.73 3.74 1.23 1.22
HL(2,2) 1.05 −3.01 −0.73 3.74 1.23 1.22
SD
MQL 0.30 0.32 0.33 0.44 0.23 0.20
PQL 0.33 0.37 0.40 0.51 0.26 0.24
CPQL(1) 0.49 0.57 0.53 0.70 0.33 0.30
D&M 0.51 0.65 0.65 0.82 0.36 0.30
LAP(1) 0.46 0.57 0.58 0.69 0.31 0.27
LAP(2) 0.48 0.60 0.62 0.73 0.33 0.30
HL(0,1) 0.35 0.40 0.41 0.50 0.26 0.25
HL(1,1) 0.45 0.56 0.55 0.70 0.33 0.29
HL(1,2) 0.45 0.55 0.54 0.71 0.32 0.29
HL(2,2) 0.45 0.55 0.54 0.71 0.32 0.29
RMSE
MQL 0.42 0.97 0.40 1.11 0.39 0.40
PQL 0.43 0.80 0.44 0.99 0.36 0.32
CPQL(1) 0.50 0.64 0.55 0.82 0.35 0.32
D&M 0.51 0.66 0.65 0.83 0.37 0.32
LAP(1) 0.46 0.60 0.58 0.74 0.34 0.35
LAP(2) 0.48 0.61 0.62 0.74 0.34 0.31
HL(0,1) 0.40 0.68 0.44 0.84 0.29 0.30
HL(1,1) 0.45 0.57 0.55 0.73 0.33 0.29
HL(1,2) 0.45 0.55 0.54 0.71 0.32 0.29
HL(2,2) 0.45 0.55 0.54 0.71 0.32 0.29
Among the approximate methods in Section 2 the h-likelihood methods work best and do not
require normal random effects or some particular design structures. From now on we restrict
ourselves to the h-likelihood methods.
4. Clustered binary data
Lee and Nelder [10] showed that bias of the h-likelihood method decreases as the cluster size
increases. Let yij for i = 1, . . . , n and j = 1, . . . , J be binary observations. In this section we
consider models which have only two ﬁxed effects and one additional random component. So, in
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Fig. 1. Asymptotic bias in ﬁve estimators 1 for J = 2, 3, 4: ˆPQL1 , –X–; ˆCPQL(1)1 , –+–; ˆHL(0,1)1 ,–♦– ; ˆHL(1,1)1 , ––;
ˆHL(1,2)1 , –
–.
these models the terms related to the proﬁling of  in the restricted likelihood p(m) are relatively
unimportant and GHQ can be used to obtain the ML estimators numerically.
4.1. Binary matched pairs
Consider a Bernoulli model
log{pij /(1 − pij )} = 0 + 1(j − 1) + vi,
where pij = P(yij = 1|vi) and vi ∼ N(0, 2v). When J = 2 this model is called binary matched




1 for J = 2, 3, 4 when
0 = 1 = 1 Asymptotic bias reduces with J and increases with v . When J = 4, the maximum
bias of ˆHL(1,2)1 atv = 2 is−0.00025 and that of ˆHL(1,1)1 is−0.0015.When J = 3, themaximum
bias of ˆHL(1,2)1 at v = 2 is −0.0019 and that of ˆHL(1,1)1 is −0.011.When J = 2, the maximum
biases of ˆHL(1,2)1 and ˆ
HL(1,1)
1 are, respectively, −0.014 and −0.087. Thus, when J 3 the bias
of ˆHL(1,1)1 may not be serious. Practically, the bias of ˆ
HL(1,2)
1 may not be serious even when
J = 2. Breslow and Lin [3] introduced a method to compute the asymptotic bias of ˆPQL when
v is known for binary matched pairs. In Appendix A, we extend their method to compute the
asymptotic bias for unknown v and propose a new bias correction method, denoted by ˆCHL
with  = (, v). Our bias correction method is applied to other approximate methods in Section
2. We have found that ˆCHL(i,j) for i, j = 0, 1, 2 perform very similarly. Thus, we use ˆCHL(0,1)
as ˆCHL, which is computationally the easiest. In Table 5 simulation results for binary matched
pairs when v = 1, 2, based upon 200 replications, are presented. For small, medium and large
samples we use n = 100, 500 and 2000, respectively. We also include the GHQ method using
the SAS NLMIXED procedure, denoted by ˆGHQ. In small samples, these methods, except ˆPQL
and ˆHL(0,1) sometimes diverge; reported results are based upon cases where all the approximate
methods converged. Under the MSE criterion, when n = 100, ˆHL(0,1) is the best; the reduction
is greater when v is smaller. For small samples ˆPQL works well but ˆCPQL(1) is worst; ˆCPQL(1)
does not correct the bias well in large samples. In large samples the bias of ˆHL(1,2) does not
seem to be serious even when J = 2. The new bias correction method gets rid of bias if it exists.
Overall, ˆHL(1,2), ˆCHL and ˆGHQ perform similarly. In consequence, when n500, methods such
as ˆHL(1,2), ˆCHL and ˆGHQ work best and ˆPQL and ˆHL(0,1) become the worst due to bias.
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Table 5
Simulation results for the binary matched pairs with n = 100, 500, 2000, 1 = 2 = 1 and v = 1, 2
n Method v = 1 v = 2
̂2 ̂v ̂2 ̂v
Mean (SD) RMSE Mean (SD) RMSE Mean (SD) RMSE Mean (SD) RMSE
100 PQL 0.86(0.31) 0.34 0.70(0.33) 0.45 0.70(0.29) 0.42 1.27(0.31) 0.79
CPQL(1) 1.27(0.43)a 0.51 1.15(0.69) 0.71 1.33(0.58)d 0.67 2.50(1.09) 1.20
HL(0,1) 0.93(0.34) 0.34 0.88(0.38) 0.40 0.76(0.31) 0.39 1.51(0.40) 0.63
HL(1,1) 1.07(0.37)a 0.38 1.00(0.64) 0.64 1.12(0.42)d 0.44 2.33(0.92) 0.98
HL(1,2) 1.08(0.38)b 0.39 1.04(0.65) 0.65 1.05(0.46)d 0.47 2.09(0.72) 0.73
CHL 1.12(0.39)b 0.41 1.12(0.64) 0.65 1.09(0.48)d 0.49 2.23(0.66) 0.70
GHQ 1.10(0.38)c 0.39 1.07(0.66) 0.66 1.07(0.48)c 0.49 2.12(0.66) 0.67
500 PQL 0.80(0.13) 0.24 0.53(0.07) 0.48 0.69(0.10) 0.33 1.03(0.12) 0.98
CPQL(1) 1.17(0.21) 0.27 0.91(0.20) 0.22 1.11(0.19) 0.22 1.75(0.31) 0.40
HL(0,1) 0.88(0.15) 0.19 0.74(0.13) 0.29 0.73(0.12) 0.29 1.29(0.16) 0.73
HL(1,1) 0.97(0.17) 0.17 0.84(0.19) 0.25 0.96(0.16) 0.17 1.70(0.26) 0.40
HL(1,2) 0.99(0.17) 0.17 0.94(0.21) 0.22 1.03(0.17) 0.17 1.98(0.25) 0.25
CHL 1.01(0.18) 0.18 0.97(0.23) 0.23 1.03(0.17) 0.17 2.02(0.25) 0.25
GHQ 1.00(0.18) 0.18 0.98(0.23) 0.23 1.06(0.18) 0.19 2.01(0.27) 0.27
2000 PQL 0.79(0.06) 0.22 0.49(0.02) 0.51 0.66(0.05) 0.34 0.90(0.05) 1.10
CPQL(1) 1.10(0.11) 0.15 0.89(0.09) 0.14 1.13(0.12) 0.18 1.70(0.13) 0.33
HL(0,1) 0.88(0.07) 0.14 0.70(0.04) 0.30 0.72(0.06) 0.29 1.29(0.07) 0.71
HL(1,1) 0.97(0.08) 0.08 0.84(0.08) 0.18 0.93(0.09) 0.11 1.56(0.11) 0.45
HL(1,2) 1.00(0.08) 0.08 0.98(0.11) 0.11 1.01(0.09) 0.09 1.92(0.11) 0.11
CHL 1.01(0.08) 0.08 0.99(0.11) 0.11 1.00(0.09) 0.09 2.00(0.11) 0.11
GHQ 1.01(0.09) 0.09 0.99(0.12) 0.12 0.99(0.09) 0.09 2.01(0.11) 0.11
Number of diverging runs: a = 3; b = 4; c = 2; d = 6.
4.2. Clustered models with a between-cluster covariate
Simulation-basedmethods are computationally extensive, so that numerical studies for their per-
formances are rarely available. McCulloch [15] considered the Bernoulli model for i = 1, . . . , n
and j = 1, . . . , J
log{pij /(1 − pij )} = 0 + 1xi + vi,
where pij = P(yij = 1|vi), xi = i/n, vi ∼ N(0, 2v), 0 = 0, 1 = 5 and v =
√
1.5 = 1.22.
His ML estimators are ˆGHQ. For the case of n = 15, J = 8, he provided numerical results for
simulation-based methods such as MCEM, MCNR, simulated ML and modiﬁed simulated ML
method and found that all of these methods gave underestimation compared with ˆGHQ.
Simulation results, based upon 200 replications, are presented in Table 6 for n = 15, 50 and
100. Reported results are again based upon cases which all methods converged. Fig. 2 shows the
histogram of ˆHL(1,1) for  = 2v , log(2v) and v , respectively, when n = 15. In small samples
such as n = 15 the choice of scale is important in reporting the results about biases. For example,
ˆHL(1,1) for 2v has a positive bias, while that for log(2v) has a negative bias because both their
empirical distributions are very skewed, though in different directions. Thus, care is necessary in
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Table 6
Simulation results with n = 15, 50, 100, J = 8, 1 = 5 and v = 1.22
n Method ̂1 ̂v
Mean (SD) RMSE Mean (SD) RMSE
15 PQLa 4.70(2.21) 2.23 0.95(0.65) 0.69
HL(0,1)a 4.90(2.23) 2.23 1.25(0.69) 0.69
HL(1,1)b 5.52(2.50) 2.55 1.35(0.94) 0.95
HL(1,2)b 5.47(2.49) 2.53 1.33(0.84) 0.84
GHQc 5.40(2.45) 2.48 1.10(0.60) 0.64
50 PQL 4.59(1.02) 1.10 1.05(0.24) 0.29
HL(0,1) 4.63(1.03) 1.09 1.16(0.27) 0.28
HL(1,1) 5.26(1.20) 1.23 1.31(0.39) 0.39
HL(1,2) 5.27(1.21) 1.24 1.24(0.34) 0.34
GHQ 5.27(1.21) 1.24 1.24(0.33) 0.33
100 PQL 4.44(0.67) 0.87 1.04(0.14) 0.23
HL(0,1) 4.48(0.68) 0.86 1.13(0.19) 0.21
HL(1,1) 5.12(0.79) 0.80 1.26(0.25) 0.25
HL(1,2) 5.12(0.80) 0.81 1.24(0.24) 0.24
GHQ 5.13(0.80) 0.81 1.24(0.24) 0.24
Number of diverging runs: a = 2; b = 8; c = 4.
Fig. 2. Histograms of ˆHL(1,1) for  = (a) 2v ; (b) log(2v), and (c) v when n = 15 and J = 8.
reporting performances of ˆ for small samples. We present the results for estimates of  = v
because their distribution is relatively more symmetric.
Even though there are only two ﬁxed effects ˆGHQ is biased downward when n = 15, so that
all the simulation-based methods will have further downward biases [15]. Thus, there may be
no particular advantage in using simulation-based methods. When n50, ˆGHQ, ˆHL(1,1) and
ˆHL(1,2) are essentially the same. Here the bias of both ˆPQL and ˆHL(0,1) increases as n increases,
while those for the other methods decrease. Because J > 2, ˆHL(1,1) and ˆHL(1,2) have negligible
asymptotic bias.
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In summary, under the MSE criterion ˆHL(0,1) would be most satisfactory for small samples.
Ten Have and Localio [24] observed empirical results through simulation studies that the PQL
estimator performs well in situations involving small numbers of large clusters. Note that ˆHL(0,1)
is slightly better than ˆPQL under MSE because it has smaller bias. Because of its wide scope,
even though it has a slight bias in dispersion estimation when J = 2 and v?1, ˆHL(1,2) would
be satisfactory for the analysis of binary data in most practical situations involving large samples.
When J 3 ˆHL(1,1) could be an alternative because of its computational efﬁciency. It may be
hard to have the REML adjustment for the numerical marginal ML estimators ˆGHQ. Raudenbush
et al. [18] reported that for J > 10 the PQL estimator can be improved by using some terms in the
third-order Laplace correction. For such purpose, we believe ˆHL(1,1) and ˆHL(1,2) are sufﬁcient.
5. REML procedure for binary data
We ﬁrst show that the proper use of Lee and Nelder’s [10] h-likelihood methods can meet our
need. We have seen that the use of Laplace method together with REML adjustment of Lee and
Nelder [10] gives statistically efﬁcient estimators, applicable over awider class of distributions and
design structures. Lin and Breslow [12] call ˆD&M the REML estimator. REML can be regarded
as an adjusted proﬁle likelihood method [10,11] or an unbiased estimation equation method [2,5].
Lee and Nelder [11] showed how to obtain ˆHL(0,j) for j1 by using iterative weighted least
squares (IWLS). In this paper, we call ˆHL(i,j) REML estimators, and study how ˆHL(i,j) for i > 0
can be computed by modifying the current REML procedure for normal models or IWLS.We do
not consider ˆCHL because it can be implemented only on a model-by-model basis. The current
REML procedure is based upon normal mixed linear model, which can be extended to non-normal
models via the h-likelihood. Advantages of the latter is that it can be easily extended to general
models allowing structured dispersions [11].
We discuss how to modify the current REML procedure for normal models to implement
ˆHL(i,j).
5.1. REML method based on normal model
Consider a mixed linear model
z∗ = X + Zv + e,
where v ∼ Nq(0,) and e ∼ Nn(0,W−1). Here
var(z∗) = V,
where V = ZZT + W−1. The ML estimating equations for  are
XT V −1Xˆ = XT V −1z∗
and the REML estimating equations for  [7] are
REML() = −{(z∗ − Xˆ)T V −1D1V −1(z∗ − Xˆ) − tr(QD1)}/2 = 0,
where D1 = Z(/k)ZT and Q = V −1 − V −1X(XT V −1X)−1XT V −1.
Breslow and Clayton [2] showed that in GLMMs for the binary data, the MQL estimators can
be obtained from the REML procedure above by taking
z∗ = X + Zv + (y − p∗)/{p∗(1 − p∗)} and W = diag{p∗i (1 − p∗i )},
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where p∗ = 1/{1 + exp(−X)} and the PQL estimators by taking
z∗ = X + Zv + (y − p)/{p(1 − p)} and W = diag{pi(1 − pi)},
where p = 1/{1 + exp(−X − Zv)}.
5.2. REML method based on the h-likelihood
Lee and Nelder [11] showed that 	ˆHL(0,1) for 	 = (T , vT )T can be obtained via a GLM
estimating equations with the augmented data ya = (yT ,
T )T ,
T TWaT 	ˆ











, Iq is q × q identity matrix, the adjusted dependent
variables z = (zT0 , zT2 )T with z0 =  + (y − p)/{p(1 − p)}, z2 = v + (
 − v) and 
 = 0 for
GLMMs.
In this paper we show that for estimating 	ˆHL(1,j) with j1 we can use the GLM procedure
by deﬁning augmented data appropriately.
Lemma. Given , since pv(h) =
[
h − 1/2 log |(ZTWZ + −1)/(2)|] |v=v˜ ,
pv(h)/k = h/k|v=v˜ − A = 0,
where A = tr [(ZTWZ + −1)−1ZT (W/k + −1)Z] /2.
Then we have A = [∑ni=1 wisi(i/pi)xik]|v=v˜ , where wi is the ith element of W, si =
di(pi/i )/2, xik is the (i, k)th element of X, di = p2i (1/w2i )(wi/pi)(pi/i )+
∑n
j=1{p2j
(1/wj )(wj/pj )(pj/j )kji}, p2j is jth diagonal element of P2 = T2(T T2 WaT )−1T T2 Wa , kji
is (j, i)th element of −Z(T T2 WaT2)−1ZT and T2 = (ZT Iq)T .
Proof of Lemma. Since
2A= tr
[


















v˜/k = −(T T2 WaT2)−1ZTWaXk whereXk is the kth column of X and W/k is the diagonal
matrix whose ith diagonal element is



































Now we can show the result below.
Result 3. Estimators v˜ maximizing h and estimators ˆ maximizing pv(h) can be obtained from
the generalized linearmodel (GLM) estimating equations with augmented data ya = (y∗T ,
∗T )T
where y∗ = y − s, 
∗ = 
 + ZTWs/{p(1 − p)} and s is the vector with elements si .
Proof of Result 3. Since (h/k)|v=v˜ =
∑n














wi(yi − pi)(i/pi)zij − −1jj vj ,
where zij is the (i, j)th element of Z and −1jj is the jth diagonal element of −1. From these
equations, the v˜ and ˆ can be obtained by the following estimating equations,
XTWXˆ + XTWZv˜ = XTWz1 (2)
and
ZTWXˆ + (ZTWZ + −1)v˜ = XTWz0, (3)
where z0 =  + (y − p)/{p(1 − p)} and z1 =  + (y − s − p)/{p(1 − p)}.
Thus, 	ˆHL(1,1) = (ˆHL(1,1)T , v˜HL(1,1)T )T can be obtained from the GLM score equation,
T TWaT 	ˆ
HL(1,1) = T TWaz,
where the adjusted dependent variables are given by z = (zT1 , zT2 )T , where z2 = ZTWs/{p(1 − p)}. 
Lee and Nelder [11] showed that for ˆHL(0,1) we can use a gamma GLM estimating equation
with the data v˜T v˜, and the prior weight 1−q, i.e. the gamma estimating equation with a modiﬁed
prior weight. For ˆPQL, the prior weight 1 − q(0)i , where q(0)i is the ith diagonal element of
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Table 7




i wi Prior weight 1 − qi
MQL yi 0 p∗i (1 − p∗i ) 1 − q(0)i
PQL yi 0 pi(1 − pi) 1 − q(0)i
HL(0,1) yi 0 pi(1 − pi) 1 − q(0)i − fi
HL(1,1) yi − si [ZT Ws/{pi(1 − pi)}]i pi (1 − pi) 1 − q(0) − fi
HL(1,2) yi − si [ZT Ws/{p(1 − p)}]i pi (1 − pi) 1 − q(0) − fi − ai
Note: q0i , fi and ai is the ith diagonal element of Q = T (T T WaT )−1T T Wa , k(T T WaT )−1H ∗ and k(F/k)/24,
respectively. MQL and PQL have different weights wi in Wa , so that they have different prior weight values.
Q = T (T TWaT )−1T TWa . For ˆHL(j,1) for j1 we use the prior weight 1−q(1)i = 1−q(0)i −fi ,
where fi is the ith diagonal element of k(T T WaT )−1H ∗ and
H ∗ =
(
XT (W/k)X XT (W/k)Z
ZT (W/k)X ZT (W/k)Z
)
.
For ˆHL(j,2) for j0 we use the prior weight 1−q(2)i = 1−q(1)i −ai , where ai is the ith diagonal
element of k(F/k)/24.
REML equations for the second-order adjustment involve tr(F )/u, which can be computed
by using the fact,
e1i/u = −(1 − 14pi + 36p2i − 24p3i )wiZi(v˜/u)|v=v˜ ,
e2(i,i′)/u = {−(1 − 6pi + 6p2i )wi(1 − 2pi′)wi′Zi
−(1 − 6pi′ + 6p2i′)wi′(1 − 2pi)wiZi′ }(v˜/u)|v=v˜ ,
bij |v=v˜/u = −[(ZTWZ + −1)−1((ZTWZ + −1)/u)
×(ZTWZ + −1)−1]ij |v=v˜ ,
where [A]ij denotes the (i, j)th element ofA.And this adjustment can by computed efﬁciently for
general models from the Result 2. A summary of REML algorithm using an augmented GLMM
is given in Table 7.
By using Result 3 we can show that the REML estimators can be solved by deﬁning response
variable for normal model appropriately.
Result 4. For ˆHL(i,j) we solve
XT V −1Xˆ = XT V −1(z∗ − a∗), (4)
where a∗ = 0 for ˆHL(0,1), and a∗ = VWs/{p(1 − p)} for ˆHL(1,1) and ˆHL(1,2).
Proof of Result 4. From (1) ˆHL(0,1) can be solved by the estimating equation,
XTWXˆ + XTWZv˜ = XTWz0.
From (3) we have v˜ = (ZTWZ + −1)−1(XTWz0 − ZTWXˆ). Then the estimating equation
(2) for ˆHL(0,1) becomes
XT (W−WZ(ZTWZ+−1)−1ZTW)Xˆ=XT (W−WZ(ZTWZ+−1)−1ZTW)z0.
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Table 8
The REML method based on normal model
Method z∗i wi a∗i in ML equation (4) REML equation
MQL i + (yi − p∗i )/{p∗i (1 − p∗i )} p∗i (1 − p∗i ) 0 REML()
PQL i + (yi − pi)/{pi(1 − pi)} pi(1 − pi) 0 REML()
HL(0,1) i + (yi − pi)/{pi(1 − pi)} pi(1 − pi) 0 REML()-A
HL(1,1) i + (yi − pi)/{pi(1 − pi)} pi(1 − pi) [VWs/{p(1 − p)}]i REML()-A
HL(1,2) i + (yi − pi)/{pi(1 − pi)} pi(1 − pi) [VWs/{p(1 − p)}]i REML()-A-B
Note: A = {(z∗ − X˜)T V −1D2V −1(z∗ − X˜) − tr(QD2)}/2 and B = (F/k)/24.
Since V −1 = W − WZ(ZTWZ + −1)−1ZTW and z1 = z0 − s/{p(1 − p)}, we have
XT V −1Xˆ = XT V −1z0.
Similarly, the estimating equation (2) for ˆHL(1,1) and ˆHL(1,2) becomes
XT (W−WZ(ZTWZ+−1)−1ZTW)Xˆ=XTWz1−XTWZ(ZTWZ+−1)−1ZTWz0.
Since z1 = z0 − s/{p(1 − p)}, we have
XT V −1Xˆ = XT V −1z0 − XT V −1VWs/{p(1 − p)} = XT V −1z0 − XT V −1a∗,
where a∗ = VWs/{p(1 − p)}. These complete the proof. 
Because,
V/k = D1 + D2,
where D2 = W−1(W/k)W−1, W/k = diag{(1 − 2pi)pi(1 − pi)Zi(v˜/k)} and
v˜/k = −(ZTWZ + −1)−1{−1(/k)−1}v˜,
we have
p,v(h)/k = REML() − {(z∗ − Xˆ)T V −1D2V −1(z∗ − Xˆ) − tr(QD2)}/2 = 0,
where REML() are estimating equations for the PQL estimators.
When W = I , ˆPQL are the same as the ˆHL(i,1) for i1. If y|v follows a normal distribution
with identity link or a gamma distribution with log link W = I . However, in general W = I . For
ˆHL(1,2) we have
ps,v(h)/k = p,v(h)/k − (tr(F )/k)/24.
The REML procedures to obtain various estimators are summarized in Table 8. The REML
equations of  for general GLMMs need additional terms compared to the REML equations for
mixed linear models.
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Appendix A
We explain how to compute the asymptotic biases of ˆHL(0,1) when J = 2 and how to correct
them. It is not difﬁcult to extend the result to other approximate methods with J 3. Let N =
(n00, n01, n10, n11) be the frequencies of the four possible outcomes of (yi1, yi2) = (0, 0), (0, 1),
(1, 0), (1, 1) and j = 0 + 1(j − 1) for j = 1, 2. Marginally, N has a multinomial distribution
with cell probabilities (00, 01, 10, 11) where
ij =
∫
exp{i(1 + v) + j (2 + v)}






































































j (1 − 2p˜ij )p˜ij (1 − p˜ij )(v˜i/2v) − 1/2v
2v
∑
j p˜ij (1 − p˜ij ) + 1
+ c(2v)/2v = 0,










When the number of ﬁxed effects remains constant as n goes to inﬁnity, limn→∞ (c(2v)/n)/




v = limn→∞ (pv(h)/n)/
2
v in probability.
Note that v˜i depends only upon the values of outcome yi = (yi1 = a, yi2 = b), so that without
loss of generality we can say v˜ab. Let p∗ab,j = 1/(1 + exp(−j − v˜ab)), h∗ = limn→∞ h/n and
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p∗v(h) = limn→∞ pv(h)/n. Then we have

























ab,j (1 − p∗ab,j ) + 1
.
Let ˜j and ˜2v be solutions of these limiting equations. Then the asymptotic biases for the estimates
of j and 2v are ˜j − j and ˜2v − 2v , respectively. Since 1 = 2 − 1, the asymptotic bias for










pc(h)/2v = 0 in probability, (A.1)
where hc = h−nh∗ and pc(h) = p,v(h)−np∗v(h). Let ˆCHL(0,1) be solutions of the estimating
equations,
hc/j = 0 and pc(h)/2v = 0.
By (A.1) if solutions exist uniquely, they are consistent [20].
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