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We introduce a sparse-matrix algorithm that allows for the simulation of two-dimensional infrared
2DIR spectra in systems with many coupled chromophores. We apply the method to bulk water,
and our results are based on the recently developed ab initio maps for the vibrational Hamiltonian.
Qualitative agreement between theory and experiment is found for the 2DIR spectra without the use
of any fitting or scaling parameters in the Hamiltonian. The calculated spectra for bulk water are not
so different from those for HOD in D2O, which we can understand by considering the spectral
diffusion time-correlation functions in both cases. We also calculate the ultrafast anisotropy decay,
which is dominated by population transfer, finding very good agreement with experiment. Finally,
we determine the vibrational excitation diffusion rate, which is more than two orders of magnitude
faster than the diffusion of the water molecules themselves. © 2010 American Institute of Physics.
doi:10.1063/1.3454733
I. INTRODUCTION
Two-dimensional infrared 2DIR spectroscopy has
proven to be an efficient tool for investigating ultrafast dy-
namics in complex systems. Experimentally, the method has
been applied to small systems with only one or a few
coupled vibrations,1–3 to large proteins with numerous
coupled vibrations,2,4–6 and to bulk water,7 where at least
formally an infinite number of vibrations are coupled. When
there is only a single chromophore, spectral simulation is
straightforward.3 Theoretical simulations have also been able
to address systems with several coupled chromophores in a
quite satisfactory way with the numerical integration of the
Schrödinger equation NISE approach.8–10 This method was
successfully applied to a small -hairpin.11 For larger sys-
tems, a time-averaging approximation TAA has been
suggested.12,13 While it is faster than the NISE method, it
still requires diagonalization of the double-excited states,
which is the bottleneck of the NISE scheme.8,9
Paarmann et al.14,15 devised an efficient propagation
scheme for the double-excited states within the NISE ap-
proach. This allowed for application to a system of 128
coupled OH stretch vibrations of water. In the meantime, an
efficient method based on the propagation of the nonlinear
exciton equations was developed, further decreasing the re-
quired simulation time.16 Another alternative for obtaining
the nonlinear response function is based on nonequilibrium
molecular dynamics MD.17,18 This method treats the prob-
lem completely classically and therefore only applies when
the thermal energy is high compared to the relevant transi-
tion energies. Since in water the OH stretch energy is signifi-
cantly higher than the thermal energy at room temperature, a
quantum treatment of those degrees of freedom is needed. It
should be noted that the NISE method is also a high-
temperature approximation, which only applies when the
spectral bandwidth is small compared to the thermal energy.8
In the present paper, we introduce the use of a sparse-matrix
approximation that allows for a further speedup of the origi-
nal NISE algorithm and makes it applicable to even larger
systems. We apply the method to bulk water.
To simulate the spectra of HOD in H2O and bulk water,
mappings connecting the local structure as found in MD
simulations with the vibrational Hamiltonian were devel-
oped. The first HOD maps directly combined intramolecular
force fields with the MD force field.19,20 Later approaches
assumed that the origin of the frequency shift induced by the
solvent is electrostatic and employed a Stark shift
approximation.21 It was found that parametrizations based on
ab initio calculations on water clusters22 or water molecules
exposed to electric fields23 reproduced the HOD in H2O
spectra quite well. These maps were then extended to bulk
water using the same mapping principles as for HOD.15,24 In
the present paper, a mapping for H2O that has already been
demonstrated to catch the IR and Raman spectral features of
bulk water very well will be used.24
2DIR spectra and ultrafast anisotropy decay of bulk wa-
ter have previously been studied both experimentally7,25,26
and theoretically.14,15,27 The 2DIR experiments have been
difficult to interpret since several competing processes spec-
tral diffusion, energy transfer, and vibrational relaxation all
occur on similar time scales. In terms of theory, Paarmann et
al.14,15 calculated the 2DIR spectrum, while Torii27 investi-aElectronic mail: thomas.lacour@gmail.com.
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gated the population transfer between the OH stretch vibra-
tions. In the 2DIR simulations,14,15 an electrostatic map for
the molecular eigenstates was used, which results in an adia-
batic treatment of the intramolecular population transfer.
Transition dipole interactions led to the intermolecular cou-
pling. The calculated frequency and coupling maps were
both scaled to match experimental observables. Torii27 also
used an electrostatic frequency map, but in the site represen-
tation, and neglected the intramolecular coupling. The latter
prevents direct transfer of population between the two OH
vibrations within the same molecule. The intermolecular
coupling was determined by transition dipole interactions.
In this paper, we present theoretical 2DIR spectra and
anisotropy decay calculations for bulk water by combining
MD simulations with ab initio maps to produce the vibra-
tional Hamiltonian24,28 and NISE to obtain the spectra.9 In
our Hamiltonian, maps for the site frequencies and the in-
tramolecular coupling are used, which provide a full nona-
diabatic treatment of the intramolecular population dynam-
ics. Furthermore, the diagonal anharmonicity and the 1-2
transition dipole are also described with ab initio maps,28 and
the coupling between OH stretches in different water mol-
ecules is found by optimizing the position of the transition
dipole to results from ab initio calculations on water
clusters.24 This leaves us with a complete map for the vibra-
tional Hamiltonian without any free parameters. With this
Hamiltonian excellent results were obtained for the linear
absorption and Raman spectra in bulk water,24,28,29 the sum-
frequency generation spectra at the water liquid/vapor
interface,30,31 and the 2DIR spectra of water dissolved in
acetonitrile.32
We find good agreement between theory and experiment
for bulk water, for both 2DIR spectra and anisotropy decay.
To understand the relevant time scales in these experiments,
it is useful to contrast H2O, with dilute HOD in D2O, where
analogous experiments have also been performed.3 In the
latter case, frequency mismatches ensure that the OH stretch
chromophore is isolated. Therefore, a primary difference be-
tween these two systems is vibrational coupling in H2O,
which produces vibrational energy transfer and which, in
principle, leads to enhanced spectral diffusion and anisotropy
decay. Comparison between these two sets of experiments
shows that anisotropy decay is dramatically faster in H2O,
while spectral diffusion, as manifested in the 2DIR line-
shape, is only modestly faster. We explain this puzzle by
considering the frequency time-correlation function TCF,
with and without vibrational coupling, and arguing that en-
ergy transfer produces greater anisotropy decay than spectral
diffusion since vibrational coupling leads to effective energy
transfer only to near-resonant chromophores.
II. METHODS
MD simulations of H2O were performed on 128 SPC/E
Ref. 33 molecules in the NVE ensemble at 298 K. Snap-
shots were saved every 10 fs along a 200 ps trajectory. We
describe the OH stretch vibrations quantum mechanically


























† and Bi are bosonic creation and annihilation opera-
tors. The fundamental frequency i for each OH stretch is
determined from an electronic structure-based electrostatic
map relating it to the electric field generated by the surround-
ing water molecules along the OH bond.28 When i and j
denote OH stretches within the same molecule, Jij is the
intramolecular coupling, which is determined by an electro-
static map depending on the electric fields along both OH
bonds.24 If i and j are OH stretches on different water mol-
ecules, Jij is the intermolecular coupling determined by the
transition dipole interaction.24 The anharmonicity i and the
transition dipoles  and  12 are determined by an electro-
static map depending on the electric field along the OH
bond.28  12 is related to the difference between the ground-
state to single-excited-state and the single-excited-state to
double-excited-state transition dipoles. The former is  and
the latter is 2 + 12.
The spectra were obtained with a version of the NISE
method9 adapted to large systems. The state of the quantum
system is determined by the wave function  for the OH
vibrations. The evolution of the quantum system is described







This cannot be solved analytically when the Hamiltonian is
not constant in time. However, a numerical approximation
can be obtained by dividing the time into sufficiently short
time intervals during which the Hamiltonian can safely be
assumed to be constant. In that case, the solution for each
interval is given by the solution of the time-dependent
Schrödinger equation with time-independent Hamiltonian,
t + t  Ut + t,tt = exp− i

Htt	t . 3
The time-evolution operator Ut+t , t then describes the
time evolution during one such time interval. The time evo-
lution for a longer time period is then simply given by the
time-ordered product of the time-evolution operators for the
intermediate time intervals. The time-evolution operators are
combined with the transition dipoles to evaluate the response
functions derived from time-dependent perturbation theory
that govern the 2DIR spectra. In short, the state of the system
is propagated with the time-evolution operators and when the
system interacts with the laser field the excitation level of the
propagated wave function is instantaneously raised or low-
ered by one. The expressions for the response functions are
given in Eq. 11 of Ref. 9 and the scheme is discussed in
more detail elsewhere.8
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A split-operator approximation and a sparse-matrix
scheme were employed to allow the application of the
method to this system with a large number of oscillators.
When no external electric field is present, states with differ-
ent numbers of excitations are decoupled in the Hamiltonian
in Eq. 1. The time-evolution operators for the single-
excited and double-excited states can therefore be found in-
dependently. For the single-excited states, the time-evolution
operator is then found by diagonalizing the Hamiltonian in
the basis of the single-excited states. The matrix exponential
is trivial in the eigenbasis and the time-evolution operator for
the single-excited states is obtained when transforming back
to the site basis.
The split-operator approximation is used to calculate the
time-evolution operator for the double-excited states using
Uab;cd








If the time-evolution operator for the single-excited states
with a time interval t is given by U
ab
1t+t , t, in the site
basis the harmonic part of the double-excited time-evolution
operator is15
Uab;cd
2,Ht + t,t =
1




1t + t,t + Uad
1t + t,t
Ucb
1t + t,t . 5
Paarmann et al.14,15 approximated the anharmonic part of the
time-evolution operator with
Uab;cd
2,A t + t,t = abcd − i

Hab;cd
A tt	 , 6
where HAt is the rather sparse anharmonic part of the
Hamiltonian. In our case the anharmonic part of the Hamil-
tonian is diagonal because we do not include anharmonicites
in the transition dipole coupling that arise the overtone tran-
sition dipoles do not exactly fulfill the harmonic rule i.e.,
that the overtone dipole is given by 2 times the transition
dipole of the fundamental transition, as was done in Refs.
14 and 15. We therefore used the matrix exponential, which
is trivial to calculate in this case. The total time-evolution
operator for the double-excited states is then given by the
split-operator approximation,
Uab;cd
2 t + t,t = Uab;cd
2,A t + t/2,tUab;cd
2,Ht + t,t
Uab;cd
2,A t + t/2,t . 7
In practice, these matrices are never multiplied with each
other but rather are multiplied successively on a vector,
which is computationally much more efficient.
The evaluation of the double-excited-state propagation is
still very time consuming even when the split-operator ap-
proach is employed. We therefore made use of the fact that
for large systems the time-evolution operator contains many
small elements. We discarded elements of the single-excited-
state propagator for which the absolute value squared was
below a threshold 	,
Uab
1t + t,t2 
 	 . 8
The value of 	 must be selected sufficiently small that noth-
ing important is thrown away, but large enough that most
irrelevant elements of the time-evolution operator are not
included in the simulation. Only during the waiting time the
exact time-evolution operator was used. 	 was set to 1.4
10−10, which means that about 50% of the time-evolution
matrix elements are neglected. Since the bottleneck in the
calculation is the application of the harmonic part of the
double-excited time-evolution operator and this depends on
products of pairs of single-excited time-evolution operators,
the speedup in this case is about a factor of 4. In less strongly
coupled systems, significantly higher speedups can be ex-
pected.
The NISE method can be used to calculate not only the
linear absorption and 2DIR spectra but also the population-
transfer rate, the vibrational excitation diffusion, vibrational
spectral diffusion, and the anisotropy decay. These quantities
are useful for interpreting the spectra and analyzing the sys-
tem properties. To investigate population transfer, we con-





The brackets indicate an ensemble average a time average
over the trajectory and an average over all chromophores.
We will denote this as the population decay. Population
transfer also results in a spread of the excitation wave packet,
and it is interesting to know how the probability of detecting
the excitation at different distances from the original excita-




rit − r j02Uij
1t,02 . 10
Here, ri is the position taken to be the position of the hy-
drogen atom of site i at a given time. The diffusion of the
probability density wave can be determined using the Ein-
stein relation MSDt=6Dt for t→. If there is no popula-
tion transfer, the MSD will reflect the diffusion of water
molecules.
Spectral diffusion can be understood in terms of fre-
quency TCFs. If there is no vibrational coupling, then one is
simply interested in
Ct = 
 jt j0 , 11
where  jt is the deviation of the frequency of the jth
chromophore from its average value. When the vibrations are





When there is no population transfer, this reduces to the nor-
mal site frequency TCF Eq. 11.
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The anisotropy decay can be obtained from the
simulated/experimental signal in the parallel S and perpen-





where t is the time between pump and probe pulses. The
experiments of interest25,26 use very short pump pulses so
that OH stretch modes of any frequency are excited, and the
probe signal is integrated over all frequencies, which means
that we do not have to worry about the frequency depen-
dence, as indicated above. Thus, we calculate the anisotropy
decay using the third-order response functions, but setting t1
and t3 to zero.9
III. RESULTS
The distribution of intra- and intermolecular couplings is
shown in Fig. 1. The average intramolecular coupling is
−27 cm−1. For most pairs of OH stretches, the intermolecu-
lar coupling is close to zero, but values close to that of typi-
cal intramolecular couplings occur about once for each OH
stretch. In Fig. 2 we present the linear absorption spectrum
calculated with the NISE and TAA methods, along with the
experimental bulk water spectrum.34 The NISE and TAA
spectra are very similar and demonstrate the accuracy of the
TAA method for calculating the linear absorption.12,29 The
interpretation of the linear spectrum is discussed in more
detail in recent papers.24,29
The 2DIR spectra were calculated by sampling over 100
different starting points along the trajectory. This relatively
low number of realizations is sufficient since we at the same
time sample over the many molecules in the simulation box,
and orientation averaging for an isotropic system was also
applied.35 The spectrum was simulated for different waiting
times and for both the parallel and perpendicular laser field
configurations. The NISE simulations for each starting point
with a fixed waiting time took about 35 h on a cluster node
Opteron 2 GHz processor. The sparse-matrix approxima-
tion was tested by varying the truncation parameter 	. For
large values of this parameter leading to a poor approxima-
tion, a positive intensity peak showed up at 3
=3900 cm−1. In the presented spectra, this artifact is com-
pletely gone. In contrast to the previous simulations,15,16 the
spectra were obtained without applying Fourier filtering to
suppress noise. For comparison, an approximation to the
HOD in D2O spectra, calculated by setting all couplings to
zero, took 30 min one starting point, for one waiting time
with 99% of the time-evolution matrix elements neglected.
The simulated 2DIR spectra for parallel-polarized pulses are
shown in Fig. 3 along with the experimental data.
In the experiment26 the excited-state contribution disap-

















FIG. 1. The histogram shows the distribution of the intra- and intermolecu-
lar couplings.


























FIG. 2. The linear absorption spectra calculated with the TAA taken from














FIG. 3. The experimental 2DIR parallel-polarization spectra of bulk water
from Ref. 26 left and the calculated 2DIR parallel-polarization spectra of
bulk water middle and HOD in D2O right at different waiting times. The
contours are plotted equidistantly at 10% intervals between 10% and
90% of the signal. Red contours indicate excited-state absorption and blue
contours indicate negative absorption bleach.
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pears within 100 fs, leaving only the persistent ground-state
bleach signal. This happens because the excitation can dis-
appear into an intermediate state before returning to the
ground state. For water this involves the bend vibration,36–38
which we did not include. Therefore, the decay of the
excited-state contribution and the persistent ground-state
bleach is not reproduced in our simulations, which is a clear
discrepancy between simulation and experiment. An ad hoc
scheme was applied in previous simulations to catch this
feature,14 but since its precise meaning is unclear, we will not
apply it here. Our spectra are very similar to those in the
previous simulations,14 although the spectral dynamics is
slightly faster. At times shorter than 100 fs, the ground-state
bleach/stimulated-emission peak is slightly sloped, indicat-
ing a memory of the initial excitation frequency, which dis-
appears as a result of frequency fluctuations and population
transfer. The excited-state absorption exhibits a more trian-
gular shape, which is also observable in the experiment. The
simulated spectral diffusion qualitatively agrees with the ex-
perimental data in Ref. 26. A clear tilt of the two peaks is
observed at t2=0 fs. The memory is lost very quickly in both
cases, leaving only a small tilt at t2=200 fs. Differences be-
tween theory and experiment may be due to the use of im-
pulsive limit in the simulations, whereas the laser pulses in
the experiments always have a finite duration. These pulse
shape effects are most likely also the reason for the differ-
ences observed between the original7 and the newer
experiments.26
It is instructive to consider the differences between the
theoretical spectra for H2O and for HOD in D2O, as shown
in Fig. 3. Recall that in the latter case the effects of intra- and
intermolecular vibrational couplings are absent. One differ-
ence is that for H2O the spectra peak at slightly lower fre-
quency, for example, at 0 waiting time, and are slightly
broader, both of which reflect the effects of coherent vibra-
tional energy transfer.24,29 For longer waiting times, one sees
slightly more peak broadening for H2O, resulting from
slightly more spectral diffusion. As a whole, however, the
spectra in the two cases are remarkably similar. To investi-
gate why this is so, we consider the normalized frequency
TCFs, for both cases, as shown in Fig. 4. The TCF for un-
coupled oscillators, from Eq. 11, as would be appropriate
for HOD in D2O, has lost roughly 50% of its amplitude after
50 fs, due to small-amplitude nuclear motions, and then de-
cays on a 1 ps time scale. The TCF for the coupled oscilla-
tors, from Eq. 12, is nearly identical for the first 50 fs and
then decays more quickly to zero on the time scale of a few
hundred femtoseconds, due to population transfer, which al-
lows the excitation to sample a number of sites that may
have different transition frequencies. While the behavior of
these two TCFs is quite different at longer times, between 0
and 200 fs the values are not hugely different, consistent
with the similar amount of spectral diffusion in the two
cases, and hence the similar 2DIR spectra.
To compare with the time scale for population transfer,
on the same graph we show Pt from Eq. 9, the prob-
ability to remain on an initial state, for the coupled system.
One sees that by 200 fs a substantial amount of population
transfer has occurred. It is particularly interesting that within
the same time a smaller amount of population-transfer-
induced spectral diffusion has occurred. We believe this is
because vibrational coupling is most effective between near-
resonant chromophores those whose site frequencies differ
at most by a few multiples of typical coupling matrix ele-
ments. Thus, in the frequency-domain picture,24 eigenstates
are linear combinations of near-resonant chromophores, and
in the time-domain picture,29 population transfer is most ef-
fective to near-resonant chromophores. Therefore, even
though population transfer has occurred, the amount of spec-
tral diffusion resulting from this population transfer is rela-
tively small. Note that at longer times, about 1 ps, the cumu-
lative effect of population transfer leads to complete spectral
diffusion for the coupled system, as shown in the figure.
The tail of the population decay can be described by a
biexponential decay with the time scales of 110 and 456 fs.
No simple interpretation of these two time scales could be
identified. The explanation might be related to the above
argument that the transfer is faster when the energy differ-
ence between the oscillators is small and slower when the
energy difference is large at longer times.
In Fig. 5 we show the time-dependent anisotropy calcu-
lated with Eq. 13. It decays rapidly from an initial value of
0.4 with a 1 /e time of 114 fs. In the experiment the initial













FIG. 4. The normalized frequency TCFs calculated for independent sites
Ct and including population transfer according to Eq. 12 CPt. The
population decay, Pt, is plotted as a dotted line for comparison.


















FIG. 5. The anisotropy calculated from the simulated pump-probe spectrum
as in Eq. 13 full line compared with the result without coupling dashed
line, as would be appropriate for HOD in D2O. The experimental data from
Refs. 25 and 26, scaled to start at 0.4, are given with boxes and circles,
respectively.
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value is 0.35 and the decay time is 8015 fs.26 In the older
experiment25 the time scale is closer to 200 fs. This can in
part be due to the longer pulse duration used in those experi-
ments. In any case, our theoretical results are in good agree-
ment with these experiments. For comparison, in the figure
we also show the anisotropy decay due to rotation alone by
neglecting all couplings between chromophores as would be
appropriate for HOD in D2O. It is similar to the H2O result
for the first 50 fs, but then has a long tail with a time constant
of 2.5 ps corresponding to the much slower rotational diffu-
sion. For H2O, only the initial drop in the anisotropy from
0.4 to 0.35 can be attributed to the orientational contribution
from fast librational motion within the cone of the hydrogen-
bond potential.39 For H2O, then, unlike in the situation with
spectral diffusion, we see that population transfer is the
dominant contributor to the anisotropy decay. Thus, even if
the participating chromophores are near-resonant, producing
relatively little spectral diffusion, the orientations of the tran-
sition dipoles are widely distributed, and so there is substan-
tial anisotropy decay.
We calculated the mean-square displacement of the vi-
brational excitation using Eq. 10 and obtained a diffusion
constant of 80 Å2 /ps using the Einstein relation. This shows
that from an initially excited site the excitation quickly de-
localizes on neighboring sites. This diffusion constant should
be compared with the diffusion constant of water molecules,
which is 0.25 Å2 /ps for SPC/E water33 the experimental
value is 0.227 Å2 /ps Ref. 40—it is more than two orders
of magnitude faster than molecular diffusion! Presumably,
this in part accounts for the efficient heat dissipation in wa-
ter.
IV. CONCLUSIONS
2DIR spectra of bulk water were obtained using a new
sparse-matrix algorithm within the NISE approach. The fluc-
tuating Hamiltonian was obtained by combining MD simu-
lations with the recently developed ab initio maps. The cal-
culated spectra are in qualitative agreement with experiment,
with the exception of the lack of decay of the excited-state
absorption in the simulation, which is not accounted for in
our approach. In addition, we calculated the rotational aniso-
tropy decay, which is in good agreement with experiment.
Keeping in mind that our approach has no adjustable param-
eters for the Hamiltonian and it uses the unmodified SPC/E
force field, the good agreement with experiment is quite re-
markable. These results provide further validation of the
spectroscopic model including the intra- and intermolecular
coupling maps, non-Condon effects, etc.
One of the interesting features of these experiments is
that the 2DIR spectra differ by only a small amount between
H2O and the uncoupled system of HOD in D2O, while the
anisotropy decays differ greatly. In H2O enhanced spectral
diffusion and enhanced anisotropy decay are both due to
population transfer as a result of the vibrational coupling.
However, we argue that because only near-resonant chro-
mophores are effectively coupled, population transfer leads
to relatively little spectral diffusion during the experimen-
tally accessible times up to 200 fs. At the same time, how-
ever, these effectively coupled near-resonant chromophores
have a broad orientational distribution of transition dipoles,
leading to substantial anisotropy decay.
One drawback of the presented simulations is that our
approach does not account for the persistent ground-state
bleach, which is rather strong in bulk water. In the future,
one might want to include intermediate states such as the
bend vibrations to account for this effect. Another weakness
in our model is the use of simple transition dipole coupling.
In particular, it is surprising that a simple transition dipole
model works so well between vibrations that are separated
by only a few angstroms, when the extent of the interacting
electron clouds is on the order of 1 Å. Multipole effects
could have a significant contribution at such short distances
and models such as the extended transition dipole coupling,
transition-density coupling,41–43 or transition-charge
coupling44,45 could possibly improve the description of the
intermolecular coupling. However, the intermolecular cou-
pling used in this study was found by optimizing the transi-
tion dipole model to ab initio calculations, and the optimiza-
tion procedure might, to some extent, compensate for the
neglect of higher-order multipole contributions.
The sparse-matrix approximation to the NISE method
that we introduced in this paper allows for the simulation of
very big systems. With this development the calculation of
2DIR spectra for other large systems, for example, proteins
and DNA, with hundreds of chromophores, is within reach.
Bulk water is a strongly coupled system. The employed
sparse-matrix method can be expected to work even more
efficiently for more weakly coupled systems, for example,
water inside reverse micelles and amide vibrations in pro-
teins.
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