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Abstract
The existence of a ground state of the Nelson Hamiltonian with perturbations
of the form
∑4
j=1 cjφ
j with c4 > 0 is considered. The self-adjointness of the
Hamiltonian and the existence of a ground state are proven for arbitrary values
of coupling constants.
1 Introduction
The Nelson model introduced in [21] describes N -quantum mechanical particles coupled
to a scalar bose field. Let ω be a boson dispersion relation which describes the energy of
a single boson. Then the free field Hamiltonian Hf is given by the second quantization
of ω:
Hf = dΓ(ω). (1.1)
Let K = −∆ + V be a Hamiltonian of a quantum mechanical particle. Then the
standard Nelson Hamiltonian is formally given by
HNelson = K +Hf + αφ(ρ). (1.2)
Here α is a coupling constant and φ(ρ) a field operator smeared by a test function ρ.
We consider the Nelson model with φ(ρ) replaced by the singular perturbation:
P (φ(ρ)) =
4∑
j=1
cjφ(ρ)
j (1.3)
with c4 > 0. Thus the total Hamiltonian under consideration is
H = K +Hf + P (φ(ρ)) (1.4)
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with the domainD(K)∩D(Hf)∩D(φ(ρ)4). We suppose thatK has a compact resolvent,
and V
1/2
− is relatively bounded with respect to (−∆)1/2, where V− ≥ 0 is the negative
part of V .
We are concerned with the spectrum of H in the non-perturbative way. The bottom
of the spectrum of a Hamiltonian is called a ground state energy, and a eigenvector
associated with the ground state energy a ground state. We see that the bottom of the
spectrum of K +Hf is equal to the edge of continuum. Then it is not trivial to show
the existence of ground state of H even when perturbations are not singular.
The main result of this paper is to show (1) and (2) below:
(1) H is self-adjoint and bounded from below;
(2) H has a ground state for all ρ under some conditions.
(Related models) We review here several models concerned so far, but this is
incomplete list.
[Nelson model] Bach-Fro¨hlich-Sigal [5] show the existence and uniqueness of the
ground state of some general scalar model for sufficiently weak couplings. This model
includes the standard Nelson model. Spohn [23] proves however the existence of the
ground state for the Nelson model for arbitrary values of coupling constants but ifK has
purely discrete spectrum. Ge´rard [9] also shows the similar result, but the method is
different from [23]. Hiroshima and Sasaki [17] shows the enhanced binding of the many
body Nelson model, i.e.,the existence of ground states is shown for sufficiently large
couplings but the existence of ground state of decoupled Hamiltonian is not assumed.
The results mentioned above are proven under the so called infrared regularity
conditions. Then the next task is to study the case of no infrared regularity condi-
tions. Arai, Hirokawa and Hiroshima [4] show the absence of ground state of some
abstract quantum field models without infrared regularity conditions. Lo˝rinczi, Minlos
and Sphon [19], Derezin´ski and Ge´rard [8], and Hirokawa [16] prove that the Nelson
Hamiltonian has no ground states if the infrared regularity condition is not assumed.
Arai [3] shows however that the Nelson model without infrared regularity condition
also has a ground state if a non-Fock representation is taken. See also [10, 11] for the
Nelson model on a pseudo Riemannian manifold.
[The Pauli-Fierz model] The Pauli-Fierz model is a quantum field model in
nonrelativistic quantum electrodynamics. Its interaction is given by minimal coupling,
and then the spectral analysis turns to be hard due to the derivative coupling. Bach,
Fro¨hlich and Sigal [6] prove the existence of ground state for sufficiently weak couplings
but the infrared regularity condition is not assumed. This is large difference between
the Nelson model and the Pauli-Fierz model. Griesemer, Lieb and Loss [14], and Lieb
and Loss [18] show the existence of a ground state of the Pauli-Fierz Hamiltonian
for arbitrary values of coupling constants under no infrared regularity condition. In
[14, 18], the binding condition is introduced to show the existence of a ground state.
We extend this to the Pauli-Fierz model with a variable mass [15]. This method is also
applied to the Nelson model by Sasaki [22].
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[Singular perturbations] The model under consideration in this paper is of the
similar form of the (φ4)2-model in quantum field theory. This model describes bosons
with self-interaction in two dimensional space-time. Glimm and Jaffe [12, 13] considered
the spectral properties of the (φ4)2-model. In this model, the dispersion relation is
supposed to be strictly positive and the Hamiltonian is defined on a boson Fock space.
Miyao and Sasaki [20] show the existence of the ground state for a generalized spin-
boson model with φ2-perturbation, and it is not supposed that the particle Hamiltonian
has a compact resolvent. Takaesu [24] shows the existence of a ground state for a
generalized spin-boson model with a singular perturbation of the form (1.3) but for
sufficiently small coupling constants.
(Strategy) As far as we know, it is new to show the existence of the ground state
of (1.4) for all values of a coupling constant. Here we show an outline of our proofs.
By making use of [1], we can prove the essential self-adjointness of H . First we
show that φ4 is relatively bounded with respect to H . This relative boundedness leads
to the self-adjointness of (1.4).
Next we show the existence of a ground state of H by means of [7, 9] for all values
of coupling constants: We define the Hamiltonian Hσ, with the test function ρ replaced
by ρσ = ρ1{σ≤ω(k)}, and we show the existence of a ground state of Hσ for all σ > 0.
We see that as σ → 0, a normalized ground state of Hσ weakly converges to a non-zero
vector, which is then a normalized ground state of H . To show this it is sufficient to
show the boson number bound and the boson derivative bound of a normalized ground
state of Hσ. These are done in Lemmas 5.2 and 5.5. To show the boson derivative
bound, we suppose the infrared regularity condition:
ω−5/4 sup
x∈Rd
|ρ(x, ·)| ∈ L2(Rdk). (1.5)
This infrared regularity condition is stronger than the standard infrared regularity
condition:
ω−1 sup
x∈Rd
|ρ(x, ·)| ∈ L2(Rdk). (1.6)
The condition (1.5) is used to show the convergence:
‖((Eσ −Hσ − ω(k))−1 − (E −H − ω(k))−1)ρσ(k)P ′(φσ)Φσ‖ → 0
in L2 as σ → 0 in Lemma 5.4, where Φσ is a ground state of Hσ. In the case of
the standard Nelson model, P ′(φσ) = 1. Then condition (1.6) is enough to show this
convergence. In the singular case, we need however (1.5) to control the upper bound
of ‖((Eσ −Hσ − ω(k))−1 − (E −H − ω(k))−1)ρσ(k)P ′(φσ)Φσ‖.
This paper is organized as follows: Section 2 is devoted to defining the Nelson
Hamiltonian with a singular perturbation. In Section 3 we show the self-adjointness
of H . In Section 4 we show the existence of a ground state of H but with an infrared
cutoff. Finally in Section 5 we show the existence of a ground state of H .
3
2 Definition of the Nelson model with P (φ) pertur-
bation
2.1 Preliminaries
Here we introduce fundamental facts on Fock spaces and second quantizations. Let X
be a Hilbert space over the complex field C. Then
Fb(X ) =
∞⊕
n=0
[⊗nsX ] =
{
{Ψ(n)}∞n=0
∣∣∣Ψ(n) ∈ ⊗nsX , n ≥ 0, ∞∑
n=0
‖Ψ(n)‖2 <∞
}
(2.1)
is called the boson Fock space over X , where ⊗nsX denotes the symmetric tensor
product of X and ⊗0sX = C. Let Ω = {1, 0, · · · } ∈ Fb(X ) be the Fock vacuum. The
number operator N is defined by
(NΨ)(n) = nΨ(n) (2.2)
with the domain
D(N) =
{
{Ψ(n)}∞n=0 ∈ Fb(X )
∣∣∣ ∞∑
n=0
n2‖Ψ(n)‖2 <∞
}
. (2.3)
The finite particle subspace of Fb(X ) is a dense subspace of F , which is given by
Fb,0(X ) =
{{Ψ(n)}∞n=0 ∈ Fb(X ) |Ψ(n) = 0 except for finitely many n} . (2.4)
The creation operator a†(f) smeared by f ∈ X is also given by
(a†(f)Ψ)(n) =
√
nSn(f ⊗Ψ(n−1)), n ≥ 1, (2.5)
and (a†(f)Ψ)(0) = 0 with the domain
D(a†(f)) =
{
Ψ ∈ Fb
∣∣∣ ∞∑
n=1
‖√nSn(f ⊗Ψ(n−1))‖2 <∞
}
. (2.6)
Here Sn is the symmetrization operator on ⊗nX . The annihilation operator smeared
by f ∈ X is given by the adjoint of a†(f):
a(f) = (a†(f))∗. (2.7)
Note that a(f) is antilinear in f , while a†(f) is linear in f . We see that a(f)⌈⊗nsX is
bounded from ⊗nsX to ⊗n−1s X and a†(f)⌈⊗nsX from ⊗nsX to ⊗n+1s X . a(f) and a†(f)
satisfy canonical commutation relations:
[a(f), a†(g)] = (f, g), [a(f), a(g)] = [a†(f), a†(g)] = 0. (2.8)
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Let D be a dense subspace of X . Then
Fb,fin(D) = L{Ω, a†(f1) · · ·a†(fn)Ω | n ∈ N, fj ∈ D, j = 1, · · ·n} (2.9)
is also dense in Fb(X ), where L{· · · } denotes the linear hull of {· · · }. The Sigal field
smeared by f ∈ X is given by
φ(f) =
1√
2
( a(f) + a†(f) ). (2.10)
Let D be a dense subspace and f ∈ D. Then φ(f) is essentially self-adjoint on Fb,fin(D).
The Sigal field satisfies the following commutation relation:
[φ(f), φ(g)] = iℑ(f, g). (2.11)
When X = L2(Rd), let
(a(k)Ψ)(n)(k1, · · · , kn) =
√
n + 1Ψ(n+1)(k, k1, · · · , kn). (2.12)
If Ψ ∈ D(N1/2), then a(k)Ψ ∈ Fb(L2(Rd)) for almost every k ∈ Rd. For Ψ ∈ D(a(f)),
(a(f)Ψ)(n)(k1, · · · , kn) =
∫
Rd
f(k)(a(k)Ψ)(n)(k, k1, · · · , kn)dk
holds.
Let X and Y be Hilbert spaces, and T a densely defined closable operator from X
to Y . Then Γ(T ) is defined by
Γ(T ) =
∞⊕
n=0
⊗nT ⌈⊗nsX (2.13)
with ⊗0T = 1. If X = Y , the second quantization of T is defined by
dΓ(T ) =
∞⊕
n=0
T (n), (2.14)
where T (0) = 0 and
T (n) =
n∑
j=1
1⊗ · · · ⊗ 1⊗
jth
T˘ ⊗1⊗ · · · ⊗ 1⌈⊗nsX , n ≥ 1. (2.15)
Here S denotes the closure of an operator S. The number operator N can be written
as
N = dΓ(1). (2.16)
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We define the unitary operator UX ,Y from Fb(X ⊕ Y) to Fb(X )⊗Fb(Y) by
UX ,Ya
†(f1 ⊕ 0) · · ·a†(fn ⊕ 0)a†(0⊕ g1) · · ·a†(0⊕ gn)Ω
= a†(f1) · · · a†(fn)Ω⊗ a†(g1) · · · a†(gn)Ω. (2.17)
Let T be a densely defined closable operator from X to X ⊕ X . Then the operator
Γˇ(T ) : F(X )→ F(X )⊗ F(X ) is defined by
Γˇ(T ) = UX ,XΓ(T ). (2.18)
2.2 The Nelson Hamiltonian with P (φ) perturbation
In this paper the number of quantum mechanical particles is supposed to be one, but
the spatial dimension d. Let K = L2(Rdx) and Fb = Fb(L2(Rdk)). The Hilbert space of
state space is given by
H = K ⊗Fb, (2.19)
where K describes the state space of a quantum mechanical particle, and Fb that of
bosons. Let ω be a boson dispersion relation. We suppose that ω is a densely defined,
non-negative multiplication operator on L2(Rdk). Further conditions on ω are given
later. The free field Hamiltonian is given by dΓ(ω). Let K be a Hamiltonian of the
quantum mechanical particle. Then the decoupled Hamiltonian is given by
H0 = K ⊗ 1 + 1⊗ dΓ(ω) (2.20)
with the domain D(H0) = D(K⊗1)∩D(1⊗dΓ(ω)). In what follows, we denote T ⊗1
and 1⊗ S by T and S, respectively, for simplicity unless confusion arises. Let us now
define a field operator φ in H. Let ρ(x, k) be a test function such that ρ(x, ·) ∈ L2(Rdk)
for each x ∈ Rd. Then we set
φ(ρ(x, ·)) = 1√
2
(
a(ρ(x, ·) + a†(ρ(x, ·)) . (2.21)
φ(ρ(x, ·)) is essentially self-adjoint for each x ∈ Rd on
Fb,fin = L{Ω, a†(h1) · · ·a†(hn)Ω|n ∈ N, f, hi ∈ Cc(Rdk), i = 1, · · ·n}.
Then the field operator φ is defined by the constant fiber direct integral of φ(ρ(x, ·)):
φ = φ(ρ) =
∫ ⊕
Rd
φ(ρ(x, ·))dx. (2.22)
Let
P (x) = x4 + c3x
3 + c2x
2 + c1x, (2.23)
where cj, j = 1, 2, 3, are arbitrary real numbers. Then the Nelson Hamiltonian with
P (φ) perturbation is given by
H = H0 + P (φ) (2.24)
with the domain D(H) = D(H0) ∩D(φ4).
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2.3 Hypotheses and main theorems
To show the self-adjointness ofH and the existence of a ground state ofH , we introduce
the following hypotheses.
Hypothesis 2.1 (Hypotheses of K) (1) K is given by
K = −∆+ V (2.25)
with the domain D(K) = D(−∆)∩D(V ). Here V is a real-valued multiplication
operator, which describes an external potential.
(2) There exist constants 0 < a < 1 and b > 0 so that for all Ψ ∈ D(V 1/2− ), Ψ ∈ D(|p|)
and
‖V 1/2− Ψ‖2 ≤ a‖|p|Ψ‖2 + b‖Ψ‖2. (2.26)
Here V−(x) = max{0,−V (x)} and p = −i∇x.
(3) K is a non-negative, self-adjoint operator and has a compact resolvent.
Hypothesis 2.2 (Hypotheses of ω) (1) ω ∈ C(Rdk; [0,∞));
(2) ∇ω ∈ L∞(Rdk);
(3) ω(k) = 0 if and only if k = 0.
Definition 2.3 Let X be a Hilbert space. f ∈ L∞(Rd;X ) is said to be weakly differ-
entiable if there exists g ∈ L∞(Rd;X ) such that for all Ψ ∈ X and ϕ ∈ C∞c (Rd),∫
Rd
(∂jϕ)(x)(Ψ, f(x))Xdx = −
∫
Rd
ϕ(x)(Ψ, g(x))Xdx. (2.27)
In this case, we denote g(x) by ∂jf(x).
Hypothesis 2.4 (Hypotheses of ρ) x 7→ ρ(x, ·) is an element of L∞(Rdx;L2(Rdk))
and weakly twice differentiable. Moreover, for each k ∈ Rdk, ρ(k) = ρ(·, k) is a bounded
operator on L2(Rdx) such that
ω−1/2‖ρ(·)‖, ω‖ρ(·)‖, ω−1/2‖∇xρ(·)‖, ‖∇xρ(·)‖ ∈ L2(Rdk). (2.28)
Hypothesis 2.5 (Infrared regularity condition) It holds that
ω−5/4‖ρ(·)‖ ∈ L2(Rdk). (2.29)
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We denote ‖ωl‖ρ(·)‖‖L2(Rd
k
) by ‖ωlρ‖ for −5/4 ≤ l ≤ 1. Let
Hfin = L{f ⊗ Ω, f ⊗ a†(h1) · · · a†(hn)Ω|n ∈ N, f ∈ D(K), hi ∈ C∞c (Rdk), 1 ≤ i ≤ n}.
(2.30)
Now let us state the main theorems.
Theorem 2.6 Suppose Hypotheses 2.1 and 2.4. Then H is self-adjoint and essentially
self-adjoint on Hfin.
Theorem 2.7 Suppose Hypotheses 2.1, 2.2, 2.4 and 2.5. Then H has a ground state.
3 Self-adjointness of H
The following proposition on the essential self-adjointness is known.
Proposition 3.1 [1] Let H =
⊕∞
n=0Hn be the direct sum of Hilbert spaces Hn, n =
0, 1, 2, · · · , and
Hˆ = {{Ψ(n)}∞n=0 ∈ H|Ψ(n) = 0 for all but finitely many n}.
The number operator in H is defined by
(NHΨ)
(n) = nΨ(n), n = 0, 1, 2, · · · (3.1)
with the domain
D(NH) =
{
{Ψ(n)}∞n=0 ∈ H
∣∣∣ ∞∑
n=0
n2‖Ψ(n)‖2 <∞
}
. (3.2)
Let An, n = 1, 2, · · · , be self-adjoint operators in Hn and B a symmetric operator in
H. Put A = ⊕∞n=0An. Let Pn be the projection from X to Hn ⊂ H: Pn = 1{n}(NH).
Suppose that
(1) A+B is bounded from below;
(2) Hˆ ⊂ D(B) and there exists a constant n0 ≥ 0 such that (PmΨ, BPnΨ) = 0
whenever |m− n| ≥ n0;
(3) there exist a constant c and a linear operator L in H such that Ran(L⌈D(L)∩PnH) ⊂
PnH and
|(Θ, BΨ)| ≤ c‖LΘ‖ ‖(NH + 1)2Ψ‖.
Then A+B is essentially self-adjoint on D(A) ∩ Hˆ.
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Lemma 3.2 Suppose Hypotheses 2.1 and 2.4. Then H is an essentially self-adjoint
on Hfin.
Proof: By Proposition 3.1, H is essentially self-adjoint on D(H0) ∩ H0, where H0 =
K⊗F0. Thus it suffices to show that Hfin is a core for H . Let Ψ ∈ D(H0)∩H0. Then
there exists a number n0 so that for all n ≥ n0, Ψ(n) = 0. Since Hfin is a core for H0 by
Proposition 6.4 in Appendix and P (φ)⌈K⊗(⊗n0s F) is a bounded operator, it is seen that
there exists a sequence {Ψj}∞j=1 ⊂ Hfin such that Ψj → Ψ and HΨj → HΨ. Therefore
the lemma follows.
Lemma 3.3 Suppose Hypothesis 2.4. Let φ′j = −iφ(∂x,jρ). Then φnΨ ∈ D(|p|2) for
Ψ ∈ Hfin and n ∈ N, and [φ, pj] = φ′j follows on Hfin.
Proof: Let
Φ = f ⊗ a†(f1) · · ·a†(fn)Ω, Ψ = g ⊗ a†(g1) · · ·a†(gn−1)Ω,
where f and fk ∈ C∞c (Rd), k = 1, · · · , n, and g ∈ D(K) and gk ∈ C∞c (Rd), k =
1, · · · , n− 1. It can be computed as
(pjΦ, φΨ)
=
i√
2
∫
Rd
(∂j f¯)(x)g(x)(a(ρx)a
†(f1) · · ·a†(fn)Ω, a†(g1) · · ·a†(gn−1)Ω)dx
=
i√
2
n∑
l=1
∫
Rd
(∂j f¯)(x)g(x)(fl, ρx)dx(a
†(f1) · · · â†(fl) · · · a†(fn)Ω, a†(g1) · · ·a†(gn−1)Ω).
(3.3)
Here the symbol̂denotes omission. Since ρ(x, ·) is weakly differentiable, we see that
(pjΦ, φΨ) = (φΦ, pjΨ) + (Φ, φ
′
jΨ) = (Φ, (φpj + φ
′
j)Ψ). (3.4)
Thus we obtain that φΨ ∈ D(pj) and
pjφΨ = (φpj + φ
′
j)Ψ. (3.5)
By a similar computation, (3.5) holds for all Ψ ∈ Hfin. In a similar way, we can also
see that φnΨ ∈ D(|p|2).
Theorem 3.4 Suppose Hypotheses 2.1 and 2.4. Then there exists a constant C such
that for all Ψ ∈ D(H),
‖φnΨ‖ ≤ C‖(H + 1)Ψ‖, n = 1, 2, 3, 4. (3.6)
9
Proof: It is enough to show for the case of n = 4. Let Ψ ∈ Hfin. It holds that
‖φ4Ψ‖2 =
∥∥∥∥∥
(
H −H0 −
3∑
k=1
ckφ
k
)
Ψ
∥∥∥∥∥
2
= ‖HΨ‖2 − 2ℜ(φ4Ψ, H0Ψ)
−2
3∑
k=1
ℜ(φ4Ψ, ckφkΨ)−
∥∥∥∥∥
(
H0 +
3∑
k=1
ckφ
k
)
Ψ
∥∥∥∥∥
2
= ‖HΨ‖2 − (Ψ, [φ2, [φ2, H0]]Ψ)− 2 3∑
k=1
ck(φ
4Ψ, φkΨ)
−2
∥∥∥H1/20 φ2Ψ∥∥∥2 −
∥∥∥∥∥
(
H0 +
3∑
k=1
ckφ
k
)
Ψ
∥∥∥∥∥
2
. (3.7)
Take a sufficiently small ǫ > 0. Since φk, k = 1, 2, 3, are infinitesimally small with
respect to φ4, there exists a constant C1,ǫ > 0 such that
− 2
3∑
k=1
ck(φ
4Ψ, φkΨ) ≤ ǫ‖φ4Ψ‖2 + C1,ǫ‖Ψ‖2. (3.8)
Thus by (3.7) and (3.8), we have
‖φ4Ψ‖2 ≤ 1
1− ǫ
(
‖HΨ‖2 + C1,ǫ‖Ψ‖2 + |(Ψ, [φ2, [φ2, H0]]Ψ)|
)
. (3.9)
Thus in order to prove (3.6), it sufficies to show that for sufficiently small 0 < η, there
exists a constant Cη so that
|(Ψ, [φ2, [φ2, H0]]Ψ)| ≤ η‖φ4Ψ‖2 + Cη‖(H + 1)Ψ‖2. (3.10)
By Proposition 6.1 (3) in Appendix, we have
|(Ψ, [φ2, [φ2, dΓ(ω)]]Ψ)| ≤ 4‖ω1/2ρ‖2‖φΨ‖2 ≤ ǫ‖φ4Ψ‖2 + C2,ǫ‖Ψ‖2. (3.11)
Let us estimate |(Ψ, [φ2, [φ2, K]]Ψ)|. By Lemma 3.3, it is seen that
|(Ψ, [φ2, [φ2, p2j ]]Ψ)| ≤ 2‖ [φ2, pj]Ψ‖2 + |(Ψ, {pj[φ2, [φ2, pj]] + [φ2, [φ2, pj]]pj}Ψ)|
≤ 2‖(φ′jφ+ φφ′j)Ψ‖2 + 8|ℑ(ρ, ∂x,jρ)||ℜ(φ2Ψ, pjΨ)|. (3.12)
Since [φ, φ′j] = ℑ(ρ, ∂x,jρ), by using the Schwarz inequality, we see that
|(Ψ, [φ2, [φ2, p2j ]]Ψ)| ≤ ǫ‖φ4Ψ‖2 + C3,ǫ(‖φ′jφΨ‖2 + ‖|p|Ψ‖2 + ‖Ψ‖2). (3.13)
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Let us estimate ‖φ′jφΨ‖2 in (3.13). It holds that
‖φ′jφΨ‖2 ≤ C4(φΨ, (dΓ(ω) + 1)φΨ)
= C4{(φ2Ψ, (dΓ(ω) + 1)Ψ) + (φΨ,−iφ(iωρ)Ψ)}. (3.14)
By the Schwarz inequality again, we have
‖φ′jφΨ‖2 ≤ ǫ‖(dΓ(ω) + 1)Ψ‖2 + C4,ǫ‖φ2Ψ‖2 +
C4
2
(‖φ(iωρ)Ψ‖2 + ‖φΨ‖2). (3.15)
Since φ(iωρ) and φk, k = 1, 2, are infinitesimally small with respect to dΓ(ω) and φ4,
respectively, we see that
‖φ′jφΨ‖2 ≤ ǫ‖φ4Ψ‖2 + 3ǫ‖dΓ(ω)Ψ‖2 + C5,ǫ‖Ψ‖2. (3.16)
Since
‖dΓ(ω)Ψ‖2 ≤ 2‖HΨ‖2 + 2‖P (φ)Ψ‖2
≤ 2‖HΨ‖2 + (2 + ǫ)‖φ4Ψ‖2 + C6,ǫ‖Ψ‖2, (3.17)
‖φ′jφΨ‖ can be estimated by (3.16) as
‖φ′jφΨ‖2 ≤ ǫ(3ǫ+ 7)‖φ4Ψ‖2 + 6ǫ‖HΨ‖2 + (C5,ǫ + 3ǫC6,ǫ)‖Ψ‖2. (3.18)
Next we estimate ‖|p|Ψ‖2 in (3.13). By (2.26),
‖|p|Ψ‖2 = (Ψ,−∆Ψ) ≤ (Ψ, KΨ) + (Ψ, V−Ψ) ≤ (Ψ, KΨ) + a‖|p|Ψ‖2 + b‖Ψ‖2, (3.19)
with 0 < a < 1 and 0 < b. Thus it holds that
‖|p|Ψ‖2 ≤ 1
1− a(Ψ, (H − P (φ))Ψ) +
b
1− a‖Ψ‖
2. (3.20)
Since |H|1/2 and |P (φ)|1/2 are infinitesimally small with respect to H and φ4, respec-
tively, we have
‖|p|Ψ‖2 ≤ ǫ(‖φ4Ψ‖2 + ‖HΨ‖2) + C7,ǫ‖Ψ‖2. (3.21)
Therefore by (3.13), (3.18) and (3.21), for sufficiently small ǫ′ > 0, we have
|(Ψ, [φ2, [φ2, K]Ψ)|=
∣∣∣∣∣
3∑
j=1
(Ψ, [φ2, [φ2, p2j ]Ψ)
∣∣∣∣∣ ≤ ǫ′(‖φ4Ψ‖2+‖HΨ‖2) + C8,ǫ′‖Ψ‖2.(3.22)
Therefore (3.10) follows from (3.11) and (3.22). Thus (3.6) is proven for Ψ ∈ Hfin.
Since Hfin is a core for H , (3.6) also holds for all Ψ ∈ D(H) by the closedness of φ4.
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Proof of Theorem 2.6: By Lemma 3.2, it suffices to show that
H = H. (3.23)
Let Ψ ∈ D(H). Since Hfin is a core for H , there exists a sequence {Ψj}∞j=1 so that
Ψj ∈ Hfin and
lim
j→∞
(‖Ψj −Ψ‖+ ‖H(Ψj −Ψ)‖) = 0. (3.24)
By the bound ‖φ4Ψ‖ ≤ C‖(H + 1)Ψ‖ , {φ4Ψj}∞j=1 is a Cauchy sequence. Since φ4 is
closed, Ψ ∈ D(φ4) holds. Since
‖H0(Ψj −Ψk)‖ ≤ ‖H(Ψj −Ψk)‖+ ‖P (φ)(Ψj −Ψk)‖, (3.25)
{H0Ψj}∞j=1 is also a Cauchy sequence. Then Ψ ∈ D(H0) by the closedness of H0. Thus
D(H) ⊂ D(H0) ∩D(φ4) = D(H). Therefore (3.23) is obtained.
4 Existence of a ground state of H˜σ and Hσ
4.1 The Nelson Hamiltonian with an infrared cutoff σ
The field operator with an infrared cutoff is given by
φσ = φ(ρσ), σ > 0, (4.1)
where
ρσ = ρ1{k|σ≤ω(k)}. (4.2)
We define Hσ by
Hσ = H0 + P (φσ) (4.3)
with the domain D(Hσ) = D(H0) ∩D(φ4σ). By Theorem 2.6, Hσ is self-adjoint.
Lemma 4.1 Suppose Hypotheses 2.1 and 2.4. Then Hσ converges to H as σ → 0 in
the norm resolvent sense:
lim
σ→0
‖(Hσ − z)−1 − (H − z)−1‖ = 0 (4.4)
for all z ∈ C \ R.
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Proof: By the bound
‖φnσΨ‖ ≤ C‖(Hσ + 1)Ψ‖, n = 1, 2, 3, 4, (4.5)
we see that
‖(dΓ(ω) + 1)(Hσ − z)−1‖ < C, (4.6)
with some constant C. Take arbitrary vectors Θ ∈ H and Ψ ∈ H. Then
|(Θ, (Hσ − z)−1 − (H − z)−1Ψ)|
= |((Hσ − z¯)−1Θ, P (φ)(H − z)−1Ψ)− (P (φσ)(Hσ − z¯)−1Θ, (H − z)−1Ψ)|. (4.7)
Since [φ, φσ] = 0 and D(H) ∪D(Hσ) ⊂ D(dΓ(ω)) ⊂ D(φ2σ) ∩D(φ2), it follows that
|((Hσ − z¯)−1Θ, φ4(H − z)−1Ψ)− (φ4σ(Hσ − z¯)−1Θ, (H − z)−1Ψ)|
≤ |((φ2 − φ2σ)(Hσ − z¯)−1Θ, φ2(H − z)−1Ψ)|
+|(φ2σ(Hσ − z¯)−1Θ, (φ2 − φ2σ)(H − z)−1Ψ)|
≤ ‖φ(ρ− ρσ)φ(ρ+ ρσ)(Hσ − z¯)−1‖ ‖φ2(H − z)−1‖ ‖Θ‖‖Ψ‖
+‖φ2σ(Hσ − z¯)−1‖φ(ρ− ρσ)φ(ρ+ ρσ)(H − z)−1‖‖Θ‖‖Ψ‖
≤ C ′(‖ω−1/2(ρ− ρσ)‖+ ‖ω(ρ− ρσ)‖)‖Θ‖‖Ψ‖, (4.8)
with some constant C ′. Similarly we see that
|((Hσ − z¯)−1Θ, P (φ)(H − z)−1Ψ)− (P (φσ)(Hσ − z¯)−1Θ, (H − z)−1Ψ)|
≤ C ′′(‖ω−1/2(ρ− ρσ)‖+ ‖ω(ρ− ρσ)‖)‖Θ‖‖Ψ‖. (4.9)
with some constant C ′′. Thus we obtain that
‖(Hσ − z)−1 − (H − z)−1‖ ≤ C ′′(‖ω−1/2(ρ− ρσ)‖+ ‖ω(ρ− ρσ)‖). (4.10)
Since the right hand side of (4.10) converges to 0 as σ → 0, the lemma follows.
We denote the ground state energies of Hσ and H by Eσ and E, respectively:
E = inf
Ψ∈D(H),‖Ψ‖=1
(Ψ, HΨ), Eσ = inf
Ψ∈D(Hσ),‖Ψ‖=1
(Ψ, HσΨ). (4.11)
Since H , Hσ ≥ C with some constant C independent of σ, by Lemma 4.1, we obtain
the following corollary:
Corollary 4.2 Suppose Hypotheses 2.1 and 2.4. Then
lim
σ→0
Eσ = E. (4.12)
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Let us introduce a multiplication operator ω˜σ below:
ω˜σ ∈ C(Rd), ∇ω˜σ ∈ L∞(Rdk), (4.13)
ω˜σ(k) ≥ σ
2
for k ∈ Rd, (4.14)
ω˜σ(k) = ω(k) if |k| ≥ σ. (4.15)
Then we define the massive Hamiltonian H˜σ by
H˜σ = K ⊗ 1 + 1⊗ dΓ(ω˜σ) + P (φσ). (4.16)
Similarly to the case of H and Hσ, we can see that H˜σ is self-adjoint on D(K) ∩
D(dΓ(ω˜σ)) ∩D(φ4σ).
4.2 Extended Hamiltonian and existence of a ground state
Throughout in this subsection, we suppose Hypotheses 2.1, 2.2 and 2.4.
Lemma 4.3 (1) Let m ∈ Z. Then (N + 1)−m(H˜σ − z)−1(N + 1)m+1 is a bounded
operator and
‖(N + 1)−m(H˜σ − z)−1(N + 1)m+1‖ ≤ Cσ−1(1 + |ℑz|−1) (4.17)
with some constant C independent of z and σ;
(2) Let χ ∈ C∞c (R). Then for all l, m ∈ Z, (N + 1)lχ(H)(N + 1)m is a bounded
operator.
Proof: Let us show (1). We denote 1{n}(N) by Pn. Let m ≥ 0 and Ψ ∈ D(Nm+1).
Since
Pn(H − z)−1 =
4∑
l=−4
Pn(H − z)−1Pn+l,
it follows that
‖(N + 1)−m(H˜σ − z)−1(N + 1)m+1Ψ‖2
=
∞∑
n=0
(n+ 1)−2m‖Pn(H˜σ − z)−1(N + 1)m+1Ψ‖2
≤ C1
∞∑
n=0
(n+ 1)−2m(n+ 5)2m
4∑
l=−4
‖Pn(H˜σ − z)−1(N + 1)Pn+lΨ‖2
≤ C2‖(H˜σ − z)−1(N + 1)‖2
∞∑
n=0
4∑
l=−4
‖Pn+lΨ‖2
≤ C3σ−2(|ℑz|−1 + 1)2‖Ψ‖2, (4.18)
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where Cj, j = 1, 2, 3, are constants independent of σ and z. In the last inequality,
we used ‖NΨ‖ ≤ 2
σ
‖dΓ(ω˜σ)Ψ‖ ≤ Cσ ‖(H˜σ + 1)Ψ‖, since ω˜σ ≥ σ2 . Then (4.17) follows.
When m < 0, the lemma can be also proven similarly to the case of m ≥ 0. (2) can be
proven similarly to [7, Lemma 3.2 ii)].
Let us consider the extended Hilbert space defined by
Hext = K ⊗ Fb ⊗ Fb. (4.19)
The decoupled Hamiltonian H˜0,σ is extended as
H˜ext0,σ = H˜0,σ ⊗ 1Fb + 1H ⊗ dΓ(ω˜σ) (4.20)
and the total Hamiltonian H˜σ as
H˜extσ = H˜σ ⊗ 1Fb + 1H ⊗ dΓ(ω˜σ). (4.21)
Let us introduce a partition of unity such that j = (j0, j∞) ∈ C∞(R3;R2), 0 ≤ j0, j∞ ≤
1, j20 + j
2
∞ = 1 and
j0(x) =
{
1 if |x| ≤ 1,
0 if |x| ≥ 2. (4.22)
We set
jR = (j0,R, j∞,R) = (j0(·/R), j∞(·/R))
and
jˆRΨ = (jˆ0,RΨ, jˆ∞,RΨ) = (j0,R(−i∇k)Ψ, j∞,R(−i∇k)Ψ).
Let us recall that Γˇ(jˆR) : Fb → Fb ⊗Fb is defined by UL2(Rd),L2(Rd)Γ(jˆR).
Lemma 4.4 Let χ1, χ2 ∈ C∞c (R). Then
lim
R→0
∥∥∥(χ1(H˜extσ )Γˇ(jˆR)− Γˇ(jˆR)χ1(H˜σ))χ2(H˜σ)∥∥∥ = 0. (4.23)
Proof: By Helffer-Sjo¨strand’s formula, it is seen that(
χ1(H˜
ext
σ )Γˇ(jˆR)− Γˇ(jˆR)χ(H˜σ)
)
χ2(H˜σ)
=
i
2π
∫
C
∂z¯χ˜1(z)(z − H˜extσ )−1(H˜extσ Γˇ(jˆR)− Γˇ(jˆR)H˜σ)(z − H˜σ)−1χ2(H˜σ)dzdz¯.
(4.24)
Here dzdz¯ = −2idxdy, ∂z¯ = 12(∂x + i∂y) and χ˜1 is an almost analytic extension of χ1,
which satisfies
χ˜1(x) = χ1(x), x ∈ R, (4.25)
χ˜1 ∈ C∞c (C), (4.26)
|∂z¯χ˜1(z)| ≤ Cn|ℑz|n, n ∈ N. (4.27)
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Let us estimate the integrand in (4.24). H˜extσ Γˇ(jˆR)− Γˇ(jˆR)H˜σ is equal to(
H˜ext0,σ Γˇ(jˆR)− Γˇ(jˆR)H˜0,σ
)
+
(
(P (φσ)⊗ 1Fb)Γˇ(jˆR)− Γˇ(jˆR)P (φσ)
)
. (4.28)
The first term of (4.28) can be estimated as
‖(H˜ext0,σ Γˇ(jˆR)− Γˇ(jˆR)H˜0,σ)(N + 1)−1‖ = ‖dΓ(jˆR, ((ω˜σ ⊕ ω˜σ)jˆR − jˆRω˜σ)(N + 1)−1‖
≤
√
‖[ω˜σ, jˆ0,R]‖2 + ‖[ω˜σ, jˆ∞,R]‖2, (4.29)
where dΓ(jˆR, (ω˜σ ⊕ ω˜σ)jˆR − jˆRω˜σ) is defined by
(dΓ(jˆR, (ω˜σ⊕ ω˜σ)jˆR− jˆRω˜σ)Ψ)(n) =
n∑
l=1
jˆR⊗ · · ·⊗
lth︷ ︸︸ ︷
((ω˜σ ⊕ ω˜σ)jˆR − jˆRω˜σ)⊗ · · ·⊗ jˆRΨ(n)
for n ≥ 1 and
(dΓ(jˆR, (ω˜σ ⊕ ω˜σ)jˆR − jˆRω˜σ)Ψ)(0) = 0.
Let us estimate commutators [ω˜σ, jˆ0,R] and [ω˜σ, jˆ∞,R]. Note that
(f(−i∇)g)(k) = (2π)−d/2
∫
Rd
(Ff)(s)g(k + s)ds, (4.30)
for f ∈ C∞c (Rd) and g ∈ C∞c (Rd). Here Ff denotes the Fourier transformation of f .
Then
‖[jˆ0,R, ω˜σ]f‖2L2
= (2π)−d
∫
Rd
∣∣∣∣∫
Rd
(Fj0)(ξ)(ω˜σ(k + ξ/R)− ω˜σ(k))f(k + ξ/R)dξ
∣∣∣∣2 dk
≤ (2π)−d‖(Fj0)〈·〉d+1‖2L2(‖∇ω˜σ‖L∞/R)2
∫
Rd
∫
Rd
〈ξ〉−2d|f(k + ξ/R)|2dkdξ
≤ (2π)
−d
R2
‖(Fj0)〈·〉d+1‖2L2‖∇ω˜σ‖2L∞‖〈·〉−d‖2L2 ‖f‖2L2, (4.31)
where 〈ξ〉 =
√
1 + ξ2. Thus
‖[jˆ0,R, ω˜σ]‖ = const.
R
. (4.32)
Similarly,
‖ [jˆ∞,R, ω˜σ] ‖ = ‖[jˆ∞,R − 1, ω˜σ]‖ = const.
R
, (4.33)
since j∞,R − 1 ∈ C∞c (Rd). Thus it is seen that
lim
R→∞
‖(H˜ext0,σ Γˇ(jˆR)− Γˇ(jˆR)H˜0,σ)(N + 1)−1‖ = 0. (4.34)
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Let us consider the second term of (4.28). It can be computed as
φ40,σΓˇ(jˆR)− Γˇ(jˆR)φ4σ
=
3∑
k=0
φ3−k0,σ [(φ0,σΓˇ(jˆR)− Γˇ(jˆR)φσ]φkσ
=
3∑
k=0
φ3−k0,σ
[(
φ0((1− jˆ0,R)ρσ)− φ∞(jˆ∞,Rρσ)
)
Γˇ(jˆR)
]
φkσ (4.35)
on Hfin. Here we write φ0(f) and φ∞(f) for φ(f) ⊗ 1Fb and 1H ⊗ φ(f), respectively.
Note that
lim
R→∞
∥∥∥(N0 +N∞)−3/2 [(φ0((1− jˆ0,R)ρσ)− φ∞(jˆ∞,Rρσ)) Γˇ(jˆR)] (N + 1)−2∥∥∥ = 0,(4.36)
where N0 = N ⊗ 1Fb and N∞ = 1H ⊗N . Then by (4.34) and (4.35),
lim
R→∞
‖(H˜extσ Γˇ(jˆR)− Γˇ(jˆR)H˜σ)(N + 1)−5/2‖ = 0. (4.37)
By Lemma 4.3, the integrand of (4.24) can be estimated as
|∂z¯χ˜1(z)|‖(z − H˜extσ )−1(H˜extσ Γˇ(jˆR)− Γˇ(jˆR)H˜σ)(z − H˜σ)−1χ2(H˜σ)‖
≤ |∂z¯χ˜1(z)|‖(z − H˜extσ )−1‖‖(H˜extσ Γˇ(jˆR)− Γˇ(jˆR)H˜σ)(N + 1)−5/2‖ ×
‖(N + 1)5/2(z − H˜σ)−1(N + 1)−3/2‖ ‖(N + 1)3/2χ2(H˜σ)‖
≤ C‖(H˜extσ Γˇ(jˆR)− Γˇ(jˆR)H˜σ)(N + 1)−5/2‖
(
1 +
|∂z¯χ˜1(z)|
|ℑz|2
)
, (4.38)
where C is a constant independent of z and R. From (4.37) and (4.38), the lemma
follows.
Lemma 4.5 Let E˜σ denote the ground state energy of H˜σ. Let χ ∈ C∞c (R). Suppose
that suppχ ⊂ (−∞, E˜σ + σ/2). Then χ(H˜σ) is a compact operator. In particular, H˜σ
has a ground state.
Proof: First, let us show that Γ(jˆ20,R)χ(H˜σ) is a compact operator. Since for each
n ∈ N, ∥∥∥∥∥Γ(jˆ20,R)χ(H˜σ)−
n∑
k=0
1{k}(N)Γ(jˆ
2
0,R)χ(H˜σ)
∥∥∥∥∥ ≤ 1n+ 1‖Γ(jˆ20,R)Nχ(H˜σ)‖,∑n
k=0 1{k}(N)Γ(jˆ
2
0,R)χ(H˜σ) uniformly converges to Γ(jˆ
2
0,R)χ(H˜σ) as n goes to infinity.
Then it suffices to show that 1{k}(N)Γ(jˆ
2
0,R)χ(H˜σ) is compact. Note that
T1 = (K + 1)
−1/2 ⊗ Γ(jˆ20,R)(dΓ(ω˜σ) + 1)−1/21{k}(N)
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is compact and
T2 =
(
(K + 1)1/2 ⊗ (dΓ(ω˜σ) + 1)1/2
)
χ(H˜σ)
is a bounded. Thus the claim is obtained since 1{k}(N)Γ(jˆ
2
0,R)χ(H˜σ) = T1T2. Since
suppχ ⊂ (−∞, E˜σ + σ/2), we see that
χ(H˜extσ ) = (1H ⊗ P0)χ(H˜extσ ), (4.39)
where P0 is the projection from Fb to the subspace spanned by the Fock vacuum. We
also see that
Γˇ(jˆR)
∗(1H ⊗ P0)Γˇ(jˆR) = Γ(jˆ20,R). (4.40)
We can suppose χ ≥ 0. Then by Lemma 4.4 and (4.39),
χ(H˜σ) = Γˇ(jˆR)
∗Γˇ(jˆR)χ
1/2(H˜σ)χ
1/2(H˜σ)
= Γˇ(jˆR)
∗(1H ⊗ P0)χ1/2(H˜extσ )Γˇ(jˆR)χ1/2(H˜σ) + o(R0), (4.41)
where o(R0) is a bounded operator converging to 0 as R → ∞ in the uniform norm.
By Lemma 4.4 again and (4.40),
χ(H˜σ) = Γˇ(jˆR)
∗(1H ⊗ P0)Γˇ(jˆR)χ(H˜σ) + o(R0)
= Γˇ(jˆ20,R)χ(H˜σ) + o(R
0). (4.42)
Since Γ(jˆ20,R)χ(H˜σ) is a compact operator, χ(H˜σ) is also compact.
Lemma 4.6 Hσ has a ground state.
Proof: Let us consider the unitary operator (2.17) with X = L2({k|ω(k) ≥ σ}) and
Y = L2({k|ω(k) < σ}). We denote UX ,Y by Uσ. We see that
UσH˜σU
∗
σ = 1⊗ dΓ(ω˜σ) +H ′σ ⊗ 1, (4.43)
where
H ′σ = K + dΓ(ω1{ω(k)≥σ}) + P (φσ) (4.44)
with the domain D(K) ∩ D(dΓ(ω1{ω(k)≥σ})) ∩ D(φ4σ). H ′σ is self-adjoint. Since H˜σ
has a ground state by Lemma 4.5, H ′σ also has a ground state by Proposition 6.4 in
Appendix. Since
UσHσU
∗
σ = 1⊗ dΓ(ωσ) +H ′σ ⊗ 1, (4.45)
and H ′σ has a ground state, Hσ also has a ground state.
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5 Proof of the existence of a ground state
Let Φσ be a normalized ground state of Hσ.
Lemma 5.1 (Pull-through formula) Suppose Hypotheses 2.1, 2.2 and 2.4. For al-
most every k ∈ Rd, we have
a(k)Φσ =
1√
2
(Eσ −Hσ − ω(k))−1ρσ(k)P ′(φσ)Φσ. (5.1)
Here
P ′(x) =
dP
dx
(x). (5.2)
Proof: Since Φσ is a ground state of Hσ, for all f ∈ C∞c (Rdk) and Θ ∈ Hfin,
((Hσ − Eσ)Θ, a(f)Φσ) = ([a†(f), Hσ − Eσ]Θ,Φσ)
=
((
−a†(ωf) + 1√
2
(ρσ, f)P
′(φσ)
)
Θ,Φσ
)
=
(
Θ,
(
−a(ωf) + 1√
2
(f, ρσ)P
′(φσ)
)
Φσ
)
(5.3)
follows. Since (5.3) is equal to∫
Rd
k
f(k)((Eσ −Hσ − ω(k))Θ, a(k)Φσ)dk = 1√
2
∫
Rd
k
f(k)(Θ, ρσ(k)P
′(φσ)Φσ)dk, (5.4)
it holds that for almost every k ∈ Rd,
((Eσ −Hσ − ω(k))Θ, a(k)Φσ) = 1√
2
(Θ, ρσ(k)P
′(φσ)Φσ). (5.5)
Thus a(k)Φσ ∈ D(Hσ) for almost every k and
(Eσ −Hσ − ω(k))a(k)Φσ = 1√
2
ρσ(k)P
′(φσ)Φσ. (5.6)
Eσ −Hσ − ω(k) < 0 for k 6= 0. Then (Eσ −Hσ − ω(k))−1 exists for k 6= 0. Thus the
lemma follows.
Lemma 5.2 Suppose Hypotheses 2.1, 2.2, 2.4, and ω−1‖ρ(·)‖ ∈ L2(Rdk). Then Φσ ∈
D(N1/2) and
sup
0<σ≤1
‖N1/2Φσ‖ <∞. (5.7)
19
Proof: By Lemma 5.1, it follows that
‖N1/2Φσ‖2 =
∫
Rd
k
‖a(k)Φσ‖2dk
=
1
2
∫
Rd
k
‖(Eσ −Hσ − ω(k))−1ρσ(k)P ′(φσ)Φσ‖2dk
≤ 1
2
‖P ′(φσ)Φσ‖2
∫
Rd
k
‖(Eσ −Hσ − ω(k))−1ρσ(k)‖2dk
≤ C
(
sup
0<σ≤1
E2σ + 1
)∥∥(1 + ω−1)ρ∥∥2 <∞ (5.8)
with a constant C. Thus the lemma follows.
Lemma 5.3 Suppose Hypotheses 2.1, 2.2, 2.4 and 2.5. Then it holds that
|Eσ − E| ∈ o(σ3/4). (5.9)
Here σ−3/4o(σ3/4) converges to 0 as σ → +0.
Proof: Let 0 < σ < σ′ < 1. Take a sequence {Φjσ}∞j=1 ⊂ Hfin such that
lim
j→∞
(‖Φjσ′ − Φσ′‖+ ‖Hσ′(Φjσ′ − Φσ′)‖) = 0.
Since there exist constants C and C ′ > 0 so that for all j and k ∈ N,
‖φ2σ(Φjσ′ − Φkσ′)‖ ≤ C‖(dΓ(ω) + 1)(Φjσ′ − Φkσ′)‖
≤ C(‖(Hσ′ + 1)(Φjσ′ − Φkσ′)‖+ ‖P (φσ′)(Φjσ′ − Φkσ′)‖)
≤ C ′‖(Hσ′ + 1)(Φjσ′ − Φkσ′)‖, (5.10)
it is seen that
lim
j→∞
‖φ2σ(Φjσ′ − Φσ′)‖ = 0 (5.11)
by the closedness of φ2σ. Note that sup0<σ<1 |Eσ| < ∞ by Corollary 4.2. Then by
(5.11), it holds that
Eσ −Eσ′ ≤ lim inf
j→∞
(Φjσ′ , HσΦ
j
σ′)− (Φjσ′ , Hσ′Φjσ′)
‖Φjσ′‖2
= (φ2σΦσ′ , (φ
2
σ − φ2σ′)Φσ′) + (φ2σ′Φσ′ , (φ2σ − φ2σ′)Φσ′)
+c3{(φσΦσ′ , (φ2σ − φ2σ′)Φσ′) + (φ2σ′Φσ′ , (φσ − φσ′)Φσ′)}
+c2{(φσΦσ′ , (φσ − φσ′)Φσ′) + (φσ′Φσ′ , (φσ − φσ′)Φσ′)}
+c1(Φσ′ , (φσ − φσ′)Φσ′)
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≤ C1
(∥∥∥∥ρσ′ − ρσ√ω
∥∥∥∥+ ‖ω(ρσ′ − ρσ)‖)(∥∥∥∥ ρσ√ω
∥∥∥∥+ ‖ωρσ‖)(∥∥∥∥ ρσ′√ω
∥∥∥∥+ ‖ωρσ′‖)
×‖(dΓ(ω) + 1)Ψσ′‖
≤ C2
(∥∥∥∥ρσ′ − ρσ√ω
∥∥∥∥+ ‖ω(ρσ′ − ρσ)‖) , (5.12)
with constants C1 and C2. Note that∣∣∣∣∣ρσ′(x, k)− ρσ(x, k)√ω(k)
∣∣∣∣∣ ≤ σ′3/4
∣∣∣∣ρσ′(x, k)− ρσ(x, k)ω5/4(k)
∣∣∣∣ (5.13)
and
|ω(k)(ρσ′(x, k)− ρσ(x, k))| ≤ σ′3/4|ω1/4(k)(ρσ′(x, k)− ρσ(x, k))|. (5.14)
Then by (5.12), it is obtained that
Eσ −Eσ′ ≤ Cσ′3/4
(∥∥∥∥ρσ′ − ρσω5/4
∥∥∥∥+ ‖ω1/4(ρσ′ − ρσ)‖) . (5.15)
Replacing σ and σ′, we have
|Eσ′ − Eσ| ≤ Cσ′3/4
(∥∥∥∥ρσ′ − ρσω5/4
∥∥∥∥+ ‖ω1/4(ρσ′ − ρσ)‖) . (5.16)
Taking σ′ → 0 on both sides of (5.16), we obtain (5.9), since ω−5/4‖ρ(·)‖, ω1/4‖ρ(·)‖ ∈
L2(Rdk).
Lemma 5.4 Suppose Hypotheses 2.1, 2.2, 2.4 and 2.5. Then
lim
σ→0
∫
Rd
k
∥∥∥∥a(k)Φσ − 1√2(E −H − ω(k))−1ρ(k)P ′(φσ)Φσ
∥∥∥∥2 dk = 0. (5.17)
Proof: Applying the pull through formula, Lemma 5.1, we have
a(k)Φσ − 1√
2
(E −H − ω(k))−1P ′(φσ)ρσ(k)Φσ
= − 1√
2
(E −H − ω(k))−1(ρ(k)− ρσ(k))P ′(φσ)Φσ
+
1√
2
(
(Eσ −Hσ − ω(k))−1 − (E −H − ω(k))−1
)
ρσ(k)P
′(φσ)Φσ. (5.18)
First let us consider the first term of the right hand side of (5.18). By the bound
‖φnΨ‖ ≤ C‖(H + 1)Ψ‖, n = 1, 2, 3, 4, we see that∫
Rd
k
‖(E −H − ω(k))−1(ρ(k)− ρσ(k))P ′(φσ)Φσ‖2dk
≤ ∥∥ω−1(ρ− ρσ)∥∥2 ‖P ′(φσ)Φσ‖2 ≤ C ( sup
0<σ≤1
E2σ + 1
)∥∥ω−1(ρ− ρσ)∥∥2 (5.19)
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with some constant C. Since ω−1‖ρ(·)‖ ∈ L2(Rdk), we obtain that
lim
σ→0
∫
Rd
‖(E −H − ω(k))−1(ρ(k)− ρσ(k))P ′(φσ)Φσ‖2dk = 0. (5.20)
Next let us consider the second term of the right hand side of (5.18). We see that
(Θ,
(
(Eσ −Hσ − ω(k))−1 − (E −H − ω(k))−1
)
ρσ(k)P
′(φσ)Φσ)
= (E − Eσ)
(
(Eσ −Hσ − ω(k))−1Θ, (E −H − ω(k))−1ρσ(k)P ′(φσ)Φσ
)
+
(
P (φσ)(Eσ −Hσ − ω(k))−1Θ, (E −H − ω(k))−1ρσ(k)P ′(φσ)Φσ
)
− ((Eσ −Hσ − ω(k))−1Θ, P (φ)(E −H − ω(k))−1ρσ(k)P ′(φσ)Φσ) (5.21)
for all Θ ∈ H. It holds that
| (φ4σ(Eσ −Hσ − ω(k))−1Θ, (E −H − ω(k))−1ρσ(k)P ′(φσ)Φσ)
− ((Eσ −Hσ − ω(k))−1Θ, φ4(E −H − ω(k))−1ρσ(k)P ′(φσ)Φσ) |
= |(φ2σ(Eσ −Hσ − ω(k))−1Θ, (φ2σ − φ2)(E −H − ω(k))−1ρσ(k)P ′(φσ)Φσ)
+((φ2σ − φ2)(Eσ −Hσ − ω(k))−1Θ, φ2(E −H − ω(k))−1ρσ(k)P ′(φσ)Φσ)|
≤ C(‖ω−1/2(ρ− ρσ)‖+ ‖ω(ρ− ρσ)‖)
(
1 +
1
ω(k)2
)
‖ρσ(k)‖ ‖Θ‖, (5.22)
since
‖(dΓ(ω) + 1)(Eσ −Hσ + 1)−1‖, ‖(dΓ(ω) + 1)(E −H + 1)−1‖ ≤ C ′
(
1 +
1
ω(k)2
)
, (5.23)
where C and C ′ are constants. Since Θ ∈ H is arbitrary, in a similar way to (5.22), we
can see that
‖( (Eσ −Hσ − ω(k))−1 − (E −H − ω(k))−1)ρσ(k)P ′(φσ)Φσ‖
≤ C(‖ω−1/2(ρ− ρσ)‖+ ‖ω(ρ− ρσ)‖+ |E −Eσ|)
(
1 +
1
ω(k)2
)
‖ρσ(k)‖
≤ Cσσ3/4
(
1 +
1
ω(k)2
)
‖ρσ(k)‖ (5.24)
for almost every k ∈ Rd. Here we used (5.13) and (5.14), and Cσ is given by
Cσ = ‖ω−5/4(ρ− ρσ)‖+ ‖ω1/4(ρ− ρσ)‖+ σ−3/4|E − Eσ|. (5.25)
Since σ3/4‖ρσ(k)‖ ≤ ω(k)3/4‖ρσ(k)‖, by (5.24) we see that
‖( (Eσ −Hσ − ω(k))−1 − (E −H − ω(k))−1) ρσ(k)P ′(φσ)Φσ‖
≤ Cσ
(
ω(k)3/4 +
1
ω(k)5/4
)
‖ρσ(k)‖. (5.26)
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Since |E −Eσ| = o(σ3/4), we have
lim
σ→0
Cσ = 0. (5.27)
Thus by (5.26) and (5.27), we obtain that
lim
σ→0
∫
Rd
k
‖( (Eσ −Hσ − ω(k))−1 − (E −H − ω(k))−1)ρσ(k)P ′(φσ)Φσ‖2dk = 0. (5.28)
Then we complete the lemma.
Lemma 5.5 Suppose Hypotheses 2.1, 2.2, 2.4 and 2.5. Let F ∈ C∞c (Rd) be such that
0 ≤ F (k) ≤ 1 for all k ∈ Rd and F (0) = 1. We set FR = F (·/R) and FˆR = FR(Dk),
where Dk = −i∇k. Then
‖dΓ(1− FˆR)1/2Φσ‖ = o(R0) + o(σ0). (5.29)
Here o(R0) is a real number converging to 0 as R → ∞, and o(σ0) a real number
converging to 0 as σ → +0.
Proof: Since Φσ ∈ D(N1/2), Φσ ∈ D(dΓ(1− FˆR)1/2). F (Dk) is defined as the bounded
operator on L2(Rd;H) by
(F (Dk)Ψ(k))
(n)(x, k1, · · · , kn) = F (Dk)Ψ(n)(k)(x, k1, · · · , kn), 1 ≤ n, (5.30)
and (F (Dk)Ψ(k))
(0)(x, k1, · · · , kn) = 0. Then
‖dΓ(1− FˆR)1/2Φσ‖2 =
∫
Rd
k
(a(k)Φσ, (1− F (Dk/R))a(k)Φσ)dk. (5.31)
By the Schwarz inequality and Lemma 5.4, it is seen that
(5.31) ≤ ‖N1/2Φσ‖
(∫
Rd
k
‖(1− F (Dk/R))a(k)Φσ‖2dk
)1/2
= ‖N1/2Φσ‖
(∫
Rd
k
‖(1− F (Dk/R))(E −H − ω(k))−1ρ(k)P ′(φσ)Φσ‖2dk
)1/2
+o(σ0). (5.32)
Let Θ ∈ L2(Rdk;Hfin) with compact support and T ∈ L2(Rdk;B(H)). Then it holds that∫
(Θ(k)(n), F (Dk)(T (k)Ψ)
(n))dk
= (2π)−d
∫ ∫ ∫ (
F (ξ)Θ(s)(n)eiξ(k−s), (T (k)Ψ)(n)
)
dsdξdk
= (2π)−d/2
∫ ∫ (
(FF )(s− k)Θ(s)(n), (T (k)Ψ)(n)) dsdk
= (2π)−d/2
∫ (
Θ(s)(n), (F(Dk)T )(s)Ψ
(n)
)
ds. (5.33)
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Here F denotes the Fourier transformation and F(Dk) is the bounded operator on
L2(Rdk;B(H)) defined by
(F(Dk)T )(k) = (2π)
−d/2
∫
Rd
(FF )(s)T (k + s)ds. (5.34)
By (5.33), we have
F (Dk)(T (k)Ψ) = (F(Dk)T )(k)Ψ. (5.35)
Then by (5.32) and (5.35), we see that
‖dΓ(1− FˆR)1/2Φσ‖
≤ C
(∫
Rd
k
‖(1− F(Dk/R))(E −H − ω(k))−1ρ(k)‖2dk
)1/2
+ o(σ0). (5.36)
Here C is a constant independent of σ and R. By Lemma 5.6 below, the proof is
complete.
Lemma 5.6 [9, Lemma 3.1] Suppose Hypotheses 2.1, 2.2 and 2.4 and suppose also
that ω−1‖ρ(·)‖ ∈ L2(Rdk). Then it follows that∫
Rd
‖(1− F(Dk/R))(E −H − ω(k))−1ρ(k)‖2dk = o(R0). (5.37)
Proof of Theorem 2.7: Since ‖Φσn‖ = 1, we can take a sequence {Φσn}∞n=0 weakly
converging to some vector Φ in H:
w- lim
n→∞
Φσn = Φ. (5.38)
For all Θ ∈ H and z ∈ C \ R, it holds that
(Θ, (Hσn − z)−1Φσn) = (Θ, (Eσn − z)−1Φσn). (5.39)
Since Hσn converges to H in the norm resolvent sense, we see that by (5.39) and
Corollary 4.2
(Θ, (H − z)−1Φ) = (Θ, (E − z)−1Φ). (5.40)
Since Θ is an arbitrary vector in H, we have
HΦ = EΦ. (5.41)
Thus Φ is a ground state of H if and only if Φ 6= 0. We suppose Φ = 0. Take
F ∈ C∞c (Rd) be such taht 0 ≤ F ≤ 1 and F (0) = 1. Since Γ(FˆR)1[0,λ](N)1[0,λ](H0) is a
compact operator, we see that
lim
n→∞
‖Γ(FˆR)1[0,λ](N)1[0,λ](H0)Φσn‖ = 0. (5.42)
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Note that
‖(1− Γ(FˆR))Ψ‖ ≤ ‖dΓ(1− FˆR)1/2Ψ‖ (5.43)
for all Ψ ∈ D(dΓ(1− FˆR)1/2). Then we see that by (5.43),
‖Φσn‖ ≤ ‖Γ(FˆR)Φσn‖+ ‖(1− Γ(FˆR))Φσn‖
≤ ‖Γ(FˆR)1[0,λ](N)1[0,λ](H0)Φσn‖+ ‖(1− 1[0,λ](H0))Φn‖
+‖(1− 1[0,λ](N))Φn‖+ ‖dΓ(1− FˆR)1/2Φσn‖. (5.44)
Since supn(Φσn , NΨσn) <∞ and supn(Ψσn , H0Φσn) <∞, we have
‖EN((λ,∞))Φn‖, ‖EH0((λ,∞))Φn‖ ∈ O(λ−1). (5.45)
Here EN(·) and EH0(·) are the spectral measures of N and H0, respectively. Thus we
see that
lim
λ→∞
sup
n
‖(1− 1[0,λ](N))Φn)‖ = lim
λ→∞
sup
n
‖(1− 1[0,λ](H0))Φn)‖ = 0. (5.46)
By (5.42) and (5.46), for an arbitrary 0 < ǫ < 1 we can take sufficiently large 0 < λ so
that
‖Φσn‖ < ‖1[0,λ](N)1[0,λ](H0)Γ(FˆR)Φσn‖+ ‖dΓ(1− FˆR)1/2Φσn‖+ ǫ. (5.47)
Thus by (5.44) and (5.47),
lim sup
n→∞
‖Φσn‖ ≤ ǫ < 1. (5.48)
Since Φσn is a normalized vector in H, this is a contradiction. Therefore Φ 6= 0 and
then Φ is a ground state of H.
6 Appendix
Propositions 6.1-6.5 below are often used in this paper and well known. Let X and Y
be Hilbert spaces.
Proposition 6.1 [7, Lemmas 2.7 and 2.8] Let T : X → Y be a densely defined closable
operator and f ∈ D(T ). Then
(1)
Γ(T )a†(f) = a†(Tf)Γ(T ) (6.1)
on Ffin(D(T ));
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(2) If T is isometry, then
Γ(T )a(f) = a(Tf)Γ(T ) (6.2)
on Ffin(D(T ));
(3) If X = Y and f ∈ D(T ) ∩D(T ∗), then
[dΓ(T ), a(f)] = −a(T ∗f) and [dΓ(T ), a†(f)] = a†(Tf) (6.3)
on Fb,fin(D(T )).
Proposition 6.2 [2, Proposition 8-6] Let X = L2(Rd).
(1) Let f be a function such that 0 ≤ f(k) < ∞ for almost every k. Then Ψ ∈
D(dΓ(f)1/2) if and only if ∫
Rd
f(k)‖a(k)Ψ‖2dk <∞
and in this case,
‖dΓ(f)1/2Ψ‖2 =
∫
Rd
f(k)‖a(k)Ψ‖2dk (6.4)
holds. Moreover if f ∈ L2(Rd) ∩ L∞(Rd), it holds that
‖dΓ(f(D))1/2Ψ‖2 =
∫
Rd
∞∑
n=1
(
(a(k)Ψ)(n), f(Dk)(a(k)Ψ)
(n)
)
dk (6.5)
for all Ψ ∈ D(dΓ(f(D))1/2). Here D = −i∇, and Dk is the differential operator
with respect to k.
(2) Let f ∈ L2(Rd), Φ ∈ Fb(L2(Rd)) and Ψ ∈ D(N1/2). Then
(Φ, a(f)Ψ) =
∫
Rd
f(k)(Φ, a(k)Ψ)dk. (6.6)
Proposition 6.3 [2, Proposition 4-24] and [7, Lemma 2.1 i)]
(1) Let T be a self-adjoint operator with ker T = {0}. Suppose f ∈ D(T−1/2). Then
for all Ψ ∈ D(dΓ(T )1/2),
‖a(f)Ψ‖ ≤ ‖T−1/2f‖‖dΓ(T )1/2Ψ‖, (6.7)
‖a†(f)Ψ‖2 ≤ ‖T−1/2f‖2‖dΓ(T )1/2Ψ‖2 + ‖f‖2‖Ψ‖2. (6.8)
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(2) Let l ∈ Z, n ∈ N and fi ∈ X , i = 1, · · · , n. Then
‖(N + 1)la#(f1) · · · a#(fn)(N + 1)−l−n2 ‖ ≤ Cn,lΠni=1‖fi‖. (6.9)
Here a#(f) denotes a(f) or a†(f) and Cn,l is a constant depending on n and l
but independent of fi, i = 1, · · · , n.
(3) Let T be a non-negative self-adjoint operator with ker T = {0}. Suppose that f ,
g ∈ D(T ) ∩D(T−1/2). Then
‖a#(f)a#(g)Ψ‖ ≤ C(∥∥T−1/2f∥∥+ ‖Tf‖) (∥∥T−1/2g∥∥+ ‖Tg‖) ‖(dΓ(T ) + 1)Ψ‖
(6.10)
for Ψ ∈ D(dΓ(T )). Here C is a constant independent of T , f , g and Ψ.
Proposition 6.4 [2, Lemma 2-23, Corollary 2-27, Theorems 2-29 and 2-31] Let S and
T be non-negative self-adjoint operators in X and Y with cores D1 and D2, respectively.
Then
(1) S ⊗ 1Y and 1X ⊗ T are strongly commuting;
(2) S⊗1Y+1X ⊗T is a self-adjoint operator and has a core D1⊗ˆD2, where ⊗ˆ denotes
the algebraic tensor product;
(3) It holds that for all Ψ ∈ D(S ⊗ 1Y + 1X ⊗ T ),
max{‖(S ⊗ 1Y)Ψ‖, ‖(1X ⊗ T )Ψ‖} ≤ ‖(S ⊗ 1Y + 1X ⊗ T )Ψ‖; (6.11)
(4) For a densely defined closable operator A, we denote the spectrum of A by σ(A)
and the point spectrum by σP(A), respectively. Then
σ(S ⊗ 1Y + 1X ⊗ T ) = {λ+ µ|λ ∈ σ(S), µ ∈ σ(T )} (6.12)
and
σP(S ⊗ 1Y + 1X ⊗ T ) = {λ+ µ|λ ∈ σP(S), µ ∈ σP(T )}. (6.13)
Proposition 6.5 [2, Theorem 4-55]
(1)
UX ,YFb,fin(X ⊕ Y) = Fb,fin(X )⊗ˆFb,fin(Y) (6.14)
and
UX ,Ya
#(f ⊕ g)U−1X ,Y = a#(f)⊗ 1 + 1⊗ a#(g) (6.15)
holds on Fb,fin(X )⊗ˆFb,fin(Y).
(2) [2, Theorem 4-56] Let T and S be non-negative self-adjoint operators in X and
Y . Then
UX ,YdΓ(T ⊕ S)U−1X ,Y = dΓ(T )⊗ 1 + 1⊗ dΓ(S). (6.16)
27
Acknowledgments
I would like to thank Professor F. Hiroshima for his helpful comments and discussions.
References
[1] A. Arai, A theorem on essential self-adjointness with application to Hamiltonians in nonrelativistic
quantum field theory, J. Math. Phys. 32 (1991), 2082-2088.
[2] A. Arai, Fock spaces and Quantum fields, Nippon Hyoronsha, in Japanese, Tokyo, 2000.
[3] A. Arai, Ground state of the massless Nelson model without infrared cutoff in a non-Fock repre-
sentation Rev. Math. Phys. 13 (2001), 1075–1094.
[4] A. Arai, M. Hirokawa and F. Hiroshima, On the absence of eigenvectors of Hamiltonians in a class
of massless quantum field models without infrared cutoff, J. Funct. Anal. 168 (1999), 470–497.
[5] V. Bach, J. Fro¨hlich and I. M. Sigal, Quantum electrodynamics of confined non-relativistic parti-
cles, Adv. Math. 137 (1998), 299–395.
[6] V. Bach, J. Fro¨hlich and I. M. Sigal, Spectral analysis for systems of atoms and molecules coupled
to the quantized radiation field, Comm. Math. Phys. 207 (1999), 249–290.
[7] J. Derezin´ski and C. Ge´rard, Asymptotic completeness in quantum field theory. Massive Pauli-
Fierz Hamiltonians, Rev. Math. Phys. 11 (1999), 383-450.
[8] J. Derezin´ski and C. Ge´rard, Scattering theory of infrared divergent Pauli-Fierz Hamiltonians,
Ann. Henri Poincare´, 5 (2004), 523-578.
[9] C. Ge´rard, On the existence of ground states for massless Pauli-Fierz Hamiltonians, Ann. Henri
Poincare´ 1 (2000), 443-459. and mp-arc 06-146, preprint, 2006.
[10] C. Ge´rard, F. Hiroshima, A. Panatti and A. Suzuki,Infrared divergence of a scalar quantum field
model on a pseudo Riemannian manifold, Interdisplinary Information Science (2009) 399–422.
[11] C. Ge´rard, F. Hiroshima, A. Panatti and A. Suzuki, Infrared and ultraviolet problem for the
Nelson model with variable coefficients, arXiv:1004.5204, 2010, preprint.
[12] J. Glimm and A. Jaffe, A λϕ4 quantum field theory, without cutoffs. I, Phys. Rev. 176 (1968),
1945-1951.
[13] J. Glimm and A. Jaffe, Singular perturbations of selfadjoint operators Comm. Pure Appl. Math.
22 (1969), 401-414.
[14] M. Griesemer, E. H. Lieb, and M. Loss, Ground states in non-relativistic quantum electrody-
namics, Invent. Math. 145 (2001), 557-595.
[15] T. Hidaka, Existence of ground states for the Pauli-Fierz model with a variable mass, preprint
2010.
[16] M. Hirokawa, Infrared catastrophe for Nelson’s model. — non-existence of ground state and
soft-boson divergence, Publ. RIMS. 42 (2006), 897–922.
[17] F. Hiroshima and I. Sasaki, Enhanced binding of an N-particle system interacting with a scalar
field I, Math. Z. 259 (2008), 657–680.
[18] E. H. Lieb and M. Loss, Existence of atoms and molecules in non-relativistic quantum electro-
dynamics. Adv. Theor. Math. Phys. 7 (2003), 667–710.
28
[19] J. Lo˝rinczi, R. A. Minlos and H. Spohn, The infrared behaviour in Nelson’s model of a quantum
particle coupled to a massless scalar field, Ann. Henri Poincare´ 3 (2002), 269-295.
[20] T. Miyao and I. Sasaki, Stability of discrete ground state, Hokkaido Math. J. 34 (2005), 689-717.
[21] E. Nelson, Interaction of nonrelativistic particles with a quantized scalar field, J. Math. Phys. 5
(1964), 1190-1197.
[22] I. Sasaki, Ground state of the massless Nelson model in a non-Fock representation, J. Math.
Phys. 46 (2005), 102107.
[23] H. Spohn, Ground state of a quantum particle coupled to a scalar Bose field, Lett. Math. Phys.
44 (1998), 9-16.
[24] T. Takaesu, On generalized spin-boson models with singular perturbations, to appear in Hokkaido
Math. J.
29
