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Abstract
The method developed in [A.J. Dura´n, F.A. Gru¨nbaum, Orthogonal matrix polynomials satisfying
second order differential equations, Int. Math. Res. Not. 10 (2004) 461–484] led us to consider matrix
polynomials that are orthogonal with respect to weight matrices W (t) of the form e−t2 T (t)T ∗(t),
tαe−t T (t)T ∗(t), and (1 − t)α(1 + t)βT (t)T ∗(t), with T satisfying T ′ = (2Bt + A)T , T (0) = I ,
T ′ = (A + B/t)T , T (1) = I , and T ′(t) = (−A/(1 − t) + B/(1 + t))T , T (0) = I , respectively.
Here A and B are in general two non-commuting matrices. We are interested in sequences of orthogonal
polynomials (Pn)n which also satisfy a second order differential equation with differential coefficients that
are matrix polynomials F2, F1 and F0 (independent of n) of degrees not bigger than 2, 1 and 0 respectively.
To proceed further and find situations where these second order differential equations hold, we only dealt
with the case when one of the matrices A or B vanishes.
The purpose of this paper is to show a method which allows us to deal with the case when A, B and F0
are simultaneously triangularizable (but without making any commutativity assumption).
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1. Introduction
In the last few years a large class of families of N × N weight matrices W connected with a
second order differential operator of the form
D ≡
(
d
dt
)2
F2(t)+
(
d
dt
)1
F1(t)+
(
d
dt
)0
F0(t) (1.1)
which is symmetric with respect to the inner product
∫
P(t)dW (t)Q∗(t) defined by W , has
appeared (see [1–8]). The differential coefficients F2, F1 and F0 are matrix polynomials (which
do not depend on n) of degrees less than or equal to 2, 1 and 0, respectively. If we write (Pn)n
for a family of orthonormal matrix polynomials with respect to W , the symmetry of the second
order differential operator (1.1) is equivalent to the second order differential equation
P ′′n (t)F2(t)+ P ′n(t)F1(t)+ Pn(t)F0 = Γn Pn(t), (1.2)
where Γn are Hermitian matrices (see Lemma 4 of [9]). The theory of matrix valued orthogonal
polynomials was started by Krein in 1949 [10,11] (see also [12] or [13]), but more than 50 years
have been necessary to see the first examples of orthogonal matrix polynomials satisfying
that kind of differential equations. These examples will likely play, in the case of matrix
orthogonality, the role of the classical families of Hermite, Laguerre and Jacobi in the case
of scalar orthogonality (see, for instance, [14,15,18], for a discussion of the many structural
properties, Rodrigues’ formula, etc., they also possess).
The basic idea for the study of the symmetry of a second order differential operator D as (1.1)
with respect to the inner product defined by the weight matrix W is to convert this condition of
symmetry into a set of differential equations relating W and the differential coefficients of D.
If a weight matrix W (t)dt , t ∈ (b, c) (b and c finite or infinite), with a smooth density W with
respect to the Lebesgue measure, satisfies
F2W = W F∗2 , (1.3)
as well as
2(F2W )′ = W F∗1 + F1W, (1.4)
and
(F2W )
′′ − (F1W )′ + F0W = W F∗0 , (1.5)
under the boundary conditions that
lim
t→b+,c−
tn F2(t)W (t) = 0, lim
t→b+,c−
tn[(F2(t)W (t))′ − F1(t)W (t)] = 0, n ≥ 0,
(1.6)
then the operator D is symmetric with respect to W (see Theorem 3.1 of [1] and also [6]).
Assuming that F2(t) is a real valued scalar, it has been proved in [1] that the differential
equation (1.4) for W is equivalent to the fact that W can be factorized in the form W (t) =
ρ(t)T (t)T ∗(t), where ρ is a scalar function and T is a matrix function that satisfies a first order
differential equation of the form T ′ = FT where the differential coefficient F is connected by
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certain equations with F2, F1 and ρ. When ρ is one of the classical scalar weights of Hermite,
Laguerre or Jacobi then this first order differential equation for T takes the form
T ′(t) = (2Bt + A)T (t) if ρ(t) = e−t2 , t ∈ R,
T ′(t) =
(
A + B
t
)
T (t) if ρ(t) = tαe−t , t > 0,
T ′(t) =
( −A
1− t +
B
1+ t
)
T (t) if ρ(t) = (1− t)α(1+ t)β , t ∈ (−1, 1).
(1.7)
The second order differential equation (1.5) is then equivalent to a certain Hermitian condition
that T and the differential coefficients F2, F1 and F0 have to satisfy (for details see the next
section; for the case when F2 is properly a matrix polynomial see [3]).
Using this approach, all the situations corresponding to the case when in each of the first
order differential equations (1.7) for T either A or B vanishes have been classified in [1,16].
Some other examples corresponding to ρ(t) = (1 − t)α(1 + t)β arose as a gift from group
representation theory: one automatically gets a situation where A and B do not commute (see [7]
or [17]). Some examples of size 2 × 2 for ρ(t) = e−t2 and ρ(t) = tαe−t have also been found
in [2] when A and B are (upper) triangular matrices and do not commute (just by integrating the
differential equations for the entries of T ).
The purpose of this paper is to provide a method (Section 2) to find examples of this sort
where A and B are matrices of any size, which possibly do not commute, under the assumption
that A, B and F0 are simultaneously triangularizable. The method consists in reducing the
differential equation (1.5) to a set of finitely many equations (more or less complicated) for
the matrices A, B and F0 and in producing a procedure to solve these equations (Sections 3–
5 and Appendix). For the case ρ(t) = (1 − t)α(1 + t)β , our method seems to be rather
complementary to that which uses group representation theory: most of its examples do not
satisfy that condition of A, B and F0 being simultaneously triangularizable (see, for instance,
[17]).
Using our method, we explicitly find some new families of weight matrices having symmetric
second order differential operators like (1.1). Each one of these families depends on a number
of parameters. As we have already said, each of these weight matrices has the form W =
ρT T ∗, where ρ is one of the classical scalar weights of Hermite, Laguerre or Jacobi and
T satisfies the corresponding equation (1.7). When ρ(t) = e−t2 , we find two new families
depending, respectively, on N parameters (see Theorem 1.1) and on 2N − 3 parameters (see
Theorem A.1). When ρ(t) = tαe−t , we find three new families depending, respectively, on
N − 1 parameters (see Theorem A.3), on N parameters (see Theorem 4.2) and on 2N − 3
parameters (see Theorem A.4). When ρ(t) = (1 − t)α(1 + t)β , we find two new families
depending on N − 1 parameters (see Theorem 5.2 and Appendix A.3.1, respectively). We also
explain how to get more examples, especially for ρ(t) = (1− t)α(1+ t)β , without showing them
explicitly.
These examples show once again that the richness of families of orthogonal matrix
polynomials satisfying second order differential equations almost dwarfs by comparison to the
scalar situation.
To make this introduction more useful to the reader, we display here one of the examples in
full detail.
We write Jv0 and A[2] for the matrices:
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Jv0 =

(N − 1)v0 0 · · · 0 0
0 (N − 2)v0 · · · 0 0
...
...
. . .
...
...
0 0 · · · v0 0
0 0 · · · 0 0
 ,
A[2] =

0 v1 0 0 · · · 0
0 0 v2 0 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 0
0 0 0 0 · · · vN−1
0 0 0 0 · · · 0
 , (1.8)
where v0 is a real number and vi , i = 1, . . . , N − 1, are complex numbers. As usual [X, Y ]
denotes the commutator of the matrices X and Y , i.e., [X, Y ] = XY − Y X .
Theorem 1.1. Define the matrices A and B by
A = Jv0 +
N∑
k=2
(k − 1)k−2
(k − 1)! v
k−2
0 A
k−1
[2] , (1.9)
B = 1
2
[A, Jv0 ]. (1.10)
Then the solution T of the differential equation T ′(t) = (2Bt + A)T (t), T (0) = I , is the matrix
T (t) = e(A−Jv0 )t eJv0 t ,
and the weight matrix W (t) = e−t2 T (t)T ∗(t) has a symmetric second order differential operator
like (1.1) with coefficients
F2 = I, F1 = 2(2B − I )t + 2A, F0 = 2B + A2 − J 2v0 − J2.
Just a couple of comments to finish this introduction. Firstly, notice that the function
e(A−Jv0 )t eJv0 t is not equal to eAt because A − Jv0 and Jv0 do not commute. And secondly,
e(A−Jv0 )t is a matrix polynomial of degree at most N − 1 because A − Jv0 is nilpotent.
2. Description of the method
We consider in this paper weight matrices W (t)dt with a smooth density W (t) with respect to
the Lebesgue measure and for which there is a real number a with W (a) = I .
In Section 4 of [1], assuming that the differential coefficient F2 is scalar (that is, of the form
F2(t) = f2(t)I , with f2 a real polynomial of degree not bigger than 2), we gave a description of
the solutions for Eqs. (1.3)–(1.5) above. To solve Eq. (1.4) we look for a solution W of the form
W (t) = ρ(t)
ρ(a)
T (t)T ∗(t),
where ρ is a scalar function and T is a matrix function satisfying the differential equation
T ′(t) = F(t)T (t), T (a) = I,
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where the matrix function F is defined as
F(t) = 1
2 f2(t)
(F1(t)− c(t)I ) , (2.1)
with c(t) = (ρ(t) f2(t))′
ρ(t) (F1 is the coefficient of the first derivative in the symmetric second order
differential operator (1.1) for W ).
In addition, Eq. (1.5) implies that the following matrix function has to be Hermitian (F0 is the
independent coefficient of the symmetric second order differential operator (1.1) for W ):
χ(t) = T−1(t)( f2(t)F ′(t)+ f2(t)F2(t)+ c(t)F(t)− F0)T (t). (2.2)
The converse is also true, i.e. if the function defined by (2.2) is Hermitian then the differential
equation (1.5) holds.
Taking into account that F1 is a matrix polynomial of degree 1, it follows that when
ρ(t) = e−t2 and f2(t) = 1, the function F defined by (2.1) is a polynomial of degree 1, which
we write 2Bt + A. For ρ(t) = tαe−t and f2(t) = t the function F is of the form A + B/t . And
for ρ(t) = (1− t)α(1+ t)β and f2(t) = 1− t2 the function F is given by−A/(1− t)+B/(1+ t).
For ρ(t) = e−t2 and ρ(t) = (1 − t)α(1 + t)β , we take a = 0 and for ρ(t) = tαe−t we take
a = 1.
Write
X (t) = f2(t)F ′(t)+ f2(t)F2(t)+ c(t)F(t)− F0
so that χ(t) = T−1(t)X (t)T (t) (see (2.2)). The expression of the matrix function X for each one
of the classical weights of Hermite, Laguerre and Jacobi is then:
1. For ρ(t) = e−t2 and f2(t) = 1
X (t) = 2B + A2 − F0 + (2AB + 2B A − 2A)t + (4B2 − 4B)t2. (2.3)
2. For ρ(t) = tαe−t and f2(t) = t
X (t) = (αB + B2)1
t
+ AB + B A + (α + 1)A − F0 − B + (A2 − A)t. (2.4)
3. For ρ(t) = (1− t)α(1+ t)β and f2(t) = 1− t2
X (t) = 2t
1− t (αA + A
2)− 2t
1+ t (βB + B
2)+ A2 + B2 − AB − B A
− (α − β + 1)B − (β − α + 1)A − F0. (2.5)
The function T which, together with X , defines the function χ(t) = T−1(t)X (t)T (t) then
satisfies
T ′(t) = (2Bt + A)T (t), T (0) = I if ρ(t) = e−t2 ,
T ′(t) =
(
A + B
t
)
T (t), T (1) = I if ρ(t) = tαe−t ,
T ′(t) =
( −A
1− t +
B
1+ t
)
T (t), T (0) = I if ρ(t) = (1− t)α(1+ t)β ,
(2.6)
respectively.
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When A and B do not commute, one can only give, in general, a formal series expansion
for the solution T of each one of the differential equations (2.6). Such expressions in
terms of time ordering are familiar in many fields, including quantum field theory, but they
make it rather laborious (if not impossible) to check whether the function χ in (2.2) is
Hermitian.
We propose here a method which does not need to integrate these first order differential
equations to check whether the function χ is Hermitian or not. It turns out that when one
has found matrices A, B and F0 for which χ is Hermitian, the integration of each one of the
differential equations (2.6) often becomes much easier and one can even find closed expressions
for the solutions. The expressions for T are in some cases rather simple and unexpected (see, for
instance, the solution T for the special case of the differential equation T ′ = (2Bt + A)T given
in Theorem 1.1).
The starting point for our method is the following trivial observation. Assume that A, B
and F0 are upper triangular. That implies that the solution T for each one of the differential
equations (2.6) together with the function X in (2.3), (2.4) or (2.5) is also upper triangular.
As a consequence the function χ(t) = T−1(t)X (t)T (t) is upper triangular as well. Since the
function χ has to be Hermitian if we want the weight matrix W to satisfy the differential
equation (1.5), we can conclude that actually χ has to be diagonal. Moreover χ(t) = diag
(X (t)).
Under additional assumptions on the main diagonal of the matrices A and B, we have that
f2χ is then a polynomial of degree at most 1, and so ( f2χ)′′ = 0. Using now the first order
differential equation for T (see (2.6)), we can manage to get from ( f2χ)′′ = 0 a set of finitely
many equations for A, B and F0 which are equivalent to the Hermiticity of χ . By solving these
equations we get new examples of weight matrices W having symmetric second order differential
operators like (1.1). As we will see in the following sections, each one of the classical weights
of Hermite, Laguerre and Jacobi leads to a different set of equations which are, in general, rather
difficult to solve (for instance, see below the set of equations (3.2)–(3.4), (3.6) and (3.7) which
corresponds to ρ(t) = e−t2 ). We refrain from saying that we have found all the solutions of these
equations since we only solve them under additional assumptions on the first two diagonals of
the matrices A, B and F0.
Before showing how this method works, it will be useful to introduce some notation.
We use the standard notation ad0X Y = Y , adX Y = [X, Y ] = XY−Y X , adn+1X Y = [X, adnX Y ],
n ≥ 1.
For an upper triangular matrix M , M[k], k = 1, . . . , N , denotes the matrix having its kth
diagonal equal to that of M and zeros in the rest of the entries, i.e.
M[k],i, j =
{
Mi, j , if j = i + k − 1 and i = 1, . . . , N − k + 1,
0, otherwise.
It is clear then that M =∑Nk=1 M[k] and that for two upper triangular matrices M and L:
(M L)[k] =
∑
i+ j=k+1
M[i]L [ j], (2.7)
(adM (L))[k] =
∑
i+ j=k+1
adM[i](L [ j]). (2.8)
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3. Applying the method to ρ(t) = e−t2 , f2(t) = 1
In addition to the assumption that the matrices A, B and F0 are upper triangular, we assume
here that B is nilpotent or, in other words, the first diagonal B[1] of B vanishes. Under these
assumptions, the description of our method above says that if Eq. (1.5) holds then the matrix
function χ(t) = T−1(t)X (t)T (t) has to be diagonal (and then χ(t) = diag(X (t))); and
conversely.
According to (2.3) we then get that
χ(t) = (A2[1] − F0,[1])− 2A[1]t. (3.1)
The differential equation for T (T ′(t) = (2Bt+ A)T (t)) and T−1 ((T−1)′(t) = −T−1(t)(2Bt+
A)) allows us to find that
T (t) = I + At + (B + A2/2)t2 + · · · ,
T−1(t) = I − At + (−B + A2/2)t2 + · · · .
By computing the first three terms in the power expansion of χ(t) = T−1(t)X (t)T (t) and
comparing with (3.1), we get after straightforward computations the following three equations
for A, B and F0:
F0 − 2B − A2 + A2[1] − F0,[1] = 0, (3.2)
2AB + 2B A − 2A − adA(A2[1] − F0,[1])+ 2A[1] = 0, (3.3)
2adA(A[1])− adB(A2[1] − F0,[1])+ 4B2 − 4B −
1
2
ad2A(A
2[1] − F0,[1]) = 0. (3.4)
Using the differential equation for T and T−1 we get that
χ ′(t) = (T−1(t)X (t)T (t))′
= T−1(t)[−(2Bt + A)X (t)+ X ′(t)+ X (t)(2Bt + A)]T (t).
By a careful computation using (2.3) and Eqs. (3.2)–(3.4), we get that
− 2A[1] = χ ′(t) = T−1(t)[−2A[1] − 2adA(A[1])t]T (t). (3.5)
By differentiating again (using the differential equations for T and T−1) we find that
χ ′′(t) = T−1(t)[−ad2Bt+A(−2A[1] − 2adA(A[1])t)− 2adA(A[1])]T (t).
A careful computation shows that
χ ′′(t) = T−1(t)[(adB(A[1])+ ad2A(A[1])/2)t + adB(adA(A[1]))t2]T (t).
Since χ is a polynomial of degree at most 1, χ ′′ = 0; we then get two more equations for A, B
and F0
adB(A[1])+ 12ad
2
A(A[1]) = 0, (3.6)
adB(adA(A[1])) = 0. (3.7)
It is easy to see that, under the assumption that A, B, F0 are upper triangular and B nilpotent,
the set of equations (3.2)–(3.4), (3.6) and (3.7) implies (3.1), and hence that the function χ is
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Hermitian. In other words, the second order differential equation (1.5) for the weight matrix W
is equivalent to the matrix equations (3.2)–(3.4), (3.6) and (3.7) for the upper triangular matrices
A, B and F0, B nilpotent.
Of course the assumption that B is nilpotent is not essential in our procedure, but simply
leads to a simplification of the equations for A, B and F0. Using the same approach, if we do
not assume that B is nilpotent, we get a set of seven (more) complicated equations (one more
derivative is necessary since χ is then a polynomial of degree 2) which are equivalent to the
Hermiticity of χ .
Eqs. (3.2)–(3.4), (3.6) and (3.7) are rather involved, and to solve them is a difficult task.
However, they work surprisingly well assuming that the entries of the main diagonal of A are in
arithmetic progression, i. e.,
A[1] = diag((N − 1)v0, (N − 2)v0, . . . , 2v0, v0, 0), v0 ∈ R \ {0}.
In solving Eqs. (3.2)–(3.4), (3.6) and (3.7) for this particular choice of A[1], we find the example
in Theorem 1.1.
To work out the equations, it will be useful to take into account that this choice of A[1] implies
that for any upper triangular matrix C{
(adC (A2[1]))[k] = −2(k − 1)v0 A[1]C[k] + (k − 1)2v20C[k],
C[k]A[1] = A[1]C[k] − (k − 1)v0C[k]. (3.8)
The last formula can also be written as adC[k](A[1]) = −(k − 1)v0C[k], and using it, one can see
that (for v0 6= 0) Eq. (3.6) defines the matrix B uniquely from A in the form:
B[k] = − 12(k − 1)
∑
i+ j=k+1
( j − 1)adA[i](A[ j]). (3.9)
By taking
F0,[1] = −diag(2(N − 1), 2(N − 2), . . . , 2, 0),
the second diagonal of Eq. (3.3) holds (let us notice that when Ai,i+1 6= 0, i = 1, . . . , N − 1,
the second diagonal of Eq. (3.3) holds only for this value of F0,[1], up to a scalar multiple of the
identity).
This, together with Eq. (3.2), allows us to define the matrix F0 in terms of A and B.
We can now add to (3.8) the formula:
(adC (F0,[1]))[k] = 2(k − 1)C[k]. (3.10)
We now use (3.8), (3.10) and (3.9) to solve Eq. (3.3). For k = 2, (3.9) gives B[2] = −v0 A[2]/2,
and one can see straightforwardly that the second diagonal of Eq. (3.3) holds without any
condition on A[2]. For k = 3, the third diagonal of Eq. (3.3) gives that A[3] = v0 A2[2] and
then (3.9) says that B[3] = −v20 A2[2]. We now prove by induction on k that
A[k] = (k − 1)
k−2
(k − 1)! v
k−2
0 A
k−1
[2] , (3.11)
B[k] = − (k − 1)
k−1
2(k − 1)! v
k−1
0 A
k−1
[2] . (3.12)
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Indeed, assume (3.11) and (3.12) for 2, . . . , k. Write ck = − (k−1)k−12(k−1)! (so that A[l] = −2(cl/(l −
1))vl−20 A
l−1
[2] and B[l] = clvl−10 Al−1[2] , for l = 2, . . . , k). This sequence (ck)k satisfies
(k − 1)
∑
i+ j=k+1,i, j≥2
1
j − 1ci c j = −
1
2
(k − 2)ck, k ≥ 2. (3.13)
Since A[i] and A[ j] commute for 2 ≤ i, j ≤ k (they are powers of A[2]), one has from (3.9) that
B[k+1] = − 12 kv0 A[k+1]. Formula (3.11) for k + 1 now follows from the (k + 1)th diagonal of
(3.3) by performing a careful computation (using (3.8), (3.10) and (3.13)).
Eq. (3.9) then shows that B = 12 adA(A[1]).
Eq. (3.7) now follows straightforwardly.
We still have to check Eq. (3.4). From Eq. (3.3) one has that adA(A2[1] − F0,[1]) = 2AB +
2B A − 2A + 2A[1]. This gives ad2A(A2[1] − F0,[1]) = 2A2 B − 2B A2 + 4B. Eq. (3.4) is then
equivalent to
adB(A2 − A2[1] + F0,[1])+ 4B2 − 2B = 0. (3.14)
Taking into account that A − A[1] and B commute (both are polynomials in A[2]), we have that
(3.14) can be written as
adB(A[1](A − A[1])+ (A − A[1])A[1] + F0,[1])+ 4B2 − 2B = 0.
This last equation can be checked diagonal by diagonal from (3.11) and (3.12), using the second
formula in (3.8) and (3.13).
We write, using the notation of (1.8), that A[1] = Jv0 , and F0,[1] = −J2. This is precisely the
example included in Theorem 1.1 of the Introduction (for the size 2× 2, the example is case (b)
of Theorem 3.1 in [2] and for v0 = 0 it is example 5.1 of [1]).
We now integrate the equation T ′ = (2Bt + A)T for T .
We start by noticing that Eq. (3.5) implies a nice factorization for the solution T of T ′ =
(2Bt + A)T .
Lemma 3.1. Assume that the matrices A, B and F0 are upper triangular, B nilpotent and that
satisfy Eqs. (3.2)–(3.4), (3.6) and (3.7). Then the solution T of T ′ = (2Bt + A)T , T (0) = I ,
factorizes in the form T (t) = P(t)eA[1]t , where P is a matrix polynomial of degree at most
2N − 2 satisfying the differential equation
P ′(t) = (2B − adA(A[1])t + A − A[1])P(t).
Proof. Indeed, the function P(t) = T (t)e−A[1]t satisfies the differential equation
P ′(t) = (2Bt + A)P(t)− T (t)A[1]e−A[1]t .
Using (3.5), we get
P ′(t) = (2Bt + A)P(t)− (A[1] − adA(A[1])t)T (t)e−A[1]t
= ((2B − adA(A[1]))t + A − A[1])P(t).
The first diagonal of 2B − adA(A[1]) and A− A[1] vanish implying that P(t) is a polynomial of
degree at most 2N−2; moreover if we expand P(t) = I+∑2N−2k=1 ∆k tk then the first [(k+1)/2]th
diagonals of ∆k vanish. 
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This factorization is very useful for the example we are considering here. Indeed, since for
that example A[1] = Jv0 and B = adA(Jv0)/2, one has that the polynomial P actually satisfies
P ′(t) = (A − Jv0)P(t), which gives for T the closed expression T (t) = e(A−Jv0 )t eJv0 t . This
completes the proof of Theorem 1.1.
When we do not assume the main diagonal of A to be in arithmetic progression (as is assumed
in Theorem 1.1), Eqs. (3.2)–(3.4), (3.6) and (3.7) are rather more difficult to solve. One can still
define the matrix B from (3.6) (under the assumptions that the elements of A[1] are different) and
use (3.3) to find the diagonals A[k] of A for k = 3, . . . , N . The entries of Eqs. (3.4) and (3.7) can
be seen as a set of nonlinear equations for the elements of A[1] and A[2]; for low values of N ,
we have computational evidence which shows that eventually there are enough free parameters
in A[1] and A[2] so as to guarantee the existence of other solutions different from what we have
found above. But the situation could change for large values of N . An example of size 4 × 4 is
the following:
A =

1
6
+
√
73
6
v1 −3v1v2(3+
√
73)
−5+√73 −3
v1v2v3(1+
√
73)
−5+√73
0 −1 v2 v2v3
0 0 1 v3
0 0 0 0
 ,
B =

0 −v1
(
7+√73
12
)
24v1v2
−5+√73
−v1v2v3(−71+
√
73)
2(−5+√73)
0 0 v2 2v2v3
0 0 0
−v3
2
0 0 0 0
 ,
F0 =

−6 −2v1 −v1v2(13+
√
73)
2
−4v1v2v3
0 −4 2v2 4v2v3
0 0 −2 0
0 0 0 0
 .
The case when A is nilpotent (i.e., the function χ is constant), is also very interesting, and it
will be worked out in Appendix A.1.
4. Applying the method to ρ(t) = tαe−t , f2(t) = t
In this case, we assume that the matrix A is nilpotent (i.e., A[1] = 0) in addition to the
assumption that the matrices A, B and F0 are upper triangular. In this section we assume t > 0.
According to (2.4) and since χ(t) = T−1(t)X (t)T (t) has to be diagonal, we get that
χ(t) = (αB[1] + B2[1])
1
t
− B[1] − F0,[1]. (4.1)
To simplify the notation we write
G0 = αB + B2, (4.2)
G1 = AB + B A + (α + 1)A − B − F0, (4.3)
G2 = A2 − A, (4.4)
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so that we can write (according to (2.4))
tχ(t) = T−1(t)(G0 + G1t + G2t2)T (t).
The first two terms in the expansion of χ in powers of (t − 1) give the two first equations for
A, B and F0 (taking into account that T (1) = T−1(1) = I , T ′(t) = (A + B/t)T (t) and
(T−1)′(t) = −T−1(t)(A + B/t)):
G0 + G1 + G2 − (α − 1)B[1] − B2[1] + F0,[1] = 0, (4.5)
−adA+B(G0 + G1 + G2)+ G1 + 2G2 + B[1] + F0,[1] = 0. (4.6)
Using the differential equation for T and T−1 we get that
(tχ)′(t) = (T−1(t)X (t)T (t))′
= T−1(t)[−(A + B/t)X (t)+ X ′(t)+ X (t)(A + B/t)]T (t).
By a careful computation using (4.2)–(4.4), we get that
− B[1] − F0,[1] = (tχ)′(t) = T−1(t)[L0 + L1t]T (t), (4.7)
where
L0 = −adA(G0)− adB(G1)+ G1, (4.8)
L1 = adA(F0)+ 2G2. (4.9)
Differentiating again (using the differential equations for T and T−1) we find that
(tχ)′′(t) = T−1(t)
[
−adB(L0)1t − adB(L1)− adA(L0)+ L1 − adA(L1)t
]
T (t).
Since tχ is a polynomial of degree 1 (see (4.1)), we get three new equations for A, B and F0
adB(L0) = 0, (4.10)
ad2A(F0) = 0, (4.11)
adA(L0)+ adB(L1)− L1 = 0. (4.12)
It is easy to see that, under the assumption that A, B, F0 are upper triangular and A nilpotent,
the set of equations (4.5), (4.6) and (4.10)–(4.12) (where G0, G1 and G2 are defined by (4.2)–
(4.4) and L0, L1 by (4.8) and (4.9)) implies (4.1), and hence that the function χ is Hermitian.
In other words, the second order differential equation (1.5) is equivalent to the matrix equations
(4.5), (4.6) and (4.10)–(4.12) for the upper triangular matrices A, B and F0, A nilpotent.
As for the case studied in the previous section, the difficult equations (4.5), (4.6) and
(4.10)–(4.12) work surprisingly well assuming that the entries of the main diagonal of B are
in arithmetic progression, i. e.,
B[1] = diag((N − 1)v0, (N − 2)v0, . . . , 2v0, v0, 0) = Jv0 ,
where v0 is a non-null real number (we again use the notation of (1.8)).
The second diagonal of Eq. (4.12) gives that
F0,[1] = diag(−(N − 1),−(N − 2), . . . ,−1, 0) = J−1.
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Eq. (4.5) now gives F0 in terms of A and B:
F0 = (α − 1)B − (α − 1)Jv0 + B2 − J 2v0 + AB + B A + αA + A2 − J1.
One can then proceed as follows. The second diagonal of (4.6) gives the second diagonal A[2] of
A in terms of the second diagonal B[2] of B:
A[2] = −
(
1− 1
v0
)
B[2].
One can compute a few diagonals A[i] and B[i] of A and B, respectively, i ≥ 3, from
the corresponding i th diagonals of (4.12) and (4.6), respectively. In doing that the following
expressions for A and B can be conjectured
A = −
(
1− 1
v0
)
B[2] −
N−1∑
k=2
(
1− 1
kv0
)
1
vk−10
(
2kv0 − 2
k − 1
)
(B[2])k, (4.13)
B = Jv0 + B[2] +
N−1∑
k=2
1
vk−10
(
2kv0 − 2
k − 1
)
(B[2])k, (4.14)
(where
( x
n
) = x(x−1)···(x−n+1)n! , for x ∈ R and n ∈ N). We now take these expressions as
definitions for A and B and check that Eqs. (4.6) and (4.10)–(4.12) hold.
The key is that all these equations are easy consequences of the following
L0 = 1− v0
v0
B and L1 = v0 − 1
v0
(B − Jv0), (4.15)
where L0 and L1 are defined by (4.8) and (4.9), respectively.
Indeed, we first prove (4.6). From (4.2)–(4.4), it follows that
−adA+B(G0 + G1 + G2)+ G1 + 2G2 = [−adA(G0)− adB(G1)+ G1]
+ [adA(F0)+ 2G2] − [adB(G2)+ adA(AB + B A − B)].
(4.4) gives that adB(G2) + adA(AB + B A − B) = 0, and from (4.8), (4.9) and (4.15) one gets
that
−adA+B(G0 + G1 + G2)+ G1 + 2G2 = −Jv0 + J1,
that is, Eq. (4.6).
Eq. (4.10) is straightforward from the first formula in (4.15).
The matrices A and B − Jv0 commute because both are polynomials in B[2]. Eq. (4.11) then
follows easily from (4.9) and the second formula in (4.15).
Using (4.15), Eq. (4.12) can be written in the form
adJv0 (A + B) = B − Jv0 ,
which easily follows from (4.13) and (4.14).
We omit the proof of (4.15) because it is just a technical computation proceeding diagonal by
diagonal (similarly to what has been done in the second part of the previous section).
Eq. (4.15) can also be used to integrate the differential equation T ′ = (A + B/t)T ; indeed
(4.15) and (4.7) imply a nice factorization for T .
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Lemma 4.1. Assume that the matrices A and B are defined by (4.13) and (4.14). Then the
solution T of T ′ = (A + B/t)T , T (1) = I , has the form
T (t) = e(A+B−Jv0 )(t−1)t Jv0 .
Proof. Indeed, for any real number a, the function P(t) = T (t)t−a(B[1]+F0,[1]) satisfies the
differential equation
P ′(t) = (A + B/t)P(t)− a
t
T (t)(B[1] + F0,[1])t−B[1]−F0,[1] .
Using (4.7), we get
P ′(t) = (A + B/t)P(t)+ a(L0/t + L1)T (t)t−a(B[1]+F0,[1])
=
(
A + aL1 + 1t (B + aL0)
)
P(t).
The lemma follows by putting a = v0
v0−1 and using (4.15). 
Let us note that the function e(A+B−Jv0 )(t−1) is just a polynomial of degree at most N − 1
because the matrix A + B − Jv0 is nilpotent.
We summarize these results in the following theorem:
Theorem 4.2. Define the matrices A and B as in (4.13) and (4.14), where v0 > (−1−α)/2(N−
1). Then the solution T of the differential equation T ′(t) = (A + B/t)T (t), T (1) = I , t > 0, is
the matrix
T (t) = e(A+B−Jv0 )(t−1)t Jv0 ,
and the weight matrix W (t) = tαe−t T (t)T ∗(t) has a symmetric second order differential
operator like (1.1) with coefficients F2 = t I and
F1 = 2B + (α + 1)I + (2A − I )t,
F0 = (α − 1)B − (α − 1)Jv0 + B2 − J 2v0 + AB + B A + αA + A2 − J1.
Let us notice that the assumption v0 > (−1 − α)/2(N − 1) is needed to avoid integration
problems at t = 0, and also guarantees that the weight matrix W satisfies the boundary conditions
(1.6).
By writing first v1 = v0u1, v2 = v0u2, . . . , vN−1 = v0uN−1 in (4.13) and (4.14), and then
taking v0 = 0, example 6.1 of [1] is recovered. The case v0 = 1/2 gives the example studied in
[4]; this is a rather interesting example: for the case of size 2 × 2, this is the first example of a
weight matrix (which does not reduce to scalar weights) having a symmetric differential operator
of odd order (order 3 to be more precise). Let us recall that in the scalar case, a weight can only
have symmetric operators of even order.
The case when B[1] = −F0,[1] (i.e., tχ is constant), is also very interesting, and it will be
worked out in Appendix A.2.
5. Applying the method to ρ(t) = (1− t)α(1+ t)β , f2(t) = 1− t2
In addition to the assumption that the matrices A, B and F0 are upper triangular, we also
assume that
F0,[1] = −(A[1] + B[1])(A[1] + B[1] + (α + β + 1)I ), (5.1)
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so that (1 − t2)χ is a polynomial of degree at most one. In this section we assume t ∈ (−1, 1).
Indeed, according to (2.5) and since χ(t) = T−1(t)X (t)T (t) has to be diagonal, we get that
χ(t) = 2t
1− t (αA[1] + A
2[1])−
2t
1+ t (βB[1] + B
2[1])
+ A2[1] + B2[1] − 2A[1]B[1] − (α − β + 1)B[1] − (β − α + 1)A[1] − F0,[1]. (5.2)
(5.1) then gives
(1− t2)χ(t) = 2t (A2[1] − B2[1] + αA[1] − βB[1])+ 2A2[1] + 2B2[1] + 2αA[1] + 2βB[1].
(5.3)
To simplify the notation we write
G0 = A2 + B2 + (α − β − 1)A + (β − α − 1)B − AB − B A − F0, (5.4)
G1 = 2αA + 2A2 − 2βB − 2B2, (5.5)
G2 = A2 + B2 + (α + β + 1)(A + B)+ AB + B A + F0, (5.6)
so that we can write (according to (2.5))
(1− t2)χ(t) = T−1(t)(G0 + G1t + G2t2)T (t).
The two first terms in the expansion of (1− t2)χ in powers of t give the two first equations for A,
B and F0 (taking into account that T (0) = T−1(0) = I , T ′(t) = (−A/(1− t)+ B/(1+ t))T (t)
and (T−1)′(t) = −T−1(t)(−A/(1− t)+ B/(1+ t)))
G0 = 2A2[1] + 2B2[1] + 2αA[1] + 2βB[1], (5.7)
adA−B(G0) = −G1 + 2αA[1] + 2A2[1] − 2βB[1] − 2B2[1]. (5.8)
Using the differential equations for T and T−1 we get that
((1− t2)χ)′(t) = (T−1(t)X (t)T (t))′
= T−1(t)[−ad−A/(1−t)+B/(1+t)(X (t))+ X ′(t)]T (t).
By a careful computation using (5.4)–(5.6), we get that
2αA[1] + 2A2[1] − 2βB[1] − 2B2[1] = ((1− t2)χ)′(t) = T−1(t)(L0 + L1t)T (t), (5.9)
where
L0 = G1 + 2adB(A)− adA(F0)+ adB(F0), (5.10)
L1 = 2G2 − adA(F0)− adB(F0). (5.11)
Differentiating again (using the differential equations for T and T−1) we find that
((1− t2)χ)′′(t) = T−1(t)[−ad−A/(1−t)+B/(1+t)(L0 + L1t)+ L1]T (t).
Since (1− t2)χ is a polynomial of degree 1 (see (5.3)), we get (after using Eq. (5.8)) three new
equations for A, B and F0
adA(L0 + L1) = 0, (5.12)
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adB(L0 − L1) = 0, (5.13)
adA(L1)+ adB(L1)− L1 = 0. (5.14)
It is easy to see that, under the assumption that A, B, F0 are upper triangular and (5.1), the set
of equations (5.7), (5.8) and (5.12)–(5.14) (where G0, G1 and G2 are defined by (5.4)–(5.6) and
L0, L1 by (5.10) and (5.11)) implies (5.2), and hence that the function χ is Hermitian. In other
words, the second order differential equation (1.5) is equivalent to the matrix equations (5.7),
(5.8) and (5.12)–(5.14) for the upper triangular matrices A, B and F0, satisfying (5.1).
Eqs. (5.7), (5.8) and (5.12)–(5.14) are rather involved (more complicated than the
corresponding equations in Sections 3 and 4).
Here it is a strategy to find solutions. Eqs. (5.4) and (5.7) give the matrix F0 in terms of A
and B.
The second diagonal of (5.8) suggests taking the first diagonal B[1] of B equal to J1 − A[1]
(we again use the notation of (1.8), so that J1 = diag(N − 1, N − 2, . . . , 1, 0)). In doing that,
the second diagonal of (5.8) allows us to define B[2] in terms of A[1] and A[2]:
B[2],i,i+1 = A[2],i,i+1 A[1],i+1,i+1 − A[1],i,i + 1A[1],i+1,i+1 − A[1],i,i , i = 1, . . . , N − 1. (5.15)
With this choice, the second diagonal in (5.12) also holds. This suggests taking, as in the previous
sections, the entries of A[1] in arithmetic progression: A[1] = Jv0 (using again the notation
of (1.8)).
By computing a few diagonals A[k], B[k], k ≥ 3, of A and B (using that each couple
of entries (i, i + k − 1) of the kth diagonal of (5.8) and (5.12) forms a (non-homogeneous)
system of two equations from where the entries A[k],i,i+k−1 and B[k],i,i+k−1 can be defined,
i = 1, . . . , N − k + 1), one can conjecture that
A = Jv0 +
N∑
k=2
Γk Ak−1[2] , B = J1−v0 +
N∑
k=2
Λk Ak−1[2] , (5.16)
where Γk,Λk , k = 1, . . . , N , are certain diagonal matrices defined recursively from the kth
diagonals of (5.8) and (5.12), k ≥ 2, with initial conditions Γ2 = I , Λ2 = v0−1v0 I . Now we have
to choose v0 so that Eqs. (5.13) and (5.14) also hold. We have computational evidence (assuming
that the entries of A[2] are non-null) which shows that there are only three choices of v0 such that
Eqs. (5.13) and (5.14) hold (for any size N ). They are v0 = 1/2, v0 = 1 and v0 = α/(α + β).
5.1
The case v0 = 1/2 works surprisingly well. Since B[1] = J1−v0 , we have then B[1] = A[1] =
J1/2. (5.15) gives that B[2] = −A[2]. For this example, Eqs. (5.8) and (5.12) can be easily solved
(by induction), showing that A[k] = B[k] = 0, k ≥ 3, i.e.
A =

(N − 1)/2 v1 0 · · · 0 0
0 (N − 2)/2 v2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · vN−2 0
0 0 0 · · · 1/2 vN−1
0 0 0 · · · 0 0
 , (5.17)
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B =

(N − 1)/2 −v1 0 · · · 0 0
0 (N − 2)/2 −v2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −vN−2 0
0 0 0 · · · 1/2 −vN−1
0 0 0 · · · 0 0
 . (5.18)
Observe that both A and B do not depend either on α or β.
One can easily check that
L0 = 2(α − β)J1/2, and L1 = 2(α − β)A[2], (5.19)
from where Eqs. (5.13) and (5.14) follow straightforwardly.
(5.19) can be used to integrate the differential equation
T ′ =
( −A
1− t +
B
1+ t
)
T .
Indeed (5.19) and (5.9) imply a nice factorization for T .
Lemma 5.1. Assume that the matrices A and B are defined by (5.17) and (5.18). Then the
solution T of T ′ = (−A/(1− t)+ B/(1+ t))T , T (0) = I , has the form
T (t) = (1+ t)2B
(
1− t
1+ t
)J1/2
.
Proof. Write D = 2αA[1] + 2A2[1] − 2βB[1] − 2B2[1]; i.e., D = 2(α − β)J1/2.
For any real numbers a, b, the function P(t) = T (t)(1−t)aD(1+t)bD satisfies the differential
equation
P ′(t) =
( −A
1− t +
B
1+ t
)
P(t)+ T (t)
(
− aD
1− t +
bD
1+ t
)
(1− t)aD(1+ t)bD.
Using (5.9), we get
P ′(t) =
( −A
1− t +
B
1+ t
)
P(t)+
(
−a(L0 + L1t)
1− t +
b(L0 + L1t)
1+ t
)
× T (t)(1− t)aD(1+ t)bD
=
(−A − a(L0 + L1)
1− t +
B + b(L0 − L1)
1+ t + (a + b)L1
)
P(t).
The lemma follows by putting a = −b = − 12(α−β) and using (5.19). 
We include these results in the following theorem:
Theorem 5.2. Define the matrices A and B as in (5.17) and (5.18). Then the solution T of the
differential equation T ′(t) = (−A/(1 − t) + B/(1 + t))T (t), T (0) = I , t ∈ (−1, 1), is the
matrix
T (t) = (1+ t)2B
(
1− t
1+ t
)J1/2
,
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and the weight matrix W (t) = (1− t)α(1+ t)βT (t)T ∗(t), α, β > −1, has a symmetric second
order differential operator like (1.1) with coefficients F2 = (1− t2)I and
F1 = −(1+ t)(2A + (α + 1)I )+ (1− t)(2B + (β + 1)I ),
F0 = −2(α + β + 1)J1/2 − J 21 + 2(α − β)A[2] + 4A2[2].
(See (1.8) for the definition of J1 or J1/2).
5.2. The case v0 = 1 works also rather easily. Since B[1] = J (1) − A[1], we have then
B[1] = 0. After solving Eqs. (5.8) and (5.12), we have B = 0 and we recover the example in
Section 7 of [1].
5.3. Computational evidence allows us to conjecture that the value v0 = α/(α+β) also works.
In this case, the matrices Γk and Λk , k = 1, . . . , N , in (5.16) do not reduce to scalar multiple of
the identity (as in example 5.1), although one can see that: Λk = −βαΓk , k ≥ 1. Here it is the
case N = 4:
A =

3
α
α + β v1 v1v2
α − 3β
α(α + β + 4) v1v2v3
(α − 3β)2 − 8αβ
α2(α + β + 2)(α + β + 4)
0 2
α
α + β v2 v2v3
α − 3β
α(α + β + 2)
0 0
α
α + β v3
0 0 0 0

,
B =

3
β
α + β −v1
β
α
−v1v2 β(α − 3β)
α2(α + β + 4) −v1v2v3
β(α − 3β)2 − 8αβ
α3(α + β + 2)(α + β + 4)
0 2
β
α + β −v2
β
α
−v2v3 β(α − 3β)
α2(α + β + 2)
0 0
β
α + β −v3
β
α
0 0 0 0

.
Appendix
In this Appendix, we impose some extra assumptions on the main diagonal of the matrices A,
B and F0 so that the functions χ , tχ or (1− t2)χ , depending on each case, reduce to a constant.
For ρ(t) = e−t2 the assumption is A[1] = 0, for ρ(t) = tαe−t is B[1] = −F0,[1], and for
ρ(t) = (1− t)α(1+ t)β is βB[1] + B2[1] = αA[1] + A2[1]. These assumptions reduce the numbers
of equations we have to solve and allow us to find other solutions different from those found
in Sections 3–5. The expressions for these solutions are not so simple as those of the examples
given in Theorems 1.1, 4.2 and 5.2.
A.1. Revisiting the case ρ(t) = e−t2 , f2(t) = 1
If we assume in Section 3 that A is also nilpotent (i.e. the diagonal A[1] of A vanishes), the
set of five equations (3.2)–(3.4), (3.6) and (3.7) reduces to the following set (of three equations):
F0 − 2B − A2 − F0,[1] = 0, (A.1)
2AB + 2B A − 2A + adA(F0,[1]) = 0, (A.2)
adB(F0,[1])+ 4B2 − 4B + 12ad
2
A(F0,[1]) = 0. (A.3)
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The reason is that, if A[1] = 0, the function χ (see (3.1)) is then constant and after only one
derivative we already have χ ′ = 0.
A.1.1
We first solve those equations when Ai,i+1 6= 0, i = 1, . . . , N − 1, i.e., the elements of the
diagonal A[2] of A are non-null.
The second diagonal of Eq. (A.2) then gives
−2A[2] + A[2]F0,[1] − F0,[1]A[2] = 0.
From here, we deduce that F0,[1] = −diag(2(N − 1), 2(N − 2), . . . , 2, 0) = −J2 (using the
notation of (1.8)).
Then Eq. (A.1) allows us to define F0 uniquely from A and B.
The above formula for the matrix F0,[1] implies that for any upper triangular matrix C(
adC (F0,[1])
)
[k] = adC[k](F0,[1]) = 2(k − 1)C[k], k = 1, . . . , N , (A.4)
and then, using (2.8),(
ad2C (F0,[1])
)
[k] =
∑
i+ j=k+1
2( j − 1)adC[i](C[ j]), k = 1, . . . , N . (A.5)
We now prove that the even diagonals of B and the odd one of A vanish, and that the odd
diagonals B[2k+1] of B and the even ones A[2k] of A, k ≥ 2, can be defined recursively from A[2]
and B[3] (so that we have a family depending on 2N − 3 free parameters).
Indeed, the second diagonal of (A.3) is
adB[2](F0,[1])− 4B[2] = 0.
(A.4) then gives that B[2] = 0. On the other hand, the third diagonal in (A.2) is (using (2.7))
2(A[2]B[2] + B[2]A[2])− 2A[3] + adA[3](F0,[1]).
Since B[2] = 0, (A.4) gives that A[3] = 0 as well.
In a similar way, one can see that the third diagonal in (A.3) always holds for any choice of
B[3].
Assume now that the diagonals A[i], i = 2, . . . , 2l + 2, of A and B[i], i = 2, . . . , 2l + 1,
of B, are given, and A[2i+1] = 0, B[2i] = 0, i = 1, . . . , l. It then follows (using (2.7)) that(
B2
)
[2l+2] = 0, and (using (A.5)) (ad2A(F0,[1]))[2l+2] = 0; hence the (2l+ 2)th diagonal of (A.3)
is (using (A.4))
2(2l + 2− 1)B[2l+2] − 4B[2l+2] = 0,
i.e., B[2l+2] = 0. This gives (using (2.7)) that (AB)[2l+3] = (B A)[2l+3] = 0 and the (2l + 3)th
diagonal of (A.2) is then (using (A.4))
−2A[2l+3] + 2(2l + 3− 1)A[2l+3] = 0,
i.e., A[2l+3] = 0.
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On the other hand, the (2l + 3)th diagonal of (A.2) and the (2l + 4)th diagonal of (A.3) give,
respectively that (using (2.7), (A.4) and (A.5))
2(2l + 2)B[2l+3] + 4
∑
i+ j=2l+4
B[i]B[ j] − 4B[2l+3] + 12
∑
i+ j=2l+4
2( j − 1)adA[i](A[ j]) = 0,
2
( ∑
i+ j=2l+4
(A[i]B[ j] + B[i]A[ j])− 2A[2l+4] + 2(2l + 3)A[2l+4]
)
= 0,
from where we have that
B[2l+3] = − 14l
(
4
l∑
i=1
B[2i+1]B[2(l−i)+3] +
l+1∑
i=1
(2(l − i)+ 3)adA[2i](A[2(l−i)+4])
)
, (A.6)
A[2l+4] = − 12l + 2
l+1∑
i=1
(
A[2i]B[2(l−i)+5] + B[2(l−i)+5]A[2i]
)
. (A.7)
The factorization of Lemma 3.1 gives no information when A[1] = 0. For this example one
can integrate the equation T ′ = (2Bt + A)T using the recurrence relation for the coefficients of
the power expansion of T (t) and taking into account that since A[1] = 0 and B[1] = B[2] = 0,
the function T collapses into a polynomial of degree N − 1.
We have thus proved the following theorem:
Theorem A.1. Let A and B be the matrices A = A[2] + ∑[N/2]k=2 A[2k], B = B[3] +∑[N/2]
k=2 B[2k+1], where the elements of the second diagonal A[2] of A and the third one B[3]
of B are parameters, and the (2k)th and (2k + 1)th diagonals A[2k] and B[2k+1] of A and B
(respectively), k = 2, . . . , [N/2], are defined recursively by (A.6) and (A.7) and the diagonals
A[2k+1] and B[2k] are taken explicitly equal to zero. The solution T of the differential equation
T ′(t) = (2Bt + A)T (t), T (0) = I is then given by
T (t) = I +
N−1∑
k=1
∆k tk
where the coefficients ∆k are defined by the recursion
∆k+1 = (A∆k + 2B∆k−1)/(k + 1), k ≥ 0
(∆−1 = 0,∆0 = I ). Moreover, the weight matrix W (t) = e−t2 T (t)T ∗(t) has a symmetric
second order differential operator like (1.1) with differential coefficients
F2 = I, F1 = 2(2B − I )t + 2A, F0 = 2B + A2 − J2.
By taking B[3] = 0, we get B = 0 and A = A[2] which is example 5.1 in [1].
A.1.2
The opposite (say) case to the previous one is to consider Bi,i+1 6= 0, i = 1, . . . , N − 1,
i.e., the elements of the diagonal B[2] of B are non-null.
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Proceeding as before, it can be proved that the unique solution of Eqs. (A.1)–(A.3) is then
given by:
A = 0, B = (I + B[2])−1 − I, F0 = 2B − J4.
This is example 5.2 in [1].
Of course there are many other cases besides these two considered above (for instance, taking
a partition of {1, 2, . . . , N − 1} in two disjoints sets X and Y and assuming Ai,i+1 6= 0, i ∈ X
and Bi,i+1 6= 0, i ∈ Y , or taking A[2] = B[2] = 0 and assuming any other further diagonal
of A or B to be different from 0). It is likely that many of these different possibilities might be
managed splitting up the matrices into blocks of convenient size. That is the case, for instance,
when we assume A[2] = 0 but the elements of A[3] are non-null complex numbers, where the
same scheme to the first one worked out above appears but considering now the matrices A, B
and F0 splitting up in blocks of size 2× 2 (and, eventually, a block of size 1× 2 when N is odd).
The strategy to solve these cases should be clear from what has been done in this section.
A.2. Revisiting the case ρ(t) = tαe−t , f2(t) = t
If we assume in Section 4 that B[1] = −F0,[1], the set of five equations (4.5), (4.6) and
(4.10)–(4.12) reduces to the following set (of three equations)
(α − 1)B + B2 + AB + B A + αA − F0 + A2 = αB1 + B21 , (A.8)
adA(G0)+ adB(G1)− G1 = 0, (A.9)
adA(F0)+ 2A2 − 2A = 0. (A.10)
(See (4.2)–(4.4) for the definition of G0,G1 and G2.) The reason is that, if B[1] = −F0,[1] the
function tχ (see (4.1)) is constant and after only one derivative we already have (tχ)′ = 0. In
this section, we assume t > 0.
Then the first equation above allows us to define F0 uniquely from A and B. In doing that,
Eqs. (A.9) and (A.10) become
adA(αB + B2)− adB(A2 − A − αB[1] − B2[1])+ A2 − A
+ (αB + B2 − αB[1] − B2[1]) = 0, (A.11)
adA[(αB + B2 − αB[1] − B2[1])+ AB + B A − B] + 2A2 − 2A = 0. (A.12)
Proceeding as in the previous subsection, we find two examples which correspond to taking,
firstly the elements of A[2] all different from 0 and, secondly, A[2] = 0 and then all the elements
of B[2] different from 0. The expressions for the matrix B will be more involved because we have
to proceed by elements instead of by diagonals.
A.2.1
If Ai,i+1 6= 0, i = 1, . . . , N − 1, then the second diagonal of Eq. (A.12) gives that
B[1] = diag(2(N − 1), 2(N − 2), . . . , 2, 0) = J2. (A.13)
(We are using the notation of (1.8).) The entries of the second diagonal of A[2] are the free
parameters of this example. Assume now that we have defined the diagonals A[i], B[ j] of A and
B for i = 3, . . . , k and j = 1, . . . , k − 1.
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The elements of B[k] can now be defined recursively from the kth diagonal of Eq. (A.11); in
doing that we find for l = 1, . . . , N − k + 1
Bl,l+k−1 = − 14(2k − 3)(N − l − (k − 1)/2+ α/4)
×
[−adA(αB + B2)][k] + [adB(A2 − A)][k]
−
∑
i+ j=k+1;i, j≥2
B[i]B[ j] − (A2)[k] + A[k]

l,l+k−1
.
Let us notice that (2.7) and (2.8) show that in the kth diagonal of the matrices A2, adA(αB+ B2)
and adB(A2 − A) only appear the diagonals A[i], B[ j] with i = 2, . . . , k and j = 1, . . . , k − 1.
The (k+1)th diagonal of A can now be defined from the corresponding diagonal of Eq. (A.12)
A[k+1] = − 12(k − 1)
×
(
2(A2)[k+1] +
∑
i+ j=k+2, j≥2
adA[i]([αB + B2 + AB + B A − B][ j])
)
.
To integrate the equation T ′ = (A + B/t)T we use the following lemma.
Lemma A.2. 1. Assume that the matrices A, B and C satisfy A = C+adC (B) and ad2C (B) = 0.
Then the function T (t) = eCt t B satisfies the differential equation T ′ = (A + B/t)T ,
T (1) = eC .
2. Assume that the matrices A, B and C satisfy A = C+adC (A+B), ad2C (A+B) = 0. Then the
function T = eC(t−1)t A+B−C satisfies the differential equation T ′ = (A+ B/t)T , T (1) = I .
Proof. (1) Indeed, T satisfies the differential equation T ′ = (C + 1t eCt Be−Ct )T . But from the
hypothesis one has eCt Be−Ct = B + adC (B)t . It is now easy to conclude.
(2) The proof is similar. 
Using (A.13), we can define uniquely the matrix C from the equation A = C + adC (B) (as
far as C is taken to be upper triangular): indeed, C[1] = A[1] = 0 and once we have defined the
diagonals C[2], . . . ,C[k−1], k ≥ 3, we define
C[k] = − 12k − 3
(
A[k] −
∑
i+ j=k+1, j≥2
adC[i](B[ j])
)
.
It turns out that for this matrix C one gets for free that also ad2C (B) = 0. Analogously, if we
define D as a solution of A = D + adD(A + B), one has for free that ad2D(A + B) = 0, so that
T = eD(t−1)t A+B−D also satisfies T ′ = (A + B/t)T .
We have thus proved the following theorem.
Theorem A.3. Let A, B and C be the matrices A = A[2] +∑Nk=3 A[k], B = J2 +∑Nk=2 B[k],
C = ∑Nk=2 C[k] where the diagonals A[k], k = 3, . . . , N, of A and B[k], C[k] of B and C,
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k = 2, . . . , N, are defined recursively by
Bl,l+k−1 = − 14(2k − 3)(N − l − (k − 1)/2+ α/4)
×
[−adA(αB + B2)][k] + [adB(A2 − A)][k]
−
∑
i+ j=k+1;i, j≥2
B[i]B[ j] − (A2)[k] + A[k]

l,l+k−1
,
A[k+1] = − 12(k − 1)
×
(
2(A2)[k+1] +
∑
i+ j=k+2, j≥2
adA[i]([αB + B2 + AB + B A − B][ j])
)
,
C[k] = − 12k − 3
(
A[k] −
∑
i+ j=k+1, j≥2
adC[i](B[ j])
)
.
The solution T of the differential equation T ′(t) = (A + B/t)T (t), T (1) = I , t > 0, is then the
matrix
T (t) = eCt t Be−C .
Moreover, the weight matrix W (t) = tαe−t T (t)T ∗(t), α > −1, has a symmetric second order
differential operator like (1.1) with differential coefficients F2 = t I and
F1 = 2B + (α + 1)I + (2A − I )t,
F0 = (α − 1)B − α J2 + B2 − J 22 + AB + B A + αA + A2.
The matrices A, B and C , as functions of α, possess a number of interesting properties. They
are rational functions with simple poles at α = −2,−4, . . . ,−2(2N − 3). The degree of the
numerator of each entry (i, i+k−1) in the kth diagonal is the same of that of its denominator, and
equal to 2(k−2) for the matrices A and C , and 2(k−2)+1 for the matrix B, k ≥ 2. The functions
A2, B2, AB, B A, adA(B), adA(B2) also have simple poles at α = −2,−4, . . . ,−2(2N − 3).
Moreover, computational evidence shows that A, B and C can be written as
A = A[2] +
N∑
k=3
Λk,1(α)Ak[2], B = J2 +
N∑
k=2
Λk,2(α)Ak[2], C =
N∑
k=2
Λk,3(α)Ak[2]
where the matrices Λk,i (α), i = 1, 2, 3, are diagonal and do not depend on the entries
v1, . . . , vN−1 of A[2]. It turns out that for l = 0, . . . , N − k,
(
Λk,i
)
l,l = γk,i +
k−2∑
j=1
δk,i, j
1
α + 4(N − k − l + 1)+ 2 j
−
2(k−2)∑
j=k−1
δk,i,2(k−2)− j+1
1
α + 4(N − k − l + 1)+ 2( j + 1) ,
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and
(
Λk,i
)
l,l = 0, l = N − k + 1, . . . , N ; that is, for fixed k, i and j , all the diagonal
entries
(
Λk,i
)
l,l , l = 1, . . . , N − k, of Λk,i have equal residues δk,i, j at the numbers α =−4(N−k−l+1)−2i , and these residues are equal but with different sign from the corresponding
residues at α = −4(N − k − l + 1)− 2(2(k − 2)− i + 1)− 2.
A.2.2
When we take the second diagonal A[2] of A equal to 0 and assume the entries in the second
diagonal B[2] of B to be non-null numbers, another example can be worked out proceeding as
before. In this case the second diagonal of Eq. (A.10) implies that
B[1] = diag((N − 1), (N − 2), . . . , 1, 0) = J1. (A.14)
(Eq. (A.10) also allows this solution B[1] = diag(α − (N − 2), α − (N − 1), . . . ,−α, 0) which
we do not consider because the corresponding weight matrix W does not satisfy the boundary
conditions (1.6).)
In this case, the diagonals of A and B can be defined recursively from B[2] and A[3]. We
summarize this example in the following theorem.
Theorem A.4. Let A, B and C be the matrices A = A[3] + ∑Nk=4 A[k], B = J1 + B[2] +∑N
k=3 B[k], C =
∑N
k=3 C[k] where the diagonals A[k], k = 4, . . . , N, of A and B[k], C[k],
k = 3, . . . , N, of B and C, are defined recursively by
Bl,l+k−1 = − 12(k − 2)(N − l − (k − 1)/2+ α/2)
×
[−adA(αB + B2)][k] + [adB(A2 − A)][k]
−
∑
i+ j=k+1;i, j≥2
B[i]B[ j] − (A2)[k] + A[k]

l,l+k−1
,
A[k+1] = − 1k − 2
(
2(A2)[k+1] +
∑
i+ j=k+2, j≥2
adA[i]([αB + B2 + AB + B A − B][ j])
)
,
C[k] = − 1k − 2
(
A[k] −
∑
i+ j=k+1, j≥2
adC[i](B[ j])
)
.
The solution T of the differential equation T ′(t) = (A + B/t)T (t), T (1) = I , t > 0, is then the
matrix
T (t) = eCt t Be−C .
Moreover, the weight matrix W (t) = tαe−t T (t)T ∗(t), α > −1, has a symmetric second order
differential operator like (1.1) with differential coefficients F2 = t I and
F1 = 2B + (α + 1)I + (2A − I )t,
F0 = (α − 1)B − α J1 + B2 − J 21 + AB + B A + αA + A2.
For A[3] = 0, we get A = C = 0 and example 6.2 of [1] is recovered.
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For A[3] = B2[2], we recover one of the examples found in Theorem 4.2: that given by taking
there v0 = 1.
A.3. Revisiting the case ρ(t) = (1− t)α(1+ t)β , f2(t) = 1− t2
If we assume that
βB[1] + B2[1] = αA[1] + A2[1], (A.15)
i.e., the function (1 − t2)χ (see (5.3)) is constant, we have to take only one derivative to get
((1 − t2)χ)′ = 0 and then the set of equations (5.7), (5.8) and (5.12)–(5.14) reduces to the
following one (of three equations)
F0 − A2 − B2 − (α − β − 1)A − (β − α − 1)B
+ AB + B A + 4A2[1] + 4αA[1] = 0, (A.16)
2adB(A)− adA(F0)+ adB(F0)+ G1 = 0, (A.17)
−adA(F0)− adB(F0)+ 2G2 = 0. (A.18)
Then the first equation allows us to define F0 uniquely from A and B. In doing that, Eqs.
(A.17) and (A.18) become
adA(4αA[1] + 4A2[1])− adB(4αA[1] + 4A2[1])+ 2αA + 2A2 − 2βB − 2B2 = 0 (A.19)
−2adA
(
B2 − 2A2[1] − 2αA[1] −
α − β
2
B
)
− 2adB(A2 − 2A2[1] − 2αA[1])
+ 4A2 + 4B2 + 4αA + 4βB − 8A2[1] − 8αA[1] = 0. (A.20)
The terms adA(B2) and adB(A2) in (A.20) together with assumption (A.15) make this case
more difficult to work out than the ones considered in the previous subsections. But, on the other
hand, that conditions seem to allow more richness of examples.
The more convenient choice for the entries in the main diagonal of A seems to be the
following:
A[1],i,i = xiβ + x
2
i
α + β + 2xi , (A.21)
where xi , i = 1, . . . , N , are real numbers. This gives for the main diagonal of B the entries
B[1],i,i = xiα + x
2
i
α + β + 2xi , i = 1, . . . , N .
With this choice, for a given i , i = 1, . . . , N − 1, the entry (i, i + 1) of the second diagonal of
(A.19) and (A.20) forms a homogeneous linear system of 2 equations for the entries B[2],i,i+1
and A[2],i,i+1. All those systems will have non-trivial solutions only for a convenient choice of
the numbers xi , i = 1, . . . N .
We have found several of that convenient choices for the numbers xi , i = 1, . . . , N .
A.3.1
Take xi = 2(N − i), i = 1, . . . , N , in (A.21) so that the first diagonals of A and B have
entries equal to
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A[1],i,i = 2(N − i)β + 4(N − i)
2
α + β + 4(N − i) ,
B[1],i,i = 2(N − i)α + 4(N − i)
2
α + β + 4(N − i) ,
i = 1, . . . , N .
The second diagonal of (A.19) allows us to define the second diagonal of B in terms of A[2]
(the entries of A[2] are the parameters of this example). With that choice for B[2] the second
diagonal of (A.20) also holds. In this example, the matrices A and B have the form
A = A[1] +
N∑
k=2
Γk Ak−1[2] , B = B[1] +
N∑
k=2
Λk Ak−1[2] ,
where Γk,Λk , k = 2, . . . , N , are diagonal matrices which can be defined recursively from the
kth diagonals of (A.19) and (A.20), k ≥ 3, with initial conditions Γ2 = I and Λ2 with entries
Λ2,i,i = (α + β)(α + 4(N − i)− 2)+ 8(N − i)(N − i − 1)
(α + β)(β + 4(N − i)− 2)+ 8(N − i)(N − i − 1)
× (α + β)(3β − α + 8(N − i)− 4)+ 16(N − i)(N − i − 1)
(α + β)(3α − β + 8(N − i)− 4)+ 16(N − i)(N − i − 1) ,
i = 1, . . . , N − 1. However, the formulas are too unpleasant to be displayed here.
For α = β the expressions for Γk and Λk turn out to be rather simple. Indeed, in this case
A = B; the first diagonal of A and B is then
A[1] = B[1] = diag
(
N − 1
2
,
N − 2
2
, . . . ,
1
2
, 0
)
and Γk , k = 1, . . . , N − 1, is the diagonal matrix with entries
Γk,i,i =

k∏
j=2
(α + 2(N − j − i + 1))−1, i = 1, . . . , N − k;
0, i = N − k + 1, . . . , N .
A.3.2
Other choices for xi , i = 1, . . . , N , in (A.21) which generate examples are:
xi = N − i, i = 1, . . . , N
and
xi = (N − i + 1), i = 1, . . . , N − 1, xN = 0.
Eqs. (A.19) and (A.20) can be solved providing two examples with parameters the entries of A[2]
and A[3] in the first case, and the entries of A[2] and the N − 1 first entries of A[3] in the second
case.
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