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Abstract 
We have found that a triple helix configuration of points in E3 yields the best value of the 
Steiner ratio for the Euclidean Steiner Minimal Tree (ESMT) problem. In this paper we explore 
the properties, configurations, and implications of this topology which yields this best Steiner 
ratio and its relationship to the Euclidean Graph embedding problem (EGEP) for weighted graphs 
in E3. The unique equivalence between these problems is also explored in their application for 
identification and modelling of minimum energy configurations (MECs) such as the biochemical 
protein structures of Collagen. 
Keywords: Steiner trees; Embedding problems; Minimum energy configurations 
1. Introduction 
In many of the empirical sciences and certain engineering disciplines, researchers 
seek to discover theoretical laws and structures from empirical observations. For ex- 
ample in [27] and other similar studies of this type, they attempt to determine the 
(xi,yi,&) coordinates of the atoms which yields the minimum energy configuration of 
certain protein structures: namely Collagen. 
The purpose of this paper is to explore the relationship between the three-dimensional 
Steiner minimal tree problem, the Euclidean weighted graph embedding problem in E3, 
and certain problems in nature, specifically minimum energy configurations like those 
found in protein folding, sequencing, and structuring problems. This relationship is 
important because it allows one to employ the Steiner problem to model the minimal 
energy configurations found in natural science and engineering applications. 
In Section 2 , we define the ESMT problem and identify and collect together prop- 
erties of this problem. In Section 3 of this paper, we illustrate the link between the 
ESMT problem and minimum energy configurations (MECs). Then in Section 4, we 
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define the graph embedding problem in E3 and show the equivalence between the 
ESMT problem and the EGEP problem. 
Finally, in Sections 5 and 6, we explore the character of these minimum energy 
configurations for the protein Collagen and its implications for other applications in 
science and engineering. 
2. ESMT problem definition 
The Steiner problem for a given point set V of size n and the set of possible Steiner 
points S of size m is to connect V with possible candidate points from S so as to 
minimize the overall interconnecting length. 
More formally we have: Given a set of points V = (~1, ~2, . . . , co} with Cartesian 
coordinates (xi, y;, &), construct a minimal length network interconnecting V where 
additional vertices from a set S = {s1,s2,. . . , oo}, the set of Steiner points, may be 
utilized as junctions in the network in order to achieve the minimal length possible. 
2.1. Assumptions 
Some critical assumptions should be noted: 
l In the above, the coordinates of the point set V are known, while the coordinates 
of the point set S are unknown and are to be determined. 
l The cardinality of m of the set of Steiner points is not known beforehand, 
l The weights of importance of all points are uniform or else equal to one. 
l Also, the space is assumed to be homogeneous with no obstacles or other impedi- 
men ts. 
It is well-known that the complexity of computing Steiner minimal trees in the plane 
is Jlrg-hard [l&19]. Also, since the Euclidean version is not known to be in JV~ 
then the complexity of computing optimal Steiner minimal trees in d-space d 2 3 is 
demonstrably even more difficult [33]. 
2.2. Notation 
ESMT( V) Euclidean Steiner Minimal Tree of point set V 
EMST(V) Euclidean Minimum Spanning Tree of point set V 
pd The minimal Steiner atio of all point sets V in dimension d i.e. p = inf VEEd p(V) 
where p(V) = {ESMT( V)/EMST( V)} 
ISI cardinal&y of the number of points in the Steiner tree. 
m number of Steiner vertices from set S 
n number of given vertices from set V 
Z the combined point set {V U S} 
FST full Steiner tree with ISI = n - 2. 
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Fig. 1. n=ZO helix geometry 
2.3. pd in E2 
There are certain elemental facts in the planar Steiner Tree problem which are ap- 
plicable: They are: 
. ]S]<n-2 [21]) 
l p2 = %/3/2 YY [21,14]. 
In the plane, the ESMT is a union of disjoint FSTs. Even for lattice configura- 
tions with special structure, computation of the optimal configurations is non-trivial 
for large II. 
2.4. ESMTs in E3 
Most of the properties that regulate Steiner trees in E2 carry over to E3, such as 
the 120’ angle property and the number of possible Steiner points is n - 2. However, 
one property in E3 which is significantly different is that the conjectured optimal con- 
figuration is an infinite triple helix of points, whereas in E2, the optimal configuration 
exists for an equilateral triangle. Fig. 1 illustrates the helical geometry of an n = 20 
point set for the conjectured optimal configuration. 
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Table 1 
Steiner ratios for N-point R-Sausages 
n Rho Name 
4 0.813052529585 
5 0.815469669674 
6 0.808064936179 
7 0.802859896946 
8 0.800899342742 
9 0.798704227344 
10 0.797013231353 
11 0.795785747249 
12 0.794720989050 
13 0.793838038891 
14 Q 0.7934 
15 < 0.7926 
Infinity d 0.784190373377122 
(Regular tetrahedron) 
(Triangular bipyramid) 
(“Propane”) 
(1 of 2 “chain butanes”) 
Pentane 
Hexane 
Heptane 
Octane 
Nonane 
Decane 
R-Sausage 
The value (Table 1) on the Steiner ratio was conjectured by Smith and Smith in 
their paper [37] and even if the conjectured value turns out to be incorrect, it acts as 
a very good upper bound on the optimal ratio. Refer to their paper for more details. 
We will denote the triple helix by the name W-Sausage since it is a collection of balls 
arranged along an axis, and the balls twist as they propagate along the axis in a ribbon- 
like manner. The relationship of the E3 ESMT problem to the sphere packing problem 
was discussed in an earlier paper [38]. As we shall see, when we examine some of the 
applications of the ESMT to science and engineering, the sphere packing problem may 
play an important part in our understanding of how the W-Sausage occurs in nature. 
Conjecture 1. The %-Sausage achieves ~3, and 
283 P3 = % --- 3fi+9dm& 
700 700 140 
~0.784190373377122247108395477815687752654. (1) 
2.5. &Sausage properties 
For a known ribbon topology, the following properties within the W-Sausages exist, 
namely: 
Path topology: As can be seen in Fig. 1, the W-Sausage has a unique path topology. 
There are (n -2) Steiner points, Steiner point i being connected to Steiner point i+ 1 for 
i = l,...,n-3. Also sausage point i is attachedto Steinerpoint i-l for i = 2,...,n-1, 
and also sausage point 1 is attached to Steiner point 1 and sausage point n is attached 
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Fig. 2. W-Sausage screw symmetry. 
to Steiner point n - 2. This path topology or ones similar for the proteins we shall 
study are an important indicator of the fundamental structure of the set of points. 
Monotonically decreasing [37]: The Steiner atio is monotonically decreasing, as the 
number of points in Z increases in the B-Sausage. 
This dynamic nature of the Steiner ratio implies that the longer the W-Sausage the 
better. This would seem to imply some importance to applications, which we will 
examine later. 
n-2 points: In particular, the maximum number of Steiner points in E3 is also n-2. 
For a collection of other properties ee [33]. Not all optimal configurations require FSTs 
as we shall see, since some of the given vertices act as degenerate Steiner points. 
Angles: All the angles at the Steiner junctions are 120’. This is the same property as 
in the plane. When we discuss the application to biochemical proteins, this angular e- 
quirement will not hold in all cases since the mass of the atoms is not uniformly equal. 
Steiner vertex degree: All the Steiner points have 3 arcs incident to each vertex, 
or 6(sj) = 3,Vj. All given vertices have C?(Q) = l,V’i. Fig. 1 illustrates the convex 
hull and Steiner tree for n=20 points. The diagram clearly indicates the triple helix 
construction. Notice that all vertices from V lie on the convex hull of the W-Sausage 
while all the Steiner points lie in the interior. 
Helical Axis: There is a well-defined axis of rotation about which both the I’ and 
S points rotate. 
Figs. 2 and 3 illustrate two end-views of the point set for n = 75, the former very 
close to the start of the &!-Sausage, while the latter from a distance. Fig. 2 illustrates 
that for vertices propagating out along the &?-Sausages, they appear in clusters of es- 
sentially 7 vertices. Since there are a total of n = 75 vertices, two clusters have 6 
vertices, while there are nine clusters of 7 vertices. Fig. 3 is another view of the same 
B-Sausages from a tkrther distance where it is clear that all the given vertices V lie on 
the convex hull of V and all the Steiner vertices S lie in the interior also propagating 
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along its own convex hull. The chords across this end view in Fig. 3 represent he 
Steiner vertices and line segments at both ends of this finite W-Sausages yet for an 
infinite 96Sausages these would not exist, we would have two concentric onvex hulls 
or 3d onions as they are called in Computational Geometry. 
Fig. 3. End-view of R-Sausage. 
3. Minimum energy configurations 
To clarify and delineate the connection between the scientific and engineering ap- 
plications and the Steiner problem we need another property of the Steiner problem 
which was first shown in the classic paper on Steiner trees by Gilbert and Pollack [21]. 
It is recounted as Maxwell’s Theorem after the famous physicist. 
3.1. Minimum energy conftgurations (MEG) 
Let FI, F2, F3, F4 be unit forces acting at fixed vertices vi, ~12, us, ~4, respectively. 
Also, let us try to design a network with moveable Steiner vertices to link up the fixed 
ends with elastic bands where each band will have a tensile force and we seek to find 
the network where we will hold these tensile forces in equilibrium (Fig. 4) see. 
Theorem 2. Zf we draw unit vectors from a Steiner tree in the direction of each of 
the lines incident to ~1,212 ,. . .,v, and let Fi denote the sum of the unit vectors at vi, 
then in mechanical terms, Fi is the external force needed at 
equilibrium. The length of the tree T has the simple formula 
T = fJUi ’ Fi. 
i=l 
vi to hold the tree in 
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F4 % 
MEC Fmbkm 
F4 % 
MinimaINdwaL 
Fig. 4. Maxwell’s Theorem illustration. 
The proof is in their paper [20]. 
What Maxwell’s Theorem implies is that the minimal ength Steiner tree is equivalent 
to the equilibrium configuration of points which minimizes the potential energy between 
them. Maxwell’s application was to determine the minimum weight truss made from 
pin-jointed rigid rods and holding a given set of forces {Fl, . . . , F,}. Maxwell’s Theo- 
rem is more general in that it applies to circuits as well as trees and the forces need not 
be all uniform, although for the Steiner problem, the uniform forces are required [20]. 
Let us define 2 = V U 5’. If we are given an optimal MEC* with point set 2, then 
we also have: 
Corollary 3. MEC* =+ ESMT*. 
Proof. Obvious: If we have an optimal solution to an instance of the MEC(Z) problem, 
then the set of coordinates in the MEC(Z) problem are optimal for the ESMT problem 
via Maxwell’s Theorem. An ESMT algorithm will return a pd(Z)> 1 since no fiuther 
perturbation i  the vertices for the Steiner coordinates will reduce the overall length of 
the ESMT because the configuration is already a minimum energy configuration. Any 
change in the coordinates of the set S would compromise the optimality of the MEC 
configuration. 0 
3.2. Scientijc applications 
While the potential energy function for molecular structural applications may be 
different than the one assumed in Maxwell’s Theorem, the experimental results in 
section 6 of this paper suggest hat the differences may not be that significant. 
Thus, given that MEC E ESMT, then the ESMT problem and the algorithms for 
solving them should be useful in verifying and even designing network models of the 
physical topology of atomic molecular structures. In some sense, because we are only 
looking at tree topologies, it may even be more direct to utilize the ESMT and EMST 
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algorithms rather than the Graph embedding algorithms as we shall see, since fewer 
edges, n - 1 in fact, would be needed to verify a given atomic structure. 
4. Equivalence between ESMT and EGEP 
The general problem that the Euclidean graph embedding problem (EGEP) ’ ad- 
dresses is to calculate the coordinates of the vertices of a graph, given constraints in 
terms of upper and lower bounds on the distances between the vertices of the graph 
[lo]. In the ESMT problem, we assume V is given; however, in the Euclidean Graph 
Embedding Problem (EGEP), the upper and lower bounds on the distances along the 
edges of the graph are only given. Thus, the EGEP is a type of dual problem of the 
ESMT. 
4.1. EGEP problem 
More formally, we are given a weighted graph G(Z,E, w) with vertices Z = 
(3, z2 ,...,zn}, edgesEC{{p,q}:pEZ,qEZ,p#q} anda weight functionw: E-t 
92’+[3 11. Embedding the graph G in Euclidean coordinate space requires that ‘v’{p,q} E 
E3 : d(p, q) = w({ p, q}) where d denotes the Euclidean distance. 
As to the complexity of the EGEP problem we have the following result. 
Theorem 4 (Saxe [30] and Hendrikson [22]). Whether edge lengths are integers or 
not, deciding whether an instance of the EGEP has a solution is strongly NY- 
complete in one dimension and strongly N%hard in higher dimensions. 
That the problem is extremely difficult is perhaps no surprise and this is why so many 
people have chosen alternative nonlinear programming and combinatorial optimization 
approaches to the problem. 2
In the applications of the EGEP problem to protein conformation, researchers nor- 
mally assume that the graph is rigid, i.e. the graph cannot be deformed continuously 
into another embedding [31]. We will also assume this rigidity for the graphs we 
examine. 
No one that we know of, however, has realized that there is a close link to the 
Steiner problem. 
4.2. Properties of ESMT and EGEP problems 
Lemma 5. MEC* + EGEP*. 
’ Sometimes referred to as the Distance Geometry problem 
* While someone might argue that the EGEP problem is essentially a decision problem, the line between a 
decision problem and an optimization problem like the ESMT problem is not impenetrable. This is an issue 
in theoretical computer science, but we do not think it is critical here. 
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Proof. Given an instance of an MEC problem with exact edge length, if we pass it over 
to an algorithm for the EGEP problem, no further perturbation in the set of vertices 
2 will improve the conformation of the pairwise distances between the vertices, so it 
will be optimal for the EGEP problem, otherwise it would contradict the optimality of 
the MEC problem. 0 
Lemma 6. Given the edge lengths in an optimal MEC configuration, then the optimal 
solutions for the Steiner and Graph embedding problems are equivalent, i.e. ESMT’ = 
EGEP*. 
Proof. The proof is by contradiction. For sufficiency, let us examine ESMT* --r. 
EGEP*. If we assume that we have an optimal MEC* topology and Corollary 3 which 
implies we also have the optimal ESMT’ topology, then the set of edge lengths E 
represent the optimal Euclidean SMT distances between the vertices in the tree. Fur- 
thermore, the topology is optimal such that it achieves the minimal ps( V) for the given 
set of points V. 
Assume, however, that the topology is not optimal. Then there would be ways of 
perturbing the points, such that we could lower the ps( I’) value. Since, we cannot 
reduce the p3(V), then passing the edge lengths over to an EGEP algorithm would 
fail to find any new coordinates so Z = {V U S} are optimal for the EGEP prob- 
lem. 
For necessity, EGEP’ ==+ ESMT’, let us assume that we have the optimal coor- 
dinates for the MEC instance and via Lemma 5 which implies we have the EGEP’ 
vertices with the given set of edge lengths. Now we pass Z = V U S to our ESMT 
algorithm. The ESMT algorithm should find a degenerate topology with ps(Z) > 1 and 
no additional Steiner points, otherwise the EGEP coordinates are not optimal, again 
yielding a contradiction. Thus we can conclude if we have an optimal MEC topology 
for a given point set Z, then the ESMT’ = EGEP*. 0 
Theorem 7. MEC* ==+ ESMT 3 EGEP. 
Proof. From the previous lemmas, it follows for a given optimal MEC* we must have 
ESMT = EGEP. •1 
The importance of the theorem is that it allows us to take problem instances for the 
ESMT problem and test them with an algorithm for the EGEP problem. For instance, 
given the cardinality of 5,6,7,. . . , n points in E3, the location of all the Z = { V U S} 
points which minimize the Steiner ratio ps(Z) could be found with an EGEP algorithm, 
since minimizing p3(Z) is equivalent to the MEC. 
Vice versa, we can take optimal EGEP coordinate solutions and see whether they 
are optimal for the ESMT problem. Because of the O(n) number of edges in the 
ESMT problem versus the 0(n2) edges possible in the EGEP problem, this may yield 
a decided computational advantage [22,3 11. 
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Also, another benefit as we shall see is that if for a given EGEP instance, the 
ESMT solution is degenerate, p3(2) = 1, then it implies that the MST solution is 
optimal, and straightforward 0(n2) algorithms exist for this problem although other 
more sophisticated ones O((n log n)4/3) will run in even faster time [l]. It becomes 
reasonable to check for subsets of EGEP problems with the ESMT algorithm, then 
utilize a MST algorithm to test the larger problem instance. 
Corollary 8. MEC* * ESMT = EGEP extends to Ed,d > 3. 
Proof. This follows from the definitions of the ESMT problem and the EGEP 
problem. q 
Now let us examine some preliminary experimental results of the use of the ESMT 
problem to verify hypothetical atomic structures. 
5. Protein modelling 
To preface the approach we are going to follow we will quickly review the basics 
of protein modelling and in this sense we will ground our approach. 
Proteins: These are long connected chains of molecular structures comprised of 
elemental units called amino acids [22]. 
Geometry: Many of the proteins structures are well-known for their geometric 
structures or topology. See the books [28,12] for some examples. 
X-ray crystallography: When biochemists seek to characterize the structure of a 
protein, they utilize two-dimensional images of x-ray crystallography and neutron 
difSraction images and [26] andfrom these two-dimensional representations, transform 
the coordinates of the atoms into a three-dimensional representation. 
The backbone or network structure of a protein is a linked sequence of rigid peptide 
groups, see Fig. 5. 3 Thus, the rigidity we assumed in the EGEP problem is relevant 
here. 
Fig. 6 illustrates the three-dimensional orientations possible with two amide planes 
and the degree of freedom they have with variations in the Q and 9 angles, while 
Fig. 7 illustrates the typical conjoining of the amino acids in a protein with the amide 
planes and side chains. 
The six atoms in the rigid plane, Fig. 5, essentially form a FST topology in the 
plane with n - 2 Steiner points, where the carbon and nitrogen atoms in the amide 
plane, Fig. 5, acting as 2 Steiner points connecting the 4 atoms on the boundary of 
the amide plane. While the bond angles are not exactly 120’ the FST topology of this 
planar group is very important to the overall topology of the entire chain and the p(6) 
3 After I. Geis. 
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tRZnS-Pcptidt 
Group 
Group 
Fig. 5. Peptide or amide plane 
for the six atoms in the amide plane is M 1. It is exactly this Steiner geometry which 
forms the foundation of the rest of the long chains of amino acids. 
5.1. Collagen Proteins 
When we first discovered the 92-Sausages we thought it might help explain why a 
protein structure such as collagen or DNA assumes the long helical shape they do. 
In order to shed some light on this topic, it is important to summarize some of the 
definitions and properties within the literature that we found on the subject. 
We will focus on three example protein structures of collagen. Collagen piqued our 
interest because it has a well-known triple helix geometry. There are other structural 
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Fig. 6. 3d structure of two amide planes. 
side chaial sidechain 
Fig. 7. Network of amide planes in a protein. 
proteins such as actin, fibroin, and myosin [24] which may be useful to characterize 
with the Steiner properties, but we shall not discuss them here in any detail but plan 
to do so in a follow-up paper. 
Strictly speaking, collagen is itself a class of proteins. In the present context, how- 
ever, we identify this term with those class members that exhibit the triple-helix 
geometry. 
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Some of the properties of collagen worth noting are the following: 
l Collagen is a well-known triple helix geometry. 
l Collagen is a protein which occurs in vertebrate and invertebrate species in bone, 
skin, tendon, cornea, and basement membrane [26] and is a rigid, strong connective 
ligament for transmitting the structural forces in these tissues [ 121. 
That collagen is the connective network for transmitting structural forces in human 
and animal tissues is remarkable when you compare this with the mathematical prop- 
erties and objective of the ESMT problem and our recent discussion of Maxwell’s 
Theorem. Collagen is a natural implementation of the Steiner network problem. 
6. Experimental results 
Given the above properties and equivalencies, we decided to test whether or not we 
could describe the molecular structure of collagen with our Steiner algorithms. While 
we are excited about the properties of this new tool for verifying and checking these 
protein structures, the following caveats must be identified here. Our ESMT algorithms 
do not take into account differences in the mass of the atoms, nor do we worry about 
impurities or obstacles that might exist in such structures. 
Our fundamental hypothesis in our experimental results is to determine whether the 
protein structures are minimal length networks, i.e. Steiner trees. We are simply going 
to take the hypothesized coordinates of the protein structures we found on the Internet 
and test them as to whether or not they are Steiner. 
6.1. Algorithm description 
The algorithm we used to test the hypothesis is a branch and bound algorithm 
which examines whether a particular FST topology of n - 2 Steiner points minimizes 
the overall length of the network [33]. 
6.2. Collagen results 
Two of the most useful papers were that of Nemethy et al. [27,5] because they are 
most recent models of collagen and the data sets of Cartesian coordinates in E3 of their 
collagen models were available from the Protein Data Bank (PDB) on the Internet. 4
It is interesting to note the complexity of their objective function for minimizing 
total energy &,, which appears below[5]: 
Em = Ebs + Eab + EoP + Et,, + Evdw + E, + E14vdW + E,4e + Ebb, 
where & is the sum of energies arising from bond stretching or compression beyond 
the optimum bond length, Eab the sum of energies for angles which are distorted from 
4 The protein data sets discussed in this paper are readily available for other researchers to test simply by 
logging onto the PDB and typing “collagen”. 
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their optimum values, E,,r the sum of energies for the bending of planar atoms out of 
the plane, E,,, the sum of the torsional energies which arise from rotations about each 
respective dihedral angle, Evdw the sum of energies due to nonbonded van der Waals 
interactions, E, the sum of non-bonded electrostatic interaction energies. EiJvdw, E1ae 
the sum of energies due to van der Waals and electrostatic interactions, respectively, 
for atoms connected by three bonds and Ebb the sum of energies due to hydrogen bond 
interactions. 
One might argue that even though their objective is very complex with many energy 
terms, the end result is to dampen the influence of any one particular force so that 
et. coeteris paribus a uniform distributed potential energy function acts throughout. 
It is important o realize that the above objective function is related to the theoret- 
ical values of the amide plane model discussed earlier. Thus, the numerical results of 
the protein models are subject to numerical round-off errors due to the nature of the 
computational optimization procedures. 
6.3. Experimental comparisons 
In the experimental results that follow, we divide our results into two parts: Optimal 
results and Heuristic results. The optimal results are possible for small subsets of atoms 
while the heuristic results are due to the larger number of examined atoms. 
6.4. Optimal results 
In Table 2 are arrayed ten experimental results from n = 6 randomly generated points 
from the unit cube. As can be seen from these point sets, the p can vary widely. The 
average reduction over the EMST of these random point sets is 5.75% when in fact, 
the conjectured optimal configuration of n = 6, Table 1, with a p = 0.808064936179 
up to 19.2% improvement is possible. 
In contrast o these experiments and the theoretical optimal p value for n = 6, 
Table 3 arrays the Nemethy and Chen results for selected sets of n = 6 atomic data 
sets. In Table 3 and subsequent ones, the chain from the Collagen is noted, along 
with the number of each atom. The differences in the atom numbers are due to the 
differences in the location of the glycine atoms. In the Chen set of data, again 5 atoms 
Table 2 
Random point sets n=6 
RPl 
Rp2 
RP3 
RP4 
RP5 
Mean 
0.916348 RF’6 0.946819 
0.998736 Rp7 0.913691 
0.920773 RF’8 0.925921 
0.962201 RP9 0.936643 
0.930199 RPlO 0.981655 
0.9432986 S.D. (0.028949) 
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Table 3 
Optimal results: glycine atoms n=6 
Namethy data P Chen data P 
A: 7-12 
A: 4247 
A: 77-82 
A: 112-117 
B: 160-165 
B: 195-200 
B: 230-235 
B: 265-270 
C: 313-318 
C: 348-355 
Mean (std. Dev.) 
0.997986 
0.998025 
0.998004 
0.998023 
0.998014 
0.997990 
0.997989 
0.998023 
0.998023 
0.997998 
0.9980075 
(0.0000195) 
A: 4-9 
A: 23-28 
A: 4247 
A: 61-66 
A: 80-85 
A: 99-104 
A: 118-123 
A: 137-142 
A: 156-161 
A: 176180 
Mean (std. Dev.) 
0.999297 
0.998668 
0.998599 
0.998558 
0.998804 
0.998693 
0.9985 14 
0.998692 
0.998839 
0.998697 
0.9987361 
(0.0002207) 
Table 4 
Optimal results: proline atoms n=6 
Namethy data P Chen data P 
A: 14-19 0.985001 A: 9-14 0.983205 
A: 49-54 0.984993 A: 28-33 0.983043 
A: 84-89 0.984973 A: 47-52 0.983111 
A: 119-124 0.985015 A: 6671 0.983104 
B: 167-172 0.985002 A: 85-90 0.983081 
B: 202-207 0.985011 A: 104109 0.983092 
B: 237-242 0.984969 A: 123-128 0.983121 
B: 272-277 0.985005 A: 142-147 0.983121 
C: 32G325 0.985016 A: 161-166 0.982990 
c: 355-360 0.984994 A: 180-185 0.983156 
Mean (std. dev.) 0.9849979 
(0.0000147) 
Mean (std. dev.) 0.983 1024 
(0.000588) 
from glycine and 1 atom of proline are extracted from the chains since only 5 glycine 
atoms occur. This is probably why the p values are not identical with that of Nemethy. 
As can be seen in Tables 3 and 4 along with the mean and standard deviations, 
the atoms from the Nemethy and Chen data sets reveal almost identical p values, with 
little or almost no variation. This is very interesting because any sequence of similar 
atoms in the chain reveals a signature p value. Besides this, the topology or funda- 
mental structural relations of the set V and S are identical in all the comparisons. In 
one sense this should be expected, but because we do not know where the Steiner 
points are to be located and what the topology will be with V U S, it is not at all 
obvious that the topologies would be identical. Also, the % improvement is only 0.2%, 
which is surprisingly low. Finally, the fact that the p value is z 1 indicates that the 
atoms are packed very tightly together. What these results reveal is that one can use 
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Table 5 
Nemethy glycine outputs, n=9,12 
Data set iv=9 Data set N=12 
kascl.dat 
#7-15 
kasc2.dat 
#42-50 
kasc3.dat 
#77x35 
0.996717 
(56 s) 
0.996725 
(57 s) 
0.996715 
(56 ~1 
katsl.aizt 
#7-18 
kats2.aizt 
#42-53 
kats3.aizt 
#77-88 
0.995595 
(54 min) 
0.995598 
(53 min) 
0.995586 
(53 min) 
the Steiner algorithm to predict the p values of the atoms in a single chain within the 
protein. 
As another check on the predictive ability of the Steiner algorithm, Proline atoms 
from the two data sets were selected from the proteins. Again, as can be seen in the 
Table 4, there is almost no variablity in the p values. 
To determine if we could still predict both the topology and the p with larger sets 
of atoms, additional experiments were carried out with n = 9,12 atoms, respectively, 
for the Nemethy and Chen data sets. First the results for the glycine atoms of the 
Nemethy data set. Table 5 illustrates the three data sets of n = 9,12, respectively, with 
the atoms selected from the chain the p values and the algorithm run times. Notice 
that the computer un times increase exponentially with the size of n. 
Tables 6 and 7 represent outputs from the program with the coordinates of the atoms 
and Steiner points and their topological relationships for data sets katsl.dat, kats2.dat, 
and katsj.dat, see Table 5. 
Notice that Steiner vertices nos. 13,14,19,20,21 are degenerate, and they coincide 
with five of the existing atoms. No. 21 is slightly off, but very close to the existing 
carbon atom. It is also interesting that it is the Nitrogen and carbon atoms that act 
as the degree 3 Steiner vertices, which is as expected. Fig. 8 illustrates two of the 
identical topological outputs of the optimal Steiner trees for two glycine data sets from 
the Nemethy chains. 
In Table 8 are the optimal outputs for the proline atoms of the Chen data set. Again 
the consistent p values are indicated for the different sets of atoms. 
Fig. 9 illustrates two views of the identical topological outputs of the optimal Steiner 
trees for the proline data sets from the Chen chain. 
6.4.1. Synthetic collagens 
In a comparison with the previous data sets, we chose a synthetic collagen [2] 
to see if the Steiner structure would have the same numerical consistency as in the 
natural Collagens. Table 9 illustrates the results. Table 9 clearly shows much higher 
variabilities in p for all the data sets. 
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Table 6 
Output results for n=12 glycine atoms 
Vertext x-coord y-coord z-coord atom 
VI: 
v2: 
v3: 
V4: 
v5: 
V6: 
V7: 
V8: 
v9: 
VIO: 
VI 1: 
v12: 
Steiner vertices 
v13: 
v14: 
v15: 
V16: 
Vl7: 
V18: 
v19: 
v20: 
v21: 
v22: 
1.255000 - 1.073000 -8.786000 (NJ 
1.784000 0.002000 -7.964000 0) 
2.529000 -0.553000 -6.748000 (Cl 
2.308000 - 1.696000 -6.349000 (0) 
0.260000 -1.169000 -8.767000 W) 
2.459000 0.620000 -8.556000 (Ha) 
0.970000 0.647000 -7.633000 (Ha) 
3.420000 0.241000 -6.139000 WI 
4.169000 -0.224000 -4.969000 (Ca) 
3.281000 -0.399000 -3.747000 (0 
2.168000 0.122000 -3.705000 (0) 
5.219000 0.868000 -4.754000 (Cb) 
1.784000 0.002000 -7.964000 
2.529000 -0.553000 -6.748000 
1.169027 -0.996589 -8.718720 
1.939933 0.037842 -7.931570 
1.603504 -0.014376 -7.998393 
2.550301 -0.470916 -6.777606 
3.420000 0.241000 -6.139000 
4.169000 -0.224000 -4.969000 
3.280970 -0.398949 -3.747072 
4.203 147 -0.019522 -5.100096 
Length of SMT = 14.415119 
Length of MST = 14.478898 
p = 0.995595 
(Cal 
(Cl 
(N) 
(Cal 
(Cl 
6.5. Heuristic results 
We include here some heuristic results, those not guaranteed to be optimal, but as 
we shall see insightful for protein structure. We shall first examine larger numbers of 
atoms from single chains, i.e. single chain optimization, then attempt to solve large 
sets of atoms across the three chains, i.e. multi-chain optimization. 
6.5. I. Single chain optimization 
In the first set of experiments between n = 15 - 99 atoms were drawn from the 
Nemethy data set which includes GLY and PRO atoms. Along with the identity of the 
atoms and their p the run times of the algorithm are included. As can be seen in Table 
10, the p values for the data sets reveal little variation, which would probably mean 
that the results are close, if not optimal. Also, a telling indicator, when examining 
the output, is that the Steiner topologies are identical for the sets of points with the 
same cardinality. Finally, another property one begins to notice is that the larger the 
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Table 7 
Topological results n=12 glycine atoms 
katsl.dat katd.dat kats3.dat 
1 15 1 15 1 15 
2 13 2 13 2 13 
3 14 3 14 3 14 
4 14 4 14 4 14 
13 16 13 16 13 16 
5 15 5 15 5 15 
13 11 13 17 13 17 
6 16 6 16 6 16 
14 18 14 18 14 18 
I 17 7 17 7 17 
15 17 15 17 15 17 
8 19 8 19 8 19 
16 18 16 18 16 18 
9 20 9 20 9 20 
18 19 18 19 18 19 
10 21 10 21 10 21 
19 22 19 22 19 22 
11 21 11 21 11 21 
20 21 20 21 20 21 
12 22 12 22 12 22 
20 22 20 22 20 22 
esmt = 14.415119 esmt = 14.413409 esmt = 14.414639 
emst = 14.478898 emst = 14.477138 emst = 14.478546 
p = 0.995595 p = 0.995598 p = 0.995586 
Fig. 8. Nemethy glycine atoms n=12. 
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Table 8 
Chen proline outputs, n = 9,12 
Data set n=9 Data set N=l2 
kachl.dat 
#9-17 
kach2.dat 
#28-36 
kach3.dat 
#47-56 
0.980170 
(51 s) 
0.980180 
(51 s) 
0.980116 
(51 s) 
katcl.dat 
#9-20 
katc2.dat 
#28-39 
katd.dat 
#47-58 
0.983445 
(47 min) 
0.983436 
(53 min) 
0.983403 
(51 min) 
Fig. 9. Chen proline atoms n=l2. 
Table 9 
Optimal results, glycine atoms n=6 
Bella data P 
A: l-6 0.987864 
A: 20-25 0.986307 
A: 394 0.982808 
A: 5863 0.983 133 
A: 77-82 0.984839 
A: 97-102 0.983963 
A: 116121 0.987981 
A: 135-140 0.985596 
A: 155-160 0.987796 
A: 173-178 0.985290 
Mean (Std. dev.) 0.9855577 (0.0019246) 
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Table 10 
Nemethy glycine-proline outputs, n= 15-99 
Data set P Data Set P 
kl5.dat 
# 7-21 
klS.dat 
# 7-24 
k2l.dat 
# 7-27 
k33.dat 
# 7-29 
k54.dat 
# 7-60 
k72.dat 
# 7-78 
k99.dat 
# 7-105 
0.987111 
(03 min) 
0.989319 
(03 min) 
0.989354 
(03 min) 
0.987524 
(03 min) 
0.988044 
(11 min) 
0.995642 
(11 min) 
0.994642 
(21 min) 
ksl5.dat 
# 42-56 
kslddat 
# 42-59 
ks2l.dat 
# 42-62 
ks33. dat 
# 42-74 
ks54. dat 
# 42-95 
ks72.dat 
# 42-l 13 
ks99.dat 
# 42-140 
0.987115 
(03 min) 
0.989320 
(03 min) 
0.989354 
(03 min) 
0.987533 
(03 min) 
0.98805 1 
(11 min) 
0.995647 
(11 min) 
0.994707 
(21 min) 
number of atoms in the chain, the closer p + 1. This appears to be counter to the 
monotonically decreasing property of p for the %‘-sausage. 
6.5.2. Multi-chain optimization 
In the following section, we describe our attempt to model the three chains of atoms 
from the collagen data sets. In one sense, this is more ambitious than the single chain 
optimization, since the disposition of the atoms across the three chains is not spatially 
connected as they are in the single chains. Nevertheless, this will be a good challenge 
for our Steiner hypothesis. 
In the first set of experiments, we selected six atoms from each of the three strands 
of the Nemethy collagen model. Each set of six atoms are from the amino acid glycine 
(GLY). The numbers correspond to the location as specified in the PDB data set. The 
18 atoms and their atomic coordinates appear in Table 11. 
The first three experiments involved computing the optimal Steiner tree solution 
for each of the three separate chains of atoms. These represent the data sets ksl.dat, 
ks5. dat, and ks9. dat from Table 3. 
The Steiner trees for each of the other two separate chains B and C with six atoms 
each was p(6) = 0.997986,0.998014,0.998023, respectively, and all the results were 
obtained within 1 min of CPU time. These are optimal solutions. When the three 
chains of 6 atoms each were combined together the Steiner tree solution was p( 18) = 
1.020917. This result is expected via Lemma 6. ps( 18) # 1 probably because of round- 
off error and because of the truncated run time. This result is after 10 h of run time. 
The running time of 600min was termed a significant amount of computation time 
in relation to similar running times on point sets of comparable complexity [38]. The 
Steiner topology was largely determined in the first 15 min of run time and no change 
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Table 11 
Nemethy 3-strands, n= 18 
No. Tw Acid Chain x Y Z 
7. N 
8. CA 
9. C 
10. 0 
11. H 
12. 1HA 
31. N 
32. CA 
33. C 
34. 0 
35. H 
36. 1HA 
55. N 
56. CA 
57. C 
58. 0 
59. H 
60. IHA 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
GLY 
A 
A 
A 
A 
A 
A 
B 
B 
B 
B 
B 
B 
C 
C 
C 
C 
C 
C 
1.255 -1.073 -8.786 
1.784 0.002 -7.964 
2.529 -0.553 -6.748 
2.308 - 1.696 -6.349 
0.260 -1.169 -8.767 
2.459 0.620 -8.556 
-1.382 -0.903 -5.858 
-0.499 -1.713 -5.036 
-1.241 -2.271 -3.820 
-2.276 - 1.739 -3.421 
-1.195 0.079 -5.839 
-0.096 -2.534 -5.629 
-0.479 1.580 -2.930 
- 1.504 0.961 -2.108 
-1.831 1.830 -0.892 
- 1.029 2.673 -0.493 
0.411 1.124 -2.911 
-2.405 0.804 -2.701 
was made over the 10 h on a DEC 500033 MHz workstation running Ultrix, even 
though the program makes every effort to perturb the Steiner points and change the 
topology if necessary in order to minimize the overall length of the network. Since the 
p( 18) > 1, no Steiner points were necessary and the existing location of the atoms is 
optimal relative to the location of the 18 given points. 
As a further check on these results, we collected together the three sets of 11 proline 
(PRO) atoms from each of the three chains for a total point set of n=33 atoms where 
~(33) = 0.997933. This experiment was concluded after 10h running time. 
Finally, we ran the algorithm on point sets of n = 36,54,72 and 99 atoms derived 
from the Nemethy data, see Table 14. 
6.5.3. Chen data set 
The next multi-chain experiment, represents 18 atoms from the Chen data set. The 
first six atoms are from line 1 of Table 3 while the others are from Chains B and C. 
We did this for each chain with the resulting optimal values of the Steiner ratio 
p = 0.999297,0.994035, and 0.995153, respectively. The final composite solution for 
the entire set of 18 points is p( 18) = 0.977662. This is a surprising result but perhaps 
not unexpected, since depending on the number of atoms and their location, the tree 
topology is not predetermined. While the individual data sets revealed little reduction, 
the combined data set revealed a reduction of 2.23%. 
In another experiment to compare with the previous one, it was decided to take 6 
atoms directly from the Proline acids in each of the three chains rather than split across 
the acids. The 18 total atoms and their atomic coordinates appear in Tables 12 and 13. 
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Table 12 
Chen multi-chain, n= 18 
No. T-e Acid Chain X Y Z 
4 N 
5 CA 
6 C 
7 0 
8 H 
9 N 
239 N 
240 CA 
241 C 
242 0 
243 H 
244 N 
474 N 
47s CA 
476 C 
477 0 
478 H 
479 N 
GLY 
GLY 
GLY 
GLY 
GLY 
PRO 
GLY 
GLY 
GLY 
GLY 
GLY 
PRO 
GLY 
GLY 
GLY 
GLY 
GLY 
PRO 
Table 13 
Alternative then multi-chain, n= 18. 
A (1.245 -50.301 1.134 
A -0.685 -49.647 2.038 
A -1.427 -48.457 1.414 
A -1.206 -48.102 0.256 
A 1.234 -50.278 1.375 
A -2.322 -47.819 2.182 
B 2.690 -54.685 5.809 
B 3.071 -54.837 4.418 
B 3.845 -53.592 3.985 
B 4.215 -52.791 4.846 
B 3.179 -53.954 6.309 
B 4.087 -53.397 2.683 
C -0.471 -52.842 3.390 
C 0.602 -52.278 4.184 
C 0.106 -51.028 4.908 
C -1.085 -50.716 4.832 
C -1.367 -52.381 3.477 
C 0.989 -50.306 5.609 
No. Tw Acid Chain X Y Z 
9 N PRO A -2.322 -47.819 2.182 
10 CA PRO A -3.107 -46.671 1.730 
11 C PRO A -2.234 -45.411 1.632 
12 0 PRO A -1.114 -45.379 2.142 
13 CB PRO A -4.168 -46.545 2.825 
14 CG PRO A -3.376 -46.896 4.065 
244 N PRO B 4.087 -53.397 2.683 
245 CA PRO B 4.734 -52.195 2.165 
246 C PRO B 3.818 -50.983 2.385 
247 0 PRO B 2.597 -51.089 2.270 
248 CB PRO B 4.937 -52.524 0.684 
249 CG PRO B 3.704 -53.348 0.374 
479 N PRO C 0.989 -50.306 5.609 
480 CA PRO C 0.640 -49.091 6.340 
481 C PRO C 0.426 -47.926 5.364 
482 0 PRO C 0.819 -47.998 4.199 
483 CB PRO C 1.869 -48.870 7.223 
484 CG PRO C 2.990 -49.289 6.296 
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Table 14 
Summary experimental results 
Data No. atoms Acid seq. P Time/date 
Nemethy et al. 
Chen et al. 
Bella et al. 
18 GLY 
33 PRO 
36 GLY,PRO 
54 GLY,PRO 
12 ACE,GLY,PRO 
99 GLY,PRO,GLY 
18 GLY,PRO 
I8 PRO 
36 (first) GLY,PRO 
36 (last) PRO 
72 ACE,GLY,PRO 
99 GLY,PRO,GLY,PRO 
1.02091 I
0.997933 
I .005523 
I .009854 
1.019733 
1.00595 1 
IO h 
IO h 
IO h 
10 h 
60 min 
10 h 
IO h 
IO h 
IO h 
10 h 
60 min 
10 h 
215195 
2126195 
3195 
317195 
6194 
11128194 
0.977662 
1.004534 
0.982890 
1.021278 
0.998672 
0.998694 
3112195 
215195 
319195 
318195 
6194 
316195 
18 PRO 0.995625 10 h 3113195 
21 PRO 1.016551 IO h 3114195 
36 PRO,HYP 1.004024 IO h 3115195 
54 PRO,HYP,GLY 1.010432 10 h 3116195 
72 PRO,HYP,GLY,PRO 1.001146 10 h 3116195 
99 PRO,HYP,GLY,PRO,HYP 0.992756 IO h 3116195 
Once again, we found the solution for each of the six Proline atoms in each chain. 
Note that the SMT solutions for the separate chains is p = 0.983205,0.983530, and 
0.983 140, respectively. Thus, optimal reductions of 1.5 - 2.0% were achieved in each 
of the three separate chains. The SMT solution for the composite set is p( 18) = 
1.004534. 
Given the above results for both data sets, additional runs were made for H = 
36,54,72, and 99 atoms and these occur also in Table 14. 
6.5.4. Synthetic collagen 
We also experimented with the synthetic collagen [2]. Again, we took six separate 
atoms one from each of the three chains. The optimal solutions for each of the three 
separate chains are, respectively, p = 0.98764,0.989398, and 0.989312 which indi- 
cate roughly a 1.5 - 2.0% improvement over the individual MST solutions. When 
the combined data set was solved, ~(18) = 0.995625. Finally, we ran the algo- 
rithm on point sets of n = 36,54,72 and 99 atoms derived from the Bella data, see 
Table 14. 
Based on the Nemethy, Chen, and Bella data sets, additional Steiner points were 
apparently not necessary even though they were attempted to be added by the ESMT 
algorithm, and, in fact, the EMST interconnecting the points set Z is apparently optimal 
or at least represents a local optimal solution for this protein example point set. Thus, 
many of the atoms in the Collagen molecules act as Steiner points. 
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6.5.4.1. Summary experimental results 
As a way to summarize the experimental results for the Collagen proteins, Table 14 
is presented. What can we conclude from this. 
l First of all, in the single-chain optimization results, there is a remarkable regularity 
in both p for the subsets of atoms throughout the chain as well as a consistency in 
the Steiner topology. 
l Second of all, it is surprising that in most all problem instances, ps(n) + 1. Certainly, 
the result is affected by the number of atoms and their locations in the chains, yet 
by and large p3(n) M 1. 
l All topologies represent with certain exceptions degenerate solutions to the Steiner 
problem. Thus, certain of the atoms, namely the carbon and nitrogen atoms, are 
acting as Steiner points. 
l Because of this degeneracy, the bond angles in the Collagen protein are not exactly 
120”, some are larger (this is already known) and would explain why the degeneracy 
occurs and why some of the given atoms act as Steiner points. 
There are two major open questions: 
l Why are no additional Steiner points necessary? 
l Why does p3(n) M l? 
The first issue seems to relate back to the sphere packing notions raised earlier in 
the paper, that in order to conserve space in the molecule, the atoms are squeezed 
together to minimize the volume between them while at the same time minimizing 
the potential energy function. However, one must also realize that the space is not 
completely filled between the atoms because there are attractive and repelling forces 
at work in the minimum energy configuration [32]. 
The second issue seems to occur because the backbone chain of atoms is made up 
of atoms in the amide plane which are essentially FSTs with p M 1. Of course, the 
atoms not in the amide plane interact with the those in the plane and probably cause 
the natural variation in p which we have measured experimentally. 
Additional experimentation with other proteins, both structural and catalytic, are un- 
derway in order to see how extensive and pervasive the Steiner properties we have 
found with Collagen occur in other proteins. 
7. Summary and conclusions 
We have illustrated the key relationships between the ESMT, MEC, and EGEP prob- 
lems. That all these problems are closely related is an important for our understand- 
ing of how these optimization problems underlie our knowledge of the fundamental 
topologies and geometries occurring in science and engineering. We have illustrated 
their impact on the nature of the Collagen protein. The tools of minimal length net- 
work algorithms hould help in the verification and illumination of protein structures 
and perhaps other problems in science and engineering. 
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Appendix A 
PRELIMINARY 29-APR-92 PlBBE 
Collagen - triple helix where each strand 
consists of 2 (CLY-PRO-PRO14 (MODEL I> 
THEORETICAL MODEL 
G.Nemethy,K.D.Gibson,K.A.Palmer,C.N.Yoon, 
C.Paterlini,A.Zagari,S.Rumsey,H.A.Scheraga 
"Energy parameters in polypeptides. Improved 
geometrical parameters and nonbonded 
interactions for use in the ecepp/3 algorithm, 
with application to proline-containing peptides." 
J.PHYS.CHEM. V.96 6472 1992 
ASTM JPCHAX US ISSN 0022-3654 
These coordinates were generated by molecular 
modeling. protein data bank conventions require 
that *crystl* and *scale* records be included, 
but the values on these records are meaningless. 
The coordinates presented in this entry are 
those described as model rs in the paper cited 
as reference 1 above. 
IA 14 ACE GLY PRO PRO GLY PRO PRO GLY PRO 
PRO GLY PRO PRO 
2A 14 NME 
IB 14 ACE GLY PRO PRO GLY PRO PRO GLY PRO 
PRO GLY PRO PRO 
2B 14 NME 
1C 14 ACE GLY PRO PRO GLY PRO PRO GLY PRO 
PRO GLY PRO PRO 
2c 14 NME 
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% 
% CHAIN A 
% 
ATOMS: 
1. c ACE A 
2. 0 ACE A 
3. CH3 ACE A 
4. lHH3 ACE A 
5. 2HH3 ACE A 
6. 3HH3 ACE A 
7. N GLY A 
8. CA GLY A 
9. c GLY A 
IO. 0 GLY A 
II. H GLY A 
12. 1HA GLY A 
13. 2HA GLY A 
14. N PRO A 
15. CA PRO A 
16. C PRO A 
17. 0 PRO A 
18. CB PRO A 
19. CG PRO A 
20. CD PRO A 
21.HA PROA 
22. IHB PRO A 
23. 2HB PRO A 
24. 1HG PRO A 
% 
% CHAIN B 
% 
25. C ACE B 
26. 0 ACE B 
27. CH3 ACE B 
28. lHH3 ACE B 
29. 2HH3 ACE B 
30. 3HHi ACE B 
31. N GLY B 
32. CA GLY B 
33. c GLY B 
34. 0 GLY B 
35. H GLY B 
1 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
1 
1 
I 
I 
1 
1 
2 
2 
2 
2 
2 
2.061 -1.849 -9.496 
3.286 -1.739 -9.526 
1.377 -2.908 -10.290 
2.119 -3.490 -10.836 
0.822 -3.564 -9.619 
0.688 -2.444 -10.9 
1.255 -1.073 -8.786 
1.784 0.002 -7.964 
2.529 -0.553 -6.748 
2.308 -1.696 -6.349 
0.260 -1.169 -8.767 
2.459 0.620 -8.556 
0.970 0.647 -7.633 
3.420 0.241 -6.139 
4.169 -0.224 -4.969 
3.281 -0.399 -3.747 
2.168 0.122 -3.705 
5.219 0.868 -4.754 
4.574 2.100 -5.322 
3.782 1.623 -6.505 
4.589 -1.212 -5.159 
5.458 0.992 -3.698 
6.152 0.632 -5.266 
3.931 2.582 -4.586 
-2.353 -1.458 -6.568 
-2.592 -2.665 -6.598 
-3.177 -0.504 -7.362 
-3.945 -1.053 -7.908 
-3.651 0.212 -6.691 
-2.539 0.027 -8.068 
-1.382 -0.903 -5.858 
-0.499 -1.713 -5.036 
-1.241 -2.271 -3.820 
-2.276 -1.739 -3.421 
-1.195 0.079 -5.839 
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36. IHA GLY B 2 -0.096 -2.534 -5.629 
37. 2HA GLY B 2 0.348 -1.113 -4.705 
38. N PRO B 3 -0.730 -3.350 -3.211 
39. CA PRO B 3 -1.386 -3.938 -2.041 
40. c PRO B 3 -1.305 -3.037 -0.820 
41. 0 PRO B 3 -0.492 -2.115 -0.777 
42. CB PRO B 3 -0.634 -5.253 -1.826 
43. CG PRO B 3 0.730 -4.980 -2.394 
44. CD PRO B 3 0.495 -4.086 -3.577 
45. HA PRO B 3 -2.452 -4.064 -2.231 
46. 1HB PRO B 3 -0.582 -5.517 -0.770 
47. 2HB PRO B 3 -1.122 -6.082 -2.338 
48. IHG PRO B 3 1.373 -4.498 -1.658 
lo 
% CHAIN C 
49. c ACE C 1 
50. 0 ACE C 1 
51. CH3 ACE C 1 
52. lHH3 ACE C 1 
53. 2HH3 ACE C 1 
54. 3HH3 ACE C 1 
55. N GLY C 2 
56. CA GLY C 2 
57. c GLY C 2 
58. 0 GLY C 2 
59. H GLY C 2 
60. IHA GLY C 2 
61. 2HA GLY C 2 
62. N PRO C 3 
63. CA PRO C 3 
64. C PRO C 3 
65. 0 PRO C 3 
66. CB PRO C 3 
67. CG PRO C 3 
68. CD PRO C 3 
69. HA PRO C 3 
70. 1HB PRO C 3 
71. 2HB PRO C 3 
72. IHG PRO C 3 
-0.738 2.668 -3.640 
-1.829 3.236 -3.670 
0.409 3.191 -4.434 
0.097 4.082 -4.980 
1.230 3.445 -3.763 
0.739 2.429 -5.140 
-0.479 1.580 -2.930 
-1.504 0.961 -2.108 
-1.831 1.830 -0.892 
-1.029 2.673 -0.493 
0.411 1.124 -2.911 
-2.405 0.804 -2.701 
-1.166 -0.021 -1.777 
-3.010 1.641 -0.283 
-3.390 2.437 0.887 
-2.548 2.106 2.108 
-1.891 1.066 2.151 
-4.863 2.084 1.102 
-4.985 0.699 0.534 
-4.060 0.673 -0.649 
-3.211 3.495 0.697 
-5.131 2.108 2.158 
-5.522 2.786 0.590 
-4.703 -0.054 1.270 
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