Abstract. We prove pointwise gradient bounds for heat semigroups associated to general (possibly unbounded) Laplacians on infinite graphs satisfying the curvature dimension condition CD(K, ∞). Using gradient bounds, we show stochastic completeness for graphs satisfying the curvature dimension condition.
Introduction and main results
Let M be a complete, noncompact Riemannian manifold without boundary. It is called stochastically complete if
where p t (·, ·) is the (minimal) heat kernel on M. Yau [Yau78] first proved that any complete Riemannian manifold with a uniform lower bound of Ricci curvature is stochastically complete. Karp and Li [KL] showed the stochastic completeness in terms of the following volume growth property:
(2) vol(B r (x)) ≤ Ce cr 2 , some x ∈ M, ∀ r > 0, where vol(B r (x)) is the volume of the geodesic ball of radius r and centered at x. Varopoulos [Var83] , Li [Li84] and Hsu [Hsu89] extended Yau's result to Riemannian manifolds with general conditions on Ricci curvature. So far, the optimal volume growth condition for stochastic completeness was given by Grigor'yan [Gri86] . We refer to [Gri99] for the literature on stochastic completeness of Riemannian manifolds. These results have been generalized to a quite general setting, namely, regular strongly local Dirichlet forms by Sturm [Stu94] . Compared to local operators, graphs (discrete metric measure spaces) are nonlocal in nature and can be regarded as regular Dirichlet forms associated to jump processes. A general Markov semigroup is called a diffusion semigroup if chain rules hold for the associated infinitesimal generator, see Bakry, Gentil and Ledoux [BGL14, Definition 1.11.1], which is a property related to the locality of the generator. As a common point of view to many graph analysts, the absence of chain rules for discrete Laplacians is the main difficulty for the analysis on graphs. This causes many problems and various interesting phenomena emerge on graphs. A graph is called stochastically complete (or conservative) if an equation similar to (1) holds for the continuous time heat kernel, see Definition 3.1. The stochastic completeness of graphs has been thoroughly studied by many authors [DM06, Dod06, Woj08, Web10, Woj09, Hua11b, KL10, Woj11, KL12, GHM12, MUW12, KLW13]. In particular, the volume criterion (2) with respect to the graph distance is no longer true for unbounded Laplacians on graphs, see [Woj11] . This can be circumvented by using intrinsic metrics introduced by Frank, Lenz and Wingert [FLW14] , see e.g. [GHM12, Fol14, Hua14] .
Gradient bounds of heat semigroups can be used to prove stochastic completeness. Nowadays, the so-called Γ-calculus has been well developed in the framework of general Markov semigroups where Γ is called the "carré du champ" operator, see [BGL14, Definition 1.4.2]. Given a smooth function f on a Riemannian manifold, Γ(f ) stands for |∇f | 2 , see Section 2 for the definition on graphs. Heuristically, on a Riemannian manifold M if one can show the gradient bound for the heat semigroup
where P t = e t∆ M is the heat semigroup induced by the Laplace-Beltrami operator ∆ M and C ∞ 0 (M ) is the space of compactly supported smooth functions on M , then the stochastic completeness follows from approximating the constant function 1 by compactly supported smooth functions. This approach has been systematically generalized to Markov diffusion semigroups, i.e. local operators, see [BGL14] . In this paper, we closely follow this strategy and prove the stochastic completeness for the non-diffusion case, i.e. graphs. This shows that the gradient-bound approach works even in nonlocal setting.
We introduce the setting of graphs and refer to Section 2 for details. Let (V, E) be a connected, undirected, (combinatorial) infinite graph with the set of vertices V and the set of edges E. We say x, y ∈ V are neighbors, denoted by x ∼ y, if (x, y) ∈ E. The graph is called locally finite if each vertex has finitely many neighbors. In this paper, we only consider locally finite graphs. We assign a weight m to each vertex, m : V → (0, ∞), and a weight µ to each edge,
and refer to the quadruple G = (V, E, m, µ) as a weighted graph. We denote by C 0 (V ) := {f : V → R| {x ∈ V |f (x) = 0} is of finite cardinality} the set of finitely supported functions on V and by ℓ p (V, m), p ∈ [1, ∞], the ℓ p spaces of functions on V with respect to the measure m.
For any weighted graph G = (V, E, m, µ), it associates with a Dirichlet form with respect to the Hilbert space ℓ 2 (V, m) corresponding to the Dirichlet boundary condition,
where the form domain D(Q (D) ) is defined as the completion of C 0 (V ) under the norm · Q given by
see Keller and Lenz [KL12] . For the Dirichlet form Q (D) , its (infinitesimal) generator, denoted by L, is called the (discrete) Laplacian. Here we adopt the sign convention such that −L is a nonnegative operator. The associated C 0 -semigroup is denoted by P t = e tL : ℓ 2 (V, m) → ℓ 2 (V, m). For locally finite graphs, the generator L acts as
see [KL12, Theorem 6 and 9]. Obviously, the measure m plays an essential role in the definition of the Laplacian. Given the weight µ on E, typical choices of m of particular interest are:
• m(x) = y∼x µ xy for any x ∈ V and the associated Laplacian is called the normalized Laplacian.
• m(x) = 1 for any x ∈ V and the Laplacian is called combinatorial (or physical) Laplacian.
Note that normalized Laplacians are bounded operators, so that these graphs are always stochastically complete, see Dodziuk [Dod06] or Keller and Lenz [KL10] . Thus, the only interesting cases are combinatorial Laplacians, or more general unbounded Laplacians. Following the strategy in [BGL14] , to show stochastic completeness for the semigroups associated to unbounded Laplacians on graphs, it suffices to prove the gradient bounds as in (3). For that purpose, we first introduce a completeness condition for infinite graphs: A graph G = (V, E, m, µ) is called complete if there exists a nondecreasing sequence of finitely supported functions {η k } ∞ k=1 such that
where 1 is the constant function 1 on V. Note that the measure m plays a role in the definition of Γ, see Definition 2.3, so that it is essential to the completeness of a weighted graph. This condition was defined for Markov diffusion semigroups in [BGL14, Definition 3.3.9]; here we adapt it to graphs. As is well-known, this condition is equivalent to the geodesic completeness for Riemannian manifolds, see [Str83] . For the discrete setting, this condition is satisfied for a large class of graphs which possess intrinsic metrics, see Theorem 2.7. For gradient bounds (3), besides completeness we need curvature dimension conditions. For Markov diffusion semigroups, the curvature dimension conditions are defined via the Γ operator and the iterated operator denoted by Γ 2 , see [BGL14, eq. 1.16.1]. This approach, using curvature dimension conditions to obtain gradient bounds, was initiated in Bakry andÉmery [BE85] . The curvature dimension condition on graphs, the non-diffusion case, was first introduced by Lin and Yau [LY10] which serves as a combination of a lower bound of Ricci curvature and an upper bound of the dimension, see Definition 2.4 for an infinite dimensional version CD(K, ∞). For bounded Laplacians on graphs, Bauer et al. [BHL + 13] introduced an involved curvature dimension condition, the so-called CDE(K, n) condition, to prove the Li-Yau gradient estimate for heat semigroups. Also restricted to bounded Laplacians, Lin and Liu [LL] proved the equivalence between the CD(K, ∞) condition and the gradient bounds (3) for heat semigroups, see Liu and Peyerimhoff [LP14] for finite graphs. In this paper, under some mild assumptions, we prove the gradient bounds for unbounded Laplacians on graphs. 
Since it is not clear what volume growth is possible under the CD(K, ∞) condition, our result cannot be derived from the criteria involving volume growth conditions. For unbounded Laplacians, the standard differential techniques for bounded Laplacians as in [LP14, LL] fail due to essential difficulties in the summability of solutions to heat equations. For instance, we don't know whether Γ(P t f ) lies in the form domain (or, more strongly, in the domain of the generator), see Remark 4.2. In order to overcome these difficulties, we add a mild assumption on the measure m, i.e. the non-degenerancy of the measure, and critically utilize techniques from partial differential equations, see Lemma 3.4 for the Caccioppoli inequality and Theorem 4.5. The assumption of the non-degenerancy of the measure m is mild since it is automatically satisfied for any combinatorial Laplacian.
A direct consequence of the gradient bounds is the stochastic completeness for graphs satisfying the CD(K, ∞) condition. Theorem 1.2. Let G = (V, E, µ, m) be a complete graph satisfying the CD(K, ∞) condition for some K ∈ R. Suppose that the measure m is nondegenerate, then G is stochastically complete.
The paper is organized as follows: In next section, we set up basic notations of weighted graphs. The Γ-calculus is introduced to define curvature dimension conditions. We define a new concept on the completeness of a graph and prove the completeness under the assumptions involving intrinsic metrics on graphs. In Section 3, we adopt some PDE techniques to prove a (discrete) Caccioppoli inequality for Poisson's equations. In section 4, we prove our main results: the equivalence of curvature dimension conditions and the gradient bounds for heat semigroups on complete graphs, Theorem 1.1, and the stochastic completeness for graphs satisfying the curvature dimension condition, Theorem 1.2.
2. Graphs 2.1. Weighted graphs. Let (V, E) be a (finite or infinite) undirected graph with the set of vertices V and the set of edges E where E is a symmetric subset of V × V. Two vertices x, y are called neighbors if (x, y) ∈ E, in this case denoted by x ∼ y. At a vertex x, if (x, x) ∈ E, we say there is a selfloop at x. In this paper, we do allow self-loops for graphs. A graph (V, E) is called connected if for any x, y ∈ V there is a finite sequence of vertices,
In this paper, we only consider locally finite connected graphs.
We assign weights, m and µ, on the set of vertices V and edges E respectively and refer to the quadruple G = (V, E, m, µ) as a weighted graph: Here µ : E → (0, ∞), E ∋ (x, y) → µ xy is symmetric, i.e. µ xy = µ yx for any (x, y) ∈ E, and m : V → (0, ∞) is a measure on V of full support. For convenience, we extend the function µ on E to the total set V × V,
For functions defined on V, we denote by ℓ p (V, m) or simply ℓ p m , the space of ℓ p summable functions w.r.t. the measure m and by · ℓ p m the ℓ p norm of a function. Given a weighted graph (V, E, m, µ), there is an associated Dirichlet form w.r.t. ℓ 2 m corresponding to the Neumann boundary condition, see [HKLW12] ,
where
Another Dirichlet form Q (D) , defined as the restriction of Q (N ) to D(Q (D) ), corresponds to the Dirichlet boundary condition, see (4) in Section 1.
For the Dirichlet form
where ·, · denotes the inner product in ℓ 2 m . The operator L (N ) is the infinitesimal generator associated to the Dirichlet form Q (N ) , also called the (Neumann) Laplacian. The associated C 0 -semigroup on ℓ 2 m is denoted by P
are defined in the same way. In case that the Dirichlet forms corresponding to Neumann and Dirichlet boundary conditions coincide, i.e.
we omit the superscripts and simply write
The following integration by parts formula is useful in further applications, see [FŌT11, Corollary 1.3.1].
A similar consequence holds for the case of Dirichlet boundary condition.
For locally finite graphs, we define the formal Laplacian, denoted by ∆, as
This formal Laplacian can be used to identify the generators defined before. A result of Keller and Lenz, [KL12, Theorem 9], states that
and a similar result holds for Neumann condition, see [HKLW12] . Note that 
Moreover, for any 1 ≤ p < q ≤ ∞, ℓ p (V, m) ֒→ ℓ q (V, m).
Proof. The first assertion follows from
. The second one is a consequence of the interpolation theorem.
Under assumptions of non-degeneracy of the measure m and local finiteness of the graph, the Dirichlet forms corresponding to Neumann and Dirichlet boundary conditions coincide, i.e. 
2.2. Gamma calculus. We introduce the Γ-calculus and curvature dimension conditions on graphs following [LY10, BHL + 13]. First we define two natural bilinear forms associated to the Laplacian. Given f : V → R and x, y ∈ V, we denote by ∇ xy f := f (y) − f (x) the difference of the function f on the vertices x and y. Definition 2.3. The gradient form Γ, called the "carré du champ" operator, is defined by
For simplicity, we write Γ(f ) := Γ(f, f ). Moreover, the iterated gradient form, denoted by Γ 2 , is defined as
We write
. The Cauchy-Schwarz inequality implies that (Γ(f, g)) 2 ≤ Γ(f )Γ(g). In addition, one can easily see that Q(f ) = Γ(f ) ℓ 1 m . Now we can introduce curvature dimension conditions on graphs.
Definition 2.4. We say a graph (V, E, m, µ) satisfies the CD(K, ∞) condition, K ∈ R, if for any x ∈ V,
One can also define a finite dimensional version, CD(K, n) condition (see [LY10] ), which is stronger than CD(K, ∞). An involved curvature dimension condition, called CDE(K, n), was introduced in [BHL + 13]. In this paper, we only consider CD(K, ∞) conditions. 2.3. Completeness of graphs. Yau [Yau78] first proved that complete Riemannian manifolds with Ricci curvature uniformly bounded from below are stochastically complete. Bakry [Bak86] proved the stochastic completeness for weighted Riemannian manifolds satisfying CD(K, ∞) condition for weighted Laplacians, see also Li [Li05] . The completeness of Riemannian manifolds plays an important role in these problems.
For a graph (V, E, m, µ), we define the completeness of a graph as in (5), see Section 1. The following lemma shows the importance of the completeness of a graph. Note that we don't need the non-degenerancy of the measure m here. (N ) ), · Q ) and
That is, C 0 (V ) is a dense subset of the Hilbert space (D(Q
Proof. It is easy to see that f k := f η k → f in ℓ 2 m . So it suffices to show that
By the dominated convergence theorem, I k → 0 as k → ∞. For the second term,
This proves the lemma.
Hence for a complete graph, Q (N ) = Q (D) . In the rest of the paper, given a complete graph we simply write Q = Q (N ) = Q (D) , and by (7) In order to deal with unbounded Laplacians, we need the following intrinsic metrics on graphs introduced in [FLW14] . A pseudo metric ρ is a symmetric function, ρ : V × V → [0, ∞), with zero diagonal which satisfies the triangle inequality.
Definition 2.6 (Intrinsic metric). A pseudo metric
In various situations the natural graph distance, called the combinatorial distance, proves to be insufficient for the investigations of unbounded Laplacians, see [Woj09, Woj11, KLW13] . For this reason the concept of intrinsic metrics received quite some attention as a candidate to overcome these problems. Indeed, intrinsic metrics already have been applied successfully to various problems on graphs [BHK13, BKW, Fol11, Fol14, GHM12, HKMW13, HK14].
Fix a base point o ∈ V and denote the distance balls by
The choice of the base point o will be irrelevant to our results later. We say B r (o) is finite, if it is of finite cardinality, i.e. ♯B r (o) < ∞.
Theorem 2.7. Let G = (V, E, m, µ) be a graph and ρ be an intrinsic metric on G. Suppose that each ball B r (o), r > 0, is finite, then G is a complete graph.
Proof. For any 0 < r < R, we denote by η r,R the cut-off function on
. Then {η k } is a nondecreasing sequence of finitely supported functions which converges to the constant function 1 pointwise. Moreover,
where we used the definition of the intrinsic metric ρ. This proves the theorem.
For any weighted graph (V, E, m, µ), intrinsic metrics always exist. There is a natural intrinsic metric introduced by Huang [Hua11a, Lemma 1.6.4]. Define the weighted vertex degree Deg :
Example 2.8. For any given weighted graph there is an intrinsic path metric defined by
where the infimum is taken over all finite paths connecting x and y.
For the completeness of the graph, it suffices to find an intrinsic metric satisfying the conditions in Theorem 2.7. For instance, one can check whether each ball of finite radius under the metric δ is finite.
Semigroups and Caccioppoli inequality
3.1. Semigroups on graphs. In this section, we study the properties of heat semigroups on graphs, which will be used later.
We denote by P The next proposition is a consequence of standard Dirichlet form theory, see [FŌT11] and [KL12] .
m . The next property follows from the spectral theorem.
Caccioppoli inequality. For elliptic partial differential equations on
Riemannian manifolds, the Caccioppoli inequality is well-known and yields the L p Liouville theorem for harmonic functions for p ∈ (1, ∞), see Yau [Yau76] . By adapting PDE techniques on manifolds to graphs, we obtain the Caccioppoli inequality for subsolutions to Poisson's equations.
Lemma 3.4. Let (V, E, m, µ) be a weighted graph and g, h : V → R satisfy the following ∆g ≥ h.
Then for any η ∈ C 0 (V ),
Proof. Multiplying η 2 g to both sides of the inequality, ∆g ≥ h, and summing over x ∈ V w.r.t. the measure m, we get
where we used Green's formula, see e.g. Lemma 2.1, in the second line since η ∈ C 0 (V ). For the second term in the last line, by symmetry one has − 1 2 x,y ∇ xy gg(y)|∇ xy η| 2 µ xy = − 1 4 x,y |∇ xy g| 2 |∇ xy η| 2 µ xy ≤ 0.
Hence, by this observation, the previous estimate leads to
where we used basic inequality ab ≤ 1 4 a 2 +b 2 for a, b ∈ R. The lemma follows from cancelling the first term in the last line with the left hand side of the system of inequalities.
Using this Caccippoli inequality, we prove that the Dirichlet energy, Q(P t f ), decays along the semigroup P t for complete graphs.
Proposition 3.5. Let (V, E, m, µ) be a complete graph. Then for any f ∈ C 0 (V ),
Proof. For f ∈ C 0 (V ), the local finiteness of the graph implies that ∆f ∈ C 0 (V ).
We claim that for any t > 0,
where the right hand side is independent of the time t. By the completeness of the graph, let η k ∈ C 0 (V ) satisfy (5). Since P t f satisfies the equation ∂ t P t f = ∆P t f for any t > 0, applying the Caccippoli inequality in Lemma 3.4 with g = P t f, h = ∂ t P t f and η = η k , we have
By Proposition 3.2,
and by Proposition 3.3 and (7),
By passing to the limit, k → ∞, the monotone convergence theorem yields the claim. Taking the formal derivative of t in Q(P t f ), we get
Note that by the claim (10),
where the right hand side is independent of t. This implies that Q(P t f ) is differentiable and whose derivative is given in (11). Since P t f ∈ D(L) and ∆P t f = P t ∆f ∈ D(Q), Green's formula in Lemma 2.1 yields
This proves the first assertion. For the second assertion, set f k := f η k for f ∈ D(Q). It follows from the previous result that
By Lemma 2.5, f k → f in the norm · Q . The monotone convergence theorem yields that
pointwise. By Fatou's lemma,
This proves the theorem.
Stochastic completeness
4.1. Gradient bounds and curvature dimension conditions. The curvature dimension condition implies gradient bounds, see [BGL14] for the case of Markov diffusion semigroups. In fact, they are equivalent on locally finite graphs under some mild assumptions. 
(c) For any f ∈ D(Q),
Remark 4.2. For the case of finite graphs or bounded Laplacians, this result can be proved directly, see e.g. [LP14, LL] . For simplicity, we only consider a finite graph (V, E, m, µ) satisfying the CD(0, ∞) condition.
where the last inequality follows from the CD(0, ∞) condition. However, for the case of infinite graphs, ∆P s (Γ(P t−s f ))) = P s ∆(Γ(P t−s f ))) may not hold since in general we don't know whether Γ(P t−s f ) ∈ D(L).
In addition, a strong version of gradient bounds has been proved using the following stronger curvature condition, see [BGL14, equation 3 
However, this stronger curvature condition can never be fulfilled for graphs. In fact, the inequality (12) fails e.g. for g = δ x .
4.2.
Curvature dimension conditions and the properties of heat semigroups. In order to prove the gradient estimate under the CD(K, ∞) condition, we need some lemmata. For graphs satisfying the CD(K, ∞) condition, the following lemma states that Γ(P t f ) is a subsolution to the heat equation, a standard definition in the theory of PDEs.
Lemma 4.3. Let (V, E, m, µ) be a complete graph satisfying the CD(K, ∞) condition. Then for any f ∈ C 0 (V )
Proof. This follows from direct calculation by means of the CD(K, ∞) condition and local finiteness of the graph.
Lemma 4.4. Let (V, E, m, µ) be a complete graph. Then for any f ∈ C 0 (V ) and t ≥ 0,
Proof. This follows by the computation,
where we used Proposition 3.3 for f ∈ C 0 (V ) in the third equality and Proposition 3.5 for f, ∆f ∈ C 0 (V ) in the last one.
For complete graphs satisfying the CD(K, ∞) condition, we have higher summability of the solutions to heat equations. Theorem 4.5. Let G = (V, E, m, µ) be a complete graph with a nondegenerate measure m. If G satisfies the CD(K, ∞) condition, then for any f ∈ C 0 (V ) and t ≥ 0,
Proof. From the proof of Proposition 3.5, Γ(P t f ) ∈ ℓ 1 (V, m). Hence by the nondenegerancy of m, Γ(P t f ) ∈ ℓ 2 (V, m). It suffices to prove that Q(Γ(P t f )) < ∞.
Let {η k } be the sequence in (5) by the completeness of the graph. Note that Lemma 4.3 implies that Γ(P t f ) is a subsolution to the heat equation. Applying the Caccioppoli inequality (9) with g = Γ(P t f ), h = ∂ t g + 2Kg and η = η k , we get
where the constant C(K) only depends on K. By the assumption that m is non-degenerate, Propositions 2.2 and 3.5 yield that
For the other term, noting that
, by Lemma 4.4, we have
Thus, Γ(g)η 2 k ℓ 1 m ≤ C < ∞ where the right hand side is independent of k. By passing to the limit, k → ∞, Fatou's lemma yields that
4.3. The proofs of main theorems. Theorem 4.6. Let (V, E, m, µ) be a complete graph with a non-degenerate measure m and satisfying the CD(K, ∞) condition. For any f ∈ C 0 (V ), 0 ≤ ζ ∈ C 0 (V ) and t > 0, the following function
Proof. First, we show that G(s) is differentiable in s. Taking the formal derivative of G(s) in s, we get
This formal derivative is, in fact, the derivative of G(s) if one can show that these summations are uniformly convergent in s. For the first term in (13),
where we have used |Γ(u, v)| 2 ≤ Γ(u)Γ(v) for any u, v : V → R, the nondegeneracy of m and Proposition 3.5. For the second term in (13),
Both estimates above are independent of the variable s, so G(s) is differentiable and its derivative equals to (13). Note that Theorem 4.5 and Proposition 3.2 yield Γ(P t−s f ) ∈ D(Q) and P s ζ ∈ D(L) ⊂ D(Q). Hence, using Green's formula in Lemma 2.1, (6), we obtain that (14) G ′ (s) = −2 x Γ(P t−s f, ∆P t−s f )(x)P s ζ(x)m(x)− x Γ(Γ(P t−s f ), P s ζ)(x)m(x).
We claim that for any 0 ≤ h ∈ D(Q), Once this claim is verified, by applying h = P s f, we prove the theorem. This claim can be proved by a density argument. Firstly, the CD(K, ∞) condition yields that (15) holds for 0 ≤ h ∈ C 0 (V ): In fact, by Green's formula for h ∈ C 0 (V ), where in the last inequality we used the CD(K, ∞) condition.
For general 0 ≤ h ∈ D(Q), set h k = hη k where {η k } is defined in (5). It is obvious that 0 ≤ h k ∈ C 0 (V ). Note that Proposition 3.5 and Theorem 4.5 yield that Γ(P t−s f, ∆P t−s f ), Γ(P t−s f ) ∈ ℓ 1 m and Γ(P t−s f ) ∈ D(Q). Hence applying (15) for h k , passing to the limit k → ∞, we prove the theorem. By choosing delta functions, such as ζ(x) = δ y (x) (y ∈ V ), we prove the theorem.
(b) ⇒ (a) : Fix a vertex x ∈ V. By (b), F (t) := e −2Kt P t (Γ(f ))(x) − Γ(P t f )(x) ≥ 0.
It is easy to see that F (t) is differentiable and F ′ (0) ≥ 0. Note that d dt t=0 P t (Γ(f ))(x) = ∆P t (Γ(f ))(x)| t=0 = ∆(Γ(f ))(x).
Since the graph is locally finite, d dt t=0 Γ(P t f )(x) = 2Γ(P t f, ∆P t f )(x)| t=0 = 2Γ(f, ∆f )(x).
This proves the assertion by using F ′ (0) ≥ 0. Proof of Theorem 1.2. It suffices to prove that P t 1 = 1 where 1 is the constant function 1 on V. By completeness, let η k ∈ C 0 (V ) satisfy (5). The dominated convergence theorem yields that P t η k → P t 1 pointwise. By the local finiteness of the graph, for any x ∈ V and t > 0, Γ(P t 1)(x) = lim k→∞ Γ(P t η k )(x) ≤ lim inf This means that for any t > 0, P t 1 is a constant function on V. Since the function P t 1 is continuous in t pointwise and P 0 1 = 1, we get P t 1 = 1 for any t > 0. This proves the theorem.
