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Abstract
In this thesis the sensitivity of flow instabilities in swirling wakes is in-
vestigated. In particular, the present work aims to understand how the
instability of the hub-vortex of the wake of a wind turbine is affected by a
modification of the near-wake conditions. A sensitivity model is formulated
and first applied to the case of the laminar Batchelor vortex and then to
the turbulent hub-vortex of a wind turbine wake.
In particular, an adjoint based method is proposed to study how a mean-
flow modification at a given section in the near-wake affects the stability of
the overall wake. The sensitivity of the flow is obtained by means of a la-
gragian analysis. Leveraging on boundary layer assumptions, an alternative
lagrangian formulation, based on a set of quasi-cylindrical flow equations,
is then presented.
A main result obtained are the sensitivity maps which prescribe the
shape and the magnitude of the optimal mean-flow disturbances to be ap-
plied in the near wake so as to damp or enhance the hub-vortex instability.
The sensitivity maps can be interpreted as the first step towards the design
of a control strategy in the near-wake.
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Introduction
The design of efficient wind farms is a very present-day challenge. By its
nature, a wind farm is a multi-scale problem involving the atmospheric
scales (in the order of hundreds of kilometers), the wind farm size (scal-
ing with kilometers), the turbine size (the rotor disk diameter is nowadays
100m), down to the wind turbine blades chord and thickness, the thickness
of the boundary layers on the blades, the size of the vorticity structures,
and the small scale turbulence. In addition, the operating conditions of the
turbines depend on the wind conditions, the day-time and the topology of
the surrounding environment. It should be noted that the optimal working
condition of a wind farms is not simply made by the union of the optimal
working condition of the single turbines. In fact, the wind turbines should
mutually adapt their operating condition in order to maximize the global
wind farm energy harvesting. However, the wind turbine wakes interact
with each other in a complex way: the incoming flow on a given turbine is
strongly affected by the upstream turbine. For this reason the efficiency op-
timization of a wind farm can not prescind the understanding of the single
wind turbine wake.
Specifically, the rotation of a wind turbine blade produces a wake which
is the result of complex dynamics and interactions between different vortic-
ity structures. The near wake presents the vortex roll-up phenomenon, a
feature which depends on the blade characteristics . Its study is fundamen-
tal for optimization of rotor dynamics, to analyse vortex induced vibrations
on the blade structure and to reduce noise production which is typically
connected to the shedding of the tip vortices. Two main vorticity struc-
tures are observed in the near-wake: (i) the helicoidal tip-vortices which are
shed from the blades tips and (ii) the hub-vortex which is a mainly stream-
wise oriented vorticity structure. The tip-vortices undergo to a short-wave
and long-wave instabilities and are completely diffused after few diameters
downstream, Widnall (1972) and Zhang et al.(2013). On the other hand,
the hub-vortex persists for several diameters downstream and is character-
ized by a low frequency precession of the vortex core. This fluctuation of
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the vorticity structure has been shown to be connected with a single-helical
instability of the hub-vortex by Iungo et al. (2013). These authors carried
out a local stability analysis of the turbulent mean-flow measured in wind
tunnel experiments. Then, the helical topology of the instability was con-
firmed by the LES simulations of Kang et al. (2014) and the water tunnel
experiments of Okulov et al. (2014). Moreover, Kang et al. (2014) sug-
gested that the lateral oscillation of the wake induced by the hub-vortex
instability could trigger the meandering phenomenon in the far-wake.
This work is based on the stability analysis of Viola et al. (2014) and it
aims to understand how the instability is affected by a modification of the
flow condition. In particular, an adjoint based method is proposed to study
how a mean-flow modification at a given section in the near-wake affects
the stability of the wake. A main result of our analysis are the sensitivity
maps which prescribe the shape and the magnitude of the optimal mean-
flow disturbances able to damp or enhance the hub-vortex instability. The
sensitivity maps are the first step towards the design of a control strategy
in the near-wake.
The work is organized as follows. An introduction to adjoint methods is
provided in Chapter 1. In the same chapter, the sensitivity to a mean-flow
modification of the local spatial analysis is derived. Consequently, the inlet
sensitivity is formulated and validated in Chapter 2. While in Chapter 3
an alternative formulation valid in the limit of parabolic RANS equations is
presented and validated. Due to the complexity of real wind turbine wake
those analyses have been first applied to the laminar Batchelor vortex and
then applied to the case of a real wind turbine wake in Chapter 4. Finally,
the conclusions are outlined.
This thesis is the result of a collaboration between the University of Pisa,
the E´cole Polytechnique Fe´de´rale de Lausanne (EPFL) and the University
of Texas at Dallas. The project has been developed for six months at the
Laboratory of Fluid Mechanics and Instabilities (LFMI) of the EPFL.
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Chapter 1
Local sensitivity analysis
In this chapter the classical local linear stability theory is briefly recapped
and the problem of local sensitivity analysis is defined. The linear spatial
stability analysis allows to predict the evolution of infinitesimal perturba-
tions on a given base flow. The base flow is assumed to be parallel and
axisymmetric, therefore the radial component of the velocity is neglected
as well as the derivatives of the flow with respect to the axial and the
azimuthal direction. Flow fluctuations are written through a modal decom-
position, namely they are decomposed into elementary instability waves of
axial and azimuthal wavenumbers k and m, and frequency ω. The pertur-
bations satisfy an ordinary differential equation of Orr-Sommerfield type.
By imposing the appropriate boundary conditions the stability problem can
be written as an eigenvalue problem, where eigenfunctions exist only if k,
m and ω satisfy a dispersion relation of the form:
D[k,m, ω] = 0. (1.1)
Temporal modes are determined by finding the complex frequency ω as a
function of real wavenumber k and m. Spatial modes are determined by
solving the dispersion relation with complex wavenumbers k as a function
of a real frequency ω and real wavenumbers m. The local sensitivity is
evaluated by means of the adjoint technique presented below.
1.1 The adjoint problem
The temporal stability analysis can be written as an eigenvalue problem of
the type:
Au = λBu (1.2)
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where the eigenvalue λ is related with the complex frequency ω according
to the relation λ = −iω, and A and B are linear operators. The form of
the matrices A and B for the case at issue are explicitated in the following
sections. Calling L the operator L = A−λB, we define the adjoint operator
L† as the one which satisfies:
(v,Lw)W = (L
†v,w)W ∀v,w (1.3)
where the symbol (a,b)W stands for the weighted scalar product between
the complex variables a and b. The vector u†, which satisfies L†u† = 0 is
called the vector adjoint to u, hence:
(u†,Lv)W = (L†u†,v)W = 0 ∀v (1.4)
Since L† = A† − λ†B†, the adjoint vector is solution of the following eigen-
value problem:
A†u† = λ†B†u† (1.5)
which is called the adjoint problem.
Biorthogonality
The weighted hermitian product (a,b)W is defined as:
(a,b)W =
∫
Ω
a∗ · bw(x)dΩ (1.6)
where Ω is the flow domain and ∗ stands for complex conjugate. To avoid
ambiguity, from now on, for simplicity, we will refer to the hermitian product
as scalar product.
We now consider the direct and the adjoint problems and the eigenpairs
quantities (u, λ) and (u†, λ†). By projecting the first equation on u† and
the second on u we get:{
(u†,Au)W = (u†, λBu)W
(A†u†,u)W = (λ†B†u†,u)W
(1.7)
By subtracting the two equations we get the biorthogonality condition:
(λ− λ†∗)(u†,u)WB = 0 (1.8)
Equation (1.8) implies that in order to be satisfied either the first or the
second factor should be null. If the first factor is null it means that λ = λ†
∗
,
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namely the adjoint eigenvalue is the complex conjugate of eigenvalue λ
and the scalar product between u† and u is different from zero, therefore
the two vectors are not orthogonal. If the second factor is null, hence
if (u†,u)WB = 0, the vectors u† and u result orthogonal. We call this
orthogonality property which holds between two bases of eigenfunctions
biorthogonality. Note that the biorthogonality condition holds using another
weighted scalar product.
Continuous adjoint
Once defined the scalar product there are two ways to obtain the adjoint
variable u†, the discrete and the continuous method. In the case of con-
tinuous adjoint, the adjoint equations are derived analitically by imposing
(u†,Lu) = (L†u†,u) and integrating by parts. The adjoint equations are
then discretized and the continuous adjoint is computed.
Discrete adjoint
The discrete method consists in the computation of the adjoint vector by
using the discretized direct problem. The adjoint matrices A† and B† can
be written as: {
A† = W−HAHWH
B† = W−HBHWH
(1.9)
where W is the weight matrix which comes from the discretization of the
scalar product written as in (1.6). In general W can be freely selected as
long as it is positive defined. However, since we are discretizing a PDE,
W is the discrete equivalent of the scalar product used in the continuous
framework.
The discrete adjoint, u†, is the vector which satisfies the discrete gener-
alized eigenvalue problem:
A†u† = λ∗B†u† (1.10)
1.2 Application to the case of a parallel swirling
flow
The problem of the stability of a parallel Batchelor vortex is now con-
sidered. Using the cylindrical coordinates the radial, azimuthal and axial
5
components of the vortex velocity are:
U∗r = 0
U∗φ = ΩcR
1−e−(
r
R)
2
r
R
U∗x = U∞ + (Uc − U∞) e−(
r
R)
2
(1.11)
where Uc is the centreline axial velocity, U∞ is the free-stream axial velocity,
Ωc is the rotation rate on the axis and R is a measure of the core size.
Introducing non-dimensional variables by selecting as length scale the core
size R and as velocity scale ∆U = Uc − U∞, as in Delbende et al. (1998),
the velocity components become:
Ur = 0
Uφ = q
1−er2
r
Ux = a+ e
−r2
(1.12)
where a = U∞
∆U
and q = ΩcR
∆U
. In the absence of any external axial stream, the
Batchelor vortex depends on a single non-dimensional parameter, namely
the swirl parameter q which is the ratio of the swirl velocity and the axial
velocity within the core. The non-dimensional velocity components of the
Batchelor vortex, whose parameters are q = 0.7 and a = 0, are represented
in Figure 1.1 and 1.2.
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Figure 1.1: Axial velocity
(Ux) component of the veloc-
ity of the Batchelor vortex.
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Figure 1.2: Tangential (Uθ)
component of the velocity of
the Batchelor vortex.
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This vortex fulfills the Navier Stokes equations which write:
• Momentum equation:
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ ρg + µ∆u (1.13)
• Continuity:
∇ · u = 0 (1.14)
Re-writing them in the cylindrical coordinates frame:
• Momentum equations:
ρ
(
∂ur
∂t
+ ur
∂ur
∂r
+
uφ
r
∂ur
∂φ
+ ux
∂ur
∂x
− u
2
φ
r
)
= −∂p
∂r
+ ρgr+
+µ
[
1
r
∂
∂r
(
r
∂ur
∂r
)
+
1
r2
∂2ur
∂φ2
+
∂2ur
∂x2
− ur
r2
− 2
r2
∂uφ
∂φ
] (1.15)
ρ
(
∂uφ
∂t
+ ur
∂uφ
∂r
+
uφ
r
∂uφ
∂φ
+ ux
∂uφ
∂x
− uruφ
r
)
= −1
r
∂p
∂φ
+ ρgφ+
+µ
[
1
r
∂
∂r
(
r
∂uφ
∂r
)
+
1
r2
∂2uφ
∂φ2
+
∂2uφ
∂x2
− uφ
r2
+
2
r2
∂ur
∂φ
]
(1.16)
ρ
(
∂ux
∂t
+ ur
∂ux
∂r
+
uφ
r
∂ux
∂φ
+ ux
∂ux
∂x
)
= −∂p
∂x
+ ρgx+
+µ
[
1
r
∂
∂r
(
r
∂ux
∂r
)
+
1
r2
∂2ux
∂φ2
+
∂2ux
∂x2
] (1.17)
• Continuity:
1
r
∂ (rur)
∂r
+
1
r
∂uφ
∂φ
+
∂ux
∂x
= 0 (1.18)
In order to study the stability of the system we introduce a perturbation
u˜ whose components are u˜ = (u˜r, u˜φ, u˜x, p˜). Therefore the new variables
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can be written as: 
ur = U
∗
r + u˜r(r, φ, x, t)
uφ = U
∗
φ + u˜φ(r, φ, x, t)
ux = U
∗
x + u˜x(r, φ, x, t)
p = P ∗ + p˜(r, φ, x, t)
(1.19)
Substituting these expressions in the Navier Stokes equations, neglecting
the terms which have a second order of magnitude perturbation (O(2))
and subtracting the Navier Stokes equations referred to the base flow, we
can find the linearized pertubation equations:
ρ
(
∂u˜
∂t
+ u˜ · ∇U∗ + U∗ · ∇u˜
)
= −∇p˜+ µ∆u˜ (1.20)
Introducing non-dimensional variables the linearized perturbation equations
become:
∂u˜
∂t
+ u˜ · ∇U + U · ∇u˜ = −∇p˜+ 1
Re
∆u˜ (1.21)
The Reynolds number has been defined as: Re = ∆UR
ν
, where ν designates
the kinematic viscosity.
1.2.1 Temporal stability analysis
In order to carry out the temporal stability analysis we re-write the pertu-
bation component making use of the modal expansion.
u˜r = uˆr(r)e
i(kx−ωt)eimφ
u˜φ = uˆφ(r)e
i(kx−ωt)eimφ
u˜x = uˆx(r)e
i(kx−ωt)eimφ
p˜ = pˆ(r)ei(kx−ωt)eimφ
(1.22)
Substituting the expressions above in the Navier Stokes equations and drop-
ping the hats, we can write them in the form of the generalized eigenvalue
problem:
Au = λBu (1.23)
where λ = −iω and u is a vector whose components are u = [ur, uφ, ux, p].
The problem can be formally written making use of the linear operators A
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and B:
A =

Γmk − 1Re
(
∆mk − 1r2
) −2Ωφ + 2 imRer2 0 D1
r
∂Ωφ
∂r
+ 2Ωφ − 2 imRer2 Γmk − 1Re
(
∆mk − 1r2
)
0 im
k
∂Ux
∂r
0 Γmk − 1Re∆mk ik(
1
r
+D1
)
im
r
ik 0

(1.24)
B =

−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 0
 (1.25)
where ∆mk =
(
D1
r
+D2− m2
r2
− k2
)
, D1 and D2 designates respectively
the operators ∂
∂r
and ∂
2
∂r2
. The boundary conditions that have been imposed
to the problem are taken from Batchelor et al. (1962) and write:
ur = uφ =
∂ux
∂r
= 0 for m=0
∂ur
∂r
=
∂uφ
∂r
= ux = 0 for |m| = 1 at r = 0
ur = uφ = ux = 0 for |m| > 1
(1.26)
ur = uφ = ux = 0 at r = R (1.27)
1.2.2 Adjoint computation
Once the matrices A and B are known the adjoint vectors can be found
in the two ways described in 1.1. In order to fulfill conditions (1.3) and
(1.4), direct and continuous adjoint have to be computed using a refined
mesh. In the continuous formulation the problem is stated in a continuous
form and then discretized. In contrast, conditions (1.3) and (1.4), once
discretized, are always satisfied at machine precision by the discrete adjoint
by definition.
On the other hand the calculation of the discrete adjoint may result
unfeasible or inaccurate when the weight matrix W is close to be singular.
This happens when the cylindrical coordinates are used, since the weighted
scalar product writes:
(a,b)W =
∫
Ω
aH · bw(x) dΩ (1.28)
where dΩ = rdrdφdx. In this work the Clenshaw-Curtis quadrature for-
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mula, which is based on an expansion of the integrand in term of the
Chebyshev polynomials, has been used for the numerical integration and
hence to find the weight matrix W. For details on the quadrature formula
we refer to Trefethen et al. (2008) and Sommariva et al. (2013). When
the continuous adjoint mode is computed we impose the suitable boundary
conditions together with the regularity conditions on the axis. In the case
of discrete adjoint operator L† = W−HLHWH the boundary conditions are
automatically inherited from the direct problem L. We refer to Appendix A
for the details of the adopted numerical method. Being the weight matrix,
W, close to be singular on the axis, it results that in case of cylindrical coor-
dinates the regularity conditions on the axis are not respected, the pressure
field in fact presents a very different behaviour when r → 0, see Figure 1.3.
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Figure 1.3: Absolute value of the discrete and continuous adjoint eigen-
vectors corresponding to the radial, azimuthal and axial component of the
velocity and the pressure field. Number of nodes used in the radial direction:
Nr = 60.
Regarding the biorthogonality condition both the adjoint and the con-
tinuous adjoint satisfy the equation (1.8) as it can be seen from Figure 1.4
where the scalar products (u†,uJ) are reported. The uJ are the eigenfunc-
tions which satisfy AuJ = λJBuJ .
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)
Figure 1.4: Verification of the biorthogonality property. Notice that only
the scalar product between the eigenvector and its related adjoint is different
from zero.
1.3 Sensitivity analysis in the temporal frame-
work
In order to carry out a linear sensitivity analysis of the system, that estab-
lishes a guideline to optimal steady flow control design, small perturbations
δA and δB are imposed, so that u→ u+δu and λ→ λ+δλ. The governing
equations can be re-written as:
(A + δA)(u + δu) = (λ+ δλ)(B + δB) (1.29)
Therefore, after linearazing and subtracting the (1.2) , we have:
(A− λB)δu + δAu = λδBu + δλBu (1.30)
By projecting the (1.30) with the adjoint variable u† and calling L the
operator L = A− λB, we have:
(u†,Lδu) + (u†, δAu) = (u†, λδBu) + (u†, δλBu) (1.31)
The first term of the lhs is equal to the quantity (L†u†, δu) which is null
for the definition of the adjoint operator, L†u† = 0, and this yields to the
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expression for δλ:
δλ =
(u†, δAu)
(u†,Bu)
− (u
†, λδBu)
(u†,Bu)
(1.32)
In the case the mass matrix, B, is not perturbed, as in the case of a base-flow
modification, the above equation reduces to:
δλ =
(u†, δAu)
(u†,Bu)
(1.33)
We will refer to (1.33) as the standard formula for sensitivity.
1.3.1 Random perturbation
It is possible to verify the validity of the (1.33) by imposing a random pertur-
bation to the A matrix and computing the variation of the eigenvalue both
by solving the perturbed eigenvalue problem and by using the (1.33). As
expected the approximation that comes from a linearization of the problem
becomes progressively more accurate as the perturbation becomes smaller
and smaller. We have considered a perturbation of the A matrix of the
form:
δA = δAˆ (1.34)
where δAˆ is a matrix whose elements range randomly between 0 and 1.
From Figures 1.5 and 1.6 it can be seen the variation of the eigenvalue as well
as its approximation, with (1.33), for two different value of . The figures
have been obtained using both the discrete and the continuous adjoint.
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Figure 1.5: The imaginary and real part of the complex frequency ω of the
perturbed and unperturbed system, computed via direct simulation, are
plotted as a function of the real wavenumber k. The two dashed lines are
the approximation of the perturbed eigenvalue evaluated making use of the
standard formula with both the discrete and the continuous adjoint for an
 value equals to  = 10−3.
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Figure 1.6: The imaginary and real part of the complex frequency ω of the
perturbed and unperturbed system, computed via direct simulation, are
plotted as a function of the real wavenumber k. The two dashed lines are
the approximation of the perturbed eigenvalue evaluated making use of the
standard formula with both the discrete and the continuous adjoint for an
 value equals to  = 10−2.
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1.3.2 Base-flow modification
Rather than a random perturbation of the linear operator, we consider
now the effect of the more realistic case of a base-flow modification on the
stability spectrum of the NS equations. We recall the linearized Navier-
Stokes equations:{
∂u
∂t
+ u · ∇Ub + Ub · ∇u = −∇p+ 1Re∆u
∇ · u = 0 (1.35)
When a perturbation of the base flow, therefore for: U∗b = Ub + δUb, is
injected in the (1.35) we get:
u · ∇Ub + Ub · ∇u +∇p+ 1
Re
∆u + u · ∇δUb + δUb · ∇u︸ ︷︷ ︸
Perturbation
= −∂u
∂t
(1.36)
Hence, in case of a base-flow modification:
δAu = u · ∇δUb + δUb · ∇u (1.37)
Taking into account the expressions of the gradients of u and Ub in cylin-
drical coordinates with the modal expansion of the u vector:
u = [ur(r)e
i(kx+mφ−ωt), uφ(r)ei(kx+mφ−ωt), ux(r)ei(kx+mφ−ωt), p(r)ei(kx+mφ−ωt)]T
(1.38)
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the components of the δA matrix write:
δA11 =
∂δUbr
∂r
+ δUbrD1 + δUbφ
im
r
+ δUbxik
δA12 =
1
r
∂δUbr
∂φ
− 2δUbφ
r
δA13 =
∂Ubr
∂x
δA14 = 0
δA21 =
∂δUbφ
∂r
+
δUbφ
r
δA23 =
1
r
∂δUbφ
∂φ
+
δUbr
r
+ δUbrD1 + δUbφ
im
r
+ δUbxik
δA23 =
∂δUbφ
∂x
δA24 = 0
δA31 =
∂δUbx
r
δA32 =
1
r
∂δUbx
∂φ
δA33 =
∂δUbx
∂x
+ δUbrD1 + δUbφ
im
r
+ δUbxik
δA34 = 0
δA41 = 0
δA42 = 0
δA43 = 0
δA44 = 0
(1.39)
The assembled matrix has then the form:
δA =

δA11 δA12 δA13 δA14
δA21 δA22 δA23 δA24
δA31 δA32 δA33 δA34
δA41 δA42 δA43 δA44
 (1.40)
Temporal sensitivity function
It has been shown by Bottaro et al. (2003) and Marquet et al. (2008) that
considering the base flow modification and integrating by parts the equation
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(1.33) we get:
δλ =
(u† · (∇u)H − u∗ · ∇u†, δUb)
(u†,Bu)
(1.41)
The term: ∇Ubλ = u†∇uH−u∗∇u†, which provides information for control
purposes, is called the sensitivity map, and allows the estimation of δλ for a
generic variation δUb, as highlighted in (1.41). It shows in fact how to vary
the base flow in order to reach a certain target effect on the λ eigenvalue.
From now on we will refer to equation (1.41) as ‘Marquet formula’.
An important remark has to be made regarding the derivation operator
in cylindrical coordinates. The gradient of a vector in cylindrical coordinates
is:
∇u =
 ∂ur∂r
∂uφ
∂r
∂ux
∂r
1
r
∂ur
∂φ
− uφ
r
1
r
∂uφ
∂φ
+ ur
r
1
r
∂ux
∂x
∂ur
∂x
∂uφ
∂x
∂ux
∂x
 (1.42)
which is singular at the origin. This problem can be solved by imposing the
proper regularity conditions on the axis.
Moreover it can be seen that the discrete adjoint does not give accurate
results when applying the (1.41) to compute the variation of the eigenvalue.
This is due to the difference in the behaviour of the discrete and contin-
uous adjoint at the origin as underlined in 1.2.2 that affects considerably
the computation of its gradient. In particular (1.42) presents a singularity
on the axis when the regularity conditions are not imposed. This means
that the computation of the term ∇u† in the numerator of (1.41) results
inaccurate. Hence the Marquet formula fails in predicting the variation of
the eigenvalue when the discrete adjoint is used and from now on only the
continuous adjoint will be used when (1.41) will be applied.
In order to investigate the differences between the variation of the eigen-
value calculated with the standard formula, (1.33), with both the discrete
and the continuous adjoint, and with the Marquet formula, (1.41), the
Batchelor vortex has been perturbed as follows:
δUr = 0
δUφ = 0
δUx = (r
2 − rR)
(1.43)
Looking just at one unstable mode corresponding to value of m = −1
and k = 0.5 for different values of the amplitude of the perturbation, hence
for different , the percentage error that is encountered between the real
variation of the eigenvalue and the one derived by the approximation for-
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mulas, has been calculated.
The variation of the eigenvalue λ for a generic perturbation can be writ-
ten as:
∆λ = λ()− λ(0) (1.44)
where λ() refers to the eigenvalue related to the perturbed system and λ(0)
to the unperturbed one. In the limit of  −→ 0:
lim
→0
∆λ

= lim
→0
λ()− λ(0)

=
∂λ
∂
(1.45)
Furthermore, the variation of the A matrix can be thought as:
δA = δAˆ (1.46)
Therefore:
δλ =
(u†, δAu)
(u†,Bu)
= 
(u†, δAˆu)
(u†,Bu)
(1.47)
and, as a consequence:
∂λ
∂
=
(u†, δAˆu)
(u†,Bu)
(1.48)
Plotting the percentage error Error% defined as
Error% =
∣∣∣∣∣ 1∆λ

(
∆λ

− (u
†, δAˆu)
(u†,Bu)
)∣∣∣∣∣ · 100 (1.49)
against the values of  we expect that the smaller the amplitude of the
perturbation the more the linear approximation of the result is close to the
real value of the δλ. This happens in fact as it is shown in Figure 1.7
where the error has been computed with both the discrete and continuous
standard formula and the continuous Marquet formula.
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Figure 1.7: Percentage error measured when approximating the variation
of the temporal unstable frequency with respect to the  parameter. The
ω variation is evaluated through the standard formula with both continu-
ous and discrete adjoint and through the Marquet formula, with only the
continuous adjoint.
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1.4 Sensitivity analysis in the spatial frame-
work
In the case of spatial stability the problem to solve becomes a polynomial
eigenvalue problem because the wavenumber k now appears quadratically.
The system can be written as:
k2C2u + kC1u + C0u = 0 (1.50)
where:
C2 =

1
Re
0 0 0
0 1
Re
0 0
0 0 1
Re
0
0 0 0 0
 (1.51)
C1 =

iUbx 0 0 0
0 iUbx 0 0
0 0 iUbx 0
0 0 0 0
 (1.52)
C0 =

imΩφ − Γm + 1Re 1r2 − iω −2Ω + 2imRer2 0 D1
r
∂Ωφ
∂r
+ 2Ωφ − 2imRer2 imΩφ − Γm + 1Re 1r2 − iω 0 imr
∂Ubx
∂r
0 imΩφ − Γm − iω 0
1
r
+D1 im
r
0 0

(1.53)
where Γm =
1
Re
(
D1
r
+D2− m2
r2
)
and Ωφ = Ubφ/r.
Imposing again a perturbation of the system we can write:
(C0+δC0)(u+δu)+(k+δk)(C1+δC1)(u+δu)+(k+δk)
2(C2+δC2)(u+δu) = 0
(1.54)
After linearizing and subtracting the (1.50), we have:
(C0+kC1+k
2C2)δu+(δC0+kδC1+k
2δC2)u = −δk(C1u+2kC2u) (1.55)
By projecting every term of the above equation by the adjoint variable u†
and calling L the operator L = C0 + kC1 + k
2C2, we have:
(u†,Lδu) + (u†, [δC0 + kδC1 + k2δC2]u) = −δk(C1u + 2kC2)u (1.56)
The first term of the above equation is equal to the quantity (L†u†, δu) and
therefore is equal to zero as L†u† = 0 and finally we find an expression for
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δk:
δk = −(u
†, [δC0 + kδC1 + k2δC2]u)
(u†, [C1 + 2kC2]u)
(1.57)
Equation (1.57) is the standard formula for spatial sensitivity analysis.
Validation of the formula
The polynomial eigenvalue problem can be re-written as an extended gen-
eralized eigenvalue problem by introducing a new variable, v = ku. Calling
u˜ the expanded vector of unknowns u˜ = [u,v]T the (1.50) becomes:
A˜u˜ = λ˜B˜u˜ (1.58)
where:
A˜ =
[
∅ I
C0 C1
]
B˜ =
[
I ∅
∅ −C2
]
(1.59)
It has been verified that computing δk using (1.57) or applying (1.32) to
the extended system (1.59) is equivalent.
1.4.1 Base flow modification
Introducing a perturbation only on the base flow means that δC2 = 0,
therefore the formula for the variation of the eigenvalue becomes:
δk = −(u
†, [δC0 + kδC1]u)
(u†, [C1 + 2kC2]u)
(1.60)
The matrices δC1 and δC0 have the following components:
δC1 =

iδUbx 0 0 0
0 iδUbx 0 0
0 0 iδUbx 0
0 0 0 0
 (1.61)
δC0 =

∂δUbr
∂r
+ γmD1
1
r
∂δUbr
∂φ
− 2 δUbφ
r
δUbr
∂x
0
∂δUbφ
∂r
+
δUbφ
r
1
r
∂δUbφ
∂φ
+ γmD1 +
δUbr
r
∂δUbφ
∂x
0
∂Ubx
∂r
1
r
δUbx
∂φ
∂Ubx
∂x
+ γmD1 0
0 0 0 0
 (1.62)
where γmD1 = δUbrD1 + δUbφ
im
r
.
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Spatial sensitivity function
It can be shown that in this case:{
−(u†, δC0u) = (u∗ · ∇u†, δUb)
−(u†, kδC1u) = −(u† · (∇u)H , δUb)
(1.63)
Therefore is possible to write the local spatial sensitivity to a base flow
modification:
δk = −(u
† · (∇u)H − u∗ · ∇u†, δUb)
(u†, [C1 + 2kC2]u)
(1.64)
It must be underlined that the quantity ∇Ubk = (u†∇uH − u∗∇u†) coin-
cides with the expression of the sensitivity function, ∇Ubλ, found for the
temporal analysis. Again, we look for the differences between the variation
of the eigenvalue calculated with the equation (1.60), which is called the
standard δk, and with the equation (1.64) with both the discrete and the
continuous adjoint. The same perturbation of the base flow has been im-
posed. Looking just at one unstable mode corresponding to m = −1 and
ω = −0.15 for different values of the amplitude of the perturbation and cal-
culating the percentage error the Figure 1.8 is obtained. Again, the smaller
the amplitude of the perturbation the more the linear approximation of the
result is close to the real value of the δk.
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Figure 1.8: Percentage error measured when approximating the variation
of the spatial unstable wavenumber with respect to the  parameter. The
k variation is evaluated through the standard formula with both continu-
ous and discrete adjoint and through the spatial base flow sensitivity for-
mula (1.64), with only the continuous adjoint.
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Chapter 2
Sensitivity to the inflow
conditions in the global
formulation
In this chapter the lagrangian multiplier theory is used to evaluate the global
sensitivity to the inflow conditions. Writing a lagrangian problem allows to
relate the local sensitivities, presented in Chapter 1, to the sensitivity of the
flow to an inlet perturbation. The base flow, which must satisfy the Navier-
Stokes equations, is assumed to be steady, incompressible and laminar. The
base flow evolution is found by a direct numerical simulation of the Navier-
Stokes equations. The linear spatial stability analysis, at different sections
in the streamwise direction, is carried out. The model is presented in a
general framework and it is then applied to the case of the evolution of a
flow with a Batchelor vortex at the inlet. The weakly non-parallelism of
the base flow allows the computation of the local unstable wavenumber k
related to the m = 1, m being the azimuthal wavenumber, instability of
the base flow in the hypothesis of locally parallel flow. The related local
sensitivities are computed as described in 1.4.1.
2.1 Lagrangian formulation
Let consider that the state variable q denotes velocity and pressure fields,
the control parameter q0 is the Dirichlet boundary condition at the inlet
and the constraint to be satisfied are the Navier-Stokes equations N(q,q0).
The objective function G(q,q0) is any flow-dependant scalar quantity that
can be modified using the control variable. The problem is assumed to be
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time-independent. Let define the functional L:
L = G(q,q0) + λTN(q,q0) (2.1)
where the Navier-Stokes equations N(q,q0) are the constraints associated
with the lagrangian multipliers λ.
By requiring the variation of the augmented functional L w.r.t. (with
respect to) to the Lagrangian multipliers to be null we find:
∂L
∂λT
δλT = N(q,q0)δλ
T = 0 (2.2)
Since (2.2) must hold for a generic δλ, we retrieve the Navier-Stokes equa-
tions. Then, by deriving L by the state variable q we get an equation for
the lagrangian multipliers, which are also called the adjoint field :
∂L
∂q
δq =
(
∂G
∂q
+ λT
∂N
∂q
)
δq = 0 (2.3)
The third equation of the Lagrangian problem writes:
∂L
∂q0
δq0 =
(
∂G
∂q0
+ λT
∂N
∂q0
)
δq0 (2.4)
It must be noticed at this point that, once the equations (2.2) and (2.3) are
fulfilled, the partial and the total derivatives of L w.r.t. q0 coincide, in fact
the total derivative by definition can be written as:
dL
dq0
=
∂L
∂q
∂q
∂q0
+
∂L
∂λT
∂λT
∂q0
+
∂L
∂q0
(2.5)
Hence, assuming (2.2) and (2.3):
dL
dq0
=
∂L
∂q0
=
d(G(q) + λTN(q,q0))
dq0
=
dG(q)
dq0
(2.6)
Combining the (2.4) and (2.6) we get what is called the optimality condition:
dG(q)
dq0
δq0 =
(
∂G
∂q0
+ λT
∂N
∂q0
)
δq0 (2.7)
which represents the sensitivity of the flow to an inlet perturbation.
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In our case the control variable q0 is an inlet modification. In the case
the spatial growth rate, −ki, at a given section xj has to be controlled, the
gain G is defined as:
gj = −ki(xj) (2.8)
As a consequence:
∂G
∂q0
= 0;
∂G
∂q
=
∂G
∂qj
∂qj
∂q
(2.9)
The term
∂qj
∂q
which relates the solution of the pressure and velocity fields
at a certain axial position x = xj to the solution of the Navier-Stokes
equations in the whole domain corresponds to an interpolation matrix. The
interpolation is needed because we want to be able to find the flow field
at any xj while q is defined, after the discretization, only on the grid. In
contrast, if the global amplification of the spatial branch in the flow has to
be controlled, the gain G is defined as:
Gint = −
∫ xmax
0
kidx (2.10)
In discrete form Gint can be approximated as:
Gint = −
NL∑
j=1
αjki(xj) (2.11)
where the coefficients αj are suitably derived by an integration formula and
NL is the number of sections along the axial directions that are considered.
In this case:
∂G
∂q0
= 0;
∂G
∂q
=
NL∑
j=1
∂G
∂qj
∂qj
∂q
(2.12)
2.2 Application to the case of a Batchelor
vortex
It is now considered the case of evolution of the flow when a Batchelor vortex
is imposed as inlet condition. Non-dimensional variables are introduced by
selecting as length scale the core size R and as velocity scale the far field
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velocity U∞, the vortex velocity components are:
Ur = 0
Ut = S
1−er2
r
Ux = 1− αe−r2
(2.13)
where the wake deficit is α = 1 − Uc
U∞ and the swirl parameter is defined
as S = ΩcR
U∞ . The non-dimensional velocity components of the Batchelor
vortex, whose parameters are α = 0.667 and S = 0.333, are represented in
Figure 2.1 and 2.2.
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Figure 2.1: Ux component of
the Batchelor vortex with pa-
rameters α = 0.667 and S =
0.333.
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Figure 2.2: Ut component of
the Batchelor vortex with pa-
rameters α = 0.667 and S =
0.333.
2.2.1 Direct field
The first step to be taken is to find the solution of the (2.2), which means
solving the Navier-Stokes equations in the whole domain. These equations,
in non-dimensional form, for a steady, incompressible and laminar flow,
write:
U · ∇U = −∇p+ 1
Re
∆U (2.14)
∇ ·U = 0 (2.15)
The Reynolds number has been defined as: Re = U∞R
ν
, where ν designates
the kinematic viscosity. The velocity vector components, in cylindrical co-
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ordinates, are U = (Ur, Uφ, Ux).
The direct field equations in cylindrical coordinates, assuming the field
to be axisimmetric, write:
Ur
∂Ur
∂r
+ Ux
∂Ur
∂x
− U
2
φ
r
= −∂p
∂r
+
1
Re
[
1
r
∂
∂r
(
r
∂Ur
∂r
)
+
∂2Ur
∂x2
− Ur
r2
]
Ur
∂Uφ
∂r
+ Ux
∂Uφ
∂x
+
UrUφ
r
=
1
Re
[
1
r
∂
∂r
(
r
∂Uφ
∂r
)
+
∂2Uφ
∂x2
− Uφ
r2
]
Ur
∂Ux
∂r
+ Ux
∂Ux
∂x
= −∂p
∂x
+
1
Re
[
1
r
∂
∂r
(
r
∂Ux
∂r
)
+
∂2Ux
∂x2
]
1
r
∂(rUr)
∂r
+
∂Ux
∂x
= 0
(2.16)
Equations (2.16) can be solved discretizing the differential operators using
the staggered pseudospectral Chebyshev-Chebyshev collocation method and
solving the resulting non-linear system with the Newton-Raphson method.
We refer to Appendix A for a detailed explanation. Figures 2.3, 2.4, 2.5 and
2.6 show the solution for the velocity and pressure fields. It should be notice
that the radial component of the velocity is everywhere much smaller than
the other two components, which means that this flow is slowly evolving
in the streamwise direction. This weakly non-parallelism of the flow allows
local stability analyses.
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Figure 2.3: Axial velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 15.
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Figure 2.4: Tangential velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 15.
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Figure 2.5: Radial velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 15.
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Figure 2.6: Pressure field. Numerical parameters: Nx = 40;Ny = 60; rmax =
10;L = 15.
28
2.2.2 Adjoint field
The second step to be taken is to solve the (2.3) to find the lagrangian
multipliers. This is a linear equation and the solution can be written as:
λT = −
(
NL∑
j=1
∂G
∂qj
∂qj
∂q
)
∂N
∂q
−1
(2.17)
Once the (2.2) is solved the term ∂N
∂q
is known and corresponds to the
Jacobian operator of the system of the Navier-Stokes equations. Finally,
the term ∂G
∂qj
can be written as:
∂G
∂qj
= −αj ∂ki(xj)
∂qxj
(2.18)
Recalling the results obtained for the local spatial stability analysis sen-
sitivity (see Section 1.4):
δk = −(u
† · (∇u)H − u∗ · ∇u†, δUb)
(u†, (C1 + 2kC2)u)
(2.19)
and considering that, at a fixed xj, Ub coincides with qxj , we have an
expression for ∂G
∂qj
:
∂G
∂qj
= −∂ki(xj)
∂qxj
= =
{
∇Ubk∗W
u†HW(C1 + 2kC2)u
∣∣∣∣
xj
}
(2.20)
where the subscript i designates the imaginary part.
Spatial stability analysis
As it has already been said in Section 1.4, in the case of spatial stability the
problem to be solved is a quadratic eigenvalue problem. In order to carry
out, in a fast and effective way, the local spatial instability analysis required
to evaluate the (2.20), we make use of the Gaster’s transformation, see B.2
for a more detailed explanation. This transformation relates the growth
rate of the eigenvalues of the temporal analysis with the growth rate of the
eigenvalues of the spatial analysis. The unstable mode that corresponds to
m = 1 has been considered.
29
2.2.3 Optimality condition
Finally, from (2.4) and (2.3), the variation of the gain function G w.r.t. an
inlet perturbation can be written:
∆G =
dG
dq0
δq0 = −
(
NL∑
j=1
∂G
∂qj
∂qj
∂q
)
∂N
∂q
−1 ∂N
∂q0
δq0 (2.21)
The vector dG
dq0
represents the gain sensitivity to a variation of the inlet con-
dition. Specifically, dG
dq0
has three components, namely ∂G
∂Ur
, ∂G
∂Ut
, ∂G
∂Ux
, which
are the sensitivity maps to an inlet modification of the radial, azimuthal
and axial velocity component. These maps are reported in Figure 2.7. We
refer to section 2.4.1 for a comprehensive discussion.
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Figure 2.7: Sensitivity maps of the flow obtained for a Reynolds number
equal to Re=100.
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2.3 Validation
Formula (2.7) has been validated by taking an inlet perturbation δq0 and
estimating the modified gain with equation (2.7):
G(q0 + δq0) = G(q0) +
dG
dq0
δq0 (2.22)
This value is compared with the one obtained by carrying out a DNS with
inlet condition q0 + δq0.
When a perturbation is imposed at the inlet the whole flow field varies
in the domain. It should be noticed that the local variation of the base
flow along the axial direction varies significantly with the shape of the per-
turbation. In Figure 2.8 and 2.9 two different cases are shown. In these
figures the norm of the variation of the flow field along the axial direction is
evaluated and then normalized with the norm of the perturbation imposed
at the inlet. The first case refers to a perturbation of the axial velocity of
the form:
δUx0 = −e−r2 (2.23)
where  = 0.01.
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Figure 2.8: Base flow evolution due to an inlet perturbation of Ux0,  = 0.01.
The norm of the perturbation has been normalized with its initial norm.
The second case refers to a perturbation of the azimuthal velocity of the
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form:
δUt0 = −(1− e−r2)/r (2.24)
where  = 0.01.
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Figure 2.9: Base flow evolution due to an inlet perturbation of Ut0,  = 0.01.
The norm of the perturbation has been normalized with its initial norm.
As it is shown in Figure 2.8 and 2.9 the perturbation, while evolving in
the axial direction, is damped. The error of (2.7) is expected to be smaller
evolving in the axial direction. In this case in fact equation (1.64), which
gives the linear variation of the growth rates, is more accurate because the
base-flow modification is smaller.
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2.3.1 Local growth rate validation
We first consider the case where the cost function G is the local spatial
growth rate at section xj:
gj = −ki(x = xj) (2.25)
We want now to calculate the gain variation ∆gj when a modification of
the flow is imposed at the inlet. According to the (2.7), the variation of the
growth rate ki can be computed as:
δki = − dgj
dq0
δq0 (2.26)
Let define the relative error as:
Error% =
∣∣∣∣∣(δk˜i − δki)δk˜i
∣∣∣∣∣ 100 (2.27)
where δk˜i is the exact growth rate modification associated with an inlet
modification δq0. Specifically δk˜i is defined as δk˜i = =(kpert − k) where
kpert is the growth rate obtained by carrying out a DNS with inlet condition
q0 + δq0 and a subsequent linear stability analysis.
Perturbation of the axial velocity
We first consider the perturbation in the axial direction of the type δUx0 =
−e−r2 with  = 0.01. With such a perturbation the variation of the gain
function, gj, with respect to the axial position xj where the gain is com-
puted, is shown in Figure 2.10.
The percentage error, evaluated as in (2.27), as a function of the axial
coordinate x has been plotted in Figure 2.11.
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Figure 2.10: Gain variation due to an inlet perturbation of the form δUx0 =
e−r
2
,  = 0.01. The gain functions of the perturbed and unperturbed
system are evaluated through the spatial stability analysis on the DNS with
perturbed and unperturbed inlet conditon.
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Figure 2.11: Percentage error between the growth rate variation predicted
by the model and the growth rate variation evaluated from the stability
analysis on the DNS with perturbed and unperturbed systems. Inlet per-
turbation of the form δUx0 = −e−r2 .
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Perturbation of the azimuthal velocity
The perturbation in the azimuthal direction, δUt0 = −(1 − e−r2)/r with
 = 0.01, is now considered. The resulting variation of the gain function, gj,
with respect to the axial position xj where the gain is computed, is shown
in Figure 2.12. The percentage error that is found when approximating
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Figure 2.12: Gain variation due to an inlet perturbation of the form
δUt0 = −(1 − e−r2)/r,  = 0.01. The gain functions of the perturbed and
unperturbed system are evaluated through the spatial stability analysis on
the DNS with perturbed and unperturbed inlet conditon.
the value of δki(x = xL) with equation (2.26) as a function of the axial
coordinate x has been plotted in Figure 2.13.
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Figure 2.13: Percentage error between the growth rate variation predicted
by the model and the growth rate variation evaluated from the stability
analysis on the DNS with perturbed and unperturbed systems. Inlet per-
turbation of the form δUt0 = −(1− e−r2)/r.
Comparison between the two cases
It can be seen from Figure 2.14 that, in case of the perturbation of the axial
velocity, the variation of the gain follows approximately the same behaviour
of the perturbation of the base flow, i.e. it becomes smaller while evolving
in the axial direction. This means that the largest unstable growth rates,
which are the ones close to the inlet of the domain, are also the ones which
are more significantly modified. Differentely, when the azimuthal velocity
is perturbed, the growth rates that experience the largest change are not
the ones close to the inlet, see Figure 2.15.
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inlet perturbation of the form
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2.3.2 Global gain validation
We now consider G defined as in Eq. (2.11). The trapezoidal formula
has been used for the numerical integration and hence to find the weight
coefficients αj for the discrete integrals. When the grid spacing is non-
uniform, the integration formula writes:∫ a
a
f(x)dx ≈ 1
2
N−1∑
k=1
(xk+1 − xk)[f(xk+1)− f(xk)] (2.28)
It can be easily verified that the αj write as follows:
α1 =
1
2
(x2 − x1)
αj =
1
2
(xj+1 − xj−1) ∀j = 2, ..., N − 1
αN =
1
2
(xN − xN−1)
(2.29)
The values of the integrated growth rates ki computed through direct
simulation and by Eq. (2.7) have been computed. The relative error is
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calculated as:
Error% =
∣∣∣∣∣∣
G(q0 + δq0)−
(
G(q0) +
dG
dq0
δq0
)
G(q0 + δq0)
∣∣∣∣∣∣ 100 (2.30)
where G(q0 + δq0) is computed by carrying out a DNS and a subsequent
linear stability analysis of the perturbed system. For the two cases consid-
ered in the previous paragraphs, hence for the perturbations δUx0 = −e−r2
and δUt0 = −(1 − e−r2)/r the following results are found: in Figure 2.16
and 2.17 it is shown how the gain function can be varied by varying the
value of  and what is the corresponding prediction of our linear model.
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Figure 2.16: Percentage variation of the gain function G (as in Eq. (2.11))
with respect to the  variation of an inlet perturbation of the form δUx0 =
−e−r2 . The variation of the gain calculated through direct simulation is
compared with the variation of the gain predicted by the linear model.
Note that the linear estimation correctly captures the gain variation at
small values of . Conversely, due to the nonlinear dependance of the gain
on the magnitude of the perturbation the error increases at large . Still,
the linear regime is associated with a significant variation of the gain, which
can be predicted by means of the sensitivity analysis.
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Figure 2.17: Percentage variation of the gain function G (as in Eq. (2.11))
with respect to the  variation of an inlet perturbation of the form δUt0 =
−(1−e−r2)/r. The variation of the gain calculated though direct simulation
is compared with the variation of the gain predicted by the linear model.
2.4 Optimal inlet perturbation
The norm of a vector can be defined by means of the weighted scalar product
as:
‖u‖W =
√
(u,u)W (2.31)
The variation of the gain function G can be interpreted as:
∆G =
dG
dq0
δq0 =
(
dG
dq0
W−1
)
Wδq0 =
 dGdq0W−1︸ ︷︷ ︸
∇δq0G
, δq0
 (2.32)
where the quantity ∇δq0G is the sensitivity of the flow to a variation of
the inlet conditions. The problem of the optimal disturbance can now be
addressed. Let us assume to fix the norm of the disturbance, indicated as
‖δq0‖. It can be shown, and it will be shown in two different ways, that the
optimal disturbance has to be proportional to the sensitivity vector ∇δq0G.
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Demonstration by means of the Cauchy-Swartz inequality
Let us rename the two vectors ∇δq0G and δq0 as follows:{
∇δq0G = x
δq0 = y
(2.33)
In a complex vectorial space V , where the hermitian product holds, the
Cauchy-Swartz inequality can be written as:
|(x,y)| ≤ ‖x‖‖y‖ (2.34)
where the equality holds if and only if the vectors x and y satisfies the
relation:
x = λy (2.35)
where λ is a scalar quantity. When the (2.35) is verified and therefore when
the two vectors are parallel, the maximum possible value of the absolute
value of the scalar product on the LHS of the (2.34), being the norms of x
and y fixed quantities, is reached.
Demonstration by means of the Lagrangian multipliers
Let us consider a functional L written as:
L = (∇δq0G, δq0) +
λ
2
((δq0, δq0)− c2) (2.36)
where c is the value of the norm ‖δq0‖ and λ2 is a scalar lagrangian multi-
plier. The quantitites ∇δq0G and δq0 are renamed as follows:{
∇δq0G = s
δq0 = v
(2.37)
Expanding the scalar product, L can be written as:
L =
∫
Ω
s∗ · v dΩ + λ
2
(∫
Ω
v∗ · v dΩ− c2
)
(2.38)
notice that s = s∗ and v = v∗ being both s and v defined in RN . Making
use of the lagrangian multiplier technique, the maximum value of the scalar
40
product (s,v) is reached when the following system is satisfied:
∂L
∂λ
=
∫
Ω
v∗ · v dΩ− c2 = 0 (2.39)
∂L
∂v
δv =
∫
Ω
s · δvdΩ + λ
∫
Ω
v · δv dΩ = 0 (2.40)
The (2.40) can be re-written as:∫
Ω
(s + λv) · δv dΩ = 0 (2.41)
Since the variables considered are continuous and the (2.40) holds ∀Ω, the
localization theorem can be applied, thus leading to:
(s + λv) · δv = 0 (2.42)
Finally, being δv a generic infinitesimal variation of v, it means that:
s + λv = 0 (2.43)
which shows that v and s must be parallel.
2.4.1 Optimal inlet perturbation
Let consider the energy norm and its relative defined scalar product. Let
fix the energy of the disturbance that has to be injected as the control. Its
norm c satisfies:
c2 = ‖δq0‖2E =
∫
Ω
δq20rdrdφ = δq
T
0Wδq0 (2.44)
In this case the flow modification is given by the scalar product:
∆G =
dG
dq0
δq0 =
(
dG
dq0
W−1
)
Wδq0 =
(
dG
dq0
W−1, δq0
)
E
(2.45)
Hence, the optimal shape of the perturbation will be:
s =
dG
dq0
W−1 (2.46)
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which means that the linear optimal disturbance with energy (δq0, δq0)E =
c2 is:
δqopt0 = c
s√
sTW s
(2.47)
The sensitivity map for the three components of the velocity, computed
through the energy norm, is reported in Figure 2.18. The shapes of the
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Figure 2.18: Sensitivity maps of the flow.
curves suggest how to optimally control the disturbance in order to obtain
desidered effects in a linearized framework. For example, the azimuthal
velocity, and therefore the swirl parameter, should be decreased to increase
the gain. The same effect is obtained by increasing the radial velocity.
Interestingly, the axial velocity, which depends on the α parameter, should
be lowered close to the axial line and then increased at the vortex periphery.
This, in fact, heighten the amplitude of the exponential decay. Note that the
maps shown in Figure 2.18 present, close to the axis, the peculiar features
that have already been discussed in 1.2.2. The non-regular behaviour on the
axis is due to the fact that the discrete adjoint has been used to solve the
lagrangian problem, therefore the boundary conditions are automatically
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inherited by the direct problem and the weight matrix is close to be singular
when r → 0.
Let name δU0opt a perturbation whose components are:
δUr0 =
∂G
∂Ur
w−1
δUt0 =
∂G
∂Ut
w−1
δUx0 =
∂G
∂Ux
w−1
(2.48)
where w is the weight matrix associated with each component of the sen-
sitivity. The variation of the gain w.r.t.  for an inlet modification of the
form δU0 = δU0opt , corresponding to the optimal one, is represented in
Figure 2.19. As expected, the value of the gain is highly increased even for
very small value of . The gain percentage variation reaches the maximum
value of approximately 350% when  ' 0.0125.
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Figure 2.19: Percentage variation of the gain function G (as in Eq. (2.11))
with respect to the  variation of an inlet perturbation of the form δU0 =
δU0opt . The variation of the gain calculated though direct simulation is
compared with the variation of the gain predicted by the linear model.
Note that if the weight matrix of the scalar product is the identity ma-
trix, W = I, dG
dq0
is the optimal inlet modification according to the discrete
43
scalar product (u,v) = uTv. As a consequence, the optimal inlet pertur-
bation depends on the discretization because the chosen norm does. In
contrast, if a norm which corresponds to a physical quantity, such as the
energy norm, is used, then the optimal inlet perturbation becomes insensi-
tive to the discretization. For instance in Figures 2.20, 2.21 and 2.22 the
linear optimal perturbation associated with the energy norm is reported for
different grids. All the curves well collapse.
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Figure 2.20: Sensitivity map of the flow to an inlet perturbation of the
radial velocity for two different spatial resolutions: Nr = 30 and Nr = 45.
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Figure 2.21: Sensitivity map of the flow to an inlet perturbation of the
azimuthal velocity for two different spatial resolutions: Nr = 30 and Nr =
45.
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Figure 2.22: Sensitivity map of the flow to an inlet perturbation of the axial
velocity for two different spatial resolutions: Nr = 30 and Nr = 45.
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Chapter 3
Sensitivity to the inflow
conditions for a set of
parabolized flow equations
In this chapter an alternative formulation valid in the limit of parabolic
Navier-Stokes equations is presented and validated. It can be observed
from the results of the global sensitivity analysis, Chapter 2, that the base
flow evolves only gradually in the axial direction and that the axial gradi-
ents are small compared with the radial ones, making the stream surfaces
approximately cylindrical. This particular feature of the base state allows
for a simplification of the equations which transforms the more general
Navier-Stokes equations in a system of equations which are parabolic in
the streamwise direction, allowing a marching technique for their numerical
solution as for the boundary layer equations. The parabolic formulation is
computationally more convenient than the global one. The latter, in fact,
requires to use a DNS solver and then to invert the Jacobian matrix of the
direct problem, which is, computationally, costly. The lagrangian problem
is ri-formulated and the sensitivity to the inflow conditions is computed in
the parabolic framework. The sensitivity maps retrieved are then compared
to the ones of the global formulation. Finally, the differences between the
two models are presented and discussed.
3.1 Quasi-cylindrical equations
Let consider, as in Chapter 2, a base state which is steady, laminar, in-
compressible and axisymmetric. The Navier-Stokes equations in cylindrical
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coordinates for an axisymmetric flow write:
1
r
∂rur
∂r
+
∂ux
∂x
= 0
ur
∂ux
∂r
+ ux
∂ux
∂x
= −1
ρ
∂p
∂x
+ ν
[
1
r
∂
∂r
(
r
∂ux
∂r
)
+
∂2ux
∂x2
]
ur
∂ur
∂r
+ ux
∂ur
∂x
− u
2
φ
r
= −1
ρ
∂p
∂r
+ ν
[
1
r
∂
∂r
(
r
∂ur
∂r
)
+
∂2ur
∂x2
− ur
r2
]
ur
∂uφ
∂r
+ ux
∂uφ
∂x
+
uruφ
r
= ν
[
1
r
∂
∂r
(
r
∂uφ
∂r
)
+
∂2uφ
∂x2
− uφ
r2
]
(3.1)
Let now re-write the variables by introducing non-dimensional quantities,
with the superscript ,˜ and scale them as follows:
ux = Uxu˜x p = ρU
2
x p˜
ur = Uru˜r r = δr˜
uφ = Uφu˜φ x = Lx˜
(3.2)
By introducing them in the (3.1) we have:
1
r˜
∂r˜u˜r
∂r˜
+
δ
L
Ux
Ur
∂u˜x
∂x˜
= 0
u˜r
∂u˜x
∂r˜
+
δ
L
Ux
Ur
u˜x
∂u˜x
∂x˜
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∂x˜
+
1
Reδ
L
δ
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1
r˜
∂
∂r˜
(
r˜
∂u˜x
∂r˜
)
+
δ2
L2
∂2u˜x
∂x˜2
]
u˜r
∂u˜r
∂r˜
+
δ
L
Ux
Ur
u˜x
∂u˜r
∂x˜
− U
2
φ
U2r
u˜2φ
r˜
= −U
2
x
U2r
∂p˜
∂r˜
+
1
Reδ
L
δ
[
1
r˜
∂
∂r˜
(
r˜
∂u˜r
∂r˜
)
+
δ2
L2
∂2u˜r
∂x˜2
− u˜r
r˜2
]
u˜r
∂u˜φ
∂r˜
+
δ
L
Ux
Ur
u˜x
∂u˜φ
∂x˜
+
u˜ru˜φ
r˜
=
1
Reδ
L
δ
[
1
r˜
∂
∂r˜
(
r˜
∂u˜φ
∂r˜
)
+
δ2
L2
∂2u˜φ
∂x˜2
− u˜φ
r˜2
]
(3.3)
In the boundary layer limit the radial gauge is smaller than the streamwise
one, yelding  = δ
L
 1. By considering that both the terms in the con-
tinuity equation must have the same order of magnitude we get a relation
between the length scales and the velocity scales in the axial and radial
directions:
1
r˜
∂r˜u˜r
∂r˜
+
δ
L
Ux
Ur
∂u˜x
∂x˜
= 0 → δ
L
≈ Ur
Ux
(3.4)
Let now define two Reynolds numbers:
Reδ =
ν
δUx
; ReL =
ν
LUx
(3.5)
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From the x-momentum we get:
u˜r
∂u˜x
∂r˜
+
δ
L
Ux
Ur
u˜x
∂u˜x
∂x˜
= −∂p˜
∂x˜
+
1
Reδ
L
δ
[
1
r˜
∂
∂r˜
(
r˜
∂u˜x
∂r˜
)
+
δ2
L2
∂2u˜x
∂x˜2
]
→ δ
L
≈
(
1
Reδ
)
=
(
1
ReL
)1/2 (3.6)
and from the r-momentum:
u˜r
∂u˜r
∂r˜
+
δ
L
Ux
Ur
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∂u˜r
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− U
2
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u˜2φ
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)
+
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r˜2
]
→ Uφ = Ux
(3.7)
Let consider a flow with a sufficiently high Reynolds number such that:
1
Reδ
=  1 (3.8)
We can therefore neglect all the terms of order of magnitude 2, hence:
1
r˜
∂r˜u˜r
∂r˜
+
δ
L
Ux
Ur
∂u˜x
∂x˜
= 0
u˜r
∂u˜x
∂r˜
+
δ
L
Ux
Ur
u˜x
∂u˜x
∂x˜
= −∂p˜
∂x˜
+
+
1
Reδ
L
δ
[
1
r˜
∂
∂r˜
(
r˜
∂u˜x
∂r˜
)
+



δ2
L2
∂2u˜x
∂x˜2
]




u˜r
∂u˜r
∂r˜
+
δ
L
Ux
Ur
u˜x
∂u˜r
∂x˜
− U
2
φ
U2r
u˜2φ
r˜
= −U
2
x
U2r
∂p˜
∂r˜
+
((((
((((
((((
((((
((((1
Reδ
L
δ
[
1
r˜
∂
∂r˜
(
r˜
∂u˜r
∂r˜
)
+
δ2
L2
∂2u˜r
∂x˜2
− u˜r
r˜2
]
u˜r
∂u˜φ
∂r˜
+
δ
L
Ux
Ur
u˜x
∂u˜φ
∂x˜
+
u˜ru˜φ
r˜
=
1
Reδ
L
δ
[
1
r˜
∂
∂r˜
(
r˜
∂u˜φ
∂r˜
)
+



δ2
L2
∂2u˜φ
∂x˜2
− u˜φ
r˜2
]
(3.9)
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The resulting equations can be written as:
1
r˜
∂r˜u˜r
∂r˜
+
∂u˜x
∂x˜
= 0
u˜r
∂u˜x
∂r˜
+ u˜x
∂u˜x
∂x˜
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∂x˜
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r˜
∂
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r˜
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∂r˜
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u˜2φ
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u˜r
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∂r˜
+ u˜x
∂u˜φ
∂x˜
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u˜ru˜φ
r˜
=
[
1
r˜
∂
∂r˜
(
r˜
∂u˜φ
∂r˜
)
− u˜φ
r˜2
]
(3.10)
If we now come back and non-dimensionalize only using δ and Ux as char-
acteristic length and velocity (before we used two length scales, δ and L,
and two velocity scales, Ux = Uφ and Ur), we obtain:
r = δr˜ x = δx p = ρU2x p˜ ux = Uxu˜x uφ = Uxu˜φ ur = Uxur (3.11)
⇒ x˜ = δ
L
x =
1
Reδ
x u˜r =
Ux
Ur
ur = Reδur (3.12)
Finally, the equations become:
1
r˜
∂rur
∂r˜
+
∂u˜x
∂x
= 0
ur
∂u˜x
∂r˜
+ u˜x
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Reδ
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∂
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∂u˜φ
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)
− u˜φ
r˜2
]
(3.13)
It should be noticed that this system of equations is parabolic and therefore
can be solved by marching in the streamwise direction. Calling with the su-
perscript ‘n’ the solution of the system at a certain position xn, the solution
at the ‘n+ 1’ step, corresponding to the position xn+1 = xn + δx, where δx
is the step length, can be written, by using an explicit Euler method which
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is equivalent to a forward first order finite difference scheme, as:
Un+1φ = U
n
φ +
δx
Unx
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(3.14)
These equations are called quasi-cylindrical or boundary layer equations,
see Hall (1967), the latter name is due to the similar approximation that is
made when passing from the general Navier-Stokes equations to the classic
boundary layer equations.
3.2 Lagrangian formulation
Let rename the state variables at the axial position xn as:
Unφ = v
n
1 p
n = vn2 U
n
x = v
n
3 U
n
r = v
n
4 (3.15)
The control parameter v0 = (v
0
1, v
0
2, v
0
3, v
0
4) is the inlet condition. The ob-
jective function G(vn,v0) is any flow-dependant scalar quantity that can be
modified using the control variable, where:
vn = (vn1 , v
n
2 , v
n
3 , v
n
4 ) (3.16)
Let us define the functional L:
L =
N∑
n=1
G(vn,v0) +
N∑
n=2
[
λn
T
1 (v
n
1 − f1(vn−11 , vn−13 , vn−14 )) + λn
T
2 (v
n
2 − f2(vn1 ))+
+λn
T
3 (v
n
3 − f3(vn−12 , vn2 , vn−13 , vn−14 )) + λn
T
4 (v
n
4 − f4(vn−13 , vn3 ))
]
+
+ λ1
T
1 (v
1
1 − v01) + λ1
T
2 (v
1
2 − v02) + λ1
T
3 (v
1
3 − v03) + λ1
T
4 (v
1
4 − v04)
(3.17)
being N = L/δx, namely the number of points in the streamwise direction.
We called with f1, f2, f3, f4 the terms on the RHS of Eq. (3.28). The term
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λni is the lagrangian multiplier related to the state variable v
n
i . To simplify
the notation we will refer to Eq. (3.14) as BL(vn) and to the boundary
conditions equations as BC(v1,v0). The functional can be re-written as:
L =
N∑
n=1
G(vn,v0) +
N∑
n=2
λn
T
BL(vn) + λ1
T
BC(v1,v0) (3.18)
By requiring the variation of the augmented functional L w.r.t. to the
Lagrangian multiplier λn, for n = 2, ..., N , to be null we find the quasi-
cylindrical equations which describe the direct field:
∂L
∂λn
T δλ
nT = BL(vn)δλn
T
= 0; n = 2, ..., N (3.19)
Then, by requiring the variation of the augmented functional L w.r.t. to
the Lagrangian multiplier λ1 to be null we find the boundary conditions:
∂L
∂λ1
T δλ
1T = BC(v1,v0)δλ
1T = 0 (3.20)
Then, by deriving L by the state variable vn we get a set of equations,
which solve the adjoint field :
∂L
∂vn
δvn =
(
∂G
∂vn
+ λn
T ∂BL
∂vn
+ λ1
T ∂BC
∂vn
)
δvn = 0; n = 2, ..., N
∂L
∂v1
δv1 =
(
∂G
∂v1
+ λ1
T ∂BC
∂v1
)
δv1 = 0; n = 1
(3.21)
The third equation of the Lagrangian problem writes:
∂L
∂v0
δv0 =
(
∂G
∂v0
+ λ1
T ∂BC
∂v0
)
δv0 (3.22)
Following the same procedure of Chapter , once the equations (3.19), (3.20)
and (3.21) are fulfilled, the partial and the total derivatives of L w.r.t. v0
coincide:
dL
dv0
=
∂L
∂v
∂v
∂v0
+
∂L
∂λT
∂λT
∂v0
+
∂L
∂v0
(3.23)
Hence:
dL
dv0
δv0 =
∂L
∂v0
δv0 = λ
1T ∂BC
∂v0
δv0 (3.24)
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Combining the (3.22) and (3.24) we get the optimality condition:
dG(v)
dv0
δv0 =
(
∂G
∂v0
+ λ1
T ∂BC
∂v0
)
δv0 (3.25)
which represents the sensitivity of the flow to an inlet perturbation in the
parabolic formulation.
If the gain is computed as described in Section 2.1, xk being the axial
positions where the local sensitivity is evaluated, we have:
∂G
∂v0
= 0;
∂G
∂vij
= 0 ∀j 6= k (3.26)
3.3 Application to the case of a Batchelor
vortex
As in the global formulation case, it is now considered the evolution of the
flow when a Batchelor vortex is imposed as inlet condition. The vortex
considered has the same parameters of the global case, therefore the inlet
conditions of the direct problem will be:
v01 = S
1−er2
r
v02 = −
∫ r
∞
v0
2
1
r′ dr
′
v03 = 1− αe−r2
v04 = 0
(3.27)
where α = 0.667 and S = 0.333 and the initial pressure v02 has been chosen
in order to satisfy the momentum equation in the radial direction.
3.3.1 Direct field
The first step to be taken is to find the solution of the (3.14), which means
solving the quasi-cylindrical equations by marching forward in the stream-
wise direction. By making use of the notation introduced in the previous
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paragraph, equations (3.14) can be re-written as:
vn+11 = v
n
1 +
δx
vn3
[
−vn4
∂vn1
∂r
− v
n
4 v
n
1
r
+
1
Re
[
∂
∂r
(
1
r
∂rvn1
∂r
)]]
vn+12 = −
∫ r
∞
v
(n+1)2
1
r′
dr′ + v2∞
vn+13 = v
n
3 +
δx
vn3
[
−vn4
∂vn3
∂r
− v
n+1
2 − vn2
δx
+
1
Re
[
1
r
∂
∂r
(
r
∂vn3
∂r
)]]
vn+14 = −
1
r
∫ r
0
r′
vn+13 − vn3
δx
dr′
(3.28)
From now on, we will refer to the Reynolds number Reδ =
δUx
ν
simply as
Re. The axial evolution of the Batchelor vortex, whose components are
written in (2.13), is considered. In the case the Reynolds number equals to
Re = 100, the velocity and pressure fields that are found, are reported in
Figures 3.1, 3.2, 3.3 and 3.4.
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Figure 3.1: Axial velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 15.
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Figure 3.2: Tangential velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 15.
x
r
Ur
0 1 2 3 4 5 6 7 8 9 100
1
2
3
4
5
−0.02
−0.015
−0.01
−0.005
0
Figure 3.3: Radial velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 15.
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Figure 3.4: Pressure field. Numerical parameters: Nx = 40;Ny = 60; rmax =
10;L = 15.
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Comparison between the parabolic and the DNS solver
In order to verify the validity of the model and to make sure to use the
quasi-cylindrical equations consistently, the base flow solution of the global
formulation and the one obtained by Eq. (3.14), named BL, is compared.
Figures from 3.5 to 3.12 show the components of the velocity and pressure
field at different axial positions for both the global and the parabolic for-
mulations. For comparison purposes also the DNS results obtained by the
spectral element solver Nek5000 have been plotted.
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Figure 3.5: Velocity field components in x = 0. Re = 100.
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Figure 3.6: Velocity field components in x = 0.2. Re = 100.
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Figure 3.7: Velocity field components in x = 0.5. Re = 100.
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Figure 3.8: Velocity field components in x = 1. Re = 100.
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Figure 3.9: Velocity field components in x = 2. Re = 100.
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Figure 3.10: Velocity field components in x = 3. Re = 100.
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Figure 3.11: Velocity field components in x = 4. Re = 100.
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Figure 3.12: Velocity field components in x = 7. Re = 100.
As it can be seen by the pictures, the biggest differences in the solution
concern the radial component of the velocity and the pressure field. The
discrepancy between the radial velocities is directly explainable by the quasi-
cylindrical approximation, which by its nature considers the gradients in the
axial direction to be much larger than the ones in the radial direction. The
difference in the pressure field derives primarily from the different approach
in the solution of an elliptic with respect to a parabolic system. In the
former the pressure must not be imposed as a boundary condition on the
same boundary on which the velocity field is fully specified but it adjusts
itself in order to satisfy the continuity equation, while in the latter the
pressure must be imposed at the initial step in order to be able to march
forward. However, while evolving in the axial direction, the pressure aligns
well with the global solution, and the rate of this alignment depends on
how good is the approximation of the inlet pressure, namely how much the
initial guess is close to the inlet condition of the global solution. It should
be also underlined that the quasi-cylindrical approximation, as the classical
boundary layer approximation, holds only when the characteristics lengths
ratio δ/L is small enough, this meaning that results are accurate for axial
positions which are far enough from the inlet.
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3.3.2 Adjoint field
The second step to be taken is finding the adjoint field. The equations that
must be solved in order to find λ are:
• Section x = xN :
∂L
∂vN4
δvN4 = 0 →
∂G
∂vN4
+ λN4 = 0
∂L
∂vN3
δvN3 = 0 →
∂G
∂vN3
+ λN3 − λN
T
4
∂f4
∂v3
(vN−13 , v
N
3 ) = 0
∂L
∂vN2
δvN2 = 0 → λN
T
2 − λN
T
3
∂f3
∂v2
(vN−12 , v
N
2 , v
N−1
3 , v
N−1
4 ) = 0
∂L
∂vN1
δvN1 = 0 →
∂G
∂vN1
+ λN
T
1 − λN
T
2
∂f2
∂v1
(vN1 ) = 0
(3.29)
• Section x = xn for 2 ≤ n < N :
∂L
∂vn4
δvn4 = 0 →
∂G
∂vn4
+ λn4 − λn+1
T
3
∂f3
∂v4
(vn2 , v
n
2 + 1, v
n
3 , v
n
4 )− λn+1
T
1
∂f1
∂v4
(vn1 , v
n
3 , v
n
4 ) = 0
∂L
∂vn3
δvn3 = 0 →
∂G
∂vn3
+ λn
T
3 − λn
T
4
∂f4
∂v3
(vn−13 , v
n
3 )− λn+1
T
4
∂f4
∂v3
(vn3 , v
n+1
3 )+
− λnT3
∂f3
∂v3
(vn2 , v
n+1
2 , v
n
3 , v
n
4 )− λn+1
T
1
∂f1
∂v3
(vn1 , v
n
3 , v
n
4 ) = 0
∂L
∂vn2
δvn2 = 0 → λn
T
2 − λn
T
3
∂f3
∂v2
(vn−12 , v
n
2 , v
n−1
3 , v
n−1
4 )+
− λn+1T3
∂f3
∂v2
(vn2 , v
n+1
2 , v
n
3 , v
n
4 ) = 0
∂L
∂vn1
δvn1 = 0 →
∂G
∂vn1
+ λn
T
1 − λn
T
2
∂f2
∂v1
(vn1 )− λn+1
T
1
∂f1
∂v1
(vn1 , v
n
3 , v
n
4 ) = 0
(3.30)
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• Section x = x1:
∂L
∂v14
δv14 = 0 →
∂G
∂v14
+ λ1
T
4 − λ2
T
3
∂f3
∂v4
(v12, v
2
2, v
1
3, v
1
4)− λ2
T
1
∂f1
∂v4
(v11, v
1
3, v
1
4) = 0
∂L
∂v13
δv13 = 0 →
∂G
∂v13
+ λ1
T
3 − λ2
T
4
∂f4
∂v3
(v13, v
2
3)− λ2
T
3
∂f3
∂v3
(v12, v
2
2, v
1
3, v
1
4)+
− λ2T1
∂f1
∂v3
(v11, v
1
3, v
1
4) = 0
∂L
∂v12
δv12 = 0 → λ1
T
2 − λ2
T
3
∂f3
∂v2
(v12, v
2
2, v
1
3, v
1
4) = 0
∂L
∂v11
δv11 = 0 →
∂G
∂v11
+ λ1
T
1 − λ2
T
1
∂f1
∂v1
(v11, v
1
3, v
1
4) = 0
(3.31)
The term ∂G
∂vij
is the same local sensitivity of the global formulation and
computed as in (2.20). Notice that the adjoint equations must be solved by
marching backwards from x = xN to x = x1 and, at each section, from v4
to v1.
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Jacobian matrices
The adjoint equations require the computation of several Jacobian matrices,
the analytical expression of which is reported:
∂f3
∂v4
(vn2 , v
n+1
2 , v
n
3 , v
n
4 ) = −
δx
vn3
D1vn3
∂f1
∂v4
(vn1 , v
n
3 , v
n
4 ) =
δx
vn3
(
−D1vn1 −
vn1
r
)
∂f4
∂v3
(vn−13 , v
n
3 ) = −
1
r
∫ r
0
r′
δx
dr′
∂f4
∂v3
(vn3 , v
n+1
3 ) =
1
r
∫ r
0
r′
δx
dr′
∂f3
∂v3
(vn2 , v
n+1
2 , v
n
3 , v
n
4 ) = 1 +
δx
vn3
[
−vn4D1 +
1
Re
(
1
r
D1 +D2
)]
+
− δx
vn
2
3
[
−vn4D1vn3 −
vn+12 − vn2
δx
+
1
Re
(
1
r
D1vn3 +D2v
n
3
)]
∂f1
∂v3
(vn1 , v
n
3 , v
n
4 ) = −
δx
vn
2
3
[
−vn4D1vn1 −
vn4 v
n
1
r
+
1
Re
(
1
r
D1vn1 −
vn1
r2
+D2vn1
)]
∂f3
∂v2
(vn−12 , v
n
2 , v
n−1
3 , v
n−1
4 ) = −
1
vn−13
∂f3
∂v2
(vn2 , v
n+1
2 , v
n
3 , v
n
4 ) =
1
vn3
∂f2
∂v1
(vn1 ) =
∫ r
∞
2vn1
r′
dr′
∂f1
∂v1
(vn1 , v
n
3 , v
n
4 ) = 1 +
δx
vn3
[
−vn4D1−
vn4
r
+
1
Re
(
1
r
D1− 1
r2
+D2
)]
(3.32)
the terms D1 and D2 indicate, respectively, the operators ∂
∂r
and ∂
2
∂r2
.
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3.3.3 Optimality condition
From (3.25) we can find the optimality condition equations, which write:
∂L
∂v04
δv04 =
dG
dv04
δv04 = −λ1
T
4 δv
0
4
∂L
∂v03
δv03 =
dG
dv03
δv03 = −λ1
T
3 δv
0
3
∂L
∂v01
δv01 =
dG
dv01
δv01 =
(
−λ1T1 − λ1
T
2
∂f2
∂v1
(v01)
)
δv01
(3.33)
The term dG
dv0
=
(
dG
dv01
, dG
dv03
, dG
dv04
)
represents the gain sensitivity to a variation
of the inlet condition. Its three components correspond to the sensitivity
maps to an inlet modification of the azimuthal, axial and radial velocity
component. These maps, already scaled as explained in Section 2.4, are
reported in Figure 3.13.
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Figure 3.13: Sensitivity maps of the flow obtained for a Reynolds number
equal to Re=100.
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According to the parabolic formulation in order to increase the gain,
the azimuthal velocity should be increased close to the axial line and then
decreased soon afterwards. The same effect is obtained by increasing the
radial velocity. The different behaviour of the map with respect to the radial
component of the sensitivity in the global and parabolic formulations, see
Figure 3.14 where the two maps are superimposed, can be explained by the
quasi-cylindrical approximation and the diversity between the base flows
in the two models. In contrast with the global formulation case and most
evident difference between the two maps, the sensivity map of the radial
component is not monotonous close to the axial line. However, the two
maps still predict that the axial velocity, which depends on the α parameter,
should be first lowered close to the axial line and then increased at the vortex
periphery, heightening the wake deficit.
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Figure 3.14: Comparison between the sensitivity maps related to the global
and parabolic formulation.
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3.4 Validation
Formula (3.25) has been validated by taking an inlet perturbation δq0 and
estimating the modified gain with equation:
G(v0 + δv0) = G(v0) +
dG
dv0
δv0 (3.34)
This value is compared with the one obtained by solving the quasi-cylindrical
equations with inlet condition v0 + δv0. The perturbations considered are
the same as in the global formulation, namely a perturbation of the axial
velocity of the form δUx0 = −e−r2 , and a perturbation of the azimuthal
velocity of the form δUt0 = −(1− e−r2)/r.
3.4.1 Local growth rate validation
The simplified case, where the cost function G is the local spatial growth
rate at section xj is considered:
gj = −ki(x = xj) (3.35)
According to the (3.25), the variation of the growth rate ki can be computed
as:
δki = − dgj
dv0
δv0 (3.36)
Let define the relative error as:
Error% =
∣∣∣∣∣(δk˜i − δki)δk˜i
∣∣∣∣∣ 100 (3.37)
where δk˜i is the exact growth rate modification associated with an inlet
modification δv0. Specifically δk˜i is defined as δk˜i = =(kpert−k) where kpert
is the growth rate obtained by solving the quasy-cylindrical equations and
making a subsequent linear stability analysis with inlet condition v0 + δv0.
Perturbation of the axial velocity
We first consider the perturbation in the axial direction of the type δUx0 =
−e−r2 with  = 0.01. With such a perturbation the variation of the gain
function, gj, with respect to the axial position xj where the gain is com-
puted, is shown in Figure 3.15. The percentage error that is found when
approximating the value of δki(x = xL) with Eq. (3.36) as a function of the
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Figure 3.15: Gain variation due to an inlet perturbation of the form
δUx0 = −e−r2 ,  = 0.01. The gain functions of the perturbed and un-
perturbed system are evaluated through the spatial stability analysis of the
two systems.
axial coordinate x has been plotted in Figure 3.16.
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Figure 3.16: Percentage error related to the gain variation due to an inlet
perturbation of the form δUx0 = −e−r2 ,  = 0.01.
Perturbation of the azimuthal velocity
The perturbation in the azimuthal direction, δUt0 = −(1 − e−r2)/r with
 = 0.01, is now considered. With such a perturbation the variation of
the gain function, gj, with respect to the axial position xj where the gain
is computed, is shown in Figure 3.17. The percentage error that is found
when approximating the value of δki(x = xL) with the (3.36) as a function
of the axial coordinate x has been plotted in Figure 3.18.
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Figure 3.17: Gain variation due to an inlet perturbation of the form
δUt0 = −(1 − e−r2)/r,  = 0.01. The gain functions of the perturbed and
unperturbed system are evaluated through the spatial stability analysis of
the two systems.
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Figure 3.18: Percentage error due to an inlet perturbation of the form
δUt0 = −(1− e−r2)/r,  = 0.01.
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3.4.2 Estimation of the global gain
We now consider G defined as:
Gint = −
∫ xmax
0
kidx (3.38)
The trapezoidal formula has been used for the numerical integration. The
values of the integrated growth rates ki computed through the linear sta-
bility analysis of the perturbed system and through (3.25) have been com-
puted. The relative error is calculated as:
Error% =
∣∣∣∣∣∣
G(v0 + δv0)−
(
G(v0) +
dG
dv0
δv0
)
G(v0 + δv0)
∣∣∣∣∣∣ 100 (3.39)
where G(v0 + δv0) is computed by carrying out a DNS at G(v0 + δv0).
For the two cases considered in the previous paragraphs, hence for the
perturbations δUx0 = −e−r2 and δUt0 = −(1 − e−r2)/r with the same
parameters α, S the following results are found: in Figure 3.19 and 3.20 it
is shown how the gain function can be varied by varying the value of  and
what is the corresponding prediction of our linear model.
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Figure 3.19: Percentage variation of the gain function with respect to the
 variation of an inlet perturbation of the form δUx0 = −e−r2 . The varia-
tion of the gain calculated though direct simulation is compared with the
variation of the gain predicted by the linear model.
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Figure 3.20: Percentage variation of the gain function with respect to the 
variation of an inlet perturbation of the form δUt0 = −(1 − e−r2)/r. The
variation of the gain calculated though direct simulation is compared with
the variation of the gain predicted by the linear model.
Note as the linear estimation correctly captures the gain variation at
small . Conversely as in the global formulation case, due to the nonlinear
dependance of the gain on the magnitude of the perturbation the error
increases at large . Still, the linear regime is associated with a significant
variation of the gain which can be predicted by means of a linear analysis.
3.4.3 Global - parabolic formulation comparison
A comparison between the results obtained by the global and the parabolic
formulation should be made in order to have a better understanding of the
the main differences and similarities between the two models. In Figure
3.21 and 3.22 are shown together the results of the two models. Although
the variation of the gain predicted by DNS and quasi-cylindrical equations,
and the respective linear models, is not quantitatively the same, the curves
have qualitatively a similar behaviour.
Let now focus only on the values of  for which the linear approximation
of our models is well aligned with the result obtained, respectively, by DNS
solver and by the quasi-cylindrical equations. In Figure 3.23 the results
of the gain variation with respect to small values of  are presented, both
for the global and the parabolic formulation, when the axial velocity is
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Figure 3.21: Percentage variation of the gain function with respect to the 
variation of an inlet perturbation of the form δUx0 = −e−r2 . The variation
of the gain calculated though direct simulation is compared with the vari-
ation of the gain predicted by the linear model. Comparison between the
global and the parabolic models.
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Figure 3.22: Percentage variation of the gain function with respect to the
 variation of an inlet perturbation of the form δUt0 = −(1 − e−r2)/r.
The variation of the gain calculated though direct simulation is compared
with the variation of the gain predicted by the linear model. Comparison
between the global and the parabolic models.
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perturbed. In Figure 3.24 is reported the same but with the azimuthal
velocity perturbation.
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Figure 3.23: Percentage variation of the gain function with respect to the
 variation of an inlet perturbation of the form δUt0 = −e−r2 . Effect of
small  perturbations and comparison between the global and the parabolic
models.
The linear models of the parabolic and global formulations approximate
perfectly the non-linear results but the slope of the curves obtained by DNS
is, in general, not the same of that predicted by the parabolic solver. This
difference is attributed to the fact that the direct problems are not identical.
However, the error which is done by using a parabolic formulation instead
of a global one is small, and the sensitivity maps obtained in the first case
are very close to the ones obtained in the second one, this meaning that a
faster and simpler computation technique can be suitably used with a very
good level of reliability for the case at issue.
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Figure 3.24: Percentage variation of the gain function with respect to the
 variation of an inlet perturbation of the form δUt0 = −(1 − e−r2)/r.
Effect of small  perturbations and comparison between the global and the
parabolic models.
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Chapter 4
Application to a wind turbine
hub vortex
The global and parabolic inlet sensitivity analyses previously formulated,
are now applied to a real swirling flow. Namely, a typical wind turbine wake
is considered, where two vorticity structures are present: the helicoidal tip
vortices and the hub vortex. The tip vortices are shed from the tip of the
blades and are rapidly convected downstream because located at the wake
periphery where high streamwise velocity is present. The hub vortex is a
nearly streamwise-oriented vorticity structure located approximately at the
wake centre. In the case of uniform oncoming flow, this phenomenon was ex-
plained by Iungo et al. (2013) as the appearance of a counter-winding and
co-rotating single-helix unstable mode amplified in the wake of the wind
turbine. These results have been confirmed in the experimental work of
Okulov et al. (2014) where, through laser doppler anemometry (LDA) and
particle image velocimetry (PIV) visualization, these authors found that
the wake dynamics is associated with a precession of the helical vortex core
at a constant Strouhal number. Moreover, Kang et al. (2014) carried out
LES simulations which included all geometrical details of the wind turbine
by a curvilinear immersed-boundary method with evidence of large-scale
meandering motions.
In this section we study the sensitivity of the helical hub-vortex instabil-
ity with respect to a mean-flow modification in the near wake. As explained
in Chapters 2 and 3, given the velocity profile at inlet, our analysis provides
the sensitivity maps with respect to a variation of the inlet conditions. Thus,
both in the global and parabolic approach the flow velocity in the domain
results from the solution of the direct equations. Rather than a Batchelor
vortex profile, we now consider as inlet condition the time-averaged velocity
field measured at the streamwise position x/d = 0.75 for of a downscaled
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wind turbine. The oncoming flow is uniform and the time-averaged flow is
axisymmetric. These measurements were performed in the boundary-layer
wind tunnel of the Wind Engineering and Renewable Energy Laboratory
(WIRE) of the Ecole Polytechnique Federale de Lausanne (EPFL) and were
used in the stability analysis of Viola et al. (2014). For details on the exper-
imental set-up and measurement techniques we refer to Iungo et al. (2013).
For this data-set, the Reynolds number based on the turbine diameter, d,
and the oncoming velocity at the hub, Uhub, is Re = 72000 and the flow
is turbulent. Hence, the steady Navier-Stokes equations imposed as a con-
straint in the lagrangian formulations (2.1) and (2.3) are replaced by the
RANS equations in cylindrical coordinates. The closure problem of RANS
equations is tackled by enforcing a Boussinesq equation where the resulting
eddy-viscosity νt is allowed to vary in the streamwise direction only. The
goodness of this turbulence model for the considered data-set was assessed
by Viola et al. (2014) and the eddy-viscosity calibrated on the experimental
data is here reported in Figure 4.1.
Figure 4.1: Nondimensional eddy-viscosity. Figure taken from Viola et al.
(2014). The value of νt used in this work corresponds to the Uniform EV.
This chapter is organized as follows. The RANS equations in cylindrical
coordinates and the stability analysis for turbulent mean flows are summa-
rized in Section 4.1. Then, the inlet sensitivity analysis of the hub-vortex
instability is carried with global approach in Section 4.2 and with parabolic
approach in Section 4.3. Finally, a comparison of global and parabolic ap-
proach is discussed in Section 4.4.
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4.1 RANS equations
The flow developed in the wake of a wind turbine is turbulent and is de-
scribed by the Navier-Stokes equations:
∂U
∂t
+ U · ∇U = −∇p+∇ · 1
Re
[∇U +∇TU] = 0. (4.1)
Following the approach of Reynolds & Hussain (1972), the unsteady turbu-
lent flow U(x, t) can be written using the triple decomposition:
U(x, t) = U(x) + u˜(x, t) + u′(x, t) (4.2)
where U(x) is the time-averaged base flow, u˜(x, t) is the coherent fluctua-
tion and u′(x, t) is the turbulent motion. In our analysis, the term u˜(x, t)
is related to the stability of the flow: if u˜ tends to grow the flow is unsta-
ble whereas if it tends to decay the flow is stable. By injecting the triple
decomposition (4.2) in the Navier-Stokes equations and time averaging the
RANS equations are obtained:
U · ∇U = −∇p+∇ · ((Re−1 + νt)[∇U +∇TU]) = 0, (4.3)
where νt is the nondimensional eddy-viscosity which has to be modeled. We
have used here the eddy-viscosity calibrated on the experimental data which
is uniform in the radial direction and varies in the streamwise position.
As detailed in Reynolds & Hussain (1972) at first order the coherent
fluctuation satisfies:
∇ · u˜ = 0
∂u˜
∂t
+∇u˜ ·U +∇U · u˜ = −∇p˜+ 1
Re
∆u˜ +∇ · (νt[∇u˜ +∇T u˜])
(4.4)
This equations are linear and a typical modal expansion is used in stability
analysis:
u˜ = ˆ˜uei(kx−ωt+mθ) + c.c. (4.5)
where c.c. designates the complex conjugate. Hence, similarly to the sta-
bility analysis for laminar flows described in section 1.4, we investigate the
evolution of m−helical perturbations u˜ which are advected in the wake with
frequency ω ∈ R. The real part, kr, of the complex number k corresponds
to the streamwise wavenumber, and the imaginary part, ki, is the spatial
growth rate: the perturbation grows in space if −ki > 0, otherwise gets
damped.
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4.2 Inlet sensitivity - global stability formu-
lation
As explained in Section 2.1 the inlet sensitivity is made of the following
steps: (i) first the direct equations are solved, then (ii) the adjoint problem
and finally the (iii) the optimality condition defines the sensitivity maps.
Like in the case of Batchelor vortex, the direct field is computed by a direct
numerical simulation and the local linear sensitivity analyses are carried out
at different axial sections. The local sensitivities appear as forcing terms in
the adjoint equations.
The gain G is defined as in (2.10), namely the integral of the growth rates
in the streamwise direction.
Gint = −
∫ xmax
0
kidx (4.6)
where the growth rates −ki come from the linear stability analysis of the
turbulent flow (as explained in Sec. 4.1).
The functional L is written as follows:
L = G(q) + λTRANS(q,q0) (4.7)
where the constraints associated with the lagrangian multiplier λ are the
RANS equations reported in 4.1.
4.2.1 Direct field
The solution of the direct field, see Figures 4.2, 4.3, 4.4 and 4.5, is the
first step to be taken in order to find the sensitivity maps. The direct field
is found by solving the equations (4.4), see Appendix A on the numerical
method. The radial component of the velocity field results of order of mag-
nitude smaller than the other two components allowing, as in the Batchelor
vortex case, to consider the flow to be parallel in the local linear stability
analysis.
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Figure 4.2: Axial velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 5.
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Figure 4.3: Tangential velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 5.
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Figure 4.4: Radial velocity field. Numerical parameters: Nx = 40;Ny =
60; rmax = 10;L = 5.
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Figure 4.5: Pressure field. Numerical parameters: Nx = 40;Ny = 60; rmax =
10;L = 5.
4.2.2 Sensitivity maps - global stability formulation
The equation which describes the sensitivity to the inflow conditions in the
global stability formulation is recalled:
dG(q)
dq0
δq0 = −
(
NL∑
j=1
∂G
∂qj
∂qj
∂q
)
∂N
∂q
−1 ∂N
∂q0
δq0 (4.8)
where N now stands for the RANS equations (4.4). The solution of (4.8)
gives the sensitivity maps to an inlet modification which are reported in
Figure 4.6.
It results that in order to increase the gain, the azimuthal velocity has
to be increased. The same effect is obtained by increasing the radial veloc-
ity. The axial velocity, should be first lowered close to the axial line and
then increased at the vortex periphery, heightening the wake deficit. Note
that the sensitivity maps are qualitatively similar to the ones found for the
Batchelor case (compare Figure 4.6 with Figure 2.18) with the exception
of the sensitivity map related to the tangential velocity which is reversed
w.r.t. the r axis. However, the same qualitative behaviour for the azimuthal
sensitivity map can be retrieved for a Batchelor vortex with a different swirl
parameter w.r.t. to the one considered.
4.2.3 Validation
In order to validate formula (4.8) a small inlet perturbation δq0 is con-
sidered, and the gain G(q0 + δq0) of the direct field with inlet condition
q0 + δq0 is computed. Hence, for small values of  the gain variation
G(q0 + δq0) − G(q0) has to be equal to the gradient  dGdq0δq0, which is
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Figure 4.6: Sensitivity maps of the wind turbine wake. Numerical parame-
ters: Nx = 35;Ny = 60; rmax = 10;L = 5;NxL = 20.
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given by (4.8) :
∆G ≡ G(q0 + δq0)−G(q0)︸ ︷︷ ︸
RANS
≈ dG
dq0
δq0︸ ︷︷ ︸
adjoint analysis
(4.9)
This value is compared with the one obtained by the linear spatial stability
analysis of a DNS of the modified base flow with inlet condition q0 + δq0.
We report here the results for a perturbation of the tangential velocity
of the form:
δUt0 = (1− e−8r2)/(8r) (4.10)
The pertubation has been chosen in order to act in the region of the flow
where the azimuthal component of the velocity is not negligible, in Figure
4.7 the inlet condition of the base flow and the perturbance δUt0, for  = 0.2,
have been plotted.
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Figure 4.7: Superimposition of the azimuthal inlet condition of the flow and
of the inlet perturbation of the form δUt0 = (1−e−8r2)/(8r) when  = 0.2.
The absolute percentage variation of the gain w.r.t. the variation of
the  parameter for the considered perturbation is represented in Figure
4.8. Note that, as in the case of the Batchelor vortex, the linear estimation
correctly captures the gain variation at small , see Figure 4.9. It should
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be also underlined that despite being small, the  considered are able to
significantly increase the gain predicted by the linear stability analysis.
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Figure 4.8: Absolute gain variation due to an inlet perturbation of the form
δUt0 = (1− e−8r2)/(8r). The gain functions of the perturbed and unper-
turbed system are evaluated through the linear spatial stability analysis of
the two systems.
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Figure 4.9: Detail of the absolute gain variation due to an inlet perturbation
of the form δUt0 = (1−e−8r2)/(8r) for small values of . The gain functions
of the perturbed and unperturbed system are evaluated through the linear
spatial stability analysis of the two systems.
4.3 Inlet sensitivity - parabolic formulation
The parabolic formulation is now applied to the case of wind turbine wake.
Following the procedure described in 3.2 we will first evaluate the velocity
and pressure field in the domain by means of the quasi-cylindrical RANS
equations. After solving the adjoint equation (3.21), we are able, from
(3.25), to compute the sensitivity maps. The lagrangian functional that is
considered is:
L =
N∑
n=1
G(vn,v0) +
N∑
n=2
λn
T
RANSpar(v
n) + λ1
T
BC(v1,v0) (4.11)
where the constraints associated with the lagrangian multiplier λn
T
are the
parabolized RANS equations.
4.3.1 Direct field
The solution of the direct field within the parabolic formulation is reported
in Figures 4.10, 4.11 and 4.12. The direct field is solved by solving the
quasi-cylindrical equations (3.14). The radial component of the velocity
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field results of order of magnitude smaller than the other two components
allowing, as in the Batchelor vortex case, to consider the flow locally paral-
lel, in the linear stability analysis. Note that the solution of the direct field
in the parabolic formulation is very similar to the one obtained in the global
approach (compare with Figures 4.2, 4.3 and 4.4). The main difference be-
tween the two solutions is, as expected, the radial velocity field on which
the strongest assumptions have been made. However, the radial velocity
field is of order of magnitude smaller than the axial and azimuthal velocity
fields and will be neglected in the local linear stability analysis.
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Figure 4.10: Axial velocity field. Parabolic formulation. Numerical param-
eters: Nr = 60; δx = 10
−5; rmax = 10;L = 2.
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Figure 4.11: Azimuthal velocity field. Parabolic formulation. Numerical
parameters: Nr = 60; δx = 10
−5; rmax = 10;L = 2.
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Figure 4.12: Radial velocity field. Parabolic formulation. Numerical pa-
rameters: Nr = 60; δx = 10
−5; rmax = 10;L = 2.
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Figure 4.13: Pressure field. Parabolic formulation. Numerical parameters:
Nr = 60; δx = 10
−5; rmax = 10;L = 2.
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4.3.2 Sensitivity maps - parabolic formulation
The sensitivity maps obtained in the parabolic formulation are reported in
Figure 4.14. According to the parabolic formulation in order to increase the
gain, the radial velocity should be little decreased close to the axial line and
then increased soon afterwards. The same effect is obtained by increasing
the azimuthal velocity.
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Figure 4.14: Sensitivity maps of the wind turbine wake obtained by the
parabolic approach. Numerical parameters: Nr = 60; δx = 10
−4; rmax =
10;L = 2;NxL = 20.
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4.3.3 Validation
We consider the same perturbation of the tangential velocity used in the
global approach:
δUt0 = (1− e−8r2)/(8r). (4.12)
The absolute percentage variation of the gain w.r.t. the variation of the
 parameter for the considered perturbation, in the parabolic formulation,
is represented in Figure 4.15. As in the global formulation the linear es-
timation correctly captures the gain variation at small , see Figure 4.16.
Again, we underline that despite being small, the  considered are able to
significantly increase the gain predicted by the linear stability analysis.
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Figure 4.15: Absolute gain variation due to an inlet perturbation of the form
δUt0 = (1− e−8r2)/(8r). The gain functions of the perturbed and unper-
turbed system are evaluated through the linear spatial stability analysis of
the two systems.
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Figure 4.16: Detail of the absolute gain variation due to an inlet perturba-
tion of the form δUt0 = (1 − e−8r2)/(8r) for small values of . The gain
functions of the perturbed and unperturbed system are evaluated through
the linear spatial stability analysis of the two systems.
4.4 Comparison between the global and parabolic
formulations
The sensitivity maps obtained by the global and parabolic approach have
been superimposed in Figure 4.17. Both maps predict that the axial veloc-
ity should be first lowered close to the axial line and then increased at the
vortex periphery, heightening the wake deficit. In addition an increase of
the azimuthal velocity is positively correlated with the gain variation. The
different behaviour of the maps with respect to the radial component is prob-
ably due to the quasi-cylindrical approximation and the difference between
the base flows in the two models. Although the two maps present some
differences the optimal disturbance predicted is alike. It should be noted
that the parabolic approach is computationally cheaper than the global
one. Moreover, the parabolic formulation allows the solution for extremely
lengthy domains.
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Figure 4.17: Superimposition of the sensitivity maps of the wind turbine
wake obtained by the global and parabolic formulation.
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Conclusions
Swirling flows in nature manifest helical instabilities which are associated
to different mechanisms such as Kelvin-Helmotz instabilities, centrifugal in-
stabilities and Kelvin modes. The appearance and the topology of these
instabilities strongly depend on the azimuthal and streamwise velocity pro-
files and on the streamwise evolution of the flow.
In this thesis we proposed an innovative formulation to investigate the
sensitivity of swirling flow instabilities to inlet perturbations. At first, the
local sensitivity to a local modification of the base flow has been derived in
Chapter 1. Thus, a lagragian analysis is presented to determine the sensitiv-
ity of the instability to a modification of the inlet condition. Leveraging on
boundary layer assumptions, an alternative lagrangian formulation is then
presented in Chapter 3.
These global and parabolic analyses have been validated at first using
the non-parallel Batchelor vortex (Batchelor, 1962). Hence, the methods
have been applied to investigate the near-wake sensitivity of the hub-vortex
instability, which is present in wind turbine wakes.
As shown in Chapters 2 and 3, the global gain modification due to a
sufficiently small inlet perturbation is correctly predicted by both meth-
ods. Notwithstanding the sensitivity obtained in the global framework is
more accurate, the sensitivity obtained by parabolic framework is shown
to effectively reproduce, within the limits of its approximation, the correct
results.
The importance of the parabolic formulation is due to the fact that it
is computationally cheaper than the global analysis. Its effectiveness allows
for a further development and might be ri-formulated in order to take into
account the presence of a ground boundary layer, thus for a problem where
the hypothesis of an axisymmetric flow does not hold.
Specifically, the sensitivity maps suggest where and how the control
should act on the flow. The present work can be therefore interpreted as a
first step towards the design of a control system able to optimize the energy
harvesting in a wind farm.
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Appendix A
Numerical methods
A.1 Local stability analysis
The local temporal and spatial analyses are carried out by mean of a pseudo
spectral numerical method implemented in Matlab. Specifically, the system
of equations (1.23) and (1.50) are discretized through Chebyshev colloca-
tion, as detailed in Viola (2016). The Gauss-Lobatto-Chebyshev (GLC)
collocation grid ζ ∈ [−1, 1] is mapped into the physical space ζ ∈ [0, rmax]
through the algebraic mapping:
r =
Lrmax(1 + ζ)
2L+ rmax(1− ζ) , (A.1)
where the parameter L is used to cluster the points in the range [0, L]. In
the case of temporal analysis, a generalized eigenvalue problem is obtained:
Aq = λBq, (A.2)
and is solved by using the Matlab function eig, which computes the eigen-
pairs (λ, q). Similarly, when a spatial analysis is carried out, the associated
quadratic eigenvalue problem is given:
C0q + kC1q + k
2C2q = 0. (A.3)
The eigenvalues k and eigenvectors q are calculated through the Matlab
function polyeig.
In the present work we set N = 60, L = 3 and rmax = 10 for the
investigation on the Batchelor vortex, and N = 60, L = 0.5 and rmax = 10
in the application case to wind turbine wake. The computational sensitivity
related to the number of collocation points, N , and the size of the physical
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domain is shown in Viola (2016) and is not reported here for the sake of
brevity.
A.2 Global analysis
In the global inlet sensitivity analysis, the direct (2.2) and adjoint (2.3)
equations are discretized using the staggered pseudospectral Chebyshev-
Chebyshev collocation method presented in Viola (2016) and here briefly
summarized. The three velocity components Ur, Uθ, Uz are defined at the
Gauss-Lobatto-Chebyshev (GLC) nodes, whereas the pressure is staggered
on a different grid, which is generated with Gauss-Chebyshev nodes (GC).
Specifically, the momentum equation is collocated at the GLC nodes, and
the pressure is interpolated from GC points to GLC points. Conversely the
continuity equation is enforced on the GC grid and the velocity components
are interpolated from the GLC grid. Consequently the two grids are mapped
in the physical domain r ∈ [0, rmax = 10] and x ∈ [0, xmax = 2]. The
truncated algebraic mapping (A.1) is used in the radial direction along wih
a linear mapping x = (1 + ζ)xmax/2 in the axial direction. The Pn − Pn−2
formulation has been used in order to avoid spurious pressure modes by
simply setting NGC = NGLC − 2, see Canuto (2007) for a comprehensive
discussion.
In the case of direct field computation the equations are nonlinear and are
solved through an iterative Newton method which is made of the following
steps:
1. Find an approximate guess solution q = (U, p) which satisfies the
boundary conditions.
2. Solve for δq = (δU, δp) in:(∇() ·U +∇U · ()−∇ · [(Re−1 + νt)(∇+∇T )] ∇
∇T 0
)(
δU
δp
)
=
−
(∇U ·U +∇p−∇ · [(Re−1 + νt)(∇+∇T )U]
∇TU
)
,
(A.4)
where the matrix at the rhs is the Jacobian matrix designated by ∂N
∂q
in Section 2.2.2.
3. Set q = q + δq
4. Compute the L2-norm of δu. If ||u||L2 > 10−12 go to step 2
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5. Set the direct field to q
Regarding the computation of the adjoint field, the linear system (2.3)
is solved in Matlab using the UMFPACK library.
A.3 Parabolic analysis
The parabolic set of equations (3.14) are discretized in the radial direction
using a Chebyshev pseudospectral collocation method, in a similar fashion
to the method used for the local analyses (see Sec. A.1). The truncated
algebraic mapping (A.1) maps the computational domain [−1, 1] into the
physical space [0, rmax]. The mapping parameters rmax and L are set equal
to (10, 3) for the Batchelor vortex study and to (10, 0.5) for the wind tur-
bine case. The number of nodes in the radial direction is typically Nr = 60.
Thus the parabolic equations are marched in the streamwise direction x by
using an explicit Euler method which is equivalent to a forward first order
finite difference scheme. The magnitude of the integration step δx is set
small enough for convergence to be attained, and is typically δx = 5 · 10−5.
Finally, the integrals in the radial direction appearing in equations (3.14)
are computed numerically using the cumulative trapezoidal rule.
The same numerical scheme is adopted to solve the adjoint parabolic equa-
tions (3.21).
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Appendix B
Local stability analysis detailed
explanation
B.1 Temporal stability analysis
B.1.1 Reynolds varying temporal stability analysis
The first unstable mode that corresponds to m = 1 has been considered.
The shape of this mode varies while changing the flow Reynolds number.
For small Reynolds numbers this mode presents viscous effects at small wave
numbers therefore the curve that relates the temporal growth rate ωi and
the wavenumber k is found to be different from the typical bell shape of
higher Reynolds number. In Figure B.1 the same mode has been plotted
for different Reynolds numbers. Figure B.2 shows the detail of the different
behaviour at small wavenumbers.
As the flow is evolving in the domain the most unstable eigenvalue varies
as well. It has been verified that for the selected parameters α and S the
most unstable mode is, and remain in the whole domain, the one that
corresponds to the wavenumber m = 1 in the azimuthal direction. The
evolution of that mode is depicted in Figure B.3 where the growth rate ωi
has been plotted for different values of x uniformely distributed in the axial
direction .
B.2 Gaster’s transformation
Gaster’s transformation gives a relation between growth rates obtained by
temporal analysis and growth rates from spatial analysis. Let us assume a
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Figure B.1: Unstable mode corresponding to m = 1 for the Batchelor vortex
with α = 0.333, S = 0.667 for different Reynolds numbers.
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Figure B.2: Detail of the different behaviour of the unstable mode at small
wavenumbers.
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Figure B.3: Temporal growth rate evolution in the axial direction.
dispersion relation of the general form:
D(k, ω,Re) = 0 (B.1)
The total differential form writes:
dD =
∂D
∂k
dk +
∂D
∂ω
dω +
∂D
∂Re
dRe = 0 (B.2)
Taking α0, ω0 on the neutral stability curve, therefore where αi = ωi = 0,
and considering that Reynolds numbers are real, we get:
dω|α0 = −dRe
∂D
∂Re
/
∂D
∂ω
(B.3)
dα|ω0 = −dRe
∂D
∂Re
/
∂D
∂α
(B.4)
dω|Re0 = −dα
∂D
∂α
/
∂D
∂ω
=
∂ω
∂α
∣∣∣∣
Re0
dα (B.5)
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Then it follows:
dω|α0 = dα|ω0
∂D/∂α
∂D/∂ω
=
∂ω
∂α
∣∣∣∣
Re0
dα|ω0 = −cgdα|ω0 (B.6)
where cg denotes the group velocity. The last equation relates a small change
in α to a small change in ω through the group velocity.
B.3 Spatial stability analysis
Once the approximation of the spatial eigenvalues is known through the
Gaster’s transformation it is possible to carry out the spatial analysis. In
Figure B.4 is shown the difference between the growth rates of the spatial
eigenvalues and their approximations evaluated by means of the Gaster’s
transformation.
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Figure B.4: Growth rates evaluation along the axial direction through
Gaster approximation and direct calculation.
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