An automatic system aimed at producing a compact tridimensional description of indoor environments using a mobile 3D laser scanner is described in this paper. The resulting description is made up of a Multi-Level Surface Map (MLSM) and a series of plane patches extracted from the MLSM. We propose a novel
The problem of building maps in large and unknown environments meanwhile the system localizes itself, widely known as the SLAM problem, has been intensively studied by the robotics community during the last ten years [1] . Basically, the problem at hand is to incrementally add new information to a map whilst estimating the relative displacements between observations and recognizing areas that have been already explored and are present in the map. This problem in two dimensions has been largely studied and in general terms is nowadays considered solved. The latest achievements in SLAM, together with the availability of faster sensors and processors, have foster the interest for extending the SLAM problem to 3D scenarios with 6DoF observers, a context formerly termed as unfeasi-ble due to its high computational demands.
In the present work, we describe an approach that allows to construct 3D maps for large indoor scenarios using a mobile robotic system equipped with a laser sensor mounted on a pan-tilt unit. The resulting tridimen- [7] where they are formally described using a probabilistic approach.
Detecting shapes in tridimensional data sets has been studied from dierent points of view.
Starting from a 3D data point cloud, in [8] , a 2 1 2 dimensional structure is built based on an incremental triangulation algorithm. Similarly, in [9] , the authors develop a plane detection method using a more accurate range noise model for 3D sensors to derive from scratch the expressions for the optimum plane which best ts a point-cloud and for the combined covariance matrix of the planeâs parameters.
The parameters in question are the plane's normal and its distance from the origin. In other works, plane detection is addressed by using the information extracted from imaging sensors. A range imaging sensor is used in [10] , with the goal of segmenting images of indoor environments in terms of horizontal and vertical planes by means of the Normalized-Cuts algorithm. An approach by Hähnel, Burgard and Thrun is presented in [11] . This work describes an algorithm for full 3D shape reconstruction of indoor and outdoor environ- 
In this equation, f represents the laser beam rotation frequency. Let t0 be the instant when the pan-tilt began its tilt movement, then, the time dierence or delay lp till the measurement mp was taken is:
The pan-tilt's tilt speed is adjusted so that tilt angle changes in ρ degrees whilst the laser beam completes a revolution. Thus:
Let lp be known, then, by using a pan-tilt's trapezoidal acceleration scheme, we calculate the tilt angle γ at which each measurement mp was taken. The pan-tilt uses a trapezoidal acceleration scheme to achieve any velocity that is greater than the so called base speed v b . It is considered that the pan-tilt unit can accelerate instantaneously from zero to any speed up to v b . Then γ is calculated by interpolation using this scheme.
The spatial coordinates c = (cx, cy, cz), corresponding to the 3D point where the laser beam impacts, must be calculated for every measurement returned by the laser sensor.
Thus, it is necessary to look for a transformation function f such that:
Let λ be the laser motor, i.e. beam, angle and let u = (ux, uy, uz) be the coordinates from the pan-tilt and laser sensor localization.
The transformation f can be easily found posing this problem as a direct kinematic problem.
From this point of view, our system has three distinct joints. The rst and second joints are identied with the pan-tilt's motors.
The third joint corresponds to the laser sensor motor, considering the laser beam as another link of the chain (g. 1). Then, the transformation f can be determined by means of the Denavit-Hartenberg method [14] . Within our ML maps, each cell ci,j stores a list of blocks b k i,j . The returned measures p = (px, py, pz) are incorporated in a block so px ≥ j · cell_size and px < (j + 1) · cell_size and py ≥ i · cell_size and py < (i + 1) · cell_size.
The cell_size parameter expresses the map resolution. Every block is represented by a tuple (h, σ, d, π), where h is the height, σ the variance, d the depth and π the plane containing it (this last parameter will be explained in the next section). There are two block types: • Every time a new measure (p, σm), where p = (px, py, pz) are the coordinates and σm is the variance corresponding to the measure, the cell ci,j where the measure ts is selected.
• In the block list of the cell ci,j we look for a block (h, σ, d, π • If the new measure is simultaneously collected by two blocks (h1, σ1, d1) and (h2, σ2, d2), then both blocks will be joined in a single vertical block and the old blocks are removed.
• If the measure is not collected by any block, or the block list of the cell is empty, then a new horizontal block will be created with h = pz and σ = σm, and added to the list of cell ci,j.
Plane detection
We have developed, in this work, an algorithm Let M be a ML map that collects a set of blocks b k i,j , so (i, j) is the cell index pair where the block falls in and k is the block index in the cell's list, then the eRMSM algorithm detects and returns a set of planes Π = {Π1, · · · , Πn} in the map. Furthermore, each block is labeled with an index i which indicates that the block matches plane Πi. Matching between a block and a plane implies that the block is close enough to the plane and that the block is part of a block setting with a similar orientation to the plane. When the algorithm stops, each block b k i,j will be represented as (h, σ, d, π) where π is the index of the matching plane. A block that does not match any plane will have π = 0.
The algorithm iteratively produces candidate planes (CP) that are hypothesis of real planes. Each CP gets a score, that is dened as a function of the blocks matching the plane.
As in eRansa, at the end of each iteration the CP with the highest score is accepted as a valid plane only if the probability of not overlooking a better candidate is high enough. However, in the eRMSM algorithm we have changed the estimation of this probability. In our algorithm, the number of CP needed to accept a plane as valid is strongly reduced as we will demonstrate in the sequel. When a CP Π is accepted as a valid plane, each block that matches the plane is labeled with the index i of the plane.
After a CP is accepted, any other CP that matches the accepted plane is removed from the CP list.
Before the algorithm begins, each block b k i,j receives a direction vector ν. This direction vector will be used so just blocks with a similar direction vector will produce a new CP.
This vector is the normal vector to a hypothetic surface formed by the block b k i,j and all the same kind blocks, vertical or horizontal, in a r radious neighborhood of the block. To speed the process up, in eRMSM we use the Chebyshev distance as the selected distance because it does not change the result. Vector ν is calculated by using the principal component analysis (PCA) [16] . As eRMSM does not work over spatial coordinates, but over map blocks, we must supply, from each block, some coordinates that allow to get a vector ν ∈ R 3 .
Two cases can be dierentiated:
• Case 1: the block b k i,j is horizontal. The horizontal blocks are part of the upper or lower surface from some object like the board in a table, or even the oblique surface from some object like a ramp. So, the direction vector that we are looking for can have any orientation in the space. In this case, from the vertical blocks set BV = {b k 1 i 1 ,j 1 , · · · b kn in,jn } that exist in a setting with radius r of b k i,j we can get a point set PV = {p1, · · · , pn} where pi ∈ R 3 . Let b k l i l ,j l = (h l , σ l , d l , π l ), then the corresponding point p l is (i l · cell_size, j l · cell_size, h l ). PCA is applied to PV to compute the normal vector to the surface that has the PV elements.
• Case 2: the block b k i,j is vertical. This block must be part of a vertical object: a wall, a chair back, etc.
Hence, the direction vector in this block must be a vector parallel to ground then. In this case, from the horizontal blocks set
, then the corresponding point p l = (i l · cell_size, j l · cell_size). PCA is applied to PH to compute the normal vector (vnx, vny) to the surface that has the PV elements. Using this two dimensional vector we get the vector VN = (vnx, vny, 0) which is parallel to ground.
After each block has a direction vector assigned, Algorithm 5 is executed.
The candidate planes are generated randomly select- In the eRANSAC algorithm, the CP is determined as the plane that includes the three selected points (see g. 2 (a) and (b)). Contrary, to lter the surface localization error due to measurement errors, our method determines the CP in other way. The plane that is generated from the three blocks CP cpi is determined as a point o and a normal vector to plane VN . The point o is selected as the barycenter of the polygon with the three blocks as vertex and the normal vector VN as the mean between the corresponding direction vectors. Such a CP represents a better hypothesis of a real plane (g. 2 c).
The way a score is assigned to each CP in eRMSM algorithm also varies in relation to previous works.
Since our algorithm works with blocks, instead of point clouds, it is not possible to assign the number of matching points to CP as score, so we propose a new score function. Now, we are going to give a denition of matching between a block and a plane. It is said that a block b k i,j with a direction vector VD matches a plane Π = (o, VN )
if:
• The distance from the block to the plane Hence, a CP that corresponds to a large surface has more possibilities of being found early.
A CP is accepted as valid only if the probability of not overlooking a better candidate is high enough. As we can see in [4] , let ℘ be a cloud of N data points and let Ψ be a shape comprising n points, then the probability of detecting Ψ in a single iteration is
Let k be the minimal number of elements needed to dene a shape k = 3 for planes thus, the probability P (n, s) of successfully detecting a shape after s new candidates have been generated is
At last, the number T of needed candidates to detect a shape of a size n with a probability P (n, T ) ≥ pt, where pt is the minimal desired probability, is
Let equations 5, 6 and 7, and suppose that we have as environment a corner formed by a ground section and two walls. Let the number of points in the cloud be equally spread over the three planes. Hence, each plane has a third part of the total points. Then, as 5 shows, the probability to detect the ground in a single pass is:
In our approach, CP are not generated from any three blocks of the map. On the contrary, each CP is exclusively generated from three neighbor blocks with a similar orientation and therefore similar to the orientation that the plane itself will have. Exploiting that fact, in eRMSM algorithm, let Π be a CP where sc is the surface of the matching blocks to the plane and let so be the total surface of all blocks with a similar orientation to Π, we calculate the probability to nd the plane in a single pass as
In the example of three planes forming a corner, the probability of nding the plane corresponding to the ground in a single pass is 1, since sc = so and then P (sc) ≈ sc so 3 = (1) 3 = 1 (11) In this case, we have enough with only a single generated CP against the 123 needed candidates using the previous approach. This method can validate CP spurious planes or planes with little signicance, i. e. with a small total surface if the matching blocks to the plane represent a high percentage of all blocks with an orientation equal or similar to the generated CP. To avoid this, it suces with a threshold accepting candidate planes only with a score greater than a value sm and thence with a minimal surface.
The algorithm exit condition is reached when a given number of candidates is generated.
Results
The system presented in this paper has been Figure 6 (a) shows a map generated using a 20mm cell size. This map collects 196385 blocks. As in the previous test, dierent colors in gure 6(b) correspond with blocks that match dierent detected planes.
ML maps, in the way we have generated them, easily allow the joining or fusion of different partial maps of adjacent spaces. The laboratory showed in gure 3(b) and the corridor of gure 3(a) are contiguous rooms in the same building. Both spaces were independently mapped using our approach (shown in gure 6(a) and 4. We have been able to generate a single map from both data sets after the poses were corrected using the SLAM 6D software. We can see the resulting map in gure 7.
Conclusions
This paper has described an approach for building compact 3D maps of indoor environments based on multilevel surface maps. This kind of space representation allows to describe the scene with detail andÂ balances spatial resolution and memory cost adequately. These multilevel maps are easily scalable and versatile enough to provide sophisticated spatial information without having to rely on low level data, i.e. clouds of laser data points.
In addition, an ecient algorithm for detecting planes using the multilevel surface maps (eRSMS algorithm) has been proposed.
A key feature of the eRSMS algorithm, that distinguishes it from the original eRANSAC algorithm, is that it does not need to generate a high number of hypothesis in order to identify candidate planes with high probability. Moreover, eRSMS is easily parallelizable, an attractive feature that may be exploited on multicore processors.
While the system described in this paper has proved reliable, there is a large margin for improvement. Future work will be directed towards alleviating the o-line 6D SLAM preprocessing and the associated computational 
