problem where the edge costs correspond to the Euclidean distances to the power of some 28 a P 1; this problem is motivated by data aggregation schemes in wireless sensor networks. 29 We provide a simple constant approximation algorithm, which improves upon previous 30 results when 2 6 a 6 2.7.
In this paper, we present approximation algorithms for a variety of problems occurring in 18 the design of energy-efficient wireless communication networks. We first study the k-sta- 19 tion network problem, where for a set S of stations and some constant k, one wants to 20 assign transmission powers to at most k senders such that every station in S can receive 21 a signal from at least one sender. We give a (1 + )-approximation algorithm for this prob-22 lem. The second problem deals with energy-efficient networks, allowing bounded hop 23 multicast operations, that is given a subset C of the stations S and a designated source node 24 s 2 S, we want to assign powers to the sending stations, such that every node in C can be 25 reached by a transmission from s within k hops. For this problem, we provide an algorithm 26 which runs in time linear in jSj. The last problem deals with a variant of the non-metric TSP 27 problem where the edge costs correspond to the Euclidean distances to the power of some 28 a P 1; this problem is motivated by data aggregation schemes in wireless sensor networks. 29 We provide a simple constant approximation algorithm, which improves upon previous 30 results when 2 6 a 6 2.7. the k-disk cover problem were also discussed in [6] .
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The general broadcast problem -assigning powers to problem is known to be N P-hard (see [7, 3] ), and for arbi-117 trary, non-metric distance functions the problem can also 118 not be approximated better than a log-factor unless 119 P ¼ N P [8] . For the Euclidean setting in the plane, it is 120 known (see [9] ) that the minimum spanning tree induces (see [7, 10] In Section 2 we show how to find a coreset of size inde- In this section we describe how to find a coreset of size
, that is of size independent of n and polynomial in 
Knowing that the coreset is a good representation of the 251 original input set S we will show now that R is also small. posed by Bilo et al. [5] and second, by exhaustive search. 344 We will shortly sketch the algorithm by Bilo et al. [5] 345 which is based on a hierarchical subdivision scheme pro- 
450
It is easy to see that the cost of r 0 for R is not much larger 451 than the cost of r for S. hard to solve (see [13] 
