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Resumo
As noções de pontos umbílicos e linhas de curvatura principal são tradicionalmente estudadas em
superfícies do R3. Nosso objetivo é estender essas noções para superfícies imersas em R4. Para
isto, analisaremos a imagem da segunda forma fundamental, restrita ao círculo unitário, no plano
normal da superfície. Mostraremos que tal imagem é uma elipse, chamada elipse de curvatura.
Os pontos onde a elipse de curvatura se torna um círculo são chamados pontos axiumbílicos e as
linhas correspondentes ao eixo maior e menor da elipse são chamadas, respectivamente, de linhas
axiais principais e médias. Neste trabalho descreveremos a estrutura das linhas axiais principais
de imersões de superfícies em R4 na vizinhança de pontos axiumbílicos genéricos.
Palavras-chave: Elipse de curvatura, pontos axiumbílicos, linhas de curvatura axiais.
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Abstract
The notion of umbilic points and principal curvature lines are traditionally studied in surfaces
of R3. Our goal is to extend these notions to surfaces immersed in R4. For this, we will analyze
the image of the second fundamental form, restricted to the unit circle in the normal plane of
the surface. We show that this image is an ellipse, called ellipse of curvature. The points where
the ellipse of curvature becomes a circle are called axiumbilics points and lines corresponding to
large and small axes of the ellipse are called, respectively, of principal and mean axial lines. In
this work we describe the structure of the principal axial lines on surfaces immersed in R4 in the
neighborhood of generic axiumbilics points.
Keywords: Ellipse of curvature, axiumbilics points, axial curvature lines.
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Introdução
A proposta deste trabalho é estudar os pontos axiumbílicos de superfícies imersas em R4 e suas
bifurcações genéricas, baseado no artigo [4] escrito por Garcia, Sotomayor e Spindola.
A teoria de curvatura de superfície imersas em R3 é uma das mais importantes da Geometria
Diferencial Clássica, um dos mais importantes conceitos dessa teoria é o de curvatura principal
e suas funções simétricas elementares: As curvaturas média e gaussiana. Intimamente ligado
as curvaturas principais estão os campos de direções principais, as suas folheações integrais e as
singularidades umbílicas. Foi Euler o fundador da teoria de curvatura de superfícies, ao introduzir
o cálculo inﬁnitesimal em geometria.
Foi Monge quem observou a importância da conﬁguração principal de uma superfície ao
estudar o elipsóide de três eixos diferentes
x2
a2
+
y2
b2
+
z2
c2
= 1 , a > b > c > 0.
Integrando as equações diferenciais das linhas de curvatura principais, ele encontrou uma família
de curvas integrais no campo de direções principais, tendo observado assim o primeiro exemplo de
folheações com singularidades em uma superfície, dita conﬁguração principal de uma superfície
orientada. Seu aluno Dupin, estendeu essa análise a outras superfícies, criando juntamente
com as observações de seu mestre a teoria global das conﬁgurações principais integráveis, que
para superfícies quadráticas nos dão também aquelas que são estruturalmente estáveis por uma
pequena pertubação nos coeﬁcientes de suas equações.
Posteriormente Darboux, publicou trabalhos que descrevem as possíveis conﬁgurações locais
de uma superfície nas proximidades dos pontos umbílicos genéricos, caracterizando estes através
de condições algébricas do 3-jato, tais pontos são chamados Darbouxianos em sua homenagem.
O matemático universalista francês H.Poincaré e o russo Lyapunov deram forma e sistemazi-
ram a Teoria Qualitativa das Equações Diferenciais. Posteriormente essa teoria foi aprimorada
com os trabalhos de Andronov, Pontriagin e Peixoto, porém o trabalho deles não se alastrou
para teoria clássica da Geometria.
Foi com o trabalho dos matemáticos Sotomayor e Gutierrez que o estudo das conﬁgurações
principais tomaram um novo fôlego, encaixando-se na Teoria Qualitativa das Equações Diferen-
ciais e dos Sistemas Dinâmicos, sendo introduzidos novos conceitos como Estabilidade Estrutural
e Genericidade, esse novo estudo recebeu o nome de Teoria Qualitativa das Equações Diferenciais
da Geometria.
Para a teoria das superfícies imersas de R4, podemos citar como referencial os trabalhos de
Little, Wong e Forsyth. No trabalho de Little aparecem alguns exemplos de campos de direções,
com construção baseada na elipse de curvatura e suas singularidades. A elipse curvatura é a
imagem de kn (curvatura normal de uma superfície imersa de R4) restrita ao círculo unitário
S1p ⊂ TpM em NpM .
A teoria das singularidades de aplicações diferenciáveis analisa principalmente as proprieda-
des das aplicações diferenciáveis que sejam invariantes por difeomorﬁsmos no domínio e contra-
domínio, (ou seja mudança de coordenadas). A origem do estudo de singularidades é encontrada
na obra do matemático M.Morse, que versa sobre a estrutura local das funções reais diferen-
ciáveis na vizinhança de pontos críticos não degenerados. Estes trabalhos tiveram inﬂuência
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importante na determinação de estruturas topológicas em Variedades Diferenciáveis e no Cál-
culo de Variações Global. Posterior ao trabalho de M.Morse, tivemos os trabalhos realizados
pelos matemáticos H.Whitney, R.Thom e J.Mather. Numa direção conseguiram estender os
resultados obtidos por M.Morse para o caso de aplicações diferenciáveis com contra-domínio
arbitrário. Em outra direção obtiveram resultados análogos no estudo de famílias de funções
reais dependendo diferenciavelmente de vários parâmetros reais. O primeiro caso culmina na
estabilidade estrutural das aplicações diferenciáveis e no outro caso ao Teorema Fundamental
das Catástrofes.
Foram Garcia e Sotomayor que estudaram de forma mais abrangente os campos de direções e
suas singularidades, foram eles que adotaram os nomes linhas de curvatura axiais para as curvas
integrais no campo de direções e pontos axiumbílicos para as singularidades em analogia aos
pontos umbílicos em R3. Tais pontos axiumbílicos são determinados quando a elipse curvatura
se torna um círculo.
A Teoria das Bifurcações estuda de forma qualitativa o comportamento de famílias de so-
luções, exemplo disso são as curvas integrais de um campo vetorial e as soluções de equações
diferenciais. A teoria das bifurcações é intimamente ligada aos Sistemas Dinâmicos. Faremos
uso dessa teoria para o estudo das linhas de curvatura axiais e seus pontos axiumbílicos E3, E4
e E5, bem como a transição entre E134 e E
1
45 que são pontos axiumbílicos de codimensão 1, ou
seja, descritos por uma variação a um parâmetro.
O presente trabalho divide-se em:
Capítulo 1: Neste capítulo descrevemos conceitos geométricos de superfícies imersas em R4,
tais como 1a e 2a forma fundamentais, curvaturas normal e média. De posse da curvatura
normal, deﬁnimos a elipse curvatura que será empregada para encontrar as equações das linhas
de curvatura axiais e deﬁnir pontos axiumbílicos. Apresentaremos a Carta de Monge que será
de grande utilidade para trabalhar com as equações das linhas de curvatura axiais.
Capítulo 2: Trataremos neste capítulo o conceito de Campo de Lie-Cartan e encontraremos
as condições necessárias para classiﬁcar os pontos axiumbílicos. Faremos uso da teoria das
bifurcações para determinar as conﬁgurações principais de uma superfície de R4 por meio das
linhas de curvatura axiais próximas ao axiumbílicos E3, E4 e E5. Deﬁniremos os pontos de
codimensão 1 : da transição de E3 para E4 temos o ponto E134 e da colisão dos pontos E4 e E5
temos o ponto E145.
Capítulo 3: Deﬁnimos transversalidade e estratiﬁcação axiumbílica. Descrevemos os jatos
axiumbílicos e não-axiumbílicos, não-transversais e duplo-transversais.
Capítulo 4: Trata-se de um apêndice com os principais resultados usados no trabalho. Co-
meçando com teoria de imersões e submersões, teoria das superfícies generalizando esta para
Variedades Diferenciáveis. Além disso, vemos a teoria de singularidades, variedades de jatos, to-
pologia de Whitney e transversalidade. Fechando o capítulo com o Teorema da Transversalidade
de Thom.
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Capítulo 1
Linhas de curvaturas axiais em
superfícies imersas de R4
1.1 Equação diferencial para linhas de curvaturas axiais
Seja α : M2 −→ R4, Cr, com r ≥ 4 uma imersão de uma superfície compacta-orientada suaveM
em R4. Sejam {αx, αy} uma base para o espaço tangente TpM e {N1, N2} uma base ortonormal
do complemento ortogonal de TpM para α. Tome a carta positiva (x, y) tal que
{αx, αy, N1, N2}
é uma base positiva (com Jacobiano positivo).
Deﬁnição 1. a) 1o Forma Fundamental
Deﬁnimos a primeira forma fundamental de α por:
Iα = 〈Dα,Dα〉.
Observação 1. Sendo Dα(x, y) = αxdx+ αydy, teremos que
Iα = 〈αxdx+ αydy, αxdx+ αydy〉
Iα = 〈αx, αx〉dx2 + 2〈αx, αy〉dxdy + 〈αy, αy〉dy2
onde E = 〈αx, αx〉, F = 〈αx, αy〉 e G = 〈αy, αy〉.
b) 2o Forma Fundamental
Deﬁnimos a segunda forma fundamental de α por:
IIα =
2∑
i=1
IIi,αNi , com i = 1, 2
onde IIi,α = 〈Ni, D2α〉, i = 1, 2
Observação 2.
IIα = II1,αN1 + II2,αN2 = (II1,α, II2,α).
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Vemos que
D2α = D(Dα) = D(αxdx+ αydy) = (αxdx+ αydy)xdx+ (αxdx+ αydy)ydy
= (αxxdx+ αxydy)dx+ (αxydx+ αyydy)dy = αxxdx
2 + 2αxydydx+ αyydy
2,
logo, para i = 1, 2,
〈Ni, D2α〉 = 〈Ni, αxxdx2 + 2αxydxdy + αyydy2〉
= 〈Ni, αxx〉dx2 + 〈Ni, αxy〉dxdy + 〈Ni, αyy〉dy2.
Assim,
IIi,α = 〈Ni, D2α〉 = 〈Ni, αxx〉dx2 + 〈Ni, αxy〉dxdy + 〈Ni, αyy〉dy2.
Fazendo
ei = 〈Ni, αxx〉, fi = 〈Ni, αxy〉 e gi = 〈Ni, αyy〉.
Teremos
IIi,α = eidx
2 + 2fidxdy + gidy
2.
Deﬁnição 2. O vetor curvatura normal em um ponto p na direção v dado por
kn(p, v) =
(II1,α(v), II2,α(v))
Iα(v)
Deﬁnição 3. O vetor curvatura média H é deﬁnido por
H =
2∑
i=1
hiNi , i = 1, 2,
onde
hi =
Egi + eiG− 2fiF
2(EG− F 2) ,
ou,em componentes,
H = (h1, h2).
1.2 Elipse de Curvatura
Para cada vetor unitário w ∈ TpM , seja
γ : (−ε, ε) ⊂ R −→M
uma curva parametrizada pelo comprimento de arco, satisfazendo
γ(0) = p e γ′(0) = w
O vetor curvatura normal kn(p, w) é a projeção, no plano normal NpM , do vetor aceleração
γ′′(0). De fato,
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projN1γ
′′(0) =
〈γ′′(0), N1〉
〈N1, N1〉 N1 e projN2γ
′′(0) =
〈γ′′(0), N2〉
〈N2, N2〉 N2.
Assim
kn(p, w) = (II1,α, II2,α) = (〈γ′′(0), N1〉, 〈γ′′(0), N2〉).
Observação 3. Essa interpretação independe da escolha da curva γ com γ′(0) = w.
Considere um sistema de coordenadas isotérmicas em p, isto é,
E = G = 1 e F = 0
podemos escrever w = αu cos t+ αv sin t, dessa forma teremos
kn(p, w) = (e1 cos
2 t+ 2f1 sin t cos t+ g1 sin
2 t, e2 cos
2 t+ 2f2 sin t cos t+ g2 sin
2 t)
e
H(p) =
(
e1 + g1
2
,
e2 + g2
2
)
Utilizando as identidades trigonométricas
cos2 t− sin2 t = cos 2t e 2 sin t. cos t = sin 2t
teremos
kn(p, w)−H(p) =
(
e1 − g1
2
cos 2t+ f1 sin 2t,
e2 − g2
2
cos 2t+ f2 sin 2t
)
=
 e1 − g12 f1
e2 − g2
2
f2
 . [ cos 2t
sin 2t
]
Proposição 1. A imagem da aplicação kn restrita ao círculo unitário S1p ⊂ TpM descreve em
NpM uma elipse centrada em H(p), que é dita elipse de curvatura de α em p, e é denotada por
εα(p).
Figura 1.1: Elipse de Curvatura α(p)
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Demonstração. Usando um sistema de coordenadas isotérmicas, vemos que
kn(p, w)−H(p) =
 e1 − g12 f1
e2 − g2
2
f2
 . [ cos 2t
sin 2t
]
.
Assim, (x, y) ∈ (kn −H)(t) em NpM . e1 − g12 f1
e2 − g2
2
f2
 . [ cos 2t
sin 2t
]
=
[
x
y
]
.
Observamos que
A =
 e1 − g12 f1
e2 − g2
2
f2
 e A−1 = 1
detA
[
f2 −f1
−e2 − g2
2
e1 − g1
2
]
,
onde
detA = 1
2
[f2(e1 − g1)− f1(e2 − g2)] = 1
2
C,
com C = [f2(e1 − g1)− f1(e2 − g2)]. e1 − g12 f1
e2 − g2
2
f2
−1 .
 e1 − g12 f1
e2 − g2
2
f2
 . [ cos 2t
sin 2t
]
=
 e1 − g12 f1
e2 − g2
2
f2
−1 . [ x
y
]
donde,
[
cos 2t
sin 2t
]
=
2
C
[
f2 −f1
−e2 − g2
2
e1 − g1
2
]
.
[
x
y
]
=
2
C
[
f2.x− f1.y
−e2 − g2
2
.x+
e1 − g1
2
.y
]
logo,
cos2 2t+ sin2 2t =
4
C2
[
(f2.x− f1.y)2 +
(
−e2 − g2
2
.x+
e1 − g1
2
.y
)2]
1 =
4
C2
[
f22 .x
2 − 2f1.f2.xy + f21 .y2 +
(e2 − g2)2
4
.x2 − 2
4
(e1 − g1)(e2 − g2)xy + (e1 − g1)
2
4
.y2
]
1 =
4
C2
[(
f22 +
(e2 − g2)2
4
)
.x2 − 2
(
f1.f2 +
2
4
(e1 − g1)(e2 − g2)
)
xy +
(
f21 +
(e1 − g1)2
4
)
y2
]
onde,
A =
4
C2
(
f22 +
(e2 − g2)2
4
)
B =
4
C2
[
−2
(
f1.f2 +
2
4
(e1 − g1)(e2 − g2)
)]
e C =
4
C2
(
f21 +
(e1 − g1)2
4
)
.
Assim, escrevemos
Ax2 +Bxy + Cy2 = 1 (1.2.1)
Condições para que a equação 1.2.1 seja uma elipse:
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i) A > 0;
ii) AC −B2 > 0.
Para os dois casos, seja
4
C2 > 0,
desde que C 6= 0.
Portanto
a) A > 0
Pois
f22 +
(e2 − g2)2
4
> 0
b) C > 0
Segue como no ítem a).
c) AC −B2 > 0
[
f22 +
(e2 − g2)2
4
]
.
[
f21 +
(e1 − g1)2
4
]
−
[
f1.f2 +
2
4
(e1 − g1)(e2 − g2)
]2
= f21 .f
2
2 +
1
4
f22 (e1 − g1)2 +
1
4
f21 (e2 − g2)2 +
1
16
(e1 − g1)2(e2 − g2)2 − f21 .f22
+
2
4
(e1 − g1)(e2 − g2)f1.f2 − 1
16
(e1 − g1)2(e2 − g2)2
=
1
4
[f22 (e1−g1)2−2(e1−g1)(e2−g2)f1.f2+f21 (e2−g2)2] =
1
4
[f2(e1−g1)−f1(e2−g2)]2 > 0
Para cada p ∈ M em que ‖kn −H‖2 não é um círculo, os pontos máximos e mínimos desta
aplicação determinam os vértices da elipse, localizados no eixo maior e menor.
Proposição 2. Seja kn restrita ao círculo unitário S1p uma aplicação quadrática. Temos que a
um ponto A da elipse de curvatura está associada uma direção formada pelas antípodas A′ e A′′
em S1p .
Demonstração. Seja
kn(p, v)−H(p) =
 e1 − g12 f1
e2 − g2
2
f2
 . [ cos 2t
sin 2t
]
= T (t)
onde t é o ângulo no sentido anti-horário entre du e dv.
Considere as identidades trigonométricas
cos(β + η) = cosβ. cos η − sinβ. sin η
sin(β + η) = sinβ. cos η + sin η. cosβ
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Figura 1.2: kn(A′) = kn(A′′) = A
temos
T (t) = T (t+ kpi) , k ∈ Z.
De fato, basta observar que
cos(2t+ 2kpi) = cos 2t. cos 2kpi − sin 2t. sin 2kpi = cos 2t
sin(2t+ 2kpi) = sin 2t. cos 2kpi + sin 2kpi. cos 2t = sin 2t.
Dessa forma cada ponto em εα(p) é associada a uma direção em TpM .
Proposição 3. Para cada p ∈ M , onde a elipse é não-degenerada, duas cruzes são deﬁnidas
em TpM : A′A′′B′B′′ associada ao eixo maior AB e C ′C ′′D′D′′ associada ao eixo menor CD da
elipse de curvatura.
Figura 1.3: Cruzes A′A′′B′B′′ e C ′C ′′D′D′′
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Demonstração. Use a proposição 2 e o seguinte resultado
T (t+
pi
2
) = −T (t).
De fato
cos(2t+ pi) = cos 2t. cospi − sin 2t. sinpi = − cos 2t
sin(2t+ pi) = sin 2t. cospi + sinpi. cos 2t = − sin 2t.
Portanto dois pontos de εα(p) simétricos em relação à H são associadas a duas direções
ortogonais em TpM .
Proposição 4. Para cada p ∈ M , onde a elipse é não-degenerada, as duas cruzes que são
deﬁnidas em TpM , A′A′′B′B′′ e C ′C ′′D′D′′ formam um ângulo % =
pi
4
entre seus eixos.
Figura 1.4: Cruzes A′A′′B′B′′ e C ′C ′′D′D′′
Demonstração. Fazendo
T
(
t+
pi
4
)
e analisando:
cos(2t+ pi/2) = cos 2t. cospi/2− sin 2t. sinpi/2 = − sin 2t
sin(2t+ pi/2) = sin 2t. cospi/2 + sinpi/2. cos 2t = cos 2t.
Temos,
T (t).T
(
t+
pi
4
)
= (cos 2t, sin 2t).(− sin 2t, cos 2t) = − cos 2t. sin 2t+ sin 2t. cos 2t = 0
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Teorema 1 (Teorema de Green). Seja C uma curva plana simples, fechada, contínua por trechos,
orientada positivamente, e seja D a região delimitada por C. Se P e Q tem derivadas parciais
de 1a ordem contínuas sobre uma região aberta que contenha D, então∫
C
Pdx+Qdy =
∫ ∫
D
(
∂Q
∂x
− ∂P
∂y
)
dA
Figura 1.5: Teorema de Green
Lema 1 (Área). A área de uma região D é dada por
A(D) = −
∮
C
ydx
Demonstração. Como a área da região D é dada por
A(D) =
∫ ∫
D
1dA
.
Temos de escolher P e Q de modo que(
∂Q
∂x
− ∂P
∂y
)
= 1
, existem várias possibilidades para tal escolha, dentre elas tomaremos
P (x, y) = −y e Q(x, y) = 0
18
, então pelo Teorema de Green, temos a seguinte fórmula para cálculo de área:
A(D) = −
∮
C
ydx
.
Corolário 1 (Área). Seja a área de uma região D delimitada por uma curva C de equações
paramétricas
x = ϕ(t) e y = ψ(t)
.
Então a área é deﬁnida como
A(D) = −
∮
C
ψ(t)ϕ′(t)dt.
Demonstração. Fazendo a transformação de variáveis, temos
x = ϕ(t) e dx = ϕ′(t)dt.
Como y = ψ(t), pelo lema 1, temos
A(D) = −
∮
C
ydx = −
∮
C
ψ(t)ϕ′(t)dt.
Proposição 5 (Área da Elipse). A área da elipse de curvatura εα(p) é dada por
A(εα(p)) =
pi
2
[f2(e1 − g1)− f1(e2 − g2)].
Demonstração. Seja
εα(p) :
(
e1 − g1
2
cos 2t+ f1 sin 2t+
e1 + g1
2
,
e2 − g2
2
cos 2t+ f2 sin 2t+
e2 + g2
2
)
Como kn restrita a S1p é uma aplicação quadrática, esta recobre duplamente a elipse de
curvatura.Desta forma, limitaremos a elipse entre 0 e pi. A área da elipse será dada por
A(εα(p)) = −
∫ pi
0
(
e2 − g2
2
cos 2t+ f2 sin 2t+
e2 + g2
2
)
. (−(e1 − g1) sin 2t+ 2f1. cos 2t) dt
= −
∫ pi
0
(
−(e2 − g2)(e1 − g1)
2
cos 2t. sin 2t+ f1(e2 − g2) cos2 2t− f2(e1 − g1) sin2 2t
)
+
(
2f1.f2. cos 2t. sin 2t− (e2 + g2)(e1 − g1)
2
sin 2t+ f1(e2 + g2) cos 2t
)
dt
=
(
(e2 − g2)(e1 − g1)
2
− 2f1.f2
)∫ pi
0
cos 2t. sin 2tdt−f1(e2−g2)
∫ pi
0
cos2 2tdt+f2(e1−g1)
∫ pi
0
sin2 2tdt
+
(e2 + g2)(e1 − g1)
2
∫ pi
0
sin 2tdt+ f1(e2 + g2)
∫ pi
0
cos 2tdt
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=(
(e2 − g2)(e1 − g1)
2
− 2f1.f2
)∫ pi
0
sin 4t
2
dt−f1(e2−g2)
∫ pi
0
1 + cos 4t
2
dt+f2(e1−g1)
∫ 0
pi
1− cos 4t
2
dt
+
(e2 + g2)(e1 − g1)
2
∫ pi
0
sin 2tdt− f1(e2 + g2)
∫ pi
0
cos 2tdt
=
(
(e2 − g2)(e1 − g1)
2
− 2f1.f2
)(
−cos 4pi
8
+
cos 0
8
)
−f1(e2−g2)
[(
pi
2
+
sin 4pi
8
)
−
(
0 +
sin 0
8
)]
+f2(e1 − g1)
[(
pi
2
− sin 4pi
8
)
−
(
0− sin 0
8
)]
+
(e2 + g2)(e1 − g1)
2
[(
−cos 4pi
2
)
−
(
−cos 0
2
)]
− f1(e2 + g2)
[(
sin 4pi
2
)
−
(
sin 0
2
)]
=
pi
2
[f2(e1 − g1)− f1(e2 − g2)]
Observação 4. Seja
[f2(e1 − g1)− f1(e2 − g2)] 6= 0
então teremos uma elipse não-degenerada, podendo ser um círculo.
Caso contrário, será um segmento ou um ponto.
1.3 Linhas de Curvaturas Axiais
Deﬁnição 4. Considere a função ‖kn − H‖2, para cada p ∈ M em que a elipse ε(α) é não-
degenerada, os pontos de máximo e mínimo da função determinam quatro pontos na elipse cur-
vatura. Estes pontos são determinados pelo cruzamento da elipse com seus eixos maior e menor.
a) Campo de Direções de Curvatura Axiais
Para cada p ∈ M em que a elipse é não-degenerada, ﬁcam deﬁnidas duas cruzes em TpM
uma relacionada ao eixo maior e a outra ao eixo menor da elipse de curvatura. Dessa forma
temos um Campo de 2−cruzes emM que é chamado Campo de Direções de Curvatura Axial.
b) Pontos Axiumbílicos
Os pontos p ∈ M onde a elipse torna-se um círculo são chamados pontos axiumbílicos.
O conjunto dos pontos axiumbílicos é denotado por Uα.
As direções tangentes para as quais o vetor curvatura normal são os eixos ou vértices da
elipse de curvatura εα(p) são caracterizados pela forma quártica a seguir:
Jac(‖kn −H‖2, Iα) = 0.
De fato, temos
(kn −H)|
S1p
.
E como E = G = 1 e F = 0, teremos
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Iα = Edx
2 + 2Fdxdy +Gdy2 = dx2 + dy2 = 1.
Usando Multiplicadores de Lagrange, temos
∂(kn −H)
∂(dx)
= λ
∂Iα
∂(dx)
e
∂(kn −H)
∂(dy)
= λ
∂Iα
∂(dy)
onde λ ∈ R, assim teremos
Jac(‖kn −H‖2, Iα) =
∣∣∣∣∣∣∣∣
∂(kn −H)
∂(dx)
∂(kn −H)
∂(dy)
∂Iα
∂(dx)
∂Iα
∂(dy)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
λ
∂Iα
∂(dx)
λ
∂Iα
∂(dy)
∂Iα
∂(dx)
∂Iα
∂(dy)
∣∣∣∣∣∣∣ .
Como as linhas da matriz Jacobiana são linearmente dependentes, segue que
Jac(‖kn −H‖2, Iα) = 0
e que p ∈M é um ponto crítico.
Proposição 6 (Linhas de Curvatura Axiais). Seja a equação
Jac(‖kn −H‖2, Iα) = 0
então teremos a equação das linhas de curvatura axiais
a4dy
4 + a3dy
3dx+ a2dy
2dx2 + a1dydx
3 + a0dx
4 = 0,
onde
a4 = −4F (EG− F 2)(g21 + g22) + 4G(EG− 4F 2)(f1g1 + f2g2)
+ 8FG2(f21 + f
2
2 ) + 4FG
2(e1g1 + e2g2)− 4G3(e1f1 + e2f2),
a3 = −4E(EG− 4F 2)(g21 + g22)− 4G3(e21 + e22)− 32EFG(f1g1 + f2g2)
+ 16EG2(f21 + f
2
2 ) + 8EG
2(e1g1 + e2g2),
a2 = −12FG2(e21 + e22) + 12E2F (g21 + g22) + 24EG2(e1f1 + e2f2)
− 24E2G(f1g1 + f2g2)
a1 = 4E
3(g21 + g
2
2) + 4G(EG− 4F 2)(e21 + e22) + 32EFG(e1f1 + e2f2)
− 16E2G(f21 + f22 )− 8E2G(e1g1 + e2g2),
a0 = 4F (EG− 2F 2)(e21 + e22)− 4E(EG− 4F 2)(e1f1 + e2f2)− 8E2F (f21 + f22 )
− 4E2F (e1g1 + e2g2) + 4E3(f1g1 + f2g2).
(1.3.1)
Lema 2. As relações seguintes são satisfeitas:
a)
Ea2 = −6Ga0 + 3Fa1
b)
E2a3 = (4F
2 − EG)a1 − 8FGa0 (1.3.2)
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c)
E3a4 = G(EG− 4F 2)a0 + F (2F 2 − EG)a1.
Demonstração. Devemos veriﬁcar as igualdades são válidas, dessa forma temos
a) Seja Ea2 = −6Ga0 + 3Fa1, veriﬁcando o lado esquerdo da igualdade, temos
Ea2 = E[−12FG2(e21 + e22) + 12E2F (g21 + g22)
+ 24EG2(e1f1 + e2f2)− 24E2G(f1g1 + f2g2)]
= −12EFG2(e21 + e22) + 12E3F (g21 + g22)
+ 24E2G2(e1f1 + e2f2)− 24E3G(f1g1 + f2g2).
Veriﬁcando o lado direito da igualdade, temos
−6Ga0 + 3Fa1 = −6G[4F (EG− 2F 2)(e21 + e22)− 4E(EG− 4F 2)(e1f1 + e2f2)
− 8E2F (f21 + f22 )− 4E2F (e1g1 + e2g2) + 4E3(f1g1 + f2g2)]
+ 3F [4E3(g21 + g
2
2) + 4G(EG− 4F 2)(e21 + e22)
+ 32EFG(e1f1 + e2f2)− 16E2G(f21 + f22 )
− 8E2G(e1g1 + e2g2)]
= [(−24EFG2 + 12F 3G+ 12EFG2 − 12F 3G)(e21 + e22)
+ (48E2GF − 48E2GF )(f21 + f22 ) + (12E3F )(g21 + g22)
+ (24E2G2 − 96EGF 2 + 96EGF 2)(e1f1 + e2f2)
+ (24E2FG− 24E2FG)(e1g1 + e2g2) + (−24E2G)(f1g1 + f2g2)]
= −12EFG2(e21 + e22) + 12E3F (g21 + g22)
+ 24E2G2(e1f1 + e2f2)− 24E3G(f1g1 + f2g2),
portanto a igualdade é verdadeira.
b) Seja E2a3 = (4F 2 − EG)a1 − 8FGa0, veriﬁcando o lado esquerdo da igualdade, temos
E2a3 = E
2[−4E(EG− 4F 2)(g21 + g22)− 4G3(e21
+ e22)− 32EFG(f1g1 + f2g2) + 16EG2(f21 + f22 )
+ 8EG2(e1g1 + e2g2)]
= (−4E4G+ 16E3F 2)(g21 + g22)− 4E2G3(e21
+ e22)− 32E3FG(f1g1 + f2g2)
+ 16E3G2(f21 + f
2
2 ) + 8E
3G2(e1g1 + e2g2).
Veriﬁcando o lado direito da igualdade, temos
(4F 2 − EG)a1 − 8FGa0 = (4F 2 − EG)[4E3(g21 + g22)
+ 4G(EG− 4F 2)(e21 + e22) + 32EFG(e1f1 + e2f2)
− 16E2G(f21 + f22 )− 8E2G(e1g1 + e2g2)]
− 8FG[4F (EG− 2F 2)(e21 + e22)− 4E(EG− 4F 2)(e1f1 + e2f2)
− 8E2F (f21 + f22 )− 4E2F (e1g1 + e2g2)
+ 4E3(f1g1 + f2g2)]
= (16EF 2G2 − 64F 4G− 4E2G3)(e21 + e22)
+ (16EF 2G2 − 32EF 2G2 + 64F 4G)(e21 + e22)
+ (−64E2F 2 + 16E3G2 + 64E2F 2G)(f21 + f22 )
+ (16F 2E3 − 4E4G)((g21 + g22))
+ (128EF 3G− 32E2FG2 + 32E2FG2 − 128EF 3G)(e1f1 + e2f2)
+ (−32E2F 2G+ 8E3G2 + 32E2F 2G)(e1g1 + e2g2)
+ (32E3FG)(f1g1 + f2g2)
= (−4E4G+ 16E3F 2)(g21 + g22)− 4E2G3(e21 + e22)
− 32E3FG(f1g1 + f2g2) + 16E3G2(f21 + f22 )
+ 8E3G2(e1g1 + e2g2),
portanto a igualdade é verdadeira.
c) Seja E3a4 = G(EG− 4F 2)a0 +F (2F 2−EG)a1, veriﬁcando o lado esquerdo da igualdade,
temos
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E3a4 = E
3[−4F (EG− F 2)(g21 + g22) + 4G(EG− 4F 2)(f1g1 + f2g2)
+ 8FG2(f21 + f
2
2 ) + 4FG
2(e1g1 + e2g2)− 4G3(e1f1 + e2f2)]
= −4F (E4G− F 2)(g21 + g22) + 4G(E4G− 4F 2)(f1g1 + f2g2) + 8E3FG2(f21 + f22 )
+ 4E3FG2(e1g1 + e2g2)− 4E3G3(e1f1 + e2f2)
= 8E3FG2(f21 + f
2
2 ) + (8E
3F 3 − 4E4FG)(g21 + g22)
− 4E3G3(e1f1 + e2f2) + 4E3FG2(e1g1 + e2g2) + (4E4G2 − 16E3F 2G)(f1g1 + f2g2).
Veriﬁcando o lado direito da igualdade, temos
G(EG− 4F 2)a0 + F (2F 2 − EG)a1 = G(EG− 4F 2)[4F (EG− 2F 2)(e21 + e22)
− 4E(EG− 4F 2)(e1f1 + e2f2)− 8E2F (f21 + f22 )
− 4E2F (e1g1 + e2g2) + 4E3(f1g1 + f2g2)]
+ F (2F 2 − EG)[4E3(g21 + g22)
+ 4G(EG− 4F 2)(e21 + e22) + 32EFG(e1f1 + e2f2)
− 16E2G(f21 + f22 )− 8E2G(e1g1 + e2g2)]
= (4E2FG3 − 8EF 3G2 − 16EF 3G2)(e21 + e22)
+ (32F 5G+ 8EF 3G2 − 32F 5G)(e21 + e22)
− (4E2FG3 + 16EF 3G2)(e21 + e22)
+ (−8E3FG2 + 32E2F 3G− 32E2F 3G)(f21 + f22 )
+ (16E3FG2)(f21 + f
2
2 ) + (8E
3F 3 − 4E4FG)(g21 + g22)
+ (−4E3G3 + 16E2F 2G2 + 16E2F 2G2)(e1f1 + e2f2)
− (64EF 4G+ 64EF 4G− 32E2F 2G2)(e1f1 + e2f2)
+ (−4E3FG2 + 16E2FG3 − 16E2FG3)(e1g1 + e2g2)
+ (−16E2FG3 + 8E3FG2)(e1g1 + e2g2)
+ (4E4G2 − 16E3F 2G)(f1g1 + f2g2)
= 8E3FG2(f21 + f
2
2 ) + (8E
3F 3 − 4E4FG)(g21 + g22)
− 4E3G3(e1f1 + e2f2) + 4E3FG2(e1g1 + e2g2)
+ (4E4G2 − 16E3F 2G)(f1g1 + f2g2).
portanto vale a igualdade.
Proposição 7. Considere uma imersão α : M2 −→ R4, de classe Cr, com r ≥ 4, de uma
superfície suave e orientada. Considere a 1a e 2a formas fundamentais onde {N1, N2} é uma
base ortonormal. Então
i) A equação diferencial das linhas de curvaturas axiais são dadas por
G = [a0G(EG−4F 2)+a1F (2F 2−EG)]dy4 +[−8a0EFG+a1E(4F 2−EG)]dy3dx (1.3.3)
+(−6a0GE2 + 3a1FE2)dy2dx2 + a1E3dydx3 + a0E3dx4 = 0.
ii) Os pontos axiumbílicos de α são dados por a0 = a1 = 0.
Demonstração. i) Multiplicando a equação das linhas de curvatura axial por E3, temos
E3.a4dy
4 + E3.a3dy
3dx+ E3.a2dy
2dx2 + E3.a1dydx
3 + E3.a0dx
4 = 0
E3.a4dy
4 + E(E2.a3)dy
3dx+ E2(E.a2)dy
2dx2 + E3.a1dydx
3 + E3.a0dx
4 = 0
faça E3.a4,E2.a3 e E.a2 como no lema anterior.
ii) Basta observar a igualdade G = 0, e notar que os coeﬁcientes E,F e G são diferentes de
zero, portanto a0 = a1 = 0.
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Os pontos axiumbílicos de α são deﬁnidos pela interseção das curvas a0(x, y) = 0 e a1(x, y) =
0. Assuma sem perda de generalidade que intersectam-se em (x, y) = (0, 0).
Um ponto axiumbílico dado por (x, y) = (0, 0) é dito transversal, se
Figura 1.6: Ponto axiumbílico transversal
∂(a0, a1)
∂(x, y)
|(0,0) =
∣∣∣∣∣∣∣
∂a0
∂x
(0, 0)
∂a0
∂y
(0, 0)
∂a1
∂x
(0, 0)
∂a1
∂y
(0, 0)
∣∣∣∣∣∣∣ 6= 0.
Um ponto axiumbílico dado por (x, y) = (0, 0) é dito do tipo quadrático, se a matriz
Figura 1.7: Ponto axiumbílico quadrático
∂(a0, a1)
∂(x, y)
|(0,0) =

∂a0
∂x
(0, 0)
∂a0
∂y
(0, 0)
∂a1
∂x
(0, 0)
∂a1
∂y
(0, 0)

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têm posto 1 e assumindo que
∂a0
∂y
6= 0, deduz-se do Teorema da Função Ímplicita que ϕ(x) é
uma única solução de
a0(x, ϕ(x)) = 0.
Seja
s(x) = a1(x, ϕ(x)),
se ϕ(0) = 0, então
s(0) = a1(0, ϕ(0)) = a1(0, 0) = 0
segue que
s′(0) =
∂a1
∂x
(0, 0) +
∂a1
∂y
(0, 0).ϕ′(0)
pelo Teorema da Função Ímplicita, temos
ϕ′(0) = −
∂a0
∂x
(0, 0)
∂a0
∂y
(0, 0)
assim,
s′(0) = −
∂a0
∂x
(0, 0)
∂a0
∂y
(0, 0)
.
∂a1
∂y
(0, 0)− ∂a1
∂x
(0, 0)
s′(0) = − 1
∂a0
∂y
(0, 0)
(
∂a0
∂x
(0, 0).
∂a1
∂y
(0, 0)− ∂a0
∂y
(0, 0).
∂a1
∂x
(0, 0)
)
s′(0) = − 1
∂a0
∂y
(0, 0)
.
∂(a0, a1)
∂(x, y)
|(0,0)
portanto, s′(0) = 0.
Temos que s′′(0) 6= 0, de fato suponha que
s′′(0) = 0⇒ s(0) = s′(0) = 0
dessa forma o ponto seria degenerado.
Uma análise similar pode ser feita com os outros elementos diferentes de zero da matriz
∂(a0, a1)
∂(x, y)
|(0,0).
Observação 5. Quando as coordenadas são isotérmicas, ou seja, E = G e F = 0, temos que
a1 = −a3 = E3[e21 + e22 + g21 + g22 − 4(f21 + f22 )− 2(e1g1 + e2g2)]
a0 = a4 = −a2
6
= 4E3[f1g1 + f2g2 − (e1f1 + e2f2)].
e a equação diferencial se reduz à:
a0(dy
4 − 6dy2dx2 + dx4) + a1(dx2 − dy2)dxdy = 0
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Proposição 8. Suponha que a imagem da superfície M por α está contida em R3 com
e2 = f2 = g2 = 0.
Então a equação diferencial 1.3.3 é o produto da equação diferencial das linhas de curvatura
principal e a equação diferencial das linhas de curvatura média, isto é, a equação diferencial
quártica 1.3.3 é dada por
Jac(IIα, Iα).Jac(Jac(IIα, Iα), Iα) = 0 (1.3.4)
Demonstração. Sabendo que e2 = f2 = g2 = 0, temos
a4 = −4F (EG− F 2)g21 + 4G(EG− 4F 2)f1g1 + 8FG2f21 + 4FG2e1g1 − 4G3e1f1,
a3 = −4E(EG− 4F 2)g21 − 4G3e21 − 32EFGf1g1 + 16EG2f21 + 8EG2e1g1,
a2 = −12FG2e21 + 12E2Fg21 + 24EG2e1f1 − 24E2Gf1g1,
a1 = 4E
3g21 + 4G(EG− 4F 2)e21 + 32EFGe1f1 − 16E2Gf21 − 8E2Ge1g1,
a0 = 4F (EG− 2F 2)e21 − 4E(EG− 4F 2)e1f1 − 8E2Ff21 − 4E2Fe1g1 + 4E3f1g1.
Dessa forma podemos fatorar a equação
a4dy
4 + a3dy
3dx+ a2dy
2dx2 + a1dydx
3 + a0dx
4 = 0,
em um produto de duas equações quadráticas
[(Ef1 − Fe1)dx2 + (Eg1 − e1G)dxdy + (Fg1 − f1G)dy2].{e1(EG− 2F 2) + 2EFf1 − E2g1]dx2
+(4f1EG− 2EFg1 − 2FGe1)dxdy + [g1(EG− 2F 2) + 2f1FG− e1G2]dy2} = 0.
Aﬁrmação 1. A equação diferencial da linha de curvatura principal é dada por Jac(IIα, Iα) = 0,
além disso
Jac(IIα, Iα) = (Ef1 − Fe1)dx2 + (Eg1 − e1G)dxdy + (Fg1 − f1G)dy2.
Demonstração. De fato, temos
Jac(IIα, Iα) =
∣∣∣∣∣∣∣
∂IIα
∂(dx)
∂IIα
∂(dy)
∂Iα
∂(dx)
∂Iα
∂(dy)
∣∣∣∣∣∣∣ = 0∣∣∣∣ 2e1dx+ 2f1dy 2f1dx+ 2g1dy2Edx+ 2Fdy 2Fdx+ 2Gdy
∣∣∣∣ = 0
(Ef1 − Fe1)dx2 + (Eg1 − e1G)dxdy + (Fg1 − f1G)dy2 = 0.
Aﬁrmação 2. A equação diferencial da linha de curvatura média é dada por Jac(Jac(IIα, Iα), Iα) =
0, além disso
Jac(Jac(IIα, Iα), Iα) = [e1(EG− 2F 2) + 2EFf1 − E2g1]dx2
+ (4f1EG− 2EFg1 − 2FGe1)dxdy + [g1(EG− 2F 2) + 2f1FG− e1G2]dy2.
Demonstração. De fato, temos
Jac(Jac(IIα, Iα), Iα) =
∣∣∣∣∣∣∣∣
∂Jac(IIα, Iα)
∂(dx)
∂Jac(IIα, Iα)
∂(dy)
∂Iα
∂(dx)
∂Iα
∂(dy)
∣∣∣∣∣∣∣∣ = 0
26
∣∣∣∣ 2(Ef1 − Fe1)dx+ (Eg1 − e1G)dy (Eg1 − e1G)dx+ 2(Fg1 − f1G)dy2Edx+ 2Fdy 2Fdx+ 2Gdy
∣∣∣∣ = 0
2[2(Ef1 − Fe1)dx+ (Eg1 − e1G)dy](Fdx+Gdy)
−2[(Eg1 − e1G)dx+ 2(Fg1 − f1G)dy](Edx+ Fdy) = 0
[e1(EG− 2F 2) + 2EFf1 − E2g1]dx2 + (4f1EG− 2EFg1 − 2FGe1)dxdy
+[g1(EG− 2F 2) + 2f1FG− e1G2]dy2 = 0.
Pelas aﬁrmações 1 e 2, concluímos que
Jac(IIα, Iα).Jac(Jac(IIα, Iα), Iα) = 0.
1.4 Equações diferenciais das linhas axiais em uma Carta de
Monge
Uma superfície M localmente parametrizada por uma carta de Monge, próximo a um ponto
axiumbílico p será dada por:
z = R(x, y)
w = S(x, y)
onde
R(x, y) =
r20
2
x2 + r11xy +
r02
2
y2 +
r30
6
x3 +
r21
2
x2y +
r12
2
xy2 +
r03
6
y3
+
r40
24
x4 +
r31
6
x3y +
r22
4
x2y2 +
r13
6
xy3 +
r04
24
y4 + h.o.t.,
(1.4.1)
S(x, y) =
s20
2
x2 + s11xy +
s02
2
y2 +
s30
6
x3 +
s21
2
x2y +
s12
2
xy2 +
s03
6
y3
+
s40
24
x4 +
s31
6
x3y +
s22
4
x2y2 +
s13
6
xy3 +
s04
24
y4 + h.o.t..
(1.4.2)
No ponto (x, y,R(x, y), S(x, y)) o plano tangente para a superfície é gerado por {t1, t2}, com
t1 = (1, 0, Rx, Sx) e t2 = (0, 1, Ry, Sy)
onde,
Rx(x, y) = r20x+ r11y +
r30
2
x2 + r21xy +
r12
2
y2 +
r40
6
x3 +
r31
2
x2y +
r22
2
xy2 +
r13
6
y3
Ry(x, y) = r11x+ r02y +
r21
2
x2 + r12xy +
r03
2
y2 +
r31
6
x3 +
r22
2
x2y +
r13
2
xy2 +
r04
6
y3
Sx(x, y) = s20x+ s11y +
s30
2
x2 + s21xy +
s12
2
y2 +
s40
6
x3 +
s31
2
x2y +
s22
2
xy2 +
s13
6
y3
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Sy(x, y) = s11x+ s02y +
s21
2
x2 + s12xy +
s03
2
y2 +
s31
6
x3 +
s22
2
x2y +
s13
2
xy2 +
s04
6
y3
O plano normal é gerado por {N1, N2}, onde
N1 =
N̂1
|N̂1|
e N2 =
N̂2
|N̂2|
sendo deﬁnidos N̂1, N̂2 por
N̂1 = (−Rx,−Ry, 1, 0) e N̂2 = t1 ∧ t2 ∧ N̂1,
podemos obter N̂2 pela relação
det(t1, t2, N̂1, •) = 〈N̂2, •〉.
Assim,
N̂2 = (−Sx(1 +R2y) +RxRySy,−Sy(1 +R2x) +RxRySx,−SxRx −RySy, 1 +R2x +R2y)
temos ainda
t11 = (0, 0, Rxx, Sxx) , t12 = (0, 0, Rxy, Sxy) , t22 = (0, 0, Ryy, Syy)
onde
Rxx(x, y) = r20 + r30x+ r21y +
r40
2
x2 + r31xy +
r22
2
y2
Ryy(x, y) = r02 + r12x+ r03y +
r22
2
x2 + r13xy +
r04
2
y2
Rxy(x, y) = Ryx(x, y) = r11 + r21x+ r12y +
r31
2
x2 + r22xy +
r13
2
y2
Sxx(x, y) = s20 + s30x+ s21y +
s40
2
x2 + s31xy +
s22
2
y2
Syy(x, y) = s02 + s12x+ s03y +
s22
2
x2 + s13xy +
s04
2
y2
Sxy(x, y) = Syx(x, y) = s11 + s21x+ s12y +
s31
2
x2 + s22xy +
s13
2
y2.
Sendo assim obtemos a 1a forma fundamental em uma carta de Monge. Teremos
E = 〈t1, t1〉 = 〈(1, 0, Rx, Sx), (1, 0, Rx, Sx)〉 = 1 +R2x + S2x
o termo R2x +R
2
y terá grau maior ou igual que 2. Logo
E = 1 +O(2).
Da mesma forma, teremos
F = 〈t1, t2〉 = 〈(1, 0, Rx, Sx), (0, 1, Ry, Sy)〉 = RxRy + SxSy
F = O(2).
Temos ainda,
G = 〈t2, t2〉 = 〈(0, 1, Ry, Sy), (0, 1, Ry, Sy)〉 = 1 +R2y + S2y
G = 1 +O(2).
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Obtemos também a 2a forma fundamental em uma carta de Monge. Teremos
e1 = 〈t11, N1〉 = r20 + r30x+ r21y +O(2) , e2 = 〈t11, N2〉 = s20 + s30x+ s21y +O(2)
f1 = 〈t12, N1〉 = r11 + r21x+ r12y +O(2) , f2 = 〈t12, N2〉 = s11 + s21x+ s12y +O(2)
g1 = 〈t22, N1〉 = r02 + r12x+ r03y +O(2) , g2 = 〈t22, N2〉 = s02 + s12x+ s03y +O(2).
Proposição 9. Os pontos axiumbílicos são dados por
a0(x, y) = 0 e a1(x, y) = 0,
na vizinhança de (0, 0), segue que
a0(x, y) = a
0
00 + a
0
10x+ a
0
01y +O(2)
a1(x, y) = a
1
00 + a
1
10x+ a
1
01y +O(2),
onde
a000 = r11(r02 − r20) + s11(s02 − s20)
a010 = r21(r02 − r20) + r11(r12 − r30) + s11(s12 − s30) + s21(s02 − s20)
a001 = r12(r02 − r20) + r11(r03 − r21) + s11(s03 − s21) + s12(s02 − s20)
e
a100 = (r02 − r20)2 + (s02 − s20)2 − 4(r211 + s211)
a110 = 2(r12 − r30)(r02 − r20) + 2(s12 − s30)(s02 − s20)− 8(r21r11 + s21s11)
a110 = 2(r03 − r21)(r02 − r20) + 2(s03 − s21)(s02 − s20)− 8(r121r11 + s12s11).
Demonstração. De fato, para a0(x, y) = 0, temos
a0 = 4F (EG− 2F 2)(e21 + e22)− 4E(EG− 4F 2)(e1f1 + e2f2)
− 8E2F (f21 + f22 )− 4E2F (e1g1 + e2g2) + 4E3(f1g1 + f2g2)
= O(2)− 4(1 +O(2))[(1 +O(2)).(1 +O(2)) +O(2)](e1f1 + e2f2)
+ O(2) +O(2) + 4(1 +O(2))(f1g1 + f2g2)
= −4(1 +O(2)).(1 +O(2))(e1f1 + e2f2) + 4(1 +O(2))(f1g1 + f2g2) +O(2)
= −4[(r20 + r30x+ r21y +O(2))(r11 + r21x+ r12y +O(2))
+ (s20 + s30x+ s21y +O(2))(s11 + s21x+ s12y +O(2))]
+ 4[(r11 + r21x+ r12y +O(2))(r02 + r12x+ r03y +O(2))
+ (s11 + s21x+ s12y +O(2))(s02 + s12x+ s03y +O(2))] +O(2)
= −4[r20r11 + (r20r21 + r30r11)x+ (r20r12 + r21r11)y
+ s20s11 + (s20s21 + s30s11)x+ (s20s12 + s21s11)y +O(2)]
+ 4[r02r11 + (r02r21 + r12r11)x+ (r02r12 + r03r11)y
+ s02s11 + (s02s21 + s12s11)x+ (s02s12 + s03s11)y +O(2)] +O(2)
= (r02r11 − r20r11) + [(r02r21 + r12r11)− (r20r21 + r30r11)]x
+ [(r02r12 + r03r11)− (r20r12 + r21r11)]y
+ (s02s11 − s20s11) + [(s02s21 + s12s11)− (s20s21 + s30s11)]x
+ [(s02s12 + s03s11)− (s20s12 + s21s11)]y +O(2)
= r11(r02 − r20) + s11(s02 − s20) + [r11(r12 − r30) + r21(r02 − r20)
+ s11(s12 − s30) + s21(s02 − s20)]x+ [r11(r03 − r21) + r12(r02 − r20)
+ s11(s03 − s21) + s12(s02 − s20)]y +O(2).
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Usando a notação da hipótese, temos
a0(x, y) = a
0
00 + a
0
10x+ a
0
01y +O(2).
Para a1(x, y) = 0,temos
a1 = 4E
3(g21 + g
2
2) + 4G(EG− 4F 2)(e21 + e22)
+ 32EFG(e1f1 + e2f2)− 16E2G(f21 + f22 )− 8E2G(e1g1 + e2g2)
= 4(1 +O(2))[(r02 + r12x+ r03y +O(2))
2 + (s02 + s12x+ s03y +O(2))
2]
+ 4(1 +O(2))[(r20 + r30x+ r21y +O(2))
2 + (s20 + s30x+ s21y +O(2))
2]
− 16(1 +O(2))[(r11 + r21x+ r12y +O(2))2 + (s11 + s21x+ s12y +O(2))2]
− 8(1 +O(2))[(r20 + r30x+ r21y +O(2))(r02 + r12x+ r03y +O(2))
+ (s20 + s30x+ s21y +O(2))(s02 + s12x+ s03y +O(2))] +O(2)
= 4[r202 + 2r02r12x+ 2r02r03y + s
2
02 + 2s02s12x+ 2s02s03y +O(2)]
+ 4[r220 + 2r20r30x+ 2r20r21y + s
2
20 + 2s20s30x+ 2s20s21y +O(2)]
− 16[r211 + 2r11r21x+ 2r11r12y + s211 + 2s11s21x+ 2s11s12y +O(2)]
− 8[r20r02 + r20r12x+ r20r03y + r02r30x+ r02r21y
+ s20s02 + s20s12x+ s20s03y + s02s30x+ s02s21y +O(2)]
= r202 + r
2
20 − 2r02r20 + s202 + s220 − 2s02s20
− 4(r211 + s211) + [2(r02r12 + r20r30 − r20r12 − r02r30 + s02s12
+ s20s30 − s20s12 − s02s30)− 8(r11r21 + s11s21)]
+ [2(r02r03 + r20r21 − r20r03 − r02r21 + s02s03
+ s20s21 − s20s03 − s02s21)− 8(r11r12 + s11s12)] +O(2)
= (r02 − r20)2 + (s02 − s20)2 − 4(r211 + s211)
+ 2[r02(r12 − r30)− r20(r12 − r30) + s02(s12 − s30)
− s20(s12 − s30)− 4(r11r21 + s11s21)]
+ 2[r02(r03 − r21)− r20(r21 − r03) + s02(s03 − s21)
− s20(s21 − s03)− 4(r11r12 + s11s12)] +O(2)
= (r02 − r20)2 + (s02 − s20)2 − 4(r211 + s211)
+ 2[(r02 − r20)(r12 − r30) + (s02 − s20)(s12 − s30)− 4(r11r21 + s11s21)]
+ 2[(r02 − r20)(r03 − r21) + (s02 − s20)(s03 − s21)
− 4(r11r12 + s11s12)] +O(2).
Usando a notação da hipótese, temos
a1(x, y) = a
1
00 + a
1
10x+ a
1
01y +O(2).
Corolário 2. Um ponto p expresso em uma carta de Monge por (0, 0), é um ponto axiumbílico
quando valem as seguintes relações:
{
2r11 = (s02 − s20)
2s11 = −(r02 − r20)
ou {
2r11 = −(s02 − s20)
2s11 = (r02 − r20) (1.4.3)
Demonstração. Sejam
a0(x, y) = a
0
00 + a
0
10x+ a
0
01y +O(2)
a1(x, y) = a
1
00 + a
1
10x+ a
1
01y +O(2),
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no ponto (0, 0), teremos
a0(0, 0) = a
0
00 = 0 e a1(0, 0) = a
1
00 = 0,
portanto {
a000 = r11(r02 − r20) + s11(s02 − s20) = 0
a100 = (r02 − r20)2 + (s02 − s20)2 − 4(r211 + s211) = 0
. (1.4.4)
Calculando o sistema, teremos
r11 = −s11(s02 − s20)
(r02 − r20) .
Substituindo na linha 2 do sistema 1.4.4 , teremos
(r02 − r20)2 + (s02 − s20)2 − 4
(
s211(s02 − s20)2
(r02 − r20)2 + s
2
11
)
= 0
(r02 − r20)2 + (s02 − s20)2 − 4 s
2
11
(r02 − r20)2 [(s02 − s20)
2 + (r02 − r20)2] = 0
[(r02 − r20)2 + (s02 − s20)2]
[
1− 4 s
2
11
(r02 − r20)2
]
= 0.
Assim,
1− 4 s
2
11
(r02 − r20)2 = 0
(r02 − r20)2 − 4s211 = 0
s11 =
√
(r02 − r20)2
4
2s11 = ±(r02 − r20),
logo
r11 = −s11(s02 − s20)
(r02 − r20)
2r11 = ±(s02 − s20).
Observação 6. Sejam
r = r02 − r20 , s = s02 − s20 e ρ2 = r211 + s211
então a condição para (0, 0) é um ponto axiumbílico é dada por{
r11.r + s11.s = 0
r2 + s2 = 4ρ2
.
Esta condição para um ponto axiumbílico pode ser interpretada como a interseção de um
círculo e uma linha reta no plano (r, s).
As interseções são dadas por:{
r11 = s/2
s11 = −r/2 ou
{
r11 = −s/2
s11 = r/2
(1.4.5)
O sistema 1.4.5 é uma outra forma para o sistema 1.4.3
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Lema 3. Seja p um ponto axiumbílico com coordenadas (0, 0) na carta de Monge. A equação
diferencial das linhas axiais na vizinhança de (0, 0) é dada por
â0(x, y)(dx
4 − 6dx2dy2 + dy4) + â1(x, y)(dx2 − dy2)dxdy +H(x, y, dx, dy) = 0, (1.4.6)
onde
â0(x, y) =
(rα1 + sα2)
2
x+
(rα3 + sα4)
2
y + a020x
2 + a011xy + a
0
02y
2
â1(x, y) = 2(sα1 + rα2)x+ 2(sα3 + rα4)y + a
1
20x
2 + a111xy + a
1
02y
2, (1.4.7)
com
α1 = s12 − s30 + 2r21
α2 = r30 − r12 + 2s21
α3 = s03 − s21 + 2r12
α4 = r21 − r03 + 2s12.
Onde H contém termos de ordem superior ou igual a 3 em (x, y).
Demonstração. Sabemos que
a0(dx
4 − 6dx2dy2 + dy4) + a1(dx2 − dy2)dxdy = 0,
onde
a0(x, y) = a
0
00 + a
0
10x+ a
0
01y +O(2)
a1(x, y) = a
1
00 + a
1
10x+ a
1
01y +O(2).
Na vizinhança de (0, 0), temos
a000 = 0 e a
1
00 = 0,
assim
â0(x, y) = a
0
10x+ a
0
01y +O(2)
â1(x, y) = a
1
10x+ a
1
01y +O(2),
podemos escrever
a010 = r21(r20 − r02) + r11(r12 − r30) + s11(s12 − s30) + s21(s20 − s02),
com r20 − r02 = r, s20 − s02 = s, r11 = −s/2 e s11 = r/2, logo
a010 = r.r21 +
r
2
(s12 − s30)− s
2
(r30 − r12) + s21s
=
r
2
(2r21 + s12 − s30) + s
2
(2s21 + r30 − r12)
=
(rα1 + sα2)
2
,
da mesma forma, temos
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a001 = r12(r02 − r20) + r11(r03 − r21) + s11(s03 − s21) + s12(s02 − s20)
= r.r12 +
r
2
(s03 − s21)− s
2
(r03 − r21) + s12s
=
r
2
(2r12 + s03 − s21) + s
2
(2s12 − r03 + r21)
=
(rα3 + sα4)
2
.
Portanto,
â0(x, y) =
(rα1 + sα2)
2
x+
(rα3 + sα4)
2
y +O(2).
A prova para â1(x, y), segue de forma análoga.
Com a notação da equação 1.4.6, a condição de transversalidade entre as curvas a0 = 0
e a1 = 0 é dada por ∣∣∣∣ a010 a001a110 a101
∣∣∣∣ 6= 0,
podemos escrever ∣∣∣∣∣
rα1 + sα2
2
rα3 + sα4
2
2(sα1 − rα2) 2(sα3 − rα4)
∣∣∣∣∣ 6= 0
(rα1 + sα2)(sα3 − rα4)− (rα3 + sα4)(sα1 − rα2) =
rsα1α3 − r2α1α4 + s2α2α3 − rsα2α4−
rsα1α3 + r
2α3α2 − s2α1α4 + rsα2α4 =
r2(α3α2 − α1α4) + s2(α3α2 − α1α4) =
= [α2α3 − α1α4](r2 + s2) 6= 0.
Se r2 + s2 = 0, temos que
a010 = a
0
01 = a
1
10 = a
1
01 = 0,
portanto a matriz [
a010 a
0
01
a110 a
1
01
]
é identicamente nula. Assim os pontos axiumbílicos com r = s = 0 formam um conjunto de
codimensão pelo menos quatro.
Portanto a condição de transversalidade, se r2 + s2 6= 0, é dada por
T := α2α3 − α1α4 6= 0.
Lema 4. Considere a equação diferencial quártica
(a010x+ a
0
01y)(dx
4 − 6dx2dy2 + dy4) + (a110x+ a101y)(dx2 − dy2)dxdy = 0. (1.4.8)
Considere a rotação
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x = cos θ.u+ sin θ.v e y = − sin θ.u+ cos θ.v
onde θ é a raiz real da equação
−a001t5 + (a010 − a101)t4 + (6a001 + a110)t3 + (a101 − 6a010)t2 − (a001 + a110)t+ a010 = 0 t = tan θ.
Então, segue que
a001v(du
4 − 6du2dv2 + dv4) + (a110u+ a101v)(du2 − dv2)dudv = 0, (1.4.9)
onde
a001 = a
0
01(a
0
10, a
0
01, a
1
10, a
1
01, θ) , a
1
10 = a
1
10(a
0
10, a
0
01, a
1
10, a
1
01, θ) e a
1
01 = a
1
01(a
0
10, a
0
01, a
1
10, a
1
01, θ)
Demonstração. Fazendo, x = cos θ.u + sin θ.v e y = − sin θ.u + cos θ.v. Daí obtemos dx =
cos θ.du+ sin θ.dv e dy = − sin θ.du+ cos θ.dv, substituindo estas equações em 1.4.8, temos
−a001 · sin5 θ + (a010 − a011 ) sin4 θ · cos θ + (6a001 + a110) sin3 θ · cos2 θ
+(a101 − 6a010) sin2 θ · cos3 θ − (a001 + a110) sin θ · cos4 θ + a010 · cos5 θ = 0,
dividindo por cos5 θ, teremos
−a001
sin5 θ
cos5 θ
+ (a010 − a011 )
sin4 θ · cos θ
cos5 θ
+ (6a001 + a
1
10)
sin3 θ · cos2 θ
cos5 θ
+(a101 − 6a010)
sin2 θ · cos3 θ
cos5 θ
− (a001 + a110)
sin θ · cos4 θ
cos5 θ
+ a010
cos5 θ
cos5 θ
= 0,
assim, teremos
−a001 · tan5 θ + (a010 − a011 ) tan4 θ + (6a001 + a110) tan3 θ
+(a101 − 6a010) tan2 θ − (a001 + a110) tan θ + a010 = 0, tan θ = t
tomando a001, uma rotação θ =
pi
2 é suﬁciente para obtermos a equação
(a001y)(dx
4 − 6dx2dy2 + dy4) + (a110x+ a101y)(dx2 − dy2)dxdy = 0.
Proposição 10. Seja p um ponto axiumbílico. Então existe uma carta de Monge e uma homo-
tetia em R4, tal que a equação das linhas axiais é dada por
y(dx4 − 6dx2dy2 + dy4) + (ax+ by)(dx2 − dy2)dxdy +H(x, y, dx, dy) = 0, (1.4.10)
onde H contém termos de ordem maior ou igual a 2 em (x, y). Além disso, o ponto axiumbílico
p é transversal se, e somente se , a 6= 0.
Demonstração. Considere a parametrização
X(x, y) = (x, y,R(x, y), S(x, y)),
dada pelas equações 1.4.1 e 1.4.2 tal que (0, 0) é um ponto axiumbílico. Pela equação 1.4.7 segue
que:
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a0(x, y) =
1
2
(rα1 + sα2)x+
1
2
(rα3 + sα4)y +O(2)
a1(x, y) = 2(sα1 − rα2)x+ 2(sα3 − rα4)y +O(2).
Por uma escolha apropriada de uma rotação no plano {x, y}, dada pelo 4 e uma homotetia
em R4, é possível fazer 2a10 = rα1 + sα2 = 0 e então
(α1α4 − α2α3)(r2 + s2) 6= 0,
também a01 = 12(rα3 + sα4) = 1. Dividindo 1.4.10 por
rα3+sα4
2 , temos o resultado estabelecido
a =
4(sα1 − rα2)
rα3 + sα4
quando rα1 + sα2 = 0 e
b =
4(sα3 − rα4)
rα3 + sα4
.
Se r 6= 0, segue que
a = − 4(r
2 + s2)α3
r(rα3 + sα4)
.
Se s 6= 0 e r = 0, segue que
a =
4α1
α4
.
Observação 7. Seja p =
dy
dx
. Então a equação diferencial 1.4.10 é dada por
y(p4 − 6p2 + 1) + (ax+ by)p(1− p2) +H(x, y, p) = 0, (1.4.11)
onde H contém termos de ordem maior ou igual a 2 em (x, y).
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Capítulo 2
Conﬁgurações Axiais de superfícies
imersas em R4
No trabalho Mémorie sur les courbes déﬁnies par les équations diﬀerentielles, para estudar a
equação
F (t, x, p) = 0, p =
dx
dt
, t, x ∈ R (2.0.1)
Poincaré usou uma brilhante e efetiva construção geométrica, que permitiu-lhe criar uma
teoria qualitativa de tal equação diferencial dos trabalhos anteriores de Lagrange, Cauchy, Briot,
Bouquet e outros. O metódo que Poincaré utilizou foi o levantamento de uma equação diferencial
para a superfície
F (t, x, p) = 0
no espaço de 1-jato de funções x(t), ou seja, o espaço tridimensional com coordenada (t, x, p).
Isto permite-lhe passar do campo vetorial de várias direções, dado pela equação 2.0.1 no plano
(t, x) para um campo vetorial de uma única direção sobre uma superfície.
Poincaré considerou o caso onde a superfície F (t, x, p) = 0 não tem inﬁnitos buracos e as
soluções da equação 2.0.1 tratam de trajetórias e movimentos ao longo desta superfície dado
pelo campo vetorial
t′ =
∂F
∂p
, x′ = p
∂F
∂p
, p′ = −
(
∂F
∂t
+ p
∂F
∂x
)
,
que é chamado levantamento. Esta construção permitiu a Poincaré estudar as curvas integrais
de 2.0.1, também os assim chamados pontos singulares e que esta equação não pode ser resolvida
com relação a derivada. Além disso, este fato levou Poincaré ao problema de distribuição de
pontos singulares de um campo vetorial em uma superfície compacta orientável e para um notável
resultado topológico:
Se um campo vetorial em uma superfície compacta orientável têm somente pontos singulares
não-degenerados (nós-n, selas-s e focos-f), então a soma n+f − s para todo o campo é o mesma
e é igual a característica de Euler desta superfície.
Neste trabalho usamos este campo vetorial descrito acima, com o nome de campo vetorial de
Lie-Cartan que é de grande importância para encontrarmos os pontos axiumbílicos.
Deﬁnição 5 (Fibrado Projetivo). A cada p ∈ M está associado o círculo unitário S1p ⊂ TpM .
Seja o vetor v,−v ∈ S1p , tal que
[v] = {v,−v}.
Fazendo o quociente
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S1p/[v],
temos o espaço projetivo PpM . Seja v o representante da classe, então temos
PM := {(p, v) : p ∈M, v ∈ PpM},
dito o ﬁbrado projetivo , denotado por (PM,M, pi), onde pi é uma projeção com estrutura de
variedade, dada por
pi(p, v) = p
Para cada aberto U ⊂M , estão deﬁnidas as cartas(
x, y,
dy
dx
)
e
(
x, y,
dx
dy
)
,
sendo p =
dy
dx
e q =
dx
dy
, que cobrem pi−1(U).
Seja Ir = Ir(M,R4) o conjunto de imersões de classe Cr. Para cada α ∈ Ir, a equação
diferencial das linhas axiais estão bem deﬁnidas
G(x, y, dx, dy) = a4dy4 + a3dy3dx+ a2dy2dx2 + a1dydx3 + a0dx4 = 0 (2.0.2)
no ﬁbrado projetivo PM de M .
Deﬁnição 6. Para cada α ∈ Ir, seja a superfície de Lie-Cartan da imersão α, de classe Cr−2,
dada por
Lα := G−1(0),
tal superfície é regular em M − Uα, podendo apresentar singularidades em Uα.
Teorema 2. Seja o aberto U ⊂ Rn e f : U −→ Rn−m de classe Ck, k ≥ 1. Se c ∈ Rn−m é
um valor regular de f , então teremos que f−1(c) é vazio ou é uma superfície m-dimensional de
classe Ck em Rn.
Demonstração. Ver [14].
Proposição 11. Lα := G−1(0) é uma superfície regular na vizinhança do eixo projetivo p.
Demonstração. Usando a carta de Monge, temos
y(p4 − 6p2 + 1) + (ax+ by)p(1− p2) +H(x, y, p) = 0.
Calculando as derivadas, temos
∂G
∂x
(x, y, p) = ap(1− p2)
∂G
∂y
(x, y, p) = p4 − 6p2 + 1 + bp(1− p2)
∂G
∂p
(x, y, p) = y.(4p3 − 12p) + (ax+ by)(1− 3p2),
no ponto (0, 0, p), temos
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∂G
∂x
(0, 0, p) = ap(1− p2)
∂G
∂y
(0, 0, p) = p4 − 6p2 + 1 + bp(1− p2)
∂G
∂p
(0, 0, p) = 0.
Temos ainda que as equações
ap(1− p2) = 0 e p4 − 6p2 + 1 + bp(1− p2) = 0,
não têm solução comum. De fato isso ocorre pois a primeira equação têm como solução p = 0
ou p = ±1, que não é solução da 2o equação acima.
Além disso, a equação diferencial quártica 2.0.2 contém a linha projetiva em Uα, de fato
temos que
G(x, y, p) = y(p4 − 6p2 + 1) + (ax+ by)p(1− p2) +H(x, y, p)
G(0, 0, p) = 0.(p4 − 6p2 + 1) + (a.0 + b.0)w(1− p2) +H(0, 0, p)
G(0, 0, p) = 0,
onde H(0, 0, p) = 0.
Segue que Lα é uma cobertura ramiﬁcada de grau 4 em M − Uα e contém a linha projetiva
pi−1(p) para cada p ∈ Uα.
Na carta (x, y, p), com p =
dy
dx
, a equação 2.0.2 é dada por
G(x, y, p) = a4p4 + a3p3 + a2p2 + a1p+ a0 = 0 (2.0.3)
Teorema 3. O campo vetorial
XG = X1
∂
∂x
+X2
∂
∂y
+X3
∂
∂p
,
onde
X1 = Gp
X2 = pGp
X3 = −(Gx + pGy)
é de classe Ck−3, tangente à superfície G(x, y, p) = 0. Este campo vetorial é dito campo
vetorial de Lie-Cartan.
Demonstração. Seja 
x′ = X1
y′ = X2
p′ = X3
,
como p =
dy
dx
.
Façamos x = t, então dx = dt, assim
p =
dy
dt
=⇒ dy = pdt =⇒ y′ = p,
dessa forma teremos
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
x′ = 1
y′ = p
p′ = X3
,
temos
X = (X1, X2, X3) e ∇G = (Gx,Gy,Gp)
e 〈X,∇G〉 = 0 então, teremos
X1.Gx +X2.Gy +X3.Gp = 0
1.Gx + p.Gy +X3.Gp = 0
X3 =
−Gx − p.Gy
Gp .
Portanto
Xα =
∂
∂x
+ p
∂
∂y
− (Gx + pGy)Gp
∂
∂p
,
multiplicando a equação acima por Gp, teremos
Xα = Gp ∂
∂x
+ pGp ∂
∂y
− (Gx + pGy) ∂
∂p
(2.0.4)
As linhas de curvatura axial, são as projeções dadas por
pi : PM −→M,
restrita para Lα das curvas integrais de Xα.
Para cada p ∈ M − Uα, existem 4 direções axiais bem deﬁnidas, dadas por quatro raízes da
equação 2.0.3.
Figura 2.1: Projeção em M2 das curvas integrais do campo vetorial de Lie-Cartan
Na Figura 3.1, podemos ver a projeção emM das curvas integrais do campo vetorial tangente
de Lie-Cartan, para Lα em uma vizinhança de p ∈ M − Uα. Para cada ponto p ∈ M passam
quatro linhas , associadas em pares aos eixos da elipse.
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Deﬁnição 7. Para o conjunto dos pontos axiumbílicos em M e as linhas axiais, podemos deﬁnir:
1. Conﬁguração axial principal Pα = {Uα,Xα}
é deﬁnida pelos pontos axiumbílicos em Uα e pela rede Xα (relacionada com as cruzes da
curvatura axial principal) em M − Uα.
2. Conﬁguração axial média Qα = {Uα,Yα}
é deﬁnida pelos pontos axiumbílicos em Uα e pela rede Yα (relacionada com as cruzes da
curvatura axial média) em M − Uα.
2.1 Conﬁgurações Axiais na vizinhança de pontos axiumbílicos
Seja p um ponto axiumbílico, cuja vizinhança é parametrizada por uma carta de Monge. Se-
guindo a notação estabelecida no capítulo 1. Se p for um ponto axiumbílico transversal, ou seja,
determinado pela interseção transversal das curvas a0 = 0 e a1 = 0 (ver equação 1.3.1), resulta
da Proposição 10 e Observação 7, que a equação diferencial das linhas axiais é dada por
G(x, y, p) = y(p4 − 6p2 + 1) + (ax+ by)p(1− p2) +H(x, y, p) = 0, (2.1.1)
onde H(x, y, p) contém termos de ordem maior ou igual a 2 em (x, y).
A superfície de Lie-Cartan Lα em PM é deﬁnida, implicitamente por
G(x, y, p) = 0. (2.1.2)
No caso em que p é um ponto axiumbílico transversal, a superfície deﬁnida em 2.1.2 é regular
e de classe Cr−2 na vizinhança do eixo projetivo p.
Nas coordenadas (x, y, p), o campo vetorial de Lie-Cartan X, é de classe Cr−3 (equação
2.0.4), dado por
X = Gp ∂
∂x
+ pGp ∂
∂y
− (Gx + pGy) ∂
∂p
. (2.1.3)
As projeções das curvas integrais de X|G=0 são as linhas axiais na vizinhança de p (Figura
3.1).
Calculando Gx,Gy e Gp, teremos
Gx = ap(1− p2)
Gy = (p4 − 6p2 + 1) + bp(1− p2)
Gp = y(4p3 − 12p) + (ax+ by)(1− 3p2).
Assim, o campo vetorial de Lie-Cartan pode ser escrito como
X = [y(4p3 − 12p) + (ax+ by)(1− 3p2)] ∂
∂x
+ p[y(4p3 − 12p) + (ax+ by)(1− 3p2)] ∂
∂y
− [(ap(1− p2) + p[(p4 − 6p2 + 1) + bp(1− p2)]] ∂
∂p
.
Restrito ao eixo projetivo p, o campo vetorial de Lie-Cartan é dado por
X = −p[(p4 − 6p2 + 1) + (1− p2)(a+ bp)] ∂
∂p
. (2.1.4)
Portanto os pontos singulares do campo vetorial de Lie-Cartan, na linha projetiva são dados
pela equação:
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P (p) = pR(p) = p[(p4 − 6p2 + 1) + (1− p2)(a+ bp)] = 0. (2.1.5)
O discriminante (ver [13],pag. 16) de R(p) = (p4 − 6p2 + 1) + (1− p2)(a+ bp), é dado por
∆(a, b) = 16a5 + 4(b2 + 68)a4 + 16(b2 + 144)a3
− 8(b2 − 80)(16 + b2)a2 + 96(16 + b2)a+ 4(16 + b2)3. (2.1.6)
A conﬁguração axial próxima ao ponto axiumbílico, será estabelecida da seguinte forma:
i) ∆(a, b) < 0,
ii) ∆(a, b) > 0, a < 0, a 6= −1,
iii) ∆(a, b) > 0, a > 0.
Além disso, R(±1) = −4, R(0) = 1 + a, de fato
R(1) = 14 − 6 · 12 + 1 + (1− 12)(a+ b) = −4
R(1) = (−1)4 − 6 · (−1)2 + 1 + (1− (−1)2)(a+ b) = −4
R(0) = 1 + (1 + 0)(a+ 0) = 1 + a.
Temos, também que
lim
p→±∞R(p) = +∞,
assim R têm duas raízes reais simples, uma menor que −1 e a outra maior que 1.
A derivada de X em (0, 0, p) é dada por
DX(0, 0, p) =

∂X1
∂x
(0, 0, p)
∂X1
∂y
(0, 0, p)
∂X1
∂p
(0, 0, p)
∂X2
∂x
(0, 0, p)
∂X2
∂y
(0, 0, p)
∂X2
∂p
(0, 0, p)
∂X3
∂x
(0, 0, p)
∂X3
∂y
(0, 0, p)
∂X3
∂p
(0, 0, p)
 ,
onde
X = X1
∂
∂x
+X2
∂
∂y
+X3
∂
∂p
.
Assim, teremos
DX(0, 0, p) =
 a(1− 3p2) 4p3 + b(1− 3p2)− 12p 0ap(1− 3p2) p[4p3 + b(1− 3p2)− 12p] 0
0 0 −P ′(p)
 .
Calculando os autovalores, teremos
(λI3 −DX(0, 0, p)) =
 λ− a(1− 3p2) −[4p3 + b(1− 3p2)− 12p] 0−ap(1− 3p2) λ− [p[4p3 + b(1− 3p2)− 12p]] 0
0 0 λ+ P ′(p)
 ,
onde I3 é a matriz identidade 3× 3.
Fazendo
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det(λI3 −DX(0, 0, p)) = (λ− a(1− 3p2))(λ− [p[4p3 + b(1− 3p2)− 12p]])(λ+ P ′(p))
− (λ+ P ′(p))(pa(1− 3p2))([4p3 + b(1− 3p2)− 12p])
= (λ+ P ′(p))[(λ− a(1− 3p2))(λ− [p[4p3 + b(1− 3p2)− 12p]])
− (pa(1− 3p2))([4p3 + b(1− 3p2)− 12p])].
Como det(λI3 −DX(0, 0, p)) = 0, temos
(λ+P ′(p))[(λ−a(1−3p2))(λ−[p[4p3+b(1−3p2)−12p]])−(pa(1−3p2))([4p3+b(1−3p2)−12p])] = 0,
assim
λ3 + P
′(p) = 0 =⇒ λ3 = −P ′(p)
ou
(λ− a(1− 3p2))(λ− [p[4p3 + b(1− 3p2)− 12p]]) −
(pa(1− 3p2))([4p3 + b(1− 3p2)− 12p]) = 0
λ2 − λ[a(1− 3p2) + [p[4p3 + b(1− 3p2)− 12p]]] +
a(1− 3p2)[p[4p3 + b(1− 3p2)− 12p]] −
(pa(1− 3p2))([4p3 + b(1− 3p2)− 12p]) =
λ2 − λ[a(1− 3p2) + [p[4p3 + b(1− 3p2)− 12p]]] =
λ(λ− [a(1− 3p2) + [p[4p3 + b(1− 3p2)− 12p]]]) = 0,
assim
λ1 = 0
λ2 = a(1− 3p2) + [p[4p3 + b(1− 3p2)− 12p]].
Lembre-se que P (p) = pR(p), e então
P ′(p) = R(p) + pR′(p).
Portanto nas raízes de R, segue que −P ′(p) = −pR′(p). Também, como ±1 não são raízes
de R, seque que
R(p) = (p4 − 6p2 + 1) + (1− p2)(a+ bp)
(p4 − 6p2 + 1) + (1− p2)(a+ bp) = 0
a+ bp =
−(p4 − 6p2 + 1)
(1− p2)
a =
(−p4 + 6p2 − 1)− bp(1− p2)
1− p2 .
Substituindo na equação acima a expressão de λ2(p), p sendo uma raíz de R(p) (ponto singular
de X), segue que
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λ2 = a(1− 3p2) + [p[4p3 + b(1− 3p2)− 12p]]
=
(−p4 + 6p2 − 1)− bp(1− p2)
1− p2 (1− 3p
2)
+ [p[4p3 + b(1− 3p2)− 12p]]
=
(−p4 + 6p2 − 1)(1− 3p2)− bp(1− p2)(1− 3p2)
1− p2
+
[p[4p3 + b(1− 3p2)− 12p]](1− p2)
1− p2
=
−p4 + 3p6 + 6p2 − 18p4 − 1 + 3p2 − bp(1− p2)(1− 3p2)
1− p2
+
4p4(1− p2)− 12p2(1− p2) + bp(1− 3p2)(1− p2)
1− p2
=
−p6 − 3p4 − 3p2 − 1
1− p2 =
p6 + 3p4 + 3p2 + 1
p2 − 1
=
(p2 + 1)3
p2 − 1 
λ1(p) =
(p2 + 1)3
p2 − 1
λ2(p) = −pR′(p)
Vamos separar os autovalores em dois casos:
a) p0 = 0
Teremos,
λ1(p0) = a(1− 3p2) + [p[4p3 + b(1− 3p2)− 12p]]
λ1(p0) = a
λ2(p0) = −P ′(p)
λ2(p0) = −R(p)− pR′(p) = −(a+ 1).
b) pi 6= 0 com i = 1, 2
λ1(pi) =
(p2i + 1)
3
(p2i − 1)
λ2(pi) = −piR′(pi).
Portanto, os autovalores de DX, no espaço tangente para G = 0, são os seguintes:
p0 = 0 :
{
λ1 = a
λ2 = −(a+ 1) (2.1.7)
pi 6= 0 :

λ1 =
(p2 + 1)3
(p2 − 1)
λ2 = −piR′(pi)
(2.1.8)
O autoespaço associado ao autovalor λ1 é transversal ao eixo p e o autovalor λ2 tem o eixo
projetivo como seu autoespaço.
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2.2 O ponto axiumbílico E3
Quando ∆(a, b) < 0, R têm duas raízes reais simples, e o campo vetorial de Lie-Cartan têm três
selas hiperbólicas no eixo projetivo, este ponto axiumbílico é chamado do tipo E3.
De fato fazendo a análise do gráﬁco de R, temos
Figura 2.2: Gráﬁco de R(p) no caso E3
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) p2 > 1
Temos que p2 > 1 implica p22 > 0, assim
λ1 =
(p22 + 1)
3
(p22 − 1)
> 0
Como o gráﬁco é crescente em R(p2), então R′(p2) > 0, como −p2 < 0, temos que
λ2 = −p2R′(p2) < 0
Portanto p2 é um ponto de sela.
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Figura 2.3: Gráﬁco de R(p) no caso E4, ítem 1.
2.3 O ponto axiumbílico E4
Quando ∆(a, b) > 0, a < 0, a 6= −1,R têm quatro raízes reais simples, e o campo vetorial de
Lie-Cartan têm 5 pontos singulares na linha projetiva, quatro são selas hiperbólicas e uma é um
nó hiperbólico, este ponto axiumbílico é chamado do tipo E4.
De fato fazendo a análise do gráﬁco de R, temos
1. p1 < −1 < p2 < p3 < p0 = 0 < 1 < p4.
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) −1 < p2 < 0
Seja p2 = −η
ς
, com η < ς, assim(
−η
ς
)2
+ 1(
−η
ς
)2
− 1
=
η2 + ς2
ς2(η2 − ς2) < 0
pois η2 − ς2 < 0, dessa forma
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
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Como o gráﬁco é crescente em R(p2), então R′(p2) > 0, como −p2 > 0, temos que
λ2 = −p2R′(p2) > 0
Portanto p2 é um ponto de sela.
d) −1 < p3 < 0
A análise de λ1 segue igual a do ítem c), assim
λ1 =
(p23 + 1)
3
(p23 − 1)
< 0
Como o gráﬁco é decrescente em R(p3), então R′(p3) < 0, como −p3 > 0, temos que
λ2 = −p3R′(p3) < 0
Portanto p2 é um nó.
e) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
Figura 2.4: Gráﬁco de R(p) no caso E4, ítem 2.
2. p1 < −1 < p0 = 0 < p2 < p3 < 1 < p4
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
46
c) 0 < p2 < 1
Seja p2 =
η
ς
, com η < ς, assim(
η
ς
)2
+ 1(
η
ς
)2
− 1
=
η2 + ς2
ς2(η2 − ς2) < 0
pois η2 − ς2 < 0, dessa forma
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
Como o gráﬁco é crescente em R(p2), então R′(p2) > 0, como −p2 < 0, temos que
λ2 = −p2R′(p2) < 0
Portanto p2 é um nó.
d) 0 < p3 < 1
A análise de λ1 segue igual a do ítem c), assim
λ1 =
(p23 + 1)
3
(p23 − 1)
< 0
Como o gráﬁco é decrescente em R(p3), então R′(p3) < 0, como −p3 < 0, temos que
λ2 = −p3R′(p3) > 0
Portanto p2 é um ponto de sela.
e) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
Figura 2.5: Gráﬁco de R(p) no caso E4, ítem 3.
3. p1 < p2 < p3 < −1 < p0 = 0 < 1 < p4
Temos
R(0) = 1 + a < 0 e R(±1) = −4
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a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) p2 < −1
Temos que p2 < −1 implica p22 > 0, assim
λ1 =
(p22 + 1)
3
(p22 − 1)
> 0
Como o gráﬁco é crescente em R(p2), então R′(p2) > 0, como −p2 > 0, temos que
λ2 = −p2R′(p2) > 0
Portanto p2 é um nó.
d) p3 < −1
A análise de λ1 segue igual a do ítem c), assim
λ1 =
(p23 + 1)
3
(p23 − 1)
> 0
Como o gráﬁco é decrescente em R(p3), então R′(p3) < 0, como −p3 > 0, temos que
λ2 = −p3R′(p3) < 0
Portanto p2 é um ponto de sela.
e) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
Figura 2.6: Gráﬁco de R(p) no caso E4, ítem 4.
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4. p1 < −1 < p0 = 0 < 1 < p2 < p3 < p4
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) p2 > 1
Temos que p2 > 1 implica p22 > 0, assim
λ1 =
(p22 + 1)
3
(p22 − 1)
> 0
Como o gráﬁco é crescente em R(p2), então R′(p2) > 0, como −p2 < 0, temos que
λ2 = −p2R′(p2) < 0
Portanto p2 é um sela.
d) p3 > 1
A análise de λ1 segue igual a do ítem c), assim
λ1 =
(p23 + 1)
3
(p23 − 1)
> 0
Como o gráﬁco é decrescente em R(p3), então R′(p3) < 0, como −p3 < 0, temos que
λ2 = −p3R′(p3) > 0
Portanto p3 é um nó.
e) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
5. −1 < a < 0
Temos
0 < R(0) = 1 + a < 1 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
Para a análise de λ2, façamos a =
η
σ
com η < σ, assim
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Figura 2.7: Gráﬁco de R(p) no caso E4, ítem 5.
−
[(
−η
σ
)
+ 1
]
= −
[
−η + σ
σ
]
< 0
dessa forma
λ2 = −(a+ 1) < 0
Portanto p0 é um nó.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) −1 < p2 < 0
Seja p2 = −η
ς
, com η < ς, assim a análise segue como no ítem c) no caso 1.
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
Como o gráﬁco é crescente em R(p2), então R′(p2) > 0, como −p2 > 0, temos que
λ2 = −p2R′(p2) > 0
Portanto p2 é um ponto de sela.
d) 0 < p3 < 1
A análise de λ1 segue igual a do ítem c) do caso 1, assim
λ1 =
(p23 + 1)
3
(p23 − 1)
< 0
Como o gráﬁco é decrescente em R(p3), então R′(p3) < 0, como −p3 < 0, temos que
λ2 = −p3R′(p3) > 0
Portanto p3 é um ponto de sela.
e) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
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2.4 O ponto axiumbílico E5
Quando ∆(a, b) > 0, a > 0, o campo vetorial de Lie-Cartan têm cinco selas hiperbólicas na linha
projetiva, este ponto axiumbílico é chamado do tipo E5. Teremos,
Figura 2.8: Gráﬁco de R(p) no caso E5
R(0) = 1 + a > 1 e R(±1) = −4
a) p0 = 0
λ1 = a > 0
λ2 = −(a+ 1) < 0
Portanto p0 é um ponto de sela.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) −1 < p2 < 0
Seja p2 = −η
ς
, com η < ς, assim a análise segue como no ítem c) no caso 1.
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
Como o gráﬁco é crescente em R(p2), então R′(p2) > 0, como −p2 > 0, temos que
λ2 = −p2R′(p2) > 0
Portanto p2 é um ponto de sela.
d) 0 < p3 < 1
A análise de λ1 segue igual a do ítem c) do caso 1, assim
λ1 =
(p23 + 1)
3
(p23 − 1)
< 0
51
Como o gráﬁco é decrescente em R(p3), então R′(p3) < 0, como −p3 < 0, temos que
λ2 = −p3R′(p3) > 0
Portanto p3 é um ponto de sela.
e) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
Nas ﬁguras 4.8, 4.9 e 4.10 a superfície de Lie-Cartan e as curvas integrais do campo vetorial
de Lie-Cartan são esboçadas em três casos E3, E4 e E5, respectivamente.
Figura 2.9: Curvas integrais no campo vetorial de Lie-Cartan no caso E3,[4], pag. 14,2014
Figura 2.10: Curvas integrais no campo vetorial de Lie-Cartan no caso E4,[4], pag. 14,2014
As projeções das curvas integrais
pi : PM −→M
são as linhas axiais próximo aos pontos axiumbílicos (veja as Figuras 4.11,4.12, e 4.13) E3,
E4 e E5.
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Figura 2.11: Curvas integrais no campo vetorial de Lie-Cartan no caso E5,[4], pag. 14,2014
Para uma imersão α de uma superfícieM em R4, as singularidades Uα e as linhas de curvatura
axial são montadas em duas conﬁgurações axiais:
A conﬁguração axial principal
Pα = {Uα,Xα}
e a conﬁguração axial média
Qα = {Uα,Yα}
Figura 2.12: Conﬁgurações axiais próximo ao ponto axiumbílico E3,[4], pag. 14,2014
Uma imersão α ∈ Ir é dita ser uma Estabilidade Axial Principal se têm uma vizinhança V(α)
de classe Cr tal que, para todo β ∈ V(α) existe um homeomorﬁsmo h : M −→M aplicando Uα
em Uβ e aplicando a rede integral de Xα na rede de Xβ . Analogamente, a deﬁnição é dada para
a Estabilidade Axial Média.
Na Proposição 12 são descritos os pontos axiumbílicos, que são axiais estáveis. Na Figura
4.14 são esboçadas as curvas
∆(a, b) = 0, a = −1 e a = 0
no plano a, b que limita as regiões abertas correspondentes aos três tipos de pontos axiumbí-
licos do tipo estável axial.
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Figura 2.13: Conﬁgurações axiais próximo ao ponto axiumbílico E4,[4], pag. 14,2014
Figura 2.14: Conﬁgurações axiais próximo ao ponto axiumbílico E5,[4], pag. 14,2014
Proposição 12. Seja p um ponto axiumbílico de α ∈ Ir, r ≥ 5. Então, α é localmente principal
axial estável e localmente médio axial estável em p se, e somente se, p é do tipo E3, E4 e E5.
A curva ∆(a, b) = 0 têm três componentes conexas, e está contida na região a ≤ −1 e é
regular fora dos pontos (
−27
2
,±5
√
5
2
)
,
que são do tipo cúspide.
Demonstração. A função ∆(a, b) deﬁnida na equação 2.1.6 é simétrica em b. Os polinômios
∆(a, b) = 16a5 +4(b2 +68)a4 +16(b2 +144)a3−8(b2−80)(16+ b2)a2 +96(16+ b2)a+4(16+ b2)3
∂∆(a, b)
∂b
= 6144ba+ 6144b+ 768b3 + 24b5 + 1024ba2 + 384ab3 + 32a3b− 32b3a2 + 8a4b
na variável b, têm como resultante
Res
(
∆(a, b),
∂∆(a, b)
∂b
)
= 274877906944(1 + a)(a2 + 8a+ 32)2a16(2a+ 27)6.
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Figura 2.15: Diagrama de pontos axiumbílicos estáveis. E3, E4 e E5,[4], pag. ,2014
Os pontos críticos de ∆, são (
−27
2
,±5
√
5
2
)
,
que estão contidos em ∆(a, b) = 0, de fato
∆
(
−27
2
,−5
√
5
2
)
= 0
∆
(
−27
2
,
5
√
5
2
)
= 0.
Os pontos críticos de ∆ são pontos cuspidais de Whitney. De fato, nas proximidades dos
pontos críticos (
−27
2
,
5
√
5
2
)
,
teremos
∆(a, b) = −54675
(
a+
27
2
)2
− 273375
(
b− 5
2
√
5
)2
− 109350√5
(
a+
27
2
)
·
(
b− 5
2
√
5
)
−
19370
√
5
(
b− 5
2
√
5
)3
+10526
(
a+
27
2
)3
+17130
(
a+
27
2
)
·
(
b− 5
2
√
5
)2
+18690
√
5
(
a+
27
2
)2
·(
b− 5
2
√
5
)
+ h.o.t.
A curva ∆(a, b) = 0 também está contida na região a ≤ −1 e próximo de (−1, 0) e é dada
por
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a = − b
2
20
+O(3)
Para a > −1 todas as raízes de ∆(a, b) = 0 são complexas.
Pela classiﬁcação de pontos axiumbílicos E3,E4 e E5 pelo sinal de ∆(a, b) = 0 e a, o diagrama
de estabilidade de pontos axiumbílicos é mostrado na Figura 4.14.
2.5 O ponto axiumbílico E134
Deﬁnição 8. Seja α : M −→ R4 uma imersão de classe Cr, r ≥ 5 de uma superfície suave e
orientada. Um ponto axiumbílico p é dito do tipo E134 se na Proposição 10, a 6= 0, e:
i) ∆(a, b) = 0, (a, b) 6= (−1, 0) e (a, b) 6=
(
−27
2
,±5
√
5
2
)
, ou
ii) b 6= 0 se a = −1.
Proposição 13. Seja α : M −→ R4 uma imersão de classe Cr, r ≥ 5 de uma superfície suave
e orientada, tendo um ponto axiumbílico p do tipo E134. Então a conﬁguração axial de α na
vizinhança de p é como mostrado na Figura 4.21.
Demonstração. Desde que a condição de transversalidade (a 6= 0), seja preservada no ponto
axiumbílico do tipo E134 a superfície ímplícita deﬁnida pela equação
G(x, y, p) = 0
é regular na vizinhança da linha projetiva. Da hipótese , temos
∆(a, b) = 0, (a, b) 6= (−1, 0) e (a, b) 6=
(
−27
2
,±5
√
5
2
)
ou
b 6= 0 se a = −1,
logo, o polimônio
P (p) = p[(p4 − 6p2 + 1) + (1− p2)(a+ bp)] = pR(p)
que deﬁne as singularidades do campo vetorial de Lie-Cartan, têm uma raiz dupla e três raízes
reais simples.
Analisaremos da mesma forma, que foi feito para os pontos axiumbílicos do tipo E3, E4 e
E5.
Caso 1: ∆(a, b) = 0, (a, b) 6= (−1, 0) e (a, b) 6=
(
−27
2
,±5
√
5
2
)
1. p1 < −1 < p2 = p3 < p0 = 0 < 1 < p4.
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
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Figura 2.16: Gráﬁco de R(p) no caso E134, ítem 1
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) −1 < p2 < 0
Seja p2 = −η
ς
, com η < ς, assim
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
Como R(p2) é um ponto de máximo, então R′(p2) = 0, assim
λ2 = −p2R′(p2) = 0
Portanto p2 é um ponto sela-nó.
d) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
2. p1 < −1 < p0 = 0 < p2 = p3 < 1 < p4.
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
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Figura 2.17: Gráﬁco de R(p) no caso E134, ítem 2
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) 0 < p2 < 1
A análise segue conforme o ítem c) acima, assim
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
Como R(p2) é um ponto de máximo, então R′(p2) = 0, assim
λ2 = −p2R′(p2) = 0
Portanto p2 é um ponto sela-nó.
d) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
3. p1 < p2 = p3 < −1 < p0 = 0 < 1 < p4.
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
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Figura 2.18: Gráﬁco de R(p) no caso E134, ítem 3
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) p2 < −1
A análise segue conforme o ítem anterior, assim
λ1 =
(p22 + 1)
3
(p22 − 1)
> 0
Como R(p2) é um ponto de máximo, então R′(p2) = 0, assim
λ2 = −p2R′(p2) = 0
Portanto p2 é um ponto sela-nó.
d) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
4. p1 < −1 < p0 = 0 < 1 < p2 = p3 < p4.
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a < 0
λ2 = −(a+ 1) > 0
Portanto p0 é um ponto de sela.
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Figura 2.19: Gráﬁco de R(p) no caso E134, ítem 4
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) p2 > 1
Temos que
λ1 =
(p22 + 1)
3
(p22 − 1)
> 0
Como R(p2) é um ponto de máximo, então R′(p2) = 0, assim
λ2 = −p2R′(p2) = 0
Portanto p2 é um ponto sela-nó.
d) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
Caso 2: b 6= 0 se a = −1
Fazendo a = −1 em P (p), temos
P (p) = p[p4 − 6p2 + 1 + (1− p2)(a+ bp)]
= p[p4 − 6p2 + 1 + (1− p2)(−1 + bp)]
= p[p4 − 6p2 + 1− 1 + bp+ p2 − bp3]
= p[p4 − bp3 − 5p2 + bp]
= p2[p3 − bp2 − 5p+ b].
De onde resulta que 0 é raiz dupla de P (p). Abaixo analisaremos os casos possíveis:
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Figura 2.20: Gráﬁco de R(p) no caso E134, ítem 5
5. p1 < −1 < p2 < p0 = p3 = 0 < 1 < p4.
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a = −1 < 0
λ2 = −(−1 + 1) = 0
Portanto p0 é um ponto sela-nó.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) −1 < p2 < 0
Temos que
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
Como R é crescente em P2 temos R(p2) > 0, então R′(p2) > 0, assim
λ2 = −p2R′(p2) > 0
Portanto p2 é um ponto de sela.
d) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
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Figura 2.21: Gráﬁco de R(p) no caso E134, ítem 6
6. p1 < −1 < p0 = p3 = 0 < p2 < 1 < p4.
Temos
R(0) = 1 + a < 0 e R(±1) = −4
a) p0 = 0
λ1 = a = −1 < 0
λ2 = −(−1 + 1) = 0
Portanto p0 é um ponto sela-nó.
b) p1 < −1
Temos que p1 < −1 implica p21 > 0, assim
λ1 =
(p21 + 1)
3
(p21 − 1)
> 0
Como o gráﬁco é decrescente em R(p1), então R′(p1) < 0, como −p1 > 0, temos que
λ2 = −p1R′(p1) < 0
Portanto p1 é um ponto de sela.
c) 0 < p2 < 1
Temos que
λ1 =
(p22 + 1)
3
(p22 − 1)
< 0
Como R é decrescente em p2 temos R(p2) < 0, então R′(p2) < 0, assim
λ2 = −p2R′(p2) > 0
Portanto p2 é um ponto de sela.
d) p4 > 1
Temos que p4 > 1 implica p24 > 0, assim
λ1 =
(p24 + 1)
3
(p24 − 1)
> 0
Como o gráﬁco é crescente em R(p4), então R′(p4) > 0, como −p4 < 0, temos que
λ2 = −p4R′(p4) < 0
Portanto p4 é um ponto de sela.
Aplicando (0, 0, 0) em Gy(x, y, p), temos
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Gy(x, y, p) = p4 − 6p2 + 1 + bp(1− p2)
Gy(0, 0, 0) = 1.
Como Gy(0, 0, 0) = 1, segue do Teorema da Função Ímplicita que y(x, p) = xp+O(3) usando
expansão de Taylor, temos
y(x, p) = y(0, 0) +
∂y
∂x
(0, 0).x+
∂y
∂p
(0, 0).p+
∂2y
∂x2
(0, 0).x2 +
∂y
∂x∂p
(0, 0).xp+
∂2y
∂p2
(0, 0).p2 +O(3),
onde
∂y
∂x
= −
∂G
∂x
∂G
∂y
,
e
∂y
∂p
= −
∂G
∂p
∂G
∂y
,
onde
∂G
∂x
(x, y, p) = ap(1− p2)
∂G
∂y
(x, y, p) = p4 − 6p2 + bp(1− p2) + 1
∂G
∂y
(x, y, p) = y(4p3 − 12p) + (ax+ by)(1− 3p2),
aplicando no ponto (0, 0, 0), temos
∂G
∂x
(0, 0, 0) = 0
∂G
∂y
(0, 0, 0) = 1
∂G
∂y
(0, 0, 0) = 0.
Calculando os termos da expansão de Taylor acima, temos
y(0, 0) = 0
∂y
∂x
= − ap(1− p
2)
p4 − 6p2 + bp(1− p2) + 1
∂y
∂x
(0, 0) = 0
∂
∂x
(
∂y
∂x
)
= 0
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∂∂x
(
∂y
∂x
)
(0, 0) = 0
∂y
∂p
= −y(4p
3 − 12p) + (ax+ by)(1− 3p2)
p4 − 6p2 + bp(1− p2) + 1 = 0
∂y
∂p
(0, 0) = 0
∂
∂p
(
∂y
∂p
)
= −y(12p
2 − 12) + (ax+ by)(−6p)
(p4 − 6p2 + bp(1− p2) + 1)2
∂
∂p
(
∂y
∂p
)
(0, 0) = 0
∂
∂x
(
∂y
∂p
)
= −a(1− 3p
2)(p4 − 6p2 + bp(1− p2) + 1)
(p4 − 6p2 + bp(1− p2) + 1)2
∂
∂x
(
∂y
∂p
)
(0, 0) = −a,
como a = −1, temos
∂
∂x
(
∂y
∂p
)
(0, 0) = 1.
Portanto, temos
y(x, p) = 0 + 0.x+ 0.p+ 0.x2 + 1.xp+ 0.p2 +O(3) = xp+O(3),
que está deﬁnida em uma vizinhança de (0, 0, 0), tal que
G(x, y(x, p), p) = 0.
Neste caso, o campo vetorial de Lie-Cartan na carta (x, p) é dado por:{
x′ = Gp(x, y(x, p), p)
p′ = −(Gx(x, y(x, p), p) + pGy(x, y(x, p), p)) ,
assim, teremos
Gp(x, y(x, p), p) = y(4p3 − 12p) + (ax+ by)(1− 3p2)
= (xp+O(3))(4p3 − 12p) + (ax+ b(xp+O(3)))(1− 3p2)
= 4xp4 − 12xp2 +O(3) + ax− 3axp2 + bpx− 3bxp4 +O(3)
= ax+ bpx+O(3),
como a = −1, temos
Gp(x, y(x, p), p) = −x+ bpx+O(3),
e teremos também
−(Gx(x, y(x, p), p) + pGy(x, y(x, p), p)) = −ap(1− p2)− p[p4 − 6p2 + 1 + bp(1− p2)]
= −ap+ ap3 − p5 + 6p3 − p− bp2 + bp3
= −(a+ 1)p− bp2 +O(3).
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Como λ2(p0) = −(a+ 1), temos
−(Gx(x, y(x, p), p) + pGy(x, y(x, p), p)) = λ2(p0)p− bp2 +O(3),
Sabendo que a = −1, então λ2(p0) = 0, assim
−(Gx(x, y(x, p), p) + pGy(x, y(x, p), p)) = −bp2 +O(3),
portanto {
x′ = −x+ bpx+O(3)
p′ = −bp2 +O(3) ,
com b 6= 0. Portanto (0, 0, 0) é uma sela-nó com a variedade central tangente ao eixo projetivo.
O retrato de fase é expresso na Figura 4.22, e as projeções das curvas integrais são as linhas
axiais mostradas na Figura 4.21.
Proposição 14. Seja α ∈ Ir,r ≥ 5 uma imersão tal que p é um ponto axiumbílico do tipo E134.
Então há uma vizinhança V de p, uma vizinhança V de α e uma função F : V −→ R de classe
Cr−3, tal que para cada µ ∈ V há um único ponto axiumbílico pµ ∈ V , tal que:
i) dFα 6= 0,
ii) F(µ) < 0 se, e somente se, pµ é um ponto axiumbílico do tipo E3,
iii) F(µ) > 0 se, e somente se, pµ é um ponto axiumbílico do tipo E4,
iv) F(µ) = 0 se, e somente se, pµ é um ponto axiumbílico do tipo E134.
Figura 2.22: Curvas integrais de X|G=0 na vizinhança da linha projetiva no caso de um ponto
axiumbílico do tipo E134,[[4],pag. 17,2014
Demonstração. Desde que p seja um ponto axiumbílico de α, a existência de vizinhanças V e
V seguem do Teorema da Função Ímplicita. Para µ ∈ V com um ponto pµ ∈ V , depois de um
movimento rígido Γµ ∈ R4, localmente a imersão µ ∈ V pode ser parametrizada em termos de
uma carta de Monge (x, y,Rµ(x, y), Sµ(x, y)), com a origem sendo o ponto axiumbílico pµ e
Rµ(x, y) =
r20(µ)
2
x2 +r11(µ)xy+
r02(µ)
2
y2 +
r30(µ)
6
x3 +
r21(µ)
2
x2y+
r12(µ)
2
xy2 +
r03(µ)
6
y3 +
h.o.t.
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Figura 2.23: Conﬁgurações axiais na vizinhança de um ponto axiumbílico do tipo E134,[4],pag.
18,2014
Sµ(x, y) =
s20(µ)
2
x2 +s11(µ)xy+
s02(µ)
2
y2 +
s30(µ)
6
x3 +
s21(µ)
2
x2y+
s12(µ)
2
xy2 +
s03(µ)
6
y3 +
h.o.t.
Para µ, realizando rotações e homotetias descritas no Capítulo 1, os coeﬁcientes aµ e bµ
podem ser expressos em função dos coeﬁcientes da superfície, apresentada em uma carta de
Monge, como foi feito na Proposição 10, considerando os coeﬁcientes em função do parâmetro
µ ∈ V.
Deﬁna,
F(µ) = ∆(aµ, bµ)
cujos zeros deﬁnem localmente a variedade de imersões com um ponto axiumbilico E134. Onde
∆(a, b) é o discriminante do polinômio R(p) = (p4−6p2+1)+(1−p2)(a+bp), dado pela equação
∆(a, b) = 16a5 +4(b2 +68)a4 +16(b2 +144)a3−8(b2−80)(16+b2)a2 +96(16+b2)a+4(16+b2)3,
portanto
F(µ) = ∆(aµ, bµ)
= 16a5µ + 4(b
2
µ + 68)a
4
µ + 16(b
2
µ + 144)a
3
µ − 8(b2µ − 80)(16 + b2µ)a2µ + 96(16 + b2µ)aµ + 4(16 + b2µ)3.
Note que, devido a representação particular dos 3− jatos, tomadas aqui, a condição aµ = −1
na deﬁnição 7 a extensão do jato da imersão não é transversal, mas tangente à variedade de
jatos, com pontos axiumbílicos E134. Isto é sempre possível por uma rotação apropriada no plano
{x, y}, ao supor que aµ ∈/
{
−27
2
,−1
}
.
As aﬁrmações (ii),(iii) e (iv) seguem da deﬁnição de F e da análise prévia do sinal do
discriminante ∆(aµ, bµ).
Além disso, a derivada de F(µ) na direção da coordenada a, levando a concluir que dFα 6= 0,
de fato assumindo s11(α) = 12r 6= 0, segue que
a0(µ)(x, y) = y +O(2)
a1(µ)(x, y) = − 4(r(µ)
2 + s(µ)2)α2(µ)
r(µ)(r(µ)α3(µ) + s(µ)α4(µ))
x+
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4(s(µ)α3(µ)− r(µ)α4(µ))
r(µ)α3(µ) + s(µ)α4(µ)
y +O(2)
= a(µ)x+ b(µ)y +O(2),
onde
α1 = s12 − s30 + 2r21
α2 = r30 − r12 + 2s21
α3 = s03 − s21 + 2r12
α4 = r21 − r03 + 2s12.
Considere a deformação
αµ = (x, y,Rα(x, y), Sα(x, y)) +
(
0, 0, µ(
1
6
x3 − 1
2
xy2), µx2y
)
.
Então, como α2 = r30 − r12 + 2s21, segue que
a(µ) =
4(r2 + s2)(α2 + µ)
r(rα3 + sα4)
e
d
dµ
(∆(a(µ), b(µ))|t=0 =
∂∆
∂a
· da
dµ
=
∂∆
∂a
·
(
− 4(r
2 + s2)
r(rα3 + sα4)
)
6= 0.
No caso onde s11(α), segue que r11(α) = −1
2
s 6= 0, α1α4 6= 0 e α2(µ) = 0. Agora considere
a deformação
αµ = (x, y,Rα(x, y), Sα(x, y)) +
(
0, 0, µx2y, µ(
1
6
x3 − 1
2
xy2)
)
.
Então, a(µ) = 4(α1+µ)α4 e
d
dµ
(∆(a(µ), b(µ))|t=0 =
∂∆
∂a
· da
dµ
=
∂∆
∂a
·
(
4
α4
)
6= 0
2.6 O ponto axiumbílico E14,5
Considere a carta de Monge descrita pelas equações 1.4.1 e 1.4.2. Suponha que a origem é um
ponto axiumbílico, que é expressa por
R(x, y) =
r20
2
x2 + r11xy +
r02
2
y2 +
r30
6
x3 +
r21
2
x2y +
r12
2
xy2 +
r03
6
y3 +
r40
24
x4+ (2.6.1)
r31
6
x3y +
r22
4
x2y2 +
r13
6
xy3 +
r04
24
y4 + h.o.t.
S(x, y) =
s20
2
x2 + s11xy +
s02
2
y2 +
s30
6
x3 +
s21
2
x2y +
s12
2
xy2 +
s03
6
y3 +
s40
24
x4+ (2.6.2)
s31
6
x3y +
s22
4
x2y2 +
s13
6
xy3 +
s04
24
y4 + h.o.t.
onde, r02 = r20 + r, r11 = −s
2
, s02 = s20 + s e s11 =
r
2
.
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Figura 2.24: Transição entre conﬁgurações axiais do tipo E3 para E4,[4],pag. 19,2014
Figura 2.25: Diagrama de bifurcação das conﬁgurações axiais próxima a um ponto axiumbílico
E134 e a estrutura de separatrizes,[4],pag. 20,2014
Sejam
α1 = s12 − s30 + 2r21
α2 = r30 − r12 + 2s21
α3 = s03 − s21 + 2r12
α4 = r21 − r03 + 2s12
β1 = s22 − s40 + 2r31
β2 = r40 − r22 + 2s31
β3 = s13 − s31 + 2r22
β4 = r31 − r13 + 2s22
β5 = s04 − s22 + 2r13
β6 = r22 − r04 + 2s13.
As funções a0 e a1 (veja a Proposição 7) são dados por
a0(x, y) = a
0
10x+ a
0
01y +
1
2
a20x
2 + a11xy +
1
2
a02y
2 + h.o.t. (2.6.3)
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ea1(x, y) = b10x+ b01y +
1
2
b20x
2 + b11xy +
1
2
b02y
2 + h.o.t, (2.6.4)
onde
a10 =
1
2
(rα1 + sα2) (2.6.5)
a01 =
1
2
(rα3 + sα4)
a20 = −α2r21 + α1s21 +
[
β1
4
+
s20
2
(r220 + s
2
20)
]
r +
[
β2
4
− r20
2
(r220 + s
2
20)
]
s+ (r220 − s220)sr
−3
8
(r2 + s2)(s20r − r20s) + r20s20(s2 − r2)
a11 = −α2r12 + α1s12 +−α4r21 + α3s21 −
[
β3
2
+ r20(r
2
20 + s
2
20)
]
r +
[
β4
2
− s20(r220 + s220)
]
s
−2s20r20rs− 1
2
(3s220 + r
2
20)s
2 − 1
2
(3r220 + s
2
20)r
2 − 3
8
(r2 + s2)2 − 5
4
(r2 + s2)(r20r − s20s)
a02 = −α4r12 +α3s12 +
[
β5
2
+
s20
2
(r220 + s
2
20)
]
r+
[
β6
2
− r20
2
(r220 + s
2
20)
]
s+ (−2s220 + 2r220)sr
+(r220 − s220)sr + 2s20r20(s2 − 2r2)−
9
8
(r2 + s2)(s20r − r20s)
b10 = 2(sα1 − rα2) (2.6.6)
b01 = 2(sα3 − rα4)
b20 = α
2
1 + α
2
2 − 4(s21α2 + r21α1) +
[−β2 + 2r20(r220 + s220)] r + [β1 − s20(r220 + s220)] s
−1
2
(r2 + s2)(s20s+ r20r) + 4(r20s− s20r)2
b11 = 2(α3α1 + α4α2)− 4(α1r12 + α2s12 + α3r21 + α4s21) + 2
[−β4 + 2s20(r220 + s220)] r
+2
[
β3 − 2r20(r220 + s220)
]
s+ 4(s220 − r220)rs+ 4s20r20(r2 − s2)
b02 = α
2
3 + α
2
4 + 4(r
2
12 + s
2
12) + 4s12(r21 − r03) + 4s12(s03 − s21) + [−β6 − 2r20(r220 + s220)]r
+2[β5 − 2s20(r220 + s220)]s+ 2(r220 − 3s220)s2 + 2(s220 − r220)r2
Deﬁnição 9. Um ponto axiumbílico p é dito do tipo E14,5, se a variedade Lα têm exatamente 4
pontos singulares, que são do tipo Morse ao longo da linha projetiva.
Um ponto (x, y, p) é dito do tipo Morse quando
Hess(G(x, y, p)) 6= 0.
Proposição 15. Considere uma carta de Monge e uma homotetia tal que a equação diferencial
de linhas axiais é escrita como
a0(x, y)(dx
4 − 6dx2dy2 + dy4) + a1(x, y)dxdy(dx2 − dy2) +O(3) = 0,
onde
a0(x, y) = y +
1
2
a20x
2 + a11xy +
1
2
a02y
2 + h.o.t.
e
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a1(x, y) = b01y +
1
2
b20x
2 + b11xy +
1
2
b02y
2 + h.o.t.
Então, as seguintes condições são equivalentes:
i) As curvas a0 = 0 e a1 = 0 são regulares e possuem contato quadrático em (0, 0),
ii) O ponto axiumbílico (0, 0) é do tipo E14,5,
iii) O campo vetorial de Lie-Cartan deﬁnido em Lα, têm uma sela-nó quadrática no eixo pro-
jetivo, com a variedade central transversal à linha projetiva.
Demonstração. A equação diferencial das linhas axiais pode ser escrita como
a0(x, y)(dx
4 − 6dx2dy2 + dy4) + a1(x, y)dxdy(dx2 − dy2) +O(3) = 0,
onde
a0(x, y) = a10x+ a01y +
1
2
a20x
2 + a11xy +
1
2
a02y
2 + h.o.t.
e
a1(x, y) = b10x+ b01y +
1
2
b20x
2 + b11xy +
1
2
b02y
2 + h.o.t,
onde os coeﬁcientes de a0 e a1 são dados pelas equações 2.6.5 e 2.6.6. Aqui O(3) signiﬁca os
termos de ordem maior ou igual a 3 nas variáveis x e y.
No que se segue, será considerada uma carta de Monge tal que a10 = 0. Isto é possível como
mostrado no lema 4 e proposição 10. Desde que o contato entre a0 = 0 e a1 = 0 é supostamente
quadrático, isto resulta que b10 = 0 e a01 · b01 6= 0. Também por uma homotetia é possível obter
a01 = 1.
Então, isto resulta que
a0(x, y) = y +
1
2
a20x
2 + a11xy +
1
2
a02y
2 + h.o.t. (2.6.7)
e
a1(x, y) = b01y +
1
2
b20x
2 + b11xy +
1
2
b02y
2 + h.o.t. (2.6.8)
Portanto, a condição de contato quadrático, entre as duas curvas regulares é expressa por
X = b20 − a20b01 6= 0.
Aﬁrmação 3. Na vizinhança de (0, 0, 0), o campo vetorial de Lie-Cartan restrito à superfície
G = 0, pode ser expresso na carta (x, p) por
x′ =
X
2
x2 +O(3)
p′ = −p+ 3
2
a11a20x
2 − (a11 + X )p− b01p+O(3)
(2.6.9)
e (0, 0, 0) é uma sela-nó quando X 6= 0.
Demonstração. Desde que Gy(0, 0, 0) = 1, segue do Teorema da Função Ímplicita que localmente
y = y(x, p) e
G(x, y(x, p), p) = 0
A expansão de Taylor de y(x, p) na vizinhança de (x, p) = (0, 0) é dada por:
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y(x, p) = −1
2
a20x
2 +O(3). (2.6.10)
O espaço vetorial de Lie-Cartan restrito à superfície G = 0 é dado por

x′ = Gp(x, y(x, p), p) = X
2
x2 +O(3)
p′ = −(Gx + pGy)(x, y(x, p), p) = −p+ 3
2
a11a20x
2 − (a11 + X )p− b01p+O(3)
Os autovalores do campo vetorial 2.6.9 em (0, 0) são λ1 = 0 e λ2 = −1 com respectivos
autoespaços L1 = (1,−a20) e L2 = (0, 1). Pela Teoria de Variedades Invariantes, a variedade
central é tangente à L1 e é dada por:
W c = {(x,−a20x+ 3
2
a20(X + a11)x2 +O(3))}.
A restrição do campo vetorial 2.6.9 à variedade central é dada por:[
1
2
Xx2 +O(3)
]
∂
∂x
.
Aﬁrmação 4. A função G têm exatamente 4 pontos críticos na linha projetiva, e eles são do
tipo Morse de índice 1 ou 2 se, e somente se, X 6= 0.
Demonstração. Os pontos críticos de G ao longo da linha projetiva são determinados por:
S(p) = Gv(0, 0, p) = (p4 − 6p2 + 1) + b01p(1− p2) = 0 (2.6.11)
que têm quatro raízes reais simples localizadas nos intervalos (−∞,−1),(−1, 0),(0, 1) e (1,∞).
Isto decorre de S(±1) = −4, S(0) = 1 e do discriminante ∆(S) = 4(16 + b201)3 > 0.
Ao longo da linha projetiva, o determinante da Hessiana de G é dado por:
Hess G(0, 0, p) = −(a20(1− 6p2 + p4) + b20p(1− p2))(b01 − 12p− 3b01p2 + 4p3)2. (2.6.12)
A resultante entre S(p) e Hess G(0, 0, p) é dado por:
256X 4(16 + b201)
e portanto Hess G(0, 0, p) 6= 0 nos pontos críticos de G. Isto implica que os pontos críticos são
do tipo Morse. Como G(0, 0, p) = 0, segue que o índice dos pontos críticos é 1 ou 2 e então
localmente o conjunto de nível G = 0 é um cone.
Os autovalores da derivada do campo vetorial de Lie-Cartan em um ponto (0, 0, p) são dados
por:
λ1 = −p(−4p3 + 3b01p2 + 12p− b01)
λ2 = −1 + 18p2 − 5p4 − 2b01p+ 4b01p3.
Nos pontos críticos pi satisfazendo S(pi) = 0, segue que
λ1 = −λ2 = p
6 + 3p4 + 3p2 + 1
p2 − 1
então λi1 · λi2 < 0, para i = 1, . . . , 4.
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Figura 2.26: Conjunto de nível
Portanto, estes 4 pontos são selas do campo vetorial de Lie-Cartan. Como a linha projetiva
é invariante, segue que a outra variedade invariante (estável ou instável) de um ponto singular é
transversal a linha projetiva.
Proposição 16. Seja α ∈ Ir, r ≥ 5 e p um ponto axiumbílico. Suponha, na carta de Monge
expressa pelas equações 2.6.7 e 2.6.8, que α1 = α3 = 0 e X 6= 0. Então p é um ponto axiumbílico
do tipo E14,5 e a conﬁguração axial de α na vizinhança de p é como mostrada na Figura 4.25.
Figura 2.27: Conﬁguração axial na vizinhança de um ponto axiumbílico do tipo E145,[4], pag.
24,2014
Demonstração. A condição α1 = α3 = 0 implica o contato não-transversal das curvas a0 = 0 e
a1 = 0 no ponto axiumbílico p expresso na carta de Monge por (0, 0). Pelo lema 4 e proposição
10, é possível expressar estas curvas como na equação 2.6.8. Assumindo X 6= 0, nós temos o
contato quadrático das curvas no ponto axiumbílico.
A proposição 15 implica que sobre o ponto axiumbílico nós temos cinco equilíbrios do campo
vetorial de Lie-Cartan. um deles é um ponto regular da superfície de Lie-Cartan, e este é um
equilíbrio do tipo sela-nó com variedade central transversal ao eixo p (ver aﬁrmação 3).
O restante dos equilíbrios são pontos críticos do tipo Morse da superfície de Lie-Cartan. Na
vizinhança destes pontos, o conjunto nível G = 0 são localmente cones, e os 4 pontos são selas
no campo vetorial de Lie-Cartan (ver aﬁrmação 4).
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Portanto, concluimos a conﬁguração descrita na Figura 4.26, cuja projeção dos pontos sela-
nó e os setores paralelos descrevem as conﬁgurações axiais principal e média perto do ponto
axiumbílico p do tipo E145. (ﬁgura 4.25)
Figura 2.28: Campo vetorial de Lie-Cartan próximo a um ponto axiumbílico do tipo E145 e a
conﬁguração axial (principal e média,[23], pag. 52)
Proposição 17. Seja α ∈ Ir,r ≥ 5 uma imersão, tendo um ponto axiumbílico p. Então, existe
uma vizinhança V de p, uma vizinhança V de α e uma função F : V −→ R de classe Cr−3, tal
que:
i) dFα 6= 0,
ii) F(µ) = 0 se, e somente se, µ ∈ V têm apenas um ponto axiumbílico em V , que é do tipo
E14,5,
iii) F(µ) < 0 se, e somente se, µ têm exatamente dois pontos axiumbílicos em V , um do tipo
E4 e o outro do tipo E5,
iv) F(µ) > 0 se, e somente se, µ não têm pontos axiumbílicos em V .
Demonstração. Pela proposição 15, α sendo uma imersão e tendo um ponto axiumbílico p do
tipo E145, as curvas a
α
0 = 0 e a
α
1 = 0 têm contato quadrático em p, desde que
∂aα0
∂y
(0, 0) = a01 6= 0,
segue do Teorema da Função Ímplicita, que localmente para µ na vizinhança V de α, y = yµ(x)
e aµ0 (x, yµ(x)) = 0.
Além disso,
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∂2aα1
∂2x
(0, 0) = b20 6= 0
e então x = xµ é uma solução local de
∂aµ1
∂x
(xµ, yµ(xµ)) = a01 = 0.
Deﬁna F(µ) = aµ1 (xµ, yµ(xµ)). Considere a variação
hµ(x, y) = (x, y,R(x, y) + µxy, S(x, y) + µxy).
Segue que
dF(µ)
dt
∣∣∣∣
µ=0
e então dFα 6= 0. Portanto, o resultado segue do Teorema da Função Ímplicita.
O ponto axiumbílico do tipo E145 é portanto a transição entre zero e dois pontos axiumbílicos,
um do tipo E4 e o outro do tipo E5.
Nas ﬁguras 4.27 e 4.28 são ilustradas estas transições, com a conﬁguração axial expressa em
dois estilos diferentes. Veja também ﬁgura 4.28 para uma ilustração de transição na superfície
de Lie-Cartan.
Figura 2.29: Ponto axiumbílico do tipo E145.Os pontos axiumbílicos E4 e E5 colidem no ponto
E145, e depois que eles são eliminados e não há pontos axiumbílicos.[4], pag 26, 2014
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Figura 2.30: Diagrama de bifurcação das conﬁgurações axiais próximo a um ponto axiumbílico
do tipo E145 e a estrutura de separatizes, [4], pag 27, 2014
Figura 2.31: Superfície de Lie-Cartan, a esquerda com 2 pontos axiumbílicos, no centro com 4
pontos singulares e a direita com 4 níveis regulares. [4], pag 27, 2014
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Capítulo 3
Transversalidade e Estratiﬁcação
3.1 Espaço de Variedades Estratiﬁcadas
Deﬁnição 10. Uma estratiﬁcação de um espaço X consiste de: um conjunto de índices I e uma
partição localmente ﬁnita {Xi}i∈I de subespaços localmente fechados de X, onde Xi ∩Xj = ∅ e⋃
i∈I
Xi = X.
Para i ∈ I, Xi é dito o i-estrato e o conjunto fechado
Xi =
⋃
{Xk/Xk ∩Xi 6= ∅}
é dito o i-esqueleto.
Para um espaço X com uma estratiﬁcação {Xi}i∈I , deﬁnimos uma relação ≤ no conjunto
índice I por i ≤ j se, e somente se, Xi ⊆ Xj .
A condição de fronteira é satisfeita se, para todo i, j ∈ I,
Xi ∩Xj 6= ∅⇒ Xi ⊆ Xj .
Neste caso ≤ é uma ordenação parcial de I e Xi = Xi para cada i ∈ I. Uma aplicação entre
espaços com estratiﬁcação preserva estrato, se leva estrato em estrato.
3.2 Teorema de Genericidade
Uma família a um parâmetro de superfícies imersas será uma família αµ de imersões de uma
superfície orientada M2 no espaço R4, onde µ ∈ R. A família αµ será dita suave se α(m,µ) =
αµ(m) é de classe C∞ no produto M2 ×R. O espaço dessas famílias, denotado por FM2×R será
dotado da topologia de Whitney. O termo genérico, usado para nos referirmos a uma propriedade
da família, signiﬁca que é válida para uma família que contém a interseção enumerável de abertos
densos em FM2×R. Pelo Teorema de Baire esta coleção será densa. Ver [14].
Considere o espaço Jk(M,R4) de k-jatos de imersão α de uma superfície compacta orientada
M em R4, dotado com a estrutura de ﬁbrado principal. A base é M , a ﬁbra é o espaço R4 ×
Jk(2, 4), onde Jk(2, 4) é o espaço dos k-jatos de imersões de R2 em R4, preservando respectivas
origens. O grupo estrutural Ak+, é o produto de grupos de Lk+(2, 2) de k-jatos de origem e
orientação preservando difeomorﬁsmos de R2, agindo na direita por mudança de coordenadas, e
o grupo R4×O+(4, 4) de isometrias positivas, agindo na esquerda, consistindo de uma translação,
tomada como um vetor no primeiro fator, e uma rotação positiva de R4, tomada no segundo fato.
Denote por
∏
k,l, k ≤ l a projeção de Jl(2, 4) em Jl(2, 4). É bom saber que ação de grupos comuta
com projeções.
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Deﬁnição 11. Deﬁnimos abaixo a estratiﬁcação axiumbílica canônica de J4(2, 4). O termo
canônico signiﬁca que o estrato é invariante pela ação do grupo Ak+ = O+(4, 4)× Lk+(2, 2).
1. Jatos axiumbílicos: U4, aqueles na órbita de j4(x, y,R(x, y), S(x, y)), onde R e S são
as equações 1.4.2 e 1.4.2, satisfazendo as condições axiumbílicas deﬁnidas em termos de
j2R(0) e j2S(0). É uma variedade fechada de codimensão 2.
2. Jatos não-axiumbílicos: (NU)4 é o complemento de U4. É uma subvariedade aberta de
codimensão 0.
3. Jatos axiumbílicos não-estáveis: (NE)4 na órbita dos jatos axiumbílicos para que:
a. T = (α1α4 − α2α3)(r2 + s2) = 0 ou
b. T 6= 0 e condições que caracterizam E3 ou E4 pontos axiumbílicos na Proposição 12,
falham.
Esta é uma variedade fechada de codimensão 3, que pode ser expressa pela união dos se-
guintes estratos invariantes:
3.1. Jatos Não-Transversais: E145 para que T = 0 e X 6= 0. ele têm codimensão 3.
3.2. Jatos Duplos-Transversais: (E134)4, o campo de Lie-Cartan têm uma sela-nó quadrática
na linha projetiva que é caracterizada pela Proposição 14. Têm codimensão 3.
4. Os jatos axiumbílicos estáveis: (UE)4, o complemento em U4 de (NE)4.
A estratiﬁcação canônica de J4(2, 4) induz uma estratiﬁcação canônica de J4(M2,R4) cujos
estratos são subﬁbrados principais, com codimensão igual a das suas ﬁbras, que são os estratos
canônicos de J4(2, 4) como deﬁnidos acima.
A coleção dos subﬁbrados que estratiﬁcam J4(M2,R4) será chamada estratiﬁcação axiumbí-
lica. Os estratos são:
• U4(M2,R4), correspondente a U4 ;
• (NU)4(M2,R4), correspondente a NU4 ;
• (NE)4(M2,R4), correspondente ao estrato dos jatos axiumbílicos não-estáveis (NE)4, re-
ferente aos pontos axiumbílicos E134 e E
1
45;
• (UE)4(M2,R4), correspondente ao estrato dos jatos axiumbílicos estáveis (UE)4, referente
aos pontos axiumbílicos E3, E4 e E5.
Teorema 4. As seguintes propriedades são genéricas para famílias a um parâmetro, αµ, de imer-
sões em FM2×R. O conjunto U(αµ) de pontos (p, µ) em M2×R tal que p é um ponto axiumbílico
de αµ, forma uma subvariedade, de M2×R, diferenciável e de codimensão 2, estratiﬁcada como
segue:
• Os pontos axiumbílicos estáveis, E1, E2 e E3, ocorrem ao longo de subvariedades de U(α)
de codimensão 0;
• Os pontos axiumbílicos não-estáveis E134 e E134, ocorrem ao longo de subvariedades de codi-
mensão 1.
Demonstração. Seja a extensão do 4-jato
j4α : M2 × R −→ J4(M2,R4)
j4α = j4α(0)
Considere o seguinte conjunto:
τZi = {j4 ∈ C∞(M, J4(M2,R4)); j4α  Zi}
onde os subconjuntos Zi, i = 1, 2, 3, 4, são os estratos de J4(M2,R4) (Deﬁnição 29), que são
subvariedades diferenciáveis. Neste caso são:
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a) Jatos axiumbílicos: Z1 = U4, com as condições de axiumbilidade:
a0(µ)(x, y) = 0 e a1(µ)(x, y) = 0,
e tendo codimensão 2;
b) Jatos não-axiumbílicos: Z2 = (NU)4 é o complemento de U4, com codimensão 0;
c) Jatos axiumbílicos não-estáveis: Z3 = NE4, com a condição do ítem a), e além disso com
∆(aµ, bµ) = 0,
e tendo codimensão 3;
d) Jatos axiumbílicos estáveis: Z4 = (UE)4, o complemento em U4 de (NE)4, com a condição
∆(aµ, bµ) 6= 0,
e tendo codimensão 3.
Dessa forma pelo Teorema 9 o conjunto τZi é aberto e denso. Pelo Teorema 11 concluimos
a demonstração.
Conclusão 1. No espaço das aplicações suaves de M × R −→ R4, que são imersões relativas
para a primeira variável, aqueles que têm seus pontos axiumbílicos de qualquer gênero (do tipo
E3, E4 e E5) ou, transversalmente, dos tipos E134 e E
1
45 são abertos e densos. Além disso, para
tal família os pontos axiumbílicos descrevem uma curva regular em M × R cuja projeção em R
têm apenas pontos críticos não-degenerados em E145 e os pontos regulares da projeção formam
uma coleção de arcos limitados por pontos E134, com uma fronteira comum de arcos E3 e E4.
O exposto no parágrafo anterior, segue a partir da análise das proposições 14 e 17 e uma
aplicação do Teorema da Transversalidade de Thom para a subvariedade de quatro jatos de
imersões em pontos axiumbílicos, estratiﬁcada por pontos axiumbílicos genéricos, do tipo E134 e
E145, e seus complementos. Como visto na deﬁnição 11.
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Capítulo 4
Apêndice
4.1 Imersões, submersões e Posto
Deﬁnição 12. Uma aplicação diferenciável f : U ⊂ Rm −→ Rm × Rn chama-se uma imersão
quando, para cada x ∈ U , a derivada
Df(x) : Rm −→ Rm × Rn
é uma transformação linear injetiva.
Exemplo 1 (Inclusão).
ϕ : Rm −→ Rm × Rn
x 7−→ (x, 0)
Teorema 5. Sejam U ⊂ Rm um aberto e uma aplicação
f : U −→ Rm × Rn
de classe Ck, k ≥ 1. Suponha que no ponto x0 ∈ U a derivada
Df(x0) : Rm −→ Rm × Rn
é injetiva. Então f se comporta localmente como uma inclusão. Ou seja, existem abertos
V,W, Y com
f(x0) ∈ Y, Y ⊂ Rm × Rn
x0 ∈ V, V ⊂ U ⊂ Rm
0 ∈ W, W ⊂ Rn
e um difeomorﬁsmo de classe Ck,
h : Y −→ V ×W
h ◦ f(x) = (x, 0)
com x ∈ V .
Demonstração. Ver [14].
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Deﬁnição 13. Uma aplicação diferenciável f : U ⊂ Rm ×Rn −→ Rn chama-se uma submersão
quando, para todo x ∈ U , a derivada
Df(x) : Rm × Rn −→ Rn , m ≥ n
é sobrejetiva.
Exemplo 2 (Projeção).
pi : Rm × Rn −→ Rn
(x, y) 7−→ y
Teorema 6 (Forma local das submersões). Sejam U ⊂ Rm×Rn um aberto e f : U −→ Rn uma
aplicação de classe Ck, k ≥ 1. Suponha que, no ponto z0 ∈ U , a derivada
Df(z0) : Rm × Rn −→ Rn
é sobrejetiva. Escolhida uma decomposição em soma direta
E ⊕ F = Rm × Rn
tal que ∂2f(z0) = Df(z0)|F é um isomorﬁsmo, então f se comporta localmente como uma
projeção.
Dessa forma, existem abertos V ,W e Z, com
x0 ∈ V, V ⊂ E
z0 ∈ V, Z ⊂ U
f(z0) ∈W, W ⊂ Rn
e um difeomorﬁsmo de classe Ck,
h : V ×W −→ Z
f ◦ h : (x,w) 7−→ w
Demonstração. Ver [14].
Deﬁnição 14 (Posto). O posto de uma aplicação linear
T : Rm −→ Rn
é a dimensão da imagem T (Rm), ou seja, o número máximo de vetores L.I. entre Te1, . . . , T em.
Deﬁnição 15 (Posto de uma aplicação diferenciável). Seja f : U ⊂ Rm −→ Rn uma aplicação
diferenciável. O posto de f , num ponto x ∈ U é deﬁnido como sendo o posto de sua derivada
Df(x) : Rm −→ Rn
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4.2 Superfície m-dimensional
Seja U0 um subconjunto aberto de Rm.
Deﬁnição 16 (Mergulho). Uma imersão de classe Ck, ϕ : U0 ⊂ Rm −→ Rn, diz-se um mergulho
de classe Ck de U0 em Rn, se ϕ for um homeomorﬁsmo de U0 sobre ϕ(U0).
Deﬁnição 17 (Parametrizações). Se ϕ : U0 ⊂ Rm −→ Rn for um mergulho de classe Ck, então
diremos que ϕ é uma parametrização , de dimensão m, de classe Ck, do conjunto U = ϕ(U0) ⊂
Rn.
Observação 8. Se ϕ é uma parametrização de classe Ck do subconjunto U = ϕ(U0) ⊂ Rn,
então da injetividade de ϕ′(x) são equivalentes:
i) ϕ′(x) : Rm −→ Rn é injetiva;
ii)
∂ϕ
∂xj
(x) = ϕ′(x).ej, com j = 1, . . . ,m são L.I. ;
iii) Jac ϕ(x) =
(
∂ϕi
∂xj
(x)
)
, (i = 1, . . . , n e j = 1, . . . ,m), onde ϕ = (ϕ1, . . . , ϕm), têm posto
m, ou seja, algum dos seus determinantes menores m×m é diferente de zero.
Deﬁnição 18. Uma superfície m-dimensional do Rn de classe Ck é um subconjunto não-vazio
Mm ⊂ Rn
onde em cada ponto p ∈ M , existe uma vizinhança aberta U , onde U ∩ Mm possui uma
parametrização de clase Ck e dimensão m.
Observação 9. 1. A vizinhança U da deﬁnição acima é chamada vizinhança coordenada.
2. O número m é a dimensão de Mm
3. O número n−m é chamado codimensão de Mm em Rn.
4.3 Mudança de coordenadas
SejamMm ⊂ Rn uma superfície m-dimensional de classe Ck e ϕ : U0 −→ U uma parametrização
do aberto U ⊂ Mm. Os pontos de U são determinados por m coordenadas (ou parâmetros ou
quantidades):
(x1, . . . , xm) ∈ U0 7−→ p = ϕ(x1, . . . , xm) ∈ U
Se V0 é um conjunto aberto do Rm e ξ : V0 −→ U0 é um difeomorﬁsmo de classe Ck, então
ϕ ◦ ξ : V0 −→ U
é ainda uma parametrização de U . A aplicação ξ é normalmente denominada uma mudança
de coordenadas.
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4.4 Espaço Tangente
Sejam Mm ⊂ Rn uma superfície de dimensão m e classe Ck com k ≥ 1 e uma parametrização
ϕ : U0 −→ U ⊂Mm com p = ϕ(x).
O espaço tangente a Mm no ponto p é o espaço vetorial de dimensão m
TpM = ϕ
′(Rm)
que têm como base {
∂ϕ
∂x1
(x),
∂ϕ
∂x2
(x), . . . ,
∂ϕ
∂xm
(x)
}
4.5 Variedades Diferenciáveis
Deﬁnição 19 (Variedades Diferenciáveis). Uma variedade diferenciável de dimensão m é um
conjunto M e uma família de aplicações biunívocas xα : Uα ⊂ Rn −→ M de abertos Uα de Rn
em M tais que:
1)
⋃
α xα(Uα) = M
2) Para todo α, β, com xα(Uα)
⋂
xβ(Uβ) = W 6= ∅, os conjuntos x−1α (W ) e x−1β (W ) são
abertos em Rn e as aplicações x−1β ◦ xα são diferenciáveis.
Figura 4.1: [2],pag.3,1992
82
Observação 10. 1. O par (Uα, xα) (ou aplicação xα) com p ∈ xα(Uα) é chamado uma pa-
rametrização (ou sistema de coordenadas) de M em p; xα(Uα) é então chamada uma
vizinhança coordenada em p.
2. Uma família {(Uα, xα)} satisfazendo as condições (1) e (2) da deﬁnição anterior é chamada
uma estrutura diferenciável em M .
Exemplo 3 (Superfícies em Rn). Uma superfície m-dimensional do Rn de classe Ck é um
subconjunto não vazio
M = Mm ⊂ Rn
no qual todo ponto p possui uma vizinhança aberta U dotada de uma parametrização de classe
Ck e dimensão m.
Uma aplicação f : M −→ P entre variedade diferenciáveis de classe Cr diz-se diferenciável
de classe Cs, s ≤ r, se para cada ponto x ∈M existem cartas
ψ : U2 ⊂ Rn −→W2 de P
ϕ : U1 ⊂ Rp −→W1 de M
tais que
x ∈W1, f(W1) ⊂W2
e a expressão coordenada de f nestas cartas, dada por
ψ ◦ f ◦ ϕ−1 : U1 −→ U2
for de classe Cs.
Uma variedade M com bordo ∂M deﬁne-se tomando cartas com valores em abertos
Rn+ = {(x1, . . . , xn);x1 ≥ 0}.
O bordo ∂M ﬁca caracterizado pelos pontos de M com a imagem por alguma carta que está
contida em
Rn0 = {(x1, . . . , xn);x1 = 0}
∂M admite uma estrutura de variedade de dimensão n = 1.
Deﬁnição 20. Um subconjunto S de uma variedade M é uma subvariedade de M com dimensão
l (ou codimensão n− l) se para todo x ∈ S existir uma carta
ϕ : W −→ U ⊂ Rn
tal que x ∈W e ϕ(W ∩ S) seja aberto em um subespaço aﬁm bidimensional de Rn.
Uma subvariedade S têm uma estrutura diferenciável induzida, cujas as cartas são
ϕ̂ : Ŵ −→ Û
onde
Ŵ = W ∩ S e Û = U ∩ Rl = ϕ(Ŵ ).
Deﬁnição 21 (Fibrado Tangente). Seja Mn uma variedade diferenciável e seja
TM = {(p, v); p ∈M,v ∈ TpM}.
Vamos munir o o conjunto TM de uma estrutura diferenciável (de dimensão 2n), com tal
estrutura o conjunto TM será chamado ﬁbrado tangente de M .
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Figura 4.2: [2],pag.6,1992
4.6 Orientação de Superfícies
Deﬁnição 22. Uma superfície m-dimensional Mm é orientável se for possível cobrí-la com
uma família de vizinhanças coordenadas, de tal modo que se um ponto p ∈ Mm pertence a
duas vizinhanças dessa família, então a mudança de coordenadas tem jacobiano positivo em p.
A escolha de uma tal família é chamada uma orientação de Mm, e Mm, neste caso, diz-se
orientada.
Se uma tal escolha não é possível, a superfície é não-orientável. Se Mm é orientada, uma
parametrização (local) ϕ é compatível com a orientação de Mm se, juntando ϕ à família de
parametrizações dada pela orientação, obtém-se ainda uma (logo a mesma) orientação de Mm.
Diremos que um vetor u ∈ Rn é normal à superfície Mm ⊂ Rn no ponto p ∈ Mm quando u
for perpendicular a todos os vetores tangentes aMm no ponto p, isto é, quando se tiver 〈u, v〉 = 0
para todo v ∈ TpMm. O conjunto dos vetores normais aMm no ponto p é um subespaço vetorial
de dimensão n−m (igual a codimensão de Mm) do espaço euclidiano Rn.
Indicaremos este subespaço vetorial com (TpMm)⊥. Em cada ponto p ∈ Rn, o espaço Rn se
decompõe na soma direta Rn = TpMm ⊕ (TpMm)⊥.
Deﬁnição 23 (Campo diferenciável de vetores normais). Seja um aberto U ⊂Mm.Uma aplica-
ção diferenciável N : U −→ Rn que associa a cada q ∈ U um vetor normal unitário N(q) ∈ Rn
a Mm em q, é chamado campo diferenciável de vetores normais.
Exemplo 4. Seja Mn ⊂ Rn+1 uma hipersuperfície de classe Ck. Dada uma parametrização
ϕ : U0 −→ U , de classe Ck, deﬁne-se em U um campo v de vetores normais de classe Ck−1,
pondo-se, para cada p = ϕ(x) ∈ U ,
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v(p) =
∂ϕ
∂x1
(x)× . . .× ∂ϕ
∂xn
(x)
Como em cada ponto p = ϕ(x) ∈ U os vetores tangentes ∂ϕ
∂x1
(x), . . . ,
∂ϕ
∂xn
(x) são linearmente
independentes, vemos que v 6= 0 para todo p ∈ U . Além disso, como TpMm têm dimensão 1, se
tomarmos outra parametrização ψ : V0 −→ V , e deﬁnirmos w : V −→ Rn por
w(p) =
∂ψ
∂x1
(y)× . . .× ∂ψ
∂xn
(y)
,
onde p = ψ(y), teremos w(p) = a(p) · v(p) com a 6= 0, para todo p ∈ U ∩ V . Onde a(p) é o
determinante da matriz de passagem da base{
∂ϕ
∂x1
(x) . . .
∂ϕ
∂xn
(x)
}
para a base
{
∂ψ
∂x1
(y), . . . ,
∂ψ
∂xn
(y)
}
, onde p = ϕ(x) = ψ(y).
Ora, esta é a matriz jacobiana do difeomorﬁsmo ϕ−1 ◦ ψ : ψ−1(U ∩ V ) −→ ϕ−1(U ∩ V ).
Com efeito, escrevendo ξ = ϕ−1 ◦ψ, a matriz jacobiana (αij) de ξ no ponto y é caracterizada por
ξ′(y) · ej =
∑
i
αije
i. Como ψ = ϕ ◦ ξ, temos
ψ′(y) · ej = ϕ′(x) · ξ′(y) · ej = ϕ′(x) ·
∑
i
αijϕ
′(x) · ei
Daí veriﬁca-se que a matriz de passagem dos ϕ′(x) · ei para os ψ′(y) · ej é a matriz jacobiana
de ξ no ponto y.
4.7 Espaço de k-jatos de ordem n
Deﬁnição 24. Um k-jato z é uma classe de equivalência segundo a relação que identiﬁca duas
aplicações diferenciáveis f, g : Rn −→ Rp que levam 0 ∈ Rn em 0 ∈ Rp e que satisfaz
|f(x)− g(x)|
|x|k −→ 0 quando x −→ 0
Se f é uma aplicação diferenciável, o k-jato z que a contém será denotado por jkf(0).
Observação 11. 1. Jk(n, p) denotará o espaço dos k-jatos de ordem n.
2. f e g possuem o mesmo polinômio de Taylor de ordem k.
Como cada k-jato têm um representante polinomial de grau k (polinômio de Taylor Tkf em
0 ∈ R de um representante f), o espaço Jk(n, p) é identiﬁcado com o espaço das aplicações
polinomiais de Rn em Rp, com termo constante nulo. Além disso, podemos identiﬁcar Jk(n, p)
com Rl, onde l = dim(Jk(n, p)).
Exemplo 5. J1(n, p) ' L(n, p) o espaço das transformações lineares de Rn em Rp, já que
dim J1(n, p) = n · p = dimL(n, p).
Exemplo 6. Dada f : R −→ R, o k-jato de f em a é
jkf(a) = f ′(a)x+
f ′′(a)
2!
x2 + . . .+
f (k)(a)
k!
xk
Deﬁnição 25. A uma função diferenciável f : U ⊂ Rn −→ Rp associamos a aplicação
jkf : U −→ Jk(n, p)
jkf(x) = jkfx(0)
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onde fx é dada por:
fx(u) = f(x+ u)− f(x).
Esta aplicação é dita extensão de f ao espaço de k-jatos.
Lembramos que uma aplicação diferenciável f : M −→ P é transversal a uma subvariedade
L de P se para todo a ∈M , b = f(a) ∈ L implicar em
Dfa(TaM) + TbL = TbP,
onde TxL indica o espaço tangente a L no ponto x.
Denotaremos por τk(L) o subconjunto de C∞(U ;Rp) constituído pelas aplicações diferenciá-
veis f tais que jkf é transversal a L, onde L é uma subvariedade de Jk(n, p). A ferramenta
básica para o estudo de genericidade é o seguinte teorema.
Teorema 7 (Thom). τk(L) é um subconjunto residual em C∞(U ;Rp) munido da topologia C∞
de Whitney. Em particular é denso.
4.8 Variedade de Jatos
Sejam M e P variedades diferenciáveis de classe C∞ com dimensão n e p, respectivamente.
Sejam
f, g : M −→ P
aplicações diferenciáveis de classe C∞, com f(x) = g(x), para algum x.
Diz-se que f e g têm contato de primeira ordem em x se
Dfx = Dgx.
Diz-se que f e g têm contato de ordem k em x se
Df,Dg : TM −→ TP
têm contato de ordem k − 1 em v, para todo v ∈ TxM ou simplesmente "f ∼ g em x".
As classes de equivalência assim deﬁnidas, no conjunto das aplicações diferenciáveis que
aplicam x em y, chamam-se k-jatos com fonte x e meta y.
O conjunto dessas classes de equivalência é dado por Jk(M,P )x,y. Assim, toda aplicação
diferenciável que aplica x em y, determina uma classe de equivalência, denominada k-jato de f
em x e é denotada por jkf(x).
Seja
Jk(M,P ) =
⋃
x,y∈M×P
Jk(M,P )x,y
o conjunto dos k-jatos de aplicações diferenciáveis entre M e P .
Este conjunto admite uma estrutura de variedade diferenciável de classe C∞ na qual as
aplicações α e β que associam a cada k-jato sua fonte e meta diferenciáveis. Ou seja,
(α, β) : Jk(M,P ) −→M × P
é uma aplicação diferenciável. Além disso para toda aplicação diferenciável f : M −→ P , temos
que
jkf : M −→ Jk(M,P )
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é diferenciável.
Como variedade diferenciável Jk(M,P ) terá dimensão
dim(Jk(M,P )) = dimM + dimP + dim Jk(n, p)
onde Jk(n, p) é o espaço Jk(Rn,Rp)(0,0).
Teorema 8. Sejam M e P variedades diferenciáveis de classe C∞ e dimensões n e p respecti-
vamente. Então:
1. Jk(M,P ) é uma variedade diferenciável de classe C∞, com dimensão igual a n + p +
dim Jk(n, p).
2. As aplicações α : Jk(M,P ) −→M e β : Jk(M,P ) −→ P são submersões.
3. Se h : P −→ Z for de classe C∞, h∗ : Jk(M,P ) −→ Jk(M,Z) também será de classe C∞.
Se g for um difeomorﬁsmo g∗ : Jk(P,Z) −→ Jk(M,Z) também será um difeomorﬁsmo.
4. Se g : M −→ P for uma aplicação diferenciável de classe C∞, o mesmo ocorrerá com
jkg : M −→ Jk(M,P ).
Demonstração. Ver [25]
4.9 Topologia de Whitney
Sejam M e P variedades diferenciáveis de classe C∞ e denotemos por C∞(M,P ) o espaço das
aplicações diferenciáveis de classe C∞ de M em P . Neste espaço introduziremos a topologia C∞
de Whitney ou topologia ﬁna deﬁnida pela seguinte base de abertos:
M(k, U) = {f ∈ C∞(M,P ); jkf(M) ⊂ U, k ≥ 0}
onde jkf(M) é um aberto de Jk(M,P ).
Assim os subconjuntos abertos de C∞(M,P ) serão as reuniões arbitrárias de conjuntos da
forma
M(k1, U1) ∩M(k2, U2) ∩ · · · ∩M(kl, Ul)
4.10 Funções de Morse
Toda função diferenciável f0 : U ⊂ Rn −→ R, U aberto do Rn, pode ser aproximada por uma
função diferenciável f , chamada função de Morse, cujo conjunto singular é formado por pontos
isolados em cada um dos quais a função f é diferenciavelmente equivalente a uma das seguintes
formas quadráticas:
gλ(x) = −x21 − x22 − · · · − x2λ + x2λ+1 + · · ·+ x2n, 0 ≤ λ ≤ n,
o número λ é chamado de índice do ponto singular.
Toda função de Morse f apresenta a seguinte propriedade de estabilidade local:
Se g é próxima de f , juntamente com suas derivadas até segunda ordem, existe uma bijeção
entre S(f) e S(g), de modo que os pontos correspondentes tem o mesmo índice e portanto f e
gsão localmente equivalentes nestes pontos.
Se f for própria e f|S(f) biunívoca, então f é diferenciavelmente estável (globalmente).
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4.11 Aplicações de Whitney do plano no plano
Seja f : U ⊂ Rn −→ Rp uma aplicação diferenciável de classe C∞, com U aberto em Rn.
Sabemos que a derivada de f no ponto a, Dfa, é dada pela matriz jacobiana de f no ponto
a ∈ U :
Dfa ∼=
(
∂fi
∂xj
(a)
)
, i = 1, . . . , p, j = 1, . . . , n
.
Deﬁnição 26 (Ponto Regular). Um ponto a ∈ U onde o posto de Dfa é máximo, ou seja,
dim(Dfa(Rn)) = min{n, p}
é dito um ponto regular de f .
Deﬁnição 27 (Pontos Singulares). Se o posto de Dfa for menor que o min{n, p} diremos que
a é um ponto singular de f .
Observação 12. 1. Denotamos por S(f) o conjunto dos pontos singulares.
2. S(f) é um subconjunto fechado no domínio de f .
Estudaremos aplicações de R2 em R2 que apresentam tipos distintos de singularidades. Es-
colha dois sistemas de coordenadas (x, y) e (u, v) em R2 de classe Cr.
Seja uma aplicação f : U ⊂ R2 −→ R2, com U aberto em R2 que possui um ponto regular
p ∈ U , ou seja, nesse ponto Jacobiano é não-nulo. Então pelo Teorema da Função Inversa, temos
uma vizinhança V de p e um homemorﬁsmo
h : V ⊂ R2 −→ f(V ) ⊂ R2,
assim a imagem inversa de cada ponto q ∈ f(U) intercepta V em um único ponto.
Considere a seguinte aplicação
f : R2 −→ R2
dada por {
u = x2
v = y
.
O jacobiano dessa aplicação é dado por
∣∣∣∣∂(u, v)∂(x, y)
∣∣∣∣ =
∣∣∣∣∣∣∣
∂u
∂x
∂u
∂y
∂v
∂x
∂v
∂y
∣∣∣∣∣∣∣
=
∣∣∣∣ 2x 00 1
∣∣∣∣ = 2x.
O jacobiano se anula em x = 0, dessa forma os pontos singulares de f estão sobre o eixo y.
Sejam as vizinhanças U de (0, 0) e V de f(0, 0) tal que q ∈ V no semi-plano u > 0, teremos
f−1(q1) = {p1, p2} em U , onde p1 e p2 são simétricos. Quanto ao semiplano u < 0, dado q1 ∈ V ,
teremos f−1(q1) = ∅ em U . Portanto, f−1 dobra o plano (x, y) em relação ao eixo x.
Analisemos a seguinte aplicação
f : R2 −→ R2
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Figura 4.3: Pontos de dobra
dada por: {
u = xy − x3
v = y
.
O jacobiano dessa aplicação é dado por:
∣∣∣∣∂(u, v)∂(x, y)
∣∣∣∣ =
∣∣∣∣∣∣∣
∂u
∂x
∂u
∂y
∂v
∂x
∂v
∂y
∣∣∣∣∣∣∣
=
∣∣∣∣ y − 3x2 x0 1
∣∣∣∣ = y − 3x2.
O jacobiano se anula em y − 3x2 = 0, dessa forma os pontos singulares de f estão sobre a
parábola y − 3x2. A imagem por f desta curva é dada por
27u2 = 4v3
a qual apresenta uma cúspide na origem. Note que dado q ∈ R2 satisfazendo 27u2 − 4v3 > 0,
temos f−1(q) = {p1, p2, p3}, com p1, p2 e p3 distintos.
Se q1 ∈ R2 satisfaz 27u2 − 4v3 < 0, temos f−1(q1) = p, onde p é único.
Figura 4.4: Pontos cuspidais de Whitney
Seja g = f|S(f) , onde S(f) é o conjunto dos pontos singulares.
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Nos pontos regulares de g, denominados pontos de dobra, f é diferenciavelmente equivalente
a
g2(x, y) = (x, y
2) em 0 ∈ R2.
Se α é um ponto cuspidal de f , então f(α) é diferenciavelmente equivalente a
g1(x, y) = (x, xy − x3) em 0 ∈ R2
4.12 Transversalidade
Seja f : M −→ P uma aplicação diferenciável de classe C∞, onde M e P são variedades
diferenciáveis de dimensão n e p respectivamente. Se
Dfx : TxM −→ Tf(x)P
não for sobrejetiva, diremos que x é um ponto crítico de f . Denotaremos por Σf o conjunto dos
pontos críticos de f . Os elementos de P − f(Σf ) serão ditos valores regulares.
Σf =
{
S(f), se p ≥ n
M, se n < p
Deﬁnição 28 (Conjunto Residual). Um subconjunto de um espaço topológico é residual quando
pode ser expresso como interseção de uma família enumerável de abertos densos.
Observação 13. Nem todo conjunto residual é denso.
Deﬁnição 29 (Espaço de Baire). Um espaço topológico é dito de Baire se todos os seus subcon-
juntos residuais forem densos.
Observação 14. Variedades diferenciáveis são espaços de Baire. Ver [26].
Deﬁnição 30. Sejam M e P variedades diferenciáveis de classe C∞ e Z ⊂ P uma subvariedade.
Seja Z ′ ⊂ Z e f : M −→ P uma aplicação diferenciável de classe C∞. Dizemos que f é
transversal a Z sobre Z ′ em x ∈M se uma das condições seguintes for satisfeita:
1. f(x) ∈/ Z ′
2. f(x) ∈ Z ′ e Dfx(TxM) + Tf(x)Z = Tf(x)P .
Seja K um subconjunto de M . Dizemos que f é transversal a Z ′ em K se, para todo x ∈M ,
f for transversal a Z sobre Z ′ em x.
Se Z = Z ′ e K = M , diz-se simplesmente que f é transversal a Z.
Teorema 9 (Teorema Elementar da Transversalidade). Sejam M e P variedades diferenciáveis
de classe C∞ e Z subvariedade de P . Nestas condições o conjunto
τ = {f ∈ C∞(M,P ) : f  Z}
onde f  Z quer dizer f transversal a Z. Então τZ é residual em C∞(M,P ). Se Z for
fechado este conjunto será aberto.
Demonstração. Ver [25].
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Seja
Mr = {(x1, . . . , xr) ∈M r;xi 6= xj , se i 6= j}.
A variedade Jkr (M,P ) de r-multijatos de ordem k será deﬁnida como
Jkr (M,P ) = (αr)−1(Mr),
isto é, o espaço formado pelas r-uplas de k-jatos com fontes distintas duas a duas.
Dada f ∈ C∞(M,P ) deﬁnimos a extensão de f ao espaço de r-multijatos de ordem
jkr f : Mr −→ Jkr (M,P )
por
jkr f(x1, · · · , xr) = (jkf(x1), · · · , jkf(xr))
Teorema 10 (Thom-Mather). Seja Z uma subvariedade diferenciável de classe C∞ em Jkr (M,P ),
Z ′ ⊂ Z subconjunto fechado em Jkr (M,P )r, K subconjunto de Mr fechado em M r. Então
τK,Z′ = {f ∈ C∞(M,P ); Jkrf  Z sobre Z ′ em K}
é aberto e denso em C∞(M,P ).
Demonstração. Ver [25].
Teorema 11. Seja Zi uma família enumerável de subvariedades em Jkr (M,P ). O conjunto
τ = {f ∈ C∞(M,P ); Jkrf  Zi, i ∈ N}
é residual em C∞(M,P ).
Demonstração. Ver [25].
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