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ABSTRAK 
Financial distress adalah kondisi perusahaan tidak memiliki kemampuan dalam 
pengelolaan dan pertahanan stabilitias kinerja keuangan. Apabila financial distress terjadi 
dalam jangka panjang dan tidak diatasi segera perusahaan dapat mengalami kebangkrutan. 
Untuk meminimalisir perusahaan dapat mengamati serta menganalisa kondisi keuangan 
dari segi neraca dan laporan laba rugi yang terdapat dalam laporan keuangan. Model analisa 
laporan keuangan yang diterapkan pada penelitian ini adalah Model Altman. Atribut yang 
digunakan untuk prediksi financial distress setelah Model Altman diterapkan, yaitu: 
X1(Working Capital to Total Assets), X2(Retained Earning to Total Assets), X3(Earning 
Before Interest and Taxes to Total Assets), X4(Market Value of Equity to Book Value of 
Total Liabilities) dan X5(Sales to Total Assets). Status financial distress dibagi menjadi 
tiga, yaitu: Sehat, Rawan dan Tidak Sehat. Prediksi financial distress perusahaan 
menggunakan Algoritma C4.5 dan AdaBoost. Jumlah data awal yang digunakan adalah 755 
records namun setelah dilakukan proses KDD data menjadi 746 records. Berdasarkan 
pengujian yang telah dilakukan dengan rasio data latih dan data uji 90%:10% hasil akurasi 
dari Algoritma C4.5 adalah 72,97% dan setelah ditambah dengan AdaBoost akurasi 
meningkat menjadi 86,49%. Dengan demikian dapat disimpulkan bahwa Algoritma C4.5 
dan AdaBoost baik digunakan dalam prediksi financial distress perusahaan. 
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ABSTRACT 
Financial distress is a condition where a compony does not have the ability to manage and 
maintain financial performance stability. If financial distress occurs in the long term and 
is not resolved soon the company can go bankrupt. To minimize financial distress the 
company can do by examining and analyzing finances in terms of scale and income 
statement related to financial statements. The model of financial statement analysis applied 
in this study is the Altman Model. The attributes used for financial distress prediction after 
the Altman Model are applied, namely: X1(Working Capital to Total Assets), X2(Retained 
Earning to Total Assets), X3(Earning Before Interest and Taxes to Total Assets), X4(Market 
Value of Equity to Book Value of Total Liabilities), and X5(Sales to Total Assets). The status 
of financial distress is divided into three, namely: Healty, Prown and Unhealthy. The 
prediction of the company’s financial distress uses the C4.5 Algorithm and AdaBoost. The 
initial amnount of data used was 755 record but after the KDD process the data became 
746 records. Based on testing that has been done with ratio training and test 90%:10%, 
the accuracy of the C4.5 Algorithm are 72,97% and after combined with AdaBoost the 
accuracy increases to 86,49%. Thus it can be conclude that the C4.5 Algorithm and 
AdaBoost are well used in the prediction of financial distress companies. 
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BAB I  
PENDAHULUAN 
1.1 Latar Belakang 
Dalam UU No 8 Tahun 1997 tentang dokumen perusahaan menyebutkan 
bahwa perusahaan adalah setiap bentuk usaha yang melakukan kegiatan secara 
tetap dan terus menerus dengan tujuan memperoleh keuntungan atau laba, baik 
yang diselengarakan oleh orang-perorangan maupun badan usaha berbentuk badan 
hukum atau bukan badan hukum, yang didirikan dan berkedudukan dalam wilayah 
Negara Republik Indonesia (Indonesia, 1997). Namun, dalam membangun suatu 
perusahaan tentu dapat mengalami keberhasilan atau kegagalan. Keberhasilan suatu 
perusahaan dapat ditandai dengan kondisi ekonomi dan kondisi keuangan yang 
stabil. Dimana, dengan kondisi ekonomi dan kondisi keuangan yang stabil dapat 
membuat perusahaan bertahan dan berkembang dalam jangka panjang. Akan tetapi, 
apabila kondisi ekonomi dan kondisi keuangan perusahaan tidak stabil dapat 
menyebabkan perusahaan tersebut mengalami kebangkrutan. 
Kebangkutan suatu perusahaan dapat disebabkan oleh kegagalan ekonomi 
(Economic Distress) dan kegagalan keuangan (Financial Distress). Financial 
distress mulai terjadi ketika perusahaan tidak memiliki kemampuan dalam 
pengelolaan atau pertahanan stabilitas kinerja keuangan. Faktor-faktor yang 
menyebabkan terjadinya financial distress adalah kesulitan arus kas, besarnya 
jumlah hutang, dan terjadinya kerugian dalam kegiatan operasional perusahaan 
(Curry & Banjarnahor, 2018). Kesulitan arus kas mulai terjadi saat pendapatan dari 
kegiatan operasional tidak cukup untuk menutupi beban-beban usaha sehingga 
memungkinkan perusahaan memiliki hutang dan tidak mampu untuk melunasinya. 
Untuk meminimalisir terjadinya financial distress dilakukan dengan 
mengamati serta menganalisa kondisi keuangan dari segi neraca dan laporan laba 
rugi yang terdapat dalam laporan keuangan. Tujuan dilakukan analisa yaitu untuk 
mengamati rasio keuangan perusahaan setiap tahunnya. Sehingga diharapkan 





kebangkrutan. Terdapat beberapa model analisa laporan keuangan yang sering 
digunakan diantaranya adalah model  Altman, Springate,  Zmijewski,  dan   Ohlson. 
Model analisa tersebut sering digunakan karena pengunaannya mudah dan dapat 
memprediksi financial distress. Penelitian tentang analisa laporan keuangan dalam 
mengukur financial distress telah dilakukan oleh  (Nikmah & Sulestari, 2014). 
Penelitian tersebut dilakukan untuk prediksi financial distress pada perusahaan 
besar dan kecil di Indonesia dengan membandingkan dua model analisa laporan 
keuangan, yaitu Ohlson dan Altman. Hasil yang diperoleh setelah dilakukan 
pengujian hipotesis untuk memprediksi perusahaan non bangkrut lebih akurat 
dengan model Ohlson dibanding model Altman dengan tingkat akurasi Ohlson 57% 
dan Altman 30,31%. Sedangkan untuk memprediksi perusahaan bangkrut dengan 
model Altman lebih akurat dibanding model Ohlson dengan tingkat akurasi Altman 
43,48% dan Ohlson 24%. Penelitian lain juga telah dilakukan oleh (Nirmalasari, 
2018), dimana penelitian tersebut dilakukan dengan menggunakan model Altman, 
Springate, dan Zmijewski. Hasil yang diperoleh setelah dilakukan perhitungan 
tingkat akurasi dan tingkat error untuk model Altman memiliki tingkat akurasi 
89,524% dengan tingkat error 5,714%, untuk model Springate memiliki tingkat 
akurasi 72,381% dengan tingkat error 27,619%, dan untuk model Zmijewski 
memiliki tingkat akurasi 79,048% dengan tingkat error 17,143%. Berdasakan 
penelitian yang telah diuraikan diatas, pada penelitian pertama hanya berfokus pada 
membandingkan dua model akan tetapi tidak dapat mengetahui apakah model 
Altman lebih baik dalam memprediksi kebangkrutan dibandingkan dengan model 
prediksi lainnya. Sedangkan pada penelitian kedua model Altman menjadi model 
paling akurat dibanding model Springate dan Zmijewski. Pada dasanya model 
Altman, Ohlson, Springate dan Zmijewski dapat digunakan dalam memprediksi 
financial distress. Akan tetapi pada penelitian Tugas Akhir ini dalam mengukur 
financial distress akan menggunakan model Altman. 
Data Mining adalah disiplin ilmu yang digunakan untuk mengumpulkan, 
membersihkan, menganalisis serta mendapatkan wawasan pola baru dari data yang 
berskala besar (Aggarwal, 2015). Penelitian menggunakan data mining sebelumnya 





dynamic financial distress perusahaan manufaktur menggunakan Regresi Logistik 
Biner dan Classification Analysis dan Regression Tree (CART). Berdasarkan 
penelitian tersebut diperoleh hasil ketepatan klasifikasi menggunkan regresi 
logistik sebesar 84,8% dan menggunakan metode CART sebesar 96,3%. Penelitian 
lain juga telah dilakukan oleh (Putranto, Wuryandari, & Sudarno, 2015), penelitian 
ini dilakukan untuk membandingkan klasifikasi menggunakan decision tree dan 
support vector machine untuk penentuan jurusan pada siswa SMA. Pada penelitian 
ini data yang digunakan adalah data numerik yaitu berupa rata-rata nilai mata 
pelajaran dan hasil yang diperoleh akurasi untuk decision tree sebesar 88,57% 
dengan error 11,43% serta untuk SVMM diperoleh akurasi sebesar 87,14% dengan 
error 12,86%. Karena pada penelitian ini data yang akan digunakan adalah data 
numerik berupa rasio keuangan dan berdasarkan penelitian yang telah diuraikan 
maka untuk penelitian ini akan menggunakan metode klasifikasi decision tree. 
Decision tree adalah metode yang sangat kuat dan populer dalam melakukan 
klasifikasi dan prediksi pada Machine Learning dan Data Mining. Decision tree 
memiliki beberapa algoritma, salah satunya adalah algoritma C4.5. Algoritma C4.5 
merupakan pengembangan dari algoritma ID3. Hasil dari pengembangan tersebut 
algoritma C4.5 dapat menangani atribut bertipe diskrit atau kontinyu sehingga dapat 
mempermudah pengelompokkan nilai berdasarkan kriteria yang telah ditetapkan. 
Selain itu, algoritma C4.5 juga dapat berurusan dengan data training yang nilai 
atributnya hilang serta juga dapat melakukan pemangkasan pohon yang dibangun 
dengan menghapus cabang-cabang yang tidak berpengaruh (Mantas & Abellan, 
2014). Algoritma C4.5 memiliki beberapa kelemahan yaitu dapat menyebabkan 
terjadinya overlap ketika kelas atau kriteria yang digunakan jumlahnya terlalu 
banyak, kesulitan dalam mendesain pohon keputusan yang optimal, dan hasil 
kualitas keputusan sangat bergantung pada desain pohon tersebut.  Untuk mengatasi 
kelemahan algoritma C4.5 agar dapat mendesain pohon keputusan yang optimal 
maka untuk penelitian ini akan dioptimasi menggunakan AdaBoost. 
Metode AdaBoost adalah metode boosting yang melakukan training terhadap 





berdasarkan hasil training klasifikasi sebelumnya untuk meminimalisis fungsi 
kesalahan dengan cara memperbaiki bobot data. Penggunaan boosting dapat 
dikombinasikan dengan algoritma klasifikasi untuk meningkatkan peforma 
klasifikasi. Dalam Pengembangnnya, metode AdaBoost memiliki banyak varian 
turunan, diantaranya yaitu AdaBoost.M1, AdaBoost.M1W, Kullback-Leibler 
Boosting (KLBoosting), dan Jensen-Shannon Boosting (JSBoost). AdaBoost.M1 
merupakan generalisasi langsung dari Adaboost untuk dua kelompok dari masalah 
multikelas. AdaBoost.M1W merupakan pengembangan dari algoritma 
AdaBoost.M1 dengan meminimalisasi batas atas pengukuran kinerja. Sedangkan 
untuk KLBoosting dan JSBoost untuk pendeteksian pola atau objek gambar. 
Penelitian menggunakan AdaBoost telah dilakukan oleh (Rohman, Suhartono, & 
Supriyanto, 2017) dengan mengangkat kasus prediksi penyakit jantung 
menggunakan algoritma C4.5 dengan AdaBoost dan juga melakukan komparasi 
menggunakan teknik bagging. Hasil yang diperoleh dari penelitian tersebut untuk 
prediksi penyakit jantung menggunakan C4.5 dan AdaBoost adalah 92,24% dan 
untuk C4.5 dan bagging adalah 91,89%. Dari penelitian yang telah diuraikan 
AdaBoost dapat meningkatkan akurasi lebih baik dibanding teknik bagging. Maka 
penelitian financial distress akan dilakukan dengan menggunakan algoritma C4.5 
dan dioptimasi dengan AdaBoost. Dalam hal ini algoritma AdaBoost yang akan 
digunakan adalah AdaBoost.M1. 
Berdasarkan penjabaran diatas, maka akan dilakukan penelitian tugas akhir 
dengan judul “Penerapan Algoritma C4.5 Berbasis AdaBoost Untuk 
Memprediksi Financial Distress Perusahaan”. Dengan dilakukan penelitian 
tugas akhir ini diharapkan dapat menghasilkan sebuah sistem yang dapat 
memprediksi financial distress secara optimal dan dapat menghasilkan persentase 
ketepatan yang baik. 
1.2 Rumusan Masalah 
Berdasarkan permasalah yang telah diuraikan pada latar belakang, maka 





1. Mengoptimasi algoritma C4.5 menggunakan AdaBoost untuk memprediksi 
financial distress perusahaan. 
2. Menghitung akurasi algortima C4.5 saja serta algoritma C4.5 menggunakan 
AdaBoost untuk memprediksi financial distress perusahaan. 
1.3 Batasan Masalah 
Berdasarkan uraian rumusan masalah, maka dibutuhkan sebuah batasan 
masalah untuk membatasi ruang lingkup pembahasan yang akan dilakukan, Ruang 
lingkup yang akan dibahas dalam penelitian ini adalah sebagai berikut: 
1. Data untuk penelitian merupakan data sekunder laporan keuangan perusahaan 
go public yang tercatat pada PT Bursa Efek Indonesia tahun 2015-2018. 
2. Parameter atau atribut data yang digunakan pada penelitian ini terdiri dari 11 
paramater, diantaranya terdiri dari kode, net working capital, current assets, 
current liabilities, total assets, retained earnings, earning before interest and 
taxes, market value equity, value of total debt, non-current liabilities, dan 
sales. 
3. Financial distress akan dikelompokkan menjadi tiga kelas, yaitu: sehat, 
rawan dan tidak sehat. 
1.4 Tujuan Penelitian 
Berdasarkan rumusan masalah diatas maka tujuan penelitian tugas akhir ini, 
yaitu: 
1. Memprediksi financial distress perusahaan menggunakan metode optimasi 
algoritma C4.5 dengan AdaBoost. 
2. Menghitung akurasi algortima C4.5 serta C4.5 menggunakan AdaBoost untuk 
memprediksi financial distress perusahaan. 
1.5 Sistematika Penulisan 
Sistematika penulisan untuk penelitian tugas akhir ini akan diuraikan sebagai 
berikut: 
BAB I PENDAHULUAN 
Bab ini berisi gambaran umum penelitian yang meliputi latar belakang 






BAB II LANDASAN TEORI 
Bab ini berisi tentang penjelasan teori yang terkait dengan penelitian. Teori 
terkait yang akan dijelaskan pada bab ini antara lain tentang data mining, 
algoritma C4.5, AdaBoost, financial distress perusahaan, confusion matrix, 
serta penelitian terkait. 
BAB III METODOLOGI PENELITIAN 
Bab ini membahas mengenai langkah-langkah yang dilaksanakan dalam 
proses penelitian tugas akhir ini, yaitu mulai identifikasi masalah hingga 
sampai kesimpulan dan saran. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini berisi tentang analisa data yang digunakan serta sistem yang akan 
dibangun dengan menerapkan algoritma C4.5 dan AdaBoost untuk 
memprediksi financial distress perusahaan. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Bab ini berisi tentang implementasi sistem yang dibangun berdasarkan 
analisa dan perancangan yang telah dilakukan sebelumnnya serta 
dilakukannya pengujian. 
BAB VI PENUTUP 
Bab ini berisi tentang kesimpulan dan saran hasil penelitian untuk 






BAB II  
LANDASAN TEORI 
2.1 Data Mining 
Data mining adalah disiplin ilmu yang digunakan untuk mengumpulkan, 
membersihkan, menganalisis serta mendapatkan wawasan dan pola baru dari data 
berskala besar (Aggarwal, 2015). Data mining memiliki nama lain yang sering 
disebut, yaitu knowledge discovery in database, knowledge extraction, pattern 
analysis, information harvesting, bussiness intelligence, dan big data. Istilah data 
mining dengan knowledge discovery in database (KDD) memiliki konsep yang 
berbeda akan tetapi saling berkaitan satu sama lain. Pada tahapan KDD didalamnya 
terdapat data mining. Untuk lebih jelasnya tahapan KDD dapat dilihat pada gambar 
berikut. 
 
Gambar 2.1 Tahapan KDD 
Berdasarkan gambar 2.1 Tahapan KDD dapat dibagi menjadi Data Selection, 
Pre-processing, Transformation, Data Mining, dan Interpretation/ Evaluation. 
Berikut akan dijelaskan lebih lanjut mengenai tahapan KDD (Kusrini & Luthfi, 
2009). 
1. Data Selection 
Tahapan awal data yang berasal dari sekumpulan data operasional perlu 
dilakukan seleksi. Data yang telah diseleksi perlu disimpan dalam suatu 






2. Pre-processing/ Cleaning and Integration 
Sebelum proses data mining dilakukan, maka sebelumnya perlu dilakukan 
proses cleaning pada data. Tahapan ini perlu dilakukan untuk membuang 
duplikasi, memeriksa data yang tidak konsisten, dan memperbaiki kesalahan 
data seperti kesalahan cetak atau tipografi. Setelah dilakukan proses cleaning 
apabila data yang digunakan berasal dari file terpisah maka perlu dilakukan 
integration. 
3. Transformation 
Coding merupakan proses transformasi pada data yang telah dipilih agar 
sesuai untuk proses data mining. Proses coding dalam KDD merupakan 
proses kreatif dan sangat tergantung pada jenis atau pola informasi yang akan 
dicari. 
4. Data Mining 
Data mining adalah suatu proses yang dapat digunakan untuk mencari pola 
atau informasi yang menarik dari data yang berskala besar dengan 
menggunakan teknik atau metode tertentu. Metode yang digunakan 
tergantung pada tujuan KDD secara keseluruhan. 
5. Interpretation/ Evaluation 
Pola informasi yang telah dihasilkan dari proses data mining perlu 
ditampilkan dalam bentuk yang mudah dimengerti oleh pihak yang 
berkepentingan. Pada tahapan ini maka perlu dilakukannya pemeriksaan pola 
yang telah ditemukan apakah bertentangan dengan fakta atau hipotesis yang 
ada sebelumnya. 
Data mining memiliki beberapa tugas yang dapat dilakukan, yaitu estimasi, 
prediksi, klasifikasi, klastering, dan asosiasi (Lorase, 2005). Berikut penjelasan 
beberapa tugas yang ada pada data mining tersebut. 
2.1.1 Klasifikasi 
Klasifikasi adalah salah satu tugas yang paling umum digunakan dalam data 
mining (Berry & Linoff, 2004). Pada klasifikasi terdapat kategori variabel target. 
Contohnya terdapat sebuah kasus tentang penggolongan pendapatan. Dimana 





tinggi, pendapatan sedang, dan pendapatan rendah. Klasifikasi digunakan untuk 
memeriksa fitur-fitur objek yang disajikan kedalam kelas yang telah ditentukan. 
Objek yang diklasifikasikan umumnya diwakilkan oleh catatan dalam database 
atau file. 
2.1.2 Estimasi 
Estimasi hampir mirip dengan klasifikasi, hanya saja pada estimasi variabel 
targetnya lebih menggunakan numerik daripada kategorikal. Model dibangun 
dengan catatan yang lengkap dan dapat memberikan nilai target serta prediktornya. 
Sebagai contoh, misalnya kita tertarik untuk memprediksi tekanan darah sistolik 
dari pasien rumah sakit, berdasarkan usia pasien, jenis kelamin, indeks massa tubuh, 
dan kadar natrium darah. Hubungan dengan tekanan darah sistolik dan variabel 
prediktor dalam set pelatihan akan memberikan model estimasinya. Kemudian dari 
model tersebut dapat diterapkan pada kasus baru. 
2.1.3 Prediksi 
Prediksi mirip dengan klasifikasi atau estimasi, hanya saja pada prediksi 
catatan diklasifikasikan berdasarkan beberapa perilaku yang diperkirakan dimasa 
depan atau nilai estimasi dimasa depan. Alasan utama prediksi diperlakukan 
sebagai tugas yang terpisah dari klasifikasi dan estimasi karena pemodelan pada 
prediksi ada masalah tambahan mengenai hubungan temporal dari variabel input 
atau prediksi ke variabel target. Setiap teknik yang digunakan untuk klasifikasi dan 
estimasi dapat digunakan dalam prediksi dengan menggunakan contoh-contoh 
pelatihan dimana nilai variabel yang akan dipredikasi sudah diketahui bersama 
dengan data historis. Data historis digunakan untuk membangun model dan 
menjelaskan perilaku yang diamati saat ini dan ketika model diterapkan pada input 
maka hasilnya adalah prediksi perilaku dimasa depan. 
2.1.4 Clustering 
Clustering adalah tugas untuk membagi populasi yang heterogen kedalam 
kelompok atau klaster yang lebih homogen. Clustering berbeda dengan klasifikasi 
karena pada klastering tidak terdapat variabel target. Penggunaan klastering sering 







Tugas asosiasi dalam data mining adalah untuk menemukan hal-hal yang 
dapat berjalan secara bersamaan. Contohnya dalam menentukan produk yang bisa 
berjalan besama dalam keranjang belajar di supermarket sehingga produknya 
diletakkan saling beriringan. Selain itu, asosiasi dapat digunakan untuk 
mengidentifikasi  peluang penjualan silang dan merancang paket atau 
pengelompokkan produk dan layanan yang menarik. 
2.2 Decision Tree 
Decision tree adalah metode yang sangat kuat dan populer untuk melakukan 
klasifikasi dan prediksi. Penggunaan berbasis decision tree disebabkan oleh fakta 
bahwa pohon keputusan dapat mewakili aturan sehingga dapat dipahami oleh 
manusia. Berdasarkan aturan tersebut maka dapat diekspresikan dalam bentuk 
database yang dapat digunakan untuk membagi catatan yang besar menjadi 
kumpulan catatan yang lebih kecil dan terurut dengan menerapkan urutan aturan 
keputusan sederhana (Berry & Linoff, 2004). 
Model dari decision tree terdiri dari seperangkat aturan untuk membagi 
populasi heterogen yang besar menjadi kelompok yang lebih kecil dan lebih 
homogen dan sehubungan dengan variabel target tertentu. Variabel target pada 
decision tree biasanya digunakan untuk menghitung probabilitas untuk 
mengklasifikasikan catatan kedalam kelas yang paling memungkinkan. Selain itu 
decision tree juga dapat digunakan untuk memperkirakan nilai variabel kontinyu. 
Keuntungan penggunaan decision tree dalam data mining dapat dibagi menjadi 
tiga, yaitu (Dahan, Cohen, Rokach, & Maimon, 2014): 
1. Dapat membantu untuk menghasilkan rekomendasi tentang tindakan yang 
mudah dipahami oleh pengguna. 
2. Dapat memberikan kemungkinan secara otomatis dan sistematis dalam 
mencari pohon sehingga mendapatkan langkah-langkah yang 
menguntungkan. 





Algoritma pembentukkan decison tree, diantaranya adalah ID3, CART, dan 
C4.5. Algoritma C4.5 merupakan pengembangan dari algoritma ID3 (Lorase, 
2005). 
2.3 Algoritma C4.5 
Algoritma C4.5 merupakan pengembangan algoritma ID3 untuk 
meningkatkan beberapa karakteristik, yaitu: dapat digunakan untuk menangani 
atribut kontinu, dapat berurusan dengan data training yang nilai atributnya hilang 
serta dapat digunakan untuk memproses pemangkasan pohon yang dibangun 
(Mantas & Abellan, 2014). Penggunaan algoritma ini secara rekursif akan 
mengunjungi setiap simpul keputusan dengan tujuan untuk memilih pembagian 
yang optimal hingga tidak dapat dibagi lagi. Konsep yang digunakan untuk memilih 
nilai yang optimal, yaitu berdasarkan nilai gain tertinggi. Tahapan algoritma C4.5 
dalam membangun pohon keputusan adalah sebagai berikut (Santosa, 2007): 
1. Pemilihan atribut pembagi (root): 
a. Hitung entropy untuk semua data terhadap komposisi kelas: 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  ∑ −𝑝𝑖 ∗  𝑙𝑜𝑔2𝑝𝑖
𝑛
𝑖=0          (2.1) 
dengan keterangannya sebagai berikut: 
S = Himpunan kasus 
n = Jumlah partisi atribut A 
pi = Jumlah kasus pada partisi ke-i 
b. Hitung gain untuk setiap atribut: 
𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  ∑
|𝑠𝑖|
|𝑠|
∗  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) 𝑛𝑖=1       (2.2) 
dengan keterangan sebagai berikut: 
S = Himpunan kasus 
n = Jumlah partisi atribut A 
|si| = Jumlah kasus pada partisi ke-i 
|s| = Jumlah kasus dalam S 
c. Setelah nilai gain diperoleh, atribut dengan nilai gain tertinggi dipilih 





2. Ulangi seluruh proses untuk setiap cabang hingga seluruh kasus untuk cabang 
tersebut memiliki kelas yang sama. 
3. Proses partisi (pembagian) pada pohon keputusan akan berhenti setelah 
memenuhi salah satu kondisi berikut: 
a. Seluruh data di partisi mempunyai kelas yang sama. 
b. Tidak ada lagi atribut yang tersisa untuk membagi data. 
c. Partisi tidak memiliki data lagi. 
2.4 AdaBoost 
Algoritma AdaBoost adalah algortima yang diusulkan pertama kali oleh Yoav 
Freud dan Robert Schapire. Algortima AdaBoost merupakan salah satu metode 
ensemble yang paling penting dan sering digunakan. Metode ensemble adalah 
metode machine learning yang dapat mempekerjakan banyak pelajar sehingga 
memberikan kemampuan generalisasi jauh lebih baik dibanding pelajar tunggal 
(Wu et al., 2008). 
Penggunaan AdaBoost dapat dikombinasikan dengan algoritma klasifikasi 
yang lain untuk meningkatkan peforma klasifikasi. Dalam meningkatkan peforma 
maka bobot akan dikaitkan dengan setiap pelatihan dan kemudian klasifikasi yang 
berbeda akan dilatih menggunakan bobot ini. Bobot akan dimodifikasi secara 
iteratif berdasarkan kinerja berklasifikasi (Aggarwal, 2015). Dalam 
pengembangannya, metode AdaBoost memiliki banyak varian turunan, diantaranya 
yaitu: AdaBoost.M1, AdaBoost.M1W, Kullback-Leibler Boosting (KLBoosting) 
dan Jensen-Shannon Boosting (JSBoost). AdaBoost.M1 adalah generalisasi 
langsung dari AdaBoost untuk dua kelompok dari masalah multikelas. Adapun 
AdaBoost.M1W merupakan pengembangan dari alagoritma AdaBoost.M1. 
Sedangkan untuk KLBoosting dan JSBoost merupakan varian AdaBoost untuk 
mendeteksi pola atau objek gambar. Dalam penelitian ini yang digunakan adalah 
Adaboost.M1. Langkah-langkah pada algoritma Adaboost.M1 adalah sebagai 
berikut (Freund & Schapire, 1999): 
1. Lakukan input suatu kumpulan sampel pelatihan {(𝑥1,𝑦1, .... , 𝑥𝑚,𝑦𝑚)} 
dengan label  𝑦𝑖  ∈ 𝑌 = {1, … , 𝑘}, algoritma pembelajaran dasar (base 





2. Lakukan inisialisasi nilai bobot suatu sampel pelatihan, dengan persamaan 
berikut: 
𝐷1(𝑖) =  
1
𝑚
untuk 𝑖 = 1, … , 𝑚     (2.3) 
3. Untuk 𝑡 = 1, … , 𝑇 
4. Kemudian latih base  learn  ℎ𝑡 dari sampel pelatihan menggunakan 
distribusi 𝐷𝑡 
5. Hitung kesalahan dari ℎ𝑡: 𝜖𝑡 = 𝑃𝑟𝑖~𝐷𝑖[ℎ𝑡(𝑥𝑖  ≠ 𝑦𝑖)], menggunakan 
persamaan berikut: 
𝜖𝑡 = ∑ 𝐷𝑡(𝑖)𝑖:ℎ𝑡(𝑥𝑖)≠𝑦𝑖        (2.4) 
Jika 𝜖𝑡  ≥  
1
2⁄  , maka set 𝑇 = 𝑡 − 1, batalkan perulangan dan langsung 
menuju output. 







)      (2.5) 





𝑒−𝑎𝑡  𝑖𝑓 ℎ𝑡(𝑥𝑖) =  𝑦𝑖
𝑒𝛼𝑡  𝑖𝑓 ℎ𝑡(𝑥𝑖) ≠  𝑦𝑖
     (2.6) 
Dimana 𝑧𝑡 sebuah faktor normalisasi yang mengaktifkan 𝐷𝑡+1(𝑖) menjadi 
distribusi. 
8. Output, dengan persamaan berikut: 
𝐻 (𝑥) = 𝑠𝑖𝑔𝑛 (∑ 𝛼𝑡ℎ𝑡(𝑥)
𝑇
𝑡=1 )     (2.7) 
2.5 Financial Distress Perusahaan 
Perusahaan dalam UU RI No 8 Tahun 2017 tentang dokumen perusahaan 
menyatakan bahwa perusahaan adalah setiap bentuk usaha yang melakukan 
kegiatan secara tetap dan terus menerus dengan tujuan memperoleh keuntungan 
atau laba, baik yang diselenggarakan oleh orang-perorangan maupun badan usaha 
yang berbentuk badan hukum atau bukan badan hukum, yang didirikan dan 
berkedudukan dalam wilayah Negara Republik Indonesia (Indonesia, 1997). Dalam 
membangun sebuah perusahaan banyak yang harus diperhatikan, terutama 
mengenai pengelolaan keuangan perusahaan (Corporate Finance). Corporate 





Terutama sebuah perusahaan yang berorientasi laba. Perusahaan akan dihadapkan 
dalam berbagai permasalahan dan memerlukan pengambilan keputusan penting 
agar jalannya roda bisnis tetap berjalan dengan lancar. Permasalahan yang akan 
muncul diantaranya yaitu mengenai berapa jumlah uang kas, berapa sumber dana 
yang harus dihimpun oleh perusahaan, berasal dari mana dana perusahaan, 
dialokasikan untuk apa dana yang diperoleh agar perusahaan tetap bertahan dan 
menghasilkan keuntungan, serta instrumen investasi apa yang menguntungkan 
perusahaan (Anwar, 2019). 
Permasalahan diatas apabila tidak diatasi serta dikelola dengan tepat dalam 
jangka waktu berjalan dapat menyebabkan kegagalan keuangan (Financial 
Distress). Financial distress adalah salah satu penyebab terjadinya kebangkrutan. 
Untuk itu keuangan perusahaan sangat perlu untuk dikelola dengan baik dan benar 
sehingga dapat memaksimalkan keuntungan dan dapat mencegah terjadinya 
kebangkrutan. Selain itu, dapat melakukan analisa terhadap laporan keuangan. 
Dimana analisa dilakukan untuk mengamati rasio keuangan perusahaan setiap 
tahunnya. Diharapkan dengan dilakukannya analisa tersebut, apabila hasil yang 
diperoleh mengarah bahwa perusahaan akan mengalami financial distress, maka 
perusahaan tersebut dapat mencegahnya dengan cepat. Sehingga dengan melakukan 
analisa keuangan secara berkala sangat diperlukan untuk keberlangsungan 
perusahaan untuk jangka panjang. 
2.6 Data Penelitian 
Data dalam penelitian ini berasal dari data sekunder laporan keuangan 
perusahaan go public yang tercatat di PT Bursa Efek Indonesia pada tahun 2015-
2018. Parameter yang digunakan pada penelitian ini adalah rasio keuangan model 
Altman. Persamaan dari model Altman adalah sebagai berikut. 
Z = 1,2 X1 + 1,4 X2 +  3,3X3 + 0,6 X4 + 1,0 X5         (2.8) 
Dimana keterangannya adalah sebagai berikut:  
Z = Indeks  
X1 = Modal Kerja / Total Aset 
X2 = Laba Ditahan / Total Aset 





X4 = Nilai Pasar Saham / Nilai Buku Total Hutang 
X5 = Penjualan / Total Aset 
 Berdasarkan nilai Z perusahaan akan dikelompokkan mejadi tiga kelas, 
dengan ketentuan sebagai berikut: 
1. Z-Score > 2,99 dikategorikan perusahaan memiliki keuangan sehat. 
2. 1,81 < Z-Score < 2,99 dikategorikan perusahaan rawan dimana perusahaan 
tersebut tidak dapat ditentukan apakah memiliki kesulitan keuangan atau 
tidak. 
3. Z-Score < 1,81 dikategorikan perusahaan memiliki keuangan tidak sehat 
Adapun analisis rasio keuangan model Altman terdiri dari (Wulandari, 
Burhanudin, & Widayanti, 2017) : 
1. Modal Kerja Terhadap Total Aset (Working Capital to Total Assets) 
Rasio modal kerja terhadap total aset (X1) digunakan untuk mengukur 
kemampuan perusahaan dalam memenuhi kewajiban jangka pendek dan untuk 
mengukur likuiditas aset perusahaan. Modal kerja diperoleh dari aset lancar 
(Current Asset) dikurangi kewajiban lancar (Current Liabilities). Rasio X1 dapat 
dihitung dengan persamaan berikut: 
X1 =  
𝐴𝑠𝑒𝑡 𝐿𝑎𝑛𝑐𝑎𝑟−𝐾𝑒𝑤𝑎𝑗𝑖𝑏𝑎𝑛  𝐿𝑎𝑛𝑐𝑎𝑟
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑒𝑡
      (2.9) 
Besarnya nilai rasio ini merupakan gambaran seberapa efektif perusahaan 
menggunakan modal kerja yang tersedia untuk membiayai aktivitas perusahaan. 
modal kerja yang bernilai positif menunjukkan kemampuan perusahaan dalam 
membayar hutang. Sebaliknya modal kerja yang bernilai negatif menujukkan 
ketidakmampuan perusahaan dalam memenuhi kewajibannya. 
2. Laba Ditahan Terhadap Total Aset (Retained Earning to Total Assets) 
Tujuan dari rasio laba ditahan terhadap total aset (X2) adalah untuk 
mengukur profitabilitas kumulatif atau laba yang ditahan perusahaan. Laba ditahan 
perusahaan dapat mencerminkan usia perusahaan dan kekuatan pendapatan 





X2 =  
𝐿𝑎𝑏𝑎 𝐷𝑖𝑡𝑎ℎ𝑎𝑛
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑒𝑡
        (2.10) 
3. Laba Sebelum Bunga dan Pajak Terhadap Total Aset (Earning Before 
Interest and Taxes to Total Assets) 
Rasio laba sebelum bunga dan pajak terhadap total aset (X3) adalah rasio 
profitabilitas yang digunakan untuk mengukur kemampuan perusahaan dalam 
menghasilkan laba dari aset yang digunakan. Rasio X3 dapat dihitung menggunakan 
persamaan berikut: 
X3 =  
𝐿𝑎𝑏𝑎 𝑆𝑒𝑏𝑒𝑙𝑢𝑚 𝐵𝑢𝑛𝑔𝑎 𝑑𝑎𝑛 𝑃𝑎𝑗𝑎𝑘
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑒𝑡
      (2.11) 
4. Nilai Pasar Saham Terhadap Nilai Buku Total Hutang (Market Value of 
Equity to Book Value of Total Liabilities) 
Rasio nilai pasar saham terhadap nilai buku total hutang (X4) digunakan 
untuk menggambarkan solvabilitas dalam mengukur kemampuan finansial jangka 
panjang dan untuk mengetahui modal perusahaan dalam menanggung beban 
hutang. Rasio X4 dapat dihitung menggunakan persamaan berikut: 
X4 =  
𝑇𝑜𝑡𝑎𝑙 𝐸𝑘𝑢𝑖𝑡𝑎𝑠
𝐾𝑒𝑤𝑎𝑗𝑖𝑏𝑎𝑛 𝐿𝑎𝑛𝑐𝑎𝑟+𝐾𝑒𝑤𝑎𝑗𝑖𝑏𝑎𝑛 𝑇𝑖𝑑𝑎𝑘 𝐿𝑎𝑛𝑐𝑎𝑟
    (2.12) 
5. Penjualan Terhadap Total Aset (Sales to Total Assets) 
Rasio penjualan terhadap total aset (X5) digunakan untuk mengukur 
kemampuan manajemen dalam menggunakan aktiva untuk menghasilkan penjualan 
dan menggambarkan tingkat perputaran seluruh aktiva perusahaan. Rasio X5 dapat 
dihitung menggunakan persamaan berikut: 
X5 =  
𝑃𝑒𝑛𝑗𝑢𝑎𝑙𝑎𝑛
𝑇𝑜𝑡𝑎𝑙 𝐴𝑘𝑡𝑖𝑣𝑎
        (2.13) 
Berdasarkan rasio keuangan diatas maka parameter yang akan digunakan 
pada penelitian ini dapat dilihat pada Tabel 2.1. Selain parameter berdasarkan rasio 
keuangan, penulis juga menambahkan parameter kode perusahaan untuk 
melakukan pemeriksaan data duplikat. 
Tabel 2.1 Parameter Penelitian 
No Parameter Keterangan 
1 Kode Kode perusahaan 





3 Net working capital modal kerja bersih yang diperoleh dari jumlah aset 
lancar dikurangi dengan kewajiban lancar 
4 Current assets Jumlah aset lancar 
5 Current liabilities Kewajiban lancar 
6 Retained earnings Saldo laba yang ditahan 
7 Earning before interest and 
taxes (EBIT) 
Laba sebelum bunga dan pajak 
8 Market value equity Nilai pasar modal 
9 Value of total debt Nilai buku hutang dimana diperoleh dari jumlah 
kewajiban lancar ditambah dengan kewajiban tidak 
lancar 
10 Non-current liabilities Kewajiban tidak lancar 
11 Sales Total Penjualan 
2.7 Confusion Matrix 
Confusion matrix adalah tabel yang menyatakan jumlah data uji yang benar 
diklasifikasikan serta jumlah data uji yang salah diklasifikasikan. Nilai dari 
confusion matrix adalah akurasi dan laju error (Prasetyo, 2014). Berikut tabel 
confusion matrix untuk klasifikasi biner. 
Tabel 2.2 Confusion Matrix 
Kelas Sebenarnya 
Kelas Prediksi 
Kelas = 1 Kelas = 0 
Kelas = 1 TP FN 
Kelas = 0 FP TN 
Keterangan: 
TP: Jumlah data postif yang berhasil di klasfikasi dengan benar 
TN: Jumlah data negatif yang berhasil di klasifikasi dengan benar 
FP: Jumlah data postif yang salah di klasifikasi 
FN: Jumlah data negatif yang salah di klasifikasi 
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       (2.15) 
2.8 Penelitian Terkait 
Penelitian terkait yang pernah dilakukan diantaranya prediksi financial 
distress, serta penggunan C4.5 dan AdaBoost. Tabel 2.3 berikut menyajikan 
penelitian-penelitian terkait tersebut. 










yang Terdaftar di Bursa 
Efek Indonesia Tahun 
2012-2014 Menggunakan 
Regresi Logistik Biner 
dan Classification 
Analysis & Regression 
Tree (CART) 
Pada penelitian menggunakan regresi 
logistik biner variabel prediktor yang 
berpengaruh adalah rasio likuiditas dan 
rasio aktivitas dengan  ketepatan 
klasifikasi sebesar 84,8%. Sedangkan 
menggunakan CART menghasilkan 
pohon klasifikasi maksimum sama 
dengan pohon klasifikasi optimun 
dengan simpul utama rasio solvabiltas 
dan memperoleh nilai ketepatan 
klasifikasi sebesar 96,3%. 
2 (Saleh, 2017) Prediksi Kebangkrutan 
Perusahaan 
Menggunakan Algoritma 
C4.5 Berbasis Forward 
Selection 
Penelitian ini dilakukan dengan 
menggunakan dataset global yang 
didonorkan oleh Dr. V. Prasanna 
Venkatesan yang dipublikasi pada 
februari 2014. Hasil yang diperoleh dari 
penelitian ini dengan menggunakan 
forward selection dapat menghapus 
fitur yang tidak relevan sehingga 
akurasi dari algoritma C4.5 mengalami 
peningkatan yang baik. Dengan 
menggunakan data 250 record hasil 
akurasi yang diperoleh untuk C4.5 
sebesar 99,60% dan yang ditambah 






3 (Rohman et al., 
2017) 
Penerapan Algoritma 
C4.5 Berbasis AdaBoost 
Untuk Prediksi Penyakit 
Jantung 
Penelitian yang dilakukan yaitu 
melakukan pengujian model 
menggunakan algoritma C4.5 berbasis 
AdaBoost dan algoritma C4.5 saja. 
Hasil yang diperoleh dengan hanya 
menggunakan algoritma C4.5  
memperoleh akurasi sebesar 86,59% 
dengan nilai AUC 0,957 dan untuk 
penggunakan algoritma C4.5 berbasis 
AdaBoost menghasilkan akurasi sebesar 
92,24% dengan nilai AUC sebesar 
0,982. 
4 (Nurzahputra & 
Muslim, 2017) 
Peningkatkan Akurasi 




Penelitian ini dilakukan menggunakan 
metode klasifikasi. Penelitian dilakukan 
dengan membandingkan akurasi model 
C4.5 dengan menggunakan Algoritma 
C4.5 dan AdaBoost. Data penelitian 
yang digunakan adalah dataset German 
Credit Card. Penelitian yang dilakukan 
dengan menggunakan algoritma C4.5 
menghasilkan akurasi sebesar 70,5% 
dan menggunakan algoritma C4.5 
dengan adaboost sebesar 74,2% 
5 (Agustin, Kusrini, 




C4.5 dan AdaBoost (Studi 
Kasus: STMIK XYZ) 
Penelitian ini dilakukan dengan 
menggunakan data sebanyak 546 data. 
Yang mana penelitian ini dilakukan 
dengan menggunakan C4.5 berbasis 
AdaBoost dan memperoleh akurasi 
sebesar  90,28%. 
6 (Nugraha, Dantes, 
& Aryanto, 2017) 
Implementasi Metode 
C4.5 dan Naive Bayes 
Berbasis AdaBoost Untuk 
Memprediksi Kelayakan 
Pemberian Kredit 
Penelitian ini dilakukan untuk 
memprediksi kelayakan kredit. Dimana 
dilakukan dengan membandingkan 
algoritma C4.5 dan Naive Bayes 
menggunakan AdaBoost. Hasil yang 
diperoleh menggunakan algoritma C4.5 
saja dan Naive Bayes saja adalah 90% 





menggunakan AdaBoost hasil yang 
diperoleh adalah 91,54% dan 78,13%. 
Berdasarkan penelitian tersebut 
AdaBoost dapat meningkatakan akurasi 
algoritma C4.5 dan Naive Bayes dalam 
meningkatkan akurasi dalam prediksi 
kelayakan pemberian kredit. 





Kelas pada Penentuan 
Kelulusan Mahasiswa 
dengan Metode Decision 
Tree 
Penelitian ini dilakukan pada 
Universitas Pamulang yang mana 
metode yang digunakan adalah 
algoritma C4.5 dan AdaBoost. Hasil 
yang diperoleh pada penelitian ini 
dengan menggunakan Decision Tree 
sebesar 87,18% dan ditambah dengan 
AdaBoost akurasi yang diperoleh adalah 
90.45%. 




Ginjal Kronis dengan 
Menggunakan Algoritma 
C4.5 
Penelitian ini dilakukan menggunakan 
algoritma C4.5. dataset yang digunakan 
berasal dari website UCI Machine 
Learning. Akurasi yang diperoleh 
dalam penelitian ini  sebesar 91,50% 
9 (Bahri, Midyanti, 
& Hidayati, 2018) 
Perbandingan Algoritma 
Naive Bayes dan C4.5 
Untuk Klasifikasi 
Penyakit Anak 
Penelitian ini dilakukan untuk 
mengklasifikasi penyakit anak dalam 12 
kelas. Klasifikasi dilakukan dengan 
membanding-kan dua metode yaitu 
mengguna-kan Naive Bayes dan C4.5. 
Hasil yang diperoleh dari penelitian 
tersebut adalah C4.5 memperoleh 





Naive Bayes dan C4.5 
Dalam Klasifikasi Data 
Mining 
Penelitian ini dilakukan dengan 
menerapkan algoritma Naive Bayes dan 
C4.5 dalam beberapa kasus, yaitu 
penerimaan kartu indonesia sehat, 
penentuan pengajuan kartu kredit di 
sebuah bank, penentuan usia kelahiran 





kredit pada koperasi. Pada penelitian 
tersebut menghasilkan hasil yang 
berbeda untuk setiap kasus. Pada kasus 
penerimaan kartu indonesia sehat kedua 
algoritma memiliki nilai sama dalam 
prediksi. Untuk kasus penentuan 
pengajuan kartu kredit di sebuah bank 
algoritma C4.5 unggul dibanding Naive 
Bayes. Kemudian untuk penentuan usia 
kelahiran algoritma Naive Bayes unggul 
dibanding C4.5. Sedangkan untuk kasus 
penentuan kelayakan calon anggota 
kredit pada koperasi pada precision 
Naive Bayes unggul dan pada recall dan 






Algoritma C4.5 dan 
Naive Bayes Untuk 
Ketepatan Pemilihan 
Konsentrasi Mahasiswa 
Penelitian dilakukan pada kasus untuk 
ketepatan pemilihan konsentrasi 
mahasiswa dengan algoritma C4.5 dan 
Naive Bayes. Hasil yang diperoleh 
menggunakan algoritma C4.5 unggul 
dibanding Naive Bayes. Akurasi yang 
diperoleh untuk C4.5 adalah 84,43% 
dan Naive Bayes adalah 78,47%. 




Decision Tree dan 
Support Vector Machine 
Multiclass Untuk 
Penentuan Jurusan Pada 
Siswa SMA 
Penelitian ini adalah penelitian yang 
dilakukan dengan dua metode yaitu 
Decision Tree dan Support Vector 
Machine Multiclass dengan data yang 
digunakan adalah rata-rata nilai mata 
pelajaran yang diambil dari dari 
database SMA Negeri 1 Jepara tahun 
pelajaran 2013/2014. Hasil yang yang 
diperoleh dengan decison tree adalah 
88,57% dan error 11,43%. Sedangkan 
dengan menggunakan SVMM adalah 





BAB III  
METODOLOGI PENELITIAN 
Metodologi penelitian adalah langkah yang akan dilakukan dalam 
pengumpulan informasi untuk memecahkan permasalahan dan melakukan 
pengujian hipotesis terhadap penelitian. Dalam penelitian ini akan dilakukan 
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Pada tahapan perencanaan ini, dimulai dengan mencari jurnal dari berbagai 
sumber (studi literatur) hingga menemukan permasalahan yang akan diteliti lebih 
lanjut. Hasil permasalahan yang diperoleh dari tahapan ini adalah melakukan 
optimasi algoritma C4.5 dan AdaBoost dalam melakukan prediksi terhadap 
financial distress suatu perusahaan. 
3.2 Pengumpulan Data 
Pengumpulan data dilakukan untuk menganalisa, merancang, dan 
membangun sistem dalam melakukan prediksi terhadap financial distress 
perusahaan. Dimana, pada tahapan pengumpulan data, data yang digunakan adalah 
data sekunder, berupa laporan keuangan dari perusahaan yang terdaftar pada PT 
Bursa Efek Indonesia dari tahun 2015-2018. 
3.3 Analisa 
Pada tahapan penelitian Tugas Akhir ini, tahapan analisa dibagi menjadi tiga, 
yaitu analisa terhadap kebutuhan data, analisa metode, dan analisa fungsional 
sistem. Berikut penjelasan tahapan analisa. 
3.3.1 Analisa Kebutuhan Data 
Pada tahapan analisa kebutuhan data dilakukan dengan tahapan KDD. Yang 
terdiri dari proses data selection, pre-processing, transformation, dan data mining. 
Proses data selection dilakukan dengan pengambilan data laporan keungan dari PT 
Bursa Efek Indonesia dan kemudian dilakukan pemilihan atribut yang akan 
digunakan pada tahapan selanjutnya. Proses pre-processing dibagi menjadi dua 
yaitu cleaning dan integration. Dimana pada tahapan cleaning dilakukan untuk 
mengatasi missing value, data duplikat, data yang tidak konsisten, dan outlier yang 
ditemukan. Setelah proses cleaning maka akan dilanjutkan dengan proses 
integration. Proses integration dilakukan untuk menggabungkan laporan keuangan 
dalam satu tabel berupa rasio keuangan. Proses selanjutnya transformation 
dilakukan untuk mengubah format data menjadi format yang dibutuhkan untuk data 
mining. Untuk proses data mining dilakukan dengan menerapkan algoritma C4.5 





3.3.2 Analisa Metode 
Pada tahapan analisa metode, analisa yang dilakukan adalah analisa terhadap 
algoritma C4.5 serta algoritma C4.5 dan AdaBoost. Untuk analisa metode dengan 
algoritma C4.5 yaitu membangun pohon keputusan berdasarkan nilai gain tertinggi. 
Selanjutnya, untuk penerapan algoritma C4.5 dan AdaBoost dilakukan dengan 
mengikuti tahapan Adaboost.M1. Tahapan-tahapannya adalah sebagai berikut: 
1. Menetapkan sampel pelatihan yang dibagi menjadi data latih dan data uji, 
algoritma pembelajaran dasar (algoritma C4.5) dan jumlah iterasi maksimal. 
2. Inisialisasi nilai bobot sampel pelatihan menggunakan persamaan 2.3. 
3. Latih data dengan membangun pohon keputusan menggunakan algoritma C4.5 
a. Menghitung entropy dan gain dengan persamaan 2.1 dan 2.2 menggunakan 
data latih. 
b. Membangun pohon keputusan bedasarkan gain tertinggi. 
4. Hitung kesalahan dari data pelatihan menggunakan persamaan 2.4. 
5. Tetapkan bobot dari data dengan persamaan 2.5. 
6. Lakukan update bobot sample pelatihan dengan persamaan 2.6. 
7. Ulangi langkah 3 hingga 6 apabila belum mencapai iterasi maksimal atau 
akurasi 100%. 
3.3.3 Analisa Fungsional Sistem 
Pada tahapan analisa fungsional sistem dilakukan dengan menggunakan tools 
UML ( Unified Modelling Language). UML yang akan digunakan terdiri dari 
usecase diagram, class diagram, dan sequence diagaram. 
3.4 Perancangan 
Pada tahapan perancangan, akan dilakukan perancangan terhadap konsep 
basis data (database), struktur menu, dan antarmuka sistem. Rancangan database 
digunakan untuk penyimpanan data pada sistem. Untuk perancangan antarmuka 






Tahapan implementasi adalah untuk membangun sistem berdasarkan analisa 
dan perancangan yang telah dilakukan. Perangkat yang digunakan pada tahapan 
impelementasi adalah sebagai berikut: 
1. Perangkat keras (hardware): 
a. CPU   : Intel® CoreTM i3-6006U CPU @2.0Ghz 
b. Memori (RAM) : 4 GB 
c. HDD  : 1000GB 
2. Perangkat lunak (software): 
a. Platform   : Microsoft 10 64-bit 
b. Web Server   : Apache 
c. Web Browser  : Google Chrome 
d. Bahasa Pemrograman : PHP 
e. Tools   : Visual Studio Code 
f. DBMS   : MySQL 
3.6 Pengujian 
Pada tahapan pengujian akan dilakukan untuk mengevaluasi hasil klasifikasi 
algoritma C4.5 berbasis AdaBoost untuk mendapatkan nilai akurasinya. Pengujian 
klasifikasi menggunakan confusion matrix. Selain itu juga dilakukan pengujian 
terhadap sistem menggunakan Black Box untuk menguji apakah sistem sudah sesuai 
dengan yang diinginkan. 
3.7 Kesimpulan dan Saran 
Tahapan ini dilakukan untuk menarik kesimpulan dari hasil akhir penelitian 
yang telah dilakukan. Selain itu pada tahapan ini juga berisi saran-saran yang 





BAB IV  
ANALISA DAN PERANCANGAN 
Analisa dan perancangan merupakan tahapan penting dalam melakukan 
sebuah penelitian. Tahapan analisa dilakukan untuk memahami kebutuhan data 
yang diperlukan sehingga dapat digunakan dalam membangun sebuah sistem. 
Tahapan-tahapan dalam analisa akan dijelaskan sebagai berikut: 
4.1 Analisa Kebutuhan Data 
Data yang digunakan pada penelitian ini berupa data laporan keuangan yang 
diperoleh dari PT Bursa Efek Indonesia dari tahun 2015-2018. Data yang diperoleh 
akan dianalisa melalui beberapa tahapan Knowledge Discovery in Database 
(KDD). Tahapan-tahapan KDD terdiri dari data selection, pre-processing, 
transformation, dan data mining. Penjelasan tahapan KDD adalah sebagai berikut: 
4.1.1 Data Selection 
Data selection digunakan untuk pemilihan data yang berasal dari 
sekumpulan data yang kemudian akan digunakan pada tahapan selanjutnya. Data 
yang digunakan adalah laporan keuangan dengan jumlah data yang diperoleh  
adalah 755 records. Contoh laporan keuangan dapat dilihat pada Lampiran B. 
Pemilihan parameter laporan keuangan dipilih berdasarkan rasio keuangan 
model Altman. Dengan total parameter yang dipilih adalah 10 parameter. Selain 
rasio keuangan model Altman, parameter kode juga digunakan. Sehingga total 
parameter yang akan digunakan adalah 11. Parameter yang dipilih tersaji pada 
Tabel 4.1 dan data penelitian hasil tahapan data selection tersaji pada Tabel 4.2 






Tabel 4.1 Parameter Laporan Keuangan 
No Parameter Keterangan Jenis Data 
1 Kode Kode perusahaan Diskrit 
2 Total assets Jumlah aset perusahaan keseluruhan Kontinyu 
3 Net working capital modal kerja bersih yang diperoleh dari 
jumlah aset lancar dikurangi dengan 
kewajiban lancar 
Kontinyu 
4 Current assets Jumlah aset lancar Kontinyu 
5 Current liabilities Kewajiban lancar Kontinyu 
6 Retained earnings Saldo laba yang ditahan Kontinyu 
7 Earning before interest 
and taxes (EBIT) 
Laba sebelum bunga dan pajak Kontinyu 
8 Market value equity Nilai pasar modal Kontinyu 
9 Value of total debt Nilai buku hutang dimana diperoleh 
dari jumlah kewajiban lancar ditambah 
dengan kewajiban tidak lancar 
Kontinyu 
10 Non-current liabilities Kewajiban tidak lancar Kontinyu 



















































































































































































































































Berdasarkan data penelitian laporan keuangan pada Tabel 4.2 maka akan 
dilakukan perhitungan  rasio keuangan. Rasio keuangan yang digunakan adalah 
model Altman. Adapun parameter yang digunakan untuk rasio keuangan akan 
diuraikan pada Tabel 4.3 berikut: 
Tabel 4.3 Rasio Keuangan Model Altman 
No Parameter Keterangan 
1 Kode Kode perusahaan 
2 X1 Net working capital / total assets 
3 X2 Retained earnings / total assets 
4 X3 Earning before interest and tax / total assets 
5 X4 Market value equity / value of total debt 
6 X5 Sales / total assets 
7 Status Kelas financial distress 
Dengan menggunakan model Altman, maka akan diperoleh rasio keuangan. 
Perhitungan rasio keuangan model Altman pada Tabel 4.2 untuk data pertama 
adalah sebagai berikut. 
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Untuk menentukan kelas data pertama pada Tabel 4.2 maka selanjutnya 
lakukan perhitungan nilai Z-Score dengan menggunakan Persamaan 2.8. 
Z = 1,2 (−0,330) + 1,4 (0,110) +  3,3(0,084) + 0,6 (0,443) + 1,0 (0,610) 
    = −0,396 + 0,154 + 0,277 + 0,266 + 0,610 = 0,911 
 Hasil perhitungan yang telah dilakukan tentukan kelas data dengan 
ketentuan pada Tabel 4.4 berikut. 
Tabel 4.4 Keterangan Kelas 
No Z-Score Keterangan 
1 > 2,99 Sehat 
2 1,81 < 2,99 Rawan 
3 1,81 < Tidak Sehat 
 Hasil perhitungan Z-Score untuk data pertama pada Tabel 4.2 adalah 0,911. 
Berdasarkan Tabel 4.4 diketahui bahwa 0,911 < 1,81, maka kelas untuk data 
pertama pada Tabel 4.2 adalah tidak sehat.  
4.1.2 Pre-processing 
Tahapan pre-processing adalah tahapan yang dilakukan untuk cleaning dan 
intergration. Tahapan cleaning dilakukan untuk pembersihan serta pemeriksaan 
terhadap data noise yang ditemukan. Data noise yang dimaksud adalah missing 
value, data duplikat, incosistent data, dan outlier. Kemudian Integration diperlukan 
untuk menggabungkan data yang terpisah dari setiap laporan keuangan menjadi 
rasio keuangan. Tahapan cleaning dan integration adalah sebagai berikut: 
4.1.2.1 Tahapan Cleaning 
Tahapan cleaning dilakukan untuk memeriksa dan membersihkan data dari 
missing value, data duplikat, incosistent data, dan outlier. Tahapan yang dilakukan 
untuk cleaning adalah sebagai berikut: 
1. Missing Value (cek data kosong) 
Tahapan missing value dilakukan untuk pemeriksaan data yang kosong. 
Pemeriksaan data yang dilakukan menggunakan tools ecxel. Pada tahapan ini 
ditemukan data yang kosong sebanyak 6 records. 6 records yang ditemukan 
akan dilakukan tahapan cleaning yaitu dengan cara melakukan penghapusan 





records maka setelah dilakukan penghapusan menjadi 749 records. Proses 
pemeriksaan data kosong dapat dilihat pada Gambar 4.1 berikut. 
 
Gambar 4.1 Cek Missing Value 
2. Data Duplikat 
Tahapan ini dilakukan pemeriksaan data duplikat dengan cara memeriksa 
kesamaan pada atribut kode. Pemeriksaan dilakukan dengan menggunakan 
tools excel. Hasil pemeriksaan data duplikat ditemukan kesamaan kode pada 3 
records. Sehingga untuk 3 records tersebut dilakukan tahapan cleaning dengan 
cara menghapus. Setelah dilakukan penghapusan data menjadi 746 records.  
Proses pemeriksaan data duplikat dapat dilhat pada Gambar 4.2 berikut. 
 
Gambar 4.2 Cek Data Duplikat 
3. Incosistent Data 
Tahapan ini dilakukan untuk pemeriksaan terhadap data yang tidak konsisten. 
Pemeriksaan dilakukan dengan menggunakan tools excel. Diketahui bahwa 





jutaan, miliyaran, hingga triliunan menggunakan “.” setelah dilakukan 
pemeriksaan tidak didapatkan data yang tidak konsisten. Maka jumlah data 
setelah tahapan ini tetap yaitu 746 records. Pemeriksaan terhadap incosistent 
data dapat dilihat pada Gambar 4.3 berikut. 
 
Gambar 4.3 Cek Incosistent Data 
4. Outlier 
Pemeriksaan oulier digunakan untuk pemeriksaan data terhadap typografi, 
yang mana data seharusnya berupa angka dengan pemisah nilai ribuan, jutaan, 
miliyaran, dan triliunan adalah “.”. Setelah dilakukan pemeriksaan dengan 
menggunakna tools excel tidak ditemukan data yang typo. Sehingga data 
setelah tahapan ini tetap berjumlah 746 records. 
4.1.2.2 Integration 
Tahapan integration dilakukan untuk menggabungkan data laporan 
keuangan yang terpisah menjadi satu berupa rasio keuangan. Dimana perhitungan 
rasio keuangan yang akan digunakan adalah model Altman. Setelah dilakukan 
integration atribut yang digunakan menjadi 7. Rasio keuangan yang telah dihitung 
dapat dilihat pada Tabel 4.5 dan selengkapnya (Lampiran D). 
Tabel 4.5 Rasio Keuangan 
No Kode X1 X2 X3 X4 X5 Status 
1 WSBP1 -0,330 0,110 0,084 0,443 0,610 Tidak Sehat 
2 WSBP2 0,245 0,053 0,073 1,170 0,343 Tidak Sehat 
3 WSBP3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 
4 WSBP4 0,191 0,116 0,089 1,074 0,526 Rawan 
5 WTON1 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 
6 WTON2 0,124 0,146 0,073 1,147 0,747 Rawan 





8 WTON4 0,070 0,144 0,070 0,546 0,780 Tidak Sehat 
9 CAKK1 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 
10 CAKK2 0,143 -0,112 0,054 2,045 0,835 Rawan 
11 MARK1 0,042 0,124 0,161 0,893 1,212 Rawan 
12 MARK2 0,348 0,301 0,283 2,746 1,054 Sehat 
13 MARK3 0,280 0,437 0,350 2,959 1,023 Sehat 
14 IMPC1 0,300 0,370 0,088 1,897 0,685 Sehat 
15 IMPC2 0,407 0,311 0,072 1,167 0,499 Rawan 
4.1.3 Transformation 
Pada tahap ini, dilakukan perubahan format data agar sesuai dengan tahapan 
data mining. Atribut kode juga dilakukan penghapusan karena tidak diperlukan lagi 
setelah tahapan pre-processing. Sehingga atribut setelah dilakukan penghapusan 
menjadi 6. 
4.1.4 Data Mining 
Pada tahap data mining, data yang digunakan berjumlah 746 records dengan 
jumlah atribut yang digunakan adalah 6 atribut. Atribut terakhir (Status) dijadikan 
sebagai target kelas, sehingga atribut data menjadi 5. Pada tahap ini, algoritma C4.5 
dan AdaBoost akan diterapkan pada data. Langkah pertama adalah menetapkan data 
latih, data uji, serta jumlah iterasi maksimal. Langkah selanjutnya yaitu 
menginisialisasi nilai bobot dari data latih. Nilai bobot data latih dapat diperoleh 
dari 1 dibagi jumlah data. Langkah berikutnya yaitu melatih data dengan 
membangun pohon keputusan menggunakan algoritma C4.5. Untuk membangun 
pohon keputusan dengan algoritma C4.5 terlebih dahulu menghitung entropy dan 
gain. Kemudian bangun pohon keputusan berdasarkan nilai gain tertinggi. Setelah 
pohon keputusan dibangun, hitung kesalahan data berdasarkan hasil klasifikasi dari 
data latih asli. Kemudian tetapkan bobot dari data dan update bobot data latih. 
Langkah-langkah tersebut dilakukan hingga mencapai iterasi maksimal. Untuk 
lebih jelasnya langkah-langkah penerapan algoritma C4.5 dan AdaBoost dapat 






Gambar 4.4 Flowchart Algoritma C4.5 dan AdaBoost 
Berikut akan dijelaskan perhitungan manual penerapan algoritma C4.5 dan 
AdaBoost.  
Tabel 4.6 Data Penelitian Rasio Keuangan 
No X1 X2 X3 X4 X5 Status 
1 -0,33 0,11 0,084 0,443 0,61 Tidak Sehat 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 
4 0,191 0,116 0,089 1,074 0,526 Rawan 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 
6 0,124 0,146 0,073 1,147 0,747 Rawan 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat 
8 0,07 0,144 0,070 0,546 0,78 Tidak Sehat 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 
10 0,143 -0,112 0,054 2,045 0,835 Rawan 
11 0,042 0,124 0,161 0,893 1,212 Rawan 
12 0,348 0,301 0,283 2,746 1,054 Sehat 





14 0,3 0,37 0,088 1,897 0,685 Sehat 
15 0,407 0,311 0,072 1,167 0,499 Rawan 
16 0,378 0,333 0,049 1,282 0,520 Rawan 
17 0,370 0,349 0,050 1,375 0,589 Rawan 
18 0,162 0,117 0,141 1,409 2,341 Sehat 
19 0,403 0,212 0,166 2,620 1,914 Sehat 
20 0,428 0,283 0,168 2,054 1,896 Sehat 
21 0,544 0,495 0,100 4,169 1,097 Sehat 
22 0,243 0,272 0,047 5,794 0,646 Sehat 
23 0,243 0,276 0,035 4,941 0,701 Sehat 
24 0,259 0,301 0,062 4,587 0,753 Sehat 
25 -0,041 0,067 0,004 1,566 0,422 Tidak Sehat 
26 -0,017 0,019 0,008 1,764 0,408 Tidak Sehat 
27 0,014 0,002 0,014 0,558 0,288 Tidak Sehat 
28 0,029 0,011 0,015 0,921 0,282 Tidak Sehat 
29 0,080 0,024 0,021 1,130 0,287 Tidak Sehat 
30 0,043 0,038 0,022 0,899 0,312 Tidak Sehat 
31 0,174 0,663 0,246 2,750 1,025 Sehat 
32 0,263 0,103 0,068 7,262 0,424 Sehat 
33 0,265 0,107 0,007 6,894 0,116 Sehat 
34 0,308 0,277 0,076 2,378 0,746 Sehat 
35 0,338 0,178 0,069 1,649 0,637 Rawan 
36 0,578 0,107 0,051 0,382 2,020 Sehat 
37 0,536 0,117 0,199 0,803 3,404 Sehat 
38 0,083 0,084 0,011 0,697 2,864 Sehat 
39 0,486 0,494 0,073 1,518 0,903 Sehat 
40 0,669 0,043 0,048 2,630 0,780 Sehat 
41 0,601 0,096 0,084 7,450 0,957 Sehat 
42 -0,132 0,047 0,104 0,747 1,131 Rawan 
43 0,041 0,109 0,095 0,821 0,930 Rawan 
44 0,093 0,163 0,098 3,202 0,997 Sehat 
45 -0,003 0,145 0,140 0,546 2,099 Sehat 
46 0,058 0,177 0,138 1,445 1,911 Sehat 
47 0,126 0,145 0,159 1,465 3,098 Sehat 
48 0,545 0,174 0,112 4,713 2,096 Sehat 
49 0,405 0,236 0,159 2,878 1,885 Sehat 
50 0,410 -0,029 0,021 1,047 2,440 Sehat 
.... .... .... .... .... .... .... 
701 -0,005 -0,245 -0,062 0,758 0,186 Tidak Sehat 
702 -0,036 -0,410 -0,144 0,582 0,194 Tidak Sehat 
703 0,150 0,131 -0,041 0,630 0,510 Tidak Sehat 
704 0,195 0,118 -0,063 0,685 0,425 Tidak Sehat 
705 0,191 0,151 0,815 0,442 0,302 Sehat 
706 0,215 0,155 0,072 0,443 0,807 Tidak Sehat 
707 0,193 0,375 0,118 2,427 1,349 Sehat 
708 0,248 0,440 0,159 3,001 1,130 Sehat 
709 0,346 0,430 0,266 2,392 1,244 Sehat 
710 0,261 0,416 0,255 2,051 1,392 Sehat 
711 0,266 0,263 0,076 1,041 1,222 Rawan 
712 0,255 0,312 0,100 1,218 1,161 Sehat 
713 0,237 0,345 0,084 1,335 1,070 Sehat 
714 0,120 0,338 0,067 1,162 1,073 Rawan 





716 -0,106 0,121 0,050 0,440 0,165 Tidak Sehat 
717 -0,076 0,103 0,041 0,302 0,113 Tidak Sehat 
718 -0,234 0,120 0,039 0,325 0,119 Tidak Sehat 
719 -0,053 -1,801 -0,091 0,558 0,166 Tidak Sehat 
720 -0,225 -2,156 -0,066 0,496 0,128 Tidak Sehat 
721 -0,180 -2,433 -0,090 0,334 0,123 Tidak Sehat 
722 -0,601 -2,809 -0,110 0,191 0,003 Tidak Sehat 
723 0,126 0,033 0,030 0,219 2,136 Rawan 
724 0,127 0,028 0,000 0,207 2,045 Rawan 
725 0,122 0,014 -0,010 0,176 2,158 Rawan 
726 0,080 0,002 -0,010 0,137 2,046 Rawan 
727 0,462 0,392 0,116 1,949 0,445 Sehat 
728 0,171 0,454 0,151 1,996 0,473 Sehat 
729 0,349 0,486 0,160 1,865 0,468 Sehat 
730 0,317 0,531 0,129 1,868 0,456 Sehat 
731 -0,098 -0,161 -0,381 0,959 0,116 Tidak Sehat 
732 -0,162 -0,261 -0,140 0,794 0,053 Tidak Sehat 
733 0,283 -0,376 -0,142 0,760 0,081 Tidak Sehat 
734 0,285 -0,433 -0,001 0,769 0,053 Tidak Sehat 
735 0,294 -0,002 -0,047 3,396 1,356 Sehat 
736 0,303 0,015 0,028 3,198 1,258 Sehat 
737 0,205 0,019 0,011 3,031 1,278 Sehat 
738 0,056 0,048 0,057 0,320 1,337 Rawan 
739 0,047 0,291 0,054 0,881 0,411 Tidak Sehat 
740 0,048 0,301 0,032 0,823 0,350 Tidak Sehat 
741 0,030 0,339 0,049 0,954 0,432 Tidak Sehat 
742 -0,016 0,309 0,016 0,807 0,356 Tidak Sehat 
743 -0,057 -0,050 -0,085 1,272 0,040 Tidak Sehat 
744 -0,094 -0,082 -0,029 1,492 0,088 Tidak Sehat 
745 -0,131 -0,029 0,055 1,369 0,079 Tidak Sehat 
746 -0,142 0,066 0,102 1,430 0,229 Tidak Sehat 
 Penerapan algoritma C4.5 dan AdaBoost dilakukan dengan langkah-langkah 
berikut ini. 
1. Menetapkan data dan jumlah iterasi maksimal 
Data penelitian tugas akhir ini berjumlah 746 records akan dibagi menjadi data 
latih dan data uji. Data akan dibagi menjadi 90%:10%, sehingga jumlah data 
latih yaitu 672 records dan data uji yaitu 74 records dengan jumlah iterasi 
maskimal adalah 10. 
2. Inisialiasi nilai bobot 
Langkah inisialisasi nilai bobot hanya dilakukan pada iterasi pertama. 
Inisialisasi nilai bobot pada iterasi pertama semua nilai bobot sama. 
Perhitungan inisialilasi nilai bobot dilakukan dengan menggunakan Persamaan 





   𝐷1(𝑖) =  
1
𝑚
untuk 𝑖 = 1, … , 𝑚 




Inisialisasi nilai bobot lebih jelasnya dapat dilihat pada Tabel 4.7 berikut. 
Tabel 4.7 Inisialisasi Nilai Bobot Data Penelitian 
No X1 X2 X3 X4 X5 Status Nilai Bobot 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat 0,00149 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat 0,00149 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 0,00149 
4 0,191 0,116 0,089 1,074 0,526 Rawan 0,00149 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 0,00149 
6 0,124 0,146 0,073 1,147 0,747 Rawan 0,00149 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat 0,00149 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat 0,00149 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 0,00149 
10 0,143 -0,112 0,054 2,045 0,835 Rawan 0,00149 
11 0,042 0,124 0,161 0,893 1,212 Rawan 0,00149 
12 0,348 0,301 0,283 2,746 1,054 Sehat 0,00149 
13 0,28 0,437 0,35 2,959 1,023 Sehat 0,00149 
14 0,3 0,37 0,088 1,897 0,685 Sehat 0,00149 
15 0,407 0,311 0,072 1,167 0,499 Rawan 0,00149 
16 0,378 0,333 0,049 1,282 0,52 Rawan 0,00149 
17 0,37 0,349 0,05 1,375 0,589 Rawan 0,00149 
18 0,162 0,117 0,141 1,409 2,341 Sehat 0,00149 
19 0,403 0,212 0,166 2,62 1,914 Sehat 0,00149 
.... .... .... .... .... .... .... .... 
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat 0,00149 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat 0,00149 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat 0,00149 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat 0,00149 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat 0,00149 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat 0,00149 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat 0,00149 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat 0,00149 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat 0,00149 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat 0,00149 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat 0,00149 
3. Latih data menggunakan algoritma C4.5 
Langkah pertama untuk melatih data menggunakan algoritma C4.5 yaitu 
dengan menghitung nilai entropy dan nilai gain. Selanjutnya berdasarkan gain 
tertinggi dibangun pohon keputusan. Perhitungan entropy dan gain akan 
menggunakan Persamaan 2.1 dan Persamaan 2.2. Berikut hasil perhitungan 





a. Perhitungan entropy untuk semua data terhadap komposisi kelas, 
dimana diketahui jumlah data adalah 672 records dengan kelas sehat 
229 records, kelas rawan 147 records dan kelas tidak sehat 296 records. 
𝐸 (𝑠𝑒𝑚𝑢𝑎) = − (((
229
672













) × 𝑙𝑜𝑔2 (
296
672
))) = 1,5299 
b. Perhitungan gain 
Perhitungan gain untuk setiap atribut adalah sebagai berikut. 
1. Atribut X1 (kontinyu), dimana diketahui jumlah data X1 ≤ 0,164 
adalah 361 records dengan kelas sehat 58 records, kelas rawan 67 
records dan kelas tidak sehat 236 records. jumlah data X1 > 0,164 
adalah 311 records dengan kelas sehat 171 records, kelas rawan 80 
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) × 𝑙𝑜𝑔2 (
60
311
))) = 1,4363 
𝐺(𝑠𝑒𝑚𝑢𝑎, 𝑋1) = 1,5299 − (((
360
672





2. Atribut X2 (kontinyu), dimana diketahui jumlah data X2 ≤ 0,111 
adalah 347 records dengan kelas sehat 73 records, kelas rawan 47 
records dan kelas tidak sehat 227 records. jumlah data X2 > 0,111 
adalah 325 records dengan kelas sehat 156 records, kelas rawan 
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) × 𝑙𝑜𝑔2 (
69
325
))) = 1,5062 
𝐺(𝑠𝑒𝑚𝑢𝑎, 𝑋1) = 1,5299 − (((
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3. Atribut X3 (kontinyu), dimana diketahui jumlah data X3 ≤ 0,046 
adalah 363 records dengan kelas sehat 73 records, kelas rawan 63 
records dan kelas tidak sehat 227 records. jumlah data X3 > 0,046 
adalah 309 records dengan kelas sehat 156 records, kelas rawan 84 
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) × 𝑙𝑜𝑔2 (
69
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))) = 1,4916 
𝐺(𝑠𝑒𝑚𝑢𝑎, 𝑋1) = 1,5299 − (((
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4. Atribut X4 (kontinyu), dimana diketahui jumlah data X4 ≤ 1,163 
adalah 349 records dengan kelas sehat 44 records, kelas rawan 56 
records dan kelas tidak sehat 249 records. jumlah data X4 > 1,163 
adalah 323 records dengan kelas sehat 185 records, kelas rawan 91 
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) × 𝑙𝑜𝑔2 (
47
323
))) = 1,3800 
𝐺(𝑠𝑒𝑚𝑢𝑎, 𝑋1) = 1,5299 − (((
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672





5. Atribut X3 (kontinyu), dimana diketahui jumlah data X5 ≤ 0,565 
adalah 362 records dengan kelas sehat 65 records, kelas rawan 65 
records dan kelas tidak sehat 232 records. jumlah data X5 > 0,565 
adalah 310 records dengan kelas sehat 164 records, kelas rawan 82 
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))) = 1,557 
𝐺(𝑠𝑒𝑚𝑢𝑎, 𝑋1) = 1,5299 − (((
362
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 Hasil perhitungan untuk data penelitian lebih jelasnya dapat dilihat pada 
Tabel 4.8 berikut. 
Tabel 4.8 Hasil Perhitungan Entropy dan Gain 































 Berdasarkan hasil perhitungan yang telah diuraikan pada Tabel 4.8, nilai 
gain tertinggi terdapat pada atribut nomor 4 (X4). Maka atribut 4  akan menjadi node 
root. Perhitungan terus dilanjutkan hingga memenuhi salah satu kondisi berikut: 
a. Seluruh data di partisi mempunyai kelas yang sama. 
b. Tidak ada lagi atribut yang tersisa untuk membagi data. 
c. Partisi tidak memiliki data lagi. 
Setelah perhitungan untuk membangun pohon keputusan dengan algoritma 






Gambar 4.5 Pohon Keputusan Iterasi 1 Data Penelitian 
 Berdasarkan pohon keputusan yang telah dibangun diatas, lakukan 
klasifikasi kembali terhadap sample pelatihan yang asli. Hasil yang diperoleh dari 
klasfikasi dapat dilihat pada Tabel 4.9 berikut. 
Tabel 4.9 Hasil Klasifikasi Berdasarkan Pohon Keputusan Iterasi 1 
No X1 X2 X3 X4 X5 Status Hasil Prediksi 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat Tidak Sehat 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat Sehat 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat Tidak Sehat 
4 0,191 0,116 0,089 1,074 0,526 Rawan Tidak Sehat 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat Tidak Sehat 
6 0,124 0,146 0,073 1,147 0,747 Rawan Rawan 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat Rawan 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat Rawan 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat Tidak Sehat 
10 0,143 -0,112 0,054 2,045 0,835 Rawan Rawan 
11 0,042 0,124 0,161 0,893 1,212 Rawan Rawan 
12 0,348 0,301 0,283 2,746 1,054 Sehat Sehat 
13 0,28 0,437 0,35 2,959 1,023 Sehat Sehat 
14 0,3 0,37 0,088 1,897 0,685 Sehat Sehat 
15 0,407 0,311 0,072 1,167 0,499 Rawan Sehat 
16 0,378 0,333 0,049 1,282 0,52 Rawan Sehat 
17 0,37 0,349 0,05 1,375 0,589 Rawan Sehat 
18 0,162 0,117 0,141 1,409 2,341 Sehat Sehat 
19 0,403 0,212 0,166 2,62 1,914 Sehat Sehat 
.... .... .... .... .... .... .... .... 
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat Tidak Sehat 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat Tidak Sehat 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat Tidak Sehat 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat Tidak Sehat 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat Tidak Sehat 





668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat Tidak Sehat 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat Tidak Sehat 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat Tidak Sehat 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat Tidak Sehat 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat Tidak Sehat 
4. Hitung kesalahan data dari sampel pelatihan 
Hasil yang diperoleh dari sample pelatihan setelah dilatih pada iterasi 1 
ditemukan data yang tidak sesuai dengan kelas aslinya adalah 194 records. 
Maka langkah selanjutnya yaitu menghitung kesalahan data dari sample 
pelatihan menggunakan Persamaan 2.4. Hitung kesalahan data dari sample 
pelatihan data penelitian adalah sebagai berikut. 
𝜖𝑡 =  ∑ 𝐷𝑡(𝑖) 
𝜖𝑡 =  194 ×  0,00149 
    = 0,28869 
5. Tetapkan bobot  data 
Langkah selanjutnya yaitu menetapkan bobot data menggunakan Persamaan 














) =  0,45088 
6. Update bobot sample pelatihan 
Lakukan update bobot sample pelatihan menggunakan persamaan 2.6. Berikut 
update sample pelatihan untuk data penelitian. 








× 𝑒−0,45088 = 0,00104  








× 𝑒0,45088 = 0,00257  






Tabel 4.10 Update Bobot Data Penelitian 
No X1 X2 X3 X4 X5 Status Update Bobot 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat 0,00104 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat 0,00257 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 0,00104 
4 0,191 0,116 0,089 1,074 0,526 Rawan 0,00257 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 0,00104 
6 0,124 0,146 0,073 1,147 0,747 Rawan 0,00104 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat 0,00257 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat 0,00257 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 0,00104 
10 0,143 -0,112 0,054 2,045 0,835 Rawan 0,00104 
11 0,042 0,124 0,161 0,893 1,212 Rawan 0,00104 
12 0,348 0,301 0,283 2,746 1,054 Sehat 0,00104 
13 0,28 0,437 0,35 2,959 1,023 Sehat 0,00104 
14 0,3 0,37 0,088 1,897 0,685 Sehat 0,00104 
15 0,407 0,311 0,072 1,167 0,499 Rawan 0,00257 
16 0,378 0,333 0,049 1,282 0,52 Rawan 0,00257 
17 0,37 0,349 0,05 1,375 0,589 Rawan 0,00257 
18 0,162 0,117 0,141 1,409 2,341 Sehat 0,00104 
19 0,403 0,212 0,166 2,62 1,914 Sehat 0,00104 
.... .... .... .... .... .... .... .... 
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat 0,00104 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat 0,00104 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat 0,00104 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat 0,00104 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat 0,00104 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat 0,00104 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat 0,00104 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat 0,00104 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat 0,00104 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat 0,00104 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat 0,00104 
Berdasarkan Tabel 4.10 dapat dilihat pada beberapa data nilai bobot barunya 
lebih besar dibanding data lainnya. Hal ini dikarenakan data tersebut adalah data 
yang sukar diklasifikasikan. Untuk melanjutkan iterasi dapat mengulangi langkah 
3 hingga langkah 6. Data yang sukar diklasifikasikan atau nilai bobotnya lebih besar 
pada iterasi selanjutnya dapat muncul lebih dari satu kali. Untuk perhitungan 
lengkap dari iterasi 2 hingga 10 dapat dilihat pada Lampiran E. Perhitungan yang 
telah dilakukan diketahui bahwa nilai eror pada iterasi 5  ≥  0,5 maka iterasi berhenti 
dan langsung menuju output. Pohon keputusan yang diperoleh pada iterasi 5 dapat 






Gambar 4.6 Pohon Keputusan Iterasi 5 Data Penelitian 
Berdasarkan hasil perhitungan yang telah dilakukan, selanjutnya akan 
dilakukan perhitungan akurasi menggunakan confusion matrix. Berikut confusion 
matrix untuk penggunaan algortima C4.5. 
Tabel 4.11 Confusion Matrix Perhitungan Manual C4.5 
Kelas sebenarnya 
Kelas Prediksi 
Sehat Rawan Tidak Sehat 
Sehat 23 0 2 
Rawan 4 0 12 
Tidak Sehat 2 0 31 
 Berdasarkan Tabel 4.11 confusion matrix, maka hasil akurasi diperoleh 
dengan menggunakan persamaan 2.14 adalah sebagai berikut. 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
23 + 0 + 31





 Berdasarkan perhitungan yang telah dilakukan diperoleh akurasi  algoritma 
C4.5 sebesar 72,97%. Untuk perhitungan akurasi menggunakan algoritma C4.5 dan 
AdaBoost adalah sebagai berikut. 
Tabel 4.12 Confusion Matrix Perhitungan Manual C4.5 dan AdaBoost 
Kelas sebenarnya 
Kelas Prediksi 
Sehat Rawan Tidak Sehat 





Rawan 0 16 0 
Tidak Sehat 1 3 29 
Berdasarkan Tabel 4.12 confusion matrix, maka hasil akurasi diperoleh 
dengan menggunakan persamaan 2.14 adalah sebagai berikut. 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
19 + 16 + 29





Berdasasrkan perhitungan yang telah dilakukan diperoleh akurasi 
penggunaan algoritma C4.5 dan AdaBoost sebesar 86,49%. 
4.2 Analisa Fungsional Sistem 
Analisa fungsional sistem dilakukan untuk menjelasakan perancangan sistem 
yang akan dibangun. Dalam hal ini, analisa fungsional sistem dilakukan dengan 
menggunakan alat bantu berupa UML (Unified Modelling Language) yang terdiri 
dari usecase diagram, class diagram dan sequence diagram.  
1. Usecase Diagram 
Usecase diagram adalah gambaran interaksi antara aktor dengan sistem. 
Berikut Gambar 4.7  adalah gambaran dari usecase diagram sistem prediksi 
financial distress perusahaan. 
 








2. Class Diagram 
Class diagram merupakan kelas yang mengambarkan keadaan dalam suatu 
sistem. Gambar 4.8 adalah gambaran dari class diagram sistem prediksi 
financial distress perusahaan. 
 
Gambar 4.8 Class Diagram 
3. Sequence Diagram 
Sequence diagram adalah sebuah gambaran yang menggambarkan kaloborasi 
dinamis antara sejumlah object.  
a. Sequence diagram melakukan login 
Pada sequence diagram melakukan login, pertama pengguna masuk 
kedalam antar muka login. Kemudian login dengan memasukkan 
username dan password. Sequence diagram melakukan login dapat 






Gambar 4.9 Sequence Diagram Login 
b. Sequence diagram mengelola data 
Pada sequence diagram mengelola data, administrator sudah melakukan 
login, kemudian pilih menu data master dengan sub menu data laporan 
keuangan. Setelah halaman index sub menu data laporan keuangan telah 
tampil, klik tombol tambah data. Administrator akan dibawa ke form 
pengisian tambah data laporan keuangan. Administrator mamasukkan 
data laporan keuangan, setelahnya klik tombol simpan. Setelah berhasil 
akan kembali menampilkan halaman index laporan keuangan. Kemudian 
data yang telah dimasukkan dapat dilakukan perubahan dengan klik sub 
menu data laporan keuangan. Selanjutnya cari laporan keuangan yang 
akan diubah datanya, dan klik tombol edit hingga menampilkan form edit. 
Administrator dapat mengubah data dan kemudian lakukan penyimpanan. 
Setelah berhasil data yang diubah akan tersimpan kedalam database dan 
sistem akan kembali kehalaman index data laporan keuangan. Sequence 






Gambar 4.10 Sequence Diagram Mengelola Data 
c. Sequence diagram pelatihan 
Pada sequence diagram pelatihan administrator telah melakukan login, 
kemudian administrator dapat klik menu pelatihan sub menu data latih. 
Setelah halaman data latih muncul klik tombol latih tunggu sampai 
prosesnya selesai dan menampilkan rule dari pelatihan. Sequence 







Gambar 4.11 Sequence Diagram Pelatihan 
d. Sequence diagram pengujian 
Pada sequence diagram pengujian administrator telah melakukan login, 
kemudian administrator dapat klik menu pengujian sub menu data uji. 
Setelah halaman data uji muncul klik tombol uji tunggu prosesnya sampai 
selesai hingga menampilkan halaman hasil pengujian. Sequence diagram 
pengujian dapat dilihat pada Gambar 4.12 berikut. 
 
 






4.3 Rancangan Database 
Database adalah sistem terkomputerisasi yang memiliki tujuan utama untuk 
memelihara data yang sudah diolah dan membuat informasi tersedia saat 
dibutuhkan, Pada dasarnya database ialah media penyimpanan data yang dapat 
diakses dengan cepat. Rancangan database sistem prediksi financial distress 
perusahaan dapat dilihat sebagai berikut. 
1. Tabel User 
Rancangan tabel user pada database sistem prediksi financial distress dapat 
dilihat pada Tabel 4.13 berikut. 
Tabel 4.13 Tabel User 
Attribute Type Length Alow Null Keterangan 
userId Int 11 No User id 
merupakan 
primary key 
username Varchar 35 Yes Username 
pengguna 
password Varchar 35 Yes Password 
pengguna 
2. Tabel Laporan Keuangan 
Tabel 4.14 Tabel Laporan Keuangan 
Attribute Type Length Alow Null Keterangan 










BigInt 20 Yes Total aset 
laporanKeuanganN
etworkingCapital 









BigInt 20 Yes Aset lancar 
laporanKeuanganC
urrentLiabilities 








BigInt 20 Yes EBIT 
laporanKeuanganM
arketValueEquity 
BigInt 20 Yes Total Ekuitas 
laporanKeuanganV
alueofTotalDebt 
BigInt 20 Yes Total Kewajiban 
laporanKeuanganN
onCurrentLiabilities 











Yes Status financial 
distress 
3. Tabel Rasio Keuangan 
Tabel 4.15 Tabel Rasio Keuangan 
Attribute Type Length Alow Null Keterangan 
















rasioKeuanganX1 Float 20 Yes Networking 
capital/Total 
Asset 
rasioKeuanganX2 Float 20 Yes Retained 
earnings/Total 
Asset 
rasioKeuanganX3 Float 20 Yes EBIT/Total 
Asset 
rasioKeuanganX4 Float 20 Yes Total Equity/ 
Total Libilities 








Yes Status financial 
distress 
4. Tabel Simpan Bobot 
Tabel 4.16 Tabel Simpan Bobot 
Attribute Type Length Alow Null Keterangan 
idSimpanBobot Int 11 No Id simpan bobot 
merupakan 
primary key 
rasioKeuanganId Int 11 Yes Id rasio 
keuangan, 
foreign key 
(relasi ke tabel 
rasio keuangan) 
bobotbaru Float 20 Yes Nilai bobot baru 
5. Tabel Pohon Keputusan 
Tabel 4.17 Tabel Pohon Keputusan 
Attribute Type Length Alow Null Keterangan 















Text  Yes Rule dari pohon 
keputusan 
Node Varchar 35 Yes Simpan node 
dari rule 
Tanda Varchar 35 Yes Simpan tanda 
akhir dari rule 
4.4 Rancangan Strukur Menu 
Perancangan strukur menu untuk mengambarkan hubungan halaman-












Gambar 4.13 Rancangan Strukutur Menu 
4.5 Rancangan Antarmuka 
Rancangan antarmuka adalah tampilan yang digunakan sebagai sarana 
interaksi antara pengguna dan sistem. Antarmuka menekankan dalam hal tampilan 












1. Halaman Login 
Halaman login adalah halaman yang berguna untuk pengguna masuk kedalam 
sistem. Berikut Gambar 4.14 adalah halaman login untuk sistem prediksi 
financial distress. 
 
Gambar 4.14 Halaman Login 
2. Halaman Home 
Halaman home adalah halaman pertama yang muncul ketika pengguna 







Gambar 4.15 Halaman Home 
3. Halaman Laporan Keuangan 
Halaman laporan keuangan adalah halaman yang yang berisi data penelitian 
berupa laporan keuangan. Halamam laporan keuangan dapat dilihat pada 
Gambar 4.16 berikut. 
 





4. Halaman Rasio Keuangan 
Halaman rasio keuangan adalah halaman yang berisi data berupa rasio 
keuangan yang telah diolah dari laporan keungan menggunakan model 
Altman. Halaman rasio keuangan dapat dilihat pada Gambar 4.17 berikut. 
 
Gambar 4.17 Halaman Rasio Keuangan 
5. Halaman Pelatihan 
Halaman Pelatihan adalah halaman untuk melatih data dengan menerapkan 
algortima C4.5 dan Adaboost. Halaman pelatihan dapat dilihat pada Gambar 
4.18 berikut. 
 






6. Halaman Pengujian 
Halaman Pengujian adalah halaman untuk menguji rule pelatihan data yang 
telah dilakukan. Halaman pegujian dapat dilihat pada Gambar 4.19  berikut. 
 








Berdasarkan hasil penelitian yang telah dilakukan, maka diperoleh beberapa 
kesimpulan dari penerapan algoritma C4.5 dan AdaBoost untuk memprediksi 
financial distress perusahaan adalah sebagai berikut: 
1. Penerapan algoritma C4.5 dan AdaBoost untuk prediksi financial distress 
telah berhasil dilakukan. 
2. Pengujian algoritma C4.5 menggunakan confusion matrix memperoleh 
akurasi sebesar 72, 97% dengan rasio 90% data latih dan 10% data uji. 
kemudian pengujian untuk algoritma C4.5 dan AdaBoost memperoleh 
akurasi tertinggi sebesar 86,49% dengan rasio 90% data latih dan 10% data 
uji. 
3. Dalam penelitian ini dapat diambil kesimpulan bahwa semakin banyak data 
latih yang digunakan maka hasil yang diperoleh akan semakin bagus. 
4.7 Saran 
Saran untuk pengembangan penelitian ini di masa yang akan datang yaitu: 
1. Penggunaan algoritma lain yang lebih baik, terutama dari segi akurasi. Karena 
akurasi pada penelitian ini masih dibawah 90%. 
2. Penelitian selanjutnya sebaiknya menggunakan data yang lebih banyak 
karena dari pengujian yang telah dilakukan pada penelitian ini diketahui 
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Tabel D.1 Rasio Keuangan 
No Kode X1 X2 X3 X4 X5 Status 
1 WSBP1 -0,330 0,110 0,084 0,443 0,610 Tidak Sehat 
2 WSBP2 0,245 0,053 0,073 1,170 0,343 Tidak Sehat 
3 WSBP3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 
4 WSBP4 0,191 0,116 0,089 1,074 0,526 Rawan 
5 WTON1 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 
6 WTON2 0,124 0,146 0,073 1,147 0,747 Rawan 
7 WTON3 0,019 0,132 0,059 0,636 0,759 Tidak Sehat 
8 WTON4 0,070 0,144 0,070 0,546 0,780 Tidak Sehat 
9 CAKK1 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 
10 CAKK2 0,143 -0,112 0,054 2,045 0,835 Rawan 
11 MARK1 0,042 0,124 0,161 0,893 1,212 Rawan 
12 MARK2 0,348 0,301 0,283 2,746 1,054 Sehat 
13 MARK3 0,280 0,437 0,350 2,959 1,023 Sehat 
14 IMPC1 0,300 0,370 0,088 1,897 0,685 Sehat 
15 IMPC2 0,407 0,311 0,072 1,167 0,499 Rawan 
16 IMPC3 0,378 0,333 0,049 1,282 0,520 Rawan 
17 IMPC4 0,370 0,349 0,050 1,375 0,589 Rawan 
18 PBID1 0,162 0,117 0,141 1,409 2,341 Sehat 
19 PBID2 0,403 0,212 0,166 2,620 1,914 Sehat 
20 PBID3 0,428 0,283 0,168 2,054 1,896 Sehat 
21 TALF1 0,544 0,495 0,100 4,169 1,097 Sehat 
22 TALF2 0,243 0,272 0,047 5,794 0,646 Sehat 
23 TALF3 0,243 0,276 0,035 4,941 0,701 Sehat 
24 TALF4 0,259 0,301 0,062 4,587 0,753 Sehat 
25 SWAT1 -0,041 0,067 0,004 1,566 0,422 Tidak Sehat 
26 SWAT2 -0,017 0,019 0,008 1,764 0,408 Tidak Sehat 
27 AGII1 0,014 0,002 0,014 0,558 0,288 Tidak Sehat 
28 AGII2 0,029 0,011 0,015 0,921 0,282 Tidak Sehat 
29 AGII3 0,080 0,024 0,021 1,130 0,287 Tidak Sehat 
30 AGII4 0,043 0,038 0,022 0,899 0,312 Tidak Sehat 
31 MDKI1 0,174 0,663 0,246 2,750 1,025 Sehat 
32 MDKI2 0,263 0,103 0,068 7,262 0,424 Sehat 
33 MDKI3 0,265 0,107 0,007 6,894 0,116 Sehat 
34 MOLI1 0,308 0,277 0,076 2,378 0,746 Sehat 
35 MOLI2 0,338 0,178 0,069 1,649 0,637 Rawan 
36 KMTR1 0,578 0,107 0,051 0,382 2,020 Sehat 
37 KMTR2 0,536 0,117 0,199 0,803 3,404 Sehat 
38 KMTR3 0,083 0,084 0,011 0,697 2,864 Sehat 
39 CAMP1 0,486 0,494 0,073 1,518 0,903 Sehat 
40 CAMP2 0,669 0,043 0,048 2,630 0,780 Sehat 
41 CAMP3 0,601 0,096 0,084 7,450 0,957 Sehat 
42 CLEO 1 -0,132 0,047 0,104 0,747 1,131 Rawan 
43 CLEO2 0,041 0,109 0,095 0,821 0,930 Rawan 
44 CLEO3 0,093 0,163 0,098 3,202 0,997 Sehat 





46 GOOD2 0,058 0,177 0,138 1,445 1,911 Sehat 
47 HOKI1 0,126 0,145 0,159 1,465 3,098 Sehat 
48 HOKI2 0,545 0,174 0,112 4,713 2,096 Sehat 
49 HOKI3 0,405 0,236 0,159 2,878 1,885 Sehat 
50 PANI1 0,410 -0,029 0,021 1,047 2,440 Sehat 
51 PANI2 0,120 -0,011 0,014 0,363 1,972 Rawan 
52 PCAR1 -0,883 -0,897 -0,319 -0,331 1,558 Tidak Sehat 
53 PCAR2 0,469 -0,267 -0,005 2,187 0,962 Rawan 
54 PCAR3 0,532 -0,387 -0,064 3,053 1,503 Sehat 
55 KINO1 0,249 0,146 0,105 1,238 1,122 Rawan 
56 KINO2 0,200 0,183 0,067 1,465 1,063 Rawan 
57 KINO3 0,219 0,207 0,044 1,738 0,976 Rawan 
58 KINO4 0,184 0,219 0,056 1,556 1,005 Rawan 
59 KPAS1 -0,179 0,027 0,021 0,858 0,426 Tidak Sehat 
60 KPAS2 -0,092 0,033 0,006 1,444 0,318 Tidak Sehat 
61 CINT1 0,381 0,205 0,106 4,652 0,823 Sehat 
62 CINT2 0,334 0,233 0,071 4,477 0,820 Sehat 
63 CINT3 0,303 0,242 0,080 4,054 0,785 Sehat 
64 CINT4 0,282 0,251 0,045 3,784 0,754 Sehat 
65 WOOD1 0,073 0,030 0,063 0,866 0,429 Tidak Sehat 
66 WOOD2 0,047 0,074 0,061 0,991 0,451 Tidak Sehat 
67 WOOD3 0,107 0,118 0,071 1,146 0,458 Tidak Sehat 
68 HRTA1 0,454 0,205 0,119 1,135 2,051 Sehat 
69 HRTA2 0,681 0,234 0,104 2,362 1,750 Sehat 
70 HRTA3 0,678 0,278 0,108 2,459 1,786 Sehat 
71 BOLT1 0,409 0,127 0,145 4,811 0,935 Sehat 
72 BOLT2 0,459 0,175 0,157 6,577 0,948 Sehat 
73 BOLT3 0,309 0,158 0,111 1,540 0,881 Rawan 
74 BOLT4 0,214 0,153 0,078 1,285 0,905 Rawan 
75 BELL1 0,282 0,084 0,030 0,976 1,073 Rawan 
76 BELL2 0,312 0,092 0,043 1,070 0,957 Rawan 
77 BELL3 0,241 0,145 0,059 1,021 1,090 Rawan 
78 ZONE1 0,297 0,415 0,125 0,833 1,254 Sehat 
79 ZONE2 0,386 0,224 0,136 1,140 1,146 Sehat 
80 GMFI1 0,410 0,411 0,174 0,639 0,878 Sehat 
81 GMFI2 0,496 0,101 0,126 1,310 0,815 Rawan 
82 GMFI3 0,414 0,101 0,056 0,796 0,633 Rawan 
83 KPAL1 -0,294 0,074 0,024 0,257 0,729 Tidak Sehat 
84 KPAL2 -0,186 0,067 0,003 0,335 0,202 Tidak Sehat 
85 AMIN1 0,404 0,079 0,127 1,277 0,756 Rawan 
86 AMIN2 0,429 0,156 0,171 13,312 0,847 Sehat 
87 AMIN3 0,314 0,194 0,142 1,019 0,683 Rawan 
88 JSKY1 0,053 0,054 0,068 0,317 0,963 Tidak Sehat 
89 JSKY2 0,130 0,083 0,054 0,620 0,748 Tidak Sehat 
90 ARMY2 0,013 -0,001 0,021 2,330 0,110 Tidak Sehat 
91 ARMY3 0,211 0,037 0,041 3,720 0,126 Rawan 
92 BIKA1 0,413 0,078 0,036 0,453 0,474 Tidak Sehat 
93 BIKA2 0,443 0,060 -0,032 0,387 0,263 Tidak Sehat 
94 BIKA3 0,589 0,051 -0,018 0,414 0,203 Tidak Sehat 
95 BIKA4 0,549 0,041 -0,019 0,393 0,175 Tidak Sehat 
96 DMAS1 0,458 0,245 0,172 8,459 0,285 Sehat 
97 DMAS2 0,425 0,280 0,099 17,783 0,204 Sehat 





99 FORZ1 0,735 0,056 0,014 0,399 0,144 Tidak Sehat 
100 FORZ2 0,758 0,052 0,004 0,660 0,104 Tidak Sehat 
101 MMLP1 0,107 0,278 0,036 3,905 0,051 Sehat 
102 MMLP2 -0,011 0,385 0,125 4,819 0,055 Sehat 
103 MMLP3 0,018 0,284 0,055 6,734 0,039 Sehat 
104 MMLP4 0,017 0,287 0,046 6,779 0,049 Sehat 
105 PPRO1 0,369 0,079 0,084 0,899 0,283 Tidak Sehat 
106 PPRO2 0,268 0,082 0,066 0,507 0,244 Tidak Sehat 
107 PPRO3 0,295 0,087 0,052 0,661 0,216 Tidak Sehat 
108 PPRO4 0,287 0,090 0,030 0,546 0,155 Tidak Sehat 
109 TARA1 0,010 0,014 0,001 4,206 0,086 Rawan 
110 TARA2 -0,023 0,018 0,002 6,348 0,042 Sehat 
111 TARA3 -0,006 0,018 0,001 5,828 0,042 Sehat 
112 TARA4 -0,013 0,020 0,001 15,205 0,022 Sehat 
113 CSIS1 0,258 0,037 0,032 0,924 0,309 Tidak Sehat 
114 CSIS2 -0,079 0,029 0,003 2,027 0,153 Tidak Sehat 
115 CSIS3 -0,261 -0,048 -0,085 1,142 0,077 Tidak Sehat 
116 IDPR1 0,451 0,338 0,167 2,552 0,835 Sehat 
117 IDPR2 0,379 0,373 0,149 2,511 0,650 Sehat 
118 IDPR3 0,335 0,364 0,064 1,912 0,638 Sehat 
119 IDPR4 0,286 0,349 0,018 1,744 0,478 Rawan 
120 MTRA1 0,227 0,087 0,145 0,870 1,875 Sehat 
121 MTRA2 0,302 0,097 0,038 0,914 0,948 Rawan 
122 MTRA3 0,323 0,134 0,065 1,045 0,987 Rawan 
123 PBSA1 0,412 0,457 0,261 0,997 1,265 Sehat 
124 PBSA2 0,527 0,089 0,174 1,872 1,497 Sehat 
125 PBSA3 0,632 0,169 0,130 2,796 0,749 Sehat 
126 PBSA4 0,539 0,099 0,077 4,474 0,540 Sehat 
127 PSSI1 0,088 0,096 -0,144 0,862 0,401 Tidak Sehat 
128 PSSI2 0,129 0,118 0,046 1,505 0,481 Rawan 
129 PSSI3 0,095 0,205 0,141 1,869 0,577 Rawan 
130 TOPS1 0,167 0,090 0,073 0,549 0,605 Tidak Sehat 
131 TOPS2 0,237 0,110 0,024 0,683 0,432 Tidak Sehat 
132 WEGE1 0,380 0,086 0,071 0,466 0,951 Rawan 
133 WEGE2 0,438 0,051 0,064 0,598 0,846 Rawan 
134 WEGE3 0,406 0,106 0,076 0,569 0,988 Rawan 
135 CITY1 0,417 0,187 0,188 0,736 0,439 Rawan 
136 CITY2 0,471 0,209 0,096 5,161 0,231 Sehat 
137 LAND1 0,114 0,027 0,035 1,159 0,156 Tidak Sehat 
138 LAND2 0,316 0,051 0,037 3,654 0,098 Rawan 
139 POLL1 -0,134 0,054 0,033 0,487 0,133 Tidak Sehat 
140 POLL2 -0,060 0,056 0,051 0,757 0,189 Tidak Sehat 
141 RISE1 0,352 0,125 0,007 4,400 0,129 Sehat 
142 RISE2 0,333 0,132 0,039 3,722 0,106 Sehat 
143 SATU1 0,232 0,010 -0,004 0,290 0,199 Tidak Sehat 
144 SATU2 0,362 -0,003 -0,018 0,562 0,157 Tidak Sehat 
145 URBN1 0,925 0,133 0,010 0,647 0,036 Tidak Sehat 
146 URBN2 0,707 0,035 0,028 1,997 0,205 Rawan 
147 SKRN1 0,007 0,220 0,093 0,465 0,390 Tidak Sehat 
148 SKRN2 0,106 0,203 0,077 0,677 0,354 Tidak Sehat 
149 BOSS1 -0,292 -0,312 0,088 0,043 0,573 Tidak Sehat 
150 BOSS2 -0,074 -0,171 0,058 0,552 0,507 Tidak Sehat 





152 FIRE2 0,288 -0,035 -0,004 0,964 0,387 Tidak Sehat 
153 FIRE3 0,072 -0,033 0,002 1,293 1,367 Rawan 
154 MBAP1 0,325 0,436 0,434 2,091 2,007 Sehat 
155 MBAP2 0,467 0,562 0,311 3,703 1,608 Sehat 
156 MBPA3 0,462 0,597 0,490 3,179 1,608 Sehat 
157 MBPA4 0,386 0,564 0,390 2,517 1,488 Sehat 
158 SURE1 -0,667 -0,080 -0,035 0,237 0,498 Tidak Sehat 
159 SURE2 -0,659 -0,131 -0,063 0,256 0,521 Tidak Sehat 
160 MDKA3 -0,026 0,077 0,170 1,045 0,349 Tidak Sehat 
161 MDKA4 -0,036 0,102 0,109 1,124 0,368 Tidak Sehat 
162 ZINC1 -0,135 -0,185 -0,055 0,359 0,248 Tidak Sehat 
163 ZINC2 0,029 -0,082 0,092 2,052 0,612 Rawan 
164 ZINC3 0,048 0,039 0,109 0,807 0,573 Tidak Sehat 
165 ANDI1 -0,154 -0,015 -0,024 0,365 0,605 Tidak Sehat 
166 ANDI2 -0,069 0,019 0,044 0,838 0,556 Tidak Sehat 
167 GOLL1 -0,014 -0,002 -0,009 0,739 0,059 Tidak Sehat 
168 GOLL2 -0,042 -0,001 0,006 0,694 0,075 Tidak Sehat 
169 GOLL3 -0,161 -0,013 -0,009 0,611 0,087 Tidak Sehat 
170 MGRO1 -0,230 0,036 0,026 0,753 1,827 Rawan 
171 MGRO2 0,079 0,111 0,099 1,615 1,856 Sehat 
172 BOGA1 0,199 0,044 0,039 3,772 2,109 Sehat 
173 BOGA2 0,487 0,040 0,029 11,467 1,033 Sehat 
174 BOGA3 0,165 0,049 0,023 3,545 0,760 Sehat 
175 BOGA4 0,074 0,065 0,033 2,708 1,210 Sehat 
176 CARS1 0,414 0,153 0,042 0,280 0,911 Rawan 
177 CARS2 0,458 0,137 0,040 0,260 0,746 Tidak Sehat 
178 CARS3 0,448 0,144 0,038 0,261 0,766 Tidak Sehat 
179 DPUM1 0,479 0,051 0,058 3,594 0,465 Sehat 
180 DPUM2 0,277 0,101 0,071 3,279 0,573 Sehat 
181 DPUM3 0,215 0,133 0,067 2,043 0,616 Rawan 
182 DPUM4 0,208 0,135 0,006 2,007 0,457 Rawan 
183 DWGL1 -0,050 -0,201 -0,097 0,282 0,577 Tidak Sehat 
184 DWGL2 -0,067 -1,108 -0,778 -0,007 0,615 Tidak Sehat 
185 DWGL3 0,209 -0,774 0,001 -0,023 0,898 Tidak Sehat 
186 HKMU1 0,221 0,053 0,039 0,650 0,474 Tidak Sehat 
187 HKMU2 0,364 0,080 0,058 0,938 0,564 Rawan 
188 SPTO1 -0,014 0,043 0,147 0,620 1,060 Rawan 
189 SPTO2 0,196 0,047 0,108 0,856 0,864 Rawan 
190 DIVA1 0,172 0,074 0,040 0,131 11,696 Sehat 
191 DIVA2 0,822 0,024 0,019 5,346 1,738 Sehat 
192 KIOS1 -0,009 -0,383 -0,421 -0,033 0,718 Tidak Sehat 
193 KIOS2 0,252 -0,043 0,014 0,498 4,527 Sehat 
194 KIOS3 0,336 -0,039 0,014 0,779 10,284 Sehat 
195 MCAS1 0,370 0,254 0,240 0,570 25,021 Sehat 
196 MCAS2 0,644 0,021 0,019 2,191 2,412 Sehat 
197 MCAS3 0,658 0,167 0,196 2,732 4,420 Sehat 
198 MKNT1 0,862 0,056 0,044 11,359 4,453 Sehat 
199 MKNT2 0,797 0,063 0,022 5,444 1,716 Sehat 
200 MKNT3 0,205 0,036 0,053 0,410 6,543 Sehat 
201 MKNT4 0,237 0,032 0,011 0,475 5,553 Sehat 
202 NFCX1 0,696 -0,003 0,065 1,379 27,774 Sehat 
203 NFCX2 0,837 0,030 0,054 3,786 4,773 Sehat 





205 DFAM2 0,173 -0,019 0,011 0,294 0,438 Tidak Sehat 
206 DUCK1 0,365 0,091 0,189 1,510 1,018 Sehat 
207 DUCK2 0,594 0,156 0,157 2,501 0,590 Sehat 
208 JGLE1 0,015 0,104 -0,059 0,810 0,085 Tidak Sehat 
209 JGLE2 0,227 0,098 -0,014 1,344 0,089 Tidak Sehat 
210 JGLE3 0,195 0,102 0,003 1,393 0,084 Tidak Sehat 
211 JGLE4 0,290 0,100 -0,004 1,446 0,075 Tidak Sehat 
212 MABA1 0,460 -0,046 -0,066 0,301 0,177 Tidak Sehat 
213 MABA2 0,353 -0,074 -0,080 0,458 0,091 Tidak Sehat 
214 MABA3 0,291 -0,163 -0,011 0,312 0,052 Tidak Sehat 
215 MAPB1 0,084 0,101 0,092 1,599 1,256 Rawan 
216 MAPB2 0,019 0,164 0,100 1,662 1,471 Sehat 
217 NASA1 0,059 0,000 0,000 8,702 0,001 Sehat 
218 NASA2 0,066 -0,013 -0,015 4,873 0,011 Sehat 
219 NASA3 0,067 -0,012 0,000 12,857 0,014 Sehat 
220 NUSA1 0,203 -0,070 -0,014 9,556 0,013 Sehat 
221 NUSA2 0,374 -0,075 -0,018 13,689 0,017 Sehat 
222 PZZA1 -0,063 0,117 0,127 0,329 2,026 Rawan 
223 PZZA2 0,164 0,171 0,114 1,483 1,760 Sehat 
224 SOTS1 0,139 0,103 -0,025 1,645 0,042 Tidak Sehat 
225 SOTS2 0,153 0,027 -0,058 2,840 0,044 Tidak Sehat 
226 BLTZ1 -0,240 -0,742 -0,045 1,524 0,500 Tidak Sehat 
227 BLTZ2 0,132 -0,468 -0,012 5,923 0,442 Sehat 
228 BLTZ3 0,028 -0,342 0,011 1,806 0,487 Tidak Sehat 
229 BLTZ4 -0,071 -0,318 0,029 1,929 0,672 Tidak Sehat 
230 FILM1 -0,092 0,642 0,387 2,658 0,763 Sehat 
231 FILM2 0,214 0,173 0,099 36,394 0,213 Sehat 
232 LINK1 -0,010 0,435 0,193 4,758 0,578 Sehat 
233 LINK2 0,011 0,517 0,215 3,629 0,584 Sehat 
234 LINK3 0,038 0,553 0,232 3,643 0,589 Sehat 
235 LINK4 -0,003 0,604 0,186 3,734 0,619 Sehat 
236 MARI1 0,425 0,339 0,325 1,298 0,653 Sehat 
237 MARI2 0,599 0,441 0,273 4,919 0,529 Sehat 
238 MARI3 0,291 0,318 0,318 1,594 0,409 Sehat 
239 MARI4 0,331 0,386 0,145 1,932 0,429 Sehat 
240 MDIA1 0,401 0,387 0,154 2,374 0,606 Sehat 
241 MDIA2 0,528 0,501 0,261 2,941 0,591 Sehat 
242 MDIA3 0,694 0,377 0,124 1,064 0,386 Rawan 
243 MDIA4 0,529 0,310 -0,020 0,798 0,334 Rawan 
244 MSIN1 0,286 0,213 0,186 0,877 1,269 Sehat 
245 MSIN2 0,375 0,131 0,142 1,866 0,773 Sehat 
246 HEAL1 -0,239 0,051 0,083 0,400 0,800 Tidak Sehat 
247 HEAL2 0,045 0,065 0,066 1,315 0,733 Rawan 
248 MIKA1 0,649 0,307 0,199 7,438 0,575 Sehat 
249 MIKA2 0,617 0,353 0,215 6,737 0,583 Sehat 
250 MIKA3 0,454 0,348 0,186 5,914 0,530 Sehat 
251 MIKA4 0,431 0,455 0,167 6,958 0,533 Sehat 
252 PRDA1 0,088 0,147 0,133 0,280 2,073 Sehat 
253 PRDA2 0,653 0,054 0,066 2,276 0,745 Sehat 
254 PRDA3 0,550 0,057 0,106 2,810 0,793 Sehat 
255 PRDA4 0,538 0,155 0,115 4,243 0,829 Sehat 
256 PRIM1 0,024 0,095 0,088 4,611 0,581 Sehat 





258 ATIC1 0,084 0,060 0,040 0,444 1,297 Rawan 
259 ATIC2 0,109 0,062 0,040 0,399 1,552 Rawan 
260 ATIC3 0,099 0,057 0,035 0,328 1,410 Rawan 
261 ATIC4 0,224 0,047 0,029 0,287 1,372 Rawan 
262 DIGI1 0,340 -0,446 0,048 0,549 1,728 Rawan 
263 DIGI2 0,283 -0,178 0,003 18,454 0,697 Sehat 
264 LUCK1 0,169 0,290 0,136 2,541 0,974 Sehat 
265 LUCK2 0,462 0,001 0,027 5,984 0,693 Sehat 
266 MAPA1 0,612 0,294 0,144 0,540 1,753 Sehat 
267 MAPA2 0,562 0,301 0,159 0,541 1,816 Sehat 
268 MAPA3 0,463 0,328 0,161 1,783 1,713 Sehat 
269 NICK1 0,248 0,016 0,077 1,199 0,113 Tidak Sehat 
270 NICK2 0,621 0,087 0,079 86,144 0,089 Sehat 
271 SOSS1 0,166 0,096 0,104 0,258 3,962 Sehat 
272 SOSS2 0,448 0,063 0,112 0,847 4,242 Sehat 
273 YELO1 0,588 0,063 0,084 1,488 1,370 Sehat 
274 YELO2 0,482 0,039 0,104 15,299 0,319 Sehat 
275 KOPI1 0,140 -0,623 0,154 1,796 1,172 Rawan 
276 KOPI2 0,236 -0,481 0,198 3,031 1,045 Sehat 
277 KOPI3 0,353 -0,514 0,036 4,542 1,217 Sehat 
278 KOPI4 0,081 -0,903 -0,444 1,198 0,565 Tidak Sehat 
279 MPOW1 -0,099 0,055 0,047 0,79 0,201 Tidak Sehat 
280 MPOW2 -0,103 0,068 0,011 0,885 0,187 Tidak Sehat 
281 POWR1 0,08 0,079 0,131 0,504 0,38 Tidak Sehat 
282 POWR2 0,206 0,137 0,086 0,906 0,316 Tidak Sehat 
283 POWR3 0,174 0,159 0,121 0,937 0,317 Tidak Sehat 
284 POWR4 0,218 0,162 0,097 0,958 0,326 Tidak Sehat 
285 TGRA1 -0,019 0,009 0,001 12,029 0,04 Sehat 
286 TGRA2 0,164 0,008 0,001 11,822 0,097 Sehat 
287 TGRA3 0,05 0,011 0,005 3,34 0,097 Rawan 
288 BIRD1 -0,056 0,209 0,154 1,532 0,765 Rawan 
289 BIRD2 0,009 0,25 0,095 1,768 0,657 Rawan 
290 BIRD3 0,051 0,321 0,086 3,11 0,645 Sehat 
291 BIRD4 0,066 0,349 0,087 3,115 0,607 Sehat 
292 BPTR1 -0,128 0,005 0,011 0,649 0,183 Tidak Sehat 
293 BPTR2 -0,198 0,03 0,035 0,601 0,241 Tidak Sehat 
294 CANI1 -0,767 -0,086 -0,114 0,04 0,066 Tidak Sehat 
295 CANI2 -0,845 -0,19 -0,093 -0,049 0,07 Tidak Sehat 
296 CANI3 -0,879 -0,28 -0,074 -0,115 0,04 Tidak Sehat 
297 DEAL1 -0,132 0,089 0,008 0,13 0,976 Tidak Sehat 
298 DEAL2 0,108 0,029 0,019 0,981 0,944 Tidak Sehat 
299 LRNA1 -0,001 0,117 -0,006 4,218 0,485 Sehat 
300 LRNA2 -0,001 0,035 -0,092 4,29 0,411 Rawan 
301 LRNA3 0,043 -0,108 -0,145 4,688 0,415 Rawan 
302 LRNA4 0,042 -0,184 -0,091 6,09 0,328 Sehat 
303 PORT1 0,016 0,09 0,094 0,434 0,603 Tidak Sehat 
304 PORT2 0,16 0,142 0,045 1,013 0,639 Tidak Sehat 
305 PORT3 0,164 0,142 -0,001 0,823 0,579 Tidak Sehat 
306 SAPX1 0,382 -0,876 -0,462 -0,028 3,369 Tidak Sehat 
307 SAPX2 0,601 -0,709 -0,329 2,149 2,356 Rawan 
308 SHIP1 -0,047 0,395 0,106 2,715 0,372 Rawan 
309 SHIP2 -0,114 0,212 0,062 0,949 0,177 Tidak Sehat 





311 SHIP4 -0,132 0,169 0,072 0,714 0,288 Tidak Sehat 
312 SOCI1 -0,117 0,215 0,083 1,19 0,277 Tidak Sehat 
313 SOCI2 -0,06 0,228 0,043 1,132 0,234 Tidak Sehat 
314 SOCI3 -0,026 0,249 0,04 1,156 0,237 Tidak Sehat 
315 SOCI4 0,084 0,237 0,023 0,955 0,198 Tidak Sehat 
316 TAMU1 0,015 0,254 -0,067 0,912 0,116 Tidak Sehat 
317 TAMU2 0,059 0,225 -0,029 1,013 0,135 Tidak Sehat 
318 TAMU3 -0,069 0,208 0,039 1,053 0,152 Tidak Sehat 
319 TNCA1 0,479 -0,571 0,145 0,846 2,403 Sehat 
320 TNCA2 0,847 -0,194 0,075 5,771 1,352 Sehat 
321 BALI1 -0,14 0,308 0,136 0,711 0,142 Tidak Sehat 
322 BALI2 -0,109 0,332 0,154 0,698 0,149 Tidak Sehat 
323 BALI3 -0,086 0,062 0,022 0,886 0,132 Tidak Sehat 
324 BALI4 -0,063 0,068 0,018 0,971 0,135 Tidak Sehat 
325 BUKK1 0,158 0,157 0,041 1,518 0,597 Rawan 
326 BUKK2 0,179 0,153 0,043 1,191 0,71 Rawan 
327 BUKK3 0,031 0,15 0,073 0,799 0,7 Tidak Sehat 
328 BUKK4 -0,025 0,242 0,149 0,804 1,061 Rawan 
329 GHON1 -0,253 0,252 0,1 0,546 0,22 Tidak Sehat 
330 GHON2 -0,036 0,319 0,126 4,217 0,224 Sehat 
331 LCKM1 0,661 0,013 0,02 25,962 0,241 Sehat 
332 LCKM2 0,484 0,059 0,072 8,557 0,796 Sehat 
333 OASA1 0,875 0,238 0,21 11,53 1,747 Sehat 
334 OASA2 0,981 0,04 -0,028 87,422 0,136 Sehat 
335 OASA3 0,876 0,011 -0,009 8,009 0,582 Sehat 
336 OASA4 0,982 -0,003 0 72,416 0,468 Sehat 
337 PPRE1 -0,086 0,095 0,05 0,248 0,348 Tidak Sehat 
338 PPRE2 0,244 0,043 0,05 0,909 0,354 Tidak Sehat 
339 PPRE3 0,22 0,078 0,071 0,83 0,488 Tidak Sehat 
340 PEHA1 0,494 0,418 0,146 1,478 0,852 Sehat 
341 PEHA2 0,02 0,287 0,095 0,732 0,547 Tidak Sehat 
342 MPRO1 -0,533 -0,013 -0,001 0,255 0,016 Tidak Sehat 
343 MPRO2 -0,179 -0,035 -0,021 1,841 0,021 Tidak Sehat 
344 MINA1 0,15 -0,037 -0,028 32,585 0,088 Sehat 
345 MINA2 0,231 -0,021 0,006 41,696 0,08 Sehat 
346 MINA3 0,249 -0,006 0,014 49,379 0,094 Sehat 
347 CASA1 0,286 0,009 0 2,841 0,25 Rawan 
348 CASA2 0,259 0,011 0,01 0,569 0,598 Tidak Sehat 
349 CASA3 0,257 0,018 0,012 0,311 0,815 Tidak Sehat 
350 DAYA1 0,002 -0,905 -0,243 0,552 1,515 Tidak Sehat 
351 DAYA2 0,271 -0,697 -0,118 0,998 1,191 Tidak Sehat 
352 DAYA3 0,249 -0,521 -0,014 0,78 1,319 Tidak Sehat 
353 DAYA4 0,119 -0,333 0,006 0,658 1,329 Tidak Sehat 
254 ACST1 0,203 0,199 0,022 0,526 0,703 Tidak Sehat 
355 ACST2 0,37 0,169 0,027 1,083 0,717 Rawan 
356 ACST3 0,19 0,101 0,03 0,371 0,57 Tidak Sehat 
357 ACST4 0,08 0,056 0,003 0,19 0,417 Tidak Sehat 
358 ANJT1 -0,009 0,547 0,001 2,618 0,268 Rawan 
359 ANJT2 0,037 0,49 0,037 2,081 0,256 Rawan 
360 ANJT3 0,051 0,531 0,013 2,27 0,284 Rawan 
361 ANJT4 0,062 0,5 0,011 1,79 0,252 Rawan 
362 APII1 0,19 0,189 0,062 1,096 0,479 Rawan 





364 APII3 0,193 0,25 0,045 1,407 0,397 Rawan 
365 APII4 0,233 0,298 0,09 1,577 0,481 Rawan 
366 BBRM1 -0,272 -0,069 -0,175 0,967 0,157 Tidak Sehat 
367 BBRM2 -0,252 -0,133 -0,052 0,973 0,181 Tidak Sehat 
368 BBRM3 -0,619 -0,595 -0,396 0,472 0,246 Tidak Sehat 
369 BBRM4 -0,018 -0,759 -0,091 0,361 0,242 Tidak Sehat 
370 DSNG1 0,028 0,217 0,054 0,469 0,563 Tidak Sehat 
371 DSNG2 -0,025 0,233 0,041 0,494 0,482 Tidak Sehat 
372 DSNG3 0,013 0,297 0,111 0,645 0,61 Tidak Sehat 
373 DSNG4 0,007 0,243 0,052 0,453 0,406 Tidak Sehat 
374 DYAN1 -0,073 0,003 -0,066 0,98 0,469 Tidak Sehat 
375 DYAN2 -0,064 -0,035 -0,036 1,053 0,585 Tidak Sehat 
376 DYAN3 -0,017 -0,032 0,006 1,196 0,593 Tidak Sehat 
377 DYAN4 0,106 0,024 0,083 1,952 0,842 Rawan 
378 ECII1 0,644 0,236 0,021 12,469 0,938 Sehat 
379 ECII2 0,6 0,223 -0,018 11,228 0,882 Sehat 
380 ECII3 0,611 0,215 -0,006 9,288 0,957 Sehat 
381 ECII4 0,576 0,222 0,01 8,563 1,034 Sehat 
382 HOTL1 -0,307 -0,004 0 0,669 0,12 Tidak Sehat 
383 HOTL2 0,058 -0,016 -0,012 0,531 0,112 Tidak Sehat 
384 HOTL3 0,065 -0,003 0,012 0,555 0,093 Tidak Sehat 
385 HOTL4 0,122 -0,011 0,01 0,459 0,103 Tidak Sehat 
386 IMJS1 0,014 0,025 0,012 0,204 0,193 Tidak Sehat 
387 IMJS2 -0,006 0,033 0,015 0,196 0,197 Tidak Sehat 
388 IMJS3 -0,084 0,043 0,017 0,218 0,193 Tidak Sehat 
389 IMJS4 -0,163 0,038 0,011 0,161 0,169 Tidak Sehat 
390 ISSP1 0,075 0,106 0,023 0,779 0,539 Tidak Sehat 
391 ISSP2 0,184 0,102 0,003 0,829 0,584 Tidak Sehat 
392 ISSP3 0,163 0,106 0,009 0,815 0,688 Tidak Sehat 
393 KRAH1 0,272 0,106 -0,015 0,495 0,531 Tidak Sehat 
394 KRAH2 0,074 0,096 0,007 0,424 0,522 Tidak Sehat 
395 KRAH3 0,009 0,006 -0,081 0,241 0,408 Tidak Sehat 
396 KRAH4 0 -0,104 -0,111 0,107 0,429 Tidak Sehat 
397 LEAD1 0,047 0,215 0,002 0,904 0,176 Tidak Sehat 
398 LEAD2 0,025 0,164 -0,092 0,929 0,146 Tidak Sehat 
399 LEAD3 -0,01 0,081 -0,099 0,879 0,133 Tidak Sehat 
400 LEAD4 -0,047 -0,185 -0,29 0,461 0,172 Tidak Sehat 
401 MLPT1 0,223 0,152 0,072 0,720 1,272 Rawan 
402 MLPT2 0,197 0,220 0,099 0,859 1,083 Rawan 
403 MLPT3 0,204 0,236 0,070 0,884 1,144 Rawan 
404 MLPT4 0,171 0,239 0,058 0,794 1,183 Rawan 
405 MPMX1 0,166 0,113 0,035 0,584 1,149 Rawan 
406 MPMX2 0,086 0,129 0,042 0,609 1,187 Rawan 
407 MPMX3 0,104 0,154 0,024 0,904 1,467 Rawan 
408 MPMX4 0,267 0,432 0,019 2,763 1,331 Sehat 
409 NRCA1 0,345 0,266 0,099 1,196 1,805 Sehat 
410 NRCA2 0,761 0,274 0,047 1,150 1,160 Sehat 
411 NRCA3 0,410 0,276 0,076 1,056 0,924 Rawan 
412 NRCA4 0,455 0,289 0,053 1,155 1,090 Sehat 
413 SAME1 0,107 0,091 0,057 1,604 0,428 Rawan 
414 SAME2 -0,008 0,082 0,019 1,416 0,437 Tidak Sehat 
415 SAME3 0,022 0,108 0,056 1,550 0,452 Tidak Sehat 





417 SIDO1 0,528 0,205 0,211 12,005 0,857 Sehat 
418 SIDO2 0,450 0,237 0,216 11,039 0,815 Sehat 
419 SIDO3 0,353 0,226 0,260 6,672 0,828 Sehat 
420 SILO1 0,109 0,122 0,035 1,396 1,388 Rawan 
421 SILO2 0,280 0,011 0,041 2,880 1,226 Sehat 
422 SILO3 0,171 0,072 0,026 4,922 0,699 Sehat 
423 SILO4 0,102 0,072 0,022 4,583 0,775 Sehat 
424 SMBR1 0,521 0,300 0,136 9,236 0,447 Sehat 
425 SMBR2 0,125 0,260 0,080 2,500 0,349 Rawan 
426 SMBR3 0,090 0,241 0,041 2,072 0,307 Rawan 
427 SMBR4 0,130 0,227 0,026 1,683 0,360 Rawan 
428 SRIL1 0,327 0,156 0,082 0,546 0,806 Rawan 
429 SRIL2 0,269 0,188 0,070 0,537 0,718 Rawan 
430 SRIL3 0,394 0,202 0,060 1,589 0,637 Rawan 
431 SRIL4 0,350 0,230 0,073 1,609 0,758 Rawan 
432 SSMS1 0,071 0,207 0,111 0,761 0,340 Tidak Sehat 
433 SSMS2 0,067 0,261 0,118 0,931 0,380 Tidak Sehat 
434 SSMS3 0,386 0,265 0,115 0,748 0,332 Rawan 
435 SSMS4 0,438 0,216 0,030 0,563 0,329 Tidak Sehat 
436 TPMA1 -0,119 0,240 0,019 0,976 0,384 Tidak Sehat 
437 TPMA2 -0,116 0,272 0,016 1,205 0,274 Tidak Sehat 
438 TPMA3 -0,085 0,322 0,046 1,566 0,328 Tidak Sehat 
439 TPMA4 -0,056 0,381 0,073 2,110 0,394 Rawan 
440 ALTO1 0,173 -0,017 -0,033 0,753 0,256 Tidak Sehat 
441 ALTO2 -0,070 -0,040 -0,013 0,703 0,254 Tidak Sehat 
442 ALTO3 0,012 -0,098 0,006 0,608 0,236 Tidak Sehat 
443 ALTO4 -0,053 -0,127 0,011 0,536 0,262 Tidak Sehat 
444 ASSA1 -0,124 0,048 0,020 0,419 0,481 Tidak Sehat 
445 ASSA2 -0,101 0,062 0,029 0,425 0,518 Tidak Sehat 
446 ASSA3 -0,139 0,082 0,042 0,425 0,511 Tidak Sehat 
447 ASSA4 -0,151 0,091 0,045 0,389 0,459 Tidak Sehat 
448 BEST1 0,243 0,405 0,046 1,914 0,148 Rawan 
449 BEST2 0,247 0,423 0,065 1,869 0,158 Rawan 
450 BEST3 0,228 0,464 0,085 2,057 0,176 Rawan 
451 BEST4 0,380 0,473 0,068 1,970 0,153 Rawan 
452 BSSR1 -0,058 0,198 0,210 1,523 1,490 Sehat 
453 BSSR2 0,029 0,309 0,193 2,248 1,319 Sehat 
454 BSSR3 0,116 0,378 0,532 2,488 1,868 Sehat 
455 BSSR4 0,065 0,325 0,381 1,585 1,809 Sehat 
456 ESSA1 -0,028 0,169 0,025 1,658 0,146 Tidak Sehat 
457 ESSA2 0,115 0,070 0,000 0,524 0,043 Tidak Sehat 
458 ESSA3 -0,051 0,062 0,005 0,355 0,041 Tidak Sehat 
459 ESSA4 0,060 0,100 0,026 0,666 0,160 Tidak Sehat 
460 GAMA1 0,191 0,065 0,004 4,569 0,090 Sehat 
461 GAMA2 0,206 0,065 0,001 4,440 0,040 Sehat 
462 GAMA3 0,264 0,063 0,000 3,608 0,047 Rawan 
463 GAMA4 0,274 0,065 0,001 4,033 0,057 Sehat 
464 GLOB1 -2,902 -12,108 -1,609 -0,901 7,546 Tidak Sehat 
465 GLOB2 -3,532 -15,092 -0,207 -0,918 10,221 Tidak Sehat 
466 GLOB3 -6,355 -25,257 -0,566 -0,950 13,836 Tidak Sehat 
467 IBST1 0,060 0,408 0,098 2,492 0,121 Rawan 
468 IBST2 0,103 0,395 0,112 1,703 0,129 Rawan 





470 IBST4 0,025 0,193 0,020 2,085 0,116 Tidak Sehat 
471 KOBX1 0,180 0,009 -0,058 0,513 0,481 Tidak Sehat 
472 KOBX2 0,275 -0,058 -0,067 0,479 0,493 Tidak Sehat 
473 KOBX3 0,219 -0,038 0,029 0,486 0,840 Tidak Sehat 
474 KOBX4 0,077 -0,004 0,047 0,401 0,907 Tidak Sehat 
475 MSKY1 -0,621 -0,155 -0,120 0,286 0,484 Tidak Sehat 
476 MSKY2 -0,090 -0,233 -0,048 0,311 0,561 Tidak Sehat 
477 MSKY3 -0,085 -0,310 -0,036 0,803 0,537 Tidak Sehat 
478 MSKY4 -0,365 -0,360 -0,061 0,734 0,528 Tidak Sehat 
479 NELY1 0,150 0,251 0,068 5,912 0,456 Sehat 
480 NELY2 0,197 0,270 0,036 8,863 0,392 Sehat 
481 NELY3 0,223 0,305 0,061 12,338 0,425 Sehat 
482 NELY4 0,250 0,349 0,116 8,308 0,498 Sehat 
483 NIRO1 0,328 -0,034 0,005 6,960 0,161 Sehat 
484 NIRO2 0,346 -0,038 -0,008 3,634 0,070 Rawan 
485 NIRO3 0,334 -0,031 0,001 2,957 0,078 Rawan 
486 NIRO4 0,415 -0,027 -0,004 4,245 0,061 Sehat 
487 PALM1 -0,149 -0,072 -0,013 0,561 0,223 Tidak Sehat 
488 PALM2 0,189 0,096 0,065 1,516 0,303 Tidak Sehat 
489 PALM3 -0,044 0,101 0,025 1,194 0,265 Tidak Sehat 
490 PALM4 0,026 0,187 -0,044 4,246 0,224 Sehat 
491 RANC1 0,137 0,153 -0,031 1,163 2,658 Sehat 
492 RANC2 0,209 0,213 0,069 1,486 2,862 Sehat 
493 RANC3 0,225 0,227 0,059 1,341 2,723 Sehat 
494 RANC4 0,216 0,251 0,066 1,260 2,606 Sehat 
495 TAXI1 0,067 0,132 0,018 0,469 0,336 Tidak Sehat 
496 TAXI2 0,210 0,077 -0,087 0,405 0,242 Tidak Sehat 
497 TAXI3 -0,040 -0,145 0,028 0,140 0,152 Tidak Sehat 
498 TAXI4 -0,870 -0,884 0,028 -0,315 0,190 Tidak Sehat 
499 TELE1 0,716 0,162 0,070 0,653 3,092 Sehat 
500 TELE2 0,758 0,185 0,077 0,640 3,324 Sehat 
501 TELE3 0,681 0,208 0,064 0,681 3,190 Sehat 
502 TELE4 0,737 0,267 0,073 0,874 3,519 Sehat 
503 TOBA1 0,098 0,125 0,139 1,219 1,235 Rawan 
504 TOBA2 -0,009 0,141 0,099 1,298 0,987 Rawan 
505 TOBA3 0,099 0,165 0,173 1,007 0,892 Rawan 
506 TOBA4 0,052 0,191 0,194 0,753 0,874 Rawan 
507 TRIS1 0,362 0,138 0,102 1,408 1,488 Sehat 
508 TRIS2 0,283 0,083 0,075 1,183 1,41 Rawan 
509 TRIS3 0,314 0,174 0,04 1,887 1,42 Sehat 
510 TRIS4 0,263 0,149 0,038 1,287 1,36 Rawan 
511 WIIM1 0,482 0,319 0,133 2,365 1,37 Sehat 
512 WIIM2 0,52 0,352 0,101 2,734 1,245 Sehat 
513 WIIM3 0,571 0,377 0,044 3,95 1,205 Sehat 
514 WIIM4 0,588 0,39 0,056 4,016 1,119 Sehat 
515 WSKT1 0,071 0,06 0,037 0,471 0,467 Tidak Sehat 
516 WSKT2 0,088 0,054 0,035 0,376 0,387 Tidak Sehat 
517 WSKT3 0,001 0,068 0,047 0,303 0,462 Tidak Sehat 
518 WSKT4 0,082 0,083 0,045 0,302 0,392 Tidak Sehat 
519 ABMM1 -0,038 -0,089 -0,027 0,171 0,55 Tidak Sehat 
520 ABMM2 -0,073 -0,086 0,013 0,174 0,55 Tidak Sehat 
521 ABMM3 0,122 -0,049 0,01 0,184 0,662 Tidak Sehat 





523 ALDO1 0,173 0,145 0,089 0,876 1,471 Rawan 
524 ALDO2 0,235 0,164 0,082 0,959 1,624 Sehat 
525 ALDO3 0,214 0,162 0,077 0,852 1,421 Rawan 
526 ALDO4 0,27 0,198 0,109 1,067 1,501 Sehat 
527 BAJA1 -0,117 -0,078 -0,012 0,206 1,319 Tidak Sehat 
528 BAJA2 -0,026 -0,041 0,055 19,061 0,996 Sehat 
529 BAJA3 -0,035 -0,069 -0,03 0,222 1,287 Tidak Sehat 
530 BAJA4 -0,132 -0,179 -0,1 0,093 1,42 Tidak Sehat 
531 BULL1 0,025 -0,717 0,049 0,979 0,245 Tidak Sehat 
532 BULL2 0,019 -0,603 0,002 0,704 0,215 Tidak Sehat 
533 BULL3 0,001 -0,429 0,036 1,032 0,209 Tidak Sehat 
534 BULL4 0,063 -0,351 0,045 1,423 0,259 Tidak Sehat 
535 CASS1 0,403 0,291 0,324 0,774 1,275 Sehat 
536 CASS2 0,364 0,281 0,26 0,933 1,079 Sehat 
537 CASS3 0,109 0,298 0,236 0,721 1,079 Rawan 
538 CASS4 0,092 0,284 0,148 0,712 1,094 Rawan 
539 EMDE1 0,154 0,138 0,051 1,231 0,272 Tidak Sehat 
540 EMDE2 0,279 0,164 0,049 1,018 0,242 Tidak Sehat 
541 EMDE3 0,443 0,172 0,057 0,727 0,212 Tidak Sehat 
542 EMDE4 0,47 0,162 0,051 0,623 0,109 Tidak Sehat 
543 ERAA1 0,137 0,161 0,041 0,698 2,565 Sehat 
544 ERAA2 0,166 0,197 0,052 0,849 2,767 Sehat 
545 ERAA3 0,184 0,197 0,039 6,724 2,73 Sehat 
546 ERAA4 0,182 0,196 0,07 0,614 2,739 Sehat 
547 GEMS1 0,34 0,071 0,005 2,026 0,955 Rawan 
548 GEMS2 0,396 0,118 0,13 2,35 1,018 Sehat 
549 GEMS3 0,285 0,122 0,283 0,98 1,286 Sehat 
550 GEMS4 0,113 0,137 0,193 0,82 1,491 Sehat 
551 GIAA1 -0,057 -0,065 0,032 0,403 0,969 Tidak Sehat 
552 GIAA2 -0,107 -0,058 0,005 0,37 0,878 Tidak Sehat 
553 GIAA3 -0,248 -0,118 -0,042 0,332 0,904 Tidak Sehat 
554 GIAA4 -0,452 -0,142 -0,053 0,212 0,849 Tidak Sehat 
555 GWSA1 0,085 0,767 0,186 11,689 0,012 Sehat 
556 GWSA2 0,103 0,779 0,031 13,553 0,02 Sehat 
557 GWSA3 0,11 0,78 0,026 12,733 0,012 Sehat 
558 GWSA4 0,137 0,778 0,028 11,538 0,018 Sehat 
559 JAWA1 -0,072 0,135 -0,001 0,621 0,195 Tidak Sehat 
560 JAWA2 -0,138 0,071 -0,068 0,469 0,179 Tidak Sehat 
561 JAWA3 -0,318 0,015 -0,074 0,345 0,167 Tidak Sehat 
562 JAWA4 -0,01 -0,072 -0,088 0,243 0,217 Tidak Sehat 
563 MBSS1 0,183 0,496 -0,037 3,597 0,285 Sehat 
564 MBSS2 0,198 0,425 -0,07 2,509 0,314 Rawan 
565 MBSS3 0,138 0,512 -0,033 2,812 0,292 Rawan 
566 MBSS4 0,051 0,491 -0,114 3,109 0,252 Rawan 
567 MBTO1 0,49 0,173 0,669 -0,078 1,071 Sehat 
568 MBTO2 0,447 0,167 0,621 0,044 0,965 Sehat 
569 MBTO3 0,343 0,117 -0,041 1,122 0,937 Rawan 
570 MBTO4 0,235 -0,032 -0,239 0,865 0,775 Tidak Sehat 
571 MTLA1 0,316 0,301 0,067 1,572 0,301 Rawan 
572 MTLA2 0,34 0,34 0,082 1,75 0,291 Rawan 
573 MTLA3 0,328 0,362 0,115 1,648 0,262 Rawan 
574 MTLA4 0,361 0,416 0,098 1,959 0,265 Rawan 





576 SDMU2 0,045 0,122 0,007 1,492 0,271 Tidak Sehat 
577 SDMU3 0,015 0,043 -0,1 1,367 0,267 Tidak Sehat 
578 SDMU4 0,009 -0,034 -0,091 1,13 0,284 Tidak Sehat 
579 SMRU1 -0,146 -0,187 -0,115 0,873 0,205 Tidak Sehat 
580 SMRU2 0,103 -0,292 -0,1 0,686 0,238 Tidak Sehat 
581 SMRU3 0,021 -0,388 -0,006 1,018 0,364 Tidak Sehat 
582 SMRU4 0,15 -0,289 -0,044 1,008 0,446 Tidak Sehat 
583 SRAJ1 -0,084 -0,122 -0,076 1,545 0,269 Tidak Sehat 
584 SRAJ2 0,235 -0,131 -0,049 2,975 0,25 Rawan 
585 SRAJ3 0,083 -0,187 -0,046 3,06 0,293 Rawan 
586 SRAJ4 -0,083 -0,182 -0,035 2,056 0,294 Tidak Sehat 
587 SUPR1 0,072 0,05 0,018 0,539 0,13 Tidak Sehat 
588 SUPR2 0,105 0,066 0,029 0,502 0,13 Tidak Sehat 
589 SUPR3 0,097 0,04 0,017 0,481 0,151 Tidak Sehat 
590 SUPR4 0,046 -0,062 -0,103 0,341 0,163 Tidak Sehat 
591 VIVA1 0,098 -0,09 -0,056 0,533 0,34 Tidak Sehat 
592 VIVA2 0,249 -0,022 0,094 0,624 0,393 Tidak Sehat 
593 VIVA3 0,253 0 0,04 0,562 0,359 Tidak Sehat 
594 VIVA4 0,06 -0,137 -0,135 0,267 0,299 Tidak Sehat 
595 APLN1 0,152 0,156 0,046 0,586 0,243 Tidak Sehat 
596 APLN2 0,02 0,173 0,037 0,633 0,234 Tidak Sehat 
597 APLN3 0,077 0,201 0,066 0,665 0,245 Tidak Sehat 
598 APLN4 0,015 0,197 0,007 0,703 0,17 Tidak Sehat 
599 BIPI1 -0,213 0,004 0,002 0,51 0,007 Tidak Sehat 
600 BIPI2 -0,375 -0,129 -0,135 0,303 0,002 Tidak Sehat 
601 BIPI3 -0,391 -0,188 0,048 0,196 0,002 Tidak Sehat 
602 BIPI4 -0,163 -0,19 0,021 0,449 0,022 Tidak Sehat 
603 BUVA1 -0,052 0,083 -0,002 1,211 0,078 Tidak Sehat 
604 BUVA2 0,024 0,068 0,02 1,355 0,08 Tidak Sehat 
605 BUVA3 -0,171 0,05 -0,012 1,085 0,077 Tidak Sehat 
606 BUVA4 -0,172 0,048 0,005 1,298 0,119 Tidak Sehat 
607 HRUM1 0,507 0,354 -0,046 9,226 0,655 Sehat 
608 HRUM2 0,521 0,359 0,071 6,135 0,525 Sehat 
609 HRUM3 0,565 0,42 0,159 6,226 0,709 Sehat 
610 HRUM4 0,518 0,384 0,103 4,886 0,719 Sehat 
611 ICBP1 0,3 0,333 0,151 1,611 1,195 Sehat 
612 ICBP2 0,315 0,38 0,173 1,779 1,193 Sehat 
613 ICBP3 0,308 0,405 0,165 1,799 1,126 Sehat 
614 ICBP4 0,2 0,437 0,188 1,947 1,118 Sehat 
615 IPOL1 -0,041 0,196 0,024 1,201 0,714 Tidak Sehat 
616 IPOL2 -0,014 0,215 0,037 1,229 0,692 Rawan 
617 IPOL3 -0,009 0,21 0,012 1,242 0,691 Tidak Sehat 
618 IPOL4 0,009 0,224 0,026 1,239 0,724 Rawan 
619 MFMI1 0,12 0,338 0,119 7,293 0,457 Sehat 
620 MFMI2 0,084 0,378 0,128 5,33 0,465 Sehat 
621 MFMI3 0,073 0,411 0,124 4,546 0,453 Sehat 
622 MFMI4 0,086 0,447 0,126 4,322 0,445 Sehat 
623 ROTI1 0,154 0,338 0,14 0,783 0,803 Rawan 
624 ROTI2 0,215 0,386 0,127 0,977 0,864 Rawan 
625 ROTI3 0,284 0,262 0,041 1,621 0,546 Rawan 
626 ROTI4 0,307 0,304 0,043 1,975 0,63 Rawan 
627 TBIG1 0,03 0,14 0,048 0,075 0,15 Tidak Sehat 





629 TBIG3 -0,001 0,051 0,035 0,142 0,157 Tidak Sehat 
630 TBIG4 -0,151 0,046 0,036 0,145 0,148 Tidak Sehat 
631 AMRT1 0,047 0,146 0,041 0,469 3,176 Sehat 
632 AMRT2 -0,061 0,136 0,038 0,373 2,881 Sehat 
633 AMRT3 -0,069 0,126 0,017 0,315 2,806 Sehat 
634 BCIP1 0,029 0,152 0,009 0,611 0,254 Tidak Sehat 
635 BCIP2 0,116 0,192 0,065 0,631 0,289 Tidak Sehat 
636 BCIP3 0,051 0,242 0,066 0,745 0,224 Tidak Sehat 
637 BWPT1 -0,066 -0,004 -0,012 0,61 0,152 Tidak Sehat 
638 BWPT2 -0,061 -0,028 -0,021 0,626 0,156 Tidak Sehat 
639 BWPT3 -0,095 -0,04 -0,01 0,611 0,19 Tidak Sehat 
640 DSSA1 0,072 0,248 0,064 1,27 0,38 Tidak Sehat 
641 DSSA2 0,081 0,247 0,044 1,352 0,319 Tidak Sehat 
642 DSSA3 0,1 0,232 0,07 1,133 0,483 Rawan 
643 DSSA4 0,042 0,214 0,057 0,808 0,522 Tidak Sehat 
644 MKPI1 -0,028 0,504 0,156 0,982 0,367 Rawan 
645 MKPI2 0,036 0,569 0,181 1,282 0,388 Rawan 
646 MKPI3 0,481 2,84 0,736 1,999 1,566 Sehat 
647 MKPI4 0,108 0,753 0,144 2,945 0,316 Sehat 
648 SCBD1 0,027 0,28 0,036 2,115 0,182 Rawan 
649 SCBD2 -0,022 0,281 0,03 2,589 0,183 Rawan 
650 SCBD3 -0,010 0,287 0,045 2,928 0,180 Rawan 
651 SCBD4 -0,001 0,299 0,039 3,193 0,187 Rawan 
652 ADRO1 0,107 0,233 0,047 1,287 0,451 Rawan 
653 ADRO2 0,145 0,250 0,084 1,384 0,387 Rawan 
654 ADRO3 0,177 0,289 0,136 1,503 0,478 Rawan 
655 ADRO4 0,111 0,306 0,116 1,560 0,513 Rawan 
656 ASRI1 -0,056 0,217 0,041 0,545 0,149 Tidak Sehat 
657 ASRI2 -0,017 0,227 0,029 0,553 0,135 Tidak Sehat 
658 ASRI3 -0,040 0,286 0,070 0,705 0,189 Tidak Sehat 
659 BAPA1 0,379 0,242 0,008 1,349 0,137 Tidak Sehat 
660 BAPA2 0,401 0,248 0,011 1,488 0,190 Rawan 
661 BAPA3 0,413 0,322 0,074 2,040 0,259 Rawan 
662 BAPA4 0,396 0,363 0,029 2,879 0,165 Sehat 
663 BISI1 0,700 0,664 0,155 5,563 0,671 Sehat 
664 BISI2 0,720 0,686 0,188 5,851 0,767 Sehat 
665 BISI3 0,640 0,685 0,198 5,211 0,881 Sehat 
666 BISI4 0,641 0,689 0,183 5,076 0,819 Sehat 
667 BKDP1 -0,032 -0,231 -0,036 2,622 0,076 Tidak Sehat 
668 BKDP2 -0,240 -0,270 -0,037 2,283 0,067 Tidak Sehat 
669 BKDP3 -0,110 -0,326 0,638 -0,153 0,055 Tidak Sehat 
670 BKDP4 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat 
671 BYAN1 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat 
672 BYAN2 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat 
673 BYAN3 0,008 0,216 0,473 1,382 1,201 Sehat 
674 BYAN4 0,082 0,472 0,605 1,434 1,457 Sehat 
675 COWL1 0,002 0,053 -0,050 0,496 0,165 Tidak Sehat 
676 COWL2 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat 
677 COWL3 -0,007 0,026 -0,019 0,460 0,147 Tidak Sehat 
678 COWL4 -0,076 -0,031 -0,060 0,326 0,112 Tidak Sehat 
679 CSAP1 0,059 0,120 0,015 0,320 2,011 Rawan 
680 CSAP2 0,151 0,114 0,024 0,499 1,822 Rawan 





682 CSAP4 0,136 0,110 0,023 0,505 1,799 Rawan 
683 DEWA1 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat 
684 DEWA2 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat 
685 DEWA3 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat 
686 DEWA4 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat 
687 DGIK1 0,246 0,162 0,004 1,073 0,739 Rawan 
688 DGIK2 0,085 0,017 -0,241 0,953 0,713 Tidak Sehat 
689 DGIK3 0,039 -0,015 0,014 0,760 0,662 Tidak Sehat 
690 DGIK4 0,091 -0,101 -0,083 0,625 0,593 Tidak Sehat 
691 FREN1 -0,094 -0,647 -0,097 0,494 0,146 Tidak Sehat 
692 FREN2 -0,123 -0,674 -0,108 0,347 0,159 Tidak Sehat 
693 FREN3 -0,159 -0,763 -0,115 0,622 0,194 Tidak Sehat 
694 FREN4 -0,164 -0,870 -0,130 0,975 0,218 Tidak Sehat 
695 GPRA1 0,588 0,263 0,047 1,511 0,264 Rawan 
696 GPRA2 0,679 0,283 0,030 1,807 0,273 Rawan 
697 GPRA3 0,653 0,307 0,025 2,217 0,245 Rawan 
698 GPRA4 0,722 0,323 0,034 2,381 0,283 Sehat 
699 GZCO1 0,011 0,141 -0,011 1,164 0,099 Tidak Sehat 
700 GZCO2 -0,039 -0,236 -0,449 0,476 0,154 Tidak Sehat 
701 GZCO3 -0,005 -0,245 -0,062 0,758 0,186 Tidak Sehat 
702 GZCO4 -0,036 -0,410 -0,144 0,582 0,194 Tidak Sehat 
703 INDY1 0,150 0,131 -0,041 0,630 0,510 Tidak Sehat 
704 INDY2 0,195 0,118 -0,063 0,685 0,425 Tidak Sehat 
705 INDY3 0,191 0,151 0,815 0,442 0,302 Sehat 
706 INDY4 0,215 0,155 0,072 0,443 0,807 Tidak Sehat 
707 ITMG1 0,193 0,375 0,118 2,427 1,349 Sehat 
708 ITMG2 0,248 0,440 0,159 3,001 1,130 Sehat 
709 ITMG3 0,346 0,430 0,266 2,392 1,244 Sehat 
710 ITMG4 0,261 0,416 0,255 2,051 1,392 Sehat 
711 JKON1 0,266 0,263 0,076 1,041 1,222 Rawan 
712 JKON2 0,255 0,312 0,100 1,218 1,161 Sehat 
713 JKON3 0,237 0,345 0,084 1,335 1,070 Sehat 
714 JKON4 0,120 0,338 0,067 1,162 1,073 Rawan 
715 JSMR1 -0,104 0,133 0,056 0,508 0,208 Tidak Sehat 
716 JSMR2 -0,106 0,121 0,050 0,440 0,165 Tidak Sehat 
717 JSMR3 -0,076 0,103 0,041 0,302 0,113 Tidak Sehat 
718 JSMR4 -0,234 0,120 0,039 0,325 0,119 Tidak Sehat 
719 KBRI1 -0,053 -1,801 -0,091 0,558 0,166 Tidak Sehat 
720 KBRI2 -0,225 -2,156 -0,066 0,496 0,128 Tidak Sehat 
721 KBRI3 -0,180 -2,433 -0,090 0,334 0,123 Tidak Sehat 
722 KBRI4 -0,601 -2,809 -0,110 0,191 0,003 Tidak Sehat 
723 KOIN1 0,126 0,033 0,030 0,219 2,136 Rawan 
724 KOIN2 0,127 0,028 0,000 0,207 2,045 Rawan 
725 KOIN3 0,122 0,014 -0,010 0,176 2,158 Rawan 
726 KOIN4 0,080 0,002 -0,010 0,137 2,046 Rawan 
727 MNCN1 0,462 0,392 0,116 1,949 0,445 Sehat 
728 MNCN2 0,171 0,454 0,151 1,996 0,473 Sehat 
729 MNCN3 0,349 0,486 0,160 1,865 0,468 Sehat 
730 MNCN4 0,317 0,531 0,129 1,868 0,456 Sehat 
731 PKPK1 -0,098 -0,161 -0,381 0,959 0,116 Tidak Sehat 
732 PKPK2 -0,162 -0,261 -0,140 0,794 0,053 Tidak Sehat 
733 PKPK3 0,283 -0,376 -0,142 0,760 0,081 Tidak Sehat 





735 PTSN1 0,294 -0,002 -0,047 3,396 1,356 Sehat 
736 PTSN2 0,303 0,015 0,028 3,198 1,258 Sehat 
737 PTSN3 0,205 0,019 0,011 3,031 1,278 Sehat 
738 PTSN4 0,056 0,048 0,057 0,320 1,337 Rawan 
739 SGRO1 0,047 0,291 0,054 0,881 0,411 Tidak Sehat 
740 SGRO2 0,048 0,301 0,032 0,823 0,350 Tidak Sehat 
741 SGRO3 0,030 0,339 0,049 0,954 0,432 Tidak Sehat 
742 SGRO4 -0,016 0,309 0,016 0,807 0,356 Tidak Sehat 
743 SMMT1 -0,057 -0,050 -0,085 1,272 0,040 Tidak Sehat 
744 SMMT2 -0,094 -0,082 -0,029 1,492 0,088 Tidak Sehat 
745 SMMT3 -0,131 -0,029 0,055 1,369 0,079 Tidak Sehat 








PERHITUNGAN MANUAL LANJUTAN 
A. ITERASI 2 
1. Hitung Entropy , Gain dan Bentuk Pohon Keputusan 
Tabel E.1 Hasil Perhitungan Entropy dan Gain Iterasi 2 































Berikut pohon keputusan yang terbentuk setelah perhitungan entropy dan 
gain selesai: 
 
Gambar E.1 Pohon Keputusan Iterasi 2 
2. Hitung kesalahan data dari sampel pelatihan 
Klasifikasi kembali statusnya, dalam hal ini hasil klasifikasi dapat dilihat    





Tabel E.2 Hasil Klasifikasi Berdasarkan Pohon Keputusan Iterasi 2 
No X1 X2 X3 X4 X5 Status Hasil Prediksi 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat Tidak Sehat 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat Sehat 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat Tidak Sehat 
4 0,191 0,116 0,089 1,074 0,526 Rawan Tidak Sehat 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat Tidak Sehat 
6 0,124 0,146 0,073 1,147 0,747 Rawan Sehat 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat Rawan 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat Rawan 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat Tidak Sehat 
10 0,143 -0,112 0,054 2,045 0,835 Rawan Rawan 
11 0,042 0,124 0,161 0,893 1,212 Rawan Rawan 
12 0,348 0,301 0,283 2,746 1,054 Sehat Sehat 
13 0,28 0,437 0,35 2,959 1,023 Sehat Sehat 
14 0,3 0,37 0,088 1,897 0,685 Sehat Sehat 
15 0,407 0,311 0,072 1,167 0,499 Rawan Sehat 
16 0,378 0,333 0,049 1,282 0,52 Rawan Sehat 
17 0,37 0,349 0,05 1,375 0,589 Rawan Sehat 
18 0,162 0,117 0,141 1,409 2,341 Sehat Sehat 
19 0,403 0,212 0,166 2,62 1,914 Sehat Sehat 
661 .... .... .... .... .... .... .... 
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat Tidak Sehat 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat Tidak Sehat 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat Tidak Sehat 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat Tidak Sehat 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat Tidak Sehat 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat Tidak Sehat 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat Tidak Sehat 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat Tidak Sehat 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat Tidak Sehat 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat Tidak Sehat 
Berdasarkan hasil dari klasifikasi kembali dari sampel pelatihan, diperoleh 
beberapa data yang salah di klasifikasi. Dari data yang salah kalsifikasi hitung 
error dengan menjumlahkan bobot yang dihasilkan pada iterasi 1.  
𝜖𝑡 =  ∑ 𝐷𝑡(𝑖) 
    = 0,44435 














) =  0,11176 





Tabel E.3 Update Bobot Sampel Pelatihan Iterasi 2 
No X1 X2 X3 X4 X5 Status 
Update 
Bobot 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat 0,00087 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat 0,00267 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 0,00087 
4 0,191 0,116 0,089 1,074 0,526 Rawan 0,00267 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 0,00214 
6 0,124 0,146 0,073 1,147 0,747 Rawan 0,00267 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat 0,00267 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat 0,00267 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 0,00087 
10 0,143 -0,112 0,054 2,045 0,835 Rawan 0,00214 
11 0,042 0,124 0,161 0,893 1,212 Rawan 0,00087 
12 0,348 0,301 0,283 2,746 1,054 Sehat 0,00214 
13 0,28 0,437 0,35 2,959 1,023 Sehat 0,00087 
14 0,3 0,37 0,088 1,897 0,685 Sehat 0,00214 
15 0,407 0,311 0,072 1,167 0,499 Rawan 0,00267 
16 0,378 0,333 0,049 1,282 0,52 Rawan 0,00267 
17 0,37 0,349 0,05 1,375 0,589 Rawan 0,00267 
18 0,162 0,117 0,141 1,409 2,341 Sehat 0,00087 
19 0,403 0,212 0,166 2,62 1,914 Sehat 0,00214 
661 .... .... .... .... .... ....  
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat 0,00087 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat 0,00087 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat 0,00087 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat 0,00087 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat 0,00087 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat 0,00087 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat 0,00087 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat 0,00087 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat 0,00087 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat 0,00087 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat 0,00087 
B. ITERASI 3 
1. Hitung Entropy , Gain dan Bentuk Pohon Keputusan 
Tabel E.4 Hasil Perhitungan Entropy dan Gain Iterasi 3  



































Berikut pohon keputusan yang terbentuk setelah perhitungan entropy dan 
gain selesai: 
 
Gambar E.2 Pohon Keputusan Iterasi 3 
2. Hitung kesalahan data dari sampel pelatihan 
Klasifikasi kembali statusnya, dalam hal ini hasil klasifikasi dapat dilihat 
pada tabel  
Tabel E.5 Hasil Klasifikasi Berdasarkan Pohon Keputusan Iterasi 3 
No X1 X2 X3 X4 X5 Status 
Hasil 
Prediksi 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat Rawan 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat Tidak Sehat 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat Tidak Sehat 
4 0,191 0,116 0,089 1,074 0,526 Rawan Tidak Sehat 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat Tidak Sehat 
6 0,124 0,146 0,073 1,147 0,747 Rawan Rawan 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat Rawan 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat Rawan 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat Rawan 
10 0,143 -0,112 0,054 2,045 0,835 Rawan Rawan 
11 0,042 0,124 0,161 0,893 1,212 Rawan Rawan 
12 0,348 0,301 0,283 2,746 1,054 Sehat Sehat 
13 0,28 0,437 0,35 2,959 1,023 Sehat Sehat 
14 0,3 0,37 0,088 1,897 0,685 Sehat Sehat 
15 0,407 0,311 0,072 1,167 0,499 Rawan Rawan 
16 0,378 0,333 0,049 1,282 0,52 Rawan Rawan 
17 0,37 0,349 0,05 1,375 0,589 Rawan Rawan 
18 0,162 0,117 0,141 1,409 2,341 Sehat Sehat 
19 0,403 0,212 0,166 2,62 1,914 Sehat Sehat 
661 .... .... .... .... .... .... .... 
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat Tidak Sehat 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat Rawan 





665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat Tidak Sehat 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat Tidak Sehat 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat Tidak Sehat 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat Rawan 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat Rawan 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat Sehat 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat Rawan 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat Rawan 
Berdasarkan hasil dari klasifikasi kembali dari sampel pelatihan, diperoleh 
beberapa data yang salah diklasifikasikan. Dari data yang salah kalsifikasi hitung 
error dengan menjumlahkan bobot yang dihasilkan pada iterasi 2.  
𝜖𝑡 =  ∑ 𝐷𝑡(𝑖) 
    = 0,34569 














) =  0,31902 
4. Update bobot sampel pelatihan 
Tabel E.6 Update Bobot Sampel Pelatihan Iterasi 3 
No X1 X2 X3 X4 X5 Status 
Update 
Bobot 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat 0,00126 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat 0,00204 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 0,00067 
4 0,191 0,116 0,089 1,074 0,526 Rawan 0,00387 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 0,00164 
6 0,124 0,146 0,073 1,147 0,747 Rawan 0,00204 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat 0,00387 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat 0,00387 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 0,00126 
10 0,143 -0,112 0,054 2,045 0,835 Rawan 0,00164 
11 0,042 0,124 0,161 0,893 1,212 Rawan 0,00067 
12 0,348 0,301 0,283 2,746 1,054 Sehat 0,00164 
13 0,28 0,437 0,35 2,959 1,023 Sehat 0,00067 
14 0,3 0,37 0,088 1,897 0,685 Sehat 0,00164 
15 0,407 0,311 0,072 1,167 0,499 Rawan 0,00204 
16 0,378 0,333 0,049 1,282 0,52 Rawan 0,00204 
17 0,37 0,349 0,05 1,375 0,589 Rawan 0,00204 
18 0,162 0,117 0,141 1,409 2,341 Sehat 0,00067 
19 0,403 0,212 0,166 2,62 1,914 Sehat 0,00164 
661 .... .... .... .... .... ....  





663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat 0,00126 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat 0,00067 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat 0,00067 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat 0,00067 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat 0,00067 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat 0,00126 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat 0,00126 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat 0,00126 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat 0,00126 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat 0,00126 
C. ITERASI 4 
1. Hitung Entropy , Gain dan Bentuk Pohon Keputusan 
Tabel E.7 Hasil Perhitungan Entropy dan Gain Iterasi 4 































Berikut pohon keputusan yang terbentuk setelah perhitungan entropy dan 
gain selesai: 
 







2. Hitung kesalahan data dari sampel pelatihan 
Klasifikasi kembali statusnya, dalam hal ini hasil klasifikasi dapat dilihat 
pada tabel berikut: 
Tabel E.8 Hasil Klasifikasi Berdasarkan Pohon Keputusan Iterasi 4 
No X1 X2 X3 X4 X5 Status 
Hasil 
Prediksi 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat Tidak Sehat 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat Tidak Sehat 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat Tidak Sehat 
4 0,191 0,116 0,089 1,074 0,526 Rawan Tidak Sehat 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat Tidak Sehat 
6 0,124 0,146 0,073 1,147 0,747 Rawan Tidak Sehat 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat Tidak Sehat 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat Tidak Sehat 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat Tidak Sehat 
10 0,143 -0,112 0,054 2,045 0,835 Rawan Rawan 
11 0,042 0,124 0,161 0,893 1,212 Rawan Tidak Sehat 
12 0,348 0,301 0,283 2,746 1,054 Sehat Sehat 
13 0,28 0,437 0,35 2,959 1,023 Sehat Sehat 
14 0,3 0,37 0,088 1,897 0,685 Sehat Sehat 
15 0,407 0,311 0,072 1,167 0,499 Rawan Tidak Sehat 
16 0,378 0,333 0,049 1,282 0,52 Rawan Rawan 
17 0,37 0,349 0,05 1,375 0,589 Rawan Rawan 
18 0,162 0,117 0,141 1,409 2,341 Sehat Rawan 
19 0,403 0,212 0,166 2,62 1,914 Sehat Sehat 
661 .... .... .... .... .... .... .... 
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat Tidak Sehat 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat Tidak Sehat 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat Tidak Sehat 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat Tidak Sehat 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat Tidak Sehat 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat Tidak Sehat 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat Tidak Sehat 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat Tidak Sehat 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat Tidak Sehat 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat Tidak Sehat 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat Tidak Sehat 
Berdasarkan hasil dari klasifikasi kembali dari sampel pelatihan, diperoleh 
beberapa kesalahan dalam klasifikasi. Dari data yang salah kalsifikasi hitung error 
dengan menjumlahkan bobot yang dihasilkan pada iterasi 3.  
𝜖𝑡 =  ∑ 𝐷𝑡(𝑖) 





















) =  0,18890 
4. Update bobot sampel pelatihan 
Tabel E.9 Update Bobot Sampel Pelatihan Iterasi 4 
No X1 X2 X3 X4 X5 Status 
Update 
Bobot 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat 0,00106 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat 0,00171 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat 0,00056 
4 0,191 0,116 0,089 1,074 0,526 Rawan 0,00475 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat 0,00138 
6 0,124 0,146 0,073 1,147 0,747 Rawan 0,00250 
7 0,019 0,132 0,059 0,636 0,759 Tidak Sehat 0,00325 
8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat 0,00325 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat 0,00106 
10 0,143 -0,112 0,054 2,045 0,835 Rawan 0,00138 
11 0,042 0,124 0,161 0,893 1,212 Rawan 0,00082 
12 0,348 0,301 0,283 2,746 1,054 Sehat 0,00138 
13 0,28 0,437 0,35 2,959 1,023 Sehat 0,00056 
14 0,3 0,37 0,088 1,897 0,685 Sehat 0,00138 
15 0,407 0,311 0,072 1,167 0,499 Rawan 0,00250 
16 0,378 0,333 0,049 1,282 0,52 Rawan 0,00171 
17 0,37 0,349 0,05 1,375 0,589 Rawan 0,00171 
18 0,162 0,117 0,141 1,409 2,341 Sehat 0,00082 
19 0,403 0,212 0,166 2,62 1,914 Sehat 0,00138 
661 .... .... .... .... .... ....  
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat 0,00055 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat 0,00104 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat 0,00055 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat 0,00055 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat 0,00055 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat 0,00055 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat 0,00104 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat 0,00104 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat 0,00104 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat 0,00104 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat 0,00104 
D. ITERASI 5 







Tabel E.10 Hasil Perhitungan Entropy dan Gain Iterasi 5 































Berikut pohon keputusan yang terbentuk setelah perhitungan entropy dan 
gain selesai: 
 
Gambar E.4 Pohon Keputusan Iterasi 5 
2. Hitung kesalahan data dari sampel pelatihan 
Klasifikasi kembali statusnya, dalam hal ini hasil klasifikasi dapat dilihat 
pada tabel berikut:  
Tabel E.11 Hasil Klasifikasi Berdasarkan Pohon Keputusan Iterasi 5 
No X1 X2 X3 X4 X5 Status 
Hasil 
Prediksi 
1 -0,33 0,11 0,046 0,443 0,61 Tidak Sehat Tidak Sehat 
2 0,245 0,053 0,073 1,17 0,343 Tidak Sehat Tidak Sehat 
3 0,267 0,095 0,077 0,962 0,476 Tidak Sehat Tidak Sehat 
4 0,191 0,116 0,089 1,074 0,526 Rawan Tidak Sehat 
5 0,148 0,103 0,045 1,032 0,595 Tidak Sehat Tidak Sehat 
6 0,124 0,146 0,073 1,147 0,747 Rawan Rawan 





8 0,07 0,144 0,07 0,546 0,78 Tidak Sehat Rawan 
9 -0,154 -0,229 0,012 0,754 0,846 Tidak Sehat Tidak Sehat 
10 0,143 -0,112 0,054 2,045 0,835 Rawan Sehat 
11 0,042 0,124 0,161 0,893 1,212 Rawan Rawan 
12 0,348 0,301 0,283 2,746 1,054 Sehat Sehat 
13 0,28 0,437 0,35 2,959 1,023 Sehat Sehat 
14 0,3 0,37 0,088 1,897 0,685 Sehat Sehat 
15 0,407 0,311 0,072 1,167 0,499 Rawan Rawan 
16 0,378 0,333 0,049 1,282 0,52 Rawan Rawan 
17 0,37 0,349 0,05 1,375 0,589 Rawan Sehat 
18 0,162 0,117 0,141 1,409 2,341 Sehat Sehat 
19 0,403 0,212 0,166 2,62 1,914 Sehat Sehat 
661 .... .... .... .... .... .... .... 
662 -0,137 -0,382 0,607 -0,123 0,047 Tidak Sehat Tidak Sehat 
663 0,141 -0,166 -0,073 0,225 0,496 Tidak Sehat Tidak Sehat 
664 0,165 -0,154 0,036 0,296 0,674 Tidak Sehat Tidak Sehat 
665 0,002 0,053 -0,05 0,496 0,165 Tidak Sehat Tidak Sehat 
666 0,062 0,047 -0,007 0,523 0,163 Tidak Sehat Tidak Sehat 
667 -0,007 0,026 -0,019 0,46 0,147 Tidak Sehat Tidak Sehat 
668 -0,076 -0,031 -0,06 0,326 0,112 Tidak Sehat Sehat 
669 0,073 -0,257 0,015 1,516 0,644 Tidak Sehat Sehat 
670 0,035 -0,251 0,007 1,441 0,679 Tidak Sehat Sehat 
671 -0,058 -0,233 0,027 1,306 0,604 Tidak Sehat Tidak Sehat 
672 -0,068 -0,219 0,016 1,252 0,665 Tidak Sehat Tidak Sehat 
Berdasarkan hasil dari klasifikasi kembali dari sampel pelatihan, diperoleh 
beberapa kesalahan dalam klasifikasi. Dari data yang salah diklasifikasi maka 
hitung error dengan menjumlahkan bobot yang dihasilkan pada iterasi 4.  
𝜖𝑡 =  ∑ 𝐷𝑡(𝑖) 
    = 0,50188 
Karena nilai eror yang diperoleh pada iterasi 5 ini ≥ 0,5 maka iterasi 
berhenti dan akan dilanjutkan ke hasil akhir. Hasil akhir yang dipilih adalah kelas 
hasil dengan penjumlahan bobot ℎ𝑡 yang paling besar. Berikut contoh data uji 
yang akan diprediksi kelasnya. 
Tabel E.12 Contoh Data Uji 
No X1 X2 X3 X4 X5 Status 
Hasil 
Prediksi 
1 0,059 0,12 0,015 0,32 2,011 Rawan ? 
Dari data diatas, hasil yang diperoleh dari setiap iterasi adalah sebagai 
berikut: 





Iterasi 2 : Tidak Sehat  Bobot ℎ𝑡 = 0,46288 
Iterasi 3 : Rawan   Bobot ℎ𝑡 = 0,87262 
Iterasi 4 : Tidak Sehat  Bobot ℎ𝑡 = 0,4301 
Iterasi 5 : Rawan   Bobot ℎ𝑡 = 0,82111 
 Berdasarkan hasil tersebut, jumlahkan semua bobot sesuai dengan kelasnya. 
Jumlah kelas sehat 0,49663, jumlah kelas rawan 1,69373 dan jumlah kelas tidak 
sehat 0,89299. Prediksi yang diperoleh dari contoh data uji diatas adalah kelas 
rawan.  Untuk hasil pengujian lengkapnya dapat dilihat pada tabel berikut. 
Tabel E.13 Hasil Prediksi Data Uji 
No X1 X2 X3 X4 X5 Status 
Hasil 
Prediksi 
1 -0,069 0,126 0,017 0,315 2,806 Sehat Tidak Sehat 
2 0,481 2,84 0,736 1,999 1,566 Sehat Sehat 
3 0,108 0,753 0,144 2,945 0,316 Sehat Rawan 
4 0,413 0,322 0,074 2,04 0,259 Rawan Rawan 
5 0,396 0,363 0,029 2,879 0,165 Sehat Rawan 
6 0,7 0,664 0,155 5,563 0,671 Sehat Sehat 
7 0,72 0,686 0,188 5,851 0,767 Sehat Sehat 
8 0,64 0,685 0,198 5,211 0,881 Sehat Sehat 
9 0,641 0,689 0,183 5,076 0,819 Sehat Sehat 
10 0,008 0,216 0,473 1,382 1,201 Sehat Sehat 
11 0,082 0,472 0,605 1,434 1,457 Sehat Sehat 
12 0,059 0,12 0,015 0,32 2,011 Rawan Rawan 
13 0,151 0,114 0,024 0,499 1,822 Rawan Rawan 
14 0,098 0,108 0,022 0,422 1,808 Rawan Rawan 
15 0,136 0,11 0,023 0,505 1,799 Rawan Rawan 
16 0,246 0,162 0,004 1,073 0,739 Rawan Rawan 
17 0,039 -0,015 0,014 0,76 0,662 Tidak Sehat Tidak Sehat 
18 0,091 -0,101 -0,083 0,625 0,593 Tidak Sehat Tidak Sehat 
19 -0,094 -0,647 -0,097 0,494 0,146 Tidak Sehat Tidak Sehat 
20 -0,123 -0,674 -0,108 0,347 0,159 Tidak Sehat Tidak Sehat 
22 -0,164 -0,87 -0,13 0,975 0,218 Tidak Sehat Tidak Sehat 
23 0,588 0,263 0,047 1,511 0,264 Rawan Rawan 
24 0,679 0,283 0,03 1,807 0,273 Rawan Rawan 
25 0,653 0,307 0,025 2,217 0,245 Rawan Rawan 
26 0,722 0,323 0,034 2,381 0,283 Sehat Rawan 
27 0,011 0,141 -0,011 1,164 0,099 Tidak Sehat Tidak Sehat 
28 -0,039 -0,236 -0,449 0,476 0,154 Tidak Sehat Tidak Sehat 
29 -0,005 -0,245 -0,062 0,758 0,186 Tidak Sehat Tidak Sehat 
30 -0,036 -0,41 -0,144 0,582 0,194 Tidak Sehat Tidak Sehat 
31 0,15 0,131 -0,041 0,63 0,51 Tidak Sehat Tidak Sehat 
32 0,195 0,118 -0,063 0,685 0,425 Tidak Sehat Tidak Sehat 
33 0,191 0,151 0,815 0,442 0,302 Sehat Rawan 
34 0,215 0,155 0,072 0,443 0,807 Tidak Sehat Rawan 
35 0,193 0,375 0,118 2,427 1,349 Sehat Sehat 





37 0,346 0,43 0,266 2,392 1,244 Sehat Sehat 
38 0,261 0,416 0,255 2,051 1,392 Sehat Sehat 
39 0,266 0,263 0,076 1,041 1,222 Rawan Rawan 
40 0,255 0,312 0,1 1,218 1,161 Sehat Rawan 
41 0,237 0,345 0,084 1,335 1,07 Sehat Sehat 
42 0,12 0,338 0,067 1,162 1,073 Rawan Rawan 
43 -0,104 0,133 0,056 0,508 0,208 Tidak Sehat Tidak Sehat 
44 -0,106 0,121 0,05 0,44 0,165 Tidak Sehat Tidak Sehat 
45 -0,076 0,103 0,041 0,302 0,113 Tidak Sehat Tidak Sehat 
46 -0,234 0,12 0,039 0,325 0,119 Tidak Sehat Tidak Sehat 
47 -0,053 -1,801 -0,091 0,558 0,166 Tidak Sehat Tidak Sehat 
48 -0,225 -2,156 -0,066 0,496 0,128 Tidak Sehat Tidak Sehat 
49 -0,18 -2,433 -0,09 0,334 0,123 Tidak Sehat Tidak Sehat 
50 -0,601 -2,809 -0,11 0,191 0,003 Tidak Sehat Tidak Sehat 
51 0,126 0,033 0,03 0,219 2,136 Rawan Rawan 
52 0,127 0,028 0 0,207 2,045 Rawan Rawan 
53 0,122 0,014 -0,01 0,176 2,158 Rawan Rawan 
54 0,08 0,002 -0,01 0,137 2,046 Rawan Rawan 
55 0,462 0,392 0,116 1,949 0,445 Sehat Sehat 
56 0,171 0,454 0,151 1,996 0,473 Sehat Sehat 
57 0,349 0,486 0,16 1,865 0,468 Sehat Sehat 
58 0,317 0,531 0,129 1,868 0,456 Sehat Sehat 
59 -0,098 -0,161 -0,381 0,959 0,116 Tidak Sehat Tidak Sehat 
60 -0,162 -0,261 -0,14 0,794 0,053 Tidak Sehat Tidak Sehat 
61 0,283 -0,376 -0,142 0,76 0,081 Tidak Sehat Tidak Sehat 
62 0,285 -0,433 -0,001 0,769 0,053 Tidak Sehat Tidak Sehat 
63 0,294 -0,002 -0,047 3,396 1,356 Sehat Sehat 
64 0,303 0,015 0,028 3,198 1,258 Sehat Sehat 
65 0,205 0,019 0,011 3,031 1,278 Sehat Sehat 
66 0,056 0,048 0,057 0,32 1,337 Rawan Rawan 
67 0,047 0,291 0,054 0,881 0,411 Tidak Sehat Tidak Sehat 
68 0,048 0,301 0,032 0,823 0,35 Tidak Sehat Tidak Sehat 
69 0,03 0,339 0,049 0,954 0,432 Tidak Sehat Tidak Sehat 
70 -0,016 0,309 0,016 0,807 0,356 Tidak Sehat Tidak Sehat 
71 -0,057 -0,05 -0,085 1,272 0,04 Tidak Sehat Tidak Sehat 
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