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In this article, a finite difference scheme for coupled nonlinear Schrödinger equations is
studied. The existence of the difference solution is proved by Brouwer fixed point theorem.
With the aid of the fact that the difference solution satisfies two conservation laws, the
finite difference solution is proved to be bounded in the discrete L∞ norm. Then, the
difference solution is shown to be unique and second order convergent in the discrete L∞
norm. Finally, a convergent iterative algorithm is presented.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The time-dependent Schrödinger equation is one of the most important equations in quantum mechanics. This model
equation also arises in many other branches of science and technology, e.g. optics, seismology and plasma physics. Recently,
a growing interest is on the numerical solution to the Coupled Nonlinear Schrödinger (CNLS) Equations. Many authors
investigated the finite difference methods for solving CNLS equations, including the conservation, solvability, stability,
convergence and the symplectic geometry [1–9].
Consider CNLS equations
i∂tu+ k∂xxu+ (|u|2 + β|v|2)u = 0, 0 < x < 1, 0 < t ≤ T , (1.1)
i∂tv + k∂xxv + (|v|2 + β|u|2)v = 0, 0 < x < 1, 0 < t ≤ T , (1.2)
u(x, 0) = u0(x), v(x, 0) = v0(x), 0 ≤ x ≤ 1, (1.3)
u(0, t) = u(1, t) = 0, v(0, t) = v(1, t) = 0, 0 ≤ t ≤ T , (1.4)
where u(x, t) and v(x, t) are complex unknown functions, k describes the dispersion in the optic fiber, β is defined for
birefringent optical fiber coupling parameter. If k = β = 1, (1.1)–(1.2) is known as the Manakov system. In all the other
cases the situation is much complicated from different points of view. The solution of (1.1)–(1.4) satisfies the following
density and energy conservation laws [8]:∫ 1
0
|u(x, t)|2dx = const,
∫ 1
0
|v(x, t)|2dx = const, (1.5)
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∫ 1
0
(|ux(x, t)|2 + |vx(x, t)|2) dx− 12
∫ 1
0
(|u(x, t)|4 + |v(x, t)|4) dx
−β
∫ 1
0
|u(x, t)|2|v(x, t)|2dx = const. (1.6)
Take two positive integers J and N . Denote h = 1/J, τ = T/N,Ωh = {xj | xj = jh, 0 ≤ j ≤ J},Ωτ = {tn | tn = nτ , 0 ≤
n ≤ N},Ωτh = Ωh ×Ωτ .
Suppose u = {unj | 0 ≤ j ≤ J, 0 ≤ n ≤ N} be a discrete grid function onΩτh . Introduce the following notations:
u
n+ 12
j =
1
2
(unj + un+1j ), δtun+
1
2
j =
1
τ
(un+1j − unj ),
δxunj+ 12
= 1
h
(unj+1 − unj ), δ2xunj =
1
h2
(unj−1 − 2unj + unj+1).
The authors of [4,6–8] developed the following difference scheme for (1.1)–(1.4)
iδtu
n+ 12
j + kδ2xun+
1
2
j +
(∣∣∣∣un+ 12j ∣∣∣∣2 + β ∣∣∣∣vn+ 12j ∣∣∣∣2
)
u
n+ 12
j = 0, 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (1.7)
iδtv
n+ 12
j + kδ2xvn+
1
2
j +
(∣∣∣∣vn+ 12j ∣∣∣∣2 + β ∣∣∣∣un+ 12j ∣∣∣∣2
)
v
n+ 12
j = 0, 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (1.8)
u0j = u0(xj), v0j = v0(xj), 1 ≤ j ≤ J − 1, (1.9)
un0 = unJ = 0, vn0 = vnJ = 0, 0 ≤ n ≤ N. (1.10)
Wang et al. [8] showed that the difference scheme (1.7)–(1.10) is symplectic and preserves the density of the solution. They
also proved that the difference scheme is uniquely solvable and convergent with the convergence order of (τ 2 + h2) in L2
norm under some constraints on the stepsizes.
Sepúlveda and Vera [9] presented an another difference scheme for (1.1)–(1.4)
iδtu
n+ 12
j + kδ2xun+
1
2
j +
1
2
[|un+1j |2 + |unj |2 + β (|vn+1j |2 + |vnj |2)] un+ 12j = 0,
1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (1.11)
iδtv
n+ 12
j + kδ2xvn+
1
2
j +
1
2
[|vn+1j |2 + |vnj |2 + β (|un+1j |2 + |unj |2)] vn+ 12j = 0,
1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (1.12)
u0j = u0(xj), v0j = v0(xj), 1 ≤ j ≤ J − 1, (1.13)
un0 = unJ = 0, vn0 = vnJ = 0, 0 ≤ n ≤ N. (1.14)
They pointed out that the difference scheme preserves the densities and the energy of the solution.
In this article, we will analyze the difference scheme (1.11)–(1.14). The remainder of the article is arranged as follows.
In Section 2, the existence of the difference solution is shown by the Brouwer fixed point theorem. Then with the aid of the
conversations of the difference solution, the boundedness and uniqueness of difference solution are proved. In Section 3, the
convergence of the difference scheme is discussed. The difference scheme is proved to be convergent with the convergence
order of O(τ 2 + h2) in L∞ norm. In Section 4, an iterative algorithm for the difference scheme with the proof of the
convergence is given. A short conclusion section ends the article.
2. The existence of the difference solution
In this section, we will prove that the finite difference scheme (1.11)–(1.14) exists a solution.
Let Vh = {v | v = {v0, v1, . . . , vJ}, v0 = vJ = 0} be the space of complex grid functions onΩh. Given any complex grid
functions u, v ∈ Vh, denote the inner product
(u, v) = h
J−1∑
j=1
ujv¯j.
The discrete Lp-norm ‖ · ‖p,H10 -norm | · |1 and maximum-norm ‖ · ‖∞ are defined, respectively, as follows
‖v‖p = p
√√√√h J−1∑
j=1
|vj|p, |v|1 =
√√√√h J∑
j=1
|δxvj− 12 |2, ‖v‖∞ = max1≤j≤J−1 |vj|.
For abbreviation, we write ‖ · ‖2 as ‖ · ‖.
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We need the following lemmas.
Lemma 1 ([10]). For any discrete functions u, v ∈ Vh, hold
− h
J−1∑
j=1
(δ2xuj)v¯j = h
J∑
j=1
(
δxuj− 12
) (
δxv¯j− 12
)
(2.1)
and
‖v‖ ≤ ‖v‖∞, ‖v‖∞ ≤ 12 |v|1. (2.2)
Lemma 2 (Brouwder Fixed Point Theorem [11]). Let (H, (·, ·)) be a finite dimensional inner product space, ‖ · ‖ the associated
norm, andw : H → H be continuous. Assume moreover that
∃α > 0, ∀x ∈ H, ‖x‖ = α, Re(w(x), x) ≥ 0.
Then, there exists an element x∗ ∈ H such that w(x∗) = 0 and ‖x∗‖ ≤ α.
Theorem 1. The solution of difference scheme (1.11)–(1.14) exists.
Proof. Let
W = {s | s = [s1, s2], s1 ∈ Vh, s2 ∈ Vh}.
Suppose s = [s1, s2], s′ = [s′1, s′2] ∈ W, we define the inner product and [| · |]-norm as follows:
〈s, s′〉 = 〈[s1, s2], [s′1, s′2]〉 = (s1, s′1)+ (s2, s′2), [|s|]2 = ‖s1‖2 + ‖s2‖2.
The argument of existence of the difference solution proceeds in inductive way. It follows from (1.13)–(1.14) that [u0, v0] ∈
W has been determined uniquely. Assume that there exist [u0, v0], [u1, v1], . . . , [un, vn] ∈ W which satisfy the difference
scheme (1.11)–(1.14) with n ≤ N − 1. Now we try to prove that there exists [un+1, vn+1] ∈ W satisfying difference scheme
(1.11)–(1.14).
For fixed n, rewrite the problem (1.11)–(1.14) in the following form
2i
τ
(
u
n+ 12
j − unj
)
+ kδ2xun+
1
2
j +
1
2
[∣∣∣∣2un+ 12j − unj ∣∣∣∣2 + |unj |2 + β
(∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 + |vnj |2
)]
u
n+ 12
j = 0,
1 ≤ j ≤ J − 1, (2.3)
2i
τ
(
v
n+ 12
j − vnj
)
+ kδ2xvn+
1
2
j +
1
2
[∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 + |vnj |2 + β
(∣∣∣∣2un+ 12j − unj ∣∣∣∣2 + |unj |2
)]
v
n+ 12
j = 0,
1 ≤ j ≤ J − 1, (2.4)
u
n+ 12
0 = un+
1
2
J = vn+
1
2
0 = vn+
1
2
J = 0. (2.5)
If we have
{
u
n+ 12
j , v
n+ 12
j | 0 ≤ j ≤ J
}
, then
un+1j = 2un+
1
2
j − unj , vn+1j = 2vn+
1
2
j − vnj , 0 ≤ j ≤ J.
The Eqs. (2.3) and (2.4) can also be written as
u
n+ 12
j − unj −
iτ
2
{
kδ2xu
n+ 12
j +
1
2
[∣∣∣∣2un+ 12j − unj ∣∣∣∣2 + |unj |2 + β
(∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 + |vnj |2
)]}
u
n+ 12
j = 0,
1 ≤ j ≤ J − 1,
v
n+ 12
j − vnj −
iτ
2
{
kδ2xv
n+ 12
j +
1
2
[∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 + |vnj |2 + β
(∣∣∣∣2un+ 12j − unj ∣∣∣∣2 + |unj |2
)]}
v
n+ 12
j = 0,
1 ≤ j ≤ J − 1.
Let
(s1)j = un+
1
2
j , (s2)j = vn+
1
2
j , 0 ≤ j ≤ J.
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Define the mappingw = [w1, w2] ∈ W by
w1(s) = (s1)j − unj −
iτ
2
{
kδ2x (s1)j +
1
2
[
|2(s1)j − unj |2 + |unj |2 + β
(|2(s2)j − vnj |2 + |vnj |2)
]}
(s1)j,
1 ≤ j ≤ J − 1, (2.6)
w2(s) = (s2)j − vnj −
iτ
2
{
kδ2x (s2)j +
1
2
[
|2(s2)j − vnj |2 + |vnj |2 + β
(|2(s1)j − unj |2 + |unj |2)
]}
(s2)j,
1 ≤ j ≤ J − 1. (2.7)
It is easy to know thatw is continuous.
Computing the inner product of (2.6) and (2.7) with s = [s1, s2], we obtain
〈w(s), s〉 = (w1(s), s1)+ (w2(s), s2)
= [|s|]2 − (un, s1)− (vn, s2)− iτ2 k
[
(δ2x s1, s1)+ (δ2x s2, s2)
]
− iτ
4
h
J−1∑
j=1
[|2(s1)j − unj |2 + |unj |2 + β(|2(s2)j − vnj |2 + |vnj |2)] |(s1)j|2
− iτ
4
h
J−1∑
j=1
[|2(s2)j − vnj |2 + |vnj |2 + β(|2(s1)j − unj |2 + |unj |2)] |(s2)j|2. (2.8)
Noticing (s1)0 = (s1)J = (s2)0 = (s2)J = 0 and using Lemma 1, we have (δ2x s1, s1) = −‖δxs1‖2 and (δ2x s2, s2) = −‖δxs2‖2.
Taking the real part of (2.8) and using Cauchy–Schwarz inequality, we have
Re〈w(s), s〉 = [|s|]2 − Re(un, s1)− Re(vn, s2)
≥ [|s|]2 − 1
2
(‖un‖2 + ‖s1‖2)− 12 (‖v
n‖2 + ‖s2‖2)
= 1
2
([|s|]2 − ‖un‖2 − ‖vn‖2).
Hence, taking α = (‖un‖2 + ‖vn‖2 + 1)1/2, for [|s|] = α, Re〈w(s), s〉 ≥ 12 . By Lemma 2, there exists an element s∗ ∈ W and[|s∗|] ≤ α such thatw(s∗) = 0. It is easily seen that
un+1j = 2(s∗1)j − unj , vn+1j = 2(s∗2)j − vnj , 0 ≤ j ≤ J.
satisfies difference scheme (1.11)–(1.14). This completes the proof. 
3. The boundedness and uniqueness of the difference solution
Lemma 3 ([12]). For any discrete function v ∈ Vh, and p ≥ 2, there is
‖v‖p ≤ c
(|v|α1‖v‖1−α + ‖v‖) ,
with α = 12 − 1p , where c is a constant independent of p and h.
Lemma 4 ([12]). For any x ≥ 0, y ≥ 0 and p ≥ 1, holds (x+ y)p ≤ 2p−1(xp + yp).
Now we cite the results of the conservation of the difference solution.
Theorem 2 ([9]). The difference solution of (1.11)–(1.14) is conservative. Inmore precisely, let {un, vn} be the solution of (1.11)–
(1.14), we have
‖un‖ ≡ ‖u0‖, ‖vn‖ ≡ ‖v0‖, En ≡ E0, 0 ≤ n ≤ N,
where
En = k (|un|21 + |vn|21)− 12h
J−1∑
j=1
(|vnj |4 + |unj |4)− βh J−1∑
j=1
|unj |2|vnj |2.
Using Theorem 2, we can obtain
Theorem 3. The difference solution of (1.11)–(1.14) is bounded in the discrete L∞ norm.
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Proof. Applying Lemma 3 with p = 4 and Lemma 4, for any positive constant , we have
h
J−1∑
j=1
|unj |4 ≤
[
c
(
|un| 141 ‖un‖
3
4 + ‖un‖
)]4
≤ 8c4 (|un|1‖un‖3 + ‖un‖4) ≤ 4c4 (|un|21 + 1 ‖un‖6 + 2‖un‖4
)
.
Similarly, we have
h
J−1∑
j=1
|vnj |4 ≤ 4c4
(
|vn|21 +
1

‖vn‖6 + 2‖vn‖4
)
.
According to Theorem 2, we have
k
(|un|21 + |vn|21) = 12h
J−1∑
j=1
(|unj |4 + |vnj |4)+ βh
J−1∑
j=1
|unj |2|vnj |2 + E0
≤ 1
2
(1+ β)h
J−1∑
j=1
(|unj |4 + |vnj |4)+ E0
≤ 2(1+ β)c4
[
(|un|21 + |vn|21)+
1

(‖un‖6 + ‖vn‖6)+ 2 (‖un‖4 + ‖vn‖4)]+ E0
= 2(1+ β)c4
[
(|un|21 + |vn|21)+
1

(‖u0‖6 + ‖v0‖6)+ 2 (‖u0‖4 + ‖v0‖4)]+ E0. (3.1)
Taking  = k/[4(1+ β)c4], we get
|un|21 + |vn|21 ≤
2
k
[
8(1+ β)2c8
k
(‖u0‖6 + ‖v0‖6)+ 4(1+ β)c4 (‖u0‖4 + ‖v0‖4)] ≡ c1.
Using Lemma 1, we have
‖un‖∞ ≤
√
c1
2
, ‖vn‖∞ ≤
√
c1
2
, 0 ≤ n ≤ N. (3.2)
This completes the proof. 
Lemma 5. For any complex functions U, V , u, v, one has
| |U |2 V − |u |2 v| ≤ (max{|U|, |V |, |u|, |v|})2 · (2|U − u| + |V − v|) . (3.3)
Proof. It is easy to know
|U|2V − |u|2v = (|U|2 − |u|2)v + |U|2(V − v)
= [(U − u)u¯+ U(U¯ − u¯)] v + |U|2(V − v)
= (U − u)u¯v + U(U¯ − u¯)v + |U|2|V − v|.
Thus (3.3) is valid and this completes the proof. 
Theorem 4. The difference solution of (1.11)–(1.14) is unique.
Proof. Let
{
u
n+ 12
j , v
n+ 12
j | 0 ≤ j ≤ J
}
and
{
X
n+ 12
j , Y
n+ 12
j | 0 ≤ j ≤ J
}
be the solutions of (2.3)–(2.5). Then according to
Theorem 3, we have
‖un‖∞ ≤
√
c1
2
, ‖un+ 12 ‖∞ ≤
√
c1
2
, ‖Xn+ 12 ‖∞ ≤
√
c1
2
, (3.4)
‖vn‖∞ ≤
√
c1
2
, ‖vn+ 12 ‖∞ ≤
√
c1
2
, ‖Y n+ 12 ‖∞ ≤
√
c1
2
. (3.5)
Denote
(χ1)j = un+
1
2
j − Xn+
1
2
j , (χ2)j = vn+
1
2
j − Y n+
1
2
j , 0 ≤ j ≤ J.
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Then we have
2i
τ
(χ1)j + kδ2x (χ1)j +
1
2
aj = 0, 1 ≤ j ≤ J − 1, (3.6)
2i
τ
(χ2)j + kδ2x (χ2)j +
1
2
bj = 0, 1 ≤ j ≤ J − 1, (3.7)
(χ1)0 = (χ1)J = (χ2)0 = (χ2)J = 0, (3.8)
where
aj =
[∣∣∣∣2un+ 12j − unj ∣∣∣∣2 + ∣∣unj ∣∣2 + β
(∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 + |vnj |2
)]
u
n+ 12
j
−
[∣∣∣∣2Xn+ 12j − unj ∣∣∣∣2 + |unj |2 + β
(∣∣∣∣2Y n+ 12j − vnj ∣∣∣∣2 + |vnj |2
)]
X
n+ 12
j
=
(∣∣∣∣2un+ 12j − unj ∣∣∣∣2 un+ 12j − ∣∣∣∣2Xn+ 12j − unj ∣∣∣∣2 Xn+ 12j
)
+ β
(∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 un+ 12j − ∣∣∣∣2Y n+ 12j − vnj ∣∣∣∣2 Xn+ 12j
)
+ (|unj |2 + β|vnj |2) (un+ 12j − Xn+ 12j ) , (3.9)
bj =
[∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 + |vnj |2 + β
(∣∣∣∣2un+ 12j − unj ∣∣∣∣2 + |unj |2
)]
v
n+ 12
j
−
[∣∣∣∣2Y n+ 12j − vnj ∣∣∣∣2 + |vnj |2 + β
(∣∣∣∣2Xn+ 12j − unj ∣∣∣∣2 + |unj |2
)]
Y
n+ 12
j
=
(∣∣∣∣2vn+ 12j − vnj ∣∣∣∣2 vn+ 12j − ∣∣∣∣2Y n+ 12j − vnj ∣∣∣∣2 Y n+ 12j
)
+β
(∣∣∣∣2un+ 12j − unj ∣∣∣∣2 vn+ 12j − ∣∣∣∣2Xn+ 12j − unj ∣∣∣∣2 Y n+ 12j
)
+ (|vnj |2 + β|unj |2) (vn+ 12j − Y n+ 12j ) . (3.10)
According to Lemma 5 and noticing (3.4)–(3.5), there exists a constant c2 such that
|aj| ≤
(
max
{∣∣∣∣2un+ 12j − unj ∣∣∣∣ , ∣∣∣∣un+ 12j ∣∣∣∣ , ∣∣∣∣2Xn+ 12j − unj ∣∣∣∣ , ∣∣∣∣Xn+ 12j ∣∣∣∣})2 (2 ∣∣∣∣un+ 12j − Xn+ 12j ∣∣∣∣+ ∣∣∣∣un+ 12j − Xn+ 12j ∣∣∣∣)
+β ·
(
max
{∣∣∣∣2vn+ 12j − vnj ∣∣∣∣ , ∣∣∣∣un+ 12j ∣∣∣∣ , ∣∣∣∣2Y n+ 12j − vnj ∣∣∣∣ , ∣∣∣∣Xn+ 12j ∣∣∣∣})2 (2 ∣∣∣∣vn+ 12j − Y n+ 12j ∣∣∣∣+ ∣∣∣∣un+ 12j − Xn+ 12j ∣∣∣∣)
+ (|unj |2 + β|vnj |2) ∣∣∣∣un+ 12j − Xn+ 12j ∣∣∣∣
≤ c2
(|(χ1)j| + |(χ2)j|) , 1 ≤ j ≤ J − 1. (3.11)
Similarly, we have
|bj| ≤ c2
(|(χ1)j| + |(χ2)j|) , 1 ≤ j ≤ J − 1. (3.12)
Multiplying (3.6) and (3.7) by h(χ¯1)j and h(χ¯2)j, respectively, summing up for j from 1 to J − 1, adding the results, then
using Lemma 1 and taking the imaginary part, we can obtain
2
τ
(‖χ1‖2 + ‖χ2‖2) ≤ 12
[
h
J−1∑
j=1
|aj| · |(χ1)j| + h
J−1∑
j=1
|bj| · |(χ2)j|
]
. (3.13)
Substituting (3.11) and (3.12) into (3.13), we have
‖χ1‖2 + ‖χ2‖2 ≤ τ4 c2h
J−1∑
j=1
(|(χ1)j| + |(χ2)j|)2 ≤ τ2 c2 (‖χ1‖2 + ‖χ2‖2) .
Thus, when τ2 c2 < 1, we have
‖χ1‖2 + ‖χ2‖2 = 0.
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Therefore,
(χ1)j = (χ2)j = 0, 0 ≤ j ≤ J.
This completes the proof. 
4. The convergence of the finite difference scheme
Lemma 6 ([13]). For time sequencesw = {w0, w1, . . . , wn} and g =
{
g
1
2 , g
3
2 , . . . , gn−
1
2
}
,∣∣∣∣∣2τ n∑
l=0
g l−
1
2 · δtwl− 12
∣∣∣∣∣ ≤ |w0|2 + τ n−1∑
l=1
|wl|2 + |wn|2 + |g 12 |2 + τ
n−1∑
l=1
|δtg l|2 + |gn− 12 |2,
with
δtw
l− 12 = 1
τ
(
wl − wl−1) , δtg l = 1
τ
(
g l+
1
2 − g l− 12
)
.
Lemma 7 (Gronwall Inequality [10]). Assume {Gn|n ≥ 0} is a nonnegative sequence, and satisfies
Gn+1 ≤ (1+ cτ)Gn + τg, n = 0, 1, 2, . . . ,
where c and g are nonnegative constants. Then G satisfies
Gn ≤ ecnτ
(
G0 + g
c
)
, n = 0, 1, 2, . . . .
Lemma 8 (Gronwall Inequality [10]). Assume {Gn|n ≥ 0} is a nonnegative sequence, and satisfies
Gn+1 ≤ φ + cτ
n∑
l=1
Gl, n = 0, 1, 2, . . . ,
where c and φ are nonnegative constants. Then G satisfies
Gn ≤ φecnτ , n = 0, 1, 2, . . . .
Theorem 5. Suppose that the continuous problem (1.1)–(1.4) has a smooth solution, then the solution {unj , vnj } of the difference
scheme (1.11)–(1.14) is convergent to the solution {u(x, t)v(x, t)} of the problem (1.1)–(1.4) with the convergence order of
O(τ 2 + h2) in the L∞ norm.
Proof. Define the grid functions
Unj = u(xj, tn), V nj = v(xj, tn), 0 ≤ j ≤ J, 0 ≤ n ≤ N.
Denote
enj = Unj − unj , f nj = V nj − vnj , 0 ≤ j ≤ J, 0 ≤ n ≤ N.
Let
P
n+ 12
j = iδtUn+
1
2
j + kδ2xUn+
1
2
j +
1
2
[|Un+1j |2 + |Unj |2 + β (|V n+1j |2 + |V nj |2)]Un+ 12j ,
1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (4.1)
Q
n+ 12
j = iδtV n+
1
2
j + kδ2xV n+
1
2
j +
1
2
[|V n+1j |2 + |V nj |2 + β (|Un+1j |2 + |Unj |2)] V n+ 12j ,
1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1. (4.2)
Using the Taylor expansion with integral remainder, one can get
P
n+ 12
j =
iτ 2
16
∫ 1
0
[
∂3
∂t3
u
(
xj, tn+ 12 −
sτ
2
)
+ ∂
3
∂t3
u
(
xj, tn+ 12 +
sτ
2
)]
(1− s)2ds
+ kh
2
6
∫ 1
0
[
∂4
∂x4
u
(
xj − λh, tn+ 12
)
+ ∂
4
∂x4
u
(
xj + λh, tn+ 12
)]
(1− λ)2dλ
+ kτ
2
8
∫ 1
0
δ2x
[
∂2
∂t2
u
(
xj, tn+ 12 −
sτ
2
)
+ ∂
2
∂t2
u
(
xj, tn+ 12 +
sτ
2
)]
(1− s)ds
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+ 1
2
[
u(xj, tn+1)+ u(xj, tn)
] · τ 2
8
∫ 1
0
[
∂2
∂t2
∣∣∣u (xj, tn+ 12 − sτ2 )∣∣∣2 + ∂2∂t2 ∣∣∣u (xj, tn+ 12 + sτ2 )∣∣∣2
+β
(
∂2
∂t2
∣∣∣v (xj, tn+ 12 − sτ2 )∣∣∣2 + ∂2∂t2 ∣∣∣v (xj, tn+ 12 + sτ2 )∣∣∣2
)]
(1− s)ds
+ 1
2
[|u(xj, tn+1)|2 + |u(xj, tn)|2 + β(|v(xj, tn+1)|2 + |v(xj, tn)|2)]
× τ
2
8
∫ 1
0
[
∂2
∂t2
u
(
xj, tn+ 12 −
sτ
2
)
+ ∂
2
∂t2
u
(
xj, tn+ 12 +
sτ
2
)]
(1− s)ds
− τ
2
8
∫ 1
0
[
∂2
∂t2
∣∣∣u (xj, tn+ 12 − sτ2 )∣∣∣2 + ∂2∂t2 ∣∣∣u (xj, tn+ 12 + sτ2 )∣∣∣2
+β
(
∂2
∂t2
∣∣∣v (xj, tn+ 12 − sτ2 )∣∣∣2 + ∂2∂t2 ∣∣∣v (xj, tn+ 12 + sτ2 )∣∣∣2
)]
(1− s)ds
× τ
2
8
∫ 1
0
[
∂2
∂t2
u
(
xj, tn+ 12 −
sτ
2
)
+ ∂
2
∂t2
u
(
xj, tn+ 12 +
sτ
2
)]
(1− s)ds,
1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1. (4.3)
In the same way, we have the expression of Q
n+ 12
j . Therefore there exists a constant c3 such that∣∣∣∣Pn+ 12j ∣∣∣∣ ≤ c3(τ 2 + h2), 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (4.4)∣∣∣∣Q n+ 12j ∣∣∣∣ ≤ c3(τ 2 + h2), 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (4.5)∣∣∣∣ 1τ
(
P
n+ 12
j − Pn−
1
2
j
)∣∣∣∣ ≤ c3(τ 2 + h2), 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (4.6)∣∣∣∣ 1τ
(
Q
n+ 12
j − Q n−
1
2
j
)∣∣∣∣ ≤ c3(τ 2 + h2), 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1. (4.7)
Noticing (4.1)–(4.2) and using the initial-boundary value conditions (1.3)–(1.4), we have
iδtU
n+ 12
j + kδ2xUn+
1
2
j +
1
2
[|Un+1j |2 + |Unj |2 + β (|V n+1j |2 + |V nj |2)]Un+ 12j = Pn+ 12j ,
1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (4.8)
iδtV
n+ 12
j + kδ2xV n+
1
2
j +
1
2
[|V n+1j |2 + |V nj |2 + β (|Un+1j |2 + |Unj |2)] V n+ 12j = Q n+ 12j ,
1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1. (4.9)
U0j = u0(xj), V 0j = v0(xj), 1 ≤ j ≤ J − 1, (4.10)
Un0 = UnJ = 0, V n0 = V nJ = 0, 0 ≤ n ≤ N. (4.11)
Subtracting (1.11)–(1.14) from (4.8)–(4.11), respectively, we obtain the error equations:
iδte
n+ 12
j + kδ2x en+
1
2
j +
1
2
(G1)
n+ 12
j = Pn+
1
2
j , 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (4.12)
iδt f
n+ 12
j + kδ2x f n+
1
2
j +
1
2
(G2)
n+ 12
j = Q n+
1
2
j , 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (4.13)
e0j = 0, f 0j = 0, 1 ≤ j ≤ J − 1, (4.14)
en0 = enJ = 0, f n0 = f nJ = 0, 0 ≤ n ≤ N, (4.15)
with
(G1)
n+ 12
j =
[|Un+1j |2 + |Unj |2 + β (|V n+1j |2 + |V nj |2)]Un+ 12j − [|un+1j |2 + |unj |2 + β (|vn+1j |2 + |vnj |2)] un+ 12j ,
(G2)
n+ 12
j =
[|V n+1j |2 + |V nj |2 + β (|Un+1j |2 + |Unj |2)] V n+ 12j − [|vn+1j |2 + |vnj |2 + β (|un+1j |2 + |unj |2)] vn+ 12j .
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Noticing
(G1)
n+ 12
0 = (G1)n+
1
2
J = (G2)n+
1
2
0 = (G2)n+
1
2
J = 0
and similarly to the analysis of (3.11), there exists a constant c4 such that
‖Gn+ 121 ‖2 ≤ c4
(‖en‖2 + ‖en+1‖2 + ‖f n‖2 + ‖f n+1‖2) , 0 ≤ n ≤ N − 1. (4.16)
‖Gn+ 122 ‖2 ≤ c4
(‖en‖2 + ‖en+1‖2 + ‖f n‖2 + ‖f n+1‖2) , 0 ≤ n ≤ N − 1. (4.17)
|Gn+ 121 |21 ≤ c4(‖en‖2 + ‖en+1‖2 + ‖f n‖2 + ‖f n+1‖2 + |en|21 + |en+1|21 + |f n|21 + |f n+1|21), 0 ≤ n ≤ N − 1, (4.18)∣∣∣∣Gn+ 122 ∣∣∣∣2
1
≤ c4(‖en‖2 + ‖en+1‖2 + ‖f n‖2 + ‖f n+1‖2 + |en|21 + |en+1|21 + |f n|21 + |f n+1|21), 0 ≤ n ≤ N − 1. (4.19)
Multiplying the Eq. (4.12) by he¯
n+ 12
j , summing j from 1 to J − 1 and taking the imaginary part, we have
1
2τ
(‖en+1‖2 − ‖en‖2) = Im
(
1
2
h
J−1∑
j=1
(G1)
n+ 12
j e¯
n+ 12
j
)
+ Im
(
h
J−1∑
j=1
P
n+ 12
j · e¯n+
1
2
j
)
≤ 1
4
(
‖Gn+ 121 ‖2 + ‖en+
1
2 ‖2
)
+ 1
2
(
‖Pn+ 12 ‖2 + ‖en+ 12 ‖2
)
. (4.20)
In the same way, we can obtain
1
2τ
(‖f n+1‖2 − ‖f n‖2) ≤ 1
4
(
‖Gn+ 122 ‖2 + ‖f n+
1
2 ‖2
)
+ 1
2
(
‖Q n+ 12 ‖2 + ‖f n+ 12 ‖2
)
. (4.21)
Adding (4.20) to (4.21) and using (4.4), (4.5), (4.16) and (4.17), we have
1
2τ
[(‖en+1‖2 + ‖f n+1‖2)− (‖en‖2 + ‖f n‖2)]
≤ 3
4
(
‖en+ 12 ‖2 + ‖f n+ 12 ‖2
)
+ 1
4
(
‖Gn+ 121 ‖2 + ‖Gn+
1
2
2 ‖2
)
+ 1
2
(
‖Pn+ 12 ‖2 + ‖Q n+ 12 ‖2
)
≤ 3
8
(‖en+1‖2 + ‖f n+1‖2 + ‖en+1‖2 + ‖f n+1‖2)
+ 1
2
c4
(‖en‖2 + ‖en+1‖2 + ‖f n‖2 + ‖f n+1‖2)+ [c3(τ 2 + h2)]2 . (4.22)
Thus, [
1−
(
3
4
+ c4
)
τ
] (‖en+1‖2 + ‖f n+1‖2)
≤
[
1+
(
3
4
+ c4
)
τ
] (‖en‖2 + ‖f n‖2)+ 2c23τ(τ 2 + h2)2, 0 ≤ n ≤ N − 1.
When
( 3
4 + c4
)
τ ≤ 13 , we have
‖en+1‖2 + ‖f n+1‖2 ≤
[
1+ 3
(
3
4
+ c4
)
τ
] (‖en‖2 + ‖f n‖2)+ 3c23τ(τ 2 + h2)2, 0 ≤ n ≤ N − 1.
According to Lemma 7, we get
‖en‖2 + ‖f n‖2 ≤ c
2
3
3
4 + c4
exp
(
3
(
3
4
+ c4
)
T
)
(τ 2 + h2)2 ≡ c5(τ 2 + h2)2, 0 ≤ n ≤ N. (4.23)
Multiplying the Eq. (4.12) by−hδt e¯n+
1
2
j , summing j from 1 to J − 1 and taking the real part, we have
− kRe
(
h
J−1∑
j=1
(δ2x e
n+ 12
j )δt e¯
n+ 12
j
)
= 1
2
Re
(
h
J−1∑
j=1
(G1)
n+ 12
j δt e¯
n+ 12
j
)
− Re
(
h
J−1∑
j=1
P
n+ 12
j · δt e¯n+
1
2
j
)
. (4.24)
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For the left hand side of (4.24), we have
− kRe
(
h
J−1∑
j=1
(
δ2x e
n+ 12
j
)
δt e¯
n+ 12
j
)
= k
2τ
(|en+1|21 − |en|21). (4.25)
Now we estimate the first term on the right side of (4.24). It follows from (4.12) that
δt e¯
n+ 12
j = −ikδ2x e¯n+
1
2
j −
i
2
(G¯1)
n+ 12
j + iP¯n+
1
2
j .
Consequently, we have
Re
(
h
J−1∑
j=1
(G1)
n+ 12
j δt e¯
n+ 12
j
)
= Re
[
h
J−1∑
j=1
(G1)
n+ 12
j
(
−ikδ2x e¯n+
1
2
j −
i
2
(G¯1)
n+ 12
j + iP¯n+
1
2
j
)]
= Im
{
kh
J−1∑
j=1
(G1)
n+ 12
j δ
2
x e¯
n+ 12
j
}
1
2
Im
{
h
J−1∑
j=1
(G1)
n+ 12
j P¯
n+ 12
j
}
≡ B1 + B2. (4.26)
Noticing (G1)
n+ 12
0 = (G1)n+
1
2
J = 0, we have
B1 ≤
∣∣∣∣∣h J−1∑
j=1
(G1)
n+ 12
j δ
2
x e¯
n+ 12
j
∣∣∣∣∣ =
∣∣∣∣∣h J∑
j=1
δx(G1)
n+ 12
j− 12
δxe¯
n+ 12
j− 12
∣∣∣∣∣ ≤ 12
(
|Gn+ 121 |21 + |en+
1
2 |21
)
and
B2 ≤
∣∣∣∣∣h J−1∑
j=1
(G1)
n+ 12
j δ
2
x P¯
n+ 12
j
∣∣∣∣∣ ≤ 12
(
‖Gn+ 121 ‖2 + ‖Pn+
1
2 ‖2
)
.
Therefore,
1
2
Re
(
h
J−1∑
j=1
(G1)
n+ 12
j δt e¯
n+ 12
j
)
≤ 1
4
(
|Gn+ 121 |21 + |en+
1
2 |21
)
+ 1
4
(
‖Gn+ 121 ‖2 + ‖Pn+
1
2 ‖2
)
.
Using (4.16), (4.18), (4.23) and (4.4), we obtain
1
2
Re
(
h
J−1∑
j=1
(G1)
n+ 12
j δt e¯
n+ 12
j
)
≤ 1
4
|Gn+ 121 |21 +
1
4
‖Gn+ 121 ‖2 +
1
4
|en+ 12 |21 +
1
4
‖Pn+ 12 ‖2
≤ 1
4
c4(‖en‖2 + ‖en+1‖2 + ‖f n‖2 + ‖f n+1‖2 + |en|21 + |en+1|21 + |f n|21 + |f n+1|21)
+ 1
4
c4
(‖en‖2 + ‖en+1‖2 + ‖f n‖2 + ‖f n+1‖2)+ 1
4
|en+ 12 |21 +
1
4
‖Pn+ 12 ‖2
≤ 1
4
c4
(|en|21 + |en+1|21 + |f n|21 + |f n+1|21)+ 14 |en+ 12 |21 +
(
c4c5 + 14 c
2
3
)
(τ 2 + h2)2. (4.27)
Now, substituting (4.25), (4.27) into (4.24), we get
k
2τ
(|en+1|21 − |en|21) ≤ −Re
(
h
J−1∑
j=1
P
n+ 12
j · δt e¯n+
1
2
j
)
+ 1
4
c4
(|en|21 + |en+1|21 + |f n|21 + |f n+1|21)
+ 1
4
|en+ 12 |21 +
(
c4c5 + 14 c
2
3
)
(τ 2 + h2)2.
In the same way, we can obtain from (4.13) that
k
2τ
(|f n+1|21 − |f n|21) ≤ −Re
(
h
J−1∑
j=1
Q
n+ 12
j · δt f¯ n+
1
2
j
)
+ 1
4
c4
(|en|21 + |en+1|21 + |f n|21 + |f n+1|21)
+ 1
4
|f n+ 12 |21 +
(
c4c5 + 14 c
2
3
)
(τ 2 + h2)2.
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Adding the two inequalities above, we get
k
2τ
[(|en+1|21 + |f n+1|21)− (|en|21 + |f n|21)] ≤ −Re
(
h
J−1∑
j=1
P
n+ 12
j · δt e¯n+
1
2
j
)
− Re
(
h
J−1∑
j=1
Q
n+ 12
j · δt f¯ n+
1
2
j
)
+ 1
4
(1+ 2c4)
(|en+1|21 + |f n+1|21 + |en|21 + |f n|21)+ 2(c4c5 + 14 c23
)
(τ 2 + h2)2, 0 ≤ n ≤ N − 1.
Summing up for the superscript n from 1 to L and then replacing L by n, we have
k
2τ
[(|en+1|21 + |f n+1|21)− (|e0|21 + |f 0|21)] ≤ −Re
(
h
J−1∑
j=1
n∑
l=0
P
l+ 12
j · δt e¯l+
1
2
j
)
− Re
(
h
J−1∑
j=1
n∑
l=0
Q
l+ 12
j · δt f¯ l+
1
2
j
)
+ 1
4
(1+ 2c4)
n∑
l=0
(|en+1|21 + |f n+1|21 + |en|21 + |f n|21)
+ 2
(
c4c5 + 14 c
2
3
)
n(τ 2 + h2)2, 0 ≤ n ≤ N − 1. (4.28)
Using Lemma 6 and noticing (4.4), (4.6), we have∣∣∣∣∣−2τ
(
n∑
l=0
P
l+ 12
j δt e¯
l+ 12
j
)∣∣∣∣∣ ≤ |e0j |2 + τ n∑
l=1
|elj|2 + |en+1j |2 + |P
1
2
j |2 + τ
n∑
l=1
|δtP lj |2 + |Pn+1/2j |2
≤ |e0j |2 + τ
n∑
l=1
|elj|2 + |en+1j |2 + (2+ nτ)c23 (τ 2 + h2)2.
Thus ∣∣∣∣∣−2τ
(
h
J−1∑
j=1
n∑
l=0
P
l+ 12
j δt e¯
l+ 12
j
)∣∣∣∣∣ ≤ ‖e0‖2 + τ n∑
l=1
‖el‖2 + ‖en+1‖2 + (2+ T )c23 (τ 2 + h2)2. (4.29)
Similarly, we have∣∣∣∣∣−2τ
(
h
J−1∑
j=1
n∑
l=0
Q
l+ 12
j · δt f¯ l+
1
2
j
)∣∣∣∣∣ ≤ ‖f 0‖2 + τ n∑
l=1
‖f l‖2 + ‖f n+1‖2 + (2+ T )c23 (τ 2 + h2)2. (4.30)
Substituting (4.29) and (4.30) into (4.28), and noticing (4.23), we get
k
(|en+1|21 + |f n+1|21) ≤
[
n∑
l=1
(‖el‖2 + ‖f l‖2)+ ‖en+1‖2 + ‖f n+1‖2 + 2(2+ T )c23 (τ 2 + h2)2
]
+ 1
2
(1+ 2c4)τ
n∑
l=0
(|el+1|21 + |f l+1|21 + |el|21 + |f l|21)+ 4(c4c5 + 12 c23
)
nτ(τ 2 + h2)2
≤ 1
2
(1+ 2c4)τ
n∑
l=0
(|el+1|21 + |f l+1|21 + |el|21 + |f l|21)
+
[
(T + 2)c5 + 2(2+ T )c23 + 4
(
c4c5 + 12 c
2
3
)
T
]
(τ 2 + h2)2, 0 ≤ n ≤ N − 1.
Let c6 = (T + 2)c5 + 2(2+ T )c23 + 4(c4c5 + 12 c23 )T . When τ ≤ k/(1+ 2c4), we have
|en+1|21 + |f n+1|21 ≤
2(1+ 2c4)
k
n∑
l=1
(|el|21 + |f l|21)+ 2c6k (τ 2 + h2)2, 0 ≤ n ≤ N − 1.
Lemma 8 yields
|en|21 + |f n|21 ≤
2c6
k
exp
(
2(1+ 2c4)T
k
)
(τ 2 + h2)2, 0 ≤ n ≤ N.
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Using Lemma 1 yields
‖en‖∞ + ‖f n‖∞ ≤ 12 |e
n|1 + 12 |f
n|1 ≤
√
2c6
k
exp
(
(1+ 2c4)T
k
)
(τ 2 + h2), 0 ≤ n ≤ N.
This completes the proof. 
5. Iterative algorithm
In this section, we provide an iterative method to compute the solution of the difference scheme.
Suppose {unj | 0 ≤ j ≤ J}
⋃{vnj | 0 ≤ j ≤ J} has been determined. If we can obtain{
u
n+ 12
j , v
n+ 12
j | 0 ≤ j ≤ J
}
,
then
un+1j = 2un+
1
2
j − unj , vn+1j = 2vn+
1
2
j − vnj , 0 ≤ j ≤ J.
Denote
(g1)
(m−1)
j =
[
|2u(m−1)j − unj |2 + |unj |2 + β
(
|2v(m−1)j − vnj |2 + |vnj |2
)]
u(m−1)j ,
(g2)
(m−1)
j =
[
|2v(m−1)j − vnj |2 + |vnj |2 + β
(
|2u(m−1)j − unj |2 + |unj |2
)]
v
(m−1)
j .
Define the following iterative method:
2i
τ
(
u(m)j − unj
)
+ kδ2xu(m)j +
1
2
(g1)
(m−1)
j = 0, 1 ≤ j ≤ J − 1, (5.1)
2i
τ
(
v
(m)
j − vnj
)
+ kδ2xv(m)j +
1
2
(g2)
(m−1)
j = 0, 1 ≤ j ≤ J − 1, (5.2)
u(m)0 = u(m)J = v(m)0 = v(m)J = 0, (5.3)
with
u(0)j =

unj , n = 0,
3
2
unj −
1
2
un−1j , n ≥ 1,
v
(0)
j =

vnj , n = 0,
3
2
vnj −
1
2
vn−1j , n ≥ 1.
(5.4)
Let
η
(m)
j = un+
1
2
j − u(m)j , ζ (m)j = vn+
1
2
j − v(m)j , 0 ≤ j ≤ J, m = 0, 1, 2, . . . .
Then, using Theorem 5, when n = 0, we have
η
(0)
j = un+
1
2
j − u(0)j =
1
2
(u1j + u0j )− u0j =
1
2
(u1j − u0j ) =
1
2
(U1j − U0j )+
1
2
(u1j − U1j )
= 1
2
O(τ )+ 1
2
O(τ 2 + h2) = O(τ + h2),
and when n ≥ 1, we have
η
(0)
j = un+
1
2
j − u(0)j =
1
2
(unj + un+1j )−
(
3
2
unj −
1
2
un−1j
)
= 1
2
(un+1j − 2unj + un−1j )
= 1
2
(Un+1j − 2Unj − Un−1j )+
1
2
[
(un+1j − Un+1j )− 2(unj − Unj )+ (un−1j − Un−1j )
]
= O(τ 2)+ O(τ 2 + h2)+ O(τ 2 + h2)+ O(τ 2 + h2) = O(τ 2 + h2).
In the same way, we have ζ (0)j = O(τ + h2)when n = 0 and ζ (0)j = O(τ 2 + h2)when n ≥ 1. Therefore
‖η(0)‖∞, ‖ζ (0)‖∞ =
{
c7(τ + h2), when n = 0,
c7(τ 2 + h2), when n ≥ 1. (5.5)
Theorem 6. Suppose that the solution u(x, t), v(x, t) ∈ C4([0, 1] × [0, T ]), h and τ are sufficiently small enough, Then the
iterative method (5.1)–(5.3) is convergent.
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Proof. Subtracting (5.1)–(5.3) from (2.3)–(2.5), we obtain
i
2
τ
η
(m)
j + kδ2xηj +
1
2
A(m−1)j = 0, 1 ≤ j ≤ J − 1, m = 1, 2, . . . , (5.6)
i
2
τ
ζ
(m)
j + kδ2x ζ (m)j +
1
2
B(m−1)j = 0, 1 ≤ j ≤ J − 1, m = 1, 2, . . . , (5.7)
η
(m)
0 = η(m)J = ζ (m)0 = ζ (m)J = 0, (5.8)
with
A(m−1)j =
[
|2un+ 12j − unj |2 + |unj |2 + β
(
|2vn+ 12j − vnj |2 + |vnj |2
)]
u
n+ 12
j − (g1)(m−1)j ,
B(m−1)j =
[
|2vn+ 12j − vnj |2 + |vnj |2 + β
(
|2un+ 12j − unj |2 + |unj |2
)]
v
n+ 12
j − (g2)(m−1)j .
According to (5.5), when τ and h are sufficiently small, we have∥∥η(0)∥∥∞ ≤ 12 , ∥∥ζ (0)∥∥∞ ≤ 12 .
Now suppose∥∥η(m−1)∥∥∞ ≤ 12 , ∥∥ζ (m−1)∥∥∞ ≤ 12 .
Noticing (3.2), we have∣∣∣u(m−1)j ∣∣∣ = ∣∣∣∣un+ 12j − ηj∣∣∣∣ ≤ ∣∣∣∣un+ 12j ∣∣∣∣+ ∣∣∣η(m−1)j ∣∣∣ ≤ 12 (√c1 + 1) ,∣∣∣v(m−1)j ∣∣∣ = ∣∣∣∣vn+ 12j − ζj∣∣∣∣ ≤ ∣∣∣∣vn+ 12j ∣∣∣∣+ ∣∣∣ζ (m−1)j ∣∣∣ ≤ 12 (√c1 + 1) .
According to Lemma 5, there exists a constant c8 such that
|A(m−1)j | ≤ c8
(∣∣∣η(m−1)j ∣∣∣+ ∣∣∣ζ (m−1)j ∣∣∣) , |B(m−1)j | ≤ c8 (∣∣∣η(m−1)j ∣∣∣+ ∣∣∣ζ (m−1)j ∣∣∣) , 1 ≤ j ≤ J − 1. (5.9)
Multiplying the Eq. (5.6) by hη¯(m)j , summing j from 1 to J − 1 and taking the imaginary part, we have
2
τ
∥∥η(m)∥∥2 ≤ 1
2
∣∣∣∣∣h J−1∑
j=1
A(m−1)j η¯
(m)
j
∣∣∣∣∣ .
In the same way, we get
2
τ
∥∥ζ (m)∥∥2 ≤ 1
2
∣∣∣∣∣h J−1∑
j=1
B(m−1)j ζ¯
(m)
j
∣∣∣∣∣ .
Adding the results and using (5.9), we have
2
τ
(‖η(m)‖2 + ‖ζ (m)‖2) ≤ 1
2
∣∣∣∣∣h J−1∑
j=1
A(m−1)j η¯
(m)
j
∣∣∣∣∣+ 12
∣∣∣∣∣h J−1∑
j=1
B(m−1)j ζ¯
(m)
j
∣∣∣∣∣
≤ 1
2
c8h
J−1∑
j=1
(
|η(m−1)j | + |ζ (m−1)j |
) (
|η(m)j | + |ζ (m)j |
)
≤ 1
2
c8
(‖η(m−1)‖ + ‖ζ (m−1)‖) (‖η(m)‖ + ‖ζ (m)‖)
≤ c8
(‖η(m)‖2 + ‖ζ (m)‖2)+ c8

(‖η(m−1)‖2 + ‖ζ (m−1)‖2) . (5.10)
Taking  = 1/(c8τ), we have
‖η(m)‖2 + ‖ζ (m)‖2 ≤ c28τ 2
(‖η(m−1)‖2 + ‖ζ (m−1)‖2) . (5.11)
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Multiplying the Eq. (5.6) by hη¯(m)j , summing j from 1 to J − 1 and taking the real part, we have
k|η(m)|21 ≤
1
2
∣∣∣∣∣h J−1∑
j=1
A(m−1)j η¯
(m)
j
∣∣∣∣∣ .
Similarly, from (5.7), we can obtain
k|ζ n+ 12 (m)|21 ≤
1
2
∣∣∣∣∣h J−1∑
j=1
B(m−1)j ζ¯
(m)
j
∣∣∣∣∣ .
Adding the two inequalities above, then using (5.10) and (5.11), we have
k
(|η(m)|21 + |ζ (m)|21) ≤ 12
∣∣∣∣∣h J−1∑
j=1
A(m−1)j η¯
(m)
j
∣∣∣∣∣+ 12
∣∣∣∣∣h J−1∑
j=1
B(m−1)j ζ¯
(m)
j
∣∣∣∣∣
≤ c8
(‖η(m)‖2 + ‖ζ (m)‖2)+ c8

(‖η(m−1)‖2 + ‖ζ (m−1)‖2)
= c8
(
c28τ
2 + 1

) (‖η(m−1)‖2 + ‖ζ (m−1)‖2) .
Taking  = 1/(c8τ) and combining with (5.11), we get
|η(m)|21 + |ζ (m)|21 ≤
2c28τ
k
(‖η(m−1)‖2 + ‖ζ (m−1)‖2)
≤ 2c
2
8τ
k
(
c28τ
2)m−1 (‖η(0)‖2 + ‖ζ (0)‖2) , m = 1, 2, . . . .
Consequently, when τ ≤ 1/(2c8), we have
|η(m)|21 + |ζ (m)|21 ≤
c8
k
(
1
4
)m−1 (‖η(0)‖2 + ‖ζ (0)‖2) , m = 1, 2, . . . .
According to Lemma 1 and noticing (5.5), whenm→∞, we have
‖η(m)‖2∞ + ‖ζ (m)‖2∞ ≤
c8
2k
(
1
4
)m (‖η(0)‖2∞ + ‖ζ (0)‖2∞)→ 0.
Therefore the iterative algorithm (5.1)–(5.3) is convergent when τ is small. This completes the proof. 
6. Conclusion and extension
In this article, we consider a Crank–Nicolson type finite difference scheme for the coupled nonlinear Schrödinger
equations. We prove that the difference scheme has a unique and bounded solution and the finite difference solution is
convergent with the convergence order of O(τ 2 + h2) in L∞ norm.
For the general equations
i∂tu+ iσ∂xu+ k∂xxu+ (|u|2 + β|v|2)u+ γ u+ Γ v = 0, 0 < x < 1, 0 < t ≤ T , (6.1)
i∂tv − iσ∂xv + k∂xxv + (|v|2 + β|u|2)v + γ v + Γ u = 0, 0 < x < 1, 0 < t ≤ T , (6.2)
u(x, 0) = u0(x), v(x, 0) = v0(x), 0 ≤ x ≤ 1, (6.3)
u(0, t) = 0, u(1, t) = 0, v(0, t) = 0, v(1, t) = 0, 0 ≤ t ≤ T , (6.4)
construct the finite difference scheme
iδtu
n+ 12
j + iσδxˆun+
1
2
j + kδ2xun+
1
2
j +
1
2
[|un+1j |2 + |unj |2 + β (|vn+1j |2 + |vnj |2)] un+ 12j + γ un+ 12j + Γ vn+ 12j = 0,
1 ≤ j ≤ J − 1, 0 < n ≤ N − 1, (6.5)
iδtv
n+ 12
j − iσδxˆvn+
1
2
j + kδ2xvn+
1
2
j +
1
2
[|vn+1j |2 + |vnj |2 + β (|un+1j |2 + |unj |2)] vn+ 12j + γ vn+ 12j + Γ un+ 12j = 0,
1 ≤ j ≤ J − 1, 0 < n ≤ N − 1, (6.6)
u0j = u0(xj), v0j = v0(xj), 1 ≤ j ≤ J − 1, (6.7)
un0 = 0, unJ = 0, vn0 = 0, vnJ = 0, 0 ≤ n ≤ N. (6.8)
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We can also prove that the difference scheme (6.5)–(6.8) is convergent to the solution of the problem (6.1)–(6.4) with the
convergence order of O(τ 2 + h2) in L∞ norm.
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