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Abstract
A time series model in which the signal is buried in noise that is
non-Gaussian may throw up observations that, when judged by the
Gaussian yardstick, are outliers. We describe an observation driven
model, based on an exponential generalized beta distribution of the
second kind (EGB2), in which the signal is a linear function of past
values of the score of the conditional distribution. This specication
produces a model that is not only easy to implement, but which also
facilitates the development of a comprehensive and relatively straight-
forward theory for the asymptotic distribution of the maximum likeli-
hood estimator. The model is tted to US macroeconomic time series
and compared with Gaussian and Student-t models. A theory is then
developed for an EGARCH model based on the EGB2 distribution
and the model is tted to exchange rate data. Finally dynamic loca-
tion and scale models are combined and applied to data on the UK
rate of ination.
KEYWORDS: Beta distribution, EGARCH; fat tails; score; ro-
bustness; Students t; Winsorizing.
JEL classication; C22, G17.
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1 Introduction
The changing level, or location, of a time series is usually modeled by an
ARIMA model or a linear unobserved components model. The statistical
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treatment of linear Gaussian models is straightforward, with the Kalman
lter playing a key role in handling unobserved components. However, time
series are often subject to observations that, when judged by the Gaussian
yardstick, are outliers. This is a very real issue for nancial time series, but
it is also relevant for many macroeconomic series as well. Extending time
series models to deal with distributions whose tails are heavier than those of
the normal is therefore of considerable practical importance.
A new class of models in which the dynamics are driven by the score of
the conditional distribution of the observations has recently been developed
by Creal et al (2011, 2013) and Harvey (2013). Models of this kind are
called dynamic conditional score (DCS) models and they have already proved
useful for modeling location and scale. The models are relatively easy to
implement and their form facilitates the development of a comprehensive
and relatively straightforward theory for the asymptotic distribution of the
maximum likelihood estimator.
In an unobserved components signal plus noise model, additive outliers
may be captured by letting the noise have a Student t-distribution. The
DCS-t model proposed by Harvey and Luati (2012) provides an alternative
approach which is observation-driven in that the conditional distribution of
the observations is specied. The attractions of using the t-distribution to
guard against outliers in static models is well-documented; see, for example,
Lange, Little and Taylor (1989). A parametric approach may be compared
and contrasted with the methods in the robustness literature; see, for ex-
ample, Maronna, Martin and Yohai (2006, ch 8). Robust procedures for
guarding against additive outliers typically respond to large observations in
one of two ways: either the response function converges to a positive (nega-
tive) constant for observations tending to plus ( or minus) innity or it goes
to zero. These two approaches are usually classied as Winsorizing or as
trimming. As is well-known, the score for a t-distribution converges to zero
and so can be regarded as a parametric form of trimming. This connection
then raises the question as to whether there is a distribution which leads to
some form of Winsoring and which is amenable to treatment as a DCS model,
as is the Student-t model studied in Harvey and Luati (2012). It turns out
that one such distribution is the exponential generalized beta distribution of
the second kind (EGB2). The EGB2 distribution was rst analyzed in Pren-
tice (1975) and further explored by McDonald and Xu (1995). The aim of
this article is to set out the theory for the DCS location model with an EGB2
distribution and to illustrate its practical value. It is worth noting that the
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need to Winsorize observations is often thought to be necessary in applied
work; see Lui, Mitchell and Weale (2011, p 333-4) where the technique is
used on UK data.
A DCS-EGB2 model with a dynamic scale may also be developed. This
model belongs to the exponential generalized autoregressive heteroskedastic-
ity (EGARCH) class introduced by Nelson (1991) and is complementary to
the Student-t model discussed in Creal et al (2011) and Harvey (2013, ch 4).
Finally an EGB2 model for time-varying location and scale is developed.
The article is organized as follows. Section 2 reviews a number of issues.
The rst sub-section sets out a simple unobserved components model and
discusses the rationale for letting the dynamics depend on the conditional
score. The second sub-section discusses classications of tail behaviour in
distributions and the third shows how these classications are related to ro-
bust estimators for both location and scale. The asymptotic distribution of
the maximum likelihood estimator for the rst-order DCS model is given in
Section 3 and the models for a Student t-distribution and a general error
distribution are reviewed. Properties of the EGB2 distribution are reviewed
in Section 4 and the DCS location model with an EGB2 distribution is in-
troduced and analysed in Section 5. Section 6 presents some applications
to macroeconomic time series and the consequences of a structural shift in
the level of a series are briey discussed in Section 7. The properties of the
EGB2-EGARCHmodel are derived in Section 8 and its use is illustrated with
data on exchange rates. Section 9 ts the EGB2 model with time-varying
location and scale to UK ination data and Section 9 concludes.
2 Filters, heavy tails and robust estimation
The rst sub-section below sets out a simple unobserved components model
and shows how the innovations form of the Kalman lter may be adapted to
form a DCS model. The way in which tails of distributions may be classied
is reviewed in the second sub-section and nally tail behaviour is related to
the considerations of robustness.
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2.1 Unobserved components and lters
A simple Gaussian signal plus noise model is
yt = t + "t; "t  NID
 
0; 2"

; t = 1; : : : ; T; (1)
t+1 = t + t; t  NID(0; 2);
where the irregular and level disturbances, "t and t respectively, are mutu-
ally independent and the notation NID (0; 2) denotes normally and inde-
pendently distributed with mean zero and variance 2. The autoregressive
parameter is ; while the signal-noise ratio, q = 2=
2
"; plays the key role in
determining how observations should be weighted for prediction and signal
extraction. The reduced form (RF) of (1) is an ARMA(1,1) process
yt = yt 1 + t   t 1; t  NID
 
0; 2

; t = 1; :::; T (2)
but with restrictions on : For example, when  = 1; 0    1:
The UC model in (1) is e¤ectively in state space form and, as such, it may
be handled by the Kalman lter (KF); see Harvey (1989). The parameters
 and q may be estimated by maximum likelihood (ML), with the likelihood
function constructed from the one-step ahead prediction errors. The KF can
be expressed as a single equation which combines tjt 1; the optimal estimator
of t based on information at time t 1; with yt in order to produce the best
estimator of t+1. Writing this equation together with an equation that
denes the one-step ahead prediction error, vt; gives the innovations form of
the KF:
yt = tjt 1 + vt; (3)
t+1jt = tjt 1 + ktvt:
The Kalman gain, kt; depends on  and q. In the steady-state, kt is constant.
Setting it equal to  in (3) and re-arranging gives the ARMA model (2) with
t = vt and    = :
When the noise in (1) comes from a heavy-tailed distribution such as
Students t it can give rise to observations which, when judged against
the yardstick of a Gaussian distribution, are additive outliers. As a re-
sult tting a Gaussian model is ine¢ cient and may even yield estimators
which are inconsistent. Simulation methods, such as Markov chain Monte
Carlo (MCMC) and particle ltering, provide the basis for a direct attack
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on such non-Gaussian models; see Durbin and Koopman (2012). However,
simulation-based estimation can be time-consuming and subject to a degree
of uncertainty. In addition the statistical properties of the estimators are not
easy to establish.
The DCS approach begins by writing down the distribution of the t-
th observation, conditional on past observations. Time-varying parameters
are then updated by a suitably dened lter. Such a model is said to be
observation driven. In a linear Gaussian UC model, the KF depends on the
one step-ahead prediction error. The main ingredient in the DCS lter for
non-Gaussian distributions is the replacement of vt in the KF equation by a
variable, ut; that is proportional to the score of the conditional distribution;
compare Maronna, Martin and Yohai (2006, p 272-4) and the references
therein. Thus the second equation in (3) becomes
t+1jt = tjt 1 + ut; (4)
where  is treated as an unknown parameter. This lter could be regarded
as an approximation to the computer intensive solution for the parameter
driven uobserved components model. The attraction of regarding it as a
model in its own right is that it becomes possible to derive the asymptotic
distribution of the maximum likelihood estimator and generalize in various
directions.
2.2 Heavy tails
The Gaussian distribution has kurtosis of three and a distribution is said to
exhibit excess kurtosis, or to be leptokurtic, if its kurtosis is greater than
three. Although many researchers take excess kurtosis as dening heavy
tails, it is not, in itself, an ideal measure, particularly for asymmetric dis-
tributions. Most classications in the insurance and nance literature begin
with the behaviour of the upper tail for a non-negative variable, or one that
is only dened above a minimum value; see Asmussen (2003) or Embrechts,
Kluppelberg and Mikosch (1997). The two which are relevant here are as
follows.
A distribution is said to be heavy-tailed if
lim
y!1
exp(y=)F (y) =1 for all  > 0; (5)
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where F (y) = Pr(Y > y) = 1   F (y) is the survival function. When y has
an exponential distribution, F (y) = exp( y=); so exp(y=)F (y) = 1 for all
y: Thus the exponential distribution is not heavy-tailed.
A distribution is said to be fat-tailed if, for a xed positive value of ;
F (y) = cL(y)y ;  > 0; (6)
where c is a non-negative constant and L(y) is slowly varying1, that is
lim
y!1
L(ky)
L(y)
= 1:
The parameter  is the tail index. The implied PDF is a power law PDF
f(y)  cL(y)y  1; y !1;  > 0; (7)
where  is dened such that a(x)  b(x) as x ! x0 if limx!x0(a=b) ! 1:
The m-th moment exists if m < : The Pareto distribution is a simple case
in which F (y) = y  for y > 1: If a distribution is fat-tailed then it must be
heavy-tailed, but the converse is not true; see Embrechts, Kluppelberg and
Mikosch (1997, p 41-2).
The complement to the Pareto distribution is the power function distri-
bution for which F (y) = y; 0 < y < 1;  > 0: More generally,
F (y) = cL(y)y; 0 < y < 1;  > 0:
Hence f(y)  cL(y)y 1 as y ! 0.
The above criteria are related to the behavior of the conditional score
and whether or not it discounts large observations. This, in turn, connects
to robustness, as shown in the sub-section following. More specically, con-
sider a power law PDF, (7), with y divided by a scale parameter; ', so that
F (y=') = cL(y=')(y=')  and f(y)  cL(y)' 1(y=')  1: Then
@ ln f=@'  =' as y !1 (8)
and so the score is bounded. With the exponential link function, ' = exp();
1More generally regularly varying is limy!1(L(ky)=L(y)) = k ; see Embrechts, Klup-
pelberg and Mikosch (1997, p. 37, 564). Fat-tailed distributions are regularly varying with
 =   > 0:
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@ ln f=@   as y !1: Similarly as y ! 0; @ ln f=@  :
The logarithm of a variable with a fat-tailed distribution has exponential
tails. Let x denote a variable with a fat-tailed distribution in which the scale
is written as ' = exp() and let y = ln x: Then for large y
f(y)  cL(ey)e (y );  > 0; as y !1;
whereas as y !  1; f(y)  cL(ey)e(y );  > 0: Thus y is not heavy-
tailed, but it may exhibit excess kurtosis. The score with respect to location,
; is the same as the original score with respect to the logarithm of scale and
so tends to  as y !1:
2.3 Robust estimation
The location-dispersion model is
yt = + '"t; t = 1; :::; T; (9)
where "t is a standardized variable with PDF ("t) and the scale, ', for the
variable yt  is called the dispersion for yt; see Maronna, Martin and Yohai
(2006, p37-8). The density for yt is
f(yt;; '; ) = '
 1f((yt   )=');
where  denotes one or more shape parameters, and the scores for  and
' are given by di¤erentiating ln f(yt) = ((yt   )=')   ln': The score for
location is
@ ln ft
@
=
@(zt)
@
=  L(zt);
where zt = (yt   )='; whereas the score for scale is
@ ln ft
@'
=
@(zt)
@'
  1
'
=  S(zt) 
1
'
:
Note that
 S(zt) = '
 1zt L(zt): (10)
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If the scale is parameterized with an exponential link function, ' = exp;
the score is
@ ln f
@
=
@(zt)
@
  1 =  S(zt)  1 = zt L(zt)  1: (11)
Remark 1 If xt = '"t in (9) and yt = ln xt; then the logarithm of the scale
parameter for xt; that is ln'; becomes the location for yt: Hence  L(yt) =
 S(xt):
The ML estimators are asymptotically e¢ cient, assuming certain regu-
larity conditions hold. More generally (:) may be any function deemed to
yield estimators with good statistical properties. In particular, the estimators
should be robust to observations which would be considered to be outliers
for a normal distribution. When normality is assumed, the ML estimators
of the mean and variance are just the corresponding sample moments, but
these can be subject to considerable distortion when outliers are present. Ro-
bust estimators, on the other hand, are resistant to outliers while retaining
relatively high e¢ ciency when the data are from a normal distribution.
The M-estimator, which features prominently in the robustness litera-
ture, has a Gaussian response until a certain threshold, K; whereupon it is
constant; see Maronna, Martin and Yohai (2006, p 25-31). This is known as
Winsorizing as opposed to trimming, where observations greater than K in
absolute value are given a weight of zero2.
3 DCS location models
The stationary rst-order DCS model corresponds to the Gaussian innova-
tions form, (3), and is
yt = tjt 1 + vt = tjt 1 + exp()"t; t = 1; :::; T;
t+1jt =  + tjt 1 + ut; jj < 1; (12)
where ! = =(1   ) is the unconditional mean of tjt 1, "t is a serially
independent, standardized variate and ut is proportional to the conditional
score, that is ut = k:@ ln f(yt j yt 1; yt 2; :::)=@tjt 1; where k is a constant.
2In both cases a (robust) estimate of scale needs to be pre-computed and the process of
computing M-estimates is then often iterated to convergence. The same is true for other
  functions in the literature.
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More generally, an ARMA-type model of order (p; r) is
t+1jt =  + 1tjt 1 + :::+ pt p+1jt p + 0ut + 1ut 1 + :::+ rut r: (13)
In the Gaussian case ut = yt tjt 1 and if q is dened as max(p; r+1); then
yt is an ARMA(p; q) process with MA coe¢ cients i = i   i 1; i = 1; ::; q:
Nonstationary ARIMA-type models may also be constructed as may struc-
tural times series models with trend and seasonal components. Explanatory
variables can be introduced into DCS models, as described in Harvey and
Luati (2012).
Maronna, Martin and Yohai (2006, sect 8.6 and 8.8) give a robust algo-
rithm for AR and ARMA models with additive outliers. For a rst-order
model their lter is essentially the same as (12) except that their dynamic
equation is driven by a robust    function and they regard the model as
an approximation to a UC model3.
3.1 Estimation
The ML estimates of the parameters,  = (; , !)0; in a DCS location model
can be obtained by maximizing the log-likelihood function with respect to
the unknown parameters. The asymptotic distribution of the ML estimator
in a rst-order DCS model is derived in Harvey (2013). Dene
a = + E

@ut
@

(14)
b = 2 + 2E

@ut
@

+ 2E

@ut
@
2
 0
c = E

ut
@ut
@

;
3Muler, Pe~na and Yohai (2009, p817) note two shortcomings of the estimates obtained
in this way. They write: First, these estimates are asymptotically biased. Second, there
is not an asymptotic theory for these estimators, and therefore inference procedures like
tests or condence regions are not available. They then suggest a di¤erent approach
and show that it allows an asymptotic theory to be developed. As with robust estimation
generally, a preliminary robust estimate of scale is needed.
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where unconditional and conditional expectations are the same. When scale
and shape parameters are known and b < 1, the information matrix for a
single observation is time-invariant and given by
I( ) = (2u=k
2)D( ); (15)
where 2u=k
2 is the information quantity for a single observation and
D( ) = D
0@ eee!
1A = 1
1  b
24 A D ED B F
E F C
35 ; (16)
with
A = 2u; B =
22u(1 + a)
(1  2)(1  a) ; C =
(1  )2(1 + a)
1  a ;
D =
a2u
1  a; E = c(1  )=(1  a) and F =
ac(1  )
(1  a)(1  a) :
The ML estimator is asymptotically normal with covariance matrix given
by the inverse of (15). In a location model, c = 0 when the distribution is
symmetric.
More generally consider a vector of parameters, ; such that  = (1;
0
2)
0:
Suppose that 2 consists of n  1  1 xed parameters, whereas 1 is time-
varying and depends on a set of parameters,  . When the terms in the infor-
mation matrix of the static model that involve 1, including cross-products,
do not depend on 1;
I

 
2

=
24 E @ ln ft@1 2D( ) dE @ ln ft@1 @ ln ft@02 
E

@ ln ft
@1
@ ln ft
@2

d0 E

@ ln ft
@2
@ ln ft
@02

35 ; (17)
where D( ) is the matrix in (16) and d =(0; 0; (1  )=(1  a))0.
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3.2 Dynamic Student-t location model
The t-distribution with a location of  and scale of ' has probability density
function (PDF)
f (y;; '; ) =
  (( + 1) =2)
  (=2)'
p


1 +
(y   )2
'2
 (+1)=2
; ';  > 0;
(18)
where  is the degrees of freedom and   (:) is the gamma function. Moments
exist only up to and including    1. For  > 2; the variance is 2 =
f= (   2)g'2: The excess kurtosis, that is the amount by which the normal
distributions kurtosis of three is exceeded, is 6=(  4); provided that  > 4:
The t distribution has fat tails for nite  with the tail index given by ;
see McNeil et al (2005, p293).
When the location changes over time, it may be captured by a model in
which, conditional on past observations, yt has a t-distribution with tjt 1
generated by a linear function of
ut =
 
1 +  1e 2(yt   tjt 1)2
 1
vt; t = 1; :::; T; (19)
where vt = yt   tjt 1 is the prediction error. Di¤erentiating the log-density
shows that ut is proportional to the conditional score, @ ln ft=@tjt 1 = ( +
1) 1 exp( 2)ut: For low degrees of freedom, the score function is such that
observations that would be seen as outliers for a Gaussian distribution are
far less inuential. As jyj ! 1; the response tends to zero. Redescending
M-estimators, which feature in the robustness literature, have the same prop-
erty. For example, Tukeys biweight function is  (z) = [1   (x=4:685)2]2+z;
where [ ]+ denotes the positive part of the term in [ ]:This function imple-
ments soft trimming, as opposed to metric trimming, where  (z) = z for
jzj  K and is zero thereafter. The t score function is even softer.
The variable ut can be written ut = (1  bt)(yt   tjt 1); where
bt =
(yt   tjt 1)2= exp(2)
1 + (yt   tjt 1)2= exp(2)
; 0  bt  1; 0 <  <1; (20)
is distributed as beta(1=2; =2); see Harvey (2013, Chapter 3). The u0ts
are IID(0; 2u) and symmetrically distributed with 
2
u = 
2( + 3) 1( +
1) 1 exp(2): Since the u0ts are IID(0; 
2
u); tjt 1 is weakly and strictly sta-
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tionary so long as jj < 1: Although determining the statistical properties of
tjt 1 requires assuming that it started in the innite past, the lter needs
to be initialized in practice and this may be done by setting 1j0 = !.
All moments of ut exist and the existence of moments of yt is not a¤ected
by the dynamics. The autocorrelations can be found from the innite MA
representation; the patterns are as they would be for a Gaussian model.
For a stationary rst-order model, as in (12), an analytic expression for the
information is given in Harvey (2013).
There are a number of ways in which skewness may be introduced into a t-
distribution. One possibility is the method proposed by Fernandez and Steel
(1998). There is a minor technical issue in that the score is not di¤erentiable
at the mode but as, Zhu and Galbraith (2011) show, the asymptotic theory
for the ML estimator still goes through in the usual way. The asymptotic
theory for the DCS skew-t location model also goes through; see Harvey
(2013, Section 3.11 ).
3.3 General error distribution
The PDF of the general error distribution, denoted GED(), is
f (y;; '; ) =

21+1=' (1 + 1=)
 1
exp(  j(y   )='j =2); ';  > 0;
where ' is a scale parameter, related to the standard deviation by the formula
 = 21=(  (3=) =  (1=))1=2':
The normal distribution is obtained when  = 2; in which case  = ': Setting
 = 1 gives the Laplace, or double exponential, distribution, for which in
which case  = 2
p
2': Therefore when 1    2; which is usually the case,
the GED distribution provides a continuum between the normal and Laplace.
The kurtosis is   (5=)   (1=) =  (3=) ; so for  = 1 the excess kurtosis is
three.
The score for  is
@ ln ft(; ; )
@
=

2'
sgn(y   ) jyt   j 1 ; t = 1; :::; T;
but it is convenient to dene ut in the DCS model as (2'=) times the score.
For  = 1; the score is sgn(yt   tpt 1); except at yt = tpt 1; where it is
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not dened. The value of 2u is unity for both  = 2 and  = 1 because
2u = 2
2( 1)= (2   1)= (1=):
The ML estimator of  when  = 1 is the median. The usual asymptotic
properties of the ML estimator of  can be shown to hold, though the proof
is non-standard for  < 2 because the score function is not continuous at
y = ; see Zhu and Zinde-Walsh (2009). However, for the DCS model,
the asymptotic theory in sub-section 3.1 runs into di¢ culties when  
1:5 because the higher order moments upon which b depends do not exist.
Specically
@ut
@tjt 1
= (   1)
yt   tpt 1exp()
 2 ;
and the expectation of its square only exists fo  > 1:5: The ability of the
model to capture leptokurtic behaviour is therefore limited because the excess
kurtosis for  = 1:5 is only 0.762.
4 Exponential generalized beta distribution
The exponential generalized beta distribution of the second kind (EGB2) is
obtained by taking the logarithm of a variable with a GB2 distribution. The
PDF of a GB2(; ; ; &) variate is
f(x) =
(x=) 1
B(; &) [(x=) + 1]
+&
; ; ; ; & > 0; (21)
where  is the scale parameter, ;  and & are shape parameters and B(; &) is
the beta function; see Kleiber4 and Kotz (2003, ch6). The GB2 distribution
contains many important distributions as special cases, including the Burr
( = 1) and log-logistic ( = 1; & = 1). GB2 distributions are fat tailed
for nite  and & with upper and lower tail indices of  = & and  = 
respectively. The absolute value5 of a tf variate is GB2(f 1=2'; 2; 1=2; f=2)
with tail index is  =  = f:
4Note that Kleiber and Kotz (2003) have  and  in reverse order, ie they write
GB2(; ; ; &): Our preference is to put  rst because it becomes a location parameter
in EGB2.
5On the other hand the absolute value of GED variate is generalized gamma with the
product of the scale parameters equal to one; in the notation of Harvey (2013, ch 5),
 = 1:
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The properties which EGB2 inherits from GB2 have important implica-
tions for the score function and hence for robustness to additive outliers.
The connection between the score for a t-distribution and redescending M-
estimators is well-known; see sub-section 3.3 and Maronna, Martin and Yohai
(2006, pp 29). The fact that the EGB2 distribution gives a gentle form of
Winsorizing is less well-known, although its robustness properties have been
studied by McDonald and White (1993).
If x is distributed as GB2(; ; ; &) and y = ln x; the PDF of the EGB2
variate y is
f(y;; ; ; &) =
 expf(y   )g
B(; &)(1 + expf(y   )g)+& : (22)
What was the logarithm of scale in GB2 now becomes location in EGB, that
is ln becomes . Furthermore  is now a scale parameter, but  and & are
still shape parameters and they determine skewness and kurtosis.
The EGB2 distribution has exponential tails; see the end of sub-section
2.2. All moments exist, the rst four being as follows:
Mean: E(y) = +  1[ ()   (&)] (23)
Variance: 2 = E(y   E(y))2 =  2[ 0() +  0(&)] (24)
Skewness:
E(y   E(y))3
3
=
 00()   00(&)
[ 0() +  0(&)]3=2
(25)
Kurtosis:
E(y   E(y))4
4
=
 000() +  000(&)
[ 0() +  0(&)]2
+ 3; (26)
where  ,  0,  00 and  000 are polygamma functions of order 0, 1, 2 and 3
respectively. The EGB2 distribution is positively (negatively) skewed when
 > & ( < &) and its kurtosis decreases as  and & increase. Skewness ranges
between -2 and 2 and kurtosis6 lies between 3 and 9. There is excess kurtosis
for nite  and/or &:
Although  is a scale parameter, it is the inverse of what would be con-
sidered a more conventional measure of scale. Thus scale is better dened as
6The maximum kurtosis in the symmetric case is 6 and is for  = & = 0: The kurtosis
of 9 is achieved when ( or &) = 0 and &( or )=1:
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1= or as the standard deviation7
 =
q
 0() +  0(&)= = h(; &)= = h=: (27)
The following results will be used in a number of places when the  parame-
terization is adopted.
Lemma 1 Let  = &: Then (i) h2 = 2 as  !1; and h ! 2=h!1:(ii)
h =
p
2 for  = 0: Or equivalently, (i)  0() = 1 and 
p
 0()! 1=
p
 0()
as  !1 (ii) 
p
 0() = 1 for  = 0:
The PDF of the EGB2 with the standard deviation parameterization is
f(y;; ; ; &) =
h expfh(y   )=g
B(; &)(1 + expfh(y   )=g)+& :
When  = &, the EGB2 distribution is symmetric; for  = & = 1 it is a logistic
distribution and when  = & ! 1 it tends to a normal distribution. The
case of  = & = 0 is important, but rarely mentioned in the literature.
Proposition 1 When  = & = 0 in the EGB2 of (27), the distribution is
double exponential or Laplace.
Proof. For simplicity of notation let  = 0: Suppose y  0: Then, noting
that  (kz)= (z) = 1=k and writing  () =  1 ( + 1);
f(y; 0; h=; ; ) =
h (2) expf h jy=jg
 () ()(1 + expf h jy=jg)2
=
h (2 + 1) expf h jy=jg
 ( + 1) ( + 1)2(1 + expf h jy=jg)2
Cancelling the 0s; setting  = 0 and noting that h =
p
2 when  = 0 gives
the result because  = 2
p
2':When y > 0 we rst need to multiply numera-
tor and denominator by expf 2hy=g before invoking the same argument.
Plots of the (symmetric) EGB2, GED and Students t with the same
excess kurtosis shows them to be very similar. It is di¢ cult to see the heavier
7With the standard deviation parameterization, E(y) = + [ ()   (&)]=h:
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tails of the t distribution, and the only discernible di¤erence among the three
distributions is in the peak, which is higher and more pointed for the GED.
The EGB2 in turn is more peaked than the t. As the excess kurtosis increases,
the di¤erences between the peaks become more marked; see Figure ??.
5 Dynamic EGB2 location model
The score function for the GB2 distribution with respect to ln is bounded,
reecting the fact that the distribution has a fat tail and  is a scale pa-
rameter; see sub-section 2.3. The score function with respect to location
in the EGB2 distribution is of exactly the same form and so inherits the
boundedness property; see Remark 1. Specically,
ln ft(yt; ; ; &) = ln  tpt 1+yt (+&) ln((eyt tpt 1)+1)  lnB(; &);
with tpt 1 as in (12), and so
@ ln ft
@tpt 1
= ( + &)bt(; &)  ; t = 1; :::; T;
where
bt(; &) =
e(yt tpt 1)
e(yt tpt 1) + 1
:
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Figure 1: Score functions for EGB2 (thick line), GED (medium line) and
t (thick dash), all with excess kurtosis of 2. Thin line shows normal score.
(Note that  = 1 and u( y) =  u(y) for y > 0):
Because 0  bt(; &)  1; it follows that as y ! 1; the score approaches an
upper bound of &, whereas y !  1 gives a lower bound of :
It will prove more convenient to replace  by h= and to dene ut as
ut = 
2 @ ln ft
@tpt 1
= h[( + &)bt(; &)  ]: (28)
We note that the upper and lower bounds are 
p
2 and  p2 respectively
when & =  = 0: On the other hand, there is no upper (lower) bound for &(or
) ! 1 because h& ! 1 ( as does h): As & =  ! 1; the distribution
becomes normal and so for large & and ; ut ' yt   tpt 1:
Figure 1 shows the score functions for standardized ( = 1) EGB2, GED
and t distributions, all with excess kurtosis of two. The shape parameters for
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the three distributions are  = 0:5;  = 1:148 and  = 7: Given the apparent
similarity of the PDFs, the di¤erence in the behaviour of the score functions
is striking. The score for the t distribution is redescending, reecting the
fact that it has fat tails, as dened in sub-section 2.2. There is no upper
bound with GED, except when it becomes a Laplace distribution and the
score is p2 for y 6= 0. Neither the EGB2 nor the GED distribution has
heavy tails. However, the EGB2 distribution has exponential tails, whereas
the GED distribution is super-exponential for  > 1. Hence the EGB2 score
is bounded and what we get is a gentle form of Winsorizing.
Andres and Harvey (2012) study time-varying scale in a GB2 DCS model
parameterized with an exponential link function. Many of the results given
there and in Harvey (2013) therefore apply to the EGB2 model with time-
varying location. In particular, the variable bt(; &) is IID with a beta(; &)
distribution at the true parameter values. Thus, it is easy to conrm that
E(ut) = 0 and to obtain the variance of ut as
2u = 
2h2&=( + & + 1):
As ; & !1; 2u ! 2:
5.1 Maximum likelihood estimation
The asymptotic distribution of the ML estimators of the parameters in a
dynamic location model with an EGB2 distribution is the same as for a
dynamic model for the logarithm of scale with a GB2 distribution. Hence
the information matrix is as in Harvey (2013, ch 5). However, an exponential
link function for scale ensures that it remains positive and it is also crucial
for the development of an asymptotic theory when the scale is allowed to
be time-varying later in the paper. For many puposes, it is more convenient
to parameterize the scale in terms of the standard deviation in (27) and
so  is replaced by h exp( ). Unfortunately, the presence of h = h(; &)
complicates the information matrix, as shown in the appendix. Thus it is
simpler to just replace  by exp( ); where  =    lnh; if asymptotic
standard errors are to be computed. The likelihood function can still be
maximized with respect to  and, in fact, this turns out to be much better
for stability and convergence of the numerical optimization. Standard errors
are of little practical importance for scale parameters and the standard errors
of the other parameters do not depend on the parameterization of the scale.
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Proposition 2 Dene
a =    &
 + & + 1
; c = 
e &(   &)
(& +  + 2)(& +  + 1)
;
b = 2   2 &
 + & + 1
+ 2
( + &)& (& + 1) ( + 1)
(& +  + 3)(& +  + 2)(& +  + 1)
(29)
and note that k = 2: For a conditional EGB2 distribution, with  replaced
by exp( ); and a rst-order stationary dynamic model for the location with
b < 1; the limiting distribution of
p
T (e 0  0;e ; e ; e& &)0 is multivariate
normal with covariance matrix given by the inverse of
I
0BB@
 


&
1CCA =
26664
e 2&
1++&
D( ) I12d
e &
+&
d  e
 
+&
d
I21d
0 I22 I23 I24
e &
+&
d0 I23  
0()   0( + &)   0( + &)
 e 
+&
d0 I24   0( + &)  0(&)   0( + &)
37775
with
I21 = I12 =
 e (   &   & ( ()   (&)))
1 +  + &
; I23 = I32 =
& ( ()   (&))  1
 + &
;
I24 = I42 =
 ( (&)   ())  1
 + &
and
I22 =
&
1 +  + &
" 
 0() +  0(&) +

 (&)   () +    &
&
2!
 

2 + &2
2&2
#
+1:
Proof. Using (14) to evaluate a; b and c gives
E

@ut
@

=  ( + &)E(bt(1  bt)) =  &
 + & + 1
;
E

@ut
@
2
= ( + &)2E[b2t (1  bt)2] =
( + &)& (& + 1) ( + 1)
(& +  + 3)(& +  + 2)(& +  + 1)
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and
E

ut
@ut
@

=  ( + &)2E[b2t (1  bt)] + ( + &)E[bt(1  bt)]
=
2&
( + & + 1)
  &( + &) ( + 1)
(& +  + 2)(& +  + 1)
:
Because ut is the score times the variance, the expressions for a; b and c
in (29) are independent of scale.
Note that if the estimator of  has been computed,  =    lnh:
5.2 Estimation for a symmetric distribution
When  and & are constrained to be equal, the information matrix is
I
0@  

1A =
264
e 22
1+2
D( ) 0 0
0 2+2
2 0() 1
1+2
 1

0  1

2 0()  4 0(2)
375 : (30)
The expression for b can be simplied to
b = 2   2 
2
2 + 1
+ 2
3( + 1)
42 + 8 + 3
; (31)
while a =   2=(2 + 1) and c = 0:
For small ; b w 2   4 + (4=3)2= so the condition b < 1 will be
violated if  is too close to zero when  is non-zero. On the other hand,
letting  !1 yields
b = 2   2+ 2 = (  )2
and j  j < 1 is the standard invertibility condition for the Gaussian
ARMA(1,1) model. Figure 2 shows b plotted against  for various com-
binations of parameters.
When  is set to 0; the information matrix for  and  is as for a Laplace
distribution. On the other hand, if  is unknown, the terms in the information
matrix that are associated with it go to innity. A stable information matrix
can be obtained by using an exponential link function for : Then, with
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Figure 2: Symmetric EGB2: plot of b against  for  = 0:9 with  = 1 (lower
line) and  = 0:1; dashed line is for  = 1 with  = 0:1:
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 = exp();
I
0@  

1A =
264
e 2 0()2
1+2
D( ) 0 0
0 2+2
2 0() 1
1+2
 1
0  1 2[2 0()  4 0(2)]
375 ; (32)
and setting  = 0 gives
I
0@  

1A =
24 2e 2D( ) 0 00 1  1
0  1 1
35 : (33)
Unfortunately the matrix is singular, so the problem is not resolved. (This
identiability problem does not arise with the GED shape parameter, ;
perhaps because  = 1 is not on the boundary of the parameter space. But,
as noted, the DCS asymptotics do not work for   1:5:) The implication
is that even in a static model, ML estimation may be unstable for shape
parameters close to zero. However, small values of these parameters are, in
any case, ruled out by the condition b < 1:
For the normal distribution matters are more straightforward. Setting
 = 
2
gives
I
0@ 

1A =
264
2e 2 0()2
1+2
0 0
0 2+2
2 0() 1
1+2
 2 1=2
0  2 1=2 4[ 0()   0(2)]
375 ; (34)
and letting  !1 yields
I
0@ 

1A =
24 e 2 0 00 2 0
0 0 2
35 : (35)
Finally note that the hypothesis that  = & is easily tested with a LR
statistic. A Wald or Lagrange multiplier (LM) test is also an option. A test
of the null hypothesis of Gaussianity can be carried out with a LR test, but
with the critical value of the 21 distribution set at a value corresponding to
double the test size; see Cherno¤ (1954). An LM test may also be carried out
as an alternative to the standard Bowman-Shenton test on third and fourth
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moments. The diagonality of the information matrix in (35) makes the test
statistic fairly simple.
5.3 Tests for serial correlation
Before tting a model, a test against serial correlation may be carried out.
Lagrange multiplier (LM) tests against anMA(P) process are based on Ljung-
Box (portmanteau) statistics formed using the score. One possibility is to
t an EGB2 distribution to the raw data and to construct scores using the
estimated location, scale and shape parameters. An alternative is simply to
assume a Laplace distribution, in which case the scores are just indicator
variables which take the value one when the observation is above the sample
median or minus one if it is below. Thus the information is the same as is
used for a runs test and such a test provides an alternative to a test based
on sample autocorrelations.
6 Macroeconomic time series
Dynamic location models were tted to the growth rate of US GDP, industrial
production and gross xed private investment using EGB2, Students t and
normal distributions. GDP and investment data are quarterly, ranging from
1947q1 to 2012q4. Industrial production data are monthly and range from
January 1960 to February 2013. All data are seasonally adjusted and taken
from the Federal Reserve Economic Data (FRED) database of the Federal
Reserve of St. Louis.
When rst-order Gaussian models are tted, there is little indication of
residual serial correlation. There is excess kurtosis in all cases, but no evi-
dence of asymmetry. For example, with GDP the Bowman-Shenton statistic
is 30:04, which is clearly signicant because the distribution under the null
hypothesis of Gaussianity is 22: The non-normality clearly comes from excess
kurtosis, which is 1:9, rather than from skewness, which is only 0:18 (with
a p   value of 0.24). Comparing the residuals with a tted normal shows
them to have a higher peak at the mean, as well as heavier tails; see Figure
3
The tables below report the estimation results. The Student-t model and
the asymmetric EGB2, denoted EGB2a, outperform the Gaussian model
in all cases with the shape parameters conrming the excess kurtosis and
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Figure 3: Residuals from tting a rst-order Gaussian model to GDP.
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lack of skewness. The EGB2a model is relatively better than the t model
with GDP and investment data, according to all the information criteria
reported, whereas it is slightly worse with industrial production data. The
symmetric EGB2 distribution, called simply EGB2; is better in all cases,
whether judged by an information criterion or a likelihood ratio test.
The  parameter is the logarithm of scale, ; but the estimates of  are
shown because these are comparable across di¤erent distributions.
Table 1 US GDP
  !   (or )   b
EGB2a
Num SE
Asy SE
0:30
(0:063)
(0:054)
0:50
(0:104)
(0:142)
0:009
(0:002)
(0:003)
 5:40
(0:316)
(0:413)
0:82
(0:366)
(0:469)
0:93
(0:426)
(0:548)
0:0091 0:053
EGB2
Num SE
Asy SE
0:30
(0:063)
(0:054)
0:50
(0:103)
(0:143)
0:008
(0:001)
(0:001)
 5:40
(0:324)
(0:415)
0:88
(0:394)
(0:502)
  0:0091 0:054
t
Num SE
Asy SE
0:50
(0:094)
(0:089)
0:50
(0:103)
(0:141)
0:008
(0:001)
(0:001)
 4:88
(0:071)
(0:056)
6:49
(2:364)
(1:887)
  0:0091 0:049
Gaussian
Num SE
Asy SE
0:35
(0:058)
(0:061)
0:49
(0:112)
(0:141)
0:008
(0:001)
(0:001)
 4:70
(0:044)
(0:044)
    0:0091 0:020
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Table 2 US gross xed private investment
  !   (or )   b
EGB2
Num SE
Asy SE
0:16
(0:055)
(0:045)
0:42
(0:156)
(0:234)
0:019
(0:008)
(0:008)
 4:32
(0:445)
(0:514)
0:35
(0:170)
(0:206)
0:44
(0:252)
(0:271)
0:0525 0:073
EGB2s
Num SE
Asy SE
0:14
(0:057)
(0:043)
0:41
(0:176)
(0:261)
0:011
(0:004)
(0:004)
 4:57
(0:826)
(0:614)
0:29
(0:269)
(0:200)
  0:0525 0:081
t
Num SE
Asy SE
0:35
(0:114)
(0:104)
0:38
(0:171)
(0:257)
0:011
(0:004)
(0:004)
 3:24
(0:085)
(0:060)
4:20
(1:275)
(0:881)
  0:0543 0:049
Gaussian
Num SE
Asy SE
0:21
(0:059)
(0:062)
0:36
(0:161)
(0:257)
0:009
(0:004)
(0:004)
 2:95
(0:044)
(0:044)
    0:0525 0:019
Table 3 US Industrial production
  !   (or )   b
EGB2a
Num SE
Asy SE
0:20
(0:032)
(0:027)
0:86
(0:036)
(0:040)
0:003
(0:001)
(0:001)
 6:07
(0:220)
(0:289)
0:50
(0:142)
(0:181)
0:57
(0:157)
(0:207)
0:0069 0:406
EGB2
Num SE
Asy SE
0:20
(0:033)
(0:027)
0:85
(0:036)
(0:040)
0:003
(0:001)
(0:001)
 6:05
(0:214)
(0:287)
0:55
(0:147)
(0:196)
  0:0069 0:400
t
Num SE
Asy SE
0:40
(0:060)
(0:055)
0:85
(0:036)
(0:040)
0:002
(0:001)
(0:001)
 5:25
(0:046)
(0:038)
4:49
(0:743)
(0:634)
  0:0071 0:396
Gaussian
Num SE
Asy SE
0:25
(0:032)
(0:035)
0:83
(0:041)
(0:046)
0:002
(0:001)
(0:001)
 4:95
(0:028)
(0:028)
    0:0071 0:343
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Table 4 US macroeconomic series - Model comparison
Log-Likelihood AIC BIC
GDP
EGB2a 868:548  6:559  6:478
EGB2 868:376  6:566  6:498
t 868:242  6:565  6:497
Gaussian 862:212  6:526  6:472
Gross xed private investment
EGB2a 414:032  3:103  3:021
EGB2 416:001  3:125  3:058
t 411:91  3:094  3:026
Gaussian 401:947  3:026  2:972
Industrial production
EGB2a 2292:18  7:167  7:125
EGB2 2291:66  7:168  7:133
t 2293:56  7:174  7:139
Gaussian 2255:21  7:057  7:029
Figure 4 shows the investment series with the ltered estimates of loca-
tion, tjt 1; for the symmetric EGB2, Gaussian and t-models. As can be seen
the main di¤erence is in the rst quarter of 2009, where the response from
the Gaussian model is more pronounced.
7 Structural breaks
It might be thought that the EGB2 and t lters will be less responsive to
a permanent change in the level than the linear Gaussian lter. However,
for moderate size shifts, the score functions in Figure 1 suggest that this
might not be the case, because only for large observations is the Gaussian
response bigger than the response of the robust lters. For example, for
the logistic (EGB2 with unit shape parameters), the score is only smaller
than the observation ( and hence the linear lter) when it is more than
(approximately) 1.6 standard deviations from the mean. The behaviour of
the t-lter is similar.
In order to investigate the issue of adapting to a permanent change in
level, an upward shift was added to the US industrial production data at the
begining of 2010. The size of the shift was calibrated so as to be proportional
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Figure 4: Estimates of location for US Investment
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Figure 5: Response of Gaussian, EGB2 and t-lters to a one SD shift in level
in January 2010
to the sample standard deviation of the series. The results are shown in the
Figures 5 and 6. For a one standard deviation shift the paths of all three
lters after the break are very similar. Only for two standard deviations does
the Gaussian lter adapt more quickly.
8 EGB2-EGARCH
Dynamic scale models can be constructed for conditional t and GED distri-
butions; see Harvey (2013, ch 4). In the former case the score has a beta
distribution, whereas in the latter, it has a gamma distribution. Just as in
the dynamic location case, the EGB2 distribution o¤ers an alternative to the
GED for capturing responses between the normal and Laplace. Wang et al
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Figure 6: Response of Gaussian, EGB2 and t-lters to a two SD shift in level
in January 2010
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(2001) tted GARCH-EGB2 models to daily US dollar exchange rate data for
six major currencies and found evidence to favor them over the conventional
GARCH-t and EGARCH-t alternatives, particularly for exchange rate data
characterized by skewness. The EGARCH-EGB2 model therefore needs to
be taken seriously: its theoretical properties are set out below.
The rst-order dynamic scale model with EGB2 distributed errors is
yt = + exp(tjt 1)"t; t = 1; :::; T; (36)
where "t is a standardized ( = 0;  = 1) EGB2, that is "t  EGB2(0; 1; ; &):
The dynamic equation is
t+1jt = !(1  ) + tjt 1 + ut; (37)
where ut is now the score with respect to tjt 1: The conditional distribution
is
ft(yt j Yt 1;; ; ; &) = expf(yt   )e
 tjt 1g
etjt 1B(; &)(1 + expf(y   )e tjt 1g)+& ;
where  now denotes the parameters in (37). The conditional score is
ut =
@ ln f(yt)
@tjt 1
= ( + &)"tbt   "t   1; (38)
and
bt =
expf(y   )e tjt 1g
1 + expf(y   )e tjt 1g =
exp "t
1 + exp "t
:
At the true parameters values, bt  beta(; &) as in the score for the dynamic
location model.
The model may be parameterized in terms of the standard deviation,
tjt 1; by dening t = "t=h: Then
yt = + exp(;tjt 1)t; t = 1; :::; T;
with the only di¤erence between ;tjt 1 and tjt 1 being in the constant term
which in ;tjt 1 is ! = !+lnh; see the earlier discussion in sub-section 5.1.
Note that the variance of t is unity.
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Writing the score, (38) as
ut = h( + &)tbt   ht   1; (39)
it can be seen8 that when  = & = 0; ut =
p
2 jtj   1 and, when  = & !1;
ut = 
2
t   1:
Figure 7 compares the way observations are weighted by the score of
a EGB2 distribution with  = & = 0:5; a Students t7 distribution and a
GED(1:148). These are the same distributions used in the earlier gures;
all have excess kurtosis of 2. Note that the relationship of the above EGB2
scale score to the location score is as implied by (11). Consistent with this
relationship and the Winsorizing of the location score, dividing (39) by t
gives a bounded function as jtj ! 1:
The following result, which is related to Lemma 1 of Harvey (2013, p23),
is useful for deriving the asymptotic properties of the maximum likelihood
estimator.
Proposition 3 If t  EGB2(0; 1; ; &), then for h and k  0;
EEGB2(0;1;;&)["
r
t b
h
t (1 bt)k] =
B( + h; & + k)
B(; &)
EEGB2(0;1;+h;&+k)["
r
t ]; r = 1; 2; 3; ::::
(40)
Proof. The result follows from writing
EEGB2(0;1;;&)["
r
t b
h
t (1  bt)k] =
Z
"rt
B(; &)
exph"t
(1 + exp "t)h+k
exp "t
(1 + exp "t)+&
d"t
=
B( + h; & + k)
B(; &)
Z
"rt
B( + h; & + k)
exp( + h)"t
(1 + exp "t)+&+h+k
d"t
8When  = 0, h =
p
2 and bt degenerates to a Bernoulli variable such that bt = 0
when t < 0 and bt = 1 when t > 0. Then 2bt   1 = 1 ( 1) for t > 0 (t < 0) and the
score can be written as: ut =
p
2 jtj   1.
As regards  ! 1; note that because @bt=@t = hbt (1  bt), a rst order Taylor
expansion of bt around "t = 0 yields bt ' 12 + h4 t:Therefore 2bt   1 ' (h=2)t and
ut ' (h2=2)2t   1. As  !1, h2 ! 2.
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Figure 7: Score functions for EGB2 (thick line), GED (medium line) and t
(thick dash), all with excess kurtosis of 2. Thin line shows normal score.
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The above result can be used to conrm that E(ut) = 0: (Note that
 ( + 1) =  () + 1=):
The unconditional mean is given by E (yt) = +E ("t)E(etjt 1); whereas
the m  th unconditional moment about the mean is E ("mt )E(emtjt 1); m >
1: In the Beta-t-EGARCH and Gamma-GED-EGARCH models analysed in
Harvey (2013, ch. 4), the expression E(exp(mtjt 1)) depends on the moment
generating function (MGF) of a beta variate which has a known form. For
EGB2-EGARCH, the unconditional moments depend on the MGF of ut; ie
EEGB2(;&)[mut]; where ut is dened in (38). For the limiting normal and
Laplace cases of the EGB2, the score functions and hence the unconditional
moments are the same as for  = 2 and  = 1 in Gamma-GED-EGARCH; see
Harvey (2013, sub-section 4.2.2). For  = 1 it is necessary to have m < 1
in the rst-order model for the m   th moment to exist, whereas for  = 2
the condition is m < 1=2: For 0 < ; & < 1 having the last condition
hold is therefore su¢ cient for the existence of the unconditional moments.
This being the case, we can at least assert, using Jensens inequality, that
the unconditional moments exceed the conditional moments and that the
kurtosis increases; see Harvey (2013, p 102).
The MGF of ut is also required to nd the conditional expectations needed
to forecast volatility and volatility of volatility. However, it is the full ` step
ahead conditional distribution that is often needed in practice and this is
easily simulated from standardized beta variates. The quantiles, such as those
needed for VaR and the associated expected shortfalls, may be estimated at
the same time.
8.1 Maximum likelihood estimation
The asymptotic distribution of the ML estimators of the parameters in a
dynamic scale model with an EGB2 distribution is given in the proposition
below. In the general asymmetric case, it is assumed that  is given, because
the cross-terms of the information matrix associated with it and the other
parameters depend on scale.
Because both the score and its derivatives are just linear combinations of
variables of the form "rt b
h
t (1   bt)k it is not di¢ cult to show that the condi-
tions for convergence and asymptotic normality of the maximum likelihood
estimator are satised.
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Proposition 4 Consider model dened by (36) and (37) with jj < 1 and 
assumed to be known. Dene a; b and c as in (14) with
E(u0t) =  
 
1
 + & + 1
 
 0() +  0(&) +

 ()   (&)     &
&
2
  
2 + &2
2&2
!
+ 1
!
=  2u
E(u02t ) =
& ( + 1) (& + 1) ( + &)
( + & + 3) ( + & + 2) ( + & + 1)
1 ( + 2; & + 2)
+
2& ( + 1) ( + &)
( + & + 2) ( + & + 1)
2 ( + 2; & + 1) 
22&
 + & + 1
2 ( + 1; & + 1) + 
2
u + 1
E(utu
0
t) =  
& ( + 1) ( + &)
( + & + 2) ( + & + 1)
2 ( + 2; & + 1) +
2&
 + & + 1
2 ( + 1; & + 1)  1;
where
1 (p; q) =  
000(p) +  000(q) + 3 ( 0(p) +  0(q))2 + 4 ( 00(p)   00(q)) ( (p)   (q))
+6 ( 0(p) +  0(q)) ( (p)   (q))2 + ( (p)   (q))4 ;
2 (p; q) =  
00(p)   00(q) + 3 ( (p)   (q)) ( 0(p) +  0(q)) + ( (p)   (q))3
Let  = (; , !)0; where ! = !   lnh: Assuming that b < 1 and
 6= 0; (e 0;e;e&)0; the ML estimator of ( 0; ; &)0; is consistent and the limiting
distribution of
p
T ((e   )0;e   ;e&   &)0 is multivariate normal with mean
vector zero and covariance matrix given by V ar(e ;e;e&) = I 1( ; ; &); where
the information matrix is
I
0@  
&
1A =
24 I22D( ) I23d I24dI23d0  0()   0( + &)   0( + &)
I24d
0   0( + &)  0(&)   0( + &)
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with I22; I23 and I24 as in Proposition 2 and D( ) and d are dened as in
(17) with k = 1:
Proof. The rst derivative with respect to tjt 1 is:
u0t =  ( + &)["2t bt(1  bt) + "tbt] + "t
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Proposition 3 can be used to evaluate
E(u0t) =  ( + &)[E("2t bt(1  bt))  E("tbt) +

 + &
E("t)]
E(u02t ) = ( + &)
2[E("2t b
2
t ) + E("
4
t b
2
t (1  bt)2) + 2E("3t b2t (1  bt))]
+2E("2t )  2( + &)[E("3t bt(1  bt)) + E("2t bt)]
and E(u0tut):
The second and third derivatives with respect to tjt 1 are:
u00t = ( + &)[3"
2
t bt(1  bt) + "3t bt(1  bt)2   "3t b2t (1  bt) + "tbt]  "t
and
u000t =  ( + &)[7"2t bt(1  bt) + 3"3t bt(1  bt)2   3"3t b2t (1  bt) + 12"4t b2t (1  bt)2
 3"4t bt(1  bt)3   3"4t b3t (1  bt) + "tbt] + "t
As can be seen, the rst three derivatives of the score are linear combinations
of variables "rt b
h
t (1  bt)k, with r; h; k 2 f0; 1; 2; 3; 4g. Therefore, in the light
of Proposition 3 , their expected values exist and are time invariant. Fur-
thermore, as any power of such derivatives and their cross-products is also a
linear combination of "rt b
h
t (1  bt)k variables, all moments exist and are time
invariant.
Consistency and asymptotic normality can be proved by showing that
the conditions for Lemma 1 in Jensen and Rahbek (2004, p 1206) hold. The
nal condition, the boundedness of the third derivative in the region of the
true parameter values, follows partly from an argument similar to the one
employed for the DCS location-t model; see Harvey (2013, p 66). The key
point here is that terms of the form "rt b
h
t (1   bt)k; h or k greater than zero,
are bounded for all admissible parameter values because "rt b
h
t (1   bt)k ! 0
as yt ! 1: The nal term, t, can be bounded from above9; see Harvey
(2013, p 44-5).
9Because all moments of the random variable t( 0) exist, all moments of t( ) exist in
the neighborhood of  0 because t( ) is equal to t( 0) times a scalar that is independent
of yt and is given by exptpt 1( 0  ); where the notation tpt 1( 0  ) indicates that
tpt 1 depends on  0  : If a value   is chosen so that tpt 1( 0  ) > tpt 1( 0  );
for all t = 1; :::; T; then t( 
) will uniformly bound t( ) from above.
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Remark 2 Note that E(u0t) =  I22 in Proposition 2, as it should be.
Remark 3 As with the Beta-t-EGARCH model, the asymptotic theory adapts
straightforwardly when  is set equal to one; see Harvey (2013, p 117).
8.2 Symmetric distribution
The properties of the ML estimator simplify considerably in the symmetric
case as the following corollary to Proposition 4 shows.
Corollary 1 When it is known that  = &, the expressions needed to obtain
a; b and c simplify to:
E(u0t) =
1  22 0()  2
2 + 1
=  2u (41)
E(u02t ) =
3 ( + 1)
(2 + 3) (2 + 1)
(2 000( + 2) + 12 02( + 2)) + 2u + 1 (42)
and
E(utu
0
t) =  1: (43)
When  = 0, so that the distribution is Laplace, E(u0t) =  1: Similarly as
 !1; E(u0t) =  2; which is the correct result for a Gaussian distribution.
In addition, when  = 0 both  0(+2) and  000(+2) are nite so E(u02t ) = 2.
Hence
b = 2   2+ 22; (44)
which is the same as given by the expression in Harvey (2013, p 120) for b in
Gamma-GED-EGARCH when  = 1. (Also c =  1:) Similarly for  !1;
b = 2   4+ 122:
Remark 4 As can be seen from (30), the information matrix is block diago-
nal in the symmetric model, so  can be included in the set of parameters to
be estimated by ML without a¤ecting the asymptotic distribution of (e 0;e):
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8.3 Exchange rate application
Beta-t-EGARCH and EGB2-EGARCH models were tted to daily exchange
rate returns, dened as the rst di¤erence of the logarithm of the exchange
rate. for the Swiss Franc against the Euro for 4th January 1999 to 15th
March 2013. The results are shown in Table 5. The t-distribution gives a
better t. The graph in Figure 8 shows a subset of the absolute values of
the returns together with the ltered estimates of the standard deviation
adjusted so as to coincide with the observations rather than being one-step
ahead. The observation for period 104 has been truncated because its value is
0.09. As can be seen from the graph, the lter for the Beta-t-EGARCHmodel
responds somewhat less to this observation than does the EGB2-EGARCH
lter. The response of the standard GARCH-t model is much bigger and it
takes over thirty periods to come back to the level of the EGARCH lters.
In this particular instance, the outlier has a clear explanation. On 6th
September 2011, the Swiss National Bank announced its intention to enforce
a ceiling on the exchange rate of the euro against the Swiss franc. As a result,
the exchange rate experienced a sudden fall. After removing the resulting
outlier from the returns series, the EGB2 performs better than the Students
t. For both data sets GARCH-t has a much smaller log-likelihood.
Table 5 ML estimates for the Swiss franc
A: 4/1/1999 to 15/3/2013 B: 6/9/2011 removed
EGB2 Students t GARCH-t
  !  Log-L   !  Log-L Log-L
A 0.018 0.993 -5.56 1.05 12848.2 0.017 0.994 -5.14 8.47 12849.9 12838.7
B 0.017 0.994 -5.47 1.22 12865.0 0.016 0.994 -5.13 9.69 12863.1 12856.6
8.4 Modeling returns with the martingale di¤erence
modication
There is a problem with modeling returns with a skewed distribution because
the conditional expectation,
Et 1yt = " exp(tpt 1);
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Figure 8: Swiss franc returns against the Euro with EGARCH and GARCH
lters.
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is not constant. Therefore yt cannot be a martingale di¤erence. Following
Harvey and Sucarrat (2012), the model is re-formulated as
yt = ("t   ") exp(tpt 1); t = 1; ::::; T; (45)
where " =  ()    (&); see also Giot and Laurent (2003) who transform
their Skew-t GARCH model to make it a MD.
The score is now
ut = ( + &)bt("t   )  ("t   )  1; (46)
Then E("t   ") = 0; but10 E(bt("t   ")) = (=( + &))EEGB2(+1;&)["t]  
(=( + &))" = 1: Hence E(ut) = 0:
Although any analytic derivations are more complicated than in Propo-
sition 4, the important point to note is that the distribution of ut does not
depend on tpt 1 and neither do the distributions of its derivatives. Thus the
conditions for the ML estimator to be consistent and asymptotically normal
still hold.
9 Changing location and changing scale
The DCS model for time-varying location may be combined with a DCS
EGARCH model to give
yt = tjt 1 + exp(tpt 1)"t; t = 1; :::; T:
For symmetric distributions, the structure of the information matrix in the
static model is such that the form of the dynamic equations for tjt 1 and
tjt 1 is essentially unchanged, except that both scores now contain tjt 1 and
tjt 1. Estimation by ML is straightforward. Unfortunately the presence of
tpt 1 in the part of the information matrix associated with tjt 1 means that
the asymptotic theory developed when either location or scale is dynamic
cannot be applied11. Some other route is needed to establish consistency and
asymptotically normality of the ML estimators.
The following tables report results for the quarterly rate of CPI ination in
10Or EEGB2( ";1;+1;&)["t   "]
11Asymptotic results are similarly di¢ cult to prove for the ARMA-GARCH model; see
Francq and Zakoian (2010) and Lange et al (2010).
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the UK (expressed in annualized percentage terms). The data are taken from
the Federal Reserve Economic Data (FRED) database of the Federal Reserve
of St. Louis and seasonally adjusted using trigonometric seasonals with the
STAMP package of Koopman, Harvey, Doornik and Shephard (2009). The
sample ranges from 1955q1 to 2013q1 and the estimation has been carried
out both on the full sample and on a sample restricted to the post-1983 years,
which roughly coincide with a period of less pronounced ination variability
(the Great Moderation). A local level model is used for location, that is
t+1jt = tjt 1 + 
yu;t; t = 1; :::; T;
where y is used simply to di¤erentiate it from the corresponding coe¢ cient
for scale.
A dynamic location model was rst tted, giving the results in Table
6. Tests based on the rst-order autocorrelations of squared residuals show
that the null hypothesis of homoscedasticity is convincingly rejected. (The 21
statistics are 11.60, 11.78 and 12.12 for residuals from EGB2, t and Gaussian
models respectively).
Table 6 UK quarterly CPI ination - sample: 1955q1-2013q1
y   (or ) & Log   L BIC
EGB2a
0:34
(0:041)
 0:24
(0:34)
0:57
(0:262)
0:33
(0:130)
 565:17 4:97
EGB2
0:46
(0:073)
0:25
(0:248)
0:73
(0:245)
   574:2 5:02
t
0:83
(0:161)
0:71
(0:070)
3:14
(0:567)
   571:3 5:00
Gaussian
0:49
(0:070)
1:12
(0:046)
     589:5 5:13
Tables 7 and 8 show results for the full model with time-varying location
and scale. Numerical standard errors are given in parenthesis. Over the full
sample UK ination displays several extreme observations, and estimates
based on distributions allowing for excess kurtosis perform better, with the
EGB2 outperforming both the Gaussian and the Student t model. A plot of
the dynamic levels12 over the 1970s shows that, contrary to EGB2 and t, the
Gaussian estimate reacts strongly to extreme observations; see Figure 9.
A histogram of ination residuals from the EGB2 model reveals non-
12The plot shows the contemporaneous lter, ie t+1jt plotted against t:
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negligible asymmetry; see Figure 10. The asymmetry can be successfully
accomodated by the unrestricted EGB2 model, with the null hypothesis of
symmetry being clearly rejected by a likelihood ratio test. In the period after
1982, when ination is much lower, both asymmetry and excess kurtosis are
less pronounced; even the Gaussian model performs reasonably well, but the
EGB2 still gives the best t.
Table 7 UK quarterly CPI ination - sample: 1955q1-2013q1
y     (or ) & Log   L BIC
EGB2a
0:24
(0:046)
0:09
(0:026)
0:99
(0:014)
 0:004
(0:008)
0:99
(0:474)
0:48
(0:170)
 526:8 4:68
EGB2
0:27
(0:054)
0:11
(0:029)
0:99
(0:016)
 0:01
(0:01)
0:51
(0:161)
   532:8 4:71
t
0:55
(0:109)
0:13
(0:036)
0:98
(0:024)
0:01
(0:02)
4:58
(1:223)
   536:2 4:74
Gaussian
0:39
(0:070)
0:05
(0:010)
0:96
(0:015)
0:03
(0:02)
     568:3 4:99
Table 8 UK quarterly CPI ination - sample: 1983q1-2013q1
y     (or ) & Log   L BIC
EGB2a
0:19
(0:051)
0:14
(0:079)
0:91
(0:075)
 0:14
(0:14)
0:33
(0:272)
0:19
(0:139)
 216:9 3:85
EGB2
0:21
(0:106)
0:19
(0:083)
0:91
(0:064)
 0:15
(0:12)
0:20
(0:15)
   220:5 3:94
t
0:48
(0:141)
0:20
(0:058)
0:61
(0:224)
0:13
(0:109)
8:57
(7:026)
   224:3 3:92
Gaussian
0:39
(0:071)
0:17
(0:044)
0:47
(0:175)
0:25
(0:098)
     225:7 3:92
10 Conclusions and extensions
This article has shown how DCS models with changing location and/or scale
can be successfully extended to cover EGB2 conditional distributions. Most
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Figure 9: Filters for the level of UK ination
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Figure 10: Histogram of residual from symmetric EGB2 model tted to UK
ination.
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of the theoretical results on the properties of DCS-t models, including the
asymptotic distribution of ML estimators, carry over to EGB2 models. How-
ever, whereas the t-distribution has fat-tails, and hence subjects extreme ob-
servations to a form of soft trimming, the EGB2 distribution has light tails
( but excess kurtosis) and hence gives a gentle form of Winsorizing. The
examples show that the EGB2 distribution can give a better t to some
macroeconomic series and may even be appropriate for nancial time series,
such as exchange rates. For more complex modeling, using the DCS time
series models to pre-adjust the data may be a more attractive alternative
that arbitrarily trimming or Winsorizing the data.
The DCSmodels can be extended to include explanatory variables, thereby
generalizing the nature and scope of dynamic regression. Extensions to han-
dle multivariate series may be possible by following the approach in Yang et
al (2011).
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Appendix: Information matrix with the stan-
dard deviation parameterization
The information matrix for an EGB2 dynamic location model with the pa-
rameterization 	 = [; ; !; ; ; ], where  = log (h=) denotes the log-
arithm of the standard deviation,  is the (inverse) scale parameter and
h 
p
 0() +  0() is as follows:
I
0BBBBBB@


!



1CCCCCCA =
2664
h2e 2
++1
D(;;!) dI12 dI13 dI14
d0I21 I22 I23 I24
d0I31 I32 I33 I34
d0I41 I42 I43 I44
3775
where:
* I12 = I21 =
 he (  ( ()  ()))
++1
:
I13 = I31 = he
 
h
&
+&
+

+&+1
(   &   & ( ()   (&)))
i
.
I14 = I41 = he
 
h
  
+&
+
&
+&+1
(   &   & ( ()   (&)))
i
.
**I22 =
&
+&+1

 0() +  0(&) +

 ()   (&)   &
&
2
  2+&2
2&2

+ 1.
I23 = I32 =  
h
1
+&
  &
+&
( ()   (&)) + I22
i
:
I24 = I42 =  
h
1
+&
+ 
+&
( ()   (&)) + &I22
i
:
I33 =  
0()    0 ( + &) + 2
+&
   2 &+& ( ()   (&)) + 2I22= 0()  
 0 ( + &) +
2
+&
[1  & ( ()   (&))] + 2I22
I34 = I43 =   0 ( + &) + +&+& + 1+&
 
&&   

( ()   (&)) + &I22.
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I44 =  
0(&)   0 ( + &) + 2
+&
& + 2&

+&
( ()   (&)) + 2& I22.
   
00()
2h2
, &   
00(&)
2h2
, and:
D
0@ 
!
1A =
24 A D ED B F
E F C
35, d =
24 00
1 
1 a
35
with
A = 2u = 
2h2 &
+&+1
, B = 
22u(1+a)
(1 2)(1 a) , C =
(1 )2(1+a)
1 a
D = a
2
u
1 a , E =
c(1 )
1 a , F =
ac(1 )
(1 a)(1 a)
a =   h2 &
+&+1
b = 2   2h2 &
+&+1
+ 2 h
4&(+1)(&+1)(+&)
(+&+3)(+&+2)(+&+1)
c = h3 ( &)
(+&+2)(+&+1)
:
In the symmetric case:
I
0BBBB@


!


1CCCCA =
264
h2e 22
2+1
D(;;!) 0 0
00 2 2
2 0() 1
2+1
I23
00 I32 I33
375
I23 = I32 =  

1

+ 2
2 1
2+1
+ 2
22
2+1
 0 ()

.
I33 =
4

+ 42
2 1
2+1
+ 42
22
2+1
 0 () + 2 0 ()  4 0 (2).
Note that, as when  ! 0,  !  12 , both I23 and I33 go to1 as  ! 0.
With an exponential link function  = exp
 


, the information matrix
becomes:
I
0BBBB@


!


1CCCCA =
264
h2e 22
2+1
D(;;!) 0 0
00 2 2
2 0() 1
2+1
I23
00 I32 I33
375
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with
I23 = I32 =  

1 + 2
2 1
2+1
+ 2
22
2+1
 0 ()

.
I33 = 4 + 4
 

2 2 1
2+1
+ 4
 

2 22
2+1
 0 () + 2 (2 0 ()  4 0 (2)).
When  ! 0 both I23 and I33 go to 0, so the matrix is singular, as in the
scale parameterization.
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