Abstract-We develop algorithms that find and track the optimal solution trajectory of time-varying convex optimization problems that consist of local and network-related objectives. The algorithms are derived from the predictioncorrection methodology, which corresponds to a strategy where the time-varying problem is sampled at discrete time instances, and then, a sequence is generated via alternatively executing predictions on how the optimizers at the next time sample are changing and corrections on how they actually have changed. Prediction is based on how the optimality conditions evolve in time, while correction is based on a gradient or Newton method, leading to decentralized prediction-correction gradient and decentralized prediction-correction Newton. We extend these methods to cases where the knowledge on how the optimization programs are changing in time is only approximate and propose decentralized approximate prediction-correction gradient and decentralized approximate prediction-correction Newton. Convergence properties of all the proposed methods are studied and empirical performance is shown on an application of a resource allocation problem in a wireless network. We observe that the proposed methods outperform existing running algorithms by orders of magnitude. The numerical results showcase a tradeoff between convergence accuracy, sampling period, and network communications.
Decentralized Prediction-Correction Methods for Networked Time-Varying Convex Optimization
We focus on a special case of this problem, where the objective may be decomposed into two parts: The first part is a sum of functions that are locally available at each node; the second is defined along the edges of the network, and is often defined by the cost of communication among the agents. Problems of this kind arise, e.g., in estimation, control, and robotics [3] - [9] .
One approach to continuous-time optimization problems of this kind is to sample the objective function at discrete time instances t k , k = 0, 1, 2, . . . , and then, solve each time-invariant instance of the problem, via classical methods such as gradient or Newton descent. If the sampling period h := t k +1 − t k is chosen arbitrarily small, then doing so would yield the solution trajectory y * (t k ) with arbitrary accuracy. However, solving such problems for each time sample is not a viable option in most application domains, since the computation time to obtain each optimizer exceeds the rate at which the solution trajectory changes, unless y * (t) is approximately stationary. Prediction-correction algorithms [10] , by making use of tools of nonstationary optimization [11] - [13] , have been developed to iteratively solve convex programs that continuously vary in time. These methods operate by predicting at time t k the optimal solution at the discrete time instance t k +1 via an approximation of the variation of the objective function F over this time slot. Then, this prediction is revised by executing gradient or Newton descent. However, these methods are designed only for centralized settings. We focus on time-varying convex programs in decentralized settings, where nodes can only communicate with their neighbors. As a consequence, the prediction-correction methods suggested in [10] are not directly applicable.
One approach to solving problems of this type are decentralized running algorithms, which run at the same time scale as the optimization problem and dynamically react to changes in the objective function. Performance guarantees for such methods yield convergence to a neighborhood of the true optimizer y * (t k ) on the order of the sampling period O(h), despite the fact that only one round of communication is allowed per discrete time step [4] , [14] - [20] . The aforementioned works mostly consider strongly convex objectives with no constraints. Notably, [18] and [19] describe a running dual decomposition and a running alternating direction method of multipliers algorithm. Notice that these methods implement only correction steps, and thus, cannot effectively mitigate the error from the non-stationarity of the optimizer.
In this paper, we generalize the prediction-correction methodology of [10] to decentralized settings such that each node of a network, after communicating with its neighbors, estimates its local component of the optimal trajectory at the discrete time instance t k +1 from information regarding the objective at time t k , and then, corrects this local prediction at time t k +1 , via additional communications within the network. To develop this generalization, in the prediction step, we truncate the Taylor series of the objective function's Hessian inverse. This approximation is necessary since the computation of the objective function's Hessian inverse, which is required for the prediction step, requires global communication. In the correction step, we use decentralized approximations of gradient descent and of Newton's method to correct the predicted solution by descending towards the optimal solution of the observed objective function. In addition, we consider cases in which the prediction of how the cost function changes in time is unavailable, and must be estimated. This time-derivative approximation is particularly useful in target tracking [21] or designing learning-based control strategies [22] , [23] .
The main contributions of this paper are the following.
1)
We develop prediction-correction algorithms for a class of time-varying networked optimization problems, which can be implemented in a distributed fashion over a network of computing and communicating nodes. The correction term is either derived from a gradient method or from a (damped) Newton step.
2) In order to compute the prediction (and correction for
Newton) direction, we employ a novel matrix splitting technique, for which the one developed in [24] and [25] is a special case (only valid for adjacency matrices). The novel methodology relies on the concept of block diagonal dominance.
3)
We prove convergence of all the algorithms and characterize their convergence rate. For the case of the (damped) Newton correction step, we compute the (local) convergence region and argue global convergence in case of a damped step. This paper is organized as follows. In Section II, we begin by introducing the optimization problem of interest and by providing some examples for the proposed formulation. We then derive a family of algorithms, which contains four distinct methods (see Section III) . We analyze their convergence properties in Section IV, establishing that the sequence of iterates generated by all these algorithms converges linearly to a bounded tracking error. We observe a tradeoff in the implementation between approximation accuracy and communication cost. In Section V, we numerically analyze the methods on a resource allocation problem in wireless sensor networks. Finally, in Section VI, we conclude. 1 Notation: Vectors are written as y ∈ R n and matrices as A ∈ R n ×n . · denotes the Euclidean norm, in the case of vectors, matrices, and tensors. The gradient of the function f (y; t) with respect to y at the point (y, t) is indicated as ∇ y f (y; t) ∈ R n , while the partial derivative of the same function w.r.t. t at (y, t) is ∇ t f (y; t) ∈ R. Similarly, the notation ∇ yy f (y; t) ∈ R n ×n denotes the Hessian of f (y; t) w.r.t. y at (y, t), whereas ∇ t y f (y; t) ∈ R n denotes the partial derivative of the gradient of f (y; t), w.r.t., time t at (y, t), i.e. the mixed first-order partial derivative vector of the objective. Consistent notation is used for higher order derivatives.
II. PROBLEM FORMULATION
We consider a connected undirected graph G = (V, E), with vertex set V containing n nodes and edge set E containing m edges. Consider y i ∈ R p as the decision variable of node i and t as a nonnegative scalar that represents time. Associated with each node i are time-varying strongly convex functions
The local functions f i may be interpreted as, e.g., the merit of a particular choice of control policy [5] or statistical model [3] . Moreover, associated with each edge (i, j) ∈ E is a continuously time-varying convex function
These edge-wise functions represent, e.g., the cost of communicating across the network [26] .
We focus on problems where nodes aim at cooperatively minimizing the global smooth strongly convex cost function F : R np × R + → R, which can be written as the sum of locally available functions f : R np × R + → R, and a function g : R np × R + → R induced by the network structure G. In particular, the function f (y; t) is the sum of the locally available functions f i (y i ; t), as follows:
where we have defined y ∈ R np in (1) as the stacking of the nodes' decision variables y i , i.e., y = (y 1 T ; . . . ; y n T ) T . The function g(y; t) induced by the structure of the network is the sum of locally available functions g i,i (y i ; t) and the functions g i,j (y i , y j ; t) associated to the edges of the network
Our goal is to solve the time-varying convex program
that is the foundation of many problems in cooperative control and network utility maximization. Our goal is to enable the nodes to determine their own component of the solution y * (t) of (3) for each time t in a decentralized fashion, i.e., a protocol such that each node only requires communication with neighboring nodes. Notice that nodes can minimize the objective function f (y; t) independently, while minimization of the function g(y; t) requires coordination and information exchange across the network. Before developing distributed protocols to solve (3), we present a couple of examples to clarify the problem setting.
Example 1 (Estimation of distributed processes): We consider a network of interconnected sensors monitoring a timevarying distributed process. We represent this process by a vector-valued function u(x, t) ∈ R p , with x ∈ R 3 being the spatial coordinate, and t denoting time. We assume that the process is spatially smooth so that the value of u(x, t) at close-by spatial coordinates is also similar. We focus on the case that a network of n sensors is deployed in a spatial region A ⊂ R 3 . The ith node acquires measurements z i (x i , t) that are noisy linear transformations of the true process
, where x i is the location of the sensor i, h i is its regressor, and the noise η i (t) ∼ N (0, σ i ) is Gaussian distributed inde-pendently across time with covariance σ i . This problem setting comes up in earth sciences [27] , [28] and acoustics [29] , but it is also relevant in robotics [9] , [30] , [31] . By considering the task of learning a spatially regularized least-squares estimatê u ∈ R np of the process u(x, t) at different locations, we obtain the time-varying networked convex program
where N i denotes the neighborhood of node i,û i is the estimated value of the process u(x, t) at time t and location x i , the constant β > 0 is a regularizer that incentivizes closely located sensors to obtain similar estimates, and the nonnegative weights w ij may be defined according to a function of the distance between sensors. The first term in (4) defines the estimation accuracy in terms of the squared error and is identified as a sum of functions, which only depend on local information, which is a special case of (1). The second term in (4) couples the decisions of node i with its neighbors j ∈ N i , and it is of the form (2). Thus, (4) is an instance of (3).
Example 2 (Resource allocation problems):
Consider a resource allocation problem in a wireless sensor network [26] , [32] , [33] . Associate with sensor i a time-varying utility functions f i : R p × R + and decision variable y i ∈ R p representing the resources allocated to node i in a network G of n sensors. To allocate resources in this network, one must respect channel capacity and interference constraints. These constraints may be formulated in aggregate as network-flow constraints, obtaining the time-varying resource allocation problem
In (5), A ∈ R lp×np denotes the augmented graph edge incidence matrix. The matrix A is formed by l × n square blocks of dimension p. If the edge e = (j, k) with j < k links node j to node k the block (e, j) is [A] ej = I p and the block [A] ek = −I p , where I p denotes the identity matrix of dimension p. All other blocks are identically null. Moreover, the timevarying vectors b(t) ∈ R lp are induced by channel capacity and rate transmission constraints.
In many situations, especially in commercial settings where the nodes are consumer devices, one seeks to solve decentralized approximations of (5) . One way to do so is to consider the approximate augmented Lagrangian relaxation of (5), and solve instead min
which is now unconstrained [34] . Notice that the parameter β > 0, which behaves similarly to a Lagrange multiplier, tunes the approximation level and penalizes the violation of the approximated constraint Ay − b(t) 2 . Observe that the first term in (6) is precisely the same as (1). Moreover, block-wise decomposition of the second term yields edge-wise expressions of the form
2 , which may be identified as the functions g i,j (y i , y j ; t) in (2).
III. ALGORITHM DEVELOPMENT
To solve the time-varying optimization problem in (3), the first step is sampling the continuously time-varying objective function F (y; t) at time instants t k with k = 0, 1, 2, . . . , leading to a sequence of time-invariant convex problems
The sequence of optimal decision variables y * (t k ) defined in (7) are samples of the optimal trajectory y * (t) defined in (3). Since solving (7) for each time instance t k is impractical even for moderately sized networks, we instead devise a method to generate a sequence of approximate optimizers for (7), which eventually remains close to the true optimizer y * (t k ) in (7) up to a constant error. More formally, we seek to generate a sequence {y k } for which
and whose rate, convergence, and asymptotical error constants depend on the sampling period h and the number of exchanged messages per node per time instance k.
To do so, we build upon prediction-correction methods, which at the current time sample t k predict the optimal decision variable at the next time sample t k +1 , i.e., from an arbitrary initial variable y 0 , for each time k 0, predict a new approximate optimizer as
where index k is associated with time sample t k , and similarly for k + 1, w.r.t., t k +1 , p k ∈ R np is the prediction direction, y k +1|k is the predicted variable for step k+1, and h is the sampling period. Then, after observing the sampled objective function at t k +1 , we correct the predicted vector y k +1|k by
for a certain correction direction c k +1 ∈ R np , which defines a descent direction, with nonnegative constant step size γ > 0.
A. Decentralized Prediction Step
Solving the strongly convex time-invariant problem (7) accounts in finding the unique decision variable for which
For any other variable y k = y * (t k ), the gradient ∇ y F (y k ; t k ) would not be null and we can use it to quantify the suboptimality of y, w.r.t., y * (t k ). We design the prediction direction as the one that maintains the suboptimality level when determining y k +1|k (the rationale being that when arrived at optimality, we will keep it while predicting). Formally, we wish to determine y k +1|k as the vector for which
Of course, implementing (12) requires information at future times t k +1 at the present t k , an impossibility without clairvoyance. Instead, we approximate the left-hand side by adopting a Taylor expansion, obtaining
which may be reordered so that y k +1|k is on the left-hand side, yielding
The update (14) describes the discrete-time iso-suboptimality dynamics. This prediction step (14) in principle would allow us to maintain a consistent level of suboptimality, but our focus on decentralized methods precludes its use. This is because execution of (14) requires computing the Hessian inverse ∇ yy F (y k ; t k ) −1 , which is not implementable by a network due to the fact that ∇ yy F (y k ; t k ) −1 is a global computation. The Hessian ∇ yy F (y k ; t k ) = ∇ yy f (y; t) + ∇ yy g(y; t) consists of two terms: The first term ∇ yy f (y; t) is a block diagonal matrix and the second term ∇ yy g(y; t) is a block neighbor sparse matrix that inherits the structure of the graph. Therefore, the global objective function's Hessian ∇ yy F (y; t) has the sparsity pattern of the graph and can be computed by exchanging information with neighboring nodes. Nonetheless, the Hessian inverse, required in (14) , is not neighbor sparse and its computation requires global information.
To develop a decentralized protocol to approximately execute (14), we generalize a recently proposed technique to approximate the Hessian inverse [∇ yy F (y k ; t k )] −1 , which operates by truncating its Taylor expansion [24] , [25] . To do so, define diag[∇ yy g(y k ; t k )] as the block diagonal matrix, which contains the diagonal blocks of the matrix ∇ yy g(y k ; t k ), and write the Hessian ∇ yy F (y k ; t k ) as
where the matrices D k and B k are defined as
Since F is strongly convex, and by Assumption 2 [Cf., Section IV], the matrix D k is a positive definite block diagonal matrix and encodes second-order local objective information. The structure of the matrix B k is induced by that of the graph: The diagonal blocks of B k are null and the nondiagonal block Given that D k is positive definite, we can write
Consider now the Taylor series (I − X)
to write the inverse of (17) as
whose convergence (as well as the fact that the absolute values of all the eigenvalues of X are strictly less than one so that the Taylor series holds) will be formally proved in Appendix A. We approximate the Hessian inverse
, which is formed by truncating the series in (18) to its first K+1 terms as
Since the matrix D k is block diagonal and B k is block neighbor sparse, it follows that the Kth order approximate inverse H
is K-hop block neighbor sparse, i.e., its ij-th block is nonzero if there is a path between nodes i and j with length K or smaller. Substituting the approximation in (19) into (14), the prediction step may be written as
where the approximate prediction direction p k,(K ) is given by
Although the computation of the approximate prediction direction p k,(K ) requires information of K-hop neighbors, we establish that it can be computed in a decentralized manner via K communication rounds among neighboring nodes. 
The recursion in (22) allows for the computation the K-th order approximate prediction direction p i k,(K ) by K rounds of exchanging information with neighboring nodes. The ith subvector of the mixed partial gradient ∇ ty F i (y k ; t k ) associated with node i is given by 
: end for 10: Predict the next trajectory y
block can be written as
which is available at node i, after receiving y j k . These observations imply that the initial prediction direction p
can be computed locally at node i. Further, the blocks of the neighbor sparse matrix B k are given by (25) which are available at node i. Therefore, node i can compute the recursion in (22) by having access to the τ th level approximate prediction direction p j k,(τ ) of its neighbors j ∈ N i . After the K rounds of communication with neighboring nodes, to predict the local variable y i k +1|k at step t k , node i executes the local update
Thus, the prediction step in (20) yields a decentralized protocol summarized in Algorithm 1.
B. Time-Derivative Approximation
In practical settings, knowledge of how the function F changes in time is unavailable. This issue may be mitigated by estimating the term ∇ ty F (y; t) via a first-order backward derivative: Let∇ ty F k be an approximate version of ∇ ty F (y k ; t k ) computed as a first-order backward derivativẽ The approximation∇ ty F k requires only information of the previous discrete time slot. Using (27), we can approximate the prediction direction as
This may be obtained in a decentralized way via K rounds of communication among neighboring nodes, which may be established as a trivial extension of Proposition 1. Algorithm 1 may be modified to instead make use of the decentralized approximate prediction step in (28) , as done in Algorithm 2. Once we obtain this local prediction of the optimizer at the next time t k +1 , using information at the current time t k , the problem (3) is sampled at time t k +1 . We make use of this new information in the correction step, as discussed next.
C. Decentralized Correction Step
The predicted variable y k +1|k [cf., (21) ] is then corrected via (10) by making use of the objective at time t k +1 . Different correction strategies give rise to different correction updates, whose relative merits depend on the application domain at hand. We present two distinct correction steps next.
1) Gradient Correction
Step: After the objective at time t k +1 is observed, we may execute the correction step (10) with c k +1 = −∇ y F (y k +1|k ; t k +1 ), resulting in
which is a gradient correction step. This step is computable in a decentralized fashion since the local component of the gradient 
To implement the expression in (30) , node i only requires access to the decision variables y 
We call DPC-G as the decentralized prediction-correction method that uses gradient descent in the correction step (Algorithm 3) and the exact prediction step (Algorithm 1) in the prediction step. We call DAPC-G as the decentralized approximate prediction-correction method that uses gradient descent in the correction step (Algorithm 3) and the approximate prediction step (Algorithm 2) in the prediction step. Both DPC-G and DAPC-G require K + 2 communication rounds among neighboring nodes per time step.
2) Newton Correction Step: The correction step in (10) could also be considered as a Newton step if we used
. However, as in the discussion regarding the prediction step, computation of the Hessian inverse ∇ yy F (y k +1|k ; t k +1 ) −1 requires global communication. Consequently, we approximate the Hessian inverse ∇ yy F (y k +1|k ; t k +1 ) −1 by truncating its Taylor series as in (19) .
To be more precise, we define H −1 k +1|k,(K ) as the K th level approximation of the Hessian inverse as
where the matrices D k +1|k and B k +1|k are defined as Notice that the only difference between the decomposition matrices D k +1|k and B k +1|k for the correction step and the matrices D k and B k for the prediction step is the arguments for the inputs y and t. The prediction matrices D k and B k are evaluated for the function F (.; t k ) and the variable y k , while the correction matrices are evaluated for the function F (.; t k +1 ) and the variable y k +1|k . Thus, we can approximate the exact Hessian inverse ∇ yy F (y k +1|k ; t k +1 ) −1 with H −1 k +1|k,(K ) as in (32) and apply the correction step as
which requires K exchanges of information among neighboring nodes. In practice, one can use the same algorithm for the prediction direction p k,(K ) to compute the correction direction c k,
, where now the gradient takes the place of the time derivative.
We call DPC-N as the decentralized predictioncorrection method that uses Newton descent in the correction step (Algorithm 4) and the exact prediction step 
(Algorithm 1) in the prediction step. We call DAPC-N as the decentralized approximate prediction-correction method that uses Newton descent in the correction step (Algorithm 4) and the approximate prediction step (Algorithm 2) in the prediction step. Both DPC-N and DAPC-N require K + K + 2 rounds of communication per iteration. For the reader's ease, we report in Table I the total communication counts per iteration for the presented algorithms. In particular, we report the amount of communication rounds required among the neighboring nodes, as well as the variables that have to be transmitted and the total number of scalar variables to be sent (per neighbor).
IV. CONVERGENCE ANALYSIS
We continue by establishing the convergence of the methods presented in Section III. In particular, we show that as time passes the sequence {y k } approaches a neighborhood of the optimal trajectory y * (t k ) at discrete time instances t k . To establish our results, we require the following conditions. Assumption 3: The derivatives of the global cost F (y; t) defined in (3) are bounded for all y ∈ R np and t 0 as
From the bounds on the eigenvalues of Hessians ∇ yy f (y; t) and ∇ yy g(y; t) in Assumptions 1 and 2, respectively, and from the block diagonal Gerschgorin Circle Theorem [35] it follows that the spectrum of ∇ yy g(y; t) lies in the compact set [0, L], and the one of the Hessian of the global cost ∇ yy F (y; t) uniformly satisfies
Assumptions 1 and 2, besides guaranteeing that the problem stated in (3) is strongly convex and has a unique solution for each time instance, imply that the Hessian ∇ yy F (y; t) is invertible. Moreover, the higher order derivative bounds imply the Lipschitz continuity of the gradients, Hessians, and mixed partial derivatives of the Hessians. These conditions, in addition to higher order derivative conditions on F , as in Assumption 3, frequently appear in the analysis of methods for time-varying optimization, and are required to establish convergence [13] , [18] , [19] . Assumptions 1 and 3 are sufficient to show that the solution mapping t → y * (t) is single-valued and locally Lipschitz continuous in t, and in particular [36, Th. 2F.10] . This gives us a link between the sampling period h and the allowed variations in the optimizers. This also gives a better understanding on the time-varying assumptions on the uniform boundedness of the time derivatives of the gradient ∇ ty F (y; t) and ∇ tty F (y; t). In particular the bounds C 0 and C 3 require that the change and the rate of change of the optimizer be bounded. If the optimizer were the position of a moving target to be estimated, then C 0 and C 3 would be a bound on its velocity and acceleration. Finally, the bound on ∇ yty F (y; t) means that the quantity ∇ ty F (y; t) is Lipschitz continuous, w.r.t., y uniformly in t. That is to say that close by points y and y need to have similar gradient time derivatives: e.g., if the target position is perturbed by a small amount δy, then its velocity is perturbed by an amount not bigger than C 2 δy.
A. Discrete Sampling Error
We start the convergence analysis by deriving an upper bound on the norm of the approximation error Δ k ∈ R np that we estimate through a Taylor approximation in (13) . The error is defined as the difference between the predicted y k +1|k in (14) (with y k = y * (t k )) and the exact prediction y * (t k +1 ), starting from the same initial condition y * (t k ), i.e.
In the following proposition, we upper bound the norm Δ k of the discretization error, which encodes the error due to the prediction step and is central to all our convergence results. 
Proposition 2, which is established as [10, Proposition 1], states that the norm of the discrete sampling error Δ k is bounded above by a constant, which is in the order of O(h 2 ). A second source of error to take into account, when studying the asymptotic behavior of the algorithms in Section III, is the error due to approximating the Hessian inverse by a truncated Taylor expansion in (19) . We bound this error as a function of the approximation level K, which is the number of communication rounds among neighboring nodes.
Proposition 3: Under Assumptions 1 and 2, the Kth order approximate inverse Hessian in (19) is well-defined. In addition, its eigenvalues are upper bounded as
Furthermore, if we define the error of the Hessian inverse approximation as e k = I − ∇ yy F (y k ; t k )H −1 k,(K ) , the error e k is bounded above as
Proof: See Appendix A. Besides quantifying the error coming from approximating the Hessian inverse, Proposition 3 provides tradeoffs between communication cost and convergence accuracy. It shows that a larger K leads to more accurate approximation of the Hessian inverse at the price of more communications.
B. Gradient Tracking Convergence
In the following theorem, we establish that the sequence generated by the DPC-G and DAPC-G algorithms asymptotically converges to a neighborhood of the optimal trajectory whose radius depends on the discretization error.
Theorem 1: Consider the sequence {y k } generated by the DPC-G or DAPC-G algorithm, which uses Algorithm 1 (or 2) as prediction step and Algorithm 3 as correction step. Let Assumptions 1-3 hold and define constants ρ and σ as
Further, recall the definition of in (43) and define the function
so that ρ < 1. Then, 1) for any sampling period h, the sequence {y k } converges to y * (t k ) Q-linearly up to a bounded error, as
2) if the sampling period h is chosen such that
then the sequence {y k } converges to y * (t k ) Q-linearly up to a bounded error as
Proof: See Appendix B, where the error bounds and convergence rate constant are explicitly computed in terms of the functional bounds of Assumptions 1-3.
Theorem 1 establishes the convergence properties of DPC-G and DAPC-G for particular parameter choices. In both cases, the linear convergence to a neighborhood is shown, provided the step size satisfies γ < 2/(L + M ). Moreover, the accuracy of convergence depends on the choice of the sampling period h, and for any sampling period, the result in (46) holds. In this case, the accuracy of convergence is of the order O(h). If the sampling period h is chosen such that ρσ < 1 (that is (47) holds), then the result in (48) is valid.
If ρσ < 1 is satisfied and the approximation level K is chosen sufficiently large, then Γ( , K) is negligible and we regain an error bound of O(h 2 ), which is compatible with centralized algorithms [10] .
C. Newton Tracking Convergence
We turn to analyzing the DPC-N and DAPC-N algorithms. Theorem 2: Denote {y k } as the sequence generated by the DPC-N or DAPC-N method, which, respectively, uses Algorithm 1 or 2 as its prediction, and Algorithm 4 as its correction. Let Assumptions 1-3 hold and fix K and K as the Hessian inverse approximation levels for the prediction and correction steps, respectively, with the function Γ defined as in Theorem 1. Fix the step size as γ ∈ (0, 1]. There exist boundsK,h, andR, such that if the sampling rate h is chosen as h h , K and K are chosen as K, K K , and the initial optimality gap satisfies y 0 − y * (t 0 ) R , then {y k } converges Q-linearly to the solution trajectory y * (t k ) up to a bounded error as
In addition, if the step size γ is chosen arbitrarily small, the attraction regionR can be made arbitrarily large.
Proof: See Appendix C. The proof is constructive, thus we also characterize the bounds on the sampling period, approximation levels, the attraction region, and finally, the constants in the asymptotic error and in the linear convergence rate.
Theorem 2 states that DPC-N/DAPC-N converge to a bounded tracking error defined in (49) once the algorithm reaches an attraction region. The error bound in (49) depends, as expected, on the sampling period h and the approximation levels K and K . In the worst case, the asymptotic error floor will be of the order O(h). However, in some cases, we may achieve tighter tracking guarantees. For example, if the approximation level K and K are chosen sufficiently large, then the terms Γ(ρ, K) and Γ(ρ, K ) are negligible, yielding
This is to say that the asymptotic dependence of the error of DPC-N/DAPC-N on the sampling period h varies from a worstcase O(h) to as tight as O(h 4 ) (for the selection γ = 1).
Remark 1: (
Step-size choice) The step-size choice of the presented Newton correction methods affects the convergence attraction region and the convergence speed. For large enough K, K and small enough h, if we choose γ = 1, we obtain a standard Newton method with convergence regionR = 2m/C 1 σ 2 , the fastest convergence speed, and smallest asymptotical error O(h 4 ). This convergence region is larger depending on how small C 1 is: for quadratic functions C 1 = 0, and the convergence is global. If we choose γ 1, then the convergence region is R = 2m(τ − 1 + γ)/γC 1 σ 2 , where τ , with 1 − γ < τ < 1, is the linear convergence rate [Cf., Appendix C]. This means that the attraction region can be made arbitrarily big, while the convergence rate is made smaller and smaller, and the asymptotical error is O(h 2 ). Finally, an interesting choice is γ = h 1: when h is sufficiently small, then the Newton prediction/correction approximate well a continuous-time algorithm and the convergence (albeit made slow) is global. In practice, the choice of the step size depends on the application at hand. One can even decide to run the DPC-G algorithm till convergence and then switch to DPC-N as an hybrid scheme, or to adopt an increasing step size selection. These extensions are left as future research.
V. NUMERICAL EVALUATION
We turn to studying the empirical validity of the performance guarantees established in Section IV. In particular, we consider the resource allocation problem in a network of interconnected devices, as in Example 2 of Section II. As presented in (5), the local objective functions f i (y i ; t) represent a time-varying utility indicating the quality of transmission at a particular device i and the constraints represent channel rate and capacity constraints. These constraints depend on the connectivity of the network, which is encoded in the augmented incidence matrix A, defined following (5).
By adopting an approximate augmented Lagrangian method, we obtain (6), which is an instance of (3). Consider the case where decisions are the variables y i ∈ R p , p = 10, for which each local utility f i (y i ; t) associated with sensor i is given as
where y i,l indicates the lth component of the ith decision variable y i , while Experimentally, we consider cases were each Q i and b i,l are selected uniformly at random, and in particular, 
with ω = 0.1. The sensors in the n = 50 node wireless network are deployed randomly in the area [−1, 1] 2 and can communicate if they are closer than a range of r = 2.5 √ 2/ √ n, which generates a network of l links. We set the vector of rate and capacity constraints to b = 0 yielding a dynamic network flow problem, with approximation level β = √ 20.
A. Comparisons in Absolute Terms
We first analyze the behavior of DPC-G, DAPC-G, DPC-N, and DAPC-N with respect to the decentralized running gradient method of [20] . Unless otherwise stated the DPC-N and DAPC-N algorithms run with unitary step size (γ = 1).
In Fig. 1 , we depict how the different algorithms reach convergence as time passes for a fixed sampling interval of h = 0.1. Observe that the running gradient method achieves the worst tracking performance of around y k − y * (t k ) ≈ 10, whereas DPC-G for various levels of communication rounds in the prediction step K achieves an error near 10 −1 . Using second-order information in the correction step, as with DPC-N and DAPC-N, achieves superior performance, with tracking errors of at least y k − y * (t k ) ≈ 10 −5 . Moreover, the time approximation in DAPC-G and DAPC-N does not degrade significantly the asymptotic error, while the number of communication rounds K and K play a more dominant role, especially in the case of DPC-N.
We also observe this trend in Fig. 2 , where we analyze the behavior varying the sampling period h. We approximate the asymptotic error bound as max k>k { y k − y * (t k ) }, for a givenk, where we setk = 800 for h 1/16 ork = 2000 for h < 1/16. We may observe empirical confirmation of the error bounds established by Theorems 1 and 2 in Section IV. In particular, the running gradient has an asymptotic error approximately as O(h), whereas that of DPC-G varies between O(h) and O(h 2 ) depending on the approximation level K and h. Moreover, DPC-N achieves an asymptotic tracking error varying between O(h) and O(h 4 ). In Fig. 3 , we depict the behavior in time for different choices of step size γ for DPC-N. As we notice, varying from a small step size γ = 0.1 = h to the biggest one of γ = 1, the convergence becomes faster (yet theoretically more local). An increasing choice of step size as γ = 1 − .9/k seems to combine both larger convergence region, reasonably fast convergence, and small asymptotical error.
Since DPC-N is a computationally more demanding method in terms of communication requirements and computational latency, we study the effect of fixing the former parameter.
B. Comparisons With Fixed Communication Effort
In practice, the communication and computation requirements for each of the nodes of the network will be fixed by hardware and bandwidth constraints. Let us fix the time, as a percentage of the sampling period h, for the prediction and correction step. Let us say that we have at most a time of rh (r .5) to do prediction and rh to do correction.
Each time a new function is sampled, each of the proposed algorithms will perform a number of correction steps n C 1. Each of them will consist of either n C gradient steps, involving each broadcasting p scalar values to the neighbors and receiving pN i scalar values from them, or n C approximate Newton steps, involving each broadcasting p(K + 1) scalar values to the neighbors and receiving pN i (K + 1) scalar values.
Once the corrected variable is derived, it can be implemented (e.g., generating the control action). In the remaining time, while waiting for another sampled cost function, the proposed algorithms can perform a prediction step, involving for each node broadcasting p(K + 1) scalar values to the neighbors and receiving pN i (K + 1) scalar values from them. For the running schemes, there is no prediction, but we assume here that the variables are further optimized by other extra correction steps, and hence, start at the next time with a better initialization. These further correction steps, say n EC , can be gradient or Newton.
Definet to be the time required for one round of broadcasting and receiving data from and to the neighbors and assume that it is the same for each node and it scales linearly with the number of communication rounds K and K (since it has to be done sequentially). Suppose, as empirically observed, that the computation time for the nodes is negligible, w.r.t., the communication time. In this context, the number of correction and prediction rounds can be chosen according to the constraints on time
where RG indicates the running gradient method and RN the running Newton. In the following simulation, we fix r = 0.5, K = K and n C , n EC to be 1 for RN and DPC-N. We fixt = 1/10 s (for bigger values of p, that is the dimension of the decision variable, this time will be longer, and vice versa).
In Fig. 4 , we report the results in terms of asymptotical error when optimizing the number of communication rounds 
according to (53), for different sampling periods. In this context, e.g., for h = 1 s, we can run RG with n C = n EC = 5 correction and extra correction rounds, RN with K = K = 4 communication rounds for correction and extra correction, DPC-G with K = 4 communication rounds for prediction and n C = 5 rounds of correction, and DPC-N with K = K = 4 communication rounds for prediction and correction, respectively. For the other values of sampling period h, similar calculations give us the optimized values for n C , n EC , K, and K . As we observe, when the sampling period is big enough so that DPC-N is implementable, then it seems to be the best strategy to go for. 2 We also notice that running gradient, even with the extra correction steps, should be avoided unless all the remaining algorithms are unviable (as for h = 1/5 s).
VI. CONCLUSION
We considered continuously varying convex programs whose objectives may be decomposed into two parts: A sum of locally available functions at the nodes and a part that is shared between neighboring nodes. To solve this problem and track the solution trajectory, we proposed a decentralized iterative procedure that samples the problem at discrete times. Each node predicts where the solution trajectory will be at the next time via an approximation procedure in which it communicates with its neighbors, and then, corrects this prediction by incorporating information about how the local objective is varying, again via a decentralized local approximation. We developed an extension of this tool which allows for the case when the dynamical behavior of the objective must be estimated.
We established that this decentralized approximate secondorder procedure converges to an asymptotic error bound which depends on the length of the sampling interval and the amount of communications in the network. Moreover, we established that this convergence result also applies to the case where time derivatives must be approximated. A summary of the proposed methods and their performance guarantees is given in Table II . Finally, we applied the developed tools to a resource allocation problem in a wireless network, demonstrating its practical utility and its ability to outperform existing running methods by orders of magnitude.
APPENDIX A PROOF OF PROPOSITION 3
We generalize the proofs of Propositions 2 and 3 in [24] to establish the result. Start by defining the matrixD
where the inequality in (54) is implied by the Cauchy-Schwartz inequality. We proceed to bound both terms on the right-hand side (RHS) of (54) 
The matrix ∇ yy g(y k ; t k ) is block diagonally dominant (Assumption 2); by the definition of the matrixD k , this means
Now consider the matrixD
, by the block Gershgorin Circle theorem [35] its eigenvalues are contained in the circles defined by all the μ's that verify is bounded above by its maximum eigenvalue, we have
With this bound in place, we shift focus to the first term on the RHS of (54). Note that the matrices D k andD k are both symmetric and positive definite and therefore we can write D
is block diagonal where its ith diagonal block is given by
Using the bounds in Assumptions 1 and 2, and the fact that for positive definite matrices λ min (AB) λ min (A)λ min (B), we obtain that the eigenvalues of the matrix D
blocks are bounded below by 1 + 2m/L. Thus, we obtain
Since the eigenvalues of D
are lower bounded by 1 + 2m/L, we obtain that
Substituting the upper bounds in (58) and (61) into (54) yields
Note that (62) implies that the eigenvalues of D
are strictly less than one, and thus, the expansion in (18) is valid. We use the result in (62) to prove the claim in (42). Given the approximation in (19), we know that
where the second inequality comes from formula for a finite geometric series. Moreover, we can derive an upper bound for the RHS of (63), and use the definition of to obtain
Combining the inequalities in (63) and (64), the claim in (42) follows. Moreover, the bound on the error e k follows from [24, Proposition 3] with the definition of [cf., (62)], yielding
(65) from which the bound (43) follows.
APPENDIX B PROOF OF THEOREM 1
We only study the proof for DPC-G; the one for DAPC-G is similar (only the numerical constants change) and omitted in reason of space (the complete proof is available in [37, Appendix C]).
First, we establish that discrete-time sampling error bound stated in (48) is achieved by the updates of DPC-G. For simplicity, we modify the notation to omit the arguments y k and t k of the function F . In particular, define
Begin by considering the update of DPC-G, the prediction step, evaluated at a generic point y k sampled at the current sample time t k and with associated optimizer y * (t)
Rewrite the approximate prediction step y k +1|k = y k + h p k by adding and subtracting the exact prediction step
Subtract (67) from (68), take the norm, and apply the triangle inequality to the resulted expression to obtain
We proceed to analyze the three terms on the RHS of (69). The last term Δ k is bounded above by h 2 Δ as in (41). We proceed to find an upper bound for the second summand in the RHS of (69). We use the same reasoning as in [10, Appendix B], which yields (cf. [10, Eq. (62) 
Finally, we proceed to analyze the third term in (69). Rewrite this term using the definition of the prediction step p k,(K ) = −H −1 k,(K ) ∇ ty F , and apply the mixed first-order partial derivative bound ∇ ty F (y; t) C 0 stated in Assumption 2 to obtain
Observe that H 
Combining the results in (71) and (72) shows that the third in the RHS of (69) is upper bounded by
By substituting the bounds in (70) and (73) into (69) and considering the definitions of σ in (44) and Γ( , K) in Theorem 1, we obtain
(74) For the correction step [cf., (29) ] , we may use the standard property of projected gradient descent for strongly convex functions with Lipschitz gradients. The Euclidean error norm of the projected gradient descent method converges linearly as
where ρ = max{|1 − γm|, |1 − γ(L + M )|}; see e.g., [10] . Plug the correction error in (75) into the prediction error in (74) to obtain
where ϕ := h Γ( , K) + h 2 Δ. Therefore
(77) Substitute k + 1 by k and simplify the sum in (77), making use of the fact that ρσ < 1, which yields
(78) Observing (78) together with the definition of ϕ, (48) follows. In particular, if ρσ < 1 (that is (47) holds), the sequence {y k } converges Q-linearly to y * up to an error bound as
To establish the result stated in (46), observe that in the worst case, we may upper bound the term
Substituting the upper bound in (80) into (69) yields
Using the definition ϕ = h Γ( , K) + h 2 Δ and observing the relation in (75), we can write
(82) Recursively applying (82) backwards to the initial time
and by sending k → ∞, we can simplify (83) as
which is (46). The result in (84) holds if ρ < 1, which is the case if γ < 2/(L + M ), as stated in Theorem 1.
APPENDIX C PROOF OF THEOREM 2
Also in this case, we prove the theorem only for DPC-N, while for DAPC-N-which is very similar-is given in [37, Appendix E].
Since DPC-N and DPC-G are identical in their prediction steps, we may consider the prediction error result established during the proof Theorem 1, i.e., the expression in (74) with k = 0. We turn our attention to the correction step, and consider, in particular, the gap to the optimal trajectory before and after correction at time t k +1 as 
Add and subtract γ ∇ yy F −1 ∇ y F to the expression inside the norm in (85) which is the exact damped Newton, and use the triangle inequality to obtain
We proceed to bound the two terms in the RHS of (87). Consider the first term: left multiply by ∇ yy F and its inverse, and left factor out the Hessian inverse ∇ yy F −1 . Making use of the Cauchy-Schwartz inequality, the first term of RHS of (87) is bounded above as
We use now the same arguments as in [10, Appendix C, Eqs.
(83)-(85)] to show that (88) can be upper bounded by
With this upper estimate in place for the first term on the RHS of (87), we shift focus to the second term. Use the CauchySchwartz inequality to obtain (∇ yy 
Now, focusing on the second term in the product on the RHS of (90), we use of the optimality criterion of y * (t k +1 ), which is equivalent to ∇ y F * = 0, to write
where we have used the Lipschitz property of the gradients. Substituting the upper bound in (91) into (90) and considering the definition Γ( , K ) = (C 0 /m) K +1 lead to
Apply the bounds (89)-(92) to the RHS of (87)
Now we consider the prediction step, which by (74), we have
with ϕ = h Γ( , K) + h 2 Δ as defined in Appendix B. Substituting the relation (94) into (93) allows us to write
The RHS of (95) is a quadratic function of the error y k − y * (t k ) at time t k , which upper bounds the error sequence at the subsequent time t k +1 . For certain selections of parameters K, K , and h, (95) defines a contraction. To determine the conditions for which this occurs, we solve for an appropriate radius of contraction. Let τ > 0 be a positive scalar such that
where the coefficients α 0 , α 1 , and α 2 of the quadratic polynomial of the error y k − y * (t k ) are defined from the RHS of (95), and given as
Based on (96), to guarantee the Q-linear convergence of the error sequence y k − y * (t k ) , we require τ < 1, which by simple algebra it is satisfied if α 1 < τ, y 0 − y * (t 0 ) (τ − α 1 )/α 2 .
Finally, we need to require that the second condition in (98) holds true for all k, that is y k +1 − y * (t k +1 ) y k − y * (t k ) , which implies τ (τ − α 1 )/α 2 + α 0 (τ − α 1 )/α 2 .
Conditions (98) and (99), the definitions of α 0 , α 1 , and α 2 in (97), and ϕ = h Γ( , K) + h 2 Δ establish the small enough conditions on sampling period and optimality gap as well as the large enough conditions on the approximation levels K, K in Theorem 2, for any chosen τ < 1. In particular, the terms α 0 and α 1 are polynomial functions of the sampling period h and the approximation levels K and K . Conditions (98) and (99) describe a system of nonlinear inequalities for any fixed 1 − γ < τ < 1. For arbitrarily small h and large K and K , α 0 and α 1 can be made 0 and 1 − γ, respectively. Formally 
When α 0 = 0 and α 1 = 1 − γ conditions (98) and (99) hold with attraction regionR = 2m(τ − 1 + γ)/γC 1 σ 2 . Since α 0 and α 1 go to their limits monotonically with h, K, K , thenby continuity-there exists a large enoughK and small enough attraction regionR for which conditions (98) and (99) can be achieved. The convergence region in (98) is dictated by the Newton step and by the step-size choice γ. If the cost function is a time-varying quadratic function, then C 1 = 0, and the convergence region is the whole space. If γ is chosen very small, then also in this case the convergence region becomes arbitrarily large, as expected.
By selecting the error polynomial coefficients as (97) and recursively applying (96) backward in time, we obtain
which since τ < 1, the right side of the (101) is finite, implying (49), after the expansion of the coefficients.
