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1. Introduction
Throughout this work, a Banach space E will always be over the real scalar field. We denote its norm by ‖ · ‖ and its dual
space by E∗. The value of x∗ ∈ E∗ at y ∈ E is denoted by 〈y, x〉 and the normalized duality mapping J from E into 2E∗ is defined
by
J(x) = {f ∈ E∗ : 〈x, f 〉 = ‖x‖‖f ‖, ‖x‖ = ‖f ‖}, ∀ x ∈ E.
Let F(T ) = {x ∈ E : Tx = x} denote the set of all fixed points for a mapping T . It is well known (see, for example, [1]) that E
is smooth if and only if J is single-valued.
Let T be a mapping with domain D(T ) and range R(T ) in E. T is called nonexpansive if ‖Tx − Ty‖ ≤ ‖x − y‖ for all
x, y ∈ D(T ). One classical way to find the fixed point of a nonexpansive operator T is to use a contraction to approximate it.
More precisely, take t ∈ (0, 1) and define a contraction Tt : K → K by Ttx = tu + (1 − t)Tx, where u is an anchor point.
Banach’s Contraction Mapping Principle guarantees that Tt has a unique fixed point zt in K , i.e.
zt = tu+ (1− t)Tzt , u ∈ K .
If C is a nonempty convex subset of a Banach space E and D ⊂ C , then a mapping P : C → D is called to be a retraction if P is
continuous with F(P) = D; sunny if P(Px+ t(x−Px)) = Px, ∀x ∈ C whenever Px+ t(x−Px) ∈ C and t > 0.We say that D is
a sunny nonexpansive retract of C if there exists a sunny nonexpansive retraction of C onto D. The term ‘‘sunny nonexpansive
retraction’’ was coined by Reich in [2]. For more details, see Refs. [3–6,2,7,8]. The following results are however well known.
Theorem 1.1. Let K be a nonempty closed convex subset of a Banach space E and T : K → K be a nonexpansive mapping with
F(T ) 6= ∅. Suppose, in addition, that E satisfies one of the following conditions:
(i) E is a uniformly smooth Banach space;
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(ii) E is a reflexive and strictly convex Banach space with a uniformly Gâteaux differentiable norm;
(iii) E is a reflexive Banach space which has a weakly continuous duality mapping.
Then F(T ) is a sunny nonexpansive retract of K . Furthermore, Pu = limt→0 zt defines a sunny nonexpansive retraction from
K to F(T ).
Theorem 1.1 is due to several researchers. The study of the Hilbert space setting was initiated by Browder [9]. The study
of the Banach space case was continued by Reich [10] for in a uniformly smooth Banach space (also see [11] and Goebel
and Reich [4]); by Takahashi and Ueda [12] for in a uniformly convex Banach space with a uniformly Gâteaux differentiable
norm; by Song and Chen [13] and Xu [14] for in a reflexive Banach space which has a weakly continuous duality mapping;
by Song and Chen [15,16] for in reflexive and strictly convex Banach spaces with a uniformly Gâteaux differentiable norm
(f (x) ≡ u ∈ K ).
In 1967, Halpern [17] was the first who introduced the explicit iteration scheme (1.1) for a nonexpansive mapping T ,
xn+1 = λn+1u+ (1− λn+1)Txn, n ≥ 0. (1.1)
He pointed out that the control conditions (C1) limn→∞ λn = 0, (C2)∑∞n=1 λn = ∞ are necessary for the convergence of the
iteration scheme (1.1) to a fixed point of T . Reich [18,19] also studied a problem similar to Halpern’s. Subsequently, many
mathematics workers carefully researched into the convergence of iterative schemes (1.1) (see, for example, [10,7,8,20,21,
5,12,22,23,14,16,13,24,25] and the references therein).
Recently, Kim and Xu [26] dealt with the modified Mann iteration (1.2) for a nonexpansive mapping T in a uniformly
smooth Banach space: for x0, u ∈ K ,
xn+1 = αnu+ (1− αn)(βnxn + (1− βn)Txn), n ≥ 0. (1.2)
Very recently, Chidume and Chidume [27] and Suzuki [28] proved that if the nonexpansivemapping T in the algorithm (1.1)
is averaged, that is, T = (1− δ)I+ δS, where δ ∈ (0, 1) is a constant and S : K → K is another nonexpansive mapping, then
conditions (C1) and (C2) are sufficient to guarantee the strong convergence of the sequence {xn} generated by the algorithm
(1.1). Another modified version of (1.1) is proposed by Xu [29] which is different from that of Chidume and Chidume [27]
and Suzuki [28]. More precisely, in [29], the anchor point u in algorithm (1.1) was replaced by λu + (1 − λ)xn for a fixed
λ ∈ (0, 1). That is, for x0, u ∈ K ,
xn+1 = αn(λu+ (1− λ)xn)+ (1− αn)Txn. (1.3)
Unluckily, during a careful reading of Xu’s work ([29, Theorem 3.1]), a gap is discovered in the argumentation of
Theorem 3.1 of [29]. Namely, Lemma 2.3 of [29] is applied to Eq. (3.3) with limn→∞ γn = 1. However, the hypothesis
that 0 < lim infn→∞ γn ≤ lim supn→∞ γn < 1 is a prerequisite of Lemma 2.3 in [29]. Thus, the strong convergence of the
sequence {xn} generated by the algorithm (1.3) may not be reached.
In this work, one of our purposes is to present the modified version of the iteration (1.3) for resolving the above
inaccuracy. Namely, we will consider a more generalized iterative algorithm: Let K be a closed convex subset of a Banach
space, T : K → K a nonexpansive mapping and the sequence {xn} be generated by
xn+1 = λn(αnu+ (1− αn)xn)+ (1− λn)Txn, (1.4)
where the anchor x0, u ∈ K and sequences {αn}, {λn} are in [0, 1].
It is another aim of this work to provide a new algorithm for finding a fixed point of T . Our method is different from
(1.2) and (1.3) as well as that of [27,28]. More precisely, our algorithm produces a sequence {xn} according to the following
iteration process:
xn+1 = λnxn + (1− λn)T (αnu+ (1− αn)xn), (1.5)
where the anchor x0, u ∈ K and sequences {αn}, {λn} are in [0, 1]. It will be proved that the conditions (C1) limn→∞ αn = 0
and (C2)
∑+∞
n=1 αn = +∞ together with (C3) 0 < lim infn→∞ λn ≤ lim supn→∞ λn < 1 are sufficient to guarantee the
strong convergence of the sequence {xn} generated by the algorithms (1.4) and (1.5).
2. Preliminaries and basic results
Let S(E) := {x ∈ E; ‖x‖ = 1} denote the unit sphere of a Banach space E. A Banach space E is said to have (i) a Gâteaux
differentiable norm (we also say that E is smooth) if the limit
lim
t→0
‖x+ ty‖ − ‖x‖
t
(∗)
exists for each x, y ∈ S(E); (ii) a uniformly Gâteaux differentiable norm if for each y in S(E), the limit (∗) is uniformly attained
for x ∈ S(E); (iii) a Fréchet differentiable norm if for each x ∈ S(E), the limit (∗) is attained uniformly for y ∈ S(E); (iv)
a uniformly Fréchet differentiable norm (we also say that E is uniformly smooth) if the limit (∗) is attained uniformly for
(x, y) ∈ S(E) × S(E). A Banach space E is said to be (v) strictly convex if ‖x+y‖2 < 1 for all ‖x‖ = ‖y‖ = 1, x 6= y; (vi)
uniformly convex if ∀ε ∈ [0, 2], ∃δε > 0 such that ‖x+y‖2 < 1− δε for all ‖x‖ = ‖y‖ = 1 with ‖x− y‖ ≥ ε.
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Lemma 2.1 ([30, Lemma 2]). Let {xn} and {yn} be two bounded sequences in a Banach space E and let us have βn ∈ [0, 1]
with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1. Suppose xn+1 = βnyn + (1 − βn)xn for all integers n ≥ 0 and
lim supn→∞(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0. Then limn→∞ ‖xn − yn‖ = 0.
In order to prove our results and propose an estimate of the convergence speed for our iteration, we also need Albert’s
lemma shown by Alber and Iusem [31] and used by Alber, Reich and Yao [32].
Lemma 2.2. Let {λn} and {βn} be two sequences of nonnegative real numbers and {αn} a sequence of positive numbers satisfying
the conditions
∑∞
n=0 αn = ∞ and limn→∞ βnαn = 0. Let the recursive inequality
λn+1 ≤ λn − αnψ(λn)+ βn, n = 0, 1, 2, . . . ,
be given where ψ(λ) is a continuous and strictly increasing function for all λ ≥ 0 with ψ(0) = 0 and ψ−1 denotes the inverse
of ψ . Then (1) {λn} converges to zero as n→∞; (2) there exists a subsequence {λnk} ⊂ {λn} such that
λnk ≤ ψ−1
 1nk∑
m=0
αm
+ βnk
αnk
 ,
λnk+1 ≤ ψ−1
 1nk∑
m=0
αm
+ βnk
αnk
+ βnk ,
λn ≤ λnk+1 −
n−1∑
m=nk+1
αm
θm
, nk + 1 < n < nk+1, θm =
m∑
i=0
αi,
λn+1 ≤ λ0 −
n∑
m=0
αm
θm
≤ λ0, 1 ≤ n ≤ nk − 1,
1 ≤ nk ≤ smax = max
{
s;
s∑
m=0
αm
θm
≤ λ0
}
.
The following lemma was proved by Song and Chen [15] (f (x) ≡ u ∈ K ).
Lemma 2.3 ([15, Theorem 2.3]). Let K be nonempty closed convex subset of a Banach space E with a uniformly Gâteaux
differentiable norm, and T : K → K be a nonexpansive mapping with a fixed point. If there exists a bounded sequence {xn}
such that limn→∞ ‖xn − Txn‖ = 0, and for each fixed u ∈ K , Pu = limt→0 zt defines a sunny nonexpansive retraction from K to
F(T ), where {zt} is defined by equation zt = tu+ (1− t)Tzt , then
lim sup
n→∞
〈u− Pu, J(xn − Pu)〉 ≤ 0.
3. Main results
Theorem 3.1. Let E be either a reflexive and strictly convex Banach space with a uniformly Gâteaux differentiable norm or a
uniformly smooth Banach space. Assume that T is a nonexpansive self-mapping with a fixed point defined on a nonempty closed
convex subset K of E. For an anchor point u ∈ K and an initial value x0 ∈ K, the sequence {xn} is defined iteratively by
xn+1 = λnxn + (1− λn)T (αnu+ (1− αn)xn). (3.1)
Suppose that both {αn} and {λn} are sequences in [0, 1] satisfying (C1) limn→∞ αn = 0 and (C2)∑∞n=1 αn = ∞ together
with (C3) 0 < lim infn→∞ λn ≤ lim supn→∞ λn < 1. Then {xn} converges strongly to a fixed point Pu of T , where P is a
sunny nonexpansive retraction from K to F(T ). Moreover, there exist a subsequence {xnk} ⊂ {xn} and {εn} ⊂ (0,+∞) with
limn→∞ εn = 0 such that
‖xnk − Pu‖2 ≤
1
nk∑
m=0
(1− λm)αm
+ 2(1− λnk)εnk ,
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‖xnk+1 − Pu‖2 ≤
1
nk∑
m=0
(1− λm)αm
+ 2(1− λnk)(1+ αnk)εnk ,
‖xn − Pu‖2 ≤ ‖xnk+1 − Pu‖2 −
n−1∑
m=nk+1
(1− λm)αm
θm
, nk + 1 < n < nk+1, θm =
m∑
i=0
(1− λi)αi,
‖xn+1 − Pu‖2 ≤ ‖x0 − Pu‖2 −
n∑
m=0
(1− λm)αm
θm
≤ ‖x0 − Pu‖2, 1 ≤ n ≤ nk − 1,
1 ≤ nk ≤ smax = max
{
s;
s∑
m=0
αm
θm
≤ ‖x0 − Pu‖2
}
.
Proof. Take p ∈ F(T ); then we have that
‖xn+1 − p‖ ≤ λn‖xn − p‖ + (1− λn)‖T (αnu+ (1− αn)xn)− p‖
≤ λn‖xn − p‖ + (1− λn)‖αnu+ (1− αn)xn − p‖
≤ (1− λn)αn‖u− p‖ + [λn + (1− λn)(1− αn)]‖xn − p‖
≤ (1− λn)αn‖u− p‖ + [1− (1− λn)αn]‖xn − p‖
≤ max{‖xn − p‖, ‖u− p‖}
...
≤ max{‖x0 − p‖, ‖u− p‖}.
So the set {xn} is bounded. Put zn = αnu+ (1− αn)xn. Then yn = Tzn = T (αnu+ (1− αn)xn), and hence both {yn} and {zn}
are bounded since
‖yn − p‖ ≤ ‖zn − p‖ ≤ αn‖u− p‖ + (1− αn)‖xn − p‖.
LetM = supn∈N{‖u‖, ‖xn‖, ‖yn‖}, where N denotes all positive integers. Therefore,
‖yn+1 − yn‖ = ‖T (αn+1u+ (1− αn+1)xn+1)− T (αnu+ (1− αn)xn)‖
≤ |αn+1 − αn|‖u‖ + ‖xn+1 − xn‖ + αn+1‖xn+1‖ + αn‖xn‖
≤ M(|αn+1 − αn| + αn+1 + αn)+ ‖xn+1 − xn‖.
Therefore,
‖yn+1 − yn‖ − ‖xn+1 − xn‖ ≤ M(|αn+1 − αn| + αn+1 + αn).
Hence, by the condition (C1) we have
lim sup
n→∞
(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0.
By the definition (3.1) of the sequence {xn}, we have also
xn+1 = λnxn + (1− λn)yn.
Thus, it follows from Lemma 2.1 that
lim
n→∞ ‖yn − xn‖ = 0. (3.2)
We claim that limn→∞ ‖zn− Tzn‖ = 0. Indeed, from (3.2) and yn = Tzn = T (αnu+ (1− αn)xn) along with the condition
(C1), we have
‖zn − Tzn‖ = ‖zn − yn‖ ≤ αn‖u− yn‖ + (1− αn)‖xn − yn‖ → 0,
and hence
lim
n→∞ ‖zn − Tzn‖ = 0.
Let vt = tu+ (1− t)Tvt . Then it follows from Theorem 1.1 that Pu = limt→0 vt . An application of Lemma 2.3 yields
lim sup
n→∞
〈u− Pu, J(zn − Pu)〉 ≤ 0.
Put εn = max{〈u− Pu, J(zn − Pu)〉, 0}; then {εn} ⊂ (0,+∞)with
lim
n→∞ εn = 0 and 〈u− Pu, J(zn − Pu)〉 ≤ εn.
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Finally, we show that xn → Pu. In fact,
‖xn+1 − Pu‖2 = λn〈xn − Pu, J(xn+1 − Pu)〉 + (1− λn)〈Tzn − Pu, J(xn+1 − Pu)〉
≤ λn ‖xn − Pu‖
2 + ‖J(xn+1 − Pu)‖2
2
+ (1− λn)‖Tzn − Pu‖
2 + ‖J(xn+1 − Pu)‖
2
≤ ‖xn+1 − Pu‖
2
2
+ λn ‖xn − Pu‖
2
2
+ (1− λn)‖zn − Pu‖
2
2
and
‖zn − Pu‖2 = αn〈u− Pu, J(zn − Pu)〉 + (1− αn)〈xn − Pu, J(zn − Pu)〉
≤ αn〈u− Pu, J(zn − Pu)〉 + (1− αn)‖xn − Pu‖
2 + ‖J(zn − Pu)‖
2
≤ αn〈u− Pu, J(zn − Pu)〉 + (1− αn)‖xn − Pu‖
2
2
+ ‖zn − Pu‖
2
2
,
and then
‖xn+1 − Pu‖2 ≤ λn‖xn − Pu‖2 + (1− λn)‖zn − Pu‖2
and
‖zn − Pu‖2 ≤ (1− αn)‖xn − Pu‖2 + 2αnεn.
Thus,
‖xn+1 − Pu‖2 ≤ (1− (1− λn)αn)‖xn − Pu‖2 + 2(1− λn)αnεn.
Hence, an application of Lemma 2.2 (ψ(t) = t) yields that {xn} strongly converges to Pu ∈ F(T ). And the remaining
estimates now follow from Lemma 2.2. 
Subsequently, we show the strong convergence of the corrective version of [29, Theorem 3.1].
Theorem 3.2. Let E, T , K , {αn}, {λn} be as in Theorem 3.1. For an anchor point u ∈ K and an initial value x0 ∈ K, the sequence
{xn} be defined iteratively by
xn+1 = λn(αnu+ (1− αn)xn)+ (1− λn)Txn. (3.3)
Then {xn} converges strongly to a fixed point Pu of T , where P is a sunny nonexpansive retraction from K to F(T ). Moreover, there
exist a subsequence {xnk} ⊂ {xn} and {εn} ⊂ (0,+∞) with limn→∞ εn = 0 such that
‖xnk − Pu‖2 ≤
1
nk∑
m=0
λmαm
+ 2λnkεnk ,
‖xnk+1 − Pu‖2 ≤
1
nk∑
m=0
λmαm
+ 2λnk(1+ αnk)εnk ,
‖xn − Pu‖2 ≤ ‖xnk+1 − Pu‖2 −
n−1∑
m=nk+1
λmαm
θm
, nk + 1 < n < nk+1, θm =
m∑
i=0
λiαi,
‖xn+1 − Pu‖2 ≤ ‖x0 − Pu‖2 −
n∑
m=0
λmαm
θm
≤ ‖x0 − Pu‖2, 1 ≤ n ≤ nk − 1,
1 ≤ nk ≤ smax = max
{
s;
s∑
m=0
αm
θm
≤ ‖x0 − Pu‖2
}
.
Proof. Using the same technique as in the proof of Theorem 3.1, we easily obtain that both {xn} and {Txn} are bounded. Let
M = supn∈N{‖u‖, ‖xn‖, ‖Txn‖} and
yn = λnαn1− λn (u− xn)+ Txn.
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Then
lim
n→∞ ‖yn − Txn‖ = limn→∞
λnαn
1− λn ‖u− xn‖ = 0. (3.4)
By the definition of the sequence {xn}, we also have
xn+1 = (1− λn)yn + λnxn. (3.5)
Furthermore,
‖yn+1 − yn‖ =
∥∥∥∥λn+1αn+11− λn+1 (u− xn+1)+ Txn+1 − λnαn1− λn (u− xn)− Txn
∥∥∥∥
≤ λn+1αn+1
1− λn+1 ‖u− xn+1‖ +
λnαn
1− λn ‖u− xn‖ + ‖Txn+1 − Txn‖
≤ 2M
(
λn+1αn+1
1− λn+1 +
λnαn
1− λn
)
+ ‖xn+1 − xn‖.
Therefore,
‖yn+1 − yn‖ − ‖xn+1 − xn‖ ≤ 2M
(
λn+1αn+1
1− λn+1 +
λnαn
1− λn
)
→ 0(n→∞).
Hence,
lim sup
n→∞
(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0.
Applying Lemma 2.1 to yields
lim
n→∞ ‖yn − xn‖ = 0. (3.6)
Combining (3.4) and (3.6), we obtain that
lim
n→∞ ‖xn − Txn‖ = 0.
Let εn = max{〈u− Pu, J(xn+1 − Pu)〉, 0}. Following the same argument as Theorem 3.1, we also have
lim
n→∞ εn = 0 and 〈u− Pu, J(xn+1 − Pu)〉 ≤ εn.
Finally, we show that xn → Pu. Indeed,
‖xn+1 − Pu‖2 = λnαn〈u− Pu, J(xn+1 − Pu)〉 + 〈(1− αn)λn(xn − Pu)+ (1− λn)(Txn − Pu), J(xn+1 − Pu)〉
≤ λnεn + ‖(1− αn)λn(xn − Pu)+ (1− λn)(Txn − Pu)‖‖J(xn+1 − Pu)‖
≤ λnαnεn + ‖(1− αn)λn(xn − Pu)+ (1− λn)(Txn − Pu)‖
2 + ‖J(xn+1 − Pu)‖2
2
≤ λnαnεn + [(1− αn)λn‖xn − Pu‖ + (1− λn)‖Txn − Pu‖]
2 + ‖xn+1 − Pu‖2
2
≤ λnαnεn + [(1− αn)λn‖xn − Pu‖ + (1− λn)‖xn − Pu‖]
2 + ‖xn+1 − Pu‖2
2
≤ λnαnεn + (1− αnλn)
2‖xn − Pu‖2 + ‖xn+1 − Pu‖2
2
.
Since (1− αnλn)2 ≤ 1− αnλn, then
‖xn+1 − Pu‖2 ≤ λnαnεn + (1− αnλn)‖xn − Pu‖
2 + ‖xn+1 − Pu‖2
2
.
Therefore,
‖xn+1 − Pu‖2 ≤ (1− λnαn)‖xn − Pu‖2 + 2λnαnεn.
Hence, an application of Lemma2.2 (ψ(t) = t) yields that {xn} strongly converges to Pu ∈ F(T ). And the remaining estimates
now follow from Lemma 2.2. 
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Corollary 3.3. Let E, T , K be as in Theorem 3.1. Suppose that λ ∈ (0, 1) is a constant and the sequence {xn} is defined iteratively
by
xn+1 = λxn + (1− λ)T (αnu+ (1− αn)xn). (3.7)
or
xn+1 = λ(αnu+ (1− αn)xn)+ (1− λ)Txn. (3.8)
If {αn} is a sequence in (0, 1) satisfying the conditions: (C1) limn→∞ αn = 0 and (C2)∑+∞n=1 αn = +∞, then {xn} converges
strongly to a fixed point Pu of T , where P is a sunny nonexpansive retraction from K to F(T ).
Corollary 3.4. Let E be an uniformly convex Banach space with a uniformly Gâteaux differentiable norm and T , K , {αn}, {λn} be
as in Theorem 3.1. Suppose that the sequence {xn} is defined iteratively by (3.1). Then {xn} converges strongly to a fixed point Pu
of T , where P is a sunny nonexpansive retraction from K to F(T ).
Remark 1. All results in this work remain true if (i) one replaces the space E by a reflexive Banach space which has a weakly
continuous duality mapping; (ii) one replaces the iteration by the so-called viscosity process defined by
xn+1 = λnxn + (1− λn)T (αnf (xn)+ (1− αn)xn), (3.9)
or
xn+1 = λn(αnf (xn)+ (1− αn)xn)+ (1− λn)Txn, (3.10)
where f is a ϕ-weak contractive mapping (a mapping f : K → E is called weakly contractive if
‖f (x)− f (y)‖ ≤ ‖x− y‖ − ϕ(‖x− y‖), for all x, y ∈ K ,
for some ϕ : [0,+∞)→ [0,+∞) is a continuous and strictly increasing function such that ϕ is positive on (0,+∞) and
ϕ(0) = 0). For the proof technique see [33–35].
Remark 2. Our iteration methods include ones of [29,27,28] as special cases and our results propose an estimate of the
convergence speed by means of Albert’s lemma 2.2.
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