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Abstract
The bifurcation method is a way to do rare event sampling – to
estimate the probability of events that are too rare to be found by
direct simulation. We describe the bifurcation method and use it to
estimate the transition rate of a double well potential problem. We
show that the associated constrained path sampling problem can be
addressed by a combination of Crooks-Chandler sampling and parallel
tempering and marginalization.
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1 Introduction
There are many situations where one is interested in an event that hap-
pens rarely on the natural time scale of the system [1], [2], [3]. Common
examples involve thermal noise assisted transitions from one potential well
to another [4]. Direct simulation may be impractical as a way to estimate
such transition rates.
∗hl854@nyu.edu
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There are several approaches to do rare event simulation. Some involve
analytic or semi-analytic solution of the associated instanton or large de-
viations variational problem, e.g., [4]. These methods apply in cases in
which a typical rare event trajectory is close to the solution of the varia-
tional problem. (Note: “typical” rare event paths are very different from
typical paths.) Other methods rely less on theory, and may be preferable
in situations where the theory is unavailable or the variational problem is
intractable. Some of these, including the bifurcation method presented here,
rely on the fact that it is practical to sample the space of typical rare events
by Markov chain Monte Carlo (MCMC) even in cases where it is hard to
estimate their probability. The bifurcation method presented here is similar
to the method of [5], which is applied to problems in queueing theory, and
to the method of [6], which is applied to problems of structural reliability. It
is similar to the method of nested sampling [7], which, in turn, is motivated
by thermodynamic integration.
In the general situation there is a random object, X, with a probability
density f(X). We have a function φ(X). The problem is to estimate
pα = Pr(φ(X) > α) . (1)
We are particularly interested in these probabilities when they are very
small. In the example presented here, X represents a path corresponding to
some stochastic dynamics, and φ(X) is a scalar function of the path. The
density of the scalar diagnostic variable will be ρ(α), so that
ρ(α) dα = Pr(α ≤ φ(X) ≤ α+ dα) ,
and
pα =
∫ ∞
α
ρ(α′) dα′ .
We give a general description of the bifurcation method here with more
details for special problems in Sec. 3. At k = 0, we create N samples
X(0,n) ∼ f , for n = 1, . . . , N , and evaluate the corresponding diagnostic
variables,
φ(0,n) = φ(X(0,n)) .
These are used to estimate α0 as the median of the empirical distribution
α̂0 = Median
{
φ(0,n)
}
.
This α̂0 approximately bifurcates the histogram ρ(α) into the upper and
lower 50% = 2−1 quantiles. In our examples, it is possible to generate
independent paths X(0,n). We call this process as “pre-sampling”.
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For any α, we define the constrained probability density as
fα(X) =
{
1
pα
f(X) if φ(X) > α
0 otherwise.
(2)
The constrained histogram density ρα is similar:
ρα(α
′) =
{
1
pα
ρ(α′) if α′ > α
0 otherwise.
(3)
We assume that it is possible to use MCMC to sample fα starting from
a suitably generic X with φ(X) > α. In the application presented below,
we may sample fα using the Crooks-Chandler [8] version of transition path
sampling [9], see below.
The bifurcation algorithm is based on the fact that αk is the median of
the ραk−1 histogram. At the start of step k, for k ≥ 1, we have an estimate
α̂k−1. We also have a typical sample X(k,1) ∼ fα̂k−1 . We run MCMC on the
distribution fα̂k−1 to generate enough samples to get a reliable estimate of
the median of ρα̂k−1 . This median (the median of the samples as an estimate
of the true median) is α̂k. We call this process as “bifurcation loop k”. We
also choose at random one of the samples X(k,n) that has φ(X(k,n)) > α̂k.
This will be X(k+1,1). Bifurcation loops end when we find the first k with
α̂k > α, and let us denote it as k
′. Then we can estimate pα by
p̂α = 2
−k′ ×
∫ ∞
α
ρα̂k′−1(α
′) dα′ . (4)
The bifurcation method can find rare events more effectively than direct
simulation. Suppose N = 107 samples are taken at each level. At the end
of k = 60 levels, one is getting samples of events with probability pα60 =
2−60 ≈ 10−18, having taken only (k+1)N = 6.1×108 samples in all. This is
possible for the following reason: given one typical sample from fα, MCMC
allows one to get many more, even when α is very small.
We demonstrate in this paper that the bifurcation method can be used
to estimate transition rates. We study a system with state X(t) that spends
most of its time in stable region A or B, with rare transitions between. We
first estimate the transition probability pAB(T ) for a given time T . The ran-
dom object, X, is the path of X(t) during [0, T]. The transition probability,
pAB(T ) is estimated by starting the system in region A and estimating the
(small) probability that XT is in region B, i.e., we define the transition
probability as,
pAB(T ) ≡ 〈hB(XT )〉 . (5)
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Here, 〈· · · 〉 denotes a statistical average, and hB(XT ) is the characteristic
function of region B, i.e. hB(XT ) = 1, if XT ∈ B, else, hB(XT ) = 0. If T
is taken to be a time longer than the transient time τini, but much shorter
than the typical time between transitions, τrxn ≈ k−1AB , the transition rate is
related to the transition probability by
TkAB ≈ pAB(T ) . (6)
For a practical computation, when T is not very long, it is more accurate to
estimate kAB as the plateau value of
kAB(t) ≡ dpAB(t)
dt
. (7)
It can be shown by computational examples that kAB(t) changes during
the transient time τini. This τini is related to the time needed for the sys-
tem to reach its local equilibrium in region A. After that, kAB(t) reaches a
plateau, and will be a constant for a long time τrxn. This plateau value is
the transition rate kAB in the empirical sense.
This approach does not require a good understanding of the system’s
dynamics. It only requires an order parameter φ(X). It is an advantage of
the bifurcation method since it does not require the ”true” (or perfect) re-
action coordinate (such as the committor) [9] which is usually quite difficult
or impossible to determine in advance for a complex system.
As explained above, we need an MCMC sampler for the constrained
distributions fα given by (2). There is a simple way to create one. Choose a
Metropolis Hastings sampler for the unconstrained distribution f that has
a parameter, r, that represents a step size. Small r should correspond to
proposals being close to the current sample. Suppose the current sample,
X(n), has the distribution fα, and that the proposal is X
(n) → Y. First
perform the usual Metropolis Hastings rejection test on Y. If Y is accepted
in this step, then accept if φ(Y) > α and set X(n+1) = Y. Otherwise, if
φ(Y) < α, reject and set X(n+1) = X(n). It is easy to check that if the
original method satisfies detailed balance for f , then the modified method
satisfies detailed balance for fα. If r is small enough and if φ(X
(n)) > α,
then there is a reasonable probability that φ(Y) > α also.
Traditional MCMC samplers, such as the Crooks-Chandler method we
use, have difficulties in some bifurcation loops due to the fact that paths
have fluctuations on many time scales. We propose a multi-scale version of
the Crooks-Chandler method that is based on parallel tempering [10] [11]
and parallel marginalization [12]. This improves the MCMC efficiency by
up to a factor of 38.
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In the following sections, we begin with a brief description of the double
well problem; then, we describe details of our bifurcation method for this
problem, discuss the error estimation of it and methods to improve the
efficiency, and describe a method to estimate the transition rate; at last, we
show computational results and make a discussion.
2 The Double Well Problem
The transition rate in a double well potential with small noise is a well
studied test problem, which has been used to explore the effectiveness of
some rare event sampling methods [13] [14].
Generally, the Langevin dynamics for a noisy system may be written as
dX(t)
dt
= b(X(t)) + ǫW˙ (t) , X(0) = x0 , (8)
or in the Itoˆ form
dX(t) = b(X(t))dt + ǫdW (t) , X(0) = x0 . (9)
Here, W˙ is standard white noise, and W (t) is the corresponding Brown-
ian motion. In a conservative force field, the drift velocity is derived from
a potential, b(X) = −γ−1▽U(X), where γ is the friction coefficient. The
parameter ǫ =
√
2kBT
γ , where kB is Boltzmann’s constant and T is the tem-
perature, determines the relative strength of thermal noise and deterministic
dynamics. When U(X) has two wells, there are transitions from a locally
stable region A to another one B. For small ǫ, the A→ B transition time is
too long to be estimated by direct simulation.
Much theoretical and computational work has gone into this rare-event
problem [15] [16] [17] [18]. The theoretical estimate of the transition rate is
the Kramers (or Van’t Hoff-Arrhenius) law,
kAB = ν exp(−βEa) , (10)
where kAB is the transition rate, β =
1
kBT
, Ea is the activation energy, and
ν is a prefactor. The activation energy is
Ea = Et − EA , (11)
where EA is the energy of region A, and Et is the lowest maximum energy
on a path from A to B. We take the specific potential U(x) = (x2 − 1)2 − 1,
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Figure 1: Double well potential
which is illustrated in Figure 1. The A and B wells are centered about
x = −1 and x = 1 respectively. Their energy is EA = EB = −1. The
transition energy is Et = 0. Therefore, the activation energy is Ea = 1.
We simulate the stochastic dynamics (8) using the Euler-Maruyama
method [19]:
Xti+1 = Xti + b(Xti)∆t+ ǫ
√
∆tZi ,
ti = i∆t , Zi ∼ N (0, 1), (indep) .
(12)
Here, N (0, 1) is the normal distribution with mean zero and variance one.
Figure 2 gives one sample path, calculated for ǫ = 0.4, γ = 1, and ∆t =
10 × 2−10, which starts from X(0) = -1. Even with this relatively large
noise, transitions are rare and isolated events. A comparable simulation
with ǫ = 0.2 would show no transitions.
We wish to estimate the transition rate kAB when this rate is very small,
using the bifurcation method.
3 Bifurcation Method for the Double Well Prob-
lem
We describe details of the general bifurcation method specific to the transi-
tion path problem. The random object is a discrete path, which we denote
6
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Figure 2: A path by the direct Monte Carlo simulation, with time step
∆t = 10210 .
it as X[0,T ],
X[0,T ] = {X0, X∆t, X2∆t, · · · ,XT } .
The probability density f(X[0,T ]) is determined by (12),
f(X[0,T ]) = f(X0)
T/∆t−1∏
i=0
p(Xi∆t → X(i+1)∆t) , (13)
where f(X0) = δ(X0 − x0) and
p(Xi∆t → X(i+1)∆t) =
1√
2πǫ2∆t
exp[−(X(i+1)∆t −Xi∆t − b(Xi∆t)∆t)
2
2ǫ2∆t
] .
(14)
With this density function, we can find the statistical average of any quan-
tity, for example,
〈hB(XT )〉 =
∫
f(X[0,T ])hB(XT )DX[0,T ] . (15)
The notation ∫
DX[0,T ] ≡
∫ T/∆t∏
i=0
dXi∆t
is borrowed from path integral.
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We do pre-sampling by (12), while in bifurcation loops, we use the
Crooks-Chandler method to sample the constrained distribution. This method
relies on the dynamics (12), which expresses the path X[0,T ] in terms of the
driving noise
Z[0,T ] = {Z0, Z1, . . .} .
If noise Z
(n)
[0,T ] corresponds to X
(n)
[0,T ], the Crooks-Chandler method generates
an independent noise path Z˜[0,T ] and uses this to create a modified noise
path as
Z ′[0,T ] =
√
1− r2 Z(n)[0,T ] + rZ˜[0,T ] .
This formula gives Z ′[0,T ] the correct independent N (0, 1) distribution. The
method then calculates Y[0,T ], as the corresponding trajectory of (12) with
noise Z ′[0,T ]. If Y is accepted, then Z
(n+1)
[0,T ] = Z
′
[0,T ]. Otherwise, Z
(n+1)
[0,T ] =
Z
(n)
[0,T ].
3.1 Efficiency and Error
The efficiency of a Monte Carlo computation is the relation between the
accuracy of the result to the amount of work. Most MCMC computations
have little bias, so the error is essentially determined by the variance of the
final estimate. The bifurcation method is a sequence of median estimates
based on MCMC samples of constrained distributions. Therefore, the error
of a bifurcation method estimate is determined by the errors in the median
estimates. For that reason, we review the theory of error bars for median
estimates.
In a typical bifurcation step we have N MCMC samples φ(1), . . . , φ(N)
that are samples of a histogram density ρ. Let α be the true median and
α̂ the sample median. We wish to characterize the distribution of α̂ − α.
This is done in two steps. First we characterize the distribution of M , the
number of samples below the true median. If M = 12N , then α̂ = α. The
deviation M − 12N drives the deviation of α̂ from α. The second step is to
characterize this relation, which is
M − 1
2
N ≈ N · (α− α̂) ρ(α) .
There are M samples at the true median and 12N samples at α̂. The right
side of this relation is the number of samples between α̂ and α, which is the
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density of samples (ρ(α)) multiplied by the number in all (N) and the width
(α̂− α). Here we ignore higher orders. From this we derive the relation
var(α̂) ≈ var(M)
N2ρ(α)2
.
We characterize var(M) as described in [20]. The quantity M is given by
M =
N∑
n=1
H(α− φ(n)) .
Here, H is the Heaviside function H(φ) = 1 if φ > 0 and H(φ) = 0 if φ < 0.
Since α is the median of φ, the variance of each term is 14 . The Kubo-Green
variance formula is then
var(α̂) ≈ 1
4Neff ρ(α)2
.
Here, Neff =
1
τN is the effective sample size. The auto-correlation time τ is
the auto-correlation time of the random sequence H(α− φ(n)). The central
limit theorem shows that α̂ is approximately Gaussian. It is convenient to
write this in the form
α̂ ≈ α+ Z
2 ρ(α)
√
Neff
, (16)
where Z ∼ N (0, 1).
We use this to trace the accumulation of error through the repeated bi-
furcation process. We let g(α) be the median of the constrained distribution
ρα of (3). The true median of the ρα̂k−1 distribution is gk = g(α̂k−1). The
one step error formula (16) may be written
α̂k ≈ g(α̂k−1) +
√
τk
2 ρα̂k−1(gk)
√
Nk
Zk .
The error in αk is ek = α̂k − αk, so α̂k = αk + ek. If ek is small, then
g(αk−1 + ek−1) ≈ g(αk−1) + g′(αk−1)ek−1.
This gives us the error propagation relation
ek ≈ g′(αk−1)ek−1 +
√
τk
2 ραk−1(αk)
√
Nk
Zk .
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Since the Zk are independent, this leads to the variance propagation relation
for σ2k = var(α̂k):
σ2k ≈ (g′(αk−1))2 × σ2k−1 +
τk
4 (ραk−1(αk))
2Nk
. (17)
Finally, we can discuss the error of the estimated probability. Suppose
we want to find pα, and by our bifurcation algorithm we find the first k with
α̂k > α and denote it as k
′. We can write
pα = pα̂k′−1 × p∗α ,
where
p∗α ≡
∫ ∞
α
ρα̂k′−1(α
′)dα′ .
It can be easily shown,
p̂α̂k′−1 ≈ 2−k
′
+ ρ(αk′−1)× ek′−1 , (18)
and
p̂∗α ≈ p∗α +
Z ×√τk′
√
p∗α(1− p∗α)√
Nk′
, (19)
where Z ∼ N (0, 1). We estimate pα as p̂α = p̂α̂k′−1 × p̂∗α. The total variance
for p̂α is
var(p̂α) = var(p̂α̂k′−1)× (p∗α)2 + var(p̂∗α)× (pα̂k′−1)2 + var(p̂α̂k′−1)× var(p̂∗α) .
(20)
Clearly τk plays an important role in the errors. The first thing to in-
crease the efficiency is to reduce τk. Parallel tempering, sometimes called
exchange Monte Carlo [11], is often used to reduce auto-correlation times.
Parallel tempering performs MCMC on a system that consists of L replicas
of the original one. This multiplies the dimension by a factor of L. Tra-
ditionally, replica l corresponds to a temperature Tl, with l = 1, 2, · · · , L.
Suppose the original system is given with a temperature T1, which is so low
that has a long auto-correlation time with a traditional Metropolis-Hastings
algorithm. The basic idea of parallel tempering is to use the fact that states
can move easier in high temperatures, so we will consider L systems with
temperature T1 < T2 < · · · < TL. More generally, we can expand to L
replicas with a perturbed parameter γ. In the present application replica l
is a sample with potential
Ul(x) =
1
al
U(x) .
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Larger al corresponds to lower energy barriers. In the present application
we have chosen the al by trial and error.
For the L-replica ensemble, we propose m individual Crooks-Chandler
moves for each replica, and following it we propose n exchange moves Xl ↔
Xl+1 for l = 1, · · · , L − 1, so we get m + n samples for the original sys-
tem in such moves. According to our test, to generate N samples, parallel
tempering takes L times computational time, when compared to the pure
Crooks-Chandler method. Therefore we must compare the τ of the simple
method to Lτ of parallel tempering.
3.2 Combining Parallel Tempering with Parallel Marginal-
ization
The parallel marginalization method of Weare [12] is similar to parallel tem-
pering. But instead of adjusting a physical parameter such as tempera-
ture, parallel marginalization adjusts the time step ∆t. Replica 1 is the
original system. The higher replicas have larger ∆t, which we take to be
∆tl = 2
l−1∆t1. If dl is the dimension of the space replica l lives in, then
dl =
1
2dl−1. Larger time step has two consequences. One is that an MCMC
step is cheaper. The other is that there is less dynamic range in the fluctu-
ations. As before, we can use the basic Crooks Chandler on any individual
replica. It allows larger rl in the basis Crooks Chandler MCMC step on the
higher replicas. We combine parallel tempering with parallel marginaliza-
tion together. So replica l is a sample with potential Ul(x) and time step
∆tl.
The replica exchange step is more complicated than in parallel tempering
because Xl has twice as many values as Xl+1. To do an Xl ↔ Xl+1, we
must invent new intermediate time values for Xl+1 and delete intermediate
time values for Xl. Some formalism helps describe this process. For a given
replica l, we write its state Xl as two parts (X̂l, X˜l). The X̂l part is the
large time step part that can be turned into a level l+1 replica. It consists
of the path sampled at even numbered time steps
X̂l = (Xl,0,Xl,2∆tl , Xl,4∆tl , · · · ) .
This has the same number of time steps as as a whole Xl+1. The times
coincide: step 2j of X˜l is at time 2j∆tl, which is the same as step j of
Xl+1, which is j∆tl+1. It represents the slow fluctuations of the path Xl,
fluctuations on a time scale 2∆tl or slower. The X˜l part is the odd numbered
time steps
X˜l = (Xl,∆tl , Xl,3∆tl , · · · ) .
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We think of this as representing the fine scale fluctuations in Xl.
The replica exchange proposal has the form
(X̂l, X˜l,Xl+1) → (Xl+1, Y˜l, X̂l) .
The proposed new X̂l is Xl+1, the proposed new Xl+1 is X̂l, and the pro-
posed new X˜l is Y˜l, which is a sort of stochastic interpolation from the
values of Xl+1 to the odd numbered time steps with time step ∆tl. In the
present application, we generate a Gaussian random path {ζj} with inde-
pendent components ζj ∼ N (0, ǫ2∆tl2 ) and j = 0, 1, · · · , T/∆tl+1 − 1. For
each j, let
Y˜l,j = ζj + 0.5(Xl+1,j∆tl+1 +Xl+1,(j+1)∆tl+1) ,
i.e. the proposal density of Y˜l is
ql(Y˜l|Xl+1) ∝ exp(
∑
j
−(Y˜l,j − 0.5(Xl+1,j∆tl+1 +Xl+1,(j+1)∆tl+1))
2
ǫ2∆tl
) .
To be more precisely in mathematics, in the exchange move between
replicas l and l + 1, denote the current state as x, and the proposed new
state as y, i.e.
x ≡ (X1, · · · , X̂l, X˜l,Xl+1 · · · ) , y ≡ (Y1, · · · , Ŷl, Y˜l,Yl+1, · · · ) .
Detailed balance requires that
f(x)Q(x→ y)A(x, y) = f(y)Q(y → x)A(y, x) .
Here
f(x) = f1(X1) · · · fl(X̂l, X˜l)fl+1(Xl+1) · · · fL(XL) ,
with fl have the Euler Mayurama distributions (13) and (14). (Just be
careful that different l has different potential and time step.) f(y) is similar.
The proposal density from x→ y is
Q(x→ y) = ql(Y˜l|Xl+1)δ(Ŷl−Xl+1)δ(Yl+1−X̂l)
∏
l′ 6=l and l′ 6=l+1
δ(Yl′−Xl′) ,
and A(x, y) is the probability that we accept the proposal x → y. We can
get
A(x, y) = min(1,
ql(X˜l|X̂l)fl(Xl+1, Y˜l)fl+1(X̂l)
ql(Y˜l|Xl+1)fl(X̂l, X˜l)fl+1(Xl+1)
) . (21)
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Similar to parallel tempering, we propose m individual Crooks-Chandler
moves for each replica l followed by n replica exchange moves. Since the size
of the (l + 1)th replica is only half of the lth replica, it takes less work than
parallel tempering. According to our test, to generate N samples, parallel
tempering and marginalization takes 2 times computational time, when com-
pared to the basic Crooks-Chandler method. Therefore we should compare
the τ of the simple method to 2τ of parallel tempering and marginalization.
3.3 Calculating the Transition Rate
By our bifurcation method, we can find the transition probability pAB(t);
we can repeat the process for different t; at last, we can estimate kAB(t) by
kAB(t) ≈ pAB(t+∆t)−pAB(t)∆t . However, this takes too much time.
There is a more convenient and quicker way to estimate kAB(t), which
is described in [9]. We explain its brief idea here. Since we initialize X(0) in
region A, the description can be simplified. We write pAB(t) as
pAB(t) = pAB(t
′)×R(t, t′) ,
where R(t, t′) ≡ pAB(t)pAB(t′) . According to our definition of the transition prob-
ability (5),
R(t, t′) =
〈hB(Xt)〉
〈hB(Xt′)〉 . (22)
Consider a trajectory X[0, t′′] with t′′ ≥ t, t′. Define the path function
HB(X[0,t′′]) which is unity if at least one state along the trajectory X[0,t′′] is
within B and vanishes otherwise, i.e.
HB(X[0,t′′]) ≡ max
0≤s≤t′′
hB(Xs) .
Define
〈hB(Xt)〉∗t′′ ≡
∫ DX[0,t′′]f(X[0,t′′])hB(Xt)HB(X[0,t′′])∫ DX[0,t′′]f(X[0,t′′])HB(X[0,t′′]) .
For 0 ≤ t ≤ t′′, hB(Xt)HB(X[0,t′′]) = hB(Xt). ∀ t, t′, if 0 ≤ t, t′ ≤ t′′, it can
be easily shown that
R(t, t′) =
〈hB(Xt)〉∗t′′
〈hB(Xt′)〉∗t′′
. (23)
∀ t ∈ [0, t′′], 〈hB(Xt)〉∗t′′ can be determined in a single transition path sam-
pling run, in which the transition path ensemble is a set including all trajec-
tories which start from A and visit B in [0, t′′] and the acceptance probability
in the Crooks-Chandler method is HB(X[0,t′′]). So we can easily get R(t, t
′).
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Now we can describe procedures to quickly estimate kAB(t). First, for a
fixed time t′, we use our bifurcation method to estimate pAB(t′). Next, for
a chosen t′′ (t′′ ≥ t′), starting from a successful trajectory, ∀ t, 0 ≤ t ≤ t′′,
R(t, t′) is determined from a single transition path sampling run. Combining
these two steps, by the following equations,
pAB(t) = pAB(t
′)× 〈hB(Xt)〉
∗
t′′
〈hB(Xt′)〉∗t′′
, (24)
kAB(t) ≡ dpAB(t)
dt
=
d〈hB(Xt)〉∗t′′
dt
× pAB(t
′)
〈hB(Xt′)〉∗t′′
, (25)
we can easily estimate kAB(t).
4 Computational Examples
Taking the double well potential problem as our computational example, we
want to know the transition rate for X changing from well A (near -1) to
well B (near 1).
4.1 Improvement of Efficiency by Parallel Tempering and
Marginalization
First, we show the advantage of combining parallel tempering and marginal-
ization to the Crooks-Chandler method. We use the acor software of [21] to
estimate the auto-correlation time.
We set our simulation as following: ǫ = 0.4, γ = 1, X(0) = −1, T = 10,
∆t of the original system is set to be 10
210
, and in bifurcation loops, r = 0.4.
We simply choose φ(X[0,T ]) = X(T ), and characterize X(10) > 0.5 as one
successful transition.
When applying the basic Crooks-Chandler method in our bifurcation, we
find that in some bifurcation loops the auto-correlation time is pretty long.
Take sampling conditional on X(10) > −0.35 as an example. We make a
histogram of X(10), Fig. 3. It shows that in our interested sample space,
X(10) has a multi-modal distribution with peak regions separated far away.
In such case it is quite often that samples generated by the Crooks-Chandler
method have a pretty long auto-correlation time. With N = 108 samples,
we estimate τ ≈ 50, 000.
When parallel tempering is applied, with the ratio of Crooks-Chandler
moves and exchange moves set to be 2:1, the best result we get is using
L = 5 and {al} = {1, 1.2, 1.5, 2.0, 3.0}. With N = 107 samples, we estimate
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Figure 3: Constrained histogram of X(10) for the double well potential
problem, when ǫ = 0.4 .
τ ≈ 550 when sampling conditional on X(10) > −0.35. Compared with
the pure Crooks-Chandler method, we make it more efficient by a factor of
50,000
5×550 ≈ 18.
When the parallel tempering and marginalization method is combined
to the Crooks-Chandler algorithm, the efficiency can be improved more.
We take Crooks-Chandler moves and exchange moves with ratio 2:1. With
N = 107 samples, by setting L = 6, {al} = {1, 1.4, 1.8, 2.2, 2.6, 3.0}, we get
τ ≈ 650 when sampling conditional on X(10) > −0.35. Compared with
the pure Crooks-Chandler method, we make it more efficient by a factor of
50,000
2×650 ≈ 38.
4.2 Estimation of a Small Transition Rate
We use our methods to estimate the transition rate when ǫ = 0.2, γ = 1. We
set X(0) = −1, ∆t of the original system is set to be 529 , and in bifurcation
loops, r = 0.2. We combine the Crooks-Chandler algorithm with parallel
tempering and marginalization, using L = 6, {al} = {1, 1.4, 1.8, 2.2, 2.6, 3.0}.
The ratio of Crooks-Chandler moves and exchange moves is set to be 2:1.
4.2.1 Estimate the Transition Probability for a Given Time
For a fixed time t′ = 5, we use our bifurcation method to estimate the
transition probability. We choose φ(X[0,t′]) = X(t
′) and characterize X(5) >
0.5 as one successful transition. Setting the number of samples in each
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Figure 4: Bifurcation sampling result for the double well potential problem,
when ǫ = 0.2 .
bifurcation loop to be Nk = 10
7, we get Fig. 4. In it, the x-axis stands
for the bifurcation loop number k, to make the error bar clear we only plot
with k = even numbers, and k = 0 means the pre-sampling; y-axis stands
for the median of X(t′) in the bifurcation loop k. We estimate pAB(5) as
p̂AB(5) = (5.8 ± 1.8)× 10−22.
4.2.2 Estimate the Transition Rate
We use the quick method described in Sec. 3.3. To decide R(t, t′), we choose
t′′ = 10, the sample space is the collection of paths which have reached region
B in the period [0, 10], and N = 4× 108.
Our result is shown in Fig. 5. In this figure, x-axis stands for time, and
y-axis stands for R(t, 5) in red line or dR(t,5)dt in blue line. So we estimate
k̂AB ≈ 0.3 × p̂AB(5) ≈ (1.7 ± 0.5) × 10−22. In Fig. 5, we can see that after
a short transient time τini, which is about 2, kAB(t) reaches a plateau.
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Figure 5: the ratio R(t, t’) and its derivative with respect to t, when ǫ = 0.2
5 Conclusion and Discussion
In this paper, we propose a bifurcation method to estimate the transition
probability, and apply it to the double well potential problem. In each
bifurcation loop, the Crooks-Chandler algorithm is used to do MCMC sam-
pling. We find that during our bifurcation process, some bifurcation loops
have very long auto-correlation times when only using the Crooks-Chandler
method. When ǫ = 0.4 and γ = 1, it happens when we do sampling con-
ditional on X(10) > α, where α ∈ [−0.5, 0.5]. Sparked by the parallel
tempering method and the parallel marginalization method, we propose the
“parallel tempering and marginalization” method. With ǫ = 0.4 and γ = 1,
we take sampling conditional on X(10) > −0.35 as a typical example. Our
method reduces the time needed to get an almost independent sample from
50,000 units to 1,300 units, while parallel tempering only reduces it to 2750
units. Pointed out by the renormalization theory, judicious elimination of
variables by renormalization can reduce long range spatial correlations [22].
So in some other problems, it can reduce the computing time even more.
This is another possible advantage to combine the marginalization method
together with parallel tempering.
With ǫ = 0.2, γ = 1, we test our whole algorithm. By about 7.5 × 108
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samples, we get the transition probability for T = 5 is p̂(X(5) > 0.5) =
(5.8±1.8)×10−22. Following that, combining Crooks-Chandler and parallel
tempering and marginalization, by one transition path sampling run in the
collection of paths which have reached region B in the period [0, 10], with
N = 4× 108 samples, we get k̂AB ≈ (1.7± 0.5)× 10−22. Analytically, by the
Kramers’ theory, the transition rate is
kAB =
ω0ω1
2πγ
exp(−2∆U
γǫ2
) , (26)
where ω0 =
√
d2U
dx2 |x=−1, ω1 =
√
−d2Udx2 |x=0, and ∆U = U(0) − U(−1), so
kAB,Kramer =
2
√
2
π e
− 2
0.04 = 1.7 × 10−22. For such a small transition rate,
we get a pretty good estimation of the transition rate within affordable
computational time by our bifurcation method.
At last, we would like to mention that the bifurcation method can be
generalized. In the bifurcation loop k, we can set αk to satisfy the following
equation,
Prαk−1(φ(X[0,T ]) ≥ αk) ≡
∫
φ(X[0,T ])≥αk
fαk−1(X[0,T ])DX[0,T ] = c , (27)
where 0 < c < 1. If c is 0.5, it is our bifurcation method proposed in this
paper.
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