Introduction
Regression analysis is one of the most useful and the most frequently used statistical methods [24, 3] . The aim of the regression methods is to describe the relationship between a response variable and one or more explanatory variables. Among the different regression models, logistic regression plays a particular role. The basic concept, however, is universal. The linear regression model is, under certain conditions, in many circumstances a valuable tool for quantifying the effects of several explanatory variables on one dependent continuous variable. For situations where the dependent variable is qualitative, however, other methods have been developed. One of these is the logistic regression model, which specifically covers the case of a binary (dichotomous) response. [6] discussed an overview of the development of the logistic regression model. He identifies three sources that had a profound impact on the model: applied mathematics, experimental statistics, and economic theory.
[?] also provided details of the development on logistic regression in different areas. He states that, "Sir [5] introduced many statisticians to logistic regression through his 1958 article and 1970 book, "The Analysis of Binary Data". However, logistic regression is widely used as a popular model for the analysis of binary data with the areas of applications including physical, biomedical, and behavioral sciences.
In this study, the logistic regression models, as well as the maximum likelihood procedure for the estimation of their parameters, are introduced in detail. Based on real data set, an attempt has been made to illustrate the application of the logistic regression model.
Simulation is used in the study since it involves construction of complicated integrals that do not exists in a closed form that can be evaluated. Simulation methods can be used to evaluate it to within acceptable degrees of approximation by estimating the expectation of the mean of a random sample.
II. Literature Review
The method of maximum likelihood is the estimation method used in the logistic regression models, however, two other methods have been and may still be used for estimating the coefficient . These methods are the least squares and the discriminant function analysis. The linear model approach of analysis of categorical data proposed by Grizzle et al.(1969) used estimaton based on NonLinear Weighted S(NLWS). They demostrated that logistic model can be handled by the method of maximum likelihood using an iterative reweighted least squares algorithm. The discriminant approach to estimation of the coefficients is of historical importance as popularized by [4] . [14] compared the two methods when the model is dichotomous and
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has to be estimated from a finite sample of n observations. The method of analysis of generalized linear models can be used since logistic models are sub-category [17] . [11] established that the maximum likelihood estimators are the best asympotically and strong consistent estimators of the logit model, other estimators have been suggested for logit model including the minimum  divergent estimator which are generalization of maximum likelihood and are also consistent and asymptotically normal [20] .
[25] discussed the inconsistency of the generalized method of moments estimator of qualitative models with random regressors and suggested a suitable modification in case of the probit and not the logit.
In the parameter estimation and inference in statistics, maximum likelihood has many optimal properties in estimation: sufficiency (complete information about the parameter of interest contained in its estimation); consistency (true parameter value that generated the data recovered asymptotically, i.e. data of sufficiently large samples); efficiency (lowest possible variance of parameter estimates achieved asymptotically) and parameterization invariance. The asymptotic normality of the maximum likelihood in logistic regression models are also found in [18] and [19] . [18] presents regularity conditions for a multinomial response model when the logit link is used. [19] presents regularity conditions that assure asymptotic normality for the logit link in binomial response models and further verifies that his conditions are equivalent to those of [18] . [7] discuss the asymptotic distribution of the MLE for constructing confidence intervals and conducting tests of hypotheses. [12] prove that the MLE is asymptotically normal in this setting as long as certain regularity conditions are satisfied
Logistic function
The function has been discussed by many reseachers like [10] . It is given by;
when modelling a bernoulli random variable with multivariables, one directly models the probabilities of group membership, as follows;
where g in 1 is given by
To illustrate, the applicability of the logistic function, the bold curve in the figure 0 shows that the logistic function puts more weight on the tails than the normal distribution.
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,  So, taking the logarithm and upon simplification we have
The regularity conditions requires that the MLEs of  satisfies the usual consistency and asymptotic normality properties [1, 11] .
The optimization of the function in 5 with respect to the unknown vector  requires iterative techniques since first derivative is nonlinear in ˆ and has no simple analytical solution for ˆ [16] .
In matrix form, 7 can be rewritten in the form;  and as such the solution is a maximum [2, 23] .
Numerical Optimization
The Newton-Rapson method requires that the starting values be sufficiently close to the solution to ensure convergence. Under this condition the Newton-Raphson iteration converge quadratically to at least a local optimum. When the method is used to the problem of maximizing the likelihood function, it produces a squence of values 
IV.
Simulation study
Checking consistency of the maximum likelihood Estimators
Nonlinear system of equations arise commonly in statistic. In some cases, there will be a naturally associated scalar function of parameters which can be optimized to obtain parameter estimates. The MLE cannot be written in closed form expression, thus substantialy complicating the task of evaluating the characteristic of its (finite sample) distribution, whether the variables are random or not. Maximum likelihood estimator simulation for large samples are carried out using the Monte-Carlo simulation method. The simulations of the study involves the regressor variables which are fixed and for each model parameter, n-simulation binomial data set are generated for each of the regressor variable For each generated data set, the mle for ˆ is computed and saved. This procedure is repeated for 0, 200,300,50 = n and 700 at each of the regressor levels.
The following table gives the results of the simulation study for different sample sizes. 
Regularity conditions of the asymptotic normality of a Binomial Response model
[9] present regularity conditions for a very general class of generalized linear models. In this section, we explain the regularity conditions under the Binomial response model and then we apply Theorem 1 to show the asymptotic properties of ML estimators for the Binomial response model.
;  , thus the model is identifiable.
The proof of this assumption has been well documented by [23] (C2): The pdf have common support for all  , the true parameter vector is in the interior of this space.
This condition holds if the domain (support) of X is a closed set [18] .
[18] noted that the restriction that true parameter vector in the interior excludes some cases where consistent and asymptotically normal (CAN) breaks down. This is not a restrictive assumption in most application, but it is for some.
(C3):
The response model is measurable in x , and for almost all x is continous in the parameters. The standard models such as the probit, logit and the linear probability model are all continous in their argument and in x , so that this assumption holds.
(C4):
The model satisfies a global identification (that is it guarantees that there is at most one global maxima, see [18] .
The proof of this assumption has been discussed well by [23] . The concavity of the log-likelihood of an observation for the logit guarantees global identification, provided only that the s x are not linearly independent.
(C5): The assumption states that the model log likelihood is twice or three times differentiable, this is true provided the parameters do not give observations on the boundary in the linear or log linear models where probabilities are zero or one. [8] shows that these conditions are specifically satisfied for the binomial model. and all x in the support of X . The proof of this assumption has been done by many authors like [2, 23] . This implies that the information matrix, equal to the expectation of the outer product of the score of an observation is non-singular at the true parameter.
The conditions     
Normality of the ML estimators
Under some assumptions that allows among several analytical properties, the use of the delta method, the central limit theorem holds. We conducted a simulation study via the freeware package R. We show how the properties of an estimator are affected by changing conditions such as its sample size and the value of the underlying parameters. Employing it in practice, we illustrate the large sample behavior of the estimated log log log log log log log log log log log log log log log log log log log log log log log log log = ) ( A quantile-quantile normal graph, plots the quantiles of the data set against the theoretical quantiles of the standard normal distribution. If the data set appears to be a sample from a normal population, then the points will fall roughly along the line. The computation results indicates that the distribution of parameters approximates normal distribution as sample size, n increases.
On the Estimation and Properties of Logistic Regression Parameters
www.iosrjournals.org 65 | Page 
V. Conclusion
The study shows that the asymptotic properies of the maximum likelihood estimates of the logistic regression model can be obtained by some transformation of the regularity conditions of the linear regression model. The simulation studies done show that there is consistency in the parameter estimates, where fixed values of regression parameters are used, this shows that simulated estimates converge well to the fixed values as the sample size approaches infinity. The finite behaviour of consistency is upheld.
On the otherhand, simulated result on the normality were taken using the Q-Q-plots and using the the Kolmogorov-Smirnov and Shapiro-Wilks test. The analysis shows that the parameters are normally distributed, this can be checked on the decrease of the statistic values on both tests and also from tables 1, 2, 3, 4 and 5, we see that we fail to reject the null hypothesis at 5% =  as the sample size increases and conclude that the samples are taken from the normal distribution.
