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Abstract 
This note deals with the numerical solution of the matrix differential system 
Y'=[B(t ,Y) ,Y] ,  Y(0)=Y0, t~>0, (1) 
where Y0 is a real constant symmetric matrix, B maps symmetric into skew-symmetric matrices, and [B(t, Y), Y] is the 
Lie bracket commutator f B(t, Y) and Y, i.e. [B(t, Y), Y] = B(t, Y)Y - YB(t, Y). The unique solution of (1) is isospectral, 
that is the matrix Y(t) preserves the eigenvalues of Y0 and is symmetric for all t (see [1, 5]). Isospectral methods exploit 
the Flaschka formulation of (1) in which Y(t) is written as Y(t) = U(t)YoUT(t), for t ~> 0, where U(t) is the orthogonal 
solution of the differential system 
U' = B(t, UYoUr)U, U(O) = I, t >>, O, (2) 
(see [5]). Here a numerical procedure based on the Cayley transform is proposed and compared with known isospectral 
methods. @ 1998 Elsevier Science B.V. All rights reserved. 
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1. The method of the Cayley transform 
In the following, we shall use these notations: A4n is the set of n × n real matrices, $. is the 
subset of the symmetric matrices, O. is the subset of the orthogonal matrices, ~n is the subset of 
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the skew-symmetric matrices, a(U) is the spectrum of the matrix U, C1[$1 ---+ $2] is the set of 
continuous and differentiable matrix functions mapping S~ to $2. We introduce numerical methods 
based on the Cayley transform (see [6, p. 73]): let us consider A E C1[~ -~ ~n], then the matrix 
function 
U(t) = [I - A(t)]-l[I  ÷ A(t)], t >l O (3) 
belongs to C1[~ -+ On]. Conversely, if U E C~[~ ~ On] and if -1  ~ a(U(t)) for each t, then 
there exists a unique solution A E C1[~ --~ ~n] such that (3) is verified with 
A(t) = [U(t) - I][U(t) ÷ I ] - '  t >>- O. (4) 
Since A(t) is skew-symmetric its eigenvalues are pure imaginary and matrix I -A ( t )  is guaranteed 
to be nonsingular. It is possible to prove that if U(t) is the orthogonal solution of (2) on [0, z), 
with r sufficiently small, then matrix function A(t) defined in (4) is well defined for each t C [0, r) 
and satisfies the following skew-symmetric differential system 
A'=H(t~+t ,A) ,  A(O)=O, tE[O,z) ,  (5) 
with H :~ × 7-/, ~ ~n, given by H(tk + t,A) = ½(I - A)B(tk + t, UYkUr)(I + A). 
The advantage of this procedure is that all classical numerical methods are skew-symmetric pre- 
serving integrators, thus explicit methods may be employed to reduce the cost of the numerical 
procedure. We consider the v-stage explicit RK method defined by the matrix A = (aij) and the 
vectors c = (Cl,...,c~,) T and b = (bl,. . . ,b~) ~. Then the approximation A1 of the solution of (5) at 
t = h is given by 
v l--1 
Al=hZb,H( tk+c ,h ,  A1,), A , ,=hZa, jH( t~+c jh ,A l j ) ,  l=2  . . . . .  v, (6) 
/=1 j-1 
with A11 = 0, H(tk + cth,A~l) = ½(I -Al l )B(tk ÷ cfh, UltYkU~)(I + All) and 
( I -A l t )U~t=( l+A l t )  l=  1 .... ,v. (7) 
Once A~ has been derived, UI may be computed by solving the linear matrix system 
(I - A1)U1 = (I + A,) (8) 
and the isospectral correction 
Yk-I = U1Yk UT, (9 )  
may be performed. The procedure stated in (6)-(9) will be denoted by CAYRKv. 
Theorem 1.1. Let us consider the isospectraI system (1) and let B: ~ x 8n ~ 7-[n be sufficiently 
smooth. Then the CA YRKv method (6)-(9) has the same order of  accuracy of  the underlying 
v-stage explicit RK  method. 
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Proof. We consider a CAYRKv method based on an explicit RK scheme of order p such that the 
local truncation error is A1 -A(h)  = O(h p+I). By using (7) and the Cayley transform for the exact 
solution A(h), we have 
(I - A~ )U~ - ( I  - A (h ) )U(h)  = A, - A(h), 
from which it follows that 
U, - U(h)  = (I - A(h) ) - I (A ,  - A(h) ) ( I  + U, ). 
Since A(h) is skew-symmetric, it is also normal together with ( I -  A(h))  -~ then it follows that 
I I (1-A(h))  -111 ~< 1, where II'l] is the Euclidean orm on matrices. Furthermore, since U~ is orthogonal, 
we have 
IIU, - U(h)l l  ~ 211A, - A(h)l l ,  
therefore, U1-  U(h)  behaves as Aj -A(h) .  If we assume the local condition Y(kh)= Yk, it follows 
that 
Yk+l - -  Y((k  ÷ 1)h) : [U~ - U(h)]Y(kh)U~ - Y((k  ÷ 1)h)[U, - U(h)]U~. 
Thus, from the isospectrality of the theoretical solution, it follows that I] Y(kh)][ = ][ Y0]] for all k ~> 0, 
therefore we obtain 
[lYe+, - Y((k ÷ 1)h)ll ~ 211Y(kh)llllu~ - U(h)ll ~ 411YolllIA,- A(h)l l ,  
that is the local truncation error Yk+~ - Y((k  + 1)h) behaves as the local truncation error Aj -A(h) ,  
that is as O(llYollhp+'). [] 
2. Computational aspects and numerical tests 
Here, given a grid point t~, the computational costs (in terms of flops) of some semi-explicit 
isospectral methods are compared. For simplicity, we neglect he computational costs of order lower 
than n 3, while we consider the cost for multiplying matrices, the cost for solving linear systems, the 
cost ~(n) for computing the Lie-bracket operator, the cost 6(n) for computing B(t, Y). We denote 
by ADJRKv the method of the adjoint equation (proposed in [2]) in which the Flaschka and adjoint 
equation are both solved by a v-stage explicit RK method. We denote by PRKv the semi-explicit 
method in which U1 is computed by a projection method based on the modified Gram-Schmidt 
algorithm (see [4]). We denote by EvGLRKs the semi-explict methods of order 2s based on v-stage 
continuous explicit RK methods. We recall that v depends on s, in particular, we have v(1 ) = 1, 
v(2) = 4, v(3) = 7 (see [7]). We note that, the flop count for multiplying the matrices in (9) is 
almost 3n 3 being Yk+l symmetric. Observe that if Y E 8n, then [B(t, Y), Y] = B(t, Y )Y  + (B(t, y )y )T ,  
thus ~(n) -~ 6(n) + 2n 3. For instance, in the case of Toda and double bracket flows (see examples 
2.1 and 2.3), we get, respectively, ~(n) = O(2n 3) and 7(n) = O(4n 3) flops. Furthermore, if Y E 8n 
and A E ~n, then 
2H(t ,A)  = (I  - A )B(t, Y ) ( I  + A) = B(t, Y)  + [B(t, Y),A] - AB(t, Y)A, 
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Table 1 





v(~(n) + 2n 3) + [sf (n)  + (2s3 + 2s2)n 3 + (2s + 3)n 3] 
v(~5(n) + 2n 3 + 6n 3) -- n 3 
v(~(n) + 8n3 + 6n 3) -- 3n 3 
v(O(n) + 2n 3 + 6n 3) -- 2n 3 
therefore, since AB(t, Y)A is skew-symmetric, it follows that the computation of H(t,A) requires 
cS(n) + 3n 3 flops. We suppose to use algorithms based on Gaussian elimination to solve linear 
systems and to invert matrices. In particular, we suppose that the cost for solving n linear systems 
with the same coefficient matrix of dimension sn is given by (2s3 + 2s2)n 3 flops. Table 1 may thus 
be derived. 
From this Table 1 it follows that, among second-order methods, E1GLRK1 seems to be the less 
expensive procedure while the other methods how similar flop counts. Notice that this kind of cost 
analysis is only a rough guide because to evaluate the performance of a numerical method the flop 
count (or the CPU time) should be related to the global errors at the grid point. In the sequel, 
comparisons among the performances of the studied methods will be reported. All the numerical 
results have been obtained by Matlab codes implemented on a scalar computer Alpha 200 4/233 
with 128 Mb RAM. The following examples, we have considered have already been described 
in [7]. 
Example 2.1. (Toda flow). Let us consider the isospectral flow (1) in which B(t, Y) = Y÷ - Y_, 
where Y÷ (Y_) denotes the upper (lower) triangular part of Y. 
Example 2.2. (Continuous power method). In this case B(t, Y) = T o Y, where o denotes the 
Hadamard product and T = [tij] is the skew-symmetric matrix such that tl,i = -ti, l = 1, for i > 1 
and with all other elements equal to 0. 
Example 2.3. (Double-bracket flow). Let us consider the isospectral flow (1) in which B(t, Y) = 
[D, Y], with D = diag( 1, 0.8, 0.6, 0.4, 0.2). 
In Figs. 1.1, 1.2 and 1.3 we have plotted the performances at t = 15 of the second-order methods con- 
sidered applied, respectively, to examples 2.1, 2.2 and 2.3, with steps h = 1/2 i, for i = 2, 3, 4, 5, 6, 7, 
solid line represents CAYRK2, dash-dotted line ADJRK2 and dashed line E1GLRK1. The E1GLRK1 
require always less flops but give a higher error for Example 2.1, while in the other two examples 
the best performance is given by CAYRK2. In Fig. 1.4 we have plotted the symmetric error of the 
numerical solution Yk, computed using ]]Yk - YkrllF, for Example 2.2. In this case the limit matrix 
computed by ADJRK2 is not symmetric and probably this is the reason of higher errors. The sym- 
metric error given by E1GLRK1 and CAYRK2 is negligible. This behaviour has not been noted in 
Example 2.1 since, in this case, the limit matrix is a diagonal matrix. 
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