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OPTIMALITY CONDITIONS FOR DISJUNCTIVE PROGRAMS BASED ON GENERALIZED
DIFFERENTIATION WITH APPLICATION TO MATHEMATICAL PROGRAMS WITH
EQUILIBRIUM CONSTRAINTS∗
HELMUT GFRERER†
Abstract. We consider optimization problems with a disjunctive structure of the constraints. Prominent examples of such
problems are mathematical programs with equilibrium constraints or vanishing constraints. Based on the concepts of directional
subregularity and their characterization by means of objects from generalized differentiation, we obtain the new stationarity concept
of extended M-stationarity, which turns out to be an equivalent dual characterization of B-stationarity. These results are valid under a
very weak constraint qualification of Guignard type which is usually very difficult to verify. We also state a new constraint qualification
which is a little bit stronger but verifiable. Further we present second-order optimality conditions, both necessary and sufficient.
Finally we apply these results to the special case of mathematical programs with equilibrium constraints and compute explicitly all
the objects from generalized differentiation. For this type of problems we also introduce the concept of strong M-stationarity which
builds a bridge between S-stationarity and M-stationarity.
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1. Introduction. In this paper we consider mathematical programs with disjunctive constraints of the
form
min
x∈Rn
f (x) subject to F(x) ∈Ω, (1.1)
where the functions f : Rn → R, F : Rn →Rm are continuously differentiable and Ω = ∪ p¯i=1Pi is the union
of finitely many convex polyhedra Pi.
A prominent example for such programs are mathematical programs with equilibrium constraints
(MPEC for short)
min
x∈Rn
f (x)
subject to g(x)≤ 0, (1.2)
h(x) = 0,
Gi(x)≥ 0,Hi(x)≥ 0,Gi(x)Hi(x) = 0, i = 1, . . . ,q
with functions f : Rn →R, g : Rn →Rl , h : Rn →Rp, and G,H : Rn →Rq. Note that the complementarity
conditions Gi(x)≥ 0,Hi(x)≥ 0,Gi(x)Hi(x) = 0 can be equivalently rewritten in the form
− (Gi(x),Hi(x)) ∈ QEC, i = 1, . . . ,q, (1.3)
where
QEC := {(a,b) ∈R2− |ab = 0} (1.4)
is the union of the 2 polyhedral sets R−×{0} and {0}×R−. Hence the MPEC is of the form (1.1) with
F(x) =


g(x)
h(x)
−G1(x)
−H1(x)
.
.
.
−Gq(x)
−Hq(x)


, Ω = Rl−×{0}p×QqEC (1.5)
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is the union of 2q polyhedral sets. Here, the minus signs are used only for convenience of the subsequent
analysis.
MPECs have their origin in bilevel programming and arise in many applications in economic, engi-
neering and natural sciences. We refer to the monographs [37, 42] for further details.
MPECs are known to be difficult optimization problems because due to the complementarity condi-
tions Gi(x) ≥ 0, Hi(x) ≥ 0, Gi(x)Hi(x) = 0 many of the standard constraint qualifications of nonlinear
programming are violated at any feasible point. Hence the usual Karush-Kuhn-Tucker conditions fail to
hold at a local minimzer and various first-order optimality conditions such as Abadie (A-), Bouligand (B-),
Clarke (C-), Mordukhovich (M-) and Strong (S-) stationarity conditions have been studied in the literature
[8, 11, 33, 41, 40, 48, 49, 51, 50]. B-stationarity expresses the first-order necessary condition that there
does not exist a feasible descent direction at a local optimum and this is actually the type of stationarity
we want to characterize. However, B-stationarity is very difficult to verify because it is a primal first-
order condition. Hence the other stationarity concepts, which are dual first-order conditions, have been
introduced. S-stationarity is sufficient for B-stationarity but it only holds under some strong constraint
qualification such as MPEC-LICQ (Linear Independence Constraint Qualification). A slightly weaker sta-
tionary concept is M-stationarity which holds under fairly mild assumptions. However, it is to be noted that
M-stationarity (and therefore also the weaker concepts of A- and C-stationarity) does not preclude the oc-
currence of feasible descent directions. Till now no dual first-order condition is known which is equivalent
to B-stationarity under some weak constraint qualification and we will close this gap in this paper.
Compared with the first-order optimality conditions, very little has been done with the second-order
optimality conditions for MPECs. In [48] necessary and sufficient conditions based on the concept of S-
stationarity have been stated. In [18] second-order necessary conditions in terms of S- and C-multipliers
were stated and some consequences of a strong second-order sufficient conditions based on M-multipliers
were given.
Another example for programs with disjunctive constraints arise from programs with vanishing con-
straints (MPVC)
Hi(x)≥ 0, Gi(x)Hi(x)≤ 0, i = 1, . . . ,q (1.6)
which can be equivalently formulated as
(Gi(x),Hi(x)) ∈ QVC
with QVC being the union of the 2 polyhedral sets R−×R+ and R×{0}. For more details on MPVCs and
optimality conditions we refer the reader to [1, 2, 25, 26, 27, 32].
For S- and M-stationarity conditions for mathematical programs with disjunctive constraints we refer
to [9].
The aim of this paper is to present a unified theory of optimality conditions based on the concepts
of generalized differentiation by Mordukhovich [38, 39]. In fact, by the Mordukhovich criterion [38,
Theorem 4.18], the M-stationarity conditions state that a certain multifunction built by the objective and
the constraints is not metrically regular. Our optimality conditions rely on the observation that at a local
minimizer for every critical direction such a multifunction cannot have a certain regular behaviour. They
are obtained by applying the characterizations of directional metric regularity, subregularity, and mixed
regularity/subregularity as can be found in the recent papers [13, 14, 15]. The resulting first-order and
second-order optimality conditions are of the form that for every critical direction there is some multiplier
fulfilling the optimality condition. Recall that the standard second-order necessary optimality conditions
for a nonlinear programming problem, see e.g. [3, 29, 36], have the same structure, namely that for every
critical direction there is some multiplier fulfilling the second-order condition. In the context of disjunctive
programming we now need this directional form also for the first-order conditions in order to obtain strong
necessary conditions.
In section 2 we recall the basic definitions of the different versions of regularity and their characteri-
zations by means of generalized differentiation. In section 3 we state various optimality conditions for the
problem (1.1). We obtain first-order optimality conditions called extended M-stationarity conditions and
we will show that under some weak constraint qualification this condition is an equivalent dual characteri-
zation of B-stationarity.
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Further we introduce a new constraint qualification based on directional metric subregularity which
appears to be rather weak but is verifiable. Finally, second-order optimality conditions, both necessary and
sufficient are presented.
In section 4 we apply these results to MPECs by explicitly calculating the objects from generalized
differentiation. Since extended M-stationarity is still difficult to verify, we present also the weaker neces-
sary condition of strong M-stationarity which builds a bridge between S- and M-stationarity and seems to
be well suited for numerical purposes.
In what follows we denote by BRn := {x ∈Rn |‖x‖ ≤ 1} the closed unit ball. For a mapping F : Rn →
R
m we denote by ∇F(x¯) the Jacobian and by ∇2F(x¯) the second derivative as defined by
uT ∇2F(x¯) := lim
t→0
∇F(x¯+ tu)−∇F(x¯)
t
∀u ∈ Rn.
Hence, for a scalar mapping f : Rn → R, ∇2 f (x¯) can be identified with the Hessian and for a mapping
F : Rn →Rm we have
uT ∇2F(x¯)v = (uT ∇2F1(x¯)v, . . . ,uT ∇2Fm(x¯)v)T .
2. Preliminaries. We start by recalling several definitions and results from variational analysis: Let
Ω ⊂ Rn be an arbitrary closed set and x ∈Ω. The contingent (also called Bouligand or tangent) cone to Ω
at x, denoted by T (x;Ω), is given by
T (x;Ω) := {u ∈ Rn |∃(uk)→ u,(tk) ↓ 0 : x+ tkuk ∈Ω}.
We denote by
ˆN(x;Ω) = {ξ ∈ Rn | limsup
x′ Ω→x
ξ T (x′− x)
‖x′− x‖ ≤ 0} (2.1)
the Fre´chet (regular) normal cone to Ω. Finally, the Mordukhovich (basic/limiting) normal cone to Ω at x
is defined by
N(x;Ω) := {ξ |∃(xk) Ω→x, (ξk)→ ξ : ξk ∈ ˆN(xk;Ω)∀k}.
If x 6∈Ω we put T (x;Ω) = /0, ˆN(x;Ω) = /0 and N(x;Ω) = /0.
The Mordukhovich normal cone is generally nonconvex whereas the Fre´chet normal cone is always
convex. In the case of a convex set Ω, both the Fre´chet normal cone and the Mordukhovich normal cone
coincide with the standard normal cone from convex analysis and moreover, the contingent cone is equal
to the tangent cone in the sense of convex analysis.
Note that ξ ∈ ˆN(x;Ω)⇔ ξ T u ≤ 0 ∀u ∈ T (x;Ω), i.e. ˆN(x;Ω) = ˆN(0;T (x;Ω)) = T (x;Ω)◦ is the polar
cone of T (x;Ω).
If Ω is a convex cone then we have
T (x;Ω) = Ω+R{x}, ˆN(x;Ω) = {ξ ∈ ˆN(0;Ω) = Ω◦ |ξ T x = 0},
whereas in case of an arbitrary cone (not necessarily convex) we still have ξ T x = 0 ∀ξ ∈ ˆN(x;Ω) and
consequently also ξ T x = 0 ∀ξ ∈ N(x;Ω).
If Ω is the union of finitely many sets Ωi, i = 1, . . . , p¯, then
T (x;Ω) =
⋃
i:x∈Ωi
T (x;Ωi), ˆN(x;Ω) =
⋂
i:x∈Ωi
ˆN(x;Ωi).
The contingent cone and the Fe´chet normal cone to a convex polyhedron P with representation P = {x ∈
R
n |aTj x≤ b j, j = 1, . . . ,m} are given by
T (x;P) = {u ∈ Rn |aTj u≤ 0, j ∈A (x)}, ˆN(x;P) = { ∑
j∈A (x)
µ ja j |µ j ≥ 0, j ∈A (x)},
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where A (x) := { j |aTj x = b j} denotes the index set of active constraints.
Given a multifunction M : Rn⇒Rm and a point (x¯, y¯) ∈ gphM := {(x,y) ∈ X ×Y |y ∈M(x)} from its
graph, the coderivative of M at (x¯, y¯) is a multifunction D∗M(x¯, y¯) :Rm⇒Rn with the values D∗M(x¯, y¯)(η) :=
{ξ ∈Rn |(ξ ,−η) ∈ N((x¯, y¯);gphM)}, i.e. D∗M(x¯, y¯)(η) is the collection of all ξ ∈Rn for which there are
sequences (xk,yk)→ (x¯, y¯) and (ξk,ηk)→ (u,v) with (ξk,−ηk) ∈ ˆN((xk,yk);gphM).
For more details we refer to the monographs [38, 47]
The following directional versions of these limiting constructions were introduced in [14]. Given a
direction u ∈ Rn, the Mordukhovich normal cone to a subset Ω⊂ Rn in direction u at x ∈Ω is defined by
N(x;Ω;u) := {ξ ∈ Rn |∃(tk) ↓ 0, (uk)→ u, (ξk)→ ξ : ξk ∈ ˆN(x+ tkuk;Ω)∀k}.
For a multifunction M : Rn⇒Rm and a direction (u,v) ∈Rn×Rm, the coderivative of M in direction (u,v)
at (x¯, y¯)∈ gphM is defined as the multifunction D∗M((x¯, y¯);(u,v)) :Rm⇒Rn given by D∗M((x¯, y¯);(u,v))(η) :=
{ξ ∈ Rn |(ξ ,−η) ∈ N((x¯, y¯);gphM;(u,v))}.
Note that the directional versions of the Mordukhovich normal cone and the coderivative as defined
in [14] were introduced for general Banach spaces and therefore look somewhat different. In particular,
in [14] it was distinguished between normal, mixed and reversed mixed coderivatives. However, in finite
dimensional spaces weak-∗ and strong convergence coincide and hence this distinction is superfluous in
our setting. In fact the definitions above are equivalent with the definitions from [14].
Note that by the definition we have N(x;Ω;0) = N(x;Ω) and D∗M((x¯, y¯);(0,0)) = D∗M(x¯, y¯). Further
N(x;Ω;u)⊂ N(x;Ω) for all u and N(x;Ω;u) = /0 if u 6∈ T (x;Ω).
The following two lemmas give characterizations of the directional Mordukhovich normal cone.
LEMMA 2.1. Let Ω ⊂ Rn be the union of finitely many closed convex sets Ωi, i = 1, . . . , p¯, x¯ ∈ Ω,
u ∈ Rn. Then
N(x¯;Ω;u)⊂ {ξ ∈ N(x¯;Ω) |ξ T u = 0} (2.2)
and
ˆN(u;T (x¯;Ω))⊃ {ξ ∈ ˆN(x¯;Ω) |ξ T u = 0} (2.3)
If Ω is convex and u∈T (x¯;Ω) then both inclusion hold with equality and therefore N(x¯;Ω;u)=N(u;T (x¯;Ω))=
ˆN(u;T (x¯;Ω)).
Proof. Let ξ ∈ N(x¯;Ω;u) be arbitrarily fixed and consider sequences (tk) ↓ 0, (uk)→ u, (ξk)→ ξ
with ξk ∈ ˆN(x¯+ tkuk;Ω) for all k. Let Ik := {i ∈ {1, . . . , p¯}| x¯+ tkuk ∈ Ωi}. Since there are only finitely
many subsets of {1, . . . , p¯}, by passing to a subsequence we can assume that there is some index set I
such that Ik = I for all k. Let ¯i ∈ I arbitrarily fixed. Since Ω¯i is closed we have x¯ ∈ Ω¯i and thereforeξ Tk (x¯− (x¯+ tkuk)) = −tkξ Tk uk ≤ 0, implying ξ T u ≥ 0. Since (tk) ↓ 0, we can find for each k some index
j(k) ≥ k with t j(k)/tk ≤ 1k . Then for all k we have ξ Tj(k)(x¯+ tkuk− (x¯+ t j(k)u j(k)))≤ 0 and therefore
0≥ lim
k→∞
ξ Tj(k)(uk−
t j(k)
tk
u j(k)) = ξ T u
also holds. Hence the inclusion (2.2) is shown.
To show (2.3), consider the index sets ¯I := {i ∈ {1, . . . , p¯}| x¯ ∈ Ωi}, Iu := {i ∈ ¯I |u ∈ T (x¯;Ωi)} and
η ∈ {ξ ∈ ˆN(x¯;Ω) |ξ T u = 0}=⋂i∈ ¯I{ξ ∈ ˆN(x¯;Ωi) |ξ T u= 0}. Taking into account that T (x¯;Ωi) is a convex
cone and Ωi is convex for each i, we have
ˆN(u;T (x¯;Ωi)) = {η ∈ ˆN(0;T (x¯;Ωi)) |ηT u = 0}= {η ∈ ˆN(x¯;Ωi) |ηT u = 0} ∀i ∈ Iu
and therefore
η ∈ {ξ ∈ ˆN(x¯;Ω) |ξ T u = 0}=⋂
i∈ ¯I
{ξ ∈ ˆN(x¯;Ωi) |ξ T u = 0} ⊂
⋂
i∈Iu
ˆN(u;T (x¯;Ωi)) = ˆN(u;T (x¯;Ω))
proving (2.3).
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To show the assertion about equality in the case of convex Ω, let u ∈ T (x¯;Ω) and ξ ∈ N(x¯;Ω) with
ξ T u = 0 be arbitrarily fixed. Then we can find sequences (tk) ↓ 0 and (uk)→ u with xk := x¯+ tkuk ∈Ω for
all k and, by passing to a subsequence if necessary, we can assume k‖u− uk‖→ 0. Because of
−ξ T (x− xk) =−ξ T (x− x¯)+ tkξ T uk =−ξ T (x− x¯)+ tkξ T (uk− u)≥ tkξ T (uk− u) ∀x ∈Ω,
by invoking Ekeland’s variational principle, there is for every k some x˜k ∈Ω such that ‖x˜k−xk‖≤ ktkξ T (u−
uk) and x˜k is a global minimizer of the problem
min
x∈Ω
−ξ T (x− xk)+ 1k‖x− x˜k‖.
By the well known first order optimality conditions from convex analysis (see, e.g., [46, Theorem 27.4])
there is some element ηk ∈BRn such that ξ − 1k ηk =: ξk ∈ ˆN(x˜k;Ω) , showing limk→∞ ξk = ξ . Since we
also have
limsup
k→∞
‖ x˜k− x¯
tk
− u‖ ≤ limsup
k→∞
(‖ x˜k− xk
tk
‖+ ‖xk− x¯
tk
− u‖)≤ limsup
k→∞
(k‖ξ‖‖uk− u‖+ ‖uk− u‖) = 0,
ξ ∈ N(x;Ω;u) follows. Finally note, that equality in (2.3) holds for convex Ω because of
ˆN(u;T (x¯;Ω)) = {ξ ∈ ˆN(0;T (x¯;Ω)) |ξ T u = 0}= {ξ ∈ ˆN(x¯;Ω) |ξ T u = 0}.
LEMMA 2.2. Let Ω ⊂ Rn be the union of finitely many polyhedra Pi, i = 1, . . . , p¯ and let x¯ ∈ Ω and
u ∈ T (x¯;Ω). Then
N(x¯;Ω;u) =
⋃
v∈T (u;T (x¯;Ω))
ˆN(v;T (u;T (x¯;Ω))). (2.4)
Proof. Let the polyhedra Pi, i = 1, . . . , p¯ be represented by
Pi = {x ∈Rn |aTi jx ≤ b j, j = 1, . . . ,mi}
and denote ¯P := {i ∈ {1, . . . , p¯}| x¯ ∈ Pi} and ¯Ai := { j ∈ {1, . . . ,mi}|aTi j x¯ = bi} for i ∈ ¯P . Then
T (x¯;Ω) =
⋃
i∈ ¯P
T (x¯;Pi) =
⋃
i∈ ¯P
{v ∈ Rn |aTi jv≤ 0, j ∈ ¯Ai}
and denoting P(u) := {i ∈ ¯P |u ∈ T (x¯;Pi)} and Ai(u) := { j ∈ ¯Ai |aTi ju = 0} for i ∈P(u) we have
T (u;T (x¯;Ω)) =
⋃
i∈P(u)
{v ∈ Rn |aTi jv≤ 0, j ∈Ai(u)}. (2.5)
Now let v ∈ T (u;T (x¯;Ω)) and ξ ∈ ˆN(v;T (u;T (x¯;Ω))) be arbitrarily fixed and let Pv := {i ∈P(u) |v ∈
T (u;T (x¯;Pi))} and A vi := { j ∈ Ai(u) |aTi jv = 0}, i ∈ Pv. Then ξ ∈ ⋂i∈Pv ˆN(v;T (u;T (x¯;Pi))) and thus
for each i ∈ Pv there are nonnegative numbers µi j ≥ 0, j ∈ A vi such that ξ = ∑ j∈A vi µi jai j. We claim
that for all t > 0 sufficiently small ξ ∈ ˆN(x¯+ tu+ t2v;Ω). To prove this claim it is sufficient to show
Pv = {i ∈ {1, . . . , p¯}| x¯+ tu+ t2v ∈ Pi} and A vi = { j ∈ {1, . . . ,mi}|aTi j(x¯+ tu+ t2v) = b j}, i ∈Pv for all
t > 0 sufficiently small, since then
ˆN(x¯+ tu+ t2v;Ω) =
⋂
i∈Pv
{ ∑
j∈A vi
µi jai j |µi j ≥ 0, j ∈A vi }.
Let i ∈ Pv and j ∈ {1, . . . ,mi}. The index set {1, . . . ,mi} can be partitioned into the four sets J1 =
{1, . . . ,mi}\ ¯Ai, J2 := ¯Ai \Ai(u), J3 :=Ai(u)\A vi and A vi . If j ∈A vi we have aTi jv = aTi ju = ai j x¯−b j = 0,
if j ∈ J3 we have aTi jv < aTi ju = ai jx¯−b j = 0, if j ∈ J2 we have aTi ju < ai jx¯−b j = 0 and finally ai j x¯−b j < 0
5
for j ∈ J1. This shows aTi j(x¯+ tu+ t2v)− b j = 0, j ∈ A vi and aTi j(x¯+ tu+ t2v)− b j < 0, j ∈ J1 ∪ J2 ∪ J3
for all t > 0 sufficiently small and we can conclude Pv ⊂ {i ∈ {1, . . . , p¯}| x¯+ tu+ t2v ∈ Pi} and A vi =
{ j ∈ {1, . . . ,mi}|aTi j(x¯+ tu+ t2v) = b j}, i ∈Pv. For i 6∈Pv we either have i ∈ I1 := {1, . . . , p¯} \ ¯P or
i ∈ I2 := ¯P \P(u) or i ∈ I3 := P(u) \Pv. If i ∈ I1 there is some j ∈ {1, . . . ,mi} with aTi jx¯− b j > 0,
if i ∈ I2 there is some j ∈ ¯Ai with 0 = aTi j x¯− b j < aTi ju and finally for i ∈ I3 there is some j ∈ Ai(u)
with 0 = aTi j x¯− b j = aTi ju < aTi jv. Hence there is some j with aTi j(x¯ + tu+ t2v) > 0 for all t > 0 suf-
ficiently small and Pv ⊃ {i ∈ {1, . . . , p¯}| x¯ + tu + t2v ∈ Pi} follows and our claim is proved. Since
limt↓0 t−1(x¯+ tu+ t2v− x¯) = u we obtain ξ ∈N(x¯;Ω;u) and⋃v∈T (u;T (x¯;Ω)) ˆN(v;T (u;T (x¯;Ω)))⊂N(x¯;Ω;u)
follows.
To show the reverse inclusion, let ξ ∈ N(x¯;Ω;u) and consider sequences (tk) ↓ 0, (uk)→ u and (ξk)→
ξ such that ξk ∈ ˆN(x¯+ tkuk;Ω). Then for all k sufficiently large we have Pk := {i ∈ {1, . . . , p¯}| x¯+ tkuk ∈
Pi} ⊂P(u) and A ki := { j ∈ {1, . . . ,mi}|aTi j(x¯+ tkuk) = bi}= { j ∈ ¯Ai |aTi juk = 0} ⊂Ai(u), i ∈Pk and
ξk ∈
⋂
i∈Pk
ˆN(x¯+ tkuk;Pi) =
⋂
i∈Pk
{ ∑
j∈A ki
µi jai j |µi j ≥ 0}.
It follows that aTi juk ≤ 0, j ∈ Ai(u), i ∈ Pk and hence uk ∈ T (u;T (x¯;Pi)), i ∈Pk. Since there are only
finitely many subsets of {1, . . . , p¯} and {1, . . . ,mi}, i ∈ {1, . . . , p¯} we can assume, by eventually passing
to a subsequence, that there are index sets Pξ ⊂ P(u), A ξi ⊂ Ai(u), i ∈ Pξ such that Pk = Pξ ,
A ki = A
ξ
i , i ∈ Pξ for all k. Because the normal cones ˆN(x¯+ tkuk;Pi), i ∈ Pξ are closed, we obtain
ξ ∈ ˆN(x¯+ tkuk;Pi), i ∈Pξ . Now let k be arbitrarily fixed. For every i ∈P(u)\Pξ there is some index
ji ∈Ai(u) with aTi jiuk > 0 and therefore uk 6∈ T (u;T (x¯;Pi)). Since T (u;T (x¯;Pi)) is closed we can find δ > 0
such that for every w ∈ T (u;T (x¯;Ω))∩ (uk + δBRn) we have w 6∈ T (u;T (x¯;Pi)), i ∈P(u)\Pξ showing
Pw := {i ∈ P(u) |w ∈ T (u;T (x¯;Pi))} ⊂ Pξ . Thus, for every i ∈ Pw there are nonnegative numbers
µi j ≥ 0, j ∈A ξi with ξ = ∑ j∈A ξi µi jai j implying
ξ T (w− uk) = ∑
j∈A ξi
µi jaTi j(w− uk) = ∑
j∈A ξi
µi jaTi jw≤ 0
because of aTi jw ≤ 0, j ∈Ai(u)⊃A ξi and we conclude ξ ∈ ˆN(uk,T (u;T (x¯;Ω))). This finishes the proof.
In particular it follows from (2.4) that for every v¯ ∈ T (u;T (x¯;Ω)) we have
ˆN(v¯;T (u;T (x¯;Ω)))⊂ N(x¯;Ω;u), (2.6)
N(v¯;T (u;T (x¯;Ω))) = limsup
v→v¯
ˆN(v;T (u;T (x¯;Ω)))⊂ N(x¯;Ω;u). (2.7)
In what follows we consider the notions of metric regularity and subregularity, respectively, and its
characterization by coderivatives and Mordukhovich normal cones.
Recall that a multifunction M : Rn ⇒ Rm is called metrically regular with modulus κ > 0 near the
point (x¯, y¯) ∈ gphM from its graph, provided there exist neighborhoods U of x¯ and V of y¯ such that
d(x,M−1(y))≤ κd(y,M(x)) ∀(x,y) ∈U×V. (2.8)
Here d(x,Ω) denotes the usual distance between a point x and a set Ω.
It is well known that metric regularity of the multifunction M near (x¯, y¯) is equivalent to the Aubin
property of the inverse multifunction M−1. A multifunction S : Rm ⇒ Rn has the Aubin property with
modulus L≥ 0 near some point (y¯, x¯) ∈ gphS, if there are neighborhoods U of x¯ and V of y¯ such that
S(y1)∩U ⊂ S(y2)+L‖y1− y2‖BRn ∀y1,y2 ∈V.
We refer to the monographs [38, 39, 34, 47] and the survey [30] for an extensive treatment of these subjects
and the related notions of pseudo-Lipschitz continuity, Lipschitz-like property and openness with a linear
rate.
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Metric regularity can be equivalently characterized by the so-called Mordukhovich criterion (cf. [38,
Theorem 4.18], [47, Theorem 9.43]):
THEOREM 2.3. For a multifunction M : Rn ⇒ Rm with closed graph and any (x¯, y¯) ∈ gphM the
following statements are equivalent:
1. M is metrically regular near (x¯, y¯).
2. kerD∗M(x¯, y¯) = {0}, i.e. 0 ∈D∗M(x¯, y¯)(λ )⇒ λ = 0.
Applying this criterion to multifunctions of the form M(x) = F(x)−Ω we obtain the following collo-
rary, see e.g. [47]:
COROLLARY 2.4. Let M : Rn ⇒ Rm, M(x) = F(x)−Ω be a multifunction, where F : Rn → Rm is
continuously differentiable, Ω⊂Rm is closed and let x¯ ∈Rn be given with F(x¯) ∈Ω. Then M is metrically
regular near (x¯,0) if and only if
∇F(x¯)T λ = 0, λ ∈ N(F(x¯);Ω) ⇒ λ = 0 (2.9)
Among other things metric regularity is important in the context of constraint qualifications:
EXAMPLE 1. Consider a system of inequalities and equalities
g(x)≤ 0, h(x) = 0
with continuously differentiable functions g : Rn → Rl , h : Rn → Rp. Recall that at a solution x¯ the Man-
gasarian Fromovitz constraint qualification (MFCQ) is said to hold, if the gradients ∇hi(x¯) are linearly
independent and there exists a vector z ∈ Rn with
∇h(x¯)z = 0,∇gi(x¯)z < 0, i ∈ I(x¯),
where I(x¯) = {i |gi(x¯) = 0} denotes the index set of active inequalities.
It is well known [44] that MFCQ is equivalent with metric regularity of the multifunction M : Rn ⇒
R
l ×Rp
M(x) := (g(x),h(x))−Rl−×{0}p
near (x¯,0). Straightforward calculations yield that condition (2.9) reads as
∑
i∈I(x¯)
∇gi(x¯)λ gi +
p
∑
i=1
∇hi(x¯)λ hi = 0,λ gi ≥ 0, i ∈ I(x¯) ⇒ λ gi = 0, i ∈ I(x¯),λ hi = 0, i = 1, . . . , p
which is also called positive linear independence constraint qualification.
Condition (2.9) appears under different names in the literature. E.g. in [17], [49], [51] it is called no
nonzero abnormal multiplier constraint qualification (NNAMCQ), whereas in [9] it is called generalized
Mangasarian-Fromovitz constraint qualification (GMFCQ).
When fixing y = y¯ in (2.8) we obtain the weaker property of metric subregularity of M at (x¯, y¯), i.e. we
require the estimate
d(x,M−1(y¯))≤ κd(y¯,M(x)) ∀x ∈U (2.10)
with some neighborhood Uof x¯ and a positive real κ > 0.
The metric subregularity property was introduced by Ioffe [28, 30] using the terminology ”regularity
at a point”. The notation ”metric subregularity” was suggested in [5]. It is well known [5] that metric
subregularity of M at (x¯, y¯) is equivalent to calmness of the inverse multifunction M−1 at (y¯, x¯). It seems to
be that the concept of calmness of a set-valued map first appear in Ye and Ye [50] under the term ”pseudo
upper-Lipschitz continuty”. Criteria for subregularity and calmness, respectively, can be found e.g. in
the papers [6, 13, 16, 19, 20, 22, 23, 31, 35, 52, 53]. An important subclass of multifunctions which are
known to be metrically subregular at every point of its graph, is given by polyhedral multifunctions, i.e.
multifunctions whose graph is the union of finitely many polyhedral sets. This result is due to Robinson
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[45]. An important special case of polyhedral multifunctions is given by linear systems, where subregular-
ity is a consequence of Hoffman’s error bound [24], whereas, as pointed out in the example above, metric
regularity is equivalent to MFCQ.
We consider also the following concept of mixed metric regularity/subregularity for multifunctions M
composed by two multifunctions Mi : Rn⇒ Rmi , i = 1,2, i.e. M has the form
M = (M1,M2) : Rn → Rm1 ×Rm2 , M(x) = M1(x)×M2(x).
We say that M = (M1,M2) is mixed metrically regular/subregular at a point (x¯,(y¯1, y¯2)) ∈ gphM, if there
are neighborhoods U of x¯ and V1 of y¯1 such that
d(x,M−1(y1, y¯2))≤ κd((y1, y¯2),M(x)) ∀(x,y1) ∈U ×V1.
Clearly, mixed metric regularity/subregularity of (M1,M2) implies metric subregularity of M.
THEOREM 2.5. Let Mi : Rn ⇒ Rmi , Mi(x) = Fi(x)−Ωi, i = 1,2 be two multifunctions, where Fi :
R
n → Rmi is continuously differentiable and Ωi ⊂ Rmi is the union of finitely many convex polyhedra and
let Fi(x¯) ∈Ωi. Assume that M2 is metrically subregular at (x¯,0) and that
∇F1(x¯)T λ1 +∇F2(x¯)T λ2 = 0, λi ∈ N(Fi(x¯);Ωi), i = 1,2 ⇒ λ1 = 0.
Then the multifunction M = (M1,M2) is mixed regular/subregular at (x¯,(0,0))
Proof. Consider the multifunction S : Rn⇒ Rm1 ×Rm2 , S(x) = (−Ω1)× (−Ω2). Since F1 is continu-
ously differentiable, it is also Lipschitz near x¯ and therefore M1 has the Aubin property near (x¯,0). In finite
dimensions every linear operator has closed range. Hence we can invoke [15, Lemma 2.4] together with
[15, Theorem 4.3] to obtain that the condition
0 ∈ ∇F1(x¯)T λ1 +∇F2(x¯)T λ2 +D∗S(x¯,(−F1(x¯),−F2(x¯)))(λ1,λ2) ⇒ λ1 = 0
is sufficient for mixed regularity/subregularity of M. Since
D∗S(x¯,(−F1(x¯),−F2(x¯)))(λ1,λ2) =
{
{0} if λi ∈ N(Fi(x¯);Ωi), i = 1,2,
/0 else,
the assertion follows.
For our analysis we also need the notion of directional metric subregularity. To define this property it
is convenient to introduce the following neighborhoods of directions: Given a direction u∈Rn and positive
numbers ρ ,δ > 0, the set Vρ ,δ (u), is given by
Vρ ,δ (u) := {z ∈ ρBRn |
∥∥‖u‖z−‖z‖u∥∥≤ δ‖z‖ ‖u‖}. (2.11)
This can also be written in the form
Vρ ,δ (u) =
{
{0}∪{z ∈ ρBRn \ {0}| ∥∥∥ z‖z‖ − u‖u‖
∥∥∥≤ δ} if u 6= 0,
ρBRn if u = 0.
Given u ∈ Rn, the multifunction M : Rn ⇒ Rm is said to be metrically subregular in direction u at
(x¯, y¯) ∈ gphM, if there are positive reals ρ > 0,δ > 0 and κ > 0 such that
d(x,M−1(y¯))≤ κd(y¯,M(x)) (2.12)
holds for all x ∈ x¯+Vρ ,δ(u).
Note that metric subregularity in direction 0 is equivalent to the property of metric subregularity.
THEOREM 2.6. Let Mi : Rn ⇒ Rmi , Mi(x) = Fi(x)−Ωi, i = 1,2 be two multifunctions, where Fi
is continuously differentiable and Ωi is the union of finitely many convex polyhedra and let Fi(x¯) ∈ Ωi.
Further, given u ∈ Rn assume that M2 is metrically subregular in direction u at (x¯,0).
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1. If
∇F1(x¯)T λ1 +∇F2(x¯)T λ2 = 0, λi ∈ N(Fi(x¯);Ωi;∇Fi(x¯)u), i = 1,2 ⇒ λ1 = 0,
then the multifunction M = (M1,M2) is metrically subregular in direction u at (x¯,(0,0)).
2. Assume that Fi, i = 1,2 are twice Fre´chet differentiable at x¯ and u 6= 0. If
uT ∇2(λ T1 F1 +λ T2 F2)(x¯)u < 0
holds for all (λ1,λ2)∈N(F1(x¯);Ω1;∇F1(x¯)u)×N(F2(x¯);Ω2;∇F2(x¯)u) with ∇F1(x¯)T λ1+∇F2(x¯)T λ2 =
0 and λ1 6= 0, then the multifunction M = (M1,M2) is metrically subregular in direction u at
(x¯,(0,0)).
Proof. Using similar arguments as in the proof of Theorem 2.5, the assertion follows from [15, Theo-
rem 4.3] together with [15, Lemma 2.4] by taking into account
D∗S((x¯,(−F1(x¯),−F2(x¯)));(u,(−∇F1(x¯)u,−∇F2(x¯)u)))(λ1,λ2)
=
{
{0} if λi ∈ N(Fi(x¯);Ωi;∇Fi(x¯)u), i = 1,2,
/0 else,
Characterization of directional metric subregularity also yields a characterization of metric subregu-
larity:
LEMMA 2.7. Let M :Rn⇒Rm be a multifunction and (x¯, y¯)∈ gphM. Then M is metrically subregular
at (x¯, y¯) if and only if it is metrically subregular in every direction u 6= 0 at (x¯, y¯).
Proof. The ”only if”-part is obviously true by the definition. We prove the if-part by contraposition.
Assume that M is not metrically subregular at (x¯, y¯). Then we can find a sequence (xk)→ x¯ satisfying
d(xk,M−1(y¯)) > kd(y¯,M(xk)) for all k. Since x¯ ∈M−1(y¯) we conclude xk 6= x¯ and therefore uk = xk−x¯‖xk−x¯‖ is
well defined. By eventually passing to a subsequence, we can assume that the sequence (uk) converges to
some element u∈Rn with ‖u‖= 1. Now let ρ > 0 and δ > 0 be arbitrarily fixed. Then for all k sufficiently
large we have xk ∈ x¯+ρBRn and ∥∥∥ xk− x¯‖xk− x¯‖ −
u
‖u‖
∥∥∥= ‖uk− u‖ ≤ δ ,
showing xk ∈ x¯+Vρ ,δ (u). Hence M is not metrically subregular in direction u.
3. Optimality conditions for the disjunctive program. Now we apply the results of the preceding
section to the problem (1.1). We denote the feasible region of (1.1) by F and for a feasible point x¯ ∈F
we define the linearized cone by
Tlin(x¯) := {u ∈Rn |∇F(x¯)u ∈ T (F(x¯);Ω)}
and the cone of critical directions by
C (x¯) := {u ∈ Tlin(x¯) |∇ f (x¯)u≤ 0}.
Note that always 0 ∈ C (x¯) and that T (x¯;F ) ⊂ Tlin(x¯).
Throughout this section we assume that for every u ∈ Tlin(x¯) the constraint mapping M(x) = F(x)−Ω
can be split into two parts M = (M1,M2) : Rn ⇒ Rm1 ×Rm2 with Mi(x) = Fi(x)−Ωi and m = m1 +m2,
where for each i ∈ {1,2} the mapping Fi : Rn → Rmi is continuously differentiable, Ωi ⊂ Rmi is the union
of finitely many convex polyhedra, F = (F1,F2), Ω = Ω1×Ω2 and M2 is metrically subregular in direction
u at the point (x¯,0) with modulus κ2(u).
This assumption is e.g. automatically fulfilled if F2 is affine linear, because then M2 is a polyhedral
multifunction and therefore metrically subregular at every point of its graph [45]. If we cannot identify
some part of the multifunction which is metrically subregular in the considered direction u then we can
simply take m2 = 0. Note that this splitting is not unique and to ease the notation we also suppress the
dependence on u.
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To state our optimality conditions in a general framework we consider for arbitrary η ∈Rn and x¯ ∈F
the multifunction M η,x¯ := (M η,x¯1 ,M2) : Rn⇒ R×Rm given by
M
η,x¯
1 (x) = f (x)− f (x¯)+ (ηT (x− x¯))3−R−, M2(x) := M(x).
PROPOSITION 3.1. Let x¯ be a local minimizer for (1.1). Then M 0,x¯ is not mixed regular/subregular
at (x¯,0) and for every nonzero critical direction 0 6= u ∈ C (x¯) there exists some η such that M η,x¯ is not
metrically subregular in direction u.
Proof. Follows from [15, Proposition 5.1].
We define the generalized Lagrangian L : Rn×R×Rm → R by
L (x,λ0,λ ) := λ0 f (x)+λ T F(x)
Given x¯ ∈F , u ∈ Tlin(x¯) and λ0 ≥ 0, we define the sets of multipliers
Λλ0(x¯;u) :=

λ = (λ1,λ2) ∈ Rm1 ×Rm2 |
λ ∈ N(F(x¯);Ω;∇F(x¯)u),
∇xL (x¯,λ0,λ ) = 0,
λ0 + ‖λ1‖ 6= 0


and
ˆΛλ0(x¯;u) :=

λ = (λ1,λ2) ∈ Rm1 ×Rm2 |
λ ∈ ˆN(∇F(x¯)u;T (F(x¯);Ω)),
∇xL (x¯,λ0,λ ) = 0,
λ0 + ‖λ1‖ 6= 0

 .
If u = 0 we set Λλ0(x¯) := Λλ0(x¯;0), ˆΛλ0(x¯) := ˆΛλ0(x¯;0).
We see from the definition that the splitting M =(M1,M2) only influences the sets Λ0(x¯;u) and ˆΛ0(x¯;u)
by the requirement that certain components of the multipliers are not all zero.
The following lemma gives some relations between these multiplier sets.
LEMMA 3.2. For every λ 0 ≥ 0 and every critical direction u ∈ C (x¯) we have
ˆΛλ0(x¯)⊂ ˆΛλ0(x¯;u)⊂ Λλ0(x¯;u)⊂ Λλ0(x¯)
and equality holds, if p¯ = 1, i.e. Ω is a convex polyhedron.
Proof. By (2.6) we have
ˆN(∇F(x¯)u;T (F(x¯);Ω)) = ˆN(0;T (∇F(x¯)u;T (F(x¯);Ω))) ⊂ N(F(x¯);Ω;∇F(x¯)u)
and thus ˆΛλ0(x¯;u) ⊂ Λλ0(x¯;u). Since we also have N(F(x¯);Ω;∇F(x¯)u)⊂ N(F(x¯);Ω) by the definition of
the directional limiting normal cone, the inclusion Λλ0(x¯;u)⊂ Λλ0(x¯) immediately follows.
Now consider λ ∈ ˆΛλ0(x¯). Then λ ∈ T (F(x¯);Ω)◦ and hence λ T ∇F(x¯)u ≤ 0 because of ∇F(x¯)u ∈
T (F(x¯);Ω). From u ∈ C (x¯),∇xL (x¯,λ0,λ ) = 0 and λ 0 ≥ 0 we deduce λ T ∇F(x¯)u = −λ0∇ f (x¯)u ≥ 0 and
thus λ T ∇F(x¯)u = 0. Using the inclusion (2.3) we obtain λ ∈ ˆΛλ0(x¯;u).
The assertion about equality follow immediately from the fact, that for convex sets Ω the limiting and
the regular normal cone coincide and hence ˆΛλ0(x¯) = Λλ0(x¯).
The sets Λλ0(x¯;u) will be used for formulating necessary optimality conditions, whereas ˆΛλ0(x¯;u)
plays a role when stating sufficient conditions.
Note that N(F(x¯);Ω;∇F(x¯)u) = N(F1(x¯);Ω1;∇F1(x¯)u)×N(F2(x¯);Ω2;∇F2(x¯)u) and that for every
critical direction u and every λ0 ≥ 0 such that Λλ0(x¯;u) 6= /0 we have
λ0∇ f (x¯)u =−λ T ∇F(x¯)u = 0 ∀λ ∈ Λλ0(x¯;u) (3.1)
because of (2.2).
We are now in the position to state our main result on first-order and second-order necessary optimality
conditions:
THEOREM 3.3. Let x¯ be a local minimizer for the problem (1.1) and let u ∈ C (x¯). Then there exists
λ0 ≥ 0 such that Λλ0(x¯;u) 6= /0. If f and F are twice Fre´chet differentiable at x¯ then there exist some
λ ∈ Λλ0(x¯;u) with
uT ∇2xL (x¯,λ0,λ )u≥ 0. (3.2)
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If M is metrically subregular in direction u at (x¯,0) then these conditions hold with λ0 = 1.
Proof. First consider the case u = 0: From Proposition 3.1 we know that (M 0,x¯1 ,M) is not mixed
regular/subregular at (x¯,0). If M is subregular at (x¯,0), then it follows from Theorem 2.5 that there exist 0 6=
λ0 ∈N(0;R−) and λ =(λ1,λ2)∈N(F(x¯);Ω)=N(F1(x¯);Ω1)×N(F2(x¯);Ω2) with λ0∇ f (x¯)T +∇F(x¯)T λ =
0. Hence λ0 > 0 and since N(F(x¯),Ω) is a cone, it follows that λλ0 = (
λ1
λ0 ,
λ2
λ0 ) ∈ Λ
1(x¯). If M = (M1,M2) is
not metrically subregular at (x¯,0), then it is also not mixed regular/subregular at (x¯,0) and by Theorem 2.5
we obtain Λ0(x¯) 6= /0. Of course, the second-order condition (3.2) is trivially fulfilled for u = 0.
Now let u 6= 0. If M is metrically subregular in direction u at (x¯,0), we choose η such that (M η,x¯1 ,M)
is not metrically subregular in direction u according to Proposition 3.1 and apply Theorem 2.6. Therefore
there exists 0 6= λ0 ∈N(0;R−;∇ f (x¯)u) and λ = (λ1,λ2)∈N(F(x¯);Ω;∇F(x¯)u) =N(F1(x¯);Ω1;∇F1(x¯)u)×
N(F2(x¯);Ω2;∇F2(x¯)u) with λ0∇ f (x¯)T +∇F(x¯)T λ = 0. In addition, if F and f are twice Fre´chet differen-
tiable, we can assume that
uT ∇2x(λ0 f +λ T F)(x¯)u = uT ∇2xL (x¯,λ0,λ )u≥ 0.
Then λ0 > 0, λλ0 = (
λ1
λ0 ,
λ2
λ0 ) ∈ Λ
1(x¯;u) and uT ∇2xL (x¯,1, λλ0 )u≥ 0.
If M is not metrically subregular in direction u, we can apply Theorem 2.6 to (M1,M2) to conclude
that the assertions hold with (λ1,λ2) ∈ Λ0(x¯;u).
In case of the nonlinear programming problem, where the constraints are given by smooth inequality
and equality constraints, i.e. Ω is a convex polyhedron of the form Rl−×{0}p, by Lemma 3.2 we have
ˆΛλ0(x¯) = ˆΛλ0(x¯;u) = Λλ0(x¯;u) = Λλ0(x¯) for every λ0 ≥ 0 and every critical direction u. Moreover, in
case that m2 = 0, i.e. we do not identify some part of the constraints being subregular, the sets Λ1(x¯)
and {(λ0,λ ) |λ0 ≥ 0,λ ∈ Λλ0(x¯)} coincide with the sets of multipliers fulfilling the Karush-Kuhn-Tucker
conditions and the Fritz John conditions, respectively. Hence, in this case we can recover from Theorem
3.3 the usual first-order and second-order necessary conditions of both Fritz-John and Karush-Kuhn-Tucker
type, see e.g. [3, 29, 36]. However, the statement of Theorem 3.3 is a little bit stronger. In Example
2 below we will give an example of a nonlinear programming problem, where we cannot reject a non-
optimal point by the usual necessary optimality conditions, but by using our theory based on directional
metric subregularity we can. However, we will not work out the theory for the nonlinear programming
problem, but for the more general problem with disjunctive constraints.
Next we relate the first-order optimality conditions contained in Theorem 3.3 with some stationarity
concepts:
DEFINITION 3.4. Let x¯ be feasible for the problem (1.1). We say that
1. x¯ is B-stationary (Bouligand-stationary) if
∇ f (x¯)u ≥ 0 ∀u ∈ T (x¯;F ),
i.e. −∇ f (x¯)T ∈ ˆN(x¯;F ),
2. x¯ is S-stationary (strongly stationary) if
ˆΛ1(x¯) 6= /0,
3. x¯ is M-stationary (Mordukhovich-stationary) if
Λ1(x¯) 6= /0,
4. x¯ is extended M-stationary if
Λ1(x¯;u) 6= /0 ∀u ∈ C (x¯).
It is well known that a local minimizer is B-stationary. The B-stationarity condition expresses that at a
local minimizer there does not exist any feasible descent direction.
Our definition of B-stationarity corresponds to the definition of B-stationarity for MPECs as can be
found in the monograph [37]. The definitions of M-stationarity and S-stationarity were introduced in [9]
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and are in accordance with the definitions for MPECs [48]. The definition of extended M-stationarity is
motivated by Theorem 3.3.
LEMMA 3.5. If x¯ is S-stationary then ∇ f (x¯)u≥ 0 ∀u ∈ Tlin(x¯) and consequently x¯ is B-stationary.
Proof. Consider an arbitrarily fixed direction u ∈ Tlin(x¯). Since ∇F(x¯)u ∈ T (F(x¯);Ω), for every
λ ∈ ˆΛ1(x¯)⊂ ˆN(0;T (F(x¯);Ω)) we have −∇ f (x¯)u = λ T ∇F(x¯)u≤ 0.
Hence, every S-stationary solution is also B-stationary. However, the converse direction is only true
under some relatively strong constraint qualification.
DEFINITION 3.6. Let u ∈ Tlin(x¯). We say that the linear independence constraint qualification condi-
tion in direction u (LICQ(u)) holds at x¯ if there is some subspace L⊂ Rm such that
T (∇F(x¯)u;T (F(x¯);Ω))+L⊂ T (∇F(x¯)u;T (F(x¯);Ω))
and
∇F(x¯)Rn +L = Rm.
Note that LICQ(0) is related to the non-degeneracy condition [4, (4.172)]. The notation LICQ(u) is moti-
vated by the fact that for the MPEC (1.2) the condition LICQ(0) is equivalent with the well-known MPEC-
LICQ constraint qualification, as we will see in Section 4. In particular, for the nonlinear programming
problem LICQ(0) is the same as LICQ, i.e., the gradients of the active constraints are linearly independent.
LEMMA 3.7. If x¯ is B-stationary and LICQ(0) holds at x¯, then x¯ is also S-stationary.
Proof. Follows from Proposition 3.19 below.
For MPECs (1.2) it is well known, that the weaker constraint qualification GMFCQ (2.9) does not
guarantee S-stationarity of a local minimizer. Although GMFCQ implies that T (x¯;F ) = Tlin(x¯), we only
have the inclusion ∇F(x¯)T ˆN(F(x¯);Ω)⊂ ˆN(0;Tlin(x¯)) (see [47, Theorem 6.14]) and equality, which would
be required for S-stationarity, is not fulfilled in general.
From Theorem 3.3 it follows that a local minimizer is M-stationary if there exists one critical direction
u such that the multifunction M associated with the constraints is metrically subregular in direction u.
Further, if M is metrically subregular in every critical direction u, then a local minimizer is also extended
M-stationary. Note that the requirement that M is metrically subregular in one respectively any critical
direction is not a constraint qualification in general, since the objective function is also involved in the
definition of critical directions. The only exception is the trivial critical direction u = 0, because metric
subregularity of M in direction 0 means metric subregularity of M. Hence, under the constraint qualification
of metric subregularity of the constraint mapping M we have that every local minimizer is also extended
M-stationary.
We will now show that this holds true under some weaker constraint qualification than metric subreg-
ularity. Actually we will prove that under a suitable weak constraint qualification extended M- stationarity
is equivalent to B-stationarity.
DEFINITION 3.8. (cf. [9]) We say that the generalized (or dual) Guignard constraint qualification
(GGCQ) holds at the feasible point x¯ ∈F if
ˆN(x¯;F ) = ˆN(0;Tlin(x¯)).
Recall that a polyhedral cone is finitely generated [46, §19]. For each i= 1, . . . , p¯ the set Pi is polyhedral
and therefore both the tangent cone T (F(x¯);Pi) and the cone Li := {u ∈ Rn |∇F(x¯)u ∈ T (F(x¯);Pi)} are
polyhedral cones and consequently finitely generated. Hence, conv(
⋃ p¯
i=1 Li) = conv{u ∈ Rn |∇F(x¯)u ∈
T (F(x¯);Ω)} is also finitely generated, at least by the union of the generators for Li, but maybe by a smaller
set. That is, there exists a set U = {u1, . . . ,uN} ⊂ Tlin(x¯) such that
convTlin(x¯) = {
N
∑
i=1
αiui |αi ≥ 0, i = 1, . . . ,N} (3.3)
THEOREM 3.9. Assume that GGCQ is satisfied at the point x¯ ∈F feasible for the problem (1.1) and
let convTlin(x¯) be finitely generated by the set U = {u1, . . . ,uN} ⊂ Tlin(x¯). Then the following statements
are equivalent:
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(a) x¯ is B-stationary.
(b) ∇ f (x¯)u≥ 0 ∀u ∈ Tlin(x¯).
(c) x¯ is extended M-stationary.
(d) For every direction u ∈U ∩C (x¯) there holds Λ1(x¯;u) 6= /0.
Proof. Using the equivalences
x¯ is B-stationary⇔−∇ f (x¯) ∈ ˆN(x¯;F ), −∇ f (x¯) ∈ ˆN(0;Tlin(x¯))⇔ ∇ f (x¯)u≥ 0 ∀u ∈ Tlin(x¯)
we obtain (a)⇔(b) from GGCQ.
Next we show (b)⇒(c). Statement (b) means that u = 0 is a solution of the problem
min∇ f (x¯)u subject to ∇F(x¯)u ∈ T (F(x¯);Ω).
Since Ω is the union of finitely many polyhedra, there is a neighborhood U of F(x¯) such that Ω∩U =
(F(x¯)+T (F(x¯);Ω))∩U and thus u = 0 is a local minimizer of the problem
min∇ f (x¯)u subject to F(x¯)+∇F(x¯)u ∈Ω (3.4)
The constraint mapping u⇒ F(x¯)+∇F(x¯)u−Ω is a polyhedral multifunction and therefore metrically
subregular at 0 by Robinson’s result [47]. Hence we can apply Theorem 3.3 to obtain that 0 is extended M-
stationary for the problem (3.4). But it is easy to see that extended M-stationarity of u = 0 for the problem
(3.4) is equivalent to extended M-stationarity of x¯ for the problem (1.1) and the assertion follows.
The implication (c)⇒(d) is obviously true. Finally we show (d)⇒(b). Since Λ1(x¯;u) 6= /0 implies
∇ f (x¯)u = 0 by (3.1), we see that (d) implies ∇ f (x¯)u≥ 0 ∀u∈U . Since convTlin(x¯) is generated by U we
obtain ∇ f (x¯)u ≥ 0 ∀u ∈ convTlin(x¯) and (b) follows.
REMARK 1. Assumption GGCQ is only needed to prove (a)⇔ (b). Since we always have T (x¯;F )⊂
Tlin(x¯) and consequently
ˆN(x¯;F )⊃ ˆN(0;Tlin(x¯)), (3.5)
we obtain that the relations
(a)⇐ (b)⇔ (c)⇔ (d)
are valid without assuming GGCQ.
Obviously extended M-stationarity implies M-stationarity. Putting all together we obtain the following
picture:
local minimizer
⇓
S-stationarity
=⇒
⇐=
LICQ(0)
B-stationarity
GGCQ
=⇒
⇐= ext. M-stationarity =⇒ M-stationarity
From Theorem 3.9 we derive that GGCQ is a constraint qualification for a local minimizer to be
extended M-stationary. The following proposition states, that GGCQ is in some sense the weakest possible
constraint qualification ensuring extended M-stationarity.
PROPOSITION 3.10. Assume that x¯ ∈F is an extended M-stationary point of
min f (x) subject to F(x) ∈Ω
for every continuously differentiable function f : Rn → R with x¯ being a local minimizer. Then GGCQ is
fulfilled at x¯.
Proof. By contraposition. Assume that GGCQ is not fulfilled at x¯. Then, by taking into account
(3.5), there is some ξ ∈ ˆN(x¯;F ) \ ˆN(0;Tlin(x¯)) and thus ξ T u > 0 for some u ∈ Tlin(x¯). By [38, Theorem
1.30] there is some continuously differentiable function ϕ with ∇ϕ(x¯) = ξ T such that ϕ attains its global
maximum over F at x¯. Therefore, by taking f = −ϕ , u is a critical direction fulfilling the extended
M-stationarity condition Λ1(x¯;u) 6= /0 and by (3.1) we obtain ∇ f (x¯)u =−ξ T u = 0, a contradiction.
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GGCQ is very difficult to verify in general. Hence we present another constraint qualification stronger
than GGCQ but verifiable:
DEFINITION 3.11. We say that the weak directional metric subregularity constraint qualification
(WDMSCQ) is satisfied at the point x¯ feasible for (1.1), if there is a finite set U ⊂ Tlin(x¯) generating
convTlin(x¯) such that M(x) = F(x)−Ω is metrically subregular in every direction u ∈U at (x¯,0).
PROPOSITION 3.12. WDMSCQ ⇒ GGCQ.
Proof. By contraposition. Assuming that GGCQ is not fulfilled at x¯, by taking into account (3.5), there
is some ξ ∈ ˆN(x¯;F ) \ ˆN(0;Tlin(x¯)) and thus ξ T u > 0 for some u ∈ Tlin(x¯). Since u can be represented
as a nonnegative linear combination of u1, . . . ,uN , there exists u˜ ∈ U with ξ T u˜ > 0. Because Ω is the
union of finitely many polyhedral sets, there is some neighborhood U of F(x¯) such that Ω∩U = (F(x¯)+
T (F(x¯);Ω))∩U and therefore F(x¯)+ t∇F(x¯)u˜ ∈Ω for all t ≥ 0 sufficiently small. Since M is assumed to
be metrically subregular in direction u˜ there is some κ > 0 such that
d(x¯+ tu˜,F ) = d(x¯+ tu˜,M−1(0))≤ κd(0,M(x¯+ tu˜))≤ κ‖F(x¯)+ t∇F(x¯)u˜−F(x¯+ tu˜)‖
holds for all t ≥ 0 sufficiently small. This implies that for every t > 0 we can find some xt ∈F satisfying
0≤ limsup
t↓0
‖xt − x¯
t
− u˜‖= limsup
t↓0
‖xt − (x¯+ tu˜)
t
‖ ≤ limsup
t↓0
κ‖F(x¯)+ t∇F(x¯)u˜−F(x¯+ tu˜)‖
t
= 0.
Hence u˜ ∈ T (x¯,F ) and because of ξ ∈ ˆN(x¯;F ) we have ξ T u˜≤ 0 contradicting ξ T u˜ > 0.
Note that Theorem 2.6 provides point based conditions to verify WDMSCQ. We reformulate these
conditions in the following lemma:
LEMMA 3.13. Let x¯ be feasible for the problem (1.1) and let u ∈ Tlin(x¯). If either
1. Λ0(x¯;u) = /0, or
2. F is twice Fre´chet differentiable at x¯ and uT ∇2xL (x¯,0,λ )u < 0 ∀λ ∈ Λ0(x¯;u),
then M is metrically subregular in direction u.
This lemma states that, if for a critical direction u either the first-order necessary optimality condition
or the second-order necessary optimality conditions cannot be fulfilled with multiplier λ0 = 0, then the
constraint mapping M is metrically subregular in direction u.
EXAMPLE 2. Consider the nonlinear programming problem
min −x1
−x1 + |x1|
3
2 ≤ 0,
−x2 ≤ 0,
(x1− 2x2)(x2− 2x1)≤ 0,
at x¯ = (0,0). Then x¯ is not a local minimizer and we will demonstrate how this can be verified by our
necessary conditions. Note that we cannot reject x¯ as a local minimizer by the usual second-order necessary
conditions of nonlinear programming, because the term |x1| 32 is not twice Fre´chet differentiable at x1 = 0.
Consider the multifunction ˜M(x) := ˜F(x)− ˜Ω := (x1 − 2x2)(x2 − 2x1)−R− and let u = (u1,u2) ∈
Tlin(x¯) = R2+ with (u1−2u2)(u2−2u1)< 0. We shall now show by using Lemma 3.13 that ˜M is metrically
subregular in direction u at (x¯,0). Straightforward calculations yield that the corresponding set of multi-
pliers is ˜Λ0(x¯;u) =R+ \{0} and for every λ > 0 we have uT ∇2x ˜L (x¯,0,λ )u = 2λ (u1−2u2)(u2−2u1)< 0
establishing directional metric subregularity.
Hence, for u = (u1,u2) ∈ Tlin(x¯) we can use the splitting of the constraint mapping
M1(x) =
(
−x1 + |x1| 32
−x2
)
−R2−, M2(x) = (x1− 2x2)(x2− 2x1)−R− if (u1− 2u2)(u2− 2u1)< 0,
M1(x) =

 −x1 + |x1|
3
2
−x2
(x1− 2x2)(x2− 2x1)

−R3−, M2(x) = {0} if (u1− 2u2)(u2− 2u1)≥ 0.
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Now we consider the critical direction u = (1,0) ∈ C (x¯) = Tlin(x¯) = R2+. The Lagrange function is
given by
L (x,λ0,λ1,λ2,λ3) =−λ0x1 +λ1(−x1 + |x1|
3
2 )−λ2x2 +λ3(x1− 2x2)(x2− 2x1)
and for λ0 ≥ 0 the set Λλ0(x¯;u) is given by
Λλ0(x¯;(1,0)) =

(λ1,λ2,λ3) |
∇xL (x¯,λ0,λ1,λ2,λ3) = (−λ0−λ1,−λ2) = 0
(λ1,λ2,λ3) ∈ N((−1,0,0);R3−) = {0}×R2+
λ0 + |λ1|+ |λ2|> 0

= /0.
Hence the first-order optimality conditions of Theorem 3.3 are violated and x¯ is not a local minimizer.
Obviously Tlin(x¯) = R2+ is generated by the two directions u = (1,0)T and v = (0,1)T . We have
just established Λ0(x¯;u) = /0 showing metric subregularity of the constraint mapping in direction u by
Lemma 3.13. In the same way one can also show metric subregularity in direction v and thus WDMSCQ
and consequently GGCQ is fulfilled. Note that T (x¯;F ) = {(x1,x2) |0 ≤ x1 ≤ x2/2}∪{(x1,x2) |0 ≤ x2 ≤
x1/2}} 6= Tlin(x¯), i.e. the so-called Abadie constraint qualification fails to hold but nevertheless we were
able to prove GGCQ.
Further, the mapping M(x) =F(x)−Ω is not metrically subregular. E.g., consider the points xt :=(t, t)
for arbitrary t > 0 satisfying limt↓0(xt − x¯)/t = (1,1), F(xt) = (−t + t 32 ,−t, t2) 6∈Ω, d(0,M(xt)) = t2 and
d(xt ,M−1(0)) = t/
√
5 for 0< t < 1, showing that M is not metrically subregular in direction (1,1). Similar
arguments show that metric subregularity also fail to hold in every direction u with (u1−2u2)(u2−2u1)≥
0. Note that the lack of metric subregularity would also follow from the lack of the Abadie constraint
qualification.
We consider now second-order sufficient conditions. Consider the following definition owing to Penot
[43]:
DEFINITION 3.14. We say that x¯ ∈ Rn is an essential local minimizer of second order for problem
(1.1), if x¯ is feasible and there exists some neighborhood U of x¯ and some real β > 0 such that
max{ f (x)− f (x¯),d(F(x),Ω)} ≥ β‖x− x¯‖2 ∀x ∈U.
Obviously at an essential local minimizer of second order the following quadratic growth condition is
fulfilled:
f (x)≥ f (x¯)+β‖x− x¯‖2 ∀x ∈F ∩U.
This quadratic growth condition is also sufficient for x¯ to be an essential local minimizer of second order, if
the constraint mapping M is metrically subregular at (x¯,0) and f is Lipschitz near x¯. To see this one could
use similar arguments as in [12, Section 3] by noting that convexity of Ω is not needed and the assumption
of metric regularity used in [12] can be replaced by assuming metric subregularity.
THEOREM 3.15. Assume that x¯ is a local minimizer but not an essential local minimizer of second
order for the problem (1.1). Then there exists a twice continuously differentiable function h = (δ f ,δF) :
R
n → R×Rm with h(x¯) = 0, ∇h(x¯) = 0, ∇2h(x¯) = 0 such that x¯ is not a local minimizer for the problem
min( f + δ f )(x¯) subject to (F + δF)(x) ∈Ω.
Proof. Follows from the proof of [12, Theorem 3.5] by recognizing that convexity of Ω is not needed
in that proof.
From this statement it follows that a characterization of x¯ being an essential local minimizer of second
order is the weakest possible sufficient second-order optimality condition which uses solely function values
and derivatives up to order 2 at the point x¯.
For each u ∈ Tlin(x¯) we now denote by P(u) the index set
P(u) := {i ∈ 1, . . . , p¯ |∇F(x¯)u ∈ T (F(x¯);Pi)}
Since T (F(x¯);Ω) =
⋃ p¯
i=1 T (F(x¯);Pi) we have P(u) 6= /0 for every u ∈ Tlin(x¯).
LEMMA 3.16. Let x¯ be feasible for the problem (1.1) and let f , F be twice Fre´chet differentiable at x¯.
Then the following statements are equivalent:
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(a) x¯ is an essential local minimizer of second order.
(b) For every nonzero critical direction 0 6= u∈ C (x¯) and every i ∈P(u) there exists some multiplier
(λ0,λ ) ∈ ˆN(∇ f (x¯)u;R−)× ˆN(∇F(x¯)u;T (F(x¯);Pi)) with ∇xL (x¯,λ0,λ ) = 0 and
uT ∇2xL (x¯,λ0,λ )u > 0. (3.6)
(c) For every nonzero critical direction 0 6= u ∈ C (x¯) there does not exist v ∈ Rn with
∇ f (x¯)v+ 1
2
uT ∇2 f (x¯)u ∈ T (∇ f (x¯)u;R−) (3.7)
∇F(x¯)v+ 1
2
uT ∇2F(x¯)u ∈ T (∇F(x¯)u;T (F(x¯);Ω)) (3.8)
Proof. Let ¯P := {i∈{1, . . . , p¯}|F(x¯)∈Pi}. Then there is a neighborhoodU of x¯ such that d(F(x),Ω)=
mini∈ ¯P d(F(x),Pi) ∀x ∈U and therefore x¯ is an essential local minimizer of second order if and only if for
each i ∈ ¯P the point x¯ is an essential local minimizer of second order for the problem
min f (x) subject to F(x) ∈ Pi
Hence, by using [12, Theorems 5.4,5.11] we obtain that x¯ is an essential local minimizer of second
order if and only if for each i ∈ ¯P and every u with ∇ f (x¯)u ≤ 0 and ∇F(x¯)u ∈ T (F(x¯);Pi) there is
some multiplier (λ0,λ ) ∈ R+× ˆN(F(x¯);Pi) = ˆN(0;R−)× ˆN(0;T (F(x¯);Pi)) with ∇xL (x¯,λ0,λ ) = 0 and
uT ∇2xL (x¯,λ0,λ )u > 0. Hence λ0∇ f (x¯)u ≤ 0 and λ T ∇F(x¯)u ≤ 0 and from ∇xL (x¯,λ0,λ )u = 0 we con-
clude λ0∇ f (x¯)u = −λ T ∇F(x¯)u = 0. Thus (λ0,λ ) ∈ ˆN(∇ f (x¯)u;R−)× ˆN(∇F(x¯)u;T (F(x¯);Pi)) and this
establishes the equivalence (a)⇔(b).
Next we show the equivalence (b)⇔ (c): Let 0 6= u ∈ C (x¯) and i ∈ P(u) be fixed and define A :=
−(∇ f (x)T ... ∇F(x¯)T ), L := ˆN(∇ f (x¯)u;R−)× ˆN(∇F(x¯)u;T (F(x¯);Pi)), K := {ξ ∈ L |Aξ = 0} and b :=
( 12 u
T ∇2 f (x¯)u,( 12 uT ∇F(x¯)u)T )T . We have b 6∈ K◦ if and only if there is some ξ = (λ0,λ ) ∈ L satisfying
Aξ = −∇xL (x¯,λ0,λ ) = 0 such that ξ T b = 12 uT ∇2xL (x¯,λ0,λ )u > 0. Since L is a polyhedral cone, by
the generalized Farkas Lemma [4, Proposition 2.201] we have K◦ = RangeAT + L◦ and, together with
L◦ = T (∇ f (x¯)u;R−)×T (∇F(x¯)u;T (F(x¯);Pi)), it follows that statement (b) is equivalent to the condition
that for every 0 6= u ∈ C (x¯) and each i ∈P(u) the system
∇ f (x¯)v+ 1
2
uT ∇2 f (x¯)u ∈ T (∇ f (x¯)u;R−)
∇F(x¯)v+ 1
2
uT ∇2F(x¯)u ∈ T (∇F(x¯)u;T (F(x¯);Pi))
does not have a solution v. Noting that T (∇F(x¯)u;T (F(x¯);Ω)) = ⋃i∈P(u) T (∇F(x¯)u;T (F(x¯);Pi)) we
conclude (b)⇔(c).
THEOREM 3.17. Let x¯ be feasible for the problem (1.1) and let f , F be twice Fre´chet differentiable at
x¯. If x¯ is an essential local minimizer of second order then for every critical direction 0 6= u ∈ C (x¯) there
is some pair (λ0,λ ) ∈ R+×Rm with λ ∈ Λλ0(x¯;u) such that
uT ∇2xL (x¯,λ0,λ )u > 0. (3.9)
Conversely, if for every critical direction 0 6= u ∈ C (x¯) there is some pair (λ0,λ ) ∈ R+×Rm fulfilling
λ ∈ ˆΛλ0(x¯;u) and (3.9), then x¯ is an essential local minimizer of second order.
Proof. Firstly assume that x¯ is an essential local minimizer of second order and consider the problem
min f (x)−β‖x− x¯‖2
subject to F(x) ∈Ω,
where β > 0 is chosen according to the Definition 3.14. Since x¯ is a local minimizer of the above problem,
by Theorem 3.3, we can easily get the first part of this theorem.
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To show the second assertion we use the equivalence (a)⇔(b) of Lemma 3.16. Let 0 6= u ∈ C (x¯)
be arbitrarily fixed and choose λ0 ≥ 0 and λ ∈ ˆΛλ0(x¯;u) with uT ∇2xL (x¯,λ0,λ )u > 0. By the defini-
tion of ˆΛλ0(x¯;u) we have ∇xL (x¯,λ0,λ ) = 0 and we will now show that (λ0,λ ) ∈ ˆN(∇ f (x¯)u;R−)×
ˆN(∇F(x¯)u;T (F(x¯);Pi)) for each i ∈ P(u). Because of ˆΛλ0(x¯;u) ⊂ Λλ0(x¯;u) and (3.1) we have λ0 ∈
ˆN(∇ f (x¯)u;R−). Further
λ ∈ ˆN(∇F(x¯)u;T (F(x¯);Ω)) = ˆN(0;T (∇F(x¯)u;T (F(x¯);Ω)))
= ˆN(0;
⋃
i∈P(u)
T (∇F(x¯)u;T (F(x¯);Pi))) =
⋂
i∈P(u)
ˆN(0;T (∇F(x¯)u;T (F(x¯);Pi)))
=
⋂
i∈P(u)
ˆN(∇F(x¯)u;T (F(x¯);Pi))
and thus our assertion is proved.
In case of p¯ = 1, i.e. Ω is a convex polyhedron, we have ˆΛλ0(x¯;u) = Λλ0(x¯;u) ∀λ0 ≥ 0, ∀u ∈ C (x¯)
by Lemma 3.2 and thus (3.9) is an equivalent condition for x¯ being an essential local minimizer of second
order. In particular, this is the case for the nonlinear programming problem, where (3.9) is nothing else
than the second-order sufficient condition of nonlinear programming [3, 29].
We will now show that also under LICQ(u) the sets ˆΛλ0(x¯;u) and Λλ0(x¯;u) coincide.
LEMMA 3.18. Assume that LICQ(u) holds for u ∈ Tlin(x¯). Then Λ0(x¯;u) = /0.
Proof. Assume that there is some λ ∈ Λ0(x¯;u). Then λ 6= 0 and there is some v ∈ Rn and w ∈ L such
that ∇F(x¯)v+w = λ , implying
0 < λ T λ = λ T ∇F(x¯)v+λ T w = λ T w
because of ∇xL (x¯;0,λ ) = λ T ∇F(x¯) = 0. By Lemma 2.2 there is some z ∈ T (∇F(x¯)u;T (F(x¯);Ω))) with
λ ∈ ˆN(z;T (∇F(x¯)u;T (F(x¯);Ω))) and therefore, since z+L⊂ T (∇F(x¯)u;T (F(x¯);Ω)) and αw∈ L ∀α ∈R,
we obtain λ T (z+αw) = λ T z+αλ T w≤ 0 ∀α ∈ R implying the contradiction λ T w = 0.
PROPOSITION 3.19. Assume that x¯ is B-stationary for the problem (1.1). Then for every critical
direction u ∈ C (x¯) fulfilling LICQ(u) there is a unique element λu ∈ Rm such that
Λ1(x¯;u) = ˆΛ1(x¯;u) = {λu}.
Proof. Consider an arbitrarily fixed direction u ∈ C (x¯) satisfying LICQ(u). We claim that
min{∇ f (x¯)v |∇F(x¯)v ∈ T (∇F(x¯)u;T (F(x¯);Ω))} = 0. (3.10)
Indeed, if there were v¯ with ∇F(x¯)v¯ ∈ T (∇F(x¯)u;T (F(x¯);Ω)) and ∇ f (x¯)v¯ < 0, then for every α > 0
sufficiently small we have ∇F(x¯)(u+α v¯) ∈ T (F(x¯);Ω) and consequently F(x¯) + t∇F(x¯)(u+α v¯) ∈ Ω
for all t > 0 sufficiently small, since both Ω and T (F(x¯);Ω) are the union of finitely many polyhedra. By
Lemma 3.18 and Lemma 3.13 we have that M(x) = F(x)−Ω is metrically subregular in direction u at (x¯,0)
and therefore there are ρ > 0, δ > 0, κ > 0 such that for all x ∈ x¯+Vρ ,δ(u) the inequality (2.12) holds. We
can choose α > 0 small enough such that for all t > 0 sufficiently small we have x¯+ t(u+α v¯)∈ x¯+Vρ ,δ (u)
and F(x¯)+ t∇F(x¯)(u+α v¯) ∈Ω implying the existence of w(t) with F(x¯+ t(u+α v¯+w(t))) ∈Ω and
t‖w(t)‖ ≤ κd(F(x¯+ t(u+α v¯)),Ω)≤ κ‖F(x¯+ t(u+α v¯))−F(x¯)− t∇F(x¯)(u+α v¯)‖=: χ(t).
Since F is Fre´chet differentiable, limt↓0 χ(t)/t = 0 and thus limt↓0 w(t) = 0 and u+α v¯ ∈ T (x¯;F ) follow.
But ∇ f (x¯)(u+α v¯) ≤ α∇ f (x¯)v¯ < 0 contradicting B-stationarity of x¯ and hence our claim is proved. The
constraint mapping of (3.10) is a polyhedral multifunction and hence metrically subregular. Applying the
M-stationarity condition at v = 0 yields the existence of some multiplier ˜λ ∈ N(0;T (∇F(x¯)u;T (F(x¯);Ω)))
with ∇ f (x¯)T +∇F(x¯)T ˜λ = 0. By (2.7) we conclude N(0;T (∇F(x¯)u;T (F(x¯);Ω)))⊂ N(F(x¯);Ω;∇F(x¯)u)
and ˜λ ∈Λ1(x¯;u) 6= /0 follows. Next we show that Λ1(x¯;u) is a singleton. Assume on the contrary that there
are two different elements λ i ∈Λ1(x¯;u), i= 1,2. By Lemma 2.2 we have λ i ∈ ˆN(zi;T (∇F(x¯)u;T (F(x¯);Ω)))
with zi ∈ T (∇F(x¯)u;T (F(x¯);Ω)) and because of zi +L⊂ T (∇F(x¯)u;T (F(x¯);Ω)) we conclude that λ i be-
longs to L⊥, i= 1,2. Further ∇F(x¯)T λ i =−∇ f (x¯)T , i = 1,2 and we obtain the contradiction 0 6= λ 1−λ 2 ∈
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ker∇F(x¯)T ∩L⊥ = Range∇F(x¯)⊥ ∩L⊥ = (Range∇F(x¯)+L)⊥ = Rm⊥ = {0}. Since ˆΛ1(x¯;u)⊂ Λ1(x¯;u),
it suffices now to show ˆΛ1(x¯;u) 6= /0 in order to prove Λ1(x¯;u) = ˆΛ1(x¯;u) = { ˜λ}. We claim that
min{∇ f (x¯)v |∇F(x¯)v ∈ convT (∇F(x¯)u;T (F(x¯);Ω))}= 0. (3.11)
Assume on the contrary that there is some v¯ with ∇F(x¯)v¯ ∈ convT (∇F(x¯)u;T (F(x¯);Ω)) and ∇ f (x¯)v¯ < 0.
Then ∇F(x¯)v¯ can be represented as a convex combination ∑ki=1 µizi of elements z1, . . . ,zk ∈T (∇F(x¯)u;T (F(x¯);Ω)).
Each element zi can be written in the form ∇F(x¯)vi +wi with wi ∈ L and we obtain ∇F(x¯)vi = zi −wi ∈
T (∇F(x¯)u;T (F(x¯);Ω)) and consequently ∇ f (x¯)vi ≥ 0 because of (3.10). Then, using ˜λ ∈ L⊥ we obtain
the contradiction
0 > ∇ f (x¯)v¯ =− ˜λ T ∇F(x¯)v¯ =−
k
∑
i=1
µi ˜λ T (∇F(x¯)vi +wi) =
k
∑
i=1
µi∇ f (x¯)vi ≥ 0.
Therefore (3.11) holds true and since convT (∇F(x¯)u;T (F(x¯);Ω)) is a polyhedral cone as the convex hull
of the union of finitely many polyhedral cones, we obtain that the constraint mapping v ⇒ ∇F(x¯)v−
convT (∇F(x¯)u;T (F(x¯);Ω)) is metrically subregular at (0,0) Applying now the M-stationarity condition
at v = 0 yields the existence of some multiplier
ˆλ ∈ N(0;convT (∇F(x¯)u;T (F(x¯);Ω))) = ˆN(0;convT (∇F(x¯)u;T (F(x¯);Ω)))
= ˆN(0;T (∇F(x¯)u;T (F(x¯);Ω))) = ˆN(∇F(x¯)u;T (F(x¯);Ω))
with ∇ f (x¯)T +∇F(x¯)T ˆλ = 0 and therefore ˆλ ∈ ˆΛ1(x¯;u) 6= /0 and this completes the proof.
COROLLARY 3.20. Assume that x¯ is B-stationary for the problem (1.1). Then for every critical
direction u ∈ C (x¯) fulfilling LICQ(u) we have
Λλ0(x¯;u) = ˆΛλ0(x¯;u) ∀λ0 ≥ 0.
Proof. In case λ0 = 0 we have Λ0(x¯;u) = ˆΛ0(x¯;u) = /0 because of Lemmas 3.2, 3.18. If λ0 > 0, the
assertion follows from the relations ˆΛλ0(x¯;u) = λ0 ˆΛ1(x¯;u), Λλ0(x¯;u) = λ0Λ1(x¯;u) and Proposition 3.19.
We now state a second-order sufficient condition in terms of multipliers belonging to Λ1(x¯;u).
THEOREM 3.21. Assume that x¯ is an extended M-stationary solution for (1.1), f and F are twice
Fre´chet differentiable at x¯ and that for every nonzero critical direction 0 6= u ∈ C (x¯) one has
uT ∇2xL (x¯,1,λ )u > 0 ∀λ ∈ Λ1(x¯;u). (3.12)
Then x¯ is an essential local minimizer of second order.
Proof. By contraposition. Assuming on the contrary that x¯ is not an essential local minimizer, by
Lemma 3.16 we can find 0 6= u ∈ C (x¯) and v ∈ Rn fulfilling (3.7), (3.8). We now claim that the problem
min
v
∇ f (x¯)v subject to ∇F(x¯)v+ 1
2
uT ∇2F(x¯)u ∈ T (∇F(x¯)u;T (F(x¯);Ω)) (3.13)
has an optimal solution. If there would not exist an optimal solution, because the feasible region is not
empty because of (3.8), we could find a sequence (vk) feasible for (3.13) such that ∇ f (x¯)vk →−∞. Con-
sider the sequence v˜k := vk/|∇ f (x¯)vk|. Then d(∇F(x¯)v˜k,T (∇F(x¯)u;T (F(x¯);Ω))) → 0 and since v ⇒
∇F(x¯)v− T (∇F(x¯)u;T (F(x¯);Ω)) is a polyhedral multifunction and therefore metrically subregular at
(0,0), there is a sequence (vˆk) with ∇F(x¯)vˆk ∈ T (∇F(x¯)u;T (F(x¯);Ω)) and limk→∞(v˜k − vˆk) = 0. Fix-
ing v¯ := vˆk for k sufficiently large we have ∇ f (x¯)v¯ < − 12 . Since ∇F(x¯)(u+α v¯) ∈ T (F(x¯);Ω) for α > 0
sufficiently small we have u+α v¯∈ Tlin(x¯). Together with ∇ f (x¯)(u+α v¯)<−α2 < 0 we have u+α v¯∈C (x¯)
and thus Λ1(x¯;u+α v¯) 6= /0 by extended M-stationarity of x¯. But from (3.1) we obtain the contradiction
∇ f (x¯)(u+α v¯) = 0. Hence the problem (3.13) has an optimal solution v˜. Since the constraint mapping is
a polyhedral multifunction and therefore metrically subregular at (v˜,0), we can apply the M-stationarity
conditions at v˜ to find a multiplier
λ ∈ N(∇F(x¯)v˜+ 1
2
uT ∇2F(x¯)u;T (∇F(x¯)u;T (F(x¯);Ω)))
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with ∇ f (x¯)T +∇F(x¯)T λ = ∇xL (x¯;1,λ )T = 0, showing, together with λ ∈ N(F(x¯);Ω;∇F(x¯)u) because
of (2.7), λ ∈ Λ1(x¯;u). Using extended M-stationarity of x¯ and (3.1) we obtain ∇ f (x¯)u = 0 and there-
fore ∇ f (x¯)v˜ + 12 uT ∇2 f (x¯)u ≤ 0 because of (3.7). Because T (∇F(x¯)u;T (F(x¯);Ω)) is a cone we have
λ T (∇F(x¯)v˜+ 12 uT ∇2F(x¯)u) = 0 and thus
0≥ ∇ f (x¯)v˜+ 1
2
uT ∇ f (x¯)u+λ T (∇F(x¯)v˜+ 1
2
uT ∇2F(x¯)u)
= ∇xL (x¯,1,λ )v˜+
1
2
uT ∇2xL (x¯,1,λ )u =
1
2
uT ∇2xL (x¯,1,λ )u
contradicting (3.12).
REMARK 2. Following [17, Definition 3.2] the point x¯ is said to fulfill the strong second-order suffi-
cient condition (SSOSC) for (1.1) if Λ1(x¯) 6= /0 and for every nonzero critical direction 0 6= u ∈ C (x¯) one
has
uT ∇2xL (x¯,1,λ )u > 0 ∀λ ∈ Λ1(x¯).
However note that this condition is not sufficient for x¯ to be a local minimizer as can be easily seen from
the example
min−x1 + x21 + x22 subject to (−x1,−x2) ∈QEC.
In order to make (SSOSC) sufficient for x¯ being a local minimizer, in view of Theorem 3.21 we have to
replace the M-stationarity condition Λ1(x¯) 6= /0 by the extended M-stationarity condition Λ1(x¯;u) 6= /0 ∀0 6=
u ∈ C (x¯).
4. Applications to MPECs. We now want to apply the results of the preceding section to the MPEC
(1.2), or more exactly, to the problem (1.1) with F and Ω given by (1.5). By straightforward calculation we
can obtain the formulas for the Fre´chet normal cone, the Mordukhovich normal cone and the contingent
cone of the set QEC defined in (1.4) as follows:
LEMMA 4.1. For all a = (a1,a2) ∈ QEC we have
ˆN(a;ΩEC) =

(ξ1,ξ2) |
ξ2 = 0 if 0 = a1 > a2
ξ1 ≥ 0,ξ2 ≥ 0 if a1 = a2 = 0
ξ1 = 0 if a1 < a2 = 0

 ,
N(a;ΩEC) =
{
ˆN(a;ΩEC) if a 6= (0,0)
{(ξ1,ξ2) |either ξ1 > 0, ξ2 > 0 or ξ1ξ2 = 0} if a = (0,0),
T (a;ΩEC) =

(u1,u2) |
u1 = 0 if 0 = a1 > a2
u1 ≤ 0,u2 ≤ 0,u1u2 = 0 if a1 = a2 = 0
u2 = 0 if a1 < a2 = 0


and for all u = (u1,u2) ∈ T (a;ΩEC) we have
T (u;T (a;ΩEC)) =
{
T (a;ΩEC) if a 6= (0,0)
T (u;ΩEC)) if a = (0,0),
ˆN(u;T (a;ΩEC)) =
{
ˆN(a;ΩEC) if a 6= (0,0)
ˆN(u;ΩEC) if a = (0,0),
N(a;ΩEC;u) =
{
N(a;ΩEC) if a 6= (0,0)
N(u;ΩEC) if a = (0,0).
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In what follows, we denote by x¯ a point feasible for the MPEC (1.2). Further we assume throughout this
section that the mappings f , g, h, G, H are continuously Fre´chet differentiable, twice Fre´chet differentiable
at x¯ and that there are numbers 1≤ l1 ≤ l, 1≤ p1 ≤ p, 1≤ q1 ≤ q such that the components
gi(x), i = l1 + 1, . . . , l, hi(x), i = p1 + 1, . . . , p, Gi(x),Hi(x), i = q1 + 1 . . . ,q
are affine or linear. In what follows, for every direction u ∈ Tlin(x¯) the multifunction M2, which is assumed
to be metrically subregular in direction u, is build by the linear parts of the constraints.
Denoting
¯Ig := {i ∈ {1, . . . , l}|gi(x¯) = 0},
¯I+0 := {i ∈ {1, . . . ,q}|Gi(x¯)> 0 = Hi(x¯)},
¯I0+ := {i ∈ {1, . . . ,q}|Gi(x¯) = 0 < Hi(x¯)},
¯I00 := {i ∈ {1, . . . ,q}|Gi(x¯) = 0 = Hi(x¯)},
the cone Tlin(x¯) is given by
Tlin(x¯) =


u ∈Rn |
∇gi(x¯)u ≤ 0, i ∈ ¯Ig,
∇hi(x¯)u = 0, i = 1, . . . , p,
∇Gi(x¯)u = 0, i ∈ ¯I0+,
∇Hi(x¯)u = 0, i ∈ ¯I+0,
−(∇Gi(x¯)u,∇Hi(x¯)u) ∈ QEC, i ∈ ¯I00


.
The generalized Lagrangian reads as
L (x,λ0,λ ) = λ0 f (x)+λ gT g(x)+λ hT h(x)−λ GT G(x)−λ HT H(x),
where λ0 ∈ R, λ := (λ g,λ h,λ G,λ H) ∈Rl ×Rp×Rq×Rq.
Given u ∈ Tlin(x¯) we define
Ig(u) := {i ∈ ¯Ig |∇gi(x¯)u = 0}
I+0(u) := {i ∈ ¯I00 |∇Gi(x¯)u > 0 = ∇Hi(x¯)u},
I0+(u) := {i ∈ ¯I00 |∇Gi(x¯)u = 0 < ∇Hi(x¯)u},
I00(u) := {i ∈ ¯I00 |∇Gi(x¯)u = 0 = ∇Hi(x¯)u}.
Then for λ0 ≥ 0 we have
Λλ0(x¯;u) =


λ = (λ g,λ h,λ G,λ H) |
∇xL (x¯,λ0,λ ) = 0
λ gi ≥ 0,λ gi gi(x¯) = 0, i ∈ {1, . . . , l}
λ gi = 0, i ∈ ¯Ig \ Ig(u)
λ Hi = 0, i ∈ ¯I0+∪ I0+(u)
λ Gi = 0, i ∈ ¯I+0∪ I+0(u)
either λ Gi > 0,λ Hi > 0 or λ Gi λ Hi = 0, i ∈ I00(u)
λ0 +∑l1i=l λ gi +∑p1i=1 |λ hi |+∑q1i=1(|λ Gi |+ |λ Hi |)> 0


,
ˆΛλ0(x¯;u) =


λ = (λ g,λ h,λ G,λ H) |
∇xL (x¯,λ0,λ ) = 0
λ gi ≥ 0,λ gi gi(x¯) = 0, i ∈ {1, . . . , l}
λ gi = 0, i ∈ ¯Ig \ Ig(u)
λ Hi = 0, i ∈ ¯I0+∪ I0+(u)
λ Gi = 0, i ∈ ¯I+0∪ I+0(u)
λ Gi ≥ 0,λ Hi ≥ 0, i ∈ I00(u)
λ0 +∑l1i=l λ gi +∑p1i=1 |λ hi |+∑q1i=1(|λ Gi |+ |λ Hi |)> 0


.
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Since
T (∇F(x¯)u;T (F(x¯);Ω)) =


(zg,zh,zG1 ,z
H
1 , . . . ,z
G
q ,z
H
q )
T ∈ Rl ×Rp×R2q |
zgi ≤ 0, i ∈ Ig(u),
zh = 0,
zGi = 0, i ∈ ¯I0+∪ I0+(u),
zHi = 0, i ∈ ¯I+0∪ I+0(u),
(zGi ,z
H
i ) ∈ QEC, i ∈ I00(u)


,
the largest possible subspace L such that T (∇F(x¯)u;T (F(x¯);Ω))+L⊂ T (∇F(x¯)u;T (F(x¯);Ω)) is given by
L =


(zg,zh,zG1 ,z
H
1 , . . . ,z
G
q ,z
H
q )
T ∈ Rl ×Rp×R2q |
zgi = 0, i ∈ Ig(u),
zh = 0,
zGi = 0, i ∈ ¯I0+∪ I0+(u),
zHi = 0, i ∈ ¯I+0∪ I+0(u),
zGi = z
H
i = 0, i ∈ I00(u)


.
Hence LICQ(u) is fulfilled if and only if the family of gradients
{∇gi(x¯) | i ∈ Ig(u)}∪{∇hi(x¯) | i ∈ {1, . . . , p}}∪{∇Gi(x¯) | i ∈ ¯I0+∪ I0+(u)∪ I00(u)}
∪{∇Hi(x¯) | i ∈ ¯I+0∪ I+0(u)∪ I00(u)}
is linearly independent. It is easy to see that LICQ(0) is exactly the well-known MPEC LICQ condition.
EXAMPLE 3. Consider the problem
min
x=(x1,x2,x3)
f (x) := x1 + x2− 2x3
g1(x) :=−x1− x3 ≤ 0,
g2(x) :=−x2 + x3 ≤ 0,
−(G1(x),H1(x)) :=−(x1,x2) ∈ QEC.
Then x¯ = (0,0,0) is not a local minimizer, because for every α > 0 the point xα := (0,α,α) is feasible and
f (xα ) = −α < 0. Indeed, for the critical direction u = (0,1,1) we have Λ1(x¯;u) = /0 and therefore x¯ is
not an extended M-stationary solution and consequently not a local minimizer, since all problem functions
are linear and the constraint mapping is thus metrically subregular. However, x¯ is M-stationary since
Λ1(x¯) = {(1,3,0,−2)}.
To demonstrate the results on second-order optimality conditions of the preceding section we consider
the following example:
EXAMPLE 4. Consider the parameter dependent problem
P(a) min
x1,x2
f (x1,x2) :=−x1 + 12 x
2
2
g1(x1,x2) := ax21− x2 ≤ 0,
−(G1(x1,x2),H1(x1,x2)) :=−(x1,x2) ∈QEC
where a ∈ R. Then it is easy to see that x¯ = (0,0) is a local minimizer, if and only if a > 0. Let us verify
this by using our theory.
We have
L (x,λ0,(λ g,λ G,λ H)) = λ0(−x1 + 12x
2
2)+λ g(ax21− x2)−λ Gx1−λ Hx2
and for every a it follows that Λ0(x¯) = {(α,0,−α |α > 0}, implying that metric regularity of the constraint
mapping and therefore also LICQ(0) are violated. Further we have
Tlin(x¯) = {(u1,u2) | − u2 ≤ 0, (−u1,−u2) ∈ QEC}=−QEC
and C (x¯) = Tlin(x¯), i.e. we have to analyze the problem with respect to the two critical directions (1,0)
and (0,1).
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1. u = (1,0): Then Λ1(x¯;u) = /0 and Λ0(x¯;u) = ˆΛ0(x¯;u) = Λ0(x¯) and taking λ = (α,0,−α) with
α > 0 we have
uT ∇2xL (x¯,0,λ )u = 2αa
{
< 0 if a < 0,
> 0 if a > 0 . (4.1)
By the second-order conditions (3.2) we conclude that x¯ is not a local minimizer for a < 0. In case
a = 0 the constraint mapping is polyhedral and hence metrically subregular. Since Λ1(x¯,u) = /0
we can also conclude from Theorem 3.3 that x¯ is not a local minimizer in case a = 0.
2. u = (0,1): In this case LICQ(u) is fulfilled and we have ˆΛ1(x¯;u) = Λ1(x¯;u) = {(0,−1,0)}. Since
uT ∇2xL (x¯,1,(0,−1,0))u = 1 > 0, together with (4.1), we conclude from Theorem 3.17 that x¯ is a
essential local minimizer of second order in case a > 0.
Since extended M-stationarity is usually difficult to verify in practice, we now introduce the following
concept of strong M-stationarity, which builds a bridge between M-stationarity and S-stationarity. In what
follows we note by r(x¯) the rank of the family of gradients
{∇gi(x¯) | i ∈ ¯Ig}∪{∇hi(x¯) | i ∈ {1, . . . , p}}∪{∇Gi(x¯) | i ∈ ¯I0+∪ ¯I00}∪{∇Hi(x¯) | i ∈ ¯I+0∪ ¯I00}. (4.2)
DEFINITION 4.2.
1. A triple of index sets (Jg,JG,JH), Jg ⊂ ¯Ig, JG ⊂ ¯I0+∪ ¯I00, JH ⊂ ¯I+0∪ ¯I00 is called a MPEC working
set for the MPEC (1.2), if JG∪ JH = {1, . . . ,q},
|Jg|+ p+ |JG|+ |JH|= r(x¯)
and the family of gradients
{∇gi(x¯) | i ∈ Jg}∪{∇hi(x¯) | i ∈ {1, . . . , p}}∪{∇Gi(x¯) | i ∈ JG}∪{∇Hi(x¯) | i ∈ JH}
is linearly independent.
2. The point x¯ is called strongly M-stationary for the MPEC (1.2), if there is a MPEC working set
(Jg,JG,JH) together with a multplier λ = (λ g,λ h,λ G,λ H) ∈ Λ1(x¯) satisfying
λ gi = 0, i ∈ {1, . . . , l} \ Jg, (4.3)
λ Gi = 0, i ∈ {1, . . . ,q} \ JG, (4.4)
λ Hi = 0, i ∈ {1, . . . ,q} \ JH, (4.5)
λ Gi ≥ 0,λ Hi ≥ 0, i ∈ JG∩ JH . (4.6)
Note that the condition JG∪ JH = {1, . . . ,q} implies ¯I0+ ⊂ JG and ¯I+0 ⊂ JH . By the definition, every
strongly M-stationary point is M-stationary. However, the converse is not true as can be seen from the
example
min−x1 subject to − (x1,x2) ∈ QEC,
where x¯ = (0,0) is M-stationary but not strongly M-stationary.
THEOREM 4.3. Assume that x¯ is extended M-stationary for the problem (1.1) with F and Ω given by
(1.5) and assume that there exists some MPEC working set. Then x¯ is strongly M-stationary.
Proof. Since x¯ is extended M-stationary, we have Λ1(x¯) 6= /0 and therefore ∇ f (x¯) can be represented
as a linear combination of the gradients (4.2). It follows that for every MPEC working set J = (Jg,JG,JH)
there is a unique multiplier λ (J) = (λ g,λ h,λ G,λ H) satisfying (4.3)-(4.5) and ∇xL (x¯,1,λ (J)) = 0. Now
let J0 = (J0g ,J0G,J0H) be an arbitrarily fixed working set and choose b = (bg,bG,bH) ∈ Rl+×Rq−×Rq− with
bgi = 0, i ∈ J0g , bGi = 0, i ∈ J0G and bHi = 0, i ∈ J0H such that for all u ∈ Rn the family of gradients
{∇gi(x¯) | i ∈ ¯Ig,∇gi(x¯)u = bgi }∪{∇hi(x¯) | i ∈ {1, . . . , p},∇hi(x¯)u = 0}
∪{∇Gi(x¯) | i ∈ ¯I0+∪ ¯I00,∇Gi(x¯)u = bGi }∪{∇Hi(x¯) | i ∈ ¯I+0∪ ¯I00,∇Hi(x¯)u = bHi } (4.7)
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is linearly independent. Such a vector b exists by the following arguments. For every triple of index sets
K = (Kg,KG,KH), Kg ⊂ ¯Ig, KG ⊂ ¯I0+∪ ¯I00, KH ⊂ ¯I+0∪ ¯I00 let B(K) denote a basis for the subspace
{µ = {(µg,µh,µG,µH) |
∇xL (x¯,0,µ) = 0,
µgi = 0, i ∈ {1, . . . , l} \Kg,
µGi = 0, i ∈ {1, . . . ,q} \KG,
µHi = 0, i ∈ {1, . . . ,q} \KH
},
where B(K) is eventually empty. By the definition of a MPEC working set, for every basis element
µ = (µg,µh,µG,µH) there must be either an index i ∈ ¯Ig \ J0g with µgi 6= 0 or an index i ∈ ( ¯I0+∪ ¯I00)\ J0G
with µGi 6= 0 or an index i ∈ ( ¯I+0 ∪ ¯I00) \ J0H with µHi 6= 0. The union of the bases
⋃
K B(K) consists of
finitely many elements and therefore we can find b = (bg,bG,bH) ∈ Rl+×Rq−×Rq− with bgi = 0, i ∈ J0g ,
bGi = 0, i ∈ J0G and bHi = 0, i ∈ J0H with
bgT µg + bGT µG + bHT µH 6= 0 ∀(µg,µh,µG,µH) ∈
⋃
K
B(K)
We claim that this vector b has the required property. If there would exist u ∈ Rn such that (4.7) does
not hold, by taking Kg := {i ∈ ¯Ig |∇gi(x¯)u = bgi }, KG := {i ∈ ¯I0+∪ ¯I00 |∇Gi(x¯)u = bGi }, KH := {i ∈ ¯I+0∪
¯I00 |∇Hi(x¯)u = bHi }, there is some element µ = (µg,µh,µG,µH) ∈B(Kg,KG,KH) with
0 = ∇xL (x¯,0,µ)u = bgT µg + bG
T µG + bHT µH 6= 0,
a contradiction, and therefore our claim is proved. Now consider the following algorithm:
1: u := 0, J := J0, (λ g,λ h,λ G,λ H) := λ (J);
2: while ((∃i ∈ Jg : λ gi < 0) ∨ (∃i ∈ JG∩ JH : λ Gi < 0∨λ Hi < 0))
3: { if (∃i0 ∈ Jg : λ gi0 < 0)
4: Jg := Jg \ {i0};
5: else
6: { select i0 ∈ JG∩ JH with λ Gi0 < 0 or λ Hi0 < 0;
7: if (λ Gi0 < 0)
8: JG := JG \ {i0};
9: else
10: JH := JH \ {i0};
11: }
12: Compute search direction d with ∇ f (x¯)d =−1, ∇gi(x¯)d = 0, i ∈ Jg,
∇hi(x¯)d = 0, i = 1, . . . , p, ∇Gi(x¯)d = 0, i ∈ JG, ∇Hi(x¯)d = 0, i ∈ JH ;
13: Compute step length
αˆ j = min{ min
i∈ ¯Ig\Jg
∇gi(x¯)d>0
{b
g
i −∇gi(x¯)u
∇gi(x¯)d
}, min
i∈ ¯I00\JG
∇Gi(x¯)d<0
{b
G
i −∇Gi(x¯)u
∇Gi(x¯)d
}, min
i∈ ¯I00\JH
∇Hi(x¯)d<0
{b
H
i −∇Hi(x¯)u
∇Hi(x¯)d
}};
14: //The index j indicates the constraint to enter the MPEC working set
15: Either set Jg := Jg∪{ j} or JG := JG∪{ j} or JH := JH ∪{ j}, depending in which part
the minimum is attained when computing αˆ j;
16: u := u+ αˆ jd, compute (λ g,λ h,λ G,λ H) := λ (J);
17: }
This algorithm is very close to the well-known pivoting algorithms from linear programming. It can
be also considered as a so-called active set method, we refer the reader to [10] for an introduction to this
method.
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At the beginning of each cycle (Jg,JG,JH) constitutes a MPEC working set and we have
∇gi(x¯)u≤ bgi , i ∈ ¯Ig,
∇hi(x¯)u = 0, i = 1, . . . , p,
∇Gi(x¯)u = bGi = 0, i ∈ ¯I0+,
∇Gi(x¯)u ≥ bGi , i ∈ ¯I00
∇Hi(x¯)u = bHi = 0, i ∈ ¯I+0,
∇Hi(x¯)u≥ bHi , i ∈ ¯I00
(∇Gi(x¯)u− bGi )(∇Hi(x¯)u− bHi ) = 0, i ∈ ¯I00
and
Jg = {i ∈ ¯Ig |∇g(x¯)u = bgi }, JG = {i ∈ {1, . . .q}|∇Gi(x¯)u = bHi }, JH = {i ∈ {1, . . .q}|∇Hi(x¯)u = bHi }.
The computation of the search direction d in line 12 is possible, because after removing index i0 from the
MPEC working set the family of gradients
{∇ f (x¯)}∪{∇gi(x¯) | i ∈ Jg}∪{∇hi(x¯) | i = 1, . . . , p}∪{∇Gi(x¯) | i ∈ JG}∪{∇Hi(x¯) | i ∈ JH}
is linearly independent. The minimum when computing αˆ j must be attained, because otherwise the direc-
tion d would fulfill d ∈ Tlin(x¯) and ∇ f (x¯)d < 0 contradicting extended M-stationarity of x¯. Further, our
construction of b guarantees that the index j is unique and αˆ j is strictly positive.
Since the value ∇ f (x¯)u strictly decreases in each cycle and only a finite number of MPEC working sets
exist, the algorithm always terminates in a finite number of steps and the outcome J = (Jg,JG,JH) together
with λ (J) proves strong M-stationarity of x¯.
The algorithm used in the proof can be implemented in practice to test whether a feasible point x¯ is
strongly M-stationary or not. In such an implementation the proper choice of b is crucial. A random choice
of b with
bgi > 0, i ∈ ¯I \ J0g , bGi < 0, i ∈ ¯I00 \ J0G, bHi < 0, i ∈ ¯I00 \ J0H
and fixing the other components to 0 will yield a suitable vector b with probability 1, as can be easily seen
from the arguments used in the proof. Moreover, the unlikely case of a wrong choice of b can be easily
detected during the course of the algorithm and then we can modify b to meet the requirements. Of course,
one has to implement an exit in case that αˆ j = ∞, i.e. {i ∈ ¯Ig \ Jg |∇gi(x¯)d > 0}= {i ∈ ¯I00 \ JG |∇Gi(x¯)d <
0}= {i ∈ ¯I00 \ JH |∇Hi(x¯)d < 0}= /0, since then the computed direction d is a descent direction.
In the following example we show the process of the algorithm given in the proof of Theorem 4.3.
EXAMPLE 5. Consider the MPEC of Example 3. Then r(x¯) = 3 and we start the algorithm with the
MPEC working set J0g := {1}, J0G := J0H := {1} and bg2 = 1, bg1 = bG1 = bH1 = 0, J := J0, u = 0, resulting
in λ (J) = (−2,0,3,1). Since λ g1 < 0, the first inequality leaves Jg yielding Jg = /0. Then the direction
d = (0,0, 12 )
T is computed as the unique solution of
∇ f (x¯)d = d1 + d2− 2d3 =−1, ∇G1(x¯)d = d1 = 0, ∇H1(x¯)d = d2 = 0.
We have ¯I00 = JG = JH and ∇g1(x¯)d =− 12 , ∇g2(x¯)d = 12 and therefore the step length αˆ j amounts to
αˆ j =
bg2−∇g2(x¯)u
∇g2(x¯)d
= 2.
Next we set Jg := Jg∪{2}= {2} and compute u := u+ αˆ j(0,0, 12 )T = (0,0,1)T and λ (J) = (0,2,1,−1).
The condition of the while loop is again not fulfilled because of 1 ∈ JG ∩ JH , λ H1 < 0 and hence we
must start a new cycle. The index 1 leaves JH and thus JH = /0. The search direction d := (0,1,1) is now
computed by
∇ f (x¯)d = d1 + d2− 2d3 =−1, ∇g2(x¯)d :=−d2 + d3 = 0, ∇G1(x¯)d = d1 = 0.
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Since ∇g1(x¯)d = −1, ¯I00 = JG and ∇H1(x¯)d = 1, we obtain αˆ j = ∞ and by the comments above we stop
the algorithm because d is a feasible descent direction proving the non-optimality of x¯.
The assumption, that one MPEC working set exists, is fulfilled, if there are index sets ˜JG, ˜JH ⊂ ¯I00 with
˜JG∪ ˜JH = ¯I00 such that the family of gradients
{∇hi(x¯) | i = 1, . . . , p}∪{∇Gi(x¯) | i ∈ ¯I0+∪ ˜JG}∪{∇Hi(x¯) | i ∈ ¯I+0∪ ˜JH} (4.8)
is linearly independent and this seems to be a rather weak assumption. It is e.g. fulfilled if q1 = q (i.e., we
treat all functions occurring in the complementarity conditions as nonlinear functions) and for one direction
u ∈ Tlin(x¯) the first-order condition for directional metric subregularity Λ0(x¯;u) = /0 is fulfilled. To see this,
choose ˜JG = I0+(u)∪ I00(u), ˜JH = I+0(u). Then the family of gradients (4.8) must be lineraly independent,
since otherwise there is a nontrivial linear combination
p
∑
i=1
λ hi ∇hi(x¯)+ ∑
i∈ ¯I0+∪I0+(u)∪I00(u)
λ Gi ∇Gi(x¯)+ ∑
i∈ ¯I+0∪I+0(u)
λ Hi ∇Hi(x¯) = 0
resulting in 0 and hence, by setting λ gi := 0, i = 1, . . . , l, λ Gi := 0, i ∈ ¯I+0 ∪ I+0(u), λ Hi := 0, i ∈ ¯I0+ ∪
I0+(u)∪ I00(u) and therefore λ Gi λ Hi = 0, i ∈ I00(u), we would obtain 0 6= (λ g,λ h,λ G,λ H) ∈ Λ0(x¯;u).
The following theorem justifies the definition of strongly M-stationary solutions.
THEOREM 4.4. Let x¯ be feasible for (1.2) and assume that LICQ(0) is fulfilled at x¯. Then x¯ is strongly
M-stationary if and only if it is S-stationary.
Proof. The statement follows immediately from the fact that under LICQ(0) there exist exactly one
MPEC working set and this set fulfills Jg = ¯Ig, JG = ¯I0+∪ ¯I00, JH = ¯I+0∪ ¯I00.
We summarize the relations between the various stationarity concepts in the following picture.
S-stat. −→←−
LICQ(0)
B-stat.
GGCQ−→
←− ext. M-stat.
strongly M-stat. −→ M-stat.
loc. minimizer
↓
❍
❍❍❥
❍
❍❍❨
LICQ(0)
MPEC working set exists
✟
✟
✟
✟
✟✙
We see from this picture, that S-stationarity also implies strong M-stationarity under the assumptions
GGCQ and that one MPEC working set exists, which is much weaker that LICQ(0).
Using similar arguments it can also be shown that under the weaker condition partial MPEC LICQ
[51] the concepts of strongly M-stationarity and S-stationarity are equivalent. However, for other conditions
ensuring S-stationarity like the intersection property [9] or the condition found in [11], the relation between
strong M-stationarity and S-stationarity is still unknown.
Finally we present an example where a local minimizer is strongly M-stationary but not S-stationary.
EXAMPLE 6 (cf. [48, 7]). Consider
min
x=(x1,x2,x3)
f (x) := x1 + x2− x3
g1(x) :=−4x1 + x3 ≤ 0,
g2(x) :=−4x2 + x3 ≤ 0,
−(G1(x),H1(x)) :=−(x1,x2) ∈ QEC.
Then x¯ = (0,0,0) is a local minimizer, GGCQ is fulfilled since all constraints are linear and therefore the
multifunction M(x) = F(x)−Ω is polyhedral and consequently metrically subregular at (x¯,0) by Robin-
son’s result [45]. Further it can be easily checked that Jg = {1,2}, JG = {1}, JH = /0 constitutes a MPEC
working set and, by taking the multipliers λ g1 = 34 , λ
g
2 =
1
4 , λ G1 = −2, λ H1 = 0, we see that x¯ is strongly
M-stationary. But, as pointed out in [7], x¯ is not S-stationary.
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