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NON-COMPACT FAMILIES OF COMPLETE, PROPERLY
IMMERSED MINIMAL SURFACES WITH FIXED
TOPOLOGY VIA DESINGULARIZATION
STEPHEN J. KLEENE AND NIELS MARTIN MØLLER
Abstract. For fixed large genus, we construct families of complete im-
mersed minimal surfaces in R3 with four ends and dihedral symmetries.
The families exist for all large genus and at an appropriate scale degen-
erate to the plane.
1. Introduction
The main result of this article is:
Theorem 1.1. There exists a family of complete minimal surfaces {Σ(θ, g)}
in Euclidean three-space with genus g and four asymptotically catenoidal
ends depending on parameters θ ∈ (0, pi/2), and g ∈ N. The surfaces exist for
all g sufficiently large and all θ sufficiently small, and depend continuously
on θ. Additionally, they have the following properties:
(1) Away from the origin and the circle of unit radius about the origin
in the plane {x = 0} they converge smoothly on compact subsets of
R3 to the plane {x = 0} with multiplicity four, as θ tends to 0.
(2) Each Σ(θ, g) is invariant under rotations about the z-axis through
angles 2pi/(g + 1) and the inversion through the plane {z = 0} and
reflections through the planes tan(y/x) = pik/(g + 1).
(3) Each Σ(θ, g) has four horizontal catenoidal ends, E1, . . . , E4, which
we order by height. The union of the catenoidal ends is close the
configuration of two coaxial catenoids of scale g−1 that intersect
transversally along the circle of unit radius about the origin in the
plane {x = 0}, and the angle of their intersection is close to 2θ.
(4) Let θ be fixed. Then the surfaces
Σ˜(θ, g) := g {Σ(θ, g)− e2}(1.1)
converge smoothly on compact sets to Scherk’s singly-periodic mini-
mal surface.
The modern theory of minimal surfaces with finite topology began with
the discovery by C. Costa in his 1982 thesis, published in [Co84], of a genus
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one complete minimal surface with three ends that was apparently glob-
ally embedded. Hoffman-Meeks in [HM85] discovered a family of analo-
gous surfaces with three ends and positive genus and proved that these
surfaces, including the Costa surface, were actually embedded. The Costa-
Hoffman-Meeks surfaces were at the time the only complete embedded min-
imal surfaces with finite topology other than the plane, the helicoid, and the
catenoid, and the first with non-trivial topology. If the logarithmic growth
of each end of the Costa-Hoffman-Meeks surfaces is held fixed, then the
surfaces converge up to rigid motions to the configuration of a catenoid in-
tersecting a plane through the waist as the genus tends to infinity. If the
surfaces are instead normalized by keeping the supremum of the norm of
the second fundamental form fixed, the surfaces converge up to rigid mo-
tions to Scherk’s singly-periodic minimal surface with infinite topology and
four asymptotically flat ends. Motivated by this observation, Kapouleas in
[Ka97] constructed families of minimal surfaces with many ends and high
genus.
Hoffman-Meeks in [HM90a] conjectured that the space M(g, r) of com-
plete embedded minimal surfaces with genus g and r ends is empty when
g + 2 < r, and Ros [Ros06] conjectured for r ≥ 4 that if M(g, r) is non-
empty then it is non-compact. The cases r < 4 are interesting and in many
ways distinct from the general case. The space M(g, 3) has been classi-
fied entirely and has been shown to be non-compact (cf. [HK]). In the
case of two ends, Schoen ([Sc02]) has shown that M(0, 2) contains only the
catenoid, and that the spaces M(g, 2) are empty for g > 0. When r = 1,
Meeks and Rosenberg ([MR1]) have shown that the helicoid is the unique
genus zero surface with one end. Recently, Hoffman and White ([HW]) con-
structed a genus one embedded minimal surface asymptotic to the helicoid,
and Hoffman-White-Traizet in [HTW1]–[HTW2] constructed such surfaces
for every positive genus.
We emphasize three points about the embeddedness of the surfaces we
construct:
(1) A beautiful result of Ros (recorded as Theorem 3.3 in [Ros06]) states
that a complete embedded minimal surface with positive genus g has
at most 4g + 4 symmetries in O(3), with equality achieved only by
the family of maximally symmetric 3-ended Costa-Hoffman-Meeks
surfaces. The surfaces which we construct achieve this equality, and
are thus a-priori non-embedded.
(2) This fact is, however, detectable also with our methods, and follows
directly from Theorems 12.5 and 12.7. The non-embeddedness of the
surfaces is a consequence of perturbations in the logarithmic growths
of the ends of the initial configuration. A minor modification of our
proof yields the perturbation term as a function of g which deter-
mines up to first order the radius of the maximal ball around the
2
origin in which the surfaces are embedded.
(3) A failure of the surfaces to be embedded is in this sense, and a
modification of our construction is expected to produce families of
embedded minimal surfaces which leave every compact set of the
interior ofM(4, g). This can be achieved essentially by doubling the
genus of the surfaces relative to the symmetry group at the penalty of
losing the up-down reflectional symmetry of the configuration. The
loss of this symmetry does not fundamentally change the analysis,
and we expect our methods to apply more or less directly.
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3. Outline
The starting point for our construction are configurations of two coaxial
catenoids of the same scale, parametrized by their intersection angle, which
we call θ. We then follow the basic technique of [Ka97] and obtain complete
immersed minimal surfaces by removing small tubular neighborhoods of the
intersection circle and replacing it with controlled deformations of Scherk’s
saddle towers, and perturbing the resulting smooth surface to minimality.
The family of Scherk towers is naturally parametrized by θ and we write the
corresponding surface as Σθ. Σθ is then asymptotic to four affine half-planes
and is symmetric with respect to the reflections through the coordinate
planes, and the translation by 2piex.
Essentially, the perturbation is achieved by solving the linear problem
L[S]u = H(3.1)
where L[S] = ∆[S] + |A[S]|2 is the stability operator on the initial surface
S. The graph S + uν[S] has mean curvature which is smaller in an appro-
priate sense. One necessary consequence of the perturbing process is that
the initial surfaces undergo small changes in their asymptotics. Modulo a
reflection across a plane, the surfaces have two ends, which we here refer to
as the top and the bottom. In order for the surfaces to be embedded, the
logarithmic growth of the bottom end must be less than or equal to that of
the top end, since otherwise they will eventually intersect. Since our initial
configuration consists of two coaxial catenoids with the same scale, the log-
arithmic growth of both ends of the initial configuration are the same. Thus
in order to determine the embeddness or non-embeddedness of the surfaces
directly from the construction, we have to be able to predict with a high
degree of accuracy the change in asymptotics induced by the perturbing
process. We do this by carefully studying the mean curvature of the initial
3
surfaces, which is concentrated near the intersection circle. Modulo a dis-
crete rotational symmetry, a dilation and a rigid motion of R3, the initial
surfaces are small perturbations of the fundamental domains of the Scherk
towers Σ. Denoting the perturbing vector field by ξ, we express the mean
curvature in linear and and higher order parts:
Hξ = Lξ +Rξ(3.2)
By the “linear part” we mean the linear change in the mean curvature of Σ
due to the addition of the vector field ξ. Since Σ is minimal, the tangential
part of the field amounts to a reparametrization of the underlying surface,
so that we can express
Lξ = τLΣξ⊥(3.3)
where LΣ is the stability operator on Σ and ξ⊥ denotes the normal compo-
nent of the variation field ξ⊥ := ξ · ν. Predicting to which side the bottom
ends of the initial surface “want” to change their logarithmic growth is then
equivalent to determining the “kernel content” of the mean curvature. Let S
be a fundamental domain for Σ and let φ be a function satisfying L[S]φ = 0
Then locally, the kernel content of the linear part is given by∫
S
L[S]ξ⊥φ =
∫
∂S
φ∇ξ⊥ · η − ξ⊥∇φ · η,(3.4)
where η is the outward pointing boundary unit co-normal. The boundary
terms can then in theory be computed exactly. Up to a quadratic remainder,
the kernel content of the mean curvature can then be shown to be non-zero.
There are technical difficulties in working with small-angle Scherk surfaces
Σθ. As θ tends to zero, the geometry of the surfaces degenerates (see Fig-
ure 3), the curvature concentrates along the lattice 2piZ on the x-axis away
from which they converge to a plane of multiplicity two. Understanding ex-
actly how this degeneration takes place is important for obtaining workable
bounds for the error term. The deformation field ξ is large compared to
the background geometry of regions of Σ with high curvature. However, we
show that most of the perturbing field is tangential, and effects the mean
curvature to a higher order which can be controlled. Without separating
out normal and tangential effects, we would produce estimates for the mean
curvature which would be unstably large.
In Section 4 we introduce basic objects and notation which we use through-
out. Additionally, we take some time to formalize various types of estimates
which will arise repeatedly throughout the article. Specifically, we formal-
ize the process of estimating the change, due to the addition of a vector
field, of quantities defined on parametrizations that scale homogeneously, in
terms of the scale of the parametrization and the vector field. These include
the mean curvature, the unit normal, the components of the metric, the
dual metric and the second fundamental form in coordinate charts, and the
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Figure 1. Collapse of Scherk’s singly-periodic minimal sur-
face as the angle parameter θ → 0, or viewed from the right to
the left showing the archetypical ”doubling” of a flat plane as
a complete embedded minimal surface in R3. With our nor-
malization, the axis of periodicity is the x-axis. The y-axis
points upwards and the plane to which the surfaces collapse
is {z = 0}.
coefficients of the Laplace operator in coordinate charts. In Section 5, we
record several weighted invertiblity results for the Laplace operator on flat
cylinders which we will use repeatedly throughout. In Section 6, we record
a family of conformal parametrizations of catenoidal ends which we will use
in our construction of the initial surfaces. In Section 7, we record properties
and notation associated with the Scherk towers relevant to our construction.
In particular, we record precisely how the geometry of the Scherk surfaces
degenerates as the parameter θ tends to zero, which is needed for producing
workable estimates for perturbations of geometric quantities on our approx-
imate solutions. In Section 8, we record an invertibility result–Proposition
8.4–for the stability operator on the catenoid in weighted Ho¨lder spaces.
Later, when we study the linear problem on the Scherk towers and record
an analogous invertibilty statement in Proposition 13.1, we will make use
of Proposition 8.4. In Sections 9, 10 and 11, we construct the initial sur-
faces and record their basic geometric properties, including the criteria for
smoothness and embeddedness, and their symmetry groups. We break up
the construction of the initial surfaces into these sections according to a nat-
ural set of independent technical considerations. The first–treated in Section
9–has to do with the degeneration of the Scherk surfaces for small parameter
values. In a fixed small ball about the z-axis, they resemble large pieces of
catenoids of scale approximately equal to θ. To avoid complicated geometric
estimates on this region, we define bending maps which act as the identity in
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this region. The second set of technical difficulties has to do with estimating
the mean curvature of graphs over the catenoidal ends recorded in Section 6.
In Proposition 11.6 we record, among other things, precise conditions under
which the initial surfaces are embedded and non-embedded. In Section 12
we record a decomposition of the mean curvature of the initial surfaces and
small normal graphs, into a “linear” and “higher order” part–Proposition
12.5. The “linear” part contains three principal parts: The linear change
due to adding a graph, the linear change due to varying the controlling
parameters on the initial surface, and the linear change due to “bending”
the Scherk tower around a circle of large radius. The “higher order” part
of the decomposition does not actually appear quadratically small in our
estimates; nonetheless our estimates show that it is dominated by the terms
constituting the linear part. We also record Proposition 12.7, which esti-
mates the magnitude of the kernel content of the mean curvature. From
this, the non-embeddedness of the surfaces could be deduced directly, with-
out appealing to Ros’s Theorem. In Section 13, we record an invertibility
statement for the stability operator on the Scherk towers. The construction
of the initial surfaces is then concluded in Section 14 by a Schauder fixed
point argument.
4. Preliminaries
4.1. Basic notation. Throughout this article, R3 will denote Euclidean
three-space, X a point in R3 and (x, y, z) the right-handed rectangular co-
ordinates of that point, and {ex, ey, ez} the standard basis vectors. We set
er(t) := sin(t)ex + cos(t)ey,(4.1)
The vectors ey[β] and ez[β] are given by
ey[β] := cos(β)ey + sin(β)ez, ez[β] := cos(β)ez − sin(β)ey.(4.2)
We denote Euclidean two-space by R2, and take as coordinates (x, s).
For real numbers a and b, we set
ψ[a, b](s) = ψ0
(
s− a
b− a
)
,
where ψ0 : R→ [0, 1] is a fixed smooth, increasing function with ψ0 ≡ 0 on
(−∞, 1/3) and ψ0 ≡ 1 on (2/3,∞).
The half-spaces H± ⊆ R2 are obtained by restricting the s-coordinate to
either the non-negative or to the non-positive real values, respectively. We
denote the flat cylinder
Ω = R2/〈x 7→ x+ 2pi〉.
For a given subset U of R2 or of Ω0, we set
U≤c := U ∩ {s ≤ c}, U≥c = U ∩ {s ≥ c},(4.3)
Similarly for a surface S parametrized by φ : U → R3, we denote S≤c =
φ(U≤c) and so on.
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4.2. Geometric quantities on surfaces. Typically, for a parametrized
surface, we will denote the first and second fundamental forms by g = (gij)
and A = (Aij) respectively and the unit normal field and Christoffel sym-
bols by ν and Γ = (Γkij), respectively. We take the trace of the second
fundamental form of a surface to be its mean curvature, and denote it by
H := trA = gijAij . For clarity, when corresponding to a surface S, these
quantities and their components will typically be paired with the symbol [S],
so for example g[S] denotes the metric on the surface S and g[S]ij denotes
its components in a coordinate neighborhood.
4.3. Isometries and quotients.
Definition 4.1. We let Rx, Ry, Rz denote the reflections through the coor-
dinate planes {x = 0}, {y = 0}, and {z = 0}, respectively. We let Tt denote
the translation by tex, and we let T
∗
t denote the rotation
T∗t (x, y, z) = (τ
−1 + y)er(τt)− τ−1ey + zez.
Definition 4.2. We let G denote the group of isometries generated by Rx,
Rz and T2pi, and we let G
∗ denote the group of isometries generated by Rx,
Rz and T
∗
2pi.
Definition 4.3. We let E denote the quotient of R3 by G, and we let E∗
denote the quotient of R3 by G∗.
Let G be the isometry subgroup of Σ generated by and T. We denote by
S the quotient of Σ under G in the space E := R3/G.
4.4. Weighted norms and Ho¨lder spaces.
Definition 4.4. Given a function u : D ⊆ Rn → R we let ‖u : Ck,α(D)‖
denote the kth Ho¨lder norm with exponent α ∈ (0, 1), on the domain D.
That is, we set
‖u : Ck,α(D)‖ = ‖u‖Ck(D) + sup
β=k
[Dβu]C0,α(D),(4.4)
where
[u]C0,α(D) = sup
x,y∈D,x6=y
|u(x)− u(y)|
|x− y|α .(4.5)
Definition 4.5. Given a function u ∈ Cj,α(D), the (j, α) localized Ho¨lder
norm is given by
‖u‖j,α(p) := ‖u : Cj,α(D ∩B1(p))‖.(4.6)
We let Cj,αloc (D) denote the space of functions for which the (j, α) localized
Ho¨lder norms are point-wise finite.
7
Definition 4.6. Given a positive function f : D → R, we let Cj,α(D, f)
be the space of functions for which the weighted norm ‖− : Cj,α(D, f)‖ is
finite, where we take
‖u : Cj,α(D, f)‖ := sup
p∈D
1
f(p)
‖u‖j,α(p).(4.7)
Definition 4.7. Let X and Y be two normed spaces with norms ‖− : X‖
and ‖− : Y‖, respectively. Then X ∩ Y is naturally a normed space with
norm ‖− : X ∩ Y‖ given by
‖f : X ∩ Y‖ = ‖f : X‖+ ‖f : Y‖.
Frequently, we will want to measure functions and tensors that appear on
various surfaces S. In all cases, we will identify and fix an atlas {φi : Di →
Ωi}ni=1 of coordinate charts on S. When this is the case, we will set
‖u : Ck,α(Ωi, w)‖ := ‖u ◦ φi : Ck,α(Di, w ◦ φi)‖,
and
‖u : Ck,α(S,w)‖ := Σni=1‖u : Ck,α(Ωi, w)‖.
where u : S → R is given and w : S → R is a fixed weight function. Once an
atlas for a surface has been fixed, we can measure tensors by measuring the
norms of their components in the coordinate charts. Thus, when a tensor T
on S is given, we set
‖T : Ck,α(Σ, w)‖ :=
n∑
i=1
∑
a,b
‖T ba : Ck,α(Ωi, w)‖,
where T ba ranges over all components of T in the coordinate chart φi : Di →
Ωi.
4.5. Estimates of homogeneous quantities. In many places in this ar-
ticle, we will have to produce estimates for weighted Ck and Ck,α norms of
both tensorial as well as non-tensorial quantities, such as the first funda-
mental form gij , second fundamental form Aij , the unit normal ν, and the
Christoffel symbols Γkij on various families of surfaces. In order to streamline
our computations, we will make use of a few general properties of homoge-
neous functions.
Definition 4.8. Let J be the Euclidean space
J := J (1) × J (2) = (R3)2 × (R3)4,
which we think of as the formal jets up to second order of C2-maps of open
subsets of R2 to R3. We denote points of J by J = (J (1), J (2)), where J (1)
has two R3-elements and J (2) has four,
J =
(
J
(1)
1 , J
(1)
2
)
, J (2) = (J
(2)
1 1 , J
(2)
2 2 , J
(2)
1 2 , J
(2)
2 1 ),(4.8)
which we will soon think of as place-holders for the gradients and Hessians
of an immersion, respectively.
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We denote the natural Euclidean norms on these quantities by |J (1)1 |, |J (2)2 |,
|J (1)| =
√
|J (1)1 |2 + |J (2)2 |2,
|J (2)| =
√∑
i,j
|J (2)ij |2.
Definition 4.9. Let Φ : C ⊆ J → R, where C is an open conical subset,
with the property that for some d ∈ Z,
Φ(cJ) = cdΦ(J), c ∈ R+, J ∈ C ,(4.9)
Then Φ is said to be a homogeneous function of degree d.
Note that such a function which is homogeneous of degree d and suffi-
ciently smooth, has the property that for any multi-index β (in the variables
on which Φ depends), the function Ψ = DβΦ is also homogeneous, of degree
d− |β|.
Definition 4.10. Given an immersion φ : D ⊆ R2 → R3, we set
J (k)[φ] := ∇kφ, J [φ] := (∇φ,∇2φ),(4.10)
where ∇φ and ∇2φ are respectively the component-wise Euclidean gradient
and Hessian of φ, viewed as a map from the coordinate chart in R2 into R3.
A homogeneous quantity of degree d on the surface φ(D) is then a function
of the form Φφ := Φ(J [φ]) for some homogeneous function Φ on J .
Examples of such quantities are many in surface geometry, and we record
a few in the lemma below.
Lemma 4.11. Let g, g−1, ν,H, Γkij , A, |A|, ∆ and L be the metric, the dual
metric, the unit normal, the mean curvature, and the Christoffel symbols,
the second fundamental form, the norm of the second fundamental form,
the Laplace operator and the stability operator on an orientable surface,
respectively. Then the coefficients of each (computed in a local chart), are
homogeneous quantities of order 2, −2, 0, −1, 1, −1, −2, −2 respectively.
We want to estimate the linear and higher order changes of homogeneous
quantities along φ due to the addition of small vector fields. To do this
concisely, we refer to a map J : D ⊆ R2 → J as a-regular if the quantity
a(J) = a
(
J (1)
)
: = 2
√
det
[
(J (1))T J (1)
]
/|J (1)|2
= 2
√
|J (1)1 |2|J (1)2 |2 − (J (1)1 · J (1)2 )2
|J (1)1 |2 + |J (1)2 |2
.
(4.11)
is everywhere non-zero, and otherwise we refer to it simply as a vector field.
We initially note that:
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Lemma 4.12. The quantity a : J → R is homogeneous of degree 0, and
it holds that 0 ≤ a(J) ≤ 1. The first inequality is sharp when J(ϕ) is a
regular parametrization. Moreover, the second equality holds if and only if
|J (1)1 | = |J (1)2 | and J (1)1 · J (1)2 = 0. In particular, a(J(φ)) = 1 if and only if φ
is a conformal immersion.
Proof. Since a is clearly homogeneous degree of 0, it suffices to consider the
case that |J (1)1 | = 1 and |J (1)1 | := r. We can then write, if we let ϑ be the
angle between J
(1)
1 and J
(1)
2 ,(
a(J)
)2
=
(
a
(
J (1)
))2
= 4
|J (1)1 |2|J (1)2 |2 − (J (1)1 · J (1)2 )2
(|J (1)1 |2 + |J (1)2 |2)2
(4.12)
= 4
R2 − R2 cos2 ϑ
(1 + R2)2
= 4(1− cos2 ϑ) R
2
(1 + R2)2
For each ϑ, the right hand side achieves a unique maximum at r = 1 with
the value (1− cos2 ϑ), which gives the claim. 
For the next definition, we identify J ' R18, so that Φ : R18 → R,
E(p) ∈ R18 for p ∈ D and the multi-indices β = (β1, . . . , βk) and deriva-
tives DβΦ are w.r.t. these coordinates or components, e.g. also (E(p))β =
(E(p))β1(E(p))β2 · · · (E(p))βk .
Definition 4.13. Let Φ be a homogeneous quantity. Given an a-regular
map J : D → J , and a vector field E : D → J , we let (for k ∈ N)
p ∈ D :
[
R
(k)
Φ,E(J)
]
(p) :=
∑
|β|=k
(E(p))β
∫ 1
0
k
β!
(1− σ)1−kDβΦ∣∣J(p)+σE(p)dσ.
When J and E are of the form J = J [φ] and E = J [V ], for an immersion
φ : D → R3 and a vector field V : D → R3, we write:
R
(k)
Φ,V (φ) := R
(k)
Φ,E(J).
Note that R
(k)
Φ,E(J) is simply the Taylor remainder of order k, so that:
Proposition 4.14. We have, pointwise in D:
Φ(J(p) + E(p)) = Φ(J(p)) +
∑
1≤|α|≤k
DαΦ(J(p))
α!
(E(p))α +R
(k)
Φ,E(J)(p).
We will assume throughout that any homogeneous function Φ considered
is uniformly bounded in any Ck-norm on compact subsets of the set
J0 := {J ∈ J : a(J) > 0} ⊆ R18.(4.13)
Proposition 4.15. Let J (1) and E(1) be points in J (1) satisfying
|E(1)| ≤ εa(J (1))|J (1)|.(4.14)
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Then for ε > 0 sufficiently small , it holds that∣∣∣a(J (1) + E(1))− a(J (1))∣∣∣ ≤ C|E(1)|/|J (1)|,(4.15)
where C > 0 is a numerical constant (so independent of J and E).
Proof. We have directly from the definition of a
(
J (1)
)
that
a
(
J (1)
)
C
≤ |J
(1)
1 |
|J (1)2 |
≤ C
a
(
J (1)
) ,(4.16)
for some C > 0 (where e.g. C = 2 works).
This then gives (e.g. C = 4 works)(
1− C
a2
)
|J (1)2 |2 ≤ |J (1)|2 ≤
(
1 +
C
a2
)
|J (1)2 |2,(4.17) (
1− C
a2
)
|J (1)1 |2 ≤ |J (1)|2 ≤
(
1 +
C
a2
)
|J (1)1 |2,
where we set a = a
(
J (1)
)
. Then
|E(1)1 |2 ≤ ε2a2
(
1 +
C
a2
)
|J (1)1 |2 ≤ 14 |J
(1)
1 |2,(4.18)
|E(1)2 |2 ≤ 14 |J
(1)
2 |2,
by taking (if C = 4), 0 < ε < 1
4
√
2
and also assuming (since |a| ≤ 1) ε2 ≤ 18 .
Set J(σ) := J + σE, for σ ∈ [0, 1]. Then from (4.17) and (4.18) we get
2
3 |J
(1)
2 | ≤ |J (1)2 (σ)| ≤ 32 |J
(1)
2 |,
2
3 |J
(1)
1 | ≤ |J (1)1 (σ)| ≤ 32 |J
(1)
1 |,
(4.19)
so that 23 |J (1)| ≤ |J (1)(σ)| ≤ 32 |J (1)|, meaning that these two quantities
mutually control each other.
It is then straightforward to check that owing to homogeneity of a and
the above mutual control property, |J (1)||Dβa|J(1)(σ)|, |β| = 1, is uniformly
bounded for σ ∈ [0, 1], so that∣∣∣a(J (1) + E(1))− a(J (1))∣∣∣ = ∣∣∣R(1)
a,E(1)
(J (1))
∣∣∣ ≤ C|E(1)|/|J (1)|,(4.20)
which gives the claim. 
Proposition 4.16. Let Φ : C ⊆ J0 → R be homogeneous of degree d. There
is some ε > 0 such that if we suppose that J : D → J0 and E : D → J
satisfy
‖E : Cj,α(D, a(J)|J (1)|)‖ ≤ C(j, α)ε, `j,α(J) := ‖J : Cj,α(D, |J (1)|)‖ <∞,
for 0 < α < 1 and j ∈ N, then it holds that for any k ∈ N:∥∥∥R(k)Φ,E(J) : Cj,α(D, |J (1)|d)∥∥∥ ≤ C(k,Φ, `j,α, a(J))∥∥∥E : Cj,α(D, |J (1)|)∥∥∥k+1 .
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Proof. Since DβΦ, |β| = k, is homogeneous of degree d− k, we can at each
point p ∈ D write
R
(k)
Φ,E(J) = |J (1)|d−k
∑
|β|=k
Eβ
∫ 1
0
k
β!
(1− σ)1−kDβΦ∣∣J(σ)/|J(1)|dσ,
where as before we have set J(σ) := J + σE. We then have∣∣∣DγpR(k)Φ,E(J)∣∣∣ ≤ C ∥∥∥|J (1)|∥∥∥d−k
j,α
∑
|β|≤k
∥∥∥∥DβΦ∣∣J(σ)/|J(1)|
∥∥∥∥
j,α
‖E‖kj,α ,(4.21)
where Dγp is any combination of derivatives on the domain D with |γ| ≤ j
(and the same estimate holds for the Ho¨lder ratio).
By Proposition 4.15 and the assumptions of Proposition 4.16, we get
that J(σ)/|J (1)| remains in a fixed compact subset of J0, and derivatives
Dγp [J(σ)/|J (1)|], for |γ| ≤ j, are controlled (via the assumptions involving
ε > 0 and `j,α), so that all in all we have bounds on the quantity
∥∥∥∥DβΦ∣∣J(σ)/|J(1)|
∥∥∥∥
j,α
=
∥∥∥(DβΦ) ◦ (J(σ)/|J (1)|)∥∥∥
j,α
≤ C(Φ, `j,α, a(J), ε).
(4.22)
Additionally, we have that
p ∈ D :
∥∥|J (1)|∥∥d−k
j,α
|J (1)|d−k(p) ≤ C(1 + `
k
j,α)(4.23)
Dividing both sides of (4.22) by |J (1)|d then gives the claim. 
4.6. Fixed point theorems. In this section we record several standard
fixed point theorems which we will use. The first, Proposition 4.17, is sim-
ply The Schauder Fixed Point Theorem, and whose proof can be found
throughout the standard literature (c.f. GT). The second, Proposition 4.18
is a basic corollary of the Contraction Mapping Theorem, which we state
here for convenient application throughout the article.
Proposition 4.17. Every continuous mapping from a convex compact sub-
set K of a Banach space to K has a fixed point.
Proposition 4.18 (Approximate implicit function theorem with bounds).
Let Φ(x, y) : X × Y → Rl be a class Cj,αloc function for contractible open
subsets X ⊂ Rl with 0 ∈ X and Y ⊂ Rm of Euclidean spaces. Assume that
(1) ‖Φ(x, y) : Cj,α(X × Y )‖ ≤ `.
(2) | det ∂xΦ(x, y)| > B.
Then, given B and ` as above, there is A0 = A0(B, `) so that: If it holds
that
sup
y∈Y
|Φ(0, y)| := A ≤ A0,(4.24)
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then there is a map y 7→ x(y) so that:
Φ(x(y), y) = 0, ‖x(y)‖j,α ≤ CA, y ∈ Y.
Proof. We can write
Φ(x+ h, y) = Φ(x, y) + Φx|(x,y)(h) +R(4.25)
where the assumptions then give
|R| ≤ `|h|2.(4.26)
Thus, for |x| ≤ AC/`, it holds that
|Φ(x, y)| ≤ 2A.(4.27)
Let D(0, ρ) ⊂ Rl be the ball of radius ρ centered at 0. With ρ < AC/` we
then define the map Ψ(x, y) : D(0, ρ)× Y → Rl to be given by:
Ψ(x, y) := x− (Φx|(x,y)(h))−1 (Φ(x, y)).(4.28)
We then have
Ψ(x+ h)−Ψ(x) = h− (Φ|x (x+h,y))−1 (Φ(x+ h, y))
= h+
{(
Φ|x (x+h,y)
)−1 − (Φx|(x,y)(h))−1} (Φ(x+ h, y)
− (Φx|(x,y)(h))−1 (Φ(x+ h, y)− Φ(x, y))
= h+O(`|h|AB−1)− h+O(B−1`|h2|)
= O(`|h|AB−1) +O(B−1`|h2|)
Thus, choosing A small in terms of B and ` gives that Ψ acts as a contraction
on D(0, ρ) and hence has a unique fixed point, which we denote by x(y).
Uniqueness then implies continuous dependence on y. From continuity we
get differentiability:
h−1 (Φ(x(y + h), y + h)− Φ(x(y), y)) = h−1 (Φ(x(y + h), y + h)− Φ(x(y), y + h))
(4.29)
+ h−1 (Φ(x(y), y + h)− Φ(x(y), y))
= 0
Taking limits then gives
xy = −
(
Φx|(x,y)
)−1 (
Φy|(x,y)
)
(4.30)
Higher order estimates for x(y) then follow inductively. 
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5. Laplacian on cylinders
In this section we record several facts about the invertibility of the Laplace
operator on a flat cylinder in various function spaces that we will use at
various stages of this article. The main results recorded in this section
are Propositions 5.2, 5.3 and 5.4. The uniting theme is a codification of
several useful criteria which permit the Laplacian and nearby operators on
the cylinder to admit an inverse in function spaces with decay.
Definition 5.1. Let C˚k,αloc (Ω) denote the space of functions E ∈ Ck,αloc (Ω)
satisfying the condition ∫ pi
−pi
E(s, θ)dθ = 0(5.1)
for all s. A function satisfying (5.1) is said to have zero average along
meridians. Given a positive weight function f , we then denote
C˚k,α(Ω, f) := Ck,α(Ω, f) ∩ C˚k,αloc (Ω).
Proposition 5.2. Given ρ ∈ (−1, 1) \ {0}, k ≥ 0, ` ∈ (0,∞] and α ∈ (0, 1)
there is a bounded linear map
R1[−] : C˚0,α0 (Ω≤`, coshρ(s))→ C˚2,α(Ω, coshρ(s)) ∩ Ck,α(Ω≥`+1, coshρ(`)/ cosh(s)).
such that:
(1) ∆ΩR1[E] = E.
(2) ‖R1[E]‖ ≤ C‖E‖, where the norm on the target space is taken ac-
cording to Definition 4.7.
Proposition 5.3. Given ρ ∈ (0, 1), k ≥ 0, α ∈ (0, 1) and a bounded open
set D ⊂ Ω, there is a well-defined bounded linear map
R2[D,−] : C0,α(Ω, cosh−ρ(s))→ C2,α(Ω \D, cosh−ρ(s)),
such that
(1) ∆ΩR2[D,E] = E.
(2) ‖R2[D,E]‖ ≤ C‖E‖.
(3) The map R2[D,E] depends continuously on D.
Proposition 5.4. Let L be a second order linear operator and set
‖L −∆Ω : C2,αloc (Ω)→ C0,αloc (Ω)‖ := .
Then, given ρ ∈ (0, 1), α ∈ (0, 1) and a bounded open set D ⊂ Ω, there is
¯ > 0 so that: For  ≤ ¯, there is a well-defined bounded linear map
R3[L, D,−] : C0,α0 (Ω \D, cosh−ρ(s))→ C2,α(Ω \D, cosh−ρ(s)),
such that:
(1) ∆ΩR3[L, D,E] = E.
(2) ‖R3[L, D,E]‖ ≤ C‖E‖.
(3) The map R3[L, D,E] depends continuously on D and L.
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Propositions 5.2 and 5.3 can be constucted as corollaries to Lemma 5.5
below, while Proposition 5.4 follows from Proposition 5.3 by standard per-
turbation techniques. In the following, we let A0 ⊂ Ω be the annulus in the
cylinder Ω given by:
A0 := Ω ∩ {|s| ≤ 5/8}
Lemma 5.5. Given a compact set K containing A0, there is a bounded
linear map
R˚0[−] : C˚0,α0 (A0)→ C2,α(Ω) ∩ C˚k(Ω \K, cosh−1(s))
such that
∆ΩR˚0[E] = E.
Proof. Lemma 5.5 can be established several ways. We choose the following
approach. Let ΩL be the domain
ΩL := Ω ∩ {|s| ≤ L}.(5.2)
In other words ΩL is just the flat cylinder of length 2L centered at the
meridian {s = 0}. Standard elliptic theory gives the existence of functions
uL ∈ C2,αloc (ΩL) satisfying:
∆uL = E(5.3)
uL(θ,±L) = 0(5.4)
It is then direct to verify that the functions uL satisfy:∫ pi
−pi
u(s, θ)dθ = 0.(5.5)
To see this, we integrate both sides of the first equality in (5.3) in θ to obtain(∫ pi
−pi
u(s, θ)dθ
)
ss
= 0.
The boundary conditions in (5.3) then imply (5.5). Elliptic estimates then
give
‖uL : C2,α(K)‖ ≤ C(K)‖E : C0,α(K)‖ ≤ C(K)‖E : C0,α(A0)‖.(5.6)
Since uL is harmonic on ΩL \K with Dirichlet condition on uL at s = ±L
we then immediately get
‖uL : Ck(ΩL \K)‖ ≤ C(K)‖E : C0,α(A0)‖(5.7)
A subsequence uLj then converges in C
2,α′(K), (α′ < α) on compact subsets
of Ω to a limiting function u∞ satisfying
∆Ωu∞ = E,
∫ pi
−pi
u∞(s, θ)dθ = 0.(5.8)
Standard regularity again gives that u∞ is in C2,α(K). Since u∞ is uniformly
bounded on Ω and has zero average along meridians, the exponential decay
15
both the positive and negative s directions follows directly from the absence
of the zero mode in the Fourier expansion. We then set
R˚0[E] = u∞(x, s).(5.9)

Proof of Proposition 5.2. Fix E˚ ∈ C˚0,α0 (Ω≤`, coshρ(s)) and set
β := ‖E˚ : C˚0,α0 (Ω≤`, coshρ(s))‖
For each integer i ∈ Z, let Ai be the annulus Ai := A0 + i. Note that the
set {Ai} is a locally finite covering of Ω such that Ai ∩Aj = ∅ if |i− j| > 1.
Let {ψi} be a partition of unity subordinate to {Ai} such that ψi(s+ 1) =
ψi+1(s). Recall that E˚ integrates to zero along meridian circles :∫ pi
−pi
E˚(s, θ)dθ = 0.
With E˚i(s, θ) := ψi(s − i)E˚(s − i, θ), it is straightforward to check that
E˚i ∈ C˚0,α0 (A0) with the estimate
‖E˚i : C˚0,α0 (A0)‖ ≤ Cβ coshρ(i)
We then set
u˚i(s, θ) := R˚0(Ei)(s+ i, θ).
From Lemma 5.5,
‖u˚i : C2,α(Aj)‖ ≤ Cβ coshρ(i)/ cosh(j − i)
≤ Cβe|ρ||i|/e|j−i|.
∞∑
i=−∞
∥∥u˚i : C2,α(Aj)∥∥ ≤ Cβ
1− |ρ| cosh
ρ(j).
Thus, being norm summable, the partial sums converge to a limiting function
u˚ with zero average along meridians satisfying
∆Ωu˚ = E˚, ‖u˚ : C2,α(Aj)‖ ≤ Cβ
1− |ρ| cosh
ρ(j).
In other words u˚ satisfies the estimate
‖u˚ : C2,α(Ω, coshρ(s))‖ ≤ C
1− |ρ|‖E˚ : C
0,α(Ω, coshρ(s))‖
Setting R1[E˚] := u˚ provides the result. 
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Proof of Propositions 5.3 and 5.4. Since E vanishes on the boundary of D
we may regard it as a C0,α function on Ω after extending by 0. Let d denote
the distance to the boundary ∂D of D. We then set
ψ(x, s) :=
 d
4, (x, s) ∈ D
0, otherwise
(5.10)
Then ψ is a C2,α function that vanishes on the complement of D and depends
continuously on D. We then set f := ψs and g := ψ1. From the Cauchy
Schwartz inequality we then have
det
( 〈f, s〉 〈f, 1〉
〈g, s〉 〈g, 1〉
)
=
(∫
Ω
ψs2
)(∫
Ω
ψ1
)
−
(∫
Ω
ψs
)2
> cD > 0,
since s and 1 are linearly independent. Thus, there are constants a and b
satisfying
|a|, |b| ≤ C(D)‖E : L2(Ω)‖ ≤ C(D)‖E : C0,α(Ω, cosh−ρ(s))‖.(5.11)
and depending continuously on D so that F := E + af + bg satisfies∫
Ω
F =
∫
Ω
Fs = 0(5.12)
‖F : C0,α(Ω, cosh−ρ(s))‖ ≤ C(D)‖E : C0,α(Ω, cosh−ρ(s))‖,
Set F¯ (s) := 12pi
∫ pi
−pi F (x, s)dx, F˚ := F − F¯ . Then F˚ belongs to the space
C˚0,α(Ω, cosh−ρ(s)). Recalling Proposition 5.2) in the case ` =∞, we set
v˚ := R1[F˚ ]
We also set
v¯(s) :=
∫ ∞
s
∫ ∞
s′
F¯ (s′′)ds′′ds′.(5.13)
It is clear that v¯ decays like cosh−ρ(s) in the positive s direction. To establish
decay in the negative s direction, note that from the orthogonality relations
in (5.12) and θ-independence of 1 and s we have∫ ∞
−∞
F¯ (s)ds =
∫ ∞
−∞
F¯ (s)sds = 0.(5.14)
We can then write∫ ∞
s
∫ ∞
s′
F¯ (s′′)ds′′ds′ =
∫ ∞
s
s′F¯ (s′)ds′ − s
∫ ∞
s
F¯ (s′′)ds′′(5.15)
= s
∫ s
−∞
F¯ (s′′)ds′′ −
∫ s
−∞
s′F¯ (s′)ds′
=
∫ s
−∞
∫ s′
−∞
F¯ (s′′)ds′′ds′.
Setting R2[E] := v¯ + v˚ completes the proof of Proposition 5.3. Proposition
5.4 is then a simple corollary using standard perturbation techniques. 
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6. Conformally parametrized catenoidal ends
In the following record a family of maps which conformally parametrize
catenoids. Note that the extremal parameter β = 0 coincides with the
standard conformal map from the cylinder to the flat plane and the extremal
parameter β = pi/2 agrees with the standard conformal parametrization of
a scale one catenoid.
Definition 6.1. Set %[β](s) = cosh(s) + cos(β) sinh(s). Then the maps
κ[β](x, s) : R2 → R3 are given by
κ[β](x, s) := %[β](s)er(x) + sin(β)sez[0].
In Proposition 6.2 below, we use will use the notion of logarithmic growth
of a catenoidal end κ, which is the unique multiple of L of log(r) so that
κ− L log(r) is bounded at infinity.
Proposition 6.2. The maps κ[β] have the following properties.
(1) They are each conformal minimal immersions with conformal factor
%[β].
(2) The image of each is a (scaled and translated) catenoid with axis of
rotation equal to the z-axis.
(3) The half surface κ[β]({s ≥ 0}) is a catenoidal end with boundary
equal to the unit circle in the plane {z = 0} and logarithmic growth
rate equal to sin(β).
Lemma 6.3. Set %(s) := %[β](s) for β ∈ R. Then the following statements
hold:
(1) Set a(s) = %′(s)/%(s) and b(s) = sin(β)/%(s). Then it holds that
a′ = b2, b′ = −ab, a2 + b2 = 1.
(2) The vectors
e1(s) := κx(x, s)/%(s), e2(s) := κs(x, s)/%(s), e3 := ν[C0](x, s)
are a positively oriented orthonormal frame {eκi } = {eκi [β]} and we
have explicitly
eκ1(x, s) = e
′
r(x), e
κ
2(s) = a(s)er(s) + b(s)ez, e
κ
3(x, s) = −b(s)er(x) + a(s)ez.
(3) Let T κx and T
κ
s denote the derivative matrices for the frame {eκi }, so
that ∂se
κ
i = (T
κ
s )
j
i e
κ
j and ∂xe
κ
i = (T
κ
x )
j
i e
κ
j . Then we have that
T κx =
 0 a −b−a 0 0
b 0 0
 , T κs =
 0 0 00 0 b
0 −b 0

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Proof. Claim (1) is directly verified. To prove Claims (2) and (3), we write
κ = %er + sin(β)sez. The components of the gradient and hessian of κ are
then:
∂xκ = %e
′
r, ∂sκ = %
′er + sin(β)ez
∂2xxκ = −%er = −∂s sκ, ∂x sκ = %′e′r.
Claim (2) then follows directly. We have
∂xe1 = −er. ∂se1 = 0
∂xe2 = ae
′
r ∂se2 = b
2er − abez
∂xe3 = −be′r ∂se3 = aber + b2ez,
from which claim (3) follows. 
6.1. Renormalized parametrizations.
Definition 6.4. Let κ˜[β] be the renormalized map given by
κ˜[β](x, s) := (κ[β](τx, τs)− κ[β](0, 0)) /τ.
Proposition 6.5. The maps κ˜[β] have the following properties:
(1) The maps κ˜[β] are conformal minimal immersions with conformal
factor %˜[β](s) := %[β](τ s).
(2) The image of each is a catenoid with axis of rotation equal to the
line {(0,−τ−1, t)}t∈R.
(3) The half surface κ˜[β]({s ≥ 0}) is a catenoidal end with boundary
equal to the circle in the plane {z = 0} of radius τ−1 about the point
(0,−τ−1, 0) and logarithmic growth rate equal to sin(β)/τ .
7. Scherk towers
Scherk towers are a family of complete embedded minimal surfaces Σ =
Σ[θ] given implicitly by
cos(x) = cos2(θ) cosh(y/ cos(θ))− sin2(θ) cosh(z/ sin(θ))(7.1)
where θ belongs to the interval (0, pi/2). In addition to minimality, the
properties of these surfaces that are relevant to our construction are listed
in plain language below:
(1) The isometry group of each surface contains the reflections Rx, Ry,
Rz through the coordinate planes and the translation T2pi by the
vector 2piex.
(2) Each surface is exponentially asymptotic to a collection of four half
planes parallel to the x axis.
(3) In a fixed small tube about the z axis, each surface is a perturbation
of a large piece of a catenoid.
(4) Away from this tube about the z axis, the surfaces are uniformly
regular in θ and (up to vertical translation) converge smoothly to
the plane {z = 0} with multiplicity two.
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Below we record quantitative versions of statements (2) and (3) (4).
7.1. Exponential convergence of Scherk towers to four half planes.
Definition 7.1. Let H+[β, h](x, s) : H+ → R3 be the affine map given by:
H+[β, h](x, s) := xex + cos(β)ey + hez.
Then the surface S is asymptotic to H+[β, h] in the first quadrant (taken
with respect to the y − z axes) in the following sense:
Proposition 7.2. There is θ¯ > 0 so that for each θ ∈ [0, θ¯), there is a
function fW : H+≥1 → R such that:
(1) Set hS := sin(θ) log(cot2(θ)) and let W1(x, s) : H+≥1 → R3 be the
map given by
W1(x, s) := H+[θ, hS ](x, s) + fWez[θ].
Then W1 maps H+ into S.
(2) The intersection of S \W1 with the first quadrant is contained in a
fixed tubular neighborhood of the x-axis.
(3) fW satisfies the estimate
‖fW : Ck,α(H+≥1, e−s)‖ ≤ C sin(θ).
Proof. Set
F (x, y, z) := cos(x)− cos2(θ) cosh(y/ cos(θ)) + sin2(θ) cosh(z/ sin(θ)),
so that S agrees with the zero set of F . We set
Φ(f) := F ◦ (H+[θ, h] + fez[θ]),
We then have
Φ(0) = cos(x)− cos2(θ) cosh(s) + sin2(θ) cosh(s+ log(cot2(θ)))(7.2)
= cos(x)− cos2(θ) cosh(s) + 1
2
cos2(θ)es +
1
2
sin2(θ) tan2(θ)e−s
= cos(x) +O(e−s)
Moreover, there is a constant K so that
∂fΦ(f) > K sin
−1(θ)es(7.3)
as long as f ≤ 1 (an arbitrary choice). We then seek f such that
0 = Φ(f) = Φ(0) +R0Φ,0(f).(7.4)
where above R0Φ,0(f) denotes the 0 order Taylor remainder of Φ at 0 evalu-
ated at f . Note there is a constant L so that |Φ(0)| ≤ L for s ≥ 1. We then
choose θ¯ sufficiently small so that
L/K sin(θ) < 1.
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From (7.3), it follows that we can find such an f satisfying the bound
f ≤ L/K sin(θ)e−s(7.5)
The higher regularity of f then follows directly. This completes the proof.

Definition 7.3. The mapW1 being already defined in Proposition 7.2 above,
we set
W2(x, s) := RyW1(x, s).
Definition 7.4. Let piS : S → R2 be the projection onto the {z = 0} plane
and set
D[W] := Ω ∩ {x2 + s2 ≥ 0/2},
where 0 > 0 is as in Proposition 7.9. The map W : D[W] → R3 is then
determined by the following requirements:
(1) For (x, s) ∈ D[W] with s ≥ 0 it holds that
W(x, s) = (1− ψ(s))pi−1S (x, s) + ψ(s)W1(x, s)
where ψ(s) is the cutoff function given by ψ(s) := ψ0[10, 11](s).
(2) It holds that
W(x,−s) = RyW(x, s),
Proposition 7.5. The following statements hold:
(1) There is a constant θ¯ > 0 so that for θ ∈ (0, θ¯), the map W is a
minimal immersion.
(2) S \ W is contained within a tubular neighborhood of the z axis of
radius 0.
Remark 7.6. The reader should be aware that in most places in this article
we will identify the maps W, Wi, C and C0 with their images. In places
where we need to make a distinction, it will be done explicitly.
7.2. Convergence to {z = 0} at θ = 0. As θ tends to 0, the surfaces S
converge to the plane {z = 0} away from the origin (see Figure 3), although
the convergence is not smooth. However, the failure to converge smoothly
to zero is due entirely to the affine term hS in Proposition 7.2 (1). That is,
modulo vertical translations the convergence is smooth on compact subsets
and the harmonic function describing the linearization is computed below:
Proposition 7.7. The sets Σ˜ := Σ − hS ∩ {z ≥ 0} converge smoothly
to the plane {z = 0} on compact sets. Let f˙S denote the normal velocity
∂θΣ˜
∣∣∣
θ=0
· ez. Then f˙S is the harmonic function
f˙S(x, y) = log (cosh(y)− cos(x)) ,
regular away from the set {(2pik, 0, 0) : k ∈ N}.
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Proof. We wish to compute the limit of (x, y, sin(θ)(z−hS)) for (x, y, z) ∈ Σ.
Note that such a point satisfies
cos(x) = cos2(θ) cosh(y/ cos(θ))− sin2(θ) cosh(z + h/ sin(θ))
= cos2(θ) cosh(y/ cos(θ))− sin2(θ) (exp z + log(cot2(θ)))
− sin2(θ) (exp−z − log(cot2(θ)))
= cos2(θ) cosh(y/ cos(θ))− cos2(θ)ez − sin2(θ) tan2(θ)e−z.
At θ = 0, we then get
cos(x) = cosh(y)− ez.
Solving for z then gives the claim. 
7.3. Scherk towers are close to large pieces of small catenoids near
the z-axis. We now provide a quantitative version of statement 3 in Section
7 below:
Definition 7.8. The map C0 : Ω→ R3 is given by
C0(x, s) = 2κpi/2(x, s) = 2 cosh(s)er(x) + 2sez(7.6)
Proposition 7.9. There are θ¯ > 0 and 0 > 0 so that: Given θ ∈ (0, θ¯), set
D[C] := Ω ∩ {|s| ≤ arcosh(0θ)}.(7.7)
Then there is a function fC : D[C]→ R such that:
(1) fC satisfies the estimate
‖fC : Ck,α(D[C], cosh2(s))‖ ≤ C sin2(θ).
(2) Let C : D[C]→ R3 be the map given by
C := sin(θ)C0(x, s) + sin(θ)fCν[C0]
Then C maps D[C] into S
(3) The surface S \ C is contained outside of a tubular neighborhood of
radius 0/2 about the z-axis.
Proof. Set
F (x, y, z) := cos(sin(θ))− cos2(θ) cosh(tan(θ)y) + sin2(θ) cosh(z).(7.8)
Then sin−1(θ)Σ is the zero set for F . Considering the Taylor expansions of
cos(t) and cosh(t) gives
F (x, y, z) =
(
1− sin
2(θ)
2
x2 +O(θ4x4)
)
− cos2(θ)
(
1 +
tan2(θ)
2
y2 +O(θ4y4)
)(7.9)
+ sin2(θ) cosh(z)
= sin2(θ)
(
1− x
2 + y2
2
+ cosh(z)
)
+O(θ4x4) +O(θ4y4)
:= sin2(θ)F0(x, y, z) +R
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where both F0 and R are defined implicitly above. For (x, s) ∈ R2 and
f ∈ R, we set
(xf (x, s), yf (x, s), zf (x, s)) := C0(x, s) + fν[C0](x, s).
The function Φ : R2 × R→ R is then given by:
Φ(x, s, f) := F (xf , yf , zf )/|∇F (x, y, z)|.(7.10)
Assume that |f | ≤ δ. Then for δ > 0 sufficiently small, we have that
‖∂(k)f Φ(x, s,−)‖j,α ≤ C(j, α), |∂fΦ| >
1
2
.(7.11)
where above norm taken with respect to the (x, s) variables. Moreover,
choosing s ≤ arccosh(δ′/θ) and δ′ sufficiently small, we can arrange for
‖Φ(x, s,−)‖j,α ≤ Cθ2 cosh2(s) ≤ A(7.12)
for arbitrary A > 0. The claim then immediately follows from Proposition
4.18 
Corollary 7.10. The following estimates hold:
(1) ‖g[C]− g[C0] : Cj,α(D[C], cosh3(s))‖ ≤ Cθ2
(2) ‖|A|[C]− |A|[C0] : Cj,α(D[C], 1))‖ ≤ Cθ2
(3) ‖ν[C]− ν[C0] : Cj,α(D[C], cosh(s))‖ ≤ Cθ2
Proof. All estimates are direct consequences of Proposition 7.9 and Propo-
sition 4.16 and the fact the g, |A| and ν are homogeneous degree 2, −1 and
0 quantities, respectively. 
8. The stability operator on the catenoid
Let L[C0] be the stability operator for the immersion C0 given in Definition
7.8. In this section we study the linear problem
L[C0]v = E(8.1)
when the function E lies in exponentially weighted Ho¨lder spaces. Recall
that C0 conformally parametrizes a catenoid which closely models the ge-
ometry of the Scherk surfaces S near the origin–this is precisely recorded in
Proposition 7.9.
Proposition 8.1. The Gauss map ν[C0] of C0 is a conformal diffeomorphism
of C0 onto the unit sphere S2 minus the north and south pole. The conformal
factor is |A[C0]|2/2. In particular, equation (8.1) is equivalent to
(∆S2 + 2) v = 2E/|A[C0]|(8.2)
Proposition 8.2. The kernel of the operator ∆S2 + 2 on the unit sphere S2
is three-dimensional and spanned by the coordinate functions x, y and z.
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Definition 8.3. For α, γ ∈ (1/2, 1) and ` > 0 fixed, we set
X 0[C0] := C0,α0 (Ω≤`, coshγ−2(s))
X 2[C0] := C2,α(Ω, coshγ(s)) ∩ Ck,α(Ω≥`+1, 1)
We also let X 0⊥[C0] ⊂ X 0[C0] denote the subspace of functions satisfying the
following orthogonality conditions:∫
Ω
Edµ[C0] =
∫
Ω
Eφdµ[C0],
where φ above denotes the pullback to Ω under the Gauss map of C0 of the
coordinate functions x, y, z on S2.
The main result is then:
Proposition 8.4. There is a bounded linear map
R[C0,−] : X 0⊥[C0]→ X 2[C0]
so that:
L[C0]R[C0, E] = E.
Before proving Proposition 8.4, we first record a few useful observations.
Lemma 8.5. The conformal factor %[C0](s) for the conformal immersion C0
is given by
%[C0](s) = 2 cosh(s).
The square length of the second fundamental form |A[C0]|2 is given by
|A[C0]|2(s) = 1
2
cosh−2(s).
From Lemma 8.5 it then follows directly that we can write
L[C0] = 1
4
cosh−2(s)
{
∆Ω + 2 cosh
−2(s)
}
=:
1
4
cosh−2(s)L˜[C0],
so that the linear problem (8.1) can be written in the equivalent form
L˜[C0]v = 4 cosh2(s)E =: E˜.(8.3)
Note that by definition it holds that
‖E˜ : C0,α(Ω, coshγ(s))‖ = ‖E : X 0[C0]‖.(8.4)
We then have
Lemma 8.6. Equation (8.1) can be equivalently stated on the sphere as:
(∆S2 + 2) v = 2E/|A2[C0]|
where we have identified functions with there lifts to S2 under the Gauss map
of C0.
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Proof of Proposition 8.4. We write E in the orthogonal decomposition:
E(x, s) := E¯(s) + E˚(x, s)
where
E¯(s) :=
1
2pi
∫ pi
−pi
E(x, s)dx.
denotes the meridian average of E. Let x∗, y∗ and z∗ denote the pullbacks
to Ω under ν[C0] of x, y and z, respectively. We then have directly that
z∗(x, s) = − tanh(s),
x∗(x, s) = sin(x) cosh−1(s),
y∗(x, s) = cos(x) cosh−1(s).
It then follows directly that E¯(s) is automatically dµ[C0] = 4 cosh2(s)dxds-
orthogonal to x∗ and y∗ independent of any orthogonality assumptions on
E, and that E˚ is then likewise necessarily orthogonal to z∗. From the
orthogonality condition on E we then additionally get that∫
Ω
E¯z∗dµ[C0] =
∫
Ω
Ez∗dµ[C0] = 0(8.5) ∫
Ω
E˚x∗dµ[C0] =
∫
Ω
Ex∗dµ[C0] = 0∫
Ω
E˚y∗dµ[C0] =
∫
Ω
Ey∗dµ[C0] = 0
As a preliminary step, we first improve the asymptotic behavior of the error
term by solving the flat laplacian for F˚ = 4 cosh2(s)E˚. That, is we set
v˚0 := R1[F˚ ], E˚1 := E˚ − L[C0 ]˚v0 = −2 cosh−4(s)˚v0
Thus, the function v˚0 satisfies the equation
∆Ωv˚0 = F˚ .(8.6)
Additionally, the function v˚0 has zero average along meridians by Proposi-
tion 5.2 so that E˚1 also has zero average along meridians. This then imme-
diately gives that E˚1 satisfies the orthogonality conditions in Definition 8.3.
Then we have directly that
It then immediately follows that∫
Ω
E˚1z
∗(x, s)dµ[C0] = 4
∫
Ω
E˚1(x, s)z
∗(x, s) cosh2(s)dxds
= 4
∫ ∞
−∞
z∗(s) cosh2(s)
(∫ pi
−pi
E˚1(x, s)dx
)
ds
= 0.
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We then have∫
Ω
E˚1x
∗dµ[C0] =
∫
Ω
E˚x∗dµ[C0]−
∫
Ω
(L[C0]v0)x∗dµ[C0]
= 0−
∫
Ω
(
L˜[C0]v0
)
x∗
= 0 + lim
N→∞
∫ pi
−pi
∂sv0(x,N)x
∗(x,N)− v0(x,N) (∂sx∗) (x,N)
= 0.
The first term on the right hand side of the first line above is zero due
to the initial orthogonality property of E˚ and the second term is zero by
integrating by parts and considering the subexponential growth rate of v˚0
and the exponential decay of x∗. Thus, we conclude that E˚1 is orthogonal to
x∗. A similar argument shows that E˚1 is orthogonal to y∗ as well. Moreover,
E˚1 satisfies the improved weighted estimate:
‖E˚1 : C0,α(Ω, coshγ−4(s))‖ ≤ C‖E : X 0[C0]‖.
To solve for the meridian average E¯, we simply set
v¯(s) = 4
∫ ∞
s
∫ ∞
s′
E¯(s′′) cosh2(s′′)ds′′
The orthogonality conditions on E imply that∫ ∞
−∞
E¯(s′) cosh2(s′)ds′ = 0.(8.7)
Thus, as in the proof of Proposition 5.2, we get that
v¯(s) = v¯(s) = 4
∫ s
−∞
∫ s
−∞
E¯(s′′) cosh2(s′′)ds′′.(8.8)
In order to solve for E˚1, we note first that∫
S2
(
2E1/|A[C0]2|
)
xdµ[S2] =
∫
C0
E˚1x
∗dµ[C0] = 0,
and similarly for integrating against y and z. Thus Proposition 8.2 and
standard theory give a function v˚1 on S
2 solving the equation
(∆S2 + 2) v˚1 = 2E˚1/|A[C0]2|(8.9)
and satisfying the estimate
‖˚v1 : W 2,2(S2)‖ ≤ C‖2E˚1/|A[C0]|2 : L2(S2)‖.(8.10)
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It remains to produce an estimate for the L2-norm of the right hand side.
To do this, we write∫
S2
(
2E˚1/|A[C0]|2
)2
dµ[S2] =
∫
Ω
(
E˚21/|A[C0]|2
)
dµ[C0]
≤ ‖E˚1 : C0,α(Ω, coshγ−4)(s)‖2
∫
Ω
(
cosh2γ−4(s)
) (
cosh2(s)dµ[Ω]
)
≤ C‖E1 : C0,α(Ω, coshγ−4)(s)‖2
where the last line above follows from the fact that γ ∈ (0, 1). It then
immediately follows that
‖˚v1 : W 2,2(S2)‖ ≤ C‖E : X 0[C0]‖.(8.11)
We abuse notation slightly by identifying v˚1 with its pull back to Ω. We
then have that
sup
Ω
|˚v1| ≤ C‖E : X 0[C0]‖.
Standard elliptic theory then gives the higher estimate
‖˚v1 : C2,α(Ω, 1)‖ ≤ C‖E : X 0[C0]‖.
We conclude by setting v˚ := v˚0 + v˚1, which completes the proof in the case
that E has zero average along meridians. 
9. Bending Scherk towers around circles
We wish to use the surfaces S to construct minimal surfaces with a dis-
crete rotational symmetry in place of a translational invariance. We do this
essentially by deforming each surface by a diffeomorphism which introduces
small constant curvature to the axis of periodicity.
9.1. The bending maps and their properties.
Definition 9.1. The map B : R3 → R3 is given below:
B(x, y, z) := (τ−1 + y) sin(τx)ex + (τ−1 + y)(cos(τx)− 1)ey + zez.
In Proposition 9.2 and Definition 9.3 below, the reader may wish to recall
Definitions 4.1 and 4.2.
Proposition 9.2. The map B has the following properties:
(1) It holds that
B ◦ Tt = T∗t ◦B, B ◦Rx = Rx ◦B, B ◦Rz = Rz ◦B
for t ∈ R. In particular, the maps B are G equivariant.
(2) The maps B depend smoothly on τ on compact subsets and agree
with the identity at τ = 0.
(3) The linearization of B at the origin is the identity.
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For technical reasons, it is convenient to modify the maps B, preserv-
ing G equivariance and so that they agree with the identity map in small
neighborhoods about the origin.
Definition 9.3. We let B˜ be maps determined as follows: Recall the con-
stant 0 > 0 in Proposition 7.9. Then:
(1) The map B˜ is G-equivariant.
(2) On compact subsets the maps B˜ depend smoothly on τ and agree
with the identity map when τ = 0.
(3) On the set {|x| ≤ 2pi, y2 + z2 ≤ 420}, the maps B˜ agree with the
identity map for all τ .
(4) On the set {|x| ≤ 2pi, y2 + z2 ≥ 1620}, the maps B˜ agree with B.
10. Matching bent Scherk towers with catenoidal ends
Definition 10.1. We set
βS,1 := θ, βS,2 := pi − θ.
Note that the asymptotic planes for the wing Wi are then H+[βS,i, hS ].
Before continuing the reader may wish to recall the definition of the func-
tions %˜[β] in Proposition 6.5 and the Definition of fW in Proposition 7.2. In
Definition 10.2 below, we construct immersions by adding a weighted nor-
mal graph of the function fW to the catenoidal ends κ˜[β]. We do this in
a separate step before defining the initial surfaces because there are some
technicalities involved in properly estimating their mean curvature, which
are simpler to treat independently.
Definition 10.2. Given b, d ∈ R the maps Ki[b, d](x, s) : Ω+≥1 → R3, i = 1, 2
are given by:
Ki[b, d](x, s) := κ˜[βS,i + d](x, s) + (hS + b)ez + %˜[βS,i + d]fW(x, s)ν[κ˜[βS,i + d]](x, s)
Proposition 10.3. Set Ki = Ki[b, d], %˜i = %˜[βS,i + d] . Then there is  > 0
so that for τ, θ ∈ (0, ] we have:
(1) The maps Ki are smooth immersions, depending smoothly on τ , θ,
b and d.
(2) There is C = C(j, α) so that:
‖%˜iH[Ki] : Cj,α(Ω+≥1, cosh−1(s))‖ ≤ Cτθ.
(3) It holds that
‖%˜2iL[Ki]− L[Wi] : Cj,α(Ω+≥1, 1)‖ ≤ Cτ,
where the norm above is applied to the coefficients of the operator
%˜2iL[Ki]− L[Wi].
Definition 10.4. Set κ˜ = κ˜[β], %˜ := %˜[β], β ∈ R. Then for k ∈ N we set
M˜ (k)κ [τ, f ](x, s) :=
[
%˜−1J (k)[κ˜+ %˜fν[κ˜]](x, s)
]
{e˜κ}
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where the k-jet quantity J (k)[−] is given in Definition 4.10. That is, at
each point (x, s), M˜
(k)
κ [τ, f ](x, s) records the components of %˜−1J (k)[κ˜ +
fν[κ˜]](x, s) expressed in the basis {e˜κ}(x, s) := {eκ}(τx, τs).
The reader may wish to recall the definition of the orthonormal basis {eκi }
in Proposition 6.3 (2).
Lemma 10.5. There is a constant C = C(k, j, α) independent of x and s
so that:
(1) ‖M˜ (k)κ [τ, f ]− M˜ (k)[τ, 0]‖j,α ≤ C‖f‖j,α
(2) ‖M˜ (k)κ [τ, 0]− M˜ (k)κ [0, 0]‖j,α ≤ Cτ .
Proof. Recalling the quantities a and b given in Lemma 6.3 (1) and comput-
ing directly gives
(κ˜+ %˜fν[κ˜])x = κ˜x + %˜fxν + %˜fνx = %˜(1− τbf)e˜κ1 + %˜fxν.
(κ˜+ %˜fν[κ˜])s = κ˜s + %˜
′fν + %˜fs + %˜fνs = %˜(1 + τbf)e˜κ2 + %˜fse˜
κ
3 + %˜
′fe˜κ3 .
Thus, we have
M˜ (1)κ [τ, f ] =
 1− τbf 00 1 + τbf
fx fs + τaf
 .
The estimates in (10.5) then follow directly in the case k = 1 and j is
arbitrary. For higher k, we proceed by induction and derive an explicit
expression which relates M˜
(k+1)
κ with M˜
(k)
κ .
Note that the derivative matrix of the frame e˜κ is given by T˜ κ(s) :=
τT κ(τ s) (Recall Lemma 6.3). Now, let V be a vector in J (k)(κ˜ + %˜fν).
That is, V is of the form
V := ∂αx ∂
β
s (κ˜+ %˜fν[κ˜])
where ∂αx and ∂
β
s denote pure derivatives in x and s of order α and β re-
spectively and so that α+ β = k. We can then write
V := V ie˜κi(10.1)
where the coefficients Vi belong to the matrix %˜M˜
(k)
κ [τ, f ]. Every vector in
J (k+1)[κ˜+ %˜fν] is then one of the following forms for some V
∂xV, ∂sV.(10.2)
In the first case, we can write
∂xV = (∂xV
i)e˜κi + V
i(∂xe˜
κ
i )(10.3)
= (∂xV
i)e˜κi + V
i(T˜ κx )
j
i e˜
κ
j .
Repeating the argument for s gives:
∂sV = (∂sV
i)e˜κi + V
i(T˜ κs )
j
i e˜
κ
j
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From this it follows that:
M˜ (k+1)κ [τ, f ] = (∇%˜/%˜)⊗ M˜ (k)κ [τ, f ] +∇J (k) + T˜ κ ∗ M˜ (k)κ [τ, f ].
Where above ∗ denotes a contraction of components of T˜ κ with M˜ (k)κ [τ, f ].
Since ∇%˜ = (0, τ a), the claim then follows from Lemma 6.3 and induction
on k. 
Proof of Proposition 10.3. Set
J [f ] := (J (1)[κ˜+ %˜fν], J (2)[κ˜+ %˜fν])(10.4)
M˜κ[τ, f ] := (M˜
(1)
κ [τ, f ], M˜
(2)
κ [τ, f ])
where κ˜ = κ˜[βS,i+d] %˜ = %˜[βS,i+d]. Observe that Definition 10.2 gives that
J [fW ] = J [Ki[b, d]].(10.5)
Since the coefficients of the stability operator are homogeneous degree −2
regular quantities which are invariant under rotations of R3, we can write
L[J ] = %˜−2L[%˜−1J ] = %˜−2L[(M˜κ[τ, f ])ie˜κi ].
Claim (3) then immediately follows from Lemma 10.5 and Proposition 4.16.
We now prove (2). Let F (J,R) : J × J → R (Recall Definition 2 for J )
be the function given by
F (J,R) := H(J +R)−H(J).
where H : J → R is the mean curvature function. Set
Rκ[τ, f ] := M˜κ[τ, f ]− M˜κ[τ, 0].(10.6)
F is then a smooth function defined in a neighborhood of Mκ[0, 0] and it
holds that
F (M˜κ[0, 0], Rκ[0, fW ]) = F (M˜κ[τ, 0], 0) = 0.
For ‖M −M˜κ[0, 0]‖j,α and ‖R−Rκ[0, fW ]‖j,α sufficiently small, smoothness
of the function F then gives:
‖F (M,R)‖j,α ≤ C‖R‖j,α‖M − M˜κ[0, 0]‖j,α + C‖R−Rκ[0, fW ]‖j,α
Writing
%˜H[K] = F (M˜κ[τ, 0], Rκ(fW))
and using Lemma 10.5 then gives the claim. 
Definition 10.6. For i = 1, 2 , the maps W∗i [b, d] : H+≥1 → R3 are given as
follows:
W∗i [b, d](x, s) := (1− ψ0[1, 2](s))B ◦Wi(x, s) + ψ0[1, 2](s)Ki[b, d](x, s).
Proposition 10.7. There are τ¯ > 0 and θ¯ > 0 such that for τ ∈ [0, τ¯), θ ∈
(0, θ¯) the following statements hold:
(1) The mapsW∗i [b, d] are smooth, regular immersions depending smoothly
on τ and θ, b and d.
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(2) It holds that W∗i [b, d] = Ki[b, d] for s ≥ 2 and W∗i [b, d] = B ◦ Wi for
s ≤ 1.
11. The initial surfaces
Definition 11.1. Let ϕ be a vector in R4 and write ϕ = (d1, d2, b1, b2).
Then the maps Z[ϕ] : S → R3 are determined as follows:
(1) For p ∈ Wi we have
Z[ϕ](p) :=W∗i [bi, di] ◦W−1i (p)
(2) Otherwise, we take
Z[ϕ] := B˜(p).
Proposition 11.2. Let S∗[ϕ] be the image of S under Z[ϕ]. Then there
are constants τ¯ > 0, θ¯ > 0 and δ0 so that for τ ∈ [0, τ¯), θ ∈ (0, θ¯), and
|ϕ| ∈ [0, δ0) the following statements hold:
(1) The surface S∗[ϕ] is a smooth regular immersed surface depending
smoothly on τ , θ and ϕ.
(2) The mapsW∗i [ϕ] := Z[ϕ](Wi) are asymptotic to catenoidal ends with
a common axis and logarithmic growth equal to sin(θ+(−1)i−1ϕi)/τ
for i = 1, 2. In particular, the surface S∗[ϕ] is embedded whenever
ϕ1 + ϕ2 ≤ 0 and τ−1 is an integer, and non-embedded otherwise.
Proof. Statement (1) is a direct consequence of the smooth dependence on
compact sets of B˜ and Proposition 10.7. Statement (2) follows from Propo-
sition 6.5. 
11.1. Graphs over the surfaces S[θ].
Definition 11.3. Let γ ∈ (1/2, 1) and α ∈ (0, 1) be fixed. Then a function
f : S → R belongs to the space X k, k = 0, 2 if and only if:
(1) f belongs to the space Ck,αloc (S).
(2) f is G invariant.
(3) It holds that
I := ‖f : Ck,α(W, cosh−γ(s))‖ <∞.
(4) It holds that
II := ‖f : Ck,α(C, θγ−2+k coshγ−k+2(s))‖ <∞.
The decay condition (3) above ensures that X k is a Banach space in the
norm ‖− : X k‖ given by
‖f : X k‖ := max{I, II}.
Definition 11.4. We let %∗ : S → R be a smooth function such that:
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(1) It holds that
%∗ ◦Wi = %˜i, i = 1, 2.
(Recall the definition of %˜i in Proposition 10.3)
(2) The functions converge smoothly on compact subsets of W to 1 as τ
approaches zero.
(3) The functions are identically equal to 1 on C.
Definition 11.5. Given a function u : S → R, we let Z[ϕ, u] : S → R3 be
the map given as follows:
Z[ϕ, u](p) := Z[ϕ] + %∗[ϕ](p)u(p)ν[S∗[ϕ]](p)
Proposition 11.6. There are constants τ¯ > 0, θ¯ > 0 and δ0 > 0 so that
for τ ∈ [0, τ¯), θ ∈ (0, θ¯), and |ϕ|, ‖u : X 2‖ ∈ [0, δ0), the following statements
hold:
(1) The surface S∗[ϕ, u] is a locally C2,α regular immersed surface de-
pending smoothly on τ , θ, ϕ and u on compact subsets of R3.
(2) The maps W∗i [ϕ, u] := Z[ϕ, u](Wi) are asymptotic to catenoidal
ends with a common axis and logarithmic growth equal to equal to
sin(θ + (−1)i−1ϕi)/τ for i = 1, 2. In particular, the surface S∗[ϕ, u]
is embedded whenever ϕ1 + ϕ2 ≤ 0 and τ−1 is an integer, and non-
embedded otherwise.
12. Mean curvature of the initial surfaces
Definition 12.1. We let H∗[ϕ, u] = H[S∗[ϕ, u]] denote the mean curvature
of S∗[ϕ, u]. We will throughout abuse notation and identify H∗ with its
pullback to S under Z[ϕ, u].
Proposition 12.2. We denote the variation field
ξ := ∂τ Z|τ=0,ϕ=0
where Z[ϕ] is evaluated at τ = 0, ϕ = 0. Then it holds that
∂τ H
∗|τ=0,ϕ=0 = Lξ⊥.
where the function ξ⊥ := ξ · ν[S].
Proof. The stability operator records the variation of the mean curvature
under a normal perturbation. Since the surface S is minimal, the tangential
part of the perturbation field does not contribute to the mean curvature
variation. 
Definition 12.3. We let uˆi : S → R, i = 1, . . . , 4 be the functions deter-
mined as follows:
uˆi := ∂ϕiZ[ϕ]
∣∣
τ=0,ϕ=0
· ν[S]
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where above the maps Z[ϕ] are all evaluated at τ = 0. We also set
wˆi = Luˆi.
We write
uˆ := (uˆ1, uˆ2, uˆ3, uˆ4), wˆ := (wˆ1, wˆ2, wˆ3, wˆ4)
and given a vector v = (v1, v2, v3, v4) ∈ R4 we abbreviate
v · uˆ :=
∑
i
viuˆi, v · wˆ :=
∑
i
viwˆi.
Proposition 12.4. The functions uˆi : S → R and wˆi : S → R have the
following properties
(1) They depend smoothly on θ.
(2) The functions wˆi are compactly supported on W≤2.
(3) It holds that:
(a)
∫
S wˆ1φy = −2pi sin(θ) =
∫
S wˆ2φy.
(b)
∫
S wˆ2 = −2pi = −
∫
S wˆ2.
(4) It holds that
‖uˆ1 ◦W1 − cos(θ) : Cj,α(Ω+≥2, e−s)‖ ≤ Cθ.
‖uˆ2 ◦W2 − cos(θ) : Cj,α(Ω+≥2, e−s)‖ ≤ Cθ.
Proof. (1) and (2) follow directly by from the definition of the maps Z[ϕ]
and smooth dependence. To prove (3), note that integration by parts gives∫
S
wˆiφy =
∫
S
φyLuˆi = lim
N→∞
∫
∂S≤N
φy∂suˆi.(12.0)
Recall that uˆi, i = 1, 2 is supported on Wi and on Wi≥1. We have
uˆi = ∂σ
(
H+[βS,i + σ] + (−1)ifWez[βS,i + σ]
) · ν[S]
= s〈ez[βS,i], ν[S]〉.
From (12.0) it then follows∫
S
wˆiφy = −2pi sin(θ).
This gives the claims in (3a), and those in (3b) follow similarly. The claims
in (4) follow from Proposition 7.2. 
Proposition 12.5. There are constants C > 0, δ0 > 0, θ¯ > 0 so that:
Given  > 0 there is τ¯ = τ¯() > 0 and C0 := C0() so that, for τ ∈ [0, τ¯),
θ ∈ [0, θ¯), and ‖u : X 2‖, |ϕ| ∈ [0, δ0): We can write
%∗H∗[ϕ, u] = L
(
τξ⊥ + ϕ · uˆ+ u
)
+R∗[ϕ, u]
where R∗[ϕ, u] satisfies the estimate:
‖R∗[ϕ, u] : X 0‖ ≤ τθ + Cτ‖u : X 2‖+ C0
(‖u : X 2‖2 + |ϕ|2))
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Proposition 12.6. Given a compact set K ⊂ R3, there is a constant
C1 = C1(K) such that: H
∗[ϕ, u] is a smooth function of τ , θ, ϕ and (x, s)
supported on W and with Cj,α norm bounded on W ∩K by C1.
Proof of Proposition 12.5. We can write
H[Ki + %iuν[Ki]] = H[Ki] + L[Ki]%iu+R(1)H,Ki(%iu)
(12.1)
= H[Ki] + %−2i L%iu+R(1)H,Ki(%iu) +O(τ%−1i ‖u‖2,α),(12.2)
where the last equality above follows from Proposition 10.3 (3). Using
Proposition 4.16 and 10.3, we have that
‖R(1)H,Ki(%iu) : Cj,α(Ω+≥1, %−1i )‖ ≤ C‖u : X 2‖2.
Moreover we have from Proposition 10.3 (2) that: Given δ > 0 there is
N > 0 so that
‖H∗[Ki] : Cj,α(Ω+≥N , cosh3/4(s))‖ ≤ δτθ,(12.3)
Combining gives that on Wi we have
%∗H∗[ϕ, u] = Lu+O(τ‖u : X 2‖) +O(‖u : X 2‖2).
From this, it immediately follows that the estimate holds on Wi≥N . Now,
given N , it follows from Propositions 12.2 and 12.6 that
%∗H∗[ϕ, u] = L(τξ⊥ + ϕ · uˆ+ u) +R,
where
‖R : C0,α(S≤N , 1)‖ ≤ C1(N)(τ2θ + ‖u‖22,α + |ϕ|2).(12.4)
Choosing τ so that C1(N)τ ≤  then gives the claim. 
Proposition 12.7. There is a constant 1 > 0 so that∫
S
Lξ⊥φy > 1θ2.
Proof. In following we set
S0 = Σ ∩ {|x| ≤ pi, z ≥ 0}.(12.5)
Observe that ∫
S
Lξ⊥φy =
∫
S0
Lξ⊥φy.(12.6)
We begin by computing the variation field ξ⊥ explicitly. We have from
Definition 9.1 that
∂τB|τ=0 (x, y, z) = yxex − 1/2x2ey.(12.7)
Similarly, it follows from Definition 6.4 that
∂τ κ˜[β]|τ=0 (x, s) = 1/2 ∇2κ[β]
∣∣
(0,0)
[(x, s), (x, s)](12.8)
= 1/2(x2 − s2)ey + cos(β)xsex.
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Write
IN =
∫
∂S0≤N
ξ⊥η φy − ξ⊥φy,η,(12.9)
were here the subscript “ η ” denotes the partial derivative with respect
to the outward pointing co-normal at the boundary. We decompose the
boundary of S0 into the following sets
A± := S0≤N ∩ {x = ±pi}, Bi :=Wi({s = N}) C := S0 ∩ {z = 0}.
(12.10)
(Recall the definition of the maps Wi(x, s) in Proposition 7.2). We then
have that ∂S0≤N = A± ∪ Bi ∪ C. Note that the symmetries of the surface
S0 and the perturbation field give that the part of the integral on the right
hand side of (12.9) vanishes on C:∫
C
ξ⊥η φy − ξ⊥φy,η = 0.
From this, it then follows that IN is a uniformly smooth function of θ and
extends smoothly to θ = 0. Additionally, since ν converges smoothly to ez
on A and B, and since ∂τB is orthogonal to ez, IN vanishes to first order in
θ, and we have
I¨N :=
∫
∂S0≤N
˙ξ⊥ηφ˙y − ˙ξ⊥φ˙y,η
where above we have used “ ˙ ” to indicate derivatives in θ at θ = 0. Along
A+, the outward pointing conormal is ex, and we have
∂xξ˙ = (∂xξ
⊥) · ν˙ + ξ⊥ · (∂xν˙).
Also, since νx is orthogonal to ey along A, we have
∂xξ˙
⊥ = −xφy + xy(∂xφx).
Note that at θ = 0 we have
φ˙x = ∂xf˙S , φ˙y = ∂yf˙S ,(12.11)
where f˙S is given in Proposition 7.7. Since f˙S is harmonic, it then follows
that:
∂xφ˙x + ∂yφ˙y = 0.(12.12)
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In the following we let IN (γ) denote the restriction of the boundary integral
IN to a subset γ. We then have
I¨N (A+) = −pi
∫ N
−N
φ˙2y + pi
∫ N
−N
y∂xφ˙xφ˙ydy(12.13)
= −pi
∫ N
−N
φ˙2ydy − pi
∫ N
−N
y∂yφ˙yφ˙ydy
= −pi
∫ N
−N
φ˙2ydy − pi/2
∫ N
−N
y∂y(φ˙y)
2dy
= −pi/2
∫ N
−N
φ˙2ydy −Npi(φ˙y(pi,N))2
Over B1 the outward pointing conormal agrees with ∂s and we have
I¨N (B1) =
∫
B1
(∂s
˙ξ⊥)φ˙y + ˙ξ⊥(∂sφ˙y)
= 2piNφ˙2y(pi,N) +O(N cosh
−1(N)).
We can write
φ˙y|x=pi = ∂y
[
log(cosh y − cosx)]|x=pi = sinh y
cosh y − cosx |x=pi =
sinh y
1 + cosh y
Furthermore,
d
dy
(
φ˙y|x=pi
)
=
1
cosh y
> 0,
so that on the interval [0,∞), the function φ˙y|x=pi is increasing in y. Thus
we get
I¨N (A+) + I¨N (B1) = piNφ˙
2
y(pi,N)− pi/2
∫ N
−N
φ˙2ydy +O(N cosh
−1(N))
> pi/2Nφ˙2y(pi,N) +O(N cosh
−1(N))
The remaining boundary integrals are computed similarly. Summing then
gives limN→∞ I¨N > 0, so that∫
S0
Lξ⊥φy > 1θ2.
This completes the proof. 
13. The linear problem on S
In this section we record the main invertibility result–Proposition 13.1–
for the stability operator on the unmodified Scherk surface. The result
characterizes when the problem
Lv = E(13.1)
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admits a solution in certain function spaces with decay along the ends of
the Scherk surface. In an ensuing section we show that the linear problem
on the initial surface can then be treated as a perturbation of the problem
on S. Before we state Theorem 13.1 we record a few definitions.
Proposition 13.1. There is linear map
R[−] : X 0 → R4 ×X 2
such that: Given E ∈ X 0 and with (ϕ, u) = R[E] the following statements
hold:
(1) It holds that
Lu+ b · wˆ = E.
(2) There is a constant C so that
‖u : X 2‖, |ϕ| ≤ C (‖E : X 0‖+ θ−1〈E, φy〉S) .
(3) It holds that
ϕ1 + ϕ2 =
−1
2pi sin(θ)
∫
S
Eφy, ϕ1 − ϕ2 = −1
2pi
∫
S
E.
We record the proof of Proposition 13.1 in three main stages. In 13.1, we
show that linear combinations of the functions wˆ1 and wˆ2 can be added to
the error term E to achieve L2 orthogonality to 1 and φy. Due to the non-
uniform (in θ) projection of wˆi onto φy, the resulting orthogonalized error
term has size that is no longer commensurate with that of E, and is the rea-
son for the right hand side of the estimate in Proposition 13.1(2). In Section
13.2, we show that the proof can be reduced to the case of considering inho-
mogeneous terms with support on C0. This is essentially a straightforward
consequence of the almost flat geometry ofW and the invertibility result for
the flat laplacian on cylinders recorded in Proposition 5.3. In Section 13.3,
we record the proof for C0 supported inhomogeneous terms.
13.1. Orthogonalizing the error term. Set f := wˆ1 + wˆ1 and g := wˆ1−
wˆ2. It follows directly from Proposition 12.4 that∫
S
fφy = −4pi sin(θ),
∫
S
f = 0,
∫
S
g = −4pi,
∫
S
gφy = 0.
Thus, with
a :=
(
1
4pi sin(θ)
∫
S
Eφy
)
, b :=
1
4pi
∫
S
E,
the function E0 := E + af + bg is L
2 orthogonal to 1 and φy on S. Since wˆi
are smooth functions uniformly bounded in θ, we have that
‖E0 : X 0‖ ≤ C
(
‖E : X 0‖+ 1
sin(θ)
∫
S
Eφy
)
.
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We conclude by observing that we can write E0 = ϕ1wˆ1 + ϕ2wˆ2, were ϕ1 =
a+ b, ϕ2 := a− b. It then follows easily that ϕ1 and ϕ2 satisfy the relations
in (3).
13.2. Reducing to C supported inhomogeneous error terms. The
reader my wish recall the definitions of C0 and C in Proposition 7.3. We first
observe that:
Proposition 13.2. It holds that
‖L −∆Ω : Ck,α
(
W, 1
cosh(s)
)
‖ ≤ C sin(θ).
Let Dc[W] denote the complement of D[W] in Ω and set
v0 := R3[L, Dc[W], E0].
(Recall Proposition 5.4). The function v0 is then well-defined and satisfies
the weighted estimate:
‖v0 : C2,α(W, cosh−γ(s))‖ ≤ C‖E0 : Cj,α(W, cosh−γ(s))‖(13.2)
≤ C‖E0 : X 0‖.
Let ψ : D[W]→ R be the cutoff function determined as follows:
ψ(x, s) := ψ0[0/2, 0](r)(13.3)
where above we have set r :=
√
x2 + r2 and 0 is as in Definition 7.3. We
then set
ψ∗(p) := ψ ◦W−1(p), p ∈ W.(13.4)
Then it is directly verified that the gradient of ψ∗ is supported on C ∩ W,
and we have
‖ψ∗ : C2,α(W ∩ C)‖ ≤ C,
where C is a universal constant independent of θ. We then set
E1 := E0 − L(ψ∗v0).
We then have
(1)
∫
S E1 =
∫
S E − L(ψ∗v0) = 0.
(2)
∫
S E1φy =
∫
S Eφy − φyL(ψ∗v0) = 0.
Thus, the inhomogeneous term E1 satisfies the same orthogonality con-
ditions as E0 is supported on C0.
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13.3. Solving for inhomogeneous terms supported on C0. We can now
without loss of generality assume that our inhomogeneous term E in (13.1) is
supported on C0. This allows us to conformally move the linear problem we
wish to solve to a simpler object, namely the catenoid C0 without changing
the error term appreciably. To do this, we make the following definition:
Definition 13.3. We let M : D[C]→ Ω be the map given by
M(x, s) := ν−1[C0] ◦ ν[S](x, s).
Proposition 13.4. The map M given Definition 13.3 has the following
properties
(1) It is a conformal diffeomorphism onto its image.
(2) Its conformal factor %[M ] is given by
%[M ] := |A[S]|/|A[C0]|.
(3) It holds that
‖%[M ]− 1 : C0,α(D[C], cosh2(s))‖ ≤ C sin2(θ).
(4) It holds that
‖M − Id : C0,α(D[C], cosh(s))‖ ≤ C sin2(θ).
Proof. Let ν0 denote the unit normal on the catenoid C0 and A0 the second
fundamental form, so that
A0 = −2dx2 + 2ds2.(13.5)
Let Φ : R2 × Ω→ R2 be the map given by
Φ(m,x, s) := (ν[C](x, s)− ν0 ◦ (m+ (x, s)))‖
where m ∈ R2, and where the superscript “ ‖ ” denotes the projection onto
the tangent plane of C0. From Corollary 7.10 we have
∂mΦ(0, x, s) = ∇ν0|m (x, s) = A0|M , ‖Φ(0, x, s)‖j,α ≤ Cθ2 cosh(s) ≤ 0θ,
where 0 is as in Proposition 7.3. Proposition 4.18 then gives a function
(x, s) 7→ m(x, s) so that with M(x, s) := (x, s) +m(x, s) we have
ν[C](x, s)− ν0 ◦ (M(x, s)) = 0,(13.6)
which gives Claim (4). Claim (3) follows by writing
%[M ]− 1 = |A[C0]|−1
(|A[S]|−1 − |A[C0]|−1)(13.7)
and using Corollary 7.10. 
Now, instead of solving (13.1) directly, we first lift the problem to the
sphere using the Gauss map of S, which gives the equivalent form(
∆[S2] + 2
)
v = 2E1/|A[S]|.(13.8)
Applying the inverse Gauss map of C0 then gives
L[C0]v = (|A[S]|/|A[C0]|)E1 := E˜1.(13.9)
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Observe that the imposed orthogonality conditions on the right hand side
are preserved under the conformal changes:∫
Ω
E˜1dµ[C0] =
∫
Ω
E1dµ[S] = 0.∫
Ω
E˜1φydµ[C0] =
∫
Ω
E1φydµ[S] = 0.
Additionally, we have from Lemma 13.4 and the support of E that
‖E˜1 : X 0[C0]‖ ≤ C‖E1 : X 0‖.
We can then apply Proposition 8.4 to obtain the function v1 := R[C0, E˜1].
We will now abuse notation by identifying v with its pushforward to the
sphere and S under ν[C0] and M−1, respectively. Again, from Lemma 13.4,
it holds that
‖v1 : C2,α(D[C], coshγ(s))‖ ≤ C‖E1 : X 0‖.
Moreover, by Proposition 8.4, we have that the supremum of v is bounded
on Ω by C‖E1 : X 0‖. Thus, standard removable singularity theory gives
that v extends to a smooth function on S2. Setting v := v1 + ψv0, ϕ :=
(ϕ1, ϕ2, ϕ3, ϕ4) and R[E] = (v, ϕ) then gives Proposition 13.1.
14. Finding minimal normal graphs
Proposition 14.1. Set
(ϕ
0
, u0) := R(Lξ⊥),
where R is as in Proposition 13.1 and ξ⊥ is as in Proposition 12.2. Then
we have that
‖u0 : X 2‖ ≤ Cθ, |ϕ0| ≤ Cθ.
Proof. From Proposition 4.16 
Definition 14.2. For ζ > 0 to be determined, set
Ξ ⊂ R4 ×X 2 := {(ϕ, u) : ‖u : X 2‖ ≤ ζτθ, |ϕ| ≤ ζτθ}.
Definition 14.3. We let Ψ : Ξ→ X 2×R4 be the function given as follows:
Ψ(ϕ, u) := (ϕ, u)−R%∗H∗[ϕ, u]
= −τ(ϕ
0
, u0)−RR∗[ϕ, u].
(Recall the definition of R∗[ϕ, u] in Definition 12.5).
Proposition 14.4. There is ζ > 0 sufficiently large and τ¯ > 0 so that, for
τ ∈ [0, τ¯), the following statements hold
(1) Ψ has a fixed point (ϕ∗, u∗) in Ξ.
Proposition 14.5. Given ζ > 0 in Definition 14.2,  > 0 and γ in Defi-
nition 11.3 belonging to the interval (1/2, 1), there are τ¯ > 0 and θ¯ > 0 so
that: for τ ∈ [0, τ¯), θ ∈ (0, θ¯) and (ϕ, u) ∈ Ξ, the following estimates hold:
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(1) ‖R∗[ϕ, u] : X 0‖ ≤ τθ.
(2)
∣∣∫S R∗[ϕ, u]φy∣∣ ≤ τθ2.
Proof. Estimate (1) follows from Theorem 12.5 by taking ζτC0() ≤ δ. To
prove Estimate (2), We write∣∣∣∣∫S0 R∗[ϕ, u]φy
∣∣∣∣ ≤ ∣∣∣∣∫W R∗[ϕ, u]φy
∣∣∣∣+ ∣∣∣∣∫C R∗[ϕ, u]φy
∣∣∣∣(14.1)
= I + II.
Using that φy is bounded by a constant times θ on W, we have that
I ≤ Cτθ2.(14.2)
To estimate II, note that on C, R∗[ϕ, u] is independent of τ , θ and ϕ and
we have that R∗[ϕ, u] := R1H,C(u). Propositions 4.16 and 7.9 then give that
‖R1H,C(u)‖0,α ≤ Cθ−3 cosh−3(s)‖u‖2,α(14.3)
≤ C‖u : X 2‖2θ2γ−3 cosh2γ−3(s).
We then have
II =
∫
C
(
R1H,C(u)
)
(φy) dµ[S]
≤ C‖u : X 2‖2
∫
D[C]
(
θ2γ−3 cosh2γ−3(s)
) (
cosh−1(s)
) (
θ2 cosh2(s)
)
dµ[Ω]
≤ C‖u : X 2‖2θ2γ−1
∫ arcosh(δ0/θ)
0
cosh2γ−2(s)ds
≤ Cζ2τ2θ2γ+1
≤ Cζ2τ2θ2
(when γ ≥ 1/2). Taking Cζ2τ ≤  then gives the claim. 
Proof of Proposition 14.4. We have that
Φ(ϕ, u) + τ(ϕ
0
, u0) = −RR∗[ϕ, u]
Choose ζ so that
‖(ϕ
0
, u0)‖ ≤ ζθ/2.(14.4)
Given ′ we can then choose  in Proposition 14.5 so that
‖RR∗[ϕ, u] : R4 ×X 2 ‖ ≤ ′τθ.
It then follows that Ψ(Ξ) ⊂ (Ξ). The Schauder fixed point theorem
(Proposition 4.17) then gives that Ψ has at least one fixed point on Ξ,
which we denote by (ϕ∗, u∗). We then have that S∗[ϕ∗, u∗] is a complete im-
mersed minimal surface. Convergence, completeness, properness, as well as
quantitative bounds on the convergence rates of parts of the surface to the
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singular object, as described qualitatively in the statement of the main the-
orem (Theorem 1.1) follow directly from the geometry of the initial surfaces
and the bounds built into the function spaces in the preceding sections. 
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Table 1. Basic Notational Conventions
Symbol Content Ref.
(x, y, z) coordinates on Euclidean 3-space R3
(x, s) coordinates on R2, or on Ω0 (x is 2pi-periodic)
Qi the four xy-quadrants of R3
ex, ey, ez the standard unit vectors of R3
e(t) point at angle t on the unit circle in the xy-plane
ey[β], ez[β] rotated unit vectors
Rx, Ry, Rz reflections through coordinate planes
Tt translation by tex
T∗t related rotation
G group generated by Rx, Rz and T2pi
G∗ group generated by Rx, Rz and T∗2pi
E quotient of R3 by G
E∗ quotient of R3 by G∗
Ω0 flat two-dimensional cylinder
Ω±0 the {±s ≥ 0} part of the flat cylinder
H± the {±s ≥ 0} half-spaces in R2
s parameter along (a surface parametrized by R2, such as) Ω0
U≤c indication of s-sublevel set, i.e. U ∩ {s ≤ c}
ψ[a, b] smooth cut-off function in one variable
g[S] metric on the surface S
Γkij Christoffel symbols
A[S] second fundamental form of the surface S
ν[S] unit normal vector to the surface S
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Table 2. Notation Specific to the Construction
Symbol Content Ref.
τ small parameter in the construction (genus ' τ−1)
θ small angle parameter in the construction
ϕ parameter vector with components (d1, d2, b1, b2)
0 small cut-off (related to Scherk geometry)
C large positive constants
δ small positive constant
LS minimal surface stability operator ∆S + |AS |2
E source term in linearized equation
C0 the catenoid of neck width 1
C the catenoid of neck width 1
φC0 conformal parametrization of the catenoid
κ conformal parametrization of the catenoid (or plane)
κ˜ renormalized versions of the κ
ρ[β](s) conformal factor of the catenoid (or plane, for β = 0)
ρ˜ conformal factor of the renormalized maps κ˜.
{eκ} orthonormal frame {ei(x, s)} on the catenoid
{e˜κ} transformed orthonormal frame {ei(τx, τs)}
Tx, Ts derivative matrices
Σ Scherk tower
S quotient of Σ by G
φx, φy, φz Killing functions on the Scherk towers (= ei · ν)
hS affine offset for Scherk towers
f˙S harmonic function approx. Scherk towers (θ ' 0)
fW function realized the Scherk wings as graphs over affine planes
Wi i’th wing of Scherk tower
W the “planar part” of the Scherk surface Σ.
βS,i angles directing the ith wing Wi
B bending maps
B˜ modified bending maps
X 0, X 2 weighted Ho¨lder spaces
D[W] domain
ψ smooth cut-off for the localization of the linear problem
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