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Abstract
The ordinary Bondi−Metzner−Sachs (BMS) group B is the common asymp-
totic symmetry group of all asymptotically flat Lorentzian space-times. As such,
B is the best candidate for the universal symmetry group of General Relativity.
However, in studying quantum gravity, space−times with signatures other than the
usual Lorentzian one, and complex space−times, are frequently considered. Gen-
eralisations of B appropriate to these other signatures have been defined earlier.
In particular, HB, a variant of BMS group appropriate to the ultrahyperbolic sig-
nature (+,+,−,−), has been defined in a previous paper where it was shown that
all the strongly continuous unitary irreducible representations (IRs) of HB can be
obtained with the Wigner−Mackey’s inducing method and that all the little groups
of HB are compact. Here we describe in detail all the finite little groups of HB
and we find the IRs of HB induced by them.
1emelas@econ.uoa.gr & evangelosmelas@yahoo.co.uk
1 Introduction
The best candidate for the universal symmetry group of General Relativity (G.R), in
any signature, is the so called Bondi−Metzner−Sachs (BMS) group B. These groups have
recently been described [1] for all possible signatures and all possible complex versions of
GR as well.
In earlier papers [1, 2, 3, 4, 5] it has been argued that the IRs of the BMS group and of
its generalizations in complex space−times as well as in space−times with Euclidean or
Ultrahyperbolic signature are what really lie behind the full description of (unconstrained)
moduli spaces of gravitational instantons. Kronheimer [6, 7] has given a description of
these instanton moduli spaces for Euclidean instantons. However, his description only
partially describes the moduli spaces, since it still involves constraints. Kronheimer does
not solve the constraint equations, but it has been argued [1, 5] that IRs of BMS group
(in the relevant signature) give an unconstrained description of these same moduli spaces.
The original BMS group B was discovered by Bondi, Metzner and Van der Burg
[8] for asymptotically flat space−times which were axisymmetric, and by Sachs [9] for
general asymptotically flat space−times, in the usual Lorentzian signature. The group
HB is a different generalised BMS group, namely one appropriate to the ‘ultrahyperbolic’
signature, and asymptotic flatness in null directions introduced in [10].
Recall that the ultrahyperbolic version of Minkowski space is the vector space R4 of
row vectors with 4 real components, with scalar product defined as follows. Let x, y ∈ R4
have components xµ and yµ respectively, where µ = 0, 1, 2, 3. Define the scalar product
x.y between x and y by
x.y = x0y0 + x2y2 − x1y1 − x3y3. (1.1)
Then the ultrahyperbolic version of Minkowski space, sometimes written R2,2, is just R4
with this scalar product.
In [10] it was shown that
Theorem 1 The group HB can be realised as
HB = L2(P, λ, R)©s TG
2 (1.2)
with semi−direct product specified by
(T (g, h)α)(x, y) = kg(x)sg(x)kh(w)sh(w)α(xg, yh), (1.3)
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where α ∈ L2(P, λ, R), the separable Hilbert space of real−valued functions defined on
P, and (x, y) ∈ P. For ease of notation, we write P for the torus T ≃ P1(R) × P1(R),
P1(R) is the one−dimensional real projective space, and G for G × G, G = SL(2, R).
In analogy to B, it is natural to choose a measure λ on P which is invariant under the
maximal compact subgroup SO(2)× SO(2) of G.
Moreover, if g ∈ G is [
a b
c d
]
, (1.4)
then the components x1, x2 of x ∈ R
2 transform linearly, so that the ratio x = x1/x2
transforms fraction linearly. Writing xg for the transformed ratio,
xg =
(xg)1
(xg)2
=
x1a+ x2c
x1b+ x2d
=
xa + c
xb+ d
. (1.5)
The factors kg(x) and sg(x) on the right hand side of (1.3) are defined by
kg(x) =
{
(xb+ d)2 + (xa + c)2
1 + x2
} 1
2
, (1.6)
sg(x) =
xb+ d
|xb+ d|
, (1.7)
with similar formulae for yh, kh(y) and sh(y).
It is well known that the topological dual of a Hilbert space can be identified with
the Hilbert space itself, so that we have L2
′
(P, λ, R) ≃ L2(P, λ, R). In fact, given a
continuous linear functional φ ∈ L2
′
(P, λ, R), we can write, for α ∈ L2(P, λ, R)
(φ, α) =< φ, α > (1.8)
where the function φ ∈ L2(P, λ, R) on the right is uniquely determined by (and denoted
by the same symbol as) the linear functional φ ∈ L2
′
(P, λ, R) on the left. The represen-
tation theory of HB is governed [10] by the dual action T ′ of G on the topological dual
L2
′
(P, λ, R) of L2(P, λ, R). The dual action T ′ is defined by:
< T ′(g, h)φ, α >=< φ, T (g−1, h−1)α > · (1.9)
A short calculation gives
(T ′(g, h)φ)(x, y) = k−3g (x)sg(x)k
−3
h (y)sh(y)φ(xg, yh). (1.10)
2
Now, this action T ′ of G on L2
′
(P, λ, R), given explicitly above, is like the action T of G
on L2(P, λ, R), continuous. The ‘little group’ Lφ of any φ ∈ L
2
′
(P, λ, R) is the stabilizer
Lφ = {(g, h) ∈ G | T
′(g, h)φ = φ}. (1.11)
By continuity, Lφ ⊂ G is a closed subgroup.
Attention is confined to measures on L2
′
(P, λ, R) which are concentrated on single
orbits of the G−action T ′. These measures give rise to IRs of HB which are induced in a
sense generalising [11] Mackey’s [12, 13, 14, 15, 16, 17]. In fact in [10] it was shown that
all IRs of the HB with the Hilbert topology are derivable by the inducing construction.
The inducing construction is realized as follows. Let O ⊂ L2
′
(P, λ, R) be any orbit of the
dual action T ′ of G on L2
′
(P, λ, R). There is a natural homomorphism O = Gφo ≃ G/Lφo
where Lφo is the ‘little group’ of the point φo ⊂ O. Let U be a continuous irreducible
unitary representation of Lφo on a Hilbert space D. Every coset space G/Lφo can be
equipped with a unique class of measures which are quasi−invariant under the action T
of G2. Let µ be any one of these. Let Dµ = L
2(G/Lφo , µ,D) be the Hilbert space of
functions f : G/Lφo → D which are square integrable with respect to µ. From a given
φo and any continuous irreducible unitary representation U of Lφo on a Hilbert space D
a continuous irreducible unitary representation of HB on Dµ can be constructed. The
representation is said to be induced from U and φo. Different points of an orbit Gφ have
conjugate little groups and give rise to equivalent representations of HB.
To conclude, every irreducible representation of HB is obtained by the inducing
construction for each φo ∈ L
2
′
(P, λ, R) and each irreducible representation U of Lφo .
All the little groups Lφo of HB are compact and they up to conjugation subgroups of
SO(2)× SO(2). They include groups which are finite as well as groups which are infinite,
both connected and not−connected [2]. Therefore the construction of the IRs of HB
involves at the first instance the classification of all the subgroups of SO(2)× SO(2).
The infinite not−connected subgroups of SO(2) × SO(2) were given in [2] and the
infinite connected subgroups of SO(2)×SO(2) were given in [18]. The IRs of HB induced
from all the infinite little groups, both connected and non−connected, were constructed
in [18].
The problem of constructing the IRs of HB induced from finite little groups reduces to
a seemingly very simple task [2]; that of classifying all subgroups of the Cartesian product
group Cn × Cm, where Cr is the cyclic group of order r, r being finite. Surprisingly,
this task is less simple than it may appear at first sight. It turns out [3] that the solution
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is constructed from the ‘fundamental cases’ n = pa, m = pβ, (n,m are powers of
the same prime), via the prime decomposition of m and n. The classification of all the
subgroups of Cn × Cm, was given in [3]. Classifying the subgroups of Cn × Cm is one
thing, constructing the IRs of HB induced by the finite little groups is quite another. In
this paper we fill this gap by isolating the finite little groups and by explicitly constructing
the IRs of HB induced by them.
The paper is organised as follows: In Section 2 we prove that the elementary domains
for the actions of G = Cn × Cm and of any of its subgroups F on the torus P are related
in a very simple fashion: the elementary domain for the action of F on P can be obtained
by letting a set of representatives of the left cosets of F in the coset space G/F act on
an elementary domain E for the action of G on P. In Section 3 we use this result to
find the Hilbert spaces H(F ) of all invariant vectors for each of the finite subgroups F of
G. In Section 4 we find all the finite potential little groups. In Section 5 we prove that
all the finite potential little groups are actual. In Section 6 we describe explicitly all the
finite little groups. In Section 7 we give the form of the IRs of HB induced by the IRs
of the finite little groups and the corresponding invariant characters . Finally, in Section
8 we make some remarks about the IRs of HB constructed in Section 7 by the inducing
method.
2 Elementary regions for Finite Groups
The representation theory of HB is governed by the dual action T ′ of G on L2
′
(P, λ, R)
given by Eq. (1.10)
(T ′(g, h)φ)(x, y) = k−3g (x)sg(x)k
−3
h (y)sh(y)φ(xg, yh).
We have an action
(x, y) 7−→ (xg, yh) (2.1)
of G on the torus T ≃ P1(R) × P1(R) . We need at this point to recall some results
regarding group actions. Recall that if the set X is a G−space then there is a
natural bijective correspondence between the set of actions of G on X and the set of
homomorphisms from G into Aut(X ), where Aut(X ) is the group of automorphisms
of the set X . Indeed, let the map
X ×G 7→ X , (2.2)
4
from X × G to X be a right action of G on the set X , with the image of (x, g)
being denoted by xg. Then the map (2.2) satisfies the following conditions:
• xe = x for every x ∈ X .
• x(g1g2) = (xg1)g2 for every g1, g2 ∈ G and x ∈ X .
Now for each g ∈ G define the map
sg : X → X
sg(x) = xg for x ∈ X . (2.3)
One can easily show (see e.g [19], p.28) that sg is a member of the group Aut(X ).
Furthermore, the second condition in the definition of a group action ensures that we have
sg1g2 = sg1 ◦ sg2 for any g1, g2 ∈ G. Consequently there exists an homomorphism h such
that
h : G→ Aut(X )
h(g) = sg. (2.4)
Conversely, suppose that h : G → Aut(X ) is a homomorphism. We define a map from
X × G → X by sending (x, g) to h(g)(x). One can easily check that this map is an
action of G on X . It is an easy exercise now to show that the correspondence between
the actionss (2.2) and the homomorphisms (2.4) is bijective.
In the problem under consideration G ≡ G and X ≡ P ≃ P1(R) × P1(R), and,
there is a natural bijective correspondence between the set of actions of G on P and
the set of homomorphisms from G into the group Aut(P) of automorphisms of P.
Let hm be the homomorphism which is associated with the specific action (2.1). The
following Proposition gives the kernel of hm.
Proposition 1 The action from the right of G on P1(R)× P1(R)
((x, y)(g, h)) 7→ (xg, yh), (2.5)
where (g, h) ∈ G , g ∈ G is
[
a b
c d
]
, and xg = xa+c
xb+d
is not effective. The kernel of hm
is
K = {(g, h) ∈ G | g = +I , h = +I} , (2.6)
where I is the identity element
[
1 0
0 1
]
of G.
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Proof If (g, h) ∈ K, xg = x and yh = y for all (x, y). So, if g =
[
a b
c d
]
,
xg = xa+c
xb+d
= x for all x. Taking x = 0 gives c
d
= 0, and so, c = 0. Taking x = ∞
gives a
b
=∞, and therefore, b = 0. So we obtain that g =
[
a 0
0 a−1
]
(it is detg=1).
Therefore we have xg = ax+0
0x+a−1
= a2x = x. Setting x = 1 gives a2 = 1, so a = +1
and g = +I. Similarly h = +I. This completes the proof.
The group K is a normal subgroup of G. The not effective action of G on P ≃
P1(R) × P1(R) passes naturally to an effective action of the group G/K on the torus
P. This last action is given by
(x, y)((g, h)K) = (xg, yh), (2.7)
where (g, h)K denotes an element of the coset space G/K. We will prove now that the
action (2.7) not only is it effective but also fixed point free (f.p.f). To prove this we first
need the following lemma.
Lemma 1 When G is restricted to its subgroup SO(2)×SO(2) the action (2.7) is f.p.f.
Proof To simplify notation we denote
((
cos θ sin θ
− sin θ cos θ
)
,
(
cosϕ sinϕ
− sinϕ cosϕ
))
by
(R (θ) , R (ϕ)) . If (g, h) = (R (θo) , R (ϕo)) is an element of SO(2) × SO(2) then
the action (2.1) reads
(ρ, σ) 7−→ (ρ+ 2θo, σ + 2ϕo),
where x = cotρ
2
, y = cotσ
2
. Suppose that for some point (ρo, σo) of the torus
P1(R)× P1(R) we have
(ρo + 2θo, σo + 2ϕo) = (ρo, σo), (2.8)
for some element (R (θo) , R (ϕo)) of SO(2)×SO(2). Since, ρo and σo are defined only
mod 2π Eq. (2.8) can be satisfied for some point (ρo, σo) of the torus P1(R)× P1(R)
if and only if (R (θo) , R (ϕo)) is an element of the kernel K of the homomorphism hm.
This completes the proof.
Now we are ready to prove the following
Lemma 2 The action (2.7) is f.p.f.
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Proof Suppose that for a point (xo, yo) of P1(R)×P1(R) and an element (go, ho) of
G we have
(xo, yo)(go, ho) = (xogo, yoho) = (xo, yo). (2.9)
The element go =
[
a b
c d
]
, of SL(2, R) can always be written in the form
go = uoδowo, δo = δo(t) =
[
eto/2 0
0 e−to/2
]
, (2.10)
where uo, wo ∈ SO(2) and to is real. We have
xoδo =
xoe
to/2
e−to/2
= xoe
to . (2.11)
When
xoe
to = xo
and xo 6= 0 we obtain
eto = 1⇔ to = 0.
From the last Equation and Lemma 1 we conclude that for almost all (xo, yo) when Eq.
(2.9) is satisfied then
go = I or go = −I.
Similarly,
ho = I or ho = −I.
We conclude that for almost all (xo, yo) when Eq. (2.9) is satisfied then
(go, ho) ∈ K,
where K is the kernel of the homomorphism hm. This completes the proof.
It will prove convenient to recall at this point one definition and two propositions
from elementary group theory ( see e.g. [19] pages 4, 6 and 11). The symbol ≤ denotes
subgroup, the symbol ⊳ denotes normal subgroup, whereas the symbol ∼= denotes
isomorphism.
Definition 1 If X and Y are subgroups of a group G, then we define the product of
X and Y in G to be XY = {xy | x ∈ X , y ∈ Y } ⊆ G.
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Proposition 2 Let H and K be subgroups of a group G. If K ⊳ G, then HK ≤ G and
H ∩K ⊳ H; if also H ⊳ G, then HK ⊳ G and H ∩K ⊳ G.
Proposition 3 Let G be a group. If K ⊳ G and H ≤ G, then HK/K ∼= H/H ∩K.
Henceforth we will assume that the group G is finite. Let |G| denote the order of a
group G. We can prove now the following
Proposition 4 Let G be a finite group. If K ⊳ G and H ≤ G, then the number
|G|/|H| is divisible by the number |K|/|K ∩ H|.
Proof The number |G|/|H| is divisible by the number |K|/|K ∩ H| if and only if the
number |G|/|K| is divisible by the number |H|/|K ∩ H|. According to Proposition 2
the subset HK of G is a subgroup of G. The coset spaces G/K and HK/K can
be equipped with a group structure since by assumption K ⊳ G. Since HK ≤ G, the
group HK/K is a subgroup of G/K. Therefore the number |G|/|H| is divisible by the
number |HK|/|K|. But according to Proposition 3
|HK|/|K| = |H|/|K ∩H|.
This completes the proof.
There are |H|
|G|
|H| different ways to choose coset representatives from the coset space
G/H. Let S be the set
S =
{
S1, S2, ..., S
|H|
|G|
|H|
}
whose elements are the different choices of coset representatives from the coset space
G/H. For our needs we need to select specific elements of S. We proceed now to give
an explicit description of these elements.
Consider the coset space K/K ∩H. There are |K ∩H|
|K|
|K∩H| different ways to choose
coset representatives from the coset space K/K ∩ H. Let ℑ be the set
ℑ =
{
σ1, σ2, ..., σ
|K∩H|
|K|
|K∩H|
}
whose elements are the different choices of coset representatives from the coset space
K/K ∩H. Let us denote by
giσj
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the elements of G which are obtained by multiplying the element gi of G with the
specific choice of coset representatives σj ( j ∈
{
1, 2, ..., |K ∩ H|
|K|
|K∩H|
}
). Therefore giσj
denotes collectively |K|
|K∩H|
elements of G . We write them explicitly as follows
giσj1, giσj2, ..., giσjω,
where ω ≡ |K|
|K∩H|
. The following 5 steps describe in algorithmic fashion the way we make
our specific choices of elements of S.
1. Pick up an element gi1 of G and an element σi1 of ℑ and construct the cosets
gi1σi11H, gi1σi12H, ..., gi1σi1ωH (2.12)
of the coset space G/H.
2. Choose an element gi2 of G which does not belong to the previous cosets (2.12)
and an element σi2 of ℑ. The element σi2 might be identical to σi1 or different
from it. Construct the cosets
gi2σi21H, gi2σi22H, ..., gi2σi2ωH (2.13)
of the coset space G/H.
3. Choose an element gi3 of G which does not belong to the previous cosets (2.12)
and (2.13) and an element σi3 of ℑ. The element σi3 might be identical either
to σi1 or to σi2 , or, it could be different from both of them. Construct the cosets
gi3σi31H, gi3σi32H, ..., gi3σi3ωH (2.14)
of the coset space G/H.
4. Repeat the same procedure
|G|
|H|
|K|
|K∩H|
= |G||H∩K|
|H||K|
times and obtain finally the following
set of cosets
giθσiθ1H, giθσiθ2H, ..., giθσiθωH (2.15)
of the coset space G/H, where θ ≡
|G|
|H|
|K|
|K∩H|
= |G||H∩K|
|H||K|
.
5. Consider the following set Si of elements of G
Si = {gi1σi11, gi1σi12, ..., gi1σi1ω, gi2σi21, gi2σi22, ..., gi2σi2ω,
gi3σi31, gi3σi32, ..., gi3σi3ω, ..., giθσiθ1, giθσiθ2, ..., giθσiθω} . (2.16)
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This completes the construction.
Let Si′ be a set of elements of G, which if differs from Si, it differs in the choice of
the elements σξ, ξ ∈ {1, 2, ..., θ}, chosen from the set ℑ. We will write
Si ∼ Si′ . (2.17)
Let C1 and C2 be the following sets of cosets
C1 = {giσi11H, giσi12H, ..., giσi1ωH} (2.18)
and
C2 = {giσi21H, giσi22H, ..., giσi2ωH} , (2.19)
where σ1 and σ2 are distinct elements of ℑ. Then we have the following.
Proposition 5 The following are true
1. Every element of C1 belongs to C2 (and vice versa).
2. The set Si is an element of S, i.e., the elements of Si are coset representatives
of the coset space G/H.
3. The relation (2.17) is an equivalence relation.
Proof 1. Choose an element giσi1jH of C1 (so j ∈ {1, 2, ..., ω.} ) This element
belongs to C2 if and only if for given σi1j there always exists an element giσi2j′H of
C2 ( j
′ ∈ {1, 2, ..., ω} ) which satisfies
giσi1j = giσi2j′h⇔ σi1j = σi2j′h (2.20)
for some σi2j′ and some h ∈ H. Now the element σi1j of K always belongs to some
(a unique) coset of the coset space K/K ∩ H. Therefore, always there exists an element
σi2j′ of σi2 such that σi1j ∈ σi2j′(K ∩ H). Consequently there always exist (unique)
elements σi2j′ of σi2 and h ∈ K ∩ H which satisfy Eq. (2.20).
2. Consider the cosets
giνσiν1H, giνσiν2H, ..., giνσiνωH, (2.21)
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where, ν ∈ {1, 2, ..., θ}. Any two giνσiνµ1H, giνσiνµ2H, µ1, µ2 ∈ {1, 2, ..., ω} of them
are distinct. Indeed, suppose they are not. Then they coincide, and for every h1 ∈ H,
there always exists a unique h2 ∈ H, such that
giνσiνµ1h1 = giνσiνµ2h2 ⇔ σ
−1
iνµ2
σiνµ1 = h2h
−1
1 . (2.22)
Since σ−1iνµ2σiνµ1 = σ ∈ K we have that h2h
−1
1 = σ ∈ K ∩H. From Eq. (2.22) we obtain
σiνµ1 = σiνµ2σ, σ ∈ K ∩ H.
Therefore, σiνµ1 , σiνµ2 belong to the same coset of the coset space K/K ∩ H. Contra-
diction. We conclude that any two giνσiνµ1H, giνσiνµ2H , µ1, µ2 ∈ {1, 2, ..., ω}, of the
cosets (2.21) are different from one another.
Choose now a coset giτσiτ jH and without loss of generality assume that τ > ν. The
coset giτσiτ jH is different from the cosets (2.21). Indeed, suppose that it coincides with
one of them, say giνσiνkH (where k ∈ {1, 2, ..., ω}). Then for every h1 there always
exists a unique h2 ∈ H such that
giτσiτ jh1 = giνσiνkh2 ⇔ giτσiτ j = giνσiνkh2h1.
−1 (2.23)
By writing h2h
−1
1 = h ∈ H the last equation gives
giτ = giνσiνk(hσ
−1
iτ jh
−1)h. (2.24)
Since, σ−1iτ j ∈ K , and since, K ⊳ G we have that hσ
−1
iτ jh
−1 ∈ K, so say, hσ−1iτ jh
−1 = σ′ ∈
K. By writing σiνkσ
′ = σ Eq. (2.24) gives
giτ = giνσh
for some h ∈ H. This implies that giτ ∈ giνσH. In 1 it was shown that the coset giνσH
coincides with one of the cosets (2.21). Therefore, giτ belongs to one of the cosets (2.21).
Contradiction, since by assumption τ > ν, and therefore, the element giτ does not
belong to any of the cosets (2.21).
3. Let S1, S2 and S3 be three sets of elements of G of the form
(2.16). Assume that S1 ∼ S2 and also that S2 ∼ S3. The relation defined in Eq. (2.17)
is reflexive ( S1 ∼ S1 ), symmetric ( S1 ∼ S2 implies S2 ∼ S1 ), and transitive ( S1 ∼ S2
and S2 ∼ S3 together, imply S1 ∼ S3 ). This completes the proof.
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Let S be the subset of S which has only members of the form (2.16). The relation
defined in Eq. (2.17) is an equivalence relation on S. If S ∈ S, then S˜ denotes the
equivalence class of S.
In our study the finite group G is the group Cn × Cm which acts on the torus
P ≃ P1(R) × P1(R). With a view to apply the previous theory to the problem under
consideration we leave the group G to act on any manifold ( the theorems proven here
are slightly more general than it is strictly needed, in fact we allow G to act on any
topological space) and we establish a few more facts. The details are as follows.
Let M be any topological space, and let G be any finite group which acts on M from
the right. That is to say, we are given a map M ×G→ M , denoted (x, g) 7−→ xg, with
the following properties. For each g ∈ G, the map x 7−→ xg is a homeomorphism of M
onto itself. If g = e (the identity element), xe = x for every x ∈M . For any x ∈M and
g1, g2 ∈ G, (xg1)g2 = x(g1g2). There is an homomorphism hG from G into the group of
automorphisms Aut(M) of M which is naturally associated with this action. Let K
be the kernel of hG . The action of G on M passes naturally to an action of G/K on
M. Henceforth, we will assume that this action
x(gK) = xg,
where, x ∈ M, and g ∈ G is fixed point free. An elementary domain for the given
action is an open subset E ⊂M such that the following conditions are satisfied:
(A) For any g1, g2 ∈ G, with g1 6= g2k, k ∈ K, Eg1 ∩ Eg2 = ∅,
(B)
⋃
g∈G
Eg = M.
(2.25)
Here bar means topological closure, and ∅ means the empty set. Now let H ⊂ G be any
subgroup of G, and let S ⊂ G be a set of representatives of the left cosets of H which
is a member of S. Since S ⊂ G is a set of representatives of the left cosets of H in the
coset space G/H we have
(C) G = SH,
(D) SH =
⋃
s∈S
sH (disjoint union).
(2.26)
Then we have the following result relating elementary domains for G and H :
Proposition 6 ES is an elementary domain for H.
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Proof First note that condition (B) can be written EG =M . To verify condition (B) for
H, we calculate, using (C), as follows. (ES)H = E(SH) = EG =M, as required. To verify
condition (A) for H, we must prove that, for any h1, h2 ∈ H with h1 6= h2kH, kH ∈ K∩H,
(ES)h1 and (ES)h2 = (ES)h2 are disjoint. Assume that they are not disjoint. Then
there exists an element x ∈ (ES)h1 ∩ (ES)h2. So, by definition, x = z1s1h1 = z2s2h2 for
some z1 ∈ E, z2 ∈ E and s1, s2 ∈ S. Write g1 = s1h1 and g2 = s2h2. Then z1g1 = z2g2,
so Eg1 ∩ Eg2 6= ∅. So, by property (A), g1 = g2k, k ∈ K. That is,
s1h1 = s2h2k. (2.27)
We distinguish two cases.
1. Assume that H ∩K = K. Then Eq. (2.27) gives
s1H = s2H =⇒ s1 = s2.
Substituting back into Eq. (2.27) we obtain h1 = h2k, where k ∈ H ∩ K = K. This
contradicts h1 6= h2k , and so (ES)h1 and (ES)h2 are actually disjoint; condition (A) is
satisfied for H. Henceforth we can assume that H ∩ K < K, (the symbol < indicates
proper subgroup), and that the coset space K/H ∩K has at least two elements.
2. Assume that H ∩K < K. Eq. (2.27) implies that
s1h1k
−1 = s2h2. (2.28)
Now k−1 ∈ K and K is a normal subgroup of G. Therefore, h1k
−1 = k′h1, for some
k′ ∈ K. Substituting into Eq. (2.28) we obtain
s1k
′h1 = s2h2. (2.29)
We distinguish three cases.
2a. Assume now that s1k
′ ∈ S, where S is the fixed set of coset representa-
tives we chose at the beginning. Then Eq. (2.29) gives
s1k
′H = s2H =⇒ s1k
′ = s2. (2.30)
Substituting into Eq. (2.29) we obtain h1 = h2 . This contradicts h1 6= h2k, and so
henceforth we can assume that s1k
′ /∈ S.
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2b. Assume now that s1k
′ /∈ S and also that s1k
′ ∈ s1H. Then there
exists h ∈ H such that s1k
′ = s1h. Therefore, k
′ = h and k′ ∈ K ∩ H. According to
Proposition 2 the group K∩H is normal in H, and therefore, k′h1 = h1k, for some k
in K ∩ H. Substituting back into Eq. (2.29) we obtain
s1h1 = s2h2k
−1
. (2.31)
From the last Equation we obtain
s1H = s2H =⇒ s1 = s2.
Substituting back into Eq. (2.31) we obtain
h1 = h2k
−1
.
This contradicts h1 6= h2k, and so henceforth we can assume that s1k
′ /∈ S, and that
s1k
′ /∈ s1H.
2c. Assume now that s1k
′ /∈ S and also that s1k
′ /∈ s1H. From Eq. (2.29)
we obtain
s1k
′ ∈ s2H. (2.32)
From Proposition 5 (statement 1) we have that
s1k
′ ∈ s1koH, (2.33)
for some (unique) s1ko ∈ S. From Equations (2.32) and (2.33) we have s2H = s1koH
and therefore we obtain s2 = s1ko. Substituting back into Eq. (2.29) we obtain
k′h1 = koh2.
The last Equation gives k−1o k
′ = h2h
−1
1 . Therefore we have k
−1
o k
′ = k′′ ∈ K ∩H. So we
have k′′h1 = h2. The group K∩H is normal in H and therefore k
′′h1 = h1k, for some
k ∈ K ∩H. So finally we obtain
h1 = h2k
−1
.
This contradicts h1 6= h2k , k ∈ K ∩ H. So (ES)h1 and (ES)h2 are actually disjoint;
condition (A) is satisfied for H . This completes the proof.
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3 Invariant Subspaces for Finite Groups
For reasons which will become clear later, in this section we take the positive integers
n and m to be even. Consider the particular (non−effective) action S1×Cn → S
1 given
by
(ρ, gr) 7−→ ρgr = ρ+
4π
n
r, (3.1)
where ρ is the usual angular coordinate on the circle, taken mod 2π, and gr ∈ Cn are
the elements of Cn, where 0 ≤ r ≤ (n − 1) . Let h
′ be the homomorphism associated
with the action (3.1). One can easily show that the kernel KCn of this homomorphism
is KCn = {I,−I}, where I is the identity element of the group Cn. Now we show that
Proposition 7 The open set
En = {ρ ∈ S
1 | 0 < ρ < 4π/n} (3.2)
is elementary for the action (3.1).
Proof Let g1 and g2 be two elements of Cn. Then we have
Eng1 =
{
ρ ∈ S1
∣∣∣∣ρ = ρ′ + 4πn r1 , ρ′ ∈ En
}
(3.3)
=
{
ρ ∈ S1
∣∣∣∣ 4πn r1 < ρ < 4πn + 4πn r1
}
and
Eng2 =
{
ρ ∈ S1
∣∣∣∣ρ = ρ′ + 4πn r2 , ρ′ ∈ En
}
(3.4)
=
{
ρ ∈ S1
∣∣∣∣ 4πn r2 ≤ ρ ≤ 4πn + 4πn r2
}
.
Assume now that Eng1 ∩ Eng2 6= ∅. Then from Eqs. (3.3) and (3.4) we conclude that
there must exist some ρo ∈ En such that
ρo +
4π
n
r1 = ρo +
4π
n
r2 + a2π, (3.5)
for some integer a, since ρ is only defined mod 2π. Eq. (3.5) gives
r1 − r2 = a
n
2
. (3.6)
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The last Equation is equivalent to
g1 = g2k, (3.7)
where k ∈ KCn, and KCn is the kernel of the homomorphism h
′. Therefore the
condition (A) of Eq. (2.25) is satisfied. We note that that every ρo ∈ S
1 belongs to
some interval of the form
Engr =
{
ρ ∈ S1
∣∣∣∣ 4πn r ≤ ρ ≤ 4πn + 4πn r
}
,
where, r ∈ {0, 1, 2, ..., n
2
− 1}. We conclude that⋃
gr∈Cn
Engr = S
1. (3.8)
(In fact Eq. (3.8) is satisfied even when r runs only through the set of values {0, 1, 2, ..., n
2
−
1}). Therefore the condition (B) of Eq. (2.25) is satisfied. This completes the proof.
Next, consider the (non−effective) action P × (Cn × Cm)→ P given by
((ρ, σ), (gi, gj)) 7−→ (ρgi, σgj) (3.9)
where 0 ≤ i ≤ (n− 1), 0 ≤ j ≤ (m− 1), gi ∈ Cn, gj ∈ Cm and
ρgi = ρ+
4π
n
i, σgj = σ +
4π
m
j. (3.10)
Define the set Fnm ⊂ P by the formula
Fnm = En × Em ⊂ P. (3.11)
We prove now that
Proposition 8 Fnm is an elementary domain for the action (3.9).
Proof Since En and Em are open, so is Fnm. If (gi, gj) 6= (gi′, gj′)k, where k ∈
K = {(I, I), (−I,−I), (I,−I), (−I, I)}, then either gi 6= gi′λ or gj 6= gj′λ or both, where
λ ∈ KCn = {I,−I}. We have
Fnm(gi, gj) = (Engi)× (Emgj), (3.12)
Fnm(gi′, gj′) = (Engi′)× (Emgj′). (3.13)
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Taking the intersection gives
(Engi × Emgj) ∩ (Engi′ × Emgj′) = (Engi ∩ Engi′)× (Emgj ∩ Emgj′). (3.14)
Since En is elementary for the original action of Cn on S
1, at least one of the factors on
the RHS is empty. So condition (A) is satisfied. For (B), let (ρ, σ) ∈ T2 be given. Then,
because En is elementary for the original action, ρ ∈ Engi for some i = 0, 1, 2, ..., (n− 1),
and σ ∈ Emgj for some j = 0, 1, 2, ..., (m− 1). So
(ρ, σ) ∈ Engi × Emgj = Fnm(gi, gj). (3.15)
That is, every (ρ, σ) belongs to some Fnm(gi, gj) and so condition (B) is satisfied. This
completes the proof.
Now let F ⊂ Cn × Cm be any subgroup of Cn × Cm. Let S be a selection of
representatives of left cosets of F which belongs to S. Then, by Proposition 6, the set
E = FnmS ⊂ P (3.16)
is an elementary domain for the subgroup F. Let H(P) denote the Hilbert space of
functions f : P → R which are square integrable with respect to the usual Lesbegue
measure dθ ∧ dφ on the torus P ≃ P1(R) × P1(R). We now want to find the Hilbert
space H(F ) of all invariant vectors for each of the finite subgroups F of Cn × Cm. Thus,
H(F ) is the space
H(F ) =
{
ζ˜ ∈ H(P)
∣∣∣ T ′(h)ζ˜ = ζ˜ for for all h ∈ F } . (3.17)
H(F ) is a closed subspace of H(P). First note that E = FnmS is a union of open
rectangles in P, so inherits the Lesbegue measure dθ ∧ dφ from P. Let H(E) denote the
Hilbert space of square integrable functions f : E→ R, and HE(P) the Hilbert subspace
of H(P) consisting of functions which vanish outside E;
HE(P) = {f ∈ H(P) | f(x) = 0, all x /∈ E } . (3.18)
There is a bijection between H(E) and HE(P), obtained as follows. Define maps α :
H(E) → HE(P) and β : HE(P) → H(E) by “extending to 0 outside E” and “restricting
to E” respectively:
(α(l))(x) =
{
l(x), x ∈ E
0, x /∈ E
}
, (3.19)
17
(β(f))(x) = f(x), x ∈ E. (3.20)
Here typical elements are denoted by l ∈ H(E) and f ∈ HE(P). Then routine checks
show that (βα)(l) = l for all l, and (αβ)(f) = f for all f ; βα is the identity map on H(E),
αβ is the identity map on HE(P). Thus there is an induced bijection
H(E)↔ HE(P). (3.21)
Before our next result, note first that, from the conditions (A) and (B) defining an ele-
mentary region, the union
M =
⋃
gK∈G/K
E(gK) (3.22)
is “almost disjoint”, in the sense that overlaps between the sets Eg1 and Eg2, for any
g1 6= g2k, k ∈ K, can only involve boundary points of E. In our situation (M = P,
F ⊂ G = Cn × Cm and K = {(I, I), (I,−I), (−I, I), (−I,−I)}), these sets (involving
boundary points) are, at most, one dimensional, and so certainly of measure zero.
The representation theory of HB is governed by the dual action T ′ of G = SL(2, R)×
SL(2, R) on L2
′
(P, λ, R) ≃ L2(P, λ, R) given by (Eq. (1.10))
(T ′(g, h)φ)(x, y) = k−3g (x)sg(x)k
−3
h (y)sh(y)φ(xg, yh).
Subsequently, for notational simplicity, we will write (T ′(g)f)(x) = γ(x, g)f(xg), and it
will be understood that by γ(x, g) we denote the multiplier
γ(x, g) = k−3g (x)sg(x)k
−3
h (y)sh(y), (3.23)
and that when we write (T ′(g)f)(x) = γ(x, g)f(xg), by x we denote a point of the
torus P, and by g an element of G.
Now we define two maps ρ and σ (we use the same symbols to denote the usual
angular coordinates on the torus P; hopefully the context will cause no doubts regarding
their meaning when they are encountered) as follows
σ : HE(P)→H(F )
σ(f) =
1
|KF |
∑
g∈F
T ′(g)f, (3.24)
where f is an element of HE(P), and |KF | denotes the order of the group KF = F∩K.
The map ρ is defined as follows
ρ : H(F )→HE(P)
(ρ(f))(x) = χE(x)f(x) = (χE · f)(x), (3.25)
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where x ∈ P, f ∈ H(F ), and χE denotes the characteristic function of E, equal to 1
inside E, and 0 outside. The dot denotes pointwise multiplication. We now prove the
following theorem
Theorem 2 Let G = Cn×Cm and let F be a subgroup of G. Let hG : G 7→ Aut(P),
Aut(P) is the group of automorphisms of P, be the homomorphism which is associated
with the action (3.9). Let K be the kernel of the homomorphism hG. Let KF denote
the intersection K ∩ F. Then we have the following
1. The map ρσ , computed on HE(P), gives
(ρ(σ(f)))(x) =
1
|KF |
[
γ(x, e) + γ(x, k2) + γ(x, k3) + ...+ γ(x, k|KF |)
]
f(x), (3.26)
where, x ∈ P, f ∈ HE(P), |KF | denotes the order of the group K ∩ F and
K ∩ F =
{
e, k2, k3, ..., k|KF |
}
.
2. The map σρ, computed on H(F ), gives
(σ(ρ(f)))(x) = f(x), (3.27)
where, x ∈ P and f ∈ H(F ).
Proof Note that σ is well defined since, for any g0 ∈ F ,
T ′(g0)[σ(f)] = T
′(g0)
{
1
|KF |
∑
g∈F
T ′(g)f
}
=
1
|KF |
∑
g∈F
T ′(g0)T
′(g)f =
1
|KF |
∑
g∈F
T ′(g0g)f. (3.28)
But, as g runs over F , so does g0g, so the final sum is just σ(f). So σ(f) ∈ H(F ), as
required. We first compute ρσ. We have
(σ(f))(x) =
1
|KF |
∑
g∈F
(T ′(g)f)(x) =
1
|KF |
∑
g∈F
γ(x, g)f(xg)
=
1
|KF |
{γ(x, e)f(xe) + γ(x, g2)f(xg2) + γ(x, g3)f(xg3)+
+...+ γ(x, gn)f(xgn)} , (3.29)
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where e = g1, g2, g3, ..., gn are the elements of F. Also ρ(σ(f)) = χE .(σ(f)), so, evaluating
at x,
(ρ(σ(f)))(x) = χE(x)(σ(f))(x) =
1
|KF |
χE(x) [γ(x, e)f(xe) + γ(x, g2)f(xg2) + γ(x, g3)f(xg3)+
+...+ γ(x, gn)f(xgn)]. (3.30)
If x ∈ E, xgi /∈ E when gi /∈ KF , i = 2, 3, ..., n, because E is elementary. Therefore, the
RHS of Eq. (3.30) equals to
(ρ(σ(f)))(x) = χE(x)(σ(f))(x) =
1
|KF |
χE(x) [γ(x, e)f(xe) + γ(x, k2)f(xk2) + γ(x, k3)f(xk3)+
+...+ γ(x, k|KF |)f(xk|KF |)], (3.31)
where K ∩ F =
{
e, k2, k3, ..., k|KF |
}
. If x /∈ E, the RHS of Eq. (3.30) is 0. Since
f ∈ HE(P), this means that for all such f ,
(ρ(σ(f)))(x) =
1
|KF |
[
γ(x, e) + γ(x, k2) + γ(x, k3) + ...+ γ(x, k|KF |)
]
f(x), (3.32)
where, x ∈ P, f ∈ HE(P), |KF | denotes the order of the group K ∩ F and
K ∩ F =
{
e, k2, k3, ..., k|KF |
}
, as required.
Next, we compute σρ. We have
σ(ρ(f)) =
1
|KF |
∑
g∈F
T ′(g)(ρ(f)) =
1
|KF |
∑
g∈F
T ′(g)(χE · f). (3.33)
Evaluating at x,
(σ(ρ(f)))(x) =
1
|KF |
∑
g∈F
(T ′(g)(χE · f))(x) =
1
|KF |
∑
g∈F
γ(x, g)(χE · f)(xg) =
1
|KF |
∑
g∈F
γ(x, g)χE(xg)f(xg). (3.34)
But f is invariant, so γ(x, g)f(xg) = f(x) for all x ∈ P, so the sum on the RHS becomes
1
|KF |
f(x)
∑
g∈F
χE(xg) =
1
|KF |
f(x)[χE(x) + χE(xg2) + ...+ χE(xgn)]. (3.35)
By (2.25), almost every x ∈ P belongs to |KF | open sets of the form Eg
−1
i (i =
1, 2, ..., n and n = |F |). Thus xgi ∈ E for |KF | values of i, for almost all x. The sum
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in square brackets thus, almost always, contributes |KF | , (1 for each χE(xgi), i being
one of these |KF | values, and 0 for all the other terms). So, for almost all x, the sum is
|KF |, and so the RHS is f(x). Hence
(σ(ρ(f)))(x) = f(x) (3.36)
for almost all x, and so, as Hilbert space maps, σρ(f) = f for all f ∈ H(F ). This
completes the proof.
4 Finite Potential Little Groups
Define the groups A, B, C, and D, as follows A = {(I, I), (−I,−I)}, B =
{(I, I), (−I, I)}, C = {(I, I), (I,−I)}, and, D = {(I, I), (−I, I), (I,−I), (−I,−I)}. The
subgroups of Cn × Cm fall into one of the following disjoint classes:
1. Class O. This class contains those subgroups of Cn × Cm which are of odd
order.
2. Class E1. This class contains those subgroups of Cn × Cm which are of even
order and contain the group A but they do not contain the group D.
3. Class E2. This class contains those subgroups of Cn × Cm which are of even
order and contain the group B but they do not contain the group D.
4. Class E3. This class contains those subgroups of Cn × Cm which are of even
order and contain the group C but they do not contain the group D.
5. Class E4. This class contains those subgroups of Cn × Cm which are of even
order and contain the group D.
From Eq. (1.10) we have that
(T ′(−I,−I)φ)(x, y) = φ(x, y). (4.1)
We also have
(T ′(−I, I)φ)(x, y) = −φ(x, y), (4.2)
and
(T ′(I,−I)φ)(x, y) = −φ(x, y). (4.3)
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Eq. (4.1) implies that every potential little group contains the element (−I,−I). Eq.
(4.2) implies that the invariant subspace of the groups which belong to the class Class E2
consists just of one element, namely, the zero function. Eq. (4.3) implies that the invariant
subspace of the groups which belong to the class Class E3 consists just of one element,
namely, the zero function. Finally, both Eq. (4.2) and Eq. (4.3) imply that the invariant
subspace of the groups which belong to the class Class E4 consists just of one element,
namely, the zero function. Now we examine in turn the invariant subspaces of the groups
which belong to the Class E1 and to the class Class O.
Class E1. If F is a group which belongs to this class then KF ≡ A =
{(I, I), (−I,−I)}, and |KF | = 2. Moreover, from Eq. (3.23) we have that
γ(x, e) = γ(x, k2) = 1, (4.4)
where k2 = (−I,−I). Substituting the result of Eq. (4.4) into Eq. (3.32) and taking into
account that |KF | = 2 we obtain
(ρ(σ(f)))(x) = f(x), (4.5)
where, x ∈ P, and f ∈ HE(P). Moreover, Eq. (3.36) reads
(σ(ρ(f)))(x) = f(x)
for all f ∈ H(F ). From equations (4.5) and (3.36) we conclude that there are two maps,
namely, σ : HE(P)→ H(F ) and ρ : H(F )→ HE(P) such that ρσ is the identity map on
HE(P), and σρ is the identity map on H(F ). Therefore, we have the bijection
HE(P)↔ H(F ).
Combining this bijection with (3.21),we have the following bijections:
H(E)↔HE(P)↔H(F ), (4.6)
which completely describes all invariant functions for F ; they are just given by “arbitrary”
functions on the elementary region E for F .
Class O. If F is a group which belongs to this class then KF = {(I, I)}, and
|KF | = 1. Moreover, from Eq. (3.23) we have that
γ(x, e) = 1, (4.7)
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where e = (I, I). Substituting the result of Eq. (4.7) into Eq. (3.32) and taking into
account that |KF | = 1 we obtain
(ρ(σ(f)))(x) = f(x), (4.8)
where, x ∈ P, and f ∈ HE(P). Moreover, Eq. (3.36) reads
(σ(ρ(f)))(x) = f(x)
for all f ∈ H(F ). From equations (4.8) and (3.36) we conclude that there are two maps,
namely, σ : HE(P)→ H(F ) and ρ : H(F )→ HE(P) such that ρσ is the identity map on
HE(P), and σρ is the identity map on H(F ). Therefore, we have the bijection
HE(P)↔ H(F ).
Combining this bijection with (3.21), we have the following bijections:
H(E)↔HE(P)↔H(F ), (4.9)
which completely describes all invariant functions for F ; they are just given by “arbitrary”
functions on the elementary region E for F .
By collecting the previous results we have the following theorem:
Theorem 3 The invariant subspace of the groups which belong to the classes E2, E3,
and E4 consists just of one element, namely, the zero function. The invariant subspace
of a group F which either belongs to the class O or to the class E1 consists of func-
tions which are “arbitrary” on the elementary region E for F. In particular, the following
bijections hold
H(E)↔HE(P)↔H(F ).
A subgroup of Cn × Cm of odd order can never be a potential little group. Indeed,
let O be such a group. Then, there always exists a bigger group, namely O×A, where,
A = {(I, I), (−I,−I)} ≃ Z2 which has the same invariant vectors as O. So, by taking
into account theorem 3 we arrive at the following
Proposition 9 The only finite potential little groups are those subgroups of Cn × Cm
which fall into the class E1.
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5 All the Finite Potential Little Groups are Actual
So far, for all potential little groups F, we have given an explicit description of the
invariant subspaces H(F ) ⊂ H(P); H(F ) is in bijective correspondence with H(E).
For most of the vectors f ∈ H(F ), the little group will be precisely F. However, to be
certain that any given potential little group really does occur as a little group, we must
exclude the possibility that all vectors f ∈ H(F ) are also invariant under a bigger group
Θ ⊃ F. So, in order to prove that F does occur as a little group it suffices to prove that
there exists one f ′ ∈ H(F ) which has no higher symmetry; there is no group Θ ⊃ F
which leaves f ′ invariant. The proof will be constructive. For each F we will give an
fF ∈ H(F ) which is invariant only under F.
The subgroups F which fall into the class E1 may be taken as subgroups F ⊂
Cn × Cm, where π1(F ) = Cn and π2(F ) = Cm. Since the groups F contain the element
(−I,−I) both the numbers n and m are even. Let Fnm be the open rectangle
Fnm = En × Em ⊂ P (5.1)
where En = {θ ∈ S
1 |0 < θ < 4π/n}. Let R be the open rectangle with center
(2π/n, 2π/m) and side lengths π/n and π/m. That is, R is the set
R = (
2π
n
−
π
2n
,
2π
n
+
π
2n
)× (
2π
m
−
π
2m
,
2π
m
+
π
2m
). (5.2)
Now consider the non−effective action P×(Cn×Cm)→ P defined by equation (3.10).
Let Rij the translate of R by the element (gi, gj) of Cn × Cm:
Rij = R(gi, gj). (5.3)
More generally, let Rωξ denote the translate of R by any element (g(ω), g(ξ)) ∈ K;
K = SO(2)× SO(2).
Rωξ = R(g(ω), g(ξ)). (5.4)
Then we have the following Propositions (10), (11), and (12), regarding Rωξ. The proofs
of these Propositions follow closely the proofs of the Propositions 4, 5, and 6 given in [2],
and as such are omitted.
Proposition 10 Let Rωξ be any translate of R. Then Rωξ cannot intersect two
distinct rectangles of the form Rij.
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Now let F be any finite subgroup of K which falls into the class of subgroups E1,
with π1(F ) = Cn and π2(F ) = Cm. So F ⊂ Cn × Cm. Write, for convenience, G = F,
and denote the elements of G as follows:
G = {g1, g2, g3, ..., gl} (5.5)
where g1 = e and l is the order of G. Let A denote the union
A = Rg1 ∪Rg2 ∪ ... ∪ Rgl ≡ RG, (5.6)
and let B denote the union
B = Rωξg1 ∪ Rωξg2 ∪ ... ∪ Rωξgl = RωξG. (5.7)
Then we have the following:
Proposition 11 Let A and B be the sets defined by (5.6) and (5.7). Then either
no set of the form Rωξgi intersects any set of the form Rgj, or every set of the form
Rωξgi intersects exactly two identical sets of the form Rgj . In the latter case, we have,
for some k, the union
A ∩B = ∪lj=1(Rωξ ∩ Rgk)gj. (5.8)
Now, for any measurable subset S of P, let α(S) denote the area of S. Note that, for
any (ω, ξ), we have α(Rωξ) = α(R); the area is invariant under all translations. Now we
have the following result.
Proposition 12 Let A = RG and B = RωξG be the sets given by (5.6) and (5.7), and
suppose that
α(A) = α(A ∩B). (5.9)
Then Rωξ = Rgk, the sets A and B coincide, and either (g(ω), g(ξ)) = gk or
(g(ω), g(ξ)) = gk(I, I) .
We are now ready to construct a function ζ3 ∈ H(G) with little group G. Let χR be
the characteristic function of R, and define ζ3 by
ζ3 =
1
|KF |
∑
g∈G
T ′(g−1)χR. (5.10)
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By construction, (as in the proof of Theorem 2, (Eq. (3.28)), ζ3 ∈ H(G). Recall that
we denote by γ(x, g) the multiplier k−3g (x)sg(x)k
−3
h (y)sh(y) in the representation
(T ′(g)f)(x) = γ(x, g)f(xg), where x denotes a point of the torus and g an element of
SL(2, R)× SL(2, R). Henceforth, for notational convenience we will write γg(x) instead
of γ(g, x).
Since for g ∈ G we have T ′(g−1)χR = γg−1 · χRg, we obtain
ζ3 =
1
|KF |
∑
g∈G
γg−1 · χRg. (5.11)
The · in γg−1 · χRg denotes pointwise multiplication. Now note that if h
−1 =
(g(ω)−1, g(ξ)−1) is an element of SO(2)× SO(2), then T ′(g(ω)−1, g(ξ)−1)ζ3 evaluated
at x = (ρ, σ) gives(
T ′(g(ω)−1, g(ξ)−1)ζ3
)
(ρ, σ) =
1
|KF |
∑
g∈G
(
T ′(h−1) (γg−1 · χRg)
)
(ρ, σ)
=
1
|KF |
∑
g∈G
{γh−1(ρ, σ)γg−1(ρ− 2ω, σ − 2ξ)
γRgh(ρ, σ)} (5.12)
A simple calculation shows
γg−1(ρ− 2ω, σ − 2ξ) = γg−1h−1(ρ, σ)γh−1(ρ, σ).
Substituting back into Eq. (5.12) gives
T ′(h−1)ζ3 =
1
|KF |
∑
g∈G
γg−1h−1 · χRgh. (5.13)
We are now ready to prove the following:
Theorem 4 The little group of ζ3 is precisely G; L(ζ3) = G.
Proof We must prove that, if T ′(g(ω)−1, g(ξ)−1)ζ3 = ζ3, then
(g(ω)−1, g(ξ)−1) ∈ G. (5.14)
The equation holds in the Hilbert space sense, and is just∑
g∈G
γg−1h−1 · χRgh =
∑
g∈G
γg−1 · χRg.
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So we have
0 =
∥∥ζ3 − T ′(h−1)ζ3∥∥2 =∫
T2
[∑
g∈G
(γg−1 · χRg) (x)−
∑
g∈G
(γg−1h−1 · χRgh) (x)
]2
dµ(x). (5.15)
By using the expansion formula for (a1+a2+a3+a4+ ...+aν)
2, where a1, a2, ..., aν are
any real numbers, and the equalities χ2E(x) = χE(x) and γ
2
g = 1, where g ∈ G ⊂
Cn × Cm, Eq. (5.15) gives
0 =
∫
T2
{∑
g∈G
χRg(x) +
∑
g∈G
χRgh(x) + B + C − Λ
}
dµ(x), (5.16)
where, denoting by l the order of the group G, we have
B = 2(γg−11 · χRg1)(x)
l∑
i≥2
(γg−1i
· χRgi)(x) + (5.17)
2(γg−12 · χRg2)(x)
l∑
i≥3
(γg−1i · χRgi)(x) + ...+ 2(γg
−1
l−1
· χRgl−1)(x)(γg−1l
· χRgl)(x),
C = 2(γg−11 h−1 · χRg1h)(x)
l∑
i≥2
(γg−1i h−1
· χRgih)(x) + (5.18)
2(γg−12 h−1 · χRg2h)(x)
l∑
i≥3
(γg−1i h−1
· χRgih)(x) + ...+
2(γg−1l−1h−1
· χRgl−1h)(x)(γg−1l h−1
· χRglh)(x),
Λ = 2
∑
gi∈G
(γg−1i · χRgi)(x)
∑
gj∈G
(γg−1j h−1
· χRgjh)(x)

 . (5.19)
For convenience, call ı = (−I,−I), and enumerate the elements of G as follows
g1 = e, g2, g3, ... , g l
2
+1 = ı, g l
2
+2 = g2ı, g l
2
+3 = g3ı, ... , gl = g l
2
ı.
One then can show that
B = 2
l/2∑
i=1
χRgi(x), C = 2
l/2∑
i=1
χRgih(x). (5.20)
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Combining Eq. (5.20) with
∑
g∈G
χRg(x) = 2
l/2∑
i=1
χRgi(x),
∑
g∈G
χRgh(x) = 2
l/2∑
i=1
χRgih(x),
and substituting back into Eq. (5.16) we obtain
0 =
∫
T2
4 l/2∑
i=1
χRgi(x) + 4
l/2∑
i=1
χRgih(x)− Λ
 dµ(x). (5.21)
Noting that
∑l/2
i=1 χRgi(x) = χA(x) and that
∑l/2
i=1 χRgih(x) = χB(x), where A and
B are the areas which are displayed in equations (5.6) and (5.7) respectively, Eq. (5.21)
gives
0 = 4
∫
T2
(χA(x) + χB(x)) dµ(x)−
∫
T2
Λdµ(x). (5.22)
Define A′ and B′ to be the disjoint sets A′ = A − (A ∩ B) and B′ = B − (A ∩ B). By
noting that χA = χA′ + χA∩B and that χB = χB′ + χA∩B Eq. (5.22) gives
0 = 4α(A′) + 4α(B′) + 8α(A ∩ B)−
∫
T2
Λdµ(x), (5.23)
where α(A) denotes the area of the region A. We distinguish now the following 2 cases
1. α(A ∩ B) = 0. In this case we have
∫
T2
Λdµ(x) = 0 and Eq. (5.23) gives
0 = α(A′) + α(B′). (5.24)
Since areas are always non negative, it follows that α(A′) = α(B′) = 0. Since A =
A′ ∪ (A∩B) (disjoint union), we have α(A) = α(A′) + α(A∩B) and therefore we obtain
α(A) = 0. But α(A) = l
2
α(R) > 0. Contradiction. So we cannot have α(A ∩ B) = 0.
When α(A ∩ B) > 0 from Proposition 11 we have that α(Rh ∩ Rgk) > 0, for some
k ∈ {1, 2, 3, ..., l
2
} (Rh ≡ Rωξ). When α(Rh∩Rgk) > 0 either (Rh∩Rgk 6= ∅ and Rh 6=
Rgk) or Rh = Rgk . Now we show that the first alternative cannot happen.
2. α(A ∩ B) > 0 and ( Rh ∩ Rgk 6= ∅, Rh 6= Rgk). In this case we have∫
T2
Λdµ(x) < 8α(A ∩ B) and Eq. (5.23) gives
α(A′) + α(B′) < 0. (5.25)
Contradiction, since areas are always non negative. So we cannot have α(A ∩ B) > 0
and ( Rh ∩ Rgk 6= ∅, Rh 6= Rgk). The only remaining possibility is α(A ∩ B) > 0
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and Rh = Rgk. Then A = B and either h = (g(ω), g(ξ)) = gk or h = (g(ω), g(ξ)) =
gk(−I,−I). This completes the proof.
It is worth pointing out that that Equations Rh = Rgk and 0 = 4α(A
′)+4α(B′)+8α(A∩
B) −
∫
T2
Λdµ(x) are mutually consistent. Indeed, when Rh = Rgk,
∫
T2
Λdµ(x) =
8α(A ∩ B). Substituting back into Eq. (5.23) we obtain α(A′) = α(B′) = 0. The last
Equation combined with α(A) = α(A′) + α(A ∩ B) gives α(A) = α(A ∩ B). Then
according Proposition 12 Rh = Rgk.
The previous results on little groups can be summarized as follows
Theorem 5 The actual little groups for HB are either one dimensional or zero dimen-
sional. The infinite one dimensional such groups are the groups H(N, p, q), where, N,
p, and q, are all odd, and, p and q are relatively prime. The finite zero dimensional actual
little groups are the groups which fall into the class E1.
6 Description of the Finite Zero Dimensional Actual
Little Groups
The finite zero dimensional subgroups of SO(2)× SO(2) have either one or two generators
and have been given in detail in [3]. We will use this information to describe in detail the
finite zero dimensional actual little groups.
6.1 Cyclic Actual Little Groups
Firstly we find the actual cyclic little groups. The result is given in Proposition 14. For
this purpose we recall some relevant results, Proposition 13 and Theorem 6, proved in [3].
The element (−I,−I) can only be contained in the cyclic subgroups of C2a×C2β , and the
actual cyclic little groups, the cyclic subgroups of Cn×Cm which fall into the class E1, are
precisely those which contain the element (−I,−I); the group D is not cyclic. The key
result in [3] we need to give an explicit description of the finite cyclic actual little groups is
the following: The only cyclic subgroups of C2a×C2β which contain the element (−I,−I)
are the groups
(
R
((
2pi
2k
r
)
i1
)
, R
(
2pi
2k
i1
))
, where 1 ≤ k ≤ min(a, β), r parametrises the
groups and takes values in the set
{
1, 2, ..., 2k − 1
}
−
{
2, 2 · 2, ..., (2k−1 − 1)2
}
. Now we
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are ready to give an explicit description of the finite cyclic actual little groups. Firstly we
recall some useful results, Proposition 13 and Theorem 6, proved in [3].
Proposition 13 Let Cn × Cm be the direct product of the cyclic groups of finite order
Cn and Cm. Let n = p
a1
1 · p
a2
2 ·· · p
as
s and m = p
β1
1 · p
β2
2 ·· · p
βs
s be the prime decomposition
of the integers n and m, i.e., pi, i=1,2,...,s, are distinct prime numbers and ai, βi
are non−negative integers. Then we have the following
1. A group
C = A1 × A2 × A3 × ...×As, (6.1)
where Ai is a cyclic subgroup, not necessarily different from the identity element, of
Cpai
i
× C
p
βi
i
, i=1,2,...,s, is a cyclic subgroup of Cn × Cm.
2. Every cyclic subgroup C of Cn × Cm is of the form
C = A1 × A2 × A3 × ...×As,
where Ai is a cyclic subgroup, not necessarily different from the identity element, of
Cpai
i
× C
p
βi
i
, i=1,2,...,s.
3. For every cyclic group C of Cn × Cm the expression (6.1) is unique.
A generator of the cyclic subgroup C is given by
(xA, yB), (6.2)
where, x is a generator of Cn, y is a generator of Cm,
A =
ν∑
i=1
rip
ai−ki
i (n/p
ai
i ) +
ν+χ∑
i=ν+1
pai−kii (n/p
ai
i ) +
ν+χ+τ∑
i=ν+χ+1
ji(n/p
ai
i ) +
ν+χ+τ+ψ∑
i=ν+χ+τ+1
pai−kii (n/p
ai
i ), and (6.3)
B =
ν∑
i=1
pbi−kii (m/p
bi
i ) +
ν+χ∑
i=ν+1
ρip
bi−ki+1
i (m/p
bi
i ) +
ν+χ+τ∑
i=ν+χ+1
pbi−kii (m/p
bi
i ) +
ν+χ+τ+ψ∑
i=ν+χ+τ+1
ji(m/p
bi
i ). (6.4)
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The order |C| of the group C is given by
|C| =
ν+χ+τ+ψ∏
i=1
pkii . (6.5)
The non−negative integers ν, χ, τ, ψ are such that ν + χ + τ + ψ ≤ s. Moreover,
(paii , p
bi
i ) = P(p
ai
i , p
βi
i ), i = 1, 2, ..., s, for some permutation P of the s pairs of num-
bers (pa11 , p
β1
1 ), (p
a2
2 , p
β2
2 ), ..., (p
as
s , p
βs
s ). Furthermore, ri ∈
{
0, 1, 2, ..., pkii − 1
}
, i ∈
{1, 2, ..., ν} , and, jσ ∈ {0, 1, 2, ..., p
aσ
σ − 1} , aσ < kσ ≤ bσ, σ ∈ {ν + χ+ 1, ν + χ + 2, ...,
ν + χ+ τ} . Finally, ρq ∈
{
0, 1, 2, ..., p
kq−1
q − 1
}
, q ∈ {ν + 1, ν + 2, ..., ν + χ} , and,
jθ ∈
{
0, 1, 2, ..., pbθθ − 1
}
, aθ ≥ kθ > bθ, θ ∈ {ν + χ+ τ + 1, ν + χ+ τ + 2, ..., ν + χ+ τ+
ψ} .
One crucial feature of the cyclic subgroups C of Cn×Cm is that for every subgroup C the
expression (6.1) is unique. This was proved in [3] with the use of Sylow’s Second Theorem.
It is noteworthy that one can use instead of Sylow’s Second Theorem more elementary
group theory in order to prove the uniqueness of (6.1). Let γ be a generator of the cyclic
group C = C
p
k1
1
×C
p
k2
2
×C
p
k3
3
× ... ×Cpkss . Then the element ω = γ
p
k2
2 p
k3
3 ... p
ks
s satisfies
ωp
k1
1 = (γp
k2
2 p
k3
3 ... p
ks
s )p
k1
1 = 1. If the element ω had order pm11 , where m1 < k1, then we
would have γp
k2
2 p
k3
3 ... p
ks
s p
m1
1 = 1. But the order of γ equals to the order of C. So we get a
contradiction and therefore the order of ω is pk11 . Thus ω generates Cpk11
. Choose now
any element x of order pk11 . Since γ generates the whole group C we have x = γ
t for
some integer t. Moreover, since x generates C
p
k1
1
we have γtp
k1
1 = 1. Therefore, the
order of γ divides tpk11 ,i.e., p
k1
1 ...p
ks
s divides tp
k1
1 . Consequently, p
k2
2 ...p
ks
s , divides
t. Thus t = upk22 ...p
ks
s , for some integer u. We conclude that x = γ
t = (γp
k2
2 ...p
ks
s )u = ωu.
Therefore the element x belongs to the specific copy of C
p
k1
1
which is generated by ω.
We conclude that for every cyclic subgroup C of Cn×Cm the expression (6.1) is unique.
For the purposes of our study we also recall from [3] that a cyclic subgroup C of Cn×Cm
can be conveniently rewritten as a subgroup of SO(2)× SO(2) .
Theorem 6 Let n and m be any non-negative integers. Then all the finite cyclic
subgroups of SO(2)× SO(2) are given by
C =
(
R
((
2π
n
A
)
i
)
, R
((
2π
m
B
)
i
))
, (6.6)
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where the expressions A and B are given in (6.3) and (6.4) correspondingly. The
meaning and the ranges of the parameters appearing in these expressions are displayed in
Proposition 13. For each specific subgroup these parameters take specific values. Different
values of the parameters correspond to different subgroups and vice versa. The order of
the group C is given by (6.5).
We are ready now to use Proposition 13 and Theorem 6 to describe in detail the cyclic
actual little groups. Their explicit description is given in the Proposition that follows. In
Theorem 7 the cyclic actual little groups are rewritten as subgroups of SO(2)× SO(2).
Proposition 14 Let n and m be any positive even numbers. Then
Cn × Cm = (C2a1 × C2β1 )× (Cpa22 × Cpβ22
)× (Cpa33 × Cpβ33
)× ... × (Cpass × Cpβss ) (6.7)
where a1 ≥ 1, β1 ≥ 1, p2, p3, ..., ps are odd primes, ai ≥ 0, and, βi ≥ 0,
i ∈ {2, 3, ..., s} . Every cyclic subgroup of K = SO(2) × SO(2) which contains the
element (−I,−I) is written uniquely in the form
C = A1 × A2 × A3 × ...×As,
where Ai is a cyclic subgroup, not necessarily different from the identity element, of
Cpai
i
× C
p
βi
i
, i ∈ {2, ..., s} , and A1, (p1 = 2), is restricted to be one of the following
cyclic subgroups of C2a1 × C2β1(
R
((
2π
2k1
r
)
i1
)
, R
(
2π
2k1
i1
))
,
where 1 ≤ k1 ≤ min(a1, β1), r parametrises the groups and takes values in the set{
1, 2, ..., 2k1 − 1
}
−
{
2, 2 · 2, ..., (2k1−1 − 1)2
}
and i1 enumerates the elements of each
group and takes values in the set
{
0, 1, 2, ..., 2k1 − 1
}
. A generator of C is given by
(6.2), where, (paii , p
bi
i ) = P(p
ai
i , p
βi
i ) , i ∈ {1, 2, ..., s} , for some permutation P of the s
pairs of numbers (pa11 , p
β1
1 ), (p
a2
2 , p
β2
2 ), ..., (p
as
s , p
βs
s ) , and where, n, m are positive even
numbers. In (6.2) one of the primes p1, p2, ..., pν is the prime number 2. If say, pt = 2,
t ∈ {1, 2, ..., ν} , then rt ∈
{
1, 2, ..., 2kt − 1
}
−
{
2, 2 · 2, ..., (2kt−1 − 1)2
}
. The rest of the
indices rd , d ∈ {1, 2, ..., ν}−{t} , take values in the sets
{
0, 1, 2, ..., pkdd − 1
}
. The other
indices which appear in (6.2) take values in the sets which are displayed in Proposition
(13). Some, or in fact all the exponents ai and bi, i ∈ {1, 2, 3, ..., s} − {t} , which
appear in (6.2) can be equal to zero.
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Theorem 7 The cyclic subgroup C can be written as(
R
((
2π
n
A
)
i
)
, R
((
2π
m
B
)
i
))
,
where A and B are given respectively by the expressions (6.3) and (6.4). The ranges
of the parameters which appear in A and B are specified in Proposition (14).
6.2 Actual Little Groups with Two Generators
We describe now explicitly in Proposition 16 the finite actual little groups with two gen-
erators. The key observation here is that there is no subgroup of C2a × C2β with two
generators which falls into the class E1 [3]. Therefore, as in the case of the cyclic
actual groups, the subgroups of C2a × C2β are restricted to be one of the groups(
R
((
2pi
2k
r
)
i1
)
, R
(
2pi
2k
i1
))
, where, 1 ≤ k ≤ min(a, β), r parametrises the groups and
takes values in the set
{
1, 2, ..., 2k − 1
}
−
{
2, 2 · 2, ..., (2k−1 − 1)2
}
). We need to recall
first some relevant results, Proposition 15 and Theorem 8, from [3].
Proposition 15 Let Cn × Cm be the direct product of the cyclic groups of finite order
Cn and Cm. Let n = p
a1
1 · p
a2
2 ·· · p
as
s and m = p
β1
1 · p
β2
2 ·· · p
βs
s be the prime decomposition
of the integers n and m, i.e., pi, i=1,2,...,s, are distinct prime numbers and ai, βi
are non−negative integers. Then we have the following
1. A group
C = A1 ×A2 × A3 × ...× As (6.8)
where Ai is a subgroup, not necessarily different from the identity element, of Cpai
i
×
C
p
βi
i
, i=1,2,...,s, is a subgroup of Cn × Cm with two generators if at least one of
the Ai, i=1,2,...,s, has two generators.
2. Every subgroup C of Cn × Cm with two generators is of the form
C = A1 × A2 × A3 × ...×As,
where Ai is a subgroup, not necessarily different from the identity element, of Cpai
i
×
C
p
βi
i
, i=1,2,...,s, and, where at least one of the Ai, i=1,2,...,s, has two generators.
3. For every subgroup C of Cn × Cm with two generators the expression (6.8) is
unique.
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Two generators of a subgroup C of Cn × Cm with two generators are given by
1.
g1 = (x
A1 , yB1), (6.9)
where, x is a generator of Cn, y is a generator of Cm,
A1 =
ν∑
i=1
rip
ai−ki
1 (n/p
ai
i ) +
ν+χ∑
i=ν+1
pai−kii (n/p
ai
i ) +
ν+χ+τ∑
i=ν+χ+1
ji(n/p
ai
i ) +
ν+χ+τ+ψ∑
i=ν+χ+τ+1
pai−kii (n/p
ai
i ) +
ν+χ+τ+ψ+σ∑
i=ν+χ+τ+ψ+1
rip
ai−ki
i (n/p
ai
i ) +
ν+χ+τ+ψ+σ+θ∑
i=ν+χ+τ+ψ+σ+1
pai−kii (n/p
ai
i ) +
ν+χ+τ+ψ+σ+θ+φ∑
i=ν+χ+τ+ψ+σ+θ+1
ti(n/p
ai
i ) +
ν+χ+τ+ψ+σ+θ+φ+ξ∑
i=ν+χ+τ+ψ+σ+θ+φ+1
pai−kii (n/p
ai
i ) (6.10)
and
B1 =
ν∑
i=1
pbi−kii (m/p
bi
i ) +
ν+χ∑
i=ν+1
ρip
bi−ki+1
i (m/p
bi
i ) +
ν+χ+τ∑
i=ν+χ+1
pbi−kii (m/p
bi
i ) +
ν+χ+τ+ψ∑
i=ν+χ+τ+1
ji(m/p
bi
i ) +
ν+χ+τ+ψ+σ∑
i=ν+χ+τ+ψ+1
pbi−kii (m/p
bi
i ) +
ν+χ+τ+ψ+σ+θ∑
i=ν+χ+τ+ψ+σ+1
ρip
bi−ki+1
i (m/p
ki
i ) +
ν+χ+τ+ψ+σ+θ+φ∑
i=ν+χ+τ+ψ+σ+θ+1
pbi−kii (m/p
bi
i ) +
ν+χ+τ+ψ+σ+θ+φ+ξ∑
i=ν+χ+τ+ψ+σ+θ+φ+1
ti(m/p
bi
i ) (6.11)
and by
2.
g2 = (x
A2 , yB2), (6.12)
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where,
A2 =
ν+χ+τ+ψ+σ∑
i=ν+χ+τ+ψ+1
pai−lii (n/p
ai
i ) +
ν+χ+τ+ψ+σ+θ+φ∑
i=ν+χ+τ+ψ+σ+θ+1
pai−lii (n/p
ai
i ) (6.13)
and
B2 =
ν+χ+τ+ψ+σ+θ∑
i=ν+χ+τ+ψ+σ+1
pbi−lii (m/p
bi
i ) +
ν+χ+τ+ψ+σ+θ+φ+ξ∑
i=ν+χ+τ+ψ+σ+θ+φ+1
pbi−lii (m/p
bi
i ). (6.14)
The order |C| of the group C is given by
|C| =
ν+χ+τ+ψ+σ+θ+φ+ξ∏
i=1
pkii ×
ν+χ+τ+ψ+σ+θ+φ∏
i=ν+χ+τ+ψ+1
plii . (6.15)
The non−negative integers ν, χ, τ, ψ, σ, θ, φ, ξ are such that ν + χ + τ + ψ + σ +
θ + φ + ξ ≤ s. Moreover, (paii , p
bi
i ) = P(p
ai
i , p
βi
i ), i = 1, 2, ..., s, for some permuta-
tion P of the s pairs of numbers (pa11 , p
β1
1 ), (p
a2
2 , p
β2
2 ), ..., (p
as
s , p
βs
s ). Furthermore, when
i ∈ {1, 2, ..., ν} , then ri ∈
{
0, 1, 2, ..., pkii − 1
}
and ki ≤ min(ai, bi), and when, w ∈
{ν + χ + 1, ν + χ+ 2, ..., ν + χ+ τ} , then jw ∈ {0, 1, 2, ..., p
aw
w − 1} , and aw < kw ≤
bw. When q ∈ {ν + 1, ν + 2, ..., ν + χ} , then ρq ∈
{
0, 1, 2, ..., p
kq−1
q − 1
}
and kq ≤
min(aq, bq), and when, y ∈ {ν + χ + τ+1, ν + χ+ τ + 2, ..., ν + χ+ τ + ψ} then jy ∈{
0, 1, 2, ..., p
by
y − 1
}
and ay ≥ ky > by. When i1 ∈ {ν + χ+ τ + ψ + 1, ν + χ + τ + ψ + 2,
..., ν + χ+ τ + ψ + σ} , then ri1 ∈
{
0, 1, 2, ..., p
ki1−li1
i1
− 1
}
and 1 ≤ li1 ≤ ki1 ≤
min(ai1, bi1), and when, q1 ∈ {ν + χ+ τ+ ψ + σ + 1, ..., ν + χ+ τ + ψ + σ + θ} , then
ρq1 ∈ {0, 1, 2, ... , p
kq1−lq1−1
q1 − 1
}
and 1 ≤ lq1 < kq1 ≤ min(aq1 , bq1). When w1 ∈
{ν + χ + τ + ψ + σ + θ + 1, ν + χ+ τ + ψ + σ + θ + 2, ..., ν+ +χ+ τ + ψ + σ + θ + φ} ,
then tw1 ∈
{
0, 1, 2, ..., p
aw1−lw1
w1 − 1
}
and 1 ≤ lw1 ≤ aw1 < kw1 ≤ bw1. Fi-
nally, when y1 ∈ {ν + χ+ τ + ψ + σ + θ + φ+ 1, ν + χ + τ + ψ + σ + θ + φ+ 2, ..., ν+
χ+ τ + ψ + σ + θ + φ+ ξ} , then jy1 ∈
{
0, 1, 2, ..., p
by1−ly1
y1 − 1
}
and 1 ≤ ly1 ≤ by1 <
ky1 ≤ ay1.
We conclude therefore that every subgroup C of Cn × Cm with two generators is the
direct product of two cyclic groups C1 and C2:
C = C1 × C2. (6.16)
By construction, the order of the non−cyclic group C is given by (6.15). As it was
pointed out before the choice of the cyclic subgroups C1 and C2 in expression (6.16)
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is highly non−unique. The choices displayed in expressions (6.9) and (6.12) are only two
specific choices among the many possible. What is common in all these choices is that the
orders of the cyclic groups C1 and C2 are not relatively prime. In fact, in the particular
choice we made we have
|C1| =
ν+χ+τ+ψ+σ+θ+φ+ξ∏
i=1
pkii (6.17)
and,
|C2| =
ν+χ+τ+ψ+σ+θ+φ+ξ∏
i=ν+χ+τ+ψ+1
plii . (6.18)
For the purposes of our study it is convenient to rewrite C1 and C2 as subgroups of
SO(2)× SO(2) . This is the content of the following Theorem.
Theorem 8 Let n and m be any non−negative integers. Then all the finite non−cyclic
subgroups C of SO(2)× SO(2) can be written as the direct product of two cyclic groups
C1 and C2 whose orders are not relatively prime. Thus we have
C = C1 × C2. (6.19)
The choice of C1 and C2 is highly non unique. A possible choice for C1 is given by
C1 =
(
R
((
2π
n
A1
)
i
)
, R
((
2π
m
B1
)
i
))
, (6.20)
and a possible choice for C2 is given by
C2 =
(
R
((
2π
n
A2
)
i
)
, R
((
2π
m
B2
)
i
))
. (6.21)
The meaning and the ranges of the parameters A1, B1, A2, B2 appearing in these
expressions are displayed in Proposition (15). For each specific subgroup these parameters
take specific values. Different values of the parameters correspond to different subgroups
and vice versa. The order of the group C is given by (6.15).
Using now Proposition 15, Theorem 8 and the observation made at the beginning of this
subsection we give now in detail the little groups with two generators.
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Proposition 16 Let n and m be any positive even numbers. Then
Cn × Cm = (C2a1 × C2β1 )× (Cpa22 × Cpβ22
)× (Cpa33 × Cpβ33
)× ... × (Cpass × Cpβss ) (6.22)
where a1 ≥ 1, β1 ≥ 1, p2, p3, ..., ps are odd primes, ai ≥ 0, and, βi ≥ 0,
i ∈ {2, 3, ..., s} . Every subgroup C of K = SO(2)× SO(2) with two generators which
falls into the class E1 is written uniquely in the form
C = A1 × A2 × A3 × ...×As,
where Ai is a subgroup of Cpai
i
×C
p
βi
i
, i ∈ {1, 2, ..., s} , (p1 = 2). A1 is not the identity
element and must be cyclic. In particular, A1 is restricted to be one of the following
cyclic subgroups of C2a1 × C2β1(
R
((
2π
2k1
r
)
i1
)
, R
(
2π
2k1
i1
))
,
where 1 ≤ k1 ≤ min(a1, β1), r parametrises the groups and takes values in the set{
1, 2, ..., 2k1 − 1
}
−
{
2, 2 · 2, ..., (2k1−1 − 1)2
}
and i1 enumerates the elements of each
group and takes values in the set
{
0, 1, 2, ..., 2k1 − 1
}
. One of the Ai, i ∈ {2, ..., s} , which
are not all necessarily different from the identity element, has two generators. Two gen-
erators of C are given by (6.9) and (6.12), where, (paii , p
bi
i ) = P(p
ai
i , p
βi
i ), i {1, 2, ..., s} ,
for some permutation P of the s pairs of numbers (pa11 , p
β1
1 ), (p
a2
2 , p
β2
2 ), ..., (p
as
s , p
βs
s ), and
where, n and m are positive even numbers and one of the primes p1, p2, ..., pν is
the prime number 2. If say, pt = 2, , t ∈ {1, 2, ..., ν} , then rt ∈
{
1, 2, ..., 2kt − 1
}
−{
2, 2 · 2, ..., (2kt−1 − 1)2
}
. The rest of the indices rd, d ∈ {1, 2, ..., ν}− {t} , take values
in the sets
{
0, 1, 2, ..., pkdd − 1
}
. The other indices which appear in (6.9) and (6.12) take
values in the sets which are displayed in Proposition (15). In (6.9) and (6.12) some of
the exponents ai and bi, i ∈ {1, 2, 3, ..., ν + χ+ τ + ψ} − {t} , or in fact all of them,
can be equal to zero. On the other hand, in (6.9) and (6.12) at least one of the products
of primes ai · bi 6= 0, i ∈ {ν + χ+ τ + ψ + 1, ..., ν + χ+ τ + ψ + σ + θ + φ+ ξ}.
For the purposes of this study it is convenient to rewrite the little groups with two
generators C as subgroups of SO(2)× SO(2).
Theorem 9 Every little group C with two generators is written as a direct product of
two cyclic groups in a highly non−unique way. A possible choice is the following
C = C1 × C2,
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where,
C1 =
(
R
((
2π
n
A1
)
i1
)
, R
((
2π
m
B1
)
i1
))
, (6.23)
and where,
C2 =
(
R
((
2π
n
A2
)
i2
)
, R
((
2π
m
B2
)
i2
))
. (6.24)
The coefficients A1 and B1 are given by (6.10) and (6.11) correspondingly, and the
coefficients A2 and B2 are given respectively by (6.13) and (6.14). The index i1
enumerates the elements of the group C1 and takes values in the set {0, 1, ..., |C1| − 1},
where |C1| is given by (6.17), and i2 enumerates the elements of the group C2 and
takes values in the set {0, 1, ..., |C2| − 1} , where |C2| is given by (6.18). The rest of the
indices which appear in (6.23) and (6.24) are given in Proposition 16.
7 Form of the induced representations
In order to give explicitly the operators of the representations of HB induced from finite
little groups it is necessary to give the following information [12, 13, 14, 15, 16, 17]:
1. An irreducible unitary representation U of L(ζ) on a Hilbert space D for each
L(ζ).
2. A G −quasi−invariant measure µ, G = G×G, on each orbit Gζ ≈ G/L(ζ); where
L(ζ) denotes the little group of the base point ζ ∈ H(T2) of the orbit Gζ .
The actual little groups have been given in Theorem 5. The finite ones are those which
fall into the class E1. These are described in detail in Propositions 14 and 16.
The information cited in 1 and 2 for each of the aforementioned groups and the cor-
responding orbit types is now provided.
1. The finite little groups are either cyclic or can be expressed as the direct product of
two cyclic groups. The little groups which are cyclic are described in detail in Proposition
14, whereas, the little groups which are the direct product of two cyclic groups are given
in detail in Proposition 16. The irreducible unitary representations UN of the cyclic
groups CN are indexed by an integer ν which, for distinct representations, takes values
in the set ν ∈ {0, 1, 2, ..., N − 1}. The number of the representations equals to the order
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of the group N . Denoting them by D(ν), they are given by multiplication in one complex
dimension D ≈ C by
D(ν)
((
R
((
2π
n
A
)
j
)
, R
((
2π
m
B
)
j
)))
= ei
2pi
N
νj, (7.1)
where, taking into account the restrictions given in Proposition 14, A and B are given
respectively by (6.3) and by (6.4). The order N (≡ C) of the group CN is given by
(6.5).
Let CN1 × CN2 be one of the little groups which can be expressed as the direct
product of two cyclic groups CN1 and CN2 . The unitary irreducible representations of
CN1 × CN2 are indexed by two integers ν1 and ν2 which for distinct representations
take independently values in the sets {0, 1, 2, ..., N1 − 1} and {0, 1, 2, ..., N2 − 1} (this
is justified in the remark which follows). Denoting these representations by D(ν1,ν2), they
are given by multiplication in one complex dimension D ≈ C by
D(ν1,ν2)
((
R
((
2π
n
A1
)
j1
)
, R
((
2π
m
B1
)
j1
))
×(
R
((
2π
n
A2
)
j2
)
, R
((
2π
m
B2
)
j2
)))
=
e
i 2pi
N1
ν1j1e
i 2pi
N2
ν2j2, (7.2)
where, taking into account the restrictions given in Proposition 16, A1, B1, A2, and
B2, are given respectively by (6.10), (6.11), (6.13), and (6.14). The order N1 (≡ C1) of
the group
(
R
((
2pi
n
A1
)
j1
)
, R
((
2pi
m
B1
)
j1
))
is given by (6.17) and the order N2 (≡ C2)
of the group
(
R
((
2pi
n
A2
)
j2
)
, R
((
2pi
m
B2
)
j2
))
is given by (6.18).
A remark now is in order regarding the unitary irreducible representations of CN1 ×CN2.
The problem we encounter in this case is the determination of the unitary irreducible
representations of the direct product A× B, where A and B are abelian groups, and
where the unitary irreducible representations of A and B are known. The group A×B
is abelian and therefore its irreducible representations are one-dimensional. Moreover,
since by assumption they are complex, they operate in one complex dimension D ≈ C.
Let U(ξ, ω) be a unitary irreducible complex representation of the group A × B; the
parameters ξ and ω enumerate the elements of the groups A and B correspondingly,
and they are either continuous or discrete depending on the groups A and B, them
being either continuous or finite. Then U(ξ, ω) will have the form
U(ξ, ω) = u(ξ, ω)I, (7.3)
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where I denotes the identity operator in one complex dimension. Let ξ take a specific
value ξ = ξo. Then the complex number of modulus one u(ξ, ω) takes the form
u(ξo, ω) = α(ξo)uB(ω), (7.4)
where α(ξo) is a complex number of modulus one which is a function of the specific
choice ξ = ξo we made, and uB(ω) is a representation (unitary, irreducible) of the
group B. We repeat the same argument with ω now. So, let ω take a specific value
ω = ωo. Then u(ξ, ω) equals to
u(ξ, ωo) = uA(ξ)β(ωo), (7.5)
where, β(ωo) is a complex number of modulus one which is a function of the specific
choice ω = ωo we made, and uA(ξ) is a representation (unitary, irreducible) of the
group A. When ξ = ξo and ω = ωo the right hand side of Eqs. (7.4) and (7.5) are
identical and therefore we obtain
u(ξo, ωo) = uA(ξo)uB(ωo). (7.6)
Consequently, all the unitary irreducibles u(ξ, ω) of the direct product A×B have the
form
u(ξ, ω) = uA(ξ)uB(ω). (7.7)
It is equation (7.7) which was used in (7.2) to determine the unitary irreducibles of the
non−cyclic little groups.
2. We now proceed to give the information cited in 2. Although a G−quasi−invariant
measure is all what is needed, a G−invariant measure will be provided in all cases.
01. The orbit 01 is homeomorphic to 01 ≈ (SL(2, R)×SL(2, R))/C, where the group
C is either cyclic or is the direct product of two cyclic groups. The coset space (SL(2, R)×
SL(2, R))/C is the space of orbits of the right action RC
RC : SL(2, R)× SL(2, R) −→ SL(2, R)× SL(2, R)
RC((g, h)) := (g, h)c (7.8)
of C on SL(2, R) × SL(2, R), where (g, h) ∈ SL(2, R) × SL(2, R) and c ∈ C. Since
the group C is finite and since the action (7.8) is fixed point free the coset space
(SL(2, R)× SL(2, R))/C inherits the measure of SL(2, R)× SL(2, R).
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This completes the necessary information in order to construct representations of HB
induced from finite little groups. The two remarks made at the Discussion of [18] are also
relevant here.
8 Discussion
By using Propositions 14 and 16 one could try to give more concrete results than those of
Proposition 6. The hope is that “nice looking” connected elementary regions, as opposed
to those described in Proposition 6, can be found for the finite actual little groups. It
turns out that this is not such an easy task. To illustrate the difficulty involved, we firstly
consider the cyclic finite actual little groups. If C is one of them, then, C = CN1 × CN2 ,
where, according to Proposition 14, the relatively prime numbers N1 and N2 can be
chosen as follows
N1 =
ν∏
i=1
pkii ×
ν+χ+τ∏
i=ν+χ+1
pkii and N2 =
ν+χ∏
i=ν+1
pkii ×
ν+χ+τ+ψ∏
i=ν+χ+τ+1
pkii ,
where one of the primes p1, p2, ..., pν is the number 2 and the ranges of the exponents
ki are given in Proposition 14. One can prove that an elementary region for the group
CN1 is given by EN1 = {(ρ, σ) ∈ P1(R)×P1(R) | 0 ≤ ρ < 2π, 0 ≤ σ < 2π/(N1/2)} and
an elementary region for the group CN2 is given by EN2 = {(ρ, σ) ∈ P1(R)×P1(R) | 0 ≤
ρ < 2π/N2, 0 ≤ σ < 2π}. One is tempted to conjecture that an elementary region for
the cyclic group C is given by the intersection EN1 ∩ EN2 . It turns out that this is
wrong. In specific cases one can easily construct counterexamples where EN1 ∩ EN2 is
not an elementary domain for the C−action. To illustrate the subtlety of the problem a
few more remarks are here in order. The definition of elementary domain which is given
in section 2 is equivalent to the following one: (Def 2) Let M be any topological space,
and let G be any finite group which acts on M from the right. An elementary domain
for the given action is an open subset E ⊂ M such that every G−orbit intersects E
at only one point. In turn this last definition is equivalent to the following one: (Def 3)
Let M be any topological space, and let G be any finite group which acts on M from
the right. An elementary domain for the given action is an open subset E ⊂ M which
satisfies: ∀x ∈ E, xg ∈ E ⇒ g = I, where I denotes the identity element of the
group G. In our problem, it can be proved that the area E = EN1 ∩ EN2 satisfies the
following
Eg = E ⇒ g = I. (8.1)
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Now, one can show that Def 3 implies Eq. (8.1). But Eq. (8.1) does not imply Def 3, and
in fact, as we have already said the region E = EN1 ∩EN2 is not an elementary region for
the C−action on P. Similar problems are encountered when one tries to find elementary
regions for the finite actual little groups with two generators.
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