Abstract. Under assumptions about complete intersection, we prove that Cole¤-Herrera type currents satisfy a robust calculus in the sense that natural regularizations of such currents can be multiplied to yield regularizations of the Cole¤-Herrera product of the currents.
Introduction
Let f E 0 be a holomorphic function defined on the unit ball B H C n . Then 1=f exists as a principal value distribution, or rather as a ð0; 0Þ-current, on B, i.e., lim e!0 þ Ð fj f j>eg j=f exists for j A D n; n ðBÞ and defines a continuous functional on D n; n ðBÞ. This was first proved by Herrera-Lieberman, [17] , using Hironaka's theorem on resolution of singularities. In fact, by Hironaka's theorem one may assume that f is a monomial and then it is possible to compute the limit by hand using Taylor expansions or integrations by parts. The proof also shows that one may take the limit of integrals over fjf f j > eg, wheref f E 0 is any holomorphic function such thatf f À1 ð0Þ M f À1 ð0Þ. The current 1=f is obviously closely related to division problems; if h is holomorphic then h=f is at least a current, and it is holomorphic if and only if it is q-closed, i.e., if and only if 0 ¼ qðh=f Þ ¼ hqð1=f Þ. Hence, h is in the ideal h f i generated by f if and only if h annihilates the current qð1=f Þ. This current clearly has support on Z f ¼ f À1 ð0Þ and it is related to Lelong's integration current ½Z f , see [20] , by the Poincaré-Lelong formula: 2pi½Z f ¼ qð1=f Þ5df . The current qð1=f Þ is called the residue current associated to f and it is thus an analytic object that describes the algebraicgeometric object h f i. Now, let V be a pure n-dimensional analytic subset of a complex N-dimensional manifold X and let f : X ! C be a holomorphic function such that V n f À1 ð0Þ is a dense exists for j A D n; n ðX Þ and holomorphicf f withf f À1 ð0Þ M f À1 ð0Þ and yields a well defined current denoted ð1=f Þ½V . The existence of this limit follows from the case V ¼ B by Hironaka's theorem. A sheaf of currents on X supported on V is then obtained by applying holomorphic di¤erential operators to such currents. This sheaf is (equivalent to) the sheaf CH V ½ÃS, see Definition 3, and it is this kind of currents we will consider in this paper. The kernel of q in CH V ½ÃS is denoted CH V and is actually su‰ciently ample to represent moderate cohomology in the sense that CH V F H P ½V ðO X Þ, see [14] ; here P ¼ N À n is the codimension of V . The notation CH refers to Cole¤-Herrera type currents.
Let us return to the case V ¼ B H C n and consider a holomorphic mapping f ¼ ð f 1 ; . . . ; f p Þ : B ! C p . To find a current that describes the ideal h f i generated by f 1 ; . . . ; f p it is tempting to try to define the product qð1=f 1 Þ5Á Á Á5qð1=f p Þ. If f defines a complete intersection, i.e., if f À1 ð0Þ has codimension p, it is possible to give a well defined meaning to this product. This was first done by Cole¤-Herrera, [13] , as follows. Let j A D n; nÀp ðBÞ and put Cole¤-Herrera proved that the limit of I j f ðeÞ as e ! 0 along any ''admissible path'' exists and defines a current of bidegree ð0; pÞ, denoted qð1=f 1 Þ5Á Á Á5qð1=f p Þ or R f for short. They also proved that this current is alternating with respect to the ordering of the tuple f . Admissible path here means that e ! 0 along a path in the first orthant such that e j =e k jÀ1 ! 0 for j ¼ 2; . . . ; p and all k A N. It was later proved independently by Dickenstein-Sessa, [14] , and Passare, [21] , that R f indeed describes the ideal h f i in the sense that its annihilator ideal precisely equals h f i. We remark that even if f does not define a complete intersection, the limit of I j f ðeÞ along an admissible path exists but does not yield a well defined current associated to f as one easily sees from the simple case f 1 ¼ z 2 , f 2 ¼ zw. Currents describing general ideals have recently been defined by AnderssonWulcan, [6] ; see also Section 6 below.
From now on we stick to the (generic) case that f defines a complete intersection. The first question raised by Cole¤-Herrera in [13] is whether it is necessary to take limits along admissible paths or not. It turned out to be necessary; Passare-Tsikh, [24] , showed that if
does not have an unrestricted limit as e ! 0 (for all j). A generic family of examples with this property was later found by the first author; even examples with I j f ðeÞ ! y along certain paths are constructed, see, e.g., [12] ; see also Pavlova, [26] . However, our main theorem implies that the following mild average of I j f ðeÞ has an unrestricted limit. Let where w j A C y ð½0; yÞ, w j ð0Þ ¼ 0, and w j ðyÞ ¼ 1. We prove that I j f ðeÞ depends Hö lder continuously on e A ½0; yÞ p and tends to the Cole¤-Herrera product R f as e ! 0. Theorem 1. Let X be a complex N-dimensional manifold, V L X an analytic subset of pure dimension n, and f ¼ ð f 1 ; . . . ; f q Þ : X ! C q a holomorphic mapping such that ð f 1 ; . . . ; f p ; f j Þ locally defines a complete intersection on V for p þ 1 e j e q. Let also w j , 1 e j e q, be smooth on ½0; y, vanish to order l j at 0 and w j ðyÞ ¼ 1. Then for any m A CH V and j A D N; nÀp ðX Þ we have
where w e j ¼ w j ðj f j j 2 =e j Þ, and M and o j are positive constants that only depend on f and SuppðjÞ, while the positive constant C also might depend on the C M -norm of the w j -functions.
and let the w j be smooth regularizations of the characteristic function of ½1; yÞ; by this we mean that w j is a smooth increasing function on ½0; yÞ that is 0 close to 0 and 1 close to y. The theorem implies that the smooth form
converges unrestrictedly to the mixed residue and principal value current
introduced by Cole¤-Herrera, [13] , and Passare, [22] . It is proved in [22] that if e j ¼ d s j and
If e ! 0 in this way for a fixed s outside all the H a we say that e ! 0 inside a Passare sector. Our result is thus a sharpening and a generalization of Passare's result and shows that there is a robust calculus for Cole¤-Herrera type currents. In particular, we have the appealing formula
which follows by taking w j ðtÞ ¼ t=ðt þ 1Þ.
For completeness and future reference we also discuss a related but di¤erent approach to the Cole¤-Herrera product, R f . It is based on analytic continuation of currents, a technique with roots in the works of Atiyah, [8] , and Gelfand-Shilov, [16] . In the context of residue currents, it has been developed by several authors, e.g., Barlet-Maire, [9] , Yger, [29] , Passare-Tsikh, [23] , Berenstein-Gay-Yger, [11] , and by the second author in the recent paper [28] . Computing the Mellin transform of the integral in (1) (considered as a function of e) one obtains
if Re l g 1. One can show, either by using a Bernstein-Sato functional equation or by computing directly in a resolution of V where f À1 ð0Þ has normal crossings, that (4) (as a function of l) has a meromorphic continuation to all of C and that its poles are contained in an arithmetic progression fÀs À Ng, s A Q þ . It is thus analytic in a neighborhood of the origin, and moreover, its value there defines the action of a current. This current is the current ð1=f Þ½V , as one easily shows in a resolution.
The Cole¤-Herrera-Passare current (3) can be obtained in a similar manner; consider the function
where f defines a complete intersection on X and Re l j g 1. One can similarly show that it has a meromorphic extension to C q . It was recently showed by the second author in [28] that it actually is analytic in a neighborhood of T j fRe l j f 0g. By results of
Yger, it was known before that the restriction of (5) to any complex line of the form fl ¼ ðt 1 z; . . . ; t q zÞ; z A Cg, t j A R þ , has an analytic continuation to a neighborhood containing the origin and that the value there equals (3). Moreover, it was also known that if q ¼ 2, then (5) has an analytic continuation to a neighborhood of the origin in C 2 ; see, e.g., [10] , [11] for proofs. Even though not explicitly stated in [28] , we remark that it follows from the proof that one may replace X in (5) by a pure dimensional analytic subset V of X and still have analyticity in a neighborhood of the origin. This paper is organized as follows. In the next section we consider the case of three functions since it illustrates the main di‰culties of our proof. In Section 3 we review the necessary background about Cole¤-Herrera currents. Section 4 contains the key proposition needed to prove Theorem 1. The proof of the key proposition relies on Lemma 9 in Subsection 4.1. It is a Whitney type division lemma for the pullback of an anti-holomorphic form through a modification and it enables us to use our assumption about complete intersection. In Section 5 we give an application of Theorem 1 to non-characteristic restrictions of Cole¤-Herrera products. Finally, in Section 6 we use the key proposition to prove Theorem 1 and we also mention some generalizations.
We conclude the introduction with the simple but useful observation that expressions like wðj f j 2 =eÞ=f l essentially are invariant under holomorphic di¤erential operators. More precisely, if w A C y ð½0; yÞ and vanish to order l at 0, then
wherew wðtÞ ¼ tw 0 ðtÞ À lwðtÞ is smooth on ½0; y, vanishes to order l þ 1 at 0, and w wðyÞ ¼ ÀlwðyÞ.
The case of three functions
We first note that I j f ðeÞ might be discontinuous already when f ¼ ð f 1 ; f 2 Þ consists of two functions as the Passare-Tsikh example shows. The technical reason is the presence of charts of resonance, i.e., charts on the resolution manifold where it is not possible to choose coordinates so that the pullback of both f 1 and f 2 are monomials. To deal with the charts of resonance the smoothness of the w-functions has to be used; we refer to [27] for the details. In the case of three functions a new di‰culty arises; it is no longer a local problem on the resolution manifold to prove that
has an unrestricted limit. We illustrate this by considering a simple example; the example of [28] , Section 3. We let f 1 ¼ z 1 , f 2 ¼ z 2 , and f 3 ¼ z 3 in C 3 . Then, obviously, (7) has an unrestricted limit for all ð3; 1Þ-test forms j in C 3 . Now, we let j ¼ f dz5dz 3 , where f is a test function, we blow up C 3 along the z 3 -axis, and we compute (7) on the blow-up. The blow-up has two standard charts, one of which is given by ðw 1 ; w 2 ; w 3 Þ 7 ! ðw 1 ; w 1 w 2 ; w 3 Þ ¼ ðz 1 ; z 2 ; z 3 Þ. Let us consider the contribution, m j ðeÞ, to (7) 
which clearly is non-zero for certain choices of f. Both the charts on the blow-up therefore have to be considered in order to see that (7) has an unrestricted limit.
In general, however, what can be showed in each chart separately is that
for positive constants C and o that do not depend on e 1 , e 2 , see Proposition 8 below. To see that (7) has an unrestricted limit it is therefore enough to show that
has an unrestricted limit. But now we have only two parameters and, moreover, on the right-hand side there is only q in front of one of the parameter depending factors. With an appropriate induction hypothesis and the result of Proposition 8 one can then conclude that (7) has an unrestricted limit; see Section 6 for details.
Cole¤-Herrera currents
In this section we review the facts we will need about Cole¤-Herrera type currents. The results are well-known but for the reader's convenience we supply detailed proofs. Let X be a complex N-dimensional manifold and let V L X be a reduced subvariety of pure dimension n. Put P ¼ N À n and let J V be the ideal (sheaf) generated by V . A (possibly singular) hypersurface S H X is called V -polar if V nS is a dense subset of V reg . Recall from the introduction, cf. (1) , that if h A OðX Þ and h À1 ð0Þ is V -polar, then the principal value current ð1=hÞ½V exists. It is often convenient to use the technique of analytic continuation when working with this current; recall from the introduction that ifh h is any holomorphic function such thath h À1 ð0Þ is V -polar and contains h À1 ð0Þ, then
The next lemma shows, in particular, that this kind of currents has the Standard Extension Property; a current m has the Standard Extension Property with respect to a pure dimensional analytic set V if for any holomorphic function g such that V ng À1 ð0Þ is dense in V we have lim Lemma 2. Let h; f A OðX Þ and assume that h À1 ð0Þ is V -polar and that V n f À1 ð0Þ is dense in V . If w is a bounded function on ½0; y that is identically 0 close to 0 and continuous at y, then
Proof. By Hironaka's theorem one may assume that V is an n-dimensional manifold and that fh Á f ¼ 0g has normal crossings. Locally one can then choose coordinates x such that f ¼ x a and h ¼ vx b , where v is an invertible holomorphic function. Letting j ¼ f dx5dx we thus see that w=ð f l hÞ½V :j is a finite sum of terms like
By [27] , Lemma 6, we can write
is independent of at least some coordinate x j . Using this, and changing to polar coordinates, one readily checks that the first sum on the right-hand side does not contribute to the integral (8) . Substituting the second sum into (8) the singularity of the integrand vanishes and one may put l ¼ 0 and let e ! 0 þ to obtain Computing À 1=ð f l hÞ Á ½V :j in the same way, using the same desingularization and choice of coordinates one easily checks that this last integral is what one gets (in the x-chart). r Let Q be a holomorphic di¤erential operator in X and put m ¼ ð1=hÞ½V . It is clear that J V Á QðmÞ ¼ 0 and that Supp À qQðmÞ Á L h À1 ð0Þ. Moreover, from the lemma it follows that QðmÞ has the Standard Extension Property. In fact, let f f ¼ 0g be a hypersurface in X such that V nf f ¼ 0g is dense in V , let w be a smooth regularization of the characteristic function of ½1; yÞ, and put w e ¼ wðj f j 2 =eÞ. Then a simple computation shows that
where Q j are certain di¤erential operators and w e j ¼ w j ðj f j 2 =eÞ with w j smooth on ½0; y and w j ðyÞ ¼ 0; cf. (6) . From the lemma it then follows that w e Á QðmÞ ! QðmÞ.
With these facts in mind we define the Cole¤-Herrera currents on V , CH V , and the Cole¤-Herrera currents on V with pole along S, CH V ½ÃS, for hypersurfaces S L X such that V nS is dense in V .
Definition 3 (The sheaves CH
If m satisfies (1), (2) , and SuppðqmÞ L S, then we say that m is a section of CH V ½ÃS over U.
We have the following local representation of Dolbeault-Lelong type of currents in CH V , and consequently of currents in CH V ½ÃS; see below. The slick proof is taken from [2] . Proposition 4. Let X be a neighborhood of the closure of the unit ball B H C N and let m A CH V . In B, there is a holomorphic di¤erential operator Q, a holomorphic n-form Q, and a holomorphic function h with V -polar zero set, such that m:ðj5dzÞ ¼ lim
Proof. Let y A V and assume that we have local coordinates 
close to y, where the sum ranges over a with jaj less than or equal to the order, M, of m on B. Given the claim, the proposition easily follows for test forms with support close to y. In fact, by the Poincaré-Lelong formula, we may take ðÀ1Þ nP P a¼ða 0 ; 0Þ a a ðw 00 Þq a as the di¤erential operator, let Q ¼ dw 00 , and h ¼ 1. To prove the claim, we note that it su‰ces to check it for test forms f d w 00 5dw by the observation in the beginning of the proof. We write f as a Taylor sum
Noting that jw 0 j Mþ1 m ¼ 0 and that J V Á m ¼ 0, by (2) in Definition 3, the claim now follows from the definition of the a a and a simple computation.
To obtain global Q, Q, and h we proceed as follows. is a holomorphic di¤erential operator in B if k is large enough; recall that jajeM. For large enough l we then define the holomorphic di¤erential operator Q by QðfÞ ¼h h l Q 0 ðf=h hÞ. Letting h ¼h h kþl and Q ¼ dz 00 , the formula (10) then follows from (11) if j has support outside fh ¼ 0g. But both m and the current defined by the right-hand side of (10) has the Standard Extension Property, by (1) in Definition 3 and the comment after the proof of Lemma 2 respectively, and so the proposition follows. r This proposition makes it possible to divide Cole¤-Herrera currents by holomorphic functions. Let m A CH V and let f be a holomorphic function such that V n f À1 ð0Þ is dense in V . Given a local representation (10) of m we put
It is clear that ð1=f Þm A CH V ½Ãf À1 ð0Þ. On the other hand, if g A CH V ½Ãf À1 ð0Þ, then (at least locally) for some large k we have t ¼ f k g A CH V . Thus, g ¼ ð1=f k Þt for some t A CH V . It follows that we have representations (10) also for currents g A CH V ½ÃS if V nS is dense in V and that ð1=f Þg is defined. From Lemma 2 and the technique of its proof it follows that
cf. also (9).
Proposition 5. Let S L X be a hypersurface such that V nS is dense in V . Then
Remark 6. This mapping actually fits into a long exact sequence, see, e.g., [12] . In particular, if S is V -polar, then Proof. We will start by indicating how to prove the following Claim. Let f , g, h be holomorphic functions such that h À1 ð0Þ is V -polar and V n f À1 ð0Þ is dense in V . Then
½V has an analytic continuation as a current; ð14Þ
if w A C y ð½0; yÞ and vanishes both close to 0 and y. Moreover, if ð f ; gÞ defines a complete intersection on V and w is a smooth regularization of the characteristic function of ½1; yÞ then
To prove (14) , one computes in a resolution p : V ! V such that fp Ã f Á p Ã h ¼ 0g has normal crossings in the manifold V and one chooses, preferably, local coordinates, x, such that p Ã h ¼ x b and p Ã f ¼ ux a , where u is holomorphic and invertible. To prove (15) and (17) one proceeds similarly; one first computes ðqj f j 2l =f l Þ5ð1=hÞ½V j l¼0 in a resolution
Then it is not too hard to verify (15) and (17) . It is a bit more delicate to prove (16) since the assumption about complete intersection has to be used properly. Let j be an ðn; n À 1Þ-test form in the base space X . On a resolution manifold V as the one above, one chooses an atlas of local coordinates with the properties stated above, and moreover, so that p
The trick is now to show that ðqj f j 2l =f l Þ5ð1=hÞ½V :jj l¼0 equals P
It is now easy to prove the proposition. Let m A CH V ½ÃS; it is a local problem to show that qm A CH V XS . Choose a holomorphic function f and a t A CH V such that S ¼ f À1 ð0Þ and m ¼ ð1=f Þt. From (13) we have m ¼ ðj f j 2l =f Þtj l¼0 , and for Re l g 1 we have
From (14), the last expression also has an analytic continuation, and so qm ¼ ðqj f j 2l =f Þtj l¼0 . Using a representation (10) of t and (14) and (17) one easily sees that gqm ¼ 0 if g A J V XS (recall that S ¼ f À1 ð0Þ). Similarly, if t is represented by (10) it follows from (14), (15) , and (16) that wðjgj 2 =eÞqm ! qm, as e ! 0 þ ; i.e., that qm has the Standard Extension Property. r Definition 7. Let m A CH V ½ÃS and let f be a holomorphic function such that V n f À1 ð0Þ is dense in V and V X Sn f À1 ð0Þ is dense in V X S. We define qð1=f Þ5m by
That this definition makes sense follows from Proposition 5. It is intuitively clear that qð1=f Þ5m A CH V X f À1 ð0Þ ½ÃS but it is not immediate from the definition. However, letting m ¼ ð1=gÞt, where t A CH V and g À1 ð0Þ ¼ S, we get from Proposition 8 that
where w is a smooth regularization of the characteristic function of ½1; yÞ. Thus, À qwðj f j 2 =e 1 Þ=f Á 5 À wðjgj 2 =e 2 Þ Á t converges unrestrictedly to qð1=f Þ5m. First letting e 2 ! 0 and then letting e 1 ! 0 we then see that qð1=f Þ5m ¼ ð1=gÞq
If m A CH V and f ¼ ð f 1 ; . . . ; f q Þ : X ! C q is holomorphic such that ð f 1 ; . . . ; f p ; f j Þ defines a complete intersection on V for p þ 1 e j e q we have thus given a meaning to
It follows from Theorem 1 that this product, apart from being alternating in f 1 ; . . . ; f p as it should, is independent of the ordering of the tuple f and, moreover, that it coincides with the definition of Cole¤-Herrera and Passare.
The key proposition
In this section we prove the key proposition needed to prove our main theorem. The proof of the proposition relies on a Whitney type division lemma for the pullback of an anti-holomorphic form through a modification. This lemma appears also in [28] .
Throughout this section our considerations are local; X ¼ B is the unit ball in C N and V is an analytic set of pure dimension n (and codimension P ¼ N À n) defined in a neighborhood of B.
Proposition 8. Let V L B be an analytic set of pure dimension n, S H B a V -polar set, and f ¼ ð f 1 ; . . . ; f q Þ : B ! C q a holomorphic mapping such that ð f 1 ; . . . ; f p ; f j Þ defines a complete intersection on V for all j ¼ p þ 1; . . . ; q. Let also w j , 1 e j e q, be smooth on ½0; y and vanish to order l j at 0. Then for any m A CH V ½ÃS and j A D 0; nÀp ðBÞ we have where w e j ¼ w j ðj f j j 2 =e j Þ, M and o q are positive constants that only depend on f and SuppðjÞ, while the positive constant C also might depend on the C M -norm of the w j -functions.
Proof. We fix a representation (10) of m (or rather its ''analytic continuation counterpart'') and write Since expressions like w e =f l essentially are invariant under holomorphic di¤erential operators, cf. (6), and since q commutes with such operators, the right-hand side of (19) is, by Leibniz' rule, a finite sum of integrals of the same kind but with the holomorphic di¤eren-tial operator Q omitted. We can therefore ignore Q in the computations below. By Hironaka's theorem, e.g., formulated as in [18] and [8] , one can find, first an n-dimensional complex manifoldṼ V and a proper holomorphic map p 1 :Ṽ V ! V that defines a biholomorphism outside V sing , and then (at least locally onṼ V ) a further ndimensional complex manifold V and a proper holomorphic map p 2 :
has normal crossings and p 2 is a biholomorphism outside Z . Put p ¼ p 1 p 2 and denote the pullback under p byÁÁ, e.g.,ĥ h ¼ p Ã h. We choose a (su‰-ciently fine) finite partition of unity fr j g on Suppðĵ jÞ and local charts on the Suppðr j Þ such thatĥ h;f f 1 ; . . . ;f f q are monomials times invertible holomorphic functions. The right-hand side of (19) (recall that we may ignore Q) is therefore equal to 
Moreover, we may assume that j is of the form j I dz I , jI j ¼ n À p, and so we can writê j j ¼ h Á f 1 , where h ¼ĵ j I A D 0; 0 ðV Þ and f 1 ¼ b dz dz I is an anti-holomorphic n À p-form on V . We now consider one term of (20), we drop the subscript i from r i , and we put f 2 :¼ hQ Qr. In a neighborhood of SuppðrÞ we have local coordinates x such that f f j ¼ u j x að jÞ , where u j are invertible and holomorphic. We let m be the number of vectors in a maximal linearly independent subset of fað1Þ; . . . ; aðpÞg, and we assume for notational convenience that að1Þ; . . . ; aðmÞ are linearly independent. As in [22] , p. 46, we can define new coordinates, still denoted x, so that u 1 ¼ Á Á Á ¼ u m ¼ 1. For m þ 1 e j e p we write qw e j ¼w w e j Á ðdx að jÞ =x að jÞ þ du j =u j Þ, wherew w j ðtÞ ¼ tw 0 j ðtÞ is smooth on ½0; y, vanishes to order l j at 0, and maps y to 0. We will omit the tildes in the computations below, and hence, with abuse of notation, the term of (20) 
From exterior algebra it follows that dx að1Þ 5Á Á Á5dx aðmÞ 5dx að jÞ ¼ 0 if m þ 1 e j e p since að1Þ; . . . ; aðmÞ; að jÞ are linearly dependent. Thus, since qw e 1 5Á Á Á5qw e m is proportional to dx að1Þ 5Á Á Á5dx aðmÞ , we may erase the factors dx að jÞ =x að jÞ , m þ 1 e j e p from (21) . We now let K be the set of indices i such that x i divides some x að jÞ with p þ 1 e j e q and we apply Lemma 9 with data K and dz I . We find that we may replace du mþ1 5Á Á Á5du p 5f 1 by an anti-holomorphic form x ¼ P jJj¼nÀm x J dx J , which has the property that each x J is divisible by all x i , i A K, without a¤ecting the integral (21) . We may of course assume that x consists of one term only, and for notational convenience we assume that x ¼ x 0 dx mþ1 5Á Á Á5dx n . We assume, also for simplicity, that Knfm þ 1; . . . ; ng ¼ fk þ 1; . . . ; mg so that x 0 may be written x kþ1 Á Á Á x m x 00 ¼: x (23) into (22) we thus obtain finitely many integrals of the type
where c dx ¼ x 00 f 2 =ðvu
Note that c has compact support, and, perhaps after scaling, we may assume it has support in the unit polydisc D.
We now introduce the smoothing parameters
and we put
Cðl; x; t kþ1 ; . . .
The function Cðl; x; tÞ is smooth on C Â C n Â ½0; y qÀk and by [27] , Lemma 6, it has the Taylor-like expansion
When doing this expansion we consider t ¼ ðt kþ1 ; . . . ; t q Þ as independent real variables and l as a parameter. If K þ L < la þ b À 1, the function C K; L ðl; x; tÞ is independent of at least some coordinate x j and, moreover, we have the following explicit expression for the ''remainder'' part of the expansion:
qy laþbÀ1 Cðl; y 1 x 1 ; . . . ; y n x n ; tÞ dy:
If we evaluate the smoothing parameters, i.e., let t j ¼ jx að jÞ j 2 =e j , we have that jvj 2l w e kþ1 Á Á Á w e q c ¼ Cðl; x; tÞ and we can substitute the decomposition (25) of C into (24) . By changing to polar coordinates and using that C K; L ðl; x; tÞ is independent of some x j if K þ L < la þ b À 1 it is not very hard to see that the first part of the expansion (25) does not contribute; see [22] , p. 47, 48, for details. In polar coordinates, the integral (24) t j ¼ r 2að jÞ =e j for j ¼ k þ 1; . . . ; q; and c n; k ¼ ðÀ1Þ
Since the singularity has disappeared it is innocuous to put l ¼ 0 in (27) and from now on we omit all occurrences of l. We here also note the following properties of the function Jðr; tÞ ¼ Jð0; r; tÞ:
(a) Jðr; tÞ is bounded on ½0; 1 n Â ½0; y qÀk .
(b) If some t j < d for some k þ 1 e j e q then jJðr; tÞj e Cd.
(c) If t j > 1=d for some k þ 1 e j e p then jJðr; tÞj e Cd.
(d) jJðr; t kþ1 ; . . . ; t qÀ1 ; t q Þ À Jðr; t kþ1 ; . . . ; t qÀ1 ; yÞj e Ckck jlaþbÀ1j =t q ; t q f 1; Ckck jlaþbÀ1j ; t q e 1:
& Property (a) follows easily from formula (26) and the definition of Cðx; tÞ ¼ Cð0; x; tÞ. Properties (b) and (c) follow by Taylor expanding t j 7 ! w j ðt j ju j j 2 Þ at 0 and y respectively in the definition of Cðx; tÞ. Property (d) follows by Taylor expanding t q 7 ! w j ðt q ju q j 2 Þ at y in the definition of Cðx; tÞ and inspection in the formula (26) . We note also that the con-jlaþbÀ1j -norm of w j if u j 3 1. Now, by Fubini's theorem we may write (27) and by property (a), the modulus of the inner integral can be estimated by a constant times Ð s A ½0;yÞ k jdw 1 ðs 1 Þ5Á Á Á5dw k ðs k Þj e C < y uniformly in all parameters. Thus, by Dominated Convergence, the study of possible limits of (27) , and hence of (19) , is reduced to the study of possible limits of the inner integral in (28) for fixed r 00 ¼ ðr kþ1 ; . . . ; r n Þ A ½0; 1 nÀk . We note here also that dw
. We may thus assume that A is invertible.
We want to estimate the di¤erence jI The last estimate follows from [27] , Lemmas 9 and 10, from which we also see that any o q < 1= À 2jaðqÞj Á works. To conclude the proof we just have to note that c depends continuously on j in C m -norm if m is su‰ciently large. r 4.1. The division lemma. We keep the notation from the proof of Proposition 8 so that V ! V L B is a modification, the pullback under this map is denoted byÁÁ, and x are local coordinates on V such thatf f j ¼ x að jÞ , 1 e j e m, andf f j ¼ u j x að jÞ , m þ 1 e j e q. We recall also that the set-up in the proof of Proposition 8 implies that the exterior product of V m 1 dx aðiÞ with any dx að jÞ , m þ 1 e j e p, is zero.
Lemma 9. Let K L f1; . . . ; ng be any set of indices i such that x i divides some x að jÞ with p þ 1 e j e q. If s is an anti-holomorphic n À p-form in B, then one can find, in the x-chart on V , an anti-holomorphic n À m-form x that depends continuously on s in any C k -norm and such that (i) dx j x j 5x is non-singular for all j A K, and
(ii) dx að1Þ 5Á Á Á5dx aðmÞ 5ðdu mþ1 5Á Á Á5du p 5ŝ s À xÞ ¼ 0.
Proof. Put C ¼ du mþ1 5Á Á Á5du p 5ŝ s and definẽ
where C i 1 ÁÁÁi l means that we pull C back to fx i 1 ¼ Á Á Á ¼ x i l ¼ 0g and extend trivially to C n (i.e., C i 1 ÁÁÁi l ¼ t Ã C, where t is the composition of the standard projection
A straightforward induction over jKj shows that x :¼ C Àx x satisfies (i); see, e.g., [28] . To see that x satisfies (ii), consider
. . . ; pg be the set of indices j such that no
Now, the variety fx i 1 ¼ Á Á Á ¼ x i l ¼ 0g lies in the zero set of all thef f j with j A f1; . . . ; pgnL by the definition of L, and moreover, it is contained in the zero set of (at least) somef f n with p þ 1 e n e q since the x i j are in K. Thus,
df j 5s has degree n À p þ jLj and so its pullback to this variety must vanish.
dðu j x að jÞ Þ5ŝ s has a vanishing pullback to
where the first term arises when no di¤erential hits x að jÞ , j A L 00 . Taking the exterior product with V j B L 00
We now multiply this equation with the exterior product of all dx að jÞ with j e m and j B L 0 . Then we get dx að1Þ 5Á Á Á5dx aðmÞ in front of the sum and this makes all terms under the summation sign disappear by the comment just before Lemma 9. It thus follows that
and since this holds everywhere we may remove the factor x T i A L 00 aðiÞ and conclude that x has the property (ii). r
Non-characteristic restrictions
Let W L R
k be an open set, let u A D 0 ðWÞ, and let M L W be a smooth submanifold. Let also N ðMÞ be the subbundle of T Ã ðWÞj M of covectors that annihilate TðMÞ. We say that M is non-characteristic for u if N ðMÞ X WF ðuÞ ¼ j, where WF ðuÞ is the wave front set of u. If M is non-characteristic for u, then there is a well defined ''restriction'', uj M , of u to M and moreover, if u e ! u is any smooth regularization of u and i : M ! W is the inclusion map, then i Ã u e ! uj M is a regularization of uj M ; see [19] , Chapter VIII.
Let m A CH V ðX Þ, where X L C n is a domain and V is a pure dimensional analytic subset. Then, since m generate a regular holonomic D X -module, [12] , it follows from a deep result of Andronikof, [7] , that WF ðmÞ ¼ WF A ðmÞ is a C Ã -conic complex Lagrangian subset of T Ã ðX Þ. Thus, by the Morse-Sard theorem, there are ''many'' non-characteristic hypersurfaces for m, e.g., in appropriate coordinates, x, centered at an arbitrary point in X , all H j; s ¼ fx j ¼ sg, s A C, 0 < jsj < 1, are non-characteristic for m. Now, let f ¼ ð f 1 ; . . . ; f p Þ be a holomorphic tuple defining a complete intersection in X and let R f ¼ qð1=f 1 Þ5Á Á Á5qð1=f p Þ be the Cole¤-Herrera product.
Theorem 10. Let Y L X be a complex submanifold that is non-characteristic for m and such that f 1 j Y ; . . . ; f p j Y define a complete intersection on Y . Then
i.e., the Cole¤-Herrera product commutes with non-characteristic restrictions.
Proof. This follows immediately from our main theorem since
where i : Y ! X is the inclusion. r Remark 11. To prove this theorem it is su‰cient to use Passare regularizations. In fact, one only has to ensure that e ! 0 inside Passare sectors for both of the tuples ð f 1 ; . . . ; f p Þ and ð f 1 j Y ; . . . ; f p j Y Þ.
We conclude this section with an application of Theorem 10. Formally computing the average of I j f ðtÞ (cf., the introduction)
one obtains
where m 0 ¼ ð1=f
. Another ''integration by parts'' and the induction hypothesis finally shows that this term can be estimated by
p Þ and we are done. r Finally we present some extensions of our main theorem. By going through the proof one verifies the following. Letf f ¼ ðf f 1 ; . . . ;f f q Þ be a holomorphic tuple such that ðf f 1 ; . . . ;f f p ;f f j Þ defines a complete intersection on V for all j ¼ p þ 1; . . . ; q and assume thatf f À1 ð0Þ M f À1 ð0Þ and that the w j vanish to infinite order at 0. We may then replace the w j ðj f j j 2 =e j Þ in Theorem 1 by w j ðjf f j j 2 =e j Þ with the same conclusion; the constants C, M, and o j are not a¤ected.
Let V be an analytic set of pure dimension n defined in a neighborhood of B H C N ; put codimðV Þ ¼ P ¼ N À n. In a slightly smaller neighborhood of B one can find a free resolution
of the sheaf O C n =J V ; the E j are trivial holomorphic vector bundles of ranks r j with r 0 ¼ 1 and the F j are r jÀ1 Â r j -matrices of functions holomorphic in a neighborhood of B. Let V j be the set of points z A B such that F j ðzÞ does not have optimal rank. These sets are analytic subsets of B that are independent of the choice of resolution of
and since V has pure dimension in our case, [15] , Corollary 20.14 implies that for j > P one has V j L V sing and codimðV j Þ f j þ 1. If k ¼ maxf j; V j 3 jg then one can find a new resolution with n ¼ k. Let us assume that (30) is such a minimal resolution. Let us also note that if V is defined by a complete intersection, then the Koszul complex provides a minimal resolution.
Given Hermitian metrics on the E j , Andersson-Wulcan, [6] , construct a current, R V , whose annihilator sheaf is J V . This current has the form
where the R V j are E j -valued ð0; jÞ-currents with support in V and with the Standard Extension Property with respect to V . For some recent applications of R V we refer to [3] and [4] .
If J V is Cohen-Macaulay then n ¼ P and R V ¼ R V P is q-closed, in fact, R V is then a tuple of CH V -currents. In general, R V is not q-closed but satisfies instead ' F R V ¼ 0, where ' F ¼ P j F j À q; in the case that (30) is the Koszul complex this is the '-operator referred to in Section 5.
Let f 1 ; . . . ; f q A OðBÞ and assume that for each l f P
Then one can define the product
by an iterative procedure similar to the one described in Section 3 and the product has the natural suggestive commutation properties, see the end of Section 2 in [5] . With our techniques one can prove Theorem 14. Let R V be the current in B described above and let ð f 1 ; . . . ; f q Þ be a tuple of holomorphic functions in B that satisfies (31). Then, with the notation and the hypothesis on the w-functions from Theorem 1, we have To prove this we need Proposition 8 with m replaced by R V j , j ¼ P; . . . ; n. Then Theorem 14 follows, e.g., by a double induction over p and q and using that we already know that the product (32) has nice commutation properties. In the induction steps one uses that the involved q-operators may be replaced by À' F -operators. , where a j is a HomðE jÀ1 ; E j Þ-valued ð0; 1Þ-form that is smooth outside V j and moreover has the property that in a suitable resolution p : V ! V , p Ã a j is a smooth ð0; 1Þ-form b j divided by a holomorphic monomial; again, see [4] , Proposition 2.1. Now, for simplicity, consider R V Pþ1 ¼ a Pþ1 5R V P and choose such a resolution p : V ! V that, apart from having the properties in the proof of Proposition 8, also is such that the preimage of V Pþ1 is a normal crossings divisor. The proof then goes through if we establish a somewhat more general division lemma, namely (see the proof of Proposition 8 for the notation):
One can replace C :¼ du mþ1 5Á Á Á5du p 5b Pþ1 5p Ã ðdz I Þ, jI j ¼ n À p À 1, by a smooth form x, without a¤ecting the integral (corresponding to (21)), such that ðdx i =x i Þ5x is C rsmooth for an appropriate large r and all i A K.
This can be achieved as follows. Put cf., the beginning of the proof of Lemma 9. One verifies by induction that x :¼ C À x 0 satisfies ðdx i =x i Þ5x A C r for all i A K. Moreover, using (31) for l ¼ P þ 1 and the technique of the proof of Lemma 9 one shows that qw e 1 5Á Á Á5qw e m 5x 0 ¼ 0 so that C may be replaced by x without a¤ecting the integral.
