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Abstract
In this work we study two methods to produce Be´zier approximations of
circular arcs. The first one uses a truncation of a series of functions, while
the second one is based on a discretization of a normal variation along a
curve. We analyze these methods in detail and prove their main properties
and results. We also present examples and an application of both methods
to produce offset curves.
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Introduccio´n
La circunferencia es uno de los objetos matema´ticos que ma´s han fascina-
do siempre a pensadores y cient´ıficos, debido a su simplicidad y perfeccio´n.
As´ı, Hera´clito de E´feso, filo´sofo griego del siglo sexto a.C. afirmaba que “en la
circunferencia, el comienzo y el fin coinciden”, mientras que el propio Johan-
nes Kepler, astro´nomo alema´n nacido a finales del siglo XVI, intento´ inicial-
mente ajustar las observaciones astrono´micas de Tycho Brahe a un modelo
de o´rbitas circulares, al considerar la circunferencia como la ma´s perfecta de
las trayectorias. No fue hasta que abandono´ esta idea, considerando o´rbitas
el´ıpticas, que pudo formular sus famosas leyes, llegando a afirmar que “si los
planetas son lugares imperfectos, ¿por que´ no han de serlo las o´rbitas de los
mismos?”.
Esta fascinacio´n por la forma circular puede observarse fa´cilmente tam-
bie´n en cuanto nos rodea. Adema´s, si preguntamos a cualquier persona, no
especialmente versada en matema´ticas, cua´l ser´ıa la primera curva que se
le ocurrir´ıa dibujar, podemos imaginar que su respuesta sera´, casi con total
seguridad, la circunferencia.
Sin embargo, nos encontramos con uno de los problemas recurrentes en la
Matema´tica: la posibilidad de trasladar la perfeccio´n de los objetos geome´tri-
cos abstractos al mundo natural y cotidiano. Es ma´s, concretando este pro-
blema, de profundas ra´ıces epistemolo´gicas, podemos formular una cuestio´n
realmente pra´ctica: ¿es posible utilizar directamente las curvas ideales de la
Matema´tica para el disen˜o y la produccio´n industrial? La respuesta, tal y
como aprendimos gracias a la asignatura optativa Geometr´ıa Aplicada, co-
rrespondiente al cuarto curso del Grado en Matema´ticas de la Universidad
de Sevilla, es, en general, negativa. De hecho, es preciso introducir diferentes
herramientas que nos permiten definir curvas de interpolacio´n y aproxima-
cio´n. Esto plantea un problema interesante: el disen˜o de me´todos para apro-
ximar curvas conocidas mediante herramientas del Modelado Geome´trico,
como pueden ser las llamadas curvas de Be´zier.
El objetivo de este trabajo es precisamente resolver el problema mencio-
nado para el caso de la circunferencia: aproximar arcos de circunferencias
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mediante curvas de Be´zier. Para ello, empezaremos introduciendo los con-
ceptos previos, de los que haremos uso a lo largo del mismo, en un cap´ıtulo
de Preliminares, que comenzaremos con unas breves resen˜as biogra´ficas de
Pierre Be´zier y Paul de Casteljau, creadores de las curvas en las que se apoya
este trabajo. En particular, fijaremos nuestra atencio´n en las curvas racio-
nales. En el segundo cap´ıtulo, presentaremos y desarrollaremos el me´todo
introducido por Y. J. Ahn, Y. S. Kim y Y. Shin en el art´ıculo de investiga-
cio´n [1]. Para ello, ha sido fundamental el ana´lisis detallado de los principales
resultados obtenidos por M. Floater en [7]. Se trata de un me´todo de comple-
jidad evidente, pero que presenta un resultado de gran valor: la posibilidad de
establecer una cota del error producido en la aproximacio´n para la distancia
de Hausdorff. Es ma´s, para el caso de los arcos circulares, podremos obtener
una expresio´n exacta para dicha distancia. Concluiremos este cap´ıtulo con
diferentes ejemplos y una aplicacio´n del me´todo al disen˜o de caracteres de
imprenta. De hecho, para ello analizaremos la aproximacio´n de una curva
paralela a otra dada, definida al sumar una cantidad constante a lo largo de
las normales de la curva inicial. Dado que la indicatriz de las normales de una
curva plana determina un arco circular, aplicaremos el me´todo mencionado
a dicho arco.
Pero, recientemente, los directores de este trabajo, junto con el Profesor
H. Ugail de la Universidad de Bradford (Reino Unido), han introducido en
[3] un nuevo me´todo, llamado aproximacio´n normal, para cualquier tipo de
curvas y superficies regulares. As´ı, en nuestro tercer cap´ıtulo expondremos
este me´todo, de gran simplicidad geome´trica, para el caso de curvas planas y,
ma´s concretamente, para la aproximacio´n de arcos circulares. Curiosamente,
aunque no se trata de un me´todo espec´ıfico sino general, mostraremos con
algu´n ejemplo que se alcanzan resultados au´n mejores que con el me´todo de
Ahn, Kim y Shin. Asimismo, aplicaremos la aproximacio´n normal a las curvas
paralelas, obteniendo de nuevo herramientas para el disen˜o de caracteres de
imprenta.
Los ejemplos presentados a lo largo de este trabajo han sido elaborados
en los correspondientes ficheros que se adjuntan en formato digital. Para
ello, hemos empleado el programa de ca´lculo simbo´lico MAPLE VI. Dichos
ficheros se detallara´n en el Ape´ndice Digital.
Concluiremos esta memoria con una lista de los materiales empleados en
su elaboracio´n.
No quisiera acabar esta Introduccio´n sin expresar mi agradecimiento a
mis directores del Trabajo de Fin de Grado, Alfonso Carriazo y M. Carmen
Ma´rquez, por su ayuda, paciencia y confianza, a mi familia y amigos, por sus
consejos, apoyos y en especial por dejar que en todo momento me expresase
libremente acerca del Trabajo aunque no este´n muy familiarizados con las
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matema´ticas. Por u´ltimo, quer´ıa agradecerle a ellas, las matema´ticas, por las
personas a las que me han acercado y los conocimientos que me han brindado,
porque me han hecho crecer tanto intelectual como personalmente y espero,
lo sigan haciendo.

Cap´ıtulo 1
Preliminares
En este cap´ıtulo se introducira´n conceptos que servira´n de base para la
comprensio´n de esta memoria. Comenzaremos con unas breves biograf´ıas de
Pierre Be´zier y Paul de Casteljau que fueron quienes desarrollaron indepen-
dientemente las curvas que se conocen actualmente como curvas de Be´zier y
en las cuales se apoya este trabajo. Para ma´s detalles consu´ltense [2] y [5].
Pierre Be´zier nacio´ en Par´ıs en 1910. Su padre era ingeniero y su madre
fue una persona muy interesada en la criptograf´ıa y el ana´lisis combinatorio.
Obtuvo el t´ıtulo de ingeniero meca´nico en la Escuela Nacional Superior de
Artes y Oficios y un an˜o despue´s el de ingeniero ele´ctrico en la Escuela Supe-
rior de Electricidad. Salio´ al mercado laboral en 1931 y dos an˜os ma´s tarde
entro´ en la casa Renault, llegando a la direccio´n general en 1960. Dedico´ mu-
cho tiempo a la ensen˜anza y sus trabajos, ma´s alla´ del sector del automo´vil,
resonar´ıan en toda la industria. Con la aparicio´n de los primeros ordenadores
hizo uso de la informa´tica para el disen˜o de carrocer´ıas. As´ı, en 1968 pre-
sento´ un prototipo del sistema Unisurf que fue uno de los primeros sistemas
de disen˜o geome´trico asistido por ordenador. Esta modelizacio´n matema´ti-
ca se apoya en las curvas que llevan su nombre y que protagonizan su tesis
de Doctorado en Matema´ticas que defendio´ en 1977. Finalmente, fallecio´ en
1999 siendo enterrado en Gallardon, Francia.
Paul de Casteljau nacio´ en 1930 en Besanc¸on, Francia. Estudio´ f´ısica y
matema´ticas y trabajo´ para la casa Citroe¨n, donde en 1959 desarrollo´ un
algoritmo conocido actualmente como algoritmo de De Casteljau con el que
se puede evaluar ca´lculos en una cierta familia de curvas polino´micas. Ma´s
adelante las curvas de esta familia ser´ıan conocidas ma´s popularmente por
Curvas de Be´zier, ya que fue el ingeniero quien las desarrollo´ unos an˜os ma´s
tarde de forma independiente a De Casteljau y fue quien publico´ sus traba-
jos, mientras que Casteljau mantuvo sus investigaciones como documentos
internos de la empresa.
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1.1. Conceptos previos
Comenzaremos definiendo dos de los conceptos que ma´s u´tiles nos sera´n
en esta memoria: los polinomios de Bernstein y las curvas de Be´zier [4].
Definicio´n 1.1.1 (Polinomios de Bernstein) Fijado n ∈ N, existen n+1
polinomios de Bernstein de grado n,
Bni (t) =
(
n
i
)
ti(1− t)n−i, 0 ≤ i ≤ n,
definidos generalmente para t ∈ [0, 1].
Una de las propiedades destacables de los polinomios de Bernstein es
que
∑n
i=0B
n
i (t) = 1 y adema´s forman una base del espacio vectorial de los
polinomios de grado menor o igual que n con coeficientes reales.
Definicio´n 1.1.2 (Curva de Be´zier) Llamamos curva de Be´zier simple o
de un tramo a la curva en forma parame´trica donde cada coordenada es
expresada como combinacio´n lineal de la base de Bernstein:
B(t) =
n∑
i=0
Bni (t)Pi, t ∈ [0, 1],
con Pi = (xi, yi) si es una curva en R2 o´ Pi = (xi, yi, zi) si es una curva en
R3. Los coeficientes Pi se denominan puntos de control de la curva de Be´zier
y la poligonal que forman estos puntos se conoce como pol´ıgono de control
de la curva de Be´zier.
Estas curvas cumplen algunas propiedades a tener en cuenta, como que
la curva esta´ contenida en la envolvente convexa del pol´ıgono de control,
es invariante bajo transformaciones afines, puede reparametrizarse mediante
una transformacio´n af´ın del intervalo, es sime´trica (es decir, si invertimos el
pol´ıgono de control la gra´fica de la curva es la misma so´lo que recorrida en
sentido inverso), interpola los puntos de control extremos siendo B(0) = P0,
B(1) = Pn, y es tangente al pol´ıgono de control en sus extremos, de modo
que B′(0) = n(P1 − P0) y B′(1) = n(Pn − Pn−1).
Ejemplo 1.1.3 Curva de Be´zier de 2o grado o cuadra´tica:
B(t) = B20(t)P0 +B
2
1(t)P1 +B
2
2(t)P2 = (1− t)2P0 + 2t(1− t)P1 + t2P2,
con t ∈ [0, 1].
En el trabajo daremos algunos ejemplos de curvas paralelas a otras, por
lo que pasaremos a definirlas.
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Definicio´n 1.1.4 (Curva paralela) Sea una curva α : [a, b] → R2, t 7→
α(t). Llamamos curva paralela a α a distancia d, a la curva β definida como
β : [a, b] −→ R2
t −→ β(t) = α(t) + dnα(t),
donde nα(t) es el vector normal unitario de α en el punto α(t).
Ma´s adelante compararemos una curva con su aproximacio´n polinomial,
cuya cota de error y error exacto vendra´n dados por la distancia de Hausdorff
entre ambas; definiremos por tanto este concepto.
Definicio´n 1.1.5 (Distancia de Hausdorff) Sean α y β dos curvas defi-
nidas en [0, 1]. Se llama distancia de Hausdorff entre α y β a
dH(α, β) = ma´x(d1(α, β), d2(α, β)), (1.1.1)
donde d1 y d2 son no sime´tricas, es decir, se miden so´lo en un sentido y esta´n
dadas por:
d1(α, β) = ma´x
t∈[0,1]
mı´n
s∈[0,1]
|α(s)− β(t)|
y
d2(α, β) = ma´x
s∈[0,1]
mı´n
t∈[0,1]
|α(s)− β(t)|.
Durante el trabajo usaremos tambie´n el concepto de coordenadas ba-
rice´ntricas. Estos sistemas de coordenadas son con frecuencia bastante u´tiles
y se usan extensivamente en el tratamiento de los tria´ngulos.
Definicio´n 1.1.6 (Coordenadas barice´ntricas) Dado un conjunto de pun-
tos en el plano o en el espacio, podemos definir un sistema de coordenadas
local respecto de esos puntos. Estos sistemas de coordenadas se denominan
coordenadas barice´ntricas.
Consideramos un conjunto de puntos P0, P1, . . . , Pn y el conjunto de todas
las combinaciones afines tomadas de estos puntos. Es decir, todos los puntos
P que se pueden escribir como
P = τ0P0 + τ1P1 + · · ·+ τnPn,
para unos τ0, . . . , τn ∈ R tales que τ0 + τ1 + · · ·+ τn = 1.
Las coordenadas (τ0, τ1, . . . , τn) se denominan coordenadas barice´ntricas de
P respecto de {P0, P1, . . . , Pn}.
Ofreceremos un par de ejemplos: un primer caso para un punto en una
recta y otro para un punto en el plano.
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Ejemplo 1.1.7 Punto en una recta:
Consideramos dos puntos P1 y P2 en el plano. Si τ1 y τ2 son escalares tales
que τ1 + τ2 = 1, entonces el punto P definido por
P = τ1P1 + τ2P2
es un punto de la recta que pasa por P1 y P2. Si 0 ≤ τ1, τ2 ≤ 1 entonces el
punto P esta´ en el segmento de recta que une P1 y P2. En la Figura 1.1 se
muestra un ejemplo de una recta y tres puntos P,Q,R. Estos puntos esta´n
generados usando los siguientes datos:
Consideramos los puntos P1 = (0, 0) y P2 = (2, 1), y se definen:
P : τ1 =
1
3
, τ2 =
2
3
.
Q : τ1 =
3
4
, τ2 =
1
4
.
R : τ1 =
4
3
, τ2 =
−1
3
.
Se observa que P y Q esta´n en el segmento P1P2, mientras que R no.
Figura 1.1: Coordenadas barice´ntricas en una recta.
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Ejemplo 1.1.8 Punto en el plano:
Consideramos tres puntos P1, P2, P3 no alineados en el plano. Si τ1, τ2, τ3 son
escalares tales que τ1 + τ2 + τ3 = 1, entonces el punto P definido por
P = τ1P1 + τ2P2 + τ3P3
es un punto del plano que contiene al tria´ngulo de ve´rtices P1, P2, P3. El
punto esta´ en el tria´ngulo 4P1P2P3 si 0 ≤ τ1, τ2, τ3 ≤ 1. Si alguno de los
τi es menor que cero o mayor que uno, entonces el punto P esta´ fuera del
tria´ngulo. Si uno de los τi es cero, reducimos al ejemplo anterior y notamos
que P esta´ en uno de los lados del tria´ngulo. En la Figura 1.2 se muestra
un ejemplo de un tria´ngulo con tres puntos P,Q,R. Estos puntos se calculan
utilizando los siguientes datos:
Consideramos los puntos P1 = (0, 1/2), P2 = (2, 3) y P3 = (3, 0), y se definen:
P : τ1 =
1
4
, τ2 =
1
4
, τ3 =
1
2
.
Q : τ1 =
1
2
, τ2 =
3
4
, τ3 =
−1
4
.
R : τ1 = 0, τ2 =
3
4
, τ3 =
1
4
.
Obse´rvese que P,R esta´n en el tria´ngulo 4P1P2P3 mientras que Q no.
Figura 1.2: Coordenadas barice´ntricas en el plano.
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1.2. Curvas racionales
Teniendo en cuenta que las curvas de Be´zier racionales son parte impor-
tante de esta memoria, dedicaremos esta seccio´n a describirlas y daremos
algunas propiedades. Adema´s veremos co´mo para n = 2 ayudan a la descrip-
cio´n de arcos de circunferencias, al contrario que las curvas de Be´zier simples,
que so´lo representan arcos de para´bolas [4], [6].
Definicio´n 1.2.1 (Curva de Be´zier racional) Se define una curva de Be´zier
racional de grado n como
h(t) =
ω0B
n
0 (t)P0 + · · ·+ ωnBnn(t)Pn
ω0Bn0 (t) + · · ·+ ωnBnn(t)
, t ∈ [0, 1],
donde los ωi ∈ R se denominan pesos y los Pi ∈ R2 o´ R3 son los puntos de
control, que forman el pol´ıgono de control.
Para una mejor interpretacio´n de esta definicio´n veamos que las curvas de
Be´zier racionales en el plano af´ın son una proyeccio´n de una curva de Be´zier
simple en el espacio proyectivo.
Consideremos una curva polino´mica, h(t) = (h0(t), h1(t), h2(t)), t ∈ [0, 1],
en R3 y que no pase por el origen. Sabemos que la podemos ver como repre-
sentante de una curva en el plano proyectivo, que se proyecta sobre el plano
af´ın con una parametrizacio´n h(t) = (h1(t)/h0(t), h2(t)/h0(t)). As´ı pues, a
partir de una curva parame´trica polino´mica en el espacio, hemos obtenido
una parametrizacio´n racional de la misma en el plano. Obviamente, los polos
de la parametrizacio´n, es decir, los valores de t para los cuales el denominador
h0(t) se anula, aunque son puntos leg´ıtimos del plano proyectivo, correspon-
den a puntos del infinito, fuera del plano af´ın.
Haciendo uso de los polinomios de Bernstein, en R3 podemos representar
una curva de grado n por medio de un pol´ıgono de control Pi ∈ R3
h(t) =
n∑
i=0
Bni (t)Pi, t ∈ [0, 1],
y luego proyectar sobre el plano af´ın. Sin embargo, esta manera de proceder
no nos proporciona intuicio´n sobre la curva plana, ya que los puntos de control
del pol´ıgono esta´n en el espacio.
Por ello, descompondremos, en su lugar, las coordenadas de los ve´rtices en
dos partes, Pi = (ωi, ωiPi), donde ωi es la primera componente del ve´rtice i-
e´simo y ωiPi son las restantes. A primera vista, esta forma de proceder rompe
la simetr´ıa de la expresio´n, pero es pra´ctica, ya que Pi ∈ R2 es precisamente
la proyeccio´n de Pi sobre el plano af´ın.
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Por tanto, estamos describiendo las curvas racionales por medio de un
pol´ıgono de control {P0, . . . , Pn}, al modo de las curvas polino´micas, y unos
para´metros adicionales, {ω0, . . . , ωn}, que denominaremos pesos. La parame-
trizacio´n de la curva vendra´ dada por
h(t) =
(
n∑
i=0
ωiB
n
i (t),
n∑
i=0
ωiB
n
i (t)Pi
)
∈ R3, t ∈ [0, 1],
por lo que su proyeccio´n sera´
h(t) =
∑n
i=0 ωiB
n
i (t)Pi∑n
i=0 ωiB
n
i (t)
∈ R2, t ∈ [0, 1], (1.2.1)
lo que muestra claramente que los pesos son los para´metros que controlan el
denominador de la parametrizacio´n racional.
Si todos los pesos son iguales, ω = ωi, i = 0, . . . , n, el denominador
desaparece pues
n∑
i=0
ωiB
n
i (t) = ω
n∑
i=0
Bni (t) = ω
y recuperamos una curva polino´mica
h(t) =
n∑
i=0
Bni (t)Pi,
de pol´ıgono de control {P0, . . . , Pn}.
En la pra´ctica, todos los pesos ωi se toman positivos. Su interpretacio´n
es bastante sencilla. Basta observar que, si en la expresio´n (1.2.1) hacemos
crecer uno de los pesos, ωk, dejando fijos el resto,
l´ım
ωk→∞
h(t) = l´ım
ωk→∞
∑n
i=0 ωiB
n
i (t)Pi∑n
i=0 ωiB
n
i (t)
= Pk,
lo que muestra que la curva tiende a acercarse al ve´rtice Pk correspondiente.
Este efecto se puede emplear para incrementar la tensio´n de la curva. Sin em-
bargo, este hecho no sirve para acercar indiscriminadamente la curva a todos
los ve´rtices del pol´ıgono, ya que es obvio que, si multiplicamos todos los pesos
por un mismo nu´mero λ, la cancelacio´n entre numerador y denominador en
(1.2.1) deja la curva invariable. Es decir, para un mismo pol´ıgono de control
{P0, . . . , Pn}, los juegos de pesos {ω0, . . . , ωn}, {λω0, . . . , λωn} corresponden
a una misma parametrizacio´n y, por tanto, a una misma curva racional. Este
u´ltimo hecho se puede utilizar para normalizar los pesos, por ejemplo, de
modo que el primer peso valga la unidad. Basta escoger λ = 1/ω0.
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En todo lo anterior, estamos dando por sentado que cualquier punto del
plano proyectivo tiene su equivalente en el af´ın, lo cual, como sabemos, no
es cierto, ya que podr´ıa corresponder a un punto del infinito. ¿Que´ sucede si
uno de los ve´rtices Pi es un punto del infinito?
Esta´ claro que en este caso no tiene sentido hablar del peso ωi, ya que
la primera componente del ve´rtice va a ser nula, Pi = (0, Pi). En cualquier
caso, sabemos que su imagen en el af´ın es un vector, no un punto, por lo que
lo denominaremos vector de control. Haciendo esta distincio´n entre puntos y
vectores de control, la expresio´n de una curva racional queda como
h(t) =
∑n
puntos ωiB
n
i (t)Pi +
∑n
vectoresB
n
i (t)Pi∑n
puntos ωiB
n
i (t)
, (1.2.2)
que, para que tenga sentido, debera´ tener al menos un ve´rtice que sea punto
de control. De lo contrario el denominador se anular´ıa y tendr´ıamos una curva
vectorial, en el infinito del af´ın.
Propiedades de las curvas racionales
Muchas de las propiedades de las curvas de Be´zier se trasladan a las
curvas racionales de manera inmediata, incluso de manera manifiestamente
mejorada.
Para comenzar, seguimos empleando combinaciones barice´ntricas de los
ve´rtices del pol´ıgono de control, ya que, sumando los coeficientes de cada Pi
obtenemos la unidad:
n∑
i=0
ωiB
n
i (t)∑n
j=0 ωjB
n
j (t)
= 1.
Esto implica que las propiedades que se derivaban de este hecho para
las curvas de Be´zier, tales como que la curva esta´ contenida en la envolvente
convexa del pol´ıgono de control o que sea invariante bajo transformaciones
afines, se siguen manteniendo.
Otras propiedades, como que la curva interpole los ve´rtices extremos
P0, Pn o que sea sime´trica, se cumplen tambie´n. Por ejemplo, lo comprobamos
para el origen de la curva,
h(0) =
∑n
i=0 ωiB
n
i (0)Pi∑n
i=0 ωiB
n
i (0)
=
ω0P0
ω0
= P0,
y del mismo modo h(1) = Pn.
Para una curva racional cuadra´tica normalizada, con ω0 = 1 = ω2, ω1 =
ω > 0
r(t) =
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
(1− t)2 + 2ωt(1− t) + t2
1.2. CURVAS RACIONALES 19
se tiene que r′(0) = 2ω(P1−P0) y r′(1) = 2ω(P2−P1), con lo cual la tangente
de la curva para t = 0 tiene la direccio´n del segmento que une P0 con P1 y
la tangente para t = 1, la direccio´n del segmento que une P1 con P2.
Arcos de circunferencia
Frente a las parametrizaciones polino´micas, que para n = 2 so´lo permi-
ten representar arcos de para´bola, las parametrizaciones racionales describen
arcos de circunferencia. Aunque esta afirmacio´n aparece en numerosas refe-
rencias bibliogra´ficas, ninguna de las consultadas incluye una demostracio´n
clara y completa. La elaboramos por tanto a continuacio´n.
Fije´monos en la parametrizacio´n normalizada, ω0 = 1 = ω2, ω1 = ω, con
ω > 0, de una curva de Be´zier racional de grado dos:
r(t) =
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
(1− t)2 + 2ωt(1− t) + t2 . (1.2.3)
Por simplificar ca´lculos, tomemos el arco circular de radio 1 centrado
en el origen c(s) = (cos(s), sen(s)) con extremos c(0) = (1, 0) y c(α) =
(cosα, senα). Queremos calcular P0, P1, P2 y ω tal que r(t) sea el arco de
circunferencia c(s) entre los puntos (1, 0) y (cosα, senα). Imponiendo las
condiciones de interpolacio´n tenemos que P0 = r(0) = c(0) = (1, 0), P2 =
r(1) = c(α) = (cosα, senα) y el ve´rtice P1, por simetr´ıa, sera´ de la forma
(D cos(α/2), D sen(α/2)), para cierto valor de D. (Ve´ase la Figura 1.3).
Figura 1.3: Ejemplo arco de circunferencia
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Para estudiar las direcciones tangentes a la curva c(s) obtenemos su de-
rivada c′(s) = (− sen s, cos s). Como ya hemos dicho antes, la tangente a
la curva r(t) en P0 = r(0) es 2ω(P1 − P0) y la derivada de la curva c(s)
en 0 es c′(0) = (0, 1), luego 2ω(P1 − P0) || (0, 1). Por otro lado, la tan-
gente en P2 = r(1) es 2ω(P2 − P1) y la derivada de la curva c(s) en α es
c′(α) = (− senα, cosα), luego 2ω(P2 − P1) || (− senα, cosα).
Teniendo en cuenta que P1 = (D cos(α/2), D sen(α/2)), obtenemos que
2ω(P1 − P0) = 2ω
(
D cos
α
2
− 1, D sen α
2
)
|| (0, 1),
por lo que llegamos a que
ω
(
D cos
α
2
− 1
)
= 0
y como tenemos que ω > 0 se sigue que D = 1/ cos(α/2), con lo cual,
P1 = (1, tan(α/2)).
Para obtener ahora el valor del peso ω partimos de que P0 = (1, 0), P1 =
(1, tan(α/2)) y P2 = (cosα, senα). Reparametrizamos el arco circular c(s)
como
c(t) = (cos(tα), sen(tα)), 0 ≤ t ≤ 1,
por lo que
c(1/2) =
(
cos
α
2
, sen
α
2
)
.
Sustituyendo t = 1/2 en (1.2.3), tenemos que
r(1/2) =
(1/4)P0 + 2ω(1/4)P1 + (1/4)P2
(1/4) + 2ω(1/4) + (1/4)
=
P0 + 2ωP1 + P2
2 + 2ω
.
Como queremos que las curvas c y r sean la misma, imponemos que c(1/2) =
r(1/2). Por tanto, se tiene que
P0+2ωP1+P2 = (1, 0)+2ω
(
1, tan
α
2
)
+(cosα, senα) = (2+2ω)
(
cos
α
2
, sen
α
2
)
con lo que obtenemos el sistema de ecuaciones:{
1 + 2ω + cosα = (2 + 2ω) cos(α/2),
2ω tan(α/2) + senα = (2 + 2ω) sen(α/2),
lo que implica{
2ω(1− cos(α/2)) = 2 cos(α/2)− 1− cosα,
2ω(tan(α/2)− sen(α/2)) = 2 sen(α/2)− senα,
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y de la segunda ecuacio´n llegamos a que
2ω sen
α
2
(
1
cos(α/2)
− 1
)
= 2 sen
α
2
− 2 sen α
2
cos
α
2
= 2 sen
α
2
(
1− cos α
2
)
,
por lo que si tomamos 0 < α < pi,
ω =
1− cos(α/2)
(1− cos(α/2))/(cos(α/2)) = cos
α
2
.
Sustituyendo en la primera ecuacio´n comprobamos el valor de ω:
2 cos
α
2
(1− cos α
2
) = 2 cos
α
2
− 1− cosα
por tanto
−2 cos2 α
2
= −1− cosα
luego
2 cos2
α
2
= 1 + cos2
α
2
− sen2 α
2
,
lo cual es cierto.
Se puede ver que a partir de los P1 y ω calculados, r(t) = (r1(t), r2(t))
verifica que r21(t) + r
2
2(t) = 1.
En efecto, de la ecuacio´n (1.2.3) llegamos a que
r(t) =
(1− t)2(1, 0) + 2 cos(α/2)t(1− t)(1, tan(α/2)) + t2(cosα, senα)
(1− t)2 + 2t(1− t) cos(α/2) + t2 .
As´ı, se tiene:
r21(t) + r
2
2(t) =
((1− t)2 + 2t(1− t) cos(α/2) + t2 cosα)2
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
(2t(1− t) sen(α/2) + t2 senα)2
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 =
=
(1− t)4 + 4t2(1− t)2 cos2(α/2) + t4 cos2 α
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
4t(1− t)3 cos(α/2) + 2(1− t)2t2 cosα + 4t3(1− t) cos(α/2) cosα
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
4t2(1− t)2 sen2(α/2) + t4 sen2 α + 4t3(1− t) sen(α/2) senα
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 =
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=
(1− t)4 + t4 + 2t2(1− t)2(2 cos2(α/2) + 2 sen2(α/2) + cosα)
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
4t(1− t)3 cos(α/2) + 4t3(1− t)(cos(α/2) cosα + sen(α/2) senα)
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 =
=
((1− t)2 + 2t(1− t) cos(α/2) + t2)2
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 = 1.
Luego la curva racional r(t) coincide con el arco de circunferencia c(t).
Cap´ıtulo 2
Aproximacio´n de arcos
circulares
En los u´ltimos an˜os, la aproximacio´n de arcos circulares por curvas de
Be´zier y la aproximacio´n de curvas paralelas a curvas de Be´zier por curvas
de Be´zier, han sido cuestiones importantes a tratar para el sistema de di-
sen˜o geome´trico asistido por ordenador o CAGD y se han propuesto varios
me´todos para dichas aproximaciones.
En este cap´ıtulo nos apoyaremos en los art´ıculos [1] y [7]. Describiremos
un me´todo para aproximar curvas racionales de grado 2 por curvas de Be´zier
simples, de alto grado. Posteriormente, lo concretaremos para arcos circula-
res. Como aplicacio´n, obtendremos una aproximacio´n de curvas paralelas.
2.1. Interpolacio´n de Hermite
En esta seccio´n definiremos una curva que es aproximacio´n de Hermite
de la curva racional cuadra´tica normalizada de Be´zier vista en el cap´ıtulo
anterior. Para ello comprobaremos que las curvas coinciden en los puntos de
contacto, as´ı como sus rectas tangentes en dichos puntos. Adema´s, probare-
mos que ambas curvas tienen contacto geome´trico de orden 2 en los puntos
extremos imponiendo una cierta condicio´n (ve´ase [7]).
Consideremos la curva cuadra´tica racional de Be´zier:
r(t) =
B20(t)P0 + ωB
2
1(t)P1 +B
2
2(t)P2
B0(t) + ωB1(t) +B2(t)
, t ∈ [0, 1], (2.1.1)
donde P0, P1, P2 ∈ R2 son los puntos de control, ω ∈ R es el peso asociado
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a P1 (asumido positivo) y B
2
0(t) = (1 − t)2, B21(t) = 2(1 − t)t, B22(t) = t2
son los polinomios de Bernstein correspondientes. Para que tenga sentido la
construccio´n geome´trica que se va a describir, a lo largo del cap´ıtulo vamos a
asumir que 0 < ω < 3, lo cual no supondra´ ninguna restriccio´n para nuestro
caso, pues estudiaremos arcos de circunferencia, para los que ω = cos(α/2),
como se ha demostrado en el cap´ıtulo anterior. La Figura 2.1 muestra las
diferentes posibilidades de la curva r segu´n los valores de ω. La cantidad
a = ω−1 se considera como una medida de la racionalidad de r y se usara´ en
la construccio´n de la curva aproximacio´n de Hermite.
Figura 2.1: La curva r en los casos 0 < ω < 1, ω = 1 y ω > 1.
Si consideramos ψ = ψ(t) = 2(1 − ω)(1 − t)t, podemos escribir el deno-
minador de r como 1− ψ(t), ya que sustituyendo los Bi en r:
r(t) =
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
(1− t)2 + 2ωt(1− t) + t2 =
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
1− 2t+ t2 + 2tω − 2t2ω + t2 =
=
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
1− 2t(1− t− ω + tω) =
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
1− 2(1− ω)(1− t)t =
=
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
1− ψ(t) .
Veamos en primer lugar que el valor absoluto de ψ es menor que 1. Te-
niendo en cuenta que:
ψ(t) = 2(1− ω)(t− t2)
2.1. INTERPOLACIO´N DE HERMITE 25
y por tanto
ψ′(t) = 2(1− ω)(1− 2t),
llegamos a que ψ′(t) = 0 para t = 1/2. Entonces, considerando 0 < ω < 3
podemos estudiar los siguientes casos.
Caso 0 < ω < 1:
Notemos que en este intervalo ψ es siempre positiva. Adema´s, ψ′(0) > 0, ψ′(1) <
0 y por tanto, ψ tiene un ma´ximo en t = 1/2. Veamos su valor en este punto:
ψ(1/2) = 2(1− ω)
(
1
2
− 1
4
)
= 2(1− ω)1
4
=
1
2
(1− ω) < 1
2
.
Por lo que
|ψ(t)| = ψ(t) ≤ ψ(1/2) < 1.
Caso ω = 1:
Este caso es el ma´s sencillo, pues ψ(t) = 0, por lo que obviamente se tiene
|ψ(t)| = ψ(t) = 0 < 1.
Caso 1 < ω < 3:
Observemos que en este intervalo ψ es siempre negativa y en este caso, ψ′(0) <
0, ψ′(1) > 0, por lo que ψ tiene un mı´nimo en t = 1/2. Su valor en este punto
es:
ψ(1/2) =
1
2
(1− ω) > −1.
Tomando valor absoluto de ψ, llegamos a que:
|ψ(t)| = −ψ(t) ≤ −ψ(1/2) = −1
2
(1− ω) < 1.
Queda as´ı probada nuestra afirmacio´n sobre |ψ(t)|.
Expresamos ahora la curva r en una forma ma´s u´til,
r(t) = J0(t)P0 + J1(t)P1 + J2(t)P2, (2.1.2)
donde
J0(t) =
(1− t)2
1− ψ(t) , J1(t) =
2ωt(1− t)
1− ψ(t) , J2(t) =
t2
1− ψ(t) , (2.1.3)
y
2∑
i=0
Ji = 1. Adema´s, sabemos que la serie geome´trica
∞∑
i=0
ψi =
1
1− ψ y
m−1∑
i=0
ψi =
1− ψm
1− ψ , m ≥ 1.
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Demostraremos ma´s adelante que la curva polinomial q, de grado impar
n = 2m+ 1 definida por
q(t) = K0(t)P0 +K1(t)P1 +K2(t)P2, (2.1.4)
donde
K0(t) = (1− t)2
m−1∑
i=0
ψi +
(1− t)
1 + ω
ψm,
K1(t) = 2ωt(1− t)
m−1∑
i=0
ψi +
ω
1 + ω
ψm,
K2(t) = t
2
m−1∑
i=0
ψi +
t
1 + ω
ψm,
(2.1.5)
es una interpolacio´n geome´trica de Hermite de r. No´tese que para todo
ω,q(0) = r(0) = P0 y q(1) = r(1) = P2, pues ψ(0) = ψ(1) = 0.
Hemos elegido q con esta forma particular porque podemos expandir J0(t)
como una serie en ψ:
J0(t) =
(1− t)2
1− ψ = (1− t)
2 1
1− ψ = (1− t)
2(1 + ψ + ψ2 + ψ3 + · · · ).
As´ı que el primer sumando de K0(t) es un truncamiento de esta serie
hasta el te´rmino ψm−1 y de igual forma para J1(t) con K1(t) y J2(t) con
K2(t). Los restantes te´rminos en los Ki se toman de manera que la distancia
de Hausdorff entre q y r sea pequen˜a. Consideramos estos te´rminos extras
como te´rminos de correccio´n.
Como observamos en el cap´ıtulo anterior, cualquier punto (x, y) ∈ R2 pue-
de escribirse u´nicamente en te´rminos de coordenadas barice´ntricas τ0, τ1, τ2,
donde τ0 + τ1 + τ2 = 1, con respecto al tria´ngulo 4P0P1P2 : (x, y) =
τ0P0 + τ1P1 + τ2P2. En consecuencia, cualquier funcio´n f : R2 → R se puede
expresar como una funcio´n de τ0, τ1, τ2.
El siguiente lema es consecuencia inmediata de (2.1.2) y (2.1.3), ya que
los Ji son coordenadas barince´ntricas para r y J
2
1 (t) − 4ω2J0(t)J2(t) = 0,
como puede comprobarse fa´cilmente.
Lema 2.1.1 Sea f : R2 → R definida como f(x, y) = τ 21 −4ω2τ0τ2. Entonces
la curva r satisface la ecuacio´n f(r(t)) = 0 para todo t.
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Veamos que los Ki se han elegido para que sumen 1. Por (2.1.3) podemos
escribirlos como:
K0(t) = J0(t)(1− ψm) + α0ψm,
K1(t) = J1(t)(1− ψm) + α1ψm,
K2(t) = J2(t)(1− ψm) + α2ψm,
(2.1.6)
donde
α0(t) =
1− t
1 + ω
, α1(t) =
ω
1 + ω
, α2(t) =
t
1 + ω
· (2.1.7)
Por tanto, como
∑
Ji =
∑
αi = 1, llegamos a que
∑
Ki = (1− ψm)
∑
Ji +
ψm
∑
αi = 1−ψm +ψm = 1. Esto es conveniente porque significa que los Ki
son coordenadas barice´ntricas para q y as´ı
f(q(t)) = K21(t)− 4ω2K0(t)K2(t), (2.1.8)
que es un polinomio de grado 2n. Ahora queda simplificar el lado derecho de
la igualdad (2.1.8) con el fin de factorizar f(q(t)).
Lema 2.1.2 El polinomio f(q(t)) se puede factorizar como
f(q(t)) =
ω2
(1 + ω)2
(2t− 1)2ψ2m(t) =
= 2n−1
ω2
(1 + ω)2
(1− ω)n−1(1− t)n−1tn−1(2t− 1)2.
Demostracio´n: Sustituyendo la expresio´n (2.1.6) en (2.1.8), resulta:
f(q) = K21 − 4ω2K0K2 = (J1(1− ψm) + α1ψm)2−
− 4ω2(J0(1− ψm) + α0ψm)(J2(1− ψm) + α2ψm) =
= (J21 − 4ω2J0J2)(1− ψm)2 + (2J1α1 − 4ω2(J0α2+
+ J2α0))(1− ψm)ψm + (α21 − 4ω2α0α2)ψ2m.
El primer sumando es 0 por el Lema 2.1.1 y el segundo es 0 por la eleccio´n
particular de los αi. Como consecuencia,
f(q(t)) = (α21(t)− 4ω2α0(t)α2(t))ψ2m(t) =
=
(
ω2
(1 + ω)2
− 4ω2 1− t
1 + ω
t
1 + ω
)
ψ2m(t) =
=
ω2
(1 + ω)2
(1− 4(1− t)t)ψ2m =
=
ω2
(1 + ω)2
(2t− 1)2ψ2m(t) =
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=
ω2
(1 + ω)2
(2t− 1)22n−1(1− ω)n−1(1− t)n−1tn−1.
como quer´ıamos demostrar. 
Veamos ahora que q es una aproximacio´n geome´trica de Hermite de r.
La curva q tiene en total 2n contactos con r, ya que la ecuacio´n f(q(t)) = 0
tiene 2n ra´ıces en [0, 1]. De hecho, las dos curvas coinciden para los valores
t = 0, 1/2, 1. Ya hab´ıamos hecho notar que q(0) = r(0) = P0 y q(1) =
r(1) = P2. Por tanto, so´lo queda comprobar que q(1/2) = r(1/2). Un breve
ca´lculo revela que J0(1/2) = J2(1/2) = α0(1/2) = α2(1/2) = 1/2(1 + ω) y
J1(1/2) = α1(1/2) = ω/(1 + ω), as´ı que por (2.1.6), Ki(1/2) = Ji(1/2), para
i = 0, 1, 2. y se tiene que q(1/2) = r(1/2).
Sabemos por el Lema 2.1.2 que f(q(t)) se puede factorizar como:
f(q(t)) =
(
ω
1 + ω
(2t− 1)ψm
)2
donde F (t) = ω(2t − 1)ψm/(1 + ω) es un polinomio de grado 2m + 1 = n;
por tanto, f(q(t)) en realidad tiene n ra´ıces dobles.
Las ra´ıces de F (t) son: t = 1/2, que siempre es ra´ız de f(q(t)) ya que
anula el factor (2t− 1), y las otras ra´ıces son t = 0, 1 ya que son los valores
donde se anula ψ(t) = 2(1−ω)(1− t)t. Por tanto, F (t) tiene so´lo tres ra´ıces:
t = 1/2 que es simple, y t = 0, 1 que tienen ambas multiplicidad m. Luego,
para todo m, el polinomio f(q(t)) tiene tres ra´ıces distintas: t = 1/2 que es
doble y t = 0, 1 que tienen ambas multiplicidad 2m.
Entonces, si existe t0 ∈ [0, 1] tal que q(t0) = r(t0), por la unicidad de
coordenadas barice´ntricas, Ji(t0) = Ki(t0). Pero adema´s, por el Lema 2.1.1
f(q(t0)) = f(r(t0)) = 0, por lo que t0 tiene que ser ra´ız de f(q(t)) = 0.
Luego t0 so´lo puede tomar los valores 0, 1/2, 1. Entonces q y r so´lo tienen
tres puntos distintos en comu´n: q(0) = r(0),q(1/2) = r(1/2),q(1) = r(1).
Para concluir que q es interpolacio´n geome´trica de Hermite de r tenemos
que comprobar que tambie´n coinciden las rectas tangentes de ambas curvas
en los puntos de contacto, esto es, para los valores t = 0, 1/2, 1.
Sabemos que:
q′(t) = K ′0(t)P0 +K
′
1(t)P1 +K
′
2(t)P2,
r′(t) = J ′0(t)P0 + J
′
1(t)P1 + J
′
2(t)P2.
Caso 1: m ≥ 2.
Calculamos:
K ′0(t) = J
′
0(t)(1−ψm(t))−J0(t)mψm−1(t)ψ′(t)+α′0(t)ψm(t)+mα0(t)ψm−1(t)ψ′(t),
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K ′1(t) = J
′
1(t)(1−ψm(t))−J1(t)mψm−1(t)ψ′(t)+α′1(t)ψm(t)+mα1(t)ψm−1(t)ψ′(t),
K ′2(t) = J
′
2(t)(1−ψm(t))−J2(t)mψm−1(t)ψ′(t)+α′2(t)ψm(t)+mα2(t)ψm−1(t)ψ′(t),
con
α′0(t) =
−1
1 + ω
, α′1(t) = 0, α
′
2(t) =
1
1 + ω
,
ψ′(t) = 2(1− ω)(1− 2t),
ψ(0) = ψ(1) = 0, ψ(1/2) =
1− ω
2
·
Por tanto,
K ′0(0) = J
′
0(0), K
′
1(0) = J
′
1(0), K
′
2(0) = J
′
2(0),
K ′0(1) = J
′
0(1), K
′
1(1) = J
′
1(1), K
′
2(1) = J
′
2(1),
con lo que llegamos a que q′(0) = r′(0) y q′(1) = r′(1).
Veamos ahora que´ sucede para t = 1/2:
J ′0(t) =
−2(1− t)(1− ψ) + ψ′(t)(1− t)2
(1− ψ)2 =
=
−2(1− t)(1− ψ) + (2(1− ω)(1− t)− 2(1− ω)t)(1− t)2
(1− ψ)2 =
=
−2(1− t)(1− ψ) + 2(1− ω)(1− 2t)(1− t)2
(1− ψ)2 ·
As´ı:
J ′0(1/2) =
−(1− ψ(1/2))
(1− ψ(1/2))2 = −(1− ψ(1/2))
−1 = −
(
1− 1− ω
2
)−1
=
−2
1 + ω
·
Y sustituyendo llegamos a que:
K ′0(1/2) = J
′
0(1/2)(1− ψm(1/2)) + (−J0(1/2) + α0(1/2))mψ′(1/2)ψm−1(1/2)+
+
−1
1 + ω
ψm(1/2) = J ′0(1/2)(1− ψm(1/2)) +
−1
1 + ω
ψm(1/2) =
=
−2
1 + ω
(1− ψm(1/2)) + −1
1 + ω
ψm(1/2) =
−2
1 + ω
+
1
1 + ω
ψm(1/2).
De igual forma:
J ′2(t) =
2t(1− ψ(t)) + t2ψ′(t)
(1− ψ(t))2 =
2t(1− ψ(t)) + t2(2(1− ω)(1− t)− 2(1− ω)t)
(1− ψ(t))2 ·
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Y para t = 1/2:
J ′2(1/2) =
1− ψ(1/2)
(1− ψ(1/2))2 = (1− ψ(1/2))
−1 =
(
1− 1− ω
2
)−1
=
2
1 + ω
·
Sustituyendo llegamos a que
K ′2(1/2) = J
′
2(1/2)(1− ψm(1/2)) + (−J2(1/2) + α2(1/2))mψ′(1/2)ψm−1(1/2)+
+
1
1 + ω
ψm(1/2) = J ′2(1/2)(1− ψm(1/2)) +
1
1 + ω
ψm(1/2) =
=
2
1 + ω
(1− ψm(1/2)) + 1
1 + ω
ψm(1/2) =
2
1 + ω
− 1
1 + ω
ψm(1/2).
Por u´ltimo:
J ′1(t) =
2ω(1− 2t)(1− ψ) + ψ′(t)2ω(1− t)t
(1− ψ)2 =
=
2ω(1− 2t)(1− ψ) + 4ω(1− ω)(1− t)t(1− 2t)
(1− ψ)2 =
=
2ω(1− 2t)(1− 2(1− ω)(1− t)t+ 2(1− ω)(1− t)t)
(1− ψ)2 =
=
2ω(1− 2t)
(1− ψ)2 ·
Para t = 1/2:
J ′1(1/2) = 0.
Al igual que antes, sustituyendo, llegamos a que
K ′1(1/2) = J
′
1(1/2)(1− ψm(1/2)) + (−J1(1/2)+
+ α1(1/2))mψ
′(1/2)ψm−1(1/2) =
= J ′1(1/2)(1− ψm(1/2)) = 0.
Obtenemos por tanto la derivada de q en t = 1/2:
q′(1/2) =
( −2
1 + ω
+
1
1 + ω
ψm(1/2)
)
P0 +
(
2
1 + ω
− 1
1 + ω
ψm(1/2)
)
P2 =
=
−2 + ψm(1/2)
1 + ω
P0 +
2− ψm(1/2)
1 + ω
P2.
Y por otro lado, la derivada de r en t = 1/2:
r′(1/2) =
−2
1 + ω
P0 +
2
1 + ω
P2.
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Sea λ = 2/(1 + ω). Entonces:
r′(1/2) = −λP0 + λP2 = λ(P2 − P0).
Sea µ = (2− ψm(1/2))/(1 + ω). Entonces:
q′(1/2) = −µP0 + µP2 = µ(P2 − P0).
Con µ ≤ λ. As´ı, las tangentes de q y r en t = 1/2 son paralelas.
Caso 2: m = 1.
De nuevo, calculamos:
K ′0(t) = J
′
0(t)(1− ψ(t))− J0(t)ψ′(t) + α′0(t)ψ(t) + α0(t)ψ′(t),
K ′1(t) = J
′
1(t)(1− ψ(t))− J1(t)ψ′(t) + α′1(t)ψ(t) + α1(t)ψ′(t),
K ′2(t) = J
′
2(t)(1− ψ(t))− J2(t)ψ′(t) + α′2(t)ψ(t) + α2(t)ψ′(t).
Estudiemos primero el caso t = 0:
K ′0(0) = J
′
0(0)(1− ψ(0))− J0(0)ψ′(0) + α′0(0)ψ(0) + α0(0)ψ′(0) = J ′0(0)+
+(α0(0)− J0(0))ψ′(0) = J ′0(0) +
(
1
1 + ω
− 1
)
ψ′(0) = J ′0(0)−
ω
1 + ω
ψ′(0),
K ′1(0) = J
′
1(0)(1− ψ(0))− J1(0)ψ′(0) + α′1(0)ψ(0) + α1(0)ψ′(0) = J ′1(0)+
+(α1(0)− J1(0))ψ′(0) = J ′1(0) +
(
ω
1 + ω
− 0
)
ψ′(0) = J ′1(0) +
ω
1 + ω
ψ′(0),
K ′2(0) = J
′
2(0)(1− ψ(0))− J2(0)ψ′(0) + α′2(0)ψ(0) + α2(0)ψ′(0) =
= J ′2(0) + (α2(0)− J2(0))ψ′(0) = J ′2(0) = 0.
As´ı, llegamos a que:
r′(0) = J ′0(0)P0 + J
′
1(0)P1 + J
′
2(0)P2 = −2ωP0 + 2ωP1.
q′(0) = K ′0(0)P0 +K
′
1(0)P1 +K
′
2(0)P2 =
=
(
J ′0(0)−
ω
1 + ω
ψ′(0)
)
P0 +
(
J ′1(0) +
ω
1 + ω
ψ′(0)
)
P1 + J
′
2(0)P2 =
=
(
−2ω − 2ω(1− ω)
1 + ω
)
P0 +
(
2ω +
2ω(1− ω)
1 + ω
)
P1 =
=
(
− 4ω
1 + ω
)
P0 +
(
4ω
1 + ω
)
P1.
Por tanto,
q′(0) =
(
2
1 + ω
)
r′(0)
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y podemos afirmar que r′(0) || q′(0).
Estudiemos ahora el caso t = 1:
K ′0(1) = J
′
0(1)(1− ψ(1))− J0(1)ψ′(1) + α′0(1)ψ(1) + α0(1)ψ′(1) =
= J ′0(1) + (α0(1)− J0(1))ψ′(1) = J ′0(1) = 0.
K ′1(1) = J
′
1(1)(1− ψ(1))− J1(1)ψ′(1) + α′1(1)ψ(1) + α1(1)ψ′(1) = J ′1(1)+
+(α1(1)− J1(1))ψ′(1) = J ′1(1) +
(
ω
1 + ω
− 0
)
ψ′(1) = J ′1(1) +
ω
1 + ω
ψ′(1),
K ′2(1) = J
′
2(1)(1− ψ(1))− J2(1)ψ′(1) + α′2(1)ψ(1) + α2(1)ψ′(1) = J ′2(1)+
+(α2(1)− J2(1))ψ′(1) = J ′2(1) +
(
1
1 + ω
− 1
)
ψ′(1) = J ′2(1)−
ω
1 + ω
ψ′(1).
As´ı, llegamos a que:
r′(1) = J ′0(1)P0 + J
′
1(1)P1 + J
′
2(1)P2 = −2ωP1 + 2ωP2.
q′(1) = K ′0(1)P0 +K
′
1(1)P1 +K
′
2(1)P2 = (J
′
0(1)P0 + (J
′
1(1)+
+
ω
1 + ω
ψ′(1))P1 + (J ′2(1)−
ω
1 + ω
ψ′(1))P2 =
(
−2ω − 2ω(1− ω)
1 + ω
)
P1+
+
(
2ω +
2ω(1− ω)
1 + ω
)
P2 =
(
− 4ω
1 + ω
)
P1 +
(
4ω
1 + ω
)
P2.
Por tanto,
q′(1) =
(
2
1 + ω
)
r′(1)
y podemos afirmar tambie´n que q′(1) || r′(1).
Para finalizar, veamos el caso t = 1/2:
K ′0(1/2) = J
′
0(1/2)(1− ψ(1/2)) + (−J0(1/2) + α0(1/2))ψ′(1/2)+
+
−1
1 + ω
ψ(1/2) = J ′0(1/2)(1− ψ(1/2)) +
−1
1 + ω
ψ(1/2) =
=
−2
1 + ω
(1− ψ(1/2)) + −1
1 + ω
ψ(1/2) =
−2
1 + ω
+
1
1 + ω
ψ(1/2).
K ′2(1/2) = J
′
2(1/2)(1− ψ(1/2)) + (−J2(1/2) + α2(1/2))ψ′(1/2)+
+
1
1 + ω
ψ(1/2) = J ′2(1/2)(1− ψ(1/2)) +
1
1 + ω
ψ(1/2) =
=
2
1 + ω
(1− ψ(1/2)) + 1
1 + ω
ψ(1/2) =
2
1 + ω
− 1
1 + ω
ψ(1/2).
K ′1(1/2) = J
′
1(1/2)(1− ψ(1/2)) + (−J1(1/2)+
+ α1(1/2))ψ
′(1/2) = J ′1(1/2)(1− ψ(1/2)) = 0.
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Por lo que obtenemos que la derivada de q en t = 1/2 es
q′(1/2) =
( −2
1 + ω
+
1
1 + ω
ψ(1/2)
)
P0 +
(
2
1 + ω
− 1
1 + ω
ψ(1/2)
)
P2 =
=
−2 + ψ(1/2)
1 + ω
P0 +
2− ψ(1/2)
1 + ω
P2 = −3 + ω
1 + ω
P0 +
3 + ω
1 + ω
P2.
Y por otro lado, la derivada de r en t = 1/2 viene dada por:
r′(1/2) =
−2
1 + ω
P0 +
2
1 + ω
P2.
Por tanto,
q′(1/2) =
(
3 + ω
2
)
r′(1/2)
y afirmamos finalmente que q′(1/2) || r′(1/2).
As´ı, concluimos que q es aproximacio´n de Hermite de r. Ma´s au´n, pode-
mos afirmar que q y r tienen contacto geome´trico de orden 2 en los puntos
extremos t = 0, 1 para m suficientemente grande (m ≥ 3). Para ello veamos
que q′′(t) = r′′(t) para t = 0, 1.
Calculamos primero:
K ′′0 (t) = J
′′
0 (t)(1− ψm(t))− J ′0(t)mψm−1(t)ψ′(t)− J ′0(t)mψm−1(t)ψ′(t)−
−J0(t)m(m− 1)ψm−2(t)(ψ′(t))2 − J0(t)mψm−1(t)ψ′′(t) + α′′0(t)ψm(t)+
+α′0(t)mψ
m−1(t)ψ′(t)+mα′0(t)ψ
m−1(t)ψ′(t)+mα0(t)(m−1)ψm−2(t)(ψ′(t))2+
+mα0(t)ψ
m−1(t)ψ′′(t).
Para t = 0, 1 se tiene que ψ(0) = 0 = ψ(1) y se llega a que K ′′0 (0) = J
′′
0 (0) y
K ′′0 (1) = J
′′
0 (1).
Por otro lado:
K ′′1 (t) = J
′′
1 (t)(1− ψm(t))− J ′1(t)mψm−1(t)ψ′(t)− J ′1(t)mψm−1(t)ψ′(t)−
−J1(t)m(m− 1)ψm−2(t)(ψ′(t))2 − J1(t)mψm−1(t)ψ′′(t) + α′′1(t)ψm(t)+
+α′1(t)mψ
m−1(t)ψ′(t)+mα′1(t)ψ
m−1(t)ψ′(t)+mα1(t)(m−1)ψm−2(t)(ψ′(t))2+
+mα1(t)ψ
m−1(t)ψ′′(t).
Para t = 0, 1 se tiene que ψ(0) = 0 = ψ(1) y se llega a que K ′′1 (0) = J
′′
1 (0) y
K ′′1 (1) = J
′′
1 (1).
Finalmente:
K ′′2 (t) = J
′′
2 (t)(1− ψm(t))− J ′2(t)mψm−1(t)ψ′(t)− J ′2(t)mψm−1(t)ψ′(t)−
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−J2(t)m(m− 1)ψm−2(t)(ψ′(t))2 − J2(t)mψm−1(t)ψ′′(t) + α′′2(t)ψm(t)+
+α′2(t)mψ
m−1(t)ψ′(t)+mα′2(t)ψ
m−1(t)ψ′(t)+mα2(t)(m−1)ψm−2(t)(ψ′(t))2+
+mα2(t)ψ
m−1(t)ψ′′(t).
Para t = 0, 1 se tiene que ψ(0) = 0 = ψ(1) y se llega a que K ′′2 (0) = J
′′
2 (0) y
K ′′2 (1) = J
′′
2 (1).
Como se tiene que
r′′(t) = J ′′0 (t)P0 + J
′′
1 (t)P1 + J
′′
2 (t)P2,
q′′(t) = K ′′0 (t)P0 +K
′′
1 (t)P1 +K
′′
2 (t)P2,
sustituyendo para t = 0 resulta que
q′′(0) = K ′′0 (0)P0+K
′′
1 (0)P1+K
′′
2 (0)P2 = J
′′
0 (0)P0+J
′′
1 (0)P1+J
′′
2 (0)P2 = r
′′(0).
Mientras que para t = 1:
q′′(1) = K ′′0 (1)P0+K
′′
1 (1)P1+K
′′
2 (1)P2 = J
′′
0 (1)P0+J
′′
1 (1)P1+J
′′
2 (1)P2 = r
′′(1).
Con lo que llegamos a que q′′(0) = r′′(0) y q′′(1) = r′′(1). Como ya sab´ıamos,
para m ≥ 2, q′(0) = r′(0) y q′(1) = r′(1), por tanto, r y q en t = 0, 1
tienen igual vector tangente unitario y por consiguiente, igual vector normal
principal. Para m ≥ 3, q′′(0) = r′′(0) y q′′(1) = r′′(1) por lo que tienen
adema´s la misma curvatura para estos valores de t.
2.2. Una cota del error de la distancia de
Hausdorff
Presentaremos una cota de la distancia de Hausdorff (1.1.1) entre una
curva racional r y la aproximacio´n de Hermite de grado impar q (ve´ase [7]).
De hecho, probaremos el siguiente teorema:
Teorema 2.2.1 Si 0 < ω < 3, entonces
dH(q, r) ≤ ma´x(1, ω
2)
(1 + ω)2
(ω − 1)n−1
2n+1
1
n
(
1− 1
n
)n−1
|P0 − 2P1 + P2|.
Para demostrarlo, necesitamos algunos lemas previos. El primero de ellos
se refiere a cualquier curva continua p, de la cual q es un ejemplo espec´ıfico.
Considerando la direccio´n P0 − 2P1 + P2, acotamos la distancia entre r y p
en te´rminos del ma´ximo de |f(p(t))|.
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Lema 2.2.2 Suponemos que p : [0, 1] → R2 es una curva continua la cual
esta´ enteramente dentro del tria´ngulo cerrado 4P0P1P2 y tal que p(0) =
P0 y p(1) = P2. Entonces:
dH(p, r) ≤ 1
4
ma´x
(
1
ω2
, 1
)
ma´x
t∈[0,1]
|f(p(t))||P0 − 2P1 + P2|.
Demostracio´n: Tomamos t ∈ [0, 1] y consideramos la l´ınea recta infinita l
que pasa por el punto r(t), paralela al vector P0 − 2P1 + P2. Sabemos que
p(0) = P0,p(1) = P2 y que la curva p es continua. Como P0 y P2 pertenecen
a lados contrarios de l, se sigue inmediatamente que p debe intersecarla en
algu´n punto p(s), para algu´n s ∈ [0, 1], aunque no necesariamente u´nico.
Ana´logamente, dado s ∈ [0, 1], hay una l´ınea recta l que pasa por el punto
p(s), y debe haber tambie´n un correspondiente t ∈ [0, 1] u´nico en este caso,
tal que r(t) pertenece a la l´ınea l, ya que p esta´ dentro de 4P0P1P2. De estas
observaciones y la definicio´n de distancia de Hausdorff, vemos que dH(p, r)
esta´ acotada por el ma´ximo de la distancia ma´s lejana entre p y r a lo largo
de todas las l´ıneas paralelas a P0 − 2P1 + P2.
Ahora suponemos que r(t) y p(s) pertenecen a la misma l´ınea l, paralela
a P0−2P1+P2. Desde ahora asumiremos que t ≤ 1/2 ya que se puede aplicar
un argumento similar para t > 1/2. En primer lugar, ya que podemos escribir
r en la forma
r(t) = (J0(t)− J2(t))P0 + J1(t)P1 + 2J2(t)C,
donde C = (P0+P2)/2, se sigue que el punto r(t) esta´ en el tria´ngulo4P0P1C
pues
J0(t)− J2(t) = (1− t)
2 − t2
1− ψ(t) =
1− 2t
1− ψ(t) ≥ 0.
Para hallar do´nde intersecta la l´ınea l con los bordes del tria´ngulo, escribimos
r(t) en la forma
r(t) = (1− ξ1)((1− u)P0 + uC) + ξ1((1− u)P0 + uP1),
de donde llegamos a que
r(t) = ((1− ξ1)(1− u) + ξ1(1− u))P0 + (ξ1u)P1 + ((1− ξ1)u)C =
= (1− u)P0 + (ξ1u)P1 + ((1− ξ1)u)C
y comparando coeficientes encontramos que
u = 1 + J2(t)− J0(t) y
ξ1 = J1(t)/(1 + J2(t)− J0(t)).
36 CAPI´TULO 2. APROXIMACIO´N DE ARCOS CIRCULARES
Con estos valores, la l´ınea r(t) = (1 − ξ1)P3 + ξ1P4 intersecta el borde P0C
en el punto P3 = (1 − u)P0 + uC, e intersecta el borde P0P1 en el punto
P4 = (1− u)P0 + uP1.
Ahora consideramos g : [0, 1]→ R, la restriccio´n de f al segmento P3P4 :
g(ξ) = f((1−ξ)P3+ξP4) = f((1−ξ)((1−u)P0+uC)+ξ((1−u)P0+uP1)) =
= f(((1− ξ)(1− u) + (1− ξ)u/2 + ξ(1− u))P0 + (ξu)P1 + ((1− ξ)u/2)P2) =
= ξ2u2 − 4ω2(1− u− ξ + ξu+ u/2− ξu/2 + ξ − ξu)(u− ξu)/2 = ξ2u2 − 2ω2
(1−u/2−ξu/2)(u−ξu) = ξ2u2−2ω2(u−ξu−u2/2+ξu2/2−ξu2/2+ξ2u2/2) =
= ξ2u2 − ω2u(2− 2ξ − u+ ξ2u).
Por lo tanto,
g′(ξ) = 2ξu2 − ω2u(−2 + 2ξu) = 2ξu2 + 2ω2u− 2ξu2ω2 =
= 2u((1− ξ)ω2 + ξ(u+ ω2(1− u))).
Vamos a ver que g′(ξ) ≥ 2umı´n(ω2, 1) para todo ξ ∈ [0, 1]. Se tiene que:
g′(ξ)
2u
= (1− ξ)ω2 + ξ(u+ ω2(1− u))
esta´ en el segmento de extremos ω2 y (u+ ω2(1− u)).
Veamos que u ∈ [0, 1] para demostrar que u + ω2(1 − u) esta´ en el seg-
mento de extremos ω2 y 1. Sabemos que u(0) = 0 y u(1/2) = 1, por tanto
bastara´ probar que u es mono´tonamente creciente. Veamos que u′ ≥ 0:
u′ =
2(1− ψ(t))− (1− 2t)ψ′(t)
(1− ψ(t))2 =
2− 4(1− ω)(1− t)t− 2(1− ω)(1− 2t)2
(1− ψ(t))2 =
=
2− 2(1− ω)(2(1− t)t+ (1− 2t)2)
(1− ψ(t))2 =
2− 2(1− ω)(1− 2t+ 2t2)
(1− ψ(t))2 .
Observamos que u′ ≥ 0 si (1− ω)(1− 2t+ 2t2) ≤ 1. La funcio´n 1− 2t+ 2t2
alcanza su ma´ximo en t = 0, por tanto 1 − 2t + 2t2 ≤ 1. Por otro lado,
1−ω ≤ 1 ya que ω > 0. Luego, se tiene que u es creciente y como quer´ıamos
ver g′(ξ)/2u esta´ en el segmento de extremos ω2 y u+ ω2(1− u).
Por tanto, si ω < 1 se tiene que ω2 < 1 y entonces
ω2 ≤ g
′(ξ)
2u
≤ (1− u)ω2 + u < 1.
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En el caso de que 1 < ω, se tiene que 1 < ω2 y entonces
1 < (1− u)ω2 + u ≤ g
′(ξ)
2u
≤ ω2.
Como consecuencia, g′(ξ) > 0, luego g es mono´tonamente creciente. Por
tanto, recordando que r(t) = (1− ξ1)P3 + ξ1P4, y que f(r(t)) = 0, debemos
tener que g(ξ1) = 0, y g(ξ) < 0 para 0 ≤ ξ < ξ1, y g(ξ) > 0 para ξ1 < ξ ≤ 1.
Pero ya que p(s) pertenece a la l´ınea l, y p se encuentra en el interior del
tria´ngulo 4P0P1P2, debe existir ξ2 ∈ [0, 1] tal que p(s) = (1− ξ2)P3 + ξ2P4.
Hay dos posibles casos: ξ2 ≥ ξ1 y ξ2 ≤ ξ1. En el primer caso, observamos que
g(ξ2) = g(ξ2)− g(ξ1) =
∫ ξ2
ξ1
g′(ξ)dξ ≥ 2umı´n(ω2, 1)(ξ2 − ξ1),
mientras en el segundo,
−g(ξ2) = g(ξ1)− g(ξ2) =
∫ ξ1
ξ2
g′(ξ)dξ ≥ 2umı´n(ω2, 1)(ξ1 − ξ2).
En ambos casos, |ξ2 − ξ1| ≤ 1
2u
ma´x
(
1
ω2
, 1
)
|g(ξ2)|, o en otras palabras
|p(s)− r(t)|
|P4 − P3| ≤
1
2u
ma´x
(
1
ω2
, 1
)
|f(p(s))|.
Pero |P4 − P3| = u|P1 − C| = u
2
|P0 − 2P1 + P2|, lo que implica que
|p(s)− r(t)| ≤ 1
4
ma´x
(
1
ω2
, 1
)
|f(p(s))||P0 − 2P1 + P2|,
de donde se sigue la estimacio´n requerida tomando el ma´ximo sobre s. 
Para aplicar este lema a la curva q necesitaremos que q este´ enteramente
en el interior del tria´ngulo 4P0P1P2:
Lema 2.2.3 Si 0 < ω < 3 entonces la curva q esta´ en el interior del tria´ngu-
lo cerrado 4P0P1P2.
Demostracio´n: Ya hemos visto que K0(t), K1(t) y K2(t) son las coordena-
das barice´ntricas de la curva q y que
∑2
i=0Ki = 1. Para demostrar este lema
es necesario demostrar que los Ki son todos no negativos para t ∈ [0, 1]. Pero
esto es consecuencia trivial de su definicio´n en (2.1.5) ya que 0 < ψ < 1. 
Queda conseguir una cota superior para el polinomio f(q(t)). Esta cota
es va´lida para todo ω y se sigue directamente del Lema 2.2.2:
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Lema 2.2.4 Para todo t ∈ [0, 1],
0 ≤ f(q(t)) ≤ ω
2
(1 + ω)2
(ω − 1)n−1
2n−1
1
n
(
1− 1
n
)n−1
.
Demostracio´n: Sea G(t) = (1−t)m(2t−1)tm. Hallamos el mı´nimo y ma´ximo
de G con t ∈ [0, 1]. Ciertamente,
G′(t) = (1− t)m−1tm−1(−mt(2t− 1) +m(1− t)(2t− 1) + 2(1− t)t) =
= − (1− t)m−1tm−1((4m+ 2)t2 − (4m+ 2)t+m).
As´ı que G′(t) = 0 implica que, o bien t = 0, 1, donde G(t) = 0, o bien
t = ti = 1/2 ± 1/
√
2(4m+ 2), i = 1, 2. Pero n = 2m + 1, as´ı que ti =
(1 ± 1/√n)/2. Adema´s, t2 = 1 − t1, y por tanto (1 − ti)ti = (1 − 1/n)/4.
Tambie´n 2ti − 1 = ±1/
√
n y entonces
G(ti) = ± 1
4m
√
n
(
1− 1
n
)m
.
Por tanto, el ma´ximo y el mı´nimo de G se obtienen en ti, i = 1, 2.
Teniendo en cuenta el Lema 2.1.2, el ma´ximo de f(q) se da para uno de los
valores ti, y ya que
f(q(t)) = 2n−1
ω2
(1 + ω)2
(ω − 1)n−1G2(t),
este lema queda terminado. 
Demostraremos ahora el Teorema 2.2.1:
Demostracio´n: Para 0 < ω < 3, el Lema 2.2.3 demuestra que q esta´ en
el interior del tria´ngulo 4P0P1P2. Entonces, debemos aplicar el Lema 2.2.2
para conseguir
dH(q, r) ≤ 1
4
ma´x
(
1
ω2
, 1
)
ma´x
t∈[0,1]
|f(q(t))||P0 − 2P1 + P2|.
Finalmente, del Lema 2.2.4 obtenemos
dH(q, r) ≤ ma´x(1, ω
2)
(1 + ω)2
(ω − 1)n−1
2n+1
1
n
(
1− 1
n
)n−1
|P0 − 2P1 + P2|,
como se buscaba. 
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2.3. Una distancia de Hausdorff exacta entre
los arcos circulares y las curvas de Be´zier
aproximadas
Presentaremos una cota de la distancia de Hausdorff entre un caso parti-
cular de curva racional r, como son los arcos circulares, y la aproximacio´n de
Hermite de grado impar q, que en esta seccio´n y la que sigue denotaremos
como c y ca, respectivamente. El me´todo produce tambie´n la distancia exacta
de Hausdorff entre esas dos curvas y adema´s mostraremos que la aproxima-
cio´n de Hermite de arcos circulares es en realidad una curva de Be´zier, (ve´ase
[1]).
Suponemos un arco circular c(s) = (cos s, sen s), s ∈ [0, α], para 0 <
α < pi dado. Como se vio en el cap´ıtulo anterior, c(s) es una curva racional
de grado 2 con P0 = (1, 0), P1 = (1, tan(α/2)), P2 = (cosα, senα) y ω =
cos(α/2).
Figura 2.2: Arco circular (l´ınea azul) de a´ngulo α, puntos de control y
pol´ıgono de control (l´ınea verde).
Sea ψ = ψ(t) = 2(1− cos(α/2))(1− t)t y
K0(t) = (1− t)2
m−1∑
i=0
ψ(t)i +
1− t
1 + cos(α/2)
ψ(t)m,
K1(t) = 2 cos
α
2
t(1− t)
m−1∑
i=0
ψ(t)i +
cos(α/2)
1 + cos(α/2)
ψ(t)m,
K2(t) = t
2
m−1∑
i=0
ψ(t)i +
t
1 + cos(α/2)
ψ(t)m,
(2.3.1)
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para cada entero positivo m. Entonces la curva plana polinomial ca(t) de
grado impar n = 2m+ 1 dada por
ca(t) = K0(t)(1, 0) +K1(t)
(
1, tan
α
2
)
+K2(t)(cosα, senα), (2.3.2)
donde t ∈ [0, 1], es una curva de interpolacio´n de Hermite del arco circular
c con contacto de orden 2 en los puntos extremos. La cota de la distancia
de Hausdorff entre el arco circular c(s) y su aproximacio´n polinomial ca(t)
esta´ propuesta por el teorema siguiente:
Teorema 2.3.1 La curva aproximada ca(t) de grado impar n definida por
(2.3.2) es una curva de interpolacio´n del arco circular con contacto de orden
2 en los puntos extremos y la distancia de Hausdorff entre las dos curvas
esta´ acotada por
dH(c, c
a) ≤ 1
2n
(
1− 1
n
)n−1
sen2n
α
4
sec
α
2
sec2
α
4
.
Demostracio´n: La primera afirmacio´n se demostro´ en la primera seccio´n
de este cap´ıtulo. Por otro lado, la cota superior de la distancia de Hausdorff
se obtiene directamente del Teorema 2.2.1 tomando r = c, q = ca, P0 =
(1, 0), P1 = (1, tan(α/2)), P2 = (cosα, senα) y ω = cos(α/2), con lo que
(ω − 1)n−1 =
(
cos
α
2
− 1
)n−1
=
(
cos2
α
4
− sen2 α
4
− 1
)n−1
=
=
(
−2 sen2 α
4
)n−1
= 2n−1 sen2n−2
α
4
,
1
(1 + ω)2
=
1
(1 + cos(α/2))2
=
1
(1 + cos2(α/4)− sen2(α/4))2 =
=
1
(2 cos2(α/4))2
=
1
4
sec4
α
4
,
|P0 − 2P1 + P2| = |(cosα− 1,−2 tan α
2
+ senα)| =
=
√
(cosα− 1)2 +
(
−2 tan α
2
+ senα
)2
=
=
√(
cos2
α
2
− sen2 α
2
− 1
)2
+
(
−2 tan α
2
+ 2 sen
α
2
cos
α
2
)2
=
=
√(
−2 sen2 α
2
)2
+
(
2 sen
α
2
( −1
cos(α/2)
+ cos
α
2
))2
=
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=
√
4 sen4
α
2
+ 4 sen2
α
2
(
1
cos2(α/2)
+ cos2
α
2
− 2
)
=
= 2 sen
α
2
√
sen2
α
2
+
1
cos2(α/2)
− sen2 α
2
− 1 =
= 2 sen
α
2
√
1
cos2(α/2)
− 1 = 2 sen α
2
√
sec2
α
2
− 1 =
= 2 sen
α
2
√
sec2
α
2
(
1− cos2 α
2
)
=
= 2 sen
α
2
√
sec2
α
2
sen2
α
2
= 2 sen2
α
2
sec
α
2
.
Por tanto, sustituyendo en la cota del error del Teorema 2.2.1,
dH(c, c
a) ≤
≤ ma´x
(
1, cos2
α
2
) 1
4
sec4
α
4
2n−1 sen2n−2
α
4
1
2n+1
1
n
(
1− 1
n
)n−1
2 sen2
α
2
sec
α
2
≤
≤ 1
2n
(
1− 1
n
)n−1
sen2n
α
4
sec
α
2
1
4
sec4
α
4
sen−2
α
4
sen2
α
2
=
=
1
2n
(
1− 1
n
)n−1
sen2n
α
4
sec
α
2
sec2
α
4
,
como quer´ıamos demostrar. 
El ana´lisis de la cota de error para la aproximacio´n polinomial de grado
impar es una cota superior muy fuerte. La distancia exacta de Hausdorff
dH(c, c
a) entre el arco circular c(s) y la aproximacio´n polinomial ca(t) se
deduce como sigue:
Proposicio´n 2.3.2 La aproximacio´n polinomial ca(t) de arcos circulares tie-
ne la distancia de Hausdorff exacta
dH(c, c
a) =
√
1
n
(
1− 1
n
)n−1
sen2n
α
4
sec2
α
4
+ 1− 1.
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Demostracio´n: Por (2.3.2) y simples ca´lculos, tenemos
|ca(t)|2 = (K0 +K1 +K2 cosα)2 + (K1 tan α
2
+K2 senα)
2 =
= K20 +K
2
1 + 2K0K1 +K
2
2 + 2(K0 +K1)K2 − 2(K0 +K1)K2+
+ 2K0K2 cosα + 2K1K2 cosα +K
2
1 tan
2 α
2
+ 2K1K2 tan
α
2
senα =
= (K0 +K1 +K2)
2 + tan2
α
2
(
K21 − 4 cos2
α
2
K0K2
)
.
Ya que K0 +K1 +K2 ≡ 1,
|ca(t)|2 − 1 = tan2 α
2
(
K21 − 4 cos2
α
2
K0K2
)
= tan2
α
2
f(ca).
Por el Lema 2.1.2 se puede factorizar como
|ca(t)|2 − 1 = tan2 α
2
2n−1
ω2
(1 + ω)2
(ω − 1)n−1(1− t)n−1tn−1(2t− 1)2 =
= tan2
α
2
2n−1 cos2
α
2
1
4
sec4
α
4
2n−1 sen2n−2
α
4
(1− t)n−1tn−1(2t− 1)2 =
=
(
tan2
α
4
)
22n−2
(
sen2n−2
α
4
)
tn−1(1− t)n−1(2t− 1)2.
Y por el Lema 2.2.4 tiene el ma´ximo so´lo en ti = (1± 1/
√
n)/2, i = 1, 2, y
0 ≤ |ca(t)|2 − 1 ≤ |ca(ti)|2 − 1 =
(
tan2
α
2
) ω2
(1 + ω)2
(ω − 1)n−1
2n−1
1
n
(
1− 1
n
)n−1
=
=
(
tan2
α
2
)(
cos2
α
2
) 1
4
(
sec4
α
4
)
2n−1
(
sen2n−2
α
4
) 1
2n−1
1
n
(
1− 1
n
)n−1
=
=
1
n
(
1− 1
n
)n−1
sen2n
α
4
sec2
α
4
.
Entonces |ca(t)| − 1 es tambie´n no negativo y tiene el ma´ximo so´lo en ti ya
que
0 ≤ |ca(t)|2 − 1 ≤ |ca(ti)|2 − 1,
por lo que
1 ≤ |ca(t)|2 ≤ |ca(ti)|2,
lo que implica
1 ≤ |ca(t)| ≤ |ca(ti)|,
con lo que llegamos a que
0 ≤ |ca(t)| − 1 ≤ |ca(ti)| − 1.
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Adema´s, ya que
|ca(ti)|2 − 1 = 1
n
(
1− 1
n
)n−1
sen2n
α
4
sec2
α
4
obtenemos que
|ca(ti)| =
√
1
n
(
1− 1
n
)n−1
sen2n
α
4
sec2
α
4
+ 1
y por lo tanto
|ca(ti)| − 1 =
√
1
n
(
1− 1
n
)n−1
sen2n
α
4
sec2
α
4
+ 1− 1.
En la Figura 2.3 se muestra gra´ficamente lo que ser´ıa la distancia de Hausdorff
entre la curva c y su aproximacio´n ca. Ya que |c(t1)| = |c(t2)| = 1 al tomar
un arco de circunferencia de radio uno, se tiene que dH(c, c
a) = |ca(ti)| − 1
con lo cual,
dH(c, c
a) = |ca(ti)| − 1 =
√
1
n
(
1− 1
n
)n−1
sen2n
α
4
sec2
α
4
+ 1− 1,
como quer´ıamos demostrar. 
Figura 2.3: Distancia de Hausdorff entre c y ca.
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El ana´lisis de la cota de error exacto para dH(c, c
a) en la Proposicio´n
2.3.2 es ma´s fuerte que la cota de error en el Teorema 2.3.1 como se muestra
en la Tabla 2.1 y en la Figura 2.4.
En la Figura 2.4 quedan representadas gra´ficamente para los casos n =
5, 7, 9 la cota de error del Teorema 2.3.1 (rojo) y la distancia de Hausdorff
exacta que da la Proposicio´n 2.3.2 (azul) para los casos en que el a´ngulo α
se encuentre en el intervalo [pi/4, pi/2].
Podemos concluir que a mayor grado n, mejor sera´ la aproximacio´n ca(t)
del arco circular c(s) y menor sera´ la diferencia entre la cota de error y la
distancia exacta de Hausdorff.
n cota dH(c, c
a)
5 0.000004571311972 0.000003232
7 0.00000006780016999 0.000000048
9 0.000000001111489884 0.000000001
Tabla 2.1: Cota de error y distancia exacta de Hausdorff para α = pi/2.
n = 5 n = 7 n = 9
Figura 2.4: Funcio´n cota de error y funcio´n error exacto para α ∈ [pi/4, pi/2].
A continuacio´n veremos que la curva aproximacio´n de Hermite ca puede
ser expresada como una curva de Be´zier simple de grado impar. Los coefi-
cientes de Be´zier de la curva aproximada ca(t) se pueden conseguir usando
la forma de Bernstein de Ki(t), i = 0, 1, 2, dada en [7], siendo:
K0(t) =
n∑
j=0
(
n
j
)
tj(1− t)n−jkj,0
tomando a = ω − 1 y donde
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kj,0 =

j∑
i=0
(−2a)i
(
n− 2i− 2
j − i
)
/
(
n
j
)
para j = 0, . . . ,m− 1,(
m−1∑
i=0
(−2a)i
(
n− 2i− 2
m− i
)
+ (−2a)m/(2 + a)
)
/
(
n
m
)
para j = m,
n−j−2∑
i=0
(−2a)i
(
n− 2i− 2
j − i
)
/
(
n
j
)
para j = m+ 1, . . . , n− 2,
0 para j = n− 1, n.
Si los coeficientes de Bernstein de K1(t) y K2(t) son kj,1 y kj,2 respecti-
vamente, entonces claramente kj,2 = kn−j,0 y kj,1 = 1− kj,0 − kj,2.
Teniendo en cuenta que
ca(t) = K0(t)P0 +K1(t)P1 +K2(t)P2 =
(
n∑
j=0
(
n
j
)
tj(1− t)n−jkj,0
)
P0+
+
(
n∑
j=0
(
n
j
)
tj(1− t)n−jkj,1
)
P1 +
(
n∑
j=0
(
n
j
)
tj(1− t)n−jkj,2
)
P2 =
=
n∑
j=0
(
n
j
)
tj(1− t)n−j(kj,0P0 + kj,1P1 + kj,2P2),
podemos escribir ca(t) en forma de Be`zier
ca(t) =
n∑
i=0
Bni (t)Ti, t ∈ [0, 1],
donde
Ti = ki,0P0 + ki,1P1 + ki,2P2 (2.3.3)
son los puntos de control de la curva de Be´zier ca(t) de grado n.
En la Figura 2.5 se puede ver un estudio para los casos particulares n =
5, 7, 9 de la curva ca(t) aproximacio´n del arco circular c(s) con α = pi/2.
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n = 5 n = 7 n = 9
Figura 2.5: Aproximacio´n ca(t) del arco circular c(s) para α = pi/2.
2.4. Aproximacio´n de la curva paralela
En esta seccio´n aproximaremos la curva paralela a una curva plana simple
de Be´zier de grado n impar por una curva de Be´zier del mismo grado, (ve´ase
[1]).
Sean p(t) la curva plana simple de Be´zier dada por
p(t) =
n∑
i=0
Bni (t)Pi, t ∈ [0, 1],
y pr(t) la curva paralela a distancia r ∈ R dada por
pr(t) = p(t) + rn(t),
donde n(t) es el vector normal unitario de p(t), el cual se obtiene por rotacio´n
del vector tangente unitario de p(t) por pi/2 en sentido positivo. Notemos
que pr(t) es una curva que no es polinomial en general. Nuestro objetivo es
aproximar pr(t) por una curva de Be´zier.
Sin pe´rdida de generalidad, podemos asumir que la curva plana simple de
Be´zier p(t) es convexa y la curva circular que describen los vectores normales
n(t) de la curva p(t) (conocida como indicatriz de las normales) es de longitud
menor que pi. En caso contrario, p(t) puede ser subdividida hasta que se
satisfaga esta condicio´n.
Vamos a considerar como curva paralela a p(t) a distancia r la siguiente
curva de Be´zier del mismo grado que p(t)
p(t) = p(t) + rca(t), (2.4.1)
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donde ca(t) es la aproximacio´n del arco circular descrito por los vectores n(t).
En la seccio´n anterior vimos que esta curva ca(t) puede ser considerada como
una curva de Be´zier del mismo grado que p(t). Por tanto p(t) es una curva
de Be´zier con puntos de control P i, i = 0, . . . , n que pueden ser expresados a
partir de los puntos de control de las curvas p(t) y ca(t):
p(t) =
n∑
i=0
Bni (t)P i =
n∑
i=0
Bni (t)(Pi + rTi), (2.4.2)
donde los Ti esta´n descritos en (2.3.3).
A continuacio´n mostramos algunos ejemplos de curvas paralelas. En la
Figura 2.6 se muestra una curva de Be´zier simple p(t) de grado n = 5 con
los puntos de control P0 = (0, 1), P1 = (1/2, 3), P2 = (2, 5), P3 = (3, 4), P4 =
(7/2, 3) y P5 = (4, 1), de la cual queremos obtener una aproximacio´n de una
curva paralela p(t) a distancia 1 por el me´todo descrito en esta seccio´n. Para
ello necesitamos hallar el arco circular ca, el cual se muestra en la Figura 2.7,
que sera´ aproximacio´n del arco c descrito por la indicatriz de las normales
n(t) y como ya vimos, para escribir ca(t) como una curva de Be´zier tenemos
que hallar los puntos Ti que se describ´ıan en (2.3.3). Finalmente, mostramos
en la Figura 2.8 la curva p(t) definida en (2.4.2) para nuestro caso particular,
donde adema´s podemos observar los puntos de control obtenidos Pi + Ti.
En la Figura 2.9 se muestra otro ejemplo. En este caso, se tiene una curva
dividida en dos subcurvas, la primera de grado n = 5 y curvatura negativa
y la segunda de grado n = 3 y curvatura positiva. Tendremos en cuenta
que el punto final de la primera curva coincide con el punto de origen de la
segunda y ambas tienen contacto de orden 2 en este punto. Hemos obtenido la
curva paralela a ambas a igual distancia, adema´s de sus respectivos puntos
y pol´ıgono de control, con lo que se observa gra´ficamente que las curvas
paralelas obtenidas tienen tambie´n contacto de orden 2 en el punto de unio´n.
Por u´ltimo, en la Figura 2.10 representamos otro ejemplo de aproxima-
cio´n de curva paralela a otra curva dada. En este caso, hemos realizado una
aplicacio´n para el disen˜o de caracteres de imprenta, tomando para ello la
letra R.
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Figura 2.6: Curva p(t) de grado n = 5.
Figura 2.7: Aproximacio´n de Be´zier ca del arco circular c para n = 5.
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Figura 2.8: Curva p(t) y aproximacio´n de su curva paralela p(t).
Figura 2.9: Aproximacio´n de Be´zier de la curva paralela a la curva dada.
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Figura 2.10: Aproximacio´n de Be´zier de R.
Cap´ıtulo 3
Aproximacio´n normal de curvas
planas regulares
En este cap´ıtulo, ofreceremos otro me´todo para aproximar curvas planas
regulares por curvas de Be´zier, que presentaron recientemente los directores
de este trabajo en [3]. Este me´todo, a diferencia del estudiado en el cap´ıtulo
anterior, se puede usar para cualquier tipo de curva regular y esta´ inspirado
por las variaciones normales. Una variacio´n normal de una curva se produce
cuando la curva se considera como una cuerda, vibrando en una direccio´n or-
togonal a su vector tangente en todo punto. Esta te´cnica se usa, por ejemplo,
para caracterizar geode´sicas como las soluciones de un problema variacional.
El me´todo presentado se puede ver como un tipo de discretizacio´n de esta
construccio´n.
3.1. Descripcio´n del me´todo
Sea α : [0, 1] −→ R2 una curva plana parametrizada regular. Queremos
aproximarla por una curva de Be´zier, la cual esta´ determinada por n + 1
puntos de control P0, P1, . . . , Pn en R2. Describiremos el me´todo para elegir
estos puntos:
Paso 1: Elegimos n + 1 valores t0, . . . , tn en [0, 1] tal que t0 = 0 < t1 <
. . . < tn−1 < tn = 1. Tomamos directamente P0 = α(0), Pn = α(1). Para
todo i = 1, . . . , n− 1, consideramos el punto
Pi(λi) = α(ti) + λinα(ti), (3.1.1)
donde λi es un para´metro real y nα(ti) es el vector normal a α en α(ti). Esto
significa que el punto Pi(λi) pertenece a la recta normal a α en α(ti) como
se puede ver en la Figura 3.1.
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a(ti)
a(0)
a(1)
Pi(li)
n(ti)
t(ti)
Figura 3.1: Punto Pi(λi) en la recta normal a α en α(ti).
Paso 2: Construimos la curva de Be´zier
B(λ1, . . . , λn−1, t) = Bn0 (t)P0 +
n−1∑
i=1
Bni (t)Pi(λi) +B
n
n(t)Pn, (3.1.2)
que depende de los para´metros λ1, . . . , λn−1, donde Bni (t) son los polinomios
de Bernstein usuales.
Paso 3: Definimos la funcio´n:
F (λ1, . . . , λn−1) =
∫ 1
0
|α(t)−B(λ1, . . . , λn−1, t)|2dt. (3.1.3)
Esta funcio´n es, de hecho, la pseudome´trica al cuadrado en L2([0, 1]). Repre-
senta el error entre α(t) y B(λ1, . . . , λn−1, t).
Paso 4: Para obtener la mejor aproximacio´n posible con este me´todo,
minimizamos (3.1.3), encontrando valores λ01, . . . , λ
0
n−1. Entonces, la curva
de Be´zier que estamos buscando es B(λ01, . . . , λ
0
n−1, t), que esta´ determinada
por los puntos de control P0, P1(λ
0
1), . . . , Pn−1(λ
0
n−1), Pn.
Esto se puede obtener resolviendo un sistema de ecuadiones lineales dado
por ∂F/∂λj = 0, para todo j = 1, . . . , n− 1. De hecho, aplicando el criterio
de “derivacio´n bajo el signo integral”, se sigue de (3.1.3) que
∂F
∂λj
=
∫ 1
0
∂G
∂λj
dt,
donde
G(λ1, . . . , λn−1, t) = |α(t)−B(λ1, . . . , λn−1, t)|2 =
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=
2∑
k=1
(αk(t)−Bk(λ1, . . . , λn−1, t))2,
siendo αk(t) (resp. Bk(λ1, . . . , λn−1, t)) la k-e´sima componente de α(t) (resp.
B(λ1, . . . , λn−1, t)). Por lo tanto:
∂G
∂λj
= 2
2∑
k=1
(αk(t)−Bk(λ1, . . . , λn−1, t))∂(α
k(t)−Bk(λ1, . . . , λn−1, t))
∂λj
.
Pero se sigue fa´cilmente de (3.1.1) y (3.1.2) que
∂(αk(t)−Bk(λ1, . . . , λn−1, t))
∂λj
= −Bnj (t)nkα(tj),
donde nkα(tj) denota la k-e´sima componente de nα(tj). Entonces,
∂F
∂λj
= − 2
2∑
k=1
nkα(tj)
∫ 1
0
(αk(t)−Bk(λ1, . . . , λn−1, t))Bnj (t)dt =
= − 2
2∑
k=1
nkα(tj)
(∫ 1
0
αk(t)Bnj (t)dt− P k0
∫ 1
0
Bn0 (t)B
n
j (t)dt−
−
n−1∑
i=1
αk(ti)
∫ 1
0
Bni (t)B
n
j (t)dt− P kn
∫ 1
0
Bnn(t)B
n
j (t)dt
)
+
+ 2
n−1∑
i=1
(
2∑
k=1
nkα(ti)n
k
α(tj)
∫ 1
0
Bni (t)B
n
j (t)dt
)
λi,
donde hemos usado (3.1.1) y (3.1.2) de nuevo. Esta expresio´n es claramente
af´ın en λ1, . . . , λn−1.
A continuacio´n, expondremos un ejemplo del me´todo descrito.
Ejemplo 3.1.1 Sea α : [0, 1] −→ R2 el arco de circunferencia dado por
α(t) = (cos(tpi/2), sen(tpi/2)). Aproximaremos α con dos puntos intermedios.
Por tanto, tomamos n = 3 y directamente tenemos P0 = α(0) = (1, 0) y
P3 = α(1) = (0, 1). Elegimos t1 = 1/3 y construimos:
P1(λ1) = α(1/3) + λ1nα(1/3) =
(√
3
2
(1− λ1), 1
2
(1− λ1)
)
.
Del mismo modo, para t = 2/3 obtenemos:
P2(λ2) = α(2/3) + λ2nα(2/3) =
(
1
2
(1− λ1),
√
3
2
(1− λ1)
)
.
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Por lo tanto, la curva de Be´zier, que depende de los para´metros λ1, λ2, esta´ da-
da por:
B(λ1, λ2, t) = B
3
0(t)P0 +B
3
1(t)P1(λ1) +B
3
2(t)P2(λ2) +B
3
3(t)P3 =
=
(
(1− t)3 + 3t(1− t)2
√
3(1− λ1)/2 + 3t2(1− t)(1− λ2)/2,
3t(1− t)2(1− λ1)/2 + 3t2(1− t)
√
3(1− λ2)/2 + t3
)
.
Ahora calculamos la funcio´n que aparece en (3.1.3) para nuestro ejemplo,
obteniendo:
F (λ1, λ2) =
∫ 1
0
|α(t)−B(λ1, λ2, t)|2dt.
Para minimizar esta funcio´n, imponemos el sistema:{
∂F/∂λ1 = 0,
∂F/∂λ2 = 0,
cuyas soluciones son:
λ01 = −0.1351015996,
λ02 = −0.1351016605.
Por tanto, nuestros puntos de control sera´n
P1(λ
0
1) = (0.9830268214, 0.5675507998),
P2(λ
0
2) = (0.5675508302, 0.9830268740),
y la correspondiente curva de Be´zier es:
B(λ01, λ
0
2, t) =
(
(1− t)3 + 2.949080464t(1− t)2 + 1.702652491t2(1− t),
1.702652399t(1− t)2 + 2.949080622t2(1− t) + t3) .
El error esta´ dado por F (λ01, λ
0
2) = 0.00009198833393. En Figura 3.2
podemos observar la curva real α(t) (en azul) y su aproximacio´n B(λ01, λ
0
2, t)
(en rojo). Representamos en negro los puntos de control P0, P1(λ
0
1), P2(λ
0
2)
y P3.
Si elegimos ma´s puntos de control intermedios, obtendremos mejores apro-
ximaciones. Las estimaciones de error dadas por F (λ01, . . . , λ
0
n−1) se pueden
ver para n = 3 y n = 5 en la Tabla 3.1 y se observa que el error es menor a
mayor grado. En todos los casos hemos elegido los valores ti uniformemente
distribuidos.
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Figura 3.2: Aproximacio´n normal de un arco de circunferencia con n = 3.
n error estimado
3 0.00009198833393
5 0.00001083013724
Tabla 3.1: Estimaciones de error F (λ01, . . . , λ
0
n−1) para n = 3, 5.
A continuacio´n describimos una variante de este me´todo que reduce leve-
mente los ca´lculos aplicando una propiedad conocida de las curvas de Be´zier:
las derivadas en los puntos extremos esta´n completamnete determinadas. De
hecho, si B(t) es una curva de Be´zier dada por los puntos P0, P1, . . . , Pn,
entonces
B′(0) = n(P1 − P0), B′(1) = n(Pn − Pn−1).
En nuestro caso:
B′(λ1, . . . , λn−1, 0) = n(α(t1) + λ1nα(t1)− α(0)),
B′(λ1, . . . , λn−1, 1) = n(α(1)− α(tn−1)− λn−1nα(tn−1)).
Si imponemos para las curvas de Be´zier B(λ1, . . . , λn−1, t) definidas en
(3.1.2) que sus direcciones tangentes en los puntos extremos P0 y Pn son las
mismas que las de la curva α(t), i.e.,
B′(λ1, . . . , λn−1, 0) · nα(0) = 0, B′(λ1, . . . , λn−1, 1) · nα(1) = 0, (3.1.4)
entonces obtenemos dos ecuaciones lineales que determinan fa´cilmente λ01, λ
0
n−1.
Seguimos el me´todo anterior para obtener los otros para´metros λ02, . . . , λ
0
n−2
y decimos que la curva de Be´zier B(λ01, . . . , λ
0
n−1, t) esta´ “clavada” en los pun-
tos extremos P0, Pn.
A continuacio´n, presentamos un ejemplo para aplicar la variante del me´to-
do de aproximacio´n normal.
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Ejemplo 3.1.2 Tomamos de nuevo el mismo arco circular que en el Ejemplo
3.1.1, α(t) = (cos(tpi/2), sen(tpi/2)). Como podemos determinar fa´cilmente
los puntos de control P1(λ1) y Pn−1(λn−1), tomamos n = 5 y directamente
tenemos P0 = (1, 0) y P5 = (0, 1). Elegimos t1 = 1/5, t2 = 2/5, t3 = 3/5,
t4 = 4/5 y construimos P1(λ1), P2(λ2), P3(λ3), P4(λ4) del modo usual.
Ahora, escribimos las ecuaciones de (3.1.4):
0.244717418 + 4.755282582λ1 = 0,
−0.2447174183− 4.755282582λ4 = 0.
Las soluciones son λ01 = −0.05146222412 y λ04 = −0.05146222419, que deter-
minan completamente P1(λ
0
1) y P4(λ
0
4). Por lo tanto, so´lo tenemos que obtener
los valores de los para´metros λ2 y λ3 de la curva de Be´zier B(λ
0
1, λ2, λ3, λ
0
4, t)
minimizando la funcio´n F (λ01, λ2, λ3, λ
0
4).
Los resultados son
λ02 = − 0.07247449190,
λ03 = − 0.07247434993,
y el error es ahora F (λ01, λ
0
2, λ
0
3, λ
0
4) = 0.0000113749765, que es menor que
F (λ01, λ
0
2) del Ejemplo 3.1.1.
En la Figura 3.3 podemos observar la curva real α(t) (en azul) y su
aproximacio´nB(λ01, λ
0
2, λ
0
3, λ
0
4, t) (en rojo). Representamos en negro los puntos
de control P0, P1(λ
0
1), P2(λ
0
2), P3(λ
0
3), P4(λ
0
4), P5. De igual forma que con
el otro me´todo, si elegimos ma´s puntos de control intermedios obtendremos
mejores aproximaciones. Las estimaciones de error dadas por F (λ01, . . . , λ
0
n−1)
se pueden ver para n = 3 y n = 5 en la Tabla 3.2 y se observa que el error
es menor a mayor grado. En todos los casos hemos elegido los valores ti
uniformemente distribuidos.
Figura 3.3: Aproximacio´n normal “clavada” de un arco de circunferencia con
n = 5.
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n error estimado
3 0.0002006008129
5 0.0000113748196
Tabla 3.2: Estimaciones de error F (λ01, . . . , λ
0
n−1) para n = 3, 5.
Para poder comparar este me´todo con el me´todo de aproximacio´n de arcos
de circunferencia por curvas de Be´zier simples de grado n visto en el cap´ıtulo
anterior, en el que recordamos, conocemos la distancia Hausdorff entre un
arco de circunferencia c y su aproximacio´n ca, hemos calculado la norma 2
entre ambas curvas para n = 5 y el resultado obtenido es 0,00009739033365.
Como conclusio´n, a partir este resultado y de Tabla 3.1 y Tabla 3.2, po-
demos decir que para un arco circular de a´ngulo pi/2 y para el caso particular
n = 5 el mejor me´todo de aproximacio´n es el me´todo normal en el caso en
que la curva de Be´zier no esta´ “clavada” en los puntos extremos.
3.2. Aproximacio´n de la curva paralela por el
me´todo normal
En esta seccio´n aproximaremos la curva paralela a una curva de Be´zier de
grado n impar por la curva de Be´zier del mismo grado con el me´todo normal
y su variante. Sea p(t) la curva plana simple de Be´zier dada por
p(t) =
n∑
i=0
Bni (t)Pi, t ∈ [0, 1].
Del mismo modo que hicimos en el cap´ıtulo anterior para el otro me´todo
de aproximacio´n de arcos circulares, vamos a considerar en este caso como
curva paralela a p(t) a distancia r la siguiente curva de Be´zier del mismo
grado que p(t)
p̂(t) = p(t) + rB(λ1, . . . , λn−1, t), (3.2.1)
donde B(λ1, . . . , λn−1, t) es la aproximacio´n normal del arco circular α(t)
descrito por los vectores n(t) de la curva p(t) de partida. En la seccio´n
anterior vimos que esta curva B(λ1, . . . , λn−1, t) puede ser considerada como
una curva de Be´zier del mismo grado que p(t). Por tanto p̂(t) es una curva
de Be´zier con puntos de control P̂i, i = 0, . . . , n, que pueden ser expresados
a partir de los puntos de control de las curvas p(t) y B(λ1, . . . , λn−1, t):
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p̂(t) =
n∑
i=0
Bni (t)P̂i =
n∑
i=0
Bni (t)(Pi + rPi(λi)), (3.2.2)
donde los Pi(λi) esta´n descritos en (3.1.1).
A continuacio´n mostramos algunos ejemplos de aproximacio´n de curvas
paralelas por el me´todo normal y su variante. Partimos de la misma cur-
va de Be´zier simple p(t) de la Figura 2.6, la cual tiene grado n = 5 y los
puntos de control P0 = (0, 1), P1 = (1/2, 3), P2 = (2, 5), P3 = (3, 4), P4 =
(7/2, 3) y P5 = (4, 1). Para obtener p̂(t) a distancia 1 por el me´todo nor-
mal, como se muestra en la Figura 3.4, necesitamos hallar la aproximacio´n
B(λ1, . . . , λn−1, t) del arco circular de las normales principales. Siguiendo el
me´todo descrito, obtenemos los puntos P̂i partiendo de los puntos de control
Pi(λi) descritos en (3.1.1). Finalmente obtenemos la aproximacio´n de curva
paralela p̂(t) definida en (3.2.2).
En la Figura 3.5 partimos de nuevo de la curva p(t) y en este caso hacemos
el estudio utilizando la variante del me´todo normal para aproximar la curva
de las normales principales, con lo que determinamos las tangentes de la
curva en los puntos extremos y podemos obtener fa´cilmente los puntos de
control P1(λ1) y P4(λ4). El resto del me´todo se sigue de igual forma que el
me´todo normal descrito en el ejemplo anterior.
Por u´ltimo, en las Figuras 3.6 y 3.7 se muestran, como en el cap´ıtulo
anterior, aplicaciones para el disen˜o de caracteres de imprenta, de nuevo para
el caso de la letra R, utilizando en esta ocasio´n el me´todo de aproximacio´n
normal a la curva paralela en la Figura 3.6 y su variante en la Figura 3.7.
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n = 5 n = 5
Figura 3.4: Aproximacio´n normal del arco circular α con n = 5 y curva
paralela a la curva dada.
n = 5 n = 5
Figura 3.5: Aproximacio´n normal “clavada” del arco circular α con n = 5 y
curva paralela a la curva dada.
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Figura 3.6: Aproximacio´n de la letra R por el me´todo normal.
Figura 3.7: Aproximacio´n de la letra R por la variante del me´todo normal.
Ape´ndice digital
Esta memoria se acompan˜a de un CD, que incluye los siguientes archivos,
a modo de Ape´ndice digital:
01.Coordenadas baricentricas recta.mws. En este archivo pode-
mos encontrar los ca´lculos referentes al Ejemplo 1.1.7 en el que se estu-
diaban las coordenadas barice´ntricas de un punto en una recta y segu´n
ellas podr´ıamos indicar la posicio´n de ese punto en la recta.
02.Coordenadas baricentricas plano.mws. En este archivo se mues-
tran los ca´lculos referentes al Ejemplo 1.1.8 en el que se estudiaban
las coordenadas barice´ntricas de un punto en el plano y segu´n ellas
podr´ıamos indicar la posicio´n de ese punto en el plano respecto a un
tria´ngulo.
03.Arco circular.mws. En este archivo se han realizado dos arcos
circulares que sirven de explicacio´n durante esta memoria. Uno de ellos
aparece en la Figura 1.3 y el otro en la Figura 2.2.
04.Curva r.mws. En este archivo se pueden observar las diferentes
posibilidades con las que puede representarse la curva r descrita en
(2.1.1) dependiendo de los valores que tome el peso ω. Obtenemos la
Figura 2.1.
05.Cota error n=5.mws. En este archivo se realiza una comparacio´n
entre la cota de error y el error exacto de Hausdorff para n = 5 cuando
el a´ngulo α se encuentra entre [pi/4, pi/2], obtenie´ndose la Figura 2.4.
Adema´s, obtenemos nume´ricamente los valores de la cota de error y el
error exacto de Hausdorff para α = pi/2, como se muestra en la Tabla
2.1.
06.Cota error n=7.mws. En este archivo se realiza una comparacio´n
entre la cota de error y el error exacto de Hausdorff para n = 7 cuando
el a´ngulo α se encuentra entre [pi/4, pi/2], obtenie´ndose la Figura 2.4.
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Adema´s, obtenemos nume´ricamente los valores de la cota de error y el
error exacto de Hausdorff para α = pi/2, como se muestra en la Tabla
2.1.
07.Cota error n=9.mws. En este archivo se realiza una comparacio´n
entre la cota de error y el error exacto de Hausdorff para n = 9 cuando
el a´ngulo α se encuentra entre [pi/4, pi/2], obtenie´ndose la Figura 2.4.
Adema´s, obtenemos nume´ricamente los valores de la cota de error y el
error exacto de Hausdorff para α = pi/2 como se muestra en la Tabla
2.1.
08.Aproximacion arco n=5.mws. En este archivo se muestra la apro-
ximacio´n para un arco de circunferencia de a´ngulo pi/2, por el me´todo
descrito en el segundo cap´ıtulo de esta memoria, en el caso n = 5.
Obtenemos la primera ilustracio´n de la Figura 2.5.
09.Aproximacion arco n=7.mws. En este archivo se muestra la apro-
ximacio´n para un arco de circunferencia de a´ngulo pi/2, por el me´todo
descrito en el segundo cap´ıtulo de esta memoria, en el caso n = 7.
Obtenemos la segunda ilustracio´n de la Figura 2.5.
10.Aproximacion arco n=9.mws. En este archivo se muestra la apro-
ximacio´n para un arco de circunferencia de a´ngulo pi/2, por el me´todo
descrito en el segundo cap´ıtulo de esta memoria, en el caso n = 9.
Obtenemos la tercera ilustracio´n de la Figura 2.5.
11.Aproximacion curva paralela n=5.mws. En este archivo hemos
realizado la aproximacio´n de la curva paralela a una curva de Be´zier
simple dada. Se pueden observar la curva de Be´zier simple inicial, la
aproximacio´n del arco de las normales principales y finalmente la curva
obtenida, como se muestran en las Figuras 2.6, 2.7 y 2.8.
12.Curva paralela cambio curvatura.mws. En este archivo hemos
realizado la aproximacio´n de la curva paralela a una curva de Be´zier
dada, pero en este caso esta´ formada por dos curvas de curvaturas
con signos opuestos, con lo que se observa que se mantiene el contacto
de orden 2 en los puntos de unio´n. Igualmente se puede observar la
aproximacio´n del arco de las normales y finalmente la curva obtenida,
como se muestran en la Figura 2.9.
13.R metodo Floater n=5.mws. En este archivo podemos encontrar
una aplicacio´n de la aproximacio´n de curvas paralelas para caracteres
de imprenta, en este caso, la letra R. En el proceso puede verse la
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aproximacio´n del arco de las normales, as´ı como finalmente la letra R
que se muestra en la Figura 2.10.
14.Aproximacion arco metodo normal n=3.mws. En este archivo se
encuentra una aproximacio´n normal de un arco circular para n = 3,
como se muestra en la Figura 3.2. Asimismo, se halla el error estimado
que quedara´ descrito en la Tabla 3.1.
15.Aproximacion arco metodo normal n=5.mws. En este archivo se
encuentra una aproximacio´n normal de un arco circular para n = 5.
Asimismo, se halla el error estimado que quedara´ descrito en la Tabla
3.1.
16.Aproximacion arco metodo clavada n=5.mws. En este archivo se
encuentra una aproximacio´n por la variante del me´todo normal de un
arco circular para n = 5, como se muestra en la Figura 3.3. Asimismo,
se halla el error estimado que quedara´ descrito en la Tabla 3.2.
17.Aproximacion arco metodo clavada n=3.mws. En este archivo se
encuentra una aproximacio´n por la variante del me´todo normal de un
arco circular para n = 3. Asimismo, se halla el error estimado que
quedara´ descrito en la Tabla 3.2.
18.Norma2 metodo Floater n=5.mws En este archivo se obtiene la nor-
ma 2 del me´todo descrito en el segundo cap´ıtulo para n = 5, de modo
que esto nos permitira´ comparar el error obtenido por los tres me´todos
descritos en esta memoria.
19.Aproximacion curva paralela metodo normal n=5.mws. En este
archivo se obtiene una curva paralela a una curva de Be´zier simple dada
por aproximacio´n normal de curvas paralelas para n = 5. Se observa
la aproximacio´n normal del arco de las indicatrices de las normales, al
igual que la curva obtenida finalmente, paralela a la inicial dada, como
se puede ver en Figura 3.4.
20.Aproximacion curva paralela metodo clavada n=5.mws. En es-
te archivo se obtiene una curva paralela a una curva de Be´zier simple
dada por aproximacio´n de curvas paralelas para n = 5 con la variante
del me´todo normal. Se observa la aproximacio´n del arco de las indica-
trices de las normales con los puntos extremos “clavados” al igual que
la curva obtenida finalmente, paralela a la inicial dada, como se puede
ver en la Figura 3.5.
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21.R metodo normal.mws. En este archivo podemos encontrar una
aplicacio´n del me´todo de aproximacio´n normal de curvas paralelas para
caracteres de imprenta, en este caso, la letra R. En el proceso puede
verse la aproximacio´n del arco de las normales, as´ı como finalmente la
letra R que se muestra en la Figura 3.6.
22.R metodo clavada.mws. En este archivo podemos encontrar una
aplicacio´n de la variante del me´todo de aproximacio´n normal de curvas
paralelas para caracteres de imprenta, en este caso, la letra R. En el
proceso puede verse la aproximacio´n del arco de las normales, as´ı como
finalmente la letra R que se muestra en la Figura 3.7.
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