We study the eigenvalues of non-normal square matrices of the form A n = U n T n V n with U n ,V n independent Haar distributed on the unitary group and T n real diagonal. We show that when the empirical measure of the eigenvalues of T n converges, and T n satisfies some technical conditions, all these eigenvalues lie in a single ring.
The problem
In [6] , M. Krishnapur and the authors considered the convergence of the empricial measure of (complex) eigenvalues of matrices of the form A n = T n U n , where U n is Haar distributed on U (n), the unitary group of n × n matrices, and independent of the self-adjoint matrix T n (which therefore can be assumed diagonal, with real non-negative entries s the entries of T n , the following is part of the main result of [6] . Throughout, for a probability measure µ supported on R or on C, we write G µ for its Stieltjes transform, that is
G µ is analytic off the support of µ. We write G T n for GL T n , where for any probability measure µ on R we useμ to denote the symmetrized of µ, i.e. the probability measure satisfyingμ(A) = (µ(A) + µ(−A))/2. Theorem 1. Assume {L T n } n converges weakly to a probability measure Θ compactly supported on R + . Assume further the following.
1. There exists a constant M > 0 so that
2. There exist a sequence of events {G n } with P(G c n ) → 0 and constants δ, δ ′ > 0 so that for Lebesgue almost any z ∈ C, with σ z n the minimal singular value of zI − A n ,
3. There exist constants κ, κ 1 > 0 such that
Then L A n converges in probability to a limiting probability measure µ A , rotationally invariant in C and supported on the annulus {re iθ : a ≤ r ≤ b} , where
The conditions of Theorem 1 were then showed to hold in some examples of interest, and in particular to provide a rigorous proof of the Feinberg-Zee "single ring theorem", see [3] . A version of Theorem 1 was also proved to hold when the Haar measure on H n was replaced by the Haar measure on the orthogonal group, see [6, Theorem 18] .
Our goal in this paper is to improve the convergence statement in Theorem 1 to a statement concerning the convergence of the support of L A n . The following is our main theorem. Theorem 2. Assume T n ,U n satisfy the conditions of Theorem 1 and, in addition, assume that a n := 1
and
Further assume if a > 0 that When T n is distributed as the diagonal matrix of singular values of a Ginibre matrix, the conclusion of Theorem 2 follows e.g. from the results in [10] .
). An elementary computation using the expression for the density ρ A = ρ A (r) of µ A , see [6, 7] , shows that lim
It is maybe surprising that in spite of the density having a strictly positive density at the boundary, the eigenvalues still stick to the boundary.
Background and description of the proof
We recall that the main difficulty in studying the ESD L A n is that A n is not a normal matrix, that is A n A * n = A * n A n , almost surely. For normal matrices, the limit of ESDs can be found by the method of moments or by the method of Stieltjes' transforms. For non-normal matrices, the only known method of proof, which is the one followed in [6] , is more indirect and follows an idea of Girko [4] . We recall the general outline and some crucial steps which will be needed in the proof of Theorem 2.
Introduce the 2n × 2n matrix
Let ν z n denote the ESD of H z n ,
then, see [6, Eq. (7)],
The main advantage of this formulation is that one can reduce attention to the study of the ESD of matrices of the form (T + U )(T + U ) * where T is real diagonal and U is Haar distributed. In the limit (i.e., when T and U are replaced by operators in a C * -algebra that are freely independent, with T bounded and self adjoint and U unitary), the limit ESD has been identified by Haagerup and Larsen [7] . The Schwinger-Dyson equations give both a characterization of the limit and, more important to us, a discrete approximation that can be used to estimate the discrepancy between the pre-limit ESD and its limit. These will play a crucial role in the study of the support.
Notation
We describe our convention concerning constants. Throughout, by the word constant we mean quantities that are independent of n (or of the complex variables z, z 1 ). Generic constants denoted by the letters C or c, have values that may change from line to line, and they may depend on other parameters. Constants denoted by C i , K, M, κ and κ ′ are fixed and do not change from line to line.
Preliminaries: evaluation of ν z and convergence rates
We quickly recall the analysis in [6] , assuming throughout that T n is uniformly bounded by a constant M < ∞. Fix z ∈ C and write ρ = |z|. With
where B n = ρU n + T n , T n a real, diagonal matrix of uniformly bounded norm and
Then, see [6, Eq. (35) ], the finite n Schwinger-Dyson equations for this problem give
where
In particular, we have
with the choice of the square root determined by analyticity and behavior at infinity. Further, if one defines
then, see [6, Eq. (39) ], for all z 1 with ℑ(z 2 ) > 0 given by (11) ,
.
In particular, for ℑ(z 1 ) large, it holds that G n (z 1 ) and G n U (z 1 ) are small, implying that z 2 is well defined with ℑ(z 2 ) > 0. This leads (see [6, Lemma 10] ) to the following weak convergence statement.
Lemma 4.
If L T n converges weakly in probability to a probability measure Θ, then for any z ∈ C, ν z n converges weakly in probability to ν z =Θ ⊞ λ |z| .
(Recall thatΘ is the symmetrized version of Θ.)
The main work in [6] is then to use the Schwinger-Dyson equation (12) and deduce enough a-priori bounds that allow one to integrate the logarithmic singularity in (7) . While we will make use of some of these bounds, at this point we return to our goal, which is to prove Theorem 2.
Convergence of the support -proof of Theorem 2
Throughout this section, we are in the setup and assumptions of Theorem 2. We first consider the statement concerning convergence in probability. Recall that supp(µ A ) = {z ∈ C : |z| ∈ [a, b]}. Since the density of µ A is positive on its support, see [6, Remark 8] , we only need to prove that if z ∈ supp(µ A ) then there exists an ε = ε(z) > 0 so that, with B(z, ε) denoting an open ball in C centered at z with The first observation we make reduces the study of the support of L A n to a question concerning ν z n .
Lemma 5. For each z
Before bringing the proof of Lemma 5, we provide an a-priori estimate on the spectral radius of certain operators. Throughout, we use r(A) to denote the spectral radius of an operator A. We use the convention that · denotes the operator norm and · 2 the Hilbert-Schmidt norm. An operator T in a noncommutative probability space is called R-diagonal iff it has the same distribution as U H with U unitary, H positive, and the algebras generated by (U,U * ) and H freely independent, see [7, 9] . 2 . Therefore, using the sub-additivity of norms, we have, with C n = (A + ηB) n ,
and note that F(γ) < ∞ whenever γ < A −1 2 . From (13) we get that whenever G(γ) < ∞,
(14) Rearranging, we have that the second sum in the right side of (14) equals
It follows that

G(γ) ≤ CF(γ) +Cc 0 ηγ(1 + F(γ))(G(γ) + 1) .
Therefore, for all γ with G(γ) < ∞ and F(γ) < ∞,
It follows that for γ = ( A 2 + ε) −1 there exists an η = η(ε, c 0 ) so that Cc 0 ηγ(1 + F(γ)) < 1/2 and therefore G(γ) < ∞. This implies the statement of Lemma 6. We can now provide the proof of Lemma 5. Proof of Lemma 5 . Recall that ν z ′ n =L T n ⊞ λ |z ′ | , see Theorem 1, and thus possesses the same law as X +Y n where X ,Y n are freely independent in a non-commutative probability space, the law of X is that of a Bernoulli ±|z ′ | variable, and the law of Y n beingL T n .
Assume first that |z| > b. We may and will assume that for some δ > 0, |z ′ | − b n > δ > 0 for all n large, uniformly in z ′ with |z − z ′ | < ε, and consider only such n, ε and δ. We need to check that there exists an ε ′ such that for all |η| < ε ′ , X +Y n − ηI is invertible. Writing X +Y n − ηI = X (I + X −1 (Y n − ηI)), we see that X +Y n − ηI is invertible iff I + X −1 (Y n − ηI) is invertible. A sufficient condition for that is that r(X −1 (Y n − ηI)) < 1. Since X −1 ≤ |z ′ | −1 and Y n is uniformly bounded, and since X −1 Y n is R-diagonal with
for some fixed ζ = ζ(b, ε, δ), the conclusion follows from an application of Lemma 6 with A = X −1 Y n and B = X −1 . Similarly, if |z| ∈ [0, a) (with a > 0) and Y −1 n is uniformly bounded, we repeat the argument, this time writing X + Y n − ηI = Y n (I + Y −1 n (X − ηI)), and then using Y −1 n 2 X 2 = |z ′ |/a n < ζ < 1 .
Our next step is to prove a control on G n (·) for z ∈ A .
Lemma 7.
Fix z ∈ A , z = 0. Let β > 0 be such that for some n 0 large enough,
. Then, there are constants α, γ, p > 0 so that for all n large and for all z 1 with ℑ(z 1 ) > n −γ and ℜ(z 1 ) ∈ [−β, β],
Proof. The proof is divided into several steps. The idea is to use (12) to compare G n and G z n . To do this up to a small neighborhood of the real axis, an important point is to show that G n and G z n do not cross the cut of the square root which enters in the definition of R ρ . The latter point is first shown at a positive distance of the real axis and then a bootstrap argument is used to approach the real axis.
Step 1. Introduce the set
n is uniformly Lipschitz on ∪ ε ′′ ≤ε C ε ′′ ,β (with constant only depending on the distance from [−β, β] to suppν n z , which is uniformly bounded below by β by hypothesis). Therefore, for any fixed ε ′ (= β −2 ε) (whose value can be taken to be 1/12 in what follows) we can choose ε small enough such that
By the convergence of G n to G (which follows from the weak convergence of L Y n to µ Y , see Lemma 4), which can be made uniform by uniform continuity on C ε,β , and replacing ε ′ by 3ε ′ if necessary, we get that for all n > n 0 (ε),
Step 2. Consider z 1 with ℜ(z 1 ) = 0. In that case, the real part of both G n (z 1 ) and G(z 1 ) vanishes by symmetry (G, G n are Stieljes transforms of symmetric measures.) Now, with G U as in [6, Section 3.1], we have, see [6, (22) ],
By the analyticity of G, G U along the imaginary axis, we deduce that 1 + 4ρ 2 G(z 1 ) 2 can not vanish and since G(z 1 ) goes to zero at infinity, this implies that |ℑ(G(z 1 ))| < 1/2. By continuity for each ε there is a δ = δ(ε) so that with z 1 such that
Again by uniform convergence, and reducing δ to δ/2 if necessary, we get the same for G n and G z n .
By Steps 1 and 2, there exist δ ′′ = δ ′′ (ε) > 0 such that
and, for all n > n 0 (ε),
In particular, for all n > n 0 (ε), there is a path leading from +i∞ to any point in C ′ ε,β along which the choice of the branch of the square-root in (10) even though at this stage the path P is bounded away from the real axis (by ε), we make explicit the dependence of bounds on ℑ(z 1 ); this will be useful in Step 4. We rewrite (12) as
With
When ℑ(z 1 ) > 0 is large, we have that ℑ(ψ n (z 1 )) is large, and as a consequence, G n (z 1 ) is analytic and small in this region. It follows that k n (z 1 ) is analytic in that region, and goes to 0 together with its derivative as ℑ(z 1 ) → ∞. Therefore, the map z 1 → z 1 + k n (z 1 ) is invertible in a neighborhood of +i∞ with analytic inverse, denoted ϕ n (z 1 ), which is a small perturbation of the identity there. Defininĝ
Comparing with [6, Equation (29)], we get that in a neighborhood of +i∞, it holds thatĜ n (z 1 ) = G z n (z 1 ), and therefore, in that neighborhood,
On the other hand, from (20), we have that
Thus, for ℑz ≥ C 3 n −1/4 , by (19),
Therefore R ρ is continuously differentiable atG n (z 1 ), z 1 ∈ C ′ ε,β and we have
Moreover, in the proof of [6, Lemma 12] , it was shown that ρR ρ (G n (z 1 )) −
is small and analytic on C ′ ε,β provided ε > n −1/4 . Thus, with (24), (25), we deduce that
is smaller than ℑz 1 /2 and analytic on C ′ ε,β provided ε > n −1/7 . Hence, (22) extends
Therefore, again for
Step 4 We bootsrap the previous estimate so that one can approach the real axis: recall that if S denotes the Stieltjes transform of a probability measure supported on R, we have that for any x ∈ R,
In particular, for all z 1 = x + iy ∈ C ε/2,β , it holds that
In particular, for all n > n 1 (ε), (17) and (19) hold with ε replaced by ε/2.
Combined with (29), we conclude that
By a standard covering argument, this implies that for any compact G with G ∩ (suppµ A ) = / 0, it holds that P(A n has an eigenvalue in G) → n→∞ 0 .
This completes the convergence in probability in the statement of Theorem 2.
We finally prove the almost sure convergence by generalizing the ideas of [8] based on Poincaré inequality. In our case, we shall use concentration of measures on SU(N) [1, Theorem 4.4 .27]. Since we now assume that the assumptions of Theorem 1 hold for almost all sequence T n , we may and will assume the sequence T n deterministic in the sequel. Recall that for any bounded measurable function ϕ, ϕ(x)dν z n (x) is a bounded measurable function of the random matrix W n = U * n V * n . We denote by E U(n) (resp. E SU(n) ) the expectation over W n following the Haar measure on U (n) (resp. SU (n)). We also write in the sequel B = (supp µ A ) c .
Lemma 9.
Fix z ∈ B , α and β as in Lemma 7 , and a bounded non negative smooth function ϕ with support in [−β, β].
There exists a finite constant C such that
2. For all δ > 0, there exists z ′ ∈ B so that |z − z ′ | ≤ δ and
Moreover there exists n 0 = n 0 (z ′ , ω) so that for almost every ω and all n > n 0 ,
The last point proves the theorem as A n has an eigenvalue in B(z, ε) ⊂ B for ε small enough only if ν z ′ n ([−2ε, 2ε]) ≥ 1 n for all z ′ ∈ B(z, cε), for an appropriate c = c(M, z). (31) shows that this is impossible for n sufficiently large, almost surely. Proof. The first point of the lemma is a restatement of the first part of Corollary 8. For the second, recall that any matrix W n in the unitary group can be decomposed as W n = e iθ S n with S n in the special unitary group SU (n) and note that multiplying S n by e iθ amounts to rotating z by e iθ in H z n . Therefore, by the Chebyshev inequality we deduce from the first point that the set R n of θ ∈ [0, 2π] such that (1)) with a covering with mesh δ/2 to obtain the existence of a family (z i ) i≥0 of points of B so that (32) hold. Repeating this argument with the function ϕ ′ (x) 2 , we also have that
Next, remark that U n → ϕ(x)dν z i n (x) is Lipschitz with constant bounded above by C n −1 ϕ ′ (x) 2 dν z i n (x) 
