High frequency digital LSk usually consist of many subcircuits coupled with multi-conductor interconnects emhedded in the substrate. They sometimes cause serious problems of the fault switching operations due to the time-delays, crasstalks, reflections and so on. In order to solve these problems, it is very important to develop a user-friendly simulator for the analysis of LSIs coupled with interconnects. At the reduction algorithm, we first calculate the dominant poles which give the large effects to the transient response, and the corresponding residues are estimated by the least squares method. Thus, the interconnect is replaced by the equivalent circuit realizing the partial fractions.
Introduction
The analysis of high speed LSI chips is becoming more and more important for their designing. The chips are usually coupled with interconnects embedded in the substrate, and interconnects sometimes cause the fault switching of chips due to the signal delays, crosstalks and so on (1]- [8] . The Elmore resistance-capacitance (RC) delay metric is popular due to its simple closed-form expression, computation speed and fidelity with respect to the simulation [3] . The closedform combining the delay and crosstalk is firstly obtained in the reference [4] . Improved techniques 15]- [8] are also proposed later for improving the accuracy and the practical applications in the simulations.
Nowadays, AWE(asymptotic waveform evaluation) [9] is widely used as a reduction technique of large scale networks coupled with interconnects, whose algorithm is based on the moment-matching method and Pad& approximation. Unfortunately, one of the serious problems of the momentmatching method is that the poles located far from the origin sometimes become erroneous, because the admittance or impedance matrix via AWE is described in the form of power series with the complex frequency s based on the Maclaurin expansion. To overcome the problem, Nakhla et al. have
proposed CFH (complex frequency hopping) [lo] for calculating the exact poles. The algorithm can find out the exact poles by properly hopping the origin of Taylor expansion on the complex axis. The other is based on a multi-point Pad& approximation [lo] . Both of them need properly to choose some points in the complex frequency domain to obtain the exact Taylor series and Pad& approximation. PRIMA (passive reduced-order interconnect macromodeling algorithm) 1111 is another reduction alxorithm which is an extension of . ,
the block Arnoldi technique to include guaranteed passivity.
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In order to apply this algorithm to the circuits with interconnects, we need two steps such that the interconnect is modeled by a finite order system, and afterward, Arnoldibased congruence transform is applied to the system to form its reduced order model,
In this paper, we consider LSIs such that large scale gatearray circuits are coupled with interconnects embedded in the substrate. In this case, the capacitance component of the interconnect is dominant compared to the inductance, and the diffusion resistance is very large compared to those of PCBs [Z], so that we assume the interconnect as RCG interconnect instead of RLCG in this paper. We first derive the impedance matrix at the near and far end ports. We prove that all the poles of the impedance matrix are located on the negative real axis in the complex plane. The residues are decided by the least-squares method in such manner that the response curves coincide with those from the impedance matrix in the complex frequency domain of interest. We found from the simulation results that the impedance matrix can be approximately described by the partial fractions with the few poles located near the origin. The reduction rate is very large especially for a large scale interconnect. Hence, each element of the impedance matrix can be described hy a series of partial fractions, and the interconnect is easily synthesized by the asymptotic equivalent circuit satisfying the partial fractions. Thus, we can easily develop S P I C E oriented simulator of LSIs coupled with RCG interconnects.
Poles and residues of the impedance matrix
Now, consider a uniform N coupled RCG interconnect.
Assume the telegraph equation can be described by
in the complex frequency domain, where R, C and G are positive definite symmetric matrices. Let us introduce the matrices P.(s) and Pc(s) to transform them into the diagonal forms. Thus, we have
where we can choose one of Pc(s)'s in the following relations: Proof In the case of n # 0, we have from ( 5 ) that the poles satisfy the following relation:
IP,(s)diag[tanhAi(s)djP,(s)-'I
= 0 ( 8 ) and Since Pv(s) and PJs) are nonsingular for the nonzero eigenvalues, the poles sarisfying the above two relations are given by
where N shows a number of the multi-conductors. Namely, we have
Therefore, the characteristic equation obtained from (2) needs to satisfy the relations (6) . On the other hand, we have from (2) that the zero eigenvaluesatisfies JG+sCI = 0, which corresponds t,o n = 0 in (6).
T h e o r e m 2: Let R, C and G be positive definite symmetric matrices. Then, all the poles of RGG interconnect are located on the negative real a i s . Proof The poles satisfying relation (6) are given hy
For simplicity, we will rewrite the matrix given by (11) as follows:
IsC + H,I = 0, where H, = (?)'R-' + G (12) Observe that H, is still a positive definite symmetric matrix.
Thus, it can be transformed into the following diagonal Corm: Now, if we can estimate the residues corresponding to the poles, the impedance matrix given by ( 5 ) can be described by the partial fractions as follows: 
Large scale RCG interconnects
Now, let us discuss the reduction algorithm of a large scale RCG interconnect and the asymptotic equivalent circuit model. To understand our algorithm, we consider an example of N coupled interconnect whose parameters are given as follows: 
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We also assume the length d = 5 pm. We first calculate the poles using the relation (6) , and have gotten the tables 3.1, 3.2 and 3.3, where we have neglected the poles with the value less than -400, because the poles far from the origin will have only small effects to the transient response. Now, let us calculate the residues k l , k l , . , , . . . , k s , k ! , i j by the application of the least S~U Q E S method, in such a manner that the errors between the frequency response curve from the impedance matrix given by (5) and the response curve satisfying (20) become the smallest in the frequency of interesting. The frequency response curves using the 6 poles are shown in Fig.1 (a) and (b). They are good agreement in each other. We also found from the numerical results that the value of residues far from the diagonal elements in Z , , i, j = 1 , 2 become smaller and smaller. Other terms consist of the current controlled voltage sources as shown Fig.2.2(a) . 
Illustrative examples
Consider a fulladder circuit coupled with interconnects as shown in Fig.3(a) . Fig.3(b) , where the dotted lines show the responses without the'interconnects. Observe that the response coupled with interconnects has the complicated response due to the time-delays, crosstalks, reflections and so on.
Conclusions and remarks
We proposed a reduction algorithm for large scale RCG interconnects, where they w e replaced hy simple asymptotic equivalent circuits with current controlled voltage sources. The reduction rate will be very large especially for the large scale interconnects. Therefore, we can easily get the transient responses with the SPICE simulator. The algorithm will be efficiently applied to the large scale circuits such as gatearrays coupled with interconnects in the substrate.
