Obtaining accurate depth maps from multi-view configurations is an essential component for dense scene reconstruction from images and videos. In the first part of this paper, a plane sweep algorithm for sampling an energy function for every depth label and a dense set of points is presented. The distinctive features of this algorithm are 1) that despite a flexible model choice for the underlying geometry and radiometry, the energy function is performed by merely image operations instead of pixel-wise computations, and 2) that it can be easily manipulated by different terms, such as triangle-based smoothing term, or post-processed by one of the numerous state-of-the-art non-local energy minimization algorithms. The second contribution of this paper is a search for optimal ways to aggregate multiple observations in order to make the cost function more robust near the image border and in occlusions areas. Experiments with different data sets show the relevance of the proposed research, emphasize the potential of the algorithm, and provide ideas of future work.
INTRODUCTION
Using multiple images in order to extract high quality depth maps has become extremely popular in the recent years (Goesele et al., 2007) , especially for the application of 3D urban terrain reconstruction from aerial and even UAV-borne imagery (Rothermel et al., 2014) . Even though pixels in homogeneously textured areas of images cannot be reliably matched without exploiting assumptions on the geometry of the scene, such as piecewise smoothness assumption, the advantages in comparison with binocular methods in areas of repetitive texture, occlusions, and moving objects are evident and well-known. These advantages are explained by multiple observations that can resolve ambiguities both near repetitive texture patterns and occlusions.
There is much work done in exploring the influence of different algorithm parameters that are valid for both binocular and multi-view configurations, such as window size (Nakamura et al., 1996; Boykov et al., 1998; Kang et al., 2001) , data cost function for measuring radiometric deviations (Hirschmüller and Scharstein, 2009) , or smoothness parameters for nonlocal optimization algorithms (Hansen and O'Leary, 1993; Kolmogorov, 2003) . However, only a few related works perform detailed analysis about the numerous ways to consider these multiple observations. This is where our particular interest about the aggregation function comes from. Note that many authors also use this term in the binocular configuration. They refer to the way to sum up costs from neighboring pixels, where neighborhood relations can be given by a geometric adjacency, segmentation results of images, etc. In this paper, the term aggregation will always refer to the multiple observations of a multi-baseline configuration. The local neighborhoods of pixels can be considered for all images at once or for pairs of images. The parameter regulating which pairs should be considered is called, according to (Kolmogorov, 2003) , interaction set and is the second important parameter concerning merely multi-baseline configurations. From the related work (Kang et al., 2001) we know that the temporal selection of images is a crucial idea to reduce the number of mismatches near occlusions, but we noticed that many authors (Nakamura et al., 1996; Kang et al., 2001; Okutomi and Kanade, 1993) consider only the data cost functions based on Sum of Squared Differences (SSD) for the performance analysis. However, for configurations with strong deviations of luminance between images, other cost functions should be applied. It will be shown that the best choices of the interaction set and the aggregation depends both on the geometric configurations of cameras and the measure for radiometric deviations.
It is important to emphasize that we do not pursue an evaluation of the related approaches; first, because for many approaches -including our workthe factor of speed is very important, and second, because there are many ways to compensate for outliers in single depths maps, for example, by means of depth maps fusion (Pollefeys et al., 2008) or corresponding linking (Koch et al., 1998) within the state-of-the-art multi-view systems for surface reconstruction (Goesele et al., 2007) . Because of this reason, we will not perform a detailed study of all steps that somehow can influence the results of different choices of previously mentioned parameters. These steps include the spatial techniques, such as variable windows, see (Nakamura et al., 1996; Kang et al., 2001 ) (because they usually make slower the plane-sweeping approach and have been sufficiently investigated in binocular configurations) as well as the triangle-based smoothing proposed in (Bulatov et al., 2011) . However, we give a short description of the modules for non-local optimization on 2D Markov Random Fields methods while presenting our procedure for multi-baseline depth map computation. This will be done in Sec. 2 in order to illustrate the concept of our fast, modular plane-sweep algorithm. The main study on different interaction sets and aggregation functions is presented in Sec. 3. The results for a benchmark sequence, the well-known Tsukuba data set, and several sequences of aerial video frames are described in Sec. 4 while main conclusions and ideas of future research complete our work in Sec. 5.
OUR MULTI-BASELINE PLANE SWEEP ALGORITHM
The input of our algorithm consists of several (5 to 10) images J 0 , ..., J K , K > 1 as well as corresponding projection matrices P 0 , ..., P K . The desired output is assigning a scalar depth value to every pixel of a ref-
erence frame J r ; this reference frame can be one of the input images, possibly in the middle of the sequence, or a virtual image, at an arbitrary position. As in many algorithms for depth maps extraction (Hirschmüller, 2008; Scharstein and Szeliski, 2002) , we identify two main steps: Multi-baseline data cost aggregation and non-local optimization. For all pixels i of the reference image and any discretized depth value d(s), s = 1, 2, ..., S, the datadriven energy term E data (s) should be summed up over the input images. The task is to project pixels from image to image by homographies induced by planes parallel to the reference image plane at distance d(s). However, instead of pixel-wise projection, a standard plane-sweep algorithm presupposes warping the image J k by the homography H k (s):
(1)
and e k = P r kern(P k )
are the infinite homography and the epipole, respectively. We denote by P r the reference camera, given by a 3 × 4 matrix, and P {4} represents the first three columns of P. All variables in (1) are homogeneous quantities, but they are normalized. Camera matrices are scaled the way that the norm of the third row of P {4} is 1, the objects in the foreground have positive depth values, and the camera center kern(P), which is the one-dimensional null-space of P, must have the fourth homogeneous coordinate 1. The proof of (1) is given in e.g. (Bulatov et al., 2011) . We denote the image J k warped by H k (s) into the coordinate system of the reference frame by J k (s). The advantage to warp the images instead of taking a loop over pixels is that many programming languages are optimized for operations with images and matrices; these operations and those to come can be efficiently implemented. Indeed, most cost function of the cost functions considered in (Hirschmüller and Scharstein, 2009) can also be performed simultaneously over images. For example, the well-known truncated SAD (Sum of Absolute Differences) cost function is equivalent to the convolution of the difference image
with g a normalization scalar and f a kernel filled by ones and having the size of the correlation mask. The SSD function can be formulated in an analogous way. After trivial simplifications, the NCC (Normalized Cross Correlation) function is formulated as
and
and all products are taken element-wise. Also, two important non-parametric cost functions introduced in (Hirschmüller and Scharstein, 2009 ), Mutual information and Census, can be formulated in an analogous way, as
respectively. Here, f is an optional correlation mask, M (·, ·) are the rows and the columns of the mutual information table and D are the entries of the N-bits descriptor of J k (s) which is coded as an N-bit image.
Given that the underlying model of radiometry transformation is correct, one common thing about equations (2)- (4) is that for all pixels for which the corresponding 3D point is situated near the plane number s, and it is visible in images J k , J k ′ , the values of C data (s, k, k ′ ) are supposed to be relatively low. The task of the next section is to find fast ways to aggregate C data (s, k, k ′ ) into E data (s) such that border pixels and occluded pixels are treated in a robust way. For now, however, we assume E data (s) as input, which was collected over all values of S. It is possible to add the triangle-based energy term calculated by means of some points with already available depth values, as proposed in (Bulatov et al., 2011) , but again in form of an image
where S T is the map of labels induced by the triangular interpolation of depth values from the already available 3D points, W T (i) is the weight how close the pixel i is to a vertex of the mesh, a T is the a-priori probability that a triangle is consistent with the surface, and s 0 is a scalar. Alternatively or additionally, it can be subject to a non-local optimization with one of the state-of-the-art algorithms. The goal of such an algorithm is to find a strong local minimum of the energy function:
where N is the 4-neighborhood between pixels, and E smooth is usually the truncated linear penalty term 1 . Many algorithms for non-local optimization are analyzed by (Szeliski et al., 2006) for depth map extraction and for many other problems of Computer Vision. In what follows, a short overview of seven algorithms integrated into our pipeline will be given. 4 A similar approach, known as alpha-beta-swap, presupposes swapping labels of pixels within an inner iteration. Similarly to alpha-expansions, we used the implementation of (Delong et al., 2012) designed for arbitrary data function on Markov Random Fields with a metric smoothness function.
5 The Tree Re-Weighted Sequential method, TRW-S, (Kolmogorov, 2006 ) is a modification of the method of (Wainwright et al., 2005) and allows manipulation of the local energy term of (6) according to a convex combination of trees and in the way that the smoothness term vanishes. A tree is a graph without loops for which many fast optimization methods exist and the global minimum can be obtained. Thus, the distinctive feature of the TRW-S method is that a lower bound for the global minimum of (6) is available.
6 Without convex combination of trees, a standard belief propagation algorithm, see e.g. (Sun et al., 2003) , is also implemented by (Kolmogorov, 2006) . It is faster than the TRW-S method, however, usually at costs of computational results.
7 Finally, a modification of the filtering methodproposed by (Pollefeys et al., 2008) allows determining the lower cost value for the entire image given that the labels of its neighbors are fixed. Formally, for a label s, we consider the term
where S 0 is the initialization of the depth map (for example, the minimizer of the local energy term in (6)), f is a correlation mask with zero in the center, s 0 is a scalar, and λ is a constant, which can be multiplied by a confidence matrix, for example, the one proposed in Eq. (28) of (Pollefeys et al., 2008) . The minimum-taking along the third dimension ofÊ (7) yields a new labelingŜ 0 . Experiments with replacing S 0 byŜ 0 , the local term in (7) byÊ, and performing the convolution several times are currently being carried out.
CHOICE OF AGGREGATION FUNCTION AND INTERACTION SET
In this section, we are interested about how to aggregate information from single data cost functions C = C data (s, k, k ′ ) into a data cost energy term E data (s).
Equations (2)- (4) 
Choice of Interaction Set
There are K(K + 1)/2 possible pairs of interactions.
As a consequence, a subset must be selected if we want our algorithm to be linear in the number of views. One possibility (Type I1) is to consider the cost terms between the reference image J r and other images, see (Pollefeys et al., 2008; Bulatov et al., 2011) . Another choice, namely to use neighboring images, is proposed in (Kolmogorov, 2003) . We denote it by Type I2 for our evaluation section. The advantages of this latter choice is that the images are treated symmetrically which helps to avoid errors resulting from radiometric irregularities in the reference image (reflections, dead pixels in infrared images, etc.). The disadvantage is that in many situations, the neighboring images look very similar and so we must live with a shorter baseline and consequently, a lower depth accuracy that theoretically can be obtained. In addition to these two types of interaction sets, we also consider the union of I1 and I2. If the number of images is low or if a higher computation cost is not a problem, it is also possible to consider all pairs of images to obtain the highest possible redundancy. These types of interaction sets are denoted by I3 and I4, respectively. It must also be mentioned that consideration of different interaction sets only takes place in case of pairwise evaluations of data cost functions. However, data cost aggregation may be carried out in a different way as pairwise evaluation. Hence, we will present an example of a non-pairwise aggregation in the next section.
Choice of Aggregation Function
We start by treating pairwise computed single data cost functions C(s, k, k ′ ) where <k, k ′ > belong to the interaction set. An obvious idea (Type A1) to consider the (weighted) average of all cost values
where
is the number of interactions, probably achieves its best impact if there are only a few images. This strategy was followed by (Zhang et al., 2003; Heinrichs et al., 2007) for trinocularly rectified triplets of images. The latter approach only uses the interaction set of Type I1 and does not consider the cost computation between the remaining pair of images. The weights w(k, k ′ ) are set to 1. However, for an increasing number of images, strategies of discarding gross errors should be applied. Optimally, this can be done by selecting only the best cost values, as in (Bulatov et al., 2011; Irschara et al., 2012; Furukawa and Ponce, 2010) . We denote by c max the maximum correlation coefficient and by G the subset of the interaction set where the single data cost function does not exceed c max , that is, radiometrically consistent pairs of images. Furthermore,k is the minimum number of radiometrically consistent pairs of images andK(s) denotes the cardinality of G. Then, the aggregation function of Type A2 from (Bulatov et al., 2011) is
ifK(s) >k and 1 (the maximum value) otherwise. Note thatK(s) is itself an image of the same size as J . Thus, the division is element-wise. The scalar parameters a and b are supposed to encourage the pixels to be visible in the large number of views. We choose a = 1 + ε, b = −εk and ε > 0. This means that the value of (9) coincides with that of (8) whenK =k and it is slightly smaller whenK >k. Moreover, we denote by Type A3 the aggregation function proposed by (Irschara et al., 2012) , which is the truncated version of (8).
The idea of the time-optimized software for videoprocessing of (Pollefeys et al., 2008) was to reduce the influence of occlusions by computing
where r is the reference frame and N 1 resp. N 2 are the number of images before and after the reference image, respectively. This function presupposes interaction set of Type I1 but can also be analogously reformulated for other interaction sets, such as I2 (see Sec. 4). The assumption that in a video, a pixel may be occluded either in frames before or after the reference frame is reasonable. However, the whole redundancy is not exploited; moreover, for images not ordered by time, this approach, which we denoted by Type A4, is clearly not the best. Finally, we present an aggregation function, denoted by Type A5, which does not work with pairs of images, yet only based on the SAD of gray values within windows around pixels. The mean colorĴ (s) from all J k (s) is computed whereby we keep track of pixels outside of the image domain and do not take them into consideration. The standard deviation is then calculated over the images taken into consideration and smoothed by the convolution filter f . E data (s) = min(gÊ, 1) wherê
whereK(s) represents the matrix of cardinalities, and g is a scalar truncation factor.
RESULTS
The first data set discussed in this section is the wellknown Tsukuba scene, provided by (Nakamura et al., 1996) and widely used for evaluation of shape reconstruction methods (Scharstein and Szeliski, 2002) . The experimental setup of (Bulatov et al., 2011) with five images was used to transform the data into a multi-baseline configuration needed for our purposes. The main parameters of the experiment are mentioned in Table 1 ; however, the same tendency of performance could be observed for most other parameter settings: Increased number of views, varying correlation window size and non-local optimization algorithm. A result of depth map obtained from with our algorithm is presented in Fig. 1 . Table 1 illustrates that for the SSD and, analogously, SAD cost functions, the choice A4 for the aggregation function yields the best results for all interaction sets. Probably, this has to do with the symmetry of the configuration where a pixel is occluded either before or after the reference frame. The interaction set I1 seems to be a good choice for all aggregation functions, because I2 shortens the baseline and reduces the accuracy of the depth calculation. The choice I3 biases to over-smoothing the hot-spots of texture in the reference image. The choice I4 barely improves the situation. The aggregation function A5 seems to be an acceptable choice, at first glance. However, the sum of absolute deviations of disparity values (those visualized on the right of Fig. 1) were much worse than for comparable entries of the table: Pixels near occlusions were matched quite incorrectly. Thus, the visual result is less appealing for this and other data sets. Also, all results become worse with a growing window size of f in (11). Therefore, no smoothing was performed for computation of the data cost function. We also note that the for the NCC cost function, the results are different. It is well-known that the NCC measure is less distinctive than the SAD/SSD measure, because it makes an assumption of linear transformation of radiometry within windows around pixels, with parameters of luminance and gain. These additional degrees of freedom allow a more flexible distribution of gray values within windows, but since the luminance and the gain must also satisfy (at least a piecewise-)smoothness condition, the NCC-measure the more shows its advantage the more observations are taken into account. In our experiments with Census and Mutual Information function, similar tendencies can be reported.
Other observations that could be made from the results are: The tendencies are rather the same for the local result and that of the semi-global optimization. But the measured improvements between the local and the non-local method are marginal in many cases. For some choices for parameters, the results even become worse after applying non-local optimization with a quite small smoothness parameter. This means that the data cost function for such a multi-baseline configuration is already distinctive enough.
Our second data set is a configuration from seven video frames collected by an airborne hand-held camera from the area around the palace of Gottesaue in Southern Germany. This kind of data is very relevant for many applications, and hence, challenges of low baseline-to-depth ratio, slanted surfaces, motion blur, and not always optimally calibrated cameras must be overcome for a successful 3D scene reconstruction. There were 46 labels of depth in total. The top row of Fig. 2 , middle and right, shows the local and the non-local result of the depth map obtained by the combination A2+I1 of parameters with ε = 0.25, c max = 0.7, andk = 2 in (9). The result is clearly better than that of the combination A4+I2 shown below. There are two reasons for this. As expected, the aggregation function A4 is not tailored for videos recorded under bumpy, turbulent flight conditions. The blue strip on the right of the image means that for small depth labels, the cost function could be computed while for large (and correct) depth values it was set to the maximum value. Thus, low depths are the winner of the local algorithm and even the TRW-S algorithm cannot correct the mismatches. From the over-smoothed tower tops obtained after applying non-local optimization, one can see the second source of errors for the mentioned combination of parameters: The baselines for the interaction set I2 are TemporalSelectionofImagesforaFastAlgorithmforDepth-mapExtractioninMulti-baselineConfigurations too narrow to obtain a distinctive minimum for these structures. As follows from the visual inspection of the results, the interaction sets I3 and I4 produce comparable or slightly inferior results for all aggregation functions. For completeness, we present the reference frame of the sequence in Fig. 2 , top left, and we visualize the principle of the aggregation function A5 for an example label s = 12, bottom left. We see that in the regions where the corresponding fronto-parallel plane intersects the surface, the image is not blurred, in contrast to all other not homogeneously textured regions of the reference image.
Finally, we considered several aerial videos over the village Bonnland in Southern Germany and compared the resulting depth map with a ground truth. This ground-truth was obtained by registering the reference frame of the sequence into the coordinate system of a very dense terrestrial laser point cloud (Bodensteiner and Arens, 2012) . Without going into detail, we report that similar observation to the Tsukuba data set could be made. While the aggregation set A4 is a successful choice for the SAD measure, the cost function NCC yields smaller deviations for the configurations A1+I4 or A2+I4 and hence benefits from possibly many (even redundant) observations.
CONCLUSIONS AND OUTLOOK
We presented a fast and efficient multi-baseline planesweep algorithm for extraction of depth maps. The algorithm consists of two steps: Aggregation of radiometric data into a data cost matrix and non-local optimization. The non-local optimization module does not represent a focus of our contribution; it presup- Table 1 : Deviation of the calculated disparity maps to the ground truth for the data set Tsukuba with truncated SSD and NCC data cost functions. Pixels with disparity deviations below 1 pixel are not taken into account. Five images and a 5 × 5 correlation window were considered. For every meaningful pair of interaction set and aggregation function, the results of the local algorithm and the semi-global algorithm with λ 1 = 10 and λ 2 = 20 are shown. The top number denotes the percentages of incorrectly matched pixels while the bottom number shows these values after a neighborhood of δ = 1 (i.e., 3 × 3-neighborhood) is considered and the minimum deviation from the ground truth is extracted. The best combination of the aggregation function and interaction set are marked in green, the relatively good ones in yellow. poses application of one of the state-of-the-art algorithms (Szeliski et al., 2006) for energy minimization on Markov Random Fields, which are coded by the data cost matrix and a smoothness function. The data cost aggregation module works in arbitrary, not necessarily rectified configurations of images. All calculations are described as image operations: Convolutions, multiplications and divisions of arrays, etc. The computing time of our implementation in MATLAB (this programming language is system-accelerated while processing matrices) on a standard PC, is around 0.5 sec. for five images, 17 depth labels and the NCC cost function (3) for the data set Tsukuba. Moreover, it is possible to implement this module on GPU (Pollefeys et al., 2008) for its further acceleration. The modular implementation is easily extensible by shiftable windows, new cost functions, mesh-based terms, etc.
Among the analyzed interaction sets and aggregation functions, we could observe from Table 1 that for the sequence Tsukuba, differences in performance between a good and a bad choice can reach 25% if the local result is considered, which shows the relevance of the proposed research. The interaction sets causing longer baselines should be chosen for more accurate computation of depth maps. Also, a better choice of the questioned parameters not only depends on the geometric configuration, but also on the cost function. On the one hand, the rather distinctive SAD cost function yields better results if there are no redundancies in observations. On the other hand, if the NCC function should be chosen because of radiometric differences, the configurations with many observations, e.g. A1+I4, are more promising. Implicit treating occluded pixels and border area helps to improve the quantitative and qualitative results. Hence, the aggregation function A4, tailored for smooth video streams, works well for the data set Tsukuba. Similarly, the aggregation function A2 turns out to be more robust for the data set Gottesaue, captured under more turbulent conditions. Besides several aggregation functions treating pairs of images, we presented a new function that considers all images at once. But this function is only based on differences of gray values, and its adaptation for other cost functions, like NCC and Mutual Information, should be one of our future research areas.
Finally, for evaluation of the results, we omitted the triangle meshes in this work and only used the previously reconstructed points for initialization of margins for depth values. This is, of course, not wise to ignore these points since consideration of trianglebased terms and evaluation of triangles allows to reduce the number of mismatches. Moreover, in the future modifications of the algorithm, we will investigate to what extent the inclinations of triangles in 3D world could contribute to a better initialization of planes to be swept.
