In maximum likelihood estimation of hidden Markov models for speech recognition, the criterion is to maximize the total probability across the training data for a particular speech unit, such as a word, monophone, diphone, or triphone. Since each unit model is trained separately, such a strategy can often lead to biases among decision boundaries of the generated model set. In this paper, we propose a new technique to minimize the total number of misclassi cations in the training data set by adjusting the decision boundaries between hidden Markov model pairs. The proposed algorithm is shown to reduce the error rate in a number of speech recognition tasks such as accent detection, language identi cation, and confusable word pair discrimination. The technique is also attractive because it is simple to implement and the improvement in performance is achieved without any added complexity in the decoding phase.
Introduction
Recent developments in training methods have resulted in speech recognition systems which achieve acceptable error rates under ideal conditions 8, 11] . Advances in language modeling, context dependent strategies, and speech unit partitioning have increased research e orts in the application of hidden Markov models for speech recognition. The basic theory of hidden Markov models (HMM) was rst introduced by Baum et. al more than twenty years ago 5]. The implementation of HMMs for speech processing applications was considered by Baker 4] and later Jelinek and his colleagues 9]. Presently, there is no known analytical solution for an HMM which maximizes the probability of a given observation sequence. However, an iterative procedure known as the expectation-maximization algorithm can be employed to estimate the HMM parameters. Unfortunately, this method is not guaranteed to nd the optimal solution, and in practice often results in a local maximum. As a result, there are often imperfections in the generated models. These imperfections lead to sub-optimal performance of speech recognition systems. One possible solution for this problem is modifying the training algorithm to incorporate the minimization of an empirical function of the recognition error rate over the training data 10] . In this paper, we are proposing another solution which adjusts the decision thresholds among model likelihoods in the scoring system to minimize the total number of errors in the training set. Two new methods are described to automatically estimate the optimal decision boundary among confusable speech pattern models. The decision boundaries between HMM likelihoods had been used previously in utterance and speaker veri cation systems 15, 16] . However, to the author's knowledge, they have not been utilized to improve discrimination ability of speech recognition systems before.
The outline of this paper is as follows. In Sec. 2, we present the motivation and the formulation of the proposed likelihood decision boundary estimation method. Two di erent methods are described in order to estimate the decision boundary between model pairs. Sec. 3 presents evaluations of the likelihood decision boundary estimation procedure for the problems of accent detection, pairwise language identi cation, and confusable word pair discrimination in speech recognition. Finally, Sec. 4 summarizes contributions and draws conclusions.
Likelihood Decision Boundary Estimation Between Confusable Word Pairs
Many errors which occur in speech recognition system evaluation are due to confusable word pairs in the vocabulary set (e.g., discrimination of \white" vs. \wide", or \six" vs. \ x"). Some studies suggest that performance can be improved if more distinct vocabulary sets are selected. However, this places an added burden on the speech recognition system designer, and may lead to less natural command selection for the particular speech recognition application. When the confusion matrices of recognition systems are analyzed, frequently there are unfair biases (i.e., resulting in sub-optimal performance) towards one of the words in the confusable pair. Despite this fact, in general the output of Viterbi scoring is taken for granted in speech recognition systems. In this paper we are proposing a method to achieve optimal performance given a xed HMM set by adjusting the decision boundaries among models properly. It should be noted here that we are not suggesting to force uniform distribution of errors between model pairs. The goal of the method proposed here is to adjust the decision boundary between likelihoods of model pairs with the constraint of \minimizing the overall error rate" in the training set.
Theory of Likelihood Decision Boundary Estimation
Normally, when an observation vector sequence X is to be classi ed as one of two hidden Markov models 1 and 2 , the conditional probabilities P (Xj 1 ) and P (Xj 2 ) are calculated and the model resulting in the higher likelihood is selected (assuming that a priori probabilities are equal). Therefore the decision procedure can be expressed as, Although this rule is mathematically correct and simple, in practice it may not always result in optimal classi cation performance. This is especially true for speech recognition systems, since these systems are based on models where the criterion is to maximize the probability over the training tokens of each speech unit. In general, this does not guarantee the minimization of the error rate across the whole vocabulary (i.e., since the model for an isolated word, phoneme, or diphone is trained separately from other models in the set). The proposed solution here is to make the adjustment in the output of Viterbi scoring instead of transforming the feature vector (e.g. linear discriminant analysis 6]), or modifying the training procedure to minimize an empirical function of the recognition error rate over the training data 10]. This can be accomplished by updating the threshold, which is normally zero in the decision rule above, which results in a minimization of the total number of errors in the training set. The new rule is expressed as:
Choose 2 otherwise (4) where the threshold is determined as follows: let X 1 and X 2 denote the training observation vector sets for the confusable word pair word 1 and word 2 respectively. The statistical models generated from the training set are denoted as 1 and 2 . Next, we de ne the following two log-likelihood ratio functions 1 and 2 , where N 1 is the number of training tokens for word 1 and N 2 the number for word 2 , 1n = ln( P(X 1n j 1 ) P(X 1n j 2 ) ) n = 1; :::; N 1 (5) 2n = ln( P(X 2n j 1 ) P(X 2n j 2 ) ) n = 1; :::; N 2 (6) Include Figure 1 Here.
In Fig. 1 , probability density functions p( 1 ) and p( 2 ) are plotted for a typical case where there is a bias towards one of the models. In Fig. 1(a) , it can be seen that model 2 is generally selected when erroneous decisions are made. Here, two approaches are suggested to estimate the decision boundary depending on the number of classi cation errors in the training data.
Optimum Decision Boundary Search
For the rst method, the procedure is applicable if the number of classi cation errors in the training set is statistically signi cant. An incremental search for the decision boundary can be performed with the condition of minimizing the total number of errors in the training set. The owchart for the search procedure is shown in Fig. 2 . Here, the log-likelihood values 1 and 2 for each training token are rst generated. Next, an incremental search within the ?LIMIT to +LIMIT range speci ed for the optimum threshold value is performed. This procedure nds a threshold which results in the minimum combined number of errors for the confusable word pair training tokens.
Include Figure 2 Here.
When few errors exist in the training set, this method can still be applied. In such cases, near misses within a certain range could also be regarded as errors in order to have a su cient number of errors to estimate the decision boundary.
Bayesian Decision Boundary Estimation
In the second method, the procedure is more suitable if the number of classi cation errors in the training set is small and not su cient to make a reliable threshold estimation using the optimum decision boundary search method. In such a case, estimates of the probability density functions p( 1 ) and p( 2 ) can be computed based on a Gaussian assumption. In Fig. 1 , the estimate of the new threshold is shown as the point where the two distributions intersect. This threshold value minimizes the size of the shaded area, which is the total error region assuming equal a priori probabilities for the two models. If the two probability density functions are de ned as follows, with given means i and variances 
If these terms are rearranged, the equation reduces to a second order polynomial of the form:
which has the solution: It is clear that the coe cients are dependent on the means and variances of the two distributions. The solution which lies between the means 1 and 2 is chosen as the new decision boundary.
Evaluations
For the purpose of evaluating the proposed method, we conducted three experiments in the areas of accent detection, speech recognition (between confusable speech units), and pairwise language identication (ID) using the OGI multilanguage database.
Evaluations on Accent Detection
The optimum decision boundary search method was applied to foreign accent detection. The method was used to distinguish between neutral American and a second accent class using a database collected at the Duke Univ. Robust Speech Processing Lab. A vocabulary of isolated words and phrases was established which contains accent sensitive phonemes or phoneme combinations 1, 3]. Vocabulary choice was based on a literature review of language education of American English as a second language. A portion of the data corpus was collected using a head-mounted microphone in a quiet o ce environment, while the remaining part was collected through an on-line telephone interface at an 8kHz sampling rate. All speakers were from the general Duke Univ. community, with 43 speakers using microphone data entry, and 68 speakers using on-line telephone data entry. The test vocabulary consists of 20 accent sensitive isolated words such as: aluminum, thirty, bringing, target, etc. and 4 American English phrases. Every speaker repeated each word 5 times. The accent database includes neutral American English, and English under the following accents: German, Chinese, Turkish, French, Persian, Spanish, Italian, Japanese, and others. The studies conducted here focused on American English speech from 76 speakers across the following accents: neutral, Turkish, Chinese and German (the head-mounted microphone data was bandpass ltered between 100 and 3800 Hz to provide spectral match with data collected through the on-line telephone interface). For each word in the vocabulary, a continuous mixture HMM with 2 Gaussian mixtures per state was generated for each accent type. The number of states assigned to each word was proportional to overall word duration. The number of states typically ranged from 7 to 21, and all speech data were parameterized using Mel-frequency cepstrum and delta coe cients, energy and delta energy. Nine speakers from each accent class were used for training, and a total of 40 speakers were set aside for open set testing. Using the Forward-Backward training algorithm, a total of 80 HMM's (20 words under 4 accent types) were generated. A total of 3250 word tokens was used for training, and 3900 word tokens were set aside for open testing. The standard Viterbi algorithm without decision boundary adjustment resulted in an error rate of 3.49% in the closed set where a decision was made between the neutral English model and another accent model (i.e., either German, Chinese, Turkish). Using the estimated decision boundary between the accent model pair (neutral-vs.-other) for each word, the error rate was reduced to 1.93% for the closed set (a 44.7% reduction from original). For the open test set, the error rate was reduced from 23.99% to 20.85% (a 13.1% reduction with detailed results summarized in Table 1 ). While there is measurable error rate reduction for both closed and open test sets, it is noted that the the level of performance improvement was more for closed versus open data. It is believed that this occurs because the optimum boundary decision method concentrates highly on minimizing the error rate of the training data.
Include Table 1 Here.
Evaluations on SUSAS Database
Next, the proposed decision boundary estimation method is applied to a series of confusable word pairs from the SUSAS speech under stress database 7] aircraft communication words consisting of mono-and multi-syllabic words make up the database. A more complete discussion of SUSAS can be found in the literature 7] . SUSAS data used in this study consist of nine adult male speaker utterances, all sampled at 8kHz using a 16-bit A/D converter. Nine of the most confusable word pairs in the database were selected as test material for the proposed method (white-wide, six-x, oh-no, oh-go, go-no, east-eight, east-eighty, change-gain, east-degree). Continuous density HMMs were generated for each word considered as being confusable. A decision boundary was estimated for each word model pair from the speech of 6 speakers (12 tokens each). In the test set, two di erent speakers, and 10 di erent stress conditions from all speakers in the database were included. The stress conditions include speech spoken under: slow, fast, soft, loud, angry, clear, question, and Lombard e ect (i.e., speech spoken in noise). A total of 3024 confusable word tokens were used in the open test set evaluation. The error rate was found to be 5.89% when the Viterbi algorithm was used with a 0 threshold for the likelihood ratio. When the Bayesian decision boundary estimation was used to shift the thresholds for the confusable word pairs, the error rate reduced to 5.16% (a 12.36% reduction).
Evaluations on Language ID
The Oregon Graduate Institute Multi-Language Telephone Speech (OGI-TS) Corpus 14] was used to evaluate the performance of decision boundary adjustment method for the problem of language identi cation. Since the available training data set was su ciently large, the Optimum Decision Boundary Search method was employed. Each message in the corpus was spoken by a unique speaker over a telephone channel and includes responses to ten prompts, four of which contain xed text (e.g., \Please recite the seven days of the week," \Please say the numbers zero through ten") and six of which assume free text responses (e.g., \Describe the room from which you are calling," \Speak about any topic of your choice"). All together the ten responses contained in each session comprise about two minutes of speech. Table 2 lists the number of messages per language in each of the two segments of the corpus: initial training, development test. 2 In our evaluations the initial training set (about 50 speakers per language) was used in training, and development test (about 20 speakers per language) was used in testing. Test utterances were extracted from the development test set according to the April 1993 NIST speci cation 13]:
\45 s" Utterance Testing: Language ID is performed on a set of 45 s econd] utterances spoken by the development test speakers. These utterances are the rst 45 s econd] of the responses to the prompt \speak about any topic of your choice." OGI refers to these utterances as \stories before the tone," and they are denoted story-bt. The extended training and nal test sets are not considered in this study. 3 A tone signaled the speaker when 45 seconds of speech had been collected indicating 15 seconds remaining.
In ID 2] . Pairwise language ID experiments were conducted where the decision was made between English and one of the other 9 languages based on 45 second utterances. The results comparing the performance before and after employing the decision boundary adjustment are summarized in Table 3 . Overall, the error rate was reduced from 15.7% to 13.9% (a 12.4% reduction) after employing decision boundary adjustment method between language model pairs.
Include Tables 2 and 3 Here.
Summary and Conclusions
In this study, a new technique has been proposed to estimate optimal likelihood decision boundaries between HMM pairs for applications in speech recognition. Two strategies were proposed which include the optimum decision boundary search and Bayesian decision boundary estimation depending on the number of classi cation errors in the training set needed to form a reliable threshold estimate. A search procedure was established to obtain the optimum decision boundary, and a closed form solution was also determined for calculation of the Bayesian decision boundary. The choice of using the optimum decision boundary search versus the Bayesian decision boundary method rests in the amount of training data available, and the resulting error characteristics for the HMM speech recognition pairs under test. When there is a su cient number of training tokens, then the ability to characterize the output error characteristics is improved, and the optimum decision boundary search method should be employed. When the training data is limited, a su cient number of recognition errors may not exist in order to estimate the optimal decision boundary. Therefore, under these conditions, the Bayesian decision boundary estimation is recommended. The decision boundary adjustment method was evaluated for three speech recognition applications. First, the proposed method was tested on speech from a foreign accent database in order to discriminate between neutral and foreign accented speech. Here, American English produced under neutral, German, Chinese, and Turkish accents were considered. In this case, a 13.1% error rate reduction was observed on the open test set. Next, the method was tested on the SUSAS speech under stress database in order to improve discrimination performance between confusable word pairs. For this scenario, an average 12.4% reduction in the error rate was achieved. Finally, the method was evaluated using the OGI multilanguage database to improve discrimination ability between language pairs. In accordance with the previous results, a reduction of 12.4% in error rate was achieved using the proposed method. It should be noted that the improvements are achieved with no added complexity to the existing systems, which represents an important advantage in using the proposed technique for real-time speech recognition applications. Finally, though the proposed method was formulated and tested under isolated-word recognition scenarios, it can be easily adapted to more general problems in continuous speech recognition and other speech or speaker classi cation problems. In particular, the proposed methods for automatic estimation of the optimal decision boundary can be utilized in utterance veri cation systems, where the decision boundaries are estimated based on heuristic methods or adjusted manually in most systems.
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