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Abstract
We consider the Yang-Mills flow equations on a reductive coset space G/H and the Yang-Mills
equations on the manifold R×G/H . On nonsymmetric coset spaces G/H one can introduce geo-
metric fluxes identified with the torsion of the spin connection. The condition of G-equivariance
imposed on the gauge fields reduces the Yang-Mills equations to φ4-kink equations on R. De-
pending on the boundary conditions and torsion, we obtain solutions to the Yang-Mills equations
describing instantons, chains of instanton-anti-instanton pairs or modifications of gauge bun-
dles. For Lorentzian signature on R × G/H , dyon-type configurations are constructed as well.
We also present explicit solutions to the Yang-Mills flow equations and compare them with the
Yang-Mills solutions on R×G/H .
1 Introduction and summary
The Yang-Mills equations in more than four dimensions naturally appear in the low-energy limit
of superstring theory. Furthermore, natural BPS-type equations for gauge fields in dimensions
d > 4, introduced in [1, 2], also appear in superstring compactifications as the conditions for the
survival of at least one supersymmetry in low-energy effective field theory in four dimensions [3].
For non-Abelian gauge theory on a Ka¨hler manifold the most natural BPS condition lies in the
Donaldson-Uhlenbeck-Yau equations [4, 5]. While the criteria for the existence of solutions to all
these equations are by now well-understood [4, 5, 6], in practice it is usually quite difficult to
find their explicit form. Some solutions in Rd were found e.g. in [7, 8] but have infinite action for
d > 4. One possibility for obtaining finite-action solutions to the Yang-Mills equations in higher
dimensions is to introduce a noncommutative deformation of this field theory [9]. With the help of
a Moyal deformation some finite BPS and non-BPS solutions have been produced e.g. in [10]-[12],
alongside with their brane interpretation.
Let us describe another way to generate finite-action solution, by removing the origin from Rd.
Then, the two metrics
ds21 = dr
2 + r2dΩ2d−1 (1.1)
and
ds22 = r
−2 (dr2 + r2dΩ2d−1) =: dτ2 + dΩ2d−1 (1.2)
on Rd − {0} ∼= R × Sd−1 are conformally equivalent. For d = 4, the condition of SO(4)-invariance
reduces the Yang-Mills equations on R×S3 with the metric (1.2) to the φ4-kink equation for a scalar
field φ depending on τ ∈ R (see e.g. [13]). Inserting the kink solution into the gauge-field ansatz
yields precisely the BPST one-instanton configuration [14], which can be extended from R× S3 to
R
4 or S4 due to the conformal invariance of Yang-Mills theory in four dimensions. In [15] this setup
was carried to spaces R × G, with G being a compact semisimple Lie group and dΩ2d−1 in (1.2)
denoting the standard left-invariant metric on G. It was shown that the Yang-Mills equations on
R × G for an AdG-invariant gauge potential also reduce to kink equations, whose solutions give
instantons on R×G with finite action and topological charge.
In this paper, we generalize the results of [13, 15] on symmetric Yang-Mills solutions on R×S2,
R×S3 and R×G to any space of the form R×G/H, where G/H is a reductive homogeneous space
(coset space). First, we construct explicit instanton solutions for the case where G/H is compact
and symmetric. These configurations describe transitions between two G/H Yang-Mills vacua (at
τ = ±∞). Imposing periodicity in τ , we also obtain solutions describing chains of instanton-anti-
instanton pairs. Second, we generate solutions for nonsymmetric coset spaces G/H with geometric
torsion. These configurations describe modifications of gauge bundles (cf. [16, 17]) over G/H, in
particular transitions from the vacuum at τ = −∞ to a topologically nontrivial Yang-Mills solution
on G/H at τ = +∞. In the special case of G/H = Sd−1 we arrive at explicit Yang-Mills solutions
on Rd − {0} which, however, cannot be smoothly extended to Rd due to the lack of conformal
invariance of the Yang-Mills equations in d > 4 dimensions.
Third, we investigate the Yang-Mills flow equations on coset spaces. The Yang-Mills flow on a
manifold M is a one-parameter family of connections A(τ) with τ ∈ R, determined by the equation
d
dτ
A = − ∗ ∇(∗F) , (1.3)
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where∇ is the covariant derivative, F is the curvature and ∗ is the Hodge star operator onM [4]. At
critical points τ0, where
dA
dτ |τ0 = 0, these equations reduce to the Yang-Mills equations ∇(∗F) = 0
on M . Mostly studied in the literature is the existence, uniqueness and regularity properties of
the Yang-Mills flows in two, three and four dimensions (see e.g. [4, 18] and references therein). In
this paper, we create explicit solutions to the Yang-Mills flow equations on reductive coset spaces
G/H by using our G-equivariant ansatz for the gauge potential A. These configurations describe
modifications of gauge bundles over G/H similar to those obtained for the full Yang-Mills solutions
on R×G/H.
2 From Yang-Mills on R×G/H to the kink
Coset spaces G/H. Consider a compact semisimple Lie group G and a closed subgroup H of G
such that G/H is a reductive homogeneous space (coset space). Let {IA} with A=1, . . . ,dimG be
the generators of the Lie group G with structure constants fABC given by the commutation relations
[IA, IB ] = f
C
AB IC . (2.1)
We normalize the generators such that the Killing-Cartan metric on the Lie algebra g of G coincides
with the Kronecker symbol,
gAB = f
C
AD f
D
CB = δAB . (2.2)
More general left-invariant metrics can be obtained by rescaling the generators.
The Lie algebra g of G can be decomposed as g = h⊕m, where m is the orthogonal complement
of the Lie algebra h of H in g. Then, the generators of G can be divided into two sets, {IA} =
{Ia} ∪ {Ii}, where {Ii} are the generators of H with i, j, . . . = 1, . . . ,dimH, and {Ia} span the
subspace m of g, which can be identified with the tangent space at any given point x ∈ G/H of the
coset. For reductive homogeneous spaces we have the following commutation relations:
[Ii, Ij ] = f
k
ij Ik , [Ii, Ia] = f
b
ia Ib , [Ia, Ib] = f
i
ab Ii + f
c
ab Ic . (2.3)
For the metric (2.2) on G we have
gij = f
k
ilf
l
kj + f
b
iaf
a
bj = δij , gia = 0 , (2.4)
gab = 2f
i
adf
d
ib + f
c
adf
d
cb = δab , (2.5)
and more general metric can be obtained via rescaling of the generators.
Spin connection on G/H. On the group manifold G we denote by EˆA the left-invariant vector
fields, which enjoy the same commutation relations as the matrices IA with {A} = {a, i} in (2.3).
Let eˆA be the left-invariant one-forms on G dual to the vector fields EˆA. They satisfy the standard
Maurer-Cartan equations. With the canonical projection
π : G→ G/H (2.6)
we can push forward the EˆA to vector fields EA = π∗EˆA on G/H having the same commutation
relations as EˆA. Likewise, on G/H we introduce left-invariant one-forms e
A with {A} = {a, i} such
that they are pulled back to G via π∗eA = eˆA. These forms obey the Maurer-Cartan equations
dea = −faib ei ∧ eb − 12 fabc eb ∧ ec and dei = −12 f ibc eb ∧ ec − 12 f ijk ej ∧ ek , (2.7)
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which can be induced from G or derived from the commutation relations for the vector fields Ea
and Ei. On the other hand, the torsion-full spin connection one-form ω = (ω
a
b ) is defined on G/H
by the equations
dea + ωab ∧ eb = T a , (2.8)
where
T a = 12 T
a
bc e
b ∧ ec (2.9)
and T abc are the components of the vector-valued torsion two-form T = T
aEa.
We choose the torsion tensor components proportional to the structure constant fabc,
T abc = κ f
a
bc , (2.10)
where κ is an arbitrary real parameter. Then, the affine spin connection on G/H becomes
ωab = f
a
ibe
i + 12 (κ+1) f
a
cb e
c =: ωacbe
c (2.11)
with the coefficients
ωacb = e
i
c f
a
ib +
1
2 (κ+1) f
a
cb . (2.12)
In deriving (2.12) from (2.7) we used the fact that gab = δab. For more details and applications see
e.g. [19, 20, 21].
Yang-Mills equations on R ×G/H. Consider the space R×G/H with a coordinate τ on R, a
one-form e0 := dτ and the metric
ds2 = (e0)2 + δab e
aeb . (2.13)
For this direct product metric we have
ω00b = ω
a
0b = ω
0
cb = 0 . (2.14)
Consider the principal bundle P (R×G/H,G) over R ×G/H with the structure group G and a g-
valued connection one-form A on P and the gauge field F = dA+A∧A. In the basis of one-forms
{e0, ea} on R×G/H, we have
A = A0e0 +Aaea and F = F0a e0 ∧ ea + 12 Fab ea ∧ eb . (2.15)
In the following we choose a ‘temporal’ gauge in which A0 ≡ Aτ = 0.
The standard Yang-Mills equations on R×G/H in components read
∇aFa0 := EaFa0 + ωaabFb0 + [Aa,Fa0] = 0 , (2.16)
∇0F0b +∇aFab = E0F0b + EaFab + ωddaFab + ωbcdFcd + [Aa,Fab] = 0 , (2.17)
where we used (2.14) and the gauge A0 = 0.
Reduction to the kink equation. We now make the G-equivariant ansatz (cf. [12, 13])
A = eiIi + φ eaIa ⇔ Aa = eiaIi + φ Ia , (2.18)
3
where φ = φ(τ) is a real function of τ ∈ R only. The corresponding gauge field reads
F = dA+A ∧A = φ˙ e0 ∧ eaIa − 12
{
(1− φ2)f ibcIi + (φ− φ2)fabcIa
}
eb ∧ ec ⇔
F0a = φ˙ Ia and Fbc = −
{
(1− φ2)f ibcIi + (φ− φ2)fabcIa
}
,
(2.19)
where a dot denotes a derivative with respect to τ .
For our choice of the metric gab = δab and gij = δij one can pull down all indices in the
Yang-Mills equations (2.16) and (2.17). Substituting (2.18) and (2.19) reduces them to
φ¨ Ia + (1− φ2) eicIj {fibcfjab − fiabfjbc − fkacfijk}+
+ (φ− φ2) eicId {fibcfabd − fiabfbcd + facbfibd}+
+
[
(φ− 12(κ+1))(φ − φ2)fabcfdbc + φ (1− φ2)facifdci
]
Id = 0 .
(2.20)
The expressions in the two braces vanish due to the Jacobi identity for the structure constants. To
simplify (2.20) further, we assume that the structure constants obey
facifbci =
1
2(1−α)δab ⇔ facdfbcd = α δab , (2.21)
where we have taken into account (2.5). This is true for a lot of homogeneous spaces, like e.g. for
SU(3)/U(1)2 and Sp(2)/Sp(1)×U(1) [20, 21]. In this case, (2.20) reduces to the simple kink-type
equation
2 φ¨ = (1+α)φ3 − α(κ+3)φ2 − (1−α(κ+2))φ
= −φ (1− φ2) + αφ (1 − φ)(2− φ) + ακ φ (1 − φ)
= (1+α)φ (φ − 1) (φ− (κ+2)α−1α+1
)
=: V ′(φ) .
(2.22)
which is the static equation of motion for a φ4-model with potential V in 1+1 dimensions.
3 Yang-Mills solutions on symmetric spaces
BPS kink equations for α = 0. Let G/H be a symmetric space, i.e. fabc=0 and the geometric
torsion (2.10) vanishes, so that (2.11) becomes the Levi-Civita connection on G/H. Formally, this
case can be obtained by choosing α=0 in (2.21), which eliminates κ and simplifies (2.22) to1
φ¨ = −12 φ (1− φ2) . (3.1)
Furthermore, when we substitute the ansatz (2.18) into the Yang-Mills action functional
S = −14
∫
R×G/H
tr (F ∧ ∗F) , (3.2)
it reduces to a factor proportional to Vol(G/H) times the φ4 energy functional
E =
∞∫
−∞
dτ
{
φ˙2 + 14(1− φ2)2
}
=
=
∞∫
−∞
dτ
(
φ˙∓ 12(1− φ2)
)2
±
∞∫
−∞
dφ (1− φ2) ≥ 43 |q| ,
(3.3)
1Another special choice is α=1, corresponding to G/H being a group, i.e. H = {1}. Taking κ=0 then yields
2φ¨ = φ(1−φ)(1−2φ) = −2[φ− 1
2
]( 1
4
− [φ− 1
2
]2), which integrates to 2φ˙ =
√
2( 1
4
− [φ− 1
2
]2) and also describes a kink.
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where
q := 12
∞∫
−∞
dτ φ˙ = 12
(
φ(+∞)− φ(−∞)) ∈ {1, 0,−1} (3.4)
is the topological charge (see e.g. [22]). Here, φ(+∞)= ± 1 and φ(−∞)= ∓ 1 are the vacua of the
kink model (3.3).
The inequality in (3.3) is saturated on the BPS kink equations
φ˙ = ±12(1− φ2) , (3.5)
where the sign choice corresponds to the sign of q. For the + sign, the solution is known as the φ4
kink,
φ = tanh τ2 , (3.6)
which interpolates between the vacua at −1 and +1 and carries the topological charge q=1. For
q=− 1, the antikink
φ = − tanh τ2 (3.7)
describes a transition from +1 to −1. Both the static kink and antikink possess an energy of E=43
(cf. (3.3)).
Instantons on R×G/H. We now turn to the asymptotic behaviour of the gauge potential
A = eiIi + tanh τ2 eaIa , (3.8)
which by construction solves the Yang-Mills equations on R×G/H. There, ‘infinity’ is the discon-
nected manifold
G/H × Z2 = (G/H)− ∪ (G/H)+ , (3.9)
where (G/H)± = G/H × {τ=±∞}. Introducing the notation A± := A(τ=±∞), from (3.8) and
F = 12 cosh−2 τ2
(
e0 ∧ ea Ia − f iab ea ∧ eb Ii
)
(3.10)
we obtain
A− = h−1− dh− and A+ = h−1+ dh+ ⇔ F± = 0 (vacua) , (3.11)
where h± are G-valued functions. One can employ h− to gauge transform A− to zero, i.e. pass to
A˜ = h−Ah−1− + h−dh−1− ⇔ A˜− = 0 and A˜+ = g−1dg , (3.12)
where the map
g = h+h
−1
− : G/H → G (3.13)
has degree one equal to the topological charge q=1 of the kink φ. Thus, the solution (3.8) to the
Yang-Mills equations on R×G/H is an instanton configuration describing a transition between the
vacua A˜−=0 and A˜+=g−1dg. The action functional on this solution is finite as was shown above.
Instanton-anti-instanton chains. One may obtain a different kind of solutions (sphalerons)
to (3.1) by imposing the periodic boundary conditions
φ(τ+L) = φ(τ) . (3.14)
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Such a configuration can be considered as a function on a circle S1 with circumference L. Sphalerons
are given by [23]
φ(τ ; k) = 2k b(k) sn[b(k)τ ; k] with b(k) = (2 + 2k2)−1/2 and 0 ≤ k ≤ 1 . (3.15)
Since the Jacobi elliptic function sn[u; k] has a period of 4K(k), the condition (3.14) is satisfied if
b(k)L = 4K(k)n for n ∈ N , (3.16)
which fixes k = k(L, n) so that φ(τ ; k) =: φn(τ). Solutions (3.15) exist if L ≥ Ln := 2π
√
2n [23].
By virtue of the periodic boundary condition (3.14), the topological charge of the sphaleron
(3.15) is zero. In fact, the configuration (3.15) is interpreted as a chain of n kinks and n antikinks,
alternating and equally spaced around the circle [22, 23]. With n=1 for instance, we encounter a
single kink-antikink pair winding once around S1. The energy (3.3) of the sphaleron (3.15) is
E[φn] =
2n
3
√
2
[
8(1 + k2) E(k) − (1− k2)(5 + 3k2)K(k)] , (3.17)
where K(k) and E(k) are the complete elliptic integrals of the first and second kind, respectively [23].
In the limit L → ∞ one approaches a superposition of kinks (3.6) and antikinks (3.7), and the
energy becomes additive, E[φn]→ 2n · 43 .
Substituting the non-BPS solution (3.15) of (3.1) into (2.18) and (2.19), we obtain a finite-action
configuration
A = eiIi + φn eaIa , F = φ˙n e0 ∧ ea Ia − 12
{
(1− φ2n)f ibcIi + (φn − φ2n)fabcIa
}
eb ∧ ec , (3.18)
which is interpreted as a chain of n instanton-anti-instanton pairs sitting on S1L ×G/H.
4 Yang-Mills solutions on nonsymmetric coset spaces
BPS kink equations for κ 6= 0. On nonsymmetric coset spaces we need the torsional freedom
in order to find BPS solutions to the kink-type equation (2.22). For a given value of α 6= 0 it can
be reduced to the standard static form of the kink equation by suitably adjusting the parameter κ
and by shifting the field via
φ = ϕ+ β (4.1)
in such a way that the O(ϕ0) and O(ϕ2) terms vanish in (2.22). This is achieved for
β =
κ+3
3
α
1+α
and κ = −3 , κ = 3(1−α)
2α
or κ =
3
α
. (4.2)
Furthermore, it is convenient to rescale τ → τ/√1+α. For the three special values of (β,κ) we
then obtain the equations and corresponding scalar potentials
a) (β,κ) = (0,−3) : 2φ¨ = −φ (1− φ2) ⇔ V = 14
(
φ2 − 1)2 (4.3a)
b) (β,κ) = (12 ,
3(1−α)
2α ) : 2φ¨ = −[φ−12 ](14 − [φ−12 ]2) ⇔ V = 14
(
[φ−12 ]2 − 14
)2
(4.3b)
c) (β,κ) = (1, 3α ) : 2φ¨ = −[φ−1](1− [φ−1]2) ⇔ V = 14
(
[φ−1]2 − 1)2 . (4.3c)
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By construction, these equations of motion can be integrated to first-order (BPS) equations
φ˙ = ±√V with well known solutions,
a) 2φ˙ = ±(1− φ2) ⇔ φ = ± tanh τ2 (4.4a)
b) 2φ˙ = ±(14 − [φ−12 ]2) ⇔ φ = 12 ± 12 tanh τ4 (4.4b)
c) 2φ˙ = ±(1− [φ−1]2) ⇔ φ = 1± tanh τ2 , (4.4c)
where we chose the integration constant τ0 in a symmetric manner. The three solutions may be
described simultaneously by as
φ = β ± γ tanh γτ2 with γ = 1, 12 , 1 , (4.5)
respectively. For the upper sign choice, these solutions are φ4 kinks with a topological charge of
q = +1, which interpolate between the vacua φ(−∞) = β−γ and φ(+∞) = β+γ via the critical
point φ(0) = β. The lower sign choice corresponds to the antikinks and q = −1. The critical points
φˆ of the φ4 potentials V in the three cases are
case β γ φ(−∞) φ(0) φ(+∞)
a) 0 1 −1 0 1
b) 12
1
2 0
1
2 1
c) 1 1 0 1 2
. (4.6)
Modifications of bundles over G/H. Inserting (4.5) into (2.18) and (2.19), we obtain the
corresponding solutions to the Yang-Mills equations on R ×G/H. For the upper sign choice they
read
A = eiIi + (β + γ tanh γτ2 ) eaIa and
F = γ22 cosh−2 γτ2 e0∧ ea Ia − 12
{
h(τ) f ibcIi +m(τ) f
a
bcIa
}
eb∧ ec ,
(4.7)
where we introduced the functions
h(τ) = (1− β − γ tanh γτ2 ) (1 + β + γ tanh γτ2 ) ,
m(τ) = (1− β − γ tanh γτ2 ) (β + γ tanh γτ2 ) .
(4.8)
Due to the asymptotic behavior of h(τ) and m(τ), the standard Yang-Mills action functional on
these solutions is infinite, in contrast to the symmetric case (3.10). However, for any fixed τ ,
including τ = ±∞, the action reduced to the compact coset G/H is finite.
In each case a)–c), the Yang-Mills configuration (4.7) describes a transition between the three
critical points φˆ with V ′(φˆ) = 0 at τ=−∞, τ=0 and τ=+∞. These critical points are characterized
by φ¨ = 0 = A¨, and hence the gauge fields there satisfy the Yang-Mills equations on G/H:
Acrit = eiIi+ φˆ eaIa and Fcrit = −12
{
(1− φˆ)(1+ φˆ) f ibcIi+ (1− φˆ) φˆ fabcIa
}
eb∧ ec . (4.9)
Recall that we consider the principal bundle P (R×G/H,G) over R×G/H with the structure
group G. Given a finite-dimensional representation VG of the group G, the corresponding associated
vector bundle over R×G/H is given by the fibred product
E = P (R×G/H,G) ×G VG → R×G/H . (4.10)
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Our connection A is defined on E . However, for any given τ ∈ R, one can restrict the bundle
E → R × G/H to the bundle Eτ → G/H. In particular, the connections Acrit are defined on
bundles Ecrit over G/H and satisfy the Yang-Mills equations on G/H. In our three cases a)–c), we
encounter five such bundles:
value of φˆ −1 0 1/2 1 2
bundle Ecrit E− Ecan E0 Eflat E+
topology irreducible reducible irreducible trivial irreducible
hˆ = 1−φˆ2 0 1 3/4 0 −3
mˆ = φˆ−φˆ2 −2 0 1/4 0 −2
. (4.11)
The bundles E− and E+ are irreducible and topologically nontrivial, Ecan is topologically nontrivial
but reducible,2 and the bundle Eflat = G/H × VG is trivial.
The configurations (4.7) then correspond to the following modifications of non-Abelian bundles
over G/H (cf. [16, 17]),
E− → Ecan → Eflat or Ecan → E0 → Eflat or Ecan → Eflat → E+ , (4.12)
and we see that the connections given in (4.7) describe interpolations between bundles of all types.
The curvatures of the critical connections are given by (4.9) as
Fcrit = −12
{
hˆ f ibcIi + mˆ f
a
bcIa
}
eb∧ ec , (4.13)
with the values of hˆ and mˆ displayed in (4.11). We note that the case of symmetric coset spaces,
treated in the previous section, may be included here by adding
case d) β = 0 , γ = 1 , m(τ) ≡ 0 , h(τ) = cosh−2 τ2 , Eflat → Ecan → Eflat . (4.14)
It resembles case a), but in (4.11) the bundle E− at φˆ=− 1 gets replaced by Eflat due to mˆ=0.
Chains of bundle modifications. One can also reduce the Yang-Mills equations on the non-
symmetric coset spaces S1 ×G/H and obtain sphaleron solutions analogous to (3.15) with (3.16).
Then substituting them into (2.18) and (2.19), we obtain configurations which describe chains of
bundle modifications followed by the inverse bundle modifications. The action functional on these
configurations is finite for G/H being compact.
Dyons on R×G/H. Let us finally change the signature of the metric on R×G/H from Euclidean
to Lorentzian by choosing on R a coordinate t = −iτ so that e˜0 = dt = −idτ . Then as metric on
R×G/H we have
ds2 = −(e˜0)2 + δabeaeb . (4.15)
For A we copy the ansatz (2.18) and obtain
F = dφdt e˜0∧ eaIa − 12
{
(1− φ2)f ibcIi + (φ− φ2)fabcIa
}
eb∧ ec . (4.16)
2Its fibres split into a direct sum of irreducible representations of the group H .
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After substituting (2.18) and (4.16) into the Yang-Mills equations on R × G/H, we arrive at the
same second-order differental equations as in the Euclidean case, except for the replacement
φ¨ −→ −d2φ
dt2
and hence V −→ −V . (4.17)
In particular, this implies a sign change of the left-hand side relative to the right-hand side in
(2.22), (3.1) and (4.3). Although the Lorentzian equations do not follow from first-order equations,
they can still be integrated explicitly,
φ(t) = β +
√
2 γ cosh−1 γt√
2
, (4.18)
again after rescaling t→ t/√1+α and with the (β, γ) values from (4.6). This configuration is the
bounce in an inverted double-well potential, which from the asymptotical local minimum briefly
explores the unstable region.
Inserting (4.18) into (2.18) and (2.19), we arrive at dyon-type configurations with smooth
nonvanishing ‘electric’ and ‘magnetic’ field strengths F0a and Fab, respectively. For instance, on a
symmetric coset we have (β, γ)=(0, 1) and get
A = eiIi +
√
2 cosh−1 t√
2
eaIa and
F = −12 cosh−2 t√2
(
2 sinh t√
2
dt∧ ea Ia + (sinh2 t√2 − 1) f
i
bcIi e
b∧ ec) .
(4.19)
The full energy −tr(2F0aF0a + FabFab) ×Vol(G/H) for this configuration (4.19) is finite, but the
action is not. The same is true for the nonsymmetric space configurations, obtained by substituting
(4.18) into (2.18) and (2.19).
5 Yang-Mills flows on G/H
Reduction of the Yang-Mills flow equations. Consider the Yang-Mills flow on a reductive
coset space G/H which is a one-parameter family of connections3 A(τ), determined by the differ-
ential equation (1.3). In the left-invariant basis {ea} of one-forms on G/H we can rewrite (1.3) in
components as
A˙a = −∇bFab . (5.1)
Recall that we have chosen the structure constants of G such that the metric on G/H has compo-
nents δab and hence we can pull all indices down.
Again we employ the G-equivariant ansatz (2.18) for Aa,
Aa = eia Ii + φ Ia ⇒ Fab = −
{
(1− φ2)f iabIi + (φ− φ2)f cabIc
}
. (5.2)
Substituting (5.2) into (5.1) yields the equation
2 φ˙ = (1+α)φ3 − α(κ+3)φ2 − (1−α(κ+2))φ
= −φ (1− φ2) + αφ (1 − φ)(2− φ) + ακ φ (1 − φ)
= (1+α)φ (φ − 1) (φ− (κ+2)α−1α+1
)
= V ′(φ) ,
(5.3)
3These A(τ ) with τ ∈ R can be viewed either as connections on a family Eτ of vector bundles over G/H or as a
connection A = {A(τ )} on a vector bundle E over R×G/H .
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which differs from (2.22) only by the order of the derivative of the left-hand side. The stable points
of this flow, φ˙=0, are again precisely the critical points of the φ4 potential,
V ′(φˆ) = 0 ⇔ φˆ = 0 , φˆ = 1 and φˆ = (κ+2)α−1α+1 =: ρ . (5.4)
While the first two φˆ values produce just the canonical bundle Ecan and the flat bundle Eflat,
respectively, with the connection and field strength given in (4.9), φˆ=ρ depends on κ and α and
may take any real value. This produces a family of solutions to the Yang-Mills equations on G/H,
with field strengths
Fcrit(α,κ) = − 12(α+1)2
{(
2−[κ+1]α)[κ+3]α f ibcIi+(2−[κ+1]α)([κ+2]α−1) fabcIa
}
eb∧ ec . (5.5)
In general, the corresponding φ4 potential is asymmetric and not of BPS type. Only for the special
values given in (4.2), the potential minima are degenerate, and the BPS configurations discussed
in section 4 are recovered. The three cases a)–c) of section 4 simply correspond to the situations
where ρ lies to the left, in between, or to the right of the two fixed critical points, respectively. For
symmetric coset spaces, i.e. case d), α=0=fabc reproduces Fcrit = Fflat = 0.
Explicit solutions. The integration of (5.3) yields
φρ−1 (φ−1)−ρ (φ−ρ) = C exp{12ρ(ρ−1) (α+1) τ
}
(5.6)
with an integration constant C, as long as ρ 6= 0 or 1. Let us absorb α by rescaling τ → τ/(1+α).
The implicit solution (5.6) simplifies in the four special cases a)–d):
a) κ = −3 , ρ = −1 ⇒ φ = ±(1 + exp τ)−1/2
b) κ = 3(1−α)2α , ρ =
1
2 ⇒ φ = 12 ± 12(1 + exp τ4 )−1/2
c) κ = 3α , ρ = 2 ⇒ φ = 1± (1 + exp τ)−1/2
d) α = 0 , ρ = −1 ⇒ φ = ±(1 + exp τ)−1/2
, (5.7)
where we have chosen C=−1 or C2=−1 for simplicity. Choosing the lower sign above, all these
configurations interpolate between the left minimum of the potential, φ(−∞) = β−γ, and the
unstable middle extremum, φ(+∞) = β. This implies that the flow of the Yang-Mills potentials
and field strengths covers just half of the transition path of the bundle modifications in (4.12)
and (4.14). Apart from this difference, we see that the Yang-Mills flow equations (5.1) produce
the same type of bundle modifications as the solutions to the second-order Yang-Mills equations
on R×G/H.
First-order flow equations. Recall that our ansatz (2.18) reduces the Yang-Mills equations on
R × G/H to the ordinary second-order differential equation (2.22) for φ. Its kink and antikink
solutions, however, obey the first-order (BPS) equation (3.5) or (4.4). Therefore, it is reasonable to
search for a BPS analogue of the Yang-Mills flow equations (5.1), which would be algebraic in F on
the right-hand side. A well known example are the Yang-Mills self-duality equations in temporal
gauge on R×G/H = R× S3,
A˙a = −12 ǫabcFbc , (5.8)
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where a, b, . . . = 1, 2, 3 and ǫabc are the structure constants of SU(2). This case was generalized
in [15] to manifolds R × G, where G is a semisimple Lie group, and gave an analogue of the
generalized self-duality equations on Rd introduced in [1, 2]. In all these cases the full Yang-Mills
equations follow from the first-order BPS equations.
Here we introduce the first-order flow equations
A˙a = ∓λ fabcFbc , (5.9)
where fabc form the part of the structure constants of G related to the subspace m ⊂ g, as given
in (2.3). Hence, this flow is trivial for symmetric coset spaces. Note that stable points A˙ = 0 of
these flow equations are given by
fabcFbc = 0 , (5.10)
which is in fact true both for the canonical and for the flat connection on (a bundle over) G/H.
Solutions to (5.9) do not necessarily satisfy the standard Yang-Mills flow equations on G/H or the
full Yang-Mills equations4 on R × G/H. In this sense (5.9) are similar to the Bn and Cn BPS-
type gauge equations considered in [2]. Yet, for our equivariant ansatz (2.18) the first-order flow
equations (5.9) reduce to the equations
φ˙ = ±λ (14 − [φ−12 ]2) , (5.11)
which coincides with (4.4b). Thus, in this case the kink equations do descend from the BPS-type
gauge equations (5.9), and the kink of (4.4b) yields a solution (4.7) to (5.9) which also solves the
full Yang-Mills equations on R×G/H.
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