Abstract: Diffuse optical tomography (DOT) is an advanced imaging method used to visualize the internal state of biological tissues as 3D images. However, current continuous-wave DOT requires high-density probe arrays for measurement (less than 15-mm interval) to gather enough information for 3D image reconstruction, which makes the experiment time-consuming. In this paper, we propose a novel DOT measurement system using multi-directional light sources and multi-directional photodetectors instead of high-density probe arrays. We evaluated this system's multi-directional DOT through computer simulation and a phantom experiment. From the results, we achieved DOT with less than 5-mm localization error up to a 15-mm depth with low-density probe arrays (30-mm interval), indicating that the multi-directional measurement approach allows DOT without requiring high-density measurement. 
Introduction
Diffuse optical imaging is a method used to visualize the internal state of biological tissues using near-infrared (NIR) light. NIR light is more transmissive than surrounding bands in biological tissues and can be used to measure the oxygenation level of hemoglobin when applied with spectroscopic techniques (NIRS). Compared to large-scale imaging modalities such as X-ray computed tomography or magnetic resonance imaging (MRI), diffuse optical imaging has such advantages as the safety of NIR light, produced with a portable device at low cost, and few physical restrictions in measurement. These merits permit anyone, including babies, elderly people, and patients with an implanted electronic device, to be measured in a natural environment. Therefore, it is expected to be an easy-to-use tool for functional neuroimaging [1] and for breast cancer detection or monitoring [2, 3] .
However, due to high scattering of NIR light in biological tissue, it is still a difficult problem to accurately reconstruct internal images from diffused NIR light observation [4] . In typical diffuse optical measurement, multiple source probes and detector probes are placed on the tissue surface, and then the internal image is reconstructed from the observed light values using an image reconstruction algorithm. Previously, optical topography, which visualizes internal tissue as a 2D image along the surface, has been widely used [1, 3, 5] due to the difficulty of reconstruction along the depth direction. Recently, diffuse optical tomography (DOT) has received much attention as an advanced imaging method to visualize internal tissue as a 3D image. However, for three-dimensional imaging, it is necessary to obtain sufficiently richer measurement information to reconstruct internal tissues, and the development of a sophisticated image reconstruction algorithm is also required.
Thus far, DOT has been successfully applied to high-density measurement. In recent years, high-density CW (continuous-wave) DOT has been intensively studied in the functional neuroimaging field. A dense arrangement of source probes and detector probes on the scalp, with an inter-probe distance of around 10 mm, provides a number of multi-distance channels (source-detector pairs), which in turn construct overlapping optical paths inside the head. The combination of dense observation channels and an inversion algorithm permit three-dimensional visualization of cortical activity, even with a CW measurement. Using this high-density DOT, multiple research laboratories have visualized cortical hemodynamic changes in the visual area [6] , somatosensory area [7] , motor area [8] [9] [10] , auditory area [11] , and language area [11] , among others, with a spatial resolution similar to that of functional MRI. However, the increasing number of measurement probes in high-density measurement brings about increased workload and complication of the experiment. In particular, in the experimental setup of functional neuroimaging, the hair at every probe position needs to be parted in order for the optodes to have good optical contact with the scalp, which is very time consuming [12] . In addition, every probe position needs to be measured by some means for accurate forward light propagation modeling for image reconstruction. Headaches have also been often reported in long-time NIRS measurement due to constriction by the measurement probes. These operations and problems would of course increase with an increased number of probes.
In this paper, we propose a new alternative to high-density measurement for increasing the amount of observation information obtained: using multi-directional sources and detectors. The light direction of emitting or receiving optodes has been a single direction in conventional diffuse optical measurements. Instead, the new measurement system uses multidirectional light emission and reception. Figure 1 depicts optical paths from a source probe to a detector probe. The NIR light path in biological tissue can be roughly described as "bananashaped." Here, if two beams are emitted from the same source probe as shown in Fig. 1 (a) (s 1 : direction beneath, s 2 : oblique direction), two different light paths are obtained (shown in orange and yellow). Here, the direction beneath denotes the direction perpendicular to the surface without inclination. We propose not only the use of multi-directional sources but also that of multi-directional detectors in this paper. The multi-directional detector operates by receiving lights distinctively according to the incoming angle ( Fig. 1(b) ). The "multidirectionization" of both sources and detectors offers the following additional advantages. It provides a more homogeneous density of optical paths in the observation area because it generates a variety of optical paths around not only the source probes but also the detector probes. More strongly altered optical paths are obtained by assigning both emitting and receiving directions than by assigning either emitting or receiving direction alone. To achieve multi-directional measurement, we developed a new optical measurement system. We employed a VCSEL array as light sources. VCSEL (vertical-cavity surfaceemitting laser) is a type of laser diode that emits a beam perpendicular to the surface, as opposed to the parallel emission of conventional edge-type laser diodes. This feature enables us to form two-dimensional laser arrays with significantly increased density in a small space. The multi-directional source was developed by changing the direction of beams from the VCSEL array by a lens and a prism. In a similar way to the light source, we employed a photodiode array as a detector. The multi-directional detector was developed by changing the direction of incoming light by a lens and detecting it in a particular area of the photodiode array, depending on the incoming angle.
In order to evaluate the multi-directional DOT, we conducted two experiments. First, we conducted a simulation experiment to evaluate the performance of the multi-directional DOT under the condition of no unknown noise factor. Then, we conducted a phantom experiment to evaluate the multi-directional DOT using the new measurement system. We tested the multi-directional measurement with a rectangular probe arrangement having 30-mm intervals, which is most frequently used in conventional NIRS topography experiments [5] . In order to evaluate the performance of the multi-directional DOT, we generated a localized absorption change inside turbid media, performed DOT, and calculated the localization error of the estimates. In solving inverse problems, we used our previously proposed hierarchical Bayesian estimation algorithm, which achieves high localization accuracy by introducing a sparse-promoting prior and sensitivity-normalized regularization [13] . The mean localization error of the simulation experiment was 3.1 mm up to a 15-mm depth from the surface. The tomographic images of the phantom experiment were similar to those of the simulation experiment, and the mean localization error of the phantom experiment was 4.4 mm up to a 15-mm depth. These localization errors are considerably smaller than the probe interval of 30 mm. Consequently, the results demonstrate that "low-density DOT" becomes possible through the use of multi-directional optical measurement.
Methods

Multi-directional sources and detectors
In this section, we introduce a novel optical measurement system developed for multidirectional measurement. Then, we explain the expected optical paths inside tissue produced by the system's multi-directional source and multi-directional detector.
Measurement system
We developed a novel measurement system to achieve multi-directional optical measurement and used it in a phantom experiment. A schematic overview of the system is given in Fig. 2 . The overall system consists of light source modules, photodetector modules and a controller ( Fig. 2(a) ). The light source module and the photodetector module are shown in detail in Figs. 2(b), 2(c) and Figs. 2(d), 2(e), respectively. The light source module consists of a VCSEL array, a lens, and a prism ( Fig. 2(b) ). The portion including the VCSEL array and the lens is enlarged in Fig. 2(c) . The possible light paths are illustrated with different colors according to the directions. The multi-directional light emission of the source module is carried out as follows. A VCSEL array with dense light sources (200 μm intervals, product of RICOH [14] ) is the source of multi-directional light. The light emitted by this VCSEL array is refracted by the lens depending on the position of the sources (Fig. 2(c) ). Then, the angle of refraction is further amplified by the prism (Fig. 2(b) ). The incident point on the tissue surface is designed to be the same in all light directions. The photodetector module consists of a photodetector and a hemispherical lens ( Fig. 2(d) ). Here, the photodetector is an array of four photodiodes ( Fig. 2(e) ). Incoming light through an aperture with a 2-mm diameter on the tissue surface is refracted by the hemispherical lens and, depending on the incoming angle, detected in some area of the photodiode array. Thus, the detector classifies incoming light from the tissue into four directions according to the incoming angle. Note that light coming from the direction below the array is not classified because all four photodiodes detect it.
Optical paths by multi-directional sources and detectors
By using the multi-directional measurement system introduced in section 2.1.1, we can increase the number of observation channels without increasing the number of probes. In this section, we quantitatively evaluate the optical paths generated by multi-directional measurement by showing their sensitivity distributions calculated with a Monte Carlo photon migration simulator. Let a = x δμ be the vector of absorption changes inside the discretized media and
be the vector of logarithmic changes in photon fluence (from Φ to ' Φ ) measured by the observation channels. The following relationship is derived from the diffusion equation of continuous-wave measurement by using Rytov approximation [15] [16] [17] . Under the condition that the absorption changes x are small, the measured changes in photon fluence y are linearly related to the absorption changes x as where ξ denotes measurement noise. The sensitivity matrix, the linear map A from x to y , is given by
where ( ) 1 2 , Φ r r represents the photon fluence of the light emitted from position 1 r with a unit intensity and measured at position 2 r . Photon fluence is linearly related to photon density in steady state. Equation (2) shows that the sensitivity A is given by the normalized product of the photon fluence from light source s r to point r , ( ) Φ r r . In the area where the diffusion approximation is valid, the sensitivity distribution A can be interpreted as the photon density distribution of an optical path from a light source to a detector because photons have no history information in the diffusion process. Thus, the sensitivity can be interpreted as the photon density distribution of an optical path as well as the input-output relation map. Therefore, we evaluate the optical paths of the multi-directional measurement by means of the sensitivity distribution. Note, however, that the above interpretation is not valid when the approximation is not valid, that is, when x is large and in the place around a surface. Because x is small and the region of interest is relatively deep in typical cases of DOT measurement, the optical paths can be evaluated using the sensitivity A . Figure 3 represents the sensitivity distributions obtained with various directions of light emission and detection. As will be described in detail in section 2.3.1, the optical parameters of the medium were set to be similar to those of human skin, and the sensitivity distributions were calculated with a Monte Carlo photon migration simulator. The voxel size is 1 1 1 × × mm. Figure 3 (a) represents the sensitivity distribution when both directions of light emission and detection are inclined inward, which means that the source emits light in a direction inclined by 45° toward + x directions from the direction beneath and the detector receives light from a direction inclined by 45° toward -x directions from the direction beneath (indicated by yellow arrows). In contrast, Fig. 3 (b) represents a sensitivity distribution when both directions of light emission and detection are inclined outward (indicated by orange arrows). Although these two optical paths look similar, there are differences. In the case when light directions are not inclined, the peak voxels of sensitivity are located just beneath the source probe and the detector probe (data not shown). In the case when light directions are inclined inward, the peak voxels are moved 1 mm-voxel inward from the points beneath the source and the detector ( Fig. 3(a) ). In the case when light directions are inclined outward ( Fig.  3(b) ), although the peak voxels are on the points beneath, the outward/inward neighboring voxels have 90%/20% of the peak value, indicating that the distribution is biased outward. This result suggests that when the light direction changes, the sensitivity peaks move by about 1 mm, which roughly corresponds to the mean free path or the inverse of reduced scattering coefficient 1 ' 0.86
. Thus, the multi-directional source/detector produces an effect like setting multiple virtual sources/detectors around the probe position. Figure 3 (c) represents the difference between the two sensitivity distributions shown in Figs. 3(a) and 3(b), indicating the difference in optical paths or observation information obtained by measurement channels with different light directions. The value of the sensitivity difference is on the order of 0.01, which corresponds to a sensitivity value at 14-mm or 15-mm depth from the surface. The sensitivity difference shown in Fig. 3 (c) has different signs inside and outside of the "banana-shaped" optical path. Thus, these two areas can be discriminated by this sensitivity difference. However, novel information cannot be obtained in an excessively deep area because the sensitivity difference diminishes with depth. Other information can be obtained by changing light directions in the orthogonal direction. Figure 3 (d) shows the distribution of difference between sensitivity when both directions of light emission and detection are inclined in the + y direction (indicated by magenta arrows) and in the -y direction (indicated by green arrows). Here, the xy-plane of the 10th deep voxel (9.5-mm depth) is shown. The sensitivity difference has different signs in the y>0 and y<0 regions. Therefore, these two areas can be discriminated by this sensitivity difference. Even though the optical paths of the multi-directional optical measurement are similar to each other, novel sensitivity distributions are obtained as differential distributions, and they can be used to discriminate several regions inside media. 
Experimental conditions
We conducted two experiments to evaluate diffuse optical tomography using multi-directional sources and detectors. First, we conducted a simulation experiment to evaluate the multidirectional DOT in such a condition that there is no unknown noise factor. Second, we conducted a phantom experiment to test the multi-directional DOT with the actual measurement system. In these experiments, we measured the localized absorption change with multi-directional sources and detectors placed on the media surface in a rectangular arrangement of 30-mm intervals. These two experiments were performed under nearly identical conditions so that we could compare the results.
Simulation conditions
The tissue was modeled to be a semi-infinite turbid medium whose optical parameters are similar to those of human skin: absorption coefficient , and refractive index 1.37 n = [18] . The sources and detectors were placed on the medium surface (z = 0) in a rectangular arrangement with 30-mm intervals (Fig. 4(a) ). The red circles represent the sources, whose x,y,z positions were (45, 0, 0), (15, 30, 0) , (−15, 0, 0), (15, −30, 0) [mm]. Each source emits 5-way multi-directional light (Fig. 4(b) ), i.e. the direction beneath ( + z) and directions inclined by 45° toward + x, + y, -x, or -y directions from the direction beneath. These five directions were (θ, φ) = (0°, *), (45°, 0°), (45°, 90°), (45°, 180°), (45°, 270°) in the spherical coordinate, where θ indicates polar angle from the + z direction and φ indicates azimuth angle from the + x direction in the xy-plane. The blue squares represent the detectors, whose x,y,z positions were (15, (Fig. 4(b) ), i.e. directions inclined by 45° toward + x, + y, -x, or -y directions from the direction beneath. These four directions were (θ, φ) = (45°, 0°), (45°, 90°), (45°, 180°), (45°, 270°) in the spherical coordinate. The light intensity was measured with and without an absorber in the medium. We assumed that the absorber produces localized change of absorption coefficient that has 5-mm FWHM Gaussian distribution of peak value . The observed light intensities were simulated using the forward model, i.e. Eq. (1). In the measurement, Gaussian white noise of standard deviation 0.05 was added to the logarithm of the light intensities so that the noise level of the simulation experiment would be the same as that of the phantom experiment. The number of measurement samples was 200 each time, with and without the absorber.
The absorber was placed in one of the locations indicated by black dots in Fig. 4(a) . These black dots indicating the center position of the absorber were located at intervals of 2.5 mm in a cuboid represented by the dotted line whose boundary is x = [-15,15], y = [0,15], z = [5, 20] [mm]. The total number of absorber locations was 105. We repeated the observation five times in each position with different random seeds to reduce fluctuations in error evaluations, which means that we obtained five reconstructed images in each position and evaluated their errors. For analysis, we define four areas as shown in Fig. 4(c) to investigate the effect of positional relationship among the source, detector, and absorber on the estimation accuracy. We categorized the area near the source as "source area," the area near the detector as "detector area," the area near the midpoint of the source and detector as "midpoint area," and the area distant from both the source and the detector as "distant area."
Phantom experimental conditions
To demonstrate multi-directional DOT in a real situation, we conducted a liquid phantom experiment. The experimental apparatus is shown in Fig. 4(d) . The tank was filled with a solution of 1% intralipid and ink to make the optical parameters of the liquid similar to those of human skin: absorption coefficient Note that these two parameters were the same as those in the simulation experiment.
The arrangement of the sources and detectors was the same as in the simulation experiment. The sources and detectors were located on the positions of red circles and blue squares, respectively (Fig. 4(a) ). The wavelength and the power of the light source were 780 nm and 1 mW, respectively. The source emits 5-way multi-directional light and the detector receives light from four directions discriminatively in a similar fashion to the simulation experiment (Fig. 4(b) ). However, in the phantom experiment, there were assembly errors in the positions and angles of the sources and integration effects of the incoming angles in the detectors. We describe these in detail in the first part of the results section of the phantom experiment (section 3.2.1).
The light intensities were measured with and without an absorber in the medium. This black spherical absorber had a 5-mm diameter made of acrylic resin. The absorber was accurately located with the use of a motorized stage. We measured the light intensity for 2 seconds at a 1000-Hz sampling rate each time, with and without the absorber. The standard deviation of the logarithm of observed light intensity was around 0.05.
The absorber was placed in one of the locations indicated by the black dots in Fig. 4(a) . These black dots were located at intervals of 2. 
Image reconstruction
The forward model construction and the inversion algorithm used for reconstructing a threedimensional distribution of the absorption change are described below.
Forward problem
The forward problem in this study is described as a linear equation, as in Eq. (1) . We used the same parameters for the analyses of both the simulation experiment and the phantom experiment. Although the calculation of the sensitivity matrix was performed with 1 1 1 × × mm voxels in a sufficiently large area, we down-sampled them for image reconstruction with 3 When constructing the forward model, the geometry of the sources and detectors followed the experimental conditions as much as possible. Thus, the observed assembly errors of the sources and the integration effects of the detectors' incoming angles were incorporated in the forward modeling for analysis of the phantom experiment.
Inverse problem
We used our previously proposed "Hierarchical Bayesian estimation algorithm" [13] for solving the inverse problem. According to the algorithm, first, a provisional solution ˆD x was obtained by the sensitivity-normalized Tikhonov regularization, whose β was determined based on the maximum value of the sensitivity for a region deeper than 19.5 mm (i.e. 7th deep voxel) as ( )
19.5mm
i I ≥ ∈ (see [13] for details). Then, the solution was used as the initial value of an iteration algorithm used to refine the solution as
Here, W is a localized smoothing filter to represent broadened solutions. We used a 5-mm FWHM Gaussian filter in this study. We set the confidence parameter 0 γ to be zero, indicating the use of a non-informative prior. We repeated the iteration 3000 times. With this iteration number, the relative change in free energy (optimization criteria) was lower than 10 −6 . The number of voxels to be estimated was 31 21 10 6510 × × = . The number of measurement data was 5dir (source) × 4dir (detector) × 9 pair = 180. Note that the measurement data were increased 20-fold ( = 5dir (source) × 4dir (detector)) by using multi-directional measurement.
Results
Sections 3.1 and 3.2 summarize the results of the simulation experiment and the phantom experiment, respectively. The results of the simulation experiment show the performance of multi-directional DOT under the condition that there is no unknown noise factor. The results of the phantom experiment show more realistic performance, where there are various noise factors such as positional and angular errors of optodes, electrical noise, ambient light noise, and so on.
Simulation experiment
First, we visualize the results of a typical example in Fig. 5 . Figure 5 Figure 5(b) shows the estimation results of the sensitivity-normalized Tikhonov regularization. The solution is overly smoothed because Tikhonov regularization cannot localize the solution. Figure 5(c) shows the estimation results of the hierarchical Bayesian estimation method, starting from the solution of the sensitivity-normalized Tikhonov regularization. This result demonstrates that the localization accuracy was improved by the hierarchical Bayesian method with a sparse-promoting prior. The center position of the estimated peak voxel was (0, 0, 13.5) [mm]. Thus, the positional error is 1.0 mm. This result shows that 3D reconstruction is possible in mm-order accuracy with a low-density (30-mm) arrangement of the multi-directional sources and detectors. Next, we summarized the positional errors of the estimation results over all 105 absorber positions. Henceforth, we evaluated only the results obtained with our previously proposed hierarchical Bayesian estimation method. Due to light attenuation in turbid media, the deeper the absorption change is located, the more difficult the diffuse optical tomography is. Therefore, we evaluated errors at each depth of the absorption change. Fig. 6 (a) and 6(b) indicate that the horizontal error is small up to a 15-mm depth, whereas it becomes suddenly large at depths greater than 17.5 mm. The estimated values in Fig. 6(c) are along the diagonal line, indicating that the depth can be estimated. However, some of the results were wrongly estimated in the shallowest place. The error bars in Fig. 6 (c) are longer than those in Fig. 6(a) and 6(b) , showing that the estimation of depth is more difficult than that of horizontal position.
The errors may depend on the positional relationship among the source, detector, and absorber, as well as the depth of the absorber. We evaluated the positional errors separately according to the four categories depicted in Fig. 4(c) , as well as the depths, and summarized them in the second row of Fig. 6 with different colors. The red, blue, yellow, and green colors represent the data from the source area, detector area, midpoint area, and distant area, respectively. The conventions of Fig. 6(d), 6 (e), and 6(f) are the same as those in Fig. 6 (a), 6(b), and 6(c), respectively, although individual data points (cross marks) were omitted for visibility. The results of Fig. 6 (d) and 6(e) show that the horizontal errors were not affected so much by the absorber position. In contrast, the results of Fig. 6(f) show that the depth errors of the distant area were distinctly larger than those in the other areas. Fig. 4(c) . Red, blue, yellow, and green colors represent the data from the source area, detector area, midpoint area, and distant area, respectively. Conventions of Fig. 6 (d), 6(e), and 6(f) are the same as in Fig. 6 (a), 6(b), and 6(c), respectively, although cross marks are omitted.
We also examined the amplitudes of estimated absorption changes. Figure 7 summarizes the peak values of estimated absorption change using boxplot as a function of depth of absorption change. The true peak value of absorption change in the simulation experiment was 0.1 mm . The results show that the amplitude was accurately estimated with a certain degree of precision when the absorption change was located in a shallow area. However, the deeper the absorption change was located, the more underestimated the amplitude was. The cause of this underestimation was the regularization introduced in the inversion algorithm, which suppresses the amplitude of the solution to avoid over-fitting. The regularization effect becomes dominant as the absorption change is located in a deeper area, since the observed light-intensity change weakens with depth relative to the regularization effect. The same phenomenon was also observed in our previous study [20] . The above results of the simulation experiment showed that multi-directional DOT was accurate up to a 15-mm depth. To quantitatively show its accuracy, we calculated the mean and standard deviation of the horizontal errors, depth errors, and total errors from all results up to a 15-mm depth and summarized them in Table 1 . Here, the total error is Euclidean distance between the estimated peak position and the true peak position. The averaged positional error in the simulation experiment was 1.0 mm in horizontal, 2.7 mm in depth, and 3.1 mm in total, showing the high accuracy of multi-directional DOT. We also summarized the averaged errors separately according to the four categories depicted in Fig. 4(c) . The results revealed that the depth error doubled when the absorption change was located in the distant area. 
Phantom experiment
Assembly errors of measurement system
Since there were assembly errors in the light sources and integration effects in the detectors, we measured them before the phantom experiment. First, we measured source errors after assembling the experimental system. We found that there were variations in incident points on the medium surface depending on the individual sources and their light directions. The observed mean positional error of the incident points was 0.44 mm. We also measured outgoing light angles. The mean polar angle of the direction beneath was θ = 1.1°. The mean polar angle and its standard deviation of the other four directions were 38.1° and 1.4°, respectively. The mean error of azimuth angle was 1.3°. With respect to the detectors, there were few assembly errors because we attached them within 0.05-mm accuracy. However, there were uncertainties about how wide a range of incoming angle they received because they split the incoming light in such a way that the lens refracted light depending on its incoming direction, and the separated area detected them as shown in Fig. 2(e) . We measured the amount of light received giving a parallel beam at various angles. We found that they received light from θ = 0° to θ = 30° and the weighted average of the incoming angle was θ = 13.4°. Moreover, they received light integrating the azimuth angle from −45° to 45° from the specified direction. These errors and integration effects were incorporated in the forward modeling for analysis of the phantom experiment.
Experimental results of phantom experiment
We first visualize the three-dimensional results of a typical example of the phantom experiment in Fig. 8 . The conventions of Fig. 8 are the same as in Fig. 5 . Figure 8 Fig. 8(b) is similar to that shown in Fig. 5(b) , implying that the multi-directional observation realized in the phantom experiment was similar to that of the simulation experiment. Figure 8(c) shows the estimation results of the hierarchical Bayesian estimation method, starting from the solution of the sensitivitynormalized Tikhonov regularization shown in Fig. 8(b) . The center position of the estimated peak voxel was (0, −6, 13.5) [mm]. Thus, the positional error is 6.1 mm. This example showed that 3D reconstruction was also possible in the phantom experiment at mm-order accuracy, while the error was larger than that of the simulation experiment. Next, we summarized the positional errors of estimation results over all 70 absorber positions. We evaluated the errors separately according to the depth of the absorption change, as with the previously described analyses of the simulation's experimental results. Fig. 9 (a) and 9(b) indicate that the horizontal error is relatively small up to a 15-mm depth, whereas it is large at a 20-mm depth. The depths can be estimated up to a 15-mm depth because the estimated values in Fig. 9(c) are along the diagonal line up to that depth. The analysis of the positional dependency (Figs. 6(d)-6(f) ) of the phantom experiment is not described in the results section, since the measurement point in the phantom experiment is inhomogeneous and not sufficient for a detailed analysis. Instead, it is shown in the Appendix for reference.
We examined the amplitudes of estimated absorption changes. Figure 10 summarizes the peak values of estimated absorption change using a boxplot as a function of depth of absorption change. There is a tendency that the amplitude is more strongly underestimated in accordance with the depth of the absorption change, which is consistent with the simulation's experimental results. The above results indicate that the multi-directional DOT of the phantom experiment is valid up to a 15-mm depth, as is the case with the simulation experiment. To quantitatively show its accuracy, we calculated the mean and standard deviation of the horizontal errors, depth errors, and total errors from all results up to a 15-mm depth and summarized them in Table 2 . Note that we removed one outlier, whose total error was larger than 30 mm, in this error evaluation. The averaged positional error in the phantom experiment was 2.6 mm in horizontal, 2.8 mm in depth, and 4.4 mm in total, showing that accurate multi-directional DOT can be achieved with the actual measurement system. 
Comparison with single-directional measurement
In this section, to compare multi-directional and conventional measurements, we examined the errors when the measurement was single-directional. We reconstructed the images from a subset of the acquired data. For the simulation experiment, we only used the data of direction beneath (θ = 0°) of both light emission and detection. For the phantom experiment, we used only the data of direction beneath of light emission and the summed value of the light intensities detected by the four photodiodes ( Fig. 2(e) ).
The summarized positional errors of the estimation results from the single-directional measurement are shown in Fig. 11 . The efficacy of the multi-directional measurement over the single-directional measurement can be assessed by comparing Fig. 11(a) , 11(b) , and 11(c) with Fig. 6 (a)-6(c), 6(d)-6(f), and Fig. 9, respectively. Figures 11(a) and 11(c) show that the estimation errors of the single-directional measurement of the simulation experiment and the phantom experiment are on the same order of magnitude and significantly larger than those of multi-directional measurement. Figure 11 (b) provides more detailed information. In the single-directional measurement, if an absorption change occurs near a source or a detector probe, the horizontal position can be estimated because we can use four measurement data to determine the horizontal position. For example, if an absorption change occurs near a source probe, we can use the data from the four detector probes that neighbor the source probe. In contrast, the horizontal estimation was difficult in the midpoint and distant areas because fewer source-detector pairs detect it, and thus the measurement data are insufficient to identify the horizontal position. With respect to the depth, the single-directional measurement without overlapping channels would be insufficient to identify it. For example, we would not be able to distinguish between a weak change in shallow layers and a strong change in deep layers. In fact, the estimated depths were nearly flat shallower than 15 mm (Fig. 11(b) ). Although there are abrupt changes in the estimated depths around 15-mm depth and therefore some apparent correlation between the true and estimated depth is seen, this is considered to be an artifact of the inversion algorithm related to the change of the signal-to-noise ratio accompanied by the change of the true depth of the absorption change. To quantitatively evaluate the errors of the single-directional measurement, we again calculated the mean and the standard deviation of the errors from all results up to a 15-mm depth. For the simulation experiment, the horizontal, depth, and total errors were 5.5 ± 6.2 mm, 4.6 ± 3.0 mm, and 8.0 ± 5.9 mm, respectively (cf. Table 1 ). For the phantom experiment, the horizontal, depth, and total errors were 6.5 ± 6.4 mm, 4.6 ± 3.5 mm, and 8.8 ± 6.1 mm, respectively (cf. Table 2 ). Figure 12 summarizes the peak values of estimated absorption change of the singledirectional measurement. The estimated amplitudes vary more widely than the multidirectional measurement (cf. Figs. 7 and 10 ) and are more strongly affected by the true depth of the absorption change, suggesting that a weak change in shallow layers and a strong change in deep layers cannot be distinguished by single-directional measurements. 
Discussion
We proposed and developed a novel multi-directional optical measurement system for diffuse optical tomography. Conventional DOT measurements have relied on optodes of a single light direction. Instead, the proposed measurement system uses multi-directional source probes and multi-directional detector probes. It increases the number of measurement data without increasing the number of probes by utilizing the multiple optical paths formed in multi-directional measurement. The results show that the sensitivity differences of various directions of light emission and detection are useful for discriminating regions inside media (Fig. 3) . To test the efficacy of the multi-directional measurement system, we conducted two experiments: a simulation experiment and a phantom experiment. In these experiments, we performed DOT with a rectangular probe arrangement of 30-mm intervals (Fig. 4(a) ). This arrangement is most frequently used in NIRS topography experiments. However, it cannot be used for conventional diffuse optical tomography because the probe density is insufficient for making overlapping optical paths. Nonetheless, the experimental results in this study show that accurate three-dimensional reconstruction is possible up to a 15-mm depth with 3.1-mm mean positional error in the simulation experiment and 4.4-mm mean positional error in the phantom experiment. These results demonstrate that multi-directional measurement makes DOT possible without requiring high-density measurement.
There are several reasons for larger estimation errors in the phantom experiment than those in the simulation experiment. One of the reasons may be that outgoing and incoming light angles of the phantom experiment were smaller than those of the simulation experiment, which were all 45°. The multi-directional source used in the phantom experiment was developed as follows. Light emitted by a VCSEL array is refracted by a lens. Then, the angle of refraction is further amplified by a prism. This two-step procedure achieved a mean outgoing angle of 38.1°. On the other hand, the multi-directional detector was developed by a single-step procedure. Incoming light is refracted by a lens and then received by an array of four photodiodes. The estimated mean incoming angle is 13.4°, which is much smaller than that of the simulation experiment. It is desirable for the angle to be large enough to make a variety of optical paths. An increased angle of multi-directional detectors is required in future work. Another reason for the inferior accuracy in the phantom experiment would be the assembly errors in positions and the angles of the light sources. In particular, there were considerable variations in incident points depending on the individual sources and light directions. The mean positional error was 0.44 mm. In contrast, the angular errors were around 1°, which is relatively small. Reducing the assembly errors is also required in future work. These assembly errors were incorporated in this study's forward modeling process. We additionally evaluated the positional errors in the case where these errors were not incorporated in the forward modeling, which means that the same sensitivity as in the simulation experiment was used for estimation from the phantom experimental data. The mean positional error up to a 15-mm depth was 4.3 mm, which is not larger than that when errors were incorporated in the forward modeling. This result suggests that the estimate is not so sensitive to the positional and angular errors in the forward modeling of the multidirectional measurement.
The advantage of multi-directional measurement is the ability to accomplish DOT without requiring high-density measurement. This would accelerate the use of diffuse optical tomography in place of optical topography. Currently, high-density DOT offers attractive results but requires considerable experimental time and effort due to the increased number of measurement probes, which would have prevented the majority of researchers from using DOT. The proposed multi-directional measurement does not generate such a trade-off because it performs diffuse optical tomography with the same time and effort needed for conventional NIRS topography experiments. In addition, in the neuroimaging area, restingstate functional connectivity studies across cortical areas have recently attracted much attention [21] . These studies using high-density DOT require dozens or hundreds of measurement probes to cover a broad area of the cortex [11] . Multi-directional measurement would be especially effective in such cases to reduce experimental effort.
The major limitation of multi-directional DOT would be that the area where accurate estimation is possible is limited to a 15-mm depth from the surface. This is inferior compared to the high-density DOT. Our previous study showed that with a similar experimental condition and the same reconstruction algorithm, accurate estimation is possible up to 22.5 mm and 20 mm with high-density measurements of 13-mm and 18.4-mm intervals, respectively [13] . The cause of this limitation is that the difference of optical paths due to a different directional emission or detection diminishes in a deeper area (Fig. 3(c) ). In the case of neuroimaging, this depth corresponds to a cortical surface. Thus, visualization by multidirectional DOT is limited to areas around the cortical surface. By contrast, because many distinct optical paths exist in a shallow area enough to reconstruct a three-dimensional image, it would be possible to utilize such a method that reconstructs a scalp's hemodynamic change as well as a cortical hemodynamic change and remove the former [9, 10, 20] . The results also show that estimation was difficult in the distant area of the rectangular arrangement (Fig.  4(c) ). The cause is weak sensitivity in the distant area because it is distant from any source or detector. This weak point may be overcome by using another probe arrangement, such as a hexagonal arrangement, or slightly raising the probe density.
Finally, although we showed the utility of multi-directional DOT by experiments using a low-density probe arrangement in this study, it would be interesting to evaluate how finely internal biological tissues are visualized by combining multi-directional measurement and high-density measurement in future work.
Appendix
Positional dependency of estimation errors in the phantom experiment
The positional dependency of estimation errors (Fig. 6(d)-6(f) ) in the phantom experiment is described here. Figure 13 represents the positional errors evaluated separately according to the four categories depicted in Fig. 4(c) as well as the depths. The circle and bar in the error bar represent the mean and the standard deviation, respectively. The red, blue, yellow, and green colors represent the data from the source area, detector area, midpoint area, and distant area, respectively. We can see from Fig. 13 that the depth error of the distant area is notably larger than that of the other areas. Table 3 summarizes the mean and standard deviation of positional errors of the phantom experimental results up to a 15-mm depth. The values in the first row represent the averaged error values of all absorber positions up to a 15-mm depth (same as Table 2 ). The values in the second to fifth rows represent the averaged error values of each category depicted in Fig.  4(c) . Note that we removed one outlier from the source area, whose total error was larger than 30 mm, in this error evaluation. We can see that the estimation error is large when the absorption change is located in the distant area, which is the same tendency observed in the simulation's experimental results. Fig. 13 . Positional errors as functions of true depth of absorption change. Conventions are the same as those in Fig. 6(d-f) . The errors were evaluated separately according to the four categories shown in Fig. 4(c) . The red, blue, yellow, and green colors represent the data from the source area, detector area, midpoint area, and distant area, respectively. 
