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ALGEBRAIC LATTICE CODES FOR LINEAR FADING CHANNELS
LAURA LUZZI AND ROOPE VEHKALAHTI
1. Introduction
In the decades following Shannon’s work, the quest to design codes for the additive
white Gaussian noise (AWGN) channel led to the development of a rich theory, revealing
a number of beautiful connections between information theory and geometry of numbers.
One of the most striking examples is the connection between classical lattice sphere packing
and the capacity of the AWGN channel. The main result states that any family of lattice
codes with linearly growing Hermite invariant achieves a constant gap to capacity. These
classical results and many more can be found in the comprehensive book by Conway and
Sloane [5].
The early sphere packing results suggested that lattice codes could achieve the capacity
of the AWGN channel and led to a series of works trying to prove this, beginning with
[6] and finally completed in [7]. Thus, while there are still plenty of interesting questions
to consider, the theory of lattice codes for the single user AWGN channel is now well-
established.
However, although the AWGN channel is a good model for deep-space or satellite links,
modern wireless communications require to consider more general channel models which
include time or frequency varying fading and possibly multiple transmit and receive an-
tennas. Therefore in the last twenty years coding theorists have focused on the design of
lattice codes for multiple and single antenna fading channels [3, 23].
However, the question of whether lattice codes can achieve capacity in fading channels
has only been addressed recently. The first work that we are aware is due to S. Vituri
[25, Section 4.5], and gives a proof of existence of lattice codes achieving a constant gap
to capacity for i.i.d SISO channels. It seems that with minor modification this proof is
enough to guarantee the existence of capacity achieving lattices. In the single antenna i.i.d
fading channels this problem was considered also in [10] and in our paper [24].
In [13] it was shown that polar lattices achieve capacity in single antenna i.i.d fading
channels. This is not only an existence result, but does also give an explicit code con-
struction. In [4] the authors prove existence of lattice codes achieving capacity for the
compound MIMO channel, where the fading is random during the first s time units, but
then gets repeated in blocks of length s. This work is most closely related to [21], which
was considering a similar question.
In [15, 16] we proved that lattice codes derived from number fields and division algebras
do achieve a constant gap to capacity over single and multiple antenna fading channels.
As far as we know this was the first result achieving constant gap to MIMO capacity with
lattice codes. In [11] the authors corrected and generalized [10] and improved on our gap
in the case of Rayleigh fading MIMO channels.
However while in our work [16] the gap to capacity is relatively large, these codes are
almost universal in the sense that a single code achieves a constant gap to capacity for
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all stationary ergodic fading channel models satisfying a certain condition for fading (9).
With some limitations this gap is also uniform for all such channels (see Remark 1).
In this work we are revisiting some of the results in [16] and presenting them from a
slightly different and more general perspective. Our approach is based on generalizing the
classical sphere packing approach to fading channels. In [16] we introduced the concept
of reduced Hermite invariant of a lattice with respect to a linear group of block fading
matrices. As a generalization of the classical result for AWGN channels, we proved that if
a family of lattices has linearly growing reduced Hermite invariant, it achieves a constant
gap to capacity in the block fading MIMO channel. In this work we extend this result and
show that given any linearly fading channel model we can define a corresponding notion of
reduced Hermite invariant.We also prove that in some cases the reduced Hermite invariant
of a lattice is actually a homogeneous minimum with respect to homogeneous form (which
depends on the fading model). From this perspective the classical sphere packing result
[5, Chapter 3] is just one example of the general connection between linear fading channels
and the homogeneous minima of the corresponding forms.
In Section 2, we begin by defining a general linear fading model, which captures several
channels of interest for practical applications. In Section 3, we recall how to obtain a
finite signal constellation from an infinite lattice under an average power constraint. In
Section 4, we review how the classical Hermite invariant can be used as a design criterion
to build capacity approaching lattice codes in AWGN channels. In Section 5 we generalize
the concept of Hermite invariant to linear fading channels by introducing the general
reduced Hermite invariant. We will also show that replacing the Hermite invariant with
the reduced one as a code design criterion leads to an analogous capacity result in linear
fading channels.
In Section 6 we focus on channels where the fading matrices are diagonal. This brings
us to consider ergodic fading single antenna channels. Following [16], we then show how
lattice constructions from algebraic number fields can be used to approach capacity in such
channels. We begin by considering lattices arising from the canonical embedding of the
ring of algebraic integers, then examine the question of improving the gap to capacity using
non-principal ideals of number fields [24]1. In particular, we show that our information-
theoretic problem is actually equivalent to a certain classical problem in algebraic number
theory.
Finally in Section 7 we extend the results in [16] and show that in many relevant channel
models the reduced Hermite invariant of a lattice is actually a homogeneous minimum of
a certain form.
2. General linear fading channel
In this work we consider complex vector-valued channels, where the transmitted (and
received) elements are vectors in Ck. A code Ck is a finite set of elements in Ck. We assume
that both the receiver and the transmitter know the code.
Given a matrix H ∈Mn(C) and a vector x ∈ Ck, in order to hold on the tradition that
a transmitted vector is a row, we introduce the notation
H [x] = (H(xT ))T .
1More precisely, the ideal lattice construction was considered in the extended version of [24], available
at http://arxiv.org/abs/1411.4591v2.
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Let us assume we have an infinite sequence of random matrices Hk, k = 1, 2 . . . ,∞,
where for every k, Hk is a k × k matrix. Given such sequence of matrices we can define a
corresponding channel. Given an input x = (x1, . . . , xk), we will write the channel output
as
(1) y = Hk[x] + w,
where w is a a length k random vector, with i.i.d complex Gaussian entries with variance
1 and zero mean, and Hk is a random matrix representing fading. We assume that the
receiver always knows the channel realization of Hk and is trying to guess which was the
transmitted codeword x based on y and Hk. This set-up defines a linear fading channel
(with channel state information at the receiver), where the term “linear” simply refers
to the fact that the fading can be represented as the action of a linear transform on the
transmitted codeword. This type of channels (but without channel state information) have
been considered before in [26].
In the following sections we consider the problem of designing codes for this type of
channels. In the remainder of the paper we will assume the extra condition that the deter-
minant of the random matrices Hk is non-zero with probability one. The channel model
under consideration captures many communication channels of practical significance. For
example when Hk is a deterministic identity matrix, we have the classical additive Gauss-
ian channel. On the other hand if Hk is a diagonal matrix with i.i.d Gaussian random
elements with zero mean, we obtain the Rayleigh fast fading channel. Finally, if Hk is a
block diagonal matrix we obtain a block fading MIMO channel.
3. Lattices and finite codes
As mentioned previously, our finite codes C are simply subsets of elements in Ck. We
consider the ambient space Ck as a metric space with the Euclidean norm.
Definition 1. Let v = (v1, ..., vk) be a vector in C
k. The Euclidean norm of v is ||v|| =√∑k
i=1 |vi|2.
Given a transmission power P , we require that every codeword x ∈ C ⊂ Ck satisfies the
average power constraint
(2)
1
k
‖x‖2 ≤ P.
The rate of the code is given by R = log2|C|
k
.
In this work we focus on finite codes Ck that are derived from lattices.
A full lattice L ⊂ Ck has the form L = Zb1⊕Zb2⊕· · ·⊕Zb2k, where the vectors b1, . . . , b2k
are linearly independent over R, i.e., form a lattice basis.
Given an average power constraint P , the following Lemma suggests that by shifting
a lattice and considering its intersection with the 2k-dimensional ball B(
√
kP ) of radius√
kP , we can have codes having roughly Vol(B(
√
kP )) elements.
Lemma 1 (see [8]). Suppose that L is a full lattice in Ck and S is a Jordan-measurable
bounded subset of Ck. Then there exists x ∈ Ck such that
|(L+ x) ∩ S| ≥ Vol(S)
Vol(L)
.
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Let α be an energy normalization constant and L a 2k-dimensional lattice in Ck satisfying
Vol(L) = 1. According to Lemma 1, we can choose an element xR ∈ Ck such that for the
code
(3) C = B(
√
kP ) ∩ (xR + αL)
we have the cardinality bound
(4) |C| ≥ Vol(B(
√
kP ))
Vol(αL)
=
CkP
k
α2k
,
where Ck =
(πk)k
k!
. We can now see that given a lattice L with Vol(L) = 1, the number of
codewords we are guaranteed to get only depends on the size of α.
From now on, given a lattice L and power limit P , the finite codes we are considering
will always satisfy (4). We note that while the finite codes are not subsets of the scaled
lattice αL, they inherit many properties from the underlying lattice.
4. Hermite invariant in the AWGN channel
In this section we will present the classical Hermite invariant approach to build capacity
approaching codes for the AWGN channel [5, Chapter 3]. We remark that this channel can
be seen as an example of our general set-up (1) by assuming that for every k the random
matrix Hk is a k × k identity matrix with probability one. The channel equation can now
be written as
y = x+ w,
where x ∈ Ck ⊂ Ck is the transmitted codeword and w is the Gaussian noise vector.
After the transmission, the receiver tries to guess which was the transmitted codeword
x by performing maximum likelihood (ML) decoding, and outputs
xˆ = argmin
x¯∈Ck
‖y − x¯‖ = argmin
x¯∈Ck
‖x− x¯+ w‖ .
This suggests a simple code design criterion to minimize the error probability. Given a
power limit P , the codewords of Ck should be as far apart as possible. As the properties
of the finite code Ck are inherited from the underlying lattice, we should give a reasonable
definition of what it means that lattice points are far apart.
Definition 2. The Hermite invariant of a 2k-dimensional lattice Lk ⊂ Ck is defined as
h(Lk) =
inf{ ||x||2 | x ∈ Lk, x 6= 0}
Vol(Lk)1/k
,
where Vol(Lk) is the volume of the fundamental parallelotope of the lattice Lk.
Theorem 1. Let Lk ⊂ Ck be a family of 2k-dimensional lattice codes satisfying h(Lk) ≥
2kc. Then any rate
R < log2 P − log2
2
πec
is achievable using the lattices Lk with ML decoding.
Proof. Given a power limit P , recall that the finite codes we are considering are of the form
C = B(√kP ) ∩ (xR + αLk). Without loss of generality, we can assume that Vol(Lk) = 1.
ALGEBRAIC LATTICE CODES FOR LINEAR FADING CHANNELS 5
Here α is a power normalization constant that we will soon solve and which will define the
achievable rate. The minimum distance in the received constellation is
d = min
x,x¯∈C
x 6=x¯
‖x− x¯‖ .
The error probability is upper bounded by
Pe ≤ P
{
‖w‖2 ≥
(
d
2
)2}
.
Note that we can lower bound the minimum distance as follows:
d2 ≥ α2 min
x∈Lk\{0}
‖x‖2 ≥ α2h(Lk) ≥ α22ck.
Therefore we have the upper bound
(5) Pe ≤ P
{
‖w‖2 ≥ α
2ck
2
}
.
Let ǫ > 0. Since 2 ‖w‖2 is a χ2 random variable with 2k degrees of freedom, due to the
law of large numbers,
(6) lim
k→∞
P
{
‖w‖2
k
≥ 1 + ǫ
}
= lim
k→∞
P
{
2 ‖w‖2
2k
≥ 1 + ǫ
}
→ 0
Assuming α2 = 2(1+ǫ)
c
, we then have that Pe → 0 when k →∞, and the cardinality bound
(4) implies that
|C| ≥ CkP
k
α2k
=
CkP
kck
2k(1 + ǫ)k
.
For large k, Ck ≈ (πe)
k
√
2πk
using Stirling’s approximation.
It follows that ∀ǫ > 0 we can achieve rate
R = log2 P − log2
2(1 + ǫ)
πec
.
Since ǫ is arbitrary, this concludes the proof. 
5. Hermite invariant in general linear fading model
In the previous section we saw how the Hermite invariant can be used as a design
criterion to build capacity approaching codes in the AWGN channel. Let us now define a
generalization of this invariant for linear fading channels.
Suppose we have an infinite sequence of random matrices Hk, k = 1, 2 . . . ,∞, where Hk
is a k × k matrix. Given an input x = (x1, . . . , xk), we will write the channel output as
y = Hk[x] + w,
where w is a length k random vector, with i.i.d complex Gaussian entries with variance 1
per complex dimension. We assume that the receiver knows the realization of H .
Given a channel realization H , the receiver outputs the ML estimate
xˆ = argmin
x¯∈C
‖H [x] + w −H [x¯]‖ .
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From the receiver’s perspective this is equivalent to decoding the code
H [C] = {H [x] | x ∈ C}
over an AWGN channel.
As we assumed that the finite codes are of the form (3), we have
H [C] ⊂ {H [x] | x ∈ xR + αL} = {z | z ∈ H [xR] + αH [L]},
where
H [L] = {H [x] | x ∈ L}.
We can now see that the properties of H [C] are inherited from the set H [L].
If we assume that the matrix H has full rank with probability 1, then the linear mapping
x 7→ H [x] is a bijection of Ck onto itself with probability 1.
Assuming that Lk ⊂ Ck has basis {b1, . . . , b2k} we have that
H [Lk] = {H [x] | x ∈ Lk} = ZH [b1]⊕ · · · ⊕ ZH [b2k],
is a full-rank lattice with basis {H [b1], . . . , H [b2k]}. Since it is full-rank, we know that
h(H [Lk]) > 0, but is it possible to choose Lk in such a way that h(H [Lk]) would be large
irrespective of the channel realization H? Let us now try to formalize this idea.
We can write the random matrix Hk in the form
Hk = |det(Hk)|1/kH ′k
where |det(Hk′)| = 1. Clearly, if the term |det(H)|1/k happens to be small, it will crush the
Euclidean distances of points in H [Lk]. However, we will show that if the random matrices
Hk are “well behaving”, then it is possible to design lattices that are robust against fading.
Definition 3. Let A be a set of invertible matrices such ∀A ∈ A, | det(A)| = 1. The
reduced Hermite invariant [16] of a 2k-dimensional lattice L ⊂ Ck with respect to A is
defined as
rhA(L) = inf
A∈A
{h(A[L])}.
It is easy to see that
(7) inf
A∈A
{
inf
x∈L, x 6=0
||A[x]||2
}
= inf
x∈L, x 6=0
{
inf
A∈A
||A[x]||2
}
.
This observation suggests the following definition.
Definition 4. We call
||x||A = inf{ ||A[x]|| | A ∈ A},
the reduced norm of the vector x with respect to the set A.
With this observation we realize that
(8) rhA(L) =
inf{ ||x||2A | x ∈ L, x 6= 0}
Vol(L)1/k
.
If the set A includes the identity matrix, we obviously have
rhA(L) ≤ h(L).
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Suppose that {Hk}k∈N+ is a fading process such that Hk ∈ Mk×k(C) is full-rank with
probability 1, and suppose that the weak law of large numbers holds for the random
variables {log det(HkH†k)}, i.e. ∃µ > 0 such that ∀ǫ > 0,
(9) lim
k→∞
P
{∣∣∣∣1k log det(HkH†k)− µ
∣∣∣∣ > ǫ
}
= 0.
We denote the set of all invertible realizations of Hk with A∗k. Then define
(10) Ak = {|det(A)|−1/kA | A ∈ A∗k}.
Theorem 2. Let Lk ⊂ Ck be a family of 2k-dimensional lattice codes satisfying rhAk(Lk) ≥
2kc, and suppose that the channel satisfies (9). Then any rate
R < log2 P + µ− log2
2
πec
is achievable using the codes Lk with ML decoding.
Proof. Given a power constraint P , recall that we are considering finite codes of the form
(3), where α is a power normalization constant that we will soon solve.
The minimum distance in the received constellation is
dH = min
x,x¯∈C
x 6=x¯
‖H [x− x¯]‖ ≥ min
x∈Lk
x 6=0
‖H [αx]‖ ,
and by the hypothesis on the reduced Hermite invariant,
d2H ≥ α2 min
x∈Lk\{0}
‖H [x]‖2 ≥ α2 det(HH†)1/krhAk(Lk) ≥ α2 det(HH†)1/k2ck.
The ML error probability is bounded by
Pe ≤ P
{
‖w‖2 ≥
(
dH
2
)2}
.
Fixing ǫ > 0, the law of total probability implies that
Pe ≤ P
{
d2H
4k
≥ 1 + ǫ
}
P
{
‖w‖2 ≥ d
2
H
4
∣∣∣ d2H
4k
≥ 1 + ǫ
}
+ P
{
d2H
4k
< 1 + ǫ
}
≤ P
{
‖w‖2
k
≥ 1 + ǫ
}
+ P
{
d2H
4k
< 1 + ǫ
}
≤ P
{
‖w‖2
k
≥ 1 + ǫ
}
+ P
{
α2c det(HH†)1/k
2
< 1 + ǫ
}
Recall that the first term tends to zero when k → ∞ due to (6). The second term will
tend to zero as well if we choose
log2
(
2(1 + ǫ)
α2c
)
= µ− δ
for some δ > 0. Equation (4) gives us that
R =
1
k
log2 |C| ≤ log2 P − log2
α2
Ck
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For large k, Ck ≈ (πe)
k
√
2πk
. It follows that we can achieve rate
R = log2 P + µ− δ − log2
2(1 + ǫ)
πec
Since ǫ and δ are arbitrary, any rate
R < log2 P + µ− log2
2
πec
is achievable. 
6. Code design for diagonal fading channels
Let us now consider a fading channel where for every k we have Hk = diag[h1, h2, . . . , hk].
Assume that each hi is non-zero with probability 1 and that {hi} forms an ergodic sta-
tionary random process. In this model, sending a single symbol xi during the ith time unit
leads to the channel equation
(11) yi = hi · xi + wi,
where wi is a zero-mean Gaussian complex random variable with variance 1.
The corresponding set of matrices Ak in (10) is a subset of the set of diagonal matrices
in Mk(C) having determinant with absolute value 1.
The assumption that the process {hi} is ergodic and stationary implies that each of the
random variables hi have equal statistics. Therefore we can simply use h to refer to the
statistics of all hi. Assuming now also that
∑k
i=1
1
k
log |hi|2 converges in probability to
some constant, we have the following.
Corollary 1. Suppose that we have a family of lattices Lk ⊂ Ck, where rhAk(Lk) ≥ 2kc.
Then any rate
R < Eh
[
log2 P |h|2
]− log2 2πec
is achievable with the family Lk over the fading channel (11).
Proof. This statement follows immediately from Theorem 2, where µ = Eh
[
log2 |h|2
]
. 
Given two sets A′k ⊆ Ak, we have for any lattice L that
rhA′k(L) ≥ rhAk(L).
From now on, we will fix Ak to be the set of all diagonal matrices in Mk(C) having
determinant with absolute value 1. Note that with this choice, if rhAk(Lk) ≥ 2kc then
Corollary 1 holds for any channel of the form (11).
Let (x1, x2, . . . , xk) ∈ Ck. According to [16, Proposition 8]2 we have
(12) ||(x1, . . . , xk)||2Ak = k|x1 · · ·xk|2/k.
We can now see that a lattice with large reduced Hermite invariant must have the
property that the product of the coordinates of any non-zero element of the lattice is
large.
Definition 5. Given x = (x1, ..., xk) ∈ Ck, we define its product norm as n(x) =
∏k
i=1 |xi|.
2More precisely, this result is slightly stronger than the statement of Proposition 8, but it is clear from
its proof.
ALGEBRAIC LATTICE CODES FOR LINEAR FADING CHANNELS 9
Definition 6. Then the normalized product distance of Lk is
(13) Ndp,min(Lk) = inf
x∈Lk\{0}
n(x)
Vol(Lk)
1
2
.
Combining (12), (8) and (13) we have that
(14) rhAk(Lk) = k(Ndp,min(Lk))
2/k.
This result gives us a more concrete characterization of the reduced Hermite invariant
and suggests possible candidates for good lattices.
6.1. Codes from algebraic number fields. The product distance criterion in the pre-
vious section had already been derived in [3] by analyzing the pairwise error probability
in the special case where the process {hi} is i.i.d Gaussian. The authors also pointed out
that lattices that are derived from number fields have large product distance. We will now
shortly present this classical construction and then study how close to the capacity we can
get using number fields. For the relevant background on algebraic number theory we refer
the reader to [18].
Let K/Q be a totally complex extension of degree 2k and {σ1, . . . , σk} be a set of Q-
embeddings, such that we have chosen one from each complex conjugate pair. Then we
can define a relative canonical embedding of K into Ck by
ψ(x) = (σ1(x), . . . , σk(x)).
The following lemma is a basic result from algebraic number theory.
Lemma 2. The ring of algebraic integers OK has a Z-basis W = {w1, . . . , w2k} and
{ψ(w1), . . . , ψ(w2k)} is a Z-basis for the full lattice ψ(OK) in Ck.
For our purposes the key property of the lattices ψ(OK) is that for any non-zero element
ψ(x) = (σ1(x), . . . , σk(x)) ∈ ψ(OK), we have that∣∣∣ k∏
i=1
σi(x)
∣∣∣2 = nrK/Q(x) ∈ Z,
where nrK/Q(x) is the algebraic norm of the element x. In particular it follows that
|∏ki=1 σi(x)| ≥ 1.
We now know that ψ(OK) is a 2k-dimensional lattice in Ck with the property that
Ndp,min(ψ(OK)) 6= 0 and therefore rhAk(ψ(OK)) 6= 0. This is true for any totally complex
number field. Let us now show how the value of rhAk(ψ(OK)) is related to an algebraic
invariant of the field K.
We will denote the discriminant of a number field K with dK . For every number field
it is a non-zero integer.
The following Lemma states some well-known results from algebraic number theory and
a translation of these results into our coding-theoretic language.
Lemma 3. Let K/Q be a totally complex extension of degree 2k and let ψ be the relative
canonical embedding. Then
Vol(ψ(OK)) = 2−k
√
|dK |
Ndp,min(ψ(OK)) = 2
k
2
|dK| 14
and rhAk(ψ(OK)) =
2k
|dK |1/2k .
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We have now translated the question of finding algebraic lattices with the largest reduced
Hermite invariants into the task of finding the totally complex number fields with the
smallest discriminant. Luckily this is a well-known mathematical problem with a tradition
of almost a hundred years.
In [17], J. Martinet proved the existence of an infinite tower of totally complex number
fields {Kk} of degree 2k, where 2k = 5 · 2t, such that
(15) |dKk|
1
k = G2,
for G ≈ 92.368. For such fields Kk we have that
Ndp,min(ψ(OKk)) =
(
2
G
)k
2
and rhAk(ψ(OKk)) =
2k
G
.
Specializing Corollary 1 to the family of lattices Lk = ψ(OKk) derived from Martinet’s
tower, which satisfy the hypothesis with c = 1/G, we then have the following result:
Proposition 1. Finite codes drawn from the lattices Lk achieve any rate satisfying
R < Eh
[
log2 P |h|2
]− log2 2Gπe .
Remark 1. We note that given a stationary and ergodic fading process {hi} the capacity
of the corresponding channel is
C = Eh
[
log2(1 + P |h|2)
]
.
It is easy to prove that the rate achieved in Proposition 1 is a constant gap from the
capacity. This gap is also universal in the following sense. Let us consider all ergodic
stationary channels with the same first order statistics for h. Then the same sequence of
finite codes achieve the same gap to capacity in all the channels simultaneously.
Remark 2. We note that the number field towers we used are not the best known possible.
It was shown in [9] that one can construct a family of totally complex fields such that
G < 82.2, but this choice would add some notational complications.
Remark 3. The families of number fields on which our constructions are based were first
brought to coding theory in [12], where the authors pointed out that the corresponding
lattices have linearly growing Hermite constant. This directly implies that they are only
a constant gap from the AWGN capacity. C. Xing in [27] remarked that these families of
number fields provide the best known normalized product distance. Overall number field
lattices in fading channels have been well-studied in the literature. However, to the best
of our knowledge we were the first to prove that they actually do achieve a constant gap
to capacity over fading channels.
6.2. Codes from ideals. As seen in the previous section, lattice codes arising from the
rings of algebraic integers of number fields with constant root discriminants will achieve a
constant gap to capacity over fading channels. However, known lower bounds for discrim-
inants [19] imply that no matter which number fields we use, the gap cannot be reduced
beyond a certain threshold (at least when using our current approach to bound the error
probability). It is then natural to ask whether other lattice constructions could lead us
closer to capacity. The most obvious generalization is to consider additive subgroups of
OK and in particular ideals of OK , which will have non-zero reduced Hermite invariant.
Most works concerning lattice codes from number fields focused on either the ring OK or a
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principal ideal aOK ; a more general setting was considered in [2] and [20], which addressed
the question of increasing the normalized product distance using non-principal ideals I.
The problem with this approach is that while finding the reduced Hermite invariant
of lattices ψ(OK) or ψ(aOK) is an easy task, the same is not true for ψ(I) when I is
non-principal. We will now show how this problem can be reduced to another well-known
problem in algebraic number theory and how it can be used to study the performance
limits of the lattices ψ(I). Here we will follow the extended arXiv version of [24].
We note that while the concept of reduced Hermite invariant is more general and its
information-theoretical meaning is clearer, number theoretic proofs are easier when using
the equivalent product distance notation. Therefore we will mostly focus on the product
distance in this section.
Let K be a totally complex field of degree 2k. We will use the notation N(I) = [OK : I]
for the norm of an ideal I. From classical algebraic number theory we have that N(aOK) =
|nrK/Q(a)| and N(AB) = N(A)N(B).
Lemma 4. Suppose that K is a totally complex field of degree 2k and that I is an integral
ideal in K. Then ψ(I) is a 2k-dimensional lattice in Ck and
Vol (ψ(I)) = [OK : I]2−k
√
|dK |.
This well-known result allows us to compute the volume of an ideal, but computing
its normalized product distance is a more complicated issue. In [2, Theorem 3.1] the
authors stated the analogue of the following result for the totally real case. It is simply a
restatement of the definitions.
Proposition 2. Let us suppose that K is a totally complex field of degree 2k and that I
is an integral ideal of K. We then have that
(16) Ndp,min(ψ(I)) =
2
k
2
|dK | 14
min(I),
where min(I) := min
x∈I\{0}
√
|nrK/Q(x)|
N(I)
.
Proof. This result follows from Lemma 4, the definition of the normalized product distance
and from noticing that
√|nrK/Q(x)| = |n(ψ(x))|. 
Due to the basic ideal theory of algebraic numbers min(I) is always larger or equal to
1. If I is not a principal ideal then we have that min(I) ≥ √2. Comparing this to Lemma
3 we find that, given a non principal ideal domain OK , we should use an ideal I, which
is not principal, to maximize the product distance. Now there are two obvious questions.
Given a non principal ideal domain OK , which ideal I should we use and how much can
we gain? Before answering these questions we need the following.
Lemma 5. [2] For any non-zero element x ∈ K,
Ndp,min(ψ(xI)) = Ndp,min(ψ(I)).
This result proves that every ideal in a given ideal class has the same normalized product
distance. It follows that given a ring of integers OK , it is enough to consider one ideal
from every ideal class.Given an ideal I we will denote with [I] the ideal class to which I
belongs.
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Let us denote with Nmin(K) the norm of an ideal A in K with the property that every
ideal class of K contains an integral ideal with norm N(A) or smaller. The question of
finding the size of Nmin(K) is a classical problem in algebraic number theory. We refer the
reader to [28] for further reading. The following result is from the extended arXiv version
of [24].
Proposition 3. Let us suppose that K is a totally complex number field of degree 2k and
that I is an ideal that maximizes the normalized product distance over all ideals in K. We
then have that
Ndp,min(ψ(I)) =
2k/2
√
Nmin(K)
|dK| 14
and rhAk(ψ(I)) =
2k(Nmin(K))
1/k
|dK | 12k
.
Proof. Let L be any ideal in K, and suppose that A is an integral ideal in the class [L]−1
with the smallest norm. We then have that there exists an element y ∈ OK such that
yOK = AL. As n(ψ(y)) =
√
N(L)N(A) and N(A) ≤ Nmin(K) we have that dp,min(L) ≤√
N(L)Nmin(K) and Ndp,min(ψ(L)) ≤
√
Nmin(K)2
k/2
|dK |1/4 .
Assume that S is an ideal such that N(S) = Nmin(K) and choose I as an element from
the class [S]−1. For any non-zero element x ∈ I, we then have that xOK = IC, for some
ideal C that belongs to the class [S]. Therefore we have that n(ψ(x)) ≥√N(I)N(C). 
This result translates the question of finding the product distance of an ideal into a well-
known problem in algebraic number theory. It also suggests which ideal class we should
use in order to maximize the product distance.
Denote with K2k the set of totally complex number fields of degree 2k. Then the optimal
normalized product distance over all complex fields of degree 2k and all ideals I is
(17) max
K∈K2k
2k/2
√
Nmin(K)
|dK | 14
.
As far as we know it is an open question whether the maximum in (17) is always achieved
when K is principal ideal domain. Some preliminary data can be found in [2]. We point
out that Proposition 3 makes this problem computationally much more accessible.
7. Reduced Hermite invariants as homogeneous forms
Let us now see how different linear channels define different sets Ak and how the cor-
responding reduced norms can be seen as different homogeneous forms. For simplicity we
will study the case when we transmit four information symbols (x1, x2, x3, x4).
In the AWGN channel the receiver sees
(x1, x2, x3, x4) + (w1, w2, w3, w4),
where wi are Gaussian random variables. Here the set A(1)4 simply consists of a single
element, the 4× 4 identity matrix. Therefore we obviously have
||(x1, x2, x3, x4)||2A(1)4 = |x1|
2 + |x2|2 + |x3|2 + |x4|2.
Let us then consider a channel where the fading stays stable for 2 time units and then
changes. Then the received signal will be of the form
(h1x1, h1x2, h2x3, h2x4) + (w1, w2, w3, w4).
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Assuming that hi are non-zero with probability 1 we can see that
A(2)4 = {diag[a1, a1, a2, a2] | |a1 · a2| = 1, ai ∈ C}.
Following the proof of [16, Proposition 8] we get the following result
(18) ||(x1, x2, x3, x4)||2A(2)4 = 2
√
(|x1|2 + |x2|2) · (|x3|2 + |x4|2).
Earlier we considered the fast fading channel in which the channel can change during every
time unit giving us the following received vector:
(h1x1, h2x2, h3x3, h4x4) + (w1, w2, w3, w4).
In this case we have that
(19) A(3)4 = {diag[a1, a2, a3, a4] | |a1 · a2 · a3 · a4| = 1, ai ∈ C}.
and that
(20) ||(x1, x2, x3, x4)||2A(3)4 = 4|x1x2x3x4|
1/2.
In all the previous examples the channel could be represented as a diagonal action. On
the other hand, for a 2 × 2 MIMO system, the channel matrix will have block diagonal
structure. In this case the received vector can be written as
(h1x1 + h2x2, h3x1 + h4x2, h1x3 + h2x4, h3x3 + h4x4) + (w1, w2, w3, w4).
Here the set A(4)4 consists of matrices



h1 h2 0 0
h3 h4 0 0
0 0 h1 h2
0 0 h3 h4

 | det
∣∣∣∣
(
h1 h2
h3 h4
)∣∣∣∣ = 1


According to [16, Proposition 8] we have that
(21) ||(x1, x2, x3, x4)||2A(4)4 = 2|(x1x2 − x3x4)|.
We immediately note that all the reduced norms share common characteristics.
Definition. A continuous function F : Ck → R is called a homogeneous form of degree
σ > 0 if it satisfies the relation
|F (αx)| = |α|σ|F (x)| (∀α ∈ R, ∀x ∈ Ck).
Given a full lattice L ∈ Ck and assuming that Vol(L) = 1, we can define the homogeneous
minimum of the form F as
λ(F, L) = inf
x∈L\{0}
|F (x)| .
Setting || ||2
A
(i)
4
= FA(i)4
, we can see that each of the squared reduced norms defined
previously are homogeneous forms of degree 2.
As we saw in Theorem 2, given a sequence of random matrices Hk of size k× k and the
corresponding sets Ak in (10), we can use rhAk as a design criterion for building capacity-
approaching lattice codes. In many cases of interest, ‖ ‖2Ak = FAk will be a homogeneous
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form and rhAk(L) = λ(F, L). For instance this is the case if we extend the previous
examples to general size k and define
A(1)k = Ik,
A(2)2k = {diag[a1, a1, a2, a2, . . . , ak, ak] | |a1a2 · · · ak| = 1, ai ∈ C},
A(3)k = {diag[a1, a2, . . . , ak] | |a1a2 · · · ak| = 1, ai ∈ C}.
In the case where Ak = {Ik}, we have recovered the classical connection between sphere
packing and AWGN capacity, but we also proved that there exist similar connections
between different channel models and the corresponding homogeneous forms.
A natural question is now how close to capacity we can get with these methods by
taking the best possible lattice sequences in terms of their homogeneous minimum. We
will denote with Lk the set of all the lattices L in Ck having Vol(L) = 1. This leads us to
the concept of absolute homogeneous minimum
λ(F ) = sup
L∈Lk
λ(F, L).
Finding the value of absolute homogeneous minima is one of the central problems in
geometry of numbers. As we saw earlier it is a central problem also in the theory of linear
fading channels.
In the case Ak = {Ik}, λ(FAk) is the Hermite constant γk. The value of the Hermite
constant for different values of k has been studied in mathematics for hundreds of years and
there exists an extensive literature on the topic. In particular good upper and lower bounds
are available and it has been proven that we can get quite close to Gaussian capacity with
this approach [5, Chapter 3].
In the case of FA(3)k
the problem of finding homogeneous minima has been considered
in the context of algebraic number fields and some upper bounds have been provided.
Similarly for FA(2)k
there exists considerable literature. These and related results can be
found in [8]. However for the case of homogeneous forms arising from block diagonal
structures there seems to be very little previous research.
Remark. While the definition of the reduced Hermite invariant is very natural, we have
found very few previous works considering similar concepts. The first reference we have
been able to locate is [22]. There the author considered matrices of type (19) and proved
(12) in this special case. Our results can therefore be seen as a natural generalization
of this work. The other relevant reference is [1] where the authors defined the Hermite
invariant for generalized ideals in division algebras in the spirit of Arakelov theory. Again
their definition is analogous to ours in certain special cases.
Remark. We note that the reduced norms in our examples are not only homogeneous
forms, but multivariate polynomials and the sets A(i)k are groups. As we obviously have
that
||A(x)||2A(i)k = ||x||
2
A(i)k
,
for any A ∈ A(i)k , we can see that || ||2A(i)k is actually a classical polynomial invariant of
the group A(i)k . At the moment we don’t know what conditions a matrix group Ak should
satisfy so that the corresponding reduced norm would be a homogenous form. Just as well
we don’t know when some power of the reduced norm is a polynomial.
ALGEBRAIC LATTICE CODES FOR LINEAR FADING CHANNELS 15
References
[1] E. Bayer-Fluckiger, J.-P. Cerri and J. Chaubert, “Euclidean minima and central division algebras”,
International Journal of Number Theory, Vol. 5, No. 7, pp. 1155–1168, 2009.
[2] E. Bayer-Fluckiger, F. Oggier, and E. Viterbo, “Algebraic Lattice Constellations: Bounds on Perfor-
mance”, IEEE Trans. Inform. Theory, vol. 52, n. 1, pp. 319–327, Jan. 2006.
[3] J. Boutros, E. Viterbo, C. Rastello and J.-C. Belfiore, “Good lattice constellations for both Rayleigh
fading and Gaussian channels,” IEEE Trans. Inf. Theory, vol. 52, no. 2, March 1996.
[4] A. Campello, C. Ling and J.-C. Belfiore, ”Algebraic Lattice Codes Achieve the Capacity of the
Compound Block-Fading Channel”, preprint, available at http://arxiv.org/abs/1603.09263
[5] J.H. Conway and N.J.A. Sloane, Sphere Packings, Lattices and Groups, Springer-Verlag, New York,
1988.
[6] R. de Buda, “Some optimal codes have structure”, IEEE J. Select. Areas Commun., vol. 7, pp.
893–899, Aug. 1989.
[7] U. Erez and R. Zamir, “Achieving 1/2 log(1 + SNR) on the AWGN channel with lattice encoding
and decoding”, IEEE Trans. Inf. Theory, vol. 50, no. 10, pp. 2293–2314, oct. 2004.
[8] P. M. Gruber and C. G. Lekkerkerker, Geometry of Numbers, Elsevier, Amsterdam, The Netherlands,
1987.
[9] F. Hajir and C. Maire, “Asymptotically good towers of global fields”, Proc. European Congress of
Mathematics, pp. 207–218, Birkha¨user Basel, 2001.
[10] A. Hindy and A. Nosratinia, “Approaching the ergodic capacity with lattice coding,” IEEE Global
Communications Conference (GLOBECOM), pp.1492–1496, Austin, USA, Dec. 2014.
[11] A. Hindy and A. Nosratinia, Lattice Coding and Decoding for Multiple-Antenna Ergodic Fading Chan-
nels, IEEE Trans. Commun., vol. 65, no. 5, May 2017.
[12] S.N. Litsyn, M.A. Tsfasman, “Constructive high-dimensional sphere packings”, Duke Math. J. 54
(1987), no. 1, pp. 147–161.
[13] L. Liu and C. Ling, “Polar Codes and Polar Lattices for Independent Fading Channels”, IEEE Trans.
Commun., Vol. 64, pp. 4923–4935, Sept. 2016.
[14] R. Vehkalahti and L. Luzzi, “Number field lattices achieve Gaussian and Rayleigh channel capacity
within a constant gap”, in IEEE Int. Symp. Inform. Theory (ISIT), pp. 436–440, Hong Kong, China,
June 2015. Appendix available in the extended version at http://arxiv.org/abs/1411.4591v2
[15] L. Luzzi, R. Vehkalahti, “Division algebra codes achieve MIMO block fading channel capacity within
a constant gap”, IEEE Int. Symp. Inf. Theory (ISIT), Hong Kong, China, June 2015.
[16] L. Luzzi, R. Vehkalahti, “Almost universal codes achieving ergodic MIMO capacity within a constant
gap”, IEEE Trans. Inform. Theory, vol. 63, pp. 3224–3241, May 2017.
[17] J. Martinet, “Tours de corps de classes et estimations de discriminants”, Invent. Math. n. 44, 1978,
pp. 65–73.
[18] W. Narkiewicz, “Elementary and Analytic Theory of Algebraic Numbers”, Springer, Berlin, 1980.
[19] A. M. Odlyzko, “Bounds for discriminants and related estimates for class numbers, regulators and
zeros of zeta functions: a survey of recent results”, Se´m. The´or. Nombres Bordeaux , vol. 2, no. 1,
pp. 119–141, 1990.
[20] F. Oggier, “Algebraic methods for channel coding”, PhD thesis, EPFL, Lausanne, 2005.
[21] O. Ordentlich and U. Erez, “Precoded Integer-Forcing Universally Achieves the MIMO Capacity to
Within a Constant Gap”, IEEE Trans. Inf. Theory, vol. 61, no.1 pp. 323–340, Jan. 2015.
[22] M. M. Skriganov, “Constructions of uniform distributions in terms of geometry of numbers”, Algebra
i Analiz, Volume 6, Issue 3, pp. 200–230, 1994.
[23] V. Tarokh, N. Seshadri, and A.R. Calderbank, “Space-Time Codes for High Data Rate Wireless
Communications: Performance Criterion and Code Construction”, IEEE Trans. Inf. Theory, vol. 44,
pp. 744–765, March 1998.
[24] R. Vehkalahti and L. Luzzi, “Number field lattices achieve Gaussian and Rayleigh channel capacity
within a constant gap”, in IEEE Int. Symp. Inform. Theory (ISIT), Hong Kong, China, June 2015.
[25] S. Vituri, “Dispersion Analysis of Infinite Constellations in Ergodic Fading Channels”, 2015, available
at http://arxiv.org/abs/1309.4638v2. This is a revised and extended version of the author’s M.S.
thesis, Dept Electr. Eng., Tel Aviv Univ., Israel, 2013
16 LAURA LUZZI AND ROOPE VEHKALAHTI
[26] N. Weinberger and M. Feder, “Universal decoding for linear Gaussian fading channels in the compet-
itive minimax sense”,IEEE Int. Symp. Inf. Theory (ISIT) Toronto, Canada, July 2008.
[27] C. Xing, “Diagonal Lattice Space-Time Codes From Number Fields and Asymptotic Bounds”, IEEE
Trans. Inform. Theory, vol.53, pp. 3921–3926, November 2007.
[28] R. Zimmert, “Ideale kleiner Norm in Idealklassen und eine Regulatorabscha¨tchung”, Invent. Math.
n. 62, pp. 367–380, 1980.
