Abstract-Forecasting-aided state estimation is a topic of great research interest for future intelligent power grids. Estimators in this class commonly use an exponential smoothing based forecasting model to provide a priori estimates of the states. This forecasting capability is advantageous to system operators in taking proper actions. In this work, authors propose a periodical or event-triggered routine to improve the quality of these estimations. This routine uses an efficient optimization scheme to obtain custom smoothing parameters for each of the state variables in the forecasting model. The authors include a case study to demonstrate the high quality of the a priori estimates obtained with the proposed method for different forecast horizons.
I. INTRODUCTION
In the seminal work of Debs and Larson [1] , they proposed the very fundamental algorithm for Dynamic State Estimation (DSE). Any serious attempt to model the time behavior of the system state was avoided, assuming a simple dynamic linear model where the parameters are either identity matrices or zeros. Then, at their pioneering work, Schweppe and Masiello [2] introduced another algorithm for tracking the states. It proposes a simultaneous estimation of states and parameters, which failed to identify dynamic patterns properly. Due to the ambiguity of the word "dynamic", this type of estimation is nowadays described by the term Forecasting-aided State Estimation (FASE) [3] .
FASE, which can be seen as an estimated state assisted by prediction, has gained significant research interest as the power sector is undergoing a profound change. Though Weighted Least Squares (WLS) SE is a well-established and mature technique for transmission systems and also offers some recent solutions for three-phase unbalanced distribution systems [4] , FASE appears to have certain advantages for the operation, control, and protection of future Intelligent Distribution Networks (IDNs). While traditional WLS based algorithms, perform the SE process from a fixed image of the network obtained at each scan of the measurements, FASE includes the effect of past measurements in its estimation.
Importantly, FASE allows an a priori estimation of the future state of the system for the next time steps, which is particularly useful in broadening the scope of the operators or the Energy Management System (EMS), because some functions, like economic dispatching and security assessment can be performed in advance.
In FASE, a prediction stage anticipates future values of the state variables assuming a forecasting model of the system. Some parameters of this model need to be identified. The forecasting model used to be tedious, costly and full of uncertainties. A major progress in FASE comes from [5] . This work provides two dynamic state transition models, both capable of following system changes. The dynamic model using Linear Exponential Smoothing (LES) [6] to predict the forecasting model parameters, and consequently, the a priori estimates, was found better for forecasting the states. Once a priori estimates are available, FASE proceeds with a filtering stage using techniques such as the Iterated Extended Kalman Filter (IEKF), Unscented Kalman Filter (UKF), or Particle Filter. This work, contributes to the improvement of a priori estimations, i.e., the prediction stage. Many of the high-impact FASE related research works, such as [3] , [7] - [9] , have used LES to identify the forecasting model parameters, and thus, LES is also taken as the basis for the present proposal.
In this work, the authors propose and implement an efficient optimization routine to tune up customized parameters for LES in a particular power system. The routine can be executed in either an event-triggered or periodical basis, allowing a desirable adaptation of the forecasting parameters to topological changes or seasonal variations. FASE can benefit from high-quality a priori estimates in different ways. Firstly, highquality a priori estimates can be useful for event-triggered Distribution System State Estimation (DSSE) or Multi-Area State Estimation (MASE) techniques, such as [10] . Highquality a priori estimates can also be useful for some topology identification algorithms, such as [11] . Moreover, accurate a priori estimates reduce the computational effort of the filtering stage, thus improving the efficiency of FASE techniques.
For the benefit of the reader, a traditional formulation of the mathematical model used in FASE [5] , is presented in Section II. Section III introduces the proposed optimization method, capable of providing customized exponential smoothing pa-rameters for each state variable. In Section IV, a case study is presented to illustrate the benefits of the proposal. Finally, Section V summarizes the most important results of this study.
II. THE MATHEMATICAL MODEL
Four parts can be distinguished in FASE: the measurement model, the dynamic forecasting model, the identification of forecasting parameters, and the state filtering process [5] . They are briefly described in this section, with special attention given to the forecasting stage in which this proposal is focused.
A. The Measurement Model
The measurement model is essential for the filtering stage. At an instant of time, k, the measurement vector, z k , of m actual observations is related with the state vector, x k , containing n state variables as
where, h is a vector containing nonlinear functions, based on Ohm's and Kirchhoff's laws, which transforms the state vector space to the theoretical measurement space. The measurement error vector, e k , contains white Gaussian noise with zero mean and a covariance matrix R k for weighing inputs with their estimated precision. Equation (1) is then linearized as described in [5] .
B. Dynamic Forecasting Model
It is assumed that the state vector complies with the following dynamic model:
where F k is a non-zero (n × n) diagonal matrix, G k is a nonzero (n × 1) vector and w k is white Gaussian noise with zero mean and covariance matrix Q k .
C. Identification of Forecasting Parameters
In this step, the parameters of the dynamic forecasting model, F k and G k , are derived. The quality of this identification determines the goodness of the states' forecast. LES is traditionally used in FASE for this task. From the taxonomy of exponential smoothing methods [6] , which consists of 15 models, those with additive trend and no seasonal component have been widely adopted in FASE implementations. In this work, the Damped Trend Method (DTM) is used, but the proposed methodology can be applied to other models in a straightforward manner. DTM is a damped variant of the popular Holt's method which improves its long-term forecasting features. The equations for the DTM can be formulated for each state variable, i, sample, k, and forecast horizon, h, as,
where α i , β i and φ i are the smoothing parameters and dampen factor, respectively. l Taking the mathematical expectation of x k+1 in (2) as the forecast value, the a priori estimate can be expressed as
Identifying terms in (6) and (3)- (5) leads to
D. State Filtering
The objective of the filtering stage is to find an a posteriori estimation of the system state. This is done by minimizing together the error between theoretical and actual observations and between filtered and forecast states, for which different techniques have been proposed. State filtering is out of the scope of this contribution, however, it is worth mentioning that IEKF [5] was used in the case study shown in this work.
III. SMOOTHING PARAMETER OPTIMIZATION
Traditional works on FASE with LES use preassigned uniform values as smoothing parameters for the state variables, e.g. α all = 0.6, β all = 0.4 and φ all = 0.95. These figures are selected based on the experience of the user or at most, after some trial and error. In this section, an efficient process for the optimization of these parameters, which provides custom values for each state variable, is proposed.
The load profile of electric networks shows clear seasonality patterns, as is the case of a daily pattern. This fact can be exploited in order to optimize the smoothing parameters of each state variable given a set of daily measurements, so as to obtain improved estimates in the future. The algorithm proposed in this section can be scheduled periodically or executed on an event-triggered basis in order to obtain a better adjustment of the estimates to long-term seasonality patterns, such as monthly pattern, or topology changes.
The accuracy of a priori estimates of the state variables should be assessed by comparing them with the "exact" values of that states. Unfortunately, in real applications those "exact" values are unknown, so they have to be compared with a posteriori estimates. Different accuracy indicators have been proposed in literature for error minimization [6] . In this work the Root Mean Squared Error (RMSE) is used, which is particularly suitable for exponential smoothing, as proportionally larger weight is put in larger errors. RMSE for a specific state variable, i, can be defined as
where, K is the total number of time steps considered in the calculation.
The optimization problem to be solved can be expressed as the minimization of an aggregate of those RM SE i values. The search space for this optimization task grows exponentially with the number of state variables, which can make the problem infeasible for medium or large systems. This is caused by the fact that RM SE j depends not only on α j , β j and φ j , but also on the parameters for the rest of the state variables, i.e. α i , β i and φ i with i = j, through their influence in the a posteriori estimates. In order to get rid of this difficulty, the present proposal makes use of the low weight of this second factor of influence, which allows a decoupled calculation of the smoothing parameters of each state variable, provided that a posteriori estimates are iteratively corrected through an external loop (two or three iterations suffice in most cases). With this solution, which is presented in Algorithm 1, the optimization process can be run in a time with a linear dependency on the number of state variables, making it valid for large networks. Particle Swarm Optimization (PSO) is selected in this work as an optimization tool to probe the validity of the proposal due to its straightforward implementation and simple handling of non-linear constraints. In any case, a deterministic procedure could also be employed for the same purpose.
Algorithm 1 Optimization of smoothing parameters
Input: z k ← Grid measurements, daily register.
Calculate a posteriori estimates,x k , using FASE 4: for i = 1 to n do // Run through state variables 5: // Minimization of RM SE i using PSO 6: Random initialization of particles' speed and position 7: for t = 1 to T do // Run through iterations 8: for p = 1 to P do // Run through particles 9: for k = 1 to K do // Run through time samples 10: Calculate a priori estimates, x k
11:
end for 12: Calculate RM SE 
The embedded PSO algorithm [12] solves the following constrained objective function for each of the state variables in a decoupled way,
The traditional bounds of these parameters, i.e. 0 < α < 1, 0 < β < α, based on an interpretation as weighted average of past values, has been superseded by a state space approach to LES, in which the limits shown in (8) are based on a stability argument [6] . Solutions out of these bounds are rejected within the PSO algorithm by adding a penalization function.
IV. CASE STUDY A well-tested industrial power system previously used in [12] has been adopted to demonstrate the usefulness of the proposal. The said system, depicted in Fig. 1 , is a 9-bus simplified version of the industrial network of a steel mill in the north of Spain. The specific data of this network, together with the set points of the embedded tapped transformers, have been summarized in Table I . The implementation of the algorithms used in this case study was carried out in the MATLAB programming platform and tested in an Intel Core i5 -6400M -CPU 2.70 GHz computer. A set of measurements, in the minimum number to make the system observable, were taken as true values in order to allow for the calculation of "exact" results for the state of the system. Notice, that this is only done with the aim of validating the accuracy of the proposed a priori estimates, i.e., these results are not used during the optimization process. The load profile of a winter day at the different buses of the grid, using quarterhourly real and reactive power values, is considered. A realistic performance was obtained by making use of the ADRES-CONCEPT database [13] . Table I shows the peak values of these load profiles. The state of the system is obtained from these data using a power flow algorithm [14] . Gaussian noise was added to an augmented set of measurements, which are highlighted in Fig. 1 , to obtain corrupted values valid to feed the FASE algorithm is a realistic fashion: 0.1% and 2.0% of the mean of the normal distribution was selected as the standard deviation of voltages and power injections, respectively. Thus, these standard deviations were also used for the error covariance matrix R in the FASE algorithm.
By following the method described in Section III, optimum values of α i , β i and φ i were calculated for the 17 state variables of the grid. These values are shown in Table II . The good adjustment of these parameters to the optimization data set can be observed in Table III . Here, the RM SE value is calculated for the a priori estimates in three different cases: (a) the naïve case, in which the state of every variable is forecast using the value of the preceding state, i.e x i k+1 =x i k , (b) a case with non-optimized parameters, taken identically for all the state variables, and (c) the proposed improvement, which uses custom optimized parameters. This last case, clearly beats (a) and (b). In Table III , RM SE was calculated considering the error between the a priori estimates and the "exact" results, not to let a posteriori estimates hide any estimation error. However, the applicability of the method is not still demonstrated until this point, as the optimization process is based in past values from an optimization data set. To probe the real benefit of the proposal, a test data set of power injections from a summer day was extracted from the ADRES-CONCEPT database. This set is built with data from the same aggregated loads used in the optimization data set, but corresponding to days from different seasons. The risk of overfitting is avoided due to clearly diverse profiles, as can be seen in Fig. 2 , where the measurements for real and reactive power at bus 8 have been depicted for both the optimization and test data sets. The FASE algorithm was run again on this new data for the three cases described above, but using the previously optimized α i , β i and φ i values in case (c). Table IV clearly shows that the daily seasonality of the data leads to improved a priori estimates also for future values, to an extent that, even when compared with the best alternative method, the average error is reduced over 17%. In order to further illustrate the interest of the proposed method, Fig. 3 shows the daily profile for the voltage at bus 9 and for the phase angle at bus 6. In this figure, the true values of these state variable are depicted together with the a priori estimates from cases (a), (b) and (c). The a posteriori estimates of the different cases are not shown in the figure for the sake of clarity. The method presented in this contribution is not limited to provide a priori estimates for the next time step (i.e. h = 1). In fact, giving h in (5) a higher value allows to formulate, simultaneously, estimations for a larger horizon. Table V shows the optimized smoothing parameters for h = 2 (i.e., two samples ahead) for the present case study, and Table  VI and Table VII show the corresponding RM SE values. Though, as expected, the error grows significantly for larger horizons, the usefulness of the optimization proposal is still important. Thus, the average error is reduced over 4% when compared with the best alternative. 
