The interband optical response of a three-dimensional Dirac cone is linear in photon energy (Ω). Here, we study the evolution of the interband response within a model Hamiltonian which contains Dirac, Weyl and gapped semimetal phases. In the pure Dirac case, a single linear dependence is observed, while in the Weyl phase, we find two quasilinear regions with different slopes. These regions are also distinct from the large-Ω dependence. As the boundary between the Weyl (WSM) and gapped phases is approached, the slope of the low-Ω response increases, while the photon-energy range over which it applies decreases. At the phase boundary, a square root behaviour is obtained which is followed by a gapped response in the gapped semimetal phase. The density of states parallels these behaviours with the linear law replaced by quadratic behaviour in the WSM phase and the square root dependence at the phase boundary changed to |ω| 3/2 . The optical spectral weight under the intraband (Drude) response at low temperature (T ) and/or small chemical potential (µ) is found to change from T 2 (µ 2 ) in the WSM phase to T 3/2 (|µ| 3/2 ) at the phase boundary.
I. INTRODUCTION
Dirac and Weyl semimetals are a class of threedimensional (3D) systems which posses nontrivial topology [1] [2] [3] [4] . Recently, such materials have been studied by angular-resolved photoemission spectroscopy and scanning tunnelling microscopy [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . By breaking timereversal symmetry or spatial-inversion symmetry, the double degeneracy of a Dirac node is broken and two Weyl nodes emerge. These are separated in either momentum or energy space 18 . The simplest Hamiltonian which captures this physics describes a semimetal with a 3D electronic band structure where the energy is directly proportional to the crystal momentum via an isotropic Fermi velocity v F . More specifically,Ĥ 0 =hv F σ ·k, with σ = (σ x ,σ y ,σ z ), the usual vector of Pauli-spin matrices.
Such a Hamiltonian leads to an ac optical interband response which is linear in photon energy 19, 20 (Ω) and passes through the origin in the limit Ω → 0. This unusual linear behaviour is widely considered to be an important optical signature of 3D Dirac materials 21 and represents the generalization of the well-known constant interband background of graphene and similar twodimensional (2D) materials [22] [23] [24] [25] [26] [27] . In 2D, the background is universal, independent of any material parameters while in 3D, the linear background is inversely proportional to the Fermi velocity. An early observation of the linear optical background was that of Chen et al. 28 in ZrTe 5 where the linear regime was found to extend over ∼ 150 meV. Furthermore, the pyrochlore Eu 2 Ir 2 O 7 displays a linear optical conductivity which extrapolates to the origin 29 ; however, it exists over a much smaller range of frequency (∼ 12 meV). The recent work of Xu et al. 21 on the Weyl semimetal (WSM) TaAs shows two linear regions: one below ∼ 30 meV which extrapolates to the origin, and a second which extends over ∼ 125 meV with a much reduced slope. Before these recent studies, Timusk et al. 19 considered older optical data in some known quasicrystals and provided a possible interpretation in terms of Dirac or Weyl points. All the materials they considered had a linear conductivity with some extrapolating to a positive intercept on the conductivity axis while others cut the photon axis at Ω > 0. Some showed two linear regions. It is clear from such data that the optical properties of 3D Dirac materials display a rich pattern of behaviour and such studies are expected to provide important information about the electronic properties of these semimetals.
While TaAs and NbAs are WSMs with broken spacialinversion symmetry 4 , YbMnBi 2 has broken time-reversal symmetry 6 . The simplest Hamiltonian which can describe the latter case consists of augmentingĤ 0 to include a momentum shift Q. Similarly, the former system is modelled by adding an energy shift Q 0 such that the energy of the Weyl nodes is different but their position in momentum space is unchanged. Generally, the Hamiltonian becomes 30Ĥ =hv F σ · (χk − Q) +ÎχQ 0 , where χ = ± is the chirality of the Weyl node andÎ is the unit matrix. In this paper, we limit our discussion to the time-reversal symmetry breaking system but employ a more realistic Hamiltonian. Here, the degeneracy of the Dirac cones is lifted and the two Weyl nodes sit at different locations in momentum space (although remain degenerate in energy).
In a recent preprint, Koshino et al. 31 have studied the magnetic properties of 3D nodal semimetals within a three parameter model which involves the Fermi velocity, a Dirac mass parameter m, and an intrinsic Zeeman-field-like parameter b which can arise in magnetic systems. This model has a rich phase diagram. A WSM exists when b > m while a gapped semimetal (GSM) is present for b < m. For b = m = 0, the ordinary Dirac semimetal (DSM) is obtained; along the m axis (b = 0), the energy spectrum is gapped but the degeneracy of the Dirac cones in not lifted. A variation of this low-energy Hamiltonian has very recently been employed by Chen et al. 32 in the interpretation of their magneto-infrared data in ZrTe 5 . Here, we will use this Hamiltonian to study the ac optical response with particular emphasis on the WSM region of the phase diagram as well as the phase boundary between the WSM and GSM.
Our paper is organized as follows. In Sec. II, we introduce our low-energy Hamiltonian and discuss its phase diagram and underlying electronic dispersion. In Sec. III, we derive analytic equations for the ac interband background and describe the modifications from linearity brought about through the introduction of m and b. The details needed to compute the longitudinal conductivity are given in App. A. Section IV deals more specifically with the optical response at the phase boundary m = b and includes a discussion of the Drude optical spectral weight. The electronic density of states and specific heat is examined in Sec. V. Conclusions follow in Sec. VI.
II. THEORETICAL FORMALISM
We begin with the low-energy Hamiltonian
where v F , m and b are material dependent parameters. They are the Fermi velocity, a mass parameter 32 , and a Zeeman-like term, respectively. Such a Hamiltonian is derived in the supplemental information of Ref. 32 . Here, σ and τ are two 3D vectors of Pauli matrices.Ĥ can be cast as a 4x4 matrix, giving four energy bands (particlehole symmetric conduction and valence bands). The energy dispersion is
where s = ± for the conduction and valence band, respectively, s ′ = ± and p =hk is the momentum. For b = 0, ε ss ′ = s m 2 + (v F p) 2 which is doubly-degenerate in s ′ and gives the dispersion of massive Dirac fermions. Defining v F p/b ≡p and m/b ≡m,
In blue), andm = 0.9 (double-dash-dotted green). Form = 0 (solid black), Eqn. (3) reduces to ε ss ′ /b = s|1 + s ′ |p z || for which the s ′ = − branch has zeros atp z = ±1 and is equal to 1 atp z = 0. This branch contains two Weyl nodes and an inverted cone in between. The s ′ = + has a single Dirac node but it vertically displaced in energy by one unit. Together, these two branches can be relabled and described as two identical cones, symmetrically displaced to the right and left along thep z axis. For m = 0, we get ε ss
z | where again p x = p y = 0. This has a value of s|1 + s ′m | at phase boundary between the WSM and GSM is the line b = m. Above this is the WSM phase (shaded blue). The schematic band structure for ε > 0 is inset. The two nodes arise from s ′ = − while the gapped band is for s ′ = +. Below m = b (shaded green) the system is a GSM and both values of s ′ display a gapped structure. For both phases, the bands are nondegenerate. Along b = 0, both s ′ = ± bands are degenerate (coloured purple) but are gapped; however at the origin (m = b = 0), a degenerate Dirac cone exists. In all cases, ε < 0 is mirror symmetric.
III. INTERBAND CONDUCTIVITY
In App. A, we derive the longitudinal optical conductivity σ xx (Ω) via the Kubo formula in the clean limit. Both intraband and interband transitions are considered. The intraband component gives rise to the Drude contribution which is proportional to a Dirac δ-function in the absence of impurity scattering. The interband transitions yield a linear background as previously mentioned. For m = b = 0, at charge neutrality and zero temperature, it is
for a single Dirac cone, where e is the elementary charge. The interband background is inversely proportional to the Fermi velocity, linear in Ω, and zero at Ω = 0. This is to be contrasted with the 2D case of graphene for which the background is universal and equal to (π/2)e 2 /h. For finite m, b and T the interband conductivity is
where
is the Fermi function with chemical potential µ and β = 1/T for k B = 1. This gives
The thermal factor becomes
Restricting our attention to Ω > 0, and defining v F p =p,
For m = b = 0, ε +s ′ = |p| and for µ = 0 and T = 0, we get
which agrees with Eqn. (4) when we account for an extra degeneracy of two here since we have used a four band model as opposed to the two band model used in Eqn. (4) . For b = 0 and finite m, the energy dispersion is ε +s ′ = m 2 +p 2 which, again, is degenerate in s ′ and represents a gapped Dirac cone which remains isotropic. For T = 0, Eqn. (9) may now be solved to give
Finite T and/or µ follows by multiplying Eqn. (12) by Eqn. (8) .
The general m and b case is conveniently solved by using polar coordinates forp x andp y and leavingp z separate. We have
with
This can be solved [see App. B] by introducing
For m > b, which defines the GSM,
Both s ′ = ± energy bands are gapped, one with a height of m + b (s ′ = +) and the other with m − b (s ′ = −) which is clearly illustrated in Fig. 2 .
For the WSM (b > m), the s ′ = + branch is given by the same formula as Eqn. (16) . For
If m = 0, the functional form of Eqn. (15) reduces to
For Ω > 2b, the conductivity involves
while, for Ω < 2b, it is proportional to
In both cases, we get (4/3)Ω 2 . Therefore, the conductivity is the same as for m = b = 0 [Eqn. (11) ] as expected since we are dealing with two identical cones which are simply displaced in momentum. This shift in p z can be eliminated through a simple change of variables in momentum space.
Results for the WSM phase are shown in Fig. 3 As this parameter is increased, the frequency regime over which the first line is seen shrinks while that over which the second line exists increases. To understand the main features of the curves, we refer to the schematic band structure shown in frame (b)
Arrows illustrate the various optical transitions that can occur at charge neutrality (µ = 0). They range from zero to large photon energies. Note, however, that those originating from −1 < v F p z /b < 1 have a maximum at Ω/b = 2(1 − m/b). At this frequency, the conductivity shows a kink and rises much more slowly after this energy.
It is instructive to consider how the slope of σ IB xx (Ω) out of Ω = 0 changes with m/b. We return to Eqn. (14) . Without introducing polar coordinates, we have I s ′ = 4π dp x dp y dp z 2 − 4
We will restrict our attention to s ′ = − as this is the only branch which displays WSM behaviour, with two Weyl points on thep z axis forp x =p y = 0. As we are interested in the low-Ω dependence, only transitions in the vicinity of the Weyl nodes are present. Therefore, we expandp z about the two nodes located atp zc = ± √ b 2 − m 2 . We change variables fromp z tô p z ≡p z −p zc and work to lowest order inp z . The energy of the s ′ = − branch becomes
A change of integration variable fromp z 1 − (m/b) 2 to p z gives an expression for the conductivity which is identical to the isotropic Dirac case with an extra factor of 1/ 1 − (m/b) 2 . Therefore, the first quasilinear slope of the WSM interband conductivity [ Fig. 3(a) ] is altered from the dotted line (m = 0) by a factor of 1/ 1 − (m/b) 2 . A subtle point is that ε s− has two Weyl nodes and hence, a degeneracy factor of two. The same result can be obtained from our analytic formula for the conductivity written in Eqn. (17) . This is verified in the numerical results of Fig. 3(a) . For m = b = 0, which defines the phase boundary between the WSM and GSM, both Eqns. (16) (for m > b) and (17) (for m < b) involve the same
For Ω → 0, the argument of this function is √ bΩ (to leading order) while it is Ω/2 if b = 0. Thus, the interband conductivity at the phase boundary for small Ω follows a Ω 1/2 law as opposed to the linear-in-Ω behaviour of b = 0 (DSM). We will return to this discussion in Sec. IV.
So far, we have restricted our attention to charge neutrality and zero temperature. In Fig. 4 , we show results for the interband conductivity including finite T and µ for the WSM (m/b = 0.7). The solid black curve is for reference and displays the µ = 0, T = 0 result. It can be described qualitatively as two quasilinear regimes of different slope: the first (below Ω = 2(b − m)) going through the origin and having a slope of approximately 
FIG. 4. (Color online)
Interband optical response of the WSM for finite T and µ. Finite µ causes a sharp step to occur at Ω = 2µ, above which the response is identical to µ = 0. Finite T smears this step and a finite response is observed below Ω = 2µ.
3.5 times greater than the second region. This quasilinear line extrapolates to cut the vertical axis at ∼ 0.02 in our units. The thermal factor in Eqn. (8) reduces to the Heaviside step function Θ(Ω − 2|µ|) at T = 0. For finite µ, this cuts off the zero-µ curve at Ω = 2|µ| below which it is zero and above which it is unchanged from the charge neutral value. This is clearly seen by the dotted red and blue curves for µ/b = 0.2 and 1, respectively. The dashed black curve is for µ = 0 and T /b = 0.1. We note the depleting of the optical spectral weight at small frequencies and a decrease in the van Hove kink structure at Ω = 2(b − m). Spectral weight at finite T is, of course, transferred to the low-energy Drude which is not shown in the figure. For the dash-dotted red curve, the chemical potential is finite and cuts the low-energy region below Ω/b = 0.4 at T = 0 (which falls in the first quasilinear region). However, finite T smears the step which depletes the response above Ω = 2µ and provides a finite value below. For the dash-dotted blue curve, Ω/b = 2µ = 2 falls in the second quasilinear region of the optical spectrum and here the temperature smearing is more prominent.
IV. OPTICAL SIGNATURES OF THE PHASE BOUNDARY
We now turn to a closer examination of the conductivity across the WSM-GSM phase boundary (b ≈ m). In 
It is also useful to briefly discuss the intraband contribution (Drude) to the conductivity. It is given by Eqn. (A12) which applies to the clean limit and can be written as
The total optical spectral weight under the Drude (defined as
is given by Eqn. (23) with the substitution δ(Ω) → 1/2. For m = b = 0, we immediately recover the known result for Dirac materials 20 ,
For the WSM (b > m), we get the same answer but with a multiplicative factor of 1/ 1 − (m/b) 2 . For b = m = 0, the ω 2 factor multiplying −∂f /∂ω in Eqn. (23) is replaced by √ b|ω| 3/2 (for leading order in small ω) which gives
This is valid for T and µ small enough such that only the leading order b|ω| 3/2 is sampled in the integral. For T = 0 and small µ,
At charge neutrality and finite T , W D ∝ T 3/2 . For the GSM phase (m > b), the Drude is thermally activated and
V. DENSITY OF STATES
It is also instructive to look at the electronic density of states (DOS) which contains the energy conserving δ-function present in the interband conductivity, but not the associated matrix element. By definition, the DOS (in the continuum limit) is
From this definition, we see that N s ′ (ω) = N s ′ (−ω) and, hence, the DOS is particle-hole symmetric and only depends on |ω|. For ε ss ′ = sv F p, we immediately get the known result
which is quadratic in ω. For the GSM (b < m),
For the WSM (b > m),
while
At the phase boundary (b = m), the s ′ = − branch is given by
which goes as |ω| 3/2 for ω → 0, provided b = 0. If b is taken to be zero first, we find instead a ω 2 powerlaw as expected for a DSM. The three different low-ω behaviours are shown in 
This result nicely parallels the interband conductivity. heat. The low-T electronic specific heat C(T ) follows from the internal energy
via C(T ) = ∂U/∂T at constant volume. For the WSM 34 ,
for T and µ < b − m. At the phase boundary for charge neutrality,
For the GSM (m > b), the DOS is zero at small ω and thus C(T ) becomes exponentially activated. That is,
VI. CONCLUSIONS
We have calculated the interband optical response of relativistic Fermions within a model Hamiltonian which displays three phases. One phase contains doubly degenerate Dirac cones gapped by m. There is also a Weyl phase (WSM) for which the degeneracy has been lifted by a Zeeman-like magnetic parameter b. Here, the two cones are centered at different points in momentum space. Finally, there exists a semimetal phase (GSM) which is characterized by two distinct gaps. An important aim of our work is to establish characteristics of the various phases which can be elucidated by the optical response. For the doubly degenerate Dirac semimetal (DSM), the optical background is linear in Ω and inversely proportional to the Fermi velocity (v F ) of the relativistic electron dispersion. For the WSM, the Ω → 0 behaviour remains linear in Ω but the associated v F is reduced by a factor of 1 − (m/b) 2 . This region extends up to photon energies equal to 2(b − m) over which range it remains quasilinear. This is followed by a second quasilinear region up to Ω = 2(b + m) at which point a second gapped band begins to contribute and the resulting Ω dependence becomes more complex. At large Ω, the background converges with the linear response of the DSM. As the boundary between the WSM and GSM is approached (m = b), the slope of the optical background tends toward infinity as 1/ 1 − (m/b) 2 while, at the same time, the photon-energy range over which this law applies shrinks to zero as 2(b − m) (b ≥ m). At the phase boundary, we find a square root dependence (∝ Ω 1/2 ) for the low energy response (Ω → 0). On the other side of the phase diagram, the response is that of a gapped Dirac cone.
For finite chemical potential (µ) away from charge neutrality, the interband conductivity remains unchanged over its µ = 0 value except a sharp cutoff appears at Ω = 2|µ|. This holds for any value of µ, independent of whether or not it falls in the first or second quasilinear region. Finite temperature smear out this step and, consequently, introduces thermal tails below Ω = 2|µ|.
We also find it instructive to calculate the density of states (DOS). Its evolution is found to parallel the optical conductivity. For the WSM, its ω → 0 behaviour is quadratic in ω and remains quasiquadratic until ω = b − m with its coefficient modified by the same 1/ 1 − (m/b) 2 factor as in the optics. At the phase boundary (b = m), the low-energy power-law becomes |ω| 3/2 before a gap opens for the GSM. This variation in the ω → 0 DOS implies changes in the low-temperature specific heat which goes from ∝ T 3 for the WSM to ∝ T 5/2 at the phase boundary, followed by an exponential activated response for the GSM phase. Similarly, we find that the optical spectral weight of the Drude conductivity in the WSM phase is the same as the Dirac semimetal up to a factor of 1/ 1 − (m/b) 2 for T < b − m. For b = m, the Drude weight goes like |µ| 3/2 at T = 0, and T 3/2 at charge neutrality. This is distinct from both the WSM and GSM.
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whereĜ
withÎ the identity matrix of dim(Ĥ). Using Eqn. (1) and considering the longitudinal conductivity (α = β = x), the necessary spectral elements (A ij ) of the spectral matrix are
and
where ε ss ′ is given by Eqn. 
All other elements can be related to these four. Evaluating the trace, the intraband contribution to the conductivity is To solve this numerically, it is convenient to conduct the d 3 p integral in spherical coordinates and define ǫ = v F p.
Appendix B
To obtain an analytic expression for the interband conductivity, we need to evaluate Eqn. (14) :
To begin, define
The Dirac δ-function in Eqn. (B1) only clicks for Ω > 2|a ± |. Defining ǫ = ρ 2 ,
