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Abstract
A multilevel method for the iterative solution of large sparse linear systems is introduced. The method is de-ned in
terms of the coe.cient matrix alone; no underlying PDE or mesh is assumed. The method is applied to the nonhermitian,
complex Maxwell equations in 3D. When supplemented with outer acceleration, the V (1; 5) cycle yields the convergence
factor 0.4. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Algebraic multilevel methods for the solution of large sparse linear systems arising from the dis-
cretization of elliptic partial di9erential equations (PDEs) are of special interest because they are
de-ned in terms of the coe.cient matrix alone and do not use the underlying PDE or discretiza-
tion method [3–8]. Therefore, a sparse-linear system solver can be written independently of any
geometrical topological property of a speci-c application. A most convenient framework for the
implementation of algebraic multilevel methods is provided by the C++ programming language,
which allows abstraction of useful mathematical objects. For example, the present C++ code uses
one-sided connected lists to implement row objects and pointer-to-row arrays to implement matrix
objects, thus providing straightforward sparse-matrix-arithmetics software. This code implements a
version of the multilevel method introduced in [8]. This method, which is analyzed and tested in
[8] in the symmetric positive de-nite (SPD) case, is improved and tested here in the more di.cult
nonhermitian, complex case.
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2. The multilevel method
Consider the linear system of equations
Ax= b;
where N is a positive integer, A=(ai; j) is a nonsingular sparse matrix of order N with nonzero
main-diagonal elements, b is a given N -dimensional vector, and x is the N -dimensional vector of
unknowns.
The present multilevel method is a version of the method in [8]. We describe -rst the coarsening
procedure, that is, the algorithm for picking a subset of the N unknowns to serve as a coarse level.
The coarse level is a set of unknowns for which a reduced system is solved; as a matter of fact, it
should be a maximal set of unknowns that are decoupled from each other in some sense. We -rst
describe some notations that will be used below. The notation “←” stands for substitution and the
notation “R” stands for the real part of a complex number. For real numbers x, de-ne the function
sgn(x) by sgn(x)= 1 if x¿ 0; sgn(x)=− 1 if x¡ 0, and sgn(0)= 0. The subset c ⊂ {1; 2; : : : ; N}
de-ned below will denote the coarse level and the subset f= {1; 2; : : : ; N} \ c will denote the set
of unknowns that are not in the coarse level. For a matrix M =(mi;j) of order N , this partitioning
induces the block form
M =
(
Mff Mfc
Mcf Mcc
)
:
By saying that an o9-diagonal element mi;j in M is thrown onto the main diagonal, we mean that
the substitutions mi; i ← mi; i +mi;j and then mi;j ← 0 are performed. Finally, let ; , and  be small
nonnegative parameters.
Next, the coarsening procedure is de-ned. The matrix B (steps 1, 2 in the de-nition) represents
the graph of strong coupling in A. In step 4, unknowns that are strongly coupled to unknowns in the
coarse level are eliminated from the coarse level. In step 7, unknowns that are only weakly coupled
to the coarse level are added to the coarse level. Here follows the coarsening procedure:
(1) De-ne a matrix B=(bi; j) of order N and initialize it by B=A.
(2) Throw onto the main diagonal every element bi; j in B for which i = j and |bi; j|¡|ai; i|.
(3) Initialize the coarse level c by c= {1; 2; : : : ; N}.
(4) For i=1; 2; : : : ; N do: if i∈ c, then, for every 16 j6N for which j = i and bi; j =0, set
c← c \ {j}.
(5) Throw onto the main diagonal every element bi; j in B for which i∈f; j∈ c, and
sgn(R(ai; i))R(bi; j)¿ 0.
(6) Throw onto the main diagonal every element bi; j in B for which i∈ c; j∈f, and
sgn(R(aj; j))R(bi; j)¿ 0.
(7) Stabilization: for i=1; 2; : : : ; N do: if i∈f and |∑j∈c bi; j|¡|ai; i|, then set c← c ∪ {i}.
Step 7 is aimed at increasing the stability of the algorithm by preventing division by small numbers
in the restriction and prolongation operators R and P de-ned below. The above steps complete the
construction of the coarse level c.
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Next, we modify the upper left block in B; Bff, so that it becomes diagonal (step 1). Step 2
then makes sure that the main diagonal elements in Bff are bounded away from zero, so that B−1ff
is bounded.
(1) For every i∈f and j∈f for which i = j, throw bi; j onto the main diagonal.
(2) Stabilization: for every i∈f, if
sgn(R(ai; i))R(bi; i)¡;
then set
bi; i ← −
∑
j∈c
bi; j.
(3) Further stabilization (optional, suitable for inde-nite Helmholtz equations; see [8], Section 5:3):
for every i∈f, set
bi; i ← bi; i + 12sgn(R(bi; i))
∣∣∣∣∣bi; i +
∑
j∈c
bi; j
∣∣∣∣∣.
The rectangular matrices P and R are de-ned by
P=
(−B−1ffBfc
I
)
and R=(−BcfB−1ff I);
where I denotes the identity matrix of order |c| (the number of unknowns in the coarse level c).
The coarse-level matrix (of order |c|) Q=(qi; j) is initialized by Q=RAP. After this initialization,
Q is modi-ed by throwing onto its main diagonal, every element qi; j in Q for which i = j and
|qi; j|¡|qi; i|. This modi-cation guarantees that the amount of -ll-in in Q is not too large.
Next, we describe the multilevel iterative method. Let v1 and v2 be positive integers denoting the
number of pre-relaxations and the number of post-relaxations, respectively. Let vc and L be positive
integers denoting the number of coarsest-level relaxations and the number of levels, respectively.
The multilevel iteration (the V (v1; v2)-cycle) is de-ned by the following ML procedure.
ML(xin; A; b; L; xout):
(1) If L6 1, then apply to the equation Ax= b vc point Gauss–Seidel relaxations (with xin as an
initial guess that is updated during the relaxations), and then set xout = xin. Otherwise, proceed
as follows:
(2) Apply to the equation Ax= b v1 point Gauss–Seidel relaxations (with xin as an initial guess that
is updated during the relaxations).
(3) Apply the multilevel method recursively to the coarse-level problem by
ML(˜0; Q; R(b− Axin); L− 1; e),
where 0˜ is the zero vector of dimension |c| and e is the output vector of dimension |c|. For
this recursive call one should, of course, apply -rst the coarsening procedure to Q to construct
a yet coarser level.
(4) Initialize xout by xout = xin + Pe.
(5) Apply to the equation Ax= b v2 point Gauss–Seidel relaxations (with xout as an initial guess that
is updated during the relaxations).
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3. Numerical results
We -rst test the anisotropic di9usion equation
u + 0:001u  =f
in the unit x–y square with Dirichlet boundary conditions. The discretization is done by transform-
ing the variables =2−1=2(x − y) and  =2−1=2(x + y) to the x–y plane and then using central
di9erencing on a uniform 64× 64 grid in the x–y plane to get second-order approximations for the
xx; yy, and xy derivatives. The parameters used in the method are L=6; =0:1; =0:02; =0,
and v1 = v2 = vc=1. The multilevel iteration is accelerated by the conjugate gradient squared (CGS)
method of [9]. With a random initial guess, 33 multilevel iterations are required within CGS to
reduce both the l2-norm of the residual and the l2-norm of the preconditioned residual by ten orders
of magnitude. The convergence factor is, thus, about 0.5.
The Black-Box multigrid method of [2], implemented with red–black point Gauss–Seidel relaxation
and no outer acceleration, also achieves convergence factor 0.5 for the above example. However,
this method is not algebraic and, thus, is limited to structured grids and cannot be extended to
unstructured grid problems. Furthermore, it does not enjoy the advantages mentioned in Section 1
above.
Next, we test the Maxwell equations discretized as in [1] with a three-dimensional 30× 30× 30
staggered grid. The parameters of the equation used in [1] are !=1000 Hz and %c=100 s=m. The
nonzero matrix elements in A are fed row by row into the C + + multilevel solver. Three levels
(L=3) are used, with 103 500 unknowns in the -rst level, 52 640 unknowns in the second level,
and 7379 unknowns in the third level. The number of elements per row in the coarse-level matrices
is usually 18 (compared to nine elements per row in A), which indicates that the amount of -ll-in
is not too large. The parameters used in the method are = = =0:02; v1 = 1; v2 = 5, and vc=20.
Because of the near singularity in the problem, -ve post-relaxations are needed to annihilate instable,
high-energy error modes resulting from the nearly singular coarse-level problems. With a zero initial
guess, 25 multilevel iterations are required within the outer CGS acceleration to reduce both the
l2-norm of the residual and the l2-norm of the preconditioned residual by ten orders of magnitude.
The convergence factor is, thus, about 0.4.
This example is not highly inde-nite: there are about 30 grid points per wave length. Thus, an
approximate Poisson solver may also serve as a good preconditioner. Indeed, a single Black-Box
multigrid V -cycle with alternating plane relaxation is used in [1] as an approximate-Poisson-solving
preconditioner and yields a convergence factor of about 0.3. However, since this preconditioner is
not algebraic, it is limited to structured grids and cannot be extended to more general, unstructured
grids. Furthermore, when problems with highly oscillating solutions are considered, a Poisson solver
no longer captures the singularity in the original system and is thus unlikely to serve as a good
preconditioner.
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