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МЕТОДИ ІНТЕЛЕКТУАЛЬНОГО АНАЛІЗУ ДАНИХ 
 
Технології аналізу даних, що базуються на застосуванні класичних статистичних 
підходів, мають низку недоліків. Відповідні методи ґрунтуються на використанні 
усереднених показників, на підставі яких важко з’ясувати справжній стан справ у 
досліджуваній сфері (наприклад, середня зарплата по країні не відбиває її розміру у 
великих містах та в селах). Методи математичної статистики виявилися корисними 
насамперед для перевірки заздалегідь сформульованих гіпотез та «грубого» 
розвідницького аналізу, що становить основу оперативної аналітичної обробки даних 
(OLAP). 
Окрім того, стандартні статистичні методи відкидають (нехтують) нетипові спостереження 
— так звані піки та сплески. Проте окремі нетипові значення можуть становити 
самостійний інтерес для дослідження, характеризуючи деякі виняткові, але важливі явища. 
Навіть сама ідентифікація цих спостережень, не говорячи про їх подальший аналіз і 
докладний розгляд, може бути корисною для розуміння сутності досліджуваних об’єктів 
чи явищ. Як показують сучасні дослідження, саме такі події можуть стати вирішальними 
щодо майбутнього поводження та розвитку складних систем. 
Водночас постала нагальна потреба в такій технології, яка автоматично видобувала 
б із даних нові нетривіальні знання у формі моделей, залежностей, законів тощо, 
гарантуючи при цьому їхню статистичну значущість. Новітні підходи, спрямовані на 
розв’язання цих проблем, дістали назву технологій інтелектуального аналізу даних. 
В основу цих технологій покладено концепцію шаблонів (патернів), що відбивають 
певні фрагменти багатоаспектних зв’язків у множині даних, характеризуючи 
закономірності, притаманні підвибіркам даних, які можна компактно подати у зрозумілій 
людині формі. Шаблони відшукують методами, що виходять за межі апріорних припущень 
стосовно структури вибірки та вигляду розподілів значень аналізованих показників. 
Важлива особливість цієї технології полягає в нетривіальності відшукуваних шаблонів. Це 
означає, що вони мають відбивати неочевидні, несподівані регулярності у множині даних, 
складові так званого прихованого знання. Адже сукупність первинних («сирих») даних 
може містити й глибинні шари знань. 
Knowledge Discovery in Databases (дослівно: «виявлення знань у базах даних» — 
KDD) — аналітичний процес дослідження значних обсягів інформації із залученням 
засобів автоматизації, що має на меті виявити приховані у множині даних структури, 
залежності й взаємозв’язки. При цьому передбачається повна чи часткова відсутність 
апріорних уявлень про характер прихованих структур та залежностей. KDD передбачає, 
що людина попередньо осмислює задачу й подає неповне (у термінах цільових змінних) її 
формулювання, перетворює дані до формату придатного для їх автоматизованого аналізу й 
попередньої обробки, виявляє засобами автоматичного дослідження даних приховані 
структури й залежності, апробовує виявлені моделі на нових даних, не використовуваних 
для побудови моделей, та інтерпретує виявлені моделі й результати. 
Отже, KDD — це синтетична технологія, що поєднує в собі останні досягнення 
штучного інтелекту, чисельних математичних методів, статистики й евристичних підходів. 
Методи KDD особливо стрімко розвиваються протягом останніх 20 років, а раніше задачі 
комп’ютерного аналізу баз даних виконувалися переважно за допомогою різного роду 
стандартних статистичних методів.  
