Noisy optimization is the optimization of objective functions corrupted by noise. A portfolio of solvers is a set of solvers equipped with an algorithm selection tool for distributing the computational power among them. Portfolios are widely and successfully used in combinatorial optimization. In this work, we study portfolios of noisy optimization solvers. We obtain mathematically proved performance (in the sense that the portfolio performs nearly as well as the best of its solvers) by an ad hoc portfolio algorithm dedicated to noisy optimization. A somehow surprising result is that it is better to compare solvers with some lag, i.e., propose the current recommendation of best solver based on their performance earlier in the run. An additional finding is a principled method for distributing the computational power among solvers in the portfolio.
Introduction
Given an objective function, also termed fitness function, from a domain D ∈ R d to R, numerical optimization or simply optimization is the research of points, also termed individuals or search points, with approximately optimum (e.g. minimum) objective function values.
Noisy optimization is the optimization of objective functions corrupted by noise. Black-box noisy optimization is the noisy counterpart of black-box optimization, i.e., functions for which no knowledge about the internal processes involved in the objective function can be exploited.
Algorithm Selection (AS) consists in choosing, in a portfolio of solvers, the one which is approximately the most efficient on the problem at hand. AS can mitigate the difficulties for choosing a priori the best solver among a portfolio of solvers. This means that AS leads to an adaptive version of the algorithms. In some cases, AS outperforms all individual solvers by combining the good properties of each of them, with information sharing or with chaining, as discussed later. It can also be used for the sake of parallelization or parameter tuning, or for mitigating the impact of bad luck in randomized solvers. In this paper, we apply AS to the black-box noisy optimization problem. This paper extends [6] with respect to (i) showing that the lag is necessary; (ii) extending experimental results; (iii) improving the convergence rates thanks to an unfair distribution of the computational budget.
Noisy optimization
Noisy optimization is a key component of machine learning, from supervised learning to unsupervised or reinforcement learning; it is also relevant in streaming applications. The black-box setting is crucial in reinforcement learning where gradients are difficult and expensive to get; direct policy search [7] usually boils down to (i) choosing a representation and (ii) applying black-box noisy optimization. Some works focus on noise models in which the noise has variance close to zero around the optimum [8] ; others consider actuator noise, i.e., when the fitness values are those at search points corrupted by noise [9] as shown by Eq. 4. There are also cases in which the landscape is assumed to be rugged, and the optimization algorithm should act as a low pass filter, in order to get rid of local variations [10] . The most usual model of noise is however the case of noise in which the variance does not vanish around the optimum and the goal is to find a good search point in terms of expected fitness value [11, 12] and this is the case we will consider here.
Zero-order methods, including evolution strategies [13] and derivative-free optimization [14] are natural solutions in the blackbox setting; as they do not use gradients, they are not affected in such a setting. However, the noise has an impact even on such methods [15, 16] , possibly mitigated by increasing the population size or averaging multiple evaluations of each search point. Using surrogate models [17] reduces the impact of noise by sharing information over the domain. Surrogate models are also a step towards higher order methods; even in black-box scenarios: a Hessian can be approximated thanks to observed fitness values and statistical learning of a surrogate model.
It is known [11, 18] that stochastic gradient by finite differences (finite differences at each iteration or by averaging over multiple iterations) can provide tight convergence rates (see tightness in [12] ) in the case of an additive noise with constant variance. Fabian, in [19] , has also tested the use of second order information (Hessian) approximated by finite differences.
In this paper, our portfolio will be made of the following algorithms: (i) an evolution strategy; (ii) a first-order method using gradients estimated by finite differences; (iii) a second-order method using a Hessian matrix also approximated by finite differences. We present these methods in more details in Appendix A.
Algorithm selection
Combinatorial optimization is probably the most classical application domain for AS [20] . However, machine learning is also a classical test case [21] ; in this case, AS is sometimes referred to as meta-learning [22] .
No free lunch [23] claims that it is not possible to do better, on average (uniform average) on all optimization problems from a given finite domain to a given finite codomain. This implies that no AS can outperform existing algorithms on average on this uniform probability distribution of problems. Nonetheless, reality is very different from a uniform average of optimization problems, and AS does improve performance in many cases.
Chaining and information sharing Algorithm chaining [24] means switching from one solver to another during the AS run. More generally, a hybrid algorithm is a combination of existing algorithms by any means [25] . This is an extreme case of sharing. Sharing consists in sending information from some solvers to other solvers; they communicate in order to improve the overall performance.
Static portfolios & parameter tuning
A portfolio of solvers is usually static, i.e., combines a finite number of given solvers. SATzilla is probably the most well known portfolio method, combining several SAT-solvers [26] . Samulowitz and Memisevic have pointed out in [27] the importance of having "orthogonal" solvers in the portfolio, so that the set of solvers is not too large, but approximates as far as possible the set of all feasible solvers. AS and parameter tuning are combined in [28] ; parameter tuning can be viewed as an AS over a large but structured space of solvers. We refer to [20] and references therein for more information on parameter tuning and its relation to AS; this is beyond the scope of this paper. In [29] , different strategies are compared for distributing the computation time over different solvers. The first approach consists in running all solvers during a finite time, then selecting the best performing one, and then keeping it for all the remaining time. Another approach consists in running all solvers with the same time budget independently of their performance on the problem at hand. Surprisingly enough, they conclude that uniformly distributing the budget is a good and robust strategy. The situation changes when a training set is available, and when we assume that the training set is relevant for the future problems to be optimized; [30] , using a training set of problems for comparing solvers, proposes to use 90 % of the time allocated to the best performing solver, the other 10 % being equally distributed among other solvers. In [31, 32] , it is proposed to use 50 % of the time budget for the best solver, 25 % for the second best, and so on. Some AS algorithms [32, 33] do not need a separate training phase, and perform entirely online solver selection; a weakness of this approach is that it is only possible when a large enough budget is available, so that the training phase has a minor cost. A portfolio algorithm, namely Noisy Optimization Portfolio Algorithm (NOPA), designed for noisy optimization solvers, and which distributes uniformly the computational power among them, is proposed in [6] . We extend it to INOPA (Improved NOPA), which is allowed to distribute the budget in an unfair manner. It is proved that INOPA reaches the same convergence rate as the best solver, within a small (converging to 1) multiplicative factor on the number of evaluations, when there is a unique optimal solver -thanks to a principled distribution of the budget into (i) running all the solvers; (ii) comparing their results; (iii) running the best performing one. The approach is anytime, in the sense that the computational budget does not have to be known in advance.
Fair or unfair distribution of computation budgets
Parallelism We refer to [34] for more on parallel portfolio algorithms (though not in the noisy optimization case). Portfolios can naturally benefit from parallelism; however, the situation is different in the noisy case, which is highly parallel by nature (as noise is reduced by averaging multiple resamplings 1 ). [29] point out the need for a good ordering of solvers, even if it has been decided to distribute nearly uniformly the time budget among them: this improves the anytime behavior. For example, they propose, within a given scheduling with same time budget for each optimizer, to use first the best performing solver. We will adapt this idea to our context; this leads to INOPA, improved version of NOPA.
Best solver first
Bandit literature During the last decade, a wide literature on bandits [35] [36] [37] has proposed many tools for distributing the computational power over stochastic options to be tested. The application to our context is however far from being straightforward. In spite of some adaptations to other contexts (time varying as in [38] or adversarial [39, 40] ), and maybe due to strong differences such as the very non-stationary nature of bandit problems involved in optimization portfolios, these methods did not, for the moment, really find their way to AS. Another approach consists in writing this bandit algorithm as a meta-optimization problem; [41] applies the differential evolution algorithm [42] to some non-stationary bandit problem, which outperforms the classical bandit algorithm on an AS task.
The main contributions of this paper can be summarized as follows. First, we prove positive results for a portfolio algorithm, termed NOPA, for AS in noisy optimization. Second, we design a new AS, namely INOPA, which (i) gives the priority to the best solvers when distributing the computational power; (ii) approximately reaches the same performance as the best solver; (iii) possibly shares information between the different solvers. We then prove the requirement of selecting the solver that was apparently the best some time before the current iteration -a phenomenon that we term the lag. Finally, we provide some experimental results.
Outline of this paper
Section 2 describes the algorithms under consideration and provides theoretical results. Section 3 is dedicated to experimental results. Section 4 concludes.
Algorithms and analysis
Section 2.1 introduces some notations. Section 2.2 provides some background and criteria. Section 2.3 describes two portfolio algorithms, one with fair distribution of budget among solvers and one with unfair distribution of budget. Section 2.4 then provides theoretical guarantees.
Notations
In this paper, N * = {1, 2, 3, . . . }, "a.s." stands for "almost surely", i.e., with probability 1, and "s.t." stands for "such that". Appendix B is a summary of notations. If X is a random variable, then (X (1) , X (2) , . . . ) denotes a sample of independent identically distributed random variables, copies of X. o(.), O(.), Θ(.) are the standard Landau notations. N denotes a standard Gaussian distribution, in dimension given by the context. Let f : D → R be a noisy function. f is a random process, and equivalently it can be viewed as a mapping (x, ω) → f (x, ω) where x ∈ D and ω is a random variable independently sampled at each call to f . The user can only choose x. For short, we will use the notation f (x). The reader should keep in mind that this function is stochastic.
Definitions and criteria
A black-box noisy optimization solver, here referred to as a solver, is a program which aims at finding the minimum x * of x → Ef (x), thanks to multiple black-box calls to the unknown function f . The expectation operator E shows that we assume that the noise is additive and unbiased (Eq. 1); the "real", noise-free, fitness function is the expectation of the noisy fitness function. This is not necessarily the case for e.g. actuator noise, as in Eq. 2:
(1)
The portfolio algorithm has the same goal, and can use M ∈ {2, 3, . . . } different given solvers. A good AS tool should ensure that it is nearly as efficient as the best of the individual solvers 2 , for any problem in some class of interest.
Simple regret criterion
In the black-box setting, let us define: -x n the n th search point at which the objective function (also termed fitness function) is evaluated; -x n the point that the solver recommends as an approximation of the optimum after having evaluated the objective function at x 1 , . . . , x n (i.e., after spending n evaluations from the budget).
Some algorithms make no difference between x n andx n , but in the general case of a noisy optimization setting the difference matters [11, 18, 43] . The Simple Regret (SR) for noisy optimization is expressed in terms of objective function values, as follows:
(3) SR n is the simple regret after n evaluations; n is then the budget. The E operator refers to the ω part, i.e., with complete notations,
In many cases, it is known that the simple regret has a linear convergence in a log-log scale [11, 12, 43] . Therefore we will consider this slope. The slope of the simple regret is then defined as
where the limit holds almost surely, since SR n is a random variable. For example, the gradient method proposed in [11] (approximating the gradient by finite differences) reaches a simple regret slope arbitrarily close to −1 on sufficiently smooth problems, for an additive centered noise, without assuming variance decreasing to zero around the optimum.
Simple regret criterion for portfolio For a portfolio algorithm in the black-box setting, ∀i ∈ {1, . . . , M},x i,n denotes the point -that the solver number i recommends as an approximation of the optimum; -after this solver has spent n evaluations from the budget.
Similarly, the simple regret given by (3) corresponding to solver number i after n evaluations (i.e., after solver number i has spent n evaluations), is denoted by SR i,n . For n ∈ N * , i * n denotes the solver chosen by the selection algorithm when there are at most n evaluations per solver. 3 Another important concept is the difference between the two kinds of terms in the regret of the portfolio. We distinguish these two kinds of terms in the next two definitions: Definition 1 (Solvers' regret) The solvers' regret with index n, denoted by SR Solvers n , is the minimum simple regret among the solvers after at most n evaluations each, i.e., SR Solvers
Definition 2 (Selection regret) The selection regret with index n, denoted by SR Selection n includes the additional regret due to mistakes in choosing among these M solvers after at most n evaluations each, i.e., SR Selection
Similarly, Δ i,n quantifies the regret for choosing solver i at iteration n.
Definition 3
For any solver i ∈ {1, . . . , M} and any number of evaluations n ∈ N * , we denote by Δ i,n the quantity: Δ i,n = SR i,n − min j ∈{1,...,M} SR j,n .
Finally, we consider a function that will be helpful for defining our portfolio algorithms.
Definition 4 (lag function) A lag function LAG : N * → N * is a non-decreasing function such that for all n ∈ N * , LAG(n) ≤ n.
Portfolio algorithms
In this section, we present two AS methods. A first version, in Section 2.3.1, shares the computational budget uniformly; a second version has an unfair sharing of computation budget, in Section 2.3.2.
Simple case: uniform portfolio NOPA
We present in Algorithm 1 a simple noisy optimization portfolio algorithm (NOPA) which does not apply any sharing and distributes the computational budget equally over the noisy optimization solvers. if m ≥ r n then 7:
Algorithm selection 8: n ← n + 1 9: else 10: for i ∈ {1, . . . , M} do 11: Apply one evaluation for Solver i 12:
end for 13: m ← m + 1 14: end if 15: x * =x i * ,m Update recommendation 16: 
end while
In this NOPA algorithm, we compare, at iteration r n , recommendations chosen at iteration LAG(r n ), and this comparison is based on s n resamplings, where n is the number of algorithm selection steps. We have designed the algorithm as follows:
-A stable choice of solver: The selection algorithm follows the recommendation of the same solver i * at all iterations in {r n , . . . , r n+1 − 1}. This choice is based on comparisons between old recommendations (through the lag function LAG). -The chosen solver updates are taken into account. For iteration indices m < p in {r n , . . . , r n+1 − 1}, the portfolio chooses the same solver i * , but does not necessarily recommends the same point because possibly the solver changes its recommendation, i.e., possiblyx i * ,m =x i * ,p .
Effect of the lag Due to the LAG(.) function, we compare thex i,LAG(r n ) (for i ∈ {1, . . . , M}), and not thex i,r n . This is the key point of this algorithm. Comparing thẽ x i,LAG(r n ) is much cheaper than comparing thex i,r n , because the fitness values are not yet that good at iteration LAG(r n ), so they can be compared faster -i.e., with less evaluations -than recommendations at iteration r n . We will make this more formal in Section 2.4, and see under which assumptions this lag has more pros than cons, namely when algorithms have somehow sustained rates. In addition, with lag, we can define INOPA, which saves up significant parts of the computation time. The first step for formalizing this is to understand the two different kinds of evaluations in portfolio algorithms for noisy optimization. Contrarily to noise-free settings, comparing recommendations requires a dedicated budget, which is far from negligible. It follows that there are two kinds of evaluations: -Portfolio budget (Algorithm 1, Lines 10-12): this corresponds to the M evaluations per iteration, dedicated to running the M solvers (one evaluation per solver and per iteration). -Comparison budget (Algorithm 1, Line 7): this corresponds to the s n evaluations per solver at the n th algorithm selection. This is a key difference with deterministic optimization. In deterministic optimization, this budget is zero as the exact fitness value is readily available.
We have M · r n evaluations in the portfolio budget for the first r n iterations. We will see below (Section 2.4) conditions under which the other costs (i.e. comparison costs) can be made negligible, whilst preserving the same regret as the best of the M solvers.
INOPA: improved NOPA, with unequal budget
Algorithm 2 proposes a variant of NOPA, which distributes the budget in an unfair manner. The solvers with good performance receive a greater budget. The algorithm is designed so that it mimics the behavior of NOPA, but without spending the evaluations which are useless for the moment, given the lag i.e. we use the fact that evaluations prior to the lagged index are useless except for the selected algorithm. NOPA's iteration number 3: i * ← null Index of recommended solver 4: x * ← null Recommendation 5: while budget is not exhausted do 6: if m ≥ LAG(r n ) or i * = null then 7:
Algorithm selection 8: m ← r n 9:
while m < r n+1 do 10: Apply one evaluation to solver i *
11:
m ← m + 1 12:
x * =x i * ,m Update recommendation 13: end while 14: n ← n + 1 15: else 16: for i ∈ {1, . . . , M}\i * do 17: Apply LAG(r n ) − LAG(r n−1 ) evaluations for Solver i 18: end for 19: m ← m + 1 20: end if 21: end while
Theoretical analysis
We here show -a bound on the performance of NOPA (Section 2.4.2); -a bound on the performance of INOPA (Section 2.4.3); -that the lag term is necessary (Section 2.4.4).
Preliminary
We define 2 extra properties which are central in the proof.
Informally speaking, if P (i) as (( n ) n∈N * ) is true, then almost surely for a large enough number of evaluations, the difference between the simple regret of solver i ∈ {1, . . . , M} and the optimal simple regret is either always at most 2 n or always larger -there is no solver infinitely often alternatively at the top level and very weak. Definition 6 (P as (( n ) n∈N * )) For some positive sequence ( n ) n∈N * , we define P as (( n ) n∈N * ) as follows:
Remark 1 In Definitions 5 and 6, we might choose slightly less restrictive definitions, for which the inequalities only hold for integers n such that ∃i, LAG(r i ) = n or r i = n.
Definitions above can be applied in a very general setting. The simple regret of some noisy optimization solvers, for instance Fabian's algorithm, is almost surely SR n ≤ (1 + o(1)) C n α after n ∈ N * evaluations (C is a constant), for some constant α > 0 arbitrarily close to 1. This result is proved in [11] , with optimality proved in [12] . For RSAES, introduced below, the proof is given in [1] . For noisy variants of Newton's algorithm, one can refer to [2] [3] [4] .
We prove the following proposition for such a case; it will be convenient for illustrating "abstract" general results to standard noisy optimization frameworks. Proposition 1 Assume that each solver i ∈ {1, . . . , M} has almost surely simple regret (1 + o(1)) C i n α i after n ∈ N * evaluations. We define C, α * , C * :
We also define the set of optimal solvers:
With these notations, if almost surely, ∀i ∈ {1, . . . , M}, the simple regret for solver i after
is true with n defined as follows:
Informally speaking, this means that if the solver i 0 is close, in terms of simple regret, to an optimal solver (i.e., a solver matching α * and C * in (6) and (7)), then it also has an optimal slope (α i 0 = α * ) and an optimal constant (C i 0 = C * ).
Proof For any solver i ∈ {1, . . . , M} and any solver i * ∈ SubSetOptim,
By (10) and (11),
-If i ∈ SetOptim, i.e., α i < α * , the first term in (12) tends to ∞, which leads to
So for all i ∈ SetOptim, ∃n 0 ∈ N * s.t. ∀n ≥ n 0 , i,n = SR i,n − min j ∈{1,...,M} SR j,n > 2 n and, therefore, P
and therefore
So for all i ∈ {1, . . . , M}, P
holds. Moreover, it shows that ∃n 0 ∈ N * , ∀n ≥ n 0 , SR Solvers n = min j ∈{1,...,M} SR j,n = SR j * ,n where j * ∈ SubSetOptim.
The log(M)-shift for NOPA
We can now enunciate the first main theorem, stating that there is, with fair sharing of the budget as in NOPA, a log(M)-shift, i.e., on a log-log scale (x-axis equal to the number of evaluations and y-axis equal to the log of the simple regret), the regret of the portfolio is just shifted by log(M) on the x-axis.
Theorem 1 (Regret of NOPA: the log(M) shift) Let (r n ) n∈N * and (s n ) n∈N * be two nondecreasing integer sequences. Assume that:
Then, there exists n 0 such that: (14) after e n = r n · M · 1 + n i=1 s i r n evaluations.
Remark 2 Please notice that (13) holds with a given probability whereas (14) holds almost surely. The almost sure convergence in the assumption is proved for some noisy optimization algorithms [11] .
Proof First, the total number of evaluations, up to the construction ofx i * rn ,r n at iteration r n , is e n = M r n + n i=1 s i ; at this point, each solver has spent r n evaluations.
Step 1: Proof of (13). By Chebyshev's inequality, for a given i ∈ {1, . . . , M},
By union bound,
With notation i * = i * r n = arg min i∈{1,...,M}Ê s n f (x i,LAG(r n ) ) , it follows that, with probability
Using P as (( n ) n∈N * ), (15) yields Δ i * ,r n < 2 r n for LAG(r n ) large enough, which is the expected result.
Step 2: Proof of (14) . We denote by E n the event "Δ i * ,r n ≥ 2 r n " (equivalent to SR Selection r n ≥ SR Solver r n +2 r n ). By (13) , there exists n 0 ∈ N * such that, ∀n ≥ n 0 ,
According to Borel-Cantelli lemma, almost surely, for n large enough, SR Selection r n < SR Solver r n + 2 r n and the number of evaluations is still e n = r n · M · 1 + n i=1 s i r n .
We now use Proposition 1 to apply Theorem 1 on a classical case with almost sure convergence.
Application 1 (log(M) shift) Assume that for any solver i ∈ {1, . . . , M}, the simple regret after n ∈ N * evaluations is SR i,n = (1 + o(1)) C i n α i . We define n = C n α * (where C and α * are defined as in (5) and (6)). Assume that ∀x ∈ D, V ar f (x) ≤ 1 and that (s n ), (LAG(n)) and (r n ) satisfy: 
SR Selection r n
corresponds to the simple regret at iteration r n of the portfolio, which corresponds to e n = r n · M · 1 + n i=1 s i r n evaluations in the portfolio -hence the comment "after e n function evaluations".
Proof By Property 1 and Theorem 1, i) holds.
By (15) , and Property 1, SR Selection r n = SR i,r n , with i ∈ SubSetOptim and ii) follows. We obtain:
By the definition of SubSetOptim (9):
Hence iii) holds.
Example 1
The following parametrization matches the conditions in Application 1.
r n = n 3+r+r ; LAG(n) = log(n) ; s n = n 1+r , r > 0andr ≥ 1, n ∈ N * .
The log(M )-shift for INOPA
We now show that INOPA, which distributes the budget in an unfair manner, can have an improvement over NOPA. Instead of a factor M (number of solvers in the portfolio), we get a factor M , number of approximately optimal solvers. This is formalized in the following theorem:
Theorem 2 (log(M ) shift) Let (r n ) n∈N * and (s n ) n∈N * two non-decreasing integer sequences. Assume that:
-for some positive sequence ( n ) n∈N * , P as (( n ) n∈N * ) (Definition 6) holds.
We define S = {i|∃n 0 ∈ N * , ∀n ≥ n 0 , Δ i,n < 2 n } and M denotes the cardinality of the set S, i.e., M = |S|. Then, there exists n 0 such that: Then, if (s n ), (LAG(n)), (r n ) and ( n ) satisfy ∞ j =1 1 s j 2 LAG(r j ) < ∞, LAG(n) = o(n) and n j =1 s j = o(r n ), then, almost surely, there exists n 0 such that: ∀n ≥ n 0 , SR Selection r n < SR Solver r n + 2 r n (17) after e n = r n · M · (1 + o(1) ) evaluations.
Proof For a given number of comparisons n, the INOPA algorithm makes the same comparisons and recommends the same value as the NOPA algorithm. Therefore all the results in Theorem 1 still hold, hence (16) and (17) hold -but we have to prove the number e n of evaluations.
As the algorithm chooses a solver which is not in S a finite number of times, there exists n 1 such that, for all n ≥ n 1 , the portfolio chooses a solver in S at the n th comparison. We consider n 0 ≥ n 1 such that LAG(n 0 ) ≥ r n 1 . For n ≥ n 0 the new number of evaluations after n comparisons is: o (1) ) .
Using Proposition 1, we apply Theorem 2 above to the case of linearly convergent optimization solvers (linear in a log-log scale, with x-axis logarithmic of the number of evaluations and y-axis logarithmic of the simple regret). Application 2 (log(M )shift) Assume that ∀x ∈ D, V ar f (x) ≤ 1 and for any solver i ∈ {1, . . . , M}, the simple regret after n ∈ N * evaluations is SR i,n = (1 + o(1)) C i n α i . We define n = C n α * with C and α * defined as in (5) and (6) . If (s n ) n∈N * , LAG(n) n∈N * , (r n ) n∈N * and ( n ) n∈N * are chosen such that ∞ j =1 As usual, SR Selection r n corresponds to the simple regret at iteration r n of the portfolio, which corresponds to e n = r n · M · (1 + o(1)) evaluations in the portfolio -hence the comment "after e n function evaluations".
Proof See proof of Application 1. 
The lag is necessary
In this section, we show that, if there is no lag (i.e., ∀n, LAG(n) = n) whenever there are only two solvers, and whenever these solvers have different slopes, the portfolio algorithm might not have a satisfactory behavior, in the sense that, in the example below, it will select infinitely often the worst solver -unless s n is so large that the comparison budget is not small compared to the portfolio budget. 
with β ≤ 2 − 4e.
Then, almost surely, the portfolio will select the wrong solver infinitely often.
Proof Let us assume the scenario above. Let us show that infinitely often, the portfolio will choose the wrong solver. Consider Y 1,n and Y 2,n defined by
where -The w (i, ) are independent Gaussian random variables,
, -x i,r n is the search point recommended by solver i after r n evaluations, i.e., Y i,n is the average of s n evaluations of the noisy fitness function atx i,r n .
We denote for all n ∈ N * ,
δ n is a random variable, because the expectation operator operates on ω; the random dependency in (x 1,r n ,x 2,r n ) remains. v 1,n = V ar Y 1,n and v 2,n = V ar Y 2,n . Definition 7 (MR n ) Let MR n (misranking at iteration n) be the event "the portfolio chooses the wrong solver at decision step n ∈ N * ".
Remark 3 From the definitions of solvers 1 and 2, solver 1 is the best in terms of simple regret. As a result, if n is big enough, a.s., we get SR 1,r n < SR 2,r n , i.e.,
r n , ω)] + Z 1 , i.e., δ n < Z 1 − Z 2 , the portfolio chooses solver 2 whereas solver 1 is the best: a.s. MR r n occurs.
Step 1: constructing independent events related to wrong solver choices. Let us define δ n = 2(C 2 /r 1−2e n − C 1 /r 1−e n ). We have
Almost surely, δ n = (1 + o(1)) C 2
, for n sufficiently large, δ n < δ n .
τ n denotes the event: "Z 1 − Z 2 > δ n ". So, almost surely, for n sufficiently large, the event MR n includes the event τ n , i.e. almost surely, for n sufficiently large, τ n ⊂ MR n .
(20)
Step 2: Almost surely, τ n occurs infinitely often. The τ n are independent, so we apply the converse of Borel-Cantelli lemma. First, compute the probability of τ n ; P (τ n ) = P v 1,n + v 2,n N > δ n ,
By definition of v 1,n and v 2,n , ∃C > 0, s.t.
By (19) , ∃C > 0 s.t. We get P (τ n ) = Ω(1), as the τ n are independent, Borel-Cantelli's lemma (converse) implies that almost surely, τ n occurs infinitely often.
Step 3: Concluding.
Step 2 has shown that almost surely, τ n occurs infinitely often. Equation (20) implies that this is also true for MR n .
Therefore, infinitely often, the wrong solver is selected.
Experimental results
This section is organized as follows. Section 3.1 introduces another version of algorithms, more adapted to some particular implementations of solvers. Section 3.2 describes the different solvers contained in the portfolios and some experimental results. Section 3.3 describes the similar solvers contained in the portfolios and some experimental results. In all tables, CT refers to the computation time and NL refers to "no lag". s as a unit refers to seconds.
Real world constraints & introducing sharing
The real world introduces constraints. Most solvers do not allow you to run one single fitness evaluation at a time, so that it becomes difficult to have exactly the same number of fitness evaluations per solver. We will here adapt Algorithm 1 for such a case; an additional change is the possible use of "Sharing" options (i.e., sharing information between the different solvers). The proposed algorithm is detailed in Algorithm 3. 
Algorithm 3 Adapted version of NOPA in real world constraints.

Require: noisy optimization solvers
Algorithm selection 8: x * =x i * ,R i * Update recommendation 9: if sharing then 10: All solvers receive x * as next iterate 11: end if 12: n ← n + 1 13: else 14: for i ∈ {1, . . . , M} do 15: while R i < r n do 16: Apply one iteration for Solver i , increase R i by the number of evals. spent 17: end while 18: end for 19: end if 20: end while 21: x * =x i * ,R i * Update recommendation This is an adapted version of NOPA for coarse grain, i.e., in case the solvers can not be restricted to doing one fitness evaluation at a time. The adaptation of INOPA is straightforward. We now present experiments with this adapted algorithm.
Experiments with different solvers in the portfolio
In this paper, unless specified otherwise, a portfolio with lag means that ∀n ∈ N * , LAG(n) < n. For the portfolio without lag, at the n th algorithm selection, we comparex i,r n instead ofx i,LAG(r n ) . This means that we choose the identity as a lag function LAG, i.e., ∀n ∈ N * , LAG(n) = n.
For our experiments below, we use four noisy optimization solvers and portfolios of these solvers with and without information sharing: -Solver 1: A self-adaptive (μ, λ) evolution strategy with resampling as explained in Algorithm 4, with parametrization λ = 10d, μ = 5d, K = 10, ζ = 2 (in dimension d). This solver will be termed RSAES (resampling self-adaptive evolution strategy). Roughly speaking, Fabian's algorithm is aimed at dealing with z = 0 [11] . RSAES is designed for multimodal and/or parallel optimization; it is also competitive in the unimodal setting when z > 0 [3, 5] . Newton's solver is excellent when there is very little noise [3] . Consistently with (4), we evaluate the slope of the linear convergence in log-log scale by the logarithm of the average simple regret divided by the logarithm of the number of evaluations.
Experiments in unimodal case
The experiments presented in this section have been performed on
with N a Gaussian standard noise. z = 2 is the so-called multiplicative noise case, z = 0 is the additive noise case, z = 1 is intermediate. The results in dimension 2 and dimension 15 are shown in Tables 1 and 2 . We see on these experiments that:
-For z = 2 the noise-handling version of Newton's algorithm, Newton, performs best among the individual solvers. (4) . We see that the portfolio successfully keeps the best of each world (INOPA has nearly the same slope as the best of the solvers). Results are averaged over 50 runs. "s" as a unit refers to "seconds". Optimal means the optimum is reached for at least one run; the number of times the optimum was reached (over the 50 runs) is given between parentheses. The standard deviation is shown after ±. Table 2 presents the same results in dimension 15. "NL" refers to "no lag" cases, i.e., ∀n ∈ N * , LAG(n) = n (4) . We see that the portfolio successfully keeps the best of each world (INOPA has nearly the same slope as the best). Results are averaged over 50 runs. "s" as a unit refers to "seconds". Optimal means the optimum is reached for at least one run; the number of times the optimum was reached (over the 50 runs) is given between parentheses. The standard deviation is shown after ±. "NL" refers to "no lag" cases, i.e., ∀n ∈ N * , LAG(n) = n. Newton .002 ± 0 .002 ± 0 .002 ± 0 .002 ± 0 .002 ± 0 This test case is multimodal. These results are averaged over 50 runs. "s" as a unit refers to "seconds". The standard deviation is shown after ± and shows the statistical significance of the results. Values close to 0 correspond to cases with no convergence to the optimum, i.e., a slope zero means that the log-log curve is horizontal. The test case is the one from [44, 45] . Consistently with these references, the optimal fitness is zero Incidentally, the poor behavior of RSAES on such a smooth case is not a surprise. Other experiments in Section 3.2.2 show that in multimodal cases, RSAES is by far the most efficient solver among solvers above.
Experiments in a multimodal setting
Experiments have been performed on a Cartpole control problem with neural network controller. The controller is a feed-forward neural network with one hidden layer of neurons. We use the same solvers as in Section 3.2.1. The results are shown in Table 3 .
We see on these experiments that:
-RSAES is the most efficient individual solver.
-The portfolio algorithm successfully reaches almost the same slope as the best of its solvers. -Sometimes, the portfolio outperforms the best of its solvers.
-Results clearly show the superiority of INOPA over NOPA.
The lag: experiments with different variants of Fabian's algorithm
In this section, we check if the version with lag disabled (i.e., ∀n ∈ N * , LAG(n) = n) can compete with the version with lag enabled (i.e., ∀n ∈ N * , LAG(n) < n). In previous experiments this was the case, we here focus on a case in which solvers are close to each others and check if in such a case the lag is beneficial.
Fabian's algorithm [11] is a gradient descent algorithm using finite differences for approximating gradients. a n is the step in updates, i.e., the current estimate is updated by adding − a n ∇f where ∇f is the approximate gradient. ∇f is approximated by averaging multiple redundant estimates, each of them by finite differences of size Θ(c/n γ ). Therefore, Fabian's algorithm has 3 parameters, termed a, c and γ . In the case of approximately quadratic functions with additive noise, Fabian's algorithm can obtain a good s(SR) with Results are mean of 1000 runs. Solvers are various parametrizations of Fabian's algorithm (see text). "s" as a unit refers to "seconds". The standard deviation is shown after ± and shows the statistical significance of the results. We use smaller time settings -this is because here the objective function has a negligible computation time small γ > 0. However, a and c have an important non-asymptotic effect and the tuning of these a and c parameters is challenging. A portfolio of variants of Fabian's algorithm can help to overcome the tedious parameter tuning.
For these experiments, we consider the same noisy function as in Section 3.2.1. We use 5 noisy optimization solvers which are variants of Fabian's algorithm, as detailed in Algorithm 5, and portfolio of these solvers with and without lag: Experiments have been performed in dimension 2 and dimension 15. These 5 variants of Fabian's algorithm have asymptotically similar performance. Table 4 compares the portfolio above without lag, NOPA and INOPA. We see on these experiments that:
-The lag is usually beneficial, though this is not always the case.
-Again, INOPA clearly outperforms NOPA.
Discussion of experimental results
In short, experiments -validate the use of portfolio (almost as good as the best solver, and sometimes better thanks to its inherent mitigation of "bad luck runs"); we incidentally provide, with INOPA applied to several independent copies of a same solver, a principled tool for restarts for noisy optimization;
-validate the improvement provided by unfair budget, as shown by the consistent improvement of INOPA vs NOPA (when no sharing is applied, i.e. in the context in which our mathematical results are proved) -more precisely, we get either very similar results (in Table 3 and for z = 0 or z = 2 in Table 1 , INOPA and NOPA have essentially the same behavior), or a consistent improvement of INOPA vs NOPA (z = 1 in Table 1 , 2, and 4); -are less conclusive in terms of comparison "with lag / without lag", though on average lag is seemingly beneficial.
Conclusion
We have seen that noisy optimization provides a very natural framework for portfolio methods. Different noisy optimization algorithms have extremely different convergence rates (different slopes) on different test cases, depending on the noise level, on the multimodalities, on the dimension (see e.g. Tables 1 and 4 , where depending on z the best solver is a variant of Fabian or Newton's algorithm; and Table 3 , where RSAES is the best); see also [46] for experiments on additional multimodal test cases. We proposed two versions of such portfolios, NOPA and INOPA, the latter using an unfair distribution of the budget. Both have theoretically the same slope as the best of their solvers, with better constants for INOPA (in particular, no shift, if SubSetOptim (see (8)) has cardinal 1). We show mathematically a log(M) shift when using M solvers, when working on a classical log-log scale (classical in noisy optimization); see Section 2.4.2. Contrarily to noise-free optimization (where a log(M) shift would be a trivial result), such a shift is not so easily obtained in noisy optimization. Importantly, it is necessary (Section 2.4.4), for getting the log(M) shift, that:
-the AS algorithm compares old recommendations (and selects a solver from this point of view); -the portfolio recommends the current recommendation of this selected solver.
Additionally, we improve the bound to a log(M ) shift, where M is the number of optimal solvers, using an unfair distribution of the computational budget (Section 2.4.3). In particular, the shift is negligible when the optimal solver is unique.
A careful choice of portfolio parameters (function LAG(·), specifying the lag; r n , specifying the intervals r n+1 − r n between two comparisons of solvers; s n , specifying the number of resamplings of recommendations for selecting the best) leads to such properties; we provide principled tools for choosing these parameters. Sufficient conditions are given in Theorem 1, with examples thereafter.
Experiments show (i) the efficiency of portfolios for noisy optimization, as solvers have very different performances for different test cases and NOPA has performance close to the best or even better when the random initialization has a big impact; (ii) the clear and stable improvement provided by INOPA, thanks to an unfair budget distribution; (iii) that the lag is usually beneficial, though this is not always the case. Importantly, without lag, INOPA could not be defined.
In noisy frameworks, we point out that portfolios might make sense even when optimizers are not orthogonal. Even with identical solvers, or closely related optimizers, the portfolio can mitigate the effect of unlucky random contributions. This is somehow Algorithm 6 An adaptation of Newton's algorithm for noisy objective functions, with gradient and Hessian approximated by finite differences and reevaluations. The recommendations are the x n 's. e i is the i th vector of the standard orthonormal basis of R d .
Require: dimension d ∈ N * Require: A > 0, B > 0, α > 0, β > 0 Require: an initial x 1 ∈ R d 1: n ← 1 2:x ← x 1 recommendation 3:ĥ ← identity matrix 4: while (true) do 5: Compute σ n = A/n α step-size 6: for i = 1 to d do 7: Evaluate g i by finite differences at x n + σ n e i and x n − σ n e i , averaging each evaluation over Bn β resamplings. 8: end for 9: for i = 1 to d do 10: Evaluateĥ i,i by finite differences at x n + σ n e i , x n and x n − σ n e i , averaging each evaluation over Bn β resamplings 11: for j = 1 to d, j = i do 12: Evaluateĥ i,j by finite differences thanks to evaluations at each of x n ± σ n e i ± σ n e j , averaging over Bn β /10 resamplings 13: end for 14: end for 15: δ ← solution ofĥδ = −g possible next search point 16: if ||δ|| > 1 2 σ n then 17: δ = 1 2 σ n δ ||δ|| trust region style 18: end if 19: Apply x n+1 = x n + δ 20:x ← x n+1 update recommendation 21: n ← n + 1 22: end while Notation for AS algorithms: i * = index of the solver chosen by the AS algorithm.
x i,n = recommendation given by the solver i after the n th evaluation. 
