The MAOR method as a generalization of the well-known MSOR method was introduced by Hadjidimos et al. (Appl. 
Introduction
be a system of linear equations with the n × n nonsingular matrix A of the following form:
where D 1 and D 2 are square nonsingular diagonal matrices. For solving system (1) Young [4] proposed the modiÿed SOR (MSOR) method, which was investigated by many authors (for detailed comments see [2, 4] ).
In [1] a generalization of the MSOR method, called MAOR method, was proposed. In [2] for matrix A having the form (2) and strictly diagonally dominance property, among others, some su cient conditions for the convergence of the MAOR method were given. Here we shall improve this result. Deÿnition 1. Matrix A ∈ C n;n is a strictly diagonally dominant (SDD) matrix if
|a ij |; i= 1; : : : ; n:
MAOR method
Let A be two-cyclic matrix of the form (2) and let
be the standard splitting of A into diagonal (D), strictly lower (C L ) and strictly upper (C U ) triangular matrices, respectively. D is suppose to be nonsingular. Obviously,
Let us denote
The modiÿed AOR (MAOR) method is deÿned as follows:
where
; ∈ R and I 1 ; I 2 are the identity matrices of the same dimensions as D 1 ; D 2 , respectively. When the parameter equals ! 2 the MAOR method reduces to the MSOR method.
Convergence properties
It is well known that MAOR method will converge for any start vector if and only if (L !1;!2; )¡1. The following Lemma gives us an upper bound for L !1; !2; ∞ .
Let n 1 and n 2 be the dimensions of the diagonal matrices D 1 and D 2 , respectively and N 1 = {1; 2; : : : ; n 1 }; N 2 = {n 1 + 1; n 1 + 2; : : : ; n}:
For all i = 1; 2; : : : ; n we shall denote
We also denote ' = max i∈N2 l i and u = max
Lemma 2.
Proof. There exists an n-dimensional vector y such that y ∞ = 1 and
Let us denote L !1; !2; y = z: Obviously,
Here we use the notation (A) ij for the ijth element of the matrix A. From the equality (4) it follows that
and
From the second equality (5) for all j ∈ N 2 we have
Finally,
and the lemma is proved.
This Lemma allows us to obtain the convergence area for MAOR method when the matrix of our system is strictly diagonally dominant.
SDD matrices
From now on we shall use the following notations: for x ∈ R; x¿0;
Theorem 3. Let A be an SDD matrix. Let ' and u are as deÿned above and
Then the MAOR iterative method is a convergent one if the parameters ! 1 ; ! 2 and are chosen in the following way:
Proof. Since A is an SDD matrix, it follows that '¡1 and u¡1. Under this assumption it is easy to prove that for all above choices of ! 1 , ! 2 and the inequalities
hold. Now, the convergence follows from Lemma 2.
Comments and remarks. We shall continue to use the notations ' and u which correspond to 2 and 1 from [2] , respectively.
Let us compare our result with the Theorem 3.6 from [2] . The convergence area for parameters ! 1 ; ! 2 and in Theorem 3.6 from [2] is
If (8) is satisÿed, then we have
Since
we conclude that for such a choice of parameters (6) is satisÿed.
In the second case, if (9) is satisÿed, similarly we conclude that
Since 0¡! 2 ¡t 2 and
we have again that (6) is satisÿed. Hence, the convergence area from our Theorem 3 is always wider than the corresponding one in Theorem 3.6 from [2] . In the case of MSOR method, when = ! 2 our Theorem 3 states that the MSOR method will converge if 0¡! 1 ¡t 1 ; 0¡! 2 ¡t 2 or 1 + '−(2=! 2 ) '(1−u) ¡! 1 ¡ (2=! 2 )−1 + ' '(1 + u) ; t 2 6! 2 ¡t 3 ;
which is obviously wider than the corresponding one in Theorem 3.6 from [2] .
