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1. Introduction
Let M be a k-dimensional smooth submanifold of RN with 0 < k < N . In this paper we
consider functionals of the type:
F(v)=
∫
RN
W
(∇v(x))dµ(x),(1.1)
where v :RN →Rm, W :RmN → [0,∞[ is a continuous function not necessarily convex and µ
is the k-dimensional Hausdorff measure restricted to a suitable piece of M .
We are interested in establishing an integral representation for a relaxed functional associated
with F. Our motivation comes from nonlinear elasticity theory. In fact, when N = m = 3 and
k = 2 (resp. k = 1), (1.1) can be interpreted as the stored energy of an elastic material with
“very small” thickness (resp. section), v being a deformation or displacement field. Generally
speaking, to find the equilibrium configuration of the material amounts to minimizing F under
some constraints. When this variational problem does not have optimal solutions, a classical
strategy in calculus of variations consists in the introduction of a more regular relaxed functional
(see [7,9]). We observe that there is no standard way of doing this in the case of functionals like
(1.1).
In this work, we present an approach to the variational relaxation of (1.1) and we give an
integral representation theorem for the corresponding relaxed functional. This procedure may
be useful to formulate models in nonlinear elasticity for low dimensional structures. Another
approach using Γ -convergence (or epiconvergence) is described in [1,13,14].
The plan of this paper is as follows. In Section 2 we state the main results. In 2.1 we give
a precise statement of the problem by introducing a functional Fµ and then we state our main
integral representation result in 2.2 (cf. Theorem 2.3). In Section 3 we present a general approach
to the relaxation of functionals, which motivates the introduction of Fµ and its relaxed functional
Fµ. Section 4 is devoted to the proof of Theorem 2.3, which is divided into three parts.
Notations. Let n> 1 be an integer. The Lebesgue measure of a Lebesgue measurable set E
is denoted by Ln(E). The space of real n×m matrices is denoted by Rmn. Let Ω ⊂ Rn be an
open subset, D(Ω;Rm) is the class of all the restrictions to Ω of smooth functions with compact
support in Rn. By Lp(Ω;Rm) (resp. W 1,p(Ω;Rm)) we denote the completion of D(Ω;Rm)
with respect to the norm of Lp (resp. W 1,p). Finally, BV(Ω;Rm) is the vector space of all
the functions of L1(Ω;Rm) whose the distributional derivative is a n×m matrix-valued Borel
measure.
2. Main results
2.1. Statement of the problem
The question of finding a relaxed functional for (1.1) makes sense when a space and a topology
are stated precisely. In the sequel, we present an approach that is valid for any non-negative
bounded measure.
Let F :D(RN ;Rm)→ [0,∞[ be defined by (1.1). In D(RN ;Rm), we define an equivalence
relation as follows: for all v,w ∈ D(RN ;Rm), we said that v is equivalent to w if v = w µ-
almost everywhere, and we denote by Dµ(RN ;Rm) the corresponding quotient space. Note that
when µ is the k-dimensional Hausdorff measure restricted to a suitable S then Dµ(RN ;Rm)=
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{vbS : v ∈D(RN ;Rm)}. We set:
‖u‖p,µ :=
( ∫
RN
∣∣v(x)∣∣p dµ(x)) 1p , p> 1,
where v is any element of the class u. The completion of Dµ(RN ;Rm) with respect to this
norm is then a Banach space, which we denote by Lpµ(RN ;Rm). Let us associate with (1.1) the
functional Fµ :Lpµ(RN ;Rm)→[0,∞] defined by:
Fµ(u) := inf
{
F(v): v ∈D(RN ;Rm), v = u},(2.1)
where v is the equivalence class of v. Observe that (2.1) is the greatest functionalG :Lpµ(RN ;Rm)
→[0,∞]which satisfiesG(u)6 F(v) for every u ∈ Lpµ(RN ;Rm) and for every v ∈D(RN ;Rm)
such that v = u. Moreover, the domain of Fµ is Dµ(RN ;Rm) and it is easy to see that
inf
{
F(v): v ∈D(RN ;Rm)}= inf{Fµ(u): u ∈Lpµ(RN ;Rm)}.
Observe also that if µ is the restriction of the Lebesgue measure to a bounded domainΩ of RN ,
then Dµ(RN ;Rm)=D(Ω;Rm) and Lpµ(RN ;Rm)= Lp(Ω;Rm). We then have
Fµ(u)=

∫
Ω
W
(∇u(x))dx if u ∈D(Ω;Rm),
∞ otherwise.
Note that in this case the research of an integral representation of the lower semi-continuous
(l.s.c.) envelope of Fµ, (i.e. the relaxed functional of F ), has been studied by many authors,
see for example [16,15,2,4,8,10,12,3,11] and the references therein. According to the previous
discussion, we introduce Fµ :Lpµ(RN ;Rm)→[0,∞] defined by:
Fµ(u) := inf
{
lim inf
n→∞ Fµ(un): un ∈Dµ
(
RN ;Rm), un→ u in Lpµ}.(2.2)
We will call Fµ the µ-relaxed functional of F since it is the greatest l.s.c. functional
G :L
p
µ(RN ;Rm)→[0,∞] satisfyingG(u)6 F(v) for every u ∈ Lpµ(RN ;Rm) and for every v ∈
D(RN ;Rm) such that v = u. In conclusion, we require to establishing an integral representation
for (2.2). We refer the reader to [5] for a process which corresponds to the case whenW is convex
and p > 1.
The procedure of passing from (1.1) to (2.2) is called a relaxation. This relaxation is in fact
variational because of the following properties, which follow from a more general result proved
in Section 3 (cf. Proposition 3.1).
PROPOSITION 2.1. – Let µ be a non-negative bounded measure on RN . Then
(i) inf{F(v): v ∈D(RN ;Rm)} = inf{Fµ(u): u ∈ Lpµ(RN ;Rm)},
(ii) if {vn}n>1 ⊂ D(RN ;Rm) is a minimizing sequence for F then every cluster point uˆ ∈
L
p
µ(RN ;Rm) of the sequence {vn}n>1 ⊂Dµ(RN ;Rm) satisfies:
Fµ(uˆ)= inf
{Fµ(u): u ∈Lpµ(RN ;Rm)}.
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2.2. Integral representation and related results
From now on, S is a piece of M with the following property: there exist bounded domains
ω ⊂ Rk , U,V ⊂ RN such that U ∩M = S and V ∩ (Rk × {0}) = ω × {0} and there exists a
diffeomorphismΨ fromU to V such thatΨ ∈D(U ;RN),Φ :=Ψ −1 ∈D(V ;RN) and satisfying
Ψ (S)= ω× {0}. We define φ ∈D(ω;RN) by:
φ(y) :=Φ(y,0), y ∈ ω,
φ is a local vector equation of M . In the particular case when M = Rk × {0} and S = ω × {0},
the assumption on S is satisfied with U = V = ω×] − 1,1[N−k and Ψ = idbU , we then have
φ = idbω . We also define a matrix field B ∈D(ω;RN2) by:
B(y) := ∇Φ(y,0)= (∇φ(y) | ζ(y)),
where ζ(y) := (∂k+1Φ(y,0) · · · ∂NΦ(y,0)). We write (ξ | ξ ′) to denote the element of RmN
corresponding to (ξ, ξ ′) ∈Rmk ×Rm(N−k). It is clear that B(y) admits an inverse matrix B−1(y)
with B−1 ∈D(ω;RN2) and
B−1(y)=∇Ψ (φ(y)).
Note that for the previous particular case, we have B(y)= B−1(y)= I , for every y ∈ ω, where
I is the identity matrix. For the Jacobian J of φ we have J ∈D(ω) and
J (y)= (det(〈∂αφ(y), ∂βφ(y)〉)16α,β6k)1/2,
where 〈·, ·〉 is the scalar product in Rk . Trivially, if φ = idbω then J (y)= 1 for every y ∈ ω.
We return to the question of finding an integral representation for the functional Fµ given by
(2.2). The functional Fµ in (2.1) will play an essential role in our approach. In fact, the idea is to
establish an integral representation for Fµ and to exploit it to represent Fµ. In our case, we have
the following theorem:
THEOREM 2.1. – Assume that W satisfies:
(H1) W is continuous,
(H2) r|ξ |p 6W(ξ)6R(1+ |ξ |p), r,R > 0, p > 1.
Then
Fµ(u)=

∫
ω
W0
(
y,∇(u o φ)(y))J (y)dy if u ∈Dµ(RN ;Rm)
∞ otherwise,
where W0 :ω×Rmk→[0,∞[ is given by:
W0(y, ξ) := inf
{
W
(
(ξ | ξ ′)B−1(y)): ξ ′ ∈Rm(N−k)}.(2.3)
A formula of type (2.3) appeared for the first time in [1] and then in [13,14]. These papers deal
with the study of the asymptotic behaviour, in the sense of Γ -convergence, of a family of integral
functionals depending on a parameter which represents either the thickness or the section of a
three-dimensional bounded domain. In a reflexive general framework, Bouchitté, Buttazzo and
Seppecher in [5] also obtained a similar formula for the density of the relaxed functional relative
to (1.1) when the integrandW is convex.
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Motivated by the previous result, we introduce the linear homeomorphism Aˆ :Dµ(RN ;Rm)→
D(ω;Rm) defined by:
Aˆu := u o φ,
where we continue to write φ to denote the diffeomorphism from ω to S. Note that Aˆ−1w =
w o φ−1 for each w ∈ D(ω;Rm). Of course, there exists an unique linear homeomor-
phism A :Lpµ(RN ;Rm)→ Lp(ω;Rm) satisfying A = Aˆ on Dµ(RN ;Rm) and A−1 = Aˆ−1 on
D(ω;Rm). The following proposition makes clear the link between Fµ o A−1 and Fµ.
PROPOSITION 2.2. – Fµ = cl(Fµ o A−1) o A, where cl denotes the l.s.c. envelope with
respect to the norm of Lp and
(
Fµ o A
−1)(w)=

∫
ω
W0
(
y,∇w(y))J (y)dy if w ∈D(ω;Rm),
∞ otherwise.
The task is now to find an integral representation of the l.s.c. envelope of Fµ o A−1. To this
end, we will use the Acerbi and Fusco Theorem [2, Theorem II.4] in the case p > 1, and the
Fonseca and Müller Theorem [11, Theorem 2.16] for p = 1. To apply these theorems, we will
need to assume further that
(H3) for every bounded open subset E ⊂ Rk with Lk(∂E) = 0, for every (y, ξ, ξ) ∈ ω ×
Rmk ×Rm(N−k) and for every ϕ ∈W 1,∞0 (E;Rm) there exists ξ ′ ∈Rm(N−k) such that
W
(
(ξ | ξ ′)B−1(y))Lk(E)6 ∫
E
W
((
ξ +∇ϕ(z) | ξ)B−1(y))dz.(2.4)
This hypothesis replace the quasiconvexity condition for the case when µ is the restriction
of the Lebesgue measure to a bounded domain of RN . Indeed, this condition is not far from
quasiconvexity:
THEOREM 2.2. – Let assumptions (H1)–(H2) hold.
(a) If W is quasiconvex then W satisfies (H3),
(b) W satisfies (H3) if and only if W0(y, ·) is quasiconvex for each y ∈ ω.
In particular, this theorem asserts that W quasiconvex implies W0(y, ·) quasiconvex for
each y ∈ ω. In 4.2 we will give an example of a nonquasiconvex density W for which the
correspondingW0 is quasiconvex.
We can now formulate our integral representation theorem. Let us first make precise
some notations. For every w ∈ BV(ω;Rm), we consider the Lebesgue decomposition Dw =
Daw + Dsw, where Daw (resp. Dsw) is the absolutely continuous (resp. singular) part of the
measure Dw with respect to the Lebesgue measure. The density of Daw with respect to the
Lebesgue measure will be denoted by ∇w. Moreover we write W∞0 (y,Dsw)J (y) to denote
W∞0 (y,
Dsw|Dsw| )J (y)|Dsw|.
THEOREM 2.3. – Let assumptions (H1)–(H3) hold.
Case p > 1. Then
Fµ(u)=

∫
ω
W0
(
y,∇Au)J (y)dy if u ∈A−1(W 1,p(ω;Rm)),
∞ otherwise.
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Case p = 1. Assume furthermore that W0 satisfies the following properties:
(H4) For every compact K b ω there exists a continuous function η with η(0)= 0 such that∣∣W0(y, ξ)−W0(y ′, ξ)∣∣6 η(|y − y ′|)(1+ |ξ |),
for every (y, ξ), (y ′, ξ) ∈ K × Rmk . In addition, for every y0 ∈ ω and for every δ > 0
there exists ε > 0 such that if |y − y0|< ε, then
W0(y, ξ)−W0(y0, ξ)>−δ
(
1+ |ξ |),
for every ξ ∈Rmk .
(H5) |W∞0 (y, ξ)−W0(y, ξ)|6 C(1+ |ξ |1−l), C > 0, 0< l < 1.
Then
Fµ(u)=

∫
ω
W0(y,∇Au)J (y)dy+
∫
ω
W∞0 (y,DsAu)J (y) if u ∈A−1
(
BV
(
ω;Rm)),
∞ otherwise,
where W∞0 :ω×Rmk→[0,∞[ is the recession function of W0. It is defined by:
W∞0 (y, ξ) := lim sup
t→∞
W0(y, tξ)
t
,
for every (y, ξ) ∈ ω×Rmk .
3. General approach to relaxation
In this section, we consider a general approach to the variational relaxation of functions defined
on any set. LetD be a set, (X,d) be a metric space andΛ :X⇒D be a set-valued function (with
possible empty values). Given
F :D→[0,∞[
(3.1)
v 7→ F(v),
we denote by FΛ :X→ [0,∞] the greatest function G :X→ [0,∞] which satisfies: G(u) 6
F(v) for every u ∈X and for every v ∈D such that v ∈Λ(u). It is given by
FΛ(u) := inf
{
F(v): v ∈D,v ∈Λ(u)},
for every u ∈X.
In the framework of Section 2, i.e. D = D(RN ;Rm), X = Lpµ(RN ;Rm) and F given by
(1.1), we have Λ(u) = (i o piµ)−1({u}) for each u ∈ Lpµ(RN ;Rm), where i is the canonical
injection from Dµ(RN ;Rm) to Lpµ(RN ;Rm) and piµ :D(RN ;Rm)→ Dµ(RN ;Rm) is defined
by piµ(v) := v, v being the equivalence class of v with respect to the relation to be equal µ-a.e.
Thus, Fµ defined by (2.1) coincides with FΛ.
DEFINITION 3.1. – We call the Λ-relaxed function of F with respect to the metric d , the
function FΛ :X→[0,∞] defined by:
FΛ(u) := inf
{
lim inf
n→∞ FΛ(un): un ∈ domFΛ,un
d→ u
}
.(3.2)
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The function given by (3.2) is the greatest d-l.s.c. functionG :X→[0,∞] satisfying G(u)6
F(v) for every u ∈X and for every v ∈D such that v ∈Λ(u).
We will call a relaxation the procedure of passing from (3.1) to (3.2). Under an appropriate
condition on Λ this procedure is variational in the following sense:
PROPOSITION 3.1. – Suppose that
⋃
u∈XΛ(u)=D. Then
(i) inf{F(v): v ∈D} = inf{FΛ(u): u ∈X},
(ii) if {vn}n>1 ⊂D is a minimizing sequence for F , then every sequence {un}n>1 ⊂ X such
that un ∈ Λ−1(vn) is minimizing for FΛ. Moreover, every cluster point uˆ ∈ X of the
sequence {un}n>1 satisfies:
FΛ(uˆ)= inf
{FΛ(u): u ∈X}.
Proof. – We have FΛ(u) = inf{F(v): v ∈Λ(u)} > inf{F(v): v ∈D} for every u ∈ X, hence
inf{FΛ(u): u ∈X} > inf{F(v): v ∈D}. Moreover, F(v) > inf{FΛ(u): u ∈ X} for each v ∈D,
since to every v ∈D there corresponds some u ∈X such that v ∈Λ(u). Consequently,
inf
{
F(v): v ∈D}= inf{FΛ(u): u ∈X}.
Let {vn}n>1 ⊂ D be a minimizing sequence for F . Consider {un}n>1 ⊂ X such that un ∈
Λ−1(vn). We then have
lim
n→∞F(vn)= inf
{
F(v): v ∈D}= inf{FΛ(u): u ∈X},
and
inf
{
FΛ(u): u ∈X
}
6 FΛ(un)6 F(vn)
for every n> 1. It follows that
lim
n→∞FΛ(un)= inf
{
FΛ(u): u ∈X
}
.
We conclude the proof by remarking that FΛ is the l.s.c. envelope of FΛ with respect to the
metric d . 2
Remark that if Λ(u)= λ−1({u}) for each u ∈X, where λ is a mapping from D to X, then Λ
satisfies the condition of Proposition 3.1. This is the case in Section 2 and then Proposition 2.1
follows.
Consider now a metric space (Y, δ) and a mapping θ :Y → X. In Section 2, we have
Y = Lp(ω;Rm) and θ =A−1. Proposition 2.2 is a consequence of the following result:
THEOREM 3.1. – Let G :X→[0,∞]. Suppose that:
(C1) θ is continuous,
(C2) for all u ∈ X and for all sequence un→ u in (X,d), there exist a sequence {wn}n>1,
with wn ∈ θ−1({un}), and w ∈ θ−1({u}), such that wn δ→w.
Then for every u ∈X,
cld(G)(u)= inf
{
clδ(G o θ)(w): θ(w)= u
}
,(3.3)
where cld (resp. clδ) denotes the l.s.c. envelope with respect to the metric d (resp. δ).
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Proof. – Denote by G the right-hand side of (3.3) and fix u ∈X. Since cld(G) is the Γ -limit
of the constant sequence G with respect to the metric d , it is equivalent to show that
inf
{
lim sup
n→∞
G(un) :un
d→ u
}
6G(u)6 inf
{
lim inf
n→∞ G(un) :un
d→ u
}
.
We first prove the upper bound. For every w ∈ θ−1({u}) there exists a sequence wn δ→ w such
that
lim sup
n→∞
G(θ(wn))6 clδ(G o θ)(w).
As θ is continuous (assumption (C1)), we have θ(wn) d→ u. It follows that
inf
{
lim sup
n→∞
G(un) :un
d→ u
}
6 clδ(G o θ)(w),
for every w ∈ θ−1({u}), and the upper bound follows.
We now consider a sequence un
d→ u. We deduce from (C2) that there exist a sequence
{wn}n>1, with wn ∈ θ−1({un}), and w ∈ θ−1({u}) such that wn δ→w, hence we have:
G(u)6 clδ(G o θ)(w)6 lim inf
n→∞ G
(
θ(wn)
)= lim inf
n→∞ G(un),
and the lower bound follows. 2
4. Proof of the integral representation theorem
4.1. Integral representation of Fµ
Before establishing the integral representation of Fµ, recall that there exist α,β > 0 such that
α
(|ξ |p + |ξ ′|p)6 ∣∣(ξ | ξ ′)∣∣p 6 β(|ξ |p + |ξ ′|p),(4.1)
for every (ξ, ξ ′) ∈ Rmk ×Rm(N−k), where α,β > 0 are constants which depend only on p > 1.
From now on, we fix p > 1. We begin with the following lemmas:
LEMMA 4.1. – There exists γ > 0 such that∣∣ξ B−1(y)∣∣> γ |ξ |,
for every (y, ξ) ∈ ω×RmN .
Proof. – Let us set:
ξ :=
 ξ1...
ξm
 with ξj := (ξj1 · · · ξjN ) for every j ∈ {1, . . . ,m}
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and
B−1 := (β1 · · · βN) with βq :=
 β1q...
βNq
 for every q ∈ {1, . . . ,N}.
Thus,
∣∣ξ B−1(y)∣∣2 = m∑
j=1
N∑
q=1
∣∣〈ξj , βq(y)〉∣∣2,(4.2)
for every (y, ξ) ∈ ω×RN . Set SN−1 := {s ∈RN : |s| = 1} and define f :ω×SN−1→[0,∞[ by
f (y, s) :=
N∑
q=1
∣∣〈s, βq(y)〉∣∣2.
It is clear that f ∈ C(ω × SN−1). Since (βq(y))16q6N is a basis of RN , we deduce that for
all (y, s) ∈ ω × SN−1 there exists q ∈ {1, . . . ,N} such that 〈s, βq(y)〉 6= 0. Hence, it may
be concluded that f (y, s) > 0 for every (y, s) ∈ ω × SN−1. It follows that there exists a
constant c > 0, independent of y and s, such that f (y, s)> c for any (y, s) ∈ ω × RN . Setting
J (ξ) := {j ∈ {1, . . . ,m}: |ξj | 6= 0}, we can rewrite (4.2) as
∣∣ξ B−1(y)∣∣2 = ∑
j∈J (ξ)
|ξj |2f
(
y,
ξj
|ξj |
)
,
hence ∣∣ξ B−1(y)∣∣2 > c ∑
j∈J (ξ)
|ξj |2 = c
m∑
j=1
|ξj |2 = c
m∑
j=1
N∑
q=1
|ξjq |2 = c|ξ |2,
for every (y, ξ) ∈ ω×RmN , and the proof is complete. 2
LEMMA 4.2. – Suppose that W satisfies (H1)–(H2). Then for each (y, ξ) ∈ ω × Rmk there
exists ξ ∈Rm(N−k) such that
W0(y, ξ)=W
(
(ξ | ξ)B−1(y)).
Proof. – Let us fix (y, ξ) ∈ ω × Rmk . Using (H1), the first inequalities (H2) and (4.1) and
Lemma 4.1, we see that the functionW((ξ | ·)B−1(y)) is continuous and coercive, and the lemma
follows. 2
The next lemma is a direct consequence of Lemma 4.1, Lemma 4.2 and inequalities (H2) and
(4.1).
LEMMA 4.3. – Let assumptions (H1)–(H2) hold. Then there exist r0,R0 > 0, constants which
depend only on p, such that
r0|ξ |p 6W0(y, ξ)6R0
(
1+ |ξ |p),
for every (y, ξ) ∈ ω×Rmk .
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Proof of Theorem 2.1. – Recall that in our case
Dµ
(
RN ;Rm)= {vbS : v ∈D(RN ;Rm)}.
Fix u ∈ Lpµ(RN ;Rm). If u 6∈Dµ(RN ;Rm) then {v ∈D(RN ;Rm): vbS = u} = ∅, hence Fµ(u)=
∞. We now suppose that u ∈Dµ(RN ;Rm). By transformation of variables, we have:∫
RN
W
(∇v(x))dµ(x)= ∫
ω
W
(∇v(φ(y)))J (y)dy,
for every v ∈ D(RN ;Rm). Since ∇(v o φ)(y)= ∇v(φ(y))∇φ(y) and B(y) = (∇φ(y) | ζ(y)),
we see that
∇v(φ(y))= (∇(v o φ)(y) | ∇v(φ(y))ζ(y))B−1(y).
Noticing that v o φ = u o φ whenever vbS = u, we deduce that
F(v)=
∫
ω
W
((∇(u o φ)(y) | ∇v(φ(y))ζ(y))B−1(y))J (y)dy,(4.3)
for every v ∈D(RN ;Rm) satisfying vbS = u. Let η ∈D(R) be a function which satisfies η(t)= t
for every t ∈]−1,1[ and λ ∈ D(RN−k) be a cut-off function such that λ(z) = 1 for every
z ∈]−1,1[N−k . Fix v ∈ D(RN ;Rm) such that vbS = u. To every ξ ∈ D(ω;Rm(N−k)) there
corresponds vξ :RN →Rm defined by:
vξ :=wξ o Ψˆ ,
where
wξ(y, z) := λ(z)
(
v o φˆ
)
(y)+
N−k∑
i=1
η(zi)ξˆi (y),
for every (y, z) ∈ Rk × RN−k , and where Ψˆ , φˆ, ξˆ are any extensions of Ψ , φ, ξ such that
ΨˆbU = Ψ , φˆbω = φ and ξˆbω = ξ . Moreover, vξ ∈D(RN ;Rm), vξ bS = u and
∇vξ
(
φ(y)
)=∇wξ(y,0)∇Ψ (φ(y))= (∇(u o φ)(y) | ξ(y))B−1(y),
for each y ∈ ω. It follows that for all ξ ∈ D(ω;Rm(N−k)) there exists vξ ∈ D(RN ;Rm) with
vξ bS = u such that
F(vξ )=
∫
ω
W
((∇(u o φ)(y) | ξ(y))B−1(y))J (y)dy.(4.4)
We conclude from (4.3) and (4.4) that
Fµ(u)= inf
{∫
ω
W
((∇(u o φ)(y) | ξ(y))B−1(y))J (y)dy: ξ ∈D(ω;Rm(N−k))}.
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The next step is now to proceed to exchanging the infimum and the integral. First, it is easily
seen that
W
((∇(u o φ)(y) | ξ(y))B−1(y))J (y)>W0(y,∇(u o φ)(y))J (y),
for every ξ ∈D(ω;Rm(N−k)) and for every y ∈ ω. Consequently
Fµ(u)>
∫
ω
W0
(
y,∇(u o φ)(y))J (y)dy.(4.5)
By Lemma 4.2 and [6, Lemma III.39 and Theorem III.6] we obtain the existence of a measurable
matrix-valued function ξ : ω→Rm(N−k) such that for every y ∈ ω:
W0
(
y,∇(u o φ)(y))=W((∇(u o φ)(y) | ξ(y))B−1(y)).
Using first inequalities (H2) and (4.1), Lemma 4.1 and second inequality of Lemma 4.3,
we deduce that ξ ∈ Lp(ω;Rm(N−k)). By density, we can assert that there exists a sequence
{ξn}n>1 ⊂D(ω;Rm(N−k)) with the following properties:
• ξn→ ξ in Lp(ω;Rm(N−k)),
• ξn(y)→ ξ(y) for Lk-a.e. y ∈ ω.
Moreover, the continuity of W (assumption (H1)), yields
lim
n→∞W
((∇(u o φ)(y) | ξn(y))B−1(y))J (y)=W0(y,∇(u o φ)(y))J (y),
for Lk-a.e. y ∈ ω. If we show that
lim
n→∞
∫
ω
W
((∇(u o φ)(y) | ξn(y))B−1(y))J (y)dy = ∫
ω
W0
(
y,∇(u o φ)(y))J (y)dy,
the reverse inequality of (4.5) will follow. According to the Vitali Theorem, we are reduced to
prove that for all ε > 0 there exist δε > 0 and nε > 1 satisfying: for all E ⊂ ω measurable,
if Lk(E) < δε then
∫
E W((∇(u o φ)(y) | ξn(y))B−1(y))J (y)dy < ε for every n > nε . To this
end, fix ε > 0. Using second inequalities (H2) and (4.1) we obtain:∫
E
W
((∇(u o φ)(y) | ξn(y))B−1(y))J (y)dy
6 c
∫
E
(
1+ ∣∣∇(u o φ)(y)∣∣p + ∣∣ξ(y)∣∣p)dy + c∫
E
∣∣ξn(y)− ξ(y)∣∣p dy,
for every E ⊂ ω measurable and for every n > 1, where c is a non-negative constant which
depends only on p. Choosing δε > 0 and nε > 1 satisfying
c
∫
E
(
1+ ∣∣∇(u o φ)(y)∣∣p + ∣∣ξ(y)∣∣p)dy 6 ε
2
,
whenever E is a measurable subset of ω such that Lk(E)6 δε , and
c
∫
ω
∣∣ξn(y)− ξ(y)∣∣p dy 6 ε2 ,
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for every n > nε , we obtain the desired conclusion, and the proof of Theorem 2.1 is
complete. 2
4.2. Quasiconvexity of W0
Before establishing the proof of Theorem 2.2, recall the following definition:
DEFINITION 4.1. – Let n> 1 be an integer, a function f :Rmn→R is said to be quasiconvex
if
f (ξ)Ln(E)6
∫
E
f
(
ξ +∇ϕ(x))dx,(4.6)
for every bounded open subset E ⊂ Rn with Ln(∂E) = 0, for every ξ ∈ Rmn and for every
ϕ ∈W 1,∞0 (E;Rm).
To prove that a function is quasiconvex, note that it is enough to verify (4.6) for one nonempty
bounded open subset of Rn (see [4, Proposition 2.3]). For a deeper discussion of this notion we
refer the reader to [15,2,4].
The next lemma is an immediate adaptation of [4, Proposition 2.3].
LEMMA 4.4. – Let E ⊂ Rk be a nonempty bounded open subset with Lk(∂E)= 0. Suppose
that for all (y, ξ, ξ) ∈ ω × Rmk × Rm(N−k) and for all ϕ ∈ W 1,∞0 (E;Rm) there exists ξ ′ ∈
Rm(N−k) such that (2.4) holds. Then W satisfies (H3).
LEMMA 4.5. – Let assumptions (H1)–(H2) hold. Let y ∈ ω and suppose that W is
quasiconvex. Then
ξ 7→W(ξ B−1(y))
is continuous, quasiconvex and satisfies
c|ξ |p 6W(ξ B−1(y))6 C(1+ |ξ |p), c,C > 0, p > 1.
Proof. – Continuity and growth conditions of ξ 7→ W(ξ B−1(y)) are easy consequences of
assumptions (H1)–(H2) and Lemma 4.1.
To prove the quasiconvexity, it is sufficient to make the following observation. Given E ⊂RN
a bounded open subset with LN(∂E) = 0 and ξ ∈ RmN , to every ϕ ∈ W 1,∞0 (E;Rm) there
corresponds ϕ o (B−1(y)) ∈W 1,∞0 (B(y)(E);Rm) such that:
W
(
ξ B−1(y)
)
detB(y)LN(E)6
∫
B(y)(E)
W
((
ξ +∇ϕ(B−1(y)x))B−1(y))dx.
We thus obtain
W
(
ξ B−1(y)
)LN(E)6 ∫
E
W
((
ξ +∇ϕ(x))B−1(y))dx,
and the proof is complete. 2
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Proof of Theorem 2.2(a). – Fix (y, ξ, ξ) ∈ ω × Rmk × Rm(N−k) and ϕ ∈W 1,∞0 (]0,1[k;Rm).
By Lemma 4.5 and [2, Theorem II.4], we deduce that the functional defined by
v 7→
∫
]0,1[N
W
(∇v(x)B−1(y))dx,
is sequentially weakly lower semi-continuous on W 1,p(]0,1[N;Rm). Let us consider w ∈
W
1,p
loc (R
N ;Rm) defined by:
w(z, z′) := ξ.z+ ϕ(z)+
N−k∑
i=1
z′i ξ i ,
for every (z, z′) ∈]0,1[k×]0,1[N−k. Clearly, ∇w = (ξ +∇ϕ | ξ) is ]0,1[N -periodic and∫
]0,1[N
∇w(z, z′)dzdz′ = (ξ | ξ).
Using [4, Theorem 3.1], we conclude that
W
(
(ξ | ξ)B−1(y))6 ∫
]0,1[k
W
(
ξ +∇ϕ(z) | ξ)dz,
and the proof of part (a) follows by Lemma 4.4. 2
Proof of Theorem 2.2(b). – We first suppose that W satisfies (H3). Fix (y, ξ) ∈ ω ×Rmk and
ϕ ∈W 1,∞0 (]0,1[k;Rm). By Lemma 4.2 and [6, Lemma III.39 and Theorem III.6], we deduce the
existence of a measurable matrix-valued function ξ : ]0,1[k→Rm(N−k) which satisfies:
W0
(
y, ξ +∇ϕ(z))=W((ξ +∇ϕ(z) | ξ(z))B−1(y)),
for every z ∈]0,1[k. Using the first inequalities (H2) and (4.1), Lemma 4.1 and the second
inequality of Lemma 4.3, we can assert that ξ ∈ Lp(]0,1[k;Rm(N−k)). By density, there exists a
sequence {ξn}n>1 ⊂D(]0,1[k;Rm(N−k)) such that:
• ξn→ ξ in Lp(]0,1[k;Rm(N−k)),
• ξn(z)→ ξ(z) for Lk-a.e. z ∈]0,1[k.
Applying similar arguments as in the proof of Theorem 2.1, we have∫
]0,1[k
W0
(
y, ξ +∇ϕ(z))dz= lim
n→∞
∫
]0,1[k
W
((
ξ +∇ϕ(z) | ξn(z)
)
B−1(y)
)
dz.
For each n > 1, there exist a sequence of partitions {{Pn,l,i}i∈In,l }l>1 of ]0,1[k into pavements
of Rk and a sequence {ξn,l}l>1 with the following properties:
• ξn,l,i := ξn,lbPn,l,i ∈Rm(N−k),
• ξn,l→ ξn in Lp(]0,1[k;Rm(N−k)),
• ξn,l(z)→ ξn(z) for every z ∈]0,1[k.
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As previously, we obtain∫
]0,1[k
W
((
ξ +∇ϕ(z) | ξn(z)
)
B−1(y)
)
dz= lim
l→∞
∫
]0,1[k
W
((
ξ +∇ϕ(z) | ξn,l(z)
)
B−1(y)
)
dz,
for every n > 1. Since W satisfies (H3), then for all n, l > 1 and for all i ∈ In,l there exists
ξ ′n,l,i ∈Rm(N−k) such that
W
((
ξ | ξ ′n,l,i
)
B−1(y)
)Lk(Pn,l,i )6 ∫
Pn,l,i
W
((
ξ +∇ϕ(z) | ξn,l,i
)
B−1(y)
)
dz.
Because of W0(y, ξ)6W((ξ | ξ ′n,l,i)B−1(y)) for all n, l > 1 and for all i ∈ In,l , from the above
we deduce that
W0(y, ξ)Lk(Pn,l,i)6
∫
Pn,l,i
W
((
ξ +∇ϕ(z) | ξn,l,i
)
B−1(y)
)
dz.
Adding these inequalities, it follows immediately that:
W0(y, ξ)6
∫
]0,1[k
W
((
ξ +∇ϕ(z) | ξn,l(z)
)
B−1(y)
)
dz,
for every n, l > 1. Letting l→∞ and n→∞, we conclude that
W0(y, ξ)6
∫
]0,1[k
W0
(
y, ξ +∇ϕ(z))dz,
which is the desired result.
We now prove the reverse implication. Let E ⊂Rk be a nonempty bounded open subset with
Lk(∂E) = 0. Fix (y, ξ, ξ) ∈ ω × Rmk × Rm(N−k) and ϕ ∈ D(E;Rm). Lemma 4.2 shows that
there exists ξ ′ ∈Rm(N−k) such that
W
(
(ξ | ξ ′)B−1(y))=W0(y, ξ).
Moreover, for every z ∈E
W0
(
y, ξ +∇ϕ(z))6W((ξ +∇ϕ(z) | ξ)B−1(y)),
and consequently∫
E
W0
(
y, ξ +∇ϕ(z))dz6 ∫
E
W
((
ξ +∇ϕ(z) | ξ)B−1(y))dz.
Using the quasiconvexity of W0(y, ·), from the above we deduce that:
W
((
ξ | ξ ′)B−1(y))Lk(E)6 ∫
E
W
((
ξ +∇ϕ(z) | ξ)B−1(y))dz.
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This finishes the proof of Theorem 2.2. 2
Remark. – In particular, Theorem 2.2 asserts that W quasiconvex implies W0(y, ·) is quasi-
convex for each y ∈ ω. We now give an example of a nonquasiconvex density W for which the
correspondingW0 is quasiconvex. For this purpose, we suppose that:
• k =N − 1,
• M =RN−1 × {0},
• S = ω× {0},
• Ψ = idbU ,
• φ = idbω .
We then have
B(y)= B−1(y)= I,
and
J (y)= 1,
for each y ∈ ω, I being the identity matrix. Let us considerW :RmN →[0,∞[ defined by:
W(ξ | s) := f (ξ)+ g(s),(4.7)
where we write (ξ | s) to denote the element corresponding to (ξ, s) ∈ Rm(N−1) × Rm and
f :Rm(N−1)→[0,∞[ and g :Rm→[0,∞[ are functions satisfying:
(A1) f and g are continuous,
(A2) f is quasiconvex and g is nonconvex,
(A3) there exist c, c′,C,C′ > 0 such that
c|ξ |p 6 f (ξ)6 C(1+ |ξ |p) and c′|s|p 6 g(s)6 C′(1+ |s|p),
for every ξ ∈Rm(N−1) and for every s ∈Rm.
Note actually that assumptions (A2)–(A3) yield f continuous. Such a functionW satisfies (H1)–
(H2). Moreover, it is clear that
W0(ξ)= f (ξ)+ inf
{
g(s): s ∈Rm},
for each ξ ∈ Rm(N−1) and in consequence W0 is quasiconvex. More precisely, we have the
following proposition:
PROPOSITION 4.1. – Let assumptions (A1)–(A3) hold. Then W given by (4.7) is non-
quasiconvex but the correspondingW0 in (2.3) is quasiconvex.
Proof. – Following [7, Theorem 1.1, p. 102], we only need to show that W is not rank-one
convex, see [7, Definition (i), p. 99]. Since g is nonconvex, there exist s, s′ ∈ Rm and t ∈ [0,1]
such that
g
(
ts + (1− t)s′)> tg(s)+ (1− t)g(s′).
It follows immediately that
W
(
t (0 | s)+ (1− t)(0 | s′))> t(f (0)+ g(s))+ (1− t)(f (0)+ g(s′)),
with rank{(0 | s)− (0 | s′)}6 1, and the proposition follows. 2
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4.3. Integral representation of Fµ
We complete this section by proving Theorem 2.3. We begin with the following lemma:
LEMMA 4.6. – Let assumptions (H1)–(H2) hold. Then W0 is continuous.
Proof. – Fix (y, ξ) ∈ ω×Rmk . Let {(yn, ξn)}n>1 be a sequence such that
(yn, ξn)→ (y, ξ) in ω×Rmk.
Lemma 4.2 shows that for all n> 1 there exists ξ ′n ∈Rm(N−k) such that
W0(yn, ξn)=W
(
(ξn | ξ ′n)B−1(yn)
)
.
Note also that
W0(yn, ξn)6W
(
(ξn | ξ)B−1(yn)
)
,
for every n > 1 and for every ξ ∈ Rm(N−k). Thus, using Lemma 4.1, assumption (H2) and
inequalities (4.1), we deduce that {ξ ′n}n>1 is a bounded sequence. Consequently, there exist a
subsequence {ξ ′ni }i>1 and ξ ′ ∈Rm(N−k) such that
ξ ′ni → ξ ′ in Rm(N−k).
As W is continuous (assumption (H1)), we obtain:
W0(yni , ξni )→W
(
(ξ | ξ ′)B−1(y)),
with
W
(
(ξ | ξ ′)B−1(y))6W((ξ | ξ)B−1(y)),
for every ξ ∈Rm(N−k). It follows immediately that
W
(
(ξ | ξ ′)B−1(y))=W0(y, ξ).
From the above it may be concluded that W0(y, ξ) is the unique cluster point of the sequence
{W0(yn, ξn)}n>1. Moreover, it is bounded, so we have
W0(yn, ξn)→W0(y, ξ),
and the lemma follows. 2
Proof of Theorem 2.3. – According to Theorem 2.1 and Proposition 2.2, we are reduced to find
an integral representation of the l.s.c. envelope of Fµ o A−1 with respect to the norm of Lp .
Let us denote by cl the Lp-l.s.c. envelope. The following result is a special case of the Acerbi
and Fusco Theorem [2, Theorem II.4] in the case p > 1, and the Fonseca and Müller Theorem
[11, Theorem 2.16] for p = 1.
THEOREM. – Let I :Lp(ω;Rm)→[0,∞] be a functional defined by:
I (w) :=

∫
ω
f
(
y,∇w(y))dy if w ∈D(ω;Rm),
∞ otherwise,
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where f :ω×Rmk→[0,∞[ satisfies:
(h1) f is continuous,
(h2) a|ξ |p 6 f (y, ξ)6 b(1+ |ξ |p), a, b > 0, p > 1,
(h3) f (y, ·) is quasiconvex for each y ∈ ω.
Case p > 1. Then
cl(I)(w)=

∫
ω
f
(
y,∇w(y))dy if w ∈W 1,p(ω;Rm),
∞ otherwise.
Case p = 1. Assume furthermore that f satisfies the following properties:
(h4) For every compact K b ω there exists a continuous function η with η(0)= 0 such that∣∣f (y, ξ)− f (y ′, ξ)∣∣6 η(|y − y ′|)(1+ |ξ |),
for every (y, ξ), (y ′, ξ) ∈ K × Rmk . In addition, for every y0 ∈ ω and for every δ > 0
there exists ε > 0 such that if |y − y0|< ε, then
f (y, ξ)− f (y0, ξ)>−δ
(
1+ |ξ |),
for every ξ ∈Rmk .
(h5) |f∞(y, ξ)− f (y, ξ)|6 C(1+ |ξ |1−l ), C > 0, 0< l < 1.
Then
cl(I)(w)=

∫
ω
f
(
y,∇w(y))dy + ∫
ω
f∞(y,Dsw) if w ∈ BV
(
ω;Rm),
∞ otherwise,
where f∞ :ω×Rmk→[0,∞[ is the recession function of f . It is defined by
f∞(y, ξ) := lim sup
t→∞
f (y, tξ)
t
,
for every (y, ξ) ∈ ω×Rmk .
It now suffices to apply the above theorem to the function Wˆ0 :ω×Rmk→[0,∞[ defined by
Wˆ0(y, ξ) :=W0(y, ξ)J (y).
Since J ∈ D(ω) and J > 0, Lemma 4.6 and Lemma 4.3 yield conditions (h1)–(h2). By
Theorem 2.2 we deduce that Wˆ0 is quasiconvex for each y ∈ ω, and the case p > 1 of Theorem
2.3 follows.
For p = 1 it remains to prove that conditions (h4)–(h5) hold. Condition (h5) is an immediate
consequence of assumption (H5). To show condition (h4) it is sufficient to use assumption (H4)
together with the observation that∣∣Wˆ0(y, ξ)− Wˆ0(y ′, ξ)∣∣6 c∣∣W0(y, ξ)−W0(y ′, ξ)∣∣+R0∣∣J (y)− J (y ′)∣∣(1+ |ξ |),
for all y, y ′ ∈ ω and for all ξ ∈ Rmk , c being a non-negative constant, and the proof of Theorem
2.3 is complete. 2
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