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1. Introduction
In this paper we show how a planar dynamical system that is of mathematical interest to us can be used to model certain
ecological relationships involving intratrophic predation. In modelling the dynamics of biological populations in ecosystems
that involve large numbers of species it is seldom feasible to consider individual species [1]. Often aggregates of species
are considered leading to simpliﬁed, but tractable, models. The simplest predator–prey systems involve two variables, rep-
resenting the predator and the prey, and give rise to planar dynamical systems
x˙ = P (x, y), y˙ = Q (x, y). (1)
The dependent variables could be biomass or just the size of the populations and for convenience we always refer to the
independent variable as time. The models describe the interaction of two trophic levels—for instance plants eaten by animals
or one group of animals eaten by another higher up the food chain.
There may be intratrophic predation within one of the populations—members of one trophic group consuming members
of the same group or even cannibalism within a species. Cushing [2] investigated the role of cannibalism using a discrete
age-structured model of the adult and juvenile populations. Age-structured models with the inclusion of a prey in addition
to the juvenile predators result in systems with three variables, see for example [3], as do models which use a separate
variable for the total food resource [4].
It is possible to include intratrophic predation in two variable models without age-structure by representing the food
available as a weighted sum of the prey and predator populations. In [5] Kohlmeier and Ebenhöh extend a cannibalistic
model to cover intratrophic predation, which is applicable where the biological units are not individual species but aggre-
gates of species within which predatory links are signiﬁcant. The differential system they consider is
x˙ = x
(
β − x− αy
1+ x+ηyH
)
, y˙ = y
(
α′(x+ ηy) − αηy
1+ x+ηyH
− δ
)
, (2)
where all parameters except η are positive, η 0 and α′ < α. They explain some unexpected observations in a large ecosys-
tem model [6] by demonstrating that intratrophic predation by the predator not only stabilises the system and increases
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J.M. Hill et al. / J. Math. Anal. Appl. 349 (2009) 544–555 545the prey population, but also increases the predator population in some situations. Pitchford and Brindley [7] present a
technique for incorporating intratrophic predation into two variable predator–prey models in general and demonstrate their
approach by reference to (2).
We will show that (2) can be transformed to a system of the form
x˙ = λx+ y + kxy,
y˙ = −x+ λy + a1x2 + a2xy + a3 y2 + a4x3 + a5x2 y + a6xy2 + a7 y3, (3)
where ai,k, λ ∈ . When λ = 0 this system is derived from a second-order scalar equation and it has an invariant line,
kx = −1. System (3) with k = 0 (known as the Kukles system) has been studied extensively, see for example [8–10]. The
behaviour of (3) when k = 0 is explored in some detail in [11].
Critical points are signiﬁcant features of models represented by (1) as the populations are in equilibrium at such points.
For completeness we recall that a critical point satisﬁes P = Q = 0 and its type is determined as follows. Let  = PxQ y −
P y Q x , ϑ = Px + Q y and ρ = ϑ2 − 4, where subscripts denote partial differentiation. These quantities are evaluated at the
critical point. The critical point is degenerate if  = 0. It is a saddle point if  < 0, a node if  > 0 and ρ  0, and a focus if
 > 0,ρ < 0 and ϑ = 0. A node or focus is linearly stable if ϑ < 0.
A critical point is a centre if all orbits in its neighbourhood are closed, whereas a limit cycle is an isolated closed orbit.
If a non-degenerate critical point is a centre then certainly ϑ = 0 (and  > 0 necessarily), but this is far from suﬃcient. If
ϑ = 0 and the critical point is not a centre, it is said to be a ﬁne focus. We shall say that a critical point is of focus type if it
is a focus, a ﬁne focus or a centre.
In both [5] and [7] the effect of changes in the parameter values on the position and linear stability of critical points
that are nodes for (2) is considered. We extend the analysis to cover the stability of critical points that are ﬁne foci; this
requires consideration of the non-linear terms in the differential equations representing the model. Deriving the conditions
under which a critical point is a centre is a signiﬁcant, and often diﬃcult, problem which has attracted much attention and
is the question that stimulates much of the interest in the Kukles system (to which we refer above). The centre conditions
are required in order to investigate the bifurcation of limit cycles from a critical point and in the discussion of stability. In
terms of the model the existence of centres and limit cycles can lead to multiple steady states.
In Section 2 we outline the background to the techniques we will use in the analysis of system (2) and in Section 3
we give details of the derivation of the system of equations (2). Sections 4 and 5 contain our analysis of the transformed
system and the results in relation to the model. We show that at most one critical point of focus type can exist in the ﬁrst
quadrant: for the model this point cannot be a centre but it can be a ﬁne focus surrounded by at most two limit cycles. Our
conclusions are contained in Section 6.
2. Mathematical background
Suppose that P and Q are analytic and suppose, without loss of generality, that the origin is a critical point. If the
critical point at the origin is non-degenerate and of focus type then there are coordinates in terms of which the system
takes the form
x˙ = λx+ y + p2(x, y) + · · · , y˙ = −x+ λy + q2(x, y) + · · · , (4)
where pk,qk are homogeneous polynomials of degree k. The degree of system (4) is that of the highest degree monomial
present. If the origin is a centre then λ = 0 and there is an analytic ﬁrst integral; the system is then sometimes described
as being integrable.
We obtain the necessary conditions for the critical point at the origin to be a centre by calculating the focal values, which
are polynomials in the coeﬃcients arising in P and Q . There is a function V , analytic in a neighbourhood of the origin,
such that its rate of change along orbits, V˙ , is of the form μ2r2 + μ4r4 + · · · , where r2 = x2 + y2 and the μ2k are the focal
values. Further details can be found in [12], for example. The stability of the critical point is determined by the sign of the
ﬁrst non-zero focal value.
For a given system there are inﬁnitely many focal values, all of which must be zero for the origin to be a centre. By the
Hilbert Basis Theorem the set of focal values has a ﬁnite basis, but the number of focal values making up this basis is not
known a priori. We use the computer algebra procedure FINDETA [13] to calculate the ﬁrst few focal values. Each of these is
then expressed modulo the ideal generated by the previous ones; that is the relations μ2 = μ4 = · · · = μ2k = 0 are used to
eliminate some of the variables in μ2k+2. The reduced focal value μ2k+2, with strictly positive factors removed, is known
as the Liapunov quantity L(k). The circumstances under which the calculated L(k) are zero simultaneously yield necessary
centre conditions; the suﬃciency of these conditions is proved independently. The origin is a ﬁne focus of order k if L(i) = 0
for i = 0,1, . . . ,k − 1, and L(k) = 0. At most k small amplitude limit cycles can bifurcate out of a ﬁne focus of order k and
the sign of the ﬁrst non-zero L(k) determines the stability of the origin. We note that for system (4), L(0) = λ.
Various methods are used to prove the suﬃciency of the centre conditions; in this paper we need only one of them, that
is a search for an integrating factor. If the origin is of focus type then it is a centre if there is a function D such that
∂
(DP ) + ∂ (DQ ) = 0∂x ∂ y
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search for an integrating factor of the form D =∏ni=1 Cαii , where each Ci = 0 is an invariant algebraic curve. In this context,
a function C is invariant with respect to system (4) if C˙ = CL, where L is a polynomial whose degree is at most one less
than the degree of the system. The αi and the coeﬃcients in the Ci are functions of the coeﬃcients in P , Q . The INVAR
suite of programs which we use as an aid in the search for Dulac functions is described in [14].
3. A predator–prey system
We summarise the derivation of system (2) given by Pitchford and Brindley in [7]. Let x 0 represent the prey and y  0
the predator. The hypotheses of the model are as follows:
(1) The speciﬁc grazing rate for y is g(X), an increasing function of the food available (X) to the predators, which is zero
when no food is available.
(2) The speciﬁc rate of higher predation (‘external mortality’) on y is γ h(y), where h is a positive, increasing (or constant)
function of y.
(3) In the absence of y, the prey growth rate, A(x), is of a general logistic form. This may be interpreted as incorporating
some form of environmental carrying capacity (x = xmax) into the model.
(4) The trivial equilibrium (xmax,0) must be unstable, so that prey and predator can coexist. This condition is satisﬁed if
g(xmax) − h(0) > 0.
The model differs from a standard predator–prey model in that the food available to the predator is a linear combination
of both the prey and predator densities, that is
X = x+ ηy, 0 η 1.
Thus η measures the amount of intratrophic predation in the predator population; η = 1 corresponds to the predator
grazing indiscriminately on predator and prey alike. It is supposed that the effect of intratrophic predation is small, so that
η  1.
The ordinary differential equation representation of the population dynamics is derived as follows:
x˙ = (growth rate of x) − (grazing rate of y on x) = A(x) − x
(x+ ηy) yg(x+ ηy),
y˙ = γ (total grazing rate of y) − (external mortality rate) − (loss rate due to intratrophic predation)
= γ yg(x+ ηy) − γ yh(y) − η y
(x+ ηy) yg(x+ ηy) = yg(x+ ηy)
(
γ − η y
(x+ ηy)
)
− γ yh(y).
The condition γ < 1 is imposed so that γ is a measure of the ineﬃciency of conversion of food into predator reproduction.
As we require x 0, y  0, the behaviour of the system in the ﬁrst quadrant is relevant.
Pitchford and Brindley use system (2) to illustrate their approach. Let A(x) = x(β − x), g(X) = αX
1+ XH
, h(y) = αδα′ and
γ = α′α , where X = x+ ηy, then the Pitchford and Brindley model becomes (2).
System (2) is non-dimensionalised in [5] with time in units of 1
β
, x in units of H and y in units of α
′
α H to give
x˙ = x
(
1− x− ξ y
(1+ x+ ηy)
)
, y˙ = y
(
ξ
(x− κηy)
(1+ x+ ηy) − δ
)
, (5)
where  represents the logistic growth limitation of prey x, ξ predation intensity, δ mortality of predator y, κ uptake effect
due to intratrophic predation and η is the intratrophic predation parameter. Again all parameters are positive, except η,
which is non-negative. Assumption (4) is satisﬁed if ξ1+ − δ > 0.
Kohlmeier and Ebenhöh [5] studied (5) numerically and observed that intratrophic predation has a stabilising effect: for
speciﬁc parameter values the model exhibits a limit cycle when η = 0, but making η > 0 destroys the limit cycle. In this
paper we show analytically that, when η = 0, the system can have no more than one bifurcating limit cycle (and hence
an oscillatory stable state) surrounding the only critical point of focus type in the ﬁrst quadrant. In contrast, under the
conditions for which this limit cycle exists, but with η > 0, there are no bifurcating limit cycles surrounding the critical
point. Moreover we determine the conditions under which the model, with η > 0, can have up to two bifurcating limit
cycles.
4. Analysis of the system
Consider the possible critical points (steady states) for system (5), in which all parameters are non-negative. Clearly the
origin is a critical point. When x = 0 (with y = 0) we have y = −δ < 0; this point is a saddle point and is not in theη(ξκ+δ)
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points.
When xy = 0 we have x˙ = 0, y˙ = 0 if
−ξ y − ηxy − x2 − x+ ηy + x+ 1 = 0, (6)
−ξηκ y + ξx− δηy − δx− δ = 0. (7)
Solving (6) and (7) simultaneously gives at most two critical points that do not lie on an axis. There are values of the
parameters for which there is a critical point in the ﬁrst quadrant provided that ξ − δ > 0. If there are no such critical
points there are no bifurcating limit cycles in the ﬁrst quadrant. Henceforth we consider parameter ranges for which there
is a critical point in the ﬁrst quadrant and scale coordinates so that it is at (1,1). Then
ξ = (2+ η)(1− ), δ = (1− ηκ)(1− ). (8)
We require all parameters to remain positive so we must have  < 1 and ηκ < 1. The critical point (1,1) can be a focus
or a node. The second critical point is at (−ηκ+−1η(κ+1) ,
−ηκ+−ηκ−η−1
η2(κ+1)(2κ+1) ). For this point to be in the ﬁrst quadrant we require
−ηκ +  − 1 > 0 and −ηκ +  − ηκ − η − 1 > 0. These can only be satisﬁed if  − 1 > 0, whence ξ < 0, which is
a contradiction. In fact this critical point is a saddle point.
We conclude that there can be only one critical point with strictly positive coordinates.
Lemma 1. System (5) has at most one critical point inside the ﬁrst quadrant.
Lemma 2. The scaled system (5) has a critical point at (1,1). There are parameter ranges for which it is a focus.
Proof. We have seen in the above that there can only be one critical point in the ﬁrst quadrant. Scaling such that this
critical point is at (1,1) we ﬁnd that
 = (η + 2)( − 1)((1− 2ηκ − η) − 1), ϑ = η(2κ − 2κ − 1) − 3 + 1.
To maintain the positivity of ξ we require  < 1, hence  > 0. There are non-negative values of the parameters such that
ρ = ϑ2 − 4 < 0; the critical point can be of focus type. It is a ﬁne focus when ϑ = 0. 
We investigate the possibility that the critical point at (1,1) for the scaled system can be either a centre or a focus
surrounded by limit cycles. After a scaling of time by 1+ x+ ηy, (5) becomes
x˙ = x(1+ x− x− 2y + 2 y + ηy − x2 − ηxy),
y˙ = y(s − u + ux− sy), (9)
where s = η(1+ 2κ)(1− ),u = (1+ η + ηκ)(1− ). We transform (9) to canonical form with the origin at (1,1). The new
origin is a ﬁne point if s + 3 + η = 1 and it is a focus if σ 2 = −2u − s2 + 2u > 0. Clearly we must have u = 0, else
σ 2  0. Let
x = 1+ σ x˜+ s y˜
σu
, y = 1+ y˜
σ
and scale time by σ−1. Then
˙˜x = − y˜ + a1 x˜2 + a2 x˜ y˜ + a3 y˜2 + a4 x˜3 + a5 x˜2 y˜ + a6 x˜ y˜2 + a7 y˜3,
˙˜y = x˜+ 1
σ
x˜ y˜, (10)
where
a1 = s − 
σu
, a2 = 2s
2 − 2s + 5u − 3u
σ 2u
, a3 = s(s
2 − s + 5u + su − 3u)
σ 3u
,
a4 = −
σu2
, a5 = −3s + 3u + su − u
σ 2u2
, a6 = −s(3s − 6u − 2su + 2u)
σ 3u2
,
a7 = s
2(−s + 3u + su − u)
σ 4u2
.
Clearly this system is of the form (3).
We use FINDETA to calculate the focal values for system (10) and hence determine the Liapunov quantities. Recall that
strictly positive factors are removed from the Liapunov quantities and that u = 0 if the origin is of focus type. We have
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The origin is a ﬁne focus of order at least one, or it is a centre, if L(0) = 0.
Consider ﬁrst  = 0. To satisfy L(0) = 0 we must have s = 1. Then σ 2 = 2u − 1 and system (10) becomes the quadratic
system
˙˜x = − y˜ + 1
σu
x˜2 − (3u − 2)
u(2u − 1) x˜ y˜ −
1
σu
y˜2,
˙˜y = x˜+ 1
σ
x˜ y˜. (11)
Using the technique described in [14] we ﬁnd functions that are invariant with respect to (11). We can then construct a
Dulac function and prove that the origin is a centre in this case. The centre conditions for quadratic systems in general are
well known.
Lemma 3. Suppose that  = 0, s = 1, σ 2 = 2u − 1 > 0. The origin is a centre for system (10).
Proof. There is a function
D =
(
1+ y˜
σ
)α1(
1+ x˜
u
+ y˜
σu
)α2
,
where α1 = 2u1−2u , α2 = 3u−21−2u , such that
∂
∂ x˜
(D ˙˜x) + ∂
∂ y˜
(D ˙˜y) = 0.
Hence the origin is a centre. 
We assume from now on that u = 0 and let η = 1−s−3 . The origin is a ﬁne focus of order at least one or it is a centre.
We calculate from μ4 that
L(1) = u(Au + B),
where
A = −23 + 32s + 82 + s2 + 2s − 6 + s2 − s,
B = 2s(−22 − 4s + 2 − s2 + 2s).
We note that when η = 0, by deﬁnition s = 0 also, so B = 0 and A = 0 if L(0) = 0. Hence L(1) = 0; so the origin is a ﬁne
focus of maximum order one and it cannot be a centre. At most one limit cycle can be bifurcated from the critical point
when η = 0.
Assume for the time being that A = 0. Let u = −B/A; then L(1) = 0. To maintain σ 2 > 0 we must have u = 0, so B = 0
also. Now the origin is a ﬁne focus of order at least two or it is a centre. For a ﬁne focus of order three or more we require
μ6 = 0, that is
sA(3 + s − 1)(2 + s)( + s − 1)Θ = 0,
where
Θ = −33 + 22s + 122 + s2 + 10s − 9 + s2 − 4s.
We must have σ 2 = −sC(2+s)(+s−1)A > 0, where
C = 42 + s − 4 + s.
In particular, therefore, sC(2 + s)( + s − 1) = 0 and
L(2) = −C(3 + s − 1)Θ.
When 3 + s = 1, then η = 0 and s = 0 also; hence σ = 0.
Consider Θ = 0, with ABC(2 + s)( + s − 1)(3 + s − 1) = 0. Substituting u = −B/A into the focal values μ8,μ10 gives
L(3) = −As(3 + s − 1)Φ, L(4) = C(3 + s − 1)Γ,
where Φ , a polynomial of degree 17 in  and degree 12 in s, and Γ , which is of degree 31 in  and 22 in s, are given in
Appendix A. By calculating resultants to eliminate s, we ﬁnd that Θ = Φ = 0 if
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(
2 − 1)( − 3)(92 − 1)(4 − 3)(2 − 10 + 5)(42 − 11 + 3)(72 − 7 + 4)Ψ = 0, (12)
where
Ψ = 4 + 93 − 532 + 31 − 4.
Similarly we calculate that Θ = Γ = 0 if

(
2 − 1)( − 3)(92 − 1)(4 − 3)(2 − 10 + 5)(42 − 11 + 3)(72 − 7 + 4)Z = 0, (13)
where Z is an irreducible polynomial of degree 18 in  . Substituting the values of  , that satisfy (12) and (13) simultane-
ously, into Θ = 0, Φ = 0, Γ = 0, or by calculating resultants with respect to  , we ﬁnd corresponding values for s. With 
given by (2 − 1)( − 3)(2 − 10 + 5)(42 − 11 + 3)(72 − 7 + 4) = 0 all  , s pairs satisfying Θ = Φ = Γ = 0 are such
that AB = 0. Similarly σ 2  0, if (92 − 1)(4 − 3) = 0 with corresponding values for s. Hence, under current assumptions,
we cannot have L(2) = L(3) = L(4) = 0 and there are no conditions under which the origin is a centre for (10). However,
when Ψ = 0, Ω = s4 − 38s3 + 23s2 + 12s− 4 = 0, then Θ = Φ = 0 and L(4) = 0. The origin can be a ﬁne focus of maximum
order four in this case.
Lemma 4. Suppose that s = 0, 1 − s − 3 − η = 0 and σ 2 = −2u − s2 + 2u > 0. The origin is a ﬁne focus of order at most four
for system (10).
Proof. When 1 − s − 3 − η = 0 and σ 2 = −2u − s2 + 2u > 0 the origin is a ﬁne focus for system (10). We have shown
that when s = 0, there are no values of the coeﬃcients in system (10) for which L(i) = 0, for i = 0,1,2,3,4. Hence the
origin cannot be a ﬁne focus of order greater than four. 
Lemma 5. Suppose that s = 0, 1− s−3 − η = 0, σ 2 = −2u− s2 +2u > 0, u = −2s(−22−4s+2−s2+2s)A , A = −23 +32s+
82 + s2 + 2s − 6 + s2 − s = 0, Ψ = 4 + 93 − 532 + 31 − 4 = 0 and Ω = s4 − 38s3 + 23s2 + 12s − 4 = 0. The origin is a
ﬁne focus of order four for system (10).
Proof. When the conditions of Lemma 5 hold L(0) = L(1) = L(2) = L(3) = 0 and L(4) = 0. The origin is a ﬁne focus of order
four. 
Corollary 6. Up to four limit cycles can be bifurcated from the origin in system (10) when the conditions given in Lemma 5 hold.
Proof. The origin is a ﬁne focus of order four when the conditions of Lemma 5 hold. Then
L(0) = 1− s − 3 − η = 0,
L(1) = u(Au + B) = 0,
L(2) = −C(3 + s − 1)Θ = 0,
L(3) = −As(3 + s − 1)Φ = 0,
L(4) = C(3 + s − 1)Γ = 0,
where A, B,C,Θ,Φ,Γ are as given above. Let ∗ be the unique root of Ψ = 0 in I = (0.4570539979549,0.45705399795495)
and s∗ the unique root of Ω = 0 in (0.850095,0.850096). When  = ∗ , s = s∗ we have Θ = 0, Φ = 0, A < 0, B > 0, C < 0
and 3 + s − 1 > 0.
The stability of the origin is given by the sign of L(4), which is the sign of −Γ . We use Θ = Ω = 0 to eliminate s
from Γ . Then Γ = 27bN
2(+1)13M , where M = 106 + 2055 + 9134 + 25673 − 712 − 836 + 220 and N is a polynomial of
degree 49 in  . We ﬁnd M = 0 and N = 0 have no roots in the interval I . Furthermore both M and N are positive for  in I .
We conclude that Γ > 0 when  = ∗ , s = s∗ . Hence L(4) < 0; the origin is stable.
We bifurcate limit cycles by successive perturbation of the parameters  , s, u and η. At each perturbation the stability
of the origin is reversed and a limit cycle bifurcates. Provided the perturbations are small enough existing limit cycles are
not destroyed.
If we perturb  , so that L(3) becomes positive, the stability of the origin is reversed and a limit cycle bifurcates. The
sign of L(3) is the sign of −Φ . We use Ω = Θ = 0 to eliminate s from Φ . Then Φ = 27ΨΥ
2(+1)5M , where Υ is a polynomial
of degree 23 in  . Here Υ = 0 has no roots in I and Υ < 0 in I . We decrease  , so that Ψ becomes positive and hence
Φ < 0, L(3) > 0. We adjust s so that Θ = 0 still holds and, provided that the perturbations are small enough so that all
other conditions are still satisﬁed, a limit cycle is bifurcated.
Similarly we perturb s such that Θ becomes non-zero and L(2) < 0. When  = ∗ , Θ is a quadratic in s with a positive
leading coeﬃcient and negative trailing coeﬃcient. We decrease s, then Θ < 0 and hence L(2) < 0. The stability of the
origin is reversed and a second limit cycle is bifurcated.
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Again, provided that all the perturbations are small enough the other limit cycles are not destroyed.
Finally we increase η so that L(0) < 0. The stability of the origin is reversed and provided the perturbation is small
enough the other three limit cycles persist. A fourth limit cycle is bifurcated. 
We return to the possibility that A = B = 0, and hence L(1) = 0. We still assume that  = 0. When s = 0, then A = B = 0,
if  = 1 and s = −2 or if 2 − 10 + 5 = 0 and s2 + 30s − 20 = 0. In either case the origin is no longer a focus. When s = 0,
then B = 0 and A = −2( − 1)( − 3), σ 2 = 2u(1 − ). The origin remains of focus type, with A = B = 0, only if  = 3;
then the origin is a centre.
Lemma 7. Let s = 0,  = 3, η = − 83 , σ 2 = −4u > 0. The origin is a centre for system (10).
Proof. There exists a Dulac function
D =
(
1+ y˜
σ
)α1(
1+ x˜
u
)−3
eα2 y˜,
where α1 = − u+22 , α2 = − 2σu2 , such that
∂
∂ x˜
(D ˙˜x) + ∂
∂ y˜
(D ˙˜y) = 0.
Consequently the origin is a centre for system (10). 
We summarise the results of Lemmas 3, 4, 5, 7 and Corollary 6 for system (10) in the following two theorems.
Theorem 8. The origin is a centre for system (10) if and only if one of the following holds.
(i)  = 0, s = 1, σ 2 = 2u − 1 > 0;
(ii) s = 0,  = 3, η = − 83 , σ 2 = −4u > 0.
Theorem 9. Suppose that s = 0, 1 − s − 3 − η = 0, σ 2 = −2u − s2 + 2u > 0. The origin is a ﬁne focus of order at most four
for system (10). It is of order four when A = −23 + 32s + 82 + s2 + 2s − 6 + s2 − s = 0, u = −2s(−22−4s+2−s2+2s)A ,
Ψ = 4 + 93 − 532 + 31 − 4 = 0 and Ω = s4 − 38s3 + 23s2 + 12s − 4 = 0. Then four limit cycles can be bifurcated from the
origin.
5. Analysis for the model
In system (5) all the parameters are strictly positive, except η, which is non-negative. Assumption (4) of the model
requires ξ − δ(1 + ) > 0 and there is a critical point in the ﬁrst quadrant if ξ > δ. We can satisfy these requirements in
the scaled system (10) if we maintain κ > 0, 0 <  < 1, 0 ηκ < 1, and hence u > 0, s  0. With these restrictions on the
parameter values neither of the conditions of Theorem 8 can be satisﬁed; the origin cannot be a centre for system (10).
Lemma 10. Suppose that κ > 0, 0 <  < 1, 0 ηκ < 1. The origin cannot be a centre for system (10).
Proof. The origin is a centre for system (10) if and only if one of the conditions of Theorem 8 holds. Then the requirement
that 0 <  < 1 is not satisﬁed; the origin cannot be a centre. 
Lemma 11. Suppose that κ > 0, 0 <  < 1, 0 ηκ < 1. The origin cannot be a ﬁne focus of order four for system (10).
Proof. The origin is a ﬁne focus of order four for system (10) when the conditions of Theorem 9 hold. In particular Ψ =
4 + 93 − 532 + 31 − 4 = 0 and Ω = s4 − 38s3 + 23s2 + 12s − 4 = 0. The only root of Ψ = 0 that satisﬁes 0<  < 1 is in
(0.186694,0.186695). The corresponding root of Ω = 0 is negative. We require s  0; the origin cannot be a ﬁne focus of
order four. 
We demonstrate that for system (10), with κ > 0, 0 <  < 1, 0 ηκ < 1, the origin can be a ﬁne focus of order two but
no more and two limit cycles can be bifurcated from a ﬁne focus of order two at the origin.
Theorem 12. Suppose that κ > 0, 0 <  < 1, 0 ηκ < 1. The origin can be a ﬁne focus of maximum order two for system (10).
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u = (1+ η + ηκ)(1− ). We must have  < 1, so with η 0, κ > 0 we require s 0, u > 0.
Consider ﬁrst η = 0. By deﬁnition, s = 0 and for the origin to be a ﬁne point we must have  = 13 . Then u = 23 and
σ 2 = 89 . The origin is a ﬁne focus. When s = 0,  = 13 then B = 0, A < 0 and hence L(1) = Au2 < 0. The origin can be a ﬁne
focus of maximum order one and when it is of order one the origin is stable.
We assume from now on that η > 0 and hence s > 0. The origin is a ﬁne point if η = 1−s−3 ; for η > 0 we require
s + 3 < 1 and to maintain s > 0 we must have 3 < 1. From the deﬁnition of s we have κ = (1−)(3−1)+s2(1−s−3)(1−) and κ > 0 if
s > (1− )(1− 3). Replacing κ in u we have σ 2 = −(+s−1)(s+(−1)2) > 0 if s +  < 1, which is satisﬁed when s + 3 < 1.
The origin is a ﬁne focus if
0 <  <
1
3
, (3 − 1)( − 1) < s < 1− 3, (14)
and it can be of order one.
The origin is a ﬁne focus of order greater than one if L(1) = u(Au + B) = 0. With u > 0, this can only be satisﬁed if
AB < 0. The sign of B is given by the sign of D = −s2 + 2(1 − )s + 2(1 − ). The roots, s, of D = 0 are of opposite sign
when 0 <  < 13 . In particular the positive root s+ = 1−2+
√
22 − 2 + 1> 1−3 . We conclude that B > 0 when  , s sat-
isfy (14). Similarly A, when viewed as a quadratic in s, has roots of opposite sign when 0 <  < 13 . Here s+ = (1−3)(+1)+r2(+1) ,
where r2 = ( + 1)(173 − 292 + 19 + 1). As s+ > 1 − 3 , when 0 <  < 13 , we have A < 0 for  , s satisfying (14). The
origin can be a ﬁne focus of order two for (10).
The origin is a ﬁne focus of order three if and only if Θ = 0. Consider Θ as a quadratic in s. For 0 <  < 13 there is only
one positive root of Θ = 0, this is s+ = −2(2+5−2)+r2(b+1) , where r2 = 4(44 + 3 + 182 − 11 + 4). However, when 0 <  < 13
then s+ > 1 − 3 and Θ < 0. The origin cannot be a ﬁne focus of order three and the maximum order of the origin as a
ﬁne focus is two. 
Lemma 13. Suppose that κ > 0, 0 <  < 13 , 0  ηκ < 1, 1 − s − 3 − η = 0, (3 − 1)( − 1) < s < 1 − 3 , σ 2 = −2u −
s2 + 2u > 0, u = −BA > 0, A = −23 + 32s + 82 + s2 + 2s − 6 + s2 − s = 0, B = 2s(−22 − 4s + 2 − s2 + 2s), C =
42 + s − 4 + s = 0. The origin is a ﬁne focus of order two for system (10).
Proof. When the conditions of Lemma 13 hold L(0) = 1− s − 3 − η = 0, L(1) = Au + B = 0, L(2) = −C(3 + s − 1)Θ = 0
and σ 2 > 0. The origin is a ﬁne focus of order two. 
Corollary 14. Up to two limit cycles can be bifurcated from the origin in system (10) when the conditions given in Lemma 13 hold.
Proof. The origin is a ﬁne focus of order two for system (10) when the conditions given in Lemma 13 hold. Then
L(0) = 1− s − 3 − η = 0,
L(1) = Au + B = 0,
L(2) = −C(3 + s − 1)Θ = 0,
where A, B , C , Θ are as given above. For 0 <  < 13 , (3 − 1)( − 1) < s < 1− 3 we have Θ < 0, as shown in the proof of
Lemma 12, and 3 + s − 1< 0. The sign of C determines the stability of the origin.
We have C > 0 when s > 4(1−)1+ and vice versa. Let 1 be the unique root of 3
2 + 6 − 1 = 0 in (0.15470,0.15471)
and 2 be the unique root of 2 − 6 + 1 = 0 in (0.171572,0.171573). Then C > 0 for 0 <  < 1 and for 1 <  < 2 when
4(1−)
1+ < s < 1 − 3 . Similarly, C < 0 for 2 <  < 13 and for 1 <  < 2 when (3 − 1)( − 1) < s < 4(1−)1+ . We note that
C = 0 when s = 4(1−)1+ , then σ 2 = 0 and the origin is no longer a focus.
We perturb u so that (Au + B)L(2) < 0; the stability of the origin is reversed and a limit cycle bifurcates. If C > 0 we
increase u, else we decrease u. Next we perturb η such that (Au+ B)(1− s−3−η) < 0. If C > 0 we decrease η, otherwise
we increase η; the stability of the origin is reversed and a second limit cycle is bifurcated. Provided the perturbations are
small enough the ﬁrst limit cycle persists. 
In summary we have the following result for system (2).
Theorem 15. For system (2) there can be only one critical point in the ﬁrst quadrant and it cannot be a centre. It can be a ﬁne focus of
maximum order two. Up to two limit cycles can be bifurcated from this ﬁne focus.
Proof. We have shown that, without loss of generality, system (2) can be transformed to system (10). The proof of Theo-
rem 15 follows from the results contained in Lemmas 1, 2, 13, Theorem 12 and Corollary 14. 
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We have analysed system (10) which can be used to represent a predator–prey model with intratrophic predation. We
conclude that system (2) can have only one critical point of focus type in the ﬁrst quadrant and this point cannot be a
centre. For certain values of the parameters the critical point can be a ﬁne focus from which limit cycles can bifurcate. The
ﬁne focus can be of maximum order two and up to two limit cycles can be bifurcated from it when η = 0.
We ﬁnd that when η = 0, system (5) can have a critical point in the ﬁrst quadrant at ( δ
ξ−δ ,
ξ−δ−δ
(ξ−δ)2 ); this is a ﬁne point
when δ = ξ(1−)
(1+) . This critical point can be a ﬁne focus of maximum order one from which one stable limit cycle can be
bifurcated. Then the critical point is unstable and all orbits are attracted to the stable oscillatory state. However, when
δ = ξ(1−)
(1+) and η = 0, in system (5), there can be a linearly stable critical point in the ﬁrst quadrant but there cannot be a
ﬁne critical point if the non-negativity of the parameters is maintained. Hence no limit cycles can be bifurcated from the
critical point for parameter values satisfying δ = ξ(1−)
(1+) . In contrast without this restriction on δ, but with η = 0, there can
be up to two bifurcating limit cycles.
In considering the stability of the critical points (steady states) Kohlmeier and Ebenhöh examined the case with  = 0
analytically, then using numerical simulation perturbed  so that it became positive. Here we have considered the possible
phase portraits when  > 0 analytically. When both  and η are zero in system (5) then the only critical point in the
ﬁrst quadrant is an unstable node, it cannot be a ﬁne point. When  = 0 there is a critical point in the ﬁrst quadrant at
(
δ+ηκ
ξ−δ−ηκ−η ,
1
ξ−δ−ηκ−η ), with ξ − δ − ηκ − η > 0. This critical point is a stable node if η > δδ+κ(−1) and δ + κ( − 1) > 0.
It is a ﬁne point if  − δ − η(κ + 1) = 0. Scaling the system such that this ﬁne critical point is at (1,1) and transforming
the system to canonical form with the origin at the ﬁne point we have system (11). This is a quadratic system for which
the origin is known to be a centre; both predator and prey populations can be arbitrarily large. However  = 0 violates
assumption (3) of the Pitchford and Brindley model, the prey growth rate is no longer of parabolic form but is linearly
increasing with x, so this result is not unexpected. When  > 0, we ﬁnd that system (5) can have at most two bifurcating
limit cycles. The critical point is stable/unstable according to the value of  .
Appendix A
Φ = −72960b17 − 61040b16s + 1094400b16 − 84648b15s2 + 1738224b15s − 7004160b15 + 163712b14s3
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+ 77349056b9s − 13789440b9 − 38415b8s9 − 675771b8s8 + 1951208b8s7 + 11020334b8s6 − 67861824b8s5
+ 152746824b8s4 − 161513040b8s3 + 78916160b8s2 − 19039728b8s + 1969920b8 − 3647b7s10 − 144798b7s9
+ 181449b7s8 + 4417936b7s7 − 22062534b7s6 + 51501632b7s5 − 70420464b7s4 + 49546608b7s3
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− 903312b3s22 + 2069364b3s21 + 14181894b3s20 − 72198393b3s19 + 130422498b3s18 − 90759675b3s17
− 56357784b3s16 + 189896817b3s15 − 195059310b3s14 + 99465135b3s13 − 20757234b3s12 − 409536b2s22
+ 2334144b2s21 − 2624100b2s20 − 10911636b2s19 + 40572876b2s18 − 57230844b2s17 + 36959796b2s16
− 5055180b2s15 − 5858844b2s14 + 2223324b2s13 − 108000bs22 + 879960bs21 − 2649000bs20
+ 3008160bs19 + 1455600bs18 − 7674600bs17 + 8488440bs16 − 4218000bs15 + 817440bs14 − 12600s22
+ 126000s21 − 491400s20 + 1008000s19 − 1197000s18 + 831600s17 − 315000s16 + 50400s15.
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