log + , m(r,f), n(r,f), N(r,f), T(r,f), 8(r,f).
The lower order p and the order A of/(z) are defined by the familiar relations .. . e log T(r,f)
.. log T(r,f) .
hm inf , = u, hm sup --.-^^ = A.
r-oo logZr-.oo lOgr
In addition to these classical concepts, we shall consider the total deficiency A(f) of the function /:
d) Ai/) = 2 8(r,f), T where the summation is to be extended to all the values t, finite or oo, such that (2) 8(r,/) > 0.
The number of deficient values of/ that is the number of distinct values of t for which (2) holds, will be denoted by v(fi) (S +<x>).
Nevanlinna's fundamental results show that (3) A(/) S 2,
and it is not difficult to find functions such that equality holds in (3). However, all the theorems and examples known to the author indicate that, if p is finite, (i) the relation A(/) = 2 is only possible for particular values of p; (ii) if A(/) = 2 the number of deficient values of/(z) remains finite. These remarks lead to interesting questions which may be formulated as a Deficiency problem. Let f(z) be a meromorphic function of lower order p< +co. I. Determine, as explicitly as possible, a function E(p) such that (4) A(/) S Sip)
be sharp for all values of p.
II. Is it true that A(f) = E(p.) implies v(f) < + oo ? Determine as a function of p. the correct bound for v(f).
The solution of this problem is more advanced for entire functions than for general meromorphic functions. The following is known:
Let f(z) be a meromorphic function of finite lower order such that A(f) = 2, S(oo,/) = l, and (5)
A < -fco.
Then p = A=q, where q is a positive integer, and v(fi) ^q +1. This important result is essentially due to Pfluger [11] . [He proved it for entire functions and did not assert that A=p.] Some complements and extensions were obtained by Edrei and Fuchs [5] . One of the ideas used in the present note shows that the restriction (5) is unnecessary.
It will be noticed that, for nonintegral values of p, Pfluger's theorem tells us nothing more than E(p) < 2. The method developed here and in Weitsman's paper [which follows in the same issue of this Journal] yields a complete solution of the deficiency problem for entire functions of lower order p. < 1. More precisely, we shall prove Theorem A. Let f(z) be a meromorphic function of lower order p:
(6) i < pi < 1, and let the poles of f(z) have maximum deficiency (8(oo,/)= 1).
Then (7)
A(/) ^ 2-sin^.
Moreover, if equality holds in (7), then (8) vif) = 2.
Concerning the restrictions (6) we observe that : (i) the limiting case p=l is covered by Pfluger's theorem ; in) ifiO^p.^il/2), then v(J)=l. [For /x=0 this is proved in [4, p. 297] . For 0</Lt^l/2 the result is an obvious consequence of part I of Theorem 1 of this paper.] Theorem A is not obtained directly ; it will appear as a simple corollary of several "locally tauberian" theorems which constitute the central topic of our investigation.
As far as I know, the first tauberian theorem in the theory of entire functions was discovered We consider systematically the two quantities
The set S, which is avoided as r -> oo, is always assumed to be of density zero. If ê is a bounded set, the formulae (1.9) reduce to
For the applications which we have in mind it would be sufficient to introduce in (1.9) exceptional sets of finite measure. However, the "larger" sets of density zero create no additional complications and are in some respects more natural.
Throughout the paper we use the symbol A to denote a positive absolute constant and the symbol K to denote a positive constant depending on one or more parameters.
Most of our inequalities are only valid for sufficiently large values of certain parameters m, t, r,.... We usually indicate this fact by writing, immediately after the relevant inequality, (m > m0), (t > t0), (r > r0),....
The quantities A, K, m0, t0, r0,... are not necessarily the same ones each time they occur.
For sake of clarity, we shall sometimes indicate the parameters which are implicit in K, m0, t0, r0 and write, for instance, t0(e), K(q),.... and let u and v be defined by (1.9).
I. Then Moreover, v á cos -rrp implies u = 1 and u g cos np implies v=l. II. Let {rm} be a sequence ofPólya peaks of order p ofT(r) and let £oe(r) and E0(r) be sets of6 (-tt^6<tt) defined by Assume that equality holds in (2.1) and that (2.3) uniformly in any finite interval 0 < Aj S X S X2.
The relations (2.10) and (2.11) may be restated in a similar manner. For instance, the last of the relations (2.11) is equivalent to the following assertion : for any fixed o>l, (2.14)
lim r%Q = pv (V= Va({rm})).
Z-»oo;teV l\t)
The statements concerning (2.13) and (2.14) may be considered as "locally tauberian" because they only assert the existence of the limits in the vicinity Va({rm}) of the Pólya peaks {rm}. They are no longer true if we omit the restriction / e V: there exist functions(2) satisfying all the conditions of part II of Theorem 1 and such that each of the ratios
has no limit as / -> + oo [A ^ 0, A fixed]. Theorem 1 is unsatisfactory in one respect : it provides no information concerning the angular distribution of the zeros and poles whose moduli are, in an obvious sense, determined by (2.11). A. Weitsman has filled this gap and developed an ingenious method which yields (in asymptotic form) the arguments of almost all these zeros and poles. The asymptotic evaluation of f(z) which may be derived from this additional knowledge is essential in the proof of Theorem A.
The deficiency problem stated in the Introduction appears to be simpler for entire functions than for general meromorphic functions. The simplification depends on the simultaneous consideration of functions and derivatives.
Let g(z) be an entire function of finite order, or more generally a meromorphic function of finite order such that S(oo, g)= 1, it is well known [13, p. 22 ] that the total deficiency A(g) satisfies the condition A(g) ^ 1 + 8(0, g').
If the lower order of g is finite, its order may be +oo and the preceding inequality must be weakened by the introduction of exceptional sets, of finite measure.
My Theorem 1 is not affected by the presence of such exceptional sets so that it is possible to investigate its implications concerning g'(z), when g(z) is of lower order P< 1.
Vut g'(z)=f(z) and
where the set $, which depends on £(/), is of finite measure (and hence of density zero). Using these notations, I deduce from Theorem 1 :
Theorem 2. Le/ g(z) be a meromorphic function of lower order p, \<p<I, and let 8(00, g)=l.
I. Then (2.17)
A(g)^2-smirp.
II. Assume that equality holds in (2.17). Then One last remark concerns the possibility of replacing, in the statements of Theorems A, 1 and 2, the lower order p by the order A.
The resulting theorems are true because an inspection of our proofs shows that the lower order p is only used to assert the existence of a sequence of Pólya peaks of order p. Hence it is possible to restate our theorems with p replaced by any p (< 1) such that there exists a sequence of Pólya peaks of order />, of T(r). In view of the remark in §1 (following formula (1.7)), any p satisfying the conditions P S p S A, P < 1, is acceptable.
The following Corollary 1.1 is an easy consequence of these observations. Corollary 1.1. Let f(z) be a meromorphic function of order A < 1 and lower order p. Assume that the quantities u and v defined by (1.9) satisfy the conditions (2.25) sin2/nA = u2+ v2-2uv cos irA, u < 1, v < 1.
FAezz p = A. Assume further that {ym} is a real sequence such that (3.5) r, < ym < ir-r, (0 < 2r, < it), with r¡ fixed. We now set
(this notation will be used throughout the paper) and prove that
Notice that t2 + r2 + 2tr cosy = (/ + r cos y)2 + r2 sin2 y = ir +1 cos y)2 + t2 sin2 y ^ (l/2)(/2 + r2) sin2 y, and hence^s mym J^,^, Z2 + r2
In view of (1.7)
The change of variable x = (//rm) transforms the set <%[r'm, pm] into a set êm which, in view of (3.4), has a measure not exceeding (^m)1'2. Hence (3.7) is an obvious consequence of (3.8) and (3.5).
4. The main lemmas. where ß^O (by (1.1), (4.12) and (5.2)). Hence (5.2) implies u^ 1. We complete the proof of assertion I Theorem 1 by noticing that the roles of u and v may be exchanged.
6. Behavior of T(r) if equality holds in (2.1). If equality holds in (2.1) it must also hold in (5.1) and hence strict inequality is precluded in our application of the Cauchy-Schwarz inequality. As is well known, this implies the existence of some factor i such that u -v cos irp = I sin ßp, v sin -rrp = l cos ßp.
Returning to (5.1), in which equality must hold everywhere, we find t, = simrp, and hence (6.1) v = cos ßp.
Since ß is any one of the limit-points of {ym}, we must have O^ß-irr and con- We have thus proved (2.5) and, in view of (6.5), we also obtain (2.6).
In the remainder of this section we prove Hence, if we assume (6.7) to be false, there exist A (0 < A < + oo) and w (0 < a> < 1) such that (6.9) TiXrm)/Tirm) < co2"\" im > m0), as m -> + oo by a suitable sequence of integers. If necessary, we renumber the points rn and assume that (6.9) holds for all m > m0. We now consider Lemma 1, which is certainly applicable because, by (6.4) and (6.5), (6.10) 0 < ß < ir, and hence it is possible to find a suitable r¡ such that the condition (4.2) be satisfied.
Given e (0<e< 1), we deduce from (4.5) and (1.9) Our aim is to verify that, in (6.11), the portion of the integrals extended over hifm) is too small to allow equality to hold in (4.12). We now let e -*■ 0, in (6.16), and notice that the inequality (6.17) u+v > 0 (which follows from (4.12) and (1.1)) leads to (6.18) sin -np < usinßp + vsm(n-ß)p.
In view of (5.1), the relations (6.18) and (6.6) are incompatible. The origin of this contradiction is to be found in (6.9). Hence (6.7) must hold and Lemma 3 is proved.
7. Proof of (2.9). As might be expected, the relation (6.7) and the fact that T(t) is nondecreasing enable us to obtain uniform upper and lower bounds for T(t)/T(rJ, provided t/rm is suitably restricted. For sake of completeness, I sketch, very briefly, a proof of the following Lemma 4 . Let <b(t) be a nondecreasing junction such that
for every fixed A (0< A< +00).
Then, given B > 1 and e(0<e<l),it is possible to determine m0 = mQ(B, e) such that the inequalities Proof. Set \=Bllk and let the positive integer k be so large that (7.7) A" ¿ (l + e)112.
We now determine w0 so that m>m0 implies (7.8) A>»(1 + e) -™ ï <b(X'rm)l<b(rm) g A"(l + ey2
for all integers j such that (7.9) -kijZk.
If / is in an interval determined by (7.2), we have (7.10) rmA> í / í rmA>+\ for some suitable integer j (-k^j^k-I).
Since <b(t) is nondecreasing, we obtain, in view of (7.8), (7.10) and (7.7) m > <b(X'rm) Ï A-(l-e-)-1'2 ä X-^lJii-e)-^2 7, (l_.)-l^' <t>(rm) : xb(rm)
as well as
We have thus proved that (7.2) implies (7.3); these relations may be used with B = l, e = l/l (1 = 2,3,4,...).
As / -> + oo by integral values we are led to a sequence mx (which may be assumed to be strictly increasing and unbounded) such that the inequalities The sequences {R'm}, {R"m}, {¿m} thus defined satisfy the relations (7.4) and, by using (7.13) in (7.11) and (7.12), we see that (7.5) implies (7.6).
The particular choice <£ = £and (6.7) show that (2.8) implies (2.9).
8. Proof of (2.10) and (2.11). In view of the symmetrical roles played by u and v, it is convenient to write w instead of u or v and an N(/) instead of Af(/, 1//) or N(t,f). It is clear that the interpretation u=w is to be associated with N(t) = N(t, l/fi) and v = w with N(t) = N(t,f).
We prove first As this contradicts (1.9) we see that (8.1) must hold. We now turn to the proof of Consider (8.6) in the case w = u and use it to estimate the first integral in the right-hand side of (4.5). We see at once that, given c>0, this integral cannot exceed iw + e){ f'" + rmJF(/)P(7, rm, ym) dt Wflm Jrm J + (w-$k) f " T(t)P(t, rm, ym) dt (m eJi,m> m0(e)).
Jirm
Hence we deduce from (4.5)
(1 -e)T(rm) S (u + e) \"m T(t)P(t, rm, ym) dt
From (2.9) and (8.12), we deduce NM(i+gy2<m<Mrm)
provided / lies in the interval (8.11) and w^O. Hence (8.4) and, if necessary, a change of notation lead to the relations (2.10).
The case w=0 requires a slightly different treatment since it is no longer certain that (8.12) is true.
Let /> 1 be an integer and let (8. 13) l-hm S t S lrm.
Since N(t) and T(t) are nondecreasing, we obtain, in view of (2.9) and (8.9) (8 14) 0 < "Q < N(K) < ^ /*•(! +B )2 < -, (8.14) = m = r(/_Vm) = T{K)l {i+em) < p provided zzz exceeds a suitable bound zzz,.
The arguments following formula (7.12) show that (8.14) yields (2.10) in the special case w = 0. Hence (2.10) is proved in all cases. In order to pass from (2.10) to (2.11), we use a straightforward tauberian argument. be an infinite sequence containing all the finite deficient values of g(z). We assume that some member of (9.1), say ru has a positive deficiency:
this is no restriction because, if g(z) has no finite deficient values, (2.17) is trivial. Let q > 0 he an integer and let
It is well known that, for all r^O, C3) ir(''m^)Sm (4) where S is a set of finite measure. In (9.4) the finite quantity r0 depends on g, q and the sequence (9.1 ). On the other hand, it is important for our purposes to observe with Hayman [10, p. 41 ] that the set ê depends only on T(r, g) and not on q or (9.1).
By assumption p>0 so that (9.3), (9.4) and (9.5) yield 2 mir, -L-) í mir, i) + lo(l +-) log T(r) (9.6) i-i \ g-Til V SI \ N (T(r) = T(r,g),riê,r>ro(q)), (9.7) m(r, g'/g) g 10(1 + 2/p) log T(r) (r$ê,r> r0).
The latter inequality and the familiar relations (9.9) Txir) S F(r)(l +o(l)) (r -> +00, r i S).
By (9.6) and the first fundamental theorem we obtain (9,0) N{r'F)+%m(r'I^) = ™+10K) **>+* (r^S,r> r0(q)), and hence, in view of (9.2), (9.11) \oxT(r) S Tx(r) (r$£,r>r0).
Using (9.11) in (9.10), we find The second inequality in (9.8) and (9.11) imply N(r,g') ^ 4N(r,g) (9.14) vig')S^il-8ioe,g)) = 0.
From (9.9) and (9.11), we deduce that the lower order of g'(z) coincides with the lower order of giz). Hence, applying assertion I of Theorem 1 to the function g', and using (9.14), we find (9.15) sin Tip S u(g').
In view of the assumption 8(00, g) = l, (9.13) and (9.15) yield which used in (9.13) yields u(g')^simrp and, in view of (9.15), u(g') = sin vp.,This equality and (9.14) prove (2.18). Hence
Sin2 rrp = U2(g') + V2(g') -2u(g')v(g') COS rrp (v(g') = 0).
Since i < p < 1 we also have u(g') < 1 and part II of Theorem 1 may be applied to the function g'; this yields (2.20), (2.21) and (2.22).
In order to complete the proof of Theorem 2, we now study the ratio T(t)/Tx(t) on the set Va({rm}) introduced in (2.12). Given e (0 < e < 1 -sin np), choose q so large that (10. 2) Y mit,-) > (I-sin 77p-e)T(t) (t > t0(e));
this is possible by the definition of deficiency and (10.1).
Given /, denote by t' = t'(t), /" = /"(/), points such that t-l£t' £t, tút"St+l, t'xtë, t"xti.
If t ^ to, such points /', /" always exist because S is of finite measure. Notice also that / e Va({rJ) (t^to) implies (10.3) t'eV0 + x({rm}), t" e Va + X({rm}).
Hence, given e>0, we deduce from (2.21) (10.4) (-e + sin rrp)Tx(t") è N(t", l/g') (/" = /"(/), / E Va({rm}), t > t0(e)), and from (10.2) (10.5) 2, m(í"' -~r) > (! -sin TTp-e)T(t").
Similarly (9.12) holds with r=t" and, in view of (10.4) and (10.5), leads to
( -e + Sin rrp)Ti(t") + (1 -sin rrp -e)T(t") g (1 + e)Ti(t"), (10.6) 7/(/) . l-sin7r/x+2£ < Ti(t") -1-sin 77/i-e Using (2.20), we eliminate /" from (10.6):
(/ e Va({rJ), t > t0(e)). A lower bound for T(t)/Tx(t) follows readily from (9.9), which holds for r=t'(t):
Tx(t')ST(t')(l+e)ST(t)(l + e) (tZt0).
As in (10.6), we eliminate /' by using (2.20) and find (10.8 ) (1 +e)-2 S (1 +êm)-2[j)\l +*)-1 Ú ^ (te Va({rn}), t > t0(e)).
From (10.7) and (10.8), we deduce that for o (> 1) fixed, (10.9) T(t)/Tx(t)^l as / -> +00, t e Va({rm}). With minor modifications, the arguments of §7 (following formula (7.12)) show that (10.9) is equivalent to (2.23). A change of notation (such as the one described after formula (8.12)) enables us to ensure that R'm, R"m and ëm have the same meaning throughout the statement of Theorem 2. The latter inequalities imply (11.2) 1-cosw/a > |«-iz|.
Returning to (11.1) and using (11.2), we find 2uv(l-COSnp) ^ sin2 wp -(u-v)2 > Sin2 77t -(1-COS irp)2 = 2 COS Trp(l -COS Trp), (11. 3) 2uv > 2 COS np ^ COS Trp + COS ttA.
The inequality (11.1) may be rewritten as (11.4) u2 + v2 -2uv cos 7rA ^ sin2 77*+2uv(cos Trp-cos 7rA).
Assume Corollary 1.1 to be wrong. Then cos rrp -cos 7rA>0, and (11.3) yields 2utz(C0S 7TjLi -COS7tA) > COS2 Trp -cos2 ttA, which, used in (11.4), leads to u2 + v2 -2uv cos 7TA > sin2 7rA.
This contradicts (2.25) and hence proves Corollary 1.1.
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