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The first half of this thesis provides a continuum approach for predicting the
constitutive response of HCP polycrystals using a simple non-hardening con-
stitutive model incorporating both slip and twinning. This has been achieved
by considering a physical based methodology for restricting the amount of the
twinning activity. A continuum approach is used in modeling the texture evolu-
tion that eliminates the need for increasing the number of discrete crystal orien-
tations to account for new orientations created by twinning during deformation.
The polycrystal is represented by an orientation distribution function using the
Rodrigues parameterization. A total Lagrangian framework is used to model
the evolution of microstructure. Numerical examples are used to show the ap-
plication of the methodology for modeling deformation processes.
In the second half, the quantification and propagation of uncertainty in pro-
cess conditions and initial microstructure on the final product properties in a
deformation process is presented. The stochastic deformation problem is mod-
eled using a sparse grid collocation approach that allows the utilization of a de-
terministic simulator to build interpolants of the main solution variables in the
stochastic support space. The ability of the method in estimating the statistics
of the macro-scale microstructure-sensitive properties and constructing the con-
vex hull of these properties is shown through examples featuring randomness in
initial texture and process parameters. A data-driven model reduction method-
ology together with a maximum entropy approach are used for representing
randomness in initial texture in Rodrigues space. Comparisons are made with
the results obtained from the Monte-Carlo method.
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CHAPTER 1
MODELING THE RESPONSE OF HCP POLYCRYSTALS DEFORMING BY
SLIP AND TWINNING USING A FINITE ELEMENT REPRESENTATION
OF THE ORIENTATION SPACE
1.1 Introduction
There have been significant developments in the field of crystal plasticity mod-
eling and evolution of microstructure. For deformation of FCC and BCC metals
which deform predominantly by crystallographic slip there is already a well
developed mathematical theory [1, 2, 3, 4, 5]. Plastic deformation of hexago-
nal closed packed crystalline (HCP) materials due to slip and twinning is less
developed. HCP materials are characterized by highly anisotropic mechanical
behavior. Twinning and slip have shown to be important deformation modes
for these materials at low temperature. Hence, realistic modeling of HCP crys-
talline materials requires modeling of the deformation twinning in the constitu-
tive equations.
The closed packed directions for crystallographic slip on HCP materials are
< 112¯0 > family of directions. Since these are perpendicular to the c-axis of the
HCP crystals they lack the ability to cause deformation along that axis. Twin-
ning is considered to be the mechanism that provides the inelastic deformation
along the c-axis.
The problem of incorporating the twinning mechanism into crystal plastic-
ity has been addressed in [6, 7, 8, 9, 10]. In these works, twinning is treated as
pseudo-slip and it is assumed that there exists a critical resolved shear stress for
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twinning systems. Since twinning consists of a sudden change in crystal orien-
tation, texture evolution due to twinning is different from that of slip. Various
models have been used to model texture evolution due to twinning. One of
the major difficulties in addressing the texturing due to twinning has been to
account for the new crystal orientation generated by the twinning. In [7, 11] a
probabilistic approach is used to avoid the difficulties associated with increas-
ing number of discrete crystal orientations. In these models, the orientations of
grains are updated only if the twinned volume fraction has reached a certain
value.
Theoretical investigations of texture development are typically based on
discrete aggregate models. In these models, the polycrystal response is mod-
eled through a representative volume of material with discrete aggregates. An
alternative method for texture evolution is to use a continuous representa-
tion of orientation through the orientation distribution function (ODF) [6]. In
this method, the distribution of crystal orientations is modeled over a three-
dimensional orientation space. Finite element schemes for the ODF were pro-
posed in [4, 5, 6, 42, 13]. These are based on a finite element representation of the
ODF using piecewise polynomial interpolating functions. This approach avoids
using discrete orientations and problems associated with increasing the number
of elements to account for new orientations created by twinning during the pro-
cess. However, it lacks the ability to capture grain boundary accommodation
and interaction between grains.
Further, in contrast to existing works, based almost entirely on Euler angle
spaces, the analysis of HCP polycrystals that follows is based on Rodrigues’
space. Using this representation one can use the crystal symmetries to reduce
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the space to a geometrically simple region [6]. This will allow the texture evolu-
tion equations to be solved over a reduced region of the space called fundamen-
tal region. Moreover, due to symmetry of the space, textures have a particularly
simple structure over Rodrigues’ space. On this representation, a conservation
equation for the ODF evolution for material deforming by combinations of mul-
tiple slip and twinning is introduced similar to [6] which takes into account
sudden jumps in orientations as a consequence of twinning.
The orientation distribution function is updated in Rodrigues space by solv-
ing this conservation type equation using the finite element method. In addition
to modelling texture evolution, this also provides the means to predict the re-
sponse of HCP polycrystals. In [6], a constitutive model was employed for HCP
polycrystals but no effort was made in modeling the material stress-strain re-
sponse.
In this chapter, a rate-independent constitutive model is used for predicting
the response of HCP polycrystals due to slip and twinning. Grain boundary
effects are incorporated in the simulation using the approach suggested in [7]. A
new probabilistic criterion for arresting twinning is proposed which is capable
of predicting different strain hardening stages reported in the literature. A total
Lagrangian approach is used to model the texture evolution. The continuum
representation of texture, used in this chapter, enables one to model the texture
evolution independent of the choice of an aggregate and to avoid the difficulties
associated with increasing the number of discrete crystal orientations due to
twinning. The model is validated for tension, shear and compression modes.
The plan for this chapter is as follows. In Section 2, the mathematical model
for twinning is discussed and it is shown that twinning can be considered as a
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pseudo-slip. In Section 3, a continuum description of polycrystals is represented
along the necessary equations for texture evolution. In Section 4 the constitutive
model for polycrystalls undergoing slip and twinning is represented. Section 5
discusses the reorientation of crystals. Section 6 presents some numerical appli-
cations of the methodology. Section 7 contains the discussion.
1.2 Twinning model
In modeling the twin as a pseudo-slip, the approach in [6] is adopted here. Con-
sider a single crystal consisting of untwinned and twinned parts with volume
fraction of the twinned part equal to 휆. Let 풏푡푤 be a unit normal vector to the
twinning plane and 풃푡푤 be the twinning plane direction (Fig. 1.1). Let 풙 be the
original position of a lattice point and 풙′ be its twinned position. The displace-
ment under twinning is proportional to 풙 ⋅ 풏푡푤 [6]:
풙′ = 풙+ 훾0풃
푡푤(풙 ⋅ 풏푡푤)
= (퐼 + 훾0(풃
푡푤 ⊗ 풏푡푤))풙 = 푭 푡푤풙 (1.1)
where 훾0 is a constant of proportionality and 푭 푡푤 is the deformation gradient
for the twinned part. The deformation gradient for the untwinned part is the
identity tensor (푭 푛푡푤 = 푰). The average deformation gradient for the grain is
calculated as follows:
푭 = 휆푭 푡푤 + (1− 휆)푭 푛푡푤 = 푰 + 휆훾0풃푡푤 ⊗ 풏푡푤 (1.2)
Since in this model twinning occurs continuously, 휆˙ exists and is finite.
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Figure 1.1: The lattice in the twinned region has a special orientation in
relation to the untwinned crystal, defined by a reflection across
the twinning plane.
Hence, the average macroscopic velocity gradient for the entire grain can be
written as [6]:
푳 = 푭˙ 푭−1 = 휆˙훾0풃
푡푤 ⊗ 풏푡푤 = 훾˙푺푡푤 (1.3)
From this we see that twinning on a single twin system could be considered
as a pseudo-slip with the shear rate 훾˙ and Schmid tensor
푺푡푤 = 풃푡푤 ⊗ 풏푡푤.
1.3 Overview of representation of HCP polycrystals
To set forward the necessary background for later developments, a very brief
description of microstructure associated with polycrystalline plasticity is pro-
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vided. Consider a macroscopic material point and let it be associated with the
underlying microstructure ℳ. Using the Taylor hypothesis, response of any
crystal of the polycrystal is determined only by its orientation and does not de-
pend on attributes of neighboring crystals. The rotation 푹 relates the crystal
lattice frame, 풆ˆ푖, to a sample reference frame 풆푖 as 풆푖 = 푹 풆ˆ푖. The orientation
푹 is not unique because of crystal symmetries. This non-uniqueness has tradi-
tionally been resolved by restricting the choice of orientation to a fundamental
region.
The ODF (orientation distribution function), represented as 풜(풓), is used to
represent the crystal density over the fundamental region. In this chapter, the
representation of the ODF given by 풜(풓, 푡) is Eulerian and 풜ˆ(풔, 푡) is Lagrangian
(풜(풓, 푡) = 풜(풓ˆ(푠, 푡), 푡)
= 풜ˆ(풔, 푡)). When texture development is modeled, a reorientation vector 풓ˆ(푠, 푡)
is computed that maps the location 풓 in the reoriented region (at time 푡) to the
corresponding location 푠 in the reference fundamental region (at time t = 0).
The evolution of ODF can be considered by the conservation equation which
in the Lagrangian framework has the following format [14]
∫
Ω
(
풜ˆ(풔, 푡) 퐽(풔, 푡) − 풜ˆ(풔, 0)
)
푑Ω = 0 (1.4)
where 퐽(풔, 푡) is the Jacobian determinant of the re-orientation of the crystals
and 풜ˆ(풔, 0) = 풜0(풔) is the ODF associated with the reference map and can be
thought of as the initial texturing of the material. The Lagrangian version of the
conservation equation is then defined as:
풜ˆ(풔, 푡) 퐽(풔, 푡) = 풜ˆ(풔, 0) = 풜0(풔) (1.5)
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The conventional Eulerian rate form of the conservation equation is obtained by
considering the rate of Eq. (1.5) as
∂풜(풓, 푡)
∂푡
+ ▽풜(풓, 푡) ⋅ 풗(풓, 푡)
+ 풜(풓, 푡)▽ ⋅풗(풓, 푡) = 0 (1.6)
where 풗(풓, 푡) is the Eulerian re-orientation velocity. Such an Eulerian represen-
tation of the ODF is useful in cases where elastic effects are negligible. In a
Lagrangian framework, the reorientation 풓ˆ has to be calculated from the reori-
entation velocity using the following relation:
푑풓ˆ
푑푡
= 풗ˆ(풓, 푡) (1.7)
The Jacobian determinant of the reorientation of the crystals can then be calcu-
lated as 퐽(풓, 푡) = 푑푒푡(∇(풓ˆ)).
1.3.1 Representing twinning in the orientation space
Twinning can be modeled as the reflection of the orientation in the twinning
plane. Let n be the unit vector normal to the twinning plane. The mapping of
the crystal through twinning can be represented as [15]:
x′ = x− 2n(n.x) = (I− 2n⊗ n)x = 푇1x (1.8)
where 푇1 = I−2n⊗n and I is the identity matrix. Since this mapping represents
a reflection, one would end up with det푇1 = −1. To represent this mapping
with rotation, we need to have det푇 = +1. We can achieve this through another
reflection det푇2 = −1 that maps the lattice to itself. The resultant map would be
푇 = 푇2푇1. Since all the crystallographic lattices are symmetric with respect to
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reflection around the origin, one can choose 푇2 = −퐼 . For the 3D case, det푇2 =
−1 and one will end up with [15]
Tx = (−I)(−I + 2n⊗ n)x
= (I− 2n⊗ n)x = 푇1x (1.9)
The resultant operator 푇 can be seen as rotation of crystal axis about the twin
plane normal through an angle of 휋. Under the quaternion parametrization of
rotation space, this rotation can be represented by a quaternion:
푇 푞 = ±[0,n] (1.10)
The steps required for calculating the lattice reorientation in the fundamental
region due to twinning is summarized as follows:
1. Convert parametrization of crystal lattice orientation in Rodrigues space
(h) to the quaternion representation (h푞).
2. Perform the quaternion product q = 푇 푞h푞
3. Project q to an equivalent rotation q퐹 in the fundamental region based on
crystal symmetries.
4. Convert q퐹 to the Rodrigues parametrization, h푛푒푤.
1.3.2 Conservation of the ODF considering slip and twinning
Twinning of the crystal lattice on a particular twin system uniquely maps the
orientation to another location in the fundamental region. Thus, twinning re-
sults in loss of volume fraction of a particular orientation and accumulation of
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the orientation at another location in the orientation space. These can be re-
garded as source and sink terms in the conservation equation (Eq. 1.4). Since
the material volume must be conserved, material leaving from a source must
show up at a sink.
At an orientation 퐴(풓, 푡), the source (휙) at an instant 푡 contains two terms
arising from the loss of volume fraction of that orientation due to twinning and
the gain of orientation from its twin images at positions 풓푘 in the orientation
space. This is shown schematically in Fig. 1.2. Thus 휙(퐴, 풓, 푡) is given as [6],
휙(퐴, 풓, 푡) =
∑
푘∈훼푡푤
퐴(풓푘, 푡)휆˙푘(풓푘)
−퐴(풓, 푡)
∑
푘∈훼푡푤
휆˙푘(풓) (1.11)
r
rk
Orientation space
rk
rk
Figure 1.2: Images of r in the orientation space with respect to twin sys-
tem 푘. The orientation r acts as a source to the images r푘 while
it gains volume fraction when it acts as a sink to the volume
fraction lost by r푘.
Here, 훼푡푤 is the set of images of the current crystal orientation with respect
to the twin planes of the twin systems and 휆˙푘 refers to the rate of change in
volume fraction of the orientation at time 푡 due to twinning in the twin system
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given by 푘. Thus, the presence of the conservation term modifies the evolution
of the ODF in the form,
∫
Ω
퐽(풔, 푡)(퐴ˆ(풔, 푡) − Φ(풔, 푡))푑Ω (1.12)
=
∫
Ω
퐴ˆ(풔, 0)푑Ω
where Ω is the reference fundamental region and
Φ(풔, 푡) =
∫ 푡
0
휙(풔, 푡)푑푡 (1.13)
The total volume fraction of twinned crystals can be calculated by only con-
sidering the untwinned portion (퐴˜) of the ODF as,∫
Ω
퐽(풔, 푡)(퐴˜(풔, 푡) − Φ˜(풔, 푡))푑Ω (1.14)
=
∫
Ω
퐴ˆ(풔, 0)푑Ω
Here, the source term due to the presence of twinning (Φ˜) is given as [6],
Φ˜(풔, 푡) =
∫ 푡
0
휙˜(풔, 푡)푑푡 (1.15)
and
휙˜(풔, 푡) = −퐴˜(풔, 푡)
∑
푘∈훼푡푤
휆˙푘(풔) (1.16)
Only the volume fraction that is lost from each orientation is calculated. The
other term in 휙(s, 푡) that corresponds to the orientations coming from the other
twin images is not used. Since we concentrate only on the volume fraction of
crystals that is lost due to twinning, the equation for (퐴˜) no longer follows ODF
conservation. The volume fraction of twins is given by 퐴˜(풔, 푡) as,
푓 = 1−
∫
Ω
퐴˜(풔, 푡)푑Ω (1.17)
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The ODF, in the present work, is approximated with finite element polyno-
mial functions defined over an explicit discretization of the orientation space
based on Rodrigues parametrization. The parametrization of 푹 is derived from
the natural invariants of푹: the axis of rotation풏 and the angle of rotation 휁 . The
angle-axis parametrization (풓) is obtained by scaling the axis 풏 by a function of
the angle 휁 as 풓 = 풏 tan
(
휁
2
)
. The orientation푹 is related to the parametrization
풓 as
푹 =
1− 풓∙풓
1 + 풓∙풓
(푰) (1.18)
+
2
1 + 풓∙풓
(풓 ⊗ 풓 + 푰 × 풓)
The polycrystal average of an orientation dependent property, Υ(풓, 푡), is de-
termined as follows
⟨Υ⟩ =
∫
Ω푡
Υ(풓, 푡) 풜(풓, 푡) 푑Ω푡
=
∫
Ω
Υ(풓ˆ(풔, 푡), 푡) (풜0(풔)
+ Φ(풔, 푡)퐽(풔, 푡))푑Ω (1.19)
where 푑Ω푡 is defined as the volume element on the current fundamental region.
One can conclude that if the re-orientation and initial texture are known the
average property for the polycrystal can be calculated. Hence, there is no need
to compute the current ODF, 풜(풓, 푡).
11
1.4 Constitutive sub-problem for HCP crystals deforming
through slip and twinning
During deformation process of a HCP polycrystal, the deformation is mani-
fested in the crystal in the form of crystallographic slip, twinning and lattice
re-orientation of crystals. Re-orientation of the crystals occurs in an ordered
manner such that a preferential orientation or texture develops. Consider a
point on the reference fundamental region corresponding to a particular crystal
orientation. In an appropriate kinematic framework for large deformation in-
elastic analysis, the total deformation gradient is decomposed into plastic and
elastic parts as follows (Fig. 1.3)
푭 푛+1 = 푭
푒 푭 푝 (1.20)
where 푭 푒 is the elastic deformation gradient and 푭 푝, the plastic deformation
gradient, with det푭 푝 = 1. This decomposition of the deformation gradient
results in the following
푭 푒 = 푭 푛+1 (푭
푝)−1 (1.21)
In the following scheme, all vector and tensorial quantities are expressed
in the reference sample frame, i.e., the initial (macro-scale) configuration. Fur-
thermore, crystal specific properties like the stiffness and compliance have to be
transformed to the sample reference frame using the crystal orientation 풓. At
time 푡 = 푡푛+1, the following steps are followed to update the texture and ob-
tain the necessary quantities at a material point in the sample. The data that is
known at time 푡 = 푡푛+1 includes {푭 푛,푭 푛+1}, the deformation gradients at time
푡 = 푡푛 and 푡푛+1, the Cauchy stress 푻 푛 and the ODF 퐴(풓, 푡푛) at time 푡푛. The task
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of the constitutive sub-problem is to identify the elastic-plastic decomposition
of the deformation gradient and the Cauchy stress at time 푡푛+1. Further, this in-
formation is used to calculate reorientation of the crystals which is in turn used
to update the ODF.
In the constitutive equations to be defined below, the Green elastic strain
measure is defined on the relaxed configuration (plastically deformed, un-
stressed configuration) ℬ¯. It is represented as 푬¯푒 = 1
2
(
푭 푒푇푭 푒 − 푰). The con-
jugate stress measure is then defined as 푻¯ = det푭 푒(푭 푒)−1푻 (푭 푒)−푇 where 푻 is
the Cauchy stress for the crystal in the sample reference frame. In the following
analysis, crystal specific properties like the stiffness and compliance are trans-
formed to the sample reference frame for each crystal using the position 풓 in the
orientation space. The trial elastic strain (푬¯푒푡푟푖푎푙) is first calculated as:
푭 푒푡푟푖푎푙 = 푭 (푭
푝
푛)
−1
푬¯
푒
푡푟푖푎푙 =
1
2
((푭 푒푡푟푖푎푙)
푇푭 푒푡푟푖푎푙 − 푰)
(1.22)
This is followed by a calculation of a trial stress 푻¯ 푡푟푖푎푙 and trial resolved shear
stress 흉훼푡푟푖푎푙 on each slip and twin system:
푻¯ 푡푟푖푎푙 = 푳
푒[푬¯
푒
푡푟푖푎푙]
흉훼푡푟푖푎푙 = 푻¯ 푡푟푖푎푙 ⋅ 푺0훼
(1.23)
Here 푺훼0 = 풎훼 ⊗풏훼 is the Schmid tensor and 훾˙훼 is the plastic shearing rate on
the 훼푡ℎ slip or twin system. 풎훼 and 풏훼 are the slip or twin direction and plane
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normal, respectively. There is a critical resolved shear stress above which slip
and twin systems are activated. Such a set 풫풜 of potentially active slip and twin
systems are identified initially based on the trial resolved stress as the systems
with ∣흉훼푡푟푖푎푙∣ − 푠훼(푡) > 0.
The evolution of plastic deformation gradient can be written as
푭˙ 푝 = 푳푝푭 푝 (1.24)
The flow rule should be modified to take into account the grain boundary
accommodation effect. In [7], the use of an extra isotropic term is suggested for
this purpose. The shearing rates on the slip and twin systems, 훾˙훼 is found using
the following flow rule,
푳푝 = (1− 휉)
∑
훼
훾˙훼푠푖푔푛(휏훼)푺훼0 + 휉푴 (1.25)
푴 = 휀˙0(
휎¯ − 푠푡ℎ
푠
)
1
푚
(
3푻
′
2휎¯
) (1.26)
휎¯ =
√
3
2
푻
′ ⋅ 푻 ′ (1.27)
where 휀˙0 is a constant, 휉 is nonzero only if 휎¯ > 푠푡ℎ and 푠 is an internal
variable with a threshold value 푠푡ℎ. As suggested in [7], the localized non-
crystallographic effects around grain boundaries can be approximated by a
grain boundary layer with a very small volume fraction (휉 ≪ 1). The layer
is assumed to follow a simple isotropic flow rule. Hence, the isotropic term is
added to the flow rule to account for grain boundary effects. Since the assump-
tion of fully bounded grains leads to unrealistically high stress this term helps
in bounding the stress level.
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Figure 1.3: Evolution of various material configurations for a single crys-
tal as needed in the integration of the constitutive model. Here
풎훼 denotes the slip direction and 풏훼 denotes the slip normal,
which together define the slip systems. 푭 푟 is the relative de-
formation gradient. The mechanism at time 푡푛 is slip alone. At
time 푡푛+1, twin systems are activated which causes additional
lattice reorientation (푅푡푤푖푛) and a pseudo-slip.
Using an Euler-backward time integration procedure, one can write,
푭 푝푛+1 = (푰 +Δ푡푳
푝)푭 푝푛 (1.28)
Substituting Eq. (1.28) in Eq. (1.21) results in
푭 푝푛+1 = 푭
푒
푡푟푖푎푙(푰 − (1− 휉)Δ푡×∑
훼 훾˙
훼푠푖푔푛(휏훼)푺훼0 − 휉푴Δ푡) (1.29)
During plastic flow the active systems are assumed to follow the consistency
condition: ∣흉훼∣ = 푠훼 and a simple non hardening assumption is used for the slip
and twin resistances (푠˙(푖) = 0). The bar stress (the conjugate to the green elastic
strain;the second Piola-Kirchhoff stress) is then given by,
푻¯ = 푻¯ 푡푟푖푎푙 − (1− 휉)Δ푡
2
∑
훽
푠푖푔푛(흉 훽푡푟푖푎푙)훾˙
훽푳푒[푩훽]
− 휉Δ푡
2
푳푒(푭 푒푡푟푖푎푙
푇푭 푒푡푟푖푎푙푴 + (푴 )
푇푭 푒푡푟푖푎푙
푇푭 푒푡푟푖푎푙)
(1.30)
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The updated shearing rates 훾˙훽 are obtained by solving the following equa-
tion:
∣ 흉훼∣ = ∣흉훼푡푟푖푎푙∣ − (1− 휉)
Δ푡
2
×∑
훽 푠푖푔푛(흉
훼
푡푟푖푎푙)푠푖푔푛(흉
훽
푡푟푖푎푙)훾˙
훽푳푒[푩훽] ⋅ 푺훼0
− 휉Δ푡
2
푠푖푔푛(흉훼푡푟푖푎푙)푳
푒(푭 푒푡푟푖푎푙
푇푭 푒푡푟푖푎푙푴
+ (푴)푇푭 푒푡푟푖푎푙
푇푭 푒푡푟푖푎푙) ⋅ 푺훼0 (1.31)
where, 훼 ∈ 풫풜 and,
푩훽 = [(푺훽0 )
푇 (푭 푒푡푟푖푎푙)
푇푭 푒푡푟푖푎푙 + (푭
푒
푡푟푖푎푙)
푇푭 푒푡푟푖푎푙푺
훽
0 ]
(1.32)
The system of equations for 푥훽 = 훾˙훽 ≥ 0 takes the form:∑
훽∈풫풜
퐴훼훽푥훽 = 푏훼 (1.33)
where,
퐴훼훽 =
Δ푡
2
푠푖푔푛(흉훼푡푟푖푎푙)푠푖푔푛(흉
훽
푡푟푖푎푙)푳
푒[푩훽] ⋅ 푺훼0 (1.34)
푏훼 = ∣흉훼푡푟푖푎푙∣ − 푠훼 − 휉
Δ푡
2
푠푖푔푛(흉훼푡푟푖푎푙)
× 푳푒(푭 푒푡푟푖푎푙푇푭 푒푡푟푖푎푙푴
+ (푴)푇푭 푒푡푟푖푎푙
푇푭 푒푡푟푖푎푙) ⋅ 푺훼0 (1.35)
If for any slip system 훾˙훽 ≤ 0, then this slip system is removed from the set
of potentially active systems. The system of Eqs. (1.33) is solved until for all slip
systems 훾˙훽 > 0.
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The plastic part of the deformation gradient and the Cauchy stress are com-
puted as follows,
푭 푝 = (푰 +Δ푡푳푝)푭 푝푛
푻 = 퐹 푒[푑푒푡(푭 푒)]−1푻¯ (퐹 푒)푇 (1.36)
The change in the volume fraction of twin systems used in Eq. (1.3) for up-
dating the average macroscopic velocity gradient is then given as,
휆˙훼(푡) =
훾˙훼
훾0
(1.37)
1.5 Reorientation of crystals
The reorientation velocity is given as follows:
풗 =
∂풓
∂푡
=
1
2
(흕 + (흕 ⋅ 풓)풓 + 흕 × 풓) (1.38)
where 풓 is the orientation (Rodrigues’ parametrization) and흕 represents the
spin vector defined as 흕 = vect
(
푹˙푒푹푒푇
)
= vect (Ω) where 푹풆 is evaluated
through the polar decomposition of the elastic deformation gradient푭 푒 as푭 푒 =
푹푒푼 푒. Considering the Euler-backward time integration of 푹˙푒푹푒푇 = Ω, where
Ω is the spin tensor, leads to the following:
푹푒푛+1 = exp(Δ푡Ω푛+1)푹
푒
푛 (1.39)
and
Ω푛+1 =
1
Δ푡
ln
{
푹푒푛+1푹
푒푇
푛
}
(1.40)
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From the elastic deformation gradients, 푹푒푛+1 and 푹
푒
푛 are evaluated and one
can evaluate the spin tensorΩ푛+1 using Eq. (1.40) and then the re-orientation ve-
locity from Eq. (2.2). Further, post-processing involves computing the average
Cauchy stress from
⟨푻 ⟩ =
∫
Ω푡
푻 (풓, 푡) 풜(풓, 푡)푑Ω푡 (1.41)
1.5.1 Arresting of twin systems
Experimental results show that the volume fraction of twins for HCP materials
saturates at a level significantly smaller than unity [16]. This shows that after
twinning starts some restriction must be imposed on propagation of twins.
A number of different mechanisms have been proposed to determine where
the deformation twinning activity should stop [6, 16]. In [6], it is assumed that
twins are not likely to form if they are going to intersect existing twins. A ran-
dom function was used to relate the probability of intersection of twins to their
volume fraction. Then this random function is used to stop the twinning activ-
ity. The random function was constructed from geometric arguments in which
a hypothetical grain is considered as an average of real grains.
As suggested in [17], only a small portion of grains show cross twinning
in comparison to the total number of twins. Hence, for arresting the twin sys-
tems the following method is used. For almost all twin systems, the twinning
is stopped after the saturation volume fraction is reached. However, based on
a probabilistic criterion given below, some of these twin systems may get acti-
vated. This method is used to activate the primary systems that undergo twin-
ning and deactivate the rest due to obstacles to twinning. The small probability
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of cross twinning is also taken into consideration by allowing the twinning to
happen after the twinning volume fraction passes the saturation volume frac-
tion and satisfies the inequality criterion described below. The algorithm used
for arresting twinning is summarized below:
푓 < 푓푠푎푡 twinning is allowed
푓 > 푓푠푎푡 twinning is allowed only if 푓 > 푃푓
where 푃푓 is a random variable. In this chapter, 푃푓 is assumed to have a uni-
form random distribution between 0.3 and 1.0 [7] and 푓푠푎푡 is assumed to be 0.2
as suggested in [6].
1.6 Numerical results
1.6.1 Example 1: Validation of texture evolution for Titanium
In this example texture evolution is examined for Titanium which has a HCP
structure. A plane strain compression mode is assumed with a true strain rate
equal to unity. The active slip and twinning systems are shown in Table 1.1. The
values used for the elastic moduli are the following [18]:
퐶11 = 256.6 퐺푃푎, 퐶12 = 0.36 퐺푃푎, 퐶13 = 69.7 퐺푃푎, 퐶33 = 325.13 퐺푃푎,
퐶55 = 46.71 퐺푃푎.
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Figure 1.4: (left) - Initial random texture shown in Rodrigues fundamental
space for HCP symmetries; (right) - Computed texture shown
in Eulerian format.
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Figure 1.5: (left) - Computed texture shown in fundamental space from
(Myagchilov and Dawson, 1999); (right) - Computed texture
from this work.
Table 1.1: HCP slip system parameters (Staroselsky and Anand 2003)
Type Slip plane normal Slip direction
Basal {0001} < 112¯0 >
Prismatic {101¯0} < 112¯0 >
Pyramidal {101¯1} < 112¯0 >
Twin {101¯2} < 1¯011 >
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No grain boundary effect is considered for this example. The following ma-
terial parameters for slip and twinning systems are used for constitutive model:
푠푏푎푠푎푙 = 8.0 푀푃푎, 푠푝푟푖푠푚푎푡푖푐 = 1.0 푀푃푎, 푠푝푦푟푎푚푖푑푎푙 = 10.0 푀푃푎 and 푠푡푤푖푛 = 1.25
푀푃푎.
The initial texturing of the material is assumed to be random. The orien-
tation distribution function is represented in Rodrigues space in Fig. 1.4. The
reference fundamental region is obtained from this space after applying the nec-
essary HCP crystal symmetries. It is discretized into 111 tetrahedral elements.
The total Lagrangian ODF corresponding to an effective strain of 휀 = 0.5 is
shown in Fig. 1.5. It is in a very good agreement with the results of [6] shown in
the same figure.
1.6.2 Example 2: Validation of constitutive model and texture
evolution for Titanium
For validating the constitutive model 훼-titanium is used in this example. The
result of stress-strain curve and final texture is compared with the experimental
result reported in [19]. No grain boundary effect is considered for this example
and the same slip and twinning systems as Example 1 are used with the follow-
ing material parameters taken from [19]
푠푏푎푠푎푙 = 150푀푃푎, 푠푝푟푖푠푚푎푡푖푐 = 30푀푃푎, 푠푝푦푟푎푚푖푑푎푙 = 120푀푃푎, 푠푡푤푖푛 = 125푀푃푎.
It should be emphasized here that the differences between the material pa-
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rameters used in [6, 19] is due to the fact that in [6] there was no attempt to
match the stress-strain response with experimental results.
The initial texturing of the material is assumed to be random. The texture
prediction for simple shear mode shown in Fig. 1.6 is in a good agreement with
experimental results reported by Wu et al. [19]. The predicted result captures
the strong textures in {0001} and {101¯0} pole figures. Although the work in [19]
failed to completely capture the strong features seen in {0001} pole figure ob-
tained from experiment, the present work was able to show a good agreement
with the experimental result.
Finally, the predicted stress-strain response for the simple shear mode is
compared with experimental data in Fig. 1.7. The experimental data and nu-
merical result reported in [19] are in good agreement with the computed result
in this work. It should be emphasized that in [19] a strain hardening model is
used. The present work is thus able to capture well the strain hardening effect.
0001  
 
1010   
  
Figure 1.6: Computed crystallographic texture in simple shear for 훼-Ti at
훾=-1.00.
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Figure 1.7: Comparison between experimentally measured and numeri-
cally simulated stress-strain curve (Wu et al., 2007) and the re-
sult from this work.
1.6.3 Example 3: Validation of constitutive model and texture
evolution for magnesium alloy AZ31B
To examine the constitutive model and the algorithm for texture evolution,
magnesium alloy AZ31B (96.486%푀푔, 2.798% 퐴푙, 0.715% 푍푛,퐵푎푙푎푛푐푒,푀푛, 퐹푒)
is studied. The experimental results taken from [7] are obtained from a hot-
extruded rod of alloy AZ31B subjected to tension and simple compression tests.
The initial texture of the specimen is shown trough {0001} and {101¯0} pole fig-
ures in Fig. 1.8. The material is subjected to a simple tension test with a constant
true strain rate 2 × 10−4 푠−1. The following values are used for the elastic mod-
uli [20]:
퐶11 = 58 GPa, 퐶12 = 25 GPa, 퐶13 = 20.8 GPa,
퐶33 = 61.2 GPa, 퐶55 = 16.6 GPa.
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0001  
 
1010   
  
Figure 1.8: Initial texture used in this work for Mg.
The operative slip and twinning systems are assumed to be basal (0001) <
112¯0 >, prismatic 101¯0 < 112¯0 >, pyramidal 101¯1 < 112¯0 > slip systems and
pyramidal 101¯2 < 1¯011 > twinning systems. These are shown in Table 1.1. The
material parameters used for constitutive model are:
푠푏푎푠푎푙 = 0.55푀푃푎, 푠푝푟푖푠푚푎푡푖푐 = 105푀푃푎, 푠푝푦푟푎푚푖푑푎푙 = 105푀푃푎, 푠푡푤푖푛 = 18푀푃푎.
for slip and twinning systems and
푠푡ℎ = 170푀푃푎, 푠 = 220푀푃푎, 휀˙0 = 0.001 푠−1, 푚 = 0.07, 휉 = 0.05
for grain boundary accommodation [7].
The calculated {0001} and {101¯0} pole figures after 15% strain in simple ten-
sion are shown in Figure 1.9. Comparison between the final computed texture
from the current study and the experimental data from [8] shows a good agree-
ment. We believe that the failure of the computed crystallographic texture to
show a perfect symmetric pattern in the {101¯0} polefigure is due to the fact that
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the current model considers the texture as a continuous distribution and spatial
configuration of crystals is neglected. Whereas, in the experiment reported by
Staroselsky and Anand [8] both the initial and final textures correspond to a
specific spatial configuration of crystals.
The stress-strain curve is also compared in Fig. 1.10 with the results given
in [7]. In [7], the polycrystal is modeled as a discrete set of orientations, whereas
in this work, ODF representation of the polycrystal is used to avoid the depen-
dency of the final result on the initial selection of the spatial configuration of
the orientations. This work provides a general approach by representing all the
structures that have the same orientation distribution. Although in both cases
the initial pole figures look alike, the analysis in [7] is based on a specific se-
lection and ordering of crystal orientations in the model. They argue that they
select the initial orientation of their discrete crystals such that they obtain the
desired pole figures for the initial texture. In contrast, in the current method
all textures with the desired pole figures are considered through the orientation
distribution function. If a discrete representation of texture is used, one needs
to split the finite elements to take into consideration the newly generated ori-
entations due to twinning. In this work, however, application of a continuous
representation of texture eliminates this problem.
The predictive capabilities of the model were also tested for the simple com-
pression mode. The stress-strain curve is compared in Fig. 1.11. The computed
result for texture evolution is given in Figure 1.12 and shows good agreement
with the experiment data reported by Staroselsky and Anand [7].
Comparing Figs. 1.10 and 1.11, we note that the already reported [7] asym-
metric behavior of tension and compression modes is apparent. This behavior
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 
1010   
  
Figure 1.9: Computed crystallographic texture in simple tension for the
tensile strain of 15%.
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Figure 1.10: Comparison between experimentally measured and com-
puted stress-strain response from (Staroselsky and Anand,
2003) and the result from this work.
can be explained by the evolution of the texture. The compressive mode of de-
formation and the initial texture makes the twinning and basal slipping to be
more active. During the texture evolution the crystals align their c axis along
the compression direction which makes the resolved shear stress on the basal
plane to be very small and the pyramidal slip systems become active [7].
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Figure 1.11: Comparison between experimentally measured and numer-
ically simulated stress-strain curve (Staroselsky and Anand,
2003) and the result from this work for the simple compres-
sion mode.
0001  
 
1010   
  
Figure 1.12: Numerically simulated crystallographic texture in simple
compression for the compressive strain of 18%.
Again, the experimentally measured and numerically modeled response
show a good agreement. The reader should notice that the model used by
Staroselsky and Anand [7] considers the actual spatial configuration of the crys-
tals and as they point out in their paper due to the non-hardening model used,
the observed strain hardening is related to the evolution of the microstructure.
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Considering the fact that the current model neglects the exact spatial configu-
ration of microstructure and uses a 1-st order representation, the stress-strain
result shows an acceptable agreement with that of experiment. Notice that al-
though a non-hardening model is used this work is able to capture the harden-
ing part of the stress-strain curve by restricting the twinning after the saturation
limit is met. The strain hardening curve is also shown in Fig. 1.13. The same
trend for strain hardening in simple compression mode is reported in [19]. It
should be noticed that the 푓푠푎푡 and probability function 푃푓 discussed earlier are
responsible for the different stages seen in the figure.
Looking at Eq. (1.30) and neglecting the grain boundary effect for now (as-
suming 휉 = 0) makes this more clear. It is obvious that the role of the second
term on the right hand side is to reduce the amount of stress. This reduction is
caused proportional to the amount of plastic strain.
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Figure 1.13: Normalized strain hardening response of magnesium alloy
AZ31B in simple compression. A, B and C represent three
different stages. 푓 , 푓푠푎푡 and 푃푓 are defined in Section 5.1.
When volume fraction of the twinned part is less than 푓푠푎푡 all systems are
allowed to contribute to the flow rule which causes stage A in which strain
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hardening is decreasing. After reaching 푓푠푎푡 the corresponding twin systems
are taken out of the active systems which makes it harder for the plastic strain
to develop, hence mimicking stage B which has an increasing strain-hardening
rate. After the volume fraction of the twinned part passes the lower range of
the 푃푓 function, there will be a probability of including the twin systems in
the active systems. This in turn initiates stage C which is characterized by a
decreasing strain hardening rate.
From this example it is apparent that the method discussed in this work is
able to reproduce the stress-strain relation and texture evolution of magnesium
alloy AZ31B.
1.7 Conclusions
In this chapter, a continuum approach for representing HCP polycrystals under-
going both slip and twinning is presented using a Lagrangian framework. The
proposed methodology is applied for Titanium and Magnesium alloy AZ31B
and the computed texture and stress-strain response have shown to be in good
agreement with experiments and results from other numerical approaches. The
need for splitting existent elements to allow for newly generated orientations is
eliminated by using a continuous method in the space of ODFs. This continuous
method is general and can be used with any single crystal constitutive model.
In addition, the probabilistic approach presented here is able to match experi-
mental results using only a few parameters. In fact, the current non-hardening
model is able to capture the macro- and micro-behavior of polycrystals with-
out a need to search for hardening parameters. The proposed methodology is
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based on reported physical phenomena of twinning like saturation of twinning
and existence of different stages in the strain-hardening regime.
The continuum representation of the texture used in this chapter repre-
sents the volume fraction of crystallographic orientations but it neglects the
size, topology and shape of the grains or equivalently the location of grain
boundaries. The author of this chapter recognizes the fact that considering
the spatial configuration of crystals provides models with greater abilities to
match the experimental outputs. The merit of the current methodology lies
in its simplicity and ability to handle more general spatial configurations. As
all the textures that match the volume fraction of crystallographic orientations
are lumped into one model, this provides a great tool for fast exploration of
the process/structure/property space. In addition, the continuous representa-
tion of texture provides a natural framework for designing of texture depen-
dent properties using a mathematically rigorous continuum sensitivity method
(CSM) [4, 21]. Hence, the current model while better than continuum phe-
nomenological models, provides a computationally affordable framework and
at the same time reasonably represents the microstructural behavior.
When a viable texture distribution is obtained for desired material proper-
ties, a more accurate model can be used to investigate the effect of spatial distri-
bution of the microstructure.
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CHAPTER 2
MODELING MICROSTRUCTURAL AND PROCESS UNCERTAINTIES IN
DEFORMATION PROCESSES
2.1 Introduction
The need for designing optimized components in aerospace, naval and automo-
tive applications that lead to reduction in material utilization, process cost and
fuel consumption has grown significantly in recent years. Polycrystalline alloys
have many applications in these industries.
Macro-scale properties of polycrystalline alloys depend on the preferred ori-
entation of crystals in the underlying microstructure manifested as the crys-
tallographic texture. During forming processes, mechanisms such as crystal-
lographic slip and lattice rotation drives the formation of texture. Variation in
such processes and the initial texture of the material subjected to these processes
have a significant effect on the final macro-scale properties. Obtaining the vari-
ation in material properties due to inherent randomness of the microstructure
or the processing parameters is an important component in any design. Fig-
ure 2.1 shows a workpiece and the underlying microstructure of one point on
macro-scale. The information on microstructure is usually provided in the form
of x-ray diffraction images of the representative volume element (RVE). Having
complete knowledge of the initial microstructure of workpiece enables one to
obtain the evolved microstructure due to the effect of various deformation pro-
cesses performed on the workpiece to obtain a specific shape. The calculation of
evolved microstructure in turn enables one to obtain the macro-scale properties
of the final product. The fact that the initial workpieces may have a random
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initial microstructure or that the deformation process may have some uncertain
parameter has significant effect on the macro-scale properties that one can ex-
pect from the final product of a deformation process (Fig. 2.1). This leads one to
use stochastic methods in calculating the effect of uncertainties in initial texture
and process parameters on final macro-scale properties of the workpiece.
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Figure 2.1: Schematic view of the effect of uncertainty in initial texture on
final material properties
Recent developments in materials-by-design have focused on integrating
processing, structure and property of the materials. Two such methods have
been reported in [22] using a spectral framework and in [23] using local sup-
ports of finite element representation . In these methods a convex hull of prop-
erties that can be obtained from a specific process is constructed. In none of the
current methods the propagation of uncertainty in different stages of processes
has been studied in a mathematically rigorous framework. One of the aims of
this chapter is to fill this gap.
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For this purpose the evolution of texture is modeled as a stochastic partial
differential equation (SPDE). There has been tremendous progress in posing and
solving SPDEs. Several techniques like Generalized Polynomial Chaos expan-
sion [24, 25, 26, 27, 28] and collocation based strategies [29, 30, 31, 32] have
been developed to solve SPDEs.
In modeling the texture evolution, the random initial texture can be repre-
sented as a random field. The recent works in [33, 34] propose methods for
reducing a random field to a set of random variables. The available information
on initial microstructure provided as a set of x-ray diffraction images is rarely
enough to completely define the aforementioned random field. In this situa-
tion one needs to resort to maximum entropy approach in which the random
field is constructed such that the entropy of the information it conveys is max-
imized. The method used in this work is fairly general and as the information
on microstructure increases it can be easily incorporated in approximating the
random field.
Finally, a stochastic framework is presented for obtaining the convex hull
of properties obtained from a material subjected to uncertain process parame-
ters and initial texture. The contribution of this chapter is as follows. (1)- A
data driven strategy is provided to encode the limited information on texture
and represent it in a finite-dimensional framework. (2)- A stochastic collocation
methodology is used to incorporate the effect of uncertainty in initial texture
and process parameters on the final texture. (3) The stochastic characteristic of
the final texture obtained from the previous step is used to obtain the stochastic
characteristic of the macro-scale properties of the material subjected to a specific
process.
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The layout of this chapter is as follows. Section 2 provides the problem def-
inition. Section 3 and 4 give details on constitutive model and texture evolu-
tion for the polycrystal plasticity respectively. Section 5 contains the algorithm
for constructing a lower order model for stochastic representation of texture.
Sections 6 to 8 contain details on the method used in solving the stochastic dif-
ferential equations. In Section 9 a method in constructing the convex hull of
material properties is presented. Sections 10 and 11 are for numerical examples
and conclusion respectively.
2.2 Constitutive problem and texture evolution
During a deformation process, crystallographic slip and re-orientation of crys-
tals (lattice rotation) can be assumed to be the primary mechanisms of plastic
deformation. The slip and re-orientation occur in an ordered manner such that
a preferential orientation or texture develops. We follow the rate-independent
constitutive model for FCC polycrystals developed in [40].
Consider a point in the reference fundamental region that corresponds to a
particular crystal orientation. In an appropriate kinematic framework, the total
deformation gradient is decomposed into plastic and elastic parts, 푭 = 푭 푒 푭 푝,
where 푭 푒 is the elastic deformation gradient and 푭 푝, the plastic deformation
gradient, with det푭 푝 = 1. The constitutive relation is given by
푻¯ = 퓛푒 [푬¯푒] (2.1)
where 푻¯ is the second Piola-Kirchhoff stress tensor, 퓛푒 is the fourth-order
anisotropic elasticity tensor expressed in terms of the crystal stiffness param-
eters and the orientation 풓 and 푬¯푒 = 1
2
(
푭 푒푇푭 푒 − 푰). The re-orientation velocity
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is found as follows:
풗 =
∂풓
∂푡
=
1
2
(흕 + (흕 ⋅ 풓)풓 + 흕 × 풓) (2.2)
where 풓 is the orientation (Rodrigues’ parameterization) and 흕 represents the
spin vector defined as 흕 = vect
(
푹˙푒푹푒푇
)
, where 푹풆 is evaluated through the
polar decomposition of the elastic deformation gradient 푭 푒 as 푭 푒 = 푹푒푼 푒.
Consider a macroscopic material point and an associated underlying mi-
crostructure ℳ discretized by a finite element grid. Each point on this underly-
ing grid corresponds to a different crystal orientation 푹. At each point on the
grid, the crystal lattice frame 풆ˆ푖 is related to the sample reference frame 풆푖 by
풆푖 = 푹 풆ˆ푖. Due to crystal symmetry, the orientation 푹 is not unique. Restricting
the Rodriguez domain to a fundamental zone that reflects the crystal symmetry
leads to a one to one correspondence between the points on the Rodriguez space
and the crystal orientation.
The Rodrigues-Frank axis-angle parameterization is used as a convenient
scheme to represent 푹 [44]. The parameterization is derived from the natural
invariants of푹: the axis of rotation 풏 and the angle of rotation 휁 . The angle-axis
parameterization, 풓, is obtained by scaling the axis 풏 by a function of the angle
휁 as 풓 = 풏 푓(휁). In the particular case of Rodrigues’ parameterization, the
function is defined as 푓(휁) = tan
(
휁
2
)
.
To represent a particular texture, an orientation distribution function 퐴(풓) is
defined on a three-dimensional bounded domainℛ called Rodrigues space that
describes the crystal density over the fundamental region [35, 37, 38]. Through
such a description, the microstructure is treated as a continuum of crystals. The
representation of the ODF in an Eulerian framework is 퐴(풓, 푡), while in a La-
grangian framework is given as 퐴ˆ(풔, 푡), where 퐴(풓, 푡) = 퐴(풓ˆ(풔, 푡), 푡) = 퐴ˆ(풔, 푡),
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with 풓ˆ the re-orientation vector.
For cubic symmetry, the fundamental zone is shown in Fig. 2.2a. It can be
shown [42] that each symmetry rotation 휁 along axis 풏 translates to a pair of
planes in Rodrigues space with normals ±풏 at a distance equal to tan ( 휁
4
)
from
the origin. The inner envelope of the planes created due to symmetry is the
fundamental zone. For example in the cubic symmetry case, the faces of the
fundamental zone are due to symmetry rotations about < 100 > family of axes
and their distance to the origin is tan (휋/8). The corners of the fundamental zone
are due to the planes created by the symmetry rotations along < 111 > axes and
their distance to the origin is tan (휋/6) [42].
Orientations on each parallel pair of planes that form the faces and corners
of the fundamental zone are equivalent under the symmetries. In the cubic fun-
damental region, orientations on the parallel pairs of {100} faces are equivalent
by an offset. This offset is determined by rotation of 휋/4 about the correspond-
ing < 100 > axes. The same equivalence holds for {111} faces where the offset
is a rotation of 휋/3 about the corresponding < 111 > axes [42].
The Lagrangian scheme for the ODF evolution as described in [35] is used.
The evolution of the ODF is governed by the ODF conservation equation and is
given in the Lagrangian form as follows
∂퐴ˆ(풔, 푡)
∂푡
+ 퐴ˆ(풔, 푡)▽ ⋅풗(풔, 푡) = 0 (2.3)
where 풗(풔, 푡) is the Lagrangian re-orientation velocity of the crystals and the
Lagrangian form of the ODF, 퐴ˆ(풔), is subjected to 퐴ˆ(풔, 0) = 퐴ˆ0(풔) as the initial
condition.
Texture evolution is modeled using the above equation. The texture is repre-
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sented by the ODF on a grid representing the discretized fundamental region of
the Rodrigues’ parameter space. For the evolution of texture, the conservation
equation for the ODF is solved using the finite element method. The constitu-
tive model is solved at each integration point of this grid which represents an
orientation and is connected to the macro-scale through the Taylor hypothesis.
The response of the underlying microstructure is calculated using a polycrystal
plasticity model [40].
Figure 2.2 shows an example of the evolved texture for a Copper polycrystal
subjected to a simple compression mode. The texture is provided in the form
of orientation distribution function and is plotted over the fundamental part
of Rodrigues space for FCC crystal structure. The corresponding stress-strain
response is also provided in this figure.
The polycrystal average of an orientation dependent property, 푋(풔, 푡), is de-
termined as:
⟨푋⟩ =
∫
ℛ
푋(풔) 퐴ˆ(풔) 푑푣∫
ℛ 퐴ˆ(풔) 푑푣
(2.4)
Here, 푑푣 = (det 푔)0.5푑푠1푑푠2푑푠3. Since the orientation space is non-Euclidean,
the volume element is scaled by the term (det 푔)0.5 where 푔 is the metric for the
space.
2.3 Problem definition: Process and texture uncertainty
The main focus of this work is to obtain the effect of random process parameters
and initial texture on the macro-scale properties of polycrystalline materials.
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Figure 2.2: (a) Texture obtained for an FCC Copper polycrystal subjected
to a simple compression mode is shown over the fundamen-
tal part of Rodrigues space. (b) Comparison of the equivalent
stress-strain response with the results of [40].
For this purpose, the convex hull of the material properties obtainable in the
presence of this uncertainty is computed.
Consider a complete probability space (Ω, 퐹, 푃 ) where Ω is the event space,
퐹 the 휎-algebra, and 푃 : 퐹 → [0, 1] is the probability measure. For a sim-
ple example with a discrete event space, let us consider an experiment with
rolling a loaded die where one loses if the outcome is less than or equal to 3
and wins when the outcome is greater than 3. In this case, the event space is
Ω = {1, 2, 3, 4, 5, 6} and the 휎-algebra (a nonempty collection of subsets of Ω
that is closed under complementation and countable union of its members) is
퐹 = {{1, 2, 3}, {4, 5, 6}, 0,Ω} and 푃 is the probability associated with the mem-
bers of 퐹 [43].
The uncertainty in the problem we consider comes from: (a) variation in the
velocity gradient representing the variation in process parameters: 퐿(휔), 휔 ∈ Ω
and (b) variation in the initial texture: 퐴ˆ0(푠, 휔); 푠 ∈ ℛ, 휔 ∈ Ω.
The velocity gradient is written in terms of various deformation modes such
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as tension/compression, plain strain compression, shear and rotation. The co-
efficients of these terms 훽1, . . . , 훽8 can be assumed as random variables to repre-
sent variation in process conditions.
퐿 = 훽1
⎛⎜⎜⎜⎜⎝
0 1 0
1 0 0
0 0 0
⎞⎟⎟⎟⎟⎠+ 훽2
⎛⎜⎜⎜⎜⎝
0 0 0
0 1 0
0 0 −1
⎞⎟⎟⎟⎟⎠+ 훽3
⎛⎜⎜⎜⎜⎝
−1 0 0
0 0.5 0
0 0 0.5
⎞⎟⎟⎟⎟⎠
+ 훽4
⎛⎜⎜⎜⎜⎝
0 0 1
0 0 0
1 0 0
⎞⎟⎟⎟⎟⎠+ 훽5
⎛⎜⎜⎜⎜⎝
0 0 0
0 0 1
0 1 0
⎞⎟⎟⎟⎟⎠+ 훽6
⎛⎜⎜⎜⎜⎝
0 −1 0
1 0 0
0 0 0
⎞⎟⎟⎟⎟⎠
+ 훽7
⎛⎜⎜⎜⎜⎝
0 0 −1
0 0 0
1 0 0
⎞⎟⎟⎟⎟⎠+ 훽8
⎛⎜⎜⎜⎜⎝
0 0 0
0 0 −1
0 1 0
⎞⎟⎟⎟⎟⎠ (2.5)
The incompressibility condition is assumed here and only eight components of
퐿 are independent and hence 휷 consists as well of eight components.
One can use a random field, 퐴ˆ0(푠, 휔); 푠 ∈ ℛ, 휔 ∈ Ω to represent the variability
of the initial texture. The stochastic partial differential equation for the evolution
of texture, 퐴ˆ(푠, 푡, 휔) : ℛ × [0, 푇 ] × Ω → ℝ+ ∪ {0}, can be written such that for
P-almost everywhere 휔 ∈ Ω
∂퐴ˆ(풔, 푡, 휔)
∂푡
+ 퐴ˆ(풔, 푡, 휔)▽ ⋅풗(풔, 푡, 휔) = 0 (2.6)
The Karhunen-Loe`ve expansion can be used to reduce the random field
퐴ˆ0(푠, 휔) to a set of finite number of random variables 퐴ˆ0(푠, 푌1, . . . , 푌푁). Using
the finite-dimensional noise assumption, the random field 퐴ˆ(푠, 푡, 휔) can be de-
composed into a finite number of random variables 퐴ˆ(푠, 푡, 푌1, . . . , 푌푁+푛퐿) where
the extra number of dimensions (푛퐿) comes from the random variables repre-
senting uncertainty in the velocity gradient (푛퐿 ∈ ℕ, 푛퐿 ≤ 8).
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In this work, we follow a data-driven approach. We assume that a few snap-
shots of the random field 퐴ˆ0(푠, 휔) are known (from experiments or simulation)
from which low-order statistics (mean, covariance, etc.) of the initial texture
can be extracted. In reducing the order of the stochastic model representing
the random initial texture using the Karhunen-Loe`ve expansion, a random field
is approximated by a set of (not necessarily independent) 푁 random variables
whose probability distribution depends on the random field under study (see
Section 2.4). In absence of enough snapshots of the random field to obtain a
convergent estimation for these probability distributions, one needs to resort to
the Maximum entropy (MaxEnt) principle in which a joint probability density is
constructed for these random variables that satisfies a set of constraints imposed
on the random variables and maximizes the information entropy. The maxi-
mum entropy approach has been utilized in [39] for constructing microstruc-
tures with known stochastic moments of their grain sizes. The method relied
on a pixel-based representation of microstructures and in this case the MaxEnt
principle resulted in a probability distribution of grain sizes that depended im-
plicitly on the microstructure. However, in the method used in this work, the
random field representing the microstructure is first reduced to a set of ran-
dom variables using the Karhunen-Loe`ve expansion and then the MaxEnt ap-
proach is used to obtain a joint probability distribution that depends explicitly
on these variables. The set of constraints imposed on MaxEnt are the result of
the Karhunen-Loe`ve expansion (see Section 2.4). After obtaining the joint prob-
ability distribution, the Rosenblatt transformation [57] can be used to transform
the set of 푁 random variables to another set of 푁 independent identically dis-
tributed uniform random variables in a unit hypercube [0, 1]푁 . This allows us to
sample in this space and seamlessly use existent collocation algorithms [31] to
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obtain the probabilistic distribution of the final texture of a point on the macro-
scale as a result of the random initial texture (see Section 3.4). Additional input
uncertainty can also be considered to include process variability in a single or a
sequence of deformation processes, 퐴ˆ(푠, 푇푓푖푛푎푙, 푌1, . . . , 푌푁+푛퐿). Having full sta-
tistical description of the final texture enables us to compute the convex hull of
the properties obtainable at the end of a deformation process considering uncer-
tainty in process parameters and initial texture. This convex hull is a valuable
tool for designers who want to know of the effect of input uncertainty on the
properties they can expect for the material under study.
2.4 Constructing a low-order stochastic model for representa-
tion of texture
The initial texture has a significant effect on the final properties obtainable from
a material. To incorporate the effect of randomness in initial texture on the final
property of the microstructure, the initial texture is presented as a random field.
In this section, a method is introduced for the representation of the orientation
distribution function as a random process.
2.4.1 Karhunen-Loe`ve expansion
The Karhunen-Loe`ve expansion is a useful tool for constructing a reduced-order
model of a random field with a given covariance structure. In this method, a
random field can be represented by a linear combination of an infinite number
of uncorrelated random variables. Assume a stochastic field 퐴ˆ0(푠, 휔) (we drop
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the subscript 0 from now on for ease of notation) defined on a probability space
(Ω, 퐹, 푃 )
퐴ˆ(푠, 휔) : ℛ× Ω→ ℝ+ ∪ {0} (2.7)
where ℛ is the fundamental part of Rodrigues space, Ω is the set of elemen-
tary events and 휔 ∈ Ω. One can use the Karhunen-Loe`ve expansion to express
this field by a linear combination of some orthogonal functions [48]. In this
method, one uses the spectral decomposition of the covariance function R ˆ푨 ˆ푨
of the field.
Let the following random vector represent the discretization of the texture
푨ˆ = (퐴ˆ(푠1, 휔), . . . , 퐴ˆ(푠푛푚 , 휔)), where here 푛푚 is the number of nodes on the grid
discretizing the Rodrigues space. If the underlying covariance matrix of 푨ˆ is푪,
then its unbiased estimate can be written as
푪˜ =
1
푀 − 1
푀∑
푖=1
(푨ˆ푖 −푨)푇 (푨ˆ푖 −푨) (2.8)
푨 =
1
푀
푀∑
푖=1
푨ˆ푖
where 푨ˆ푖 is the 푖푡ℎ realization of 푨ˆ and 푀 is the total number of known
realizations.
The Karhunen-Loe`ve expansion of the random vector 푨ˆ can be written as
퐴ˆ(푠, 휔) = 퐴(푠) +
∑
푖
√
휌푖푓푖(푠)푌푖(휔) (2.9)
where 푓, 휌 represent the eigenfunctions and eigenvalues of 푪˜, respectively,
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and 푌푖(휔) is a set of uncorrelated random variables with the following two prop-
erties (with 퐸(.) here denoting the expectation operator)
퐸(푌푖(휔)) = 0 (2.10)
퐸(푌푖(휔)푌푗(휔)) = 훿푖푗, 푖, 푗 = 1, . . . , 푁
Since the covariance function is symmetric and positive definite, all the eigen-
values are positive real numbers and the eigenvectors are mutually orthogonal
and they span the space in which 퐴ˆ(푠, 휔) belongs to. The summation in Eq. (2.9)
is mean square convergent and usually it can be truncated after few dominant
terms. The number of terms 푁 is usually selected in practice such that it guaran-
tees (1−∑푁푖=1 휌푖/∑ 휌푖) ≤ 휖where 휖 is a small number close to zero. Furthermore,
realizations of the uncorrelated random variables can be obtained by
푌 푗푖 =
1√
휌푖
< 푨ˆ푗 −푨,풇 푖 >푙2 ; 푗 = 1, . . . ,푀, 푖 = 1, . . . , 푁 (2.11)
where 푌 푗푖 is the 푗푡ℎ realization of the random variable 푌푖, 푨ˆ푗 is the 푗푡ℎ real-
ization of the random field and <,>푙2 is the scalar product in ℝ푛푚 . Hence, the
spatial randomness of the process is decomposed to a set of deterministic func-
tions (that represent the fluctuation of the process in the spatial domain) mul-
tiplied by some uncorrelated random variables whose distribution depends on
the nature of the process [48]. Using the random process to represent material
properties that vary smoothly allows one to use only few terms of the expansion
to obtain a good approximation. In this case, the eigenvalues corresponding to
the neglected terms drop quickly to negligible values and the presence of
√
휌 in
Eq. (2.9) guarantees that they do not have a significant effect.
If 퐴ˆ(푠, 휔) is a Gaussian random field, the random variables 푌푖(휔) are inde-
pendent Gaussian random variables with mean zero and variance one. In prac-
tice 퐴ˆ(푠, 휔) is usually non-Gaussian. In the presence of sufficient data, Eq. (2.11)
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can be used for obtaining the probability distribution of these random vari-
ables [49, 50]. In most cases, the number of realizations of the random process
is not enough to construct a converging probability distribution (with respect
to the number of realizations). In such cases, one can use the Maximum En-
tropy (MaxEnt) principle [51] in constructing the probability distribution (푝풀 )
of these random variables. The MaxEnt principle provides the probability dis-
tribution satisfying the information we have about 풀 and maximizes the infor-
mation entropy for part of the information we do not possess.
Furthermore, the ODF representing the texture takes nonnegative values.
Hence, the Karhunen-Loe`ve approximation should provide us with nonneg-
ative values. Since the orientation distribution function can take values very
close to zero for certain orientations, the selection of 퐴푚푖푛 becomes very ad hoc
and the resulting random field may have unbounded second moments.
The nonnegative property of 퐴ˆ(푠, 휔) is enforced by a set of inequalities ob-
tained from Eq. (2.9) as
퐴(푠) +
∑
푖
√
휌푖푓푖(푠)푌푖(휔) ≥ 0, ∀푠 ∈ ℛ (2.12)
Solving a vertex enumeration problem in linear programming, this convex
set of inequalities can be converted into a convex hull whose vertices consist of
the intersections of these inequalities.
풂+ 풃풀 ≥ 0 푎.푠. (2.13)
where a.s. indicates that the inequality almost surely (with probability one)
holds. This convex hull acts as the support of the joint probability distribution
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sought for in the MaxEnt methodology (see next subsection).
2.4.2 Probability distribution of the random variables using the
maximum entropy (MaxEnt) principle
Let 풀 = (푌1, . . . , 푌푁) be the set of random variables for which the probability
density function 푝풀 is unknown. This probability density function is assumed
as a map from푫 ⊂ ℝ푁 toℝ+ = [0,+∞[ where푫 is the support of 푝풀 and is de-
fined previously as the convex hull (퐷 = {풀 : 풀 ∈ 푐표푛푣푒푥ℎ푢푙푙 푌1, . . . , 푌푁 ⊂ ℝ})
of all admissible values of 푌1, . . . , 푌푁 . Any probability function should satisfy
the following constraints in order to be acceptable for this problem.
퐸(풇(풀 )) =푴 (2.14)
where 푴 = (푀1, . . . ,푀ℎ) is a given vector in ℝℎ with ℎ being the number of
constraints defined in Eq. (2.10), 퐸 is the expectation and 풀 → 푓(풀 ) is a given
measurable mapping from ℝ푁 to ℝℎ. These conditions are the result of specific
properties of the Karhunen-Loe`ve expansion discussed in the previous section,
see Eq. (2.10). Hence they can be written as
푓(풀 ) = (풀 , 풆(풀 )) (2.15)
푴 = (0푁 , 푒)
where ℎ = 푁 +푁(푁 +1)/2,0푁 = (0, ..., 0) ∈ ℝ푁 , 풆(풀 ) is a vector in ℝ푁(푁+1)/2
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formed from the diagonal and upper triangular part of the matrix 풀 풀 푇 and 푒
is a vector in ℝ푁(푁+1)/2 that has 0 and 1’s as its elements.
Let us define the information entropy 푆(푝) of the probability density function
푝 as
푆(푝) = −
∫
퐷
푝(풀 )푙표푔(푝(풀 ))푑풀 (2.16)
If Ξ is the convex collection of all probability density functions defined on 퐷
which satisfy the above constraints and Ξ ∩ {푝 : 푆(푝) > −∞} is nonempty, then
the Maximum Entropy principle consists of finding the probability distribution
푝 that maximizes the information entropy:
푝풀 = argmax푝∈Ξ 푆(푝) (2.17)
The MaxEnt problem can be posed as an unconstrained optimization prob-
lem using Lagrange multipliers. In this method the constraints are incorporated
into the cost function as
퐶 = 푆(푝)+ < 흀, (퐸(풇(풀 ))−푴) >ℎ (2.18)
where 흀 = (휆1, . . . , 휆ℎ) represents the Lagrange multipliers. Maximizing
this cost function is equivalent to maximizing the entropy and satisfying the
constraints. Since 푆(푝) is a concave functional [53] the set {푃 : 푆(푝) > −∞} is
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convex and the uniqueness of 푝풀 as the solution of Eq. (2.17) is guaranteed [54].
It can be shown that the solution of the above problem can be represented as [33]
푝(풀 ) = 푍푒푥푝(− < 흀,풇(풀 ) >ℎ)핀퐷(풀 ) ∀풀 ∈ 퐷 (2.19)
where 푍 is a normalization constant and 핀퐷(풀 ) the indicator function;
핀퐷(풀 ) = 1 if 풀 ∈ 퐷 and 핀퐷(풀 ) = 0, otherwise. The Lagrange multipliers are
chosen such that they satisfy the constraints given in Eq. (2.14). When the num-
ber of constraints is small, the Lagrange parameters can be obtained by a simple
gradient method but as the number of constraints becomes significant a dual ap-
proach [39, 55] can be used in which the problem is posed as an optimization
problem in terms of the Lagrangian parameters. The dual optimization problem
can be written as
흀∗ = arg푚푖푛(흀)
(흀) = 푙표푔(푍) +
∑
푛
휆푛푀푛 (2.20)
where 푍 =
∫
퐷
푒푥푝(− < 흀,풇(풀 ) >ℎ)푑풀 . The function (흀) satisfies the
following properties
∂
∂휆푖
= −푬(푓푖) +푀푖, 푖 = 1, . . . , ℎ (2.21)
where 푀푖 is defined in Eq. (2.15). From these equations, it is clear that the
solution of Eq. (2.20) satisfies the constraints posed in Eq. (2.14). The solution
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of the constrained optimization problem posed by the Maximum Entropy ap-
proach has the parametric form shown by Eq. (2.19) where 흀 can be inferred
by minimizing the dual function (흀). This means that the solution of the dual
problem (흀∗) corresponds to the 푝(휶) that maximizes the entropy [39, 55, 56].
Furthermore, (흀) is smooth and convex in 흀.
A gradient based optimization algorithm is used to solve the dual problem.
This gradient method is briefly described in here.
Step 1. Assume an initial guess for the Lagrange multipliers 흀0
Step 2. Set 풖0 = 푣0 = −∇ (흀0)
Step 3. Update the value of 흀푖+1 by minimizing along the direction 푣푖 as
follows:
흀푖+1 = 흀푖 + arg푚푖푛푑 (흀푖 + 풗푖푑) (2.22)
Step 4. Find 풖푖+1 = −∇ (흀푖+1)
Step 5. Find the new conjugate direction (using a stabilized version of conjugate
gradients [?]) as
풗푖+1 = 풖푖+1 + 훾풗푖 (2.23)
where 훾 = (풖
푖+1−풖푖)⋅풖푖
풖푖⋅풖푖+∣풖푖+1⋅풗푖∣ .
Step 6. If∇ (흀) is less than a specified tolerance, stop. Otherwise put i=i+1 and
return to step 3.
Brent’s method of line searching is used for Step 3 by first bracketing the
minima along the line between the end points. In Step 3, a maximum step size
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푑 should be chosen depending on the specific problem that is solved. Since a
stabilized version of the conjugate gradient method is used in Step 5, the subse-
quent conjugate directions depend on the previous directions.
2.4.3 Transforming the random variables
As discussed previously, a collocation method is used for solving the stochas-
tic partial differential equation representing the evolution of texture (see also
Section 3.4). In this method, a unit hypercube [0, 1]푛푑 represents the stochas-
tic space where 푛푑 = 푁 + 푛퐿 is the dimension of the stochastic domain, 푁 is
the number of random variables in Karhunen-Loe`ve expansion approximating
the initial texture and 푛퐿 is the number of additional input uncertainties repre-
senting the process variability. This space is sampled using an adaptive sparse
grid to compute the stochastic interpolant of the ODF. Each point in this sparse
grid corresponds to a specific realization of the random variables under study
and the corresponding ODF is computed using the deterministic analysis of
Section 3.2. However, the support of our random variables as discussed in the
previous section defines a convex set that needs to be mapped to this hypercube
[0, 1]푛푑 . Thus, a transformation is needed to obtain the actual random variables
from the coordinates of the sparse grid points from the hypercube. This subsec-
tion provides one such transformation.
Since the joint probability density obtained from this method is absolutely
continuous on the domain of definition, the Rosenblatt [57] transformation can
be used to relate the 푛푑 variate distribution function 푃풀 to that of 휉1, . . . , 휉푛푑
which are independent identically distributed (iid) uniform random variables
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on the hypercube [0, 1]푛푑 .
푌1 = 푃1
−1(푃휉1(휉1)),
푌2 = 푃2∣1−1(푃휉2(휉2)),
...
푌푛푑 = 푃푛푑∣1:(푛푑−1)
−1(푃휉푛푑 (휉푛푑)) (2.24)
where 푃푖∣1:(푖−1), 푖 = 1, . . . , 푛푑, is the distribution function of 푌푖 conditioned on
풀 1 = 푌1,풀 2 = 푌2, . . . ,풀 푖−1 = 푌푖−1 obtained from 푃풀 . It can be shown that the
random variables obtained by Eq. (3.14) are statistically independent [57]. This
would help in seamlessly incorporating the collocation strategy described in the
next section to solve the stochastic partial differential equation for the evolution
of the random texture.
2.5 Sparse grid interpolation: Modeling the effects of random
processing and initial texture
For obtaining the macro-scale properties one needs the underlying texture. This
section provides a summary of the algorithm used in obtaining the effect of un-
certainty on texture evolution. An adaptive sparse grid collocation strategy for
constructing the stochastic solution is used. A summary of the adaptive sparse
grid collocation strategy is described here. The interested reader is referred to
[31, 32, 58].
The basic idea of the stochastic collocation method is to approximate the
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stochastic space using multi-dimensional interpolating functions. The method
uses realizations of the function (i.e. the solution 퐴ˆ푓 (푠, 푡, 흃푖) of the SPDE
Eq. (2.6), at a finite set of collocation points {흃푖}푛푚푖=1, where the evolved tex-
ture is shown by 퐴ˆ푓 and 푛푚 is the number of collocation points). These fi-
nite number of deterministic solutions are used in constructing an interpolant
of the ODF using hierarchical linear interpolating basis functions [31]. The
two key issues to be resolved are (a) Find the optimal points to sample this
multi-dimensional space, and (b) The mathematical framework to construct the
adaptive multi-dimensional interpolation once the sampling is performed. The
choice of the optimal interpolating sampling is a well studied problem [59].
To have a general framework the collocation points (휉푖푗) are selected from the
hypercube Γ = [0, 1]푛푑 where 푛푑 is the number of stochastic dimensions. Here
the superscript 푖 stands for stochastic dimensions and the subscript 푗 indexes
the collocation points. These collocation points need to be mapped to the space
of random variables before constructing the interpolants (Eq. 3.14). For a one-
dimensional function, Clenshaw-Curtis points at the non-equidistant extrema
of the Chebyshev polynomials [29, 60] as well as the Newton-Cotes formulae
using equidistant support nodes have been shown to be optimal [31]. It is usu-
ally advantageous to choose the collocation points in a nested fashion to obtain
many recurring points with increasing order of interpolation [31]. Having cho-
sen the optimal set of points in one dimension, one can construct the interpolant
approximation to a one-dimensional function f as:
퐴푖(푓) =
푚푖∑
푗=1
푓(휉푖푗).푎
푖
푗 (2.25)
with the set of support nodes 푋 푖 = {휉푖푗∣휉푖푗 ∈ [0, 1] 푓표푟 푗 = 1, 2, ...,푚푖}, where
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푖 ∈ ℕ,푎푖푗 ≡ 푎푗(휉푖푗) ∈ 퐶([0, 1]) are the interpolation nodal basis functions, and 푚푖
is the number of elements of the set 푋 푖. The nodal basis functions are usually
Lagrange polynomials [30, 32]. The multi-dimensional interpolation function
can then be constructed by using full-tensor product of the corresponding 1D
interpolation rule.
(퐴푖1 ⊗ ...⊗ 퐴푖푁 )(푓) =
푚1∑
푗1=1
...
푚푁∑
푗푁=1
푓(휉푖1푗1 , ..., 휉
푖푁
푗푁
).(푎푖1푗1 ⊗ ...⊗ 푎푖푁푗푁 ). (2.26)
The number of support points grows very quickly as the number of stochas-
tic dimensions increases in the full tensor product case. This led to the devel-
opment of the sparse grid interpolation method which is based on the Smolyak
algorithm [61].
2.6 Sparse grid interpolation
Using the Smolyak algorithm [61], univariate interpolation formulae are ex-
tended to the multivariate case by using tensor products in a special way pro-
viding an interpolation strategy with potentially orders of magnitude reduction
in the number of support nodes required. The Smolyak algorithm uses products
of 1D functions to construct the sparse interpolant 퐿푞,푁 , where 푁 is the number
of stochastic dimensions and 푞 −푁 is the order of interpolation.
Consider the incremental interpolant, Δ푖1 given by [31, 32]
퐴0 = 0; Δ푖1 = 퐴1
푖 − 퐴1푖−1 (2.27)
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The Smolyak interpolation 퐿푞,푁 is then given by
퐿푞,푁(푓) =
∑
∣푖∣≤푞
(Δ푖1 ⊗ ...⊗Δ푖푁 )(푓) = 퐿푞−1,푁(푓) (2.28)
+
∑
∣푖∣=푞
(Δ푖1 ⊗ ...⊗Δ푖푁 )(푓) = 퐿푞−1,푁(푓) + Δ퐿푞,푁(푓)
with 푞 ≥ 푁,퐿푁−1,푁 = 0 and where the multi-index 풊 = (푖1, ..., 푖푁) ∈ ℕ푁 and
∣풊∣ = 푖1 + ... + 푖푁 . Here 푖푘, 푘 = 1, ..., 푁 , can be thought of as the level of inter-
polation along the 푘 − 푡ℎ direction. The Smolyak algorithm essentially builds
the interpolation function by adding a combination of 1D functions of order 푖푘
with the constraint that the sum total (∣풊∣ = 푖1 + ... + 푖푁) across all dimensions
is less than 푞. The construction of the algorithm allows one to utilize all the
previous results generated to improve the interpolation (this is immediately ob-
vious from Eq. (2.29). By choosing appropriate points for interpolating the 1D
function, one can ensure that the sets of points 푋 푖 are nested (푋 푖 ⊂ 푋 푖+1).
Newton-Cotes grid using equidistant support nodes has been used for im-
plementing the adaptivity [31]. By using equidistant nodes, it is easy to refine
the grid locally. Furthermore, by using the linear hat function as the univariate
nodal basis function [62] one ensures a local support in contrast to the global
support of using Lagrange polynomial (Eq. 2.25). This ensures that discontinu-
ities in the stochastic space can be resolved.
2.7 From nodal basis to hierarchical basis
In order to benefit from adaptivity in refining the sparse grid collocation points
one needs to move from a nodal basis definition of the interpolation formulae to
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a hierarchical basis definition of the interpolation functions [31]. For deriving
the hierarchical basis functions from that of the nodal basis as explained in the
previous section, one can use Eq. (2.27) to write Δ푖1(푓) = 퐴1푖(푓)−퐴1푖−1(푓), with
퐴1
푖(푓) =
∑
휉푖푗∈푋푖 푎
푖
푗 . 푓(휉푖푗), and 퐴1
푖−1(푓) = 퐴1푖(퐴1푖−1(푓)), which can be written
as [31]
Δ푖1(푓) =
∑
휉푖푗∈푋푖
푎푖푗.푓(휉
푖
푗)−
∑
휉푖푗∈푋푖
푎푖푗.퐴1
푖−1(푓)(휉푖푗) (2.29)
=
∑
휉푖푗∈푋푖
푎푖푗.(푓(휉
푖
푗)− 퐴1푖−1(푓)(휉푖푗)
and, since 푓(휉푖푗)− 퐴1푖−1(푓)(휉푖푗) = 0,∀휉푖푗 ∈ 푋 푖−1, one can write
Δ푖(푓) =
∑
휉푖푗∈푋푖Δ
푎푖푗.(푓(휉
푖
푗)− 퐴1푖−1(푓)(휉푖푗) (2.30)
where 푋 푖Δ = 푋
푖 푋 푖−1. Clearly, 푋 푖Δ has 푚
푖
Δ = 푚푖 −푚푖−1 points, since 푋푖−1 ⊂
푋푖. The above equation is written as [31]
Δ푖1(푓) =
푚푖Δ∑
푗=1
푎푖푗.(푓(휉
푖
푗)− 퐴1푖−1(푓)(휉푖푗) =
푚푖Δ∑
푗=1
푎푖푗.휃
푖
푗 (2.31)
where 휃푖푗 is the 1D hierarchical surplus, which is just the difference between
the function value at the current level and the previous level and 푎푖푗 is the set
of functions defined as the hierarchical basis functions. Having the 1D formula
in Eq. (2.31) one can obtain the sparse grid interpolation formula for the multi-
variate case. This formula is written in a hierarchical form as:
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Δ퐿푞,푁(푓) =
∑
∣푖∣=푞
∑
푗∈퐵푖
(푎푖1푗1 ⊗ ...⊗ 푎푖푁푗푁 (2.32)
. (푓(휉푖1푗1 , ..., 휉
푖푁
푗푁
)− 퐿푞−1,푁(푓)(휉푖1푗1 , ..., 휉푖푁푗푁 ))
where the multi-index set 퐵푖 := {푗 ∈ ℕ푁 : 휉푖푘푗푘 ∈ 푋 푖푘Δ 푓표푟 푗푘 = 1, ...,푚푖푘Δ, 푘 =
1, ..., 푁} and one can define
휃푖푗 = 푓(휉
푖1
푗1
, ..., 휉푖푁푗푁 )− 퐿∣푖∣−1,푁(푓)(휉푖1푗1 , ..., 휉푖푁푗푁 ) (2.33)
as the hierarchical surplus, which is just the difference between the function
value at the current point and interpolation value from the coarser grid. As
described in [31], one can work either in the nodal basis functional space or
the hierarchical basis space. For smooth functions, the hierarchical surpluses
tend to zero as the interpolation level tends to infinity. On the other hand, for
non-smooth functions, steep gradients/finite discontinuities are indicated by
the magnitude of the hierarchical surplus. The bigger the magnitude is, the
stronger the underlying discontinuity is. Therefore, the hierarchical surplus is a
natural candidate for error control and implementation of adaptivity.
2.7.1 Adaptive sparse grid interpolation
More details on constructing the sparse grid interpolation is provided in this
section [31]. The 1D equidistant points of the sparse grid can be considered as a
tree-like data structure. One can consider the interpolation level of a grid point
흃 as the depth of the tree 퐷(흃). Denote the father of a grid point as 퐹 (흃), where
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Figure 2.3: Convergence of mean and variance of young modulus with re-
spect to the interpolation level for the sparse grid method. The
relative error is calculated with respect to the result of MC sim-
ulation.
the father of the root 0.5 is itself, i.e., F(0.5) = 0.5. The conventional sparse grid
in the N-dimensional space can be reconsidered as
퐻푞,푁 = {흃 = 휉1, ..., 휉푁 ∣
푁∑
푖=1
퐷(휉푖) ≤ 푞} (2.34)
where the sons of a grid point 흃 = (휉1, ..., 휉푁) are denoted by
푆표푛푠(흃) = {푺 = (푆1, 푆2, ..., 푆푁)∣(퐹 (푆1), 푆2, ..., 푆푁) = 흃} (2.35)
From this definition, it is noted that, in general, for each grid point there
are two sons in each dimension, therefore, for a grid point in a N-dimensional
stochastic space, there are 2N sons. It is also noted that, the sons are also the
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Figure 2.4: Collocation points for the adaptive sparse grid method.
neighbor points of the father. The neighbor points are just the support nodes of
the hierarchical basis functions in the next interpolation level [31]. By adding
the neighbor points, one actually adds the support nodes from the next interpo-
lation level, i.e., one performs interpolation from level ∣푖∣ to level ∣푖∣ + 1. There-
fore, in this way, the grid is locally refined while not violating the developments
of the Smolyak algorithm (Eq. 2.32).
The basic idea here is to use hierarchical surpluses as an error indicator to de-
tect the smoothness of the solution and refine the hierarchical basis functions 푎푖푗
whose magnitude of the hierarchical surplus satisfies ∣휃푖푗∣ ≥ 휀. If this criterion is
satisfied, one simply adds the 2N neighbor points of the current point from Eq.
2.35 to the sparse grid. It is noted that the growth of the points scales linearly
with increasing dimensionality rather than the 푂(2푁) tree-like scaling of the
standard ℎ-type adaptive refinement as in a random element-based framework,
e.g. ME-gPC. Let 휀 > 0 be the parameter for the adaptive refinement thresh-
old. The following iterative refinement algorithm can be used beginning with
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Figure 2.5: The most significant eigenvalues for the snapshots of the initial
texture and the corresponding eigenvectors for the first three
significant eigenvalues.
a coarsest adaptive sparse grid 퐺푁,푁 , i.e., one begins with the N-dimensional
multi-index 풊 = (1, ..., 1), which is just a point (0.5, ... , 0.5).
(1) Set level of Smolyak construction 푘 = 0.
(2) Construct the first level adaptive sparse grid 퐺푁,푁 .
- Calculate the function value at the point (0.5, . . . , 0.5);
- Generate the 2N neighbor points and add them to the active index set;
- Set k = k + 1.
(3) While 푘 ≤ 푘푚푎푥 and the active index set is not empty:
- Copy the points in the active index set to an old index set and clear the active
index set.
- Calculate in parallel the hierarchical surplus of each point in the old index set
according to
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Figure 2.6: Convex hull of the random variables 푌1, 푌2, 푌3 obtained by en-
forcing the positiveness of the ODF.
휃푖푗 = 푓(휉
푖1
푗1
, ..., 휉푖푁푗푁 )−퐺푁+푘−1,푁(푓)(휉푖1푗1 , ..., 휉푖푁푗푁 ) (2.36)
Here, all of the existing collocation points are used in the current adaptive
sparse grid 퐺푁+푘−1,푁 . This allows one to evaluate the surplus for each point
from the old index set in parallel.
- For each point in the old index set, if ∣휃푖푗 ≥ 휀∣
. Generate 2N neighbor points of the current active point according to Eq. 2.35;
. Add them to the active index set.
- Add the points in the old index set to the existing adaptive sparse grid
퐺푁+푘−1,푁 . Now the adaptive sparse grid becomes 퐺푁+푘,푁 .
- 푘 = 푘 + 1
(4) Calculate the mean and the variance, the PDF and if needed realizations of
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the solution.
So, The function 퐴ˆ푓 (푠, 푡, 흃) can for example be approximated by the follow-
ing:
퐴ˆ푓 (푠, 푡, 흃푖) =
∑
∣푖∣≤푞
∑
푗
휃푖푗(푠).푎
푖
푗(흃) (2.37)
퐴ˆ푓
2
(푠, 푡, 흃푖) =
∑
∣푖∣≤푞
∑
푗
휃`푖푗(푠).푎
푖
푗(흃) (2.38)
This is just a simple weighted sum of the value of the basis functions for
all collocation points in the current sparse grid where 푎푖푗 ≡ 푎푗(휉푖푗) are the 푛푑
dimensional multilinear basis functions constructed from their corresponding 1-
dimensional ones using tensor products, 휃푖푗 are the difference between the value
of interpolant in current and previous interpolation level, 휃`푖푗 are as 휃
푖
푗 but for
the second power of the interpolant, 푞 − 푛푑 is the order of interpolation, 푛푑 is
the number of stochastic dimensions and the summation is over the collocation
points selected in a hierarchical framework [31].
After obtaining the expression in Eq. (3.15), it is also easy to extract statis-
tics [31]. The mean of the random solution can be evaluated as follows:
퐸[퐴ˆ푓 (푠, 푡, 흃)] =
∑
∣푖∣≤푞
∑
푗
휃푖푗(푠).
∫
Γ
푎푖푗(흃)푑흃 (2.39)
where the probability density function 푝(흃) is 1 since the stochastic space
is a unit hypercube [0, 1]푛푑 . As shown in [31], the multi-dimensional integral
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Figure 2.7: The value of the integral푀1 used as a constraint (푀1 ≡ 퐸(푌1) =
0.0) evaluated by MC for the final step of MaxEnt problem.
is simply the product of the 1D integrals which can be computed analytically.
Denoting
∫
Γ
푎푖푗(흃)푑흃 = 퐼
푖
푗 one can rewrite Eq. (3.17) as
퐸[퐴ˆ푓 (푠, 푡, 흃)] =
∑
∣푖∣≤푞
∑
푗
휃푖푗(푠).퐼
푖
푗 (2.40)
The second order moment can be calculated from
퐸[퐴ˆ푓
2
(푠, 푡, 흃)] =
∑
∣푖∣≤푞
∑
푗
휃`푖푗(푠).퐼
푖
푗 (2.41)
Similarly, higher-order statistics can be calculated. As mentioned before,in
constructing the interpolant that approximates the texture 퐴ˆ푓 (푠, 푡, 흃) in the
stochastic domain, one ends up with the realizations of 퐴ˆ푓 (푠, 푡, 흃). These re-
alizations are calculated at some collocation points representing specific real-
izations of the random variables. The realizations of the evolved (final) texture
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Figure 2.8: The value of the integral 푀4 used as a constraint (푀4 ≡
퐸(푌 21 ) = 1.0) evaluated by MC for the final step of MaxEnt
problem.
퐴ˆ푓 (푠, 푡, 흃) are from an underlying random field representing the final texture
푨ˆ푓 . It should be noticed that since the initial texture has been evolved using
the Eq. (2.6) the random field representing the final texture 푨ˆ푓 is different from
that of initial texture. The realizations of 푨ˆ푓 can be obtained from the collection
of the realizations obtained at collocation points and the ones obtained from
the constructed interpolant using Eq. (3.15). In order to obtain the convex hull
of material properties (see next section) the reduced order model of 푨ˆ푓 is con-
structed using Karhunen-Loe`ve expansion. This would in turn translate into
another eigenvalue problem (Eq. (2.9)). It should be noticed that the interpolant
is constructed using hierarchical linear interpolating basis functions with local
support. These interpolation functions with their local support construct the
interpolation from the space of initial random variables but due to their local
support they are unable of providing a reduced order model for the final tex-
ture (퐴ˆ푓 (푠, 푡, 흃)). The realizations of the uncorrelated random variables used in
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Figure 2.9: The value of the integral 푀5 used as a constraint (푀5 ≡
퐸(푌1푌2) = 0.0) evaluated by MC for the final step of MaxEnt
problem.
KLE can be obtained using Eq. (2.11). This leads to a convex hull for these ran-
dom variables 푌푓푖 that is different from that obtained for the initial texture. The
subscript 푓 is used here to differentiate these from the random variables rep-
resenting the initial texture. The following section discusses an algorithm that
computes the convex hull of material properties from all viable values of 푌푓 .
2.8 Convex hull of material properties
Property closures represent complete range of properties obtainable from the
space of ODFs. These are approximated by the space between upper and lower
bounds of the given property. The problem of obtaining the maximal properties
from the space of ODFs can be posed as an optimization problem.
Let 푣1, . . . , 푣푘 be the set of properties for which the closure is required.
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constrained optimization problem posed by the MaxEnt prin-
ciple.
The closure for property 푣1 is first found by obtaining the extremal values
(푣1푚푎푥, 푣1푚푖푛). Then, property 푣1 is discretized into 푚 values 푣푖1, 푖 = 1, . . . ,푚
between 푣1푚푎푥 and 푣1푚푖푛. The property closure of the combined set of properties
(푣1, 푣2) is found by executing a similar extremum problem at each point 푣푖1 with
the additional constraint that 푝푇1 푨ˆ푓 = 푣푖1 where 푝 is defined in the following
lines. In general, the closure for a combined set of 푘 properties (푣1, 푣2, . . . , 푣푘)
is a 푘-dimensional volume found by applying this algorithm on 푣푘 at a set of
discrete points (푣푖1, 푣
푗
2, .., 푣
푙
푘−1) in the closure area of (푣1, 푣2, . . . , 푣푘−1). The corre-
sponding problem for minimizing 푣푘 is written in the discretized format as:
min
ˆ푨푓
푣푘 =
풑푇푘 .푨ˆ푓
풒푇 .푨ˆ푓
(2.42)
푨ˆ푓 ≥ 0
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Figure 2.11: Marginal probability distribution for the random variables
푌1, 푌2, 푌3
풑푇푚.푨ˆ푓
풒푇 .푨ˆ푓
= 푣푖푚, 푚 = 1 : 푘 − 1
where 풑푘 and 풒 are vectors defined in the following lines. To maximize 푣푘 an-
other similar problem is executed where the objective is changed as min ˆ푨푓
푣푘 =
−풑푇푘 .
ˆ푨푓
풒푇 . ˆ푨푓
. The positiveness of 푨ˆ푓 is enforced as a constraint in Eq. (2.42). 풑 and 풒
are defined as follows. Rewriting Eq. (2.4) in discretized format, one obtains [23]
⟨푋푗⟩ = (
푛푒푙∑
푛=1
푛푖푛푡∑
푚=1
푋푗(푠푚)퐴ˆ푓 (푠푚)휂ˆ푚∣퐽푛∣ 1
(1 + 푠푚.푠푚)2
) (2.43)
/ (
푛푒푙∑
푛=1
푛푖푛푡∑
푚=1
퐴ˆ푓 (푠푚)휂ˆ푚∣퐽푛∣ 1
(1 + 푠푚.푠푚)2
) =
풑푇푗 .푨ˆ푓
풒푇 .푨ˆ푓
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Figure 2.12: Convergence of the marginal probability distribution of 푌1
with respect to the number of modes in KLE expansion.
where 푝푖푗 = 푋푗(푠푖)휂ˆ푖∣퐽푖∣ 1(1+푠푖.푠푖)2 and 푞푖 = 휂ˆ푖∣퐽푖∣ 1(1+푠푖.푠푖)2 in which index 푖 rep-
resents each integration point on the finite element mesh of the fundamental
region, ∣퐽푖∣ is the jacobian determinant of the element that the integration point
belongs to, 휂ˆ푖 is the integration weight associated with the integration point
and 푠푚 is the global coordinate of the integration point. 푋푗(푠푚) corresponds
to a property related to a specific crystal orientation defined by point 푠푚 in
Rodrigues space and 푋푖 is the property under study. In this work, we select
푋1(푠푚) := 퐵(푠푚), 푋2(푠푚) := 퐺(푠푚), 푋3(푠푚) := 퐸(푠푚), where 퐵, 퐺 and 퐸 are the
bulk modulus, shear modulus and Young’s modulus, respectively.
To find the effect of a deformation process on macro-scale properties, the
reduced-order representation (Karhunen-Loe`ve expansion) of the texture ob-
tained at the end of the process is used. Once this expansion is constructed,
its output is a realization of what can be obtained as the final texture at the
end of the deformation process. Hence, replacing 푨ˆ푓 in the optimization prob-
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with respect to the number of modes in KLE expansion.
lem posed in Eq. (2.42) by its reduced representation 푨ˆ푓 (풀풇 ) (where 푌푓푖 are the
coefficients used in the reduced-order representation), guarantees the resultant
solution to be a texture obtainable from the processes under study.
Writing Eq. (2.9) as: 푨ˆ푓 = 푨푓 +푩풀 푓 , one can rewrite Eq. (2.42) as
min
풀 푓 ∈퐷′
풑푇푘 .푨푓 + 풑˜
푇
푘 .풀 푓
풒푇 .푨푓 + 풒˜
푇 .풀 푓
(2.44)
풑푇푚.푨푓 + 풑˜
푇
푚.풀 푓
풒푇 .푨푓 + 풒˜
푇 .풀 푓
= 푣푖푚, 푚 = 1 : 푘 − 1
where 풑˜푇푘 = 풑푇푘 .푩, 풒˜
푇 = 풒푇 .푩 and 퐷′ is the convex hull of 풀 푓 which guar-
antees the positiveness of 푨ˆ푓 .
In [23], the denominators presented in Eq. (2.44) are replaced by a constraint
of the format 풒푇 .푨ˆ푓 (풀 푓 ) = 1. This simplification is avoided in here. Including
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Figure 2.15: Convergence of mean and variance of young modulus with
respect to the interpolation level for the sparse grid method.
The relative error is calculated with respect to the result of MC
simulation.
this assumption as a constraint in Eq. (2.44) would have forced the random vari-
ables 푌푓1 , . . . , 푌푓푛 to be on a specific hyperplane in the convex hull. This method
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Figure 2.17: Variation in stress-strain response due to the effect of uncer-
tainty in initial texture.
would not only ignore the convex hull but also violate the assumption in the
KLE method that the random variables be uncorrelated.
Eq. (2.44) in its current format is not amenable to linear programming since
neither the objective function nor the constraints are linear functions of 풀 푓 . In
order to use the properties of a linear optimization problem, Eq. (2.44) can be
transformed to a set of linear optimization problems as follows
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that guarantees the positiveness of the result of KL expansion
representing the final texture.
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Figure 2.19: Convex hull of macro-scale properties.
min
풀 푓 ∈퐷′
풑˜푇푘 .풀 푓 (2.45)
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풒푇 .푨푓 + 풒˜
푇 .풀 푓 = 푐푖
풑푇푚.푨푓 + 풑˜
푇
푚.풀 푓 = 푣
푖
푚, 푚 = 1 : 푚푖푛(푘 − 1, 푛푑 − 1)
where the extra bound on the range of 푚 is due to geometric constraints. The
closure for a combined set of 푘 properties is a 푘 dimensional volume. The coor-
dinates of this 푘 dimensional volume depend linearly on the coordinates of an
푛푑 dimensional volume. If 푘 > 푛푑, only 푛푑 coordinates of the 푘 dimensional vol-
ume are independent. For each optimization problem (푖), the intersection of the
convex hull of parameters 푌푓푖 and the hypersurface 풒
푇 .푨푓 + 풒˜
푇 .풀 푓 − 푐푖 = 0.0
is used to minimize the property 풑˜푇푘 .풀 푓 . The values 푐푖 are selected such that
the resulting parallel hypersurfaces span the convex hull of variables 풀 푓 (in-
stead of only assuming 푐푖 = 1 which would only span a subset of the convex
hull). In order to obtain the range of 푐푖, the extremum values of 풒푇 .푨푓 + 풒˜
푇 .풀 푓
are evaluated. To find the minimum value for 푐푖, the following problem is
solved 푚푖푛풀 푓 ∈퐷′ (풒˜
푇 .풀 푓 ). For maximizing 푐푖, the problem is changed to
푚푖푛풀 푓 ∈퐷′ (−풒˜
푇 .풀 푓 ). Since in Eq. (2.45) the objective function and the con-
straints are all linear functions of 풀 푓 , linear programming can be used to obtain
the optimum value. In linear programming all local optima are global optima
and the optimal solution occurs at a boundary point of the convex hull.
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2.9 Numerical examples
2.9.1 Example1: Propagation of uncertainty on process condi-
tions
A point simulator is examined in this problem to investigate the effects of un-
certainty on the process parameters on the macro-scale properties. The goal
is to find the mean and variance of the macro-scale properties at the end of a
sequence of processes (higher-order statistics can be extracted as well). The ma-
terial considered here is FCC copper with the following material properties.
푐11 = 170.0퐺푃푎, 푐12 = 124.0퐺푃푎, 푐44 = 75.0퐺푃푎, (2.46)
The fundamental part of the Rodrigues space is as shown in Fig. 2.2. The
microstructure is considered to be subjected to a sequence of two deformation
modes, namely a shear mode followed by a plain strain compression. In the first
process, the microstructure is subjected to a velocity gradient given by the first
term in Eq. (2.5) (parameter 훽1)
훽1
⎛⎜⎜⎜⎜⎝
0 1 0
1 0 0
0 0 0
⎞⎟⎟⎟⎟⎠ (2.47)
This process is followed by a second process. The final texture and the plastic
part of the deformation gradient at the end of the first process are considered as
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the initial conditions of the second process. The velocity gradient for the second
process has the form given by the second term in Eq. (2.5) (parameter 훽2).
훽2
⎛⎜⎜⎜⎜⎝
0 0 0
0 1 0
0 0 −1
⎞⎟⎟⎟⎟⎠ (2.48)
The parameters 훽1, 훽2 are considered to be two independent identically dis-
tributed uniform random variables between 0.2 and 0.5 1
푠푒푐
. A level 8 inter-
polating adaptive sparse grid corresponding to 1008 collocation points for this
particular stochastic problem has been used. The mean and variance of Young’s
modulus calculated at the end of the 8th level of interpolation are 1.22푒05 (MPa)
and 2.64푒07 (푀푃푎)2 respectively. The same problem has been solved using
Monte-Carlo (MC) method with 10000 runs. The mean and variance of Young’s
modulus obtained from MC are 1.22푒05 (MPa) and 2.59푒07 (푀푃푎)2 respectively.
Figure 2.3 shows the convergence of mean and variance for Young’s modulus
for different levels of adaptive interpolation. In this figure the relative error
refers to the relative error between result obtained from adaptive sparse grid
and MC methods. Figure 2.4 shows the collocation points in the adaptive sparse
grid method for this specific problem. The variables 휉1 and 휉2 shown are inde-
pendent uniform random variables between 0 and 1 and are mapped to the 훽
parameters using 훽푖 = 0.2 + 0.3휉푖.
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2.9.2 Example 2: Quantification and propagation of uncertainty
in initial texture
In this example the variation of macro-scale properties due to the uncertainty in
initial texture has been investigated. We concentrate on the shear modulus and
bulk modulus. The shear modulus 퐺 is a good representation of mechanical
hardness of alloys in the annealed state [63, 64], whereas the bulk modulus 퐵 is
a good representation of the resistance of the material to bond rupture [65].
The 1008 realizations of the final texture obtained from the collocation points
in the previous example have been used to construct the unbiased estimate of
the covariance matrix of the random initial texture. The numerically calculated
eigenvalues of the correlation matrix are shown in Fig. 2.5. The first 3 eigenval-
ues correspond to 99 % of the spectrum. Hence the random process representing
the initial texture for our problem can be adequately approximated by 3 random
variables 푌1, 푌2, 푌3.
The convex hull of the random variables 푌1, 푌2, 푌3 that guarantees positive-
ness of the texture obtained from the Karhunen-Loe`ve approximation is ob-
tained using Eq. 2.12 and is shown in Figure 2.6.
The joint probability distribution of the uncorrelated random variables
푌1, 푌2, 푌3 from the Karhunen-Loe`ve expansion has been obtained using the Max-
imum entropy (MaxEnt) principle. Figures 2.7, 2.8 and 2.9 show the values
for some of the constraints (Eq.2.15) posed in the MaxEnt problem. These con-
straints correspond to the higher dimensional integrals (over domain D) that
were defined in the MaxEnt problem. For any set of values of 휆1, ..., 휆9 ob-
tained at each optimization step, these integrals need to be evaluated using MC
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method. The convergence of MC method in evaluating these integrals for the
optimum values of lagrange parameters obtained from the final step of the opti-
mization problem is shown in Figures 2.7, 2.8 and 2.9. These figures also show
the converged values of these integrals for the optimum values of lagrange pa-
rameters. These converged values satisfy the constraints posed in MaxEnt prob-
lem. The objective function versus iteration number for the constraint optimiza-
tion problem posed by the MaxEnt principle is shown in Fig. 2.10.
The marginal probability distribution of random variables 푌1, 푌2, 푌3 is shown
in Figure 2.11. Next two more significant modes (Modes 4 and 5) in Karhunen-
Loe`ve expansion are added to study the convergence of the algorithm. Conver-
gence of the marginal probability distributions of random variables 푌1, 푌2, 푌3
with respect to the number of modes used in Karhunen-Loe`ve expansion is
shown in Figures 2.12, 2.13 and 2.14 respectively.
The Change in the support of the random variables has been more signifi-
cant when increasing the number of modes from 2 to 3. Since including mode
3 will increase the energy captured by modes from 92 to 99 % its presence is
essential in convergence of the probability distribution. This has been seen in
the noticeable change in the marginal distributions of 푌1 and 푌2 computed for
a KLE expansion truncated after two terms compared with the ones computed
for a KLE expansion truncated after three terms. In case of solving the MaxEnt
problem for obtaining the marginal probability distribution of 푌1, ..., 푌5 that cor-
responds to truncating the Karhunen-Loe`ve expansion after 5 terms the number
of Lagrange parameters in MaxEnt problem equals to 20. The Lagrange param-
eters corresponding to the added terms that incorporates the dependency of the
random variables has been negligible for modes 4 and 5 (i.e. the Lagrange pa-
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rameters corresponding to 푌1푌4, 푌1푌5, 푌2푌4, 푌2푌5, 푌3푌4, 푌3푌5, 푌4푌5 have been an
order of magnitude smaller than the other ones). This implies that random vari-
ables 4 and 5 are almost independent of the rest.
Next, Eq.3.14 is used to obtain the Rosenblatt transformation relating these
random variables to 휉1, 휉2, 휉3 which are independent identically distributed ran-
dom variables on the hypercube [0, 1]3.
The microstructure has been subjected to a simple compression process with
coefficients of velocity gradient equal to 훽3 = 0.35, 훽푖 = 0.0, 푖 ∕= 3.
An adaptive sparse grid with interpolation level 8 corresponding to 3527 col-
location points has been used for this particular stochastic problem. The mean
and variance of young modulus calculated at the end of the 8th level of inter-
polation are 1.18푒05 (MPa) and 8.61푒07 (푀푃푎)2 respectively. The same prob-
lem has been solved using Monte-Carlo (MC) method with 10000 runs. The
mean and variance of young modulus obtained from MC are 1.18푒05 (MPa) and
8.52푒07 (푀푃푎)2 respectively.The convergence of the mean and the variance of
the Young modulus is shown in Fig. 2.15 for different levels of adaptive inter-
polation. The mean and the variance of the final texture at the end of the simple
compression process with random initial texture are calculated using Eqs. 3.18
and 3.19 and are shown in Fig. 2.16. The variation in the stress-strain response
due to the randomness in initial texture is shown in Fig. 2.17 where the bars
represent the standard deviation of the effective stress for the corresponding ef-
fective strain. This result has been compared with that of (MC) method. The
maximum of relative differences between standard deviation of stress at spe-
cific strain obtained from these two methods has been 4 %. As observed from
Fig. 2.17 the variation in stress-strain response increases as the deformation de-
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velops. This is due to increase in variance of evolved texture as the deformation
develops (Eq. 2.6).
As mentioned before, in order to obtain the complete statistical character-
istics of the random variables 푌푓1, 푌푓2, 푌푓3 in the Karhunen-Loe`ve expansion
(Eq. (2.11)) one needs many realizations of the final texture 푨ˆ푓 . A set of 10000
realizations of the final texture obtained from the interpolant obtained in the
collocation method (Eq. (3.15)) have been used to construct the unbiased es-
timate of the underlying covariance matrix. This covariance matrix is for the
random vector representing the final texture obtained as the result of the simple
compression process subjected to the random initial texture.
The first 3 eigenvalues correspond to 95 % of the spectrum. Hence the
random process representing the final texture can be approximated by a 3-
dimensional stochastic space. The 3 random variables used for the Karhunen-
Loe`ve approximation of the final texture are here defined as 푌푓1, 푌푓2, 푌푓3. The
convex hull of 푌푓1, 푌푓2, 푌푓3 is shown in Fig. 2.18. Next the closure of the proper-
ties obtainable from the random field representing the final texture is obtained.
For doing so the optimization problem posed in Eq. (2.44) is solved in the convex
hull of 푌푓1, 푌푓2, 푌푓3. The closure of macro-scale properties is shown in Fig. 2.19.
2.10 Conclusion
In this chapter the effect of multiple sources of uncertainties in different scales
on macro-scale properties is studied. For this purpose the convex hull of macro-
scale properties obtainable from metal forming processes subjected to random
processes or random initial texture is calculated. In order to reduce the dimen-
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sion of the stochastic domain that the initial texture belongs to, Karhunen-Loe`ve
expansion is used to approximate the random field representing the uncertainty
in microstructure by a set of random variables. The complete stochastic prop-
erties of these random variables can only be obtained if enough information
on the microstructure is available. The aforementioned information is available
through X-ray scattering techniques. In the absence of sufficient information,
Maximum Entropy (MaxEnt) is used to obtain the joint probability of these ran-
dom variables. Having a well-defined random initial texture and process pa-
rameters the resulting stochastic partial differential equation representing the
evolution of texture can be solved by adaptive sparse grid collocation method.
The propagation of uncertainty in microstructure evolution enables one to pro-
vide the bounds on macro-scale properties.
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CHAPTER 3
A MODEL REDUCTION OF THE UNCERTAIN INPUT FOR
QUANTIFYING THE EFFECT OF UNCERTAINTY IN A MULTI-SCALE
STOCHASTIC PROBLEM
3.1 Introduction
Macro-scale properties of polycrystalline alloys depend on the preferred orien-
tation of crystals in the underlying microstructure manifested as the crystallo-
graphic texture. During deformation processes, mechanisms such as crystallo-
graphic slip and lattice rotation drive the formation of texture. Variability in
such processes and uncertainty in the initial texture of the material subjected
to these processes have a significant effect on the final macro-scale properties.
Obtaining the variation in material properties due to the inherent randomness
of the microstructure is an important component in any materials design. Con-
sider a closed die forging problem, having complete knowledge of the initial
microstructure of the workpiece enables one to obtain the evolved microstruc-
ture due to the effect of the various deformation processes performed on the
workpiece to obtain a specific final shape. The calculation of the evolved mi-
crostructure in turn enables one to obtain the macro-scale properties of the final
product. In this work, Finite element dicretization is used to model the defor-
mation process. Each point on the work-piece corresponds to an underlying
texture. The texture is represented by an axis-angle representation in Rodrigues
space and it evolves due to the effect of deformation process. In order to model
this evolution, the Rodrigues space representing the texture corresponding to
each integration point on macro-scale is also dicretized using Finite element
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method. Hence, each integration point on macro-scale corresponds to an un-
derlying mesh representing the corresponding texture. The fact that the initial
workpieces may have a random initial geometry or microstructure has signif-
icant effect on the obtained macro-scale properties of the final product. This
leads one to use stochastic methods in calculating the effect of uncertainties in
initial texture and geometry on the final macro-scale properties of the work-
piece.
The multi-scale phenomena of crystal reorientation in a deformation process
using Finite element discretization have been the topic of previous works [4,
66, 67]. In the latest work a multi-scale sensitivity framework for the control of
macro-scale properties in deformation processing has been studied [66]. Achar-
jee and Zabaras [68] have studied the effect of uncertain initial geometry for a
deformation processing problem using a phenomenological constitutive model
and hence neglecting the evolution of the underlying microstructure.
On the propagation of uncertainty there has been tremendous progress in
posing and solving the stochastic partial differential equations governing vari-
ous phenomena with uncertain components [24, 29, 31]. Venturi et al. [71] have
studied a stochastic reduced order modeling of the random flow field where
global polynomial chaos expansion (GPCE) framework was used to solve the
stochastic partial differential equations governing the stochastic fluid flow prob-
lem. In their work the random field under study was decomposed into temporal
and spatial modes using a bi-orthogonal framework. The effect of uncertain ini-
tial texture and processing parameters on the convex hull of macro-scale proper-
ties have been studied in [69]. There a point simulator have been considered and
no multi-scale study has been provided. Quantifying the effect of uncertainty
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in a multi-scale problem is not a trivial task. For example the effect of uncer-
tain material properties in a multi-scale diffusion problem is presented in [70].
In that work for modeling the random heterogeneous media the reduced order
modeling considered was only implemented on the fine scale. The method pre-
sented in [70] is viable for cases where the correlation length of material prop-
erties is much smaller than the shortest distance between the integration points.
For the problems where there is a much higher correlation length for material
properties if one uses the method presented in [70] the lack of a framework that
could provide a reduced order model in multi-scale results in a problem with
some random variables for each integration point on macro-scale. This in turn
leaves no choice but to use Monte-Carlo to analyze the problem.
It should be noticed that the work-piece is subjected to a complicated defor-
mation process with varying deformation gradients from one integration point
to another. Hence, the inclusion of the underlying micro-structure and its evo-
lution for every integration point on macro-scale is essential in quantifying the
effect of deformation process on macro-scale properties.
The propagation of uncertainty in a multi-scale deformation process is a
problem that to our best knowledge has not been tackled before due to the sig-
nificant computational effort needed. This chapter provides a methodology for
solving this problem. It should be noticed that while in [71] the stochastic field
was decomposed into temporal and spatial modes in this work the random field
is decomposed into modes in Rodrigues and spatial domain. As already men-
tioned, in [71] the GPCE framework is used to solve the stochastic partial dif-
ferential equations governing the evolution of the stochastic field under study.
Using this framework would require significant changes in the formulation of
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the corresponding deterministic problem. In the method presented here a bi-
orthogonal framework is used to approximate the initial random field. Hence
the coefficients of the polynomial chaos terms are obtained using projections
of the random modes on the chaos polynomials and for propagating the un-
certainty a sparse grid collocation strategy is used which eliminates the need
to significantly change the framework used in the corresponding deterministic
problem.
As the number of random variables increases the computational effort
needed to solve a stochastic multi-scale problem rapidly becomes a burden. This
problem becomes more acute especially when the multi-scale problem itself is
computationally expensive (like the multi-scale deformation process considered
in here). One of the aims of this chapter is to represent a framework that en-
ables one to approximate a random process in multi-scale with a reduced order
model. This framework is meant to eliminate the need for redundant correlated
random variables that would be needed in case of using methods as in [70].
Hencem it can be used to quantify the effect of uncertainty in the problem un-
der study.
The plan of this chapter is as follows. Section 3.2 provides some background
on the constitutive polycrystal plasticity model, texture evolution and kinemat-
ics in the multi-scale deformation problem under study. Section 3.3 provides
the problem definition. Section 3.4 briefly reviews the sparse grid collocation
method used in solving the stochastic differential equations. The reduced order
model is presented in Section 3.5 while Polynomial chaos expansion used in the
reduced order model is reviewed in in Section 3.6. Finally, Sections 3.7 and 3.8
present numerical examples and conclusions, respectively.
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3.2 Constitutive problem and texture evolution
During a deformation process, crystallographic slip and re-orientation of crys-
tals (lattice rotation) can be assumed to be the primary mechanisms of plastic
deformation. The slip and re-orientation occur in an ordered manner such that
a preferential orientation or texture develops. We follow the rate-independent
constitutive model developed in [40].
Underlying 
Microstructure
Figure 3.1: Schematic view of the multi-scale problem.
Consider a macroscopic material point and an associated underlying mi-
crostructure ℳ discretized by a grid (Figure 3.1). Each point on this under-
lying grid corresponds to a different crystal orientation 푹. At each point on the
grid, the crystal lattice frame 풆ˆ푖 is related to the sample reference frame 풆푖 by
풆푖 = 푹 풆ˆ푖.
The Rodrigues-Frank axis-angle parameterization is used as a convenient
scheme to represent 푹 [44]. The parameterization is derived from the natural
invariants of푹: the axis of rotation 풏 and the angle of rotation 휁ˆ . The angle-axis
parameterization, 풓, is obtained by scaling the axis 풏 by a function of the angle
휁ˆ as 풓 = 풏 푓(휁ˆ). In the particular case of Rodrigues’ parameterization, the
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function is defined as 푓(휁ˆ) = tan
(
휁ˆ
2
)
. Due to crystal symmetry, the Rodriguez
parameterization of orientation is not unique. Restricting the Rodriguez do-
main to a fundamental zone that reflects the crystal symmetry leads to a one to
one correspondence between the points on the Rodriguez space and the crystal
orientation. For details on the constitutive model and texture evolution refer to
the section 2.3.
3.2.1 Kinematics
Consider a closed form forging problem, this deterministic multi-scale problem
consists of the following: The time history of the deformation including the
elastic and plastic part, material state and texture are calculated incrementally as
the result of external forces and the effect of contact between the workpiece and
the die. For this purpose the deformation problem is divided into kinematics,
contact, constitutive and texture evolution. An updated lagrangian framework
in which the configuration at the previous step 퐵푛 is considered as the reference
configuration for calculating the material configuration 퐵푛+1 is used to solve the
deformation problem.
Let 푿 be a material particle in 푩0 and let 풙 = 풙˜(푿, 푡푛+1) be its location at
time 푡푛+1. The total deformation gradient can be defined as
푭 (푿, 푡푛+1) = ∇0풙˜(푿, 푡푛+1) = ∂풙˜(푿, 푡푛+1)
∂푿
(3.1)
Using an updated Lagrangian framework, the total deformation gradient 푭
at time 푡 = 푡푛+1 can be expressed in terms of 푭 푛 at time 푡 = 푡푛 as follows:
푭 = 푭 푟푭 푛 (3.2)
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where 푭 푟 is the relative deformation gradient. The equilibrium equation at
푡 = 푡푛+1 can be expressed in the reference configuration 푩푛 as,
∇푛∙ ⟨푷 푟⟩+ 풇 푟 = 0 (3.3)
where ∇푛 denotes the divergence in 푩푛. 풇 푟 can be represented as
풇 푟 = 푑푒푡푭 푟풃 (3.4)
where 풃 is the body force defined on the current configuration 푩푛+1. The ho-
mogenized Piola-Kirchhoff I stress ⟨푷 푟⟩ is expressed per unit area of 푩푛 and
given as follows:
⟨푷 푟⟩ = ⟨푑푒푡푭 푟푻푭−푇푟 ⟩
= 푑푒푡푭 푟⟨푻 ⟩푭−푇푟 (3.5)
where 푻 is the Cauchy stress. The Taylor hypothesis for the macro-micro link-
ing is assumed. An incremental quasi-static problem should be solved to de-
termine the displacement field that satisfies Equation (3.3). The solution of the
deformation problem proceeds incrementally in time starting from the initial
configuration 푩0.
Equation (3.3)describes the equilibrium of the body at time 푡푛+1 expressed in
the updated reference configuration 퐵푛. The incremental quasi-static boundary
value problem at time 푡 = 푡푛+1 is to find the incremental (with respect to the
configuration 퐵푛) displacement field 풖(풙푛, 푡푛+1) = 풖푛+1 that will satisfy equa-
tion (3.3). The weak form of this equation can be presented as 퐺˜(풖푛+1, 휼˜) = 0
where 휼˜ is a test vector field compatible with the kinematic boundary condi-
tions. The reader can refer to Ref. [72] for complete derivation of the weak form.
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Figure 3.2: Convergence of Bulk modulus (MPa) with respect to the mesh
refinement in the macro-scale
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Figure 3.3: Convergence of Young modulus (MPa) with respect to the
mesh refinement in the macro-scale
To solve this non-linear equation for 풖(풙푛; 푡푛+1), a Newton Raphson iterative
scheme along with a line search method is used [72]. Let 풖푘+1푛+1 and 풖푘푛+1 be the
displacement fields at the end of the (푘+1)푡ℎ step and the 푘푡ℎ step, respectively,
during the Newton Raphson iterative process. Then, the linearized form of the
equation is as follows:
퐺˜(풖푘푛+1, 휼˜) +
∂퐺˜
∂풖푘푛+1
(풖푘+1푛+1 − 풖푘푛+1) = 0 (3.6)
The linearization of the part of 퐺˜ which corresponds to the internal work is
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Figure 3.4: Convergence of Shear modulus (MPa) with respect to the mesh
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Figure 3.5: Convergence of macro-scale properties with respect to the level
of mesh refinement
provided as [72]
푑퐺˜푖푛푡푒푟푛푎푙 =
∫
푩푛
푑⟨푷 푟⟩∙ ∂휼˜
∂풙푛
푑푉 (3.7)
where the test displacement 휼˜ is expressed over the initial configuration 푩푛.
The linearization process of the micro-averaged (homogenized) PK-I stress
is given as:
푑⟨푷 푟⟩ = det푭 푟
(
tr(푑푭 푟푭−1푟 )⟨푻 ⟩ − ⟨푻 ⟩
(
푑푭 푟푭
−1
푟
)푇
+ ⟨푑푻 ⟩
)
푭−푇푟 (3.8)
where 푑푻 = 푑( 1det푭 푟
푭 푟푻¯ (푭 푟)
푇 ) requires the evaluation of 푑푭 푟 and 푑푻¯
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Figure 3.6: Convergence of texture evolution with respect to the element
number in the micro-scale
using the constitutive model [66, 73].
For details on the linearization of the external work done by body and sur-
face forces including the contact work at the die/workpiece surface refer to
[72, ?, 74]. The contact problem is solved using an augmented Lagrangian
framework presented for 2D deformation in [72, 74] and 3D deformation in
[?]. It is assumed that the contact problem is independent of the nature of the
underlying microstructure, and that texture plays a role only through the stress
response.
Note that as mentioned before each point on macro-scale corresponds to an
underlying microstructure represented by another grid in discretized Rodrigues
space. Hence the material state (including texture) is updated in the sub-grid re-
lated to micro-scale at each point on macro-scale. Figures 3.2, 3.3 and 3.4 show
the convergence study of Bulk, Young and Shear modulus as macro-scale prop-
erties with respect to the mesh refinement. For all cases the underlying texture
has been modeled by discretizing the Rodrigues space using 448 elements. The
relative error for these macro-scale properties can be written as
퐸ˇ푙 := ∥푋푙 −푋0
푋0
∥퐿2(퐷) (3.9)
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where 퐷 is the spatial domain, 퐸ˇ푙 is the relative error of level 푙(푙 = 1 : 3)
mesh refinement with respect to level 4 mesh refinement (bottom right picture
in Figures 3.2, 3.3 and 3.4), 푋푙 is the value of the macro-scale property for level
푙 refinement and 푋0 is the corresponding value at level 4. Figure 3.5 shows
this relative error with respect to the level of mesh refinement. Next, selecting
level 2 mesh refinement in macro-scale the convergence of texture evolution for
4 points on macro-scale is shown in Figure 3.6.
3.3 Problem definition
The main focus of this chapter is to provide a framework for quantifying the
effect of random initial geometry and texture on macro-scale properties of the
product of a multiscale deformation process. For this purpose polycrystalline
materials are considered.
Consider a complete probability space (Ω, 퐹, 푃 ) where Ω is the event space,
F the 휎-algebra, and 푃 : 퐹 → [0, 1] is the probability measure. The uncertainty
in the problem we consider comes from:
(a) The variation in the surface of the initial work-piece represented by a
degree 6 Be´zier curve 푅훽(훼, 휔), 휔 ∈ Ω as
푅훽(훼, 휔) = 0.01× (5 +
6∑
푖=1
훽푖(휔)휑푖(훼)) (3.10)
where 훼 = 푧
퐻
represents the 푧-coordinate normalized with respect to the
hight of the work-piece, 훽푖 are the Be´zier coefficients and 휑푖 are the basis func-
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tions defined as
휑1(훼) = (1.0− 훼)6 + 6훼(1− 훼)5 (3.11)
휑2(훼) = 15.0(1.0− 훼)4훼2
휑3(훼) = 20.0(1.0− 훼)3훼3
휑4(훼) = 15.0(1.0− 훼)2훼4
휑5(훼) = 6.0(1.0− 훼)훼5
휑6(훼) = 훼
6
(b) Variation in the initial texture 퐴ˆ0(푥, 푠, 휔); 푥 ∈ 퐷, 푠 ∈ ℛ, 휔 ∈ Ω where 퐷 is
the spatial domain and ℛ is the fundamental zone of the Rodrigues space. The
random field 퐴ˆ0(푥, 푠, 휔) represent the variability of the initial texture.
The kinematic problem in macro-scale can be represented in the stochastic
framework as
퐺˜(풖푘푛+1, 휼˜, 휔) = 0 (3.12)
and the evolution of the underlying texture can be written as
∂퐴ˆ(푥, 푠, 푡, 휔)
∂푡
+ 퐴ˆ(푥, 푠, 푡, 휔)▽ ⋅풗(푠, 푡, 휔) = 0 (3.13)
As mentioned before, Finite element discretization has been used for model-
ing the deformation process in macro-scale. Also, each integration point on
macro-scale correspond to an underlying texture represented in the fundamen-
tal part of Rodrigues space by finite element discretization. So, the texture is
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a field value at each point in macro-scale. Using a data-driven approach, the
Karhunen-Loe`ve expansion defined in the subsequent sections (Eq. 3.22) can
be used to reduce the random field 퐴ˆ0(푥, 푠, 휔) representing the initial texture
to few modes in spatial domain and Rodrigues space. Using the finite dimen-
sional noise assumption, the random field 퐴ˆ0(푥, 푠, 휔) can be represented by a
finite number of random variables 퐴ˆ0(푥, 푠, 휁˘1, 휁˘2, ..., 휁˘푛푑). In this data-driven ap-
proach, we assume that realizations of the random field 퐴ˆ0(푥, 푠, 휔) are known
(from experiments or simulation) from which a reduced order model converg-
ing in the second order moment sense [71] to the full order texture can be con-
structed. It should be noticed that the aforementioned reduced order model is
used to reconstruct the random field representing the initial texture. The recon-
structed initial texture is then used to solve for the multi-scale problem and the
associated subproblem of texture evolution. No, model reduction is assumed
in the latter stage. The reduced order model depends on 푛푑 random variables
휁˘1, 휁˘2, ..., 휁˘푛푑 . Rosenblatt transformation [57] can be used to transform these set
of 푛푑 random variables 휁˘1, 휁˘2, ..., 휁˘푛푑 to another set of 푛푑 independent identically
distributed uniform random variables 휉1, 휉2, ..., 휉푛푑 in a unit hypercube [0, 1]
푛푑 .
This allows us to sample in this space and seamlessly use existent collocation
algorithms [31] to obtain the probabilistic distribution of the final texture which
in turn is used to obtain the distribution of macro-scale properties.
3.3.1 Transforming the random variables
As discussed previously, a collocation method is used for solving the stochastic
partial differential equation representing the multi-scale deformation problem
(see also Section 3.4). In this method, a unit hypercube [0, 1]푛푑 represents the
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stochastic space where 푛푑 is the dimension of the stochastic domain. This space
is sampled using an adaptive sparse grid to compute the stochastic interpolant
of the ODF. Each point in this sparse grid corresponds to a specific realization
of the random variables used in constructing the reduced order representation
(described in the following sections) of the initial texture. A transformation is
needed to obtain the actual random variables from the coordinates of the sparse
grid points from the hypercube. This subsection provides one such transforma-
tion.
Since the joint probability density of 휻˘ is absolutely continuous on the do-
main of definition, the Rosenblatt [57] transformation can be used to relate the
푛푑 variate distribution function 푃휻˘ to that of 휉1, . . . , 휉푛푑 which are independent
identically distributed (iid) uniform random variables on the hypercube [0, 1]푛푑 .
휁˘1 = 푃1
−1(푃휉1(휉1)),
휁˘2 = 푃2∣1−1(푃휉2(휉2)),
...
휁˘푛푑 = 푃푛푑∣1:(푛푑−1)
−1(푃휉푛푑 (휉푛푑)) (3.14)
where 푃푖∣1:(푖−1), 푖 = 1, . . . , 푛푑, is the distribution function of 휁˘푖 conditioned
on 휻˘1 = 휁˘1, 휻˘2 = 휁˘2, . . . , 휻˘푖−1 = 휁˘푖−1 obtained from 푃휻˘ . This would help in
seamlessly incorporating the collocation strategy described in the next section
to solve the stochastic partial differential equation under study.
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3.4 Sparse grid interpolation: Modeling the effect of uncer-
tainty
For obtaining the macro-scale properties one needs the underlying texture. This
section provides a summary of the algorithm used in obtaining the effect of
uncertainty on texture evolution. An adaptive sparse grid collocation strategy
for constructing the stochastic solution for the evolution of the ODF is used. For
details, the interested reader is referred to [31, 58].
The basic idea of the stochastic collocation method is to approximate the
stochastic space using multi-dimensional interpolating functions. The method
uses realizations of the function (i.e. the solution 퐴ˆ푓 (푥, 푠, 흃푖) of the SPDE
Eq. (3.13), at a finite set of collocation points {흃푖}푛푛푖=1, where the evolved tex-
ture is shown by 퐴ˆ푓 and 푛푛 is the number of collocation points). These finite
number of deterministic solutions are used in constructing an interpolant of the
ODF using hierarchical linear interpolating basis functions [31]. The sparse grid
is based on the Newton-Cotes formulae using equidistant support nodes [31].
The sampling points on the hypercube (Γ = [0, 1]푛푑 , where 푛푑 is the number
of stochastic dimensions) are defined using tensor products and following the
Smolyak construction [61]. It is advantageous to choose the collocation points
in a nested fashion to obtain many recurring points with increasing order of
interpolation [31]. The texture is a function of 푥 and 푠 which represent the
macro-scale and Rodrigues space and can be approximated using the sparse
grid interpolants. The function 퐴ˆ푓 (푥, 푠, 흃) can for example be approximated by
the following:
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퐴ˆ푓 (푥, 푠, 흃푖) =
∑
∣푖∣≤푞
∑
푗
휃푖푗(푥, 푠).푎
푖
푗(흃) (3.15)
퐴ˆ푓
2
(푥, 푠, 흃푖) =
∑
∣푖∣≤푞
∑
푗
휃`푖푗(푥, 푠).푎
푖
푗(흃) (3.16)
where for each point on macro-scale there is a sparse grid interpolant which rep-
resents the random texture at each discretized point in Rodrigues space. This is
just a simple weighted sum of the value of the basis functions for all collocation
points in the current sparse grid where 푎푖푗 ≡ 푎푗(휉푖푗) are the 푛푑 dimensional multi-
linear basis functions constructed from their corresponding 1-dimensional ones
using tensor products, 휃푖푗 are the difference between the value of interpolant in
current and previous interpolation level, 휃`푖푗 are as 휃
푖
푗 but for the second power of
the interpolant, 푞 − 푛푑 is the order of interpolation, 푛푑 is the number of stochas-
tic dimensions and the summation is over the collocation points selected in a
hierarchical framework [31].
After obtaining the expression in Eq. (3.15), it is also easy to extract statis-
tics [31]. The mean of the random solution can be evaluated as follows:
퐸[퐴ˆ푓 (푥, 푠, 흃)] =
∑
∣푖∣≤푞
∑
푗
휃푖푗(푥, 푠).
∫
Γ
푎푖푗(흃)푑흃 (3.17)
where the probability density function 푝(흃) is 1 since the stochastic space
is a unit hypercube [0, 1]푛푑 . As shown in [31], the multi-dimensional integral
is simply the product of the 1D integrals which can be computed analytically.
Denoting
∫
Γ
푎푖푗(흃)푑흃 = 퐼
푖
푗 one can rewrite Eq. (3.17) as
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퐸[퐴ˆ푓 (푥, 푠, 흃)] =
∑
∣푖∣≤푞
∑
푗
휃푖푗(푥, 푠).퐼
푖
푗 (3.18)
The second order moment can be calculated from
퐸[퐴ˆ푓
2
(푥, 푠, 흃)] =
∑
∣푖∣≤푞
∑
푗
휃`푖푗(푥, 푠).퐼
푖
푗 (3.19)
1
4
5
3
2
Figure 3.7: A sample of workpiece. The numbered points are investigated
in subsequent figures.
Figure 3.8: Two samples of the perturbed initial geometry.
Similarly, higher-order statistics can be calculated. As mentioned before,
in constructing the interpolant that approximates the texture 퐴ˆ푓 (푥, 푠, 흃) in the
stochastic domain, one ends up with the realizations of 퐴ˆ푓 (푥, 푠, 흃). These real-
izations are calculated at some collocation points representing specific realiza-
tions of the random variables. The realizations of the evolved (final) texture
퐴ˆ푓 (푥, 푠, 흃) are from an underlying random field representing the final texture
푨ˆ푓 . It should be noticed that since the initial texture has been evolved using the
Eq. (3.13) the random field representing the final texture 푨ˆ푓 is different from
that of initial texture. The realizations of 푨ˆ푓 can be obtained from the collection
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Figure 3.9: Sparse grid collocation points spanning the stochastic space of
random Bezier parameters
of the realizations obtained at collocation points and the ones obtained from the
constructed interpolant using Eq. (3.15).
3.5 Reduced order modeling
In practice, one has not access to the multi-dimensional interpolants in the
stochastic space. The information usually comes as a set of realizations from
the underlying random field. This section provides a framework to obtain a
reduced order model for the underlying random field. Assume an 퐿2 random
field 푎ˇ(푥, 푠, 휔) defined on a probability space (Ω, 퐹, 푝)
푎ˇ(푥, 푠, 휔) : 퐷 ×ℛ× Ω→ ℝ (3.20)
where퐷 is the spatial domain,ℛ is the fundamental part of Rodrigues space,
Ω is the set of elementary events and 휔 ∈ Ω is the vector of random inputs. One
can use the Karhunen-Loe`ve expansion to express this field by a biorthogonal
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representation in the form
푎ˇ(푥, 푠, 휔) = 푎¯(푥, 푠) + 푎ˆ(푥, 푠, 휔) (3.21)
= 푎¯(푥, 푠) +
∞∑
푖=1
√
휌푖푖(푠)Φ푖(푥, 휔)
where 푎¯ is defined as 푎¯(푥, 푠) = ⟨푎ˇ(푥, 푠, 휔)⟩ and ⟨.⟩ is the averaging operation
defined below, 휌푖 are eigenvalues of the eigenvalue problem defined later on,
the 푖 are modes strongly orthogonal in Rodrigues space, Φ푖 are spatial modes
weakly orthogonal in space with respect to an inner product defined as
(푓, 푔) :=
∫
퐷
⟨푓, 푔⟩푑푥 (3.22)
⟨푓, 푔⟩ =
∫
푓(휔)푔(휔)푝(휔)푑휔 (3.23)
where 푝(휔) is the probability distribution. The strong orthogonality of 푖
modes in Rodrigues space can be written as
( 푖, 푗)ℛ =
∫
ℛ
푖(푠) 푗(푠)푑푠 = 훿푖푗 (3.24)
and the weak orthogonality of spatial modes can be written as
(Φ푖,Φ푗) = 훿푖푗 (3.25)
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By minimizing the distance (based on the norm defined in Eq. 3.22) between
the Karhunen-Loe`ve expansion and the random field one ends up with [71]
푖(푠) =
1√
휌푖
(푎ˆ,Φ푖) (3.26)
and from the orthogonality condition
Φ푖(푥, 휔) =
1√
휌푖
∫
ℛ
푎ˆ(푥, 푠, 휔) 푖(푠)푑푠 (3.27)
Eqs. 3.26 and 3.27 lead to the following eigenvalue problem
휌푖 푖(푠) =
∫
ℛ
퐶(푠, 푠´) 푖(푠´)푑푠´ (3.28)
where the covariance 퐶 is defined as
퐶(푠, 푠´) = (푎ˆ(푥, 푠, 휔), 푎ˆ(푥, 푠´, 휔)) (3.29)
In discrete case the covariance can be written as
푪 =
1
푛푟
푛푟∑
푗=1
푛푒푙∑
푖푛=1
푛푖푛푡∑
푖푚=1
풂ˆ푗(푥푖푚)풂ˆ
푇
푗 (푥푖푚)휂ˆ푖푚∣퐽푖푛 ∣ (3.30)
where ∣퐽푖푛∣ is the jacobian determinant of the element 푖푛, 휂ˆ푖푚 is the integration
weight associated with the integration point 푖푚, 푛푖푛푡 is the number of integration
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points in each element, 푛푟 is the number of realizations, 푛푒푙 is the number of
elements in macro-scale and 풂ˆ is a column vector with elements corresponding
to integration points in Rodrigues space and 푥푖푚 represents global coordinate of
the integration point 푖푚 in macro-scale.
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Figure 3.10: Mean and variance of the Bulk modulus
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Figure 3.11: Mean and variance of the Young modulus
It should be noticed that the choice of inner product defined in Eq. 3.22 is
not unique. In [71] three different inner products were explored out of which
the one minimizing the second order moment of the error (the distance between
the Karhunen-Loe`ve expansion and the random field) is adopted in here.
The odf representing the texture takes positive values. Hence, the Karhunen-
Loe`ve expansion should provide us with positive values. To obtain a positive
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random field, one can use the Karhunen-Loe`ve expansion for the 푎ˇ(푥, 푠, 휔) =
푙표푔(퐴ˆ(푥, 푠, 휔) − 퐴푚푖푛) assuming that 퐴ˆ(푥, 푠, 휔) > 퐴푚푖푛 > 0 almost surely [52].
The process 퐴ˆ can be reconstructed as
퐴푚푖푛 + 푒푥푝(푎ˇ(푥, 푠, 휔)) = 퐴푚푖푛 + 푒푥푝(푎(푥, 푠) +
∑
푖
√
휌푖푖(푠)Φ푖(푥, 휔)) (3.31)
It should be noticed that as shown in Eq. 2.4 the significance of the values
for each component of the texture 퐴ˆ can be determined relative to its other com-
ponents. In cases that the texture is constructed such that it approximates the
distribution of orientations from a realistic picture of microstructure (schemati-
cally shown in Figure 3.1) some elements of 퐴ˆ can be zero due to absence of the
specific orientation in the picture. In this case a small number compared to other
components of 퐴ˆ should be provided instead of zero to avoid the unbounded
풂ˆ. Although a more robust method to tackle this problem is presented in [69],
more development is still needed to apply it to the multi-scale case.
In practice 푎ˇ(푥, 푠, 휔) := 푎ˇ(푥, 푠, 휉1(휔), ..., 휉푛푑(휔) where 휉1, ..., 휉푛푑 are a set of fi-
nite number of random variables and 푛푑 refers to the number of random vari-
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Figure 3.14: Eigenvalues and Eigenvectors
ables considered in the problem.
Next, the polynomial chaos decomposition of Φ푖(푥, 휔) can be written as
Φ푖(푥, 휔) := Φ푖(푥, 휁1(휔), ..., 휁푛푑(휔)) =
∑
푗
휙푖푗(푥)휂푗(휔) (3.32)
where the 휂푖(휔) = 휂푖(휻(휔)) are in a one to one correspondent to the Hermite
polynomials in Gaussian variables presented in section 3.6 , 휻(휔) is the vector
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consisting of 푛푑 independent Gaussian random variables (휁1, ...휁푛푑) and the co-
efficients 휙푖푗(푥) can be obtained from
휙푖푗(푥) =
⟨Φ푖(푥, 휻)휂푗⟩
⟨휂2푗 ⟩
(3.33)
It should be noticed that in order to calculate the right hand side of above
equation, Φ푖 and 휂 should be expressed in the same probability space. But Φ푖 ob-
tained from Eq. 3.27 is expressed with respect to 흃 (Eq. 3.15) i.e. each realization
of Φ푖 is with respect to a set of 푛푑 independent uniformly distributed random
variable. A simple transformation as Eq. 3.14 can transform these random vari-
ables to a set of 푛푑 independent Gaussian random variables with mean zero and
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Figure 3.16: Top left: Distribution of Bulk modulus, Top right: Distribu-
tion of Young modulus, Bottom left: Distribution of Shear
modulus, Bottom right: The relative error with respect to the
order of polynomial chaos. (For Point 2 on macro-scale)
variance one (휁1, ..., 휁푛푑) as shown in Eq. 3.33.
3.6 Polynomial Chaos Expansion
A second order process can be approximated by a series of terms of Hermite
polynomials in Gaussian variables (Cameron and Martin theorem [75]). This
approximation is mean-square convergent. If Φ푖(푥, 휔) is a second order random
process ,⟨Φ푖(푥, 휔),Φ푖(푥, 휔)⟩ <∞, it can be approximated as
Φ푖(푥, 휔) = 푌푖0(푥)퐻0 +
∞∑
푖1=1
푌푖푖1(푥)퐻1(휁푖1(휔)) + (3.34)
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Figure 3.17: Top left: Distribution of Bulk modulus, Top right: Distribu-
tion of Young modulus, Bottom left: Distribution of Shear
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∞∑
푖1=1
푖1∑
푖2=1
푌푖푖1푖2(푥)퐻2(휁푖1(휔), 휁푖2(휔)) +
∞∑
푖1=1
푖1∑
푖2=1
푖2∑
푖3=1
푌푖푖1푖2푖3(푥)퐻3(휁푖1(휔), 휁푖2(휔), 휁푖3(휔)) + ...
where 퐻푛(휁푖1 , ..., 휁푖푛푑 ) is the Hermite polynomial of order 푛 in the Gaussian
variables (휁푖1 , ..., 휁푖푛푑 ) with zero mean and unit variance, 푖 indexes the modes in
Eq. 3.22 and 푖1, 푖2, ... index the polynomial terms. The Hermite polynomials can
be obtained from the following equation
퐻푛(휁푖1 , ..., 휁푖푛푑 ) = 푒
1
2
휻푇휻(−1)푛 ∂
푛
∂휁푖1 ...∂휁푖푛
푒−
1
2
휻푇휻 (3.35)
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Figure 3.18: Top left: Distribution of Bulk modulus, Top right: Distribu-
tion of Young modulus, Bottom left: Distribution of Shear
modulus, Bottom right: The relative error with respect to the
order of polynomial chaos. (For Point 4 on macro-scale)
Eq. 3.34 can be rewritten as
Φ푖(푥, 휔) =
∞∑
푗=0
푌푖푗(푥)휂푗(휻) (3.36)
where there is a one to one correspondence between functionals
퐻푛(휁푖1 , ...휁푖푛푑 ) and 휂푗(휁푖1 , ...휁푖푛푑 ). In practice this series can be truncated with
respect to the order of Hermite polynomials and the dimension of the random
vector 휻.
The hermite polynomials are orthogonal with respect to the Gaussian prob-
ability measure i.e.
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Figure 3.19: Top left: Distribution of Bulk modulus, Top right: Distribu-
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⟨휂푖휂푗⟩ = ⟨휂2푖 ⟩훿푖푗 (3.37)
where ⟨.⟩ is the expectation operator
⟨휂푖(휻)휂푗(휻)⟩ =
∫
휂푖(휻)휂푗(휻)푃 (휻)푑휁 (3.38)
푃 (휻) =
1√
(2휋)푛푑
푒−
1
2
휻푇휻
where 푃 (휻) is the 푛푑-dimensional independent Gaussian probability density
function.
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Figure 3.20: Mean and variance of the Bulk modulus obtained from the
reduced order representation of texture
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Figure 3.21: Mean and variance of the Young modulus obtained from the
reduced order representation of texture
If the dimension of the random vector 휻 is 푛푑 and the order of Hermite poly-
nomials is 푝 the total number of terms in polynomial chaos expansion is 푃 + 1
푃 + 1 =
(푝+ 푛푑)!
푝!푛푑!
(3.39)
The dimension of the random vector 휻 in polynomial chaos is dictated by
the number of random variables driving the stochastic problem and the order
of Hermite polynomials is decided from a convergence study on the proba-
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Figure 3.22: Mean and variance of the Shear modulus obtained from the
reduced order representation of texture
Figure 3.23: Schematic view of the work-piece and die in Example 2.
bility distribution of the random process Φ푖(푥, 휔). If the dimension 푛푑 of the
random vector is known one can iterate over the order of Hermite polynomi-
als 푝 as follows. Construct the polynomial chaos expansions of dimension 푛푑
and orders 푚 = 푝, 푝 + 1, ... and check the convergence of the reconstructed
field. The number of terms in chaos expansion for each case can be written
as 푃 (푚)+1 = (푚+푛푑)!
푚!푛푑!
(Eq. 3.39). For example one can write the order 푝 and order
푝+ 1 approximation as
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Figure 3.24: Mean and variance of the Bulk modulus obtained from the
reduced order representation of texture
1.27E+05
1.25E+05
1.22E+05
1.19E+05
2.36E+07
2.11E+07
1.86E+07
1.62E+07
1.37E+07
1.12E+07
MPa
2( )MPa
Figure 3.25: Mean and variance of the Young modulus obtained from the
reduced order representation of texture
Φ
(푝)
푖 (푥, 휔) =
푃 (푝)+1∑
푗=0
푌푖푗(푥)휂푗(휻) (3.40)
Φ
(푝+1)
푖 (푥, 휔) =
푃 (푝+1)+1∑
푗=0
푌푖푗(푥)휂푗(휻)
Next, the weak-Cauchy convergence criterion can be used to insure that the
퐿2 norm of the difference in the two approximations is negligible, i.e.
퐸푖 := ∥Φ(푝+1)푖 − Φ(푝)푖 ∥퐿2(Ω) < 휖, 0 < 휖≪ 1 (3.41)
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Figure 3.26: Mean and variance of the Shear modulus obtained from the
reduced order representation of texture
where the error measure 퐸 is space function and the above convergence should
hold on each point on macro-scale.
3.6.1 Computational aspects of polynomial chaos expansion
In order to obtain the coefficients of the polynomial chaos using Eq. 3.33 one
can use the sampling method in which the sample values of 휻 = (휁1, 휁2, ..., 휁푛푑)
are drawn from the distribution of the 휻 which in this case is the 푛푑-dimensional
independent Gaussian distribution.
For each sampling point, 휂푖(휻) and Φ푖(푥, 휻) are evaluated. Using all the sam-
ples one can evaluate the expectation in the nominator of the Eq. 3.33. If the
dimension of the stochastic space is large the best strategy for sampling are
Monte Carlo or Latin Hypercube methods. The expectation in the denomina-
tor of Eq. 3.33 can be calculated and tabulated offline. For examples on the
first few of the latter expectations one can refer to [24]. A more elegant and
efficient way of calculating the expectations of the form ⟨Φ(푥, 휻)휂(휻)⟩ is to re-
110
0.0058
0.0039
0.002
0.0001
0.05
0.035
0.02
0.005
0.0104
0.007
0.0036
0.0002
0.032
0.022
0.012
0.002
0.0295
0.02
0.0105
0.001
0.065
0.045
0.025
0.005
Figure 3.27: Comparison of Mean and variance of the macro-scale proper-
ties with MC, Top left: Bulk modulus, Top right: Young mod-
ulus, Bottom: Shear modulus
sort to Gauss-Hermite quadrature methods. This method is efficient for small
dimensions of the stochastic space. In this method the expectation operator
⟨푓⟩ is approximated as ∑푖푤푖푓푖 where 푤푖 are the weights in the Gauss-Hermite
quadrature method. If polynomial chaos expansion of order 푝 is sufficient to
represent the random process under study, then 푝 + 1 sample points on each
stochastic domain are needed for calculation of the ⟨푓⟩. The sample points for
the multidimensional stochastic space are constructed from the sample points
on each stochastic dimension using tensor product. The sample points on each
stochastic dimension are the roots of the Hermite polynomial 퐻푝+1
For a one dimensional case, one can write
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⟨푓⟩ =
∫ +∞
−∞
1√
2휋
푒−
휁2
2 푓(휁)푑휁 (3.42)
=
1√
2휋
∫ +∞
−∞
푒−휁
2
푒
휁2
2 푓(휁)푑휁 ∼
푝+1∑
푖=1
푤푖푓(푥´푖)
where 푥´푖 are roots of the Hermite polynomial 퐻푝+1 and the associated
weights are given by
푤푖 =
2푝(푝+ 1)!
√
휋
(푝+ 1)2[퐻푝(푥´푖)]2
× 1√
2휋
푒
푥´2푖
2 (3.43)
For the multi-dimensional stochastic space with dimension 푛푑 these weights
can be calculated using the multiplication of 푤1, ..., 푤푛푑 calculated for each di-
mension at the corresponding coordinate of the sampling point.
3.6.2 Summary of the algorithm
First, let us look at the method used in [70]. Assume the information on the
texture is given through realizations of the texture for each integration point on
the macro-scale. There for each integration point one can write
푎ˇ1(푠, 휔) = 푎¯1(푠) +
∞∑
푖1=1
√
휌푖1푖1(푠)훼ˇ푖1(휔) (3.44)
푎ˇ2(푠, 휔) = 푎¯2(푠) +
∞∑
푖2=1
√
휌푖2 푖2(푠)훼ˇ푖2(휔)
...
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푎ˇ푗(푠, 휔) = 푎¯푗(푠) +
∞∑
푖푗=1
√
휌푖푗푖푗(푠)훼ˇ푖푗(휔)
...
where 푎ˇ푗(푠, 휔) is the value of random field corresponding to the integration
point 푗, 푎¯푗 is the expectation of the random field at integration point 푗, 휌푖푗 and
푖푗(푠) are the eigenvalues and eigenfunctions in Rodrigues space and 훼ˇ푖푗(휔) are
the set of uncorrelated but not necessarily independent random variables at in-
tegration point 푗. In this framework the realizations of the random variables at
each integration point is obtained using
훼ˇ푖푗(휔) =
1√
휌푖푗
∫
ℛ
푎ˇ푗(푠, 휔) 푖푗(푠)푑푠 (3.45)
Using these realizations one can use methods like the one presented in [69]
to construct the probability distributions of these random variables at each inte-
gration point 푗. Now if the random variables at different integration points are
correlated to each other then the aforementioned methodology has no means of
figuring that out in another words it can not see the correlation between the set
of random variables from different integration points. So, the number of ran-
dom variables one would end up with would be the number of random vari-
ables needed for each integration point multiplied by the number of integration
points. But if in a problem we know that the number of random variables driv-
ing the problem is much less than the aforementioned value then one should
think of alternative methods. To address this problem one can use the method
presented in the previous pages. A summary of the proposed algorithm is given
in here:
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The random field can be approximated as:
푎ˆ(푥, 푠, 휔) =
∞∑
푖=1
√
휌푖푖(푠)Φ푖(푥, 휔) (3.46)
where 휌푖, 푖(푠) are the eigenvalues and eigenfunctions (modes in Rodrigues
space) of the covariance 퐶. After constructing the covariance matrix and ob-
taining its eigenvalues and eigenfunctions the random spatial modes Φ푖(푥, 휔)
corresponding to each mode in Rodrigues space can be obtained by the follow-
ing projection
Φ푖(푥, 휔) =
1√
휌푖
∫
ℛ
푎ˆ(푥, 푠, 휔) 푖(푠)푑푠 (3.47)
Once the random spatial modes have been obtained they are decomposed to
spatial and random space using polynomial chaos decomposition
Φ푖(푥, 휔) =
∑
푗
휙푖푗(푥)휂푗(휔) (3.48)
where 휂푗(휔) are Hermite polynomials in Gaussian variables with the dimen-
sion equal to the number of random variables driving the stochastic problem
and the order obtained from a study on convergence of the decomposition and
휙푖푗(푥) are coefficients of the decomposition which vary from one integration
point to another and can be calculated using
휙푖푗(푥) =
⟨Φ푖(푥, 휻)휂푗⟩
⟨휂2푗 ⟩
(3.49)
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Now that all the components of the Eq. 3.46 are known it can be used to re-
construct the random field. Notice that the realizations of the random field were
used to construct the covariance matrix. Hence, Eq. 3.46 represents the under-
lying random field and its realizations can be reconstructed as many times as
needed using the realizations of the random variables in the Hermite polyno-
mials.
3.7 Numerical examples
3.7.1 Example 1
In this example the effect of uncertainty in the geometry of the initial work-
piece on the macro-scale properties of the product of deformation process is
investigated. It is assumed that the surface of the initial work-piece 푅훽(훼, 휔)
can be represented by a degree 6 Be´zier curve (Eq. 3.10).
In this problem the Be´zier coefficients 훽1, 훽4, 훽5, 훽6 are assumed to be deter-
ministic (훽푖 = 0.05; 푖 = {1, 4, 5, 6}) and 훽2, 훽3 are considered as two independent
random variables following 푁(1, 0.1) distribution. Figure 3.8 shows few exam-
ples of workpieces constructed using realizations of 훽2 and 훽3. If all the Be´zier
coefficients are equal to 0.05 the resulting cylinder will have radius 5.5 cm.
The work-piece is subjected to a forging process with forging velocity spec-
ified as 0.01 푐푚/푠푒푐 and when forged using a closed forming die depicted in
Figure 3.7 the final product will be a cylinder of radius 4.0 cm.
The material considered here is FCC copper with the following material
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properties
푐11 = 170.0퐺푃푎, 푐12 = 124.0퐺푃푎, 푐44 = 75.0퐺푃푎, (3.50)
For all points on macro-scale the underlying initial texture is assumed to
be constant (퐴0(푥, 푠) = 2.435). This correspond to a texture having the same
volume fraction for all possible orientations. Although the initial texture is as-
sumed to be deterministic in this problem, the evolved texture at the end of the
deformation process will be random due to the random initial geometry for the
workpiece and the propagation of uncertainty through the deformation process.
A level 8 interpolating adaptive sparse grid corresponding to 1368 points
for this particular stochastic problem has been used. The coordinates of the
collocation points are shown in Figure 3.9. The coordinates of each collocation
point correspond to the variables 휉1 and 휉2 which are independent uniformly
distributed random variables between 0 and 1. These two random variables are
mapped to 훽2 and 훽3 using Rosenblatt transform (Eq. 3.14). An approximation is
made in this step in which the tails of the normal probability distribution are cut
at values equal to the (푚푒푎푛± 6× 푠푡푑) where std is the standard deviation. This
approximation is to avoid the infinite values for 훽 corresponding to 휉1, 휉2 = 0 or
1. Cutting the tails of the probability distribution will have negligent effect on
the properties under study (mean and variance of the macro-scale properties).
The mean and variance of the Bulk, Young and Shear modulus are shown in Fig-
ures 3.10, 3.11 and 3.12. The same problem has been solved using Monte-Carlo
(MC) method with 4000 runs. The relative error between mean and variance
obtained from these two methods are shown in Figure 3.13. The relative error
used in these figures can be written as 퐸푟 = ∣푋−푋푀퐶푋푀퐶 ∣where 푋 is the macro-scale
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property calculated using the samples of texture obtained from the interpolants
resulting from the sparse grid collocation method and 푋푀퐶 is the correspond-
ing macro-scale property obtained from Monte-Carlo. The distribution of Bulk,
Young and Shear modulus for few points on macro-scale (refer to Figure 3.7 for
the position of these points) are shown in Figures 3.15, 3.16, 3.17, 3.18 and 3.19.
Next, a reduced order representation of texture is constructed using Eq. 3.22.
First the covariance matrix 퐶 is calculated using Eq. 3.30. The first few eigen-
values and eigenvectors of this matrix are shown in Figure 3.14.
Using the first six significant modes obtained from the previous step, the
spatial modes Φ푖(푥, 휔) are calculated using Eq. 3.27. Next, Eq. 3.33 is used to
obtain the polynomial chaos approximation of Φ푖(푥, 휔). Having the reduced
order representation, using Eqs. 3.22 and 3.31, 50000 sample textures are con-
structed for the macro-scale points in Figures 3.15, 3.16, 3.17, 3.18 and 3.19. The
Bulk, Young and Shear modulus for these reconstructed textures are calculated
and compared to that of the full order texture in Figures 3.15, 3.16, 3.17, 3.18
and 3.19. These figures correspond to macro-scale points 1-5 shown in Fig-
ure 3.7 respectively. In these figures the top left figure represent the distribu-
tion of Bulk modulus while the top right and bottom left show the distribution
of Young and Shear modulus respectively. Also, the bars represent the distri-
bution of the corresponding macro-scale property calculated from samples of
the texture obtained from the interpolant constructed by sparse grid collocation
(Eq. 3.15). The solid line shows the distribution of the same property calculated
from the samples obtained from the reduced representation of the texture. The
percentage of the relative error defined as 퐸˜ := ∥(푋푝+1 −푋푝)/푋푝+1∥퐿2(Ω) is also
shown vs. polynomial order in the aforementioned figures.
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Figures 3.20, 3.21 and 3.22 show the of mean and variance for the Bulk,
Young and Shear modulus on macro-scale using samples of textures recon-
structed from the reduced order modeling. Reasonable match has been
achieved in comparison to Figures 3.10, 3.11 and 3.12.
3.7.2 Example 2
The final texture of Example 1 is used as the initial texture in this example. As
described in previous example, Eq. 3.22 is used to construct a reduced order
representation of the random process 퐴0(푥, 푠, 휔). In this case the first 6 eigen-
modes of the covariance matrix 퐶 (Eq. 3.30) were used and for each of these
eigenmodes Eq. 3.27 is used to construct the spatial eigenmodes. An order 6
polynomial chaos expansion is used to approximate these spatial eigenmodes
and the dimention of the random vector 휻 is the same as the dimension of the
random vector driving the first example (i.e. 푑푖푚(휻) = 2). Hence using Eq. 3.39
it is obvious that for each point on macro-scale and for each eigenmode in Ro-
drigues space a set of 28 polynomial coefficients are used. These coefficients
along the eigenmodes and eigenvectors of covariance 퐶 (Eq. 3.30) are used to
reconstruct the random process 퐴0(푥, 푠, 휔) representing the initial texture of Ex-
ample 2.
It should be noticed that except using the knowledge from the first example
on having a stochastic space with rank 2 there is no connection between these
two examples. So, this example is not a second stage of a multistage deforma-
tion process with its first stage being Example 1. The previous example is only
used to construct a distribution of random initial texture for this example. In
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order to consider a multistage problem one also needs to transfer other quanti-
ties quantifying the material state at the end of the first stage (e.g. deformation
gradient, state of residual stress and strain rate , etc.). Also, an unloading stage
should be considered immediately at the end of first stage (after removing the
die) and before the beginning of the second stage. But this realistic scenario is
avoided here in favor of simplicity and Example 2 deals with one stage of defor-
mation process with random initial texture. The reader is reminded that using
the method in [70] for the same amount of knowledge (realizations of the tex-
ture at each integration point on the macro-scale and knowledge of the rank of
the stochastic space) one will end up with random variables for each integration
point without exploiting the correlation between them.
The work-piece and the die are as depicted in Figure 3.23 and the forging ve-
locity is considered to be 0.01 cm/sec. When solving this problem using sparse
grid collocation the coordinates of each point on the sparse grid correspond to
휉1 and 휉2 which are two independent uniformly distributed random variables.
Rosenblatt transform (Eq. 3.14) is used to transform these to 휁1 and 휁2 which
follow an 푁(0, 1) distribution. 휁1 and 휁2 are in turn used to construct samples of
Φ(푥, 휔) using Eq. 3.32 and finally Eqs. 3.22 and 3.31 were used to construct the
corresponding realization of 퐴0(푥, 푠, 휔) that would be used as the initial texture
of the work-piece.
Figures ( 3.24, 3.25 and 3.26 ) show the mean and variance of the Bulk, Young
and Shear modulus obtained from a sparse grid collocation of level 7 with 1274
sample points. These results were compared to that of Monte Carlo using 6000
samples in Figure 3.27.
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3.8 Conclusions
The effect of uncertain initial geometry and texture on final macro-scale proper-
ties of the product of a multi-scale deformation process is investigated through
examples. A reduced order representation of the random field representing tex-
ture is obtained using Karhunen-Loe`ve expansion. This reduced order model
provides a framework that makes the otherwise intractable task of quantifying
the effect of random initial texture in a multiscale problem feasible.
3.9 Suggestions for the future work
As mentioned in this chapter, in order to quantify the effect of uncertainty prop-
agation in a multi-scale deformation problem the stochastic space is collocated.
Each collocation point corresponds to a realization of the random variables driv-
ing the stochastic problem. So, at each collocation point one deterministic multi-
scale deformation problem needs to be solved. Since many deterministic prob-
lems should be solved any reduction in the computational cost necessary for
solving the deterministic problem is extremely valuable. Hence, in order to
be able to quantify the effect of uncertainty for a problem with many random
variables, some model reduction strategies on the deterministic multi-scale de-
formation problem is needed for the future developments.
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APPENDIX A
CHAPTER 1 OF APPENDIX
In this appendix the Rosenblatt transformation is explained in more details
though an example. The necessity of this transformation is explained in chap-
ters 2 and 3 where it is used to transform a set of independent identically dis-
tributed uniform random variables 휉푖 to a set of random variables 푌푖 with de-
sired probability distribution.
The transformation can be written as
푌1 = 푃1
−1(푃휉1(휉1)),
푌2 = 푃2∣1−1(푃휉2(휉2)),
...
푌푖 = 푃푖∣1:(푖−1)−1(푃휉푖(휉푖)) (A.1)
where 푃푖∣1:(푖−1), 푖 = 1, . . . , 푛푑, is the distribution function of 푌푖 conditioned on
풀 1 = 푌1,풀 2 = 푌2, . . . ,풀 푖−1 = 푌푖−1.
This method is explained with more details through the following example.
Assume a set of four random variables, 푌1, 푌2, 푌3 and 푌4, with the following joint
probability distribution function
푝 = 푐1 exp(0.3푌1 − 푌 21 + 0.2푌2 − 0.5푌 22 + 0.4푌3 − 0.8푌 23 (A.2)
+ 0.3푌4 − 0.5푌 24 + 0.2푌1푌2 + 0.6푌1푌3 + 0.2푌3푌4)
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Figure A.1: The distribution function of independent uniformly dis-
tributed random variables 휉1, 휉2, 휉3 and 휉4
where 푐1 is the normalization constant. The main idea is to use Eq. A.1 to
transform the realizations of the random variables 휉1, 휉2, 휉3 and 휉4 sampled on
the hypercube [0, 1]4 to realizations of the 푌1, 푌2, 푌3 and 푌4 following the de-
sired probability distribution. The distribution function of independent uni-
formly distributed random variables 휉1, 휉2, 휉3 and 휉4 is shown in the figure A.1.
In order to verify the transformation, the marginal probability distribution of
random variables 푌1, 푌2, 푌3 and 푌4 obtained from the joint probability distribu-
tion through integration in random space is shown in Figure A.3. It should be
noticed that the transformation in Eq. A.1 is conducted step by step. In other
words the transformation is conducted on the random variable 휉푖 having the
information on the prior transformed random variables 푌1, ..., 푌푖−1. In this ex-
ample, in order to check the algorithm first a set of realizations of the uniformly
distributed random variable 휉1 ∈ [0, 1] are transformed to 푌1. Then assuming a
fixed value for 푌1, e.g. 푌1 = 0.5, the corresponding conditional distribution func-
tion for 푌2 is obtained 푃 (푌2∣푌1) from Eq. A.2. This is used in Eq. A.1 to conduct
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Figure A.2: (Cumulative) distribution function for 푌1, 푌2, 푌3 and 푌4
the second step of transformation where the random variable 휉2 is transformed
to 푌2 having the knowledge on the value of 푌1. The same procedure has been
done for random variables 푌3 and 푌4 where for example for transforming 휉4 to 푌4
the information on the value of 푌1, 푌2 and 푌3 is needed. In order to obtain each
of the marginal probability distribution of 푌1, 푌2, 푌3 and 푌4 from the Eq. A.2 the
integration in the random space is carried on using 1000000 points. After obtain-
ing the marginal probability distribution the (cumulative) distribution function
can be obtained through an integration in random space. Figure A.2 shows the
distribution functions used in the transformation. Also, for comparison the dis-
tribution of realizations of 푌1, 푌2, 푌3 and 푌4 obtained through transforming real-
izations of independent uniformly distributed random variables 휉1, 휉2, 휉3 and 휉4
on the hypercube [0, 1]4 is shown in Figure A.4 .
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Figure A.3: The probability distribution of 푌1 and conditional probability
distribution of 푌2, 푌3 and 푌4 obtained from joint probability
distribution through integration in random space
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Figure A.4: Comparison between the probability distribution of 푌1, 푌2, 푌3
and 푌4 obtained from joint probability distribution through in-
tegration in random space (solid line) and from transforming
a set of independent uniformly distributed random variables
in [0, 1]4 using the Rosenblatt transformation (bars)
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