In the field of signal processing such as system identification, the affine projection algorithm (APA) is extensively implemented. However, running such algorithms in a non-Gaussian scenario may degrade its performance, since the second-order moment cannot extract all information from the signal. To prevent performance degradation of the algorithm in system identification tasks, we propose a novel APA based on least mean fourth (LMF) algorithm. The new algorithm, namely affine projection least mean fourth algorithm (APLMFA) is based on the high-order error power (HOEP) criterion and as such, can achieve improved performance. We also provide a convergence analysis for APLMFA. Numerical simulation results verify the presented APLMFA achieves smaller steady-state error as compared with the state-of-theart algorithms.
I. INTRODUCTION
System identification is a means of modeling an unknown system only via input-output relationship, which is a fundamental of signal processing and control science [1] - [5] . Over the past decades, various techniques were proposed for system identification problem, including least-square and transfer function methods [6] - [8] . These approaches can obtain satisfactory performance under Gaussian noise. However, when the unknown system is time-varying, their performance may deteriorate [9] - [11] .
Adaptive filtering technique, is an effective alternative method to overcome the above-mentioned limitation. Owing to its flexible modeling capabilities, such method is widely applied for active noise control [12] - [16] , array signal processing [17] , [18] , and acoustic echo cancellation [19] . In particular, in [20] , the DC-DC converter system is identified by adaptive filtering, which demonstrates the effectiveness and flexibility of the algorithm. The wireless power transmission (WPT) system can also be modeled by using such types of method. Because of its low complexity load, the least mean square (LMS) has become one of the most popular algorithm for diverse applications [21] . Regrettably, the performance The associate editor coordinating the review of this manuscript and approving it for publication was Wei Liu . of the LMS algorithm is subjected to second-order moment criterion, which may hinder its practical applications.
Several approaches have been developed for speeding up the convergence rate of basic LMS algorithm [22] , [23] . Among these methods, the affine projection algorithm (APA) and its variants have moderate complexity load (the complexity load of classical APA is between the LMS and recursive least-square (RLS) algorithm) [24] - [26] . Moreover, the APA enjoys improved performance under the colored input signal [27] . In [28] , a novel affine projection sign algorithm (APSA) was presented by taking use of the L 1 -norm algorithm for system identification in impulsive scenario. Following this work, several APSA-based algorithms were proposed by using variable step-size (VSS) scheme [29] , [30] , convex combination strategy [31] and so on. These works mainly focus on combating impulsive noise, their performance may degrade under Gaussian noise.
On the other hand, the mean-square error (MSE) criterion, which is based on the second-order moments, cannot extract all information from the signal [32] - [34] . Therefore, the algorithms of MSE type (e.g. LMS and APA) suffer from performance degradation and even fail to work in certain scenarios [35] . In contrast, the higher-order error power (HOEP) criterion can extract the signal information to the greatest extent. As a result, the adaptive algorithm obtains an enhanced robustness performance in various scenarios. Recently, numerous HOEP algorithms were proposed based on LMS or RLS methods, see [36] , [37] and references therein.
The least mean fourth (LMF) algorithm is a celebrated algorithm based on HOEP criterion, which is proposed by Walach and Widrow in 1984 [38] . Such algorithm is derived by taking the advantages of the fourth power of the error signal, and is superior to the LMS algorithm in non-Gaussian scenarios. The main drawback of the LMF algorithm is the stability when the unbounded regressors are used [39] , [40] . To address this problem, the most effective way is to add a normalization term in basic LMF algorithm. In [41] , a novel LMF algorithm was first proposed by employing the normalization strategy, which provides the stability performance and robustness performance as compared with conventional LMF algorithm. To further refine the filtering performance, Eweda and Bershad also developed a global stabilization LMF algorithm based on the work in [42] . It should be mentioned that no work considers exploiting the LMF algorithm combine with other structure of the filtering.
Very recently, a novel APA filtering approach was proposed for partial discharge (PD) signal denoising, which is based on HOEP criterion, specially, using the least mean absolute (LMAT) algorithm [27] . We observe the improved performance of this effort, and explore the higher-order moment of the power of the error signal. Motivated by the above consideration, we propose a new APA by incorporating classical LMF algorithm, termed as APLMFA. Closer to the proposed APLMFA is the affine projection LMAT algorithm (APLMATA) in [27] , which minimizes the third power of the error signal. The APLMATA is designed for adaptive noise cancellation model and it has been applied to partial discharge denoising. The proposed algorithm is designed for system identification problem and the extension to acoustic echo cancelation (AEC) system is provided. Furthermore, the stability condition of the proposed algorithm is totally different from the APLMATA, since the LMF has higher-order than the LMAT algorithm.
Specifically, the contributions of this paper can be outlined as follows. (1) A novel APA is proposed based on LMF algorithm for system identification problem and AEC system, which is derived by taking the minimum dispersion method.
(2) The convergence property of the proposed APLMFA is analyzed. (3) Extensive simulation results demonstrate the superiority of the APLMFA for system identification and AEC system.
The content of this work is organized in the following method. In section 2, the system identification model used in this paper is described. In section 3, the derivation of the APLMFA is given in detail. In section 4, the convergence behavior of the proposed algorithm is provided. The simulation results are performed in section 5, and some conclusions are drawn in section 6. Fig. 1 plots the block diagram of system identification problem, where (i) is the input data (regression data) with the size N × 1 at time instant i, (i) = [ (i), (i − 1), . . . , (i − N + 1)] T , (i) denotes the output data, and ϒ(i) denotes the desired signal which is approximated by adaptive filtering algorithm. For linear system identification problem, the desired signal (reference data) is expressed as
II. SYSTEM MODEL
where W o stands for the unknown parameter vector with the size N × 1, and (i) stands for the noise signal. The error signal (i) is the difference between ϒ(i) and (i), which is defined by
where the output data can be calculated by (i) = T (i)W(i), and W(i) denotes the weight vector. On this basis, the a posteriori error is given by
The conventional APA exploits the past information of the signal to achieve accelerated convergence rate. At every iteration, it minimizes the following optimization problem [43] minimize W(i+1)
, . . . , ϒ(i − P + 1)] T denotes the desired signal vector which combines the past P desired signal from past times, and (i) = [ (i), (i − 1), . . . , (i − P + 1)] denotes input signal matrix with the size of N × P. The update equation of basic APA is expressed as
where µ is the learning rate and P denotes the projection order.
As we noticed, the APA is based on MSE criterion to obtain a refined performance. Hence, it is natural to take HOEP criterion into account. In the next section, we propose a novel APLMFA for performance improvement in different scenarios. VOLUME 8, 2020 
III. PROPOSED ALGORITHM
By integrating the LMF algorithm to basic APA, here, we develop a new adaptive filtering algorithm. First, the a priori and a posteriori error vector are defined by
Previous researches demonstrate that the LMF loss function can obtain improved performance for adaptive filter in various fields. As we pointed in section 1, the variant of the APA mainly focuses on exploiting VSS scheme or variable regularization strategy, a few literature considers the use of HOEP strategy for performance improvement. Motivated by algorithm in [27] , we proposed a novel APLMFA, which can be obtained by solving the following problem
where ν 2 represents the coefficient to guarantee the updating weight vector W(i) of adaptive filter does not dramatic change and stands for element-wise multiplication. It should be mentioned that (8) combines LMF loss function with the projection order of the error signal. The LMF loss function can effectively enhance filtering performance in the presence of non-Gaussian environments (such as uniform noise). Moreover, it has more steep gradient value as compared with MSE criterion and LMAT loss, as shown in Fig. 2 .
The main bottleneck of this cost is stability. By combining LMF loss function with the APA, the stability problem can be addressed.
To proceed the derivation, we apply the Lagrange multiplier principle. Thus, the minimum disturbance constraint in (8) can be expressed in an unconstrained form, as below wherein χ denotes the Lagrange multiplier. Taking the gradient of equation (9) with respect to the weight vector W(i+1), leading to
In this expression, (i) = p (i) p (i) p (i) . In order to obtain extreme value, it is natural to set (10) to 0, yields
Then, substituting (11) into the equation (8), we have
Combining (12) and (11), the adaptation of weight vector of the APLMFA can be expressed as
Remark 1: Note that, at every time instant i (iteration i), the a posteriori error p (i) can be calculated via the value of W(i + 1). But, p (i) is unavailable in the current iteration i. To address this problem, the a priori error (i) is employed to replace the a posteriori error p (i) during weight adaptation. This approximation is widely applied to the derivation of the APA-based algorithms, and the similar method can be found in [44] .
Then, we replace the minimum disturbance ν in (13) by the learning rate µ, yields
In summary, the detailed APLMFA is outlined in Table 1 . Remark 2: Note that the minimum disturbance ν curbs the convergence level of the APA-based algorithms and it should be no greater than 1 to guarantee convergence. This coefficient shares a similar property as the step-size µ in adaptive filtering algorithms. Hence, ν can be replaced by 0 < υ ≤ 1 to hold the robustness feature.
Remark 3: The APLMFA has close relationship with existing APAs. One can observe that an APSA can be gained from the algorithm in (14) by forcing (i) = sgn { (i)}.
Remark 4: The proposed APLMFA owns a moderate computational complexity, owing to the fact that it does not need to calculate the matrix inversion during adaptation. Table 2 illustrates a comparison of the computational complexity of four algorithms. It indicates from this figure that the LMF algorithm enjoys lowest computational burden among all the algorithms. The GsLMS algorithm, slightly increases the computational complexity. The basic APA has moderate computational cost, it needs (P 2 + P − 1)N additions and (P 2 + P + 1)N + P 2 multiplications. Owing to combining the LMF loss, the proposed algorithm increases computational cost when compared to the LMF algorithm.
Remark 5: Table 2 also summarizes the memory requirement of the algorithms. The LMS and GsLMS algorithms are the LMS-type, which have small memory requirement as compared with the other algorithms. The APA requires NP + P 2 + 2N + 2P memory requirements, and the proposed algorithm has reduced memory requirements when compared to the APA.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the mean stability of the proposed algorithm along with the mean-square stability of the APLMFA. Among them, the analysis of mean-square error is based on the result of the previous mean stability.
A. MEAN STABILITY
The convergence behavior of the APLMFA is analyzed according to the energy conservation argument. First, define the deviation of the weight vector by
Rewritten the weight adaptation in (14) in the form of θ (i), we have
Multiplying both sides of (11) by T (i) on the left, and we get
Thus,
It should be stressed that the above mean stability analysis is commonly employed to measure the algorithm convergence. However, the mean stability cannot ensure that the algorithm converges in MSE. Consequently, the necessary and sufficient condition of the APLMFA in mean square sense is needed to perform.
B. MEAN-SQUARE STABILITY
Recalling (16), taking square on the both side of the equation, we have
Then, taking expectation operation on the both sides, we get
where E{·} denotes the expectation. For assured stability and convergence, E{θ 2 (i + 1)} should less than E{θ 2 (i)}. Hence, the bound for µ can be gained as
V. SIMULATION RESULTS
In what follows, the simulation results are provided in the context of system identification problem. To quantify evaluate the filtering performance, the excess MSE (EMSE) is employed, which can be expressed as follows:
EMSE, dB 10log 10 {ϒ(i) − (i) − (i)} 2 (22) In this expression, the logarithmic scale is used for clearly demonstrate the performance. All the EMSE learning curves are achieved by averaged over 100 independent runs. The filter length is fixed at N = 10. The initial value of the weight vector is set to zero, i.e., W(i) = 0, and the parameters of adaptive algorithms selected by our simulations are comprehensive consider the convergence speed and steady-state performance. To test robustness performance of the algorithms under various environments, we consider employing different input and noise signals in the following subsections.
A. EXAMPLE 1: AR INPUT
In the first case, the performance of the algorithms is investigated in the presence of uniform noise. Such noise is generated by uniform distribution with range [−3, 3]. Either the first-order autoregressor (AR(1)) or the second-order autoregressor (AR(2)) signals are used as an input data, as below
and
It is well known that such AR input is widely exist in speech signal processing environment, and it can slow down the convergence speed of adaptive filter. Fig. 3 shows the effect of step size on the performance of algorithm. As can be seen, for the large step size, slightly fast convergence rate and large EMSE is obtained, whereas the small EMSE and slow convergence speed is achieved for the small step size. We comprehensively consider the convergence speed and steady-state error, µ = 0.01 is selected in the following simulations. Fig. 4 shows the learning curves of four algorithms, where the parameter settings are presented in the legend of this figure. As can be seen, the basic LMF algorithm suffers from stability problem, while the GsLMF algorithm has a stable performance with colored input. The classical APA, has a slow convergence rate and it converges at iteration 500. The proposed algorithm, achieves similar convergence speed as compared to the APA, and it significantly reduces the final EMSE. Fig. 5 plots the EMSEs of LMF, GsLMF, APA and the proposed algorithm with AR(2) input. One can observe from this figure that the LMF diverges at the initial stage of convergence. In contrast, the variant of LMF, i.e., GsLMF algorithm, achieves a similar filtering performance as compared with celebrated APLMFA. These two algorithms reach about −5dB final EMSE after iteration 500. The proposed algorithm, significantly reduces the EMSE with similar initial convergence speed. It owns about −12dB final EMSE.
B. EXAMPLE 2: MA INPUT
In the second case, we repeat the noise signal as used in the first example. Two moving-average (MA) signals are employed as the input data, which can be expressed as follows:
and Fig. 6 shows the learning curves of four algorithms under the uniform noise scenario with [−3, 3]. The MA(1) signal is exploited as the input signal. We can observe from Fig. 6 that the LMF algorithm fails to work in this case. Owing to using the normalization scheme, the GsLMF algorithm has a stable performance. The APA has slightly slow convergence rate in comparison with the GsLMF algorithm, and reaches a close EMSE value. The proposed algorithm, APLMFA, largely enhances the steady-state performance owing to combining the APA and LMF algorithms. Fig. 7 depicts the performance of four algorithms in the presence of uniform noise with MA(2) input. Again, the enhanced performance is acquired by the APLMFA.
C. EXAMPLE 3: ARMA INPUT
Next, the performance of the algorithms with autoregressive moving average (ARMA) input is investigated by simulations. The ARMA input employed in this example can be expressed as
The noise signal is modeled by uniform distribution ranged from [−3, 3]. Fig. 8 shows the EMSEs of the LMF, GsLMF and APA, along with the proposed algorithm. As can be seen, the APLMFA achieves refined performance in comparison with those of the state-of-the-art algorithms. It reaches about −12dB after iteration 500. To further demonstrate the performance of the APLMFA, Fig. 9 shows a comparison of the proposed algorithm versus different noise environments. It can be seen from this figure, the smaller interval corresponds to lower noise process and as such, the proposed APLMFA has the smallest EMSE with distribution interval [−1, 1]. In contrast, the APLMFA with distribution interval [−4, 4] achieves larger steady-state error and slower convergence rate. The proposed algorithm with all cases has robustness performance.
D. EXAMPLE 4: UNIFORM INPUT
In the last example, the algorithms are tested under the impulsive noise scenario. The impulsive noise has non-Gaussian component, which extensively exists in communication systems, audio processing, and active noise control. The impulsive noise can be well modeled by Bernoulli-Gaussian (BG) process, that is [45] - [47] ε(n) = b(n)q(n) (28) VOLUME 8, 2020 where b(n) denotes the Bernoulli process, which can be computed by binornd function in Matlab. In this work, we select the probability P r = 0.01. The coefficient q(n) stands for the Gaussian process, which can be generated by a white Gaussian random sequence with zero mean and variance σ 2 s = 1000. The uniform distribution with range of [−4, 4] is employed as the input data. Fig. 10 demonstrates the EMSE learning curves of four algorithms under impulsive noise environment. As can be seen, the LMF algorithm diverges in this case, while the GsLMF also achieves high EMSE during adaptation. The classical APA, has reduced EMSE as compared with the GsLMF algorithm. It worth to noting that the proposed APLMFA has significantly enhanced performance. At the price of computational complexity and initial convergence rate, the APLMFA reaches final EMSE about −45dB. Finally, we investigate the performance of the proposed algorithm versus different distribution interval. Similar conclusion can be drawn as Fig. 9 , the smaller distribution interval does, the lower EMSE is achieved. 
E. EXAMPLE 5: APPLICATION TO AEC
Finally, the proposed APLMFA is applied to AEC system in the presence of Gaussian noise. A real speech segment is employed in this simulation, as shown in Fig. 12 . The noise is modeled by the white Gaussian noise with zero mean and unit variance. The SNR is set to 50dB. The unknown AEC system to be identified is the impulse response of an acoustic echo path with 512 taps. The echo return loss enhancement (ERLE) is used to evaluable the performance, which is defined by ERLE(i) = 10 log 10 E 2 (i)
All the simulation results are obtained by independent 100 runs. The parameter settings are set as the same as Example 4. Fig. 13 plots the ERLEs of the LMF, GsLMF, APA and the proposed algorithm. We can observe that the LMF and GsLMF algorithms perform poorly for AEC system. Moreover, the proposed APLMFA achieves a significant improvement as compared with the standard APA. We can conclude that the proposed algorithm is a good alternative to the existing algorithms.
VI. CONCLUSION
We have proposed a novel APLMFA based on HOEP criterion for performance improvement in system identification. The proposed APLMFA combined the benefits of APA and LMF algorithm, which can significantly reduce steady-state error with moderate computational complexity in various environments. Moreover, the convergence behavior of APLMFA is analyzed. Extensive simulation results validate the effectiveness of the APLMFA as compared with existing algorithms.
