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Abstract 
Activated carbons are microporous adsorbents that are extensively used for 
adsorption processes in industrial applications. A number of these applications (such 
as air purification) involves the separation of organic species from mixtures 
containing traces of water. For an efficient design of these processes, it is essential to 
develop a model for activated carbon that is able to predict multi-component 
adsorption on these materials. The aim of the investigation presented in this thesis is 
to develop such a model, taking into account the fundamental characteristics of the 
adsorbent that affect the adsorption of both water and organic molecules. 
The adsorption of mixtures of polar and non-polar species is influenced by both 
the structure and the surface chemistry of the adsorbent. Several molecular 
simulation techniques have been employed to study the effect of these factors on the 
extent and mechanism of adsorption of water and light hydrocarbons. In particular, 
the effect of pore size as well as concentration, distribution and type of polar surface 
groups has been examined in a detailed and systematic way. It has been shown in this 
thesis that the presence of polar sites on the surface of the carbon enhances the 
affinity of the adsorbent towards water. However, in most situations of practical 
interest, the most important variable was seen to be the concentration of polar sites, 
with their location and their type playing only a minor part. This fundamental study 
formed a basis for the development of a model for activated carbon that can be used 
in an industrial context. 
The model for activated carbon includes a representation of the structure of the 
adsorbent, using a distribution of slit-shaped pores, and of the surface chemistry, 
using a distribution of polar sites. The adsorption in single pores was calculated by 
grand canonical Monte Carlo simulation. The pore size distribution was obtained 
from an analysis of pure-ethane adsorption isotherms, while the polar site 
distribution was calculated by analysing pure-water adsorption. The performance of 
the model was assessed by comparing the simulated results for binary water/ethane 
adsorption with experimental adsorption data on a commercial activated carbon. The 
sensitivity of the predictions to changes in the surface chemistry of the model was 
examined. Finally, the performance of the model was compared with that of classical 
thermodynamic methods for the prediction of multi-component adsorption. The 
model proposed here was seen to perform much better than the more widely used 
classical methods, opening good prospects for its use in industrial applications. 
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Adsorption is defined as the enrichment of material or increase in the density 
of a fluid in the vicinity of an interface (Rouquerol et al., 1999). In the context of this 
thesis, the interface would be between a solid and a fluid (gas or liquid). The strength 
with which the fluid molecules adhere to the surface depends on what kinds of 
intermolecular forces are involved. If the adsorbate (fluid) forms a chemical bond 
with the adsorbent (solid), then the process is termed chemisorption. If, on the other 
hand, only physical forces (such as dispersion or electrostatic interactions) are 
responsible for attracting the adsorbent molecule to the solid wall, then we are in the 
presence of physisorption. The chemisorbed molecule is much more strongly bound 
to the adsorbent (the heats of chemisorption are usually an order of magnitude higher 
than the heats of physisorption). 
Physisorption results from the enhancement of the intermolecular interactions 
near the solid surface, due to the fact that a fluid molecule can approach several 
adsorbent atoms at the same time (the net interaction will be the sum of the 
interactions between the fluid molecule and each individual atom on the surface). For 
the same reason, if the fluid molecule is close to more than one surface 
simultaneously, then it will be more strongly adsorbed. This is the case in 
microporous materials, where the size of the pores is of the same order of magnitude 
as the size of the adsorbate molecules. This thesis is concerned with physical 
adsorption on an important class of microporous materials, activated carbon 
adsorbents. 
1.2. Industrial applications 
Adsorption is mainly used in industry as a separation process, taking advantage 
of the fact that different species are seen to physisorb selectively in certain 
adsorbents. There are many examples of industrial processes that use adsorption, 
ranging from pollution control to catalytic reactions (see, e.g., Yang, 1987 and 
references therein). Once a fluid mixture is put in contact with a specific adsorbent, 
one or more of the components are selectively adsorbed, reducing their concentration 
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in the bulk phase. This "purified" bulk phase is then removed from contact with the 
adsorbent and the physisorbed components are recovered by reversing the process. 
This usually involves lowering the pressure or increasing the temperature and results 
in the regeneration of the adsorbent, which can then be reused. 
Adsorptive separation processes offer some advantages over conventional 
separation techniques such as distillation. Among these are the fact that adsorption 
can be used to separate chemically similar species and the possibility to control the 
degree of separation of a mixture by using different adsorbents. It is therefore 
possible to perform an adsorptive separation at milder operating conditions and, 
eventually, at a lower cost. However, the difficulty in predicting the extent of 
adsorption onto a specific adsorbent as a function of operating conditions makes the 
design of adsorptive separation units a troublesome task. It is therefore essential to 
develop a method that is able to predict multi-component adsorption under a wide 
range of conditions. This is important not only for process design purposes, but also 
to enable an educated choice of adsorbent for a particular separation (or even as a 
tool for the design of new adsorbent materials). 
A substantial proportion of industrial adsorption processes involve activated 
carbon adsorbents (see e.g., Bansal et al., 1988; Sircar et al., 1996), since they are 
versatile materials and, at the same time, are cheap and easy to manufacture. In many 
important applications (such as air purification and personal protection), there is a 
need to selectively adsorb organic species from gas streams containing a certain 
amount of water vapour. Activated carbons are particularly well suited for this type 
of application, since they have a very strong affinity towards organic molecules and 
are, in broad terms, hydrophobic. Nevertheless, it is well known that the presence of 
water in the feed stream can significantly affect the efficiency of the separation 
process. Reduced adsorption capacities and earlier breakthrough times have been 
reported for adsorption of a wide range of organics on activated carbon in the 
presence of water (Gong and Keener, 1993; Scamehorn, 1979; Lavanchy and 
Stoeckli, 1999; Shin et al., 2002). The development of a method to predict the 
adsorption of mixtures of water and organic species on activated carbon is therefore 
essential for the efficient design of such processes. This in turn requires a detailed 
understanding of the fundamental aspects of the adsorbent that affect adsorption of 
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both polar and non-polar species. This thesis deals with this problem and presents a 
detailed study into the phenomenon of water adsorption by activated carbon. The 
conclusions from this analysis are used to develop a method for the prediction of 
adsorption of mixtures of water and non-polar organic species. 
1.3. Activated carbon adsorbents 
There are three main crystalline forms of carbon with long-range order: 
graphite, diamond and the fullerenes Graphite is made of a succession of layers of 
hexagonally linked carbon atoms. Activated carbons are obtained from the 
graphitisation of precursor materials such as wood, peat, coal, coconut shells, fruit 
stones, banana peels and resins (Derbyshire et al., 1995). These materials are first 
carbonised at low temperature to eliminate most of the volatile matter, and then 
activated at high temperature to further develop the pore structure. As the 
temperature increases, distorted graphitic lamellae are formed and stacked together 
(typically in groups of one to three layers) creating a microcrystallite of graphite. 
These microcrystallites are packed in a three-dimensional network with low density, 
in which the empty space between them constitutes the porosity (Bansal et al., 1988; 
McEnaney, 1988). The result of this process is, therefore, a semi-crystalline 
microporous material. 
In some cases, depending on the nature of the precursor material or on the 
activation process (more or less reactive), the carbon surface is impregnated with 
heteroatoms such as 0, H, N, S, etc. These surface groups are usually bound to the 
edges of the graphitic plates or to defect sites such as vacancies (Thomas, 1965). The 
effect of these surface groups on the adsorption properties of an activated carbon is 
twofold: (a) they can create obstacles for adsorption and prevent the fluid molecules 
from occupying the most favourable position on the surface; and (b) if they are polar 
in nature, they can interact with polar adsorbates making them adsorb more strongly 
and in greater amounts. Effect (b) is the more important one in the context of water 
adsorption, so this work will focus primarily on polar surface groups such as oxygen-
containing complexes. Oxygen functional groups can be present in several forms, of 
which the most common are carboxyl, carbonyl, hydroxyl and lactone (Figure 1.1), 
and these can combine to form more complex arrangements (Boehm, 1994). 
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Figure 1 .1: Most common structures of oxygen-containing sites found in activated 
carbon. 
As mentioned previously, this thesis deals with adsorption of both poiar (water) 
and non-polar (hydrocarbons) species. In such a situation, both the structural and the 
chemical heterogeneity of activated carbon need to be taken into account. Thus, a 
succinct review of the most recent efforts to characterise the structure and the 
chemistry of activated carbon is presented in the following sections. 
1.4. Characterising the Structure of Activated Carbon 
It is difficult to characterise activated carbons by direct methods: they are not 
sufficiently crystalline to allow the use of X-ray crystallography and the pore 
structure is generally too small for the use of nuclear magnetic resonance. These 
problems mean that most of the characterisation studies of this type of material are 
performed by analysing adsorption. 
To extract information about the characteristics of an activated carbon based on 
adsorption data requires that a model for the adsorbent be established. Most of these 
structural models start from the assumption that the pores are rigid and of well-
defined shape. In the case of activated carbons, the preferred model is a slit-shaped 
pore, mainly based on the fact that it provides a reasonable representation of the 
structure of graphitic carbon, which is lamellar in nature. Although much can be 
inferred from studying adsorption at the single-pore level (see, for example, 
molecular simulation studies by Nicholson (1996, 1999) and by Gubbins and co-
workers (Jiang et al., 1993; lJlberg and Gubbins, 1995)), a realistic representation of 
activated carbon can only be achieved by taking into account the wide variety of pore 
sizes that is present in the real adsorbent. The most successful and widely used model 
for this purpose is the pore size distribution (PSD). This model assumes that the 
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fundamental aspect of the carbon that affects adsorption is the relative distance 
between the pore walls, and that a real carbon will possess a distribution of pores of 
different width. 
Early methods for the determination of micropore size distributions from 
adsorption measurements (for a review, see Rouquerol et al., 1999) were mostly 
based on classical thermodynamics. Procedures based on a molecular model of 
adsorption were later developed, representing a breakthrough from the classical 




where Na(T, P) is the total amount adsorbed at temperature T and bulk-phase pressure 
P; p(T, P, w) is the molar density of the adsorbent at the same conditions in a pore of 
width w, andf(w) is the PSD. The first of these methods was proposed by Seaton et 
al. (1989) and was based on density functional theory (DFT). In this method, a PSD 
was computed from N2 adsorption by solving the AlE. The single-pore isotherms, 
p(T, P, w), were determined by local mean-field DFT. A refinement of this method 
was presented by Lastoskie et al. (1993) who used non-local DFT. 
The availability of faster computers made it possible to use molecular 
simulation for the study of adsorption in pores. Grand canonical Monte Carlo 
(GCMC) simulation was usually the method of choice. Initially, molecular 
simulation was used to validate DFT results (Lastoskie et al., 1993), or to study the 
packing of molecules at the single pore level (Nicholson, 1996). The biggest 
advantage of molecular simulation over DFT is that it is capable, in the limit of long 
simulation runs, of producing essentially exact results. Therefore, the use of 
molecular simulation to obtain single pore isotherms that can be used to solve 
equation (1.1) was a natural consequence. Gusev et al. (1997) were the first to use 
GCMC to extract a PSD from adsorption measurements. They analysed the 
adsorption of methane on activated carbon at 308 K and then used the same PSD to 
predict methane adsorption at two other temperatures. Subsequently, Gusev and 
O'Brien (1997) used the PSD calculated from methane adsorption to predict the 
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adsorption of ethane. A similar approach was used by López-Ramón et al. (1997) to 
obtain PSDs from adsorption of CH4, CF4 and SF6 . More recently, Davies and Seaton 
(1999) have successfully predicted multi-component adsorption of hydrocarbons 
based on a PSD calculated from single-component isotherms (a more detailed 
discussion of methods for predicting multi-component adsorption will be given 
later). 
Further credibility was lent to the slit-shaped PSD model by several molecular 
simulation studies in simple pore geometries. For example, Nicholson (1999) showed 
that a distribution of slit-shaped pores was able to describe the variations of the 
isosteric heat of adsorption observed in experiments with heterogeneous materials. 
As for the possibility of using pores of different shapes, this was investigated by 
Davies and Seaton (1998), who obtained PSDs for methane on activated carbon 
based on slit-shaped, square and rectangular pores. They observed that the adsorption 
on square and rectangular pores could be resolved into an equivalent distribution of 
slit-shaped pores, thus concluding that the latter represents the clearest, least 
complicated description of the internal structure of activated carbon. 
In spite of the success enjoyed by the PSD model, it is nevertheless a 
simplified model, based on several assumptions regarding the structure of activated 
carbon. One of these, the assumption that all pores are open to the surface, is unlikely 
to occur in real activated carbons. Instead, a three-dimensional network of 
interconnected pores is likely to exist. Therefore, a natural extension of the PSD 
model is based on quantifying the connectivity of the pore network. Seaton and co-
workers (Seaton, 1991; Liu et al., 1992) have developed a method to estimate the 
mean coordination number of mesoporous solids based on adsorption measurements 
and the concepts of percolation theory. Despite its success, this method cannot be 
used to characterise microporous solids. A method to estimate the coordination 
number for a microporous solid, based on molecular simulation, was proposed by 
López-Ramón et al. (1997). They compared PSDs obtained from adsorbents of 
different sizes (namely CR4, CF4 and SF6) and also applied percolation theory. 
A fundamentally different approach to modelling activated carbon, which 
attempts to deal with the limitations of the simplified models described above, is the 
basis of the so-called representative section models. These essentially try to recreate 
a small-scale replica of the real adsorbent in an attempt to match experimentally 
determined adsorption data. Several attempts in this direction have been undertaken 
(see, e.g., Thomson and Gubbins, 2000, and Dahn et al., 1997). However, these 
necessarily more complex models have not yet advanced to the stage where they can 
quantitatively match adsorption in real solids, even of non-polar adsorbents. 
1.5. Surface Polarity and Water Adsorption 
Several experimental techniques, such as titration (Boehm, 1966; Bandosz et 
al., 1996), temperature programmed desorption (Jia and Thomas, 2000), Fourier-
transform infrared spectroscopy (Meldrum and Rochester, 1990) and X-ray 
photoelectron spectroscopy (Kaneko et al., 1995) have been employed to determine 
the nature and concentration of the surface sites on activated carbon (for a review, 
see Boehrn, 1994). Important information regarding the nature and properties of 
these sites has been obtained by these direct methods. However, all of these 
measurement techniques possess significant disadvantages, and a complete picture of 
the quantity and type of surface groups cannot yet be achieved (Brennan et al., 2001). 
Hence, this information is usually combined with an analysis of adsorption of polar 
substances, in particular water. 
It has long been recognised, from experiment and simulation, that the presence 
of polar surface groups can dramatically affect the adsorption of polar species such 
as water (see Brennan et al., 2001 for a review). Early experimental studies focussed 
on non-porous carbon. For example, Walker and Janov (1968) correlated the amount 
of water adsorbed with the concentration of oxygen at the surface of non-porous 
carbon. Another relevant study on non-porous carbon is that of Barton et al. (1994), 
who suggested that the extent of adsorption is not dependent on the structure of the 
oxygenated groups, but only on the total concentration of oxygen at the surface. Most 
of the published literature on this subject, however, has concentrated on water 
adsorption in microporous carbons, since this is the more challenging case, and that 
of most practical interest. 
Water adsorption isotherms on activated carbon exhibit a variety of shapes. 
Most isotherms show very little adsorption at low relative pressures, followed by a 
steep rise in uptake at intermediate relative pressures (usually around 0.5). One such 
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typical S-shaped isotherm (type V in the IUPAC classification) is depicted in Figure 
1.2a. This type of isotherm is typical of adsorbents whose fluid-fluid attraction is 
much higher that the fluid-solid attraction (Dubinin, 1980). The uptake of water 
below relative pressures of about 0.85 is usually ascribed to adsorption in the 
micropores of the carbon (Hanzawa and Kaneko, 1997; Alcafliz-Monge et al., 2001), 
while it is thought that adsorption in mesopores and macropores only takes place at 
higher relative pressures (Alcafliz-Monge et al., 2001). The latter is usually 
manifested by the appearance of a tail in the adsorption isotherm near saturation (see 
Figure 1.2b). It is clear from several studies that the shape of the water isotherm is 
strongly influenced by both the structure and the polarity of the carbon. An increase 
in the concentration of polar surface sites usually brings about a substantial increase 
in the adsorption of water at low pressures (e.g., Rodriguez-Reinoso et al., 1992; 
Carrasco-Marin et al., 1997; Salame and Bandosz, 1999). When the polarity is very 
significant, a type I section is often observed at low relative pressures (see Figure 
1.2c), and the total isotherm is classified as type IV. In some cases, in extremely 
oxidised carbons, the S-shape is lost and the whole isotherm can become type I 
(Choma and Jaroniec, 1998). Similarly to non-porous carbon, it has also been 
suggested that the interactions of water with the surface oxides on activated carbon 
depend only on the overall oxygen concentration, rather than on the type of 
functional group (Carrasco-Marin et al., 1997; López-Ramón et al., 2000). 
C, 
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Figure 1 .2: Schematic representations of typical water adsorption isotherms on 
activated carbon. Na is the amount adsorbed, PiPsat is the relative pressure (where 
Psat is the bulk saturation pressure), solid lines represent adsorption and dotted lines 
are for desorption. 
Evidence points to the fact that the steep rise in the water adsorption isotherm 
is sensitive to the porosity of the carbon (Alcaniz-Monge et al., 2001) and that this 
rise shifts to lower pressures as the pores of the adsorbent become narrower 
(Miyawaki et al., 2001; Alcaniz-Monge et al., 2002). However, it has been shown 
that an increase in the surface polarity can cause a similar effect (Carrasco-MarIn et 
al., 1997). Moreover, the oxygen content of activated carbon is seen to have an effect 
even on water adsorption in macro and mesopores (Alcaniz-Monge et al., 2001). 
Another important characteristic of water adsorption isotherms on activated carbon 
near ambient temperature is the presence of a large hysteresis loop accompanying the 
steep rise in uptake (Figure 1.2). This hysteresis is associated with a phase transition 
that takes place within the pores of the adsorbent, since water is subcritical at these 
thermodynamic conditions. Experimentally, the size and shape of the hysteresis ioop 
have also been observed to depend on both the structure (Tsunoda, 1990; Iiyama et 
al., 2000) and the polarity of the carbon (Kaneko et al., 1999). 
All of these experimental studies have led to extensive discussion concerning 
the mechanism of water adsorption on activated carbon. Dubinin (1980) proposed a 
mechanism based on initial adsorption on "primary sites" (surface oxides), 
subsequent clustering of water molecules on "secondary sites" (previously adsorbed 
water molecules) and, ultimately, pore filling. It is generally accepted that the 
adsorption of water at low pressures, when present, is due to strong interactions with 
polar surface sites, although chemisorption of water on unsaturated carbon atoms 
(free-radicals) has also been proposed as an explanation for this effect (Phillips et al., 
2000). The steep portion of the isotherm, however, has been the subject of 
controversy. Early studies (e.g., Wiig and Juhola, 1949; Juhola and Wiig, 1949) 
attributed this rise to the phenomenon of capillary condensation, and attempted to 
describe the water adsorption isotherm based on the Kelvin equation. More recently, 
however, objections to this mechanism have arisen, based on the inapplicability of 
the Kelvin equation to the analysis of water adsorption isotherms (e.g., Hanzawa and 
Kaneko, 1997). This is likely due to the fact that in narrow pores, the macroscopic 
concepts of meniscus and surface tension, on which the Kelvin equation is based, 
lose physical meaning (Seaton el al., 1989). Consequently, it was proposed that water 
adsorbs by a mechanism of volume filling of micropores, initiated by clustering of 
water ardund polar sites (Dubinin, 1980). The formation of clusters of water 
molecules is supported by experimental evidence (Stoeckli and Huguenin, 1992; 
Iiyama et al., 2000). In this context, it is worth mentioning the work of Stoeckli and 
co-workers, who attempted to describe water isotherms using potential theory and 
the Dubinin-Astakhov (DA) equation (Stoeckli et al., 1994a; Stoeckli et al., 1994b). 
The parameters of the DA equation were shown to be related to the structure of the 
carbon and to the interactions between water and poiar sites (Lodewyckx and 
Vansant, 1999; Stoeckli and Lavanchy, 2000). However, recent studies (Salame and 
Bandosz, 1999; Groszek and Aharoni, 1999; Phillips et al, 2000) have shown that the 
isosteric heat of adsorption of water in activated carbon at medium to high pressures 
is very close to the bulk heat of condensation, lending support to the mechanism of 
water adsorption by condensation. 
The mechanism proposed by Dubinin has formed a basis for the development 
of numerous isotherm equations with the aim of quantitatively describing water 
adsorption isotherms (e.g., Dubinin and Serpinsky, 1981; Barton et al., 1991; Talu 
and Meunier, 1996; Qi et al., 1998). These isotherms have been successful in fitting 
experimental water adsorption data on some activated carbons, but have several 
shortcomings and fail when the shape of the isotherm becomes more complex. 
Perhaps the most important of these limitations is the lack of an explicit description 
of the heterogeneous structure of the adsorbent. A more realistic (and more complex) 
model was recently proposed by Do and Do (2000). It assumes that water forms 
clusters around polar sites located on the edges of the graphite plates of activated 
carbon. Once the cluster reaches a critical size, it migrates into the micropores, where 
it adsorbs by virtue of enhanced dispersion interactions. In the original paper, this 
critical cluster size was set to a fixed value of five water molecules, based on 
experimental studies by Iiyama et al. (1999), but was allowed to vary in a later 
extension to the model (Neitsch et al., 2001). This model also allows for capillary 
condensation of water in mesopores. 
In spite of these advances it is still impossible, from a purely experimental 
point of view, to selectively study the influence of the type, concentration and 
location of the polar sites on adsorption, as well as separating these effects from 
other features of the adsorbent (such as the distribution of pore sizes and surface 
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defects). Molecular simulation provides an excellent tool for this purpose. However, 
there have been few molecular simulation studies of water adsorption in carbon 
pores. The first authors to address this subject were Ulberg and Gubbins (1995), who 
published pure water adsorption isothenns in a slit-shaped graphitic pore, using a 
point charge model - TIP4P - to represent the water molecule. Their results further 
demonstrated the importance of hydrogen bonding to the mechanism of water 
adsorption. Maddox et al. (1995) followed from their work to include polar carboxyl 
sites on the surface of the pore. They concluded that the presence of these sites 
significantly enhances the adsorption of water at low pressure, and shifts the 
condensation process to lower pressures, in qualitative agreement with experiment. 
The authors also observed that isolated sites have a very small impact on water 
adsorption. 
Muller et al. (1996) developed a simplified model for water, replacing the 
charges by square-well sites that were able to mimic hydrogen bonds between 
molecules, in order to reduce the complexity of the calculations and the computer 
requirements. This model is similar in nature to the so-called "primitive water" 
model proposed by Nezbeda and co-workers (Kolafa and Nezbeda, 1987; Galle and 
Vörtler, 1999). MUller and co-workers have performed simulations of adsorption of 
pure water (Muller et al., 1996; McGrother and Gubbins, 1999) and methane/water 
mixtures (Muller and Gubbins, 1998; Muller et al., 2000) on activated carbon. Their 
results supported the cooperative adsorption mechanism proposed by Dubinin, 
confirming the formation of clusters of water molecules around polar sites. These 
authors also observed that even at a high degree of pore filling some isolated sites 
remained unoccupied. Muller et al. (1996) studied a series of surface site 
configurations with varying local site density (maintaining the overall site 
concentration constant) and concluded that sites that are closely placed exert a 
stronger influence on water adsorption. They suggested that the local placement of 
the sites dominates over the overall concentration in determining the adsorption 
behaviour. McCallum et al. (1999) analysed the influence of site concentration on 
water adsorption isotherms and concluded that at a sufficiently high degree of 
activation, the pore filling mechanism becomes continuous, as opposed to 
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discontinuous as in the case of graphite. They suggested the existence of a limiting 
site density above which a continuous pore filling will be observed. 
Attempts to include chemical heterogeneity in model carbons have so far been 
few. Segarra and Glandt (1994) have modelled activated carbons as a disordered 
stacking of disk-shaped graphitic platelets. Surface polarity was represented by 
dipole moments smeared along the edges of the plates. Simulated adsorption 
isotherms in this model were compared to experimental data, but the agreement was 
only qualitative. Subsequent work (Gordon and Glandt, 1997) suggests that the 
smeared dipoles are too homogeneous to represent the polarity of real adsorbents, 
and that a discrete distribution of polarity would be more realistic. A later model, by 
McCallum et al. (1999), combined a discrete representation of the surface sites with a 
PSD model for the carbon structure. The PSD was determined by using density 
functional theory to analyse a nitrogen adsorption isotherm, and surface sites were 
randomly distributed on the surface of the pores. Simplified molecular models, based 
on square-well potentials to mimic hydrogen bonding, were employed to represent 
water molecules and surface oxygen atoms. The total concentration of polar sites on 
the carbon was determined experimentally by titration methods and the interaction 
potential between water molecules and surface sites was obtained from a fit to low-
pressure water adsorption data. The isotherm on the model carbon was calculated 
from simulated water adsorption isotherms in single pores, interpolated by the Talu 
and Meunier (1996) equation. Agreement with pure-water experimental data was 
reasonable. However, the potential models ignore the long-range nature of the 
electrostatic interactions among water molecules, and between the water molecules 
and polar surface groups. This makes it difficult to extend the model to more general 
cases (e.g. other temperatures, multi-component adsorption). A very recent model of 
activated carbon to include chemical heterogeneity was proposed by Brennan et al. 
(2002). The structure of the adsorbent is represented by a stacking of graphitic plates 
of several sizes, which is optimised to reproduce experimentally determined carbon-
carbon radial distribution functions by a procedure termed reverse Monte Carlo 
simulation (Thomson and Gubbins, 2000). Chemical heterogeneity was included by 
randomly placing polar carbonyl sites on the edges of the plates. Although this model 
provides a more realistic representation of activated carbon, it is also extremely 
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complex, which carries disadvantages such as very computationally demanding 
simulations and difficulty of application to a wide range of adsorbents. No direct 
comparison of this model with experimental adsorption data has yet been presented. 
As mentioned previously, an important aspect related to water adsorption in 
porous carbon is the occurrence of a vapour-liquid transition in the pores of the 
adsorbent. The term "vapour" is used here by analogy with bulk vapour-liquid 
transitions; in the context of adsorption, the "vapour phase" corresponds to a 
situation in which some molecules are adsorbed on the pore walls, with others in gas-
like configurations in the inner part of the pore. Throughout the years, there have 
been numerous attempts to describe vapour-liquid equilibrium in porous solids, both 
experimentally and theoretically (for a recent review, see Geib et al., 1995). 
Experimental studies involving non-polar adsorbates in relatively uniform and well-
charactensed adsorbents, such as MCM-41 and controlled porous glasses, have been 
recently reported (see Geib et al., 1995 and references therein). Such measurements, 
however, can be made only for a limited class of materials, not including, for 
example, activated carbons. Molecular simulation, on the other hand, allows one to 
study phase equilibrium in individual pores as well as to assess the influence of 
structure and chemistry of the adsorbent on the phase coexistence. This is 
particularly useful in cases where the underlying mechanisms of adsorption and 
phase equilibrium are not entirely understood, such as in the case of water adsorption 
on activated carbon. 
There have been few published studies in which vapour-liquid equilibrium of 
confined water was examined. Spohr et al. (1998) observed the occurrence of 
capillary condensation in a molecular dynamics simulation of water between planar 
walls. Unfortunately, neither the pressure nor the chemical potential were calculated 
in the course of the simulation, so comparisons with experiments are not possible. 
Luzar and Leung (2000) have used a lattice-gas model to study the dynamics of 
capillary evaporation of water between hard walls. They found that the presence of 
hydrophilic sites on the surface exerted a strong influence on the mechanism of phase 
transition. To the knowledge of the author, only two papers have been published in 
which phase equilibrium data for confined water has been determined. Brodskaya et 
al. (2001) calculated the chemical potential at the equilibrium transition for water 
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between hard walls, while Brovchenko et al. (2001) presented vapour-liquid 
coexistence curves in smooth cylindrical pores for several strengths of the solid-fluid 
interaction. No study so far has focussed on the explicit simulation of vapour-liquid 
equilibrium in activated carbon pores. 
From the work presented above, it is clear that there is significant scope for 
further molecular simulation studies of water adsorption in activated carbon. In 
particular, a detailed and systematic analysis of the effect of different aspects of the 
carbon on water adsorption and phase equilibrium is still lacking. Such a study will 
form a substantial part of this thesis. 
1.6. Multi-component adsorption prediction 
The most common approach for predicting multi-component adsorption is 
based on classical thermodynamic methods. Some examples that have enjoyed 
widespread use are those based on the Polanyi potential theory (Grant and Manes, 
1966), ideal adsorbed solution theory (lAST) (Myers and Prausnitz, 1965) or 
vacancy solution theory (Suwanayuen and Danner, 1980). Of these, the ideal 
adsorbed solution theory is the standard method used in industry. It is based on the 
concept of spreading pressure and assumes that the adsorbed phase is an ideal 
solution in equilibrium with the bulk gas phase. For systems such as mixtures of 
water and hydrocarbons adsorbed on activated carbon, the lAST is likely to perform 
badly, since such systems are far from ideal. In light of this, other thermodynamic 
methods have been proposed. Okazaki et al. (1978) were the first to attempt a 
prediction of multi-component adsorption in this type of system. In their method, 
water is adsorbed by capillary condensation, while the adsorption of the organic 
species is the result of three contributions: adsorption on the dry adsorbate surface, 
dissolution into the condensed phase and adsorption onto the wet surface. They 
applied this method to binary adsorption of water and several organic species 
(acetone, methanol, benzene and toluene) on activated carbon. Although the 
predictions were in reasonable agreement with experimental measurements (Okazaki 
et al., 1978), the method has the significant disadvantage of requiring large amounts 
of data as input (apart from the pure-component adsorption isotherms, it also requires 
liquid-phase isotherms for the organic species in water and vapour-liquid equilibrium 
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data). A later method, based on potential theory, is due to Doong and Yang (1987). 
Their method uses the concept of maximum available pore volume, together with the 
Dubinin-Radushkevich equation (and later, the Dubinin-Astakhov equation - Doong 
and Yang, 1988) with parameters obtained from the pure-component isotherms. A 
system with no lateral interactions between adsorbed species is assumed, but the 
maximum available micropore volume for a given species is reduced by the amount 
adsorbed of all other components. This method was seen to perform well for the 
same systems studied by Okazaki et al. (1978). A similar approach was used by 
Lavanchy and Stoeckli (1999) to predict binary adsorption of water and 2-
chloropropane on activated carbon. Their method is essentially a more simplified 
fOrm of the Doong-Yang model using the Dubinin-Astakhov equation (if the pure-
water isotherm shows significant adsorption at low pressures, a sum of two DA 
equations is used). Lavanchy and Stoeckli also applied a modified version of lAST, 
which is called Myers-Prausnitz-Dubinin (MIPD) theory due to the fact that it uses 
the DA equation to represent the pure-component data, to adsorption of 
water/organic mixtures. They concluded that MPD performs reasonably well when 
the organic component is soluble in water, while their method of independent co-
adsorption is required for water-insoluble organics. Similar conclusions were drawn 
more recently by Linders et al. (2001). Finally, the efforts of Appel et al. (1998) to 
describe multi-component adsorption by using mixture virial coefficients are 
noteworthy. These authors successfully applied this theory to binary waterfhexane 
adsorption on activated carbon, by using the equation of Talu and Meunier (1996) for 
the pure-component water isotherms. However, the calculation of the vinal mixture 
coefficients requires the fitting of multi-component data, and hence their method was 
only applied in a correlative manner. 
The thermodynamic methods described previously have some important 
disadvantages: they become inaccurate as the systems move away from ideality (in 
the sense of Raoult's law), due to chemical dissimilarity among the adsorptive 
species; they require a significant amount of experimental data; and they give us no 
information on the structure of the adsorbent. Recently, an alternative approach, 
based on statistical mechanical methods such as density functional theory and 
molecular simulation, has begun to be applied to multi-component adsorption 
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prediction (see Razmus and Hall, 1991; Segarra and Glandt, 1994; Gusev and 
O'Brien, 1998; Pan et al., 1999; Vuong and Monson, 1999; Macedonia and Maginn, 
1999; and references therein). In particular, molecular simulation methods have been 
shown to be extremely powerful in predicting multi-component adsorption on 
activated carbon as well as in characterizing the adsorbent itself (Davies and Seaton, 
2000). Molecular simulation can be used to obtain information about the chemical 
and physical characteristics of the adsorbent that affect the adsorption of the 
molecular species of interest, using a limited amount of experimental data as input. 
With this information, a model adsorbent, representative of the real adsorbent, can be 
constructed and used to predict adsorption in the real adsorbent. The effect of 
physical and chemical changes on adsorption can also be investigated using the 
model adsorbent, thereby using molecular simulation as an adsorbent design tool. So 
far, no such model for activated carbon has been applied to the prediction of mixtures 
of water and organic molecules. Such an attempt is the main goal of this thesis. 
1.7. Outline of the thesis 
This thesis is organised as follows. Chapter 2 deals with molecular simulation 
of adsorption and presents all the simulation methods and techniques employed in 
this work. Particular emphasis is given to the modelling of water and the treatment of 
long-range electrostatic interactions. A detailed and systematic study of the effect of 
different properties of activated carbon on water adsorption is presented in Chapter 3. 
This is accomplished by performing molecular simulation in single slit-shaped pores 
containing polar surface sites, and calculating adsorption isotherms, Henry's 
constants of adsorption and phase equilibrium properties. The effect of pore width, as 
well as of type, density and distribution of polar sites on the surface of the carbon 
pores is investigated. The conclusions drawn from this study form the basis for the 
development of a model for activated carbon that includes a representation of both 
the structural and the chemical heterogeneity of the adsorbent. Chapter 4 explains 
how this model was developed and assesses its performance by attempting to predict 
binary water/ethane adsorption on a real activated carbon. The predictions obtained 
from the model are also compared to those calculated from two classical 
thermodynamic methods. Finally, overall conclusions taken from this work are given 
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in Chapter 5, placing emphasis on the aspects related do the potential use of the 
activated carbon model in an industrial context. 
The material contained in this thesis is in the process of being published. The 
relevant articles are as follows: 
Jorge M. and Seaton N. A., "Long-Range Interactions in Monte Carlo Simulation of 
Confined Water", Mol. Phys., 100, 2017 (2002). 
Jorge M., Schumacher C. and Seaton N. A., "Monte Carlo Simulation of the 
Adsorption of Water in Activated Carbon", In: Fundamentals of Adsorption 7, 
Kaneko K., Kanoh H. and Hanzawa Y. (Eds), 1K International, Chiba, Japan (2002), 
pp 450-456. 
Jorge M. and Seaton N. A., "Molecular Simulation of Phase Coexistence in 
Adsorption in Porous Solids", Mol. Phys., 100, 3803 (2002). 
Jorge M., Schumacher C. and Seaton N. A., "A Simulation Study of the Effect of the 
Chemical Heterogeneity of Activated Carbon on Water Adsorption", Lan gmuir, 18, 
9296 (2002). 
Jorge M. and Seaton N. A., "Characterisation of the Surface Chemistry of Activated 
Carbon by Molecular Simulation of Water Adsorption", In: Characterization of 
Porous Solids VI, Rodrfguez-Reinoso F., McEnaney B., Rouquerol J. and Unger K. 
(Eds), Elsevier, Amsterdam (2002), pp  13 1-138. 
Jorge M. and Seaton N. A., "Predicting Adsorption of Water/Organic Mixtures Using 
Molecular Simulation", submitted to AIChE J.. 
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2. Molecular Simulation Methods 
Molecular simulation techniques make use of the principles of statistical 
mechanics. Therefore, a brief introduction to this subject, in the context of adsorption 
in model pores, is given in the first section of this chapter. This introduction is not 
intended to be comprehensive, but rather to present some basic concepts that are 
essential for the implementation of the simulation methods used in this work. For 
more details, the reader is referred to the textbooks by Hill (1960) and McQuarne 
(1976). 
Section 2.2 focuses on the calculation of multi-component adsorption 
isotherms in pores. These calculations were performed using grand canonical Monte 
Carlo, which is the standard molecular simulation method for adsorption studies. The 
underlying principles of this method are presented, and the implementation of the 
algorithm in the actual simulation code is described. This section includes a 
description of the potential models used for the different species of interest, as well 
as giving a detailed account of the treatment of long-ranged electrostatic interactions. 
Finally, the calculation of Henry's constants of adsorption by Monte Carlo 
integration is explained. 
The last section discusses the use of molecular simulation for the calculation of 
phase equilibrium in pores. Several methods for this purpose are reviewed, focusing 
on their suitability for the calculation of phase equilibrium of water in slit-shaped 
pores containing discrete distributions of polar sites. Details regarding the 
implementation of the methods of choice for this study - the gauge-cell Monte Carlo 
and the canonical Monte Carlo (CMC) - are presented, and the consistency of the 
results is assessed. 
2.1. Statistical Mechanics of Adsorption 
When a real system is in equilibrium, its thermodynamic properties (e.g., 
temperature, pressure) do not vary as a function of time. However, the system's 
microscopic properties (e.g., positions and momenta of the molecules) are in 
permanent change. The macroscopic properties that are measured in a standard 
experiment result of a time average of the instantaneous microscopic properties. One 
can envisage a molecular simulation technique in which this type of behaviour is 
reproduced - a model system is constructed at the molecular scale and the properties 
of interest are averaged over a sufficiently long period of time. This is the basis of 
the molecular dynamics (MD) simulation technique. One of the most important 
advantages of the MD approach is that it allows for the calculation of dynamic 
properties as well as equilibrium properties, since the model system is designed to 
reproduce the dynamics of the real system (the positions and momenta of the 
molecules are calculated as a function of time by solving Newton's equations of 
motion). However, MD simulations are relatively time-consuming. In situations 
where only the properties at equilibrium are of interest (of which this thesis is an 
example, since it deals only with equilibrium adsorption), it would be desirable to 
have an alternative simulation technique that allowed for a more efficient calculation 
of equilibrium properties. Fortunately, statistical mechanics does provide us with 
such an alternative - the Monte Carlo (MC) simulation method. 
The MC approach is based on the concept of an ensemble of microscopic states 
(or microstates). An ensemble is defined as a collection of a large number of 
microstates, each constructed to be a replica at the macroscopic level of the actual 
system (McQuarrie, 1976). Statistical mechanics provides the link between the 
properties of the microstates and the thermodynamic properties of the macroscopic 
system. The first postulate of statistical mechanics is that the time average of some 
mechanical property is equal to the ensemble average of that property as the number 
of microstates approaches infinity (Hill, 1960). Thus, it is possible to calculate a 
macroscopic property of interest (say, M) by averaging over a large enough 
ensemble, according to: 
M = (M 
)Ensemble = 	M 1 p1 	 (2.1) 
Microstates 
where M, is the value of the property of interest in microstate i, p1 is the probability of 
observing that microstate in the ensemble, and the angular brackets denote an 
ensemble average. p 1 can be calculated making use of the second postulate of 
19 
statistical mechanics (Hill, 1960), which essentially states that microstates with the 
same energy occur with equal probability. 
The particular ensemble in which one is simulating depends on the 
thermodynamic variables that are fixed. There is a wide choice of ensembles for 
Monte Carlo simulations, of which perhaps the most important are the 
microcanonical, the canonical and the grand canonical ensembles (for details 
concerning these and other ensembles in the context of molecular simulation, see, 
e.g., Frenkel and Smit, 1996). In the microcanonical ensemble (corresponding to an 
isolated thermodynamic system - Figure 2.1a), the energy (L), volume (1') and 
number of molecules (N) are kept constant. According to the second postulate of 
statistical mechanics, the fact that the energy is constant in this ensemble means that 
all microstates have the same probability of occurring. 
In the canonical ensemble, N, V and T are kept constant. This is analogous to 
having a constant-volume system immersed in an infinite heat bath, with which it can 
exchange energy (see Figure 2.1b). Since the energy can now fluctuate, the 
microstates will have different probabilities of occurrence. These probabilities vary 
according to the well-known Boltzmann distribution (Hill, 1960): 
- exp(—/3E 1 (N,V)) 
- exp(—flE(N,V)) (2.2) 
where Ej is the energy of microstate i, fi = 1IkT and kB is the Boltzmann constant. 
The sum in the denominator of the above equation (also called the canonical partition 
function - Q) is performed over all possible microstates and acts as a normalising 
factor. A CMC simulation typically starts from a non-equilibrium configuration and 
equilibrates by virtue of molecular displacements. The system then reaches a 
dynamic equilibrium, in which it moves along the different microstates which are 
characteristic of equilibrium; the macroscopic properties thus fluctuate around their 
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Figure 2.1: Schematic representation of the ensembles relevant to this thesis: a) 
microcanonical ensemble; b) canonical ensemble; c) grand canonical ensemble. 
The grey arrows represent exchange of energy, while the black arrows represent 
exchange of molecules. 
In the grand canonical ensemble, V, T and the chemical potential (p) are kept 
fixed. This is analogous to having a constant-volume system in contact with an 
infinite reservoir with which it can exchange both energy and molecules (see Figure 
2. ic). This reservoir imposes constant temperature and chemical potential upon the 
system. The probability distribution of the microstates now not only depends on the 
energy (once more according to the Boltzmann distribution), but also on the number 
of molecules of the microstate. It is given by (Hill, 1960): 
Pi - exp[_f3(E1(N,V)_/thT)] 
- 
(2.3) 
where the denominator on the right-hand side is the so-called grand canonical 
partition function (i). 
The above description uses the language of quantum statistical mechanics, 
since the energy states are quantised. However, most cases of practical interest are 
classical, in the sense that the number of energy states is so large that the discrete 
nature of the energy loses its significance. The classical limit of the equations 
presented above form the basis for the molecular simulation algorithms used in this 
thesis. This limit is taken by replacing the summation in equation (2.1) with an 
integral over the (continuous) positions and momenta of all molecules. Furthermore, 
the energy of the system is decoupled into kinetic (ideal gas) and potential 
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(configurational) parts. The resulting probability density (q') for the canonical 
ensemble in the classical limit is: 
V" exp[— fl01 )] 
= N! A3N 	Qciass 
In the above equation, 1 is a vector of the positions of all molecules in the classical 
state, U(l) is the potential energy of the state, Qiass  is the classical equivalent of the 
canonical• partition function, and A is the thermal de Broglie wavelength, which 
effectively accounts for the kinetic contribution to the energy. In the grand canonical 
ensemble, is given by: 
V's' exp[—,8u(1)+/3,uiv] 
N!A 3 ' Class 
(2.5) 
where Class  is the classical grand canonical partition function. 
2.2. Simulation of Adsorption in Pores 
2.2.1. Monte Carlo integration 
To calculate the ensemble average of a certain property according to equation 
(2.1), one would have to compute a sum over all possible microstates (or, in the 
classical sense, an integral over the positions of all molecules). In all but the simplest 
cases, this cannot be achieved in practice. A simpler way of performing the 
calculation would be to average over a number of trial microstates, while using an 
appropriate weighting function. An estimate of the macroscopic property of interest 





\ Wj  
(2.4) 
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where W1 is the probability of choosing microstate i to evaluate M. This is the 
essence of the Monte Carlo integration technique. In the simplest Monte Carlo 
integration scheme, all trials are chosen at random, and equation (2.6) becomes: 
M = QMicrostates (M1(lo1 )Ts 
	 (2.7) 
where QMicrostates is the total number of microstates in the ensemble. In most cases, 
however, this strategy will not produce the desired results, since most of the time will 
be spent on microstates whose contribution to the average is negligible (Frenkel and 
Smit, 1996). For example, if one generates a molecular configuration at random, it is 
very likely that the hard cores of any two given molecules will overlap. Such a 
configuration will have a very high energy, and thus a probability of occurrence that 
is close to zero. To deal with this problem, an alternative technique, termed 
"importance sampling", was proposed by Metropolis et al. (1953). In this method, 
the weighting distribution is set equal to q, and equation (2.6) simplifies to: 
(2.8) 
If this equation is satisfied, then the summation will be carried out over the 
microstates whose contribution to the average is most significant. The challenge with 
this approach is that microstates must be chosen proportionally to their probability of 
occurrence. Metropolis et al. (1953) achieved this by generating a Markov chain of 
microstates. The procedure starts from an initial state and generates new states by 
performing various trials, which are accepted or rejected based on their relative 
probabilities. These trials have to satisfy two conditions (Allen and Tildesley, 1989): 
(i) that the outcome of each trial belongs to a finite set of outcomes, and (ii) that the 
outcome of each trial depends only on the outcome of the trial that immediately 
precedes it. The limiting distribution of the Markov chain is set to equal the 
probability of observing a certain microstate in the ensemble, and thus equation (2.8) 
can be applied. 
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In the original Metropolis method, the Markov chain of states was generated 
using the condition of microscopic reversibility. This means that the probability of a 
change occurring from state o to state n must be the same as the probability of a 
change occurring from state n to state o. These probabilities are given by the product 
of the probability of being in a given state, the probability of generating the new state 
( and the probability of accepting the change (nj. Thus, the condition of 




The Metropolis recipe also states that yshould be symmetric, so that it cancels out in 
equation (2.9). In this case: 
= 
7t_ 0 	ço0 
(2.10) 
During each trial, the probabilities of occurrence of the new state () and the 
old state (°) are calculated and compared. If q> (p o then the new state is accepted 
unconditionally and the system moves toward the most probable configuration. On 
the other hand, if 0 < q'0 a random number is generated and the new state is accepted 
if this number is smaller than 014 0. These "uphill" moves allow for fluctuations 
around the equilibrium state, and prevent the system from becoming trapped in some 
low-energy configuration. If the trial is rejected, the properties of the old state are 
recounted (Frenkel and Smit, 1996). The types of Monte Carlo trials depend on the 
ensemble used. 
2.2.2. Grand canonical Monte Carlo simulation algorithm 
It is possible to simulate an adsorption isotherm in the canonical ensemble, by 
calculating the pressure or the chemical potential of the system for given values of 
the density (p = N/V). However, it is usually much more convenient to obtain the 
adsorbed amount, for a given set of conditions, as an output of the simulation. Thus, 
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the most commonly used ensemble for adsorption studies is the grand canonical 
ensemble. The great advantage of this ensemble for the simulation of adsorption is 
precisely that the number of molecules is allowed to fluctuate. It is thus possible to 
compute the amount adsorbed at specified V. T and p. By calculating the pressure 
from the chemical potential, using an appropriate equation of state, adsorption 
isotherms can be obtained in a form analogous to adsorption experiments. 
The core of any Monte Carlo simulation is the process of accepting or rejecting 
the trials. There are four kinds of trials in grand canonical Monte Carlo: 
Displacing one of the molecules by a random amount. This includes both 
translational and rotational moves. 
Creating a molecule at a random position in the system. 
Destroying a molecule selected at random. 
Swapping the identity of a randomly selected molecule. This type of trial is only 
attempted in the case of mixtures. 
These trials are schematically represented in Figure 2.2. 
Swap 	Creation 	 Destruction 
•Move 
iTh 	 ( ' 
. ) • ___ 
7/////// 
Figure 2.2: Diagram showing the different types of trials performed during a GCMC 
simulation of multi-component adsorption in a slit-shaped pore. The black and grey 
circles represent two different adsorbates. 
The probability of accepting these trials can be calculated using equation (2.10) 
and equation (2.5) for the probability density in the grand canonical ensemble. This 
means that for creation, destruction and swap trials, the acceptance probabilities will 
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depend on the chemical potential. In engineering terms, however, it is much more 




The criteria for accepting each trial are then, in terms off 
= exp(— flau 0 ) 	 (2.12) 
O JMove 
- 	exp(-8au 0 ) 	 (2.13) 




	 - N 
 exp(— flau 0 ) 	 (2.14) 
OJDestmction - 
N1f 
exp(—flaU 0 ) 	 (2.15) 
JSWaP 
= f(N+1) 
In the above expressions, aUn o is the potential energy change as the system 
moves from state o to state n, subscript i refers to the old molecular species and 
subscript j refers to the new species, in the case of the swap trial. The Boltzmann 
factor, exp(-flaU 0), shows up in all of the above equations, since all trials depend on 
the potential energy change. If this energy change is negative, the new state has a 
lower energy than the old state and the trial is likely to be accepted. The calculation 
of au 0 is a crucial aspect of a Monte Carlo program and will be addressed in detail 
in section 2.2.3. The probability of accepting a certain trial also depends on the 
temperature. At higher T, the probability of accepting uphill changes increases. This 
makes sense intuitively, as molecules will have a higher kinetic energy and 
fluctuations will become larger. In the case of the creation and destruction trials, the 
acceptance probability also depends on fi, Ni and V. For instance, a successful 
creation will be more likely at higher bulk pressures (higher fugacity) and lower 
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adsorbate density. The swap trial can be construed as a combination of a creation and 
a destruction, and thus also depends on the partial fugacities and densities of both the 
old and the new species. 
The main structure of a computer code for a GCMC simulation is shown 
schematically in Figure 2.3. 
Input data: 
- Geometry of the system. 
- Thermodynamic properties. 
- Potential models. 
- Simulation parameters. 
Generate initial configuration. 
Calculate fugacities. 
Equilibrate the system by accepting or 
rejecting MC trials (Equilibration period). 
Calculate average N over a large number 
of trials (sampling period). 
More 
pressures? 
Use last configuration as starting point. 
Figure 2.3: Schematic diagram showing the basic structure of a grand canonical 
Monte Carlo simulation code. 
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At the start of the simulation, the geometry of the simulation cell must be 
defined. For a slit-pore, the cell is rectangular, delimited in the z direction by the pore 
walls. To eliminate surface effects, the simulation cell is replicated in the x and y 
directions. Therefore, if a molecule leaves the centre box then one of its images will 
enter through the opposing face (see Figure 2.4). Although the cell will have well-
defined x and y dimensions, the periodic boundary conditions imply that the pore is 
infinite in these directions. These periodic boundary conditions are merely a 
technique that allows for large systems (the number of molecules adsorbed in a 
typical micropore of a real activated carbon is of the order 10) to be simulated 
effectively using only a small number of molecules, thus saving valuable computing 
time. Care must be taken, however, to ensure that the artificial periodicity that is 
imposed upon the system does not affect the final outcome of the simulation. In 
practice, this means that a test must be performed to ensure that the simulation box is 
large enough to avoid finite-size effects. 
•..i.. 
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Figure 2.4: Periodic boundary conditions in a cross-section of a slit pore, with 
corresponding Cartesian coordinate system. The pore structure is also periodic into 
and out of the page. 
Other inputs to the simulation are thermodynamic properties, such as 
temperature, pressure and composition; physical constants; the potential models for 
all the molecular species involved; and parameters controlling the operation of the 
program. A series of pressures, rather than a single value, can be supplied and the 
code performs a loop over all pressures, enabling the calculation of a complete 
isotherm in a single run. Once the input data are read, an initial configuration is 
generated. This can be done either by reading from an existing file or by placing a 
predetermined number of molecules at random in the simulation cell. The last step of 
the initialisation procedure is the calculation of the fugacities of all species in the 
mixture, at the specified thermodynamic conditions. This is done using the Peng-
Robinson equation of state for multi-component systems (Sandier, 1989). 
After initialising the simulation, the system is allowed to move toward the 
equilibrium macroscopic state, by accepting or rejecting the MC trials according to 
the criteria given above. Each type of trial is chosen randomly with the same 
probability and the utmost care was taken to ensure no violations of microscopic 
reversibility. The equilibration period must be long enough to ensure that the system 
has indeed reached equilibrium and has lost all memory of the initial configuration. 
In practice, choosing the length of the equilibration period is a process of trial and 
error. The necessary length of equilibration depends on numerous factors, such as the 
thermodynamic conditions, the size of the simulation cell and (perhaps most 
importantly) the species present in the mixture. In this thesis, except where noted, the 
equilibration period consisted of 10 7 MC steps (each corresponding to a single trial). 
Once the system has reached equilibrium, the quantities of interest may be sampled. 
When calculating adsorption isotherms, this involves computing N after each MC 
step and adding the value to a running total. This sum is performed over a series of 
steps, and a final average N is obtained. The sampling period must be large enough to 
reduce the statistical errors to an acceptable value. Furthermore, this period was 
divided into several blocks in order to provide a set of independent samples, from 
which a global average and a standard deviation were calculated. Except where 
noted, the sampling period consisted of 20 blocks of at least 10 5 steps each. 
The results of each simulation run (adsorbed density and standard deviation of 
each component for each pressure point) were written to an output file. These files 
could then be used to plot adsorption isotherms, an example of which is shown in 
Figure 2.5 for adsorption of pure ethane at ambient temperature. Two points should 
be noted in this figure. Point a) is an example of a simulation run with an 
equilibration period that was too short. The system had not reached equilibrium when 
the sampling started, and thus the final result is incorrect. This type of situation was 
easily detected by examining the evolution of the adsorbed amount with the number 
of steps as the simulation progressed. A typical plot of the total number of molecules 
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Figure 2.5: GCMC adsorption isotherm for pure ethane at 293 K in a pore of width 
0.95 nm. The solid circles represent simulation runs that yielded incorrect or 
inaccurate results: a) small equilibration period; b) small sampling period. Error bars 
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Figure 2.6: Plot of the number of adsorbed ethane molecules as a function of the 
number of Monte Carlo steps during the course of a typical simulation run. 
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The initial number of molecules is specified in the input file. In this case, it was 
lower than the equilibrium value, so the response of the system to the successive MC 
trials was to increase the adsorbed amount. After a sufficient number of steps (in this 
case, about 5000), the value of N stabilises, and a dynamic equilibrium is reached. 
The number of molecules then oscillates around the average equilibrium value, and 
sampling can begin. When situations like those illustrated in point a) of Figure 2.5 
were detected, the run was repeated using a longer equilibration period. 
Point b) in Figure 2.5 shows the result of a simulation run with a long enough 
equilibration period, but a very small sampling period. In this case, the system has 
reached equilibrium, so the final result is close to the correct value. However, the 
oscillations around the equilibrium value were not averaged out sufficiently, so the 
results are affected by large errors. In all the simulations performed for this thesis, 
the sampling period was kept large enough to ensure that the relative error in the 
adsorbed amount, calculated from a 95% confidence interval, never exceeded 5% (in 
the vast majority of cases, this error was around 1 or 2%). 
At the end of each run, the final molecular configuration inside the pore can 
also be saved to a file. These configurations can be rendered in image form, using 
appropriate software. For this purpose, P0 V-Ray (Persistence of Vision Ray-Tracer) 
v3.0 was used. An example of such a snapshot is shown in Figure 2.7, for pure-
ethane adsorption. 
Figure 2.7: Snapshot of pure-ethane adsorption at 293 K and 0.25 bar in a slit pore 
of width 0.95 nm. The ethane molecules are represented by the dark red spheres 
and the pore walls are shown in grey. 
31 
Apart from providing useful insight into the structure of the adsorbed phase, 
these configuration files can be used to provide initial configurations at the start of a 
GCMC simulation. Thus, desorption isotherms can be generated by reading the 
initial configuration from a file obtained at high pressure, and performing several 
runs at subsequently lower pressures. Figure 2.8 shows an example of adsorption and 
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Figure 2.8: Typical water adsorption and desorption isotherms obtained with the 
GCMC code developed in this thesis. The isotherms correspond to a temperature of 
293 K and a graphitic pore of 0.95 nm in width. Solid symbols denote adsorption and 
open symbols are for desorption. 
As mentioned previously, water is subcritical at ambient temperature. 
Therefore, a phase transition occurs and the GCMC isotherms follow different paths, 
depending on the starting configuration. Starting from low density (following the 
adsorption isotherm), there is hardly any water adsorbed in the pore, as a 
consequence of the hydrophobicity of graphite (see section 1.5). As the pressure 
increases, the adsorption remains low until a point is reached where the system 
spontaneously condenses to the liquid phase. However, if the simulation is started 
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spontaneous evaporation occurs at lower pressure than the condensation, and a 
hysteresis loop is observed. As we will see later in the chapter, this hysteresis 
presents some problems when information about the equilibrium phase transition is 
desirable. 
The result of a GCMC simulation run that is of most relevance to this work is 
the average density of adsorbate in the pore. However, this density will vary in the z 
direction (for example, in the case of methane adsorption at relatively low pressure, 
the adsorbent will be preferentially adsorbed in layers close to the pore walls, while 
the centre of the pore will be virtually free of adsorbent molecules). This variation 
can be captured during the simulation by calculating density profiles. This is done by 
dividing the simulation cell into several slices along the z coordinate and counting 
the number of molecules that are present in each slice, at any instant during the 
simulation run. In other words, a histogram of N(z) is constructed, using a 
predetermined value of 'z (the width of each class). The ensemble average of this 
histogram, at the end of the sampling period, gives us the density profile of adsorbent 
in the pore. An example of such a profile, for methane adsorption in a 2 nm pore, is 
shown in Figure 2.9. 
:1 
Figure 2.9: Density profile for methane adsorption at 120 K and 0.005 bar in a 2 nm 
pore. The simulation cell was divided in the z direction into 100 slices of equal width. 
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The real density profile in the pore is, of course, continuous. Therefore, the 
number of classes in the histogram should be large enough to ensure that all the 
characteristics of the profile are captured accurately. On the other hand, the slices 
need to be large enough to ensure that statistically meaningful results are obtained. In 
all the density profiles calculated in this thesis, 100 slices were used, since this 
number was found to be appropriate for all cases studied. 
2.2.3. Potential models 
In order to calculate the acceptance probabilities for each MC trial (equations 
(2.12) to (2.15)), it is necessary to calculate the difference in potential energy 
between the old state and the new state. This involves summing all the fluid-fluid and 
fluid-solid interactions. Therefore, a potential model is required to represent the 
intermolecular interactions between all species present in the system. These 
intermolecular interactions arise from the electronic structure of atoms and molecules 
(see Atkins, 1994) and can be divided in four main groups: 
Valence interactions: These interactions are caused by the overlap of the 
electron clouds of two molecules when they are close together. The magnitude of 
these forces increases very steeply with decreasing distance in a way that is 
difficult to determine exactly. A simple approximation is to regard the molecules 
as hard spheres, the potential rising to infinity as soon as they reach a certain 
separation distance (the collision diameter). Other widely used approximations 
assume that the potential is inversely proportional to a high power of the 
intermolecular distance (r) or assume an exponential decay. 
Permanent electrostatic interactions: Result from the interactions of the 
various multipole moments of the molecules (charges, dipoles, quadrupoles, etc.). 
The magnitude of the permanent electrostatic energy decays with distance as 
1/rm, where the exponent m depends on the order of the multipole moments. 
These interactions can be attractive or repulsive depending on the sign of the 
charges, the orientation of the dipoles, and so on. 
Induction interactions: These occur when a polar molecule approaches a 
polarisable molecule. The former induces a temporary charge fluctuation in the 
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latter, creating an induced dipole, and the two molecules are attracted together. 
The calculation of these interactions is complicated and time-consuming, so they 
are usually included in simulations by the use of effective potential models, using 
only a representation of the pennanent multipole moments. 
4. Dispersion interactions: All molecules possess instantaneous transient dipoles 
as a result of fluctuations in their electronic structure. When two molecules 
approach each other, the instantaneous dipole of one of them induces a dipole in 
the other, which in turn induces another dipole in the first molecule. These 
attractive dispersion (or London) interactions decay with distance by an inverse 
power of six. 
In the case of non-polar molecules (such as methane or ethane), only the 
valence and dispersion interactions need to be considered. As far as molecular 
simulation is concerned, these interactions have the advantage of decaying rapidly 
with distance. Thus, in practice, they can be assumed to be zero if the distance 
between the two molecules exceeds a certain value (the cutoff radius). Interactions 
that can be truncated in this way are said to be short-ranged. In the case of water, on 
the other hand, permanent electrostatic interactions (and possibly induction 
interactions) play an important role. This introduces practical problems to 
simulations involving highly polar molecules (of which water is an example), since 
the interactions between dipoles and point charges (particularly the latter, which 
decay with r 1 ) are long-ranged. This means that they cannot be truncated beyond a 
small cutoff radius without causing significant loss of accuracy to the potential 
calculations. The issues regarding the handling of these long-ranged interactions in 
Monte Carlo simulations are dealt with in section 2.2.4. 
Methane is modelled as a single-site molecule, since it is very nearly spherical 
The interaction between molecules i and j is given by the Lennard-Jones (L-J) 
potential: 
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where aff is the fluid-fluid site diameter, e'' is the potential well depth and r1 is the 
distance between molecules i and j. The first term of this potential describes the 
repulsive valence interactions, while the second term represents the attractive 
dispersion forces. Ethane is modelled by two identical sites (one for each CH 3 
group), each represented by the Lennard-Jones potential. The parameters for methane 
were taken from Hirschfelder et al. (1954), while those for ethane were taken from 
Cracknell and Nicholson (1994). 
Water has been the subject of numerous studies up to the present date. It is not 
difficult to find an extensive number of papers on intermolecular potentials for water. 
Several of these are obtained from ab initio configuration interaction calculations and 
aim to describe the behaviour of water at the most fundamental level (see, for 
example, Matsuoka et al., 1976 and Lie at al., 1976). These ab initio calculations 
cannot usually capture dispersion and many-body effects with sufficient accuracy. 
Another approach has been to propose effective potential models for the water 
molecule, based on the assumption that the total potential can be described by a 
pairwise approximation. Since they are effective models, they are designed to 
provide an accurate representation of water over a wide range of conditions, and thus 
generally perform better than ab initio models in molecular simulation applications 
(Guissani and Guillot, 1993). They also have the advantage of simplicity, which 
allows for a straightforward use in molecular simulation codes. Several comparisons 
between fixed-charge effective models have been performed (e. g., Jorgensen et al., 
1983; Guissani and Guillot, 1993; Alejandre et al., 1995). From these comparisons, 
two models seem to emerge as the most accurate over a wide range of conditions, the 
TIP4P (Jorgensen et al., 1983) and the SPCJE (Berendsen et al., 1987). 
Attempts have been made to explicitly include the polarisability of the water 
molecule in the calculations (e.g., Niesar et al., 1990; Ruocco and Sampoli, 1994; 
Carignano et al., 1997). There has been some discussion regarding the effectiveness 
of including polarisability in the potential models (e.g., Jedlovszky and Richardi, 
1999; Kiyohara et al., 1998; Yezdimer and Cummings, 1999; Stöckelmann et al., 
1997). Although the effects of polarisability were shown to be important in some 
cases, the polarisable water models developed so far do not yield significant 
improvement to the description of water. These models are not yet at a stage where 
they provide a consistent description of water under different conditions and thus do 
not justify the inherent increased complexity and computational cost. Therefore, it is 
assumed here that the effective pair potentials provide an accurate enough 
representation of the properties of water adsorbing in pores. In this work, the SPCIE 
model has been used to represent the water molecules. 
The SPCJE model is composed of a Lennard-Jones site and a negative charge 
at a location corresponding to the oxygen atom in the water molecule, and two 
positive point charges located at the positions of the hydrogen atoms. The potential 
between two water molecules is calculated from: 
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The first term on the right hand side of the above equation represents the short-range 
interaction between the Lennard-Jones sites of molecules i and j, while the second 
term describes the Coulombic interaction between all point charges in both 
molecules (sum over charges a in molecule i and charges b in molecule j). qa is the 
charge on site a, e is the elementary charge (1.602177x10 19 C) and CO is the vacuum 
permittivity (8.85419x10 12 C2Jm 1 ). 
Each pore wall is represented by an infinite number of graphitic layers 
composed of Lennard-Jones sites. Furthermore, it is assumed that the walls are 
structureless and the carbon atoms are smeared out uniformly over the graphitic 
layer. The interaction between an adsorbate molecule and one of these smooth 
carbon surfaces is thus given by the 10-4-3 potential of Steele (1974): 
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(2.18) 
where cif and 6sf  are the solid-fluid L-J parameters, Ps  is the number of carbon atoms 
per unit volume in the graphitic layer (114 nm 3), A is the separation distance 
37 
a) 	 b) 	 c) 
between consecutive layers of graphite (0.335 nm) and Z1 is the perpendicular 
distance between the adsorbate site and the surface. In a slit pore, the total potential 
is the sum of the individual contributions of both pore walls. The nominal pore width 
(w) is defined as the distance between the centres of the carbon atoms of the 
innermost layers. In this thesis, this value is referred to simply as the "pore width", 
but it should be distinguished from the effective pore width (W eff). The former is 
simply a theoretical value, while the latter is the relevant quantity when comparing 
simulations to experiments (such a distinction will become important in Chapter 4). 
Three different types of polar surface sites have been studied: hydroxyl, 
carboxyl and carbonyl groups. They are represented schematically in Figure 2.10. All 
sites are electronically neutral, the overall charge of the -functional group balanced by 
an opposite charge of the same magnitude placed on the carbon atom in the basal 
plane of graphite. Thus, a carboxyl site is constituted by three Lennard-Jones sites 
and five point charges, a hydroxyl site contains only one L-J site and three charges, 
and a carbonyl site is simply one L-J site and two point charges. 
Figure 2.10: Schematic representation of the surface sites studied in this work: a) 
represents a carboxyl group, b) a hydroxyl group and c) is a carbonyl group. 
Parameters for hydroxyl groups were taken from the model of Mooney et al. 
(1998) for phenol molecules. This model is thought to correctly represent OH groups 
bound to aromatic rings (this is the form in which hydroxyl groups are present on the 
carbon surface - see Figure 1.1). Since similarly suitable models for carboxyl and 
carbonyl groups bound to aromatic rings were not available in the literature, L-J 
parameters and point charges for these groups have been adopted from the OPLS 
potential models for acetic acid (Briggs et al., 1991) and amino acids (Jorgensen and 
Tirado-Rives, 1988), respectively. It should be noted here that the presence of an 
aromatic ring should have a stabilising influence over the functional groups, causing 
their charges to be slightly reduced. Although this will be valid for both carboxyl and 
carbonyl groups, the original parameters of the OPLS potential have been kept. 
Potential parameters for all the molecular models used in this work are given in 
Table 2.1, along with the respective references from which the values were taken. 
Corresponding geometric parameters are shown in Table 2.2. 
Lennard-Jones parameters for interactions between different species were 
calculated using the Lorentz-Berthelot combining rules: 
+0W.. 
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Table 2.1: Potential parameters for all species studied in this work. 
Site ci (nm) dkB (K) q (e) 
Methane (Hirschfelder et al., 1954) CIT4 0.381 148.2 0.0 
Ethane (Cracknell and Nicholson, 1994) CH3  0.3512 139.8 0.0 
Water H 0.0 0.0 +0.4238 
(Berendsen et al., 1987) 0 0.3166 78.2 -0.8476 
Graphite (Steele, 1974) C 0.340 28.0 0.0 
Carbonyl C* 0.0 0.0 +0.5 
(Jorgensen and Tirado-Rives, 1988) 0 0.296 105.8 -0.5 
Hydroxyl C* 0.0 0.0 +0.2 
(Mooney et al., 1998) 0 0.307 78.2 -0.64 
H 0.0 0.0 +0.44 
Carboxyl C* 0.0 0.0 +0.08 
(Briggs et al., 1991) C 0.375 52.8 +0.55 
=0 0.296 105.7 -0.5 
0 0.300 85.6 -0.58 
H 0.0 0.0 +0.45 
* - Carbon atom in the graphite basal plane 
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Table 2.2: Geometric parameters for all species studied in this work. References are 
the same as in Table 2.1. 
Bond 	Length (nm) 	Angle 	Amplitude (°) 
Ethane 	 CC 	0.2353 	-- 	 -- 
Water 	 OH 	0.10 	HOH 	109.47 
Carbonyl 	 C*O 0.1233 	-- 	 -- 
Hydroxyl 	 C*O 	0.1364 	C*OH 	110.5 
OH 	0.096 	-- 	-- 
Carboxyl 	 C*C 0.152 	C*CO 	111 
C=O 0.1214 	OCO 	123 
C-O 0.1364 	COH 	107 
OH 0.097 	-- 	 -- 
* - Carbon atom in the graphite basal plane 
2.2.4. Long-ranged electrostatic interactions 
One of the most important aspects of a simulation dealing with polar molecules 
is the calculation of the long-ranged electrostatic interactions. In the particular case 
of point charges, the electrostatic potential is given by Coulomb's law. The total 
potential in a system comprised of a set of point charges involves two nested sums 
over all charges: 
U 0 b0mb = 
- 	
q1q 
2 i=1j#j 4ne0 r1 
(2.21) 
where the factor ½ is applied because each interaction is counted twice in the 
summation. In the above equation, rij is the distance vector between charges i and j. 
As mentioned previously, this potential is long-ranged, since it decays very slowly 
with the intermolecular distance. Therefore, the summation must be performed over a 
very large number of periodic boxes (the possibility of using a single, very large, 
simulation cell is precluded, since the large number of molecules make the 
calculations very expensive). 
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In most MC simulations, the total potential need not be evaluated. The outcome 
of each trial depends only on the difference in potential energy between the old and 
new states (see section 2.2.2). The calculation of the potential difference in the case 
of long-range interactions is still performed over a series of periodic boxes (counting 
only interactions that involve at least one molecule of the centre box, where the 
potential is to be calculated). The efficient implementation of this calculation is most 
easily explained with the help of a simplified diagram (Figure 2.11). 
Potential before the creation 
Potential after the creation 
Potential difference 
Final potential 
Figure 2.11: Diagram describing the calculation of the potential energy difference in 
a GCMC creation trial, when long-ranged interactions are involved. 
The example of a creation trial in the centre box is depicted. Before the 
creation (Figure 2.1 la), the total potential in the centre box is given by the sum of the 
interactions between the particle already there and its periodic images (it is assumed, 
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for simplicity of illustration, that only interactions with the two nearest images are 
significant). Along with the particle in the centre box, an infinite number of periodic 
images is also created in the trial (represented by only two images in the diagram). 
The total potential after the creation is, thus, the result of all the interactions depicted 
in Figure 2.11b. To calculate the energy difference, the interactions before the 
creation are subtracted (Figure 2.11c). To make the calculation simpler, it is 
convenient that all interactions be centred on the recently created molecule. 
Therefore, by using the fact that the potential depends only on the separation of the 
sites, an equivalent scheme is obtained, with all interactions centred on the created 
molecule (Figure 2.1 id). The above discussion is also valid for destruction and move 
trials. As a consequence of the strategy explained above, the calculation of the 
electrostatic potential during a GCMC simulation involves only a single loop over all 
molecules in the centre box (rather than two nested loops if the total potential were to 
be computed). 
In simulations of bulk systems, the simulation cell is usually replicated 
periodically in all three spatial dimensions, in order to reproduce an infinite medium. 
In this type of system, the sum over all pairs of charges, as calculated from equation 
(2.21), is conditionally convergent. Therefore, more elaborate procedures, such as the 
Ewald summation technique, are required. In three-dimensional periodic systems, 
this technique is well established (Allen and Tildesley, 1989; Frenkel and Smit, 
1996). In the Ewald method, each point charge is surrounded by a charge distribution 
of equal magnitude and opposite sign (Figure 2.12 - first term of the right-hand 
side), which is conveniently chosen to be Gaussian. The width of the distribution is 
controlled by an arbitrary parameter, ic, which can be optimised for speed of 
convergence. In principle, the final result of the sum is independent of K. The 
potential due to this new set of screened charges is short-ranged and can be summed 
efficiently. However, this screening effect has to be cancelled, which is done by 
adding a compensating charge distribution (Figure 2.12 - last term of the right-hand 
side). This compensating distribution is a smoothly varying periodic function, which 
can be represented by a rapidly converging Fourier series. 
42 
A ~ + AA A 
VV V 
Figure 2.12: Left-hand side - Original charge distribution; Right-hand side - Charge 
distribution in the Ewald sum method. 
After it is summed in reciprocal (Fourier) space, the total is transformed back 
into real space. Since this scheme includes the interaction of a given charge with 
itself, this self-term must be subtracted from the total. The final result for the 
potential between a charge i with all other charges j is: 
r 
I 	erfcH' 	II 
100 	 I K I 
U 3DEW = ! q1q , 	 ) + 
2 j=1 4,te0 InI= 	lr1 + ni [ 








In equation (2.22), V is the volume of the simulation cell, given by V = 
LX XL\JXL Z , n are the real space lattice vectors, given by n = (nL, n y4, nL) with n, 
n,, and n integers, and k are the reciprocal space vectors, given by k = (2rrn/L, 
27tn) /L) , 27tn/L). The prime over the summation indicates that the case i = j is 
omitted for n = 0. 
The Ewald summation method is fast and, in principle, exact, so it has been 
widely used to calculate the potential energy in systems that are periodic in all three 
dimensions. However, in the case of adsorption simulations in slit-shaped pores 
(infinite in two dimensions and finite in the third), the situation is different. In this 
type of system, the simulation cell must be replicated in only two dimensions. In 
contrast to 3D-periodic systems, in systems with slab geometry the sum of the 
Coulomb interactions is absolutely convergent. Nevertheless, the potential is still 
long-ranged and the summation converges very slowly, so special methods must be 
43 
employed to make the potential calculations practical. An additional complication 
arises from the anisotropy of the system, which invalidates the straightforward use of 
the 3D Ewald sum. 
Several methods have been proposed over the years for dealing with this 
problem, and various comparative studies have also been presented (e.g., Widmann 
and Adolf, 1997; Liem and Clarke, 1997; Grzybowski et al., 2000). In these studies, 
the various methods have been compared on the basis of their performance in the 
calculation of the total potential and/or the forces between the molecules, mostly 
with application to molecular dynamics simulations. With respect to accuracy, the 
conclusions drawn from the comparisons mentioned above will be equally valid for 
Monte Carlo simulations. However, the comparison with respect to speed of 
computation is different in Monte Carlo simulations, and a method that is very 
suitable for MD applications might not have the same advantages in MC. Therefore, 
a comparison between a series of methods for the treatment of long-range 
interactions in the context of grand canonical Monte Carlo simulation of water 
adsorption in a slit-shaped activated carbon pore has been performed and is presented 
below. 
The approaches studied here are: 
• 	Minimum Image Convention - MT 
• 	2D Ewald method of Heyes, Barber and Clarke (1977). - HBC 
• 	2D Ewald method of Rhee, Halley, Hautman and Rahman (1989) - RHHR 
• 	2D Ewald method of Hautman and Klein (1992) - HK 
• 	Method of Nijboer and de Wette (1957) - NdW 
• 	3D Ewald Summation for slabs (Shelley and Patey, 1996) - 3DEW 
• 	Method of Heyes and van Swol (1981)— HvS 
• 	Method of Lekner (1991) - LK 
As all methods examined are well documented, a simplified description of each 
procedure, rather than a detailed one, will be presented while assessing each 
method's advantages and disadvantages. 
The simplest choice for the simulation of confined water is to simply ignore the 
long-range character of the potential by making the simulation cell sufficiently large. 
The minimum image convention with a cutoff radius can then be employed. This was 
the method used in the earlier simulations of water in carbon pores (Ulberg and 
Gubbins, 1995; Maddox et al., 1995), when the lower computer power available 
made any more complex treatments impractical. It has been shown by several authors 
(Shelley and Patey, 1996; Spohr, 1997; Slusher and Mountain, 1999) that the results 
obtained using this procedure are significantly less accurate than those obtained with 
2D versions of the Ewald sum. Furthermore, the calculations seem to depend on the 
type of cutoff scheme employed (Spohr, 1997). 
The first derivation of the Ewald sum for 2D-penodic systems considered here 
is that due to Heyes et al. (1972), also derived independently by de Leeuw and 
Perram (1979). They used an approach analogous to the original (3D) Ewald method, 
but the in-plane (s 1 ) and out-of-plane (z) distance vectors were separated in the 
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where m and h are the two-dimensional real and reciprocal lattice vectors (m and h 
are their norms) and A is the area of the simulation cell in the periodic dimensions, 
given by A = LxL. The sum over different sites in the same molecule has been 
neglected for simplicity of notation. 
A similar treatment, but with a different screening function, is the basis of the 
method due to Rhee et al. (1989), who also included a multipole expansion in the z 
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direction. Another Ewald method is due to Hautman and Klein (1992), who used a 
Taylor series expansion of the inverse inter-particle distance 11r ij in powers of zuIs. 
This function is used in both the real- and the Fourier-space summations (full 
equations are given in the original paper). Nijboer and deWette (1957) devised a 
formulation that computes the whole potential in Fourier space. Although simple, 
this method cannot in practice be used on its own, since it diverges as z-*O. Smith 
(1988) proposed the use of a hybrid HBC-NdW method, which makes use of the 
HBC formulation at small out-of-plane separations and uses the NdW expressions at 
large z. 
An entirely different approach is to use the standard 3D Ewald Summations but 
including a sufficiently large empty space between successive boxes in the z 
direction, in order to avoid an artificial influence of the periodic images in this 
direction. This method has been used by Shelley and Patey (1996) to simulate water 
confined between planar walls. However, it was shown by Spohr (1997) that the 
results from the 3D Ewald method converged to the values obtained from the 2D 
methods only when the length of the simulation box in the z direction was very large 
(more than 5 times larger than the length in the x and y directions). The addition of a 
correction term to the 3D Ewald method was proposed by Yeh and Berkowitz 




The contribution from this term to the potential on a single molecule i is given by: 
U1c0 	 (2.25) 
Thus, to calculate the potential energy between a molecule i and all other 
molecules fin the corrected 3DEW, one must simply use equation (2.22) and add the 
correction term in equation (2.25). By performing these calculations for several test 
cases, Yeh and Berkowitz concluded that the corrected method would converge to 
the desired results for an empty space equal to the length of the simulation box in the 
x and y directions. 
Two other non-Ewald methods have also been looked into, the first of which 
was proposed by Heyes and van Swol (1981). This method calculates the sum of the 
simple Coulomb expression over a small number of periodic boxes (up to a 
truncation radius) and then includes a correction term for the rest of the boxes up to 
infinity. The expression for this correction term is obtained by expanding the 
potential from each image charge about rij = 0 and then replacing the periodic 
discrete charges with a uniform charge density distribution (this is equivalent to 
replacing the double sum over the two periodic dimensions with a two-dimensional 
integral in that plane). The full expressions for the potential in HvS (once again 
neglecting the sum over different sites in the same molecule for simplicity of 
notation) are: 
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In the above equation, n, and n,, are the components of the unit lattice vector in 
the x and y directions, flc  is the number of cells in each direction over which the 
lattice sums are performed, and x, Yij  and Zij are the Cartesian components of rij. The 
last term in equation (2.26) accounts for the contributions from molecules in replicas 
further than nc cells from the central simulation cell. 
The last method considered is originally due to Lekner (1991) and was 
published in a corrected form by Grønbech-Jensen et al. (1997). It is based on a 
representation of the forces acting on the particles in terms of a sum of trigonometric 
and Bessel functions. Expressions for the potential are then obtained from integration 
of the forces. 
The HBC method has been chosen as the standard for all comparisons, since it 
is considered the most accurate of the Ewald methods for slab geometry (Widmann 
and Adolf, 1997). As a first step, the performance of the simplified MI convention 
has been compared with that of the full 2D Ewald summation. The Ivil methodology 
has been recently revived for the simulation of water/methanol mixtures by Shevade 
EVA 
et al. (1999a, 1999b). As a justification for the use of this algorithm, these authors 
have suggested that the difference in potential between the MI convention and a full 
2D Ewald summation was below 1%. This was observed to be true only for very 
close-packed systems with a large number of molecules (in which case the potential 
in the vicinity of a water molecule is dominated by the interactions with its nearest 
neighbours). For low densities, the difference in potential increased in some cases 
above 50%, which is clearly non-negligible. Adsorption isotherms obtained with 
both the MI convention and HBC have shown significant differences. One of such 
comparisons, for a pore width of 0.95 nm and a surface site density of 2.67 sites/nm 2 , 
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Figure 2.13: Water adsorption isotherms at 293 K in a pore of width 0.95 nm with 
2.67 carbonyl sites/nm 2 on the surface. The two curves represent results obtained 
with the 2D Ewald sum (diamonds) and with the Ml convention (open squares). 
The discrepancies are clear, especially in the pressure at which spontaneous 
condensation occurs (lower with MI) and in the density of water after pore filling 
(higher with MI). This leads to the conclusion that the MI convention should not be 
used in simulations of confined water. 
Moving on to the more accurate, but more computationally demanding Ewald 
methods, the performance of the 3D Ewald version for slab geometry was assessed. 
Figure 2.14 shows the potential on a water molecule as a function of the ratio L/L 
for the 3DEW method with and without the correction term. It is clear that the result 
converges to the value obtained using the full HIBC summation in both cases, but the 
correction term significantly improves this convergence, particularly at low values of 
L. The 3DEW method plus the correction term is able to calculate an essentially 
accurate value for the potential (error below 1% relative to the full HBC result) if 











Figure 2.14: Potential energy on a single water molecule in a graphitic pore 
containing a random configuration of 100 water molecules, as a function of the 
relative dimension of the simulation cell in the z direction. Triangles are for the 3D 
Ewald sum, open diamonds for the 3D Ewald sum plus the correction term and the 
dashed line is the result obtained using the full 2D Ewald sum (HBC). 
The reason for the success of this method lies in the fact that the correction 
term effectively compensates for the contributions of the replicas of the simulation 
cell in the z direction, which are unphysical in two-dimensional periodic systems 
(Yeh and Berkowitz, 1999). As a consequence of this substantial improvement (at a 
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very low computation cost), only the 3DEW with the correction term will be 
considered in the following analysis. 
The performance of the remaining Ewald methods described previously (1-1K, 
HBC, RI{HR and 3DEW plus correction term) was evaluated. In terms of accuracy, 
the HBC method produced the most accurate results, which agrees with a previous 
comparison between HK, HBC and NdW by Widmann and Adolf (1997). The results 
for computer time as a function of the screening parameter, K, for those four methods 
are shown in Figure 2.15. The number of real- and reciprocal-space vectors used in 
the summations were fine-tuned in order to obtain a maximum error of 1% in the 
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Figure 2.1 5: Computing time for the calculation of the potential on a single water 
molecule in a graphitic pore containing a random configuration of 100 water 
molecules. Times are plotted as a function of the screening parameter K for four 
different Ewald methods: HK (triangles), HBC (open diamonds), RHHR (circles) and 
3DEW+correction (open squares). Lines are a guide to the eye. 
At the optimum value of K, all the methods have comparable speeds, with HBC 
being the fastest. In contrast, Widmann and Adolf (1997) found FIBC to be the 
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slowest method. This reflects the fact that the total potential was calculated in their 
MD simulations, requiring two nested sums over all molecules in the simulation cell. 
In the standard 3DEW (and, indeed, in the HK, NdW and RHHR methods), it is 
possible to replace these two summations by only one, using complex algebra (Allen 
and Tildesley, 1989). This apparent disadvantage of the HBC method disappears in 
MC simulations. Since it is only necessary to calculate the difference in potential 
energy when one molecule is affected, there is no need to compute the double sum 
over all molecules. Hence, the HBC method becomes much more competitive. 
Direct comparisons between all methods were made for a series of test cases 
(changing the number of molecules, pore width, and box length). Results for one of 
these test cases are shown in Table 2.3. All parameters for each method were 
optimised to give the fastest computing time for an error in potential smaller that 1% 
(relative to the full HBC result). All test cases have shown the same trend. By 
looking at the table, it can be confirmed that HBC is indeed the fastest of the Ewald 
methods. Both RHIHR and HK suffer from accuracy problems, particularly at large z, 
and in the case of HIK an approximate expansion must be used as s-0 (Widmann 
and Adolf, 1997). As for the 3D version, the efficiency of the method is hindered by 
the fact that the summations have to be performed over three dimensions instead of 
two. However, it is reasonable to expect that this method will become more 
competitive in MD simulations, due to its simplicity. 
Table 2.3: Comparison of several methods for treatment of long-ranged interactions. 
Method 	 Computing time * (s) 
HBC 	 3.0 
RHHR 	 7.4 
HK 	 4.0 
3D Ewald + correction 	 7.7 
HvS 	 1.6 
Lekner 	 55.6 
* - For the calculation of the potential on a single water molecule in a graphitic pore 
containing a random configuration of 100 water molecules. Calculations were performed on 
a single Sun Ultra 10 workstation. 
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The Lekner method suffers from divergence problems at very small r and this 
problem is overcome only by including a prohibitively large number of terms in the 
summation. Some authors (Clark et al., 1996) have suggested the development of a 
combined method that takes advantage of the good properties of BK at small z and 
makes use of the fast convergence of the Lekner method at larger z separations, but 
this possibility was not investigated further. 
HvS was seen to be the fastest method by a factor of 2 (relative to HBC) in the 
example presented here (a similar performance was found in other test cases), which 
represents a significant improvement. Even though this method is still about 5 times 
slower than the MI convention, it is the optimal method for this work, since it is 
capable of producing an essentially accurate potential in a relatively short time. The 
cutoff number of boxes, nc, was chosen to be 3, since this value provides a suitable 
balance between accuracy and speed of computation. As a consequence of this 
analysis, the HvS method was used in all potential calculations between point 
charges in slit-shaped pores. 
2.2.5. Check of the GCMC code 
The accuracy of the GCMC simulation code was checked by comparing the 
results obtained with simulated adsorption isotherms from other sources. In 
particular, the data of Davies (1999) was used. Figure 2.16 shows a comparison 
between pure-ethane adsorption isotherms obtained from the code developed here 
with the previous results of Davies. Figure 2.17 presents the same comparison, but 
for binary methane/ethane adsorption. In both cases, the isotherms are in good 
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Figure 2.16: Comparison between the results of the computer code described in this 
thesis with those of Davies (1999), for pure-ethane adsorption in a pore of width 
0.762 nm at 308 K. Open symbols are the results of Davies and solid lines are 
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Figure 2.17: Comparison between the results of the computer code described in this 
thesis with those of Davies (1999), for binary adsorption from a mixture of 10% 
ethane and 90% methane (bulk mole fractions) in a pore of width 0.762 nm at 293 K. 
Open symbols are the results of Davies (circles for ethane and squares for 
methane) and solid lines are results from this work. 
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As for the adsorption of water, a direct comparison with previous results is 
difficult. This is due to the absence of any published water simulations in carbon 
pores using the same molecular models and the same treatment of long-ranged 
interactions as performed in this thesis. This fact, together with the complexity of the 
potential calculations for the long-ranged electrostatic interactions, means that a 
substantial amount of time was spent debugging and cross-checking the code (the 
code was also checked by independent researchers at the University of Edinburgh). 
Although in such a case one can never be absolutely sure that the code is error-free, 
the success of the analysis presented in this thesis (see the next two chapters) is a 
strong indication that the simulations are producing the correct results. 
Once the correctness of the code was established, the simulation parameters 
were optimised in order to allow for correct calculations in the minimum amount of 
time possible. Of these parameters, perhaps the most significant is the length of the 
simulation box in the periodic dimensions. The optimal value of this parameter was 
obtained by performing several GCMC runs with different simulation cell sizes. The 
results were observed to be invariant (within statistical errors) when the lateral 
dimensions of the cell were larger that the width of the pore. If the lateral dimensions 
were equal to or smaller that the pore width, the results were no longer reliable. This 
is particularly the case for water adsorption simulations. In the vicinity of 
condensation, when the cell was too small, the system was observed to oscillate 
between the two phases for a wide range of pressures and this did not allow for 
adequate sampling. A similar effect was also observed by Schoen et al. (1989) in 
their MC studies. Since the largest pore in which adsorption is calculated in this 
thesis is 2.04 nm, a conservative value of 3 nm was chosen for the length of the 
simulation cell. It is also worth noting that the cutoff radius for short-range 
interactions was chosen to be equal to half the box length (i.e., 1.5 nm). This is also a 
conservative value, since the results did not vary when the potential was truncated 
beyond a separation of about 1 nm. 
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2.2.6. Calculation of Henry's constants of adsorption 
To study adsorption at the low-pressure limit in pores with different 
characteristics, the Henry's constant of adsorption (H) was calculated by Monte Carlo 





where <N> is the average number of molecules in the pore. The calculation of H has 
been achieved by using a procedure outlined by Smit and Siepmann (1994), which 




The Boltzmann factor, in angular brackets in this equation, is sampled by repeatedly 
inserting a molecule at random locations in the pore, and calculating the potential 
due to this insertion. In all simulations performed here, this calculation was 
performed over at least 5x10 6 insertion steps, which produced an error in the Henry's 
constant of at most 2 %. 
The Henry's constant can also be calculated from the slope of an isotherm 
obtained by GCMC at very low pressures. To evaluate the consistency of both 
methods, the value of H obtained by Monte Carlo integration was compared to a low-
pressure GCMC isotherm (Figure 2.18). The slope calculated by MC integration 
agrees well with the isotherm points, which proves that both methods give consistent 
results. The values of the Henry's constant obtained in this way describe adsorption 
in the low pressure limit and provide us with a measure of the affinity of the pore for 
the adsorption of a given molecular species. The higher the value of H, the stronger 
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Figure 2.18: Comparison of Henry's constant calculated by Monte Carlo integration 
(line) with isotherm points from GCMC simulation (diamonds). Results are for water 
adsorbed at 298 K in a 0.95 nm pore with a regular distribution of carbonyl sites at a 
density of 1.333 sites/nm 2 . 
2.3. Simulation of Phase Equilibrium in Pores 
In section 2.2, the calculation of adsorption isotherms by grand canonical 
Monte Carlo was described. This method is well suited for adsorption studies, but 
presents problems when a phase transition occurs. This section deals with simulation 
methods that are able to calculate phase equilibrium properties in activated carbon 
pores. 
2.3.1. Review of simulation methods 
As discussed in Chapter 1, phase transitions in activated carbon pores occur in 
a variety of cases, of which water adsorption at ambient temperature is a relevant 
example in the context of this thesis. When calculating isotherms by GCMC 
simulation in the vicinity of a phase transition, the results exhibit strong hysteresis 
(see, for example, Figure 2.8). Figure 2.19 shows a sketch of a typical isotherm for 
the case of a vapour-liquid transition (refer to section 1.5). When approaching the 
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phase transition from low pressures, as in a typical adsorption experiment (line 
OCHI), the vapour branch overshoots the equilibrium condensation pressure and 
remains metastable until reaching point C, when it spontaneously condenses into the 
liquid state. Similarly, if the pressure is reduced starting from a liquid configuration, 
as in a desorption experiment (line IFAO), metastable liquid states are observed 
below the equilibrium condensation pressure, up to the point of spontaneous 





Figure 2.19: Sketch of a typical isotherm at subcritical conditions. Segment CH 
represents the spontaneous condensation in a GCMC simulation; segment FA 
shows the spontaneous evaporation in GCMC; segment BG represents the true 
equilibrium transition; points D and E are the spinodal limits of stability of the vapour 
and liquid states, respectively; point I represents the end point of the adsorption run 
and the start of the desorption run. 
The theoretical isotherm for this type of system would exhibit a van der Waals 
loop (line ODE!), in which points D and E represent the limits of stability of the 
vapour and liquid phases, respectively (the spinodal points). Between these two 
points the fluid can be found in either the vapour or the liquid state, with one of these 
phases being metastable with respect to the other. Beyond these points, however, 
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only one stable phase exists. Spontaneous condensation and evaporation occur when 
the density fluctuations inside the pore are large enough to allow the free energy 
barrier that separates the phases to be overcome, always before the spinodal limits of 
stability. In principle, if we were to allow an infinite number of MC steps, the system 
would always overcome the free energy barrier and reach the most stable phase. 
Thus, the true equilibrium phase transition (segment BG) would be attainable 
(Schoen et al., 1989). In practice, however, hysteresis is unavoidable in GCMC 
simulations. 
Since the free energy of the system is not an output of the GCMC simulation, it 
is not possible to directly calculate the conditions of phase equilibrium. A way to 
circumvent this problem was proposed by Peterson and Gubbins (1987). In this 
method, one must construct two reversible paths from a reference state for which the 
free energy is known (or can be calculated) up to the metastable vapour and liquid 
branches. The free energy can then be calculated by integrating along each of those 
paths, and the condition of phase equilibrium is satisfied at the point where the free 
energies are equal. The reference state is usually the ideal gas, from which the 
metastable vapour phase is easily accessible. However, to access the metastable 
liquid phase, one must produce a reversible supercntical isotherm, as well as a curve 
at constant chemical potential to link both the supercritical and the subcritical 
isotherms. The effort involved in these calculations is quite large, particularly in the 
case of polar substances like water, where the interactions are long-ranged. 
Additionally, the integration along the path of constant chemical potential seems to 
present accuracy problems (Neimark and Vishnyakov, 2000). 
An elegant method that avoids the need for thermodynamic integration is the 
Gibbs ensemble Monte Carlo (GEMC) of Panagiotopoulos, originally proposed for 
the simulation of bulk coexistence (Panagiotopoulos, 1987a), and later extended to 
confined systems (Panagiotopoulos, 1987b). The advantage of this procedure is that 
it is able to simulate both the liquid and vapour phases without the need for an 
explicit interface. The system consists of two separate simulation cells at the same 
temperature, but with the possibility of exchanging molecules and volume between 
them (the total N and V remaining constant). After equilibration, one of the pores will 
contain liquid, while the other will contain vapour (the coexisting densities are, 
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therefore, easily obtainable). The equilibrium chemical potential can be calculated 
using the Widom particle insertion method (Widom, 1963). In spite of its simplicity 
of implementation (which has lead to its widespread use), it presents a serious 
drawback for the simulation of the adsorption of water and other fluids with highly 
directional potentials. This results from the volume exchange trials, which require the 
positions of all atoms to be rescaled. This rescaling is impractical for this type of 
system, since a change to the relative position of the water molecules would bring 
about a serious disruption of the hydrogen bonded network, leading to an almost 
certain rejection of the trial. Furthermore, in a situation where discrete polar sites are 
fixed on the surface of the pore (which is the situation of fundamental and practical 
interest in the case of water adsorption in activated carbOn), a volume exchange 
would cause an unphysical change in the relative position of these sites. 
Molecular dynamics in the canonical ensemble has also been applied to study 
phase equilibrium. One approach (Heffelfinger et al., 1987) essentially involves the 
quenching of the fluid in the pore from a supercritical to a subcritical temperature. 
The fluid will then, given enough time, equilibrate into two distinct phases separated 
by an interface. An alternative method is to simply simulate a large pore at a density 
that is intermediate between liquid and vapour (Heffelfinger et al., 1988; 
Papadopoulou et al., 1992). Provided that the system is large enough and is allowed 
sufficient equilibration time, it will also separate into two distinct phases. In both 
cases, the chemical potential must be calculated using, for example, the particle 
insertion method. The advantages of this method are that it provides dynamic 
information about diffusion in the pore and kinetics of the phase transition, as well as 
showing details of the interface itself. The authors also suggest the possibility of 
using a canonical Monte Carlo simulation instead of MD (although in this case no 
dynamic information will be obtained). This approach, however simple in principle, 
requires large system sizes and very long equilibration periods, which limit its 
applicability to water simulations. 
Some other variants of the MC method have also been developed for the 
simulation of phase equilibrium. One of these is the isotension ensemble MC 
(Forsman and Woodward, 1997), which also involves volume changes and is thus 
impractical for the same reasons as the GEMC. A different type of approach is the 
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basis of the histogram reweighting method (Ferrenberg and Swendsen, 1988; 
Wilding, 1995). Essentially, this involves calculating the total energy and density 
over a series of GCMC simulations and then collecting them in the form of 
histograms. These histograms allow for the construction of the grand canonical 
partition function, from which it is possible to calculate the equilibrium phase 
transition pressure (Kiyohara et al., 1997). This method is particularly useful in the 
vicinity of the critical point, where density fluctuations are large (thus allowing for 
the construction of the histograms with only a few runs), but becomes much more 
computationally demanding at lower reduced temperature, where a large number of 
simulations is required to accurately construct the histograms. 
An alternative way of calculating the equilibrium phase transition by 
thermodynamic integration was proposed recently by Neimark and Vishnyakov 
(2000). Their so-called gauge-cell method is, at its core, similar to the pore-fluid 
Gibbs ensemble method (Panagiotopoulos, 1987b), but the volume of the bulk (or 
"gauge") cell and the total number of molecules are adjusted so as to restrict the 
density fluctuations inside the pore. This enables one to plot the entire van der Waals 
ioop, including the metastable vapour and liquid branches as well as the unstable 
branch of the isotherm. A reversible path between the vapour and liquid phases is 
thus obtained, and this can be integrated to obtain the point of equal free energy. It is 
possible to show (Neimark and Vishnyakov, 2000) that this condition is satisfied by 
Maxwell's construction of equal areas. Further support to the validity of this type of 
approach is given by the work of Corti and Debenedetti (1994), who performed 
Monte Carlo simulations of bulk vapour-liquid equilibrium using a "restricted 
ensemble". They also obtained continuous van der Waals loops at subcritical 
conditions and went on to show that the results are independent of the severity of the 
constraint (provided it is severe enough to prevent incipient phase separations). 
These authors concluded that the van der Waals loops thus obtained are the true 
equation of state of a constrained system and not simply an artefact of the simulation 
method. 
This type of GEMC simulation does not require mechanical equilibrium 
between the pore and gauge cells due to the tensorial nature of the pressure in the 
pore (Panagiotopoulos, 1987b), so there is no need for the inconvenient volume 
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exchange steps. The gauge-cell method was compared to both the Peterson and 
Gubbins method of integration and the pore-pore GEMC method by Neimark and 
Vishnyakov (2000) and was found to yield consistent results in all cases examined. 
Furthermore, it required significantly less computational effort than the Peterson and 
Gubbins method of integration, while also providing information about the 
metastable and unstable branches of the isotherm (such as limits of stability of the 
vapour and liquid phases). 
From the study presented above, the gauge-cell method emerged as the most 
promising technique for simulation of phase equilibrium of water in activated carbon 
pores. However, this method is very recent, and has been seldom tested. Therefore, 
simulations were also performed in the canonical ensemble, in order to check the 
results obtained from the gauge-cell method. These two simulation techniques are 
described in detail below. 
2.3.2. Gauge-cell Monte Carlo 
The gauge-cell method requires two separate simulation cells at the same 
constant temperature, one representing the pore and another representing a bulk fluid 
reservoir of limited capacity. The pore cell was identical to the one used in the 
GCMC method, as described in section 2.2.2. The gauge cell was cubic in geometry 
and was replicated up to infinity in all three directions by employing periodic 
boundary conditions. The method requires two types of trial, particle displacement in 
each cell and particle exchange between both cells. Each type of trial was randomly 
chosen with equal probability. The acceptance criterion for the move trial is identical 
to that of the GCMC method, and is given by equation (2.12). For the exchange of a 
molecule from cell i to cell j, the acceptance criterion is given by (Panagiotopoulos, 
1987b): 
- NV J 
lJExchange - (N + 	exp(— flaU 0 ) (2.29) 
The total system, comprising both simulation cells, is, strictly speaking, in the 
canonical ensemble (i.e., the total N, V and T are constant). Thus, at equilibrium, the 
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total Helmholtz free energy (F) is at a minimum. The fact that the values of F and N 
for the total system are the sum of their individual components in each cell (in this 
discussion, quantities referring to the gauge cell will be denoted by a subscript "g" 
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The stability criterion for the total system is: 
g 	>0 	 (2.31) 
aN2N2 VT g 
The fulfilment of this condition, however, does not require that the fluid inside 
the pore be stable (Neimark and Vishnyakov, 2000). If one wishes to sample the 
unstable branch of the isotherm, equation (2.31) implies (assuming that the fluid in 
the gauge cell is itself stable) that: 
(a2Fg 
aN2 	aN2 
g IVg,T 	 P 
(2.32) 
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where p is the fluid number density. Equation (2.33), originally presented by 
Neimark and Vishnyakov (2000), imposes restrictions on the size of the gauge cell in 
order to allow for the sampling of unstable points. 
This criterion is written in terms of the chemical potential. However, in most 
practical situations, the relevant thermodynamic variable is the pressure in the bulk 
phase. In the original pore-fluid Gibbs ensemble method (Panagiotopoulos, 1987b), 
the chemical potential was calculated during the simulation by the particle insertion 
method, and this could in turn be related to the pressure. In the gauge-cell method, as 
proposed by Neimark and Vishnyakov (2000), the pressure was instead calculated 
from the density in the gauge cell. This can be accomplished by using an appropriate 
equation of state or by performing a series of independent simulations in the gauge 
cell alone. By performing such a set of simulations, it was observed that the fluid in 
the gauge cell behaved essentially as an ideal gas for all the conditions of relevance 
to this study. Thus, the pressure can be calculated from the density in the gauge cell 




For each individual point on the isotherm, the final numbers of molecules in 
each cell are related by: 
N = N + Ng 	 (2.35) 
since the total number of molecules in the system must remain constant throughout 
the simulation. It follows from equation (2.35) that: 
Pp NV P
g 	 (2.36) 
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From this expression, it can be seen that all the possible outcomes of each run 
lie on a straight line in a pressure vs. density plot, since all other variables remain 
constant. This is represented schematically by the dashed line in Figure 2.20. 
Depending on the fixed value of N and Vg, this trajectory of possible outcomes will 
intersect the isotherm in either one or three points. Those variables should be 
adjusted so that there is only one point of intersection, but this is difficult to achieve 
in practice since the shape of the isotherm is not known a priori. If there are three 
points of intersection, the simulation will converge to the most stable configuration 
and this makes it difficult to sample the unstable branch of the isotherm. The precise 
criterion for sampling in the unstable region is given by equation (2.33). Graphically, 
this means that the slope of the trajectory of possible outcomes must be smaller than 
the local derivative of the unstable branch of the isotherm. The trajectory represented 
in Figure 2.20 shows a case where this criterion is satisfied, with the final result of 
the run lying at the solid circle. 
In practice, the tuning of N and Vg is a process of trial and error. A few initial 
runs will provide a rough sketch of the van der Waals loop, and this can be refined 
by more simulations for which it will be easier to determine the appropriate values of 
N and Vg . It is interesting to note that equation (2.37) reduces to a constant pore 
density, corresponding to the canonical ensemble, when Vg = 0 (horizontal line in the 
diagram of Figure 2.20). In fact, it is possible to obtain the van der Waals loop by a 
canonical MC simulation, but in this case the chemical potential must be determined 
using the particle insertion method, which suffers from accuracy problems (Neimark 
and Vishnyakov, 2000). The gauge-cell method also reduces to the grand canonical 







Figure 2.20: Sketch of a typical isotherm at subcritical conditions, showing 
trajectories of possible outcomes of CMC (horizontal dotted line and open triangle), 
GCMC (vertical dashed-dotted line and solid square) and the gauge-cell method 
(diagonal dashed line and solid circle). 
The algorithm of the gauge-cell MC simulation code is similar to the GCMC 
algorithm (see Figure 2.3). However, instead of performing a ioop over a series of 
pressure values, the gauge-cell MC code loops over several (N, V g) pairs. The outputs 
of each run are the densities in both cells. The pressure is calculated from the density 
in the gauge cell, so there is no need for the fugacity calculations performed in the 
GCMC simulation. The final configuration of the last run cannot be used as the 
starting point for the new run, since the number of molecules and the volumes will 
differ. Thus, a new initial configuration is generated at the start of each run (this is 
done by including this procedure inside the main loop). However, the initial 
configuration can still be read from a file or created randomly, as in the GCMC code. 
Snapshots of molecular configurations were also written to a file at the end of each 
run and density profiles could also be calculated, using the same method as in the 
GCMC simulations. For each point of the isotherm, the system was allowed to 
equilibrate for at least 6x10 6 steps after which the densities in both cells were 
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averaged using an analogous procedure to the GCMC simulations, with a minimum 
sampling block size of 4x10 5 steps. Long-range interactions in the water simulations 
were accounted for by using the method of Heyes and van Swol (1981) for the pore 
cell and by using the standard three-dimensional Ewald sums (Allen and Tildesley, 
1989) for the gauge cell. 
After obtaining the entire isotherm, it is simply a case of performing a 
numerical integration to obtain the point of equilibrium phase coexistence. This can 
be calculated by Maxwell's rule of equal areas (Neimark and Vishnyakov, 2000): 
f PAYf pd1u+J PddP — O eq 	 ls 	 L eq (2.38) 
In the above equation, subscript a refers to the adsorption branch, subscript u refers 
to the unstable branch, subscript d refers to the desorption branch, subscript vs refers 
to the vapour spinodal point, subscript is refers to the liquid spinodal point and 
subscript eq refers to the point of equilibrium phase coexistence. For the integration 
procedure, the trapezoidal rule has been used, since the possible errors of integration 
will be smaller than the errors inherent to the simulation method. 
2.3.3. Canonical Monte Carlo 
In a CMC simulation, N, V and T are kept constant and the system equilibrates 
by virtue of displacement trials alone (the acceptance criterion is given by equation 
(2.12)). In this type of simulation, the conjugate variables p and N switch the roles 
they have in a GCMC simulation; here the density is fixed and the chemical potential 
is calculated during the run. The particle insertion method due to Widom (1963) was 
used to calculate the chemical potential. This essentially involves the random 
creation of a test particle uniformly over the pore volume at frequent intervals during 
the simulation. The expression for the calculation of the chemical potential in a slit-
shaped pore is (Rowlinson and Widom, 1982): 
U(z)1\ 
p =3lnA+ln(P(z))_ln(exP[_ 
kBT 1! 	 (2.39) 
M. 
In the above expression, U is the potential arising from the interaction of the 
test particle with all the other molecules in the system, and the angular brackets 
denote an ensemble average. The density and Boltzmann factor profiles along the z 
direction were calculated using the procedure described, in section 2.2.2 for the 
GCMC method. When the system reaches equilibrium the last two terms in equation 
(2.39), although strongly dependent on z, should yield a constant when added. One 
must note, however, that this method runs into accuracy problems when the density 
is close to zero (such as near the centre of the pore when adsorption is confined to a 
monolayer on each pore wall) or very high (as in a dense adsorbed layer). At very 
low density there is a large uncertainty in the calculation of the second term on the 
right-hand side of equation (2.39), whereas if the density is too high, the insertion of 
the test particle becomes extremely difficult and the average of the last term on the 
right-hand side of equation (2.39) is inaccurate. 
The algorithm for the CMC simulation code once more follows the general 
scheme depicted in Figure 2.3, except that the main loop is performed over a series 
of values of N instead of P. Like in the gauge-cell MC code, a new initial 
configuration is generated at the start of each run. The equilibration period for each 
run included at least 10 7 MC steps. Sampling was performed in the same way as in 
the GCMC and gauge-cell MC simulation codes, but several lengths of the sampling 
period were considered (see below). 
2.3.4. Check of the phase equilibrium results 
A comparison between the phase equilibrium results for methane in a graphitic 
pore obtained with the GCMC, the gauge-cell MC and the CMC methods was 
performed. A similar check for water adsorption was not attempted, since the CMC 
simulations for this type of system are prohibitively long. 
Figure 2.21 shows adsorption isotherms for methane in a slit pore of width 2 
nm at a temperature of 120 K. The pressure is scaled by the bulk saturation pressure 
(Psat). These isotherms were obtained from GCMC simulations with different lengths 
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Figure 2.21: GCMC isotherms for methane adsorbed in a slit pore of 2 nm in width, 
at a temperature of 120 K: a) full-scale isotherms; b) expanded view of the phase 
coexistence region. Squares (connected by a continuous line) were obtained from a 
simulation with 5x10 5 equilibration steps; circles (and dashed line) are for 2x10 6 
steps; and triangles (linked by a dotted line) are for 1X107  equilibration steps. Filled 
symbols represent adsorption and open symbols represent desorption. 
In all isotherms, four distinct regions can be identified. At very low pressure, 
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Figure 2.21: GCMC isotherms for methane adsorbed in a slit pore of 2 nm in width, 
at a temperature of 120 K: a) full-scale isotherms; b) expanded view of the phase 
coexistence region. Squares (connected by a continuous line) were obtained from a 
simulation with 5x10 5 equilibration steps; circles (and dashed line) are for 2x10 6 
steps; and triangles (linked by a dotted line) are for lxi 07  equilibration steps. Filled 
symbols represent adsorption and open symbols represent desorption. 
In all isotherms, four distinct regions can be identified. At very low pressure, 
there is a steep rise in adsorption (closed symbols), corresponding to the formation of 
L. 11.11] 
a monolayer on the surface of the carbon. After this monolayer is complete, there is 
little further adsorption until the pressure of spontaneous condensation (P) is 
reached. At this point, the fluid abruptly jumps from a vapour-like to a liquid-like 
state, remaining in this state as the pressure is further increased. By starting from a 
configuration in the liquid state and gradually reducing the pressure, a desorption 
isotherm (open symbols) can be obtained. As the pressure is lowered, the system 
remains in the liquid state down to the point of spontaneous evaporation (Pse). As 
expected, the GCMC isotherms show hysteresis in the region of phase equilibrium. 
However, the results in the vicinity of the phase transition are highly dependent on 
the length of the equilibration period. The size of the hysteresis loop decreases with 
the number of equilibration steps until it almost vanishes for very long simulations. 
This supports the hypothesis that with an infinite-sized GCMC run the true 
equilibrium transition would in principle be attainable. These observations are in 
accordance with the findings of Schoen et al. (1989). 
In Figure 2.22 the results obtained from the gauge-cell method for the same 
system are shown. With this method, the entire van der Waals loop could be traced, 
including stable, metastable and unstable points. This enabled the calculation of the 
equilibrium transition pressure (Peq) by thermodynamic integration. The value 
obtained lies between P,c and Pse,  which indicates that both the vapour and the liquid 
phases remain metastable during GCMC adsorption and desorption runs, 
respectively. The results of the gauge-cell method overlap nicely with the GCMC 
simulations in the stable and metastable regions, which confirms the consistency of 
the former method. They are also, as expected, independent of the size of the gauge 
cell (see Figure 2.22). From an analysis of the error bars, it was concluded that in 
order to reduce the statistical errors, Vg should be as large as possible (while still 
avoiding multiple intersection points with the isotherm). 
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Figure 2.22: Isotherm for methane adsorbed in a slit pore of 2 nm in width, at a 
temperature of 120 K. Circles represent GCMC results with an equilibration period of 
2x106 steps. This length was chosen to more clearly show the metastability of the 
vapour and liquid phases. Remaining symbols represent results of the gauge-cell 
method using different values of Vg . The dashed line shows the true equilibrium 
phase transition. Error bars not shown are comparable to the size of the symbols 
used. 
The effect of the lateral dimensions of the pore cell on the gauge-cell results 
has also been investigated. Figure 2.23 shows results obtained from simulations 
using three different values of V. The results are statistically indistinguishable for 
the two largest cells, but, as in the case of the GCMC results, a marked difference is 
observed when the cell is cubic. A lateral dimension of 3 nm for the pore cell was 
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Figure 2.23: Analysis of finite-size effects for methane in a 2 nm pore at 120 K. 
Circles are the same as in Figure 2.22 and remaining symbols are the results from 
the gauge-cell method at different lateral dimensions of the pore cell, as follows: 
crosses, L = 2 nm; solid squares, L = 3 nm; open triangles, L = 4 nm. Error bars are 
omitted for clarity. 
As a further check to the results of the gauge-cell method, the van der Waals 
loop was also calculated using CMC simulations together with the particle insertion 
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Figure 2.24: Comparison between the gauge-cell method and CMC for methane at 
120 K in a 2 nm pore. Circles are the same as in Figure 2.22, solid squares 
represent the results of the gauge-cell method and open triangles represent the loop 
obtained from CMC simulations with a small simulation cell. 
The loops overlap within statistical error, which once more confirms the 
validity of the gauge-cell calculations. In the CMC method, it was difficult to obtain 
accurate results, due to the problems inherent to the particle insertion method at both 
very low and very high densities. By plotting chemical potential profiles obtained 
with this method for different sampling sizes (Figure 2.25) it is possible to see that 
only for very long CMC runs is 1u essentially constant across the whole pore. 
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Figure 2.25: Chemical potential profiles for methane at 120 K across a 2 nm pore, 
obtained from CMC simulations. The dashed-dotted line shows the results for a 
sampling period of 1x10 6 Monte Carlo steps, the dotted line is for 
1X107  steps and 
the continuous line corresponds to 1 xl 08  steps. 
The final check to the value of P eq  obtained with the gauge-cell method was 
performed by comparing it to the outcome of a CMC simulation in a very large pore 
(lateral dimensions of 7.5 nm). This simulation follows the prescription of 
Heffelfinger et al. (1987, 1988) for calculating the chemical potential at the 
equilibrium phase transition. In the previous CMC simulations with a small periodic 
cell, the system was forced to remain homogeneous and the van der Waals loop 
could be plotted. If the cell is large enough, however, the system will tend to separate 
into two distinct phases (Papadopoulou et al., 1992). The chemical potential of such 
a system, if calculated correctly, should yield the value of P eq . Figure 2.26 shows a 
snapshot of a typical configuration observed during the CMC run. It can easily be 
confirmed that the system has indeed split into two distinct phases (vapour in the 
centre of the simulation cell and liquid towards the edges) separated by an interface. 
73 
Figure 2.26: Snapshot of a typical configuration obtained during the CMC simulation 
with a large periodic cell. Methane molecules are represented by the purple 
spheres, while the graphitic pore walls are shown in dark grey. 
Table 2.4 presents the values of Peq calculated by several simulation methods: 
integration of the van der Waals loop obtained by the gauge-cell method, integration 
of the ioop obtained by CMC simulations imposing fluid homogeneity, and the 
outcome of a CMC simulation with phase separation. Also shown are the estimated 
errors and the approximate length of computer time required for each calculation. 
There is very good agreement between the values of Pe q calculated by all three 
methods, but the gauge-cell method is by far the fastest. In light of this, the gauge-
cell method is the most practical for the calculation of coexistence. In spite of the 
fact that it requires a certain amount of trial and error to sample the unstable region, 
it is still more accurate than the CMC method combined with integration of the van 
der Waals loop, which suffers from the already mentioned difficulties associated 
with the particle insertion method. The CMC simulation with phase separation 
provides a straightforward, easy to implement method. However, in such a large and 
heterogeneous system, constancy of the chemical potential along the pore is difficult 
to achieve. In fact this particular run required a sampling size of 2x 108  Monte Carlo 
steps. Such a long simulation becomes impracticable when dealing with polar 
molecules such as water, when computationally intensive long-range interactions 
must be evaluated. It is worth mentioning that GCMC simulations for this system 
yielded (non-equilibrium) condensation and vaporisation pressures of P/P sat = 0.0750 
and 0.0743, respectively. For this combination of adsorbate, pore size and 
temperature, in which the hysteresis loop obtained with the GCMC method is very 
narrow, these values give a tight bound on the equilibrium transition pressure. 
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Table 2.4: Reduced vapour-liquid equilibrium transition pressure for methane 
adsorbed in a 2 nm pore at 120 K calculated by several methods. Also shown are 
the estimated absolute error in the calculations (95% confidence interval) and the 
approximate computation time. 
Method 	 P/Psat 	Estimated error Time (hrs) 
Gauge-cell MC + integration 	0.0746 	0.0016 	5.80 
CMC (homogeneous system) + 
0.0743 	0.0035 	26.19 
integration 
CMC (heterogeneous system with 	
0.0746 	0.0025 	51.65 
phase separation) 
* - Calculations performed on a single Pentium ifi processor at 900 MHz. 
2.4. Summary 
In this chapter, the molecular simulation methods used for the study of multi-
component adsorption of water/organic mixtures in activated carbon pores have been 
described. The standard simulation method for adsorption studies, grand canonical 
Monte Carlo, was applied to the calculation of adsorption isotherms of water in 
activated carbon pores. Simulations of water present problems due to the highly poiar 
nature of the water molecule. Although more simplified molecular models were 
considered, it was opted to represent water by an effective point-charge model 
(SPCIE), since this model provides a realistic representation of the behaviour of 
water under a wide range of conditions, and does not involve an excessive 
computational effort. Since the potential between point charges is long-ranged, 
special techniques were employed to make the simulations practicable. A 
comprehensive analysis of several methods for dealing with long-ranged interactions 
in the context of Monte Carlo simulation in slit-shaped pores was performed. As a 
result of this analysis, the method of Heyes and van Swol (1981) was found to yield 
the best compromise between accuracy and speed of computation. 
Most water adsorption studies are performed at temperatures close to ambient, 
since this presents the situation of most practical interest. At these conditions, water 
is subcritical, and thus a vapour-liquid transition may occur in the pores of the 
adsorbent (see section 1.5). Evidence of such a transition (and associated hysteresis) 
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was obtained from the GCMC simulated isotherms, but this method is unable to 
explicitly calculate equilibrium phase transition properties. Therefore, the recently 
proposed gauge-cell Monte Carlo method was adapted for the simulation of phase 
equilibrium of water in activated carbon pores. This method was found to be the 
most useful for this purpose, since it allows for the calculation of the equilibrium 
vapour-liquid transition in pores containing discrete polar sites. It also provides 
information about the relative stability of each phase (by way of tracing the entire 
van der Waals loop of the confined system). The results obtained with the gauge-cell 
method were compared to canonical MC calculations. The phase equilibrium results 
obtained with both methods were in close agreement, but the gauge-cell method was 
found to be much more efficient than CMC for the same level of accuracy. 
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3. Adsorption of Water in Carbon Pores 
In this chapter, a systematic and detailed study of water adsorption in single, 
slit-shaped, activated carbon pores is presented. The chapter begins with a 
comparison between water and methane, focussing on both the extent and the 
mechanism of adsorption. The adsorption of hydrocarbons in activated carbon pores 
is not analysed in detail, since it has been the subject of numerous molecular 
simulation studies (see, e.g., Tan and Gubbins, 1992; Jiang et al., 1993; Cracknell 
and Nicholson, 1994; Klochko et al., 1999; Davies and Seaton, 1999; and references 
therein). Therefore, simulation results concerning hydrocarbon adsorption will only 
be presented in this chapter as a standpoint for comparison with the adsorption of 
water. After this comparison, the effects of several variables associated with the 
structure and chemistry of the pores are examined. Section 3.2 shows the effect of 
varying the pore size, while the three remaining sections deal with the influence of 
polar surface sites on the extent and mechanism of water adsorption. Section 3.3 
concentrates on the effect of the relative separation between polar sites, section 3.4 
presents the effects of changing the total density of polar sites, as well as their 
distribution on the surface, and section 3.5 examines the effects of different types of 
polar sites. 
To facilitate the comparison between different adsorbates and different 
thermodynamic conditions, the following quantities will be presented in this chapter 
in reduced units: temperature (Tr = TIT, where T. is the critical temperature), 
adsorbed number density (r = pxor), pore width (W r = w/aff), Henry's constant (H 
= HXkBXT). Also, the pressure is reduced by the adsorbate bulk saturation pressure 
(Psat) and other units of length are reduced by the adsorbate Lennard-Jones diameter 
(oh). The exception is the density of polar sites on the surface, which is given in 
number of sites per nm 2 of surface area in order to allow for a more straightforward 
comparison with experimentally determined values. 
3.1. Comparison with Methane Adsorption 
As discussed in Chapter 1, activated carbons are hydrophobic materials and 
have a very strong affinity towards organic adsorbents. These properties are reflected 
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in the different extents and mechanisms of adsorption of water and hydrocarbons. To 
further elucidate these differences, a comparison between the adsorption of methane 
and water on (essentially hydrophobic) graphitic pores is presented. 
Figure 3.1 and Figure 3.2 show adsorption isotherms of methane and water, 
respectively, at the same reduced conditions (Tr=0.45 and w-5.2). Under these 
conditions, both water and methane are subcritical, and thus a vapour-liquid 
transition is seen to occur in both cases. For this reason, both GCMC and gauge-cell 
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Figure 3.1: Isotherm for methane adsorbed at T1=0.45 (86 K) in a pore of w1=5.2. 
Circles represent GCMC results (closed symbols for adsorption and open symbols 
for desorption), squares represent results of the gauge-cell method and the dashed 
line shows the true equilibrium phase transition. The small arrows and the labels 
mark the points at which density profiles and snapshot configurations were obtained. 
In the case of methane (Figure 3.1), a comparison can be made with the 
isotherms presented in the previous chapter (see Figure 2.22), which correspond to 
the same pore width at T=0.63. It can be seen that as we move away from the critical 
temperature, the hysteresis loop becomes larger. In fact, the GCMC desorption 
branch in Figure 3.1 extends virtually down to the liquid spinodal point. This effect 
W.  
is due to the fact that at a lower temperature the fluctuations are reduced, and 
therefore the system remains trapped in metastable configurations down to lower 
pressures. It should be noted that at this temperature methane is likely to exhibit 
freezing transitions (Jiang et al., 1993). However, this phenomenon was not analysed 
in detail, since the main purpose of these methane simulations is a direct comparison 
with the behaviour of water. 
By comparing the methane isotherm with the results for water adsorption at the 
same reduced conditions (Figure 3.2), it becomes clear at once that the qualitative 
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Figure 3.2: Isotherm for water adsorbed at T1=0.45 (298 K) in a pore of Wr=5.2. 
Symbols are the same as in Figure 3.1. The small arrows and the labels mark the 
points at which density profiles and snapshot configurations were obtained. 
The first obvious difference in the GCMC results is that there is hardly any 
water adsorbed in the pore at low pressure. The graphitic pore is hydrophobic (see 
Chapter 1), which is due to a very low fluid-solid affinity in this system. 
Furthermore, the spontaneous condensation occurs long before any monolayer is 
formed, and the transition is from an essentially empty pore to a pore filled with 
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liquid water. In fact, the spontaneous condensation pressure is even higher than the 
bulk saturation pressure, which is also a consequence of the hydrophobicity of the 
graphitic pore. Once more, pronounced hysteresis is observed, with the desorptin 
curve extending almost down to the limit of stability of the liquid phase. This 
behaviour of water adsorbed in graphitic pores qualitatively agrees with experimental 
results (Rouquerol et al., 1999), as well as with independent GCMC simulation 
studies (Ulberg and Gubbins, 1995; MUller et el., 1996). 
As for the van der Waals loop, obtained from a series of gauge-cell 
simulations, it shows an unusual shape (similar to an inverted "2"), with the limit of 
stability of the vapour phase extending to very high pressures. Nevertheless, the 
equilibrium transition pressure lies well below Psat.  Thus, the effect of confinement is 
to reduce the transition pressure relative to that of the bulk. In the case of water 
confined between hard walls (i.e. with no attractive part of the potential), the 
opposite effect has been observed by simulation (Brodskaya et al., 2001). The 
attractive potential of the carbon walls, although weak compared to the water-water 
interaction, seems to be strong enough to bring about a shift of the vapour-liquid 
transition to lower pressures. It is worth noting here that the error bars in the lower 
density part of the loop, close to the vapour spinodal, are quite large. This originates 
from the need to use a very small gauge cell in order to obtain points in this part of 
the unstable branch (due to the very small local gradient of the unstable branch is this 
range - see section 2.3.2). Indeed, the unusual shape of the loop makes sampling in 
this region rather difficult, so only with relatively long simulation runs is one able to 
obtain accurate results in the vicinity of the vapour spinodal. 
The differences between the behaviour of water and methane can be explained 
based on the different mechanisms for condensation. To aid visualisation of this 
phenomenon, density profiles across the pore were calculated for various values of 
the average density (marked by arrows in Figure 3.1 and Figure 3.2). These are 
presented in Figure 3.4 for methane and Figure 3.6 for water, while corresponding 
snapshots of typical configurations obtained during each run are shown in Figure 3.3 
for methane and Figure 3.5 for water. Adsorption of methane at low pressure occurs 
only at the pore walls (Figure 3.3a) until a complete monolayer is formed (Figure 
3.3b). As the pressure is increased further, the adsorbate tends to form a second layer 
Ell 
parallel to the existing layer (Figure 3.3c). However, this configuration is already 
unstable. In fact, as soon as the density fluctuations are large enough to cause the 
layers on opposite sides of the pore to connect, spontaneous condensation occurs. 
The stable phase is a liquid-filled pore (Figure 3.3d). 
a) 
, 
WOW  4; 	all" 
d) 
Figure 3.3: Snapshots of typical configurations of methane molecules (represented 
by purple spheres) at Tr 0.45 (86 K) and Wr5.2, corresponding to the points 
marked in Figure 3.1 and the density profiles in Figure 3.4. The reduced density 
values are: a) 0.11; b) 0.31; c) 0.41; d) 0.71. 
This mechanism of condensation, which occurs near the end of the metastable 
vapour branch, is similar to that observed by Heffelfinger et al. (1988) in their MD 
simulations of cylindrical pores and by MUller and Gubbins (1998) in slit-shaped 
carbon pores, and agrees with the theoretical approach of Saam and Cole (1975) 
based on instability and metastability of adsorbed films. The density profiles (Figure 
3.4) start building up near the walls at first, and only when the monolayer is complete 
is there any significant adsorption near the centre of the pore. That is why in a 
GCMC simulation the second layer is not formed before the pore fills with liquid (in 
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Figure 3.4: Density profiles for methane adsorption at Tr=0.45 in a w1=5.2 pore, from 
gauge-cell simulations. For ease of visualisation, each profile is shifted upwards by 
a value of 7.0 relative to the preceding one. The average reduced density values 
are, from bottom to top, 0.11 (corresponding to point a in Figure 3.1), 0.31 (point b), 
0.41 (point c) and 0.71 (point c. 
The behaviour described above is typical of a system in which there is a large 
affinity between the solid and the adsorbate. In the case of water on a graphitic pore, 
the opposite is observed. Due to the possibility of formation of hydrogen bonds with 
each other, water molecules tend to cluster together. The formation of an adsorbed 
monolayer is therefore energetically unfavourable. The pore is initially empty until a 
small cluster of water molecules appears (Figure 3.5a). This allows more water 
molecules to bond to the cluster, until it spans the whole pore width (Figure 3.5b). It 
then extends laterally across the pore (Figure 3.5c) and finally the liquid phase is 
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Figure 3.5: Snapshots of typical configurations of water molecules at Tr=0.45 (298 
K) and Wr5.2, corresponding to the points marked in Figure 3.2 and the density 
profiles in Figure 3.6. The reduced density values are: a) 0.03; b) 0.11; c) 0.34; d) 
0.85. The light blue transparent spheres represent water molecules. The solid 
spheres show the positions of the point charges within each water molecule, blue for 
negative charges and red for positive charges. 
All the density profiles (Figure 3.6) have basically the same shape along the z 
direction, but they simply extend laterally as the adsorbed density in the pore 
increases. One might say that the methane adsorbed phase "grows" from the walls 
inward, while the water "grows" laterally along the pore. This has an effect on the 
structure of the liquid phase, which is different for water and methane (these 
differences can be observed by comparing the density profiles at the highest average 
density for the two species in Figure 3.4 and Figure 3.6), once more in agreement 
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Figure 3.6: Density profiles for water adsorption at 7=0.45 in a pore of Wr=5.2, from 
gauge-cell simulations. For ease of visualisation, each profile is shifted upwards by 
a value of 1.0 relative to the preceding one. The average reduced density values 
are, from bottom to top, 0.03 (corresponding to point a in Figure 3.2), 0.11 (point b), 
0.34 (point C) and 0.85 (point . 
It should be noted that all the water configurations illustrated (except, of 
course, the empty and the liquid-filled pore) are intrinsically unstable and are never 
observed in a GCMC isotherm. Instead, the pore remains empty until density 
fluctuations are large enough to allow the formation of a pore-spanning cluster, after 
which the pore instantaneously fills with liquid. This also explains the large extent of 
metastability of the vapour phase in water adsorption, since the variation in density 
that must be achieved to jump from the vapour to the liquid phase is extremely large, 
and this only becomes possible at very high pressures. In the case of methane, on the 
other hand, there is only a small distance to be covered after the monolayer is 
formed, and therefore the onset of liquid formation occurs at a much lower relative 
pressure. 
In summary, the mechanism of adsorption of water in carbon pores was 
observed to be quite different from that of methane, due to the different character of 
the solid-fluid and fluid-fluid interactions. The mechanism described here will be 
helpful when examining the effect on water adsorption of several parameters used to 
represent the structural and chemical heterogeneity of activated carbon. This analysis 
will be presented next. 
3.2. Effect of Pore Width 
The effect of the pore width on the affinity for water adsorption can be 
examined by calculating the Henry's constant of adsorption, as described in section 
2.2.6. In Figure 3.7, a plot of H as a function of W1 for water adsorption on a 
graphitic pore is presented. The maximum affinity for adsorption occurs for a 
reduced pore width of around 2.1. At this width, the attractive potentials of both 
walls overlap substantially and the potential energy is at its deepest. If the pore width 
decreases below this value, the repulsive part of the wall potential is predominant 
and the adsorption is significantly reduced (Hr decreases). 
Figure 3.8 shows GCMC isotherms for water adsorption on graphitic pores of 
several widths. The adsorption at low pressures decreases with the pore width, in 
tune with the variation in the Henry's constant (see Figure 3.7). Another feature that 
is clear from these results is that spontaneous condensation occurs at higher pressures 
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Figure 3.7: Reduced Henry's constant as a function of reduced pore width for water 
adsorption on graphitic pores at 298 K (7=0.45). The line is a guide to the eye. 
Figure 3.8: GCMC adsorption isotherms for water at Tr=0.45 (298 K) in graphitic 
pores of various widths: Wr=2.0 (solid squares), vvr=2.7 (open circles), w1=3.0 (solid 
triangles), w1=3.6 (open squares), Wr=4.5 (solid circles), Wr5.2 (open triangles). The 
data are shown on a log-log scale to aid visualisation of the isotherms over the 
entire pressure range. 
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The point at which the spontaneous condensation takes place in a GCMC 
simulation does not correspond to the true equilibrium phase transition. Rather, it 
occurs somewhere between the equilibrium and the limit of stability of the vapour 
phase (see section 2.3.1). Therefore, the effect of pore width on the equilibrium 
phase transition, as well as on the spontaneous condensation, of water was also 
examined. The isotherms obtained using the gauge-cell method for three different 
pore sizes are shown in Figure 3.9. It can be seen that a reduction of Wr brings about 
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Figure 3.9: Isotherms for water at Tr=0.45 (298 K) adsorbed in pores of different 
width. Symbols are the results of the gauge-cell method: filled squares, wr=5.2; open 
circles, wr=3.0; filled triangles Wr=2.0. The error bars are not shown to ease 
visualisation. The lines connecting the symbols are a guide to the eye. Vertical lines 
are the values of Peq  obtained by thermodynamic integration: solid line, wr=5.2; 
dotted line, wr=3.0; dashed line Wr=2.0. 
An increase in the pore width means that it is harder for a pore-spanning cluster 
to form. The system remains trapped in the vapour phase for longer, until high 
pressure allows for density fluctuations of enough magnitude to overcome the large 
energy barrier between the two phases. In a smaller pore the attractive parts of the 
solid-fluid potential for the individual walls overlap, and this effect, associated to the 
reduction of the physical distance between the walls, leads to an earlier onset of 
condensation. The increase of Peq with w 1 is caused mainly by a greater extent of 
vapour metastability, since the liquid spinodal is seen to be almost independent of the 
pore width. This might seem surprising, but in fact, once the liquid phase is formed, 
its stability is mainly dictated by liquid-liquid rather than liquid-solid interactions. 
The instability of the liquid, which leads to evaporation, is brought about by the 
formation of a large enough bubble of vapour inside the pore (Heffelfinger et al., 
1988), and this process is little influenced by the solid-fluid interactions. Thus, the 
distance between the pore walls exerts little influence on the limit of stability of the 
liquid phase. Effectively, this means that there will be a lower limit to the pressure at 
which a hysteresis loop in a real adsorbent will close. This limit will be dictated 
solely by thermodynamic considerations and will be essentially independent of the 
pore size. 
3.3. Eftect of Relative Separation of Polar Sites 
As a starting point for this analysis, two carbonyl sites have been placed on one 
of the pore walls and their relative position along the x-axis was changed (Figure 
3.10a). The maximum separation distance was set at half the box length (1.5 nm, 
corresponding to 4.74 times the molecular diameter of water) and the minimum at 
approximately the Lennard-Jones diameter of the oxygen atom (0.3 nm, or 0.95 times 
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Figure 3.10: Configurations for the study of lateral separation between surface sites: 
a) carbonyl sites; b) co-directional hydroxyl sites; C) converging hydroxyl sites; d) 
opposing hydroxyl sites. The x direction is from left to right, the y direction is from 
bottom to top and the z direction is outwards from the page. 
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The Henry's constants for these configurations were calculated by Monte Carlo 
integration and plotted in Figure 3.11. From this plot, it is clear that adsorption is 
significantly enhanced when the reduced distance between the two sites is less than 
about 2.0. Above this threshold, there is no noteworthy variation in the Henry's 
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Figure 3.11: Reduced Henry's constant as a function of the reduced separation 
distance between two carbonyl sites located on the same wall. The reduced pore 
width is 3.0 and the temperature is 298 K (1=0.45). 
The highest value of Hr occurs at a reduced distance of 0.95, which means that 
water is preferentially adsorbed near two carbonyl groups that are very close 
together. The reason for this is that in this case one water molecule can hydrogen 
bond with both surface sites at the same time, as seen in the snapshot in Figure 3. 12a. 
This configuration is energetically very favourable, leading to a large Henry's 
constant. 
When the sites are separated by at least 1.9 molecular diameters, the water 
molecule can no longer reach both sites at the same time, so it simply bonds to one of 
them (Figure 3.12b). After this point, the contribution of each surface site to the 
affinity of the pore for water adsorption is independent of their separation. 
a) 	 b) 
Figure 3.12: Snapshots of water adsorbing at T1=0.45 (298 K) in a slit pore of Wr=3.0 
with two carbonyl sites. Reduced separation distances between sites are 0.95 (a) 
and 1.9 (b). The transparent spheres are the Lennard-Jones centres (green for 
carbonyl sites and light blue for water), while the solid spheres represent point 
charges (blue for negative and red for positive). 
An analogous study involving hydroxyl groups has also been performed, but in 
this case the orientation of the sites must be taken into consideration. Therefore, three 
different orientations have been examined: in one case the hydrogens are pointing in 
the same direction (co-directional - Figure 3.1 Ob); in another case they are pointing 
towards each other (converging - Figure 3.1Oc); and in the final case they point away 
from each other (opposing - Figure 3.1 Od). The values of the Henry's constant as a 
function of separation distance for the three orientations are plotted in Figure 3.13. 
For the case of converging hydrogens, the maximum enhancement of 
adsorption takes place when the sites are separated by about 1.3 molecular diameters. 
At this distance, a water molecule can "fit" between the two sites in an extremely 
favourable configuration, with the electronegative oxygen atom located between the 
two hydrogen atoms of the hydroxyl groups (Figure 3.1 4a). When the sites are too 
close together (0.95 molecular diameters), the water molecule starts to feel the 
repulsive forces between the negative oxygen atoms and this configuration becomes 
unfavourable. This behaviour is quite distinct from that of carbonyl groups because 
in the latter case the water molecules can form hydrogen bonds from every direction 
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Figure 3.13: Reduced Henry's constant at 298 K (T1=0.45) as a function of reduced 
separation distance between two hydroxyl sites located on the same wall of a Wr=3.0 
pore. Diamonds are for opposing hydrogens, triangles for converging hydrogens and 
open squares for co-directional hydrogens. 
Looking now at the case of opposing hydrogens, the highest value of the 
Henry's constant occurs once more at a reduced separation of 1.3. This corresponds 
to a configuration in which the water molecule forms hydrogen bonds with both sites 
simultaneously, this time with each hydrogen atom pointing toward one surface site 
(Figure 3.14b). Both the opposing and converging configurations cause an 
appreciable enhancement in adsorption of water when the sites are at a suitable 
distance apart (the latter being slightly more favourable). However, in the co-
directional configuration this enhancement is not so evident, due to a shielding 
effect: the negative charge of one site is "protected" by a positive hydrogen of the 
neighbouring site, and vice-versa (Figure 3.14c). For this orientation, there is almost 
no change in Hr with the separation distance, since a water molecule can bond to 
only one of the sites. In general, regardless of the orientation, the sites behave as if 
91 
they 	ere isolated at distances abuse 	molecular diameters i1i is essemw!k 
constant above this value). This distance is larger than the correspondent for carhn\ I 




Figure 3.14: Snapshots of water adsorption at 298 K (Tr=0.45) in a slit pore of 
Wr3.0 with two hydroxyl groups: a) converging, b) opposing and c) co-directional 
hydrogen atoms. Colour-coding is the same as in Figure 3.12. 
By placing one carbonyl site on each wall, directly opposite each other, and 
varying the pore width (Figure 3.1 5a), the influence of the separation of sites on 
opposing pore walls can be examined. The values of Hr VS. Wr for this case are 
plotted as diamonds in Figure 3.16. The open squares represent an analogous 
situation, but with the sites at a maximum separation in the x direction (Figure 3.1 5b) 
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(in this configuration, they are considered to behave as isolated sites). Also plotted is 
the change in H1 with pore width for a purely graphitic pore (triangles). 
to A 	6 
b) 
Figure 3.15: Configurations for the study of pore width variations with carbonyl sites: 
a) directly above each other; b) at maximum lateral distance. The x direction is from 
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Figure 3.16: Reduced Henry's constant at 298 K (Tr=0.45) as a function of reduced 
pore width for carbonyl surface groups. Triangles are for a purely graphitic pore, 
open squares are for a pore containing two carbonyl groups at maximum lateral 
separation and diamonds are for a pore containing two sites directly above each 
other. 
The presence of two isolated polar sites significantly increases the Henry's 
constant relative to a graphitic pore, but this increase is virtually independent of pore 
width (the curve merely shifts to higher values by a constant amount). However, if 
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the sites are directly above each other, this enhancement of adsorption is much 
higher in small pores. As with two sites on the same wall, this is due to the 
possibility of a water molecule bonding to both sites simultaneously, across the pore 
(Figure 3.17). 
Figure 3.17: Snapshot of water adsorbing at 298 K (Tr=0.45) in a slit pore of Wr=2.4 
containing carbonyl groups on opposing pore walls. Colour-coding is the same as in 
Figure 3.12. 
When the reduced pore width exceeds about 3.2, both curves overlap, 
indicating that the separation in the z direction is sufficient to virtually eliminate co-
operation between the two sites that are directly above each other. In this situation, 
water bonds to only one of the sites and the affinity for water adsorption is 
independent of their relative position. 
A similar study was performed with hydroxyl groups, and the results are shown 
in Figure 3.18. With hydroxyl groups, the conclusions are the same as for the 
carbonyl groups: the reduced pore width above which the relative position of the 
sites does not affect Hr is also around 3.2. This is because the projection of the OH 
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Figure 3.18: Reduced Henry's constant at 298 K (Tr=0.45) as a function of reduced 
pore width for hydroxyl surface groups. Triangles are for a purely graphitic pore, 
open squares are for a pore containing two surface sites at maximum lateral 
separation and diamonds are for a pore containing two sites directly above each 
other. 
3.4. Eftect of Density and Distribution of Polar Sites 
The results from the previous section show that polar surface sites located in 
close vicinity to each other behave differently from when they are isolated. To 
further differentiate the effects of local from total density of sites, several more 
complex configurations involving carbonyl groups have been examined. In these 
configurations, two different categories of sites were considered: closely located 
sites, separated by 0.95 molecular diameters (which will be called "pairs" from now 
on); and simple isolated sites, separated by at least 2.2 molecular diameters. 
The first of these case studies involved calculating the Henry's constant in a 
series of configurations starting from a graphitic pore. Subsequent configurations 
were generated by adding two carbonyl sites at a time, either in pairs or isolated. The 
results are plotted in Figure 3.19, from where it is clear that the increase in the 
surface site density causes an increase in the hydrophilicity of the pore. However, 
this increase is much more pronounced when the sites are paired than when they are 
isolated. Indeed, the inclusion of a single pair of carbonyl sites on the surface has a 
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Figure 3.19: Reduced Henry's constant at 298 K (Tr=0.45) and w1=3.0 as a function 
of polar site density for two different configurations of carbonyl sites. The site density 
is increased gradually by adding pairs (diamonds) or isolated sites (open squares). 
To further investigate this effect, the Henry's constant has been calculated in a 
series of pores in which the overall concentration of sites was kept constant, but the 
number of paired sites was allowed to vary. This means starting from a pore with 
only isolated sites and generating subsequent configurations by moving them one by 
one into close proximity (Figure 3.20). 
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Figure 3.20: Configurations for the study of local density of carbonyl sites: a) no 
pairs; b) one pair; c) six pairs. The overall site concentration is kept constant. 
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By examining the plot in Figure 3.21, a gradual enhancement of the 
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Figure 3.21: Reduced Henry's constant at 298 K (T=0.45) as a function of the 
number of pairs of carbonyl sites. The reduced pore width is w1=3.0 and the total site 
density is kept constant at 1.33 sites/nm2 . 
It is also important to examine the influence of these factors at higher 
pressures. For that purpose, GCMC adsorption isotherms for different site 
configurations and concentrations have been calculated. The first results are for cases 
analogous to Figure 3.20, i.e. keeping the overall density constant but changing the 
number of paired sites. The isotherms for three of those cases are shown in Figure 
3.22. In the low-pressure region, the isotherms are linear, in accordance with Henry's 
Law (Figure 322b). By comparing the isotherms for different site distributions, the 
increase in low-pressure adsorption with the number of pairs is once again evident. 
However, the spontaneous condensation occurs almost at the same pressure for all 
three configurations (Figure 3.22a), which suggests that it is virtually independent of 
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Figure 3.22: Adsorption isotherms from GCMC simulations at 298 K (Tr=0.45) in a 
pore of Wr=3.0 with a total density of carbonyl sites of 1.33 sites/nm 2 . The number of 
pairs of sites is 0 for diamonds, 3 for open squares and 6 for triangles. Part a) shows 
all data on a logarithmic scale to aid visualisation of the isotherms over the entire 
pressure range. Part b) shows only the low-pressure data on a linear scale. 
Simulations of phase coexistence using the gauge-cell method were performed 
in order to verify if the pressure at the equilibrium phase transition is also 
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independent of the local distribution of active sites. Figure 3.23 shows the results 
obtained for a pore of w.=3.0 with evenly distributed sites (i.e., no pairs). 
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Figure 3.23: Isotherm for water adsorbed at 298 K (Tr=0.45) in an activated carbon 
pore of Wr=3.0, with a total density of carbonyl sites of 1.33 sites/nm 2 . The sites are 
evenly distributed on the surface of the pore (no sites are paired). Filled circles are 
the results of GCMC adsorption, while open squares show the results of the gauge-
cell simulations. The pressure at the equilibrium phase transition, calculated by 
Maxwell's rule, is marked by the dashed line. The small arrows and the labels mark 
the points at which snapshot configurations were obtained. 
Using this method, the entire van der Waals loop of the system was traced and 
the equilibrium transition pressure was calculated. The shape of the ioop is 
qualitatively similar to that of water in purely graphitic pores (see section 3.1), with a 
large extent of vapour metastability. As expected, the point of spontaneous 
condensation in the GCMC isotherm occurs between the equilibrium value and the 
vapour spinodal point. The gauge-cell results overlap with the GCMC isotherm in the 
stable and metastable regions, indicating consistency between both methods even 
when surface sites are present. The van der Waals loops obtained for configurations 








slightly from the results shown in Figure 3.23, so they are not shown here. The only 
significant difference was observed in the low-pressure region, but this exerted 
negligible influence on the calculated value of the equilibrium transition pressure. 
Therefore, it can be said that the equilibrium phase transition pressure is virtually 
independent of the local distribution of surface sites, as long as the total site density 
remains constant. 
The same analysis as above was performed in pores of w r=3.0 with different 
values of the overall site density, in which the sites were regularly distributed on both 
walls with separation distances of at least 2.2 molecular diameters. The GCMC 
adsorption isotherms are plotted in Figure 3.24. 
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Figure 3.24: GCMC adsorption isotherms at 298 K (7=0.45) in a slit pore of w=3.0, 
activated with regularly distributed carbonyl groups. Diamonds are for a graphitic 
pore, open squares are for a site density of 0.44 sites/nm 2, triangles are for 0.89 
sites/nm2 , crosses are for 1.33 sites/nm 2 and open circles are for 2.22 sites/nm 2 . 
In this case, the adsorption at low pressure is almost independent of site 
concentration (it is slightly lower for 0.44 sites/nm 2 , but practically the same for all 
other site densities). However, spontaneous condensation occurs at lower pressure 
values as the polar site density increases. The vapour-liquid equilibrium results for 
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this case study (Figure 3.25) show the same trend - an increase in the site 
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Figure 3.25: Simulations of vapour-liquid coexistence for water adsorbed at 298 K 
(7=0.45) in a slit pore of Wr=3.0, activated with regularly distributed carbonyl groups. 
Symbols represent the results of the gauge-cell simulations and vertical lines show 
the values of the equilibrium transition pressure obtained by Maxwell's rule. Filled 
squares and dashed line are for a graphitic pore; open circles and dotted line are for 
a site density of 0.44 sites/nm 2; filled triangles and continuous line are for 1.33 
sites/nm2 . Thin lines connecting the symbols are a guide to the eye. 
By examining the low-density region of the van der Waals loop, it can be seen 
that as the density of active sites increases, the vapour spinodal point occurs earlier. 
The presence of more nucleation sites on the surface of the carbon has the effect of 
reducing the stability of the vapour phase, thus shifting its limit of stability to lower 
pressures. For the metastable liquid phase, the effect of surface site density is not 
nearly as significant, presumably due to the dominance of the large number of water-
water interactions over the water-solid interactions in the liquid phase. Nevertheless, 
the presence of surface groups participating in hydrogen bonding does stabilise the 
liquid phase to an extent. 
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Once more, the mechanism of condensation of water in slit pores can help 
understand the results presented above. The mechanism is explained with the help of 
snapshots of typical configurations for several densities of adsorbed water in a pore 
of wr=3.0 (Figure 3.26). Initially, the pore contains very little adsorbed water, which 
is mostly bonded to surface sites (Figure 3.26a). As the pressure increases, density 
fluctuations in the pore become larger, and short-lived water clusters are seen to 
occasionally form and disintegrate during the course of the simulation. At a certain 
point, a cluster that spans the whole of the pore width, connecting both walls, is 
formed (Figure 3.26b). Once such a cluster is formed, it is very easy for more water 
molecules to bond to the existing ones, expanding the cluster laterally along the pore 
(Figure 3.26c). After that, the pore quickly fills with a liquid-like phase (Figure 
3.26d). The formation of a pore-spanning cluster seems to be critical to the onset of 
condensation. It must be noted, however, that configurations b and c in Figure 3.26 
are unstable, and do not correspond to points on the equilibrium isotherm. Rather, 
they are merely observed as intermediate steps in the formation of the liquid phase. 
This mechanism is similar to that observed for water adsorption in graphitic pores, 
but radically different from the condensation mechanism of strongly adsorbing, non-
polar substrates (see section 3.1). In light of this mechanism, it is easy to see that if 
the density of surface sites increases, so does the probability of formation of the 
pore-spanning cluster. Therefore, condensation occurs at lower pressures in pores 
with more active sites. The distribution of these sites on each pore wall, on the other 
hand, has little impact on the probability of formation of such a cluster. Although it 
strongly affects the amount of water adsorbed at low pressures, the local site density 






Figure 3.26: Snapshots of typical configurations for several reduced densities of 
adsorbed water at 298 K (Tr0.45) and W5.2, corresponding to the points marked 
by arrows in Figure 3.23. The reduced density values are: a) 0.01; b) 0.08; c) 0.36; 
d) 0.67. Colour-coding is the same as in Figure 3.12. 
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In relatively narrow pores, such as the pore of w 1=3.0, the presence of active 
sites on opposite walls, as well as the distance between them, is expected to have an 
influence on the condensation pressure. Figure 3.27 presents GCMC water 
adsorption isotherms in a pore of Wr=3.0 with 1.33 sites/nm 2, for three different cases 
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Figure 3.27: GCMC adsorption isotherms at 298 K (T1=0.45) in a slit pore of w1=3.0 
with a total density of carbonyl groups of 1.33 sites/nm 2 for analysis of the 
separation between sites on opposite walls. Filled triangles are for sites on both 
walls, directly opposite each other (relative distance across the pore of 2.2 
molecular diameters). Filled diamonds are for sites on both walls, at maximum 
possible separation (relative distance across the pore of 3.0 molecular diameters). 
Open squares are for all sites on the same wall. 
This comparison is analogous to the study depicted in Figure 3.15, except that 
the pore width has not been allowed to vary. In this case, the relative distance 
between sites on opposing walls changes not only the low-pressure adsorption, but 
also the point of spontaneous condensation. In the case where the polar sites are 
directly opposite each other, condensation occurs at lower pressures, since the 
probability of formation of a pore-spanning cluster increases. Although the same 
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analysis has not been performed for other pore widths, this effect is expected to be 
stronger in narrower pores and to be practically negligible in wide pores, in tune with 
the effect on the Henry's constant (see Figure 3.16). The isotherm for a configuration 
where all the sites are on the same wall is also shown in Figure 3.27. Comparing this 
isotherm with the results for maximum site separation, it is clear that adsorption at 
low pressure is little affected, since the sites are essentially isolated in both 
configurations. However, spontaneous condensation occurs at higher pressures when 
all the sites are on one wall, regardless of the fact that it is easier for water molecules 
to form bridges between surface sites on the same wall in this configuration. Once 
more, this has to do with the probability of formation of a pore-spanning cluster - it 
is easier to form such a cluster when there are nucleation sites on both walls. This 
provides further evidence that it is the formation of a cluster connecting both pore 
walls that is critical for the onset of the liquid phase, rather than the growth of 
clusters on the same wall. 
To complete this investigation, adsorption in pores with different random 
configurations of carbonyl groups (Figure 3.28) has also been simulated. The 
corresponding GCMC isotherms are depicted in Figure 3.29. In general, low-pressure 
adsorption increases with the site density while spontaneous condensation occurs at 
lower pressures as the number of sites increases. The exceptions to this rule are the 
two highest densities - in fact, low-pressure adsorption is higher at a density of 1.78 
sites/nm2 than at 2.67 sites/nm2. This observation might seem unusual, but can be 
explained as follows. In the configuration at 1.78 sites/nm 2, a large number of 
carbonyl groups are located in very close vicinity, forming very strong loci for water 
adsorption, whereas the sites in the highest density configuration are much more 
regularly distributed (see Figure 3.28). Therefore, since adsorption at low pressure is 
mainly determined by local site distribution, it is expected to be higher in the first 
case, even if the total site density is lower. As the pressure increases the curves 
eventually cross over, spontaneous condensation occurring earlier for the higher total 
density. This provides further evidence for the reasoning that the local distribution of 
polar sites affects mainly low-pressure adsorption, while the total site density is the 
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Figure 3.28: Random configurations of surface sites for values of the total site 
density, from top to bottom: 0.44 sites/nm 2 , 0.89 sites/nm 2 , 1.78 sites/nm 2 and 2.67 
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Figure 3.29: GCMC water adsorption isotherms at 298 K (Tr=0.45) in a slit pore of 
wr=3.0 with random distributions of carbonyl sites, corresponding to Figure 3.28. 
Total densities of surtace sites are: 0.0 sites/nm 2 (diamonds), 0.44 sites/nm2 (open 
squares), 0.89 sites/nm2 (triangles), 1.78 sites/nm 2 (crosses) and 2.67 sites/nm 2 
(open circles). 
3.5. Eftect of Type of Polar Site 
The effects of different types of polar site were compared by calculating Hr for 
different densities of isolated carbonyl, hydroxyl and carboxyl groups. From the 
results (solid lines in Figure 3.30), it is visible that the magnitude of the Henry's 
constant is similar for isolated carbonyl and hydroxyl groups, but is much higher for 
carboxyl groups. This is mainly due to the fact that a water molecule can form two 
hydrogen bonds with a single carboxyl group, in a very energetically favourable 
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Figure 3.30: Reduced Henry's constant at 298 K (Tr=0.45) as a function of site 
density, for several types of functional groups: carbonyl (diamonds), hydroxyl (open 
squares), carboxyl (triangles) and pairs of carbonyl groups (crosses - dotted line). 
The pore width is Wr5.1. 
Figure 3.31: Snapshot of water adsorption at 298 K (Tr0.45) in a slit pore of Wr=5.1 
with one carboxyl group. Colour-coding is the same as in Figure 3.12. 
This observation suggests that one COOH group is essentially behaving as two 
oxygenated sites placed in close vicinity to each other. In fact, this behaviour can be 
effectively reproduced by substituting each COOH site with a pair of carbonyl sites 
separated by 0.95 molecular diameters (dotted line in Figure 3.30). This 
interpretation is in line with experimental results, which indicate that the amount of 
water adsorbed in an activated carbon depends only on the density of oxygen on the 
surface, regardless of its functionality (see section 1.5). 
The fact that the energy of adsorption of water onto carbonyl and hydroxyl 
sites is very similar does not mean that the behaviour of these sites is exactly the 
same. In fact, in the case of a carbonyl group the hydrogen bond will always be 
between its oxygen atom and the hydrogen in the water molecule, while a hydroxyl 
group may bind with water using either its oxygen or its hydrogen atom. This will 
have implications on the structure of the adsorbed water, but the energy of the 
hydrogen bond will be roughly the same. Similarly, water cannot be expected to 
adsorb in a similar configuration in the presence of a carboxyl group or of two paired 
carbonyl groups. However, the energy of adsorption will be roughly the same and 
there will be little difference on the amount adsorbed. Therefore, it is likely that the 
behaviour of a real activated carbon (which contains several different types of polar 
sites) can be effectively modelled by a distribution of a single type of active site. 
Carbonyl groups seem the most likely candidates for inclusion in such a model, since 
they can be represented by a very simple molecular model (which makes the 
simulations computationally less expensive) and are not orientation dependent. 
Furthermore, there is experimental evidence of the presence of carbonyl groups on 
the surface of activated carbons, both isolated and in pairs (Boehm 1994). 
3.6. Summary 
The use of the simulation techniques presented in Chapter 2 allowed for a 
detailed study into the phenomenon of water adsorption in activated carbon pores. 
Several variables related to the structural and chemical heterogeneity of the 
adsorbent were analysed systematically with respect to the effect on the extent and 
mechanism of water adsorption. The main conclusions of this study are as follows: 
. A reduction of the pore width brings about a reduction in the pressure of 
spontaneous condensation observed in GCMC isotherms. Phase equilibrium also 
occurs at lower pressures in narrower pores. 
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• The presence of poiar (oxygen-containing) sites on the surface of the carbon 
substantially increases the affinity of the pore toward water adsorption. 
• Polar sites that are located in close vicinity form strong loci for water adsorption. 
There exists a critical distance beyond which this cooperative effect is negligible. 
• The relative position of sites on opposite pore walls has a strong effect on water 
adsorption in narrow pores (below about 1 nm in width), but is negligible in 
wider pores. 
• The local distribution of polar sites on the surface has a strong effect on low-
pressure adsorption of water, but little effect on the phenomenon of condensation. 
On the other hand, the total concentration of polar sites strongly affects the 
condensation of water in carbon pores. 
• Water adsorption is mainly influenced by the total oxygen concentration on the 
surface of the carbon, rather than by the type of surface oxide that is present. 
The above observations were explained based on the mechanism of water 
adsorption in activated carbon pores. This mechanism is significantly different from 
that of strongly adsorbing, non-polar substrates. Water adsorbs by forming hydrogen-
bonded clusters and not by forming a monolayer close to the surface. These clusters 
of water molecules become more stable as the pressure increases, until a cluster that 
connects both pore walls is formed. The formation of this pore-spanning cluster 
quickly leads to the complete filling of the pore with a condensed phase. Such a 
cluster can form more easily in narrower pores, when nucleation sites (surface 
oxides) are present, and when these sites are located on opposite walls. Thus, in all 
these situations, the condensation pressure is shifted to lower values. 
The molecular simulation results presented here can also help explain some 
experimental observations. They confirm that substantial adsorption of water in real 
activated carbons at low pressures, when present, can most likely be attributed to 
clustering of water molecules around strong polar sites (such as carboxyl groups or 
pairs of carbonyl groups). The effect of these sites on the low-pressure region of the 
water isotherm has been observed experimentally (Carrasco-Marmn et al., 1997; 
Salame and Bandosz, 1999). The experimental observation that water adsorption 
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depends mainly on the overall oxygen content of the carbon and not on its 
functionality (López-Ramón et al., 2000) has also been confirmed by simulation. 
As for the steep region of the water isotherm, the molecular simulation results 
shown in this thesis strongly indicate that it is due to condensation of water in the 
micropores of the carbon. This mechanism explains why the S-shaped part of the 
water isotherm is affected by both the structure (Miyawaki et al., 2001; Alcafiiz-
Monge et al., 2002) and the polarity (Carrasco-Marmn et al., 1997) of the adsorbent, 
and is in agreement with evidence obtained from calorimetric measurements (Salame 
and Bandosz, 1999; Groszek and Aharoni, 1999; Phillips et al, 2000). The 
mechanism of condensation in carbon micropores observed here should be 
distinguished from the macroscopic phenomenon of capillary condensation in larger 
pores (with formation of a meniscus and described by the Kelvin equation). The 
former is caused by the coalescence of clusters of water molecules formed inside the 
pore (in most activated carbons, these clusters will nucleate around polar surface 
sites). Although at all conditions simulated in this thesis the filling of the carbon 
micropores was a discontinuous process, with associated hysteresis, it is very likely 
that a transition to a process of continuous filling (as observed, for example, by 
McCallum et al, 1999) will exist. This continuous filling will occur in narrow pores, 
at higher temperatures and/or at higher surface site concentrations than those 
simulated here. 
Finally, it has been shown by molecular simulation that the polar sites have a 
strong influence on the phase equilibrium and on the stability of the vapour (and, to a 
lesser extent, the liquid) phase. This can, in turn, be related to the experimentally 
observed effect of polarity on the hysteresis loop of the water adsorption isotherm 
(Kaneko et al., 1999). Although this does not exclude the possibility that the 
hysteresis in a real carbon is also due to pore-blocking effects, it implies that it is at 
least partly due to a single-pore hysteresis phenomenon. 
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4. Prediction of Adsorption of Water/Organic Mixtures 
The detailed study of water adsorption in single activated carbon pores, 
presented in the previous chapter, provided insight into the fundamental 
characteristics of the adsorbent which influence the adsorption of water. This 
information can be used to develop a model for activated carbon, based on molecular 
simulation, that is able to predict the adsorption of water/organic mixtures in real 
activated carbon adsorbents. That is the subject of this chapter. 
The first section deals with the development of the model carbon, focussing on 
the representation of both structural and chemical heterogeneity. The parameters of 
the model were extracted from experimental pure-component adsorption data, and 
the methods used to do so are explained in detail. In particular, the sensitivity of the 
model to variations in the surface chemistry is analysed. Section 4.2 compares the 
results of the model with experimental multi-component adsorption data. The 
predictions of the model are also compared to the results obtained using two classical 
thermodynamic models for multi-component adsorption prediction. 
4.1. Activated Carbon Model 
The aim of this section is to present a model for activated carbon that will be 
used to predict the adsorption of mixtures of water and organic species. The 
development of such a model requires experimental adsorption data for two 
purposes: to obtain a sufficiently accurate representation of both the physical 
structure and the chemical heterogeneity of the adsorbent; and to evaluate the 
performance of the model in the prediction of adsorption, by comparing simulated 
isotherms to experimental ones. 
The first task in not straightforward. Ideally, one would want to obtain the 
structural information based on adsorption of a probe species that will not be 
influenced by the surface chemistry, while calculating the chemical parameters from 
adsorption of a probe species that will not be influenced by the structure of the 
adsorbent. Although very much appealing, this scenario is impossible in practice - 
adsorption of any species will be influenced by both factors at the same time (see 
Chapter 1). Nevertheless, it is possible to reduce the influence of chemical 
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heterogeneity to a minimum when determining the structural parameters, by 
analysing experimental adsorption of a non-polar molecule. In this way, it is possible 
to obtain a representation of the structure of the adsorbent that is almost independent 
of its surface polarity. Once the structure of the model has been established, the 
surface chemistry can be obtained by analysing adsorption of a highly poiar species 
(in this case, water). Thus, the development of the model carbon requires 
experimental data on pure-component adsorption of water and of a non-polar organic 
molecule on the same activated carbon sample. 
To assess the predictive capabilities of the model, one must compare the 
simulated isotherms for multi-component adsorption with experimental data. Once 
the structural and chemical heterogeneity of the carbon are accurately represented, 
the model should, in principle, be able to predict adsorption of any mixture of polar 
and non-polar species on the same carbon material. However, at a first stage, it is 
desirable that the mixture contain only the two components that have been used for 
the development of the model. In this case, a failure in the prediction of multi-
component adsorption would unambiguously indicate that the model did not grasp all 
the characteristics of the adsorbent that affect the adsorption of mixtures, and thus a 
refinement of the model would be necessary. On the other hand, a failure in the 
prediction of adsorption of a mixture containing components other than those used to 
develop the model would not necessarily lead to the same conclusions, since the 
possibility that a different set of chemical and/or structural parameters would lead to 
a better prediction could not be set aside. 
In summary, the analysis presented in this chapter requires experimental data 
consisting of pure-component adsorption isotherms of water and of a non-polar 
organic molecule (e.g., a light hydrocarbon), as well as binary adsorption isotherms 
of the same two species, on the same sample of activated carbon. Experimental 
adsorption data for mixtures of water and non-polar organics on activated carbon is 
scarce, and therefore the choice of system was determined by the availability of 
appropriate experimental data. LeVan and co-workers (Rudisill et al., 1992; 
Eissmann and LeVan, 1993; Russell and LeVan, 1997; Taqvi et al., 1999) have 
published experimental adsorption isotherms for mixtures of water and several 
different organic compounds on commercial BPL carbon. Of these, the data of 
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Russell and LeVan (1997) concerning water/ethane adsorption are the most suitable 
for use in the analysis performed here. These authors have reported data for pure 
water and pure ethane at several temperatures, as well as binary water/ethane 
adsorption at 298 K. This provides all the basic information necessary to develop the 
activated carbon model and to assess its performance in multi-component adsorption 
prediction. 
Figure 4.1 shows a diagram of the procedure used in this chapter to develop a 
model for activated carbon: 
ETHANE 	 WATER 
+ 	+ 
STRUCTURAL 	 CHEMICAL 






Figure 4.1: Schematic diagram of the procedure employed in this chapter for the 
development of a model for activated carbon. 
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A representation of the structural heterogeneity of the carbon is obtained from pure-
ethane adsorption. This information, together with an analysis of pure-water 
adsorption, is used to obtain a representation of the chemical heterogeneity of the 
carbon. The performance of the complete model is then evaluated by comparison 
with binary ethane/water adsorption. The details of each procedure in the model 
development are explained in the following sections. 
4.1.1. Structural heterogeneity. 
As described in Chapter 1, the more or less irregular stacking of graphite plates 
in activated carbon forms a complex network of interconnected pores of various sizes 
and shapes. A useful simplification, taking advantage of the shape of the graphite 
plates, is to assume that all the pores are slit-shaped. A further assumption that will 
be used here is that all pores are in equilibrium with the bulk gas phase (i.e., no 
connectivity effects, such as bottlenecks in the pore network, are taken into account). 
The structure of the activated carbon is thus modelled by an array of slit-shaped 
pores, characterised by a pore size distribution. This approach has been shown to 
provide an adequate representation of the structural heterogeneity of activated carbon 
and has been successful in describing adsorption in many situations of practical 
interest (see section 1.4). In this case, the total adsorption on the carbon can be 
related to the PSD via the adsorption integral equation: 
Na (T, P, Y) f f (w)p(T, P, Yj , w~w 	 (4.1) 
This is essentially equation (1.1) written for multi-component adsorption. Na(T, P, Y) 
is the total adsorbed amount of component i at temperature T, bulk-phase pressure P 
and bulk mole fraction Y 1 ; p(T, P. 1', w) is the single-pore isotherm at the same 
conditions; f(w) (=dVM/dw) is the PSD; and VM is the specific micropore volume of 
the adsorbent. 
Determining the PSD from the AlE requires the knowledge of experimental 
data (Na) and of the single-pore isotherms (p). In this study, adsorption isotherms in 
single slit-shaped carbon pores were calculated by GCMC simulation (as described 
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in section 2.2). When comparing simulation results with experiments, the single-pore 
isotherms need to be corrected to account for the difference between absolute and 
excess adsorption. The result of a simulation is the total adsorption of each species in 
a model pore - absolute adsorption. On the other hand, adsorption experiments 
measure the difference between absolute adsorption and the amount of adsorbate that 
would be present under the same thermodynamic conditions if there were no 
interactions with the adsorbent - excess adsorption. The simulated adsorption 
isotherms were converted to excess isotherms using the method proposed by Davies 
and Seaton (1999). Using this method, excess adsorption can be calculated from 
absolute adsorption using: 
pexc = pabs - ypbf VaCC  
V 
	 (4.2) 
where PieXC  is the excess adsorbed density of species 
j,pubS 
 is the absolute adsorbed 
density of species , 
pbf 
 is the bulk fluid density at the thermodynamic conditions at 
which the simulation was run, Vacc is the volume within the simulation cell that is 
accessible to the bulk fluid, and V is the total volume of the simulation cell. The bulk 
fluid density was calculated using the Peng-Robinson equation of state. The 
accessible volume is assumed to be zero at the smallest pore in which adsorption of 
species i takes place. It is thus defined as: 
	
= e ( - WJ 
	
(4.3) 
where w,p is the smallest pore in which adsorption takes place and L is the lateral 
dimension of the simulation cell. The excess density then becomes: 





From pure-component adsorption simulations, w sp was determined to be 
approximately 0.6 nm for ethane and 0.59 nm for water. Figure 4.2 shows typical 
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Figure 4.2: Excess adsorption isotherms for pure ethane at 298 K in pores of several 
widths: 0.6 nm (open squares), 0.63 nm (solid triangles), 0.67 nm (solid circles), 
0.95 nm (open circles), 1.15 nm (solid squares), 1.35 nm (open triangles), 1.5 nm 
(solid diamonds), 2.3 nm (crosses) and 3 nm (open diamonds). The lines are a 
guide to the eye. 
When Na  and p are known, equation (4.1) can be solved for the PSD. This is an 
ill-posed problem, as in principle an infinite number of PSDs can satisfy the 
experimental data. Davies et al. (1999) have proposed a method to solve the AlE 
which effectively deals with this problem. They have used a discrete representation 
of the PSD, in contrast with other methods (e.g., Jagiello, 1994) in which the 
distribution is represented by a specific functional form. The latter approach can 
yield unphysical results (if the function is too constrained and cannot capture all the 
characteristics of the PSD of the real carbon) or numerical instabilities (if there are 
too many fitting parameters). These problems do not occur when the PSD is discrete, 
and a representative result can be obtained provided that the number of quadrature 
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points is less than or equal to the number of experimental data points (if this is not 
the case, the solution will not be unique). (Davies et al., 1999) 
When establishing the quadrature intervals, one must take into account the 
concept of "window of reliability", first introduced by Gusev et al. (1997). 
Essentially, this establishes lower and upper limits to the pore sizes that can be 
reliably identified in a PSD analysis. The lower limit is the smallest pore that the 
adsorbate of interest can enter (w i), while the upper limit is the largest pore for which 
the single-pore isotherms are still linearly independent (w e). Beyond this limit, the 
adsorption will occur virtually independently on each pore wall and the pores will 
then become indistinguishable from each other. In this method, all the pores above 
the upper limit of reliability are accounted for in a single quadrature interval, 
extending to an arbitrarily large pore (w). The limits of reliability depend on the 
adsorbate, on the temperature and on the pressure. Davies and Seaton (2000) have 
recently shown that the window of reliability is extremely important when predicting 
adsorption, while the resolution of the PSD plays only a minor part. 
According to the above procedure, the discretised AlE becomes: 
Na (T,P,Yi ) 
	
(4.5) 
where rn is the number of quadrature intervals used in the analysis, with rn-i intervals 
lying within the window of reliability and one interval accounting for the adsorption 
in all the pores above the upper limit. The quadrature intervals are given by: 
6w11 
= w U  —w I 	n = 1, ..., rn-i 	 (4.6) 
rn—i 
OW m = Wmax - W u 	 (4.7) 
A uniform quadrature is adopted for the region within the window of reliability 
(equation (4.6)), since this minimises the amount of experimental data that is needed 
to obtain a PSD with a given resolution (Davies et al., 1999). 
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A disadvantage with the discrete PSD approach is that it may lead to a very 
spiky distribution. This is unrealistic, since the PSD of a real adsorbent is likely to be 
relatively smooth and centred around a few dominant pore sizes. In order to avoid 
excessive spikiness of the PSD, Davies et al. (1999) have incorporated a 
regularisation term in the minimisation procedure. This regularisation term consists 
of a regularisation factor (a) multiplied by a discrete measure of the smoothness of 
the distribution (more precisely, the integral of the square of the second derivative of 
the PSD). Regularisation effectively forces a slightly worse fit to the data but 
generates a smoother, and more physical, PSD. It also stabilises the numerical 
calculations, producing PSDs that are less sensitive to small variations in the 
experimental data. 
In principle, there should be an optimal regularisation factor that gives a stable 
solution with only a small increase in the error of the fit. In practice, however, 
determining this optimal degree of smoothing is not straightforward. For that reason, 
two different criteria were employed in this study to obtain the optimum value of a-
the generalised cross validation (GCV) score and the L-curve. The L-curve is a plot 
of a measure of the error of the fit against the smoothing factor. Usually, the error 
remains constant or increases only slightly with a below a threshold value, after 
which in increases rapidly (the curve thus exhibits a typical L shape). The optimum 
value of a corresponds to that threshold. The GCV method measures the error in the 
prediction of a given experimental data point, from a PSD that is determined based 
on the remaining data points, and then sums this error over all points. The optimum 
smoothing factor is the one that allows for a more accurate prediction of all the 
experimental data points (each calculated from the remaining points, as described 
above), and thus minimises the GCV score. 
The method described above can be applied to the calculation of a PSD from a 
single experimental adsorption isotherm (in this case, equation (4.5) would be written 
for a series of different pressures, at constant temperature and composition) or to 
several isotherms at the same time (for example, adsorption of a pure component at 
several temperatures, adsorption of several components, or adsorption of several 
binary mixtures of two components). In summary, the procedure for solving the ATE 
is as follows. The number of quadrature intervals is set to be equal to the total 
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number of experimental data points that are to be used in the calculation. By 
examining the single-pore isotherms, the limits of the window of reliability are 
determined, and the quadrature scheme is established. The values of p at the 
pressures corresponding to the experimental data points and at the pore widths 
corresponding to the quadrature points are calculated from the simulated isotherms 
by linear interpolation. This means that the simulations can be run without prior 
knowledge of the experimental data. Furthermore, the same set of simulations can be 
used to predict different experimental isotherms, involving the same component at 
the same thermodynamic conditions, provided that they cover a wide enough range 
of pore sizes and pressures in sufficient detail to warrant the accuracy of the linear 
interpolation. 
After this, a PSD is calculated by non-linear least squares minimisation for 
several values of the smoothing factor. In this study, the AlE was solved using a non-
linear minimisation routine (MINOS, 1988) interfaced through the GAMS 
mathematical programming package (GAMS, 1998). The error to the fit and the 
GCV score are calculated and plotted as a function of a, in order to determine the 
optimum degree of smoothing. The final result is the PSD corresponding to this 
optimal smoothing. 
A PSD for BPL carbon, based on the pure-ethane adsorption data of Russell 
and LeVan (1997) at 273, 298 and 323 K, was calculated using the method described 
above. The lower limit of the window of reliability was set to be equal to w, p (the 
smallest pore in which adsorption is significant) which for ethane is 0.6 nm. By 
analysing the pure-ethane excess adsorption isotherms, the upper limit of reliability 
was found to lie at approximately 2 nm. It can be seen from Figure 4.2 that the 
isotherms for the two largest pores (which are above w) are in fact linearly 
dependent. The maximum possible resolution (corresponding to the total number of 
experimental data points) was used for the PSD determination. The L-curve and 
generalised cross-validation score were calculated for a range of regularisation 
parameters, and are plotted in Figure 4.3. From the L-curve, the optimal 
regularisation factor is 1, while the GCV method yields a value of 0.5 for a. These 
values are very close to one another, and indeed the respective PSDs were observed 
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Figure 4.3: L-curve and generalised cross-validation score for the fit to pure-ethane 
adsorption at 273, 298 and 323 K. 
The PSD with a regularisation factor of 0.5 was chosen, and is shown in Figure 
4.4. The resulting fit to the experimental data is presented in Figure 4.5. The 
calculated PSD fits the experimental data well at all three temperatures and over the 
entire pressure range. 
1.2 
Figure 4.4: Pore size distribution of BPL activated carbon determined from the 








0 	0.2 	0.4 	0.6 	0.8 	1 
P (bar) 
Figure 4.5: Fit to the pure-ethane experimental data of Russell and LeVan (1997) on 
BPL carbon using the PSD of Figure 4.4. Diamonds are for data at 273 K, open 
squares are for 298 K and triangles are for 323 K. 
4.1.2. Chemical heterogeneity. 
The PSD model for the structure of the carbon has been successful in 
predicting pure- and multi-component adsorption involving non-polar (Davies and 
Seaton, 1999) and weakly polar species (Heuchel et al., 1999). However, as 
discussed in section 1.5, a description of the chemical heterogeneity of the carbon is 
required when highly polar species, like water, are concerned. Here an attempt is 
made to include this extra dimension into the model carbon, by placing oxygen-
containing sites on the surface of the slit pores. 
The behaviour of the real carbon is likely to be an average of the contributions 
of a wide variety of chemical groups (Boehm, 1994). However, the molecular 
simulation results of the previous chapter, as well as experimental evidence (see 
section 1.5), suggest that the amount of water adsorbed on activated carbon depends 
primarily on the concentration of oxygen on the surface, regardless of its 
functionality. Therefore, it has been assumed that all the polar sites present in the 
carbon can be represented by carbonyl groups. 
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As for the location of these sites, it is known that they predominate near the 
edges of the graphite plates. Since the model represents the carbon structure by a 
collection of semi-infinite pores (with no edges), the poiar sites have been placed on 
a square lattice superimposed on the pore walls. Furthermore, the sites were regularly 
distributed and separated by at least 0.75 nm. The molecular simulations presented in 
Chapter 3 have shown that the local density of polar sites has a strong impact on low-
pressure adsorption but almost no effect on pore filling. Therefore, an analysis of 
pure-water adsorption at low pressure (preferably in the Henry's law limit) might, in 
principle, provide valuable information on the site distribution. Unfortunately, such 
low-pressure experimental data is hard to come by and was unavailable for the 
particular carbon under study. However, most of the pure-water experimental data 
(see Figure 4.6) was obtained at high partial pressures of water, in the region of 
condensation, which means that the assumption of a regular distribution of isolated 
sites should have a negligible effect on the results. Furthermore, the situation of 
technological interest, and difficulty, is when water adsorption on the carbon is 
substantial, and thus, for most practical cases, the local distribution of polar sites will 
not be an important factor. 
The last factor one must consider is the distribution of polar sites between 
pores of different width. An obvious first choice is simply to say that this distribution 
is uniform (i.e., all pores contain the same density of carbonyl groups). This 
assumption, together with the previous ones, reduces the process of characterising 
the chemistry of the activated carbon to the determination of a single variable - the 
concentration of carbonyl groups on the surface. This concentration was estimated by 
locating the inflection point in the experimental (typically S-shaped) pure-water 
adsorption isotherm at 298 K (see Figure 4.6), and then determining the modal pore 
width of the PSD obtained from pure-ethane adsorption (Figure 4.4), which was 
calculated as 1.24 nm. A series of GCMC simulations in a model pore of that width, 
for different concentrations of polar sites, was performed, taking note of the pressure 
of spontaneous condensation in each isotherm. The variation of the pressure of 
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Figure 4.6: Experimental pure-water adsorption isotherm on BPL carbon at 298 K. 
Data taken from Russell and LeVan (1997). The arrow shows the approximate 
location of the inflection point in the isotherm. The pressure is reduced by the bulk 
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Figure 4.7: Reduced pressure of spontaneous condensation for water at 298 K in a 
pore of 1.24 nm width and several concentrations of carbonyl sites. 
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As expected from the results of the previous chapter, & decreases with the 
increase in the poiar site concentration. From this curve, the concentration at which 
the pressure of spontaneous condensation in the single-pore isotherm corresponded 
roughly to the inflexion point of the experimental isotherm was determined. This 
concentration, 1.476 tmolIm 2, was used as a first estimate in the model. 
After choosing the concentration of carbonyl groups, the total pure-water 
adsorption isotherm corresponding to the model carbon was calculated. This 
involved calculating a series of single-pore isotherms by GCMC, one for each pore 
size of the PSD (Figure 4.4), with the chosen concentration of polar sites. However, 
the effort involved in calculating 57 different water isotherms is prohibitive, even 
after fully optimising the calculation of the long-ranged potential for charged 
molecules (see section 2.2.4). For this reason, the resolution of the original PSD was 
reduced to only 15 pores. This number was sufficient to retain all the characteristics 
of the PSD, while significantly reducing the computational cost. The reduced PSD is 
shown in Figure 4.8 for comparison. 
Figure 4.8: Pore size distribution of BPL activated carbon reduced to 15 discrete 
pore sizes. 
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It is worth noting that the fit to the pure-ethane adsorption isotherms using this 
reduced PSD is essentially indistinguishable from that obtained with the original 
PSD (Figure 4.5). This is in agreement with the conclusions of Davies and Seaton 
(2000), corroborating their statement that the resolution of the PSD is of minor 
importance when adsorption prediction is concerned. Some of the single-pore 
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Figure 4.9: GCMC adsorption isotherms for pure water at 298 K in slit-shaped pores 
with a concentration of surface sites of 1.476 tmol/m 2 and different widths: filled 
squares - 0.76 nm; open circles - 0.84 nm; crosses - 0.89 nm; open triangles - 1.04 
nm; filled circles - 1.24 nm; open squares - 1.44 nm; filled triangles - 2.04 nm. 
The pure-water adsorption isotherms in slit-shaped pores are similar to those 
presented in the previous chapter. The discontinuous transition observed at high 
relative pressures is evidence of condensation, and was observed in all the isotherms 
at this temperature, down to the smallest pore width. It is worth noting that during a 
GCMC simulation in a semi-infinite pore at subcritical conditions, the true 
equilibrium vapour-liquid transition is never attained in practice (see section 2.3). 
Instead, during adsorption calculations, the vapour-like phase remains metastable up 
to pressures well above equilibrium (liquid metastability also occurs during 
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desorption runs). Thus, the vertical step in the single-pore isotherms represents a 
non-equilibrium spontaneous condensation process. The vapour metastability that 
occurs in porous solids during real adsorption experiments is not strictly comparable 
to the corresponding phenomenon in a simulation, as the dynamics of the simulated 
and real processes are distinct (Sarkisov and Monson, 2000; Schoen et al., 1989). 
However, Sarkisov and Monson (2000) have observed that in a complex pore 
structure, the hysteresis arising from GCMC simulations seems to correspond well to 
the experimental hysteresis. Furthermore, recent studies in well characterised porous 
materials involving mostly open unconnected pores (Ravikovitch et al, 2001) show 
good agreement between simulation and experiment and suggest that the 
experimental adsorption branch is closer to the point of spontaneous condensation in 
GCMC simulation than to the simulated equilibrium transition. In light of this, it will 
be assumed here that the spontaneous condensation pressure obtained from GCMC is 
a good approximation to the value observed experimentally. 
The total adsorption isotherm for the model carbon was obtained by 
substituting the single-pore isotherms and the PSD into equation (4.5), and 
calculating the amount adsorbed. This isotherm is compared to the experimental data 
in Figure 4.10. It can be seen from Figure 4.10 that the simulated isotherm does not 
capture the S-shape of the experimental isotherm. Instead, it shows two distinct 
"steps", reflecting the bimodal character of the PSD. In a more encouraging note, the 
value of simulated adsorption at the bulk saturation pressure closely matches the 
experimental value, which lends further credibility to the representation of the 
structure of the carbon. 
The procedure described above was repeated for a different concentration of 
carbonyl sites (2.214 jtmol/m 2) in an attempt to improve the model. The simulated 
isotherm is also shown in Figure 4.10. The fit to the experimental data at high 
pressure (above the inflection point) is improved, but it is worse for the low-pressure 
data. The increase in the surface site concentration shifts the isotherm to lower 
pressures, but does not alter its shape. In fact, the simulation results will retain the 
bimodal character for any site concentration. Changing the type of oxygen-
containing group used in the model, or changing the interaction parameters of the 
carbonyl group, would have a similar effect on the simulation results. Choosing a 
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different distribution of the sites on the pore walls should bring about a significant 
change in the low-pressure region of the single-pore isotherms. However, the water 
uptake is mainly a result of condensation, which means that the total adsorption 
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Figure 4.10: Comparison between the experimental data of Russell and LeVan 
(1997) for pure water at 298 K (diamonds) and the isotherms obtained from the 
model carbon at two different concentrations of uniformly distributed carbonyl sites: 
1.476 p.mol/m2 (solid line) and 2.214 j.imol/m 2 (dashed line). 
Since relaxing the two assumptions of a single site type and regular site 
distribution on the pore walls will most likely not improve the comparison between 
simulation and experiment, we are left with relaxing the third and last - the uniform 
site distribution on pores of different width. The density of carbonyl sites in each of 
the 15 pores has now been allowed to vary, while trying to match the simulated to the 
experimental isotherm. This means using a site density distribution (rather than a 
single overall density value) to represent the chemical heterogeneity of the carbon. 
This distribution (which will be termed distribution 1) is shown in Figure 4.11 and 
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Figure 4.11: Distribution of polar sites on BPL carbon determined by analysis of 
pure-water adsorption at 298 K (distribution I). 
0 	0.2 	0.4 	0.6 	0.8 
P/P sat 
Figure 4.12: Fit to the pure-water experimental data of Russell and LeVan (1997) at 
298 K on BPL carbon using the PSD of Figure 4.8 and the polar site distribution of 
Figure 4.11. The diamonds represent the experimental data and the solid line is the 
simulated isotherm. 
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Combining a PSD for the structure of the carbon with a distribution of carbonyl 
sites to describe the chemical heterogeneity provided good fits to both pure-ethane 
and pure-water adsorption isotherms. The distribution of poiar sites shows two peaks, 
one around pores of 1.44 nm in width and the other around 0.76 nm. The latter peak 
is somewhat ill-defined, due to the shortage of experimental data at low pressure, and 
it is natural to ask how a distribution that omitted this peak altogether would perform. 
To find out, isotherms for the model carbon using two different distributions of 
surface sites (see Figure 4.13) have been calculated. Distribution II is based on a 
normal distribution centred around 1.49 nm with a standard deviation of 0.3 nm 
(thereby incorporating the main peak of distribution I but neglecting the peak at low 
pore size), while distribution ifi is based on an inverse exponential (and is therefore 
monotonically increasing, unlike both distributions I and II). When calculating these 
distributions, the density of surface sites was rounded off to allow for an integer 
number of carbonyl groups in the simulation cell. 
Figure 4.14 compares the experimental isotherm with the simulated one, 
obtained using distributions II and III. Distribution II fits the experimental data very 
satisfactorily above a relative pressure of 0.4. This is expected, since the peak of 
distribution II closely resembles the second peak of distribution I (the best-fit 
distribution). This peak lies in the region of large micropores, which are responsible 
for the water uptake at high relative pressures. However, the low-pressure adsorption 
is severely underestimated; this can also be related to the polar site distribution. The 
low-pressure uptake is mainly dictated by adsorption in the small micropores. In 
distribution II, these pores are almost devoid of polar sites, and thus condensation 
occurs much later. The fit to experiment is much worse for the case of distribution 
III. In fact, it is almost as bad as for the uniform site distributions shown previously. 
The reason for this is that, because it is monotonically increasing, distribution III is 
unable to compensate for the bimodal PSD, with the simulated isotherm retaining the 
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Figure 4.13: Two "smooth" polar site distributions. 
From this analysis, it can be concluded that while a suitably chosen unimodal 
distribution of surface sites can describe the data above a relative pressure of around 
0.4, below this pressure the peak at small pore size shown in distribution I must be 
taken into account. A precise description of the site density in these small pores is 
difficult in the present case, due to the reduced amount of experimental data obtained 
at low relative pressure. In summary, the adsorption of water by the model carbon is 
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Figure 4.14: Comparison between the experimental data of Russell and LeVan 
(1997) for pure water at 298 K (diamonds) and the isotherms obtained from the 
model carbon with two different distributions of carbonyl sites: distribution II (solid 
line) and distribution Ill (dashed line). 
4.1.3. Comparison with real BPL carbon. 
It is now possible to compare the physical properties of the model carbon 
(composed of the PSD of Figure 4.8 and the polar site distribution of Figure 4.11) 
with those of real BPL carbon, determined experimentally. The specific micropore 
volume (VM), the specific surface area (S) and the surface oxygen concentration (Co) 
for the model carbon have been calculated. The total volume of micropores for the 
model carbon is simply given by the integral of the PSD, based on the nominal pore 
width. However, the value that is measured experimentally is the accessible 
micropore volume, based on the effective pore width (see Chapter 2). Thus, in order 
to compare the micropore volume of the model with the experimental values on the 
same basis, the effective pore width must be related to the nominal pore width. In 
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practice, this effective pore width is elusive and depends on the adsorbate in 
question. A simple and consistent way of relating W to Weff  is to exclude the volume 
occupied by the carbon atoms of the graphite wall. The point of zero potential energy 
for the 10-4-3 potential (equation (2.18)) turns out to be approximately 0.8674 times 
the value of o for the carbon atom, due to the smooth-wall approximation. 
Therefore, the effective pore width can be calculated from w using: 
Weff = w - 0.295 (nm) 	 (4.8) 
and the final expression for the specific micropore volume is: 
O.295" 
VM = f (w)f 1— 	I6w 	 (4.9) 
n=1 	 wn ) 
This volume can now be directly compared to experimental micropore volumes. 





Finally, using the polar site distribution and taking into account that each 
carbonyl group contains one oxygen atom, the total concentration of oxygen on the 
model carbon can be obtained from: 
m  2f(w)w 
C0 = 	 c(w) 
n=1 	W. 
(4.11) 
where c(w) is the molar concentration of carbonyl sites (per unit surface area of pore 
wall) in a pore of width w. 
Table 4.1 shows a comparison between the calculated properties of the model 
and the corresponding experimental determinations for BPL carbon. Bradley and 
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Rand (1995) have obtained a consistent value for the total micropore volume of BPL 
carbon by applying the Dubinin-Radushkevitch equation to isotherms of several non-
polar adsorbates. Barton and co-workers have performed extensive experimental 
characterisation studies on BPL carbon. They have obtained specific surface areas by 
applying the standard BET method to N2 adsorption (Barton et al., 1998; MacDonald 
and Evans, 2002; MacDonald et al., 2000). They have also performed a series of 
temperature programmed desorption studies to determine the oxygen concentration 
on the surface of BPL carbon (Barton et al., 1996; Barton et al., 1997; MacDonald 
and Evans, 2002; MacDonald et al., 2000). In Table 4.1, the range of surface areas 
and oxygen concentrations obtained on different samples is given. 
Table 4.1: Comparison of specific properties of BPL carbon obtained from 
experimental measurements with those for the model carbon. 
	
Model 	 Experiment 
VM (cm3/g) 
	 0.417 	 0.43 (1) 
S(m 2Ig) 	 925 	 108811202) 
Co (mmo!/g) 	 1.16 	 1.14 - 1.40 (3) 
- Taken from Bradley and Rand (1995). 
- Taken from Barton et al. (1998), MacDonald and Evans (2002) and MacDonald et al. 
(2000). 
- Taken from Barton et al. (1996, 1997), MacDonald and Evans (2000) and MacDonald et 
al. (2000). 
The micropore volume of the model carbon shows good agreement with the 
experimental determination, but the specific surface area is slightly below the BET 
surface area. However, it is likely that the BET method overestimates the real 
specific area of the carbon, since it does not take into account the enhancement of the 
adsorption energy in small pores. As for the oxygen concentration of the model, it is 
within the range of independently determined values. This comparison should only 
be taken as a rough guide, since the oxygen atoms included in the model effectively 
account for all the different sites of a real carbon that interact with water, including 
other heteroatoms and basic sites. Nevertheless, the good agreement obtained 
suggests that the approach presented here is physically reasonable. Therefore, it can 
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be concluded that both the structure and the chemistry of the model carbon are 
consistent with experimental data obtained on real BPL carbon. 
4.2. Prediction of Adsorption 
The predictive capabilities of the model have been assessed by comparing 
simulation results with experimental measurements of a mixture of water and ethane 
on the same sample of BPL. The adsorption isotherms for the model carbon were 
obtained by performing GCMC simulations for binary water/ethane adsorption in the 
15 slit-shaped pores considered previously, with a concentration of carbonyl sites in 
each pore given by the distribution of Figure 4.11. A minor point must be made here, 
pertaining to the way in which the mixture adsorption experiments were performed 
(see Russell and LeVan, 1997). These were started from pure water at a relative 
pressure of 0.5, which corresponds to 0.0158 bar. The water partial pressure (P) was 
kept constant at this value, while the partial pressure of ethane (Pe) was increased. In 
the GCMC simulation algorithm, described in section 2.2.2, this corresponds to 
changing both the bulk phase composition and the total pressure. Since the original 
GCMC code generated adsorption isotherms over a range of pressures at fixed 
composition, a minor change was implemented in order to allow the bulk mole 
fraction of one component (in this case, water) to be kept constant along an isotherm 
calculation, while both the bulk pressure and composition were changed. This 
ensured that the simulations were performed in the same conditions as the 
experiments. 
Some of the binary single-pore isotherms thus obtained are shown in Figure 
4.15. The binary adsorption of water and ethane under the conditions simulated here 
is dominated by the condensation of water in the pores. The smaller pores (e.g., 0.76 
nm) remain filled with water up to very high ethane partial pressures, and therefore 
ethane molecules cannot adsorb. In pores of intermediate range (e.g., 0.94 nm), an 
increase in the partial pressure of ethane means that water is less likely to condense, 
and thus the water isotherms exhibit a distinct step. This step can also be seen in the 
ethane isotherms, since when water is in the vapour phase, there is room in the pore 
for ethane molecules to adsorb freely. The step in the ethane isotherms is not due to 















In the larger pores (e.g., 1.44 nm) water adsorption is negligible and the binary 
ethane isotherms are very similar to the pure-component ethane isotherms. 
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Figure 4.15: Binary adsorption isotherms for ethane (top) and water (bottom) at 298 
K from GCMC simulation in slit-shaped pores of several widths: 0.76 nm (solid 
triangles), 0.84 nm (open circles), 0.94 nm (solid squares), 1.14 nm (open triangles), 
1.44 nm (solid circles) and 2.04 nm (open squares). Data are plotted as a function of 
ethane partial pressure for a constant water partial pressure of 0.0158 bar. The 










0 	0.2 	0.4 	0.6 	0.8 
The single-pore isotherms for water and ethane were weighed by the PSD of 
Figure 4.8, according to equation (4.5), to yield the total binary adsorption isotherms. 
Figure 4.16 shows a comparison between the binary adsorption isotherms obtained 
from experiment and from molecular simulation in the model carbon. 
P e (bar) 
Figure 4.16: Comparison between the experimental data of Russell and LeVan 
(1997) for binary water (solid diamonds) and ethane (open diamonds) adsorption at 
298 K with the isotherms obtained from the model carbon (solid line) using the PSD 
of Figure 4.8 and the polar site distribution of Figure 4.11. Data are plotted as a 
function of ethane partial pressure for a water partial pressure of 0.0158 bar. 
The agreement is good, although there is a slight underestimation of water 
uptake at high partial pressures of ethane (corresponding to low mole fractions of 
water in the bulk mixture). This is balanced by an overestimation of the ethane 
uptake in this region. Water uptake at very low bulk mole fractions of water is 
mainly dictated by adsorption in pores of width below 0.84 nm, since ethane is 
preferentially adsorbed in the larger pores (see Figure 4.15). This is precisely the 
range of pore sizes in which the polar site distribution is poorly defined. As 
explained previously, this is because of the restricted amount of available 
experimental pure-water data at low relative pressure. It is therefore not surprising 
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that the multi-component adsorption predictions in this range, where the polar site 
density has a particularly strong effect on adsorption, are poorer. The different 
adsorption behaviour in pores of different sizes is further illustrated in Figure 4.17, 
which shows snapshots obtained from water/ethane simulations in two pores of 
difTerent width, at a high ethane partial pressure. As we can see, the smaller pore is 
filled with water, while the large pore contains mostly ethane molecules. These 
snapshots also present further evidence to the fact that water and ethane do not form 
a mixture in the pore. 
 
 
Figure 4.17: Snapshots obtained from molecular simulation of a mixture of ethane 
(Pe = 0.734 bar) and water (P = 0.0158 bar) at 298 K adsorbed on activated carbon 
pores of width: a) 0.8 nm; b) 1.24 nm. The dark red spheres represent ethane 
molecules, the light blue transparent spheres represent the L-J centres of water and 
the green spheres represent the carbonyl sites. 
Again, it would be interesting to see what the behaviour of the model carbon 
would be, with respect to binary water/ethane adsorption, if a uniform carbonyl site 
distribution was assumed (instead of distribution 1). The multi-component adsorption 
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isotherms at the same conditions have been calculated using two different values fur 
the uniform surface site density in the pores. The results are compared with 
experiment in Figure 4.18. The predictions are now extremely poor, with water 
adsorption being greatly overestimated and ethane adsorption underestimated. This is 
due to the large site density in the pores around 1 nm, which leads to a high water 
uptake in the entire pressure range. The effect here is analogous to the overestimation 
of the pure-water adsorption at relative pressures below 0.5, visible in Figure 4.10. 
From this analysis, the importance of a complete and detailed description of the 





Figure 4.18: Comparison between the experimental data of Russell and LeVan 
(1997) for binary water (solid diamonds) and ethane (open diamonds) adsorption at 
298 K with the isotherms obtained from the model carbon using the PSD of Figure 
4.8 and two different concentrations of uniformly distributed carbonyl sites: 1.476 
j.tmol/m2 (dashed lines) and 2.214 prnol/m 2 (solid lines). Data are plotted as a 
function of ethane partial pressure for a constant water partial pressure of 0.0158 
bar. 
The performance of two classical thermodynamic models for this system, 
namely the Ideal Adsorbed Solution Theory (lAST) of Myers and Prausnitz (1965) 
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and the Doong-Yang model (Doong and Yang, 1988), has also been analysed. The 
lAST method was implemented as described in the original paper, except that the 
non-ideality of the bulk phase was taken into account. This was accomplished by 
calculating fugacities from the corresponding pressures and compositions using the 
Peng-Robinson equation of state. In the case of binary adsorption, the composition of 
the (ideal) adsorbed phase is related to the bulk phase composition by: 
fY 1 = X 1f10 (H) 
	
(4.12) 
f(1-Y 1 )=(1-X 1 )f.f(H) 
	
(4.13) 
where Y1 is the mole fraction of component i in the bulk phase, X1 is the mole fraction 
in the adsorbed phase, f is the total fugacity of the bulk phase and fjo is the standard 
state fugacity of pure species i, which is a function of the spreading pressure (11). 
The spreading pressure can be calculated from the Gibbs adsorption isotherm, and 
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(4.14) 
In the above equation, N (f) is the pure component adsorption isotherm as a 
function of bulk phase fugacity. The bulk phase pressure and composition is 
specified, the bulk phase fugacity is calculated from the equation of state, and 
equations (4.12), (4.13) and (4.14) are solved simultaneously for X 1 and J°.  The 
procedure for solving these equations consists in starting from an initial estimate for 
X1 and calculating Jj° from equations (4.12) and (4.13). These values are then 
substituted in equation (4.14) and the equality of spreading pressures is verified, 
resulting in a refinement to the value of X 1 . This procedure is repeated until equation 
(4.14) is satisfied. Based on the fact that there is no area change of mixing for an 
ideal adsorbed solution, the total amount adsorbed at equilibrium is obtained from: 
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1x 1 (i-x1 ) 
N N o N o at 	al 	a2 
(4.15) 
where Nat is the total amount adsorbed in the mixture and No is the amount of pure ai 
component i adsorbed at fi° Finally, the amount adsorbed of each component in the 
binary mixture (Nai) is given by: 
Nai = XiN at 	 (4.16) 
N =(1X i )N at 	 (4.17) 
The integration of the pure-component isotherms was performed numerically, 
by employing Simpson's rule. When extrapolation of the pure-ethane isotherm to 
high pressure was required, this was done using the Toth isotherm equation (Toth, 
1962). 
The original prescription of the Doong-Yang model (Doong and Yang, 1988) 
was followed. Each pure-component isotherm was fitted to a Dubinin-Astakhov 
(DA) equation: 
I  
-Bun _pSat 1 N=NexP[ 	
jai] 
(4.18) 
where N, B 1 and a1 are the fitted parameters (Nnj is the maximum capacity for 
sa 
adsorption of component i), and Pt is the bulk saturation pressure of pure- 
component i. The figures below show the fit to the pure-water (Figure 4.19) and 
pure-ethane (Figure 4.20) isotherms at 298 K using equation (4.18). The parameters 










0 	0.005 	0.01 	0.015 	0.02 	0.025 	0.03 
P (bar) 
Figure 4.19: Fit to the pure-water adsorption data of Russell and LeVan (1997) at 
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Figure 4.20: Fit to the pure-ethane adsorption data of Russell and LeVan (1997) at 
298 K (open diamonds) using the DA equation (solid line). 
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Table 4.2: Parameters of the DA equation obtained from fits to the pure-component 
data of Russell and LeVan (1997) for water and ethane at 298 K. 
Nm (mmollg) 	 B 	 a 
Ethane 	 6.183 	 0.042 	 1.954 
Water 	 21.533 	 2.571 	 2.585 
Once the parameters of the DA equations are obtained, the adsorbed volume of 
each component in the binary mixture is calculated by reducing the available 
micropore volume for each species by the adsorbed volume of the other species. The 
equations in the original paper are given in terms of adsorbed volumes, which need 
to be converted to adsorbed amount by dividing by the molar volume of each species 



















A 1 ex[ 	
p I 	S 
where P1 is the partial pressure of component i in the bulk phase. Although the 
method allows for different limiting pore volumes for each of the components, the 
same value was used for both water and ethane (using different volumes yielded no 
improvement to the predictions). 
The predictions using lAST and the Doong-Yang method are presented in 
Figure 4.21. 
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Figure 4.21: Comparison between the experimental data of Russell and LeVan 
(1997) for binary water (solid diamonds) and ethane (open diamonds) adsorption at 
298 K with the predictions from lAST (solid lines) and the Doong-Yang method 
(dashed lines). Data are plotted as a function of ethane partial pressure for a 
constant water partial pressure of 0.0158 bar. 
It is clear that both methods fail to correctly predict the binary water adsorption 
isotherm, substantially overestimating the uptake. The lAST substantially 
overpredicts the adsorption of ethane, while the Doong-Yang model manages a good 
prediction of the ethane data. The failure of the lAST is expected and arises from the 
inherent assumption of an ideal adsorbed phase, which is far from correct in the case 
of water/ethane mixtures - on the contrary, water and ethane were seen not to mix in 
the activated carbon pores (see Figure 4.17). The fact that the heterogeneity of the 
adsorbent is not taken into account is a further cause for the failure of lAST. The 
lAST can be extended to non-ideal mixtures, by including activity coefficients in the 
calculations. However, the concept of an activity coefficient is probably not 
applicable to this system, since water and ethane do not form a solution in the 
adsorbed phase. Furthermore, the calculation of these activity coefficients would 
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itself require multi-component adsorption data, and the predictive nature of the 
model would be lost. - 
As for the Doong-Yang model, the absence of adsorbate-adsorbate interactions 
is a possible reason for the errors in the prediction. Another possibility is the 
incorrect representation of the pure-water data at low pressures by the DA equation 
(see Figure 4.19). Doong and Yang (1987) suggest the use of a scaling factor for the 
pure-water saturation pressure in equation (4.18), in order to represent the different 
character of the interactions in the pore relative to the bulk. This factor is taken as 
unity for relative pressures above 0.6, and calculated as a function of pressure below 
0.6 in order to accurately fit the low-pressure part of the pure-water adsorption 
isotherm. Another way of circumventing this problem was proposed by Lavanchy 
and Stoeckli (1999), who used an additional Dubinin-Astakhov equation (with an 
independent set of parameters) to fit the low-pressure part of the pure-water 
isotherm. Both of these variations of the method were tested, but, although the pure-
water isotherm was described accurately, the improvements to the mixture 
predictions were only slight. The errors in the binary water/ethane predictions can 
therefore be attributed to a fundamental failure of the multi-component model. 
Most fundamentally, the failure of both of these classical methods is due to 
their lack of a molecular-level account of the specific interactions present in this 
system, and in particular the absence of a description of the physical and chemical 
"texture" of the adsorbent (represented by the PSD and the polar-site distribution) 
which was seen to be so important in the simulation work. 
4.3. Summary 
In this chapter, a model for activated carbon was proposed, with the objective 
of predicting binary water/ethane adsorption on real BPL activated carbon. This 
model included a representation of both structural and chemical heterogeneity of this 
type of material. The structure of the carbon was represented by an array of slit-
shaped pores, characterised by a pore size distribution. The PSD was calculated from 
a limited amount of experimental pure-ethane adsorption data, using the method of 
Davies et al. (1999). Carbonyl groups were placed on the surface of the model pores 
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to introduce a degree of chemical heterogeneity. The concentration and distribution 
of these sites was obtained from analysing experimental pure-water adsorption. 
From the analysis of pure-water adsorption, it was observed that a uniform 
distribution of poiar sites in all pores, regardless of their width, provided an 
insufficient representation of the chemical heterogeneity of real BPL carbon. Instead, 
a distribution of these sites in pores of different widths was required in order to 
accurately fit the experimental data. The optimal site distribution thus obtained 
shows a distinct peak around pores of 1.5 nm in width and another peak for narrow 
pores (below 0.85 nm). This latter peak, however, should be interpreted with caution, 
since the limited amount of experimental data measured at low relative pressures 
makes the characterisation of the site distribution for narrow pores difficult. 
The sensitivity of the pure-water results to the shape• of the polar site 
distribution has also been examined. It has been shown that, while most of the data 
could be well represented using a normal distribution centred around 1.5 nm, a high 
site concentration in narrow pores was necessary to describe the low-pressure data. 
In this model, the water uptake by activated carbon is mostly a consequence of 
condensation in the pores, since the polar sites are not strong enough to allow for 
substantial adsorption before condensation. Thus, the experimental adsorption at low 
relative pressures can only be accounted for by a large polar site concentration in the 
narrow pores. On the other hand, if stronger oxygen-containing sites were present in 
the carbon, a significant amount of water would be adsorbed in their vicinity, even at 
low pressures, and this would probably help describe the experimental low-pressure 
uptake. However, the inclusion of such sites would add an extra degree of 
complexity to the model, which was undesirable at this stage. 
The model carbon, defined by the PSD and a distribution of surface sites, was 
applied to the prediction of binary water/ethane adsorption on BPL. In spite of the 
complex nature of the system, the agreement between simulation and experiment is 
good. The underestimation of the water adsorption (and consequent overestimation 
of ethane adsorption) at high ethane bulk mole fractions can probably be explained 
by a less accurate description of pure-water adsorption at low relative pressures. In 
this context, it has been shown that the performance of the model in multi- 
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component adsorption predictions is very sensitive to the description of the surface 
polarity of the carbon. 
In comparison with classical thermodynamic models, the molecular simulation-
based approach used here not only performed much better as a predictive tool (using 
the same experimental data - the pure-component isotherms - as inputs), but also has 
the distinct advantage of providing information about the physical characteristics of 
the adsorbent. This is of crucial importance when one wishes to select an adsorbent 
for a particular application or to design a material with certain adsorption properties. 
Furthermore, once the parameters of the model carbon have been obtained, it can in 
principle predict adsorption at different conditions and even of different adsorbates 
(This capability has already been demonstrated for non-polar and quadrupolar 
components in carbon (Heuchel et al., 1999; Davies and Seaton, 2000), in which case 
it is not necessary to characterise the polarity of the surface.). 
A possible source of uncertainty in the calculations performed in this chapter 
arises from the molecular model used to represent the water molecule. Although this 
model (and the treatment of long range electrostatic interactions as performed here) 
is substantially more realistic than most models used previously for water adsorption 
studies (e.g. Ulberg and Gubbins, 1995; McCallum et al, 1999), its parameters were 
nevertheless obtained from optimisation of bulk liquid properties. It is possible that 
this type of effective model does not accurately represent properties of confined 
water, but more complicated models have not yet yielded significant improvement. 
Thus, until a molecular model that considers the properties of water both in bulk and 
in confinement has been developed, improvement on this front is difficult. It can also 
be argued that the possible inaccuracies due to the water model are incorporated into 
the description of the surface polarity of the carbon (obtained from a fit to the pure-
water adsorption isotherm). Therefore, although the use of an inappropriate 
molecular model will influence the conclusions relative to the characterisation of the 
adsorbent, it should have little or no effect on the ability of the model to predict 
adsorption. 
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5. Conclusion and Future Work 
The main accomplishments of this thesis highlight the usefulness of molecular 
simulation for adsorption studies. On the one hand, it constitutes an excellent tool for 
studying adsorption at the most fundamental level, allowing for different aspects of 
the adsorbent to be examined independently. This was demonstrated by the 
systematic study of the effect of individual structural and chemical properties of the 
carbon, which has led to a clarification of the mechanism of water adsorption in the 
micropores of activated carbon. Such fundamental studies are very difficult, if not 
impossible, to achieve experimentally. 
On the other hand, molecular simulation can form the basis for a molecular-
level description of the adsorbent, which can then be used to predict adsorption. This 
aspect is perhaps the main achievement of the work presented here, since it is the 
first time that a simulation-based model, representing the structural and the chemical 
heterogeneity of activated carbon, has been successful in predicting multi-component 
adsorption involving both non-polar and strongly polar species. This is extremely 
important for the establishment of statistical mechanical methods as a viable 
alternative to classical thennodynamic methods for modelling adsorption processes. 
This work shows that the former approach is not only more efficient than 
thermodynamic methods in describing adsorption of non-polar species (Davies and 
Seaton, 2000), but is also able to cope with more complex systems, where the 
classical methods fail. 
A distinct advantage of molecular simulation methods is that it is relatively 
straightforward to improve the adsorbent model in order to describe ever more 
complex systems, while the same cannot be said of the classical thermodynamic 
methods. For example, including a measure of the pore network connectivity into the 
description of the structure of activated carbon has allowed for successful predictions 
in systems where a simple PSD was not sufficient (Davies and Seaton, 1999). Such 
flexibility was also demonstrated in this thesis, since adding a representation of the 
surface polarity of the carbon to a PSD has led to an accurate prediction of 
water/organic adsorption. 
It is thus possible to test the model against other experimental adsorption 
measurements, when available, and eventually to incorporate any necessary 
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refinements. For instance, the approach described in Chapter 4 could be applied to an 
experimental pure-water isotherm that shows substantial adsorption at low relative 
pressures (see, e.g., Stoeckli et a!, 1994b). It is likely that an accurate description of 
such a system would require the inclusion of stronger polar sites in the model 
adsorbent, the concentration of which could be determined by analysing the low-
pressure region of the water isotherm. 
Another possible test for the model carbon would be to attempt a description of 
the pure-water desorption isotherm. This could be envisaged if one considers that the 
desorption step in real activated carbon pores (which are finite in length) is likely to 
occur close to the equilibrium phase transition pressure (Papadopoulou et al., 1992). 
Thus, a water isotherm obtained from the model carbon using the phase equilibrium 
isotherms, calculated from the gauge-cell method, could be compared to the 
experimental desorption isotherm. (A similar approach has been successful in 
describing adsorption in MCM-41 materials - Neimark et al., 2000.) A close match 
between simulation and experiment would mean that the hysteresis in the real carbon 
is mainly due to single-pore effects, while substantial discrepancies would suggest 
the existence of network connectivity effects. Such a comparison was not attempted 
here, since the computational effort involved in calculating a large number of phase 
equilibrium isotherms was too great, and is suggested as future work. Naturally, 
these desorption calculations could also be applied to mixtures, in an attempt to 
describe the hysteresis observed experimentally (Russell and LeVan, 1997). 
There is also the scope for directly measured properties to be incorporated in 
the model carbon. For example, experimental techniques are available to determine 
the amount of different types of polar groups present in a given carbon sample (see 
section 1.5). These different types of sites could be included in the model, provided 
realistic molecular models are available. This would probably result in a more 
physically realistic model, at the expense of higher complexity. Also, the distribution 
of polarity along pores of different width could possibly be tested experimentally, by 
employing pre-adsorption techniques (as suggested by Stoeckli et a!, 1991). 
A natural extension of the work presented in this thesis is to use the model 
carbon to attempt predictions of pure- and multi-component adsorption involving 
different adsorbates. The results presented here open good prospects for the success 
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of such an effort. In fact, since water and ethane represent two extremes of polarity 
(the former is a highly polar, associating molecule, while the latter is essentially non-
polar), it is expected that the carbon model developed in this thesis should be 
successful in predicting adsorption of substrates of intermediate polarity. Such 
capability has already been demonstrated for mixtures of methane and carbon 
dioxide (Heuchel et al., 1999). However, a more stringent test would be an attempt to 
predict adsorption of mixtures involving short-chain alcohols (such as methanol and 
ethanol), which show both strong polarity and strong dispersion interactions with the 
carbon surface. Perhaps an area in which the methods employed here have not yet 
been sufficiently tested is the adsorption of larger adsorbents, such as long-chain 
molecules or aromatic hydrocarbons. It is suggested that this be the subject of future 
applications of molecular simulation as an adsorption prediction tool. 
In summary, molecular simulation, allied to a molecular-level description of 
the adsorbate, is fast emerging as a potential tool for use in an everyday industrial 
context. In this context, it should be said that the computational effort involved in the 
water adsorption simulations is relatively large (as compared, for example, to 
simulation of non-polar molecules). However, the rapid rate of improvement in 
computer power, as well as in the development of molecular models and simulation 
techniques, opens good prospects for the widespread use of molecular simulation 
methods to predict adsorption in complex systems. The results presented in this 
thesis are a significant step in that direction. 
The molecular simulation-based approach used here offers important 
advantages relative to the standard method used in industrial applications of multi-
component adsorption, lAST. It requires less (or, at most, the same) amount of 
experimental data as input for the same level of accuracy in the predictions. 
Furthermore, once the parameters of the model have been determined, it can be 
directly applied to predict adsorption at different conditions or involving different 
components on the same adsorbent. It can also be applied to predict adsorption in 
hypothetical structures, thus providing crucial information for the design of new, 
"tailor-made", adsorbents for particular applications. Finally, its flexibility allows for 
an accurate description of complex and highly non-ideal systems, as demonstrated in 
the work presented in this thesis. 
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Appendix I. Nomenclature 
a........................Exponent of the Dubinin-Astakhov equation. 
A........................ Area of one of the pore walls in the gimulation cell. 
B........................ Parameter of the Dubinin-Astakhov equation. 
c(w)................... Molar concentration of carbonyl sites on a pore of width w. 













Pore size distribution. 
Helmholtz free energy. 
Two-dimensional reciprocal-space lattice vector. 
Henry's constant of adsorption. 
Reduced Henry's constant of adsorption. 
Three-dimensional reciprocal-space lattice vector. 
kB ...................... Boltzmann constant. 
1 ......................... 	Vector of the positions of all molecules. 
L........................ Length of the simulation cell in the periodic dimensions. 
m....................... Number of quadrature intervals for PSD analysis. 
m.......................Two-dimensional real-space lattice vector. 
M....................... Generic equilibrium macroscopic property of a thermodynamic 
system. 
n........................ Three-dimensional real-space lattice vector. 
Cutoff number of cells for HvS method. 
N....................... Number of molecules. 
Na...................... Total amount adsorbed. 
Nm ..................... Maximum adsorption capacity in the Dubinin-Astakhov equation. 
p........................ Probability of observing a certain microstate in an ensemble. 
P........................ Bulk phase pressure. 
Pe ...................... Ethane partial pressure. 
Peq ..................... Pressure at the equilibrium vapour-liquid transition. 
Psat..................... Bulk saturation pressure. 
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Pressure of spontaneous condensation. 
Pse ..................... Pressure of spontaneous evaporation. 
Water partial pressure. 
q........................ Point charge. 
Q....................... Canonical partition function. 
r........................ Intermolecular distance (scalar). 
r........................ Intermolecular distance vector. 
s........................ In-plane distance vector in the slab geometry. 
S........................ Specific surface area of activated carbon. 
T. ....................... Temperature. 
T 	....................... Critical temperature. 
Tr....................... Reduced temperature. 
U....................... Potential energy. 
U3DEW 3-D Ewald summation potential. 
Correction term to the 3-1) Ewald summation potential for the slab 
geometry. 
UCoulomb Coulomb potential between point charges. 
UHBC Heyes, Barber and Clarke potential. 
UHvS Heyes and van Swol potential. 
ULJ Lennard-Jones potential. 
uWa ll .................. 10-4-3 potential for interaction of an adsorbate molecule with a 
graphitic pore wall. 
U ter Water potential calculated from a point-charge model. 
V. ....................... Volume. 
Vacc .................... Accessible volume within the simulation cell. 
Vm ...................... Adsorbate molar volume. 
VM ..................... Specific micropore volume of activated carbon. 
w....................... Nominal width of a slit-shaped pore for molecular simulations. 
Weff.................... Effective width of a slit-shaped pore. 
WI ....................... Lower limit of window of reliability in the PSD analysis. 
w 	................... Maximum pore width for the PSD analysis. 
W r...................... Reduced pore width. 
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Smallest pore width in which adsorption takes place. 
w 	...................... Upper limit of window of reliability in the PSD analysis. 
w. ...................... Probability of choosing a given microstate within an ensemble. 
x........................ Cartesian component of r in the x direction. 
x ........................ Adsorbed phase mole fraction. 
y........................ Cartesian component of r in the y direction. 
y. ....................... Bulk phase mole fraction. 
z........................ Cartesian component of r in the z direction. 
z........................ Out-of-plane distance vector in the slab geometry. 
a.  ....................... Regularisation factor. 
/3.  ....................... Reciprocal temperature (1/k B I). 
A........................ Distance between consecutive layers of graphite in a pore wall. 
e. ....................... Lennard-Jones potential well depth. 
eo....................... Vacuum permittivity. 
y ....................... Probability of generating a new microstate. 
Probability density. 
K. ....................... Screening parameter for Ewald summation methods. 
A....................... Thermal de Broglie wavelength. 
Chemical potential. 
Acceptance probability for a Monte Carlo trial. 
H ...................... Spreading pressure. 
p........................ Molar density of adsorbate. 
pabs Absolute adsorbed density. 
bf Bulk fluid density. 
pexc Excess adsorbed density. 
p1 ....................... Reduced molar density of adsorbate. 
Ps ....................... Density ofcarbon atoms in a graphitic layer. 
a. ....................... Lennard-Jones site diameter. 
Total number of microstates in an ensemble. 
Grand canonical partition function. 
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