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In this paper we propose a novel approach to construct macroscopic balance equations and con-
stitutive equations describing various irreversible phenomena. It is based on the general principles
of non-equilibrium thermodynamics and consists of four basic steps: picking suitable state variables,
choosing a strictly concave entropy function, separating entropy fluxes and production rates prop-
erly, and determining a dissipation matrix. Our approach takes the advantage of both EIT and
GENERIC formalisms, and shows a direct correspondence with Levermore’s moment closure hier-
archies for the Boltzmann equation. This result may put various macroscopic modeling approaches
starting from the general principles of non-equilibrium thermodynamics on a solid microscopic foun-
dation based on the Boltzmann equation.
PACS numbers:
I. INTRODUCTION
To derive thermodynamically admissible constitutive relations is a central task of non-equilibrium thermo-
dynamics. In the past decades, various macroscopic thermodynamic approaches, e.g. Classical Irreversible Ther-
modynamics (CIT), Rational Thermodynamics (RT), Extended Irreversible Thermodynamics (EIT) and GENERIC
formalism, have achieved tremendous successes in the mathematical modeling of natural phenomena [1–3], such as
polymeric fluids, heat transfer, nano materials, ultrasonic waves, second sounds, etc.. A common feature of those
methods is that they are all starting from the general principles of macroscopic thermodynamics. No details in the
microscopic dynamics have been considered during the modeling.
Alternatively, there is another group of so-called “kinetic approaches”, which seek to construct models based
on the microscopic kinetics. Their staring points usually are the master equation, the Langevin equation, the Fokker-
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2Planck equation, the Boltzmann equation and so on. Then with some moment-closure methods, time-evolution
equations for the macroscopic moments can be directly derived from the microscopic kinetics. A most remarkable
example dues to the Chapman-Enskog expansion in the 1910s[4], based on which the classical Navier-Stokes equations,
a most famous governing model for the macroscopic fluid mechanics, were derived from the Boltzmann equation for the
first time. Later on, a lot of different approaches based on the Boltzmann equation were proposed for the same purpose,
e.g. the maximal entropy principle[5], the Grad’s[6] and the Levermore’s hierarchies[7]. Now the kinetic approach
has already become a standard way to link the macroscopic dynamics with the microscopic kinetics. However, there
is no guarantee that the derived macroscopic equations in such a way will be thermodynamically admissible.
In this paper, we propose a novel approach to construct macroscopic balance equations and constitutive equa-
tions based on the general principles of non-equilibrium thermodynamics. The four basic elements of our approach:
picking suitable state variables, choosing a strictly concave entropy function, separating entropy fluxes and production
rates properly, as well as determining a dissipation matrix, are illustrated step by step. Most importantly from our
illustration, a direct correspondence between our macroscopic thermodynamical approach and the Levermore’s mo-
ment closure hierarchies for the Boltzmann equation could be clearly seen. This fact actually points out a possibility
to place various macroscopic modeling approaches starting from the general principles of non-equilibrium thermody-
namics on a solid microscopic foundation based on the Boltzmann equation – a long-unsolved problem in this field.
Although most previous macroscopic thermodynamic approaches claim their roots in the kinetic theory, this point
has never been clearly justified before.
II. FOUR ELEMENTS OF OUR APPROACH
Inspired by EIT and GENERIC formalisms, our approach also starts with the general principles of non-
equilibrium thermodynamics: the conservation of the total energy and the positiveness of entropy production rates.
There are four basic elements in our procedure: (i) choosing suitable state variables (including both conserved and
dissipative quantities) which can fully characterize the system under consideration, (ii) constructing a strictly concave
entropy function with respect to the chosen state variables, (iii) selecting the proper entropy flux, as well as (iv)
determining a dissipation matrix which characterizes the irreversibility of the system. In the following, we will show
how to construct these four elements step by step. In parallel, the Levermore’s moment closure hierarchies will be
referred to from time to time. And its underlying correlations with our macroscopic thermodynamic approach will be
revealed and discussed in each step.
3For the convenience of following discussions, we want to present a very brief introduction to the Levermore’s
moment closure hierarchies for the Boltzmann equation before proceeding to our main results. It is well-known that
the Levermore’s method provides a nice coarse-graining way to obtain the desired macroscopic dynamic equations
from the microscopic kinetics characterized by the Boltzmann equation. It reads as follows [7, 8]
∂
∂t
∫
cifd~ξ +∇ ·
∫
~ξcifd~ξ =
∫
ci(f⋆f
′
⋆ − ff
′)B(~ω, ~ξ, ~ξ′)d~ωd~ξ′d~ξ, i = 0, 1, · · · , n− 1. (1)
Here
∫
cifd~ξ is referred to as the i-th order moment and {ci = ci(~ξ), i = 0, 1, · · · , n − 1} constitutes an admissible
space in the sense of [7]. In (1), ~ξ and ~ξ′ are the velocities of particles before binary collisions, ~ξ⋆ and ~ξ
′
⋆ are the
velocities of particles after collision, f = f(~r, ~ξ, t), f ′ = f ′(~r, ~ξ′, t), f⋆ = f⋆(~r, ~ξ⋆, t) and f
′
⋆ = f
′
⋆(~r,
~ξ′⋆, t) denote the
respective distribution functions of particles in the phase space, ~ω denotes the scattering angle, and B(~ω, ~ξ, ~ξ′) =
B(~ω, ~ξ′, ~ξ) = B(ω, ~ξ⋆, ~ξ
′
⋆) is the collision kernel and is positive almost everywhere in its domain [9]. Let αi = αi(~r, t)
(i = 0, 1, · · · , n− 1) be an i-th order unknown tensor and substitute the Ansatz
f(~r, ~ξ, t) = exp
[ n−1∑
i=0
ci(~ξ)⊙ αi
]
(2)
introduced in [7] into (1), we get a set of first-order partial differential equations for the unknown parameters αi,
which are Galilean invariant thanks to the admissibility of {ci}. Here ⊙ denotes the tensor product, i.e. A ⊙ B =
∑
b1,b2,··· ,bm
Aa1a2···anb1b2···bm−1bmBbmbm−1···b2b1 . For the Levermore’s moment closure hierarchies, the state variables
and the entropy function are already given, while the other two steps will be illustrated in what follows.
A. State Variables
The choice of a suitable set of state variables, which can fully characterized the desired kinetic details of the
system under study, is a prerequisite for the mathematical modeling of general non-equilibrium processes. Using
different state variables may lead to different governing equations, and suitable state variables are expected to give
simple governing equations which can directly reveal physical insights of the processes. Based on their different
dynamical behaviors, state variables can be classified into conserved and dissipative ones. Conserved variables are
relatively simple and determined through the underlying conservation laws or symmetry properties of the system,
while the choice of dissipative variables is usually none unique and much harder. Till now, there is no general rule for
this purpose. EIT suggested to use the unknown variables appeared in the conservation equations directly[2]. But in
our recent works, we found that the usage of conjugated variables with respect to the pre-specified entropy may be
better in some way[10].
4Motivated by the moment-closure method mentioned above, here we consider an isolated thermodynamic
system and assume that it can be fully characterized by state variables φ ≡ {φ0, φ1 · · · , φn−1}. The subscripts 0 to
n− 1 denote the different tensor orders of the state variables, like the scalar, vector, tensor and so on. However, how
to properly choose these state variables is not a major task of our current study. Interested readers may refer to the
related works we mentioned above.
These variables correspond to the moments defined in (1) as φi =
∫
cifd~ξ (i = 0, 1, · · · , n − 1) with {ci} an
admissible space in the sense of [7], ensuring the Galilean invariance of the derived moment-closure system. Actually,
through these normalization conditions, the unknown parameters αi in the Ansatz (2) can be well determined in
terms of the φi’s. In the kinetic theory, the moments up to order three are usually taken as the density ρ =
∫
fd~ξ,
the momentum Mi =
∫
ξifd~ξ, the second-order stress tensor Pij =
∫
ξiξjfd~ξ and the third-order heat flux tensor
Qijk =
∫
ξiξjξkfd~ξ, where the particle mass is assumed to be one.
B. Entropy function
In the next step, we need to pick an entropy function S = S(φ0, φ1, · · · , φn−1), which is strictly concave with
respect to the pre-chosen state variables φi (i = 0, 1, · · · , n − 1). For this function, there is no further restriction,
since it sensitively depends on the details of the problem to be modeled. In the literature, the Boltzmann entropy
and the Tsallis entropy are two most widely referred forms. The former adopts a log form and is addable, while the
latter takes a polynomial form and is non-addable[11]. As a special example, we may take S = −kB
∫
(f ln f − f)d~ξ
in accordance with the Boltzmann equation, where f is defined in (2).
Set Sφi ≡ (∂S/∂φi)φ0,··· ,φi−1,φi+1,··· ,φn−1 . We have the generalized Gibbs relation [2]
dS =
n−1∑
i=0
STφi ⊙ dφi (3)
and therefore the evolution equation for entropy
∂S
∂t
=
n−1∑
i=0
STφi ⊙
∂φi
∂t
= −∇ · ~JS + σS (4)
with
σS ≡ ∇ · ~JS +
n−1∑
i=0
STφi ⊙
∂φi
∂t
.
Here ~JS stands for the entropy flux and σS is the entropy production rate, which should always be non-negative
according to the second-law of thermodynamics[1, 2].
5A proper choice of the entropy flux ~JS is crucial for the modeling. In some previous studies, the entropy flux
has not been paid enough attention to and is taken for granted[2]. Here we treat this part more carefully. We split
the entropy flux into two parts, i.e. ~JS = ~JS1 + ~J
S
2 . Inspired by the moment method for the Boltzmann equation, we
take the first part as
~JS1 =
n−1∑
i=0
φi+1 ⊙ S
T
φi , (5)
where the unknown tensor φn now can be regarded as the coefficient of Sφn−1 in the entropy flux ~J
S
1 . Later, it will
be seen that φn is the flux of the state variable φn−1. The second part of the entropy flux ~J
S
2 will be determined in
the next section. Now the entropy production rate becomes
σS =
n−1∑
i=0
STφi ⊙
(
∂φi
∂t
+∇ · φi+1
)
+
n−1∑
i=0
∇STφi ⊙ φi+1 +∇ ·
~JS2 . (6)
C. Entropy flux
Since the first part is fixed, the entropy flux will be totally determined if we can properly set its second part.
A direct way, which we will see is also quite meaningful both mathematically and physically, is to require the sum of
last two terms in above formula (6) to be vanished, i.e.
n−1∑
i=0
∇STφi ⊙ φi+1 +∇ ·
~JS2 = 0. (7)
Or equivalently,
n−1∑
i=0
STφiφj ⊙ φi+1 + ∂
~JS2 /∂φj = 0, ∀j = 0, · · · , n− 1, (8)
dues to the generality of state variable φj . It is a central equation to determine the two unknowns φn and ~J
S
2 as
functions of (φ0, φ1, · · · , φn−1). In such a way, the n-th order tensor φn can be expressed in terms of other known
lower-order state variables and obtain the so-called constitutive equations. Till now, we only know that above equation
admits at least on solution (see the discussions below on the Boltzmann equation). However, whether this solution is
unique or not is an open problem. If (7) admits other solutions, one would have alternative ways for moment closure
and thus other possibilities of constitutive equations. Further discussions are beyond the scope of this paper.
It is easily seen that the requirement imposed by Eq. 7 is equivalent to the well-known entropy condition for
conservation laws ∂φi/∂t+∇·φi+1 = 0 by multiplying ∇S
T
φi
on both sides. This entropy condition dues to Godunov,
Friedrichs, Lax and et al. [12–14] and was firstly proposed for symmetrical hyperbolic systems of first-order PDEs.
6It is well recognized in mathematics that hyperbolicity is a substantial requirement for systems of first-order PDEs
to be well-posed[15]. Based on our current macroscopic thermodynamic approach, the hyperbolicity of the resultant
PDEs is clearly verified with the help of (7), while no other extended theory (including EIT and GENERIC) till now
can reach this point in general.
In the case of the Boltzmann equation, as f = exp(
∑n−1
i=0 ci ⊙ αi), φi =
∫
cifd~ξ (i = 0, 1, · · · , n − 1) and
S = −kB
∫
(f ln f − f)d~ξ, it is easy to verify that
n−1∑
i=0
∇STφi ⊙ φi+1 =
n−1∑
i=0
∇
( n−1∑
j=0
∂S
∂αj
∂αj
∂φi
)T
⊙ φi+1
=
n−1∑
i=0
∇
[
− kB
n−1∑
j=0
( n−1∑
k=0
αk
∫
cjckfd~ξ
)(∫
cicjfd~ξ
)
−1]T
⊙
(∫
~ξcifd~ξ
)
=
n−1∑
i=0
−kB∇α
T
i ⊙
∂ ~B
∂αi
= −kB∇ · ~B,
where ~B =
∫
~ξfd~ξ. Therefore the entropy condition (7) is solved by φn =
∫
~ξcn−1fd~ξ and ~J
S
2 = kB
∫
~ξfd~ξ.
D. Dissipation Matrix
To keep the entropy production rate be non-negative (σs ≥ 0) in consistence with the second-law of thermo-
dynamics, it is quite natural to take
∂φi
∂t
+∇ · φi+1 =
n−1∑
j=0
λφiφjSφj , i = 0, · · · , n− 1 (9)
in which the dissipation matrix λ = (λφiφj ) is symmetric and positive semi-definite. Furthermore, we require the
null space of λ to be independent of the φi’s. As pointed out in [17], this requirement is important for the stability
of non-equilibrium processes. Formulas in (9) are known as the balance equations. Together with the constitutive
equations, they constitute a closed system once the entropy function S and the dissipation matrix λ are specified.
Now we show that the collision integrals on the right-hand side of Levermore’s moment closure hierarchies for
the Boltzmann equation can be reformulated into the form of dissipative entropic flows defined in (9). To do this, we
substitute the Ansatz (2) into (1) and define
Q(~α) ≡
∫
~cT (~ξ)
{
exp[~c(~ξ⋆) · ~α+ ~c(~ξ
′
⋆) · ~α]− exp[~c(
~ξ) · ~α+ ~c(~ξ′) · ~α]
}
Bd~ωd~ξ′d~ξ, (10)
where ~c(~ξ) = (c0, c1, · · · , cn−1), ~α = (α0, α1, · · · , αn−1)
T and ~c(~ξ) · ~α =
∑n−1
k=0 ck(
~ξ) ⊙ αk(~r, t). With the celebrated
identity [9]
4
∫
ci(~ξ)(f⋆f
′
⋆ − ff
′)Bd~ωd~ξ′d~ξ =
∫ [
ci(~ξ) + ci(~ξ
′)− ci(~ξ⋆)− ci(~ξ
′
⋆)
]
(f⋆f
′
⋆ − ff
′)Bd~ωd~ξ′d~ξ, (11)
7which holds for any continuous function ci(~ξ), we can rewrite
Q(~α) = −
1
4
∫
[~cT (~ξ⋆) + ~c
T (~ξ′⋆)− ~c
T (~ξ)− ~cT (~ξ′)
]{
exp[~c(~ξ⋆) · ~α+ ~c(~ξ
′
⋆) · ~α]− exp[~c(
~ξ) · ~α+ ~c(~ξ′) · ~α]
}
Bd~ωd~ξ′d~ξ. (12)
It follows from the mean-value theorem that
exp[~c(~ξ⋆) · ~α+ ~c(~ξ
′
⋆) · ~α]− exp[~c(
~ξ) · ~α+ ~c(~ξ′) · ~α] =M [~c(~ξ⋆) + ~c(~ξ
′
⋆)− ~c(
~ξ)− ~c(~ξ′)] · ~α, (13)
where
M(~α, ~ξ, ~ξ′, ~ξ⋆, ~ξ
′
⋆) =
∫ 1
0
exp
{
τ [~c(~ξ⋆) + ~c(~ξ
′
⋆)− ~c(
~ξ)− ~c(~ξ′)] · ~α+ [~c(~ξ) + ~c(~ξ′)] · ~α
}
dτ. (14)
Then the dissipation matrix is found to be
λ(~α) =
1
4
∫
[~cT (~ξ⋆) + ~c
T (~ξ′⋆)− ~c
T (~ξ)− ~cT (~ξ′)
]
MB
[
~c(~ξ⋆) + ~c(~ξ
′
⋆)− ~c(
~ξ)− ~c(~ξ′)
]
d~ωd~ξ′d~ξ, (15)
which is symmetric and positive semi-definite. Moreover, it is well-known that mass, moment and energy are the only
three conservation laws for the Boltzmann equation [6], which follows that the null space {~α ∈ Rn :
∫
|[~c(~ξ⋆)+~c(~ξ
′
⋆)−
~c(~ξ)− ~c(~ξ′)] · ~α|2d~ωd~ξ′d~ξ = 0} of λ(~α) is independent of φ. Thus the collision integrals are
Q(~α) = −λ(~α) · ~α = λ(~α(~φ)) · S~φ, (16)
by noticing the identity ~α = −S~φ.
III. ORTHOGONAL CONDITIONS
Now we try to show that the general principles of non-equilibrium thermodynamics are fulfilled in our formulism.
Notice that above balance equations could be rewritten into a compact form
∂~φ
∂t
= ~Jφc + ~J
φ
d . (17)
Here the vector for state variables is
~φ = (φ0, φ1, · · · , φn−1)
T , (18)
the conserved energetic flows are
~Jφc = −∇ ·
(
φ1, φ2, · · · , φn
)T
, (19)
8and the dissipative entropic flows are
~Jφd = λ⊙ S~φ. (20)
In view of the kinetic theory, we write the density ρ = φ0, the momentum ~M = ρ~v = φ1, the second-order
stress tensor P = φ2 and the third-order heat flux tensor Q = φ3, and introduce U = trP/2− ~M
2/(2ρ) as the internal
energy. Then following relations can be verified, i.e.
UT~φ ·
~Jφc = −∇ · (U~v)−∇ · ~q − p
T : ∇~v, (21)
UT~φ ·
~Jφd =
1
2
v2i
n−1∑
j=0
λρφj ⊙ Sφj − vi
n−1∑
j=0
λMiφj ⊙ Sφj +
δki
2
n−1∑
j=0
λPikφj ⊙ Sφj , (22)
where pij = Pij − ρvivj and qi = Qjji/2−Pijvj −Pjjvi/2+ ρv
2
j vi are recognized as the traditional pressure and heat
flux tensors, respectively. To recover the first law of thermodynamics, which states the change in the internal energy
is equal to the amount of heat flux plus the amount of work done by its surroundings, terms on the right-hand side of
(22) should vanish. Therefore the energetic forces U~φ, defined as the gradient of the internal energy with respect to
state variables, and the dissipative entropic flows are orthogonal. Physically, this orthogonal relation means that the
energetic forces make no contribution to the dissipative entropic flows, such that the corresponding state variables
will be conserved. Due to the arbitrariness of velocity vi,
n−1∑
j=0
λρφj ⊙ Sφj =
n−1∑
j=0
λMiφj ⊙ Sφj =
n−1∑
j=0
3∑
i=1
λPiiφj ⊙ Sφj = 0 (23)
are required by the Galilean invariance in general. In this way, the classical conservation laws for mass, momentum
and total energy are recovered.
Additionally, we have
ST~φ ·
~Jφc = −∇ ·
~JS , (24)
ST~φ ·
~Jφd = σ
S . (25)
The first formula shows another orthogonal relation between the conserved energetic flows and the entropic forces (the
gradient of entropy with respect to state variables). Physically, it means that the entropic forces do not disturb the
conserved energetic flows, which in turn guarantees the conservation of mass, momentum and total energy during the
irreversible processes. It is noted that (24) and (25) together guarantee the second law of thermodynamics, namely,
the entropy of an isolated system never decreases.
9IV. SEVERAL EXAMPLES
A. Equilibrium State and the Euler Equations
As a first example, we look at the equilibrium system characterized by the state variables: the density ρ,
momentum ρ~v and total energy ρe, which corresponds to the minimum admissible space [7]. In this case, it is
well-known that the solution of the Boltzmann equation is given by the Maxwell-Boltzmann distribution, i.e. f |e =
ρ
(
2πkBT
)
−3/2
exp
[
− (~ξ−~v)2/(2kBT )
]
, where T = (2e−~v2)/(3kB) is the temperature. Based on this, we can get the
entropy function S|e = kBρ
(
3 lnT−2 ln ρ+A
)
/2, the entropic forces S~x|e =
(
S|eρ+~v
2/(2T )−5kB/2,−vi/T, δij/(2T )
)T
with A = 3 ln(2πkB) + 3 a constant, the second-order pressure tensor Pij |e = ρvivj + ρkBTδij , and the third-order
heat flux tensor Qijk|e = ρvivjvk + ρkBT (viδjk + vjδik + vkδij). Accordingly, it is easy to verify that the entropy
condition (8) is satisfied, and the entropic fluxes are found to be ~JS1 |e = S|e~v − kBρ~v,
~JS2 |e = kBρ~v and
~JS |e = S|e~v.
Now the balance equations reduce to the Euler equations
∂
∂t
ρ+∇ · (ρ~v) = 0,
∂
∂t
(ρ~v) +∇ · (ρ~v~v) +∇p = 0,
∂
∂t
(ρe) +∇ · (~vρe+ ~vp) = 0,
where p = ρkBT is known as pressure in equilibrium. Additionally, the evolution equation for the entropy becomes
∂
∂t
(
S|e
)
= −∇ ·
(
~vS|e
)
.
This hints that the entropy is conserved in equilibrium.
B. A Gaussian Model with Ten-Moments
Let’s go beyond the equilibrium state and study a Gaussian model with ten-moments. In this case, the state
variables are given as the density φ0 ≡ ρ, momentum φ1 ≡ ρ~v and symmetric pressure tensor φ2 ≡ P. Specifically,
we set the entropy function as S = kBρ[ln detΘ − 2 ln ρ + 3 ln(2π) + 3]/2, where Θ = ρ
−1P − ~v~v. It is a direct
generalization of the entropy in the equilibrium state. Furthermore, it is noted that the entropy function thus defined
is a strictly concave function with respect to ρ, ρ~v and P.
By noticing Sφ0φ0/kB = −ρ
−1~v~v : Θ−1 − ρ−1 − ρ/2[Θ−1 : (∂Θ/∂ρ)]2, Sφ0φ1/kB = ρ
−1~v · Θ−1 + ~v ·Θ−2 :
(∂Θ/∂ρ), Sφ0φ2/kB = −1/2Θ
−2 : (∂Θ/∂ρ), Sφ1φ1/kB = −ρ
−1Θ−1 − 2ρ−1~v~v : Θ−2, Sφ1φ2/kB = ρ
−1~v ·Θ−2 and
10
Sφ2φ2/kB = −1/2ρ
−1Θ−2, we see the entropy condition (8) turns to be
kB{−ρ
−1~v~v : Θ−1 − ρ−1 − ρ/2[Θ−1 : (∂Θ/∂ρ)]2}ρ~v + kB [ρ
−1~v ·Θ−1 + ~v ·Θ−2 : (∂Θ/∂ρ)] ·P
+kB[−1/2Θ
−2 : ∂Θ/∂ρ] : φ3 + ∂ ~J
S
2 /∂ρ = 0,
kB[ρ
−1~v ·Θ−1 + ~v ·Θ−2 : (∂Θ/∂ρ)]ρ~v + kB[−ρ
−1Θ−1 − 2ρ−1~v~v : Θ−2] ·P
+kB[Θ
−2 : ∂Θ/∂(ρ~v)] : φ3 + ∂ ~J
S
2 /∂(ρ~v) = 0,
kB[−1/2Θ
−2 : (∂Θ/∂ρ)]ρ~v + kB [ρ
−1~v ·Θ−2] ·P+ kB [−1/2Θ
−2 : ∂Θ/∂P] : φ3 + ∂ ~J
S
2 /∂P = 0.
It can be verified that above equations are solved by (φ3)ijk = viPjk + vjPik + vkPij − 2ρvivjvk and ~J
S
2 = kBρ~v (in
fact, the solution to above equations permits an additional term Θ2 : ∂~g(Θ)/∂Θ in φ3 and corresponding ~g(Θ)/2 in
~JS2 , where ~g(Θ) is an arbitrary vector function of Θ). Now the balance equations become
∂
∂t
ρ+∇ · (ρ~v) = 0,
∂
∂t
(ρ~v) +∇ ·P = 0,
∂
∂t
P+∇ · φ3 =
kB
2
λPP : Θ
−1.
Additionally, we can determine the entropic fluxes as ~JS1 = S~v−kBρ~v and
~JS = S~v. Therefore the evolution equation
for the entropy is given by
∂
∂t
S = −∇ ·
(
~vS
)
+
k2B
4
Θ−1 : λPP : Θ
−1.
Now we are going to show how above balance equations reduce to the Euler equations in the equilibrium state.
We split the pressure tensor into two parts P = 2E+ τ , where E = (pI+ ρ~v~v)/2, then the last two balance equations
become
∂
∂t
(ρ~v) +∇ ·P =
∂
∂t
(ρ~v) +∇ · (ρ~v~v) +∇p+∇ · τ = 0,
∂
∂t
P+∇ · φ3 = 2
[
∂
∂t
E+∇ ·
(
~vE+
1
3
~vpI
)]
+
[
∂
∂t
τ +∇ ·
(
~vτ
)
+ (∇~v) · τ + τ · (∇~v)T
+~v∇ · τ + (∇ · τ)~v
]
= ρkBλPP :
(
pI+ τ
)
−1
.
Take trace on both sides of the last equation and notice the fact that trE|e = (3p/2 + ρv
2/2)|e = ρe, τ |e = 0 and
λPiiPjj = 0, we will arrive at the Euler equations in the equilibrium state. Furthermore, it is easy to verify that the
entropy function defined above for the ten-moments reduces to the classical one S|e in the equilibrium state.
Interestingly, above macroscopic formulation has a perfect microscopic correspondence. If we take the dis-
tribution function as the multi-dimensional gaussian distribution, i.e. f = ρ(2π)−3/2(detΘ)−1/2 exp
[
− (~ξ − ~v) ·
11
Θ−1 · (~ξ − ~v)/2
]
, then it can be shown that the entropy function defined above is given by the Boltzmann formula
S = −kB
∫
(f ln f − f)d~ξ. While the macroscopic state variables are in fully consistent with the Levermore’s Ansatz,
i.e. ρ =
∫
fd~ξ, ρ~v =
∫
~ξfd~ξ, P =
∫
~ξ~ξfd~ξ and φ3 =
∫
~ξ~ξ~ξfd~ξ.
V. CONCLUSION
As a summary, in this paper we have proposed a novel thermodynamic approach to construct the macroscopic
balance equations and constitutive equations. Our approach takes the advantage of both EIT and GENERIC for-
malisms, and shows a complete consistency with the general principles of non-equilibrium thermodynamics. More
importantly, the underlying connections between our macroscopic derivation and Levermore’s moment closure hier-
archies for the Boltzmann equation are fully explored. This interesting result may put various macroscopic modeling
approaches, starting from the general principles of non-equilibrium thermodynamics, on a solid microscopic foundation
based on the Boltzmann equation. A long-standing problem has been tacitly assumed to be correct but not clearly
justified.
Towards Levermore’s moment closure hierarchies for the Boltzmann equation, four basic steps in our
derivation: the choice of suitable state variables, the construction of a strictly concave entropy function, the proper
separation of entropy flux and entropy production rate, as well as the determination of the dissipative structure have
been illustrated step by step. Due to the close linkage between microscopic kinetics and macroscopic dynamics, our
derivation may shed light on other macroscopic modeling approaches for irreversible thermodynamics, in which a
major bottleneck is how to properly construct those four elements.
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FIG. 1: The correspondence between our macroscopic thermodynamic approach and the moment closure hierarchies for the
Boltzmann equation.
