Multilevel molecular modelling of structure-function relationships in enzymes by Singh, Warispreet
Citation:  Singh,  Warispreet  (2016)  Multilevel  molecular  modelling  of  structure-function 
relationships in enzymes. Doctoral thesis, Northumbria University. 
This  version  was  downloaded  from  Northumbria  Research  Link: 
http://nrl.northumbria.ac.uk/36014/
Northumbria University has developed Northumbria Research Link (NRL) to enable users to 
access the University’s research output. Copyright ©  and moral rights for items on NRL are 
retained by the individual author(s) and/or other copyright owners.  Single copies of full items 
can be reproduced,  displayed or  performed,  and given to third  parties  in  any format  or 
medium for personal research or study, educational, or not-for-profit purposes without prior 
permission or charge, provided the authors, title and full bibliographic details are given, as 
well  as a hyperlink and/or URL to the original metadata page. The content  must not be 
changed in any way. Full  items must not be sold commercially in any format or medium 
without  formal  permission  of  the  copyright  holder.   The  full  policy  is  available  online: 
http://nrl.northumbria.ac.uk/policies.html
 MULTILEVEL MOLECULAR 
MODELLING OF STRUCTURE-
FUNCTION RELATIONSHIPS IN 
ENZYMES 
 
  WARISPREET SINGH 
 
 
 
PhD 
 
 
2016 
  
   
MULTILEVEL MOLECULAR 
MODELLING OF STRUCTURE-
FUNCTION RELATIONSHIPS IN 
ENZYMES 
 
 
WARISPREET SINGH 
 
A thesis submitted in partial fulfilment 
of the requirements of the 
University of Northumbria at Newcastle for 
the degree of 
Doctor of Philosophy 
 
Research undertaken in the 
Faculty of Health and Life Sciences 
 
October, 2016. 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
i 
 
 
Abstract 
 
Proteins are large flexible molecules and conformational dynamics is one of their 
fundamental properties which correlate the protein’s structure and function [1] [2]. The 
crystal structure of biomolecular systems such as enzymes reveals the important atomistic 
details in terms of the ligand binding and possible mechanism albeit providing no 
information about how conformational flexibility and dynamics influences the protein 
structure and its key determinants. There is no information regarding the electronic 
structure and the chemically relevant components of the enzymes and how the protein 
environment affects the electronic structure. In order to provide understanding of how the 
conformational flexibility influences structure-function relationships of the enzymes, we 
applied classical molecular dynamics simulations using Gromacs [3] [4] [5]  and Amber 
[6] [7] packages. The effect of the protein environment on the electronic structure of the 
active site were studied using Quantum Mechanics and Molecular Mechanics (QM/MM) 
[8] using ONIOM [9] [10, 11] implemented in Gaussion09 [12] [13].  
 
Tyrosylproteinsulfotransferase (TPST): TPSTs catalyze the transfer of negatively 
charged sulfate group from 3’-phosphoadenosine 5’-phosphosulfate (PAPS) to the 
hydroxyl group of a tyrosine residue of polypeptide to form a tyrosine O4-sulfate ester 
[14]. The binding of the substrate peptide showed more open conformation in 
Tyrosylproteinsulfotransferase-2 (TPST-2) enzyme in contrast to the crystal structure [15] 
[16]. There were identification of new hydrophobic interactions responsible for the 
stabilization of the enzyme dimer [16]. The binding of the substrate and cofactor to the 
apoenzyme contributed to the stability of the whole active complex, influenced the local 
interactions in the binding site and importantly, affects the pattern of the correlated 
motions in the entire molecule [16].  
 
NirE an S-adenosyl-L-methionine dependent Methyltransferase: The NirE enzyme 
catalyses the transfer of a methyl group from the S-adenosyl-L-methionine (SAM) to 
uroporphyrinogen III and serves as a novel potential drug target for the pharmaceutical 
industry. The binding of the substrate contributes to the stabilization of the structure of the 
full enzyme complex [17]. The conformational changes influence the orientation of the 
pyrrole rings of the substrate [17]. The mutations of binding and active site residues leads 
to sensitive structural changes which influence binding and catalysis [17].  
 
Matrix metalloproteinase-1 (MMP-1): The molecular dynamics studies on the Matrix 
metalloproteinase-1 (MMP-1) were in good agreement with the experimental observation 
that in the MMP-1•THP (Triple Helical Peptide) X-ray crystallographic structure MMP-
1[18] is in a "closed" conformation [19]. The interactions of the THP with both the CAT 
and HPX domains of MMP-1 are dynamic in nature, and the linker region of MMP-1 
influences the interactions and dynamics of both the CAT and HPX domains and collagen 
binding to MMP-1 [19]. The mutations in the MMP-1 have distinct impact on the 
correlated motions in the MMP-1•THP. An increased collagenase activity corresponded to 
the appearance of a unique anti-correlated motion and decreased correlated motions, while 
decreased collagenase activity corresponded both to increased and decreased anti-
correlated motions.  
 
Non-heme Fe
2+
 and 2-oxoglutrate (2OG): The non-heme Fe
2+
 and 2-oxoglutrate (2OG) 
dependent dioxygenases such as FTO, AlkB, PHF8 and KIA1718 perform important tasks 
in homeostasis through the methylation of DNA and histone proteins. The linker region 
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shows increase conformational flexibility and dynamics in PHF8 and KIA1718 and is 
important for the catalysis. The jelly roll motif structure also showed conformational 
stability for all demethylases and indicates its vital role in maintaining the iron geometry in 
the active site. The N domain of the FTO enzyme and the L1 loop region showed increased 
conformational flexibility and dynamics. The QM/MM optimized structure of reactant 
complex showed the effect of the conformational flexibility.  
 
An important insight into the structure function relationship of different enzymes has 
been obtained by applying a large number of Atomistic Molecular Dynamics 
Simulations and Quantum Mechanics/Molecular Mechanics to different enzymes which 
cannot be gained experimentally. The effect of conformational dynamics, flexibility and 
important interactions of the active site residues can be used in chemical biology and 
biotechnology for structure based drug design and in the engineering of novel 
biocatalyst.  
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 –INTRODUCTION CHAPTER ONE
 
Enzymes are complex biological macromolecules which catalyse various biochemical 
reactions in the cellular environment. The success of enzymes as biological catalysts is 
attributed to their ability to greatly accelerate the reaction rate by reducing the activation 
energy barrier and their high specificity for various ligand molecules [1] [20] [21]. 
Enzymology is an established field with a wealth of scientific research carried out in past 
decades. Understanding the mode of action of enzymes in their natural physiological 
environment has provided valuable knowledge for both scientific and pharmaceutical 
sector. The root of many diseases lies in the malfunction of enzymes, understanding these 
and targeting drugs towards them is now a routine procedure in the development of novel 
pharmaceutical compounds [22] [23] [24]. 
Experimental investigations in the field of Biochemistry and Biophysics have provided 
vital information regarding the enzyme environments influence on the kinetics, 
thermodynamics and mechanism of a reaction. In spite of the wealth of information on the 
mode of action of enzymes, there are still some open questions regarding the detailed 
reaction mechanisms and conformational dynamics which require further explanations. In 
pursuit of fostering our understanding of reaction mechanisms (through the 
characterisation of short lived intermediate species and even more short lived transition 
states) and understanding the conformational dynamics of enzymes have created the 
modern field of computational enzymology [25] [26] [21] [27]. Computational 
enzymology provides an alternative platform via simulations to obtain vital atomistic and 
electronic structural information on the enzyme dynamics and catalysis. Out of all the 
computational techniques, Molecular dynamics simulations can provide vital knowledge 
about the conformational flexibility and dynamics of the enzyme ligand complex which 
12 
 
contributes significantly to the enzymes function [1]. Molecular Mechanics (MM) relies on 
empirical force field data which has been parametrised to obtain potential energy functions 
for bimolecular systems [28]. There is no term in MM force field which describes the 
effect of molecular wave function or electronic density hence it is not capable of providing 
electronic details which are at the heart of catalysis. In order to study the electronic effect 
in enzyme catalysis, Quantum Mechanics (QM) is the method of choice [29]. The cluster 
models of the active site have provided new insights into reaction pathways in enzymes 
[29] [30] [31]. However due to the very high computational cost of QM methods, it is 
restricted to only a few hundred atoms or even less if a higher level of QM theory is used.  
In order to take advantage of both the QM and MM methods together in studying enzymes, 
QM/MM is a technique of choice [8] [32]. The combination of both MM and QM 
methodology in a combined algorithm is commonly known as QM/MM (Quantum 
Mechanics / Molecular Mechanics), where MM treats the rest of the system; QM provides 
details on the breaking and formation of chemical bonds, charge transfer and electron 
excitation in the active site of the enzymes [32] [10] [11] [33]. The QM/MM approach 
takes advantage of the accuracy of computationally demanding QM with the low 
computational cost of MM to study large complex enzyme systems, they have provided 
meaningful insight into catalytic process and have significantly increased our knowledge 
of enzyme catalysis [9] [34] [35] [36] [37] [38].   
1.1 QUANTUM MECHANICS 
The quantisation of energy levels proposed by Max Plank and the concept of the wave 
particle duality of matter laid the ground work for quantum mechanics [39]. Sub-atomic 
particles such as electrons behave both as particle and wave according to the De Broglie 
equation. The behaviour of an electron or a subatomic particle propagating as waves was 
described in 1925 by Erwin Schrödinger in the famous Schrödinger wave equation 
(equation 1.1) [39].  
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                                ĤѰ(𝑟) = EѰ(𝑟)                                       (1.1) 
              ?̂? = −
ħ2
2𝑚 
(
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑦2
+
𝜕2
𝜕𝑧2
) + 𝑉(𝑥, 𝑦, 𝑧)         (1.2) 
 In the Schrödinger equation; Ĥ is a Hamiltonian operator, 𝑟  is the three dimensional 
vectors in Cartesian space, Ѱ is the wavefunction and E is the total energy associated with 
wavefunction. The Hamiltonian operator represents the total energy (which is sum of (T) 
Kinetic and (V) Potential energy) of the system (equation 1.2). The Schrödinger equation 
is an eigenvalue equation in which the Hamiltonian operator acts on an eigenfunction 
wavefunction Ѱ and returns a scalar eigenvalue energy component (E) and the 
wavefunction Ѱ [39]. The wavefunction defines the complete state of a system and it is 
possible to obtain all the observable properties (position, energy, momentum etc.) in terms 
of their expectation value from the wavefunction. The wavefunction has no physical 
significance on its own however according to the Max Born interpretation, the product of 
wavefunction and it complex conjugate ׀ψ(𝑟))ψ(𝑟))*׀  represents the probability of finding 
a particle in (d𝑟) space [40]. The expectation value of energy is obtained from the 
Schrödinger equation by multiplying complex conjugate of wavefunction ψ*(𝑟⃗⃗⃗⃗ ) to both 
side of equation 1.1 and integrating to all space from -∞ to +∞ over the Cartesian space 
(equation 1.3). The denominator term in the equation 1.3 is used for the normalization of 
the wavefunction (equation 1.4) according to the postulates of quantum mechanics. The 
equation 1.5 is the Dirac representation of the expectation value of energy [41].  
 
                  〈𝐸〉 =
∭  𝑑𝑟 Ѱ(𝑟⃗⃗ ⃗⃗ ) ?̂? Ѱ∗ (𝑟⃗⃗ ⃗⃗ ) 
∞
−∞
∭  𝑑𝑟 Ѱ(𝑟⃗⃗ ⃗⃗ ) Ѱ∗ (𝑟⃗⃗ ⃗⃗ ) 
∞
−∞
                       (1.3) 
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                        ∭  𝑑𝑟 Ѱ(𝑟⃗⃗⃗⃗ ) Ѱ∗ (𝑟⃗⃗⃗⃗ ) 
∞
−∞
= 1                              (1.4)                              
                                  〈𝐸〉 = 〈 Ѱ |Ĥ  |  Ѱ∗〉/〈 Ѱ  |  Ѱ∗〉                        (1.5) 
The Schrödinger equation can be solved ‘exactly’ for an atom containing only a single 
electron such as a hydrogen atom by taking into account the Born–Oppenheimer 
approximation. This approximation is based on the fact that an electron is about 1836 times 
lighter than the mass of a proton and can respond instantaneously to any displacement of 
the proton. In solving the Schrödinger equation for hydrogen like atoms the motion of the 
electron is independent of the motion of the proton and the position of the nucleus is fixed 
in the atom. The electronic Schrödinger equation is solved for electronic energy, the fixed 
nuclear position is added as a parametric function to the equation giving us the concept of 
the potential energy surface (equation 1.6) [42].  
                             Ĥ𝑒𝑙𝑒𝑐 Ѱ𝑒𝑙𝑒𝑐 = E𝑒𝑙𝑒𝑐(R)Ѱ𝑒𝑙𝑒𝑐                 (1.6)          
The wavefunction evolves in time according to the time dependent Schrödinger equation 
(1.7) (TDSE). The kinetic and potential energy operators depends on the spatial component 
(Ѱ (𝑟⃗⃗⃗⃗ )) and do not change with time so the Hamiltonian operator is assumed to constant 
with respect to time. The TDSE is solved by applying separate of variable technique in 
which the wavefunction is separated into a spatial and time component (𝑒−𝑖𝐸𝑡/ħ). In 
equation 1.7, ħ = h/(2π)  is the reduced Planck constant and i is an imaginary number 
[43].  
                                Ѱ( (𝑟⃗⃗⃗⃗ , 𝑡) = Ѱ (𝑟⃗⃗⃗⃗ ). 𝑒−𝑖𝐸𝑡/ħ                                     (1.7) 
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1.2 QUANTUM MECHANICAL METHODS 
The various approximate methods in quantum chemistry arise due to the electron-electron 
repulsion term in the Schrödinger equation when we solve for Helium like atoms and 
larger systems [44]. The multi-dimensional wave function is normally solved by separation 
of variables which are not dependent on each other however in case of electron-electron 
repulsion term both electron one (r1) and two (r2)  (𝑒2/4𝜋𝜀𝑟1. 𝑟2 ) depend on each other 
simultaneously which makes it not possible to solve the function by separation of variables 
and hence there is no analytical solution to the Hamiltonian which depends on this 
coulombic repulsion term and therefore we have to use approximate methods [42].  
1.2.1 Variational Principal  
The variational principle states that the energy of any trial approximate wavefunction 
would be greater than or equal to the ground state energy of the exact ground state wave 
function. The principle is used to determine the quality of wavefunction in terms of how 
well it approaches the true ground state energy for the system. The linear variational 
method depends on a trial wavefunction (Φ) (equation 1.8) which is represented as a linear 
combination of basis functions (fn(?⃗⃗?)) which together form a basis set. The Cn coefficient 
acts as a variational parameter and is used to minimize the energy of a trial wavefunction 
[39] [45]. The minimum approximate energy in the variational methods is calculated by 
adjustment of variational parameters to give the best wavefunction and the energy that 
corresponding to it (equation 1.9) [45]. The energy in variational methods is solved by 
using a secular determinant which represents the Hamiltonian (H) matrix, overlap (S) 
matrix and the coefficient (c) in column vectors. The secular equation could be represented 
as a matrix analogy of the Schrödinger equation when the basis functions used in the basis 
set are orthogonal to each other (equation 2.0).  This would result in an overlap matrix (S) 
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being an identity matrix which provides a matrix form of the Schrödinger equation in 
which the Hamiltonian matrix is represented by H, c column vector represents 
wavefunction and E represents the energy eigenvalue. 
 
 
 
 
1.2.2 Hartree Fock Method  
In the Hartree Fock (HF) theory, we have a Ĥ 𝑒𝑓𝑓 (Hamiltonian effective) Hamiltonian for 
each electron which is represented in equation 2.1 in atomic units. The V̂ 𝑒𝑓𝑓 (effective 
potential) operator (equation 2.2) is described as an effective potential energy experienced 
by an electron (i) at all possible positions in space. The electron (i) do not feel the 
columbic repulsion from electron (j) explicitly however it is affected in the form of 
electron (j)’s spread out charge density this is known as the mean field. Now we can solve 
the Schrodinger equation for individual electrons as Ĥ 𝑒𝑓𝑓 acts on an electron orbital (Ѱ) 
and give us the orbital energy (ξ) and the wavefunction (equation 2.3). However the 
Hamiltonian of electron (j) depends on the wavefunction of electron (i) and vice versa, 
making this equation a pseudo Eigenvalue problem which  can be solved by a self-
consistent procedure (SCF) 
[44] [45]
. 
Initially a guess wavefunction (orbitals) for each electron is used to calculate the mean 
field potential which gives the Ĥ 𝑒𝑓𝑓 Hamiltonian operator, this effective Hamiltonian is 
then used to obtain the new wavefunction. Using the new wavefunction we can obtain new 
the mean field operator (updated Hamiltonian) and vice versa. In the SCF algorithm the 
   (1.8) 
 
 
 
 
 
(1.9) 
(2.0) 
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question is asked in terms of whether the new generated wavefunction is the same or 
different, if the wavefunction changes, then the whole process is iterated until the both the 
mean field and the wavefunction stay the same
 [46]
.  
 
 
 
 
In HF theory the electrons are described as spin orbitals (a combination of both the spatial 
and spin component) and the total wavefunction is represented as a product of atomic 
orbitals also known as the Hartree product. The limitation of the Hartree product is that it 
does not follow the anti-symmetric principle; this states that all electronic wavefunctions 
must be anti-symmetric, any two electrons (i and j) can be exchanged as in equation 2.4. 
                                        Ѱ(𝐢, 𝐣) =  −Ѱ(𝐣, 𝐢)                                                   (2.4) 
Electrons are fermions with spin S=±1/2 and according to the Pauli Exclusion Principle no 
two electons should have the same spin and occupy the same spin orbital (i.e they must 
have different quantum number (n,l,ml,ms) otherwise the wavefucntion will be zero 
(equation 2.5).  
                                      Ѱ(𝐢, 𝐣) =  Ѱ(𝐢)Ѱ(𝐣) − Ѱ(𝐢)Ѱ(𝐣) = 𝟎                                (2.5)                    
For the N number of the electrons to obey the antisymmetric principal in Hartree Fock 
theory, they must be represented using slater determinants (equation 2.6). The use of the 
Slater determinent enables the wavefucntion to be anti-symmetric in respect to the 
exchange of two electrons. 𝟏/√𝑵! is a normalization conditoin, the rows of the Slater 
(2.1) 
 
(2.2) 
 
(2.3) 
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determinant represent different atomic orbtial (spin orbital) and the colums represent 
different electrons.  
𝛙(𝟏, 𝟐, … 𝐍) =
𝟏
√𝑵!
|
𝛙𝟏(𝟏) 𝛙𝟐(𝟏) ⋯ 𝛙𝑵(𝟏)
𝛙𝟏(𝟐) 𝛙𝟐(𝟐) ⋯ 𝛙𝑵(𝟐)
⋮ ⋮ ⋱ ⋮
𝛙𝟏(𝑵) 𝛙𝟐(𝑵) ⋯ 𝛙𝑵(𝑵)
|                                       (2.7) 
1.2.3 Hartree Fock Atomic energy for N number of atoms 
 The Hamiltonian operator in atomic units (au) for an arbitary atom is showen in equation 
2.8. In this, the first term is the individual kinetic energy of the i 
th
  electron and  its 
elecrostatic attraction to the postively charged nuclei. The kinetic energy of the i 
th
  
electron and the electrostatic interactions between this electron and the nuclelus are both 
one electron additive terms. However the second term in equation 2.8 is the two electron 
term which is a pairwise sum of a unique pair of electron-electron replusions. The energy 
of an arbitary atom is then computed by the expectation value of the Hamiltonian as 
described in equation 2.9. The energy in equation 2.9 is a sum of the one electron energy 
(i.e the kinetic energy of each electron and its electrostatic attraction to the nucleus) and 
the two electron energy. The two electron energy is composed of the coulomb energy and 
the exchange energy, the coulomb energy is the electrostatic repulsion between the two 
unique electron pairs and the exchange energy is due to the antisymmetric principal in 
slater determinant.  The one electron energy operator (equation 3.0) (ℎ?̂?) and its expectation 
value are shown in equation 3.1. The coulomb integral and the exchange integral 
expectation values are shown in equation 3.2 and 3.3 respectively. The coulomb integral is 
the repulsion of the two charge densities of the electron i and j, the exchange integral arises 
due to the antisymmetric principal in quantum mechanics [39, 45].  
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In HF theory when electrons are in the same orbitals they don’t interact with themselves 
because the self-coulomb and exchange integrals cancel out. The coulomb operator gives 
us the effective mean field potential of electron i from the charge density of electron j 
whilst the exchange operator exchanges the location of the two electrons i and j [39, 45, 
47]. The two electron operators depend on the position of the electron i and j 
simultaneously.  The Fock operator in HF theory for electron i is represented in equation 
3.4, this operator consists of a one electron operator (ℎ?̂?) and over all sum of the electrons 
of the coulomb operator minus the exchange operator for electron i. This sum also 
represents the effective mean field operator (V̂ 𝑒𝑓𝑓) for electron i in HF theory.  The Fock 
operator acts on the individual atomic orbitals and gives the atomic orbital energy as these 
atomic orbitals are eigenfucntions of the fock operator (equation 3.5), every different 
(2.8) 
(2.9) 
(3.0) 
(3.1) 
(3.2) 
 
 
  (3.3) 
(3.4) 
(3.5) 
 
(3.6) 
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atomic orbital has a slightly different Fock operator and thus gives slightly different orbital 
energies. The orbital energy can be computed by taking the expectation value of the Fock 
operator (Figure 3.6). The application of the linear variational method to the HF equation 
using a basis set for atomic orbitals results in the production of the Hartree Fock Roothaan 
equations. Each atomic orbital is represented as a linear combination of basis functions, 
there are two types of basis function generally used in quantum chemistry; (i) Slater 
function and (ii) Gaussian function. The computation involving two electron integrals 
using slater function are very difficult to compute even though slater functions are a good 
approximations to the hydrogen atom atomic orbitals, instead Gaussian functions are used 
routinely in QM calculations due to their relative ease of implementation in the 
computational code [39, 45, 47]. 
 A Major concern in the application of Hartree-Fock theory is its poor treatment of electron 
correlation, the mean field approximation and use of only a single slater determinant for 
the representation of spin orbitals. Post Hartree-Fock methods such as Møller-Plesset 
Perturbation theory [48] [49], Coupled Clusters theory [50], Configuration Interactions 
[51] and Density Functional Theory [52] [53]  attempt to improve upon HF methods.  
 
1.3 DENSITY FUNCTIONAL THEORY 
Density Functional Theory (DFT) [52] [53] utilizes the electron density (ρ(r)) instead of a 
many electron wavefunction to obtain the ground state energy of a system. DFT is based 
upon the Hohenberg and Kohn theorem [52] which states that the electron density can 
determine a distinct Hamiltonian for a system and hence all the observable properties of 
the system. The electron density is an experimentally measurable quantity which is a 
function of three variables (r,θ,ϕ) in the spherical coordinate system [54]. The calculation 
of electron density in DFT reduces the computational cost and scales similarity to HF with 
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respect to system size, making its application in the field of computational chemistry and 
condensed matter physics a very attractive proposal. The Functionals of electron density 
provide the electronic energy in DFT based upon equation 3.7 [41].  
                                  𝐸𝑒𝑙𝑐  =  𝐸
𝑇  + 𝐸𝑉 + 𝐸𝐽 + 𝐸𝑋𝐶                                            (3.7) 
In equation 3.7, E
T
 is the kinetic energy term of the electrons, E
V
 is the electrostatic 
attraction between nuclei and electrons and the nuclear-nuclear repulsion, E
J
 is a coulomb 
electron-electron repulsion term and E
XC
 is the exchange-correlation term. The E
XC
 term 
accounts for both the exchange energy arising from the anti-symmetry principal of 
quantum mechanics and dynamic electron correlation [54]. The exchange-correlation terms 
requires adequate understanding before its implementation in DFT due to the unavailability 
of an exact functional describing E
XC
 [55]. In order to describe E
XC
 in DFT various 
approximate functional forms have been developed such as Local Density Approximation 
(LDA) which rely on the electron density, Generalised Gradient Approximation (GGA) 
and the meta-generalized Gradient approximations (meta-GGA) which take into account 
both the gradient and electron density [46] [55].  
In general, hybrid functionals relies on obtaining the exchange correlation energy form HF 
calculations and the dynamic electron correlation energy from the DFT component. The 
use of hybrid functionals significantly improves the approximation of E
XC
 in DFT and one 
functional which has found central role in studying electronic structure in context of 
computational chemistry is B3LYP (Becke, 3-parameter, Lee-Yang-Parr) [55].  
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1.4 MOLECULAR MECHANICS 
Molecular mechanics (MM) methods are based on the application of the concepts of 
classical physics to predict the energy of molecule as a function of its atomic nuclear 
positions at different conformation in Cartesian space. The Newtonian nature of the 
treatment of atoms in the molecule prohibits the explicit representation of electrons in 
molecular mechanics, instead the nuclei and electrons are combined into atom like particle 
[28]. This approximation makes molecular mechanics based methods unfit for studying the 
chemical reaction process, none the less it plays a significant role in understanding the 
structural properties of molecules such as their structure, dynamics and conformational 
flexibility. The molecular mechanics models consider atoms as hard spheres and bonds as 
springs which obey classical potential functions which describe bond stretching and 
bending. The molecular mechanics force field energy function usually consists of 
stretching, bending, torsion and non-bonded interaction energy terms which are additive in 
nature [28]. The bonded and non-bonded interactions in the force field relay on parameters 
obtained from experimental and quantum mechanical studies. A typical example of a force 
field used in describing a biomolecular system such as protein is show in equation 3.8 [28]. 
The common force field uses routinely in molecular modelling are AMBER [56] [6], 
GROMOS [57], CHARMM [58], OPLS-AA [59]. There are also specifically designed 
force field which deal with parametrization of ligands such as GAFF [60] and CGenFF 
[61].  
 
𝑽(𝑹 )⃗⃗ ⃗⃗ ⃗⃗  = ∑ 𝒌𝒃(𝒓 − 𝒓𝒐)
𝟐
𝒃𝒐𝒏𝒅  + ∑ 𝒌𝜽(𝜽 − 𝜽𝒐)
𝟐
𝒂𝒏𝒈𝒍𝒆  + ∑ 𝑨[𝟏 + 𝒄𝒐𝒔(𝒏𝝉 − 𝝓)]𝒕𝒐𝒓𝒔𝒊𝒐𝒏𝒔  + 
∑ ∑  ( 𝟒𝜺𝒊𝒋 [(
𝝈
𝒓𝒊𝒋
)
𝟏𝟐
− (
𝝈
𝒓𝒊𝒋
)
𝟔
]𝑵𝒋=𝒊+𝟏
𝑵
𝒊=𝟏  + 
𝒒𝒊𝒒𝒋
𝟒𝝅𝜺𝟎𝒓
   )                                                             (3.8) 
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The MM potential energy 𝑽(𝑹)⃗⃗⃗⃗⃗ is a function of the positions vector (R) of N atoms and 
consists of bonded and non-bonded interactions as shown in blue and red colour 
respectively in equation 3.8. The first term represents the bond stretching energy between a 
pair of atoms and is based on Hooke’s law and is modelled using a harmonic potential. It is 
the use of simple harmonic approximation in bonded terms which prohibit the bond 
breaking in molecular mechanics. The application of a Morse potential includes the effects 
of bond dissociation however these potential are computationally very expensive and 
difficult to parameterize. The kb parameter controls the stiffness of the bond spring, while 
ro defines its equilibrium length. The bond bending energy between the three atoms is 
modelled using a harmonic potential. The Kθ parameter controls the stiffness of the angle 
spring and 𝜃𝑜 defines its equilibrium angle. Bond torsion or dihedral angle rotation occurs 
between four atoms. The torsion energy is usually modelled with a periodic function in a 
force fields. The "A" parameter controls the amplitude of the curve, the n parameter 
controls its periodicity, and ϕ shifts the entire curve along the rotation angle axis τ.  
The non-bonded interactions can be separated into van der Waals interactions and 
electrostatic interactions, non-bonded interactions occur between all atom pairs in the 
molecular mechanics force field. The van der Waals arise between two non-bonded atoms 
due to near instantaneous induced multipole-multipole interactions caused by the 
movement of electrons within electron cloud, they occur at short range due to London 
dispersion forces and rapidly die off as the interacting atoms move apart. Repulsion occurs 
when the distance between interacting atoms becomes less than the sum of their contact 
radii, the effect is generally modelled using a Lennard-Jones potential. The εij parameter in 
van der Waals represents the strength of the non-bonded interactions and rij is the 
interatomic distance between atom i and j. The second component of non-bonded 
interactions are electrostatic interactions which occurs between pair of non-bonded atoms 
(qi and qj) which are assigned partial charges based on force field parametrization. The 
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electrostatic contributions are modelled using a Coulombic potential. Computation of 
electrostatic interaction in molecular mechanics force fields can be expensive due to the 
relative strength in contrast to van der Waals interactions which decay very quickly. The 
long range electrostatic interactions are modelled with approximate methods using cutoffs 
schemes to reduce the complexity of the calculations.  
1.5 MOLECULAR DYNAMICS SIMULATIONS                                   
The basic idea behind molecular dynamic simulations is to solve Newton second law of 
motion where F is the force exerted on the particle; m is the mass of the particle and a 
acceleration. The force is expressed as the negative gradient (Laplacian) of the potential 
energy function (equation 3.9) which is obtained from the molecular mechanics force field.  
                 ?⃗? =  −∇𝑉(𝑟)                                                                  (3.9) 
The potential energy of the system is a function of the atomic positions (𝑟) of all the atoms 
in the system. The Newton second law of motion is a second order ordinary differential 
equation.  By using the potential energy function the total force acting on i 
th
 particle in the 
system can be obtained by vector sum of its interactions with other particles. Once the 
force is obtained it is possible to determine the acceleration and displacement of the 
particles. The potential energy function depends on N number of atoms interacting making 
it a many body problem whose analytical solutions are not possible [28]. Therefore in 
order to obtain trajectory we have to rely on numerical solutions. Some of numerical 
methods used for integrating the equation of are Verlet [62], Leap-frog [63] and Beeman’s 
[64] algorithms. The main assumption in the integration algorithm is that the position, 
velocity and acceleration can be obtained by using Taylor series expansion. The time steps 
used in molecular dynamic simulations are constrained by the highest frequency motions in 
the system which typically include chemical bond vibration and are around 1-2 
femtosecond [28].  
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The average value of a property of interest of a biological molecule can be calculated in 
Molecular dynamics simulations by following the Ergodic hypothesis which states that the 
time averages equals the ensemble average. This means that instead of integrating the 
contribution of that property (X) over the entire spatial configurations (equation 3.6), we 
can compute the average property of (X) over a large amount of simulated time. The 
denominator of equation 4.0 represents the partition function in statistical mechanics and 
the probability of the microstate i is proportional to the Boltzmann factor (𝑃𝑖 ∝  𝑒
−𝐸𝑖
𝑘𝑏𝑇⁄ ) 
[65].  
 
 〈𝑋〉 =  
∫ 𝑑𝑟𝑁 𝑋(𝑟𝑁)(𝑒
−𝐸(𝑟𝑁)
𝑘𝑏𝑇⁄ )
∫ 𝑑𝑟𝑁 (𝑒
−𝐸(𝑟𝑁)
𝑘𝑏𝑇⁄
⁄           (4.0) 
1.6 QUANTUM MECHANICS / MOLECULAR MECHANICS 
The QM/MM technique is considered a valuable tool in the field of computational 
chemistry for studying reaction mechanisms in enzymes [66]. The first application of 
QM/MM technique to study reaction mechanism in enzymes was performed by Warshel 
and Levitt in 1976 [8]. The use of QM/MM provides a valuable insight into the electronic 
structure of the active site and into the long range effect of protein conformation on the 
electronic structure of the catalytic site [9] [66]. The QM/MM technique is routinely used 
to correct the anomalies of cluster models in describing the overall reaction mechanism of 
enzymes, one such example is Isopenicillin N Synthases (IPNS) [67]. The cluster model in 
IPNS described the oxygen binding to non heme iron site as an endoergic process with 
energy cost of >10 kcal/mol. The QM/MM calculation of IPNS corrected the results by 
providing stabilization through van der Walls interactions from a neighboring active site 
residue which maintained the geometry of the iron coordination sphere, as opposed to 
cluster models which showed major displacement [67].  
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In QM/MM calculations, the total energy of the system is described by equation 4.1, where 
𝐸𝑄𝑀 is the energy of QM region, 𝐸𝑀𝑀 is the energy of the MM region and 𝐸𝑄𝑀/𝑀𝑀 is the 
energy of the interactions between the QM and MM region [66].  
  𝐸 𝑡𝑜𝑡𝑎𝑙 (𝑄𝑀/𝑀𝑀) =  𝐸𝑄𝑀 + 𝐸𝑀𝑀 + 𝐸𝑄𝑀/𝑀𝑀                                              (4.1) 
The QM and MM region in the QM/MM approach interact strongly with each other and 
requires the use of coupling terms to be taken into account before computing the total 
energy of the QM/MM system [9, 66]. The coupling terms describes the interactions (van 
der Waals terms and electrostatic terms) between QM and MM region and can be 
categorized into mechanical embedding and electrostatic or electronic embedding schemes. 
In the mechanical embedding scheme, the electrostatic interactions between the QM and 
MM region are treated at MM level, which prevents the polarization of the QM 
wavefunction by MM environment. In the electronic embedding scheme, the electrostatic 
interactions between the QM and MM region are treated at QM level. The electronic 
structure of the inner QM region is allowed to adapt to changes in the charge density of 
MM environment, therefore we incorporate MM point charges as one-electron terms in the 
QM wavefunction by performing QM calculation in the presence of an MM charge model 
[68] [66] [69] [70].  
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1.7 AIM OF THE PROJECT  
Aim: (i) To  provide understanding of how the conformational flexibility influences 
structure-function relationships and the reaction mechanism of TPST-2, NirE, MMP-1, 
FTO, AlkB, PHF8 and KIAA1718 enzymes; (ii) To understand the effect of the protein 
environment on the atomistic and electronic structural features in the chemically reactive 
parts of the protein. 
Methodology: In order to obtain the crucial knowledge of the conformational dynamics 
and flexibility in enzymes, classical molecular dynamics simulations were performed using 
Gromacs [3] [4] [5]  and Amber [6] [7] packages. To understand the electronic structure, 
we implemented methods such as Density Functional Theory [52] [53]  (DFT)  using the 
Gaussian09 [12] code to perform cluster Quantum Mechanics (QM) calculations on the 
active site of the enzymes for studying bond making and breaking events. The effect of the 
protein environment on the electronic structure of the active site were studied using 
Quantum Mechanics and Molecular Mechanics (QM/MM) [8] using ONIOM [9] [10, 11] 
implemented in Gaussion09 [12] [13].  
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 TYROSYLPROTEIN CHAPTER TWO
SULFOTRANSFERASE-2 AND MUTANTS 
2.1 INTRODUCTION 
Tyrosine sulfated proteins are the product of post translational modification (PTM) , where 
a sulfate group is covalently added to the hydroxyl group of tyrosine residues of the 
polypeptide chain [14]. The trans-Golgi networks in the cell harbor Tyrosylprotein 
Sulfotransferase (TPST) which is an enzyme responsible for the tyrosine sulfation reaction 
[14, 71]. The tyrosine sulfation is very well characterized in eukaryotes and it has been 
predicted that up to 1 % of tyrosine residues in the eukaryotic proteome have the potential 
to be sulfated [72]. Tyrosine sulfation plays a crucial role in protein-protein interactions in 
the extracellular environment and recently became increasingly important for biomedicine 
and as target for drug design [73] [74] [75] [76] [46]. For example , the interaction of 
HIV’s gp120 protein to CCR5 in order to get entry to CD4+ T-lymphocytes requires 
sulfated tyrosine residues [77]. The Enterovirus71 virus responsible for neurological 
diseases in children depends on the tyrosine sulfation of PSGL-1 on leukocytes in order to 
gain entry to cell and cause infection [78]. In fact, approximately sixty immune system 
proteins have been shown to contain tyrosine sulfated residues [79] [80]. TPSTs catalyze 
the transfer of negatively charged sulfate group from the universal sulfate donor 3’-
phosphoadenosine 5’-phosphosulfate (PAPS) to the hydroxyl group of a tyrosine residue of 
polypeptide to form a tyrosine O4-sulfate ester and Adenosine 3',5'-diphosphate[14]. In 
humans, two isoforms TPTST-1, and TPST-2, are encoded by the TPST gene have been 
identified [81]. The molecular weight of TPST-1 (370 residues) and TPST-2 (377 residues) 
isoforms are 42.2 and 41.9 kDa respectively [73]. TPST has a type II transmembrane 
topology i.e. a short N terminal cytoplasmic domain, 17 residue transmembrane domain, 
and a luminal catalytic domain [82]. The enzyme has two N-glycosylation sites, that are 
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four cysteine residues on the luminal oriented side of enzyme.[76] The first crystal 
structure of core domain of human TPST-2 (designated TPST2∆C18 encompassing from 
G43 to L359), complex with PAP and the substrate peptide C4P5Y3 was solved at a 
resolution of 1.9 Å [83] (Figure 2.1A). C4PY3 contains only one tyrosine sulfate acceptor 
site and consists of six acidic residues, thus giving the substrate an overall charge of minus 
six [83]. The catalytic domain of TPTS-2 comprises a single α/β motif with a five-stranded 
parallel β-sheet, flanked on both sides by α helices [83]. The TPST-2 exists as a 
homodimer and the two subunits of the dimer are designated as protomer A and B [83]. 
The crystal structure of human TPST-2 reveals the important atomistic details of the 
enzyme and the ligand binding and possible mechanism, but shows no information about 
how conformational flexibility and dynamics influence protein structure, its structural 
determinants, key interactions with substrate and cofactor and the effects of mutations on 
the enzyme structure and ligand binding. Proteins are large flexible molecules and 
conformational dynamics is their fundamental property which correlates proteins structure 
and functions [1] [84]. In order to understand how the flexibility influences structure-
function relationships of TPST-2, we performed 100 ns atomistic (AT) molecular 
dynamics (MD) simulations on the wild-type full complex TPST-2, containing the 
apoenzyme, the cofactor and the substrate (WT FC), and its mutant forms. The mutant 
forms of TPST-2 were studied experimentally [83] and contains residues involved in active 
site (R78, E99, K158, S285) substrate binding (P77, E99, T198, R101, R105, R122) and 
cofactor binding (R78, S285).  
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Figure 2.1: The 3D structure of human TPTS-2(PDB code: 3AP1) 15 enzyme using Visual 
Molecular Dynamics (VMD). (A) The homodimer TPST-2 is represented in new cartoon 
model with beta sheets colored in green and alpha helices in gold color. The cofactor 
(PAPS) and substrate (acceptor tyrosine; color red) are represented using licorice 
representation. (B) The cofactor PAPS is represented in licorice representation and labeled 
according to the nomenclature as it appeared in the md simulation. The OBA represents the 
bridge oxygen between the phosphate and sulfate group of the 5’-PBS region of cofactor. 
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2.2 METHODS  
2.2.1 Initial structure preparation 
The coordinates of the wild type TPST-2 were obtained from Protein Data Bank (PDB) 
[85] (PDB ID 3AP1) [83]. The SwissPDBViewer was used for adding missing atoms and 
selecting one from the alternative side chain orientations [86]. The sulfate group was added 
to the cofactor molecule PAP using GaussView 5.0 [87]. The resulting PAPS molecule 
(Figure 2.1 B) was used as a cofactor for the molecular dynamics simulation of TPST-2. 
There were eight single amino acid mutants used in this study (Table S2.1). These mutants 
were prepared by using What IF web server [88]. The single amino acid mutations were 
prepared in both protomer A and B of the TPST-2 enzyme. The force field parameters for 
cofactor were calculated using PRODRG online server [89] and were fitted to quantum 
chemical calculations and other published parameters of PAPS [90] .  
2.2.2 Molecular dynamics simulations 
In order to explore the dynamic properties of homodimer TPST-2, we performed extensive 
sets of Molecular Dynamics simulations for 100 ns using Gromacs 4.5.5 package [3] [4] 
[5] with GROMOS96 43a1 [57] force field. The hydrogen atoms were added to the protein 
molecule by using pdb2gmx utility in Gromacs. The protonation states of histidine residues 
in the protein molecule were assigned based upon the optimal hydrogen bonding 
conformation performed in Gromacs using pdb2gmx. In order to remove the bad contact or 
clashes in the protein structure which might have occurred during the crystallization, in 
vacuum energy minimization was performed first by using the steepest descent [91] and 
then by using conjugate gradient algorithm [92]. The editconf command was used to define 
the dimension of the cubical box and the protein molecule was placed in the box. The 
periodic boundary conditions were then applied to treat all the parts of the system equally 
both at its interior and edges. The box size was set to ensure a distance of at least 1.0 nm 
between the protein and the box boundaries. The energy minimized protein structure was 
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then solvated by using Single Point Charge (SPC) [93] water model in the cubical 
simulation box by using Genbox command. The system was neutralized by adding the Na
+
 
to various mutants and the wild-type setups (Table S2.1). In order to relax the solvent 
molecules and remove constrains from the entire system, the energy minimization of the 
whole system was performed using first the steepest descent followed by the conjugate 
gradient algorithm until the maximum force on the atoms was smaller than 100 kJ 
mol
−1
 nm
−1
. The energy minimized structure was then subjected to position restrain 
dynamics for 50 ps. The simulation was performed in NVT ensemble (constant Number 
(N) of particles, Volume (V), and Temperature (T)) [94] at constant temperature of 300K 
with time step of 0.002 ps. The productive 100ns MD was carried out using NPT (constant 
number of particles (N), system pressure (P) and temperature (T)) ensemble at constant 
temperature of 300K and the initial velocities for MD simulation were drawn from 
Maxwell velocity distribution at 300K. The Berendsen temperature coupling and 
Parrinello-Rahman pressure coupling were used to keep the system at 300 K, time constant 
(τT) of 0.1 ps and 1 bar pressure, time constant (τP) of 0.5 ps during the simulation 
procedure. The MD was performed with an integration time step of 0.002 ps. The Particle 
Mesh Ewald (PME) [95] method was used for electrostatic interactions with Coulomb cut 
off of 1.0 nm, Fourier spacing of 0.135 nm tolerance of 1e-5 and an interpolation order of 
4. The Lennard Jones potential was employed for the treatment of van der Waals 
interaction with cut off distance set to 1.4 nm (rvdw) applying switching function. The 
LINCS algorithm [96] was utilized to keep all the covalent bonds involving hydrogen atom 
rigid. The coordinates were saved after every 20 ps from multiple MD trajectories.  
2.2.3 Analysis of Molecular dynamics simulations 
The analyses of the trajectories obtained from the simulations were performed using tools 
from the Gromacs software package. The Root Mean Square Deviation (RMSD) of Cα 
atoms of the protein with respect to minimized crystal structure, Root Mean Square 
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Fluctuations (RMSF), Radius of gyration (Rg), Electrostatic interactions, hydrogen bonds, 
and cluster analysis were also performed using Gromacs. The visualization of MD 
trajectories and the structures were performed using VMD [97]software. The Free energy 
landscape analysis was performed by using g_sham in Gromacs. The Graph of Free energy 
landscape was produced by in-house scripts. The Bio3D package [98] in R was used to 
produce domain cross correlation analysis. Dynamic Cross correlation Analysis was 
performed on the wild type TPST-2 in order to understand extends of the correlated 
motion. The cross correlation between the ith and jth atoms are represented by Cij matrix 
which range from -1 to +1. The Cα atoms of the protein, substrate and all atoms of the 
cofactor were used to create cross correlation Cij matrix. The positive value represents the 
correlated motion and the negative values represent the anticorrelated motion.  
2.3 RESULTS AND DISCUSSION 
2.3.1 Overall Stability and Flexibility of TPST-2 Structures 
The Root Mean Square Deviation (RMSDs) of WT FC and its mutants are represented in 
Figure 2.2A. The WT FC shows that system has equilibrated after 15ns. The RMSD 
profiles of substrate binding mutants (R101A, R105A, R122A, and T198A) equilibrated 
roughly after 10 ns (Figure 2.2A). The active site mutants (R78A, E99A, K158A and 
S285A) showed equilibration after 15 ns and R78A and E99A after 20 ns. The RMSD 
profile of the S285A and T198A mutants out of all the mutants showed the greatest 
structural deviation from the WT FC trajectory. The average RMSD value of all Cα atoms 
of WT FC is ~ 2.7 Å, whereas in mutants its ranges from 3.7 Å in S285A to 2.3 Å in 
R122A mutant (Table S2.2). The RMSDs of Cα atoms from the secondary structural 
elements  (α-helices, β sheets) of WT FC shows that beta sheets have lowest RMSD value 
of 1.7 Å along the 100 ns trajectory compared to alpha helix 2.2 Å and loops 3.2 Å (Figure 
S2.1). Similar trends were seen in the mutants as well. The RMSDs of secondary structures 
for the mutants ranges from 3.8 Å (S285A) to 2.6 Å (R112A) for alpha helix, 2.6 Å 
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(T198A) to 1.8 Å (R122A) for beta sheets and 4.7 Å (S285A) to 2.8 Å (R122A) for loops 
(Table S2.2).The RMSF profiles of WT FC and the mutants are shown in Figure 2.2B. 
The detailed analysis of the Root Mean Square Fluctuations (RMSF) plot of the WT FC is 
shown in (Figure S2.2). The basal level fluctuation of the WT FC was considered to be 1 
Å, 43 % of RMSFs in WT FC are below 1 Å and 57 % of residue’s RMSF are above 1 Å. 
All the mutants have shown significant increase in the number of residues with RMSF > 1 
Å apart from E99A mutant which shows slightly decrease in this percentage (Table S2.2). 
The most significant effect on the RMSFs was seen with K158A mutant. The cofactor 
binding region of the protein (5’PBS and 3’PBS), substrate binding region βe and many 
secondary core structural elements were increased in the K158A mutant relative to WT FC 
(Table S2.3). The S285A mutant also showed an increase in the 5’PBS cofactor binding 
site. The S285A mutant showed a significant increase in α11, α12 alpha helix and the loop 
connecting α12 and α13. This loop contains the S285 residue in the WT FC. The mutant 
E99A also showed an increase in the α2 helix. In the substrate binding residues, the most 
significant increase of RMSFs was seen in R101A, R105A and T198A mutants in contrast 
to WT FC. The results indicate that mutations affect the flexibility not only the nearby 
residues around the mutation site, but also have more complex structural effect on different 
parts of the enzyme molecule. 
2.3.2 Extending the Time Scale and Multiple Simulations 
In the scientific community there is missing consensus whether is better to run one longer 
simulation which allows exploring conformational effects at longer time scales or instead 
to run several shorter runs in order to clean the statistic noise. In order to explore this issue 
we did additional simulations. We extended therefore the trajectory of the Wild type 
TPST-2 to 200 ns (Figure S2.3).  The RMSD profile remain stable and to there is not 
considerable difference between the averaged values to 100ns (2.7Å) and from 100 ns to 
200ns (2.9Å). The mean values of three important geometric determinants discussed later 
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in the manuscript (the distance between carboxyl group of E99 and the hydroxyl group of 
the acceptor Y1006 from the substrate, the distance between Y1006 and the sulfur atom of 
PAPS and the angle of bending of substrate) were compared. In all cases the average 
values remain very close in the trajectory up to 100ns and from 100ns to 200ns (Table 
S2.14). Therefore for TPST2 we would be able to use 100ns trajectory for comparative 
atomistic analysis of the interactions in TPST2. In order to evaluate the effect of the 
statistical noise, two additional simulations for the WTFC of TPST-2 were run for 100ns 
with different initial velocities; trajectory analysis was done and compared to original 
simulation (Figure S2.4 and Table S2.14 in SI). The RMSDs and the three geometric 
determinants mentioned above show very similar values and trends in the three 
simulations, e.g., the standard deviations between the mean RMSD values are within 
0.22Å. In order additionally to account for the statistical errors in mutants simulations, we 
run second simulation for 100ns (Figures S2.5). The averaged values of the RMSDs and 
three geometric determinants, specific for the E99A mutant (discussed in details later in the 
manuscript) indicate about good convergence between the two runs (Table S2.15) and the 
plausibility to use single simulations further on in this comparative MD study. The Radius 
of gyration from the two additional runs of WTFC showed very similar trends and points 
towards the equilibration of the WTFC simulation by indicating the compactness of the 
protein as it evolves with time (Figure S2.6). The free energy landscape (FEL) analysis 
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was performed on the trajectory of WTFC in order to assess the conformational space 
sampled by the protein during 100 ns simulation and to look for local minima which 
represent the metastable conformational states of the system. The Gibbs free energy was 
computed as a function of (i) RMSD, Rg; (ii) Rg, number of protein-protein hydrogen 
bonds (Figure S2.7). The free energy plot of Rg vs RMSD shows the presence of local 
minima which represents the stable state in WTFC. The total energy and potential energy 
of the WTFC was also stable through the simulation and (Figure S2.8). These results 
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indicating towards the structural stability and convergence of simulation which could be 
used to carry out further structural analysis.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 (A) The RMSD trajectory of all C α atoms in of wild type TPST-2 (WT FC) and 
mutants as function of simulation time in nanoseconds (ns), (B) RMSF of all C α atoms of 
residues of WT FC and mutants for 100ns trajectory. 
 
A 
B 
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2.3.3 Conformational Effects on the Cofactor Binding Site 
The 5’-Phosphosulfate binding Motif (5’PBS) (residues 75-83) (Figure 2.3B) is 
located between the β3 and α1 of WT FC. The crystal structure suggests extensive 
interactions of the 5’-PBS with the PAPS cofactor. The average value and time 
evolution of RMSDs and RMSFs of the 5’PBS region show this region to be stable 
(Figure S2.9). R78, which is proposed to act as a catalytic residue in the crystal 
structure [83] stabilizes the 5’-phosphate group of PAPS by electrostatic 
interactions. The hydrogen bonding profile of the 5’PBS region of the WT FC is 
shown in Table S2.4. The sulfate group is not present in the crystal structure and 
was added to PAP which allows analysis of the specific interactions which stabilize 
and orient it for reaction with the acceptor tyrosine of the substrate. Residues S79, 
G80, T81 and T82 are mainly involved in hydrogen bonds with sulfate group of 
PAPS. The NH group of L83 makes hydrogen bonds with the OAG oxygen of the 
phosphate of 5’PBS region. The 3’-Phosphate binding Motif (3’PBS) (residues 180-
195) (Figure 2.3A) spans β6 to α7. This region is next to the βe region (Figure 
2.3F) which is involved in the substrate binding. The RMSDs and RMSFs (Figure 
S2.10) indicate that the 3’-PBS motif is also stable during the simulation. The side 
chain of R183 makes electrostatic interactions with the 3’phosphate group of the 
PAPS (Figure S2.11) with an average distance 3.7 Å. The side chains of S191 also 
make hydrogen bonds with the oxygen of the 3’-phosphate group which is stable in 
67% of the 100ns trajectory. The side chain of R195 make hydrogen bonds in the 
crystal structure, but it is not preserved in MD studies due to the high flexibility of 
the R195 side chain. The K300 side chain in the crystal structure makes close 
contact with 3’-phosphate group of PAPS, but in the MD simulations the average 
distance is larger (6.03 Å). The backbone of N294 gets closer to the N7 of the 
adenine ring of the cofactor during the simulation and interacts by hydrogen bond 
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during 89% of the trajectory, which is not present in the crystal structure where the 
distance is 6 Å. In contrast to the crystal structure, the side chain of V293 makes 
hydrophobic interaction with C8 atom of the adenine ring (4.2 Å averaged distance 
in the simulation against 7.8 Å in the crystal structure). The Y283 in crystal 
structure stabilizes the nitrogen atom of the adenine ring, however in the MD 
trajectory the distance between these two residues is 9.6 Å. The cofactor binding 
motifs (5’-PBS, 3’-PBS) are highly conserved among several families of 
sulfotransferases such as estrogen sulfotransferase etc. [99] The simulations reveal 
that the sulfate group (which is not presented in the crystal structure) is stabilized by 
hydrogen bonds with S79, G80, T81 and T82, the vast majority of interactions in the 
crystal structure are stable and also that there are two new hydrophobic interactions 
stabilizing the adenine ring of the cofactor. 
 
2.3.4 Substrate Binding 
In the crystal structure the phenol hydroxyl group of the acceptor tyrosine Y1006 of the 
substrate is recognized by E99 and its aromatic ring by hydrophobic interactions with P77, 
whilst the backbone of Y1006 is recognized by the backbone of the short β-strand, βe 
(Thr198-Ala200) [83]. The bending of the substrate in the crystal structure (the L-shaped 
conformation) is confirmed by measurement of the angle between the Cα of Y1006, D1005 
and E1004 which is 86° in the crystal structure. The same angle as a function of time 
shows an average value 95.9° in WT FC which indicates that there is a more open 
conformation of the peptide substrate and more open binding site than in the crystal 
structure [83]. The substrate angle for the mutant forms ranges from 90° to 103.5° (Table 
S2.6). The most significant effect on the angle was observed in T198, E99 and S285 
mutants. The normalized angular distributions of angle for the mutants and the WT FC are 
plotted in Figure 2.4. The average angle for E99A mutant is 103.5° which influences the 
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orientation of acceptor tyrosine and can explain the experimental finding that the E99A 
mutant has no enzyme activity [83].The backbones of T198 and A200 interact with the 
backbone of the substrate tyrosine (Figure S2.12, Table S2.7 and Figure 2.3F). The side 
chain of I199 makes hydrophobic interactions with the side chain of the Y1006 acceptor 
tyrosine during the simulation with an averaged distance of 4.1 Å. The crystal structure 
suggests that the P77 makes hydrophobic interactions with the aromatic ring of Y1006; 
however in the simulation this interaction is stable in only 41% of the trajectory. 
Importantly, two other residues (P160 and P161), not mentioned in the crystal structure are 
also involved in hydrophobic interactions with the substrate tyrosine. The P160 side chain 
makes hydrophobic contact with the Y1006 aromatic ring during 66.4 % of the trajectory 
and the F161 ring during 24 % of the simulation time. These results indicate that the 
aromatic ring is properly stabilized and oriented for catalysis by hydrophobic cluster 
containing P77, P160, and P161 residues, rather than single interaction as in the crystal 
structure (Figure 2.3E and S2.13). The hydroxyl group of Y1006 and E99 interact by 
stable hydrogen bonds as in the crystal structure (Figure S2.14, Table S2.7). The analysis 
of the two most populated clusters of WT FC and the E99A mutant (Figure S2.15, Table 
S2.13) showed that the distance between the A99 and Y1006 hydroxyl group to be 10.6 Å 
as compared to 2.8 Å in WT FC which explains the lack of activity of E99A. The crystal 
structure suggests that the backbones of D1005 and E1004 are recognized by the side 
chains of T198 and R101. The MD studies of WT FC show that T198 side chain makes 
stable hydrogen bonds with the backbone NH group of D1005 of the substrate, whilst in 
the T198A mutant this interaction is weaker with an average distance of 5.2 Å (Figure 
S2.16, Table S2.9). These results explain why T198A shows reduced enzyme activity in 
vitro [83] and confirms the role of T198 in the proper orientation of the substrate. The MD 
trajectory analysis reveals there is electrostatic interaction between the side chains of R122 
and D1005 during the simulations, however, it is stronger up to 40ns (4.6Å up to 40 ns and 
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~ 5.8 Å after 40 ns) (Figure S2.17). Importantly, the simulations reveal that the side chain 
of R122 interacts electrostatically with the side chain of the catalytic base E99 and both 
interactions are lost in the trajectory of the R122A mutant (Figure S2.18). The side chain 
of R101 makes hydrogen bonding with the backbone of E1004 and D1005 from substrate 
for 70 ns and 90 ns respectively (Figure S2.19, Table S2.7) and the backbone of R101 
interacts with side chain of D159 for entire 100 ns trajectory which does not exist in the 
crystal structure. D159 is located next to the catalytically important residue K158 and this 
interaction might be important for the proper orientation of K158 for catalysis. During the 
simulation the side chains of R101 and aromatic ring of F1003 interact by cation-π 
interactions (with average distance 4.3 Å) which most stable during the first 70 ns and 
were not presented in the crystal structure. The simulations of R101A mutant show the 
complete loss of interactions mentioned above and are in agreement with the experimental 
studies showing that the monomeric R101A mutant [83] exhibits nearly complete loss of 
enzyme activity (Figure S2.20, Table S2.10). There is stabilizing hydrogen bonding 
between the R105 of the enzyme and E1007 of the substrate in the crystal structure. The 
MD studies confirm that the both residues interact closely with averaged distance of 3.5 Å 
(Figure S2.21). In the R105A mutant the average distance between A105 and E1007 was 
increased to 14Å (Figure S2.22) which is in agreement with the finding that this mutant 
shows reduction in enzyme activity [83]. The MD results are in agreement with the 
experimental data about the effects of the mutations of key substrate binding residues on 
the enzyme activity, and suggest a more open conformation of the substrate than indicated 
in the crystal structure and indicate the appearance of a small hydrophobic cluster which 
stabilizes the aromatic ring of the acceptor Y1006.  
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Figure 2.3 The Wild type TPST-2 enzyme and important residues obtained from the most 
populated cluster 100ns trajectory, (A) 3’PBS cofactor binding, (B) 5’PBS cofactor 
binding, (C) active site residue, (D) substrate binding site and residues, (E) hydrophobic 
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interactions of Y1006 acceptor tyrosine  (F) backbone interactions βe (198-A200) of 
acceptor tyrosine residue. R122* residue of protomer B interacts with substrate peptide and 
residues of protomer.  
Figure 2.4 The Normalized distribution of the substrate angle of the wild type TPST-2 and 
the mutants. The angle was evaluated using C α atoms of Y1006, D1005 and E1004 
substrate peptide residues. The plot was prepared using R by using normal distribution 
function available in R. 
2.3.5   Catalytic Site 
The catalytically important residues are R78, E99, K158 and S285A (Table S2.5, Figure 
2.3C). R78 which is proposed to act as the catalytic acid interacts with the bridge oxygen 
of the leaving phosphate group as in the crystal structure (Figure S2.23). In the simulations 
the R78 side chain also interacts with the side chain of Q288 and with the hydroxyl group 
of S285. The backbone of R78 makes stable interaction with the hydroxyl group of the 
acceptor Y1006 of the substrate. In the R78A mutant (Figure S2.24) the interactions 
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between the PAPS and the A78 side chain weaken and the distance between the methyl 
groups of A78 and the bridge oxygen are at an average distance of 6 Å, as compared to 3 Å 
in the crystal structure. Importantly, in the R78A mutant E99 does not make hydrogen 
bond with the hydroxyl group of the acceptor tyrosine. The structural effect of R78 is in 
agreement with the experiments which demonstrate that R78A reduces the enzyme activity 
by 95 % with respect to crystal structure [83]. S285 which might be involved in the 
stabilization of the transition state interacts with the oxygen of leaving phosphate group in 
the crystal structure, an interaction which is also conserved during the simulation (Figure 
S2.25). The RMSF plot of the S285A mutant and WT FC indicates that the region 
spanning residues 265-280 (α11, α12 and loop between α12 and α13) shows higher 
fluctuations in the S285A mutant compared to WT FC. The S285 residue is located in 
between the loop α12 and α13. The RMSF of PAPS in the S285A mutant also showed 
increased fluctuations compared to WT FC equivalent, indicating the stabilizing effect of 
this residue on the cofactor (Figure S2.26). S285A mutant shows weaker contact between 
the OAF oxygen of the 5’ phosphate group of the cofactor, than WT FC (Figure S2.27, 
Table S2.11). K158, which is also proposed to be involved in the transition state 
stabilization, interacts with both substrate and the cofactor in the crystal structure. The 
distance of side chain of K158 from the oxygen (OBE) of the sulfate group of PAPS and 
the hydroxyl group of acceptor tyrosine (Y1006) is 3.6 and 4.6 respectively during the 
simulation (Figure S2.28). The distances between the methyl group of A158 in the K158A 
mutant and hydroxyl group of tyrosine acceptor (Y1006) and to the sulfate group of 
cofactor shows considerable increase with respect to the WT FC (Figure S2.29 Table 
S2.12). The structural effect of this mutation is in agreement with the significantly reduced 
enzyme activity of WT FC. Interestingly, the RMSFs of the PAPS cofactor in the K158A 
mutant are higher than the WT FC, which supports its stabilizing effect for PAPS (Figure 
S2.30). E99, which is proposed to act as a catalytic base, makes stable electrostatic 
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interactions with the side chain of K158. In the E99A mutant the hydroxyl group of Y1006 
no longer makes hydrogen bonds with the A99 side chain (Figure S2.31, Table S2.13) and 
the 5’PBS region of the cofactor. Additionally, the residues close to E99A show higher 
fluctuations demonstrating the stabilizing effects of E99 on the binding site and the 
cofactor. The sulfate group of PAPS is on average 6.0 Å away from the hydroxyl group of 
the acceptor tyrosine and this distance is stable during the simulation. 
 
 
 
 
 
 
 
 
 
 
Figure 2.5 The Dynamic Cross Correlation Analysis (DCCA) of wild type TPST-2. 
Protomer A and B, substrate peptide and cofactor are represented in red, green, black and 
orange colours respectively. The positive correlated motion is shown in red colour and the 
negative correlated motion in blue colour. The analysis was done using R Bio3D package 
[98]
.  
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2.3.6    Dynamic Cross Correlation Analysis 
 
An insight into the correlated motions between different parts of the enzyme molecule can 
be provided by Dynamic Cross Correlation Analysis (DCCA) [100].The DCCA of WT FC 
from the 100 ns trajectory is shown in Figure 2.5. The positive regions in the map are 
represented with red and yellow colour scheme is associated with correlated motion 
whereas anti-correlated motions (negative regions) are shown in light green and blue. 
Residues 78-82 (part of 5’PBS region) of WT FC show correlated motion with the sulfate 
group of the PAPS cofactor. The residues 70-80 (part of 5’ PBS region) also showed 
correlation with the residues from α5-α6 and β5 (160-180, close to 3’PBS site and catalytic 
site). The residues 240-250, which belong to the loop between α13 and α14 (loop close to 
adenine ring of PAPS) move in correlation with the adenine ring of the cofactor. The key 
residues from the substrate binding site (R101, R105 and E99) show strong correlation 
with the substrate peptide residues in particular E1004, D1005 and Y1006 residues 
respectively. The residues from 99-110 (from substrate binding region α2) also showed 
correlation with the residues of α5-α6 helixes (160-170) which are close to 3’PBS. 
Interesting K158 residue showed strong correlation to the substrate peptide (Y1006) and 
weak correlation to the 5’sulfate group of the PAPS. The βe region showed correlation 
with the substrate residues D1005 and Y1006. There was also strong correlation between 
the residues encompassing α1, β4 (90-101) and α10, α11, α12 (250-270) of WT FC. The 
residues between α3 and α4 (115-130), involved in dimerization near the N terminal of 
protein show anti-correlated motion in respect to residues 324-333 which are far away at C 
terminal of protein. The analysis reveals that there are important correlated motions 
between the PBS and the cofactor, between the substrate binding site and the substrate and 
importantly between the PBS and the substrate binding site which might be important for 
formation of proper conformation for enzyme catalysis. 
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2.4 CONCLUSIONS 
The present MD study reveals that the conformational flexibility and dynamics influences 
the structure-functions relationships of TPST-2. The simulations show that the sulfate 
group (which is not presented in the crystal structure) is stabilized by hydrogen bonds with 
S79, G80, T81 and T82, that the vast majority of interactions in the crystal structure are 
stable during the simulation and also that there are two new hydrophobic interactions 
stabilizing the adenine ring. The mutations influence the flexibility not only of the nearby 
residues around the site, but also have an effect on the different closer or distant parts of 
the enzyme molecule. The MD results are in agreement with the experimental data about 
the effects of the mutations of key residues for substrate binding on the enzyme activity, 
and suggest a more open conformation of the substrate and the appearance of small 
hydrophobic cluster which stabilize the aromatic ring of the acceptor Y1006. The 
important role of the conformational flexibility is of key importance for understanding of 
TPST-2 interactions with its ligands, understanding the effects of mutations and can be 
implemented in protein engineering and drug design. 
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2.5 SUPPORTING INFORMATION 
 
Table S2.1: The MD setup for the wild type TPST-2 and the experimental mutants 
 
S.No MD-setup Occurrence Ions  Timescale (ns) 
1 Wt-TPST-2  wild type Na+  (10) 100 
2 R78A 
loop between β3-α1 (5' PSB 
motif) 
Na+  (12) 100 
3 E99A loop between β4-α2 Na+  (8) 100 
4 K158A  β5 Na+  (12) 100 
5 S285A α13 Na+  (10) 100 
6 T198A βe Na+  (10) 100 
7 R101A loop between β4-α2 Na+  (12) 100 
8 R105A α2 Na+  (12) 100 
9 R122A α3 Na+  (12) 100 
 
Table S2.2: Average properties of wild type TPST-2 and mutant’s structures computed for 
RMSD and RMSF for the TPST-2  
 
                                               RMSD C α (Å) RMSF 
Name 
All 
 
Alpha helices 
 
Beta sheets 
 
Loops 
 
RMSF 
> 1Å 
(%) 
RMSF 
< 1Å 
(%)  μ σ2 μ σ2 μ σ2 μ σ2 
WT 2.72 0.27  2.25  0.25  1.73  0.14  3.2  0.66 57 43 
R78A 2.9 0.45 3.09 0.39 2.39 0.27 3.66 0.47 67 33 
E99A 2.68 0.39  2.94  0.34  2.55  0.21  3.40  0.48 55 45 
R101A 2.54 0.28  2.91  0.29  2.07  0.23  3.21  0.24 78 22 
R105A 3.01 0.31  3.08  0.26 2.51  0.29  3.76  0.45 65 35 
R122A 2.35 0.25  2.67  0.27  1.83  0.19  2.82  0.18 67 33 
K158A 2.98 0.35  3.04  0.29  2.66  0.28  3.64  0.36 81 19 
S285A 3.73 0.43  3.85  0.45  2.28  0.35  4.77  0.60 78 28 
T198A 3.60 0.43 3.54 0.38 2.65 0.22 4.63 0.74 75 25 
μ = mean, σ2 =standard deviation  
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Table S2.3:  Local structural RMSF of wild type and mutants of TPST-2. The region is chosen 
to increase or decrease if there is an average change in RMSF of > 0.3 Å in at least 50% of its 
residue 
Name Increased Decreased 
 Residue span Name Residue span Name 
E99A 114-120 , 340-350 α3,  α16 
149-153, 201-
210,256-261 
α4-β5,  βe α7-α8, 
α10-α11 
K158A 
75-85, 111-131, 
184-194 ,200-230, 
237-247,276-289, 
340-350 
5’PBS, α2α3α3-α4, 
3’PBS, βeα8α8-β7, 
β7α9,  α12-α13, α16 
148-153, 328-336 α4-β5, α15-α16 
R78A 105-120,174-176 α2α3, α6-β6 149-154, 200-203, α4-β5, βe 
S285A 
65-70, 97-108, 132-
148, 265-295 
β2-β3, β4-α2α2, α4 
α12α12-α13α13-
α14 
149-154, 200-205, 
331-335 
α4-β5, βe, α15-α16 
R101A 
102-118, 135-148, 
162-176, 243-250, 
265-270, 277-283 
α2α3, α4α4-β5 
,α5α6, α10, α12, 
α12-α13 
149-152, 303-308, 
329-335 
α4-β5, α13-α14, 
α15-α16 
R105A 
65-70 188-200, 
277-290 
β2-β3, α7βe, α12-
α13α13 
149-154, 259-262, 
302-309, 330-337 
α4-β5, α10-α11, 
α13-α14,α15-α16 
R122A 170-174, 308-310 α6-β6, α13-α14 
149-152, 259-262, 
330-337 
α4-β5, α11, α15-
α16 
T198A 
115-130, 164-176, 
228-232, 261-270 
α13, α5α6, α8-β7, 
α11α12 
149-152, 200-205, 
301-308,330-336 
α4-β5, βe, α13-α14, 
α15-α16 
 
* Regions underlined are the loops between the alpha helix and beta sheets.  
 
Table S2.4: Hydrogen bond profile of cofactor binding site of wild type TPST-2 for Protomer A 
Donner Acceptor Distance(Å) Probability % 
S79 (bb)  OBC-sulfate 2.78 95.1 
G80 (bb) OBC-Sulfate 2.71 97.3 
T81 (sc) OBE-Sulfate 2.6 96.1 
T82 (sc) OBD-sulfate 2.59 98.8 
T82 (bb) OBD-sulfate 2.75 99.1 
L83 (bb) OAG- phosphate 2.83 98.8 
S285 (sc) OAF- phosphate 2.67 95.5 
S191 (sc) 3'PBS-OAB 3.1 66.9 
N294 (bb) N7-ring 3.04 89.9 
S79 (bb) OBC-Sulfate 2.78 95.1 
G80 (bb) OBC-Sulfate 2.71 97.3 
T81 (sc) OBE-Sulfate 2.6 96.1 
T82 (sc) OBD-sulfate 2.59 98.8 
T82 (bb) OBD-sulfate 2.75 99.1 
L83 (bb) OAG- phosphate 2.83 98.8 
S285 (sc) OAF- phosphate 2.67 95.5 
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Table S2.5: Important substrate and catalytic site interactions of wild type TPST-2 
averaged over 100ns  
Substrate Residue 
Interactions 
Distance 
(Å) 
 Catalytic site Residue 
Interactions 
Distance (Å) 
Y1006 (sc) E99 (sc) 3.16 R78 (sc) PAPS (OAD) 3.0 
Y1006 (sc) P77 (sc) 4.2 R78 (sc) Q288 (sc) 4.1 
Y1006 (bb) T198 (bb) 3.5 R78 (sc) S285 (sc) 3.7 
Y1006 (bb) A200 (bb) 3.5 R78 (bb) Y1006 (sc) 5.8 
Y1006 (sc) I199 (sc) 4.1 S285 (sc) PAPS (OAF) 2.6 
Y1006 (sc) P160 (sc) 3.9 S285 (sc) PAPS (OAD) 4.8 
D1005 (bb) T198 (sc) 3.1 K158 (sc) OBE sulfate 3.6 
D1005 (bb) R101 (sc) 3.5 K158 (sc) Y1006 (sc) 4.6 
D1005 (sc) R101 (sc) 4.3 E99 (sc) K158 (sc) 2.7 
D1005 (sc) R122 (sc) 5.2 Y1006 (sc) PAPS sulfate 6.1 
E1004 (bb) R101 (sc) 3.5 
F1003 (sc) R101(sc) 4.3 
D159 (sc) R101(bb) 3.2 
E1007 (sc) R105 (sc) 3.6 
R122 (sc) E99 (sc) 4.0 
 
 
 
Table S2.6: The substrate angle for wild type and mutants for Cα atoms of 1004, 1005 and 1006 
residues of substrate peptide 
Name  Angle  (mean)   
WTFC 95.9° 
R78A 93.5° 
E99A 103.5° 
K158A 94.5° 
S285A 90.0° 
R101A 95.3° 
R105A 96.1° 
R122A 91.8° 
T198A 93.1° 
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Table S2.7: The hydrogen bond profile for substrate binding in the wild type TPST-2 
Donor  Acceptor Distance (Å) Probability (%) 
Y1006 (bb) T198 (bb) 3.5 86.6 
A200 (bb) Y1006 (bb) 4 63.6 
Y1006 (sc) E99 (sc) 3.1 99.9 
T198 (sc) D1005 (bb) 3.1 79.1 
T198 (sc) D1005 (sc) 3.5 59.6 
R101 (sc) E1004 (bb) 3.4 (70-ns) 25.6 
R101 (sc) D1005 (bb) 0.38 0.5 
 
 
Table S2.8: The cluster and minimized structure distances of mutant E99A and wild type TPST-
2 
                             Cluster Analysis Initial crystal 
structure with 
hydrogen 
  
Wild-type  
 
E99A mutant 
 
Wild type 
Residue  
 
Cluster 
1 (A) 
 
 
Cluster 2 
(A) 
 
 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) 
 
 
Protomer (A) 
E99 (sc) - R101(sc)  
 
7.74 
 
 
7.58 
 
 
4.13 
 
 
7.23 
 
 
7.31 
E99 (sc) - K158 
(sc) 
 
3.77 
 
4.14 
 
4.38 
 
4.20 
 
3.52 
E99 (sc) –Y1006 
(oh) 
 
2.80 
 
2.61 
 
10.64 
 
8.72 
 
2.36 
Y1006(oh) - sulfate  
5.85 
6.47 
 
 
7.92 
 
3.64 
 
4.56 
R78(bb) - 
Y1006(oh) 
 
4.64 
 
5.56 
 
4.25 
 
3.23 
 
4.91 
 
K158 (sc) - sulfate 
 
5.87 
 
5.65 
 
5.34 
 
4.77 
 
3.80 
K158 (sc) – Y1006 
(oh) 
4.44 4.60 9.49 6.47 4.35 
Note: oh = hydroxyl group of substrate Y1006 
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Table S2.9: The cluster analysis and minimized structure distances of mutant T198A and 
wild type TPST-2 
 
Cluster Analysis 
Initial 
crystal 
structure 
with 
hydrogen 
 Wild type  
 
Mutant T198A 
Wild 
Type 
Residue 
Cluster 1 
(A) 
 
Cluster 2 (A) 
 
Cluster 1 
(A) 
 
Cluster 2 
(A) 
Protomer 
(A) 
T198 (bb) –
Y1006(bb) 
 
 
1.83 
 
 
1.89 
 
 
2.72 
 
 
2.83 
 
 
2.09 
T198 (sc) – D1005 
(sc) 
 
2.38 
 
2.33 
 
3.84 
 
4.15 
 
3.92 
T198(sc) – D1005 
(bb) 
 
3.05 
 
2.75 
 
5.15 
 
5.35 
 
2.89 
A200(bb) - Y1006 
(bb) 
 
2.23 
 
4.34 
 
2.70 
 
2.72 
 
1.81 
I199 (sc) - Y1006 
(sc) 
 
3.77 
 
3.65 
 
3.63 
 
4.34 
 
4.17 
 
Table S2.10: The cluster analysis and minimized structure distances of mutant R101 and 
wild type TPST-2 
 
                               Cluster Analysis 
Initial crystal 
structure with 
hydrogen 
      Wild type TPST-2 
 
K158A mutant 
                  Wild 
type 
Residue 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) 
 
 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) 
            Protomer 
(A) 
R101 (sc)-
E1004 (bb) 2.92 3.18 6.12 6.93               2.83 
R101 (sc)-
D1005 (bb) 3.48 2.98 4.91 5.68               2.99 
R101 (sc) - 
D1005 (sc) 
                          
6.17 
 
        3.69 
 
 
9.10 
 
9.47               4.38 
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Table S2.11: The cluster analysis of S285A mutant and the wild type TPST-2 
 
                               Cluster Analysis 
Initial crystal 
structure with 
hydrogen 
 Wild type TPST-2 
 
S285A mutant Wild Type 
Residue 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) 
 
 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) Protomer (A) 
S285 (sc) - 
bridge-oxygen 
of cofactor 3.70 
 
 
4.10 
 
 
5.92 
 
 
6.70 3.96 
S285(sc)-
phosphate close 
to sulphate 2.52 
 
 
2.83 
 
 
4.77 
 
 
5.55 2.55 
S285(sc) - 
Oxygen OAF of 
phosphate close 
to sulphate  1.57 
 
 
 
1.75 
 
 
 
3.72 
 
 
 
4.53 2.57 
S285 (sc) – OAF 
of cofactor 3.35 
 
 
2.88 
 
 
2.29 
 
 
3.24 5.64 
 
Table S2.12: The cluster analysis of K158A mutant and the wild type TPST-2 
                               Cluster Analysis 
Initial crystal 
structure with 
hydrogen 
 Wild type TPST-2 K158A mutant Wild type 
Residue 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) 
 
 
 
Cluster 1 
(A) 
 
 
 
Cluster 2 
(A) Protomer (A) 
K158 (sc) – 
Y1006 (oh) 4.44 
 
 
 
4.60 
 
 
 
10.53 
 
 
 
11.20 4.35 
K158 (sc) - 
sulfate group 
(OBE) 6.09 
 
 
 
 
5.97 
 
 
 
 
11.84 
 
 
 
 
10.18 4.60 
K158 (sc) – 
bridge oxygen 
of cofactor  7.08 
 
6.91  
 
 
 
 
 
12.03 
 
 
 
 
11.26 4.89 
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Table S2.13: The Cluster Analysis of E99A and the wild type TPST-2  
 
                               Cluster Analysis 
Initial crystal structure 
with hydrogen 
 Wild-type TPST-2 
 
E99A mutant Wild type 
Residue 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) 
 
 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) Protomer (A) 
E99 (sc) - R101  
(sc) 7.74 
 
 
7.58 
 
 
4.13 
 
 
7.23 7.31 
E99 (sc) - K158 
(sc) 3.77 
 
4.14 
 
4.38 
 
4.20 3.52 
E99 (sc) -  
Y1006 (oh) 2.80 
 
2.61 
 
10.64 
 
8.72 2.36 
Y1006 (oh) -
sulfate 5.85 
6.47 
 
 
7.92 
 
3.64 4.56 
R78 (sc) -Y1006 
(oh) 4.64 
 
5.56 
 
4.25 
 
3.23 4.91 
K158 (sc) - 
sulfate 5.87 
 
5.65 
 
5.34 
 
4.77 3.80 
K158 (sc) - 
Y1006 (oh) 4.44 
 
4.60 
 
9.49 
 
6.47 4.35 
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Table S2.14 The average properties of the multiple runs of the wild type TPST-2 for 100 
ns 
Name Mean 
(Å) 
S.D (Å) 
within 
each 
trajectory 
S.E.M 
(Å) 
S.D (Å) 
In respect 
to the 
average 
trajectory 
E99 (sc)-
Y1006(OH) 
Å 
Y1006(OH)-
PAPS(sulphur) 
Å 
Substrate 
angle 
Run 1  2.73 0.24 0.004 0.22 3.1 6.1 95.9° 
Run 2 2.81 0.15 0.002 0.21 3.4 6.5 95.5° 
Run 3 2.40 0.23 0.004 0.21 3.5 6.7 94.7° 
Averaged  2.65 0.16 0.002  3.3 6.4 95.3° 
200ns 
(extension 
of Run 1) 
2.90 0.34 0.003  3.6 6.3 96.0° 
 
Table S2.15 The averaged properties of E99A mutant for multiple run trajectories for 100 
ns run 
Name Mean 
(Å) 
S.D (Å) S.E.M 
(Å) 
A99(sc) – 
Y1006(sc0 
A99(sc) – 
K158 (sc)  
Substrate 
angle 
Run 1 2.42 0.25 0.006 9.5 4.3 103.5° 
Run 2 2.99 0.30 0.006 8.2 4.0 98.9° 
Averaged 
all 
2.7 0.27 0.006 8.8 4.1 101.2° 
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Figure S2.1 The secondary structure RMSDs of wild type TPST-2. This includes alpha helix, 
beta sheets and loops for 100ns.  
 
 
Figure S2.2 the RMSF analysis of protomer A of wild type TPST-2.  The 5’PBS and 3’PBS are 
the cofactor binding sites and βe is the substrate binding residues in the wild type TPST-2. The 
catalytic residues are represented in red colour star and the substrate binding residues are in 
green circle representation.  
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Figure S2.3 The RMSD trajectory of all C α atoms of wild type TPST-2 (WT FC) for 200ns   
 
 
 
 
 
 
 
Figure S2.4 The RMSD of wild type TPST-2. The average trajectory is shown in blue colour from 
run 1, run 2 and run 3 
 
 
 
 
 
 
Figure S2.5 The replica runs of the E99A mutant along with the average run (100ns) for two 
trajectories.   
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Figure S2.6 The Radius of Gyration (Rg) of WTFC for 100 ns. The average value of Rg from the 
independent runs has been plotted in blue colour as function of simulation time.  
 
Figure S2.7 Figure S5 The free energy landscape (FEL) sampled from 100 ns trajectory for wild 
type TPST2 (WTFC) at 300 K. The Gibbs free energy is estimated from probability distribution of 
the system with respect to Radius of gyration (Rg), Root Mean Square Deviation (RMSD) and 
A B C 
D F G 
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protein-protein hydrogen bonds. (A) RMSD vs Rg from 0-100 ns, (B) RMSD vs Rg from 0-50 ns, 
(C) RMSD vs Rg from 50-100 ns, (D) Rg vs protein-protein hydrogen bonds from 0-100 ns, (E) Rg 
vs protein-protein hydrogen bonds from 0-50 ns, (F) Rg vs protein-protein hydrogen bonds from 
50-100ns. The FEL was obtained using g_sham option in Gromacs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S2.8 The plot of total and potential energy of WTFC vs simulation time for 100 ns.  
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Figure S2.9 The 5’PBS binding region of the wild type TPST-2 compared against R78A 
mutant;(A) The RMSD of 5’PBS region, (B) RMSF of 5’PBS region, (C) The SASA of 5’PBS 
region and (D) volume of 5’PBS region of wild type TPST-2 and the R78A mutant 
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Figure S2.10 The 3’PBS binding region of the wild type TPST-2 compared against R78A 
mutant. (A) The RMSD of 3’PBS region, (B) RMSF of 3’PBS region, (C) The SASA of 
3’PBS region and (D) volume of 3’PBS region of wild type TPST-2 and the mutant R78A. 
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Figure S2.12 The interactions of wild type TPST-2 with the substrate tyrosine Y1006 
 
Figure S11 The electrostatic interactions of the side chain of R183 
with OAB oxygen of 3’PBS region of wild type TPST-2 
Time (ns) 
      Distance (nm) 
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Figure S2.13 The hydrophobic interactions of wild type TPST-2 with Y1006 aromatic ring of 
substrate. The normalized distribution of wild type TPST-2 with Y1006 aromatic ring of 
substrate. 
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Figure S2.14 The E99 residue side chain interactions of wild type TPST-2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S2.15 The E99A mutant interactions for 100 ns trajectory 
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Figure S2.16 The T198A mutant interactions with residue D1005 and E1004 
sidechain and backbone 
66 
 
 
 
 
 
 
 
 
 
 
 
 
      
        Figure S2.17 The electrostatic interactions between the side chain of R122 and E99 and   
        D1005 of  Wild type TPST-2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S2.18 The electrostatic interaction of R122A mutant and the D1005, E99, 
E98 and R101 residues 
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Figure S2.19 The R101 interactions of wild type TPST-2 with the substrate peptide residues  
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      Figure S2.20 The interactions of R101A mutant with the substrate peptide  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S2.21 R105 residue of wild type TPST-2 interactions with substrate residue  
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Figure S2.22 The distance between theA105 residue and GLU1007 in R105A mutant 
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Figure S2.23 R78 residue of wild type TPST-2 interactions with the cofactor PAPS and 
substrate Y1006 backbone. The R78 of wild type TPST-2 interacting with the bridge oxygen of 
the cofactor PAPS 
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Figure S2.24 The interaction of R78A mutant for 100ns trajectory  
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         Figure S25 Interactions of S285 side chain in wild type TPST-2 
 
 
 
 
  
Figure S2.26 The RMSF of the cofactor of the mutant S285A and the wild type 
TPST-2 
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Figure S2.27 The interaction of A285 in S285A mutant for 100 ns trajectory  
  
Figure S2.28 The interactions of K158 residue in wild type TPST-2 for 100 ns trajectory 
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Figure S2.29 The K158A mutant interactions with the substrate and cofactor for 100 ns 
trajectory  
Figure S2.30 The RMSF of the cofactor and substrate of the K158A mutant and 
wild type TPST-2 
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Figure S2.31 The A99 interaction of Mutant E99A for 100 ns trajectory 
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         DIMERIZATION AND CHAPTER THREE
LIGAND BINDING AND IN TYROSYLPROTEIN 
SULFOTRANSFERASE - 2 
3.1 INTRODUCTION 
Sulfation of tyrosine residues of proteins is a very important post synthetic modification 
which is still less explored (which we review here). The reaction is catalyzed by enzyme 
Tyrosylprotein Sulfotransferase (TPST) [14, 71]. Tyrosine sulfation is important for cell 
signaling and as a target for drug design [74] [76]. Sulfated tyrosine residues are important 
for the interaction of HIV’s gp120 protein to CCR5 in order to get entry to CD4+ T-
lymphocytes [77]. Sulfated PSGL-1 is involved in the infection process of Enterovirus71 
virus which is responsible for neurological diseases in children [78]. Sulfated tyrosine 
residues are found in approximately sixty immune system proteins [79] [80]. The sulfation 
of protein tyrosine residues is carried out as an enzyme catalyzed transfer of negatively 
charged sulfate group from the sulfate donor 3’-phosphoadenosine 5’-phosphosulfate 
(PAPS) to the hydroxyl group of a tyrosine leading to a tyrosine O4-sulfate ester and 
Adenosine 3',5'-diphosphate[14]. Two isoforms TPTST-1, and TPST-2, exists in humans 
[81]. TPST has a type II transmembrane topology i.e. a short N terminal cytoplasmic 
domain, 17 residue transmembrane domain, and a luminal catalytic domain [82]. The 
enzyme has two N-glycosylation sites, that are four cysteine residues on the luminal 
oriented side of enzyme.[76] The crystal structure of the catalytic domain of human TPST-
2 (denoted as  TPST2∆C18 and containing the sequence from G43 to L359), complex with 
PAP (3’-phosphoadenosine 5’-phosphate) and the substrate (the peptide C4P5Y3) was 
solved at a resolution of 1.9 Å [83] (Figure 3.1). The substrate peptide contains only one 
tyrosine residue which is the sulfate acceptor and is surrounded by six acidic residues 
which provide to the substrate negative charge of minus six [83]. The catalytic domain of 
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TPTS-2 consists from a α/β motif with a five-stranded parallel β-sheet, surrounded by α 
helices [83]. The TPST-2 exists as a homodimer, which the catalytically active state of the 
enzyme where two subunits of the dimer are designated as protomer A and B [83] and both 
participate in the formation of the binding site and formation of the  catalytically active 
complex. The alpha helices α2-α4 plays an important role in dimer formation in TPST-2 
and the residues R118 and R122 harboring α2-α3 also participates in the substrate binding 
of the other protomer and vice versa (Figure 1). The residue W113 plays key role in the 
dimerization process as demonstrated by experimental studies of W113A mutant [15]. The 
crystal structure of human TPST-2[15] provides important knowledge about the overall 
fold, atomistic interactions and contacts between the both protomers, but shows no 
information about how conformational flexibility affect the key interactions for the 
formation of the catalytically active dimer and the structural changes, associated with the 
binding of the ligands (cofactor and substrate). Molecular Dynamics is one of the most 
appropriate and broadly implemented method for studying of protein flexibility and 
dynamics and provide atomistic insights which cannot be obtained experimentally [84] [1] 
[28] [101] [102] [103]. In recently accepted paper [101] we comprehensively analyzed the 
conformational flexibility of the wild type full complex TPST2 (WTFC) which includes 
the enzyme, substrate and cofactor in their catalytically active dimmer form. We studied 
the mutations of key residues in the substrate binding site and the catalytic site and 
analyzed the correlated motions in the WTFC. 
However, it is essential to understand the atomistic nature of the structural changes which 
occur upon the binding of each ligand PAPS and C4P5Y3. MD simulations can provide the 
needed structural insight as a fast alternative of the experimentally determined structures, 
as far as the only available crystal structure so far is the one of the full complex 
(WTFC)[15]. In addition it is very important atomistic to understand the conformational 
effects associated with the formation of the protein dimer, which is the catalytically active 
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form of TPST-2. Computational analysis of the effect of W113A mutation can provide 
unique atomistic insights in the dimerization process. As far as there is not available 
experimentally derived structure of this key mutant, atomistic MD can be reliable and fast 
alternative to gain the vital missing structural information. In order to complete the missing 
knowledge, we extended our published study [101] and made simulations to answer of the 
following questions: i) how the conformational flexibility influences the protein-protein 
interactions in the dimmer formation; ii) what is the atomistic nature of W113A which is a 
key mutation preventing the dimerization? iii) how the binding of the cofactor and the 
substrate influences the structure of TPST2 the Apoenzyme (APO), the enzyme with 
bound Cofactor (EC), the enzyme with bound Substarte (ES); iii) how the correlated 
motions in TPST2 change in the different  states of the enzyme under the binding of the 
cofactor and the peptide substrate.   
 
 
 
 
 
 
Figure 3.1 The 3D structure of human TPTS-2 (PDB code: 3AP1) enzyme drawn using 
UCSF Chimera. The cofactor PAPS is represented in ball and stick representation. The 
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Protomer A and B of homodimer TPST-2 are shown in deep-cued, round ribbon 
representation in blue and lime green colors respectively.  The substrate peptide of 
protomer A and B are shown in pink and red colors respectively.  The residue R118 and 
R112 of protomer A participating in substrate binding of protomer B are shown in orange 
color. The W113 residue involved in dimerization is shown in sphere representation on 
both protomers.  
 
3.2 METHODS AND COMPUTATIONAL DETAILS 
Conformational flexibility of the different states of the TPST-2 enzyme (APO, EC, ES and 
W113A mutant) were explored using atomistic Molecular Dynamics (MD) simulations for 
100 ns using Gromacs 4.5.5 package [3] [4] [5] with GROMOS96 43a1 [57] force field 
(Table S3.1). The system setup and preparation was done as described previously [101]. 
Energy minimization in gas phase was performed by using the steepest descent [91] and 
conjugate gradient [92] until the maximum force was smaller than 100 KJ/mol
-1
/nm
-1
. 
Subsequently a periodic box was defined and periodic boundary conditions were applied. 
The box size was set to1.0 nm. by using Single Point Charge (SPC) [93] water model was 
used to solvate the system and Na
+
 and Cl
-
 ions were used to neutralize the total charge 
(Table S3.1). New energy minimization was performed for the whole system using again 
the steepest descent and the conjugate gradient algorithms. After that position restrain 
molecular dynamics was carried out for 50 ps in NVT ensemble[94] at constant 
temperature of 300K with time step of 0.002 ps. The productive 100ns MD simulations 
were performed in NPT ensemble at constant temperature of 300K with initial velocities 
taken from Maxwell velocity distribution at 300K and an integration time step of 0.002 ps. 
The system was kept at 300K by Berendsen temperature coupling and Parrinello-Rahman 
pressure coupling were with constant (τT) of 0.1 ps and 1 bar pressure, time constant (τP) of 
0.5 ps. The electrostatic interactions were treated by the Particle Mesh Ewald (PME) [95]. 
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The cut off for the Coulomb interactions was 1.0 nm, the Fourier spacing was 0.135 nm. 
The van der Waals interactions were modelled using Lennard-Jones potential with cut off 
distance set to 1.4 nm (rvdw) and using switching function. The LINCS algorithm [96] was 
used  to mainatin all the covalent bonds involving hydrogen atoms rigid. The coordinates 
were saved after every 20 ps.  
3.2.1 Analysis of Molecular dynamics simulations 
The analyses of the trajectories obtained from the simulations such as packageThe Root 
Mean Square Deviation (RMSD) of Cα atoms of the protein with respect to minimized 
crystal structure, Root Mean Square Fluctuations (RMSF), Radius of gyration (Rg), 
Electrostatic interactions, hydrogen bonds, Solvent Accessible Surface Area (SASA), and 
cluster analysis were carried out the Gromacs tools. The visualization of molecular 
structures and trajectories was done using VMD [97]software.  The Domain Cross-
Correlation Analysis (DCCA) was performed using The Bio3D package [98]. The Cij 
matrix were used to represent a cross correlation between the ith and jth atoms and ranges 
from -1 to +1. To create the cross correlation Cij matrix the Cα atoms of the protein, 
substrate and all atoms of the cofactor were included. The positive values in DCCA map 
reflect the correlated motions and the negative values the anticorrelated ones.  
3.3 RESULTS AND DISCUSSION 
3.3.1 Interactions between the Protomers and Dimer Formation 
The equilibration of the MD simulations done for the subsequent analysis has been 
discussed extensively [101]. The TPST-2 enzyme exists as a dimer both in the crystal 
structure and in vivo [81]. The formation of the substrate binding site in WTFC is result 
from the dimerization with the participation of α2, α3 and α4 helices. During the 
simulations the aliphatic parts of the side chains of R110 and R105 make hydrophobic 
interactions with the aromatic ring of W113 (Figure S3.1) with average distance of 3.8 Å 
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and 4.1 Å respectively for 100 ns trajectory in WTFC, interactions which are result from 
conformational flexibility and are not seen in the crystal structure. The side chains of 
M109, L133 and I102 also make hydrophobic interactions with average distance of 3.8 Å, 
4.0 Å and 4.4 Å respectively with aromatic ring of W113 (Figure 3.2). In the trajectory of 
the W113A (RMSD Figure S3.2), the residues in the vicinity of the W113A mutation site 
showed significantly higher RMSFs than in the WT FC. The RMSF of mutant W113A also 
showed significant increase in fluctuations of α2, α3 and α4 (residue 105-145) alpha 
helices, which are involved in the dimerization of WTFC (Figure 3.3). In the W113A 
mutant the distance between the A113 side chain and side chains of R110, R105, M109 
and L133 is higher than in the WTFC during the MD trajectory (Figure S3.5, Table S3.2). 
This difference suggests indication about the roles of these interactions in the formation of 
the active dimer. The dimerization is very important for the formation of the substrate 
binding region in WTFC [15].  The RMSFs of the substrate itself and the substrate binding 
region in the W113A mutant are higher than in the WTFC (Figure 3.4). These findings 
indicates the importance of the dimerization for the proper formation and the stability of 
the substrate binding site and are in agreement with the experiments showing that the 
W113A mutant has reduced the enzyme activity 75 %, as compare to the wild type [83]. 
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Figure 3.2 The hydrophobic interactions mediated by residue L102, L133 and M109 in 
wild type TPST-2 obtained from cluster analysis of WTFC for 100 ns trajectory. The 
Protomer A and B are represented in blue and green colour in new cartoon representation 
and the W113 is shown in licorice representation using VMD. 
Importantly the DCCA reveals that in the mutant W113A there are more anti correlated 
regions than the WT FC (Figure 3.5). In addition in W113A mutant, the region (α2, α3 and 
α4) show reduced correlation with respect to α2, α3 and α4 of WT FC. These residues are 
involved in dimerization. Moreover residues 180-210 (3’-Phosphate binding Motif and βe 
i.e. substrate binding region) of protomer A show anti correlation towards the residues (α2, 
α3 and α4) of protomer B which explains the role of W113 in the dimerization and is in 
agreement with the experimental data about this mutant. 
Figure 3.3 The Root Mean Square Fluctuations (RMSF) of mutant W113A (cyan) with 
respect to wild type TPST-2 (black) for 100 ns trajectory using C α atoms. The region α2-
α4 (marked with red circle) involved in dimerization shows increase fluctuation in W113A. 
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Figure 3.4 The RMSF of substrate peptide and the substrate binding region of wild type 
TPST-2 in comparison to W113A mutant for 100 ns trajectory using C α atoms. (A) The 
RMSF of the substrate peptide in WTFC (black) and mutant W113A (cyan). (B) The 
substrate binding residues comparison in WTFC (black) and mutant W113A (cyan).  
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Figure 3.5 The Dynamic Cross Correlation Analysis (DCCA) of wild type TPST-2 and 
W113A dimerization mutant. (A) DCCA of wild type TPST-2 16, (B) DCCA of W113A 
for 100 ns trajectory. The α2-α4 are represented by circular region in black colour 
3.3.2 Conformational Flexibility and Correlated Motions upon binding of the 
Cofactor and the Substrate 
The MD study of the whole complex, containing the protein dimmer, substrate and 
cofactor (WTFC) [101] has revealed the key importance of the conformational flexibility 
which cannot be revealed by experimental methods. However, it is crucially important to 
understand the atomistic nature of the structural changes resulting from the binding of each 
ligand – PAPS and C4P5Y3. As far as the only available crystal structure so far is the one 
of the full complex (WTFC) [15] , MD simulations can provide the needed structural 
insight as fast alternative to the experimentally determined structures [104] . More 
importantly, an MD analysis of each of the APO, EC and ES in reference to the WTFC 
provides unique knowledge about important changes the correlated motions upon the 
A C D 
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binding of the substrate and the cofactor which cannot be gained experimentally. In order 
to provide insight into the conformational changes associated with binding the cofactor 
PAPS and substrate peptide C4P5Y3, we simulated for 100nsec: i) the apoenzyme (APO) 
built from protomers A and B; ii) the apoenzyme plus the cofactor PAPS complex (EC); 
iii) the apoenzyme plus the substrate C4P5Y3complex (ES) and iv) the substrate in water 
(S) and compared them with the MD simulations of WT FC [15].  
 3.3.3 Stability and Flexibility of APO, EC, ES and S 
The RMSDs of APO, EC, ES, and substrate in water are represented in Figure S3.5 and 
Table 3.1. APO exhibited an average RMSD of 4.3 Å, EC 4.5Å and the ES complex 3.3 Å. 
The RMSD of substrate (substrate peptide in solvent) is 3.2 Å as compared to 1.51Å for 
substrate bound to WT FC indicating the stabilization of the substrate peptide by enzyme 
molecule (Figure 3.6). The binding of the substrate exercises the strongest contribution to 
the stability of the WT FC. The basal level RMSF of WT FC is 1 Å, 43 % of the RMSFs of 
the Cα atoms are below 1 Å and 57 % of the RMSFs above 1 Å. All APO, EC and ES 
trajectories have shown higher number of residues with RMSF > 1 Å (Table 3.1) which is 
largest in APO and EC with 79 % and 75 % respectively. The ES complex showed 
increased fluctuations in the 5’PBS (5’-Phosphosulfate binding Motif) region which 
indicates that the binding of PAPS has stabilizing effect on the 5’PBS. The EC shows an 
increase in fluctuation of R78, S285 and some part of the 3’PBS (3’-Phosphate binding 
Motif) region thus suggesting that substrate binding has a stabilizing effect for the cofactor 
and substrate binding sites in WTFC (Figure S3.6). The average value of Radius of 
Gyration (Rg) of WTFC is 28.73 Å , the Rg of EC increased to 30.2 Å and for ES is 28.8 Å 
(Table S3.4, Figure S3.7) demonstrating the effect of the substrate binding on 
compression of the structure of the full complex. These results show that the binding of the 
substrate and cofactor both contribute for the stability of the full active complex; however, 
the effect of the substrate binding is much more prominent. In the EC complex R78 makes 
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stable interaction with the 5’PBS region of cofactor as it did in WT FC (Figure S3.8). The 
S285 hydroxyl group hydrogen bonded with OAF residue of 5’PBS site during only 54% 
of the simulation. The hydroxyl group of S285 makes interactions with the OAD oxygen of 
the 3’ phosphate group in contrast to the WT FC where it interacts with the OAF of 5’ PBS 
region. The side chain of R183 in WT FC stabilizes the 3’PBS phosphate OAB oxygen 
atom (average distance 3.63 Å), however in EC complex it makes weaker interaction 
(average distance 5.1 Å).  The RMSF of PAPS in the EC complex shows higher 
fluctuations compared to WT FC (Figure S3.9) which indicates the stabilizing role of the 
substrate for PAPS cofactor. The changes in the above atomistic interactions illustrates the 
key structural changes which occurs upon binding of the substrate and the cofactor and 
reinforce the idea of accounting for the conformational flexibility whilst modelling protein-
ligand interactions (e.g. in the docking studies).  
 
Figure 3.6 The RMSD of substrate peptide of the wild type TPST-2 (black) compared 
against substrate peptide only in water (blue) for 100ns using C α atoms.  
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Table 3.1: The RMSD values and RMSF values of different TPST-2 setups 
 
  
              All C α (Å) 
  
RMSF > 1 Å 
(%) 
RMSF < 1 Å 
(%) 
 Mean (μ) SD(σ2 ) 
WTFC 2.72 0.27 
 
57 
 
43 
Apoenzyme 4.37 0.57 
 
79 
 
21 
Enzyme + 
Substrate 3.32 0.35 
 
65 
 
35 
Enzyme + cofactor 4.52 0.52 
 
75 
 
25 
Protomer A 3.98 0.67 
 
66 
 
34 
Protomer B 3.43 0.39 
 
60 
 
40 
Substrate 3.28 0.56 
 
100 
 
0 
 
 
3.3.4 Correlated Motions  
An insight into the correlated motions between different parts of the enzyme molecule can 
be provided by Dynamic Cross Correlation Analysis (DCCA) [100, 105]. The DCCA of 
APO, ES and EC are shown in (Figure S3.10–S3.12). The positive regions in the map are 
represented with red and yellow colour scheme is associated with correlated motion 
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whereas anti-correlated motions (negative regions) are shown in light green and blue. In 
the APO trajectory there are less correlated and more anti correlated motions as compared 
to WT FC. This result suggests that the binding of the PAPS and C4P5Y3 (substrate 
peptide) influence not only the local structure and interactions, but also affect more 
globally the system of protein motions. In the ES complex, the correlated region in (Figure 
S11, region a) showed fewer residues involved in correlated motion with respect to the 
WTFC (region a) and there is not strong correlation between the substrate and the enzyme 
residues as in the WT FC indicating about the apparent role of the cofactor for good 
stabilization and orientation of the substrate. In the EC, the extent of both positive and 
negative correlation is also lower than WT FC again demonstrating the effect of the ligand 
binding more globally on the correlated motions in the molecule. The above differences 
with respect to the WT FC are another indication that the protein ligand-binding process is 
dynamical in nature, affects not only the local structure but have more delicate but sensate 
more global effects. The finding assert about accounting for the conformational flexibility 
in computational docking studies of protein-ligand interactions.  
 
3.4 CONCLUSIONS 
The present MD study reveals the key effects of the protein flexibility on the dimerization 
of TPST-2 and the dynamic nature of the interactions between the apoenzyme, the cofactor 
PAPS and the substrate peptide C4P5Y3. New hydrophobic interactions, important for the 
protomer-protomer interactions are revealed and the structural effect of the mutation 
W113A for the dimerization is explained in the absence in experimentally-derived 
structure. The results show that the binding of the substrate and cofactor contribute to the 
stability of the whole active complex, influence the local interactions in the binding site but 
also affect pattern of the correlated motions in the entire molecule. The study asserts about 
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the importance of accounting for conformational dynamics in studying protein-ligand and 
protein-protein interactions.   
3.5 SUPPORTING INFROMATION 
 
Table S3.2: The MD setup for the wild type TPST-2 
S.No MD-setup Occurrence Ions  Timescale (ns) 
1 W113A α2 Na+  (10) 100 
2 Apo-enzyme Protomer A and B Cl – (10) 100 
3 
Enzyme-
substrate 
 Na+  (12) 100 
4 
Enzyme-
cofactor 
 Cl- (2) 100 
5 Protomer A  Cl- (5) 100 
6 Protomer B  Cl- (5) 100 
7 Cofactor   100 
8 Substrate  Na+  (6) 100 
     
 
Table S3.2: The cluster analysis of most populated clusters of the W133A and wild type TPST-2 
                                           Cluster Analysis 
Initial crystal structure 
with hydrogen 
       Wild type TPST-2 
 
 
      W133A mutant      Wild type TPST-2 
Residue 
Cluster 1 
(A) 
 
 
Cluster 2 
(A) 
 
 
Cluster 1 
(A) 
 
 
Cluster 2 
(A)    Protomer (A) 
W113 (sc) – R105 
(sc) 3.83 
  
 
 
3.89 
 
 
 
9.24 
 
 
 
6.49 4.89 
W113 (sc) - R110 (sc) 3.63 
 
 
4.66 
 
 
5.71 
 
 
6.26 4.31 
W113(sc) - M109 (sc)  3.92 
 
 
3.32 
 
 
6.21 
 
 
6.53 3.95 
W113(sc) - I102(sc)   4.27 
 
 
4.13 
 
 
3.56 
 
 
4.36 3.72 
W113(sc) - L133(sc)  3.65 
 
 
3.31 
 
 
4.41 
 
 
4.54 3.90 
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Table S3.3: The RMSD values and RMSF values of different TPST-2 setups 
  
              All C α (Å) 
  
RMSF > 1 Å 
(%) 
RMSF < 1 Å 
(%) 
 Mean (μ) SD(σ2 ) 
WTFC 2.72 0.27 
 
57 
 
43 
Apoenzyme 4.37 0.57 
 
79 
 
21 
Enzyme + 
Substrate 3.32 0.35 
 
65 
 
35 
Enzyme + cofactor 4.52 0.52 
 
75 
 
25 
Protomer A 3.98 0.67 
 
66 
 
34 
Protomer B 3.43 0.39 
 
60 
 
40 
Substrate 3.28 0.56 
 
100 
 
0 
 
Table S3.4: The radius of gyration and solvent accessible surface area of different setups of 
TPST-2 
  
Radius of gyration in (Å) 
  
                  SASA (Å) 
 Mean sd 
Mean sd 
WT 28.73 0.19 
 
2700.14 
 
34.97 
Apoenzyme 29.36 0.26 
 
2638.35 
 
44.57 
Enzyme + Substrate 28.80 0.20 
 
2663.38 
 
52.21 
Enzyme + cofactor 30.23 0.22 
 
2694.05 
 
34.83 
Protomer A 18.61 0.21 
 
1385.39 
 
36.37 
Protomer B 18.59 0.24 
 
1426.67 
 
31.77 
Substrate 6.42 1.13 
 
127.92 
 
9.98 
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Table S3.5 The average properties of the multiple runs of W113A and important distances 
for 100ns 
Name Mean 
(Å) 
S.D (Å) S.E.M 
(Å) 
A99(sc) – 
Y1006(sc0 
A99(sc) – 
K158 (sc)  
Substrate 
angle 
Run 1 2.42 0.25 0.006 9.5 4.3 103.5° 
Run 2 2.99 0.30 0.006 8.2 4.0 98.9° 
Averaged 
all 
2.7 0.27 0.006 8.8 4.1 101.2° 
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Figure S3.1 The Hydrophobic interactions of residues of wild type TPST-2 with W113 residue 
for 100 ns trajectory.  
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Figure S3.2 The Root Mean Square Deviation (RMSD) of wild type TPST-2 and W113A 
mutant using C α atoms. (A) The RMSD of WTFC and W113A. (B) The replica runs of 
the W113A mutant along with average run (100 ns) from two trajectories.  
 
 
A 
B 
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Figure S3.3 RMSF plot of residues in vicinity of W113 residue in wild type TPST-2 (WTFC, 
black colour) and the mutant W113A (cyan colour) for 100 ns trajectory.  
 
 
 
 
 
 
 
 
 
 
 
0
0.05
0.1
0.15
0.2
0.25
100 102 104 106 108 110 112 114 116 118 120
R
M
SF
 (
n
m
) 
Residue number 
96 
 
 
 
 
Figure S3.4 The interactions of A113 of W113A mutant for 100 ns trajectory.   
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Figure S3.5 The RMSD different setups of wild type TPST-2 using C α atoms.  
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Figure S3.7 The radius of gyration of WTFC, APO, EC and ES for 100 ns trajectory 
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Figure S3.6 The RMSF of the different TPST-2 setups for 100 ns trajectory 
99 
 
 
 
Figure S3.8 The enzyme cofactor setup (EC) and important distances between the protein and 
cofactor for 100 ns trajectory 
 
 
 
Figure S3.9 The cofactor RMSF in wild type full complex (WT FC) and enzyme-cofactor 
complex (EC) for 100 ns trajectory 
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          Figure S3.10 Dynamic Cross Correlation Analysis of Apoenzyme (Apo) for  
          100 ns trajectory 
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      Figure S3.11 Dynamic Cross Correlation Analysis of Enzyme + substrate complex (ES) 
       for 100 ns trajectory 
 
 
 
 
                                                                                                             
 
 
 
a 
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                 Figure S3.12 Dynamic Cross Correlation Analysis of Enzyme + cofactor (EC) for 
                 100 ns trajectory 
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 NIRE ENZYME AND MUTANTS CHAPTER FOUR
4.1 INTRODUCTION 
Uroporphyrinogen III (uro’gen III or UP2) act as a common scaffold for the synthesis of 
diverse tetrapyrroles such as chlorophylls [106], cobalamins, siroheme, phytochromobilin, 
heme d1, and coenzyme F430 [107] [108]. Heme d1 is an iron-containing dioxo-
isobacteriochlorin which acts as a cofactor for cytochrome cd1 nitrite reductase enzyme 
[109]. Cytochrome cd1 nitrite reductase is the only enzyme in which heme d1 is a cofactor 
and where it functions as a site for nitrite reduction [110] i.e. reduction of nitrite to nitric 
oxide and water [111, 112]. This denitrification process is a respiratory mechanism for 
many bacteria including human pathogen Pseudomonas aeruginosa, and thus represents a 
potential drug target [113] [114]. The direct inhibitors targeting specific enzymatic 
processes of P. aeroginonsa have distinct advantages over general antibiotics; they reduce 
the selection pressure towards antibiotic resistance in bacterial populations and can be used 
in combination with antibiotics to increase effectiveness and lower dosage requirements. 
With the rise of more and more antibiotic resistant bacteria it has become imperative to 
design new therapies that reduce the likelihood of creating multiple antibiotic resistant 
bacterial strains [115]. The synthesis of heme d1 proceeds via precorrin-2 which is the 
product of two methyl group transfer to uro’gen III [116]. The methyl groups are 
transferred from S-adenosyl-L-methionine (SAM) to uro’gen III by SAM-dependent 
Uro’gen III MethylTransferase (SUMT) called NirE [109, 116]. The crystal structure of P. 
aeruginosa NirE in complex with its substrate uro’gen III and the reaction by-product SAH 
(S-Adenosyl-L-homocysteine) was solved recently [117] (Figure 4.1 and 4.2). The NirE 
enzyme is a homodimer; each monomer consists of two domains A and B which are 
connected by a shorter linker region of four residues length. The active site pocket of NirE 
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is located between the two domains of each monomer but residues contributed by both 
protein monomers for each active site [117].   
 
 
 
 
 
 
 
Figure 4.1 
Figure 4.2 
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Figure 4.1 The 3D X-ray crystal structure (PDB code: 2YBQ)[117] of NirE enzyme 
complexed with Uro’gen III substrate and SAH cofactor using UCSF Chimera [118]. (A)  
The homodimer NirE enzyme is represented in monomer A and B in orange and grey new 
cartoon representation respectively. The spent methyl donor product SAH and substrate 
Uro’gen III are shown in sticks representation in dark green and blue colours respectively. 
The loop of monomer B interacts with the active site of monomer A especially with 
substrate UP2 and vice versa.   
Figure 4.2 The substrate Uro’gen III pyrrole ring system from A to D, the C20 carbon atom 
is a potential proton abstraction site on UP2 and the asterisks represents potential methyl 
group acceptor sites in the substrate from SAH. The images were drawn using UCSF 
Chimera [118] in sticks representation. 
NirE is subject to substrate inhibition at high concentrations of uro’gen III and product 
inhibition at high concentrations of SAH [119] [120]. The crystal structure describes the 
detailed binding of UP2 indicating that it is exposed to solvent and bound loosely in the 
active site. However SAH binds tightly and is located in the deep interior pocket of the 
active site [117].  
Proteins are large flexible molecules and conformational dynamics is their fundamental 
property which correlates proteins structure and functions [1].  Although the crystal 
structure of NirE reveals the important atomistic details of the enzyme, its ligand binding 
and possible catalytic mechanism, it does not relate how conformational flexibility and 
dynamics and the effects of mutations might influence key interactions with substrate and 
cofactor. In order to understand how structural plasticity might influence the structure-
function relationships of NirE, we performed 50 ns atomistic (AT) molecular dynamics 
(MD) simulations on the wild-type full complex NirE, containing the apoenzyme, the 
106 
 
cofactor and the substrate (WT FC), its mutant forms, the apoenzyme (APO), built from 
monomer A and B, the complex between the enzyme and the cofactor (EC), and the 
complex with the substrate (ES).  
 
4.2 METHODS 
The coordinates of the wild type NirE were obtained from Protein Data Bank (PDB) [85] 
(PDB ID 2YBQ) [117]. The missing residues were added using PyMOL [121] to the wild 
type NirE [117]. The methyl group was added to the cofactor molecule SAH using 
GaussView 5.0 [87]. The resulting SAM molecule was used as a cofactor for the molecular 
dynamics simulation of NirE. There were nine experimental single amino acid mutants 
[117] used in this study (Table S1). Mutant models were prepared by using What IF server 
[88]. The force field parameters for cofactor and the substrate were calculated using 
PRODRG [89]. The Molecular Dynamics simulations were performed using Gromacs 
4.5.5 package [3] [4]  with GROMOS96 43a1 force field [57] . The hydrogen atoms were 
added to the protein molecule by using pdb2gmx utility in Gromacs. The energy 
minimization in vacuum were performed initially on the protein structure by using  
steepest descent [91]  until the maximum force was smaller than 100 KJ/mol
-1
/nm
-2
. The 
protein molecule was placed in the cubical box with cut-off distance of at least 1.0 nm 
between the protein and the box boundaries using editconf command. The minimized 
protein structure was then solvated using Single Point Charge [93]  (SPC) water model and 
periodic boundary conditions were then applied to treat all the parts of the system equally 
both at its interior and edges. The system was neutralized by adding the Na
+
 and Cl
-
 to 
various mutants and the wild type enzyme. This was followed by energy minimization of 
the system by using first the steepest descent and then the conjugate gradient algorithm 
until the maximum force was smaller than 100 KJ/mol
-1
/nm
-1
.  The energy minimized 
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structure was then subjected to position restrain dynamics for 50 ps. The simulation was 
performed in NVT ensemble [94] (constant Number (N) of particles, Volume (V), and 
Temperature (T)) at constant temperature of 300K with time step of 0.002 ps. The 
productive 50ns MD was carried out using NPT (constant number of particles (N), system 
pressure (P) and temperature (T)) ensemble at constant temperature of 300K and the initial 
velocities for MD simulation were drawn from Maxwell velocity distribution at 300K. The 
MD was performed with an integration time step of 0.002 ps. The Particle Mesh Ewald 
(PME) method [95] was used for electrostatic interactions, the van der Waals interactions 
was treated using Lennard-Jones potential. The cut-off distance for van der Waals 
interaction was set to be 1.0 nm. The coordinates were saved after every 20 ps from 
multiple MD trajectories. The analyses of the trajectories obtained from the simulations 
were performed using tools from the Gromacs software package and VMD [97]. The 
visualization of MD trajectories and the structures were performed using VMD software 
[97].  The Bio3D package [98] in R [122] was used to perform dynamic cross correlation 
Analysis .The positive value represents the correlated motion and the negative values 
represent the anti-correlated motion. The R [122]and Xmgrace were used to prepare plots 
and analysed data in this study.    
4.3 RESULTS AND DISCUSSION 
4.3.1 Overall Stability and Flexibility of NirE Structures 
Overall stability of the WTFC structure was assessed by considering the Root Mean 
Square Deviation (RMSDs) of Cα atoms during the MD simulations (Figure 4.3A). The 
system equilibrated after 12ns, multiple runs of the WT FC trajectory showed an average 
RMSD value of 2.8 Å (Table S4.2, Figure S4.1). We considered the relative flexibility of 
secondary structural elements by class (α helices, β sheets and loops);   beta sheets 
maintained the lowest RMSD value of 1.5 Å along the 50 ns trajectory compared to alpha 
helix (2.14 Å) and loops (2.9 Å) (Figure S4.2). The high RMSD values of the loops region 
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are common feature of many proteins such as TPST-2 [101] (Tyrosylprotein 
Sulfotransferase) where loops displayed highest RMSD values as compared to alpha helix 
and beta sheets. The RMSD profile of individual domains of monomer A indicates that the 
domain B is more stable compared to domain A; even though both domains have the same 
secondary structural topology (Figure S4.3). The reason for the higher stability of domain 
B in respect to domain A is that majority of the residues which participates in stabilizing 
interactions with the substrate and cofactor such as R*149, H161, M186 etc. are located in 
domain B. The RMSD profile of the linker region (domain A and domain B, here of 
monomer A) showed stable RMSD; however there was overall increase in the RMSD after 
30 ns which could be attributed to the change of Cα angle from 135 ° to 140° between the 
residues (129, 132 and 134) of the linker region (Figure S4.4). The RMSD profile of the 
mutants equilibrate around 12 ns apart from E114Q and H161F mutants which equilibrated 
around 18 ns and 10 ns respectively (Figure 4.3A). The average RMSD value of all Cα 
atoms of WT FC is ~ 3.2 Å, whereas in mutants its ranges from 2.4 Å in E114Q and R*149 
deprotonated to 3.1 Å in the R111K mutant (Table S4.3, Figure 4.3A and Figure S4.5). 
The Root Mean Square Fluctuations (RMSF) of WT FC (Figure 4.3B) showed that the 
loop between β3 and the D alpha helix (residues 70-80) has high fluctuations. This loop 
was missing from the reported crystal structure [117] indicating it to be a particularly 
flexible component of the protein despite its proximity to substrate UP2 in the crystal 
structure. The loop was modelled for MD simulations. The short loop region between E 
alpha helix and β5 (residue 121-125) also display increased flexibility compared to other 
residues in the RMSF plot. The loop region and G alpha helix encompassing residues 163-
179 between β6 and β7 showed high flexibility. The residues forming this loop make 
important interactions especially with the side chain of the UP2 substrate during the MD 
simulation. The residues 214-220 that form the loop between β8 and β9 makes interactions 
with the adenine ring of SAM also revealed greater flexibility than the majority of other 
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residue in WT FC.  The loop between β9 and I alpha helix also showed increased 
fluctuations in WT FC. The basal level fluctuation of the WTFC was considered to be 1.1 
Å, 53 % of RMSFs in WTFC are < 1.1 Å and 47 % of the residue’s RMSFs are > 1.1 Å. 
The mutants RMSF > 1.1 Å range from 29 % (E114Q) to 45 % (R*149 de-protonated) 
(Figure S4.6). The detailed analysis of the residues of the mutants which showed increased 
or decreased RMSF’s relative to WT FC are represented in Table S4.4. The substituted 
residues in the mutants used in this study are all located in close proximity of the substrate 
UP2 and are mainly involved in substrate binding apart from M186 which is involved in 
both substrate and cofactor binding. It was evident from the RMSFs of all the mutants in 
comparison to WT FC that the substrate binding region was clearly affected. In particular 
there were increased fluctuations of substrate binding residues (160-170), located on the 
loop between β6 and G helix in every mutant (Figure S4.7 and Table S4.4). This loop 
showed high flexibility in WT FC as well and was missing from the crystal structure [117] 
because of its high flexibility.  The mutants R51K, R*149K, M186K, G189K and R111K 
show increased fluctuations of the residues located on the C alpha helix and loop between 
C alpha helix and β3. This region is also involved in substrate binding in WT FC. The 
residues (70-80) of the loop located between β3 and D alpha helix showed increased 
flexibility in all the mutants in comparison to WT FC and these residues were also 
involved in the substrate binding and were missing in the crystal structure [117] (Figure 
S4.8). The mutations increased the local fluctuations of the substrate binding residues in 
NirE. Many substrate binding residues (R51, R111, H161, M189, R*149 and G189) in the 
WT FC were mainly located on the loop region in the enzyme and the methyl donor 
binding (SAM) residues with the expectation of (M186, D105, I108 and 217) were mainly 
present on the alpha helix and beta sheets on the protein, further clarifying the relatively 
high flexibility of the substrate binding residues.  
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Figure 4.3 (A) The Root Mean Square deviation (RMSD) of all C α atoms of wild type 
NirE (WTFC) and the mutants for 50 ns trajectory, (B) RMSF of all C α atoms of residues 
of WT FC for 50ns trajectory. The RMSD image was drawn using Xmgrace plotting tool. 
 
 
111 
 
4.3.2 Cofactor Interactions with Substrate and Protein 
The time evaluation of interactions between the methyl donor (SAM) and substrate (UP2) 
were analysed for WTFC. The propionate side chain of ring A of UP2 formed electrostatic 
interactions with the positively charged sulphur atom of SAM for the entire length of 
simulation (average distance of 3.1 Å, Figure S4.9). The distance between the methyl 
group on the SAM and the potential methyl acceptor sites on ring A and B of the substrate 
UP2 (Figure 4.2) showed average distances of 6.0 and 6.3 Å respectively. The angle 
between the sulphur, methyl group and methyl acceptor sites on the substrate were sampled 
over the 50 ns trajectory to be on average 93.7° (Figure S4.10). The addition of the 
transferred methyl group to the cofactor (SAM) resulted in the appearance of a new 
hydrophobic cluster which was not present in the crystal structure of NirE [117]. This 
newly formed hydrophobic cluster consisting of M186, Y185 and F109 residues stabilized 
the methyl group of the SAM with average distance of 4.3, 4.2 and 4.0 Å respectively 
(Figure S4.11, Table S4.7).  These interactions likely play a significant role in maintaining 
the correct orientation of the methyl group in the active site of NirE for the methyl 
transferase reaction.  
We considered that our inclusion of SAM in these simulations would reveal a different 
pattern of interaction of the methyl donor than those evident with the spent donor SAH in 
the crystal structure.  The hydrogen bonds between the backbones of I108 and D105 with 
the amino group (NH
3+
) of the SAM existing in the crystal structure [117]  are stable 
during the MD simulation of WT FC. However the hydrogen bonds between the side chain 
of D105 and the amino group (NH
3+
) of SAM were not maintained after 30 ns in the 
simulation due to an increase in distance (Figure S4.12). The crystal structure [117] 
describes the presence of hydrogen bonds between the carboxylate of SAM with sidechain 
of T133 and between the backbone of A134 and D105. In this MD study, the carboxylate 
group of the SAM is hydrogen bonded to the side chain of T133 as described in the crystal 
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structure [117]; however a new interaction between the side chain of Y185 and carboxylate 
of SAM, not presented in the crystal structure appeared. The backbone of A134 made weak 
interactions with the carboxylate of SAM and with the Y185 sidechain. This interaction 
positions the side chain of Y185 to establish its own interaction with the carboxylate group 
of the SAM. The backbone of D105 does not interact with the carboxylate
 
group of SAM, 
in contrast to the SAH-bound crystal structure (Figure S4.13). The side chain of Y185 
interacts with the dihydroxyoxolan ring of SAM with an average distance of 3.2 Å.  In our 
simulation the carboxylic side chain of the SAM forms an intramolecular interaction with 
positively charged sulfur atom (Figure S4.14). The crystal structure [117] suggests 
stabilization of the adenine ring by hydrogen bonds with G215 and P27. In our MD 
simulations neither residue interacts with the adenine ring, instead P27 makes hydrophobic 
interactions to A134 and L32 residues. In our simulation a completely new set of 
interactions of residues C138, P242, V212, Q214, Q217 and M186 stabilized the adenine 
ring by hydrogen bonds (Figure S4.15 and S4.16). L244 (3.3 Å, average distance) also 
interacts with the adenine ring of SAM (Table S5) (Figure S4.17). The side chain of P242, 
A134 and Y185 made hydrophobic interactions with the adenine ring of the cofactor as in 
the crystal structure (Figure S4.18).   
4.3.3 Substrate interactions with Protein  
The crystal structure [117] shows that the substrate UP2 adopts a twisted two-up and two-
down conformation of the pyrrole rings, however in the MD simulation three out of four 
pyrrole rings move down and one ring takes an upward orientation. Initially, ring A and C 
were pointing downwards and ring B and D pointing upwards as described in the crystal 
structure. However during the course of simulation ring B which was in upward 
conformation now points downward. The ring D remains in the upward conformation as 
described in the crystal structure. The dihedral angle for the four rings is plotted in Figure 
S4.18 and changes little over time with an average fluctuation of -10°. There are two water 
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molecules localized in the vicinity of sulfur of the cofactor and the propionate side chain of 
ring A indicated by two distinct peaks around distance of 3 Å and 4 Å (Figure S4.19) 
which might be related to catalysis. The crystal structure [117] shows that the side chain of 
R*149 makes polar contacts with the guanidino group of R111, however in MD studies the 
R111 makes electrostatic interactions with the side chain of acetate group of ring A. The 
side chain of R*149s drift away on average 8.9 Å from the side chain of the R111 during 
the MD simulation due to positive charge repulsion of guanidine group (Figure S4.20). 
The R51 side chain also makes very brief contact with the sidechain of the acetate group of 
ring A of UP2. Interestingly the aliphatic side chain of R51 makes hydrophobic 
interactions with the propionate aliphatic side chain (ring A) and therefore stabilizes it to 
make stable interactions with the sulfur of the cofactor SAM (Figure S4.21). The crystal 
structure [117] indicates the hydrogen bond between the backbone of G189 and propionate 
side chain of ring B which was not maintained in the trajectory (Figure S4.22). The side 
chain of R51 also does not interact with the acetate side chain of ring B of UP2 (Figure 
S4.23). The imidazole ring of H161 in the crystal structure [117] interacts with the pyrrole 
ring C of UP2 by hydrophobic interactions which is not stable in the MD. The propionate 
side chain of ring C made only one hydrophobic interaction with the Q163 side chain with 
an average distance of 3.9 Å. The side chain of Q163 stabilized the propionate side chain 
of ring D by hydrogen bond with average occupancy of 44 % during simulation (Table 
S4.5) which was not mentioned in the crystal structure (Figure S4.24, Figure S4.25) and 
suggests that a possible role of Q163 in substrate binding and stabilization. The new set of 
hydrophobic interactions involving T159 and L162 sidechain emerged during the 
simulation to stabilize the propionate side chain of ring D with an average distance of 4.0 
and 4.4 Å respectively (Figure S4.25, Table S4.6). The crystal structure [117] reveals that 
the side chains of R111 and R*149 make hydrogen bonds with the acetate side chain of the 
ring D of substrate, while in MD the R*149 they did not make any stable interactions with 
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any of the side chain of the ring D. In the simulation the backbone of R111 along with 
G110 made hydrogen bonds with the acetate side chain of ring D. However due to the high 
flexibility of acetate side chain the interactions of the R111 and G110 to the acetate side 
chain of ring D, the hydrogen bonds broke after 15 to 20ns (Figure S4.26). In the crystal 
structure [117] M186 with its sulfur makes a hydrogen bond with the NH group of the 
pyrrole rings A, and C, which was not maintained in the MD trajectory (Figure S4.27); 
however the side chain of the M186 did participate in the hydrophobic interactions with the 
acetate side chain of ring D.   
4.3.4 Conformational Effects of R111 and R*149 Deprotonations 
In the crystal structure [117] the arginine residues R111 and R*149 in their deprotonated 
states, were proposed to be involved in proton abstraction from the C20 (potential proton 
abstraction site) of the substrate that initiates the methyl transfer reaction and E114, that 
presented near R111, was also proposed to stabilize R111 for catalysis. In order to explore 
the effect of deprotonation of R111 and R*149, and their interactions with the potential 
proton abstraction site of the substrate; we performed MD simulations with each of the two 
arginines in their deprotonated states and compared the results to the protonated forms. The 
criteria adopted for R111 or R*149 to act as a catalytic base was based upon its proximity 
to the C20 site of UP2. In the MD simulation of the WT FC with both R111 and R*149 
protonated, these residues are on average 5.8 Å and 7.4 Å away from the C20 site 
compared to 5.5 Å and 3.8 Å respectively in the minimized crystal structure (Figure 
S4.28). R111 makes stable interaction with the C20 of UP2 whilst the interactions of 
R*149 are highly flexible in WT FC. R111 is also involved in stabilization of acetate side 
chain of ring A and D via salt bridges and hydrogen bond respectively, however E114 
made no significant interactions with either R111 or R*149 residues in WTFC (Figure 
S29). In the MD simulation where R111 was deprotonated (R*149 kept protonated), its 
distance to C20 atom of UP2 was not dramatically affected. The average distance from 
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deprotonated R111 side chain to C20 is 5.5 Å, compared to 5.8 Å in WT FC (Figure 4.4 
A), however there was a change in the distance of R*149 (in its protonated state) to C20 to 
3.6 Å and this interaction was stable throughout the 50ns trajectory. The side chain of 
R*149 (in its protonated state) also made hydrogen bonds with the acetate side chain of 
ring D and with E114 which were not seen in the WT FC (Figure S4.30). 
In the MD simulation where R*149 was deprotonated (with R111 in its protonated state) 
R*149 makes a stable interaction with an average distance of 3.5 Å to C20 of UP2 (Figure 
4.4B). However the distance between the R111 side chain and the C20 has increased in this 
simulation to an average of 7 Å as compared to 5.5 Å in R111 deprotonated setup. This 
increase in distance was due to the fact that R111 residue made stable interactions with the 
E114 residue (Figure S4.31). The mutation of R*149 completely abrogated the enzyme 
activity indicating an indispensable role in catalysis. However the mutation of R111 
reduces the enzyme activity of wild type NirE by ~ 94 %. Based on the simulations with 
deprotonated forms we suggest that R*149 might act as a potential base for proton 
abstraction from the C20 of UP2. This conclusion was further tested by simulating a 
second run of R*149 in its deprotonated state with the average distance R*149 to UP2 C20 
being 3.8 Å (Figure S4.32, Table S4.7). 
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Figure 4.4 (A) The deprotonated R111 in comparison to protonated R111 to C20 of UP2, 
(B) The deprotonated R*149 in comparison to protonated R*149 to C20 of UP2. The 
distances shown in the figure are averaged over the entire length of 50 ns trajectory.   
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4.3.5 Effects of Mutations of Residues involved in Binding and Catalysis 
The mutation R51K reduced the enzyme activity by 40 %, SAM binding by 25 % which 
led to conclusion the R51 was mainly involved in substrate UP2 coordination [117]. In our 
MD studies, R51 was mainly involved in stabilization of the propionate side chain of ring 
A by hydrophobic interactions with an average distance of 4.1 Å. In the mutant R51K, the 
side chain of K51 makes stable electrostatic interactions with the acetate side chain of ring 
A, however there were no hydrophobic interactions and the average distance moved out to 
5.7Å between the side chain of K51 and the propionate side chain of ring A (Figure 
S4.33). Interestingly the conformations of the rings of UP2 are all in upward orientation in 
contrast to WT FC where three rings were downwards and one ring upwards. The RMSF 
of the loop region between the β2-C and β4-E showed increased fluctuations in R51K 
mutant in respect to WT FC. The residues in vicinity of K51 (defined as ±10 residues 
away) in R51K mutant showed increased fluctuations in comparison to WT FC. 
Interestingly the residues which are involved in cofactor binding and substrate binding 
present on the loop between β4-E (103 -115) also showed increased fluctuations, indicating 
the long range effect of mutation on distant secondary structures in NirE (Figure S4.34).   
R111K reduces the enzyme activity by 94 % and SAM binding by 25 % with respect to 
wild type NirE [117]. In the MD studies, the side chain of R111 stabilizes the UP2 ring A 
acetate side chain by electrostatic interactions. The mutant R111K however made very 
unstable interactions with an average distance of 5Å between the acetate of ring A of UP2 
(Figure S4.35). The RMSFs of the residues in the vicinity (defined as ±10 residues away) 
of K111 in the mutant R111K showed a significant increase in fluctuations. The RMSF of 
residues present on the C helix and the loop between the C-β3 also showed considerably 
higher flexibility in comparison to WT FC (Figure S4.36).  
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The conserved E114 residue is proposed to provide a microenvironment in the active site 
of WTFC to promote the arginine residues to act as bases initiating catalysis. The mutation 
E114Q resulted in dramatic loss of enzyme activity (reduced by 86 % relative to WT FC), 
but had no effect on SAM binding [117]. In this mutant there was increase in the RMSDs 
of the UP2 substrate (3.5 Å) in respect to the WT FC (2.3 Å), validating a role of E114 in 
substrate stabilization. The RMSF profile of UP2 in E114Q also showed higher 
fluctuations with respect to WT FC (Figure S4.37).  
M186 side chain interacts with both SAM and UP2, the mutation M186L affects both the 
enzyme activity (reduced by 84 %) and SAM binding (reduction by 50 %) indicating an 
important role of M186 residue in stabilization of both SAM and UP2 [117]. In the mutant 
M186l, there were no hydrophobic interactions (average distance 8.2 Å) observed between 
the side chain of L186 and methyl group of SAM. The backbone of L186 also moved away 
from the N3 of SAM and there was no hydrogen bonds observed due to increased distance 
of 7.2 Å between two groups (Figure S4.38). The L186 side chain no longer stabilizes the 
UP2 ring A and D with hydrogen bonds. The RMSD profile of UP2 in M186L also shows 
increased values in respect to WT FC (Figure S4.39) indicating the stabilizing role of 
M186 on the substrate UP2.  
The mutations G189N and G189K significantly increased activity by 150 % and 170 % 
relative to WT FC [117]. In the WT FC, the G189 residue made no interactions with either 
SAM or UP2. The average distance of G189 from ring B propionate side chain is 
7.7Å.However in mutant G189N, N189 residue both side chain and the backbone 
participates in hydrogen bonds (average distance of 2.3 and 2.1 Å respectively) with the 
propionate side chain of ring B of UP2, hence stabilizing the substrate more than the WT 
FC causing an increase in activity (Figure S4.40). The stability of UP2 in the G189N 
mutant was also described by very stable and lower RMSD values in comparisons to 
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WTFC indicating the correlation of hydrogen bonding and stabilization of the UP2 
substrate in the G189N mutant (Figure S4.41). The propionate group of ring B is not 
stabilized at all in WT FC; therefore extra stability of this group could contribute to 
enhanced enzyme activity. In the G189K mutant, the side chain of K189 made electrostatic 
interactions with the propionate side chain of ring B with an average distance of 4.0 Å 
(Figure S4.42). The backbone of K189 made hydrogen bonds with the propionate side 
chain of ring B of UP2. The RMSD analysis of UP2 in mutant G189K also showed more 
stability with respect to the WT FC (Figure S4.43). The electrostatic interactions between 
K189 and the side chain of ring B (propionate) stabilize to greater extent than in G189N 
hence the increased activity in G189K in comparison to G189N. 
The crystal structure [117] described the involvement of K102 in maintaining the overall 
architecture of the active site by participating in a hydrogen bonding network with residues 
E115, G110, R100, Q81 and D50 (Figure S4.44, Figure S4.45). In WT FC MD 
simulation, K120 made electrostatic interactions with the side chain of E115 with an 
average distance of 3.7 Å. The backbone of K120 also made hydrogen bonds with R100. 
The side chain of R100 and Q81 stabilized the side chain of E115 by hydrogen bonding 
with an average distance of 3.2 and 2.9 Å respectively. Interestingly, the side chain of Q81 
also made hydrogen bonds (average distance 3.4 Å) with the side chain of R111 during 
MD simulation and this interaction was not noted in the crystal structure [117]. The 
backbone of E115 made hydrogen bonds with the backbone of R111 residue; the E115 
residue is located in vicinity of E114 and R111 residues which were demonstrated to be 
involved stabilization of UP2 in WTFC, the mutations E114Q and R111K reduce the 
enzyme activity. 
The side chain of K102 in WT FC also made hydrogen bonds with the backbone of G110 
which in turn stabilized the acetate side chain of ring D of UP2 by hydrogen bonding and 
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also is present in vicinity of R111 residue. The mutation K102A completely negates the 
enzyme activity and reduces the binding of SAH by 75 % in contrast to WTFC (Figure 
S4.46). The A102 in K102 mutant no longer made electrostatic interactions (average 
distance 8.3Å) with the side chain of E115. This destabilization of side chain of E115 in 
vicinity of E114 and R111 also caused the Q81 (side chain) not to make hydrogen bonds 
with the side chain of R111 and backbone of E115 no longer made hydrogen bonds with 
backbone of R111. This destabilization of R111 side chain resulted in a lack of interactions 
(average distance 8.1Å) with the acetate side chain of ring A of UP2. The side chain of 
E114 in K102A mutant made hydrogen bonds with the side chain of Q81 and shifted away 
from the active site. There were no hydrogen bonds formed between the backbone of G110 
and side chain of A102 as the average distance was 12.1 Å. As a result the backbone of 
G110 no longer stabilized the acetate side chain of ring D of UP2. The active site was 
dramatically perturbed due to a loss of many interactions in the K102 mutant, even though 
the K102 residue was not directly involved in binding with either UP2 or SAH. K102 
stabilizes the active site in wild type NirE through a long range electrostatic effect.  
The H161F mutant is described in the crystal structure [117] to reduce activity by ~ 48 % 
and has no effect on the SAM binding. The aromatic ring of F161 in H161F mutant made 
π-π stacking interactions with the ring system of the UP2 (Figure S4.47, 4.48). However 
there were no hydrogen bonds formed by the side chain of F161 as compared to H161 in 
WT FC with the NH group of the pyrrole ring C of UP2. The local RMSF of residues in 
the vicinity of the F161 (±10 residues) in H161F also showed significant increase in 
respect to WT FC (Figure S4.49). 
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4.3.6 Conformational Flexibility and Ligand Binding  
The RMSD profile of the APO, ES and EC equilibrated around 12 ns and were stable 
throughout the simulation (Figure S4.50). However the RMSD trajectory of EC complex 
showed a slight shift in RMSD profile close to 30 ns in comparison to WTFC. It was 
evident from the simulation that binding of the substrate (UP2) has most stabilizing effect 
on WTFC. The binding of both cofactor and substrate have resulted in increased structural 
deviation in WT FC (3.2 Å) in contrast to APO (2.4 Å). The RMSFs of EC complex show 
high fluctuation relative to APO, ES and WTFC (Figure S4.51, Table S4.4). The loop 
between β3 and the D alpha helix (residues 70-80) and residue 163-179 between β6 and β7 
which are mainly involved in stabilizing UP2 substrate including R51 and R111 in WTFC 
showed significantly high fluctuations in EC. The data clearly indicates that the residue in 
vicinity of substrate UP2 have showed high fluctuations in absence of substrate in EC 
complex and indicate there importance in substrate stabilization. The normalized 
distribution of center of mass distance between domain A and B in WTFC (monomer A) 
(Figure S4.52) showed an average increase of 29.7 Å with respect to APO (27.5), ES 
(28.1) and EC (27.7).  This data clearly indicates that the two domains open up or extended 
conformation during the simulation possibly to accommodate cofactor (SAH) and large 
substrate UP2. The binding of cofactor and substrate also increased the solvent accessible 
surface area of WTFC in contrast to APO enzyme (Figure S4.53) which also points out 
towards more opened conformation of enzyme when the substrate and cofactor binds to it.  
Dynamic Cross Correlated Motions  
The cross correlation analysis allows the exploration between correlated and anti-
correlated motions in proteins [123]. The N terminal region (residues 13-22) of the WT FC 
(Figure S4.54) showed correlated motion against the β4 and the loop between β4 and D α-
helix (90-102 residues). The β4 sheet which is in close proximity to the cofactor SAM also 
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showed correlated motion towards the residues 110 to 115 which belong to a loop between 
β4 and E α-helix and participles extensively in substrate binding in WT FC. The residues 
37- 47 of B α- helix and loop between B α-helix and β2 showed correlated motion against 
residue of β3 and loop region between β3 and D α-helix.  The residues 37 to 47 also 
showed correlated motion against the residues 90 to 102 (loop between β4 and D α-helix). 
Interestingly the residues of monomer A (32 to 42) showed correlated motion towards 
residues of B α-helix and loop between B α-helix and β2 of monomer B. This loop 
contains residues which make interactions with the adenine ring of the cofactor SAM. The 
cross correlation motion map of APO showed a similar pattern of correlated motion 
compared to WT FC however the extent of correlated motion was decreased overall in 
particular in the region between β4 and D α-helix (90-102 residues) compared to the WT 
FC. There was also increased anti-correlation motion in APO in contrast to the WT FC 
(Figure S4.55). The greatest increase in anti-correlated motion was seen in the EC with 
respect to WT FC. The residues of the loop between β3 and D helix show anti-correlated 
motion towards residues of β7 and loop residues between I α-helix and β10. The residues 
of loop β7 and I α-helix make interactions with the substrate in the WT FC (Figure S4.56, 
S4.57). The ES complex showed extremely low anti-correlated motion and the profile was 
very similar to that of the WT FC, however the extent of the correlated motions was 
overall decreased (Figure S4.58). The cross correlation analysis indicates that complex 
molecular motions are involved in the binding of the substrate and cofactor and that their 
binding influences the pattern of the correlations. 
4.4 CONCLUSIONS 
By applying a large number of Atomistic Molecular Dynamics Simulations on different 
forms of the SAM-dependent Methyltransferase NirE (Full, complex, ES complex, EC 
complex, Apoenzyme and nine experimental mutants), we have provided an insight into 
the enzyme structure-function relationships which cannot be gained experimentally. We 
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complemented the crystal structure information with information at atomistic levels about 
the impact of dynamics on enzyme structure and enzyme interactions with its substrate, 
UP2, and cofactor, SAM. Importantly, we discriminated between the two candidate 
arginine residues for the initial proton abstraction step indicating that R*149 is the likely 
proton abstractor. We provided atomistic structural insight into the effects of the mutations 
of nine important residues in the binding and catalytic sites, explaining the experimentally 
measured effects on both binding and catalysis. The study asserts the importance of 
understanding protein dynamics in addition to the crystallographic, biochemical, and 
kinetic studies, thus way providing synergistic insight into understanding of NirE structure-
function relationships. The results provide a basis for further investigation of the enzyme 
mechanism using QM/MM methods, free energy of binding as well for applications in 
chemical biology and biotechnology.  
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4.5 SUPPORTING INFORMATION 
Table S4.1 The setup of the NirE enzyme and the mutants for Molecular Dynamics 
simulations  
 
     
S.No MD-setup Occurrence Timescale (ns) 
1 Wt NirE (WT FC) Chain A + B + UP2 + SAH 50 
2 ES Chain A + B + UP2 50 
3 EC Chain A + B + SAH 50 
4 APO Chain A + B 50 
5 Deprotonated R111  β4/E helix 50 
6 
Deprotonated 
R*149 
 F helix/β6 of chain B 
interacts with chain A 
50 
7 
Deprotonated 
R111, R*149 
β4/E helix, F helix / β6 50 
8 E114Q E helix 50 
9 G189K H helix 50 
10 G189N H helix 50 
11 H161F β6/G helix 50 
12 M186I β7/H helix 50 
13 R111K β4/E helix 50 
14 R*149K F helix / β6 50 
15 R51K β2/C helix 50 
16 K102A β4 50 
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Table S4.2 The multiple run trajectory of the wild type NirE (WTFC) for 50 ns.   
Name Mean (Å) S.D* (Å) S.E.M* (Å) 
Run 1 3.2 0.41 0.0083 
Run 2 2.9 0.27 0.0055 
Run 3 2.6 0.28 0.0056 
Averaged all 2.9 0.30 0.0064 
 
* S.E.M Standard Error of Mean, S.D Standard Deviation 
 
Table S4.3: The average and standard deviation of RMSD of WT FC and the mutants along 
with RMSF analysis 
Name Mean (Å) S.D(Å) RMSF > 1.1 Å ( 
%) 
RMSF < 1.1 Å (%) 
WT FC 3.2 0.41 47 53 
APO 2.4 0.15 31 69 
ES 2.4 0.20 25 75 
EC 2.9 0.42 48 52 
E114Q 2.4 0.18 29 71 
G189K 2.9 0.34 41 59 
G189N 2.6 0.22 26 74 
H161F 2.7 0.27 27 73 
M186L 2.9 0.30 40 60 
R*149K 2.7 0.29 42 58 
R51K 2.6 0.22 40 60 
R111K 3.1 0.43 38 62 
R111K –Deprotonated 2.7 0.26 40 60 
R*149K –
Deprotonated 
2.4 0.26 45 55 
K102A 2.7 0.25 37 63 
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R111, R*149K –
Deprotonated 
2.5 0.15 30 70 
 
 R*149 represents the residue of monomer B interacting with residue of monomer A 
 
 
Table S4.4: Local structural RMSF of WTFC and mutants of NirE, the region is chosen to 
increase or decrease if there is an average change in RMSF of > 0.3 Å in at least 50% of its 
residue 
 
Name Increased Decreased 
 Residue span Name Residue span Name 
R*149K 
55-63, 75-78, 160-170, 
188-205, 228-233 
C C-β3, β3-D, β6-G,  
H H-β8, I 
175-178, 218-
221 
G-β7, β8-β9 
H161F 73-78, 162-170 β3-D, β6-G 
26-36,134-
143,188-
194,226-237 
β1-A A-B, F F-β6, H, 
 β9-I 
M181L 
55-63, 73-78, 82-92, 162-
171 
C C-β3, β3-D, D, β6-
G, 
26-36, 134-150, 
173-176 
β1-A A-B, F F-β6, G 
G189N 75-77, 162-168 β3-D, β6-G 
25-37, 148-151, 
190-193, 232-
238 
β1-A A-B, F-β6, H, I 
G189K 
55-59, 72-90, 110-
125,188-194 
C, β3-D D, E E-β5, H 
25-35,134-
140,172-176 
β1-A A-B , F, G 
R111K 
53-64, 79-85, 110-117, 
163-168 
C C-β3, β3-D D, E, 
β6-G 
27-29, 133-144, 
235-237 
β1-A, F F-β6, I-β10 
E114Q 72-78, 80-87, 163-171 β3-D, D, β6-G 
26-39, 133-144, 
172-175, 188-
193, 231-238 
A B, F F-β6, G, H, I-
β10 
R51K 
50-55, 74-87, 103-115, 
161-168 
β2-C, β3-D D, β4-E E, 
β6-G 
25-34, 143-150, 
173-177,  
β1-A A-B, F-β6, G 
K102A 
52-55, 70-85, 110-113, 
160-167,231-239 
β2-C,  β3-D D, β4-E, 
β6-G, I- β10 
27-37, 171-180 β1-A, G G- β7 
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ES 71-86, 110-120 Β3-D D, E 
25-36, 133-145, 
169-179, 196-
206, 228-237 
β1-A A-B, F F-β6, G 
G-β7 , H H-β8, I-β10 
EC 
51-61, 73-86, 109-115, 
133-136, 162-173, 190-
201 
β2-C C-β3, β3-D D, E, 
F, β6-G, H 
231-237 I-β10 
APO 71-73, 163-168, 187-203 β3-D, β6-G, β7-H 
32-35, 121-
124,148-152, 
174-177 
A-B, E-β5, F-β6, G 
 
* Regions underlined are the loops between the alpha helix and beta sheets. 
Table S4.5 The hydrogen bonding* Interactions of substrate (UP2) and cofactor (SAM) 
with protein in WTFC 
 
Donor Acceptor Distance  (Å) Probability (%) Minimized 
Crystal 
structure 
D105(bb) SAM (NH3
+
) 3.2 32.7 2.8 
D105(sc) SAM (NH3
+
) 3.5 (30 ns) 21.5 5.5 
I108(bb)         SAM (NH3
+
) 2.9  76.9 2.8 
Y185(sc)         SAM(COO
-
) 2.2 85.6 3.5 
T133(sc)         SAM(COO
-
) 2.9 80.0 2.6 
A134 (bb)         Y185 (sc) 2.8 32.4 3.6 
SAM (N6)          C138 (sc) 3.4 26.2 4.0 
SAM(N6)          P242 (bb) 3.3 3.0 5.0 
SAM(N6)          V212(bb) 3.5 29 6.2 
SAHM(N6)          Q214(bb) 3.6 45.7 4.5 
Q217 (sc)         SAM (N7) 3.5 71.4 4.6 
M186 (bb)         SAM (N3) 2.9 36.3 6.4 
Ring C (NH)         H161(bb) 2.8 12 3.5 
Q163 (sc) Ring D Propionate 
(sc) 
3.2 44.0 4.1 
R111 (bb) Ring D acetate (sc) 2.4 39 3.2 
G110 (bb) Ring D acetate (sc) 2.5 70 2.7 
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*Hydrogen bond criteria: Angle > 120° and donner acceptor distance < 3.5 Å 
Sc = side chain, bb = backbone, NH3
+
 (amino group), COO
- 
(Carboxylate group) 
 
Table S4.6 The important interactions observed in WTFC in context of cofactor SAM and 
substrate UP2 
 
Side chain Side chain Distance  (Å) in md Crystal structure 
ring A * Methyl 6.0 5.9 
ring B * Methyl 6.3 5.8 
Methyl (SAM) M186 (sc) 4.3 3.9 
Methyl (SAM) Y185 4.2 5.0 
Methyl (SAM) F109 4.0 3.8 
P242 (sc) SAM (adenine) 3.8 3.7 
A134 (sc) SAM (adenine) 3.6 3.6 
Y185 (sc) SAM (adenine) 3.6 3.9 
L52 (sc) SAM (CAI) 4.1 4.7 
R111 (sc) R*149 (sc) 8.9 3.6 
R51 (sc-ali) Ring A Propionate 
(ali) 
4.1 5.7 
ring A 
propionate (sc) 
Sulphur 3.1 5.9 
R111 (sc) Ring A Acetate (sc) 4.3 4.8 
D105 (sc) NH3
+
 (SAH) 4.0 5.6 
H161(sc ali) Ring C acetate (sc) 4.4 3.7 
Q163 (sc ali) Ring C Propionate (sc) 
ali 
3.9 5.5 
T159 (sc ali) Ring D Propionate (sc) 
ali  
4.0 5.1 
L162 (sc ali) Ring D Propionate (sc) 
ali 
4.4 5.3 
 
Ali = aliphatic side chain of amino acids, Cofactor (SAM) 
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Table S4.7 The average and multiple runs of R*149 deprotonated  
 
Name Mean (Å) S.D (Å) R*149 (sc) – C20 
UP2 
Run 1 2.4 0.25 3.5 
Run 2 2.8 0.27 4.2 
Averaged all 2.6  0.24 3.8 
 
 
 
Figure S4.1 The multiple runs of the wild type NirE (WTFC) enzyme for 50 ns. The 
average trajectory of all the runs is represented in blue colour  
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Figure S4.2 The RMSD decomposition of WT FC which include alpha helix beta sheets 
and loops for 50ns using C α atom 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.3 The RMSD of domain A and B of monomer A of WTFC for 50 ns.  
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Figure S4.4 The RMSD of the linker region of WTFC and angle of the linker region 
residues (Cα of 129, 132 and 134) as function of time for 50 ns.  
 
 
 
 
 
 
 
 
 
 
 
 
Table S4.5 The RMSD of the deprotonated arginine residue of the NirE enzyme for 50 ns.  
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Table S4.6 The RMSF of the WTFC and the mutants for both monomer A and monomer 
B. The blue line separates the monomer A and monomer B. The green line in the start of 
the graph show that the residue starts according to the canonical naming in the crystal 
structure from residue number 13.  
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Figure S4.7 The RMSF of the mutants and WT FC of residues between loop β6-G helix 
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Figure S4.8 The RMSF of the mutants and WT FC of residue between β3- D  
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Figure S4.9 The sulphur atom of cofactor (SAM) electrostatic interactions with the 
propionate side chain of ring A of the UP2  
A 
B 
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Figure S4.10 The methyl distance and angle between Sulphur, methyl group and methyl acceptor 
sties for the nire wild type for 50 ns simulation. (A) The methyl distance from the cofactor 
to its potential transfer site on the substrate , (B) The measurement of the angle between 
the sulphur, methyl and potential methyl acceptor site on the substrate, (C) The distribution 
of distance and angle  
 
 
 
 
 
C 
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Figure S4.11 The interaction of newly added methyl group of cofactor SAM with the 
WTFC residues.  
 
 
 
 
  
 
 
 
 
 
Figure S4.12 The interactions of WTFC residues with the N terminal group (NH
3+
) of the 
cofactor SAM 
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Figure S4.13 The interaction of the carboxylic group of the cofactor SAM with WTFC 
residues 
 
 
 
 
 
 
          
 
 
 
 
Figure S4.14 The interactions of the protein resdiue (WTFC) with the carboxylic group of 
the cofactor SAM.  
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Figure S4.15 The adenine ring interactions of cofactor SAM with WTFC residues 
 
 
 
 
  
 
 
 
 
 
 
Figure S4.16 The adenine ring interactions of cofactor SAM with WTFC residues 
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Figure S4.17 The adenine ring of the cofactor SAM and the hydrophobic interaction it 
makes with WTFC residues 
 
          
 
 
 
 
 
 
 
 
 
Figure S4.18 The dihedral angle of four pyyrole ring of the substrate UP2 in WTFC 
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Figure S4.19 The radial distribution of solvent molecules near the UP2 and SAM of WT 
FC 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.20 The interactions of the ring A acetate side chain with the residues of WTFC. 
The side chain of R111 distance with sidechain of R*149 of WTFC for 50 ns simulation  
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Figure S4.21 The interactions of the acetate side chain of ring A of  UP2 with protein 
residue of WTFC 
 
 
 
 
 
 
 
 
 
Figure S4.22 The interactions of the propionate side chain of ring B of the substrate UP2 
with the G189 residue of WTFC 
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Figure S4.23 The side chain of the acetate of ring B of substrate interactions with the R51 
residue of the WTFC 
 
        
 
 
 
 
 
 
 
 
 
 
Figure S4.24 the interactions with the ring C of the substrate of substrate UP2 in WTFC 
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Figure S25 The interactions of the side chain of ring D proipionate of substrate UP2 in 
WTFC 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.26 The interactions of ring D of substrate UP2 with residue of WTFC  
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Figure S4.27 the hydrogen bonding of the M186 residue with the ring NH of substrate  
 
   
 
 
 
 
 
 
 
 
Figure S4.28 The interactions of the arginine R111 and R*149 of wild type NirE (WTFC) 
with the C20 potential proton abstraction site on substrate UP2. 
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Figure S4.29 The interactions of R111 and E114 residues in the WT FC for 50 ns trajectory 
 
    
 
 
 
 
 
 
 
 
 
 
Figure S4.30 The MD simulation of R111 deprotonated setup and its important interactions 
with substrate UP2. Note here R*149 is in its normal state which is protonated (+1 charge).  
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Figure S4.31 The MD simulation of R *149 deprotonated setup and its important 
interactions with substrate UP2. Note here the R111 is in its protonated normal state with 
chare of +1.   
 
Figure S4.32 The deprotonated R*149 trajectory with average run for 50 ns. The average 
run is shown in blue colour.  
148 
 
 
 
 
 
 
 
 
 
 
        Figure S4.33 The interaction of mutant R51K with the substrate UP2 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
       Figure S4.34 The RMSF value of the mutant R51K and the wild type NIRE 
 
149 
 
 
 
 
 
       
 
 
 
 
 
 Figure S4.35 The interactions of the R111K mutant in comparison to wild type NIRE  
 
        
 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.36 The residue show high RMSF in R111K mutant in contrast to WT FC 
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Figure S4.37 The RMSD and RMSF of substrate UP2 in mutant E114Q and WTFC 
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Figure S4.38 The interactions of the M186L mutant with cofactor SAM  
 
 
 
 
 
 
 
 
 
 
 
Figure S4.39 The RMSD profile of UP2 substrate using in M186L mutant 
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Figure S4.40 The interactions of the G189N mutant and comparison with WTFC G189 
residue  
  
 
 
 
 
 
 
 
 
 
 
Figure S4.41 The RMSD of substrate UP2 in WTFC and mutant G189N for 50 ns 
trajectory 
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Figure S4.42 The electrostatic interaction of K189 in G189K mutant with the side chain of 
ring B of propionate of UP2 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.43 The RMSD of substrate UP2 for the WTFC and the G189K mutant 
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Figure S4.44 The interactions of K102 in the active site of the NirE wild type (WTFC ) 
during MD simulation studies.  
 
 
 
 
 
 
 
 
 
 
Figure S4.45 The interactions of K102 with the residues in vicinity of active site in WTFC 
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Figure S4.46 The interactions of K102A mutant.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.47 The head on overlap of the F161on UP22 in H161F mutant  
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Figure S4.48 The pi pi stacking of the aromatic ring of the F161 in mutant with the UP2 
ring system. 
 
 
 
 
 
 
 
 
 
 
Figure S4.49 The RMSF of the local residue in vicinity of the mutant H161F 
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Figure S4.50 The RMSD of wild type NirE along with Apoenzyme, Enzyme substrate and 
Enzyme cofactor 
 
Figure S4.51 The RMSF plot of ES, EC, APO in comparison to WTFC using C α atoms for 
50 ns simulation  
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Figure S4.52 The normalized distrubtion of the centre of mass of domain A and B of 
monomer A of WTFC and the that of APO, ES and EC setups for 50 ns trajectory. 
 
 
 
Figure S4.53 The solvent accessible surface area of the Apoenzyme and WTFC for 50 ns.  
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Figure S4.54 The Dynamic Cross Correlated motion analysis of the WT FC NirE for 50 ns. 
The correlated motion is color coded (1) blue is correlated to red color, (2) green to yellow 
color, (3) orange to purple,4 black color represent correlated motion towards the substrate 
UP2 atoms especially the side chains. The plots were made using Bio3D package in R 
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Figure S4.55 The Dynamic Cross Correlated motion analysis Apo enzyme for 50 ns  
 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.56 The Dynamic Cross Correlated motion analysis of EC complex 
161 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S4.57 The anti-correlated motion is colour coded (1) blue is correlated to red colour, 
(2) red to red colour, (3) green to purple colour 
 
 
                
 
 
 
 
 
 
 
 
 
 
Figure S4.58 The Dynamic Cross Correlated motion analysis of ES complex 
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 MATRIX METALLOPROTEINASE-1 CHAPTER FIVE
AND LINKER REGION 
5.1 INTRODUCTION 
 
One of the primary components of the extracellular matrix (ECM) is collagen, which is 
also the most abundant protein in mammals[124]. There are at least 29 different types of 
collagens that occur in vertebrates. The collagen molecule consists of three polypeptide 
strands (α chains) that organize themselves in a ropelike triple-helix conformation, 
stabilized by inter-chain hydrogen bonding. The degradation of collagen is a key process in 
normal development and homeostasis; however, unbalanced collagenolysis contributes to 
numerous pathologies such as cancer, arthritis, and cardiovascular and neurodegenerative 
diseases. Amongst the enzymes capable of collagen catabolism in vertebrates are matrix 
metalloproteinases (MMPs). MMP-1, also known as interstitial collagenase or fibroblast 
collagenase, is a zinc and calcium dependent endopeptidase located in the ECM in 
vertebrates  [125] [126] [127] [128]. MMP-1 degrades interstitial (types I-III) collagen into 
¾ and ¼ fragments [129] [130]. The three-dimensional X-ray crystallographic structure of 
catalytically inactive (E200A) MMP-1 complexed with a collagen-model triple-helical 
peptide (THP) has been solved by Manka et al. (Figure 5.1) [18]. MMP-1 in this structure 
consists of the N-terminal catalytic (CAT) domain, the C-terminal hemopexin-like (HPX) 
domain, and the linker region connecting the CAT and HPX domains. The THP, with three 
strands designated as leading (L), middle (M), and trailing (T), is approximately 115 Å in 
length and makes extensive interaction with both the CAT and HPX domains [18]. In 
concert with the X-ray crystallographic “snapshot” of MMP-1•THP, dynamic information 
about MMP-1 interaction with triple-helices was obtained through a series of NMR 
spectroscopic structures and molecular docking calculations [131]. 
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Molecular dynamics (MD) simulations have been applied to study the MMP family of 
enzymes. Diaz and coworkers observed a conformational shift from a closed X-ray 
crystallographic MMP-2 structure to an elongated structure using atomistic MD 
simulations on a 100 nsec time scale [132]. MMP-2 can adopt extended conformations in 
solution prior to collagen hydrolysis [133]. MD has provided insight into the degradation 
of type I collagen fibrils by MMP-8 [134], but limited efforts have been made to study 
MMP-1. Presently, the largest collection of experimental data for MMP-catalyzed 
collagenolysis has been obtained using MMP-1 [135] [136] [18] [137] [131] , yet there is 
still much to be learned as to how conformational flexibility and dynamics influences 
MMP-1 structure-function relationships, and specifically to provide insight on the effects 
of dynamics on the interactions between the MMP-1 CAT and HPX domains and with 
collagen triple-helices. In addition, it is important to understand how the composition and 
the flexibility of the linker region influence the interactions between the MMP-1 CAT and 
HPX domains and with collagen. In order to provide insight into MMP-1-catalyzed 
collagenolysis, we herein performed a set of long-range atomistic (AT) MD simulations on 
an MMP-1•THP complex. Effects of the linker region on inter-domain interactions and 
interactions with the substrate were studied by MD simulations of in silico engineered 
MMP-1 with the linker of MMP-14/MT1-MMP or MMP-13. 
Figure 5.1. (A) The 3D structure of human MMP-1 (E200A) complexed with a THP (PDB 
4AUO [18]) drawn using UCSF Chimera [118]. MMP-1 (displayed in silhouette round 
ribbon) consists of the CAT domain (orange), inter-domain linker (red), and HPX domain 
(grey). The L, M, and T strands of the THP are shown in tube representation in cyan, 
green, and red, respectively. The zinc and calcium ions bound to the enzyme are shown in 
spherical representation in blue and purple, respectively. (B) 2D topology diagram of 
(E200A) MMP-1 made using Pro-origami tool using STRIDE algorithm for secondary 
structure prediction [138]. The color gradient of blue and red are used for the N- and C-
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termini of the protein. The β-sheets are represented numerically and the α-helices 
alphabetically. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A 
B 
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5.1 METHODS  
5.1.1 Initial structure preparation 
The coordinates of the wild type MMP-1 bound to a THP model of the type II collagen 
MMP cleavage site were obtained from the Protein Data Bank [85] (PDB: 4AUO [18]). 
SwissPDBViewer [86] was used for adding missing atoms and selecting one from the 
alternative side chain orientations [86]. The active form of MMP-1 was made by 
substituting the A200 with E200 using the Modeller [139] program. The linker of MMP-14 
and MMP-13 were modelled into the linker region of MMP-1 by using the Modeller [139] 
program. The numbering of the THP in the MMP-1•THP complex and subsequence 
simulations was assigned as 763-795, based on the sequence numbering within the triple-
helical region of type II collagen, instead of 963-995 as in the X-ray crystallographic 
structure.  
5.1.2 Molecular dynamics simulations 
In order to explore the dynamic properties of MMP-1, we performed an extensive set of 
MD simulations for 300 nsec (wild type MMP-1) and 100 nsec for the modified linker 
systems (Table S5.1) by using Gromacs 4.5.5 package [3] [4, 5] with GROMOS96 43a1 
[57] force field. The protonation states of His residues in the protein molecule were 
assigned based upon the optimal hydrogen bonding conformation performed in Gromacs 
using pdb2gmx. However H149, H164, H199, H203, and H209 were protonated at their 
delta and H177 at the epsilon position according to their local environment in the vicinity 
of Zn
2+
. The Zn
2+
 and Ca
2+
 ions were restrained in MD simulation according to their X-ray 
crystallographic structure distance using harmonic potential. In vacuo energy minimization 
was performed to remove steric clashes in the crystal structure first by using the steepest 
descent [91] and then by using conjugate gradient [140] until the maximum force was 
found smaller than 100 kJ/mol
-1
/nm
-1
. The editconf command was used to define the 
dimension of the cubical box and the protein molecule was placed in the box. The periodic 
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boundary conditions were then applied to treat all the parts of the system equally both at its 
interior and edges. The box size was set to ensure a distance of at least 1.0 nm between the 
protein and the box boundaries. The energy minimized protein structure was then solvated 
by using Single Point Charge (SPC) [141] water model in the cubical simulation box by 
using Genbox command. The system was neutralized by adding Cl
-
 to MMP-1 and the 
linker-modified enzymes (Table S1). In order to relax the solvent molecule and remove 
constrains from the entire system, the energy minimization of the whole system was 
performed using first the steepest descent and then the conjugate gradient algorithm until 
the maximum force was found smaller than 100 kJ/mol
-1
/nm
-1
. The energy minimized 
structure was then subjected to position restrain dynamics for 50 psec. The simulation was 
performed in NVT ensemble (constant Number of particles, Volume, and Temperature) 
[94] at constant temperature of 300 K with time step of 0.002 psec. The Berendsen 
temperature coupling and Parrinello-Rahman pressure coupling were used to keep the 
system at 300 K and 1 bar pressure during the simulation procedure. The productive MD 
was carried out using NVT ensemble and the initial velocities for MD simulation were 
drawn from Maxwell velocity distribution at 300 K. The MD was performed with an 
integration time step of 0.002 psec. The Particle Mesh Ewald (PME) [95] method was used 
for electrostatic interactions with Coulomb cut off of 1.0 nm, Fourier spacing of 0.135 nm 
tolerance of 1e-5 and an interpolation order of 4. The Lennard Jones potential was 
employed for the treatment of van der Waals interaction with cut off distance set to 1.4 nm. 
The LINCS algorithm [96] was utilized to keep all the covalent bonds involving hydrogen 
atoms rigid.  
5.1.3 Analysis of Molecular dynamics simulations 
The analyses of the trajectories obtained from the simulations were performed using tools 
from the Gromacs software package. The Root Mean Square Deviation (RMSD) of Cα 
atoms of the protein with respect to minimized crystal structure, Root Mean Square 
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Fluctuations (RMSF), electrostatic interactions, hydrogen bonding, Solvent Accessible 
Surface Area (SASA), and cluster analysis were performed. The visualization of MD 
trajectories and the structures were performed using VMD software [97]. The Bio3D [98] 
package in R was used to produce principal component (PC) analysis and domain cross 
correlation. Center of mass was calculated using Cα atoms of the CAT and HPX domains 
over simulation time using g_dist in Gromacs and also CALCOM [142] to verify the 
results obtained from the g_dist in Gromacs. 
 5.1.4 Dynamic Cross Correlation Analysis 
Correlated and collective atomistic motions play an important role in the functionality of 
dynamic biomolecular systems [105]. The Cα atoms of the protein and THP were used to 
create a cross correlation Cij matrix using MD trajectory. The cross correlation between the 
ith and jth an atom were represented by a Cij matrix and was extracted by the following 
equation:  
                           Cij = ⟨△ri.△rj⟩/⟨△r
2
i⟩
1/2
 ⟨△r2j⟩
1/2
 
The △ri and △rj are the displacement vectors corresponding to ith and jth atom and the 
angle brackets denote an ensemble average. The Cij matrix ranges from +1 to -1, where the 
positive value represented the correlated motion and the negative values represented the 
anticorrelated motion.  
5.3 RESULTS AND DISCUSSION 
5.3.1 Conformational Dynamics of MMP-1•THP Complex 
The overall stability of the MMP-1•THP complex and changes associated within the 
internal structure and geometry of the individual CAT and HPX domains and linker region 
were assessed by computing the RMSD of the backbone Cα atoms with respect to the 
minimized X-ray crystallographic structure (PDB 4AUO). MMP-1•THP equilibrated after 
10 nsec with an average RMSD value of 4.7 Å (Figures 5.2, S5.1A, and S5.1B, Table 
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S5.2). This RMSD is comparable to the RMSD of 4.2 Å of the collapsed (closed) form of 
MMP-1 in complex with the THP obtained from NMR studies [131]. Three different runs 
of MMP-1 (Figure S5.1B) were performed in order to enhance the conformation sampling 
and avoid statistical errors, with an average value of 5.1 Å obtained (Table S5.3). Full 
length MMP-2 in a compact structure (PDB 1CK7) exhibited an average RMSD value of 4 
Å during the first 70 nsec of simulations performed by Diaz and co-workers [132]. The 
MD simulation of MMP-2•fTHP-5 performed by Díaz and coworkers showed on average 
RMSD of ~6 Å [143]. The MMP-1 CAT domain equilibrated at ~10 nsec and was stable 
throughout the simulation with RMSD less than 2 Å (Figure S5.1). The HPX domain 
showed a drift at ~60 nsec with an average value of 2.6 Å and then stabilized for the entire 
length of the simulation (Figure S5.1). The linker region was also stable with an RMSD of 
2 Å and showed equilibration at ~10 nsec (Figure S5.1). The linker region underwent 
limited structural deviation indicating that the inter-domain arrangement in MMP-1 in 
solvent is maintained close to the X-ray crystallographic structure throughout the 
simulation. The RMSD of the CAT and HPX domains and the linker of MMP-1 were 
comparable to the MD results from the simulation of the CAT domain (2.9 Å), HPX 
domain (2.4 Å), and linker region (2.1 Å) of MMP-2 complexed with THPs [144]. The 
RMSD data suggested that the HPX domain shows greater structural deviation in 
comparison to the CAT domain. The simulations of MMP-2 also showed higher structural 
deviation of the HPX domain (1.7 Å) in comparison to CAT domain (1.1 Å) after 200 nsec 
[133]. The CAT and HPX domains in MMP-2•fTHP-5 showed RMSD values of ~2 and ~4 
Å, respectively, and the HPX domain showed greater structural deviation in contrast to 
CAT domain [143].  
The THP exhibited a high RMSD value (7 Å) relative to components of MMP-1 (Figure 
S5.1) indicating a significant structural change in comparison to the X-ray crystallographic 
structure. The THPs in the MMP-2 complex also exhibited a higher RMSD (on average 4.7 
170 
 
Å) [144]. In order to evaluate the compressing effect of the enzyme on the triple-helix 
dynamics, free THP in water was simulated. The average RMSD value of the THP in water 
was 22 Å with respect to 7 Å in the MMP-1•THP complex for 50 nsec simulation, which 
implied a restraining effect of the enzyme on the THP and also highlighted the extent of 
conformational flexibility and dynamics of the THP in solution. Comparison of the 
averaged structures of the THP in water (based upon cluster analysis of the most populated 
cluster) and in the enzyme•substrate complex indicated considerable conformation changes 
(Figure 5.3), although the triple-helical nature of the THP in water was maintained by 
consistent interchain hydrogen bonding. Enhanced conformational flexibility of THPs 
during MD has been reported previously [145] [146].  
The flexibility of MMP-1 and THP residues was assessed using RMSF analysis (Figures 
5.4A and S5.2A). Average RMSF values were 1.14 Å for the CAT domain, 2.15 Å for the 
linker, 1.40 Å for the HPX domain, and 2.0 Å for the THP. The linker had fluctuations 
which peaked at 3.1 Å while the HPX domain displayed greater fluctuations relative to the 
CAT domain. The RMSF value of linker region in the compact conformation of MMP-2 
was approximately 2.4 Å [147]. The RMSF values of residues belonging to the HPX 
domain of MMP-2 also exhibited greater fluctuations in contrast to its CAT domain and 
linker [133, 144]. The loop region between parallel β-strands β2, β3, and β4 presented high 
fluctuations in the MMP-1 CAT domain. The αC of the CAT domain and the loop 
connecting the linker to β6 of the HPX domain showed increased flexibility. Increased 
fluctuations in the HPX domain was seen in the region encompassing residues of β17 and 
the loop between β17 and β18. The basal level fluctuations for MMP-1 were considered to 
be 1.4 Å (based upon the mean value), where 43% of the residues showed fluctuations 
greater than 1.4 Å and ~56.9% of the residues showed fluctuations less than 1.4 Å (Table 
S5.2).  
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The highest peak in the RMSF plot was from the N- and C-termini of the THP (Figure 
5.4A). The RMSF profile of the scissile bond (G775-L776) also showed high flexibility for 
the M and T strands with respect to the L strand (Figure S5.2A). In the MD simulations of 
MMP-2 the N- and C-termini of the THP bound to MMP-2 also exhibited high RMSF in 
the range of 8 to 16 Å, respectively [144]. 
PC analysis can provide information on the overall dynamics of the THP in water. PC1 and 
PC2 accounted for ~90% of the overall motion of the THP in solvent (Figure S5.2B). The 
maintenance of triple-helical structure and PC analysis of the THP in water shows good 
agreement with the fluorogenic THP simulation in aqueous solution where the first PC 
accounts for the twist motion of the triple-helix and the triple-helix is maintained 
throughout 50 nsec trajectory [148]. The projection of PC1 on the THP indicated bent or 
twist conformation as has been described by cluster analysis. The dynamics cross 
correlation analysis of the THP chains showed significant correlated motion through the 50 
nsec trajectory (Figure S25.C). The extent of both positive and negative motion were in 
accordance with the maintenance of triple-helical structure during simulation. 
The L strand of the THP approached closest to the active site in the simulation and 
exhibited the largest bending out of all of the THP strands (Figure S5.3). Experimental 
studies on MMP-1[131, 137] [136] suggested that the active site of MMP-1 could not 
accommodate the 15 Å diameter of the collagen triple-helix. Therefore, the sequential 
hydrolysis of single collagen strands occurs through the binding of the triple-helix to the 
HPX domain and allowing inter-domain conformational flexibility through the linker to 
facilitate the reorientation of CAT domain to position itself to perform catalysis. The 
reaction mechanism of collagen hydrolysis by MMPs requires the carbonyl group of the 
scissile peptide bond to coordinate with the catalytic Zn
2+
 in active site [147, 149]. The 
scissile bond between residues G775 and L776 of the L strand is located 8.8 Å from the 
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catalytic Zn
2+
 in the CAT domain; therefore, the X-ray crystallographic structure of MMP-
1 bound to the THP is unproductive due to absence of the scissile bond near the S1-S1’ 
subsites in the CAT domain. In the MD simulations, the bond distance decreased on 
average to 6.7 Å (Figure S5.4) but still does not represent the active complex. 
 
 
 
 
 
 
 
 
Figure 5.2. The RMSD of all Cα atoms of the MMP-1•THP complex. The RMSD of 
MMP-1 is compared with MMP-1 with the linker of MMP-14 (MMP-1/MMP-14) and 
MMP-1 with the linker of MMP-13 (MMP-1/MMP-13). 
 
 
 
 
 
173 
 
Figure 5.3. Superposition of the THP in water versus the THP in the MMP-1•THP 
complex. The structure of the most populated cluster of THP in water (brown) was aligned 
against the structure obtained from the most populated cluster of THP in the MMP-1•THP 
complex (cyan). 
5.3.2 Triple-Helix Interactions with the CAT and HPX Domains 
It has been demonstrated experimentally that specific residues present in blades 1 
and 2 of the HPX domain interact with the collagen triple-helix [131] [18, 135] 
[136]. In the present simulation specific residues within blade 1 (residues 250-300) 
belonging to β6-β9 (Figure 5.1B) interacted with the THP (Figure S5.5). New sets 
of interactions emerged between the L strand of the THP and the HPX domain. The 
backbone of L295 makes hydrogen bonds with the side chain of R780 with an 
average distance of 3.5 Å. The side chain of N296 participated in hydrogen bonding 
with the backbone of G781 and hydrophobic interaction with the aliphatic side chain 
of R780. The guanidino group of R780 had a close interaction with the carboxylic 
group of E294 (average distance of 4.5 Å) with a weak electrostatic interaction 
between the residues. 
The X-ray crystallographic structure revealed a hydrophobic cluster formed by 
V300 and F301 side chains with V783 of the L THP strand [18]. This interaction 
was lost in the MD simulation and a new hydrophobic interaction between the side 
chains of P303 and I782 was established (Figure S5.6). A hydrogen bond also 
emerged between the side chain of Q335 and G784 (L strand) (Figure S5.6). R780 
to G784 are located in the THP strands which are most bent during the simulation. 
R780 makes extensive interactions with the HPX domain and could be a reason why 
the THP is so bent during the simulation. The M strand of the THP made most of 
the interactions with the HPX domain in similar fashion to the X-ray 
crystallographic structure; nonetheless, new interactions emerged from the 
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simulation studies, specifically involving T270 and N296 (Figure S5.7). R272 made 
hydrogen bonds with the backbone and side chain of O786 (M strand) and R789 (M 
strand), respectively, as described in the X-ray crystallographic structure. The 
aliphatic region of R272 was involved in formation of a hydrophobic cluster with 
the side chains of R789 and L785 of the M THP stand (Figure S5.8).  
We previously demonstrated experimentally that the MMP-1 HPX domain binds to 
the THP with 1:1 stoichiometry [131]. This suggested that the HPX domain binds to 
more than one THP chain. The MMP-1 X-ray crystallographic and NMR structures 
[18] [131] showed the interaction of L and M strands of the THP with residues of 
blades 1 and 2 of the HPX domain. Our MD simulation also showed the existence of 
interactions between the HPX domain and two THP strands (L and M).  
The CAT domain mainly interacts with the L strand of the THP (Table S5.4). The 
X-ray crystallographic structure indicated that the Y221 backbone formed a 
hydrogen bond with the side chain of Q779 (L strand); however, the simulation 
results revealed that the side chain of Q779 (L strand) moves away with an average 
distance of 5.5 Å from the backbone NH group of Y221 and makes a close 
interaction in the S1 subsite of the CAT domain (Figure S5.9). The MD studies 
confirm the presence of the Q779 side chain (L strand) in the S1 subsite with an 
average distance of 4.7 Å (Figure S5.10) further indicating the absence of the 
scissile bond near the active site. Our MD shows no significant interactions been 
made by a residue of the CAT domain with residues in vicinity of scissile bond, thus 
confirming the unproductive orientation in the X-ray crystallographic structure.  
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5.3.3 Flexibility and Domain Interactions in MMP-1 with Linker Regions from MMP-
14 or MMP-13 
The linker regions in MMPs have been proposed to play important roles for the 
mutual orientation of the domains and their interactions with collagen [136] [137] 
[131]. In order to explore the effects of the nature of the MMP-1 linker region (both 
the length of the linker and its amino acid sequence) on modulating domain 
interactions, it was exchanged with the linker region from MMP-14 (which contains 
35 residues compared with 17 residues in MMP-1) or MMP-13 (which consists of 
the same number of residues as the MMP-1 linker but with a different sequence) 
[150]. The trajectory of MMP-1 with in silico MMP-14 linker (MMP-1/MMP-14) 
showed that the system equilibrated at ~20 nsec (Figure S5.11). The average RMSD 
value of MMP-1/MMP-14 was 5.6 Å compared to 4.7 Å for MMP-1 (Figure 5.2). 
Comparison of the RMSD of the CAT and HPX domains of MMP-1/MMP-14 with 
MMP-1 indicated that the CAT domain of MMP-1/MMP-14 showed slightly higher 
structural deviation in comparison to MMP-1 (Figure S5.12). The average RMSD 
values of the linker region are 5.6 Å for MMP-1/MMP-14 and 2.0 Å for MMP-1 
(Figure S5.13) indicating greater structural deviation in the former case. These 
differences could have significant impact on interactions between the CAT and HPX 
domains and would affect the conformational dynamics of both domains.  
The basal level fluctuation for MMP-1 was considered to be 1.4 Å. In MMP-1/MMP-14 
57% of the residues showed fluctuations greater than 1.4 Å (Table S5.2) indicating an 
overall increase of 14% higher fluctuations in MMP-1/MMP-14 compared to the RMSF of 
MMP-1 (Figure S5.14). This increase could be attributed to the larger size of the MMP-14 
linker (35 amino acids) compared to the 17 amino acid residue linker of MMP-1. The 
RMSFs for both domains of MMP-1/MMP-14 showed on average >10% overall increase 
in comparison to MMP-1 (Table S5.5). The THP complexed to MMP-1/MMP-14 showed 
20% increased fluctuations with respect to the THP complexed to MMP-1 (Table S5.5). 
176 
 
The overall effect of the MMP-14 linker in MMP-1 was an increase in the flexibility of the 
enzyme•substrate complex. Residues 171-180 encompassing the loop between β4 and β5 
exhibited increased fluctuations in MMP-1/MMP-14. These residues are in vicinity of the 
structural Zn
2+
 in the CAT domain. Residues 188-191 encompassing the loop between β5 
and αB also showed increased fluctuations in MMP-1/MMP-14. The adjacent αB helix 
contains H199, E200, and H203, which are involved in coordination with the catalytic Zn
2+
 
in the CAT domain. The residues of the loop between α-helices αB and αC showed 
increased flexibility. This loop contains H209, which is coordinated to the catalytic Zn
2+
. 
There was significantly more fluctuation in the HPX domain compared to CAT domain of 
MMP-1/MMP-14 (Figure S5.14). 
The linker region in MMP-13 is the same size as the linker in MMP-1, but with a different 
sequence [150]. The RMSD profile of MMP-1 with the linker of MMP-13 (MMP-1/MMP-
13) showed that the system equilibrated at ~20 nsec (Figure 5.2) and indicated that MMP-
1/MMP-13 had greater structural deviation with average value of 5.3 Å in comparison to 
MMP-1 (4.7 Å). The RMSD profile of the linker in MMP-1/MMP-13 showed a similar 
trend to the MMP-1 linker, but exhibited higher flexibility (Figure S5.15). The RMSF plot 
of MMP-1/MMP-13 showed overall increased fluctuations in comparison to MMP-1 
(Figure S5.16). In MMP-1/MMP-13 68% of the residues exhibited fluctuations greater 
than 1.4 Å (Table S5.2) indicating an overall increase of 25% higher fluctuations 
compared to the RMSF of MMP-1. The RMSF of the two domains of MMP-1/MMP-13, in 
contrast to MMP-1, showed that the CAT domain of MMP-1/MMP-13 contains on average 
64% residues with RMSF >1.4% with respect to 31.6% in MMP-1. The HPX domain of 
MMP-1/MMP-13 contained 58.5% of residues with fluctuations >1.4% as compared to 
46.8% in MMP-1. Comparison of the RMSF of the linker region residues showed an 
increase in comparison to MMP-1 that is slightly higher than in the linker of MMP-
1/MMP-14 (Figure 5.4B). An increase in the flexibility of residues in the CAT domain of 
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MMP-1/MMP-13 was seen in the loop connecting αB and αC. The αC is directly 
connected to the linker region of MMP-1/MMP-13.  
In order to understand how the inter-domain distance between CAT and HPX domain 
changes as a function of time we computed the distance between centers of mass of the 
CAT and HPX domains. The average inter-domain distances for MMP-1, MMP-1/MMP-
14, and MMP-1/MMP-13 were 37.8, 37.0, and 37.7 Å, respectively, and remained 
relatively stable throughout the simulation (Figure S5.17). The inter-domain distance of 
MMP-1/MMP-14 did show a decrease after 80 nsec simulation (Figure S5.17). The center 
of mass between the CAT and HPX domain in MMP-2 also showed similar trends with an 
average distance of 39.6 Å and remained stable throughout the entire length of simulation 
[133] [144]. The average distance between the scissile bond of the THP L strand and the 
CAT domain (catalytic Zn
2+
) was 6.7 Å in MMP-1, 8.4 Å in MMP-1/MMP-14, and 8.3 Å 
in MMP-1/MMP-13 (Figures S5.18 and S5.19), illustrating that changing the linker does 
not lead to a more productive conformation, but rather the opposite.  
5.3.4 Triple-Helix Interactions with MMP-1/MMP-14 and MMP-1/MMP-13 
The average bending angle during the MD simulation for the THP leading strand was 
115.8° in MMP-1/MMP-14 and 86.4° in MMP-1 (Figures S5.3 and S5.20). The bending 
angle was also increased in MMP-1/MMP-13 compared with MMP-1 (Figure S5.21), 
suggesting that the triple-helix is accommodated in different orientations in MMP-1/MMP-
14 and MMP-1/MMP-13 in comparison to MMP-1. The backbone of Y221 in MMP-1 
formed hydrogen bonds with the backbone of R780 of the L THP strand (Table S5.4). 
However, in MMP-1/MMP-14 this interaction was not maintained during the simulation 
(Figure S5.22). The side chain of Q779 of the THP L strand no longer accessed the active 
site of MMP-1/MMP-14 and was on average 10.3 Å away, while in MMP-1 it was 4.7 Å 
from the active site. 
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Figure 5.4. (A) RMSFs of MMP-1, MMP-1/MMP-14, and MMP-1/MMP-13 using Cα 
atoms. (B) RMSF of Cα atoms of the linker region of MMP-1 with respect to MMP-
1/MMP-14 and MMP-1/MMP-13 averaged over 100 nsec MD trajectory. The numbering 
of residues is according to the 4AUO X-ray crystallographic structure [18].  
 
A 
B 
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Figure 5.5. Structures obtained from the most populated cluster of MMP-1 (brown) and 
MMP-1/MMP-13 (blue). 
 
 
 
 
 
 
 
Figure 5.6. Structures obtained from the most populated cluster of MMP-1 (brown) and 
MMP-1/MMP-14 (blue). 
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The backbone of S220 formed hydrogen bonds with the side chain of Q779 after 40 nsec 
simulation in MMP-1 (Table S4), while there were no hydrogen bonds formed between the 
S220 backbone and the side chain of Q779 in MMP-1/MMP-14 (Figure S5.23). R780 of 
the THP L strand interacts with the MMP-1 HPX domain, while all of the interactions of 
R780 seem to be very unstable in the MMP-1/MMP-14 complex throughout the entire 
length of the simulation (Figure S5.24). R272 of the HPX domain was extensively 
involved in hydrogen bonding with the L785, O786, and R789 residues of the THP M 
strand in MMP-1. In MMP-1/MMP-14 the side chain of R272 makes a stable interaction 
with the backbone of O786 for 40 nsec and disappears as the simulation evolved over time 
(Figure S5.25). 
The change in atomistic interactions in MMP-1/MMP-14 in comparison to MMP-1 
pinpoints the role of the linker in modulating the interactions between the enzyme and 
substrate. The secondary structure of the linker region of MMP-1 appears relatively stable 
as a function of simulation time (Figure S5.26). However, the linker of MMP-1/MMP-14 
showed changes in secondary structure during the simulation (Figure S5.27). 
In MMP-1/MMP-13, the Q779 side chain of the THP L strand accessed the active site S1 
pocket with an average distance of 3.3 Å compared to 4.7 Å in MMP-1. The backbone of 
Y221 and P219 in MMP-1/MMP-13 made a hydrogen bond with R780 of the THP L 
strand in a similar manner as in MMP-1. The side chain of Q167 also made hydrogen 
bonds with the O771 side chain of the L strand as it did in MMP-1 (Figure S5.28). 
Residues of the HPX domain such as N296, T270, and R272 showed a similar pattern of 
interaction as MMP-1/MMP-14 (Figure S5.29). These results indicated that overall the 
interactions of the CAT domain with the THP in MMP-1/MMP-13 is closer to MMP-1, 
while the HPX domain interactions of MMP-1/MMP-13 showed a pattern which is closer 
to MMP-1/MMP-14 than MMP-1. The structures obtained from the most populated 
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clusters from cluster analysis of MMP-1, MMP-1/MMP-13, and MMP-1/MMP-14 showed 
significant differences in orientation and binding of the THP to both the CAT and HPX 
domains (Figures 5.5 and 5.6). The linker clearly modulates important interactions in both 
the CAT and HPX domains. 
5.3.5 Correlated Motions of the HPX and CAT Domains: Influence of the Linker 
The main aim of cross correlation analysis was to understand correlated motions between 
the MMP-1 HPX and CAT domains and to see how both domains are related to each other 
in the presence of triple-helices (Figure 5.7). Residues 105-115 of the CAT domain αA 
showed correlated motions with residues 175-195 of β5. The region 175 to 195 contains 
H164 and H177, which are coordinated to the structural Zn
2+
 and are located on a β-strand. 
The region from 182 to 194 belongs to loop which connects this β-sheet to an α-helix 
containing H199 and E200 which are coordinated to the catalytic Zn
2+
. The residues 
ranging from 140-150 of β3 and the loop joining β4 showed correlation towards residues 
170-180 of β5 of the CAT domain. The β3, β4, and β5 are arranged in parallel 
conformation to each other in the X-ray crystallographic structure (Figure 1). These β-
sheets also surround the structural Zn
2+
 of the CAT domain. Residues 117-125 of αA 
showed correlation to residues 235-240 of αC, which is directly connected to the linker 
region. There was also correlation observed between residues 105-115 of αA of the CAT 
domain and residues 287-294 of the loop region between β8 and β9 of the HPX domain. 
Residues 180-195 of the loop region between β5 and αB of the CAT domain showed 
correlation towards residues 220-230 of the loop region between αB and αC of the CAT 
domain. The loop encompassing residues 220-230 is in very close proximity to the THP L 
strand. Residues 180-195 show correlation towards HPX domain residues 280-290. 
Residues 180-195 also show correlation to THP residues 780-785. This is the region of the 
THP showing local destabilization. HPX domain residues 315-320, belonging to the loop 
connecting two β-sheets together, are correlated to the ends of the THP strands. Overall, 
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there was very limited correlated motion seen between the HPX and CAT domains 
suggesting very limited influence of the HPX domain on the conformational dynamics of 
the CAT domain via the linker. 
 
Figure 5.7. Dynamic cross correlation analysis of MMP-1•THP. Intensities are indicated 
by the bar on the right. Numbering of correlations corresponds to specific interactions as 
follows: 
1. The CAT domain residues 105-115 show correlation towards residues 175-195.  
2. Residues 140-150 show correlation towards residues 170-180. 
3. Residues 117-125 show correlation to residues 235-240. 
4. CAT domain residues 105-115 show correlation towards HPX domain residues 287-294. 
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5. CAT domain residues 180-195 show correlation towards CAT domain residues 220-230. 
6. Residues 180-195 show correlation towards HPX domain residues 280-290. Residues 
180-195 also show correlation to THP residues 780-785. 
7. HPX domain residues 315-320 are correlated to the ends of the THP strands. 
1*. Residues 160-165 show negative correlation to HPX domain residues 275-280. 
2*. CAT domain residues 100-120 show negative correlation towards HPX domain 
residues 310-380. 
3*. CAT domain residues 175-185 show negative correlation towards HPX domain 
residues 330-350. 
Cross correlation analysis of MMP-1/MMP-14 and MMP-1/MMP-13 was subsequently 
performed (Figures 5.8 and 5.9, respectively). The residues of the linker region of MMP-
1/MMP-14 showed correlation with the loop region of the C-terminus (residues 439-447) 
of the HPX domain. Residues 422-427 of β22 of the HPX domain also showed correlation 
towards the residues of the linker region. The residues in the loop connecting the C-
terminus of the HPX domain showed positive correlation toward the linker region residues. 
Residues 409-413 of β20 showed correlation towards residues 262-267 located in vicinity 
of the linker region in the HPX domain. The residues adjacent to the linker region (200-
205) showed correlation towards β10 residues 312-317 of the HPX domain. One important 
observation was the low degree of correlated motions observed between the THP and the 
CAT and HPX domains of MMP-1/MMP-14 in comparison to MMP-1. Interestingly, there 
was significant positive correlation between the residues of the linker region and the HPX 
domain in MMP-1/MMP-14. Overall, MMP-1 has more correlated and anti-correlated 
motion than MMP-1/MMP-14.  
The residues of the MMP-1/MMP-13 linker region showed correlated motion towards the 
C-terminal residues (436-444) and β21 of the HPX domain. The residues of the loop region 
between β8-β9 (288-296) showed correlation towards the C-terminal residues (436-444) of 
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the HPX domain. Residues of the linker region of MMP-1/MMP-13 and MMP-1/MMP-14 
have positive correlation towards the HPX domain, which was not observed with the 
natural linker of MMP-1. The greater extent of positive and negative correlation in MMP-
1/MMP-13 in contrast to MMP-1 indicated that even changes in the sequence of the linker 
produces significant differences in the motion of residues. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.8. Dynamic cross correlation analysis of MMP-1/MMP-14•THP. Intensities are 
indicated by the bar on the right. 
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Figure 5.9. Dynamic cross correlation analysis of MMP-1/MMP-13•THP. Intensities are 
indicated by the bar on the right. 
5.4 CONCLUSIONS 
MD simulations of the X-ray crystallographic structure of MMP-1 [18] revealed that 
conformational changes exercise an important role and influence the interactions between 
the enzyme HPX and CAT domains and revealed the existence of extensive correlated 
motions. The interactions between the THP chains and the enzyme also have a flexible 
nature. Importantly, we confirm prior NMR experimental results [131] that the X-ray 
crystallographic structure does not represent the functional enzyme•substrate complex. 
Although we used this non-productive enzyme-substrate complex as a starting point for the 
MD simulations, as opposed to the productive complex reported from NMR spectroscopic 
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studies, it is important to note that the X-ray crystallographic structure of MMP-1•THP is 
the only structure that defines the specific molecular interactions between the enzyme and 
substrate, as the NMR-derived structure is based on docking of residues. The MD 
simulation results are relevant to MMP-1 catalyzed collagenolysis, as the X-ray 
crystallographic and NMR structures of MMP-1•THP agree on the majority of THP 
interactions with the HPX domain and agree on the “closed” conformation of MMP-1 
during collagenolysis. The significant point of departure in the two structures is the 
position of the THP with regards to the CAT domain, where the NMR-derived structure 
represents a productive complex while the X-ray crystallography-derived structure does 
not. The effects of these differences on MMP-1 dynamics and correlations can be explored 
in subsequent studies using MD simulations. 
The linker plays a key role in modulating the interactions between the domains and 
formation of the active complex. The MD simulations with exchanged linker regions from 
MMP-14 and MMP-13 reveal the important role of the linker region to influence overall 
enzyme flexibility, the pattern of the correlated motions between the HPX and CAT 
domains, and the interactions between the triple-helical substrate and the enzyme. Prior 
experimental studies examined the effects of MMP linker exchange on collagenolysis. A 
chimeric MMP-8 whose linker region (17 residues) was replaced with the corresponding 
MMP-3 sequence (26 residues) lost activity towards collagen [151]. In similar fashion, 
MMP-1/MMP-3 chimeras possessing the MMP-3 linker were not active towards collagen 
[152] [153]. The linker has been proposed to be critical for proper orientation of the CAT 
and HPX domains [154] [155] [131]. The present study furthers the role of the linker, as it 
was found to facilitate correlative interactions between MMP domains and MMP domains 
and triple-helices. Overall, examination of MMP-1•THP demonstrates the potential of MD 
simulations to provide additional insight into experimentally-derived data. 
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5.5 SUPPORTING INFORMATION 
 
 
Table S5.3. The MD setup for the wild type MMP-1 and in silico modified linkers. 
# MD-setup Ions  
Timescale 
(nsec) 
Replica Runs 
1 Wt-MMP-1 Cl
-
 (10) 300 4 
2 Apo MMP-1 Cl
-
 (4) 100 2 
3 MMP-1/MMP-13 Cl
-
 (7) 100 2 
4 MMP-1/MMP-14 Cl
-
 (11) 100 2 
5 Apo MMP-1/MMP-14 Cl
-
 (5) 100 2 
6 Collagen in water Cl
-
 (6) 50 2 
 
 
Table S5.2. The average RMSD and the RMSF of MMP-1 and linker variants. 
Enzyme Mean (Å) SD (Å) 
> 1.4 Å < 1.4 Å 
(%) (%) 
MMP-1 4.7 0.44 43.1 56.9 
MMP-1/MMP-14 5.6 0.46 57.02 42.9 
MMP-1/MMP-13 5.3 0.50 68.4 31.6 
 
 
 
Table S5.3. Analysis of MMP-1 for 100 nsec trajectory. 
Name Mean (Å) S.D (Å) S.E.M 
MMP-1 4.7 0.44 0.00636 
Run 1 5.2 0.45 0.00644 
Run 2 5.5 0.46 0.00660 
Run 3 5.1 0.39 0.00557 
Averaged trajectory 5.1 0.38 0.00548 
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Table S5.4. The hydrogen bonding profile of MMP-1 for 300 nsec trajectory. 
Donor Acceptor Distance (Å) 
Probability 
(%) 
Y221 (bb) R780 (bb, L) 2.0 99.1 
Y221 (sc) Q779 (bb, L) 3.5 46.8 
I782 (sc, L) Y221 (sc,) 3.0 96.3 
R780 (bb, 
L) 
P219 (sc) 2.0 99.6 
R780 (sc, L) Y218 (sc) 3.1 91.5 
Q167 (sc) O771 (bb, L) 2.9 99.6 
Q167 (sc) E85 (sc) 3.2 99.1 
S220 (bb) Q779 (sc, L) 3.3 64.2 
H203 (bb) H199 (bb) 3.5 47.8 
H203 (sc) L207 (bb) 2.8 97.0 
Q774 (sc, L) E85 4.0 * 42.5 
Q774 (sc, L) S208 4.5 * 59.5 
Bb = backbone, sc = side chain, L = leading strand. 
* Distance fluctuates throughout the trajectory 
 
 
 
 
Table S5.5. The RMSF decomposition analysis of the individual regions of MMP-1 in 
comparison to MMP-1/MMP-13 and MMP-1/MMP-14. 
Enzyme CAT domain HPX domain THP 
 > 1.4 Å 
(%) 
< 1.4 Å 
(%) 
> 1.4 Å 
(%) 
< 1.4 Å 
(%) 
> 1.4 Å 
(%) 
< 1.4 Å 
(%) 
MMP-1 21.8 78.2 46.8 53.2 61.2 38.8 
MMP-1/MMP-
14 
31.6 68.4 59 41 80.6 19.4 
MMP-1/MMP-
13 
64.5 35.5 58.51 41.4 86.7 13.3 
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Figure S5.1. The RMSD of C atoms of MMP-1•THP and THP in water. (A) The CAT 
domain, HPX domain, and linker region RMSD are calculated individually for the 300 
nsec simulation. (B) The average run of MMP-1•THP (blue) from individual runs 
performed using different initial velocities to run MD simulations. (C) The THP bound 
to MMP-1 and isolated in solvent. 
A 
B 
C 
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Figure S5.2. Analysis of THP in water performed using Gromacs tools and Bio3D package in R using 
the C atoms. (A) The RMSF of individual strands of THP (leading (cyan), middle (green), and 
trailing (red)) in aqueous solution for 50 nsec trajectory. (B) The principal component (PC) analysis of 
THP in water and projection of PC1 versus PC2 along with projection of PC1 motion on the THP 
chains. The trajectory frames colored blue to red in order of time. (C) Dynamic domain cross 
correlation analysis of THP in water for 50 nsec in which positive correlation is shown by red and 
anti-correlated motion by blue colour. The chains of the THP are according to the color notation 
mentioned above. 
A 
B 
C 
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Figure S5.3 The angle of bend measured along the 300 nsec trajectory for C atoms of 
residues 778, 781, and 784 of the THP leading (black), middle (red), and trailing (green) 
strands.  
 
Figure S5.4. The role of solvent in scissile bond distance to MMP-1 for 300 nsec 
trajectory.  There were two solvent molecules in close vicinity of the active site of MMP-
1•THP during MD simulation and participates in the hydrogen bonds with E200 and the 
scissile peptide bond of MMP-1•THP.  
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Figure S5.5. MMP-1 HPX domain residue interactions with the THP leading strand. Side 
chain = sc, backbone = bb. 
 
 
 
 
 
 
 
 
 
 
Figure S5.6. MMP-1 HPX domain residue interactions with the THP leading strand. Side 
chain = sc, backbone = bb. 
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 Figure S5.7. MMP-1 HPX domain residue interactions with the THP middle strand. Side 
chain = sc, backbone = bb. 
 
 
 
 
 
 
 
Figure S5.8. Interaction of MMP-1 R272 with the THP middle strand. O = 4-hydroxy-L-
proline. Side chain = sc, backbone = bb. 
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Figure S5.9. Interactions of MMP-1 CAT domain Y221 with the THP leading strand. Side 
chain = sc, backbone = bb. 
 
 
 
 
 
 
 
 
 
 
Figure S5.10. The distance of the THP leading strand Q779 side chain to the S1 pocket of 
the MMP-1 CAT domain.  
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Figure S5.11. The RMSD of MMP-1 (black) and MMP-1/MMP-14 (red). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S5.12. The RMSD of CAT and HPX domains of MMP-1 compared to MMP-
1/MMP-14.  
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Figure S5.13. Comparison of RMSD of C atoms of the linker regions of MMP-1 (black) 
and MMP-1/MMP-14 (red). 
 
 
 
 
 
 
 
 
 
 
 
Figure S5.14. Comparison of the RMSF of MMP-1 with MMP-1/MMP- 14. The MMP-
1/MMP-14 RMSF is plotted in cyan throughout and consists of an extra 18 residues in the 
linker region as compared to linker of MMP-1. Thus, the comparison is only made between 
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the CAT and HPX domains and THP of MMP-1 and MMP-1/MMP-14. The CAT domain, 
linker region, HPX domain, and THP are plotted in gold, red, grey, and maroon, 
respectively. There is a gap in the graph because the linker of MMP-1/MMP-14 is 18 
residues greater than the linker of MMP-1.  
 
 
 
 
 
 
 
 
 
Figure S5.14. Comparison of the RMSF of MMP-1 with MMP-1/MMP- 14. The MMP-
1/MMP-14 RMSF is plotted in cyan throughout and consists of an extra 18 residues in the 
linker region as compared to linker of MMP-1. Thus, the comparison is only made between 
the CAT and HPX domains and THP of MMP-1 and MMP-1/MMP-14. The CAT domain, 
linker region, HPX domain, and THP are plotted in gold, red, grey, and maroon, 
respectively. There is a gap in the graph because the linker of MMP-1/MMP-14 is 18 
residues greater than the linker of MMP-1.  
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Figure S5.15. The RMSD profile of the linker region of MMP-1/MMP-14 (green), MMP-
1/MMP-13 (red), and MMP-1 (black).  
 
Figure S5.16. The RMSF profile of MMP-1/MMP-13 in comparison to MMP-1.  
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Figure S5.17. The center of mass of the CAT and HPX domains of MMP-1 (black), MMP-
1/MMP-14 (green), and MMP-1/MMP-13 (red).  
 
 
 
 
 
 
 
 
 
 
Figure S5.18. The scissile peptide bond distance measured from the catalytic zinc in MMP-
1 (black) and MMP-1/MMP-14 (red).  
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Figure S5.19. The scissile bond distance between MMP-1/MMP-13 (black) and MMP-
1/MMP-14 (red). 
 
 
 
 
 
 
 
 
 
 
 
Figure S5.20. The angle of bend in the leading (black), middle (red), and trailing (green) 
THP strands in the MMP-1/MMP-14•THP complex.  
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Figure S5.21. The angle of bend in the leading (black), middle (red), and trailing (green) 
THP strands in the MMP-1/MMP-13•THP complex.  
Figure S5.22. The interaction of the leading THP strand with the CAT domain of MMP-
1/MMP-14 in comparison to MMP-1. Backbone = bb. 
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Figure S5.23. The interaction of the leading THP strand with the CAT domain of MMP-
1/MMP-14 in comparison to MMP-1. Side chain = sc, backbone = bb. 
 
 
 
 
 
 
 
 
 
 
Figure S5.24. The interaction of the leading THP strand with the CAT domain of MMP-
1/MMP-14 in comparison to MMP-1. Side chain = sc, backbone = bb. 
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Figure S5.25. Interaction of MMP-1/MMP-14 R272 with the middle THP strand. Side 
chain = sc, backbone = bb. 
 
 
 
 
 
 
 
 
 
 
 
Figure S5.26. Secondary structure prediction of the linker region from the trajectory for 
MMP-1 
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Figure S5.27. Secondary structure assessment of the linker region of MMP-1/MMP-14 
Figure S5.28. The CAT domain interactions of MMP-1/MMP-13 with the THP. Side chain 
= sc, backbone = bb. 
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Figure S5.29. MMP-1/MMP-13 HPX domain interactions with the THP. Side chain = sc, 
backbone = bb. 
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 MATRIX METALLOPROTEINASE-1 CHAPTER SIX
AND MUTANTS  
6.1 INTRODUCTION 
The matrix metalloproteinases (MMPs) are key enzymes responsible for modulating the 
balance of collagen and other extracellular matrix (ECM) components in vertebrates. The 
catabolism of collagen by MMPs is a prerequisite for normal physiological function of 
cells in vertebrates [125-128]. MMP-1 has been the subject of a broad range of 
experimental studies and important conclusions have been drawn about the conformational 
behaviour of MMP-1 domains in solution. The MMP-1 hemopexin-like (HPX) and 
catalytic (CAT) domains are connected by a linker and exhibit complex conformational 
motions in order to bind the substrate and perform the chemical reaction of collagenolysis 
[131, 135-137]. The existence of equilibrium between the open/extended and 
closed/collapsed conformation of MMP-1 in solution has been established by experimental 
methods  [131, 137] [156].  
The first molecular dynamics (MD) simulation of MMP-1 bound to a collagen-model 
triple-helical peptide (THP) [19]  provided insight into the role of the linker for modulating 
conformational dynamics between the HPX and CAT domains and revealed the dynamic 
nature of interactions between the THP, HPX domain, and CAT domain. The study 
confirmed the closed or “collapsed” state of the MMP-1 X-ray crystallographic structure 
(PDB 4AUO) [18] characterized by close orientation of the MMP-1 HPX and CAT 
domains. The MD did not change the MMP-1 conformation to open but allowed the effects 
of the flexibility on the closed conformation to be explored. Analyses of the dynamics 
effects including radius of gyration and distances between the centers of masses of the 
MMP-1 domains were performed [19]. An extensive bioinformatics analysis of 142 MMP 
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X-ray crystallographic structures revealed structural relationships within the enzyme 
family and structural arrangements important for inhibitor design [157]. 
Experimental studies have identified specific residues from the MMP-1 HPX domain 
which are involved in interactions with the THP[135] [18, 156] . Kinetic studies identified 
the effects of the mutations on the enzymatic activity of MMP-1 
 [135] [18]. 
However, there is 
little understanding to the atomistic effects of the mutations on MMP-1 structure and the 
impact on MMP-1 flexibility and binding of substrate. The association of the HPX domain 
with the leading and middle strand of the THP plays a significant role in properly orienting 
the scissile peptide bond of the leading strand to the CAT domain [131]. Mutagenesis 
studies on residues from the MMP-1 HPX domain (Figure 6.1) 
[135] [18]
 indicated effects on 
enzyme activity, which suggested a long-range conformational effect of the HPX domain 
and its influence on the ability of the CAT domain to perform effective catalysis. The 
mutations in MMP-1 range from a single amino acid substitution (E200A) in the CAT 
domain to a triple amino acid substitution (F289A/Y290A/P291A) in the HPX domain.  
The prior MMP-1 mutagenesis studies provided a background to examine the atomistic 
effects of MMP-1 mutations. MD simulations are applied herein to understand how MMP-
1 mutations perturbed the local structure and also to investigate the long-range effects on 
MMP-1 structure, dynamics, and interactions with a THP. MD simulations have been 
successfully applied previously to study the effect of mutations on key structural 
determinants in different enzymes [16, 17, 19, 101, 158]. In order to understand their 
influence on MMP-1 structure-function relationships, MD simulations were performed on 
the seven previously described mutants 
[18, 135]
: E200A, F301Y, F289A/Y290A/P291A, 
I271A/R272A, L338A/H339A, R272A, and L295S.  
Figure 6.1. (A) The 3D structure of inactive human MMP-1 (E200A mutant) complexed 
with a THP (PDB code: 4AUO[159]) drawn using UCSF Chimera [118]. MMP-1 consists 
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of the CAT domain, inter-domain linker, and HPX domain displayed in silhouette round 
ribbon representation. The THP leading, middle, and trailing strands are shown in tube 
representation in cyan, green, and red, respectively. The Zn
2+
 and Ca
2+
 ions bound to the 
enzyme are shown in spherical representation in ice blue and green, respectively. The 
mutations are shown in orange on the MMP-1•THP structure. The snapshot of the active 
site of the MMP-1•THP was obtained from MD simulation [19]. The two solvent 
molecules are coordinated to the Zn
2+
 along with three His residues with average distance 
maintained to the X-ray crystallographic distance using harmonic restraints in the 
simulation. 
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6.2 RESULTS AND DISCUSSION  
6.2.1 Overall Conformational Flexibility of MMP-1•THP with Mutated Residues 
The Root Mean Square Deviation (RMSD) as a function of time was used to access the 
structural stability of the simulations. The RMSDs of the mutant forms along with wild-
type (WT) MMP-1•THP showed similar trends in that the structures reached equilibration 
before 20 ns (Figure 6.2). The average value of RMSD ranged from 5.3 Å 
(F289A/Y290A/P291A triple mutant) to 4.5 Å (F301Y) (Table S6.1). The flexibilities of 
individual residues in the MMP-1•THP complex were assessed by using Root Mean 
Square Fluctuation (RMSF) analysis (Figure S6.1, Tables S6.1 and S6.2). The basal level 
fluctuation for WT MMP-1•THP was considered to be 1.4 Å (based upon the mean value), 
confirmed by a distribution analysis of the RMSFs (Figure S2). 43% of residues showed 
fluctuations greater than 1.4 Å and 57% of the residues showed fluctuations less than 1.4 Å 
(Table S6.1). The RMSF plot of the I271A/R272A and F301Y showed a greater number of 
residues with fluctuations larger than 1.4 Å in contrast to WT, 60 and 54%, respectively 
(Table S6.1). The triple mutant F289A/Y290A/P291A showed the lowest number of 
residues (29%) with fluctuations > 1.4 Å, followed by L338A/H339A (31%) (Table S6.1). 
The different mutations induced small changes in the number of hydrogen bonds in 
comparison to the WT MMP-1•THP (Table S6.3, Figure S6.3).  
The average RMSF value of the linker region in all of the mutants except I271A/R272A 
showed a slight decrease with respect to WT (Figures 6.3 and S6.4A, Table S6.4). The 
change in linker flexibility (decrease or increase) could influence the communication 
between the HPX and CAT domains and the conformational dynamics of the CAT domain 
and hence contribute to altered enzyme activity. The largest reduction in linker flexibility 
was seen in the F289A/Y290A/P291A mutant, with average RMSF value of 1.4 Å in 
contrast to 2.2 Å for WT MMP-1•THP (Figure 6.3, Table S6.4). 
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Experimental studies have identified specific residues within MMP-1 HPX domain blades 
I and II (Figure S6.4B) that interact with the leading and middle strands of the THP [18, 
136, 156]. The study performed by Zhao et al. on MT1-MMP also identified blade I and II 
residues that interact with the THP [160]. Our recent MD study of MMP-1•THP stressed 
the importance of HPX domain blade I and blade II residues for interactions with the THP 
[19]. The majority of the experimental HPX domain mutations are located in blade I, apart 
from the L338A/H339A mutation which is in blade II [136] [18]. The blade I residues 
constitute the S10’ exosite of MMP-1, and mutations in blade I reduced enzymatic activity 
[135] [136] [18]. The interactions of HPX domain blade I and II residues with the THP 
also play a significant role in guiding the CAT domain for effective catalysis of the leading 
strand of the THP  [131, 136, 137, 156]. RMSF analysis of blade I residue mutants showed 
relatively higher flexibility of this region for I271A/R272A (Figures S6.4C and Table 
S6.4). The increase in the flexibility of blade I in this mutant with respect to the WT MMP-
1•THP could potentially influence THP binding and hence the enzyme activity. Indeed, the 
I271A/R272A mutation reduced MMP-1 collagenolytic activity [135]. The residues 
constituting the mutation in blade II showed slightly lower RMSF in comparison to WT 
MMP-1•THP (Figure S6.4D). The mutations of residues in blade II (L338A/H339A) 
resulted in an increase in the enzyme activity [18]. Alteration (decrease or increase) in the 
flexibility of the linker region would influence the communication between the HPX and 
CAT domains, binding of the THP, and thus potentially enzyme activity. The specific 
atomistic mechanism of this effect would need, however, further studies. In addition, 
strong correlation between the flexibility of residues in blades I and II and the catalytic 
activity was not extracted from the current data.  
Mutations can influence not only the local structure, but also regions which are distant 
from the mutation sites [161]. In order to explore these effects we analysed the distance 
between the THP scissile bond and the catalytic Zn
2+
 in all mutants and the WT (Table 
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S6.3, Figure 6.4). Importantly, in all mutant simulations we found that the above distance 
is larger than in the WT, which indicates further that the mutations (all of which but one 
are in the HPX domain) effect interactions between the scissile bond from the leading 
chain of the THP and the Zn
2+
 from the MMP-1 CAT domain. 
The Radius of Gyration (Rg) of the mutants and WT MMP-1•THP showed similar profiles 
of structural compression as a function of simulation time (Figure 6.5, Table S6.5), with 
L295A showing the smallest Rg and R272A the largest. The compressions of the structures 
during simulations of the mutants are consistent with the MMP-1•THP simulation studies 
[19]  and was consistent with the “closed” or “collapsed” form of MMP-1 observed in the 
4AUO X-ray crystallographic structure [19]. The small differences in the averaged values 
of the Rg and in the distances between centres of mass between both domains (Figure 6.6, 
Table S6.5) indicate subtle but distinct effects of the mutations on the MMP-1•THP 
structure and flexibility. 
6.2.2 Conformational and Dynamical Effects of Individual Mutations 
The E200A mutation is utilized to greatly suppress the enzymatic activity of MMP-1. The 
X-ray crystallographic structure of MMP-1•THP (4AUO) incorporated the E200A 
mutation. In the WT simulations [19], E200 is in close vicinity to the catalytic Zn
2+
 with an 
average distance of 2.5 Å (Figures 6.1 and 6.7A). The carboxylate group of the side chain 
of E200 interacts with Q779 from the THP leading strand and also makes a hydrogen bond 
with the N-H group from the backbone of A165 with an average distance of ~3.0 Å 
(Figure S6.5A).  
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Figure 6.2. RMSD of all Cα atoms of MMP-1•THP complex in comparison to the mutants. 
 
 
 
 
 
 
 
 
Figure 6.3. RMSF analysis of linker residues of WT MMP-1•THP and mutants.  
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Figure 6.4. Time evolution of the distance between the scissile bond G775-L776 and Zn
2+ 
in WT MMP-1•THP and the mutants. 
 
 
 
 
 
 
 
Figure 6.5. The radius of gyration of the mutants and WT MMP-1•THP. 
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Figure 6.6. The distance between the center of mass of the CAT and HPX domains 
comparing the mutant forms and WT MMP-1•THP. 
In the E200A mutant there were three water molecules which coordinated the active site 
Zn
2+
 with an average distance of 2.1 Å (Figures S6.5B, S6.6A). Two solvent molecules 
coordinated with the catalytic Zn
2+
 simultaneously made hydrogen bonds with the E200 
residue. The interactions between Zn
2+
 and the water molecules were also confirmed by 
radial distribution analysis (Figures S6.5C, S6.6B). The involvement of the water is in 
agreement with Quantum Mechanics and Molecule Mechanics (QM/MM) studies of the 
reaction mechanism of MMP-2 [133, 147, 149]. The side chain of Q779 (THP leading 
strand) accessed the active site in a similar manner as in the WT MMP-1•THP [19]. The 
side chain of A200 in E200A moved away from the catalytic Zn
2+
 with an average distance 
of ~7.3 Å with respect to 2.2 Å in MMP-1•THP. The backbone of A200 no longer made 
hydrogen bonds with the backbone of A165 (Figure S6.6C). The RMSF profile of the 
E200A mutant did not show any significant difference with respect to MMP-1•THP 
(Figure S6.1). However, the loop region between β4-β5 of the CAT domain along with the 
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N-terminal region showed increased fluctuations (Figure S6.7A). The residues of the 
linker region (250-259) and β18-β19 (380-390) showed reduced fluctuations compared 
with MMP-1•THP (Figure S6.7B-C, Table S6.2).  
The HPX domain of the E200A mutant showed lower RMSDs with respect to the HPX 
domain of WT MMP-1•THP (Figure S6.8). Understanding of the correlated character of 
atomistic motions in proteins is vital since it relates their structure to function. This insight 
might be difficult to obtain experimentally, but can be straightforwardly extracted from the 
MD trajectories [162]. The dynamics cross correlation analysis of the E200A mutant 
(Figure 6.8) showed correlated motion between the strands of the THP as was observed 
for MMP-1•THP. However, there was no negative correlated motion seen in the THP 
strand as was observed for WT MMP-1•THP. An important difference seen in the E200A 
mutant was that the THP strands showed very low positive correlated motion towards the 
CAT domain. There was positive correlated motion seen between the THP and the HPX 
domain. The extents of both positive and negative correlated motion were reduced in the 
E200A mutation. Thus, although commonly used to provide a locally reduced enzyme 
activity, the E200A mutation has long range effects. 
The F301Y mutation site is located between the loop region of D α-helix and β10 of the 
HPX domain blade I (Figures 6.1, 6.7B, and S6.9), part of an MMP-1 exosite for collagen 
binding. In the MD simulation of the WT MMP-1•THP, F301 exhibited hydrophobic 
interactions with the side chains of I782 and L785 from the THP middle strand, with 
average distances of 4.3 and 4.1 Å, respectively (Figure S6.10). This result is inconsistent 
with the X-ray crystallographic structure but supports results from NMR spectroscopic 
experiments [136] [18, 131]. The hydroxyl group of Y301 in the F301Y mutant forms 
hydrogen bonds with the side chains of R285 (2.5 Å) and Q335 (3.1 Å) of the HPX 
domain. The backbone of L795 also forms a hydrogen bond with the side chain of Y301, 
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with an average distance of 3.5 Å. I782 and L785 from the THP show weaker hydrophobic 
interactions in the F301Y mutant compared with WT MMP-1•THP. The RMSF analysis of 
F301Y showed increased fluctuations of residues from blade III between β15-D-β16 
(Figure S6.11A). The linker region of the F301Y mutant showed reduced fluctuations in 
comparison to the linker region of WT MMP-1•THP (Figure S6.11B).  The residues 294-
310 from blade I that belong to the loop region between β9-D-β10, in the vicinity of the 
F301Y mutation also showed increased flexibility (Figure S6.11C). This region is in very 
close contact with the THP leading strand and makes important binding interactions with 
the THP as experimentally demonstrated by Arnold and co-workers [136]. The RMSD of 
the CAT and HPX domains of the F301Y mutant showed lower structural deviation in 
comparison to MMP-1•THP (Figure S6.12). The F301Y mutant in the study performed by 
Arnold and co-workers [136] had an Rg value (33.6 Å) which was 18% higher compared 
with WT MMP-1 (Rg = 28.5 Å). These results suggest disruption of the CAT/HPX domain 
interface in the F301Y mutant due to destabilization of collagen interactions mediated by 
blade I residues of the HPX domain [136]. The differences between the Rg of the F301A 
mutant in comparison to WT MMP-1•THP in our study are smaller (due to the length of 
the simulation) but still indicated a similar trend.  
The dynamic cross correlation analysis (DCCA) of F301Y showed relatively strong anti-
correlation between the CAT and HPX domain residues in comparison to MMP-1•THP 
and slightly reduced positive correlation overall (Figure 6.8). This is an indication of the 
sensitive effect of the F301Y mutation on the interactions with the THP and motions of the 
HPX domain. The F301Y mutant exhibited a ~90% reduction in collagenase activity [18]. 
The F301Y mutation also showed a 30-fold decrease in THP binding by MMP-1 [136], 
which was proposed to be due to the absence of interaction of the F301 side chain with the 
THP molecule rather than large conformational changes in the HPX domain. 
218 
 
The L295S mutation is located in the β9 region of the HPX domain (Figure 6.7C). In the 
MD of WT MMP-1•THP the backbone of L295 forms a hydrogen bond with the side chain 
of R780 of the THP leading strand with an average distance of 3.5 Å. The residues in the 
vicinity of L295, such as N296 and E294, also have interactions with the THP leading 
strand [19]. The side chain of S295 in L295S formed new interactions with the backbone 
of P256 of the linker region with an average distance of 4.1 Å (Figure S6.13). The 
hydrogen bond with R780 from the THP leading strand in WTMMP-1•THP is not present 
in L295S (Figure S6.13). 
The CAT domain of L295S showed slightly increased fluctuations with respect to WT 
MMP-1•THP (Figure S6.14A-B), while the HPX domain exhibited reduced fluctuations in 
the region encompassing β17-β18 (Figure S6.14C). The linker region residues joining the 
HPX domain also showed slightly reduced flexibility in comparison to WT MMP-1•THP 
(Figure S6.14D). The DCCA analysis of L295S revealed some reduction in both positive 
and negative motion with respect to MMP-1•THP. The triple-helix strands lost the 
correlated motion with the HPX domain and showed correlated motion towards the CAT 
domain (Figure 6.8) which indicated potential influence on THP binding by the HPX 
domain in this mutant. The L295S mutant showed approximately 60% reduction in 
collagenase activity in comparison to MMP-1 [18]. 
The R272A and I271A/R272A mutations are located in the blade I region (S10’ exosite) of 
HPX domain (Figure 6.7D). R272 has extensive interactions with the THP middle strand 
in MMP-1•THP [18] [19]. The side chain and the backbone of R272 make hydrogen bonds 
with the backbone and side chain of O786 and R789, respectively. The aliphatic region of 
the R272 side chain is involved in formation of hydrophobic interactions with the side 
chains of R789 and L785 of the THP middle stand [18] [19]. The backbone of I271 forms 
hydrogen bonds with the backbone of E274 and T269, and the side chain of I271 
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participates in hydrophobic interactions with the side chain of V321 of blade II [18, 19]. In 
the R272A mutant, the side chain of A272 made hydrophobic interactions with the side 
chains of L785 and Q788 of the THP middle strand with average distances of 4.1 and 4.2 
Å, respectively (Figure S6.15A), however there are no hydrogen bonds with O786 and 
R789 (Figure S6.15B). The RMSF of the residues in the vicinity of R272A (271-276; the 
loop between β6-β7 of blade I) showed an increased fluctuation in comparison to WT 
MMP-1•THP (Figure S6.16A). These residues interact with the THP [136]. The residues 
harboring the active site in the CAT domain (210-215; loop between the B-C helix) 
showed slightly increased fluctuations in contrast to WT MMP-1•THP (Figure S6.16B). 
R272A showed a slight increase in its average Rg (25.5 Å) in comparison to WT MMP-
1•THP (24.8 Å). 
The I271A/R272A mutant (Figure 6.7D) showed an increase in the RMSF of blade I 
residues ranging from 275-285 (β7-β8) and 295-310 (loop region β9-β10) (Figure S6.17) 
and also increased flexibility seen in residues 345-355 of blade II of the HPX domain 
(Table S6.2). The extent of anti-correlated motions in I271/R272 is similar to WT MMP-
1•THP and new anti-correlated motion emerged (Figure 6.8). The HPX domain showed 
anti-correlated motions between the CAT domain and strands of the THP. The linker 
region exhibited anti-correlated motion towards the HPX domain. New correlated motions 
between the HPX domain and the CAT domain appeared. The R272A mutant showed a 
similar profile to dynamic cross correlated motions of I271/R272A, but with smaller 
magnitudes (Figure 6.8).  
R272A and I271A/R272A mutations have the most significant effect on the enzyme 
activity of MMP-1. The I271A/R272A mutant has less than 10% of the collagenase 
activity of WT MMP-1[135] [18]. Analysis of individual kinetic parameters for R272A 
and I271A/R272A hydrolysis of a fluorogenic THP (fTHP-17) revealed that KM increased 
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and kcat decreased compared with WT MMP-1 [18]. Since both KM and kcat changed, the 
R272A and I271A/R272A mutations affected more than just substrate binding. It was 
suggested that both substrate binding and coupled motions for catalysis were altered by 
these mutations [135]. The present MD study has identified the long range effects of 
R272A and I271A/R272A mutations within MMP-1•THP, which was primarily new anti-
correlated motions (Figure 6.8). 
The F289A/Y290A/P291A triple mutant (Figure 6.7E) was next considered. The 
interactions in the X-ray crystallographic structure of residues Y290 and F289 were stable 
in the MD simulation of the WT MMP-1•THP [19]. The triple mutant showed the very 
lowest RMSF overall as compared to other mutants in relation to WT MMP-1•THP (Table 
S6.1). The cross correlation analysis showed very low anti-correlated motion observed in 
F289A/Y290A/P291A (Figure 6.8). There was also a significant reduction in the positive 
correlation motions with respect to WT MMP-1•THP. The THP strands showed positive 
correlated motion towards the residues of the CAT domain. F289A/Y290A/P291A had 
~30% reduction in collagenase activity compared with WT MMP-1 [18]. 
The last mutant considered was L338A/H339A. L338 and H339 are located on the loop 
between β13 and β14 of the HPX domain (blade II) and are on average 17 Å away from 
the THP (Figure 6.7F). The X-ray crystallographic structure and MD simulations of the 
WT do not reveal significant interactions of these residues with the THP. The average 
RMSF of this mutant was slightly lower than the WT (Table S6.1). The DCCA of 
L338A/H339A (Figure 6.8) showed significantly lower anti-correlated motions with 
respect to WT MMP-1•THP. Residues 100-120 of the CAT domain showed limited 
negative correlation against the HPX domain β-sheets (residues 310-380). Residues 175-
185 of the CAT domain also showed reduced negative correlation towards residues 330-
350 of the HPX domain. However, the L338A/H339A mutation also results in an anti-
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correlation between the C-terminal region of the CAT domain and the N-terminal region of 
the HPX domain that is not observed in the WT or other mutant enzymes (Figure 6.8). The 
anti-correlation may be a shift of an anti-correlation in the WT enzyme (noted as 6 in 
Figure 6.8) further towards the C-terminal region of the CAT domain. A unique small 
correlation was observed between the C-terminal regions of the CAT and HPX domains in 
the L338A/H339A mutant enzyme (Figure 6.8). The combined L338A/H339A mutation 
increased the collagenase activity of MMP-1 by approximately 10% [18] .The change in 
the anti-correlated motions resulting from the L338A/H339A mutation may play a factor in 
increased collagenase activity. The changes in the anti-correlated motions can be complex 
and not unidirectional. In the case of L338A/H339A, a decrease in previously observed 
anti-correlations and the appearance of a unique anti-correlation are accompanied by 
increased enzyme activity, while in F289A/Y290A/P291A a virtual complete lack of anti-
correlations (as well as decreased correlated motions) are related to decreased enzyme 
activity. Further studies, including simulations at longer time scales, would be necessary 
for more detailed analysis of these effects.  
It is important to note that the X-ray crystallographic structure of MMP-1•THP [18] does 
not represent the productive enzyme•substrate (E•S) complex. In contrast, NMR studies 
have reported a productive complex [156]. Nevertheless, the X-ray crystallographic 
structure of MMP-1•THP is still the only available structure that presents the atomistic 
interactions between the enzyme and substrate (the NMR-derived structure is based on 
docking the THP). Both the X-ray crystallographic and NMR structures of MMP-1•THP 
are in agreement about most of the THP interactions with the HPX domain and the closed 
conformation of MMP-1. The structures differ in the position of the THP in the CAT 
domain, where the NMR-derived structure represents a productive complex, while the X-
ray crystallographic structure does not. Most of the mutations are located in the HPX 
domain, therefore the MD simulations provide relevant insight on the influence of these 
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mutations on the MMP-1•THP structure and dynamics. In the absence of experimental 
structures of the mutants (with the exception of E200A), the present study also provided an 
atomistic view of short- and long-range effects and their impact on the correlated motions 
of enzyme-substrate complex structures. The effects of the mutations on the different X-
ray crystallographic and NMR structures would be the subject of further comparative MD 
studies.  
6.3 CONCLUSIONS  
Experimental studies show that a variety of mutations in the HPX and CAT domains of 
MMP-1•THP have strong effects on the enzyme activity. The present computational 
studies provide atomistic explanation of these effects and reveal that the mutations have 
not only local structural effects but also long-range impact on the protein structure, 
dynamics, and the interactions with a triple-helical substrate. The mutations change the 
flexibility around the local site but also influence distant regions from the HPX domain, 
the linker region, and the CAT domain. In addition, the mutations modulate the intensity 
and the nature of the correlated and anti-correlated motions. An increased collagenase 
activity in L338A/H339A mutant corresponded to the appearance of a unique anti-
correlated motion and decreased correlated motions, while decreased collagenase activity 
in the other mutations corresponded both to increased and decreased anti-correlated 
motions. Our studies provide important structural and dynamic information which 
correlates and helps to explain the experimentally measured effects of the mutations. With 
the exception of the E200A mutant, there are no X-ray crystallographic structures of 
MMP-1•THP with mutated residues, and the present study provides this missing structural 
information and asserts that the mutations have delicate, distinct, and specific effects on 
the structure, interactions, and dynamics in MMP-1•THP. The magnitudes of the changes 
in the local interactions and dynamics are in agreement with the effects of mutations in 
other proteins [16, 17, 19, 158] [84]. 
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Figure 6.7. Locations of the mutants in the structure of MMP-1•THP. (A) E200A (1.21 Å), 
(B) F301Y (1.24 Å), (C) L295S (1.30 Å), (D) I271A/R272A (1.3 Å), (E) 
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F289A/Y290A/P291A (1.23 Å), and (F) L338A/H339A (1.9 Å). The most populated 
cluster of MMP-1•THP (cyan) is superimposed on the most populated cluster structure 
from the different mutants (brown). The RMSD between the mutant structure and the WT 
MMP-1•THP are indicated in parentheses. 
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Figure 6.8. DCCA of MMP-1•THP and mutants. The scale of correlated motion ranges 
from +1 to -1 and represents positive (red) and negative (blue) motions of Cα atoms. The 
analysis was performed using Bio3D package in R For WT MMP-1•THP, the areas labeled 
1-7 indicate positive correlated motions, while the areas labeled 1*-3* indicate negative 
correlated motions. 
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6.4 SUPPORTING INFORMATION 
Table S6.1. Average RMSD and RMSF of wild type and mutant MMP-1•THP. 
  
MMP-1 
Average 
RMSD 
RMSD 
Standard 
Deviation 
RMSF 
> 1.4 
(Å) 
RMSF 
< 1.4 
(Å) 
Location 
of 
Mutation 
(%) (%) 
WT  4.7 0.44 43 57  
F289A/Y290A/P291A 5.3 0.35 29 71 
β8-β9 
(HPX) 
R272A 4.6 0.29 43 57 
β6-β7 
(HPX) 
L338A/H339A 4.7 0.41 31 69 
β13-β14 
(HPX) 
F301Y 4.5 0.42 54 46 
D-β10 
(HPX) 
L295S 4.9 0.39 47 53 β9 (HPX) 
I271A/R272A 5.2 0.92 60 40 
β6-β7  
(HPX) 
E200A 4.8 0.44 38 62 
B helix 
(CAT) 
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Table S6.2. RMSFs of the structural elements in MMP-1 mutants compared with WT 
MMP-1•THP. An increase or decrease is based on an average change in RMSF of > 0.3 Å 
in at least 50% of the residues.  
Orange = CAT domain, Green = HPX domain, Red = Linker region. 
Mutant Increased Decreased 
 Residue span Structural location Residue span Structural location 
F289A/Y290A/
P291A 
  
100-128, 146-
158, 225-237, 
245-258, 319-
338, 382-391 
β1-A, β3-β4, 
Linker, E-β11-β12-
β13, β17-β19 
R272A 
81-92, 210-215, 
271-280, 350-
355, 430-435 
N-terminus, B-C, 
β6-β7, F-β15, G-
β23 
250-258,148-
158, 180-189 
Linker,  β3-β4, β5-
B 
I271/R272A 
81-90, 275-285, 
295-310, 345-
355 
N-terminus, β7-β8, 
β9-D, F-β15 
  
L338A/H339A 
168-172, 288-
292 
β4-β5, β8-β9 
100-109, 147-
157, 252-263, 
377-391 
β1-A, β4-β5, 
Linker, β17-β19 
F301Y 
81-90, 168-173, 
187-192, 296-
309, 364-368 
N-terminus, β4-β5, 
β5-B, β9-D-β10, 
β15-β16 
250-262 Linker 
L295S 
81-92, 167-172, 
206-223, 252-
258 
N-terminus, β4-β5, 
B-C, Linker 
375-390 β17-β18 
E200A 168-173, 83-87 β4-β5, N-terminus 
250-259, 380-
390 
Linker, β18-β19 
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Table S6.3. Average number of hydrogen bonds and average distance between the scissile 
bond and catalytic Zn
2+
.  
 
 
  
Enzyme 
Average 
number of H-
bonds 
Average distance 
between the 
scissile bond and 
catalytic Zn
2+
 (Å) 
WT 296 6.9 
F289A/Y290A/P291A 295 10.1 
R272A 293 9.5 
L338A/H339A 301 8.1 
F301Y 300 9.7 
L295S 299 9.3 
I271A/R272A 300 9.6 
E200A 301 8.4 
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Table S6.4. The average RMSF value of the linker, blade I and blade II regions, and HPX 
and CAT domains of mutants in comparison to MMP-1•THP. μ = mean RMSF and σ = 
standard deviation. 
 
  
MMP-1 μ 
linker 
σ 
linker 
μ 
blade 
I 
σ 
blade I 
μ 
blade 
II 
σ 
blade 
II 
μ 
HPX 
domain 
σ 
HPX 
domain 
μ 
CAT 
domain 
σ 
CAT 
domain 
WT 2.2 0.4 1.0 0.5 1.3 0.4 1.3 0.5 1.1 0.3 
F289A/
Y290A/
P291A 
1.4 0.3 0.9 0.9 1.1 0.4 1.2 0.4 0.9 0.2 
R272A 1.8 0.4 1.1 0.5 1.3 0.5 1.4 0.6 1.1 0.2 
L338A/
H339A 
1.9 0.6 1.1 0.6 1.1 0.4 1.2 0.5 1.1 0.3 
F301Y 1.7 0.2 1.1 0.3 1.5 0.3 1.4 0.4 1.3 0.3 
L295S 2.0 0.4 1.1 0.3 1.2 0.4 1.2 0.4 1.3 0.5 
I271A/
R272A 
2.4 0.8 1.3 0.4 1.6 0.6 1.5 0.5 1.2 0.4 
E200A 2.0 0.9 1.0 0.4 1.2 0.4 1.2 0.4 1.1 0.3 
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Table S6.5. Average value of radius of gyration and centre of mass for MMP-1•THP and 
mutants. 
 
 
 
 
 
 
 
 
 
 
 
 
  
MMP-1 
Radius of Gyration 
(Å) 
Center of Mass (Å) 
WT 24.8 37.7 
F289A/Y290A/P291A 25.0 37.5 
R272A 25.5 38.0 
L338A/H339A 25.2 37.2 
F301Y 25.2 38.1 
L295S 24.7 37.5 
I271A/R272A 25.1 38.5 
E200A 25.1 37.6 
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Figure S6.1. RMSF profiles of the mutants in comparison to the WT MMP-1•THP. 
 
 
 
 
 
 
 
 
 
 
 
Figure S6.2. Distribution of the RMSF of MMP-1•THP. The blue line indicates the mean 
value of the distribution (1.4 Å). 
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Figure S6.3. Time evolution of the hydrogen bonds in MMP-1•THP and the mutants.  
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Figure S6.4. RMSF analysis of the linker, blade I and blade II: (A) Averaged RMSF 
analysis of the linker for all mutants. (B) The numbering of blades of the HPX domain. (C) 
RMSF of blade I in all mutants and the WT. (D) RMSF analysis of blade II in all mutants 
in comparison to MMP-1•THP. 
E 
C 
D 
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Figure S6.5. Time evolution of the distance between the scissile bond G775-L776 and Zn
2+ 
in WT MMP-1•THP and the mutants. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S6.6. The radius of gyration of the mutants and WT MMP-1•THP. 
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Figure S6.7. The distance between the center of mass of the CAT and HPX domains 
comparing the mutant forms and WT MMP-1•THP. 
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Figure S6.8. Interactions of E200 of MMP-1•THP. (A) The E200 residue interactions with 
the THP leading strand and forms hydrogen bonds with the backbone of A165. (B) The 
solvent molecule interactions with E200 and the catalytic Zn
2+
 in the active site. The 
distance between the centre of mass of the side chain and the backbone were used in this 
analysis. (c) The radial distribution functions g(r) of the catalytic Zn
2+ 
showing the 
distribution of solvent molecules for 300ns trajectory in MMP-1•THP.  
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Figure S6.9. Interactions of the E200A mutant. (A) The interactions of the solvent 
molecules with the catalytic Zn
2+
 in E200A.  (B) The radial distribution functions g(r) of 
the catalytic Zn
2+   
E200A mutant showing the distribution of solvent molecules for 100ns 
trajectory. (C) The distance between the side chain and backbone of the A200 with respect 
to the catalytic Zn
2+
 (black) and A165 backbone (red). 
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Figure S6.10. The RMSF of regions of E200A (red) in comparison to WT MMP-1•THP 
(blue). (A) Residues 167-174 belonging to the loop region of β4-β5 of the CAT domain. 
Residues on this loop coordinate to the structural Zn
2+
, particularly D175. (B) Residues 
250-260 belong to the linker region. (C) Residues spanning 378-392, part of blade III of 
the HPX domain and belonging to β18-β19.  
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Figure S6.11. The RMSD of the CAT domain, HPX domain, and linker region of E200A 
in comparison to the WT MMP-1•THP domains using Cα atoms.  
 
 
 
 
 
 
 
 
 
Figure S6.12. The superposition of most populated cluster of F301Y mutant (red) and WT 
MMP-1•THP (cyan). There is a clear change in the conformation of blade I in the F301Y 
mutant compared with WT MMP-1•THP.   
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Figure S6.13. Interactions of HPX domain F301 with the THP middle strand in WT MMP-
1•THP. 
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Figure S6.14. The RMSF analysis of the F301Y mutant (red) and WT MMP-1•THP (blue). 
(A) The residues spanning 360-372 belong to blade III of the HPX domain (β15-β16). (B) 
Residues 250-264 belong to the linker region. (C) Residues 294-310 belong from blade I of 
the HPX domain.  
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Figure S6.15. The RMSD of individual domains of the F301Y mutant in comparison to 
WT MMP-1•THP.  
 
 
 
 
Figure S6.16. Interactions of the L295S mutant. The side chain of S295 in L295S forms 
interactions with the backbone of P256 of the linker (black) but not with the side chain of 
R780 (red) of the THP leading strand.  
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Figure S6.17. RMSF analysis of the L295S mutant (red) in comparison to WT MMP-1•THP (blue). 
(A) Residues 164-176 belong to β4-β5 of the CAT domain. (B) Residues 205-225 belong to loop 
region between -helix B and C of the CAT domain. (C) Residues 375-390 belong to blade III of 
the HPX domain. (D) residues 250-260 are part of the linker region. 
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 NON HEME 2-OXOGLUTRATE CHAPTER SEVEN
DEPENDENT ENZYMES 
7.1. INTRODUCTION 
There are an estimated 80 non-heme Fe(II) and 2-oxoglutrate (2OG) dependent 
dioxygenases found in animals and plants which catalyse an array of biochemical reactions 
ranging from hydroxylation, desaturation, ring formation and expansion, halogenation, 
demethylation etc [163-165]. The non-heme Fe(II) and 2-oxoglutrate (2OG) dependent 
dioxygenases bind molecular oxygen to the Fe (II) centre and results in the production of 
high-valent iron (IV)-oxo reactive intermediates  followed by the  oxidation of the carbon 
hydrogen (C-H) bond [164, 166]. The detailed description of reaction mechanics is shown 
in Figure 7.1 [20, 167-169] [170]. The non heme Fe (II) is typically coordinated in a 
mono-dentate fashion by His-His-Asp catalytic triad while the 2OG binds to the metal 
centre in a bidentate fashion [168] (Figure 7.2). The  sixth coordination site is normally 
coordinated by a water molecule in the crystal structure, however this is displaced by 
molecular oxygen to bind after the sequential binding by the substrate and cosubstrate 
(2OG) activating the enzyme to pursue catalysis [167, 168].  
7.1.1 2OG dependent dioxygenases that act on Histone proteins 
The post translational modifications such as methylation, acetylation, and phosphorylation 
etc. of histone proteins are the essential instruments of chromatin remodelling which 
controls important physiological process in the eukaryotes [171]. The control of the 
methylation status of the lysine residues of histone proteins by histone demethylases 
enzymes plays an important in stabilizing the structure and function of chromatin [172]. 
Overexpression or mutations in the histone lysine demethylases (KDM) have been linked 
to various forms of cancer and have become an attractive drug target to the pharmaceutical 
industry. There are two families of histone lysine demethylases which either depend on 
FAD (Flavin Adenine Dinucleotide) or 2OG (2-oxoglutrate) to remove the methylation 
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mask from the histone proteins [166]. The 2OG dependent histone lysine demethylases 
specifically act on the N
ε
-methylated lysine residues of the histone proteins and 
demethylates the methylated lysine residues, after hydroxylation and release of the 
hemiaminal intermediate the CH2OH group decomposes to release formaldehyde leaving 
the demethylated lysine [173].  
PHF8 and KIAA1718 (Figure 7.2A, B) (also known as JHDM1D) enzymes are Fe(II)-and 
2OG-dependent demethylases belong to the Jumonji C (JmjC) proteins which in turn are 
part of the cupin superfamily of metalloenzymes [166].  The crystal structure of PHF8 and 
KIAA1718 reveals the presence of a conserved β-barrel fold (cupin or jelly-roll core fold) 
in the JmjC domain of both enzymes which is conserved throughout the cupin superfamily 
[174]. The mutation of F279S in the catalytic JmjC domain of PHF8 results in X-linked 
mental retardation and also been found in individuals with autism spectrum disorders 
[175]. The knockout of PHF8 and KIAA1718 gene in zebrafish results in brain defects 
[176].  Both these enzymes contain a plant homeodomain (PHD), a binding domain and the 
JmjC catalytic domain [166]. The PHD domain binds to the Lys4-trimethylated histone 3 
(H3K4me3) and the JmjC domain demethylase H3K9me2 or H3K27me2 (di-methylated 
histone residue). The presence of the H3K4me3 on the same histone peptide enhances the 
catalytic activity of PHF8 JmjC domain on H3K9me2 by 12-fold, however the presence of 
the H3K4me3 on the same histone peptide diminished the enzyme activity of KIAA1718 
JmjC domain on H3K9me2 [174]. The differences in the sequence and conformation of the 
linker region was proposed to explain the difference in substrate specificity for both 
enzymes [174]. In particular the linker region of the PHF8 enzyme exhibits a bent 
conformation allowing both the PHD domain and the JmjC domain to interact with their 
substrates. In KIAA1718, the linker adopts an extended conformation that prevents the 
interaction of the H3K9me2 with the JmjC domain when its PHD domain interacts with the 
H3K4me3 [174].  Similar functionality of the linker region was proposed in MMP-1 
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(Matrix metalloproteinases 1) enzyme [131, 135, 137] and has been tested by us 
computationally [19].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1 The reaction mechanism of non heme 2OG dependent dioxygenases [20, 167-
170, 177].  
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Figure 7.2 Energy minimized X-ray crystal structure of PHF8[174], KIAA1718[174], 
FTO[178, 179] and AlkB[180] enzymes using UCSF Chimera[118]. (A) PHF8 enzymes 
consist of a PHD domain and Jumonji domain coloured in cyan and kaki colours 
respectively. The histone peptide is represented in red colour, 2OG is shown in green 
liquorice representation and non heme Fe(II) in orange sphere representation. The linker 
region connecting the PHD and Jumonji domain is coloured in purple representation. (B) 
KIAA1718 also consists of a PHD and Jumonji domain represented in light blue and 
E 
F 
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orange colours. The linker region and the histone peptide are shown in purple and red 
colours respectively. (C) FTO enzyme consist of N terminal and C terminal domains 
shown here in light blue and orange colours. The 3DT substrate is show in ball and stick 
representation near the non heme active site. (D) AlkB enzyme complex with double 
stranded DNA, where the methylated base 6MA is shown in ball and stick representation 
in pink colour. (E) The geometry optimized active site of FTO non heme iron containing 
enzymes using Gaussion09 [12]. No negative frequencies were found in the structure 
indicating local minima on the potential energy landscape. (F) The 2OG atom numbering 
used in this study.  
 
7.1.2 2OG dependent dioxygenases that act on DNA or RNA  
The methylated DNA or RNA bases due to the endogenous and exogenous alkylating 
agents can be a source of cellular toxicity and mutagenesis and thus require urgent removal 
for the regulation of the normal metabolism of cellular environment [181].  AlKB and FTO 
(fat mass and obesity-associated enzymes) (Figure 7.2C, D) enzymes belong to 
superfamily of Fe(II)-and 2OG-dependent dioxygenases which carry out direct 
dealkylation to remove the methyl group from the base without breaking the sugar 
phosphate backbone. The crystal structure of AlkB and FTO reveals the presence of a 
conserved β-barrel fold; however the FTO contains an extra loop in the substrate entry site 
which inhibits the binding of the double stranded DNA molecule near the active site. Both 
the AlkB and FTO enzymes have unique ability to recognize different methylated 
DNA/RNA bases which forms the basis of their unique biological role in cellular 
environment [163-165, 182]. The crystal structure of human PHF8 [174], KIAA1718 
[174], FTO[178] [179] and AlkB [174] reveals the important atomistic details of the 
enzyme and the ligand binding and possible mechanism, but shows no information about 
how conformational flexibility and dynamics influence the protein structure and its impact 
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on the electronic structure of the active site. In order to study the conformational dynamics 
and its impact on electronic structure we performed long range MD, QM and QM/MM 
studies.   
 
7.2 METHODS AND PARAMETRIZATION  
7.2.1 System Preparation 
Histone Lysine Demethylases PHF8 and KIAA1718: The crystal structure of the PHF8 
(PDB: 3KV4) [174] in complex with substrate histone (H3) and cofactor analogue N-
oxalylglycine was used an initial structure. The missing linker region (residue 65-79) 
between the PHD and the Jumonji domain was modelled using Modeller software [139]. 
The crystal structure of KIAA1718 (PDB: 3KV6 chain D used here) complexed with 2-
oxoglutarate and oxygen molecule was used as an initial structural for the further structural 
preparation for this computational study. The oxygen molecule was removed from the 
crystal structure. The substrate histone H3 was modelled into the active site in the Jumonji 
domain by superimposing the PHF8 crystal structure with KIAA11718 using Maestro 
(Schrodinger LLC, New York). The H3K9me2 of histone was placed in vicinity of the 
metal centre however the H3K4me3 ligand made no interactions with the PHD domain due 
to extended nature of the PHD in KIAA1718 in comparison to PHF8. In order to solve this 
issue we modelled the parts of the H3K9me2 and H3K4me2  of histone H3 separately into 
the structure of KIAA1718 using UCSF Chimera [118].  To understand how the linkers are 
crucial for the enzyme activity of both PHF8 and KIAA1718 we modelled in the liker of 
PHF8 into KIAA1718 and vice versa. The modelling was performed using Modeller [139]. 
The linker of PHF8 consists of residues 65-79 and KIAA1718 consists of residues 97-114.  
The hybrid structures obtained were then subjected to molecular dynamics simulations.  
DNA base Demethylases FTO and AlkB: The crystal structure of FTO (PDB: 4IDZ [178, 
179]) was used as the starting structure for building the final structure to be used in this 
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computation study. The missing residues were added using modeller tool. The final 
structure of FTO was obtained by modelling the substrate 3-methylthymidine (3-meT) 
from 3LFM [178] to 4IDZ [179] crystal structure by aligning two structures using Maestro 
(Schrodinger LLC, New York). This was followed by replace of the Nickle (Ni
2+
) with the 
Fe(II) and N-Oxalylglycine with 2-oxoglutarate using GaussView 5.0 [87].  The crystal 
structure of the AlKB enzyme (PDB: 4NID[180]) in complex with 2-oxoglutarate and 
double stranded DNA containing N6-methyladenine (m6A) was used in this computational 
study. The Mn
2+ 
was replaced with Fe(II) using GaussView 5.0 [87] in AlkB to make it a 
productive complex and was used for this computation study. The AlkB enzyme was also 
modelled with the base only (6MA) instead of double stranded DNA to make comparison 
with the FTO single base simulation and to see how the DNA effect the conformational 
dynamics of the AlkB enzyme. The amber parameters for the N6-methyladenine were 
developed by using the CIF file (PDB: 6MA) using AM1-BCC charge model available in 
Antechamber and prepgen from AmberTools15 [7]. The wild type structure of AlkB 
(PDB:3BIE [183]) with substrate bases N1-Methyladenine was also used in this simulation 
studies.  The parameters for the ligand were developed using antechamber [7].   
The SwissPDBViewer was used for adding missing atoms and selecting one from the 
alternative side chain orientations [86]. The protonation states of ionisable sidechains of 
the proteins were assessed using H++ server [184]. The Histidine residues coordinating 
with the metal centre were assigned protonation states based upon the visual inspection of 
their local environment. The cofactor analogue N-Oxalylglycine was modelled to 2-
oxoglutarate by replacing the nitrogen with carbon atom using GaussView 5.0 [87] and 
was used as a cofactor in the computational study. The hydrogen atoms were added to 2-
oxoglutarate and 3-methylthymidine by using the reduce programme [185]. The amber 
parameters for the 2-oxoglutarate and 3-methylthymidine were developed using the general 
Amber force field (GAFF) [60] using Antechamber. The atomic charges of the cofactors 
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were calculated based on the electrostatic potential from single point HF/6-31G* 
calculations using Gaussian09[12]. The restrained electrostatic potential (RESP) [186] 
method was used for charge fitting procedure. The substrate histone H3 consisted of di and 
tri methylated lysine residues denoted as H3K9me2 and H3K4me3 respectively in the 
crystal structure [174]. The amber parameters for the Di-methylated lysine (M2L) and Tri-
methylated lysine (M3L) used in this study were obtained from [187].  
7.2.2 Metal Centre Parameter Builder 
The amber parameters for the active site containing Iron (Fe(II) high spin S=2, M=5, 
ground state [20, 67, 167, 168, 188, 189] and the coordinating ligands (2-oxoglutarate 
(bidentate), Histidine, Aspartic acid and water as monodentate) were prepared using the 
Metal Centre Parameter Builder (MCPB) using MCPB.py [190]. The metal centre 
parameters were derived based upon the bonded and electrostatic model approach in which 
the coordinating ligands are connected to metal through covalent bonds. The bond and the 
angle force constants were derived using the Seminario Method and the point charge 
parameters for the electrostatic potential were obtained using the ChgModB method 
(details in S.I with all the parameters and the charges). The Pabis et al have applied the 
MCPB tools in the past for the description of the mononuclear non heme iron centre and 
iron-sulfur Rieske cluster. The molecular dynamics simulations run using these parameters 
have reproduced the geometry of metal-ligand complex successfully [191]. The description 
of the Zinc ion and its coordinating ligands in the PHD domain were described using Zinc 
AMBER force field (ZAFF) [192]. 
 
7.2.3 MD Simulation 
The productive molecular dynamics simulations were performed using GPU version of 
PMEMD [193] engine integrated with Amber 15[7].  The FF14SB[7] force field was in all 
the simulation performed and Leap module was used to add missing hydrogen atoms and 
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counter ions for neutralisation of the protein system. All the systems were immersed into a 
truncated octahedral box with TIP3P [194]
 
water molecules such that no protein atom was 
within 10 Å of any box edge. The periodic boundary conditions were employed in all the 
simulations. Long-range electrostatic interactions have been calculated using the particle 
mesh Ewald (PME) method [95]
 
with a direct space and vdW cut-off of 8 Å. The various 
systems were subjected to energy minimization using first steepest descent (5000 steps) 
followed by conjugate gradient (5000 steps). The solute molecules were restrained using 
restrained potential of 100 kcal mol
−1
 Å
2
 and only solvent and ions were allowed to 
minimize. This was followed by full minimization of entire system with both steepest 
descent (5000 steps) and conjugate gradient (5000 steps) to relax the system prior to 
productive simulation. All the energy minimization, heating and equilibration were 
performed with CPU version of PMEMED. The systems were them subjected to controlled 
heating from 0 to 300K at constant volume using Langevin thermostat with a collision 
frequency of 1 ps
−1
 using a canonical ensemble (NVT) [195] MD simulation for 400 ps. 
The solute molecules were restrained using harmonic potential of 10 kcal mol
−1
 Å
2
 during 
the heating process. The SHAKE algorithm [196] was used to constrain bonds involving 
hydrogen. This was followed by equilibration at 300K in an NPT ensemble [94] for 1 ns 
without restrains on the solute molecules and the Berendsen barostat was used to maintain 
the pressure at 1 bar [93]. The SHAKE algorithm was used to constrain the bonds of all 
hydrogen atoms, a time step of 2 fs and the SPFP precision model were used for all MD 
runs. A production MD run with explicit solvent for continuous 1μs was performed in a 
NPT ensemble with a target pressure of 1 bar and a pressure coupling constant of 2 ps.  
The frames from the productive run were save every 10 ps. The trajectories were analysed 
using CPPTRAJ[197], VMD[97], UCSF Chimera[118] and R (Bio3D[98]). The Root 
Mean Square Deviation (RMSD) of C α atoms of the protein with respect to minimized 
crystal structure, Root Mean Square Fluctuations (RMSF), Radius of gyration (Rg), 
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Electrostatic interactions, hydrogen bonding, Solvent Accessible Surface Area (SASA), 
and cluster analysis were performed. The Bio3D package [98] in R was used to produce 
PCA and domain cross correlation. 
7.2.4 QM calculations 
The snapshots of structure were obtained from the minimized crystal structures of the 
various systems. The GaussView 5.0 [87] was used to set up QM calculations and 
Gaussion09[12] code was used to run all QM calculations. In all the calculations, Iron 
(Fe(II) high spin S=2, M=5, ground state [20, 67, 167, 168, 188, 189] and the coordinating 
ligands (2-oxoglutarate (bidentate), Histidine, Aspartic acid and water as monodentate) 
was used. The Histidine and Aspartic acid residues were truncated at the Cβ position and 
hydrogen atom were added to saturate the bonds.  Geometry optimization, frequency 
calculations and single point calculations were performed with Density Functional Theory 
(DFT) using unrestricted UBP86 functional [198] with 10 % exact HF (Hartree Fork) 
exchange [199] with 6-311G* basis set of the Fe and its coordinating atoms (Oxygen and 
Nitrogen ) from the ligand and rest of the atoms we employed 6-31G*. The stationary 
points obtained were checked using frequency calculations and are available in S.I. The 
calculations were also performed using unrestricted B3LYP functional   where Fe was 
treated with LANL2DZ [200] basis set and effective core potential (ECP) and rest of the 
atoms with 6-31G* basis set. A conductor-like polarizable continuum model (CPCM) with 
ε=4.3 (diethyl ether as solvent) was used in the QM calculations to mimic the hydrophobic 
active site in the protein [201]. The orbital analysis and the spin densities were obtained 
from the Gaussion09[12] and Multiwfn [202] .  
7.2.5 QM/MM calculations 
The snapshots for the QM/MM calculations were obtained randomly in no particular order 
from the MD trajectory performed on all the systems. The residues of all the enzymes 
including the water molecules which are within 35 Å of Iron (II) (expect for AlkB where 
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whole protein and DNA were used and water up to 35 Å) were involved in the QM/MM 
optimization. These snapshots were first subjected to energy minimization for 10,000 steps 
by using both steepest descend (5000) and conjugate gradient (5000) algorithms using 
amber14 [7]. The active site residues were restrained with restrained potential of 100 kcal 
mol
−1
 Å
2
 in the energy minimization in order to maintain the geometry of the active site. 
The energy minimized snapshots of all the enzymes were prepared using the Schlegel’s 
toolkit TAO for ONIOM calculation in Gaussion09 [12, 203].  The residues which are 
within 20Å of Iron (II) including water molecules were allowed to move freely during 
geometry optimization and rest of the system was frozen during geometry optimization in 
ONIOM. The QM/MM system (Figure 7.3 QM/MM of PHF8) was prepared using the 
GaussView 5.0 [87] and all the calculations were run using Gaussion09 code [12]. The 
Amino acids were assigned with the standard bonded and non-bonded terms available from 
the ff99SB force field [204] available in Gaussion09 [12]. The mechanical embedding 
scheme was used in the geometry optimization however we have also used electronic 
embedding scheme for the few snapshots. The non-bonded van der Walls parameters for 
the Iron were obtained from the Li et al 2013. The QM region in the QM/MM calculation 
is consistent with the QM calculation performed above and link atoms were used to 
saturate the dangling bond in the QM/MM calculation. The Harmonic vibrational 
frequency calculations were performed at (UBP86/GEN: AMBER) lever of theory and the 
basis set used here are consistent with the QM calculations performed. The stationary 
points obtained were then subject to single point energy calculation in order to obtain the 
orbitals and spin density information.  
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Figure 7.3 The QM/MM systems of PHF8. The residues and water molecules shown in the 
line representation are part of the MM region and the residues and solvent molecule shown 
in ball and stick model are part of the QM region. The link atom (Hydrogen) approach is 
used to saturate the dangling bond between the QM and MM region.  The residue within 
20 Å of the Fe (II) are free to move during the optimization. The structure is obtained using 
GaussView5 [87].  
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7.3 RESULTS AND DISCUSSION 
7.3.1 Conformational and Essential Dynamics of PHF8 
PHF8; The overall structural stability of PHF8 enzyme along with its PHD, Linker and 
Jumonji  domain were assessed by performing RMSD analysis of Cα atom with respect to 
energy minimized X-ray crystallographic structure for 1 μs trajectory. PHF8 enzyme 
showed equilibration around 100 ns with average RMSD value of 3.3 Å and rest of the 
analysis was performed on the equilibrated trajectory (Figure S7.1). The RMSD data 
suggest the PHD domain (average rmsd value 2.7 Å) showed increase structural deviation 
in comparison to the Jumoji domain (average rmsd value 1.8 Å). The low RMSD and 
structural deviation of the Jumonji domain shows its importance for accommodating the 
active site and provide stability to the active site. The Jumonji domain harbours the jelly 
like fold which is the common feature for most 2OG dioxygenases enzymes. The jelly fold 
is composed of beta sheets which run in parallel and antiparallel fashion relative to each 
other [164, 166]. The RMSD profile of jelly fold domain showed very low structural 
deviation (average RMSD value of 1.3Å) indicating it underwent limited deviation from its 
crystal structure which also supports the fact that this region provides stability to non heme 
active site. The RMSD profile of histone peptide also showed structural deviation with 
average value of 3.4 Å for 1 μ trajectory. The most significant effect on RMSD value (3.3 
Å) was seen in the linker region of PHF8 enzyme which connects PHD and Jumonji 
domain. The RMSD data shows that the linker region undergoes significantly increases 
conformational changes in comparison to rest of the protein. These results are in agreement 
with the crystal structure in which the residue of the linker region was missing and overall 
the region was assigned as a ‘disordered’ region by the crystal structure authors [174]. The 
RMSF analysis of PHF8 (Figure S7.2) enzymes shows the increased flexibility of both the 
PHD and the linker region in comparison to Jumojoi domain; however the linker region 
residues showed the highest peak in the plot. The N and C terminal region of protein 
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showed high peaks which are consistent with the literature [19, 158]. The residues 216 to 
230 also showed increased flexibility in Jumonji domain and belong to the loop region 
which is near the C terminal region of the protein and quite far away from the Jelly fold of 
PHF8 which harbours active site. The radius of gyration of PHF8 along with PHD, Linker, 
Jumonji and histone is shown in Figure S7.3. The major conformation motions of PHF8 
enzyme were identified by performing PCA analysis. The first few eigenvectors describes 
mainly describes the major conformational motion in biomolecular systems such as 
proteins. This technique has been applied successfully to find patterns in high dimensional 
data [205]. The figure S7.4 describes shows the proportion of variance of first 20 
eigenvectors against its eigenvalue rank.  The three eigenvectors describes up to 47 % of 
overall variance in the PHF8 enzyme. The first eigenvector mainly shows the overall 
motion of PHD and linker region of PHF8 (Figure S7.5 and S7.6). The second and third 
principal components mainly describe the motion of linker region and terminal regions of 
the proteins. The domain cross correlation analysis of the PHF8 enzyme is represented in 
figure S7.7. The linker region of the PHF8 enzyme showed region of anticorrelated motion 
against the Jumoji domain. The histone peptide showed positive correlated motion against 
both the PHD and Jumonji domain indicating its important interactions with the both 
domains. The M3L and its neighbouring residues showed positive correlation against the 
PHD domain especially the histone M3L binding region. The M2L showed positive 
correlation towards the active site region of the Jumonji domain. The residue of the jelly 
roll motif showed positive correlation against each other as well.  
 
7.3.1.1 Interactions of 2OG in PHF8  
The carboxylate group of the 2OG (Figure 7.2F) makes electrostatic interactions with side 
chain of K264 residue with average distance of 3.5 Å throughout the simulation (Figure 
S7.8). The N189, Y257 and T244 residues stabilized the carboxylate side chain of 2OG by 
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making hydrogen bonds. The hydrophobic part of the 2OG is then stabilized by interaction 
with the side chain of I191 and L236. The MD simulations showed that the side chain of 
S238 make hydrogen bonds with both the K264 and N189 residues and stabilizes these 
residues to partake interactions with the carboxylate group of the 2OG.  
 
7.3.1.2 Histone Interactions in PHF8 
The non-coordinating oxygen (O1) of the 2OG make made hydrogen bonds with the side 
chain of the M2L with average distance of 3.0Å (Figure S7.9) and occupancy of 93 %. 
The tri-methylated lysine residue (M3L) makes extensive hydrophobic interactions with 
the side chain of Y7, Y14 and W29 residue (hydrophobic cage) of the PHD domain with 
average distance of 4.5 Å, 4.7Å and 4.4Å respectively (Figure S7.10).  The backbone of 
M20 makes hydrogen bonds with the backbone carbonyl group of the M3L residue.  The 
histone peptide is stabilized by both the PHD and the Jumonji in the PHF8.  
 
7.3.1.3 QM/MM and MD atomistic analysis of PHF8 enzyme 
The comparison of the MD, QM and QM/MM distance are shown in table S7.1 and S7.2. 
The QM/MM calculations of five coordinated iron centre are displayed in table S7.3.  The 
C5 carboxylate group of the 2OG is stabilized by K264 side chain with average distance of 
3.5 Å in both MD and QM/MM optimization of all the snapshots. This is the common 
feature of both the PHF8 and KIAA1718 enzyme in which the lysine residue is involved in 
stabilization of C5 region of 2OG and indicates its importance in the drug design. The O3 
and O4 atoms of the C5 carboxylate region makes hydrogen bonds with the hydroxyl 
group of the Y257 and T244 with average distance of 3.36 Å and 3.50 Å respectively in 
QM/MM minimization. The same distances are slightly higher for hydrogen bonding in 
MD simulation where these distance are 3.96 Å and 4.31 Å respectively. The M2L base 
(NZ) atom was on average 2.99 Å away from the O1 of 2OG during QM/MM 
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minimization and made stable hydrogen bonds. The MD trajectory of the same distance 
also showed an average value of 3.5 Å. The side chain of the AP1 (Aspartic acid 
coordinating to Iron (II), OD2 atom) was stabilized by hydrogen bonds with the N333 
residue. In snapshot 300ns the bulky methyl group of the M2L base come close the iron 
and pushes N333 furthered away from AP1 and OD2 of AP1 is coordinated by water 
molecule using hydrogen bonds.  In snapshot 700ns, the M2L make hydrogen bonds with 
the N33 side chain and N333 stabilises the OD2 oxygen of the AP1. In snapshot 900ns, the 
M2L made hydrogen bond with the side chain of N333 and N333 made hydrogen bond 
with the AP1 (Figure 7.4).   
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Figure 7.4 The geometry optimized 900ns QM/MM snapshot of the PHF8 enzyme. (A) 
The active site of the PHF8 enzyme, (B) The full structure of PHF8 enzyme used for the 
QM/MM optimization. 
 
7.3.2 Conformational dynamics and Essential Dynamics of KIAA1718  
The overall structural stability of KIA1718 enzyme along with its PHD, Linker and 
Jumonji domain were assessed by performing RMSD analysis of Cα atom with respect to 
energy minimized X-ray crystallographic structure for 1 μs trajectory. KIAA1718 enzyme 
B 
266 
 
showed equilibration around 200 ns with the average RMSD value of 2.1 Å (Figure 
S7.11). The radius of gyration of KIAA1718 and its domain also show equilibration 
around 200ns as well (Figure S12). The PHD and Jumonji domains showed an average 
RMSD value of 2.5 Å and 1.5 Å respectively for the equilibrated trajectory. The PHD 
domain makes no interactions with the histone peptide as it is in the ‘extended’ 
conformation which might explain relatively increased RMSD profile. The crystal 
structure describes the distance of hydrophobic cage (potential histone binding site in 
KIAA1718) in PHD domain to the non heme active site in the Jumonji domain to be ~ 37 
Å. The centre of mass of hydrophobic core residue (P32-P37) to active site in the 
simulation revealed an average distance of 46.2 Å, indicating even more extended 
conformation of PHD domain as function of simulation time. The centre of mass of the 
PHD to Jumonji domain also showed an average distance of 40.1 Å during simulation 
furtherer indicating the extended conformation of the PHD domain. The PHD domain 
distance to histone peptide remained stable (average distance 29.0 Å) (Figure S7.13). The 
Jumonji domain harbours the jelly-roll motif which is the common feature for most 2OG 
dioxygenases enzymes. The jelly fold is composed of eight β-strands which run in parallel 
and antiparallel fashion relative to each other to form a squashed β-sheet barrel type 
structure [164, 166]. The RMSD profile of jelly fold domain showed very low structural 
deviation (average RMSD value of 0.6Å) indicating it underwent very limited deviation 
from its crystal structure which also supports the fact that this region provides stability to 
non heme active site also act as a place holder for substrate catalysis. The RMSD profile of 
histone peptide show higher structural deviation to rest of the domains of the KIA1718. 
Interesting the linker region of KIAA1718 showed very low RMSD with average value of 
0.9 Å as predicted by the crystal structure paper which describes the linker region to be in 
the ‘ordered’ conformation [174]. The low RMSD value of linker region in context of 
KIAA1718 means that the linker region plays a very limited role in influencing 
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conformational dynamics of PHD and Jumonji domain for substrate recognition and 
catalysis respectively. The RMSF analysis of KIAA1718 enzymes shows increased 
flexibility of the PHD in comparison to the Jumonji domain (Figure S7.14). The PHD 
domain is responsible for substrate binding and specificity. The lack of interactions of 
substrate due to extended nature of PHD domain correlates with increased flexibility of 
residues comprising PHD domain. The linker region residues showed significantly low 
flexibility and as suggested by crystal structure and have limited influence on the 
conformational dynamics of both PHD and KIAA1718 domains. The residues 255 to 265 
also showed increased flexibility in Jumonji domain and belong to the loop region which is 
near the C terminal region of the protein and quite far away from the jelly-roll motif of 
PHF8 which harbours active site.  The major conformation motions of the KIAA1718 
enzyme were identified by performing PCA analysis (Figure S7.15). The scree plot of the 
first 20 eigenvectors shows that the first two eigenvectors or principal components account 
for more than half (56.1 %) of overall variance in the KIAA1718. The visual inspection of 
the first PC shows the movement of PHD domain with respect to the Jumonji domain. The 
linker region showed no movement with respect to any of the domain and is quite rigid in 
terms of its conformational dynamics. The individual residue contribution towards the first 
PC were also computed and showed again the major contribution from PHD domain 
(residue 33-97) of KIAA1718. The dynamic cross correlation analysis shows that the 
residues belonging to the jelly roll motif (140-205, 325-340) showed positive correlation 
against the residue  belonging to (140 -205) of the Jumonji domain. The residues of the 
linker region showed correlated motion towards the residues (160-180) of the Jumonji 
domain. The residue in vicinity of linker also showed positive correlation against the 
Jumonji domain residues. The histone peptide residue also showed positive correlation 
towards the Jumonji domain residues, however showed negative correlation towards the 
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PHD domain. The residues of the PHD domain showed the region of large anti-correlated 
motion towards the Jumonji domain.  
 
7.3.2.1 Interactions of 2OG in KIAA1718  
The 2OG is located within the jelly roll motif and its non-coordinating C5 carboxylate 
group penetrates deep in the jelly roll barrel. The C5 of the 2OG makes electrostatic 
interactions with side chain of K299 residue with average distance of 3.3 Å throughout the 
simulation (Figure S7.17). The Lysine residue in PHF8 was also involved in stabilizing 
the C5 carboxylate group of 2OG with electrostatic interactions. This is a unique feature of 
JmJC subfamily however in other families such as FTO, AlkB normally Arginine is 
involved in the electrostatic interactions with the C5 group.  The side chain of Y292 and 
T279 also forms the part of cofactor binding site and stabilizes the C5 group of the 2OG by 
making hydrogen bonds with 97 % and 25.6 % occupancy throughout the simulation. The 
methylene carbon atoms of the 2OG maintained the extended conformation throughout the 
simulation and were stabilized by cluster of hydrophobic residues I195 and V325 with 
average distance of 4.7 Å and 4.0 Å respectively. The non-coordinating oxygen atom (O1) 
of 2OG made hydrogen bonds (occupancy of 92 %, average distance of 3.0 Å) with the 
side chain of di-methylated lysine residue of histone peptide.   
 
7.3.2.3 QM/MM and MD atomistic analysis of KIAA1718 enzyme 
The comparison of the MD, QM and QM/MM distance are shown in table S7.4 and S7.5. 
The side chain of residue K299 is involved in electrostatic interactions with the non-
coordinating C5 of 2OG both in MD simulation and QM/MM snapshots with average 
distance of 3.35 Å and 3.27 Å respectively.  The hydroxyl group of the Y292 residue made 
consistent hydrogen bonds with the O3 oxygen of the 2OG during the MD minimization 
and in all the QM/MM snapshots. However the side chain of T279 residue was on average 
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4.84 Å (MD simulation) away from the O4 of 2OG and only made hydrogen bonds in the 
600 ns and 700ns snapshot and in rest of the snapshots, the side of T279 moved slightly 
away from the 2OG. The N224 side chain was on average 4.22 Å away from the O4 of 
2OG during QM/MM minimizations. The M2L base (NZ) atom was on average 3.12 Å 
away from the O1 of 2OG during QM/MM minimization and made stable hydrogen bonds. 
The MD trajectory of the same distance also showed an average value of 3.12 Å. In the 
600n snapshot, the methylated base of  M2L come close to the iron centre,  the O1 of 2OG 
make no hydrogen bonds with the NZ of the base, however the side chain of N368 make 
hydrogen bonds with the NZ of the M2L  substrate. There is also disruption of the AP1 
OD2 hydrogen bond with the side chain of N368.  These results are similar to the PHF8 
enzyme.  In the 700ns snapshot, the side chain of the AP1 (OD2) made water-bridge 
mediated hydrogen bonds with the side chain of the N368 residue. The sidechain N368 
play an important role either it stabilizes the M2L when it gets close to the iron centre 
otherwise it is involved in stabilizing the OD2 of AP1. In the 800ns snapshot the AP1 
mediated water bridge hydrogen bond with the N368 residue as well.   
 
7.3.3 Conformational dynamics and Essential Dynamics of FTO  
FTO enzyme showed equilibration around 100 ns with average RMSD value of 4.2Å 
(Figure S7.18). The N and C domain of FTO showed average RMSD value of 4.5 Å and 
1.7 Å respectively. The RMSD profile of N domain of the FTO showed significantly larger 
structural deviation in respect to the C domain and indicates overall extend of greater 
conformational dynamics attributed by N domain of FTO. The major contribution of the 
overall RMSD of FTO is attributed by N domain. The N domain of the FTO enzyme have 
greater number of loop region which are known to experience greater structural deviation 
in respect to the alpha helix or beta sheets [17, 101] . The RMSD profile of residues 
connecting N to C domains showed average value of 0.7 Å. The jelly roll motif which is 
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the common feature of DNA/RNA and histone demethylases [164, 166] showed a stable 
RMSD profile with average value of 0.8 Å. The RMSD of jelly roll motif however showed 
a slight increase around 900ns and then stabilized for rest of the trajectory. The 
characteristic L1 loop [178] which is the unique feature of FTO enzyme showed stable 
RMSD value till 400ns however showed higher conformational dynamics after 500 ns and 
then stabilized for rest of the trajectory.  This loop is involved in substrate recognition. The 
radius of gyration of FTO and its N and C domains also show equilibration around 100ns 
with average value of 27.0 Å, 19.2Å and 17.3 Å respectively (Figure S7.19).  The centre 
of mass distance between the N and C domain of the FTO enzyme showed an average 
value of 36.8 Å for 1 μs trajectory (Figure S7.20). There was slight increase in the distance 
between two domains after 400ns during the simulation. The RMSF analysis of FTO is 
represented in figure S7.21. The residues ranging from 160 to 197 show a high flexibility 
in the N domain region.  These residues belong to the loop region and are far away from 
the active site of FTO enzyme. The residues ranging from 209 to 224 showed increased 
flexibility. The L1 loop belongs to this region and is important for the FTO. The high 
flexibility of loop region indicates its vital role in FTO. The residue ranging from 250 to 
260 which belong to the loop region show increased flexibility. The residue of the C 
domain ranging from 346 to 355 which are part of loop region show increased flexibly. It 
could be concluded from the RMSF analysis that the N domain residues show overall 
increased conformational flexibility in respect to C domain residues.  
The principal components analysis of FTO shows that the first three eigenvector represent 
50 % of overall variance in the FTO (Figure S7.22). The analysis of residues which 
contributes to the PC1 and PC2 are represented in figure S7.23.  The major contribution 
was made by residues in the N terminal residues of the FTO in both PC1 and PC2. The 
residues ranging from 160 to 197 show a high flexibility in PC2. The residue belonging to 
the L1 loop also showed increased contribution in both PC1 and PC2 plots. The visual 
271 
 
inspection of the PC1 (Figure S7.24) indicates similar results as shown by residue loading 
contribution for each PC. Overall the PCA analysis reveals that the major motions are 
experienced in the N domain of the FTO enzyme and the loop region of the N domain 
residues plays an important role in overall dynamics of the protein. The jelly roll motif 
remain in the intact position and show limited motion which is consistent with the idea that 
it harbours the active site of the protein and provide stable environment for catalysis. The 
motion of the L1 domain in PCA is an important feature extracted and is consistent with 
the RMSD and RMSF analysis.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5 The QM/MM optimized 300ns snapshot of the FTO enzyme.  
 
7.3.3.1 QM/MM  and MD atomistic analysis of FTO enzyme 
The comparison of the MD, QM and QM/MM distance are shown in table S7.6 and S7.7. 
The residue R316 stabilized the C5 carboxylate group of the 2OG with electrostatic 
interaction through the trajectory during MD simulation average distance of 3.97 Å. 
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However during the QM/MM minimization of the minimized crystal structure shows the 
distance to increase to 4.4 Å. However the side chain of R316 (NH2) is involved in making 
hydrogen bonds with O3 oxygen of the C5 carboxylate group with distance of 1.9Å and 
angle of 151.9 Å. The QM/MM minimization (Figure 7.5) of various snapshots (200, 300,  
700 and 800ns) showed consistent distance of ~3.94 between the side chain of R316 and 
C5 carboxylate group of 2OG. This results show the R316 residue stabilizes the 
carboxylate group of 2oG by salt bridges rather than hydrogen bonding. The hydroxyl 
group of Y295 residue made hydrogen bonds (average distance of all snapshots ~2.72 Å) 
with O3 of C5 carboxylate group of 2OG in 200-800ns snapshots. However the QM/MM 
minimized structure of the same distance showed distance of 5.13 Å indicating absence of 
hydrogen bonds. This indicates that the side chain of Y295 moves towards the 2OG 
cofactor and stabilizes its C5 carboxylate group. The side chain of S318 is involved in 
hydrogen bonding with the O4 oxygen of C5 group with distance of 2.56Å and angle of 
178.10 degree in the minimized QM/MM structure. The similar trend was seen in rest of 
the snapshots as well with average distance of 2.55 Å. The side chain of N205 makes 
hydrogen bonds with both the O4 and O1 of 2OG with distance and angle of 1.78 Å, 
178.71° and 2.81Å, 123.53° respectively in the minimized QM/MM crystal structure. 
However the distance in rest of the snapshot gradually increased to 3.74 Å and 3.80 Å 
respectively. The average distance of all the snapshots was computed to be 3.52 Å and 3.42 
Å respectively. These results were consistent with the average distance of 4.5Å and 3.11 Å 
during the MD simulation of FTO. The side chain of R322 in minimized QM/MM crystal 
structure made electrostatic interaction with the C1 carboxylate group of the 2OG and 
simultaneously involved in stabilization of the non-coordinating oxygen (OD2) of the AP1 
(Asp coordinated to Iron) with distance of 3.92Å and 3.14Å, 94.9° respectively. The NH2 
group of the R322 also was involved in the hydrogen with the O1 oxygen of 2OG 
C1carboxylate group.  The R96 residue was involved in hydrogen bonding with the O1 
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oxygen of 2OG and side chain of 3DT substrate with distance of 2.98 Å and 2.75Å 
respectively for minimized QM/MM crystal structure. The rest of the snapshot also showed 
similar profile apart from 800ns snapshot where there significant increase in distance to 
5.10Å and 3.80Å respectively. Overall the side chain of R96 residue play an important role 
in stabilizing both the substrate and cofactor in FTO enzyme. 
7.3.4 Conformational dynamics and Essential Dynamics of AlKB 
The overall structural stability of the AlkB enzyme along with double stranded DNA were 
assessed by performing RMSD analysis of Cα and backbone phosphorus atoms with 
respect to the minimized crystal structure. The AlkB enzyme showed equilibration around 
50 ns with average value of 4.0 Å (Figure S7.25). The backbone phosphorus atoms of 
DNA showed average value RMSD of 4.0 Å for entire length of the simulation. The 
RMSD of Cα only atoms of the protein showed the significantly lower structural (average 
value 1.4 Å) in contrast to the DNA molecule, it could be conclude that the overall increase 
in the RMSD profile of AlkB protein due to the DNA molecule. The jelly roll motif 
showed low and stable RMSD with average value of 0.8 Å through the simulation. These 
results are consistent with the above simulation of 2OG dependent proteins. The 
significantly stable structure of jelly roll motif is an important feature of all the 2OG 
enzymes [164, 166]. The active site loop consisting of residues from 133 to 140 belong to 
β6-β7 showed average RMSD value of 1.8Å for 1 μs simulation. The RMSD profile of 
active site loop showed a stable profile. The residues harbouring the active site are vital for 
catalysis therefor any unwanted perturbation of the loop might influence the catalytic 
activity of the enzyme. The radius of gyration of AlkB (Cα+P) showed an average value of 
19.5Å and was stable throughout the simulation (Figure S7.26). The radius of gyration of 
protein and DNA molecule also showed a stable profile with average value of 15.8Å and 
14.4Å for 1μs trajectory. The Rg of the active site loop of the AlkB protein also showed a 
stable profile with average value of 6.5Å (Figure S7.27). Centre of mass distance of the 
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protein from DNA indicates the relative movement of the two molecules in respect to each 
other. The centre of mass distance between the protein and DNA molecule during the 
simulation maintained and average value of 28.2 Å in contrast to its crystal distance of ~ 
24.0 Å (Figure S7.28). The increase in the distance during simulation indicates the more 
open structure of the AlkB enzyme in contrast to its crystal structure. The RMSF analysis 
(Figure S7.29) of AlkB enzymes reveals region of increased flexibility. The residue 
ranging from 81-90 which belong to loop region between β4 and B alpha helix showed 
increased flexibility. The residue of the active site loop (133-140) belonging to β6-β7 
showed increased flexibility and very important according to the crystal structure authors. 
The active site loop harbours D133 which make is part of the active site and residues in 
this loop make important interactions with the methylated DNA bases. These residues are 
significantly far away from the active site. The residue (160-170) of β9 and loop 
connecting β8-β9 showed increased flexibility and are located in close vicinity to DNA 
molecule. The residue 179 to 185 belonging to the C alpha helix and β11 also showed 
increased flexibility, β11 harbours the active site H187 residue. The backbone atoms of the 
terminal ends of the DNA molecule showed increased fluctuations which is consistent with 
the N and C terminal region of the protein.   
 
The principal components analysis of the AlKB enzyme which consistent of Cα and P 
atoms from protein and DNA molecules respectively showed major motions experienced 
by enzyme during 1μs simulation. (Figure S7.30). The scree plot of the eigenvectors 
showed that first four eigenvectors represented more than half of the total variance in the 
data set. The projection of PC1 on the atomic coordinates of the showed major motions in 
the AlkB enzyme which were mainly restricted to N and C terminal region of the protein. 
The active site loop showed motion towards the C alpha helix and β11. The loop region 
belongs to β4 and B alpha helix also experienced motions which were away from the 
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active site. Mainly the loop region of the AlkB enzymes showed motions. The jelly roll 
motif showed stability in the PCA analysis. The major motion experienced DNA during 
PCA analysis was mainly found on the terminal regions as shown by individual DNA 
bases loading of the PC1 and PC2 projection on the structure. The methylated DNA bases 
show it motion showed rather limited motion (Figure S7.31).  The domain cross 
correlation analysis of AlkB is represented in figure S7.32. The residues 17-25 belong to 
β1 show correlation against residues 175-180 of β10. The β10 belong to the jelly roll motif.  
The residues harbouring to β2 (59-64) show correlation towards residues 115-122 of β5 
and both these beta sheets are part of jelly roll motif. The residues of the active site loop 
(133-139; β6-β7) show correlation towards 187-195 (loop and β11).  The β11 is part of 
jelly roll motif and harbours active site residues which are involved in coordination with 
Fe(II).  The residues152-160 part of β8 shows correlation towards 187-195. In essence it 
could be said that the jelly roll motif show correlation against other. Interesting the 
residues (53-58) belonging to loop between A helix and β2 show correlation against 
middle of the DNA molecule in particular with 6MA.  
 
7.3.4.1 QM/MM and MD analysis of AlkB 
The comparison of the MD, QM and QM/MM distance are shown in table S7.8 and S7.9. 
The residue R204 stabilized the C5 carboxylate group of the 2OG with electrostatic 
interaction through the trajectory during MD simulation average distance of 3.97 Å. 
However during the QM/MM minimization of the minimized crystal structure shows the 
distance to increase to 4.06 Å. The QM/MM minimization of various snapshots (200, 400 
and 500ns) showed consistent distance of ~3.9 between the side chain of R204 and C5 
carboxylate group of 2OG. This results show the R204 residue stabilizes the carboxylate 
group of 2oG by salt bridges rather than hydrogen bonding. The hydroxyl group of Y122 
residue made hydrogen bonds (average distance of all snapshots ~2.70 Å) with O3 of C5 
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carboxylate group of 2OG in all the QM/MM snapshots (Figure 7.6).  The side chain of 
N206 is involved in hydrogen bonding with the O4 oxygen of C5 group with an average 
distance of 3.737Å in the QM/MM structures.  The R210 side chain in 200ns snap shot 
stabilized the OD2 of AP1. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.6 The QM/MM optimized structure of the AlkB enzyme.  
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7.4 CONCLUSION 
The non-heme Fe (II) active site parameters developed by MCPB reproduced the active 
site very well in the MD simulations for 1μs.The linker region is important in the 
histone lysine demethylase enzymes and the exchange of the linker region between 
these enzymes has an impact on the overall dynamics. The PHD domain binds to the 
tri-methylated lysine residue and lack of histone binding to the PHD domain increases 
its fluctuations. The relative free energy of binding indicates the stronger influence of 
vdW interactions form the PHD domain to histone binding. The jelly roll motif is 
stable in all 2OG dependent enzymes and showed extend of the positive correlated 
motions. The QM /MM ONIOM model maintained the overall architecture of the non-
heme Fe (II) active site in contrast to the QM cluster model. The effect of 
conformational flexibility was most importantly seen in the orientation of the 
H3K9me2, non-coordinating carboxylic side chain of 2OG and OD2 of the Aspartic 
acid. The stabilization of the 2OG by second spheres residues in all fours enzyme are 
consistent in both the MD and QM/MM optimizations. The MD and QM/MM 
simulations of the non-heme enzymes foster our understanding of the properties of the 
activated iron-oxygen complex. This provides us with the valuable information to 
design novel iron based catalyst which are both inexpensive and environmentally 
friendly. 
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7.5 SUPPORTING INFORMATION 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S7.1 The RMSD profile of the PHF8 enzyme along with its individual domains 
(PHD, Linker, Jumonji) and Histone substrate peptide. (A) RMSD of the PHD, Jumonji, 
Histone and Jelly roll motif, (B) The RMSD profile of the linker region. The rms command 
A 
B 
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in ccpptraj was used for the analysis. The trajectory was saved every 10 ps. The 
equilibrated trajectory from 200 to 1000 ns was used for the analysis.  
 
 
 
 
 
 
 
 
 
 
Figure S7.2 The RMSF profile of the PHF8 protein using Cα using cpptraj. The PHD 
domain of the protein is in blue column followed by linker region sandwiched between the 
PHD and Jumoji domain. The analysis was carried out on the equilibrate trajectory.  
 
 
 
 
 
 
 
 
 
 
Figure S7.3 The Radius of gyration of the PHF8 and its domains using Cα using cpptraj.  
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Figure S7.4 The plot of first 20 eigenvectors of PHF8 done using Cα atoms using Bio3d 
package in R 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S7.5 The projection of first eigenvector showing the major motion in the linker and 
the PHD domain of PHF8. The greater extend of atomic fluctuations of PHD and linker. 
The colour scale from blue to red represents low to high atomic displacements. 
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Figure S7.6 The residue wise loading of individual residues contributions (Å) to first two 
eigenvectors. The residue 1-65 belong to PHD domain and the linker residues are 65-79 
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Figure S7.7 The domain cross correlation of the PHF8 enzyme using Bio3D in R package.  
 
 
 
 
 
 
 
 
 
Figure S7.8 The interaction of the side chain of the K264 with the carboxylate group of 
2OG.  
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Figure S7.9 The interactions of the substrate M2L with the 2OG in the PHF8 enzyme.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure S7.10 The interactions of the substrate M3L with the PHD domain in the PHF8 
enzyme. Note here numbers of frames are equivalent to one microsecond trajectory.   
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Table S7.1 PHF8 QM/MM analysis of distance to the non heme Iron (II) of the ligands 
 
Name Equatorial 
His 
Axial 
His 
ASP 2OG 
(C1) 
2OG 
(C2) 
H2O di-
methylated 
QM Cluster 
minimized  
2.12 2.16 2.05 2.12 2.12 2.17 5.15 
Minimized 2.13 2.17 2.04 2.11 2.26 2.24 4.60 
300ns 2.13 2.13 2.00 2.17 2.15 2.29 4.28 
600ns 2.15 2.14 2.03 2.15 2.15 2.21 4.53 
700ns 2.16 2.13 2.12 2.08 2.22 2.21 4.21 
800ns 2.13 2.16 2.06 2.17 2.21 2.23 4.45 
800ns (EE) 2.14 2.16 2.09 2.09 2.15 2.20 4.50 
900ns 2.13 2.15 2.09 2.09 2.21 2.17 4.14 
1000ns 2.11 2.22 1.98 2.19 2.17 2.19 4.57 
QM/MM 
(Mec)(μ*)  
2.135 2.16 2.05 2.13 2.19 2.21 4.41 
QM/MM 
(Mec)( σ*) 
0.0151 0.029 0.0479 
 
0.040 0.0410 0.036 0.175 
MD μ**   2.30 2.15 2.022 1.98 2.11  4.64 
MD (σ*) 0.0912 0.0740 0.0651 0.060 0.116  0.66 
 
EE Electrostatic embedding, rest is all mechanical embedding schemes. 
μ* here is only performed for the analysis which has been done using Mechanical 
embedding scheme under ONIOM calculations.  
μ** here is the MD simulation averaged over 1μs trajectory.  
σ* here is the standard deviation of the QM/MM minimization.  
C5: here is the non-coordinating carboxylate group of the 2OG cofactor in FTO.  
O1: The non-coordinating oxygen of C1 of 2OG 
285 
 
Table S7.2 PHF8 QM/MM analysis of PHF8 of the second sphere interactions with active 
site.  
Name N189 (sc) 
O4 2OG 
Y257 
(sc) – O3 
2OG 
T244 (sc) 
– O4 2OG 
K264 
(sc) –C5 
2OG 
M2L (sc) 
– O1 2OG 
N333 –
O2 AP1 
Minimized  2.93 4.41 2.63 3.56 2.64 3.02 
300ns 4.39 2.64 2.66 3.50 2.62 5.76 
600ns 4.04 2.72 4.33 3.19 2.63 3.53 
700ns 3.17 4.32 2.59 3.48 4.07 3.36 
800ns 5.11 2.71 4.41 3.19 2.64 3.73 
800ns (EE) 5.31 2.68 4.49 3.20 2.78 3.62 
900ns 
 
4.76 2.69 4.29 3.16 3.93 3.31 
1000ns 2.91 4.73 2.61 5.33 2.60 3.75 
QM/MM 
(Mec)(μ*)  
4.07 3.36 3.50 3.58 2.99 3.76 
QM/MM (Mec)( 
σ*) 
0.974 0.9382 0.941 0.727 0.627 0.843 
MD μ**   5.35 3.96 4.312 3.505 3.505 3.52 
MD (σ*) 1.197 1.187 1.241 0.386 0.3441 0.344 
 
Table S7.3 PHF8 QM/MM analysis of distance to the non heme Iron (II) of the ligand with 
5-coordinated 
Name Equatorial 
His 
Axial His ASP 2OG (C1) 2OG (C2) di-
methylated 
Minimized  2.15 2.17 2.02 2.06 2.40 4.51 
Minimized 
(EE) 
2.09 2.09 1.97 2.04 2.24 4.95 
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Figure S7.11 The RMSD profile of the KIAA1718 enzyme along with its individual 
domains (PHD, Linker and Jumonji), Histone substrate peptide and jelly-roll motif. The 
rms command in ccpptraj was used for the analysis. The trajectory was saved every 10 ps. 
The equilibrated trajectory from 200 to 1000 ns was used for the analysis.  
 
 
 
 
 
 
 
 
 
Figure S7.12 The Radius of gyration of the KIAA1718 and its domains using Cα using 
cpptraj. 
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Figure S7.13 The centre of mass of the KIAA1718 domains for the equilibrated trajectory. 
Figure S7.14 The RMSF profile of the KIAA1718 protein using Cα using cpptraj.  
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Figure S7.15 (A) The projection of first eigenvector showing the major motion in the PHD 
domain with respect to the Jumonji domain. (B) The linker residue show very limited 
A 
B 
289 
 
motion. The residue wise loading of the individual residues contribution (Å) of the first PC 
in the KIAA1718.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure S7.16 The correlated and anti-correlated motion of KIAA1718 performed using  Cα 
atoms.  
 
 
 
 
 
 
 
 
 
Figure S7.17 The electrostatic interactions of K299 with C5 of 2OG.  
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Table S7.4 KIAA1718 QM/MM analysis of distance to the non heme Iron (II) of the 
ligands 
Name Equato
rial His 
Axial 
His 
ASP 2OG (C1) 2OG 
(C2) 
H2O di-
methyl
ated 
QM Cluster 
minimized  
2.17 2.14 2.08 2.11 2.11 2.17 5.15 
600ns  2.15 2.18 2.05 2.09 2.31 2.19 3.77 
700ns 2.15 2.13 2.11 2.13 2.24 2.19 4.51 
700ns(EE) 2.15 2.13 2.13 2.07 2.21 2.18 4.63 
800ns  2.13 2.14 1.98 2.25 2.11 2.20 4.30 
900ns 2.12 2.16 2.00 2.19 2.19 2.20 4.26 
1000ns  2.17 2.13 1.98 2.09 2.25 2.20 3.76 
QM/MM 
(Mec)(μ*)  
2.14 2.14 2.04 2.13 2.21 2.19 4.20 
 
QM/MM 
(Mec)( σ*) 
0.0176 0.0207 0.066 0.070 0.067 0.0081 0.366 
 
MD μ**   2.29 2.15 2.03 1.927 2.13  4.582 
MD (σ*) 0.0904 0.075 0.065 0.060 0.115  0.818 
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Table S7.5 KIA1718 QM/MM analysis of KIA1718 of the second sphere interactions with 
active site.  
Name N224 (sc) 
O4 2OG 
Y292 (sc) 
– O3 
2OG 
T279 (sc) – 
O4 2OG 
K299 
(sc) –C5 
2OG 
M2L (sc) – 
O1 2OG 
N368 –
O2 AP1 
600ns 4.08 2.63 2.60 3.39 4.00 3.72 
700ns 4.03 2.65 2.62 3.31 2.66 3.59 
700ns (EE) 3.83 2.74 2.64 3.34 2.78 3.57 
800ns 4.58 2.61 3.57 3.13 2.65 4.19 
900ns 4.60 2.58 4.03 3.25 2.66 4.68 
1000ns 4.23 2.61 4.11 3.24 3.97 4.88 
QM/MM 
(Mec)(μ*)  
4.22 2.64 3.26 3.27 3.12 4.10 
QM/MM 
(Mec)( σ*) 
0.310 0.056 0.726 0.091 0.672 0.572 
MD μ**   5.45 3.61 4.84 3.35 3.058 4.50 
MD (σ*) 0.742 1.018 0.892 0.160 0.430 0.568 
 
 
 
 
 
 
 
 
 
Figure S7.18 The RMSD profile of the FTO enzyme along with its individual domains (N, 
and C domain), L1 loop and jelly-roll motif. The rms command in ccpptraj was used for 
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the analysis. The trajectory was saved every 10 ps. The equilibrated trajectory from 100 to 
1000 ns was used for the analysis.  
 
 
 
 
 
 
 
 
 
 
Figure S7.19 The Radius of gyration of the FTO and its domains using Cα using cpptraj 
 
 
 
 
 
 
 
 
 
 
 
Figure S7.20 The centre of mass between N and C domains using Cα using cpptraj for 
equilibrated trajectory of FTO.  
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Figure S7.21 The RMSF analysis of the Cα of FTO enzyme. The residue marked with 
dotted magenta lines belong to the L1 loop.    
 
 
N-Domain C-Domain 
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Figure S7.22 The projection of first three principal components for FTO equilibrated 
trajectory for 100 ns to 1000ns. The Scree plot of the first 20 eigenvectors showing 
variances. The first three eigenvector representing half of the overall variance in the data 
set.  
 
295 
 
 
Figure S7.23 The contribution of individual residues towards the PC1 and PC2 in the FTO 
 
 
 
 
 
 
 
 
 
Figure S7.24 The PC1 projection on the FTO. The major motions are seen in the N 
terminal motion and the L1 loop region of the protein. The residues ranging from  160 to 
197 of the N domain of the FTO.  
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Table S7.6 FTO QM/MM analysis of distance to the non heme Iron (II) of the ligands 
Name Equatorial 
His 
Axial 
His 
ASP 2OG (C1) 2OG 
(C2) 
H2O Base 
(methyl) 
Minimized 2.17 2.13 2.11 2.11 2.23 2.20 4.67 
QM Cluster 
minimized  
2.15 2.13 2.08 2.08 2.15 2.21 5.51 
* Minimized 
(EE) 
2.18 2.12 2.13 2.09 2.16 2.16 4.71 
Minimized 
(Lanl2dz-
ECP) 
2.25 2.20 2.15 2.08 2.32 2.24 4.66 
* Minimized 
(EE) 
(Lanl2dz-
ECP) 
2.20 2.16 2.20 2.07 2.40 2.20 4.36 
200ns 2.12 2.13 2.13 2.15 2.13 2.17 4.65 
300ns 2.12 2.16 2.21 2.05 2.19 2.22 5.01 
700ns 2.09 2.17 2.15 2.13 2.15 2.20 5.34 
800ns 2.14 2.12 2.14 2.14 2.16 2.16 5.82 
QM/MM 
(Mec)(μ*)  
2.13 2.14 2.15 2.12 2.17 2.19 5.1 
QM/MM 
(Mec)( σ*) 
0.029 
 
0.022 
 
0.038 
 
0.039 0.038 0.024 0.492 
 
MD μ**   2.18 2.14 1.98 2.15 2.33  4.50 
MD (σ*) 0.085 0.078 0.075 0.102 0.142  0.30 
EE Electrostatic embedding, rest is all mechanical embedding schemes. 
μ* here is only performed for the analysis which has been done using Mechanical 
embedding scheme under ONIOM calculations.  
μ** here is the MD simulation averaged over 1μs trajectory.  
σ* here is the standard deviation of the QM/MM minimization.  
C5: here is the non-coordinating carboxylate group of the 2OG cofactor in FTO.  
O1: The non-coordinating oxygen of C1 of 2OG 
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Table S7.7 Table FTO QM/MM analysis of FTO of the second sphere interactions with 
active site  
 
Name R316 
(sc) – 
C5 
Y295 
(sc) – 
C5 
S318(sc) 
–C5 
N205 
(sc) – 
C5 
N205 
(sc) – 
O1 
R96 
(sc) – 
O1 
R96 
(sc) – 
3dt 
R322 
(sc) –
AP1 
R322 
(sc) –
O1 
Minimized 4.43 5.31 2.56 2.80 3.47 2.98 2.75 3.14 2.71 
* 
Minimized 
(EE) 
4.38 5.16 2.62 2.86 3.34 2.99 2.78 3.46 2.76 
Minimized 
(Lanl2dz-
ECP) 
4.44 5.34 2.56 2.80 3.59 2.90 2.81 2.77 2.71 
* 
Minimized 
(EE) 
(Lanl2dz-
ECP) 
4.39 5.31 2.61 2.85 3.43 3.01 2.89 2.87 2.77 
200ns 3.96 2.72 2.55 3.72 2.99 2.91 2.75 3.43 3.19 
300ns 3.96 2.73 2.56 3.60 2.89 2.76 2.82 2.76 3.85 
700ns 3.93 2.68 2.55 3.76 3.96 2.95 2.80 2.74 3.08 
800ns 3.94 2.76 2.54 3.74 3.80 5.10 3.80 3.84 3.30 
QM/MM 
(Mec)(μ*)  
4.04 3.24 2.55 3.52 3.422 3.34 2.98 3.18 3.22 
QM/MM 
(Mec)( σ*) 
0.216 1.157 0.0083 0.409 0.475 0.987 0.457 0.466 0.413 
MD μ**   3.97 3.71 3.25 4.55 3.11 2.94 2.89 2.87 4.40 
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Figure S7.25 The RMSD profile of the AlkB enzyme along with the active loop, jelly-roll 
motif and DNA. The rms command in ccpptraj was used for the analysis.  The Cα and 
backbone phosphorus atoms were used for the rmsd analysis. The overall rmsd of full 
complex AlkB was performed using both Cα and P atoms of protein and DNA 
respectively. The trajectory was saved every 10 ps. The equilibrated trajectory from 50 to 
1000 ns was used for the analysis.  
 
 
 
 
 
 
 
 
Figure S7.26 The radius of gyration of the AlkB protein. The Cα and P atoms were used 
for the analysis. The equilibrated trajectory was used. 
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Figure S7.27 The radius of gyration of the active site loop of the AlkB protein using Cα of 
the protein.  
 
 
 
 
 
 
 
 
 
 
Figure S7.28 The centre of mass of AlkB for protein and DNA molecule.  
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Figure S7.29 The RMSF of the protein and DNA molecule using Cα and P atoms for AlkB 
for equilibrated trajectory from 50 to 1000ns. The crystal structure residues start from 12-
214 for protein and are marked by red lines. The double stranded DNA molecule starts 
from 2-13. The dotted pink line indicates the active site loop (133-140) in the crystal 
structure.  
 
 
 
 
 
 
 
 
Protein 
DNA 
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Figure S7.30 The PCA analysis of the AlkB enzyme (PC1 vsPC2, Scree plot and 
projection of PC1 on to enzyme indicating the major motions in the protein by removing 
the noise from translational and rotational data from the MD trajectory).  
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Figure S7.31 The contribution of individual DNA base towards the PC1 and PC2 in the 
AlkB. The region marked in the red dotted line is methylated DNA baes 6MA.  
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Figure S7.32 The DCCM of the AlkB enzyme along with protein and DNA molecule. (1) 
residues 17-15 show correlation against 175-180, (2) residues (59-64) show correlation 
against 115-122, (3) residues 130-137 show correlation against 187-195, (4) residue 152-
160 show correlation against 187-195 residues, (5) residue 53-58 show correlation against 
6MA residue. 
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Table S7.8 AlKB QM/MM analysis of distance to the non heme Iron (II) of the ligands 
Name Equatorial 
His 
Axial 
His 
ASP 2OG (C1) 2OG 
(C2) 
H2O Base 
(methyl) 
QM Cluster 
minimized  
2.13 2.14 2.07 2.08 2.13 2.20 7.31 
Minimized 
(3BIE 1MA) 
2.12 2.11 2.05 2.01 2.36 2.12 4.88 
200ns 
(6MA) 
2.10 2.13 2.06 2.09 2.27 2.29 7.21 
Minimized 2.16 2.18 2.34 2.04 2.29 2.20 5.66 
200ns  2.18 2.15 2.15 2.06 2.27 2.23 7.25 
400ns  2.19 2.17 2.11 2.04 2.27 2.22 6.69 
500ns 2.18 2.18 2.13 2.02 2.27 2.23 8.50 
QM/MM 
(Mec)(μ*)  
2.18 2.17 2.18 2.04 2.27 2.22 7.025 
QM/MM 
(Mec)( σ*) 
0.0125 
 
0.0141 
 
0.106 
 
0.0163 
 
0.01 0.0141 
 
1.183 
MD μ**   2.30 2.13 2.10 2.00 2.19  7.44 
MD (σ*) 0.113 0.079 0.109 0.063 0.0967  0.787 
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Table S7.9 AlkB QM/MM analysis of AlKB (PDB: 4nid, 3bie) of the second sphere 
interactions with active site.  
Name R204 
(sc) – C5 
Y122 
(sc) – 
C5-
(O3) 
N206 
(sc)- 
C5-(O4)  
N120 
(sc) 
O1 
T208 
(sc) – O1 
W167 
(sc) –
AP1 
(OD2) 
R210(sc) -
AP1 
(OD2  
Minimized 
(3BIE) 
4.05 2.62 3.06 5.16 3.44 5.49 2.85 
200ns –
(6MA-base 
only) 
4.01 2.59 3.25 3.10 4.00 6.78 5.53 
Minimized 3.96 2.65 2.89 2.87 2.90 2.90 5.67 
200ns 3.99 2.69 3.52 2.90 4.08 5.19 2.87 
400ns 3.96 2.74 3.58 2.86 3.95 3.97 3.87 
500ns 3.99 2.71 3.52 2.82 3.50 5.45 7.17 
QM/MM 
(Mec)(μ*)  
3.97 2.70 3.37 2.86 3.60 4.37 4.89 
QM/MM 
(Mec)( σ*) 
0.0173 0.037 0.326 0.033 0.533 1.177 1.908 
MD μ**   4.06 3.02 3.47 2.98 4.18 6.54 7.48 
MD (σ*) 0.159 0.820 0.350 0.215 0.781 1.483 2.703 
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Non Heme Iron (II) parameters using MCPB 
MASS 
Y1 14.01         0.530               sp2 N in 5 memb.ring w/LP (HIS,ADE,GUA) 
Y2 16.00         0.434               carboxyl and phosphate group oxygen 
Y3 14.01         0.530               sp2 N in 5 memb.ring w/LP (HIS,ADE,GUA) 
Y4 16.00         0.434               Oxygen with one connected atom 
Y5 16.00         0.434               Oxygen with one connected atom 
Y6 16.00         0.000               oxygen in TIP3P water 
M1 55.85                              Fe ion 
  
BOND 
Y2-M1   51.3    2.0031      Created by Seminario method using MCPB.py 
Y3-M1   33.2    2.1816      Created by Seminario method using MCPB.py 
M1-Y6   68.6    2.0608      Created by Seminario method using MCPB.py 
Y5-M1    0.0    2.3463      Created by Seminario method using MCPB.py 
Y4-M1   15.7    2.1592      Created by Seminario method using MCPB.py 
Y1-M1   41.0    2.1534      Created by Seminario method using MCPB.py 
Y1-CV  410.0    1.394       JCC,7,(1986),230; HIS 
CR-Y1  488.0    1.335       JCC,7,(1986),230; HIS 
c -Y5  648.0    1.2140       SOURCE1    3682 0.0165 
CO-Y2  656.0    1.2500 
c -Y4  648.0    1.2140       SOURCE1    3682 0.0165 
CR-Y3  488.0    1.335       JCC,7,(1986),230; HIS 
Y3-CV  410.0    1.394       JCC,7,(1986),230; HIS 
Y6-HO  553.0    0.9572      TIP3P water amber 
  
ANGL 
c -Y4-M1    65.16     118.50    Created by Seminario method using MCPB.py 
CR-Y1-M1    55.83     129.66    Created by Seminario method using MCPB.py 
Y1-M1-Y5    30.49      90.79    Created by Seminario method using MCPB.py 
Y1-M1-Y4    42.10      92.32    Created by Seminario method using MCPB.py 
Y1-M1-Y2    37.90      92.87    Created by Seminario method using MCPB.py 
Y4-M1-Y6    51.18      75.44    Created by Seminario method using MCPB.py 
M1-Y6-HO    26.52     101.02    Created by Seminario method using MCPB.py 
Y4-M1-Y5    53.55      71.54    Created by Seminario method using MCPB.py 
CR-Y3-M1    56.84     121.84    Created by Seminario method using MCPB.py 
Y3-M1-Y5    33.79      82.29    Created by Seminario method using MCPB.py 
Y2-M1-Y5    32.34     175.71    Created by Seminario method using MCPB.py 
Y3-M1-Y6    37.98      98.74    Created by Seminario method using MCPB.py 
Y3-M1-Y4    40.98     153.62    Created by Seminario method using MCPB.py 
Y2-M1-Y4    49.01     106.06    Created by Seminario method using MCPB.py 
M1-Y1-CV    54.04     122.63    Created by Seminario method using MCPB.py 
Y2-M1-Y6    36.36      92.47    Created by Seminario method using MCPB.py 
CO-Y2-M1    47.81     140.11    Created by Seminario method using MCPB.py 
Y5-M1-Y6    36.95      83.50    Created by Seminario method using MCPB.py 
Y1-M1-Y3    36.61      91.36    Created by Seminario method using MCPB.py 
M1-Y3-CV    57.22     127.77    Created by Seminario method using MCPB.py 
Y2-M1-Y3    33.77      99.83    Created by Seminario method using MCPB.py 
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c -Y5-M1    57.20     111.53    Created by Seminario method using MCPB.py 
Y1-M1-Y6    35.15     167.60    Created by Seminario method using MCPB.py 
Y1-CV-H4    50.0      120.00    AA his 
Y1-CR-H5    50.0      120.00    AA his 
CR-Y3-CV    70.0      117.00    AA his 
2C-CO-Y2    70.0      117.00 
c3-c -Y5   68.03      123.11 SOURCE3          267 3.0977 
NA-CR-Y3    70.0      120.00    AA his 
CC-CV-Y1    70.0      120.00    AA his 
Y3-CR-H5    50.0      120.00    AA his 
CR-Y1-CV    70.0      117.00    AA his 
Y3-CV-H4    50.0      120.00    AA his 
Y4-c -o    78.17      130.38 SOURCE4          429 1.0315 
O2-CO-Y2    80.0      126.00 
NA-CR-Y1    70.0      120.00    AA his 
Y4-c -c    67.16      120.99 SOURCE4          233 2.0333 
CC-CV-Y3    70.0      120.00    AA his 
c -c -Y5   67.16      120.99 SOURCE4          233 2.0333 
HO-Y6-HO   100.       104.52    TIP3P water amber 
  
DIHE 
Y1-M1-Y5-c     3    0.00          0.0             3.     
Y4-M1-Y1-CV    3    0.00          0.0             3.     
c3-c -Y5-M1    3    0.00          0.0             3.     
Y3-M1-Y4-c     3    0.00          0.0             3.     
c -Y5-M1-Y6    3    0.00          0.0             3.     
CR-Y1-M1-Y3    3    0.00          0.0             3.     
NA-CR-Y3-M1    3    0.00          0.0             3.     
M1-Y1-CR-H5    3    0.00          0.0             3.     
CR-Y1-M1-Y6    3    0.00          0.0             3.     
CR-Y1-M1-Y5    3    0.00          0.0             3.     
CR-Y3-M1-Y4    3    0.00          0.0             3.     
M1-Y3-CV-H4    3    0.00          0.0             3.     
Y4-M1-Y3-CV    3    0.00          0.0             3.     
M1-Y4-c -o     3    0.00          0.0             3.     
2C-CO-Y2-M1    3    0.00          0.0             3.     
c -Y4-M1-Y6    3    0.00          0.0             3.     
Y5-M1-Y3-CV    3    0.00          0.0             3.     
NA-CR-Y1-M1    3    0.00          0.0             3.     
Y3-M1-Y6-HO    3    0.00          0.0             3.     
Y4-M1-Y6-HO    3    0.00          0.0             3.     
CR-Y1-M1-Y2    3    0.00          0.0             3.     
Y1-M1-Y3-CR    3    0.00          0.0             3.     
Y5-M1-Y1-CV    3    0.00          0.0             3.     
O2-CO-Y2-M1    3    0.00          0.0             3.     
Y2-CO-2C-HC    1    0.000         0.0             2. 
Y2-M1-Y6-HO    3    0.00          0.0             3.     
Y1-M1-Y4-c     3    0.00          0.0             3.     
Y1-M1-Y6-HO    3    0.00          0.0             3.     
c -Y5-M1-Y4    3    0.00          0.0             3.     
Y3-M1-Y1-CV    3    0.00          0.0             3.     
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CR-Y3-M1-Y6    3    0.00          0.0             3.     
Y3-M1-Y5-c     3    0.00          0.0             3.     
c -c -Y5-M1    3    0.00          0.0             3.     
CO-Y2-M1-Y6    3    0.00          0.0             3.     
CX-2C-CO-Y2    1    0.031       180.0            -4. 
CX-2C-CO-Y2    1    0.000         0.0            -3. 
CX-2C-CO-Y2    1    0.769       180.0            -2. 
CX-2C-CO-Y2    1    0.000         0.0             1. 
Y6-M1-Y3-CV    3    0.00          0.0             3.     
M1-Y1-CV-H4    3    0.00          0.0             3.     
M1-Y4-c -c     3    0.00          0.0             3.     
Y6-M1-Y1-CV    3    0.00          0.0             3.     
Y2-M1-Y3-CV    3    0.00          0.0             3.     
Y2-M1-Y3-CR    3    0.00          0.0             3.     
Y1-M1-Y3-CV    3    0.00          0.0             3.     
c -Y4-M1-Y5    3    0.00          0.0             3.     
CC-CV-Y1-M1    3    0.00          0.0             3.     
CO-Y2-M1-Y5    3    0.00          0.0             3.     
CR-Y1-M1-Y4    3    0.00          0.0             3.     
Y1-M1-Y2-CO    3    0.00          0.0             3.     
Y5-M1-Y6-HO    3    0.00          0.0             3.     
CR-Y3-M1-Y5    3    0.00          0.0             3.     
Y2-M1-Y1-CV    3    0.00          0.0             3.     
hc-c3-c -Y5    1    0.80          0.0            -1.         Junmei et al, 1999 
hc-c3-c -Y5    1    0.08        180.0             3.         Junmei et al, 1999 
CC-CV-Y3-M1    3    0.00          0.0             3.     
M1-Y3-CR-H5    3    0.00          0.0             3.     
Y2-M1-Y4-c     3    0.00          0.0             3.     
CO-Y2-M1-Y4    3    0.00          0.0             3.     
CO-Y2-M1-Y3    3    0.00          0.0             3.     
Y2-M1-Y5-c     3    0.00          0.0             3.     
X -CR-Y1-X     2   10.00        180.0             2.         JCC,7,(1986),230 
X -CR-Y3-X     2   10.00        180.0             2.         JCC,7,(1986),230 
X -CV-Y3-X     2    4.80        180.0             2.         JCC,7,(1986),230 
X -CV-Y1-X     2    4.80        180.0             2.         JCC,7,(1986),230 
  
IMPR 
X -X -c -Y4          10.5         180.          2.           JCC,7,(1986),230 
X -O2-CO-Y2         10.5          180.          2. 
X -Y4-c -o           1.1          180.          2.           JCC,7,(1986),230 
X -X -c -Y5          10.5         180.          2.           JCC,7,(1986),230 
  
NONB 
  Y1          1.8240  0.1700             OPLS 
  Y2          1.6612  0.2100             OPLS 
  Y3          1.8240  0.1700             OPLS 
  Y4          1.6612  0.2100             OPLS 
  Y5          1.6612  0.2100             OPLS 
  Y6          1.7683  0.1520             TIP3P water model 
  M1          1.409   0.0172100000       IOD set from Li et al. JCTC, 2013, 9, 2733 
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 CONCLUSION CHAPTER EIGHT
The MD reveal that the conformational flexibility and dynamics influences the structure-
functions relationships of enzymes [1]. Conformational flexibility is of key importance for 
understanding enzymes interactions with its ligands, understanding the effects of mutations 
and can be implemented in protein engineering and drug design [206] [207]. In TPST-2 
enzyme, the MD studies described the key effects of protein flexibility on the dimerization 
of TPST-2 and the dynamic nature of the interactions between the apoenzyme, the cofactor 
PAPS and the substrate peptide C4P5Y3. The study also suggested the more open 
conformation of the substrate peptide and its stabilization by hydrophobic residues located 
in vicinity of the active site [16, 158]. The MD of the NirE enzyme provides valuable 
insight into the enzyme structure-function relationships at atomistic level. The study 
discriminated between the two candidate arginine residues for the initial proton abstraction 
step indicating that R*149 is the likely proton abstractor. The binding of the substrate UP2 
contributes to the stabilization of the structure of the full enzyme complex [17]. MD 
simulations of the X-ray crystallographic structure of MMP-1 [18] revealed that 
conformational changes exercise an important role and influence the interactions between 
the enzyme HPX and CAT domains and revealed the existence of extensive correlated 
motions [19]. The interactions between the THP chains and the enzyme also have a 
flexible nature. Importantly, the study confirm prior NMR experimental results [131] that 
the X-ray crystallographic structure does not represent the functional enzyme-substrate 
complex. The MD simulations with exchanged linker regions from MMP-14 and MMP-13 
reveal the important role of the linker region to influence overall enzyme flexibility, the 
pattern of the correlated motions between the HPX and CAT domains, and the interactions 
between the triple-helical substrate and the enzyme [19]. The mutations influence the 
flexibility not only of the nearby residues around the site, but also have effect on the 
different closer or distant parts of the enzyme molecule which was seen in TPST-2, NirE 
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and MMP-1 enzymes [17, 19, 101, 158]. The MD studies on the non-heme Fe(II) and 2-
oxoglutrate (2OG) dependent dioxygenases provided curtail knowledge about the 
conformational effect of the linker region in PHF8 and KIAA1718 enzyme which was 
missing in the crystal structure [174]. The N domain of the FTO enzyme and the L1 loop 
region showed increased conformational flexibility and dynamics. The MD study also 
described the nature of the important second sphere interactions which stabilize the Fe (II) 
active site in KIA1718, PHF8, FTO and AlKB enzyme. The orientation of the histone 
peptide and DNA bases during MD simulations provided valuable insight into the enzyme 
catalysis. The QM/MM optimized structure of the reactant complex showed the effect of 
the conformational flexibility on the active site and its impact on the catalysis.  
 
The results obtained from the MD and QM/MM simulations provide important information 
regarding the flexibility of the important residues which are involved in catalysis. The 
geometric and electronic information obtained from the stationary points of the catalytic 
cycle are vital for the design of new inhibitor and biocatalysts in chemical biology [1, 2]   
and biotechnology industry [208]. The combination of directed evolution techniques and 
MD simulations has already produced enzymes with enhanced activity and increased 
thermal stability [205]. The effect of the mutations in or around the active site in the 
enzymes further provide atomistic insight into why certain mutants have high or low 
enzyme activity. The mutation of the residue also provides vital information for the task of 
improving the enzyme activity towards a broad range of substrates. The combinations of 
computational and experimental techniques have contributed to both the industrial and 
scientific community, helping to better understand biological catalysis. 
 
 
 
311 
 
 FUTURE WORK CHAPTER NINE
8.1 METADYNAMICS AND FREE ENERGY CALCULATIONS 
Aim: (1) To explore the large conformational changes which occur upon binding of doubly 
and triply methylated histone peptides to PHF8 and KIA using enhancing sampling 
methods followed by characterization of the free energy of binding of the histone peptide 
using free energy perturbation methods. (2) Identification of the differences in histone 
peptide binding in both PHF8 and KIAA1718 enzymes.   
Methods: In order to achieve this knowledge we will perform metadynamics[209], free 
energy perturbation and umbrella sampling simulations [210]. The classical atomistic 
Molecular Dynamics (MD) simulations will play an important role in the study of the 
conformational dynamics in the biomolecular systems however this requires a lot of  
computational time in order to sample the transitions separated by high energy barriers 
(“rare events”), which are expected to take place on long-timescale; these include 
processes such as histone binding and unbinding[209]. To overcome this issue, diverse 
approaches aimed at accelerating conformational transition in the framework of MD 
simulations have been developed. One promising technique is metadynamics, in this 
sampling is accelerated by adding an external potential bias as a sum of repulsive 
gaussians, which act on few degrees of freedom, named collective variables (CVs). The 
external potential added allows the ligand to escape from local minima (the bound state) 
and prevents the ligand from revisiting already sampled minima
5
. Metadynamics is a 
powerful approach as it not only allows us to characterized free-energy minima, but also to 
detects the metastable minima and transition states
6
, which is useful for kinetic studies. To 
verify the accuracy of the free-energy surface rebuild along well-defined CV with 
metadynamics, other MD-derived methodology will be applied. In details, free energy 
calculations [210] will be also carried out using the thermodynamic end states methods and 
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umbrella sampling, to accurately predict the binding of the histone to the PHF8 and 
KIAA1718 enzymes.  
8.2 PLAN OF THE STUDY 
I) Structure selection; The crystal structure of the PHF8 (PDB: 3KV4) [174] in complex 
with the substrate histone (H3) and the cofactor analogue N-oxalylglycine will be used as 
an initial structure. The missing linker region (residue 65-79) between the PHD and the 
Jumonji domain will be modelled using the Modeller software [139]. The crystal structure 
of KIAA1718 (PDB: 3KV6 ) [174] complexed with 2-oxoglutarate (2OG) and dioxygen 
will also be used as an initial structure. 
II) Metadynamics MD simulations of both PHF8 and KIAA1718 enzymes will be 
performed using the GPU-accelerated version of Desmond software.  The enzymes will be 
simulated in order to capture the major conformational changes which would happen 
during the histone peptide binding events. A free-energy surface of the binding process 
will be reconstructed along specific CVs able to distinguish the bound and unbound state 
of histone peptide to PH8 and KIAA1718 enzymes. Identified stationary points will be 
used as reference structures to perform additional simulations aimed at an obtaining an 
accurate energetics of this process.  
III) Free energy calculations which will be performed in Desmond software to study the 
energy changes related to histone binding and unbinding, the potential of the mean force 
will be calculated using umbrella sampling for the histone binding and unbinding events. 
The free energy analysis will provide valuable information on the metastable states of the 
histone peptide during its binding and unbinding to the PH8 and KIAA1718 enzymes. 
8.3 EXPECTED RESULTS  
The outcome of the project will provide us with the following information; (1) binding free 
energies of the histone peptide to the KIAA1718 and PHF8 enzymes; (2) Observations of 
large scale conformational motions during the metadynamics dynamics simulations. These 
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results will be useful in understanding the large conformational motion experienced by 
these enzymes along with the binding energies of histone peptides. The results obtained 
from this project will aid the pharmaceutical industry in rational based drug design. 
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