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Abstract
We consider the problem of strong approximations of the solution of Itô stochastic
functional differential equations (SFDEs). We develop a general framework for the
convergence of drift-implicit one-step schemes to the solution of SFDEs. We provide
examples to illustrate the applicability of the framework.
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1 Introduction
The subject of this note is a general framework for analysing mean-square
convergence results for one-step methods approximating the solution of a sys-
tem of Itô stochastic functional differential equations (SFDEs). We consider










j(s) for t ∈ [0, T ], (1)
X(t)= Ψ(t) for t ∈ J, where J := [−τ, 0]. (2)
By C(J ; Rd) we mean the Banach space of all continuous paths from J → Rd
equipped with the supremum norm ‖η‖ := sups∈J |η(s)|. Throughout the arti-
cle |.| denotes the Euclidean norm in Rd and 〈·, ·〉 its induced scalar product. As
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usual in the literature on functional differential equations, Xt denotes the his-
tory or memory functional of X, which is defined as Xt(u) = {X(t+u) : u ∈ J}
with Xt ∈ C(J ; Rd). Let (Ω,A, {At}t∈[0,T ], P) be a complete probability space
with the filtration {At}t∈[0,T ] satisfying the usual conditions (that is, it is in-
creasing and right-continuous, and each {At}, t ∈ [0, T ] contains all P-null
sets in A) and let W (t) = (W 1(t), . . . , W m(t))T be an m-dimensional stan-
dard Brownian motion on that probability space. We denote the mean-square
norm of a vector-valued square-integrable random variable z ∈ L2(Ω; Rd)
by ‖z‖L2 := (E |z|2)1/2, where E is expectation with respect to P. The initial
path Ψ(t) : J → Rd is assumed to be a continuous and A0-measurable random
variable such that ‖Ψ‖L2 < ∞.
The history functional Xt provides a very general description of the depen-
dence on the past. Of course, the simplest case is given by (deterministic or
stochastic) ordinary differential equations (ODEs), that is when there is no
dependence on the past. However, a large variety of specific forms of mem-
ory appear in the literature and it is common numerical practice to develop
appropriate methods according to that specific form. For further reference we
give here examples of widespread classes of SFDEs. If we set F and G to be
of the form
H(s, X(s), X(s− τ)) or H(s, X(s), X(s− τ(s))), (3)
then we call (1) an SFDE with a discrete or variable lag, respectively. The
function τ(s) with τ(s) ≤ s may be random, i.e. a random process indepen-
dent of the driving Wiener process (see [20, Chap.VI,§3]). If we let F and G




K(s, u, X(s + u)) du) (4)
then we call (1) an SFDE with a distributed delay term. Note that we do not
consider state-dependent delays or vanishing lags here. We refer for example
to [5,9,12,14,19,20] for a general background on (deterministic and stochastic)
functional differential equations (FDEs).
1.1 A brief review of methods and aims
The representation of the memory term is a central problem in the numerical
analysis of FDEs, deterministic and stochastic. In the deterministic literature
a large variety of methods has been developed and analysed. The simplest case
(apart from the ODE case) of one or more discrete, commensurable delays and
a fixed step-size essentially reduces the problem to that of numerical analysis
of methods for ODEs and Bellman’s method of steps. However, all standard
ODE methods have been extended to more complicated types of memory
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as well, with for example Hermite interpolation or continuous extensions of
Runge-Kutta methods or quadrature dealing with the memory functionals.
Several computer packages designed for the numerical solution of FDEs are
available on the web. The recent book by Bellen and Zennaro [5] provides a
good account of the results in the deterministic case.
For stochastic FDEs the situation is much less satisfactory. A theorem concern-
ing mean-square convergence for explicit one-step schemes applied to SFDEs
with discrete delays and global Lipschitz coefficient functions has been pre-
sented in [2] (see also the references in that article for previous work on
the topic). However, the main method used and investigated is the Euler-
Maruyama method, i.e. the stochastic version of the basic Euler scheme. The
consistency analysis in [2] was performed for the Euler-Maruyama method.
The latter has also been applied to SFDEs with variable delays and local
Lipschitz conditions on the coefficient functions, using an interpolation at
non-meshpoints by piecewise constants, in [15]. In [16] the Euler-Maruyama
method has been applied to SFDEs with the general memory term Xt, where
this was linearly interpolated, under local and global Lipschitz conditions on
the coefficient functions. In [10] the authors developed and analysed a Milstein
scheme for SFDEs with discrete delays. It turns out that the appropriate ver-
sion of the Itô-formula for the numerical analysis on that class of SFDEs
requires the application of Malliavin calculus.
The goal of this article is to provide a systematic approach to the analysis
of mean-square convergence for drift-implicit one-step schemes for the ap-
proximation of the solution of Eq. (1) under global Lipschitz conditions on
the coefficient functions. As in the numerical analysis of deterministic ordi-
nary differential equations (e. g. [8, Chapter II.3], principally for Runge-Kutta
methods) and delay differential equations (e. g. [5, Thm. 3.2.8] and [21,22])
or stochastic ordinary differential equations (e. g. [17, Thm. 1.1]), Theorem 1
constitutes the basis for the detailed analysis of particular methods. The the-
orem says that under certain conditions global error estimates for a method
can be inferred from estimates on its local error. An analysis of the local er-
ror in methods for FDEs also includes the analysis of the error made in the
representation of the memory term. Thus, on the basis of Theorem 1, one can
concentrate on the questions concerning quadrature and interpolation meth-
ods arising in a stochastic setting. Another important issue is the analysis of
methods for equations with small noise (see e.g. [7,18]), i.e. equations of the
form
X(t) = X(0) +
t∫
0





ε Ĝj(s, Xs) dW
j(s),
where ε is a small parameter and the Ĝj’s and their derivatives are of moderate
size. In this case it would be useful to apply reliable continuous Runge-Kutta
methods in the approximation of the drift part with appropriate extensions for
the diffusion part. A further example, SFDEs with random lags, also shows
that the analysis of numerical methods for functional differential equation
needs to take into account the approximation of the specific history term.
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This topic will be pursued in future work.
To illustrate the applicability of our general framework we give in Section 4
examples of classes of SFDEs and show how the conditions required in Theo-
rem1 can be interpreted in these cases.
2 Definitions and Preliminaries
We assume that the drift and diffusion functionals F : [0, T ]×C(J ; Rd) → Rd
and Gj : [0, T ] × C(J ; Rd) → Rd, j = 1, . . . , m, are continuous and satisfy
uniform Lipschitz conditions and linear growth conditions with respect to
their second argument. By [14, Thm 5.2.3] there exists a path-wise unique
strong solution to Eq. (1).
We define a family of meshes with a uniform step-size on the interval [0, T ] by
T Nh := {0 = t0 < t1 < t2 < · · · < tN} ⊆ [0, T ], (5)
with tn = nh, n = 0, . . . , N, hN ≤ T , N ∈ N.
For some types of delay, e.g. for (3) with variable lags, the arguments tn−τ(tn)
will not (necessarily) be mesh-points. In this case, after choosing a step-size h
and thus a mesh T Nh , we can define a second non-uniform mesh, which consists




:= {t0 = s0 < s1 < · · · < · · · < sÑ = tN} ⊆ [0, T ], (6)
where (e.g.) for some , k one has s = tn − τ(tn), sk = tn for tn ∈ T Nh and
tn − τ(tn) > 0. The number Ñ is N plus the (finite) number of points which
additionally have to be included. We can also represent any point s ∈ SÑ ,
with tn < s ≤ tn+1, by
s = tn + ζh, where tn, tn+1 ∈ T Nh and ζ ≡ ζ(s) ∈ (0, 1]. (7)
We denote by Jh the similarly discretized initial interval where Jh ⊆ J .
The approximation method given below incorporates a finite number, say r,
of multiple Itô-integrals and it depends linearly on them. We denote multiple













j1(s1) . . .dW
jl(sl), (8)
where ji ∈ {0, 1, . . . , m}, i = 1, . . . , l and dW 0(s) = ds. If f ≡ 1 we omit
the argument (f), if τ2(t), . . . , τl(t) are not required and if there is only one
Wiener process involved, we omit the corresponding superscripts. For more
























dW (s2) dW (s1).
Note that only the first two integrals appear in the numerical analysis of
stochastic ordinary differential equations, the third integral is peculiar to
stochastic delay differential equations and is required in the Milstein scheme
for SFDEs with constant delays, see [10]. If necessary, then using the fixed
step-size h on T Nh makes it possible to construct the multiple Itô-integrals
from left to right on the fixed, but non-uniform mesh S
Ñ
.
In our discussion of numerical methods we will denote by Y (tn) the approx-
imation of X(tn) at some point tn in T Nh . For simplicity the initial values
will be taken as Y (ti) := Ψ(ti) for ti ∈ Jh. Further, {Y (F/G)htn } will denote




represents the collection of multiple Wiener integrals (8) corresponding
to the increment function φi. We define drift-implicit one-step methods for the
simulation of the solution X of (1) as









The approximation {Y (F/G)htn } is a discrete memory functional from Jh to Rd.
In general it will depend on the particular structure of the dependence on
the past in (1). For (3), where (with a certain constraint on the step-size h)
the delayed arguments are always part of the mesh T Nh , the approximation
{Y (F/G)htn } simply consists of a finite number of already computed values of
Y (tn). If the delayed arguments are not part of T Nh , but in SÑ , we define a
continuous interpolant of (9) using the representation (7), i.e. for tn ∈ T Nh and
ζ ∈ (0, 1] we set










The increment functions φ̃ and φ̃i may be given by continuous extensions of
the method (9) itself or by some interpolation method. Thus the method (9)
together with (10) mirror the standard approach via continuous ODE methods
presented in Chapters 3 and 4 in Bellen & Zennaro [5]. For (4) the evaluation
of the memory functional requires an additional approximation such as the re-
placement of an integral by a quadrature formula. Thus, the functionals F and
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G (and their derivatives) appearing in the increment functions φ, φi, etc. will
be replaced by discretized functionals Fh and Gh and we denote this in (9) and
(10) by using the superscripts Fh and Gh on {Ytn}. We shall require that the
discrete functionals Fh and Gh converge in the ‖.‖L2 norm to F and G, respec-
tively. Note that it may be necessary to give the corresponding convergence
proof when considering e.g. numerical quadrature of stochastic processes, as
it may not be part of the existing theory on numerical quadrature.
The method (9), together with the interpolant (10) and the discrete functionals
Fh and Gh are required to generate iterates Y (tn) which are Atn-measurable.
Further important properties required of the increment functions in (9) and
consequently in {Y (F/G)htn } and (10) are that they are uniformly Lipschitz con-
tinuous with the right-hand side of the Lipschitz condition resulting in a finite
sum. To achieve this we introduce some rather technical conditions, we give in
Section 4 examples of their use. It would be more elegant at this point to write
the Lipschitz condition with a supremum over the delay interval (as in [22]),
however subsequent estimates with the expectation would be more difficult.
Lipschitz conditions on the increment functions: Assume that there
exist positive constants Lφ, Lφi , a positive real number M and an integer L,
which may both depend on the step-size h, but their product ML is finite.
Then we require of φ and φi for all discrete memory functionals ξ, η : Jh → Rd
and all t, t′ ∈ T Nh , t > t′ and a finite subset SL(t′) of SÑ , (SL(t
′)) = L ((.)
denoting the number of elements of a set), with s < t
′ for all s ∈ SL(t′):
|φ(t, t′, ξt, ξt′) − φ(t, t′, ηt, ηt′)|
≤ Lφ
(








{φi(t, ξt) − φi(t, ηt)} I t,t+hφi |At
)
= 0 , (12)
E
(





≤ h Lφi( E|ξ(t′) − η(t′)|2 + M
∑
s∈SL(t′)
E |ξ(s) − η(s)|2 ). (13)
We shall establish a relationship between convergence, that is, the behaviour
of the global error of the approximation to consistency, that is the local er-
ror, measured in an appropriate way. We would like to point out that for the
analysis of one-step schemes essentially two different but related concepts are
used in the literature. In the first one the local error is defined as the defect
that is obtained when the exact solution values are inserted into the numerical
scheme. In the second one the local error is defined as the difference after one
step of the exact and the numerical solution started at an arbitrary determin-
istic value. These concepts differ in the way the error is transported to the
end of the integration interval, in the first via the numerical method, in the
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second via the exact solution. The second definition has been used by Milstein
in the proof of Theorem 1.1 ([17]). For comparison of these principles in the
deterministic setting see [8, Chapters II.3,III.4]. In this article we will consider
the first approach and we now define what we understand by local errors.
Definition 1 The local error for the method (9) is defined, with X(tn) being
the exact solution of (1) for tn ∈ T Nh , as the sequence of random vectors in Rd
δh(tn) = X(tn+1) − X(tn)













tn denotes the evaluation of the discrete functionals Fh and Gh
using the exact solution X.
The functionals F and G have to be replaced by discrete approximations
such as quadrature formulas when the memory is as (4). For memory of the
type (3) X
(F/G)h
tn simply becomes the solution X evaluated at the delayed
arguments. We will consider mean-square consistency and convergence of our
approximations in the following sense.
Definition 2 The approximation Y for the solution X of (1) is said to be
mean-square consistent with order p (p > 0) if the following estimates hold:
max
tn∈T Nh




‖δh(tn)‖L2 ≤ C hp+
1
2 as h → 0, (16)
where the generic constant C does not depend on h, but may depend on T and
the initial data.
Definition 3 The approximation Y for the solution X of Eq. (1), defined on




‖X(tn) − Y (tn)‖L2 ≤ C hp as h → 0, (17)
where C < ∞ is independent of h, but may depend on T and on the initial
data.
3 Convergence
We first discuss the solvability of the recurrence equation. It is obvious that
the approximations {Y (tn)}n∈N can be computed iteratively, if φ in (9) does
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not depend on Y (tn+1). When the function φ in (9) does depend on Y (tn+1),
the general (and standard) approach to proving existence and uniqueness of
a solution is to assume (global) Lipschitz-continuity of the right-hand side
of (9) with respect to Y (tn+1), require a Lipschitz constant less than 1, and
then to apply Banach’s contraction mapping principle. In addition, we have to
verify that the mean-square norm of the iterates exists. (The straightforward
extension to fully implicit systems would serve as an example were the mean-
square norm of the iterates does not exist.) The arguments do not differ in
an essential way from those in either the deterministic literature (see e.g.
[5, Thm.4.2.3]) or for stochastic ordinary differential equations (see e.g. [24,
Thm.5]).
We now state the main result of this article.
Theorem 1 We assume that F and G in Eq. (1) are uniformly Lipschitz-
continuous in their second argument. Further we suppose that the increment
functions φ and φi in the recurrence (9) satisfy the estimates (11), (12) and




‖X(tn) − Y (tn)‖L2
≤ C max
tn∈T Nh
(h−1 ‖ E( δh(tn)|Atn)‖L2 + h−
1
2‖δh(tn)‖L2), (18)
where C < ∞ is independent of h, but may depend on T and on the initial
data. If the method (9) is mean-square consistent of order p, i.e. the method
satisfies (15) and (16), then it is convergent in the sense of Definition 3 with
order p.
Proof: Define e(tn) := X(tn)− Y (tn) for tn ∈ T Nh . Note that the error e(tn)
is Atn-measurable, since both X(tn) and Y (tn) are Atn-measurable random
variables.












and X(tn) and rearranging we obtain
e(tn+1) = X(tn+1) − Y (tn+1) = e(tn) + δh(tn) + U(tn),
where δh(tn) is given by (14) and U(tn) is defined as
U(tn) := h φ(tn+1, tn, XFhtn+1 , X
Fh



















We will frequently use the Cauchy-Schwarz inequality and the inequality
2 ab ≤ a2 + b2. Various properties of conditional expectation, which can be
found in, e. g. [23], will also be applied. We obtain
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| e(tn+1)|2 = 〈e(tn) + δh(tn) + U(tn), e(tn) + δh(tn) + U(tn)〉
≤ | e(tn)|2 + |δh(tn)|2 + |U(tn)|2 + 2 〈e(tn), δh(tn)〉
+2 〈e(tn),U(tn)〉 + 2 |U(tn)| |δh(tn)|
≤ | e(tn)|2 + 2 |δh(tn)|2 + 2 〈e(tn), δh(tn)〉
+2 〈e(tn),U(tn)〉 + 2 |U(tn)|2 .
Thus, taking expectation and taking the modulus, yields
E | e(tn+1)|2 ≤E | e(tn)|2 + 2 E |δh(tn)|2 + 2 |E 〈e(tn), δh(tn)〉|︸ ︷︷ ︸
1)
+ 2 | E 〈e(tn),U(tn)〉 |︸ ︷︷ ︸
2)
+ 2 E |U(tn)|2︸ ︷︷ ︸
3)
. (20)
For the term labelled 1) in (20) we obtain immediately





≤ 2 E |〈e(tn), E (δh(tn)|Atn) 〉|
≤ 2
(




h−1 E | E( δh(tn)|Atn)|2
)1
2
≤h E | e(tn)|2 + h−1 E | E( δh(tn)|Atn)|2. (21)
In the terms 2) and 3) the Lipschitz conditions on the increment functions
will play their part.
For the term labelled 2) in (20) we first estimate | E (U(tn)|Atn) | using
the definition (19) of U(tn) and the Lipschitz condition (11) on φ as well as
condition (12) on φi, i = 1, . . . , m. We obtain
| E (U(tn)|Atn) |
= | E
(































E (|X(s) − Y (s)| |Atn)
}
= h Lφ E
(






Inserting this estimate into the term labelled 2) in (20) yields
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≤ 2 E |〈e(tn), | E (U(tn)|Atn) | 〉|
≤ 2 h Lφ
(
E |〈e(tn), e(tn+1)〉 | + E |〈e(tn), e(tn)〉| + M
∑
s∈SL(tn)
E |〈e(tn), e(s)〉 |
)
≤h Lφ E | e(tn+1)|2 + h C1 (E | e(tn)|2 + M
∑
s∈SL(tn)
E | e(s)|2) . (22)
For the term labelled 4) we have, due to the properties (11) and (13) of the
increment functions,
2 E |U(tn)|2 ≤ 4 h2 E |φ(tn+1, tn, XFhtn+1, X
Fh




















≤ 4 h2 L2φ E
(










E |X(tn) − Y (tn)|2 + M
∑
s∈SL(tn)
E |X(s) − Y (s)|2
)
≤ 12 h2 L2φ E | e(tn+1)|2 + h C1 E | e(tn)|2 + h C1 M
∑
s∈SL(tn)
E | e(s)|2 . (23)
Combining these results, we obtain
E | e(tn+1)|2 ≤ (1 + h C1 ) E | e(tn)|2 + h (Lφ + 12 h L2φ) E | e(tn+1)|2




+2 E |δh(tn)|2 + h−1 E | E( δh(tn)|Atn)|2.
Hence
(1 − h (Lφ + 12 h L2φ)) E | e(tn+1)|2
















R0 = 0, Rk = max
0≤i≤k
E| e(ti)|2 and Γk = max
0≤i≤k
γh(ti), (25)
and by using 1 + h C11 − h C2 = 1 + h C3 with C3 =
C1 + C2
1 − h C2 and requiring 0 <
h C2 < 1 for C2 = Lφ + 12 h L
2
φ, we can estimate from (24)
Rn+1 ≤ (1 + h C3) Rn + C h Γ2n.
By iterating and observing that h(n + 1) = tn+1 ≤ T , we obtain
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Rn+1 ≤ (1 + C3h)n+1R0 + C h Γ2n
n∑
k=0
(1 + C3 h)
k











(eC3 h(n+1) − 1) ≤ Γ2n
C (eC3 T − 1)
C3
.
The assertion follows by taking the square-root.
Remark 1 The proof can be easily adapted to cover the error e(tn+ζh) when
one has to include the interpolant (10) at a point sk in SÑ . Further, errors
in the starting values can be dealt with in the usual manner by considering a
term R0 
= 0. Obviously, they need to be bounded in the ‖.‖L2-norm.
4 Applications
In this section we show how our framework can be applied to several classes
of SFDEs covered by Eq. (1), where we have chosen the scalar case for ease
of exposition. We always assume that a suitable initial condition (2) is given
and that the starting values are obtained from evaluating Ψ on Jh. The Θ-
Maruyama method will serve as an archetypical drift-implicit method in all
examples.
Example 1 (SODEs)
We begin with the simplest case of an SFDE, which is the instantaneous
SODE:
dX(t) = f(t, X(t)) dt + g(t, X(t)) dW (t), t ∈ [0, T ], X(0) = x0.
The Θ-Maruyama method reads
Y (tn) + h
(
Θf(tn+1, Y (tn+1)) + (1 − Θ)f(tn, Y (tn))
)
+ g(tn, Y (tn)) I
(tn,tn+1)
(1) .
Obviously, there is no interpolation of a memory term involved and the func-
tions f and g do not need to be replaced by discrete functionals. The condi-
tions (11) and (13) on the increment functions for some functions ξ, η and all
t, t′ ∈ T Nh , t > t′ reduce to
|Θ(f(t, ξ(t)) − f(t, η(t))) + (1 − Θ)(f(t′, ξ(t′)) − f(t′, η(t′)))|
≤ LΘ,f
(
|ξ(t) − η(t)| + |ξ(t′) − η(t′)|
)
,
and E|{g(t′, ξ(t′)) − g(t′, η(t′))} I(t
′,t′+h)
(1) |2 ≤ h Lg E |ξ(t′) − η(t′)|2 ,
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with M = L = 1, which are satisfied if f and g are uniformly Lipschitz
continuous. We refer e.g., to [1,11,17,24] for results equivalent to Theorem 1
as well as additonal material on the topic of SODEs.
Example 2 (SFDEs with variable delay)
We now consider
dX(t) = f(t, X(t), X(t − τ2(t)), · · · , X(t − τR(t))) dt
+ g(t, X(t), X(t − ς2(t)), · · · , X(t − ςQ(t))) dW (t), t ∈ [0, T ].
We assume that the functions τ(t), ς(t) are continuous for t ∈ [0, T ] and


















One may introduce τ1 = ς1 = 0 if desired. The initial condition (2) is given on
[−τ , 0]. We include SFDEs with discrete delay here, in particular when there
are several non-commensurate delays. Here the Θ-Maruyama method obtains
the form
Y (tn+1)=Y (tn)+h(Θ f(tn+1, Y (tn+1), Y (tn+1−τ2(tn+1)), · · ·, Y (tn+1−τR(tn+1)))
+ (1 − Θ) f(tn, Y (tn), Y (tn − τ2(tn)), · · · , Y (tn − τR(tn))))
+ g(tn, Y (tn), Y (tn − ς2(tn)), · · · , Y (tn − ςQ(tn))) I(tn,tn+1)(1) .
We do not need a discretized version of f and g, however we may need an
interpolant. This may be given by the method, see e.g. the approximation
of the stochastic pantograph equation in [3] by continuous Θ-methods or by
the continuous extension of the interpolation by piecewise constants in [15].
Then the conditions (11) and (13) on the increment functions can be stated
as follows: for some functions ξ, η and all t, t′ ∈ T Nh , t > t′
|Θ (f(t, ξ(t), ξ(t−τ2(t)), · · ·, ξ(t−τR(t))−f(t, η(t), η(t−τ2(t)), · · ·, η(t−τR(t)))
+ (1 − Θ) (f(t′, ξ(t′), ξ(t′ − τ2(t′)), · · ·, ξ(t′ − τR(t′))
− f(t′, η(t′), η(t′ − τ2(t′)), · · ·, η(t − τR(t′)))|
≤ C ( |ξ(t) − η(t)| + |ξ(t′) − η(t′)| +
∑
s∈SL′ (t′)




g(t′, ξ(t′), ξ(t′ − ς2(t′)), · · · , ξ(t′ − ςQ(t′)))











′) = {t − τ2(t), . . . , t − τR(t), t′ − τ2(t′), . . . , t′ − τR(t′)}, L′ = 2 R
and SL′′(t
′) = {t′ − ς2(t′), . . . , t′ − ςQ(t′)}, L′′ = Q (then L can be chosen
as L = max(L′, L′′)) and M = 1. In [3], where the continuously extended
Θ-Maruyama method has been applied to the stochastic pantograph equation
dX(t) = (aX(t) + bX(qt))dt + (σ1 + σ2X(t) + σ3X(qt)) dW (t) , (0 < q < 1),
the above properties were used in the proof of Theorem 3.3, providing mean-
square convergence of the method.
Example 3 (SFDEs with distributed memory)
Our third example is given by
dX(t) = f(t, X(t), Z(t)) dt + g(t, X(t), Z(t)) dW (t), t ∈ [0, T ],




K(t, s, X(t + s)) ds =
t∫
t−τ
K(t, s − t, X(s)) ds.
We choose the mesh T Nh with a constant step-size h = τ/Nτ , Nτ ∈ N and
discretize the integral with the same step-size. Thus an interpolant is not re-
quired. However, we will need discretized functionals F h and Gh. We formulate
the Θ-Maruyama scheme as
Y (tn+1) = Y (tn) + h
(
Θ f(tn+1, Y (tn+1), Z̃(tn+1))
+ (1 − Θ) f(tn, Y (tn), Z̃(tn))
)
+ g(tn, Y (tn), Ẑ(tn)) I
(tn,tn+1)
(1) .
The expressions Z̃(tm) and Ẑ(tm) provide approximations to the integral
Z(tm). Note that they may be different in the drift and diffusion terms, e. g. an
implicit one in the drift and an explicit one in the diffusion, as indicated by
the notation {Y Fhtn } and {Y
Gh
tn } in (9) . As in the deterministic case, the choice
of a quadrature rule has consequences on the overall performance of the nu-
merical method. We refer to the examples in [4, Section 3], where the second
order convergence of the trapezium rule applied to a problem of the form
given above with g ≡ 0 could only be achieved by also using the (composite)
trapezium rule as the quadrature rule for Z. The composite Euler quadrature
did not suffice. We thus may choose in the drift the composite trapezium rule,




′′ K(tm, t − tm, Y (t)), m ≥ 0.
As usual, the notation
∑′′ means that the first and the last term in the sum
are to be halved. For the quadrature in the diffusion we choose an explicit
13




K(tm, t − tm, Y (t)), m ≥ 0.
These two choices are advantageous in the case of equations with small noise.
We will pursue this topic in another article [6]. Note that it may turn out to




Υ(tm, t − tm, Y (t)) I t,t+1Υ , m ≥ 0,
where I
t,t+1
Υ represents a collection of appropriate multiple Wiener integrals.
Stochastic quadrature methods for integrals with stochastic processes as inte-
grands would arise in the same way as the numerical methods for SODEs have
been developed: from the application of the Itô-formula to the integrand. We
plan to carry out further investigations along this line.
The functionals F and G in (1) here have the form of f and g above and the
discretized functionals F h and Gh are now given by f and g with Z(t) replaced
by the quadrature formulas Z̃(tm) and Ẑ(tm). The conditions (11) and (13)
on the increment functions now turn out to be in practice as follows: for some






′′ K(tm, t − tm, ξ(t)))
− f(tm, η(tm), h
m∑
=m−Nτ
′′ K(tm, t − tm, η(t)))
)





′′ K(tm−1, t − tm−1, ξ(t)))
− f(tm−1, η(tm−1), h
m−1∑
=m−1−Nτ
′′ K(tm−1, t − tm−1, η(t))
)
|
≤ C ( |ξ(tm) − η(tm)| + |ξ(tm−1) − η(tm−1)| + h
m−2∑
=m−1−Nτ







K(tm−1, t − tm−1, ξ(t)))
− g(tm−1, η(tm−1), h
m−2∑
=m−1−Nτ





≤ C h (E|ξ(tm−1) − η(tm−1)| + h
m−2∑
=m−1−Nτ
E |ξ(s) − η(s)|2,
where L = Nτ and M = h, thus their product is M L = τ , which is clearly
finite. In [6] the consistency of the Θ-Maruyama method is investigated, us-
14
ing an appropriate Itô-formula. The method has been implemented and some
numerical experiments performed.
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