We derive a relation between the dissipation in a stochastic dynamics and the Wasserstein distance. We show that the minimal amount of dissipation required to transform an initial state to a final state during a diffusion process is given by the Wasserstein distance between the two states, divided by the total time of the process. This relation implies a lower bound on the dissipation for any diffusion process in terms of its initial and final state. Using a lower bound on the Wasserstein distance, we further show that we can give a lower bound on the dissipation in terms of only the mean and convariance matrix of the initial and final state. We apply this result to derive the optimal forces that minimize the dissipation for given initial and final mean and covariance. For a physical system that can exchange energy with its environment, any finite-time operation performed on this system is necessarily accompanied by dissipation. This fact is expressed by the second law of thermodynamics: The change in the system's entropy ∆S is always larger than the heat −∆Q exchanged with the environment divided by the temperature T of the environment. Another way to state this is that there exists a positive quantity
We derive a relation between the dissipation in a stochastic dynamics and the Wasserstein distance. We show that the minimal amount of dissipation required to transform an initial state to a final state during a diffusion process is given by the Wasserstein distance between the two states, divided by the total time of the process. This relation implies a lower bound on the dissipation for any diffusion process in terms of its initial and final state. Using a lower bound on the Wasserstein distance, we further show that we can give a lower bound on the dissipation in terms of only the mean and convariance matrix of the initial and final state. We apply this result to derive the optimal forces that minimize the dissipation for given initial and final mean and covariance. For a physical system that can exchange energy with its environment, any finite-time operation performed on this system is necessarily accompanied by dissipation. This fact is expressed by the second law of thermodynamics: The change in the system's entropy ∆S is always larger than the heat −∆Q exchanged with the environment divided by the temperature T of the environment. Another way to state this is that there exists a positive quantity Σ = ∆S + ∆Q T ≥ 0 (1) called entropy production, which captures the dissipation due to the irreversibility of the process, and which vanishes only when the dynamics is reversible. In many cases, the effect of the environment on the system can be effectively described as a combination of dissipative and random forces, rendering the dynamics of the system stochastic [1] [2] [3] . In this case, the trajectory of the system during a time interval [0, T ] can only be described in terms of probabilities. Irreversibility arises due to the fact that the probability of observing a certain trajectory is different from the probability of observing the time-reversed trajectory [4] . Within this framework, the entropy production Σ can be defined as the Kullback-Leibler divergence between the forward and reverse path probability densities; by virtue of this definition it is positive and vanishes only if the dynamics is reversible and satisfies detailed balance [4] . In general, Σ = 0 can only be realized for quasistatic processes, i. e. in the limit T → ∞. In practice however, we typically want realize a given process in a given time, and thus have to accept a finite dissipation. While the entropy production is always positive, different ways of performing the same operation may incur more or less dissipation. It is thus a natural question whether some finite lower bound on the entropy production for a given operation exists and whether this lower bound can be realized in practice, i. e. whether we can find an optimal protocol which realizes the desired operation at minimal dissipation. Such optimal protocols have been obtained in specific examples [5, 6] and also in the more general context of overdamped Langevin equa-tions [7, 8] . In Refs. [7, 8] , it was noted that problem of finding optimal protocols is closely related to the classical Monge-Kantorovich problem [9-11] of optimal transport. In its fluid-dynamical formulation by Benamou and Brennier [12] , this problem amounts to finding an optimal velocity field which transports a given initial probability density to a final one. Interestingly, this formulation does not involve any noise and thus the optimal protocols are those that cause the noisy system to evolve like noiseless optimal transport on average [7] . While this provides a general framework for determining the optimal protocols, the solution can only be obtained explicitly in specific cases.
The first main result of this Letter is based on the equivalence of the dynamical transport problem [12] with a static formulation in terms of a quantity called the Wasserstein distance [11, 13] , which measures the distance between the initial and final state. We obtain a direct connection between the entropy production in diffusive stochastic dynamics and the L 2 -Wasserstein distance W between the initial and final state p i and p f ,
(2) Here µ is the particle mobility, T the temperature and T the total duration of the process. This gives an immediate thermodynamic interpretation of the Wasserstein distance: It is equal to the minimal dissipation Σ * over all diffusion processes with initial state p i and final state p f , where Σ = Σ * is obtained for the optimal protocols discussed in Refs. [7, 8] .
Due to the equivalence between the dynamical and static optimal transport problems [11, 12] , this is formally equivalent to the lower bound obtained in Ref. [8] . However, the identification of the minimal dissipation with the Wasserstein distance allows us to exploit known results for the latter. In particular, explicit computation of Σ * requires knowledge of the optimal protocols and thus is not feasible in many cases. By contrast, the Wasserstein distance possesses a lower bound [14] , which together with Eq. (2) yields our second main result,
where m i (m f ) and Ξ i (Ξ f ) are the mean and covariance matrix of the initial (final) probability density and tr denotes the trace. On the one hand, this gives an explicit lower bound on the dissipation in terms of measurable quantities, without the need of computing optimal protocols. On the other hand, since the right-hand side is precisely the Wasserstein distance between two Gaussian distributions, this implies that, if all we are interested in is the initial and final mean and covariance matrix, the smallest dissipation is obtained when the initial and final state are Gaussian. Thus, a Gaussian dynamics driven by linear forces realizes minimal dissipation for given mean and covariance matrix. In this case, we show that the optimal protocols can be obtained in full generality. Intuitively, the equivalence between Wasserstein distance and dissipation is rooted in the overdamped nature of the dynamics: Since any displacement of an overdamped particle generates dissipation, it is natural to expect that the minimal dissipation depends on the spatial distance between the initial and final distribution, which is precisely what is expressed by the Wasserstein distance. We find that even though this direct connection between displacement and dissipation is lost in for underdamped dynamics, the bound Eq. (2) still holds when replacing the initial and final distribution by the marginal distributions of the position,
This surprising result states that, independent of the velocity distribution, the dissipation in a driven underdamped process is bounded from below by the Wasserstein distance between the initial and final position distribution. Crucially, in contrast to the overdamped case, we can generally not achieve equality by any protocol, i. e. the inequality is strict. Fokker-Planck equation and entropy production. We first consider a d-dimensional overdamped diffusion process x(t) = {x 1 (t), . . . , x d (t)}, whose probability density p(x, t) and local mean velocity ν(x, t) evolve according to the Fokker-Planck equation [1, 15]
on the time interval [0, T ] and with given initial density p(x, 0). Here f (x, t) is a time-dependent force, µ is the particle mobility and T is the temperature of the environment. For the dynamics Eq. (5), the entropy production has an explicit expression in terms of the local mean velocity [4, 16, 17 ]
where σ(t) ≥ 0 is the rate of entropy production. The entropy production admits a decomposition into the heat ∆Q exchanged with the environment and the change ∆S in Shannon entropy [4] . The positivity of Σ yields the second law of thermodynamics Eq. (1), which allows interpreting Σ = W irr /T as the irreversible work which amounts to the excess dissipation during the process.
Minimal dissipation dynamics and optimal transport. In the following, we consider the temperature of the environment and mobility to be constant. We further fix the initial state p(x, 0) = p i (x) and the final state p(x, T ) = p f (x). Then, the goal is to find the stochastic process whose probability density obeys Eq. (5), which transforms p i (x) into p f (x) during time T while minimizing the dissipation Σ. Mathematically, we thus have to minimize the target functional Σ under the constraints imposed by Eq. (5) and the initial and final state. Since the temperature is fixed, this amounts to finding an optimal choice for the force f (x, t). Incorporating the constraint Eq. (5) via a Lagrange multiplier and solving the corresponding Euler-Lagrange equations, we find the condition for a stationary point of Σ [7, 8]
This means that the optimal local mean velocity obtained as the gradient of a potential φ(x, t), which satisfies the Hamilton-Jacobi equation. As discussed in Refs. [7, 8] , this is precisely equivalent to the noiseless optimal transport problem investigated by Benamou and Brennier [12] , with the local mean velocity taking the place of the deterministic velocity field v(x, t) in the latter. The optimal force f * is then obtained from the optimal velocity field and probability density (v * , p * ) as
We discuss these points in the Supplemental Material. A central result of optimal transport theory is that the minimum transport cost is equal to the square of the L 2 -Wasserstein distance between the initial and final probability density [11, 12] ,
where the infimum is taken over all joint probability densities Π(x, y) with marginals p i (x) and p f (y). Comparing this to Eq. (6), we immediately obtain Eq.
(2).
Thus, transforming p i to p f during time T via the dynamics Eq. (5) requires a minimal amount of dissipation Σ * , which is given by the square of the Wasserstein distance between initial and final state, divided by the product of mobility, temperature and time. We remark that in Ref. [18] , the solution of the Fokker-Planck equation with a gradient force f (x) = −∇U (x) was characterized as the gradient flow of the free energy with respect to the Wasserstein metric. Since for a gradient force, the free energy difference ∆F is related to the entropy production via ∆F = −T Σ, this provides a maximum entropy principle for the Fokker-Planck equation. While Ref. [18] identifies the increments of entropy production with the Wasserstein distance between the infinitesimally different probability densities p(x, t + dt) and p(x, t), Eq.
(2) shows that this relation extends to finite times for the minimum-dissipation process. This can be understood from a geometrical point of view by noting that optimal transport yields geodesics in Wasserstein space [11] , i. e. the space of probability measures on R N with the metric induced by the Wasserstein distance. While the evolution of the probability density given by Eq. (5) describes a curve in the Wasserstein space, the length of this curve corresponds to the distance between the endpoints only if the curve is a geodesic; for general curves, we obtain the inequality Eq.
(2). While the Wasserstein distance is in general difficult to compute explicitly, there is a useful lower bound [14] ,
where m i (m f ) and Ξ i (Ξ f ) are the mean and covariance matrix of the initial (final) probability density and tr denotes the trace. Note that equality holds if both the initial and final density are Gaussian. Combining this with Eq.
(2), we obtain the lower bound Eq.
(3) on dissipation for arbitrary diffusion processes. Importantly, this lower bound depends only on the means and covariances of the initial and final probability densities, and can thus be directly evaluated in an experimental setting. Such lower bounds on the dissipation have recently received much attention in the form of thermodynamic uncertainty relations [19] [20] [21] [22] [23] [24] [25] . These relations may be seen as complementary to Eq. (3), since they are valid for steady state situations, whereas the latter provides a bound in terms of the change of the system's state. While Eq.
(3) is written as a lower bound on the dissipation, we can also interpret it as a lower bound on the time required to transform the initial density into the final one at given dissipation, which complements some recently derived speed limits for stochastic dynamics [26, 27] . Underdamped dynamics. While for overdamped dynamics, the entropy production is directly related to the local mean velocity via Eq. (6), the situation is different for underdamped dynamics [1-3],
where m, x and v are the mass, position and velocity of the diffusing particle, respectively. γ = 1/µ the friction coefficient, T the temperature of the environment and the superscripts rev and irr denote the reversible and irreversible forces, respectively. Since the velocity is odd under time-reversal, only the irreversible forces contribute to the entropy production [4, 16, 17] ,
On the other hand, integrating Eq. (10) over the velocity, we obtain
where we defined the local mean velocity as
Here p x (x, t) = dvp(x, v, t) is the marginal probability density of the position and p(v, t|x) = p(x, v, t)/p x (x, t) is the velocity probability density conditioned on the position. Obviously, Eq. (12) is of the same form as the continuity equation (5a) and thus, by the duality between the dynamical and static formulation of the optimal transport problem, we have
in analogy to Eq. (2). The left-hand side may be thought of as a coarse-grained entropy production which is obtained by only observing the dynamics of the position. The crucial difference to the overdamped case is that the optimal velocity profile ν * which leads to equality may not be a valid solution of Eq. (10) and Eq. (13); nevertheless, the inequality holds. Next we want to show that Σ ≥ Σ cg , i. e. that the coarse-graninig can at most reduce the observed dissipation. To do so, we start from Eq. (11) and write p(x, v, t) = p(v, t|x)p x (x, t),
Since p(v, t|x) is a probability density with respect to v, we may apply the Cauchy-Schwarz inequality to the integral over v,
Assuming natural boundary conditions, i. e. p(v, t|x) → 0 as v → ∞, the second term in the integral over v vanishes and we recover the definition of the local mean velocity Eq. (13). We thus have Σ ≥ Σ cg . Together with Eq. (14), we then obtain Eq. (4), which is the analog of Eq.
(2) for the underdamped case. Using Eq. (9), we can further bound this from below by an expression which only involves the mean and covariance of the marginal position probability density, similar to Eq.
(3). The inequality Eq. (4) is surprising, since the right hand side contains no information about the distribution of the velocity, i. e. the bound holds independent of the initial and final velocity distributions. Intuitively, this is due to the fact that, since the friction force in Eq. (10) is linear, any change in the particle position requires a finite average velocity and thus is accompanied by dissipation, much like in the overdamped case. We stress that, contrary to the overdamped case, where an optimal force which realizes equality in Eq.
(2) always exists, this is generally not the case in the underdamped case of Eq. (4). Thus, for a given initial and final position probability density the underdamped dynamics generally exhibit a larger dissipation than the overdamped ones. As discussed in Ref. [28] , this is due to the fact that we only have limited control over an underdamped dynamics since the relation between velocity and position is dictated by Newton's equations of motion. Dissipative particle transport. An interesting consequence of Eq. (3) is the following: Suppose we are only interested in moving the mean position of a particle system from m i to m f and changing its covariance matrix from Ξ i to Ξ f . Then, Eq. (9) tells us that the smallest distance between the respective probability densities, and thus the lowest possible dissipation, is obtained when both the initial and final density are Gaussian densities. As we show in the Supplemental Material, the optimal force realizing equality in Eq. (3) can in this case be obtained explicitly. It is given by
whereṁ andΞ indicate a time derivative. The above expression holds under the assumption that the initial and final covariance matrices Ξ i and Ξ f commute; the expression for the general case, while still linear, is significantly more complicated and given in the Supplemental Material. The corresponding dynamics has a Gaussian probability density whose mean m(t) and square root of its covariance matrix σ(t) linearly interpolate between the respective initial and final quantities. This force, which is linear in the position, yields the smallest possible amount of dissipation for any given initial and final mean and covariance matrix. We remark that, in the one-dimensional case and for constant mean, this force reduces precisely to the optimal protocol derived in Refs. [5, 6] . In Ref.
[6], these optimal protocols were used to characterize the performance of a stochastic heat engine driven by a linear force. The finding that the linear dynamics minimize dissipation implies that no non-linear version of such a heat engine can outperform the linear one, and the bounds on efficiency of the linear engine derived in Ref.
[6] are in fact general.
Discussion. An important consequence of the one-toone relation between the minimal dissipation in diffusion processes and the noiseless transport problem is the existence of a unique force which realizes minimal dissipation. In the case of Gaussian initial and final density, we derived the explicit expression Eq. (17) for the optimal force, which is always linear with respect to x. Such linear forces are an ingredient of many minimal models, since they are often the only examples which can be solved explicitly in full generality. From this point of view, it is reassuring that minimal dissipation always can be realized within a linear model and, in that sense, no excess dissipation is introduced by restricting oneself to linear models.
The Wasserstein distance Eq. (8b) is not only a central concept of optimal transport, but also plays an important role in geometry, where the optimal transport protocols correspond to geodesics with respect to the Wasserstein distance and can be employed in an equivalent definition of curvature, which extends the concept to e. g. discrete spaces. Given that the definition and properties Wasserstein distance readily extend to curved spaces, it is natural to ask what is the corresponding diffusion process whose dissipation reproduces the Wasserstein distance in this case. We conjecture that this is closely related to diffusion processes with a space-dependent diffusion matrix, which can be identified as metric tensor [1]. Another natural question is whether the relation between Wasserstein distance and dissipation introduced in this Letter can be extended to Markov jump dynamics on a discrete state space. While the definition of both dissipation and Wasserstein distance readily generalize to the discrete case, the main difficulty is whether it is possible to find an appropriate distance measure on the discrete space which connects them. tive (WPI), MEXT, Japan and JSPS Grant-in-Aid for Scientific Research on Innovative Areas "Discrete Geometric Analysis for Materials Design": Grant Number 17H06460.
[1] H. Risken, The Fokker-Planck Equation (Springer Berlin, 1986 Here, we consider a slightly more general case than in the main text in that we allow the temperature and the mobility to depend on time, while still assuming that they are homogeneous (i. e. independent of space) and isotropic (i. e. scalar quantities). The Fokker-Planck equation in N variables for this situation is [1]
and the entropy production is given by [4, 16, 17 ]
We know want to minimize the entropy over all dynamics obeying Eq. (18) while satisfying p(x, 0) = p i (x) and p(x, T ) = p f (x). The constraint provided by Eq. (18) can be incorporated via Lagrange multipliers, i. e. we compute
The corresponding Euler-Lagrange equations read
Simplifying this, we obtain
From top to bottom, these equations tell us that the local mean velocity ν is a gradient field of the potential φ, the potential φ satisfies the Burgers equation, how p evolves in result to the potential and how to obtain the optimal force from the potential φ and p. In order to facilitate comparison to the optimal transport problem discussed in Ref. [12] , we introduce the dimensionless time and space coordinates 
While in position space, this corresponds to a uniform rescaling of the coordinates, the time-transformation is nonlinear. However, since we assume µ(t) > 0 and T (t) > 0, the time-transformation is invertible. In terms of the new coordinates, the minimal entropy production and Eq. (22) can be written as
where we definedφ(z, q) = φ(y −1 (z), τ −1 (q)) andp(z, q) = ( T 0 ds µ(s)T (s)) N/2 p(y −1 (z), τ −1 (q)). This is exactly the optimal transport problem of Ref. [12] , and from the duality between this problem and the Wasserstein distance [11, 12] we have Σ * = W(p(q = 0),p(q = 1)) 2 .
While q = 0 corresponds to t = 0 and q = 1 to t = T , the Wasserstein distance W on the right-hand side is the Wasserstein distance with respect to the distance function on the dimensionless space of the coordinate y. However, since the latter is related to the dimensionful coordinate x by a simple rescaling, we obtain
which is the generalization of Eq.
(2) of the main text to time-dependent temperature and mobility and is readily seen to reduce to the former if temperature and mobility are constant. As an important remark, we note that, since it describes a geodesic in the corresponding Wasserstein space, the solution to Eq. (24) is unique [11] and we may thus infer the solution of Eq. (22) from this unique solution.
Optimal protocols for Gaussian dynamics
As discussed in the main text, if the initial and final probability density p i and p f are Gaussian with mean m i and m f and covariance matrix Ξ i and Ξ f , respectively, then the Wasserstein distance and thus the minimal entropy production is given by
where, for simplicity, we assume the mobility and temperature to be constant in the following. As shown in Ref. [29] , the optimal coupling in the L 2 -Wasserstein distance
is given by the joint density of the stochastic variable x distributed according to a Gaussian distribution N [m i , Ξ i ] with mean m i and covariance matrix Ξ i and a stochastic variable y, which is a linear transform of x with
where the symmetric, positive definite matrix A is given by
That is, we have the optimal coupling Π * (x, y) = δ y − A x − m i + m f N [m i , Ξ i ](x).
In order to find the optimal force f * (x, t), we first use the fact that the optimal probability density p * (x, t) interpolating between p i (x) and p f (x) is a constant speed geodesic with respect to the Wasserstein distance [11] , W(p i , p * (s)) = sW(p i , p f ),
where we introduced the rescaled time s = t/T . Then, the optimal stochastic variable that interpolates between x and y is just the linear interpolation z * (s) = sy + (1 − s)x.
Using explicit computation, it is straightforward to show that z * (s) is distributed according to a Gaussian distribution N [m * (s), Ξ * (s)] with mean and covariance matrix given by m * (s) = sm i + (1 − s)m f (34a)
Plugging this into the expression Eq. (27a) for the Wasserstein distance between two Gaussian distributions, we can check that it indeed satisfies the geodesic property Eq. (32). All that is left is to find the Fokker-Planck equation that leads to this time evolution. We make the linear ansatz ∂ t p(x, t) = −µ∇ −K(t)x + a(t)
