Abstract. We construct a two-dimensional velocity section sampling the Mojave crustal block in southern California by modeling shear wave (SH) seismograms. Our approach uses individual generalized rays computed from a layered model. The model is divided into blocks with variable velocity perturbations such that ray responses are allowed to shift relative to each other to maximize synthetic waveform fits to data. An efficient simulated annealing algorithm is employed in this search. The technique is applied to a collection of 25 aftershocks (Landers earthquake) as recorded at two stations, GSC and PFO, separated by -200 km, which bracket the event population along the Landers fault system. The events are assumed to have known mechanisms and epicenters, but both their depths and origin times are allowed to vary. The results indicate considerable variation, especially in the top layer (up to + 13%), which mirrors surface geology. Best fitting models contain a low-velocity zone in the lower crust if we constrain the crustal thickness (29 km) from receiver function analysis. Reduced lower crustal velocities imply crustal weakening, which appears compatible with the shallow seismogenic zone found in the northern end of this section.
Introduction
A large number of regional earthquakes have been recorded on broadband instruments with the implementation of modern equipment, especially in southern California. These data contain an immense amount of information about source processes and crustal structure, but it has proved difficult to unscramble these features. Most efforts to date have concentrated on the recovery of source parameters, whereas studies aimed at resolving crustal structure traditionally employ controlled sources. Such studies have many advantages over those using earthquakes as sources in that the origin time and location are fixed and an array of stations can be situated to maximize path sampling. Waveform modeling has been used to improve models based on travel times by applying forward modeling, essentially trial and error perturbations. Uniqueness and resolution are largely based on qualitative arguments with few attempts to quantify measures of fit. Some attempts have been made using the formalism introduced by Backus and Gilbert [1967] where the nonlinear problem of matching waveforms is achieved by constructing derivatives from a nearby starting model [Mellman, 1980; Chapman and Orcutt, 1980] . This technique proves successful at long periods but requires good starting models at the short periods discussed in this paper because the nonlinear behavior of the inversion only allows local minima to be reached. The objective of this paper is to develop a new method that is more robust by applying a simulating annealing algorithm [Song and Helmberger, 1998 ]. We generate a large number of approximate synthetics by allowing various phases, S, S,,S, sSmS, etc., to shift relative to one an- other and choosing those that are compatible with tomographic block-like models.
•Now at
In section 2, we introduce the SH seismograms used in the modeling along with a review of previous studies used to constrain the sources and crustal thickness in this region. Sections 3 and 4 are on our new method and the resulting velocity structure for the Mojave crustal block. Section 5 addresses some issues of increasing further resolution by adding more model constraints provided by receiver function analysis and speculation on possible joint inversions.
Data and Study Area
The aftershocks used in this study are taken from a subset of those analyzed by dones and Helmberger [1998] . They applied a grid search procedure called the cut and paste method to determine the source parameters of the larger Landers aftershocks. The method matched the whole three-component seismograms with synthetics by splitting the P,• (extended P wave) from the stronger surface waves and fitting segments individually. Depth estimates were controlled by the interference of P,, pP,, and sP,, in combination with the strength of P,,t to Rayleigh wave [Zhao and Helmberger, 1994 for some of these events at PFO and GSC is displayed in Figure  2 . The two deep events, 24 and 31, can be identified by the lack of significant surface waves. Other source features are the lowest stress drop event (19) and the highest (24), as is apparent from their source durations ( Table 1 ). Note that these source parameters were determined by the full TERRAscope ar- 
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where r is the source-receiver separation, • is the vertical slowness, d1 is the layer thickness, and p is the ray parameter. The number of required rays is determined by comparing the generalized ray synthetic against the reflectivity method [see Song and Helmberger, 1998 ]. To ihe first order, the individual ray response Ri (t) can be considered a constant and a new syn- The shift At is determined by tomographic approximation, with the velocity perturbation, dsj, and the path length, /j, in each block j. This approximation can be used to generate synthetics for finite faults [Song and Helmberger, 1996] and is a common assumption used in tomographic approaches. If we allow each ray response to shift in time and to vary in amplitude, synthetic fits to data can be dramatically improved. The more freedom we allow in the process, the better the synthetic fits to data [Song and Helmberger, 1998 ]. Our approach is to parameterize the problem so that the travel time of each ray response is associated with a block velocity model. The travel time of an individual ray is controlled by the integral slowness along its path expression (2), which allows relatively coarse model parameterization. The amplitudes of the ray responses, however, are more sensitive to the velocity perturbation and usually depend on very local changes in the velocity model. Changing the amplitude of individual rays, compared to changing their travel time, proves relatively harder to achieve with only a few blocks in the velocity model. Thus we will usually fix the amplitude of each ray response based on the 1-D model and focus on the timing effect of the model parameterization, as described above.
Our modeling involves multiple parameters. Event depth, origin time, and model velocity along an individual ray path all contribute to the timing of the ray response. With each set of parameters, individual ray responses are shifted differently in time, with their interference constructing a different synthetic seismogram. The problem is defined in terms of obtaining an optimal set of parameters that minimizes the least squares error between data and synthetics. The search is conducted with a simulated annealing algorithm, as discussed in several recent seismological studies [e.g., Sen and Stoffa, 1991; Zhao and Frohlich, 1996]. Figure 5 shows one such example. The reconstruction involves shifting back all the surface wave forming rays, a fraction of a second for the first ray, and gradually increasing to over a second for the last ray. The three rays forming SmS are shifted differentially, with the middle trace moving back slightly. These small adjustments produce a relatively good match of synthetic to observed waveform, although the ratio of S to SmS is too large in the synthetic relative to the observed. The latter feature is difficult to correct without attenuating S or introducing more complex structure along the path.
Since surface multiples can easily overwhelm SmS and SSmS, we damp the penalty of misfit with time, thus emphasizing the fit over the time interval particular to the downgoing rays. To do this, we applied to both the data and the synthetics a damping factor f(t), defined as a function of time, t, where x = (t -to) / (t, -to).
t<t o f(t) = (4) e -x t < to. As demonstrated in Figure 5 , a small shift in timing of SInS relative to direct S can usually improve fits. The flexibility provided by the interference with the two neighboring reflections is also very useful in modeling the SInS triplication. Adjusting the timing in the surface layer multiple can likewise improve fits, although we have downweighted their contributions to concentrate on the deeper structure. As discussed in more detail later, the surface waves are sensitive to the changes in azimuth because of the position of local basins. That is, paths from the northernmost events cross local structures as they approach each station quite differently than the southemmost events (see Figure 1) . This forces the solution to take on an average shift (block).
Results

Preliminary runs revealed a tendency for faster velocities to
occur toward the west. This feature has been observed before [Mori and Helmberger, 1996 ]. Thus we allowed a separate set of boxes for the section west of the San Andreas, although such a boundary cannot be identified precisely. We also experimented with a set of boxes for the surface layer. Results assuming three surface layer sections are given in Plate 1. Since it is difficult to judge how significant any particular simulation may be, we started by comparing inversion results as a function of the number of events used in the modeling, in times. The velocity structure appears quite similar to Plate 2a and the results found in Plate 1, with a low-velocity layer developing at depth on the GSC section. Plate 2d allows both the source depth and origin time to vary. As one would expect, the assumption allowing the most freedom yields the best fits.
This can be seen in Figure 6 , which indicates the energy error produced by the simulated annealing procedure. The number of parameters increases from top to bottom with Line a containing 10 variables (4 velocities in top layer, and 2 each in layers 2, 3, and 4). Line b contains 25 more parameters, which is the same as in Line c. Line d contains a total of 60 parameters and yields the best possible fits with the lowest energy asymptote. The other cases have similar plots of points but converging on higher energy levels as displayed in Figure 6 . Choosing the most reasonable solution becomes difficult. Our approach is to examine all the waveform comparisons and source constraints to arrive at a reasonable geophysical interpolation. While Plate 2d produced some excellent fits, it moved some of the sources into the top layer, which is not appropriate for our original approximations (source must stay in original layer). Moreover, the goodness of fit is not that much better than Plate 2c. Plate 2b also violates the source layer criterion. Examining forward calculations for the whole array for these events demonstrates that the source depths are quite well constrained, primarily by the interference of p,and sp, [Jones and Helmberger, 1998 ]. However, the origin time remains the most uncertain since it can trade off with the velocity model. 
Waveform Comparisons
After experimenting with the full set of 34 events, we eliminated 9 events, mostly because only one station was available. Thus we worked with 50 recordings. A sample of the improvements in waveform matchings obtained by applying these shifting perturbations is displayed in Figure 7 for our preferred model in Plate 2c. Because of the geometry, most events are either near GSC or PFO and thus only one station samples the Moho triplication. These four events display some of the more important constraints where the timing between S and SmS is being fit simultaneously. It also indicates some of the shortcomings of approximating a 3-D crust with such an idealized 2-D model containing only a few layers.
To focus our efforts on resolving the Moho structure, we applied the damping factor (l/e), starting at the first bar and ending at the second, as discussed earlier. Thus sSmS resolution may have suffered somewhat, in that this particular phase is not fit very well for the top two events in Figure 7 at PFO. However, the strength of sSmS is too weak in the original synthetic response (Figure 2 ) so that fitting these pulses without amplifying those ray responses probably cannot be achieved. To produce stronger sSrnS at these ranges requires moving critical angle to smaller ranges, introducing a stronger lowvelocity zone in the lower event or thinning the crust. A simple experiment was carried out to investigate the role of amplitude variation as a function of azimuth and ray parameter. In this experiment, we applied the time shifts to the ray responses produced by the 25-event inversion (Plate 2c) and only allow the amplitude of the ray responses to vary by a factor of 2. In this way, we inverted for an amplitude factor for each ray, which is the ratio between the observation and the 1-D ray synthetics. This ratio is presented in Figure 1 
Discussion
The above attempts at inverting whole regional recordings have probably revealed more about the difficulty of the problem than about the true structure. In contrast, many record sections from conventional refraction profiling (explosions) look quite simple and have been modeled convincingly [i.e., Fuis et al., 1982] . Thus, why should modeling these earthquake data be so difficult? There are many reasons: S velocity structure is probably more complex than P velocity structure with its stronger dependence on temperature; earthquakes have complex source characteristics, and we do not really know where they occurred and when. Moreover, the various sources excite the waveguide differently, producing more 3-D effects than presently appreciated (at least by US authors). To proceed, we can use the results of other, more well-developed techniques to limit the parameter space or invert in conjunction. One such useful approach for recovering crustal structure is receiver function analysis by inverting teleseismic P wave signatures. Figure 9 shows the stacked receiver functions for station GSC from 290 teleseismic events. We divided these events into four groups according to their incidence angles (as measured by the ray parameter p) and stack all receiver functions in each group. This reduces the effect of lateral structural variation. The prominent signals in the receiver functions in Figure 9 are a P-to-S conversion from a shallow velocity interface,-1 s after the direct P, and the Moho P• phase at-4 s. The Moho multiple conversion phase PvPs occurs at-12 s and tends to be difficult to identify even on the stacked traces. The four-averaged receiver functions were inverted simultaneously for a 1-D velocity model near GSC. We first limited the number of layers in the crust to 2 and found an "optimal" simple model to satisfy the major features on the receiver functions, as mentioned above. Then we relaxed the limitation and divided the model into many layers with thicknesses of 1 to 2 km (total of 21 layers). Both models are shown in Figure 3 . The 21-layer model produces a better fit to the data. However, examining the waveform fits shows that part of the complexity in the model is the result of the inversion trying to fit the shallow P•. This phase displays some rapid variations with ray parameters and azimuths that are most likely caused by lateral structural variation. Therefore it is possible that some nonplanar structures are mapped into the complexity of the 1-D model.
Waveform Comparisons
These models can be tested against the regional data with synthetic predictions given in Figure 10 . Although some comparisons show promise, most do not fit as well as those in Figure 2 . Overall, the 2-layer model fits the regional observations better than the 21-layer model (error estimate). The 2-layer model fits the separation between the first arrival (S) and (SINS) quite well at some stations, i.e., event 24/PFO, except the first arrival is too strong in the synthetic. Appealing features from the 21-layer model are the strengths of sSmS at the nearest ranges (90-114 km) and the SSS development (about 12 s back) at the larger ranges (120 to 153 km). Also, the weak beginning of direct S agrees with the observations quite well. These two models appear to bracket the observations, and designing a new model capturing the best features from these test models could be pursued, or using the receiver data along with the regional data directly in a joint inversion. Alternately, we could use these results to fix the Moho depth [Zhu and Kanamori, 2000]. Both GSC and PFO yield a depth of 29 km, and assuming this value, we can generate a new model containing a low-velocity zone in the lower crust (Figure 3 (NEG) ) compatible with our modeling exercise. Synthetic productions are given in Figure 11 . These fits are actually quite good and explain nicely the weak S onset common in the data. However, the difficulty with explaining the strong Sins at 09/GSC and the strength of sSmS at 09/PFO remains a problem. These features could probably be explained by allowing some windows in the fastest crustal layers. That is, the SInS phase could reach critical angle at a shorter distance if a section of the fastest layer in the upper crust (lid) is missing in some segment. Such features appear to be observed in some of the P wave tomographic models along this profile [Hauksson, 2000] .
Thus, to obtain better modeling results, we need to regenerate these ray responses with the 2-D perturbations to move our synthetics closer to data. This approach appears possible using the new analytical method designed for this purpose, Ni et al. [2000] and will be pursued in future efforts.
In summary, evidence for strong SInS and sSmS arrivals relative to weak S (A sx•s < 95 km and A sSmS < 110 km) argues for slow velocities in the lower crust beneath the western Mojave block (Landers). This feature seems to correlate with the relative shallow seismicity and recent estimates of viscoelastic behavior in this particular region (Landers) as reported by Deng et al. [1998] . Thus a more complete inversion of local seismic waveforms may help us understand the lower crust and the role it plays in tectonic processes.
