



























择中常使用的 S2N（Signal to Noise）法和 BW（Between-cate－
gories to Within-category sums of squares）算法[5]；后者通过评
估分类器的性能，如最大程度提高分类的准确率，得到该准确
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SVM 最初被设计用于二分类问题，因此 SVM-RFE 方法对
于多分类必须要加以改进[5-6]。常用的方法是将 m 个类别的多
分类问题分解成 m 个“一对多”的二分类问题，针对每个二分











始输入空间中，给定 N 个训练数据{xk，yk}∈R p×{-1，+1}，其中 xk










































0 if k≠≠ l
通常只有很少数的 αk* 不为零，只有极少数支持向量
（support vector）体现在决策函数中，由此可知，权值 w 是支持
向量的线性组合。
















































例如 BW 法，可以看成是 S2N 法在多分类问题上的扩展。
对于 m 类别的多分类问题，SVM-RFE 首先将分类问题分








在重新训练 SVM 的过程中，得到 m 个特征重要性的序列
R（k）={w
2
ik ，i=1，2，…，s}，其中 s 为当前所选特征子集的大小，
k=1，2，…，m。目前绝大部分研究中的做法是选取某个规则对
这 m 个特征重要性序列进行融合。例如文献[6]对每一类选出








































BW 法在内）都是不合理的。下面简要介绍 Pareto 最优解[8]的相
关概念，并用 2 个例子来说明目前基因选择研究中存在的这个
问题。
定义 1 Pareto 支配（Pareto dominance）：称向量 u=（u1，…，uk）
支配 v=（v1，…，vk），记为 u刍v，当且仅当埚j∈{1，…，k}：uj<vj，
坌i∈{1，…，k}：ui≤vi。
定义 2 Pareto 最优（Pareto optimality）：决策变量 x∈Ω 成
为 Ω 上的 Pareto 最优解（Pareto optimal solution）的充要条件
是，当且仅当不存在 y∈Ω，使得 v=F（y）=（f1（y），…，fk（y））支配
u=F（x）=（f1（x），…，fk（x））。
定义 3 Pareto 最优解集（Pareto-optimal set）：Pareto 最优







因 gi 支配基因 gj，记为 gi刍gj，当且仅当埚k0∈{1，…，c}：R（i，k0）>
R（j，k0），坌k∈{1，…，c}：R（i，k）≥R（j，k），那么基因 g∈F 成为





例 1 考虑一个 3 分类问题，有 4 个特征 A、B、C 和 D。给定
排序准则 R，就每个子分类问题生成 3 个排序 R1、R2 和 R3，4
个特征的目标值分别为 A=（0.50，0.80，0.95），B=（0.10，0.20，
0.10），C=（0.31，0.29，0.40），D=（0.60，0.81，0.61），在三维空间中
位置如图 1 所示。不难看出，其中 A 和 D 是 Pareto 最优特征，B
和 C 不是。
例 2 Scott A.Armstrong 等 2001 年发表在 Nature Genetics
上的白血病（Leukemia）数据集，原始数据集有 72 个样本，




行特征选择，每次消去 10%的基因，当基因数小于 100 时，每次
消去 1 个特征，经过 135 次特征消除后，剩下 3 个基因 A（第
5547 号基因）、B（第 6887 号基因）和 C（第 10038 号基因），在 3
个子分类器上得到的排序值约为（0.85，0.86，0.42），（0.72，
0.74，0.32），（0.40，056，0.66）。记文献[6，8]所示的两种多分类
SVM-RFE 算法分别为 RFE1 和 RFE2，得出的最终排序为：
RFE1：A，C，B
RFE2：A，C，B
显然，从 Pareto 最优的观点来看，A 和 B 是非劣解的，而 C
被 A 支配。但是在两种算法的输出结果中，C 的排序高于 B，根
据递归特征消除的策略，此时要消去特征 B，而不是 C。这与
Pareto 最优解集的观点相矛盾。进一步地分析发现：（1）B 对于
第 1 类和第 2 类的贡献不如 A 和 C 显著，但对于第 3 类的分
类意义特别显著，是第 3 类非常重要的一个判别基因，从知识
发现的角度来看，B 是所关心的基因；（2）A 和 C 对于第 1 类和
第 2 类的判别意义都很显著，且 A刍C，从消除冗余属性的角度
来看，应该消除 C。因此，此时 RFE2 和 RFE1 的结果都不理想。
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达谱数据的 m 分类问题按“一对多”方式分解成 m 个子问题，
分别求解最优特征子集，即将其分解成 m 个单目标优化问题，
从而避免求解 Pareto 最优子集的难题。
利用线性 SVM-RFE 来完成这一设计，即生成 m 个 SVM
子分类器，分别进行递归特征消除，为每个子分类问题得到递
归过程中每一步的排序，然后消除排序最靠后的基因。
算法 2 多分类 SVM-RFE
（1）将 m 类分类问题分解为 m 个“一对多”的二分类问题；






















Wahba 和 Platt[9]提出通过直接从 SVM 输出的判别函数映
射得到后验概率，从而避开对类条件概率的密度估计。进一步




其中 f=f（x），实际情况下用交叉验证得到 f（x）的估计值 fi。对于
给定的训练样本集给定 N 个训练数据{xk，yk}∈R p×{-1，+1}，设

































通过实验来比较 SVM 在 RFE1、RFE2 以及该文所提出的
算法（记为 RFE3）所选出的特征子集上的性能。实验平台采用
Matlab7.5，SVM 的实现和修改均采用 Libsvm2.9，RFE 过程所训
练的 SVM 模型采用线性核，惩罚系数取 C=100；选取 8 个国际
公用的多分类基因表达谱数据集 [11]（http：//www.gems-system.
org/），数据描述见表 1。由于 SVM-RFE 的过程非常耗时，选取
不同大小的特征子集为{1，2，3，4，5，6，7，8，9，10，20，30，40，50，
60，70，80，90，100，200，300，400}，每次递归中消除约 10%的特




记录 10 重交叉的平均准确率。重复该过程 100 次，取最后的平
均值。








（1）从总的效果上说，除 Brain Tumor 1 和 Leukemia 2 数
据外，RFE3 在其他 6 个数据集上总的效果都显著优于 RFE1
和 RFE2；在所有的 8 个数据集上，包括 Brain Tumor 1 和
Leukemia 2，当特征数小于 10 时，RFE3 的效果均显著优于其
他 算 法 ， 其 中 Tumor 2、SRBCT、Lung Cancer、Leukemia 1、
Leukemia 2 上，当仅取 10 个特征时的分类器平均准确率高达




（2）对于 Brain Tumor 2 和 Tumor 1 这两个难分的数据
集，RFE1 和 RFE2 的性能很差，而 RFE3 保持了相对较好的性
能，例如在 Tumor 1 数据上，取 1 个基因时 RFE1 和 RFE2 的
结果约为 21%和 19%，而 RFE3 约为 36%，当特征数小于 80 时
差别非常明显，随着特征子集的增大，两者性能接近，但 RFE3
依然显著优于 RFE1 和 RFE2。在 Tumor 2 上，当取 1 个基因
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