Connected Sums of Graded Artinian Gorenstein Algebras and Lefschetz
  Properties by Iarrobino, Anthony et al.
ar
X
iv
:1
90
4.
06
29
7v
2 
 [m
ath
.A
C]
  4
 Fe
b 2
02
0
Connected Sums of Graded Artinian Gorenstein
Algebras and Lefschetz Properties
Anthony Iarrobino
Department of Mathematics, Northeastern University, Boston, MA 02115, USA.
Chris McDaniel
Endicott College, 376 Hale St Beverly, MA 01915, USA.
Alexandra Seceleanu
Department of Mathematics, University of Nebraska-Lincoln,
203 Avery Hall, Lincoln NE 68588–0130, USA.
February 2, 2020
Abstract
In their paper [1], H. Ananthnarayan, L. Avramov, and W.F. Moore introduced a
connected sum construction for local Gorenstein rings A, B over a local Gorenstein
ring T , which, in the graded Artinian case, can be viewed as an algebraic analogue of
the topological construction of the same name. We give two alternative description of
this algebraic connected sum: the first uses algebraic analogues of Thom classes of
vector bundles and Gysin homomorphisms, the second is in terms of Macaulay dual
generators. We also investigate the extent to which the connected sum of A, B over an
Artinian Gorenstein algebra T preserves the weak or strong Lefschetz property, thus
providing new classes of rings which satisfy these properties.
1 Introduction.
Let A and B be two graded Artinian Gorenstein (AG) algebras of the same socle degree
d, let T be an AG algebra of socle degree k < d, and suppose there are surjective maps
πA : A → T , and πB : B → T . From this data, one forms the fibered product algebra A ×T B
as the categorical pullback of πA, πB; the connected sum algebra A#TB is the quotient of
Keywords: Artinian algebra, cohomology, connected sum, Gorenstein, Hilbert function, Lefschetz prop-
erty, Gysin map
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A ×T B by a certain principal ideal 〈(τA, τB)〉 ⊂ A ×T B. The connected sum is again an AG
algebra.
This algebraic connected sum operation for local Gorenstein algebras A, B over a local
Cohen-Macaulay algebra T was introduced by H. Ananthnarayan, L. Avramov, and W.F.
Moore (A-A-M) in their 2012 paper [1]. In the present paper, we focus on the graded
Artinian case, and give a slightly different description of the A-A-M construction, taking
our cues from topology.
AG algebras can be viewed as algebraic analogues of cohomology rings (in even de-
grees) of smooth compact connected orientable manifolds, i.e. Ai  H
2i(M, F). In this
analogy one can view the connected sum of two AG algebras A and B over another AG al-
gebra T as the cohomology ring of a connected sum manifold, obtained by gluing two
2d-dimensional manifolds M1 and M2 along diffeomorphic tubular neighborhoods of a
common 2k-dimensional submanifold N (Theorem A.1). Here the elements τ1 and τ2 cor-
respond to the respective Thom classes of the normal bundles of the submanifold N in each
of M1 and M2. Details on the connection between the algebraic and topological connected
sums are provided in the Appendix. For further references, see [32] (also [6]) for discussion
of Thom classes, and [26] for a discussion of connected sums of manifolds.
The connected sum of two AG algebras A, B over the ground field T = F (corresponding
to the connected sum of two manifolds over a point) has been studied by several authors
[2], [3], [8], [30], [34], [35]. Moreover, connected sums of combinatorial objects such as
simplicial complexes and polytopes have also led to algebraic connected sum operations
on Stanley-Riesner rings [4], [29]. While [1] has already established several fundamental
properties of the general connected sum construction (some of which we also prove here),
we focus on two aspects which have not previously been considered in this generality.
Specifically we study Macaulay-Matlis duality and Lefschetz properties of both fibered
products and connected sums of AG algebras A, B over other AG algebras T . Our main
results are summarized below.
Let Q be a polynomial ring, let R be the dual ring of Q (so R is a divided power algebra)
and let I ⊂ Q be an ideal such that the quotient A = Q/I is an AG algebra of socle degree
d. A classical result of Macaulay states that there is a homogeneous polynomial F ∈ R of
degree d, unique up to scalar multiple, such that I = Ann(F). The polynomial F is called
the Macaulay dual generator for A. Since the connected sum of two AG algebras over
an AG algebra is again an AG algebra, it seems natural to ask how their Macaulay dual
generators are related. The following result (Theorem 4.6) characterizes such connected
sums in terms of their dual generators:
Theorem 1. Let F,G ∈ Rd be two linearly independent homogeneous forms of degree d,
and suppose that there exists τ ∈ Qd−k (for some k < d) satisfying
(a) τ ◦ F = τ ◦G , 0, and
(b) Ann(τ ◦ F = τ ◦G) = Ann(F) + Ann(G).
In this case, set
A =
Q
AnnF
, B =
Q
Ann(G)
, T =
Q
Ann(τ ◦ F = τ ◦G) ,
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and let πA : A → T and πB : B → T be the natural projection maps. Then the Thom classes
of πA and πB are given by τA = τ + Ann(F) and τB = τ + Ann(G), and we have algebra
isomorphisms
A ×T B 
Q
Ann(F) ∩ Ann(G) , A#TB 
Q
Ann(F −G) .
And, conversely, every connected sum A#TB of graded AG algebras of the same socle de-
gree over graded AG algebra T arises in this way.
For the Thom classes see Definition 2.2, and for the connection of Thom classes with
Macaulay dual generators, see Remarks 4.3 (b).
Theorem 1 is new (as far as the authors can tell), although in the case T = F, Theo-
rem 1 yields the well known result that C = Q/Ann(H) is a connected sum if and only if
H = F − G where F and G are polynomials in distinct sets of variables, possibly after a
change of coordinates (Corollary 4.10). As another application of Theorem 1, we charac-
terize connected sums over arbitrary T in the special case where F and G are monomials
(Proposition 4.19). In general, determining whether a homogeneous polynomial H is the
Macaulay dual of a connected sum over some T seems to be a rather difficult problem.
Over T = F, this problem has been studied by several authors, e.g. [2], [8], [35], and is
related to the Waring rank of polynomials, see [8].
The strong Lefschetz property (SLP) for graded AG algebras is an algebraic version of
a property of cohomology rings of smooth complex projective varieties stemming from
the hard Lefschetz theorem in algebraic geometry. We say a graded Artinian algebra A =⊕d
i=0
Ai satisfies SLP if there is a linear form ℓ ∈ A1 for which the multiplication maps
×ℓk : Ai → Ai+k have full rank for each degree i and each exponent k. The weak Lefschetz
property (WLP) requires only that the multiplication maps ×ℓ : Ai → Ai+1 have full rank
for each i. These properties are especially intriguing for AG algebras, as they most closely
resemble cohomology rings.
We show that if A and B are two graded AG algebras satisfying SLP, then over T =
F, both their fibered product A ×F B and their connected sum A#FB have SLP as well
(Propositions 5.6 and 5.7). That connected sums over F preserve SLP has been previously
shown by J. Watanabe and his coauthors [19, Proposition 3.77] using higher Hessians.
While we do not use them here, we believe that higher Hessians may be a powerful tool for
establishing SLP for connected sums over other T . On the other hand our examples show
that, even if A and B both have SLP, the connected sum over general T can fail to have SLP.
The corresponding fact from topology is that the connected sum of two complex projective
manifolds over a complex submanifold may fail to be a projective manifold itself, or even
homotopy equivalent to one (Remark A.4).
Howeverwe prove that connected sumswhich generalize the cohomology rings of blowups
of manifolds at submanifolds with trivial normal bundles retain the SLP (Theorem 5.13).
The description for these rings is given by Theorem 2, which establishes the strong Lef-
schetz property for some families of Artinian Gorenstein algebras where it was previously
unknown (Corollaries 5.14 and 5.15).
Theorem 2. Let T, A and B = T [x]/(xd−k+1) be AG algebras with socle degrees k, d, d,
respectively and let πA : A → T and πB : B → T be surjective ring homomorphism such
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that the Thom class τA satisfies πA(τA) = 0 and πB(t) = t for t ∈ T, while πB(x) = 0. If
A and T both satisfy the SLP, then the fibered product A ×T B also satisfies the SLP and
moreover, if the field F is algebraically closed, then the connected sum A#TB also satisfies
the SLP.
We also show that connected sums and fibered products retain the WLP to some ex-
tent (Theorem 5.22). This gives another family of algebras for which the weak Lefschetz
property was not previously known.
Theorem 3. Let A and B be standard graded AG algebras of socle degree d satisfying the
SLP, and let T be a graded AG algebra of socle degree k, with k < ⌊ d−1
2
⌋, endowed with F-
algebra homomorphisms πA : A → T and πB : B → T. Then the resulting fibered product
A ×T B and the connected sum A#TB both satisfy the WLP.
Our Proposition 5.23 shows that we need quite restrictive hypotheses for the conclusion
of Theorem 3. While the connected sum can yield new families that do have WLP or SLP
(Theorem 5.13), it can also lead to new families having other Jordan types.
This paper is organized as follows. In Section 2 we introduce algebraic versions of Thom
classes and Gysin maps, named after their related topological objects, which are applied
in Section 3 to give an alternate description of the Ananthnarayan-Avramov-Moore con-
structions. In Section 4, we review the basic tenets of Macaulay duality, prove Theorem 1,
and compute several examples. In Section 5 we study Lefschetz properties and find several
new classes of rings which satisfy the SLP or the WLP: the connected sums described in
Theorem 2, which generalize the cohomology rings of blowups of manifolds at a point; and
the connected sums and fibered products over F, the rings described by Theorem 3. In the
Appendix we describe the topological connected sum construction on smooth manifolds,
and prove Theorem A.1, which gives sufficient conditions for the cohomology ring of the
(topological) connected sum of two manifolds to be the (algebraic) connected sum of the
cohomology rings of the two manifolds.
Notation. Throughout this paper we use the following notation. We will assume unless
otherwise stated, that all graded objects M are graded over the non-negative integers N,
and Mi denotes the i
th graded component. For a graded object M we will write M(n) to
be the graded object M shifted up by n, meaning that M(n)d = Md+n. All maps between
graded objects will be graded of degree zero unless otherwise stated. All graded algebras A
are assumed to be commutative and connected over an arbitrary fixed field F, meaning that
A0 = F. However, in Section 5 about Lefschetz properties, we will assume that the field F
is infinite of characteristic zero or of characteristic greater than the common socle degree
d of A, B. Our graded algebras are not necessarily standard graded, meaning that A is not
necessarily generated by A1 as an algebra. Given a graded algebra A, its homogeneous
maximal ideal will be denoted by mA =
⊕
i≥1 Ai or A+. An algebra A is called Artinian if it
is a finite dimensional vector space over F. The socle of an Artinian algebra A is the ideal
0 : A+; its socle degree is the largest integer d such that Ad , 0: it is sometimes called the
formal dimension of A [30,34]. The type of A is the vector space dimension of its socle. The
Hilbert series of an Artinian algebra A is the generating function H(A, t) =
∑
i∈N dimF(Ai)t
i.
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In the topology literature this notion appears under the name of Poincare´ series. By the
Hilbert function H(A) of an Artinian algebra A, we mean the sequence of coefficients of its
Hilbert series e.g. if H(A, t) = 1+2t+3t2, then H(A) = (1, 2, 3). We write H(A)[n] to mean
the coefficient sequence for the shifted Hilbert series tnH(A, t), e.g. if H(A, t) = 1+ 2t+ 3t2
then H(A)[2] = (0, 0, 1, 2, 3). Given a set S of elements in a vector space over the field F
we denote by spF S their span.
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2 Preliminaries.
2.1 Oriented AG Algebras.
Let A be a graded Artinian algebra with socle degree d. We say that A is Gorenstein if its
socle (0 : mA) is one dimensional as an F-vector space, which must then necessarily be
Ad. Equivalently, A is Gorenstein if its d
th graded piece Ad is one dimensional, and for any
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non-zero map of graded vector spaces
∫
A
: A → F(−d) (which can be obtained by fixing
a vector space isomorphism
∫
A
: Ad → F and extending it by zero to all of A) the bilinear
pairing defined by multiplication in A
A × A // F
(a, a′) ✤ //
∫
A
a · a′
is non-degenerate. We call the pair
(
A,
∫
A
)
an oriented AG algebra, where
∫
A
is referred to as
the orientation. Another notation found in the literature is 〈·, ·〉φ where φ is the isomorphism
φ : Ad → F.
2.1.1 Thom Classes
Throughout this section suppose that
(
A,
∫
A
)
and
(
T,
∫
T
)
are oriented AG algebras with socle
degrees d and k, respectively, and suppose that π : A → T is a graded map between them.
Lemma 2.1. There exists a unique homogeneous element τ = τπ ∈ Ad−k such that∫
A
τ · a =
∫
T
π(a), ∀a ∈ A.
Proof. Since the pairing (, ) : A × A → F is non-degenerate, and A is finite dimensional as
an F-vector space, the map A ∋ t 7→
∫
A
t · (−) ∈ HomF(A, F) is an isomorphism of graded
vector spaces. Therefore there exists a unique τ ∈ A corresponding to the homomorphism∫
T
◦π ∈ HomF(A, F), i.e. ∫
A
τ · a =
∫
T
π(a), ∀a ∈ A.
Since
∫
T
◦π : A → F is a graded map which vanishes on every graded component except
Ak, τ must be homogeneous of degree d − k. 
Definition 2.2. The element τ ∈ Ad−k above is called the Thom class for π : A → T . Note
that it depends not only on the map π, but also on the orientations chosen for A and T .
Remark 2.3. D.M. Meyer and L. Smith refer to our Thom classes as transition elements
[30, p. 14]. In fact they refer to a transition element as a Thom class in positive character-
istic in certain cases when the two algebras carry an action of the Steenrod algebra [30, p.
56]. We will see in Section 4 (Remark 4.3 (b)) that the Thom class has an alternative
characterization in terms of the Macaulay dual generators of A and T .
2.1.2 Gysin Maps.
The map π : A → T gives T an A-module structure.
Lemma 2.4 (Gysin map). There exists an unique A-module map ι = ιπ : T (k − d) → A
satisfying ι(1T ) = τπ.
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Proof. For each t ∈ T , there is a unique corresponding homomorphism
∫
T
t · (−) : T →
F which pulls back via π to give the homomorphism
∫
T
t · π(−) : A → F, which in turn
corresponds to a unique element ι(t) ∈ A. In other words, the map ι : T (d − k) → A is
defined by the condition that∫
A
ι(t) · a =
∫
T
t · π(a), ∀a ∈ A.
We need only check that it is a map of A-modules. For t1, t2 ∈ T and fixed a ∈ A we have
for every a′ ∈ A: ∫
A
ι(t1 + at2) · a′ =
∫
T
(t1 + π(a)t2) · π(a′)
=
∫
T
t1π(a
′) +
∫
T
π(a)t2 · π(a′)
=
∫
T
t1π(a
′) +
∫
T
t2π(a · a′)
=
∫
A
ι(t1) · a′ +
∫
A
a · ι(t2) · a′
which shows that ι(t1+at2) = ι(t1)+a · ι(t2), and hence that ι : T (k−d) → A is an A-module
map. Clearly we must then have ι(1T ) = τπ. 
Definition 2.5. The map ι : T (k − d)→ A we term the Gysin map associated to π : A → T .
Note that it also depends not only on π but also on the chosen orientations of A and T .1
Lemma 2.6. The map π : A → T is surjective if and only if ι : T (k − d) → A is injective.
Proof. Assume that π is surjective, and suppose that ι(t) = 0 for some t ∈ T . Then
∫
A
ι(t) ·
a =
∫
T
t ·π(a) = 0 for all a ∈ A. Since π is surjective we must therefore have that
∫
T
t · t′ = 0
for all t′ ∈ T , and hence t = 0 by the non-degeneracy of the pairing on T .
Conversely, assume that π is not surjective, and let S ⊆ T be the image of π : A → T .
Since S , T , there is a non-zero φ ∈ HomF(T, F) such that φ(S ) = 0. Let t ∈ T be the
non-zero element for which φ =
∫
T
t · (−). Then we have
∫
A
ι(t) · a =
∫
T
t · π(a) = 0 for all
a ∈ A. It follows from the non-degeneracy of the pairing on A that ι(t) must be zero, hence
ι : T (k − d) → A is not injective. 
Lemma 2.7. Assume that π : A → T is surjective. Then the Gysin map ι : T (k − d) → A
coincides with the multiplication map ×τ : T (k − d)→ A, t 7→ τ · t where τ · t is interpreted
as the product in A given by τ · a, where a is any π lift of t.
Proof. First note that the multiplication map is well defined since for a ∈ ker(π) and any
a′ ∈ A we have ∫
A
(τ · a) · a′ =
∫
A
τ · (a · a′)
=
∫
T
π(a · a′) = 0
1See Remark A.3 for an explanation of this nomenclature.
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To see that the multiplication map coincides with the Gysin map note that for every a′ ∈ A
we have ∫
A
(τ · t) · a′ =
∫
T
t · π(a′)
=
∫
A
ι(t) · a′.
Thus τ · t = ι(t) by non-degeneracy of the pairing on A. 
In the following remark we give an alternate interpretation of the Thom class and Gysin
map using certain dualizing functors on AG algebras.
Remark 2.8. Applying the dualizing functor ∨ = HomF(−, F) to the surjective map π : A →
T yields an injective graded map π∗ : T∨ → A∨. Since both T and A are AG algebras of
socle degrees k and d respectively, there are graded isomorphismsT (k)  T∨ and A(d)  A∨
given by t 7→
∫
T
t · − and a 7→
∫
A
a · −. This can be summarized using the following
commutative diagram, where j is defined to be the composite of the inverse of the rightmost
map and the other two maps.
T∨ π
∗
// A∨
T (k)

OO
j
// A(d).

OO
The commutativity of the diagram yields
∫
A
j(1T ) · a =
∫
T
1T · π(a),∀a ∈ A.
Comparing with Lemma 2.1 gives that τπ = j(1T ), that is, the Thom class is determined
by the map j induced by π∗. The Gysin map introduced in Lemma 2.4 is thus a graded shift
of j, namely ιπ = j(−d) : T (k − d) → A.
Our Gysin map corresponds to the map ιS : V → S in [1, §2, Fig. 2.0.1] in the special
case that V is the dualizing module of an AG algebra. Next we compute the image of the
Gysin map for future reference. The diagram above can be extended to the following
0 // T∨ π
∗
// A∨ // ker(π)∨ // 0
0 // T (k)

OO
j
// A(d)

OO
// A(d)/Im(j)

OO
// 0.
By [7, Proposition 3.6.16] the following functors are equal −∨ = HomF(−, F) = HomA(−, A∨).
In light of this, we compute
ker(π)∨ = HomA(ker(π), A
∨)  HomA(ker(π), A(d)) = A(d)/(0 :A(d) ker(π)),
which leads to Im(j) = (0 :A(d) ker(π)) and thus Im(ιπ) = (0 :A ker(π)).
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2.2 Oriented Artinian level (AL) algebras.
The class of Artinian level algebras generalizes the class of Artinian Gorenstein algebras.
Recall that the socle of an Artinian algebra A is the vector subspace
soc(A) = {a ∈ A | m · a = 0, ∀ m ∈ mA } = (0 : mA).
Definition 2.9 (Artinian level algebra). The type of an Artinian algebra A is the vector space
dimension of its socle. We say that a graded Artinian algebra A is Artinian level (AL) if all
elements of its socle have the same degree, i.e. soc(A) ⊆ Ad, where d = max{i | Ai , 0}. In
particular, A is graded Artinian Gorenstein (AG) if and only if A is level of type one.
Let A =
⊕d
i=0
Ai be an Artinian algebra with Ad , 0. Then Ad is a finite dimensional
F-vector space, say of dimension n. We may choose a vector space isomorphism Ad  F
n
and extend it by zero to an F-linear map
∫
A
: A(d) → Fn. We call the map
∫
A
: A(d) → Fn
an orientation on A. Every orientation defines a generalized bilinear pairing
A × A // Fn
(a, a′) ✤ //
∫
A
a · a′.
(1)
If we let πi : F
n → F denote the projection map onto the ith coordinate, then the composite
πi (a, a
′) gives a bilinear pairing on A in the usual sense. We say that the generalized
bilinear pairing is non-degenerate if for every non-zero a ∈ A, there exists a′ ∈ A such that∫
A
a · a′ , 0 ∈ Fn.
Lemma 2.10. The generalized bilinear pairing in Equation (1) is non-degenerate if and
only if A is level.
Proof. Suppose that A is an Artinian level algebra. We show that the pairing in Equation
(1) restricted to the subspace Ai × Ad−i ⊂ A× A is non-degenerate for each degree 0 ≤ i ≤ d
by downward induction on i. If i = d, then if a ∈ Ad is non-zero then
∫
A
a · 1 , 0 since∫
A
: Ad → Fn is an isomorphism. Next fix i < d and assume that the pairing is non-
degenerate for all j such that i < j ≤ d. Fix a ∈ Ai non-zero. Since A is level, we must
have soc(A) = Ad. Therefore since i < d, a ∈ Ai cannot be in the socle, hence there is a
homogeneous element x ∈ mA = A+ for which a · x , 0 (if no such x existed, a would
be in the socle!). Thus deg(a · x) = j ≥ i + 1 hence by our inductive hypothesis, there
exists y ∈ Ad− j for which
∫
A
(a · x) · y , 0 in F. If we take a′ = xy ∈ Ad−i we see that∫
A
a · a′ , 0 ∈ Fn, so the generalized pairing is non-degenerate.
Conversely assume that the generalized bilinear pairing in Equation (1) is non-degenerate.
Fix a non-zero homogeneous element a ∈ soc(A). Suppose that a ∈ Ai for some i.
By non-degeneracy of the generalized bilinear pairing, there exists a′ ∈ Ad−i for which∫
A
a · a′ , 0 ∈ Fn. On the other hand if d − i > 0 then a′ ∈ A+ from which it follows that
a · a′ = 0. Thus d − i = 0 and hence i = d. This shows that soc(A) ⊂ Ad and thus A is
level. 
Definition 2.11. A pair
(
A,
∫
A
)
consisting of a graded Artinian level algebra of socle degree
d and type n, and an orientation
∫
A
: A(d) → Fn we shall call an oriented AL algebra.
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2.2.1 Generalized Thom Classes.
Lemma 2.12. Suppose that
(
L,
∫
L
)
is an oriented AL algebra with socle degree d of type n
and that
(
K,
∫
K
)
is an oriented AG algebra with socle degree k, and suppose that π : L → K
is any algebra map between them. Then there is a linear functional ψ : Fn → F and a
homogeneous element τ ∈ Ld−k such that∫
K
π(y) = ψ
(∫
L
τ · y
)
, ∀y ∈ L.
Proof. By Lemma 2.10, we see that the map
L // HomF(L, F
n)
x
✤ //
∫
L
x · (−)
is injective. Hence there must be some linear map ψ : Fn → F such that the composition
L // HomF(L, F
n)
ψ∗
// HomF(L, F)
is injective, hence also an isomorphism. Then since
∫
K
◦π ∈ HomF(L, F), we deduce that
there must be τ ∈ Ld−k such that ∫
K
◦π = ψ∗ ◦
∫
L
τ · (−),
and the result follows. 
Lemma 4.4 below is related, but uses Macaulay dual generators.
Definition 2.13. The pair (ψ, τ) is a generalized Thom class for the map π : L → K.
3 Fibered Products and Connected sums.
3.1 Fibered Products.
The fibered product is a particular instance of a general categorical construction termed
pullback. The categories of rings, F algebras, Artinian algebra and AG algebras are all
closed under pullback and in each of these categories the pullback is called the fiber prod-
uct. The existence of fibered products in the category of F algebras is closely related to a
dual concept to pushout in the dual category of (finite) affine schemes [21, p. 87]. We now
give the formal definition.
Definition 3.1. The fibered product of A and B over T (with respect to maps πA and πB) is
the set
A ×T B = {(a, b) ∈ A ⊕ B | πA(a) = πB(b) } .
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Since πA and πB are algebra maps, it follows that the fibered product A×T B a subalgebra
of the direct sum algebra A ⊕ B. Let ρ1 : A ×T B → A and ρ2 : A ×T B → B be the natural
projection maps.
Pullbacks satisfy the following well-known universal property cf. [33].
Lemma 3.2. The fibered product A ×T B satisfies the following universal property: If C is
another F algebra with maps φ1 : C → A and φ2 : C → B such that πA ◦ φ1(c) = πB ◦ φ2(c)
for all c ∈ C, then there is a unique F algebra homomorphismΦ : C → A×T B which makes
the diagram below commute:
C
Φ
##❋
❋
❋
❋
❋ φ1
!!
φ2
$$
A ×T B ρ1 //
ρ2

A
πA

B πB
// T.
(2)
Note that the fibered product fits into a short exact sequence of graded vector spaces:
0 // A ×T B ρ1⊕ρ2 // A ⊕ B πA−πB // T // 0. (3)
Equations (2) and (3) uniquely determine the fibered product up to isomorphism:
Lemma 3.3. Suppose that C is an Artinian algebra with algebra maps φ1 : C → A and
φ2 : C → B. Assume that
1. πA ◦ φ1 = πB ◦ φ2, and that
2. the sequence of maps
0 // C
φ1⊕φ2
// A ⊕ B πA−πB // T // 0
is exact.
Then C  A ×T B as F algebras.
Proof. By the universal property (Lemma 3.2), there exists an F algebra map Φ : C →
A ×T B such that ρi ◦ Φ = φi for i = 1, 2. Therefore, in the sequence of maps
0 // C
Φ

φ1⊕φ2
// A ⊕ B πA−πB // T // 0
0 // A ×T B
ρ1⊕ρ2
88♣♣♣♣♣♣♣♣♣♣♣
the triangle must commute. But since φ1 ⊕ φ2 is injective, Φ : C → A ×T B must be
injective too. Finally by our exactness assumption, C and A ×T B have the same vector
space dimension, hence Φ must be an isomorphism. 
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Lemma 3.4. The fibered product C = A ×T B of graded Artinian level algebras A, B of
the same socle degree d and types (socle dimensions) s, t, respectively, over an AG graded
algebra T of socle degree k is an Artinian level algebra of socle degree d and type s + t if
k < d, and of type s + t − 1 if k = d.
Proof. Clearly A ×T B is Artinian, since it is a subalgebra of an Artinian algebra A ⊕ B.
Suppose that (a, b) ∈ A ×T B is a non-zero element in the socle. Then for any (x, y) ∈
mA×TB = (A ×T B)+ we have (x, y) · (a, b) = (0, 0). Note that for any x ∈ mA = A+,
πA(x) ∈ mT = T+, hence by our surjectivity assumptions there exists y ∈ mB = B+ such
that (x, y) ∈ (A ×T B)+. Since (x, y) · (a, b) = (0, 0), we deduce that xa = 0. Since x ∈ A+
was arbitrary, this shows that a ∈ A is in the socle of A. A similar argument shows that
b ∈ B is in the socle of B. Since the socle degrees of A and B are both equal to d (again by
our assumptions), we deduce that the degree of (a, b) must also be equal to d. Since (a, b)
was an arbitrary non-zero socle element, this argument shows that the socle of A ×T B is
concentrated in degree d, and thus A ×T B is level. The previous argument shows that
soc(A ×T B) ⊆ soc(A) × soc(B).
If k < d, we also have that soc(A)×soc(B) ⊂ soc(A×T B), thus it follows that dimF soc(A×T
B) = dimF soc(A)+dimF soc(B) = s+t, so we have equality in the displayed equation above.
The formula for the socle dimension follows from the next Lemma 3.5. 
Lemma 3.5 (See also [1, Remark 3.2]). The Hilbert series of the fibered product A ×T B
satisfies
H(A ×T B, t) = H(A, t) + H(B, t) − H(T, t).
Proof. The result follows immediately from the exact sequence (3). 
3.2 Connected Sums.
For the rest of this section let
(
A,
∫
A
)
,
(
B,
∫
B
)
, and
(
T,
∫
T
)
be oriented AG algebras with socle
degrees d, d, and k, respectively. Suppose we have surjective graded ring homomorphisms
πA : A → T and πB : B → T , with Thom classes τA ∈ Ad−k and τB ∈ Bd−k respectively.
For the following definition we assume that πA(τA) = πB(τB), so that (τA, τB) ∈ A ×T B.
This condition is clearly satisfied if the socle degrees d of A, B, and k of T , respectively,
satisfy the inequality d > 2k since in that case πA(τA) = πB(τB) = 0.
Definition 3.6. The connected sum of oriented Artinian algebras A and B over T (with
respect to maps πA and πB) is the quotient ring of the fibered product A×T B by the principal
ideal generated by the pair of Thom classes (τA, τB), i.e.
A#TB =
A ×T B
〈(τA, τB)〉
.
Note that this depends on πA, πB and the orientations on A, B.
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Our definition for the connected sum is a special case of the notion by the same name
defined in diagram (2.0.1) of [1]. Indeed, the situation presented in this paper corresponds
to the case where, in the notation of [1, (2.0.1)], V is the canonical module of T . See
Remark 2.8 for details on the maps appearing in that diagram.
The connected sum is also characterized by a short exact sequence of vector spaces:
Lemma 3.7. There is a short exact sequence of graded vector spaces
0 // T (k − d) ×τA⊕×τB // A ×T B // A#TB // 0 (4)
where the non-trivial map on the left is the direct sum of Gysin maps for πA and πB, and the
map on the right is the natural quotient map. Moreover, if C is another Artinian algebra
with a surjective map φ : A ×T B → C making the sequence
0 // T (k − d) ×τA⊕×τB // A ×T B φ // C // 0
exact, then C  A#TB as F algebras.
Proof. The image of the sum of Gysin maps ×τA ⊕ ×τB : T (k − d) → A ⊕ B is contained
in the image of ρ1 ⊕ ρ2 : A ×T B → A ⊕ B by our assumption that πA(τA) = πB(τB). Since
πA, πB are surjective, Lemma 2.6 implies that each Gysin map is injective, hence so is their
direct sum. This shows exactness on the left. Exactness on the right is due to the natural
projection being surjective. To see exactness in the middle, it suffices to observe that the
image of the direct sum of Gysin maps ×τA⊕×τB : T (k−d) → A×T B is exactly the principal
ideal in A ×T B generated by the pair (τA, τB), but this follows from the description of the
Gysin map in Lemma 2.7.
Next, suppose that C is an Artinian algebra with a map φ : A ×T B → C which fits
into the A#TB slot in the short exact sequence in (4). Then φ passes to an isomorphism
C  A ×T B/〈(τA, τB)〉 = A#TB which is the desired isomorphism. 
Lemma 3.8 (See also [1, Theorem 2.8]). Let
(
A,
∫
A
)
,
(
B,
∫
B
)
, and
(
T,
∫
T
)
be oriented AG
algebras with socle degrees d, d, and k, respectively, and let πA : A → T and πB : B → T be
surjective homomorphisms with Thom classes τA ∈ Ad−k and τB ∈ Bd−k. Then the connected
sum A#TB is a (not necessarily standard) graded Artinian Gorenstein F algebra.
Proof. It suffices to show that the socle is one dimensional. Fix a homogeneous element
c = (a, b) ∈ soc(A#TB). Note that for each x ∈ ker(πA) ⊂ A+, we have (x, 0) ∈ (A ×T B)+,
hence (x, 0) ∈ (A#TB)+. Thus we must have (x, 0) · (a, b) = 0 which implies that x ·a = τA · t
for some t ∈ T , and also 0 · b = τB · t for the same t ∈ T . Since πA is surjective, Lemma 2.6
implies that the multiplication map ×τA, i.e. the Gysin map, is injective. Hence we must
have t = 0 hence x · a = 0 for any x ∈ ker(πA) and so a ∈ (0 : ker(πA)) = Im(ιA) by Remark
2.8. Therefore we deduce that a = τA · t1 for some t1 ∈ T . A similar argument shows that
b = τB · t2 for some t2 ∈ T . Note that t1 = t2 if and only if (a, b) = 0 in A#TB. Therefore
we can replace the representative pair (a, b) = (τA · t1, τB · t2) by (a, b) − (τA · t1, τB · t1),
and hence we may write c = (0, τB(t2 − t1)). Then note that for any y ∈ B+, and for any
x ∈ π−1A (πB(y)) (which must exist by surjectivity of πB), we have (x, y) ∈ (A#TB)+, and
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thus (x, y) · c = (0, 0). From this we deduce that y · τB(t2 − t1) = 0, hence it follows that
τB(t2 − t1) ∈ soc(B) = Bd. This argument shows that
soc (A#TB) ⊂ (A#TB)d =
(A ×T B)d
〈(τA, τB)〉d
.
Since (A ×T B)d is two dimensional and 〈(τA, τB)〉d is one dimensional, we conclude that
soc (A#TB)d must be at most, hence exactly, one dimensional. 
Lemma 3.9 (See also [1, Theorem 3.3]). The Hilbert series of the connected sum satisfies
H(A#TB, t) = H(A, t) + H(B, t) − (1 + td−k)H(T, t).
Equivalently, the Hilbert functions satisfy H(A#TB) = H(A) + H(B)− H(T ) −H(T )[d − k].
Proof. The result follows from Sequence (4) and Lemma 3.5. 
Remark 3.10. We will see in Section 4 that the characterizing sequences (3) and (4) can
be interpreted respectively as a Mayer-Vietoris sequence
0 // Q/I1 ∩ I2 // Q/I1 ⊕ Q/I2 π1−π2 // Q/I1 + I2 // 0 (5)
and a multiplication sequence:
0 // Q/(I : τ)(k − d) ×τ // Q/I // Q/I + (τ) // 0 (6)
where Q is a polynomial ring, I1, I2, I ⊂ Q homogeneous ideals, and τ ∈ Qd−k a homoge-
neous polynomial.
Example 3.11 (Fibered product and Connected Sum). Let A = F[x, y]/(x2, y4) and B =
F[u, v]/(u3, v3) each with the standard grading deg(x) = deg(y) = deg(u) = deg(v) = 1.
Let T = F[z]/(z2), and define maps πA : A → T , πA(x) = z, πA(y) = 0 and πB : B → T ,
πB(u) = z, πB(v) = 0. Then the fibered product A ×T B is generated as an algebra by
elements z1 = (y, 0), z2 = (x, u), and z3 = (0, v), all having degree one. One can check that
it has the following presentation:
A ×T B =
F[z1, z2, z3]〈
z4
1
, z3
2
, z3
3
, z1z3, z1z
2
2
〉 . (7)
The Hilbert function of the fibered product is
H(A ×T B) =(1, 3, 5, 4, 2)
=(1, 2, 2, 2, 1) + (1, 2, 3, 2, 1) − (1, 1, 0, 0, 0)
=H(A) + H(B) − H(T ).
Fix orientations on A, B, and T by
∫
A
: xy3 7→ 1,
∫
B
: u2v2 7→ 1, and
∫
T
: z 7→ 1, re-
spectively. Then the Thom classes for πA : A → T and πB : B → T are, respectively,
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τA = y
3 ∈ A3, τB = uv2. Note that πA(τA) = 0 = πB(τB), hence (τA, τB) ∈ A ×T B, and in
terms of Presentation (7) we have (τA, τB) = z
3
1
+ z2z
2
3
. Therefore we see that
A#TB =
F[z1, z2, z3]〈
z4
1
, z3
2
, z3
3
, z1z3, z1z
2
2
, z3
1
+ z2z
2
3
〉 . (8)
The Hilbert function of the connected sum is
H(A#TB) =(1, 3, 5, 3, 1)
=(1, 2, 2, 2, 1) + (1, 2, 3, 2, 1)− (1, 1, 0, 0, 0)− (0, 0, 0, 1, 1)
=H(A) + H(B) − H(T ) − H(T )[3]
Proposition 3.12 (See also [2, Proposition 2.4(b)]). Let R,R′ be graded polynomial rings
with homogeneousmaximal idealsmR andmR′ , respectively. Let
(
A = R/I,
∫
A
)
and
(
B = R′/I′,
∫
B
)
be oriented AG algebras each with socle degree d, and let πA : A → F and πB : B → F be
the natural projection maps with Thom classes τA ∈ Ad and τB ∈ Bd. Then the fibered
product A ×F B has a presentation
A ×F B 
R ⊗F R′
mR ⊗mR′ + I ⊗ R′ + R ⊗ I′
.
and the connected sum A#FB has a presentation
A#FB 
R ⊗F R′
mR ⊗mR′ + I ⊗ R′ + R ⊗ I′ + (τA ⊗ 1 + 1 ⊗ τB)
.
In particular, if A and B are standard graded then so are A ×F B and A#FB.
Proof. We first obtain presentations for A and B as quotients of R ⊗F R′ and subsequently
use these to present the desired connected sum and fiber product. Indeed, we have
A  A ⊗F F  R/I ⊗F R′/mR′  R ⊗F R′/I ⊗ R′ + R ⊗mR′
B  F ⊗F B  R/mR ⊗F R′/I′  R ⊗F R′/mR ⊗ R′ + R ⊗ I′
F  F ⊗F F  R/mR ⊗F R′/mR′  R ⊗F R′/mR ⊗ R′ + R ⊗mR′ .
Notice that there is an equality of ideals
(I ⊗ R′ + R ⊗mR′) + (mR ⊗ R′ + R ⊗ I′) = mR ⊗ R′ + R ⊗mR′
which leads to the following short exact sequence
0 → R ⊗F R′/(I ⊗ R′ + R ⊗mR′) ∩ (mR ⊗ R′ + R ⊗ I′)→ A ⊕ B → F→ 0.
Comparing the above to the short exact sequence given in Equation (3)
0 → A ×F B → A ⊕ B
πA−πB−→ F→ 0
it follows that
A ×F B  R ⊗F R′/(I ⊗ R′ + R ⊗mR′) ∩ (mR ⊗ R′ + R ⊗ I′). (9)
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It remains to show that this simplifies to the claimed expression. To see this, notice that the
containment
mR ⊗mR′ + I ⊗ R′ + R ⊗ I′ ⊆ (I ⊗ R′ + R ⊗mR′) ∩ (mR ⊗ R′ + R ⊗ I′)
is clear as I ⊆ mR and I′ ⊆ mR′ . To show the reverse containment it is sufficient to note the
following identities
(I ⊗ R′ + R ⊗mR′) ∩ (mR ⊗ R′ + R ⊗ I′)
mR ⊗mR′
= (I ⊗ F + F ⊗mR′) ∩ (mR ⊗ F + F ⊗ I′)
= I ⊗ F + F ⊗ I′
=
mR ⊗mR′ + I ⊗ R′ + R ⊗ I′
mR ⊗mR′
.
This gives the desired presentation for A ×F B. As for A#FB, the given presentation follows
from Definition 3.6.
If R and R′ are generated in degree 1 thens so is R ⊗F R′. This yields the assertion about
A ×F B, A#FB being standard graded whenever A and B are. 
4 Macaulay Dual Generators.
Let Q = F[x1, . . . , xn] be a (not necessarily standard) graded polynomial ring and let R =
F[X1, . . . , Xn] be the divided power algebra, i.e. a polynomial ring regarded as a Q module
with the contraction action xi ◦ Xkj =
X
k−1
j
δi j if k > 0
0 otherwise
where δi j is the Kronecker delta.
Then for each degree i ≥ 0 the action of Q on R defines a non-degenerate F-bilinear
pairing
Qi × Ri // F
( f , F)
✤ // f ◦ F
(10)
This implies that for each i ≥ 0we have an isomorphism of F-vector spaces Ri  HomF(Qi, F)
given by F 7→ { f 7→ f ◦ F}.
The following fact is a classical result of Macaulay, cf. [12, Theorem 21.6]. See also [19,
Proposition 2.67].
Fact 4.1. An Artinian algebra A = Q/I is level with socle degree d, and type m if and only
if there exists m linearly independent homogeneous forms of degree d, G1, . . . ,Gm ∈ Rd
such that I = Ann(G1, . . . ,Gm), meaning that I is the annihilator of the Q submodule of R
generated by G1, . . . ,Gm.
In particular, if A is Gorenstein with socle degree d, then I = AnnQ(FA) for some homo-
geneous polynomial FA ∈ Rd. Moreover this polynomial is unique up to a scalar multiple.
Definition 4.2. The polynomials G1, . . . ,Gm or FA in Fact 4.1 are referred to as a set of
Macaulay dual generators of the graded Artinian level algebra A.
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Remarks 4.3. (a) Note that an orientation on an Artinian level algebra A = Q/I of so-
cle degree d and type m is determined by fixing a set of Macaulay dual generators
G1, . . . ,Gm ∈ Rd:∫
A
a + Ann(G1, . . . ,Gm) ≔ (a ◦G1(0), . . . , a ◦Gm(0))t ∈ Fm, ∀ a ∈ Q
where a ◦ Gi(0) means evaluate the polynomial a ◦ Gi ∈ R at X1 = 0, . . . , Xn = 0.
Conversely, given an oriented AL algebra
(
A,
∫
A
)
, and a presentation A = Q/I, there is
a choice of Macaulay dual generators G1, . . . ,Gm such that I = Ann(G1, . . . ,Gm) and∫
A
a + I = (a ◦G1(0), . . . , a ◦Gm(0))t ∈ Fm for all a ∈ Q.
From now on, when we speak of Macaulay dual generators of an oriented AL algebra(
A,
∫
A
)
of type m and socle degree d, we shall mean a set of m homogeneous d-forms
G1, . . . ,Gm ∈ Rd such that A = Q/Ann(G1, . . . ,Gm) and∫
A
a + Ann(G1, . . . ,Gm) = (a ◦G1(0), . . . , a ◦Gm(0))t, ∀a ∈ Q.
(b) Note that given a homomorphism π : A → T of AG algebras having dual generators
F,H of degrees d and k, respectively, the Thom class of Definition 2.2 is the element τ
of Ad−k such that τ ◦ F = H. We sometimes regard τ as an element in Qd−k, which is
unique up to Ann(F). Recall from Lemma 2.7 that the Gysin A-module map ιA : T →
A is ι(t) = t · τ ∈ A.
The following is essentially a direct consequence of Lemma 2.12.
Lemma 4.4. Suppose that
(
L,
∫
L
)
is an oriented AL algebra of socle degree d and type m,
suppose that
(
K,
∫
K
)
is an oriented AG algebra of socle degree k ≤ d, and suppose that
π : L → K is a surjective algebra map between them. If L has a presentation L = Q/I
with Macaulay dual generators G1, . . . ,Gm ∈ Rd, then K has a presentation K = Q/J with
Macaulay dual generator F given by
F =
m∑
i=1
ai · (τ ◦Gi) (11)
for some constants a1, . . . , am ∈ F and for some homogeneous polynomial τ ∈ Qd−k. More-
over with these presentations, the generalized Thom class for the map π : L → K is the pair
(ψ ≔ (a1, . . . , am), τ + Ann(G1, . . . ,Gm)).
Proof. Let
(
L,
∫
L
)
,
(
K,
∫
K
)
and π : L → K be as above, and suppose that L = Q/I has
Macaulay dual generators G1, . . . ,Gm ∈ Rd. Then since π : L → K is surjective, K also has
a presentation of the form K = Q/J for some J ⊇ I. Since K is Artinian Gorenstein of socle
degree k, there is some homogeneous form F ∈ Rk for which J = Ann(F), by Fact 4.1. To
complete the proof we need to find constants a1, . . . , am ∈ F and a homogeneous polynomial
τ ∈ Qd−k such that Equation (11) holds. Let (ψ, τ0) be the generalized Thom class for
the map π : L → K, where ψ : HomF(Fk, F) and τ0 ∈ Ld−k. Choose a basis for Ld so that
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ψ = (a1, . . . , am) and choose τ ∈ Qd−k such that τ0 = τ+I. Then for y ∈ Q, set y0 = y+I ∈ L,
and compute:
∫
K
π(y0) =ψ
(∫
L
τ0 · y0)
)
=(a1, . . . , am) · ((y · τ) ◦G1(0), . . . , (y · τ) ◦Gm(0))t
=
m∑
i=1
ai(y · τ) ◦Gi(0)
=y ◦

m∑
i=1
ai · τ ◦Gi
 (0).
Set F =
∑m
i=1 ai ·τ◦Gi ∈ Rk. It remains to show that J = Ann(F). Suppose that x ∈ Ann(F),
and set x0 = x + I ∈ L. Then for any other z ∈ Q with z0 = z + I, we have∫
K
π(z0) · π(x0) = 0
which implies that π(x0) = x + J = 0 + J, since K is Gorenstein. Therefore x ∈ J.
Conversely, suppose that x ∈ J. Then again for any other z ∈ Q, we must have xz ∈ Ann(F),
and taking z = 1 shows that x ∈ Ann(F). Hence J = Ann(F) and the proof is complete. 
Example 4.5 (Macaulay dual generators). Let
A = F[x]/(x4), B = F[u, v]/(u3, v2), T = F[z]/(z2),
of Hilbert functions H(A) = (1, 1, 1, 1) and H(B) = (1, 2, 2, 1). Define maps πA : A → T ,
πA(x) = z and πB : B → T , πB(u) = z, πB(v) = 0. Then the fibered product has the
presentation – here z1, z2 have degree one, and z3 has degree two –
A ×T B =
F[z1, z2, z3](
z4
1
, z2
2
, z2
3
, z1z3, z
2
1
z2 − z2z3
) , where

z1 = (x, u)
z2 = (0, v)
z3 = (0, u
2)
A set of Macaulay dual generators for A ×T B are given by the homogeneous weight three
forms
G1 = Z
3
1 , and G2 = Z
2
1Z2 + Z2Z3,
and A ×T B has Hilbert function (1, 2, 3, 2) = H(A) + H(B) − H(T ).
Set Q = F[z1, z2, z3] with variable degrees 1, 1, 2. The natural projection maps given by
φA : A ×T B → A and πB : A ×T B → B give A and B the new presentations
A 
F[z1, z2, z3]
(z4
1
, z2, z3)
, and B 
F[z1, z2, z3]
(z4
1
, z2
2
, z2
3
, z1z3, z
2
1
z2 − z2z3, z21 − z3, z31)
=
F[z1, z2, z3]
(z3
1
, z2
2
, z2
1
− z3)
which have Macaulay dual generators, respectively,
FA = G1 = Z
3
1 and FB = G2 = Z
2
1Z2 + Z2Z3.
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Also composing projection maps, say πA ◦ φA : A ×T B → T we get a presentation for T as
T =
F[z1, z2, z3]
(z2
1
, z2, z3)
=
F[z1, z2, z3]
Ann(Z1)
.
With these orientations, we see that the Thom classes for the maps πA : A → T and πB : B →
T are given by
τA = z
2
1 + Ann(Z
3
1) ∈ A1, and τB = z1z2 + Ann(Z21Z2 + Z2Z3),
and we have πA(τA) = 0 = πB(τB). Set τ = (z
2
1
− z3) + z1z2 ∈ Q2 so that we have
τA = τ + Ann(FA), and τB = τ + Ann(FB);
τ ◦G1 = τ ◦G2 = Z1, and Ann(τ ◦G1) = Ann(G1) + Ann(G2) = (z21, z2, z3).
Then τ + Ann(G1,G2) = (τA, τB) ∈ A ×T B. We then have a presentation for the connected
sum C = A#TB = A ×T B/(τ) = A ×T B/〈τ, z1τ〉, whence
A#TB 
F[z1, z2, z3](
z4
1
, z2
2
, z2
3
, z1z3, z
2
1
z2 − z2z3, (z21 − z3) + z1z2
)
=
F[z1, z2, z3]
Ann(Z3
1
− (Z2
1
Z2 + Z2Z3))
=
F[z1, z2, z3]
Ann(FA − FB)
has Hilbert function H(C) = (1, 2, 2, 1) = H(A)+H(B)−H(T )−H(T )[1] as in Lemma 3.9.
4.1 Characterization of the connected sum.
We generalize Example 4.5, to characterize the connected sum via Macaulay duality. This
is our first main result, Theorem 1 from the Introduction, which we restate here for the
convenience of the reader.
Theorem 4.6. Let Q = F[x1, . . . , xn] be a (possibly non-standard) graded polynomial ring,
and let R = F[X1, . . . , Xn] be its dual ring (a divided power algebra). Let F,G ∈ Rd be
two linearly independent homogeneous forms of degree d, and suppose that there exists
τ ∈ Qd−k (for some k < d) satisfying
(a) τ ◦ F = τ ◦G , 0, and
(b) Ann(τ ◦ F = τ ◦G) = Ann(F) + Ann(G).
Define the oriented AG algebras
A =
Q
AnnF
, B =
Q
Ann(G)
, T =
Q
Ann(τ ◦ F = τ ◦G) ,
and let πA : A → T and πB : B → T be the natural projection maps. Then the Thom classes
of πA and πB are given by τA = τ + Ann(F) and τB = τ + Ann(G), and we have algebra
isomorphisms
A ×T B 
Q
Ann(F) ∩ Ann(G) , A#TB 
Q
Ann(F −G) .
And, conversely, every connected sum A ×T B of graded AG algebras of the same socle
degree over a graded AG algebra T arises in this way.
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Proof. For the forward direction, let F,G ∈ Rd, τ ∈ Qd−k, A, B, T , πA : A → T and
πB : B → T be as in the statement of the Theorem. For the fibered product we look at the
Mayer-Vietoris sequence (5) with I1 = Ann(F) and I2 = Ann(G):
0 //
Q
Ann(F)∩Ann(G)
// Q
Ann(F)
⊕ Q
Ann(G)
πA−πB // Q
Ann(F)+Ann(G)
// 0. (12)
Note that by Condition (b), the rightmost term in (12) is T , and thus by Lemma 3.3, we
must have an algebra isomorphism
A ×T B =
Q
Ann(F) ∩ Ann(G) =
Q
Ann(F,G)
.
For the Thom classes, note that for any y ∈ Qk we have
(y · τ) ◦ F = y ◦ (τ ◦ F), and (y · τ) ◦G = y ◦ (τ ◦G)
which shows that τA = τ + Ann(F) and τB = τ + Ann(G). Hence the total Thom class
(τA, τB) ∈ A ×T B is identified with τ + Ann(F,G) ∈ Q/Ann(F,G).
For the connected sum, consider themultiplication by τ sequence (6), where I = Ann(F,G):
0 // Q
(Ann(F,G):τ)
(k − d) ×τ // Q
Ann(F,G)
// Q
Ann(F,G)+(τ)
// 0. (13)
Looking at the leftmost term, note that we have
(Ann(F,G) : τ) = (Ann(F) ∩ Ann(G) : τ)
= (Ann(F) : τ) ∩ (Ann(G) : τ)
=Ann(τ ◦ F) ∩ Ann(τ ◦G)
(⇒ by condition (a))
=Ann(τ ◦ F = τ ◦G).
Hence the leftmost term is T , and we have already seen that the middle term is A ×T B,
hence by Lemma 3.7 the rightmost term must be isomorphic to the connected sum A#TB,
i.e.
A#TB 
Q
Ann(F,G) + (τ)
.
It remains to see that Ann(F,G) + (τ) = Ann(F − G). But since A#TB is Gorenstein,
Lemma 4.4 implies that there are constants a, b ∈ F for which Ann(F,G)+ (τ) = Ann(aF −
bG). On the other hand, since τ ∈ Ann(aF − bG), condition (a) guarantees that a = b = 1,
and the proof of the forward implication is complete.
For the converse, suppose that
(
A,
∫
A
)
,
(
B,
∫
B
)
are oriented AG algebras of socle degree
d, and
(
T,
∫
T
)
is an oriented AG algebra with socle degree k < d, such that πA : A → T and
πB : B → T are surjective algebra maps with Thom classes τA ∈ Ad−k and τB ∈ Bd−k, and
consider the associated fibered product A ×T B and connected sum A#TB. We follow the
method of Example 4.5. Since A ×T B is an AL algebra, it has a presentation
A ×T B 
Q
Ann(H1,H2)
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for some polynomial ring Q, with dual ring R, and some two linearly independent homoge-
neous d-formsH1,H2 ∈ Rd. Then the projection maps φA : A×T B → A and φB : A×T B → B
give A and B presentations of the form A = Q/IA and B = Q/IB. By Lemma 4.4, A and B
have respective Macaulay dual generators F = a1H1+a2H2 andG = b1H1+b2H2 such that
for all a, b ∈ Q ∫
A
(a + IA) = a ◦ F, and
∫
B
(b + IB) = b ◦G.
Note that F and G must be linearly independent. Indeed because A ×T B contains elements
of the form (a, 0) with a , 0 ∈ A (e.g. take a ∈ Ad a socle generator, so that πA(a) = 0
since k < d), there exists q ∈ Q, q + Ann(H1,H2)  (a, 0) for φA(q + Ann(H1,H2)) =
q + Ann(F)  a , 0 but φB(q + Ann(H1,H2)) = q + Ann(G)  0. This implies that F and
G are not scalar multiples of each other (since we found q ∈ Ann(F) \Ann(G)), and hence
they must be linearly independent. Therefore they form a basis for the F-span of H1,H2,
and we can write
A ×T B =
Q
Ann(H1,H2)
=
Q
Ann(F,G)
.
For T , note that the surjective map πA : A 
Q
Ann(F)
→ T gives a presentation for T ,
T = Q/J, which is the same as the presentation given by the map πB : B  Q/Ann(G) → T
by the commutativity of the diagram
A ×T B //

A

B // T.
Therefore J ⊇ Ann(F),Ann(G), and hence J ⊇ Ann(F) + Ann(G). Let ι : Q/Ann(F) +
Ann(G) → Q/J  T be the natural projection map. Then comparing the Mayer-Vietoris
sequence with the fibered product sequence
0 //
Q
Ann(F)∩Ann(G)
//

Q
Ann(F)
⊕ Q
Ann(G)
//

Q
Ann(F)+Ann(G)
//
ι

0
0 // A ×T B // A ⊕ B πA−πB // T // 0
we see that since the left two vertical arrows are isomorphisms, so is ι. Hence J = Ann(F)+
Ann(G). On the other hand, let τA  τ1 + Ann(F) and τB  τ2 + Ann(G) be the Thom
classes for πA and πB. Since πA(τA) = πB(τB), there is a total Thom class (τA, τB) ∈ A ×T B,
and hence there is a τ ∈ Qd−k such that (τA, τB)  τ + Ann(F,G); in particular we have
τA = τ+Ann(F) and τB = τ+Ann(G). We will show that τ satisfies conditions (a) and (b).
First, by definition of Thom class we have for every q ∈ Q∫
A
q · τ + Ann(F) ≔
∫
T
πA(q + Ann(F)) =
∫
T
q + J
=(q · τ) ◦ F = q ◦ (τ ◦ F) .
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Similarly we have ∫
B
q · τ + Ann(G) ≔
∫
T
πB(q + Ann(G)) =
∫
T
q + J
=(q · τ) ◦G = q ◦ (τ ◦G) .
Since q ◦ (τ ◦ F) = q ◦ (τ ◦G) for all q ∈ Q, we must have
(a) τ ◦ F = τ ◦G , 0.
Also since
(
T,
∫
T
)
is oriented AG algebra with socle degree k and presentation T = Q/J,
there must be a homogeneous k-form H ∈ Rk such that J = Ann(H) and
∫
T
q + Ann(H) =
q ◦ H for all q ∈ Q. But from the equations above, we must have H = τ ◦ F = τ ◦ G, and
hence
(b) Ann(τ ◦ F = H = τ ◦G) = Ann(F) + Ann(G) = J.
Finally from the natural projection Φ : A ×T B  Q/Ann(F,G) → A#TB, we deduce from
Lemma 4.4 that the connected sum A#TB has a presentation of the form
A#TB 
Q
Ann(aF − bG) ,
and since τ ∈ Ann(aF − bG), that a = b = 1. 
Example 4.7. Let Q = F[x, y, z], F1 = XY , and F2 = YZ, and set
A = Q/Ann(XY) =
F[x, y, z]
(x2, y2, z)
B = Q/Ann(YZ) =
F[x, y, z]
(x, y2, z2)
D = Q/Ann(XY, YZ) =
F[x, y, z]
(x2, y2, z2, xz)
C = Q/Ann(XY − YZ) = F[x, y, z]
(x2, y2, z2, xz, x + z)
.
Note that τ = x + z satisfies
(a) τ ◦ F = Y = τ ◦G , 0, and
(b) Ann(Y) = (x, y2, z) = Ann(F) + Ann(G)
Set
T = Q/Ann(Y) =
F[x, y, z]
(x, y2, z)
and let πA : A → T and πB : B → T be the natural maps. Then the Thom classes are
τA = x + Ann(XY) and τB = z + Ann(YZ). The fibered product is given by
A ×T B =F[(x, 0), (y, y), (0, z)]

F[x, y, z]
(x2, y2, z2, xz)
= D
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the total Thom class is τ = x + z, and the connected sum is
A#TB =
A ×T B
(τ)

F[x, y, z]
(x2, y2, z2, xz, x + z)
= C.
Remark 4.8. Theorem 4.6 shows that the Macaulay dual generator of a connected sum
A#TB is always the difference of the Macaulay dual generators of A and B over the correct
polynomial ring Qˆ. Moreover, as indicated in the proof, this correct polynomial ring can
always be determined from a Macaulay dual presentation of the fibered product A ×T B.
The next Example 4.9 shows the importance of finding the correct ring Qˆ.
Example 4.9. Let Q = F[x, y], F = X2, and G = XY , and set
A = Q/Ann(X2) =
F[x, y]
(x3, y)
B = Q/Ann(XY) =
F[x, y]
(x2, y2)
D = Q/Ann(X2, XY) =
F[x, y]
(x3, y2, x2y)
, and
C = Q/Ann(X2 − XY) = F[x, y]
(x3, y2, x2y, x2 + xy)
.
Note that τ = x2 + xy ∈ Q2 satisfies
(a) τ ◦ F = 1 = τ ◦G , 0
but it does not satisfy condition (b), i.e.
Ann(1) = (x, y) , (x2, y) = Ann(F) + Ann(G).
Here if we set
T = Q/Ann(1) =
F[x, y]
(x, y)
= F,
then a simple Hilbert function computation shows that C , A#TB:
H(A#TB) =H(A) + H(B) − H(T ) − H(T )[d − k = 2]
=(1, 1, 1) + (1, 2, 1) − (1, 0, 0) − (0, 0, 1)
=(1, 3, 1)
,(1, 2, 1) = H(C).
On the other hand, note that given A, B, and T as above, and the natural projection maps
πA : A → T and πB : B → T , the associated fibered product is given by
A ×T B = F[(x, 0), (0, x), (0, y)] 
F[t1, t2, t3]
(t3
1
, t2
2
, t2
3
, t1t2, t1t3)
= Qˆ/Ann(T 21 , T2T3)
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where Qˆ = F[t1, t2, t3]. The projection maps φA : A ×T B → A and φB : A ×T B → B have
kernels KA = (t2, t3) and KB = (t1) respectively. Thus A and B have presentations
A =
F[t1, t2, t3]
(t3
1
, t2, t3)
= Qˆ/Ann(T 21 ), B =
F[t1, t2, t3]
(t1, t
2
2
, t2
3
)
= Qˆ/Ann(T2T3).
In this case the Thom classes are just the socle generators τA = t
2
1 and τB = t2t3, and hence
the total Thom class is τ = t2
1
+ t2t3. Therefore, as predicted by Theorem 4.6, the connected
sum has presentation
A#TB =
F[t1, t2, t3]
(t3
1
, t2
2
, t2
3
, t1t2, t1t3, t
2
1
+ t2t3)
= Qˆ/Ann(T 21 − T2T3).
Theorem 4.6 also gives the well-known characterization of connected sums over T = F,
cf. [30, Proposition II.2.4]. See also [34, §4], [8] and [2, §3] for further work on the
decomposability of AG algebras as connected sums over a field.
Corollary 4.10 ( [30, Proposition II.2.4]). The oriented AL algebra D = Q/Ann(F,G) and
the oriented AG algebra C = Q/Ann(F − G) are, respectively, the fibered product and
the connected sum of A = Q/Ann(F) and B = Q/Ann(G) over T = F, with the natural
projection maps πA : A → T and πB : B → T if and only if F and G can be expressed (after
possible change of coordinates) in disjoint sets of variables, i.e. there is a basis of linear
forms y1, . . . , yn ∈ Q1 such that
yi ◦ F , 0 ⇒ yi ◦G = 0.
Proof. Assume that D and C are, respectively, the fibered product and connected sum of A
and B over T = F, as above. Then by Theorem 4.6 there is τ ∈ Qd such that
(a) τ ◦ F = 1 = τ ◦G, and
(b) Ann(1) = mQ = Ann(F) + Ann(G).
Choose any basis of linear forms for Q1 ⊂ mQ, say x1, . . . , xn. For each i, condition (b)
implies that we may write xi = yi + zi where yi ∈ Ann(F) and zi ∈ Ann(G). Then the set of
linear forms {y1, . . . , yn, z1, . . . , zn} spans Q1, and hence we may choose a basis for Q1 from
this spanning set, say
{α1, . . . , αn} , where αi ∈ Ann(F) or αi ∈ Ann(G).
Then αi ◦ F , 0 ⇒ αi ◦G = 0, as desired.
Conversely assume that F,G ∈ Rd are two linearly independent d-forms, and suppose
that y1, . . . , yn ∈ Q1 is a basis of linear forms such that
yi ◦ F , 0 ⇒ yi ◦G = 0.
Let f , g ∈ Qd be polynomials for which f ◦ F = 1 and g ◦ G = 1 but f ◦ G = 0 and
g ◦ F = 0 (such a choice is always possible as long as F and G are linearly independent).
Set τ = f + g. Then we have
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(a) τ ◦ F = 1 = τ ◦G, and
(b) Ann(1) = (y1, . . . , yn) = Ann(F) + Ann(G).
To see condition (b), note that Ann(F) + Ann(G) contains all linear forms yi by our as-
sumption on F and G. Thus from Theorem 4.6 we deduce that D = Q/Ann(F,G) is
the fibered product A ×T B and that C = Q/Ann(F − G) is the connected sum A#TB for
T = Q/Ann(τ ◦ F = 1 = τ ◦G) = F. 
Definition 4.11. We say that a graded AG algebra C is decomposable over a graded AG
algebra T if there exist AG algebras A and B with the same socle degree d such that C 
A#TB. Otherwise we say that C is indecomposable over T . We say that a graded AG
algebra C is totally indecomposable if it is indecomposable over every graded AG algebra
T .
Decomposability for graded algebras as connected sums over a field was proposed as
question in [30, Problem 1.1.2]. Algebras defined by projective bundle ideals are in general
indecomposable over F [34, Corollary 4.3] and a criterion for indecomposability over a
field is given in [8]. A large class of local AG algebras are shown to be indecomposable
over F in [2, Theorems 3.6,3.9]. The problem has been studied in special cases over T
in [1, §8]. We address this also in our Corollary 4.15 and Example 4.16 generalizing to
indecomposability over T a result of [8].
Lemma 4.12 (See also [35, Lemma 2.2]). Let F be a field of characteristic not equal two,
and let C = Q/Ann(F) be an oriented AG algebra of socle degree two (i.e. deg(F) =
2). Then either C  F[z]/Ann(Z2), or C is a connected sum of such algebras, i.e. C 
A1# · · · #An where Ai = F[zi]/Ann(Z2i ).
Proof. Let Q = F[x1, . . . , xn] and F ∈ Q2 some quadratic form. Since every quadratic form
can be diagonalized by some change of coordinates, say Xi 7→ Zi, we may write
F = a1Z
2
1 + · · · + anZ2n , some ai ∈ F.
Hence by Corollary 4.10, C is a connected sum of the desired structure. 
Remark 4.13 (Decomposability into a connected sum depends on the field). Take a quadratic
form q ∈ R and let C = Q/Ann(q). Then, by Corollary 4.10 C is a connected sum over
T = F (after a change of variables) if and only if q can be put in block-diagonal form with
at least two blocks. In the case of two variables this amounts to q being diagonalizable. If
one takes q = XY then this form is diagonalizable over F = C but not over F = Q. Thus
C = Q[x, y]/Ann(XY) = Q[x, y]/(x2, y2) is not a connected sum over T = Q but C ⊗Q C is
a connected sum over T = C. Later, we propose a similar example, over a T not equal to a
field (Example 5.29).
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Example 4.14 (Indecomposable over F, but decomposable over T ). Define the AG algebras
(with their standard gradings)
A = F[x, y, z]/Ann(X2Y) =F[x, y, z]/(x3, y2, z),
B = F[x, y, z]/Ann(Y2Z) =F[x, y, z]/(x, y3, z2),
C = F[x, y, z]/Ann(X2Y − Y2Z) =F[x, y, z]/(z2, xz, y3, xy2, x2 + yz)
D = F[x, y, z]/Ann(X2Y, Y2Z) =F[x, y, z]/(z2, xy, y3, xy2)
T = F[x, y, z]/Ann(Y) =F[x, y, z]/(x, y2, z)
and maps πA : A → T and πB : B → T by πA(y) = y = πB(y) and πA(x) = πA(z) = πB(x) =
πB(z) = 0. Then F1 = X
2Y , F2 = Y
2Z, and τ = x2+yz, and Ann(F1−F2) = τ+Ann(F1, F2).
Moreover Ann(F1) +Ann(F2) = Ann(τ ◦ F1 = τ ◦ F2) = Ann(Y). Thus, conditions (a) and
(b) from Theorem 4.6 are satisfied, hence C is a connected sum C = A#TB. On the other
hand C is indecomposable over T = F according to [8, Example 1.4].
W. Buczyn´ska et al. showed that if an AG algebra C = Q/Ann(F) of socle degree d is
decomposable over F then the ideal Ann(F) must contain a minimal generator of degree
d = deg(F) [8, Theorem 1.1]. One can derive the following corollary, which generalizes
their result, from Theorem 4.6.
Corollary 4.15. If C = Q/Ann(F) is an AG algebra of socle degree d that is decomposable
over another AG algebra T = Q′/Ann(F′) of socle degree k, then the ideal Ann(F) must
contain a minimal generator of degree d − k = deg(F) − deg(F′).
Proof. Assume that C = Q/Ann(F) = A#TB. Then we can find F1 and F2 such that
F = F1 − F2 where A = Q/Ann(F1) and B = Q/Ann(F2), and by Theorem 4.6, we must
have Ann(F) = Ann(F1 − F2) = τ + Ann(F1, F2) for some non-zero τ ∈ Qd−k. Thus in
particular τ ∈ Ann(F) is a minimal generator of degree deg(τ) = d − k. 
Example 4.16 (Totally indecomposable algebras). Any graded AG F algebra of embedding
dimension one and socle degree at least two is totally indecomposable. Indeed, such an
algebra has the form C = F[x]/(xn) for some n ≥ 3 by the structure theorem for modules
over a PID. Since the Macaulay dual generator for A is FC = X
n−1, ifC were decomposable
over some graded AG algebra T , Corollary 4.15 would give that n−1 = (n−1)−k, where k
is the socle degree of T . Therefore k = 0 and T = F. But if C = A#FB with A and B having
socle degree at least three, then Lemma 3.9 gives that dimF(C1) ≥ 2, a contradiction.
4.2 The monomial case.
We will now describe the Macaulay dual of a connected sum F − G in the special case
where F and G are monomials. First some notation.
Let R = F[X1, . . . , Xn] and Q = F[x1, . . . , xn] be as above, and let m = x
a1
1
· · · xann ∈ Q and
M = X
b1
1
· · ·Xbnn ∈ R be monomials. Define their dual monomials by
m∗ =Xa1
1
· · ·Xann ∈ R
M∗ =xb1
1
· · · xbnn ∈ Q
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Note that
m ◦ M , 0 ⇔ m∗ divides M in which case m∗ · (m ◦ M) = M. (14)
Note that if m and M have the same degree, i.e. a1 + · · · + an = b1 + · · · + bn then
m ◦ M =
1 if m = M
∗
0 if m , M∗.
Define the support of a monomial to be those variables which divide it, i.e.
Supp(m (or M)) ≔ {xi (or Xi) |ai (or bi) > 0}
First, an easy Lemma:
Lemma 4.17. The ideal Ann(F) is generated by monomials if and only if F is a monomial.
Proof. If F = Xa1
1
· · ·Xann is a monomial, then Ann(F) = (xa1+11 , . . . , xan+1n ) is a monomial
ideal. Conversely, suppose that F has a monomial expansion with non-zero weights on at
least two distinct monomials say M1 and M2 of degree d, i.e.
F = c1M1 + c2M2 +
(
linear combination of other
monomials of degree d
)
.
Then c2M
∗
1
− c1M∗2 ∈ Ann(F). But if Ann(F) were a monomial ideal, then M∗1 and M∗2
would also be in Ann(F), but they are not, e.g. M∗1 ◦ F = c1 , 0. Therefore Ann(F) is not
a monomial ideal. 
Lemma 4.18. Suppose that F,G ∈ Rd are distinct monomials of degree d, and suppose that
τ ∈ Qd−k satisfies the conditions of Theorem 1, i.e.
(a) τ ◦ F = τ ◦G , 0, and
(b) Ann(τ ◦ F = τ ◦G) = Ann(F) + Ann(G).
Then there exist monomials mF ∈ Ann(G)d−k and mG ∈ Ann(F)d−k such that
τ ≡ mF + mG modAnn(F,G).
Proof. Let τ ∈ Qd−k be as above, and let
τ =
m∑
i=1
cimi
be its monomial expansion with coefficients ci and distinct monomials mi ∈ Qd−k. Note
that since Ann(F) and Ann(G) are monomial ideals, so is their sum Ann(F)+Ann(G), and
hence also by our assumption Ann(τ ◦ F = τ ◦G). Therefore M0 ≔ τ ◦ F = τ ◦G must be
a monomial. On the other hand, we have
m∑
i=1
cimi ◦ F = M0 =
m∑
i=1
cimi ◦G. (15)
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Note that since the monomials mi are distinct, so are the monomials m
∗
i , and hence by (14)
so are the monomials mi ◦ F, as well as the monomials mi ◦ G. In particular, the LHS
and RHS of (15) are monomial expansions of the single monomial M0. Hence looking
at this monomial expansion on the LHS of (15) we conclude that there is a unique index
iF ∈ {1, . . . ,m} such that
cimi ◦ F =
M0 if i = iF0 if i , iF
and similarly for G andafter rescaling τ, we may assume that ciF = 1 = ciG . Then if we set
mF ≔ miF and mG ≔ miG , we see that
τ − (mF + mG) ∈ Ann(F) ∩ Ann(G) = Ann(F,G).
It remains to show that mF ∈ Ann(G) and that mG ∈ Ann(F). To see this, it suffices to see
that the indicies iF and iG are distinct. But they must be, for if they were the same index,
we would have by (14)
F = m∗iF · (miF ◦ F) = m∗iF · M0 = m∗iG · M0 = m∗iG · (miG ◦G) = G
contradicting our assumption that F and G are distinct. 
Proposition 4.19. Let F,G ∈ Rd be two distinct monomials of the same degree d. The
following are equivalent:
1. There exists τ ∈ Qd−k satisfying
(a) τ ◦ F = τ ◦G, and
(b) Ann(τ ◦ F = τ ◦G) = Ann(F) + Ann(G).
2. There exist monomials M0 ∈ Rk and MF,MG ∈ Rd−k such that F = MF · M0 and
G = MG · M0, and which further satisfy
(A) Supp(MF) ∩ Supp(MG) = ∅, and
(B) MF,MG do not divide M0.
These imply that the algebra C = Q/Ann(F − G) is a connected sum A#TB with A =
Q/Ann F, B = Q/Ann(G) over T = Q/Ann(τ ◦ F = τ ◦G).
Proof. Assume that (1) holds. Then by Lemma 4.18, there exist monomials mF ∈ Ann(G)
and mG ∈ Ann(F) such that τ ≡ mF + mG mod Ann(F,G). Hence we may assume without
loss of generality that τ = mF + mG. Set M0 = mF ◦ F ∈ Rk, which by condition (a) is also
equal to M0 = mG ◦G. Set MF = m∗F ∈ Rd−k and MG = m∗G ∈ Rd−k. Then by (14) we have
F = MF · M0, and G = MG · M0.
To see that condition (A) holds, set m0 = M
∗
0
and note that for every variable xi, we have
xi ·m0 ∈ Ann(M0) = Ann(F) +Ann(G) (by condition (b)). But since xi ·m0 is a monomial,
and since Ann(F) and Ann(G) are monomial ideals, it follows that xi · m0 ∈ Ann(F) or
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Ann(G). Also note that (xi · m0) ◦ F = xi ◦ MF . Hence if xi ◦ MF , 0, then we must have
xi ◦MG = 0. This implies (A) Supp(MF)∩ Supp(MG) = ∅. To see that condition (B) holds,
note that mF ∈ Ann(G), hence mF ◦ (MG · M0) = 0 and hence by (14), the monomial MF
does not divide MG ·M0, and hence MF does not divide M0 either. The same holds for MG.
This shows that condition (B) also holds, and thus (2) holds.
Now assume that (2) holds. Set mF = M
∗
F and mG = M
∗
G and set τ ≔ mF + mG. Note
first that mF ∈ Ann(G). Indeed if mF ◦G , 0, then by (14) MF would divideG = MG · M0.
But MF is a product of powers of variables, none of which divides MG (by condition (A)),
and thus this would imply that MF must divide M0 violating condition (B). Similarly mG ∈
Ann(F). Hence we have
τ ◦ F = mF ◦ F = M0 = mG ◦G = τ ◦G
which is condition (a). To see that condition (b) holds, it suffices to see that for every
monomial m ∈ Ann(M0), that either m ∈ Ann(F) or m ∈ Ann(G). To this end, fix m ∈
Ann(M0), and suppose that m < Ann(F). Then m ◦ F , 0 and hence by (14), the monomial
M = m∗ must divide F = MF · M0. But since m ◦ M0 = 0, M must not divide M0. Hence
there is some variable Xi and some exponent ki such that X
ki
i
divides M but X
ki
i
does not
divide M0. Since M divides MF · M0, it follows that Xi ∈ Supp(MF). But by condition (A),
this implies that Xi < Supp(MG). It follows that m must annihilate G = MG · M0 (in fact xkii
must annihilate G). This shows that Ann(M0) = Ann(F) + Ann(G) which is condition (b),
and thus (1) holds.
The last statement is from Theorem 4.6. 
Example 4.20. Let Q = F[x, y, z], and set
F = X3Y, G = XZ3.
Then
F −G = X3Y − XZ3 = X(X2Y − Z3) ⇒ M0 = X, MF = X2Y, MG = Z3.
Clearly M0, MF , and MG satisfy conditions (A) and (B) in Proposition 4.19. Set
A =
Q
Ann(X3Y)
=
F[x, y, z]
(x4, y2, z)
B =
Q
Ann(XZ3)
=
F[x, y, z]
(x2, y, z4)
T =
Q
Ann(X)
=
F[x, y, z]
(x2, y, z)
with the natural surjections πA, πB : A, B → T . Then τA = x2y and τB = z3, and the total
Thom class is τ = x2y + z3. The fibered product is
A ×T B F[(x, x), (y, 0), (0, z)] 
F[x, y, z]
(x4, y2, z4, yz, x2z)
=
Q
Ann(X3Y, XZ3)
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and the connected sum is given by
A#TB =
A ×T B
(τ = x2y + z3)

F[x, y, z]
(x4, y2, z4, yz, x2z, x2y + z3)
=
Q
Ann(X3Y − XZ3)
as implied by Proposition 4.19.
In the next example, we see that a change of A, B to A′ = R/AnnF′, B′ = R/AnnG′,
may be needed to write C = R/Ann(F −G) as a connected sum.
Example 4.21. Let Q = F[x, y], and set
F = X2Y, G = XY2.
Then
F −G = X2Y − XY2 = XY(X − Y) ⇒ M0 = XY, MF = X, MG = Y.
Note that while condition (A) is satisfied, condition (B) is not. We can verify that F −G is
not a connected sum of F and G: Set
A =
Q
Ann(X2Y)
=
F[x, y]
(x3, y2)
B =
Q
Ann(XY2)
=
F[x, y]
(x2, y3)
T =
Q
Ann(XY)
=
F[x, y]
(x2, y2)
with the natural projections πA, πB : A, B → T and Thom classes τA = x and τB = y. The
fibered product is
A ×T B = F[(x, x), (y, y)] =
F[x, y]
(x3, y3, x2y2)
=
Q
Ann(X2Y, XY2)
.
But now we see that πA(τA) = x , y = πB(τB), so we do not have a total Thom class!
Therefore it follows that for this particular choice of A, B, and T (and projection maps)
there can be no connected sum! Note however that in this case, if we set
C =
F[x, y]
Ann(X2Y − XY2) =
F[x, y]
(x3, y3, x2 + y2 + xy, x2y + xy2)
then we do get the expected Hilbert function H(C) = (1, 2, 2, 1), i.e.
H(C) =H(A) + H(B) − H(T ) − H(T )[1]
=(1, 2, 2, 1) + (1, 2, 2, 1) − (1, 1, 1, 0) − (0, 1, 1, 1) = (1, 2, 2, 1).
On the other hand, we claim that C is a connected sum for some different choices F′,G′.
We will need them to satisfy
F′ −G′ = X2Y − XY2 = X(XY − Y2) = 1
4
[
X(X2 − (X − 2Y)2)
]
.
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Hence after the change of coordinates on R
X 7→ XY 7→ U = (X − 2Y)
we can take F′ = X3,G′ = XU2, so
M′0 = X, MF′ = X
2, MG′ = U
2,
and setting
A′ =
Q
Ann(X3)
=
F[x, u]
(x4, u)
B′ =
Q
Ann(XU2)
=
F[x, u]
(x2, u3)
T ′ =
Q
Ann(X)
=
F[x, u]
(x2, y)
(with natural projections) we see that
C  A′#T ′B
′,
and
H(C) =H(A) + H(B) − H(T ) − H(T )[2]
=(1, 1, 1, 1) + (1, 2, 2, 1) − (1, 1, 0, 0) − (0, 0, 1, 1) = (1, 2, 2, 1).
Note that in this case, the total Thom class is τ′ = x2 + u2  x2 + y2 + xy.
5 Lefschetz Properties.
In this section, we study the Lefschetz properties for fibered products and connected sums
of AG algebras. The weak and strong Lefschetz properties are algebraic properties of Ar-
tinian graded algebras modeled after the property of cohomology rings of complex projec-
tive varieties given by the Hard Lefschetz Theorem. This theorem yields that multiplication
by any power of a class of a hyperplane is an isomorphism on the cohomology ring of the
variety. In algebraic terms, this can be translated to the following:
Definition 5.1. Let A be any graded Artinian algebra.
A linear form ℓ ∈ A1 is said to be a weak Lefschetz element if the multiplication maps
×ℓ : Ai → Ai+1 have maximal rank for each degree i. It is a strong Lefschetz element if
the multiplication maps ×ℓk : Ai → Ai+k have maximal rank for every degree i and every
exponent k.
The algebra A is said to have the weak Lefschetz property or WLP (respectively the
strong Lefschetz property or SLP) if it has a weak (respectively strong) Lefschetz element.
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Remark 5.2. If A is a graded Artinian algebra with socle degree d with a symmetric Hilbert
function (for example, if A is an AG algebra), then an element ℓ ∈ A1 is strong Lefschetz if
and only if the multiplication maps ×ℓd−2i : Ai → Ad−i are bijections for 0 ≤ i ≤
⌊
d
2
⌋
.
A graded Artinian algebra A with socle degree d is said to have the strong Lefschetz
property in the narrow sense if the multiplication maps ×ℓd−2i : Ai → Ad−i are bijections for
0 ≤ i ≤
⌊
d
2
⌋
(see [19, p.143]). Note that having this property implies that the algebra has a
symmetric Hilbert function.
It is well known that the strong Lefschetz properties behave differently over fields of
characteristic zero and fields of positive characteristic, e.g. [9], [10]. To avoid these com-
plications, we shall henceforth assume that our ground field F has characteristic zero, or is
an infinite field of characteristic greater than d, the socle degree of A. In the former case,
it is useful to identify the action of a polynomial ring Q = F[x1, . . . , xn] on its dual algebra
R = F[X1, . . . , Xn] with the partial differentiation action, i.e.
xi ◦ Xkj = ∂Xi
(
Xkj
)
=
k · X
k−1
j
δi j (Kronecker delta) if k > 0
0 if k = 0.
LetQ be a (not necessarily standard-)graded polynomial ring and writeQ = F[x1, . . . , xn]
so that x1, . . . , xr (r ≤ n) are the algebra generators of degree one; in particular, Q has the
standard grading if and only if r = n. Then for any polynomial F = F(X1, . . . , Xn) ∈ R =
F[X1, . . . , Xn] (its divided power algebra), we may regard F as a polynomial in the coordi-
nates of the n-dimensional vector space mR/m
2
R = spF {x1, . . . , xn}, the span of {x1, . . . , xn}.
We shall write F1 ∈ F[X1, . . . , Xr] to mean the restriction of F to the subspace of linear
forms in Q, i.e.
F1(X1, . . . , Xr) = F(X1, . . . , Xr, 0, . . . , 0).
Lemma 5.3. If A = Q/Ann(F) is an AG algebra of socle degree d over a field F of char-
acteristic zero or over an infinite field of characteristic larger than d and if A1 is not iden-
tically zero, then there is a linear form ℓ ∈ A1 such that ℓd , 0. In particular, if A has the
standard grading, then there is always a linear form ℓA ∈ A1 such that ℓdA , 0.
Proof. We have the following general formula
(
C1∂X1 + · · · + Cr∂Xr
)d ◦ F1(X1, . . . , Xr) = F(C1, . . . ,Cr). (16)
Since char(F) = 0 or char(F) > d, we have
(
C1∂X1 + · · · + Cr∂Xr
)d
, 0. Thus, assuming that
F(X1, . . . , Xr) is not identically zero, there must be some linear form ℓA = C1x1+· · ·+Crxr ∈
Q1 for which ℓ
d
A
< Ann(F). 
Remark 5.4. 1. In general, Lemma 5.3 can fail in small positive characteristic, even in
the standard graded case, cf. [9]. An example is A = Z2[x, y]/(x
2, y2).
2. Formula (16) was employed in [28] (see [19, Theorem 3.76]) for standard graded
algebras to derive a connection between Lefschetz properties and Hessians.
3. Note that Lemma 5.3 implies that the set DA =
{
ℓA ∈ A1
∣∣∣ℓd
A
, 0
}
is a nonempty,
Zariski open set in Spec(Sym(A1)).
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Definition 5.5. In what follows we shall write LA ⊂ A1 to denote the (possibly empty)
Zariski open set in P(A1) of strong Lefschetz elements for A. The set LA is called the
Lefschetz locus for the Artinian algebra A.
Note that Definition 5.1 can be reformulated to say that an Artinian algebra has the SLP
or WLP respectively if and only if the corresponding Lefschetz locus is non-empty.
5.1 Strong Lefschetz property of a connected sum.
The following two results show that the classes of F-algebras having the SLP and WLP are
closed under taking fibered products and connected sums over the field F. Their subclasses
consisting of standard graded algebras are also closed under taking factors in either the
fibered product or the connected sum.
Proposition 5.6. If A and B are AG algebras of the same socle degree that each have the
SLP, then the fibered product D = A ×F B over a field F also has the SLP. If A and B have
the standard grading, then the converse holds as well.
Proof. Assume that A and B have the SLP, let ℓA ∈ LA and ℓB ∈ LB be Lefschetz elements.
For 0 < i ≤ i + k ≤ d, Di = Ai ⊕ Bi, and Di+k = Ai+k ⊕ Bi+k. Furthermore the multiplication
maps ℓk
A
: Ai → Ai+k and ℓkB : Bi → Bi+k are either both injective or both surjective, hence
the multiplication map
×(ℓA, ℓB)k : Di → Di+k
is a also injective or surjective respectively. For i = 0, we have D0 = F. Fix k > 0 and
consider
×(ℓA, ℓB)k : D0 → Dk.
Since A, B have the SLP, ℓk
A
, 0 and ℓk
B
, 0, hence also cℓk
A
, 0 and cℓk
B
, 0 for any c ∈ F.
Since the map displayed above takes c 7→ (cℓA, cℓB) , 0 for all c ∈ F, we see that it is
injective.
Conversely, assume that A and B have the standard grading and suppose that D has the
SLP, and let LD ⊂ D1  A1 × B1 be the set of strong Lefschetz elements. Define the subset
DA ⊆ A1 by
DA =
{
ℓA ∈ A1
∣∣∣ℓdA , 0} .
and similarly for DB ⊆ B1. By Lemma 5.3, these are non-empty open sets, hence so is
their product DA × DB ⊂ A1 × B1. This implies that the intersection LD ∩ (DA × DB)
is non-empty, hence there exists a strong Lefschetz element, ℓ = (ℓA, ℓB) ∈ D1 such that
ℓd
A
, 0 , ℓd
B
. We will show that ℓA ∈ A1 is a strong Lefschetz element for A, and the
argument for ℓB ∈ B1 is similar. Fix 0 ≤ i ≤ d2 , and consider ×ℓd−2i : Ai → Ad−i. Suppose
that α ∈ Ai is in the kernel. If i > 0 then (α, 0) ∈ Di and this element is in the kernel of
×ℓ : Di → Dd−i which implies that α = 0. If i = 0, and α , 0, then we can take α = 1, and
deduce that ℓd
A
= 0. But this contradicts our choice of ℓ ∈ DA ×DB. This shows that A and
B both have the SLP. 
Proposition 5.7. If A and B both have the SLP, then the connected sum C = A#FB over a
field F also has the SLP. If A and B have the standard grading, then the converse holds as
well.
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Proof. Fix ℓA ∈ LA and ℓB ∈ LB, and consider the multiplication map
×(ℓA, ℓB)d−2i : Ci → Cd−i.
If 0 < i < d, thenCi = (A⊕B)i, hence the multiplication map is an isomorphism. It remains
to see the isomorphism for the case i = 0: but (ℓA, ℓB)
d = (ℓd
A
, ℓd
B
) ≡ 0 in C if and only if
ℓA = aτA and ℓB = aτB for the same a ∈ F. But if this occurs, we can replace ℓB by bℓB for
some b ∈ F such that bd , 1. Then the element (ℓA, bℓB) will be strong Lefschetz for C.
Conversely, assume that A and B have the standard grading and suppose that C has the
SLP, and let LC ⊂ C1 be the set of strong Lefschetz elements. As before, define the subsets
DA ⊂ A1 and DB ⊂ B1 as the linear forms whose dth power is non-vanishing. Then
Lemma 5.3 implies thatDA,DB are non-empty open sets in A1, B1, respectively. Therefore
the non-empty Zariski open set LC ⊂ C1  A1 × B1 must intersect the non-empty open set
DA × DB ⊂ A1 × B1, hence there exists ℓ = (ℓA, ℓB) ∈ LC such that ℓdA , 0 and ℓdB , 0. We
claim that ℓA ∈ A1 is strong Lefschetz for A and similarly for B. Indeed, fix 0 ≤ i ≤ d2 and
consider the multiplication map
×ℓd−2iA : Ai → Ad−i.
Suppose that α ∈ Ai is in the kernel. If i > 0, then (α, 0) ∈ Ci is also in the kernel of
×ℓd−2i : Ci → Cd−i, which implies that α = 0. If i = 0, and α , 0, then we can assume that
α = 1, and we must have ℓd
A
= 0, which was ruled out by our choice of ℓ. Thus, both A and
B must also have the SLP. 
Remark 5.8. If T = F and A and B are standard graded, then the connected sum A#TB is
also standard graded, by Proposition 3.12. Hence in this case, one can also use Theorem 4.6
regarding the Macaulay dual generator of a connected sum and the theory of Hessians to
establish Proposition 5.7. See [19, Theorem 3.76 and Proposition 3.77(ii)].
In general, however, if two Artinian Gorenstein algebras possess the SLP, this does not
guarantee that their connected sum over any base ring will also have the SLP, as evidenced
by the following example where A, B and T are each standard-graded.
Example 5.9. We continue with the Artinian algebras A, B and T from Example 3.11.
The given rings A and B are monomial complete intersections, hence they enjoy the SLP
provided char (F) = 0 (cf. [37, Theorem 2.4]) or when char (F) > socle degree of C (the
argument of [17, Proposition 8] in char F = 0 extends to this case, see [9, Theorem 3.6ii]).
2 Set C = A#TB. A basis for the degree 2 component of C is given by {z21, z1z2, z22, z2z3, z23}.
The second Hessian of the Macaulay dual element fC = 2Z
3
1
Z2 − 3Z22Z23 is zero, yielding
that for any linear form ℓ the map ℓ2 : C2 → C4 does not have maximal rank.
Remark 5.10. From the proof of Proposition 5.6, we have the inclusion of Lefschetz loci
LA × LB ⊆ LA×FB. The following example shows that in general LA × LB * LA#FB.
Example 5.11. Let A = F[x]/(x2), B = F[y]/(y2), and T = F with usual orientations
and projection maps πA : A → T and πB : B → T , so that the Thom classes are the socle
generators τA = x and τB = y. Then the fibered product is given by
2Also, the algebras A, B have embed dimension at most two, so SL follows here [23, Theorem 2.9].
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D =
F[z1, z2]
(z2
1
, z2
2
, z1z2)
,
z1 = (x, 0)z2 = (0, y)
which has the strong Lefschetz element ℓ = (x, y)  z1 + z2. But we have (τA, τB)  z1 + z2,
hence the connected sum is given by
C =
F[z1, z2]
(z2
1
, z2
2
, z1z2, z1 + z2)
,
which means that ℓ = (x, y)  z1 + z2 is zero, hence is not strong Lefschetz in C1. Note
however that ℓ′ = (x, 2y) ∈ C1 is a strong Lefschetz element.
The next example shows that we should not expect the converse of either Proposition 5.6
or Proposition 5.7 to hold in the non-standard graded case even when T = F.
Example 5.12. Let A = F[x]/(x2) with deg(x) = 2 and orientation
∫
A
: x 7→ 1 (hence socle
degree d = 2), and let B = F[y]/(y3) with the standard grading and the standard orientation∫
B
: y2 7→ 1. Finally set T = F with the usual projection maps πA : A → T and πB : B → T ,
so that the Thom classes are τA = x and τB = y
2. Then the fibered product D and connected
sum C are given by
D =
F[z1, z2]
(z2
1
, z3
2
, z1z2)
,
z1 = (x, 0)z2 = (0, y)
C =
F[z1, z2]
(z2
1
, z3
2
, z1z2, z1 + z
2
2
)
, τ = (τA, τB) = z1 + z
2
2.
Then note that both D and C satisfy the SLP (with strong Lefschetz element ℓ = z2), but A
does not have SLP (it has no linear elements).
We end the discussion on the SLP by providing another class of algebras which are con-
nected sums and satisfy this property. In geometry, the connected sum of an n-dimensional
manifold with Pn is diffeomorphic as an oriented manifold to the blow up of M at a
point [22, p. 101] and blowing up a smooth projective variety along a smooth projective
subvariety preserves projectivity [21, Proposition 7.16]. This is one reason one might ex-
pect A#FB to have SLP when A has SLP and B = F[x]/(x
n). More generally, we consider
below the class of rings of the form A#TT [x]/(x
n) and we show that they satisfy the strong
Lefschetz property.
Theorem 5.13. Let A, T be AG algebras with socle degrees d, k respectively and let πA : A →
T be a surjective ring homomorphism such that its Thom class τA satisfies πA(τA) = 0. Let
x be an indeterminate of degree one, set B = T [x]/(xd−k+1), and define πB : B → T to be
the natural projection map satisfying πB(t) = t and πB(x) = 0. In this setup, if A and T both
satisfy the SLP, then the fibered product A ×T B also satisfies the SLP. Moreover if the field
F is algebraically closed, then the connected sum A#TB also satisfies the SLP.
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Proof. Let D = A×T B be the fibered product. We have a graded A-module decomposition
D  A ⊕ T x ⊕ · · · ⊕ T xd−k︸               ︷︷               ︸
J
(17)
where we identify (a, b)  (a, πA(a)) ⊕ (0,
∑d−k
i=1 tix
i), with b = πA(a) +
∑d−k
i=1 tix
i ∈ B =
T [x]/(xd−k+1). Since J ⊂ D is an ideal in D, it follows that for any ℓ = (ℓA, ℓB) ∈ D, the
multiplication map ×ℓ : D → D can be represented by a block matrix of the form( ×ℓA 0
∗ ×ℓB|J
)
. (18)
In particular, we see that the rank of the multiplication map ×ℓ : D → D is the sum of the
ranks of the multiplication maps ×ℓA : A → A and ×ℓB : J → J. Since A and T have SLP,
and since πA : A → T is surjective, we may choose a strong Lefschetz element ℓA ∈ A1
for A such that πA(ℓA) = ℓT ∈ T 1 is strong Lefschetz for T . Then by a standard argument
ℓB = ℓT + t ∈ B1 is also strong Lefschetz for B. Set ℓ = (ℓA, ℓB) as above. We want to show
that for each integer m and for each degree i, the multiplication maps ×ℓm : Di → Di+m
have maximal rank. According to the above discussion, it suffices to see that each of the
multiplication maps ×ℓm
A
: Ai → Ai+m and ×ℓmB : Ji → Ji+m have maximal rank. Since ℓA
is strong Lefschetz for A, the map ×ℓm
A
: Ai → Ai+m has maximal rank. Since ℓB is strong
Lefschetz for B, the map ×ℓm
B
: Bi → Bi+m has maximal rank. Also, since B  T ⊕ J (as
T -modules) and J is an ideal in B, it follows that ×ℓm
B
decomposes as in (18) as( ×ℓm
T
0
∗ ×ℓm
B
|J
)
.
Finally since ℓT is strong Lefschetz for T we know ×ℓmT has maximal rank too, and thus so
does ×ℓm
B
: Ji → Ji+m. This shows that D has SLP.
Note that the Thom class for πB : B → T is τB = xd−k, and by the assumptions above we
have πA(τA) = 0 = πB(τB). Therefore (τA, τB) = (τA, x
d−k) = (τA, 0)+ (0, xd−k) ∈ D = A×T B
and we can form the connected sum; let C = A#TB = A ×T B/(τA, τB) be that connected
sum. We have, similar to (17), an A-module decomposition
C  A ⊕ T x ⊕ · · · ⊕ T xd−k−1︸                  ︷︷                  ︸
I
(19)
Note, there is a missing factor from D because in C the element (0, txd−k) ∈ T xd−k is identi-
fied with (aτA, 0) ∈ A, where a ∈ A is any element with πA(a) = t. Also, the summand I ⊂ C
is not an ideal, and therefore we cannot decompose multiplication maps as in (18). On the
other hand, we can find a flat family that deforms C to an A-module whose multiplication
maps do decompose as in (18).
Specifically, we define the parameter algebra
R = (A ×T B) [z](
z(τA, 0) + (0, τB = xd−k)
) . (20)
Clearly R is a finite ring extension over F[z]. It is also clear that for each c ∈ F, the fiber
Rc ≔
R[z]
(z − c) · R 
A ×T B
(c · (τA, 0) + (0, τB)
(21)
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decomposes as in (19), hence all the fibers have the same length. Since the field F is
algebraically closed, this implies that R is flat over F[z].3 We now show
Claim. For every 0 , c ∈ F there is an F-algebra isomorphism
ψc : Rc → R1 = A#TB. (22)
To see this claim note first that for any graded Artinian F-algebra A and for each t ∈ F
there is an F-algebra homomorphism φA,t : A → A defined by φA,t(a) = tdeg(a) · a. Also,
given any graded Artinian F-algebra T , and setting B = T [x]/(xd−k+1) there is an F-algebra
homomorphism φB,t : B → B defined by
φB,t(b = b0 + b1x + · · · + bd−kxd−k) = tdeg(b0) · b0 + · · · + tdeg(bd−k) · bd−kxd−k.
(Note that in order to be an F-algebra map, we need xd−k+1 ≡ 0 in B). Then for each t ∈ F
the product map gives an F-algebra map on the fiber product
(φA,t, φB,t) : A ×T B → A ×T B.
Moreover since φA,t, φB,t are isomorphisms for t , 0, so is their product map (φA,t, φB,t),
which passes to an F-algebra isomorphism on the fibers
(φA,t, φB,t) :
A ×T B
(c · (τA, 0) + (0, xd−k))
→ A ×T B
(c tdeg(τA) · (τA, 0) + (0, xd−k))
Then taking t = c−1/(d−k) ∈ F (which exists since F is algebraically closed) yields the claim.4
Here the special fiber is
R/z · R  A ×T B
(0, xd−k)
= C′
and in terms of the decomposition of (19) the summand I ⊂ C′ is an ideal. Therefore,
taking ℓ = (ℓA, ℓB = ℓT + x) ∈ C′1 as before, the multiplication maps ×ℓm : C′i → C′i+m
decompose as in (18). Hence the special fiber R/z ·R has SLP. Since SLP is a determinantal
condition, and since R is flat, it follows that there exists some 0 , c ∈ F for which the fiber
R/(z− c)R also has SLP, and from the isomorphism in (22) we conclude that the connected
sum A#TB = R1  Rc also has SLP. 
We next give an application of Theorem 5.13 to questions pertaining to the strong Lef-
schetz property of codimension three AG algebras. Despite known structure theorems for
this class of algebras, little is known about their Lefschetz properties, even more so regard-
ing the SLP. The most prominent result is that in characteristic zero all standard graded
complete intersection Artinian algebras of codimension three have the WLP [20] and it is
an open problem whether in fact all codimension three standard graded AG algebras have
the WLP in characteristic zero. For the case of codimension three AG algebras that are not
necessarily complete intersections, it is known that for each possible Hilbert function an
3This criterion for flatness is true in much more generality (see [21, Exercise II.5.8]); in this simple case
it is easy to see using the decomposition of R as a module over F[z] (a PID).
4In deformation theory, Rc is called a jump deformation of R0; see [14, §6].
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AG example exists having the WLP [18].5 Also, the issue of weak Lefschetz property of all
AG codimension three algebras is reduced to determining the property for compressed AG
algebras (maximum Hilbert function given the socle degree) in [5]: they also show that all
codimension three AG algebras of socle degree five or less are strong Lefschetz. However,
the existence of an AG algebra of a given non-CI Hilbert function that satisfies the strong
Lefschetz property is open in general, even in codimension three. As an application of
Theorem 5.13 we next give an infinite family of non-CI Hilbert functions of codimension
three AG algebras, for each of which there is an AG algebra having SLP. We also show a
closure property for the set SL(d) of Artinian Gorenstein Hilbert functions admitting an
algebra of strong Lefschetz Jordan type (Corollary 5.15).
Corollary 5.14. [Codimension three AG Hilbert functions having SLP] Let F be an alge-
braically closed field. For each choice of positive triple (a, d, k) such that a ≤ d − a and
2k < d, the class of codimension three AG F-algebras having one of the Hilbert functions
displayed below contains at least one member which satisfies the SLP:
Case 1: assume k ≤ a ≤ b = d − a, and set
H = (1, 3, 5, . . . , 2k + 1︸                ︷︷                ︸
∆H=2
, 2k + 2, . . . , k + a + 1︸                    ︷︷                    ︸
∆H=1
, k + a + 2, . . . , k + a + 2︸                        ︷︷                        ︸
b−a+1 times
, . . . 2k + 2, 2k + 1, . . . , 5, 3, 1︸                              ︷︷                              ︸
symmetric to the first part
).
(23)
(If k < a then the second subsequence is 2k + 3, 2k + 4, . . . , k + a + 1, if there is room.)
Case 2: assume a ≤ k < b = d − a and set
H = (1, 3, 5, . . . , k + a + 1︸                   ︷︷                   ︸
∆H=2
, k + a + 2, . . . , k + a + 2︸                        ︷︷                        ︸
d−2k+1 times
, k + a + 1, . . . , 5, 3, 1︸                   ︷︷                   ︸
∆H=−2
). (24)
In particular, the graded Artinian Gorenstein algebra
C = F[s, x, y]/(xs, sa+1, xd−k+1, yb+1, sayb−k − xd−k) (25)
with Macaulay dual generator f = S aYb − Xd−kYk, where a, b, k satisfies one of the conditions
Case 1 or Case 2, has the respective Hilbert function, and is strong Lefschetz.
Proof. Fix integers a, d, k as in the statement of the claim, let b = d − a and note that
2b ≥ a + b = d > 2k yields b > k. Consider the rings
A = F[s, y]/(sa+1, yb+1), T = F[y]/(yk+1), B = T [x]/(xd−k+1) = F[x, y](xd−k+1, yk+1) (26)
with Hilbert functions
H(A) = (1, 2, 3 . . . , a, a + 1, . . . , a + 1︸             ︷︷             ︸
b−a+1
, a, . . . , 3, 2, 1)
H(B) = (1, 2, 3 . . . , k, k + 1, . . . , k + 1︸             ︷︷             ︸
d−2k+1
, k, . . . , 3, 2, 1)
H(T ) = (1, 1, . . . , 1︸      ︷︷      ︸
k
)
5T. Harima in [18] establishes more generally the existence of a weak Lefschetz AG example for any
symmetric Hilbert function of socle degree j satisfying the SI condition: the first difference ∆H≤ j/2 is an
O-sequence – that is, ∆H≤ j/2 occurs as the Hilbert function of some Artinian algebra.
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Set πA : A → T to map s 7→ 0, y 7→ y and let πB : B → T map x 7→ 0, y 7→ y. The
connected sum C = A#TB satisfies the SLP by the Theorem 5.13; by Lemma 3.9 H(C) is
equal to one of the displayed Hilbert functions (23) or (24) depending on whether k ≤ a or
a ≤ k. The Macaulay dual generator for A is S aYb, for B is Xd−kYk. By Theorem 4.6 the
Macaulay dual generator for C is f = S aYb − Xd−kYk. 
We denote by SL(d) the family of symmetric Gorenstein sequences H having socle
degree d, such that there is a standard-graded Artinian Gorenstein algebra A of Hilbert
function H having the strong Lefschetz property. Recall that the subscheme PGor(H) ⊂
P(Rd), the projectivization of Rd, parametrizes the graded Artinian Gorenstein quotients of
R having Hilbert function H, via the Macaulay dual generator (Fact 4.1).6
Corollary 5.15. [Closure] Let 2k < d, assume that F is algebraically closed of character-
istic char F = 0 or char F > d, and let
W(k, d) = (00, 1, 2, . . . , k, k + 1, . . . , k + 1︸             ︷︷             ︸
d−2k−1
, k, . . . , 3, 2, 1d−1, 0d). Then
A. The set SL(d) includes all CI Hilbert functions of socle degree d and codimension
two.
B. the set SL(d) is invariant under the addition of any such sequence W(k, d).
C. Suppose H ∈ SL(d). Then there is an irreducible component of PGor(H) whose
generic element has SLJT. In particular, let H be of codimension three (H(1) = 3) with
H ∈ SL(d) then the generic element of PGor(H) is SL.
Proof. The statement (A) is well-known ( [23, Theorem 2.9]). The statement (C) follows
from (B) as the strong Lefschetz property is an open condition, since the maps involved are
semicontinuous for a fixed Hilbert function ( [20, p. 102], [24, §2.7]); also, the irreducibil-
ity of PGor(H) in codimension three is well known [11]. To show (B), let A be a codimen-
sion c strong-Lefschetz Artinian Gorenstein algebra of Hilbert function H ∈ SL(d), and
let ℓ ∈ A1 be a strong Lefschetz element for A. Take a new basis of A1, ℓ1 = x1, x2, . . . , xc,
let T = F[y]/(yk+1), B = T [x]/(xd−k+1) = F[x, y](xd−k+1, yk+1). Define a homomorphism
πA : A → T by πA(x1) = y and πA(xi) = 0 for i , 1; and πB(x) = 0, πB(y) = y. By
Theorem 4.6 C = A#TB is strong Lefschetz, and by Lemma 3.9 it has the Hilbert function
H(A) +W(k, d). This completes the proof. 
For example, by Corollaries 5.14 and 5.15 the sequence H = (1, 3, 5, 7, 7, 5, 3, 1) +
W(3, 7) = (1, 3, 5, 7, 7, 5, 4, 1)+ (0, 1, 2, 3, 3, 2, 1, 0) = (1, 4, 7, 10, 10, 7, 4, 1) is in SL(7).
In the proof of Theorem 5.13, we used the F algebraically closed condition to
1. get a flatness criterion: If R is a finite ring extension over F[z] with equidimensional
fibers then R is flat over F[z], and
2. to show that the fibers of the flat extension Rc all had the same isomorphism type for
all 0 , c ∈ F.
The following examples show the troubles that can occur over a non-algebraically closed
field (e.g. Q).
6For a discussion of the subtleties of parametrizing PGor(H) see [25, Theorem 44 ff].
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Example 5.16. Let A = Q[x, y]/(x2, y2), and set
R = Q[x, y][z]
((z2 + 1)x2, y2)
.
Then for every c ∈ Q we have
R/(z − c)R  Q[x, y]
((c2 + 1)x2, y2)
 A
hence R has all fibers of the same length, but is not Q[z]-free.
The next remarkable example is taken from [1, Example 3.1].
Example 5.17. Let A = Q[x]/(x3), B = Q[y]/(y3), and T = Q with πA : A → T and
πB : B → T the natural projections and Thom classes τA = x2 and τB = −y2 (give B the
opposite orientation). Then the fibered product is A ×T B generated as a Q-algebra by
X = (x, 0) and Y = (0, y). Therefore we see that the fibered product is
A ×T B =
Q[X, Y]
(X3, Y3, XY)
and the connected sum is
A#TB =
Q[X, Y]
(X2 − Y2, XY) .
In [1], it is observed that there is no Q-algebra isomomorphism
ψp : Rp =
Q[X, Y]
(X2 − pY2, XY) →
Q[X, Y]
(X2 − Y2, XY) = R1 (27)
for p ∈ Z ⊂ Q a prime not congruent to 3 mod 4. We slightly extend this:
If p ∈ Q is any rational number that does not have a square root in Q (e.g. if p is prime)
then there can be no Q-algebra isomorphism as in (27).
Indeed, assume that there is a Q-algebra homomorphism as in (27). Then for some
a, b, c, d ∈ Q we must have ψp(X) = aX + bY and ψp(Y) = cX + dY , and in order for ψp to
be a Q-algebra homomorphism these parameters must satisfy the following equations
(a2 + b2) − p(c2 + d2) =0 (28)
ac + bd =0. (29)
Moreover, in order for ψp to be a Q-algebra isomorphism, it is necessary that the deter-
minant ad − bc is non-zero. There are two cases to consider:
Case 1: One of the variables, say a = 0. In this case, (29) implies that b or d equals zero
and (28) implies it must be d = 0, in which case we have b2 = pc2. This implies p is a
perfect square.
Case 2: None of the variables are zero. In this case (29) gives a
b
= −d
c
and (28) gives
b2 ·
((
a
b
)2
+ 1
)
= pc2
1 +
(
d
c
)2 ⇒ b2 = p · c2
which again implies p must be a perfect square.
Of course, if we replace Q with an algebraically closed field, this issue disappears.
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5.2 Weak Lefschetz property of connected sums.
The aim of the next results is to connect the WLP for fiber products over F to the WLP for
fiber products over arbitrary graded Artinian algebras T . Henceforth we restrict to fibered
products and connected sums in the category of graded F-algebras, that is, we insist that the
maps πA and πB in the definition of the fibered product 3.1 and of the connected sum 3.6 be
F-algebra maps, and in particular that they restrict to the identity map on A0 = T0 = B0 = F.
Lemma 5.18. For connected, graded F-algebras A, B and T and F-algebra homomor-
phisms πA : A → T and πB : B → T there is an inclusion of graded F-algebras
A ×T B ֒→ A ×F B.
Proof. In order to prove this we first discuss the compatibility of the maps involved. We
say that the fibered products A ×F B and A ×T B or the connected sums A#FB and A#TB
are compatible if they arise from maps πA, πB and π
′
A, π
′
B, respectively, which make the
following diagram commute:
A
π′
A

πA

✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
B
π′
B //
πB
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙ T
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
F
Note that, because the maps above are graded, the restriction of each of the maps πA, πB
and π′A, π
′
B to the positive degree component of its domain is the zero map. Furthermore,
the restrictions of the given maps to the degree zero component of their domain (F) is
the identity map by assumption. This observation yields the commutativity of the above
diagram, where the map T → F is defined to be the canonical projection T → T/T>0 = F.
The containment A ×T B ֒→ A ×F B now follows from the definition of the fibered
product after noticing that commutativity of the above diagram implies: if π′A(a) = π
′
B(b)
then πA(a) = πB(b). 
In order to be able to transfer the Lefschetz properties from A ×F B to A ×T B we must
understand whether the Lefschetz elements of A ×F B remain available in A ×T B. Since in
general (A ×T B)1 ( (A ×F B)1, this is a delicate, but manageable, task.
Lemma 5.19. Assume that A and B are AG algebras having either the WLP or the SLP
and their respective Lefschetz loci are LA and LB. Assume further that T is an AG algebra
such that the maps πA : A → T and πB : B → T used to define the fiber product A ×T B
are surjections. Then there is a common element (ℓ, ℓ′) of LA × LB and (A ×T B)1, upon
identifying the latter set with a subset of (A ×F B)1 = A1 × B1. That is,
∃ (ℓ, ℓ′) ∈ (LA × LB) ∩ (A ×T B)1. (30)
Proof. Denote by KA and KB the kernels of the F-linear homomorphisms πA|A1 and πB|B1
and note that the isomorphisms A1/KA  T1  B1/KB induce corresponding isomorphisms
A1  KA × A1/(KA)1  KA × T1
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B1  KB × B1/(KB)1  KB × T1.
Since the projection maps P(A1) → P(T1) and respectively P(B1) → P(T1) are open (see
[36, Lemma 037G]) it follows that πA(LA), πB(LB) are Zariski open sets of P(T1). Since
these sets must have a nonempty intersection, there exist ℓ ∈ LA and ℓ′ ∈ LB such that
πA(ℓ) = πB(ℓ
′) yielding the desired element (ℓ, ℓ) satisfying Equation (30). 
For the proof of Theorem 5.22 below, we will need well-known results that combine to
make checking the WLP a task of checking a few specific maps.
Lemma 5.20. [10, Lemma 2.1, Corollary 2.2] Let S be a standard graded ring and let M
be a graded S -module such that the degrees of its minimal generators are at most v. Let
ℓ ∈ S be a linear form. If the map ×ℓ : Mv−1 → Mv is surjective, then the map ×ℓ : M j−1 →
M j is surjective for all j ≥ v.
Let M be an Artinian graded S -module such that the degrees of its non-trivial socle
elements are at least u − 1. Let ℓ ∈ S be a linear form. If the map ×ℓ : Mu−1 → Mu is
injective, then the map ×ℓ : M j−1 → M j is injective for all j ≤ u.
We point out the necessity of the hypothesis that S has standard grading for the proof of
the previous lemma. Indeed, the proof relies on the fact that for ℓ ∈ S 1, having j ≥ v and
(M/ℓ) j = 0 implies that (M/ℓ) j+1 = 0 since then the multiplication map S 1 ⊗ (M/ℓ) j →
(M/ℓ) j+1 is surjective for j ≥ v.
With an eye towards applying Lemma 5.20 for fibered products and connected sums, we
establish bounds on the degrees of generators of these rings as modules over the standard
graded polynomial algebra generated by their degree 1 components.
Lemma 5.21. Let A, B be standard graded AL algebras having socle degree d and let T be
a graded AG algebra of socle degree k endowed with surjective F-algebra homomorphisms
πA : A → T and πB : B → T. Then there exists a standard graded polynomial algebra S
such that A×T B and A#TB are S -modules generated in degree at most k+1 and with socle
concentrated in degree d.
Proof. Set KA = ker(πA),KB = ker(πB), let V be a basis for T1 ∪ (KA)1 ∪ (KB)1 and let
Q = F[V]. We claim that there are ideals IA, IB and IT such that A  Q/IA, B  Q/IB
and T  Q/IT and πA, πB are the canonical projection maps between the respective cyclic
modules. Indeed, the restrictions of the maps πA and πB to A1 and B1 respectively induce
vector space isomorphisms A1  T1⊕(KA)1 and B1  T1⊕(KB)1 which give rise to surjective
F-algebra maps qA : Q → A, qB : Q → B and qT : Q → T , since A, B and T are standard
graded. Setting IA, IB, IT to be the kernels of these maps gives the claimed isomorphisms
qA : Q/IA → A etc. Furthermore, the induced map πA ◦ qA is a canonical projection by
construction and similarly for πA ◦ qB.
Notice that
(A ×T B)1 = {(qA(t), qB(t)) | t ∈ T1} ⊕ ((KA)1 × 0) ⊕ (0 × (KB)1) ,
let U be an F-basis for this vector space and set S = F[U] to be a polynomial ring with
the standard grading. Let G be an F-basis for (A × B)≤k+1. We claim that G generates both
A ×T B and A#TB as S -modules. It is sufficient to establish this for the former module,
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since the latter is its quotient. Notice that (A ×T B)≤k+1 ⊆ SG by definition of G and
(A ×T B)i = (Ai × 0) ⊕ (0 × Bi) for i ≥ k + 1 and Ai × 0 = S i−k−1(Ak+1 × 0) and 0 × Bi =
S i−k−1(0×Bk+1) since the projection of S 1 onto the first coordinate is A1 while the projection
onto the second coordinate is B1 and both A and B are standard graded. This shows that
(A ×T B)≥k+1 ⊂ SG as well, yielding the desired statement about the generator degrees of
A ×T B as an S -module.
The proof of Lemma 3.4 establishes the claim about the socle degree. 
We are now in a position to prove our second main result, stated as Theorem 3 in the
introduction, which we restate here for convenience.
Theorem 5.22. Let A and B be standard graded AG algebras of socle degree d satisfying
the SLP, and let T be a graded AG algebra of socle degree k, with k < ⌊ d−1
2
⌋, endowed
with F-algebra homomorphisms πA : A → T and πB : B → T. Then the resulting fibered
product A ×T B and the connected sum A#TB both satisfy the WLP.
Proof. We aim to apply Lemma 5.20 for the “middle degrees”, i.e.,
u =
d
2
and v = d
2
+ 1 if d is even
u = v = ⌊ d
2
⌋ if d is odd.
We proceed in several steps. First we show that A ×T B and A#TB satisfy the hypotheses of
the Lemma 5.20. Next we show that, due to our hypothesis on the socle degree of T , the
multiplication maps by a linear form on A×T B, A#TB and A×F B coincide in degrees u− 1
to u and v − 1 to v. Finally, using the WLP for A ×F B we conclude A ×T B and A#TB have
the WLP.
Step 1: It follows from Lemma 5.21 that there is a standard graded polynomial ring S
generated by (A ×T B)1 such that A ×T B and A#TB are S modules generated in degrees
at most k + 1 and with socle in degree d. Because of the assumption that k < ⌊ d−1
2
⌋, the
conditions k + 1 ≤ v and d ≥ u are satisfied.
Step 2: We show that A ×T B, A ×F B and A#TB have certain graded components in
common, in particular (A ×T B)i  (A#TB)i whenever i ∈ {u − 1, u, v − 1, v}. Indeed, from
Equations (3) and (4) and our assumption on k we have that
(A#TB)i  (A ×T B)i  (A#FB)i  (A ×F B)i  Ai × Bi
for i ∈ {u − 1, u, v − 1, v} for the above defined values of u and v.
Step 3: By Lemma 5.20, in order to establish that WLP holds both for A×T B and A#TB,
it suffices to check that there exists L ∈ (D = A ×T B)1 satisfying the following properties :
• Du−1
×L−→ Du is injective
• Dv−1
×L−→ Dv is surjective.
Take L to be a Lefschetz element for A ×F B which is also in (A ×T B)1. It is possible
to choose such an element L because of Remark 5.10 and Lemma 5.19. The inclusion
D = A ×T B ֒→ A ×F B = D′ of Lemma 5.18 induces an isomorphisms between the graded
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components of A#TB, A ×T B and A ×F B in degree i ∈ {u − 1, u, v − 1, v}, as established in
Step 2. Since D′ satisfies the SLP by Theorem 5.6, the map D′
u−1
×L−→ D′u is injective and
the map D′
v−1
×L−→ D′v is surjective. Using the isomorphisms Di  D′i for i ∈ {u − 1, u, v −
1, v} it follows that multiplication by L induces maximal rank maps on D in the desired
degrees. 
We next discuss the necessity of the hypothesis on the socle degrees of A, B and T in
the previous theorem, as well as whether this theorem can be extended to cover the SLP.
We give a family of algebras showing that the SLP does not hold in general for connected
sums, even those satisfying the hypotheses of the previous theorem. Our next result also
shows that in the absence of the hypothesis on the socle degrees of A, B and T given in
Theorem 5.22, the connected sums may or may not satisfy the WLP.
Proposition 5.23. Let A = F[x]/(xm), B = F[y]/(ym), T = F[z]/(zt) (where m > t > 1), and
let πA : A → T and πB : B → T be the algebra maps defined by πA(x) = z and πB(y) = z.
Let
∫
A
: xm−1 7→ 1,
∫
B
: ym−1 7→ 1,
∫
T
: zt−1 7→ 1 be orientations for A, B, and T , respectively
so that the Thom classes for πA and πB are τA = x
m−t and τB = ym−t.
Then A#TB has the WLP if and only if t ,
m
2
, but A#TB never has the SLP.
Proof. Under our hypothesis the fibered product A ×T B has a presentation given by
A ×T B =
F[z1, z2](
zm
1
, z
⌈mt ⌉
2
, zm−t
1
z2, z
t
1
z2 − z22
) where
z1 = (x, y)z2 = (xt, 0) .
Note that (τA, τB) = z
m−t
1
, hence we get the following presentation for the connected sum:
C = A#TB =
F[z1, z2](
zm−t
1
, zt
1
z2 − z22
) . (31)
Additionally we observe that the Macaulay dual generators for the fibered product are
given by 
H1 = Z
m−1
1
H2 = Z
m−1−t
1
Z2 + Z
m−1−2t
1
Z2
2
+ · · · + Zm−1−(⌈
m
t ⌉−1)t
1
Z
⌈mt ⌉−1
2
With this information, we can compute the “correct” Macaulay dual generators for A, B,
and T by looking at the projections from A ×T B:
A 
F[z1, z2]
Ann(F = H1 + H2)

F[z1, z2]
(zm
1
, zt
1
− z2)
B 
F[z1, z2]
Ann(G = H1)

F[z1, z2]
(zm
1
, z2)
T 
F[z1, z2]
Ann(τ ◦ F = Zt−1
1
= τ ◦G) 
F[z1, z2]
(zt
1
, z2)
.
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The Macaulay dual generator of the connected sum is H2 = F −G, i.e.
C =
F[z1, z2]
Ann
(
Zm−1−t
1
Z2 + · · · + Zm−1−(⌈
m
t ⌉−1)t
1
Z
⌈ mt ⌉−1
2
)  F[z1, z2]
(zm−t
1
, zt
1
z2 − z22)
.
Since C is an Artinian Gorenstein algebra of embedding dimension two, it must be a com-
plete intersection (of socle degree m − 1). From Lemma 3.9, the Hilbert function for C
is
H(C) =

(1, . . . , 1︸  ︷︷  ︸
t
, 2, . . . , 2︸  ︷︷  ︸
m−2t
, 1, . . . , 1︸  ︷︷  ︸
t
) if t < m
2
(1, . . . , 1︸  ︷︷  ︸
m
) if t = m
2
(1, . . . , 1︸  ︷︷  ︸
m−t
, 0, . . . , 0︸  ︷︷  ︸
2t−m
, 1, . . . , 1︸  ︷︷  ︸
m−t
) if t > m
2
.
Clearly the only candidate for a WL or SL element in C = A#TB is a multiple of L = z1 ∈
C1. Notice that the map ×Lm−1 : C0 → Cm−1 is the zero map since Lm−1 = 0, thus C never
has the SLP. To study the WLP, we first note that a F-basis for C consists of the monomials
B = {zi1, zi1z2 | 1 ≤ i ≤ m − t − 1}.
Examining the multiplication map ×L : Cm−t−1 → Cm−t, which takes zm−t−11 to 0 shows
that C does not have the WLP in the case t = m
2
. In all the other cases the multiplication
maps ×L : Ci → Ci+1 have maximal rank; this can be easily seen by expressing these
multiplication maps in terms of the given basis.

Some topological implications of the above result are discussed in Remark A.4.
Definition 5.24. The Jordan type of an Artinian graded algebra A with A1 , 0 is the
multiset of sizes of blocks in the Jordan matrix representing the (nilpotent) action of multi-
plication by a general linear form on A. The Jordan type is a partition of the length (vector
space dimension) of A .
In the last part of this section we focus on the interplay between the property of an
algebra of being decomposable as a connected sum and its Jordan type. The importance
of the Jordan type in the theory of the Lefschetz properties for Artinian graded algebras is
given by the following remark.
Remark 5.25. Let ℓ be a general enough non-unit of A and consider the multiplication
map mℓ : A → A; denote by Pℓ its Jordan type. Recall from [24, Proposition 2.9] (or
[19, Proposition 3.64] for A standard-graded) that for a (not necessarily standard) graded
Artinian algebra A, the SLP is equivalent to the fact that Pℓ is the conjugate of the partition
of the length of A given by the Hilbert function of A.
For standard graded algebras A having symmetric Hilbert function theWLP is equivalent
to the number of parts of Pℓ being equal to the largest value of the Hilbert function of A
( [19, Proposition 3.5]).
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Proposition 5.23 shows that this WLP criterion is no longer true for non standard graded
algebras, even in the case of complete intersections. For the connected sums discussed in
Proposition 5.23, the Jordan matrix of the action of multiplication by z1 on A#TB expressed
in terms of the basis B has two blocks of size m − t, corresponding to the two subsets
B1 = {zi1 | 0 ≤ i ≤ m − t − 1} and B2 = {zi1z2 | 0 ≤ i ≤ m − t − 1} of the basis. This Jordan
type remains the same independently of whether A#TB has the WLP (when d > m/2 ) or
not. Furthermore, when d > m/2 then A#TB has the WLP, the number of Jordan blocks is
two, and the largest value of the Hilbert function H(A#TB) is one.
In the following proposition we establish a partial converse to Proposition 5.23.
Proposition 5.26. Let C be a graded AG F-algebra with F algebraically closed and C1 , 0.
If the Jordan type of C consists of two equal parts of size a, which correspond to basis
elements of degrees 0 to a − 1 and t to t + a − 1 respectively, then one of the following
possibilities is true:
1. C  F[u, v]/(ua, v2) with deg(u) = 1, deg(v) = t or
2. C  F[u, v]/(ua, v2 − utv) with deg(u) = 1, deg(v) = t. In this case, C is a connected
sum C  A#TB for A = F[x]/(x
m), B = F[y]/(ym), T = F[z]/(zt), πA(x) = z, πB(y) = z
and a = m − t.
Proof. Let u ∈ C1 be a general linear form. The hypothesis yields that a basis forC is given
by B = {1, u, . . . , ua−1, v, uv, . . . , uva−1} for some form v ∈ Ct where t is a positive integer.
Case 1: a ≤ t. In this case the socle degree of C is t + a − 1 < 2t, thus C2t = 0 and
hence v2 = 0. Therefore C = F[u, v]/(ua, v2) with deg(v) = t ≥ a. Set m = a + t and
consider the AG algebras A = F[x]/(xm), B = F[y]/(ym), T = F[z]/(zt) and the F-algebra
homomorphisms induced by πA(x) = z, πB(y) = z. Equation (31) gives in this case that
A#TB = F[z1, z2]/(z
a
1
, zt
1
z2 − z22) = F[z1, z2]/(za1, z22)  C, where z1 = (x, y), z2 = (xt, 0) and
the second equality above uses the assumption a ≤ t.
Case 2: t < a ≤ 2t. The hypothesis and the numerical constraints on a and t yield that
C2t is 1-dimensional and it contains the monomials v
2t and utv , 0. Thus in C there is a
relation of the form v2 − αutv = 0 where α ∈ F. If α = 0 then we are in case (1) since
there is an obvious surjection k[u, v]/(ua, v2) → C and the two rings have the same length.
If α , 0 then we are in case (2). Indeed, set u′ = t
√
αu and notice that there is a surjection
F[u′, v]/(u′a, v2 − u′tv) → C, which by comparing vector space dimensions must be an
isomorphism. It remains to observe that by equation (31) the ring F[u′, v]/(u′a, v2 − u′tv) is
a connected sum of the form described in (2).
Case 3: a > 2t. The hypothesis and the numerical constraints on a and t yield that
C2t is 2-dimensional and it contains the monomials v
2t, utv, u2t, where u2t, utv are linearly
independent. Thus in C there is a relation of the form v2 + αutv + βu2t = 0 where α, β ∈ F.
Since F is algebraically closed this relation can be factored as (v − δut)(v − ǫut) = 0. If
δ = ǫ, then setting v′ = v − δut gives C = F[u, v′]/(ua, v′2). Otherwise, setting v′ = v − δut,
u′ =
t
√
ǫ − δ · u gives C = F[u′, v′]/(u′a, v′2 − utv′).
Note that the two rings F[u, v]/(ua, v2) and F[u, v]/(ua, v2 − utv) are not isomorphic if
a > 2t since the defining ideal of the former contains the square of a degree t form, whereas
the degree 2t component of the latter does not. If t < a ≤ 2t, the rings F[u, v]/(ua, v2) and
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F[u, v]/(ua, v2−utv) are isomorphic as one can see by noticing that in the latter 0 = v2−utv =
v2 − utv + 1
4
u2 = v′2 where v′ = v − 1
2
ut. 
Together, Propositions 5.23 and 5.26 show the following result.
Theorem 5.27. Let C be a graded AG F-algebra with F algebraically closed and of char-
acteristic either zero or greater than the socle degree s of C. Assume also that C1 , 0, and
that the Jordan type of C has two equal parts of size s− t+1. Then the following assertions
are equivalent
1. C has the SLP,
2. C is standard graded,
3. t = 1.
Proof. Proposition 5.26 shows that under our hypotheses C is isomorphic to one of two
types of F-algebras where t is the degree of one of the algebra generators for C (the other
generator having degree 1). This yields that t = 1 if and only if C is standard graded.
If t = 1, then since C is a standard graded codimension two complete intersection, it has
the SLP by [23, Theorem 2.9] (see also [20] for the characteristic zero case). Conversely,
if C has the SLP then there must be a Jordan block of size equal to the socle degree s of C,
so s = s − t + 1, yielding t = 1.
The WLP for connected sums of the type relevant for case (2) of Proposition 5.26 is
analyzed in Proposition 5.23. The same proof extends to study the WLP for the AG algebra
F[u, v]/(us+1−t, v2). In either case, the conclusion is that, for t > 1, C has the WLP if and
only if t , s+1
2
. If t = 1, then C has the SLP as explained above and hence it also has the
WLP. 
Remark 5.28. An important open problem in the study of the algebraic Lefschetz proper-
ties is establishing whether allArtinian standard graded complete intersection (CI) algebras
satisfy the WLP – or, even more ambitious, might satisfy the SLP – or finding a counterex-
ample. In codimension three the WLP for such CI algebras when char F = 0 is shown
in [20]. Proposition 5.26 singles out a certain class of AG algebras of codimension two,
which are automatically complete intersections by the Hilbert-Burch theorem. Standard
graded Artinian algebras of codimension two all satisfy the SLP when char F = 0 or is
greater than the socle degree d. Corollary 5.27 shows that for complete intersections that
are not standard graded the situation is very different from the standard graded case in the
sense that there are many such non-standard graded CI algebras, even in codimension two,
that fail to posses the SLP.
We now consider the hypothesis that F be algebraically closed in Proposition 5.26.
Example 5.29 (Dependence of C being a connected sum on the field F). Consider the Ar-
tinian algebra C = Q[u, v]/(u5, v2 + u4 − u2v), where deg u = 1, deg v = 2. Evidently, C is a
complete intersection, the Jordan type of multiplication by u is (5, 5) with two strings, the
classes in C of 1, u, u2, u3, u4; v, uv, u2, u3v, u4v: thus, C satisfies the hypotheses of Proposi-
tion 5.26 with s = 5, t = 2, except the hypothesis of the closure of F. Over Q the degree 4
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form f4 = v
2 + u4 − u2v = (v − u2/2)2 + 3u4/4 is irreducible, but over F = Q(ω), ω =
√
−3
it can be factored as
f4 =
(
v − u2/2 + (ω/2)u2
)
·
(
v − u2/2 − (ω/2)u2
)
.
In the latter case, after a suitable change of variables,C has the form (2) of Proposition 5.26,
so is a connected sum. However, in these coordinates, C is not a connected sum over such
a T when regarded as a Q-algebra: the Macaulay dual generator of I = (u5, v2 + u4 − u2v) is
U4V+U2V2 = U2V(U2+V); in the notation of Proposition 4.19, we haveMF = U
2,MG = V
(both) divide M0 = U
2V , so by the criterion there we have that C regarded as a Q algebra
in this basis for Q is not a connected sum over any T .
We are not aware whether the Q-algebra C is decomposable as a connected sum over
some T after a change of coordinates.
A Cohomology of the Connected Sums of Manifolds.
A.1 Topological Construction.
Suppose that M1 and M2 are two smooth, connected, compact, orientable 2d-dimensional
manifolds, and suppose that N is a smooth compact connected orientable 2k-dimensional
manifold. Furthermore, suppose that ι1, ι2 : N → M1,M2 are smooth embeddings with
images N1,N2 ⊂ M1,M2. Let πi : Ei → Ni, i = 1, 2 denote the (orientable) normal bundles
of Ni in Mi. By the tubular neighborhood theorem (e.g. [32, Theorem 11.1]), there is an
open neighborhood Ui ⊂ Mi containing Ni which is diffeomorphic to the total space of the
normal bundle Ei, under which the submanifold Ni is identified with the zero section of Ei.
We will assume that we have an isomorphism of normal bundles φ : E2 → E1, and hence a
diffeomorphism of tubular neighborhoods φ : U2 → U1 which restricts to a diffeomorphism
φ|N2 : N2 → N1, making the diagram commute
N
ι2
⑦⑦
⑦⑦
⑦⑦
⑦⑦ ι1
  ❆
❆❆
❆❆
❆❆
❆
N2
φ|N2
// N1.
Define the (topological) fibered product M1 ×N M2 as the adjunction space obtained by
gluing M1 and M2 along U1 and U2 via φ:
M1 ×N M2 =
M1 ⊔ M2
φ(x) ∼ x . (32)
Note that M1 ×N M2 is not Hausdorff. To see this, fix a point z ∈ ∂U2 in the boundary
of U2, and let {zn}∞n=0 ⊂ U2 be a sequence that converges to z. Then {φ(zn)}∞n=0 ⊂ U1 is a
sequence of points of U1 converging to some point w ∈ ∂U1 on the boundary of U1. Then
z,w ∈ M1 ×N M2 are two distinct points in the fibered product that cannot be separated by
disjoint open sets.
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We can remedy this non-Hausdorff issue in the following way: Let E0 denote the total
space of the vector bundle minus the zero section, so that E0  U \ N. Assuming that
we have defined some metric on E = E2, we may define an “orientation reversing” bundle
isomorphism
α : E0 → E0, α((x, v)) =
(
x,
v
|v|2
)
.
Identifying U2 \ N2  E0  U1 \ N1, we get an orientation reversing diffeomorphism of
deleted tubular neighborhoods
ψ = α ◦ φ : U2 \ N2 → U1 \ N1.
The (topological) connected sum M1#NM2 is defined to be the adjunction space.
M1#NM2 =
(M1 \ N1) ⊔ (M2 \ N2)
ψ(x) ∼ x . (33)
Geometrically, we are gluing the punctured neighborhoods V1 = U1 \ N1 and V2 = U2 \ N2
by identifying points close to the “zero boundary“ (i.e. N1) of V1 with points close to the
“infinity boundary” (i.e. ∂U2) of V2. The connected sum is a Hausdorff topological space
which can be endowed with a smooth structure compatible with smooth structures on M1
and M2, meaning that the natural inclusions Mi \ Ni ֒→ M1#NM2 are smooth (open) maps
(embeddings) [26, Chapter VI].
A.2 Cohomology Computation.
For a topological space X, let Hi(X) = Hi(X,Q) denote the ith singular cohomology group
of X with coefficients in Q. We write H∗(X) =
⊕
i∈Z H
i(X) for the direct sum of all coho-
mology groups, which has the structure of a graded-commutative ring via the cup product,
i.e. for α ∈ Hi(X) and β ∈ H j(X), we have α · β = (−1)i+ jβ · α ∈ Hi+ j(X). In particular,
the even degree part H2∗(X) =
⊕
i∈Z H
2i(X) forms a commutative ring. In fact, if X is a
smooth compact orientable manifold of even dimension 2d, then its even degree cohomol-
ogy A∗ = H2∗(X) is a graded AG algebra with socle degree d (halving degrees). We write
C•(X) for the complex of cochain groups (over Q) of X, so that the cohomology of X is the
cohomology of that complex, i.e. H∗(X) = H∗(C•(X)).
Theorem A.1. Let M1, M2, and N be as above, with fibered product M1 ×N M2 as in (32)
and connected sum M1#NM2 as in (33). Assume further that
(A) the odd degree cohomology groups of M1 and M2 vanish, i.e.
H2q−1(Mi) = 0, i = 1, 2, ∀q ∈ Z.
(B) the smooth embeddings ιi : N ֒→ Mi induce surjections on cohomology
ι∗i : H
∗(Mi) → H∗(N), i = 1, 2.
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Fix orientations on M1, M2, and N, and set
A∗ ≔ H
2∗(M1), B∗ ≔ H
2∗(M2), T∗ ≔ H
2∗(N),
with projection maps πA ≔ ι
∗
1 : A → T and πB ≔ ι∗2 : B → T. Then
1. the Thom classes for the maps πA and πB are correspond to the Thom classes for the
oriented normal bundles Ei → Ni
2. the algebraic fibered product A ×T B is isomorphic as a ring to the (even degree)
cohomology ring of the topological fibered product M1 ×N M2, i.e.
(A ×T B)∗  H2∗(M1 ×N M2).
3. the algebraic connected sum A#TB is isomorphic as a graded vector space to the
(even degree) cohomology of the topological connected sum M1#NM2, i.e.
(A#TB)∗  H
2∗(M1#NM2).
Before we prove Theorem A.1, we review some basic facts from algebraic topology. Our
main reference is J.W. Milnor and J.D. Stasheff’s book [32].
A.3 Exact Sequences.
There are two short exact sequences of cochain complexes of topological spaces that we
need: the exact sequence for pairs, and the Mayer-Vietoris sequence.
Recall that if X is a topological space and A ⊂ X is a subspace, there is a short exact
sequence of cochain complexes, called the short exact sequence for the pair (X, A):
0 // C•(X, A) // C•(X) // C•(A) // 0. (34)
Sequence (34) yields a long exact sequence of cohomology groups
· · · // H j(X, A) // H j(X) // H j(A) // H j+1(X, A) // · · · (35)
Recall that if X is a topological space and U,V ⊂ X are two open sets which cover
X, i.e. X = U ∩ V , then we get a short exact sequence of cochain complexes called the
Mayer-Vietoris sequence:
0 // C•(X) // C•(U) ⊕ C•(V) ρ
∗
U
−ρ∗
V // C•(U ∩ V) // 0 (36)
where ρU , ρV : U ∩ V ֒→ U,V are the natural inclusion maps.
Sequence (36) also yields a long exact sequence of cohomology groups
· · · // H j(X) // H j(U) ⊕ H j(V) // H j(U ∩ V) // · · · (37)
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A.4 Thom Classes and Gysin Maps.
Suppose that M is a smooth compact connected oriented 2d-dimensional manifold M and
that N ⊆ M is a smooth compact connected oriented 2k-dimensional embedded submani-
fold with normal bundle π : E → N. Let π0 : E0 → N be the deleted normal bundle, i.e. the
normal bundle with the zero section removed. In this case, the normal bundle is orientable
itself (cf. [6, p. 66]), meaning that each fiber Ex ⊂ E of the normal bundle has a preferred
orientation class µx ∈ H2(d−k)(Ex, (Ex)0) such that each point x ∈ N has some open neigh-
borhood V ⊂ N and a cohomology class µV ∈ H2(d−k)(π−1(V), π−1(V)0) which restricts to
the preferred generator µy ∈ H2(d−k)(Ey, (Ey)0) for each y ∈ V , (cf. [32, p. 96]).
The following fact is referred to by Milnor-Stasheff as the Thom isomorphism theorem
[32, Theorem 10.4]:
Fact A.2 (Thom isomorphism theorem). Fix an orientation for the normal bundle π : E →
N with preferred orientation classes µx ∈ H2(d−k)(Ex (Ex)0) as above. Then there is a unique
cohomology class τ ∈ H2(d−k)(E,E0) with the property that its restriction to each fiber
τx = µx ∈ H2(d−k)(Ex, (Ex)0) is the preferred orientation class for that fiber. Moreover there
is a well defined map
H j(E) // H j+2(d−k)(E,E0)
y
✤ // y · τ
(38)
that is an isomorphism for every j ∈ Z.
This class τ ∈ H2(d−k)(E,E0) is called the Thom class of the oriented normal bundle
π : E → N, and the isomorphismH∗(E) → H∗+2(d−k)(E,E0) is called the Thom isomorphism.
Note that the bundle map π : E → N is a retraction onto the zero section, so induces an
isomorphism on cohomology rings π∗ : H∗(N)
→ H∗(E). Hence the Thom isomorphism
can also be given as the map
H∗(N)(−2(d − k))  H∗(E) → H∗(E,E0), y 7→ y · τ (39)
Setting M∗ = M \ N, there is a canonical isomorphism of cohomology rings
H∗(E,E0)  H∗(M,M∗).
This evidently follows from an excision argument, cf. [32, Corollarly 11.2]. Also note that
the inclusion of pairs (M, ∅) ֒→ (M,M∗) induces a map on cohomology rings
H∗(E,E0)  H∗(M,M∗) → H∗(M). (40)
We shall abuse notation slightly, and use the same letter (i.e. τ) and same name (i.e. Thom
class) for the image of the Thom class under this map. The Thom class τ ∈ H2(d−k)(M) for
N satisfies the following:
〈x ∪ τN , µM〉 = 〈ι∗(x), µN〉
where µM ∈ H2d(M) (homology) is the fundamental class for M, µN ∈ H2k(N) is the
fundamental class for N, ι∗ : H∗(M) → H∗(N) the restriction map induced by the embed-
ding ι : N ֒→ M, and 〈a, b〉 is the natural pairing between cohomology and homology,
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cf. [32, Problem 11-C p. 136] (see also [6, p. 67]). In particular if we set A∗ = H2∗(M)
and T = H2∗(N) oriented AG algebras with orientations
∫
A
a = 〈a, µM〉 and
∫
T
t = 〈t, µN〉,
ι : N ֒→ M the embedding of N into M, and ι∗ : A∗  H2∗(M) → H2∗(N)  T∗ the restric-
tion map, then the (algebraic) Thom class for the map ι∗ coincides exactly with the Thom
class of τ ∈ H2(d−k)(M) above.
Remark A.3. The image of the Thom class τ ∈ H2(d−k)(M) under Map (40) is typically
referred to by topologists as the Poincare´ dual class of the submanifold N ⊂ M, cf. [32,
Definition p. 120]. See also [6, Proposition 6.24]. Furthermore, the composition of Maps
(39) and (40) is referred to, e.g. [15, p. 212],7 as theGysin map for the inclusion ι : N → M,
i.e.
ι∗ : H2∗−2(d−k)(N)  H2∗(M,M∗)
×τ // H2∗(M)
y
✤ // y · τ
(41)
and is analogous to the “algebraic Gysin map” we defined in Definition 2.5 in Section 2.8
Note that if the restriction map ι∗ : H2∗(M) → H2∗(N) is surjective, then the Gysin map ι∗
is injective by Lemma 2.7.
A.5 Proof of Theorem A.1.
With notation as above, set M∗i = Mi \Ni and set U∗i = Ui \Ni. Then we have the following
grid of cochain complexes:
0 0 0
0 // C•(M1#NM2) //
OO
C•(M∗1) ⊕ C•(M∗2)
ι∗
1
−ι∗
2
◦ψ∗
//
OO
C•(U∗1) //
OO
0
0 // C•(M1 ∨N M2) // C•(M1) ⊕ C•(M2)
ι∗
1
−ι∗
2
◦φ∗
//
OO
C•(U1) //
OO
0
0 // C•(E,E0) //
ρ
OO✤
✤
✤
C•(M1,M∗1) ⊕ C•(M2,M∗2)
ι∗
1
−ι∗
2
◦φ∗
//
OO
C•(U1,U∗1) //
OO
0
0
OO
0
OO
0
OO
(42)
The rows of Grid (42) are the short exact Mayer-Vietoris sequences (the first map on the
bottom row is just the canonical isomorphism on each summand). The two columns on the
right are the short exact sequences for pairs. The maps in the left column are less clear, and
need to be specified. It follows from the commutativity of the lower right square that there
7W. Fulton gives a different but equivalent description of Map (41) in terms of Poincare´ duality.
8In topology, one also encounters the related Gysin sequence, which is obtained from the long exact
sequence of cohomology groups corresponding to the pair of spaces (E,E0) after applying the Thom isomor-
phism cf. [32, p. 143]. See also [6, Proposition 14.33]. Gysin maps for Chow groups and their algebraic
analogues have also appeared in the algebraic geometry literature, e.g. [16], [27].
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exists a (unique) well-defined (injective) map of complexes ρ : C•(E,E0) → C•(M1 ×N M2)
making the lower left square of Grid (42) commute. Unfortunately, we cannot employ
the same technique to get a map between the complexes C•(M1 ×N M2) and C•(M1#NM2)
because the upper right square does not commute. On the other hand we claim that the
upper right square does commute on the level of cohomology! To wit:
Claim. The two maps of cochain complexes
C•(M∗
1
) ⊕ C•(M∗
2
)
ι∗
1
−ι∗
2
◦φ∗
##
ι∗
1
−ι∗
2
◦ψ∗
;;
C•(U∗
1
)
induce the same map on cohomology groups.
Proof. For the vector bundle E, let D = {(x, v) ∈ E ||v| = 1 } be the associated unit disk
bundle (with respect to some choice of metric on E). Then the map from the punctured
bundle to the disk bundle E0 ֒→D defined by (x, v) 7→
(
x, v|v|
)
is a retraction, hence induces
an isomorphism on cohomology rings H∗(E0)  H∗(D). But note that the orientation
reversing bundle isomorphismα : U∗  E0 → E0  U∗ defined by α(x, v) =
(
x, v|v|2
)
restricts
to the identity map on D ⊂ E0. Thus, the induced map on cohomology α∗ : H∗(U∗) →
H∗(U∗) must be the identity map, which implies that the composition ψ = α◦φ : U2 \N2 →
U1 \ N1 induces the same map as φ : U2 \ N2 → U1 \ N1 on cohomology.
Therefore the partial almost-commuting grid of short exact sequences of complexes
yields a partial commuting grid of cohomology groups (43)
...
...
...
H2q+1(E,E0) //
OO
H2q+1(M1,M
∗
1
) ⊕ H2q+1(M2,M∗2) //
OO
H2q+1(U1,U
∗
1
)
OO
H2q(M1#NM2) //
OO
H2q(M∗
1
) ⊕ H2q(M∗
2
)
ρ∗
1
−ρ∗
2
◦ψ∗
//
OO
H2q(U∗
1
)
OO
H2q(M1 ×N M2) //
θ
OO✤
✤
✤
H2q(M1) ⊕ H2q(M2)
ρ∗
1
−ρ∗
2
◦φ∗
//
OO
H2q(U1)
OO
H2q(E,E0) //
ρ
OO
H2q(M1,M
∗
1
) ⊕ H2q(M2,M∗2)
ρ∗
1
−ρ∗
2
◦φ∗
//
OO
H2q(U1,U
∗
1
)
OO
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
H2q−1(M1#NM2) //
θ
OO✤
✤
✤
H2q−1(M∗
1
) ⊕ H2q−1(M∗
2
) //
OO
H2q−1(U∗
1
)
OO
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
...
OO
...
OO
...
OO
(43)
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First note that by our assumptions, H2q−1(Mi) = 0, and hence H2q−1(N)  H2q−1(U) = 0
also vanishes. Thus, by the Thom Isomorphism Lemma A.2, we have H2q−1(E,E0) 
H2q−1(Mi,M∗i )  H
2q−1−2(d−k)(N) = 0 also vanishes. Moreover it follows from surjectivity
of the restriction maps ι∗i : H
∗(Mi) → H∗(N) that the Gysin maps
H∗(Mi,M∗i )  H
∗−2(d−k)(N) → H∗(Mi)
are injective, cf. Remark A.3. It follows by the commutativity of the diagram that the map
ρ : H2q(E,E0) → H2q(M1 ×N M2) is also injective.
By the above analysis, Grid (43) breaks into the following grid of exact sequences of
cohomology groups:
0 0 0
H2q(M1#NM2)
ǫ //
OO
H2q(M∗
1
) ⊕ H2q(M∗
2
)
ρ∗
1
−ρ∗
2
◦ψ∗
//
OO
H2q(U∗
1
)
OO
0 // H2q(M1 ×N M2) γ //
θ
OO✤
✤
✤
H2q(M1) ⊕ H2q(M2)
ρ∗
1
−ρ∗
2
◦φ∗
//
α
OO
H2q(U1)
OO
// 0
0 // H2q(E,E0) //
ρ
OO
H2q(M1,M
∗
1) ⊕ H2q(M2,M∗2)
ρ∗
1
−ρ∗
2
◦φ∗
//
OO
H2q(U1,U
∗
1)
OO
// 0
0
OO
0 //
OO
H2q−1(U∗
1
)
OO
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖
0
OO
(44)
Set
A∗ = H
2∗(M1), B∗ = H
2∗(M2), T∗ = H
2∗(N)
with surjective projection maps πA = ι
∗
1 : A → T and πB = ι∗2 : B → T . Then note that the
exact sequence in the middle row of Grid (44) is the analogue of Sequence (3), and hence
we have a ring isomorphism
(A ×T B)∗  H2∗(M1 ×N M2),
which is item (2).
Next note that by composingwith the Thom isomorphism, the left vertical map ρ : H2q(E,E0)→
H2q(M1 ×N M2) is really just multiplication by the Thom class
×τ : H2q−2(d−k)(N) → H2q(M1 ×N M2)
and the restriction of the Thom class to H2(d−k)(Mi) is exactly the Thom class of the normal
bundle Ei → N, which proves item (1).
Finally we need to justify the existence of a surjective map θ : H2q(M1 ×N M2) →
H2q(M1#NM2) making the left column a short exact sequence. By the commutativity and
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the exactness of Grid (44), we claim there exists a (non-canonical) map of Q-vector spaces
θ : H2q(M1 ∨N M2) d H2q(M1#NM2) which makes Grid (44) commute. Indeed, from
Grid (44) we extract the diagram
H2q(M1#NM2)
ǫ // Im(ǫ) // 0
H2q(M1 ∨ M2)
θ
OO✤
✤
✤ α◦γ
88♣♣♣♣♣♣♣♣♣♣
and we deduce that θ exists because H2q(M1 ∨N M2) is a projective Q-module.
Thus, the leftmost column gives an exact sequence of even cohomology groups analo-
gous to Sequence (4):
0 // H2∗−2(d−k)(N)
×τ1⊕×τ2 // H2∗(M1 ×N M2) θ // H2∗(M1#NM2) // 0 (45)
and hence we see that as graded vector spaces we have the equality
(A#TB)∗  H
2∗(M1#NM2)
which is item (3), and this completes the proof.
Remark A.4. Looking back, we see that Proposition 5.23 reflects the fact the connected
sum of two projective manifolds need not be a projective manifold. Indeed consider the
topological connected sum of a complex projective space with itself over a projective
subspace, say X = CPm−1#CPt−1CPm−1. Then the cohomology rings are H2∗(CPm−1, F) 
F[x]/(xm) = A, B and H(CPt−1, F)  F[z]/(zt) = T , and Theorem A.1 implies that the
cohomology ring of the topological connected sum is the algebraic connected sum of co-
homology rings:
H2∗(X, F)  A#TB 
F[z1, z2]
(zm−t
1
, zt
1
z2 − z22)
.
On the other hand, we saw in Proposition 5.23 that this ring does not have SLP, and hence
X cannot be a projective manifold, or even homotopically equivalent to one.
Question. There have been studies of the algebraic rational homotopy properties of the
connected sum of two manifolds over a point, see for example [13, §3.1.2]. It would be of
interest to see what results might extend to our more general setting.
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