Abstract. Computational resolution enhancement (superresolution) is generally regarded as a memory intensive process due to the large matrix-vector calculations involved. In this paper, a detailed study of the structure of the n 2 × n 2 superresolution matrix is used to decompose the matrix into 9 matrices of size l 2 × l 2 where l is the upsampling factor. As a result, previously large martix vector products can be broken into many small, parallelizable products. An algorithm is presented that utilizes the structural results to perform superresolution on compact, highly parallel architectures such as Field-Programmable Gate Arrays.
1. Introduction. Computational methods for resolution improvement (superresolution) have attracted much attention lately due in part to their ability to overcome the optical limitations of inexpensive, lower resolution sensors. See, for instance, [6, 14, 16] . Superresolution (SR) is based on the idea that slight variations in the information encoded in a series of low resolution (LR) images can be used to recover a high resolution (HR) image.
The basic superresolution problem can be posed as an inverse problem [1, 6] ,
where f is the vectorized true high resolution image, g i is a vectorized lower resolution image, D is the decimation matrix, H i is a blurring matrix, S i is a shift matrix and l is the upsampling factor. In the models that follow, the decimation matrix D is a local averaging matrix that aggregates values of non-intersecting small neighborhoods of HR pixels to produce LR pixel values. The shift matrix S i , also called the interpolation matrix, assigns weights according to a bilinear interpolation of HR pixel values to perform a rigid translation of the original image. The blurring matrix H i is generated from a point spread function (PSF) and represents distortion from atmospheric and other sources. As it will be better explained in Section 2, usually the l 2 matrices DH i S i are stacked to create one large least squares problem 2) where, using the MATLAB notation, A = [DH 1 S 1 ; . . . ; DH l 2 S l 2 ], g = [g 1 ; . . . ; g l 2 ], and A ∈ R This motivates a search for efficient SR algorithms, which has prompted various studies, [5, 12] . To give one example, Nguyen et al. [12] proposed efficient block circulant preconditioners to accelerate convergence of a conjugate gradient algorithm, due to the fact that its complexity is O( √ kn 2 ), where k is the condition number. Conjugate gradient algorithms and variations are popular for this problem due to their strength in solving sparse systems.
Only recently have studies appeared that address implemention of SR algorithms with on-board hardware (System-on-Chips) [13, 15] . In those implementations, the SR model is simplified or expensive post-processing steps are included. This paper presents an algorithm that makes use of a detailed examination of the matrices D, H i and S i to replace large scale computations involving sparse matrices with a series of smaller operations which are readily parallelizable. The result is a Gauss-Siedel type algorithm optimized for use on highly parallel, compact architectures such as a Field-Programmable Gate Arrays (FPGA). In particular, the algorithm is suitable for use on hardware that can be integrated with a camera.
The paper proceeds as follows. In Section 2, we examine the block structures of permutations of the matrices D, H i and S i . The results motivate a simple algorithm based on the Block Gauss-Seidel algorithm which is introduced and analyzed in Section 3. In Section 4 we present numerical evidence that the new algorithm produces results comparable to the popular conjugate gradient algorithm despite very modest computational and memory demands. Finally, in Section 5 we discuss the use of matrix structures for general matrix vector products on small scale hardware. All proofs appear in the Appendix.
Matrix Structures.
Consider the image superresolution reconstruction problem defined in (1.1). We can concatenate all the product matrices DH i S i , each of size n 2 /l 2 × n 2 , to form a larger matrix A, having size n 2 × n 2 , and similarly we can concatenate all g i to form one n 2 × 1 vector g. Thus we treat the original problem as a least squares problem given in (1.2).
The matrix A is often ill-conditioned and a Tikhonov regularization term,
is applied [2] . Well developed algorithms exist to solve (2.1) using iterative methods or by considering the normal equations
(see [8] .) It is readily apparent that all three component matrices of A involve only local operations, and thus we should expect A and possibly A T A to possess a sparse form. For instance, if one assumes that the interpolation matrix S i represents spatially invariant translational shifts (δ xi , δ yi ) then the entire n 2 × n 2 matrix is generated by only two scalar quantities. The decimation and blurring matrices (subject to conditions discussed later) also have a simply defined structure, and it is possible to permute the matrix A to bring all of the non-zero elements into a tridiagonal structure. The next four theorems make this notion more precise. For simplicity, we will first ignore the blurring matrices H i . Again, all proofs appear in the Appendix.
Theorem 2.1. Let A = (DS 1 ; . . . ; DS l 2 ) be a no-blurring superresolution system matrix with S i representing 2D rigid translational subpixel shifts, δ xi , δ yi ∈ (−1, 1), and D representing a weighted average decimation matrix. Then there exist permutations Q and P such that Q T AP has a tridiagonal block Toeplitz structure with tridiagonal block Toeplitz blocks, represented as
3)
4)
Note that using a circulant boundary condition, as assumed later, we would have B 0 = A 0 and B Before rigorously defining the permutation matrices P and Q in the Appendix, we briefly explain here that P is equivalent to an alternate indexing method for vectorizing a matrix. The typical way to vectorize a matrix follows a column-wise ordering as illustrated in (2.5). Using a 256 × 256 matrix M, each number in the matrix represents the position of that element in the vectorized matrix. For example, the element on the first row and the second column of the original image will be the 257th entry of the vectorized matrix. Now the element on the first row and the second column of the matrix P T M P is the 2nd entry. We may name this vectorization method as "l-length block vectorization". The motivation comes from the fact that matrix A in (1.2), is essentially a spatially local operator, which operates on spatially close pixels of the HR image f . The traditional column-wise ordering would leave pixels in the next column of the image an n pixels away. The l-length block ordering maintains more spatial information by leaving proximate pixels nearby in the vectorized f. The result is a more compact structure for spatially local operators like A.
The left permutation matrix Q is the product PQ whereQ maps element k of the i th vectorized LR image g i to element (k − 1)l 2 + i of the stacked g in (1.2), for k = 1, . . . , (n/l) 2 . Intuitively,Q performs a perfect shuffle [7] on the l 2 blocks of size (n/l) 2 × n. It is not necessary to explicitly construct and store the matrix P in the computations as the vectors P f and P g can be constructed from block-wise reorderings.
In the process of proving the theorem above, we note that A can be simplified even further by putting constraints on δ x or δ y . In general, if the matrix B is a tridiagonal block Toeplitz matrix, then B T B will be a pentadiagonal block Toeplitz matrix with a rank-2 correction. However, as the next result states, the outermost blocks in the pentadiagonal A T A are identically zero and the correction is not necessary. This makes it easier to find a direct solution to the normal equations (2.2). We formalize this notion in the following lemma and theorem. The two-level tridiagonal block Toeplitz structure in Q T AP and P T A T AP introduce algorithmic efficiency by reducing the storage requirement to only nine l 2 × l 2 matrices. In practice, Corollary 2.2 makes it possible to store the permuted system matrix in six l 2 ×l 2 matrices. We also see a simplification of the matrix vector products used in Conjugate Gradient Least Squares (CGLS) [11] and other iterative algorithms for sparse matrices. Similarly, the permuted normal equations satisfy a tridiagonal block structure that allows an efficient solution to (2.2).
In general, H i can have many nonzero entries and the matrix A can suffer from a more complicated structure. However, in many applications the nonzero elements of the PSF are concentrated in a small circle around the center. By posing a moderate limit on the size of the diameter containing nonzero entries, it is possible to retain many of the patterns previously introduced.
Theorem 2.5.
where H i represents a PSF of diameter less than or equal to 2l + 1. Then QAP T has a two level penta-diagonal block Toeplitz structure represented as,
7)
with
where
As in the case without blurring, the matrix P T A T AP has the same structure as
Theorem 2.6. With A defined as in Theorem 2.5, P T A T AP has the same structure as Q T AP .
In some cases, it is advantageous to consider the structure of the sub matrices A (i) j . To that end, we have the following theorem:
Theorem 2.7. Under the hypotheses of Theorem 2.1, the following conditions summarize the tertiary (third level) structure of the permuted system matrix Q T AP :
j is Block Hankel with l × l Hankel Blocks. When z = 1, all nonzero blocks have constant value 1/l 2 . Furthermore, if j = 0 then all blocks Hīj such thatī <j are nonzero and if j = −1 then all blocks withī ≥j are non-zero, whereī,j = 1, . . . , l. 2. For all δ x , δ y , the following sum holds for A (i) j :
where the right hand side is a constant matrix with each entry equal to 1/l 2 .
At this point, the structure of Q T AP and P T A T AP are sufficiently simplified to suggest efficient structured matrix algorithms to solve (2.2). In the next section, to avoid treating B 0 as a different diagonal block matrix, we assume a periodic boundary condition to effectively change it to A 0 .
Algorithms.
In this section we first present an algorithm to solve the normal equations (2.2) with a chosen α that takes advantage of the specific matrix structure introduced in the last section. The algorithm presented is a Block Gauss-Seidel approach with an inner Cyclic Reduction (no blurring) or Gauss-Seidel (blurring present) iteration. The algorithm is first presented for the matrix in Theorem 2.1, then extended to the matrix in Theorem 2.5.
Without blurring.
The Cyclic Reduction (CR) method [3, 8] is a direct method for solving a linear system in which matrix A has a tridiagonal block Toeplitz structure. After the first CR step, i.e. the even-odd permutations in both rows and
We could follow the CR steps by inverting A 0 and multiplying it with A 1 and A −1 . However, given that the size of A i is nl × nl, this is still computationally intensive. Notice that A 0 has the same first order structure as A, but with each block of smaller size l 2 × l 2 . Thus, we can use CR to solve a subproblem A 0 x = b. To set up the n/2l subproblems, we introduce an outer block Gauss-Seidel iteration. That is, we first break f into n/l segments, f i ∈ R nl and at step k, we use f
. . , n/2l. The updating formula for the first half of f at step k is
The tridiagonal block Toeplitz structure within A 1 and A −1 allows us to perform matrix-vector multiplications on the
can be solved independently using CR since A 0 is a tridiagonal block Toeplitz matrix. Next we use the updated first half of f (k+1) to solve for the second half of f (k+1) using CR. The updating formula is
For simplicity, we assume that the size of A 0 is a power of 2, however there is an extension to other sizes that adds a slight computational penalty (see [8, Sec. 4 
.5.4]).
One important feature of this approach is extensive parallelism. Each step reduces to n/2l smaller scale subproblems that can be solved independently by n/2l processors, which greatly enhances throughput. Furthermore, implementation of superresolution on systems like FPGAs is not only feasible but desirable due to the FPGA's strong performance in parallel applications. Note as well that the algorithm only requires matrix vector multiplication and that all multiplications are on the scale of l 2 . As a result, implementation is vastly simplified.
It is well known that the Gauss-Seidel iteration approach is absolutely convergent on Sx = y provided the matrix S is symmetric and positive definite (see the proof in [8, Sec 10.1]). The regularized normal equations A T A + αI meet these criteria, and the proof can easily be extended to the block Gauss-Seidel method.
Theorem 3.1. The Block Gauss-Seidel algorithm described above converges for (2.2) from any f (0) .
With blurring.
The main difference when the blurring matrix is included is that the first and second level structures are penta-diagonal rather than tridiagonal, forcing us to abandon Cyclic Reduction to solve the inner problem. However, one can utilize Gauss-Seidel on both the outer and inner iterations. We first group the block rows and columns of P T A T AP into sets {3k + 1}, {3k + 2} and {3k + 3} for k = 0, . . . , n/3l − 1, as shown in (3.4).
There are n/3l × n/3l inner blocks on each one of the 3 × 3 outer blocks. For convenience, we assume n is divisible by 3l. Otherwise, it is always possible to add extra one or two zero columns and rows to the LR images to make n divisible by 3l. In (3.4), each A i is penta-diagonal block Toeplitz, which we can permute in the same way to create a second level 3×3 block form identical to (3.4) above. The block GaussSeidel iterations occur at two levels corresponding to the two level matrix structure. We first group entries of f in sets {3k + 1}, {3k + 2} and {3k + 3} denoted f 1 , f 2 and f 3 , which will be updated iteratively in the first level as,
For each sub-problem in (3.5), we use the same update rules on the second level block matrices which is structurally identical. Each sub-problem requires a matrix inversion on the order of l 2 × l 2 which can be performed once and stored. Absolute convergence is provable for each level of the two levels of Gauss-Seidel interations in (3.5), leading to a proof of absolute convergence for the combined two-level iteration.
Theorem 3.2. Using the algorithm described above for Problem (2.2), the iteration converges from any f (0) .
Numerical Experiments.
The algorithms in the last section were applied to both a simulated satellite image and real images taken by a lenslet array camera on an Air Force resolution target [10] . The algorithm in Section 3.1 was also implemented on an FPGA development board [4] . In the next three subsections, we present details of all three experiments. 
Simulated images.
One original HR satellite image [11] of size 256 × 256, shown in Figure 4 .1(a), is downsampled, interpolated using known (δ x ,δ y ) and degraded with additive Gaussian noises to create 16 LR images of size 64 × 64, one of which appears in Figure 4 .1(b). A sub-pixel registration algorithm [17] was then applied on 16 LR images to estimate a set of (δ x , δ y ). The LR images combined with offsets are used to reconstruct a 256 × 256 HR image.
We compare our algorithm with the CGLS method [9] The relative difference in Frobenius norm between the two results is .0218 and mean square errors when compared to the true image are .0119 for CG and .0118 for BGS-CR. However, the BGS-CR algorithm takes 3.2 seconds on a 3.0GHz Pentium IV processor whereas CG takes 8.7 seconds. Both algorithms stopped after 5 iterations when no significant improvement was observed, i.e. when the mean difference between iterations was less than 10 −4 . Much of the work in the CG algorithm goes into fully constructing large matrices D and S i in the scale of n 2 , while our algorithm only needs to construct small inner blocks of D and S i in the scale of l 2 . Using the matrix structures presented in this paper to avoid explicit construction of the system matrix leads to a much faster CG implementation. In fact, the results in Section 2 can be used to create a matrix vector multiplication function for use in any reconstruction method that only requires a matrix-vector multiplication. Such a function will have the advantage of reduced memory and computational complexity.
The same test was performed with the addition of a Gaussian blur to a noisy HR image to create a blurred and noisy HR image see in 4.3(a) before downsampling and interpolating. Reconstruction was performed using the two level Block Gauss-Seidel (BGS) algorithm described in Section 3.2. Figure 4 .3(b) shows the recovered image, which needed a smaller regularization parameter due to the fact that the smoothing effect of the blur operator removed some of the original noise in the noisy HR image. Once again, results were comparable with the CG method, but BGS is much faster. The CG method without using the block structure took 24.5 seconds, while the two level BGS algorithm took 15 seconds. We see a reduced speedup factor here because of the sequential processing of many more small matrix-vector multiplications in the scale of l 2 . An even more dramatic improvement can be expected if the many small products are performed in parallel on a platform such as FPGA.
Real images from a lenslet array camera.
A lenslet array camera [10] was used to capture images of an Air Force resolution target in a lab setting. A 10 mega-pixel raw image is segmented into 16 subimages of size 128 × 128, which are then registered with the subpixel registration algorithm [17] and used to reconstruct a 512 × 512 HR image. Figure 4 .4 compares the resolutions of the reconstructed HR image on the left and a blown-up LR image. Clearly, we observe resolution enhancement.
FPGA implementation.
Last, the algorithm in Section 3.1 was ported to a Xilinx Virtex 5 SX50T development board, with 52K logic cells, 594KB Block-RAM, 288 DSPs and 256MB DDR2 SDRAM. A custom 32-bit pipeline was designed, based on matrix-vector multiplication. A raw image from a lenslet array camera was segmented into 16 LR images of size 128 × 128, which were then registered with the subpixel registration algorithm [17] and used to reconstruct a 512 × 512 HR image. The LR images were read into the onboard memory through a Ethernet port and the reconstructed HR image was retrieved through a USB port and displayed on a 7 inch LCD. The current maximum processing capability is 2 frames per second (fps). Without the memory interface bottleneck, the processing capability can move up 5 fps. The system is highly scalable, because the core co-processing element is an l 2 scale matrix-vector multplication (MVM), which can be easily replicated for larger SR problems and saved on larger FPGAs. Thus the speedup should be near linear until memory bandwidth is exhausted. The current system has only one MVM core while we project that a scaled system on a Virtex 5 LX330T could hold 6 MVM cores and thus an estimated performance of 30 fps. This translates into a speedup factor of approximately 383 when compared to a desktop computer running the same algorithm in MATLAB and a speedup factor of 1, 043 when compared to a desktop computer running the CGLS algorithm. However, regarding implementing the CGLS algorithm on FPGA, it is important to note that it is not currently possible to store the system matrix A in onboard memory, even in a sparse format. Furthermore, very few tools for large scale matrix-vector products exist for FPGAs [4, 13] .
5.
Conclusions. Traditional models of superresolution lead to large, sparse matrices that are difficult to implement with on-board electronics. This paper presents algorithms that make use of the structure of the sparse matrices to replace large scale matrix vector products with small, parallelizable products. The introduced algorithms do not introduce any degradation in quality over current reconstruction methods but they offer a much faster reconstruction with limited memory requirements. As a result, a problem once thought difficult to implement with special purpose digital computers can be made to take full advantage of the small scale, highly parallel capabilities of such systems. In addition, the structural results are suitable for constructing matrix vector products for use in any algorithm in which they are required.
Appendix A. Proofs.
The following section contains proofs of Theorems 2.1 to 2.7. The proofs revolve around the definitions of the three component matrices D, S i , and H i plus the permutation matrices P and Q. Structures of the matrices in question are revealed through the row and column indices of nonzero entries. In particular, if A is a matrix such that all nonzero entries on the i th row are within the range [i − l 2 , i + l 2 ], then A is a tridiagonal block matrix having a block size of l 2 × l 2 .
A.1. Decimation matrix. We start with the decimation matrix, which can also be regarded as a local mean matrix.
Definition A.1. We define a decimation operation, D ∈ R n 2 /l 2 ×n 2 , on a vectorized image, f ∈ R n 2 ×1 , as g = Df , such that the entries of D are determined using the following averaging equation.
where i, j are the row and column indices of decimated image. The vectorization follows the typical column ordering.
As an example, the (1, 1) pixel of g is an averaging of the pixels in the square from (1, 1) to (l, l) in f. The structure of D is given below.
Proposition A.2. Matrix D defined above has a block diagonal given by
where D has n/l × n/l blocks, and
, whose also has a diagonal structure as
where D 2 also has n/l × n/l blocks, and
Proof. The structure follows from the definition of a traditional matrix vectorization. Furthermore, all values are equal to 1/l 2 because D takes an unweighted average.
The nonzero entries in each row of matrix D are separated by a distance of n entries, so d i = (0, . . . , 0, v, 0, . . . , 0, v, 0, . . . , v, 0, . . . , v, 0, . . . , 0, . . . , 0), where d i is the i th row of D. However, we can group these entries into one continuous block of size 1 × l 2 by moving the nonzero columns together through a permutation matrix P. The permuted D is a diagonal Block Toeplitz matrix.
Definition A.3. Define the permutation matrix P = (p i ) by the row vector p i = e nli1+ni2+i3 where i = 1, . . . , n 2 , i 1 = i/nl ,ĩ = i − 1 mod nl, i 2 =ĩ mod n and i 3 = (ĩ + 1)/n . Here e j ∈ R 1×n 2 is the identity vector with the entry 1 at position j and entry zeros at other positions.
While it is not used until later, we include the definition of the permutation matrix Q here for convenience.
Definition A.4. Define the permutation matrixQ such that column i is the unit vector e i−1
. The permutation matrix is defined by the product
Proposition A.5. Under the permutation matrix P defined above, matrix D is a block diagonal matrix
Proof. The proof is by comparison between entries in (2.5) and the corresponding entry in (2.6).
Proposition A.6. Matrix (DP ) T DP = P T D T DP is also a block diagonal matrix, while DP (DP )
T is a diagonal matrix given by
. Products involving non-zero elements only occur on the block diagonal and thusv
Tv is the diagonal block of (DP )
T DP .
A.2. Shift matrix.
The support of the shift matrix S i in (1.1) depends on the 2D translational shifts. To avoid a notation conflict in using index i, throughout this section, we use S to represent S i in (1.1) for any i = 1, . . . , l 2 , except in the proofs of Theorem 2.1, Corollary 2.2 and Theorem 2.4.
Definition A.7. We define a shift operation, S ∈ R n 2 ×n 2 , on a vectorized image,
, asf = Sf , such that the entries of S are determined by a 2D translational shift (δ x , δ y ) and the relationship betweenf ij and f ij is given bŷ
whereδ y = δ y andδ x = δ x , w 1 to w 4 are weights formulated as (1 −δ x )(1 −δ y ), (1 −δ y )δ x , (1 −δ x )δ y andδ xδy respectively, andδ x = δ x −δ x ,δ y = δ y −δ y . Figure A .1 shows the grid of a 10 × 10 original image in (circles) and the shifted image (in squares), where (δ x , δ y ) = (1.5, −2.5). Here we use the image intensity values at circles to linearly interpolate for intensity values at the square points.
It is clear that the non-zero entries of S can only be one of w 1 to w 4 , and that they possess a regular pattern. In fact, using the column-wise ordering in the vectorization of f andf , we can pinpoint the four nonzero entries on the i + (j − 1)n th row as
This corresponds to a matrix structure specified in the following proposition. Proposition A.8. Given a 2D rigid translational shift, (δ x , δ y ), where δ x ∈ (−l, l) and δ y ∈ (−l, l), the shift matrix, S, defined in Definition A.7, has a block Toeplitz form that can be determined in the following way. If δ x > 0, where S 1 , S 2 ∈ R n×n . The number of columns of zero blocks to the left isδ x and the number of rows of zero blocks at the bottom isδ x + 1. If δ x < 0,
where the number of columns of zero blocks to the right isδ x and the number of rows of zero blocks at the top isδ x + 1. If δ y > 0,
The number of columns of zero blocks to the left isδ y and the number of rows of zero blocks at the bottom isδ y + 1. If δ y < 0,
where the number of columns of zero blocks to the right isδ y and the number of rows of zero blocks at the top isδ y + 1.
Proof. The structure described by (A.8) to (A.11) is simply the matrix representation of (A.7). The details can be verified by the interested reader.
Next we permute S to gain a better structure. Proposition A.9. The permuted matrix P T SP has a two level bidiagonal block Toeplitz structure. If δ x > 0, 12) and if δ x < 0, 14) and if δ y < 0,Ŝ
Proof. We again rely on (A.7) to identify the nonzero entries after applying both row and column permutations using P .
After the vectorization using the new indexing method, the entry (i, j) in f will be at the position
The following inequalities define a two-level bidiagonal structure and make use of the restriction thatδ x ,δ y ∈ [−l + 1, l − 1]. The diagonal block of size l 2 × l 2 is given by
The upper block diagonal when δ x > 0 is given by
while the lower block diagonal when δ x < 0 is given by
To verify the Toeplitz structure, we only need to prove that the permutedŜ = P T SP satisfiesŝ
It is not difficult to verify that
which is the definition of an l 2 × l 2 block Toeplitz structure. As an example, we note that p i+l+δy,j+δx = p i+δy,j+δx + l 2 , and p i+l−nδy,j+l+δx = p i+δy,j+δx + l 2 .
The three remaining nonzero entries on row i can be verified in a similar manner. Proposition A.10. Matrix P T (DS)P has a two-level bidiagonal block Toeplitz structure similar to which in (A.12) and (A.13), with second level blocks consisting of 1 × l 2 row vectorsvŜ i instead ofŜ i , for i = 1, 2.
Proof. Note that P T (DS)P = P T DP (P T SP ). By Proposition A.5, P T DP has a block diagonal structure with each block of size 1 × l 2 . By Proposition A.9, P T SP has a two level bidiagonal block Toeplitz structure with l 2 × l 2 blocks. It follows that the product P T DSP is two level bidiagonal block Toeplitz with 1 × l 2 blocks.
A.2.1. Proof of Theorem 2.1. Each P T DS i P is a block bidiagonal matrix with 1 × l 2 blocks, but it is important to note that not all matrices have the same non-zero diagonals. The particular non-zero diagonal depends on the sign of δ x and δ y . However, if we stack them to formÂ = (P T DS 1 P ; . . . ; P T DS l 2 P ) then premultiply byQ to form the shuffle of each 1 × l 2 block, we form a tridiagonal block Toeplitz matrix with l 2 × l 2 second level blocks. This completes the proof of Theorem 2.1.
in Proposition A.9. For the diagonal block, we need
For the block off diagonal to the right, we need
For the block off diagonal to the left, we need
The inequalities follow from the domains ofī andj. To verify the Toeplitz structure, we demonstrate that the permutedȞ = P T HP satisfiesȟ
Note that I and J are the row and column indices of matrixȞ while i and j are the indices of the original image f , and their relationships are I = p ij and J = p i−ī,j−j . Now it becomes clear that
where j −j = (j −j − 1)/l and j −j = (j −j − 1) mod l + 1. Thusī andj remains unchanged when p i−ī,j−j increases by l 2 , which in turns meansȟ I+l 2 ,J+l 2 = hī ,j = h I,J . The next proposition about the structure of P T HSP gives the key piece of the proofs of Theorems 2.5 and 2.6.
Proposition A.12. With H defined in Proposition A.11 and S defined in Definition A.7, P T HSP is also a two level tridiagonal block Toeplitz structure. Proof. Once again, the proof utilizes the definitions of H and S in the subscript form. We have thatf = Hf = HSf is equivalent tõ As an example, one of the nonzero entries on the row p ij is given by p i−ī+δy,j−j+δx . By the definition of p ij , it is easy to see the positions of nonzero entries are effectively shifted by a fixed amount determined by δ x on the first level and by δ y on the second level. Due to the limitation that |δ (x,y) | ≤ l we have a shifted two-level tri-diagonal structure.
This proposition comes as somewhat of a surprise because we would normally expect that a two-level tri-diagonal block Toeplitz structure (P T HP ) times by a twolevel bi-diagonal block Toeplitz structure (P T SP ), would result in a two-level quadradiagonal block Toeplitz structure. However, in our case, it remains tri-diagonal.
A.3.1. Proof of Theorem 2.5. The proof of theorem is similar to that Theorem 2.1, because each block of P T DH i S i P is also of size 1 × l 2 . Variations in the particular set of offsets δ x and δ y corresponding to S i imply that some P T DH i S i P have a tri-diagonal structure shifted to the right while others shifted to the left. Their concatenation into QSP is a two-level penta-diagonal block Toeplitz structure.
where L 1 = D −1/2 LD −1/2 , or equivalently,
When D is only a diagonal matrix, it is easy to verify (A.41), but in this case D is block diagonal. This proves not to be a problem. Notice that P T A T AP + αI has a 2 × 2 block form and thus we can explicitly write its inverse. Notice that A T A + αI has a 3 × 3 block form and we can explicitly write out its inverse. 
