Solving cubics by polynomial fitting  by Strobach, Peter
Journal of Computational and Applied Mathematics 235 (2011) 3033–3052
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Solving cubics by polynomial fitting
Peter Strobach
AST-Consulting Inc., Bahnsteig 6, 94133 Röhrnbach, Germany
a r t i c l e i n f o
Article history:
Received 15 August 2010
Received in revised form 6 December 2010
Keywords:
Cubic function
Cubic solver
Root finding
Polynomial factorization
Polynomial fitting
a b s t r a c t
A top-performance algorithm for solving cubic equations is introduced. This algorithmuses
polynomial fitting for a decomposition of the given cubic into a product of a quadratic
and a linear factor. This factorization can be computed extremely accurately and efficiently
using a fixed-point iteration of the linearized fitting error. The polynomial fitting concept
performs orders of magnitude better in terms of numerical accuracy and precision than
any of the currently known and available algorithms for solving cubic equations. A special
exception handler is presented for a reliable operation in the event of double, triple and
tightly clustered roots.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider the cubic function in monic form
f (x) = x3 + ax2 + bx+ c (1)
with real coefficients a, b, c and linear factorization
f (x) = (x− x1)(x− x2)(x− x3). (2)
Computing the roots or zeros x1, x2, and x3 of f (x) is a classical problem of high practical relevance. The story of cubic solving
is long, and details can be found in [1,2]. It is well known that the roots of a cubic can be computed in closed form. Various
different variants of closed-form cubic solvers exist. As a consequence of their internal computation structure, these closed-
form solvers perform in an inferior way on problems with large root spread, i.e., when the roots separate by many orders of
magnitude. A good example for a closed-form cubic solver can be found in [3, Chapter 5.6]. The behavior of this algorithm
can be illustrated on the problem of computing the roots of a cubic with coefficients:
a = -100000010000001.
b = 1.000000100000010E+021
c = -1.000000000000000E+021.
The problem with this cubic is a large variation of the coefficients, combined with a small magnitude gap between the
coefficients b and c. A remedy for the variation problem is available in terms of polynomial scaling [4], a method for
transforming a given polynomial into a related polynomial with much smaller variation of the coefficients. If we apply the
scalingmethod of [4] to the above-given cubic, amonic scaled cubic with the following transformed coefficients is obtained:
a’ = -10000001.0000001
b’ = 10000001.0000001
c’ = -1.00000000000000.
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We can see that the variation of the coefficients appears significantly reduced. We can now apply the closed-form cubic
solver of [3] in a standard double precision Fortran simulation environment to both the scaled and the unscaled forms of
this cubic. The closed-form rooting of the unscaled cubic yields the following result:
x(1) = (8173.51562500000,0.000000000000000E+000)
x(2) = (100000000000000.,0.000000000000000E+000)
x(3) = (9991827.46484375,0.000000000000000E+000)
while the closed-form rooting of the scaled cubic yields
x’(1) = (-8274.05136078596,0.000000000000000E+000)
x’(2) = (100000000000000.,0.000000000000000E+000)
x’(3) = (10008275.0525326,0.000000000000000E+000).
This can be contrasted against the result of the new polynomial fitting cubic solver as presented in this paper. In the same
standard double precision Fortran environment, this new cubic solver produces the following result for both the scaled and
unscaled cubics:
x(1) = (100000000000000.,0.000000000000000E+000)
x(2) = (10000000.0000000,0.000000000000000E+000)
x(3) = (1.00000000000000,0.000000000000000E+000).
This is also the exact solution to this problem. The new algorithm in this paper solves this problem exactly, without any
error, no matter if a scaling is applied or not. The closed-form solver, on the other hand, reproduces only the largest root
without error, while the smaller roots appear totally deteriorated, no matter if we apply a scaling or not.
In general, the results of the new cubic solver appear to be perfectly or almost perfectly unaffected by scaling. Hence the
new polynomial fitting cubic solver can be operated without any scaling of the cubic coefficients.
On the other hand, we observed that scaling can be useful for other types of cubic solver, and it appears to be particularly
enhancing for Companion/eigenvalue-type cubic solvers, but appears to be less or slightly enhancing for closed-form cubic
solvers. Moreover, we will find that, in the latter cases, the enhancing effect is also dependent on the coefficient set. We
can find coefficient sets in which a scaling results in no improvements, even if a significant reduction in the variation of the
coefficients is reached.
This example sheds some light on the situation that is ubiquitous in this area and can be observed with all interactive
cubic solvers currently available on the Internet. There exists no cubic solver with satisfactory roundoff error characteristics
at this time, although cubic solving is considered classical and has been around for hundreds of years.
We cope with this difficulty and introduce a top-performance cubic solver as a hybrid between a closed-form solver and
an iterative polynomial fitting algorithm plus a related exception handler. Hereby, we exploit the fact that, in any event, a
cubic must have one real root. An estimate of this real root can be computed easily in closed form. This closed-form real root
estimate is the only initial value required in the subsequent iterative part of the algorithm, for a decomposition of the given
cubic into a real-root linear factor and a quadratic that can be solved by simple means [3].
This paper is organized as follows. In Section 2, the basic iterative polynomial fitting algorithm for cubic factorization
is developed. In Section 3, the necessary exception handling and practical operation of the algorithm are discussed. An
innovative exception processing routine is introduced for effective handling of double root, triple root and tightly clustered
root scenarios. Section 4 shows the results of extensive computer experiments and the results of comparisons with other
principles. Section 5 presents the conclusions. A complete Fortran code subroutine listing of the newpolynomial fitting cubic
solver is included in the Appendix for easy reference and verification.
2. The polynomial fitting cubic solver
In this section, an iterative algorithm is developed for computing the following factorization of the given cubic (1) into a
quadratic with real coefficients α and β , and a linear factor with coefficient γ :
f (x) = x3 + ax2 + bx+ c = (x2 + αx+ β)(x+ γ ). (3)
This polynomial equation can be rewritten in matrix form as follows:1ab
c
 =
1γ 1γ 1
γ
1α
β

. (4)
The estimation of the unknown parameters α, β , and γ of the factorization from the given cubic coefficients a, b, and c
can be regarded a nonlinear system identification problem. Consequently, an estimation or fitting error e is introduced as
follows:
e =
e1
e2
e3

=
a
b
c

−

γ 1
γ 1
γ
1
α
β

. (5)
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The Jacobian matrix of this error becomes
F =
[
∂
∂α
e
∂
∂β
e
∂
∂γ
e
]
= −
1 0 1
γ 1 α
0 γ β

. (6)
The unknown parameters are represented by a parameter vector p:
p =

α
β
γ

. (7)
A linear Taylor series expansion of the estimation error (5) can now be established as follows:
e(p) = e(p0)+ F(p0) (p− p0) , (8)
where p0 denotes initial or previous parameter estimates. A fixed-point iteration for the desired parameters is now based
on the assumption of a vanishing linearized error e(p) = 0, as usual. This yields
p = p0 − F−1(p0)e(p0), (9)
or equivalently
p = p0 + δ, (10)
where
− Fδ = e, (11)
and
δ =

δ1
δ2
δ3

(12)
is a parameter updating vector.
The solution of linear system (11) for the desired parameter updating vector is next considered. The following LU-
factorization with parameters u1 and u2 is introduced:
− F =
1 0 1
γ 1 α
0 γ β

=
1 0 0
γ 1 0
0 γ 1
1 0 1
0 1 u1
0 0 u2

. (13)
We can easily verify that
u1 = α − γ , (14)
u2 = β − γ u1. (15)
Now we can solve system (11) by forward/backsubstitution using factorization (13). We obtain1 0 0
γ 1 0
0 γ 1
q1
q2
q3

=
e1
e2
e3

, (16)
yielding:
q1 = e1, (17)
q2 = e2 − γ q1, (18)
q3 = e3 − γ q2. (19)
Consequently,1 0 1
0 1 u1
0 0 u2

δ1
δ2
δ3

=
q1
q2
q3

, (20)
yielding
δ3 = q3u2 , (21)
δ2 = q2 − u1δ3, (22)
δ1 = q1 − δ3. (23)
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In a final step, the parameters are updated as follows:
α ← α + δ1, (24)
β ← β + δ2, (25)
γ ← γ + δ3, (26)
and the algorithm is basically complete. Let xˆ3 denote an estimate of the real root of the given cubic, as computable in closed
form. Suppose that we have this estimate at our disposition. Then we initialize:
γ = −xˆ3. (27)
Recall (5). Apparently, we can choose α so that e1 is perfectly annihilated. This yields a conditional equation for α:
α = a− γ . (28)
In the same fashion, a conditional equation is obtained for the perfect nulling of e2:
β = b− γα. (29)
This perfect nulling of the first two error components causes an error in e3, namely
e3 = c − γ β, (30)
and the initialization is complete. Table 1 is a quasicode listing of this fixed-point iteration algorithm for computing the
parameters α, β , and γ from the parameters of the given cubic and the initial real root estimate xˆ3.
This initial real root estimate xˆ3 can be obtained easily by computing a fraction of the closed-form solver of [3]. These
necessary computations are conveniently reproduced from [3] and are listed in the initial part of the complete quasicode as
displayed in Table 1.
3. Exception handling and practical operation
We shall next discuss the requirements for a practical operation of the algorithm as listed in Table 1. Exception processing
is necessary for this algorithm in each of the following cases.
• In the case of a vanishing cubic coefficient c , one of the three roots simply appears in the origin and the remaining problem
reduces to an ordinary quadratic.
• Cases of triple (real) roots can be detected by monitoring the coefficients, and the triple real root can be calculated
conveniently in closed formwithout resorting to a general cubic solver.Wewill next develop the necessary computations.
• Cases of one real root and one real double root must be handled by a special routine as well. Similar to the case of a triple
root, double roots can be safely detected by monitoring the coefficients, and can be calculated in closed form as well.
We find that an effective handling of double roots, triple roots and very tightly clustered roots requires a twofold type
of monitoring. On the one hand, we need a so-called ‘‘pre-check’’ module for effective detection of perfect double and triple
roots. Once a perfect double or triple root has been identified, its value can be determined very accurately in closed form
without resorting to a general cubic solver.
In many practical cases, however, double and triple roots will appear in slightly perturbed form, effectively forming very
tightly clustered root sets. These configurations cannot be detected by the pre-check module. They are handed over to the
general cubic solver. Cubic solvers of any kind will show a poor performance in the case of extremely tightly clustered root
patterns.
Hence a ‘‘post-check’’ module must be introduced for a verification of the accuracy of the root estimates produced by
the general cubic solver. This can be accomplished by reconstruction of the cubic coefficients from the estimated roots
using (44)–(46). If we plug the estimated roots into these equations, we obtain the coefficients of the related (backwards
reconstructed) cubic. These coefficients can be compared with the true coefficients of the given cubic (1). This backward
reconstruction step is applied to the double root and triple root estimates available from the pre-check module as well.
Hence we have here an effective and threshold-free method to compare whether the general cubic solver root estimates
or the closed-form double or triple root estimates are the best choice in terms of an optimal fit of the backwards estimated
cubicwith the given cubic. This concept is the solution to a long-standing problem, becausewe can nowhandle the transition
between extremely tightly clustered root sets and perfect double and triple roots very reliably. It is clear that there will
always be a crossover point where a closed-form double or triple root estimate will represent an extremely tightly clustered
root set more accurately than the solution of a general cubic solver. This fact is exploited by the post-check module of the
exception handler, and very tightly clustered root sets are replaced by their ideal double or triple roots, depending on the
backward fitting error of the reconstructed coefficients.
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Table 1
Polynomial fitting cubic solver for computing the parameters
{α, β, γ }. Equations are numbered as they appear in the text.
Compute closed-form real root estimate
Q = a2−3b9 ; R = 2a
3−9ab+27c
54
if (R2 < Q 3) then
Θ = arccos

R
Q 3/2

xˆ3 = −2√Q cos

Θ
3
− a3
else
A = −sign(R)

|R| +R2 − Q 31/3
B =
Q
A
(A ≠ 0)
0 (A = 0)
xˆ3 = A+ B− a3
endif
Compute polynomial fitting algorithm
γ = −xˆ3 (27)
α = a− γ (28)
β = b− γα (29)
e1 = 0
e2 = 0
e3 = c − γ β (30)
FOR µ = 1, 2, 3, . . . ,m iterate:
u1 = α − γ (14)
u2 = β − γ u1 (15)
q1 = e1 (17)
q2 = e2 − γ q1 (18)
q3 = e3 − γ q2 (19)
δ3 = q3u2 (21)
δ2 = q2 − u1δ3 (22)
δ1 = q1 − δ3 (23)
α ← α + δ1 (24)
β ← β + δ2 (25)
γ ← γ + δ3 (26)
e1 = a− γ − α (5)
e2 = b− αγ − β (5)
e3 = c − γ β (5)
ENDFOR
3.1. The pre-check module
We will now develop the necessary formulas for a detection and closed-form calculation of perfect double and triple
roots of a given cubic. A closer look at the polynomial fitting cubic solver reveals that this algorithm must crash if
det{−F} = β + γ 2 − αγ = 0. (31)
This is a consequence of the necessary regularity of system (11) for computing the parameter updating vector. We shall
investigate how this crash condition appears in terms of the cubic roots. Recalling (2) and (3), we can write
f (x) = x2 − (x1 + x2)x+ x1x2 (x− x3)
= x2 + αx+ β (x+ γ ). (32)
Equating terms in (32) yields
α = −(x1 + x2), (33)
β = x1x2, (34)
γ = −x3. (35)
Substituting these expressions into (31) yields the desired relationship between det{−F} and the roots of the cubic as
follows:
det{−F} = x1x2 + x23 − x3(x1 + x2),
= (x1 − x3)(x2 − x3). (36)
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Hence we will have det{−F} = 0 if either x3 = x2 or x3 = x1. Both are cases of double roots. Rewriting (32) for the case
x3 = x2 results in a constellation
f (x) = x2 − (x1 + x2)x+ x1x2 (x− x2), (37)
while x3 = x1 results in
f (x) = x2 − (x1 + x2)x+ x1x2 (x− x1). (38)
In both cases, the quadratic represents two individual roots x1 and x2, and hence constitutes a split of a double root. This
happens when the initial xˆ3 is casually the double root value. In such a case, the cubic solver of Table 1 would crash,
i.e., produces NaNs.
If, on the other hand, the initial xˆ3 attains the value of the simple root, thenwe arrive at a constellation, where the double
root is completely represented by the quadratic, i.e., x2 = x1, and (32) attains the form
f (x) = x2 − 2x1x+ x21 (x− x3). (39)
Equating the terms of this expression with the standard form (3) shows that, in this case, we obtain
α = −2x1, (40)
β = x21, (41)
γ = −x3. (42)
Again, we substitute into (31) and find
det{−F} = x21 + x23 − 2x1x3. (43)
Apparently, the crash condition det{−F} = 0 is only fulfilled if x1 = x2 = x3, i.e., in the case of a triple root.
In summary, these considerations show thatwe could handle double rootswith this algorithm if we could ensure that the
initial xˆ3 is always the simple root or a value very close to the simple root. This cannot be ensured in general. Moreover, we
can see that there will be no way to handle triple roots with this algorithm, because, in this case, (43) will always represent
a valid crash condition.
Fortunately enough, both double and triple roots can be detected safely from the cubic coefficients, and they can be
calculated by closed-form processing without resorting to a general cubic solver. We shall demonstrate how this works. For
this purpose, recall that the elementary relationships between the cubic coefficients and the corresponding roots are given
by
a = −x1 − x2 − x3, (44)
b = x1x2 + x1x3 + x2x3, (45)
c = −x1x2x3. (46)
Suppose that we have given a cubic with a double root x3 = x2. Then, Eqs. (44)–(46) reduce to
a = −x1 − 2x2, (47)
b = 2x1x2 + x22, (48)
c = −x1x22. (49)
We solve (47) for x1:
x1 = −a− 2x2, (50)
and substitute into (48). This yields
b = x22 − 2(a+ 2x2)x2, (51)
or equivalently
x22 +
2a
3
x2 + b3 = 0. (52)
This constitutes a quadratic for the desired x2. We obtain two initial solutions, namely
x(1)2 = −
1
3

a+ sign(a)

a2 − 3b

(53)
and
x(2)2 =
b
3x(1)2
. (54)
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We can substitute these two solutions into (50), and obtain the corresponding initial values of x1 as follows:
x(1)1 = −a− 2x(1)2 , (55)
x(2)1 = −a− 2x(2)2 . (56)
Only either {x(1)1 , x(1)2 } or {x(2)1 , x(2)2 } can represent a valid root pair. The correct solution pair must satisfy (49). Hence, we
calculate
∆1 = c + x(1)1

x(1)2
2
, (57)
∆2 = c + x(2)1

x(2)2
2
, (58)
and check for the vanishing ∆. If ∆1 = 0, then {x(1)1 , x(1)2 } represents the desired valid root pair. If ∆2 = 0, then {x(2)1 , x(2)2 }
represents the valid root pair. However, we can see that an expression like x(1)1

x(1)2
2
is a numerically undesirable form.
Therefore, we recall (52), and write
x(1)2
2 = −1
3

2ax(1)2 + b

. (59)
Additionally, we can use (55) to obtain
∆1 = c + 13

a+ 2x(1)2
 
2ax(1)2 + b

= c + 1
3
[
ab+ 2(a2 + b)x(1)2 + 4a

x(1)2
2]
. (60)
We employ (59) a second time for replacing the square

x(1)2
2
by its linear representation, and finally arrive at the following
practical expression:
∆1 = c + (6b− 2a
2)x(1)2 − ab
9
. (61)
In the same fashion, we obtain
∆2 = c + (6b− 2a
2)x(2)2 − ab
9
, (62)
and the double root calculator is basically complete.
To aid in the triple root detector/calculator, we set x2 = x1 in (47)–(49). This yields
a = −3x1, (63)
b = 3x21, (64)
c = −x31. (65)
The triple root x1 is immediately obtained from (63), namely
x1 = − a3 . (66)
However, an x1 calculated this way is a valid triple root only if it additionally satisfies conditional equations (64) and (65).
Consequently, substituting (66) into (64) and (65) yields the following residuals:
ϵ1 = b− a
2
3
; ϵ2 = c − a
3
27
. (67)
These residuals ϵ1 and ϵ2 must both vanish to qualify the x1 of (66) as a valid triple root. A numerically more accurate test
for a perfect triple root is the following condition (recall (64) and (65) together with (66)):
− x1b = ab3 = 3c. (68)
A triple root is detected if this condition is perfectly satisfied for x1 determined according to (66).
In a practical implementation, we must first check for a nonvanishing cubic coefficient c. If c ≠ 0 is fulfilled, we check
for the presence of a triple root. For this purpose, we calculate the triple root according to (66) and perform the test (68).
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If this test for a triple root fails, we proceed with the test for a double root. For this purpose, we check whether ∆1 = 0 is
fulfilled. If this is the case, then the solution is given in the form
x1 = x(1)1 , (69)
x2 = x(1)2 , (70)
x3 = x2. (71)
Else, if∆2 = 0 is fulfilled, then the solution is given in the form
x1 = x(2)1 , (72)
x2 = x(2)2 , (73)
x3 = x2. (74)
Finally, if both tests fail, then we assume the case of a general cubic with three distinct roots, and the algorithm of Table 1
applies.
3.2. The post-check module
The post-check module verifies the accuracy of the general cubic solver root estimates. For this purpose, the cubic
coefficients are reconstructed from the general cubic solver root estimates and from the related double and triple root
estimates. These individually reconstructed coefficient sets are compared with the true cubic coefficients. For this purpose,
we introduce a vector notation for the closed-form triple and double root solutions. From (66), a perfect triple root vector is
defined as follows:
xT1 = [x11, x12, x13] =

− a
3
,− a
3
,− a
3

. (75)
Consequently, perfect double root vectors are introduced according to (69)–(71) and (72)–(74) as follows:
xT2 = [x21, x22, x23] =

x(1)1 , x
(1)
2 , x
(1]
2

, (76)
xT3 = [x31, x32, x33] =

x(2)1 , x
(2)
2 , x
(2)
2

. (77)
The post-check module is activated after the pre-check test on perfect double and triple roots has failed. In this case, the
cubic is handed over to the polynomial fitting algorithm of Table 1. This algorithm produces a solution x4 with elements
xT4 = [x41, x42, x43] . (78)
Cubic coefficients are next reconstructed according to (44)–(46) for each of the four possible cases (75)–(78). Recall that the
elements in x1−x3 are real by definitionwhile x4 is defined complex. Consequently, in the cases (75)–(77), the related cubic
coefficients are reconstructed according to
ak = −xk1 − xk2 − xk3, (79)
bk = xk1xk2 + xk1xk3 + xk2xk3, (80)
ck = −xk1xk2xk3; k = 1, 2, 3, (81)
while
a4 = −re{x41 + x42 + x43}, (82)
b4 = re{x41x42 + x41x43 + x42x43}, (83)
c4 = −re{x41x42x43} (84)
is the reconstructed cubic of the fitting cubic solver. Distances between the coefficient set of the given cubic and the
reconstructed cubic coefficients above in the four different cases are computed:
dk = |a− ak| + |b− bk| + |c − ck|; k = 1, 2, 3, 4. (85)
Based on these distances, one of the four hypothesized root sets is selected according to the following rule:
if (d1 ≤ d4 .and. d1 < d3 .and. d1 < d2) then
x = x1
elseif (d2 ≤ d4 .and. d2 < d3 .and. d2 < d1) then
x = x2
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Table 2
Exception processing for the polynomial fitting cubic solver of Table 1. This
routine assumes that c ≠ 0. Equations are numbered as they appear in the
text.
x(1)2 = −
1
3

a+ sign(a)

a2 − 3b

(53)
x(2)2 =
b
3x(1)2
(54)
x(1)1 = −a− 2x(1)2 (55)
x(2)1 = −a− 2x(2)2 (56)
xT1 =

− a
3
, − a
3
, − a
3

(75)
xT2 =

x(1)1 , x
(1)
2 , x
(1]
2

(76)
xT3 =

x(2)1 , x
(2)
2 , x
(2)
2

(77)
if
 ab
3 .eq. 3c

then
x = x1 (66), (75)
else∆1 = c +
(6b− 2a2)x(1)2 − ab
9
(61)
∆2 = c + (6b− 2a
2)x(2)2 − ab
9
(62)
if (∆1 .eq. 0) then
x = x2 (69)–(71), (76)
elseif (∆2.eq.0) then
x = x3 (72)–(74), (77)
else
call fitcubic (a, b, c, x4)
ak = −xk1 − xk2 − xk3 (79)
bk = xk1xk2 + xk1xk3 + xk2xk3 (80)
ck = −xk1xk2xk3; k = 1, 2, 3 (81)
a4 = −re{x41 + x42 + x43} (82)
b4 = re{x41x42 + x41x43 + x42x43} (83)
c4 = −re{x41x42x43} (84)
dk = |a− ak| + |b− bk| + |c − ck|; k = 1, 2, 3, 4 (85)
if (d1 ≤ d4 .and. d1 < d3 .and. d1 < d2) then
x = x1
elseif (d2 ≤ d4 .and. d2 < d3 .and. d2 < d1) then
x = x2
elseif (d3 ≤ d4 .and. d3 < d2 .and. d3 < d1) then
x = x3
else
x = x4
endif (81)
endif
endif
elseif (d3 ≤ d4 .and. d3 < d2 .and. d3 < d1) then
x = x3
else
x = x4
endif. (86)
We can see that the post-check module selects the roots which correspond to the minimum distance between the true
and the reconstructed coefficients. In the limit cases {dk = d4; k = 1, 2, 3}, the multiple root approximant is always the
best representation of a very closely spaced root cluster, and it is therefore preferred over the general solution. Table 2
summarizes this exception handler based on the pre-check and the post-check modules.
4. Computer experiments
In this section, we show the results of computer simulations with the new algorithm. For comparison purposes, we also
show the corresponding results obtained with the closed-form solver of [3], and the results obtained with a Companion
matrix eigenvalue solver. This method constructs a 3 × 3 coefficient Companion matrix and determines the roots as
the unsymmetric eigenvalues of this Companion matrix using the double shift QR algorithm [5]. One can use Lapack
subroutine dgeev.f [6] for this purpose. In our experiments, we used dgebal.f followed by dhseqr.f for obtaining
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the same numerical results perfectly at slightly lower runtimes. Both variants implement the double shift QR algorithm
with balancing, which is the most common form of calculating polynomial roots nowadays, since this is also the method
behind the Matlab function ‘‘roots’’ [7]. Hence it is of particular interest to study the performance of this method as well in
this context.
All implementations are in Fortran 77 style compiled using Intel Fortran compiler version 12 on a computer Acer
TravelMate 6592 G with Intel Core 2 Duo processor T9300 (2.5 GHz, 800 MHz FSB, 6 MB L2 cache). The algorithms are
implemented in double precision, and the surrounding evaluation software is implemented in quadruple precision.
In the first subsection, we show the results of some extreme cases characterized by large root spreads. The second
subsection studies the performance of the algorithms in a statistical sense when applied tomillions of cubics with randomly
varied root locations. These statistical tests draw a realistic picture of the performance that can be expected from the solvers
in most real-world cases. In the final subsection, we study cases of multiple and tightly clustered double and triple root
scenarios in a statistical sense, as a test for the exception processing of Table 2, as used in this algorithm.
4.1. Some extreme cases
Examples of extreme root spread are very popular in testing root-finding algorithms. We refer to the example shown
in the introduction. We should complete the picture by showing the performance of the Companion/eigenvalue method in
this case as well. The following numerical result is obtained for the unscaled cubic:
x(1) = (0.999999998137355,0.000000000000000E+000)
x(2) = (10000000.0000000,0.000000000000000E+000)
x(3) = (100000000000000.,0.000000000000000E+000)
while the scaled cubic is rooted by the Companion/eigenvalue method as follows:
x’(1) = (1.00000000058387,0.000000000000000E+000)
x’(2) = (10000000.0000000,0.000000000000000E+000)
x’(3) = (100000000000000.,0.000000000000000E+000).
A comparison with the results shown in the introduction reveals that the Companion/eigenvalue method performs much
better than the closed-form solver in this case. The two largest roots appear perfectly computed without any error. On
the other hand, almost half of the significant digits are lost in the computation of the tiny root if no scaling is used. The
application of polynomial scaling [4] improves the result by some amount, but the improvement is not dramatic. Tiny roots
generally show relatively large estimation errors in the Companion/eigenvalue method, while the new polynomial fitting
rooter produces a perfect result in this case.
Table 3 shows the results of a second test using one large real root combined with two small complex conjugate roots
with very small imaginary parts. If no scaling is used, we can see that the closed-form solver (ClosedCS) reproduces the large
root perfectly, as expected, and reproduces even the real parts of the complex conjugate root pair without error, but fails
completely in the reconstruction of the very small imaginary parts. If scaling is used, ClosedCS fails again, as can be seen
from Table 3, but with a different type of error of the small complex conjugate root pair.
The Companion/eigenvalue solver (CompCS) performs better, but loses approximately five significant digits in the
reconstruction of the tiny imaginary parts if no scaling is used. If scaling is incorporated, CompCS performs substantially
better in this case, with only three inaccurate digits in the tiny imaginary parts of the complex conjugate root pair.
The new polynomial fitting algorithm (FitCS) needs no scaling and produces a result comparable with that of CompCS,
with only three lost significant digits in the tiny imaginary parts. Later, we will see that this accuracy is achieved with
FitCS at a runtime which is almost as fast as that of a closed-form solver, and is nearly ten times faster than that of a
Companion/eigenvalue cubic solver.
One more example of this extreme spread kind is shown in Table 4. In this case, we have one tiny real root and two large
complex conjugate roots with relatively small imaginary parts. We can see that ClosedCS performs less well on a problem of
this kind no matter if scaling is used or not. CompCS loses approximately two significant digits on the tiny real root and five
significant digits on the imaginary parts of the large complex conjugate roots if no scaling is used. Scaling improves the tiny
real root estimate of CompCS in this case; however, it fails to improve the imaginary parts of the large complex conjugate
root pair. FitCS without any scaling produces the best result in this case, with a perfect reconstruction of the tiny real root
and a loss of approximately four significant digits of the large imaginary parts.
4.2. Long-term statistical tests
We next present the results of long-term statistical tests, where the algorithms operate on randomly generated root
sets. One million root sets are examined in each of these experiments. Two cases are evaluated, namely the case of three
real roots and the case of one real root and two complex conjugate roots. In these tests, the real and imaginary parts of the
roots are modeled as statistically independent nearly Gaussian distributed random numbers. These tests are conceptually
identical with the tests of the fast quartic solver in [8]. The nearly Gaussian distribution of the random numbers is shown
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Table 3
One large real root. Two small complex conjugate roots with very small imaginary parts.
Exact roots (1.00000000000000,-1.000000000000000E-002)
(1.00000000000000,1.000000000000000E-002)
(100000000000000.,0.000000000000000E+000)
ClosedCS (100000000000000.,0.000000000000000E+000)
(1.00000000000000,337249.476726101)
(1.00000000000000,-337249.476726101)
ClosedCS with scaling (-405557.245213869,0.000000000000000E+000)
(100000000000000.,0.000000000000000E+000)
(405559.237234091,0.000000000000000E+000)
CompCS (1.00000000000000,9.999999999934745E-003)
(1.00000000000000,-9.999999999934745E-003)
(100000000000000.,0.000000000000000E+000)
CompCS with scaling (1.00000000000000,1.000000000000786E-002)
(1.00000000000000,-1.000000000000786E-002)
(100000000000000.,0.000000000000000E+000)
FitCS (1.00000000000000,9.999999999999449E-003)
(1.00000000000000,-9.999999999999449E-003)
(100000000000000.,0.000000000000000E+000)
Table 4
One tiny real root. Two large complex conjugate roots with relatively small imaginary parts.
Exact roots (100000000000000.,100000000.000000)
(100000000000000.,-100000000.000000)
(-1.000000000000000E-002,0.000000000000000E+000)
ClosedCS (-3.906250000000000E-003,0.000000000000000E+000)
(100000000000000.,-99997199.8911956)
(100000000000000.,99997199.8911956)
ClosedCS with scaling (-2.026320216950693E-002,0.000000000000000E+000)
(100000000000000.,-100005656.731450)
(100000000000000.,100005656.731450)
CompCS (-9.999999999999988E-003,0.000000000000000E+000)
(100000000000000.,99987715.5167328)
(100000000000000.,-99987715.5167328)
CompCS with scaling (-9.999999999999993E-003,0.000000000000000E+000)
(100000000000000.,99975152.3097555)
(100000000000000.,-99975152.3097555)
FitCS (100000000000000.,100005788.663709)
(100000000000000.,-100005788.663709)
(-1.000000000000000E-002,0.000000000000000E+000)
in Fig. 1 of [8]. Throughout these experiments, we found that scaling had no statistically visible effect on the overall results.
This holds for all three algorithms under comparison. We display the results for the algorithms operating on the unscaled
coefficients.
The quality of the calculated roots in each trial run is measured in terms of themean square root error defined as follows:
E =
 3−
k=1
|xk − xˆk|2, (87)
where the xk are the true roots and the xˆk are the computed roots using the algorithms under comparison.
Fig. 1 shows the mean square root error for the first 1000 trial runs of the closed form cubic solver (ClosedCS); the top
diagram is the case of three real roots and the bottom diagram displays the root errors in the case of one real root and one
complex conjugate root pair. We can see that the root errors appear centered around an average value of approximately
E = 1e–15. Some errors bounce at the bottom line at E = 1e–17. These errors are perfectly zero, indicating perfectly
reconstructed roots. We can see that there is a remarkable number of perfectly calculated roots.
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Fig. 1. Root error plots of the closed-form cubic solver in 1000 trial runs. Top diagram: three real roots scenario. Bottom diagram: one real root and one
complex conjugate root pair scenario. The horizontal line at 1e–14 is displayed for orientation purposes.
Fig. 2 shows the same picture for the Companion/eigenvalue solver CompCS. A comparison with Fig. 1 reveals that
CompCS produces an increased average error level with a statistically pronounced trend to large errors. Additionally, we
observe that there are only a few cases where errors bounce at E = 1e–17. This means that only a few roots are calculated
without error. Accuracy problems of this solver canmost likely be traced back to a notorious inaccuracy of the unsymmetric
QR algorithm concept. This effect was also observed in a different context by other authors [9,10]. See also [8].
Fig. 3 shows the root error of the new polynomial fitting cubic solver (FitCS) in the first 1000 trials of the experiment. A
comparison with the performance of ClosedCS and CompCS, as displayed in Figs. 1 and 2, shows a significant improvement
in the statistical error characteristics of this new solver. There are a large number of cases in which the roots are calculated
without error. These are the roots where the corresponding errors bounce at E = 1e–17.
An overall picture of the error characteristics can be gained from the statistical evaluation of one million trial runs. This
is shown in Fig. 4 in terms of the relative number of trials exceeding a reference error level. This statistic is also shown
independently for the threefold real root and the real plus complex conjugate root pair cases. We can see that CompCS
produces by far the worst characteristics with almost 100% probability that a root error will be greater than 1e–16. The
closed-form solver ClosedCS performs clearly better on this random data set, while FitCS is justly superior over the two
conventional methods. We can see that in the case of three real roots FitCS will calculate roughly 60% of all roots perfectly
without any error. In the case of a complex conjugate root pair, the situation appears generally improved, with a perfect
reconstruction rate of almost 80% for the new FitCS algorithm.
Additionally, we observed that these results appear almost perfectly unaltered if the algorithms are operated on the
scaled coefficients. This indicates that the effect of scaling is noticeable only in the event of very large root spreads.
4.3. Multiple roots and clustered roots
We finally study the statistical behavior of the algorithms in cases of multiple roots and tightly clustered roots. In
particular, the objective is a test of the exception handler of Table 2 and its effectiveness in combination with FitCS. Hence,
in the following tests, only FitCS is equipped with this exception handler.
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Fig. 2. Root error plots of the Companion/eigenvalue cubic solver. Top diagram: three real roots scenario. Bottom diagram: one real root and one complex
conjugate root pair scenario. The horizontal line at 1e–14 is displayed for orientation purposes.
Fig. 5 shows the evaluation of the perfect double root (top) and perfect triple root (bottom) scenarios. We can
see that CompCS produces the worst results, with most of the root errors appearing around 1e–6. ClosedCS shows a
better performance in this case. The characteristics are governed by the property that in some cases the errors are
somewhat lower than in other cases. In general, ClosedCS performs better on perfect double and triple roots than
CompCS.
The double root and triple root cases are handled perfectly by FitCS equipped with the exception handler of Table 2.
This algorithm enables the safe detection of these multiple root cases. The closed-form calculated multiple roots are
generally very accurate, with root errors below the displayed barrier of 1e–17. The probability that a root error exceeds
this limit is approximately 6e–3 in the double root case (top diagram) and is perfectly zero in the triple root case (bottom
diagram).
We now proceed with a test that shows the behavior of the exception handler in the case of very tightly clustered roots,
i.e., the case of slightly perturbed double and triple roots. For this purpose, noise with very low variance in the range of the
machine precision is added to the true multiple roots, in order to form very tightly clustered statistically independent root
sets.
Fig. 6 shows the resulting root error statistics of one million trial runs in this case for the three algorithms under test. We
can see that CompCS again produces its notoriously high root errors while ClosedCS performs better, again showing a step-
like characteristics indicating case-dependent different processing modes in the ClosedCS algorithm as a consequence of
roundoff error. FitCS shows the overall best result. It can be seen that there is a distinct crossover point in the characteristics
slightly above 1e–17. This indicates that, in this case, a large number of roots, but not all roots, are replaced by their perfect
multiple root approximants. This is the case in approximately 97% of all cases in the perturbed double root (top) scenario,
and it occurs in over 90% of all cases in the perturbed triple root scenario. The distinct step in the error characteristics shows
that the root error resulting from an approximation of a perturbed double and triple root cluster by the corresponding
closed-form calculated multiple root estimate appears slightly above 1e–17, indicating that such approximations are very
accurate. Only a few cases are accepted in which the scenarios are treated as individual root cases. It is seen that, in these
cases, the root errors are much higher, indicating that very tightly clustered roots cannot be calculated very accurately and
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Fig. 3. Root error plots of the polynomial fitting cubic solver. Top diagram: three real roots scenario. Bottom diagram: one real root and one complex
conjugate root pair scenario.
are better replaced by the corresponding multiple root representative, if the overall minimization of the root error is an
issue.
This picture is completed by Fig. 7, showing the same experiment as in Fig. 6with the root disturbance noisemagnified by
a factor of 10. We can see that, as a consequence, the exception handler will identify a larger number of roots as individually
representable, while a smaller number of roots is approximated by their correspondingmultiple root representatives. Again,
we can see the expected step in the error statistics, showing that now the error increases to a value of approximately 1e–16
if a root cluster is approximated by its corresponding multiple root estimate. Again, the root errors are much larger in cases
in which the generalized solver is applied. Interestingly, ClosedCS has an ‘‘in-built’’ characteristics that makes this method
perform very similar to FitCS in this particular situation.
If we move backwards looking at the characteristics of FitCS in Figs. 7, 6 and 5, it becomes apparent that we have here
a reliable mechanism for handling the transition between very tightly clustered roots and perfect multiple roots: the more
closely the roots are clustered, the higher will be the probability that these root sets will be replaced by their related
approximating multiple roots which can be calculated very accurately in closed form. In the limit case of perfect multiple
roots, this results in a perfect or almost perfect estimation of these multiple roots.
4.4. Runtime comparisons
Table 5 shows the overall runtimes of the three algorithms under comparison for one million trials of the all real root
experiment, while Table 6 shows the runtimes of the three algorithms for the one real and one complex conjugate roots
scenario of Fig. 4. These runtimes are measured using the intrinsic subroutine cpu_time under Fortran. Calls on this
subroutine were placed right before and right after the respective subroutine calls, and the resulting execution times were
accumulated over one million trial runs. We ran five experiments of one million trials each with the three algorithms under
test to determine these runtimes, as shown in Tables 5 and 6.
It turns out that the practical runtimes differ dramatically between the ClosedCS and FitCS algorithms on the one hand,
and the CompCS algorithm on the other hand. ClosedCS and FitCS show largely identical runtimes while CompCS is about
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Fig. 4. Statistics of the relative number of trials exceeding a reference error level. One million trial runs evaluated. Top diagram: three real roots scenario.
Bottom diagram: one real root and one complex conjugate root pair scenario.
a factor 10 slower than the other two algorithms under test. FitCS of Table 1 without the exception handler (Table 2) is
even faster than ClosedCS. Similar observations were already made in the case of the quartic solvers of [8]. In the case of
the cubic solvers, the gain in speed reached by FitCS is even more dramatic, because we can initialize the polynomial fitting
iteration from a single real root, and this requires the operation of only a fraction of the closed-form solver for initialization
of the fitting solver. Moreover, the fitting solver converges extremely rapidly, as we can see from Fig. 8. Here, we display the
number of iterations required in each of the onemillion trials in a typical experiment.We can see that, in both data cases, the
picture is almost the same: roughly 80% of all trials already terminate after the first iteration. Most trials terminate within
four iterations of the polynomial fitter. A very small number of iterations ran up to the maximum iterations counter of 16
iterations, where they are stopped.
Wemay compare the quasicode of Table 1with the subroutine listed in the Appendix. Here, we can see that the algorithm
computes a fitting error energy
Efit = eTe = e21 + e22 + e23 (88)
of the fitting error e of (5) as a measure of adaptation. However, we do not compare this error against some prescribed
threshold, but exploit the fact that this error shows a typical limit cycle characteristics after convergence. In almost all
cases, we can find that Efit is either perfectly nulled, or converges to a particular perfectly constant residual error level, or
shows a limit cycle of degree 1, i.e., the error values alternate between two exactly identical values of the fitting error energy.
We exploit this characteristic and stop the algorithm as soon as one of these cases appears. This makes the use of thresholds
totally superfluous and we have a threshold-free algorithm here.
A quick inspection of the type of computations required in the polynomial fitting part of the algorithm in Table 1 can
also be instructive. We can see that this part of the algorithm consists of only simple additions or subtraction of numbers,
or simple MAC (multiply–accumulate) operations of the type y = x+ u ∗ v or y = x− u ∗ v which constitutes the lowest
degree of nonlinearity or complexity thatwe can ever reach in a problem of this kind. These simple and straight computation
structures are the key to the high accuracies observed with this algorithm.
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Fig. 5. Statistical evaluation of perfect double root and perfect triple root scenarios. One million trial runs evaluated. Top diagram: one real root and one
perfect double root. Bottom diagram: one perfect triple root.
Table 5
Runtimes (in seconds) for the three cubic solvers in five independent experiments comprising one million trials per experiment in the case of three real
roots.
Experiment no. 1 2 3 4 5
ClosedCS 0.51562 0.50000 0.60937 0.43750 0.46875
CompCS 3.90625 4.54687 4.15625 4.39062 4.04687
FitCS 0.57812 0.60937 0.73437 0.73437 0.59375
Table 6
Runtimes (in seconds) for the three cubic solvers in five independent experiments comprising one million trials per experiment in the case of one real root
and one complex conjugate root pair.
Experiment no. 1 2 3 4 5
ClosedCS 0.37500 0.42187 0.42187 0.50000 0.39062
CompCS 5.59375 5.87500 5.39062 5.42187 5.84375
FitCS 0.67187 0.54687 0.56250 0.56250 0.75000
5. Conclusions
A new algorithm for solving cubic equations has been introduced. This algorithm solves the polynomial decomposition
problem on the conceptual basis of nonlinear system identification, which leads quite naturally to the polynomial fitting
algorithm. The practical computations behind this type of algorithm constitute the lowest possible degree of nonlinearity
that one can ever reach in a problem of this kind. As a consequence, the algorithm has a very large basin of attraction, shows
fast convergence, and has a very low error sensitivity. Moreover, we are in a particularly fortunate situation here, in that we
obtain the starting point for the algorithm in terms of the real root of the cubic, which can be computed efficiently in closed
form. In the experimental tests, this new hybrid algorithm has proven extreme performance in all situations, while running
computationally almost as fast as a plain closed-form solver.
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Fig. 6. Statistical evaluation of perturbed double root and triple root scenarios. The perturbation is in the range of the machine precision. One million trial
runs evaluated. Top diagram: one real root and one perturbed double root. Bottom diagram: one perturbed triple root.
Appendix
In this appendix, we display the Fortran subroutine implementation of the algorithm as listed in Table 1. Names of
variables are chosen similar to the variables of the quasicode in Table 1, so that the relations between the quasicode of
Table 1 and this practical subroutine should be visible without further instructions. This subroutine implementation, as
listed below, was used in all experiments with the algorithm, as described in this paper.
c====================================================================
c--------------- Solving Cubics by Polynomial Fitting ---------------
c--- Peter Strobach, AST-Consulting Inc., www.ast-consulting.net ----
c------------------------- December 2010 ----------------------------
c This routine solves the problem: f(x) = x^3+a*x^2+b*x+c = 0
c====================================================================
subroutine fitcubic(a,b,c,x)
double precision a,b,c ! coefficients in
double complex x(3) ! roots out
double precision alfa,beta,gamma,e1,e2,e3,u1,u2,q1,q2,q3,d1,d2,
*d3,ee,eee,eeee,cc1,diskr,ap,qq,rr,qqq,rrr,theta,cos1,aa,bb
c------------- Compute Closed-Form Real Root Estimate ---------------
ap=a*a
qq=(ap-3*b)/9
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Fig. 7. Statistical evaluation of perturbed double root and triple root scenarios. The perturbation is ten times the range of the machine precision. One
million trial runs evaluated. Top diagram: one real root and one perturbed double root. Bottom diagram: one perturbed triple root.
rr=(a*(2*ap-9*b)+27*c)/54
qqq=qq*qq*qq
rrr=rr*rr
if(rrr.lt.qqq)then
theta=acos(rr/(qq**1.5))
cos1=dcos(theta/3)
gamma=2*dsqrt(qq)*cos1+a/3
else
aa=-sign(1.0,rr)*(abs(rr)+dsqrt(rrr-qqq))**(1.0_8/3.0_8)
if(aa.eq.0.0)then
bb=0.0_8
else
bb=qq/aa
endif
gamma=-aa-bb+a/3
endif
c-------------- Compute Polynomial Fitting Algorithm ----------------
eee=0.0
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Fig. 8. Iterations count statistics for an experiment comprising one million trials. Top figure: three real roots scenario. Bottom figure: one real root and
one complex conjugate root pair scenario.
ee=0.0
alfa=a-gamma
beta=b-alfa*gamma
e1=0.0
e2=0.0
e3=c-gamma*beta
do iter=1,16
eeee=eee
eee=ee
u1=alfa-gamma
u2=beta-gamma*u1
q1=e1
q2=e2-gamma*q1
q3=e3-gamma*q2
if(u2.eq.0.0)then
d3=0.0
else
d3=q3/u2
endif
d2=q2-u1*d3
d1=q1-d3
alfa=alfa+d1
beta=beta+d2
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gamma=gamma+d3
e1=a-gamma-alfa
e2=b-alfa*gamma-beta
e3=c-gamma*beta
ee=e1**2+e2**2+e3**2
if(ee.eq.0.0.or.ee.eq.eee.or.ee.eq.eeee)then
goto 111
endif
enddo ! iter
111 continue
c--------------------- Solve Quadratic Equation ---------------------
cc1=alfa/2
diskr=cc1**2-beta
if(diskr.ge.0.0)then
diskr=dsqrt(diskr)
if(cc1.gt.0.0)then
x(1)=dcmplx(-cc1-diskr,0.0_8)
else
x(1)=dcmplx(-cc1+diskr,0.0_8)
endif
x(2)=beta/x(1)
else
diskr=dsqrt(-diskr)
x(1)=dcmplx(-cc1,diskr)
x(2)=dcmplx(-cc1,-diskr)
endif
x(3)=dcmplx(-gamma,0.0_8)
c--------------------------------------------------------------------
return
end
c====================================================================
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