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Abstract
Graphs are all around us. They can be made to model countless real-world phenomena ranging
from the social to the scientific including information, media, biology, chemistry, medical systems,
and e-commerce systems. These graphs are called information networks because they represent
bits of information and their relationships.
In my thesis, I investigate the principles and methodologies for discovering roles and types
in large information networks by exploring hierarchies inherent within the networks. I focus on
the Web-information network, as well as specialized sub-networks like Wikipedia, where I aim to
determine the type of a Web page or Wiki page as well as its position in the type-hierarchy (e.g.,
professor, student, and course exist within a department within a college) and their relationships to
each other. By identifying multiple types and roles such networks become heterogeneous information
networks. This new information can then be used to answer expressive queries on the network
and allows for the exploration of additional properties about the network that were previously
unknown.
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Chapter 1
Introduction
Graphs are all around us. They can be made to model countless real-world phenomena ranging
from the social to the scientific including engineering, biology, chemistry, medical systems, and
e-commerce systems. These graphs are often called information networks because they represent
bits of information and their relationships. This thesis focuses on discovering roles and types in
information networks by exploring hierarchies inherent within the networks.
This thesis tends to focus on the Web-information network, as well as specialized sub-networks
like Wikipedia and DBLP. Web-information networks refers to the tendancy to consider the World
Wide Web to be an information network wherein Web pages are vertices and hyperlinks are edges.
The goal of this thesis is to determine a vertex’s type as well as its position in the type-hierarchy
as well as their relationships with one another. For example, professor, student, and course-types
exists within an academic department within an academic college at a university. This new type
information can then used to answer expressive queries on the network and allows for the exploration
of additional properties about the network that were previously unknown.
In this chapter, we first introduce the motivation and overview of this study in Section 1.1, and
then introduce the organization of this thesis in Section 1.2.
1.1 Motivation and Overview
As the number of online resources and Web documents continues to increase, the need for better
organizational structures that guide readers towards the information they seek increases. Hierar-
chies and taxonomies are invaluable tools for this purpose. Taxonomies are widely used in libraries
via the Library of Congress System or the Dewey Decimal System, and hierarchies were a fixture
of the early World Wide Web; perhaps the most famous example being the Yahoo search engine,
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which is actually an acronym for Yet Another Hierarchical Officious Oracle. These hierarchical
systems were developed because their effectiveness at topical organization and their logarithmic
depth allowed users to quickly find the relevant documents they were searching for.
In most of the current research surrounding network science, especially on Web-information net-
works, the underlying graphs are assumed to be homogeneous. That is, all vertices share a single
entity type and edges between vertices are relationships from the same relation type. Tremendous
progress has been made on homogeneous information networks in recent years with numerous in-
fluential applications including the HITS [60] and PageRank algorithms [10], community detection
methods [66], and many others. However, many real world networks contain many different types
of objects. For example, an academic department’s Web site contains Web pages of professors,
students, courses, research groups, staff, news highlights, and so on. Recent advances in network
science has found innovative and powerful ways to analyze these typed-information networks; how-
ever, most networks, especially Web-information networks, do not record type-semantics in any
meaningful way. If the object-types could be recovered from these networks, then the resulting
typed-information networks is likely to represent a more meaningful view of the data.
Simply put, the goal is to distill types from untyped-information networks. There are certainly
many approaches that could be considered when facing this problem. At its most basic level this
is a classification task: given a data instance (network vertex) correctly classify it (determine its
type).
However, this is a classification task with many nuances. Chief among these nuances is that
most networks do not have well defined types/classes. For example, in an academic department
Web site no explicit indication is provided determining which Web page represents a professor,
student, or course. Due to the absence of type/class training data it is not available to generate a
classification model. So, different thinking is needed to solve this problem.
In this thesis I investigate the principles and methodologies for discovering roles and types from
information networks by leveraging hierarchical views of the network, and I propose models and
algorithms for labelling and annotating these networks to solve real-world problems. By discovering
types and roles in network-data, certain untyped information networks can be transformed into
typed information networks which have been shown to prosses a richer semantic structures. This
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new information can then used to answer expressive queries on the network and allows us to explore
additional properties about the network that were previously unknown.
1.1.1 What is a typed information network?
“An information network represents an abstraction of the real world, focusing on the objects
and the interaction between the objects [106].” Previous work on this subject has found that
this particular abstraction is good at representing important real-world phenomena. Information
networks are easily stored and manipulated by computer programs allowing for straightforward,
albeit computationally complex, analysis. An information is formally described as follows:
Definition 1.1. (Information network) An information network is a directed or undirected
simple graph G = (V, E) with a vertex-type mapping function τ : V → A and a edge-type mapping
function φ : E → R, where each vertex v ∈ V represents a real-world entity and belongs to a
particular type τ(v) ∈ A, each edge e ∈ E belongs to a partiuclar relation-type φ(v) ∈ R, and if two
edges belong to the same relation-type then the two links also share the same starting vertex-type
and ending vertex-type.
Most graph definitions leave out the vertex and edge-type mapping functions. However, this
thesis explicitly defines vertex-types and edge-types in the network. When the number of vertex-
types |A| > 1 or the number of edge-types |R| > 1, then the network is called a typed information
network1, otherwise it is called an untyped information network or defaults to information
network or common graph terminology, i.e., simple graph, multigraph, etc.
With a typed information network, it is necessary to determine the vertex and edge types in
order to reason about the semantics and structure of the network. In many cases this network
schema is provided with the data.
Definition 1.2. (Network schema) A network schema, denoted TG = (A,R), is the set of
vertex-type mappings τ : V → A and edge-type mappings φ : V → R for an information network
G = (V, E).
1These networks are also known as heterogeneous information networks. However, this wording conflicts with
heterogeneous graphs, which deals with degree-heterogenity
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The network schema provides type constraints which act to guide the user or application in
reasoning over the network. In many cases, a given information network is provided without its
network schema yet still posseses multiple types. In such networks the information network is said
to posses a hidden network schema. Thus the goal of this thesis is to discover this hidden network
schema.
There are many examples of typed information networks including bibliographic networks,
social networks, biological networks, and so on. They can be constructed from most interconnected
data sets. Perhaps the most frequently studied typed information network is from the Digital
Bibliography and Library Project (DBLP) – an open source bibliography of most computer science
publications. In DBLP author, paper, publisher, term, etc. are often treated as vertex-types,
which are connected by typed-edges denoting the relationship between the typed-vertices. For
example, the information network represnting an author who wrote a paper has a typed-vertex
ai corresponding to the author, a typed-vertex pi corresponding to the paper, and a type-edge
e = (ai, pi) where the type of e is determined by its connecting vertices, in this case, writes or
iswrittenby depending on the direction the observer reads the edge.
There are also many examples of typed information networks which have hidden network
schemas including communication networks, the World Wide Web, organizational networks, en-
cyclopedias, email networks, and so on. In these cases, the vertices within the network are assumed
to have multiple types, but those types are not provided. This thesis focuses mostly on discovering
the network schemas of Web sites on the World Wide Web. For example, given a Web-information
network corresponding to the Web site of an academic department, the hidden network schema
could contain types such as professor, student, course, research group, an so on.
Many different data sets can represented via typed information networks. In many cases,
attributes can also be discovered and attached to the vertices and edges of the network providing
an even more in depth analysis of the dataset. This thesis describes how hierarchies can be used
to discover the network schema from a typed information network.
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1.1.2 What is a hierarchical information network?
Hierarchies will play an important role in the discovery of the hidden network schema from a typed
information network. In later chapters this role will become evident. A hierarchical information
network (hierarchy) is defined as follows:
Definition 1.3. (Hierarchical Information network) A hierarchical information network or
hierarchy is a directed information network, whose underlying undirected information network has
vertices connected by at most one simple path, with a single distinquished root vertex r which
determines the direction on the edges, i.e., edges always point away from the root, and edges e =
〈u, v〉 represent a generic to specific relationship between vertices, denoted u :> v meaning u is
more general than v given some similarity measure Θ.
Stemming from the main definition, other terms are adopted to describe the structure of a
hierarchical information network: (1) each vertex in the hierarchy has zero or more child vertices
(or children), which are below it in the tree. (2) each vertex has one and only one parent vertex of
which the vertex is its child, except the root which has zero parent-vertices; family tree conventions
are furthermore adopted to include grandparents, ancestors, siblings, cousins and so on. (3) a
vertex which has one or more children is called an inner node. (4) a vertex which has zero children
is called a leaf node.
This thesis draws a specific distinction between a hierarchy and a taxonomy. A taxonomy is
defined to be a classification of objects into increasingly finer granularities, where each non-leaf
node is a conceptual combination of its children. A biological taxonomy is a great example of this
definition because a classified species, say homo sapiens (i.e., humans), can only be placed at a
leaf in the taxonomy; the inner nodes, e.g., primate, mammal, animal, do not declare new species,
rather they are conceptual agglomerations of species. Furthermore, each species is described by
its path through the taxonomy. For example, homo sapiens, can be described as primates, as
mammals and as animals (among others). A hierarchy, on the other hand, is an arrangement of
entities where some entities are considered to be above, below or at the same level as others. This
necessarily means that objects of a hierarchy live at the internal nodes.
Hierarchical curation of information networks has been mostly a manual process. This process
becomes increasingly impractical when the number of documents grows to Web-scale. This has
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motivated research towards automatically inducing taxonomies from the non-network collections [9,
1, 16, 82], and some more recent work on inducing taxonomies from information networks [52].
1.2 Thesis Organization
The first chapter introduces the problem of discovering roles and types from hierarchical information
networks, motivates the problem and defines crucial definitions and terminilogy used throughout
the thesis. After that the thesis is organized into three parts, each describing parts for discovering
the network schema for typed information networks. Finally, Chapter 8 concludes the thesis and
proposes new directions for further research.
In Part I: Hierarchies from Information Networks, I introduce methodologies to discover hier-
archies from an information network, and look at special cases on hierarchies on semistructured
data from the Web.
• Chapter 2: Information Network Hierarchies. Many typed information networks ex-
hibit a hierarchical structure wherein objects of a similar type tend to be closely related in
the hierarchy. This chapter focuses on the Hierarchical Document Topic Model which learns
hierarchies from an information network [111].
• Chapter 3: Web Hierarchies from Parallel Paths. Web-information networks are
a certain case of information network over which more assumptions can be made about the
composition of the data in the network. For example, Web information networks contain semi-
structured information in the form of HTML structures. This chapter uses these assumptions
to construct hierarchies from the general World Wide Web [115].
In Part II: Labelling Types on the Web Information Network, I use assumptions about the
Web-information network to apply labels to the types found in the hierarchies. These labels can
also be used be enhance certain Web search tasks.
• Chapter 4: Hierarchical Link Paths on the Web. Hierarchies found on the Web have
paths that lead from the root Web page to each member Web page. These paths are called
link paths. This chapter describes how these link paths can be used for information integration
purposes [114].
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• Chapter 5: Enhancing Search with Hierarchical Link Paths. Text from link paths
can also be added as extra fields in search indices. This chapter describes how text along
certain link paths can be used in enchance document representations leading to improved
search results [119].
In Part III: Information Extraction on the Hierarchical Web, I introduce new methods that
extract structured information from the Web-information network, and use the hierarchies to prop-
agate that information to entity Web pages.
• Chapter 6: Content and Structure Extraction. Again, using assumptions about the
Web-information network I introduce methods to extraction structured data and content from
semistructed Web data [116, 112, 117].
• Chapter 7: Attribute Propagation over Hierarchical Link Paths. Using the hierar-
chies discovered in early chapters, I describe how extracted data can be propagated through
a hierarchy to enhace the descriptions of entities within the information network [118].
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Part I
Hierarchies in Information Networks
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Chapter 2
Information Network Hierarchies
As the number of online resources and Web documents continues to increase, the need for better or-
ganizational structures that guide readers towards the information they seek increases. Hierarchies
and taxonomies are invaluable tools for this purpose. Taxonomies are widely used in libraries via
the Library of Congress System or the Dewey Decimal System, and hierarchies were a fixture of the
early World Wide Web; perhaps the most famous example being the Yahoo search engine, which is
actually an acronym for Yet Another Hierarchical Officious Oracle. These hierarchical systems were
developed because their effectiveness at topical organization and their logarithmic depth allowed
users to quickly find the relevant documents they were searching for. As the number of online
resources and Web documents continues to increase, the need for better organizational structures
that guide readers towards the information they seek increases. Hierarchies and taxonomies are in-
valuable tools for this purpose. Taxonomies are widely used in libraries via the Library of Congress
System or the Dewey Decimal System, and hierarchies were a fixture of the early World Wide Web;
perhaps the most famous example being the Yahoo search engine, which is actually an acronym
for Yet Another Hierarchical Officious Oracle. These hierarchical systems were developed because
their effectiveness at topical organization and their logarithmic depth allowed users to quickly find
the relevant documents they were searching for.
Unfortunately, taxonomy curation of documents, articles, books, etc. is mostly a manual pro-
cess, which is only possible when the number of curated documents is relatively small. This process
becomes increasingly impractical when the number of documents grows to Web-scale. This has mo-
tivated research towards automatically inducing document taxonomies from the data [1, 9, 52, 16,
19, 82]. Most of the existing techniques rely on a single type of data – usually text. The problem
with text-only hierarchy induction is that words often have multiple meanings. For example, the
words “worm” and “bug” have very different meanings in the contexts of biology and computer
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science. Therefore without proper context proper taxonomy induction can be difficult.
Most document repositories contain linkages between the documents creating a document-graph.
These links provide proper context to the terms in each document. Document-graphs are especially
common in nonfiction and scientific literature, where citations are viewed as inter-document links.
The World Wide Web can be considered to be a single, very large document-graph, where Web
pages represent documents and hyperlinks link documents.
Web sites, in particular, are a collection of documents with a very specific and purposeful
organizational structure. Web sites are often specifically designed to guide the user from the entry
page, i.e., homepage, to progressively more specific Web pages. Similarly, scientific literature can
be categorized into a hierarchy of increasingly specific scientific topics by their citation links, and
encyclopedia articles can be categorized into a hierarchy of increasingly specific articles by their
cross references. Thus, we assert that most document-graphs contain a hidden document hierarchy.
2.1 Overview
This chapter draws specific distinctions between a hierarchy and a taxonomy. A taxonomy is defined
to be a classification of objects into increasingly finer granularities, where each non-leaf node is a
conceptual combination its children. A biological taxonomy is a great example of this definition
because a classified species, say homo sapiens (i.e., humans), can only be placed at a leaf in the
taxonomy; the inner nodes, e.g., primate, mammal, animal, do not declare new species, rather
they are conceptual agglomerations of species. Furthermore, each species is described by its path
through the taxonomy. For example, homo sapiens, can be described as primates, as mammals and
as animals (among others). A hierarchy, on the other hand, is an arrangement of objects where
some objects are considered to be above, below or at the same level as others. This necessarily
means that objects of a hierarchy live at the internal nodes.
Strictly speaking, most existing models infer taxonomies. The goal of this paper is to construct
document hierarchies from a document-graph using document text and inter-document links. For
these purposes above, below or at the same level as refers to the topical granularity of the documents.
In other words, given a document graph with an explicitly identified root, such as a Web site
homepage, we aim to learn a document-hierarchy which best captures the conceptual hierarchy of
10
(a) hLDA, TopicBlock (b) hPAM
(c) TSSB (d) HDTM, fsLDA
Figure 2.1: Generative structures in related work. Circles and squares represent topics and docu-
ments respectively. Each topic has a multinomial over words (gray boxes), and a separate distri-
bution over levels for each path (white triangles).
the document-graph. This problem poses three technical challenges:
1. Inducing document topic mixtures. This chapter proposes a method to learn a document
hierarchy where the internal (non-leaf) nodes of the hierarchy are documents. In such a
hierarchy, parent documents consist of topics that are more general than their children. This
requires that the parent documents are viewed as a mixture of the topics contained within
its children, and children documents should topically fit underneath their selected parent.
The Hierarchical Document-Topic Model (HDTM) generates a course-to-fine representation
of the text information, wherein high-level documents live near the top of the hierarchy, and
low-level, more specific documents live at the leaves.
2. Selecting document placement. Placement of a document within the hierarchy drives
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the topic mixing. Because links between edges hint at the context of and relationship be-
tween documents, the document placement in the induced hierarchy is constrained by their
edges within the original document-graph. In other words, if an edge exists in the induced
hierarchy, then it must also exist in original document-graph. Unlike existing models, such
as hLDA [8], that select topic paths using the nested Chinese Restaurant Process (nCRP),
HDTM performs document placement based on a stochastic process resembling random walks
with restart (RWR) over the original document-graph. The use of a stochastic process over
the document-graph frees the algorithm from rigid parameters. Furthermore, the adoption
of the RWR stochastic process over nCRP allows documents to live at non-leaf nodes, and
frees the algorithm from the depth parameter of hLDA.
3. Analysis at Web site-scale. In most document-graph collections, the number of edges
grows quadratically with the number of nodes. This limits the scalability of many topic
diffusion algorithms [85, 38]. Fortunately, document hierarchies are represented as trees,
wherein the number of edges scales linearly with the number of documents.
2.2 Related Work
There has been a substantial amount of previous work on hierarchical clustering of documents.
The first approaches were called agglomerative clustering, which used greedy heuristics such as
single-link or complete-link [121]. Dendrograms are often the output of such clustering techniques,
in which the root node is split into a series of branches that terminate with a single document at
each leaf. Ho, et al., point out that manually-curated hierarchies like the Open Directory Project1
are typically flatter and contain fewer inner nodes than agglomerative clustering techniques pro-
duce [52]. Other hierarchical clustering algorithms include top-down processes which iteratively
partition the data [130], incremental methods like CobWeb [35], Classit [40], and other algo-
rithms optimized for hierarchical text clustering.
The processes that typically define most hierarchical clustering algorithms can be made to fit in
a probabilistic setting that build bottom-up hierarchies based on Bayesian hypothesis testing [51].
1http://www.dmoz.org
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On the other hand, most recent work uses Bayesian generative models to find the most likely expla-
nation of observed text and links. The first of these hierarchical generative models was hierarchical
latent Dirichlet allocation (hLDA). In hLDA each document sits at a leaf in a tree of fixed depth as
illustrated in Figure 2.1(a). The document is represented by a mixture of multinomials along the
path through the tree from the document to the root. Documents are placed at their respective
leaf nodes by the nested Chinese restaurant process (nCRP).
NCRP is a recursive version of the standard Chinese Restaurant Process (CRP), which pro-
gresses according to the following analogy: An empty Chinese restaurant has an infinite number of
tables, and each table has an infinite number of chairs. When the first customer arrives he sits in
the first chair at the first table with probability of 1. The second customer can then chose to sit at
an occupied table with probability of ni
γ+n−1 or sit at a new, unoccupied table with probability of
γ
γ+n−1 , where n is the current customer, ni is the number of customers currently sitting at table i,
and γ is a parameter that defines the affinity to sit at a previously occupied table following a rich
get richer scheme.
The nested version of the CRP extends the original analogy as follows: At each table in the
Chinese restaurant are cards with the name of another Chinese restaurant. When a customer sits at
a given table, he reads the card, gets up and goes to that restaurant, where he is reseated according
to the CRP. Each customer visits L restaurants until he is finally seated and is able to each. This
process creates a stochastic tree with a width determined by the γ parameter of a fixed depth L.
This process has also been called the Chinese Restaurant Franchise because of this analogy [9].
Adams, et al. proposed a hierarchical topic model called tree structured stick breaking (TSSB),
illustrated in Figure 2.1(c), wherein documents can live at internal nodes, rather than exclusively at
leaf nodes. However, this process involves chaining together conjugate priors which makes inference
more complicated, and it also does not make use of link data.
Other work along this line include hierarchical labeled LDA (hLLDA) by Petinot et al. [89]
hLLDA, as well as fixed structure LDA (fsLDA) by Reisinger and Pasca [97] which modify hLDA
by fixing the hierarchical structure and learning hierarchical topic distributions. The hierarchi-
cal pachinko allocation model(hPAM), shown in Figure 2.1(b), produces a directed acyclic graph
(DAG) of a fixed depth allowing for each internal (non-document) node to be represented a mixture
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of more abstract, i.e., higher level, topics [82].
In network-only data, community discovery is the process of finding self-similar group, or clus-
ters. The SHRINK algorithm creates hierarchical clusters by identifying tightly-knit communities
and by finding disparate clusters by looking for hubs and other heuristics [55]. The focus of this
paper is more on probabilistic models to generate hierarchies, rather than heuristic approaches.
Clauset, et al, discover dendrograms by Monte Carlo sampling; however, dendrograms poorly rep-
resent the manually curated hierarchies and taxonomies that we are pursuing [21].
Stochastic block models (SBM) are an alternative line of network clustering research that par-
titions nodes into communities to generatively infer link probabilities [53]. Several extensions to
the original SBM have since been proposed, (for a survey see [41]). One downside to block-model
processes is that they assign probabilities to every possible edge requiring O(N2) complexity in
every sampling iteration. Furthermore, SBM methods are not concerned with topical or textual
properties of the nodes.
This chapter describes a system which merges document text and inter-document links into a
single model. This assumes that the words and their latent topics fit within the link structure of the
graph, and that the graph structure explains topical relationships between interlinked documents.
Topic Modeling with Network Structure (TMN), regularizes a statistical topic model with a har-
monic regularizer based on the graph structure in the data; the result is that topic proportions of
linked documents are similar to each other [79]. However, hierarchical information is not discovered
nor can be easily inferred from this model.
Topic-sensitive PageRank combines document topics with the PageRank algorithm, arguing
that the PageRank score of a document ought to be influenced by its topical connection to the
referring document [50]. This method topically reweighs link edges, but does not construct any
type of Web page hierarchy.
Other work on generative models that combine text and links include: a probabilistic model for
document connectivity [22], the Link-PLSA-LDA and Pairwise-Link-LDA methods [86], the Latent
Topic Model for Hypertext (LTHM) method [44], role discovery in social networks [78], the author-
topic-model [99], and others. The above models operate by encoding link probability as a discrete
random variable or a Bernoulli trial that is parameterized by the topics of the documents. The
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relational topic model (RTM) builds links between topics, where observed links are given a very
high likelihood [19]; although the paper is titled hierarchical relational models for topical networks,
the RTM model does not build a topic or document hierarchy. The TopicBlock model combines
the non-parametric hLDA and stochastic block models [53] to generate document taxonomies from
text and links [52]; however, TopicBlock does not permit documents to reside at non-leaf nodes of
the tree hierarchy.
In contrast to the previous work, the algorithm described here builds a hierarchy of documents
from text and inter-document links. In this model, each node in the hierarchy contains a single
document, and the hierarchy’s width and depth is not fixed.
2.3 Hierarchies of Documents
In the previous work, document hierarchies were not actually hierarchies of documents in the literal
sense. Instead, leaf nodes of the hierarchy contains the actual, literal documents, and internal nodes
contained increasingly more general topics about the ancestor documents. See Figure 2.1 for a brief
comparison of model outputs. The HDTM model requires inner nodes, which in previous work are
made of ephemeral distributions, to be literal documents. This requires an assertion that some
documents are more general than others. This section explores this assertion through examples and
a review of similar assertions made in previous research.
2.3.1 Web sites as document hierarchies
A Web site G can be viewed as a directed graph with Web pages as vertices V and hyperlinks
as directed edges E between Web pages vx → vy – excluding inter-site hyperlinks. In most cases,
designating Web site entry page as the root r allows for a Web site to be viewed as a rooted directed
graph. Web site creators and curators purposefully organize the hyperlinks between documents in
a topically meaningful manner. As a result, Web documents further away from the root document
typically contain more specific topics than Web documents graphically close to the root document.
For example, the Web site at the University of Illinois in Urbana-Champaign, shown in Fig-
ure 2.2 contains a root Web document (the entry page), and dozens of children Web documents.
Even with a very small subset of documents and edges, the corresponding Web graph is quite
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http://illinois.edu
/academics
/about
/art
/athletics
../media
../engineering
../agriculture
ece.illinois.edu
cs.illinois.edu
ae.illinois.edu
mechse.illinois.edu
Figure 2.2: Truncated Web site graph of the University of Illinois Urbana-Champaign. Bold lines
represent edges stochastically selected by the Random Walk with Restart (RWR) process
complicated and messy. A breadth first traversal of the Web graph starting with the root node is a
simple way to distill a document hierarchy from the Web graph. Unfortunately, a fixed breadth-first
hierarchy cannot account for many of the intricacies of real world Web graphs.
For explanation purposes, let’s assume there are four types of hyperlink edges in a Web site:
(1) parent-to-child links, (2) upward links, (3) shortcuts, and (4) cross-topic links. Parent-to-child
links direct the user from one Web page to a more topically specific Web page; e.g., a hyperlink
from ../engineering to cs.illinois.edu is a parent-to-child hyperlink because computer science
is topically more specific than engineering. Upward links are hyperlinks that reference a more
general document; e.g., there may exist a hyperlink from cs.illinois.edu to illinois.edu because
the computer science department would like to reference the fact that it belongs to the university.
Shortcut links are hyperlinks that skip from very general Web documents to very specific Web
documents as a way of featuring some specific topic; e.g., if a computer science professor wins a
prestigious award or grant, his Web page may be linked to from the news section of the root Web
page. Cross topic links are hyperlinks that move across topical subtrees; e.g., the college of media
may reference some working relationship with the athletic department by creating a hyperlink
between the two Web pages.
Because the goal is to infer the document hierarchy, the HDTM model is, in a sense, trying
to find parent-to-child links. In the event that there is more than one parent-to-child link to a
particular Web page, the goal is to find the best topical fit for each Web document in the inferred
hierarchy.
Web researchers and practitioners have used the hyperlink structure to organize Web documents
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for many years. The PageRank and HITS algorithms are two of the most famous examples of
information propagation through links. Specifically, PageRank uses the model of a random Web
surfer (i.e. random walker), who randomly follows hyperlinks over the Web. A current measure
of a Web page’s authority corresponds to the probability that a random surfer lands upon that
Web page. In the HDTM model, PageRank’s notion of authority corresponds to topical generality.
That is, Web pages with a high random surfer probability are likely to be topically more general
than others.
Term propagation in Web sites
Plenty of previous works in the information retrieval domain use document-graph structure to
enrich document features for improved retrieval performance. Some of the intuition behind these
previous works are helpful in framing the generative model.
A limitation of the random walker model is that it only looks at the graphical structure of the
Web. The word distributions found in each document are clearly an important factor to consider
when generating Web hierarchies. Previous work by Song, et al. [105] and Qin, et al. [93] show that
a given Web page can be enriched by propagating information from its children. Their relevance
propagation model modifies the language distribution of a Web page to be a mixture of itself and
its children according to the formula:
f ′(w; d) = (1 + α)f(w; d) +
(1− α)
|Child(d)|
∑
c∈Child(d)
f(w; c),
where f(w; d) is the frequency of term w in Web page d before propagation, f ′(w; d) is frequency
of term w in Web page d after propagation, c is a child page of d in the sitemap T , and α is a
parameter to control the mixing factor of the children. This propagation algorithm assumes that
the sitemap, T , is constructed ahead of time using URL features of the Web pages in a particular
Web site.
Note that f ′(w; d) is a pseudo frequency count that is unsmoothed. The goal of previous works
was to perform Web information retrieval, wherein they used BM25-type functions to normalize
and smooth the language distribution. For illustration purposes, lets smooth the term distribution
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using Dirichlet prior smoothing [127]. The f ′(w; d) from above is used in place of the usual c(w; d).
pµ(w; d) =
f ′(w; d) + µp(w|C)
|d|′ + µ
,
where C is the distribution over all terms in V , µ is the smoothing parameter, and the length is
modified by the propagation algorithm to be |d|′ = (1 + α)|d|.
As a result of the upward propagation pµ of the root document (Web site entry page) contains
all of the words from all of the Web pages in the Web site. The most probable words are those
that occur most frequently and most generally across all documents, and are thus propagated the
most.
In traditional topic hierarchy models (hLDA, TopicBlock, etc.), the root topic contains a dis-
tribution of all of the most general topic words in the document collection.
pµ α = .5 hLDA γ = 1 HDTM γ = 0.95
illinois illinois illinois
computer computer computer
science science science
university graduate graduate
department research research
urbana university university
Table 2.1: Comparison of most probable words in top document (in pµ), and in root topic of hLDA
and HDTM
As a small, preliminary example, Table 2.1 shows the top six most probable words in the top
document (via text propagation) and in root topics of hLDA and HDTM of the computer science
department’s Web site at the University of Illinois at Urbana-Champaign2. The most probable
words from the sitemap based Web document hierarchy is very similar to the most probable words
in the most general topic of hLDA. This small example reinforces the intuition that certain Web
sites have a hidden hierarchical topical structure.
In the previous term propagation work, the sitemaps were constructed ahead of time using URL
heuristics. The goal is to learn the document hierarchy automatically and in conjunction with the
topical hierarchy.
2http://cs.illinois.edu
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Figure 2.3: Truncated portion of the Wikipedia category subgraph rooted at the node COMPUT-
ING.
2.3.2 Other document hierarchies
Documents from many different collections exist in hidden hierarchies. While technically a Web
site, Wikipedia documents and categories form a unique document graph. Wikipedia categories are
especially interesting because they provide a type of ontology wherein categories have more specific
sub-categories and more general parent-categories. Most Wikipedia articles are are represented by
at least one category description; this allows for users to drill down to relevant articles in a very
few number of clicks by browsing the category graph. A partial example of the Wikipedia category
graph is shown in Figure 2.3.
Bibliographical networks may also be hierarchically structured. In a bibliographic network,
papers or authors (wherein each author could be a collection of documents) are represented by
nodes and each citation is represented by an edge in the graph.
2.4 Hierarchical Document Topic Models
The problem of inferring the document hierarchy is a learning problem akin to finding the sin-
gle, best parent for each document-node. Unlike previous algorithms, which discover latent topic
taxonomies, the hierarchical document-topic model (HDTM) finds hidden hierarchies by select-
ing edges from a set of possible edges in the document graph. This section presents a detailed
description of the model. A plate diagram of the generative process is shown in Figure 5.
Beginning with a document graph G = {D,E} of documents D and edges E. Each docu-
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ment is a collection of words, where a word is an item in a vocabulary. The basic assumption of
HDTM and similar models is that each document can be generated by randomly mixing words
from among topics. Distributions over topics are represented by z, which is a multinomial variable
with an associated set of distributions over words p(w|z, β), where β is a Dirichlet hyper-parameter.
Document-specific mixing proportions are denoted by the vector θ. Parametric-Bayes topic models
also include a K parameter that denote the number of topics, wherein z is one of K possible values
and θ is a K-D vector. HDTM does not require a K parameter as input. Instead, in HDTM there
exist |G| topics, one for each graph node, and each document is a mixture of the topics on the path
between itself and the root document.
In basic LDA, a single document mixture distribution is p(w|θ) =
∑K
i=1 θip(w|z = i, βi). The
process for generating a document is (1) choose a θ of topic proportions from a distribution p(θ|α),
where p(θ|α) is a Dirichlet distribution; (2) sample words from the mixture distribution p(w|θ) for
the θ chosen in step 1.
HLDA is an extension of LDA in which the topics are situated in a hierarchy T of fixed depth
L. The hierarchy is generated by the nested Chinese restaurant process (nCRP) which essentially
represents θ as an L-dimensional vector, defining an L-level path through T from root to document.
Because of the nCRP process, every document lives at a leaf and the words in each document are
a mixture of the topic-words on the path from it to the root.
2.4.1 Random Walks with Restart
Because the nCRP process forces documents to the leaves in the hierarchy T , HDTM replaces
nCRP with a slightly modified version of random walk called random walk with restart (RWR)
also known as Personalized PageRank (PPR) [3]. In traditional random walk, a walker begins by
selecting a random starting point. With probability (1 − γ) the walker randomly walks to a new,
connected location or chooses to jump to a random location with probability γ, where γ is called
the jumping probability3.
In HDTM, the root node is fixed, either as the entry page of a Web site, or by some other
heuristic. Therefore, for the purposes of hierarchy inference, the random walker is forced to start
3Most related works denote the jumping probability as α, however, this would be ambiguous with the Dirichlet
hyper-parameter α.
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ALGORITHM 1: Random Walk with Restart
input : Path Probs. P , Current Node u, Target k, Weight w
globals: Graph G, Hierarchy T, Restart Prob. γ
output: P
foreach vi ∈ T.Ch(u) do /* child of u in T */
if vi 6= k then
w ← w + log
(
1−γ
len(T.Ch(u))
)
;
RWR (P , vi, k, w); /* Recur */
end
end
if u→G k then /* Edge u to k exists in G */
P.Put(u,w);
end
and restart at the root node.
Let deg(u) be the outdegree of document u in G. Consider a random walker visiting document
d at time t. In the next time step, the walker chooses a document vi from among u’s outgoing
neighbors {v|u →T v} in the hierarchy T uniformly at random. In other words, at time t + 1,
the surfer lands at node vi ∈ {v|u →T v} with probability 1/deg(u). If at any time, there exists
an edge k ∈ {v|u →G v}, i.e, an edge between the current node u and the target node k in the
original graph G, then record the probability of that new path possibility for later sampling. Alg. 1
describes this process algorithmically. This procedure allows for new paths from the root r ❀ k to
be probabilistically generated based on the current hierarchy effectively allowing for documents to
migrate up, down and through the hierarchy during sampling. The bold edges in Figure 2.2 show
an example of edges stochastically selected by the RWR process.
2.4.2 Generating document paths
Because a document hierarchy is a tree, each document-node can only have a one parent. Selecting
a path for a document d in the graph G is akin to selecting a parent u = Pa(d) (and grandparents,
etc.) from {d|u →G d} in the document graph G. HDTM creates and samples from a probability
distribution over each documents’ parent, where the probability of document u being the parent of
d is defined as:
depT (d)−1∏
k=0
1− γ
degT (dk)
,
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Figure 2.4: Illustration of two HDTM samples of the same data. Each node in the hierarchy
contains a document and an associated topic. During the generative process, general terms are
more likely to be found in topics near the root and vice versa.
where dk is the walkers current position at time k, depT (d) is the depth of d in T , and degT (dk)
is the outdegree of dk in T . In other words, the probability of landing at d is the product of the
emission probabilities from each document in the path through T from r to d.
The modified random walker function assigns higher probabilities to parents that are at a
shallower depth than those at deeper positions. This is in line with the intuition that flatter
hierarchies are easier for human understanding than deep hierarchies [52]. Simply put, the restart
probability γ controls how much resistance there is to placing a document at successive depths.
Algorithmically, HDTM infers document hierarchies by drawing paths cd from the r to the
document d. Thus, the documents are drawn from the following generative process:
1. Each document d ∈ G is assigned a topic βd ∼ Dir(η):
2. For each document d ∈ G:
(a) Draw a path cd ∼ RWR(γ)
(b) Draw an L-dimensional topic proportion vector θ from Dir(α), where L =len(cd).
(c) For each word n ∈ {1, . . . , N}:
i. Choose topic zd,n|θ ∼ Mult(θd).
ii. Choose word wd,n|{zd,n, cd,β} ∼ Mult(βcd ,zd,n), where βcd,zd,n is the topic in the zth posi-
tion in cd.
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Figure 2.5: Graphical model illustration.
In this generative process hierarchical nodes represent documents and topics, where internal
nodes contain the shared terminology of its descendants.
Like in earlier models, there is statistical pressure in the posterior to have more general terms
in topics towards the root of the hierarchy. This is because every path in the hierarchy includes
the root node and there are more paths through nodes at higher levels than through nodes at lower
levels. Moving down the tree, the topics, and therefore the documents, become more specific.
Hyperparameters also play an important role in the shape and character of the hierarchy. The α
parameter affects the smoothing on topic distributions, and the η parameter affects the smoothing
on word distributions. The γ parameter is perhaps the most important parameter because it
affects the depth of the hierarchy. Specifically, if γ is set to be large (e.g., γ = 0.95) then resulting
hierarchy shallow. Low values (e.g., γ = 0.05) may result in deep hierarchies, because there is a
smaller probabilistic penalty for each step that the random walker takes.
2.4.3 Inference
Exact inference on this model is intractable, so an approximation technique for posterior inference
is used. The Gibbs sampling algorithm is ideal in this situation because it simultaneously allows
exploration of topic distributions and potential graphical hierarchies.
The variables needed by the Gibbs sampler are: wd,n, the nth word in document d; zd,n, the
assignment of the nth word in document d; and cd,z, the topic corresponding to document at the
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zth level. The θ and β variables are integrated out forming a collapsed Gibbs sampler.
The sampling is performed in two parts: (1) given the current level allocations of each word
zd,n sample the path cd,z, (2) given the current state of the hierarchy, sample zd,n.
Sampling document paths
The first Gibbs sampling step is to draw a path from each document to the root through the graph.
The sampling distribution for a path cd is
p(cd|c−d, z,w, η, γ)
∝ p(cd,wd|c−d, z,w−d, γ, η)
= p(wd|c, z,w−d, η)p(cd|c−d)
(2.1)
where w is the count of terms in document d, and w−d are the words without document d.
The second term represents the probability of drawing the path cd,k to document d at depth
k from the RWR process. Recall that each node has an emission probability of 1/degT (d), and a
restart probability of γ. The probability is defined recursively:
p(cd,k|c−d, cd,1:(k−1))
=
∏
k=0
1− γ
degT (dk)
(2.2)
In other words, the probability of reaching d is equal to the probability of a random walker with
restart probability γ being at document d at time k.
The first term represents the word distribution:
p(wd|c,w−d, z, η)
=
max(zd)∏
k=1
Γ(
∑
w#[c−d,k = cd,k,w−d = w] + V η)∏
w Γ(#[c−d,k = cd,k,w−d = w] + η)∏
w Γ(#[z = k, ck = cd,k,w = w] + η)
Γ(
∑
#[z = k, ck = cd,k,w = w] + V η)
(2.3)
where max(zd) is the maximum depth of the current hierarchy state.
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Sampling word levels
Given the current state of all the variables, the sampler must first pick an assignment z for word
n in document d. The sampling distribution of zd,n is
p(zd,n|c, z,w, η, γ)
∝ p(wd,n, zd,n|c, z−(d,n),w−(d,n), η, γ)
= p(wd,n|c, z,w−(d,n), η)p(zd,n|zd,−n, c, γ)
(2.4)
where zd,−n = {zd,·} \ zd,n and w−(d,n) = {w} \ wd,n. The first term is a distribution over word
assignments:
p(wd,n|c, z,w−(d,n), η)
∝ #[z−(d,n) = zd,n, czd,n = cd,zd,n ,w−(d,n) = wd,n] + η
(2.5)
which is the η-smoothed frequency of seeing word wd,n in the topic at level zd,n in the path cd.
The second term is the distribution over levels
p(zd,n = k|zd,−n, c, γ)
=


k−1∏
j=1
1− γ
degT (dj−1)
#[zd,−n > j]
#[zd,−n ≥ j]

×
1− γ
degT (dk−1)
#[zd,−n = k]
#[zd,−n ≥ k]
,
(2.6)
where #[·] is the number of elements in the vector which satisfy the given condition. Eq. 2.6 absuses
notation so that the product from j = 1 to k − 1 combines terms representing nodes at the jth
level in the path c down to the parent of dk, and the second set of terms represents document dk
at level k. The > symbol in Eq. 2.6 refers to terms representing all ancestors of a particular node,
and ≥ refers to the ancestors of a node including itself.
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2.5 Experimental Results
This section describes the method and results for evaluating the HDTM model. A quantitative
and qualitative analysis of the hierarchical document-topic model’s ability to learn accurate and
interpretable hierarchies of document graphs is shown. The main evaluations explore the empirical
likelihood of the data and a very large case study wherein human judges are asked to evaluate the
constructed hierarchies.
2.5.1 Data
HDTM is evaluated on three corpora: the Wikipedia category graph, the Computer Science De-
partment Web site at the University of Illinois, and a bibliographic network.
Wikipedia CompSci Web site Bib. Network
root Computing cs.illinois.edu Ponte, SIGIR [91]
documents 609 1,078 4,713
tokens 5,570,868 771,309 43,345
links 2,014 63,052 8,485
vocabulary 146,624 15,101 3,908
Table 2.2: Comparison of most probable words in top document (in pµ) and in root topic (in hLDA)
The Wikipedia dataset has been used several times in the past for topic modeling purposes [44,
52]. Gruber et al., crawled 105 pages starting with the article on the NIPS conference finding
799 links. Ho et al. performed a much larger evaluation of their TopicBlock model using 14,675
document with 152,674 links; however, they truncated each article to only the first 100 terms
and limited the vocabulary to the 10,000 most popular words. The Wikipedia dataset is a crawl
of the category graph of Wikipedia, beginning at the category Computing. In Wikipedia each
category has a collection of articles and a set of links to other categories; however, categories don’t
typically have text associated with them, so the text of each article associated with a particular
category is associated to the category’s text. For example, the category Internet includes articles,
Internet, Hyperlink, World Wide Web, etc. In total the graph consisted of 609 categories
from 6,745 articles. The category graph is rather sparse with only 2,014 edges between categories,
but has vocabulary size of 146,624 with 5,570,868 total tokens. Stopword removal and stemming
was not performed.
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A computer science department Web site was chosen as the second data set because it a rooted
Web graph with familiar topics. By inferring the document hierarchy, the goal is to find the
organizational structure of the computer science department. The intuition is that Web sites reflect
the business organization of the underlying entity; thus it is expected that subtrees consisting of
courses, faculty, news, research areas, etc. are found at high levels, and specific Web pages are found
at lower levels in the hierarchy. Web site was crawled starting at the entry page and captured 1,078
Web pages and 63,052 hyperlinks. In total there were 15,101 unique terms from 771,309 tokens.
The bibliographic network consists of documents and titles from 4,713 articles from the SIGIR
and CIKM conferences. There exist 3,908 terms across 43,345 tokens in the document collection.
In this collection, links include citations between papers within the CIKM and SIGIR conferences.
Citations between documents were provided by the authors of the ArnetMiner project [107], and
is not complete. A SIGIR 1998 paper by Ponte and Croft [91] was chosen to be the root document
because, in the dataset, it had the most in-collection citations.
2.5.2 Quantitative Analysis
HDTM has some distinct qualities that make apples to apples comparison difficult. Because HDTM
is the first model to generate document hierarchies based on graphs, there is nothing to directly
compare against. However, some of the models in the related work perform similar tasks, and so
comparisons were performed when applicable.
The related works typically perform quantitative evaluation by measuring the log likelihood on
held out data or by performing some other task like link prediction, etc. Log likelihood analysis
looks at the goodness of fit on held out data. Unfortunately, the creation of a “hold out” data set is
not possible, because each document, especially documents on the first or second level document,
is very important to the resulting hierarchy. Removing certain documents might even cause the
graph to separate, which would make hierarchy inference impossible. For quantitative evaluation,
the the setup from [8] is used in order to compare the states of each models’ Gibbs sampler with
the highest log complete likelihood.
Quantitative experiments were performed on the aforementioned algorithms for comparison sake
including: HLDA [8], TopicBlock [52], TSSB [1], and fsLDA [97]. The fixed structure in fsLDA
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is determined by a breadth first iteration over the document graph because URL heuristics were
found to be unreliable. Hyper-parameters are the default unless otherwise specified. The depth of
HLDA and TopicBlock is 4.
In all cases, a Gibbs sampler was run for 5,000 iterations; 2000 iterations were discarded as
burn-in. Figure 2.6(a) shows the log complete likelihood for each sample. The Gibbs sampling
algorithm was run on HDTM for various values of γ, and Figure 2.7 shows the best cumulative log
complete likelihood for each of the tested values of γ.
Interestingly, Figure 2.6(b) shows that higher likelihood values are strongly correlated with
hierarchies of deeper average depth; Figure 2.6(c) finds that the same is true for hierarchies of
deeper maximum depth.
Figure 2.7 shows that HDTM with γ = 0.05 achieved the best likelihood score, and HDTM
with γ = 0.95 achieved the worst likelihood score.
CompSci Web site Wikipedia Bib. Network
HDTM γ = 0.05 -1.8570 -148.071 -0.4758
HDTM γ = 0.95 -9.2412 -148.166 -0.5183
HLDA γ = 1.0 -8.5306 -50.6732 -8.5448
TopicBlock γ = 1.0 -0.2404 -2.9827 -0.4192
TSSB k = 10 -0.5689 -0.0336 -0.4655
fsLDA -48.9149 -149.622 -0.6602
Table 2.3: Log complete likelihood results of the best sample from among 5,000 Gibbs iterations.
Values are ×106. Higher values are better. Best results are in bold.
Table 2.3 shows the results of the different algorithms on the three data sets. The TopicBlock
and TSSB clearly infer models with the best likelihood. The remaining algorithms, including
HDTM, have mixed results.
Discussion
In order to properly understand the results captured in Table 2.3, recall that log probability is
a metric on the fit of the observations on the configuration of the model. The original work on
LDA [9] found that likelihood increases as the number of topics increases. Along those lines, Chang,
et al. demonstrated that more fine grained topics, which appear in models with a larger number
of topics have a lower interpretability, despite having higher likelihood scores. Simply put, there
exists a negative correlation between likelihood scores and human interpretability.
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Figure 2.6: Analysis of Likelihood Scores for 5,000 iterations of the Gibbs sampler run on the
CompSci collection.
Applying these lessons to the experiments, recall that HDTM has as many topics as there are
documents, and non-root document topics are mixtures of the topics on the path to the root. Also
recall that HLDA, TopicBlock and TSSB all generate a large number of latent topics. In HLDA
and TopicBlock, there are infinitely many topics/tables in the nCRP. Practically speaking, the
number of topics in the final model is much larger than the number of documents (conditioned on
the γ parameter). In TSSB, the topic generation is said to be an interleaving of two stick breaking
processes; practically, this generates even larger topic hierarchies. The fsLDA algorithm has as
many topics as there are in hLDA, however, the fsLDA hierarchy is not redrawn during Gibbs
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Figure 2.7: Best cumulative log complete likelihood for each tested γ value. Lower γ values result
in deeper hierarchies.
iterations to fit the word distributions resulting in a lower likelihood.
Similarly, Figures 2.6(b) and 2.6(c) show that deeper hierarchies have higher likelihood scores.
This is because long document-to-root paths, found in deep hierarchies, are able to provide a more
fine grained fit for the words in the document resulting in a higher likelihood.
Therefore, the better likelihood values of HLDA, TopicBlock and TSSB are due to the larger
number of topics that these models infer. A better way to evaluate model accuracy is by some
external task or by manually judging the coherence of the topics.
2.5.3 Qualitative Analysis
To measure the coherence of the groupings, the word intrusion task developed by Chang et al [19] is
slightly modified to create the document intrusion task. In this task, a human subject is presented
with a randomly ordered set of eight document titles. The task for the human judge is to find
the intruder, that is, which document is out of place or does not belong. If the set of documents
without the intruder document all make sense together, then the human judge should easily be able
to find the intruder. For example, given a set of computer science documents with titles {systems,
networking, databases, graphics, Alan Turing}, most
people, even non-computer scientists, would pick Alan Turing as the intruder because the remaining
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words make sense together – they are all computer science disciplines.
For the set {systems, networking, RAM, Minesweeper, Alan Turing}, identifying a single in-
truder is more difficult. Human judges, when forced to make a choice, will choose an intruder at
random, indicating that the grouping has poor coherence.
To construct a set of document titles to present to the human judge, a grouping from the
hierarchy is selected at random (discussed in Sec. 2.5.3), and select 7 documents at random from
the grouping. If the there are fewer than 7 documents available in the selected grouping, then we
select all of the documents available; groupings of size less than 4 are thrown out. In addition to
these documents, an intruder document is selected at random from among the entire collection of
documents minus the documents in the test group. Titles are then shuﬄed and presented to the
human judges.
Comparison Models
In preparation for human judgments, a hierarchy from the mode of sampled hierarchies is selected.
Specifically, at every 20th sample (i.e. Gibbs lag = 20), the parent of each document is recorded.
After the Gibbs iterations are complete, each document is endowed by the parent that it saw in
the most samples.
Extracting document groupings for evaluation is slightly different for each model. HDTM and
fsLDA store a document at each node in the hierarchy. A grouping is selected by first picking a
document at random, and then choosing its siblings. TopicBlock and HLDA store documents at
the leaves of the taxonomy, which often include several documents. A grouping is selcted from
these models by first picking a document at random, and then choosing the other documents in
the leaf-topic.
The hierarchies that the TSSB model constructed allowed multiple documents to live at inner
nodes, Attempts to evaluate groupings on inner nodes with more than 4 documents were unsuc-
cessfull. Nodes with 4 or more siblings were also difficult to find because the hierarchies that were
generated were too sparse to find practical groupings. Thus human judges with TSSB groupings
could not be found.
Each document-graph collection had different types of labels presented to the judges. The
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CompSci web site collection was labeled by the Web Page title and URL; the Wikipedia collection
was labeled by the category title as shown in Figure 2.9; the bibliography network was labeled by
the title of the paper.
Analyzing human judgments
The intruder detection tasks described above were offered on Amazon Mechanical Turk. No spe-
cialized training is expected of the judges. 50 tasks were created for each dataset and model
combination; each user was presented with 5 tasks at a time at a cost of $0.07 per task. Each task
was evaluated by 15 separate judges. In order to measure the trustworthiness of a judge, 5 easy
tasks were selected, i.e., groupings with clear intruders, and created gold answers. Judges who did
not answer 80% of the gold answers correctly are thrown out and not paid. In total the solicitation
attracted 31,494 judgments, across 14 models of 50 tasks each. Of these, 13,165 judgments were
found to be from trustworthy judges.
The model precision is measured based on how well the intruders were detected by the judges.
Specifically, if the intruder word wmk is from model m and task k, and i
m
k,j is the intruder selected
by the human judge j on task k in model m then
MPmk =
∑
J
1(imk,j = w
m
k )/J.
where 1(·) is the indicator function and J is the number of judges. The model precision is basically
the fraction of judges agreeing with the model.
Figure 2.8 shows boxplots of the precision for the four models on three corpora. In most cases,
HDTM performs the best. As in [19], the likelihood scores do not necessarily correspond to human
judgments. This is probably because the RWR function essentially constrains the flexibility of the
word sampler to operate only over explicit paths in the rooted graph. Paired, two-tailed t-tests of
statistical significants (p < 0.05) performed between HDTM γ = 0.95 and γ = 0.05 and the other
models are represented by ∗ and ◦ in Figure 2.8 respectively.
The bibliography network data had relatively low precision scores. This is probably because
it was more difficult for the judges, who were probably not computer scientists, to differentiate
between the topics in research paper titles. Figure 2.10 shows a small portion of the document
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hierarchy for the bibliographic network dataset constructed with HDTM γ = .95. The root doc-
ument has 20 children in the hierarchy despite having 145 in-collection links. The remaining 120
documents live deeper in the hierarchy because HDTM has determined that they are too specific
to warrant a first level position, and have a better fit in one of the subtrees.
Recall that each document is associated with the topics from itself to the root, where the root
is a single, general topic. The seven most probable terms at the root level are also shown adjacent
to the root’s title in Figure 2.10. These terms, like in HLDA and TopicBlock, are terms that are
general to the entire collection.
2.6 Discussion
Hierarchical document-topic model (HDTM), is a Bayesian generative model that creates document
and topic hierarchies from rooted document graphs. The initial hypothesis was that document
graphs, such as Web sites, Wikipedia and bibliographic networks contain a hidden hierarchy, along
with corollaries to this intuition in language model propagation literature. Unlike most previous
work, HDTM allows documents to live at non-leaf nodes in the hierarchy, which requires a path
sampling technique called Random Walk with Restart. An interesting side-effect of the random
walker adaptation is that the path sampling step, Eq. 2.1, is much faster than the nCRP because
RWR only creates a sampling distribution for the parents of a document, whereas the nCRP process
creates a sampling distribution over all possible paths in the taxonomy.
Several quantitative experiments comparing HDTM with related models were performed. How-
ever, this results show that likelihood scores are a poor indicator of hierarchy interpretability,
especially when the number of topics are different between comparison models. A large qualitative
case study was also performed which showed that the cohesiveness of the document groupings gen-
erated by HDTM were statistically better than many of the comparison models despite the poor
likelihood scores.
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Figure 2.8: The model precision for five models on three document-graph collections. Higher is
better. ∗ and ◦ represents statistical significance from HDTM γ = 0.95 and γ = 0.05 respectively.
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Figure 2.9: Illustration of the intruder detection task from the Wikipedia collection, wherein human
judges are presented with a set of document titles and asked to select the document that does not
belong.
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Figure 2.10: Constructed hierarchy of bibliographic network with HDTM γ = .95. Words at the
root document represent the most probable words in the root topic. Most probable words for other
documents are not shown due to space constraints.
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Chapter 3
Web Hierarchies From Parallel Paths
The automatic linking of structured and unstructured information is the underlying goal of several
current research efforts in the field of data and information sciences, c.f., information integration,
named entity detection, coreference resolution, and ontology mapping. The reason this task is
so popular is because of its potential impact on the way information is managed and retrieved.
For example, a bibliographic database of computer science research publications (e.g., DBLP)
could be integrated with information from the professors’ homepages. This integration would allow
for an unstructured (Google-type) query to return the contents of unstructured Web pages in a
structured way, or a structured (SQL-type) query to return the contents of an unstructured result.
Furthermore, the unstructured and structured information could be used to mutually enhance one
another providing more informative search results.
3.1 Overview
The general process of this integration effort is to take heterogeneous and/or unstructured infor-
mation and transform it into relatively (semi-)structured, manipulable information. This process
becomes especially challenging when working with a data source as vast and varied as the World
Wide Web. Researchers have found that most Web sites, especially large sites, contain informative
structures. This observation has led to the development of several approaches that leverage the
structural similarities of Web pages (from a common Web site) to learn Web wrappers that extract
content [25, 114]. The extracted content is often put into a database for later retrieval, however,
it is usually not sufficient to extract content from only a single Web page. Instead, information
from many Web pages are gathered in order to enhance the information en masse. In these cases,
content extraction is only part of the story; data providers may also choose to integrate the data
36
into a consistent database with a single schema. The usual approach to this type of information
integration uses rules to match columns in different data tables that contain the same type of
information. This has shown to be a very challenging problem due to the heterogeneity of Web
sites [100, 75].
An important step along this promising path is the task of detecting unstructured documents
as candidates for integration. To that end, this chapter focuses specifically on the detection of
entity-pages from a Web site by navigating Web site hierarchies, where an entity-page is a Web
page that describes a specific entity. An entity-page could be a professor, course, or research group
Web page in the academic domain, or a car, truck, or auto part Web page in the automotive
domain, and so on.
Assumption 1. (Based on Blanco et al. [5]) Many web sites are deliberately designed in a
hierarchical manner.
This assumption is true in many cases because Web sites are designed and constructed manually,
and in many cases, by professionals and web domain managers. This assumption has been implicitly
or explicitly followed by many previous studies on web structure and content discovery, such as [6,
7, 5]. It draws from the observation that Web sites typically have a homepage at the domain
root which welcomes visitors and directs them to more specific pages via navigation menus. The
Web pages linked from the homepage conceptually represent the topics available in the domain,
and each successive layer of the Web site represents an even more specific subtopic. Consider,
for example, a typical computer science department Web site where the homepage may contain
links to people, research, and courses. Furthermore, the people Web page may point to faculty,
staff, students, etc. and the research web page may point to different research groups, such as
databases, networking, architecture, etc. As a user navigates into the Web site, the pages tend to
be divided into specific sub-topics. This assumptions dicates that a Web site conceptually resembles
a tree wherein the Web site’s homepage is the root and intra-site links represent the edges.
Assumption 2. (Based on Crescenzi et al. [26]) Web page links reflect the regularity of the
web page structure.
In other words, links that are grouped in collections with a uniform layout and presentation
usually lead to similar pages. These groups of links are called parallel links. For example, on the
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research page, in the computer science department example, links to the databases, networking,
and architecture Web pages – which are grouped together – are parallel links.
In cases when these assumption are valid, then it follows that entity-pages of the same semantic
type typically share similar page- and DOM-paths through the Web site.
The task can be summarized as follows: given (1) a Web site and (2) an example entity-page,
the goal is to discover all entity-pages having the same type as the example. In other words, given
a faculty member in an academic department the algorithm will attempt to discover all faculty
members in that same department.
The notion of typal-similarity can sometimes be difficult to establish. For example, given a
female associate professor as an example entity-page, should the algorithm to return only the set
of female associate professors? Or, given the notion that the example female associate professor is
a person-entity, should the algorithm retrieve all persons from the Web site? The first assumption
dictates that Web site managers deliberately structure their Web site so that the type-semantics
of entity-pages appear to be natural and consistent for the domain in question. In other words,
the webmaster for a computer science department would not typically segregate the faculty into
male and female. In instances where this assumption is only partially valid, like academic Web
sites which separate faculty into assistant, associate, full and adjunct professors, the method will
overcome this organization unless the assistant, associate, full, and adjunct separation is completely
consistent throughout the entire Web site.
In rare instances in which Web sites do not fit these assumptions, information extracted from
structurally designed Web sites can be used to guide the explorations of the ill-designed Web sites.
Discovering structural information automatically is not a trivial task. The variety of Web sites
and structures pose major challenges to this task. In the case study, the entity-pages are sometimes
maintained by different people and can be hand-crafted; therefore, they are rarely consistent even
within the same domain. To further complicate matters, the World-Wide-Web is massive and any
approach must scale well.
With these challenges in mind, this approach explores a Web site by traversing paths through
Web structures across multiple Web pages. By intelligently navigating these Web structures the
algorithm grows parallel paths, and by the intuition above, these parallel paths lead to Web pages
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that represent entities of the same type. While it may be advantageous to integrate textual cues into
a solution, the study conducted here is based on the Web structure alone. This is to demonstrate
the raw effectiveness of parallel paths. The main contributions of this chapter can be summarized
as follows:
1. The concept of parallel paths in a Web site is proposed in this chpater and several useful
properties stemming from parallel paths is explored.
2. A Web structure mining algorithm that uses parallel paths to discover entity-pages given a
single example is described.
3. A case study which spans a varied Web corpus and multiple, diversified tasks is conducted
in order to demonstrate the effectiveness of the propsed algorithm.
3.2 Related Work
The issue of modeling the structural properties of Web pages and Web sites has been studied
in several recent research projects. Categorically, this work fits into the realm of Web mining,
specifically Web structure mining. For a survey on existing techniques see Liu’s book on Web data
mining [70] or Qi and Davison’s survey paper on Web page classification [92].
Entity-Page Finding. Many heuristic approaches have been discussed in recent work. The
TREC homepage finding, INEX entity ranking and TREC Entity tracks all report some success in
finding entities on the Web. However, their assumptions are quite different from the assumptions
in this work. The TREC homepage finding task assumes that the name of each entity is given.
The INEX entity ranking task generally assumes that the entities are found on Wikipedia. The
TREC Entity track is most similar to this approach, but many competitors also assume that the
entities exist in Wikipedia. Recent reports show that about 80% of the TREC entities are found
in Wikipedia [58]. However, the data set in this work mostly deals with non-encyclopedic entities,
therefore this is not a valid assumption; furthermore, the vast majority of entities found on the
Web cannot found in Wikipedia.
Other methods can be found outside of the TREC/INEX conferences. For instance, PEBL uses
an SVM-based approach to classify Web pages according to features from the content and URL of
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a Web page [126]. Kaptein et al. find entity-pages by assuming that an entity exists in Wikipedia
and searching the Wiki-page for a link to the entity’s homepage [58].
Liu et al. [70] presented an approach which represents a set of Web pages by a weighted graph,
where a small portion of nodes are labeled and the edge weight represents the closeness of two
nodes. Labels are propagated from labeled nodes to unlabeled nodes via matrix operations on
the weighted graph. However, these weights are obtained by considering textual information such
as heading, anchor text, bold text, etc. They do not use any structural information, and their
classification is topic based instead of entity-type based.
Web Structure Mining. An approach to clustering Web pages based on their structure was
proposed by Crescenzi et al. [26]. This method works by modeling each Web page with abstract
structural features, and clusters Web pages based on their structural similarity. Work by the
same authors [5, 7, 6] are similar to this algorithm. However, these particular works assume that
the entity pages found contain similar structures. This is frequently not the case, especially in
the motivating example where the entity pages are professors, research groups, course pages, etc.,
which rarely share similar structures because they are maintained by individuals. Rather, the Web
page structures leading to the entity page share similar characteristics for all entities of the same
type.
The method described in this chapter relies on finding parallel links on Web pages, and to that
end we have found a few works that define similar structures for use in various applications. Yang
and Chua [122] looked at lists of links in an attempt to answer list finding questions. Shen et
al. [102] proposed the use of parallel hyperlink structure analysis to find related pages for a given
Web site. Lin et al. [68] utilized parallel links as one feature to calculate the similarity matrix
among a set of Web pages. Google Sets uses existing lists on the Web to automatically create sets
of items [108].
Shen et al. [101] presented an approach that creates connections between pages that appear in
the results of the same query and are both clicked on by users. Similarly, Kim et al. [59] propagate
class labels from labeled pages to unlabeled ones by assuming that click-through pages have the
similar types. Both query-based approaches hint at the concept of parallel links. However, these
approaches require large amounts of labeled data, a search engine, and click-streams and they have
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relatively low accuracies (approx. 65% and 83% respectively).
The Mining Data Records (MDR) algorithm by Liu et al. mines patterns from a Web page’s
DOM tree in order to discover data records [71]. Although MDR, and a newer version DEPTA [129],
are able to accurately find data records, we note that these algorithms cannot find general lists on
the Web [113]. We show in Chapter 6 that some modifications to the MDR algorithm to include
the 2nd assumption is useful for entity-page discovery.
Most of the related list finding works share the 2nd assumption that links from the same list of
links point to related pages. This assumption is reminiscent of the co-citation principle [104] which
claims that the relationship between two documents can be determined by the frequency at which
they appear in citation lists. In the context of Web pages, the idea is that if a page A links to two
pages B and C then it is likely that there exists some relationship between B and C. Most related
work has argued such a relationship is topical; this work claims that, in the restricted context of
large Web sites, a typal relationship exists as well.
3.3 Parallel Paths
The previous section asserts that Web lists contain elements that are of the same semantic type.
This section shows that, by navigating paths in Web sites through these Web lists, more information
about the entities represented in the lists can be learned. Perhaps the best place to look for this
extra information is the entity’s homepage (entity-page). The goal of this section can be summarized
as follows: to find the complete set of entity-pages in a Web site given an example entity-page. For
instance, given the homepage of a faculty member in a computer science department, the goal is
to find the set of all faculty members’ homepages; or given a senator’s homepage on the United
States Senate’s Web site the goal is to find all senators’ homepages.
Consider a Web site G to consist of a set of Web pages V and a set of hyperlinks E between
various Web pages. Furthermore, all Web pages in V exist within the same Web domain and all
hyperlinks in E are directed.
Web pages v ∈ V are comprised of a Document Object Model (DOM) tree Tv. In these DOM
trees a root node is denoted as h corresponding to (almost always) an html-tag, and hyperlink
tags are denoted as aY where a is a hyperlink and Y is the Web page referenced by the hyperlink.
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Figure 3.1: Example finding list of links with HyLiEn. Dotted link represents example link path.
Vertical boxes represent extracted list elements, and horizontal boxes represents parallel links
Note: Y may or may not exist in V .
Definition 3.1. Root-to-Link Path. A Root-to-Link Path P (h,aY ) is the path through a DOM-tree
that connects h to aY [26].
In this work, a Web page is considered to be a set of the root-to-link paths in the corresponding
DOM tree representation.
Example 3.1. The path denoted by dotted lines in Figure 3.1 is a root-to-link path P (h,aX),
which, when expanded, is denoted A(html-div-ul-li-aX).
Definition 3.2. Parallel Links. Two or more links are in parallel if they are found to exist in a
list, where a list is defined and extracted in Section 2.
So far finding paths have only been found in individual Web pages. The next step is to extend
this model to include links among multiple Web pages.
One or more pages can have several paths which are in parallel. This observation begets the
notion of path parallelism.
Definition 3.3. Path Parallelism. Two or more different root-to-link paths P1, . . . , Pn are in
parallel if their terminal hyperlinks are leaves of the same list as described in Section 2. A root-to-
link path is always in parallel with itself regardless of list membership.
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Figure 3.2: Extended parallel paths over multiple Web pages. Page X is the given example entity-
page; therefore, Path 1 is the example path. Paths ending with 1, 2, 3, 4 are in parallel. The
bottom paths terminate at the red ∗ because are not in parallel with the example path.
Definition 3.3 considers paths to be in parallel if and only if they belong to the same Web list.
This definition derives from the observation that Web pages leading to the different entity-pages
of the same type typically have many paths that pass through the same lists. Most importantly,
links in a Web list, i.e., parallel links, are almost always preceded by parallel paths.
Next, the expanded notion of parallel root-to-link paths is described in order to operate across
linked Web pages.
Definition 3.4. Extended Parallel Paths. An Extended Parallel Path P is a path spanning two or
more individual root-to-link paths P1, . . . , Pn where a in Pi references h in Pi+1.
Example 3.2. The illustration in Figure 3.2 describes six distinct extended paths, the top most
path (the example path) can be expressed as A(html-div-ul-li-aB) → B(html-div-p-aD) →
D(html-div-ul-li-aX) → X. This extended parallel path can be compactly expressed as A →
B → D → X.
Given the definitions above, recall that the ultimate goal of this algorithm is to find entity
pages of the same type given an example. Formally, given a Web site G and an example entity-
page X ∈ V the goal is to discover the set of entity pages S where S = {X,Y,Z,W} if and only if
the pages Y , Z, and W share the same type as the example X. As discussed in Section 3.1, the
notion of type inclusion/exclusion is task-dependent and therefore cannot be rigidly defined.
The first step in this process is to find an extended parallel path to the example entity page
called the example path.
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Definition 3.5. Example Path. An Example Path is an extended path from h of the Web site’s
homepage A to the h of the given example entity-page X.
The example path definition assumes that there is a single link between two Web pages e.g.,
two hyperlinks in Page A that both link to Page B. This assumption is usually valid, however, in
cases where this assumption fails, the first link is picked.
Finally, Web pages that terminate extended parallel paths are entity-pages of the same type as
the example entity-page.
3.3.1 Discovering Entity Pages
The task in the entity-page discovery step is to find the complete list of entity-pages of the same
type given a Web site and an example entity-page. This section uses, as a running example, the
computer science department Web site cs.illinois.edu of UIUC and the Web page of Professor
Dan Roth as the example entity-page. Within this example, the problem is restated as follows:
given a computer science department Web site UIUC (G), and Dan Roth’s homepage (Page X)
the goal is to find the homepages of all of the faculty members’ homepages in the computer science
department at UIUC.
Finding Paths
Recall that the crux of this approach is that similarly-typed entity-pages share similar paths through
the Web graph. This is because Web developers design Web sites in a hierarchical manner, where
entity pages are often the leaves of this conceptual hierarchy. Furthermore, the path from homepage
A to the entity-page X is usually designed to navigate the user through a logical hierarchy of topics
and increasingly finer subtopics.
A Web site is considered to be a rooted directed graph, where the root A is the Web site’s entry
page. The shortest paths through G (determined by breadth-first search) is called the example click
path Πe because it is the shortest path of “clicks” from the root to the example entity-page. By
computing and using the shortest paths between the root of the Web site and the example entity
page, the problem of cycles from the original Web graph is mitigated because the shortest path,
by definition, will not contain a cycle, and the 2nd, 3rd, etc. shortest paths are unlikely to have
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ALGORITHM 2: Compute Example Path
input : Shortest Path A→ X (Πe)
output: Example Path Pe
for pii ∈ Πe do
Lpii ← GetLinks(pii); /* get links in pii */
foreach link node lpii ∈ Lpii do
if lpii links to pii+1 then
x← lpii ; /* outgoing link is found */
break;
end
end
y ← x.clone();
while y 6= nil do
add y to R; /* add to root-to-node path */
y ← parent of y;
end
add R to Pe;
end
return Pe;
cycles depending on the connectivity of the Web graph.
The next step is to find the DOM paths through each page in Πe in order to test the parallelism
of other paths. To do this, the algorithm starts at the last page (page linking to X) in Πe piN and
recurs from the link – which contains the reference to X – up to the root of the DOM tree. The
result of this recursion is the path through the DOM tree from the root to the appropriate link.
This is repeated for each page piN−1, piN−2 . . . pi1 in the example click path until the full example
path Pe is constructed.
Example 3.3. The example path in Figure 3.2 consists of A(html-div-ul-li-aB)→
B(html-div-p-aD)→ D(html-div-ul-li-aX)→ X.
This process is outlined in Algorithm 2 and requires a shortest click path Πe comprised of the
Web pages from the homepage to the example entity-page.
With the information from the example path, the next task is to find paths in parallel with Pe.
These parallel paths should lead to entity-pages of the same type.
While it is possible to enumerate the shortest paths between the root and all other Web pages,
the evaluation for parallelism of all of these paths would require a |V | − 1 shortest path searches,
and a DOM tree search for each page in each candidate path. The next subsection describes how
to avoid searching all possible paths by growing parallel paths.
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ALGORITHM 3: Find Parallel Links
input : Divergent Web page pd, Web page pe from example path Pe
output: Set of links Mpd from pd parallel to Pe
lpd ← PartialTreeAlignment(pd, pe); /* See [129] */
/* lpd is link in pd in aligned with example path in Web page pe */
Mpd ← HyLiEn(pd, lpd); /* Chap. 6 */
return Mpd ;
Growing Extended Parallel Paths
The example path Pe always starts from the root of the Web site homepage because the it is
constructed by a shortest path search from the homepage the the example entity-page. This
guarantees that any path in parallel with Pe will also start from the homepage. Therefore the
algorithm always begins growing extended parallel paths starting from the homepage.
At this point the list finding and extraction algorithm becomes extremely important because
parallel paths can only diverge at a list containing hyperlinks. This thesis describes several list-
finding algorithms in later chatpers. A propert list-finding mechanism allows paths to grow through
pages separate from, yet in parallel with, the example path. In other words, if the link in the
example path is part of a list, then the algorithm should explore the other links in that list.
By exploring these divergent paths the algorithm needs to reconcile which root-to-link path in
the divergent page represents the example root-to-link path so it can again look for paths within
the divergent page that are in parallel with the example path. This is a non-trivial task because two
separate pages will only rarely have the exact same structure, therefore, the partial tree alignment
algorithm [129] is employed to find the link node in the divergent page which matches the example
link from the Web page on the example path. Although this algorithm was initially developed
for record mining purposes, it is useful for this purpose as well. Alg. 3 outlines the method by
which parallel links are found between divergent paths. First, Zhai and Liu’s partial tree alignment
algorithm is used to align the DOM trees of the divergent Web page pd with the Web page from
the example path pe. With the alignment the hyperlink lpd is selected from pd which is aligned
with the hyperlink along the example path. The HyLiEn algorithm, described in Chapter 6, is
then used to find other links that are in the same list as lpd . These other links are further divergent
points that can be explored.
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ALGORITHM 4: Growing Parallel Paths
input : Web page p, example path Pe
output: Set of paths X parallel to Pe
if Pe =nil then /* recursive termination case */
add p to X ;
return X ;
end
Mp ← FindParallelLinks(p, Pe.head); /* Alg 3 */
foreach link node mp ∈Mp do
p.Push (target page of mp);
Pe ← Pe.Pop;
return GrowParallelPaths(p, Pe);
end
Example 3.4. Consider the two hypothetical Web pages Page B and Page C in Figure 3.2. The
two trees do not exactly align yet the partial tree alignment algorithm will attempt to match the
DOM trees to find which link, if any, in Page C corresponds to the example link in Page B. In this
example, the partial tree alignment algorithm determines that the link aF in Page C most closely
aligns with the example link aD in Page B.
If a suitable link node is found matching the example link node, then the algorithm will again
try to find lists of links with the HyLiEn algorithm described above. Alg. 4 contains the pseudocode
for recursively growing extended parallel paths.
In the likely event that the partial tree alignment algorithm is unable to find a suitable link
node in the divergent page that matches the example link then this path will terminate (Red ∗
in Figure 3.2). In real-world Web sites this termination creates a pruning effect and results in a
tremendous savings.
Sometimes the shortest path from the root to the example entity-page does not always contain
all parallel paths necessary to find all entity-pages.
For example, in Figure 3.3 if the short-path through the data mining research page is chosen
then Professor Adve, who does not do research in data mining, would not be discovered. So, in
practice the k-shortest paths [124] are found and the above process is repeated k times. During
different iterations of the process, the algorithm may visit the same Web page multiple times;
for example, in Figure 3.3 short path #1 may visit root, research, data mining, dan roth,
personal site (roth); and short path #2 may visit root, people, faculty, dan roth, personal
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Figure 3.3: CroppedWeb graph from the Computer Science Department at the University of Illinois
at Urbana-Champaign
site (roth). Alg. 5 shows the overall parallel path finding algorithm.
In some cases, the user may wish to explore entity-sets other than those that the Web site is
providing with its shortest paths. For example, perhaps the user is only interested in data mining
professors, rather than the whole list of professors. In such cases, it is possible to manually define
an example path and forgo the example path construction phase. However, it is not possible to
delineate subsets of entities for which an example path does not exist; for example, finding women
professors in a Web site is only possible if the user manually enters an example path that leads
only to women professors, and where the diverging points (i.e., lists) on the example path do not
divert to male professors.
By growing the extended parallel paths from the root the algorithm avoids evaluating the
parallelism for all |V | − 1 possible paths because the algorithm stops growing a nonviable path as
soon as the parallelism condition between the current path and the example path fails, e.g., red
slashes in Figure 3.2.
Interpreting the Output
The result of the algorithm is a set of entity-pages, their paths from the root and the number of
visits.
An interesting side effect from repeating path finding is that some entity pages will be visited
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ALGORITHM 5: Parallel Path Algorithm
input : Web site entry page A, entity-page X , repetitions k
output: Parallel paths to entity-pages S
G← CrawlWebSite(A);
foreach ρe ∈ KShortestPaths(A,X,k) do
Pe ← ComputeExmplPath(ρe); /* Alg 2 */
X ← GrowParallelPaths(A, Pe); /* Alg 4 */
add X to S
end
return S
more times than others. The difference in visits depends upon the common paths relative to the
example entity-page.
From the example above using the Web graph in Figure 3.3, the first iteration (using the path
through the people and faculty Web pages) would return all of the faculty members’ entity-pages.
The second iteration would chose the path through the research and data mining Web pages, and
since Professor Adve is not in the data mining research group her page is not visited a second time.
3.4 Experimental Results
To evaluate the parallel path finding algorithm a case study was performed on various domains
with entity-pages of multiple, diverse types. In these experiments the number of iterations, k, is set
to 5. Recall that the goal of this step was to discover entity-pages of the same type as an example
entity-page.
The main data set contains 1,206,445 Web pages with 24,951,403 edges from the Web sites
of 106 universities. From each university a computer science faculty member was chosen as an
example faculty, and the results of the algorithm were manually compared to the faculty listing
on the department’s Web site. Ancillary experiments were performed on smaller, various data sets
such as courses, research groups, members of congress and sports teams.
Tables 3.1 and 3.2 shows the list of results grouped by entity type.
∗One surprising result was from the congressional committees case study where the algorithm
found more true positives than had been initially labeled. It turns out that in the committee
structure of the Senate and House, the party in power (currently Republicans) hold chairperson
positions on each of the committees and thus control the Web pages. In response, the opposing party
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Table 3.1: Entity-page discovery results for CS Faculty
Mean Median Variance
Entity Type Count Prec. Recall Prec. Recall Prec. Recall
CS Faculty 5,133 86.5% 85.8% 100% 100% 6.0% 5.5%
Table 3.2: Entity-page discovery results
Entity Type Example Page Count Prec. Recall
UIUC CS Courses cs.illinois.edu 84 100% 100%
UIUC CS Groups cs.illinois.edu 36 100% 100%
Representatives house.gov 441 100% 100%
Senators senate.gov 100 100% 100%
House Committees house.gov 45 100%∗ 100%∗
Senate Committees senate.gov 40 100%∗ 100%∗
Football Teams espn.com/illini 238 100% 100%
Football Players n.scheelhaase 10,154 100% 100%
(Democrats) develop opposing committee Web pages – presumably to advertise their contrasting
agenda. Therefore, for each actual committee Web page there exists an opposing Democratic Party
Web page. The official lists on the House and Senate Web sites do not mention such a structure
yet the algorithm managed to find these pages because they were listed together with the official
committee Web pages on a Web list somewhere within the Web site. After reviewing the these
results it was decided not to count the opposing committee Web pages against the precision score.
Note that ESPN regularly keeps Division I teams (Illinois, Alabama, Oregon, etc.) separate
from Division II teams (Northwest Missouri State, Grand Valley State, etc.) and because teams
cannot play across divisions, the result set did not include Division II football teams or players.
Table 3.3 shows a line-item breakdown of the algorithm results on the computer science depart-
ments ranked in the top 251. The reference page was the department Web site homepage and the
example professor was manually chosen, but was typically the first record listed on the Web site.
Because the entity-page discovery relies heavily on the exploration of links though Web lists,
nearly all of the errors that were encountered were because of improper list extraction.
Four concerning results from Table 3.3 are from the CMU, Texas, Cal Tech and Rice Web sites.
By looking closely at these domains it quickly became evident that the inaccuracies were results
of an inadequate parallel link finding algorithm. Specifically, in the Rice Web site there is a two
column listing of all faculty members that the list finding algorithm did not parse correctly. The
1Rankings from US News 2010
50
University Example Professor Count Precision Recall
MIT Scott Aaronson 91 96.0% 82.4%
Stanford Alex Aiken 85 70.9% 65.9%
Berkeley Pieter Abbeel 58 96.5% 95.8%
CMU Victor Adamchik 110 79.5% 48.2%
UIUC Tarek F. Abdelzaher 52 98.1% 100%
Cornell David H. Albonesi 58 96.7% 100%
Princeton Andrew W. Appel 38 94.7% 94.7%
Washington Sameer Agarwal 56 98.2% 100%
Georgia Tech Gregory D. Abowd 113 100% 100%
Texas Lorenzo Alvisi 57 96.8% 52.6%
Cal Tech Yaser S. Abu-Mostafa 17 55.6% 58.8%
Wisconsin Aditya Akella 42 79.2% 100%
UCLA Algirdas Avizienis 55 100% 78.2%
UMD Ashok Agrawala 78 100% 97.4%
Michigan Steven Abney 64 100% 95.3%
Columbia Peter K. Allen 39 100% 100%
Harvard Stephen Chong 23 53.5% 100%
UCSD Scott B. Baden 45 100% 100%
Purdue Cristina Nita-Rotaru 47 100% 80.9%
Brown Michael J. Black 35 91.7% 94.3%
Duke Pankaj K. Agarwal 25 100% 100%
Rice Eugene Ng 22 68.4% 59.1%
UMass Rick Adrion 76 94.7% 100%
UNC Ron Alterovitz 54 100% 92.6%
UPenn Rajeev Alur 70 87.5% 90.0%
Mean 56.4 90.3% 87.4%
Table 3.3: Top 25 computer science department person-entity retrieval results
Texas and Cal Tech evaluations had similar problems negotiating links in Web lists. The CMU
Web site divided the faculty list into separate pages alphabetically. The alternate path finding
ability was able to scan the separate pages, but the k-value was set to 5 iterations, which was not
enough to extract all of the CMU faculty. Increasing the k-value to 10 for CMU achieved 100%
recall.
Well structured Web sites like ESPN are very easy because their navigational structure is regular
and well maintained. Other large Web sites like Amazon, Ebay, etc. are so well structured that
they are a good fit for traditional for wrapper techniques, and are less interesting from this work’s
perspective. Smaller Web sites, like academic departments, are actually a more difficult test for
this method because they are far more likely to be poorly organized.
One interesting side effect of this algorithm is that, because the algorithm explores k example-
paths, the visitation frequency of found entity-pages show they are related. Because this is a tedious
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task and not the main goal of this paper, only one representative result is shown in the case of the
UIUC Web site and the example entity-page of Tarek Abdelzaher.
The final result, after k = 5 iterations, is that the algorithm visited Professor Abdelzaher 43
times. The 2nd most visited faculty member was Gupta at 42 visits followed by King, Caccamo,
Gunter, Lui, Nahrstedt, Godfey and Kravets at 41 visits each. The total then drops to 32 and so on
for the rest of the faculty. After studying the organization of the Computer Science Department at
UIUC it was found that these professors are all researchers in the systems and networking fields, and
therefore share more parallel paths with professor Abdelzaher than a professor in, say, databases
does.
Note that the algorithm executes at most 5 iterations in the case study. Yet it is still possible
for the parallel path growth algorithm to “visit” an entity-page more than 5 times because distinct
parallel paths can, and often do, end at the same entity-page. It is possible to prevent this behavior,
but the interesting side effects of this behavior are worth the extra path traversals.
This output provides a novel way to look at the semantic similarity of two or more entities.
Of course, the number of hits only shows the similarity of the extracted entities relative to the
example entity, not necessarily the similarities between all entities.
Worst-Case Scenarios
Admittedly, the methodology presented in this paper makes some assumptions. Most importantly
the algorithm assumes that the Web site in question is deliberately designed and that entity-pages
of the same type can be found by traversing similar paths. This is probably a valid assumption be-
cause menu and breadcrumb structures utilize this assumption while simultaneously – and perhaps
unintentionally – promoting its continuance.
There are cases where the Web site developer mismanages the Web site resulting in broken
links along otherwise parallel paths. In these instances, the parallel growth algorithm will try to
find alternate paths in later iterations. In severe cases of inconsistent page structures the algorithm
may fail.
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Algorithm Generalization
In the faculty finding experiments, the results show that the link removing approach to growing
parallel paths scores the highest in terms of precision and recall, followed by the k-shortest paths
approach. Content-based methods, such as the cosine similarity baseline performs poorly at this
task because Bag of Words-based similarity rankings typically form clusters based on the distribu-
tion of words in pages. Therefore, faculty members which do research in, say, operating systems will
cluster closely with their graduate students’ homepages, and research group homepages because
the vocabulary of these pages tends to be more similar than a faculty member who does research
in, say, databases.
Although the styles of the 25 computer science department Web sites vary widely and are
sufficiently large, the algorithm was checked against even larger non-academic domains: the US
Congress and ESPN. Note that the members of congress each have their own homepages which
differ vastly in both content and structure, yet the parallel paths leading to these homepages remain
consistent. These results confirm that this approach generalizes across different types of Web sites.
The ESPN, as well as the unevaluated Amazon results, show that this approach is accurate even
when the number of entity-pages is large.
The research group, course, committee and football team experiments show that this approach
generalizes for entity-pages which are not just persons. Therefore, many different entity-types in
the conceptual schema of a Web site can be discovered by this method.
3.5 Discussion
This chapter introduced the concept of parallel paths and rationalized several properties of these
parallel paths in order to discover similarity-typed Web pages. Given a Web site’s homepage URL
as an entry point and an example Web page representing the type of entities to retrieve, the parrallel
paths method finds all paths parallel to the shortest path. The algorithm exploits the observation
that Web site creators deliberately design paths through link structures towards entity-pages, and
that these paths (e.g., paths to professor homepages, course pages or group pages) are in siblings
in the hierarchy, i.e., are in parallel.
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Part II
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Chapter 4
Hierarchical Link Paths on the Web
The World Wide Web contains a wealth of information, and it is rapidly expanding in size and
scope. Despite the vast complexities of the Web’s landscape, billions of people, even young children,
are able to navigate the Web with relative ease. This is partly due to the usefulness of modern Web
browsers, search engines and Web design techniques, and partly due to the link-based construction
of the Web itself. Arguably, the aspect most fundamental and essential to the ongoing operation of
the Web is the existence of hyperlinks. These page-to-page links have shown their ability to tame
the Web over and over again, and has transformed an otherwise unwieldy mass of documents into
information accessible to the World.
4.1 Overview
Popular search engines commonly index an inbound link’s anchor text because “anchors often
provide more accurate descriptions of Web pages than the pages themselves” [10]. The idea of
indexing incoming anchor text with the page it refers to was initially implemented in the World
Wide Web Worm in 1994 [77], and since then dozens of studies have looked at various ways to
leverage anchor text information for a variety of tasks. Many reasons for the effectiveness of anchor
text have been proposed, and these various proposals are appropriately summed by Eiron and
McCurley who note that, “anchor text resembles real-world queries in terms of its term distribution
and length” [32]. In other words, anchor text is effective at search because anchor texts resemble
searches.
This chapter looks at the problem of record linkage. Record linkage, in general, is the task of
finding common entities in two or more sets. For the purposes of this thesis, the goal is to map
specific Web pages to records in a database.
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Figure 4.1: Problem example wherein two columns Zipcode and URL are added to a database
schema, and the URL column is mapped to Web pages corresponding to the Name column. From
this mapping the Zipcode column may be populated by extracting data from the Web page.
Consider the example shown in Figure 4.1 wherein a structured database holds a list of computer
science faculty members with the URL and zipcode fields empty. If mapping could be discovered
from each faculty members’ record to their personal Web page then Web pages could be mined
for zipcodes in order to fill the missing values in the structured schema. With this information
simple tasks could be performed like plotting each professor on a map, or more interesting tasks
like examining the geographical density and distribution of computer scientists.
The main contributions of this chapter are as follows:
1. Link paths are defined and it is shown that they are able to represent Web documents more
effectively than existing methods
2. A large case study is performed on Web page record linkage. The case study shows shows
that text from link paths improves performance over current methods.
4.2 Related Work
The use of anchor text from links paths to enrich document representation is a novel concept. How-
ever, anchor text has been widely studied and used as an important source of relevant information
for many years. McBryan was one of the first to associate anchor texts of incoming links to a Web
page in the World Wide Web Worm tool [77]. Later, Brin and Page explained the importance of
associating anchor texts with both the Web page it occurs on as well as the Web page it points
to [10]. Harmandas et al. showed that anchor texts could also be used to annotate Web pages
containing only images [49]. Due to their importance and descriptive ability, anchor texts are
currently used in most commercial search engines.
Web page to database record linkage is a largely unstudied task, and most of the recent work
in bridging structured and unstructured data focuses on information extraction. Information ex-
traction rightly assumes that many Web pages are constructed by merging an HTML template
with database records, and the goal, therefore, is to automatically reverse that process in order to
extract the structured database records from the semi-structured Web page.
Several methods have been devised to accomplish this task. Liu et al.’s Mining Data Records
(MDR) algorithm finds patterns in the HTML code of a Web page to extract data records. This
work was later extended by Zhai and Liu to extract patterns via partial tree alignments from
the Web page’s DOM tree [129], and again by Miao et al. to extract data records by clustering
HTML tags from DOM paths [81]. Unfortunately, these types of algorithms assume that each
Web page contains two or more similarly structured records. Cafarella et al. showed that Web
tables represented database records [12], and Lin et al. used these Web tables to discover entity
relationships on the Web [68]. For more information on this type of work see Hovey’s survey
paper [54] or Liu’s Web Data Mining book [70]. Each of these information extraction techniques
are useful for creating structured database records from Web pages. However, none of these works
address the problem of mapping existing database records to their corresponding Web page.
Previous research demonstrates that anchor texts provide critical information to Web search
engines, and that, currently, Web search engines only use anchor texts adjacent to the Web page.
The notion of link paths lifts the adjacently-only restriction by aggregating anchor text from specific
paths through the Web.
4.3 Link Paths
On the Web-graph each Web page represents a vertex and each hyperlink represents a directed
edge. A link path, therefore, is a path through the Web-graph from one Web page to another.
Specifically, if a path between page u and page v contains pages x, and y then a link path from u
to v is u→ x→ y → v.
Let G = (V,E) denote a given Web site, where V = {v1, . . . , vn} is the set of vertices and
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E = {e1, . . . , em} ⊂ V ×V is the set of directed edges, where each edge ek is represented by 〈vi, vj〉.
A path p ∈ G is a sequence of directed edges p = 〈〈v1, v2〉, . . . , 〈vl−1, vl〉〉.
Anchor tags along the link path are extremely important. To capture this information each
edge in the link path is labeled with the corresponding anchor text. If the link between pages u
and x has the anchor text a, then the link is labeled u
a
−→ x.
Because there are an infinite number of possible paths on the World Wide Web, it is intractable
to consider all possible link paths to all Web pages. One way to limit the number of possible paths
is to identify a source page u. The source page u, known as the reference page, provides context to
the indexing task and is therefore task dependent. For instance, if the task is to index Web pages
at the University of Missouri then an appropriate reference page would be missouri.edu; if the task
is to index movie Web pages then an appropriate reference page may be trailers.apple.com. In
any case, the reference pages should be identified either manually or by some heuristic.
Another way to extract link paths is to navigate backwards from v in G collecting anchor texts
for all hyperlinks pointing to v on the first level x1 → v, and then all anchor texts from hyperlinks
pointing to all x1 Web pages x2 → x1 → v, and so on, up to a certain distance from v. This
backwards breadth first enumeration will quickly traverse the entire Web, so a a domain or depth
restriction is necessary.
Because path computations on large graphs can be very computationally expensive, special care
must be taken to ensure efficient path computation. Forward link paths (from a reference page)
will result in a concise, specific Web document representation, while the backward link paths will
result in a broader Web document representation. The computational effort in finding backward
link paths is straightforward, but the forward links path method requires special computational
considerations. The next subsection describes the specific method by which forward link paths are
collected.
4.3.1 Collecting forward link paths
Like most Web indexing processes, collecting forward link paths requires a graph of a Web site to
be created from Web documents. The creation of such a large graph can easily be incorporated
into the Web crawling process itself. Assuming that Web graphs are created and updated during
58
3,
{TA=1,
TC=nil}
Faculty
Data
Mining
Jeff Daniel
Dan Ford
Jessie Vade
Jeff Daniel
Dan Ford
People
4,
{TA=2,
TB=2}
Research
Personal
Site
Personal
Site
Personal
Site
1
Tree A Root
Tree C Root
Tree B Root
2,
{TA=1,
TB=nil}
5,
{TA=3,
TC=3}
6,
{TA=4,
TB=4}
7,
{TA=4,
TB=4,
TC=5}
8,
{TA=4,
TB=4,
TC=5}
9,
{TA=6,
TB=6}
10,
{TA=7,
TB=7,
TC=7}
11,
{TA=8,
TB=8,
TC=8}
Figure 4.2: Example Web graph. Vertices are numerically labeled (1-11) by their crawl order.
Pointers to link path trees are shown.
the Web crawl, a simple extension can be used to efficiently find forward link paths.
Given a set of references pages u1, . . . , un = U and an existing (i.e., running) Web crawler,
when the Web crawler reaches a reference page ux ∈ U then a rooted, directed tree Tx called a
link path tree is initialized with ux as the root. Tree Tx is updated as the Web crawler expands the
horizon in a breadth first manner from ux. In order to keep the size of the trees manageable the
algorithm: (1) limits the depth of the tree and (2) stores directional tree pointers in G rather than
storing duplicate data values or tree structures. This will result in n trees, one for each reference
page u1, . . . , un in U while only adding at pointers to the nodes in the graph. The data model
described in Figure 4.2 shows a cropped real world graph where vertices are numerically labeled
according to their crawl ordering. There are three reference pages U = 1, 2, 3 and each vertex shows
the tree representation embedded in the graph.
Note that because of the breadth first nature of the Web crawl the resulting link paths will
always result in a directed acyclic graph (DAG).
The extra space required for this computation is in the order of O(n|V |) when the depth
limit is infinite, and is otherwise bounded by the fanout and tree depth when a depth limit is
imposed. The extra computational time is a small constant for common Web crawler and Web
graph implementations. Although the fanout cannot be controlled, it seems prudent to limit the
maximum tree depth to a reasonable amount; different maximum depths will also affect the search
59
ALGORITHM 6: Forward Link Path Collection
input : Graph G
output: Searchable Web Index
foreach Vertex v ∈ G do
lpv ←nil;
foreach Tx in v do
lpx,v ←nil;
/* collect anchors by tree climbing */
while ParentOf(v) 6=nil do
x←ParentOf (v);
lpx,v ← lpx,v+Anchor(G, x, v);
end
lpv ← lpv + lpx,v;
end
Index(v, lpv)
end
accuracy.
At any time during an existing Web crawl or after a crawl is completed, the trees T1, . . . , Tn
can be used to calculate forward link paths for each document. The link path trees T1, . . . , Tn
stored in G allow for the efficient collection of link paths. For each indexable Web document its
corresponding node vidx is found in G. For each link path tree reference in vidx the algorithm
traverses upwards to the root and aggregates the anchor texts stored in G during the upward
traversal. Pseudocode for this process is shown in Alg. 6.
Now that the link path trees, and the method by which link paths are collected are defined the
next section investigates how anchor texts represent documents.
4.3.2 Anchor Text
The path p from u to v will have edges {e1, . . . , el−1} annotated by the anchor text of each edge ae.
The set of anchor texts {ae1 , . . . , ael−1} for the path p, denoted Ap, typically contains a descriptive
text relative to the reference page u of the destination page v.
Following the processing for collecting forward link paths a document may be created or an
existing document may be enhanced.
Example 4.1. For the vertex / ~ dford/ in Figure 4.3 corresponding to vertex 10 in Figure 4.2,
there are three link path trees. The anchor texts retrieved by following Algorithm 6 are: PTA=
{Personal Site, Dan Ford, Faculty, People}, PTB= {Personal Site, Dan Ford, Faculty}, and PTC=
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Figure 4.3: Example Web graph corresponding to the graph in Figure 4.2. Vertex numerals are
replaced by relevant URL suffixes.
{Personal Site, Dan Ford, Data Mining}.
From this real world example, the utility of anchor texts from link paths is evident because Dan
Ford is a person and a faculty member who does research in data mining.
The backward link path collection method can also be used to collect link path text.
Example 4.2. For the vertex / ~ dford/ in Figure 4.3 the algorithm can navigate backwards 4
edges to collect anchor texts. The anchor texts retrieved by backward link paths are: Personal Site,
Dan Ford, Faculty, Data Mining, People, Research}.
In these examples, the backwards and forward results are very similar. However, in non-cropped
Web sites the backward link path method collect an order of magnitude more anchor texts than
the forward link path method.
Next the link paths {PT1 . . . PTn} are combined into a bag-of-words representation Av for each
of the link paths in n trees. Av is called a bag-of-anchors.
Example 4.3. Forward link paths. The bag-of-anchors from the running example is {Personal
Site:3, Dan Ford:3, Faculty:2, People:1, Data Mining:1}.
Backward link paths. The bag-of-anchors from the running example is {Personal Site:1, Dan
Ford:2, Faculty:1, People:1, Data Mining:1, Research:1}.
Finally, the bag of anchors are added to a field in the document of indexing and retrieval.
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4.3.3 Aggregating Link Paths
Ultimately, the output of the crawling and indexing process is two extra fields: (1) aggregated
anchors from the backward link paths Av(BLP) and (2) aggregated anchors from the forward link
paths Av(FLP). When a depth limit of 1 is imposed on the backward link paths method (BLP1),
then the field is similar to the anchor data used in most related work, and is a direct analogue to
the data used by Dou et al [31].
The fields are created by concatenating all of the the anchor texts from all of the link paths
into a single vector. In forward link paths, each Web page v ∈ G will have its own set of (up to n)
link paths and therefore n bags of anchors {Av1 , . . . , Avn}. These n bags are aggregated to create
a single, bag of anchors for each Web page Av(FLP). Separately, the backward link path method
collects only a single set of anchors, which are similarly aggregated to create a single bag of anchors
for each Web page Av(BLP).
The aggregate anchor texts can be used to enrich the Web page in several ways. Each bag
of anchors Av(FLP) and Av(BLP) is attached to the Web page as two separate fields in order to
maintain flexibility.
From this representation, a ranking function, such as BM25F, can be used to rank documents
relative to a query, or normalization methods, such as standard TF-IDF, can be used to compare
the importance of a term.
For the sake of discussion, consider a simplified version of TF-IDF used to rank the texts within
Av(FLP) so that more descriptive anchor texts are given a higher ranking. In this simplified TF-
IDF function, the term frequency is measured by the count of each anchor a in the document’s
aggregate bag of anchors f(a,Av) divided by the number of other bags of anchors that also contain
a, |A : a ∈ A|. For the record linkage task, the bag of anchors is sorted in descending order. The
BM25 function is used for actual ranking in the evaluation.
Example 4.4. Continuing the example above, with the simplified TF-IDF, the ranked bags of
anchors for / ~ dford/ from forward link paths are:
Av={Dan Ford:3/2=1.5, Personal Site:3/3=1.0, Faculty:2/7=0.29, Data Mining:1/7 =0.14, Peo-
ple:1/8=0.13 }
The ranked bags of anchors from backward link paths are:
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Av={Dan Ford:1/2=0.50, Personal Site:1/3=0.33, Faculty:1/7=0.29, Data Mining:1/5 =0.20, Re-
search:1/6=0.17, People:1/8=0.13}
4.3.4 Links Paths for Record Linkage
In record linkage the goal is to use the texts encoded in the link path to map the destination Web
page (v ∈ V ′) to its corresponding record in a structured database r ∈ R.
To rephrase, given a set of structured database records, the goal is to add a new column to the
schema labeled URL and populate the new cells of the record with URLs of the corresponding Web
pages. This task was described previously in the example from Figure 4.1 wherein a list of names
from, say, DBLP or a phonebook is extended with URL information. The example continues to
show the potential benefits of this mapping by showing that extra information from the Web page
can be extracted and added to the schema of the database.
Very frequently the text on a link path is not exactly the same as corresponding text in the
database. Names, especially, can be represented in several different ways. For example, a person’s
name can be represented with or without the middle name, with the middle name abbreviated,
last name first, and so on. Therefore, an exact byte-by-byte query would rarely return any results.
To mitigate this problem, before a query is actually performed, the anchor text is sanitized, that
is, all punctuation an extra spaces are removed and all letters are lowercased.
The actual retrieval function should collect records which match terms from the query string,
otherwise the ordering of terms would matter (e.g., ‘Dan Ford’ would not match ‘Ford, Dan’). Most
data-base systems have an indexing or search function to handle these types of queries; MySQL
and its match against function is used to retrieve records as described in the next subsection.
Linkage Function
Searching the selected columns for matches is a straightforward task. For each sorted bag of anchors
the database is queried with the top ranked anchor text as the search term. The major difference
between byte-by-byte search and this search function is that a full text search on the name ‘Ford,
Dan’ would return ‘Dan Ford’s record as well as anyone containing the name ’Dan’ or ’Ford’. This
will likely return at least one result. Unfortunately, there exist 135 Ford’s in DBLP, and ‘Personal
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Site’ also retrieves a record for ‘Luigi Delle Site’.
Obviously, in approximate matching it is necessary to pick a record which most closely resembles
the original query string. For this task a word alignment algorithm shown in Algorithm 7 is used.
This word alignment algorithm is similar to, but not to be confused with, the character alignment
or edit distance algorithm, which attempts to find the string with the fewest word differences. Like
traditional edit distance algorithms, lower scores denote a closer distance; therefore, lower scores
are better.
To illustrate the execution of the approximate matching algorithm let there be a sorted link
path {Personal Site, Ford Dan, Faculty} – capitalization is maintained for clarity. The algorithm
first queries the database with ‘Personal Site’ and retrieves the record of ‘Luigi Delle Site’. To
begin the matching algorithm, the algorithm splits the shorter string ‘Personal Site’ into two words
‘Personal’ and ‘Site’. The word ‘Personal’ is removed from the string ‘Luigi Delle Site’ resulting
in no change; then the word ‘Site’ is removed from the string ‘Luigi Delle Site’ resulting in ‘Luigi
Delle’. The score of this matching is 11/16=.69.
ALGORITHM 7: Search Function
input : Sorted Bag of Anchors Av, Set of records R
output: Best Match best
foreach anchor text a ∈ Av do
R′ ←fulltext query on database R with search term a;
foreach record r ∈ R′ do
s← rtext; /* text from selected column */
t← alen;
if slen > alen then
Swap(s,a);
t← alen; /* a must be longer than s */
end
S ← split s on whitespace;
for i← 1 to |S| do
if a contains Si then
remove Si from a; /* remove match */
end
end
res← alen/t; /* percentage not matched */
best←Min(best, res); /* fewest diffs */
if best = 0.0 then
return best; /* perfect match */
end
end
end
return best;
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Next, the algorithm queries the database with ‘Ford Dan’ and retrieve two records (in this short
example), ‘Dan Andresen’ and ‘Dan Ford’. Starting with ‘Dan Andresen’, the algorithm splits the
shorter string ‘Ford Dan’ into two words ‘Ford’ and ‘Dan’. The word ‘Ford’ is removed from the
string ‘Dan Andresen’ resulting in no change, and the word ‘Dan’ is removed from the string ‘Dan
Andresen’ resulting in ‘Andresen’. The score of this matching is 8/12=.66, and the best matching
so far is ‘Dan Andresen’. The second record ‘Dan Ford’ is split into ‘Dan’ and ’Ford’. The word
‘Dan’ is removed from ‘Ford Dan’ resulting in only ‘Ford’ remaining, and the word ‘Ford’ is removed
from the string ‘Ford’ resulting in an empty string. The score of this matching is 0/8=0.0, a perfect
match so the algorithm stops.
In this way, the word alignment function can find perfect matches even though the strings are
not identical. Furthermore, approximate matches are given scores based on how closely matched
they are so that scores above some threshold do not result in a mapping. If, after iterating through
the entire link path, an exact match is not found then the best match is used for the mapping.
Searching through the link path in descending order is particularly important because the most
descriptive anchor texts will appear at the top of the list, and once a match is found there is no
need to continue searching. In fact, it is very likely that the top ranked anchor text will contain a
match to the database.
Another important product of the ranked link paths is its use in limiting false positives. In
the likely event that the link path contains two or more exact database matches the lower-ranked
match will be ignored because the algorithm stops after the first exact match. In some of the
testing domains one or two names frequently appeared on the link paths in addition to the actual,
correct name. Fortunately, by searching in a sorted order the occurrence of false positives is reduced
because the correct match is likely ranked higher than an incorrect match. In the unlikely event
that the correct match is ranked lower than an incorrect match then this method would produce
an incorrect mapping.
One potential pitfall of this method is the irreconcilability of misspellings. Misspellings fre-
quentlly occur, but they will not harm the overall algorithm unless the names are all misspelled in
the exact same way. This is because misspellings are not likely to be highly ranked in the sorted
link path. Therefore it is assumed that the number of correctly spelled occurrences outnumber the
65
most frequent misspelling.
Disambiguation
In some domains there will be two or more matches with the same score. In these instances, a
tiebreaker is needed to choose between the ambiguous matches otherwise a one-to-many mapping
is needed. In this specific problem setting only a single column is considered so disambiguation is
difficult because there is no tiebreaker information. If the problem setting included, for example,
not only the list of names from DBLP, but also the abstracts for each author, then some simple
extensions to basic approach can be tried. A topic model, for instance, based on the abstracts
could be used in concert with the link paths’ texts as a tiebreaker. In the experiments, only allow
one-to-one mappings are allowed and therefore problem cannot be addressed.
Achieving Strict and Approximate Matching with a Threshold
The search function lends itself to multiple variants of the same algorithm based on the adaptation
of a threshold on the word distance. This threshold λ does not allow a mapping to occur when the
word distance is above the threshold. The word distance threshold is guaranteed to be between 0
and 1 inclusive, 0 ≤ λ ≤ 1. There are two possible extremes of λ: strict matching (λ = 0), and
approximate matching (λ = 1).
In strict matching the algorithm maps a Web page to a database record if and only if an exact
match is found, that is, when the word distance is 0. The strict matching should result in a high
precision and relatively low recall. The recall should be low because this is a strict condition, and
there may not be many of these types of matches; however, the precision should be high because
the few mappings which do happen should be accurate.
In approximate matching the algorithm maps a Web page to the database record with the
closest word distance. The approximate matching should result in a slightly lower precision and
perfect recall. The recall should be perfect because the closest word will always be mapped to the
database record; however, the precision should be lower because more matches provides a larger
room for error.
The results section shows how the precision and recall are specifically affected by the threshold.
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Domain Seed Web page Web pages Hyperlinks
25 CS Depts cs.*.edu 123,157 1,597,936
AllMovie allmovie.com 32,258 123,596
Apple trailers.apple.com 8,862 110,666
Table 4.1: Record Linkage Task Dataset Characteristics
4.4 Experimental Results
Data sets
Existing data sets cannot be used because the method requires the annotation of Web pages
during the crawling process. Therefore, breadth first, site-specific crawls were performed on the
domains listed in Table 4.1 starting at the listed seed Web page.
The first domain is from the departmental Web sites of the top 25 American computer sci-
ence graduate schools1. From the Top 25 computer science department Web pages, the personal
homepages of 1,137 computer science faculty members were found with the parallel path finding
algorithm [113] and manually verified. The task for this first data set is to map each of the 1,137
faculty homepages to their corresponding record in DBLP using only information from their link
paths. Assuming that all computer science faculty members are listed in DBLP is a faulty as-
sumption. Unlisted cases are true negatives that add to the difficulty of the problem and can be
represented in the results; for example, returning “not found” for an unlisted faculty member is a
positive result.
From the second and third domains, 345 official movie Web pages were found with parallel path
finding algorithm [113] and manually verified. The task for the second data set is to map each of
the movie homepages to their corresponding records in the Internet Movie Database (IMDB). In
this case, assuming that each of these movies will be listed in IMDB is a valid assumption because
of each movie’s relative popularity and because of the wide coverage of IMDB.
Preliminary Tests
One of the goals of this section is to compare the expressive power of link paths to the current
method which uses only adjacent links. With this in mind, two baseline tests were performed using
(1) adjacent anchor text only, and (2) Google.
The first baseline uses data from BLP1 to match against the database via Alg. 7 with λ = 0
1Rankings from US News 2010
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Google Baseline Prec@1 MRR
DBLP 25 dept. avg. 71.58/74.60 .752/.776
IMDB w/ Apple 20.61 .408
IMDB w/ AllMovie 41.18 .505
Table 4.2: Web page record linkage baseline results
and λ = 1. The Google baseline queries the title of a movie, and maps the first result to the
corresponding record in IMDB, and thus can be evaluated with the Precision@1 metric.
Setup
The link paths were found between the department’s homepage and each faculty members’
personal Web pages. The paths were combined and ranked as described in Section 4.3 and mapped
to DBLP’s author column using the strict and approximate matching methods from Section 4.3.4.
In the movies domain, the link paths were found between http://trailers.apple.com each of
the 345 movie Web pages, as well as allmovie.com and the 345 movie Web pages. The paths
were combined, ranked and mapped to the IMDB title column using the strict and approximate
matching methods.
The effectiveness of each method is judged by standard precision and recall methods. Note
that the recall metric is only important in the strict matching experiments because mappings are
not made where there is not an exact match. In the approximate matching experiments recall is
always 100% because the algorithm will always make an attempt resulting in 0 null mappings. In
all results the final mean scores are based on total sums and counts, not an average of averages.
4.4.1 Results: Record Linkage
Although the algorithm was tested on 25 individual computer science departments, in Table 4.3
only the averages (mean/median) are shown for brevity. The Google baseline is shown in Table 4.2
and uses Precision at 1 (Prec@1) because, for the sake of comparison, the top ranked Google result
is assumed to be linked with the record in the database. The mean reciprocal rank (MRR) metric
of the Google results are shown for an implicit, albeit apples-to-oranges, comparison with TREC
results.
Table 4.3 shows the results for the adjacent only baseline, and the two extreme variations of
the record linkage algorithm. Under strict matching conditions (λ = 0) the linkage results show
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Strict BLP1 Precision Recall
DBLP 25 dept. avg. 81.35/91.89 53.50/56.52
IMDB w/ Apple 38.17 36.40
IMDB w/ AllMovie 43.14 63.34
Approx. BLP1 Precision Recall
DBLP 25 dept. avg. 74.19/77.35 100
IMDB w/ Apple 38.17 100
IMDB w/ AllMovie 43.14 100
Strict FLP Precision Recall
DBLP 25 dept. avg. 98.63/100 54.49/57.89
IMDB w/ Apple 100 37.41
IMDB w/ AllMovie 98.03 64.71
Approx. FLP Precision Recall
DBLP 25 dept. avg. 94.32/97.83 100
IMDB w/ Apple 70.99 100
IMDB w/ AllMovie 76.47 100
Table 4.3: Web page record linkage results. Matching is “Strict” when λ = 0, “Approx.” when
λ = 1
high precision and low recall as expected. Under approximate matching conditions (λ = 1) the
linkage results show a lower precision and perfect recall as expected. Moreover, the overall accuracy
under strict conditions confirms the assertion that anchor texts often represent succinct, canonical
representations of the referenced Web page.
In Table 4.3, the results show a 36.03% increase in precision over the Google baseline and a
31.24% increase in precision over the BLP1 approximate matching baseline.
In terms of recall, the algorithm will always return a result when there is no threshold to limit
the string distance. For tasks which require a higher level of precision a lower threshold (λ) may be
appropriate. Figure 4.4 shows how the precision and recall of FLP on the DBLP data set fluctuate
as λ varies between 0 and 1.
The graph in Figure 4.4 confirms the assertion that lower thresholds will result in high precision
and lower recall. At its worst the recall is relatively low, but the lowest precision score is not too
low.
The IMDB data set performed similarly to the DBLP data, and these complimentary results
offer reinforcement to the validity of this approach. However, the lower precision and recall scores
show that the IMDB task is more difficult than the DBLP task. The results from Google were low
because gossip, biography, etc. Web pages were frequently ranked higher than the official movie
Web page. Using only adjacent anchor texts also performed poorly because most of the links to
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Figure 4.4: Precision and Recall tradeoff for FLP on the DBLP task as λ varies from 0 to 1.
the movie Web page were images, which do not contain anchor text; a finding similar to that of
Metzler et al. [80]. For Apple specifically, the recall was particularly low because many movie titles
in this data set were shortened to fit on the Web page making strict matching difficult. Data from
AllMovie.com probably obtained a higher recall under strict conditions because it does not shorten
movie titles.
4.4.2 Discussion
Overall, the results above show promising results for the difficult task of mapping Web pages to
their appropriate record in a structured database. Recall that the algorithm uses only data from
anchor texts and does not rely on the titles or content of the referenced Web page. Undoubtedly,
other information sources could be used to further enhance this task, but that is left for future
research. It is also important to note that the Web pages used in these experiments come from
many different sources with a variety of styles and templates. So the traditional wrapper generation
approach would not be effective at this task.
Generally, the results show that the task of mapping faculty members to their DBLP record is
more precise than the movie data set. This is because the ambiguity among names of computer
scientists is (perhaps purposefully) quite low, and a link path to one faculty member typically does
not contain the name of another faculty member.
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Chapter 5
Enhancing Search with Hierarchical
Link Paths
Popular search engines commonly index an inbound link’s anchor text because “anchors often
provide more accurate descriptions of Web pages than the pages themselves” [10]. The idea of
indexing incoming anchor text with the page it refers to was initially implemented in the World
Wide Web Worm in 1994 [77], and since then dozens of studies have looked at various ways to
leverage anchor text information for a variety of tasks. Many reasons for the effectiveness of anchor
text have been proposed, and these various proposals are appropriately summed by Eiron and
McCurley who note that, “anchor text resembles real-world queries in terms of its term distribution
and length” [32]. In other words, anchor text is effective at search because anchor texts resemble
searches.
However, the anchor text exploited in previous works is mostly restricted to the directly adjacent
inlinks of the Web page [23].
Metzler et al. [80] and Dou et al. [31] argue that even though a Web page may have several
incoming links, the anchor texts of those links are usually the same. Thus, many Web pages (even
highly linked Web pages) may only have a small number of unique anchor text references. Metzler
et al. describe this as the anchor sparsity problem. The solution proposed by Metzler et al. [80]
used aggregated anchor text made of anchor texts that: (a) originate outside of a Web site, and
then (b) link to Web pages inside a Web site, and then (c) link to the Web page in question. This
can also be used to help mitigate the problem of navigational, intra-server links with anchor texts
like ‘next’ or ‘click here’.
In the link-dependent model (SiteProb), Dou et al. discount the re-occurrence of the same
anchor text as a solution for multiple non-unique intra-site links. Furthermore, they address the
anchor sparsity problem by measuring the relationship between Web sites in their SiteProbEx
model.
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Figure 5.1: Cropped (real-world) Web site that shows how anchor texts from link paths can be
more expressive than adjacent anchor texts.
Contrary to the findings of Metzler et al. and Dou et al., Koolen and Kamps [61] demonstrated
that the amount of inter-server links does not affect search performance. Moreover, Koolean and
Kamps found that the quality of the intra-server links is at least as good as that of inter-server
links.
So what do can be made of these conflicting reports? These reports agree that the anchor text
sparsity problem exists, but they differ on how to best enrich the standard set of adjacent-only
anchor texts. On one hand, the propagation of inter-site anchor text is able to enrich the document
representation, but on the other hand Koolen and Kamps show that number of inter-site anchors
is irrelevant, so long as the total number of anchor texts is not low, i.e., too sparse.
5.1 Overview
This chapter proposes the use of link paths as defined in the previous chapter, in order to solve the
anchor text sparsity problem without the need for inter-site anchor texts. Figure 5.1 shows (via a
real-world example) how anchor texts from link paths can be more expressive than the adjacent
anchor text.
Can anchor text information from link paths, i.e., non-adjacent Web pages, be used in a straight-
forward way to enrich Web page representation? To answer this question, this chapter investigates
the representations of Web documents enhanced with the link path model, by focusing on site-
specific known item search.
Site-specific known item search is the task where users expect a single, particular answer in
response to a query within an indicated Web site. According to this definition, navigational queries
can also be a type of known item search. This is in contrast to more open-ended tasks such as
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informational or ad hoc search. A recent paper by Dou et al., shows that anchor text is especially
useful for known item search, and is actually detrimental to ad hoc search [31].
The main contributions of this chapter are as follows:
1. Anchor texts from the previously described link path model are added to the Web page
content in the index.
2. A large case study is performed on site specific known item search. Specific attention in paid
on discerning how individual models/fields contribute to the overall performance.
5.2 Related Work
A great deal of work has been done regarding how to best use anchor texts in general Web infor-
mation retrieval. Dou et al [31] evaluate the use of anchor texts on different types of queries and
find that anchor texts significantly increase accuracy on known item queries and only marginally
impact accuracy on informational queries.
Anchor texts are combined with the traditional document representation in several different
ways. Arguably, the most naive way to use anchor texts is by treating the anchor text as surrogate
documents [23] in which the original documents’ text is replaced with anchor text. This naive
approach comprises the baselines in work by Dou et al [31] and Westerveld et al [120]. Another
less-naive approach is to concatenate the anchor text to the original documents’ text so that both
anchor texts and content can be searched [32]. In these previous works the BM25 retrieval model
is used to score and rank the results.
Most non-baseline proposals use the BM25F [98] retrieval model to store the anchor text and
content in separate fields. These fields are then be combined in a weighted fashion to score and
rank documents. Westerveld et al [120] found that a weighted combination of 0.63, 0.07 and 0.03 on
the content, anchor and url fields respectively of the WT10G dataset more than tripled the MRR
score of content and anchor text fields that were examined independently. Dou et al. extended
this work to account for site-specific hyperlinks [31]. Fujii et al. broke anchor texts into terms and
assigned weights to those terms according to the weight of each term in the anchor text as well
as the weight of each term in the referenced Web page [36]. The weighted BM25F is an obvious
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retrieval model choice for this task, but other combination models may be appropriate for different
tasks.
Other studies have examined the similarities between anchor text and common queries. Jin
et al. demonstrated that document titles bear a close resemblance to common queries because of
their succinct, descriptive nature, and because they are typically developed via a similar cognitive
process [56]. Eiron and McCurley argue that anchor texts are even more beneficial than Web page
titles because (1) Web pages can have only one title while several distinct anchor texts can point to
each Web page, and (2) different anchor texts can help with the problem of synonymy. They further
show that anchor texts also represent real-world user queries in term distribution and length [32].
Fuijii et al. proposed a model to identify synonymous query terms in anchor texts in order to
expand queries [37]. Kraft and Zien proposed a method that mines clicked anchor texts in concert
with query logs in order to learn query rewriting rules to improve search engine results [62]. Shen
et al. draw implicit links between certain Web pages by the observation that people who search
the Web with the same queries often click on different, yet related documents; these implicit links
are then used with explicit anchor texts to aid in document classification [101]. Chakrabarti et al.
used the link structure and anchor texts to retrieve Web pages which are authoritative for a topic
in their Automatic Resource Compilation system [15]. Lu et al. showed that they could extract a
live translation dictionary for cross-language IR by considering anchor texts referencing the same
Web page as ‘parallel texts’ [73]. What all of the above studies have in common is that only the
anchor text directly adjacent to the Web page in question is used, and therefore the various paths
of anchor texts are never considered. In sum, these works provide valuable insight into the nature
of anchor texts, but are limited in their use of anchor texts.
A recent paper by Metzler et al. proposed a method that aggregates anchor texts from the
Web pages external to the Web site in question to enrich the individual document representations.
However, this work aims to overcome anchor text sparsity and receives its best results when anchor
text is only added to documents which do not already have anchors present [80].
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5.3 Link Paths for Known Item Search
The examples in Section 4.3 show that the forward and backward link paths methods provide a
natural way of describing Web pages with respect to their context. Anchor texts closer to the
Web page in question ought to be given a higher weight. The model incorporates this belief by
inherently weighting terms by their relative distance from the vertex in question. That is, these
models, especially the forward link path model, capture the concept that anchor texts are highly
descriptive of the Web page they directly link to, and they are decreasingly less descriptive of its
grand-children, great-grandchildren, etc.
By claiming that this distance weighting is inherent, the algorithm’s use of forward link paths
dilutes the weight of anchor texts far away from the destination vertex because the as the anchor
texts are propagated forward, their document frequency increases. This can be seen in the examples
from the previous section where the term People is diluted because it has been propagated over
many links before reaching /~dford/. Thus, no explicit distance weighting is required.
The weight of anchor texts relative to the distance from the target depends on the inverse
document frequency function and the number of link paths reaching the target. If only a single
link path tree exists in the target Web page, then the distribution of anchor texts depends solely
on the IDF function. When this is the case, the distribution of anchor text weights will resemble
a Zipfian distribution (Power-law). The number of link path trees will increase the magnitude
of the distribution if the different bags of anchors do not intersect; the distribution will flatten
if the different bags of anchors intersect. This intuition is reflected empirically by the real-world
distributions shown in Figure 5.2.
This way the algorithm finds that the most descriptive terms for each destination page are
ranked highest in each list. Also note that the anchor text nearest the destination page are not
always the most descriptive.
The small example from Figure 4.3 does not necessarily show the real world distribution of the
scores. Figure 5.2(a) shows the actual distribution of scores, calculated by the simplified TF-IDF
described above, from three randomly chosen computer science departments’ Web sites (CMU,
Wisconsin and MIT). These graphs show that, overall, a relative few anchor texts are highly
descriptive. The mean and median score for the distribution is .084 and .010 respectively.
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Figure 5.2: Distribution of scores and ranks for forward link paths across three computer science
departments’ Web sites
Figure 5.2(b) shows the mean scores for each rank, that is, the average score for anchor texts
ranked first, the average score for anchor texts ranked second, etc. Although this distribution is
not guaranteed to be monotonically decreasing, the trend here is that the descriptive value of each
rank trails off quickly, and is effectively nil after rank 4 or 5 in this dataset.
5.3.1 Search Function
In the implementation of the actual system, the BM25F function is used to rank the Web docu-
ments by a potentially-weighted combination of the documents’ various fields. In the evaluations,
only three fields are used and compared: (1) content, (2) backward link paths with a limit of 1
(BLP1), and (3) forward link paths (FLP). When only a single field is selected, the BM25F function
essentially becomes normal BM25; however, if more than one field is selected, then the ranking
result is dependent upon the weights assigned to each field. For example, a weighting scheme of 1,
1, 1 on content, BLP1 and FLP respectively, equally combines all three fields. A weighting scheme
of 0, 1, 2 on content, BLP1 and FLP respectively, will effectively ignore the content field and weight
the FLP field twice as much as the BLP1 field.
5.4 Experimental Results
Data Sets
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Domain Seed Web page Web pages Hyperlinks
Illinois illinois.edu 243,705 1,910,157
Berkeley berkeley.edu 519,758 10,729,954
ESPN espn.com 45,846 860,754
US Senate senate.gov 2,953 183,294
Wikipedia en.wikipedia.org 5,716,808 130,160,392
Table 5.1: Known Item Search Task Dataset Characteristics
It is not possible to use existing data sets because the link path model requires the annotation
of Web pages during the crawling process. Public TREC data sets, such as ClueWeb09, have link-
graphs that can be re-crawled and annotated. However, these public datasets are multi-domain
crawls with multi-domain test queries, which cannot be evaluated with respect to a single domain.
Instead a breadth first, site-specific crawls were performed on the domains listed in Table 5.1
starting at the listed seed Web page to a depth of 4, except the Wikipedia dataset, which was
obtained from http://users.on.net/~henry/home/wikipedia.htm.
Preliminary Tests
The first, and arguably most simple benchmark is to use BM25 on the content of the Web pages
only.
In order to compare the expressive power of forward link paths to the current method which
uses only adjacent links, a second benchmark test was run using only adjacent links. This test is
in line with previous works [23, 120, 36].
The enhanced model is directly compared to the site-independence model from Dou et al [31].
Dou et al showed that the intra-Web site anchor texts should not be considered independent of one
another because heavy anchor text replication can errantly inflate the weight of non-descriptive
anchor text. By discounting this replication, Dou et al. show increased retrieval performance.
Finally, the enchanved model is compared to Google as a black-box; although the inner workings
of the Google algorithm are kept secret, Brin and Page have disclosed that directly adjacent anchor
texts are included in the algorithm along with several other ranking features [10].
Setup
The forwards and backwards link path model is tested by aggregating the anchor texts from the
paths and storing them in the document-index. Because only a single reference page was specified,
there should only be a single link path for each Web page. The backward link paths have a depth
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limit of 1, 2 and 3 in the experiments. Note that the backward link paths with depth 1 is equivalent
to the Craswell et al’s paper [23].
To compare these models the top 50 most common queries from the University of Illinois query
logs were obtained. Most of these queries represent known item searches. The query log from the
University of Berkeley could not be obtained, but for the sake of experiment it is assumed that the
top 50 queries at Berkeley are semantically equivalent to those at Illinois. Thus, Berkeley analogues
to the Illinois queries were manually created. For example, “nessie” represents the human resources
department at Illinois, the Berkeley equivalent is “blu web portal”[sic]; so “nessie” is tested on the
Illinois data set and “blu web portal” is tested on the Berkeley data set.
50 random known item queries were created for ESPN including 30 athletes, 10 teams, and 10
coaches. Finally, 50 random, known item queries for Senate included 20 senators, 25 states and
5 committees. Known item queries typically have a clear answer, so it is doubtful that bias was
introduced into the results during manual labelling. For all experiments, the BM25 parameters
are: k1 = 2.0 and b = 0.75, and the maximum depth for forward link paths is 4.
For the Wikipedia dataset 40 queries were found from from the 50 query 2009 TREC Web track
(the Entity track queries were not available). During evaluation, it is assumed that there is a single
Wikipedia page to answer the query, and the evaluation required manually finding the item-page,
and evaluate the true result with the proposed model’s result using the MRR metric. 10 non-entity
queries, like “wt09-3: getting organized” were identified and removed from the query log1.
5.4.1 Results: Site-specific Known Item Search
The first three results in Table 5.2 shows the MRR results of BM25 on individual fields, that is,
BM25 on only the content-text, BM25 on only the aggregated BLP1-text, etc.
Unsurprisingly, content-only performs poorly on known item queries. Backward Link Paths with
a hop limit of 1 (BLP1) received good results as did the proposed Forward Link Paths method.
Not shown are results for Backward Link Paths with a hop limit of 2 (BLP2) which performed
poorly with an average MRR of .368. Some experiments were able to be performed on BLP3 but
the results were rarely correct.
1 Removed: wt09-3,6,7,10,11,19,38,40,49,50
78
Fields Illinois Berkeley ESPN Senate Wiki
Content-only .212 .159 .252 .364 .482
BLP1 [23] .558 .551 .545 .645 .905
•
FLP-only .713†• .549 .645†• .765†• .912•
Best Combo∗ .728†• .575 .671†• .943†• .988†•
Google .847†• .685†• .754†• .956†• .988†•
Table 5.2: MRR results. Significance tests (two-tailed, paired) w.r.t the Content-only run, .95
confidence, are denoted by •; significance tests w.r.t BLP1, .95 confidence are denoted by (
†).∗Best
Combo represents weights of 0.006, 0.497, 0.497 for Content, BLP1 and FLP respectively.
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Figure 5.3: MRR results with respect to normalized field weights. Lines represent linear regression
(best fit) lines.
Recall that the queries always used BM25 to rank the results relative to the query. The
different results shown in Table 5.2 represent how the results are affected by varying the document
representation, not the ranking function.
Figure 5.3 shows how ranking is affected when BM25F is used to combine data from multiple
fields. These results explore different combinations of the Content, BLP1 and FLP fields. The
regression lines clearly show that as the relative weight for the content field increases the MRR
scores decrease. As the relative influence of FLP and BLP1 increase so do the MRR scores. The
regression line for FLP is steeper than the regression line for BLP1; this demonstrates that the
FLP field is more tightly correlated to the increase in performance than the BLP1 field.
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Figure 5.4: Percentage of positive results found in top K results as K varies from 1 to 10.
Table 5.2 shows that the field combination resulting in the best MRR score used a weighting
scheme of 0.006, 0.497, 0.497 on the Content, BLP1 and FLP fields respectively. The corresponding
plots are marked in Figure 5.3 by an asterisk. No combination was able to outperform Google.
Finally, the results from Illinois and Berkeley were investigated more deeply by plotting the
percentage of positive results found in the top K results as K varies from 1 to 10. This metric was
used by Ogilvie and Callan during their initial investigation of known item search [87]. Figure 5.4
shows how the different fields respond as K increases. Specifically, the weighted combination
(Best Combo) catches and eventually surpasses the Google results in both data sets. Other fields,
especially FLP, are competitive with Google at higher values for K.
5.4.2 Discussion
The experiments show that both backwards link paths and forward link paths contain valuable
information with respect to an indexable Web page. Web pages indexed with anchor text from
forward link paths have higher retrieval scores than Web pages with only anchor text from adjacent
links (BLP1). Furthermore, when BLP1 is combined with FLP the document representation is
enriched resulting in significantly higher known item search accuracies.
The Wikipedia results show that anchor texts are very influential in search performance. The
forward link paths performed slightly better, statistically insignificant, than the BLP1 results in
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the Wiki-pedia dataset; this probably is because (1) Wikipedia is not a hierarchical structure like
most Web sites, and/or (2) Wiki-links are formed by a different cognitive and physical processes
than HTML-links. These results deserve further investigation.
Although the results of the link path model were not able to match Google in the MRR met-
rics, there are many enhancements that can be made to this model including language models,
PageRank-type weighting, click-through training, etc., which are all intentionally absent from these
experiements so that a clear evaluation of the specific contribution could be presented.
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Part III
Information Extraction on the
Hierarchical Web
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Chapter 6
Content and Structure Extraction
As the Internet matures the amount of data available continues to increase. The artifacts of this
ever-growing media provide interesting new research opportunities that explore social interactions,
language, art, politics, and so on. Many of these new research directions require the content of
the Internet to be gathered, processed and stored quickly and efficiently. These efforts are often
hampered by the inclusion of non-content text and images, i.e., navigation links and advertisements.
Furthermore, HTML tags and other noncontent related HTML characters images not included
typically comprise the majority of each pages size, and yet, web crawlers are required to download,
store and compute each webpage in its entirety. In order to effectively manage this ever-growing
and ever-changing media, content extraction methods have been developed to remove extraneous
information from webpages.
The typical webpage contains a title banner (or something similar) towards the top of the page,
a list of hyperlinks on the left or right side of the page with advertisements interspersed. Most
usually the meaningful content of the page is located in the middle. Of course, this layout is not
standard among all webpages; therefore a flexible, robust content extraction tool is necessary.
T.V. Raman recently observed that in newer webpages, ...there is a clean architectural separa-
tion among content, visual-presentation, and interaction layers [95]. Modern webpages have largely
abandoned the use of structural tags within a webpage and adopted an architecture which makes
use of stylesheets and <div> or <span> tags for structural information. While this is a wel-
come advancement for many reasons (e.g., ease of development, more conducive to AJAX-oriented
design) one aspect which has failed to keep up with these changes is content extraction methods.
Most current content extraction techniques make use of particular HTML cues such as tables, fonts,
sizes, lines, etc., and since modern webpages no longer include these cues, many content extraction
algorithms have begun to perform poorly. One difference between this new approach and other
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related work is that the new approach makes no assumptions about the particular structure of a
given webpage, nor does it look for particular HTML cues. It only assumes that a given webpage
maintains some structure.
6.1 Overview
Web information extraction can take two forms: (1) extracting information from natural language
text, or (2) extracting information from structured sources. This work focuses on the latter,
namely, extracting information from lists on theWeb. The characteristics of Web content vary
widely. Consequently, a great variety of computational approaches have been applied to discover
and extract information embedded in Web pages. These existing approaches mostly rely on the
underlying HTML markup and corresponding DOM structure of a Web page. Unfortunately,
HTML was initially designed for rendering purposes and not for information structuring (like
XML). As a result, a given rendered Web page can be made up on an infinite number of different
HTML codes, and it would be hard to find a general HTML-based tool that is sufficiently robust.
This chapter investigates information extraction in two parts:
1. Content extraction via tag ratios explores the use of certain patterms commonly found in
Web page HTML code to extract the main content from a random Web Page.
2. Hybrid list extraction describes an algorithm that extracts generic lists and tables on the
Web by using the HTML and corresponding DOM as well as boxes model of the rendered
Web page.
6.2 Content Extraction
6.2.1 Related Work
General Web page content extraction has been studied for many years. Perhaps the most simplistic
approaches are seen in hand-crafted web scrapers which specifically know how to extract article
text by looking for known HTML-cues with regular expressions written in Java or Perl or with
specialized tools designed for content extraction such as NoDoSE [2] or XWRAP [11]. An obvious
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disadvantage of this approach is that different rule expressions need to be manually created for
each website. Furthermore, an individual website may also change its structure or layout over time
making this approach in need of continuous maintenance.
The term Content Extraction was introduced by Rahman et al. [94] in which the authors
describe a basic content extraction algorithm. Shortly thereafter Finn et al. [34] introduced the
Body Text Extraction (BTE) algorithm wherein the authors extract content-text by identifying
the single, continuous region which contains the most words and the least amount of HTML tags.
Gottron [42] applied the Document Slope Curves (DSC) [90] extension to the BTE algorithm to
create Advanced DSC (ADSC) in which a windowing technique is used to locate document regions
in which word tokens are more frequent than tag tokens.
Mantratzis et al. presented an approach to identify navigation lists by identifying DOM elements
which have a high ratio of text residing in anchor tags [76]. This aptly named Link Quota Filter
(LQF) approach can be applied to content extraction by it’s inverse, that is, by removing the
resulting link blocks from the document.
Han et al. developed the Largest Size Increase (LSI) algorithm [48] which identifies the DOM
subtree which contributes most strongly to the visible content in a rendered document.
Debnath et al. developed the FeatureExtractor (FE) [28] and K-FeatureExtractor (KFE) [29]
approaches based on block segmentation of the HTML document. Each block is analyzed for
particular features like the amount of text, images, script code, etc. Content text is extracted by
selecting blocks which meet some criteria, e.g. most text.
Gottron presented an approach most similar to CETR by way of Content Code Blurring
(CCB) [43], wherein content regions are identified by homogeneously formatted source code char-
acter sequences.
An attempt to combine different content extraction methods into one system was made by
the Crunch framework [46, 47, 46]. Crunch showed that a combination of different methods can
provide better results than a single approach on its own. A more recent ensemble method called
the CombineE framework [43] was recently developed to more easily configure ensembles of content
extraction algorithms.
Yet another approach is to induce a wrapper from labeled examples. One such approach
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was studied by Kushmerick [63], however this approach could not handle complex or unexpected
structures. Muslea et al. [83] present a similar approach by taking a hierarchical description of
the fields to be extracted along with user defined labels on example documents in order to induce
a set of extraction rules. However, like the manual or pattern matching approaches mentioned
above, wrapper induction techniques still require up-to-date, tediously labeled examples for each
data source.
Template detection algorithms [69, 125, 57, 96, 14, 20] are a different approach to content
extraction in which collections of training documents based on the same template are used to
learn a common structure. Specifically, Bar-Yossef et al. present an approach which automatically
detects templates from the largest pagelet (LP) [4]. In general template detection algorithms
find the main content by removing identical parts across all web documents. This is an accurate
approach but has been found to be too time consuming and burdensome because a model must
be built for each individual website and therefore for each site multiple pages known to have the
same template are required. In the CleanEval content extraction competition only a few pages are
available from the same site thus mandating a more general approach.
A hybrid approach of the heuristic and supervised learning methods is the Maximum Subse-
quence Segmentation algorithm (MSS) by Pasternack and Roth [88] wherein they extract content
by a “method of global optimization over token-level local classifiers.” Despite being a supervised
learning approach, MSS seems to be less susceptible to the problems of similar approaches because
it bases its learning largely on character sequence statistics rather than on specific tags. However,
MSS still requires training and is therefore susceptible to bias from the training examples which
is evident by it’s results. For example, when trained on news article data MSS can extract news
article content quite well, but when that model is given data such as the CleanEval corpora the
performance suffered significantly – the raw results even ommited from the paper.
6.3 Tag Ratios
Let’s take, as a running example, a news article from The Hutchinson News1 that appeared on
Wednesday, March 19, 2008 and is shown in Figure 6.1. This Web page is similar to many pages
1http://www.hutchnews.com
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on the Web; the title banner, navigation and advertisements take up most of the space on the page
while the content of the page is confined to a relatively small space in the middle. At the bottom
of the page more advertisements and images are displayed along with links to copyright and other
administrative information.
Figure 6.1: The Hutchinson News Web page article
To extract the content from this Web page a naive approach would use regular expressions
to remove all of the HTML tags from the document and return the result. This approach would
achieve 100% recall, however all of the text advertisements, title, menus, etc. would remain.
The majority of the algorithms listed above look for HTML cues which likely indicate a content
section. For example, many algorithms look for specific structural elements of the Web page
and match these elements to a set of rules to derive the content section. The shortcoming of
these methods is that, with the widespread adoption of cascading style sheets in recent years, the
structure of the Web page has become separated from the content (For an interesting review of this
phenomenon see Michael Wesch’s The Machine is Us/ing Us2). As a result, modern Web pages
2http://www.youtube.com/watch?v=NLlGopyXT_g
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ALGORITHM 8: Compute tag ratios
input : Document D
output: Tag ratios T
D ←removeScriptTags (D);
D ←removeRemarkTags (D);
D ←removeStyleTags (D);
for i← 1 to |D| do
x←nonTagChars (Di);
y ←tags (Di);
if y = 0 then
y ← 1;
end
Ti ← x/y;
end
have switched from using structural tags to mostly <div> tags with the structural information
provided by the style sheets. With this change, most of the current extraction techniques perform
poorly on modern Web pages even if they previously performed well.
Of course, any new content extraction algorithm is still required to handle the old-style HTML
markup. A comparison among the general features that old and new paradigms share finds that
the number of tags per line of HTML markup has generally remained the same even though the
type and function of those tags has changed. From this observation the general concept of tag
ratios was developed.
Tag ratios (TRs) are the basis by which CETR analyzes a Web page in preparation for clustering.
TRs, essentially, are the ratios of the count of non-HTML-tag characters to the count of HTML-
tags per line. In the likely event that the count of HTML-tags on a particular line is 0 then the
ratio is set to the length of the line. The TR algorithm is described in Algorithm 8 where D is the
document being analyzed and T is the resulting histogram containing the tag ratios for each line i
in D.
Before TRs are computed, script, remark and style tags are removed from the HTML
document because this information would be treated as non-tag text by the algorithm and likely
skew the results. Empty lines are also removed because their inclusion would potentially hinder
the performance of the clustering procedure.
Computing the TR-histogram is a straight forward task as evident from the simplicity of Algo-
rithm 8. Example 6.1 shows a snippet of code from an article published on The Hutchinson News’
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website with the corresponding tag ratios.
Example 6.1. Below is a brief snippet of a Web page news article.
1. <div id="topnav">
2. <div id="storyPageContent2">
3. <div id="author">James Smith</div>
4. OKLAHOMA CITY - Police were told that. . .
5. . . . The Oklahoman reported Sunday. <br><br> Jones had. . .
6. </div></div>
The tag ratios for these six lines are computed as follows:
1. Text=0, Tags=1, TR=0
2. Text=0, Tags=1, TR=0
3. Text=11, Tags=2, TR=5.5
4. Text=37, Tags=0, TR=37
5. Text=41, Tags=2, TR=20.5
6. Text=0, Tags=2, TR=0
The running time is linear in the number of HTML lines, that is, O(|D|). Figure 6.2 shows the
resulting TR-histogram T . Between lines 220 and 260 there exist lines with a relatively high tag
ratio; intuitively, this high tag ratio portion is indicative of the location of the Web page’s content.
6.3.1 Threshold Method
This section describes the threshold partitioning technique. Originally described in [116] the prin-
ciple of this approach is to determine a threshold τ which discriminates TRs into content and
non-content sections. That is, any TR value greater than or equal to τ should be labeled content,
and conversely, any TR value less than τ should be labeled not content. The problem then becomes
a task of finding the best value for τ . Discussion on parameter tuning is in Section 6.6.2.
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Figure 6.2: Tag ratios line by line from Hutchinson News Web page article
Smoothing
After the TR-histogram T is calculated a smoothing pass is made on the histogram. This is done
because without smoothing many important content lines might be lost. These lost content-lines
typically include the page title, the news article byline or dateline, short or one sentence paragraphs,
or other lines such that the TR is abnormally different relative to the surrounding lines. As a
pathological example, consider a Web page containing a document such as the American Declaration
of Independence3, which contains TR-spikes corresponding to the relatively long preamble and
proclamation sections. However, many of the abuses of the king are listed in short, single sentence
phrases, and relative to the rest of the document their TRs may therefore be errantly excluded in
the clustering phase.
To resolve this problem a Gaussian smoothing pass is applied to T . Standard Gaussian smooth-
ing algorithms are generally implemented for image processing, are continuous and thus are not
suitable here. Therefore the algorithm used in this approach was re-implemented as a discrete
function operating in a single dimension. Equation 6.1 shows the construction of a Gaussian kernel
k with a radius of 1 standard deviation 1σ, giving a total window size of 2(⌈σ⌉) + 1.
ki =
⌈σ⌉∑
j=−⌈σ⌉
e
−j2
2σ2 , 0 ≤ i ≤ 2(⌈σ⌉). (6.1)
3e.g. http://www.ushistory.org/declaration/document/index.htm.
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The size of and values within k vary according to σ because as the variance of T increases,
smoothing necessity also increases. Next, Equation 6.2 shows that k is normalized to form k′.
k′i =
ki∑⌈σ⌉
j=0 kj
, ⌈σ⌉ ≤ i ≤ 2(⌈σ⌉). (6.2)
Finally, the Gaussian kernel k′ is convolved with T in order to form a smoothed histogram (T ′)
as shown in Equation 6.3.
T ′i =
⌈σ⌉∑
j=−⌈σ⌉
k′j+⌈σ⌉Ti−j, ⌈σ⌉ ≤ i ≤ len(T )− ⌈σ⌉. (6.3)
Compared to Figure 6.2, T ′, shown in Figure 6.3, is better suited for clustering because of
the increased cohesiveness within sections and strict differences between sections. Furthermore, T ′
has a lower variance because outlying peaks and valleys are smoothed. Similarly, outliers, such as
advertisements, that may occupy a single high-TTR line among many low-TTR lines, are smoothed
to below the threshold.
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Figure 6.3: Smoothed tag ratios line by line of Hutchinson News Web page article
Selecting Content from the Threshold
Finally, let C be the set of content lines such that Di ∈ C iff T
′
i ≥ τ where Di
∼= T ′i and τ ← λσ
where λ is a parameter and σ is the standard deviation. The parameter λ is discussed further in
Section 6.6.2. After elements of C are selected, each content-line is stripped of all remaining HTML
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tags – usually paragraph and anchor tags. Then the cleaned lines are combined and output to a
file for storage, indexing, etc. This threshold method is hereafter referred to as CETR-TM.
Selecting Content via Clustering
Alternatively, the k-means clustering method is applied to group content C and non-content N
lines by using T ′ as the only similarity measure. Empirically, k ← 3. The resulting k clusters
S1, S2 . . . Sk are labeled by selecting the cluster which has its centroid closest to the origin (i.e.
zero in 1-dimensional space) Smin and assigning N ← Smin. The remaining clusters are assigned to
C. The content-lines in C are stripped of all HTML tags and output. This 1-dimensional k-means
clustering method is hereafter referred to as CETR-KM.
6.3.2 2D Model
One shortcoming of the Threshold Clustering and k-Means methods is that they view the TR
histogram as a set of values rather than an ordered sequence of values, and as a result they are not
sensitive to jumps in the TR histogram. This ordered sequence information should be considered
in a general purpose algorithm because significant jumps in the histogram (moving left to right or
right to left) provide more information on the borders of the content section(s).
This section presents a unique approach to clustering 1-dimensional histograms. By trans-
forming the histogram data so that it may be represented in 2-dimensions a clustering algorithm
can capture the ordered nature of the histogram data and obtain more accurate results. For this
task, the two dimensions are (1) a smoothed TR histogram (T ′), and (2) the absolute smoothed
derivatives of the smoothed TR histogram (Gˆ).
To compute G, first smooth T in the same manner as described in Equations 6.1-6.3 to get T ′.
Next, find the derivatives for each element in the array; specifically, T ′i is sutracted from the mean
of the next α elements in order to differentiate on the moving average as shown in Equation 6.4
instead of line-by-line. Note: all experiments presented in this paper use α = 3.
f ′(T ′i ) = Gi =
∑α
j=0 T
′
i+j
α
− T ′i , 0 ≤ i < len(T
′)− α. (6.4)
Note that len(G) 6= len(T ′). Instead len(G) = len(T ′) − 1 because G is essentially an array of
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Figure 6.4: Absolute smoothed derivatives of smoothed tag ratios line by line of Hutchinson News
Web page article
differences. Next again smooth G by way of Equations 6.1-6.3 to get G′.
Finally Gˆ is computed such that Gˆi = |G
′
i| for each i in G
′. These values are shown in Figure 6.4.
Notice that there are two spikes in Figure 6.4. The first spike at line 220 corresponds to the
beginning of the content section, and the second spike at line 267 corresponds to the end of the
content section. In any given Web page there may exist more than one content section therefore a
clustering method is needed to appropriately categorize the model.
6.3.3 Constructing 2D tag ratios
By combining the Smoothed tag ratios T ′ from Figure 6.3 and the absolute smoothed derivatives
of smoothed tag ratios Gˆ from Figure 6.4 good clustering properties are revealed. As illustrated in
Figure 6.5, if each point is manually labeled to be either content (×) or non-content (+) the dense
collection of points near the origin are non-content lines and the remaining points are content lines.
This 2D model presents a clear separation of content from non-content lines which can be explicitly
obtained with the appropriate clustering technique.
Clustering Tag Ratios
After the 2D model is created it is necessary to cluster the TR points (T ′i , Gˆi) into two sets: content
(C) or non content (N). This section describes the clustering algorithm, which is based on the k-
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Figure 6.5: Scatterplot depicting smoothed tag ratios by absolute smoothed derivatives of the
smoothed tag ratios of the Hutchinson News Web page article. Manual labels of the data show
content × and non-content + lines.
Means algorithm originally proposed by MacQueen [74]. The standard k-Means algorithm operates
by assigning objects (i.e. (T ′i , Gˆi)-points) to k clusters S1, S2, . . . , Sk randomly at first, and then by
iteratively reassigning objects according to the cluster centroids’ nearest neighbors. Empirically,
k ← 3.
CETR’s approach to clustering is similar except that one cluster has a centroid which is always
set to the origin. Specifically, mji is defined to be the centroid of Si at iteration j and then force
mj1 = (0, 0).
This approach is beneficial in 2 ways: (1) it forces the remaining clusters to migrate away from
the origin where the non-content points are located, and (2) it provides an easy means for labeling
the resulting clusters; specifically, the cluster with the origin-centroid will always be labeled non-
content because points near the origin most likely represent non-content points, i.e. N ← S1. All
remaining clusters are therefore labeled content, i.e. C ← S2, . . . , Sk.
Implementation details
There exist some implementation details which are not discussed as part of the overall algorithm
formulation.
First, the algorithm does assume that a given Web page does have some tag structure. Without
HTML tags CETR cannot calculate the tag ratio array and the method will fail. To cope with
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these instances CETR assumes that tagless Web pages contain only content and we return the
entire text.
Second, there exist some Web pages wherein the HTML markup is written in a single line.
Without multiple lines the computed Tag Ratio array would only contain one element and CETR
would be forced to either return all text or no text. Fortunately, CETR resolves this issue by
detecting these instances and inserting line breaks every 65 characters. If the 65th character is
located within a tag, then the line break is inserted at the next non-tag location.
6.3.4 Discussion
Besides the demonstrated effectiveness of the algorithm, perhaps CETR’s greatest strength over
other methods is the simplicity of the concept, implementation and execution of the algorithm.
The complete CETR algorithm contains no parameters to adjust (k ← 3 and α ← 3 works for
most cases), no training to be done, and no classifier models to build; all that is required is to give,
as input, an HTML document and the approximate content will be returned. Ultimately, CETR
provides a fast, accurate method for extracting content from a variety of sources with little effort.
6.4 List Extraction
The extraction of lists from the Web is useful in a variety of Web mining tasks, such as annotating
relationships on the Web, discovering parallel hyperlinks, enhancing named entity recognition,
disambiguation, and reconciliation. The many potential applications have also attracted large
companies, such as Google, which has made publicly available the service Google Sets to generate
lists from a small number of examples by using the Web as a big pool of data [108].
6.4.1 Related Work
Several methods have been proposed for the task of extracting information embedded in lists on the
Web. Most of them rely on the underlying HTML markup and corresponding DOM structure of a
Web page [108, 12, 71, 81, 45, 25, 110, 65, 128, 129]. Unfortunately, HTML was initially designed
for rendering purposes and not for information structuring (like XML). As a result, a list can be
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Figure 6.6: The University of Illinois Department of Mathematics Web page and box structure.
rendered in several ways in HTML, and it is difficult to find an HTML-only tool that is sufficiently
robust to extract general lists from the Web.
Another class of methods is based on the rendering of an HTML page [13, 39, 65, 72]. These
methods are likewise inadequate for general list extraction, since they tend to focus on specific
aspects, such as extracting tables where each data record contains a link to a detail page [65], or
discovering tables rendered from Web databases [72] (deep web pages) like Amazon.com. Due to
the restricted notion of what constitutes a table on the web, these visual-based methods are not
likely to effectively extract lists from the Web in the general case.
This work aims to overcome the limitations of previous works for what concerns the generality
of extracted lists. This is obtained by combining several visual and structural features of Web lists.
Lists usually contain items which are similar in type or in content. For example, the Web page
shown in Figure 6.6(a)a) shows eight separate lists. Looking closely at it, a user can infer that
the individual items in each list: 1) are visually aligned (horizontally or vertically), and 2) share a
similar structure.
The proposed method, called HyLiEn (Hybrid approach for automatic List discovery and
Extraction on the Web), automatically discovers and extracts general lists on the Web, by using
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both information on the visual alignment of list items, and non-visual information such as the
DOM structure of visually aligned items. HyLiEn uses the CSS2 visual box model to segment a
Web page into a number of boxes, each of which has a position and size, and can either contain
content (i.e., text or images) or more boxes. Starting from the box representing the entire Web
page, HyLiEn recursively considers inner boxes, and then extracts list boxes which are visually
aligned and structurally similar to other boxes. A few intuitive, descriptive, visual cues in the Web
page are used to generate candidate lists, which are subsequently pruned with a test for structural
similarity in the DOM tree. As shown in this paper, HyLiEn significantly outperforms existing
extraction approaches in specific and general cases.
Extracting content and structure from HTML documents has been well-studied and numerous
methods have been developed.
There are several works which address the problem of information extraction from the Web.
Good surveys covering many of these works can be found in [64] and [18]. A subset of these previous
studies which specifically address the problem of finding lists on the Web can be labeled as either
purely structural or purely visual.
6.4.2 Extraction from the HTML DOM-tree
The majority of the previous research has centered around the task of automatically learning
extraction rules. In these aptly named “wrapper generation” techniques, two or more Web pages
are compared in order to find common DOM-structures. Information found to reside within these
learned-structures can be extracted and stored. In DEPTA [128], IEPAD [17], and STALKER [84]
extraction rules are generated from structural information and formatting features of a given set
of training Web pages.
The RoadRunner algorithm [25] is perhaps the most well known wrapper generation technique.
It is able to quickly learn the common structures of similar Web pages within a single Web site
in order to automatically generate wrappers. The premise behind the system is that many Web
pages are automatically generated from a common template, which can be inferred by looking at
common DOM structures within example pages. These wrappers have been shown to be effective
at extracting content from a learned Web template. The Flint system [6] shows that this type of
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approach can be used to extract structurally repeating objects. Although the RoadRunner system
uses an elegant approach for automatic data extraction, its applicability is limited. The learning
process is exponential, and further simplification is necessary to keep it computationally tractable.
Moreover, it is unlikely that a wrapper can be trained to extract general lists from the Web. An
even more restrictive wrapper-based approach that looks solely at extracting records and columns
from tables on the Web was proposed by Lerman et al. [65].
The Hierarchical Conditional Random Field (HCRF) method [131] is a probabilistic model for
data record extraction and attribute labeling, but HCRF requires training and therefore requires
too much manual effort and can become inaccurate as the Web evolves.
Wrapper generation work was also performed by Cohen and Wang for the Set Expander for
Any Language (SEAL) project [110]. However, SEAL’s wrapper learner is quite dissimilar from
the wrapper learner in Roadrunner, in that, SEAL requires one or (preferably) more example texts
in order to learn a useful model of data. SEAL, therefore, could be adopted to learn wrappers
and perform list extraction at query time resulting in a long result latency4. SEAL’s wrapper-
learning system exploits several different representations of a document. It combines alternate
representations, text, DOM and non-text layout features, with a learning algorithm to improve the
wrapper learning process. Because the list extraction phase in SEAL requires many example texts,
it is unlikely that it could be used for general list extraction. Furthermore, maintaining wrappers,
so that they continue to extract information correctly as Web sites change, requires significant
manual effort [27].
As an alternative to the brittle and labor intensive wrapper generation methods, several un-
supervised learning and heuristic approaches, which do not require training examples, have been
investigated. These include Google Sets [108], WebTables [12], World Wide Tables (WWT) [45],
MDR [71], and Tag Path Clustering [81].
Although the explicit framework for Google Sets has not been published in any academic venue,
their patent filing [108] adequately describes the broad approach of their algorithm. Specifically, the
Google Sets framework automatically generates lists of items based on their frequent co-occurrence
in lists on the Web. Of course, for this to work, Google Sets must first extract items from lists
4A demo of SEAL at http://boowa.com/ can take up to 1 minute per query
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on the Web. They do this by looking for specific HTML tags, namely <UL>, <OL>, <DL> and
<H1>-<H6> tags, and extracting the text in the encompassed HTML structure. Only a fraction
of HTML lists are actually created with these tags. Nevertheless, Google Sets can still be effective
at finding lists en masse because a small fraction of the entire World Wide Web is still a lot of
data. Yet, its extraction technique is not sensitive enough to pick up general lists.
WebTables [12] extracts information from certain tables on the Web in order to automatically
generate schemas and consolidate the information contained in these tables into a single, integrated
data source. This work is very closely related to Google’s Fusion Tables project, and because the
WebTables authors – Cafarella, Halevy et al. – work(ed) at Google it is assumed that the same
techniques are at least partially responsible for the algorithm underlying Google Fusion Tables.
WebTables works by extracting tables from the Web based on the <TABLE> HTML-tag. From
this large set of tables some heuristics are used to find only relational tables, that is, Web tables
which contain columns and rows like in a database relation. The authors estimate that 1.1% of the
<TABLE>’s on the Web actually represent relational information. This section considers tables
on the Web to be wholly within the set of lists on the Web, that is, a table is a special type of list.
Alternatively, one could view a list as a special type of table under a different set of circumstances,
but this task is best expressed in general terms as lists, rather than tables.
World Wide Tables (WWT) [45] is an effort similar to that of WebTables. The list extraction
in WWT is described as using “. . . a group of heuristics. . . ” [45]. While these heuristics are not
explicitly mentioned, they are probably similar to the techniques of Google Sets and WebTables in
that they use simple HTML-tag patterns for extraction.
In the Google Sets and WebTables approaches, strict HTML-tag matching works in only a very
limited set of instances, and as such the limitations of these tag-dependent approaches pose as
motivation for more robust list extraction techniques.
One such “robust” technique is the Mining Data Records (MDR) algorithm [71]. MDR aims
to extract records from a Web page by mining the page’s DOM-structure. MDR is based on two
key observations. First, a set of data records (i.e., list items) typically appear in a coherent region
of a Web page and they are formatted using similar HTML tags and patterns. This set of records
is called a data region. Second, the records in a data region are typically rooted in a single parent
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node. One major goal underlying the construction and execution of MDR is that it does not make
any assumptions about the type of HTML-tags used to construct the data records. That is, a
<UL>-tag is no more likely to indicate a list than a <DIV>-tag. In order to operate effectively,
MDR assumes that the individual records in a data region contain a robust structure which repeats
regularly throughout the data region. This assumption is correct when a single data record contains
a sufficiently-large sub-structure like in Area D in Figure 6.6(b), which contains title and author
information for each record. However, this assumption fails when the sub-structure of list elements
are small like in Area A, B, C and E in Figure 6.6(b), which only contains a link. Ancillary
experiments show that when MDR is applied to a Web Page that does not contain lists – a news
article, for example – data records are sometimes errantly extracted from nuances in the HTML
structure. These “nuances” can typically be attributed to the appearance of regular/repeating
patterns in the HTML source code. For example, consider the typical Wikipedia article that
contains a large list of languages on the left-hand side, a table of contents list, an info-box on
the right-hand side, and wiki-links throughout the page. MDR almost always misses the list of
languages and table of contents, the info-box is correctly extracted, and sometimes wiki-links, which
are not members of any specific list, are incorrectly annotated as lists and extracted. These aspects
show that MDR cannot be effectively used in general list extraction.
The Tag Path Clustering (TPC) algorithm [81] is quite similar to MDR, in that, TPC looks for
frequently reoccurring patterns in the DOM structure of a Web page in order to detect and extract
data records. TPC probably suffers from the same generalization problem as MDR because the
two algorithms share similar assumptions.
Other methods, like DeLa [109], DEPTA [128], IEPAD [17], etc., share similar assumptions
and, therefore, similar limitations as the methods described above. A good survey of these and
other HTML-only methods is provided by Chang et. al [18]
6.4.3 Extraction from Visual features
Similar, yet non-overlapping, list extraction research has been done that considers only the visual
representation of a Web page. The idea of analyzing visual information from a rendered Web page
originated in the area of Web page segmentation. Yang and Zhang [123] describe an approach that
100
is derived directly from the layout of Web pages. By using a “pseudo-rendering process” they try to
detect “visual similarities” of certain HTML content objects. During the HTML parsing process,
they extract simple objects, that is, non breakable visual HTML objects that do not include other
HTML tags. Applying some fuzzy rules, they compose simple objects into composite objects. Using
a tree representation of discovered composite objects adjacent list objects are checked for visual
similarities. The overall complexity of this method is exponential on the number of HTML-tags of
the Web pages. This restricts the application of this method for general list extraction.
The Visual Page Segmentation (VIPS) [13] heuristically segments documents into a tree where
the nodes are visually grouped blocks. The major problem with this approach is that the result
of the VIPS algorithm does not label the nodes as content or non-content. The results presented
in later sections show that if the best possible parameters are selected and a perfect mechanism
is provided to label the nodes then VIPS can extract article text with a high degree of accuracy.
However, there exists no such labeling mechanism; furthermore, VIPS must partially render a page
in order to analyze it including retrieving all external style sheets, etc. Therefore, compared to
other techniques, VIPS is very resource intensive.
In the Vision-Based Approach for Deep Web Data Extraction (ViDE) [72], Liu et al. present
a purely-vision based approach to implement data record and data item extraction. ViDE uses
the VIPS algorithm [13] to obtain a deep Web page’s Visual Block tree. The VIPS tree definition
is extended by adding, for each visual block, other information related to its position, layout,
appearance, and content. The authors of ViDE admit that their complex extraction process is too
slow for real-time applications, so they ultimately create wrappers to cope with their computational
overhead. Also, ViDE can only process deep Web pages containing a single data region, meaning
only a single list can be extracted per Web page.
Della Penna et al. [30] present a graphical software system that provides an automatic support
to the extraction of information from Web pages. The underlying extraction technique exploits
the visual appearance of the information in the document, and is driven by the spatial relations
occurring among the elements in the page. They integrate the software with a Spatial Relation
Query tool, that allows query execution in a SQL-like language. This is a general software that
could be used to extract information from Web pages codified in a list of SQL-like queries. The
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software is general but requires the user to define and translate rules into a SQL-like formalism.
6.4.4 Merging Visual and Structural Features
There exist some visual methods which utilize some HTML information to extract Web data.
The Visualized Element Nodes Table extraction (VENTex) algorithm is able to to find tables
by inspecting the rendered Web page and the corresponding DOM tree [39]. VENTex uses a
comprehensive list of heuristics to extract and interpret tables on the Web. Like in work of Yang
and Zang [123], VENTex first needs to generate all the possible simple objects, called VENs in
the VENTex paper. Extracted VENs are then used to find all frames for a given Web page in a
manner reminiscent of most density-based clustering algorithms. Unfortunately, VENTex suffers
from the same drawbacks of the Yang and Zang [123] approach, and because of the constrained
notion of what constitutes a table on the Web, the heuristics proposed in VENTex are not likely
to effectively extract general lists from the Web.
ViNTs [130] use the visual content features on the search engine result pages to extract result
records by using HTML information to combine repeated records. ViPER [103] combines visual
cues with a global multiple sentence alignment technique to extract data records.
6.5 Hybrid List Extraction
The first step is to identify and extract information from lists on the Web. Lists are interesting
because they present information in a condensed, well structured way. The characteristics of Web
lists vary widely. Consequently, a great variety of computational approaches have been applied
to discover and extract the information embedded in lists. These existing approaches mostly rely
on the underlying HTML markup and corresponding DOM structure of a Web page [108, 12, 110,
33]. Unfortunately, HTML was initially designed for rendering purposes and not for information
structuring (like XML). As a result, a list can be rendered in several ways in HTML, and it is
difficult to find an HTML-only tool that is sufficiently robust to extract general lists from the
Web. Visual information extraction approaches move the focus of the problem from the HTML
and its corresponding DOM tree structure to a visual pattern recognition problem [39, 72]. These
visual-based methods can be used for general list finding, but, to date, have focused on specific
sub-problems, such as the extraction of tables where each data record contains a link to a detail
page [65], or discovering tables rendered from Web databases [72] (deep web pages).
This work proposes a hybrid list extraction algorithm (HyLiEn), which aims to overcome
the limitations of previous works in order to extract general lists from the Web. Although there
are already some works that process visual information from rendered Web pages [39, 72] and
on the DOM-structure of a Web page [108, 12, 110, 33], there exist only a few hybrid methods
that combine both the visual and the structural information (i.e., DOM-tree) to perform Web
information extraction [65, 110]. The most recent of these hybrid approaches, VENTex [110], is
used in the case study for comparison. The HyLiEn algorithm starts from the observation that lists
usually contain items which are similar in type or in content. For example, the Web page shown
in Figure 6.6(a) shows eight separate lists. HyLiEn is able to automatically discover and extract
general lists on the Web by using both information on the visual alignment of list items, and non-
visual information such as the DOM structure of visually aligned items. HyLiEn uses the visual
box model distilled from a browser’s rendering of a Web page to segment the page into a number of
boxes, each of which has a position and size, and can either contain content (i.e., text or images) or
more boxes. Starting from the box representing the entire Web page, HyLiEn recursively considers
inner boxes, and then extracts list boxes which are visually aligned and structurally similar to other
boxes. A few intuitive, descriptive, visual cues in the Web page are used to generate candidate
lists, which are subsequently pruned with a test for structural similarity in the DOM tree. The
remainder of this section details the extraction process of HyLiEn.
From the visual rendering of a Web page, HyLiEn finds the coordinates for the left-upper corner
of the rendered HTML-box (x,y).
Definition 6.1. A non-tiled list candidate l = {e1, e2, . . . en} on a rendered Web page consists of
a set of either vertically or horizontally aligned boxes, but not both.
In a recent survey paper [113], this assumption alone is sufficient to outperform many existing
list extraction methods. Indeed, it seems that a human user might find these alignment features
to be most important in identifying lists manually. Therefore, with this assumption HyLiEn can
generate list candidates by comparing the boxes within a rendered Web page. However, this
assumption by itself does not cover Web pages such as the one in Figure 6.6(a) where the orange
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boxes inside Box A2 2 correspond to a single list in the page, yet many pairs of elements in this list
are not visually aligned. Therefore, inside the region of A2 2, the first step of HyLiEn finds three
vertical list candidates and many horizontal list candidates based on Def. 6.1, and there will be
some degree of overlap between these lists. Therefore, the assumption in Def. 6.1 is extended:
Definition 6.2. Let T be a sequence of vertically-oriented lists (i.e., lists with vertically aligned
boxes) 〈V1, V2, . . . , Vn〉. A vertical list contains boxes which are ordered in descending order of their
y coordinates of their upper-left corners. A horizontal list contains boxes which are are ordered in
descending order of their x coordinates of their upper-left corners. Let Ti = 〈V1[i], . . . , Vn[i]〉, where
Vj [i] is the ith element in the vertically-oriented ordered list Vj or null if the list does not have an
element in the ith position. T is a tiled list if:
1. T is nonempty;
2. Each Ti is a non-tiled list whose elements are horizontally aligned;
3. |T0| = n, i.e., the top row in T contain n elements;
4. For any pair s < i, there does not exist j such that Ts[j] = null, and Ti[j] 6= null;
5. For each l in T there does not exist l′ in L such that l ∩ l′ is nonempty.
In practice, tiled lists are found by evaluating alignments one-by-one. For each standard list l,
a tiled list T is created initially populated with the elements l. For each other list l′, where l 6= l′,
l′ is added to T iff ∃l ∈ T : l ∩ l′ 6= ∅, i.e., if they have an element in common. If, after all l′’s have
been compared to l, T = {l}, then T is discarded because no tiled lists were found. Otherwise, if
a tiled list has been found, then T is added to the set of lists;
A tiled list A2 2 is shown in Figure 6.6(b). Where the list elements contains both vertically
aligned elements (A2 2 1 = {A2 2 1 1, A2 2 1 2, A2 2 1 3, etc.}), and horizontally aligned elements
(A2 2 4 = {A2 2 1 1, A2 2 2 1, A2 2 3 1}). Because these two example lists contain a common element,
A2 2 1 1, they are deemed to comprise a tiled list. The notion of tiled list is useful to handle more
problematic cases, such as A2 2, by merging the individual lists of a tiled structure into a single
tiled list.
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Several papers exploit the DOM-structure of Web pages to generate wrappers, identify data
records, and discover lists and tables [108, 12, 71, 81, 45, 26, 110, 65, 129]. Even if purely DOM-
centric approaches fail in the general list finding problem, the DOM-tree could still be a valuable
resource for the comparison of visually aligned boxes. Given a list from a Web page, HyLiEn
assumes that the DOM-subtrees of list elements should be structured similarly (structSim) within
a certain threshold α, and that the number of nodes in a DOM-subtree (subTreeSize) is less than
β.
Definition 6.3. A candidate list, l, containing entries/items {e1, e2, . . . , en} is a genuine list if
and only if for each pair (ei, ej), i 6= j, structSim(ei, ej) ≤ α, subTreeSize(ei) ≤ β, and
subTreeSize(ej) ≤ β.
StructSim is the edit distance between two XPaths. For example, the distance between the
paths: html → ol1 → li1 and html → ol1 → li2, where the subscripts represent the same
visual box if equal and different boxes if not equal, is zero. Distance and similarity here are direct
inverses of one another. The specific distance function used by HyLiEn is a modified version of the
Levenshtein distance, where path nodes are atomic letters in the Levenshtein distance function.
These heuristics rely on some assumptions, most of which are shared with most other DOM-
centric mining algorithms, that determine whether the visual alignment of certain boxes can be
regarded as a real list or it should be discarded. Throughout the remainder of this paper α← 0.6
and β ← 50 emperically. Lower values for α loosens the structural similarity requirement resulting
in lists with incorrect/spurious member-elements, while higher values for α tighten the structural
similarity requirement resulting in missed lists or lists with missing elements. The β parameter is
a simple threshold that determines the level within the Web page to look for lists. Higher values
for β will allow lists to form among non-list DOM-elements, while lower values for β may ignore
lists that have complex record structures and therefore large DOM subtrees.
6.5.1 Attribute Extraction
A table is considered to be a multi-attribute list. Thus, HyLiEn views a table as a special type of
list (the alternative view is that a list as a special type of table, but the former fits better with the
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Figure 6.7: Cropped Web page with list of faculty members. Data tuples are labeled 1, 2, 3; data
columns are labeled a – f.
related literature). In HTML syntax, a multi-attribute list can be represented by the table-tag,
but they may just as easily be represented by li, ol, div-tags, etc.
Zhai and Liu [129] assert that the set of items {e1, e2, . . . , en} found in an extracted list often
have similar subtrees. Furthermore, Zhai and Liu demonstrate a partial tree alignment algorithm
that is able to match elements across similar subtrees in order to extract record attributes from
the list. In essence, they show that multi-attribute Web lists can be automatically converted into
database-style tables where list elements correspond to data tuples, and matching subtree leaves
correspond to data columns.
This type of extraction research has been the focus of several recent projects including the World
Wide Web Tables (WWT) project [45, 67] and the WebTables project [12] which seems to have
been recently extended to include lists by Elmeleegy et al. [33]. The attribute extraction algorithm
within HyLiEn that is proposed in this paper is an extension of Zhai and Liu’s partial tree alignment
algorithm. The original partial tree alignment algorithm is a DOM-only approach and thus does
not take a advantage of the visual features of a Web page; this is an important distinction because,
unlike XML, the purpose of HTML is not to describe data, but rather to declare the visual layout
of the data. Because of the visual-DOM hybrid nature of HyLiEn, data record extraction is more
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robust than with DOM-only methods like Zhai and Liu’s partial tree alignment. Furthermore, it
is becoming increasingly more difficult to perform DOM-only information extraction due to the
increased CSS usage over the past decade; for example, a visually complex Web page can be easily
described using only div-tags and a CSS declaration. In contrast to previous works, when aligning
list records HyLiEn considers the visual x-y coordinates, and height-width properties of the visual
boxes in addition to the DOM tree alignment.
Formally, the ith extracted list from Web page X, lXi contains n records l
X
i = {e1, e2, . . . , en}.
Each record ej in l
X
i has m subtree leaves {ej1 , ej2 , . . . , ejm}, which are matched among the records
in a single list e11 ↔ e21 ↔ e31 . . ., e12 ↔ e22 ↔ e32 . . ., and so on. This corresponds to a
database-style table ti with n rows and m columns.
Figure 6.7 shows an example extraction of a multi-attribute list of computer science faculty
members. This particular list contains 61 actual list elements, which is cropped to 3 for illustration-
sake, and each list element contains 6 subtree leaves that are matched among the other list elements.
In this particular Web list each list element represents an individual faculty member; ax represents
the image of each person, bx represents the name, cx is the title, dx is the phone number, ex is the
email address and fx is the persons research interests.
In this way lists can be automatically extracted and represented as database tables. Unfor-
tunately, this seems to be the current limit of most research. While it is certainly beneficial to
have the ability to extract structured information from Web tables and lists, more information can
probably be extracted from the Web holistically. The next chapter shows that by looking at a
broader scope of a Web site we can extract more information than if we limit the scope to a single
Web page at a time.
6.6 Experimental Results
6.6.1 Data Set
For experiments, data from two sources is used: (1) news site data from Pasternak and Roth’s 2009
WWW paper [88] on maximum subsequence segmentation (MSS) and (2) training and test data
sets from the CleanEval competition.
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MSS: In order to appropriately compare to the maximum subsequence segmentation method,
which could not be obtained or easily implemented, the data from Pasternak and Roth’s repository5
was retrieved. This dataset contains labeled Web pages where labels mark the beginning and end
of the content section(s). Labels in this data set were gathered by examining a few pages per
news source and a template-based wrapper was manually written. Even with this semi-automated
approach, this was still a tedious process taking nearly 12 hours to complete. It is also noted that,
in order to eliminate non-news article pages, any Web pages which contained less than fifty words
and symbols as well as any Web pages which contained more than 20% tags were discarded. The
authors made no attempt to manually check for nor correct errors in the 24,000 wrapper-produced
samples.
This data set contained 45 individual websites which were further separated into two non-
overlapping sets. (1) the Big 5 : Tribune, Freep, NY Post, Suntimes, and Techweb, and (2) the
Myriad 40 which were chosen randomly from from the Yahoo! Directory. The Myriad 40 contains
“an international mix of English-language sites of widely varying size and sophistication” [88].
50 documents were abitrarily selected from each of the Big 5 and 206 documents total from
the Myriad 40. Aside from these sources, 50 additional pages were also selected from the BBC
and NY Times websites each because these two sources are highly popular and should be explicitly
included in the evaluation.
CleanEval: The CleanEval project is a shared task for cleaning arbitrary Web pages. This
was started by the ACL’s SIGWAC and initially took place as a competition during the Summer of
2007. This corpus includes four divisions: a development/training set and an evaluation set in both
English and Chinese languages which are all hand-labeled. Besides extracting content, the original
CleanEval competition also asked participants to “markup” the Web page. This task scored the
participants on how well their algorithm identified lists, paragraphs and headers; this additional
task outside the scope of this evaluation and therefore do not consider it further.
Because CETR does not require training there is no need to separate between training and
evaluation documents effectively resulting in two CleanEval data sets: (1) 741 English documents
and (2) 713 Chinese documents.
5http://l2r.cs.uiuc.edu/~cogcomp/Data/MSS/
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Performance Metrics
For evaluation, standard metrics are used to evaluate and compare the performance of different
methods. Specifically, precision, recall and F1-scores are calculated by comparing the results/output
of each method against a hand-labeled gold standard. Let WP be the set of words in the extraction
result and WL be the set of words in the labeled extraction. Precision and recall then follow from:
P =
|WP ∩WL|
|WP |
, R =
|WP ∩WL|
|WL|
(6.5)
The F1-scores are computed as usual and all results are calculated by averaging each of the
metrics over all examples. The scores from the Big 5, BBC and NY Times are also shown individ-
ually. It is important to note that every word in the document is considered to be distinct even if
two words are lexically the same. One exception to this is the VIPS results, which often moves or
removes text from its output; this makes it impossible to align words with the original page and
therefore forces us to treat WP and WL as a bag of words, i.e., where two words are considered the
same if they are lexically the same. The bag of words measurement is more lenient and as a result
VIPS scores may be further inflated.
The CleanEval (CE) competition uses a different approach when computing extraction perfor-
mance. Their scoring method is based on the Levenshtein distance between the extraction algorithm
and the gold standard divided by the alignment length. The Levenshtein distance is typically de-
scribed as being the number of insertions and deletions of characters necessary to align two strings.
The CleanEval version of the Levenshtein distance operates on the insertion and deletion of words
rather than individual characters (presumably for either conceptual clarity or computation time).
The alignment length is the number of insertion, deletion or align operations required to align two
word sequences. The Levenshtein distance is relatively expensive to compute, taking O(|A| × |B|)
time, which can be prohibitively large when |A| and/or |B| are sufficiently large. The datasets
typically include documents which are “sufficiently large” (i.e., size greater than 10,000 words) and
therefore it not necessary to evaluate the CETR performance using this metric.
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Alternative Approaches
Several of the algorithms described in above have been implemented in Java (FE, KFE, BTE,
DSC, ADSC, LQ, LP, CCB) for the CombineE framework [43]. None of these algorithms require
training, so the evaluation is done by inputting each document one-by-one into each algorithm and
gathering the results.
VIPS was evaluated similarly except for two major differences. First, VIPS was not imple-
mented, rather the executable program was taken directly from the author’s website. Second, the
output from VIPS is a set of page segments rather than extracted text. An exhaustive search for
the perfect parameters for segmenting was performed, and from the results, an exhaustive search
for the best possible combination of page segments by comparing each combination with the gold
standard was perfromed. Finally, the segment(s) with the best F1-score was selected. This certainly
inflates the extraction performance over practical means.
MSS is neither implemented nor directly tested, instead the experiments described in this paper
were deliberately designed to match those of [88]. In some instances, such as the Chinese language
CleanEval, NY Times, and BBC, the MSS scores are missing because those datasets were not tested
or not reported in the original work.
CETR is implemented in Java and is divided into three distinct algorithms. The first is the one
dimensional Threshold Method (CETR-TM) from Section 6.3.1. The second is the one dimensional
method which is clustered with k-Meansk=3 (CETR-KM) from Section 6.3.1. The third iteration
of this algorithm is the two dimensional method clustered with the tailored clustering technique
(CETR) from Section 6.3.2.
6.6.2 Content Extraction
Table 6.1 presents the results of the Threshold Method (CETR-TM) when given the task of ex-
tracting content from the CleanEval, Myriad 40, Big 5, NY Times and BBC data sets. The Big 5
is broken down into it’s individual sources.
CETR-TM method results in a very high recall rate. This is because the threshold τ is set
to 1.0σ, i.e., λ ← 1.0. Intuitively, if λ is increased (e.g., 1.1σ, 1.2σ) then the selectivity of the
threshold would increase causing the precision to increase and the recall to decrease. Conversely,
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Source Precision Recall F1-Measure
CE-Eng 97.52% 90.92% 94.10%
CE-Zh 89.03% 84.21% 86.55%
CleanEval 93.27% 87.56% 90.33%
Myriad 40 87.86% 95.31% 91.44%
NY Post 65.43% 100% 79.10%
Freep 63.93% 96.94% 77.05%
Suntimes 59.97% 100% 74.97%
Techweb 61.64% 100% 76.27%
Tribune 99.13% 98.74% 98.94%
Big 5 70.02% 99.14% 81.23%
NYTimes 100% 94.38% 97.11%
BBC 97.41% 99.12% 98.26%
Table 6.1: Results for CETR-TM on various domains
if λ is decreased (e.g., 0.9σ, 0.8σ) then the selectivity of the threshold would decrease resulting in
a lower precision and a higher recall. Tuning this parameter is left to the user, and Section 6.6.2
discusses λ in further detail.
Table 6.2 presents the results of the k-Means (CETR-KM) clustering method.
Source Precision Recall F1-Measure
CE-Eng 96.85% 92.98% 94.88%
CE-Zh 95.65% 78.95% 86.50%
CleanEval 96.25% 85.96% 90.69%
Myriad 40 95.87% 92.54% 94.17%
NY Post 76.64% 100% 86.78%
Freep 82.78% 92.44% 87.34%
Suntimes 96.28% 98.97% 97.61%
Techweb 78.21% 100% 87.78%
Tribune 100% 93.50% 96.64%
Big 5 86.78% 96.98% 91.23%
NYTimes 99.64% 97.18% 98.40%
BBC 100% 94.19% 97.01%
Table 6.2: Results for CETR-KM on various domains
The CETR-KM method typically achieves either a high recall or a high precision but rarely
both at the same time. Nevertheless, these results show that CETR-KM typically outperforms
CETR-TM.
Table 6.3 presents the results of the complete CETR algorithm.
These results show that the complete CETR algorithm performs far better than CETR-TM
and/or CETR-KM. There is some variability among the results, which have an F1-Measure range
of 98.93% for Suntimes to 86.59% for Techweb. Perhaps most importantly, the CleanEval scores
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Source Precision Recall F1-Measure
CleanEval-Eng 96.66% 92.86% 94.72%
CleanEval-Zh 92.31% 81.72% 86.69%
CleanEval 94.49% 87.29% 90.71%
Myriad 40 96.84% 92.68% 94.72%
NY Post 83.57% 94.18% 88.56%
Freep 83.57% 92.44% 87.78%
Suntimes 99.86% 98.01% 98.93%
Techweb 76.34% 100% 86.59%
Tribune 99.61% 94.73% 97.11%
Big 5 88.59% 95.87% 91.82%
NYTimes 99.26% 97.18% 98.21%
BBC 100% 95.04% 97.46%
Table 6.3: Results for CETR on various domains
were high relative to the highest score in the CleanEval competition, which scored an 84.1% on
the English dataset. Remember, however, that the scoring metrics used in this paper, and in most
similar literature, (precision, recall, F1) are different from the scoring metrics used in the CleanEval
competition (Levenshtein distance).
The relatively low precision reported by NY Post, Freep and Techweb is likely due to the fact
that these sources contain user comments, feedback, etc. after each article. CETR typically does
not include short comments as content whereas the gold standard extractions include these com-
ments. The actual precision of CETR is likely higher than the indicated precision. This comment
effect becomes more evident because more precise results are from sources such as NYTimes which
hides comments by default, Suntimes which limits the comments to nine at a time, Tribune which
limits the comments to three by default, and BBC which does not accept comments at all.
Methods Comparison
In order to judge the veracity of CETR its performance is compared with the alternative approaches
described earlier. Table 6.4 presents these results with the winners for each data source in bold.
Some of the MSS results are not listed because the original work did not perform experiments on
these data sources. The CETR threshold method is abbreviated CETR-TM and the 1-dimensional
CETR clustered with k-Means is abbreviated CETR-KM.
CETR is the highest performing algorithm in most data sets and overall. The MSS algorithm
performs highest on the Big 5 data set. This is probably because of the comment effect mentioned
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earlier, for instance, if the low performing precision results from Table 6.3 were more in line with
the median precision of CETR then the average F1-measure would outperform MSS and VIPS by
an even greater margin.
Algorithm CE-Eng CE-Zh CE Myriad 40 Big 5 NyTimes BBC Average
FE 7.86% 3.50% 5.68% 4.63% 8.27% 2.35% 17.14% 7.29%
KFE 89.19% 45.68% 67.44% 71.41% 71.36% 94.30% 78.13% 75.01%
BTE 93.13% 18.52% 55.83% 68.97% 64.58% 93.49% 63.93% 67.10%
DSC 80.92% 5.00% 42.96% 84.59% 81.54% 89.69% 80.96% 70.45%
ADSC 86.70% 5.13% 45.91% 86.41% 80.27% 96.06% 96.64% 75.20%
LQ 91.96% 58.47% 75.22% 70.25% 54.96% 93.42% 64.00% 72.18%
LP 49.65% 55.41% 52.53% 83.11% 25.89% 97.35% 90.48% 66.98%
CCB 91.57% 58.99% 75.28% 77.05% 68.21% 98.09% 71.90% 77.64%
MSS 91.98% – – 94.64% 95.13% – – 93.92%
VIPS 93.41% 39.43% 66.42% 92.97% 95.59% 95.61% 84.77% 83.63%
CETR-TM 94.10% 86.55% 90.33% 91.44% 81.27% 97.11% 98.26% 91.45%
CETR-KM 94.68% 86.50% 90.59% 94.17% 91.23% 98.40% 97.01% 93.66%
CETR 94.72% 86.62% 90.67% 94.72% 91.82% 98.21% 97.46% 93.93%
Table 6.4: F1-measures for each algorithm in each source. Winners are in bold.
Discussion
Tables 6.3 and 6.4 clearly show that CETR is a viable and robust content extraction algorithm
by performing relatively well even on non-news corpora (CleanEval) and across multiple languages
(English and Chinese). Admittedly, MSS does perform relatively well especially on the news
corpora, however, unlike MSS, CETR is a completely unsupervised algorithm and therefore does
not require labeled training examples. The VIPS results should also be viewed with some hesitation
because, as stated earlier, VIPS was evaluated assuming the perfect parameters and segments were
selected for each Web page.
The results also show that occasionally CETR-TM or CETR-KM does perform the best. This
is probably due to nuances among website-page architecture. For instance, NY Times and BBC
websites have structures that are most conducive to CETR-TM and CETR-KM. However, the
results of broader corpora, i.e., Myriad 40 and CleanEval, show that CETR performs the best in
the general case.
Even though CETR-TM does not perform the best overall, for practical purposes end users may
consider its use when recall is a top priority. By reducing the threshold coefficient λ users can see
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Figure 6.8: Precision and Recall tradeoff for NY Times corpora as the threshold coefficient (λ) is
increased from 0 to 2
a marked increase in the recall and a sharp decrease in the precision. This precision/recall tradeoff
is shown in Figure 6.8. When λ = 0 the recall is always 100% because all lines are included. For
the NY Times domain, shown in Figure 6.8, a good tradeoff might be λ = 0.5. Finding a good
threshold value is difficult because λ must be empirically found for each domain.
Although CETR-TM and CETR-KM perform relatively well overall, these methods are highly
susceptible to Web pages which do not have smooth tag ratio sections. Taking the American Decla-
ration of Independence example from earlier, content text which is presented in lists are sometimes
missed by the CETR-TM and CETR-KM methods. This is because the threshold/clustering pro-
cedures regard the Tag Ratio array as a bag of values instead of an ordered sequence of values. As
a result low-lying ratios can be missed even after smoothing.
The complete CETR algorithm solves this problem by explicitly identifying the content’s bor-
ders by way of the absolute derivative array. With this new information the CETR algorithm is
better able to identify the beginning and end of content sections. This information coupled with
the original TR array create a novel model by which content sections can be identified.
Furthermore, there is no rule which states that a Web page may only have a single content
section. There exists several instances in which content is divided by a menu or an advertisement
which indicates the “fold” – referring to newspapers which are delivered folded in half. Unlike
many current methods, VIPS especially, CETR is not affected by multiple content sections.
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Despite the many advantages related to the CETR algorithm, there are some weaknesses. CETR
does not perform well on portal home pages. For example, the Yahoo! homepage contains a vast
array of menus and short news descriptions; CETR has difficulty discerning the content section(s)
of these types of Web pages. Google News is another Web page where content is difficult to discern;
CETR typically extracts far more text than what users would consider content i.e., recall is high and
precision is low. Finally, Web pages which do not have advertisements or menus, such as computer
science professors’ homepages, do not achieve high extraction accuracy. In these instances, CETR
typically removes courses taught, patents awarded, and sometimes publications lists. The only way
around this problem is to determine whether or not a given Web page contains non-content text,
and then if it is determined that the Web page in question does contain non-content text invoke
CETR to extract the content.
6.6.3 List Extraction
Weninger et al. showed that implementing a method that uses assumption in Def. 6.1 is sufficient
to outperform all existing list extraction methods [114]. Thus, HyLiEn was also tested on a dataset
used to validate the Web Tables discovery in VENTex [39].
This dataset contains Web pages saved by WebPageDump including the Web page after the “x-
tagging”, the coordinates of all relevant Visualized Words (VENs), and the manually determined
ground truth. From the first 100 pages of the original dataset 224 tables were manually extracted
and verified, with a total number of 6146 data records. This dataset can be used as test set for
HyLiEn because tables on the Web are considered to be in the set of lists on the Web, that is, a
table is a special type of list.
This dataset was created by asking students taking a class in Web information extraction at
Vienna University of Technology to provide a random selection of Web tables. This, according to
Gatterbauer et al.[39], was done to eliminate the possible influence of the Web page selection on
the results. The generality advantage of this dataset is used to show that also HyLiEn is robust
and the results are not biased from the selected test set.
HyLiEn returns a text and visual representation of the results. The former consists of a collec-
tion of all the discovered lists, where each element is represented by its HTML tag structure and
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Ground truth VENTex HyLiEn
# tables 224 82.6% 79.5%
# records 6146 85.7% 99.7%
Table 6.5: Recall for table and record extraction on the VENTex data set.
its inner text. The latter is a png image, where all the discovered lists are highlighted with random
colors.
HyLiEn is compared to VENTex, which returns an XML representation of the frames discovered.
Because of the differences in output of the two methods, the manual judgements erred on the side
of leniency in most questionable cases. In the experiment, the two parameters α and β required by
HyLiEn are empirically set to 0.6 and 50, respectively.
6.6.4 VENTex dataset results
Table 6.5 shows that VENTex extracted 82.6% of the tables and 85.7% of the data records, and
HyLiEn extracted 79.5% of the tables and 99.7% of the data records.
VENTex did extract 8 more tables than HyLiEn. This is probably because HyLiEn does not
have any notion of element distance that could be used to separate aligned but separated lists. On
the contrary, in HyLiEn, if elements across separate lists are aligned and structurally similar they
are merged into one list. Despite the similar table extraction performance, HyLiEn extracted many
more records (i.e., rows) from these tables than VENTex.
Recall Precision F-Measure
VENTex 85.7% 78.0% 81.1%
HyLiEn 99.7% 99.9% 99.4%
Table 6.6: Precision and Recall for record extraction on the VENTex data set.
The precision score is judged here for comparison sake. From among the 100 Web pages only
2 results contained false positives (i.e., incorrect list items) resulting in 99.9% precision. VENTex
remained competitive with a precision of 85.7%. Table 6.6 shows the full set of results on the
VENTex data set. HyLiEn consistently and convincingly outperforms VENTex.
Interestingly, the recall and precision values for VENTex were actually higher than the results
presented in Gatterbauer et al. [39] (they show precision: 81%, and recall: 68%). This difference
is probably because we use only the first 100 Web pages of the original dataset.
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Chapter 7
Attribute Propagation over
Hierarchical Link Paths
There exist many ways to attach attribute values to entity records. Arguably, the most effective
means for entity attribution in the Web domain is by extracting data from learned wrappers [24].
Wrapper generation assumes that the entity-pages in question contain a similar structure from
which wrappers can be induced; unfortunately, this assumption is not always valid. Continuing the
examples from previous sections, faculty entity-pages are typically hand crafted and, therefore, are
not structurally similar to other faculty entity-pages even in the same department.
An alternative strategy to entity attribution is to manually identify attributes and write regular
expressions to extract the attribute values. For example, on the entity page of a professor, regular
expressions matching 5 digit numbers could be useful for extracting American zip codes, etc.
However, Web mining via regular expressions requires a lot of manual effort, and regular expressions
are ill-suited for the various means by which entities are described.
7.1 Overview
This chapter builds upon the results of the previous chapters in order to perform entity attribution.
In simple terms, this chapter presents a methods which propagates the record tuples extracted in
Chapter 6 forward through the paths grown in Chapter 3 and add them to the appropriate database
record mapped in Chapter 4. The resulting database table will contain a set of tuples containing
a structured representation of the entities and their extracted attributes.
7.2 Attribute Propagation
Using notation from previous chapters the attribute propagation process can be formally described
as propagating the table ti extracted from the Web list li (as computed in Chapter 6) forward along
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one of the extended parallel paths pi ∈ P s.t. li ∈ pi ∈ P runs parallel to the example entity path
Pe (as computed in Chapter 3) and append the columns ejk from records ej ∈ ti to a matching
record in the structured database (as computed in Chapter 4).
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Figure 7.1: Example of how tables are propagated throughout the example Web site from Figure 3.3
and stored into a database.
Consider the example illustration in Figure 7.1. The parallel paths algorithm found three
extended parallel paths from the root in parallel to, say, Jiawei Han’s homepage. From the top-
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down, the propagation process takes the Web lists and copies them forward along the link paths.
The top-most lists are simple, links which don’t give much information, but the records that are
extracted later on in this example provide detailed information about the extracted entity. For
example, records from the /people/faculty Web page include information about the name, title,
phone number, email address, etc. of each entity. As the paths continue downward in Figure 7.1,
the extracted information is passed on, i.e., propagated forward, to the next Web page in the parallel
extended paths. Say the next Web page is the faculty biography page e.g., /people/faculty/vikram-
adve, the information extracted from the biography page including office number, phone number,
fax number, etc is appended to the previously extracted information and passed on.
When the extended parallel path terminates at its entity-page, all of the propagated Web
list information is combined into a single database table. Columns from among different paths
are merged with other columns by matching the Web page’s name by re-aligning/re-constructing
information from the Web list. Finally, the entity-database record mappings constructed in Step 3
allow column insertion into an existing database-table. If no database is available, then the Web
information can be used to create a new database.
Another way to view the propagation step is to look at the visual rendering of list records in
Figure 7.2. Let’s say that the /people/faculty page corresponding to the top image in Figure 7.2,
contains 6 attributes for 61 faculty members including Dan Roth, and the research/areas/data
page corresponding to the bottom image in Figure 7.2 contains 3 attributes for 15 faculty including
Dan Roth. These attributes are propagated along the extended parallel paths. By propagating 6
attributes from /people/faculty and 3 attributes from research/areas/data are propagated according
to the graph in Figure 3.3, then the resulting database record for Dan Roth would contain 9
potentially overlapping attribute-columns plus attributes for URL and anchor tags.
These small examples show how list records can be extracted and how those values can be
propagated through parallel paths to an entity page mapped to a structured database record.
7.3 Experimental Results
Although it is unfeasible to establish a ground-truth for precision and recall evaluation of each
extracted entity, sample results are shown here as well as descriptive statistics of the propagation
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http://l2r.cs.uiuc.edu/~danr/ | dan roth faculty people personal site… | [image] |
Dan Roth | Professor | 217-244-7068 | danr@illinois.edu | Artificial intelligence
and the… | Dan Roth | 3322 Siebel Center | knowledge represen…
Figure 7.2: Example of how attributes found in the list extraction step can be assimilated into a
single structured record.
result.
Recall from Section 7.2 that the ideal overall result is a set of tuples with several descriptive
attributes. Thus, the output is evaluated with the following criterion:
• Percentage of matched records with attributes.
• Mean, Median and Variance of the number of attributes per record.
• A qualitative assessment of attribute coverage and descriptiveness.
The first metric describes the number of records that received at least one attribute, out of
the total number of entity-pages matched to data records from Step 3. 75.5% of the propagated
records have at least a single attribute, and among the top 25 schools from Step 3’s evaluation,
1,070 out of 1,137 possible records received at least one attribute (94.1%).
The second metric measures the number of attributes that were propagated and stored in the
data record. Some attribute values may be duplicated because there is no guarantee that different
parallel paths won’t extract duplicate information. It is possible to eliminate these duplicate
attributes, but there may be important information, such as trust, gained by looking at repetition;
overall number of repeating attributes are relatively small and would not significantly change this
metrics results if they were eliminated.
On average, each record has 24 non-empty attributes, not including the URL and anchor text
attributes. The median number of attributes is 21 with a variance of 263.1. The minimum and
maximum number of non-empty attributes is 2 (Univ. Texas San Antonio, and Florida International
University) and 88 (Dartmouth) respectively. Figure 7.3 shows the distribution of attributes for
faculty entities for each university in the data set.
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Figure 7.3: Number of attributes for faculty entity-pages per university in decreasing order.
Attributes can be spurious, but they are generally easy to detect and eliminate. The most
common type of spurious attribute is link-text that appear the same for all entities at a given Web
site. Because different propagation paths can lead to different subsets of the overall entity set,
many attribute fields may be blank; this both distinguishes entity clusters and poses a problem for
data integration. Further investigation is needed to address this issue.
Column 1 Column 2 Column 3 Column 4
K. Mani Chandy Deputy Chair f... mani@cs.calte... people
Faculty Lab. for Nanosc... Jack Lutz Labs and...
CSC-200-04 Adv. Comp... Ahmad, Aftab RTC 200
Jure Leskovec 725-3711 Gates 418 Contact
Marc Levoy 5-4089 Gates 366 Contact
John Mitchell 3-8634 Gates 476 Contact
Table 7.1: Partial listing of the final output
Six partial, representative records are shown in Table 7.1. The first four were selected at random,
and the last two records appeared directly following Jure Leskovec. Many attribute values, denoted
by ellipsis, are truncated to fit. Table 7.1 shows that columns do not match across Web domains,
which is expected because there is no way for the propagation algorithm to easily distinguish
between a name and a phone number. Fortunately, columns from within the same Web domain
contain attributes of the same type. This is because the list extraction algorithm stores the order of
attribute values during the extraction step. Reconciling attribute types across domains is a matter
for future research.
The columns are also unlabeled; although there has been some recent work on inferring these
types [67, 12], these works rely on table headers in Web-<table> structures. The Web lists typically
do not provide label information, thus we do not attempt column labeling here.
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Chapter 8
Conclusions and Research Frontiers
The World Wide Web in its current form is a homogeneous information network. That is, the nodes
in on the Web-graph are always considered to be of the same-type: a Web page. As such, each
document is treated the same during Web indexing, search and general surfing. This thesis models
the World Wide Web as a heterogeneous information network by placing type labels on individual
Web pages. By modeling the Web as a heterogeneous information network a number of new mining
algorithms can be applied to analyze, organize, index and otherwise wrangle information on the
Web.
This work most closely resembles Web page classification; unfortunately, Web classification has
difficulty when applied to the Web at large. The use of hierarchical information network analysis
on the massive-scale Web graph graph, especially the link-path and parallel path models discussed
in the previous chapters ought to provide a unique perspective on this mature problem.
Of course, the number of types of Web-pages is very difficult to define. At one level, entire
Web sites can be classified, i.e., labeled by their type. For example, education, business, non-profit
Web sites can be easily classified by looking at their top level domain indicator: .edu, .com, .org,
etc. However, a hierarchical classification scheme will certainly give more robust results with the
additional problem of type labeling.
Within a Web site, each individual Web page can be further classified. The HDTM model
provides a jumping off point to assign types to these intra-site Web pages. Intuitively, sibling
Web pages in the HDTM-induced hierarchy should be of the same type, and parents and children
documents should be of more general and more specific types respectively.
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8.1 Conclusion
The main contributions of this thesis have been focused on exploring the power of multi-typed
objects and links in primarily Web-based information networks. New mining problems, method-
ologies, and algorithms have been proposed in such networks.
• Hierarchies in Information Networks. Chapter 3 shows that if a set of hyperlinks is
found within an set of extracted records (i.e., a list-of-links), then the hyperlinked-pages
have a typal-relationship. Chapters 2 and 3 show that as paths over several lists-of-links
are grown, a hierarchical, tree-shaped representation of the Web site emerges with several
peculiar properties. Most importantly, sibling Web pages usually had an easily defined typal
relationship; for example, in a university Web site, professor Web pages would be siblings, as
would student Web pages, course Web pages, and so on.
• Integration and Search with Link Paths. There are several interesting side effects of
the object type detection process from the Chapters 2 and 3. Chapter 4 shows that edge
labels (e.g., anchor tags) that occur along the link paths in document hierarchies can provide
excellent labels for the object, and can therefore be used to link the information network
object to records in a separate database. Chapter 5 shows that, under certain circumstances,
the aggregate labels from these link paths enable significantly better search.
• Content and Structure Extraction from Web-based Information Networks. The
World Wide Web is frequently modeled as a single, massive information network. Chapter 6
shows that individual pages exhibit peculiar patterns that could be leveraged in order to
extract the content of the page, thereby eliminating burdensome advertisements, links, etc.
The described CETR algorithm looks at the ratio of text characters to the number of HTML
tags in each line of HTML code. Also in Chapter 6, certain HTML enumerations were found
to contain valuable information expressed in regular structures. The hybrid list extraction
algorithm (HyLiEn) works by partially rendering the Web page in question and using the
visual alignments in association with HTML patterns to extract structured data from the
Web. Chapter 7 shows that records extracted by HyLiEn could be propagated through the
hierarchical network and attached to entities linked by link path information.
123
8.2 Research Frontiers
The research frontiers for this line of work exist in primarily four dimensions: (1) the underly-
ing mechanism of heterogeneous information network formation; (2) novel mining functions for
attribute-rich information networks, especially document networks like the World Wide Web; (3)
information networks as dynamic systems; and (4) real-world interdisciplinary applications.
The Mechanism of Heterogeneous Information Network Formation. This direction
focuses on the study of the underlying mechanism of link and relationship building between objects
from different types. Are there common characteristics across heterogeneous information networks
from different domains? Will some of the well-known characteristics in homogeneous information
networks still hold in heterogeneous ones in a variant form? This line of study will definitely enrich
the more general network science study.
Mining Attribute-Rich Information Networks. Objects in a network usually contain rich
attributes, such as text, geolocations, time stamps, user profiles, and so on. These attributes may
not only help the understanding of the generation of links between objects, but also contribute to
many mining functions, such as similarity search, clustering, recommendation, and so on.
Dynamic Information Networks. Information networks are dynamic in the real world.
Along this line, two specific topics are of particular interest. First, I want to study how information
diffuses in heterogeneous information networks. For example, diseases could propagate among
people, different types of animals and food, via different channels. Comments on a product may
propagate among people, companies, and news agencies, via traditional news feeds, social media,
reviews, and so on. Second, I am interested in predicting whether and when a new object or a new
relationship will appear or disappear in a network. For example, predict whether a new venue will
be created due to the flourishing of some field.
Visions on Real-World Interdisciplinary Applications. Information networks have a
wide range of applications in the real world, across different domains, such as medical and health,
cyber-physical systems, e-commerce, social media, marketing, economics, and so on. For example,
recent studies have shown that obesity can spread in social networks, and it would be more exciting
to distinguish the types of links between people and disclose the most critical relationships that
contribute to the spread.
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In e-commerce, recommendation of products to users according to a more general information
network rather than a social network can capture richer information in disclosing the similarity and
preference between a user and a product. In marketing, customer segmentation can be done in a
more exible way by considering a heterogeneous information network, as different types of products
or services may involve different types of connections between users in determining their similarity.
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