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Abstract
We consider a Cauchy problem for a semilinear heat equation{
ut = Δu+ up in RN × (0,∞),
u(x,0) = u0(x) 0 in RN .
(P)
Let v∞ be the radially symmetric singular steady state of (P). It is proved that if p > N−2
√
N−1
N−4−2√N−1
and N  11, then for each nonnegative even integer n there exists a radially symmetric global solu-
tion un of (P) with n intersections with v∞ such that t−an |un(t)|∞ → 1 as t → ∞ for some an > 0
depending on n. The exact value of an is also given. We show that a0 is the optimal upper bound of
growup rate for solutions below v∞.
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We are concerned with the Cauchy problem for the semilinear heat equation{
ut = Δu+ up in RN × (0,∞),
u(x,0) = u0(x) 0 in RN
(1.1)
with u0 ∈ L∞(RN) and p > 1. In the case of (N − 2)p < N + 2, any global solution
of (1.1) or the Cauchy–Dirichlet problem for the equation in (1.1) in a bounded domain is
uniformly bounded, namely, ∣∣u(t)∣∣∞  C for all t ∈ [0,∞)
with some C > 0 (cf. [1,6,10,19,20]). Here | · |∞ denotes the supremum norm in RN .
Let
pL =
{∞ if N  10,
1 + 6
N−10 if N  11
which first appeared in Lepin [11,12], and suppose that (N + 2)/(N − 2) < p < pL and
N  3. Galaktionov and Vazquez [5] obtained the uniform boundedness of any radially
symmetric global solution of the Cauchy–Dirichlet problem for the equation in (1.1) in a
ball. Each radially symmetric global solution u of (1.1) with compactly supported initial
data is also uniformly bounded by [15].
Set
pJL =
{∞ if N  10,
N−2√N−1
N−4−2√N−1 (< pL) if N  11
which was found by Joseph and Lundgren [9]. Let v∞ denote the radially symmetric sin-
gular steady state of (1.1) explicitly given by
v∞(r) = c∞r−2/(p−1) for r > 0 (1.2)
with
c∞ =
{
2
p − 1
(
N − 2 − 2
p − 1
)} 1
p−1
.
When (N + 2)/(N − 2) < p < pJL and N  3, each radially symmetric global solution
of (1.1) is uniformly bounded if initial data intersects v∞ at most finitely many times by
Matano and Merle [14]. They got the same conclusion for the Cauchy–Dirichlet problem
of the equation in (1.1) in a ball without the above assumption on initial data. In the case
of p > pJL, the author proved in [18] that if radially symmetric initial data u0 satisfies
u0
(|x|) cv∞(|x|) for sufficiently large |x| (1.3)
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u is uniformly bounded. Furthermore any radially symmetric global classical solution of
the Cauchy–Dirichlet problem in the equation in (1.1) in a ball was proved to be uniformly
bounded with no assumption.
On the other hand, it was shown in Polácˇik and Yanagida [21] that if initial data u0
satisfies
u0  v∞ in RN (1.4)
and lim|x|→∞|x|
|α|∣∣u0(x) − v∞(|x|)∣∣= 0,
then the solution u of (1.1) grows up as t → ∞, namely, u exists globally in time and
lim
t→∞
∣∣u(t)∣∣∞ = ∞. (1.5)
Here
α = −(N − 2)+
√
β2 − 4(p − 1)cp−1∞
2
(1.6)
with β = N −2−4/(p−1). Fila, Winkler and Yanagida [4] precisely evaluated the growup
rate of solutions of (1.1) with initial data u0 satisfying (1.4) and
v∞
(|x|)− C1|x|−m  u0(x) v∞(|x|)−C2|x|−m
for x with sufficiently large |x| with some C1,C2 > 0 and m ∈ (|α|,N − 2 − |α|]. Further-
more, they obtained an upper bound∣∣u(t)∣∣∞  Ctk for sufficiently large t > 0
with some C > 0 for all global solutions u of (1.1) below v∞, where
k = N − |α|
(p − 1)(|α| − 2
p−1
) .
Dold, Galaktionov, Lacey and Vazquez [3] considered a Cauchy–Dirichlet problem⎧⎨⎩
ut = Δu+ up in BR(0)× (0,∞),
u(x, t) = c∞R−2/(p−1) on ∂BR(0),
u(x,0) = u0(x) 0 in BR(0)
(1.7)
in a ball BR(0) centered at the origin with radius R in RN . It is immediate that v∞ is also a
singular steady state of (1.7). They showed that if p > pJL, then any solution of (1.7) with
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u0  v∞ in BR(0)
fulfills
log
∣∣u(t)∣∣∞ = C(t + o(t)) as t → ∞
with some C > 0. We note that all previous results on the growup treated only solutions
below v∞.
Our purpose of the present paper is to obtain the following results.
Theorem 1.1. Let p > pJL. Then for each positive even integer n there exists a global
solution un of (1.1) with n intersections with v∞ such that t−an |un(t)|∞ → 1 as t → ∞,
where
an = N − 2|α| + 2n
(p − 1)(|α| − 2
p−1
) .
Theorem 1.2. Let p > pJL. Then for any global solution u of (1.1) with initial data u0
satisfying (1.4) there is C > 0 such that∣∣u(t)∣∣∞  Cta0 for sufficiently large t > 0,
where
a0 = N − 2|α|
(p − 1)(|α| − 2
p−1
) .
Moreover there exists a global solution u below v∞ such that t−a0 |u(t)|∞ → 1 as t → ∞.
Theorem 1.2 implies that the upper bound is optimal growup rate for solutions be-
low v∞, which improves the result in [4].
2. Proof of the main theorems
We first transform the original equation (1.1) to{
vs = Δv + y2 ∇v + 1p−1v + vp in RN × (0,∞),
v(y,0) = u0(y) 0 in RN
by setting
v(y, s) = (t + 1)1/(p−1)u(x, t) (2.1)
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y = (t + 1)−1/2x and s = log(t + 1)
for a solution u of (1.1). This is written as{
vs = vrr + N−1r vr + r2vr + 1p−1v + vp in (0,∞)× (0,∞),
v(r,0) = u0(r) 0 in [0,∞)
(2.2)
with r = |y| in the radially symmetric case. It is immediate that v∞ is a singular steady
state of (2.2). Putting
V (r, s) = exp
(
r2
4
){
v(r, s) − v∞(r)
}
for a solution v of (2.2), straightforward calculation yields{
Vs = −AV + f (r,V ) in (0,∞) × (0,∞),
V (r,0) = exp( r24 ){u0(r) − v∞(r)} in [0,∞), (2.3)
where
Aϕ = −ϕ′′ − N − 1
r
ϕ′ + r
2
ϕ′ +
(
N
2
− 1
p − 1
)
ϕ − pc
p−1∞
r2
ϕ, (2.4)
f (r,ϕ) = exp
(
r2
4
)[{
v∞ + exp
(
− r
2
4
)
ϕ
}p
− vp∞
]
− pc
p−1∞
r2
ϕ. (2.5)
Let
L2w =
{
h ∈ L2loc:
∞∫
0
h(r)2rN−1 exp
(
− r
2
4
)
< +∞
}
and
H 1w =
{
h ∈ H 1loc: h,h′ ∈ L2w
}
.
Denote by 〈·, ·〉 and | · |2,w the natural inner product and norm in L2w , respectively. The
following facts were originally given in [7,8] and also in [16] for readers’ convenience: if
p > pJL, then the spectrum of A consists of countable eigenvalues {λj } so that
λj = α + N − 1 + j for j = 0,1,2, . . .2 2 p − 1
N. Mizoguchi / J. Differential Equations 227 (2006) 652–669 657with α in (1.6) and its corresponding eigenfunction ϕj with |ϕj |2,w = 1 satisfies
ϕj (r) = cj r−|α| + o
(
r−|α|
)
as r → 0 (2.6)
and
ϕj (r) = c˜j r−|α|+2j + o
(
r−|α|+2j
)
as r → ∞ (2.7)
for some cj , c˜j > 0. Let v˜ be the solution of{
v˜′′ + N−1
r
v˜′ + v˜p = 0 in (0,∞),
v˜(0) = m, v˜′(0) = 0. (2.8)
Then Li [13] showed that if p > pJL, then v˜ is increasing with respect to m > 0 and
v˜(r) = v∞(r) − k(m)r−|α| + o
(
r−|α|
)
as r → ∞ (2.9)
for some k(m) > 0, where α is as in (1.6).
Theorem 1.1 and the second assertion of Theorem 1.2 are immediate from the following
lemma.
Lemma 2.1. If p > pJL, then for any nonnegative even integer  there exists a global
solution u of (1.1) with radially symmetric initial data u0 such that
(i) z(u0 − v∞) = , where z(h) denotes the supremum over all j such that there exists
0 < r1 < r2 < · · · < rj+1 < +∞ with h(ri) · h(ri+1) < 0 for i = 1,2, . . . , j for a
function h on (0,∞);
(ii) Let
η = λ
(
|α| − 2
p − 1
)−1
, γ = 2η
p − 1 ,
c be the constant in (2.6) with j =  and v˜i be the solution of (2.8) with k(m) = ki
in (2.9) for ki with k1 > c > k2 for i = 1,2. For the solution v of (2.2) associated
with u, it holds
eγ s v˜1
(
eηsr
)
< v(r, s) < eγ s v˜2
(
eηsr
)
for r ∈ [0,Ke−ηs] and s  s0 with some K,s0 > 0;
(iii) For sufficiently small ε > 0, the solution v satisfies∣∣∣∣exp( r24
){
v(r, s) − v∞(r)
}+ e−λsϕ(r)∣∣∣∣ εe−λs(r−|α| + r−|α|+2)
for r ∈ [Ke−ηs, eσs] and s  s0 with some σ > 0.
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 1 (a  1) implies that a is suffi-
ciently small (large) for a positive constant a. We also denote by a 
 b (a  b) if a/b 
 1
(a/b  1) for positive constants a, b.
Fix a nonnegative even integer . Take σ with
max
{
λ
2λ +N + 2α − 1 ,
λ
2(λ + 1)
}
< σ <
1
2
and let K  1 and ε 
 1. For s1  s0 > 0 and θ ∈ (0,1], letAθs0,s1 be the class of functions
h ∈ L∞([s0, s1] : L1loc[0,∞)) satisfying∣∣∣∣exp( r24
){
h(r, s) − v∞(r)
}+ e−λsϕ(r)∣∣∣∣< θεe−λs(r−|α| + r−|α|+2) (2.10)
for r ∈ [Ke−ηs, eσs] and s ∈ [s0, s1]. Denote by v˜∗ the solution of (2.8) with k(m) = c
in (2.9). Choose K˜, σ˜ > 0 with K  K˜  1 and σ < σ˜ < 1/2. We first suppose that  1
and take
V (r, s0) =
−1∑
j=0
djϕj (r) − e−λs0 ϕ˜(r)
as follows:
(V1) ∑−1j=0 |dj | < εe−λs0 ;
(V2) For r ∈ [0, K˜e−ηs0],
ϕ˜(r) = eλs0
[
exp
(
r2
4
){
v∞(r) − eγ s0 v˜∗
(
eηs0r
)}+ −1∑
j=0
djϕj (r)
]
;
(V3) For r ∈ [K˜e−ηs0, eσ˜ s0],
ϕ˜(r) = ϕ(r);
(V4) V (r, s0) ≡ 0 for r ∈ [2eσ˜ s0,∞);
(V5) z(V (r, s0)) = .
For d = (d0, . . . , d−1) ∈ R, denote by V (r, s0;d) and v(r, s;d) the above V (r, s0) and the
solution of (2.2) with v(r, s0;d) = v∞(r) + exp(−r2/4)V (r, s0), respectively, and write
V (r, s;d) = exp
(
r2
){
v(r, s;d) − v∞(r)
}
.4
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taken to satisfy (V2)–(V5). If d ∈ Us0,s1 , then
v(r, s;d) v∞(r) for r ∈
[
eσs,∞) and s ∈ [s0, s1] (2.11)
since  is an even integer and the number of intersections between v(r, s;d) and v∞(r) is
nonincreasing with respect to s by [2].
In order to prove Lemma 2.1, we need the following propositions, in which p > pJL is
always assumed even if it is not written.
Proposition 2.1. Let s0,K  1. If d ∈ U s0,s1 (the closure of Us0,s1 ), then
eγ s v˜1
(
eηsr
)
< v(r, s;d) < eγ s v˜2
(
eηsr
)
for r ∈ [0,Ke−ηs] and s ∈ [s0, s1].
Proof. Since v(r, s;d) satisfies (2.10) for r ∈ [Ke−ηs, eσs] and s ∈ [s0, s1], it follows from
(2.6), (2.9) and the choice of k1, k2 that
(1 + δ1)eγ s v˜1
(
eηsr
)
< v(r, s;d) < (1 − δ1)eγ s v˜2
(
eηsr
) (2.12)
for r = Ke−ηs and s ∈ [s0, s1] with some δ1 > 0 if K  1 and ε 
 1. From (V2) and (V3)
there is δ2 > 0 with δ2 < δ1 such that
(1 + δ2)eγ s0 v˜1
(
eηs0r
)
< v(r, s0;d) < (1 − δ2)eγ s0 v˜2
(
eηs0r
) (2.13)
for r ∈ [0,Ke−ηs0 ].
Setting
w(ξ, τ ;d) = e−γ sv(r, s;d) with
ξ = eηsr and τ = 1
2η
e2ηs,
w(ξ, τ ;d) satisfies
wτ = wξξ + N − 1
r
wξ +wp + 12ητ
{(
1
2
+ η
)
ξwξ +
(
1
p − 1 + γ
)
w
}
.
Put
Q =
{
(ξ, τ ): 0 ξ K, 1
2η
e2ηs0  τ  1
2η
e2ηs1
}
,
w1(ξ) = (1 + δ2)v˜1(ξ) and w2(ξ) = (1 − δ2)v˜2(ξ).
660 N. Mizoguchi / J. Differential Equations 227 (2006) 652–669Denoting by ∂Q the parabolic boundary of Q, it follows from (2.12), (2.13) that
w1(ξ) < w(ξ, τ ;d) < w2(ξ) on ∂Q.
On the other hand, it is immediate that
(w1)ξξ + N − 1
r
(w1)ξ +wp1 +
1
2ητ
{(
1
2
+ η
)
ξ(w1)ξ +
(
1
p − 1 + γ
)
w1
}
> 0
and
(w2)ξξ + N − 1
r
(w2)ξ +wp2 +
1
2ητ
{(
1
2
+ η
)
ξ(w2)ξ +
(
1
p − 1 + γ
)
w2
}
< 0
in Q if s0  1. Therefore we obtain
w1(ξ) < w(ξ, τ ;d) < w2(ξ) in Q.
by the comparison theorem. This implies the conclusion. 
Define an operator P(d; s0, s1) from U s0,s1 into R by
P(d; s0, s1) = (p0, . . . , p−1) with
pj =
〈
V (r, s1;d),ϕj (r)
〉
for j = 0, . . . , − 1.
Then we see that P(d; s0, s1) is continuous with respect to d, s0, s1.
Proposition 2.2. Let K  K˜  1 and s0  1. If there is d ∈ U s0,s1 with some s1 > s0 such
that P(d; s0, s1) = 0, then
−1∑
j=0
|dj | < εe−λs0 (2.14)
and v(r, s;d) ∈Aθs0,s1 for some θ ∈ (0,1).
In order to prove Proposition 2.2, we need the following result.
Lemma 2.2. Let p > pJL. Suppose that v(r, s;d) ∈A1s0,s1 with s1 > s0  1 and let u be
the corresponding solution of (1.1) through (2.1). Then there is C > 0 such that
∣∣u(|x|, t)− v∞(|x|)∣∣< C|x|− 2p−1 exp(− |x|28(t + 1)
)
(2.15)
in (RN\{0})× [t0, t1], where ti = esi − 1 for i = 0,1.
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∣∣u(|x|, t0)− v∞(|x|)∣∣ C0|x|− 2p−1 exp(− |x|24(t0 + 1)
)
in RN\{0}. (2.16)
Put C = 2C0. Assume that the assertion is not valid. Then putting
t∗ = sup{t ∈ (t0, t1]: (2.15) is valid in (RN\{0})× [t0, t)},
we get
∣∣u(∣∣x∗∣∣, t∗)− v∞(∣∣x∗∣∣)∣∣= C∣∣x∗∣∣− 2p−1 exp(− |x∗|28(t∗ + 1)
)
for some x∗ ∈ RN\{0}. Since (2.15) holds for |x|  (t + 1)σ+1/2 and t ∈ [t0, t1], we see
|x∗| (t∗ + 1)σ+1/2. The solution u is written as
u
(∣∣x∗∣∣, t∗)= 1
(4π(t∗ − t0))N/2
∫
RN
u
(|y|, t0) exp(− |x∗ − y|24(t∗ − t0)
)
dy
+
t∗∫
t0
1
(4π(t∗ − s))N/2
∫
RN
u
(|y|, s)p exp(−|x∗ − y|2
4(t∗ − s)
)
dy ds.
Since v∞ is the unique solution of (1.1) with initial data v∞ for p > pJL,
v∞
(∣∣x∗∣∣)= 1
(4π(t∗ − t0))N/2
∫
RN
v∞
(|y|) exp(− |x∗ − y|2
4(t∗ − t0)
)
dy
+
t∗∫
t0
1
(4π(t∗ − s))N/2
∫
RN
v∞
(|y|)p exp(−|x∗ − y|2
4(t∗ − s)
)
dy ds.
Putting
I1 = 1
(4π(t∗ − t0))N/2
∫
RN
∣∣u(|y|, t0)− v∞(|y|)∣∣ exp(− |x∗ − y|24(t∗ − t0)
)
dy
and
I2 =
t∗∫ 1
(4π(t∗ − s))N/2
∫
N
∣∣u(|y|, s)p − v∞(|y|)p∣∣ exp(−|x∗ − y|24(t∗ − s)
)
dy ds,t0 R
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It follows from (2.16) that
I1 
C0
(4π(t∗ − t0))N/2
∫
RN
|y|− 2p−1 exp
(
− |y|
2
4(t0 + 1)
)
exp
(
− |x
∗ − y|2
4(t∗ − t0)
)
dy
 C0
[
1
(4π(t∗ − t0))N/2
∫
RN
|y|− 4p−1 exp
(
− |x
∗ − y|2
4(t∗ − t0)
)
dy
]1/2
×
[
1
(4π(t∗ − t0))N/2
∫
RN
exp
(
− |y|
2
2(t0 + 1)
)
exp
(
− |x
∗ − y|2
4(t∗ − t0)
)
dy
]1/2
by the Hölder inequality and hence
I1  C0
∣∣x∗∣∣− 2p−1 exp(− |x∗|2
8(t∗ + 1)
)
. (2.18)
We next evaluate I2. By the mean value theorem, there is C1 > 0 such that∣∣v(|y|, s)p − v∞(|y|)p∣∣ C1|y|−2∣∣v(|y|, s)− v∞(|y|)∣∣
< C1C|y|−
2p
p−1 exp
(
−|y|
2
8
)
in RN × [s0, s∗) with s∗ = log(t∗ + 1) and hence
∣∣u(|x|, t)p − v∞(|x|)p| < C1C|x|− 2pp−1 exp(− |x|28(t + 1)
)
in RN × [t0, t∗).
Therefore we get
1
(4π(t∗ − s))N/2
∫
RN
∣∣u(|y|, s)p − v∞(|y|)p∣∣ exp(−|x∗ − y|24(t∗ − s)
)
dy
 C1C
(4π(t∗ − s))N/2
∫
RN
|y|− 2pp−1 exp
(
− |y|
2
8(s + 1)
)
exp
(
−|x
∗ − y|2
4(t∗ − s)
)
dy
 C1C
[
1
(4π(t∗ − s))N/2
∫
N
|y|− 4pp−1 exp
(
−|x
∗ − y|2
4(t∗ − s)
)
dy
]1/2
R
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[
1
(4π(t∗ − s))N/2
∫
RN
exp
(
− |y|
2
4(s + 1)
)
exp
(
−|x
∗ − y|2
4(t∗ − s)
)
dy
]1/2
 C1C
∣∣x∗∣∣− 2pp−1 exp(− |x∗|2
8(t∗ + 1)
)
.
Consequently, it holds
I2  C1C
t∗∫
t0
∣∣x∗∣∣− 2pp−1 exp(− |x∗|2
8(t∗ + 1)
)
ds
= C1C
(
t∗ − t0
)∣∣x∗∣∣−2∣∣x∗∣∣− 2p−1 exp(− |x∗|2
8(t∗ + 1)
)
 C1C
(
t∗ − t0
)(
t∗ + 1)−2σ−1∣∣x∗∣∣− 2p−1 exp(− |x∗|2
8(t∗ + 1)
)
<
C0
2
∣∣x∗∣∣− 2p−1 exp(− |x∗|2
8(t∗ + 1)
)
if t0  1. Substituting this inequality and (2.18) into (2.17) yields a contradiction. This
completes the proof. 
Putting
w(r, s) = (T − t)1/(p−1)u(|x|, t) with
r = (T − t)−1/2|x| and s = − log(T − t)
for a radially symmetric solution u of (1.1) blowing up at T < +∞, w satisfies{
ws = wrr + N−1r wr − r2wr − 1p−1w +wp in (0,∞)× (− logT ,∞),
w(r,− logT ) = T 1/(p−1)u0(T 1/2r) in [0,∞).
(2.19)
Defining
Bψ = −ψ ′′ − N − 1
r
ψ ′ + r
2
ψ ′ + 1
p − 1ψ −
pc
p−1∞
r2
ψ,
the j th eigenvalue μj of B is given by
μj = α2 +
1
p − 1 + j for j = 0,1,2, . . .
with α in (1.6) and B has the same eigenfunctions as the operator A defined by (2.4). In
[17], the author obtained the following result by the same method as in [8].
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tion u of (1.1) with radially symmetric initial data u0 which blows up at t = T for some
T < +∞ and satisfies
(i) z(u0 − v∞) = ;
(ii) Let
η = μ
(
|α| − 2
p − 1
)−1
, γ = 2η
p − 1 ,
c be the constant in (2.6) with j =  and v˜i be the solution of (2.8) with k(m) = ki
in (2.9) for ki with k1 > c > k2 for i = 1,2. For the solution w of (2.19) associated
with u, it holds
eγ s v˜1
(
eηsr
)
< w(r, s) < eγ s v˜2
(
eηsr
)
for r ∈ [0,Ke−ηs] and s − logT with some K > 0;
(iii) For sufficiently small ε > 0, the solution w satisfies∣∣w(r, s) − v∞(r) + e−λsϕ(r)∣∣ εe−λs(r−|α| + r2λ− 2p−1 )
for r ∈ [Ke−ηs, eσs] and s ∈ [− logT ,∞) with some σ > 0.
Let K  1 and 0 < ε 
 1. For s1  s0 > 0 and θ ∈ (0,1], let Bθs0,s1 be the class of
functions h ∈ L∞([s0, s1] : L1loc[0,∞)) satisfying∣∣h(r, s) − v∞(r) + e−λsϕ(r)∣∣< θεe−λs(r−|α| + r2λ− 2p−1 )
for r ∈ [Ke−ηs, eσs] and s ∈ [s0, s1]. Choose K  K˜  1 and σ < σ˜ < 1/2, and take
W(r, s0) =
−1∑
j=0
djϕj (r) − e−λs0 ϕ˜(r)
as follows:
(W1) ∑−1j=0 |dj | < εe−λs0 ;
(W2) For r ∈ [0, K˜e−ηs0],
ϕ˜(r) = eλs0
{
v∞(r) − eγ s0v∗
(
eηs0r
)+ −1∑
j=0
djϕj (r)
}
,
where v∗ is the solution of (2.8) so that k(m) = c in (2.9) with the constant c
in (2.6);
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ϕ˜(r) = ϕ(r);
(W4) z(W(r, s0)) = .
For d = (d0, d1, . . . , d−1) ∈ R, denote by W(r, s0;d) and w(r, s;d) the above
W(r, s0) and the solution of (2.19) with w(r, s0;d) = v∞(r) + W(r, s0), respectively, and
write
W(r, s;d) = w(r, s;d)− v∞(r).
Let Vs0,s1 be the set of d ∈ R with (W1) such that w(r, s;d) ∈ B1s0,s1 , where W(r, s0) is
taken to satisfy (W2)–(W4). Then it holds
Ws = −BW + g(W), (2.20)
where
g(W) = (v∞ +W)p − vp∞ − pc
p−1∞
r2
W.
The strategy in [17] (originally in [8]) is based on the dynamics around the singular steady
state v∞. The proof of Proposition 4.2 in [17], which is an analogue of Proposition 2.2,
needs extremely hard calculations and it is very long. Proposition 2.2 can be proved by the
quite same method. It is immediate that there is no essential difference between the linear
term in (2.3) and that in (2.20). The nonlinear terms f and g are represented as
f (r,V ) = p(p − 1)
2
φ(r, s)p−2 exp
(
− r
2
4
)
V (r, s;d)2 (2.21)
for some φ(r, s) between v∞(r) and v(r, s;d) = v∞(r) + exp(−r2/4)V (r, s;d) and
g(W) = p(p − 1)
2
ψ(r, s)p−2W(r, s;d)2 (2.22)
for some ψ(r, s) between v∞(r) and w(r, s;d) = v∞(r) +W(r, s;d), respectively. As for
the estimate of the nonlinear term in (0, eσs), there is no crucial change between the proof
of Proposition 2.2 and that of Proposition 4.2 in [17]. As seen from [17], all we need about
the nonlinear term in [eσ ,∞) is that
f
(
r,V (r, s;d)) Cr− 2pp−1 in [eσs,∞)× [s0, s1]
with some C > 0. By Lemma 2.2 and (2.11), we get this inequality for some C > 0. There-
fore Proposition 2.2 is valid.
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Us0,s0 =
{
d ∈ R:
−1∑
j=0
|dj | < εe−λs0
}
.
Proposition 2.3. Let K  K˜  1 and s0  1. If Us0,s1 = φ with s1 > s0, then
deg
(
P(·; s0, s1),0,Us0,s1
)= 1,
where deg(P (·; s0, s1),0,Us0,s1) denotes the degree of P(·; s0, s1) with respect to 0
in Us0,s1 .
Proof. We first see
pj (d; s0, s0) = dj − e−λs0〈ϕj , ϕ˜〉 for j = 0, . . . , − 1.
Let I be the identity mapping in R. By the choice of ϕ˜,
I (d)+ τ(P(d; s0, s0)− I (d)) = 0 on ∂Us0,s0 for τ ∈ [0,1]
if s0  1. By the homotopy invariance of the degree, we have
deg
(
P(·; s0, s0),0,Us0,s0
)= deg(I,0,Us0,s0) = 1.
From Proposition 2.2, there is not d ∈ ∂Us0,s1 such that P(d; s0, s1) = 0 for s1 > s0. There-
fore the homotopy invariance of the degree implies the conclusion. 
Proposition 2.4. If K  K˜  1 and s0  1, then Us0,s1 = φ for all s1 > s0.
Proof. Putting
s∗ = sup{s > s0: Us0,s = φ},
we see that s∗ > s0. Assume that s∗ < +∞. Taking a sequence {sn} with sn ↗ s∗ as
n → ∞, for each n there is dn ∈ U s0,sn such that P(dn; s0, sn) = 0 by Proposition 2.3.
Since {dn} is bounded, we may assume without loss of generality that dn → d∗ as n → ∞
for some d∗. Then it is immediate that d∗ ∈ U s0,s∗ and P(d∗; s0, s∗) = 0. From Propo-
sition 2.2, there exists θ ∈ (0,1) such that v(r, s;d∗) ∈ Aθs0,s∗ . By the continuous de-
pendence, we get v(r, s;d∗) ∈ A1s0,s∗+δ for some δ > 0. This and (2.14) contradict the
definition of s∗, which completes the proof. 
We are now in a position to prove Lemma 2.1.
Proof of Lemma 2.1. We first suppose that  > 0. Let K  K˜  1 and s0  1 so that
Propositions 2.1–2.4 hold. Take a sequence {sn} ⊂ (s0,∞) with sn → ∞ as n → ∞.
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Since {dn} is bounded, we may assume that dn → d as n → ∞ for some d . Then it holds
v(r, s;d) ∈A1s0,∞.
In the case of  = 0, we take
V (r, s0) = −e−λs0 ϕ˜0(r)
as follows:
(V1′) For r ∈ [0, K˜e−ηs0],
ϕ˜0(r) = eλs0 exp
(
r2
4
){
v∞(r) − eγ s0v∗
(
eηs0r
)};
(V2′) For r ∈ [K˜e−ηs0 , eσ˜ s0],
ϕ˜0(r) = ϕ0(r);
(V3′) V (r, s0) ≡ 0 for r ∈ [2eσ˜ s0,∞);
(V4′) V (r, s0) 0 for r > 0.
Let v(r, s) be the solution of (2.2) with v(r, s0) = v∞(r) + exp(−r2/4)V (r, s0) and put
V (r, s) = exp
(
r2
4
){
v(r, s) − v∞(r)
}
.
Then V (, s) is written as follows:
V (·, s) = e−A(s−s0)V (·, s0)+
s∫
s0
e−A(s−τ)f
(
V (τ)
)
dτ
= S1(·, s) + S2(·, s) + S3(·, s), (2.23)
where
S1(·, s) = −e−λ0s〈ϕ˜0, ϕ0〉ϕ0, (2.24)
S2(·, s) = −
∑
j1
e−λ0s0〈ϕ˜0, ϕj 〉e−λj (s−s0)ϕj , (2.25)
S3(·, s) =
s∫
s0
e−A˜(s−τ)f
(
V (τ)
)
dτ. (2.26)
Therefore we can show that v(r, s) ∈ A1s0,∞ by the quite same calculation as the case of
 > 0 since 0 < λ0 < λ1 < · · · . This implies the assertion of Lemma 2.1 with l = 0. 
668 N. Mizoguchi / J. Differential Equations 227 (2006) 652–669Proof of Theorem 1.2. The first assertion is immediate from Lemma 2.1.
For any initial data u0 ∈ L∞(RN) with u0  v∞ in RN , the solution u of (1.1) satisfies
u(x, t) < v∞(|x|) in RN × (0,∞). Thus we can choose a solution u˜λ defined by u˜λ(x, t) =
λ2/(p−1)u˜(λx,λ2t) with some λ > 0 and a solution u˜ obtained in Lemma 2.1 in the case
of  = 0 such that u(x, t0) u˜λ(x,0) in RN for a fixed t0 > 0 by the choice of initial data
of u˜. The comparison principle implies |u(t)|∞  |u˜λ(t − t0)|∞  Cta0 for sufficiently
large t > 0 with some C > 0 and a0 defined in Theorem 1.1. This completes the proof. 
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