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ABSTRACT
High energy electron scattering of liquid water (H2O) at near-ambient temperature and pressure was performed in a transmission electron
microscope (TEM) to determine the radial distribution of water, which provides information on intra- and intermolecular spatial correlations.
A recently developed environmental liquid cell enables formation of a stable water layer, the thickness of which is readily controlled by
pressure and flow rate adjustments of a humid air stream passing between two silicon nitride (Si3N4) membranes. The analysis of the scattering
data is adapted from the x-ray methodology to account for multiple scattering in the H2O:Si3N4 sandwich layer. For the H2O layer, we obtain
oxygen–oxygen (O–O) and oxygen–hydrogen (O–H) peaks at 2.84 Å and 1.83 Å, respectively, in good agreement with values in the literature.
This demonstrates the potential of our approach toward future studies of water-based physics and chemistry in TEMs or electron probes of
structural dynamics.
© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0024127., s
I. INTRODUCTION
The majority of known chemical and biological processes occur
in a liquid medium. Hence, there is great interest in theoretical and
experimental investigations of the liquid structure and its evolution
at the molecular level.1,2 Water stands out in this regard owing to
its ubiquity and many exceptional properties that have been exten-
sively studied and reviewed.3–9 The idiosyncratic behavior of liquid
water in particular, such as its negative thermal expansion coeffi-
cient below 4 ○C, arises from the intricate dynamics of extended
hydrogen bond networks that have been investigated numerically,
spectroscopically, and by diffraction techniques on picosecond and
femtosecond timescales.10–16 Intricacies of water structure, such as
the dynamic interplay of tetrahedral and ring or chain-like molec-
ular formations and the problem of how the hydrogen bond exists
well above its percolation threshold despite its short lifetime in the
few picosecond (ps) regime,17–19 remain problems that are under
active investigation.5,20–22 Furthermore, the hydrophobic interaction
of water with biological molecules governs such fundamental aspects
as the stability of protein conformations, and DNA structure in
solution is an important field of study.23,24
Liquids generally, and water in particular, do not have a struc-
ture in the sense of fixed average atomic positions as in the case of
solids. Still, they exhibit characteristic spatial and temporal correla-
tions between atomic and molecular centers as governed by intra-
and intermolecular forces. These correlations are directly measur-
able through scattering by short wavelength radiation, most notably
x-rays, neutrons, and electrons. The first static electron diffrac-
tion study, which determined the radial distribution function, was
on gaseous light and heavy water by Ref. 25 in 1965. In 1974,
Ref. 26 reported electron diffraction on liquid water, and in a follow-
up experiment (Ref. 27), the radial distribution function could be
determined with an accuracy comparable to the x-ray and neutron
diffraction experiments of the time.28,29 In 1994, Ref. 30 reported
electron diffraction on vapor-deposited water ice in vacuum during
warm-up from 15 K to 188 K, and more recently, electron diffraction
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of glassy water under cryo-EM conditions was reported in Ref. 31.
Since the 1980s, the x-ray and neutron diffraction experiments and
analyses have improved in leaps and bounds, with multiple high pre-
cision x-ray measurements becoming available.28,32–39 These, com-
bined with neutron diffraction experiments using isotope substitu-
tion, allowed separation of the radial distribution function into the
oxygen–oxygen (O–O), oxygen–hydrogen (O–H), and hydrogen–
hydrogen (H–H) pair distributions. The radial function from x-ray
measurements lacks sensitivity to the O–H and H–H correlations,
while the neutron diffraction has large systematic errors due to the
large probe size,22 but combination of the measurements has yielded
high precision O–O pair distributions.40 Since electrons as charged
particles interact with atomic nuclei via the electrostatic potential
associated with each atom as opposed to the interaction of x-rays
with electronic polarization and associated electron orbitals, there is
no lower limit for the atomic number of atoms acting as electron
scatterers.41 For water, this implies that electron scattering data are
sensitive not only to O–O but also to O–H and, in principle, even
H–H pair distributions, allowing for a deeper and more direct view
of the hydrogen bond structure.
Electron scattering experiments on liquids pose significant
experimental challenges, particularly the problem of maintain-
ing, in a high vacuum environment, sufficiently thin liquid layers
(about 150 nm for 200 keV electrons in water) that are required
to forego multiple scattering events. The latter obscure the oscil-
lations in the acquired radial distribution function from which
structural information is extracted. In situ growth of thin water
films as employed in hydration stages of environmental transmis-
sion electron microscopes (TEMs) or achieved through a noz-
zle based on vacuum deposition is viable but limits experimental
conditions to a narrow region of the temperature–pressure phase
diagram due to the lack of control over ambient specimen pres-
sure.15,42,43 In-vacuum liquid jet technology only partially mitigates
such limitations and is significantly more challenging to set up and
operate.16,44,45
The use of windowed liquid cell technology, most commonly
based on amorphous silicon nitride (Si3N4) thin films, has become
well established in the field of liquid cell TEM43,46–50 and allows
for electron based liquid specimen studies under true near-native
conditions.51–53 Practical current implementations typically demand
Si3N4 window thicknesses in the range of 20 nm–50 nm in order
to avoid window bulging or rupture caused by the pressure dif-
ferential between the ambient liquid and the vacuum of the TEM
column.50,54–56 This implies that microscopy and scattering sig-
nals are necessarily burdened with a significant background due
to the Si3N4 window material. Here, we present electron scattering
data of liquid water at near-ambient temperature (23 ○C) and pres-
sure acquired using a recently developed environmental liquid cell
(ELC) setup66 that combines standard Si3N4 flow cell approaches
with windowed environmental cell technology, thus avoiding water
layer bulging and enabling the maintenance of ideal layer thick-
nesses.43,49,57 We provide a full analysis methodology of the obtained
radial function pertaining to the combined water and Si3N4 layers
based on the existing x-ray data analysis approaches and include
multiple scattering effects. We demonstrate the capability of our
method to extract intermolecular O–O and O–H correlations. This
opens the door to windowed liquid cell based structural dynam-
ics investigations of hydrogen bond dynamics in water and, more
generally, solution phase chemistry in TEMs and tabletop electron
diffractometers.
II. STRUCTURE OF LIQUID WATER
Liquids do not have a structure in the same way that a crystal
has a structure as the individual molecules are continually moving
around. However, the constituent atoms have well-defined sizes and
closest distances of approach, implying that liquids have a definite
structure relative to the origin at the center of the average atom.
This type of structure is expressed by a radial distribution func-
tion 4πr2g(r), where 4πr2g(r)dr is the average number of atom cen-
ters between distances r and r + dr from the center of an average
atom.
A. Scattering theory
The most convenient quantity to describe the angular distribu-
tion of the scattered electrons is the differential cross section and the
corresponding mean-free-path length. Electrons that pass through
an element of area dσ of the parallel incident beam area will be scat-
tered into a cone of solid angle dΩ. The differential cross section,
dσ/dΩ, is a function of the momentum transfer Q = 4π sin(θ/2)/λ,
with the scattering angle θ and the electron wavelength λ.
The cross section oscillates around the scattering of N indepen-












with a weighing factor for the oscillations, B(Q), and the average
number density of the sample, ρ. The choice of the weighing fac-
tor, B(Q), is arbitrary, but without it, the structure factor would only
show the correlations between electrons and the nucleus and not
between the atoms.58 In x-ray diffraction, Eq. (1) was first derived
by Ref. 59 and applied by Ref. 60 on liquid mercury. A detailed
derivation is given by Ref. 61.
There are many different ways of defining A(Q) and B(Q)
depending on the focus of the investigation. We will use two
schemes, the atomic and molecular.40 In the atomic scheme, we sub-




cαf 2α (Q) +∑
α
cαSα(Q). (2)
Here, the sum runs over the different species (α) in the sample, with
the electron coherent scattering factor, f α(Q), the incoherent scat-
tering factor, Sα(Q), and the atomic concentration, cα. The weighing






representing the electron scattering without interference. For
the molecular scheme, the intra-molecular interference is also
subtracted, so A(Q) is constructed using the independent atom
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with the Debye–Waller factor, bi ,j, and the molecular bond lengths
ri ,j between atoms i and j. The atomic or molecular structure factor
is defined as






The relationship in Eq. (1) can be inverted using a Fourier transform
connecting the structure factor with the radial distribution function,





Q(Sat/mol(Q) − 1) sin(Qr)dQ. (6)
The structure factor of water can also be decomposed into the
individual contributions of the different bond lengths,
Sat/mol(Q) = wOOSOO + wOHSOH + wHHSHH, (7)











The partial structure factors can then be individually transformed
into the pair distributions gOO, gOH, and gHH. The decomposition
requires different datasets, since the x-ray measurements and elec-
tron measurements on their own do not distinguish between the
atoms. Conversely, the neutron experiments using isotope substi-
tution can distinguish. Hence, the neutron data are usually com-
bined with the x-ray experiments to obtain a high precision gOO pair
distribution.40
Comparing the different bond length weights in Fig. 1 shows
why x-ray scattering is insensitive to the oxygen–hydrogen bond
length as it only contributes about 20% of the signal from 0 Å to
around 5 Å after which it drops away.
FIG. 1. Comparison of the bond-length weights of x-ray and electron scattering.
The electron weight (black lines) of the oxygen–oxygen bond length (solid line)
contributes 40% of the signal for small Q and then increases to 60% around 4 Å,
the point at which the oxygen–hydrogen bond contribution decreases. The x-ray
weights (gray lines) exhibit the same behavior, where the oxygen–oxygen bond
length (solid line) contributes 60% at small Q, which increases to nearly 100% at
Q values larger than 4 Å. In the x-ray case, the hydrogen–hydrogen bond length is
about a 0.5% and for electrons about 6%.
B. Multiple-scattering effects
In practice, multiple scattering has to be taken into account
for all but the thinnest samples. For an example with carbon films,
see Ref. 62, and for the relation with the Moliere formula, see
Ref. 63. Assuming that the scattering is concentrated to small angles













The total scattering is related to the mean-free-path length with
Λ = 1/(ρσ).
The angular distribution for n scattering events is given by n
two-dimensional convolutions of the single scattering distribution,
A1(Q), with itself,41
An(Q) = An−1(Q)⊗ A1(Q). (11)
Weighing all the possible number of scattering events with the







which depends on the thickness of the sample, x. We can then













with the intensity observed in the detector, Iexp, the incident current,
I0, and the multiple scattering version of the weighing factor, B∗(x,
Q). The multiple scattering version of the structure factor is






The construction of the multiple scattering normalization factor,
B(Q), is similar to the construction of A(Q). The multiple scatter-
ing expression [Eq. (12)] is applied to B(Q) with the mean-free-path
of the elastic component of A(Q) so that B(Q) is used as a reference
wave. This division in the diffraction space is equivalent to a decon-
volution in real-space and should remove the multiple scattering
effects from the radial distribution function.
C. Numerical implementation and Fourier transforms
The numerical implementation, especially of the Fourier trans-
forms in the analysis, requires some care. For the multiple convo-
lutions in Eq. (12), we rewrite the formula in terms of the two-
dimensional Fourier transforms of the scattering factors,
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writing f̃ for the Fourier transform of f, which gives
Ã∗(tx, ty) = exp(−x/Λ)[exp(Ã(tx, ty)x/Λ) − 1]. (16)
It is possible to replace the two-dimensional Fourier transform in
Eq. (15) with a one-dimensional Hankel transform by using pro-
jected distributions,64 but even custom numerical integration codes
struggle with the Hankel transform, so we stick with the two dimen-
sional Fourier transform. The theoretical values of A(Q) are inter-
polated and sampled every 0.01 Å in a 4096 × 4096 grid. The Fast
Fourier Transform (FFT) of the grid is taken, and the formula,
Ã∗(tx, ty) = exp(−x/Λ)[sinh(Ã(tx, ty)x/Λ)].
+ (cosh(Ã(tx, ty)x/Λ) − 1)ϕ(tx, ty)], (17)
with the phase mask ϕ(tx, ty) = eiπ(tx+ty) is applied. The even and
uneven terms are split because the FFT performs a circular convo-
lution, and the even terms require a phase shift to align with the
uneven terms. The radial average of the inverse FFT is taken to give
the multiple scattering distribution.
The second part of the analysis that requires a Fourier trans-
form is the transformation of the structure factor. The difficulty in
this case is that the data have limited support between Qmin and
Qmax, which causes spurious oscillations in the radial distribution
function. The problem is treated by multiplying the structure factor
with a modification function before transformation. We use a dis-
crete sampling function, the sinc function or Lorch function as the
modification function,65




which compensates for the truncation of high Q-values of the data
in the transform,







No adjustments were done for the truncation of low Q-values.
III. ELECTRON DIFFRACTION ON LIQUID WATER
In order to realize a thin (135 nm), stable, and uniform
water film for acquiring the electron scattering data, we used
an in-house developed environmental liquid cell (ELC) assem-
bly and method, the technical details of which will be published
elsewhere.66 The above-mentioned ELC setup incorporates silicon
nitride (Si3N4) flow-cell technology with a design based on that of
Ref. 49, which was subsequently also utilized in Refs. 52 and 53. In
its present implementation, the flow cell structure comprises a pair
of free-standing rectangular (30 × 100 μm2) (Si3N4) windows with
a nominal thickness of 20 nm on 3 × 8 mm2 rectangular silicon (Si)
chips, which incorporate a channel with inlet and outlet ports for
directed liquid or gas flow through the Si3N4 window region. The
Si3N4/Si chips have been fabricated to our design and specifications
by SimPore, USA.
The ELC setup was prepared by drop casting 1 μl of deionized
water on one of the Si3N4/Si chips, placing a custom-shaped 10 μm
thick polyimide (Kapton) spacer onto it and capping the assembly
with the second Si3N4/Si chip, whereupon the resulting sandwich
with a 10 μm thick windowed flow channel was enclosed and sealed
in our custom-built ELC sample transfer arm. A custom-built humid
air pressure and flow regulator based on the system of Ref. 57 and
in greater detail elsewhere (Ref. 66) was connected to the inlet and
outlet of the ELC sample transfer arm for the electron scattering
measurements.
All scattering data were collected on a JEOL JEM-2100 trans-
mission electron microscope operated at 200 kV and fitted with
a TVIPS TemCam F216 camera. Darkfield and flatfield calibra-
tions were done on the camera prior to measurements, and the
camera length was calibrated using diffraction rings from a poly-
crystalline aluminum film. The electron spot size for diffraction
was 12.4 μm as set by the condenser aperture without inserting
a selected area aperture, and the dose rate was determined to be
0.09 ± 0.01 e−/Å2 as measured from the current density readout of
the JEOL JEM-2100 phosphor screen. All diffraction patterns were
recorded with an exposure time of 1 s and an effective camera length
of 33.3 cm. Inline layer thickness monitoring was realized by record-
ing pairs of real space images and determining their total image
intensity counts I and I0, corresponding to cases with and with-
out an objective aperture (half angle of acceptance θ = 12.6 mrad)
inserted. The corresponding intensity ratio I/I0 was used to com-
pute thickness estimates of water and Si3N4 by the log ratio method
using scattering models and material parameters as described
below.41,57,67
After inserting the ELC transfer arm and basic alignments, the
relative pressure was set to 400 mbar and a flow rate of 30 ml/min
was applied to remove the water layer from the Si3N4 windows as
confirmed by measuring the scattering intensity ratio I/I0 = 0.88
± 0.01 corresponding to 24 ± 2 nm thickness in the atomic scat-
tering model. Twenty diffraction images of the exposed Si3N4 win-
dow (without water) were recorded, whereupon the flow rate was
reduced to about 1 ml/min and adjusted until a stable scatter-
ing ratio of I/I0 = 0.70 ± 0.02 was observed, corresponding to
160 ± 20 nm of water thickness in the atomic scattering model.
Another 20 diffraction images were recorded under these conditions
for further analysis. The beam block was masked out, the center
determined by fitting a Lorentzian, and the radial average and vari-
ance were taken around this center, giving a Q range of 0.83 Å−1–
17.4 Å−1, which is transformed to a real space range of 0 Å–17 Å.
A. Diffraction data from silicon nitride
The inelastic scattering of electrons is related to the x-ray
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with E0 being the rest energy of the electron and E being the accel-
eration voltage. Following the suggestion of Ref. 68, we set ΔE equal
to half the binding energy of the molecule, ΔE = J/2, with J = 13.6Z.
The subsequent analysis is robust to moderate changes in the value
of ΔE as it only shifts the inelastic scattering form factor, which is
mostly concentrated on small Q-values, on the Q-axis. The effective
atomic number of silicon nitride is taken as 10.6, the atomic weight
is taken as 20 g/mol, and the density is taken as 3.17 g/cm3. The
atomic scattering factor and normalization factor are constructed
from the elastic form factors given in Ref. 69 and the inelastic x-ray




[SSi(Q) + f 2Si(Q)] +
4
7










The mean-free-path lengths of silicon nitride can then be calculated
to be 96 nm, 69 nm, and 40 nm for the elastic, inelastic, and total
scattering, respectively. The multiple scattering version is computed
from ASiN(Q) and BSiN(Q) and the known silicon nitride thickness of
25 nm as measured by a parallax method.
The experimental data are fitted to the theoretical model by
minimizing the fit function,
[





with the experimental data Iexp(Q) and experimental error δIexp(Q).
The fitting contains an electron dose scaling, a0, which is different
for each micrograph and two polynomial constants, a1 and a2, to
compensate for dark current and non-linear effects in the camera
response and is kept the same for all the micrographs. The stan-
dardized data are then added together using a weighted mean with
the inverse variance as the weight. Half the square of the polyno-
mial is added to the variance in each bin as an estimate of the sys-
tematic error. The atomic model does not contain any interference
effects, and thus, discrepancies for small Q are to be expected and
can be seen in Fig. 2. Subtracting the atomic model and dividing
with the normalization factor gives the atomic structure factor of sil-
icon nitride. In the left panel of Fig. 3, we plot the modified structure
factor
S′(Q) − 1 = [S∗(Q) − 1]M(Q), (25)
to emphasize which errors contribute to the radial distribution func-
tion. The modified structure factor is then transformed using the
discrete version of Eq. (19) to find the atomic radial distribution of
silicon nitride,






Q(S′(Q) − 1) sin(Qr)δQ, (26)
with δQ being the bin size, and the errors are computed using the











where δS′(Q) is the error in the structure factor. The atomic radial
distribution of silicon nitride is plotted in the right-hand side panel
FIG. 2. Comparison of the theoretical model without multiple scattering, A(Q), the
multiple scattering model, A∗(Q), and the normalization factor, B∗(Q), with the
experimental data, Iexp(Q), after fitting. All the quantities have been multiplied by Q
to emphasize the shape of the distributions. Given that the thickness of the silicon
nitride is 25 nm and the mean-free-path-length is 40 nm, the multiple scattering
effects are not excessive, but it does thicken the tails of the distribution, which
does have a large effect on the fitting of the data.
of Fig. 3. The r lattice is sampled from 0 Å to 17 Å in increments
of 0.05 Å. This result can be compared to the similar x-ray mea-
surement in Ref. 72, where the Si–N correlation was seen at 1.75 Å
and the N–N and Si–Si bonds lengths at 3.00 Å. The peaks observed
at 1.70 Å and 2.95 Å are quite a decent correspondence. We have
written CSiN(Q) for the diffraction measurement extended to smaller
and larger Q by transforming the radial distribution back to the
diffraction space and adding it to the model.
B. Diffraction from water and silicon nitride
combined at room temperature
The analysis of the filled liquid cell requires the combination of
a silicon nitride and water layer. For water, we do not use the inde-
pendent atom model to construct the molecular scattering factor,
FIG. 3. (a) The modified atomic structure factor of silicon nitride with error. (b) The
corresponding atomic radial distribution of silicon nitride. For Q < 1 Å, there is a
sharp unphysical drop corresponding to errors in the theoretical model; fortunately,
there are no bond lengths in this region, and we can resolve the Si–N correlations
at 1.7 Å with a height of 2.78, the N–N and Si–Si bond lengths combine at 2.95 Å
with a height of 1.81 and the Si–N–Si and N–Si–N bond lengths combine at 4.3 Å
with a height of 1.24.
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since a quantum mechanics calculation using configuration interac-
tion wavefunctions is available in the literature.73 Writing CH2O(Q)
for the combined elastic and inelastic scattering factor from Ref. 73
and CSiN(Q) for the measured silicon nitride scattering factor, each
scattering factor is transformed into its multiple scattering version
and added together in the Fourier space,
C̃H2O+SiN = cSiNC̃H2O + C̃SiNcH2O + C̃SiNC̃H2O, (28)
with cH2O for the probability to not scatter in the water layer and
cSiN to not scatter in the silicon nitride layer. For the normalization
factor, the effects of the hydrogen and water components need to be
separated, and in the x-ray analysis, the atomic scattering factors are
transformed using the equation from Ref. 74,




for atom species α, which could be transformed to the electron
scattering factors using the Mott–Bethe formula,69




Z − f ′X(Q)
Q2
]. (30)
The purpose of the transformation is to account for, in the individual
form factors, the charge redistribution that occurs when the hydro-
gen forms a covalent bond with the oxygen atom. For the electron
scattering, we do not use this formula as it significantly degrades our
results, but for the x-ray scattering factors, we set the parameters to
the same as in Ref. 74, aH = 1/3, aO = 2/3, and δ = 2.2 corresponding
to a third of a charge moving from the hydrogen to the oxygen atom.










and the same procedure is applied to the normalization factor as in
Eq. (17) to construct B∗H2O and Eq. (28) for B
∗
H2O+SiN.
For water, we use the effective Z as 4.69, the density as
0.997 g/cm3, and the mean atomic weight per nucleus as 6 g/mol.
The mean-free-path length for water is calculated to be 436 nm,
230 nm, and 151 nm for the elastic, inelastic, and total, respec-
tively. The data are fitted to the model by minimizing the loss func-
tion again, but in this case, the exact thickness of the water layer
is unknown, which is the largest source of uncertainty for the final
result. The different measured diffraction patterns are again added
together using a weighted mean, with the weight given by the inverse
variance. Half the square of the polynomial is added to the variance
in each bin as an estimate of the systematic error. Setting the water
thickness to 135 nm minimizes the structure below 1 Å in the radial
distribution function (Fig. 4).
The structure factor and the corresponding radial distribution
function are compared in Fig. 5 with the averaged x-ray data from
Ref. 58 (Normalization IV). In the electron structure factor, the first
double peak between 2 Å−1 and 3 Å−1 is suppressed and the dip at
6 Å−1 is not as deep as compared to the x-ray data. The difference
can be explained by the increased sensitivity of electron diffraction
to the hydrogen–oxygen bond length. In panel B, the radial distribu-
tion of the x-ray experiments is compared to our electron diffraction
experiment. To compare the measured radial function with theory,
FIG. 4. Comparison of the theoretical model of water scattering, AH2O(Q), the
multiple scattering model with the silicon nitride layer, A∗H2O,SiN(Q), and the nor-
malization factor, B∗(Q), with the experimental data, Iexp(Q), after fitting. The
water layer is 135 nm with a mean-free-path of 151 nm combined with the sili-
con nitride layer of 25 nm with a mean-free-path of 40 nm. The additional nitride
layer does change the shape of the scattering significantly. The normalization fac-
tor, B∗(135 nm, Q), is also plotted, and all the distributions have been multiplied
with Q to emphasize their shapes.
we transform the theoretical pair distributions to scattering oscilla-
tions and weigh them with the pair bond weights [Eq. (8)] and then
transform them back. The theoretical pair distributions are from the
Empirical Potential Structure Refinement (EPRS) of Ref. 58, which
is a reverse Monte Carlo simulation with an empirical potential con-
strained by the known physical ranges of the bond lengths and the
x-ray and neutron datasets. The normalization of the EPSR peaks
was changed from II to IV using the definitions of Ref. 58 to match
our normalization.
In Fig. 6(a), the EPSR oxygen–oxygen peak is at 2.79 Å with a
height of 2.50, while the measured peak is at 2.84 Å with a height of
2.21, showing good agreement. The lower measured peak could be
due to the modification factor and/or the deconvolution not com-
pletely removing all the multiple scattering, both effects that lead to
FIG. 5. (a) Comparison between the experimentally measured structure factor and
the merged x-ray data from Ref. 58. (b) The corresponding radial distributions.
Below 0.8 Å, there is an unphysical drop in our radial distribution probably caused
by our fitting procedure and the unknown silicon nitride scattering. At 1.8 Å, the
O–H bond length can clearly be seen in our radial function, while it is suppressed
in the x-ray experiment.
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FIG. 6. (a) The experimental water radial distribution is multiplied with the x-ray
oxygen weight and compared with the EPRS oxygen contribution. The EPRS
oxygen–oxygen peak is at 2.79 Å with a height of 2.50 compared to the measured
peak at 2.84 Å with a height of 2.21. (b) Comparison between the experimental
radial distribution function with the oxygen–oxygen pair distribution subtracted and
the residue divided by the oxygen–hydrogen weights before transformation. The
EPRS oxygen–hydrogen peaks are at 1.86 and 3.27 with heights of 1.04 and 1.48,
respectively, while the measured peaks are at 1.83 and 3.41 with heights 1.29 and
1.72, respectively. The measured peak heights are consistently higher than the
theory due to our naive separation procedure.
a reduction in height and broadening of the peaks. A peak corre-
sponding to the intramolecular oxygen–hydrogen bond, which was
not completely subtracted with the molecular scattering factor, is
observed at 1.1 Å. The additional structure at 1.8 Å and 3.4 Å is due
to the intermolecular oxygen–hydrogen bond contribution.
The oxygen–oxygen pair distribution is subtracted from the
measurement, divided by the oxygen–hydrogen weight and trans-
formed to find the experimental oxygen–hydrogen pair distribution.
The measured and theoretical oxygen–hydrogen pair distribution
are compared in Fig. 6(b). The EPRS oxygen–hydrogen peaks are
at 1.86 and 3.27 with heights of 1.04 and 1.48, respectively, while
the measured peaks are at 1.83 and 3.41 with heights 1.29 and
1.72, respectively. Note that we did not use the parametrization of
Ref. 74 [Eq. (29)] as the peak height varies greatly depending on
the parameters used. Our simplistic separation procedure system-
atically over estimates the baseline resulting in the peak height being
consistently larger than the theory in Fig. 6(b) and also reduces the
dip at 1.83 Å–3 Å. The additional oxygen–hydrogen peak is still
present at 1.1 Å, and a much stronger dip is observed at 5 Å, which
requires further investigation. For a more exact separation of the pair
distributions and distinguishing the hydrogen–hydrogen pair distri-
bution from the oxygen–hydrogen pair distribution, a more suitable
parametrization and an analysis akin to EPRS for electron scattering
are needed.
IV. POSSIBLE STRUCTURE OF WATER
FROM THE RADIAL DISTRIBUTION FUNCTION
The pair distribution functions obtained from the scattering
data contain information about intra- and intermolecular bonds
averaged over the time of acquisition. The structure of liquid water
can be characterized by the number of bonds that a water monomer
can form with its neighbors, which can be extracted from the pair
distribution functions. The hydrogen bond lengths in water are
flexible, which is why the corresponding oxygen–hydrogen and
oxygen–oxygen peaks are broad.75
The number of β-type atoms around an α-type atom at the
origin would be given by the coordination number,58




For the oxygen–oxygen coordination number, we divide the struc-
ture factor with the oxygen–oxygen weight and transform to the
radial function, which we integrate from 2.34 Å to 3.36 Å to isolate
the oxygen–oxygen peak,
NOO = 4.80 ± 0.15. (33)
Note that the structure factor of water was used, so the integration
range still contains some contribution from the oxygen–hydrogen
bond causing an over estimation. X-ray experiments and molec-
ular dynamic (MD) simulations give the intermolecular oxygen–
oxygen effective bond length as 2.82 Å with coordination number
4.67 ± 0.01.58,75,76 We observe the oxygen–oxygen bond length as
2.84 Å with a larger coordination number, implying about 1%
error in calibration and a systematic error of about 3% due to our
simplistic pair distribution separation.
Subtracting the oxygen–oxygen pair distribution from the
radial distribution and integrating from 1.41 Å to 2.34 Å to isolate
the first oxygen–hydrogen peak related to the degree of hydrogen
bonding gives
NOH = 2.53 ± 0.35. (34)
Neutron scattering data give the oxygen–hydrogen bond length as
1.85 Å with coordination number 1.88 ± 0.06.58,77 We observe the
peak at 1.83 Å but with a much larger coordination number. The
EPRS oxygen–oxygen pair distribution does not exactly match what
we observe and simply subtracting it causes a systematic error in
the baseline, but it does confirm that we observe the intermolec-
ular hydrogen–oxygen bond length. The theoretical resolution of
the radial distribution is coupled to the maximum Q used in the
Fourier transform, and in our case, Qmax = 17 Å−1 so that the
resolution is 2π/Qmax = 0.37 Å, explaining why we observe the
oxygen–hydrogen peak, while Ref. 16 only observed a shoulder at
1.8 Å (Qmax = 10 Å).
Taking the coordination number at a face value implies the
number of hydrogen bonds per water molecule to be 5 ± 0.7,78
which is more than the values reported by Ref. 79 (3.9) and
Ref. 80 (3.1).81
V. CONCLUSION
The work presented here highlights a simple tabletop approach
using a novel ELC concept for performing static diffraction mea-
surements on liquids, water in this case. This method can easily
be extended to enable time resolved diffraction studies of reaction
dynamics or real space applications to take advantage of the liquid
environment to simultaneously image structures and dynamics. This
latter feature will be particularly interesting for studies of biological
macromolecules and assemblies. Furthermore, a novel analysis pro-
tocol for removing the contribution of silicon nitride windows, the
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main bottleneck in such experiments, has been introduced. Com-
pared to the previous electron diffraction studies on water, the ELC
is capable of producing a repeatable thin water layer, which allows
image acquisition for a longer time. Consequently, the information
extracted from the radial distribution function for the intermolecu-
lar oxygen–oxygen bond matched extremely well to the x-ray scat-
tering measurements and MD simulations, with only 1% error in the
obtained bond length, and as electrons are more sensitive to hydro-
gen than x-rays, we were able to extend the diffraction analysis to
obtain a peak at 1.88 Å. This value is in very good agreement with the
neutron scattering data as compared to the small shoulder seen at 1.8
Å by Ref. 16.58,77 The mismatch in the oxygen–hydrogen coordina-
tion number can be attributed to error in the baseline determination,
as explained in Sec. IV. It will be important to refine the baseline
correction to fully resolve the degree of hydrogen bonding to finally
resolve this key feature in understanding the dynamic structure of
liquid water. By going to thinner windows, it will be possible to
greatly reduce the background and reduce the uncertainty in the
background correction to resolve the degree of coordination. Within
the present resolution, the coordination numbers and bond lengths
are obtained by associated changes in energy partitioning in trans-
lational and increased thermal fluctuations and vibrational degrees
of freedom on the number of hydrogen bonds per water molecule
to give new insight into the dynamic structure of liquid water. In
the future, this approach can be utilized to conduct a temperature
dependent study on liquid water and assess the effect of increased
thermal fluctuations and associated changes in energy partitioning
in translational and vibrational degrees of freedom on the number
of hydrogen bonds per water molecule—to give new insight into the
dynamic structure of liquid water.
SUPPLEMENTARY MATERIAL
See the supplementary material for the silicon nitride and water
experimental data that were used to construct the figures in this
article.
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