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Abstract
Many physical, chemical, and biological systems depend on the first
passage time (FPT) of a diffusive searcher to a target. Typically, this FPT
is much slower than the characteristic diffusion timescale. For example,
this is the case if the target is small (the narrow escape problem) or if the
searcher must escape a potential well. However, many systems depend on
the first time a searcher finds the target out of a large group of searchers,
which is the so-called extreme FPT. Since this extreme FPT vanishes
in the limit of many searchers, the prohibitively slow FPTs of diffusive
search can be negated by deploying enough searchers. However, the notion
of “enough searchers” is poorly understood. How can one determine if
a system is in the slow regime (dominated by small targets or a deep
potential, for example) or the fast regime (dominated by many searchers)?
How can one estimate the extreme FPT in these different regimes? In this
paper, we answer these questions by deriving conditions which ensure
that a system is in either regime and finding approximations of the full
distribution and all the moments of the extreme FPT in these regimes.
Our analysis reveals the critical effect that initial searcher distribution
and target reactivity can have on extreme FPTs.
1 Introduction
The first time a diffusive searcher finds a target determines the timescale of many
physical, chemical, and biological processes [1]. For example, the “searcher”
could be an ion, a protein, a sperm cell, or an animal, and the “target” could
be a membrane channel, a receptor, an egg, or a prey [2]. This random time is
called a first passage time (FPT)
In many applications, this FPT is much slower than the characteristic diffu-
sion time. More precisely, let τ > 0 denote the random FPT of a single searcher
and let tdiff := L
2/D be the diffusion time, where L > 0 is some characteristic
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Figure 1: Panel (a) illustrates the narrow escape limit, in which searchers
wander around the domain for a long time (thin black trajectory) before finding
the target (red window labeled ∂ΩT). In the many searcher limit, the fastest
searchers take an almost direct path (thick blue trajectory) from the starting
position (green ball labeled x0) to the target. Panel (b) illustrates the analogous
situation for searchers that must escape a deep potential well to find the target.
lengthscale describing the distance the searcher must travel to reach the target
and D > 0 is the searcher diffusivity. It is often the case that τ is much slower
than tdiff,
τ  tdiff. (1)
Indeed, the following three widely used frameworks are characterized by (1).
The first framework is the so-called narrow escape problem [3], which seeks
to determine how long it takes a diffusive searcher to find a small absorbing
target(s) in an otherwise reflecting bounded domain (see Figure 1a). Work on
this problem dates back to Helmholtz [4] and Rayleigh [5] in studies of acoustics,
but more recent interest has been driven by applications to biology [6], especially
molecular and cellular biology. Indeed, the timescales of many cellular processes
depend on the arrival of diffusing ligands to small proteins [7, 8, 9].
A second prototypical scenario which can yield the slow FPT behavior in (1)
involves so-called partially absorbing targets [10]. Partially absorbing targets
often arise from homogenizing a patchy surface which contains perfectly absorb-
ing targets on an otherwise reflecting surface [11, 12, 13, 14, 15, 16]. Examples
include chemicals binding to cell membrane receptors [17], reactions on porous
catalyst support structures [18], diffusion current to collections of microelec-
trodes [19], and water transpiration through plant stomata [20, 21]. Mathemat-
ically, partially absorbing targets require a Robin (also called reactive, radiation,
or third-type) boundary condition in the corresponding Fokker-Planck equation
which involves a reactivity (or trapping rate) parameter.
A third framework characterized by the slow FPT in (1) is when the searcher
must escape a potential well to find the target (see Figure 1b). This very clas-
sical problem arises in Kramers’ reaction rate theory and is important for un-
derstanding the non-equilibrium behavior of many different physical, chemical,
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and biological processes [22, 23].
In each of these three frameworks, there is a natural dimensionless param-
eter ε > 0 characterizing the FPT, τ = τ(ε). In the narrow escape problem, ε
measures the target size. For partially absorbing targets, ε measures the target
reactivity. In the case of escape from a potential well, ε measures the poten-
tial depth. Much of the theoretical work on these three problems has focused
on determining how the FPT diverges in the limit ε → 0. Indeed, detailed
asymptotic approximations have been developed to understand the following
divergence [24],
τ(ε)
tdiff
→∞ as ε→ 0. (2)
However, several recent studies and commentaries have announced a signifi-
cant paradigm shift in understanding the timescales in many biological systems
[25, 26, 27, 28, 29, 30, 31, 32, 33]. These works have noted that in many sys-
tems, the relevant timescale is not the time it takes a given single searcher to
find the target, but rather the time it takes the fastest searcher to find the tar-
get out of many searchers. One particularly striking example occurs in human
reproduction, in which fertilization is triggered by the first sperm cell to find an
egg out of 3× 108 sperm cells [34]. More generally, it is believed that deploying
many searchers is a common strategy employed by biological systems in order to
overcome the prohibitively slow FPTs associated with diffusive search. Indeed,
the recently formulated “redundancy principle” posits that the many seemingly
redundant copies of an object (cells, proteins, molecules, etc.) are not a waste,
but rather have the specific function of accelerating activation rates [26].
To describe the problem more precisely, let τ1, . . . , τN be N independent
realizations of some FPT τ = τ(ε). If these represent the respective search
times of N searchers, then the fastest searcher finds the target at time
TN = TN (ε) := min{τ1, . . . , τN}.
The time TN is called an extreme statistic or extreme FPT [35]. Importantly,
if N is large, then TN is much faster than τ . Indeed, with probability one we
have that
TN (ε)
tdiff
→ 0 as N →∞ for any fixed ε > 0. (3)
Moreover, it was recently shown [36] that if the searchers cannot start arbitrarily
close to the target, then the leading order divergence of TN as N → ∞ is
completely independent of ε (for each of the three frameworks above). That is,
if N is sufficiently large, then the size of the targets, their reactivity, and the
potential have no effect on TN .
Therefore, taking N → ∞ and taking ε → 0 are competing limits. That
is, if we fix any ε > 0 (meaning any fixed target size, reactivity, or potential)
and take N →∞, then TN vanishes as in (3). On the other hand, if we fix the
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number of searchers N ≥ 1 and take ε→ 0, then with probability one
TN (ε)
tdiff
→∞ as ε→ 0 for any fixed N ≥ 1. (4)
Figure 1 illustrates these two competing limits for the narrow escape problem
(panel (a)) and for escape from a potential well (panel (b)).
Since many systems are described by both ε 1 and N  1 [26], this raises
several natural questions. How we can determine if a system is in the fast escape
regime in (3) or the slow escape regime in (4)? How can we approximate the
distribution of TN (ε) in these two regimes? How do these distributions depend
on the initial searcher locations, spatial dimension, target size, target reactivity,
potential depth, etc.?
In this paper, we answer these questions for a variety of systems. In partic-
ular, we derive general criteria to determine if TN (ε) is either in the fast regime
in (3) or the slow regime in (4) and approximate the full probability distribution
of TN (ε) in these regimes. Furthermore, this analysis reveals that TN (ε) does
not depend on the initial searcher distribution in the slow regime in (4), but
TN (ε) depends critically on the initial searcher distribution in fast regime in
(3). Indeed, we find several qualitatively different behaviors of TN (ε), including
E[TN (ε)]/tdiff scaling as
1
lnN
,
E[τ ]
tdiff
1
N
,
(E[τ ]
tdiff
)4 1
N2
, exp
(
4
E[τ ]
tdiff
) 1
N2
, as N →∞,
depending on the initial searcher distribution and other details in the problem.
The rest of the paper is organized as follows. In Section 2, we analyze the
ε → 0 regime of (4) for a general class of drift-diffusion processes and apply
the results to the narrow escape, partial absorption, and deep potential well
problems discussed above. In Section 3, we prove general theorems which give
the full distribution and all the moments of TN (ε) in the N →∞ regime of (3)
based on the short-time distribution of τ(ε). In Section 4, we apply the results
from Sections 2 and 3 to study the competition between the ε→ 0 and N →∞
limits in some analytically tractable examples. The results of this analysis are
confirmed by numerical simulations. We conclude by discussing related work
and highlighting some biological implications. An Appendix collects some proofs
and technical points.
2 Slow escape regime
Let τ > 0 be the FPT for a single diffusive searcher to find a target in a bounded
domain. Define the characteristic diffusion timescale,
tdiff :=
L2
D
,
where L > 0 is a characteristic lengthscale describing the size of the domain and
D > 0 is the searcher diffusivity. As we see below, if the mean FPT (MFPT) is
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much slower than the diffusion time,
E[τ ] tdiff,
then it is generally the case that τ is approximately exponentially distributed.
Now, it is straightforward to check that the minimum of N independent
exponential random variables is also exponential. Therefore, if a single FPT τ
is approximately exponential, then the minimum of N independent realizations
of τ ,
TN := min{τ1, . . . , τN},
is also approximately exponentially distributed, at least if N is “sufficiently
small.” In fact, if N is sufficiently small, then we can approximate the full
distribution of the ordered sequence of FPTs,
T1,N < T2,N < · · · < TN−1,N < TN,N , (5)
where Tk,N denotes the kth fastest FPT,
Tk,N := min
{{τ1, . . . , τN}\ ∪k−1j=1 {Tj,N}}, k ∈ {1, . . . , N},
where T1,N := TN . In this section, we make these ideas precise, characterize
the N “sufficiently small” regime, and apply the analysis to some prototypical
scenarios.
2.1 General mathematical analysis
We first determine the distribution of the ordered FPTs in (5) if the individ-
ual FPTs {τn}Nn=1 are approximately exponential. We begin by recalling the
definition of convergence in distribution.
Definition 1. A sequence of random variables {Xj}j≥1 converges in distribu-
tion to a random variable X as j →∞ if
P(Xj ≤ x)→ P(X ≤ x) as j →∞, (6)
for all points x ∈ R such that the function F (x) := P(X ≤ x) is continuous. If
(6) holds, then we write
Xj →d X as j →∞.
The following proposition gives the distribution of the ordered FPTs (5) if
the individual FPTs are approximately exponential. Throughout this work, we
write
X =d Exp(t)
to denote that a random variable X ≥ 0 has an exponential distribution with
mean t > 0 (or equivalently with rate 1/t), which means P(X > x) = e−x/t for
x ≥ 0.
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Proposition 1. Let τ = τ(ε) be a random variable that depends on some pa-
rameter ε > 0. Assume that there exists a scaling λ = λ(ε) > 0 so that
λτ →d Exp(1) as ε→ 0. (7)
Let {τn}Nn=1 be N ≥ 1 independent realizations of τ and define the kth order
statistic,
Tk,N := min
{{τ1, . . . , τN}\ ∪k−1j=1 {Tj,N}}, k ∈ {1, . . . , N}.
If k ∈ {1, . . . , N}, then
λTk,N →d
k∑
j=1
Xj
N − j + 1 as ε→ 0, (8)
where {Xn}Nn=1 are iid with Xn =d Exp(1). In fact, the following N -dimensional
random variable converges in distribution,
λ(T1,N , T2,N , . . . , TN−1,N , TN,N )
→d
(
X1
N
,
X1
N
+
X2
N − 1 , . . . ,
N∑
j=1
Xj
N − j + 1
)
as ε→ 0. (9)
In words, the distribution corresponding to (8)-(9) in Proposition 1 means
that the times {Tk,N}Nk=1 arrive according to a Poisson process with rate λ(N −
k) between the kth and (k+1)st arrivals (asN →∞). The proof of Proposition 1
is given in the Appendix.
2.2 General spectral expansion
Proposition 1 implies that if the parameter regime is such that a single FPT
τ is approximately exponential with rate λ > 0, then the ordered sequence of
FPTs in (5) has the distribution in (8)-(9), at least if N is sufficiently small. In
particular, the fastest FPT, TN = T1,N , is well-approximated by an exponential
random variable with rate Nλ. We now estimate when this approximation
breaks down as N increases.
In order to answer this question, we need information about the rate of con-
vergence in (7) for a single FPT. Now, it is often the case that the survival
probability of a single FPT of a diffusion process can be expressed in terms
of an eigenfunction expansion of the associated backward Kolmogorov equa-
tion. In this section, we describe this general situation to obtain a form for the
convergence rate in (7).
Let Ω ⊂ Rd be a bounded d-dimensional spatial domain with d ≥ 1. Assume
that the boundary of the domain, ∂Ω, contains a distinguished region(s), ∂ΩT ⊆
∂Ω, which we call the target, and let ∂ΩR = ∂Ω\∂ΩT denote the rest of the
boundary. See Figure 1 for an illustration.
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Consider a stochastic process {X(t)}t≥0 that diffuses in Ω according to the
stochastic differential equation (SDE),
dX(t) = −∇V (X(t)) dt+
√
2D dW (t), (10)
with reflecting boundary conditions on ∂Ω = ∂ΩT ∪ ∂ΩR. In (10), the drift
term is the gradient of a potential V : Ω → R and the noise term involves the
diffusivity D > 0 and a standard d-dimensional Brownian motion {W (t)}t≥0.
Let τ > 0 be the first time the diffusion process reaches the target,
τ := inf{t > 0 : X(t) ∈ ∂ΩT}. (11)
The survival probability conditioned on the searcher starting position,
S(x, t) := P(τ > t |X(0) = x),
satisfies the backward Kolmogorov (or backward Fokker-Planck) equation [37],
∂
∂tS = LS, x ∈ Ω,
S = 0, x ∈ ∂ΩT,
∂
∂nS = 0, x ∈ ∂ΩR,
S = 1, t = 0.
(12)
In (12), the differential operator L is the infinitesimal generator of the SDE in
(10),
L = −∇V (x) · ∇+D∆,
and ∂∂n is the derivative with respect to the inward unit normal n : ∂Ω→ Rd.
For the Boltzmann-type weight function,
ρ(x) :=
e−V (x)/D∫
Ω
e−V (y)/D dy
, (13)
it is straightforward to check that the operator L is formally self-adjoint on the
weighted space of square integrable functions [37],
L2ρ(Ω) :=
{
f :
∫
Ω
|f(x)|2ρ(x) dx <∞
}
,
with the boundary conditions in (12) and the weighted inner product,
(f, g)ρ :=
∫
Ω
f(x)g(x)ρ(x) dx.
We thus formally expand the solution to (12),
S(x, t) =
∑
n≥0
(un, 1)ρe
−λntun(x), (14)
7
where
0 < λ0 < λ1 ≤ . . . , (15)
are the positive eigenvalues of −L with eigenfunctions {un(x)}n≥1 satisfying
−Lun = λnun, x ∈ Ω,
un = 0, x ∈ ∂ΩT,
∂
∂nun = 0, x ∈ ∂ΩR,
(16)
and which are orthonormal,
(un, um)ρ = δnm ∈ {0, 1}, (17)
where δnm is the Kronecker delta function (δnm = 0 if n 6= m and δnn = 1).
If a searcher has initial distribution given by a probability measure µ0,
P(X(0) ∈ B) = µ0(B) =
∫
B
1 dµ0(x), B ⊂ Ω, (18)
then the survival probability of the FPT τ in (11) is
S(t) := P(τ > t |X(0) =d µ0) =
∫
Ω
S(x, t) dµ0(x).
The eigenfunction expansion above thus gives a formal representation for S(t)
as a sum of decaying exponentials,
S(t) =
∑
n≥0
Ane
−λnt, (19)
where the coefficients are
An := (un, 1)ρ
∫
Ω
un(x) dµ0(x), n ≥ 0. (20)
2.3 Necessary and sufficient conditions for the slow expo-
nential regime
In many situations, the FPT in (11) with survival probability in (19) is well-
approximated by an exponential random variable with rate given by the princi-
pal eigenvalue λ0 > 0. That is,
τ ≈d Exp(1/λ0).
Indeed, this is generically the case when λ0tdiff  1 (see below).
In this section, we therefore assume that (i) τ > 0 is a nonnegative random
variable with survival probability given by a sum of decaying exponentials as in
(19) and (ii) that
λ0τ →d Exp(1) as ε→ 0, (21)
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where ε > 0 is some dimensionless parameter. Using (19) and the definition of
convergence in distribution in (6), we have that if x ≥ 0, then (21) means that
P(λ0τ > x) = e−x + e−x
[
A0 − 1 +
∑
n≥1
Ane
(1−λn/λ0)x
]
→ e−x as ε→ 0.
In particular, if we define the error term
η(ε, x) := A0 − 1 +
∑
n≥1
Ane
(1−λn/λ0)x,
then we are assured that
η(ε, x)→ 0 as ε→ 0 for all x ≥ 0.
Combining the assumption in (21) with Proposition 1, we can immedi-
ately conclude that the limiting distributions of the ordered FPTs Tk,N for
k ∈ {1, . . . , N} as ε→ 0 are (8)-(9). However, if we fix ε > 0 and take N large,
then Tk,N might leave the regime in (8)-(9). How large can we take N and
still be assured that Tk,N is in the regime in (8)-(9)? We first consider the case
k = 1. That is, we ask how large can we take N and still guarantee that the
fastest FPT TN = T1,N is approximately exponential with rate Nλ0 > 0.
By definition of TN , we have that
P(Nλ0TN > x) =
[
P(τ > x/(Nλ0)
]N
= e−x
{
1 +
N∑
k=1
(
N
k
)[
A0 − 1 +
∑
n≥1
Ane
(1−λn/λ0)x/N ]k}
= e−x
{
1 +
N∑
k=1
(
N
k
)[
η(ε, x/N)
]k}
= e−x
{
1 +Nη(ε, x/N) +O((η(ε, x/N))2)} as ε→ 0.
Hence, the regime in (8)-(9) in Proposition 1 requires that∣∣η(ε, x/N)∣∣ = ∣∣∣A0 − 1 +∑
n≥1
Ane
(1−λn/λ0)x/N
∣∣∣ 1/N, for x ≥ 0. (22)
Notice that the first term in (22), A0−1, is independent of N . Therefore, if the
condition in (22) breaks down as N →∞, then we expect that it is due to the
growth of the second term. Hence, we simplify (22) to∣∣∣∑
n≥1
Ane
(1−λn/λ0)x/N
∣∣∣ 1/N, for x ≥ 0.
Using the ordering (15), we further simplify this to the condition
N exp
(−λ1
λ0N
)
 1. (23)
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Now, in the ε  1 regime, we have that E[τ ] ≈ 1/λ0 (regardless of N).
Further, we expect that tdiffλ1 6 1 for ε  1 (which is implied by a non-
vanishing spectral gap), where tdiff is the diffusion time, tdiff := L
2/D, where
L > 0 is a characteristic lengthscale describing the size of the domain Ω. We
thus obtain from (23) the following sufficient condition for TN ≈d Exp(E[τ ]/N),
N exp
(−E[τ ]
Ntdiff
)
 1. (24)
Upon noting that the survival probability of the kth fastest FPT satisfies
P(Tk,N > t) =
k−1∑
j=0
(
N
j
)
P(τ ≤ t)jP(τ > t)N−j ,
a similar calculation extends (24) to the general case k ∈ {1, . . . , N}. That is, if
(24) is satisfied, then this analysis predicts that Tk,N is in the regime in (8)-(9)
in Proposition 1.
We would now like to derive a necessary condition for TN ≈d Exp(E[τ ]/N).
However, we show below that for certain initial searcher distributions, TN is
exactly exponentially distributed for all N ≥ 1. Therefore, in order to have a
necessary condition for TN ≈d Exp(E[τ ]/N), we need to restrict to a certain
class of initial searcher distributions. Specifically, we suppose that the initial
searcher locations cannot be arbitrarily close to the target. More precisely,
suppose each searcher has initial distribution given by a probability measure µ0
as in (18), and assume that the support of µ0,
U0 := supp(µ0),
does not intersect the closure of the target,
U0 ∩ UT = ∅. (25)
Note that U0 is necessarily a closed set.
Assuming (25), it was shown in [36] that
E[Tk,N ] ∼ L
2
4D lnN
=
tdiff
4 lnN
as N →∞, (26)
where L > 0 is a certain lengthscale describing the shortest distance a searcher
must travel to reach the target. Now, suppose tdiff/E[τ ]  1 (so that a single
FPT is in the exponential regime) and note that E[TN ] is a monotonically de-
creasing function of N ≥ 1. Therefore, for sufficiently small values of N that sat-
isfy (24), we have that E[TN ] ≈ E[τ ]/N  tdiff/(4 lnN). Then, as N increases,
E[TN ] must decrease monotonically to the regime in (26). Since E[TN ] ≈ E[τ ]/N
if TN ≈d Exp(E[τ ]/N), it follows that if E[τ ]/N  tdiff/(4 lnN), then TN is not
in the exponential regime. Put another way, if TN ≈d Exp(E[τ ]/N), then
E[τ ]
N
6 tdiff
4 lnN
. (27)
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TN ≈d Exp(E[τ ]N ) TN 6≈d Exp(E[τ ]N )
0 1
N lnN
4 lnN
N
tdiff
E[τ ]
Figure 2: Illustration of the conditions (28)-(29). The necessary condition in
(29) assumes (25), which means that the searchers cannot start arbitrarily close
to the target.
Hence, (27) is a necessary condition for TN ≈d Exp(E[τ ]/N). We emphasize
that the condition in (27) assumes (25). Indeed, we show below that TN can
be exactly exponential for all values of N for a certain initial condition which
violates (25).
Notice that if we rearrange the necessary condition in (27) and take the
logarithm of the sufficient condition in (24) and rearrange, then we find that:
If
tdiff
E[τ ]
 1
N lnN
, then TN ≈d Exp(E[τ ]/N). (28)
If
tdiff
E[τ ]
 4 lnN
N
, then TN 6≈d Exp(E[τ ]/N). (29)
Again, (29) assumes (25). We illustrate (28)-(29) in Figure 2.
2.4 Narrow escape with a perfectly absorbing target
We now apply the analysis of the previous sections to some prototypical ex-
amples. We first consider a diffusive searcher in a bounded domain with small
targets, which is the narrow escape problem [3]. In particular, consider the
setup of Section 2.2 in dimension d ∈ {2, 3} with pure diffusion (i.e. V ≡ 0 in
(10)). In this case, the natural small parameter is the dimensionless target size,
ε := σ, where
σ :=
( |∂ΩT|
|∂Ω|
)1/(d−1)
 1, (30)
which compares the (d− 1)-dimensional area of the target ∂ΩT to the (d− 1)-
dimensional area of the rest of the boundary ∂Ω. As a technical condition,
assume that the isoperimetric ratio remains bounded,
|∂Ω|1/(d−1)
|Ω|1/d = O(1) for σ  1, (31)
where |Ω| denotes the d-dimensional volume of the domain ((31) prevents patho-
logical cases [3]).
Then in the σ → 0 limit (i.e. the small target or narrow escape limit), it is
well-known [3] that τ becomes exponentially distributed with a vanishing rate
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λ0 > 0, where the asymptotic form of λ0 depends on the dimension d ∈ {2, 3}
and the geometry of the domain and the target. The basic idea is that in the
limit σ → 0, the entire boundary becomes reflecting and the spectral problem
in (16) approaches the Neumann spectral problem,
−D∆uneun = λneun uneun , x ∈ Ω,
∂
∂nu
neu
n = 0, x ∈ ∂Ω.
In particular, in the limit σ → 0, we have that
λ0 → λneu0 = 0, λn → λneun > 0 n ≥ 1,
u0 → uneu0 = 1, un → uneun n ≥ 1,
and the orthonormality (see (17) with ρ ≡ 1/|Ω| in (13)) implies that
(u0, 1)ρ → (uneu0 , 1)ρ = 1, (un, 1)ρ → (uneun , 1)ρ = 0 n ≥ 1.
Therefore, An → δn0 ∈ {0, 1} as σ → 0.
To illustrate, if the target is the union of d-dimensional spheres of radius
r > 0 centered at M ≥ 1 distinct points z1, . . . , zM ∈ Rd,
∂ΩT := ∪Mm=1{x ∈ Rd : ‖x− zm‖ = σr},
then the principal eigenvalue has the asymptotic behavior [38, 39],
λ0 ∼
{
−2piDM/(|Ω| log σ) if d = 2,
4piDMrσ/|Ω| if d = 3, as σ → 0,
Hence, the diverging MFPT of a single searcher satisfies
Md(tdiff)
−1E[τ ] ∼
{
− lnσ if d = 2,
σ−1 if d = 3,
as σ → 0,
if we define the characteristic diffusion timescale,
tdiff :=
{
|Ω|/(piD) if d = 2,
|Ω|/( 43pirD) if d = 3.
The sufficient condition (24) thus becomes
1
{
Nσ1/(2MN) if d = 2,
N exp
(− (3MNσ)−1) if d = 3.
2.5 Narrow escape and/or small target reactivity for par-
tial absorption
The analysis in Section 2.4 above quickly extends to the case of partially ab-
sorbing targets, assuming the targets are small and/or have low reactivity. Let
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Ω ⊂ Rd be as in Section 2.2 in dimension d ≥ 1, let σ be as in (30) above (if
d = 1, then we set σ = 0 and define σd−1 = 1), and assume (31) if d ≥ 2.
In this case of an imperfect target, the survival probability again satisfies (12),
except the absorbing boundary condition on the target is replaced by the Robin
boundary condition,
D ∂∂nS = konS, x ∈ ∂ΩT,
where kon ∈ (0,∞) is a parameter describing the reactivity of the target [10].
Define the dimensionless reactivity,
κ :=
konL
D
, (32)
for some lengthscale L > 0. In the limit that the target is small and/or not
reactive,
ε := κσd−1 → 0,
the survival probability problem (12) again approaches the Neumann problem
and the analysis in Section 2.4 applies with the vanishing principal eigenvalue
satisfying [40]
λ0 ∼ D
LL0
κσd−1 as κσd−1 → 0, (33)
where L0 = |Ω|/|∂Ω| > 0 is the lengthscale describing the d-dimensional volume
of the domain to the (d − 1)-dimensional area of the boundary (if d = 1, then
L = L0 is the length of the interval Ω and we take σ
d−1 = 1).
Hence, the diverging MFPT of a single searcher satisfies
d(tdiff)
−1E[τ ] ∼ 1
κσd−1
, as κσd−1 → 0,
if we define the diffusion time, tdiff :=
dLL0
D . The sufficient condition (24) thus
becomes
1 N exp (− (dNκσd−1)−1).
2.6 Escape from a potential well
In Sections 2.4 and 2.5 above, the FPT was slow because the target was small
and/or the target had a small reactivity. In this subsection, we consider the
case that the FPT is slow because the searcher must escape a deep potential
well to reach the target.
It is well-known that the Brownian escape time from a potential becomes
exponentially distributed with vanishing rate as the potential depth grows [41,
22]. To make the calculations explicit, we consider a quadratic potential, so
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that X(t) is a d-dimensional Ornstein-Uhlenbeck process. Specifically, let X(t)
be as in (10) in Section 2.2 where V : Rd → R is the quadratic potential,
V (x) :=
θ
2
‖x‖2,
where ‖·‖ denotes the d-dimensional Euclidean norm and θ > 0 is some positive
parameter. Let Ω = {x ∈ Rd : ‖x‖ < L} be the d-dimensional ball of radius
L > 0 and let the target be the entire boundary ∂ΩT = ∂Ω = {x ∈ Rd : ‖x‖ =
L} (see Figure 1b). The FPT τ > 0 in (11) is then
τ := inf{t > 0 : ‖X(t)‖ > L}.
In this case, the survival probability can be written in the form (19) (see
equation (67) in [42]) and the FPT becomes exponential in the limit of a deep
potential. Specifically, define the dimensionless parameter,
ε :=
2D
θL2
> 0,
which measures the noise strength D to the potential depth θ and the escape
radius L > 0. In the limit ε→ 0, the escape time τ is exponentially distributed
with rate [42]
λ0 ∼ 4e
−1/ε
tdiffΓ(d/2)εd/2+1
as ε→ 0,
where tdiff := L
2/D and Γ(·) denotes the gamma function. Further, the larger
eigenvalues diverge as λn ∼ 4n(εtdiff)−1 as ε→ 0 for n ≥ 1 [42].
Hence, the diverging MFPT of a single searcher satisfies
(tdiff)
−1E[τ ] ∼ Γ(d/2)
4
εd/2+1e1/ε as ε→ 0.
The sufficient condition (24) thus becomes
1 N exp (− Γ(d/2)
4N
εd/2+1e1/ε
)
.
2.7 Eigenfunction initial condition
In Sections 2.4-2.6, the FPT was approximately exponential because the prin-
cipal eigenvalue λ0 was much smaller than the diffusion rate 1/tdiff. A simple
situation in which the FPT is exactly exponential is if the initial searcher distri-
bution is the so-called quasi-stationary distribution [43]. In particular, consider
the setup of Section 2.2 and suppose the distribution of X(0) is given by the
product of the weight function in (13) and the principal eigenfunction in (16),
P(X(0) ∈ B) = 1N
∫
B
u0(x)ρ(x) dx, B ⊂ Ω, where N :=
∫
Ω
u0(x)ρ(x) dx.
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That is, suppose the initial searcher position has the probability density function
u0(x)ρ(x)/N . Hence, the orthonormality in (17) ensures that An = δ0n (see
(20)), and thus the series (19) collapses to
S(t) = e−λ0t, t ≥ 0,
which means that τ is exactly exponential with mean E[τ ] = 1/λ0. Hence, the
distribution of Tk,N is exactly given by the distributions (8)-(9) in Proposition 1
for all N ≥ 1. In particular, TN =d Exp(E[τ ]/N) for all N ≥ 1, and thus, for
example,
E[TN ] =
1
Nλ0
=
E[τ ]
N
, for all N ≥ 1.
This illustrates that the behavior E[TN ] ∼ tdiff(4 lnN)−1 for large N may
not hold if (25) is violated. In fact, we find below that E[TN ] may decay like
N−1 or N−2 for other choices of initial conditions.
3 Fast escape regime
In Section 2 above, we found that the fastest FPT, TN , is approximately expo-
nential if the number of searchers N is sufficiently small, and quantified “suf-
ficiently small” in terms of the ratio of the MFPT of a single searcher to a
characteristic diffusion timescale. The next natural question is what happens
to the distribution of the fastest FPTs in the limit N →∞.
In this section, we show how to go from the short time behavior of the
survival probability of a single FPT, S(t) := P(τ > t), to the distribution of
Tk,N in the limit N → ∞. In particular, assuming that S(t) has the following
short time behavior,
P(τ ≤ t) = 1− S(t) ∼ Atpe−C/t as t→ 0+ (34)
for some constants A > 0, p ∈ R, and C ≥ 0, we find the distribution and all
the moments of Tk,N in the limit N →∞ (the case C > 0 was handled in [44]).
The proofs of the results of this section are collected in the Appendix.
In the results below, the limiting distribution of Tk,N is described in terms
of Gumbel, Weibull, and generalized Gamma distributions. For convenience, we
first give the definitions of these distributions.
Definition 2. A random variable X ≥ 0 has a Weibull distribution with scale
parameter t > 0 and shape parameter p > 0 if
P(X > x) = exp(−(x/t)p), x ≥ 0. (35)
If (35) holds, then we write
X =d Weibull(t, p).
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Notice that if (35) holds with p = 1, then X =d Exp(t).
A random variable X ≥ 0 has a generalized Gamma distribution with pa-
rameters t > 0, p > 0, k > 0 if
P(X > x) =
Γ(k, (x/t)p)
Γ(k)
, x ≥ 0, (36)
where Γ(a, z) :=
∫∞
z
ua−1e−u du denotes the upper incomplete gamma function.
If (36) holds, then we write
X =d genΓ(t, p, k).
A random variable X has a Gumbel distribution with location parameter
b ∈ R and scale parameter a > 0 if1
P(X > x) = exp
[
− exp
(x− b
a
)]
, for all x ∈ R. (37)
If (37) holds, then we write
X =d Gumbel(b, a).
3.1 The case C = 0
If the initial searcher distribution is such that the searchers can start arbitrarily
close to the target (meaning (25) is violated), then we find below that the
behavior of the survival probability in (34) holds with C = 0 and p > 0, which
yields a drastically different distribution of the fastest FPTs compared to the
case C > 0.
The first result below gives the full distribution of TN for large N assuming
C = 0 in (34). Throughout this work, “f ∼ g” means f/g → 1.
Theorem 2. Let {τn}n≥1 be an iid sequence of random variables and assume
that for some A > 0 and p > 0, we have that
P(τn ≤ t) ∼ Atp as t→ 0 + . (38)
The following rescaling of TN := min{τ1, . . . , τN} converges in distribution to a
Weibull random variable,
(AN)1/pTN →d Weibull(1, p) as N →∞.
Roughly speaking, Theorem 2 means that the distribution of TN is
TN ≈d Weibull
(
(AN)−1/p, p
)
for N sufficiently large.
The next result approximates all the moments of the fastest FPT.
1Some authors define a Gumbel distribution slightly differently, by saying that −X has a
Gumbel distribution with shape −b and scale a if (37) holds.
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Theorem 3. Under the assumptions of Theorem 2, suppose further that
E[TN ] <∞ for some N ≥ 1.
Then for each moment m ∈ (0,∞), we have that
E[(TN )m] ∼ Γ(1 +m/p)
(AN)m/p
as N →∞.
Hence,
E[TN ] ∼ Γ(1 + 1/p)
(AN)1/p
as N →∞,
Variance(TN ) ∼
Γ(1 + 2/p)− (Γ(1 + 1/p))2
(AN)2/p
as N →∞.
Remark 4. We are interested in estimating when a particular system is in the
large N regime of Theorems 2 and 3. By Theorem 3, we are assured that a
system is in this large N regime, at least for all moments m ≥ 1, if
1
(AN)1/p
 1. (39)
We now generalize Theorem 2 on the fastest FPT to the kth fastest FPT,
Tk,N := min
{{τ1, . . . , τN}\ ∪k−1j=1 {Tj,N}}, k ∈ {1, . . . , N}, (40)
where T1,N := TN . The following theorem gives the distribution of Tk,N for
large N .
Theorem 5. Under the assumption of Theorem 2, the following rescaling of
Tk,N in (40) converges in distribution to a generalized Gamma random variable,
(AN)1/pTk,N →d genΓ(1, p, k) as N →∞.
Roughly speaking, Theorem 5 means that the distribution of Tk,N is
Tk,N ≈d genΓ
(
(AN)−1/p, p, k
)
for N sufficiently large.
The next result approximates all the moments of the kth fastest FPT asN →∞.
Theorem 6. Under the assumptions of Theorem 3, for each moment m ∈
(0,∞), we have that
E[(Tk,N )m] ∼ Γ(k +m/p)/Γ(k)
(AN)m/p
as N →∞.
Hence,
E[Tk,N ] ∼ Γ(k + 1/p)/Γ(k)
(AN)1/p
as N →∞,
Variance(Tk,N ) ∼
Γ(k + 2/p)/Γ(k)− (Γ(k + 1/p)/Γ(k))2
(AN)2/p
as N →∞.
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3.2 The case C > 0
The case that C > 0 in (34) was handled in [44] and characterizes the case
that the searchers cannot start arbitrarily close to the target (see (25)). For
convenience, we repeat the result here in the case k = 1 (the case of a general
k was also handled in [44] but we omit it for brevity).
Theorem 7. [Proven in Reference [44]] Let {τn}n≥1 be an iid sequence of
nonnegative random variables, and assume that there exists constants C > 0,
A > 0, and p ∈ R so that
P(τ1 ≤ t) ∼ Atpe−C/t as t→ 0 + .
The following rescaling of TN := min{τ1, . . . , τN} converges in distribution to a
Gumbel random variable,
TN − bN
aN
→d X =d Gumbel(0, 1) as N →∞, (41)
where
aN =
C
(lnN)2
, bN =
C
lnN
+
Cp ln(ln(N))
(lnN)2
− C ln(AC
p)
(lnN)2
. (42)
The next result allows approximates all the moments of the fastest FPT.
Theorem 8. [Proven in Reference [44]] Under the assumptions of Theorem 7,
suppose further that E[TN ] < ∞ for some N ≥ 1. Then for each moment
m ∈ (0,∞), we have that
E[(TN − bN )m] ∼ amNE[Xm] as N →∞,
where X =d Gumbel(0, 1). In particular,
E[TN ] = bN − γaN + o(aN )
=
C
lnN
[
1 +
p ln(ln(N))
lnN
− ln(AC
p) + γ
lnN
+ o
(
1/ lnN
)]
, (43)
Variance(TN ) ∼ pi
2
6
a2N =
pi2
6
C2
(lnN)4
as N →∞,
where γ ≈ 0.5772 is the Euler-Mascheroni constant.
Remark 9. We are interested in estimating when a particular system is in the
large N regime of Theorems 7 and 8. By Theorem 8, we are assured that a
system is in this large N regime, at least for all moments m ≥ 1, if∣∣∣ ln(ACp) + γ
lnN
∣∣∣ 1.
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4 Competition between slow and fast escape
In this section, we use the results of Sections 2 and 3 to investigate (i) the
competition between slow and fast escape (ε → 0 versus N → ∞), (ii) the
effects of initial conditions, and (iii) the effects of target reactivity. Consider
the d-dimensional annular domain,
Ω := {x ∈ Rd : a < ‖x‖ < R}, d ∈ {1, 2, 3},
where ‖ · ‖ denotes the Euclidean length. We take a = 0 in dimension d = 1
and a ∈ (0, R) in dimensions d ∈ {2, 3}. The boundary ∂Ω = ∂ΩT ∪ ∂ΩR
consists of the target at the inner boundary, ∂ΩT := {x ∈ Rd : ‖x‖ = a}, and
the outer boundary, ∂ΩR := {x ∈ Rd : ‖x‖ = R}. Let {X(t)}t≥0 denote the
path of a searcher with diffusivity D > 0 diffusing in Ω with reflecting boundary
conditions on ∂Ω.
Due to the symmetry in the problem, the survival probability,
S(r, t) := P(τ > t | ‖X(0)‖ = r), (44)
satisfies the backward Fokker-Planck (backward Kolmogorov) equation,
∂
∂tS = D
(
d−1
r
∂
∂r +
∂2
∂r2
)
S, t > 0, r ∈ (a,R),
∂
∂rS = 0, r = R,
S = 1, t = 0,
(45)
with either an absorbing Dirichlet condition or a Robin condition at the target.
We write these two cases in a single boundary condition,
D ∂∂rS = konS, r = a, (46)
where kon ∈ (0,∞) corresponds to a partially absorbing target and kon = ∞
corresponds to a perfectly absorbing target and (46) means S = 0 at r = a. It
is convenient to define the characteristic lengthscale and diffusion time,
L := R− a > 0,
tdiff :=
L2
D
> 0,
and the dimensionless target size and target reactivity,
σ :=
a
R
∈ [0, 1),
κ :=
konL
D
> 0, (47)
where κ =∞ corresponds to a perfectly absorbing target. We now analyze the
fastest FPT in four cases, depending on the initial searcher distribution and
whether the target is perfectly or partially absorbing.
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4.1 Case 1: ‖X(0)‖ = R and κ =∞
First consider the case that ‖X(0)‖ = R (a Dirac delta function initial condition)
and a perfectly absorbing target (κ =∞). In the small target case (ε := σ  1
in dimensions d ∈ {2, 3}), the FPT is approximately exponentially distributed
and its diverging mean satisfies
d(tdiff)
−1E[τ ] ∼
{
− lnσ if d = 2,
σ−1 if d = 3,
as σ → 0. (48)
Hence, for any fixed N ≥ 1, the distribution of Tk,N is given by Proposition 1
in the limit σ → 0. In particular, we have that
TN ≈d Exp(E[τ ]/N), (49)
and thus
E[TN ] ≈ E[τ ]
N
. (50)
On the other hand, if we fix any value of σ ∈ (0, 1), and take N →∞, then
the distribution of Tk,N is completely determined by the short-time behavior of
the survival probability S(t) = S(R, t). In the Appendix, we show that S(t) has
the following short-time behavior,
1− S(t) ∼ Atpe−C/t as t→ 0+, (51)
where
A =
2√
pi
√
1
tdiff
σ(d−1)/2, p =
1
2
, C =
tdiff
4
> 0.
Hence, for any fixed σ ∈ (0, 1), the distribution of Tk,N is given by Theorem 7
in the limit N →∞. In particular,
TN ≈d Gumbel
(
C
lnN
+
Cp ln(ln(N))
(lnN)2
− C ln(AC
p)
(lnN)2
,
C
(lnN)2
)
, (52)
and thus by Theorem 8,
E[TN ] =
C
lnN
[
1 +
p ln(ln(N))
lnN
− ln(AC
p) + γ
lnN
+ o
(
1/ lnN
)]
, (53)
as N →∞, where γ ≈ 0.5772 is the Euler-Mascheroni constant.
4.2 Case 2: ‖X(0)‖ = R and κ <∞
Suppose again that ‖X(0)‖ = R, but now suppose that the target is partially
absorbing (κ < ∞). In the case that the target is small and/or has small re-
activity (ε := κσd−1  1), the FPT is approximately exponentially distributed
and its diverging mean satisfies
d(tdiff)
−1E[τ ] ∼ 1− σ
d
(1− σ)2
1
κσd−1
as κσd−1 → 0. (54)
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Hence, for any fixed N ≥ 1, the distribution of Tk,N is given by Proposition 1
in the limit κσd−1 → 0. In particular, (49) and (50) hold.
On the other hand, if we fix any value of κσd−1 > 0 and take N →∞, then
the distribution of Tk,N is completely determined by the short-time behavior of
the survival probability S(t) = S(R, t). In the Appendix, we show that S(t) has
the short-time behavior in (51), where
A =
4√
pi
(tdiff)
−3/2κσ(d−1)/2, p =
3
2
, C =
tdiff
4
> 0. (55)
Hence, for any fixed κσd−1, the distribution of Tk,N is given by Theorem 7 in
the limit N →∞. In particular, TN satisfies (52) and (53) with A, p, and C in
(55).
4.3 Case 3: X(0) =d Uniform(Ω) and κ =∞
Suppose the target is perfectly absorbing as in (4.1) (i.e. κ = ∞), but now
suppose that each searcher is initially uniformly distributed in the domain Ω.
Hence, the survival probability of a single FPT is
S(t) := P(τ > 0 |X(0) =d Uniform(Ω)) =
∫ R
a
S(r, t)
d
Rd − ad r
d−1dr. (56)
In the case of a small target (ε := σ  1 in dimensions d ∈ {2, 3}), the
FPT τ and the extreme Tk,N are as in Section 4.1 above. Similar to Section 4.1,
if we fix any value of σ ∈ (0, 1), and take N → ∞, then the distribution of
Tk,N is again completely determined by the short-time behavior of the survival
probability S(t). However, in the case of a uniform initial distribution, the
short time behavior of the survival probability is fundamentally different than
in Section 4.1. In the Appendix, we show that S(t) has the following short-time
behavior,
1− S(t) ∼ Atp as t→ 0+, (57)
where
A =
2d(1− σ)√
pi(1− σd)
σd−1√
tdiff
, p =
1
2
. (58)
Hence, for any fixed σ ∈ (0, 1), the distribution of Tk,N is given by Theorem 2
in the limit N →∞. In particular,
(AN)2TN →d Weibull(1, 1/2) as N →∞, (59)
and thus by Theorem 3,
E[TN ] ∼ 2
A2N2
= tdiff
pi(1− σd)2
2d2(1− σ)2σ2(d−1)
1
N2
as N →∞. (60)
Notice that if σ  1, then (60) means that (using (48))
E[TN ]/tdiff ≈
{
pi
8 exp
(
4E[τ ]/tdiff
)
1
N2 if d = 2,
9pi
2 (E[τ ]/tdiff)
4 1
N2 if d = 3,
for N sufficiently large.
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4.4 Case 4: X(0) =d Uniform(Ω) and κ <∞
Finally, suppose the searchers are initially uniformly distributed in the domain
Ω and the target is partially absorbing (κ <∞). Hence, the survival probability
of a single FPT is obtained by integrating the survival probability S(r, t) from
Case 2 in Section 4.2 as in (56).
In the case of a small target and/or low reactivity (ε := κσd−1  1), the
FPT τ and the extreme Tk,N are as in Section 4.2 above. Similar to Section 4.1,
if we fix any value of κσd−1 ∈ (0, 1), and take N → ∞, then the distribution
of Tk,N is again completely determined by the short-time behavior of the sur-
vival probability S(t). In the Appendix, we show that S(t) has the short-time
behavior in (57), where
A =
d(1− σ)
1− σd
κσd−1
tdiff
, p = 1. (61)
Hence, for any fixed κσd−1, the distribution of Tk,N is given by Theorem 2 in
the limit N → ∞. In particular, since p = 1 in (61), TN is asymptotically
exponentially distributed for large N ,
ANTN →d Weibull(1, 1) =d Exp(1) as N →∞.
Further, Theorem 3 implies that
E[TN ] ∼ 1
AN
= tdiff
1− σd
d(1− σ)κσd−1
1
N
as N →∞, (62)
Upon using (54), if σ  1, then (62) implies
E[TN ] ≈ E[τ ]
N
for N sufficiently large,
and thus we conclude that TN is approximately exponential with mean E[τ ]/N
for both large N and small N .
4.5 Comparison of 4 cases
If we apply the condition in (24) to the 4 cases above, we find that a sufficient
condition for TN ≈d Exp(E[τ ]/N) is
1 θexp :=

Nσ1/(2N) if d = 2, κ =∞,
N exp
(− (3Nσ)−1) if d = 3, κ =∞,
N exp
(− (dNκσd−1)−1) if d ∈ {1, 2, 3}, κ <∞. (63)
Further, if ‖X(0)‖ = R, then we apply the condition in Remark 9 to Cases
1 and 2 above to find that a sufficient condition for TN to be in the extreme
Gumbel regime of Theorems 7-8 is
1 θgum :=
{
− ln(σ(d−1)/2)/ lnN if d ∈ {2, 3}, κ =∞, ‖X(0)‖ = R,
− ln(κσ(d−1)/2)/ lnN if d ∈ {1, 2, 3}, κ <∞, ‖X(0)‖ = R.
(64)
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Finally, if X(0) =d Uniform(Ω), then we apply the condition in Remark 4 to
the Cases 3 and 4 above to find that a sufficient condition for TN to be in the
extreme Weibull regime of Theorems 2-3 is
1 θwei :=
{
(dNσd−1)−2 if d ∈ {1, 2, 3}, κ =∞, X(0) =d Uniform,
(dNκσd−1)−1 if d ∈ {1, 2, 3}, κ <∞, X(0) =d Uniform.
(65)
The conditions in (63)-(65) allow us to estimate the distribution of TN based
on the values of d, κ, σ, and the initial searcher distribution. Indeed, if θ ∈ (0, 1)
is some small threshold parameter, then we can solve (63) for N to find that
θexp ≤ θ if
N ≤ Nexp(θ) :=

− ln(σ)(2W0(− ln(σ)/(2θ)))−1 if d = 2, κ =∞,(
3σW0(1/(3σθ))
)−1
if d = 3, κ =∞,(
dκσd−1W0(1/(dκσd−1θ))
)−1
if d ∈ {1, 2, 3}, κ <∞,
(66)
where W0(z) denotes the principal branch of the LambertW function [45] (de-
fined as the inverse of f(z) = zez and also called the product logarithm func-
tion). In particular, if N ≤ Nexp, then N is “sufficiently small” so that
TN ≈d Exp(E[τ ]/N).
Similarly, θgum ≤ θ if
N ≥ Ngum(θ) :=
{(
σ(d−1)/2
)−1/θ
if d ∈ {1, 2, 3}, κ =∞, ‖X(0)‖ = R,(
κσ(d−1)/2
)−1/θ
if d ∈ {1, 2, 3}, κ <∞, ‖X(0)‖ = R.
(67)
Finally, θwei ≤ θ if
N ≥ Nwei(θ) :=
{(
dσd−1
√
θ
)−1
if d ∈ {1, 2, 3}, κ =∞, X(0) =d Uniform,(
dκσd−1θ
)−1
if d ∈ {1, 2, 3}, κ <∞, X(0) =d Uniform.
(68)
That is, (67) and (68) represent the N “sufficiently large” values for which the
extreme regimes of Section 3 are valid. We note that the extreme Weibull regime
for κ <∞ is in fact exponential.
In Figure 3, we plot Nexp, Ngum, and Nwei as functions of σ ∈ (0, 1) for
θ = 1/2 and d = 3 (the left panel is for κ = ∞ and the right panel is for
κ = 1 <∞). In these panels, the region of (σ,N)-parameter space below Nexp is
the regime in which TN is exponential, and the region above Ngum (respectively
Nwei) is the region in which TN is in the extreme Gumbel (respectively Weibull)
regime if ‖X(0)‖ = R (respectively X(0) =d Uniform).
4.6 Comparison to numerical simulations
In this section, we compare the analytical results of Sections 4.1-4.5 to numerical
simulations. Numerically, we solve the partial differential equation (45)-(46)
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Figure 3: The curves in both panels are Nexp(θ), Ngum(θ), and Nwei(θ) in (66)-
(68) as functions of σ for θ = 1/2 and d = 3. Hence, TN ≈d Exp(E[τ ]/N) in
the region of (θ,N)-parameter space below the black dashed curve. Similarly,
TN is approximately Gumbel (respectively Weibull) in the region of (θ,N)-
parameter space above the blue dotted curve (respectively red solid curve). In
the right panel, the Weibull distribution for large N is actually an exponential
distribution (see Section 4.4).
using the Matlab function pdepe [46]. We then compute E[TN ] by numerical
quadrature,
E[TN ] =
∫ ∞
0
(S(t))N dt,
for both the Dirac delta function initial conditions of Sections 4.1-4.2 and the
uniform initial conditions of Sections 4.3-4.4.
Figure 4 corresponds to the case of a perfectly absorbing target (κ =∞) in
Sections 4.1 and 4.3 (Cases 1 and 3). In the left panel of Figure 4, the solid
curves are E[TN ] as a function of N for ‖X(0)‖ = R (blue curve) and X(0) =d
Uniform (red curve) and the black dashed, dotted, and dot-dashed curves are
the theoretical asymptotic behaviors of Sections 4.1 and 4.3. In agreement
with the analysis, these numerical results show that (i) E[TN ] ≈ E[τ ]/N for
small N regardless of initial conditions, (ii) E[TN ] ∼ tdiff/(4 lnN) as N → ∞
if ‖X(0)‖ = R, and (iii) E[TN ] ∼ 2/(A2N2) as N → ∞ if X(0) =d Uniform,
where A is in (58).
The right panel of Figure 4 plots E[TN ] as a function of N for Case 1 (κ =∞
and ‖X(0)‖ = R) for different values of σ (the dimensionless target size). The
squares are at N = Nexp(θ) (see (66)) and the circles are at N = Ngum(θ) (see
(67)), both for θ = 1/2. In particular, these are the theoretical predictions
for where TN transitions out of the exponential regime (squares) and where
TN transitions into the Gumbel regime (circles), and these agree well with the
numerical results. Interestingly, these figure shows that simply taking the max-
imum of the small N and large N behaviors is a good approximation for the
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Figure 4: Perfectly absorbing targets (κ =∞). The left panel plots numerically
computed values of E[TN ] for Cases 1 and 3 as solid blue and red curves, re-
spectively. The black dashed, dotted, and dot-dashed curves are the theoretical
asymptotic behaviors of Sections 4.1 and 4.3. In this left panel, σ = 0.1. In
the right panel, the solid black, blue, and red curves are numerically computed
values of E[TN ] for Case 1 and the dashed curves are the maximum of the cor-
responding theoretical behaviors for large and small N (see (69)). The squares
are at N = Nexp(θ) (see (66)) which predict when E[TN ] transitions out of the
exponential regime. Similarly, the circles are at N = Ngum(θ) (see (67)) which
predict when E[TN ] transitions into the Gumbel regime. We take θ = 1/2 and
d = 3.
mean fastest FPT,
E[TN ] ≈ max
{E[τ ]
N
,
tdiff
4 lnN
}
for all N ≥ 1. (69)
Figure 5 corresponds to the case of a partially absorbing target (κ < ∞)
in Sections 4.2 and 4.4 (Cases 2 and 4). Here, the blue curves are for a small
value of κ (namely κ = 10−2) and the black curves are for a large value of κ
(namely κ = 102). The red markers are the theoretical asymptotic behaviors
of Sections 4.2 and 4.4, which agree with the numerical results in the blue and
black curves.
5 Discussion
Much of the existing theory of FPTs of single diffusive searchers has been de-
veloped in the case that the FPT τ is much slower than the characteristic
diffusion timescale tdiff. Mathematically, one typically introduces a small pa-
rameter ε > 0 (which, for example, measures the size of the target in the narrow
escape problem [3] or the strength of the noise for escape from a potential well
[22]), and studies how the FPT τ = τ(ε) diverges as ε → 0. In the case of
N searchers which reach the target at independent and identically distributed
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Figure 5: Partially absorbing targets (κ <∞). The blue curves are for a small
value of κ (namely κ = 10−2) and the black curves are for a large value of κ
(namely κ = 102). The red markers are the theoretical asymptotic behaviors of
Sections 4.2 and 4.4 (the two lines of red plusses are for the different values of
A corresponding to either κ = 10−2 or κ = 102). We take σ = 0.1 and d = 1.
times {τ1, . . . , τN}, the fastest FPT,
TN = TN (ε) := min{τ1(ε), . . . , τN (ε)},
also diverges as ε→ 0,
TN (ε)/tdiff →∞ as ε→ 0. (70)
On the other hand, the fastest FPT vanishes in the many searcher limit,
TN (ε)/tdiff → 0 as N →∞. (71)
Equations (70) and (71) hold with probability one.
In this paper, we investigated the competition between the slow regime in
(70) and the fast regime in (71). We derived a simple sufficient condition (see
(24)) and a simple necessary condition (see (27)) for TN to be in the slow regime
in (70), based on the MFPT of a single searcher (the necessary condition also
assumes that the initial searcher distribution satisfies (25)). These conditions
quantify how TN (ε) is in the slow regime in (70) for “N sufficiently small.” If
this sufficient condition is satisfied, then we gave an approximation for the full
distribution and moments of TN , and more generally of the kth fastest FPT,
Tk,N .
We also gave sufficient conditions for the fast regime in (71) (see Remarks 4
and 9) and the limiting distribution and asymptotic moments of TN in the
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N → ∞ limit. This analysis revealed the critical effect that initial conditions
and target reactivity can have on the large N distribution of TN . Indeed, TN
may be asymptotically Weibull, Gumbel, or exponential, and E[TN ] may decay
like the reciprocal ofN2, N , and lnN asN →∞, depending on initial conditions
and target reactivity.
Many authors have investigated extreme FPTs of diffusive searchers [47, 48,
49, 50, 51, 52, 34, 25, 53, 36, 44]. Most of these prior works assume that the
searchers all start at some fixed location, and they study the largeN asymptotics
of TN . For example, it is known that if each searcher starts at some fixed point
x, then [36]
E[TN ] ∼ L
2(x, ∂ΩT)
4D lnN
as N →∞, (72)
where L(x, ∂ΩT) > 0 is a certain geodesic distance from x to the target. A
notable exception is in the first study of extreme FPTs of diffusion [47], in
which Weiss, Shuler, and Lindenberg found (among many other things) that
for diffusive searchers in one space dimension that start uniformly distributed
with a perfectly absorbing target, E[TN ] decays like 1/N2 as N →∞ (see their
equation (3.15), which agrees with our equation (60) with d = 1 upon noting
that their problem has targets at both ends of the interval). It is important to
note that if the initial searcher distribution is given by some measure µ0, then
the asymptotics of E[TN ] are not found merely by integrating (72) over x. That
is, if µ0 is not a Dirac delta function, then
E[TN ] 6∼
∫
Ω
L2(x, ∂ΩT)
4D lnN
dµ0(x) as N →∞, (73)
since, for example, E[TN ] can decay as 1/N2 or 1/N as we have shown.
We close by discussing our results in the context of the recently formulated
“redundancy principle” for biological systems [26]. As described in the Intro-
duction, the redundancy principle claims that the many seemingly redundant
copies of an object (cells, proteins, molecules, etc.) are not a waste, but rather
have the specific function of accelerating activation rates [26]. That is, a biolog-
ical system can overcome the prohibitively slow FPTs associated with diffusive
search by deploying many searchers (i.e. it can move from the slow regime in
(70) to the fast regime in (71)).
This principle was formulated in the context of the 1/ lnN decay of E[TN ]
as N → ∞, which is valid for searchers that cannot start arbitrarily close to
the target (see (25)). However, in this case we have shown that E[TN ] initially
decays as 1/N (specifically, E[TN ] ≈ E[τ ]/N), and does not transition to the
1/ lnN regime (specifically, E[TN ] ≈ tdiff/(4 lnN)) until very large values of N
if ε 1.
Therefore, adding additional searchers to a system that is in the 1/N regime
accelerates the FPT TN to a much greater degree compared to adding additional
searchers to a system that is already in the 1/ lnN regime. That is, the marginal
benefit of additional searchers decreases sharply as the system goes from the
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1/N regime to the 1/ lnN regime. Therefore, from a cost/benefit perspective
(in which a system balances the cost of additional searchers with the benefit of
faster activation [30, 27]), our results predict that one should find more systems
in the 1/N regime rather than deep into the 1/ lnN regime.
Finally, it is interesting to note the contrasting situation that occurs if the
searchers are initially uniformly distributed (which is often assumed in studies
of the narrow escape problem [9]). In this case, E[TN ] transitions from 1/N
decay to the faster 1/N2 decay as N grows (for perfectly absorbing targets).
Hence, the marginal benefit of additional searchers increases as a system moves
from the 1/N regime to the 1/N2 regime.
6 Appendix
6.1 Proofs
Proof of Proposition 1. For an N -dimensional vector x = (x1, . . . , xN ) ∈ RN ,
define the function
g(x) := (x(1), x(2), . . . , x(n−1), x(N)),
where x(1) ≤ x(2) ≤ · · · ≤ x(N). In words, g sorts the elements in a vector
from smallest to largest values. By the continuous mapping theorem (see, for
example, Theorem 2.7 in [54]) and the definition of Tk,N , we have that
λ(T1,N , T2,N , . . . , TN−1,N , TN,N )
= g(λ(τ1, . . . , τN ))→d g(Y1, . . . , YN ) as ε→ 0,
where {Yn}Nn=1 are iid with Yn =d Exp(1). It is a classical result in order
statistics [55] that
g(Y1, . . . , YN ) =d
(
X1
N
,
X1
N
+
X2
N − 1 , . . . ,
N∑
j=1
Xj
N − j + 1
)
,
where {Xn}Nn=1 are iid with Xn =d Exp(1), which completes the proof.
Proof of Theorem 2. The proof of this theorem is similar to the proof of The-
orem 2 in [56]. Define Xn = −τn for n ≥ 1. Therefore, (38) implies that if
−1 x < 0, then
F (x) := P(Xn ≤ x) = P(τn ≥ −x) = 1−A(−x)p + o((−x)p) as x→ 0− .
(74)
Hence, if y > 0, then (74) implies
lim
t→0+
1− F (−ty)
1− F (−t) = y
p.
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Therefore, Theorem 1.2.1 and Corollary 1.2.4 in [57] imply that
MN := max{X1, . . . , XN} = −min{−X1, . . . ,−XN} = −TN
satisfies
−MN
aN
=
TN
aN
→d Weibull(1, p) as N →∞, (75)
where aN := (AN)
−1/p > 0.
Proof of Theorem 3. The result follows from Theorem 4 in [56].
Proof of Theorem 5. The result follows from Theorem 2 above and Theorem 3.5
in [35].
Proof of Theorem 6. The result follows from Theorem 7 in [56].
6.2 Annular domains
In this section, we determine the short-time behavior of the survival probabilities
studied in Sections 4.1-4.4. The method is to solve for the Laplace transformed
survival probability exactly and then determine the short-time behavior from the
asymptotic behavior of the Laplace transform. This method has been employed
in, for example, Reference [58].
6.2.1 Perfect absorption, κ =∞
We first consider the case of a perfectly absorbing target. By taking the Laplace
transform of (44),
S˜(r, s) :=
∫ ∞
0
e−stS(r, t) dt,
and nondimensionalizing time t → DR2 t and space r → 1Rr, we obtain that
(45)-(46) becomes the dimensionless problem,
sS˜ − 1 = (d−1r ddr + d2dr2 )S˜, s > 0, r ∈ (σ, 1), (76)
∂
∂r S˜ = 0, r = 1, (77)
S˜ = 0, r = σ, (78)
where σ := a/R ∈ (0, 1) is the dimensionless target radius.
The general solution to (76) is
S˜(r, s) =
1
s
+ C1I0,d(
√
sr) + C2K0,d(
√
sr), (79)
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where Iα,d(x) and Kα,d(x) are the d-dimensional modified Bessel functions of
order α when d = 2, and
Iα,1(x) := e
x, Kα,1(x) := e
−x
I0,3(x) :=
sinh(x)
x
, I1,3(x) :=
x cosh(x)− sinh(x)
x2
,
K0,3(x) :=
e−x
x
, K1,3(x) :=
e−x(x+ 1)
x2
.
Applying the boundary conditions in (77)-(78), the solution (79) becomes
S˜(r, s) =
1
s
[
1− g(r, s)
g(s, ε)
]
. (80)
To find the behavior of (80) as s→∞, note that
Iα,d(x) ∼ I˜d
( 1
x
) d−1
2
ex as x→∞,
Kα,d(x) ∼ K˜d
( 1
x
) d−1
2
e−x as x→∞,
(81)
where I ′d and K
′
d are constants determined by d. Hence, (80) has the large s
expansion,
S˜(r, s) =
1
s
[
1−
(ε
r
) d−1
2
e
√
s(ε−r) + o
(
e
√
s(ε−r))] as s→∞.
If the searcher is initially uniformly distributed in the domain Ω, then we inte-
grate over r ∈ (σ, 1) and obtain
S˜unif(r) =
∫ 1
σ
S˜(r, s)
rd−1
1− σd dr
=
1
s
[
1− dσ
d−1
1− σd
1√
s
+ o
( 1√
s
)]
as s→∞.
Taking the inverse Laplace transform, we obtain the short time behavior,
1− S(r, t) ∼ 2√
pi(r − σ)
(σ
r
)(d−1)/2
t1/2e−(r−σ)
2/(4t) as t→ 0+,
1− Sunif(t) ∼ 2dσ
d−1
√
pi(1− σd) t
1/2 as t→ 0 + .
6.2.2 Partially absorbing target, κ <∞
For the case of a partially absorbing target, we have that the Laplace transform,
S˜imp(r, s) :=
∫ ∞
0
e−stS(r, t) dt,
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satisfies (76)-(77), and (78) is replaced by
∂
∂r S˜imp = κS˜imp, r = σ, (82)
where κ := konRD is the dimensionless reactivity (which is a slightly differently
nondimensionalization than (47)).
Applying the boundary conditions in (77) and (82) to the general solution
in (79) yields
S˜imp(r, s) =
1
s
[
1 +
κg(r, s)
∂g
∂r (s, ε)− κg(s, ε)
]
,
where
g(r, s) := K1,d(
√
s)I0,d(
√
sr) + I1,d(
√
s)K0,d(
√
sr),
∂g
∂r (r, s) =
√
s
[
K1,d(
√
s)I1,d(
√
sr)− I1,d(
√
s)K1,d(
√
sr)
]
.
Using (81), we thus obtain the large s expansion,
S˜imp(r, s) =
1
s
[
1− κ√
s
(ε
r
) d−1
2
e
√
s(ε−r) + o
( 1√
s
e
√
s(ε−r))] as s→∞.
If the searcher is initially uniformly distributed in the domain Ω, then we inte-
grate over r ∈ (σ, 1) and obtain
S˜unifimp (r) =
∫ 1
σ
S˜imp(r, s)
rd−1
1− σd dr
=
1
s
[
1− dσ
d−1
1− σd
1√
s
+ o
( 1√
s
)]
as s→∞.
Taking the inverse Laplace transform, we obtain the short time behavior,
1− Simp(r, t) ∼ 4κ√
pi(r − σ)2
(σ
r
)(d−1)/2
t3/2e−(r−σ)
2/(4t) as t→ 0+,
1− Sunifimp (t) ∼
dκσd−1
1− σd t as t→ 0 + .
References
[1] Sidney Redner. A guide to first-passage processes. Cambridge University
Press, 2001.
[2] Tom Chou and Maria R. D’Orsogna. First passage problems in biology. In
First-Passage Phenomena and Their Applications, pages 306–345. World
Scientific, 2014.
[3] D Holcman and Z Schuss. The narrow escape problem. SIAM Rev,
56(2):213–257, 2014.
31
[4] H Helmholtz. Theorie der luftschwingungen in ro¨hren mit offenen enden.
Journal fu¨r die reine und angewandte Mathematik, 57:1–72, 1860.
[5] J W S Rayleigh. The theory of sound. Dover, 1945.
[6] D Holcman and Z Schuss. Time scale of diffusion in molecular and cellular
biology. J Phys A, 47(17):173001, 2014.
[7] O Be´nichou and R Voituriez. Narrow-escape time problem: Time needed
for a particle to exit a confining domain through a small window. Phys Rev
Lett, 100(16):168105, 2008.
[8] P. C. Bressloff and J. M. Newby. Stochastic models of intracellular trans-
port. Rev Mod Phys, 85(1):135–196, 2013.
[9] D S Grebenkov and G Oshanin. Diffusive escape through a narrow opening:
new insights into a classic problem. Phys Chem Chem Phys, 19(4):2723–
2739, 2017.
[10] D S Grebenkov. Partially reflected brownian motion: a stochastic approach
to transport phenomena. Focus on probability theory, pages 135–169, 2006.
[11] A Berezhkovskii, Y Makhnovskii, M Monine, V Zitserman, and S Shvarts-
man. Boundary homogenization for trapping by patchy surfaces. J Chem
Phys, 121(22):11390–11394, 2004.
[12] C Muratov and S Shvartsman. Boundary homogenization for periodic ar-
rays of absorbers. Multiscale Model Simul, 7(1):44–61, 2008.
[13] A F Cheviakov, A S Reimer, and M J Ward. Mathematical modeling
and numerical computation of narrow escape problems. Phys Rev E,
85(2):021131, 2012.
[14] L Dagdug, M Va´zquez, A Berezhkovskii, and V Zitserman. Boundary
homogenization for a sphere with an absorbing cap of arbitrary size. J
Chem Phys, 145(21):214101, 2016.
[15] A. Bernoff, A. Lindsay, and D. Schmidt. Boundary homogenization and
capture time distributions of semipermeable membranes with periodic pat-
terns of reactive sites. Multiscale Model Simul, 16(3):1411–1447, 2018.
[16] S D Lawley. Boundary homogenization for trapping patchy particles. Phys
Rev E, 100(3):032601, 2019.
[17] Howard C Berg and Edward M Purcell. Physics of chemoreception. Biophys
J, 20(2):193–219, 1977.
[18] F J Keil. Diffusion and reaction in porous networks. Catal Today,
53(2):245–258, 1999.
32
[19] B R Scharifker. Diffusion to ensembles of microelectrodes. J Electroanal
Chem Interfacial Electrochem, 240(1-2):61–76, 1988.
[20] Horace Tabberer Brown and Fergusson Escombe. Static diffusion of gases
and liquids in relation to the assimilation of carbon and translocation in
plants. Philosophical Transactions of the Royal Society of London. Series B,
Containing Papers of a Biological Character, 193(185-193):223–291, 1900.
[21] A Wolf, W R L Anderegg, and S W Pacala. Optimal stomatal behavior
with competition for water and risk of hydraulic impairment. Proc Natl
Acad Sci, 113(46):E7222–E7230, 2016.
[22] Peter Ha¨nggi, Peter Talkner, and Michal Borkovec. Reaction-rate theory:
fifty years after kramers. Reviews of modern physics, 62(2):251, 1990.
[23] Eli Pollak and Peter Talkner. Reaction rate theory: What it was, where
is it today, and where is it going? Chaos: An Interdisciplinary Journal of
Nonlinear Science, 15(2):026116, 2005.
[24] D Holcman and Z Schuss. Control of flux by narrow passages and hidden
targets in cellular biology. Reports on Progress in Physics, 76(7):074601,
2013.
[25] K Basnayake, Z Schuss, and D Holcman. Asymptotic formulas for ex-
treme statistics of escape times in 1, 2 and 3-dimensions. J Nonlinear Sci,
29(2):461–499, 2019.
[26] Z. Schuss, K. Basnayake, and D. Holcman. Redundancy principle and the
role of extreme statistics in molecular and cellular biology. Physics of Life
Reviews, January 2019.
[27] D Coombs. First among equals: Comment on “Redundancy principle and
the role of extreme statistics in molecular and cellular biology” by Z. Schuss,
K. Basnayake and D. Holcman. Physics of life reviews, 28:92–93, 2019.
[28] S Redner and B Meerson. Redundancy, extreme statistics and geometrical
optics of Brownian motion: Comment on “Redundancy principle and the
role of extreme statistics in molecular and cellular biology” by Z. Schuss et
al. Physics of life reviews, 28:80–82, 2019.
[29] I M Sokolov. Extreme fluctuation dominance in biology: On the useful-
ness of wastefulness: Comment on “Redundancy principle and the role
of extreme statistics in molecular and cellular biology” by Z. Schuss, K.
Basnayake and D. Holcman. Physics of life reviews, 2019.
[30] D A Rusakov and L P Savtchenko. Extreme statistics may govern
avalanche-type biological reactions: Comment on “Redundancy principle
and the role of extreme statistics in molecular and cellular biology” by Z.
Schuss, K. Basnayake, D. Holcman. Physics of life reviews, 2019.
33
[31] L M Martyushev. Minimal time, weibull distribution and maximum entropy
production principle: Comment on “Redundancy principle and the role of
extreme statistics in molecular and cellular biology” by Z. Schuss et al.
Physics of life reviews, 28:83–84, 2019.
[32] M V Tamm. Importance of extreme value statistics in biophysical contexts:
Comment on “Redundancy principle and the role of extreme statistics in
molecular and cellular biology.”. Physics of life reviews, 2019.
[33] Kanishka Basnayake and David Holcman. Fastest among equals: a novel
paradigm in biology: Reply to comments: Redundancy principle and the
role of extreme statistics in molecular and cellular biology. Physics of life
reviews, 28:96–99, 2019.
[34] B Meerson and S Redner. Mortality, redundancy, and diversity in stochastic
search. Phys Rev Lett, 114(19):198101, 2015.
[35] S Coles. An introduction to statistical modeling of extreme values, volume
208. Springer, 2001.
[36] S D Lawley. Universal formula for extreme first passage statistics of diffu-
sion. Phys Rev E, 101(1):012413, 2020.
[37] G A Pavliotis. Stochastic processes and applications: diffusion processes,
the Fokker-Planck and Langevin equations, volume 60. Springer, 2014.
[38] Theodore Kolokolnikov, Michele S Titcombe, and Michael J Ward. Opti-
mizing the fundamental neumann eigenvalue for the laplacian in a domain
with small traps. European Journal of Applied Mathematics, 16(2):161–200,
2005.
[39] A F Cheviakov and M J Ward. Optimizing the principal eigenvalue of the
laplacian in a sphere with interior traps. Math Comput Model, 53(78):1394
– 1409, 2011.
[40] S D Lawley and J B Madrid. First passage time distribution of multiple
impatient particles with reversible binding. J Chem Phys, 150(21):214113,
2019.
[41] Subodh R Shenoy and GS Agarwal. First-passage times and hysteresis
in multivariable stochastic processes: The two-mode ring laser. Physical
Review A, 29(3):1315, 1984.
[42] Denis S Grebenkov. First exit times of harmonically trapped particles:
a didactic review. Journal of Physics A: Mathematical and Theoretical,
48(1):013001, 2014.
[43] Sylvie Me´le´ard, Denis Villemonais, et al. Quasi-stationary distributions
and population processes. Probability Surveys, 9:340–410, 2012.
34
[44] S D Lawley. Distribution of extreme first passage times of diffusion. Journal
of Mathematical Biology (arXiv:1910.12170), in press.
[45] RM Corless, GH Gonnet, DEG Hare, DJ Jeffrey, and DE Knuth. On the
LambertW function. Advances in Computational mathematics, 5(1):329–
359, 1996.
[46] MATLAB. version 9.3 (R2017b). The MathWorks Inc., Natick, Mas-
sachusetts, 2017.
[47] G H Weiss, K E Shuler, and K Lindenberg. Order statistics for first passage
times in diffusion processes. J Stat Phys, 31(2):255–278, 1983.
[48] S B Yuste and K Lindenberg. Order statistics for first passage times in
one-dimensional diffusion processes. J Stat Phys, 85(3-4):501–512, 1996.
[49] SB Yuste and L Acedo. Diffusion of a set of random walkers in euclidean
media. first passage times. J Phys A, 33(3):507, 2000.
[50] S B Yuste, L Acedo, and K Lindenberg. Order statistics for d-dimensional
diffusion processes. Phys Rev E, 64(5):052102, 2001.
[51] H van Beijeren. The uphill turtle race; on short time nucleation probabili-
ties. J Stat Phys, 110(3-6):1397–1410, 2003.
[52] S Redner and B Meerson. First invader dynamics in diffusion-controlled
absorption. J Stat Mech, 2014(6):P06019, 2014.
[53] S D Lawley and J B Madrid. A probabilistic approach to extreme statistics
of brownian escape times in dimensions 1, 2, and 3. Journal of Nonlinear
Science, pages 1–21, 2020.
[54] P Billingsley. Convergence of probability measures. John Wiley & Sons,
1999.
[55] Alfre´d Re´nyi. On the theory of order statistics. Acta Mathematica Hun-
garica, 4(3-4):191–231, 1953.
[56] S D Lawley. Extreme first passage times of piecewise deterministic markov
processes. arXiv preprint arXiv:1912.03438, 2019.
[57] L De Haan and A Ferreira. Extreme value theory: an introduction. Springer
Science & Business Media, 2007.
[58] Denis S Grebenkov, Ralf Metzler, and Gleb Oshanin. Full distribution of
first exit times in the narrow escape problem. New Journal of Physics,
21(12):122001, 2019.
35
