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Abstract
Given any (commutative) field k and any iterated Ore extension R = k[X1][X2;σ2, δ2] · · · [XN ;
σN , δN ] satisfying some suitable assumptions, we construct the so-called “Derivative-Elimination
Algorithm.” It consists of a sequence of changes of variables inside the division ring F = Fract(R),
starting with the indeterminates (X1, . . . ,XN) and terminating with new variables (T1, . . . , TN ).
These new variables generate some quantum-affine space R such that F = Fract(R). This algorithm
induces a natural embedding ϕ : Spec(R) → Spec(R) which satisfies the following property:
If P is in Spec(R), then Fract(R/P )  Fract(R/ϕ(P )). We study both the derivative-elimination
algorithm and natural embedding and use them to produce, for the general case, a (common) proof
of the “quantum Gelfand–Kirillov” property for the prime homomorphic images of the following
quantum algebras: Uwq (g), Bwq (g) (w ∈W ), Rq [G] (where G denotes any complex, semi-simple,
connected, simply connected Lie group with associated Lie algebra g and Weyl group W ), quantum
matrices algebras, quantum Weyl algebras and quantum Euclidean (respectively symplectic) spaces.
Another application will be given in [G. Cauchon, J. Algebra, to appear]: In the general case, the
prime spectrum of any quantum matrices algebra satisfies the normal separation property.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Soit k un corps commutatif ; on note k∗ le groupe multiplicatif k\{0}. Toutes les
algèbres considérées sont des k-algèbres associatives unitaires. Si R est une telle algèbre,
l’ensemble Spec(R) de ses idéaux premiers est muni de la topologie de Zariski, et on note
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toujours des modules à gauche. Sauf mention contraire, les extensions de Ore considérées
sont des extensions de Ore à gauche. Si R est un anneau, on note Z(R) son centre. S’il
est, de plus, premier et nœthérien à gauche (respectivement à droite), on note Fract(R) son
anneau total de fractions à gauche (respectivement à droite). Si E est un ensemble fini, on
note |E| son cardinal. (Il peut arriver qu’une même lettre désigne des objets différents dans
des paragraphes différents.)
Si N ∈N\{0} et si Λ= (λj,i ) (1 i < j N) est une famille de N(N − 1)/2 éléments
de k∗, on note kΛ[T1, . . . , TN ] l’espace affine quantique associé à Λ, c’est-à-dire l’algèbre
engendrée par les indéterminées T1, . . . , TN soumises aux relations TjTi = λj,iTiTj pour
1 i < j N. Son localisé par rapport au système multiplicatif engendré par T1, . . . , TN
est noté kΛ[T ±11 , . . . , T ±1N ]. On l’appelle l’algèbre de McConnell et Pettit associée à Λ.
Ces deux algèbres sont nœthériennes (des deux côtés), intègres, et on a
Fract
(
kΛ[T1, . . . , TN ]
)= Fract(kΛ[T ±11 , . . . , T ±1N ]).
Nous construisons dans les Sections 2 et 3 un algorithme d’effacement des dérivations pour
une extension de Ore itérée
R = k[X1][X2;σ2, δ2] · · · [XN ;σN, δN ]
vérifiant des hypothèses convenables (cf. la Section 3.1). Cela consiste, par une succession
de changements de variables (décrits explicitement) dans le corps gauche F = Fract(R),
à transformerX1, . . . ,XN en N éléments T1, . . . , TN qui engendrent un sous-espace affine
quantique R = kΛ[T1, . . . , TN ] de F , tel que Fract(R)= F.
Dans la Section 4, nous montrons que l’algorithme ci-dessus permet de construire une
injection naturelle ϕ : Spec(R)→ Spec(R) ainsi qu’une partition naturelle
Spec(R)=
⊔
w∈W ′
Specw(R), (1)
où W ′ désigne un sous-ensemble de l’ensemble des parties de ❏1,N❑.
Cette injection ϕ possède les propriétés suivantes :
• Si P ∈ Spec(R), on a (par le Théorème 5.4.1) Fract(R/P) Fract(R/ϕ(P )).
• S’il existe un groupe H d’automorphismes de R vérifiant les Hypothèses 4.1 de [11],
alors la partition (1) coïncide avec la H -stratification de Goodearl–Letzter (cf. [11])
de Spec(R) (ce qui prouve que celle-ci est indépendante du choix de H ).
• Si w ∈ W ′ et si on définit la strate Specw(R) comme dans [3], ϕ induit un
homéomorphisme bi-croissant de Specw(R) sur Specw(R) (Théorèmes 5.5.1 et 5.5.2).
Dans la Section 6, nous montrons que les résultats ci-dessus s’appliquent à de nombreuses
“algèbres quantiques” et nous étudions plus en détails le cas des algèbres Uwq (g), Bwq (g)
et Rq [G] (où G désigne un groupe de Lie complexe, semi-simple, connexe, simplement
connexe, d’algèbre de Lie g, et où w est un élément du groupe de Weyl associé à G).
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résultat est dû à A. Joseph [19] dans le cas des algèbres Uq(b+) et Rq [G], il est dû à
C. Ringel [28] dans le cas de l’algèbre Uq(n+)) et vérifient une version quantique de la
propriété de Gelfand–Kirillov (Théorèmes 6.2.1, 6.3.1, 6.4.1). Cela généralise (dans le cas
des algèbres Uq(n+) et Rq [G]) des résultats de Ph. Caldero [4], ainsi que (dans le cas des
images de Uq(n+) par les homomorphismes de Feigin) un théorème de A. Joseph [18].
Nous décrivons ensuite les corps de fractions (ainsi que leurs centres) des algèbres ci-
dessus. Nous retrouvons ainsi, dans le cas particulier où g= sln, la description du centre
du corps de fractions de Uq(n+) obtenue par J. Alev et F. Dumas [1]. Nous terminons cette
étude en démontrant que la “partition naturelle” de Spec(Rq [G]), construite au moyen de
l’algorithme d’effacement ci-dessus, coïncide avec celle qui a été découverte par A. Joseph
[19,20] et par T.J. Hodges et al. [14].
Les résultats ci-dessus supposent que q n’est pas une racine de l’unité. Il convient
cependant d’observer que Ph. Caldero a démontré la propriété de Gelfand–Kirillov
quantique pour Uwq (g) sans utiliser cette hypothèse [5].
Signalons, par ailleurs, que A.N. Panov a construit un autre algorithme d’effacement
qui permet de retrouver certains des résultats ci-dessus [26,27]. Cet algorithme est
(à priori) différent de celui qui est présenté ici, et sa construction nécessite des
hypothèses différentes. Nous démontrons cependant (cf. la Section 3.2) que, lorsque les
hypothèses d’existence de ces deux algorithmes sont simultanément satisfaites, alors ils
coïncident.
2. L’homomorphisme d’effacement
Considérons une k-algèbre A et une extension de Ore à gauche R = A[X;σ, δ], où σ
désigne un automorphisme k-linéaire de A et δ une σ -dérivation à gauche k-linéaire de A.
On sait que R est alors une k-algèbre.
On suppose qu’il existe un élément central, inversible, q de A qui vérifie les propriétés
suivantes :
• σ(q)= q et δ(q)= 0.
• qn − 1 est inversible dans A pour tout n ∈N \{0}.
• σδ = qδσ.
On adopte les conventions habituelles suivantes :
• Si n ∈N\{0}, on pose [n]q = 1+ q + · · · + qn−1 et [n]!q = [1]q × · · · × [n]q .
• On pose [0]!q = 1.
• Si n et p sont deux entiers avec 0 p  n, on pose :(
n
p
)
q
= [n]!q[p]!q [(n− p)]!q .
(On observe que les éléments définis ci-dessus appartiennent au centre de R.)
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Lemme 2.1. S est un système multiplicatif d’éléments réguliers de R qui vérifie la
condition de Ore des deux côtés.
Démonstration. X est régulier dans R car σ est un automorphisme de A. Donc S est
bien un système multiplicatif d’éléments réguliers de R. Si a ∈ A et si n ∈ N \{0}, on a
Xna = a′X+ δn(a) avec a′ ∈ R. Comme δ est localement nilpotente, on peut choisir n de
manière que Xna = a′X. On en déduit, par récurrence, que pour tout entier p  1, il existe
un entier n 1 et un élément a′′ de R tel que Xna = a′′Xp. De là, on déduit que S vérifie
la condition de Ore à gauche dans R. On montre de même que S vérifie la condition de Ore
à droite dans R en observant que R peut être considéré comme l’extension de Ore à droite
A[X;σ ′, δ′] avec σ ′ = σ−1, δ′ = −δσ−1 et que, à cause de l’hypothèse « σδ = qδσ »,
δ′ est aussi localement nilpotente. ✷
Notons R̂ = S−1R =RS−1 le localisé deR relativement à S et posons, pour tout a ∈A,
θ(a)=
+∞∑
n=0
(1− q)−n
[n]!q δ
n ◦ σ−n(a)X−n ∈ R̂.
Cette formule a un sens car δ est localement nilpotente (et car 1 − q et [n]!q sont
inversibles). On définit ainsi une application θ :A→ R̂.
Proposition 2.1. Si a ∈A, on a Xθ(a)= θ(σ (a))X.
Démonstration. On a :
Xθ(a) =
+∞∑
n=0
(1− q)−n
[n]!q Xδ
n ◦ σ−n(a)X−n
=
+∞∑
n=0
(1− q)−n
[n]!q
[
σ ◦ δn ◦ σ−n(a)X−n+1 + δn+1 ◦ σ−n(a)X−n]
=
+∞∑
n=0
(1− q)−n
[n]!q q
nδn ◦ σ−n+1(a)X−n+1 +
+∞∑
n=0
(1− q)−n
[n]!q δ
n+1 ◦ σ−n(a)X−n
=
+∞∑
n=0
(1− q)−n
[n]!q q
nδn ◦ σ−n(σ(a))X−n+1
+
+∞∑ (1− q)−n+1
[(n− 1)]!q δ
n ◦ σ−n(σ(a))X−n+1
n=1
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+∞∑
n=1
(1− q)−n
[n]!q
(
qn + (1− q)[n]q
)
δn ◦ σ−n(σ(a))X−n+1
=
(+∞∑
n=0
(1− q)−n
[n]!q δ
n ◦ σ−n(σ(a))X−n)X = θ(σ(a))X. ✷
Rappelons la version quantique de la formule de Leibnitz [8, 5.1] :
Lemme 2.2. Si a, b sont deux éléments de A et si n ∈N, on a :
δn(ab)=
∑
0pn
(
n
p
)
q
(
δn−p ◦ σp)(a)δp(b).
De la Proposition 2.1, on déduit que Xmθ(a)= θ(σm(a))Xm pour tout m ∈ Z. Ceci va
nous permettre d’établir, au moyen du Lemme 2.2 :
Proposition 2.2. L’application θ :A→ R̂ est un homomorphisme de k-algèbres.
Démonstration. Il est immédiat que θ est k-linéaire. Montrons qu’elle est multiplicative.
Si a, b sont deux éléments de A, on a :
θ(a)θ(b) =
+∞∑
n1=0
(1− q)−n1
[n1]!q δ
n1 ◦ σ−n1(a)X−n1θ(b)
=
+∞∑
n1=0
(1− q)−n1
[n1]!q δ
n1 ◦ σ−n1(a)θ(σ−n1(b))X−n1
=
∑
n10, n20
(1− q)−(n1+n2)
[n1]!q [n2]!q δ
n1 ◦ σ−n1(a)δn2 ◦ σ−(n2+n1)(b)X−(n1+n2).
Si n ∈N, le coefficient de X−n dans la somme ci-dessus est :
cn =
∑
n10, n20, n1+n2=n
(1− q)−n
[n1]!q [n2]!q δ
n1 ◦ σ−n1(a)δn2 ◦ σ−n(b)
=
n∑
p=0
(1− q)−n
[p]!q [(n− p)]!q δ
n−p ◦ σp−n(a)δp ◦ σ−n(b) (en posant p = n2)
= (1− q)
−n
[n]!q
n∑
p=0
[n]!q
[p]!q [(n− p)]!q
(
δn−p ◦ σp)(σ−n(a))δp(σ−n(b))
= (1− q)
−n
δn
(
σ−n(a)σ−n(b)
)= (1− q)−n δn ◦ σ−n(ab).[n]!q [n]!q
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θ(a)θ(b)=
+∞∑
n=0
(1− q)−n
[n]!q δ
n ◦ σ−n(ab)X−n = θ(ab). ✷
Proposition 2.3. (1) θ se prolonge (de manière unique) en un homomorphisme d’algèbres
(encore noté θ ) de A[Y ;σ ] dans R̂ vérifiant θ(Y )=X.
(2) Cet homomorphisme est injectif.
Démonstration. (1) Résulte de la Proposition 2.1 et de la propriété universelle des
extensions de Ore.
(2) Soit P = p0 + p1Y + · · · + pmYm un élément non nul de A[Y ;σ ] (pi ∈ A,
m  0, pm = 0). On a θ(P ) = θ(p0) + θ(p1)X + · · · + θ(pm)Xm et il résulte de la
définition des θ(pi) qu’il existe un entier l  0 tel que chaque θ(pi)Xl soit un élément
de R non nul et de degré l (en X) dès que pi = 0. Il en résulte que θ(P )Xl est un élément
de R non nul et de degré m+ l, de sorte que θ(P ) = 0. ✷
Définition 2.1. L’homomorphisme d’algèbres θ :A[Y ;σ ] → R̂ = RS−1 ci-dessus s’ap-
pelle l’ homomorphisme d’effacement de la dérivation δ.
Son image R′ (qui n’est autre que la sous-algèbre de R̂ = RS−1 engendrée par X
et θ(A)) s’appelle l’ algèbre déduite de R par effacement de la dérivation δ. Elle est
isomorphe à l’algèbre A[Y ;σ ] (par l’homomorphisme d’effacement θ ).
Observons que R′ contient le système multiplicatif S = {Xn | n ∈N}, et que ce système
vérifie la condition de Ore (des deux côtés) dans R′ (puisque X est normalisant dans R′).
Les éléments de S sont réguliers dans R′ (puisqu’ils le sont dans R̂) et on a :
Proposition 2.4. R′S−1 =RS−1 .
Démonstration. On a R′S−1 ⊂RS−1 car R′ ⊂RS−1.
Pour montrer l’autre inclusion, il suffit de montrer que A⊂ R′S−1. Soit a ∈ A et soit
l le plus petit entier positif ou nul tel que δl(a) = 0. (Ceci existe car δ est localement
nilpotente.)
Montrons que a ∈ R′S−1 en raisonnant par récurrence sur l.
• Si l  1, on a δ(a)= 0, donc θ(a)= a et, par suite, a ∈ R′.
• Si l  2, écrivons
θ(a)= a +
l∑
n=1
anX
−n avec an = (1− q)
−n
[n]!q δ
n ◦ σ−n(a) ∈A.
Pour n ∈ ❏1, l❑, on a
δl−n(an)= (1− q)
−n
δl ◦ σ−n(a)= (1− q)
−n
qnlσ−nδl(a)= 0.[n]!q [n]!q
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résulte que a = θ(a)−∑ln=1 anX−n appartient aussi à R′S−1. ✷
3. L’algorithme d’effacement
3.1. Conventions
Dans toute la Section 3, nous adoptons les conventions suivantes :
• N désigne un entier supérieur ou égal à 2 et R = k[X1][X2;σ2, δ2] · · · [XN ;σN, δN ]
une extension de Ore à gauche itérée (N fois) de k.
• Si 0 j N , on note Aj = k[X1] · · · [Xj ;σj , δj ] (A0 = k,AN =R), de sorte que, si
2 j N , on a Aj =Aj−1[Xj ;σj , δj ].
• Si 2  j  N , σj est un automorphisme k-linéaire de Aj−1 et δj une σj -dérivation à
gauche k-linéaire et localement nilpotente de Aj−1.
• Si 2 j N , on suppose qu’il existe qj ∈ k∗ tel que σj ◦ δj = qj δj ◦ σj . On suppose
également que, pour tout i ∈ ❏1, j − 1❑, il existe λj,i ∈ k∗ tel que σj (Xi)= λj,iXi .
• On suppose qu’ aucun des qj (2 j N ) n’est une racine de l’unité.
• Les σj étant des automorphismes, on sait que l’anneau R est intègre et nœthérien des
deux côtés. Il admet donc un corps de fractions que l’on note F = Fract(R).
• La k-linéarité des σj et des δj entraîne que chaque Aj est naturellement munie d’une
structure de k-algèbre. Il en est en particulier ainsi pour R =AN , et donc pour F .
3.2. Description de l’algorithme d’effacement
Pour j variant de N + 1 à 2, nous construisons de proche en proche une famille
(X1,j , . . . ,XN,j ) d’éléments de F et nous notons Rj = k〈X1,j , . . . ,XN,j 〉 la sous-algèbre
de F engendrée par cette famille.
• La suite (X1,N+1, . . . ,XN,N+1).
On pose (X1,N+1, . . . ,XN,N+1) = (X1, . . . ,XN), de sorte que l’on a RN+1 = R =
k[X1][X2;σ2, δ2] · · · [XN ;σN, δN ].
• La suite (X1,j , . . . ,XN,j ) (2 j N).
Supposons construite la suite (x1, . . . , xN) = (X1,j+1, . . . ,XN,j+1) et démontré que
l’algèbre Rj+1 = k〈x1, . . . , xN 〉 vérifie la propriété suivante :
Rj+1 est isomorphe à une extension de Ore itérée de la forme k[X1] · · · [Xj ;σj , δj ]
[Xj+1; τj+1] · · · [XN ; τN ] (où, pour j + 1 l N , τl est un automorphisme k-linéaire
vérifiant τl(Xi) = λl,iXi si 1  i < l) par un isomorphisme qui transforme chaque xi
en Xi (1 i N).
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Cette propriété permet d’identifier Rj+1 à l’extension de Ore ci-dessus et d’écrire
Rj+1 = k[x1] · · · [xj ;σj , δj ][xj+1; τj+1] · · · [xN ; τN ].
Définissons alors la suite (y1, . . . , yN)= (X1,j , . . . ,XN,j ) comme suit :
yi =

xi si i  j ,
+∞∑
n=0
(1− qj )−n
[n]!qj
δnj ◦ σ−nj (xi)x−nj si i < j .
On a alors Rj = k〈y1, . . . , yN 〉 et le théorème qui suit permet d’itérer cette construction.
Théorème 3.2.1. (1) L’algèbre Rj est isomorphe à une extension de Ore itérée de la forme
k[X1] · · · [Xj−1;σj−1, δj−1][Xj ; τj ] · · · [XN ; τN ] par un isomorphisme qui transforme yi
en Xi pour 1  i  N , où τj , . . . , τN désignent des automorphismes k-linéaires qui
vérifient τl(Xi)= λl,iXi ( pour 1 i < l).
(2) Posons Sj = {xnj | n ∈N} = {ynj | n ∈N} (yj = xj ). Ceci est un système multiplicatif
d’éléments réguliers de Rj et Rj+1, qui vérifie la condition de Ore (des deux côtés) dans
Rj et Rj+1 et, de plus, on a :
RjS
−1
j =Rj+1S−1j .
Démonstration. (1) Considérons les sous-algèbres de F définies comme suit :
A= k〈x1, . . . , xj−1〉, B = k〈x1, . . . , xj 〉, C = k〈y1, . . . , yj 〉.
Par les hypothèses faites sur Rj+1, les algèbres A et B peuvent être considérées comme
les extensions de Ore itérées suivantes :
A= k[x1] · · · [xj−1;σj−1, δj−1],
B = k[x1] · · · [xj−1;σj−1, δj−1][xj ;σj , δj ] =A[xj ;σj , δj ].
Le système multiplicatif Sj est contenu dans B et, par le Lemme 2.1, il vérifie la condition
de Ore des deux côtés dans B , de sorte que le localisé BS−1j s’identifie à une sous-
algèbre de F . C est alors une sous-algèbre de BS−1j et on déduit de la Proposition 2.3
que C est isomorphe à l’extension de Ore itérée k[X1] · · · [Xj−1;σj−1, δj−1][Xj ;σj ] par
un isomorphisme qui transforme yi en Xi pour 1 i  j .
Considérons un entier l ∈ ❏j + 1,N❑, un entier i ∈ ❏1, l − 1❑ et montrons que :
ylyi = λl,iyiyl. (2)
Si i  j , on a yi = xi et (2) résulte des hypothèses faites sur Rj+1 (et du fait que yl = xl ).
484 G. Cauchon / Journal of Algebra 260 (2003) 476–518Si i < j , il nous suffit de montrer que, pour tout n ∈N,
xlδ
n
j ◦ σ−nj (xi)x−nj = λl,iδnj ◦ σ−nj (xi)x−nj xl.
Comme σ−nj (xi)= λ−nj,i xi , il nous suffit de montrer que
xlδ
n
j (xi)x
−n
j = λl,iδnj (xi)x−nj xl .
Démontrons cette relation par récurrence sur n.
Si n= 0, elle s’écrit xlxi = λl,ixixl et résulte des hypothèses faites sur Rj+1.
Supposons n 1 et le résultat vrai au rang n− 1. On a alors
xlδ
n
j (xi)x
−n
j = xl
[
xj δ
n−1
j (xi)− σj ◦ δn−1j (xi)xj
]
x−nj
= xlxj δn−1j (xi)x−(n−1)j x−1j − qn−1j λj,ixlδn−1j (xi)x−(n−1)j
= λl,j λl,iλ−1l,j xj δn−1j (xi)x−(n−1)j x−1j xl − qn−1j λj,iλl,iδn−1j (xi)x−(n−1)j xl
= λl,iδnj (xi)x−nj xl.
Montrons maintenant, que pour tout l ∈ ❏j,N❑, la sous-algèbre Cl = k〈y1, . . . , yl〉 de F
est isomorphe à une extension de Ore itérée de la forme :
k[X1] · · · [Xj−1;σj−1, δj−1][Xj ; τj ] · · · [Xl; τl],
par un isomorphisme qui transforme yi en Xi (pour 1  i  l), où τj , . . . , τl sont des
isomorphismes k-linéaires qui vérifient τm(Xi)= λm,iXi pour 1 i m− 1.
Raisonnons par récurrence sur l. Le résultat ayant déjà été démontré pour l = j ,
supposons l  j + 1 et le résultat établi pour Cl−1.
Il résulte de l’égalité (2) que l’automorphisme intérieur a → ylay−1l de F induit,
par restriction, un automorphisme τl de l’algèbre Cl−1 qui vérifie τl(yi) = λl,iyi pour
1 i  l − 1 (on a yl = xl = 0). La famille (ynl )n∈N est alors un système générateur de Cl
comme Cl−1-module à gauche, et il nous reste à démontrer que cette famille est libre.
Considérons, pour ceci, une combinaison linéaire c = ∑sn=0 cnynl avec s  0,
cn ∈Cl−1, cs = 0. Si n ∈ ❏0, s❑, on peut écrire
cn =
∑
α=(αj+1,...,αl−1)∈Nl−1−j
dαy
α avec dα ∈C et yα = yαj+1j+1 · · ·yαl−1l−1 .
Comme C ⊂ BS−1j = S−1j B , il existe u ∈ Sj tel que ucn appartienne à la sous-
algèbre B〈yj+1, . . . , yl−1〉 engendrée par B et yj+1, . . . , yl−1. On peut, de plus, choisir
u de manière que cette propriété soit satisfaite pour tout n ∈ ❏0, s❑. Alors uc =∑s
n=0 ucnynl =
∑s
n=0 ucnxnl avec ucs = 0 et, pour 0 n s, ucn ∈ B〈yj+1, . . . , yl−1〉 =
B〈xj+1, . . . , xl−1〉 = k〈x1, · · · , xl−1〉.
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comme un k〈x1, . . . , xl−1〉-module à gauche, on a uc = 0, donc c = 0, ce qui termine la
démonstration du (1).
(2) On sait que Sj vérifie la condition de Ore dans l’algèbre B = k〈x1, · · · , xj 〉. Comme
les monômes xnj+1j+1 · · ·xnNN forment une base de Rj+1 considéré comme un B-module à
gauche, et comme on a xlxj = λl,j xj xl pour j + 1 l N , on en déduit immédiatement
que Sj vérifie la condition de Ore (des deux côtés) dans Rj+1.
Comme, par le (1), xj est normalisant dans Rj , Sj vérifie bien également la condition
de Ore dans Rj . Comme, par construction, y1, . . . , yN appartiennent à Rj+1S−1j , on a
RjS
−1
j ⊂Rj+1S−1j .
• Si i ∈ ❏j,n❑, on a xi = yi ∈Rj ⊂RjS−1j .
• Si i ∈ ❏1, j − 1❑, on a xi ∈ BS−1j et, par la Proposition 2.4, BS−1j = CS−1j ⊂RjS−1j ,
de sorte que xi ∈ RjS−1j . On en déduit que Rj+1 ⊂ RjS−1j et, de là, que RjS−1j =
Rj+1S−1j . ✷
Définition 3.2.1. Si 1  j  N , l’algèbre Rj (construite à la (N − j + 1)-ième étape de
l’algorithme d’effacement des dérivations) s’appelle l’algèbre déduite de R par effacement
des dérivations δj , . . . , δN .
Notation 3.2.1. On pose R =R2.
R est donc l’algèbre déduite de R par effacement de toutes les dérivations δ2, . . . , δN .
Si on pose (T1, . . . , TN)= (X1,2, . . . ,XN,2), on déduit du Théorème 3.2.1 :
Proposition 3.2.1. R = kΛ[T1, . . . , TN ] avec Λ= (λj,i )(1i<jN) .
Pour comparer l’algorithme d’effacement construit ci-dessus avec celui qui est décrit
dans [25], nous avons besoin du résultat suivant :
Lemme 3.2.1. Supposons que l’on ait 2  j  N , considérons un élément x non nul de
la sous-algèbre A= k〈x1, . . . , xj−1〉 de Rj+1 engendrée par x1, . . . , xj−1 (où xi =Xi,j+1
pour 1 i N ), et notons Ad(xj ) l’automorphisme intérieur de F défini par Ad(xj )(a)=
xjax
−1
j (∀a ∈ F).
Si σj (x)= λx avec λ ∈ k∗, alors :
(1) x se décompose de manière unique sous la forme :
x = x(0)+ · · · + x(m) (m 0)
où x(0), . . . , x(m) sont des éléments non nuls de F vérifiant :
Ad(xj )
(
x(l)
)= λqαlj x(l) ( pour 0 l m)
avec 0= α0 < α1 < · · ·< αm.
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x(0) =
+∞∑
n=0
(1− qj )−n
[n]!qj
δnj ◦ σ−nj (x)x−nj .
Démonstration. Comme qj n’est pas une racine de l’unité, l’unicité de la décomposition
cherchée est évidente. Démontrons son existence, ainsi que l’égalité (2), en raisonnant par
récurrence sur p, le plus petit entier tel que δpj (x)= 0.
Si p = 1, c’est immédiat.
Supposons p  2 et notons x(0) l’élément de F défini par l’égalité (2), de sorte que :
x − x(0) =
p−1∑
n=1
µnδ
n
j (x)x
−n
j
(
avec µn = (1− qj )
−nλ−n
[n]!qj
)
.
On déduit de la Proposition 2.1 que Ad(xj )(x(0)) = λx(0) et on observe que, pour 1 
n  p − 1, on a σj (δnj (x)) = λqnj δnj (x). On conclut alors en appliquant l’hypothèse de
récurrence aux éléments δnj (x) (1 n p− 1) de l’algèbre A. ✷
Avec les notations du lemme ci-dessus, on vérifie facilement que chaque δnj (x)x
−n
j
(n  0) est dans le sous k-espace vectoriel de F engendré par les images itérées de x
sous l’action de l’automorphisme Ad(xj ). On en déduit :
Supposons que, pour 0 i < j N , δj (Xi) soit un polynôme en Xi+1, . . . ,Xj−1, que
k soit de caractéristique nulle, et que l’algèbre R soit pure (au sens de [25]). Alors
l’algorithme d’effacement décrit ci-dessus coïncide avec celui de A.N. Panov (cf. [25]).
3.3. Le corps de fractions de l’algèbre R
Les conventions sont les mêmes que dans la section précédente.
Notons Σ le système multiplicatif engendré par les éléments T1, . . . , TN de l’algèbreR (Proposition 3.2.1) et définissons les ensembles Σj (2  j  N + 1) de la manière
suivante :
Σ2 =Σ et, si j ∈ ❏2,N❑, Σj+1 =Rj+1 ∩Σj .
Proposition 3.3.1. (1) Pour chaque j ∈ ❏2,N + 1❑, Σj est un système multiplicatif
d’éléments réguliers de Rj qui contient Xj−1,j , . . . ,XN,j .
(2) Pour chaque j ∈ ❏2,N + 1❑, Σj vérifie la condition de Ore des deux côtés dans Rj .
(3) Les algèbres RjΣ−1j (j ∈ ❏2,N + 1❑), considérées comme des sous-algèbres de F ,
sont toutes confondues.
Démonstration. Si j = 2, il est clair que la propriété (1) est satisfaite et la propriété (2)
est une conséquence du fait queT1, . . . , TN sont normalisants dansR= R2.
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et (2) ci-dessus. Nous allons démontrer que ces propriétés sont encore satisfaites quand on
remplace j par j + 1, et que l’on a RjΣ−1j =Rj+1Σ−1j+1.
Posons pour ceci, comme dans la Section 3.2,
(x1, . . . , xN)= (X1,j+1, . . . ,XN,j+1) et (y1, . . . , yN)= (X1,j , . . . ,XN,j ).
Par hypothèse, Σj est un système multiplicatif d’éléments réguliers de Rj , qui contient
yj−1, . . . , yN . Il en résulte que Σj+1 est un système multiplicatif d’éléments réguliers de
Rj+1, qui contient xj = yj , . . . , xN = yN . D’où la propriété (1).
En particulier, on a Sj = {xnj | n ∈ N} = {ynj | n ∈ N} ⊂ Σj ∩ Σj+1 et, par le
Théorème 3.2.1, il vient :
Rj+1 ⊂Rj+1S−1j =RjS−1j ⊂RjΣ−1j .
Comme Σj+1 ⊂ Σj , les éléments du système multiplicatif Σj+1 sont inversibles dans
l’algèbre RjΣ−1j .
Si a est un élément de RjΣ−1j , on peut écrire a = yu−1 avec y ∈ Rj et u ∈ Σj .
Comme Σj ⊂ Rj ⊂ RjS−1j = Rj+1S−1j , on peut écrire u = vs−11 avec v ∈ Rj+1 et
s1 ∈ Sj . De même, on peut écrire y = xs−12 avec x ∈ Rj+1 et s2 ∈ Sj . On en déduit
que a = xs−12 s1v−1 = xs1s−12 v−1 (puisque les éléments de Sj commutent entre eux).
Observons que vs2 = us1s2 appartient à Σj . Comme v et s2 appartiennent à Rj+1, il en
résulte que vs2 ∈ Σj+1. Comme x et s1 sont dans Rj+1, on peut écrire a = bc−1 avec
b= xs1 ∈ Rj+1 et c= vs2 ∈Σj+1. De la même manière, en utilisant les égalités :
RjΣ
−1
j =Σ−1j Rj , RjS−1j = S−1j Rj et Rj+1S−1j = S−1j Rj+1,
on montre que l’on peut écrire a = c′−1b′ avec b′ ∈ Rj+1 et c′ ∈ Σj+1. On en déduit
que Σj+1 vérifie la condition de Ore des deux côtés dans Rj+1 et que Rj+1Σ−1j+1 =
RjΣ
−1
j . ✷
De cette proposition, on déduit immédiatement :
Théorème 3.3.1. (1) Il existe un système multiplicatif S d’éléments réguliers deR, vérifiant
la condition de Ore des deux côtés dans R et tel que
RS−1 = RΣ−1 = kΛ
[
T ±11 , . . . , T
±1
N
]
.
(2) Toutes les algèbres Rj (2  j  N + 1) ont pour corps de fractions F . En
particulier, R a même corps de fractions que R.
Observons que l’égalité Fract(R)= Fract(R) a été démontrée par A.N. Panov dans [25]
lorsque k est de caractéristique nulle et lorsque l’algèbre R est pure.
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4.1. Conventions
Nous adoptons à nouveau les conventions de la Section 3 et nous supposons de plus,
dans toute la Section 4, que l’une ou l’autre des deux hypothèses suivantes est satisfaite :
Hypothèse 4.1.1. Le sous-groupe de k∗ engendré par les λj,i (1  i < j  N) est sans
torsion.
Hypothèse 4.1.2. Il existe un groupe H d’automorphismes de la k-algèbre R qui vérifie
les propriétés suivantes :
• Pour tout h dans H , les indéterminées X1, . . . ,XN sont des h-vecteurs propres. (De
sorte que le groupe H est abélien.)
• L’ensemble {λ ∈ k∗ | (∃h ∈H)(h(X1)= λX1)} est infini.
• Si l ∈ ❏2,N❑, il existe hl ∈H tel que hl(Xi)= λl,iXi si 1 i < l et hl(Xl)= qlXl .
Si l’Hypothèse 4.1.2 est satisfaite, chaque élément h de H se prolonge (de manière
unique) en un élément, encore noté h, du groupe Aut(F ) des automorphismes de
l’algèbre F . Ceci définit un homomorphisme de groupes injectif H → Aut(F ) et permet
d’identifier H à un sous-groupe de Aut(F ).
4.2. Une propriété des idéaux premiers des algèbres Rj
Lemme 4.2.1. Considérons un entier j ∈ ❏1,N❑ et posons (x1, . . . , xN) = (X1,j+1, . . . ,
XN,j+1) (de sorte que Rj+1 = k〈x1, . . . , xN 〉).
Supposons l’Hypothèse 4.1.2 satisfaite et considérons un élément h du groupe H .
Notons λ1, . . . , λN les éléments de k∗ définis par h(X1) = λ1X1, . . . , h(XN) = λNXN .
On a alors h(x1)= λ1x1, . . . , h(xN)= λNxN .
Démonstration. Le résultat est évident lorsque j = N , puisqu’alors xi = Xi pour i ∈
❏1,N❑.
Supposons-le démontré pour j  2, posons (y1, . . . , yN)= (X1,j , . . . ,XN,j ) et consi-
dérons un entier i ∈ ❏1,N❑.
Si i  j , on a h(yi)= λiyi car yi = xi .
Supposons i < j , de sorte que
yi =
+∞∑
n=0
(1− qj )−n
[n]!qj
λ−nj,i δ
n
j (xi)x
−n
j .
Si n ∈N\{0}, on a :
δn(xi)= xj δn−1(xi)− σj ◦ δn−1(xi)xj = xj δn−1(xi)− qn−1λj,i δn−1(xi)xj ,j j j j j j
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De là, h(yi)= λiyi . ✷
Lemme 4.2.2. Considérons un entier j ∈ ❏1,N❑ et posons (x1, . . . , xN) = (X1,j+1, . . . ,
XN,j+1). Posons également Sj = {xnj | n ∈ N} et considérons un idéal premier P de
l’algèbre Rj+1.
Les propriétés suivantes sont équivalentes :
(i) xj /∈ P .
(ii) P ∩ Sj = ∅.
Démonstration. Supposons l’Hypothèse 4.1.1 satisfaite.
On sait que l’on peut décrire l’algèbre Rj+1 comme une extension de Ore itérée de la
forme Rj+1 = k[x1][x2; τ2, η2] · · · [xN ; τN,ηN ], avec :
• Les τl (2  l  N) sont des automorphismes k-linéaires et les ηl des τl-dérivations
k-linéaires.
• Si 1 i < l, τl(xi)= λl,ixi .
• Si 2 l N,τl ◦ ηl = qlηl ◦ τl .
Comme les ql ne sont pas des racines de l’unité, et comme le sous-groupe de k∗ engendré
par les λl,i est sans torsion, on sait (par un théorème de K.R. Goodearl et E.S. Letzter [10])
que tous les idéaux premiers de Rj+1 sont complètement premiers. L’équivalence entre les
propriétés (i) et (ii) est alors immédiate.
Supposons l’Hypothèse 4.1.2 satisfaite.
Il résulte du Lemme 4.2.1 que le groupe H opère sur l’algèbre Rj+1 par automor-
phismes et que, si on remplace X1, . . . ,XN par x1, . . . , xN , les propriétés énoncées dans
l’Hypothèse 4.1.2 sont encore satisfaites. Supposons qu’il existe un entier n  1 tel que
xnj ∈ P . Si h ∈ H , on peut écrire h(xj ) = λjxj avec λj ∈ k∗. De là, xnj = h(λ−nj xnj ) ∈
h(P ). Par suite, xnj ∈ J =
⋂
h∈H h(P ).
L’idéal J est H -premier au sens de [11], c’est-à-dire qu’il est H -invariant et que, si
I1, I2 sont deux idéaux bilatères H -invariants de Rj+1, on a :
I1I2 ⊆ J ⇒ I1 ⊆ J ou I2 ⊆ J.
On déduit de [11, Proposition 4.2] que tous les idéaux H -premiers de Rj+1 sont
complètement premiers. Alors J est complètement premier, de sorte que xj ∈ J ⊂ P .
Ceci montre que (i) ⇒ (ii) et termine la démonstration. ✷
4.3. L’injection ϕj : Spec(Rj+1)→ Spec(Rj )
Considérons un entier j ∈ ❏2,N❑ et posons :
(x1, . . . , xN)= (X1,j+1, . . . ,XN,j+1), (y1, . . . , yN)= (X1,j , . . . ,XN,j ),
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Rappelons que yj = xj et posons Sj = {xnj | n ∈ N}. On a vu qu’il s’agit d’un
système multiplicatif d’éléments réguliers de Rj (respectivement Rj+1) qui vérifie la
condition de Ore des deux côtés dans Rj (respectivement Rj+1). Posons, conformément
au Théorème 3.2.1,
R̂j =RjS−1j =Rj+1S−1j .
Ceci est une sous-algèbre de F = Fract(R).
Posons également :
P0j (Rj )=
{
P ∈ Spec(Rj )
∣∣ yj /∈ P}, P1j (Rj )= {P ∈ Spec(Rj ) ∣∣ yj ∈ P},
P0j (Rj+1)=
{
P ∈ Spec(Rj+1)
∣∣ xj /∈ P}, P1j (Rj+1)= {P ∈ Spec(Rj+1) ∣∣ xj ∈ P}.
Spec(Rj ) (respectivement Spec(Rj+1)) est la réunion disjointe de P0j (Rj ) et P1j (Rj )
(respectivement P0j (Rj+1) et P1j (Rj+1)), ce que l’on écrit comme suit :
Spec(Rj )=P0j (Rj ) unionsqP1j (Rj ) et Spec(Rj+1)=P0j (Rj+1) unionsqP1j (Rj+1).
Comme yj est un élément normalisant de Rj , on a immédiatement :
P0j (Rj )=
{
P ∈ Spec(Rj )
∣∣ P ∩ Sj = ∅}.
Par le Lemme 3.2.2, on a également :
P0j (Rj+1)=
{
P ∈ Spec(Rj+1)
∣∣ P ∩ Sj = ∅}.
Comme les anneaux Rj et Rj+1 sont nœthériens, les résultats classiques sur la localisation
non commutative (cf., par exemple, [13, Chapitre 9]) montrent que les applications
P → PS−1j = {xs−1 | x ∈ P, s ∈ Sj } et Q → Q ∩ Rj (respectivement Q ∩ Rj+1) sont
deux homéomorphismes croissants, réciproques l’un de l’autre, deP0j (Rj ) (respectivement
P0j (Rj+1)) sur Spec(R̂j ) et de Spec(R̂j ) sur P0j (Rj ) (respectivement P0j (Rj+1)).
On en déduit :
Lemme 4.3.1. Il existe un homéomorphisme croissant αj :P0j (Rj+1)→ P0j (Rj ) ; il est
défini par P → αj (P )=Rj ∩ PS−1j .
L’homéomorphisme réciproque α−1j :P0j (Rj ) → P0j (Rj+1) est défini par Q →
α−1j (Q)=Rj+1 ∩QS−1j . Il est aussi croissant.
Notons (xj ) l’idéal bilatère de Rj+1 engendré par xj et x¯1, . . . , x¯N les images
canoniques de x1, . . . , xN dans l’algèbre quotient Rj+1/(xj ) (x¯j = 0).
Observons que, par le Théorème 3.2.1, il existe un isomorphisme d’algèbres f :D =
k〈y1, . . . , yj−1〉 → A = k〈x1, . . . , xj−1〉 ⊂ Rj+1 qui transforme yi en xi pour 1  i 
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pour 1 i  j − 1.
On sait, par le Théorème 3.2.1, que si l ∈ ❏j + 1,N❑, on a xlxi = λl,ixixl , donc
x¯l x¯i = λl,i x¯i x¯l pour 1  i  l − 1. Lorsque 1  i  j − 1, on a encore x¯j x¯i = λj,i x¯j x¯i
puisque x¯j = 0.
Comme on a (Théorème 3.2.1) Rj = D[yj ; τj ] · · · [yN ; τN ] avec, pour l ∈ ❏j,N❑ et
1 i  l − 1, τl(yi)= λl,iyi , on déduit de la propriété universelle des extensions de Ore :
Lemme 4.3.2. Il existe un homomorphisme d’algèbres surjectif g :Rj → Rj+1/(xj ) qui
transforme yi en x¯i pour 1 i N .
Si on note Nj le noyau de g, on en déduit un homéomorphisme bi-croissant
β :P1j (Rj+1)→ {P ∈ Spec(Rj ) | P ⊃ Nj }. Il est défini par P → βj (P ) = g−1(P/(xj )),
(où P/(xj ) désigne l’image canonique de P dans Rj+1/(xj )).
Comme g(yj )= x¯j = 0, Nj contient yj et le but de l’application βj est contenu dans
P1j (Rj ). On peut donc énoncer :
Lemme 4.3.3. (1) Il existe une application injective croissante βj :P1j (Rj+1)→P1j (Rj ) ;
elle est définie par P → βj (P )= g−1(P/(xj )).
(2) L’image de βj est une partie fermée de P1j (Rj ) et βj est un homéomorphisme de
P1j (Rj+1) sur son image. L’homéomorphisme réciproque Im(βj )→ P1j (Rj+1) est aussi
croissant.
Notation 4.3.1. Notons ϕj : Spec(Rj+1)→ Spec(Rj ) l’application définie comme suit :
ϕj (P )=
{
αj (P ) si P ∈ P0j (Rj+1),
βj (P ) si P ∈ P1j (Rj+1).
Il résulte des Lemmes 4.3.1 et 4.3.3 que :
Proposition 4.3.1. (1) L’application ϕj : Spec(Rj+1)→ Spec(Rj ) est injective.
(2) Si ε ∈ ❏0,1❑, ϕj induit ( par restriction) un homéomorphisme croissant dePεj (Rj+1)
sur ϕj (Pεj (Rj+1)) qui est une partie fermée de Pεj (Rj ). De plus, l’homéomorphisme
réciproque est aussi croissant.
Nous aurons besoin dans la section suivante de :
Lemme 4.3.4. Soit l ∈ ❏j,N❑ (de sorte que yl = xl), P ∈ Spec(Rj+1) et Q = ϕj (P ) ∈
Spec(Rj ). On a :
xl ∈ P ⇔ yl ∈Q.
Démonstration. Si l = j , on a (xj ∈ P) ⇔ (P ∈ P1j (Rj+1)) et (yj ∈ Q) ⇔ (Q ∈
P1(Rj )). L’équivalence à établir résulte donc de la Proposition 4.3.1.j
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1e cas : P ∈P0j (Rj+1). On a alors : xl ∈ P ⇒ xl ∈ PS−1j ⇒ yl = xl ∈Rj ∩ PS−1j =Q et
yl ∈Q⇒ yl ∈QS−1j ⇒ xl = yl ∈ Rj+1 ∩QS−1j = P .
2e cas : P ∈P1j (Rj+1). On a alors, avec les notations du Lemme 4.3.2, puisque P ⊃ (xj ) :
xl ∈ P ⇔ x¯l ∈ P
(xj )
⇔ g(yl) ∈ P
(xj )
⇔ yl ∈ g−1
(
P
(xj )
)
=Q. ✷
4.4. L’injection canonique ϕ : Spec(R)→ Spec(R) et la partition canonique de Spec(R).
Si 2  j  N , notons toujours ϕj : Spec(Rj+1)→ Spec(Rj ) l’application définie à la
Section 4.3 et rappelons que l’on a R =RN+1 et R =R2. Comme les ϕj sont injectives, la
composée ϕ = ϕ2 ◦ · · · ◦ ϕN est une injection de Spec(R) dans Spec(R).
Définition 4.4.1. ϕ : Spec(R)→ Spec(R) s’appelle l’injection canonique de Spec(R) dans
Spec(R).
Si W désigne l’ensemble des parties de ❏1,N❑ et si w ∈W, on note (comme dans [3,
12]) :
Specw(R)=
{
Q ∈ Spec(R) ∣∣Q∩ {T1, . . . , TN } = {Ti | i ∈w}}
(où T1, . . . , TN sont définis comme en Section 3.2). On sait que la famille (Specw(R))w∈W
est une partition (et même une stratification (cf. [12])) de Spec(R).
Notation 4.4.1. Pour chaque w ∈W , posons Specw(R) = ϕ−1(Specw(R)), et notons W ′
l’ensemble des w dans W pour lesquels Specw(R) = ∅.
La famille (Specw(R))w∈W ′ , est alors une partition de Spec(R) et on peut énoncer :
Proposition 4.4.1. On a :
Spec(R)=
⊔
w∈W ′
Specw(R) et |W ′| |W | = 2N.
Définition 4.4.2. La partition (Specw(R))w∈W ′ ci-dessus s’appelle la partition canonique,
ou naturelle, de Spec(R).
Observons que l’injection canonique ϕ : Spec(R) → Spec(R) dépend du choix des
éléments X1, . . . ,XN de R satisfaisant aux conventions de la Section 3.1). Il en est donc
de même, à priori, pour la partition canonique du spectre de R définie ci-dessus. Il est donc
raisonnable de poser la question suivante :
Question 4.4.1. La partition canonique de Spec(R) dépend-elle vraiment du choix de
X1, . . . ,XN?
G. Cauchon / Journal of Algebra 260 (2003) 476–518 4935. Propriétés de l’injection canonique ϕ : Spec(R)→ Spec(R)
On adopte à nouveau les conventions et les notations des Sections 3 et 4. En particulier,
l’une des Hypothèses 4.1.1 ou 4.1.2 est satisfaite, ϕ désigne l’injection canonique de
Spec(R) dans Spec(R) et (Specw(R))w∈W ′ désigne la partition canonique de Spec(R).
5.1. Propriétés topologiques
Notons f1 : Spec(R2) → Spec(R2) l’application P → P et, pour j ∈ ❏2,N❑, défi-
nissons l’application fj : Spec(Rj+1) → Spec(R2) par la relation de récurrence fj =
fj−1 ◦ ϕj .
Lemme 5.1.1. Soit j ∈ ❏1,N❑, w ∈ W et Xw = f−1j (Specw(R2)) ⊂ Spec(Rj+1). Si
l ∈ ❏j,N❑, on a (avec les conventions de la Section 4.3) :
(1) (l /∈w)⇒ (∀P ∈Xw) (xl /∈ P) ;
(2) (l ∈w)⇒ (∀P ∈Xw) (xl ∈ P).
Démonstration. Remarquons que, puisque l  j , on a xl = Xl,j+1 = Xl,j = · · · =
Xl,2 = Tl . Si j = 1, on a Xw = Specw(R2), et les implications (1) et (2) ci-dessus résultent
de la définition de Specw(R2).
Supposons j  2 et le lemme démontré au rang j − 1. Posons Yw = f−1j−1(Specw(R2)),
de sorte que Xw = ϕ−1j (Yw). Supposons que l /∈w et considérons un élément P de Xw .
Si xl ∈ P , on déduit du Lemme 4.3.4 que yl ∈ Q = ϕj (P ) ∈ Yw , ce qui contredit
l’hypothèse de récurrence. Donc xl /∈ P .
On montre de la même manière que, si l ∈w et si P ∈Xw , on a xl ∈ P . ✷
Lemme 5.1.2. Soit j ∈ ❏1,N❑, w ∈ W et Xw = f−1j (Specw(R2)) ⊂ Spec(Rj+1). On
a alors :
(1) fj (Xw) est une partie fermée de Specw(R2).
(2) fj induit ( par restriction) un homéomorphisme croissant de Xw sur fj (Xw). Son
homéomorphisme réciproque est aussi croissant.
Démonstration. Le résultat est évident si j = 1.
Supposons j  2 et le lemme démontré au rang j − 1. Posons Yw = f−1j−1(Specw(R2)),
de sorte que Xw = ϕ−1j (Yw). On déduit du Lemme 5.1.1 (appliqué à l = j aux rangs j et
j − 1) que :
(j /∈w) ⇒ (Xw ⊂P0j (Rj+1) et Yw ⊂P0j (Rj )),
(j ∈w) ⇒ (Xw ⊂P1j (Rj+1) et Yw ⊂P1j (Rj )).
On a donc, dans tous les cas, Xw ⊂Pε(Rj+1) et Yw ⊂Pε(Rj ) avec ε ∈ ❏0,1❑.j j
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que Yw ∩ Z est une partie fermée de Yw et que ϕj induit un homéomorphisme croissant
de Xw sur Yw ∩Z dont l’homéomorphisme réciproque est aussi croissant. Par l’hypothèse
de récurrence, fj−1 induit un homéomorphisme croissant de Yw sur fj−1(Yw) qui est un
fermé de Specw(R2), et son homéomorphisme réciproque est aussi croissant.
Par suite, fj−1(Yw ∩ Z) est un fermé de fj−1(Yw) (comme image d’un fermé par un
homéomorphisme), et donc est un fermé de Specw(R2).
Comme fj (Xw) = fj−1 ◦ ϕj (Xw) = fj−1(Yw ∩ Z), on en déduit la propriété (1).
L’application fj :Xw → fj (Xw) = fj−1(Yw ∩ Z) est la composée des applications
ϕj :Xw → Yw ∩ Z et fj−1 :Yw ∩ Z → fj−1(Yw ∩ Z). Ces deux applications sont
des homéomorphismes car elles sont induites par des homéomorphismes. Elles sont
croissantes, ainsi que leurs bijections réciproques. D’où la propriété (2). ✷
Lorsque j = N , on a fj = ϕ et donc Xw = Specw(R) (quel que soit w dans W). On
peut donc énoncer :
Théorème 5.1.1. Soit ϕ : Spec(R)→ Spec(R) l’injection canonique, et soit w ∈W ′. On a
alors :
(1) ϕ(Specw(R)) est une partie fermée (non vide) de Specw(R).
(2) L’injection ϕ induit ( par restriction) un homéomorphisme croissant de Specw(R) sur
ϕ(Specw(R)). Son homéomorphisme réciproque est aussi croissant.
5.2. Un critère d’appartenance à Specw(R)
Soit P un idéal premier de R. Posons PN+1 = P et, pour 2 j N, Pj = ϕj (Pj+1).
On a donc Pj ∈ Spec(Rj ) quel que soit j et P2 = ϕ(P ).
Proposition 5.2.1. Soitw ∈W . Pour que P appartienne à Specw(R), il faut et il suffit qu’il
vérifie le critère suivant :(∀j ∈ ❏1,N❑) (Xj,j+1 ∈ Pj+1 ⇔ j ∈w).
Démonstration. Supposons que P appartienne à Specw(R) et considérons un élément
j de ❏1,N❑. On a P2 ∈ Specw(R) et, en reprenant les notations de la Section 5.1,
P2 = fj (Pj+1). Il en résulte que Pj+1 ∈Xw = f−1j (Specw(R)) et, si on pose xj =Xj,j+1,
on déduit du Lemme 5.1.1 appliqué avec l = j , que :
xj ∈ Pj+1 ⇔ j ∈w.
Donc P vérifie le critère ci-dessus.
Réciproquement, supposons que P vérifie le critère ci-dessus. Soit l ∈ ❏1,N❑. Montrons
que, pour tout j ∈ ❏1, l❑, on a :
Xl,j+1 ∈ Pj+1 ⇔ l ∈w. (3)
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Supposons j ∈ ❏2, l❑ et l’équivalence (3) satisfaite. Comme Pj = ϕj (Pj+1), on déduit
du Lemme 4.3.4 que :
Xl,j ∈ Pj ⇔ Xl,j+1 ∈ Pj+1 ⇔ l ∈w,
ce qui démontre l’équivalence (3). Lorsque j = 1, cette équivalence s’écrit :
Tl ∈ P2 ⇔ l ∈w.
Elle signifie donc que P2 ∈ Specw(R), de sorte que P ∈ Specw(R). ✷
5.3. Quotients premiers de Rj+1 et de Rj
Considérons un entier j ∈ ❏2,N❑, un idéal premier P de Rj+1 et Q = ϕj (P ) son
image par ϕj (Q ∈ Spec(Rj )). Posons A = Rj+1/P, B = Rj/Q et notons (comme
précédemment) :
(x1, . . . , xN)= (X1,j+1, . . . ,XN,j+1), (y1, . . . , yN)= (X1,j , . . . ,XN,j ).
Notons a1, . . . , aN les images canoniques de x1, . . . , xN dans A, et b1, . . . , bN les images
canoniques de y1, . . . , yN dans B .
Lemme 5.3.1. Si aj = 0, alors il existe un isomomorphisme d’algèbres B ∼−→ A qui
transforme bi en ai pour i ∈ ❏1,N❑.
Démonstration. On a xj ∈ P , donc P ∈ P1j (Rj+1) et Q = g−1(P/(xj )), où g dé-
signe l’homomorphisme du Lemme 4.3.2. On conclut au moyen du théorème d’isomor-
phisme. ✷
Lemme 5.3.2. Supposons aj = 0 et posons Uj = {anj | n ∈N}. Alors :
(1) Uj est un système multiplicatif d’éléments réguliers de A qui vérifie la condition de
Ore des deux côtés.
(2) Il existe un homomorphisme d’algèbres injectif α :B → AU−1j qui vérifie pour 1 
i N :
α(bi)=

ai si i  j ,
+∞∑
n=0
(1− qj )−n
[n]!qj
λ−nj,i δnj (xi)a
−n
j si i < j
(où δnj (xi) désigne l’image canonique dans A de δnj (xi)).
(3) Si on identifie B à son image par α, alors Uj est un système multiplicatif d’éléments
réguliers de B qui vérifie la condition de Ore des deux côtés (dans B), et on a
BU−1 =AU−1.j j
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Rappelons (cf. la Section 4.3) que Sj = {xnj | n ∈ N} est un système multiplicatif
d’éléments réguliers de Rj et de Rj+1, qu’il vérifie la condition de Ore des deux côtés
dans chacun de ces anneaux et que RjS−1j =Rj+1S−1j . Notons Ω cette sous-algèbre de F .
Il résulte de la définition de l’application ϕj , que l’on a PS−1j =QS−1j , que ceci est un
idéal premier, qu’on note θ de Ω , et que l’on a :
θ ∩Rj+1 = P et θ ∩Rj =Q.
Il en résulte que A = Rj+1/P peut être considéré comme un sous-anneau de C =Ω/θ .
Comme Uj est l’image canonique de Sj dans A, les éléments de Uj sont inversibles
dans C. Comme Ω = Rj+1S−1j = S−1j Rj+1, tout élément c de C s’écrit c = a1u−11 =
u−12 a2 avec u1, u2 dans Uj et a1, a2 dans A. D’où la propriété (1) du lemme et l’égalité
AU−1j = C.
Puisque θ ∩ Rj = Q, l’inclusion canonique de Rj dans Ω = RjS−1j induit un
homomorphisme d’algèbres injectif α :B→C =AU−1j . La propriété (2) résulte alors des
égalités :
yi =

xi si i  j ,
+∞∑
n=0
(1− qj )−n
[n]!qj
λ−nj,i δ
n
j (xi)x
−n
j si i < j .
Si on identifie B à son image canonique par α, on montre (comme ci-dessus) que Uj est
un système multiplicatif d’éléments réguliers de B , qu’il vérifie la condition de Ore des
deux côtés dans B , et que BU−1j = C =AU−1j . ✷
On déduit des Lemmes 5.3.1 et 5.3.2 :
Lemme 5.3.3. Les anneaux premiers nœthériens A et B ont même anneau total de
fractions.
5.4. Quotients premiers de R et de R
Considérons un idéal premier P de l’algèbre R et notons Q son image par l’injection
canonique ϕ : Spec(R) → Spec(R). Posons A = R/P et notons a1, . . . , aN les images
canoniques dans A de X1, . . . ,XN . Posons A = R/Q et notons t1, . . . , tN les images
canoniques dans A de T1, . . . , TN (cf. la Section 3.2). Notons G l’anneau total de
fractions de l’anneau (premier et nœthérien) A. Posons, pour 2  j  N + 1, Pj =
ϕj ◦· · ·◦ϕN(P ) ∈ Spec(Rj ) (PN+1 = P ), Aj =Rj/Pj et notons a1,j , . . . , aN,j les images
canoniques de X1,j , . . . ,XN,j dans Aj . On a donc AN+1 = A, (a1,N+1, . . . , aN,N+1) =
(a1, . . . , aN), A2 = A et (a1,2, . . . , aN,2)= (t1, . . . , tN).
On déduit du Lemme 5.3.3 que toutes les algèbres Aj (1  j  N + 1) ont le même
anneau total de fractions G, de sorte que :
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(1) Aj est la sous-algèbre de G engendrée par a1,j , . . . , aN,j .
(2) Il existe un homomorphisme d’algèbres fj :Rj →G qui transforme Xi,j en ai,j pour
1 i N . Il a pour image Aj et pour noyau Pj .
Les Lemmes 5.3.1 et 5.3.2 définissent un algorithme de construction des générateurs
ai,j de l’algèbre Aj au moyen des générateurs ai,j+1 de Aj+1, à savoir :
Proposition 5.4.2. Soit 2 j N .
(1) Si aj,j+1 = 0, on a ai,j = ai,j+1 pour 1 i N .
(2) Supposons aj,j+1 = 0, et posons (x1, . . . , xN)= (X1,j+1, . . . ,XN,j+1).
Alors aj,j+1 est inversible dans G et on a :
ai,j =

ai,j+1 si j  i N ,
+∞∑
n=0
(1− qj )−n
[n]!qj
λ−nj,i fj+1(δ
n
j (xi))a
−n
j,j+1 si 1 i < j .
Le Lemme 5.3.2 permet également d’énoncer :
Proposition 5.4.3. Soit 2  j  N . Supposons que aj,j+1 soit non nul et posons Uj =
{anj,j+1 | n ∈ N}. Alors Uj est un système multiplicatif d’éléments réguliers dans les
anneaux Aj et Aj+1. Il vérifie la condition de Ore des deux côtés dans chacun de ces
anneaux, et on a AjU
−1
j =Aj+1U−1j .
Soit w l’élément de W ′ tel que P ∈ Specw(R). Alors Q ∈ Specw(R), et on a :(∀i ∈ ❏1,N❑) (ti = 0⇔ i /∈w).
Si i ∈ w := ❏1,N❑\w, ti est un élément normalisant non nul de A. Il est donc régulier
dans A et, par suite, inversible dans G = Fract(A). Notons Σ le système multiplicatif
d’éléments réguliers de A engendré par les ti , où i décrit w. Définissons les ensembles
Σj (2 j N + 1) de la manière suivante :
Σ2 =Σ et, si j ∈ ❏2,N❑, Σj+1 =Aj+1 ∩Σj .
Proposition 5.4.4. (1) Pour chaque j ∈ ❏2,N + 1❑, Σj est un système multiplicatif
d’éléments réguliers de Aj qui contient {ai,j | i ∈ ❏j − 1,N❑ et ai,j = 0}.
(2) Pour chaque j ∈ ❏2,N + 1❑, Σj vérifie la condition de Ore des deux côtés dans Aj .
(3) Les algèbres AjΣ−1j (j ∈ ❏2,N + 1❑), considérées comme des sous-algèbres de G,
sont toutes confondues.
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une conséquence du fait que les ti sont normalisants dans A=A2.
Considérons maintenant un entier j ∈ ❏2,N❑ et supposons satisfaites les propriétés (1)
et (2) ci-dessus. Nous allons démontrer que ces propriétés sont encore satisfaites quand
on remplace j par j + 1, et que l’on a AjΣ−1j = Aj+1Σ−1j+1. Pour ceci, distinguons deux
cas.
1e cas : aj,j+1 = 0. Dans ce cas, on a ai,j+1 = ai,j pour 1  i  N et le résultat à
démontrer est immédiat.
2e cas : aj,j+1 = 0. Par hypothèse,Σj est un système multiplicatif d’éléments réguliers de
Aj qui contient {ai,j | i ∈ ❏j−1,N❑, ai,j = 0}. Par suite,Σj+1 est un système multiplicatif
d’éléments réguliers de Aj+1, qui contient {ai,j+1 | i ∈ ❏j,N❑, ai,j+1 = 0} = {ai,j | i ∈
❏j,N❑, ai,j = 0}. D’où la propriété (1).
En particulier, on a Uj = {anj,j+1 | n ∈N} ⊂Σj+1.
Comme aj,j+1 = aj,j , on a également Uj ⊂Σj et, par la Proposition 5.3.3, il vient :
Aj+1 ⊂Aj+1U−1j =AjU−1j ⊂AjΣ−1j .
On termine alors comme dans la démonstration de la Proposition 3.3.1. ✷
On en déduit :
Théorème 5.4.1. Soit w ∈ W ′, P ∈ Specw(R) et Q = ϕ(P ) (Q ∈ Specw(R)). Soit E
l’image canonique dans R/Q du système multiplicatif d’éléments de R engendré par les
Ti où i décrit w = ❏1,N❑\w. Alors :
(1) E est un système multiplicatif d’éléments réguliers normalisants de R/Q.
(2) Il existe un système multiplicatif F d’éléments réguliers de R/P qui vérifie la
condition de Ore des deux côtés dans R/P et (R/P)F−1 = (R/Q)E−1.
(3) On a Fract(R/P)= Fract(R/Q).
5.5. Cas où l’Hypothèse 4.1.2 est satisfaite
Dans toute cette section, nous supposons que l’Hypothèse 4.1.2 est satisfaite.
On sait (Section 4.1) que H peut être considéré comme un groupe d’automorphismes
de l’algèbre F = Fract(R) et on déduit du Lemme 4.2.1 que chaque automorphisme h ∈H
induit (par restriction) un automorphisme de l’algèbre Rj quel que soit j ∈ ❏2,N❑. De
plus, pour tout j ∈ ❏2,N❑, les trois propriétés énoncées dans l’Hypothèse 4.1.2 sont encore
valables lorsque l’on remplace (X1, . . . ,XN) par (X1,j , . . . ,XN,j ) (ces observations ont
déjà été faites au cours de la démonstration du Lemme 4.2.2). Il en résulte que, si
2  j  N , l’algèbre Rj vérifie les Hypothèses 4.1 de [11]. Par suite, si j ∈ ❏2,N❑, tous
les idéaux H -premiers de Rj sont complètement premiers et en nombre fini (inférieur ou
égal à 2N ) (cf. [11]). Si J est un idéal H -premier de Rj , on pose :
SpecJ (Rj )=
{
P ∈ Spec(Rj )
∣∣∣∣ ⋂ h(P )= J}.
h∈H
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la H -stratification de Goodearl–Letzter de Spec(Rj ).
Soit w un élément de W = P(❏1,N❑). Notons Jw = (Ti | i ∈ w) l’idéal bilatère deR =R2 engendré par les Ti , où i décritw. Supposons que w ne soit pas égal à ❏1,N❑. Il est
immédiat que Jw est un idéal H -premier et que l’algèbre R/Jw s’identifie naturellement à
la sous-algèbre de R engendrée par les Ti , où i décrit w = ❏1,N❑\w (w = ∅).
Le système multiplicatif Ew engendré par les Ti (i ∈ w ) est un système d’éléments
réguliers normalisants de R/Jw . Il vérifie donc la condition de Ore des deux côtés. Notons,
comme dans [12],
Rw =
R
Jw
E−1w .
Notons w = {i1, . . . , is} avec 1 i1 < · · ·< is N et t1 = Ti1, . . . , ts = Tis . Posons, pour
1  l < j  s, µj,l = λij ,il et, pour 1  j  s, pj = qij . On a alors, pour 1  l < j 
s, tj tl = µjltl tj et Rw n’est autre que l’algèbre de McConnell et Pettit kM[t±11 , . . . , t±1s ]
avec M = (µj,l)1l<js .
Si h ∈H , on a h(Jw)= Jw (car les Ti sont des h-vecteurs propres), de sorte que h induit
un automorphisme de R/Jw qui se prolonge (de manière unique) en un automorphisme,
encore noté h de l’algèbre Rw .
Par l’Hypothèse 4.1.2 (valable lorsque l’on remplace (X1, . . . ,XN) par (T1, . . . , TN)),
on a :
Lemme 5.5.1. (1) Pour tout h ∈H, t1, . . . , ts sont des h-vecteurs propres.
(2) Si j ∈ ❏2, s❑, il existe hj ∈H tel que hj (tl)= µj,l tl pour 1 l < j et hj (tj )= pj tj .
(3) L’ensemble {µ ∈ k∗ | (∃h ∈H)(h(t1)= µt1)} est infini.
On en déduit :
Lemme 5.5.2. Soit n= (n1, . . . , ns) ∈ Zs\{(0, . . . ,0)}. Supposons que tn := tn11 · · · tnss soit
un élément central de Rw . Alors il existe h ∈H tel que h(tn)= λtn avec λ ∈ k∗\{1}.
Démonstration. Soit j le plus grand entier tel que nj = 0.
1e cas : j = 1. Si h ∈H et si h(t1)= µt1 (µ ∈ k∗), on a h(tn)= µn1 tn et on conclut par la
propriété (3) du Lemme 5.5.1.
2e cas : j  2. Puisque tn est central, on a tj tnt−1j = tn et, de là µn1j,1 · · ·µ
nj−1
j,j−1 = 1.
hj étant défini comme dans le Lemme 5.5.1, on a alors hj (tn) = pnjj tn, d’où le résultat
puisque pj = qij n’est pas une racine de l’unité. ✷
Lemme 5.5.3. Si I est un idéal (bilatère) propre H -invariant de Rw , on a I = {0}.
Démonstration. Supposons I = {0}. Par [12, Proposition 1.4], I contient un élément
central non nul x de Rw . Écrivons x = λ1tm1 + · · · + λr tmr avec m1, . . . ,mr dans
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l’élément x choisi de manière que r soit le plus petit possible. Supposons r  2.
Alors tm1 , . . . , tmr sont centraux, inversibles, et on a tmr (tm1)−1 = αtm , avec α ∈ k∗
et m = mr − m1 ∈ Zs\{(0, . . . ,0)}. Par le Lemme 5.5.2, il existe donc h ∈ H tel que
h(tmr (tm1)−1) = λtmr (tm1)−1 avec λ ∈ k∗\{1}. Comme t1, . . . , ts sont des h-vecteurs
propres, il en est de même pour tm1 , . . . , tmr et on peut écrire h(tm1 )= ν1tm1 , . . . , h(tmr )=
νr t
mr avec ν1, . . . , νr dans k∗. On a alors y = h(x)= λ1ν1tm1 + · · · + λrνr tmr , donc
ν−11 y = λ1tm1 + · · · + λrνrν−11 tmr .
Comme I est supposé h-invariant, ceci est un élément central de I .
L’égalité h(tmr (tm1)−1) = λtmr (tm1)−1 entraîne que νrν−11 = λ = 1 et, par suite,
z = x − ν−11 y est encore un élément central non nul de I , ce qui contredit la minimalité
de r . ✷
Ceci permet de montrer :
Proposition 5.5.1. Les Jw = (Ti | i ∈w) (w ∈W) sont les seuls idéaux H -premiers de R.
Démonstration. Soit P un idéal H -premier de R. P est, en particulier, un idéal premier
(et même complètement premier) de R. Il existe donc w ∈W tel que P ∈ Specw(R). Si
w = ❏1,N❑, Jw est un idéal maximal de R et, par suite, P = Jw .
Supposons w = ❏1,N❑. Alors P ⊃ Jw et P/Jw est un idéal premier de R/Jw qui ne
rencontre pas le système multiplicatif Ew . Par suite, I = (P/Jw)E−1w est un idéal premier
(donc propre) de Rw . Puisque P est H -invariant, il en est de même pour P/Jw . Comme
les éléments de Ew sont des H -vecteurs propres, il en résulte que I est H -invariant et, par
le Lemme 5.5.3, on a I = {0}.
De là, P = Jw . ✷
Lemme 5.5.4. Soit j ∈ ❏2,N❑. Si P ∈ Spec(Rj+1) et si h ∈H , on a :
ϕj
(
h(P )
)= h(ϕj (P )).
Démonstration. Posons xj =Xj,j+1 et Sj = {xnj | n ∈N}, puis distinguons deux cas.
1e cas : P ∈ P0j (Rj+1). Cela signifie que xj /∈ P . Comme xj est un h-vecteur propre
(Lemme 4.2.1), on en déduit que h(P ) ∈ P0j (Rj+1). Donc ϕj (h(P ))=Rj ∩ h(P )S−1j .
Comme xj est un h-vecteur propre, on a h(P )S−1j = h(PS−1j ) et, de là :
ϕj
(
h(P )
)= h(Rj )∩ h(PS−1j )= h(Rj ∩ PS−1j )= h(ϕj (P )).
2e cas : P ∈ P1j (Rj+1). Comme xj est h-invariant, on a h((xj ))= (xj ). Donc h induit un
automorphisme h¯ de l’algèbre Rj+1/(xj ).
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pour 1  i N (Lemme 4.3.2), on déduit du Lemme 4.2.1 que le diagramme suivant est
commutatif :
Rj
h
g Rj+1
(xj )
h¯
Rj
g
Rj+1
(xj )
.
Comme (xj ) est contenu dans P , on a (xj )⊂ h(P ) et h¯(P/(xj ))= h(P )/(xj ).
De la commutativité du diagramme ci-dessus et de la bijectivité de ses flèches verticales,
on déduit que g−1(h(P )/(xj ))= h(g−1(P/(xj ))), soit ϕj (h(P ))= h(ϕj (P )). ✷
On en déduit :
Lemme 5.5.5. Soit P ∈ Spec(R) et h ∈H . On a :
(1) ϕ(h(P ))= h(ϕ(P )).
(2) Si P ∈ Specw(R) (w ∈W ′), alors h(P ) ∈ Specw(R).
Démonstration. La propriété (1) résulte du Lemme 5.5.4 et de l’égalité ϕ = ϕ2 ◦ · · · ◦ ϕN .
Si P ∈ Specw(R), alors ϕ(P ) ∈ Specw(R). Comme les Ti (1  i  N) sont des
h-vecteurs propres, il en résulte que ϕ(h(P ))= h(ϕ(P )) ∈ Specw(R), de sorte que h(P ) ∈
Specw(R). ✷
Cela permet de montrer :
Théorème 5.5.1. Supposons l’Hypothèse 4.1.2 satisfaite et considérons un élément w
de W ′. Alors ϕ(Specw(R))= Specw(R).
Démonstration. Comme ϕ(Specw(R)) est une partie fermée de Specw(R), il existe un
idéal bilatère propre I de R contenant Jw = (Ti | i ∈w), tel que :
ϕ
(
Specw(R)
)= {Q ∈ Specw(R) ∣∣Q⊃ I}.
Soit Q ∈ ϕ(Specw(R)). Écrivons Q = ϕ(P ) avec P ∈ Specw(R). Si h ∈ H , on a, par
le Lemme 5.5.5, h(Q) = ϕ(h(P )) ∈ ϕ(Specw(R)). Par suite, h(P ) contient I et on en
déduit que J =⋂h∈H h(Q) est un idéal H -premier de R tel que Jw ⊂ I ⊂ J ⊂ Q. Par
la Proposition 5.5.1, on peut écrire J = Jw′ avec w′ ∈ W , et on a {T1, . . . , TN } ∩ Jw ⊂
{T1, . . . , TN } ∩ J ⊂ {T1, . . . , TN } ∩Q⇒w ⊂w′ ⊂w⇒ Jw′ = Jw ⇒ I = Jw . ✷
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Rj ). Si J ∈ Pεj (Rj+1) (respectivement Pεj (Rj )), alors :
SpecJ (Rj+1)⊂Pεj (Rj+1)
(
respectivement SpecJ (Rj )⊂Pεj (Rj )
)
.
Démonstration. Supposons que J soit un idéal H -premier de Rj+1 et posons xj =
Xj,j+1. Si ε = 1, on a xj ∈ J et, si P ∈ SpecJ (Rj+1), on en déduit, puisque J ⊂ P,
que xj ∈ P .
Supposons ε = 0, de sorte que xj /∈ J et supposons qu’il existe P ∈ SpecJ (Rj+1) tel
que xj ∈ P . Alors, puisque xj est unH -vecteur propre (Lemme 4.2.1), xj ∈⋂h∈H h(P )=
J , ce qui est faux.
Par suite, xj /∈ P . On raisonne de la même manière si J est un idéal H -premier de
Rj . ✷
Lemme 5.5.7. Soit j ∈ ❏2,N❑ et J un idéal H -premier de Rj+1. Alors :
(1) J ′ = ϕj (J ) est un idéal H -premier de Rj .
(2) ϕj (SpecJ (Rj+1))⊂ SpecJ ′(Rj ).
Démonstration. On sait que J est un idéal premier (et même complètement premier)
H -invariant de Rj+1. Par le Lemme 5.5.4, J ′ est donc un idéal premier H -invariant de Rj .
D’où la propriété (1).
Considérons un idéal premier P de SpecJ (Rj+1), c’est-à-dire tel que
⋂
h∈H h(P )= J .
Posons Q= ϕj(P ) et montrons que⋂h∈H h(Q)= J ′.
Soit ε ∈ ❏0,1❑ tel que J ∈ Pεj (Rj+1). Par le Lemme 5.5.6, on a P ∈ Pεj (Rj+1). Donc
Q et J ′ appartiennent à Yε = ϕj (Pεj (Rj+1)). Rappelons (Proposition 4.3.1) que Yε est
une partie fermée de Pεj (Rj ), c’est-à-dire qu’il existe un idéal bilatère I de Rj tel que
Yε = {T ∈ Pεj (Rj ) | T ⊃ I }. Comme J ⊂ P et comme ϕj est croissante sur Pεj (Rj+1),
on a J ′ ⊂Q. Comme J ′ est H -invariant, on a J ′ ⊂ J ′′ =⋂h∈H h(Q). J ′′ est un idéal
H -premier de Rj et, puisque Q ∈ Pεj (Rj ), il résulte du Lemme 5.5.6 que J ′′ ∈ Pεj (Rj ).
Comme J ′ ∈ Yε , on a I ⊂ J ′ ⊂ J ′′, de sorte que J ′′ ∈ Yε . Soit J ′′′ son (unique)
antécédent par ϕj (J ′′′ ∈ PεJ (Rj+1)). Si h ∈ H , on a J ′ ⊂ J ′′ ⊂ h(Q), soit ϕj (J ) ⊂
ϕj (J
′′′) ⊂ ϕj (h(P )) avec J,J ′′′ et h(P ) dans Pεj (Rj+1) (h(P ) ∈ Pεj (Rj+1) car h(P ) ∈
SpecJ (Rj+1) et J ∈ Pεj (Rj+1)) (cf. Lemme 5.5.6).
On déduit alors de la Proposition 4.3.1 que J ⊂ J ′′′ ⊂ h(P ) quel que soit h ∈H . De là,
J ⊂ J ′′′ ⊂⋂h∈H h(P )= J, soit J ′′′ = J et J ′′ = ϕj (J ′′′)= ϕj (J )= J ′. ✷
Lemme 5.5.8. Soit J un idéal H -premier de R et w ∈W ′ tel que J ∈ Specw(R). Alors :
(1) ϕ(J )= Jw .
(2) SpecJ (R)⊂ Specw(R).
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H -premier de R. Comme il appartient à Specw(R), il résulte de la Proposition 5.5.1 que
ϕ(J )= Jw . D’où la propriété (1).
Par le Lemme 5.5.7, on a ϕ(SpecJ (R)) ⊂ Specϕ(J )(R) = SpecJw(R), et il reste à
vérifier que SpecJw(R)⊂ Specw(R). Pour ceci, considérons un élément Q de SpecJw(R).
Alors Q ⊃ Jw , donc Q ∩ {T1, . . . , TN } ⊃ Jw ∩ {T1, . . . , TN } = {Ti | i ∈ w}. S’il existait
i ∈ w = ❏1,N❑\w tel que Q contienne Ti , alors, puisque Ti est un H -vecteur propre, on
aurait Ti ∈⋂h∈H h(Q)= Jw , ce qui est faux. Donc Q ∈ Specw(R). ✷
Comme les deux familles (SpecJ (R))(J = idéal H-premier de R) et (Specw(R))w∈W ′ sont
des partitions de Spec(R), on peut énoncer :
Théorème 5.5.2. Si l’Hypothèse 4.1.2 est satisfaite, la partition canonique
Spec(R)=
⊔
w∈W ′
Specw(R)
coïncide avec la H -stratification de Goodearl–Letzter :
Spec(R)=
⊔
JH-premier
SpecJ (R).
Comme la partition canonique de Spec(R) ne dépend pas du choix du groupe H
vérifiant l’Hypothèse 4.1.2, on en déduit :
Corollaire 5.5.1. Si l’Hypothèse 4.1.2 est satisfaite, la H -stratification de Goodearl–
Letzter est indépendante du choix du groupe H (vérifiant l’Hypothèse 4.1.2).
6. Applications
6.1. Algèbres définies par générateurs et relations
SoitM = (λi,j ) (1 i, j N) une matrice carréeN×N à coefficients dans k∗. Posons,
pour 1 i N, qi = λi,i et supposons qu’aucun des qi ne soit une racine de l’unité. Soit
R une k-algèbre engendrée par des générateurs X1, . . . ,XN qui vérifient des relations de
la forme suivante :
si 1 i < j N, XjXi − λj,iXiXj = Pj,i (1)
avec :
Pj,i =
∑
α=(α ,...,α )
aαX
αi+1
i+1 · · ·X
αj−1
j−1 ,i+1 j−1
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fini). (Lorsque i = j − 1, Pj,i est donc un élément de k.)
Supposons, de plus, que si 1  i < j  N , le polynôme Pj,i ci-dessus vérifie la
condition suivante :
Hypothèse 6.1.1. Si α = (αi+1, . . . , αj−1) est tel que aα = 0, alors on a, pour tout
l ∈ ❏1,N❑,
λ
αi+1
l,i+1 · · ·λ
αj−1
l,j−1 = λl,j λl,i .
(Si i = j − 1, cette condition devient Pj,i = 0⇒ 1= λl,j λl,i .)
Convention 6.1.1. Une k-algèbre intègre nœthérienne A vérifie la propriété de Gelfand–
Kirillov quantique si son corps de fractions est le corps de fractions d’une algèbre
de McConnell et Pettit KΛ[Y±11 , . . . , Y±1m ] (avec m  0) à coefficients dans un corps
commutatif K extension de k.
Proposition 6.1.1. Supposons que R vérifie la propriété de Poincaré–Birkhoff–Witt,
à savoir : la famille (Xα = Xα11 · · ·XαNN ) (α = (α1, . . . , αN ) ∈ NN) est libre dans le
k-espace vectoriel R. Alors :
(1) R est une extension de Ore itérée que l’on peut écrire :
R = k[X1][X2;σ2, δ2] · · · [XN ;σN, δN ],
où les σj sont des automorphismes k-linéaires et les δj des σj -dérivations k-linéaires
tels que, pour 1 i < j N,σj (Xi)= λj,iXi et δj (Xi)= Pj,i .
(2) R est la k-algèbre engendrée par les indéterminées X1, . . . ,XN soumises aux
relations (1).
(3) Si l ∈ ❏1,N❑, il existe un (unique) automorphisme hl de l’algèbreR vérifiant hl(Xi)=
λl,iXi pour 1 i N .
Démonstration. Si j ∈ ❏1,N❑, notonsAj la sous-algèbre deR engendrée parX1, . . . ,Xj .
Si j = 1, il résulte de la propriété de Poincaré–Birkhoff–Witt que A1 est l’algèbre de po-
lynômes k[X1].
Supposons j  2, et supposons démontré que Aj−1 est une extension de Ore itérée de
la forme Aj−1 = k[X1] · · · [Xj−1;σj−1, δj−1] où, pour 2  l  j − 1, σl est un k-auto-
morphisme de Al−1 et δl une σl -dérivation k-linéaire de Al−1 vérifiant σl(Xi) = λlXi
et δl(Xi) = Pl,i pour 1  i < l. On déduit des relations (1) que, si P est un élément
de Aj−1, on peut écrire XjP = QXj + U avec Q et U dans Aj−1. Par la propriété de
Poincaré–Birkhoff–Witt, Q et U sont uniques et, si on pose Q= σj (P ) et U = δj (P ), on
montre (classiquement) que σj est un automorphisme k-linéaire de l’algèbreAj−1 vérifiant
σj (Xi) = λj,iXi pour 1  i  j − 1, et que δj est une σj -dérivation k-linéaire de Aj−1
vérifiant δj (Xi)= Pj,i pour 1 i  j − 1.
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de k-algèbres f :Aj−1[Y ;σj , δj ] → R qui induit l’identité sur Aj−1 et transforme Y
en Xj . On a alors Im(f ) = Aj , et on déduit de la propriété de Poincaré–Birkhoff–Witt
que f est injectif. D’où la propriété (1).
Pour démontrer la propriété (2), considérons la k-algèbre R′ engendrée par les
indéterminéesX′1, . . . ,X′N soumises aux (seules) relations (1) dans lesquelles on remplace
X1, . . . ,XN par X′1, . . . ,X′N . Il existe alors un homomorphisme d’algèbres surjectif
u :R′ → R qui transforme X′i en Xi pour 1  i  N . Il en résulte que la famille
(X′α = X′α11 · · ·X′αNN ) (α = (α1, . . . , αN) ∈ NN) est libre. La propriété (1) de la
proposition s’applique alors à l’algèbre R′, de sorte que la famille ci-dessus est une base
de R′. Par suite u est un isomorphisme, ce qui démontre la propriété (2).
Il en résulte que R est aussi le quotient de la k-algèbre associative libre L engendrée
par les indéterminées (encore notées) X1, . . . ,XN par l’idéal bilatère I engendré par
les éléments wj,i = XjXi − λj,iXiXj − Pi,j (1  i < j  N). Si l ∈ ❏1,N❑, notons
ul le k-automorphisme de L qui vérifie ul(Xi) = λl,iXi pour 1  i  N . Il résulte de
l’Hypothèse 6.1.1 que, si 1  i < j  N , on a ul(wj,i) = λl,j λl,iwj,i . Par suite, on a
ul(I)= I et ul induit un automorphisme hl de L/I qui vérifie la propriété (3). ✷
Observation 6.1.1. Les démonstrations du (1) et du (2) de la Proposition 6.1.1 sont encore
valables si on suppose seulement que X1, . . . ,XN vérifient les relations de commutation
(1) (où les coefficients λj,i et les polynômes Pj,i sont définis pour 1 i < j N ), même
s’il n’existe pas de matrice M = (λi,j ) vérifiant l’Hypothèse 6.1.1.
Observation 6.1.2. Supposons que les générateurs X1, . . . ,XN de R vérifient les
relations (1) (où les coefficients λj,i et les polynômes Pj,i sont définis pour 1  i <
j  N ) sans qu’il existe nécessairement une matrice M vérifiant les Hypothèses 6.1.1.
Supposons, de plus, que R vérifie la propriété de Poincaré–Birkhoff–Witt et qu’il existe
des automorphismes h1, . . . , hN de l’algèbre R vérifiant les propriétés suivantes :
• Si 1 i < j N,hj (Xi)= λj,iXi .
• Si 1 i N,hi(Xi)= qiXi avec qi ∈ k∗, qi non racine de l’unité.
• Si 1 j N, tous les Xi sont des hj -vecteurs propres.
Alors, si on pose M = (λi,j ) (1  i, j  N) où les λi,j sont définis par les égalités
hi(Xj ) = λi,jXj , l’Hypothèse 6.1.1 est satisfaite et les automorphismes hl (1  l  N)
sont ceux du (3) de la Proposition 6.1.1.
Démonstration. Si 1  l  n et si 1  i < j  N , on obtient, en transformant l’égalité
(1) par hl , que hl(Pj,i )= λl,iλl,jPj,i , et on conclut au moyen de la propriété de Poincaré–
Birkhoff–Witt. ✷
Proposition 6.1.2. Si l’algèbre R vérifie la propriété de Poincaré–Birkhoff–Witt, alors elle
vérifie les conventions de la Section 3.1) ainsi que l’Hypothèse 4.1.2.
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groupe H du groupe des automorphismes de l’algèbre R, engendré par les hl (1 l N)
vérifie l’Hypothèse 4.1.2.
Si 2  j  N , il nous reste à vérifier que σj δj = qjδjσj et que δj est localement
nilpotente sur Aj−1 = k[X1] · · · [Xj−1; σj−1, δj−1].
Si 1  i < j , on a δjσj (Xi)= λj,iPj,i et σj δj (Xi)= σj (Pj,i ). Par l’Hypothèse 6.1.1,
on a σj (Pj,i )= λj,j λj,iPj,i = qjλj,iPj,i . D’où l’égalité σj δj = qj δjσj .
Avant de démontrer que δj est localement nilpotente, posons Aj−1 = k[X1] · · ·
[Xj−1;σj−1, δj−1]. On démontre, comme dans la preuve de la Proposition 6.1.1, que cette
algèbre est aussi une extension de Ore itérée à droite que l’on peut écrire :
Aj−1 = k[Xj−1] · · ·
[
X1;σ ′1, δ′1
]
où, pour 1  i < j − 1, σ ′i est un automorphisme k-linéaire de l’algèbre Bi+1 =
k[Xj−1] · · · [Xi+1;σ ′i+1, δ′i+1] et δ′i est une σ ′i -dérivation (à droite) k-linéaire de Bi+1 tels
que, pour i < l < j : σ ′i (Xl)= λ−1l,i Xl et δ′i (Xl)=−λ−1l,i Pl,i .
Pour montrer que δj est localement nilpotente, il suffit de montrer que, si w =
X
αi
i · · ·X
αj−1
j−1 avec 1 i  j − 1 et αi, . . . , αj−1 dansN, l’une des images itérées de w par
δj est nulle.
Si i = j − 1, on a Pj,j−1 ∈ k, δj (w) = (1 + λj,j−1 + · · · + λαj−1−1j,j−1 )Pj,j−1X
αj−1−1
j−1
lorsque αj−1  1, et δj (w) = 0 lorsque αj−1 = 0. On conclut alors en raisonnant par
récurrence sur αj−1.
Supposons donc w = Xαii · · ·X
αj−1
j−1 avec 1  i < j − 1 et supposons le résultat établi
pour tout monôme de formew′ =Xβi+1i+1 · · ·X
βj−1
j−1 . On observe que, si i+1 l  j −1, on
a δj (Xl) = Pj,l ∈ Bl+1 ⊂ Bi+1. Par suite, l’algèbre Bi+1 est δi -stable et, par l’hypothèse
de récurrence ci-dessus, δj est localement nilpotente sur Bi+1.
Pour montrer que l’une des images itérées dew par δj est nulle, il nous suffit de montrer
cette même propriété pour tout produit de la forme Xαii Q avec αi ∈N et Q ∈ Bi+1.
Supposons qu’il n’en soit pas ainsi. Il existe doncQ ∈Bi+1 et αi ∈N tels que x =Xαii Q
ait toutes ses images itérées non nulles par δj . Choisissons un tel x avec αi minimal.
Puisque δj est localement nilpotente sur Bi+1, il existe un entier p  0 tel que δpj (Q)= 0.
Supposons x choisi de manière que p soit minimal.
• Si αi = 0, on a x =Q, donc δpj (x)= 0, ce qui est faux. Donc αi  1.• Si p = 0, on a Q= 0, donc x = 0, ce qui est faux. Donc p  1.
On a δj (x) = δj (Xαii )Q + λαij,iXαii δj (Q). Comme δp−1j (δj (Q)) = 0, il résulte de la
minimalité de p que l’une des images itérées de Xαii δj (Q) par δj est nulle. Il en résulte
donc qu’aucune des images itérées de δj (Xαii )Q par δj n’est nulle. Or
δj
(
X
αi
i
)= ∑ λlj,iXliPj,iXαi−1−li .
0lαi−1
G. Cauchon / Journal of Algebra 260 (2003) 476–518 507Comme Pj,i ∈ Bi+1 et comme Bi est l’extension de Ore à droite Bi+1[Xi;σ ′i , δ′i],
on a, si 0  l  αi − 1, Pj,iXαi−1−li = Xαi−1−li Qαi−1−l + · · · + XiQ1 + Q0 avec
Q0,Q1, . . . ,Qαi−1−l dans Bi+1.
Il en résulte que δj (Xαii )Q est une somme d’expressions de la forme X
βi
i Q
′ avec
βi ∈ ❏0, αi − 1❑ et Q′ ∈ Bi+1. Par la minimalité de αi , il existe un entier r  1 tel que δrj
annule toutes ces expressions, de sorte que δrj (δj (X
αi
i )Q)= 0. D’où une contradiction. ✷
On en déduit :
Théorème 6.1.1. Supposons que R vérifie la propriété de Poincaré–Birkhoff–Witt,
posons Λ = (λj,i ) (1  i < j  N) et notons R̂ l’algèbre de McConnell et Pettit
kΛ[T ±11 , . . . , T ±1N ]. Alors :
(1) Il existe un système multiplicatif S d’éléments réguliers de R vérifiant la condition
de Ore des deux côtés et tel que RS−1  R̂. Il en résulte que Fract(R) Fract(R̂).
(2) Si P est un idéal premier de R, il existe une partie w de ❏1,N❑, un idéal premier P ′
de la sous-algèbre (de McConnell et Pettit) R̂w de R̂ engendrée par les T ±1i , où i décritw = ❏1,N❑\w, et un système multiplicatif F d’éléments réguliers de R/P vérifiant la
condition de Ore des deux côtés dans R/P , tel que (R/P)F−1  R̂w/P ′. Il en résulte que
Fract(R/P) Fract(R̂w/P ′).
(3) Si le sous-groupe multiplicatif Ω de k∗ engendré par les λj,i ( pour 1 i < j N )
est sans torsion, et si P est un idéal premier de R, alors P est complètement premier et
R/P vérifie la propriété de Gelfand–Kirillov quantique.
Démonstration. (1) Résulte du Théorème 3.3.1.
(2) Choisissons w, Q et E comme dans l’énoncé du Théorème 5.4.1 et notons
Rw la sous-algèbre de R = kΛ[T1, . . . , TN ] engendrée par les Ti , où i décrit w.
L’homomorphisme canonique Rw → R/Q est surjectif, de sorte que l’on a R/Q Rw/Q′, où Q′ est un idéal premier de Rw . Dans cet isomorphisme, E s’identifie
à l’image canonique E1, dans Rw/Q′, du système multiplicatif E0 engendré par les
Ti (i ∈ w ). Comme E0 vérifie la condition de Ore (des deux côtés) dans Rw , comme
Q′ ∩ E0 = ∅, et comme Rw est nœthérien, P ′ = Q′E−10 est un idéal premier de
R̂w = RwE−10 et, clairement, R̂w/P ′  (Rw/Q′)E−11  (R/Q)E−1. D’où le résultat par
le (2) du Théorème 5.4.1.
(3) Résulte du (3) du Théorème 5.4.1 et de [6, Théorème I1]. ✷
Théorème 6.1.2. Supposons que R vérifie la propriété de Poincaré–Birkhoff–Witt, posons
Λ = (λj,i ) (1  i < j  N) et notons R l’espace affine quantique kΛ[T1, . . . , TN ]. Soit
ϕ : Spec(R) → Spec(R) l’injection canonique construite à la Section 4.4. Notons W
l’ensemble des parties de ❏1,N❑, posons :
W ′ = {w ∈W ∣∣ ϕ(Spec(R))∩ Specw(R) = ∅}
(où Specw(R)= {Q ∈ Spec(R) |Q∩ {T1, . . . , TN } = {Ti | i ∈w}}) et, pour tout w ∈W ′ :
Specw(R)= ϕ−1
(
Specw(R)
)
.
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(1) On a Spec(R)=⊔w∈W ′ Specw(R).
(2) Si w ∈ W ′, l’application Specw(R)→ Specw(R) induite par ϕ est un homéomor-
phisme croissant. Son homéomorphisme réciproque est aussi croissant.
(3) Si H est n’importe quel sous-groupe du groupe des automorphismes de l’algèbre R
tel que X1, . . . ,XN soient des H -vecteurs propres, et contenant h1, . . . , hN , alors la
H -stratification de Goodearl–Letzter de Spec(R) coïncide avec la partition du (1).
Démonstration. (1) N’est autre que la Proposition 4.4.1.
(2) Résulte des Théorèmes 5.1.1 et 5.5.1.
(3) Résulte du Théorème 5.5.2. ✷
En théorie des groupes quantiques, il apparaît de nombreuses algèbres vérifiant les
conditions indiquées au début de la Section 6.1, ainsi que la propriété de Poincaré–
Birkhoff–Witt. C’est, par exemple, le cas pour les espaces euclidiens quantiquesOq(o(kn))
avec q non racine de l’unité [9], les espaces symplectiques quantiquesOq(sp(k2n)) avec q
non racine de l’unité [9], les algèbres de Weyl quantiques Aq¯,Γn (k) avec q¯ = (q1, . . . , qn)
lorsqu’aucun des qj n’est une racine de l’unité [22], les algèbres de matrices quantiques
Oq(Mn(k)), où q n’est pas une racine de l’unité, et leurs versions multiparamétrées
OP,λ(Mn(k)), où λ n’est pas une racine de l’unité [2], l’analogue quantique U+q (sln)
de l’algèbre enveloppante U+(sln) lorsque q n’est pas une racine de l’unité [29].
Les Théorèmes 6.1.1 et 6.1.2 s’appliquent donc à toutes les algèbres ci-dessus.
La première propriété du Théorème 6.1.1 généralise des propriétés établies par Musson
[24] pour Oq(o(kn)) et Oq(sp(k2n)), Jordan [17] pour Aq¯,Γn (k), Mosin et Panov (cf. [23,
25]) pour Oq(Mn(k)) et OP,λ(Mn(k)), Alev et Dumas [1] ainsi que Iohara et Malikov [15]
pour U+q (sln).
La troisième propriété du Théorème 6.1.1 a déjà été démontrée dans [6] pourAq¯,Γn (k) et
Oq(Mn(k)), et on peut considérer les trois propriétés de ce théorème comme des versions
quantiques (différentes) de la conjecture de Gelfand–Kirillov pour les algèbres ci-dessus
ainsi que leurs quotients premiers.
6.2. Les algèbres Uwq (g)
Dans tout ce qui suit, q désigne un élément de k∗ qui n’est pas une racine de l’unité et
g une algèbre de Lie complexe semi-simple de rang n (n 1).
On note, comme d’habitude,Π = {e1, . . . , en} l’ensemble des racines simples associées
à g. Il s’agit d’une base d’un espace vectoriel (réel) euclidien E. (Si x et y sont deux
vecteurs de E, on note (x, y) leur produit scalaire et on pose ‖x‖ = √(x, x).) On note
W le groupe de Weyl de g (c’est le sous-groupe du groupe orthogonal de E engendré par
les réflexions sα par rapport aux hyperplans orthogonaux aux éléments α de Π ). On note
Φ l’ensemble des racines de g et Q le réseau des racines de g (Q = Ze1⊕ · · ·⊕Zen).
On note Φ+ l’ensemble des racines positives (c’est l’ensemble des éléments β de Φ
qui s’écrivent β = ∑α∈Π mαα, avec les mα dans N). On note M1, . . . ,Mn les poids
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NM1
⊕ · · ·⊕ NMn l’ensemble de ses poids dominants.
On rappelle que le produit scalaire (α,β) de deux racines α,β quelconques est
toujours entier et on fait, comme dans [16], la convention que les racines courtes ont
pour norme
√
2. On renvoie à [16] pour la construction des algèbres quantiques Uq(g),
Uˇq(g),Uq(b
±), Uˇq(b±),Uq(n±). On note (comme dans [16]) Eα,Fα (α ∈ Π) et K±1λ
(λ ∈ P(Π)) les générateurs canoniques de Uˇq(g).
Soit w un élément du groupe de Weyl W, N = l(w) sa longueur et w = sαj1 ◦ · · · ◦ sαjN
une décomposition réduite de w. On pose, pour 1  i  N, βi = sαj1 ◦ · · · ◦ sαji−1 (αji )
(β1 = αj1). On sait que β1, . . . , βN sont N racines positives distinctes. L’ordre dans
lequel elles apparaissent dépend du choix de la décomposition réduite de w. Par contre,
l’ensemble {β1, . . . , βN } ne dépend que de w. (On a, en effet, {β1, . . . , βN } = {β ∈ Φ+ |
−w−1(β) ∈Φ+}.)
On note Uwq (g) l’algèbre notée U+[w] dans [16]. C’est une sous-algèbre de Uq(g) (et
même de Uq(n+)) engendrée par des éléments X1, . . . ,XN de poids respectifs β1, . . . , βN
(c’est-à-dire tels que KαXiK−1α = q(α,βi)Xi pour tout α dans Π ). On sait [16, Chapitre 8]
que les monômesXa11 · · ·XaNN ((a1, . . . , aN) ∈NN) forment une base du k-espace vectoriel
Uwq (g). De plus, par un théorème de Levendorskii et Soibelman [21] (cf. également
[8]), on a, si 1  i < j  n, XjXi − q(βj ,βi)XiXj = Pj,i où Pj,i est une combinaison
linéaire de monômes de la forme Xai+1i+1 · · ·X
aj−1
j−1 (ai+1, . . . , aj−1 dans N). Observons que,
si 1  j  N , l’application hj :Uwq (g) → Uwq (g) définie par hj (a) = Kβj aK−1βj est un
automorphisme de Uwq (g) qui vérifie hj (Xi) = q(βj ,βi)Xi pour tout i ∈ ❏1,N❑. On en
déduit, par l’Observation 6.1.2 :
Lemme 6.2.1. Posons, pour 1  i, j  N, λi,j = q(βi,βj ). Alors les générateurs
X1, . . . ,XN de l’algèbre Uwq (g) vérifient les égalités (1) ainsi que l’Hypothèse 6.1.1 de
la Section 6.1.
Le sous-groupe multiplicatif de k∗ engendré par les λj,i = q(βj ,βi) (1  i < j  n)
est contenu dans le sous-groupe engendré par q . Il est donc sans torsion, et on déduit du
troisième point du Théorème 6.1.1 :
Théorème 6.2.1. (1) Tous les idéaux premiers de Uwq (g) sont complètement premiers.
(2) Tous les quotients premiers de Uwq (g) vérifient la propriété de Gelfand–Kirillov
quantique.
Observons que, lorsque w est l’élément de plus grande longueur w0 du groupe de
Weyl, on a {β1, . . . , βN } =Φ+ et Uwq (g)=Uq(n+). Dans ce cas, la première propriété du
Théorème 6.2.1 a été démontrée par Ringel [28] par des techniques utilisant les algèbres
de Hall.
Toujours dans le cas où w = w0, la propriété (2) du Théorème 6.2.1 a été démontrée
par Caldero [4] lorsque P = {0} et par Joseph [17] lorsque P est le noyau d’un
homomorphisme de Feigin.
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T1, . . . , TN soumises aux relations TjTi = q(βj ,βi)TiTj , pour 1  i < j  N , le premier
point du Théorème 6.1.1 permet d’énoncer :
Théorème 6.2.2. Fract(Uwq (g)) Fract(Uwq (g)).
Si nous changeons la décomposition réduite de w, on sait [16, Chapitre 8] que l’algèbre
Uwq (g) est inchangée. Il en résulte que l’algèbre Fract(Uwq (g)) est inchangée (à un
isomorphisme près). On en déduit, par le Théorème 2.19 de [25] :
Corollaire 6.2.1. Soient w = sα1 ◦ · · · ◦ sαN = sα′1 ◦ · · · ◦ sα′N deux décompositions réduites
d’un même élément w du groupe de Weyl (αi,α′i dans Π, N = l(w)). Posons, pour
1  i  N, βi = sα1 ◦ · · · ◦ sαi−1(αi) et β ′i = sα′1 ◦ · · · ◦ sα′i−1(α′i ). Notons S = (si,j ) et
S′ = (s′i,j ) les matrices carrées N×N , antisymétriques à coefficients entiers, définies par :
si,j =

(βi, βj ) si i < j ,
0 si i = j ,
−(βi, βj ) si i > j ,
s′i,j =

(β ′i , β ′j ) si i < j ,
0 si i = j ,
−(β ′i , β ′j ) si i > j .
Alors il existe une matrice U , carrée N ×N, unimodulaire, à coefficients entiers, telle que
S′ = tUSU .
Par le Théorème 6.2.2, le corps de fractions de Uwq (g) a même centre que le corps de
fractions de l’algèbre Uwq (g)= kΛ[T1, . . . , TN ], avec Λ= (q(βi,βj )) (1 i < j N).
Par [7, Proposition 2.8], on a donc :
Lemme 6.2.2. Posons G = {(p1, . . . , pN) ∈ ZN | T p11 · · ·T pNN commute avec chaque
Ti (1  i  N)}. Ceci est un sous-groupe de ZN et, si on note ρ le rang de G,
Z(Fract(Uwq (g))) est un corps de fractions rationnelles k(u1, . . . , uρ) en ρ indéterminées,
à coefficients dans k.
Observons que, si (p1, . . . , pN) ∈ ZN et si i ∈ ❏1,N❑, on a :
T −1i T
p1
1 · · ·T pNN Ti = λT p11 · · ·T pNN
avec :
λ= q−p1(βi,β1)−···−pi−1(βi,βi−1)+pi+1(βi,βi+1)+···+pN (βi,βN ).
Il en résulte que, si G désigne le groupe du Lemme 6.2.2 et si S désigne la matrice du
Corollaire 6.2.1, on a :
(p1, . . . , pN) ∈G ⇔ S
 p1...
=
0...
 .
pN 0
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Par [8, Section 10.4, Lemma], on a dim Ker(S) = dim Ker(I + w) (où I désigne
l’identité de l’espace vectoriel E) et, lorsque w = w0, dim Ker(S) est aussi le nombre
s d’orbites de l’ensemble des poids fondamentaux sous l’action de l’involution M →
−w0(M).
On peut donc énoncer, n désignant toujours le rang de g,
Théorème 6.2.3. Soit w ∈W . Le centre du corps de fractions de Uwq (g) est un corps de
fractions rationnelles en ρ = n− rg(I +w) indéterminées, à coefficients dans k.
Théorème 6.2.4. Le centre du corps de fractions de Uq(n+) est un corps de fractions
rationnelles en s indéterminées, à coefficients dans k, où s désigne le nombre d’orbites
de l’ensemble {M1, . . . ,Mn} des poids fondamentaux sous l’action de l’involution M →
−w0(M).
Lorsque g = slm (m  2), on a n = m − 1 et, si M1, . . . ,Mm−1, désignent les poids
fondamentaux, on sait que, pour 1  i  m− 1, on a −w0(Mi) = Mm−i . Si m = 2p ou
si m = 2p + 1 (p ∈ N\{0}), il en résulte immédiatement que s = p. On retrouve ainsi le
Théorème 2.15 de [1].
6.3. Les algèbres Bwq (g)
Considérons, comme dans la Section 6.2, un élément w du groupe de Weyl W et
notons Bwq (g) la sous-algèbre (notée Bw dans [8]) de Uˇq(g) engendrée par Uwq (g) et les
K±1i =K±Mi (1 i  n). (On a donc Bw0q (g)= Uˇq (b+).)
Notons N la longueur de w et définissons les racines βi , ainsi que les indéter-
minées Xi (1  i  N) de la même manière qu’à la Section 6.2. Les monômes
X
a1
1 · · ·XaNN Kb11 · · ·Kbnn (ai ∈ N, bj ∈ Z) forment alors une base du k-espace vectoriel
Bwq (g), et on a :
Lemme 6.3.1. Notons Rw la sous-algèbre de Bwq (g) engendrée par X1, . . . ,XN,K1,
. . . ,Kn.
(1) Les générateurs X1, . . . ,XN,K1, . . . ,Kn vérifient :
• XjXi = q(βj ,βi)XiXj+Pj,i (1 i < j N) (où les Pj,i sont les mêmes polynômes
qu’à la Section 6.2),
• KjXi = q(Mj ,βi)XiKj (1 i N, 1 j  n),
• KjKi =KiKj (1 i < j  n).
(2) Rw est l’algèbre engendrée par les Xi et les Kj soumises aux (seules) relations du (1).
(3) Si on note S le système multiplicatif engendré par les éléments (réguliers et
normalisants) K1, . . . ,Kn de Rw , on a :
Bwq (g)= S−1Rw =RwS−1.
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)=Démonstration. (1) et (3) sont des résultats classiques (voir, par exemple, [8]).
(2) résulte de la Proposition 6.1.1 et de l’Observation 6.1.1. ✷
Rw contient l’algèbre Uwq (g) et il résulte du Lemme 6.3.1 que, étant donnés n éléments
p1, . . . , pn de k∗ et un automorphisme h de Uwq (g), celui-ci se prolonge, de manière
unique, en un automorphisme de Rw qui transforme Kj en pjKj pour 1  j  n. Par
suite, si on choisit n éléments q1, . . . , qn de k∗, dont aucun n’est une racine de l’unité, on
déduit des résultats de la Section 6.2 que :
• Si 1  j  N , il existe un automorphisme hj de Rw qui vérifie, pour 1  i  N ,
hj (Xi)= q(βj ,βi)Xi et pour 1 l  n, hj (Kl)=Kl .
• Si 1  j  n, il existe un automorphisme gj de Rw qui vérifie, pour 1  i  N ,
gj (Xi)= q(Mj,βi)Xi , gj (Kj )= qjKj et gj (Kl)=Kl lorsque 1  l  n et l = j . On
en déduit, par l’Observation 6.1.2, que les générateursX1, . . . ,XN,K1, . . . ,Kn de Rw
vérifient l’Hypothèse 6.1.1 (pour une matrice M convenablement choisie).
Théorème 6.3.1. (1) Tous les idéaux premiers de Bwq (g) sont complètement premiers.
(2) Tous les quotients premiers de Bwq (g) vérifient la propriété de Gelfand–Kirillov
quantique.
Démonstration. Cela résulte du Théorème 6.1.1 appliqué à l’algèbre Rw et de l’observa-
tion suivante : si P appartient à Spec(Bwq (g)), alors Q = P ∩Rw appartient à Spec(Rw) et
vérifie Fract(Bwq (g)/P )= Fract(Rw/Q). ✷
Observons que, lorsque w = w0, Bwq (g) est l’analogue quantique Uˇq(b+) de l’algèbre
enveloppante de l’algèbre de Borel. Dans ce cas, la première propriété du Théorème 6.3.1
a été démontrée (par d’autres méthodes) par Joseph [19].
Théorème 6.3.2. Fract(Bwq (g)) est isomorphe au corps de fractions de l’algèbre Rw
engendrée par les indéterminées T1, . . . , TN,U1, . . . ,Un soumises aux relations suivantes :
• TjTi = q(βj ,βi)TiTj si 1 i < j N .
• UjTi = q(Mj,βi)TiUj si 1 i N et 1 j  n.
• UjUi =UiUj si 1 i < j  n.
Démonstration. Cela résulte du Théorème 6.1.1 appliqué àRw , et de l’égalité Fract(Bwq (g)
Fract(Rw). ✷
Considérons un élément de la forme T q11 · · ·T qNN U−p11 · · ·U−pnn (pi ∈ Z, qj ∈ Z) de
Fract(Rw). Comme dans la Section 6.2, il est central si et seulement si :
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
q1
...
qN
p1
...
pn

=

0
...
...
0

où M = ( S −tC
C 0
) ∈Mn+N(Z) est définie comme suit :
• S = (si,j ) ∈MN(Z) est antisymétrique et vérifie :
si,j = (βi, βj ) si 1 i < j N.
• C = (ci,j ) ∈Mn,N (Z) avec ci,j = (Mi,βj ).
Par [8, Section 10.4, Lemma], on a dim Ker(M)= dim Ker(I −w). On en déduit, comme
à la Section 6.2 :
Théorème 6.3.3. Soit w ∈W . Le centre du corps de fractions de Bwq (g) est un corps de
fractions rationnelles en η= n− rg(I −w) indéterminées, à coefficients dans k.
6.4. L’algèbre Rq [G]
Soit G un groupe de Lie complexe, semi-simple, connexe, simplement connexe, dont
l’algèbre de Lie associée est g (cf. la Section 6.2). On suppose, dans cette section, que k est
le corps des nombres complexes et que q est transcendant sur Q. On renvoie à [20] pour
la définition de l’algèbre de Hopf Rq [G] et de ses générateurs cλα,β (α,β ∈ P(Π), λ ∈
P+(Π)).
On sait [20, 9.1.9 et 9.2.2] que l’algèbre Rq [G] est intègre et nœthérienne. On sait
[20, 9.1.10 et 9.3.10] que l’ensemble Σ = {cλλ,λ | λ ∈ P+(Π)} est un système multiplicatif
d’éléments (réguliers) de Rq [G], qui vérifie la condition de Ore, et qui ne rencontre aucun
idéal premier de Spec(Rq [G]). Par [20, 9.2.14], on a :
Lemme 6.4.1. Il existe un homomorphisme d’algèbres injectifΨ :Σ−1Rq [G]→ Uˇq(b−)⊗
Uˇq(b
+) qui vérifie les propriétés suivantes :
(1) (∀λ ∈ P+(Π)) (∀µ ∈W.λ= {w(λ) |w ∈W }) :
• Ψ (cλλ,λ)=K−λ ⊗Kλ,
• Ψ (cλµ,λ)=K−λ ⊗Kλeλ−µ,
• Ψ (cλλ,µ)=K−λfλ−µ ⊗Kλ,
où eλ−µ (respectivement fλ−µ) est un élément de Uq(n+) (respectivement Uq(n−)) de
poids λ−µ (respectivement −(λ−µ)).
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et les Kε−λ ⊗Kελ (λ ∈ P+(Π), ε ∈ {±1}).
Si β1, . . . , βN désignent des éléments de Φ+ rangés selon l’ordre convexe associé à
une décomposition réduite de w0, notons x1, . . . , xN les générateurs de Uq(n+)=Uw0q (g)
associés à cette décomposition comme en Section 6.2, et notons y1, . . . , yN leurs images
par l’isomorphisme ω :Uq(n+) → Uq(n−) qui transforme Eα en Fα pour toute racine
simple α. Posons, pour 1  j  N, Xj = 1 ⊗ xj ,Yj = yj ⊗ 1 et, pour 1  i  n, Zi =
K−Mi ⊗ KMi . Notons B la sous-algèbre de A engendrée par les Xj , les Yj et les Zi ci-
dessus. Comme ω transforme tout élément homogène de Uq(n+) en un élément homogène
de poids opposé de Uq(n−), on a :
Lemme 6.4.2. (1) Les monômes Zr11 · · ·Zrnn Xp11 · · ·XpNN Y q11 · · ·Y qNN ((p1, . . . , pN , q1, . . . ,
qN, r1, . . . , rn) ∈N2N+n) forment une base du k-espace vectoriel B .
(2) Si 1  i < j  N, on a XjXi − q(βj ,βi)XiXj = Pj,i (Xi+1, . . . ,Xj−1) et YjYi −
q(βj ,βi)YiYj = Pj,i (Yi+1, . . . , Yj−1), où chaque Pj,i est un polynôme en j − i − 1
indéterminées, à coefficients dans k.
(3) Si (i, j) ∈ ❏1,N❑2, Yj commute avec Xi .
(4) Les Zi commutent entre eux et, si (j, i) ∈ ❏1,N❑ × ❏1, n❑, on a XjZi =
q−(βj ,Mi)ZiXj , YjZi = q−(βj ,Mi)ZiYj .
(5) Si on note S le système multiplicatif engendré par les éléments (réguliers et
normalisants) Zi (i ∈ ❏1, n❑), on a A= S−1B = BS−1 .
Soit χ :P(Π) → k∗ un homomorphisme de groupes. On lui associe [20, 10.3.8
et 10.3.11], deux automorphismes hlχ et hrχ de l’algèbre Rq [G] qui vérifient, avec
les notations du Lemme 6.4.1, hlχ (cλµ,λ) = χ(λ)cλµ,λ, hrχ (cλµ,λ) = χ(µ)cλµ,λ, hlχ (cλλ,µ) =
χ(µ)cλλ,µ, h
r
χ (c
λ
λ,µ)= χ(λ)cλλ,µ.
Il leur correspond, au moyen de l’isomorphisme Ψ :Σ−1Rq [G] ∼−→ A défini au
Lemme 6.4.1, deux automorphismes (encore notés hlχ et hrχ ) de l’algèbre A qui
vérifient :
Lemme 6.4.3. Pour 1 i  n et 1 j N , on a :
(1) hlχ (Xj )=Xj ,hrχ (Xj )= χ(−βj )Xj .
(2) hlχ (Yj )= χ(−βj )Yj , hrχ (Yj )= Yj .
(3) hlχ (Zi)= hrχ (Zi)= χ(Mi)Zi .
Démonstration. (1) Il suffit de démontrer ces égalités lorsque βj est une racine simple,
que l’on note ei (1 i  n). Elles résultent alors de l’égalité Xj = aΨ ((cλλ,λ)−1cλµ,λ) avec
a ∈ k∗, λ=Mi et µ= sei (λ) (où sei désigne la réflexion de E associée au vecteur ei ).
(2) Se démontre de la même manière.
(3) Résulte de l’égalité Zi = (Ψ (cλ )) avec λ=Mi . ✷λ,λ
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phismes de l’algèbre B . Si 1  j  N , notons χj :P(Π)→ k∗ l’homomorphisme dé-
fini par χj (λ) = q−(βj ,λ). Si 1  i  n, notons χ ′i :P(Π)→ k∗ l’homomorphisme défini
par χ ′i (λ) = q(ei,λ) (où ei désigne la ième racine simple). Les automorphismes hi = hlχ ′i ,
gj = hrχj et fj = hlχj (1  i  n,1  j  N) satisfont aux conditions de l’Observa-
tion 6.1.2 pour l’algèbre B . Par suite, l’algèbre B vérifie les Hypothèses 6.1.1 (pour un
choix convenable de la matrice M).
Posons Ω = {P ∈ Spec(B) | P ∩ S = ∅} (où S est défini comme dans le Lemme 6.4.2),
et notons f :Ω → Spec(Rq [G]) l’homéomorphisme (naturel) défini par P → Q =
Ψ−1(PS−1). Son homéomorphisme réciproque est défini par Q →Ψ (Q) ∩B .
Comme pour les algèbres Uwq (g) et Bwq (g), on a :
Théorème 6.4.1. (1) Tous les idéaux premiers de Rq [G] sont complètement premiers.
(2) Tous les quotients premiers de Rq [G] vérifient la propriété de Gelfand–Kirillov
quantique.
Démonstration. Cela résulte du Théorème 6.1.1 appliqué à l’algèbreB et de l’observation
suivante : Si deux idéaux P de Ω et Q de Spec(Rq [G]) se correspondent dans
l’homéomorphisme f , on a Fract(Rq [G]/Q)= Fract(B/P). ✷
Théorème 6.4.2. Fract(Rq [G]) est isomorphe au corps de fractions de l’algèbre B en-
gendrée par les indéterminées U1, . . . ,Un,T1, . . . , TN,V1, . . . , VN soumises aux relations
suivantes :
• TjTi = q(βj ,βi)TiTj (si 1 i < j N).
• VjVi = q(βj ,βi)ViVj (si 1 i < j N).
• UjUi =UiUj (si 1 i < j  n).
• TjVi = ViTj (si (i, j) ∈ ❏1,N❑2).
• TjUi = q−(βj ,Mi)UiTj (si (i, j) ∈ ❏1, n❑× ❏1,N❑).
• VjUi = q−(βj ,Mi)UiVj (si (i, j) ∈ ❏1, n❑× ❏1,N❑).
Démonstration. Cela résulte du Théorème 6.1.1 appliqué à B et de l’égalité
Fract(Rq [G])= Fract(B). ✷
Signalons que A. Joseph a déjà démontré que tous les idéaux premiers de Rq [G] sont
complètement premiers [19], et que Ph. Caldero a déjà démontré que Fract(Rq [G]) est
le corps de fractions d’une algèbre de McConnell et Pettit en 2N + n indéterminées [4,
Théoréme 3.3].
Reprenons les notations de la Section 6.3 et considérons les matrices
N = (S − tC) ∈MN,N+n(Z), P = (C 0) ∈Mn,N+n(Z).
Considérons un élément de la forme :
U
−p1 · · ·U−pnn T q1 · · ·T qNV r1 · · ·V rN (pi, qj , rl dans Z) de Fract(B).1 1 N 1 N
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N

q1
...
qN
p1
...
pn

=N

r1
...
rN
p1
...
pn

=

0
...
...
0
 et P

q1 + r1
...
qN + rN
2p1
...
2pn

=

0
...
...
0
 . (1)
Ces conditions sont équivalentes à :
S
 q1 − r1...
qN − rN
=
0...
0
 et M

q1 + r1
...
qN + rN
2p1
...
2pn

=

0
...
...
0
 . (2)
Considérons l’application u :Qn+2N →QN+n ×QN définie par :
u(p1, . . . , pn, q1, . . . , qN, r1, . . . , rN )
= ((q1 + r1, . . . , qN + rN ,2p1, . . . ,2pn), (q1 − r1, . . . , qN − rN)).
Elle est linéaire, bijective, et l’ensemble des solutions du système (2) est l’image
réciproque par u de Ker(M) × Ker(S). C’est donc un Q-espace vectoriel de dimension
dim Ker(M)+ dim Ker(S). On en déduit, n désignant toujours le rang de g,
Théorème 6.4.3. Le centre du corps de fractions de Rq [G] est un corps de fractions
rationnelles en n indéterminées, à coefficients dans k.
Démonstration. Comme à la Section 6.2, le centre de Fract(Rq [G]) est un corps de
fractions rationnelles en l = dim Ker(S) + dim Ker(M) indéterminées. On a vu, aux
Sections 6.2 et 6.3, que dim Ker(S)= dim Ker(I +w0) et dim Ker(M)= dim Ker(I −w0).
Comme (I +w0)(I −w0)= 0, on a dim Ker(I +w0)+ dim Ker(I −w0)= n. ✷
6.5. La partition naturelle de Spec(Rq [G])
Conservons les notations de la Section 6.4. On sait que l’algorithme d’effacement in-
duit une partition naturelle de Spec(B), donc de Ω , et donc, au moyen de l’homéomor-
phisme f , de Spec(Rq [G]). Il nous semble intéressant de conclure cette étude en démon-
trant que :
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stratification de Spec(Rq [G]) construite par Hodges, Levasseur et Toro [14] et par Joseph
[19,20].
Démonstration. Il est établi dans [3, Section 5], qu’il existe un groupe H d’automor-
phismes de Rq [G] vérifiant :
• H contient les automorphismes hi , gj , fj définis ci-dessus (considérés ici comme des
automorphismes de Rq [G]), et tous les éléments cλλ,µ, cλµ,λ (λ ∈ P+(Π), µ ∈ P(Π))
sont des H -vecteurs propres ;
• H vérifie les Hypothèses 1 à 7 de [3] pour la stratification de Spec(Rq [G]) décrite
dans [20].
Par la Proposition 1.9 de [3], on en déduit que cette stratification est aussi laH -stratification
de Spec(Rq [G]).
Les éléments de H induisent de manière naturelle (par prolongement, transport par
Ψ et restriction) des automorphismes de Σ−1Rq [G], A et B , de sorte que H peut aussi
être considéré comme un groupe d’automorphismes de ces trois algèbres. Le groupe H ,
considéré comme un groupe d’automorphismes de B , contient les automorphismes hi, gj ,
fj ci-dessus, et les générateursZi , Xj, Yj , sont des H -vecteurs propres. Il résulte alors du
Théorème 6.1.2 que la partition naturelle de Spec(B) coïncide avec sa H -stratification et
on observe que, puisque les Zi sont des H -vecteurs propres, la partition naturelle de Ω est
la famille (SpecI (B)), où I décrit l’ensemble des idéaux H -invariants de Ω . Comme, par
définition, Ψ commute avec tout élément h de H , et comme les Zi sont des H -vecteurs
propres, f induit une bijection de l’ensemble des idéauxH -invariants de Ω sur l’ensemble
des idéaux premiers H -invariants de Rq [G]. Si I est un idéal H -invariant de Ω et si
J = f (I), on a clairement :
f−1
(
SpecJ
(
Rq [G]
))⊂ SpecI (B).
Comme les f−1(SpecJ (Rq [G])) forment (lorsque J décrit l’ensemble des idéaux H -
premiers de Rq [G]) une partition de Ω , les inclusions ci-dessus sont des égalités. ✷
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