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Introduction
The aim  of our work is to  use the CHORUS experim ent [1] at CERN to measure 
the strangeness content of the nucleon via neutrino induced deep inelastic charm  
production. The strange quark d istribu tion  function has become in recent years 
an increasingly significant com ponent of the nucleon in ternal structure.
C harm  production is an im portan t testing ground for perturbative QCD 
due to  the large contribution  from  gluon-initiated diagram s. In addition, un­
derstanding the threshold behaviour associated w ith the heavy charm  mass 
is critical to  the extraction  of the weak m ixing angle, sin2 9 w , from  neutrino 
neutral-current and charged-current data .
CHORUS has been designed to  m easure —> vT oscillations bu t over 
the years a considerable am ount of additional d a ta  of neutrino induced deep- 
inelastic charged current events originating in the CHORUS calorim eter w ith 
two opposite charged m uons and a hadronic shower in the final sta te  have 
been accum ulated. Such events are indicative for the production of charm ed 
hadrons. They are m ostly characterised by a high four-m om entum  transfer 
from  the beam  particle to  the target nucleon.
Nucleons, protons and neutrons, are spin ^ particles th a t form  atom ic nu­
clei. During the late sixties in deep-inelastic experim ents [2] it was observed 
w ith a 20 GeV electron beam  at the Stanford Linear Accelerator (SLAC) th a t 
the electrons scattered of pointlike objects, partons, w ithin the nucleon. Early 
a ttem p ts  to  understand these effects identified these partons w ith the quarks, 
as proposed by Gell-M ann and Zweig [3-5] to  explain the hadron spectrum . 
In the naive quark model a nucleon contains three spin ^ valence quarks to ­
gether determ ining its sta tic  properties like to ta l electric charge and m agnetic 
m om ent. In this m odel the proton is form ed by two constituent u (up) quarks, 
w ith electric charge + | ,  and one d (down) quark w ith charge — |  (units of the 
elem entary charge e). The neutron is an isospin m irror image of the proton: it 
has two d quarks and one u quark. In the Q uark P arton  Model (QPM ) [6] the
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valence quarks are em bedded in a sea of v irtual quark-antiquark  pairs.
Several experim ents from  the late sixties onward have provided the so called 
nucleon structure  functions which contain inform ation on the m om entum  and 
spin d istribu tion  of the partons. In the QPM  scattering w ith an external probe 
takes place as if the partons inside the nucleon are free pointlike particles
[7,8], dem onstrated  by a phenom enon called scaling. The scaling properties 
of the partons can be explained by the concept of asym ptotic freedom. D ata  
taken in the seventies a t Ferm ilab and CERN from  neutrino, electron and 
m uon induced interactions exhibit scaling violations indicating th a t interactions 
between quarks can only be ignored at very short distance, i.e. in the scaling 
lim it. Moreover it was found th a t quarks only account for about 50% of the 
nucleon m om entum . The other half thus m ust be carried by gluons, w ithout 
electric charge, exchanged between the quarks and keeping them  inside the 
nucleon. Besides the flavours u and d, the sea also contains s (strange) quarks 
w ith a charge — | .
Discoveries in the seventies in particu lar of the J /^ (1 S )  [9,10], and the 
Y(1S) meson [11,12] on one hand, and the r  lepton [13], on the other hand 
together w ith the deep-inelastic scattering results, paved the way for the S tan­
dard  Model (SM) of the electroweak [14-16] and strong interaction. Two types 
of particles appear in the SM, the elem entary fermions of m atte r, particles w ith 
half-integral spin, and the m ediators of the elem entary forces, the interm ediate 
vector bosons, particles w ith integral spin. The fermions are grouped in three 
families, of two quarks and two leptons each. These families are up and down 
(u, d), charm  and strange (c, s) and top  and bo ttom  (t, b) for quarks and elec­
tron  and electron neutrino (e, ve), m uon and m uon neutrino (ji, v^)  and tau  
and tau  neutrino (r , vT) for leptons. The electrom agnetic force is m ediated by 
zero mass photons, the weak force by very massive in term ediate vector bosons, 
and the strong force by eight zero m ass gluons. The electrom agnetic force cou­
ples to  particles w ith electric charge, the weak force acts on all particles bu t is 
suppressed at low m om entum  transfer due to  the large mass of the exchanged 
bosons. The strong force couples to  particles w ith colour charge, quarks and 
gluons.
The p art of the S tandard  Model which describes the dynam ics of particles 
w ith colour is called Q uantum  C hrom odynam ics (QCD). The quarks exchange 
gluons, the gauge bosons of the strong force. Colours come in three varieties, 
red, blue, and green w ith their corresponding anti-partners. Quarks carry 
colour and gluons colour as well as anti-colour. Since gluons carry (anti-)colour 
themselves, they can in teract w ith other gluons. The strong coupling strength
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should be represented by a running coupling “constan t” ( a s), the strong force 
growing as the in terparticle distance increases. The scale for the strong coupling 
strength  is given by A q c d  (~  0.2 GeV). Q uarks and gluons have not been 
observed at asym ptotically  large in terparticle distances, which can be explained 
by another basic concept called colour confinement. D etectable particles are 
colour neutral (white). Knowledge of the quark d istribu tion  functions of the 
nucleon is needed in QCD to predict scattering processes on nucleons. These 
quark distributions are given as a function of two kinem atical variables, Q 2 
and x.  In the kinem atic region where pertu rbation  theory can be used, QCD 
describes the evolution of these distributions in Q 2 according to  the Dokshitzer 
G ribov-Lipatov A ltarelli-Parisi (DGLAP) equations [17-21], provided th a t they 
are given as a function of the Bjorken scaling variable x  [22].
Neutrinos only partic ipate  in weak interactions. These weak interactions 
are generated by the exchange of a charged vector boson W ^ ,  or a neutral 
vector boson Z°, denoted as charged current (CC) and the neutral current 
(NC), respectively.
In the S tandard  Model w ith SU(2) x U (l) as the gauge group of elec- 
troweak interactions, bo th  the quarks and the leptons are assigned to  be left­
handed doublets and right-handed singlets. The quark mass eigenstates are not 
the same as their weak eigenstates, and the m atrix  relating these bases is de­
fined for three families and given an explicit param etrisation  by Kobayashi and 
Maskawa [23]. It generalises the four quarks (two quark families) case, where 
the m atrix  is param etrised  by a single angle, the C abibbo angle [24] to  the three 
families situation . The m ixing is expressed in term s of a 3 x 3 un itary  m atrix  
V,  called the Cabibbo-Kobayashi-M askawa (CKM) m atrix . For our work only 
two m atrix  elements are im portan t, Vcd and Vcs- The first one describes the 
probability  am plitude of the charged current quark flavour transition  d f > c ,  
the second one s f i c .  T ransitions between quark flavours of different families 
are an order of m agnitude less probable th an  transitions w ithin the same fam ­
ily. This phenom enon is called C abibbo suppression. M uon-neutrino induced 
charm  production on d(d) quarks is C abibbo suppressed. For interactions 
about 50% of charm  production takes place on strange sea quarks while for v^  
interactions it rises to  about 90%. These num bers can be understood if one 
considers th a t for charm  production neutrinos scatter on d and s quarks, while 
anti-neutrinos on d and s, and the nucleon content of s and s is the same, while 
the content of d is about a factor of nine larger th an  th a t of d.
The rem aining p art of the thesis is structured  as follows. After having 
sketched the basic theoretical context of our research in C hapter 1 an overview
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of the experim ental setup is given in C hapter 2. In C hapter 3 the d a ta  selection 
and analysis m ethod is described, and in C hapter 4 the results are given. We 
end w ith a sum m ary and an outlook for fu ture research.
4
C hapter 1
Charm production in 
neutrino charged current 
interactions
This chapter describes the theoretical fram ework of dim uon production in­
duced by m uon-neutrino deep-inelastic nucleon scattering. F irst we trea t neu­
trino  deep inelastic scattering in general. Then we tu rn  to  charm  production, 
fragm entation  of charm  quarks and the subsequent m uon decay of the pro­
duced charm ed hadrons. Also non-charm  “background” processes are briefly 
discussed. The current s ta tu s of neutrino induced CC charm  production is sum ­
marised. The physics M onte Carlo models used for our analysis are described 
in the last section. Throughout this chapter the n a tu ra l system  of units is used 
were h =  c =  1 w ith energy m easured in units of GeV, m om entum  in G eV /c 
and mass in G eV /c2.
1.1 N eutrino deep inelastic scattering
K in em a tic s
The Feynm an diagram  of inclusive deep inelastic charge current m uon-neutri- 
no-nucleon reaction
Vp +  N —y n  +  X, (1-1)
5
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|a ( |a )
V  (V
b)
X
F ig u re  1.1: The inclusive deep inelastic CC m uon-neutrino-nucleon 
in teraction a) Feynm an diagram , and b) the reaction in the laboratory  
frame.
is given in Figure 1.1a), where N is the nucleon and X represents any hadronic 
final sta te  (hadronic fragm ents of nucleon break-up). The definitions used for 
the kinem atical variables— see also Figure 1.1b)— are:
k, k'  four-m om entum  of neutrino and m uon
p, p' four-m om entum  of incoming nucleon and
outgoing hadronic final sta te  
q = k — k'  four-m om entum  transfer 
M  rest m ass of the nucleon
E v neutrino energy in the laboratory  fram e
Efi m uon energy in the laboratory  fram e
9 angle between the m uon and neutrino
m om entum  vectors in the laboratory  fram e
In the laboratory  fram e we consider, for simplicity, the nucleon to  be at 
rest, Fermi m otion related to  nuclear binding energy is neglected. The Lorentz 
invariant kinem atical variables: the square of the four-m om entum  transfer, 
—Q 2, the energy transfer in the laboratory  fram e, v,  the invariant m ass squared 
of the hadronic final state, W 2, and the square of the centre-of-m om entum
6
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energy, s, are defined by
Ql = - ql = - ( k - k > f ,  (1.2)
P ' q  (1-3)y/P * P
W 2 = p ' 2 =  M 2 + 2 M v  -  Q 2, (1.4)
s = (k + p)2. (1.5)
The deep inelastic case m eans th a t Q 2 M 2. Two dimensionless Lorentz 
invariant variables, x  (Bjorken) and y (inelasticity) are defined by
2p ■ q 2M v
P ' Q  / ,
s = — f  ' 1
The Bjorken variable x  can be in terpreted  as the fraction of the nucleon m om en­
tu m  carried by a parton  in the fram e, where the nucleon has infinite m om en­
tum , and where— consequently— the parton  m ass and transverse m om entum  
are negligible.
To describe the kinem atics of the inclusive process of reaction 1.1, a trip let 
of independent variables is sufficient, for exam ple (Ev , x, y), (Ev , Q 2, v ) or (s, 
Q 2, W 2). In the deep inelastic case the mass of the m uon can be neglected, 
—> 0 and m ^ / Q 2 —> 0 , and the kinem atical invariants expressed in 
laboratory  fram e variables become
Q 2 ( =b )4 ^ ^ s i n 2(i?/2), (1.8)
(1.9)
s {l= } M 2 + 2ME„,  (1.10)
y (=  ) E - ~ E r  (1.11)
E,,
D ifferen tia l cro ss -sec tio n
To describe the deep inelastic charged current process the form ulation of Aivazis 
et al. [25,26], especially developed to  avoid the artificial distinction between 
“light” and “heavy” quarks, is followed. The differential cross-section, neglect­
7
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ing the m uon mass, can be expressed as
G2* ■ = (12)
where Gw =  (G f /- \ /2 )/(1  +  Q 2 / m w )  w ith m w  denoting the mass of the W- 
boson and Gf the Fermi coupling constant. In the kinem atic dom ain of deep 
inelastic neutrino reactions described in this thesis one can neglect the term  
Q 2/rriyy in the definition of G^y which results in replacing 2G^y by G 2F . The 
mass of the m uon neutrino, m v , is taken to  be zero. v and W 1'¡j are di- 
mensionless Lorentz tensors describing in term s of the m ost general Lorentz 
covariant form  the lepton and hadron currents respectively, and d r  represents 
the phase space acceptance for the outgoing m uon. The factor AttQ2 comes 
from  the norm alisation of L  and W  and the factor 2A (s, m 2^ , M 2) represents 
the incident flux, w ith the triangle function
A (a, b, c) =  \ J  a2 +  b2 +  c2 — 2 (ab +  be +  ca). (1-13)
The tensors w ith im plicit sum m ation over repeated indices can be w ritten  as
^  +  2 k ' ^ K  -  f vQ 2 -  2 i e V Skpk's^  , (1.14)
¡y f.CX.Qu ,y. r. v
W v =  -  c f  Wi  + P- ^ W 2 -  i ----- M W 3 + —— W 4
^ y  ^ 1 ^  M 2 2 2M 2 M 2
+  ^  +  1vP,w ■ f t » - < ? P » W  (L15)
2 M 2 5 2 M 2 ®’ 1 '
where g^v is the m etric tensor, the to ta lly  antisym m etric Levi-Civita
tensor, and the Wi  the Lorentz covariant hadron structure  functions, which 
are functions of two Lorentz invariant kinem atical variables, usually v  and 
Q 2. Still neglecting term s proportional to  the m uon m ass one can w rite the 
differential inclusive CC cross-section in the laboratory  fram e variables as
dE^dcosO  7tM
9 /T'2 (^2
1 2Wi  sin2(6»/2) +  W 2 cos2(6»/2)
± ^ j ^ W 3 s m 2 ( û / 2 )
(1.16)
d2
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where the + ( —) sign in front of the parity  violating function W 3 refers to  the 
case of neutrino(anti-neutrino) scattering. The hadron structure  functions W 4 , 
W 5 , We do not appear in E quation 1.16 because they are m ultiplied by lepton 
vertex factors of order of the lepton masses.
It is custom ary to  rewrite the nucleon hadron structure  functions in term s 
of the scaling structure  functions F(
= W 1 ( v , Q 2), (1.17)
- - ^ W 2 ( v , Q 2), (1.18)
-- j j W 3 ( v , Q 2), (1.19)
where the F{(x, Q 2) for any given x  in the lim it Q 2 —> 00, the Bjorken scaling 
lim it, depend only on x.  This scaling property of the structure  functions was 
predicted by Bjorken [22] and observed in the SLAC d a ta  [7,8]. On a closer and 
m ore accurate look the F{(x, Q 2) depend logarithm ically on Q 2. The differential 
cross section in term s of the scaling structure  functions F( can be w ritten  as
2 M E uG 2w
dxdy
y 2 x F 1 +  ( 1 - y -  Y p - )  F 2
J (1.20)
± 2/(1 -  y / 2 ) xF 3
where the + ( —) sign for F3 refers to  the case of neutrino(anti-neutrino) scat­
tering. To leading-order in the electroweak coupling, Equations 1.16 and 1.20 
are com pletely general, assum ing only Lorentz invariance and neglecting lepton 
masses.
d 2
QCD allows to  relate the m easurable scaling structure  functions F( to 
the quark-gluon degrees of freedom of the nucleon, in term s of param etrised 
quark «-distribution  functions as a function of Q 2. The shape of the quark 
«-distribution functions depends on the quark flavour considered. The to ta l 
valence quark «-distribution for an isoscalar target has the shape as shown in 
Figure 1.2 for two different values of Q 2. For higher Q 2 the centre of gravity of 
the d istribu tion  shifts to  lower values of x.  The sea quarks dom inate at smaller 
values of x  as shown in Figure 1.3. In these plots two standard  param etrisa- 
tions of the quark d istribu tion  function are shown, those from  CTEQ  3L [27] 
and GRV 94 LO [28],
9
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w  .
a 5
x
Q2 = 4 GeV2 / c2 0.4 Q2 = 20 GeV2 / c2
- \  ------ CTEQ 3L - 0.3 -  1 \  ------ CTEQ 3L -
1 \  .........GRV 94 LO - 0.2
0.1
0
j  \  .........GRV 94 LO -
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x x
F ig u re  1.2: The to ta l valence quark d istribu tion  xqva\ ( x , Q 2) for an 
isoscalar target at Q 2 =  4 GeV2/ c 2 (left) and Q 2 =  20 GeV2/ c 2 (right). 
The different curves represent param etrised  fits from  C TEQ  3L [27] and 
GRV 94 LO [28] as indicated.
....................................... ^  2 
ICT1x
Q2 = 4 GeV2 / c2
1.5
Q2 = 20 GeV2 / c2 ■
------ CTEQ 3L ------ CTEQ 3L
|  .........GRV 94 LO \  .........GRV 94 LO
0.5 - V
..........
0
............
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
x x
F ig u re  1.3: Sim ilar to  Figure 1.2 for the to ta l anti-quark  d istribution  
function x q ( x , Q 2).
2
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1.2 Charm production
Going now from  inclusive scattering to  the semi-inclusive case of charm  pro­
duction, the symbol X in reaction 1.1 is from  now on supposed to  describe 
any hadronic sta te  which includes a charm ed hadron. C harm  production in 
neutrino charged current reactions can conveniently be described in the he- 
licity form alism , which incorporates bo th  target mass and heavy quark mass 
effects. We note th a t the target nucleon mass is com parable to  the charm  quark 
mass, and non-negligible com pared to  the typical scale Q of the process in the 
kinem atic dom ain of current interest. Following the form ulation and notation  
of [25,26], the differential CC cross section is expressed as
_  r 2 yQ2
d x d y  w  27r
F j_ +  F -  •> 9 
----- ------ (1 +  cosh ip) + Fo sinh ip
=F(Í1|_ — F - )  cosh ip
(1.21)
where the — (+) sign in front of the (F+ — F_)  cosh ip term  refers to  the case of 
neutrino(anti-neutrino) scattering and where ip, the hyperbolic ro ta tion  angle, 
is defined by
A { - Q  ,p ,p )
representing a Lorentz boost between the standard  lepton configuration, where 
the lepton m om enta are collinear, and the standard  hadron configuration, 
where the hadron m om enta are collinear. The helicity structure  functions 
F - ,  Fo, F+ for left-handed (—), longitudinal (0), and right-handed (+ ) vec­
tor bosons are defined as
F -  = Fi + Í ^ / í  + 9 1 f 3, (1.23)
2 V * ' v 2 Q!\ fi
v 2 j  V 2 x
F+ = F 1 -  yi + ^ F s .  (1.25)
The first term  on the right hand side in E quation 1.21 involves the transverse 
scaling structure  function Ft  =  (F+ +  F - ) / 2, the second term  the longitudi­
nal scaling structure  function Fl  =  Fo, whereas the th ird  term  is the parity-
d 2
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violating term  w ith F+ — F -  proportional to  F3 . We note th a t in the zero target 
m ass lim it M 2/ Q 2 —y 0, equivalent to  Q 2 j v 2 =  4 x 2M 2/ Q 2 —>■ 0, the following 
approxim ations can be made: F± =  F i ^ f F s / 2  and Fo =  — F\ -\- F 2 I{2x).  W hen 
longitudinal exchange can be neglected, Fo —>■ 0 , the last equation results 
in the Callan-Gross relation F 2 =  2xF\  [29].
The helicity structure  functions can be expressed in term s of CKM m a­
trix  elements, a kinem atical factor, and the quark «-distribution functions of 
the nucleon. To leading-order (LO) QCD, the helicity structure  functions for 
neutrino scattering producing a charm  quark then are
Fi =  |K a |2■LO _  I T /  |2  (Q 2 +  m l  +  m l)  ~F A { - Q 2, m 2a, m 2c) ^a 
A ( - Q 2, m 2a, m 2) Qn (x ),
Fr ' L O = |uca|2( m 2 — m?g)2 ¡ Q 2 +  ( m 2 +  m 2) 
A (—Q2, m 2, m 2) Qn {x ),
(1.26)
(1.27)
where a sum  over contributing  parton  flavours a (s and d quarks) is implied. 
The quan tity  Vca is the CKM m atrix  element, m a the initial quark mass, m c 
the charm  quark mass. The a quark d istribu tion  q%{x) in the nucleon is a 
function of the modified scaling variable x , accounting for target m ass and 
quark m ass effects, according to
X = V~
('Q 2 ~ m l  +  m l )  +  A ( - Q 2, m l ,  m 2c )
2 Q 2
(1.28)
w ith T] defined by
1 _  1 
T] 2x
1 M 2 
Âx2 +  Q2"'
(1.29)
This inverted form  is chosen to  show th a t rj reduces to  x  in the zero target 
mass lim it M 2/ Q 2 —} 0.
For neutrino induced charm -production, the in itial quarks (d and s) can be 
trea ted  as massless, m 2a/ Q 2 —>■ 0, and one obtains for the LO cross section in 
our kinem atic dom ain
j2  i'L O  f ) 2
_ _  =  2 G p —^ — (I Vcd\2dN (X) + |Ucs|2Siv(x))
1 +  cosh ip m l  sinh ip
2 Q 2 2
(1.30)
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w ith x  =  77(1 +  m 2/ Q 2).
In E quation 1.30, the quark d istribu tion  functions evolve in Q 2 according
to the Dokshitzer G ribov-Lipatov A ltarelli-Parisi (DGLAP) equations [17-21]. 
Moreover, in the zero target m ass lim it, the expression for the cross-section in 
E quation 1.30 stays unchanged; only the definitions of x  and ip simplify. In 
particu lar
where £ is called the “slow-rescaling” variable [30].
Figure 1.4 com pares the variable x  w ith £. The initial strange quark mass
is about a 1% correction. The target m ass correction grows tow ard high x,
regions (x < 0.5). Therefore, taking the target and initial sta te  quark masses 
into account for the slow-rescaling variable provides a ra ther sm all correction
Several corrections have to  be taken into account when applying Equa­
tion 1.30.
1) R adiative effects.
E lectrom agnetic radiative effects sm ear the final sta te  kinem atics. If the outgo­
ing m uon em its a photon, the observed m uon energy is correspondingly lowered 
and the derived hadron energy raised. A correction for such radiative effects is 
calculated for the inclusive charged current cross-section using the prescription 
of B ardin [31], and is assum ed to  be the same for the (semi-inclusive) dim uon 
cross-section in the selected kinem atical dom ain. Due to  the radiative correc­
tions events from  low y m igrate to  high y, or, for fixed values of Q 2 and E V) 
from  high x  to  low x. There is alm ost no dependence on the neutrino energy 
and a sm all dependence on y, bu t the correction ranges from  about + 10% at 
low x  to  about -20% at high x  for our energies.
2) Nuclear effects.
Most m easurem ents on neutrino induced charm  production are m ade using 
target nuclei w ith m edium  or large atom ic num ber A.  One m ust correct for the 
neutron (d-quarks) excess present in non-isoscalar targets. In addition, there 
are possibly more subtle nuclear effects, like the EMC effect [32], fluctuations
(1.31)
(1.32)
correction to  x  is only im portan t a t low values of Q 2. At Q 2 =  1 G eV /c2 it
whereas the dim uon d a ta  studied in this thesis are concentrated in the low x
(less th an  5% for Q 2 >  5 G eV /c2) to  the dom inant m c dependence of £.
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x
a) in itial quark m ass correction
x
b) target mass correction
F ig u re  1.4: Relative effect of mass corrections for charm  production 
to  the ratio  \ / C  as a function of x  for m c =  1.79 G eV /c2 in case of a) 
initial quark mass correction, and b) target m ass correction at different 
Q 2-values.
of the v irtual in term ediate boson to  mesons [33], gluon recom bination [34,35] 
and Fermi m otion of nucleons inside the nucleus [36,37]. Such effects have been 
observed and in terpreted  in term s of m easured and calculated charged lepton 
structure  function ratios for nucleus A  and deuterium , F p / F p ,  where the Q 2 
dependence is found to  be insignificant. To correct for the neutron excess is 
straightforw ard, bu t to  im plem ent other nuclear effects would be ambiguous. 
However, one can estim ate the level of system atic uncertainties due to  nuclear 
effects in a calculated result by m odifying in a phenomenological way the parton  
distributions used as input, in accordance w ith the nuclear structure  function 
ratios.
For completeness, E quation 1.26, 1.27 and 1.30 also apply to  the an ti­
neutrino case by replacing v —> v, F± —> F q ^  —> q^ ,  djy d,N and 
SjV —>■ sat. Since Fo 7^  0 in neutrino and anti-neutrino scattering, the Callan- 
Gross relation F 2 =  2xF\  [29] is not valid in LO QCD. B ut neglecting mass 
corrections the Callan-Gross relation holds in term s of the modified scaling 
variable x , thus F 2 =  2% i’i.
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P a r to n  d is tr ib u tio n s
Before we can interpret our experim ental d a ta  in term s of the above described 
form alism — in particu lar E quation 1.30— several additional assum ptions and 
sim plifications have to  be m ade, in accordance w ith earlier experim ents on 
charm  production [38-42]. They are as follows:
1) Strong isospin sym m etry, which implies:
a) the up quark d istribu tion  in protons is taken the same as the down quark 
d istribu tion  in neutrons and vice versa, thus
up(x, Q 2) =  dD(x, Q 2), and dp(x, Q 2) =  uD(x, Q 2), 
where p and n refer to  proton and neutron, and
b) the strange sea in protons and neutrons is the same, thus
sp ( x , Q 2 ) = s n ( x , Q 2).
From now on all parton  distributions are expressed in term s of those of the 
proton, and the index p is om itted.
2) The non-strange (up and down) quark and antiquark  com ponents of the 
sea are assum ed to  be sym m etric, so th a t u ( x , Q 2) =  Msea(*,<52), d ( x , Q 2) =  
dSea(%, Q 2), in this term inology the usea contains only u and no u quarks. Fur­
therm ore an isospin sym m etric sea is assum ed resulting in u(x,  Q 2) =  d(x, Q 2).
The to ta l valence (in fact the d) quark distribu tion  function for an arb itrary  
nucleus w ith A  and Z  as atom ic and charge num ber can then be w ritten  as
A  — Z  Z
%Qval('E > Q ) — ^  ^^val ( x : Q ) ~^xdYa\[x, Q ). (1.33)
The anti-quark  d istribu tion  functions are combined to  the to ta l anti-quark 
d istribu tion  function as follows
xq(x,  Q 2) =  xu(x ,  Q 2) +  xd(x,  Q 2) +  xs(x ,  Q 2). (1-34)
The distribu tion  functions for the to ta l valence quark, E quation 1.33, and the 
to ta l anti-quark  distributions, E quation 1.34, cannot be derived in our case 
from  a determ ination  of F 2 and x F 3. We follow CHARM  II [39,40], and use 
two standard  param etrisations from  all known deep-inelastic scattering d a ta  
CTEQ  3L [27] and GRV 94 LO [28]. They are shown in Figures 1.2 and 1.3 for 
an isoscalar target and taken from  the CERN PD FLIB library [43].
S tra n g en ess  p a r a m e tr isa tio n
Using the assum ptions m entioned above, bu t still allowing sufficient freedom for 
an independent m easurem ent of the strange sea quark (in short: strangeness)
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distribu tion  function, the following m ethod is used. The to ta l valence quark 
and the to ta l anti-quark  d istribu tion  functions (from C TEQ  3L and GRV 94 
LO) are kept fixed, while the param etrisations of the u, d, and s d istribu­
tion functions are redefined using two additional param eters k and a.  The 
strangeness content of the nucleon is usually expressed through
fg [xs(x ,  Ql)  +  x s ( x , <32)] d x  
fg [x u (x , Ql)  +  xd( x ,  Ql)] d x
(1.35)
where k =  1 would indicate a flavour SU(3) sym m etric sea, and where Q o is a 
reference scale (in our case taken at 20 GeV2/c 2). The dependence of k on this 
reference scale is sm all as discussed in Section 1.6. The shape of the strangeness 
d istribu tion  is defined relative to  th a t of the non-strange sea by the param eter 
a.  The strangeness d istribu tion  is param eterised as
i(x, Q 2) = xs (x,  Q 2) = A s {I -  x)'
, x u ( x , Q 2) + xd(x,  Q 2)
(1.36)
where a  =  0 implies th a t the strange sea and the non-strange sea have the 
same x dependence. At the same tim e the non-strange sea is param eterised as
x u ( x ,  Q 2) + x d ( x ,  Q 2) vq(x, Q 2
2 +  A s (1 —  x ) c
(1.37)
For given values of k and a,  the norm alisation constant A s can be solved 
num erically using the following equation
üq(x, Q 2
2 +  A s (1 — x)'
- dx
(1 — x ) ax q ( x , Q 2) 
2 + A s ( l -  x ) a
d x
(1.38)
We note th a t A s becomes identical to  k if a  =  0.
A ,  = K
1.3 Fragm entation o f charm quarks
The Vfi CC in teraction can produce a single charm  quark in the final state. 
However, the bare charm  quark— which has colour— is not observed; it forms a 
hadronic colour-neutral bound state. All of the nonperturbative processes th a t 
act to  “dress” the charm  quark so th a t it emerges as a hadron are known as
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fragm entation  or hadronisation processes. A lthough these processes cannot be 
described rigorously, their basic features can be described well by QCD inspired 
models.
Consider an in itial quark Q w ith m om entum  p q . The probability  th a t 
a hadron H  w ith a m om entum  zpQ in the interval ( z , z  +  dz) is form ed by 
the fragm entation of th a t quark is defined by D j j /q  (z)dz,  where D ^ / q  is the 
fragm entation  function. W hen the energy of the initial quark is high with 
respect to  the masses and transverse m om enta which partic ipate  in the reaction, 
the fragm entation  only depends on z, the fragm entation  variable, where
z = P h / p T X, (1-39)
the hadrons m axim um  m om entum  is defined as p™ax = y /W 2 / 4 - m 2H . The 
fragm entation  variable can also be defined differently. Com m only used are 
the longitudinal m om entum  fraction relative to  the W -boson direction: z =  
P h l / p q l ', the m om entum  fraction of the hadron w ith respect to  th a t of the 
initial quark: z =  Ph/pq' ,  in term s of the energy, z =  E h  /  E q ,  or a com bination 
of both , z =  (Ef f  +  P h ) / ( E q  +Pq)-  These definitions are all equivalent at high 
energies, where m 2 H/ E 2H —> 0 and m g /i? g  —> 0 .
In LO QCD the neutrino cross section for the production of a charm ed 
hadron H  factorises in the following way
d 3a v L O  d 2(Tv L O
[ i H X )  =  ->  i k X ) D h / M -  ^  ^
This cross-section does not factorise in next-to-leading-order (NLO) QCD; then 
it contains a convolution as described in [44].
The analytical form  of D j j /q ( z )  depends on the m ass m q  of the quark. For 
the light quarks (u, d and s), the Lund sym m etric fragm entation  function [45] 
is used
D h / q ( z )  = f z ~ 1{ 1 -  z ) a e x p ( - b m 2/z ) ,  (1.41)
where ƒ is a norm alisation factor, m t =  \J m 2H +  p 2 is the hadrons transverse 
m ass and pt its transverse m om entum , and where a and b are param eters of 
order 0.3 and 0.58 G eV - 2 , respectively.
For heavy quarks, Peterson et al. [46] use the fact th a t fragm entation of a 
fast moving heavy quark Q into a hadron H  =  (Qq) w ith a light quark q is
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dom inated  by the inverse square of the energy difference. Taking longitudinal 
phase space into account, one gets the fragm entation function
DH iQ (z ,eP ) = f ? z - 1 (  , (1.42)
where ƒ^  is the Peterson norm alisation factor for hadron H,  and ep a free pa­
ram eter of order m^/rriQ.  This function peaks closer to  z = 1 as ep decreases— 
and rriQ  increases— as can be seen in Figure 1.5.
z
F ig u re  1.5: The Peterson et al. 
fragm entation  function [46] for 
charm  quarks as a function of z, 
shown for two different values of ep, 
ep =  0.072 and ep =  0.20, central 
values obtained by CHARM  II [39, 
40] and C C FR  [41], respectively.
Collins and Spiller point out [47] th a t the Peterson et al. fragm entation 
function does not have the correct relation between the heavy quark fragm enta­
tion function and the heavy meson structure  function. They proposed another 
param etrisation  for the heavy quark fragm entation  to  solve this problem
^ W ^ c s )  = ( ^  +  e CS)  (1 +  z 2)
V /  \  /  (1 4 3 )
where f ^ s  is the Collins-Spiller norm alisation factor, and ecs  a free param eter 
of order {pD/rrtQ, w ith (p =  (0.45 G eV /c)2, pt being the h ad ron ’s transverse 
m om entum .
The norm alisation factors ƒ^  and f ^ s  are fixed by sum m ing over all pos­
sible hadrons H  containing Q,
E  f  D H/Q(z)dz = l.  (1.44)
H  J °
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The transverse m om entum  of the charm ed hadron w ith respect to  the W-
distribu tion  is used w ith a param eter ¡3 which is specific for the form ed hadron
form ed charm ed hadrons, because their masses are sim ilar.
The argum ent of Collins and Spiller is not followed in previous LO QCD 
analyses, and for reasons of com parison we therefore stick to  the Petersons form 
as well.
lider experim ents [48,49] directly m easuring the z fragm entation  spectrum . In 
these experim ents the fragm entation  param eter is defined by z = p n / p ’^ ax 
where p ^ ax =  /^ Efjeam — niff .  In order to  rely on fragm entation  models stud­
ied at e+ e_ colliders, the variable z in neutrino charm ed hadron production is 
evaluated in the W -nucleon centre-of-mass frame.
Experim entally, the fragm entation variable z can not be determ ined on 
an event-by-event basis, because the four vector of the charm  quark and— in 
our case— of the charm ed hadron can not be m easured directly. However, the 
charm ed hadron decays into a m uon, and instead of the “theoretical” frag­
m entation  variable z an experim ental fragm entation variable is introduced and 
defined by
w ith £had and as the energies of the hadronic final sta te  and m uon from 
charm  decay, respectively. The variable zi plays a role sim ilar to  z in describing 
the m ain energy dependence of the fragm entation process. Relations between 
zi and z can be studied in MC sim ulations.
To describe the fragm entation of charm  quarks in term s of the fragm enta­
tion function we m ust know the fractions of various types of charm ed hadrons 
produced. The Ferm ilab E531 collaboration [50] determ ined the production 
fractions for the different types of charm ed particles in a w ide-band neutrino 
beam  using nuclear emulsion as target and detector. The D + and D+ events 
th a t could not be determ ined w ithout am biguity, were counted as D + events. 
To correct for this bias, a reanalysis was done [51] which uses the various life­
tim es of the charm ed particles. The fractions found for neutrino energies larger
direction is on average small, (p 2) =  (0.45 G eV /c)2. Generally the following
(1.45)
In our case the param eter ¡3 =  1.70 (G eV /c) 2 is taken to  be the same for all
The gross features of charm  fragm entation  have been studied in e+ e col-
(1.46)
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th an  30 GeV are: (58 ± 6)% D°, (26 ± 6)% D+, (7 ± 5 )%  D+ and (7 ± 4 )%  A+. 
These results are com patible w ith the fractions obtained by CLEO [48], where 
charm ed particles are produced in e+ e_ annihilation at a centre-of-mass energy 
of 10.55 GeV. The D+ and A+ fractions increase to  13% and 17%, and the D° 
and D + fractions decrease to  53% and 16%, respectively, for neutrino energies 
larger th an  5 GeV. In our description according to  Peterson et al. we use the 
reanalysed E531 production fractions.
1.4 Charm ed hadron decay
The probability  to  obtain  a m uon from  a charm  quark c depends on a) the 
fragm entation  of the quark to  any charm ed hadron and b) the subsequent 
decay of any such hadron into a m uon. In Table 1.1 the properties of charm ed 
particles as given by the 1998 Particle D ata  G roup (PDG) [52] are shown. The 
m uon branching ratios are not well known. By assum ing lepton universality one 
can calculate from  the electron branching ratios the m uon ratios by taking into 
account their mass difference. The average m uon branching ra tio  of charm ed 
hadrons B c can be w ritten  as
V H
=  (1-47)
H
where P h  =  Jq D f f ( z )d z  is the probability  to  obtain  a charm ed hadron H  from 
a c quark ( H =  D ° , D + , D+ and A +) and where T^ / T H is the inclusive muonic 
branching ra tio  for the charm ed hadron H . Using direct m easurem ents alone 
and the reanalysed E531 d a ta  yields [51] B c =  (9.19 ±  0 .8 5 c f  ±  0.41 b r ) % ,  
where the first error is the contribution due to  the charm ed hadron species
T able 1.1: The values for mass, lifetime and the inclusive m uon as well as 
electron branching ratio  for the charm ed particles from  the 1998 PD G  [52].
hadron m ass (G eV /c2) lifetime (10 12 s) -► //X (%) ^  eX (%)
D° 1.8645±0.0005 0.415±0.004 6.6±0.8 6.75±0.29
D+ 1.8693±0.0005 1.057±0.015 >14 17.2±1.9
D + 1.9685±0.0006 0.467±0.017 >5.8 8t®
A c+ 2.2849±0.0006 0.206±0.012 >2.0 4.5±1.7
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fractions and the second error is due to  the charm ed semi-muonic branching 
ratios.
Finally, the neutrino cross-section for the production of opposite-sign dim u­
ons via charm  production in LO QCD is given by
L O  O'1'
à x à y à z  'U_ 'U + X ) =  d ^ d y  ( ^ , 3 : , ÿ , i n e, K , a ) f l g / c( z , £ ) f l c ,
where the dependence on the param eters m c, k , a,  e, B c and kinem atical 
variables E v , x, y, z is given explicitly. The param eters can be determ ined by 
com paring d a ta  as a function of the kinem atical variables w ith a model using 
the above given cross-section (Section 1.7.1).
1.5 Background processes
There are processes which have opposite sign dim uons in the final state, but 
have not been produced by neutrino charged current single charm  production as 
described above. Due to  sm all cross-sections or im posed kinem atical cuts m ost 
of the background sources are found to  be negligible. We can thus ignore the 
contribution  of in term ediate resonances or the production of neutral strange 
particles in the final state, pair production of charm  particles, diffractive pro­
duction of strange charm ed mesons and coherent m uon pair production.
A possible source of uncertain ty  arises from  the contam ination  of a beam  
w ith Vfj and vice versa. To divide dim uon events into those from  incident 
Vfi or Vfj usually a separation procedure is used in which it is assum ed th a t 
the prim ary— so called “leading”— m uon has larger transverse m om entum  with 
respect to  the direction of the hadron shower th an  the secondary m uon, from 
the charm ed hadron decay. In the w ide-band beam  used for CDHS and 
CHARM  II [38-40] the contam ination of v  ^  is sufficiently low to be neglected. 
However in the v  ^  w ide-band beam s this is not the case and the separation 
procedure is used. This results in a contam ination of events in the v  ^  
sam ple of about 6% for bo th  experim ents. In the C C FR  analyses [41,42] a 
w ide-band beam  was used where the contam ination  of V¡j was taken into 
account. Using the separation procedure a 1.1% (32%) contam ination  in the
(P n) sam ple was found to  be present. In our experim ent the contam ination 
of anti-neutrinos is sufficiently low, 1.6%, to  be neglected.
The m ain background to  opposite-sign dim uon events from  charm  produc­
tion is due to  muonic decay of pions and kaons produced either directly at the
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CC vertex or during hadronic shower developm ent. This background ranges 
from  6 to  19% for antineutrino  events and from  13 to  24% for neutrino events, 
as can be seen in Table 1.2, where a sum m ary is given of d a ta  samples from 
various experim ents. For our analysis this fraction is found to  be 22%, see 
Section 3.9.
1.6 Current status
A num ber of experim ental groups have studied neutrino charm ed particle pro­
duction [38-42,53-59]. The currently m ost relevant results are obtained by 
the CDHS [38], CHARM  II [39,40], and C C FR  collaboration [41]; all three 
perform ed a leading-order QCD analysis. C C FR  also did an incom plete next- 
to-leading-order (NLO) analysis [42]. Table 1.2 gives the sizes of the samples 
used in the dim uon analyses of these experim ents as well as backgrounds. In the 
CCFR(LO ) analysis the dim uon cross-section was corrected for Callan-Gross 
violation, which was not done by CDHS or CHARM  II.
The CDHS experim ent used CERN narrow -band (anti-)neutrino beam  to 
m easure the to ta l (anti-)neutrino cross section and perform ed precision elec- 
troweak and structure-function m easurem ents w ith wideband beam s during the 
early 1980s. N eutrino events from  bo th  narrow -band and w ideband neutrino 
beam s are used for their dim uon analysis. The experim ent used a detector 
consisting of toroidally m agnetised iron plates sandwiched between planes of 
scintillator and drift cham bers. The m om entum  and charge-sign of the muons 
were determ ined by the bend in the m agnetic field, w ith an average resolution 
of 9%. The hadronic energy resolution of the calorim eter varied, depending on 
the segm entation of the iron, from  (Thad/-E'had ~  0.58/V-Ehad to  0.70/V-Ehad-
The dim uon results from  the C C FR  experim ent includes d a ta  taken in 1985 
and 1987 and runs at Ferm ilab. The wideband neutrino beam  had no sign selec­
tion, resulting in a large contam ination (13%) of in the beam . The detec­
tor is constructed as a target calorim eter followed by a toroid m uon spectrom ­
eter. The calorim eter consists of iron plates interspersed w ith scintillators and 
drift cham bers, w ith a hadronic energy resolution (Thad/-E'had =  0.89/V-E'had- 
The toroid spectrom eter has five sets of driftcham bers for m uon tracking as 
well as hodoscopes for triggering; its m om entum  resolution is A p / p  = 11%.
The CHARM  II experim ent collected d a ta  during the period 1987-1991, 
using the same wideband neutrino beam  as the CDHS experim ent. This exper­
im ent was optim ised for detection of electrons. The detec to r’s target was com­
posed of 48 m m  thick plates of glass and interspersed between the plates were
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T able 1.2: Sum m ary of d a ta  samples from  neutrino and 
anti-neutrino induced dim uon events for the experim ents 
discussed in the tex t. The to ta l num ber of events w ith­
out background subtraction  and the percentage of back­
ground events is given.
experim ent Vfi induced vfj, induced
events Bkgnd events Bkgnd
CDHS [38] 11041 13% 3684 6%
CCFR(LO ) [41] 5044 16% 1062 11%
CCFR(N LO ) [42] 5030 16% 1060 11%
CHARM  II [39,40] 4111 24% 871 19%
stream er tubes, providing digital and analog hit inform ation. Between every 
five sets of plates and stream er tubes were scintillation counters. The resolution 
for hadronic showers using the stream er tubes was (Thad/-E'had ~  0.52/i/£'had- 
The m uon spectrom eter consisted of m agnetised iron toroids instrum ented w ith 
scintillation counters and drift cham bers. The resolution was A p / p  =  13% at 
20 G eV /c.
In Table 1.3 the dim uon charm  results of the above experim ents are given. 
We note th a t the param eter ecsi  is not the original param eter of the Collins- 
Spiller fragm entation function of E quation 1.43, bu t a param eter of the slightly 
modified fragm entation function
D H / Q (Z , e c s , )  =  f S S’ +  \ — z c c s , )  (1 +  2 .
V J  V J  (1.49)
We note th a t the factor (1 +  z 2) has changed to  (1 +  z ) 2, which causes a slight 
change in the shape of the function. The larger changes are absorbed in the 
norm alisation factor f t f Sl ■ We also note th a t the errors on the CCFR(LO ) and 
CCFR(N LO ) values are correlated, because the same d a ta  set was used in both  
analyses.
The following rem arks can be m ade about the param eters:
•  The charm  quark m ass value m c from  the CCFR(N LO ) analysis differs 
at the 1.3 cr level from  the CCFR(LO ) result. The CHARM  II analysis— 
perform ed at LO—finds a value which is com patible w ith bo th  C C FR  
results.
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T able 1.3: Com parison of neutrino dim uon charm  results. S tatistical and 
system atic errors are added in quadrature  and sym m etrised using a 2 =  (cr2 +  
c + ) /2  except for ep and ecs/  of the C C FR  experim ent which are sta tistical 
only. For CHARM  II [39,40] and C C FR  [41,42], (z) is calculated from  the 
Peterson et al. fragm entation function [46] using the fitted value of ep. For 
CDHS [38], the range for ep is obtained from  the determ ination  of (z). All 
these derived num bers are given in parentheses.
CDHS CCFR(LO) 
0.245 ±  0.005
CCFR(NLO)
0.203
CHARM II
c quark production
m c (GeV/c2) 1.50 (fixed) 1.31 ±  0.24 1.70 ±  0.19 1.79 ±  0.38
K 0.48 ±  0.08“ 0.373 ±  0.048 0.477 ±  0.058 0.388 ±  0.095
a 0 (fixed) 2.50 ±  0.65 -0.02 ±  0.65 1.12 ±  1.29
c quark fragmentation
ep ([0.02.0.14]) 0.20 ±  0.04 0.20 ±  0.04 0.072 ±  0.017
iCS/ ([0.02,0.46]) b 0.81 ±  0.14 0.19 ±  0.07
{*) 0.68 ±  0.08 (0.56 ±  0.02) (0.569 ±  0.010) (0.66 ±  0.02)
charmed hadron decay
B c (%) 8.4 ±  1.5“ 10.5 ±  0.9 10.91 ±  0.85 9.05 ±  0.98
“Corrected for the PDG98 [52] values of Vcci and Vcs. 
6Not available.
•  The strange quark m agnitude following from  k  is found to  be smaller 
th an  unity, indicating th a t the sea is not SU(3) sym m etric. Also the 
CCFR(LO ) and CCFR(N LO ) results of k  are different a t the 1.4 a  level. 
In the CCFR(LO ) analysis no Q 2 dependence of k  is found.
•  The positive value of a  from  the CHARM  II and CCFR(LO ) analyses 
indicate a possible tendency th a t in LO QCD the strange sea is softer 
th an  the non-strange sea. The strangeness d istribu tion  resulting from 
the CCFR(N LO ) and CCFR(LO ) analyses can be seen in Figure 1.6. 
The fact th a t the NLO distribu tion  is about twice as large as the one 
at LO can be a ttrib u ted  to  the same behaviour for the to ta l quark sea 
d istribu tion  xq(x) ,  as shown in Figure 1.7, and thus is not special for 
strangeness.
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î
^  x ^  x
F ig u re  1.6: The strangeness dis- F ig u re  1.7: Same as Figure 1.6 for
tribu tion  x s ( x , Q 2 =  4.0 GeV2/ c 2) the quark sea d istribu tion  x q («, Q 2 =
determ ined by the C C FR  collabora- 4.0 GeV2/c 2)
t.ion [42] at NLO and LO QCD. The
dashed curves around the NLO curve
indicate the ± 1<7 uncertain ty  in the
distribution.
•  The notable discrepancy between m ean values of the charm  quark frag­
m entation  m om entum  (r), determ ined by CHARM  II and C C FR(LO ), 
can be in terpreted  as due to  an energy dependence of this param eter. The 
m ean visible neutrino energies of the CHARM  II and CCFR(LO ) dim uon 
samples are about. 115 and 200 GeV, and the m ean visible energies for 
anti-neutrinos are about. 70 and 155 GeV, respectively.
•  The values of B c from  all experim ents are consistent., providing a good 
overall check of the physics models. The values agree w ith an indirect, 
determ ination B c =  (9.19 ±  0.94)% as described in Section 1.4.
Figure 1.8 shows the ratio  R vis of CC charm  dim uon to  single m uon cross­
section for Vfi and v  ^ , as a function of the neutrino energy. W ith  these curves 
and the num ber of expected CC events in an experiment., one can estim ate 
the num ber of charm  dim uon events. These figures are based on the param e­
ters from  the CDHS, CCFR(LO ) and CHARM  II analyses for the kinema.t.ica.l 
dom ain covered by the CHARM  II analysis. The discrepancies between the 
curves are of the same order as the errors on the individual curves.
By assum ing the CKM m atrix  elements Vcd and Vcs to  be known one can 
determ ine the values of m c, a,  k, B c and e. W hen the CKM m atrix  elements
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E (GeV)
E (GeV)
F ig u re  1.8: Opposite-sign dim uon to  single m uon cross-section ra tio  Rvis for 
Q 2 > 6 GeV2/c 2 and v  >  15 GeV, approxim ately covering the CHARM  II 
d a ta  sam ple for E v >  35 GeV, for neutrinos (top) and antineutrinos (bot­
tom ). The various curves correspond to  the cross-section ratios calculated 
w ith the param eters resulting from  the CHARM  II [39,40], CCFR(LO ) [41] 
and CDHS analyses [38]. P icture taken from  [40].
are left as free param eters one measures the values of m c, a,  |Vrcs|25 cK/(K-|-2), 
\Vcd\2 B c and e. The sensitivity to  \Vcd\ is increased by isolation of the valence 
quark contribution  to  charm  production. This can be done by either m easuring 
the charm  cross section at high x,  where the sea quark contributions are small,
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or by subtracting  the anti-neutrino cross section from  the neutrino cross section, 
as can be seen in E quation 1.30. Using an external value of B c one can extract 
the value of the CKM m atrix  element \Vcd\- The CCFR(LO ) analysis gives a 
value of 0.209 ±0 .012 , the CHARM  II analysis 0.209 ± 0 .017 , and CCFR(NLO) 
0.232±0.019. These values com pare well w ith the 1998 PD G  value [52], 0.221 ±  
0.002, which is determ ined from  m easurem ents of all individual m atrix  elements 
and the un itarity  constraint on the CKM m atrix  assum ing three generations. 
Using external values of bo th  B c and k  one can extract the value of the CKM 
m atrix  element \VCS\. The C C FR  collaboration [60] perform ed an independent 
m easurem ent of the strange sea content, by using charged current and v^  
induced events where the dim uon events are removed from  the sample. The 
strange sea content as determ ined by k  is found to  be k  =  0.453 ±  0.1061q 096; 
and does not show a significant x  dependence. Using this value of k,  an external 
value of B c and the value of \VCS\2 B ck / ( k  + 2) m easured by C C FR(N LO ), a 
value of \VCS\ =  1.05 ±  O .lO to 'iI is found, which is consistent w ith the 1998 
PD G  value [52] of 0.9745 ±  0.0005.
In the CCFR(N LO ) analysis no shape difference between the xs(x)  and 
xs(x)  distributions is found. In the same analysis no significant difference in 
the muonic decays of charm ed particles and anti-particles is established.
1.7 M onte Carlo generators
To confront experim ental d a ta  w ith the theory outlined in this chapter, it is 
necessary to  bring the theory in “experim ental form ” . This implies th a t a) 
essentially all instrum ental effects including selections and cuts have to  be ap­
plied to  the theoretical cross section, or b) the experim ental d a ta  have to  be 
“corrected” for the instrum ental effects. In bo th  cases one needs a full experi­
m ental M onte Carlo (MC) sim ulation [61] of the experim ent, including all rele­
vant physics and instrum ental aspects. Below we sum m arise the m ain aspects 
of the M CDIM UON generator specifically designed for dim uon charm  analy­
sis, and the CHORUS MC generator JE T T A  used for m ost of the CHORUS 
analysis. The neutrinos produced by the neutrino beam  generator GBEAM 
(Section 3.7) are used as input for bo th  event generators.
1.7 .1  M C D I M U O N
The dim uon event generator M CDIM UON— developed by Vincent Lem aitre 
[39,40] to  describe opposite sign dim uon events w ith the CHARM  II detector—
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produces a d a ta  set of opposite sign dim uons according to  the theoretical model 
given in this chapter, w ith the following input and assum ptions:
•  The nucleon is considered to  be a t rest in the laboratory  fram e and no 
Fermi m otion or nuclear binding energy is taken into account. No nuclear 
effects are included, except the neutron (d-quarks) excess present in our 
target.
•  The CTEQ  3L parton  d istribu tion  functions [27] of the to ta l valence quark 
d istribu tion  function xqva\ ( x , Q 2) (see E quation 1.33) and the to ta l an ti­
quark d istribu tion  function xq(x,  Q 2) (see E quation 1.34) are taken from 
the CERN PD FLIB library [43],
•  s(x,  Q 2) =  s(x,  Q 2).
•  The masses of the charm  quark and the nucleon are not neglected in 
the hard-scattering  cross-section. This cross-section is given by Equa­
tion 1.30, w ith the modified scaling variable according to  E quation 1.28. 
The initial quark masses are assum ed to  be ra^ =  0.01 G eV /c2 and m s =  
0.2 G eV /c2, for the d and the s quark, respectively. The masses used are 
a bit larger th an  the ones given by the 1998 PD G  [52] (m^ =  3 — 9 M eV /c2 
and m s =  60 — 170 M eV /c2). However, when looking at Figure 1.4 one 
can see th a t even when using these larger masses the effect of initial quark 
masses on the slow-rescaling variable (see E quation 1.31) is sm aller than  
0.5% for Q 2 >  5 GeV 2/ c 2, and negligible com pared to  the target mass 
effect.
• The fragm entation  of charm  quarks is described by the Peterson et  ol. 
fragm entation  function of E quation 1.42 being the same for all charm ed 
hadrons produced. Excited charm ed hadrons are not taken into consid­
eration. The transverse m om entum  distribu tion  of the charm ed hadron 
is described by E quation 1.45.
•  A correction for radiative effects is calculated for the inclusive charged 
current cross-section using the prescription of B ardin [31], and assumed 
to  be the same for the (semi-inclusive) dim uon cross-section.
•  The decay of charm ed hadrons only depends on the phase space. Aniso­
tropies due to  decay m atrix  elements are not taken into account.
The M CDIM UON cross section calculation uses values of various param e­
ters as shown in Table 1.4 for given values of the param eters m c, k , a,  ep and
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T able 1.4: The values of various param eters used for the production and 
decay probabilities of charm ed hadrons.
parameter fragmentation muonic decay 
branching 
ratios
muonic
decays
ß  (GeV/c) 2 1.70 c D° 0.60 B m  0.081 D —l 7TßV 0.07
I M 0.221 c -> ■  D± 0.26 B d ± 0.167 D K¡tv 0.60
1^1 0.975 c ^ D ± 0.07 b d ± 0.110 D K*fiv 0.33
c -> ■  D*° 0 . 0 0 B^, 0.045 D —>■ Ktthv 0 . 0 0
c -> ■  D+± 0 . 0 0 Ac —>■ p ¡ i v 0.02
c ^ d : 0 . 0 0 Ac —)■ Ajiv 0.38
c —)■ Ac 0.07 Ac —1 pKß v 0.31
Ac —1 A7T ß V 0.29
D stands for D ± , D°, D° and D ^.
K ”, D*° and D*± stand  for K*(892), D*(2010)° and D*(2010)± , respectively.
The decay into 77///' stands for all Cabibbo-suppressed modes.
Bc. The values of \Vcd\, \VCS\, the m uon branching ratios and specific muonic 
decays are derived from  the 1994 PD G  [62], which are consistent w ith the values 
from  the 1998 PD G  [52]. The weighted-average muonic-decay branching ratios 
are calculated using all sem ileptonic D ^ , D° and D° decay results. The pre­
scription of the 1994 PD G  was followed for this averaging, taking the mass dif­
ference between electron and m uon into account. The num bers in the fragm en­
ta tio n  colum n are based on [51], and the value of ¡3, describing the transverse 
m om entum  distribu tion  of the charm ed hadron (Equation 1.45), is determ ined 
by averaging the values used by E531 [58], CDHS [38] and C C FR  [41].
The selection of neutrino type and m om entum  at the creation vertex are 
given by GBEAM  (see Section 3.7), properly representing real d a ta  probabili­
ties [63]. The following steps are taken:
S tr u c tu r e  fu n c tio n  p a r a m e tr isa tio n
The to ta l valence quark and anti-quark  d istribu tion  functions (Equations 1.33 
and 1.34) are kept constant, while the param etrisations of the u, d, and s d istri­
bution  functions are redefined using the two additional param eters. These are 
k , related to  the strange quark content, E quation 1.35, and a,  the strangeness 
shape param eter, E quation 1.36.
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H ard  sc a tte r in g
For a given neutrino energy, E v , and the nucleon being at rest in the laboratory  
system , neglecting Fermi m otion, one calculates the kinem atics of the charged 
current reaction. The kinem atical variables are draw n at random  according to 
a uniform  phase space density; in particu lar x  and y are draw n from  a uniform  
distribu tion  in the interval [0 ,1] and the angle of the prim ary m uon in the plane 
perpendicular to  the neutrino direction is draw n from  a uniform  d istribu tion  in 
the [0,27r] interval. For each trip le t (Eu , x, y), two weights are associated w ith 
the event: the first one, P e c ,  is proportional to  the inclusive charged current 
cross-section and the second one, P'zp,, is proportional to  the cross-section for 
a dim uon final state. Explicitly
d 2a cc
p““ did?  (L50)
according to  E quation 1.21 and 
d 3a 2^
F '2|U ^  dx dy dz  ^E v ) X )  V) ’ K ’ a ) D H / c { z , ¿)BC, (1.51)
according to  E quation 1.48. The fragm entation  variable z is draw n from  a 
uniform  d istribu tion  in the [0 ,1] interval and it specifies the kinem atics of the 
charm ed hadron.
F ra g m en ta tio n  o f  th e  c quark
The fragm entation  is described in two steps. In the first step a charm ed hadron 
is selected according to  the probabilities in Table 1.4. Assuming th a t the frag­
m entation  function is the same for all charm ed hadrons, one determ ines from 
the fragm entation  variable z the m om entum  P^ of the charm ed hadron in the 
W -nucleon centre-of-mass system . The hadron m om entum  in the laboratory  
system  is given by
PD = 1 i3E*B + 1 P£,  (1.52)
where the Lorentz param eters are given by
7 = 7 f ? ’ (L53)
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and
i ß  =
\ / ( v  + M ) 2 -  W 2
V W 2 '
(1.54)
The charm ed hadron transverse m om entum  w ith respect to  direction of the W- 
boson is draw n from  the d istribu tion  of E quation 1.45. The azim uthal angle is 
draw n from  a uniform  d istribu tion  in the [0,27r] interval.
F ig u re  1.9: Relative influence of the undetected neutrino from  charm  decay 
on the variables -E^ad, x, E v and z; for M CDIM UON events.
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C h arm ed  h a d ro n  decay
Three or four body decay of charm ed hadrons is sim ulated taking into account 
the branching ratios B  given in Table 1.4. We note th a t only the relative 
factors of the branching ratios B  are im portan t because together w ith the 
fragm entation  probabilities it is norm alised to  the average m uon branching 
ratio  B c (see E quation 1.47).
The four-vectors of the decay products are determ ined in the centre-of-mass 
system  of the parent particle and calculated using phase-space only. The results 
for the neutrino and m uon are then transform ed to  the laboratory  system  by 
the appropriate Lorentz transform ation.
The energy and m om entum  of the hadronic shower is calculated by as­
sum ing energy and m om entum  conservation, and using the kinem atics of the 
nucleon, incident neutrino, prim ary m uon, secondary m uon and the neutrino 
from  charm ed hadron decay. This m ethod provides a reasonable estim ate for 
the four m om entum  of the hadronic shower although the fragm entation of the 
charm  quark and the nucleon rem nants are not sim ulated in detail.
W hen com paring dim uon MC w ith real d a ta  events, one m ust take into 
account th a t the neutrino from  charm  decay escapes detection. Therefore kine- 
m atical variables w ith the “vis” label, standing for “visible” , are introduced to 
indicate th a t the corresponding value of the kinem atical variable is only ap­
proxim ate. In Figure 1.9 one can see the relative influence of this effect on the 
kinem atical variables -E^ad, x, E v and 27. The distributions are m ade using the 
M CDIM UON event generator utilising our final results, as given in Table 4.6, 
and using the same selections as for the real d a ta  (Section 3.6). The relative 
influence on £had is presented because the neutrino from  charm  decay has a 
direct effect on the m easurem ent of the energy of the hadronic final state. The 
average energy of the neutrino from  charm  decay is about 9 GeV and its dis­
tribu tion  is peaked at low energies and falls off towards higher energies. On 
average about 17% of £had and 8% of E v are taken up by this neutrino. The 
relative effect on x  and 27 is about 5 and 19%, respectively.
1.7 .2  J E T T A
The event generator JE T T A  (based on Jetset [64,65], Lepto [66] and Tauola 
[67-69] w ith some m odifications specific for CHORUS [70]) generates neutri­
no-induced MC events, including opposite-sign dim uon events. The CERN 
neutrino beam  is sim ulated by GBEAM  and w ith these neutrinos as input 
JE T T A  produces the hard  scattering neutrino-nucleon in teraction including the
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T able 1.5: Muonic decay channels and relative branching ratios (BR) 
for the charm ed particles im plem ented in JE T T A . The decays to 
“//"’"anything” are used as a norm alisation.
channel BR channel BR
D+ —>//"’"anything 1.000
D+ —>/U+ ^ K ° 0.407
D+ ->■ H+Vp K*(892)° 0.378
D+ ->■ H+v^K°ir° 0.029
D+ ->■ H+v n K - i r + 0.029
D+ ->■ li+v ljK* (892)07t° 0.064
D+ ->■ Ai+^K *(892)-7r+ 0.064
D+ ->■ ¡J.+v^ir0 0.006
D+ ->■ 0.006
D+ ->■ /u+ ^i? '(958 ) 0.006
D+ ->■ H + W i 770)° 0.006
D+ ->■ /j,+VfiLj( 783) 0.006
D+ ->■ H+anything 0.465
D+ ->■ 0.116
D+ ->■ /u+ ^i? '(958 ) 0.116
D+ ->■ 0 + 1/ ^ ( 1020) 0.174
D+ ->■ H+Vp K + K - 0.029
D+ Ai+ ^ K ° K ° 0.029
D ->■ H+ anything 0.448
D° ->■ ¡i+Vf, K “ 0.198
D° ->■ H+Vp K *(892)- 0.157
D° ->■ fi+V^ K 7T~ 0.012
D° ->■ H+v^K- ty0 0.012
D° ->■ li+v ljK* (892)°7t_ 0.023
D° ->■ //+ ^ K * (8 9 2 )-7 t0 0.023
D° ->■ /i+v^Tr- 0.012
D° ->■ H+v^p{770)“ 0.012
A+ ->■ H+ anything 0.262
A+ ->■ H+Vp A0 0.105
A+ ->■ 0.029
A+ ->■ ¿*+^£*(1385)° 0.029
A+ ->■ 0.017
A+ ->■ H+v^ A(1232)° 0.012
A+ ->■ 0.035
A+ /j+iy^mr0 0.035
fragm entation  of the produced quarks, and the decay of short-lived particles 
(like r ,  , D°, D°, and A ^).
JE T T A  is developed to  sim ulate an inclusive CC d a ta  sam ple and to  deal 
correctly w ith interactions where the lepton m ass can not be neglected. The 
nucleons in the nucleus have Fermi m otion and the kinetic energy distribution  
of the nucleon is given by dri/dE^in \ J ¡n , w ith a m axim um  kinetic energy 
of 27 MeV. The param etrisations of the quark d istribu tion  functions are taken 
from  EHLQ [71,72], which give the proper to ta l neutrino cross-section. JE T T A  
describes neutrino interactions w ith W 2 >  2 GeV2/c 2, and in itial and final sta te  
radiations are not included.
The sem ileptonic branching ratios of the charm ed hadrons are explicitly 
given in Table 1.5. Not all branching ratios are known; a fair am ount of ex­
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trapo la tion  from  our knowledge of the inclusive sem ileptonic branching ratio  
and the exclusive branching ratios for low m ultiplicities is involved to  obtain  
the relevant num bers for the channels w ith higher m ultiplicity. A simple V  — A  
m atrix  elem ent— in the lim it th a t decay product masses m ay be neglected and 
th a t quark m om enta can be replaced by hadron m om enta— is used to  calculate 
the four-vectors of the decay products.
In order to  take care of heavy quark production and fragm entation  the 
following m odifications have been introduced:
1) The threshold in the charm  production cross-section due to  the charm  quark 
m ass of 1.35 G eV /c2, is taken into account by m ultiplying the CC cross-section 
for “light” quarks w ith (M  +  mc + mTem + uid)2¡W 2, where M, mc, m rem and 
rrid are the masses of the nucleon, charm  quark, target rem nant and the down 
quark, respectively. It has to  be noted th a t the quark d istribu tion  functions in 
the charm  cross-section are given as a function of x  and not x , as is the case 
in the LO QCD form alism  of E quation 1.30.
2) String fragm entation  [73] is used for the quark hadronisation. For charm  
quarks the Peterson et al. fragm entation is utilised w ith ep =  0.072, the value 
obtained by CHARM  II [39,40].
1.7 .3  D iscu ss io n
Both generators described above are used in our analysis. JE T T A  is utilised 
for the calculation of detector effects in C hapter 3 while M CDIM UON is used 
in a fitting procedure for the extraction of the physics inform ation from  the 
experim ental d a ta  in C hapter 4. To test the overall consistency between the 
two MC generators a com parison of distributions essential for our study are 
shown in Figure 1.10 for xvls, yvls, E ™ and z j ls. The same event selection as 
for real d a ta  is employed (Section 3.6) and all distributions are norm alised with 
a single fixed constant.
In general the distributions shown in Figure 1.10 are com patible, although 
the M CDIM UON *V1S d istribu tion  is more peaked at lower values th an  w ith 
JE T T A , for the yvls and E ™ distributions it is ju s t the other way around. The 
difference in the E1™ distributions and *vls are m ostly due to  the differences 
in input d istributions. A lthough the projected distributions are com parable, 
it is not excluded th a t in certain regions of the four-dim ensional phase-space 
the M CDIM UON and JE T T A  distributions differ significantly. A lthough in 
JE T T A  the threshold behaviour of the charm  quark production is not properly 
taken into account, the effects appear to  be negligible in the projected distribu-
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F ig u re  1.10: M CDIM UON (solid line) and JE T T A  (dashed line) d istributions
of ævls, yvls, E l ls and z j ls.
tions. We believe th a t, even though the distributions are not fully com patible, 
the use of two different MC chains— one for the evaluation of corrections, and 
the other one for the extraction  of the physics inform ation—is justified for our 
present work.
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C hapter 2
CHORUS apparatus
The CHORUS (CERN Hybrid O scillation Research a p p a ra tu s )  detector has 
been prim arily  designed to  search for neutrino oscillations in the —> vT ap­
pearance channel w ith the CERN Super P ro ton  Synchrotron (SPS) W ide Band 
N eutrino Beam  (W BB). The experim ental setup consists of a large emulsion 
target, scintillating fibre tracker planes w ith opto-electronic readout, a set of 
trigger hodoscope planes, an aircore m agnet, a calorim eter based on a lead- 
scintillating-fibre technique and a m uon spectrom eter.
A trigger system  selects neutrino interactions in the emulsion target region 
and in other parts of the detector. In this chapter the CHORUS detector 
is described w ith special em phasis on the neutrino beam , the calorim eter, the 
m uon spectrom eter and the trigger, which are im portan t for the study of charm  
production in deep inelastic neutrino scattering presented in this thesis. A 
description of the d a ta  acquisition and the online m onitoring system  complete 
the chapter.
2.1 C onceptual design
The signature for —> vT oscillation in the CHORUS experim ent is the explicit 
detection of the vertex in the charged current (CC) in teraction ^r N —> r “ X, in 
com bination w ith the subsequent decay topologies of the short-lived t ~  (mean 
life r  =  291 fs). An event is shown schem atically in Figure 2.1. The m ain 
t ~  decay channels relevant for the search are the one-prong decays (the “kink” 
events): t ~  —> and r _ —> (hadron~){mT°)vT, where (hadron~ ) can be
a 7r~ or K~  often accom panied by zero or more neutral pions indicated by (n7r°).
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F ig u r e  2.1: Schematics of a vT charged current in teraction in the emulsion 
target, followed by the subsequent decay of the t ~  . The interface emul­
sion sheets— im portan t elements in the tracking— are labelled CS and SS, 
respectively.
Also the three-prong decay (the “s ta r” events): t ~  —> ('!r+ T r ~ T r ~ ) ( m r ° ) b ' T is 
considered. The branching ratios of these decays are 17.4%, 49.5%) and 14.6%), 
respectively [52]. Due to  lim itations the experim ental setup the decay to  elec­
trons is not considered.
At the typical energies of the W BB, the t  lept.ons produced— in the case of 
oscillations— have an average flight p a th  of order 1 m m .
CHORUS adopted the “hybrid” approach of combining emulsion and elec­
tronic detection techniques. A schem atic d iagram  of the CHORUS apparatus 
is presented in Figure 2.2.
For the neutrino oscillation search (different from  the work described in 
this thesis) the 770 kg nuclear emulsion target plays a central role. Nuclear 
emulsions provide three dim ensional spatial inform ation w ith a resolution of
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CHORUS
Cool Box at 5°C
F ig u r e  2.2: Schematic d iagram  (side view) of the CHORUS detector. The 
trigger and veto hodoscopes are denoted by A, V, E, T, H, while ST, TM 
and DC stand  for stream er tubes, iron toroidal m agnets and drift chambers, 
respectively, of the m uon spectrom eter system . The detector upgrades in 
1996 on the emulsion trackers and honeycomb cham bers are denoted by ET 
and HC, respectively. In the actual setup, individual m odules are m ounted 
vertically while the central axis of the apparatus is inclined at 42 m rad  to 
m atch the neutrino beam  axis.
the order of 1 /m i, as well as a high hit density of 300 h its /n u n . They are 
unique in the unam biguous detection of short-lived particles, w ith a flight pa th  
of order 1 m m .
Dow nstream  of the emulsion target are the electronic detectors (Figure 2.2). 
They provide m easurem ents of the kinem atical variables and track predictions 
crucial for a) the selection of events for emulsion scanning, and b) the suppres­
sion of background events resembling the typical decay topologies. The fibre 
tracker system  provides accurate tra jecto ry  predictions backward to  the em ul­
sion target. A t.wo-t.rack resolution of about 500 /m i is crucial for full event 
reconstruction w ith high efficiency. Together w ith a hexagonal aircore m agnet,
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the fibre tracker also allows to  m easure the charge and m om entum  of travers­
ing particles. The calorim eter provides high resolution m easurem ents for the 
energies and directions of the hadrons and electrons, as well as interm ediate 
tracking inform ation for the m uon. The charge and the m om entum  of muons 
are m easured in the m uon spectrom eter.
The trajectories of charged particles reconstructed in the fibre tracker are 
traced back through th in  interface emulsion sheets. These are placed directly 
dow nstream  of the emulsion target, where the scanning starts. Once track 
segments are found in these interface sheets one can ex trapolate w ith high 
accuracy into the emulsion target, to  locate the vertex positions. Using the 
inform ation given by the electronic detectors, events w ith kinem atics close to 
the vT charged current interactions, N Vt , can be preselected out of the back­
ground of interactions, N v , (expected ra tio  N vr/ N v ~  10- 5 ). In this way 
the required scanning tim e for the emulsions is reduced by a factor of about 
10. Once events w ith the typical decay topologies are located in the emulsion 
target, further kinem atic reconstruction and particle identification provide the 
constraints to  differentiate between the t ~  signals and the background events 
which show sim ilar topologies (charm  decays and elastic scattering of hadrons).
The CHORUS coordinate system  is a right-handed C artesian system  where 
the x-axis is the horizontal projection of the neutrino beam  axis, the z-axis 
points vertically upwards, and the y-axis is horizontal and points approxim ately 
along the N orth-South axis from  Gex towards Bellegarde.
2.2 N eutrino beam
The CERN West Area N eutrino Facility (WANF) [74, 75] of the CERN SPS 
provides a beam  of w ith energies m ostly above the threshold for charged 
current vT in teractions. P rotons are accelerated in the SPS to an energy of 
450 GeV w ith a repetition  cycle of 14.4 s. They are extracted  in two 6 ms 
long spills (called Fast Slow 1 and 2), separated in tim e by 2.7 s and focused 
onto a beryllium  target. This target can sustain high proton intensities (up to
1.8 x 1013 for each of the 2 spills), and the in teracting protons produce m ainly 
pions (90%) and kaons (9%). The neutrinos originate from  direct and indirect 
decays in flight of these parent mesons, in an about 290 m  long vacuum  tunnel. 
The im portan t decay modes for m uon neutrino generation are 7r+ —> fi+ +  v^, 
K + —> ¡i+ + K + —> 7T° +  7r+ , w ith 7r+ —> ¡i+ + v ^ . Most of the neutrinos 
are from  the first two decay modes. For the generation of v^  the reactions are 
sim ilar, the parents being negatively charged. However the abundance of the
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T a b le  2.1: The CERN SPS W ide Band N eutrino beam  
com positions at the location of the CHORUS emulsion 
target (transverse dimensions 1.44 x 1.44 m 2), as de­
rived from  the neutrino beam  sim ulations.
neutrino flux average energy
type (y per proton on target) (GeV)
5.56 • IO“ 3 26.6
2.97- IO“ 4 23.7
Ve 4.7- IO“ 5 39.6
Ve 1.0 • IO“ 5 35.6
la tte r— and consequently of the v ^— is sm aller by a factor 19 (see Table 2.1). 
Electron neutrinos are also generated, bu t in even much sm aller quantities, 
via K + —> 7T° +  e+ +  ve, /j + —> e+ +  ve + + e~ + Ve, and
K l —> tt~ +  e+ +  ve.
CHORUS
detector
"GIHIH
F ig u r e  2.3: Schematic overview of the CERN W est Area N eutrino Facility 
(not to  scale).
The WANF layout is shown in Figure 2.3. Two beam -current transform ers 
(BCTs) m easure the num ber of incident protons. Positive (negative) mesons 
are focused (defocused) by the horn and the reflector, originally conceived by 
van der Meer [76]. After the vacuum  tunnel iron and earth  shielding prevents 
the rem aining mesons, and any unwelcome decay products (like muons) to 
enter the CHORUS detector. The neutrino beam  is indirectly m onitored by 
the N eutrino Flux M onitoring system  (NFM) [74] on the basis of the flux 
distributions of m uons in three m uon pits in the iron shield.
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v energy [GeV]
F ig u r e  2.4: Energy spectra of 
the different neutrino com ponents 
in the CERN SPS W ide Band Neu­
trino  Beam  at the location of the 
CHORUS emulsion target (trans­
verse dimensions 1.44 x 1.44 m 2), 
as derived from  the neutrino beam  
sim ulations.
Table 2.1 sum m arises the predicted abundance and m ean energies of all 
neutrino species present in the W BB as obtained by using a full M onte Carlo 
sim ulation [77-79]. Figure 2.4 shows the predicted energy spectra of the differ­
ent com ponents of the neutrino beam  crossing the CHORUS emulsions (1.44 x 
1.44 m 2 area).
2.3 Em ulsion target
The emulsion setup consists of two com ponents: a) the emulsion target, where 
the neutrino interactions of interest for the oscillation search occur; and b) the 
emulsion sheets, which are used as a high accuracy tracking interface between 
fibre trackers and target.
The target consists of four parts called stacks. Each stack consists of 36 
emulsion sheets, each consisting of a 90 //m  thick tri-acetate  cellulose foil coated 
on bo th  sides w ith a 350 //m  emulsion layer. Dow nstream  of each emulsion 
stack are three interface emulsion sheets (see Figure 2.1), each consisting of 
an acrylic p late 800 //m  thick coated on bo th  sides w ith w ith a 100 //m  thick 
emulsion layer. A “special sheet” (SS) is located at the dow nstream  side of 
each emulsion stack. Two “changeable sheets” (CS) are positioned dow nstream  
of the emulsion target. To provide favourable background conditions for the 
recognition of the predicted tracks in the emulsion the changeable sheets are 
replaced after one to  three m onths exposure to  the neutrino beam .
Each set of emulsion stacks is exposed to  the beam  for two years of d a ta  
taking. The to ta l exposure tim e in the beam  is about 10 m onths. To reduce 
emulsion fading (the erasing of the image due to  diffusion), the emulsion stacks
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are kept at a tem peratu re  of (5.0 ±  0.5)°C in a coolbox (see Figure 2.2). More 
inform ation on the emulsion target can be found in [1],
2.4 H exagonal spectrom eter
A m agnetic spectrom eter of hexagonal shape is located between the target re­
gion and the calorim eter for the m easurem ent of the curvature and consequently 
the charge and m om entum  of particles before they enter the calorim eter. It 
consists of an aircore m agnet w ith a toroidal field and fibre tracker planes (see 
Section 2.5).
The hexagonal aircore m agnet is m ade of six equilateral triangles w ith 1.5 m 
sides, 0.75 m  in depth, and housed in a cylinder w ith 3.6 m  diam eter. W indings 
of th in  alum inium  sheets cover all faces of the triangles, producing in each tr i­
angle section a homogeneous field parallel to  the outer side. The field strength  
has no radial dependence.
The m agnet current is pulsed w ith a duty  factor o f ~  4 x 10—3, to  follow the 
tim e structure  of the neutrino beam . A field of 0.12 T  is obtained. More details 
on the m agnet design, construction and operation can be found in [1,80].
The m om entum  m easurem ent is also used to  m easure the m om entum  of low 
energy (1-2 G eV /c) m uons which do not reach the m uon spectrom eter. The 
spectrom eter is installed as an integral part of the target region in the coolbox.
2.5 Fibre trackers
To provide tracking dow nstream  of the emulsion target scintillating fibres are 
adopted because of their good spatial resolution and resolving power of neigh­
bouring tracks. The fibre tracker system  [1,81-83] contains more th an  one 
million plastic scintillating fibres of 500 fim  in diam eter each and is also lo­
cated in the coolbox. It consists of two m ain components:
1. T a r g e t tr a c k e r  (T T )
The target region consists of four emulsion stacks and eight target tracker 
modules. Each tracker m odule consists of four projection planes (Y, Z, 
and each ro ta ted  by 8°). A m ajor role of the target tracker is to  locate the 
stack where the neutrino in teraction takes place, and to  make accurate 
track predictions at the interface emulsion sheets. B oth types of infor­
m ation  are essential for track scanning, vertex finding and backtracking 
into the emulsion target.
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2. “D ia m o n d -s h a p e d ” m a g n e t  tr a c k e r  (D T )
There are three m agnet tracker modules, one upstream  and two down­
stream  of the aircore toroidal m agnet. Each hexagonal tracker m odule 
consists of two planes. Each plane contains three adjacent parts called 
“paddles” giving m easurem ents of three coordinates at 120° w ith respect 
to  each other. The second plane is ro ta ted  by 60° w ith respect to  the 
first, providing m easurem ents of the com plem entary coordinates. Both 
the aircore m agnet and the m agnet tracker have the same sixfold sym ­
m etry  such th a t one of the two coordinates m easured by each m odule is 
in the bending plane.
Fibre ribbons w ith 7 layers in a “staggered” geom etry are used to  build 
the projection planes of the target trackers and the paddles of the d iam ond­
shaped m agnet tracker. At the readout ends, the fibre ribbons are bundled 
together and coupled to  a to ta l of 58 optoelectronic readout chains, each of 
them  consisting of four image intensifiers and a CCD cam era in series. The 
CCD cam era contains an image zone and a m em ory zone, which enables the 
system  to record two events in one neutrino spill.
For bo th  fibre trackers (T T  and DT) the achieved hit residuals (deviation 
of hits from  the best fitted trajectory) for beam  m uons is cr ~  330 ¿urn, while 
the “track-elem ent” (the centre of gravity of all h its in one ribbon) residual is 
cr ~  185 fira. The tw o-track resolution is cr ~  380 fim, thus two parallel tracks 
can be separated when they are about 1 m m  apart. The prediction accuracies 
in position (deviation of the target tracker predictions on the emulsion sheets 
from  the found tracks) and angle are cr ~  150 ¿urn and ~  2.5 m rad, respectively. 
Folding in the expected intrinsic resolution for the emulsion sheets, the angu­
lar resolution of the fibre tracker is cr ~  2 m rad. The m om entum  resolution 
Ap / p  of the hexagonal spectrom eter results from  the quadratic  com bination of 
two term s: a constant term  of 22%, from  the m ultiple scattering in the tra ­
versed m ateria l and a term  proportional to  the m om entum  which reflects the 
m easurem ent accuracy (A p / p ) meas =  3.5% x p  G eV /c.
2.6 Calorim eter
For the work described in this thesis, the calorim eter plays the central role. It 
is used as the target and measures the energy of the shower as well. Therefore 
it is described here in considerable detail.
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The hadron shower from  a neutrino in teraction needs to  be m easured with 
good angular and energy resolution by a calorim eter. A good angular resolution 
is needed for events occurring in the emulsion, and a good energy resolution is 
needed for calorim eter events as well. In order to  detect the decay to  m uons of
a) short living particles produced in the emulsion target (in particu lar r ) ,  and
b) to  be able to  find a vertex for the events originating in the calorim eter, it 
is necessary to  track m uons through the calorim eter efficiently, and to  m atch 
their trajectories w ith those determ ined by the other detectors.
The calorim eter was designed to  fulfill these requirem ents. It is the first 
large scale application of the “spaghetti” technique of em bedding scintillating 
fibres into a lead m atrix  [84,85]. Scintillating fibres of 1 m m  diam eter and lead 
as passive m ateria l were chosen, w ith a lead to  scintillator volume ratio  of 4:1. 
This choice increases bo th  com pensation— the response of the electrom agnetic 
and non-electrom agnetic com ponents of hadronic showers being the same, the 
e /h  =  1 condition— and the quality  of sam pling. Consequently it optim ises 
hadronic energy resolution [84,86]. The fibres are placed in directions approx­
im ately perpendicular to  the beam line, to  allow angular m easurem ents of the 
showers, as well as tracking of muons. The m ost dow nstream  part of the calo­
rim eter is not of spaghetti type bu t a lead-scintillator-strip  sandwich w ith the 
same 4:1 ra tio  as the upstream  parts.
The calorim eter has a m odular construction, in which the elements are 
arranged to  form  planes perpendicularly to  the beam , a lternating  in the hori­
zontal (H) and vertical (V) direction. To reconstruct w ith good accuracy the 
centre of gravity of the energy deposited by the hadrons produced, the w idth of 
the m odules is chosen much sm aller th an  the size of the average hadron shower. 
Longitudinally, the calorim eter consists of three sectors w ith decreasing gran­
ularity. In the dow nstream  direction these are called EM, HAD1 and HAD2. 
The EM sector has been designed to  m easure the electrom agnetic com ponent of 
the hadronic shower in neutrino induced emulsion target events, while the other 
two sectors com plete the m easurem ent of the hadronic com ponent apart from 
some leakage at the back into the m uon spectrom eter (see Section 2.8.2). The 
to ta l depth  corresponds to  144 rad iation  lengths and 5.2 hadronic interaction 
lengths. Between subsequent “H” and “V” planes, stream er tube cham bers 
have been inserted to  allow tracking of any passing charged particles. The 
stream er tube cham bers, which are also used in the m uon spectrom eter, are 
described in Section 2.7.3.
The calorim eter is shown in Figure 2.5 and its features are described in 
Table 2.2. A detailed description of the construction and tests of the three 
sectors can be found in [87].
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T a b le  2 .2: C alorim eter features.
EM HAD1 HAD2 Total
R adiation length: Xo 21.5 55.2 67.1 143.8
Interaction  length: A;nt 0.78 2.0 2.44 5.22
N um ber of planes 4 5 5 14
Read-out cells (ROC) per plane 62 40 36 628
ROC dimensions (cm3) 4 x4x262 8 x 8 x335 10x10x369 —
Density per plane (g /cm 2) 37.33 76.09 92.23 990.92
2 .6 .1  E le c tr o m a g n e t ic  sec to r
The electrom agnetic (EM) sector contains 4 planes (two H and two V planes), 
each of 31 modules. Individual m odules consist of extruded layers of grooved 
lead and plastic scintillating fibres positioned in the grooves. The groove di­
am eter is 1.1 m m , the groove separation is 2.2 m m  and the layer thickness
1.9 m m . The m aterial, the same as for the HAD1 and HAD2 m odules, is lead 
and 1% adm ixture of antim ony, to  improve the m echanical properties. A m od­
ule consists of a pile of 21 layers, 2620 m m  long and 82.4 m m  wide, and 740 
fibres of 3050 m m  length. On either side of the m odule, fibres are assembled in 
two hexagonal bundles, defining two different readout cells (ROC) w ith about 
40 x 40 m m 2 cross-section. Each m odule, the same as for the HAD1 and 
HAD2 modules, is packed into a stainless steel box open at bo th  ends. Each 
of the fibre bundles is coupled to  a 1” photom ultiplier (PM ), type H am am atsu  
R1355/SM , by a plexiglas light guide.
2 .6 .2  H a d ro n ic  sec tor
The hadronic sector consists of two sectors HAD1 and HAD2. The HAD1 
sector consists of 5 planes (three H and two V planes). A plane is form ed by 
40 modules, each m ade of 43 extruded layers of lead identical in w idth and 
groove size to  those used for the EM sector, bu t w ith a length of 3350 m m . 
The scintillating fibres have 3810 m m  length, for a to ta l of 1554 fibres per 
module. Fibres are collected at bo th  ends in a hexagonal bundle coupled by a 
light guide to  a 2” PM , type Thorn-EM I 9839A.
The HAD2 sector consists of 5 planes (two H and three V planes) w ith 18 
modules each, m aking a to ta l of 90 modules. Each m odule has five a lternate
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Hadron Sector 2
layers of lead bar (3690 x 200 x 16 m m 3) interleaved w ith two adjacent scin­
tilla to r strips (3714 x 100 x 4 m m 3 each). Each of the two groups of five 
scintillators is coupled to  2” PM s at bo th  ends via plexiglas light guides; there­
fore, a single m odule is viewed in to ta l by four PM  tubes, and contains two 
ROCs.
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The analog signals of the 1256 PM s of the calorim eter are digitised by 
dualrange 8-bit. Analog to  D igital Converters (ADCs). The nom inal ra tio  of 
the conversion factors for the two ADCs (high/low  sensitivity) is set. to  20 for 
all the channels: the actual value of this ra tio  for each ADC is determ ined and 
m onitored experim entally by using neutrino events. The ADC integration  gate 
is 220 ns wide.
2 .6 .3  P er fo rm a n ce
The intrinsic perform ance of the calorim eter has been determ ined in several 
m easurem ents [87,88] w ith test, beam s of well defined energy, for single modules 
and the com pletely assembled calorim eter. In the la tte r case, the calorim eter, 
m ounted on rails, was shifted sideways w ith respect, to  its norm al location in 
the CHORUS detector, to  be placed on the axis of the SPS X7 test, beam  [89].
1/ E (GeV) 1/ E (GeV)
F ig u r e  2 .6: The energy resolution 
for electrons of the calorim eter. The 
solid line indicates the fitted resolu­
tion curve.
F ig u r e  2 .7: The pion energy reso­
lution of the calorim eter. The open 
circles show the M onte Carlo predic­
tion, the closed ones the data . The 
solid line indicates the fitted resolu­
tion curve to  the data .
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The electron response has been studied [88] for different beam  m om enta 
in the range from  2.5 to  10 G eV /c. The response of each m odule is obtained 
by com puting the geometric m ean of the two photom ultiplier signals (see Sec­
tion 2.8.1). For each m om entum , a G aussian fit was perform ed to  the dis­
tribu tion  of the calorim eter signal, the sum  of the calibrated responses of all 
modules. The intrinsic energy resolution cr(E)/E,  is p lo tted  in Figure 2.6 as 
a function of the electron energy. The energy dependence is well fitted by the 
function
^  _ (13.8± 0.9)% + (_02±04|%_ (21|
E  ^/EfGeV)
This result agrees w ith M onte Carlo predictions. By studying electron showers 
developing in different calorim eter zones, the non-uniform ity in the electrom ag­
netic response was estim ated to  be of the order of 5%. This non-uniform ity 
is m ostly due to  a reduction of the signal response near the EM m odule edge, 
where no active m ateria l is present.
The response to  pions was studied in the range from  3 to  20 G eV /c. The 
m easured pion m om entum  dependence is found to  be linear up to  the highest 
energy w ithin less th an  2%. From a G aussian fit to  the response d istribu­
tions one determ ines the intrinsic energy resolution cr(E) /E,  which is plo tted  
in Figure 2.7 as a function of the pion energy. The errors assigned to  each 
point include a system atic uncertain ty  of about 2%, evaluated by applying 
different event selection criteria to  the data , and by studying pions h itting  dif­
ferent calorim eter positions. This uncertain ty  is sm aller th an  the one for the 
electron case. The m ain reason is the larger num ber of calorim eter modules 
involved in a hadron shower. The energy dependence of the hadronic resolution 
is param etrised  as
- ( 3 2 -3 ± 2 '4 ) %  +  ( 1 .4 ± 0 .7 ) % .  ,2 .2 )
E  s/EtG^V)
The predictions of a M onte Carlo sim ulation, also shown in Figure 2.7, are 
consistent w ith the data .
The shower direction can be determ ined event by event from  the knowledge 
of the centre of gravity coordinates in the different planes. The angular reso­
lution at 10 G eV /c for the two projections is about 60 m rad  (HW HM ). From
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the electron and pion response of the calorim eter the experim ental e/ n  ra tio  is 
determ ined and ranges from  about 1.23 at 3 G eV /c to  about 1.12 at 10 G eV /c. 
Further details on the perform ance of the calorim eter m ay be found in [88].
2.7 M uon spectrom eter
F ig u r e  2.8: Muon spectrom eter global overview.
The role of the m uon spectrom eter in the CHORUS detector is to  identify 
muons and determ ine their trajectory, m om entum  and charge. The spectrom ­
eter is located dow nstream  of the calorim eter whose 5.2 hadronic interaction 
lengths filter out nearly all the particles produced by neutrino interactions in 
the emulsion target except m uons w ith m om entum  larger th an  1.5 G eV /c. As 
displayed in Figure 2.8, the spectrom eter is constructed from  six t.oroidally m ag­
netised iron m odules and tracking detector planes consisting of drift cham bers 
and lim ited stream er tubes (more details on each part are shown in Figure 2.9). 
In addition, scintillator planes interleaved w ith the m agnet iron provide at the 
entrance of the spectrom eter a m easurem ent of the leakage of hadronic showers 
from  the back of the calorim eter into the m uon spectrom eter. The fast signals 
from  these scintillator planes are also used for triggering.
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F ig u r e  2.9: M uon spectrom eter details of a driftcham ber, a stream er tube 
pack and a m agnet module.
The m om entum  resolution of the m uon spectrom eter system  is evaluated 
from  d a ta  obtained w ith a test beam  of negative m uons (see Section 2.8.2). The 
reconstructed (l/p j-d is tr ib u tio n  gives a resolution of about 19% at 71 G eV /c. 
A M onte Carlo sim ulation is used to  determ ine the m uon m om entum  resolution 
at lower m om enta and the results are shown in Figure 2.10. The m om entum  
scale is cross checked for low m om entum  m uons by determ ining their stop­
ping range [90] inside the spectrom eter and deriving their m om entum  from  the 
range-energy relation [91].
2 .7 .1  M a g n e ts
The m om entum  of a m uon traversing the spectrom eter is determ ined from 
the change of its tra jecto ry  along the six toroidal m agnets, originally used as 
calorim eter m odules in the upgraded CDHS detector [92,93] and, later, in the
51
2. C H O R U S  ap p a ra tu s
CHARM  II spectrom eter [94-96]. Each m agnet is constructed from  twenty 
25 m m  thick iron disks w ith an outer d iam eter of 3.75 m, interleaved with 
5 m m  thick scintillator planes inserted into 6 m m  gaps between the disks. The 
entire assembly, housed in a protective alum inium  box, has a to ta l thickness of 
660 m m . Each m agnet weighs about 43 tons.
The iron is m agnetised by four water cooled copper coils passing through a 
85 m m  wide hole in the centre of each m agnet. The field inside the iron [92,93] 
is nearly sym m etric in azim uthal angle and varies by 25% along the radius, 
providing a field integral of approxim ately 0.85 T m  per m agnet. To maximise 
the acceptance for t ~  decays and interactions in the calorim eter, the polarity  
of the current of 700 A is set such th a t negatively charged m uons are focused, 
th a t is, bent towards the centre of the m agnets. The m agnets are separated 
by 1208 m m  along the beam  and placed vertically. The centres of the m agnets 
are positioned such as to  follow the 42 m rad  slope of the beam line.
2 .7 .2  D rift  ch am b ers
The seven drift cham bers [97, 98] are p art of the original detector used by the 
CDHS experim ent, and provide tracking in the m uon spectrom eter system. 
They are m ounted in each of the seven tracking gaps on bo th  sides of the six 
m agnets, and centred along the neutrino beam  axis. Each cham ber consists 
of three hexagonal drift planes oriented at 60° w ith respect to  each other, the 
wires of the rear plane being oriented horizontally. Each plane has 62 parallel 
sense wires (40 fim diam eter, 3.75 m  long) separated by 60 m m  and interleaved 
w ith cathode wires.
The cham bers are filled w ith a 60% argon - 40% ethane m ixture. The 
anode sense wires and the cathode wires are held at a poten tia l of 3700 V 
and -1000 V, respectively. An approxim ately uniform  electric field along the 
30 m m  drift p a th  is obtained by another row of field correction wires. The 
drift velocity is typically 53 /im /n s. Signals are amplified by cham ber m ounted 
pre-amplifiers and then readout by TD Cs w ith 10 ns resolution operating in 
“com m on stop” mode. These TD Cs can record up to  4 hits per event, sufficient 
to  handle neutrino d a ta  since typically only one track (the muon) is recorded 
in the spectrom eter. The signals are d istribu ted  in such a way th a t any four 
consecutive wires are readout by different TD C units.
The hit resolution of the drift cham bers is about 1 m m  and the efficiency 
better th an  99% per plane. W ith  each cham ber, right-left am biguities can be 
resolved for 83% of forward going tracks.
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2 .7 .3  S trea m er  tu b e  ch am b ers
Each of the seven drift cham bers is followed by a stack of eight lim ited stream er 
tube planes of the form er CHARM  II calorim eter [94-96], slightly modified 
to  reduce cross talk . They provide m easurem ents of track segments in each 
gap and elim inate unresolvable right-left am biguities in the corresponding drift 
cham ber.
Each plane, covering an active area of 3.67 x 3.67 m 2, consists of 352 
square-shaped lim ited stream er tubes w ith the inner area of 9 x 9 m m 2 and an 
average wire spacing of 10.5 m m . The tubes are operated w ith a 27% argon 
- 73% isobutane m ixture, plus a 0.4% adm ixture of water vapour to  prevent 
organic deposits onto the wires. A positive high voltage of 4300 V is applied to 
a conductive graphite coating of the inner PVC tube walls. The anode wires 
are held at ground poten tia l and coupled directly to  the electronics.
E xternal to  the stream er tubes are 176 cathode pickup strips, 18 m m  wide 
w ith 21 m m  spacing, orthogonal to  the wire direction. They m easure the track 
position along the wire, identified as the centre of gravity of the induced charge 
distribution. Consecutive planes have alternating  horizontal and vertical wire 
orientations, so th a t each stack of stream er tubes in a tracking gap provides up 
to  eight independent coordinate m easurem ents in each of the two views. On 
average, a forward going m uon produces 3.6 wire hits and 3.2 usable strip  hits 
per view in a gap.
The original CHARM  II electronics have been upgraded to  supplem ent 
the digital tube readout w ith drifttim e m easurem ent. The drift velocity is 
54 /im /n s. The m axim um  drifttim e is 90 ns for norm al incidence tracks.
The signals from  each group of 8 consecutive wires are combined to  form  44 
drifttim e cells per plane. Since the occupancy of the m uon spectrom eter is low, 
the digital hit p a tte rn  can be used to  uniquely identify the wire in a cell. There 
are fewer th an  0.1% broken wire channels and the hit efficiency per plane for 
beam  m uons is (90 ±  2)%, consistent w ith the geom etrical acceptance.
Signals from  four consecutive cells are m ultiplexed to  a single input of a 
10 ns TD C of the same type as used for the drift cham bers. The m ultiplexing 
is achieved by delaying the four signals by about 300 ns w ith respect to  each 
other, therefore allowing the cell num ber to  be uniquely defined by the signal 
tim ing. The delays are m easured regularly during d a ta  taking and a final hit 
resolution of about 800 fim is achieved. A logical OR of all wires in the plane is 
readout by a 1 ns TD C. This precise m easurem ent is useful for cross calibration 
of the 10 ns TDCs, and supersedes low resolution m easurem ents in the case of 
a single track.
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All cathode strips have individual analog readout channels, w ith the charge 
digitised by dual range flash ADCs. Clusters w ith two and more neighbouring 
cathode strips having signals above the threshold are used for subsequent anal­
ysis. The resulting effective h it efficiency for the strip  readout is (80 ±  2)%. 
The induced charge d istribu tion  is virtually  independent of the cluster w idth, 
w ith 95% of the charge contained in three central strips. Therefore, the cluster 
centre of gravity is calculated using only the m axim um  charge strip  and its 
two neighbouring strips. The relatively high noise ra te  lim its the h it resolution 
to  2.4 m m  (RMS) per plane for the stream er cham bers strip  readout. How­
ever, this is sufficient to  provide a constraint on the right-left am biguity in the 
stream er tube drift distance m easurem ent, as well as a m easurem ent in the 
case of wire readout inefficiencies or failures.
S tream er cham bers are also used in the other parts of the experim ent for 
tracking purposes. There are 4 planes in front of the veto scintillators, 6 planes 
(only 4 planes in the 1994 run), called the “Tracker S tream er Tubes” (TST), 
between the trigger plane H and the calorim eter, and 22 planes interleaved 
between the calorim eter segments. Originally, all these planes had only digital 
readout. In 1995 the T ST  planes were upgraded by adding a drifttim e readout 
w ith 1 ns TDCs. The T ST  planes were replaced by a honeycomb tracker in 
August 1996.
The m ethods of track finding and track fitting for the m uon spectrom eter 
are described in [99,100].
2 .7 .4  S c in til la tors
The scintillators em bedded in the m agnets are used prim arily  for triggering 
and the scintillators in the first two m agnets for m easuring the longitudinal 
energy leakage from  the calorim eter. In addition, a precise range m easurem ent 
and thus a m om entum  determ ination  of m uons w ith a m om entum  of less than  
5 G eV /c at the entrance to  the spectrom eter is possible using the sam pling of 
the iron by the scintillator planes (Figure 2.10).
Each scintillator layer in a m agnet consists of 24 strips of 150 m m  width, 
each strip  consisting of two independent halves separated by a m irror. Five 
consecutive layers have the same horizontal or vertical strip  orientation  and 
form  a readout plane, w ith every five consecutive halfstrips in the beam  direc­
tion form ing “halfcounters” viewed by a single PM  [92,93]. Thus, each m agnet 
has four readout planes, two w ith vertical and two w ith horizontal “counters” . 
After sum m ing the uncalibrated  signals from  opposite halfcounters, the sum
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signal is split w ith a passive divider and 90% is digitised and 10% is used for 
triggering. The digitisation is perform ed using ADCs w ith an in tegration gate 
of 170 ns w idth.
The original CDHS trigger electronics have been upgraded to  provide a 
wider set of prim ary trigger signals, which are used in the central trigger de­
cision logic (Section 2.9) as well as in standalone subsystem  triggers. The 
efficiencies of the trigger logic are close to  100%.
The calorim etric capability  of the spectrom eter scintillators is lim ited by 
their transparency, strongly degraded since they were built 15 years ago. The 
signal of a m inim um  ionising particle varies by factor of about 5 along the 1.80 m 
long central halfcounter. However, for the m ain emulsion triggers (Section 2.9), 
w ith the longitudinal leakage from  the calorim eter not exceeding 2%, a superior 
shower energy resolution in the m uon spectrom eter is not required. For events 
induced in the calorim eter, a significant im provem ent in to ta l shower energy 
reconstruction can be obtained by sum m ing the calorim eter and the m uon 
spectrom eter energy deposition m easurem ents (Section 2.8.2).
2.8 Calibration
During the 12 s SPS in terburst intervals, d a ta  are taken for the different sub­
detector system s to  calibrate and m onitor their responses. Cosmic ray events 
are taken to  calibrate different elements of the detectors and to  m onitor tim e 
variations of the response. In addition, the calorim eter and the spectrom eter 
need an “absolute” calibration in energy or m om entum . Therefore, test beam s 
of electrons, m uons and pions have been used to  determ ine their absolute en­
ergy and m om entum  scale. D ata  from  high m om entum  punch through muons 
associated w ith the neutrino beam  has been taken once per m onth, the aircore 
m agnet pulsing being switched off, to  m onitor the relative alignm ent of the 
various detectors.
Below we sum m arise the m ain calibration procedures for the calorim eter 
and the spectrom eter. These are actually  im plem ented in the standard  offline 
analysis.
2 .8 .1  C a lo r im e ter
Three steps are needed for the determ ination of the calorim eter response:
•  Equalisation of the signals from  each individual photom ultiplier (PM) 
w ithin each sector (EM, HAD1 and HAD2), perform ed by m easurem ents
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w ith penetrating  cosmic rays. An equalisation constant is com puted for 
each PM  by selecting cosmic m uons crossing the central region of the 
m odules (±  100 m m ), and correcting for the effective track length. The 
sta tistical error for this procedure is at a 5% level, while the system atic 
effects due to  the tim e dependence of the PM  gain and to  the position 
dependence of the energy response are less th an  3%. Cosmic ray events 
are also used to  create a d a ta  base of the m alfunctioning PM s (inactive 
or noisy) during the running periods, and for the online m onitoring of 
the calorim eter.
•  Intercahbration am ong different sectors: to  combine the signals of the 
three different sectors, two in tercalibration constants are needed, nam ely 
those of HAD 1 and HAD2 relative to  EM. These constants are determ ined 
experim entally using pions of known m om entum  in teracting at different 
calorim eter depths, and studying the sharing of the shower energy be­
tween different sectors [88].
•  Overall energy calibration: the calorim eter response to  the incoming p a rti­
cles is determ ined by adding the energy deposited in all the modules, once 
the equalisation and in tercalibration procedures previously described are 
perform ed. Since each m odule is equipped w ith one PM  on each end, 
there are different possible definitions of the energy deposition, according 
to  the ways the two PM  signals (L and R)  are combined. The geometric 
m ean S g =  s/ S l  x  S r  is chosen since its response (hence the energy de­
rived) is independent of the hit position along the length of the module. 
For the channels which are noisy or inactive during the d a ta  taking, the 
signal from  the other PM  on the same cell is used, after correcting for 
the light a ttenuation  based on the h it position.
The m easured shape of the calorim eter signal d istribu tion  for pions is well 
fitted to  a Gaussian. The calibration and in tercalibration  procedure do not 
introduce any appreciable bias in the determ ination of the overall calorim eter 
response. The results on resolution and energy dependence of the calorim eter 
response, already been presented in Section 2.6, serve as a reference for the 
here sum m arised calibration procedure, applied to  each actual d a ta  set.
2 .8 .2  M u o n  sp e c tr o m e te r
Negatively charged m uons of 75 G eV /c m om entum  from  the SPS West Area are 
used for calibrating the m om entum  m easurem ent of the m uon spectrom eter.
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F ig u r e  2 .10 : The m uon spec­
trom eter m om entum  resolution as 
a function of the incident m om en­
tum . The full dots denote Monte 
Carlo events, and the open dot 
at 71 G eV /c test beam  muons. 
The shaded band corresponds to 
m uons stopping in the spectrom ­
eter, w ith their m om entum  deter­
m ined by range.
Due to  ionisation losses in the detectors and beam  elements upstream , the 
beam  m om entum  is (71 ±  2.5) G eV /c at the entrance to  the spectrom eter. 
The derived m om entum  resolution [1] is shown in Figure 2.10.
Sim ilar to  the calorim eter calibration, cosmic m uons recorded in the in­
terburst period (the about 12 s between Fast Slow 2 and Fast Slow 1, see 
Section 2.2) are used for the scintillation counter equalisation and for the de­
term ination  of the light a ttenuation  curves. The correction for the light a tten ­
uation is needed because, unlike in the calorim eter, the counters are equipped 
w ith a PM  on one end only, and w ith a m irror installed on the other end. 
Cosmic rays are also used for the online m onitoring of the efficiencies of all the 
spectrom eter elements.
The first two spectrom eter m agnets also serve as calorim etric shower leak­
age detector. The energy calibration is perform ed together w ith the calorim eter 
calibration in pion beam s at different energies. The m ethod is sim ilar to  in ter­
calibration of the calorim eter sectors. The pions in teract at different calorim e­
ter depths, and the shower energy leakage into the spectrom eter is determ ined 
as a difference between the nom inal beam  energy and the energy deposited 
in the calorim eter. The leakage is p lo tted  in Figure 2.11a as function of the 
corresponding spectrom eter response. The calibration curve obtained this way 
is used for shower leakage correction, as dem onstrated  by Figure 2.11b.
The in ternal alignm ent of the spectrom eter com ponents (drift cham ber 
planes, stream er tubes, cathode strips and the scintillators) is done w ith 100 
GeV / c t.est.beam m uons recorded w ith the m agnetic field tu rned  off. The global 
alignm ent relative to  the rest of the CHORUS detector is done by reconstructing
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Spectrometer response (equiv. particles) Measured energy (GeV)
F ig u r e  2 .11 : Spectrom eter as calorim eter shower leakage detector: a) 
Spectrom eter scintillator calibration w ith 7 to  28 G eV /c test beam  pions. 
The shower energy leaking from  the calorim eter into the spectrom eter 
is shown as function of the m easured spectrom eter response (in equiv­
alent particles), b) Reconstructed energy distributions for 28 G eV /c 
test beam  pions. Shaded histogram : the calorim eter m easurem ent alone 
(25.5 ±  5.3 GeV), solid histogram : the sum  of the calorim eter and the 
m uon spectrom eter m easurem ents (27.9 ±  3.2 GeV).
high m om entum  (neutrino beam  related) m uons traversing the entire detector. 
The corresponding “alignm ent” events are also used for precise “tim e-zero” 
calibrations needed for drifttim e m easurem ents.
A detailed description of the calibration of the m uon spectrom eter system  
can be found in [99].
2.9 Trigger system
The trigger system  has been designed to  select neutrino events induced in a) 
the emulsion target and b) the calorim eter and m uon spectrom eter. The other 
im portan t task  is the synchronisation of the d a ta  taking w ith the tim e structure 
of the neutrino beam . C entral in the present work is the circum stance th a t the 
calorim eter acts as a neutrino target. Therefore, the calorim eter triggers are 
the m ost im portan t here. In the calorim eter typically one hundred interactions 
per neutrino spill occur. To keep dead tim e low only about five of these are
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selected by the trigger system  to be read-out and recorded on tape.
The emulsion trigger accepts events originating in the emulsion target and 
rejects background from  cosmic rays, m uons from  the beam , and neutrino in­
teractions outside the emulsion target. Additionally, trigger modes for neutrino 
induced events in the calorim eter or spectrom eter are provided for physics as 
well as for calibration and alignm ent purposes. A part from  the signals from 
the five trigger planes (see below), the trigger system  uses signals from  the 
calorim eter and spectrom eter scintillators. The m ain input of the trigger sys­
tem  comes from  five scintillator trigger planes, in the dow nstream  direction 
denoted as: anti (A), veto (V), emulsion (E), tim ing (T) and hodoscope (H) 
planes, w ith their positions indicated in Figure 2.2.
The planes consist of two layers of scintillator strip  counters each positioned 
ju s t behind each other in the beam  direction. The two layers are staggered by 
one half w idth, such th a t the geom etrical efficiency of the planes is 100%. The 
layers consist of strips, w ith their thickness m inim ised to  reduce loss of tracking 
precision due to  m ultiple scattering. In Table 2.3 the num ber and dimensions 
of the strips in each plane are sum m arised. They are:
•  The A plane (vertical strips) is located ju s t dow nstream  below the floor 
in front of the detector. It is used to  veto events due to  interactions in 
the ground upstream  of the detector.
•  The V plane is located in the beam line upstream  of the emulsion target. 
In addition to  the 20 vertical strips, there are three horizontal strips, one 
covering the top  p art of the calorim eter, two on the bo ttom .
•  The E plane (strips vertically) is located dow nstream  of the emulsion 
target between the two last fibre tracker biplanes. The E plane serves to 
reject neutrino interactions occurring in the iron support structure  of the 
target region and in the image intensifier chains used to  readout the fibre 
trackers.
•  The T  and the H plane (strips horizontally) are located behind the last 
fibre tracker plane and in front of the calorim eter respectively.
An emulsion event trigger corresponding to  a neutrino in teraction in the 
target region is defined by a com bination of hits from  the strips in planes E, 
T  and H consistent w ith a track w ith |tan (0 ) | <  0.20 w ith respect to  the 
neutrino beam  axis. This requirem ent m ainly rejects cosmic rays and events 
originating in or below the floor. A veto is form ed by any com bination of
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T able 2.3: Segm entation characteristics of trigger hodoscopes.
Plane A V E T H
Number of strip s/layer 16 20 7 15 20
Strip width (cm) 20 20 20 10 10
Strip length ('em) 200 320 148 160 200
Orientation vert vert vert hor hor
Area covered ('em 2) 200x320 400x320 150x148 160x160 200x200
hits in the hodoscopes V or A. A precise tim ing between the T  and V plane 
(2 ns at FW HM ) is needed to  avoid vetoes due to  backward going particles in 
good emulsion events. The tim ing precision is achieved by coupling the T  and
V scintillator strips on bo th  sides to  a photom ultiplier (PM ), and deriving a 
position independent m ean tim e signal.
The size of the V plane has been chosen to  fully cover the area defined by 
the angular acceptance of the E, T  and H planes, as well as the calorim eter 
and m uon spectrom eter.
The trigger decision is m ade in four steps: 1) the form ation of a strobe signal 
to  s ta rt the pre-trigger, which makes a fast decision by checking a m inim um  
set of conditions. The rate  is about 300 strobes per 1013 protons on target.
2) the second level trigger and 3) m ain trigger decision bo th  based on p a tte rn  
inform ation. A complex chain of VME (VersaModule Eurocard) Program m able 
Logic U nits processes the various input signals. P atterns are built based on 
detector signals still allowing to  count planes, to  check vetoes and to  apply 
fiducial volumes. 4) Final trigger p a tte rn  form ation. The second level and 
m ain trigger decision patterns are sent to  a VME Logic M atrix  U nit. Coupled 
w ith the other predefined param eters like scaledown factors, this inform ation 
is transla ted  into a 16-bit trigger ou tpu t pa ttern . Each bit corresponds to  a 
different readout pa ttern , allowing for a different set of subdetectors to  be read 
out for different triggers.
Some triggers have to  be scaled down in rate. This is done by a specific 
enable signal generated at a reduced rate  according to  the desired down-scale 
factor.
Tim ing of signals im portan t for the trigger are also m onitored during d a ta  
taking. In Figure 2.12 some tim ing histogram s for the trigger system  are given. 
The plots give inform ation about the tim e structure  of signals from  the two
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F ig u r e  2 .12 : The trigger tim ing histogram s as used online. The am ount of 
protons corresponding to  the deadtim e is displayed as negative values. See 
tex t for details.
SPS Fast Slow (FS) beam  extractions, the top  plot for FS 1 and the lower 
one for FS 2 spill. B oth histogram s give sim ilar inform ation, containing the 
current of horn and reflector of the neutrino beam , the m agnetic field of the 
CHORUS hexagonal m agnet along w ith the physics gate (the tim ing acceptance 
for neutrino events), all in tim e slices of 0.5 ms. The inform ation on the tim e 
structure  of the neutrino spills and the tim e dependence of the read-out. and 
decision dea.dt.ime is clocked by the m uon rate  of the neutrino beam  (which is 
counted in slices of 100 //s), inside one of the m uon pits in the iron shield. The 
beam  m uon rate  is proportional to  the neutrino flux.
Not. only the tim e structure  of the individual signals, but. in particu lar their 
tim e correlation can be watched in the tim ing plots. The flat, top  of the horn 
and reflector current., the hexagonal m agnetic field as well as the physics gate 
should be structured  in tim e such as to  fully cover the tim e d istribu tion  of the
61
2. C H O R U S  ap p a ra tu s
protons on target.
The trigger system  also selects events which originate in the calorim eter. For 
these “calo” events additional inform ation is needed from  the trigger planes A,
V and H, as well as from  the calorim eter and spectrom eter scintillators. The A,
V and H planes act as a veto for events generated upstream  of the calorim eter. 
Beam  related m uons and interactions which occur in front of the calorim eter 
(e.g. in the target region) are rejected in this way. A fiducial volume trigger 
condition selects events occurring in the central part of the calorim eter, in order 
to  optim ise acceptance corrections and m uon reconstruction efficiency.
The calorim eter two-track trigger is im plem ented to  record events for the 
study of charm  physics. It requires at least four planes of the hadronic p a rt— 
HAD1 and HAD2— of the calorim eter and two out of the first four m agnets 
of the m uon spectrom eter to  show activity. The fiducial volume condition 
implies th a t the neutrino in teraction takes place in the central region of the 
ten upstream  planes of the calorim eter. In addition, a tw o-track signal has to 
be fulfilled either by at least three planes in the hadronic part of the calorim eter 
w ith exactly two hits or a t least two m uon spectrom eter m agnets w ith two or 
more hits.
The calorim eter charged-current trigger selects events for the study of neu­
trino-lead interactions, to  derive the beam  flux and to  extract structure  func­
tions. The penetration  condition requires a m uon to  penetrate  a t least two 
m agnets of the m uon spectrom eter and to  activate at least five planes in the 
hadronic p art of the calorim eter. The fiducial volume condition implies th a t ac­
cepted neutrino interactions take place in the central region of the six upstream  
planes of the calorim eter.
The calorim eter quasi-elastic trigger provides events w ith little  hadronic 
activity, useful for m easuring the neutrino energy spectrum . The penetration  
condition requires activity  in at least three of the six dow nstream  planes of 
the calorim eter and at least two m agnets of the m uon spectrom eter. The 
fiducial volume condition requires th a t the neutrino in teraction takes place in 
the central part of the nine upstream  planes of the calorim eter. Events w ith 
two or more hits in at least three calorim eter planes are vetoed.
Finally, for norm alisation and efficiency m onitoring purposes a calorim eter 
m inim um  bias trigger is im plem ented. The definition of this trigger has been 
changed over the life of the experim ent. During the data tak ing  period of our 
work it requires only activity  in the last plane of the electrom agnetic p art of 
the calorim eter.
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The calorim eter charged-current and m inim um  bias triggers are for our 
da ta tak ing  downscaled by a factor of 6 and 40 respectively, in order to  minimise 
deadtim e for the oscillation search. More inform ation on the trigger system  in 
CHORUS is given in [101].
2.10 D ata  acquisition system
The CHORUS d a ta  acquisition (DAQ) software is im plem ented as much as 
possible on com puters running a standard  UNIX system . For the low-level 
real-tim e parts, however, the sim pler and faster OS-9 real-tim e kernel is used.
The frontend of the DAQ system  consists of 38 different CPUs, running 
OS-9 plus the REM ote O perating System (REM OS) [102]. REM OS creates an 
object oriented m ultiprocessor environm ent for real tim e applications and offers 
procedures to  read the digitised signals from  the detector, to  collect, validate, 
compress, and eventually send them  to a storage device. It also includes proce­
dures [103] to  exchange messages am ong OS-9 processes and to  sent messages 
to  the UNIX side.
Each of the detector subsystem s (trigger, opto-electronics, calorim eter and 
m uon spectrom eter) is equipped w ith a local DAQ system . All these subsystem s 
are interconnected in a tree-like structure  via the VME Inter C rate (VIC) bus, 
as well as through E thernet. D ata  are collected at the root of the tree by the 
event builder.
The run-control process, operational on the event builder CPU, com m uni­
cates w ith the Run-Control  graphical user interface (GUI) process. The GUI 
resides on the UNIX cluster, th a t consists of five IBM RS-6000 PowerPC work­
stations and handles the in teraction between the physicist on shift and the 
DAQ system . The full events collected by the event builder are sent as mes­
sages to  a dispatcher process on a UNIX machine. The dispatcher [104] is a 
general-purpose message-based d a ta  d istribu tion  program m e. These events are 
used for online m onitoring, and histogram m ing.
A “slow-control” system  [105] m onitors low and high voltages of the de­
tectors and their read-out hardw are, tem peratures, gas flows etc. An alarm  is 
generated for any channel whose value is outside its allowed range.
M onitoring facilities for the neutrino beam  perform ance are provided by 
display of various histogram s like beam  profiles and tim e structures collected 
using detectors a t the SPS W est Area N eutrino Facility (W ANF). More infor­
m ation  on the CHORUS d a ta  acquisition can be found in [1] and [106].
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2.11 Online m onitoring
A well designed online m onitoring system  is im portan t in setting up and run­
ning an experim ent. Its function is to  enable perform ance evaluation for all 
detector elements, by building histogram s on im portan t detector aspects. The 
online m onitoring system  has been designed in a m odular way such th a t the 
various tasks are perform ed by different processes, like those to  fill histogram s, 
to  display them  and to  test detector elements either visually or autom atically.
2 .11 .1  H is to g r a m m in g
The CHORUS team  developed its own histogram m ing package [107]. It is a 
library w ritten  in the object oriented language C+-K  The package contains six 
types of histogram s: 1- and 2-dimensional, profile, integer 1- and 2-dimensional 
histogram s as well as two-tuples. Profile histogram s are histogram s in which the 
bin contents are analysed for their m ean and standard  deviation, ra ther than  
sim ply sum m ed. Two-tuples are a way of handling (x, dx, y, dy) inform ation.
For all these histogram s there are two types, “ordinary” and “volatile” . The 
ordinary histogram s are saved and reset at the beginning of a new run, and 
the volatile ones can be saved or reset during the run, bu t can also be used to 
accum ulate d a ta  over more th an  one run. The histogram s are w ritten  to  disk 
so th a t the viewing and checking is independent of the d a ta  taking. This allows 
easy m anipulation  and com parison of histogram s taken at different tim es, e.g. 
new w ith old or w ith a reference (for au tom atic  checking).
Higher level histogram s are m ade by the offline analysis process CHO­
RAL [108] (e.g. efficiency histogram s, where track finding is needed). This 
Fortran-program m e uses the CERN HBOOK package [109]. To view these his­
togram s w ith the online m onitoring histogram  viewer (HV) an interface [110] 
to  convert these histogram s to  the CHORUS online histogram  form at has been 
made.
The histogram s are saved at specific tim es. The Run-Control  autom atically  
sends every 15 m inutes a message to  the histogram  processes to  save the ordi­
nary histogram s. The ordinary histogram s are saved when a run has finished, 
the volatile ones are only saved on explicit user request.
A nother type “au tom atic” histogram s are continually displayed w ithout 
user request. Those are never w ritten  to  disk. These are— at a specified tim e 
or event interval— autom atically  sent to  processes to  be displayed. An example 
of au tom atic  histogram s is given in Figure 2.13 where histogram s of the hit
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F ig u r e  2 .13 : Trigger counter histogram s as displayed online. See tex t for 
details.
distributions of the trigger planes T , V, A and H are shown. The high peaks in 
the h it distributions of the trigger planes T, V and H arise from  a pion beam  
(in the 2.7 s interval between the two beam  extractions Fast Slow 1 and 2), 
used in this case to  check the in tercalibration  of the energy released in the fibre 
trackers and the calorim eter. Because the T  and V strips are readout on two 
sides and their m ean tim e is also formed, three histogram s for these planes are 
displayed superim posed.
2 .11 .2  H is to g r a m  v ie w in g
The online m onitoring histogram  viewer (HV) (see Figure 2.14) is the process to 
display histogram s on user request. The T c l/T k  [111] in terpreter is used as the 
graphical user interface package. For displaying the histogram s HBOOK [109], 
HIGZ and H PLO T [112] are applied. W ith  HV the selected and displayed 
histogram s can be printed, reset (only volatile ones) or saved. For the last two 
options a message is sent to  the histogram  processes.
The HV process needs input from  the DAQ to find the directory and file 
nam e of any histogram  to be presented. Therefore, the event builder produces 
files at DAQ sta rtup , w ith this inform ation.
More inform ation on the histogram s being displayed is available as well as 
a facility to  locate spiky or dead zones in a histogram . A dditional function­
ality such as change of scale is useful to  check the detailed structure  of the 
histogram s.
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F ig u r e  2 .14 : The online m onitoring histogram  viewer. As an exam ple the 
h it distributions of the trigger planes T  (singles and m ean-tim ed) and H are 
displayed for neutrino events and cosmic events and for trigger calibration 
events (pulser) for the runs 7009 and 7010.
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C hapter 3
D ata analysis
In this chapter the analysis procedure w ith its steps is described. F irst of all 
an overview is given. Then the m uon track reconstruction, the vertex finding 
and the com putation  of the kinem atical variables are discussed. Thereafter 
the run and event selection is described, and a first com parison of d a ta  w ith 
sim ulated events is m ade. From M onte Carlo studies the reconstruction and 
trigger acceptances are determ ined and the background is evaluated. Finally 
the d a ta  are arranged for the fitting procedure in the next chapter, and a 
discussion and sum m ary are given.
3.1 Introduction
The aim  of our work is to  probe the structure  of the nucleon, particularly  the 
(Bjorken-*) d istribu tion  of strangeness— strange sea quarks and antiquarks— 
in shape and m agnitude. It is achieved by studying deep inelastic neutrino 
induced events w ith two em itted  opposite sign m uons and a hadronic shower in 
the final state. One m uon originates from  the charged current (CC) interaction 
of the neutrino w ith the nucleon producing a charm  quark. The second m uon 
emerges from  weak decay of the charm ed hadron resulting from  fragm entation  
of the charm  quark. Thus not only the strangeness d istribu tion  in the nucleon, 
bu t also the charm  production m echanism , fragm entation , and muonic decay 
of charm ed hadrons enter in our studies.
To describe the charm  production dim uon cross-section in LO QCD (Equa­
tion 1.48) four independent kinem atical variables are needed; we choose E1™ , 
xvls, yvls, and z j ls. The label “vis” stands for “visible” and is used here to
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F ig u r e  3 .1: An exam ple of a fJ.~fJ.+ event originating in the CHORUS 
calorim eter, top  view (top) and side view (bottom ). The neutrino beam  
comes from  the left. The energy of the prim ary (negatively charged) and 
secondary m uon are E^ i  =  48.2 GeV and E^> =  40.8 GeV, respectively.
~ is =  0.178,The shower energy .E^ad =  46.9 GeV 
and t/vls =  0.645.
Q2.™ =  29.3 GeV / c 2
cm
indicate th a t the corresponding value of the kinem atical variable is only ap­
proxim ate because the neutrino from  charm  decay can not be detected exper­
im entally. Due to  the sm all num ber of events a statistically  m eaningful four­
dim ensional analysis of the experim ental d a ta  can not be achieved. Instead the 
d a ta  are projected in term s of “stan d ard ” distributions: a one dim ensional his­
togram  of the fragm entation  variable r™  (10 intervals) and a two dim ensional 
histogram  of the neutrino energy E ™ versus Bjorken a,v1s ( 8 x 5  intervals).
To m easure the above process the CERN neutrino beam  is used w ith the 
CHORUS calorim eter as target, which provides at the same tim e a m easure­
m ent of the energy and direction of the hadronic shower. The m om enta and 
charges of the two m uons are determ ined w ith the CHORUS muon-spect.rom- 
et.er. An exam ple of such an event is shown in Figure 3.1.
Signals of the CHORUS calorim eter, spectrom eter, and other sub-detectors 
are recorded as “raw” data . Over a running period of one year they am ount to
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about 400 Gb. These d a ta  include physics events from  so called emulsion, ca­
lorim eter, and spectrom eter triggers, as well as calibration events. The present 
analysis is based on the d a ta  recorded during the 1995 running period, orig inat­
ing in the calorim eter and fulfilling the calorim eter two-track trigger condition. 
This am ounts to  about 1.2M events corresponding to  about 12 Gb of data . 
The to ta l am ount of calorim eter two-track trigger events covering the years 
1994-1998 constitu te about five tim es the d a ta  used in our analysis.
Event reconstruction sta rts  from  the raw d a ta  using the analysis package 
CHORAL [108]. The analysis process involves a series of steps. The calibration 
of the calorim eter and m uon-spectrom eter is perform ed first. Thereafter — as 
outlined below— the m uon track param eters and m om enta as well as the energy 
of the hadronic shower are determ ined for each calorim eter two-track trigger 
event. W ith  this inform ation the vertex location and kinem atical variables are 
com puted.
W ith  a global checking procedure inappropriate and unreliable runs are 
removed, such th a t accepted d a ta  runs are internally  consistent. By applying 
“safe” kinem atic cuts to  the d a ta  we select events of interest while rejecting part 
of the background. The 949 events thus obtained constitu te our “experim ental 
d a ta ” sample. In addition a sim ilarly accepted sam ple of 144 same-sign negative 
dim uon events is used to  study the behaviour of the background.
To extract the desired physics inform ation from  the experim ental d a ta  a 
com parison is needed w ith a model which is im plem ented in a M onte Carlo 
(MC) generator. Our choice here is the charm  event generator M CDIMUON, 
based on the “dim uon” model described in C hapter 1. It sim ulates the neu­
trino  induced production, the fragm entation and subsequent muonic decay of 
the charm  quark. The z j ls d istribu tion  is particularly  sensitive to  the frag­
m entation  process, the two-dim ensional (*vls, E ™) distribu tion  to  the m ass of 
the charm  quark, as well as to  the strangeness content and d istribu tion  in the 
nucleon. The average branching ra tio  of charm ed hadrons into m uons is related 
to  the overall norm alisation of bo th  histogram s. F inite detector resolution, re­
construction and trigger inefficiencies d istort the data , thus one m ust correct 
for these effects. In M CDIM UON the hadron shower is represented by a single 
four-vector, not suitable for the CHORUS detector sim ulation program m e EFI- 
CASS and therefore can not be used for this purpose. Instead, a more generally 
applicable chain of MC sim ulation program m es is used to  calculate the trigger 
and reconstruction acceptance correction in each interval of the standard  dis­
tributions. This chain consists of the following program m es: 1) the neutrino 
beam  generator GBEAM , 2) JE T T A  to generate deep inelastic neutrino events
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w ith opposite sign dim uons in the final state, 3) the CHORUS detector sim u­
lation program m e EFICASS, and 4) the reconstruction program m e CHORAL, 
which can be used for MC events as well as for real da ta . Using this MC chain 
we derive the ratio  for each interval of the num ber of accepted over generated 
events. These ratios are used to  correct the real d a ta  for various acceptances.
Furtherm ore an estim ate is needed for background— not originating from 
charm  production and decay— w ith two opposite sign dim uons and a hadronic 
shower in the final state. Such events arise from  the decay of m ainly pions and 
kaons produced in the in teraction and contribute to  same-sign and opposite- 
sign dim uons alike. The background is evaluated in two ways. F irst the shape 
of the same-sign dim uon, p ~ p ~ , d istribu tion  is assum ed to  be the same as for 
the p~ p + background apart from  a scale factor obtained from  a MC study. This 
prelim inary estim ate is used to  perform  a global check on our d a ta  and to  make 
a series of com parisons between JE T T A  and our real da ta . A more refined way 
corrects the real pT pT  d a ta  for the scale factor in each interval of the standard  
d istributions. The real d a ta  and best determ ined background estim ate, w ith 
corrections for detector effects provide our final set of histogram s. Together 
they em body the input d a ta  for our fitting procedure of C hapter 4 to  obtain  
our m ain physics results.
3.2 M uon track reconstruction
After the calibration (Section 2.8) the m uon spectrom eter d a ta  are processed 
to  find m uon tracks and to  determ ine their m om entum  and charge sign. In the 
CHORAL package different m ethods are applied in parallel. The track finding 
part of the SAM TRA m ethod is based exclusively on the drift cham ber infor­
m ation  while DATSPC (Digital Analog T im e inform ation in the SPeCtrom eter) 
uses stream er cham ber d a ta— both  wire and strip  h its— as well. B oth m ethods 
are based on a fast tree algorithm  [113] to  find track projection candidates in 
each of three drift-cham ber projections, and of two stream er-tube projections. 
The whole sam ple of track projection candidates is subjected to  3D reconstruc­
tion criteria to  ob tain  space track candidates. For this process DATSPC uses 
the driftcham ber hits consistent w ith the projection candidates.
The m om entum  is determ ined w ith different fit m ethods through the space 
tracks. The B LFIT  procedure is based on averaging the bend-angles in indi­
vidual spectrom eter m agnets. The m om entum  fitting p art of SAM TRA uses a 
global fit along the length of the track taking into account the energy loss in 
iron and scintillators and m ultiple scattering [100,114]. A th ird  m ethod, Super-
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SAM TRA, uses the DATSPC tracks and the corresponding driftcham ber hits 
together w ith the SAM TRA m om entum  fitting part to  ob tain  a m om entum  
value. For m uons in the low m om entum  range the CAM M OR m ethod is ap­
plied to  determ ine the stopping range [90] inside the spectrom eter, allowing 
to  derive the m om entum  through the range-energy relation [91]. This m ethod 
provides a b e tter resolution (factor 2 at 5 G eV /c which increases towards lower 
m om enta) com pared to  the other ones, bu t only works below 5 G eV /c.
Each of the above m ethods can result for each m uon in a track vector w ith 
starting  point and direction at the entry plane of the spectrom eter, m om entum  
value and charge sign (except CAM M OR). Thus for each m uon track in each 
event there are usually several track candidates and m om entum  values. A 
decision routine chooses the “best” result, taking into account the reconstructed 
track length, the fit quality  (x 2), and whether the m uon stopped inside the 
m uon-spectrom eter. The result is added to  the event inform ation.
We note th a t the detection and reconstruction inefficiencies are reduced by 
using two independent track finding m ethods based on different detector infor­
m ation, drift versus stream er cham bers. For the final sam ple of our analysis 
(see Section 3.6) about 65% of the m uons have their final m om entum  value 
obtained by SAM TRA, the other ones by Super-SAM TRA. This fraction turns 
out not to  depend on the fitted m uon m om entum . CAM M OR does not con­
tribu te  due to  the cuts on the m uon energy and track length and B LFIT  results 
are removed by the decision routine which chooses the “best” result.
3.3 V ertex finding
W hen at least one m uon track is found, the next step is to  check w hether 
the event is consistent w ith the in teraction of a neutrino in the calorim eter. 
The actual prim ary in teraction point (the “vertex” ) for calorim eter events can 
be found using calorim eter (scintillator) inform ation, or m uon-spectrom eter 
track inform ation, or a com bination of both . To allow efficiencies to  be alm ost 
independent of the event type (single or m ultiple m uons), track inform ation of 
only one m uon is used.
The vertex position along the beam  direction, the x direction, can be found 
approxim ately by using the signals of the calorim eter scintillator planes. Sev­
eral variations of the m ethod have been investigated using M onte Carlo data . 
The vertex is positioned 1) in the m iddle of the m ost upstream  scintillator 
plane w ith an energy deposit larger th an  some preset threshold value; 2) the 
same as 1) bu t in addition requiring th a t all scintillator planes dow nstream
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should also have a signal above the same preset threshold; 3) in the m iddle of 
the scintillator plane where some preset upstream  fraction of the to ta l calorim ­
eter energy is deposited; 4) the same as 3) bu t using the signals for a linear 
in terpolation  over the thickness of the “vertex” plane. The typical accuracies 
of the four m ethods are 6.3, 8.0, 5.9 and 5.2 cm (RMS) respectively.
Including track inform ation from  the m uon w ith the highest m om entum — 
the error due to  m ultiple scattering in the calorim eter is then sm allest— has 
also been studied. The m uon track found in the m uon-spectrom eter is retraced 
upstream  through the calorim eter. C alorim etric inform ation is supplied by 
m easuring the to ta l energy and direction of showers in the calorim eter. Thus 
we come to two other m ethods: 5) the point of closest approach between the 
backtracked highest m om entum  m uon and the hadronic shower direction (lin­
ear fit to  the centres of gravity of the scintillator signals for each calorim eter 
plane); and 6) backtracking the highest m om entum  m uon from  the spectrom ­
eter into the calorim eter, and positioning the vertex where the track and the 
m ost upstream  scintillator hit are m utually  com patible. These two m ethods 
have an accuracy of 28, 3.2, 3.8 cm and 14, 2.4, 2.5 cm for the x, y, z direc­
tions respectively. We note th a t the accuracy in the x direction is a factor of 
two larger th an  for the previous m ethods. For the fifth m ethod this is due to 
the sm all angle between the m uon m om entum  vector and the direction of the 
hadron shower, while for the sixth m ethod it arises from  the 9 cm w idth of 
the calorim eter scintillators. For checking purposes events w ith more th an  one 
m uon are used by backtracking the two m ost energetic muons. The vertex is 
located at the position where the distance between the two tracks reaches a 
m inim um  com patible w ith the uncertain ty  due to  m ultiple scattering of the two 
muons. This m ethod has an accuracy of 25, 1.8, 2.1 cm for the x, y, z direc­
tions respectively. Its results are consistent w ith the other m ethods, in all cases 
where the two m uons come from  the same vertex. T h a t criterion is satisfied 
if the calculated m inim um  distance between the two m uon tracks in the ver­
tex plane— the calorim eter scintillator plane where the vertex is positioned— is 
sm aller th an  some preset value of about 10 cm. The accuracy in the x direction 
is about 4 tim es sm aller th an  in the first four m ethods due to  the sm all angle 
between the m uons and their m ultiple scattering.
On the basis of various MC studies the best m ethod tu rns out to  be a 
com bination of m ethods 4 and 6 (see also [115]). The vertex x coordinate is 
found m ost accurately by using calorim eter scintillator energy inform ation only. 
The optim um  location is found where a specific fraction of the to ta l calorim eter 
energy is deposited upstream  of the scintillator vertex plane, determ ined with
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F ig u r e  3 .2: Difference of recon­
structed  (xvtx, yvtx, Zvtx) and true ver­
tex positions (x‘™e, y‘™e, z‘™e) in the 
three projections for a M onte Carlo 
sam ple after all cuts have been applied.
m ethod 4. This fraction (2.5%) can be understood in term s of the average 
energy deposit backward w ith respect to  the in teraction vertex. A drawback of 
the la tte r m ethod is th a t it fully relies on MC events for determ ining the specific 
fraction. The y and z coordinates of the vertex are found by ex trapolating  the 
track of the highest m om entum  m uon to  the vertex plane. The resolutions 
obtained by the applied m ethod are shown in Figure 3.2. The d istribu tion  of 
the vertex deviations in the beam  direction has a double peak structure, where 
the second peak corresponds to  a vertex m isidentification by one calorim eter 
scintillator plane of about 10 cm dow nstream  of the true vertex position. The 
deviations for the y and z coordinate are centred around zero. The estim ated 
accuracy (RMS) of the final vertex finding procedure is found to  be 5.2 cm in x, 
1.6 cm in y and z, respectively. In the d a ta  no distinction can be m ade between
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the two peaks of the vertex resolution in the x direction, so the to ta l RMS is 
given. The dependence on single or m ultiple m uon track events is found to  be 
negligible. By applying this procedure to  the real da ta , the estim ate of the 
vertex position in the calorim eter volume is determ ined and added to  the event 
inform ation.
3.4 K inem atical variables
Once the m uon track param eters as well as the vertex coordinates are known 
for each event, the reconstructed m uon param eters a t the vertex are com puted. 
This results in p ^¡, E ^  for i =  1,2, where index 1 denotes the “leading m uon” , 
the m uon w ith the highest m om entum  of the negatively charged ones. In 
case of single negatively charged m uon events p ^  and E ^2 are set to  zero. The 
calculated m uon energy loss in the calorim eter is sub tracted  from  the m easured 
to ta l energy deposit to  obtain  the shower energy E ^ d , where the label “vis” 
indicates th a t the neutrino from  charm  decay escapes detection (see C hapter 1). 
No correction for missing energy in the calorim eter event due to  shower leakage 
into the m uon spectrom eter is applied. The following experim ental kinem atical 
variables are derived:
. TTVis __ 771 I TH I 77 V is
•  E v -  1 +  +  -»had
•  Q 2,vls =  2E'™ (E,|[1i — Pp 1 • Xj,) — m 2 , where Xj, is the unit vector parallel 
to  the neutrino beam  direction
.  ¡c™ =  Q 2>vis/ (2M [Efi2 + E™y )
.  z™ = E , 2/ ( E , 2 + E Z d)
Once m uon tracks and m om enta, the vertex location, and the kinem atical 
variables are com puted and added to  the event inform ation we can select the 
appropriate dim uon data .
3.5 R un selection
For the final analysis we need to  ensure th a t the d a ta  are internally  consistent 
and represent a stable sta te  of the CHORUS apparatus. Therefore we developed 
a m ethod to  select runs. The d a ta  are grouped according to  d a ta  taking runs, 
covering usually periods of 1 to  2 hours and including about 600 calorim eter
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two-track trigger events. The stab ility  and consistency of m easured variables 
are checked by studying the run dependence of their average behaviour. This 
is particularly  im portan t because the calorim eter signals are not always stable. 
We note th a t of the about 600 events per run on average 0.8 survive in our final 
d a ta  sample. This is due to  trigger im purities, single m uon events w ith shower 
leakage into the spectrom eter, and selections and cuts presented in the next 
section. The criteria for accepted d a ta  runs, after applying the calorim eter 
and m uon-spectrom eter calibration and only considering events fulfilling the 
calorim eter tw o-track trigger condition, are the following.
F irst, it is verified th a t the trigger definition is correct. Then for the average 
energy deposit in the individual calorim eter planes the runs w ith the largest 
deviation are spotted  by an au tom atic  procedure. For these runs an eye-scan 
of histogram s w ith all calorim eter inform ation per read-out cell is m ade to 
determ ine misidentified “ho t” or “dead” channels. Runs containing these are 
elim inated.
Furtherm ore, m inim um  requirem ents are set as a quality  check. The average 
num ber of protons on target per burst is required to  be above 0.5 • 1013. The 
num ber of calorim eter tw o-track trigger events is taken to  be a t least 200 and 
the num ber of non-reconstructible events less th an  5%. Runs w ith deviations of 
the m ean trigger deadtim e larger th an  four tim es the norm al value are removed 
as well. U nstable running periods w ith sim ilar variations in the num ber of 
triggers per proton on target are also rejected.
By selecting events w ith at least one m uon and applying some loose cuts, 
the average values per run for the following im portan t variables are calculated: 
the to ta l calorim eter energy, the vertex position, the track fit-quality and the 
m om entum  of the leading m uon, the hadronic energy, the neutrino energy, and 
the kinem atic variables Q 2, v, W 2, x  and y. For all these variables the runs 
w ith the largest deviations are removed successively in an au tom atic  procedure 
until the to ta l \ 2 probability  is larger th an  10- 3 . At this level no significant 
bias is introduced.
Using the above described criteria, from  the available 2172 calibrated runs 
969 runs (approxim ately 30% of the calorim eter two-track trigger data) are not 
included in the physics analysis. One th ird  of the thus removed events is lost 
because of unidentified dead or hot channels in the calorim eter, the other d a ta  
loss being ra ther evenly due to  the other selection criteria.
To improve the rem aining d a ta  set we apply selections to  the individual 
events of the runs th a t pass the run selection.
75
3. D a ta  a n a ly sis
3.6 Event selection
To select m uons we require the m uon-spectrom eter tracks to  reach at least 
the fifth spectrom eter tracking gap. This is needed to  obtain  an acceptable 
m om entum  m easurem ent and to  exclude non-m uon tracks from  punch-through 
hadrons (m ostly pions). Muons th a t are not properly related in tim e to  the 
neutrino in teraction (m ostly out-of-tim e beam  muons) are rejected, by requiring 
th a t a t least three spectrom eter scintillators in each projection have in-tim e hits 
w ithin 170 ns along the m uon track. If this is not the case for all muons, the 
event is discarded.
As described in Section 2.9 a h it in the H scintillator plane w ithin a 50 ns 
tim e window vetoes the event. After applying all cuts about 15% of the events 
is lost due to  this H-plane veto. For MC events from  the CHORUS detector 
sim ulation program m e EFICASS, no tim e inform ation is provided, and thus 
no tim e window veto can be applied. Therefore, in this case all events w ith 
a H-plane hit are vetoed. Due to  this discrepancy between the real CHORUS 
trigger d a ta  and the sim ulated data , in first instance more events are vetoed in 
the sim ulation th an  in real da ta . This discrepancy, however, is largely removed 
by increasing— for the real d a ta— the veto tim e window from  50 ns to  2 /is for 
hits in the H plane using TD C inform ation.
In accordance w ith the trigger fiducial volume the vertex is required to  be 
located in the calorim eter w ith a cross section of 180 x 180 cm 2 around the 
beam  axis. To solve the H-plane veto problem  up to  the level required by our 
approxim ate sim ulation and sta tistical precision, we apply a fiducial cut such 
th a t events w ith their vertex in the EM sector are not included. Effectively we 
only use the first hadronic sector of the calorim eter as our target.
Events are selected when the two m ost energetic m uons have opposite charge 
or— to estim ate the background— both  have negative charge. Moreover, the two 
m uon tracks have to  be consistent w ith a com m on charm  production and decay 
region. Therefore the distance dyz between the two m uon tracks in the vertex 
plane has to  be sm aller th an  10 cm. Hereby tracking inform ation inside the 
calorim eter is not used, so the m uon track vectors at the vertex are— apart 
from  a transla tion— identical to  those found by the spectrom eter track-fitting. 
D istributions of dyz and the two projections dy , dz as shown in Figure 3.3, are 
centred around zero w ith an RMS of about 3 cm. Events where the distance 
is larger th an  10 cm are m ostly due to  background and therefore discarded.
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dy (cm)
F ig u r e  3 .3: D istributions of the dis­
tance dyz between the two (highest 
m om entum ) m uon tracks in the ver­
tex plane, and of the two correspond­
ing projections dy and dz. The d a ta  
points form  the experim ental d istribu­
tion where the errors are sta tistical only 
and the dashed line gives an estim ate of 
the background. The solid histogram  
represents the norm alised JE T T A  sim ­
ulation on top  of the background. All 
selections and cuts as discussed in Sec­
tion 3.6 are applied, except the cut on
d y z
The final sam ple to  be used because of the m odel lim itations is obtained by 
im posing the following additional selections:
•  The m uon energies -E^i, £ ^ 2  >  6 GeV and the hadronic energy -E,^ sd > 
5 GeV,
to ensure good reconstruction quality  and control over acceptances. The 
high m uon energy criterion also drastically  reduces the meson decay back­
ground (Section 3.9).
•  *V1S <  0.5 and Q 2>V1S >  5.5 GeV 2/ c 2,
dictated  by the choice of the parton  d istribu tion  param etrisation . The 
first cut is applied because the C TEQ  3L [27] parton  distributions in the
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MC model are w ithout correction for nuclear effects in our lead target 
nuclei. The nuclear effect can be relatively large a t x  >  0.5 [116,117]. 
The Q 2,vls criterion is set because the parton  distributions used in the 
MC model are valid for Q 2 > 4 C eV 2/c 2.
•  E vj s >  35 GeV,
to ensure a consistent description of the fragm entation  process for neu­
trino d a ta  [51] and e+ e_ d a ta  [48], and to  reduce the am ount of A+ 
produced as m entioned in Section 1.3.
For events w ith more th an  two muons, the two m ost energetic m uons are 
used in the subsequent analysis. The m uon from  the prim ary vertex, the leading 
muon, in the p ~ p ~  background sam ple is assum ed to  be the m ost energetic one, 
and in the p ~ p + sam ple it is the p~  by definition, thus im plicitly assuming 
th a t all events are (not 77 )^ induced. This last assum ption can be m ade 
because the v^  contam ination in the CERN beam  is sm all ( 7 7 =  5.3%), 
and the kinem atical selection reduces this contam ination to  1.6%. The final 
num ber of opposite sign dim uon events after applying all selections and cuts is 
949. For the same-sign dim uon background sam ple this is 144.
3.7 Com parison o f data and M onte Carlo
Various MC sim ulation program m es are used. The neutrino beam  generator 
GBEAM  [79] describes the in teraction of SPS beam  protons w ith the WANF 
beryllium  target for the production of mesons. The mesons are tracked subse­
quently through the horn, reflector and the decay tunnel. Their decay produces 
neutrinos w ith given flavour, creation-vertex and four-m om entum .
W ith  the GBEAM  neutrinos as input the event generator JE T T A  (Sec­
tion 1.7.2) generates neutrino-induced opposite-sign dim uon events. It de­
scribes the hard  scattering neutrino-nucleon in teraction as well as fragm en­
ta tio n  of the produced quarks, and the decay of short-lived particles, like r ,  
D ± , D°, D°, D± and A±.
The sim ulation of the interactions and shower developm ent in the CHORUS 
detector is perform ed in EFICASS (Emulsion F ibre C alorim eter Spectrom eter 
Sim ulation) using the G EA N T package [118]. EFICASS contains the complete 
geom etrical setup of the detector, takes care of the tracking of particles through 
active and passive m edia, and converts the inform ation of the active elements 
into detector “signals” , representing the calibrated raw d a ta  response of the 
apparatus. These signals are stored in the same form at as delivered by the
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DAQ system  in order to  be processed in the same way as the real d a ta  by 
the same reconstruction and analysis program m e CHORAL. In the MC case 
the in itial physics sim ulation param eters based on previous experim ents are 
included in the event description.
To check the overall consistency of our dim uon d a ta— after selections and 
cuts— we show in Figures 3.4-3.7 the d a ta  in one-dim ensional projections for 
m any different kinem atical variables. In these figures the d a ta  points repre­
sent the experim ental opposite sign dim uon distributions, the dashed line a 
corresponding estim ate for the background and the solid line the MC distri­
butions, on top  of the background. The background distributions are exper­
im ental p ~ p ~  d istributions (with 144 events) m ultiplied by a factor 1.45, as 
determ ined in Section 3.9 using the JE T T A  MC generator. In this estim ate 
a sym m etry is assum ed between the positively and negatively charged mesons 
in the hadronic shower. The MC sam ple (2882 events) is norm alised to  the 
background subtracted  num ber of events.
The shapes of the distributions are in m ost cases influenced by our d a ta  
selection.
•  The vertex d istribu tion  in the x direction, xvtx, should in principle be flat, 
bu t it decreases towards lower xvtx due to  the H plane veto (Section 2.9). 
The distributions in the y and z direction are sym m etric and centred 
around the beam  axis.
•  The m ean -E'^ ad is about 39 GeV, the m ean Q 2,vls is about 20.7 GeV 2/ c 2, 
and the m ean W 2,VIS is about 82 GeV2/ c 2.
•  The leading m uon m ean energy is about 40 GeV and larger th an  the 
secondary m uon energy (about 15 GeV). This difference is indicative for 
d istinct production mechanisms.
•  The leading m uon average track angle is about 0.1 while for the secondary 
m uon it is about 0.07 radians.
•  The distributions for the azim uthal angles is flat for bo th  muons, consis­
ten t w ith expectations, because of the azim uthal sym m etry of the physics 
and the CHORUS apparatus.
•  The leading m uon average transverse m om entum  w ith respect to  the 
neutrino is about 2.6 G eV /c, while for the secondary m uon it is about 
0.86 G eV /c. This difference reflects m ostly the difference in the m uon 
energy distributions.
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Xvtx (cm )
yvtx (cm )
Zvtx (cm )
E had ™  (O e V )
W 2'vls ( G e V 2/c2)
F ig u r e  3.4: Com parison between real d a ta  and MC (JETTA ) sim ulated op­
posite sign dim uon distributions for the vertex position in the x (xvtx), y (yvtx) 
and z (zvtx) direction (figures at left) and for the kinem atical variables £had> 
Q 2,vls, and W 2,vls (figures at right). The d a ta  points are the experim ental dis­
tribu tions where the errors are sta tistical only. The solid line represents the 
sim ulated d istribu tion  on top of an estim ate for the background (dashed line).
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e u-v  (rad)
E  ( G e V )
e 2^-v (rad)
■Ku-v (rad) ^ 2-v (rad)
F ig u r e  3.5: Com parison as in Figure 3.4 for the energy of the prim ary and 
secondary m uon E ^ i  and (top), the m uon track angles w ith respect to  the 
neutrino beam , 9^ and (m iddle), and the corresponding azim uthal
angles, and (bottom ).
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y
F ig u r e  3 .6: Com parison as in Figure 3.4 for transverse m uon m om enta w ith 
respect to  the neutrino beam  direction, PtlI\ ~ v and PtlI2 - v  (top), and with 
respect to  the reconstructed W -boson direction, PtfJi - w  and P t ^ - w  (m iddle), 
and for ^ vls, and yvls (bottom ).
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e U-u2 (rad)
E v  vis ( G e V )
F ig u r e  3 .7: Com parison as in Figure 3.4 w ith on the left side the angle between 
the two m uon m om entum  vectors, 9^ 1- ^ 2 , the azim uthal angle between the 
two m uon m om entum  vectors, <^i_/j2 , the invariant mass of the two muons, 
rrifji-fj2 - On the right hand side the Bjorken xvls, the neutrino energy E t 
and the fragm entation  variable z j ls.
VIS
x
z
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•  The leading m uon average transverse m om entum  w ith respect to  the 
reconstructed W -boson direction, PtlIi_ w , is about 5.4 G eV /c, while for 
the secondary m uon, P t ^ - w ,  it is about 0.63 G eV /c. A lthough not 
needed for our analysis, it is clear th a t using the PtfJi - w  > Ftp,2-w  
selection a global way to  characterise opposite dim uon events as those 
induced by either or v^  can be found.
•  A lthough, the yvls d istribu tion  for CC events should be flat, due to  the 
cuts on F ^ d , Efj i, Efj,2 and E1™ and the presence of the charm  threshold 
the d istribu tion  is distorted.
•  The average opening angle for the two m uon tracks is about 0.15 radian, 
while the average azim uthal angle between the two m uon m om entum  
vectors is about 2.4 radian. The two m uon m om enta are alm ost back to 
back in the plane perpendicular to  the neutrino beam .
•  In the invariant m ass d istribu tion  of the two m uons no J /^ (lS )-s ig n a l 
around 3.1 G eV /c2 is present; this is because of the sm all cross section 
and the -E'^ ad >  5 GeV cut.
•  The *vls d istribu tion  has an average of about 0.22 and its shape is ex­
pected from  the applied cuts and the underlying s and d quark d istribu­
tion functions.
•  The E1™ spectrum  w ith an average of 94 GeV is correlated w ith the E v 
spectrum , and effected by the charm  threshold.
•  The average z j ls is about 0.29.
We conclude th a t in the 24 projections, the background estim ate together 
w ith the JE T T A  MC d a ta  are— w ithin the sta tistical accuracy— in good overall 
agreem ent w ith the real da ta . This provides a good starting  point for an 
elaborate understanding of our acceptance and background corrections, and 
for the final p reparation  of our d a ta  to  allow quantative param eter fitting and 
their physics in terpretation.
3.8 R econstruction  and trigger acceptance cor­
rection
To evaluate the reconstruction and trigger acceptance the JE T T A  MC chain— 
described in Section 3.1— is used to  generate opposite sign dim uon events.
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The first m uon originates from  the charged-current neutrino-nucleon interac­
tion process producing am ong others a charm ed hadron. The second m uon 
comes from  the semi-leptonic decay of the charm ed hadron. The standard  
Jetset fragm entation scheme is used to  describe the hadronisation process in 
detail, although the threshold behaviour of the charm  quark production is not 
properly taken into account. The JE T T A  ou tpu t events are utilised as input 
to  EFICASS to obtain  the corresponding detector responses. From the in­
pu t and ou tpu t events of EFICASS our standard  distributions as discussed in 
Section 3.1 are obtained. The bin-by-bin ratios from  these input and outpu t 
distributions represent the MC predictions for the detector acceptances. In our 
case these ratios are alm ost insensitive to  details of the assum ptions in JETTA , 
including those of the charm  production cross section.
For each interval in the (xvls or z j ls d istributions the to ta l acceptance,
£ t o t ,  can be factorised as follows:
_  N r c t  _  N a c  N r c  N r c t  _  /„  n
£tot "  ~~ ~Ng ~ ' ~Ngc  ' " A ^ ~  ~  £cut ' £rec ' £tng’ ( )
where N q denotes the to ta l num ber of generated (GBEAM  —► JE T T A  —► E FI­
CASS) events in the interval, N qc  the num ber of events out of the N q events 
th a t survive the applied cuts as calculated from  the “vis” variables before the 
detector sim ulation (MC tru th ), N r c  the num ber of reconstructed events w ith 
cuts on the reconstructed variables (after detector sim ulation), and N r c t  the 
num ber of reconstructed events w ith cuts on the reconstructed variables and 
accepted by the trigger condition. The param eters eCut, £rec and etrig represent 
the acceptance (efficiencies) for surviving cuts, reconstruction and triggering, 
respectively.
The to ta l acceptances over the full param eter space are found to  be etot =  
0.132±0.002, ecut =  0.247±0.003, erec =  0.707±0.008 and etng =  0.755±0.007, 
respectively where the errors are sta tistical only. We note th a t the values of 
these acceptances (except £tot) depend on their definition given in E quation 3.1. 
Note th a t the to ta l acceptance correction (1/etot =  7.60±0.13) is large, which— 
w ithout special care— can result in sizable system atic effects.
Because we can not com pare the JE T T A  generated events w ith the real 
d a ta  in the region outside our applied cuts, the acceptance correction applied 
in our detailed analysis only includes the reconstruction and trigger acceptance 
correction ( l / e r e c + t r i g  =  N a c  / N r c t  =  1-873 ±  0.027) and not the cut accep­
tance corrections. Furtherm ore we can only com pare the JE T T A  m odel w ith 
the real d a ta  using distributions as a function of the visible kinem atical vari­
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ables. Therefore the acceptance correction im plicitly transform s the real d a ta  
d istributions into corresponding distributions as a function of the “tru e” MC 
“visible” kinem atical variables.
To properly calculate the combined reconstruction and trigger acceptance 
including sm earing due to  experim ental uncertainties, we calculate for each 
interval the following num bers: N q c  r c t ,  num ber of events generated, recon­
structed  and trigger accepted, all in the same interval, N Q C  RCT, sim ilarly 
num ber of events generated bu t not reconstructed and not trigger accepted, 
and N - q £ R C T , sim ilarly num ber of events reconstructed and trigger accepted 
bu t not generated in th a t interval. The combined reconstruction and trigger 
acceptance is then given by
_  N r c t  _  N g c r c t  +  % f l C T  ,  .
r e c  +  t n g  N  G C  N G C  R C T  +  N a c  „ C T  '
and its variance is given by
c + t ó g  ( N g c r c t  +  N gc 1[ u tY ( N G c r c t  ^ g c  r c t )  a N a c  r c t
> 2 O’ n --
GC RCT
(3.3)
+  ( N g c r c t  +  A ' g c j ì c t ) 2 ^
+  ( N g C  R C T  +  N g c 1^ t )  a N ^ R C
Sim ilar form ulae are used for calculating other acceptances when sm earing is 
involved, like erec. To calculate acceptance corrections w ithout sm earing, like 
the trigger or cut acceptance corrections, we use the same procedures w ith 
num bers connected to  sm earing pu t to  zero.
The projected reconstruction acceptance erec as a function of xVIS, E ™ , 
and z j ls is shown in Figure 3.8. It is flat in *vls w ith values around 0.7; for 
E„m >  100 GeV it decreases w ith increasing E„m typically from  0.8 to  0.5, and 
it linearly increases from  0.4 to  above unity  w ith increasing z j ls (the acceptance 
larger th an  unity  reflects an asym m etric in-out sm earing effect). The E„m and 
z™ distributions reflect shower leakage into the spectrom eter which is not 
taken into account in the event kinem atics. The reconstruction acceptance as 
a function of E„m for different *vls bins (slices) is consistent w ith the projected 
d istribu tion  in Figure 3.8. Similarly, as a function of *vls for different E„m bins 
all distributions are typically flat w ithin sta tistical fluctuations. The trigger 
acceptance etrig is also shown in Figure 3.8. The projected d istribu tion  is 
essentially flat in *vls around 0.74. For increasing E ™ it decreases from  0.85 
to  0.65, and for increasing z j ls it increases from  0.65 to  0.85. The la tte r two
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F ig u r e  3.8: Reconstruction acceptance erec (top), trigger acceptance etrig 
(m iddle), and acceptance correction l / e r e c + t r i g  (bottom ) as a function of xvls, 
E1™ and z j ls as determ ined from  a MC study. We note th a t erec also includes 
sm earing effects, so th a t locally it can become larger th an  unity. The errors 
are sta tistical only.
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effects are due to  the rejection of more and more events w ith increasing hadronic 
energy by the H-veto [119]. W ith  increasing hadronic energy, for example, more 
slow neutrons emerge in the shower, resulting— after scattering— in increased 
activity  in the H plane.
Having constructed acceptances for our s tandard  histogram  distributions 
(z™ ), (*vls, -E1™), we can construct the correction distributions l / e rec+trig- 
These corrections are to  be m ultiplied w ith the corresponding experim ental 
da ta . As shown in Figures 3.8, the correction is essentially flat in *vls around 
1.9. For increasing E ™ it increases from  around 1.5 to  3.0, and for increasing 
z j ls it decreases from  3.4 to  1.0. All distributions are sm ooth and the depen­
dences on these variables can be qualitatively understood in term s of hadronic 
energy leakage to  the spectrom eter— not taken into account on event basis— 
and by the H plane veto effect. These effects are taken care of by our acceptance 
corrections, leading to  a rise w ith increasing E ™ or decreasing z j ls.
The reconstruction and trigger acceptance corrections, as calculated, are not 
expected to  significantly depend on details of the underlying model because of 
cancellations in the acceptance ratios. The model actually  influences only the 
sam pling distributions w ithin each bin.
3.9 Background evaluation
For our final analysis the physics model of M CDIM UON accounts only for the 
opposite sign dim uon sam ple (p~ p +) in deep inelastic C C -interactions w ith 
charm ed hadron production and decay. However, the real d a ta  sam ple is ex­
pected to  include events from  muonic decay of non-charm  hadrons produced 
either directly or during shower developm ent. As discussed in Section 1.5 the 
contribution  of other background sources is expected to  be negligible because 
of the relatively sm all cross-sections in com bination w ith our kinem atical se­
lections. Thus the (non-charm ) background level depends on the probability  
for a or to  decay before it is absorbed in the calorim eter or first part 
of the m uon spectrom eter.
An im portan t feature of the background is th a t the resulting same- and 
opposite-sign dim uon distributions are closely related. Our strategy is to  use 
only the p ~ p ~  events to  estim ate the background in our p ~ p + d a ta  and not 
the p +p + events, because the la tte r have a significant ¡^-induced com ponent. 
Due to  charge conservation opposite sign dim uon events occur w ith larger prob­
ability th an  same sign events. Moreover, not only the num ber of events but 
also their kinem atics is slightly different. An elaborate MC background study is
88
3 .9 . B a ck g ro u n d  e v a lu a tio n
therefore necessary to  obtain  our “best” background subtracted  and acceptance 
corrected standard  histogram  distributions.
For this purpose a MC sam ple of same and opposite sign dim uon events 
from  or decay is produced using the following m ethod. A bout 85k CC 
events, of which m ost are single m uon p~  events, are generated w ith JE T T A  
and processed through the EFICASS detector sim ulation. For each MC event 
all or mesons either produced at the prim ary vertex, or in the shower, 
are allowed to  decay and produce a second m uon w ith a probability  dependent 
on the energy, the branching ratio  to  p  +  v^,  lifetime, m ass and travel distance 
of the meson.
To reduce com puter tim e, the or meson decay is not perform ed 
during the detector sim ulation, bu t afterw ards and only m uons produced with 
high probability  and w ith m om entum  above 6 G eV /c are selected for further 
processing. At the level of our sta tistical accuracy this is expected to  be fully 
representative. The thus generated dim uon events are subjected to  the same 
kinem atical and fiducial cuts as used in our dim uon analysis. Then our standard  
histogram s are filled, each event weighted w ith the muonic decay probability. 
In to ta l a MC sam ple of about 5k p ~ p ~  and 4k p ~ p +BG events is obtained 
in this way. For each bin in the histogram s we first calculate the ratios of 
p ~ p +BG/ p ~ p ~  where the first m uon comes (by definition) from  the prim ary 
charged current in teraction and the second m uon from  or decay. We 
expect as scale factor an overall ra tio  of around 1.3 from  the CHARM  II thesis 
work by Vincent Lem aitre [39,40]. We obtain  for this factor the value 1.45 ±  
0.05. The 10% difference between the CHARM  II and our values is due to 
slightly different assum ptions concerning acceptances and different showering 
in glass and lead. The background fraction of events is found to  be (22.0±2.1)% .
From the standard  distributions of real d a ta  p ~ p ~  events and using the 
ratios p ~ p +BG/ p ~ p ~  of each interval obtained above, we derive the num ber 
of background events from  7r,K-decay in the opposite sign dim uon sample. The 
projected dependence of the ratios p~ p +BG/ p~ p~  as function of our standard  
variables is shown in Figures 3.9. This ra tio  is flat around 1.4 in xvls, it de­
creases from  1.9 to  1.3 for increasing E ™ , and increases for increasing z j ls from 
1.25 to  3.3. The energy of the p + is m ostly higher th an  the energy of the p~  
like for the correspondingly charged parents 7r, K. This effect is com plem entary 
bu t sm aller for the visible hadronic energy, which results in the shapes of the 
z™ and E ™ distributions.
At this point we can construct our background by bin-by-bin m ultiplication 
of the MC p ~ p +BG/ p ~ p ~  d istribu tion  w ith the real d a ta  p ~ p ~  d istribution .
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F ig u r e  3.9: The p T p +BG/¡i~¡i~ ratio  
as a function of xvls, E™  and z j ls as 
determ ined by a MC study. The errors 
are sta tistical only.
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To account for the effect of s ta tistical fluctuations in the resulting background 
distributions, several alternatives are com pared.
1) the histogram s are left unchanged. The few bins w ith zero counts get 
assigned a sta tistical error ± 1 , for other bins G aussian errors are assumed.
2) p artia l rebinning: the histogram s are sm oothed in regions of lowest s ta tis­
tics, by averaging neighbouring bins. Using this m ethod the one-dimensional 
histogram  effectively reduces from  10 to  7 bins, and the two-dim ensional his­
togram s from  40 to  20 bins.
3) factorisation and p artia l rebinning: for the two dim ensional (xvls ,E^1S) 
histogram  the distributions in *vls and E™  are assum ed to  be independent 
and thus factorisable. This factorisation is correct for the CC cross-section 
(Equation 1.20) to  the extent th a t the logarithm ic dependence of Q 2 on the 
nucleon scaling structure  functions F( can be neglected (scaling). Using the 
factorisation assum ption the two-dim ensional (xvls ,E^1S) h istogram  is recalcu­
lated  using the two projected one-dim ensional *vls and E™  d istributions. The 
z j ls h istogram  is partia lly  rebinned, like in 2).
For each of the three alternatives the standard  background distributions are 
made. After careful consideration we decided to  use m ethod 3) for our final fit 
analysis described in the next chapter and the two alternatives are used in our 
system atic error studies. We call this the “best” background estim ate.
3.10 D iscussion and sum m ary
In the previous sections we described the analysis procedures to  prepare our 
experim ental d a ta  for the final part of the analysis. This final analysis and 
its result are presented in the next chapter. Before taking this last step it is 
worthwhile to  look back and evaluate the procedures followed up to  this point.
After the standard  CHORUS calorim eter and m uon spectrom eter calibra­
tion the first step is to  ensure th a t our dim uon events have well reconstructible 
m uon tracks. This is handled by the SAM TRA and Super-SAM TRA recon­
struction routines for accepted muons.
The next step, the vertex finding is done w ith a satisfactorily accurate 
m ethod, the vertex location being determ ined w ithin several centim eters (Fig­
ure 3.2). Given the m uon m om enta, the vertex position and the basic event 
inform ation we derive for each event the values for m any kinem atical and other 
variables. Based on the average values per run of these variables, runs taken un­
der unstable calorim eter conditions (m ainly unidentified dead or hot channels) 
are removed. A ra ther large fraction (30%) of the recorded events is discarded
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in this step. It m ay be possible th a t this fraction can be reduced som ewhat by 
elaborate procedures and w ith carefully applied backward checks.
For accepted runs the individual events have been subjected to  stringent 
tests and to  first cuts. An im portan t test is m ade by backtracking the two 
muons to  the vertex and evaluating the distributions (Figure 3.3). O ther se­
lection criteria are applied to  select the final sample.
For the final sam ple a com parison between the real d a ta  and a background 
estim ate together w ith the MC program m e JE T T A  is perform ed (Figures 3.4­
3.7). It is concluded th a t they are in good overall agreem ent, w ithin the sta ­
tistical accuracy. The JE T T A  MC d a ta  are then used to  calculate the recon­
struction and trigger acceptances as well as the to ta l acceptance correction 
(Figure 3.8). A m ajor fraction of the reconstruction inefficiency is due to 
shower leakage into the spectrom eter. The trigger inefficiency is significantly 
influenced by an undesirable H-veto effect.
Finally JE T T A  MC d a ta  are used to  obtain  our best estim ate on the pT ¡i+ 
background. Therefore the p ~ p ~  d a ta  distributions are m ultiplied bin-by- 
bin by a d istribu tion  obtained by MC (Figure 3.9) to  achieve the p ~ p +BG 
distributions.
In Figure 3.10 a com parison between real d a ta  and JE T T A  MC sim ulated 
opposite sign dim uon distributions for the standard  histogram s is given. The 
d a ta  points form  the experim ental d istributions, where the errors are s ta tis­
tical only. The solid line represent the sim ulated distributions added to  our 
best estim ate for the background (dashed line), determ ined by m ultiplying the 
experim ental p ~ p ~  d istributions w ith the corresponding p ~ p +BG/ p ~ p ~  ratio  
distributions.
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C hapter 4
R esults
In this chapter the physics analysis in term s of the chosen dim uon m odel— w ith 
our standard  histogram  d a ta  as inpu t— is described. After an in troduction, the 
d a ta  fitting procedure is discussed. Then the resulting model param eters w ith 
their errors and quality  of fit values are presented, and com pared w ith earlier 
experim ents. F inally an outlook is given on our expectation of the possible 
results using all available CHORUS dim uon calorim eter data .
4.1 Introduction
To extract the desired physics inform ation from  our experim ental s tandard  his­
togram  data , we first have to  sub tract the background and to  correct for various 
inefficiencies. The resulting d a ta  m ust be com pared w ith sim ulated d a ta  from 
an adequate m odel w ith adjustable param eters. For this purpose we apply the 
“dim uon” model im plem ented in the M onte Carlo (MC) program m e MCDI- 
MUON (Section 1.7.1). The model describes for an incoming m uon neutrino 
the production, fragm entation and subsequent weak decay of a charm  quark 
in term s of five free param eters. Two param eters, k and a,  concern the to ta l 
content and the Bjorken-* d istribu tion  of strangeness in the nucleon. One pa­
ram eter corresponds to  the charm  quark m ass m c. The form ation of charm ed 
hadrons is described by the Peterson et al. fragm entation  function w ith one 
param eter cp. F inally the average m uon branching ratio  B c takes care of the 
muonic decay of the produced charm ed hadrons. The cross section is calcu­
lated  according to  the leading-order QCD helicity form alism  for heavy quark 
production as discussed in C hapter 1.
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For the values of the various parameters given in Table 1.4 and the results 
from the CHARM II analysis [39,40], a MCDIMUON simulation for opposite 
sign dimuon events is made starting from GBEAM events. In this simulation 
cuts on the kinematical variables are issued, such that a reasonable fraction 
of events can be actually used in the fitting procedure. The events generated 
are reweighted with the dimuon cross-section in a fitting procedure. Thus the 
values of the fitted parameters are not the same as the ones used for the gener­
ation of the sample. This effect is investigated and found to be negligible. To 
determine the parameter values of the MCDIMUON model consistent with our 
data, standard histograms are made using the MC sample with statistics much 
higher than of the experimental data. These MC histograms are compared in 
terms of a \ 2 evaluation with the corresponding background subtracted ex­
perimental data, corrected for trigger and reconstruction inefficiencies. Only 
statistical errors are taken into account at this stage. By repeating the \ 2 eval­
uation for varying alternatives of the choice of parameter values, some insight 
is gained in the sensitivities. Our final result is based on a four parameter fit, 
and for this solution the systematic errors are estimated.
4.2 M C D IM U O N  data
MCDIMUON is based on a theoretical model with free parameters to extract 
information concerning charm production, fragmentation and decay. The anti­
quark distribution function, Equation 1.34, is taken directly from the CTEQ 
3L [27] set, while the individual u, d, and s distribution functions are redefined 
using two additional parameters. The strange quark content (or magnitude) is 
connected to k defined by Equation 1.35. The shapes of the strange and non­
strange quark distributions are related through the shape parameter a. The 
strange sea is parameterised according to Equation 1.36, where its normalisa­
tion parameter A s for given k  and a  can be solved numerically (Equation 1.38). 
The mass of the charm quark, m c, appears in the modified scaling variable x  
of Equation 1.28 and thus in the cross section, given in Equation 1.30. The 
fragmentation parameter ep of the Peterson et al. distribution function (Equa­
tion 1.42), describes the charm quark hadronisation. The last parameter B c, is 
the average muonic branching ratio of charmed hadrons (Equation 1.47). We 
assume here that B c is not significantly dependent on the kinematical vari­
ables. This approximation is justified in view of our statistics. The neutrino 
cross section for the production of opposite-sign dimuons via charm production
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at LO QCD is given by (Equation 1.48)
i 3 v  L O  i 2  v  L O
Ax&y&z  =  da,d y  (E v ’ x ' y ’ m c ’ K' ^ ~ ( z ,  t p ) B c,
as a function of E v , x, y, and z and dependent on the parameters m c, k , a, ep 
and B c.
The total valence quark distribution function is a linear combination de­
pending on Z  and A  of the u and d valence distribution functions of the proton 
assuming strong isospin symmetry. The «-distribution of the underlying u and 
d valence distributions is different when using a non-isoscalar target—as in our 
case—with Z / A  = 0.40. Non-isoscalarity is assumed to have no effect for the 
sea quarks.
Each event is weighted with a factor depending on radiative effects at the 
primary vertex. This factor is determined for the inclusive charged current 
cross-section using the prescription of Bardin [31].
The cross section weighted (effective) number of MCDIMUON events and 
the number of real data events are normalised with respect to each other, on 
the basis of the number of “protons on target” from the SPS beam during 
data taking, and the number of muon-neutrinos per proton on target given by 
GBEAM.
The expected effective number of events in a two-dimensional interval (A*vls, 
A-E1™) follows from a convolution of the theoretical model and the neutrino 
beam spectrum:
N MC(A x™ ,A E ™ )  = N nucl f d*™ f dE™ f d7
J  A r vls J AE^1S J'y
i  dE v f  dx f  dy f  d z ^ r {Eu)
JEv Jx Jy Jz i t  2}
d 3 <7 • '
d x d y d z ^ ” ’ X’ Vy ^  ® F ^7,  E i’’ X’ Vy Zy * V 1S ')
with
• N nuci’. the number of nucleons,
• d<&(Ev)/ dE v \ the differential muon neutrino flux passing through the 
chosen fiducial volume of the calorimeter target as a function of the neu­
trino energy,
• d3<j / (dxdydz)'. the dimuon cross section of nucleons (Equation 4.1),
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• 7 : a collection of instrumental and kinematic variables, like the directions 
of the muon tracks, the muon energies, the hadronic energy, the transverse 
position of the vertex, etc.
• P( 7 , E v , x, y, z, E ™, *vls): the probability that an event generated 
with the instrumental and kinematic variables (7 , E v , x, y, z) gives the 
visible variables (-E1™, *vls). This probability also includes all cuts.
A similar model prediction for the number of events in a (Az™) interval 
can be obtained by replacing f AxVIS d*vls f AEV¡s dE™  by f Azv¡s dz™ and by 
replacing P(  7 , E v , x, y, z, E ™, *vls) by P(  7 , E v , x, y, z, z;vls) in Equation 4.2. 
All MCDIMUON events used in the fitting are undergoing the same cuts on 
the visible kinematic variables as the corresponding data sample.
4.3 F itting procedure
During the MCDIMUON parameter adjustment the total valence quark, and 
the total anti-quark distribution functions (Equations 1.33 and 1.34) are kept 
fixed, while the distributions of the individual anti-quark flavours vary along 
with the two strangeness parameters k and a. Also the values of m c, ep, and 
B c are adjusted. A best fit is obtained by minimising
2 _  ( ( ^ d  ~  A'fc * ƒ )  * 1 / g r e c + t n g  ~  N M c ) 2= 8— — , ( ^  
bins d,b +  MC
where—after applying all cuts— Nd and N 5  are the number of observed pT ¡i+ 
and /i~/i~ events, ƒ is the ratio p ~ p +BG/ p~p~  , l /e rec+trig is the reconstruc­
tion and trigger acceptance correction (Section 3.8) in each bin respectively. 
The quantity N m c  is the effective number of (weighted) dimuon events from 
charm production as generated by MCDIMUON
N m c  =  ^  wMc , (4.4)
events
the sum running over the events in the bin, and where w m c  is the weight given 
according to the dimuon cross-section. The denominator contains the variances 
of the samples in each bin. In particular (t2mc  =  ^events wm c  concerns the 
statistical uncertainties on the MCDIMUON events and <Jd,b on the observed 
number of events for p ~ p + and p~p~  and on the ratio p ~ p +BG/ p~p~  and
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l /e rec+trig- For given initial values of the parameters m c, k , a, ep and B c a 
best fit is made by successively changing the parameters until the \ 2 reaches a 
minimum. During this iterative optimisation, for each step N m c  and ctmc are 
modified by reweighting the MC events according to the parameter-dependent 
cross section. The Minuit function minimisation and error analysis package
[1 2 0 ] is used to find the best-fit parameter values and the uncertainties including 
correlations. In total about 30k MC events are used to perform the fit. We note 
that for the \ 2 fitting procedure, instead of “correcting” the experimental data 
for reconstruction and trigger acceptance, we could equivalently have converted 
the MCDIMUON data to quasi-experimental data in which the acceptance is 
taken into account.
4.4 Five param eter fit
In Table 4.1 the results of a five parameter fit are given for our best background 
estimation method (Section 3.9). The contributions of the (*vls, -E1™) and z j ls 
data points to the total \ 2 are 27.6 and 5.4, respectively. The total \ 2 is 
32.9 and the number of degrees of freedom (ndf) is 45, corresponding to a \ 2 
probability of 91%.
We have applied in fact the various background treatments of Section 3.9 
for the (*vls, E ™) histogram in a series of studies, keeping the z j ls histogram 
unchanged. Assuming that the corresponding errors are uncorrelated, the effect 
of changing the background treatment is largest (1.2 a) on a. On the value of
Table 4.1: Results of the five parameter dimuon cross section fit. Only 
statistical errors are considered. The correlation coefficients above the 
diagonal are omitted for brevity.
parameter value correlation coefficient
global m c K a B c eP
m c (GeV/c2) 2 . 1 2  t 0.560.69 0.982 1
K 0.99 t 0.590.50 0.978 -0 . 1 1 1 1
a -6 . 0  t 3.74.3 0.968 -0.260 -0.708 1
B c (%) 6 . 1  t 3.41 . 8 0.993 0.481 -0.879 0.637 1
£p 0.296 Î 0.0940.070 0.753 -0.496 -0.006 0.046 -0.160 1
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ep the effect is negligible because this parameter is primarily dependent on the 
z j ls distribution. The effects on the other parameters are 0.04, 0.32 and 0.42 a, 
for m c, k and B c respectively. One can thus conclude that only the value of 
a depends significantly on details of the background estimation. Furthermore 
we notice that anyhow the sensitivity to a («  — 6  ±  4) is small. We must 
thus question at this point whether our present data set provides sufficient 
constraints to give information on the shape of the strangeness «-distribution. 
Moreover, large values of the correlation coefficients (Table 4.1) indicate that 
some of the parameters are too much correlated to be treated independently. 
Therefore we perform a series of 4-parameter fits as a function of a.
4.5 Four param eter fits
Nine fits for each background treatment are made with a in the range from -4 
to 4. These values cover the one standard deviation region of the a param­
eter obtained by previous experiments [38-41]. They also include somewhat 
counter-intuitive negative values just for completeness.
In general, as shown in Figure 4.1 and Table 4.2, when a increases \ 2 in~ 
creases. This is consistent with the five parameter fit, where the lowest \ 2 
corresponds with an uncomfortably negative central value of a. The charm 
quark mass, m c, and the fragmentation parameter, ep, are essentially stable.
Table 4.2: Results of the four parameter dimuon cross section fit 
for fixed values of a. The errors are statistical only. The numbers 
correspond to Figure 4.1.
a x 2 m c (GeV /c2) K, B c (% ) £p
-4 33.2 2 . 1 2  ± 0n 5768 0.79 + 0.420.29 7.1 + 2.71.8 0.292 + 00 091068
-3 33.6 2 .H i 0n 5869 0.65 + 0.370.25 7.9 + 3.12.1 0.290 + 00 090068
- 2 34.0 2 . 1 0  ± 0n 5969 0.51 + 0.290.20 9.0 + 3.52.4 0.288 + 00 090067
-1 34.6 2 . 1 0  ± 0n 6070 0.40 + 0.220.15 1 0 . 2 + 3.62.5 0.286 + 00 089067
0 35.2 2 .l l i 0n 6271 0.33 + 0.160 . 1 1 11.3 + 3.72.6 0.285 + 00 089067
1 36.0 2 . 1 2  ± 0n 6472 0.289 + 0.1240.095 1 2 . 2 + 3.92.6 0.283 + 00 088066
2 36.9 2.14 ± 0n 6774 0.264 + 0.1050.085 13.0 + 4.12.7 0.281 + 00 088066
3 37.8 2.18 ± 0n 7077 0.247 + 0.0930.079 13.7 + 4.42.8 0.278 + 00 088066
4 38.8 2.24 i 00 7380 0.236 + 0.0870.077 14.4 + 4.83.0 0.276 + 00 087065
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F igure  4.1: T h e v aria tio n  of \ 2, mc  
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T h e s tran g e  q u ark  m a g n itu d e  follow ing from  k is s tab le  for a >  0 w hile in ­
creasing for negative  a, an d  th e  m uon  b ranch ing  ra tio  Bc increases linearly  
w ith  a. T h e  values mc, k , ep an d  Bc are for fixed a all ra th e r  insensitive to
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the background treatment, < 0.25 a, and smallest for values of a «  2.
In summary, our studies in five parameter space indicate the following: 1) 
fix a  at a “reasonable” value in the range where the other parameters are 
essentially stable, i.e. between —1 and 4, which also covers the range obtained 
by earlier experiments (see Table 4.7), and 2) apply the “best” background 
estimation, i.e. the one with factorisation treatment to suppress statistical 
fluctuations, which happens to give also the lowest \ 2 value.
4.6 Final fit
Ev ™ (GeV)
F igure  4.2: Comparison between 
background and acceptance corrected 
experimental data (points) with the 
corresponding best 4-parameter fit sim­
ulation (histogram) distributions of 
*V1S, E ™ and z;vls. Only statistical er­
rors are included here.
X
z
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Table 4.3: The standard z j ls intervals (10 data points) with the corresponding 
numbers of events and correction factors as indicated for data, background and 
Monte Carlo. The deviation of each interval to the \ 2 °f the final result is 
also listed, The errors are statistical only.
zl 15 a rd ^BG „+ ^  RD (/-</+1' 1' n<: i Y "~ "+a m c S
0.00-0.14 109.0 ± 1 0 .4 69.9 ±  10.1 56.00 ± 7 .4 8 1.249 ± 0 .0 6 7 :‘. . :N ',±  0.205 132 ± 5 0 208.9 ± 6 .2 -1.53
0.14-0.18 113.0 ± 1 0 .6 28.6 ± 6.4 24.00 ± 4 .9 0 1.193 ± 0 .1 0 5 2 .2 M )± 0 .1 3 9 192 ± 3 1 169.2 ± 5 .1 0.75
0.18-0.22 118.0 ± 1 0 .9 22.5 ± 6.2 15.00 ± 3 .8 7 1.501 ± 0 .1 4 7 2.141 ± 0 .1 2 0 204 ± 2 9 180.9 ± 5 .2 0.79
0.22-0.26 112.0 ± 1 0 .6 21.8 ± 6.2 15.00 ± 3 .8 7 1.453 ± 0 .1 6 9 1.896 ± 0 .1 0 8 171 ± 2 5 169.0 ± 4 .7 0.08
0.26-0.30 98.0 ±  9.9 9.8 ± 3.0 6.00 ± 1 .7 3 1.625 ± 0 .1 5 5 1.735 ± 0 .1 0 2 153 ± 2 0 142.5 ± 4 .3 0.52
0.30-0.34 104.0 ± 1 0 .2 9.8 ± 3.0 6.00 ± 1 .7 3 1.625 ±  0.155 1.617 ±  0.107 152 ± 2 0 129.8 ± 4 .3 1.11
0.34-0.38 71.0 ±  8.4 8.2 ± 2.7 4.00 ± 1 .2 6 2.058 ± 0 .2 1 1 1.663 ± 0 .1 2 0 104 ± 1 7 103.3 ±  3.5 0.06
0.38-0.44 87.0 ±  9.3 12.3 ± 4.1 6.00 ± 1 .9 0 2.058 ± 0 .2 1 1 1.556 ± 0 .0 9 8 116 ±  17 115.3 ± 3 .6 0.05
0.44-0.54 78.0 ±  8.8 6.6 ± 2.1 2 .1 4 ± 0 .6 2 3.080 ± 0 .3 7 8 1.306 ± 0 .0 8 2 93 ±  13 90.9 ± 3 .0 0.17
0.54-1.00 59.0 ±  7.7 30.4 ± 9.5 9.86 ± 2 .8 5 3.080 ± 0 .3 7 8 1.030 ± 0 .0 7 4 30 ± 1 3 39.7 ±  1.8 -0.79
Then, before performing the final 4-parameter fit we have to estimate the best 
value of the a-parameter. It is natural to do this on the basis of previous ex­
perimental results. Calculating the weighted average of the a values found in 
the CHARM II [39,40] and CCFR(LO) [41] analyses results in a =  2.22 ±0.58, 
with a x 2 °f 0.91. The CDHS [38] value, a =  0, is not included because the 
parameter was fixed (not determined by a fit). We prefer to fix the value of a 
on the weighted average, which is based on two considerably larger and more 
complete data sets than our own data, and subjected to essentially the same 
analysis. We perform a best fit for the values of m c, k, B c and ep, using our 
best background estimate. The results are shown in Table 4.6. An overview 
of our standard histogram data as a function of z j ls and (*vls, -E1™) is given 
in Tables 4.3 and 4.4, including the s, the contributions to the x 2 °f each 
interval. In Figure 4.2 the comparison between experimental and simulated 
projected distributions of xvls, and z j ls are shown. The contributions of 
the (xvls ,E™) and z;vls data to the total x 2 are 31.38 and 5.69, respectively. 
The total x 2 is 37.07 and the number of degrees of freedom is 46 with a x 2 
probability of 82%. The value of x 2/ndf =  0.81 suggests that the model pro­
vides an adequate description of the data, although we note that there is a 
strong correlation between B c and m c, and B c and k. The location of the 
found x 2 minimum and its corresponding values of the free parameters is very 
stable against different starting values of the fit parameters.
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Table 4.4: Same as Table 4.3 but for the (*vls, E ™) intervals (45 data points).
b r x vls ^RD A ' ^ + A RD
m ' : +
^M C S
35- 60 0.00-0.10 13.0 ± 3 .6 7.3 ± 2 .4 4.03 ± 1 .2 2 1.80 ± 0 .2 2 1.41 ± 0 .2 6 s ±  (, 1 4 .5 ±  1.1 -1.00
35- 60 0.10-0.15 37.0 ±  6.1 10.6 ± 3 .2 5.44 ± 1 .5 2 1.94 ± 0 .2 3 1.45 ± 0 .1 4 ‘.S ±  11 41.4 ±  1.6 -0.29
35- 60 0.15-0.20 48.0 ± 6 .9 6.1 ± 2 .1 3.42 ± 1 .0 8 1.78 ± 0 .2 1 1.37 ± 0 .1 3 57 ±  11 43.5 ±  1.5 1.22
35- 60 0.20-0.30 64.0 ±  8.0 16.9 ± 4 .7 8.46 ± 2 .1 6 2.00 ± 0 .2 1 1.65 ± 0 .1 3 78 ±  16 75.7 ±  1.7 0.11
35- 60 0.30-0.50 51.0 ±  7.1 14.4 ±  4.0 7.65 ± 1 .9 9 1.89 ± 0 .1 9 1.74 ± 0 .1 2 64 ±  15 75.2 ±  1.3 -0.79
60- 70 0.00-0.10 13.0 ± 3 .6 2.1 ± 0 .9 1.39 ± 0 .5 5 1.52 ± 0 .2 3 1.71 ± 0 .3 2 19 ±  7 12.9 ±  1.2 0.78
60- 70 0.10-0.15 14.0 ±  3.7 3.1 ± 1 .2 1.88 ±  0.71 1.64 ± 0 .2 5 1.68 ± 0 .2 6 1 8 ±  7 20.5 ±  1.4 -0.29
60- 70 0.15-0.20 27.0 ± 5 .2 1.8 ±  0.8 1.18 ±  0.48 1.50 ± 0 .2 3 1.53 ± 0 .2 4 39 ±  10 2 1 .4 ±  1.3 1.71
60- 70 0.20-0.30 21.0 ± 4 .6 4.9 ±  1.9 2.92 ± 1 .0 5 1.69 ± 0 .2 4 1.54 ± 0 .1 9 25 ±  8 32.0 ±  1.4 -0.87
60- 70 0.30-0.50 21.0 ± 4 .6 4.2 ± 1 .6 2.64 ± 0 .9 6 1.59 ± 0 .2 2 1.42 ± 0 .1 7 24 ±  7 3 0 .4 ±  1.0 -0.86
70- 80 0.00-0.10 12.0 ± 3 .5 2.5 ± 1 .0 1.67 ± 0 .6 2 1.49 ± 0 .2 2 1.41 ± 0 .2 2 13 ±  5 19.0 ±  1.6 -0.98
70- 80 0.10-0.15 18.0 ±  4.2 3.6 ± 1 .4 2.25 ± 0 .8 0 1.60 ± 0 .2 4 1.68 ± 0 .2 7 24 ±  8 21.2 ±  1.6 0.35
70- 80 0.15-0.20 24.0 ± 4 .9 2.1 ± 0 .9 1.42 ± 0 .5 5 1.47 ± 0 .2 2 1.72 ± 0 .2 9 38 ±  11 19.4 ±  1.3 1.72
70- 80 0.20-0.30 24.0 ± 4 .9 5.8 ± 2 .1 3 .5 0 ±  1.18 1.65 ± 0 .2 2 1.53 ± 0 .1 8 28 ±  9 30.5 ±  1.5 -0.29
70- 80 0.30-0.50 18.0 ±  4.2 4.9 ± 1 .8 3.17 ± 1 .0 8 1.55 ± 0 .2 1 1.37 ± 0 .1 5 1 8 ±  7 30.0 ±  1.1 -1.80
80- 90 0.00-0.10 23.0 ± 4 .8 3.0 ± 1 .1 2.36 ± 0 .8 0 1.25 ± 0 .1 8 1.17 ± 0 .2 0 23 ±  7 25.0 ± 2 .0 -0.22
80- 90 0.10-0.15 20.0 ± 4 .5 4.3 ± 1 .5 3.19 ±  1.02 1.35 ± 0 .1 9 1.77 ± 0 .2 9 28 ±  9 21.3 ±  1.7 0.68
80- 90 0.15-0.20 17.0 ±  4.1 2.5 ± 0 .9 2.01 ± 0 .7 1 1.23 ± 0 .1 8 1.83 ± 0 .3 5 27 ±  9 19.9 ±  1.5 0.72
80- 90 0.20-0.30 25.0 ± 5 .0 6.9 ± 2 .2 4.96 ± 1 .4 8 1.39 ± 0 .1 8 1.86 ± 0 .2 5 34 ±  11 30.3 ±  1.6 0.29
80- 90 0.30-0.50 25.0 ± 5 .0 5.9 ±  1.9 4.49 ± 1 .3 6 1.31 ± 0 .1 7 1.76 ± 0 .2 2 34 ±  10 2 7 .8 ±  1.1 0.57
90-100 0.00-0.10 22.0 ± 4 .7 1.9 ± 0 .8 1.67 ± 0 .6 2 1.17 ± 0 .1 8 2.17 ± 0 .3 8 43 ±  13 23.8 ± 2 .1 1.52
90-100 0.10-0.15 15.0 ± 3 .9 2.8 ± 1 .1 2.25 ± 0 .8 0 1.26 ± 0 .1 9 1.48 ± 0 .2 4 1 8 ±  7 20.5 ±  1.8 -0.37
90-100 0.15-0.20 10.0 ± 3 .2 1.6 ±  0.7 1.42 ± 0 .5 5 1.16 ± 0 .1 7 1.65 ± 0 .2 8 1 4 ±  6 16.6 ±  1.5 -0.46
90-100 0.20-0.30 14.0 ±  3.7 4.6 ±  1.7 3 .5 0 ±  1.18 1.30 ± 0 .1 8 1.76 ± 0 .2 6 17 ±  8 28.2 ±  1.6 -1.50
90-100 0.30-0.50 23.0 ± 4 .8 3.9 ± 1 .4 3.17 ± 1 .0 8 1.22 ± 0 .1 6 1.81 ± 0 .2 5 35 ±  10 23.8 ±  1.1 1.05
100-120 0.00-0.10 22.0 ± 4 .7 4.5 ± 1 .5 3.19 ±  1.01 1.39 ± 0 .1 8 2.36 ± 0 .3 1 41 ±  13 46.2 ± 3 .3 -0.37
100-120 0.10-0.15 28.0 ± 5 .3 6.5 ± 2 .1 4.31 ± 1 .2 8 1.50 ± 0 .1 9 1.87 ± 0 .2 7 40 ±  12 31.6 ± 2 .4 0.70
100-120 0.15-0.20 16.0 ±  4.0 3.7 ± 1 .3 2.72 ± 0 .9 0 1.37 ± 0 .1 7 2.44 ± 0 .3 9 30 ±  11 28.0 ± 2 .0 0.17
100-120 0.20-0.30 32.0 ± 5 .7 10.4 ±  3.1 6.71 ± 1 .8 3 1.55 ± 0 .1 7 2.19 ± 0 .2 7 43.0 ± 2 .1 0.29
100-120 0.30-0.50 26.0 ± 5 .1 8.8 ± 2 .6 6.07 ±  1.68 1.45 ± 0 .1 6 1.91 ± 0 .2 0 33 ±  11 42.2 ±  1.6 -0.82
120-150 0.00-0.10 27.0 ± 5 .2 3.8 ± 1 .3 3.19 ±  1.01 1.19 ± 0 .1 6 1.94 ± 0 .2 5 45 ±  12 >0.5 ± 3 .8 -0.45
120-150 0.10-0.15 20.0 ± 4 .5 5.5 ± 1 .8 4.31 ± 1 .2 8 1.28 ± 0 .1 6 2.76 ± 0 .4 6 40 ±  15 35.7 ± 2 .9 0.29
120-150 0.15-0.20 17.0 ±  4.1 3.2 ± 1 .1 2.72 ± 0 .9 0 1.17 ± 0 .1 5 2.46 ± 0 .4 0 34 ±  12 27.8 ±  2.3 0.52
120-150 0.20-0.30 29.0 ± 5 .4 8.9 ± 2 .6 6.71 ± 1 .8 3 1.32 ± 0 .1 5 2.63 ± 0 .3 6 53 ±  17 41.6 ± 2 .3 0.65
120-150 0.30-0.50 30.0 ± 5 .5 7.5 ±  2.2 6.07 ±  1.68 1.24 ± 0 .1 4 2.21 ± 0 .2 7 50 ±  14 4 0 .6 ±  1.7 0.63
150-290 0.00-0.10 17.0 ±  4.1 3.1 ± 1 .1 2.50 ± 0 .8 4 1.23 ± 0 .1 6 3.40 ± 0 .3 9 47 ±  16 68.5 ± 5 .6 -1.28
150-290 0.10-0.15 15.0 ± 3 .9 4.5 ± 1 .5 3.38 ± 1 .0 6 1.33 ± 0 .1 6 2.85 ± 0 .4 1 30 ±  13 40.8 ± 3 .8 -0.83
150-290 0.15-0.20 12.0 ± 3 .5 2.6 ± 1 .0 2.13 ±  0.7 4 1.22 ± 0 .1 5 3.11 ± 0 .6 1 29 ±  13 36.1 ± 3 .1 -0.53
150-290 0.20-0.30 36.0 ± 6 .0 7.2 ± 2 .2 5.25 ± 1 .5 4 1.37 ± 0 .1 5 2.92 ± 0 .3 8 84 ±  22 47.2 ± 3 .0 1.68
150-290 0.30-0.50 23.0 ± 4 .8 6.1 ± 1 .9 4.75 ± 1 .4 2 1.29 ± 0 .1 3 2.84 ± 0 .3 6 48 ±  16 44.7 ± 2 .1 0.20
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S ystem atic  e rro rs  and  discussion
Before considering the precision of our final result, we note that there are two 
levels of systematic uncertainties. On the first level, the physics interpretation 
and general application of the obtained fit values in a “complete” (QCD-based) 
description is restricted by the intrinsic simplifications of our dimuon model. 
However by comparing our results with results from other experiments obtained 
with the same model in essentially the same way, we ignore these intrinsic 
model uncertainties at this point and aim at a direct check between outcomes of 
different experiments. For this reason we have as closely as possible followed the 
LO analysis of the CHARM II [39,40], CCFR [41], and CDHS [38] experiments. 
The significance of our work thus mainly concerns a comparison and consistency 
check with these latter experiments.
On the second level, within the context of the common dimuon model, to 
obtain estimates for the systematic uncertainties of the final parameter values 
we perform several studies. Statistical errors strongly dominate the overall 
precision. The depth of our systematic studies is balanced accordingly. The 
systematic uncertainties form two groups:
1) Fixed input parameters with known standard deviations.
The systematic error is determined by independent fits for values plus and 
minus one standard deviation away from the fixed position. For simplic­
ity the total systematic error is then symmetrised by quadratic averaging 
y/(Sl_+Sl+)/2 .
2) Fixed input parameter values based on assumptions.
The systematic error is determined by independent fits for values based on 
different assumptions. We calculate for each assumption an error component 
Si, and their root-mean-square is calculated for each fit parameter using the 
formula > /(£"= i S?)/ n, where i runs over the different assumptions.
Following the list in Table 4.5 the systematic uncertainties are obtained in 
the following way:
• The fixing of a =  2.22 ±  0.58 and ¡3 =  1.7 ±  1.5 (GeV/c) - 2  (Equa­
tion 1.45), the shapes of the strangeness and the the pt distribution, 
respectively. The central value of ¡3 is determined by averaging the val­
ues used by E531 [58], CDHS [38] and CCFR [41], and its error covers 
the entire range.
• We use the 1996 Particle Data Group (PDG) values [121] \Vcd\ =  0.221 ±
0.002 and \VCS\ =  0.9743 ±  0.0004, where the errors are correlated due 
to the unitarity constraint on the Cabibbo-Kobayashi-Maskawa (CKM)
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matrix [23,24]. The values are not significantly changed between the 
values used and the latest PDG values [52]. By varying these CKM 
matrix elements in the dimuon cross-section of Equation 1.30 only the 
relative weight of scattering on d or s quarks changes, and as the relative 
error on \Vcd\ is about 20 times larger than the one on \VCS\, only the 
uncertainty on \Vcd\ is considered.
• To calculate the uncertainty due to the D decay to K + /j, + u , K* + /j, + u , 
and tt + h + v , we assume, as mentioned in Section 1.7.1, that the relative 
branching ratios are 0.60 ±  0.03, 0.33 ±  0.03, and 0.07 ±  0.02 respectively. 
The uncertainty of the last decay can be neglected. The effect on the 
uncertainty on the relative branching ratios is about a factor of 2  larger 
for the decay to K* than to K; only the uncertainty in the K* decay is 
considered. The uncertainties due to the relative branching ratios of the 
Ac decay are expected to be negligible, because only 7% of the charm 
quarks fragments into a Ac, and only 4.5% of the Ac decay into a muon 
(see Table 1.4).
• To judge the uncertainty due to the quark distribution functions and 
the charm fragmentation function, we utilise the GRV 94 LO [28] quark 
distributions, and the Collins-Spiller fragmentation function [47] in two 
independent fits. It has to be noted that the uncertainty in the fragmen­
tation parameter ep can not be determined in a straightforward way, as 
the fragmentation parameter of the Collins-Spiller fragmentation function 
is defined in a different way.
• The overall uncertainty of 5.2% in the neutrino flux normalisation is 
mostly due to the estimated error on the number of protons on target 
from the beam-current transformers. Our uncertainty estimate concern­
ing the neutrino beam (total flux and energy distribution) is based on a 
conservative intuitive estimate, comparing results from different GBEAM 
versions.
• The uncertainty in the energy scale of the calorimeter is estimated by the 
following method. The calorimeter scintillation signal is parametrised 
according to S  =  a c x _P(GeV/c) +  f3c, with two parameters a c and 
f3c [8 8 ]. For electrons these parameters have the values a c =  17.2 ±  0.3, 
f3c =  —0.14±0.96, while for pions they are a c =  15.3±0.2, f3c =  —5.8±1.0. 
In our analysis we use the values a c =  16.6±1.0 and f3c =  —5.1±5.0, and 
the uncertainties in these parameters, assumed to be uncorrelated, are
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quadratically added to estimate the calorimeter energy scale uncertainty. 
The value of f3c =  —5.1 corresponds to an offset of —307 MeV hadronic 
energy. The uncertainty in the momentum scale of the spectrometer is 
assumed to be 2 %.
• The uncertainty in the trigger efficiency is evaluated assuming a 10% error 
on the trigger inefficiency calculated for each interval of the distribution.
• The systematic error due to the uncertainty in the reconstruction effi­
ciency correction is evaluated by splitting this efficiency into a smearing 
and a real reconstruction efficiency, resulting in £rec+smear =  0.707±0.008, 
esmear =  1.195 ±  0.008 and erec =  0.592 ±  0.007, respectively, where the 
errors are statistical only. The uncertainty in the values of the fitted 
parameters due to erec is evaluated by assuming a 1 0 % error on the bin- 
by-bin reconstruction inefficiency.
• To estimate the uncertainty due to the shape of the background dis­
tribution, the partial rebinning method is applied (Section 3.9). Only 
the shape of the background distribution is estimated, because the total 
background is normalised using the number of real data p~p~  events. 
The systematic error due to the statistical uncertainty in the background 
normalisation is estimated from the p~p~  sample with 144 ±  12 events.
In Table 4.5 the systematic errors considered are given. Different compo­
nents of the same error have been added in quadrature. The most significant 
error components for m c arise from the uncertainties in the relative D-meson 
branching ratio to K and K*, and the quark distribution functions. For k 
they reflect the uncertainty in the muon energy calibration of the spectrometer 
and the shape of the pt distribution of charmed hadrons with respect to the 
W-boson direction. For B c the systematic error mainly stems from the uncer­
tainties in the neutrino flux distribution, the spectrometer calibration and the 
already mentioned relative D-meson branching ratios. Also for ep the uncer­
tainties in the neutrino flux distribution and the relative D branching ratios 
predominate.
The influence of uncertainty in the relative D branching ratios can be un­
derstood in terms of a change in the energy distributions—in particular the 
average values—of the secondary muon, the hadron shower and the neutrino 
from charm decay. For example the fragmentation variable z j ls depends on 
the energy of the second muon and the hadronic energy, so its distribution is 
effected.
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Table 4.5: Systematic errors.
Error source A m c A K A B c (%) Ae p
a  (x s  distribution) 0 . 0 2 0.011 0.4 0.001
¡3 (pt distribution) 0.16 0.029 0.4 0.029
\Vcd\ and 114*1 0.00 0.006 0 . 2 0.001
D decay K* versus K 0.41 0.009 1 . 1 0.052
Quark distribution function 0 . 2 1 0.003 1 . 1 0 . 0 1 0
Fragmentation 0 . 1 2 0 . 0 0 2 0 . 2
Neutrino flux normalisation 0.00 0.000 0.7 0.000
Neutrino beam 0.07 0.005 1.7 0.040
Energy scale calorimeter 0.18 0 . 0 2 0 0.9 0.016
Momentum scale spectrometer 0.15 0.040 1 . 1 0.016
Trigger efficiency 0.11 0.007 0 . 8 0.005
Reconstruction efficiency 0 . 0 1 0.008 0 . 8 0.014
Background shape 0 . 0 1 0 . 0 1 0 0 . 2 0.013
Background normalisation 0 . 0 1 0.005 0.3 0.004
Total 0.57 0.058 3.1 0.079
D stands for D±, D°, D° and .
Table 4.6: The result of our final 4-parameter fit for a fixed value of 
a =  2.22. The first error is statistical and the last systematical, the 
correlation coefficients are statistical only.
parameter value stat syst correlation coefficient
a 2 . 2 2 (fixed) global m c K B c £ p
m c (GeV/c2) 2.15 - o 6775 ±0-57 0.947 1
K 0.260 -  (1083 ±  0.058 0.917 -0.058 1
B c (%) 13.1 -t[7  ±3.1 0.968 0.715 -0.664 1
£p 0.280 — o*o6 6  ±  0.079 0.675 -0.261 -0.235 0.150 1
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Nuclear effects on the deep inelastic nucleon cross section (see Section 1.2) 
are not taken into account in the fitting procedure. It is difficult to imple­
ment these effects consistently. We estimate the systematic uncertainty due 
to nuclear effects by using the following phenomenological method. The nu­
clear structure function ratio F f h/F®  is obtained by multiplying the ratios 
^ 2 h /  ^ 2 and Ftp /  F® taken from NMC analyses [116,117], and then using the 
parametrisation F f h/ F® =  x mi (1 +  m 2 ) ( 1  — m3 *) proposed by Smirnov [122]. 
The values found in a fit are m  1 =  0.128 ±  0.015, m 2  =  0.50 ±  0.07 and 
m3  =  0.76 ±  0.08 with a x 2/ndf =  4.3/12. We attribute the deviation from 
unity entirely to intrinsic effects of the target nucleus, as opposed to propagator 
effects. Therefore the «-dependence should also be valid for neutrino scatter­
ing. Neglecting in this ratio any dependence on Q2, it is simply assumed that 
all parton distribution functions have the same nuclear dependence. By apply­
ing the nuclear modification of the parton distributions, the deviations from 
the central values are Am c =  +0.06 GeV/c2, A n  =  —0.074, AB c =  +1.4% 
and Aep  =  +0.001. By applying the modification to the dimuon cross-section 
the differences are the same. Only the effects on B c and k are significant with 
respect to the uncertainties. The systematic errors for our four parameters are 
shown in Table 4.6.
4.7 Com parison w ith  other experim ents
A comparison of our results with those from CDHS [38], CCFR [41] and 
CHARM II [39,40], is shown in Table 4.7. All results are based on a simi­
lar leading-order QCD formalism. We observe that the parameter values de­
termined in our analysis are compatible with those of the other experiments 
within the errors, except ep, or (z ). Our value of ep is only compatible with 
the value found by CCFR. There are two main differences on data and analysis 
between the earlier experiments and ours:
1 ) the earlier data are based on neutrino as well as anti-neutrino interactions, 
while we only have neutrino induced events. For deep inelastic neutrino induced 
charged current charm production about 50% is due to interactions with strange 
quarks, while for anti-neutrino interactions strangeness accounts for about 90%. 
Thus the anti-neutrino data are more sensitive to the strangeness parameters 
k and a;
2) the earlier experiments have their MC sample normalised to the real data 
sample in terms of the number of equivalently detected and generated inclusive 
charged current events. This minimises the uncertainty on B c due to uncertain-
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Table 4.7: Comparison of neutrino dimuon results using leading-order 
QCD analyses from CDHS [38], CCFR(LO) [41], CHARM II [39,40], and our 
analysis. Statistical and systematic errors are added in quadrature, except 
for the error on ep from CCFR which is statistical only. For CHARM II, 
CCFR and our analysis the quantity (z) is calculated from the Peterson 
et al. fragmentation function [46] using the fitted value of ep. For CDHS, 
the range for ep is obtained from the determination of (z). Numbers in 
parentheses are derived from fitted parameters.
CDHS CCFR(LO) CHARM II Our analysis
c quark production
mc (GeV/c2) 1.50 (fixed) 1.31 ± 0.24 1.79 ± 0.38 2.15 ± 0.91
K 0.48 ± 0.08“ 0.373 ± 0.048 0.388 ± 0.095 0.26 ± 0 . 1 1
a 0  (fixed) 2.50 ± 0.65 1.12 ± 1.29 2 . 2 2  (fixed)
c quark fragmentation
ep ([0.02,0.14]) 0.20 ± 0.04 0.072 ± 0.017 0.28 ± 0 . 1 1
(*) 0 . 6 8  ± 0.08 (0.56 ± 0.02) (0.66 ± 0.02) (0.53 ± 0.04)
charmed hadron decay
Bc (%) 8.4 ± 1.5“ 10.5 ± 0.9 9.05 ± 0.98 13.1 ± 4.7
“Corrected for the PDG98 [52] values of Vcc¡ and Vcs.
ties in the neutrino flux. In our experiment we normalise the MC to the real 
data sample by using the neutrino-nucleon dimuon cross-section, the GBEAM 
neutrino flux and the number of nucleons in the target. The earlier experi­
ments are more sensitive to the charm production cross section with respect 
to the total CC cross section, while in our analysis we are more sensitive to 
the charm production cross-section itself. For comparable uncertainties in B c, 
the combined relative error on our neutrino flux measurement and number of 
target nucleons must be the same as the relative error on the total CC cross­
section including the CC detection efficiency for the earlier experiments. From 
Table 1.1 5 C should have a value between 4% and 17% and the obtained value 
of 13% is thus quite reasonable.
In Figure 4.3 the strange quark distribution xs(x, Q2) and the down quark 
sea distribution xdsea(x, Q2), both at Q2 =  20 GeV2 /c 2, obtained in CHARM II 
[39,40] and in our analysis are compared to the CTEQ 3L [27] distributions. 
The results of the two analyses are consistent, but the strange quark distri­
bution obtained in our analysis has a wider error band. This is primarily due 
to the 1.4 times larger error on k , related to our smaller number of events.
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F igure  4.3: The strangeness distribution x s ( x ,Q 2) (top) and the down 
quark sea distribution xdsea(x ,Q 2) (bottom) both at Q2 =  20 GeV2 /c 2, from 
CHARM II data [39,40], CTEQ 3L [27] and our analysis. The hatched areas 
indicate the ± 1 < 7  statistical and systematical uncertainty added in quadrature. 
The k and a contributions to these uncertainties are assumed to be uncorre­
lated.
For both experiments the analysis was performed with the total anti-quark 
distribution function xq(x, Q2) =  xs(x, Q2) + 2xdsea(x, Q2) taken from CTEQ 
3L. The differences between the CTEQ 3L distributions on the one hand, and 
those from CHARM II and our analysis on the other can be attributed to the 
CTEQ 3L assumptions that the shape of the strange and non-strange sea are 
kept the same (a =  0), and that k =  1/2 at Q2 =  2.56 GeV2 /c 2. This latter
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value corresponds to k = 0.593 at 20 GeV2 /c 2, where our and the CHARM II 
analysis are made.
Notwithstanding the fit stability and a good description of our data by 
the LO formalism, the QCD interpretation of m c and k requires caution. A 
recent—though incomplete—next-to-leading-order analysis [42] of dimuon data 
performed by the CCFR collaboration (see also Table 1.3) shows that these 
parameters may be sensitive to a gluon fusion contribution, particularly near 
the reaction threshold.
4.8 O utlook
In our analysis only the 1995 CHORUS calorimeter data are used. When all 
the data available from 1994 through 1998 would be analysed in the same way 
the data sample would be 5 times larger. If all data are considered we have 
about 5k pT¡i+ events, using the same cuts. In 1998 an additional running pe­
riod without emulsions was granted to CHORUS. In this period a substantial 
increase of the data sample of CC neutrino-calorimeter interactions was ac­
quired. In the same period also data with the anti-neutrino beam were taken, 
amounting to 3% of the total neutrino sample. The calorimeter triggers were 
improved. In particular, the minimum bias trigger only included a hit in one of 
the calorimeter scintillator planes, the trigger H-plane veto was removed, the 
fiducial volume of the charged current trigger was increased. By using these 
data the efficiency of the calorimeter two track triggers of the previous years 
can be estimated. Not only the total two-track trigger efficiency, but also the 
dependence on the fiducial volume, the dependence on the H-plane veto, as well 
as the dependence on the timing problems of the two-track trigger signal from 
the first two spectrometer magnets can be measured. By using an improved 
spectrometer track finding algorithm it is expected that the number of events 
increases with about 1 2 %, and thus that the efficiency correction decreases ac­
cordingly. In the present work about 30% of the triggers is not included in the 
analysis, especially due to calorimeter instabilities. This loss of triggers can 
be reduced by half by more detailed study. Taking care of energy leakage into 
the spectrometer for individual events, and using calorimeter streamer tube 
information to “extrapolate” the muon tracks to find the vertex will improve 
the reconstruction efficiency and minimise smearing. By detailed studies of 
the sensitivity to various cuts, most probably less stringent selections can be 
made. Using all these improvements we expect that the number of events used 
for dimuon analysis can be enlarged by a factor two. The larger statistics of
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the sample will allow to represent the data in more dimensions and in smaller 
intervals. Detailed studies may then allow the data to be better understood, 
and to reduce the systematic errors.
The efficiency of—and the uncertainties in—the event reconstruction also 
can be improved; examples are the calorimeter shower development and reso­
lution, the muon energy deposition in the calorimeter and the vetoing of out- 
of-time muons.
It would be worthwhile to develop a Monte Carlo programme which can be 
used for detector smearing and acceptance evaluations as well as fitting. A fast 
detector simulation is needed for that.
An experimental study of the neutrino beam is at present being performed 
[63, 123]. This knowledge will reduce the uncertainty on the neutrino flux 
and its energy distribution. To minimise the error due to the neutrino flux 
normalisation it is recommended to normalise the dimuon Monte Carlo sample 
by using the number of generated and detected charged current events, instead 
of the method applied in our analysis. A further study of the background from 
7r,K-decay using real p~p~  data, and an improved Monte Carlo generator of 
this background can improve our knowledge on the background and thus the 
systematic effect it has on the results. This becomes of increasing importance 
for a data set with higher statistics.
Improved knowledge of and xF3 for our lead calorimeter target (this 
analysis is being performed in CHORUS [124]) can be used to determine the 
non-singlet and singlet quark distributions and the gluon distribution including 
nuclear effects. Using the obtained quark and gluon distributions one can 
determine [125] the quark flavour distributions. The systematic error due to 
nuclear effects (one of the largest systematic error estimates in our analysis) 
can be reduced.
In conclusion, in our analysis the statistical and systematic errors are at 
about the same level for all fitted parameters. The former can be reduced by 
using all available CHORUS data, and the latter by studying and improving the 
effects discussed above. In principle, the number of neutrino induced events can 
then be twice as large as in the analysis performed by the CCFR collaboration 
[41,42], but the number of anti-neutrino events will be negligible compared 
to the CCFR sample. Nevertheless, a competitive charm production analysis 
using all the CHORUS data seems within reach. The value of B c can be 
determined independently in the emulsion analysis from CHORUS. We expect 
that a full NLO analysis can be performed. All these improvements will enhance 
our knowledge of the strange quark sea, the charm quark mass, the charm quark 
fragmentation and the decay of charmed hadrons into a muon.
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This thesis deals with charm production induced by neutrino deep inelastic 
scattering in the CHORUS calorimeter. The neutrinos, with an average energy 
of 26.6 GeV, are generated in the wide band neutrino beamline of the CERN 
super proton synchrotron. The observed events have a hadronic shower and 
two opposite sign muons in the final state. The main aim of our study is to 
determine the strange quark content of the nucleon, expressed through the 
parameter k , and the shape of the strangeness distribution with respect to the 
one of the non-strange sea, given by a. Additional information is obtained on 
1 ) the mass of the charm quark m c, 2 ) the fragmentation of the charm quark 
to charmed hadrons, using the Peterson et al. fragmentation function with the 
free parameter ep, and 3) the average muonic decay branching ratio B c of the 
produced charmed hadrons.
The part of the CHORUS detector central in our study consists of a set 
of trigger hodoscope planes, a calorimeter and a muon spectrometer. The ca­
lorimeter is used to measure the energy of the hadronic shower. The muon 
spectrometer—located in the beam direction downstream of the calorimeter— 
allows to identify muons and determines their trajectory, momentum and charge. 
The trigger selects neutrino events induced in the calorimeter with a hadronic 
shower and two tracks in the final state.
For each event selected by the trigger the muon track parameters and mo­
menta as well as the energy of the hadronic shower are determined. With 
this information the vertex location and kinematical variables are calculated. 
Unreliable runs are removed with a global checking procedure. By imposing 
kinematical criteria events for the final analysis are selected while rejecting part 
of the background.
Two Monte Carlo models are applied in the analysis to simulate the data. 
The first one, JETTA, is the basis to correct the data for reconstruction and 
trigger acceptances. MCDIMUON, the other model, is used to obtain the values
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of the parameters which describe charm production via neutrino deep inelastic 
scattering. Charged current single muon JETTA events and same sign muon 
events are used for the background estimation. Data and JETTA Monte Carlo 
distributions are compared, and found to be statistically compatible.
By using the above obtained data, acceptances and background estimation, 
the values of the parameters of the MCDIMUON model are obtained by per­
forming a x 2 fit- By fixing the shape of the strange sea with respect to the non­
strange sea to a =  2.22 ±  0.58—obtained by calculating the weighted average 
found in the CHARM II [39,40] and CCFR(LO) [41] analyses—we obtain the 
following result m c =  (2.15 ±  0.71 ±  0.57) GeV/c2, k = 0.260 ±  0.092 ±  0.058, 
B c =  (13.1 ±  3.5 ±  3.1)%, ep =  0.280 ±  0.078 ±  0.079, where the first er­
ror is statistical and the last systematical. The parameter values determined 
in our analysis are compatible with those from CDHS [38], CCFR [41] and 
CHARM II [39,40] except ep. Our value of ep is only consistent with the value 
found by CCFR. The statistical errors of our results can be reduced by using 
all available CHORUS data. In that case we expect about a factor of ten more 
events. Then also the systematical errors would have to be reduced.
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Sam envatting
Dit proefschrift behandelt charm productie geïnduceerd door neutrino diep- 
inelastische verstrooiing in de CHORUS calorimeter. De neutrino’s, met een 
gemiddelde energie van 26.6 GeV, zijn opgewekt in de wide band neutrino bun- 
dellijn van het CERN super proton synchrotron. De waargenomen gebeurtenis­
sen hebben in de eindtoestand een shower van hadronische deeltjes en twee 
muonen met tegengestelde lading. Het doel van ons onderzoek is het vast­
stellen van de hoeveelheid strangeness in het nucleon, uitgedrukt in een pa­
rameter k, en de vorm van de strangeness verdeling ten opzichte van die voor 
de niet-strange quark zee, uitgedrukt in a. Informatie wordt ook verkregen 
over 1 ) de massa van het charm quark m c, 2 ) de fragmentatie van het charm 
quark in gecharmeerde hadronen, die wordt geparametriseerd door de Peterson 
et al. fragmentatiefunctie met de vrije parameter ep en 3) de gemiddelde ver- 
takkingsverhouding B c voor verval van de geproduceerde gecharmeerde hadro­
nen naar muonen.
Het deel van de CHORUS detector centraal in onze studie bestaat uit een 
aantal triggerhodoscoop-vlakken, een calorimeter en een muonspectrometer. 
De calorimeter wordt gebruikt om de energie van de hadronische shower te 
meten. De muonspectrometer, die in de bundelrichting stroomafwaarts van 
de calorimeter staat, maakt het mogelijk muonen te identificeren en hun tra­
ject, impuls en lading te bepalen. De trigger wordt gebruikt om neutrino- 
gebeurtenissen, die plaatsvinden in de calorimeter met een hadronische shower 
en twee sporen in de eindtoestand, te selecteren.
Van elke gebeurtenis, die geselecteerd is door de trigger, worden de muon- 
impulsen, de parameters van de muonsporen en de hadronische shower-energie 
bepaald. Met deze informatie wordt de vertexpositie en de kinematische vari­
abelen berekend. Runs die onbetrouwbaar zijn worden verwijderd met een 
globale controle procedure. Door het toepassen van kinematische criteria wor­
den gebeurtenissen voor de uiteindelijke analyse geselecteerd en tevens wordt
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een deel van de achtergrond verwijdert.
Twee Monte Carlo modellen worden gebruikt in de analyse om meetgegevens 
te simuleren. Het eerste model, JETTA, vormt de basis voor correctie van de 
meetgegevens voor reconstructie en trigger acceptanties (efficienties). Het an­
dere model, MCDIMUON, wordt gebruikt om de waarden van de parameters in 
de beschrijving van charm productie door neutrino diep-inelastische verstrooi­
ing, te bepalen. JETTA gebeurtenissen met ten minste een muon gevormd 
door een geladen stroom wisselwerking, en gebeurtenissen met twee muonen 
die dezelfde lading hebben, worden gebruikt om de achtergrond af te schatten. 
Meetgegevens en JETTA Monte Carlo verdelingen zijn vergeleken; deze blijken 
statistisch in overeenstemming te zijn.
De hierboven beschreven meetgegevens, acceptanties en de achtergrond af- 
schatting worden gebruikt om de waarden van de parameters van het MCDI­
MUON model te bepalen door een \ 2 fit- Door de verdeling van de strange 
zee ten opzichte van die van de niet-strange quark zee te fixeren op a = 
2.22 ±  0.58, deze waarde is verkregen door het gewogen gemiddelde te bereke­
nen van de waarden gevonden door de CHARM II [39,40] en de CCFR(LO)
[41] analyses, krijgen we als resultaat m c =  (2.15 ±  0.71 ±  0.57)GeV/c2, 
k =  0.260± 0.092± 0.058, B c =  (13.1 ±3.5 ±  3.1)%, cP =  0.280 ±0.078 ±  0.079, 
waarin de eerste fout statistisch en de laatste systematisch van aard is. De 
waarden van de parameters die bepaald zijn in onze analyse, uitgezonderd ep, 
zijn binnen de statistische onzekerheid in overeenstemming met de resultaten 
van CDHS [38], CCFR [41] en CHARM II [39,40]. Onze waarde van ep is 
alleen in overeenkomst met de waarde gevonden door CCFR. De statistische 
onzekerheid van onze resultaten kan verminderd worden door alle beschikbare 
CHORUS meetgegevens te gebruiken. Dan verwachten we ongeveer tien keer 
zoveel gebeurtenissen. In dit geval zal ook de systematische fout vermindert 
moeten worden.
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A bbreviations
A D C Analog to Digital Converter
B C T Beam-Current Transformer
CC Charged Current
C C D Charged Coupled Device
C E R N European Laboratory for Particle Physics
C H O R U S CERN Hybrid Oscillation Research apparatus
C K M Cabibbo-Kobayashi-Maskawa
C P U Computer Processing Unit
c s Changeable Sheet
D A Q Data Acquisition
D A T S P C Digital Analog Time information in the Spectrometer
D G L A P Dokshitzer Gribov-Lipatov Altarelli-Parisi
D T “Diamond-shaped” magnet Tracker
E F IC A S S Emulsion Fibre Calorimeter Spectrometer Simulation
EM Electromagnetic
FS Fast Slow beam extraction of the SPS
F W H M Full Width Half Maximum
G U I Graphical User Interface
H A D Hadronic
H V CHORUS online monitoring Histogram Viewer
H W H M Half Width Half Maximum
LO Leading-Order
M C Monte Carlo
N C Neutral Current
N F M Neutrino Flux Monitoring system
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A b b r e v ia tio n s
N LO Next-to-Leading-Order
P D G Particle Data Group
P M Photomultiplier
Q C D Quantum Chromodynamics
Q P M Quark Parton Model
R E M O S Remote Operating System
R M S Root Mean Square
R O C Readout Cell
SLA C Stanford Linear Accelerator
SM Standard Model
S P S Super Proton Synchrotron
s s Special Sheet
T D C Time to Digital Converter
T S T Tracker Streamer Tubes
T T Target Tracker
V IC VME Inter Crate
V M E VersaModule Eurocard
W A N F West Area Neutrino Facility
W B B Wide Band (Neutrino) Beam
ndf number of degrees of freedom
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