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ABSTRACT
ABSTRACT
SOUND QUALITY ANALYSIS OF SEWING MACHINES

James J. Chatterley
Department of Mechanical Engineering
Master of Science

Sound quality analysis is a tool designed to help determine customer preferences,
which can be used to help the designer improve product quality. Many industries desire
to know how the consuming public perceives their product, as this affects the product life
and success. This research investigates which of the six sewing machines provided by
Viking Sewing Machine Group (VSM group) consumers find most acoustically
appealing. The sound quality analysis methods used include both jury based listening
tests and quantitative sound quality metrics from empirical equations. The results from
both methods are completely independent and are shown to have a very strong
correlation.

The procedures and results of both methods, jury listening tests and

mathematical metrics, are presented. Near field sound intensity scans identified acoustic
hot spots and give direction for possible design modifications to improve the acoustic
signature of the two top tier machines, the Designer 1 and Creative 2144 (Husqvarna
Viking and Pfaff respectively).
iv
iv

This research determined that the entry level Pfaff Select 1530 has the most
acoustically appealing sound of the six machines evaluated. In addition, it was also
determined that a reduction in the higher frequency sounds produced by the machines is
preferred over a reduction in the lower frequency sounds.

Further investigations,

including an evaluation of machine isolation and startup sounds, were also performed.
The machine isolation results are highly dependant on the individual machine being
evaluated and would require independent evaluation.

In the machine startup sound

assessment, it was discovered that again the Pfaff Select 1530 has the preferred sound.
Near field acoustic intensity scans provide additional information on locations of
strong acoustic radiation. The near field scans provided valuable design information.
The acoustic “hot” spots were discovered to exist in the lower portions of the machines
near the main stepper motor in the Designer 1, and radiating from the bottom plate of the
machine in the Pfaff Creative 2144.
This analysis has led to various design modifications that could be implemented
to improve the sound quality of the machines, specifically the Designer 1 and the
Creative 2144.
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1 INTRODUCTION

This chapter presents the background and objectives related to this thesis.
Explanation is given of the main limitations of jury and metric based sound quality
assessment, as well as the specific goals of this research. The remaining chapters of this
thesis are then outlined.

1.1 BACKGROUND
Good sound quality has traditionally been synonymous with quiet sounds.
Although the classical approach of reducing the overall noise level has improved many
products and industrial processes, many sounds, although relatively quiet, are often
unappealing or even annoying1. Therefore, over the last three decades, the definition of
sound quality has changed. Blauert2 defines sound quality as “the adequacy of a sound in
the context of a specific technical goal and/or task.” The term “compatibility” has also
been used in this context, especially with regard to sounds accompanying actions of
product users3. With this definition in mind, sound quality now represents the “sensory
pleasantness” of the sound, which is a combination of the perceived loudness, roughness
and pitch4. The difference in definition contrasts the one-dimensional approach initially
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used to the current multi faceted technique that includes aspects of psychology and
anatomy, as well as the physical parameters engineers are accustomed to using.
Although consumers typically do not make decisions based exclusively on sound,
they often make subconscious decisions as to the quality of a product based on the
perceived quality of the sound it produces. The important point is that consumers are not
interested in the product sound per se, but that the product sound is a carrier of
information for them. They certainly would prefer a pleasant sound to an unpleasant one,
but even more so, they want the “sound of quality”5. Therefore, many industries and
manufacturers invest significant effort into discovering what the “sound of quality” is for
a particular process or product, and finding where they rank compared to that standard.
While much of what is now considered sound quality analysis originated in the
automotive industry, there are a myriad of applications in nearly all consumer products
and industrial processes.

Sound quality analysis has generally focused on many

automotive aspects including exterior vehicle passing noise6, holistic vehicle sounds and
research7-8, engine noise, and exhaust noise9-10. Sound quality analysis techniques have
also been used to improve the acoustic signatures of everything from helicopter main
rotor blades and aircraft interior noise11-12 to hairdryers and vacuum cleaners13-14.
Computer hard drives15, heating ventilating and air-conditioning (HVAC) systems in
buildings16-17, construction machinery, and boxes at Italian opera houses18-19 have also
been improved through psychoacoustic studies.

2

1.2 SOUND QUALITY ASSESSMENT METHODS
As sound quality is dependent on the opinions of consumers, a common and
effective approach is to form listening juries and survey their responses to different
sounds. The primary reason for this method is the disparity between what a sound level
meter measures, and what an individual reports regarding the loudness of a given sound,
as well as the instrument’s inability to describe other parameters of sound that a
consumer hears and recognizes. This inconsistency results from the nonlinear nature of
the human auditory system, and the inability of traditional sound measurement techniques
to approximate this behavior. A significant drawback to this technique is the requirement
of large groups of research subjects to perform the listening tests. However,
approximations using empirical equations have allowed the calculation of metrics that
closely approximate the human subject responses20.
These metrics are grouped into four categories, including loudness, sharpness,
grating, and tonality. Loudness characterizes the response of the cochlea, given the
sound’s frequency, bandwidth and amplitude in decibels. Sharpness is a metric that
describes the amount of high frequency energy present in a sound. It is a weighted
average, or area moment, of the loudness with more weight given to frequencies above
~3000 Hz.

Grating describes two metrics: fluctuation strength and roughness.

Fluctuation strength is a metric which characterizes amplitude modulation of the sound
that is partially to entirely audibly perceptible. The modulation frequencies that cause the
sensation of fluctuation strength are frequencies up to ~20 Hz. Roughness represents
amplitude modulation of the sound that is too rapid to be even partially audibly
perceptible: that is to say, it is perceived that the sound is modulated, but the degree of
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modulation is unclear to the human ear. Frequencies of modulation that cause a sensation
of roughness fall between ~20 Hz and 300 Hz. Tonality characterizes the tonal presence
in a sound. The question it answers is, “Are there distinct tones present in a seemingly
broadband sound? If so, how strong are they?” These five metrics can then be combined
into a relative pleasantness measure when comparing two or more sounds.

This

pleasantness metric called sensory pleasantness is convenient, as it consolidates these five
independent metrics into a single response in the same way a juror does subconsciously.
Once these metrics are calculated, different sounds can be compared in a similar
manner to the jury listening tests. The drawback to this method is that the metrics are
based on empirical equations and could be incorrect for certain sounds. For this reason,
both approaches will be used in this research. Once correlation is established between the
jurors and the metric results, the metrics can be used to calculate sound quality for
numerous other conditions reducing the need for larger groups of juries and structured
listening tests.

1.3 SOUND QUALITY AND VSM GROUP
In January 2004, researchers at Axiom EduTech and Brigham Young University
(BYU) combined to perform a sound quality analysis on six Viking Sewing Machine
(VSM) Group sewing machines. VSM has recently become acutely aware of sound
quality and its effect on perceived product quality. VSM Group provided funding to
Axiom EduTech for a sound quality analysis of six sewing machines. Researchers at
BYU, in collaboration with Axiom EduTech, performed the sound quality analysis. The
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six sewing machines investigated were the Husqvarna Viking Designer 1, the Pfaff
Creative 2144, the Husqvarna Viking Platinum 750, the Pfaff Expression 2124, the
Husqvarna Viking Prelude 360 and the Pfaff Select 1530, as listed in Table 1-1.

Table 1-1 Machine matrix
Machine
Brand
High end

Mid level

Entry level

Husqvarna Viking

Pfaff

Designer 1

Creative 2144

(HV1)

(PF1)

Platinum 750

Expression 2124

(HV2)

(PF2)

Prelude 360

1530

(HV3)

(PF3)

The proposed sound quality analysis consisted of the following tasks.
1. Measure the acoustic spectra of the 6 machines
a. Analyze parameters producing spectral details
2. Perform sound quality jury testing for the six machines
3. Compute and compare sound quality metrics for the six machines
4. Identify design modifications to improve the sound quality of the high end
machines.
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1.4 OBJECTIVES AND GOALS
The objective of this thesis is to determine which of the six machines is the most
acoustically pleasant, determine possible sources of unwanted and unpleasant sounds, and
propose possible methods or design directions for the removal of said sounds from the
machine, without modifying the machine process or essential structure. A number of
items must be accomplished in order to complete these objectives. The goals associated
with this objective and the anticipated steps needed to accomplish those goals are listed in
Table 1-2.
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Table 1-2 Thesis goals
Goal & Description
1. Define the “sound of quality” for sewing machines
a. Acquire sound signatures from each machine under investigation
i. Record machine sounds in four operating conditions at three
speeds each, as well as machine start up communication
1. Four operating conditions as each of the four has a
different configuration of stepper motors running; they also
represent the most common stitches: straight and zigzag,
with and without reinforcement
b. Develop a pool of sounds
i. Machine sounds
ii. Computer modified sounds using addition and/or subtraction of
spectral content
iii. Physically modified machine sounds
1. Machines isolated from table with foam
a.

Is it a vibration transmission problem?

c. Jury Listening Test Method
i. Develop jury questionnaires
ii. Perform jury evaluation of sounds
iii. Perform statistical analysis of jury results
d. Mathematical Metrics Method
i. Calculate sound quality metrics
ii. Compare to jury results
iii. Use to predict sound quality of stitches not evaluated by jurors (if
a good correlation between the two methods is established)
2. Propose methods for the removal of unwanted and unpleasant sounds
a. Sound localization scans to determine possible sources
b. Suggestions of possible modifications to sample machines to remove
undesired sounds

7

1.5 HYPOTHESIS AND EVALUATION
The hypothesis of this research is that the machine’s sound quality follows the
expected tier pattern, where the high quality sounds are associated with the high-end
machines, with sound quality stepping down with each corresponding level of machine
tier.
The proposed process is to evaluate the sound quality of each machine using both
the jury-based technique and the metric technique. The correlation between the two will
then be checked, followed by a determination of which machine has the most preferred
sound. The machines will be ranked in order of sound quality from most to least
pleasant, along with evaluations of digitally modified sounds and sounds with machine
isolation, as well. Sound localization scans from near field intensity measurements will
provide indications of probable sources for annoying sounds. From both the sound
quality results and the near field scans, concepts for improving the machine sound
signature will be generated.

1.6 THESIS OUTLINE
The remainder of this thesis describes the developed procedures in detail as well
as the analysis performed.

Chapter 2 presents a literature review and background

necessary to understanding sound quality related concepts. Chapter 3 describes in detail
a description of jury listening tests procedures, including relevant theory and background.
Chapter 4 presents a detailed description of the mathematical metric procedure, including
relevant theory, background, and where applicable, examples. Chapter 5 presents the
8

results and correlation of the two sound quality assessment methods. Chapter 6 describes
the near-field intensity scan procedure, including relevant theory and background, as well
as results. Conclusions are made in Chapter 7, as well as recommendations for further
research in this area. Chapter 0 list references and Chapter 0 is the Appendix, which
includes a tutorial on using the MatLab m-files developed and used in this research, as
well as other information relevant to recreating the experimental work presented.

9
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2 BACKGROUND AND LITERATURE
REVIEW

This chapter presents an overview of fundamental concepts common to sound
quality analysis techniques. Background into audiology, juror listening test sound quality
evaluation and mathematical metrics sound quality evaluation are presented and
discussed. Topics presented in this chapter are outlined as follows:
• Sound quality background
• Juror listening test method
• Mathematical metrics method
• Review of Literature

2.1 SOUND QUALITY BACKGROUND
Sound quality analysis is the study of how a sound is perceived by a listener. Due
to the non-linear behavior of the human auditory system and the complex band-pass filter
behavior it is not a simple matter to describe how sounds are perceived by humans. The
human auditory system consists of not only the outer and inner ear and cochlea but also
11

the processes of sound classification and recognition, which are nearly simultaneously
performed in the auditory center of the brain. This complexity is best described with an
example. When a human hears tones, the auditory system works as a set of linear filters.
However, when it hears a broadband noise the auditory system nominally behaves as if it
were a set of one-third octave filters. This example is illustrated in Figure 2-1.

Figure 2-1 Human auditory system schematic

From this, it becomes evident that neither a simple linear nor logarithmic scale of
magnitude vs. frequency will be adequate in accurately describing how humans perceive
sound. This raises the question of can and how should this process be modeled? The two
approaches used to account for this human perception are jury listening tests and
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calculated metrics. The first approach is to use human “test subjects” who listen to
sounds, compare them, and rank their relative pleasantness. In the calculated metrics
method, mathematical approximations are made from myriads of jury test results,
yielding equations that can be used to estimate the juror response to the sound in
question.

In order to more fully understand why these approaches are used, it is

important to understand the physical makeup of the human auditory system.

The

following subsections review how humans hear and perceive sounds, beginning with the
outer ear and following the path a sound takes as it travels to the auditory center in the
brain.

2.1.1 The Human Ear and Hearing
The human auditory system is complex from both the standpoint of how the
nervous system responds to auditory inputs, as well as the physical makeup of the human
ear. In order to improve understanding and provide a motivation for sound quality
analysis, some familiarity with the auditory system is required. This section will discuss
first the structure of the ear, outlining the physical aspects of how humans hear. The
following section will briefly discuss the nervous system response to auditory inputs and
the role of the brain in hearing21-23.
The human ear can be subdivided into three main parts as illustrated in Figure
2-2; the outer, middle and inner ears. The outer ear consists of the Pinna, which serves as
a horn that collects sound and directs it into the auditory canal.

The Pinna is

comparatively ineffective in humans. The auditory canal is essentially a straight tube,
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about 0.7 cm in diameter and 2.5 cm long, open at one end and closed at the other, as
seen in Figure 2-2 in the section labeled outer ear21.

Figure 2-2 Diagram of human ear

There are resonances associated with this tube, the lowest resonance occurs at about 3
kHz. At this resonant frequency, the sound pressure level is about 10 dB higher at the
closed end than at the open end. This is the most sensitive frequency region of the ear.
Above this frequency, resonance phenomena can be observed, but resonance peaks tend
to be relatively broad and flat.
14

The outer ear is connected to the middle ear by the Tympanic membrane
commonly known as the eardrum illustrated in Figure 2-2. This membrane forms a
flattened cone with its apex facing inwards. It is flexible in the center and attached to the
end of the auditory canal at its edges. The middle ear is an air-filled cavity, with a
volume of approximately two cubic centimeters, which contains three Ossicles (bones):
the Malleus (hammer), the Incus (anvil) and the Stapes (stirrup). These bones form a
mechanical linkage to amplify the force transmitted to the inner ear from the outer ear.
The Stapes is connected to the inner ear via the “oval window”. The area ratio of the
eardrum to the oval window is about 30 to 1. This system combines to create an
approximate impedance match between the auditory canal and the inner ear. This is
controlled to some extent to protect the ear from high intensity sounds, known as the
acoustic reflex.

Acoustic reflex takes about one-half of a millisecond to respond.

Therefore, it is ineffective at protecting the ear from impulsive noise i.e. explosions,
sonic booms, gunshots etc. The middle ear is connected to the throat via the Eustachian
tube also shown in Figure 2-2. The purpose of the Eustachian tube is to equalize the
pressure on both sides of the eardrum. Normally it is closed, but opens during yawning
and swallowing.
The inner ear contains three significant parts, the Vestibule (entrance chamber),
Semicircular canals and the Cochlea illustrated in Figure 2-2. The Semicircular canals
give humans their sense of balance and do not affect hearing. The Vestibule is connected
to the middle ear through the oval window and the round window. Both windows are
sealed to prevent the inner ear fluids from escaping. Bone surrounds the remainder of the
inner ear. The Cochlea is a tube with an approximately circular cross-section, which is
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curled in a shape similar to a snails shell. The tube makes approximately two and onehalf turns with a length of approximately 3.5 cm. The total volume of the Cochlea tube is
approximately 0.05 cubic-centimeters, with the cross-section decreasing from tip to
termination. However, the average diameter is approximately 1.3 mm. The Cochlea tube
is divided by the Cochlea partition into two channels, the upper gallery (Scala Vestibule)
and the lower gallery (Scala Tympani). The two galleries are joined at the apex by the
Helicotrema. The other ends of the galleries are connected to the oval (upper gallery) and
round (lower gallery) windows, as depicted in Figure 2-3.

Figure 2-3 Middle to inner ear transition

The cross-section of the Cochlear duct is presented in Figure 2-4. There is a
“bony ledge”, which projects (from the right in the figure presented) into the fluid filled
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tube, which carries the auditory nerve. At the termination of the bony ledge, the nerve
fibers enter the Basilar membrane, which continues across the tube and is attached to the
Spiral ligament on the opposite side of the tube. Above the Basilar membrane is the
Tectorial membrane, which projects into the fluid in the Scala media. The Reissner’s
membrane (Vestibular membrane) runs diagonally across the tube from the bony ledge to
the opposite wall, forming the pie shaped Cochlea sack, which is completely sealed. The
Cochlea sack is filled with Endolymphic fluid and the two galleries are filled with
Perilymphic fluid. The organ of Corti is attached to the top of the Basilar membrane. It
contains four rows of hair cells, which span the entire length of the Cochlea duct, giving
roughly 30,000 cells. Several small hairs extend from each hair cell to the under surface
of the Tectorial membrane.

Figure 2-4 Cross-section of Cochlear ducts
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Figure 2-3 displays the energy transition from the acoustic to mechanical to fluid
to electrical (nerve impulses) domain. When the ear is exposed to a sound, the eardrum’s
vibration is transmitted to the inner ear via the bones in the middle ear. The fluid of the
inner ear in the upper gallery is disturbed by the motion of the Stapes against the oval
window. This fluid disturbance travels down the length of the upper gallery, through the
Helicotrema then back down the lower gallery to the round window. The round window
acts like a pressure-release termination to the tube. The Basilar membrane is driven by
this fluid motion into highly damped motion with the peak amplitude increasing slowly
with distance from the oval window. Once it reaches a maximum, it decreases rapidly.
The location of the maximum amplitude is a function of frequency, with low frequencies
causing the peak to occur close to the Helicotrema and high frequencies reaching a peak
much closer to the oval window. It is because of this behavior that low frequencies mask
higher frequencies better than visa versa. As the organ of Corti is attached to the Basilar
membrane and the Tectorial membrane is attached to the bony ledge, relative motion
between the two flex the hair follicles, which excite the nerve endings attached to these
hair cells. This in turn creates an electrical impulse that is sent up the nerve fibers. As
may be implicated by the complex physical nature of the inner ear, the individual nerves
do not fire at the same frequency as that of the excitation sound. In fact, the nerves tend
to fire in a quasi-random frequency that is dependant upon the stress on the individual
hair cells, which is more closely related to the sound intensity22. These pulses then travel
to the auditory center in the brain. Here a complex decoding and processing process
formulates the mental “picture” of the sound. It is here that previous experience with
similar sounds, the listener’s current mood, and other senses are all combined in the
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formation of the listener’s perception of the sound in question. Herein lays one of the
greatest difficulties associated with defining sound quality, the perception of sound is
affected by factors that cannot be accounted for or modeled, as they are as unique to an
individual as their fingerprint. This problem will be addressed shortly. However, a few
of the acoustical effects caused by the physics of the ear will first be addressed.

2.1.2 Psychoacoustic Effects
From the previous discussion, it is apparent that when a sound excites the basilar
membrane, a small group of cells at the point of maximum deviation has the maximum
excitation, causing it to send the largest electrical impulse up the nerve. Effectively, it
“fires with both barrels”, where as the neighboring cells to either side of this point are
also disturbed, but to a lesser degree. As a result, they also fire impulses, but not as
strongly. Each point of the basilar membrane is the point of maximum excitation for
some frequency, but will also join in the excitation when a different frequency excites
one of its neighbors. Therefore, a sound at a given frequency excites nerves belonging to
a range of frequencies. Any sound at a high level centered at a given frequency raises the
hearing-level threshold for frequencies in its vicinity. This phenomenon of some sounds
rendering other sounds inaudible (or less audible) is termed masking. Studies have shown
that tones or narrowband noise at a given frequency raise the audibility threshold of tones
at neighboring frequencies. This effect is illustrated in Figure 2-5. A broadband noisy
sound, like a vacuum, a loud ventilation system or a jet airplane engine, can therefore
raise the hearing threshold of just about everything 23.
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The segment of the Basilar membrane that joins the excitement is called the
critical band. The frequency range spanned by this section is called the critical
bandwidth. It is important to note the difference between the two, because they do not
maintain a constant relationship. A frequency of 350 Hz stimulates a band of cells
having a bandwidth of 100 Hz (300 to 400 Hz). However, a frequency of 4 kHz excites a
critical band of cells having a bandwidth of 700 Hz (3.7- to 4.4 Hz). Thus, the critical
bandwidth is much wider for higher frequencies than it is for lower frequencies.

Figure 2-5 Change in threshold of audibility due to masking tone

Precisely where along the membrane this point of excitement occurs is another
important aspect of the auditory system. As the frequencies of single tone or narrow band
noise are doubled, the point of excitement moves in equal increments. An equal length of

20

Basilar membrane is traversed to reach the points excited by 500 Hz, 1 kHz, 2 kHz, 4
kHz, 8 kHz, and so on. This corresponds to the human perception of pitch, individuals
hear doubling of frequencies as a change of an octave. Other musical intervals are also
based on the ratio of any two given frequencies, not the absolute distance between them.
For example, a perfect fifth above some note is always a frequency ratio of 3/2: the E
above A (440 Hz) is 660 Hz, an increase of 220 Hz and a ratio of 3 (660 Hz) to 2 (440
Hz). An additional fifth above 660 Hz is not, however, at 880 Hz (660 + 220), but rather
at 990 Hz (660 · 3/2). Such a relationship, based on multiplication rather than addition, is
logarithmic rather than linear.
From the example above, it is evident that the logarithmic relationship of the
Basilar membrane to the spectrum applies to the perception of pitch for human beings. A
logarithmic relationship is also behind the changes in the sensitivity to frequency
differences over the frequency spectrum. When two tones are played consecutively, the
minimum frequency difference they must have in order for listeners to notice that
difference is called the “just noticeable difference”.

The just noticeable difference

depends on a variety of factors, including frequency range and suddenness of the change.
However, the just noticeable difference below 1 kHz is about 3 Hz, with the just
noticeable difference for tones from 1 kHz to about 4 kHz being 0.5% of any frequency.
The just noticeable difference becomes larger above 5 kHz. Sine-wave melodies
transposed into that range tend to melt into a bunch of screaming, high beeps.
The auditory system is not completely egalitarian, however. Thus, the minimum
sound pressure level required for a sound to be audible, called the threshold of audibility,
is different for different frequencies. Lower frequencies must be produced at much
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greater sound pressure levels than higher frequencies in order for them to be perceived as
having equal loudness, if perceived at all. The threshold is lowest for frequencies in the
region of greatest importance for speech; hence giving the finest resolution of amplitude
differences in this range. High frequencies excite the Basilar membrane at points near
the oval window, leaving points that are more distant relatively undisturbed. Low
frequencies however, excite the membrane at points more distant from the oval window,
creating waves in the membrane that have to travel past those closer points excited by
higher frequencies. Therefore, when high and low frequencies are heard together, the low
frequencies can, in some circumstances, interfere with the high frequencies.
In review, the main psychoacoustic effects are masking, critical bands, critical
bandwidths, pitch, threshold of audibility, and just noticeable differences. Masking is
caused by a high level of excitation at a particular point along the Basilar membrane.
This high level of excitation results in a change in the threshold of audibility for
frequencies in the neighborhood of the masking tone. Critical bands are the bands of
frequencies that humans recognize as an interference zone, which is nominally 1/3 octave
frequency band spacing. Pitch is related to the critical bands and the location along the
Basilar membrane that the maximum excitation occurs. Threshold of audibility is the
sound pressure level where a tone is just audible; it is important to reiterate that it is not
equal for all frequencies. This however is good because it prevents a person from hearing
their own heartbeat and other low frequency, low amplitude sounds that would be
disturbing, but allows humans to hear the spoken word very well.

Just noticeable

differences are the distances between two frequencies that are perceivable. It is this
psychoacoustic effect, as well as that of masking, that is the basis of the principles of
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music compression for the MP3 format. The tones that would be masked or are not
noticeably different from another simultaneously played tone are removed, allowing the
file size to be greatly reduced without sacrificing acoustic quality. In this research, the
approach will be to quantify the results of these psychoacoustic effects on the perception
of pleasantness.

Two methods are used for determining how a particular sound is

perceived by the listening public.

These methods answer the question of acoustic

pleasantness based the psychoacoustic effects of the human auditory system.

2.2 THE SOUND QUALITY QUESTION
From the previous two sections, the sound quality questions can be formulated.
How can sounds be classified into acoustically pleasant or annoying categories? How are
the non-acoustic factors in the sound evaluation process prevented from biasing the
results? Can the process be mathematically modeled? The following chapters present
methods that answer these questions. In Chapter 3, the jury listening test method is
described and discussed. In Chapter 4, the mathematical metrics method is presented and
discussed, including details on how each of the individual metrics is calculated with
equations, figures, and pertinent examples.

2.2.1 Jury Listening Tests
The traditional method for sound quality evaluation is to use human test subjects,
expose them to the sounds in question and solicit their response. Although it is very
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effective at determining relative pleasantness of compared sounds, several mitigating
factors can bias the results24-25. These include previous experience, of jury members,
with similar sounds, their current mood, as well as other sensory inputs at the time the
sound is presented. There are several methods designed to minimize the mitigating
factors, including a partial sensory isolation of the listener and a pleasant environment for
presenting the sound to prevent an unreceptive mood. A full discussion of this method is
presented in Chapter 3, including sections focused on limiting these biasing factors.

2.2.2 Mathematical Metrics
Due to the mitigating factors of previous experience with similar sounds, the nonacoustic sensory inputs, which all affect the sound quality evaluation, as well as a juror’s
inability to truly evaluate a single sound. Several techniques have been developed in an
effort to achieve the same sound quality results as human test subjects, without the
headaches of their associated limitations. Zwicker and Fastl are prominent authorities on
sound quality and mathematical approaches to its evaluation. Much of the discussion in
Chapter 4 of this thesis is adapted from their text on the subject Psychoacoustics Facts
and Models, reference 20. Chapter 4 is intended to highlight the main points from their
text and give a brief explanation of each of the sound quality metrics, including how they
are calculated and what assumptions are made. If a more in-depth derivation is required,
the reader is directed to reference 20.
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2.3 LITERATURE REVIEW
Several sources of research in sound quality investigation are available that give
an overview of how to perform a sound quality analysis. A few texts and publications
drill into the various aspects of sound quality analysis some of which will be discussed
here. The following subsections cover literature associated with the human auditory
system followed by a review of texts regarding sound quality evaluation methods.

2.3.1 The Human Auditory System
In order to have a comprehensive understanding of the motivation behind sound
quality analysis, it is important to understand the physical and physiological processes of
the human auditory system.

Three significant sources were used to comprise the

information in Section 2.1 of this thesis. These sources include course notes from a
physics course at Brigham Young University. This course is titled Fundamentals of
Acoustics, it is currently numbered PHSC 561, S. D. Sommerfeldt penned these notes.
This is an excellent source, which is comprehensive yet brief in its discussion of the
human auditory system. Additional insights into the auditory system and psychoacoustic
effects are provided in texts by Yost and Whitfield, Fundamentals of Hearing an
Introduction and The Auditory Pathway respectively. A review of this material will
provide a foundation for the motivation of the approximations, units, and conversions
used in sound quality analysis. A basic understanding of the human auditory process is
therefore prerequisite to an understanding of sound quality analysis techniques.
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2.3.2 Previous Sound Quality Studies
As sound quality analysis was developed by automotive manufactures looking to
improve the holistic image of their brand, much of the published work is in regards to
automotive applications. More recent work includes the examination sound quality on a
myriad of fronts, from household appliances to construction machinery and everything in
between. The following chapters will briefly review each of the articles, highlighting
how sound quality analysis was used in the given study.
Most research and application of sound quality in vehicles has up until the turn of
the century focused on the sounds inside the passenger-cabin. In fact, four of the five
vehicle sound articles reviewed focused on passenger-cabin sound quality. N.C. Otto et.
al. focused on the improvement of the sound environment in the cabin from engine noise
(reference 9). A. Gonzalez et. al. investigated the modification of the sound environment
in the cabin due to active noise control on the engine (reference 10). Both of these
articles although interesting were not particularly applicable to this research and are not
included on a recommended reading list.
Additional automotive based sound quality research included articles on the
history of sound quality in the automotive industry. The focus of N.C. Otto et. al. in an
article titled “Sound quality research at Ford –past, present and future” (reference 7),
briefly discuss the history of sound quality analysis, however as the name implies the
main focus is on Ford motor company. M. Ishihama investigated the research and
development teams doing sound quality analysis in the Japanese automotive industry
(reference 8). The final automotive related sound quality article sourced in the literature
review for this research dealt with the perception of the sound quality from outside of the
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automobile. D. Vastfjall et. al. investigated the concerns associated with the exterior
sounds of an automobile (reference 6). Again, although all of these articles added to the
foundation of understanding sound quality analysis and its design implications do not
represent significant pretence to this research and would not be recommended as
necessary reading material.
Case studies that were outside of the automotive industry cover the entire
spectrum of consumer and industrial products and/or processes.

The following

paragraphs will briefly review selected articles from this immense body of work. The
discussion begins with work not entirely applicable however insightful and useful and
concludes with work very relevant to the research conducted in this thesis.
K. S. Brentner et. al. use sound quality parameters to evaluate an alteration in the
noise produced by helicopter main rotor blades (reference 11). A. Vecchio et. al. assess
time variant sound quality parameters inside an airplane (reference 12). P. Susini et. al.
characterize sound quality parameters in air conditioners (reference 16). Similarly W. E.
Blazier Jr. evaluates HVAC systems in buildings to assess sound quality relevance to the
current noise rating used (reference 17).

M. Kawaguchi et. al. pursue a sensory

pleasantness index for construction and heavy equipment machinery (reference 18). A.
Cocchi et. al. approached a very intriguing sound quality problem, associated with the
‘Teatro Comunale’ an 18th century opera house in Bologna Italy. Where the design,
construction and subsequent remodeling of the opera house have significantly affected
the sound quality in each of the boxes (reference 19). Although all six of these articles
were interesting and provided insight into sound quality assessment techniques, they did
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not improve the process of assessing the sound quality in this research and would be
included as alternate/additional reading for the interested researcher.
Three articles that were very significant in this research include the sound quality
analysis of hairdryers, vacuum cleaners and computer hard drives. S. N. Y. Gerges et. al.
evaluated the sound quality of three hairdryers using jury based techniques (reference
13). The sound quality analysis of hairdryers was interesting especially due to the jury
size, the length and style of listening tests. The jurors actually used each product for a
period of time before evaluating it not only on the sound but on the performance and
“feel”.

J. G. Ih et. al. used metrics to evaluate sound quality of vacuum cleaners

(reference 14). Regression techniques were used to forecast improvements in sound
quality based on the calculated metrics. L. Jiang et. al. evaluated the sound quality of
computer hard drives using the standard sound quality metrics (reference 15). Although a
relatively short article, it included good, succinct definitions of the metrics unparalleled
in the remaining literature. As each of these articles is a sound quality evaluation of a
consumer product, a review of such work is recommended when preparing to perform a
sound quality analysis similar to this thesis work.

2.3.3 Sound Quality Analysis Methods
The sound quality evaluation process is designed either to use the inherent
abilities of the human auditory system, in decomposing sounds into a handful of
parameters upon which the judgment of pleasantness is made, or to approximate these
abilities with empirical equations.

As initial research in the field of sound quality
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analysis focused on using human test subjects, therefore much of the original research
work and publications focus on this approach. More recent work, specifically work by E.
Zwicker and H. Fastl involve the mathematical approximations of the auditory process.
The following paragraphs will discuss both texts and publications focusing first on the
use of human test subjects and jury listening tests followed by a discussion of texts and
publications on the mathematical metrics approach to sound quality evaluation.
Additional resources include work that is more general in its discussion and scope. These
sources include work by R. H. Lyon; Designing for sound quality, in which Dr. Lyon
discusses the effects of sound quality on product engineering and product engineering on
sound quality.
As jury listening tests are a more “traditional” approach, the discussion is
generally brief. It includes such topics as preventing biasing, insuring juror repeatability
and determining jury size. J. Blauert, U. Jekosch and R. Guski are all excellent sources
for different factors when creating and working with a jury listening test. Publications in
Acustica by J. Blauert and U. Jekosch include an overview of sound quality evaluation in
reference 1, as well as a more in-depth examination of jury listening test methods as in
reference 4.

R. Guski discusses the complications in using human test subjects in

reference 3, where the biasing factors associated with jury listening tests are reviewed
and methods for prevention and minimization are discussed. T. R. Letowski provides a
set of guidelines for jury based sound quality assessment (reference 25). Mr. Letowski
reviews similar topics as previously discussed, however he also provides a “check-list”
type of an approach, facilitating the creation of listening juries and media, compact discs
in this particular instance. D. Vastfjall evaluates many of the biasing factors present in
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sound quality assessment by jurors (reference 24). Mr. Vastfjall suggests that product
sound quality evaluation is variant from person to person. Therefore, when performing
sound quality analysis these factors need to be considered and minimized.
The definitive source on mathematical metrics is the text by E. Zwicker and H.
Fastl, Psychoacoustics Facts and Models.

The importance of this text cannot be

overstated. It is from this text that all of the models used in this research are sourced, it is
referenced in nearly all associated material and is required reading when performing a
sound quality analysis. Topics covered in Zwicker and Fastl (reference 20) include a
comprehensive introduction, which covers the psychoacoustic effects from the human
auditory system. The remaining chapters discuss each psychoacoustic effect as well as
methods for calculating a resulting metric and model verification against empirical data.
Additional resources include a comprehensive discussion of tonality by P. Davies and A.
Hastings, which was not covered as completely in Zwicker and Fastls text.

2.3.4 Recommended Reading List
The recommended reading list for sound quality comprehension includes the
following: text dealing with the human auditory system references 21–23; discussion of
sound quality and its affect on product development reference 5; jury listening test sound
quality assessment methods references 1–4 and 24–25; and mathematical metric sound
quality assessment methods references 20, 26 and 27.

30

Previous sound quality assessments of consumer products comprising references
13–15, are suggested reading for the interested reader. This also applies to work on
automotive and industrial sound quality work comprising references 6–12 and 16–19.
The recommended order would depend upon the reader’s previous experience
with acoustics, specifically the human auditory system and exposure to sound quality
evaluation techniques. However assuming the reader is unfamiliar with both, this author
recommends becoming familiar with first the human auditory system (references 21–23)
as this will provide motivation for and understanding of the units and reasons behind
approximations and limitations in the calculated metrics.
If the proposed sound quality analysis includes jury listening tests, several must
read articles would include previous work using jury listening tests as well as articles on
the process and limitations of using human test subjects. Previous work which used jury
listening tests include S. N. Y. Gerges et. al. work on hairdryer sound quality (reference
13). Discussion of the method and limitations of jury listening tests include references 1–
4 and 24–25.
To understand how sound quality metrics are calculated it is recommended that
Zwicker and Fastl’s “Psychoacoustics Facts and Models” be read in its entirety (reference
20). Additional recommended reading includes discussion of individual metrics not fully
covered in reference 20 and journal articles comprising references 26 and 27.
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3 JURY LISTENING TEST PROCEDURES

This chapter presents in detail the procedures developed for this method of sound
quality assessment. This consists of using human subjects, playing the sounds under
investigation, and soliciting their evaluation of the quality of the sound. The wording of
the questions, how the sound is presented, as well as if it is compared to a common
benchmark or compared relative to other sounds, all affect the jurors’ responses.
Therefore, care must be taken in the process as each of these factors can produce error in
the sound quality assessment. This chapter focuses on how jury listening tests are
designed and developed, what the main limitations and possible drawbacks are and how
these can be avoided. The chapter is outlined as follows:
• Overview
• Limitations
• Biasing Minimization
• Development of Sound Data Set
• Listening Test Procedures
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3.1 OVERVIEW
This section provides an overview of how jury listening tests are designed and
implemented. The discussion of sound quality analysis using juries begins with how to
word the questions. This is followed by sound presentation and finally benchmark or
relative comparisons.
Correct wording of the questions is accomplished by not leading the individual to
the desired answer. This is often accomplished by presenting two sounds and only asking
the juror to select the sound they find more pleasant over the other sound. Alternatively,
an open-ended question would allow the juror to respond freely, without a tendency to
follow a predetermined direction. In jury listening tests, the most common question
mistake in posing questions is to be overly specific with the questioning; that is, unless
only one acoustic parameter is being investigated.
Reduction of sensory distractions is accomplished by controlling the environment
in which the sound is presented.

For example it would be difficult to hear and

concentrate in a crowded cafeteria or shopping center, and much easier to listen and
concentrate in a library or study hall. Additionally, the use of headphones affords many
advantages. They help separate the listener from the outside acoustical environment,
again reducing the sensory distractions. They also provide a much flatter frequency
response than comparative loudspeakers, and the reproduced sound is nearly identical to
the original sound.

The advantages of headphones over loudspeakers cannot be

overstated; sound quality jury listening tests should always use headphones.
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Comparative or comprehensive sound quality assessment is a function of what is
desired and what is available. Is the desire to know which of several sounds is the best or
to know how the sounds compare to an optimum sound? The more straightforward
approach is simply to play each of the sounds in pairs and comparing them one to another
until all combinations of comparisons have been made. Another approach using an
“idealized” sound is not entirely realizable. The reason for this is that to define an
optimum, there must be a sampling of every possible variation as well as an extremely
large jury size. Therefore, it is more advantageous to select a benchmark and compare
sounds to it. Using a benchmark also allows the comparison of competitors’ products.
However, where benchmarks are not available, general trends can be investigated by
simply asking the juror to explain why one sounded better.
It is apparent that juror listening tests are indispensable to a sound quality
analysis. The individual juror can provide more than just the relative sound quality but
also a reason and indication of why one sound is preferred above another. Additional
reasons for the use of juror listening tests include the ability of the human auditory
system to reduce complex sounds into a group of four or five factors. This ability has
been the focus of much research, and attempts have been made to quantify these factors.
This has led to the development of the metrics, which were used in conjunction with jury
tests in this research.
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3.2 LIMITATIONS AND MINIMIZING BIAS
The limitations of juror listening tests include not only the biasing factors listed
above, but also repeatability and limitations on the length of the test. Human test subjects
have difficulty in perceiving small changes in the sound and therefore repeatability
becomes an issue if the sounds are similar. The degree of repeatability is determined by
repeating the test comparison in a different order and comparing the results from
questions that are in fact identical. Because humans cannot repeat the same task for
several hours without fatigue and/or irritation, juror listening tests must be limited to
twenty to thirty minutes before concentration and focus deteriorate and individual
responses begin lose meaning. Although repeatability and length of test are significant
problems when developing a questionnaire for juries, they represent two of the strengths
of mathematical metrics, as computers always give the same results to the same equation
with the same inputs, and never bore from repeating similar evaluations for hours on end.
To prevent juror biasing, the sound of each evaluation must be separated from
other sensory inputs. It should also be presented in an environment void of sensory,
especially auditory distractions. Therefore, as previously stated, jury tests should be
presented in an environment void of sensory distractions, such as a library, for example.
The sounds should also be presented with the most acoustically accurate reproduction of
their original content as possible. This necessitates the use of high-end headphones or
loud speakers. Previous research indicates that quality headphones produce the best
acoustic reproduction of the sounds.
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The lack of perfect repeatability in jury listening test evaluations, a fact that
cannot be prevented but can only be measured and minimized (where possible), a
benchmark of repeatability should be established with each juror during the course of the
sound quality evaluation. However, care should be taken to assure that the length of the
test does not induce auditory fatigue on the part of the juror. Established guidelines from
extensive research in this area indicate that juror tests should not exceed thirty minutes in
length.
This research employed each of these techniques to minimize mitigating factors in
the juror tests. The sounds were presented to the listener via compact discs using Sony
headphones -model number MDR 7506. Due to the similarity of sounds between sewing
machines, every question was repeated in the course of a single compact disc to
benchmark repeatability for each juror and each comparison. To prevent juror auditory
fatigue, four separate compact discs were developed to evaluate different stitch(s) and/or
speed(s). The makeup of each of the individual discs is discussed in Section 3.4 and
displayed in Table 3-1.

3.3 SOUND DATA SET DEVELOPMENT
Sounds from each of the six sewing machines, at three operating speeds and four
stitches, as well as start up sounds, were collected. The reason for looking at multiple
stitches is that different numbers of stepper motors are used for each stitch. Variations in
speed allow investigation of acoustic pleasantness as a function of machine speed.
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The sound data were collected in stereo using a Sony digital audio tape (DAT)
recorder with two integrated circuit piezoelectric transducer (ICP) microphones. Oneminute sound clips at each of the seventy-two operating conditions were collected. The
data acquisition set up is illustrated in Figure 3-1 (both schematic and image).

(a) data acquisition set-up schematic

(b) data acquisition set-up image

Figure 3-1 Data acquisition setup

The acoustic editing software used was Sound Forge 6.0, a commercially
available software package by Sonic Foundry. Digital modifications to the raw sounds
were created, focusing on different attributes of the sounds that could be physically
realizable. These digital modifications include reduction in the magnitude of sections of
the frequency content, the addition of fixed frequency sine waves, and the digital removal
of clicks and taps.
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3.4 LISTENING TEST PROCEDURES
Jury testing can be difficult in that it is vitally important that the questionnaire ask
the appropriate questions using the appropriate form of wording. To ensure that the
questionnaire would provide the desired outcome, faculty from the Department of
Statistics at Brigham Young University with extensive experience in the area of human
test subjects were consulted.

Furthermore, an initial jury test with 18 jurors was

conducted and the results and questions were analyzed. Based on the analysis, the
questions were slightly modified before performing the main jury test.
Additional surveys were developed based on the insights gained from the initial
jury tests. For the main jury test, four separate CDs were created, each one investigating
different sounds.

The jurors listened to multiple stitches, as each stitch requires a

different number of stepper motors to operate. Startup sounds were also evaluated to
determine if the initialization and registration of the stepper motors on the computercontrolled machines was acoustically pleasant or distracting. These CDs consisted of 42
questions each, in which the juror is to select one of two sounds and comment as to why
one was more pleasant than the other. The sound clips used for the juror test were six
seconds in length.

This afforded enough time for the juror to decide as to the

pleasantness of the sound, yet not so long as to become distracting.
The stitches and speeds compared on each compact disc are listed in Table 3-1.
Figure 3-2 gives an example of the jurors in the listening environment, where they had
minimal distractions, which allowed them to focus on the selected sounds. As indicated
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in the figure, the jurors are listening to the prerecorded compact discs over Sony
headphones.

Table 3-1 Jury survey compact disc description
DISC #1

DISC #2

DISC #3

DISC #4

Stitch used in
comparison

Reinforced
Straight stitch
Zigzag stitch
straight stitch
(one stepper
(three stepper
(two stepper
motors running) motor running)
motors running)

Machine startup

Speed used in
comparison

Medium speed

Medium speed

Medium speed

NA

Additional
comparisons

Straight stitch
at high speed
with modified
spectral content

Straight stitch
with machine
isolated and not
isolated from
table

Straight stitch
at medium
speed with
modified
spectral content

Straight stitch
at low speed
with modified
spectral content
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Figure 3-2 Jurors participating in listening survey
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4 MATHMATICAL METRICS PROCEDURES

This chapter presents in detail the procedures developed for using mathematical
metrics to assess sound quality. The method consists of using empirical equations
developed from jury listening tests. Each metric is designed to give a mathematical
representation of each one of the five parameters that have an impact on the perception
by the human auditory system. Those parameters are loudness, sharpness, fluctuation
strength, roughness, and tonality, which can all be combined to yield sensory
pleasantness. This chapter focuses on how each of these metrics are developed and
calculated, what assumptions are made in that calculation, and the limitations and
drawbacks of this method along with proposed drawback prevention techniques. The
chapter is outlined as follows:
• Overview
• Critical Band Rates
• Sound Quality Metrics
• Limitations
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4.1 OVERVIEW
The complexity of using humans as instruments for sound quality evaluation has
inspired several attempts to quantify human responses, hence creating parameters
representing the acts of auditory perception, cognition, and judgment. These parameters
can be measured using traditional sound analysis instruments and are quantified based on
empirical equations to represent a juror’s response regarding the quality of a sound. The
process consists of using standard microphone recordings in either a free field (with
frontal incidence from the noise source) or a binaural field (microphones set up in a
dummy head to approximate how the ears receive sound). The measured sound is then
processed mathematically to calculate loudness, sharpness, roughness, fluctuation
strength, tonality and sensory pleasantness. These results can then be compared to jury
listener tests and correlated for the given sound source. The result is a process that can
accurately predict the sensory pleasantness of a sound with a minimum of human
subjects, allowing sound quality analysis to be performed earlier in the product
development, and often with fewer jurors during the product life cycle.
To better understand the mathematical metric method, each of the sound quality
metrics will be reviewed in detail. It begins with a discussion of the critical band rate,
which is the frequency scaling used in sound quality metric calculations. This scaling is
related to and designed to emulate the critical bands and bandwidth discussed in Section
2.1.2. This is followed by a discussion of each of the six sound quality metrics in the
following order: loudness, sharpness, roughness, fluctuation, tonality, and sensory
pleasantness. Each is described in detail, with an explanation of the method for
calculating it, including figures, equations and occasional examples.
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4.2 CRITICAL BAND RATE
As previously discussed in Section 2.1.2, the human auditory systems response is
dependent on both the frequency and amplitude of a given sound. Therefore, it is useful
to alter the frequency scaling used in sound quality metric calculations. Characteristic
frequency bands are defined as bandwidths that produce the same perceived loudness in a
tone and in narrowband noise spectrum within that band when the tone is just masked.
This scale of critical band rates is used to approximate the frequency dependence of each
of the metrics, as it represents the band-pass nature of the auditory system. These critical
band rates are given the name Barks, named after Heinrich Barkhausen, an acoustician
whose pioneering work in loudness approximations has produced two subjectiveloudness amplitude scales. Figure 4-1 and Table 4-1 illustrate the relationship between
Barks (critical band rate) and center frequencies in Hertz. All of the metrics will use
critical band rate as the abscissa in all of their plots and calculations.
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Figure 4-1 Frequency vs. critical band rate

Table 4-1 Frequency to critical band rate for a few frequency values
Frequency

Critical Band Rate

100 Hz

1

510 Hz

5

1000 Hz

8.5

2000 Hz

13

4800 Hz

18.5

10500

22.5

15500

24
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4.3 SOUND QUALITY METRICS
The human auditory system is amazingly complex, yet maintains an astonishing
ability to simplify even the most complex of sounds down to a few factors and then
combine those factors in such a way that a single response can describe the acoustic
pleasantness of a sound.

Therefore, in order to accurately model this system, the

mathematics must also break the sounds into categories, define good and poor results for
each one and then combine the results in such a way that a single value can be used to
represent the sound quality. The following subsections give derivations as to the method
for calculating each metric, as well as examples to help clarify the necessity for each of
the individual metrics. The over-all combination metric is called (quite appropriately)
sensory pleasantness. Sensory pleasantness describes the holistic result similar to the
response a juror would give when evaluating a sound.

4.3.1 Loudness
The loudness of a sound is a perceptual measure of the effect of the energy
content of sound on the ear. It is related to, but not the same as the sound pressure level
(SPL), a logarithmic scale used to quantify the pressure amplitude of a sound. As
doubling the pressure of a sound does not lead to a doubling on the dB scale, but instead
to an increase of 6 dB, there is a need for an alternate scale, as it is more natural for an
individual to rate the difference in terms of relative increases than to think in dB.
Loudness, however, is also dependent on the frequency content of a sound. For example,
a low frequency sound such as a 100 Hz tone at 40 dB would be perceived to be
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significantly quieter to a normal hearing person than a 1 kHz tone at 40 dB; in fact, the 1
kHz tone would sound nearly four times as loud. This effect is illustrated in Figure 4-2,
which is a plot of equal loudness contours. The contours are shown in units of phons. By
following the red horizontal and vertical lines, and noting that the equal loudness
contours (in units of phons) indicate the sound pressure level of the given frequency that
would be perceived as loud as a 1 kHz tone at the same sound pressure level as the phon
value. It can be seen that the 1 kHz 40 dB tone corresponds to 40 phons, while the 100
Hz 40 dB tone corresponds to ~25 phons.

Figure 4-2 Equal loudness contours
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The initial dotted line in Figure 4-2 represents the threshold of quiet, or the level
at which a tone at a given frequency would be just audible. From the figure, it is evident
that the threshold of quiet is not equal across all frequencies. In fact, the perceived
loudness of any given sound pressure level is not the same across the frequency
spectrum. The difficulty in representing psychoacoustic parameters in terms of sound
pressure level is how they are related to a common or standard level and at what
frequency. Referring back to the example, if a 100 Hz tone having the same loudness as
a 1 kHz tone at 30 dB is desired, then it would need to have an amplitude of ~43 dB.
However, a 20 Hz tone would need to be ~81 dB in order to be perceived to be as loud as
the 1 kHz 30 dB tone. Although phons are convenient for relating the loudness back to a
logarithmic scale, they are not convenient or frequently used in jury tests. As previously
stated, it is more natural and easier for the listener to understand when they are asked to
rate the loudness of a sound relative to a reference, or to compare the relative loudness of
multiple sounds. Therefore, the unit of Sone was developed. This unit of measurement
was developed through extensive comparative testing. The fundamental relationship
mapping sones to dB is that one sone corresponds to a 40 dB 1 kHz tone, or in other
words, one sone equals 40 phons. This is illustrated in Figure 4-3.

Figure 4-3 Phons to Sones
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Now that the units to describe loudness have been described, a derivation for the
mathematical approximation of loudness follows. The units employed are Barks for
critical band rate (frequency) and Sones for amplitude (loudness). The fundamental
assumption of this model of loudness is that it is not a product of spectral lines or
obtained from the spectral distribution of the sound directly, but that the total loudness is
the sum of the specific loudness from each critical band. Empirical studies have shown
that this process yields the best equivalent psychoacoustical values.
A derivation of specific loudness begins with Stevens’ law, which states, “a
sensation belonging to the category of intensity sensations grows with physical intensity
according to a power law”. Therefore, if it is assumed that a relative change in loudness
is proportional to a relative change in intensity, a model of specific loudness can be
developed using this power law. Studies have also shown that instead of intensity per
critical band, excitation level should be used. The intensity in each critical band would
have an infinitely steep slope if the hypothetical critical band filters. However, the actual
slope produced in the human hearing system is used. Therefore, an intermediate value
called excitation is used. Hence, the specific loudness (N’) of a sound can be determined
as in Eq. 4-1.
∆N '
∆E
=k
N'
E

(4-1)

where N’ is the specific loudness, ∆N’ is the change in specific loudness, E is the
excitation level, ∆E is the change in excitation level, and k is a constant of
proportionality. Using the threshold of quiet as a base or minimum level, of excitation
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along with a reference specific loudness, N O' , an expression for specific loudness has
been proposed by Zwicker and Fastl and is expressed in Eq. 4-2.

⎛ ETQ
N ' = N ⎜⎜
⎝ s ⋅ EO
'
O

⎞
⎟⎟
⎠

k

⎡⎛ s ⋅ E ⎞ k ⎤
⎟ − 1⎥
⎢⎜1 +
ETQ ⎟⎠
⎢⎜⎝
⎥
⎣
⎦

(4-2)

In Eq. 4-2, ETQ is the excitation level at the threshold of quiet and EO is the excitation
level that corresponds to the reference intensity IO = 10–12 W/m2. N O' is a reference
specific loudness. The variable s, which is the ratio between the intensity of a just
audible test tone and the intensity of broadband noise appearing within the same critical
band as the test tone, is determined experimentally. The exponent k is also determined
experimentally.
The result of numerous jury tests using specific tones and broadband noise yields
an approximation for the specific loudness in each critical band formulated by Zwicker
and Fastl, and presented here in Eq. 4-3.

⎛ ETQ
N ' = 0.08⎜⎜
⎝ EO

⎞
⎟⎟
⎠

0.23

⎡⎛
⎢⎜ 0.5 + E
2 ⋅ ETQ
⎢⎜⎝
⎣

⎞
⎟
⎟
⎠

0.23

⎤ sone
− 1⎥
⎥ Bark
⎦

(4-3)

The calculation of the total loudness is then a summation of all of the specific loudnesses
across all of the critical bands, as seen in Eq. 4-4.

N=

∫
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24 Bark

N ' dz
0

(4-4)

This results in a mathematical representation of the sensation of loudness in the
human auditory system. This model accounts for the effects of masking, as well as the
non-linear relationship between loudness and frequency. Extensive empirical studies
have verified the accuracy of this model, and provided a foundation for its use in many
applications, including this research.
Examine the loudness of a 70 dB 1 kHz tone the spectrum of which is graphed in
Figure 4-4 (plotted frequency in Hz vs. amplitude in dB), as an example of how both the
specific loudness and the total loudness are calculated.

Figure 4-4 Spectral plot of 70 dB (RMS) 1 kHz pure tone
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Using equations 4-3 and 4-4 to calculate the loudness, a total loudness of 8.02
sones is calculated in MatLab. Referring back to Figure 4-3, 8 sones is equal to 70
phons, which is in turn equivalent to 70 dB at 1 kHz as shown in Figure 4-2. This
corresponds exactly with the dB level in Figure 4-4 for this frequency.

It is also

beneficial to examine the specific loudness values as a function of critical band rate.
Figure 4-5 is a plot of specific loudness (in Sones/Bark) vs. critical band rate (in Bark).
Some of the interesting phenomena to note from this graph are the perception of
frequencies which are not actually present, as well as the fall off curve, which are both
representative of the masking effects of the human auditory system, as previously
discussed. As is shown in Figure 4-5, this masking effect is accurately modeled by the
Zwicker formulation of loudness calculation.

In Figure 4-5, the approximation of

loudness is not computed equally on either side of the peak. Although if it were possible
to plot the response of the human auditory system to a single tone it would be a sooth line
rising sharply from the lower frequencies and falling off more slowly in the higher
frequencies. This is a result of the fact that a tone would slightly mask the tones in the
frequency bands below and more substantially mask the frequencies bands above the
tone. To simplify the calculation without significantly altering the results the loudness
approximation stair steps the frequencies below a tone. Yet to preserve accuracy in the
calculation of total loudness and the effects of masking a smooth curve is calculated for
frequencies above a peak. Substantial research has been done in the validation of this
model, much of which can be found in reference 20.
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Figure 4-5 Zwicker loudness of 70 dB 1 kHz pure tone

The process for calculating the loudness of a given sound is as follows.
Assuming this is being done digitally in a computer, the first step is to convert the
amplitude from volts to a calibrated dB value. The array of sound pressure levels is
subsequently multiplied by a series of twenty-four 1/3 octave filters to decompose the
spectral response into the critical bands. As the only variable in equations (4-3) and (4-4)
is the excitation level (E) of the sound in a particular critical band, E is approximated
using the sound pressure level. This conversion done according to ISO 532B/DIN 45631
is complex, and the reason for sourcing the code for calculating specific loudness from
previous work. The result is an array that can be interpreted to represent the excitation
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level of the Cochlear duct over the audible spectrum. This array is then summed to give a
value representing the total loudness that a listener would perceive when exposed to this
sound.

4.3.2 Sharpness
Sharpness is a measure of the high frequency energy content of a sound.
Sharpness is therefore very similar to a weighted loudness ratio, with emphasis on the
high frequency sounds. A plot of the weighting function vs. critical band rate is shown in
Figure 4-6. The unit of measure for sharpness is the acum, which is the Latin word for
sharp.

Figure 4-6 Sharpness weighting factor vs. critical band rate
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This metric is normalized to the sound pressure level and frequency scales by the
following relationship; 1 acum corresponds to a narrow-band noise one critical band
bandwidth wide at a center frequency of 1-kHz with a level of 60 dB. The model for
sharpness is simply a weighted first moment of the critical band rate distribution of
specific loudness as seen in Eq. 4-5. Here, g(z) is the weighting function given in Figure
4-6.

S = 0.11

∫

24 Bark

N '⋅ g ( z ) ⋅ zdz

0

24 Bark

∫ N'

(4-5)
dz

0

This model of sharpness takes into account that the sharpness of a narrow band noise
increases significantly at high center frequencies.

Although the model is relatively

simple, empirical data shows that the agreement between the model and test subject
responses is very good. An example of sharpness as a function of center frequency can
be seen by comparing Figure 4-7 and Figure 4-8.
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Figure 4-7 Loudness of white noise, one Bark wide with a 2 Bark center frequency

In Figure 4-7, white noise, one critical bandwidth wide at 60 dB and centered at 2
Bark, is plotted. The resulting sharpness is ~0.283 acum. This can be compared to
Figure 4-8, where white noise, again one critical bandwidth wide at 60 dB and centered at
16 Bark is plotted. It has a sharpness of ~1.95 acum. As the plots and resulting
sharpness values indicate, although the sound pressure level of the two narrowband
noises is identical, the sharpness is significantly different. From these figures, it should
also be noted that there is a difference in the perceived loudness. This is due to the fact
that the 16 Bark center frequency sound is at 3.15 kHz, an area of high sensitivity in the
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human auditory system, and the 2 Bark center frequency is at 200 Hz which referring to
Figure 4-2 can be seen to be an area of relatively low sensitivity.

Figure 4-8 Loudness of white noise, one Bark wide with a 16 Bark center frequency

4.3.3 Fluctuation Strength
Modulated sounds cause two different kinds of hearing sensations.
modulation frequencies, fluctuation strength is produced.

At low

At higher modulation

frequencies, a sensation of roughness is produced. The sensation of fluctuation strength

58

occurs for modulation frequencies between zero and about 20 Hz. This metric represents
the modulation of the sound that is strongly audible.

Broadband noises with full

amplitude modulation with a modulation frequency below 20 Hz will produce a temporal
masking depth (∆L), which will be dependent upon both the modulation frequency (or
period Tmod) and the modulation depth. This is illustrated in Figure 4-9, in which the
orange-hashed area represents the amplitude of a broadband sound.

The blue line

represents the perceptible change in amplitude ∆L and Tmod is the period of modulation.

Figure 4-9 Broadband noise with full amplitude modulation
printed with permission from reference 20

The model of fluctuation strength needs to take both the level of modulation (m)
and the modulation frequency ( f mod ) into account, in order to accurately predict ∆L and
Tmod. The apparent change in amplitude, or temporal masking depth (∆L), is therefore a
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function of m and f mod . Zwicker and Fastl propose that fluctuation strength is related to

∆L and f mod by the following proportionality.

F~

∆L
⎛ f mod
⎞ + ⎛ 4 Hz
⎞
⎜
⎟ ⎜
⎟
4
Hz
f
mod ⎠
⎝
⎠ ⎝

(4-6)

Although ∆L exhibits a low pass characteristic, Eq. 4-6 transforms that into the band pass
characteristic of fluctuation strength.

This band pass characteristic describes the

influence of modulation frequency on fluctuation strength. Empirical studies have shown
that the most significant sensation of fluctuation occurs at a modulation frequency of 4
Hz. However, ∆L values decrease approximately linearly with increasing frequency of
modulation. This is because it becomes more difficult for an individual, due to post
masking effects, to perceive the change in amplitude. Therefore, a model for fluctuation
strength of a sinusoidal amplitude modulated broadband noise can be approximated from
the modulation frequency, the level of modulation, and the level of broadband sound in
question. Zwicker and Fastl propose an approximation for ∆L using the maximum and
minimum specific loudness in each of the critical bands. This approximation is presented
in Eq. 4-7.

N'
⎞
∆L ≈ 4 log⎛⎜ max
N ' min ⎟⎠
⎝
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(4-7)

This leads to a relationship for fluctuation strength. Empirical studies have shown that
the total fluctuation for a fluctuating sound is approximated by Zwicker’s model, given
here as Eq. 4-8.

0.008 ⋅
F=

N'
⎞dB
4 log⎛⎜ max
⎟
N
'
min ⎠
⎝
dz
dB
0
Bark
f mod
⎞ + ⎛ 4 Hz
⎞
4 Hz ⎟⎠ ⎜⎝
f mod ⎟⎠

∫
⎛
⎜
⎝

24 Bark

In Eq. 4-8, f mod is the modulation frequency.

(4-8)

f mod is determined for a given sound by

examining its spectral content and evaluating what frequency is modulating the sound.
The unit for fluctuation strength is “vacil”, which is Latin for oscillate. The relationship
describing vacils is that 1 vacil corresponds to a 60-dB 1-kHz tone that is 100%
amplitude modulated at an AM frequency of 4-Hz. Again, if a more comprehensive
discussion of the justification for this model is desired, it can be found in reference
number 20.

4.3.4 Roughness
Roughness is similar to fluctuation strength. However, it quantifies the subjective
perception of rapid (15-300 Hz) amplitude modulation of a sound. This metric is often
considered to be the property of a sound that would be described as grating, as the
temporal masking effects of the human auditory system do not allow the total recognition
of changes in amplitude at these frequencies. Roughness, like fluctuation strength, is
influenced therefore by two main factors. These are frequency resolution and temporal
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resolution of the human auditory system. As the human auditory system is not able to
detect frequencies as such, and is only able to process changes in excitation level or in
specific loudness at all places along the critical band rate scale, the model for roughness
should be based on these differences in excitation level that are produced by the
amplitude modulation of the signal. The temporal masking depth, ∆L, changes nonlinearly with modulation frequency. If roughness were determined by f mod alone then
the expectation would be larger values of roughness at the lower modulation frequencies.
As this is not the case, roughness is therefore a sensation produced by temporal changes.
This indicates that roughness is proportional to both ∆L and f mod which leads to the
following approximation:
R ~ f mod ∆L

(4-9)

For very low frequencies of modulation, roughness is also small, although ∆L is large, as
f mod is small. For mid frequencies, around 70 Hz, although ∆L is now smaller, f mod has
increased substantially and therefore roughness is at its maximum.

At very high

frequencies although f mod is large, ∆L is now significantly smaller due to the restrictions
of the temporal resolution of the human auditory system, and therefore roughness falls
off. A plot illustrating this is shown in Figure 4-10, where the calculated roughness is
compared to the subjectively (jury listening tests) measured roughness.
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Figure 4-10 Relative roughness; subjective (red) vs. calculated (blue)
printed with permission from reference 20

As the value of ∆L is also dependant on the critical band rate a more accurate
approximation of roughness would include this dependence, which leads to a fairly
accurate proportionality, as given in Eq. 4-10.

∫

24 Bark

R ~ f mod ∆L
0

(z )dz

(4-10)

Using the boundary conditions of one “asper”, (a Latin word meaning rough which will
be the unit for this metric), corresponding to a 60 dB 1 kHz tone that is 100% amplitude
modulated (AM) at an AM frequency of 70 Hz, Zwicker and Fastl propose the following
model of roughness, again based on significant empirical data.
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f
R = 0.3 mod
1kHz

∫

24 Bark
0

N'
⎞dB
20 log⎛⎜ max
⎟
N
'
min ⎠
⎝
dz
dB
Bark

(4-11)

In Eq. 4-11, the modulation depth ∆L is again modeled by a ratio of specific loudness in a
particular critical band, z is the critical band rate variable, and the parameter dB/Bark is
simply a unit conversion factor. Similar to the rest of the metrics, Roughness is a
summation of effects across all of the critical bands.

4.3.5 Tonality
Tonality is concerned with the tonal prominence of a sound (i.e. are there tones
present/absent in the sound). Several models of tonality have been developed, each with
unique strengths and weaknesses. However, there is one common weakness with each of
the currently accepted models of tonality. As the noise floor around the tone is increased
in bandwidth, the model for describing the tonality falls off at such a rate that it becomes
completely inaccurate and misleading for sounds with bandwidths greater than ~100 Hz
26, 27

. As the sounds of interest in this research have bandwidths significantly greater than

100 Hz, tonality was not calculated in one of the traditional approaches. Instead, tonality
was estimated using fast Fourier transform (FFT) analysis.

Where a time aliased

(frequency averaged) FFT verses a non-time aliased FFT. Plotting the two FFT’s in the
same window, the position and amplitude of peaks can be compared vs. averaging as seen
in Figure 4-11. If the peaks move they are not tonal, however if they remain the same
there is a tone at that frequency. The magnitude of tonality can be estimated from a
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comparison in amplitude of the “noise floor” verses the peak amplitude of the tone. This
estimate is expressed in Eq. 4-12, as the ratio of amplitudes of the tone and the broadband
noise.

T≈

Amplitude of Tone
Amplitude of Noise Floor

(4-12)

This is however, a subjective approach to determining tonality. It will also be
shown that the tonal content of these machines was relatively similar; therefore, it did not
significantly influence the sensory pleasantness results.

Figure 4-11 Tonality approximation example
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Figure 4-11 shows how the peaks of the broadband move and are reduced in
magnitude from time aliasing, but those associated with tones are in the exact same spot.
Therefore, the tonality of this sound can be estimated by comparing the relative
magnitudes of the Tones and the broadband noise. In this research, in an effort to
normalize the subjectivity of the process the tonality was always calculated for only the
tallest peak when there were multiple tonal peaks present.

4.3.6 Sensory Pleasantness
The relationship between sensory pleasantness and the sensations of loudness,
sharpness, roughness, fluctuation and tonality can be modeled based on relative values of
each of the metrics.

The resulting relationship proposed by Zwicker and Fastl is

presented in Eq. 4-13. It should be noted that because the influence of tonality T is small,
the tonality term, (the term in the parenthesis in Eq. 4-13), reduces to an approximate
value of 0.24.
2

⎛
N ⎞
S
R
T
⎟
−⎜⎜ 0.023
−1.08
− 0.7
− 2.43
⎛
P
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Ro ⎜
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⎝
=e
e
e
1.24 − e
⎜
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⎝

⎞
⎟
⎟
⎠

(4-13)

Here Po, No, So, Ro and To represent the sensory pleasantness, loudness, sharpness,
roughness and tonality of the reference sound the current sound is being compared to. In
other words, the model is a model of relative sensory pleasantness measured against a
benchmark sound.
Using Eq. 4-13, it is possible to calculate an estimate of the sensory pleasantness
of any sound using the models previously discussed in sections 4.3 to 4.3.5. One of the
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key factors of Eq. 4-13 is that sensory pleasantness is not dominated by loudness. In fact,
the effect of loudness on pleasantness is only strongly evident for sounds with
significantly strong loudnesses. Zwicker suggests that the role of loudness in sensory
pleasantness is only important when a sound has a calculated loudness greater than 15
Sones.

4.4 LIMITATIONS
Each of the sound quality metrics is based on using “curve fit” functions designed
around sets of tests using jury listening evaluation of specific tones and developing
empirical equations to match the juror response in each of the five categories. The
question then arises as to whether this method can be applied to the sounds in question, as
they are not specific tones well defined by their frequency and amplitude. It should also
be noted that each of the metrics represents an approximation to how the human auditory
system responds. They are therefore based on assumptions that approximations for each
of the immeasurable factors can be made using one-third octave filters and weighting
functions to represent the cochlea response to auditory inputs.
In this thesis, both jury listening tests and these mathematical metrics were used
to determine the relative sound quality from the six sewing machines used in the study.
The correlation between the jury results and the metric results will then be used to
determine the applicability of the mathematical metrics and the validity of the jury tests.
The reason that both sides can be evaluated for validity stems from the fact that both are
accepted stand-alone methods for evaluating sound quality. Therefore, if there is good
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correlation between the two results, it can be inferred that the following applies. First,
the metrics accurately represent the jury result, which means they can be used to evaluate
additional sounds without necessitating the development of a jury. Secondly, that also
the differences between the sounds are significant enough that an average user would be
able to distinguish them.
Although each of the metrics is based on assumptions of cochlea behavior to
sound, these assumptions are made from an immense amount of experimental comparison
between metrics and juror tests using calibrated sounds. Therefore, if the trends from
jury testing and these calculated metrics display good correlation, it can be inferred that
these assumptions are applicable to the sounds in question and do not represent a
significant error in the estimated sound quality.
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5 SOUND QUALITY RESULTS

This chapter presents the results of the sound quality analyses from both the jury
listening tests and metrics computations. The trends from each method are compared and
the correlation is evaluated. The outline for this chapter is as follows:
• Overview
• Jury Listening Test Results
• Metrics Results
• Method Correlation

5.1 OVERVIEW
Using jury listening test techniques described in Chapter 3, two sets of jury
listening tests were performed. The first tests consisted of a smaller group of jurors and
was used to refine the testing procedure for the second (larger) group. Each of the error
reducing techniques discussed at the end of Chapter 3 was used to prevent biasing of the
jury listening tests. The results are outlined in Section 5.2.
Using the equations for loudness, sharpness, fluctuation strength, roughness,
tonality and sensory pleasantness presented in Chapter 4, the sound quality metrics were
calculated. The algorithms to compute the sound quality metrics were developed in
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MatLab code. To assure accuracy of the coding several test sounds were evaluated and
compared against published data. The results of the comparisons are included in Section
5.3.1.

5.2 JURY LISTENING TEST RESULTS
In Table 3-1, which outlines the comparisons performed by the jurors, repeated
here as Table 5-1, there were four distinct areas of interest evaluated by the jurors. These
include comparison of each machine to the other five, comparison of digitally altered
spectra, comparison of semi-isolated vs. non-isolated machine sounds and the comparison
of machine startup sounds. The discussion of jury results begins with an evaluation of
the demographics.

Table 5-1 Jury survey compact disc description
DISC #1

DISC #2

DISC #3

DISC #4

Stitch used in
comparison

Reinforced
Straight stitch
Zigzag stitch
straight stitch
(one stepper
(three stepper
(two stepper
motors running) motor running)
motors running)

Machine startup

Speed used in
comparison

Medium speed

Medium speed

Medium speed

NA

Additional
comparisons

Straight stitch
at high speed
with modified
spectral content

Straight stitch
with machine
isolated and not
isolated from
table

Straight stitch
at medium
speed with
modified
spectral content

Straight stitch
at low speed
with modified
spectral content
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5.2.1 Demographics and Response Repeatability
The desired juror demographics should form a jury pool that is indicative of the
market demographics for consumers in this product segment. The demographics of the
jurors who participated in the surveys are presented in Table 5-2.

Table 5-2 Jury demographics

No.
of
jurors

Percent
female
jurors

Average
age

Percent
jurors who
know how
to sew

82

80.5%

35

91.5%

Percent
jurors who
own a
sewing
machine
85.7%

Percent jurors
Percent jurors
who have
who sew
intermediate to
monthly or
advanced
more frequent
sewing skills
54.9%

61.0%

The calculated average age of the jurors was 35, which is slightly lower than the desired
40 to 45 age range. This, however, could be due to the lack of requesting the specific age
of each participant and instead blocking them into 20-year age categories. The remaining
demographics are consistent with expectations for this consumer group. From this, it can
be inferred that the results from these jurors are representative of the general trends, if not
indicative of the consumer base preferences.
Using repeated questions, as previously discussed, it was determined that on
average the jurors were able to reproduce the same answer given the same sounds
60.36% of the time. This implies that the jury results alone will not lend themselves to a
definitive result. However, there are general trends in the responses that are still valid
and can be used to determine preferences.
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This is accomplished by ranking the

percentages of preference for each machine, irrespective of repeated questions. This
ranking process is accomplished by equally weighting all comparisons and finding the
preference percentage, in other words the percentage of times it is selected over its
competitor. If the juror selects machine A as the preferred machine the first time, a point
is added to machine A’s score. If the second time the two machines are compared, the
same juror selects machine B a point is added to machine B’s score. At the end, the total
number of comparisons is used to find the preference percentage. This results in a
percentage-preferred ratio that accounts for non-repeatability in the jury tests. The only
exception would be when no answer was selected.

5.2.2 Machine Comparison
Figure 5-1 is a bar graph of percentage-preferred results, with both the consumer
jury results, as well as the VSM engineer results. The VSM engineer responses in Figure
5-1, Figure 5-2 and Figure 5-3 are a result of a discussion involving Hans Gruffman (the
project lead in VSM groups R&D department). It was postulated that because these
engineers listen to these machines everyday, their “ear” is biased due to the close
involvement with the machines.

Therefore, it is interesting to examine how these

engineers, who hear these machines everyday, would evaluate the pleasantness of the
sound compared to Jurors who have no idea what brand or market tier of machine they
are listening to.
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Comparing Machines (one on one)
Averaged over all stitches evaluated

Percentage Preferred

80.0%

60.0%
Jurors
VSM Engineers

40.0%

20.0%

0.0%
HV1

PF1

HV2

PF2

HV3

PF3

M achines

Figure 5-1 Juror results comparing machines
(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2Expression 2124, PF3-Pfaff 1530)

As indicated in Figure 5-1, the trend is towards a preference for the entry-level
machines. It is also interesting to note that the opinions of the jurors and those of the
VSM engineers have very good correlation. As will be apparent from the following
figures, this is true for the test as a whole. This infers that the VSM engineers have not
been biased by their daily contact with the machines. However, in order for them to
make accurate sound quality judgments it is imperative that they remove other sensory
inputs and isolate their focus on the sound produced. This can be done by simply
creating compact discs, as in this research.
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A hierarchical ranking of the sound quality is presented in Figure 5-2.

As

indicated in the figure, the engineers’ responses were nearly identical to the jurors, with
the exception of the preference to the Designer 1 over the Creative 2144.

Hierarchical Ranking of M achines
70.0%

Percentage Preferred

60.0%
50.0%
40.0%

Jurors

30.0%

VSM Engineers

20.0%
10.0%
0.0%
PF3

HV3

HV2

PF1

HV1

PF2

Machines

Figure 5-2 Hierarchical ranking of juror results
(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2Expression 2124, PF3-Pfaff 1530)

5.2.3 Modified Spectra
The results for reduction in spectral content indicate that the consumer
significantly prefers a reduction in the higher frequencies compared to the lower
frequencies. This is illustrated by the results shown in Figure 5-3.
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The modification of spectral content was designed so that the reduction in high
frequency content would simulate an improvement in the passive noise control, with a
reduction in the low frequency content simulating active noise control on the main
frequencies of the machine operation. Therefore, for a high frequency content reduction
a digital low pass filter was used, with a shelf to prevent total attenuation of high
frequency content. The filter was designed to cut off at 1 kHz, and reduce the magnitude
of frequencies above 1300 Hz by 6 dB. The reduction of the low frequency content was
similarly designed; however, the high pass filter cut off frequency was 500 Hz and the
shelf was 4 dB down from the main amplitude. Preliminary jury listening tests indicated
that more reduction than this resulted in a sound that was overly quiet, and “hollow”
sounding, as one juror described.
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Comparison of Spectrally Modified Sounds
Averaged over all stitches evaluated

Percentage Preferred

100.0%
80.0%
60.0%

Jurors
VSM Engineers

40.0%
20.0%
0.0%
High Frequencies
Reduced

Low Frequencies
Reduced

M achines

Figure 5-3 Comparison of spectrally modified sounds
(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2Expression 2124, PF3-Pfaff 1530)

5.2.4 Machine Isolation
The results for machine isolation from the table are not as clear. They indicate,
however, that the consumer preferences are dependant upon each machine, as seen in
Figure 5-4. These results indicate that for three of the machines, the annoying sounds are
not generated by the vibration transmission from the sewing machine to the table, but for
the Designer 1, the Creative 2144 and Expression 2124, vibrations transferred to the
sewing table could be responsible for some of the unwanted noise. This is especially true
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for the Designer 1 and Expression 2124, where the consumer preferences appeared to be
very strong.

Jury results
Isolated vs. Non- Isolated

Percentage Preferred

100.0%

75.0%

50.0%

`

25.0%

0.0%
HV1

PF1

HV2

PF2

HV3

PF3

Machines
Isolated

Non-isolated

Figure 5-4 Consumer preferences for isolated vs. non-isolated sounds
(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2Expression 2124, PF3-Pfaff 1530)

5.2.5 Machine Startup
The final comparison is that of the start up sounds of each machine. The jurors
were instructed to listen to the start up process and informed that the commencement of
sewing indicated that the machine was now on, at which point they were to disregard the
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sewing sounds. The start up sounds evaluated in the metrics were truncated to exclude
any actual sewing sounds and therefore represent just the machine initiation and
registration sounds. The results are displayed in Figure 5-5, in which the preferred
sounds are those without the sound registration. However, a more in depth approach
would include variations to each of the machine start up procedures, possibly including
variations to the machine registration sequence, delay time and strength of sound.

Machine StartUp

Percentage Preferred

100.00%
80.00%

80.00%
60.00%

59.45%

53.63%
39.34%

40.00%

44.40%
23.19%

20.00%
0.00%
HV1

PF1

HV2

PF2

Machines

Figure 5-5 Machine Start-Up Juror Results
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HV3

PF3

5.2.6 Jury Results Conclusions
It can be concluded from the jury results that the most acoustically pleasant
machines are the entry-level machines, with the Pfaff 1530 being the most preferred,
followed by the Viking Prelude 360. It was also discovered that the jurors prefer the
reduction of high frequency content to the reduction of low frequencies. Additionally, it
was discovered that isolation is an issue for some of the machines but is not a general
issue across the board, and therefore requires additional evaluation.

5.3 MATHEMATICAL METRIC RESULTS
The calculated sound quality metrics can be evaluated individually, when it is
desired to focus on a single attribute of the sound in question. Alternatively, they can be
combined through the relative sensory pleasantness model.

Both results will be

presented. In the following results, all metric values have been normalized against the
largest value. In each of the metrics, except sensory pleasantness, a lower number is
desired. In sensory pleasantness, however, the larger numbers represent the most
acoustically pleasant sounds. The discussion begins with an evaluation of the MatLab
code accuracy compared to values for specific tones and narrowband noise in reference
20.

79

5.3.1 MatLab Code Verification
Using MatLab, the sound quality metrics were calculated, starting with loudness,
as all of the other metrics use specific loudness in their respective calculations. Loudness
was calculated using a set of m-file functions provided by Aaron Hastings at Purdue
University, a graduate student of Dr. Patricia Davies28. These m-files were designed to
perform the same calculations as a Basic program written by Fastl. For verification,
tones of specific frequency and sound pressure level were used to verify the accuracy of
the code comparing it to published values and results from a Brüel & Kjær Pulse system,
all of these verification files were included with the MatLab m-files.
Sharpness roughness and fluctuation were also calculated in MatLab using the
specific loudnesses as discussed in Section 4.3. Verification sounds were created to
verify the accuracy of the calculations. These included tones, narrowband and broadband
noise. Results for this implementation are given in Table 5-3 thru Table 5-5.
Loudness verification although previously done was performed using tones at
several different sound pressure levels and frequencies. The total loudness calculated
from the tone was compared to the phon value for that frequency and sound pressure
level. Results for three of the test tones are listed in Table 5-3. The slight variation in the
comparative results is due to numerical round off in the calculation.
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Table 5-3 Loudness MatLab code verification
100 Hz 50 dB

1 kHz 70 dB

2 kHz 60 dB

1 sone

8 sone

5 sone

40 phon

70 phon

65 phone

~ 50 dB at 100 Hz

~ 70 dB at 1 kHz

~ 60 dB at 2 kHz

Calculated in
MATLAB

1.04 sone

8.02 sone

4.97 sone

% error

4%

0.25%

-0.60%

Equal loudness
contours chart

The MatLab code used to compute the sound quality metrics is presented in
Appendix A. The code for sharpness, roughness and fluctuation were all coded as part of
this thesis work. Verification tones, when not specifically stated in reference 20, were
assumed to be root mean squared (RMS) sound pressure levels.

The following

paragraphs and tables review the accuracy of the MatLab code developed for use in this
implementation of a sound quality analysis.
Sharpness was verified using narrowband noise one critical bandwidth wide
centered at four frequencies. The results and percent error are presented in Table 5-4. It
should be noted that as the center frequency is increased the bandwidth is also increased.
Although the error is more substantial in this estimate than that of loudness, the
appropriate trend is consistent with the graphical information from which these standards
were obtained. It should also be noted that the values used as a standard are from
graphical interpretation of multiple subjective tests and therefore are not rigid or exact
results. The intent is to verify that the calculated value estimates are in the range of the
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subjective test result estimates. The results in Table 5-4 indicate that the algorithm used
to calculate sharpness is accurate specifically in the region of interest for this research, as
none of the machines produced sounds above about 16 Bark.

Table 5-4 Sharpness MatLab code verification
Center
Frequency

2 (Bark)

8.5 (Bark)

16 (Bark)

22.5 (Bark)

200 Hz

1 kHz

3.15 kHz

10.5 kHz

Bandwidth

100 Hz

160 Hz

500 Hz

2.5 kHz

Standards

~0.25 (acum)

~1.0 (acum)

~2.0 (acum)

~8.0 (acum)

MATLAB
calculated
results

0.283 (acum)

0.996 (acum)

1.950 (acum)

6.498 (acum)

% error

13.22%

-0.38%

-2.51%

-18.78%

Roughness and Fluctuation were verified using 100% amplitude modulated tones
with different modulation frequencies. The results are compared to subjective test results,
plotted on pages 226 and 232 of reference 20. These results are displayed in Table 5-5,
where they are compared to the calculated values from the MatLab code. Again, the
results that are used as a standard are from graphical interpretations of subjective test
results (see reference 20, pages 252 and 261). It should be pointed out, that the most
significant errors occur where the subjective results have a downward trend in the
associated error bars.
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Table 5-5 Roughness and fluctuation MatLab code verification
Fluctuation

Roughness
AM SIN

AM SIN

AM SIN

125 Hz
Center
freq

1 kHz
Center
freq

8 kHz
Center
freq

AM BBN

AM SIN

60 dB

70 dB

NarrowBand
Noise

Modulation
Depth

80%

80%

N/A

100%

100%

100%

Modulation
Frequency

4 Hz

4 Hz

N/A

40 Hz

70 Hz

100 Hz

Bandwidth

16 kHz

N/A

10 Hz

N/A

N/A

N/A

Standards

~1.50
Vacil

~1.25
Vacil

~0.25
Vacil

~0.35
Asper

1 Asper

~0.40
Asper

MATLAB
calculated
results

1.42
Vacil

1.10
Vacil

0.05
Vacil

0.45
Asper

1.07
Asper

0.50
Asper

% error

-5.33%

-12.00%

-80.00%

28.57%

7.00%

25.00%

It is believed that there is a difference in how the excitation levels are being estimated. In
other words, the model presented in Chapter 4, where ∆L is estimated as the logarithmic
function of the ratio of the maximum to minimum loudness is possibly incorrect for this
sound.

However, the general trend is correct and within the error bounds of the

subjective test results.
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5.3.2 Metrics per Critical Band Rate Results
As an example of examining the results from examining a single metric, a review
of the specific loudness of all six of the machines under one operating condition and
speed is presented. Figure 5-6 is an example of this type of plot. It shows the specific
loudness (loudness per critical band) of all six machines running a straight stitch at
medium speed. As can be seen in the figure, two of the machines (Prelude 360 and
Expression 2124) have strong tonal or narrow band content at about eight Bark, or 1 kHz.
This data also provides valuable design data in that if the tones in the 8 Bark range could
be controlled, the sound quality of the Expression 2124 and the Prelude 360 could be
improved.
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Figure 5-6 Specific loudness of all six machines at straight stitch medium speed
(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2Expression 2124, PF3-Pfaff 1530)

This plot also indicates the masking that can occur from one critical band over
another. For example, the purple line (HV3 Husqvarna Prelude 360), which has a strong
narrow band sound at eight Bark, totally masks any sounds at nine Bark and partially
masks sounds at ten Bark. This masking effect can be seen in nearly all of the specific
loudness curves plotted.
Loudness per critical band, indication of tonality, and masking can be estimated
from this plot. As is evident in this figure, it is difficult to estimate the sharpness simply
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by studying the graph. Therefore, it is necessary to calculate the sharpness, roughness,
fluctuation strength and tonality to get a better picture of how the whole sound is
perceived.
Also as an example, a plot of the specific sharpness for all six machines is shown
in Figure 5-7. This plot represents the straight stitch at medium speed. For this particular
stitch and speed, the Designer 1 (HV1) and the Platinum 750 (HV2) are both shown to
compare fairly well with the Pfaff 1530 (PF3). However, especially in the 9-11 Bark
range, there are a few localized high spots in both the Designer 1 and the Platinum 750
that could possibly be reduced with passive design implementations.
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Figure 5-7 Specific sharpness of all six machines at straight stitch medium speed
(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2Expression 2124, PF3-Pfaff 1530)

Figure 5-8 illustrates a typical roughness plot for all six machines. Again, the
results for the straight stitch at medium speed are presented. For this stitch and speed, the
results for the Designer 1, the Platinum 750, and the Pfaff 1530 again compare fairly well
in most regions, except for the 9-13 Bark region.
It is important to note that Figure 5-6 through Figure 5-8 only represent one
particular stitch and speed.

Plots like this were generated for the straight, straight

reinforced, zigzag, and zigzag reinforced stitches at low, medium, and high speeds.
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However, only these plots were provided to show an illustration of the type of data
processed. These individual plots can provide significant insight into specific problem
areas. A future work effort would be to analyze each stitch and speed and make
appropriate design modifications for the particular case. However, in a more general
approach, as is the focus of this research, average data of all the stitches and speeds will
be combined to provide an overall sound quality result for the particular machine.

Figure 5-8 Specific roughness of all six machines at straight stitch medium speed
(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2Expression 2124, PF3-Pfaff 1530)
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Although approximations for the tonality were done for each of the machines at
each stitch and speed, only two plots will be shown here. However, it should be noted
that these plots are very indicative of the data trend. The two machines compared will be
the Husqvarna Viking Designer 1 sewing a zig-zag stitch at high speed, and the Pfaff
1530 sewing a reinforced straight stitch at medium speed. Although a single stitch was
selected as a benchmark for each machine, it became evident that the variations were not
very large. In fact, the average variation for any given machine is less than 5% over the
entire range of stitches and speeds. This was not limited to the individual machines
either, as is seen in Figure 5-9 and Figure 5-10. Figure 5-9 presents the tonality estimate
plot for a sewing condition of zig-zag at high speed for the Designer 1, which was given a
tonality of 0.97 out of 1.0 (normalized against the benchmark of reinforced straight stitch
at high speed).

89

Figure 5-9 Tonal estimate for Designer 1
(zig-zag, on high speed)

Figure 5-9 can be compare to the tonality estimate for the Pfaff 1530 sewing a reinforced
straight stitch at medium speed, given a normalized score of 0.95 in Figure 5-10.
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Figure 5-10 Tonal estimate for Pfaff 1530
(reinforced straight stitch at medium speed)

5.3.3 Averaged Metric Results
As previously mentioned, all of the metrics were calculated for each machine at
each stitch and speed (straight, straight reinforced, zigzag, and zigzag reinforced at low,
medium and high speeds). The numbers were averaged for each machine across the
range of stitches. Table 5-6 presents the normalized results for all six of the machines.
The final column in the table is the machines sensory pleasantness ranking. Sensory
pleasantness was computed based on the values of the other metrics, to give a single
overall rating of the sound quality for the given machine. To reiterate, in all of the
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metrics except sensory pleasantness a lower number is desired. However, in sensory
pleasantness, the larger value indicates a more appealing sound.

Table 5-6 Sound quality metric results

Machine

Loudness

Sharpness

Roughness

Fluctuation

Tonality

Sensory
Pleasantness

Rank

HV1

0.86

1.0

0.90

1.0

0.98

0.19

5

PF1

0.90

0.96

0.76

0.93

0.95

0.28

3

HV2

0.78

0.82

0.99

1.0

0.99

0.21

4

PF2

0.78

0.99

1.0

0.98

0.99

0.16

6

HV3

1.0

0.72

0.44

0.99

1.0

0.78

2

PF3

0.70

0.71

0.33

0.99

0.99

1.0

1

(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2-Expression
2124, PF3-Pfaff 1530)

From Table 5-6, specifically the final two columns, it becomes evident that the
most appealing sounds are coming from the low-end machines. However, the metrics
also indicate that various rather simple design considerations could be made to
significantly improve the sound quality of the upper end machines.
As neither the variation in tonality nor fluctuation strength varied significantly
from machine to machine and from stitch to stitch, the question is, can these metrics be
removed from the model of sensory pleasantness?

Table 5-7 contains the sensory

pleasantness results and rankings with four variations for calculating the sensory
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pleasantness. These variations include the inclusion of tonality and fluctuation strength,
the exclusion of either one with the inclusion of the other and the exclusion of both.

Table 5-7 Variation in sensory pleasantness calculation results
Both Tonality &
Fluctuation
Excluded

Both Tonality &
Fluctuation Included

Tonality Excluded
Fluctuation Included

Fluctuation Excluded
Tonality Included

Sensory
Pleasantness

Rank

Sensory
Pleasantness

Rank

Sensory
Pleasantness

Rank

Sensory
Pleasantness

Rank

HV1

0.19

5

0.19

5

0.19

5

0.19

5

PF1

0.32

3

0.32

3

0.28

3

0.28

3

HV2

0.20

4

0.20

4

0.21

4

0.21

4

PF2

0.17

6

0.17

6

0.16

6

0.16

6

HV3

0.77

2

0.76

2

0.78

2

0.78

2

PF3

1.0

1

1.0

1

1.0

1

1.0

1

Machine

(HV1-Designer 1, HV2-Platinum 750, HV3-Prelude 360, PF1-Creative 2144, PF2-Expression
2124, PF3-Pfaff 1530)

From this, it is evident that tonality and fluctuation do not have an influence on
sensory pleasantness in this instance. The metrics that do have an influence on sensory
pleasantness are loudness, sharpness and roughness. As both tonality and fluctuation
strength are similar for each machine further investigation into variations in tonality and
fluctuation would be required to detect the level of effect they could have on the sensory
pleasantness. Therefore, from the current results the best method to improve the sound
quality of the machines as a whole; would be to target three areas for improvement,
including sharpness, roughness, and loudness.
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Additional calculated metric results include the evaluations of spectrally modified
sounds and that of the isolated vs. non-isolated machine sounds. In Table 5-8, the results
of spectral modification, with the addition of non-modified stitches are displayed, which
was not a comparison performed by the jurors. From the table, it is evident that the jury
results are again supported by the mathematical metrics, where a reduction in the high
frequency content is preferred over a reduction in the low frequency content.

Table 5-8 Digital reduction of spectral content
Reduced High
Frequencies

No Change to the
Frequency Spectrum

Reduced Low
Frequencies

Loudness

0.92

0.94

1.0

Sharpness

0.88

1.0

1.0

Roughness

1.0

0.92

0.99

Fluctuation

0.92

0.91

1.0

Tonality

0.98

0.96

1.0

Sensory
Pleasantness

1.0

0.96

0.80

In fact, it is interesting to note that even non-modified signals are preferred over a
reduction in low frequency content.

The implication from this is that it would be

preferable to improve the passive sound control of the machine as opposed to
implementing a low frequency active noise control.
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Another comparison performed by the jurors was the evaluation of sounds for a
straight stitch medium speed, where the machine was isolated from the table by the
addition of foam rubber blocks under the feet. These sounds were compared to the
standard machine sound (non-isolated).

These sounds would approximate an

improvement in the vibration isolation of the machine from the sewing table. The results
for this case are in Table 5-9.

Table 5-9 Isolated vs. non-isolated sounds (normalized)
Isolated

Non –Isolated

Sensory Pleasantness

Sensory Pleasantness

Designer 1

0.52

1.00

Creative 2144

1.00

0.74

Platinum 750

1.00

0.85

Expression 2124

0.58

1.00

Prelude 360

1.00

0.77

Pfaff 1530

0.64

1.00

In slight contrast to the juror results (Figure 5-4), it appears that the Designer 1
(HV1) and the Expression 2124 (PF2) should not be more isolated and that the Platinum
750 (HV2) should be more isolated. This, however, is not surprising given that the jurors
indicated that these sounds were very similar in their judgment. Figure 5-11 shows a plot
of the specific loudness for the Designer 1 (HV1) where the blue line represents the
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original sound (non –isolated) and the green line represents the specific loudness with the
addition of foam. It can be seen that the results with and without isolation visually
appear to be rather similar. Thus, it is apparent that there are subtle differences that
account for the differences in sensory pleasantness noted in Table 5-9.

Figure 5-11 Machine isolation specific loudness plot

The final comparison is that of the start up sounds of each machine. The jurors
were instructed to listen to the start up process and that the commencement of sewing
indicated that the machine was now on at which point they were to disregard the sewing
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sounds. The start up sounds evaluated in the metrics were truncated to exclude any actual
sewing sounds and therefore represent just the machine initiation and registration sounds.
The results are displayed in Table 5-10, in which the preferred sounds are those without
the sound registration. However, a more in depth approach would include variations to
each of the machine start up procedures.

Table 5-10 Machine start-up

Machine

Start UP
Sensory Pleasantness

Designer 1

0.66

Creative 2144

0.60

Platinum 750

0.83

Expression 2124

0.50

Prelude 360

0.62

Pfaff 1530

1.0

5.4 JURY VS. METRIC RESULTS CORRELATION
Although there are some minor variations in the results from jurors when
compared to the calculated metrics, the general trend, especially when comparing the
machines against one another is supported by the metrics. This is seen in comparing the
results in Figure 5-2 against those in Table 5-6. It must be concluded, therefore, that the
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hypothesis is incorrect and that the hierarchy of sound does not follow that of the
machines. In other words, the sensory pleasantness of the high-end machines is not
perceived as being of a better quality than that of the entry-level machines.

This

therefore implies that there is room for improvement on both product lines with respect to
the high-end machines.
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6 NEAR-FIELD SOUND INTENSITY SCANS

Near-field sound intensity scanning is a process where near field sound intensity
measurements are used to localize acoustic hot spots that are radiating strongly. The
process consists of selecting a two –dimensional plane a fixed distance from the structure
of interest, creating a grid of data points which are equally spaced in the horizontal and
vertical directions, then collecting acoustic data at each point. This process was used to
determine where the strongest radiating areas were on the front surfaces of the Designer 1
and Creative 2144. The motivation for doing these measurements is that it is desirable to
know where the strongest acoustic energy is coming from in order to pinpoint locations
that are contributing to the loudness, sharpness, roughness, etc. of the machine. This then
leads to design modifications that can reduce each of these metrics and improve the
sound quality of the machine.

6.1 SOUND INTENSITY SCANS PROCEDURES
Two conditions were measured; both have the machines sewing a straight stitch at
medium speed. In one condition the machine was isolated from the table and in the other
it was not. 176 data points were collected for each scan. The sound intensity was
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measured using a Larson Davis model 2900 Intensity probe, measuring the intensity
normal to the front of the machine. All of the intensity plots have been normalized, with
zero mean and the greatest intensity having a value of 1. The results of the intensity scans
can be used to attack localized areas of high acoustic radiation. For example, where hot
spots are detected, passive design ideas such as the addition of absorbing foam, tuned
vibration absorbers, or isolation between the plastic skin and the body of the sewing
machine can be introduced.

6.2 SOUND INTENSITY SCANS RESULTS
In Figure 6-1, a plot of the acoustic intensity for the Designer 1 is presented (non
–isolated from the table). A schematic of the sewing machine and the table surface are
superimposed on the intensity plot. As can be seen in the plot, the areas of greatest
acoustic intensity (strongest sound power) are near the bobbin and main stepper motor.
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Figure 6-1 Acoustic intensity of Designer 1

Comparing Figure 6-1 to Figure 6-2 there is not much change in where the
machine is radiating strongly when isolation foam is added. Again, the areas of greatest
acoustic intensity are near the bobbin and main stepper motor.
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Figure 6-2 Acoustic Intensity of Designer 1 Isolated
Isolated from table with foam rubber blocks under feet

Acoustic intensity was also measured for the Pfaff Creative 2144. Plots of the
intensity measurements for this machine are shown in Figure 6-3 and Figure 6-4. It
should be noted that there are significant differences in the general trends in the intensity
plots between the Designer 1 and the Creative 2144. It is also noted that the Creative
2144 showed a slightly more significant change in the acoustic intensity with the addition
of isolating blocks. This contrast is seen in comparing Figure 6-3 to Figure 6-4. In
Figure 6-3, the primary acoustic intensity is radiating from the base of the machine. In
Figure 6-4 the intensity is slightly more uniformly spread throughout the machine.
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Figure 6-3 Acoustic intensity of the Creative 2144
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Figure 6-4 Acoustic intensity of the Creative 2144 Isolated
Isolated from table with foam rubber blocks under feet
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7 CONCLUSIONS

This chapter summarizes the work performed in this research. It also reviews the
results from the sound quality analysis and near field sound intensity measurements.
Recommendations for future work and proposed design modification are made. Finally,
a review is conducted of previous and future publications relating to this research.

7.1 SUMMARY
Two methods were used to assess the sound quality of the six sewing machines
used in this research. The initial method used to evaluate the sound quality was jury
listening tests. The second method used was to calculate the mathematical metrics for
sound quality.
In the jury method, the sound data is divided into comparison pairs. Surveys and
compact discs with comparisons are provided to jurors. The jurors listen to the sounds
over quality head phones and select the sound they find most appealing. Recurring
questions allow the determination of jury repeatability, which is the level of accuracy or
the minimal differences that the jurors can recognize and differentiate. As the juror
repeatability was approximately 60%, these results can only yield general trends in the
data and not specific comparisons. The general trends were calculated by totaling the
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number of times each machine was selected over the other machines it was compared to
and dividing that by the number of comparisons, yielding a percent preferred value.
To corroborate the juror results as well as facilitate future sound quality
evaluations, the mathematical metrics were calculated. These metrics include; loudness,
sharpness, roughness, fluctuation, tonality and sensory pleasantness.

The first five

metrics are calculated using empirical equations based on extensive jury evaluations of
standardized tones and narrowband noises. The final metric, sensory pleasantness, is
calculated from the other five. As it is a function of the other metrics, the intended use is
to provide a single valued response similar to the response a juror would give when asked
to select a preferred sound given two or more sounds. All of the metrics were calculated
using MatLab m-files. Some of these files were acquired from previous research in
sound quality at Purdue University, specifically those dealing with the calculation of
loudness. The remaining metrics and associated spectral analyses were performed using
MatLab m-files created specifically for this research. Hard copies of all of the m-files
used and created can be found in Appendix A.
Correlation between the jury results and the metric results is established by the
trends in the data. The jury result trends and mathematical metric result trends correlate
very well for a significant portion of the evaluations. In instances where the correlation is
not as strong, in the evaluation of isolated vs. non-isolated machine sounds for example,
it is evident from the significantly lower jury repeatability in these tests and an evaluation
of the specific metric values that the differences between the two sounds presented to the
jurors were at their threshold of differentiating. However, due to the strong correlation
for the evaluations where the juror repeatability was significantly higher, it can be
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inferred that the metric results for this evaluation represent the response jurors would
give if they could differentiate the sounds.
To determine if there were specific areas on the machines, especially across the
front of the high-end machines, that were contributing more significantly to the acoustic
signature of the machine, near field sound intensity scans were performed using a Larson
Davis intensity probe. This was accomplished by taking 172 measurements at two-inch
increments extending both below the tabletop as well as to the left, right and above the
machine. These scans indicate where the strongest acoustic energy is originating from
and therefore where the focus of possible design modifications should be placed.

7.2 REVIEW OF RESULTS
The sound quality of six sewing machines, ranging from entry-level thru highlevel machines was evaluated using both jury listening tests and calculated metrics. The
results from machine vs. machine comparisons are summarized in Table 7-1. Both the
jury listening tests and metrics indicate that the entry-level machines have an overall
better sound quality. In Table 7-1 and Table 7-2, there is a strong metric to juror
correlation. This indicates that future work involving sewing machine sound quality
analysis can be performed without the need to populate large listening juries. This means
that future sound quality work would be able to proceed at an accelerated pace, as well as
evaluate sounds of proposed variations, without having to completely construct a
production prototype, record its acoustic signature, and then evaluate it.
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Table 7-1 Comparison of machine vs. machine
Jury Listening Tests
Machine

Mathematical Metrics

% preferred

Ranking

Sensory
Pleasantness

Ranking

Designer 1
(HV1)

44.0%

5

0.19

5

Creative 2144
(PF1)

46.3%

4

0.28

3

Platinum 750
(HV2)

49.7%

3

0.21

4

Expression
2124 (PF2)

40.1%

6

0.16

6

Prelude 360
(HV3)

53.6%

2

0.78

2

Select 1530
(PF3)

66.2%

1

1.0

1

In Table 7-1 the only variation between the jury results and the metric results
occur with the ranking of the Creative 2144 (PF1) and the Platinum 750 (HV2). From a
review of the jury results and metric results, in both instances either the percent preferred
or the sensory pleasantness values are similar between the two machines. In Table 7-2,
the modification of the acoustic spectra of the machines is examined. The response from
both the jurors and metrics is significantly in favor of a reduction in high frequency
content. This would cause a reduction in the sharpness, as well as a more mild reduction
in the loudness.

Several rather simple design modifications would result in an
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improvement similar to the digitally altered sounds evaluated in this instance. These
design modifications will be discussed in more detail in Section 7.4.

Table 7-2 Comparison of spectral content modifications
Reduction in Low
Frequency
Spectra

Reduction in
High Frequency
Spectra

Jury Results

20%

80%

Metric Results

0.80

1.0

Although it became apparent from an examination of the correlation for the other
evaluations and the lack of correlation in the comparison of machine isolation sounds, it
is still an area of significant interest, as it proposes a very simple machine alteration
resulting in possibly significant sound quality gains. This can be seen in the difference in
the normalized sensory pleasantness values in Table 7-3, where only one machine had a
sensory pleasantness variation less than 20%, the Platinum 750.
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Table 7-3 Machine isolation results

Machine

Jury Listening Tests

Mathematical Metrics

Isolated

Non-Isolated

Isolated

Non-Isolated

Designer 1
(HV1)

76.0%

24.0%

0.52

1.0

Creative 2144
(PF1)

55.6%

44.4%

1.0

0.74

Platinum 750
(HV2)

39.1%

60.9%

1.0

0.85

Expression
2124 (PF2)

66.7%

33.3%

0.58

1.0

Prelude 360
(HV3)

50.0%

50.0%

1.0

0.77

Select 1530
(PF3)

39.3%

60.7%

0.64

1.0

The near field sound intensity measurement results show that most of the acoustic
energy radiating from the Designer 1 and the Creative 2144 is coming from the lower
portions of the machine. This indicates that the main stepper motor as well as the design
of the mounts, for both the motor and the plastic covers of the machine, as well as the
design of the cover itself are contributing significantly to the sound power radiated by the
machines.
These results identify several rather simple design issues in the high-level
machines that could significantly improve the sound quality of these machines. These
design modifications include the addition of stiffening ribs to the skin of the machine to
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reduce it’s propensity to strongly radiate acoustic energy, a reprogramming of the stepper
motor control and passive noise control techniques, including addition of damping
mounts. Modifications to the design will affect the sensory pleasantness of the designs
requiring the sound quality to be reassessed. However, as indicated in Table 7-1 thru
Table 7-3, the correlation between the metrics and jury results is very good. Therefore,
rather than repeating the entire experiment complete with jurors and surveys, the
mathematical metrics can be calculated and a relative sound quality improvement would
be derived from comparing the before and after values.

7.3 SYNOPSIS OF CONSUMER PREFERENCES
From these measurements, calculations, and jury surveys it can be concluded that
the ideal sewing machine has certain desired attributes. First, it should be smooth
sounding, yet have a rhythm. This can be interpreted to mean that there is relatively low
roughness to the machine’s sound, yet a fluctuation is acceptable, due to the periodic
process involved in sewing. It should sound “solid”, as many jurors noted on their
questionnaires, meaning that the sharpness of the machine should be relatively low, or in
other words less acoustic energy in the higher frequency bands and more in the lower
frequency bands. Many jurors also preferred the quieter machine. This obviously refers
to the loudness of the machine, which should be “quiet enough that you can talk on the
phone while using it”, as one juror noted on her survey. Therefore, the direction for an
optimal sound is to reduce the roughness and sharpness first, followed by the loudness.

111

7.4 PROPOSED DESIGN MODIFICATIONS
Possible modifications to improve the sound quality of the high-level machines
consist of:
1. The selection of alternate components for example, using involute chains
and sprockets, in sealed and lubricated housings, as opposed to cogged
belts or gears.
2. The addition of tuned vibration absorbers at various locations to attack
dominant frequency components.
3. Redesign of the machine feet.
4. The reprogramming of the machine operating system to ramp stepper
motors up and down, thereby reducing the high frequencies generation
contributing to sharpness.
5. The addition of more passive noise control techniques including vibration
isolation mounts for the machine skin.
6. Redesign of the machine covering, including the addition of stiffening ribs
in the skin.
These modifications, however, do have implications in machine design and
operation. Therefore, a review of each proposed modification with a brief evaluation of
the attributes is in order. These will be reviewed in the order presented above.
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Although changing the internal components and or the addition of tuned vibration
absorbers would alter its acoustic signature, the near field scans indicate that most of the
acoustic energy is radiating from the lower portion of the machine. This implies that
altering the design of the belt assembly would not have a significant affect on the
strongest radiating sounds, nor would the addition of vibration absorbers to the main shaft
across the top of the machine. Both of these design modifications require a significant
investment in both redesigning and implementation. Consequently, while it could be
beneficial to construct a prototype and evaluate the sound quality with alternate
components, the return on investment may not be significant enough to justify the cost.
Although the juror results when evaluating the isolated vs. non-isolated condition
were not strongly supported by the metrics, both jury and metric results indicate that
vibration transfer from the machine to the sewing table is an issue on some of the
machines. However, as this evaluation was only performed on one stitch at one speed it
is recommended that before redesigning the machine feet, a sound quality evaluation
focusing on the machine to table interaction be performed. From there, it would be more
evident as to which machines have vibration transmission issues across the spectrum of
both speed and stitch.
Reprogramming the stepper motors would require some alterations to the
electronics of the system –both the physical configuration and the control law used.
However, if there is a reduction in the amount of vibration energy input to the system,
then there is less energy to attenuate. This is particularly true given that the current
configuration uses “bang-bang” control, which results in significant high frequency
generation contributing to sharpness. This would result in a significant change with a
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minimal investment. Redesigning the machine coverings would be a cost effective and
very affective way to change the acoustic signature of the machine. The skins themselves
could be stiffened to reduce the amplitude of vibration during operation. The addition of
vibration isolation mounts for attaching the covers on the machine would reduce the
amount of energy transmitted to the skins and therefore reduce the acoustic radiation
from the skins. Both of these options have significant payoff to cost ratios, meaning that
they can be accomplished with a low capital investment, yet have significant effects on
the sound quality. It is highly recommended to build prototypes with these modifications
and evaluate the change in sound quality.
Further research would build on this sound quality analysis and attack many of
the issues identified in the high-level machines. Significant improvements in the sound
quality of the high-level machines could be obtained with rather simple design
modifications, specifically reprogramming the stepper motors, and the altering of the
machine cover design. As previously stated, this research demonstrates the validity of
the metrics to jury correlations. Because of the accuracy in predicting the jury results,
metric evaluations could be used on prototype sounds. This streamlines the process of
determining what modifications would result in the most acoustically appealing machine
sound.

7.5 FUTURE WORK
Although substantial work has gone into the MatLab m-files used in this research
additional research and refinement are needed. This includes the verification of the m-
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files using an accepted standard, a Brüel & Kjær Pulse system for example. This would
provide insight into possible reasons for the variation in the actual results compared to the
expected results.
As the method for approximating the ∆L proposed in the first edition of Zwicker
and Fastl (reference 20) was excluded from the second edition of the text. An
investigation of alternate methods for calculating ∆L (perceived change in amplitude,
which is used in the calculation of both roughness and fluctuation strength) should be
investigated.
From literature review, it is evident that although there are several proposed
models for tonality each of them has inherent shortcomings. Although time aliasing
(frequency domain averaging) was used to estimate tonality, future work could include
the investigation of alternate models or methods of calculating tonality.
Therefore, future work should evaluate the accuracy of both the models used and
the algorithms developed in this research endeavor.

Specific work would include

verification of sharpness, roughness and fluctuation strength algorithms.

Additional

developments would include a model or estimation procedure for tonality and an
improvement in the currently used model for ∆L.

7.6 PUBLICATIONS
Work describing the sound quality analysis conducted here has been presented at
the 148th meeting of the Acoustical Society of America (ASA) on November 18 2004. A
draft copy has also been submitted for publication as part of the American Society of
Mechanical Engineers (ASME), 20th Biennial Conference on Mechanical Vibration and
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Noise (Sept. 25 –28th 2005). A draft to publish an article describing this research in the
Noise Control Engineering Journal is currently being reviewed by the graduate
committee.
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APPENDIX A

This Appendix contains information regarding specific procedures needed to recreate some of the experimental work presented in the body of the thesis. A tutorial for
using the MatLab m-files created as part of this research is presented, followed by hard
copies of the actual m-files.

MATLAB SOUND QUALITY TUTORIAL
The MatLab code used to calculate the loudness consist of a set of m-files written
by a graduate student at Purdue University the rest of the m-files were written by me,
James Chatterley.

The process of determining the sound quality consists of pre-

calculation evaluation of the sounds, explained in the following chapter, followed by the
actual sound quality metric calculation, and then the comparison of sounds using the
sensory pleasantness metric, the entire process is described in a step by step order in the
following subsections.
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Pre-Calculation Steps
The m-files for calculating loudness require that the sounds be in mono;
alternatively, one channel of a stereo file can be sent in and calculated. This can either be
done by reading in the wave file separating the channels and writing them as two
different wave files or by putting in a line or two of code which does this before it
calculates the metrics. It is important to note that the calculation actually calls the wave
files from a subroutine and therefore it is not possible to read in the file and just send one
of the channels into the calculation.
The modulation frequencies for both fluctuation and roughness need to be
estimated. The process consists of plotting the time domain of the sound as well as the
auto spectral density function. The spectral effect of modulation is dependant on; how
the modulation was performed (amplitude or frequency modulation), what the
modulation frequency is, as well as whether it was broadband, narrowband or a single
tone that is modulated.

All of these factors can significantly change the way the

modulation affects the auto spectral density function. Therefore, as it is easier to see the
modulation of the sound in the time domain, it is recommended that both the roughness
and fluctuation modulation frequencies be estimated from the periodic time domain
signals.
The auto spectral density function however can be used to approximate the level
of tonality of the sound. This is done by running the m-file titled “FFT4Tonality.m” this
file plots the fast Fourier transform of the sound with two different block sizes. Tones
will be peaks that do not move when the alternate block size is used. To estimate the
magnitude of the tone, divide it’s dB level by that of the broadband base: i.e. if there is a
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peak with a 70 dB amplitude in a broadband noise with an rms amplitude of say 50 dB an
approximation for the tonality would be 1.4.

This method gives a tonality that is

normalized and can be compared to other tonalities from other sounds. Although this
method is very similar to the European standard for defining tonality, it is not nor is there
currently an internationally accepted method for describing the tonal content of a
broadband sound.
Therefore, when the sound in question is saved as a mono wave file and
modulation frequencies for both fluctuation strength and roughness and an approximation
for tonality have been determined the file is ready to have the sound quality metrics
calculated.

Metric Calculation Steps
To calculate the sound quality metrics (excluding the sensory pleasantness) use
the m-file titled “SQMetrics.m”. If the sound of interest is in a subfolder below the folder
that houses this m-file insert the name of that file folder for the variable titled ‘file’. The
name of the sound is input for the variable titled ‘sound’. If there are multiple sounds of
interest the sound quality can be calculated in a loop. The loop is currently set up to
increment through folders as well as sounds so there is no need to put all of the sounds in
the same folder. To increment however it is necessary that all of the names are the same
length. Therefore, if it is desired to increment through multiple files each of the file
names must have the same number of characters. This also applies for incrementing
through folders. The major drawback to this is the need to do all of the pre-calculations
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for each sound and then save a data file with each of the fluctuation and roughness
modulation frequencies in it.
The metrics for loudness, sharpness, fluctuation and roughness are then calculated
in that order by each of the function calls. The resulting arrays of metric values can then
be used to determine relative sensory pleasantness. As sensory pleasantness is a relative
calculation a sound needs to be selected that will represent the benchmark against which
the remaining sounds will be compared. I found it significantly easier to import the data
arrays from MatLab into Excel and calculate the sensory pleasantness there. Plots of
specific loudness, specific roughness, specific sharpness, and specific fluctuation can be
created. The variables that represent the specific (quantity per critical band) loudness,
roughness, etc have the same initial name as their total counterpart followed by a lower
case s. The variable B represents the critical band-rate that is the abscissa with the
specific quantity as the ordinate in those plots as seen in Figure 5-6 through Figure 5-8.

MATLAB M-FILES
The following subsections list the MatLab m-files in order of their usage, starting
with the pre-metric calculation evaluations that must be done, followed by the main code
with all of the function calls.
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Pre-Metrics Calculation Code
Tonality code
clear all
fullscreen=[100 100 1000 800];
file = ['Tones'];
stitch = ['WithNoise'];
eval(strcat(['addpath ', file]))
fname = strcat([file,stitch]);
[Y,fs]=wavread(strcat([fname,'.wav']));
dt=1/fs;
% Regular FFT
N1=length(Y);
delfreq1=1/(N1*dt);
incr1=0:1:N1-1;
freq1=incr1*delfreq1;
fftd1 = 20.*log10((2/N1)*(abs(fft(Y))/0.00002));
% alt block size FFT
B = Y(1:length(Y)-fs);
N=length(B);
delfreq=1/(N*dt);
incr=0:1:N-1;
freq=incr*delfreq;
time = 0:dt:length(Y)/fs;
fftd = 20.*log10((2/N).*(abs(fft(B))./0.00002));
set(figure(1),'Position',fullscreen,'Color',[1 1 1])
semilogx(freq1(1:length(fftd1)/2),fftd1(1:length(fftd1)/2),'LineWidth',2)
hold on
semilogx(freq(1:length(fftd)/2),fftd(1:length(fftd)/2),'r','LineWidth',1)
hold off
xlabel('Frequency (Hz)')
ylabel('Magnitude (dB)')
title(strcat(['Spectral Analysis of: ', fname]))
grid
axis([0 24000 0 100])
legend(fname,strcat([fname,' alt block size']))
eval(strcat(['rmpath ', file]))
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Modulation frequency determination
clear all
fullscreen=[100 100 1000 800];
fname = 'H1RSM';
filename = 'H1';
file = strcat(['addpath ', filename]);
eval(file)
eval('addpath TimeAlising')
time = 1;
[Yp,Fs]=wavread(strcat(fname,'.wav'));
dt=1/Fs;
blocksize = Fs * time;
TotalTime = length(Yp)/Fs;
numblocks = floor(length(Yp)/blocksize);
jj = 1;
for ii = 1:numblocks
b(:,ii) = Yp(jj:blocksize+jj-1);
jj = jj + blocksize;
end
B = zeros(size(b(:,1)));
for ii = 1:numblocks
B = B + b(:,ii);
end
N=length(B);
delfreq=1/(N*dt);
incr=0:1:N-1;
freq=incr*delfreq;
t = 0:dt:length(Yp)/Fs;
N1=length(Yp);
delfreq1=1/(N1*dt);
incr1=0:1:N1-1;
freq1=incr1*delfreq1;
fftd =abs(fft(B));
fftd = 20.*log10((2/N1)*(fftd/0.00002));
fftd1 = abs(fft(Yp));
fftd1 = 20.*log10((2/N1)*(fftd1/0.00002));
set(figure(1),'Position',fullscreen,'Color',[1 1 1],'Name',fname)
subplot(2,1,1)
semilogx(freq1(1:N1/2),real(fftd1(1:N1/2)),freq(1:N/2),real(fftd(1:N/2)),'LineWidth',2)
grid
title(strcat(['Frequency Domain of ',fname]))
xlabel('Frequency (Hz)')
ylabel('Magnitude (dB)')
legend('Non time-aliased','Time-aliased')
% set(figure(2),'Position',fullscreen,'Color',[1 1 1],'Name',fname)
subplot(2,1,2)
plot(t(1:Fs/2),Yp(1:Fs/2))
grid
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title(strcat(['Time Domain of ',fname]))
xlabel('Time (sec)')
ylabel('Magnitude (Volts)')
eval(file)
eval('rmpath TimeAlising')

Metrics Calculation Code
SQMetrics.m –this is the main file that calls all of the subroutines and functions
clear all
fullscreen=[100 100 900 675];
file = ['Tones'];
% file = ['H1';'H2';'M1';'M2';'E1';'E2'];
% Machine comparison stitches
% sound = ['RSH';'RSM';'RSL';'RZH';'RZM';'RZL';'SSH';'SSM';'SSL';'ZZH';'ZZM';'ZZL'];
% Straight Stitch Medium Speed
% sound = ['SSM'];
% Spectral Modification stitches
% sound = ['HSH';'HSM';'HSL';'SSH';'SSM';'SSL';'LSH';'LSM';'LSL'];
% Machine isolation stitches
% sound = ['FOM';'SSM'];
% Machine power up
% sound = ['SUp'];
% Test cases
sound = ['8point5Bark'];
% Modulation frequencies for Fluctuation and Roughness
Ff = 4;
Rf = 70;
for jj = 1:length(file(:,1))
eval(strcat(['addpath ', file(jj,:)]))
for ii = 1:length(sound(:,1))
%
fname = strcat([file(jj,:),sound(ii,:)]);
fname = sound;
[N(jj,ii) Ns(ii,:)]=CallLoudness(strcat(fname,'.wav'),'f','no','yes');
B=0.1:0.1:length(Ns)/10;
[S(jj,ii),Ss(jj,:)] = sharpness(fname, Ns(ii,:), N(jj,ii), B);
[F(jj,ii),Fs(jj,:)] = fluctuation(fname, Ns(ii,:), Ff, B);
[R(jj,ii),Rs(jj,:)] = roughness(fname, Ns(ii,:), Rf, B);
Nss(jj,:) = Ns(ii,:);
set(figure(ii),'Position',fullscreen,'Color',[1 1 1],'Name',fname)
plot(B,Ns,'LineWidth', 2)
grid
title(['Zwicker loudness of:',10,num2str(fname)],'Fontsize', 12)
ylabel('Specific Loudness, Sones/Bark','Fontsize',12)
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xlabel('Critical Band Rate, Bark','Fontsize',12)
axis([0 24 0 1.125*max(Ns)])
set(gca,'XTick',0:4:24)
disp(num2str(fname))
disp(strcat(['Total Loudness = ', num2str(N), ' (sones)']))
disp(strcat(['Sharpness = ', num2str(max(S)), ' (acum)']))
disp(strcat(['Fluctuation Strength = ', num2str(F), ' (vacil)']))
disp(strcat(['Roughness = ', num2str(R), ' (asper)']))
savefile = strcat([file(jj,:),'/',fname]);
save(savefile, 'N','S','R','F','Ns','Ss','Rs','Fs','B')
end
eval(strcat(['rmpath ', file(jj,:)]))
end

Loudness calculations
MAIN CODE SET FOR CALCULATING LOUDNESS ACCORDING TO ISO 532B / DIN 45631
% CallDIN45631_AllSounds(MS)
function CallDIN45631_AllSounds(MS)
if nargin < 1
MS = 'f';
end
clc
close all
ShowPlot='no ';
Document='no ';
Calibrate='no ';
ProcessTime0 = clock;
%%--------------------------------------------------------------------------------------%%
Determine Initial Loudness of all Sounds in PWD
%%--------------------------------------------------------------------------------------DirectoryContents=dir('.\*.wav');
for ink=1:size(DirectoryContents,1)
fname=DirectoryContents(ink,1).name(:)'
[N(ink), Ns, err]=CallDin45631_OneSound(fname,MS,Calibrate,Document,ShowPlot);
end
N
plot(N)
AX=axis;
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AX(3)=0;
AX(4)=1.5*AX(4);
axis(AX)
title('Loudness')
xlabel('Sounds, Check order from DIR listing')
ylabel('Loudness, sones')
% CallDin45631_OneSound.m
%
%
Syntax:
%
[N, Ns, err]=CallDin45631_OneSound(Signal,MS,Calibrate,Document,ShowPlot)
%
% This is the basic loudness calculation. With it you can calculate the loudness of
% a sound according to DIN45631
%
%
Variables:
%
fullscreen
=
Variable to set the size of plot windows
%
Signal
=
either a file name of wav file to be loaded or a structure with
the y and fs
%
MS
=
Sound Field (See DIN45631)
%
y
=
Time Vector (Pascals)
% y1
=
Time Vector of Channel 1
% y2
=
Time Vector of Channel 2 (if it exists)
% NumberOfChannels = Number of Channels (1 or 2)
%
fs
=
Sampling Frequency (Hz)
%
nbits
=
Number of bits (Not Used in program, just there for syntax)
%
err
=
Error recording variable
%
ycal
=
Callibrated time vecotr (Pascals)
%
df
=
Minimum desired resolution PowSpec will choose a
power of 2
%
which gives at least this resolution
%
=
Further in the code, this becomes the true resolution
%
Yxx
=
Power Spectrum (Pascals^2/Hz)
%
f
=
Frequency (Hz)
%
YdB
=
Sound Pressure Level
%
H
=
Filter Frequency Response Function
%
Lt
=
1/3 Octave Band Inputs to the Loudness Program
(dB)
%
N
=
Total Loudness (Sones)
%
Ns
=
Specific Loudness (Sones/Bark ?)
%
z
=
Critical Band Rate
%
%
%
%

Author: Aaron Hastings, Herrick Labs, Purdue University
Date Started:
Unknown
Last Revision: 5 Dec 00
Status: No Known Bugs

function [N, Ns, err]=CallDin45631_OneSound(Signal,MS,Calibrate,Document,ShowPlot)
fullscreen=[1 1 1152 795]; %%
if nargin < 2
MS = 'f'; %%
default

Size for full screen figure

Most documentation of Loudness uses the Frontal / Free Field, Therefore this is our
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end
if nargin < 3
Calibrate='no ';
end
if nargin < 4
Document='no ';
end
if nargin < 5
ShowPlot='no ';
end
disp([10,'*********************************************************'])
disp([10,'The following loudness calculation will now be conducted.'])
if ~isstruct(Signal)
fname=Signal;
disp([10,'File: ' fname])
end
if MS=='f'
disp(['Sound Field: FRONTAL'])
else
disp(['Sound Field: DIFFUSE'])
end
if Calibrate=='yes'
disp(['Calibrate: YES'])
else
disp(['Calibrate: NO'])
end
%% Load Sound
if isstruct(Signal)
y=Signal(1).y;
fs=Signal(1).fs;
else
[y,fs,nbits,err]=LoadSound(fname);
end
if Calibrate=='yes'
[ycal,err] = Calibrate(y(:,1));
y1=ycal;
else
y1=y(:,1);
end
%%
Call function to perform PSD
df=2;
[Yxx,f]=PowSpec(y1,fs,df);
df=f(2)-f(1);
%%
Convert to dB
[YdB, err]=Convert2dB(Yxx, 1);
%% Generate Filters
[H, err]=GenerateFilters(f, fs);
%%
Scale so that the sum of the energy of all 1/3 OB for a given freq. is
%% amplified by 1. The sum of all filters for a given frequency changes
%%
depending on which freq you look at. To make sure that the total energy
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%% is not amplified to be greater than 1 times the original
%% The average sum was used in calculating the correction.
%%
e.g.
%%
for ink=1:length(H)
%%
energy(ink)=sum(abs(H(:,ink)));
%%
end
%%
AverageEnergyGain = mean(energy)
%%
Correction = 1 / AverageEnergyGain
%%
%%
This would give a correction of 0.9483,but 0.9639 gives a closer result to
%% the standard loudness for a 70 dB pure tone at 1000 Hz.
H=0.9639*H;
%%
Filter
for ink=1:28
Lt(ink)=10*log10(sum((10.^(YdB/10)).*(abs(H(ink,:).^2))));
end
save Tone40dB_LT.mat Lt
%%
Calculate Loudness
[N1, Ns1, err]=DIN45631(Lt, MS);
%%--------------------------------------------------------------------%% Two Channels
%%--------------------------------------------------------------------NumberOfChannels=size(y,2);
if NumberOfChannels==2;
if Calibrate=='yes'
[ycal,err] = Calibrate(y(:,2));
y2=ycal;
else
y2=y(:,2);
end
%% Call function to perform PSD
df=2;
[Yxx,f]=PowSpec(y2,fs,df);
df=f(2)-f(1);
%%
Convert to dB
[YdB, err]=Convert2dB(Yxx, 1);
%% Filter
for ink=1:28
Lt(ink)=10*log10(sum((10.^(YdB/10)).*(abs(H(ink,:).^2))));
end
%% Calculate Loudness
[N2, Ns2, err]=DIN45631(Lt, MS);
N=[N1 N2];
Ns=[Ns1' Ns2']';
else
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N=N1;
Ns=Ns1;
end

%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%

LoadSound.m
This function loads a wav file
Syntax:
[y,fs,nbits,err]=LoadSound(fname)
Variables:
INPUT
fname = Name of wav file
OUTPUT
y = Digitally sampled amplitude vector from wav file
fs = Sampling frequency of wav file in Hz
nbits = Number of bits of amplitude resolution of the wav file
err = value for an error return
0 = no error
1 = unkown error
Author: Aaron Hastings, Herrick Labs, Purdue University
Date Started:
2 June 00
Last Revision: 6 Nov 00
Status: No Known Bugs

function[y,fs,nbits,err]=LoadSound(fname)
%%

Begin function

err=1;
[y,fs,nbits]=wavread(fname);
err=0;
return
% Calibrate.m
%
% Syntax:
% [ycal, err]=calibrate(y)
%
% Methodology:
% Determine SPL of uncalibrated signal
% Determine correction coefficient
%
% Variables:
% INPUT
%y
= Time Vector (Pascals)
%
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% WORKING
% Pref = Reference Pressure (Pascals)
% RMS
= RMS of Time Vector
% SPLcalc = SPL calculated
% SPLwant = SPL which the sound should have
%c
= Calibration Coefficient
% ycal = Calibrated Time Vector
%
% OUTPUT
% ycal = calibrated time vector
% err = Value for an error return
%
0 = No error
%
1 = Unkown error
% Author:
Aaron Hastings, Herrick Labs, Purdue University
% Date Started: 15 July 00
% Last Revision: 29 Nov 01
--> Changed name of some variables
% Status: No Known Bugs
function[ycal, err]=calibrate(y)
%%

Begin function

err=1;
Pref = 20e-6;
RMS=sqrt(mean(y.^2));
SPLcalc=20*log10(RMS/Pref);

%%

%%
Ref Pressure
%%
RMS
SPLmax as calculated by MatLab

disp([10,'The RMS SPL, calculated as SPLmax=20*log10(RMS(y)/Pref), is: '...
num2str(SPLcalc)])
SPLwant=input('Please enter the RMS SPL as determined during the measurment ');
c=10^((SPLwant-SPLcalc)/20);
ycal=c*y;
err=0;
return
% PowSpec.m
%
%
Methodology:
%
%
Syntax:
%
[Yxx,f]=PowSpec(y,fs,df)
%
%
Variables:
%
INPUT
%
y
=
%
fs
=
%
df
=
%

Time signal
Sampling frequency
DESIRED df
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%
%
%
%
%
%
%

WORKING
NFFT
NOVERLAP
OUTPUT
Yxx
f

%
%
%
%

Author: Aaron Hastings, Herrick Labs, Purdue University
Date Started:
11 Nov 00
Last Revision: 11 Nov 00
Status: No Known Bugs

=
=

Nummber of points for a given fft
Number of Points to overlap

=

Power Spectrum Amplitude
=
Frequency vector of power spectrum

function [Yxx,f]=PowSpec(y,fs,df);
%%
Want to make sure that we have at least df resolution
NFFT=ceil(fs/df);
%%
Set NFFT to power of 2 again err towards higher resolution
NFFT=2^ceil(log2(NFFT));
NOVERLAP=0;
[Yxx,f] = psd(y,NFFT,fs,NFFT,NOVERLAP);
Yxx=2*Yxx/NFFT;
%%
Scale to get the power spectrum correct
Yxx=Yxx';
return
% Convert2dB.m
%
This program takes the complex fft amplitudes and converts them to dB
%
It use the cal variable to produce calibrated levels
%
%
Syntax:
%
[YdB, err]=Convert2dB(Yxx, cal)
%
%
Variables:
%
INPUT
%
Yxx = PSD of y
%
cal = A calibration factor which multiplies each element of the wav file
%
to get the correct SPL. This will generally be set to 1 since
%
calibration is normally done elsewhere
%
%
OUTPUT
%
YdB = Amplitude spectrum in dB
%
err = value for an error return
%
0 = no error
%
1 = unkown error
%
%
%
%

Author: Aaron Hastings, Herrick Labs, Purdue University
Date Started:
8 July 00
Last Revision: 11 Nov 00
Status: No Known Bugs

function[YdB, err]=Convert2dB(Yxx, cal)
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%%

Begin function

err=1;
ref = 20e-6;
YdB=10*log10((cal^2)*Yxx/(ref^2));
err=0;
return
% GenerateFilters.m
%
%
Methodology:
%
This program makes use of the Oct3dsgn function written by Christophe Couvreur
%
In order to get the poles to lie within the unit circle for lower frequencies,
%
the fitlers were designed at smapling frequencies lower than 44100 Hz.
%
Therefore, lower frequency 1/3 Octave Bands have their spectrums truncated
%
according to the fs/2 of the adjusted sampling frequencies.
%
%
Syntax:
%
[H, err]=GenerateFilters(f, Fs)
%
%
Variables:
%
INPUT
%
f
=
Frequency (Hz) of the sectrum to be filtered, used to determine df
%
%
WORKING
%
df
=
Frequency resolution of spectrum (Hz)
%
Fs
=
Assumed Sampling Frequency (Hz) of Signal
%
FiltOrd =
Order of filter to be designed
%
Fc
=
Center frequencies (Hz) for filters to be designed
%
q
=
Integer resampling coefficient
%
FsNew =
New Sampling Frequency (Hz)
%
B#
=
Filter Polynmomial Coefficient
%
A#
=
Filter Polynomial Coefficient
%
fo
=
Starting Frequency (Hz)
%
f2
=
Filter Frequency Vector (Hz)
%
H1
=
Temporary storage for Frequency Response of Filter
%
H
=
Fitler Set
%
%
OUTPUT
%
H
=
Frequency Responses of the Filter Set
%
err = Value for an error return
%
0 = no error
%
1 = unkown error
%
%
%
%

Author: Aaron Hastings, Herrick Labs, Purdue University
Date Started:
31 Oct 00
Last Revision: 20 March 01 (Added Fs input)
Status: No Known Bugs (Just "Features" :-)

function[H, err]=GenerateFilters(f, Fs)
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%%
err=1;

Begin function

Fc=[25, 31.5, 40, 50, 63, 80, 100, 125, 160, 200, 250, 315, 400, 500, 630, ...
800, 1000, 1250, 1600, 2000, 2500, 3150, 4000, 5000, 6300, 8000, ...
10000, 12500, 16000];
%%

Filters with fc < 220 will be resampled and then zero padded

%%
Prototype
%%----------------------------------------------------------------------------%
q=4;
%
FsNew=Fs/q;
%
[B2,A2] = Oct3dsgn(Fc(1),FsNew);
%
df=f(2)-f(1);
%
fo=0;
%
f2=fo:df:FsNew/2;
%
H2=freqz(B2,A2,2*pi*f2/FsNew)';
%
H2sq=abs(H2).^2;
%
FiltLevel(1)=10*log10(sum((10.^(Yxx(1,1:4411)/10)).*(abs(H2.^2))'))
%
loglog(f2,abs(H2.^2))
%%----------------------------------------------------------------------------df=f(2)-f(1);
fo=0;
FiltOrd=3;
%%
Filter resampled for fc = 25 Hz.
ink=1;
q=16;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 31.5 Hz.
ink=2;
q=8;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
stop=length(H1);
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 40 Hz.
ink=3;
q=8;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%

Filter resampled for fc = 50 Hz.
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ink=4;
q=8;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 63 Hz.
ink=5;
q=4;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 80 Hz.
ink=6;
q=4;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 100 Hz.
ink=7;
q=4;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 125 Hz.
ink=8;
q=2;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 160 Hz.
ink=9;
q=2;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
%%
Filter resampled for fc = 200 Hz.
ink=10;
q=2;
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FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
if Fs==44100;
for ink=11:29
q=1;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
end
elseif Fs==22050;
disp('Warning: You are using a low sample frequency. Sounds should not have content above 10
kHz!!!')
%% At some time I should get around to making some rectangular filters for these...
for ink=11:26
q=1;
FsNew=Fs/q;
[B,A] = Oct3dsgn(Fc(ink),FsNew,FiltOrd);
f2=fo:df:FsNew/2;
H1=freqz(B,A,2*pi*f2/FsNew)';
H(ink,:)=[H1' (10e-37)*ones(1,length(f)-length(H1))];
end
H(ink+1,:)=[(10e-37)*ones(1,length(f))];
H(ink+2,:)=[(10e-37)*ones(1,length(f))];
H(ink+3,:)=[(10e-37)*ones(1,length(f))];
end
err=0;
return
function [B,A] = oct3dsgn(Fc,Fs,N);
% OCT3DSGN Design of a one-third-octave filter.
% [B,A] = OCT3DSGN(Fc,Fs,N) designs a digital 1/3-octave filter with
% center frequency Fc for sampling frequency Fs.
% The filter is designed according to the Order-N specification
% of the ANSI S1.1-1986 standard. Default value for N is 3.
% Warning: for meaningful design results, center frequency used
% should preferably be in range Fs/200 < Fc < Fs/5.
% Usage of the filter: Y = FILTER(B,A,X).
%
% Requires the Signal Processing Toolbox.
%
% See also OCT3SPEC, OCTDSGN, OCTSPEC.
% Author: Christophe Couvreur, Faculte Polytechnique de Mons (Belgium)
%
couvreur@thor.fpms.ac.be
% Last modification: Aug. 25, 1997, 2:00pm.
% References:

140

% [1] ANSI S1.1-1986 (ASA 65-1986): Specifications for
%
Octave-Band and Fractional-Octave-Band Analog and
%
Digital Filters, 1993.
if (nargin > 3) | (nargin < 2)
error('Invalide number of arguments.');
end
if (nargin == 2)
N = 3;
end
if (Fc > 0.88*(Fs/2))
error('Design not possible. Check frequencies.');
end
% Design Butterworth 2Nth-order one-third-octave filter
% Note: BUTTER is based on a bilinear transformation, as suggested in [1].
pi = 3.14159265358979;
f1 = Fc/(2^(1/6));
f2 = Fc*(2^(1/6));
Qr = Fc/(f2-f1);
Qd = (pi/2/N)/(sin(pi/2/N))*Qr;
alpha = (1 + sqrt(1+4*Qd^2))/2/Qd;
W1 = Fc/(Fs/2)/alpha;
W2 = Fc/(Fs/2)*alpha;
[B,A] = butter(N,[W1,W2]);
%
Program to calculate loudness based on DIN 45631
%
Based on BASIC Program Published in J. Acoust. Soc. Jpn (E) 12, 1 (1991)
%
by E. Zwicker, H. Fastl, U. Widmann, K. Kurakata, S. Kuwano, and S. Namba
%
%
"Re-Author":
Aaron Hastings, Herrick Labs, Purdue University
%
Date Started: 29 October 00
%
Last Modified: 29 November 01
%
Status: Program Correctly Calculates Loudness for a 70 dB 1000 Hz sine
%
filtered using 1/3 octave band filters
%
%
Syntax:
%
[N, Ns, err]=DIN45631(LT, MS)
%
%
This is a loudness function which:
%
Calculates loudness based on DIN 45631 / ISO 532 B (Zwicker)
%
Accepts 1/3 octave band levels (SPL Linear Weighting)
%
* This data must be calibrated using a separate calibration function
%
%
Input Variables
%
LT(28)
Field of 28 elements which represent the 1/3 OB levels in dB with
%
fc = 25 Hz to 12.5 kHz
%
MS
String variable to distinguish the type of sound field (
free / diffues )
%
%
Output Variables
%
N
Loudness in sone G
%
NS
Specific Loudness
%
err
Error Code
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%
Working Variables
%
Ltbew
Adjusted 1/3 octave band intensity for fc <= 315
%
FR(28)
Center frequencies of 1/3 OB
%
RAP(8)
Ranges of 1/3 OB levels for correction at low frequencies according
%
to equal loudness contours
%
DLL(11,8)
Reduction of 1/3 OB levels at low frequencies according to equal
%
loudness contours within the 8 ranges defined by
RAP
%
LTQ(20)
Critical Band Rate level at absolute threshold without taking
into
%
account the transmission characterisics of the ear
%
AO(20)
Correction of levels according to the transmission characteristics
%
of the ear
%
DDF(20)
Level difference between free and diffuse sound fields
%
DCB(20)
Adaptation of 1/3 OB levels to the corresponding critical band
level
%
ZUP(21)
Upper limits of approximated critical bands in terms of critical
%
band rate
%
RNS(18)
Range of specific loudness for the determination of the
steepness of
%
the upper slopes in the specific loudness -critical
band rate pattern
%
USL(18,8)
Steepness of the upper slopes in the specific loudness - critical
%
band rate pattern for the ranges RNS as a function of
the number of
%
the critical band
%
%
Working Variables (Uncertain of Definitions)
%
XP
Equal Loudness Contours
%
TI
Intensity of LT
%
LCB
Lower Critical Band
%
LE
Level Excitation
%
NM
Critical Band Level
%
KORRY
Correction Factor
%
N
Loudness (in sones)
%
DZ
Speparation in CBR
%
N2
Main Loudness
%
Z1
Critical Band Rate for Lower Limit
%
N1
Loudness of previous band
%
IZ
Center "Frequency" Counter, used with NS
%
Z
Critical band rate
%
J,IG
Counters used with USL
function [N, NS, err]=DIN45631(LT, MS)
%%

Begin initializing the working variables

FR=[25 31.5 40 50 63 80 100 125 160 200 250 315 400 500 630 800 1.0 1.25 1.6 ...
2.0 2.5 3.15 4.0 5.0 6.3 8.0 10.0 12.5];
RAP=[45 55 65 71 80 90 100 120];
DLL=[-32 -24 -16 -10 -5 0 -7 -3 0 -2 0
-29 -22 -15 -10 -4 0 -7 -2 0 -2 0
-27 -19 -14 -9 -4 0 -6 -2 0 -2 0
-25 -17 -12 -9 -3 0 -5 -2 0 -2 0
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-23 -16 -11 -7 -3 0 -4 -1 0 -1 0
-20 -14 -10 -6 -3 0 -4 -1 0 -1 0
-18 -12 -9 -6 -2 0 -3 -1 0 -1 0
-15 -10 -8 -4 -2 0 -3 -1 0 -1 0]'; %%

BASIC code does this oddly, hence the transpose

LTQ=[30 18 12 8 7 6 5 4 3 3 3 3 3 3 3 3 3 3 3 3];
AO=[0 0 0 0 0 0 0 0 0 0 -0.5 -1.6 -3.2 -5.4 -5.6 -4.0 -1.5 2.0 5.0 12.0];
DDF=[0 0 0.5 0.9 1.2 1.6 2.3 2.8 3.0 2.0 0.0 -1.4 -2.0 -1.9 -1.0 0.5 ...
3.0 4.0 4.3 4.0];
DCB=[-0.25 -0.6 -0.8 -0.8 -0.5 0.0 0.5 1.1 1.5 1.7 1.8 1.8 1.7 1.6 1.4 ...
1.2 0.8 0.5 0.0 -0.5];
ZUP=[0.9 1.8 2.8 3.5 4.4 5.4 6.6 7.9 9.2 10.6 12.3 13.8 15.2 16.7 18.1 ...
19.3 20.6 21.8 22.7 23.6 24.0];
RNS=[21.5 18.0 15.1 11.5 9.0 6.1 4.4 3.1 2.13 1.36 0.82 0.42 0.30 0.22 ...
0.15 0.10 0.035 0.0];
USL=[13.00 8.20 6.30 5.50 5.50 5.50 5.50 5.50
9.00 7.50 6.00 5.10 4.50 4.50 4.50 4.50
7.80 6.70 5.60 4.90 4.40 3.90 3.90 3.90
6.20 5.40 4.60 4.00 3.50 3.20 3.20 3.20
4.50 3.80 3.60 3.20 2.90 2.70 2.70 2.70
3.70 3.00 2.80 2.35 2.20 2.20 2.20 2.20
2.90 2.30 2.10 1.90 1.80 1.70 1.70 1.70
2.40 1.70 1.50 1.35 1.30 1.30 1.30 1.30
1.95 1.45 1.30 1.15 1.10 1.10 1.10 1.10
1.50 1.20 0.94 0.86 0.82 0.82 0.82 0.82
0.72 0.67 0.64 0.63 0.62 0.62 0.62 0.62
0.59 0.53 0.51 0.50 0.42 0.42 0.42 0.42
0.40 0.33 0.26 0.24 0.22 0.22 0.22 0.22
0.27 0.21 0.20 0.18 0.17 0.17 0.17 0.17
0.16 0.15 0.14 0.12 0.11 0.11 0.11 0.11
0.12 0.11 0.10 0.08 0.08 0.08 0.08 0.08
0.09 0.08 0.07 0.06 0.06 0.06 0.06 0.05
0.06 0.05 0.03 0.02 0.02 0.02 0.02 0.02];
%%

Begin Loudness Calcultation

%%
%%

Correction of 1/3 OB levels according to equal loudness contours (XP) and
calculation of the intensities for 1/3 OB's up to 315 Hz

for I=1:11
J=1;
while J<8
if LT(I)<=RAP(J)-DLL(I,J)
XP=LT(I)+DLL(I,J);
TI(I)=10^(0.1*XP);
J=9;
%%
To exit from the while loop
else
J=J+1;
end
end
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end
%%
%%

Determination of Levels LCB(1), LCB(2), and LCB(3) within the first three
critical bands

GI(1)=TI(1)+TI(2)+TI(3)+TI(4)+TI(5)+TI(6);
GI(2)=TI(7)+TI(8)+TI(9);
GI(3)=TI(10)+TI(11);
for I=1:3
if GI(I)>0
LCB(I)=10*log10(GI(I));
%% Note: The BASIC code uses a divide by "log(10)" to gauruntee that
%% the log is base 10
end
end
%%

Calculation of Main Loudness

for I=1:20
LE(I)=LT(I+8);
if I<=3 %% Corrected 26 Nov 01 from "+" to "="
LE(I)=LCB(I);
end
LE(I)=LE(I)-AO(I);
NM(I)=0;
if MS=='d' | MS=='D'
LE(I)=LE(I)+DDF(I);
end
if LE(I)>LTQ(I)
LE(I)=LE(I)-DCB(I);
S=0.25;
MP1=0.0635*10^(0.025*LTQ(I));
MP2=(1-S+S*10^(0.1*(LE(I)-LTQ(I))))^0.25-1;
NM(I)=MP1*MP2;
if NM(I)<=0
NM(I)=0;
end
end
end
NM(21)=0;
%%
%%

Correction of specific loudness in the lowest critical band taking
into account the dependence of absolute threshold within this critical band

KORRY=0.4+0.32*NM(1)^0.2;
if KORRY>1
KORRY=1;
end
NM(1)=NM(1)*KORRY;
%%

Start Values

N=0;
Z1=0;
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N1=0;
IZ=1;
Z=0.1;
short=0;
%%

Step to first and subsequent critical bands

for I=1:21
ZUP(I)=ZUP(I)+0.0001;
IG=I-1;
if IG>8
IG=8;
end
while Z1<ZUP(I)
%%
Note, Z1 will always be < ZUP(I) when line is first reached for each I
if N1>NM(I)
%%
Decide whether the critical band in question is completely or
%%
partly masked by accessory loudness
N2=RNS(J);
if N2<NM(I)
N2=NM(I);
end
DZ=(N1-N2)/USL(J,IG);
Z2=Z1+DZ;
if Z2>ZUP(I)
Z2=ZUP(I);
DZ=Z2-Z1;
N2=N1-DZ*USL(J,IG);
end
%%
Contribtion of accessory loudness to total loudness
N=N+DZ*(N1+N2)/2;
while Z<Z2
NS(IZ)=N1-(Z-Z1)*USL(J,IG);
IZ=IZ+1;
Z=Z+0.1;
end
elseif N1==NM(I)
%%
Contribution of umasked main loudness to total loudness and calculation
%%
of values NS(IZ) with a spacing of Z=IZ*0.1 Bark
Z2=ZUP(I);
N2=NM(I);
N=N+N2*(Z2-Z1);
while Z<Z2
NS(IZ)=N2;
IZ=IZ+1;
Z=Z+0.1;
end
else
%%
Determination of the number J corresponding to the range of specific
%%
loudness
for J=1:18
if RNS(J)<NM(I)
break
end
end
%%
Contribution of umasked main loudness to total loudness and calculation
%%
of values NS(IZ) with a spacing of Z=IZ*0.1 Bark
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Z2=ZUP(I);
N2=NM(I);
N=N+N2*(Z2-Z1);
while Z<Z2
NS(IZ)=N2;
IZ=IZ+1;
Z=Z+0.1;
end
end
%% Step to next segment
while J<18
if N2<=RNS(J)
J=J+1;
else
break
end
end
if N2<=RNS(J) & J>=18
J=18;
end
Z1=Z2;
N1=N2;
end
end
%%
Now apply some sort of correction
if N<0
N=0;
elseif N<=16
N=floor(N*1000+0.5)/1000;
else
N=floor(N*100+0.5)/100;
end
err=0;

Loudness verification code
CODE USED TO VERIFY IMPLIMINTATION
%
%
%
%
%
%
%

This program plots several figures to illustrate the agreement of
the MatLab function DIN45631.m with other calculations of loudness
Aaron Hastings
hastinga@purdue.edu
Last Revision: 28 August 02

clear
close all
clc
help VerifyDIN45631
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fullscreen=[1 1 800 600];
%% Checking the filter design
if 1
disp([10,'First test the filter design by using "TestFilter.m"'])
disp(' ')
Fs=44100;
T=4;
t=0:1/Fs:T;
y=sin(2*pi*100*t);
[Yxx,f]=PowSpec(y,Fs,2);
H=generatefilters(f,Fs);
set(figure,'Position',fullscreen)
subplot(211)
for ink = 1:29
loglog(f,abs(H(ink,:)))
hold on
end
axis([0 Fs/2 10e-10 10])
title(['Testing 1/3 Octave-Band Filter Generation',10,'Fs = ' num2str(Fs)])
ylabel('Filter Magnitude')
AX=axis;
Fs=44100/2;
t=0:1/Fs:T;
y=sin(2*pi*100*t);
[Yxx,f]=PowSpec(y,Fs,2);
H=generatefilters(f,Fs);
subplot(212)
for ink = 1:29
loglog(f,abs(H(ink,:)))
hold on
end
axis([0 Fs/2 10e-10 10])
title(['Fs = ' num2str(Fs) ', Note the missing filters at higher frequencies',10,...
'This Fs should only be used when there is no sound energy at high frequencies!'])
xlabel('Frequency, Hz')
ylabel('Filter Magnitude')
axis(AX)
end
%% Comparing with DIN 45631 examnples
if 1
disp([10,'Now look at the specific case of a 70 dB pure tone at 1000 Hz in the for frontal incidence'])
disp('This can be compared with "Bild A.2" from DIN45631')
disp(' ')
f=1000;
fs=44100;
T=16;
t=0:1/fs:T;
c=10^((70-90.9691)/20);
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y=c*sin(2*pi*f*t);
RMS_Level=10*log10(sum(y.^2)/(length(y)*(20e-6)^2));
wavwrite(y,fs,16,'Tone70dB.wav')
[N Ns]=CallLoudness('Tone70dB.wav','f','no ','yes');
end
if 1
disp([10,'Now look at pink noise as given in DIN 45631'])
disp(' ')
Lt = [78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78 78];
[N, Ns, err]=DIN45631(Lt, 'f');
set(figure,'Position',fullscreen)
B=0:0.1:length(Ns)/10-0.1;
plot(B,Ns)
title(['Total Loudness = ' num2str(N), ' for pink noise example in DIN 45631'])
xlabel('Critical Band Rate, Bark')
ylabel('Specific Loudness, Sones')
disp([9,'Calculated Loudness is: ' num2str(N) ' Sones'])
disp([9,'Maximum Specific Loudness is: ' num2str(max(Ns)) ' Sones/Bark'])
end
%% Comparing with examples from Faslt's InterNoise 97 paper
if 1
disp([10,'Now look at 94 dB pure tones at several frequencies'])
disp(['These can be compared with Figure 1 in the InterNoise 97 paper by Fastl and Schmid'])
f=[25 31.5 40 50 63 80 100 125 160 200 250 315 400 500 630 800 1.0e3 1.25e3 ...
1.6e3 2.0e3 2.5e3 3.15e3 4.0e3 5.0e3 6.3e3 8.0e3 10.0e3 12.5e3];
L=94;
for ink=1:length(f)
[N(ink) Ns(ink,:)]=CallLoudness([f(ink) L],'f');
end
set(figure,'Position',fullscreen)
semilogx(f,N,'--o','MarkerSize',14)
hold on
title(['Loudness of 94 dB Sine Waves at Several Frequencies',10,'Frontal Field'])
xlabel('Frequency, Hz')
ylabel('Loudness, sones')
end
if 1
disp([10,'Now look at 1000 Hz pure tones at several levels'])
disp(['These can be compared with Figure 3 in the InterNoise 97 paper by Fastl and Schmid'])
L=[40 50 60 70 80 90];
f=1000;
leg=['-b'
'-r'
'-g'
'-m'
'-c'
'-b'];
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for ink=1:length(L)
[N(ink) Ns(ink,:)]=CallLoudness([f L(ink)],'f');
end
set(figure,'Position',fullscreen)
B=0:0.1:length(Ns)/10-0.1;
for lead=1:length(L)
semilogx(B,Ns(lead,:),leg(lead,:))
hold on
title(['Loudness of 1000 Hz Sine Waves at several levels',10,'Frontal Field'])
xlabel('Frequency, Hz')
ylabel('Specific Loudness, sones / Bark')
end
legend(num2str(L'))
end
%% Compare frontal and diffuse field calculations
if 1
disp([10,'Now look at the difference between frontal and diffuse field loudness estimates'])
load Diffuse_PureTones_centered_at_28_Terzbaeneder.mat
D=N(1,:);
load Frontal_PureTones_centered_at_28_Terzbaeneder.mat
F=N(7,:);
set(figure,'Position',fullscreen)
semilogx(f,F,'-bo','MarkerSize',14)
hold on
semilogx(f,D,'-r*','MarkerSize',14)
title('Comparison of Frontal and Diffuse Setting for Loudness Calculation')
xlabel('Frequency of Pure Tone, Hz')
ylabel('Loudness, Sones')
legend('Frontal', 'Diffuse')
end
if 1
disp('All of the published examples are based on a frontal sound field, so I will now compare these
results')
disp('with calculations from B&K 7698 v 3.2.1. The B&K file is named 94dB_SineWaves.SQ')
%% Data = ["f"
Data=[ 25
3.419
31.5
94
40
50
63
21.57
80
100
94
125
94
160
94
200
94
250
94

"dB"

"BK Diffuse"
94

"BK Free"
3.44

6.73
94
94
94

6.73
10.9
15.8
22

94

6.636
10.9
15.8

6.636
10.79
15.453

10.79
15.453
21.57

22

26.2
29.8
32.3
34.2
39.7
40.4

"MatLab Diffuse" "MatLab Frontal"]
3.44
3.419

26.2
29.8
32.3
34.2
38.4
39
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25.55
27.49
31.76
33.44
38.89

25.55
27.49
31.76
33.44
37.68

39.34

37.99

315
400
500
630
800
1000
1250
1600
2000
2500
3150
4000
5000
6300
8000
10000
12500

94
94
94
94
94
94
94
94
94
94
94
94
94
94
94
94
94

42.6
45.2
47.2
50.7
52.6
52.3
49.5
48.2
45.9
47.3
55.3
57.5
53.3
50.8
38.4
25.6
13.1

40.1
41.7
42.2
43.3
43.5
42.7
43
47.4
49.5
53.7
62.5
61.7
52.5
43.3
30.7
19.9
10.4

41.65
44.37
46.73
50.03
51.53
52.11

39.2
40.95
41.87
42.86
42.77
42.67
49.78

47.45
46.04
47.51
54.9
57.16
53.41
50.08
37.59
25.26
12.567

43.19
46.56
49.41
53.6
62
61.19
52.66
42.85
30.33
19.89
10.002];

set(figure,'Position',fullscreen)
semilogx(Data(:,1),Data(:,3),'-g*','MarkerSize',14)
hold on
semilogx(Data(:,1),Data(:,5),'-r*','MarkerSize',14)
title(['Comparison of B&K and MatLab Implementations of Loudness Metric for:',10,'Pure Tone at
1000Hz, 94 dB, Diffuse Field'])
xlabel('Frequency of Pure Tone, Hz')
ylabel('Loudness, Sones')
legend('B&K Implementation', 'MatLab Implementation',2)
set(figure,'Position',fullscreen)
semilogx(Data(:,1),Data(:,4),'-go','MarkerSize',14)
hold on
semilogx(Data(:,1),Data(:,6),'-bo','MarkerSize',14)
title(['Comparison of B&K and MatLab Implementations of Loudness Metric for:',10,'Pure Tone at
1000Hz, 94 dB, Free / Frontal Field'])
xlabel('Frequency of Pure Tone, Hz')
ylabel('Loudness, Sones')
legend('B&K Implementation', 'MatLab Implementation',2)
end
%% [N, Ns, err]=CallLoudness(fname,MS,document,showplot)
function [N, Ns, err]=CallLoudness(fname,MS,document,showplot)
fullscreen=[1 1 800 600];
if nargin<2
MS = 'd'; %% frontal {NOT FREE!!} field (f) / diffuse field (d)
disp(['Caclulating Loudness for ' fname ' being treated as a "' MS '" field'])
end
if nargin<3
document='no ';
end
if nargin<4
showplot='no ';
end
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%%
Load and Calibrate Sound
if ischar(fname)
%%
Load from a wav file named fname (a string)
[y,fs,nbits,err]=LoadSound(fname);
else
%%
This is used for confirmation of code. See Fastl, Inter-Noise 97
f=fname(1);
fs=44100;
T=16;
t=0:1/fs:T;
if length(fname)>=2
c=10^((fname(2)-90.9691)/20);
else
c=10^((94-90.9691)/20);
end
y=c*sin(2*pi*f*t);
RMS_Level=10*log10(sum(y.^2)/(length(y)*(20e-6)^2));
end
%% !!!! No calibration will be conducted !!!!
%%

Call function to perform PSD

df=2;
[Yxx,f]=PowSpec(y,fs,df);
df=f(2)-f(1);
%%
Convert to dB
[YdB, err]=Convert2dB(Yxx, 1);
YdBtotal=Convert2dB(sum(Yxx),1);
disp([9,'YdB Total = ' num2str(YdBtotal)])
if 0
set(figure,'Position',fullscreen)
subplot(211)
plot(f,YdB)
title(['Sound Pressure Level Spectrum',10,'Plotted from CallLoudness.m'])
ylabel('Sound Pressure Level, dB')
xlabel('Frequency, Hz')
end
%%
Filter
[H, err]=GenerateFilters1(f, fs);
H=0.9639*H;
for ink=1:28
Lt(ink)=10*log10(sum((10.^(YdB/10)).*(abs(H(ink,:).^2))));
end
%%
Calculate Loudness
[N, Ns, err]=DIN45631(Lt, MS);
if showplot=='yes'
set(figure,'Position',fullscreen)
B=0:0.1:length(Ns)/10-0.1;
plot(B,Ns)
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title(['Total Loudness = ' num2str(N), ' for sound in wav file: '...
fname,10,'Plotted from CallLoudness'])
xlabel('Critical Band Rate, Bark')
ylabel('Specific Loudness, Sones')
end
disp([9,'Calculated Loudness is: ' num2str(N) ' Sones'])
disp([9,'Maximum Specific Loudness is: ' num2str(max(Ns)) ' Sones/Bark'])

sharpness.m -This m-file calculates the sharpness of a sound
function [S,A] =sharpness(fname, Ns,N,B)
load SharpWeightFactor;
for ii=1:length(B)
Ss(ii)=Ns(ii)*g(ii)*B(ii);
end
dL=B(2)-B(1);
A(1) = 0;
for jj = 2:length(B)-1
A(jj) = ((Ss(jj-1)+Ss(jj))/2)*dL;
end
S1 = 0;
for mm = 1:length(A)
S1=S1+A(mm);
end
S = 0.11*S1/N;

fluctuation.m –This m-file calculates the fluctuation strength of a sound
function [F,dl]=fluctuation(fname, Ns, fmod, B);
fullscreen=[100 100 900 675];
L = 0;
for ii = 1:24
if max(Ns(ii*10-9:ii*10)) == 0 || min(Ns(ii*10-9:ii*10)) == 0
dl(ii) = 0;
else
dl(ii) = log10(max(Ns(ii*10-9:ii*10))/min(Ns(ii*10-9:ii*10)));
if dl(ii) > 0.7
dl(ii) = 0.7;
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end
end
dl(ii) = dl(ii)*B(ii*10);
end
L = sum(dl);
F=0.032*L/((fmod/4)+(4/fmod));

roughness.m –This m-file calculates the roughness of a sound
function [R,dl] = roughness(fname, Ns, fmod, B)
L = 0;
for ii = 1:24
if max(Ns(ii*10-9:ii*10)) == 0 || min(Ns(ii*10-9:ii*10)) == 0
dl(ii) = 0;
else
dl(ii) = log10(max(Ns(ii*10-9:ii*10))/min(Ns(ii*10-9:ii*10)));
end
dl(ii) = dl(ii)*B(ii*10);
end
L = sum(dl);
R=0.3*fmod/1000*L;
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