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ABSTRACT
A modelling study of hippocampal pyramidal neurons is described. This
study is based on simulations using HIPPO, a program which simulates the
somatic electrical activity of these cells. HIPPO is based on a) descriptions of
eleven non-linear conductances that have been either reported for this class of
cell in the literature or postulated in the present study, and b) an approximation
of the electrotonic structure of the cell that is derived in this thesis, based on
data for the linear properties of these cells.
HIPPO is used a) to integrate empirical data from a variety of sources on
the electrical characteristics of this type of cell, b) to investigate the functional
significance of the various elements that underly the electrical behavior, and c)
to provide a tool for the electrophysiologist to supplement direct observation of
these cells and provide a method of testing speculations regarding parameters
that are not accessible.
The novel results of this thesis include:
* Simulation of a wide range of electrical behavior of hippocampal pyramidal
cells by using descriptions of ionic conductances (channels) whose kinetic
properties are developed from both limited voltage-clamp and current-
clamp data and from the theory of single-barrier gating mechanisms. This
result suggests that the single-barrier gating mechanism of the Hodgkin-
Huxley model for ionic channels is empirically valid for a wide variety of
currents in excitable cells.
* An estimation of the linear parameters of hippocampal pyramidal cells
that suggest that the membrane resistivity, and thus the membrane time
constant, is non-homogeneous.
* An estimation of dendritic membrane resistivity (R,,) and cytoplasmic
resistivity (R) that is higher than generally considered, and the conclusion
that the cell is more electrically compact than previously thought. This
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compactness implies that distal and proximal dendritic input have similar
efficacies in generating a somatic response.
* A method for estimating the dimensions of the equivalent cable approxi-
mation to the dendritic tree based solely on histological data.
* Descriptions of three putative Na+ currents (IN,-trig, INa-rep, and INs-til )
that quantitatively reproduce the behavior generally ascribed to Na + cur-
rents in hippocampal pyramidal cells.
* Descriptions of two Ca2+ currents (IC, and Ies) and a system for reg-
ulating Ca2+ inside the cell that qualitatively reproduces the data for
Ca 2 +-only behavior in hippocampal pyramidal cells.
* Descriptions of six K+ currents (a delayed rectifier K + current - IDR, a
transient K+ current - IA, a Ca2+-mediated K+ current - I, a Ca2+-
mediated slow K+ current - IAHP, a muscarinic K+ current - IM, and an
anomalous rectifier K+ current - Iq) that are consistent with the avail-
able data on these currents and that reproduce either quantitatively or
qualitatively the behavior associated to each current during the electrical
response of hippocampal pyramidal cells.
* Simulations demonstrating possible computational and/or pathologic roles
for the model currents.
* The design of an interactive program that simulates hippocampal pyrami-
dal cells with a variety of models of electrotonic structure and the inclusion
of Hodgkin-Huxley-like non-linear conductances at various points in the
cell.
Thesis Supervisor: Prof. Tomaso Poggio, Professor of Brain and Cognitive
Sciences
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Chapter 1
INTRODUCTION
1.1 Modelling Neurons of the Central Nervous
System
Understanding the brain is a multi-level task, incorporating perspectives
from molecular biology to cognitive science and psychology. At some point in
this hierarchy the single cell is encountered, and the view that all information
processing in the brain derives from mechanisms on this level is generally
accepted; i.e. it is correct to speak of a neuron processing signals, rather
than the neuropil being the basic functional unit for computation.
The actual role of individual neurons in information processing is open
to speculation. In some systems good arguments have been advanced in
support of the handling of certain tasks by specific cells. In most structures
in the central nervous system (CNS), however, the role of the single cell
is not well defined. Typically, descriptions of information processing in the
CNS refer to anatomical structures consisting of (at least) thousands of cells,
and fail to assign roles to single cells.
Thus, an investigation into information processing on the level of the
single neuron is important. Over the past decade quantitative data on CNS
neurons has grown considerably, and interpretation of this data is now ap-
propriate in order to establish the role of the neuron as it receives the multi-
tudinous signals from the neural mesh. Utilization of systematic models is a
method of addressing this problem. One of the models that is an appropriate
vehicle for this task is named HIPPO
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1.2 The HIPPO Model of Hippocampal Pyrami-
dal Cells
This thesis describes the development and application of the computer model,
HIPPO. This model simulates the somatic electrical behavior of a stereo-
typical cortical integrating neuron, the mammalian hippocampal pyramidal
cell (HPC). The development of HIPPO includes an estimation of the elec-
trical structure for this cell, development of the numerical technique used in
the model algorithm, integration of electrophysiological data into the model
(particularly that describing the non-linear conductances reported for the
HPC), and implementation of the model on a Symbolics 3600 LISP machine.
The application of HIPPO includes an integration of sparse and conflicting
data obtained from a variety of electrophysiological protocols. Applying
HIPPO includes also testing of speculations regarding characteristics not
accessible to in vivo or in vitro measurement.
As set forth this report, modelling a non-linear system as complex as
the hippocampal pyramidal cell is problematic at best. The situation is
complicated by both the numerous interdependencies of the mechanisms
underlying electrical behavior in these neuronsl , and by the approximations
and assumptions (e.g. the Hodgkin-Huxley model, ref. Chapter 4) that are
required due to the present state of the data.
In light of these difficulties, this model is presented with the understand-
ing that many of the putative mechanisms described could easily be incorrect
in their details, but given the constraints imposed on the development of the
model parameters (as defined throughout this Thesis), these descriptions are
reasonable in that they are based on first principles and that they generate
the desired behavior. At best, the descriptions will in some way reflect what
is actually going on in these cells; at worst, the descriptions and the result-
ing behavior of the model will generate testable predictions and suggestions
for postulating more accurate mechanisms.
'In fact, these interdependencies provide important and implicit constraints on the
derivation of parameters, which in turn causes the selection of parameters to be less
arbitrary than otherwise would be the case. These constraints are manifest in the cross-
checking of overall model behavior, required whenever a subset of the model parameters
is altered. This point will be reiterated several times in later chapters when strategies for
developing various elements are reviewed.
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1.3 Organization of Thesis
In this chapter Sections 1.4 through 1.7 will introduce the hippocampal
pyramidal neuron and describe the motivations for modelling this cell. Some
comments on the applied aspects of the program are also presented.
Chapter 2 contains a discussion of the strategy used herein in develop-
ing HIPPO and the basic structure of the model, outlining the geometry
of the model and the type of circuit that it simulates. The development of
HIPPO involves careful examination of the literature on hippocampal cells
(and other neurons, as required) in conjunction with consultation with elec-
trophysiologists. The techniques used by the electrophysiologist to measure
the various components of the electrical behavior of a neuron are reviewed
since these techniques guide the construction of the model from available
data and the evaluation of any inconsistencies in that data. This chapter
closes with a brief discussion of the network elements, in particular the elec-
trochemical potentials that drive the electrical excitability of these neurons.
Chapter 3 covers the evaluation of the linear characteristics of the HPC.
This analysis forms a basis for building the model of the pyramidal neuron,
particularly since many of the non-linear parameters must be estimated from
incomplete data. Estimating the characteristics of non-linearities in the cell
is fruitless without a solid linear description to build on. Several approaches
to this problem , as well as a critical review of the published data on the
linear structure of the HPC, are presented. Finally, the linear parameters
used for the present version of HIPPO are discussed.
The non-linear conductances in the model are all based on some varia-
tion of the classic Hodgkin and Huxley model ([21], [20], [22], [23]) of the
Na+ and K+ conductances in the squid axon. This approach represents a
major assumption in the HIPPO model, particularly since many of the non-
linear conductances in HPC have not been conclusively demonstrated as
being Hodgkin-Huxley-like conductances. However, in light of the paucity
of data for these cells, this approach is a reasonable one, and in fact has
been successful in reproducing many qualitative and quantitative aspects of
HPC electrical behavior. Since the Hodgkin-Huxley model is of such basic
importance to the HIPPO description, this model and the application of
this model to putative HPC conductances are described in Chapter 4. In
addition, the implications of the single-barrier gating interpretation of the
Hodgkin-Huxley model are discussed in detail.
In the next three chapters the development of descriptions of the various
non-linear currents is described, along with the simulated behavior of these
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currents. In these chapters the behavior of the model is compared typi-
cally with data from cells obtained under conditions similar to those being
simulated.
In Chapter 5, the three proposed Na+ currents, INa-trig, INa-rep, and
INa-tail, are presented and the HIPPO simulation of Na+-only HPC behav-
ior is shown.
In Chapter 6, the HIPPO description of the two Ca2+ currents, ICa and
Icas, are presented with simulations of Ca2+-only HPC behavior, as well as
the HIPPO description of the dynamics of intracellular Ca2 + and the factors
that determine the concentration of Ca2+ underneath the cell membrane.
This latter component is important since two K+ currents (Ic and IAHP)
are presumably mediated by the concentration of intracellular Ca2 +, and
the magnitude of [Ca2 +]Ahel.1 (ref. Chapter 6) can significantly change the
reversal potential for Ca2+ ( ECa).
In Chapter 7 the six K+ currents in the model are presented. These
currents, IDR, IA, IC, IAHP, IM, and IQ, display a wide range of activa-
tion/inactivation characteristics and thus modulate the HPC response in
many different ways. The parameters used in the model for these currents
are presented here, as well as various simulations demonstrating their be-
havior.
In Chapter 8 and Chapter 9 some selected simulations are presented of
voltage clamp protocols and current clamp protocols, respectively. These
simulations augment the ones that are presented in earlier chapters, and
demonstrate the overall behavior of the model and how the model reproduces
various data taken from cells. In contrast to the results presented in earlier
chapters, the simulations discussed here represent speculative behavior of
the HPC, given the HIPPO description of its electrical characteristics.
In Chapter 10 implications of the results obtained by the model are
discussed, and the validity of both these results and the approach used in
constructing HIPPO. Guidelines are also proposed regarding the application
of HIPPO. In the final chapter, Chapter 11, some of the future applications
of HIPPO are presented.
In Appendix A a sample simulation session is described, showing the
interactive nature of the menu-driven HIPPO and the presentation of simu-
lation results. Appendix B contains a description of the predictor-corrector
algorithm used by HIPPO to solve the network equations. In Appendix C
the structure of the HIPPO code will be described. Appendix D contains
the software listing for HIPPO.
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1.4 Hippocampal Pyramidal Neurons As A Stereo-
typical Cortical Integrating Neuron
The hippocampus is a part of the cerebral cortex. This structure carries
and (presumably) processes signals projecting to and leaving from various
regions of the neocortex. The hippocampus forms along the free medial edge
of the temporal lobe of each cerebral hemisphere, extending from the several
layers of neocortex, forming its characteristic spiral, which in turn consists
of a single layer of pyramidal cells. Historically, the striking anatomy and
connectivity of the hippocampus has made it one of the more studied areas of
cortex. Although the classical role of the hippocampus as a major player in
the so-called "limbic system" is now being re-evaluated, there is substantial
evidence of various functional roles of this structure, including a putative
role in mediating long-term memory.
The pyramidal neuron is the basic efferent cell of the cerebral cortex,
integrating afferents from both intracortical and extracortical structures.
The connectivity of a single pyramidal cell is typically very large, with hun-
dreds to thousands of afferent connections. This input tends to be quite
segregated, with distinct tracts originating from various structures making
synapses with specific regions of the pyramidal cell's extensive dendritic tree.
The pyramidal cell, as one of the major cell types in the cortex, is an impor-
tant determinant of cortical function on the cellular level. The hippocampal
pyramidal cell is representative of this class of neurons, and for these reasons
and those set forth below, it is a cell of choice for investigations of central
neuron characteristics.
The large body of knowledge for the hippocampus has been enhanced in
recent years by the brain slice technique used for obtaining stable in vitro
electrophysiological measurements with various micro-electrode techniques.
In the slice technique, approximately 500 pm thick transverse slices of freshly
excised hippocampus (typically rat or guinea pig) are maintained for sev-
eral hours in small chambers filled with an appropriate oxygenated solution.
Once set up in this manner, intracellular recordings from microelectrodes can
be obtained for several hours. A related technique, which also has been de-
veloped recently, is the combination of patch clamp recording methods with
pyramidal cells cultured from embryonic neurons. This technique, while
clearly moving one more step away from the physiological environment, al-
lows for higher quality measurements due to the improved electrical nad
mechanical characteristics of the patch electrode over the micro-electrode.
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The hippocampal pyramidal cell has therefore been chosen as the target
cell for the present study. To build this model, an attempt was made to
evaluate a large sample of the literature, which is quite extensive. As an
initial modelling study, this effort was successful in quantifying much of the
behavior of this representative cell in the CNS, and in establishing the basic
aspects of somatic HPC function. These results may be extended to other
cells in the CNS, especially when more data on these cells becomes available.
1.5 Application of HIPPO
An important aspect for the application of the HIPPO model as a research
tool is its flexibility. The structure of HIPPO allows straightforward testing
of the sensitivity of the model to changes in various parameters. In particu-
lar, estimating a parameter which is based on low-confidence experimental
data can require testing of values over a wide range. One cost of this flexibil-
ity is in the execution time of a given simulation protocol. For this reason,
versions of HIPPO were developed which had a relatively fixed structure
and simulation protocol but executed considerably faster. In some cases
the use of these quick "customized" HIPPOs was effective in developing an
intuitive sense of the behavior of the model, and presumably that of the
cell. For example, voltage-clamp simulations of isopotential structures in-
volve considerably less computation than that of voltage-clamp simulations
of non-isopotential structures or current-clamp simulations in general. Yet,
to a first approximation, much of the data in the literature can be effectively
simulated with the simplified voltage-clamp protocol. Once initial estimates
of simulation parameters have been tested on the simplified HIPPO, then
the more general HIPPO can be used to examine more realistic structures.
1.6 The User Interface
A substantial effort was invested in the user interface of HIPPO. Input to the
model is done via a menu hierarchy (ref. Appendix A) that allows efficient
manipulation of relevant parameters and a subsequently rapid set-up for a
given simulation. A limited degree of automated simulation execution is also
provided. Output of HIPPO is both graphical and numerical. Manipulation
of the output is straightforward and non-displayed parameters are easily
accessible. The user interface design has a net result of being able to use
HIPPO in an interactive, self-documenting fashion.
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1.7 Previous Work
Much of the program design philosophy and the approaches used in esti-
mating model parameters were inspired by an earlier model constructed by
Prof. Christof Koch and Prof. Paul Adams for the bullfrog sympathetic
ganglion cell [2].
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Chapter 2
MODELLING STRATEGY
AND THE ELEMENTS OF
HIPPO
2.1 Introduction
The goal of the HIPPO model is to give a reasonable description of a non-
linear time-varying multi-variable system. To achieve this, development of
the model was accomplished in stages of increasing complexity along sev-
eral degrees of freedom, including the geometry of the model cell and its
non-linear, time-varying properties. Since many of the network components
are non-linear, superposition does not hold in general. The resulting inter-
dependence of the parameters was a considerable problem in constructing
a valid description, especially since any change in a single parameter often
meant that much of the model behavior had to be checked. Careful evalu-
ation of experimental results was essential in order to prevent generation of
false-positive solutions. This chapter will discuss the general development
of the model, the structure of the modelled system and its elements.
2.2 Determining the Validity of the Model Re-
suits
A key consideration in the interpretation of the HIPPO results is in deter-
mining the validity of a given version of the model. There is no clear-cut
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unique solution set for the model parameters. For example, many (non-
physiological) descriptions of the kinetics will yield reasonable behavior.
The basic approach considers an evaluation of as many parameters as
possible under orthogonal or nearly orthogonal simulation protocols, mim-
icking the electrophysiologist's technique. Particular attention is paid to
when experimental results reflect the overlapping of several kinetic mecha-
nisms, particularly when superposition does not hold (when superposition
does hold, then it may be exploited to extract the relevant parameters from
the total response). Whenever several non-linear elements contribute to the
model response the model is used iteratively to test different hypotheses for
the parameters in question.
Most of the HPC currents are present over a limited range of membrane
voltages. In the simplest case, involving a determination of the kinetics
of a system with two currents X1 and X2, when the activation ranges for
X1 and X2 are non-overlapping, then the voltage clamp protocol will have
no problem quantifying each current. In practice, however, there are few
currents that experience an exclusive range of activation, and therefore the
situation is more complicated .
While more than one current may be activated at a given voltage range,
different components may be distinguished if they have significantly different
time courses. For example, IA and IDR are activated over the same range.
Since IA activates and inactivates much faster than IDR over part of this
range, however, the two currents can be distinguished by their distinct time
courses in voltage clamp protocols (Segal and Barker, 1980).
Another technique to separate different currents is to exploit the phar-
mocological sensitivity of some currents. For example, Na+ currents are
generally believed to be blocked by the puffer fish toxin, tetradotoxin (TTX),
and that channels for other ions are largely unaffected by TTX. Thus, in
voltage clamp preparations TTX is commonly used to unmask currents that
might otherwise be swamped by larger Na+ currents. with similar kinet-
ics. Other examples of selective blocking of currents include the use of
tetra-ethylammonium (TEA) to block some potassium currents (e.g. IDR),
4-aminopyridine (4-AP) to block IA, and various Ca2+ blockers (e.g. Mn+)
or Ca2+ -chelators to inhibit Ca2+ currents, and calcium-mediated currents
(IC and IAHP) (ref. Table 7.1).
1The main exception is IQ, which is the only current activated at fairly hyperpolarized
potentials (Chapter 7). The leak current is superimposed on the Q current, but that may
be readily distinguished from the I.
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Figure 2.1: Typical geometry of HIPPO compartmental model simulation,
including soma sphere joined in series to several dendritic cylindrical seg-
ments and current injection into soma. Each compartment is isopotential.
One of the outputs of the simulation is the time course of each compartment
voltage.
2.3 Geometry Of Model
HIPPO simulates hippocampal pyramidal neurons with a compartmental
model that incorporates several isopotential compartments connected to-
gether with resistors. The simplest morphology is a single compartmental,
isopotential spherical model of the entire cell, i.e. no dendritic structure or
axonal process. This structure can be extended with the addition of as many
as five processes, which can be configured as four dendrites and one single
compartment axon. Four of the processes are represented by an arbitrary
number of lumped cylindrical segments, with each segment having its own
set of linear and non-linear electrical parameters. The fifth process, when
included, is represented by a single isopotential cylindrical compartment.
Most simulations were run with a single dendrite and no axon, as illustrated
in Figure 2.1.
The physical and electrical parameters for each of the compartments -
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soma sphere and process cylinders - can be set uniquely for each compart-
ment. For example, the soma can be set up with at most eleven non-linear
currents, a particular membrane resistivity and capacitance, and a particu-
lar radius. A single dendrite might be added with ten segments, with eight
configured as linear cables using the same linear parameters but distinct
dimensions. The remaining two segments could have two non-linear con-
ductances in addition to their linear properties, and one of the all-linear
segments could have a synapse. In the present report only the linear den-
drite case will be examined. In Chapter 3 a detailed analysis and subsequent
method for approximating the hippocampal pyramidal cell geometry will be
presented.
2.4 HIPPO Solves A Non-Linear, Time-Varying
Electrical Network
In this modelling study the HPC is analyzed as an electrical circuit. In-
puts to this circuit include stimuli provided by intracellular electrodes or
by synaptic-like conductance changes, and circuit outputs include voltages
at various parts of the cell, specific membrane currents, the concentration
of Ca2+ in different compartments related to the circuit, and various state
variables associated with the non-linear conductances. In a general sense,
HIPPO is a program for simulating a particular class of electrical networks.
HIPPO is configured to handle a limited set of topologies with a specific
class of network elements, as well as linear resistors and capacitors, volt-
age sources, and current sources. The special class of elements are non-
linear voltage-dependent and time-dependent conductances that represent
the behavior of ion-specific channels in the cell membrane. The electrotonic
structure of neurons (as determined by the morphometrics and linear com-
ponents of the cell) is extraordinarily important to their function, and much
of the effort in the development of HIPPO was in the characterization of
this structure as well as that of the non-linear elements.
Figure 2.2 illustrates a typical network configuration for simulation. In
this particular topology the network is stimulated by a current source that
injects a current pulse into the soma. This source is the system input in
this particular simulation. The outputs include the voltages of each of the
compartments, the currents through each of the branches of the network, and
the state variables that describe the behavior of the non-linear conductances.
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Figure 2.2: Network schematic for typical simulation protocol, similar to
that shown in Figure 2.1. Voltage for each compartment is measured relative
to the outside of the cell. Determining the characteristics of the circuit
elements from (a) the voltage response to current source stimulus (current
clamp), (b) the current response to voltage source stimulus (voltage clamp),
and (c) estimation of parameters derived from basic principles is the focus
of this research.
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2.5 Elements of the Model
The basic task of HIPPO is the determination of the circuit elements. Char-
acterization of some of these components is straightforward, e.g. the mem-
brane capacitance, while most of the others are subject to considerable spec-
ulation. Because of a lack of data, some elements cannot be determined with
a high degree of certainty. For these parameters, if the behavior of the cell
is strongly effected, sets of simulations were conducted over the presumed
range of the parameter, resulting in a range of cell responses peculiar to
changes in that parameter.
HIPPO incorporates 11 non-linear, time-varying conductances in the
soma, including those that underly three putative sodium currents, (INa-trig,
INa-tail, and INa-rep), a delayed-rectifier potassium current (IDR), a cal-
cium current (Ica), a slow calcium current (Icas), a calcium-mediated potas-
sium current (Ic), an after-hyperpolarization potassium current (IAHP), a
muscarine-inhibited potassium current (IM), a transient potassium current
(IA), and an anomalous rectifier potassium current (IQ).
All the compartments include the leakage current (IL) and the capaci-
tance current (ap) as explicit components of the network model. In ad-
dition, the soma compartment includes a non-specific shunt conductance as
may be introduced by the microelectrode.
All the parameters for the model, including the kinetics of the non-linear
conductances and the linear characteristics of hippocampal pyramidal cells,
were derived either from the literature or from consultation with Prof. Paul
Adams 2, Dr. Johan Storm 3 and Prof. Christof Koch 4
2.6 Reversal Potentials and Ionic Current Through
Membrane Conductances
The origin of the membrane potentials will now be reviewed, as these el-
ements are fundamental to the interpretation of the model. The reversal
potentials for each conductance derive from two salient features, (1) a con-
centration gradient across a membrane for ionic species X and, (2) selective
permeability in that conductance for X relative to any other ionic species in
2 Department of Neurobiology and Behavior, State University of New York at Stony
Brook.
3Ibid.
4 Department of Biology, California Institute of Technology.
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the intra- and extra-cellular medium. The concentration gradient sets up a
thermodynamic potential that drives ions of X down the gradient, and across
the membrane, in order to balance the concentrations. If, however, the mo-
bility across the membrane of any of the other species in the mediums is not
the same as X, movement of X will then set up a charge imbalance across
the membrane. This imbalance will create a potential difference across the
membrane that will oppose movement of X down the concentration gradi-
ent. At equilibrium, there will be no net flow of X across the membrane,
and the electrical potential will be equal and opposite to the thermodynamic
potential caused by the concentration gradient. The relationship between
concentration gradient and electrical potential is described by the Nernst
equation,
RT ln[X]t
zXF [X]i,
where Ex is the potential due to ionic species X (referenced to the inside of
the cell), R is the gas constant, T is the temperature in degrees Kelvin, zx
is the valence of X, [X]ot is the concentration of X outside the membrane,
and [X]i, is the concentration of X inside the membrane.
Note that if the membrane is permeable to other charge carriers in the
medium, then space-charge neutrality will be maintained as counterions are
dragged across the membrane with X. The concentration gradient of X will
then be eliminated with no concomitment establishment of an ionic potential
due to a charge imbalance from the movement of X.
The flow of ions through membrane channels has been the subject of
much theoretical work, and at present there is no consensus as to the mech-
anisms involved (Hille, 1985). However, measurements of the intrinsic con-
ductance of ion channels over a narrow range of membrane potentials 5 show
that to a first approximation this intrinsic conductance is linear (indepen-
dent of the voltage):
IX = gX(Vmembrane - Ex)
where Ix is the ionic current, Vmembtrane is the voltage applied across the
membrane, and gx is the conductance of X through the membrane channels.
5Typically in the physiological range of membrane potentials, and several millivolts
away from the reversal potential of a given channel, where non-linearity of the intrinsic
conductance is pronounced most.
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An important assumption in the HIPPO model is that the flow of one
ionic species across the membrane is independent of the flow of any other
species; the different currents are linearly independent. This allows the dif-
ferent current paths to be represented as distinct independent conductances
in parallel with each other, each driven by the appropriate ionic potential,
as was illustrated in Figure 2.
In fact, it has been demonstrated that so-called "selective" channels are
not absolutely selective for a given ion. Most channels are instead prefer-
entially selective for one ion or another, and have a lower (perhaps much
lower but non-zero) permeability for other species. The result is a reversal
potential for a given channel that may be expressed by the Nernst-Goldman
equation, including the appropriate ions and their relative permeabilities.
For example, the reported reversal potentials for the (assumed) K+ chan-
nels typically vary between -90 and -70 millivolts, whereas EK, assuming
standard values for the concentration of K+ inside and outside the mem-
brane, is about -98 millivolts. Likewise, data on Ics, which is advertised
as a Ca2+ current, indicates that its reversal potential is around 0 millivolts
(see Chapter 6). Finally, the resting potential in the model is assumed to
be set by a non-voltage-dependent channel with a reversal potential of -70
millivolts, which implies that either there is a mixture of perfectly selective
channels that contribute to give the observed "leak" channel, or there is a
single channel that is permeable, to varying degrees, to more than one ion.
2.6.1 Sodium Potential - EN
In the HIPPO simulations, the sodium potential was not found to be a very
critical parameter, probably since most of the activity of the cell occurs
around potentials that are very hyperpolarized to the sodium potential.
Changing this potential mainly affected the amplitude and rate of rise of
the action potential. [Na+]in is assumed to be 12 mM, and [Na+],,t is
assumed to be 145 mM. At physiological temperature this corresponds to a
potential of +63 mV.
2.6.2 Potassium Potential - EK
The potassium potential is the most sensitive ionic potential in the model.
Much of the reproduced activity takes place within 10 to 20 millivolts from
rest. In addition, there is evidence that the potassium concentration ad-
jacent to the outside membrane is substantially different than the rest of
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the extracellular medium, which in turn will change EK transiently dur-
ing electrical activity. Further, the intracellular potassium concentration is
not measured readily. In the model presented here, however, the concen-
tration of K+ inside and outside the cell is assumed constant. [K+]i, is
set at 155mM, and [K+]0 t is set at 4mM. At 37C, this corresponds to a
potassium potential of -85 mV.
As shall be discussed in Chapter 7, raising the reversal potential of IDR
to -73 mV was necessary, in order to obtain certain features of the voltage
response as mediated by this current. Different so-called K+ conductances
may, in fact, have slightly different reversal potentials, reflecting, as men-
tioned above, a non-ideal selectivity of a given channel. For example, the
higher reversal potential of IDR implies that this channel allows the passage
of either a small proportion of Ca2+ or Na+ as well as K+.
2.6.3 Calcium Potential - Ec,
The calcium potential was calculated from the constant extracellular Ca2+
concentration (4.0 mM) and the concentration of Ca2 + directly underneath
the membrane regions where the Ca2 + channels are assumed to be grouped,
[Ca2+]ahu.l. At rest, [Ca2+],hae.1 was equal to 50 nM, resulting in a ECa of
128 mV. In Chapter 6, the dynamics of the Ca2+ system and the behavior
of ECa are presented in detail.
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Chapter 3
HPC ELECTROTONIC
STRUCTURE AND
DETERMINATION OF
LINEAR PARAMETERS
3.1 Introduction
This chapter describes an estimation of the electrotonic structure of the
hippocampal pyramidal cell model. The parameters for this structure are
derived from the literature and from theoretical considerations that are de-
veloped herein. First, the basis for this development and the role it plays in
the modelling effort will be described. Next, the parameters for the electro-
tonic structure will be defined and described, including the membrane capac-
itance, the cytoplasmic resistivity, and the factors underlying the membrane
resistivity. The next section will begin by describing the problem of mod-
elling the geometry of the cell. Two methods for estimating the dimensions:
will be presented, the first by extrapolating data used in other modelling
studies, and the second based on a histological data-based technique that I
have developed.
The electrical parameters of the cell will be estimated next based on
reported data. When combined with the results of the previous section,
some reports may be used to derive morphometric data, but not electrical
parameters, and other reports may be employed for only some electrical
measurements.
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In order to develop a model structure that is consistent with the available
(valid) data, the next section in this chapter derives the frequency response
for the general structure. Next, DTFT techniques are used with the derived
frequency response to examine various model structures so that the desired
linear temporal response may be obtained. Several suggestions on how some
parameters may be better estimated using the phase and magnitude of the
frequency response are discussed, and the accuracy of the compartmental
model used in the actual simulations is verified by comparison with the
previously derived response of the continuous structure. Finally, the pa-
rameters of the structure used in this study are presented, along with a
discussion of some of the possible functional implications of the values for
these parameters.
3.2 The Importance of the Electrotonic Struc-
ture
In order to develop descriptions of non-linear elements in the pyramidal cell
using the small amount of available data, building on an accurate charac-
terization of the electrotonic structure of the cell is necessary. The term
"electrotonic" refers to the cable-like characteristics of the cell as defined
by the linear properties of the cell membrane , cytoplasm, and the intricate
geometry of the dendritic tree.
Starting with a valid electrotonic structure is important for a few rea-
sons. First, in the absence of complete voltage clamp data, the estimates
for many of the non-linear parameters must be evaluated by current clamp
simulations. In this case, subtleties in the resulting voltage records are ana-
lyzed to determine the accuracy of a given estimation. If the linear response
of the model cell is different than that of the real cell, determining whether
differences between simulated and actual responses are due to errors in the
estimation of the non-linear parameters or to errors in the linear parameters
may be impossible.
For example, one method used to derive the Na+ currents in the hip-
pocampal pyramidal cell involves running voltage clamp simulations on the
linear model (no non-linear conductances) using an actual Na+-only spike
record as the clamp voltage. In this protocol, as will be reviewed in Chapter
5, the damp supplies the current necessary to cancel the linear currents (leak
current, soma-dendrite current, and soma capacitance current) elicited by
the spike waveform. Presumably, then, the clamp current must reflect those
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currents that are mediated by Na+ channels during a Na+-only spike. The
time course of the clamp current therefore provides clues as to the non-linear
processes that may underly the Na+ currents (ref. Figure 5.2). For example,
does the waveform indicate that more than one HH-like conductance is op-
erating, and what are the magnitudes of the putative components? Models
with different linear response will give different clamp currents under these
conditions, so it is necessary that attention is focused on a model whose
linear response most closely follows a real cell.
Another motivation to carefully develop the linear structure of the model
came about when various references for this structure were consulted, in-
cluding reports of measurements of cells and reports of other hippocampal
pyramidal simulations. As will be reviewed later, many aspects of these
reports were inconsistent, and required reviewing the assumptions inherent
in these analyses and integration of the valid aspects of the reported data
to obtain a more consistent description of the relevant parameters.
3.3 Building the Linear Description
Several papers on the measurement of the linear properties of hippocam-
pal neurons were consulted to obtain the model parameters, including other
modelling studies ([48], [44]), measurements of the linear properties of hip-
pocampal neurons ([7], [52]), and references for analytical approaches to ap-
proximations of the neuron geometry ([26]). Typically these papers derive
parameters via analysis of the assumed linear response to a hyperpolariz-
ing current step. The analysis is based often on the calculated response of
the soma/short-cable structure. Several methods are available to estimate a
given parameter, and more than one is often used to estimate better a given
parameter (e.g. [7]) .
In examining the published data, however, some problems arose when
the derived parameters were checked either using the model or by running
simple calculations. These inconsistencies will be addressed in this chapter.
3.4 HPC Linear Parameters
The linear parameters of the model include:
* Steady state input resistance as seen from the soma - R,, ()
* Specific resistivity of the soma membrane - -,o, (Kfl cm2)
* Specific resistivity of the dendrite membrane - Rm-dend (KIf cm2)
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* Cytoplasmic resistivity - Ri (KfI cm)
* Specific membrane capacitance (assumed homogeneous)- Cm (f/cm 2 )
* Radius of the soma - asoma (m)
* Radius of the dendritic cable - a (m)
* Length of the dendritic cable - I (pm)
* Length constant of the dendritic cable - A (m)
* Electrotonic length of the dendritic cable - L (dimensionless)
* Dendrite/Soma conductance ratio - p (dimensionless)
* Terminating admittance of the dendritic cable, normalized to that of
a semi-infinite cable - B (dimensionless)
Some of these parameters are derived from the others, including A and
L:
/aRm-dend
A = 2Ri
L A
Other parameters that are sometimes used for convenience include
* Cytoplasmic resistivity per unit length - r (Kfl cm- 1)
where
Ri
ra tS2
* (Typically dendritic) membrane time constant - T0 or r (milliseconds)
where
r = Rm-dendCm
Many investigators refer to a homogeneous membrane resistivity, Rm,
that is constant over both the soma and dendrites. This and each of the
other parameters will be discussed in this chapter. The specific membrane
capacitance, the cytoplasmic resistivity, the leak conductance, the electrode
shunt conductance, and the leak reversal potential will now be discussed.
3.4.1 Specific Membrane Capacitance
The generally accepted value for Cm is 1 pf/cm 2. This value is comparable
to the specific capacitance of .8 pf/cm 2 for a pure lipid bilayer ([19]). In
some cells, however, a different value for Cm has been reported. For example,
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the apparent membrane capacity for crustacean muscle fibers is 15 to 40
/f/cm 2 ([19]). If the true capacity per unit area is 1 1pf/cm 2 , this indicates
that the membranes of these cells is quite contorted.
The capacitance of any given compartment was then calculated based on
this value multiplied by the total surface area of the compartment that faced
the extracellular medium. This calculation was based on several assump-
tions about the structure of the cell and the structure of the membrane. For
example, ideal geometries were assumed when calculating the absolute value
for the capacitance for any of the compartments in the HIPPO model - a
sphere for the soma compartment and right cylinders for the dendritic and
axonal compartments. In fact, the cell membrane is much more convoluted
than this description implies, and the net result would be an underestima-
tion of the cell capacitance. On the other hand, the value of 1 f/cm 2
assumes a smooth membrane, without any small-scale variations. A more
realistic calculation of membrane capacitance would take into account the
inhomogeneity of the membrane and the variation of the membrane thick-
ness. These factors would tend to reduce the capacitance per unit area.
In summary, the model cell incorporates a value of 1 if/cm 2 for C,. In
addition, Cm is assumed to be constant over the entire cell (i.e. Cm is the
same for both the soma and the dendrites). Some investigators have pro-
posed larger values for Cm, for example ranging from about 2 to 4 pf/cm 2
([52]). These values were derived from estimating the membrane time con-
stant under assumptions that are probably not valid (e.g. homogeneous time
constant over the entire cell, terminating impedance of dendrites = 0). The
errors incurred under the various assumptions that have been used in other
studies will be examined later, particularly when the estimation of Rm is
discussed. These errors have likely contributed to an overestimation of Cm
in some of these reports.
3.4.2 Cytoplasmic Resistance
The resistivity of the intracellular medium, the cytoplasm, is calculated
with the assumption that the interior of the cell is homogeneous. This is
clearly an assumption since the cell is packed with a myriad of cytostructural
elements, organelles and inclusions. To a first approximation, however, the
inhomogeneity of the cytoplasm is ignored.
Shelton [44] presents the following argument as to the size of Ri. He
proposes that the lower limit of Ri is set by the conductivity of pure physio-
logical saline solution, corresponding to a value of 50 to 60 Q cm. Measure-
33
ments of the resistivity of extracellular brain tissue are cited in the range
of 50 - 600 Q cm, and measurements of the resistivities of axoplasm and
somatic cytoplasm in other cells are quoted as being in the range of 20 -
160 Q cm and 70 - 390 Q cm, respectively. Shelton proposes that the resis-
tivity of the medium in which a microelectrode is immersed contributes to
the effective electrode resistance due to the convergence resistance near the
electrode tip. Since the microelectrode bridge circuit must be compensated
to account for the electrode resistance, the compensation required as the
electrode tip moves from outside to inside the cell will give an indication
of the difference in the extra- and inter-cellular resistivities. Measurements
along these lines indicate that the difference between these resistivities for
the cerebellum and the Purkinje cell are less than 50 fQ cm. Assuming that
the cerebellar extracellular resistivity is 200 Q cm, Shelton then uses this
result to suggests that Ri is near 250 Q cm.
This value of Ri is significantly higher than what is used usually in the
reports analyzing the linear characteristics of the pyramidal cell. Typical
values in these reports are in the range of 50 - 75 SI cm. Most studies do
not indicate the rationale for these values, other than the supposed analogy
to the resistivity of a Ringer's-type solution. An investigation of the signifi-
cance of Ri was therefore of interest, in particular to see if large differences
in this parameter could significantly affect the derivation of the other linear
parameters.
The most obvious parameter that is a strong function of Ri is the den-
dritic length constant, A, and thus the electrotonic length of a dendritic
segment, L. A is determined by Ri, Rm-dend, and a by the following rela-
tion:
Rm-denda
= V 2R
(Note that A expresses the length over which the voltage from a constant
point source attenuates by a factor of l/e down an infinite dendritic cable.)
For a fixed value of Rm-dend and a, a four-fold increase in Ri (e.g. from
65 to 260 t cm) will correspond to a halving of A. The manner in which Ri
affects the input impedance of the cable is discussed later.
One of the assumptions of the compartmental model is that within each
compartment the intracellular resistance can be neglected, so that the com-
partment is isopotential. The cytoplasmic resistivity is only considered in
the electrical communication between dendritic compartments, where the
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connecting resistor is calculated from the dimensions of the compartments
and the cytoplasmic resistivity according to the formula -
Ri X compartment
Rcoupling - ra 2
where lcompartment is the length of the dendrite segment.
In summary, the model incorporates an Ri of either 200 or 250 Q cm
for most of the analyses. In some cases, Ri was set to 75 Q cm in order to
evaluate data from other reports of intracellular measurements or modelling
studies, but results presented in later chapters are obtained using the higher
values of Ri.
3.4.3 Leak Conductance, Electrode Shunt Conductance, And
Leak Reversal Potential
Rm, the specific membrane resistivity, is defined as a linear, time-independent
conductance. The intrinsic leak conductance of the cell, Rieak, and the elec-
trode shunt conductance, Rshunt, combine to form Rm when the impedance
of the membrane is evaluated. Rleak includes the conductance of the lipid
bilayer, and an ion-specific channel or channels whose conductance is or are
voltage and time independent. Rhunt is the non-specific leak arising from
the impalement of the cell with a microelectrode. Since Rieak is a selective
conductance, it is modeled in series with a voltage source representing the
leak reversal potential, Eleak. Rhunt, however, is non-selective, and there-
fore is modeled without a series voltage source.
Accurate determination of Rm is difficult, particularly because of the
cable properties of the pyramidal cell and, as will be demonstrated, the non-
homogeneity of R,. In this section some estimates of Rhun,,t are presented as
well as a background for the measurement of the intrinsic Rlcak and estimates
of Eleak. The estimates of Rm (actually of Rm-soma and Rm-dend) will be
presented later in this chapter.
The conductance of the lipid bilayer sets an upper bound for the Recak
of 108 - 109 f cm2 [19]. Since estimates of Rm typically are in the range of
500 to 104 Q cm2, ion channels or the electrode leak appears to account for
the majority of the total membrane leak.
Various estimates of the leak introduced by an electrode have been made,
ranging from 50 to 200 MQ [44]. We can roughly estimate the magnitude
of the leak introduced by the single electrode used in the single electrode
clamp (SEC) protocol from the amount of constant "repair" hyperpolarizing
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current that must be supplied to the soma in order to maintain a resting
potential of -60 to -70 mv 1 . Typical values for this current range from 0.5
to 1.5 nA (Storm, personal communication). If the normal resting potential
is assumed to be -70 mv, and sufficient repair current is supplied to restore
this membrane voltage, then the previous range of repair current magnitudes
implies electrode leaks in the range of 140 to 47 MQ, respectively.
Estimates of pyramidal cell input impedance vary over an order of mag-
nitude. This range is more than can be explained simply by the difference
in the surface area and electrotonic structure of the measured cells. The
integrity of the electrode seal is variable, and could conceivably account for
a large part of the input conductance.
For many cells Rm is estimated by measuring the time constant of the
cell in response to small steps of injected current with the cell at resting
potential. In this case, either the cell membrane is assumed to be equipo-
tential (in which case the response should consist of a single exponential and
the single time constant is measured), or an infinite cable structure is as-
sumed with a homogeneous membrane, and the largest time constant of the
response is interpreted as the true membrane time constant. This formula
shall be referred to later when some of the published estimates of Rm are
examined.
Typical values for the time constants measured under these conditions
for various cells (including non-neuronal cells) range from 10pt s to 1 second.
This range corresponds to Rm's of 0.30 to 106Q cm2, assuming that Cm can
range from 1 - 30 /ff/cm 2. Thus the number of channels that are open and
contribute to the maintenance of the resting potential varys considerably
between different cell types.
The stability of the resting potential may be investigated by perturbing
the membrane voltage in the presence of active conductances. These simu-
lations can test the validity of any calculated E,,,t, since it is likely that the
membrane voltage would be stable in the neighborhood of the actual Eret,
and that the spike threshold would be distinct (e.g. greater than 10mv depo-
larized from rest). This stability of E,,,t is observed for non-spontaneously
firing cells, and is advantageous since this behavior is directly related to the
ability of the cell to reject noise (at a low level of perturbation) and the
integrative ability of the cell. In the latter case, a firing threshold near Eret
1This repair current is often only transiently required, however, as if over time
the leak introduced by the micro-electrode is sealed automatically (Storm, personal
communication)
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Figure 3.1: Typical hippocampal pyramidal cell. The main regions include
the soma, the basal dendrites, the apical dendrites, the axonal hillock, and
the axon.
would cause the cell to fire for a larger set of inputs than if the threshold
was more depolarized. Modulation of the firing threshold is a possible phys-
iological mechanism for changing the computational function of a single cell.
On the other hand, threshold modulation may be a factor is some patholog-
ical states, such as epilepsy where the threshold is abnormally low leading
to hyperexcitability (e.g. seizures), or in states where the threshold is too
high, causing hypoexcitability (e.g. paralysis at the extreme).
In most reports, E,,,et is assumed to be about -70 my. Since the evidence
for hippocampal pyramidal cells indicate that there is little current due to
non-linear channels at rest (the exception being a small I,,,, discussed in
Chapter 6), I have assumed that the reversal potential for the leak conduc-
tance, EC.k, is equal to -70 mV.
3.5 Modelling the Cell Geometry
The shape of the hippocampal pyramidal neuron is quite complex, as Figure
3.1 illustrates.
The basic regions of the pyramidal neuron are the cell body, or soma,
the basal dendrites, the apical dendrites, the axonal hillock, and the axon.
Synaptic input to the cell is received at all its regions, but is primarily
received on the dendritic trees. In the standard view of the HPC, the den-
dritic membrane is primarily linear while the somatic, axon hillock and axon
membranes are active, that is contains non-linear voltage and time depen-
dent conductances. Although recent studies show that there are non-linear
conductances located on the dendrites, in the present model purely linear
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dendrites are assumed.
3.5.1 Assumption of Linear Dendrites
Defining the dendrites to be linear is an important assumption for the model.
There is extensive evidence of various Na+, Ca2+, and Cl- channels in the
dendrites ([53], [34], [31], [50], [5]), but the exclusion of dendritic non-linear
conductances was considered reasonable as a first approximation since the
present work is focused on the action of somatic currents. I assume that the
behavior of the somatic non-linear conductances are relatively insensitive
to regions of non-linear dendritic membrane, at least when considering cell
response to somatic input. In Chapter 9, simulations of somatic response to
dendritic input will be presented, in which the assumption of linear dendrites
is a more restrictive one in terms of interpreting the model results.
The primary function of the dendrites is to collect and integrate synaptic
input from other neurons. That input is conducted to the soma where an
action potential is initiated if the soma membrane is excited above the local
threshold. As far as the model is concerned, though, the contribution of the
dendrites is simply that of a linear load on the soma.
3.5.2 Approaches to the Representation of HPC Structure
The possible options for representing the structure of the pyramidal cell in
simulations are worthy of review. At one extreme, the entire geometry of
the cell and its dendritic tree may be modeled in detail, with the dendritic
tree reduced to a set of branching cylinders, perhaps including the tapering
of each cylinder and the dendritic spines. The appropriate linear cable equa-
tions may then be employed to examine the steady-state input conductance
of the entire tree ([52]), assuming linear dendrites. If the transient response
is of interest, or if non-linear dendritic conductances are to be included,
representing the cable segments with compartmental approximations and
solving the network numerically is necessary ([44]).
Histological technique can supply the data necessary for this sort of rep-
resentation, but the attempts to model dendritic trees at least approximate
the tapering segments as right cylinders. The hippocampal pyramidal cell
has been modeled in this fashion ([52]). In this study, the dendritic tree was
dissected into a branching structure of right cylinders, without spines. Sev-
eral cells were analyzed, with the dendritic trees modeled with 300 - 1,000
cylinders per cell. Using the equation for the input conductance of a short
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cable and moving proximally from each distal termination, the steady-state
input conductance of the entire tree was derived as a function of membrane
resistivity and cytoplasmic resistivity. A study of a Purkinje neuron ([44])
represented the cell with 1089 coupled compartments. In this case the dy-
namic behavior of the linear cell was derived numerically in order to estimate
its linear properties.
The next level of approximation in reducing the dendritic tree consists
of collapsing branched structures into equivalent cylinders, according to the
technique developed by Rall [26] (described shortly). The complexity of the
resulting representation (i.e. how much will the tree be collapsed into larger
cables), depends on the morphological characteristics of the dendrites and
the accuracy desired by the modeller. In this model, several versions of
such a geometry were used, as illustrated in Figure 3.2. For investigating
somatic properties the dendritic tree was sufficiently represented as a single
short cable, as shown in Figure 3.2. On the other hand, as was mentioned
at the beginning of the chapter, the parameters of this approximation, the
dimensions of the soma and the cable and their linear electrical properties,
were critical to the response of the model, and their careful estimation is
important.
At the other end of the spectrum, in representing pyramidal cell geome-
try, is an isopotential sphere representing the entire cell. For most modelling
studies of cells with a significant dendrite tree this approach is too simplified
for two reasons. First, the linear response of the sphere will consist of a sim-
ple exponential, precluding the role of the dendrites as relatively isolated
stores of charge that contribute to restoring the soma voltage after short
perturbations. Second, the majority of voltage-dependent ion channels are
believed to be localized at the soma, and that the dendrites are either linear,
or incorporate localized, lower density, non-linear conductances. Modelling
the cell as an isopotential sphere prevents considering such a distribution of
non-linear and linear membrane.
In summary, modelling with a detailed description of the dendritic tree is
necessary if one is interested in evaluated the complex information processing
that apparently occurs at the level of distinct regions of the tree. If, however,
one is interested only in somatic properties, as a first approximation the
tree may be collapsed so that its approximate load as that of a single short
cable may be evaluated. A next step in the analysis of somatic properties
may use a slightly more complicated approximation to the tree structure,
as shown in Figure 3.2, and has been used by Traub and Llinas([48])(see
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U100 microns
Figure 3.2: Different model geometries used to approximate hippocampal
pyramidal cell in present study, drawn approximately to scale. The simple
soma/short-cable structure on the right was used for the majority of the
analyses.
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also Figure 3.2). In these versions, the contribution of non-linear dendritic
membrane may be considered, where the non-linear membrane is localized
in some isolated section of a dendritic branch. The simulations of Traub and
Llinas have provided some interesting results in this area, but their model
parameters may not have been derived carefully enough to warrant any more
than qualitative interpretations of the behavior of their model.
After the Rall method of reducing dendritic trees has been introduced,
several methods for estimating the model geometry will be presented.
3.6 The Rall Reduction Of The Dendritic Tree
To Equivalent Cylinders
Rall has shown that under certain conditions a set of dendritic branches
emerging from the distal end of a dendritic segment may be collapsed into
a single cable whose input impedance (as seen from the parent segment)
is identical to that of the original set. The conditions for the reduction
of each set of branches into a single cable are twofold: 1) the terminating
impedance of each branch must be the same, and 2) the electrotonic length
of each branch must be equal. The electrotonic length of the new equivalent
branch is the same as the original branches, and its diameter, raised to the
3/2 power, is equal to the sum of the original diameters, each as well raised
to the 3/2 power. The terminating impedance of the equivalent branch is
equal to the terminating impedance of each of the original branches.
If the diameter of the equivalent branch or segment is equal to that
of the more proximal parent segment, then the two cables connected in
series are equivalent to a single longer cable. As long as the appropriate
conditions hold, the entire dendritic tree can be represented by a single cable
by applying the reduction algorithm repeatedly, starting from the distal
branches and continuing proximally to the soma.
The constraints for the Rall reduction are rather severe, and several types
of neurons have been analyzed to see if the above conditions are applicable.
Remarkably enough, some neurons seem to follow the so-called "3/2 rule"
(e.g. in lateral geniculate nucleus [44]), and the suggestion has been made
that the Rall reduction is quantitatively valid for them (although it is not
always clear if the authors of these studies of fully aware of the complete set
of constraints in the reduction algorithm [Rall, personal communication]).
For hippocampal pyramidal cells, the reviews have been mixed, with
quantitative studies based on detailed histological data suggesting that the
41
Rall constraints are not met at all well ([52]). Despite this, the reduction
as described is still considered a good first approximation to the pyramidal
trees, and some studies have suggested that in terms of the dendritic input
impedance the Rall approximation is in good qualitative agreement with
the actual tree structure (Brown et al). Later in this chapter the responses
of a soma/single-dendritic-cable and a soma/double-dendritic-cable will be
compared to show qualitatively that the Rall reduction is a useful one even
when the electrotonic lengths of the daughter branches are not identical.
3.7 Approximation Of The Soma As An Isopo-
tential Sphere
The so-called "soma" of the hippocampal pyramidal cell is not a sphere;
it is more of tapered cylinder with rounded ends. Further, the transition
between soma and dendrite is not well-defined, especially for the apical pro-
cesses. The soma region is assumed to be well-defined, however, in the
model approximation. This region is also assumed to be isopotential. This
assumption allows the use of a sphere instead of a cylinder to represent the
soma, as long as the surface area of the soma is conserved. The isopoten-
tial approximation assumes that voltage gradients are minimal, despite the
finite cytoplasmic resistivity. It can be shown ([26], Ch. 3) that the spread
of current from a single intra-somatic point source introduces a very small
voltage gradient in the soma.
The dimensions of the soma were evaluated from the model soma used
in Traub and Llinas's model, and from estimating the dimensions from mi-
crographs. The soma used in the Traub and Llinas model was a cylinder,
so the surface area of this soma was used to set the radius of the spherical
soma in the present model at 17.5 m. This value is consistent with the size
of the soma region seen in micrographs.
3.8 Estimating the Dimensions of the Model Den-
drites
Traub and Llinas' paper provided the default dimensions of the dendritic
cable of the model as well. In their model the dendritic tree was represented
by a two short cable basal dendrites and a short cable apical dendrite that
terminated into two short cable apical branches (Figure 3.2). The HIPPO
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model topology was initially configured the same way, using Traub and
Llinas' dimensions. In their paper, however, the effect of dendritic input
and localized regions of non-linear membrane in the dendritic tree were
investigated, necessitating the described geometry. Since at the present time
the description of soma currents is being investigated, this tree structure was
collapsed into a single cable using a variant on the Rall method.
Traub and Llinas used a homogeneous Rm = 3.0 Kt cm2, and set Ri =
75Q cm.
3.8.1 Deriving the Dimensions of a Single Cable That is the
Approximate Equivalent of Two Cables
The first step in this approximation was collapsing the basal branches and
apical branches into a single basal and apical cable. This step was straight-
forward since both the basal branches and the apical branches were the same
electrotonic length as their partners, and further in that the diameter of the
apical shaft satisfied the 3/2 rule with its daughter branches.
The second step was to combine the equivalent apical cable (ac) with
the equivalent basal cable (bc). This was not straightforward since the
equivalent apical and basal cables were not the same electrotonic length
(Lac = 0.8,LbC = 0.6). The approach used was to calculate a according to
the 3/2 rule, and then calculate I so that that the single cable would have
the same steady-state input impedance as the original two cables in parallel.
First, the diameter of the single "equivalent" cable (sc) was derived from
the 3/2 rule:
asc = (a 3 2 + a3/2)2/3 (3.1)
where a is the radius of the appropriate cable, yielding a (= ac) =
4
.3pm. The next step was to derive the length of the single cable, starting
with the formula for the parallel input impedance of the original cables:
ZCc( = 0) Zbc(S = 0)
= 0) + Zbc(S= (3.2)
From the equation for the input impedance of a short cable (Equation
3.20, derived later, with s = 0 since we are interested in the steady state
impedance, and Gso,,,a = 0 and C = 0, since we are interested in the
impedance of the isolated cable), Equation 3.2 becomes
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1 1 1
tanh L,, = tanh L,ac + tanh Lbc (3.3)
7r,sCASC Ta,ac.Aa T,bcAbc
Now since
ra
Ri
ra,ac 2
Ri
rabc =: 2
AC V 2Rj 
_ / aacRm
aC V - 2Ri
abcRmAbc ab214V 2Ri
I
AJC
and if a is derived from Equation 3.1, then from Equation 3.3 we obtain
tn(KI) aa!2 tanh(L)+ a 1 tanh(L,)) +(34)
n(---) -3 a /2 3/2
where
K= 2..
Rm
By expanding the tanh term on the left side of Equation 3.4, and by
making the substitution (from Equation 3.1) of
v/a = (a3!2 + a 3/2)1/3
the length, 1, of the single cable is found to be
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(3/2 + a3/2)1/3 1 + a tanh(L,,) + a2 tanh(Lbc)
2K k1 - a1 tanh(Lac) - a 2 tanh(Lbc)
where
a~ 1
Cf =1+(g) 3 / 2
x abc)
This procedure gave I = 850pm, and from this L was calculated as
L = 0.69. To check this reduction, the transient response to a current step
of this configuration was then compared with the response of the original
geometry of Traub and Llinas (Figure 3.4). The responses were nearly iden-
tical, validating the approximation between these two geometries.
Important inconsistencies arise, however, when the linear response of
the Traub and Llinas model is compared with that of actual cells. These
will be examined once the data derived from intracellular measurements has
been presented. At this point, this model will be used only to establish a
reasonable set of dimensions for the HIPPO model.
3.8.2 A New Method of Estimating and a For the Equiv-
alent Cylinder Approximation From Histological Data
In order to check the validity of the dimensions used in Traub and Llinas'
model, a method was derived for estimating I and a from purely histological
data, that is, without relying on estimates of electrical properties. The
parameters used for this estimation include:
* Average length of the dendritic tree - la,, (m)
* Average radius of the dendrite branches - aa,, (pm)
* Radii of the i proximal dendrites where they attach to the soma - ai
(pm)
The radius of the equivalent short cable of the entire tree, a, is then set
by the ai's under the assumption that the radius of each proximal segment
is the same as the radius of the equivalent cylinder approximation for the
portion of the tree distal to that segment. Thus -
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Figure 3.3: Comparison of cell geometry approximation used by Traub and
Llinas and single cable approximation used in the model. Structures are not
drawn to scale.
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Figure 3.4: Comparison of response to current step of geometry used by
Traub and Llinas and single cable approximation used in the model.
The length of the equivalent cable for the entire tree, 1, is a function
The length of the equivalent cable for the entire tree, , is a function
of the average length of the dendritic tree, ,,, the average diameter of the
dendrite branches at about the midpoint of the tree, a,, and the estimated
a. Here an assumption is made that the tree can be represented by a number
of identical cables with radius a,, and length 1,,. As previously mentioned,
the Rall method requires that electrotonic length be conserved in the equiv-
alent cylinder. The L for the cable representing the entire tree is therefore
estimated as
jaGRm del
L= V 2,
lau (3.5)
Note that the numerator of the right hand side of Equation 3.5 is the
space constant for the "average" cable.
Since I is equal to
I = L
L (3.6)
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Equations 3.5 and 3.6 can be combined to get
I = lav f
aaV
This estimate for I is function only of the dimensions of the tree. The
significance of this estimate this is that I may be derived purely from histo-
logical measurements and does not depend on an assumed value for Rm-dend
or Ri. The estimate of L, on the other hand, does depend on the estimated
values of Rm-d,,nd and Ri. Further, a,v is not the same thing as the average
diameter of the proximal branches. a,, must be used as defined since the
main part of the electrotonic length of the dendritic tree is determined by
the finer and more numerous distal processes. Thus the diameter of these
branches must be considered in estimating L (or 1).
Typical values for a,, for the hippocampal pyramidal cell are in neigh-
borhood of 0.5 - 1.0 Am. At the soma there is typically either one or two
apical branches, with a diameter ranging from 3 - 10 gm (e.g. Johnston and
Brown, 1983). There are usually several proximal basal branches, with a
typical diameter of about 1 pm. A reasonable value for lav could range from
300 - 500 pm. For example, if there are two apical dendrites originating
at the soma with diameters of 3.0 pm and 4.0 pm, and there are six basal
branches at the soma, each with a diameter of 1.0 Am, with the above ranges
for a,, and la,, the estimated value for a is 3.6 pm and the estimated range
for I is 570 - 1300 pm.
As a second example, let us assume that there are two apical dendrites
have diameters of 3.0 pm and 10.0 pm, and the six basal branches stay the
same as before with diameters of 1.0 pm. Using the same ranges for aav and
lao, the estimated value for a now is 6.8 Am, and the estimated range for I
is 780 - 1800 Am.
These values can be compared with the dimensions of the equivalent
cylinder derived from the Traub and Llinas model. The value for a in this
report was 4.3 Am, the length of the equivalent cylinders for the basal branch
and the apical branch were 555 pm and 820 pm, respectively, and the length
of the single equivalent cable that was derived in this paper was 850 pm.
These numbers compare well with the figures above. In fact the authors
comment that their estimate for I of their model's apical cylinder was "pos-
sibly somewhat small". How the dimensions of this model were derived is
not known, but presumably an analysis similar to the one just presented
was employed.
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To summarize, the dimensions of the Traub and Llinas model are in good
agreement with the previous estimate. These results will be used both in
the next section to test the validity of another report which implies a set of
dimensions, and later in this chapter when the final dimensions of the model
will be determined. Another estimation of the model cell dimensions, this
time based on reported parameters of CA1 cells derived from intracellular
electrical measurements, will now be presented.
3.9 Evaluating Reported Linear Parameters De-
rived from Intracellular Measurements
The report used as a basis for this analysis is that by Brown et. al. ([7]).
In this paper essentially three parameters were derived from the linear re-
sponses of hippocampal pyramidal cells. These parameters included Rm,
which was assumed to be homogeneous over the entire cell, L and p. Cm
was taken to be 1.0pf/cm 2, and Ri was assumed to be 751 cm. Analysis of
the response of the cell to a current step applied to the soma was based on
the assumption that the cell could be approximated by the soma/short-cable
model with a homogeneous membrane time constant. According to Rall (),
this step response can be represented by a linear combination of exponential
terms:
V- V = E Ciexp(-t/ri)
i=0,oo
where V is the response at the soma relative to rest, Vf is the steady-
state soma voltage, r0 is the membrane time constant (o = RmCm), and
the remaining ri's are shorter time constants due to charge redistribution
down the dendrite cable. Standard exponential peeling techniques were used
to evaluate the longer r0, whose coefficient, Co was assumed to be much
larger than the remaining Ci's. Rm was then derived from the measured r0 .
Three methods were used to derive L and p, all of which were dependent
on the soma/short-cable approximation and, as before, the assumption of
homogeneous Rm. This study estimated R, as 19Kl] cm2, p as 1.2, and L
as 0.95. Ri, averaged about 39M 2.
To evaluate these results, I constructed a model geometry that was con-
sistent with the above values for Rin, p, o, Rm, Cm, Ri, and L. The
2Means of measurements from CA1 cells.
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parameters that we need to derive for the geometry are the radius of the
soma, aoma, the radius of the dendrite, a, and the length of the dendrite, I.
The first step is to derive asoma. The conductance of the soma is calcu-
lated from p and Ri,. Since
GdendriteP= Gsoma
and
Gdendrite + Gsoma -
Rin
then
Goma = 1 1
This gives Goma = 11.8 nS. The radius of the soma is then calculated
from Gooma and Rm:
3 RmGaa
asoma 4=
This results in aaom, = 73 im. Now the formula for Rin is a function of
I and a, given by:
Rin = iA tanh(L) + Goma) (37)
where
L= x a' (3.8)
Ri
2R, (3.9)
ra -a2 (3.10)
Equation 3.7 is derived later (Equation 3.20, with s = 0). Estimates for
I and a were obtained by calculating Ri,, L, and p, using initial estimates
for I and a with Equations 3.7- 3.10, and then adjusting I and a until the
desired values for Ri,, L, and p were obtained. This procedure resulted in
estimates for I = 1800pm and a = 3jpm.
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Figure 3.5: Typical response to current step ([7]) (top) and response to
current step of model based on Brown et. al. parameters (bottom), where
p = 1.2, L = 0.95, Rin = 39M , a,o,, = 73pm, a = 3.0Mm, and I =
1800 prm.
The step response of the geometry just derived and a typical step re-
sponse from the Brown et. al. paper is seen in Figure 3.5. These responses
are in good agreement. On the other hand, note Figure 3.6, where the result-
ing geometry and the geometry derived in the previous section are compared.
The most striking feature of the geometry derived from the Brown et. al.
data is the estimated soma radius of 73 pm. This result is inconsistent with
the dimensions derived earlier, where the ao was estimated to be on the
order of 10 to 20pam. The dendrite radius of 3.0 #m and a dendrite length
of 1800 pm of the Brown et. al. geometry is consistent with the previously
derived dimensions, but these values are in the extreme of the previously
proposed ranges for a and 1.
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HIPPOCAMPAL PYRAMIDAL CELL
BROWN ETAL GEOMETRY
HIPPO GEOMETRY
100 microns
Figure 3.6: Comparison of soma/short-cable geometries derived from data
of Brown et. al. and that estimated in this chapter with camera lucida
reconstruction of guinea pig hippocampal pyramidal cell ([52]).
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Figure 3.7: Normalized response to current step of Brown et. al. geometry
and Traub and Llinas model.
3.10 Comparison of Linear Response of Traub
and Llinas-Derived Model and Brown et.
al.-Derived Model
While the geometry implied by the Brown et. al. report is incorrect based
on my earlier analysis, the step response is assumed to be valid since this
was measured directly from cells. On the other hand, while the geometry
of the Traub and Llinas-derived model is a good approximation, as I have
shown with my estimate based on purely histological data, the step response
of this structure does not match that reported by Brown et. al. , as shown in
Figure 3.7. AU these reports refer to pyramidal cells, though not necessarily
to the same subfield (i.e. CA1, CA3).
The first difference is the T0 for the two models; tO for the Traub and
Llinas model is about 5 milliseconds (consistent with their value of Rm,
5 K cm2 ), and ro reported by Brown et. al. is about 19 milliseconds.
The second difference is between the value of p for the Traub and Llinas
model ( approximately 20) compared to values of p that have been reported
from intracellular measurements by Brown et. al. and others (p = .5 to
2). Comparing the directly measured value of p from the Traub and Llinas
model with the estimated p of Brown et. al. is valid since in the latter
case p was estimated assuming models a soma/short-cable structures with
homogeneous Rm.
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As has been mentioned earlier, these disparities were reconciled by intro-
ducing a distinct Rm,_som and Rm-dend. Investigating the effect of varying
Ri was also useful. Before deriving a structure which was consistent with
the reported data, though, deriving the analytical response of the general
soma/short-cable structure (with non-homogeneous Rm) is necessary so that
the full implications of varying each free parameter may be analyzed.
3.11 Derivation of the Frequency Response of Soma/Short-
Cable Structure with Non-homogeneous Mem-
brane Resistivity
So far I have presented evidence that supports using a spherical isopotential
soma attached to a short dendritic cable, with each section having a distinct
membrane resistivity, in order to represent the hippocampal pyramidal cell.
This representation, as diagrammed in Figure 3.8, is completely specified by
the parameters Rm,_-oma Rm-dend Ri, Cm, asoma, a, B, and 1.
Different investigators have considered the effect of the extreme values
of B: B = 1 (infinite cable termination) and B = 0 (open circuit/sealed
end termination). Assuming that the distal dendrite processes end rather
abruptly is common, though, and therefore the sealed end assumption is
used, as is done in the present analysis.
To investigate the effect of these parameters on the linear transient and
steady-state response of the cell, as measured from the soma, I derived the
frequency response of this circuit as follows.
We start with the equation for the linear RC cable.
92V VV V+OX2 OT
where V = the membrane voltage at some point, X; X = the distance along
the cable from the soma, x, normalized by A; T = the normalized time, t/r;
and = Rm-dendCm.
The Laplace transform of the second-order partial differential equation
is taken then to yield the second-order ordinary differential equation
w = (s + 1)V
where V = the Laplace transform of V.
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Figure 3.8: Circuit topology of a soma/short-cable structure. The structure
is not drawn to scale.
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The solution to this equation is
V = Ae *x + Be- \/x (3.11)
where A and B are constants that depend on the boundary conditions.
Now the Laplace transform of the axial current, I, is equal to the change
in V' with X times r, where
Ri
Ta = 7ra
Thus
ia = dX (3.12)
r,TadX
Note the inclusion of A since X is the normalized distance. Solving for
dX in Equation 3.12 (using Equation 3.11), we obtain
Ia =- (Ae/VX - be- X)
The boundary conditions are set at X = 0 (at the soma), and X = L
(at the end of the cable). At the soma, the axial current Ia is equal to the
sum of the soma currents -
Ia(X = 0) = Istimulue - VwomaGeoma - SVaomaC'
=IS -+1 -1,r A (A B)
where C' is the capacitance of the soma normalized by the dendrite time
constant -
C' = 4 2 (3.13)
Tdendrsite rasoma
At the end of the cable since the terminating admittance = 0 then Ia = 0,
thus
I(X = L) = 0
- TA (Ae /aL _ gerl )
ra I
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Ae L = e- L
B = Ae2L
Now since
Vsoma = V(X = O)
= A+B
then
Vsoma = A(1 + e2%/' L)
Solving for Istimulus
stimulus = A(1 + e2/S'~L)(Gsoma + sC') + A / 1 (e2a/S'iL- 1) (3.17)
Now we can find A and B from Equations 3.15 and 3.17 -
Istimulus
Vq'(e2 L - 1) + (1 + e2VTL)(Goma + sC')
B = Bitimulu'" e2-~L
-i'I(e2V/; -L - 1) + (1 + e2V'TiL)(Gsoma + sC')
And finally from Equations 3.16, 3.18, and 3.19 we obtain
i _ Istimulus(1 + e2Vs47 +L)
(3.18)
(3.19)
Voma (e2L - 1) + (1 + e2/TTL)(Gsoa + sC')
which gives the expression for the input impedance as seen from the soma,
Zsoma(S) -
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(3.14)
(3.15)
(3.16)
Zsoma(S) = Vsoma
1stimulus
(1 + e2;r 9L)
- (e2/-iL 1) + (1 + e2v/iL)(G,oa + sC')
In more compact form this is
Zaoma(8) = (ai tanh(/ L)+ (G,oma + sC')) (3.20)
This expression for Zoma(s) was not amenable to attempts to perform
an inverse transformation. However, when
Rm-soma = Rm-dend
that is for the case of a homogeneous membrane time constant, the expres-
sion for Zooma(s) simplifies somewhat and the inverse transform for this case
has been derived. This is a rather complicated expression involving an infi-
nite series, each term of which involves a product of exponential terms and
a finite summation of the product of other exponential terms with parabolic
cylinder functions ([27]).
Since an analytical expression for the inverse transform of the soma
response could not be obtained, the response was analyzed in two ways
- examining the frequency response directly and using DTFT techniques
to estimate the temporal response (impulse response and step response).
In order to evaluate the frequency response, the magnitude and phase of
Zjoma( = jw) were derived (note that the factor of T is required because
the Laplace transform was taken with respect to normalized time). So, from
Equation 3.20-
Zom ,(jw)= r)-+ + e21fw+L+ G] +(G+jC) (3.21)[ 1 e2VJ/JX ) ]
The first step in this derivation was expressing the square root of (jrw +
1) in rectangular form -
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1+ V1 (+rw)2Vflrw + . 2
Letting
2
-1+ +(rw) 2
texo i 2
the exponential terms may then be expanded -
e-2V13w+1L
= e- 2L"(cos(2Lv) - j sin(2Lv))
Equation 3.21 can be rearranged to give the real and imaginary parts
of the frequency response -
Z(jw) a + j/6+ ji7
_ a6 + y
-62 + 72
+ (-a7 + 6)
62 + 72
and thus
Phase(Z(jw)) = atan (a 7++/ })
where
a = rA[1 + e-2L" cos(2Lv)]
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+i z-1 l /1 + (rw)2
2
I
r
=e-2L(+jv)
F2 + 2
IZUWA = V + y2
1 = -rAe -2 L7 sin(2LLv)
6 = +raAGoma+e-2La [-7- cos(2Lv)-v sin(2Lv)+raAGoma cos(2Lv)+ra)\rwC sin(2Lv)]
7 = v+ra rwC+e-2 L[t7 sin(2Lv)- v cos(2Lv)+r.ArwC cos(2Lv)-raAGsoma sin(2Lv)]
These formulas were used to see how varying some specific parameters
while keeping the remainder constant changed the frequency response. In
particular, these results were used in investigating how parameters that are
derived from the transient response are affected when the directly measured
parameters are kept fixed and some other derived parameter is varied .
To summarize the results so far, I have proposed that the following
parameters are either known with a fair degree of assurance, or may be
estimated: C,, Ri, aoma, Rin, To, B, and a limited range for a and of
the equivalent dendritic cable. On the other hand, I have shown that the
reported values for Rm are inconsistent with the other data available for
these cells, and in fact the soma and the dendrites may be approximated as
having distinct membrane resistivities.
The problem of estimating the geometry of the model is therefore deter-
mined by the following constraints - estimate for the soma radius, estimate
for the range of cable diameters, estimate for the cable length, input re-
sistance, observed time constant, estimate of membrane capacitance, and
the estimate of cytoplasmic resistivity. The free parameters then include
Rm-soma, Rm-dend,and a. The results of this estimation will be presented
in the next section.
3.12 Simulating the Step Response of the Brown
et. al. Geometry with Alternative Models
Once the frequency response of the general soma/short-cable model was
derived, I attempted to find different values for the membrane resistivities
and the cytoplasmic resistivity that would yield step responses similar to
that of the model derived from the Brown et. al. parameters.
The constraints included aoma = 17pm, Ri, which was set at 200 fi cm,
r0 = 19ms. Ri, = 39Mfl, and Cm = 1.0pf/cm2. Rm-dend was then set at
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either 30, 40, or 50 kSi cm, and a, was set at either 5, 6, or 7 um. For a given
combination of Rm-de,,d and a both R..,,,so,, and I were then varied until
all the above constraints were met. For this analysis the electrode shunt
resistance was not specified, thus Roma reflected both the leak conductance
of the soma and the electrode shunt resistance.
The step response and the frequency response of the resulting struc-
ture were then compared with that derived from the Brown and Perkel
model. The parameters were adjusted under these constraints to derive sev-
eral structures whose time response was consistent with the data. The com-
plete parameters for these structure are listed in Table 3.1. The responses of
these structures were clustered into three groups, each group characterized
by a common value for a. The responses for structures B, C, and D were
almost identical to each other, as were the responses of structures E and
F. Therefore, the analysis suggests that the diameter of the dendrite cable
was the most sensitive parameter in determining the linear response of the
soma-cable structure.
For the majority of the simulations, including all those presented in this
thesis, version "C" of the model structures was chosen as representative of
the family of model structures. In this case the value for Rm-dend of 40
KI cm2 is a similar to the value for Rm-dend (approximately 40 Kf cm2)
estimated by Shelton for Purkinje cells, and is much higher than the values
of Rm that are quoted consistently in reports on hippocampal pyramidal
cells. Also, this model has an Ri of 200 Q cm, which is also in line with
the value of Ri estimated by Shelton, as described earlier. The value of a
(6.0prm) and I (1200/tm) is consistent with the values estimated earlier in
the chapter (Section 3.8.2).
The step responses for structures A, C, and F and that derived from the
Brown et. al. data are shown in Figure 3.9. An expanded view of these
response is shown in Figure 3.10. In this figure the effect of the smaller
soma time constant in the model structures is seen as the response of these
structures initially decay much faster than the reference structure. However,
as shown in Figure 3.11, all four responses eventually settle into a single
exponential decay with the same time constant of 19 ms. The magnitude of
the frequency responses for the same structures are shown in Figure 3.13,
and the phase of the frequency responses for these structures are shown in
Figure 3.12.
There are several interesting features of these simulations. The first is
that the values of p and L vary greatly for the different structures - between
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Model a (im) Rmndend (Kfi cm2 ) Rom (l,( cm2) I (/im) ( A (m) I L I P 
A 5.0 50 720 1350 2500 0.54 0.43
B 6.0 30 1100 1200 2121 0.57 1.2
C 6.0 40 850 1200 2450 0.49 0.69
D 6.0 50 750 1200 2738 0.44 0.50
E 7.0 40 870 1050 2646 0.40 0.74
F 7.0 50 760 1050 2958 0.35 0.53
Table 3.1: Parameters of model structures derived to match the To (19ms)
and Rin (39 Mit) of the Brown et. al. data, with Ri = 200 i cm, aom =
17 pm, and Cm = 1.0 pf/cm 2. The values listed for structure C" were
chosen for the model.
Votsage (Normaizd) Rerewc
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Figure 3.9: Normalized response to injection of somatic current step for
Brown et. al. structure , and representative alternative structures (A, C,
and F, ref. Table 3.1) consistent with histological measurements.
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Figure 3.12: Phase of frequency response for Brown et. al. structure, and
representative alternative structures (A, C, and F, ref. Table 3.1) consistent
with histological measurements.
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Figure 3.13: Normalized magnitude of frequency response for for Brown et.
al. structure , and representative alternative structures (A, C, and F, ref.
Table 3.1) consistent with histological measurements.
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1.2 and .43 for p and between .35 and .57 for L. This shows that the methods
typically used for estimating p and L are not reliable unless the cell has a
homogeneous membrane time constant.
The most distinctive difference in the characteristics of the structures
with a non-homogeneous membrane time constant and the structure based
on the Brown et. al. data is in the phase of the frequency response. For all
the structures with non-homogeneous Rm the phase deviates from that of
the structure with homogeneous Rm at a frequency of about 100Hz. This
difference does not manifest itself strongly on the temporal responses, how-
ever, because of the attenuated response above 100Hz.
The characteristics of the phase response for the simulated cell structures
suggest that evaluation of the linear parameters discussed in this chapter
may be better served by analyzing the frequency response of the cells un-
der protocols that ensure a linear response. Since the interesting part of
the phase response occurs at frequencies where the cell impedance is rela-
tively small, spectral estimation using averaging techniques or white-noise
approaches may be applicable.
The values for R,,a and Rdendrite differ by about two orders of magni-
tude in all the derived structures. If the contribution of an electrode shunt
is considered, this difference is reduced, but by only a factor of about two
since the typical soma resistance (including the electrode shunt resistance)
is around 70 MR and the electrode shunt resistance is about 100 Mi as
estimated earlier.
In summary, there are many versions of the soma/short-cable model
that can give the same ro and Rin with differences in the distribution of Rm
between soma and dendrite, and realistic variations in a. Examination of
the frequency response indicates that this measurement may provide a way
to better estimate the electrotonic parameters of these cells, particularly
under the assumption of non-homogeneous membrane resistivity. While the
magnitude of the frequency responses for the various structures are rather
similar, the phase of the frequency responses differ markedly, and this metric
may be usefully exploited in order to better estimate the linear parameters
of the soma/short-cable model.
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Figure 3.14: Step response of Soma-Cable Structure a) Inverse FFT of Ana-
lytic Solution b) Model with 1 segment c) Model with 2 segments d) Model
with 3 segments e) Model with 4 segments f) Model with 5 segments
3.13 Discrete (Lumped) Approximation To Den-
dritic Cables and Comparison Of HIPPO
Results To Analytical Solution Of Linear
Cable - Dependence Of Segment Dimensions
Once the response to a current step of the soma/short-cable structure was
derived from the inverse DFT of the analytical frequency response, the com-
partmental approximation of the cable was evaluated by comparing the
model's response in current damp simulations to the estimated response
of the continuous cable. In Figure 3.14 the response of the model with dif-
ferent numbers of compartments is compared to the estimated response. As
can be seen in the figure, the response of the model with 5 segments is in
very good agreement with the estimated response.
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3.14 Summary of Results from the Determina-
tion of Electronic Structure
To recapitulate, the HIPPO model electrotonic parameters are as follows:
* asoa = 17pm
* a = 6.0/pm
* l = 1200ptm
* R,hunt = 100 M1f
* Rm-soma = 850 gl cm2
* Rm-dend = 40 Kf2 cm2
* Ri = 200 flcm
· Cm = 1.Opf/cm 2
· B=0
* A = 2450, m
* L = .49
* p= .69
* ro = 19 milliseconds
· Ri, = 39 Mn
Eleak = -70 millivolts
3.15 Is It Important to Capture Dendritic Mor-
phometric Characteristics?
The results described here tend to confirm that the actual geometry of the
dendritic tree may not in itself be critical to somatic response. For example,
the Rall reduction is reasonably accurate even if the constraints specified
in this algorithm are not met exactly. What is very important, however,
is the various parameters that characterize the tree (or its equivalent single
cable) as a whole, that is as a lumped element (cable). This result has been
reported elsewhere ([51]). Specifically, the equivalent cylinder approxima-
tion works well even when the constraints on subsequent cable diameters
and conservation of electrotonic length are not met exactly. The parameters
characterizing that cylinder are important to the electrical load as seen by
the soma, however, and can have a large effect on the processing of infor-
mation that occurs there.
As shown, the assumption of a homogeneous membrane time constant
allows the construction of a soma/short-cable approximation of the pyrami-
dal cell whose linear response closely matches that of the real cell. On the
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other hand, this construction is inconsistent with histological measurements,
and a structure with a non-homogeneous membrane time constant can be
proposed which successfully addresses these problems.
Although the two constructions yield models with distinct frequency re-
sponses, the significant differences occur at frequencies that are substantially
attenuated in both structures, so that the step responses are rather similar.
Why, then, is it important to revise the earlier model with the homogeneous
membrane time constant? As shown, although the somatic responses of
the two models are similar, the values of p and L are very different. This
is important when considering the role of the dendritic tree in integrating
synaptic input. In particular, the smaller L that has been suggested in the
present study indicates that the dendritic tree is more electrically compact
that previously thought. In functional terms, this means that there is less
distinction, from the point of view of the soma, between distal and proxi-
mal dendritic input. This could enhance the computational flexibility of the
dendritic tree since a fundamental limit such as linear attenuation of EPSPs
and (possibly) IPSPs will be reduced by the smaller L, and selective en-
abling/disabling of various sections of the tree could be accomplished more
effectively by non-linear mechanisms (e.g. other synapses).
The effect of the lower p that is indicated in the present study is to
reduce the burden on the somatic conductances imposed by the dendritic
load, for example during the spike depolarization and repolarization.
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Chapter 4
APPLYING THE
HODGKIN-HUXLEY (HH)
MODEL OF IONIC
CHANNELS TO
PUTATIVE
HIPPOCAMPAL
CURRENTS
4.1 Introduction
An extension of the Hodgkin-Huxley (HH) model of ionic channels in the
squid axon ([21].[201,[22].[23]) is the foundation for the description of the
hippocampal pyramidal cell ion channels that are used in the model. This
comes about in two ways. First. many of the currents that have been de-
scribed in the literature have been fitted to HH-like models to start with.
Second, when this model has been used either to augment sparse voltage
clamp data on a particular current or to propose currents whose existence
is defended purely on phenomenological grounds. these currents have been
constructed using HH-like mechanisms. Examining the HH model in detail
is therefore important in order to establish some of the key assumptions in
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the HIPPO model.
4.2 Background of the HH Model
In the early 1950's Hodgkin and Huxley postulated that the electrical ac-
tivity of the squid axon was due to two time-dependent non-linear conduc-
tances. one of which was specific to Na+ ions and another which was specific
to K+ ions. This result was based of data obtained with the newly-developed
voltage clamp method for measuring electrical properties of non-linear mem-
branes. Using the voltage clamp protocol and various manipulations, includ-
ing replacement of the NaCI in the external medium with choline chloride
to eliminate the Na+ current, Hodgkin and Huxley measured the time-
constants and the steady state values for the two conductances as a function
of the membrane voltage.
Noting the sigmoidal characteristic of the activation of the Na+ channel
as the membrane was depolarized, and the fact that the channel inactivated
a short time after it was activated. a model for the Na+ channel was derived
that included four "gating" particles (three so-called m activation particles
and one h inactivation particle). These particles can be thought of as distinct
regions of the channel protein, each of which can be in one of two stable
conformations or states, conducting (open) or non-conducting (closed). For
a given channel to conduct, all of its gating particles must be in the open
state. The macroscopic conductance of the ,Na+ channel. g.xa,. was expressed
as
gNa = m3hgN,
where 0 < m. h < 1 and 9Na is the maximum conductance for the ensemble
of Na+ channels in the membrane. Hodgkin and Huxley determined that
the transition between states is governed by first order kinetics. and the rate
constants for this transition are functions of voltage, as will be described
later. The likelihood of whether a given particle will be open or closed is
therefore also a function of voltage.
The sigmoidal activation characteristic under voltage clamp arises from
the third power of the m gating particle. This number was determined
by Hodgkin and Huxley by fitting powers of exponential relaxations to the
observed kinetics. In a similar manner. the macroscopic conductance of the
K+ channel in the squid axon was described as being determined by four
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gating particles, n. The macroscopic conductance of the K+ channel was
expressed as -
gK = n4gK
where gK is the absolute conductance for the ensemble of K + channels in
the membrane.
The transient behavior of the Na+ channel during excitation of the neu-
ron, through its activation and subsequent inactivation, was explained by
the voltage dependencies of m and h, and the different voltage-dependent
functions for the time constants of m and h. The steady state value of m
is a monotonically increasing function of the membrane voltage. while the
steady state value of h is a monotonically decreasing function of the mem-
brane voltage. In addition. the time constant for m is smaller than the time
constant for h at a given voltage. The result is that on depolarization m
will adapt to its (more open) steady state value quickly while h will lag be-
hind in its (more open) hyperpolarized steady state. The channel will begin
to conduct with the increase of m. In a short time, however. h will relax
to its (more closed) steady-state value at the new (depolarized) membrane
voltage. Even though the three m. "particles" are in the open state. the
subsequent closing of the single h "particle" will shut the channel down and
turn off the Na+ current .
Once Hodgkin and Huxley had a description of these two non-linear
conductances and the linear parameters of the cell. they were able to nu-
merically reconstruct the action potential in the squid axon. In the model
of the hippocampal pyramidal neuron, several distinct currents. mediated
by different ions, are described using variants on the HH model theme.
4.3 Extension of the HH Description to Pyrami-
dal Hippocampal Cells
The Hodgkin and Huxley model approach can be extended t to describe
some of the currents found in other electrically non-linear cells. Analysis
of other currents is undertaken here under the assumption that they are
based on mechanisms which undergo first-order kinetic transformations be-
tween conducting states and non-conducting states. By both qualitative and
quantitative analysis. plausible mechanisms underlying non-linear currents
'The notion that this report extends' on the HH model is discussed in Section 4.8.
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may be deduced. These descriptions are typically based initially on voltage
clamp data. As will be explained shortly. this protocol can measure the
time constants and steady state values for the kinetic events controlling the
conductances behind these currents, assuming that. indeed. such a kinetic
description is valid.
4.3.1 The Voltage-Dependent First-Order Kinetics of HH-
like Conductances
To recapitulate. in the HH model each current in the electrically-active cell
is assumed to correspond to a specific type of ionic channel. which in turn
is comprised of a protein conglomeration that traverses the membrane. In
each channel ions travel through a luminal trans-membrane aqueous phase,
driven by the driving potential for the channel. As reviewed in Chapter
2. this driving potential is a function of the membrane voltage and the
trans-membrane concentration gradient of the carrier for that conductance.
according to the Nernst equation or the Nernst-Goldman equation.
The transitions of the particles between states are governed by first-
order kinetics. Each state or conformation corresponds to a free-energy
well. with a single high-energy rate-determining barrier between the two
states. Movement of the gating particles between states is assumed to be
accompanied by a movement of charge. causing the state-transition kinetics
to be dependent on the membrane voltage. These gating particles are regions
of the protein that (a) can reversibly mediate the conductivity of the channel.
possibly via steric factors, and (b) have a sufficient dipole nloment and
freedom of movement so that they may act as voltage-sensors. changing the
conformation of the protein or protein group as a function of the electric field
across the channel. The magnitude of the voltage dependence is derived from
the Boltzmann equation which specifies the probabilities of state occupancies
according to the free energies of the states.
In practice. voltage clamp protocols, in which the membrane relaxation
currents are measured as the cell membrane is "clamped" at different poten-
tials with a microelectrode. are used to measure the kinetics of the various
currents. This technique assumes that the kinetics of different currents can
be measured independently. either because different currents are activated
over non-overlapping membrane voltages, because the tinme courses are dis-
tinct. or because the currents have distinct pharmnocological sensitivities.
Implicit in this approach is the assumption that different currents interact
only through the membrane voltage. In fact. in the case of currents which
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are dependent on the movement of Ca++ into the cell simple voltage-clamp
measurements may give misleading results. Whatever independence exists
between the different currents is exploited by the electrophysiologist as he
devises protocols for intracellular measurements.
The macroscopic conductance of given type of channel is determined by
the proportion of channels in the open state. the conductance of a single
channel. and the total number of channels of that type in the membrane.
For example, if the conductance of some channel Y is controlled by a single
gating particle. and the proportion of open gating particles is x. then the
macroscopic conductance of that channel type is expressed by
g¥ = x ·gy
where gy is the actual conductance for the channel current Iy, and y~ is
the maximum conductance for that current. The factor x is equivalent to
the probability that the gating particle for a single channel will be in the
open state. As will be shown. x is both a function of the membrane voltage
and of time.
The macroscopic voltage- and time-dependence of the channel conduc-
tance arises from the first-order kinetics that the gating particles obey in
their transition between their open and closed states.
closed ( -x) = open (x )
Here represents the fraction of channels in the open state, and 1 - x
represents the fraction of channels in the closed state. and are the
forward and backward rate constants for the reaction. respectively. This
relationship yields the simple differential equation relating the derivative of
x(t). (t). with the steady state value of .r. .r,. and the time constant for
the reaction, r -
i X - (t)
where x, and r, can be expressed in terms of the rate constants n and 3 -
=
r, 
a +
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Figure 4.1: Energy diagram for gating particle states with no applied mem-
brane voltage. The stable open and closed states correspond to the low-
energy wells. The high-energy transition state is the rate-limiting step. .
which is the relative position of the transition state within the membrane.
can be between 0 and 1.
As will be discussed later in the sections on the various non-linear cur-
rents in the model, in the literature current kinetics are occasionally de-
termined empirically in terms of an -a - .3" type formulation. For most
currents. however. the voltage dependence of x, and r is the figure that is
reported.
The energy profile for a gating particle in the single barrier model is
shown in Figure 4.1.
As mentioned earlier. the rate constants for the transitions from one side
of the reaction coordinate to the other is given by the Boltzmann equation.
which is a function of the difference between the energy of the rate-limiting
step and the initial state. The expression for the forward rate constant in
the absence of an applied voltage. o. is -
no = ( Rr (4.1)
where AG is the free-energy difference between the closed state and the
r;
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Figure 4.2: Energy diagram with applied voltage 1l' across the membrane.
transition state. R is the gas constant, T is the absolute temperature, and
C' is a constant.
The voltage-dependence of the kinetics arises from the distortion of the
above energy diagram when a voltage is applied across the membrane. as
shown in Figure 4.2. The applied voltage changes the difference in free
energy between the stable states and the transition state. The effect of the
voltage is reflected in the expression for the rate constants as follows -
a = atoe a (4.2)
3= 30e- (--Y) (4.3)
where
A 'F
AVF (4.4)RT
z is the effective valence of the gating particle, and ,, is the position of the
transition state within the membrane. normalized to the membrane thick-
ness. 1' is equal to V - VI. where 1' is the membrane voltage and 1' is
2 2
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Figure 4.3: The steady-state (,) curve for the hypothetical gating particle
x. = . ¥V = -20mV.
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the membrane voltage at which a equals o and .3 equlals 0O ([26]). F is
Faraday's constant. Normally. a0 and 3o are taken as equal. This can be
reconciled with the different energies of the stable states as shown in Figure
4.2 by adjusting I ..
2
Since the backward and forward rate constants are functions of the nmeni-
brane voltage. the values for the time constant and the mean steady-state
(from now on referred to as the steady-state curve) are also functions of volt-
age. The resulting expression for steady-state curve is a sigmoidal function
1
1 + e- (4.5)
This type of characteristic is shown in Figure 4.3.
The expression for the time constant is a skewed bell-shaped function of
the voltage -
= 00 + Joe- : (4.6)
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Figure 4.4: The tinie constant (r.) curve for the gating particle z. with
T0 = 0 and 0.3milliseconds. z = . I1 = -20rnV. = 0.3.
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An example of such a function for the time constant is shown in Figure
4.4. As referred to earlier. including an additional assumption of a linear
rate-limiting mechanism on the gating particle transition was useful. For
example. drag on the gating portion of the protein as it changes conformation
will place an upper limit on the rate constants of the gating transitions. As
the rate constants defined b the Boltzmann equation increase exponentially
with voltage. an assumption was made that at some point other intrinsic
aspects of the channel protein would prevent an arbitrarily fast transition.
For the simulations this factor was, as a first approximation. taken as a
specific constant minimum value for the time constant, ro. for each of the
current's gating particles. This is illustrated in Figure 4.4.
4.3.2 Activation and Inactivation Gating Particles
There are two types of gating particles: actiration gating particles (activa-
tion variable) and inactication gating particles (inactivation variable). The
steady state curve for an activation particle increases with depolarization:
the steady state curve for an inactivation particle decreases with depolar-
I_ .. _._ __ ·
.1. 
ization. This characteristic is determined by the sign of z - positive for
an activation particle and negative for an inactivation particle. The activa-
tion and inactivation particles therefore have opposite effects on the channel
conductance with depolarization - the activation particle opens on depolar-
ization and the inactivation particle closes on depolarization.
4.3.3 Transient and Persistent Channels
The type of gating particles in a channel determine whether it is a transient
channel or a persistent channel. A persistent channel has only activation
particles; this type of channel will stay open upon prolonged depolarization.
A transient channel, on the other hand, is only open for a limited time upon
depolarization; a typical scenario is that upon depolarization the (typically
faster) activation particles relax to their open state and thus, along with the
already open (because of the lower holding potential) inactivation particles.
the channel conducts. After some delay the slower inactivation particles
relax to their closed position at the depolarized level. and thus close the
channel.
4.3.4 Activation/De-inactivation and Inactivation/Deactivation
Recall that for a given channel to conduct, all of its gating particles must be
in the open position. regardless of whether they are classified as activation
or inactivation particles. When describing the change of the conductance
state of a channel. then, some clarification of nomenclature is useful. When
a channel goes into the conducting state because of the movement of an
activation particle into its open position (state), then the process is called
activation. When a channel goes into the conducting state because of the
movement of an inactivation particle into its open position, then the process
is called de-inactivation. When a channel goes into the non-conducting state
because of the movement of an inactivation particle into its closed position,
then the process is called inactication. And finally. when a channel goes into
the non-conducting state because of the movement of an activation particle
into its closed position. then the process is called deactivation.
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4.4 Fitting the HH Parameters to Putative Cur-
rent Kinetics
Fitting the HH model to the behavior of a given current began under the
assumption that the channel responsible for the current had only one or two
types of gating particles - either there was a single activation particle or there
was an activation particle with an inactivation particle. The number of any
given particle in a single channel was constrained to be at the most four.
but in practice the inclusion of more than four duplicate gating particles
had little effect on the overall kinetics of a channel.
The first step in formulating the expression for a given current was
to determine its activation/deactivation and/or inactivation/de-inactivation
properties. By examining voltage clamp and/or current clamp records, the
relevant questions were as follows:
1. Does the conductance in question increase on depolarization. indepen-
dent of factors such as Ca2+ entry? If so. then the conductance is
likely controlled b at least one activation particle.
2. Is the conductance transient. i.e. is the conductance removed after
activation without repolarization? If so. then the conductance is likely
mediated by at least one inactivation particle.
:3. Is there any relationship between the activation of Ca 2+ and the pres-
ence of the current in question? If so. the possibility that such a
relationship may mimic or mask voltage-dependent activation or inac-
tivation must be considered.
Once the basic type of particles that govern the channel were determined.
it remained to estimate the parameters for each particle. For each gating
particle (for each current) the free parameters included:
* 1i - the voltage at which ct and .3 are equal
* - a measure of the symmetry of the system (0 < < 1 )
* z - the effective valence of the gating particle (typically ranged from
3 to 30)
* oo - the forward rate constant when = _
2
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* 0 - the backward rate constant when V = V,
* ro - the minimum time constant of the gating particle (typically o
ranged from 0.5 milliseconds to 4.0 milliseconds)
The first step in fitting the parameters was to adjust the steady-state
activation and inactivation curves according to the available data. For some
currents there was more or less complete voltage clamp measurements of
these curves, while for others only the steady-state conductance as a function
of voltage was available (ref. Na+ currents, Chapter x). Note that in
the latter case, if the current in question is transient then the steady-state
conductance will be a measure of the product of the some power of an
activation variable and some power of an inactivation variable (the window
current). As referred to earlier, ao was taken as equal to do in the estimations
of current kinetics. with no loss of generality.
Adjusting the steady-state curve for a gating particle is straightforward.
1' is simply the voltage where the steady-state curve is equal to 0.5. as
implied in Equation 4.5 and shown in Figure 4.3. Once V'i is estimated, z
is then adjusted to set the steepness of the steady-state curve as required.
Unless good measurements on the time constant for a current were avail-
able, manipulating the remaining parameters to ield different functions of
the time constant was often a tricky procedure. The data for each current
gave different clues as to the form of this function. and for some currents
it was not possible to derive a unique function until the current was re-
evaluated in light of modified description of another current. In a few cases.
however. a particular function for a particular variable turned out to be not
critical (e.g. the y gating particle for IDR. whose time constant only had to
be greater than some value. irregarless of voltage).
4.4.1 Effect of Gating Particle Valence
Observing how the variation in the free parameters affects the steady-state
and time constant curves is instructive since this process was integral to the
development of the conductance mechanisms. Figures 4.5 and 4.6 illustrate
how the different values of change the steepness of the steady-state curve
and the sharpness of the time constant curve.
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Figure 4.(i: Effect of the valence. -. of the gatilng particle. x. on the r. curve.
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Figure 4.7: Effect of the relative position. . of the transition state within
the membrane for the gating particle. . on the r curve. = 16 and
l' 1 = -20mnl'. The time scale is arbitrary. as in Figure x. ro is set to 0.2
4.4.2 Effect of Gating Particle Symmetry
Figure 4.7 illustrates how the symmetry of the systemn. as specified by ,.
affects the curve for the time constant for ~ = 16. Extreme values of ) (i.e.
close to 1 or 0) cause the time constant to change abruptly at some voltage
so. to a first approximation. as a function of voltage the time constant
is either large or relatively small. This sort of characteristic was used to
advantage in constructing some of the current kinetics. For example. as will
be outlined in Chapter .5. the inactivation time constant for one of the N.a+
currents. I.N-rep. needed such a precipitous characteristic in order that it
reproduce repetitive Na+-only spikes.
4.4.3 Effect of the Number of Gating Particles in a Given
Channel
More than one gating particle in a single channel causes a delay in the net
effect of that particle type when the membrane voltage changes. This delay
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increases with the number of particles in the channel. Increasing the order
(the number per channel) of the particle also makes the (effective) steady-
state curve steeper and more depolarized (hyperpolarized) for activation
(inactivation) particles.
Another important effect of the number of gating particles is how the
resulting steady-state characteristic changes. Specifically. the activation or
inactivation curves measured with the voltage-clamp protocol do not indicate
the voltage-dependent steady-state characteristics of each particle. Rather.
the resulting curves reflect the behavior of the ensemble of particles a point
that is not often made clear in the literature. If a channel is assumed to
be governed by N activation particles. for example. then the steady-state
curve for a single activation particle is found by taking the Nth root of the
(overall) steady-state activation characteristic.
In the following chapters the voltage-dependent steady-state curves for
both the individual gating particles for each current will he illustrated. In
addition. the apparent steady-state curve of the appropriate ensemble of gat-
ing particles will be illustrated (depending on the number of gating particles
assigned to a given conductance), as might be measured by the voltage-
clamp protocols.
4.5 Procedure for Fitting HH Parameters
The parameters governing the kinetics of each current in the model were
determined according to the data for a given current. At one extreme.
non-ambiguous voltage clamp data that was almost complete specified most
the relevant parameters - for example the steady-state activation curves
for IQ and Il.. At the other extreme. for example for the putative Na+
currents. only meager voltage clamp data was available, augmented by ex-
tensive, though much more ambiguous, current clamp data. In these cases
the steady-state activation curve or activation and inactivation curves as
appropriate, had to be estimated and then checked with steady-state volt-
age clamp simulations. The functions for the time constants would then be
estimated. consistent with the z and l'1 parameters that had been set by
the steady-state characteristics. Simulations would then be used to check
the resulting kinetics and, if necessary, the functions would be modified (e.g.
changing 7, or c0) to yield better behavior. For all the currents specific tinme
constant data was either incomplete or non-existent. These functions were
iteratively derived by running current clamp simulations of certain proto-
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cols for which I had data to compare the model behavior with. Note that
these parameters amount to verifiable predictions of the model, assuming
that experimental protocols may be devised that record the time and voltage
dependence of different currents in isolation.
In Chapters 5, 6 and 7 the parameters for the model currents will be
presented. along with the resulting curves for the steady-state and time
constant functions.
4.6 Temperature Dependence of the Gating Ki-
netics
Temperature dependence of the kinetics described here has several elements.
all of which ultimately derive from the temperature term in the Boltzmann
distribution (eqns. 4.1 and 4.4). However, some of these relationships are
handled explicitly while others are estimated.
Consider the expression for the forward and backward rate constants. a
and 3 (ref. eqns. 4.2 and 4.3). Each expression evaluates to the maximum of
two expressions. a product of two terms and (in the current approximation)
a voltage-independent rate-limiting term. The product is formed by a base
reaction rate term that ultimately derives from a Boltzmann distribution.
although the factors in this expression are not specified. The second. voltage-
dependent term in the product is also a Boltzmann distribution. however.
as has been shown. each term in this distribution is specified. Therefore.
the temperature dependence of the base rate is undefined while this depen-
dence for the voltage-dependent term is explicit. Likewise, the temperature
dependence (if any) of the rate-limiting term is undefined.
The base rate term and the rate-limiting term the temperature depen-
dence was therefore assumed to be similar to that generally observed for
biologic reactions. where a Q10 of 3 is typical 2. This factor is used to derive
a coefficient for the rate constants as follows:
T- T
Q10-factor = Qo
where T is the temperature and To is the temperature at which O,base
is determined. Q10-factor is then multiplied with the both the base rate
2This factor is dependent on different currents, as appropriate. The Qlo for Im is set
to 5. based on Halliwell and Adams, 1982 [16]. and the Qjo for the Na+ currents was also
set to 5 in order to improve the performance of the model.
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term and the rate-limiting term as a first approximation to the effect of
temperature of these terms.
Note that the temperature dependence that derives from the voltage-
dependent term is (by definition) voltage-dependent. The effect of the tem-
perature on this term disappears when the membrane voltage is equal to
V1 for a given gating particle. and the effect on the voltage-dependent term
2
increases as the membrane voltage moves away from V . However for most
gating particles of the model this effect is smaller than the Q10-factor, due
to the small value of z.
Another temperature dependence arises from the coefficient of the expo-
nential term of the Boltzmann expression. To a first approximation this is
typically taken to be a constant (as is done in this model). However, review-
ing the significance of this term is instructive. This term is the "pacemaker"
for the reaction. as it denotes the effective state transition frequency, whereas
the exponential term (as explained before) relates the probability of reach-
ing a given state after a transition. According to Eyring Rate Theory ([19])
this pacemaker term is proportional to the temperature (derived from the
frequency of molecular vibrations = kT/h. where k and h are Boltzmann's
constant and Plank's constant. respectively).
This term contributes a linear temperature dependence of the rate con-
stants. whereas the previous temperature-related terms were exponential
functions of temperature. Considering that temperature is in degrees Kelvin.
the linear contribution will be negligible on the rate constants when tem-
perature ranges over ten degrees, e.g. between 298° K (25° (') and 308° K
(35° C). The present assumption of a constant coefficient for the exponential
terms in eq. 4.5 and eq. 4.6 is therefore justified.
4.7 Adequacy of the HH Model for Describing
the Kinetics of Putative Hippocampal Chan-
nels?
The HH model of ion channels is clearly a simple one. First. assuming that
channels can be described in terms of having discrete regions that can modu-
late channel conductance through the steric interaction of discrete, voltage-
dependent conformational states. there are likely to be more than two stable
states for any such "particle" (as opposed to just the open and closed HH
states). Such multi-state models and other interpretations of gating have
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been considered by other investigators ([9],[4],[3], [8]). For each additional
stable state there will also be an additional transition state. A different
transition state could become the rate-determining step over some range of
membrane voltage. resulting in a non-sigmoidal voltage dependence of the
rate constants over the entire voltage range. In addition, a gating particle
could possibly influence channel conductance in a more graded fashion. In
this case, different conformational states would not necessarily act as binary
enabling/disabling mechanisms.
In fact, experimental data for many currents indicate that the sim-
ple thermodynamic description of the HH model is not sufficient for the
gating mechanisms that govern those currents. For example, some cur-
rents have shown minimal or no voltage-dependence for either their acti-
vation/inactivation time constants nor their steady state values. In many
of these cases whether this reflects the true kinetic nature of the currents,
whether this is artifactual from the inherent limitations of the equipment,
or whether there is contamination from other currents that has not been
accounted for is not clear. In some cases. different measurement protocols
can shed light on these questions. In other cases. simulations can help test
speculations as to the true nature of the currents. Another explanation is
that there is a distinct linear rate-limiting mechanism that alters the func-
tion for the time constant as would be expected from the HH model. Such
a mechanism is considered in the present simulations. as will be described
later.
Another complicating factor is one that reflects actual physiological mech-
anisms. et is not explicitly described in the HH model. This factor is the
effect of the concentration of various ions in the vicinity of the membrane.
There will be an observable effect of different concentrations of the predom-
inant ions (Na+. K+, Ca2+. and C'-) on the reversal potential for these
species, as expressed in the Nernst equation. given that a given ion undergoes
large changes in its local concentration because of sequestering, saturation
of buffering mechanisms, or active transport. The model described here as-
sumes only passive transport of the charge carriers across the membrane: for
example, maintenance of the Na+ and K+ concentration gradients in light
of the flux of these ions during electrical activity is assumed to occur over a
long time scale. In addition. there are many cases where the local concen-
tration of some ion is a regulator of some active process - e.g. C'a2+ in the
activation of the actin-mvosin system and as a mediator in the conductance
of certain channels. As will be described later, such coupling is indicated
in some of the hippocampal pyramidal cell non-linear currents. the notable
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example being the Ca2+ -activated K+ current, Ic. In this case there is
evidence that the conductance underlying this current is dependent on the
concentration of Ca2+ underneath the membrane, as may be supplied by
the Ca2 + currents (e.g. Ica and Icas).
On the other hand, in support of the HH approach, there is evidence that
the HH description is valid for at least some ion channels. For example. the
movement of charge that occurs when the postulated gating particles change
state (the so-called "gating current") has been detected for some channels
([19]). The primary structure of certain channels, e.g. some Na+ channels
and acetylcholine receptors, have been sequenced, and speculations on the
tertiary structure have been made on the basis of this data. There are
indications in these sequences of segments with polar residues that traverse
the membrane in such a wav so that they maybe able to sense the membrane
voltage, i.e. properties expected of putative 'gating particles".
On a more empirical level, simulations of non-linear membrane using HH-
like descriptions for the ion channels have been successful in reproducing the
electrical activity of several electrically-active cells. In the present work, it
was remarkable how well HH models were able to reproduce the behavior of
several channels.
4.8 The Concept of an "Extension" of the HH
Model
The descriptions for the HIPPO non-linear conductances are based on ten-
sions of the HH model. This is because the HIPPO descriptions explicitly
consider the implications of the single-barrier gating model proposed by
Hodgkin and Huxley, especially with regard to the relationship between the
parameters that define this model and the resulting voltage-dependent time
constants for the gating particles. In other studies that draw on the HH
model the relation between the steady-state characteristics of the gating
particles and their temporal characteristics is purely empirical. and is not
derived from the single-barrier model.
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Chapter 5
ESTIMATING Na+
CURRENTS
5.1 Introduction
This chapter describes the derivation of the kinetics for three proposed Na+
currents in the hippocampal pyramidal cell. I shall begin with the back-
ground for this problem, and then I shall present the data that was used
to derive the model parameters. After the motivation for using three Na+
currents is discussed. the strategy I used to estimate the relevant parameters
will be presented.
The parameters for the Na+ currents will then be presented. Some of
these parameters will be compared with the analogous parameters of the
squid axon Na+ channel and the Ia of the rabbit node of Ranvier, since
these latter two currents are among the few No+ channels for which the
kinetics have been measured under voltage clamp.
5.2 Background for Evaluating Ia
One of the first applications of the model has been the estimation of the Na+
currents in hippocampal pyramidal cells. including those which underlie the
depolarizing phase of the action potential. The fast N a+ conductance nec-
essary for the spike corresponds to the classical Na+ current described by
Hodgkin and Huxley. To initiate the action potential, this current rapidly
turns on when the membrane voltage passes the firing threshold for the
cell. Almost as rapidly. the fast Na+ turns itself off as the cell depolarizes.
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contributing substantially to the repolarization of the action potential.
A quantitative description of the Na+ currents is vital because these cur-
rents are the progenitors of the action potential and therefore are some of the
basic determinants of neuronal function. Also the activation/inactivation
properties of the Na+ currents set the stage for the entrance of the numer-
ous outward currents.
There is little voltage clamp data for Na+ currents since these currents
are typically large and fast, exceeding the current sourcing ability and the
temporal response of the single-electrode clamp circuit used to make the
measurements. Since the data is not complete. it was necessary to look
to sources of data other than that from hippocampal preparations. These
included estimations of the kinetics of a fast Na+ current in rabbit node of
Ranvier ([10]) and in the bullfrog (Koch and Adams. bullfrog sympathetic
ganglion simulations. personal communication. In addition parameters used
in other neuron simulations were consulted ([48], hippocampal simulations).
In the HIPPO model. this problem has been approached several ways. in-
cluding using the descriptions just mentioned. I also tried using Isa kinetics
based on measurements from rabbit node of Ranvier. with some modifica-
tions. In particular. the time constants for the m and the h variables were
scaled by two. in addition to the appropriate temperature compensation
(qlo = 3, Adams. personal communication) 1.
Attempts to derive the original source for the kinetics used by Traub.
et al. were unsuccessful. Mv impression is that the kinetics used in this
model are simply the ones derived by Hodgkin and Huxley for squid axon.
modified slightly to yield acceptable empirical results for the simulation of
some protocols. Initially I tried such an approach.
Specifically. I have attempted to derive channel kinetics that are consis-
tent with current clamp records of Na+-only spikes (Stormln personal com-
munication). the steady-state N.a+ dependent current-voltage characteristic
([12], Storm ibid), and current clamp records of normal action potentials
obtained under various conditions. under the assumption that any channels
that conduct Na+ may be described by the HH-like kinetics described ear-
lier. and further that each channel may have one or two types of gating
particles. The task was therefore to try to fit the behavior of this class of
voltage-dependent channels to the data. I began by considering the Na+-
only spike.
'From scaling of time constants for ,Na in bullfrog myelinated nerve and bullfrog
sympathetic ganglion soma.
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In particular, it was desired to describe the fast Na+ so that the cell had
the capacity for a stable resting potential that in turn could be perturbed
enough to result in an action potential. This implied that at the resting
potential the inactivation variable (h) was turned on and that the activation
variable (m) was well turned off. In addition, the time constant for the m
variable had to he substantially less than the time constant for the h variable
throughout most of the depolarized range of the membrane potential above
rest. This insured that once threshold was reached, the m variable would
have a chance to fully activate and allow Na to enter the cell before the
h variable caught up with the depolarization and subsequently go into the
closed state, thus shutting off the conductance.
Although a useful description was found empirically. it will be important
to compare this description to actual measurements of the fast Na current
kinetics whenever they become available.
5.3 Deriving Na+ Conductance Kinetics
5.3.1 Implications of N\a+-only Spike
Current clamp records taken using hippocampal slices which had been treated
with agents that blocked all potassium and calcium currents enables one to
look at the behavior of the Na+ currents and, presumably. the leak con-
ductance in isolation. Such protocols assume that 1) all non-linear currents
other than Na+ currents are blocked. and 2) such treatment leaves the leak
conductance unchanged. Figure .. 1 shows a record of a Na+-only spike
under such conditions.
This spike gives several clues about the Na+ currents in this cell. First,
the spike threshold is quite sharp. Also the subthreshold response shows
very little activation of inward current. This behavior of the spike thresh-
old implies that the activation curve for the Na+ current underlying the
initiation is steep, with the curve centered around -.55 millivolts.
The second feature is the biphasic repolarization of the spike. The tra-
jectory of the spike repolarization under the specified conditions is due to
two factors - the inactivation of the Na+ current(s) and the linear leak of
the membrane. Initially. the spike repolarizes rapidly. Assuming that the
major portion of the spike is due to a Na+ current similar to the classical
fast Na+ current described in squid axon. this initial repolarization is con-
sistent with the rapid inactivation of the channel with depolarization. At
depolarized membrane potentials. the time constant for inactivation is on
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Figure .5.1: Na+-only Spike and Subthreshold Response - Current clamp
protocol with cesium chloride electrode. TEA. 4AP. and Mn++ added to
block the calcium and potassium currents. Resting potential is -65 my.
Stimulus current is top trace. From Storm (unpublished data).
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the order of a few milliseconds. However. approximately milliseconds after
the spike peak the repolarization slows drastically. This slow phase of the
repolarization, which commences when the membrane voltage is about -20
millivolts, lasts approximately 60 milliseconds. Since this decay is too slow
to be accounted for by the time constant of the cell. we propose that the
long tail is due to an non-linear (Na+) inward current.
We call determine whether a Na+ tail current is likely to be present
during a spike that is repolarized by outward currents. The action poten-
tial is repolarized by K+ currents, in addition to the leak conductance and
the inactivation of the Na+ currents. If any Na+ tail current has been
activated during the fast spike. then it must be canceled by a slow residual
component of the outward currents, since no long lasting depolarized tail is
observed. During a normal action potential there is therefore either a conl-
pletely activated slow component of the fast Na+ current that is canceled
by a slow K+ current(s). or there is a separate slow Na+ current that has
not had a chance to be activated during the short spike. or there is some
middle ground where a incompletely-activated inward current is canceled by
a residual outward current.
The time course of the actual spike was used as the clamp voltage in a
voltage clamp simulation using the linear cell in order to estimate the current
during a Na+-only spike. As was described ill Chapter 3. the resulting
simulated clamp current revealed the total current that must be supplied
by non-linear conductances during the spike. Incidentally. this protocol was
an example of the power of the simulation technique. since controlling an
actual microelectrode voltage clamp with such a fast time-varving signal is
not always possible.
The result of the voltage clamp simulation is shown in Figure 5.2 The
time course of the clanlp current implied that the non-linear mechanisms
underlying the spike had at least two distinct components. an early, large
component which quickly deactivated/inactivated. and a later small compo-
nent which deactivated/inactivated slowly. remaining for approxinlately 100
milliseconds.
The fast component was assumed analogous to the classical fast Na+
current of the squid axon as described by Hodgkin and Huxley.
For the repolarizing tail I considered two possible mechanisms: an abrupt
slowing of inactivation of the fast Na + current underlying the spike. or the
action of another kind of Na+ channel. For the present this first possibility
has been discounted for two reasons. First. I have not been able to derive a
function for the voltage-dependent time constant for inactivation for the fast
94
Figure .2: C'lamp current during voltage clamp simulation using time course
of Na+-only spike (Figure 5.1) as conimaiid voltage
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Na+ that was consistent with the single-barrier gating assumptions and that
had the necessary sharp increase at the appropriate voltage. Second. in light
of the present assumptions regarding the behavior of the K+ currents, it was
determined that the mechanism for the slow tail would only be significantly
activated during a long (e.g. nonl-repolarized) spike. thereby removing the
requirement of an outward current that would cancel out t ie slow tail current
after the normal spike.
In considering the possibility of a distinct tail current. the important
characteristics of this current was that it had to have a high threshold and a
slow onset, consistent with the lack of a long after-depolarization in normal
spikes. For example, if this current had a threshold of approximately -10
millivolts with a slow activation time constant, i.e. 4 milliseconds. then
during a normal spike this current will not have time to activate fully. On
the other hand. during the slower repolarization that occurs without non-
linear outward currents, this tail current will have time during the peak of
the spike to activate more. and thereby contribute to a long repolarization.
I called this current IrN_,tail. I attempted to adapt the activation data for
I.-p (discussed next) to account for the action of the so-called I'a-_tail.
but this has been unsuccessful to date. This is primarily because the low
threshold of the activation curve for I\n-p has thwarted attempts at deriving
a function for the time constant of activation that is consistent with the
single-barrier model and which in turn reproduces the Na+-only spike.
5.3.2 Implications of.\'a+-only Repetitive Firing
Repetitive firing elicited in cells ill which all currents except Na+ have been
blocked offer additional clues as to the nature of the \-a+ currents in hip-
pocampal pyramidal cells. Figure 5.3 illustrates such a record. The kev
features of these voltage traces are 1) higher threshold of spikes following
initial spike (i.e. higher threshold of the secondary spikes). 2) reduced am-
plitude of repetitive spikes. 3) reduction of spike amplitude with increasing
stimulus. 4) repetitive firing elicited only in a narrow range of membrane
voltages.
5.3.3 Implications of Tetrodotoxin Sensitive Steady State
Current-Voltage Characteristic
Figure 5.4 shows a steady-state current-voltage characteristic from hip-
pocampal pyramidal cells that demonstrates a tetrodotoxini (TTX) sensitive
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Figure .5.:3: Na+-only Repetitive Spiking - Current clamp protocol under
same conditions as Figure 3.1. Current stimuli is bottom trace. From Storm
(unpublished data).
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Figure 5.4: Inward Rectification by Na+. Curve derived from steady-state
activation of a persistent Na+ current. INap ([12]).
inward-rectification ([12]). Assuming that a sensitivity to TTX means that
Va+ currents underlie this rectification, the characteristic can be accounted
for b either the "window current" of a transient Na+ current. by a per-
sistent (non-inactivating) Na+ current (Ia.p). or by some combination of
these types of channels.
5.3.4 The Role of Window Currents
Window current is due to any overlap in the voltage-dependent steady state
curves of the activation and inactivation variables, thereby making a nor-
mallv transient current contribute a persistent component over some range
of membrane voltage. Since any overlap in the activation and inactivation
curves will be limited. rectification due to a window current alone would dis-
appear at depolarized membrane voltages. The steady-state current-voltage
characteristic would then continue the linear characteristic established prior
to the onset of rectification. The data for this cell. however. would not nec-
essarily demonstrate a depolarized removal of rectification since the steady-
state current-voltage curve was only measured to -35 millivolts.
Important aspects of this characteristic include the lack of inward recti-
fication around.the Na+-only spike threshold. which implies that the m and
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h curves for the current activated at the threshold do not overlap at that
threshold.
5.3.5 Adding Together All of the Evidence
Taked all together. the data presented so far implies several characteristics
of any TTX-sensitive (presumably Na+-carried) currents. These may be
summarized as follows:
1. Na+ mediated repetitive firing in cells depolarized from the resting
potential implies that the inactivation curve for the current underlying
the higher threshold spikes is non-zero at the depolarized level.
2. The lack of inward-rectification at the lower spike threshold contradicts
the earlier conclusion that the activation curve for the fast Na + current
is steep at the lower threshold.
3. A steep activation curve at the loower threshold taken with the non-
zero inactivation at depolarized membrane potentials would result in
an appreciable window current. This window current in turn would
contribute to inward rectification starting at the lower spike threshold
of -5) millivolts. This is inconsistent with the data.
To explain these phenomena. I suggest that there is an additional fast
Na+ channel whose threshold for firing is depolarized from that of the orig-
inal fast Na + channel. and whose activation and inactivation kinetics are
such that it might mediate Na+-only repetitive firing. In the absence of
repolarization from any non-linear outward currents. simulations indicated
that there must be a finite overlap of the activation and inactivation curves
of any HH-like Na+ channel that can mediate repetitive firing. This over-
lap will result in a finite window current, and thus a steady state inward
rectification. I was able to adjust this rectification to qualitatively repro-
duce the onset of the observed rectification discussed earlier. Because it
mediates repetitive Na+-onl spikes. I named the high threshold current
I,a-rep. Since I deduced that the original fast Na+ current had a sensi-
tive, low threshold for initiating the action potential. I called this current
INa-trig 
The steady-state Na+ mediated rectification also constrains the behavior
of the '.N'-tal. In particular. if this current contributed any window current
then such a window current could only activate above -30 millivolts. in order
to be consistent with the steady-state I characteristic.
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The implications of a sharp threshold for the Na+ -only spike. and a
small subthreshold response implies steep and/or activation characteristics
for the current underlying the initiation of the spike. On the other hand,
presumed modulation of the spike threshold by outward (K+) currents (see
Chapter 7) which in turn do not greatly effect the slope or amplitude of
the action potential implies that around threshold Na+ activation is not
instantaneous, in other words a small outward conductance would be able
to counter the sub-threshold inward rectification of the Na+ current suffi-
ciently to raise the firing threshold. Note that the faster the Na+ current
activated around threshold, the larger the outward current would have to be
to suppress the initiation of the spike. Since threshold is only about 30 mil-
livolts above EK, the small driving force for an outward K+ current means
that a large conductance is required. However, a large K+ conductance that
is enabled immediately prior to the spike would allow a large outward cur-
rent on the upstroke of the spike, due to the increasing driving force that the
IK+ ions see. An alternative explanation is that the threshold-modulating
IK+ current shuts off prior to or during the upstroke of the spike. and thus
a K+ conductance of sufficient size to transiently counteract a quickly ac-
tivating a+ current would not then serve to attenuate the spike itself. A
final alternative is that the size of the spike current is large enough that a
sub-threshold activated outward conductance would not attenuate the spike
noticeably.
5.4 Strategy for Determining Na+ Current Ki-
netics
Once it was determined that three Na+ currents might model the observed
behavior. the following strategy used to derive their kinetics:
1. Estimate the absolute Na+ conductance for the fast Na+ currents
(I,'a-trig and I,¥a-rep) by running voltage clamp simulations using
the Na+-only spike as the command voltage.
2. A reasonable set of equations governing the kinetics (backward and
forward rate constants for the activation gating particle in and inac-
tivation gating particle h) for the three putative (ja+ currents was
determined. The free parameters for each function include the free
energy changes between the stable states and the transition state. the
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location of the transition state within the membrane, and the effec-
tive valence of the gating particle. Voltage-dependent functions of the
time-constants and steady-state values of the gating particles are then
derived from the appropriate rate functions.
3. Run (current clamp) simulations of the Na+-only single and repetitive
spike protocols.
4. Compare the simulations with the data.
.5. Adjust the appropriate rate-constant functions and repeat the simu-
lations.
6. Once a good match between the current clamp simulations and the
data was reached. the steady state current-voltage characteristic of
the cell with all three Na+ currents activated was derived to measure
the inward-rectification generated by the estimated currents.
7. This characteristic was compared with that of one from the model
with the derived a+ currents replaced by the reported persistent
.\a+ current.
8. If needed. return to step . in order to obtain a good fit to all the
available data.
This process event ually converged to ield a model description that was
in good qualitative agreement with the data pertaining to Na+-only behav-
ior. The derived Na+ currents were then tested by running simulations in
which various K+ currents were added, once they were derived. This led to
a modification of some of the parameters of the Na+ currents. while preserv-
ing the Na+-only behavior, which provided a rigorous set of constraints on
the parameter adjustment. The entire process was and is one of adding one
piece of information at a time to the model. and then running simulations
to find out how the new data affects the model's behavior.
5.5 Results
5.5.1 Simulation of a +-Mediated Inward-Rectification and
Spikes
Figure ..5 compares the steady-state current-voltage characteristic of the
model with 1) the reported I.ap. and 2) the IxA-tri~. 'a-il. .Vu-rep cur-
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Figure 5.5: Current-voltage characteristics of model showing inward-
rectification mediated by I.ap and by lV-tri. lv ,-t,,il. and [.t-rep- cur-
rents.
rents. The model currents cause an onset of inward rectification that is in
qualitative agreement with the published data. However. since this steady-
state inward current is mainly due to the transient I,,-,re window current.
thile rectification only occurs over a limited range of nenmbrane voltages. This
is not necessarily inconsistent with the characteristic of I.xp because of the
limited range over which this current was measured. as explained earlier.
Possibly the so-called persistent Na+ current is actually a transient current
which would demonstrate removal of inward-rectification at more depolar-
ized membrane potentials. Given more data. the derived characteristics of
the so-called I.a-rep might be adjusted to better match the steady-state
current-voltage relationship of the model.
Figure 5.6 illustrates a simulation of the .\'+-only single spike. The
model's behavior is in good agreement with the data. in particular in regards
to the sharp threshold of the spike. the time course of the dopolarizing phase.
the initial fast repolarization. and the slower late repolarizatioll. Also in the
figure are the three model Na+ currents that underlie the .'a+-only spike.
In this figure the initial activation of .v\,,-tr,,. the subsequent recruitment
of the higher threshold l-rep. and the slow tinme course of 1..-tal after
the first two currents have inactivated can be seen.
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Figure 5.6: C'urrent clamp simulation of .\'Vr+-only single spike. Spike stim-
ulus - 0.7S nA. Top - Simulation of spike compared with record taken from
data. Bottom - I.\,-trig. I.'q-tll,. .'.-rqp currents during spike.
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Figure .5.7 illustrates a simulation of Na+-only repetitive firing under
different constant current inputs. At the bottom of the figure are the Na+
currents underlying the marked spike train. After the first spike. the initia-
tion of later spikes is mediated completely by I,.-..p.
5.6 Parameters of the Three Putative Na+ Con-
ductances
The parameters for the three proposed hippocampal Na+ currents will now
be presented in detail. Some of these parameters will then be compared
with the analogous parameters of the squid axon Na+ channel and the INa
of the rabbit node of Ranvier.
All parameters were set assuming a temperature of 240C. It was neces-
sary to use a high value for the qlo (= 5) for these currents since simulations
of action potential repolarization at the higher temperature used for inter-
preting most of the Ki+ current data (32°C) indicated that significantly
faster activation/inactivation was required. Figure .5.8 shows the resulting
effect of different temperatures on the Na+-only spike. The striking effect of
temperature in these simulations suggest that measuring the temperature
dependence of Na+-only spikes in HPC may provide a good test for the
model description of the Na+ currents.
5.7 Parameters of Ia-trig
I.,a-trig is based on the classical Ia of the squid axon. Important differ-
ences were required, however, so that a,,-trig would have a sharp threshold
with very little subthreshold activation. Also. it was necessary to adjust
some parameters to obtain the desired characteristics during normal repet-
itive firing.
5.7.1 Results
First. the valence of both the nm and h particles is large (zm = 20. z, = 30).
which makes them steep functions of voltage. Likewise. the irn and h>
curves for I-_trig do not overlap as they do in the squid axon INa (ref.
Figure .5.15).
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Figure 5.8: Current clamp simulations of Na+-onlv single spike at different
temperatures. qlo for the three Na+ current kinetics is set to 5. q10 for the
absolute conductances is set to 1.. . With increasing temperature the spike
threshold drops. the depolarizing slope is steeper. and the repolarization(due to inactivation/deactivation) is faster.
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The position on the voltage axis, as determined by i,m.S'a-trig and
I.h.Na-trig were set to make the firing threshold equal to about -55 milli-
volts. This threshold was made slightly higher than indicated by the data
ill order to allow subthresliold activation of I1 (ref. Chapter 7).
Setting the order of the inactivation particle and the the h..Va-trig
magnitudes involved compromising between formulations that met a) the
observed width (about 1.7 milliseconds at 0 millivolts) and b) the observed
height (about 15 millivolts) of Na+-only spike. The formula I have used
includes two h particles and setting rTh.Vatig = 2.0 milliseconds so that the
current would not inactivate too quickly at the top of the spike. When a sin-
gle h particle was used it was necessary to adjust r9.N_-trig = 1.5 milliseconds
to maintain the width of the spike; however, this formula made the peak am-
plitude too high.
The curve for rm,..-t,ig was symmetrical (nim,.a-trig = 0.5). but when
normal repetitive firing was simulated using the K+ currents. it was nec-
essarv to make the curve for rh.Na-trig skewed to the right (depolarized)
('h.\-tri3 = 0.2) so that removal of inactivation was fast enough near rest
to allow for rapid firing.
The value for gdfnis..\-trig (= 40mS/cm 2 ) was set in order to obtain an
initial slope of the action potential of approximately 130 volts per second
(measured from threshold to 0 millivolts). This value was dependent on
gdrls.a-r,p as well . since l.va-rp is activated within a few tenths of a
millisecond after the beginning of the spike and therefore .,,a-rep contributes
substantially to the upstroke of the action potential (see Figure 5.6).
The equation for IN,,-tig is -
I'a-trig = .Na-trig n2Na-trig h2 q-trig ( - Exa+ )
where
g.Va-trig = 0.531IS
gdens.A'a-trig = 40.0 IIS/III
Table 5.1 lists the parameters for the ,tri gating variables. These
are the rate functions for the activation variable. ni. of I.a-trig -
0 m.N.,-trig = 0.3exp((l + 4 7 )0 ' 20' F )RT
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Gating ariable | z ^r I ao I (M 0(m s) 
ni (activation) 20 0.5 0.3 -47.0 0.5
h (inactivation) -30 0.2 0.003 -54.0 2.0
Table 5.1: Parameters of GI',-t,;y Cating Variables
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Figure 5.9: Steady-state curves
and effective curves as would be
(mtx and bh.) for .n~'-trig and h.a-trig
measured by voltage-clamp experiments.
i,,..-tri 0.3exp((-47- )0.5. 20 F)
These are the rate filnctions for the iiiactivation variable. h. of I.a-trig
(h..Xa-trig = 0.01 exp((' + 6 1)0.7 · -30 F)
RT
3 h.Na-trig =0.01 exp( -' - ) 3 -:30. F
Figures 5.9 and 5.10 show the voltage (lependence on the steady-state
values and the time constants for the n*X.\,_5.r, and ha-trig variables.
5.8 Parameters of Ix 1e
The kinetics of Ix'-,, p. like Iv,,-ti. is similar to the squid axon x'a kinet-
ics. In order that NVa-,~p be able to generate repetitive Na - ornly spikes,
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Figure 5.10: Time constant curves (r, and rh) for mNa.-trig and hNar-trig.
however. it was necessary to adjust the parameters for this conductance very
carefully. Experimentation revealed that a key requirement for getting high
threshold Na - only repetitive spikes was that the m and h curves for
l.va-rep overlap. In addition. the curve for ho had to be very steep and the
curve for rh had to be sharp on the hyperpolarized side. These characteris-
tics were needed so that during the repolarization after a spike. removal of
inactivation would occur while mN,-rp was large enough to allow enough
current for another spike. On the other hand. h could not be so fast that
there was Na - only repetitive firing without tonic stimulation.
5.8.1 Results
Experimentation with the order of m and h resulted in the assignment of
two m and three h particles to the I.a-rep conductance. The high order of h
accentuated the steepness of the h, curve so that when the cell repolarized
slowly (with a tonic current stimulus) the removal of inactivation would
occur abruptly enough to allow repetitive firing. A single m particle did
not provide enough positive feedback on the initiation of secondary spikes
to get the observed magnitudes (e.g. between -20 and 5 millivolts). Three
m particles did not allow the channel to retain sufficient activation after the
initial spike to initiate subsequent spikes.
The value for 9de,,n..'-rep had various effects. In particular. the value
for 9dens.Na-rep modulated the role of .'a-trig during the initial slope of the
action potential. As introduced previously. both the value of 9den,.Na-rep
and gdens,Na-trig determined this slope.
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A second consequence of gdens ,a-rfp was that it had to be large enough
to support regenerative firing when INu-trig was inactivated because of the
depolarized membrane. On the other hand, -dens. a-rep could not be too
large since this would give a significant depolarizing huinp after the initial
spike when the tonic stimulus is too small for repetitive firing - such a hunmp
is not observed experimentally (Figure 5.3).
On a more subtle level. the relationship between stimulus magnitude and
the second spike during Na+-oly repetitive firing is such that initially (from
below threshold to just above threshold for the tonic stimulus) the greater
the stimulus the sooner the second spike. However, past a certain point the
greater the stimulus the later the second spike occurs. until the stimulus is
too large to promote Na+-onlv repetitive firing. During my simulations I
found that this behavior was dependent on gdens.NV-rep - if gdens..Va-rep was
too large. then there was no range of stimulus strengths in which a larger
stimulus caused the second spike to occur earlier.
In practice the most critical test of 9dens.AVa-rep was the latter relation
between dns.X-rep and the timing of the second spike during Na+-only
repetitive firing. Once the desired relationship was achieved the other char-
acteristics were matched primarily by the adjustment of other relevant pa-
rameters.
The overlap for the m, and bh curves resulted in the steady state Na+
mediated inward rectification discussed earlier.
In summary. the parameters for kI,,-re, were among the most sensitive
of t he model. and a substantial amount of effort was needed to derive them.
The equation for IVa-rep is -
a-rep =- a9.V-rp 'a-rp .'a-repP -r E a ,+)-
where
9Ya-rep =0.50 1iS
gdens.NS-rep = :-5.0 nlS/Cnl 2
Table 5.2 lists the parameters for the I',,_rep gating variables. These
are the rate functions for the activation variable. in. of lx'a-rp -
o,,._Aa-rep = 0.67exp((1 + l)0 '6F)
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Gating Variable z y 7 {
m (activation) 6 0.5
h (inactivation) -30 0.17
ao
0.67
0.0023
V (V) I
-34.0
-42.5
Table 5.2: Parameters of I a-rep Gating Variables
Figure 5.11: Steady-state curves (mx and h) for mNa-rep and ha-rep
and effective curves as would be measured by voltage-clamp experiments.
.
3m.N.,-rep = 0.67 exp ( - 34 - ')0.5. 6 F)
These are the rate functions for the inactivation variable. h. of I.X-rep -
Oh,Na-rep = 0.0023exp (( + 42.50.83 -30 F)
3h.Na-rep = 0023exp(( -42.5- )0.17 - 30 F)
Figures 5.11 and .5.12 show the voltage dependence on the steady-state
values and the time constants for the mNa-rep and hNa-rep variables.
5.9 Parameters of Ivail
The key features that I defined for the proposed IN.-tjit include signifi-
cant activation only when there are prolonged spikes, e.g. when there is no
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Figure 5.12: Time constant curves (rm and rh) for mx-rep and hNv,,rep.
repolarization due to non-linear outward currents. Also. this current was de-
rived to be a transient current. with no contribution to steady state inward
rectification.
5.9.1 Results
The steady state curve for i was adjusted so that activation commenced
only for very depolarized levels (Figure 5.13.). On the other hand. the time
constant for in was derived so that once in was open it was slow to relax to
the closed state as the membrane repolarized (Figure .5.14.)
Determining the parameters for tm.Na-tsil and 9 dns.Na-tqil was done to-
get her. since both of these factors determined the slow repolarization inward
current.
The curves for h were not so critical - the main requirement was that
at rest h was fully open so that I.- tqil could be turned on with the spike.
However. hx had to be 0 at levels depolarized from rest so that there would
be no window current component from .a-taii. The curve for lh.Na-tail was
set so that on one hand h did not change much during spiking. leaving the
n variable in control of this current. and. on the other hand. fast enough so
that I.a-tail would not have an apparent persistent characteristic because
of a sluggish inactivation.
There was no need for the delayed state transition characteristics of more
than one in or h particle for lxq',t,,;t: therefore the order of each was set to
one.
Given that in general the requirements for Il.tilx were not as rigid
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.150.0
A0.0
,-W.o -_0.0 C: - n' ° V,-. ° cmV_/ \ 
Gating Variable z | ao V1 (mV) I r(ms)
m (activation) 8 0.95 0.025 -5.0 5.0
h (inactivation) -6 0.2 0.0017 -47.0 3.0
Table 5.3: Parameters of I,Natail Gating Variables
as other currents. i.e. INa-rep, the derived parameters were not the only
set that would demonstrate the desired behavior. For example. h could
be faster, as long as either r, was likewise decreased and/or N'a-tai was
increased to compensate for the resulting increase in inactivation of INa-tail
during the spike.
The equation for IVa-tail is -
I'a-tNil = g:vatailmla-taithra-tail( ' - ENa+)
where
9Na-tail = 0.013 pS
gdens,Na-tail = 1.0mS/cm2
Table 5..3 lists the parameters for the IN,-til gating variables. These
are the rate functions for the activation variable, rm. of INa-tail -
)0. RT
3m.,a-taii = 0.02exp( (-5 - V)005RT ·8 F)
3m.'-tail = 0.2exp RT F)
These are the rate functions for the inactivation variable, h. of INa-tuil
oh.X\a-tail = 0.0017exp(1' + 47)0.- -6 F)
.h.\ a-tal = 0.0017exp (-47 - 1)0.2 --6 -F)
Figures 5.13 and 5.14 show the voltage dependence on the steady-state
values and the time constants for the mn -tail and h-a-tail variables.
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5.10 Comparison of I va-tri and
With Those of Squid Axon
Node of Ranvier Ixa
Comparing the characteristics of the squid axon I.,, kinetics with that of
I.a-trig and [.-r,ep is interesting. Figures 5.15 and .5.16 illustrate the m
and h steady-state and time constant curves for these three currents. The
salient differences include the substantial overlap (giving a large window
current) in the squid n,. and h,. curves and the much lower valence of the
respective squid Is, ating particles implied by these curves. as compared
to the HIPPO curves.
5.11 Discussion of Functional Roles of the Pro-
posed \'Na+ Currents
Once we have constructed the three niodel currents that successfully repro-
duce the data. it is important to ask what roles these currents might play
in the pyramidal cell. (Consider l.'-tr,i,. The characteristics of this current
allow for a sharp firing threshold fromn resting potential. The advantage of
this is that the neuron is more tuned to a specific input firing level: there
is a higher noise margin in regards to the firing efficacy of a given pattern
of synaptic input. In addition. the lack of a window current for INa,-trig
means that at rest or at subthreshold tiemiibrane potentials there will be
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Figure 5.16: Time constant curves (rm and rh) for squid axon Ivq and the
hippocampal Ia-trig and INa-rep-
little "wasted" Na+ current. This is metabolically favorable as the cell does
not have to remove the buildup of Na+ resulting from such a background
current. Likewise, any constant inward current at rest would have to be
balanced by an outward (presumably K+) current in order to maintain the
resting potential. Again, this loss adds to the energy requirements of the
cell at rest'".
Given these characteristics of I.a-tr7ig, a regenerative. higher threshold
.Va+ current is necessary in order to mediate the higher threshold spikes
that are observed under various conditions. including bursting on top of a
(presumably) C'a2+ depolarizing hump. and repetitive .\+-only firing.
%What could be the advantage of this second a+ current? Such a higher
threshold Na+ current on top of a sharp, lower threshold a+ current
could relax the requirements of the repolarization nlechanisnl during a train
of spikes in response to some tonic depolarization. An Iav,-rep-type cur-
rent could mediate later action potentials without the requirement that the
cell repolarize to below the threshold of an I.vat,,-tpe current - all that
is needed is that the cell repolarize to somewhere below the threshold of
I,-rfP-. Simulation of repetitive firing (Figure .5.17) shows how .',a-r~p
could furnish the major portion of depolarizing current for spikes after the
first spike of a train.
Allowing the cell to fire again from a higher threshold reduces the amount
of outward current needed to sustain multiple spikes. which in turn impose
less of burden on the cell's machinery for maintaining the Ki+ concentration
gradient . In addition. the overlap of the activation and inactivation curves of
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Figure 5.1 7: Current clamp simulation of normal repetitive firing in responseto 1.0 nA tonic stimulus. Note the fast after-hvperpolarization (fAHP) after
first spike, mediated by Ic (Storm. ibid) (Chapter 7). Slowing of firing is due
to activation of .4HP (Chapter 7). In lower part of figure are the I.--trig.
[.V,-tail .\'-rep currents during the train.
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Ia_-rep results in an ill-defined threshold for repetitive firing, allowing for a
greater flexibility in modulating the frequency of firing by other mechanisms,
e.g. distinct actions of the various K+ currents.
On the other hand. when this current is blocked. there is a degenerate
respoinse to large tonic stimuli. as will be demonstrated in Chapter 9 (ref.
Figure 9.9). As will be discussed later. whether this dependence of repetitive
firing on I,_r,,p is physiological or pathological is not obvious.
What about the proposed I'-tai? As constructed, this current con-
tributes to a small after-depolarization during a normal spike that must be
countered by an outward current. In our simulations. this is accomplished by
IDR. For now the function this slowly-inactivating Na+ current might have
is not clear. Perhaps this current may be inhibited in certain circumstances,
allowing it to play a role in mediating repetitive firing. Such speculation
awaits further evidence of such a Ia-tail in actual cells. An important
related question is whether or not the la-tail (if it exists) is either physi-
ologically modulated by factors that do not affect the other currents, or is
its role in shaping the response of the cell a constant one?
In C'hapter 9 the effect of I.N-tail on repetitive firing will be compared
wit hi that of other currents.
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Chapter 6
ESTIMATING Ca+ +
CURRENTS AND
ACCUMULATION OF
IN THE CELL
Ca2 +
6.1 Introduction
This chapter describes the two calcium (Ca'+) currents that have been de-
scribed for the HPC'. Ic' and Ic.,s. and possible mnechanisnis that establish
the concentration of free Ca 2+ in various regions underneath the cell mem-
brane.
For the current version of the model the goals set for the characteri-
zation of the Ca2+ phenomena were quantitatively relatively modest and
based partly on heuristics. In summnar, the desired behavior of the system
included:
* Generation of Ca 2+-only spikes that were qualitatively similar to ac-
tual Ca2+-onlv spikes.
* Voltage and time-dependent changes in [Ca2+] underneath the mem-
brane -[Ca 2+]sh,el.1 and [Ca 2 +] shl.2 so as to mediate two K+ currents
( Ic and IAHP)-
· Response to voltage clamp protocols in qualitative agreement with the
available 'data.
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The effect of the change in [Ca2+]shell.1 on Ec, was also considered,
assuming that Ec,, is determined by the concentration gradient across the
membrane in the vicinity of the ICa channels.
6.2 Calcium Current - Ia
Many workers have reported Ca2+ currents in HPC ([6]. [13], [15]. [18], [28],
[33], [38], [40]. [41]. [53], [55]). The fast Ca 2 + current in the model, Ia,
which underlies Ca 2+-only spikes has kinetics similar to that of INa-trig,
except that the curves for the gating variables are less steep and the time
constants are about one order of magnitude slower. These kinetics were
originally based on those used by Traub and Llinas [49], [48] in their hip-
pocampal and motorneuron models.
In deriving the kinetics of Ica I attempted to reproduce current clamp
records from cells in which both Na+ currents and IDR were blocked with
TTX and TEA, respectively ([41]). In these cells slow Ca 2+-mediated
"spikes" were elicited by long depolarizing current steps. Spike threshold
was dependent on the holding potential prior to the current stimulus. Para-
doxically. the higher the holding potential the lower the threshold. At the
extreme a holding potential of -70 millivolts resulted in elimination of a
regenerative response after the stimulus (though some inward current was
activated during the stimulus). On the other hand. a holding potential of
-40 millivolts resulted in a firing threshold for the C'a2+ spike of about -30
millivolts. This behavior is contrary to what might be expected from a cur-
rent with activation/inactivation properties similar to a fast Na+ current. in
which case a lower holding potential would cause the inactivation to be more
completely removed, thereby lowering the firing threshold. Segal and Barker
proposed that the observed behavior of the C'a+ spike was due to the action
of the transient K+ current IA (Chapter 7.); when the cell was held at the
lower potential, the inactivation of IA was removed so that the subsequent
depolarization allowed the activation IA to counter the activation of Ic',.
Holding the cell at the higher potential inactivated IA. thereby allowing the
later depolarizing current pulse to elicit the C'a2+ spike. The formulation
for the kinetics of Ic, was therefore tied somewhat to the description of IA
in the model.
Another action of IC, that I attempted to reproduce was its apparent
role in the slow depolarizing hump that is observed in some cells which
exhibit burst firing ([48]), as I mentioned in the previous chapter in the dis-
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cussion of Iv,,-rep,p function during repetitive and burst firing. At this point
the model does not exhibit such behavior. In fact, such a hump between -60
and -40 millivolts is inconsistent with the apparent ICa (slow) activation at
approximately -40 millivolts. The supposed C'a2+-mediated hump is possi-
bly due to Ic.a channels in the dendrites. rather than somatic lc. In the
dendrite current input local or distal to the site of the Ic, channels could
activate the channels without raising the soma voltage beyond 10 millivolts
or so above rest. Once activated, the dendritic Ca2+ conductances could
supply enough long-lasting inward current to cause the somatic hump in
question. In future studies with HIPPO, such conductances will be placed
on the dendrites to test this hypothesis (ref. Chapter 11).
Another requirement for the kinetics of ICa was that this current not be
significantly activated during the normal action potential. This is based on
the assumption that the effect of Ca2+ blockers on the shape of the action
potential is due mainly to the subsequent inhibition of Ic and IAHp. This
was accomplished by including two activation particles. s. in order to force
a delay in activation with depolarization. and likewise adjusting the curves
for s, and so that during the regular spike s would change little. while
during the sustained depolarization required to elicit the C'a2+ spike s would
have enough time to move to the open position.
In addition. it was necessary to set the order of to three so that sub-
threshold activation of s during regular spikes did not allow significant (in
terms of membrane depolarization) Ic,.
An important characteristic of Ca2+ spikes is the abruptly-biphasic repo-
larization (see [41]). The initial decay after the peak of the spike is relatively
slow. presumably due to residual IC,. until the membrane potential reaches
about -10 millivolts. The membrane then rapidly repolarizes to the resting
(or holding) potential. as if Ic'a was suddenly turned off.
Since this knee occurs well depolarized from the spike threshold (between
-40 and -30 millivolts), it cannot be due to complete de-activation of the
activation gating particle (s) that underlies the threshold.
Also, I was not able to adjust either the number of nor the kinetics of
the inactivation particle (') so that a delayed et abrupt inactivation could
account for the knee. However. by adjusting the steepness of the .s, curve so
that the effective steady state activation (in the hyperpolarizing direction)
began to drop off around -5 millivolts. the start of de-activation as the
Ca2+-only spike repolarized to this level contributed a moderate knee in the
simulated spike. With the present version of I(.'. simulated Ca2+ spikes
(Figure 6.1 have an analogous repolarization knee, but this is not as steep
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Gating Variable z y ao V (mV) 'o0(ms)
s (activation) 4 0..5 0.10 -24.0 2.0
w? (inactivation) -12 0.2 0.001 -35.0 5.0
Table 6.1: Parameters of Ic'a Gating Variables
and does not occur quite as depolarized from the spike threshold as some of
the reported Ca 2+-only spikes.
In these simulations inactivation of the w variables contribute to the
repolarization knee. Future versions of the Ica description may include
either more than one inactivation or activation gating variables, or may use
a gating variable with a more complicated state domain (e.g. more than two
stable states). Also to be considered is the possibility that in these reports
un-blocked outward currents also are involved, particularly because different
data suggest that the repolarizing phase of Ca2+-only spikes is (quite long
and without the described knee (Storm, personal communication).
With present description of Icalc and Ca2+ accumulation underneath
the membrane the amount of Ca2+ that flows across the membrane during
regular action potentials changes Eca by at most 20 millivolts (see Fig-
ure 6.8. The Ca 2+ influx during the pure Ca2+ spike. however. is enough
to change Ec, so that at the peak of the spike EC' drops to about 10 mil-
livolts (ref. Figure 6.8). The reduction of Ec'a during Ca2+-only spikes is
a contributor to the reduction of Ic . and in fact is the limiting factor as
to the magnitude of the Ca2+-only spike. These results suggest that mea-
surement of Eca 1 during Ca 2+-only spikes can help validate the description
of C'a2+ -accumulation underneath the membrane described here or suggest
alternative descriptions.
The equation for ICa is -
ICa = 9cascaWca(V - Eca)
where
gCa = .64 S
'For example by using hybrid clamp protocol in which the reversal potential for the
spike current is measured at different points of a Ca2 + -only spike by switching from current
clamp to voltage clamp.
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and effective
Table 6.1 lists the parameters for the Ic, gating variables. These are
the rate functions for the activation variable, s, of Ic -
' .exp( +24)0.5.4 F)
J.C = O.exp ( (-24 - )0.5 -4- FRT 
These are the rate functions for the inactivation variable. wV. of Ica -
((- + 35)0.2. -12. F
.. c~' = 0.001 exp((- - ') -12 F)
Figure 6.2 and Figure 6.3 show the voltage dependence on the steady-
stale values and the time constants for the rc.4 and ycA variables.
6.3 Slow Calcium Current - Ic,s
Ic.,S is a slow. non-inactivating current (e.g. [281). While it has been re-
ported that this current is a true C'a2+ current. careful examination of the
data for Ic,, suggests that the reversal potential for this current is around
0 nmillivolts. implying that I'(,s is a mnixed carrier current.
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(;ating Variable ] z c' o | Il (mV) r t0(lS)
r x (activation) 2 O.5 4.0 -30.0 | 0.1
Table 6.2: Parameters of cs Gating Variables
The small conductance of this current (0.08 pS). combined with the slow
onset of its activation variable x (r is reported to range from 50 to 100 mil-
liseconds) suggest that 'IC,,s has only a small functional role during repetitive
firing. At this stage of the model. such a role has not been demonstrated.
The equation for Ic,s is -
Ic'?s = 9 sX(s',S(l' - Ec',.qs)
where
Ec,,s = Omillivolts
¢'.~s = O.08 ,S
Table 6.2 lists the parameters for the lcr',s gating variables.
These are the rate functiois for the activation variable. .r. of !('s -
n,.cs= 4.Oexp((' +30)0.5RT 5F)
3x.cas= 4.0exp (-: 0 - )0. 2 -F)
ira.S= .OeptRT)
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Figure 6.4 show the voltage dependence on the steady-state value for
the xc.s variable.
6.4 Mechanisms Regulating [Ca2+]shelI.l and [Ca2+]shel.2
To recapitulate. there were three reasons to consider the accumulation of
C'a2+ underneath the membrane as a result of the influx of Ca2+ currents:
1. Activation of IAHP is presumed to be dependent on the influx of Ic,.
2. Activation of Ic is presumed to be dependent on the influx of Ic.,
3. The very low resting value of [Ca2 +]i, (typically assumed to be about
50OnM) and the low resting value of [Ca2 +]ut (on the order of a few
mMI) implies that the influx of Ca2+ from IC, can significantly change
the ratio of the extra-cellular and intra-cellular [CaL+] , changing Ec,
resulting in negative feedback via reduction of the driving force for the
Ca2+ currents.
For the activation of 14HP and Ic , the observed Ca2+ dependence is
assumed to involve some mechanism between free intracellular Ca 2+ and
the individual channels 2 The simple relationship that is used in the present
model assumes that activation of both IAHP and I is (partially) depen-
dent on C'a2+ -binding gating particles in these two types of channels. The
2 Many versions of this mechanism have been proposed ([19]). In this study a fairly
simple mechanism is employed.
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binding of Ca2+ to the gating particles is reversible and the behavior of the
particles obey first order kinetics (Chapter 7).
The time course of I and IAHP set some constraints on the kinetics of
Ca2 + accumulation underneath the soma membrane. As shall be discussed
in detail in Chapter 7, C'a2 +-mediated activation and inactivation of Ic must
be sudden and complete. in accordance with the sudden onset of Ic: and the
apparent removal of Ic prior to subsequent spikes in a spike train. Given
the sigmoidal relationship between the Ca2+ -dependent gating particles
and the log of the concentration of Ca2+ (ref. Chapter 7, Figure X). this
means that the [Ca2+] that mediates Ic must rise and then fall quickly
with every spike. On the other hand, Ca 2+-mediated activation of IAHP
is gradual. getting stronger with each spike in a train, and then gradually
decaying over one second or longer.
In order to accommodate these two patterns of Ca 2+-mediated behavior.
a two-region shell, single core model was developed. In this model both Ica
and Ic, channels communicate with a distinct part of a shell underneath
the soma surface. shll.1. IAHP channels, on the other hand, communicate
directly with the remainder of the soma shell, shell.2. Ca2+ flows between
the two shell regions and between each shell region and the soma core by
simple diffusion.
The physical relationship between the different soma shell regions, the
relevant channels, and the soma core is illustrated in Figure 6.5. Figure 6.6
shows a view of the soma membrane surface illustrating the proposed seg-
regation of Ca2+ channels and Ic and IAP channels. Figure 6.7 shows the
compartmental model based on this arrangement which is used to determine
the concentration of C('a+ in the shell regions.
The model therefore includes a shell of thickness dshell on the intracellular
face of the membrane. A portion of this shell is assigned to shell.1 and the
remainder is assigned to shell.2. The concentration of free Ca2+ in shell.1,
[Ca2+]ohel.1, is a function of the two Ca2+ currents, Ica and ICaS and
movement of C'a2+ between shell.1 and shell.2 and between shell.1 and the
core. Likewise, the concentration of free Ca2 + in she11.2 is determined by
the flow of Ca2+ between shell.1 and shell.2 and between shell.2 and the
core. The concentration of Ca2+ in the core is assumed to be a constant
since the volume of the core is much larger than the volume of the two shells.
The movement of C'a2+ between the three compartments can be de-
scribed as follows. Let Xl. X2 . and X3 equal the amount of C'a2+ (nanomoles)
in shell.1 (compartment 1), shell.2 (compartment 2). and the core (compart-
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Figure 6i..: Diagram of localization of Icl. I(qs. I. and 1.4HP channels in
distinct regions of the soma membrane. as postulated by the model. This
scheme assumes that the Ic . Ics. and Ic channels are all in close proxim-
ity (i.e. shEll.). such that the immediate change in [Ca2+ ] in the vicinity
of the C('a2+ current channels when these channels conduct is sensed by the
It. channels. Likewise. the 4 HP channels are assumed to reside in a rela-
tivelv distant area of the sonia inembranie. such that the rise in local [Ca2+]
around these channels is delayed from the onset of the C'a2+ currents.
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Figure 6.6: Proposed segregation of c,. I.. I. and 4HP channels as
seen looking onto the surface of the soma. The effective area for diffusion
between the two shell regions. A1 2. is determined by the total length of the
dotted line in the figure as well as the depth dW1, of the shell. In the
model A12 was lumped with D1 2 to yield an effective diffusion constant for
the entire flow between the regions (see text). The empirical adjustment of
this metric to give the desired kinetics is then equivalent to adjusting this
length (i.e. the amount of communicating surface area). Also. the dotted
line does not represent a distinct physical arrier but rather a boundary for
approximating the continuous diffusion case with compartments.
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Figure 6.7: 3-compartment model of ('a2+ influx and accumulation, based
on structure suggested in Figures 6.5 and (.6. Parameters of this model are
given in the text.
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ment 3). respectively. In the same manner let i. i,, and V3 be the volumes
(ml) and C1, C2. and C3 be the concentrations of Ca2+ (mM) in the three
compartments. Let J12, J13 and .J23 be the flux of Ca2+ (nanomoles per
second per square cm) between hll.1 and .shell.2. shell.l and the core,
and shell.2 and the core, respectively. and let Dij be the diffusion constant
(cm per second ) for the flux Jij. The area for Ca2+ diffusion between any
two compartments i and j is given by Aij (square cm).
The change in the amount of Ca 2+ in each of the compartments is as
follows:
X1 = -J 12 A 1 2 - J13 A13 IC + CsO2 x 103F
X2 = J1 2A1 2 - J2 3 A 23
3 = J 13 A13 + J2 3 A2 3
where F is Faraday's constant and the currents are in nano-amps. The
two Ca2+ currents contribute only to the change in the amount of Ca 2 + in
shell.l. There is a factor of 2 in the C'a2+ current term since each Ca2+ ion
carries two charges. and there is a minus sign preceding this term. since the
inward currents are defined as negative.
The flux of Ca2 + from compartment i to compartment j is given by
Fick's law, as follows:
Jij = Dij(Ci - Cj )
Since the concentration in compartment i, C'i, is given by Xi/ll, then.
incorporating Fick's law. the time derivative of the concentration of each
compartment is as follows:
= (-A12D2(Cl - C2) - A13D3(C1 C3) IC + IC
- ~ 2, *l313~12 x 103F
-= (Al2Dl2((1- 2)- A2 D2 3(C-2 C3))
=-3
V3
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-= -3) + A23D23(C -3))
The volume of the shell is determined by ds,h,1 and the surface area of
the soma. shell.1 is set to cover 0.1V% of the soma surface. with shell.2
comprising the remainder of the surface. If A equals the surface area of the
soma (square cm). the areas for Ca2+ flow between each shell region and
the core are given by:
A13 = 0.001A
A23 = 0.999A
The volume of each shell region is given by:
IV = A13dshell
2 A23dshel
The volume of the core is set equal to the soma volume. since dhel is
much smaller than the soma radius.
D13 and D23 are equal. since each shell region is assumed has the same
proximity to the core. Let
D13 = D23 = Dsh-cr
D12 can be considered as equal to the previous two diffusion constants
without any loss of generality since the value for A12 may be adjusted to
allow the shells to equilibrate much faster with each other than with the
(low concentration) of the core. This area is the effective diffusion area for
Ca2+ between the (intertwined) regions of the shell. For convenience, let us
define
Dsh-sh = A12D12
The previous expressions can now be used to give the following equations
for C,1 C2. and C3 :
-s h(C - C2 ) - D-cr((C' -3) + 0.001A x 2 x 1ds h ell O.001A 0.001A x 2 X 103 F
d= h [0h.sh (C l - C2) - Dh-,(C 2 - (3)
Ds -cr [A13(C, - C2 ) + A23(C2 - C3)]=t;
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Now we assume that
V3 V3 >> 1 second
ADsh-cr
soSO
and C3 is set to a constant 50 nM. At each time step [C'a2+]shell.1 and
[Ca2 +]shel.2 are calculated by integrating the above differential equations.
The relevant parameters were adjusted so that, given the previously
estimated kinetics for Ic, during single and repetitive firing the concentra-
tions of Ca2+ in the two sub-membrane compartments had the time courses
and relative magnitudes discussed earlier in this section. An additional con-
straint was that [Ca 2+]s heu.1 could not change so much during either normal
action potentials or, especially, Ca2 + -only spikes so that Ec' would be re-
duced too quickly, wiping out the Ca2+ driving force before the spike was
complete.
The following parameters satisfied the reported constraints:
dshell = 0.25#m
Dh-sh = 2.0 x 10-11 (cm 3/millisecond)
Dsh-cr = 4.0 x 10-7(cm/millisecond)
The remaining parameters needed to calculate the concentration of intra-
cellular C'a2+ derive directly from the previously presented soma dimensions
and the Ca2+ current kinetics.
This description is somewhat similar to that used in other modelling
studies ([48]. [2]). in particular the idea that local accumulation of C'a2+
in a limited space underneath the membrane can mediate other processes.
and that the kinetics of the C'a2+ in this region is governed by first-order
mechanisms.
Figures 6.8 shows how the concentration of C'a2+ changes in the two
shell regions during a single action potential. Figures 9.19. 9.23. and 9.24
show how the concentration of Ca2+ changes in the two shell regions during
a train of action potentials. Again in Chapter 7 the relationship between
these concentrations and the activation of Ic and IAHP will be defined in
more detail.
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6.5 Calculation of Eca
As mentioned earlier Ec. was calculated at each time step from the Nernst
equation. using the current [Ca2+],heU. and the fixed [Ca2+],, as the rel-
evant concentrations for the E, equation. The change in [Ca2+]she.l and
Ec', during a single action potential is illustrated in Figure 6.8. [C'a2+]s,h,l.1
and Ec during a Ca2+-onlv spike is shown in Figure 6.9. During the C'a2+ -
only spike the subsequent fall of E, contributes to the reduction of Ic,.
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6.6 Discussion
The Ca2+ system parameters described here are highly speculative but are
based on valid physical mechanisms. The net result is that the model suc-
cessfully reproduces a wide variety of C'a2+-related behavior. Many of the
parameters were developed in parallel with the development other parame-
ters (e.g. K+ current parameters, in particular those defining Ic and 4Hp).
and this interdependence constrains the overall problem.
For example, including the two shell regions may appear somewhat arti-
ficial; yet given the nature of lCa 3 (as determined by C7a2+-only spikes and
other relatively independent evidence) the characteristics of these compart-
ments are constrained by (a) the dimensions of the soma; (b) the amount
of ICa entering the cell during Ca2+-only spikes. which in turn effects Ec.,.
providing negative feedback; (c) the amount of Ica entering the cell during
regular action potentials: and (d) the a prior Ca2+-mediated characteristics
of Ic and IAHP-
In sum. modification of any one parameter typically resulted in a widespread
effect due to the numerous feedback loops in the system, and these loops
helped to constrain the overall modelling problem. Clearly alternative mech-
anisms may be suggested for the model features described here (e.g. more
complicated kinetics for the Ca2 +- mediated gating particles of Ic, or IAHP).
but at the very least such alternatives would have to be as physically plau-
sible as those suggested here and would also be subject to the same coIn-
straints. since these constraints are inherent in the system being modelled.
3In the results presented here the contribution of Ic,,. to model behavior is minimal.
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Chapter 7
ESTIMATING K+
CURRENTS
7.1 Introduction
This chapter presents the six K+ currents in the model - IDR, IA- IC'.
IAHP. IM. and IQ. We begin by reviewing the strategy for evaluating the
K+ currents data, and the guidelines that constrain the development of
the model descriptions. Next. the classical -Delayed Rectifier" K+ current.
IDR, and the so-called "A" K+ current. A, are described. Following this, a
brief description of the Ca2+-mediated w gating particles incorporated in the
model description of Ic' and I.4HP is presented. followed by the discussion of
these two C'a2 +-mediated K+ currents. The chapter closes with descriptions
of two more K+ currents. IM and IQ. In this chapter the action of each of the
K+ currents on specific features of the single spike and/or repetitive spikes
will be demonstrated, primarily with comparisons between simulations and
data.
7.2 Review of Strategy for Evaluating K+ Cur-
rents
As described in Chapter 2. forming a plan for building the model was not
trivial, given that the quality of data for the currents varied greatly and that
the action of some currents was mainly seen in concert with other currents.
thereby complicating the parameter estimation for a (presumably) unique
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conductance.
The data for K+ currents ranges from complete to marginal, in terms of
the voltage-dependence of each current's kinetics. the absolute magnitude
of each conductance, and the relationship of a given current with other
factors (in particular intracellular Ca2 +). In addition, for some currents
(e.g. Ia and I). although a plethora of data may be available much of it
is inconsistent with each other. It was very difficult to sort through this
body of information and decide what data could be applied, which should
be discounted, and what assumptions should be used to fill in the gaps.
Often consultation with Drs. Adams and Storm provided some insight for
this problem.
In order to make progress a set of references had to be chosen as a "gold
standard", particularly when data from different reports were inconsistent.
The primary standard that I used was the data from Storm. 1986. Using
this data as a first reference had the advantage that I could both examine
the original data of Dr. Storm's and, when necessary. obtain insights from
him as to the implications of the data. In this chapter and others many of
the comparisons between simulation and experimental data are done using
data from this report.
In summary, the data for IDR, IA. IM, and IQ is more complete than
that for Ic and IAHP. For IDR and 4. estimations of steady state acti-
vation/inactivation parameters from voltage clamp are available, although
the associated time constant data is not as complete. Also. there is strong
evidence as to these currents' specific roles from various current clamp pro-
tocols. On the other hand. much of the data used to evaluate these currents
are taken under conditions in which several other currents are simultane-
ously active. making it difficult to separate each contribution. For Ir and
IQ the situation is similar in that there is good data on steady state activa-
tion (the evidence shows that these currents do not inactivate) from voltage
clamp studies. with sparse estimates on the time constant parameters. How-
ever, evaluating the behavior of I. and IQ is somewhat easier than doing so
for IDR and IA since these currents are activated in relative isolation with
respect to the other currents.
In the case of I and IA4HP little voltage clamp data is available for
either their steady state or temporal properties of any presumed activa-
tion/inactivation parameters. In addition, describing these currents is com-
plicated by the fact that they are presumably mediated by intracellular
C'a2+. Little quantitative data is available on this interaction for either cur-
rent, and there is at present no consensus among workers in this field as to
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the mechanisms involved. As introduced in the previous chapter and which
shall be expanded upon later, I have made the simple assumption (like that
used by other workers, e.g. [48]) that Ic' and 1.4HP are dependent on a
power of the concentration of Ca 2+ either directly beneath the membrane
or in a secondary compartment". This is a highly speculative model. as
discussed in the previous chapter. The parameters of this description are
based primarily on heuristics. specifically the simulation of the fAHP and
the AHP that is observed in HPC. Making the situation more difficult is the
fact that there are no protocols to date in which Ic or 1.4HP are activated
without the concomitment presence of other currents, thereby inextricably
tying the behavior of any set of estimated parameters for these currents to
those of other currents.
In light of the above situation. I developed the present description of the
K+ currents in the following way 1:
1. Begin with the data on IM and IQ. with estimates on the time con-
stants derived from the data and the HH single barrier model. For IQ
its parameters did not affect the later development since this current
is only activated at potentials lower than that generally considered in
the simulations.
2. Develop an estimation of IDR based on the available voltage clamp
data and the simulation of data on action potentials in which IDR is
presumably the only repolarizing current.
3. Develop an estimation of IA based on the available voltage clamp data
and simulation of action potentials in which presumably the only K+
currents are [DR and IA.
4. Re-evaluate the description of I with simulations that reflect the
contribution of Imt to the action of IDR and IA.
5. To a first approximation. the actions of I¢. and I.AUp are independent
of one another. I is transient over a time span of a few milliseconds
during the spike, and the evidence indicates that this a large current.
On the other hand. I.4HP activates more slowly. is small. and may last
from 0.5 to several seconds. However. since both these currents are
] For each iK+ current. as with the .Na+ and C'a2+ currents. building the description of
the current began with estimating the number and type of activation and/or inactivation
and/or Ca2 +-mediated activation variables governing the conductance.
1:39
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dependent on Ca2+ entry, their estimation was tied to the description
of ca and the mechanisms regulating [Ca 2 +]shul.i and [Ca 2+]sheU.2.
Therefore, while the behavior of the Ic or I4HP descriptions could be
evaluated independently. whenever the Ca2+ mechanisms were modi-
fied to alter one of the current's action, the effect of the modification
on the other current had to be checked.
6. As the descriptions for Ic and IAHP evolved. the impact of a given
version on the behavior of the other currents had to be continually
re-evaluated. At times, this feedback resulted in modifications of one
of the other currents. In these cases modifications were made which
stayed within the envelope of parameters that had been already estab-
lished. For example. modification of some aspect of Ic might indicate
that the parameters of INV-trig had to be changed. However. this
change could not alter the aspects of Iva-tig that had been fixed by
earlier simulations (e.g. the threshold of I-,_tri:).
As described in C'hapter 5. the estimation of the K+ currents involved
many iterations. many of which caused re-evaluation of either the Na+
currents' or Ca2+ system parameters. The linear parameters of the model.
however. were kept constant. since these parameters were established based
on data from cells in which all non-linear currents had been inhibited.
As mentioned earlier. certain agents are assumed to mediate selective
blocking of specific currents. in accordance with the generally accepted con-
clusions in the literature. These agents and their actions are summarized in
Table 7.1. Any blocking agent used experimentally probably does not act
with perfect selectivity. particularly given the wide variety of mechanisms
that have proposed for their action (e.g. receptors-site mediated. blockage
of the channel lumen, secondary block of C'a2+-dependent h '+ channels via
block of Ca2 + channels). However. as a first approximation. perfect selec-
tivity is often assumed when evaluating the data (for example application
of 4-AP blocks only IA. leaving the remaining currents untouched).
7.3 Delayed Rectifier Potassium Current - IDR
The delayed-rectifier potassium current is similar to the classical delayed
rectifier for the squid axon as described by Hodgkin and Huxley. The pa-
rameters for this current were initially taken from [412]. who identified IDR
in voltage clamp studies as a large. slowly-activating ( 100 milliseconds).
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Current NA TEA 4-AP ACH Ba Musc Ca2+_
blk
IDR ++ +? (1) +? (1)
I4 + (2) -(3) ++
IC ++ (4) ++ (4)
1I4HP ++ - (4) ++ (4)
(2,4)
IM . ++ (1) ++ (1) -(1)
IQ ++ (1) - (1)
Table 7.1: Typical chemical agents used to block specific currents, as re-
ported by different investigators. (+) indicates reduction, (++) indicates
blocking, (-) indicates no effect. NA = Norepinephrine. TEA = Tetra-ethyl
ammonium, 4-AP = 4-Aminopyridine, Ach = Acetylcholine, Ba = Barium,
Musc = Muscarine, Ca2+-blk = Ca2+-blockers (e.g. Cadmium, EGTA). (1)
- [16]. (2)- [39]. (4)- [30]. (3)- [43]
very-slowly inactivating ( 3 seconds), TEA-sensitive K+ current. How-
ever. the voltage clamp was only taken to -3.5 millivolts. so it is possible
that only the beginning of the IDR characteristics were measured. In par-
ticular. I propose that the time constant for activation. r,. drops to about
1-2 milliseconds at membrane potentials greater than -20 millivolts.
My description of this current is based on the data of [42]. specifically
the reported steady-state activation/inactivation curves. In the model IDR
is constructed so that it may function as a major repolarizing component
during the action potential. Such a role is indicated by current clamp ex-
periments in which the spike is quickly repolarized by a TEA-sensitive com-
ponent in the presence of Ca2+ blockers. These blockers. which disable the
Ca+ currents, presumably also disable any Ca+-nmediated K+ currents. in
particular Ic. In summary. the main actions that I determined IDR served
included:
* Repolarize the action potential fully when all other K+ currents have
been blocked
* Reduce in the presence of other repolarizing currents so that no extra
hyperpolarization is observed
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· Mediate the medium after-hyperpolarization (mAHP). independent of
any other K+ currents
* Repolarize the cell sufficiently during tonic stimulation so that repet-
itive firing at the threshold of IN,,-t,ig could occur
* Activate independently of the width of spike since the mAHP is unaf-
fected by the slower repolarization with 4-AP or Ca2+ blockers
As will be discussed shortly, there is evidence that Ic plays a major role
in spike repolarization under certain conditions, and in fact it has been sug-
gested that this current is the major repolarizing current in bullfrog sympa-
thetic neurons. Since action potentials are quickly repolarized in hippocam-
pal pyramidal neurons under conditions that would eliminate Ic.. however,
it was thought that the characteristics of IDR would allow it to reprise it
classical role when I has been disabled.
7.3.1 Results
This effort was successful in simulating the TEA-sensitive repolarization of
the action potential, as shown in Figure 7.1. In addition. this formulation
of IDR kinetics was able to simulate the voltage clamp results as reported
by [42].
Three activation particles (x) were used in the formula for the IDR con-
ductance so that activation of this current would be delayed after the initial
rise of the action potential. A single inactivation particle (y) was used since
it has been reported that this current does indeed inactivate ([42). However,
the time constant for y is quite slow over most of the physiological range
of membrane voltages (ref. Figure 7.3. so that during the action potential
and afterwards. the demise of IDR is primarily due to removal of activation
rather than inactivation. Removal of IDR by inactivation after the spike is
consistent with the mechanism of IDR in the squid axon as described in [21],
[20]. [22]. [23].
The valences and the .. DR and y.DR for .r and y was determined
by the x, and y., curves reported by [-12]. In the case of the x particle the
third power of .rifty was matched to the [42] data..
The curve for rrDR was skewed to the left (,J.DR = 0.9) so that IDR
would remain activated after the spike long enough to cause the mAHP. and
so that r,.DR was consistent with the reported values of approximately 180
milliseconds. I' < -30 millivolts. approximately 6 milliseconds otherwise.
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Gating Variable z ao VI (mV) 0 (ms)
x (activation) 12 0.95 0.008 -28.0 0.5
y (inactivation) -9 0.8 0.0004 -45.0 6.0
Table 7.2: Parameters of IDR Gating Variables
The curve for rT,DR was skewed to the left (y.DR = 0.2) in order to approx-
imate the reported approximate value of 4 seconds for y (between -50 and
-30 millivolts, [42]).
On the other hand, in order that activation be independent of the width
of the spike, as described above, it was necessary to set the base rate for
Tr.DR to 0.5 milliseconds. Later in this chapter and Chapter 10 the role of
IDR in concert with IA and Ic will be demonstrated. including examination
of IDR'S role in mediating the mAHP.
Another parameter that was important to set in regards to IDR was its
reversal potential. The standard value of -85 mV for EK caused IDR to
be too strong near threshold, specifically. on repolarization of the spike the
IDR wiped out the ADP seen in the data. To reconcile this problem without
significantly altering the time course and strength of IDR during the initial
stage of the spike repolarization and the later mAHP, it was necessary to
set a reversal potential for this current distinct from the general Eh. EDR
was set to -73 millivolts, which proved successful in obtaining the desired
behavior. This was felt to be a reasonable adjustment, since (as mentioned
in Chapter 2) a given channel is not necessarily perfectly selective for one
species of ion - an EDR of -73 mnV implies that IDR is slightly contaminated
with an occasional Na+ or C'a2+ ion hitching along with the predominantly
Ki+ flow.
All IDR parameters were determined at 300 C.
The equation for IDR is -
IDR gDRXDRyDR(,' - EDR)
where
9DR = 0.7 pS
EDR = -73mV
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Figure 7.2: Steady-state curves ( and y, ) for ZDR and YDR and effective
curves as would be measured by voltage-clamp experiments.
Table 7.2 lists the parameters for the IDR gating variables. These are
the rate functions for the activation variable. . of IDR -
or.DR = O.008exp (( + 2R)0.95 12 F)
x.DR = .OR 00exp (-28 - ')0.05 12 F)
These are the rate functions for the inactivation variable. y. of IDR -
t,,.DR = 0.0004 exp(V + 4 ))O-k -9 FOexp((I' + 45)O. -9 ·F)
jy.DR= 0.0004 exp( (-45- ')0.2. -9. F)
Figure 7.2 and Figure 7.3 show the voltage dependence on the steady-
state values and the time constants for the XDR and YDR variables.
7.4 A-Current Potassium Current - It
i.4 is a transient K+ current whose classical role. first defined for molluscan
neurons. is to modulate excitability. In particular. this current is selectively
blocked by 4-AP. and the convulsant action of this drug is attributed to its
inhibition of I4.
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II
Figure 7.3: Time constant curves (rz and ry) for XDR and YDR-
Several workers have reported an IA in HPC. However. the data obtained
by voltage clamp differs somewhat in different reports. and the functional
effect of I. (inferred from current clamp stimulation with and without 4-AP
or other IA-agonists) varies considerably. In general, A has been reported
to modulate the width of the action potential and influences the excitability
of the cell. References which report voltage-clamp measurements of this
current include Segal and Barker, 1984 [42]. Halliwell et al. 1986 [17]. Zbicx
and Weight. 198.5 [54]. Gustafsson et al. 1982 [14], and Segal et al. 194 [43].
In addition. the action of I4 on spike repolarization is reported in Storm.
1986b [47]. Some of these reports will now be summarized.
Segal et al measured IA in cultured rat hippocampal cells (subfield not
specified). Making their measurements at 21- 240 C, they report that IA is
half-inactivated at rest (-70 mV), has a V'1/2 for activation at about -20 to -30
mV. and (apparently) is described by ba4 kinetics, where b is inactivation
and a is activation. The maximum conductance for 1.4 was estimated to
be greater than . pS. The time constant of decay at (24°C) is about 24
ms. independent of voltage. The time constant to peak was within 10 ms.
Application of 4-AP lowered spike threshold from -44 to -.50 mrV. but this
procedure did not broaden the spike. 2.
Interestingly. the current clamp record shown in this report denlon-
strated spikes with a) a high threshold (-50 to -44 millivolts. as compared
to typical thresholds of about -5.5 millivolts) and b) small amplitudes. peak-
ing at about +.5 millivolts. as compared to typical action potential peaks of
2 This is contrary to the data of [47] although it is possible that in the [43] report they
did not look at the spike carefully enough.
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approximately +20 millivolts. There are several implications of this data.
First. the lowering in threshold with 4-AP implies that for a spike-producing
stimulus that is not too large. over a voltage range of about 5 millivolts and
for almost 10 ms there is little inactivation of the threshold Na+ current.
If this trigger" current is the spike initiation current here. then this nieans
that at either threshold the steady state inactivation is practically complete.
For no inactivation to take place during the approach to the higher threshold
spike. this means that the time constant for inactivation of the Na+ current
in this range must be greater than 20 ms. Likewise, the fact that 4-AP does
not change the amplitude of the spike, but (probably) changes (slightly)
the width of the spike implies that either a) in the control 14 transiently
activates and is gone during the upstroke of the spike. only to reactivate
during repolarization in order to contribute to the repolarization. or b) IA
is present during the entire spike, but the slower onset to the threshold as
mediated by 1,4 allows stronger activation of the Na+ current. which in turn
cancels out the effect of 14 during the upstroke and peak of the spike. The
first possibility is not likely because removal of inactivation for IA cannot
take place during repolarization since steady state inactivation is complete
at -Omv.
Halliwell et al. investigated CA1 cells in slices of rat and guinea pig
hippocampus. measuring. at 2 0°C. the effects of dendrodotoxin (DTX) and
4-AP. They report an 1.4 which is sensitive to both these agents, has a
very fast onset and an activation curve that starts near -60niV. The DTX-
sensitive component was .nA at a -40mV clanip voltage (v-holding = -
76mV). Inactivation starts at about -60 mV. and was linear to -100 mV.
The time constant for decay of the DTX-sensitive component was 20 ms at
-40 ni: . and seemed to slow at lower potentials: a faster decaying outward
component which was resistant to 4AP or DTX (perhaps Ic ) decays within
about 10 ms.
Gustafsson et al measured guinea pig CA3 pyramidal cells from slice at
33°C or 260 C. This report shows activation and inactivation characteristics
similar to that reported for the cultured cells in Segal et al. 19X4. with a
peak current at -30 mV of .5 nA. A faster decaying outward component of
similar size remained after application of 4AP. and this component may in
fact have two components: two time constants of the faster component were
measured - about lOins and about sec ( 260 C). This might partially reflect
contribution of Ic.
Zbicx and Weight also measured guinea pig ('A3 pyramidal cells from
slice, this time at either 32(' or 330 C. These workers report a decay time
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constant = 200 - 400 mS. The activation to peak was within 10 mS. indepen-
dent of voltage. Peak current at -35 mV was 4 nA. Threshold for activation
of IA was -55 to -50 mV. It appeared that above about -40 mV inactivation
had two components, a fast one with a time constant of about 100 ImS and
(after about 100 mS) a slow one of about 380 mS. Lack of 4-AP-sensitive
tail current below -54 mV suggests that this current deactivates very rapidly
upon hyperpolarization.
Finally. Storm reports that IA mediates a rapid onset, pre-spike transient
(several hundred milliseconds) outward rectification that delays onset of
repetitive firing for a narrow range of tonic stimulus strengths. This IA does
not, however. alter the frequency of firing once the spike train starts. This
data implies that under the reported protocol IA inactivates during the IR
(initial ramp). These experiments were done with Mn. which presumably
will block the Ca2+ currents or the Ca2+-mediated currents. Also. [47],
reports that 4-AP broadens the repolarization of single spikes. but does not
effect the fAHP or the mAHP. Under some protocols addition of 4-AP (or
Cd) caused a second (almost twice as broad) spike to be fired spontaneously
within 10 milliseconds of the first spike. The second spike was also about
5-10 millivolts smaller and lacked a fAHP under either 4-AP or Cd. Pre-
hyperpolarizations (-80mV for 900ms) enhanced the effect of 4-AP on spike
repolarization; pre-depolarizations (-58mV for 900 ms) reduced effect by
about half that of the hyperpolarizing protocol, implying that inactivation
is not complete at -58mv. In the current study the records from this report
[-.I]. are the primary ones used to compare the simulations with actual data.
A related report describes the putative role of I4 at the post-synaptic
terminal. Application of 4-AP has been described as enhancing synaptic
transmission [4.5]. Irregular firing subsequent to the IR reported by [46]
may therefore be partially due to enhancement of spontaneous EPSPs from
inhibition of synaptic I4.
To summarize. the so-called IA has been reported by different investiga-
tors to:
1. Delay onset of spike
2. Raise spike threshold
3. Mediate transient "initial ramp" (strong outward rectification) prior
to initial spike in response to tonic stimulus without strong role during
later spikes (particularly frequency of later spikes)
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4. Selectively modulate repolarization of single spike without effecting
mAHP or sAHP and have a minimal effect on spike amplitude
The data includes fairly complete measurement of the steady state acti-
vation and inactivation curves. but there is not complete data on the voltage
dependence of the appropriate tinie constants. Current clamnp data showing
the previously mentioned effects of 1.4A are available. however. Therefore in
order to simulate this current I began with the reported steady-state curves
and then derived functions for the time constants that were consistent with
the voltage clamp data and that reproduced the current clamp results.
One of the key features of this current that had to be matched in the
simulations was the fact that during the spike the appearance of the IA was
exquisitely timed to influence just the main part of the repolarizing phase.
As previously mentioned. experiments in which spikes were elicited with
and without 4-AP showed that blockage of 1.4 did not influence the ADP or
mAHP ([47]). thus indicating that the 1. was fully deactivated/inactivated
within a few milliseconds of its onset.
7.4.1 Results
The results for the derived kinetics are shown in Figure 7.9. which includes
the reported steady state curves for the activation variable .r and the inac-
tivation variable y.
The channel was configured with three activation gating particles (x) to
obtain a delay in activation with depolarization. The effect of 1.4 is seen
only 1 to 2 milliseconds after the peak of the spike. Raising the power of '
was necessary to obtain the required delay consistent with the position of
x, curve on the voltage axis. as reported by [42].
On the other hand. given the y, curve in the same report. no delay was
necessary for the inactivation of I4. and only one y variable was used in the
channel formulation.
Figure 7.4 illustrates the contribution of I. on the repolarization of the
single action potential in the presence of Ca2+ blockers (which will inhibit
the contribution of I on the repolarization) and without these blockers.
The experimental data was taken by measuring the responso with and with-
out 4-AP.
Figures 7.5. 7.6. and 7.7 illustrate the data frion [4(i] and simulations
of this data which demonstrate the role of 14 in mnediating the IR prior
to repetitive firing. In the simulations the IR is very sensitive to stimulus
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Gating Variable z I ao VI (mV) I ro(ms)
x (activation) 3.5 0.8 0.2 -52.0 1.0
y(inactivation) -7 0.4 0.0015 -72.0 24.0
Table 7.3: Parameters of I4 Gating Variables
strength, and that beyond a narrow range this response is quite diminished.
This characteristic is consistent with data taken under similar conditions
(Storm, personal communication).
The reported action of IA related to the increased excitability of the cell
with the addition of 4-AP is shown in Figure 7.8. In this figure recordings
from Segal et al are compared with simulations of similar protocols. The
delay in firing in the cell without 4-AP is similar to that demonstrated earlier
with the simulations of Storm's data.
All IA parameters were determined at 300 C.
The equation for IA is -
IA = 0.5x4 yA (V - EK)
where
9.4 = 0..5 S
Table 7.3 lists the parameters for the IA gating variables. These are the
rate functions for the activation variable, x, of IA -
ax.A = 0.2exp (V + 52)0R.8 3.5 F)
((-V2 - )0-2 3.5. F
,A.4 = 0.2exp(( 52 - RT F)
These are the rate functions for the inactivation variable. y. of IA -
ay = 0.0015exp(( + 72 )0.6. - ·F)
3y.A = 0-001.exP (-72 - )04 -7 FRT
Figure 7.9 and Figure 7.10 show the voltage dependence on the steady-
state values and the time constants for the xA and y variables.
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igure 7.4: Current clamp data of action potentials which demonstrate the
role of I during repolarization. A. Action potential with and without 4-AP.
B. Current clamp simulation of (A.). Non-linear currents here include 14.
IDR, IC C. Ix's-treg. I.,-rep. and CI-_-t,, i. ('. Action potential with and
without 4-AP (C'a2+ blockers added). D. ('urrent clalnp simulation of (C.).
Non-linear currents liere include 14. DR. .\a-trtg-. .\a-rep. and I'a-tail'
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Figure 7.5: Current clamp records (Storm. 1986a) of repetitive firing in
response to tonic. small amplitude current stimulus. with and without ap-
plication of 4-AP. Mn added. With 4-AP on the left; control on the right.
Each stimulus began with a long hyperpolarizing prepulse. which presum-
ably removed most of the resting inactivation of 1.4.
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of the resting inactivation of I4. These simulations follow from the records
shown in Figure 7.5.
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Figure 7.7: Record of I4 during response to 0.33 nA stimulus. as shown in
previous figure. The pre-threshold activation of I4 serves to delay the initial
spike.
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Figure 7.9: Steady-state curves (x, and y, ) for r.4 and YA and effective
curves as would be measured by voltage-clamp experiments.
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Figure 7.10: Time constant curves (r, and r) for A and y4.
7.5 Ca2+-Mediation of K+ Currents by Ca2+ - bind-
ing Gating Particle w
In order to cause Ic and I.4HP to be mediated by intracellular Ca2+. 1
incorporated a C'l 2+-hinding gating particle in the expressions for both of
these currents. Several workers have postulated mechanisms for such an
interaction between intracellular Ca2+ and different ion channels. ranging
from complex multi-state kinetic models based on experimental data to very
simple descriptions for modelling studies ([48]).
In light of the paucity of quantitative data on such mechanisms in HPC.
my goals for the description of a putative, generic C'a2+-binding gating par-
ticle were as follows:
* Relationship between Ca2+ concentration and particle activation al-
lowing for non-degenerate kinetics considering the range of Ca2+ con-
centrations during various cell responses.
* Binding kinetics based on a simple but reasonable model.
* Kinetic description that could be easily modified to yield significantly
different behavior. that is a description that could be modified to suit
a wide range of desired behaviors.
To this end the following description for a C'a2+ -binding gating particle.
uw. was used. Each iu particle can be in one of two states. open or closed.
just as the case for the Hodgkin-Huxley-like voltage-dependent activation
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and inactivation gating particles. Each w particle is assumed to have n
Ca2+ binding sites. all of which must be bound in order for the particle to
be in the open state. Binding is cooperative in a sense that reflects the two
states available to a given particle. i.e. either a particle has no Ca2+ ions
bound to it, and therefore it is in the closed state, or all n binding sites
are filled. and the particle is in the open state. The state diagram for this
reaction is as follows:
U'cosed + n C'a + - wpf n
where the * notation means that the particle is bound to all n (intracel-
lular) Ca2+ ions. a and 3 are the forward and backward rate constants,
respectively.
This scheme results in the following differential equation for w, where
now u is the fraction of particles in the open state. assuming that the
concentration of Co2+ is large enough that the reaction does not significantly
change the store of intracellular Ca2+:
d w
d = (1 - u,)[Ca2+] - 311
The steady state value for wi ( the fraction of particles in the open state)
as a function of the intracellular C'a2+ concentration is then:
[Ca 2+ 1
= ,,f[C',2+]l + 3
The time constant for the differential equation is:
r,,. = ([Ca ] n + i3)'
The order of the binding reaction.n. that is the number of C'a2+ binding
sites per w particle. determines the steepness of the previous two expressions,
as a function of [Ca2+]in. Given the constraints on the range for [Ca2+],hl.1
and [Ca2+]bhel.2 during single and repetitive firing, n was set to three for
both the Ic w particle and the IAHP u particle. On the other hand. as shall
be presented shortly. the range of C'a2+ conceilntrations for which the IAHP
w particle is activated is set to about one order of magnitude lower than
that for the I w particle. since Ic. was exposed to the larger [Cla2+],hll.1
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7.6 C-Current Potassium Current - Ic
Ic is a Ca2+-dependent K+ current that plays a large role during an single.
isolated action potential. It has been proposed that this current. which
is apparently inhibited when Ca2+ blockers are added. is the underlying
current of the fast-afterhyperpolarization (fAHP) which is observed in single
spikes and (sometimes) to a lesser degree after spikes of repetitive trains.
Studies of bullfrog sympathetic ganglion neurons suggest that 1c is a major
repolarizing current during the spike in these cells (Adams et al).
Limited voltage clamp data was available for this current (Segal and
Barker, Madison et al), and in many of the reports measurements of a re-
puted Ic was likely corrupted by IAHP, since both are identified by. among
other methods, sensitivity to Ca2+ blockers.
On the other hand, [47] has demonstrated well the role of Ic during the
fast repolarization of the action potential, distinct from the much slower
role of I1AHP as a hyperpolarizing current. In addition, I is selectively
blocked with TEA at concentrations much lower than that required to block
IDR. Storm has tentively isolated the role of Ic in current clamp protocols.
and this data was the primary standard I used in the estimation of the Ic
parameters.
In my simulations of the role of Ic the challenge can be summarized as
follows:
* Formulate the kinetics of Ic so that the fAHP is reproduced
* Devise a Ca2+ and voltage dependence for Ic such that Ic. is activated
significantly only during spike repolarization.
* Adjust IDR parameters so that activation of Ic does not inhibit acti-
vation of IDR- otherwise the presumably fast inactivation of Ic. would
allow the residual inward currents to immediately depolarize the cell
following the fAHP. Also the mAHP. which is mediated by 1DR. is in-
sensitive to Ca2+ -blockers. further indicating that activation of IDR
is not affected by the faster spike repolarization mediated by Ic.
Although the estimation of every current necessitated the re-evaluation
of every other current to a greater or lesser degree. not only was the esti-
mation of Ic. dependent on the characteristics of IDR and vica versa. but
also the dependence of Ic on Ca2 + meant that estimation of the Ica and
[Ca2+]she.l-system parameters took into account the behavior of 1c.
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The first step in analyzing Ic was estimating with simulations the cur-
rent that is necessary to generate the observed fAHP. The results of these
simulations indicating that Ic had to have two salient characteristics - very
fast activation/inactivation and large maximum conductance (on par with
IDR). In fact. the time course of the fHP-producing current was a sharp
and large spike reminiscent of the Na+ currents that initiated the action
potential.
The characteristics that I have derived for Ic are different from those
proposed in the literature, in particular the kinetics described here are some-
what faster than those reported elsewhere. However, as mentioned earlier,
the interpretations of the voltage clamp data for Ic' is possibly complicated
by the activation of IAHP. which is also Ca2+-dependent. In fact, the sim-
ulations described here indicate that if Ic is the current responsible for
the fAHP, then Ic must have the fast activation/inactivation/deactivation
kinetics proposed here.
7.6.1 Results
The C'a2+ - dependence of Ic was constructed so that after only a small delay
the influx of C'a2+ into shell.l would activate I. The conductance of the
Ic channel was therefore mediated in part by a single u particle. implying
that each I channel has three independent Ca 2+-binding sites on a single
gating particle. each of which. in turn. must be bound to ('a2 + in order for
the channel to conduct.
The very fast turn off of Ic' necessary to obtain a significant ADP after
the fAHP was accomplished by incorporating four r particles. by making
the steady state curve for activation steep and centered only a few millivolts
above the resting potential. and by making the time constant for x very
fast. especially when the tx curve goes to zero. As the spike is repolarized
past about -60 millivolts the x particles quickly relax to their closed state,
shutting off Ic leaving a minimal tail that. if larger. could otherwise wipe
out the ADP.
A voltage-dependent inactivation particle. y. was included since the
available voltage clamp data indicate that I is a transient current at depo-
larized potentials. with a time constant on the order of greater than several
milliseconds. Simulations indicate. however. that during normal activity
removal of I is accomplished by de-activation of either the .r or the w
particles.
In summary. the turning on of Ic. is mediated by influx of C'a2+: removal
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Figure 7.11: Top - Repolarization of the action potential wltn ana
Ca2 + blockers (Storm. 1986b). Note absence of f.HP when C'a
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of Ic is mediated by the repolarization of the spike. During the spike. the x
particles turn on first with the depolarization of the beginning of the spike.
As the ICa channels open (slower than the l.v-t,i and I.a-,,rep channels).
the subsequent influx of Ca 2+ into .sh//.1 raises [('a2+],h,,.l to turn on the
w. turning on Ic. As the cell repolarizes. the four z particles close quickly.
shutting off Ic abruptly enough to allow the observed ADP. Soon after the
spike (within 30 ms) [Ca2+]shell. drops as ('a 2+ flows into .hf l1.2 and the
core. thereby shutting off w so that activation of X on the upstroke of a
subsequent spike does not turn on Ic too soon (see Figure 9.27).
Figure 7.11 illustrates the contribution of the fully activated lc to the
repolarization of the action potential and how the fAHP is eliminated when
Ic. is blocked. In the next section an expanded view of this simulation will
be presented.
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Gating Variable z I I ao IV(mV) To(ms)I aC.C I I
x (activation) 25 0.2 0.007 -65.0 0.25 
y (inactivation) -20 0.2 0.003 -60.0 15 
u, (Ca2+-activation) - - - - 1000 0.125
Table 7.4: Parameters of I Gating Variables. * = (mS-lmM- 3), ** =
(mS- )
The equation for Ic is -
Ic = c yC wc ( V - E )
where
gc = 0.4 IS
Table 7.4 lists the parameters for the I gating variables. These are the
rate functions for the activation variable. x. of Ic.-
,r.C = 0.007 exp ( (I + 65)0.2 25 F)
3x.c = 0.007exp( 6) - )0.X 25 F)
These are the rate functions for the activation variable. y. of I-
na.c. = 0.00: exp ( I + 60)0.2 20. F)
3y.C = 0.003exp( (- 6 0 - )0.8 20 F)
Figure 7.13 and Figure 7.14 show the voltage dependence on the steady-
state values and the time constants for the xc and yc variables.
As mentioned above. each wu particle was assumed to have three non-
competitive C'a2+ binding sites. all of which were either empty (correspond-
ing to the closed state) or filled (corresponding to the open state). Fig-
ure 7.15 shows the dependence of the steady-state value of the uic variable
on [('a 2+] h,1,. Figure 7.16 shows the dependence of the time constant for
the uic variable on [C'a2+]IsheI.
162
Figure 7.13: Steady-state curves (z,, and y) for zc and yc and effective
curves as would be measured by voltage-clamp experiments.
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Figure 7.14: Time constant curves (rx and r) for .re and yc.
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Figure 7.15: Relation between u and [Ca2+].h,,el for u'C.
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7.7 AHP Potassium Current - .4HP
IAHP is a slow. Ca 2+-mediated K+ current that underlies the long after-
hyperpolarization (AHP). Typically the AHP is about 1 to 2 millivolts and
lasts from 0.5 - 3 seconds after a single spike. Adding ('a 2+ blockers or
noradrenalille to the extracellular medium eliminates the AHP. and likewise
niarkedly reduces the cell's accommodation to tonic stimulus.
Since most of the data on the proposed I.AHP is derived from various
current clamp protocols. the model description of this current is based on
that used in other models (Koch and Adams. 1996) and from heuristics
derived from the properties of other currents. in particular Ic., and IDR.
The important relationship between the IHP and IDR parameters arose
when I attempted to simulate both the mAHP (mediated by IDR) and the
AHP according to data from Storm (). In addition. since .4HP is dependent
on C'a2+ entry, the derivation of this current and the dynamics of [('a]hell.l
and [Ca],hel.2 was done simultaneously. In fact. it was determined that in
order for the activation of IAHP to be delayed from the onset of the spike,
it was necessary to introduce the second intracellular space (shell) that was
described in Chapter 6. Such a relationship between Ca2+ influx and the
subsequent delayed activation of I[.HP has been suggested in the literature
([:0]).
7.7.1 Results
I propose that the conductance underlying I.4H-p is dependent both on Ca2 +
and voltage. The ('Ca2 + dependence of this current is clearly demonstrated
1 64
I
since the AHP is removed when Ca2+ blockers are added. and construction
of a reasonable model of Ca2+ dynamics such that IAHP may be dependent
on this is possible.
The mechanism that I use for Ca2 +-mediation of IAHP is similar to that
for Ic. that is the IAHP channel includes a single C('a2+-binding u particle,
with the same binding reaction as shown in Equation x.
Voltage-clamp studies ([30]) indicate that there is no voltage-dependent
activation of IAHP, however. This puts a greater constraint on the Ca2+-
mediated mechanism for this current since the activation necessary to un-
derly the long, small hyperpolarization after a single spike is significantly less
than that required to squelch rapid spikes after some delay in response to
tonic stimulus. In particular, these requirements provided rather restricted
constraints on the buildup of Ca2+ during each spike in region of the I4HP
channels, shell.2, and likewise the dependence of the IAHP w particle on
this localized concentration of Ca2+
On the other hand I have included two inactivation gating particles. y
and z. The rationale for the y particle is based on two pieces of evidence.
First, it has been reported that Ca2+ spikes are insensitive to noradrenaline
in protocols where IDR and IA have been blocked by TEA and 4-AP, re-
spectively (Segal and Barker). The fact that these spikes are unchanged
with the addition of noradrenaline implies that under this protocol IA.4HP is
inactivated by some other mechanism, since presumably A.4HP has not been
disabled. Since the protocol involves a long (approximately 30 milliseconds)
depolarization of the cell before the C'a2+ spike, it was possible to include
an inactivation particle for I.4HP that was (a) fast enough to disable IAHP
under these conditions, but (b) was slow enough so that normal spiking did
not cause the y particle to change states.
A second indication for the voltage-dependent inactivation particle y is
consistent with the previous evidence. that is the amplitude and rate of rise
of action potentials singly or in trains appears independent of the presence
IAHP. In particular, the size of the IAHP conductance necessary to repress
repetitive firing is large enough to significantly effect the spike once threshold
is achieved if this conductance remained during the spike. Such a role for
I4,HP has not been demonstrated. y therefore causes IAHP to shut off during
an action potential so that this current does not reduce the amplitude of
the spike.
The second inactivation particle. z, was included to account for the de-
layed peak seen in the large afterhyperpolarization that occurs after a long
(greater than 100 ms) stimulus (Madison and Nicoll, 1982 and others). At
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rest. z is partially closed. With a large, lengthy hyperpolarization the z par-
ticle becomes more open, thereby slowly increasing 1.4HP and the magnitude
of the sAHP. until the Ca2+ in shell.2 eventually drains down to its resting
level and subsequently shutting off uw. The time constant for was set very
slow above rest so that it did not change appreciably during firing. Below
about -7.5 mV. however. the time constant approaches 120 milliseconds so
that the desired role of z during the sAHP is obtained.
No voltage-dependence for IAHP has been noted in the literature. How-
ever, the dependence of IAHP on Ca2 + influx may have precluded voltage-
clamp experiments which might verify the voltage-dependencies indicated
by the simulations.
With the present formulation for IAHP this current plays an important
role during repetitive firing by shutting off the spike train after several hun-
dred milliseconds. This occurs primarily through the dependence of I.4HP
on [C'a]sha,l.2, which slowly increases during repetitive firing. Eventually
the rise of [Ca]shelI.2 causes IAHP to provide sufficient outward rectification
for counter-acting the stimulus current and thus stop the cell from firing
(Figure 7.19). The fact that IAHP is strongly activated by this protocol is
indicated by the long hyperpolarization at the end of the stimulus (Madison
and Nicoll. 1982, and see simulation of their results in Figure 7.19). Madi-
son and Nicoll, 1982 [32] report that noradrenaline blocks accommodation
by selectively blocking I.4HP-
The characteristics demonstrated by the model A.HP are in qualita-
tive agreement with many of the characteristics reported in the literature
(e.g. [30] . [41]).. including the increased activation of I.4HP with increasing
numbers of spikes in a single train, delayed activation from onset of C'a2+
influx. the role of IAHP in modulating repetitive firing. time constant for
inactivation/deactivation of greater than one second. the apparent voltage
insensitivity (the transition of y and z with sub-threshold depolarization is
slow. and once x is activated deactivation takes several seconds.
The action of IAHP resulting in the sAHP is illustrated in Figure 7.17.
Expanded view of this figure (same simulation as Figure 7.11) is shown in
Figure 7.18.
The equation for I.4HP is -
2[4HP = YAHP 4AHP U'ahp ( - El;)
where
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Figure 7.17: Top - Repolarization of the action potential with and without
C'a2 + blockers (Storm). Note absence of sAHP when C'a2+ blockers are
added. Bottom - Simulation of protocol.
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Gating Variable I I o V (mV) ro(ms) cta 3; I 
y (inactivation) -15 0.8 0.015 -50.0 2.5 - -
z (inactivation) -12 0 0.0002 -72.0 120.0 - -
u- (('a 2 +-activation) - - ---105 0.005
Table 7.5: Parameters of 1.4HP (ating Variables. * = (mlS1 nl-3), ** =
('S- 1 )
9.AHP = 0.3.5 tS
Table 7.5 lists the parameters for the IAHP gating variables. These are
the rate functions for the activation variable, . of 1.4HP-
(1y.AHP = 0.015exl)((' +50)0.S--15- F)
y.4HP = 0.015exp((-5 0 - R )0.2 -1.5 F)
These are the rate functions for the activation variable. y, of I4HP-
"1:..4H]' = 0(, = 0)
-.AHP = 0.000oooex 72 - VI ) -12 F)
Figure 7.20 and Figure 7.21 show the voltage dependence on the steady-
state values and the time constants for the £.4HP and Y.4HP variables.
Again. each iu particle was assumed to have three non-competitive C'a2+
binding sites. all of which were either empty (corresponding to the closed
state) or filled (corresponding to the open state). Figure 7.22 shows the
dependence of the steady-state value of the U'AHP variable on [CaO2+]shell.2
Figure 7.23 shows the dependence of the time constant for the u'.4HP variable
on [Ca2 +]shll.2
7.8 M-Current Potassium Current - I.v
IT is a small persistent K+ current that is activated near rest and that is
selectively inhibited by nmuscarinic agonists ([16]). This current has been
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Figure 7.20: Steady-state curves (x. y, ) for xA.H P and YAHP and effective ·
curves as would be measured by voltage-clamp experiments.
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reported to contribute to cell excitability and to the mediation of repetitive
firing in different species [1].
There is evidence for massive cholinergic projection from the medial
septum to the hippocampus ([16]. Kuhar. ill [24]. [25]) so the mediation of
HPC behavior by cholinergic agonists via specific currents is potentially a
very important mechanism for modulation of either single HPCs or local
populations of HPCs.
7.8.1 Results
For the model the steady state parameters of the activation variable of I[..
x'. were inferred from [16]. Data on the temporal properties of this current
is sparse. The time constant for activation for lt has been estimated at
being between 50 and 300 milliseconds within 20 millivolts of rest. The QIo
for I.r has been estimated at 5 ([16]). This mealis that the l.l is much
faster at physiological temperature than would be indicated by the reported
data. which was measured at 230C. Since the activation is slow and no clear
recordings of the time course of activation are available. I included a single
activation particle. r. in the formula for the I conductance.
As mentioned in Chapter :3. originally I assumed that at the resting
potential the only conductallces that were open were linear. ad therefore
Ele.k was set equal to Eret (= -70OniV). Htowever. the data suggests that
at rest a small amount of Iy is activated. In the model. then. inclusion of
IM. shifted E,,rt slightly from -70.0 mV to -72.3 n\V.
('urrent clamp simulations suggest that l .x has two roles: I) changing
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Gating Variable z -Y ao V1 (mV) ro0 (ms)
x (activation) 5 0.5 0.0015 -45.0 10
Table 7.6: Parameters of IMA Gating Variable
the current stimulus threshold for Ia_-trig mediated spikes. and 2) modu-
lating repetitive firing in response to tonic stimulus. The first characteristic
comes about since I is partially activated at the resting potential, and
therefore decreases the input impedance of the cell. Figure 7.24 illustrates
that blocking IM increases the firing frequency of the cell in response to tonic
stimulus. However. this increase is much less than that usually reported for
cholenergic modification of HPC firing. This result implies that the ma-
jor effector of the cholinergic response is IAHP, as has been demonstrated
earlier.
The equation for I is -
I, = M x (V - EK )
Table 7.6 lists the parameters for the IM gating variable.
These are the rate functions for I-
r,.M = 0.0015exp((V + 4)0.3 .5' F)
3
. = 0.001.5exp - )RT F)
Figure 7.2.5 and Figure 7.26 show the voltage dependence on the steady-
state values and the time constants for the .rMj and y variables.
7.9 Q-Current Potassium Current - IQ
IQ is a small current that is activated when the cell is hyperpolarized with
respect to resting potential. The reversal potential for the IQ has been
estimated at approximately -80 millivolts. Since EK is about -90 millivolts.
this current might be due to a mixed conductance.
At the present time the functional characteristics of IQ have not been
investigated.
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7.9.1 Results
The current description for IQ is based solely o the data from [16].
The equation for IQ is -
IQ = Q .Q ( - E)
where
gQ = 0.002 IlS
Table 7.7 lists the parameters for the IQ gating variable.
These are the rate functions for the activation variable. . of I-
rQ= 0.0003exp (( ' + 15 )0.98 · 15 F)X.Q ~RT
3r.Q = 0.0003 exp( (-45- ')0.02. l5. FRT
Figure 7.27 and Figure 7.2M show the voltage dependence on the steady-
state values and the time constants for the .rQ and yQ variables.
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Chapter 8
VOLTAGE CLAMP
SIMULATIONS
8.1 Introduction
Simulating voltage clamp data was a important verification of the param-
eters derive(l for both currents and the linear structure of the model. In
particular. these simulations estimated how much the current flow due to
the unclalnped dendrites contributed to errors in parameters derived with
voltage clainp protocols.
8.2 Non-Ideal Space Clamp
The non-zero Ri means that a voltage clanll applied at the sonia will not
clanip the dendrites ideally. This distortion of tle clanmp signal is shown
in Figure 8.1. swhere the sonia has been clanlped to -0 mV from a resting
potential of -70 nmV for 0 milliseconds. Tile distortionl of the clamp voltage
has two components. First. the rise time of the clamp signal gets progres-
sively longer further down the dendrite. Second. the final voltage reached is
lower the further down the dendrite.
If we assume that the non-linear collductances are perfectly segregated
in the soma. with the dendrite being linear. then this situation is not in-
tractable. In this case the protocol will prform the correct voltage clamp
on the non-linear conductances. ad the current that passes through them
will be a function of only the tinme. the holding potential. and the clamp
potential. There will be a component of the clamp current due to the non-
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Figure 8.1: Voltage clamp simulation with clall) applied to the soma. The
voltage step seen by the different parts of the dendrite membrane is distorted.
ideal clamping of the dendrite, but this current may be compensated for by
estimating the linear properties of the dendrite.
On the other hand. no clear cut distribution of non-linear conductances
is more likely: there may be significant non-linear membrane in dendrite
that is at a significant electrotonic distance fromt the soma. Referring to
Figure 8.1. if there is any non-linear conductance in the proximal dendrite
(in this simulation this refers to the proximal 240 m of dendrite). then
the steady state voltage caused by the clamp is not very different than the
soma voltage (-.50.. mV and -50.0 m. respectively). However. during the
initial 10 milliseconds of the clamp the voltage in the proximal dendrite is
significantly different. and therefore any non-linear membrane in this region
will be poorly clamped. This will be a problemn if the conductances are
fast in this region. e.g. activation or inactivation on the order of several
milliseconds. Although the results of the analzyis presented in Chapter
:3 indicates that the dendrite are electrically co mlpact. the high value for
R. that has been proposed causes the dendrite voltage to lag significantly
behind the soma voltage.
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8.3 Contamination of Aa+ Parameters Derived
by Voltage Clamp
The prol)leIl of unclallped (lendlrites is most severe for the faster currents.
This can be demonstrated bv examining the ptative Na+ currents with
voltage clanmp simulations.
Tile simulated voltage clamp protocol in which all currents except for
Na+ currents have been blocked is shown ill Figure 8.2.
Ideally. the soma-dendrite current may be measured in isolation by run-
ning the voltage clamp on a cell where all the non-linear currents have been
blocked. This current may then be subtracted from the clamp current when
the all none-.a+ components are blocked or disabled in order to estimate
the Na+ currents.
Figure 8.3 illustrates the various components of the response of a -70 to
O mV voltage clamp of just the Na+ currents. The soma-dendrite current
contributes substantially to the clamp current. If this current is not taken
into account then the estimated \a+ component will be significantly smaller
and faster than the actual .\'a+ component.
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Figure .2: Voltage clamp simulations in which all currents have been
blocked except for the .\a+ currents.
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Figure .:3: Voltage clamp simulation under same conditions of Figure 8.2 il-
lustrating different components of t he clamp current. A considerable portion
of the clamp current is due to delayed charging of the dendrite's distributed
capacitance. C'lamp step is from -70 mV to 0 mV for .0 milliseconds.
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Chapter 9
CURRENT CLAMP
SIMULATIONS
9.1 Introduction
This chapter presents some illustrative simulations of current clanip proto-
cols that demonstrate the overall behavior of the model. The behavior of the
model under various protocols is examined. assuming that the current de-
scriptions based on simulation of actual data. as demonstrated in Chapters
.5 6. and 7. sets a realistic stage for more speculative simulations.
Finally. a typical simulation swill be presented along with the records of
the major currents and the time course of their gating variables in order to
demonstrate the full output of HIPPO.
9.2 Regulation of Repetitive Firing - Effect of
Blockade of Specific Currents
Consider Figure 9.1. In this simulation the response to long tonic stimuli of
different strengths is demonstrate with all the HIPPO currents present. For
most of the stimuli the cell responds with an initial burst of action potentials
followed by a slow train of spikes.
As we have seen in the previous chapters the major mechanisms me-
diating theses responses is the buildup of intracellular C'a2+ . the sublse-
quent activation of I.4HP and the high. broad threshold of Tv-~,. he
burst phase is mediated by 1',l-tr,_g. but once IHP becomes large enough.
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another INvatri-mediated spike is delayed by the outward rectification of
[AHP
Investigating what happens under the same stimulus protocols when
specific currents are blocked illustrates some of the predictions of the model.
First, note Figures 9.2. 9.3, and 9.4, which show spike trains in which IAn
IM, and vl..-tai have been blocked, respectively. The model results suggest
that although IA can have a significant role in delaying the onset of firing
and in modulating the width of the spike (ref. Chapter 7), this current does
not alter repetitive firing once it has been initiated. IM and IN'tai,, on the
other hand. appear to have little functional role under any of the protocols
presented. If these currents (IM and Ila-tail) are assumed to be in the HPC
for a reason. then this result suggests that either the model description for
them is incomplete or that their site of action is primarily non-somatic (see
Section 10.2.4).
In Figures 9.5. 9.6, and 9.7. the response of the cell to tonic stimulus is
shown where the Ca2+ currents, c. and IAHP have been blocked, respec-
tively. Here some marked departures from the response of Figure 9.1 can be
seen, in particular the change in accommodation. When all C'a2+ activity is
blocked. as in Figure 9.5. the frequency of repetitive firing is constant. that
is the cell reaches a steady-state condition immediately with the first action
potential.
Figures 9.6 and 9.7 show how Ic and IAHP both contribute to the ac-
commodation response. When Ic is blocked the initial accommodation is
quite similar to the normal response. However (especially for the stronger
stimuli). later in the spike train the frequency of firing begins to increase
slightly. as if I4HP was partially wearing out in its role as headmaster. When
I.4HP is selectively blocked. on the other hand. accommodation is immedi-
ately compromised and the burst phase lasts for many spikes. Eventually
a reduced accommodation starts, though, slowly putting on the brakes to
prevent excessive spiking.
This accommodation is due to Ic. as can be seen in Figure 9.8. In this
figure the response to a 2.2 nA tonic stimulus as was shown in the previous
figure is reproduced along with the time course of the intracellular Ca2 +
concentrations and Ic. Here it can be seen that at the beginning of the
train Ic fulfills its normal role as a transient repolarizing agent, active only
during the spike. When the subsequent spikes come too fast. however, the
concentration of Ca2+ in shell.2 has a chance to build up. thereby raising the
basal level of [Ca2+]she.1 between spikes. This rise is enough to activate Ic
184
Figure 9.1: Simulations of response to tonic somatic input. Stimulus
strengths include 0.6 nA. 0.x nA. 1.0 nA. 1.2 nA. 1.4 nA. 1.6 nA. 1.8 nA.
2.0 nA. and 2.2 nA.
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Figure 9.2: Simulations of response to tollic somatic input with I4 disabled.
Stimulus strengths include 0.6 nA. O.Sx iA. 1.0 nA. 1.2 nA. 1.4 nA. 1.6 nA.
1.8 nA. 2.0 nA. and 2.2 nA.
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Figure 9.3: Simulations of response to tonic somatic input with I.T disabled.
Stimulus strengths include 0.6 iA. 0. 1iiA. 1.0 nA. 1.2 nA. 1.4 nA. 1.6 nA.
1.8 nA. 2.0 nA. and 2.2 nA.
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Figure 9.4: Simulations of response to tonic somatic input with IXa-til
disabled. Stimulus strengths include 0.(i hlA. 0. nA. 1.0 nA. 1.2 nA. 1.4 nA.
1.6 nA, 1.8 nA. 2.0 nA. and 2.2 nA.
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interictally so that this current provides a suppressing influence to the latter
part of the train. The simulations suggest. among other things. that Ic may
have a dual role - under "normal" conditions Ic' just modulates the width
of the individual spike , and under conditions when I.411P is blocked (which
easily could be physiological considering lAHP is inhlib)ited by cholenergic
agonists) Ic. steps in to provide a controlling influence suppressing strong
repetitive firing.
Finally. Figure 9.9 shows the response of the cell with just INa-rep
blocked. Here a fairly bizzare response is seen. since it seems that this
current would only contribute to the strength of individual spikes and the
extension of the effective range for firing threshold. However. in these sim-
ulations removal of /[.r,,,p has an additional (possibly pathologic) effect.
At low stimuli. the standard burst/accommodation response is seen. but as
the stimulus intensity is increased the cell response degenerates into a series
of low amplitude C 2 + spikes followed by a cessation of activity - the cell
effectively becomes mnute.
In Figures 9.10 through 9.16. this response is examined more closely and
compared with the response of the normal cell to the same stimulus. In
Figure 9.10 the two responses and their current records are compared over
the entire 2 secondls. At this level the most striking difference is tile large
IDR and I, (also ['a 2+]sh~U.1 and [('a2+]1.hs,.2) in the latter portion of the
Ivar_, p-blocked response. Examining the first pIart of the response in detail
(Figures 9.12 and 9.13). the differences are not as obvious. owever. even
though I,,_-t.i, is about the same for the two protocols. the blocking of
Ixa-rep causes a significant reduction in the spike amplitude. The result is
that IDR is not activated as strongly as in the normal case. thereby reducing
the interictal hyperpolarization and increasing the frequency of firing. This
is shown more clearly in Figures 9.14 and 9.1;5. where the initial spikes for
both responses are shown. Other than these changes. however. it appears
that nothing degenerate is occurring.
The situation changes. though. as accommodation (mediated by IAHP)
sets in. as shown in Figure 9.16. where the activated AHP reduces the
amplitude of the later spikes even further. which in turn prevents the full
turning on of IDR. The net result is that the cell becomes more depolarized
on the average. allowing Ic,, to fully activate. Tis inward current. while
now superseding IVatri as the "spike" current. cannot depolarize the cell
enough to activate IDR fully. which could repolarize tle cell back to E,,t and
reset the firing.cycle. Eventually, thenr. after a few oscillator (C'a2+-spikes.
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Figure 9..5: Simulations of response to tonic somatic input with ICa and
Ics disabled. Stimulus strengths include 0.6i nA. 0.8 nA. 1.0 nA. 1.2 nA.
1.4 nA. 1.6 nA. 1.8 nA. 2.0 nA. and 2.2 nA.
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Figure 9.6: Simulations of response to tonic somatic input with Ic disabled.
Stimulus strengths include 0.6 nA. O.S .A. 1.0 nA. 1.2 nA. 1.4 nA. 1.6 nA.
1. nA. 2.0 nA. and 2.2 nA.
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Figure 9.7: Simulations of response to tonic somatic input with IAHP dis-
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Figure 9.10: C'omparison of spike train with and without INa-,_rp - Soma
response and Na+ and K+ currenlt,.
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Figure 9.11: omparison of a spike train with and without INa-rep - Ic.
and intracellular C'a2 + concentrations.
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IFigure 9.12: Comparison of beginnilng of spike train with and without
l.a-r,p - Soma response and .\Na+ and K'+ currents.
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Figure 9.13: Comparison of begilillg of spike train with and without
l. -rop - Ic'. and intracellular ('a 2+ concentrations.
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Figure 9.14: Comparison of initial spikes of spike train with and without
.\',,_,., - Soma response and N.\+ and + currents.
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Figure 9.15: omparison of initial spikes of spike train with and without
I.V\ -rp - 'ca, and intracellular ('a2+ concetrations.
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the cell reaches a stable. depolarized level until the stimulus is removed.
9.3 Conduction of Dendritic Input to Soma
Figure 9.17 illustrates a current clamp simulation in which a series of four 1.:3
nA, 3 millisecond current pulses was injected into the distal dendrite. These
pulses approximate excitatory synaptic input, assuming that an excitatory
synapse consists of a selective conductance with a reversal potential around
-25 mV, a total conductance on the order of 60 nS. and an activation period
of 3 milliseconds. As seen in the figure, these events propagate down the
dendrite and sum at the soma until spike threshold is reached.
An interesting detail from this simulation is the shape of the repolar-
ization of this spike. Recall that single spikes evoked by somatic stimuli
display a distinct fAHP (ref. Figure 7.18). In Figure 9.17 the bottom of the
fAHP is elevated so that there no longer is a short depolarizing phase prior
to the ADP. This is caused by the increased soma-dendrite gradient. which
in turn results from the fact that the original depolarization is due to the
dendrites rather than from soma input 1.
As mentioned in Chapter 5 a characteristic of ,Na-trig is its sharp thresh-
old. This characteristic is demonstrated in Figure 9.18. Here simulations
with two inputs are illustrated. One input consists of the previous pulse
train. The second input is identical except that the interval between pulses
has been increased b 1 millisecond. This input evokes essentially a linear
response (compare with the step responses in Chapter 3), demonstrating the
fine tuning of Ix-tlrig.
9.4 Demonstration of the Full Output of the HIPPO
Simulations
I shall now present a typical simulation protocol in order to show the col-
lection of variables that underly the behavior of the model. Figure 9.19
shows the overall response of the model to the soma stimulus shown in the
lower part of the figure. An initial hyperpolarizing current step is applied
'In the earlier simulation of the single action potential the repolarization of the spike
also caused the dendrite to momentarily be at a higher potential than the soma due to
the charge stored in the dendritic capacitance. which in turn contributed to the ADP. but
here this potential difference is greater as explained above.
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Figure 9.16: Degeneration of spike train without I'a-rep - Soma response.
Nfl+ currents. IK+ currents. c . an(l intracellular C'a2+ concentrations.
Note the eventual strong activation of [(, preceding stable depolarization.
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Figure 9.17: Propagation of spike-producing dendritic input down cable
to soma. Current pulse train injected into distal dendritic segment (ref.
Figure 9.18 Stimulus 1 (top)).
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Figure 9.1B: Superimposed response to the stimulus used in the previous
figure (Stimulus 1. Response 1) and a subthreslhold stimulus (Stimulus 2.
Response 2). Note the near linear response of the subthreshold stimulus.
Both voltage traces are the soma respollse (bottom). Current pulse trains
injected into the distal denldritic segment (top).
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to the soma, bringing the soma voltage down from its resting potential of
about -72 mV to about -83 mV. Next, a 220 millisecond 1.8nA depolarizing
current step is applied, resulting in the characteristic burst of action poten-
tials. whose frequency just begins to reduce as the action of IAHP starts.
After the stimulus. the beginning of the long-last iig after-hyperpolarization
is seen.
In Figures 9.20. 9.21 9.22 the .Na+ currents and their associated gating
variables during the response of Figure 9.19 are illustrated (note change of
time scale).
In Figures 9.23, and 9.24 ICa its gating variables and the time course
of the intracellular Ca2+ concentrations are shown during the response of
Figure 9.19 are illustrated (note change of time scale).
In Figures 9.25, 9.26, 9.27. 9.28. and 9.29 the K + currents and their
associated gating variables during the response of Figure 9.19 are illustrated
(note change of time scale). The relationship between the activation of
the C'a2 +-mediated gating variables (w) for I(. and AliHP and the time
courses for [Ca2+] s hl. and [Ca2+]s,h,e ll .2 shown in Figure 9.24 is clear. The
conductance underlying Iz remains relatively constant (the time course of
IA, closely matches the time course of the voltage). and therefore while this
current is almost as large as I.4HP. it has the relatively uncolorful role of
mediating repetitive firing only slightly by changing the effective (linear)
impedance of the cell.
Finally. in Figures 9.:30 and 9.31 the linear components of the somatic
response are shown. i.e. the capacitive and leak sonia currents and the
dendritic voltages. respectively.
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Figure 9.19: Typical simulated response of the cell (top) to short hyperpo-
larizing current stimulus followed by longer depolarizing step (bottom).
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Chapter 10
DISCUSSION
10.1 Introduction
This chapter will address some of the more general implications and con-
clusions derived from the model. in particular those issues not covered in
earlier chapters. The overall question remains that if neural nets are realiz-
able with elements that just exhibit integrative all-or-nothing responses that
are connected with regenerative conductors. then why are all the channels
needed? The results of the model suggest some rationale as well as some
specific questions addressed at the apparent role of many of the currents
described.
10.2 Physiological Roles of Specific Currents in
Information Processing
How can the different currents described here contribute to the information
processing capability of the pyramidal cell? The first step in answering
this question is primarily mechanical. that is we need to show how a given
current shapes the response to a repertoire of inputs. At this stage. the
repertoire considered has been very basic short dlepolarizing current steps
that evoke single spikes. long lasting depolarizing current steps that evoke
spike trains. and (to a lesser degree) siIllple dlen(lritic input consisting of
depolarizing current steps applied to the distal p)ortion of t lie dendritic cable.
By examining the response to these inputs the functional roles of the model
currents can be grouped into three (non-exclusive) categories:
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Current Spike Shape Threshold Freq-Inten
INa-trig + +++
INa-rep + ++ +++
INa-tail +
k'a (++) (+) + (++t+)
IaS ? ? "
IDR ++ + ++
IA + ++ ++
IC + +++
IAHP - ++ +++
IM + +
IQ ? ? ?
Table 10.1: Functional roles of hippocampal somatic currents. Entries in
parentheses indicate secondary role. e.g. Ca2+ activation of K+ current.
"'?'" means that the role is unknown.
1. Modulation of shape of single action potential (Spike Shape).
2. Modulation of firing threshold, both for single and repetitive spikes
(Threshold).
3. Modulation of repetitive firing, specifically the relationship between
strength of tonic input and frequency of initial burst and later steady
state" spike train (Freq-Inten).
Table 10.1 summarizes the main roles for each of the described currents
as indicated by the simulations.
10.2.1 Possible Roles for the Modulation of the FI Charac-
teristic
Traditionally neural information is assumed to be encoded by frequency
modulation (specifically PCM). that is the number of spikes per second
encompasses the message of a neuron. For example. the strength of con-
traction for a muscle fiber is. over some range. a linear function of the spike
frequency of its efferent neuron. If action potential propagation is assumed
to be a stereotyped phenomena. then clearly the only way to modulate
neuronal output is by changing the spike frequency. If the inhibition of a
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specific current changes the FI characteristic, this allows the modulation of
that neuron's information processing by various agents.
10.2.2 Possible Roles for the Modulation of the Threshold
of the Somatic Action Potential
The setting of the somatic threshold will determine the minimal input for
eliciting a spike. and i effect change the sensitivity of a cell. For example,
if Iva-trig was blocked by some endogenous agent. then the firing threshold
for that cell will be raised by about 10 millivolts. This would cause the cell
to ignore a wide variety of input patterns that would otherwise generate
soma spikes. Even subtle changes in soma threshold, as might for exam-
ple be mediated by selective inhibition of Iz. could significantly alter the
overall transfer function of a local population of neurons. assuming that the
cholinergic input is spread out over that population and not just directed at
a single cell ([24], [25],[35]. [36]).
There are actually two aspects of the threshold" for a cell - static and
dynainic. In other words the rate at which the somia membrane approaches
threshold is as important as the absolute level of that threshold. In general
the threshold rises with a slower approach because there is a small range
for which sub-threshold activation of IV-trig is possible. The most strik-
ing evidence for this was demonstrated in Chapter 7. where the role of IA
in delaying spike initiation by (effectively) slow stimulus was shown. I4
therefore may help to distinguish tonic dendritic (particularly distal) input
versus tonic somatic input. For input that eventually will supply the same
depolarizing current at the soma. dendritic input will have a slower onset
due to the cable properties. This slow onset could allow IA to transiently
delay the onset of the spike or spikes. as was shown. A similar depolarizing
current of somatic origin (e.g. somatic synapses) would have a faster onset
such that I would not be activated in time on the depolarizing phase to
delay the spike. Extending this possibility filrther. blocking IA could have
the physiological or pathological result of reducing the ability of the soma
to discriminate proximal versus distal inputs.
10.2.3 Possible Roles for the Modulation of the Shape of the
Somatic Action Potential
How important is the .shalx of an individual spike at the sonia? In general
this question has not been addressed in the literature. but we can speculate
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on the possibilities. First, we can assume that spike shape, in particular
spike width, is unimportant to a first degree at the soma - once the soma
fires, it fires. However, the role of the spike beyond the soma may or may
not depend on the spike shape, and this possibility is dependent on to what
extent spike propagation is a linear or non-linear phenomena.
This in turn will determine the degree to which an axonal termination
"see's' the actual time course of the somatic event. At one extreme, the
proximal axon could transmit the spike a purely non-linear fashion - once
threshold was reached, the classic "all-or-nothing" response would transmit
a stereotyped action potential down the axon whose shaped would be com-
pletely independent of the (immediate) post-threshold behavior at the soma.
At the other extreme, i.e. if the axonal membrane were purely linear, the
propagation of the somatic event at any point down the axon would be a
convolution of the entire somatic signal, rather than just a function of when
the soma potential passed some threshold.
The situation in the brain probably lies somewhere between these limits,
that is electrical activity at the axon terminal is somewhat dependent on
the shape of the somatic spike. The extent to which this is true will in
turn be dependent on the wavelength of the propagated spike. For example,
consider a typical un-myelinated axon of an HPC with a diameter of 1 micron
and a conduction velocity on the order of 10 meters/second. For this axon
a 1 millisecond action potential will have a wavelength on the order of 10
millimeters. Since the distance between the soma and an axon terminal may
fall in this range. the post-threshold waveform at the soma may influence
the pre-synaptic waveform. despite the non-linearity of the axon.
Consider what happens if the axon is myelinated. Myelination means
that its C, will be much less and its Rm will be much greater. This results
in (a) the conduction velocity increasing (which increases the wavelength
proportionally) and (b) a reduction of the attenuation of the somatic signal
as it travels down the axon. in particular the high-frequency components of
the signal. In sum, if the HPC axon is myelinated. the electrical activity
at its terminals will even more likely depend on the time course of the
somatic waveform. despite the excitable membrane at (in particular) the
axon's nodes of Ranvier.
So, given the possibility that the shape of the somatic action potential
may modulate the signal at the pre-synaptic terminal. what role could this
serve? There are at least two possibilities. First. it has been demonstrated
that the release of transmitter at the pre-synaptic terminal is not an all-or-
nothing event. that is the amount of transmitter released is a function of the
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time course of the terminal spike ( ). For example, modulation of the somatic
spike width may in turn determine how much transmitter is released down
the line. thereby allowing a mechanism for changing the effective strength
of the spike as seen by the distal neuron. Second. pyramidal cell axons often
project collaterals back to the originating cell. forming axo-somatic synapses.
resulting in a feedback loop. In this case, modulation of the somatic spike
could affect this feedback in complicated ways. particularly since the length
of the collaterals is not large.
There may also be a role for the somatic spike shape during the transmis-
sion of an action potential at axonal branch points. For example. consider
a axonal branch point with an impedance mismatch and where there is one
thin and one thick proximal branch. In this case an orthodromic spike that
is too narrow may not be able to depolarize the thick branch sufficiently for
transmission of the spike down that branch. and as a result the spike would
propagate only down the thin branch. If this is possible. then modulation
of the somatic spike shape could be used to direct the cell's output in a
time-varying way. i.e. some times allowing blanket transmission to all the
cell axon's destinations. and at other times allowing reception of that output
by only a limited set of the proximal neurons.
To summarize. encoding information as spike frequency is clearly part
of the story. but it may not be the whole story. Modulation of somatic
spike width could be equivalent to a modulation of the "loudness" of a given
neuron's message. As mentionled previously. considering that some of the
currents may be modulated by non-cell-specific factors (e.g. local. non-
synaptic release of cholinergic agonists). the "message" being turned up or
down may be one being broadcast from a local population of cells. not just
a single cell.
In order to further examine the above scenarios. it will be necessary to
investigate the relationship between somatic spike shape and pre-synaptic
potential. in particular the effect of axon length. diameter. etc. We have to
answer the question of whether the pre-synaptic membrane (and. more im-
portantly. the post-synaptic membrane via modulation of transmitter release
or gap-junction interactions) see what is hapllening at the soma? We also
have to analyze at what point does axonal transmission red(ice to a stereo-
typed all-or-nothing action potential such that the p)re-synlaptic response is
independent of the soma potential beyond threshold.
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10.2.4 Other Implications of Somatic Currents
In this thesis the somatic response of the HPC has been modelled, under
the assumption that the dendrites present a linear load to the soma. and
that the data on HPC currents reflect the activity of channels localized
at the soma. The assumption of a linear dendritic tree has already been
discussed (Chapter 2). However, the idea that currents measured at the
soma reflect channels whose functional role is defined at the soma ma be
questioned as follows. Specifically, all channel proteins, regardless of there
final (functional) destination are manufactured at the soma. Some of the
so-called somatic channels may actually be vestiges of channels intended for
axonal and/or pre-synaptic membrane. Some percentage of the channels
which are manufactured at the soma for eventual export may be expressed
in somatic membrane either on their wav to final destination or when they
are transported back to the soma for recycling. For example, it has been
demonstrated that application of 4-AP modulates post-synaptic events (en-
hancement of EPSPs []). Does this mean that IA., which has been tacitly
assigned a primarily somatic role in this report. actually does most of its
work at synaptic membrane sites on the dendrites? This question should be
addressed in order to fully establish the functional role of the currents in
the HPC.
However. if the spike-shaping channels are intended for pre-synaptic
membrane. then modulation by endogenous factors (e.g. ACH) obviously
takes place at target neuron. Now this is disadvantageous if we want factor
to act selectively on some afferent tract. On the other hand, perhaps in a
given dendritic field only some afferents have certain channels. so there still
could be some selectivity.
10.3 Why Do the HPC Currents Span Such a
Broad Kinetic Spectrum?
A related question is what could be the usefulness of several types of cur-
rents with a range of activation/inactivation characteristics for information
processing function at the single cell level. Again. these currents primarily
define somatic integration: the role of the dendritic tree will further compli-
cate matters.
For example. do current kinetics serve to stabilize the cell. that is is
the cell response relatively sensitive or insensitive to variations in a) chan-
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nel configurations or b) channel kinetics/voltage-dependencies? The model
suggests that many of the parameters have a strong effect on cell behavior.
Now, the question remains as to what is the functionally important aspects
of HPC response. For example. does a delay to onset of repetitive firing
due to tonic dendritic input as opposed to somatic input (ref. IA) have any
functional aspect? Considering that this delay can be on the order of several
hundred milliseconds, then the delay may have a very important functional
role.
A crude analogy to a computer may be instructive (adapted from [37]).
Cognitive processes execute on the order of hundreds of milliseconds, thus
a delay of this magnitude. as demonstrated by the action of, for example,
IAHP, could correspond to an 'instruction cycle" delay mechanism. Like-
wise. some currents seen to function as delay mechanisms on the order of a
"machine cycle" (about tens of milliseconds). for example Ic. Along these
lines. a tentative categorization of the described currents is as follows:
* IA - can differentiate tonic dendritic input from somatic input
* IAHP - can terminate initial train of repetitive firing
* Ic - just modulates spike width
* Il. - helps set threshold in general. may effect F-1
* IDR - basal repolarizer
* I t,,-t,l - modulates repetitive firilLg
I-r!p - allows repetitive firing with lower metabolic cost
Ia-trig - basal spike current
* IQ-?
10.4 Pathological Roles of Specific Currents
Are specific currents mediated in isolation under certain pathologic condi-
tions? The selective action of neurotransmitters on soine of the currents.
e.g. nluscarine on I.M1. noradrenaline on A.4HP. supports this possibility.
Other examples include reports of various endogenous substances found in
ritmr that selectively affect distinct currents. e.g. the role of ethyl alcohol
on mlediation of 14 in .plysia (Biophysics Abst racts. 1997).
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As shown in Chapter 9, blocking the putative I.a-rep has the surprising
effect of causing the cell to "latch-up" in response to certain strengths of
tonic stimulus that would otherwise elicit well-bounded stable spike trains.
Although the existence of this current is problematical. the possibility of
selective blocking for it raises the possibility of an intriguing pathology. in
which neurons stimulated over a certain threshold will simply give up and
remain silent until the stimulus stops. On the other hand, it just as likely
that this would be a physiological response. that is under some conditions
putting an upper bound, not just a lower one, on the intensity of a cell's
input may be advantageous.
The relationship between intracellular Ca2+ and I and IAHP can also
indicate possible pathologic mechanisms. One role for these Ca2+ -mediated
outward currents that may be important is that they limit C'a2+ influx by
repolarizing the cell when Ca2+ currents are turned on. Intracellular Ca2 +
is an important messenger for several mechanism. for example muscular
contraction. but excessive [Ca2+]in is a noxious agent. There are thus at
least three negative feedback mechanisms for limiting the flow of Ca2+ -
first. voltage-dependent inactivation (e.g. the particle of Ic,) of C12 +
currents: second. reduction of Eca with Cta2+ influx: and finally. the just
mentioned Ca2+ -mediation of repolarizing currents. These mechanisms
suggest possible pathologic roles for some of the mechanisms. For example,
as shown in Chapter 9 blocking of IAHP causes I to step in and eventually
limit further repetitive firing. On the other halid. if both these currents are
blocked repetitive firing may go unchecked. with a subsequent larger buildup
of [C'a2+]in to. perhaps. pathological levels.
10.5 Why Model?
Why a model provides more information than that which is put into it.
particularly when the model attempts to describe a fairly complicated sys-
tern. is not always obvious. However, there are some compelling reasons to
employ this approach. including the following:
* Modelling helps answer the question as to whet her or not the collection
of currents described experimentally for this cell is sufficient to account
for the observed behavior.
* Limited data for a non-linear system cannot uniquely specify the sys-
temn. Modelling is a way to generate plausible mechanisms that can
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then be tested as more data becomes available.
* Modelling provides the experimentalist with a way to examine high-
uncertainty data and can stimulate alternative explanations when ex-
perimental results are inconsistent wit li the current body of knowledge,
as is embodied in the model.
* More specific to the results discussed here, if modelling indicates that
some currents only affect spike shape then this is evidence for some
interesting role for spike shape modulation. This in turn can give
suggest new ideas as to how information is encoded in CNS.
10.6 Questions Posed by the Model in Regard to
Current Mechanisms and Kinetics
Does it really matter what the time constant for decay is at potentials greater
than about -40 mV. as long as it is much greater than the time constant for
activation. considering that the spike will be repolarized before inactivation
can take place' Also. what is the usefulness of inactivation mechanisms for
some currents. in particular for the K+ currents? As demonstrated by the
model. during normal activity these currents are removed primarily by the
removal of activation. So far, a clear role for inactivation mechanisms has
not been established. but finding such a role is templting. if one assumes that
these mechanisms do not exist solely for the complication of voltage-clamp
prot ocols.
Since we do not see all aspects of current-specific behavior in all HPC
(e.g. do all HPC exhibit a2+-dependent fAHP?) the question remains as
to whv some cells have certain characteristics while others don't.
10.7 Interpreting the Model Behavior
Given the speculative nature of many of the currents that I have presented
in the model. any results that reflect the interaction of niany of the model
elements lust he regarded as prelinminary. None the less. here are a few
interpretations that we can draw that may reflect mechanisnms in actual cells.
A key question to be answered for any of the currents is whether or
not a given currenl is modulated illn ico. either physiologically or patho-
physiologically. Froim an evolutionary standpoint. for a current to have a
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physiological role via selective control of that current. clearly the controlling
factor must be present under physiological conditions. On the other hand.
in certain pathophysiological states a specific current may be modulated in
order to compensate for the problem. One would suspect that if a current
has evolved (that is survived) there must be a motivation for its presence
that is manifested in either physiologic conditions (e.g. as a computational
mechanism) or pathologic conditions (e.g. as a compensatory or protective
mechanism, or as well a computational mechanism).
For several of the currents described here such endogenous factors have
been identified. For example, IM is inhibited by muscarinic (physiologically.
cholenergic) agonists. IA has been reported to be inhibited by acetylcholine
(Nakajima et al, 1986), and IAHP is inhibited by muscarinic agonists (Madi-
son et al.1987) and noradrenaline (Madison and Nicoll.1986). Speculation as
to whether there are as yet undiscovered mechanisms in vivo for modulating
some of the other currents, for example the three proposed Na+ currents.
is interesting.
10.8 The Effect of Populations of Neurons as Dis-
tinct from Single Cells, and the Implications
for Graded Inhibition of HPC Currents
We have considered the all-or-nothing contribution of the various currents.
i.e. either a given current is present at its normal strength or it is blocked
completely. This description may be oversimplified in two ways. First. the
mechanism that blocks a given current may have a graded effect with respect
to a single neuron. For example. cholenergic input may be diffuse over the
soma. and at a given time only part of these afferents may be activated and.
subsequently. only a portion of the IM channel or IAHP channel population
inhibited. Second. inhibition of a given current must be thought of not only
in terms of a single cell but of a local population of cells. the size of the
population depending on the neuro-architecture of a given region and the
efferents of interest. Activation of a cholenergic tract which terminates in a
localized area in CA3 may impinge on thousands of HPCs. Assuming that
(worst case) the ltg of a given HPC in the area is then either turned on or
off completely. the behavior of the population is such that there will be a
graded response. This graded response will in turn depend on the strength
of the cholenergic tract activity.
The key point here is that thinking about the information processing
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properties of single neurons only in isolation deals with just part of the
problem. Rather. considering how a population of neurons behaves is im-
perative. No single cell is an island. and removal of a single pyramidal cell
from the hippocampus will probably have zero functional effect.
On the other hand. understanding the spectrum of behavior inherent
in the individual functional unit (in this case the single neuron' is vital to
deriving the behavior of the group, particularly when the size of that group
varies depending on the system being considered.
10.9 Other Issues Suggested by the Modelling
Approach
One interesting possibility posed by the model is that C'a2+-mediated cur-
rents might be used as a fast-response transducer for monitoring intracellular
Ca2+. Previously. this problem has been addressed by different methods.
including via measurement with microelectrodes [29]. with questionable re-
sults.
In order to use C'a2+-mediated currents as a transducer. it will be re-
quired to verify the relationships between activation of these currents and
Ca2 + concentration appropriate for these currents. for example by using
patch clamp protocols. Modelling can then he used to extract estimates of
the time course of Ca2+ concentration given limited data. since the simu-
lation of current clamp protocols establish useful constraints between the
relevant parameters. In the results presented here, the time course of in-
tracellular ('a 2+ was tightly linked to both the membrane voltage and the
different currents.
'Of course the definition of what constitutes the "individual functional unit" is not
fixed - this may range from single channels to specific areas of a dendritic tree to the
single cell to subfields to fields on up through the main systems in the CNS.
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Chapter 11
FUTURE DIRECTIONS
11.1 Introduction
The model presented here is a preliminary one: at this point there are only
a few conclusions that may be drawn from it with confidence regarding the
functional aspects of the entire cell. The data base. at present. is sparse.
and it was necessary to augment the available information with reasonable
speculations on unknown nlechanisms. In some respects this effort has been
successful in reproducing the qualitative aspects of HPC response. Other
aspects have not been simulated well. and it remains to obtain additional
data fiom cells in order to fill ill the gaps.
11.2 Some Experiments for the Future
Some experiments that are suggested by the model results include the fol-
lowing:
* Validate assumptions regarding electrotonic structure using frequency
domain techniques.
* Evaluate the method for estimating the electrotonic parameters of
the dendritic tree fromn histological data that was presented in Sec-
tion 3.8.2.
* Investigate contribution of apparent soma leak by Imicroelectrode. If
contribution is significant during electrophysiological measurements.
theii use model to determine behavior of undamaged cell.
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* Validate presence of proposed Na+ channels.
* Validate voltage-dependence of Ic and IAHp.
* Determine C'a2+-dependence of Ic and IAHP-
* Develop versions of model for different hippocamlpal sub-fields or dif-
ferent species.
* Further investigation of the relationship between various parameters
and functional sensitivity, e.g. does changing INa-rep parameters af-
fect firing patterns.
* In general, devise voltage-clamp protocols to validate assumptions for
current parameters.
* Test description of Ca 2+ system.
* Investigate more quantitively the temperature-dependence on HPC
parameters.
* Run experiments to check the model predictions. as possible. for the
various patterns of repetitive firing as shown in C'hapter 9.
11.3 Testing the "Super" Cell Assumption
During the analysis of the HPC literature it became apparent that devel-
oping an experimental protocol in which evaluation of .s vrral currents and
the linear response for a single preparation would be very valuable. A sig-
nificant handicap in the building of HIPPO was that the available data was
derived from a vast variety of cells. On the other hand. the HIPPO descrip-
tion tacitly assumes that all the currents/characteristics reviewed could be
expressed in a single cell. and in fact this (probably fictional) super" HPC
is the system being modelled. Indeed. one of the more remarkable aspects of
the model is that it was possible to derive a single system description that
simulated such a wide range of responses.
On the other hand. a single real cell may not embody every detailed re-
sponse presented here. and a given cell probably expresses only some limited
subset of the reported behavior. Running future experiments with this in
mind. and to design a suitable protocol that would shed light on the com-
plete behavior of a given preparation in order to test the conclusions of the
model will be useful.
227
Appendix A
A SAMPLE SIMULATION
SESSION
In this appendix a typical simulation session will be demonstrated. The first
step in running HIPPO is configuring the LISP environment with the proper
window frame. This is done b) calling the function STARTUP. Next. the
function CLAMP is called. The first task of ('LAMP is to present the user
with a series of menus that set the parameters for the current simulation.
These inenus will be illustrated below. ,
The first menu to appear is -
Choose Variable Values
First tine progran is being run?: Yes No
Current or voltage clamp: Curent cunmp Voltage clamp
Modify sona paraneters: Yes No
Change the plotted dendrite voltages?: Yes No
Modify dendrite parameters: Yes No
Update all the current kinetics: Yes No
Modify overall sinulation paraneters: Yes No
Exit a
In this simulation all the options will be selected. The next menu
appear asks which soma parameters will be modified -
Modify the sona currents : p No
Modify sona geometry and passi e components: Ye No
Modify the sonm stimulus: YesNo
Modify the soma synapse: Yes No
Exit a
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The next menu asks which soma currents will be included and/or mod-
ified -
Pyranidal Currents Include Modify
Nal (trigger nutha) current a 3
Na2 (slow tail) current a a
Na3 (repetitive) current O 0
Nap current 0O O
Ca current 0 O
Slow Ca current 0 0
DR current 
C current 0'
Rhp current 3 O
M current I 0
0 current H 0
A current 0
Do It 3 Abort 0
In this case Ic and Ic.s will be killed (as if Ca2+ blockers had been
added to the cell medium) and the parameters for IDR will be modified.
The next menu changes the parameters for IDR -
Delaved-Rectifier Potassium Current
DR-current absolute conductance [nicro-S]: .7
Block sne fraction of absolute conductance ([-1]; 1.0
** X Variable Kinetics **
V12 for Dr x: -18
Alpha-base value for Dr x at V12: .008
Valence for Dr x: 12
Ganna for Dr x: 0.95
Mininun value for tine constant ns]: .5
Here the kinetics of IDR have been shifted +lOmV along the voltage
axis, thereby increasing the threshold for the activation of this current.
The next menu allows for modification of the passive soma parameters -
Passive components
Sona sphere radius [nicroneters] : 17.5
Leakage battery [nV] : -76.0
Na reversal potential nVU : 50.0
K reversal potential nVU : -85.0
Ca reversal potential [nV] : 110.0
Calculate C-nen fron geonetry (yes) or use input capacitance (no): Yes No
Menbrane capacitance [nicrofaradssq-cn] : 1.6
Input capacity [nF] : 0.15
Calculate *RS-MEM fron geonetry (yes) or use input inpedance (no): Yes No
Menbrane resistance [ohn-cn-cn] : 850.0
Input impedance EMOhn] (used to substitute for sona and dendrite Rin only) : 39.0
Temperature of experiment [Celsius]: 30
0-10 [Rate constant coefficient per 10 grees]: 3.0
0-10 [Ionic conductance coefficient per 10 degrees]: 1.5
Include electrode shunt conductance (if no the 9-shunt will be ignored)?: Yes No
Electrode shunt [Mohns]: 1.0e7
Constant current injected [nAR]: -. 25
In this case the temperature of the simulation has been set to 300 C.
Now the menu for the soma current stimulus comes up. This is set to
inject nA into the soma for 5 milliseconds at the beginning of the simulation
run -
Settin U Current Clanmo
Do you want current injected into the sona?: Yes No
Current clamp by : Command array Entered steps
Enter nane of current connand array -: NIL
Step 1 amplitude na]: 1
For how long Ens]: %
Step 2 anplitude Ena]: 
For how long Ens]: 8
Step 3 amplitude na]: 0.8
For how long Ens]: 8.8
Step 4 amplitude nal: .8
For how long Ens]: .8
Step 5 amplitude na] : 8.0
For how long (this will change the duration of the sinulation)[mns]: 6
Exit t ' '
Now the dendrite will be set up -
Exit 0
lIChoose Variable Values I
Do all the 5 apical shaft segments have the sane geometry?: i No
ExitO I
Choose ariable Values
Length of segment [nicroneters]: 248
Diameter of segment [micrometers]:
Exit 
t** SETTING UP THE DENDRITES **t
-- DENDRITE STRUCTURE --
How any apical dendrite shaft segments? : 5
Include apical dendrite shaft: es No
Modify it?: Yes No
How any apical dendrite left branch segments? : 0
Include apical dendrite left branch: YesNo
Modify it?: YesNo
How nany apical dendrite right branch segments? : 0
Include apical dendrite right branch: Yes No
Modify it?: Yes No
How many baseal dendrite segments? : 0
Include basal dendrite: YesNo
Modify it?: Yes No
-- DENDRITE CHARCTERISTICS --
Modify dendrite passive components: Yes No
Modify the dendrite current stimulus: No
Modify the dendrite synapse: Yes No 
Modify the currents of the odified dendrites: YesNo
The passive characteristics of the dendrite segments will now be set -
Passive Prooerties of dendrite Se-nents
axon ncnbrane capacitance Enicrofaradssq-cm] .1
axon nenbrane resistance ohn-cn-cn] : 50000.6
axon axoplasn resistance [ohn-cn] : 25.0
dendrite nenbrane capacitance [nicrofaradssq-cn] : 1.0
dendrite nenbrane resistance ohn-cn-cn] : 40000.0
dendrite axoplasn resistance ohn-cn] :
dendritic leak potential [nv] : -78.0
Plot all the voltages in solid lines: YesNo
Exit 0
And current - 2na from 25 milliseconds to 30 milliseconds into the sim-
ulation - will be injected into the distal dendritic segment -
Chooie ari abe Values
Do you want current injected into the
Segment to inject current into - : 5
Step 1 amplitude na]: 0.6
For how long Ens]: 25
Step 2 amplitude na]: 2
For how long Ens]:J:
Step 3 anplitude na]: 0.
For how long Ens]: 0.0
Step 4 amplitude na]: 0.0
For how long Ens): 0.0
Step 5 anplitude na]: 0.0
Fnr hnu nna rnl X .
apical dendrite shaft?: Ye No
HIPPO now begins calculating the network response. While the simula-
tion is running, the elapsed time is displayed -
Length of simulation + time for steady state - 76.07ms Current time - 12.2ms3
HIPPOCRIIPRL PYRRIIDRL CELL SIMULATION
2:31
. . .· .· ·.. , I,...,.I, .. , . . .
When the simulation is complete, the relevant voltages and currents
are plotted, along with a printout of the parameters. The output of the
simulation run is shown.
Various characteristics of the simulation can be examined more closely
as desired. For example, suppose the response to the dendritic stimulus is of
interest. The relevant portions of the plots can be readily zoomed as shown.
Tmp.i 3C, Tim step [Isee) 0.626, Soma -Rest -70.24, E-Leak (Seme) -7.6 
E-Lek (Derite) -7.6L, -K -. 1, E-ea 110.6, E-dr -713., E-a 60.0, -Sbo (MO
Sema meal. res. lhms-sq m]l 66., Some cap. ([] 6.01261, Sea red. [mio'sl 17
Soe Spee cap. [mlereFsq-em] 1.0, Dendrite Spe cap. ([mlerFsq-eml 1.6
Oeadrite mem. res. [eLms-sq cm] 40000.6, Axepalsmie res. [ohms- eo] 26e.e
4. eleetrede shunt
SNa1 [miSroS] 0.6546, 9N2 [miereS] 0.01636, gNaI [micreS] 0.6720, I-ca pis
I-n4P poiseed, I-ea pise4e
SC [micreS] 0.4,gA1P [mierteS 0.35,gM microS] 0.006, gOR lmioreS] 0.7,
gIA mroS] 0.5
1Alnal sha deed rite with segments. Length * 1200.0 miorens.
Segment engs L * 2*mifrones. Diameter 12.1 mierens. Lamda 24. L · .4
%Lamda(per segm t) ·. .7 1%e
Time required t reach steady-state 4.3 asee
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Appendix B
HIPPO ALGORITHM
In this model a spherical-soma/dendritic-cable approximation of the pyrami-
dal cell is reduced to ani electrical network. HIPPO calculates the response
of the network using a modified predictor-corrector scheme. based on that
used by Cooley and Dodge. [11]. At any given tinme step this algorithm finds
the set of solutions by a iteration from the previous set. The inputs to the
network include:
* intrinsic non-linear conductances and their equilibrium potentials
* current injected into one or more compartments
* controlled voltage source placed in parallel in the soma
* synaptic conductances
The outputs of the network include:
* voltage and the derivative of the voltage
* state variable values and their derivatives
* individual branch currents
These values are found for every conlpartmlent in the network.
The program first calculates t he st eady st at e of t he network (if one exists)
for the current set of simulation conditions. If a steady state does not exist
(e.g the cell fires spontaneously) a quasi-steady-state solution is used as the
initial values for the simulation. The algorithmn then proceeds as follows for
each time increment:
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1. Estimate the voltage of each compartment by open integration using
the value at the last time step, the value of the derivative at the last
time step. and the time step. If this is the first time step, then the
previous voltage is the steady-state voltage.
,"(nXt) = I'([n - 1]At) + (Xt x ([n - 1]At))
where '(nAt) is the estimate of the voltage of a given compartment.
V([n - 1]At) is the voltage at the previous time step, At is the size
of the time increment, and V([n - 1]At) is the time derivative of the
voltage at the last time step.
2. Estimate the steady state values of the state variables and their time
constants at the current time using the voltage estimates. For example
the steady state value of the Ivatrig m variable is estimated as:
lt/Xa -trig.oc ( n At) = f(V'(nAt))
Likewise the time constant for the I.,a-tri m is estimated:
r', .l-trig(nAt) = g(l"(nAt))
where f() gives the steady state value (n.¥-trig.cx) of lSX-trig at a
given voltage. and g() gives the time constant (m.Na-trig) at a given
voltage. Similar equations are used for the activation and inactivation
variables for all the currents that are included in any given compart-
ment. Note that functions like (f() and g()) are among the key results
either measurements of cell parameters or the estimates derived with
the model.
3. Estimate the present value for the state variables by trapezoidal ap-
proximation. using the old values for the state variables and their
derivatives. the estimates for their current steady state value. and the
estimates for their time constants. For example.
mn;a-trig([n - 1]At) + 2 t(fi.,-trig( [- ]t)+ _ (t) )mr .nm - i n)t)M. --tr(nt)
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4. The conductances are estimated from the state variable estimates. For
example. for the INa-trig conductance the estimates for mAatrig and
hNa-trig are used as follows -
gVa-trig( ?'t ) = "'\,,-tri( "t )hr,-trig ( lt ) V.-trig
where g'Aa_trig(nAXt) is the current estimate for the I.v,-trig conduc-
tance, and Na-trig is the total conductance for the Ia--trig current.
The Ca 2+-dependent K+ conductances are estimated using the values
of [Ca2 +]shen.l and [Ca2+]shel.2 calculated at the previous time step.
5. Conservation of currents at circuit nodes (KCL) and the appropriate
branch equations are used to calculate the estimated capacitive cur-
rent for each compartment at the current time. This current is then
used with the value of the capacitance of the compartment to calcu-
late the derivative of the compartment voltage. given the estimates for
the conductances. the estimates for the voltages in adjacent compart-
ments. and the value of any injected current into the compartment.
For the circuit topology most often used in the simulations (see Figure
1.1) the expression of KCL for the estimated soma currents is:
istinulus + caupacity + a].u-trig + l.',-rfp + lva-tail
+1 + IDR + + HP + IQ
+I~z + IC ' + IL +  idrite-son = 0
Thle relevant branch equations are
Icapql ity = C(ssljll I Sjn,,a( 11 Xt )
'a-trig = .,i,-tri(nAt) X ( EN, - t (n t))
I.a-rp = g' 9 1 ,.p(nAt) >: (E.v,,- ,,(nt))
Na-tail = ',,-tl( .. t) X ( E. - l s,,Ž(At))
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Ii4 = g 4(n t) x (EK - ' ma(nAt))
'AP = 9AHP( nt) X (E1; - I l,,,(,,A1))
IDR = YDRP(nAt) X (EhK - Ism At
Ic = g' (nt) x (EK - Vs'ma(nAlt))
Ir = gl(nAt) x (El- - 'om,,(nAt))
= g ( At) x (EK - mI nAt))
. (= g(nAt) x (Ec., - s,,,a(nAt))
Ic = g ( nt) x (Ec, - I' (nAt))
L= 9L X (ELk - s, , ( t)) 
I'Shunt = 9.5hunt X sImn,,(Aft)
Idendrite-soma = gdendrite-suom X ( dendrit-segmentl( 7lAt )-lsoma (nAt))
Rearranging to get an expression for 'Si.,(U At).
lom,(nAt)= 1 x
( nmemrnbrne
(gYa-trig( _t )+9Ng'a-rep( lAt)+9,-ti( lnlt))X ( E\ - I- ma(n t))I+g.S,-,,
2:36
+( ( n At) + 94HP( n.At) + 9DR( lAt)
+g(n) + g 1(s.t)+g(nAt)) x (El; -I s ,0 .(nAt))
+(g-.a(nAt) +nx n- I)) X , tl ))
+9L (ELek - .s , ( n t)) + gShunt < -Is,,,l( nAt)
(1--
+gdendritf-soma X ( 1 dendrite-segmntl( niAt ) - I ,oma( nAt )))
Similar equations are derived for all the other compartment voltage
derivatives.
6. A second estimate of the compartment voltages is made with trape-
zoidal approximation using the previous values for the voltages and
their derivatives and the estimate for the present derivative. For ex-
anmple. the second estimate of the soma. voltage is derived as follows-
1
'"(nAl) = V([n - 1t) + -(i([n - 1]At) + I'(nAt))
2
where l'"(n t) is the second estimate for the compartment voltage.
Recall that both the voltage. V'([n - 1]At). and its derivative. V'([n -
l]Xt). were stored as results from the previous time step.
7. The new voltage estimates are compared with the previous voltage
estimates. If any of these estimates is not within some convergence
criteria . then the algorithm goes back to step 2 using the m(an of
the previous and present voltage estimates.
X. If all the voltage estimates are within the convergence criteria then
these estimates are taken as the present values for the voltages. A final
estimate of the state variables and the derivatives of the voltages are
then calculated, once again using steps 2 through 6. The derivatives of
the state variables are also calculated using the appropriate differential
equations (ref eq. 1.). These values are also stored as the state of the
network at the present time.
9. [Ca2+]shuell. and [Ca2+],1,.1.2 for the current time step is calculated
using the current value of Ic.,, and Ic',,s and the appropriate differential
equations (see Chapter 6).
10. Increment the time and continue simulation.
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Note that [Ca2+]she1l.l and [Ca 2 +]shel. 2 . and thus the interaction be-
tween these concentrations and Ic and 1.4Hp. are calculated out of the
predictor-corrector loop in order to speed up execution lime. This is rea-
sonable since the time constants for the influx of ('a 2 + and the change in
the compartment concentrations are much slower than tlhe typical tine step
used in the simulations (0.05 milliseconds).
The stability of the algorithm was primarily a function of the timle step
and the state variable with the fastest kinetics. Runs for a given simulation
were done with the largest time step that resulted in a convergent solution.
Typically simulations were run with a time step of 0.05 milliseconds. and an E
of 0.1 millivolts. The accuracy of key simulations was checked by re-running
the simulation with a small time step and a small epsilon (typically 0.01
milliseconds and 0.01 millivolts. respectively). Running time for simulations
with a 0.05 millisecond time step and e = 0.1 millivolts was between 0.5 and
1 second (real time) per millisecond of simulation.
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Appendix C
OVERVIEW OF THE
HIPPO CODE
The HIPPO program is written in ZetaLisp, a dialect of Lisp that is imple-
mented on the Sylnbolics 3600-type computer. Although this code will not
run under Common Lisp, converting it should not be very difficult.
The output of HIPPO assumes that a plotting package written by Patrick
O'Donnell has been loaded into the machine. Again. this part of the program
could be readily modified to run on another system.
Some of the features of this code include the evaluation of the voltage-
dependent gating variable functions and storage of the results in arrays
before simulation runs so as to speed run times. In addition. it is relatively
straightforward to add new conductances to the model due to the modularity
of the program.
Copies of this code are available on cartridge tape from the author.
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Appendix D
HIPPO LISTING
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;; -- Nodes LISP Syntax: Ztalisp; Packge: (HIPPO); B: 10; Fonts: CPTFONT.CPTFOTI; Hardcopy-Fonts: FIX10,TIN
ES0RN0M1011O --;
,,, -_ - SIU7nLONOFlMOiJCAL YRUIIA4gJONS eu eeeeMMe
, Ue UNJ eeee
AN  djol'm are, de fjW w ,0 -
me.
, saw &-Pw( ua, Met l i ems ow sa
::: utrfam' re (rem)
.::; Vdsage (n. irrpj
::: a tW (sme af par
. SkdBerf~,nc dffc (Mem,~am . ad s
-... AfL.,m NApirAW hu m
,R .st (maaA-ems)
,:: *e D2m ( ltasle a)l u
:C';ef tAI dEaiR (mm.amapry 2 :aream )
.: he lot eatlor r th r -
.':: wfiv de-Iu (mak ! 2In ue.;:; =eie ]m p Mid e
:: VAJAtI-N d~ag rq
:::; 77M ~s m ll r tiaa c It:; frldse-w Me - Ndit(*w la  t
,;::: ee larr hed di tse ltan flea Jir eA eapitame. (ImNks-arr I 7 n lwe dlmrliMad rr, t
(defvar SAL-DInflE (make-arry '(S0 200) :tnltal-value 1.0))(delver APICAL--DIITE (ake-array '(00 200) :Intlal-vlwue 1.0))
(defver APICAL-2- IRITE (lke-array '(0 00) :Initlal-valu 1.0))
(defvr APICAL-SAiFT-fENr ITE (lake-arry '(50 200) ntal-value 1.0))(defvar stotal-s(egmnts 10)(defvar S a (ake-array 200 :nItanl-vellue 0.0))(defvars-w-vlue ( dr t - e-se-tep 0)(esi-mynme-stap O)(start-dendrte-synamIe 10O.)(ttr-sIl-ynap e 10.0))
(defvar -nWl-nf-array (ake-rray 1700 :tnital-value 1.0))(deftvr h-nal-tnf-array (mk-array 1700 :nitial-vl 1.0))(delver t-nl-array (ake-array 1700 :ntial-value 1.0))(defvr t-h-nl-arry (makarray 1700 :Inttial-value 1.0))(delver e-na-1nf-array (make-array 1700 :Intlal-value 1.0))(defver h-n2-nf-rray (make-rray 1700 :Initial-vlue 1.0))(defvr t-n--rray (make-array 1700 :initil-vlue 1.0))(defvar t-h-n2-rray (mke-array 1700 :nltil-vlue 1.0))(deflvr -nnf--rray (ke-arry 1700 :tntal-vlue 1.0))(defver h-n3-nf-array (ake-array 1700 :Inltel-vlue 1.0))(defv r t--na3-rray (lake-rray 1700 :nt1ial-vlue 1.0))(defvr t-h-na3-array (make-array 1700 :Initial-value 1.0))
(defvr x-nap-nt- rray (ke-array 1700 :nlttal-value 1.0))(devar -x-nlrray (make-array 1700 ntlal-value 1.0))
(defvr s-catnf-array (mak-array 1700 :lntal-valu 1.0))(defvr w-ca-int-array (ke-arry 1700 :tnltal-value 1.0))(defver t-s-c-array (make-array 1700 :Initial-value 1.0))(defvar t--ca-rray (lk-array 1700 Initial-value 1.0))(defvar x-c-lnf-array (make-rray 1700 :Intital-value 1.0))(defvar t-x-c-array (make-array 1700 :initial-value 1.0))
(defvar x--nf-array (lake-array 1700 :intial-value 1.0))(defver y-a-1nf-erry (aerray 1700 :initial-value 1.0))(delfver t-x--erray (wla-rray 1700 :tnltal-value 1.0))(dlefvr t-y--array (ake-array 1700 :inital-value 1.0))
(dervar x-c-inf-alrray (mie-array 1700 :ntal-vlue 1.0))(delvar y-c-nf-array (ke-array 1700 :Inital-value 1.0))(defvr t-x-c-array (ke-array 1700 :1nltil-value 1.0))(delver t-y-c-erray (ke-array 1700 :Intial-value 1.0))
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(defvar x-dr-inf-array (make-array 1700 :initial-value 1.0))(defvar y-dr-inf-array (make-array 1700 :Initial-value 1.0))
(defvar t-x-dr-array (make-array 1700 :inltial-value 1.0))
(defvar t-y-dr-array (make-array 1700 :inftial-value 1.0))(defvar x-n-lnf-array (make-array 1700 :nltlal-value 1.0))
(defvar t-x-m-array (ake-array 1700 :Initial-value 1.0))(defvar x-q-nf-array (make-array 1700 :initial-value 1.0))
(defvar t-x-q-array (make-array 1700 :Initial-value 1.0))
(defvar z-ahp-nf-array (make-array 1700 :nitial-value 1.0))
(defvar t-z-ahp-array (make-array 1700 :intial-value 1.0))(defvar y-ahp-inf-array (make-array 1700 :Initial-value 1.0))
(defvar t-y-ahp-array (ke-array 1700 :nitial-value 1.0))
(defvar voltage-array (ake-array 1700 :Initial-value 1.0)) ;Use thi arrq for p(otting rariabl ares
:: St up labdl for the raivus dendrliteo-semnt and oin a;r idols.(defvars-w-valua
(labelS O)
::7Th lost perraarnt wdu for the dtlqe and he derivawv of the odltap.(voltageS 1) (voltage-dot$ 2)
::.--tl th prewt estfirte of th wotte d 'e t-dor',; te. prmnt astoma of th krtow of th
:.woltqe.wc w to be used In cdaltin the t sis natte of the odtq.(voltage-estlS 3)(voltage-estl-dotS 4)
'-s2',. the mxt staot of the wot. Wln tli ti cidadsted It w then b coMpared with the
,.relo a rtol e to SW If thi two r s ar within the covrP criterhtm.(voltage-est2S 5)
(capacitanceS 10)(lengthS 11)(dlemterS 12)(e-restS 13)(total-segmantsS 14)(Include-meS 15)(plot-mS 16)
(ca-conc-shel1S 17) (ca-conc-shell-dotS 18)
(ca-conc-shell2S 117) (ca-conc-shell2-dotS 118)
;:77 la st peorntant rvle for t state riabls and their derivtis coladed wiltA the It plrm nt
:,dwu for the vWdta.
(-nalS 20)(-nal-dotS 21) (h-nalS 22)(h-nal-dotS 23)
(i-na2S 120)(m-na2-dotS 121) (h-na2S 122)(h-na2-dotS 123)
(m-na3S 124)(m-na3-dotS 125) (h-na3S 126)(h-na3-dotS 127)
(s-caS 24)(s-ca-dotS 25) (w-caS 26)(w-ca-dot$ 27)
(x-aS 28)(x-a-dotS 29) (y-aS 30)(y-a-dotS 31)
(x-drS 32)(x-dr-dotS 33) (y-drS 34)(y-dr-dotS 35)
(x-mS 36)(x-m-dotS 37)
(x-qS 38)(x-q-dotS 39)
(x-napS 40)(x-nap-dotS 41)
(x-cS 42)(x-c-dotS 43) (y-cS 44)(y-c-dotS 45) (w-cS 54)(w-cdotS 55)
(x-casS 46)(x-cas-dot$ 47)
(z-ahpS 48)(z-ehp-dotS 49)(y-ahpS O)(y-ahp-dotS 51)(w-ahpS 52)(w-ahp-dotS 53)
:AbsJte condtctanw
(g9-axalS 60)(g-synapseS 61)
(g-leakS 62)(gbar-na1S 63)
(gbar-na2S 163)
(gbar-na3S 164)(gbar-caS 64)
(gbar-kS e6)
(gbar-uS W6)(gbar-drS 67)(gbar-cS N6)(gbar-qS 69)(gbar-napS 70)(gbar-aS 71)(gbar-casS 72)
(gbar-ahpS 73)
;l:,p fOr th ddrXltlO arut$
(Include-naS 80)
(Include-caS 81))
;::: s ar ustd to store the steady state raest and the tle constant for the rdtag dnmp protoco.
(defvers axqinf stq axctnf xtxc ycinf styc swcinf etwC
sx1inf stm
*nalnf *tnal *hnalInf sthnal
*mna2nf tan2 *hnaZnf sthnnaZ
*mna31nf *tmna3 hna3inf *thna3
s cainf stmca *hcatnf sthca
Sxdrtnf *txdr xcasinf ttxcas szahpinf stzahp yahptnf *tyahp swahp1nf stwahp
242
*ydrinf *tydr xainf *txa *yainf *tys *xnaplnf txnap )
:A eu thue ar t whrc h/dd the ae and dendrite syptlgc cenductmcus [mro-S](defvar SONA-SYNAPSE (make-array 10000))
(defvar DENORITE-SYNAPSE (ke-array 10000))
::: VeYeslow r/aM
(defvars *gs-nal-est *gs-na2-est *gs-na3-est
*gs-nap-est *gs-ca-est *gs-a-est gs-c-est *gs-.-est gs-dr-est *gs-cas-est *gs-ahp-est
*gs-q-est *gs-leak *gs-synapse gs-coupling tite *clamp-voltage vstep *time-for-steady-state
OENOAITE-ARRAY *g-electrode)
(defvars *a-n-nal *b-m-nal *a-h-nal fb-h-nal)(defvars a-m-na2 b--na2 a-h-naZ b-h-na2)
(defvars *a-m-na3 b-m-na3 *a-h-na3 *b-h-na3)(defvar vclap-comand-flag 1)(defvar *voltage-coand* nil)(defvar *iclamp-coeand-flag 1)
(defver *current-comand* nil)(defvar *stit-seg 4)(defvar *syn-seg 4)(defvars *plot-list1 label-listl *plot-list2 label-list2 *plot-list3 *label-list3 *plot-list4 *label-list4
*plot-listS *label-list5)
(defvars-w-vlue (-sti-1 0.0)(*1-st 2 -stim-2 0.0)( 1-stim-3 0.0)(*-stim-4 .0)(i-sti-5 0.0)(t-stim-1 0.0)(t-stim-2 0.0)(*t-stm-3 0.0)(*t-sti-4 0.0)(t-stim-5 0.0)(*t-den-sti-l 0.0)(i-den-stil-2 0.O)(st-den-ati-3 0.0)(*i-dmn-stim-4 0.0)(xi-den-stim-5 0.0)(*i-den-stm-6 0.0)(st-den-st-7 0.0)('l-den-stm-S 0.O0)(*-den-stm-9 0.O)()i-den-stim-10 0.0)(*t-den-sti-1 0.O)(t-den-stim-2 O.O)(t-den-sti-3 0.O)(*t-den-sti-4 0.0)(*t-den-stim-S 0.0)(*t-den-sti-6 0.O)(*t-den-sti-7 O.O)(st-den-sttim- O.)('t-den-stim-9 O.O)(*t-den-stim-10 0.0)(*current-stimulus-segment 5) (1-stim 0.0)(*l-den-stim 0.0)(*time-step O)(duration 50)(0include-soma-current t)(tinclude-dendrite-current nil)('plot-dendrite t)(*calculate-steady-state t)(*first-run t)(steady-state-run nil))
(defvar *qten 3.0) ;Te mperatm depedef raae cuam. T77 rw certnts
:an mwltllud Q7TN radid to (7'.er)lO. where Ti the
:tumperaure of thb r shmulPeu and ithe t mpe tre ofe!
:t ofe th uperlmut thst mredu the ru onmstnts.
(defvers-w-value (*qten-factor-at-25 1.0) (*qten-factor-at-32 1 .0)(qten-factor-at-24 1.0)(*qten-factor-at-22 1.0) (*qten-factor-at-37 1.0)
(*qten-factor-at-14 1.0) (qten-factor-at-25-m 1.0))
(defvars-w-value (soam-synapse-tau 1.0)('som-synapse-mplitude 1.0)(*e-synapse -25.0)(*dendrite-synapse-tau 1.0) (dendrite-synapse-mplitude 1.0) (*synapse-segment 5)('total-apcal-l-segmnts 0) (total-pcal-2-segents 0) (total-apical-shaft-segments 5)
(*total-basal-segments 0)(*i-constant-injection 0.0))
(defvarts-w-value (axonal-cap-em .1)(*axonal-r-m 50000.0)(*axonal--int 25.0))
::: J[ l .?,q
(defvars-w-value (smodify-soa-passive-coponents t)(swodify-som-stimulus t)(smodify-soa-synapse nil)( modify-soa-currents t)(smodify-sLm t)(modify-dendrit t)(*seg ents-al 1-th-sam t)(salulation-flag t)(*tnclud-sam-synapse nil)( *nclude-dmndri te-synaps nil)
(tmodify-dendrite-synapse nil)(Modify-dendrite-stimulus NIL)(*include-dendrite t)
( od fy-dendrite-geomtry NIL)( *modify-dendrite-passive-coponents NIL)(smodify-dendrite-currents NIL)(*plot-voltgaes-solid t)( overlay-simulations nt )('change-plot-dendrite NIL)(*update-apical-1 nil)(supdate-apical-2 ntl)
(*update-apical-shft NIIIL)(*update-basal nl)(*include-apical-i nil)(W*nclude-apical-2 nl)(*lnclude-apical-shaft t)(*include-basal nil)(smodify-dendrite-currents nil)(plot-results t)(update-all-kinetatcs nil))
(defvars-w-value (plot-.as nil) (nplot-as3 nil) (plot-as5 nil) (*plot-aslO nil)(*plot-all nil) (*plot-a14 nil) (plot-arl nil) (plot-ar4 nil)(*plot-bl ntl) (plot-bM nil))
Mup::: for e wtrrets(defvars-w-value (*include-nal T)
(tntlude-naZ T)(*include-na3 T)
(tinclude-nap nil)(tinclude-a T)('tncludck-ahp nl)(*includ-cas nil)
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Ut
(*include-dr T)(itnclude-k nil)(*include-c nil)(include-a nil)(*include-kinetics nil)(include-ca nil)(tlnclude-q nil)(*include-shunt t))
(defvsrs-w-value (nal-mod nil) (*na2-mod nil) (na3-mod nil) (nap-mod nil) (ca-mod nil) (c-mod nil)(Mdr-mod nil) (a-mod nil) (-mod nil) (q-mod nil) (cau-mod nil)(:ahp-mod nil))
:: MMtnratloN fnle teP(defvar dt .01) :mscs
p: Jton Is the cenerger criteria for th com partm et Wtwge; dot-pslon is the conerpllnc criteria
:: for the deratie of te corprtment vodtes whn trying to cdadtw th teay state.(defvar *epsilon .01)(defvar tdot-epsilon .01)
(defvars-w-value (vI -60.0)(*v2 20.0)(*v3 -60.0)(*vr -60.0)(v5S -60.0))
(defver *plot-step 1)(defvar *point-index 1)
(Defvar Splot-points 300)(defvar *vclamp-run)(defvar *icliap-run)
(defvar *clamp-type 1)
: Otlt arrys(defvars l-currents *caps-current* *current* time* *voltage* snal-current: na2-current* *na3-current*
*nap-current* *cas-current*
*dr-current* a-current* *k-current* 2*-current *c-current* *hp-current* se-eff*
*a-nal* h-nal* *m-na2* *h-na2* :m-na3* h-na3x
:x-drs y-dr* x-a* *y-as *ga* Sg-dr* *n-k* x-ml *x-cs *y-c* w-c* *l-n-dot* *g-na* *i-stim* *g-c*
*g-c-conc* asom-synapse-current* *ndl-current* cadl-current* *coupltng-current* stim-currents
*dendrite-stim-current* asivoltae* as3voltagoe *as5voltage taslOvoltage*
* llvoltages *al4voltage* *arlvoltage* *ar4voltage*
blvoltage* b4voltage* shunt-current*
*dendrite-synapse-current* ca-current *soma-synapse-conductance* dendrite-synapse-conductance*
Sq-current* *x-nap* z-ahps *y-ahp* w-ahp* *g-ahp* *s-cat *-ca* *g-ca* *g-nl* g-naZ* *g-na3*
*ca-conc-shel 1* tc-conc-shel 12*
*e-ca*
*x-nap*)
(defun set-up-output-arrays (plotted-points)
(cond-every(t (setq *-stim* (mke-array plotted-points :initial-value 0.0)
*ca-conc-shell* (make-array plotted-points :nitial-value 0.0)
*ca-conc-shell2* (make-array plotted-points :nitial-value 0.0)
*e-ca* (make-array plotted-points :initial-value 0.0)
tl-current: (mke-array plotted-points :initial-value 0.0)
caps-current (ke-array plotted-points :initil-value 0.0)
*current* (make-array plotted-points :initll-value 0.0) time* (ake-array plotted-points :lnitial-va
lue 0.0)
*voltage* (ke-array plotted-points :Initial-value 0.0) e-eff* (ake-array plotted-points :nitial-v
alue 0.0)
*shunt-current* (make-array plotted-points nitial-value 0.0)
*coupling-current* (ake-array plotted-points :initial-value 0.0)
*stim-currents (make-array plotted-points :nitial-value 0.0)
*dendrite-stim-current* (make-array plotted-points :initial-value 0.0)
asilvoltage* (make-array plotted-points :tn-itial-vlue 0.0)
qas3voltage (make-array plotted-points :Initial-value 0.0)
*as5voltage (make-array plotted-points :initial-value 0.0)
*aslOvoltage (make-array plotted-points :Initial-value 0.0)))
(*lnclude-nal (setq nl-current (ke-array plotted-points :initl^-value 0.0)))
(tinclude-na2 (setq na2-currents (ake-array plotted-points :nitial-value 0.0)))
(s*nclude-na3 (setq *n3-current (ake-array plotted-points :initial-value 0.0)))
(tinclude-ca (setq ca-current (ake-array plotted-points :initial-value 0.0)))
(stnclude-cas (setq cas-current (ke-array plotted-points :initial-value 0.0)))
(*tnclude-dr (setq *dr-current* (make-array plotted-points :nitial-value 0.0)))
(*include-a (setq ta-current* (make-array plotted-points :Initill-value 0.0)))
(*include- (setq 2s-current* (make-array plotted-points :nitial-value 0.0)))
(s*nclude-ahp (setq *ahp-current* (ake-array plotted-points :nitial-value 0.0)))
(*include-q (setq q-current* (make-array plotted-points :nitial-value 0.0)))
(Mtnclude-c (setq *c-current (ke-array plotted-points :initial-value 0.0)))(tinclude-kinetics
(cond-every
(tnclude-nal (setq 2.-nal: (make-array plotted-points :initial-value 0.0)
*h-nal* (make-array plotted-points :initial-value 0.0)
tg-nal* (make-array plotted-points :Initial-value 0.0)))
(*include-na2 (setq 2.-na2* (make-array plotted-points :initial-value 0.0)
*h-na2* (make-array plotted-points :initial-value 0.0)
sg-na2s (make-array plotted-points :initial-value 0.0)))
(*include-na3 (setq 2s-na3* (mke-array plotted-points :initial-value 0.0)
*h-na3s (make-array plotted-points :initial-value 0.0)
tg-na3s (make-array plotted-points :initial-value 0.0)))
(ainclude-ca (setq *s-ca* (make-array plotted-points :Initial-value 0.0)
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*w-ca* (make-array plotted-points nitiatl-value 0.0)
g9-ca (mke-array plotted-points :Initial-value 0.0)))(atnclude-dr (setq x-dr* (mke-array plotted-points :1nitial-value 0.0)
*y-dr (ke-array plotted-points :initial-value 0.0)
a-drs (mke-array plotted-points :nitial-vlue 0.0)))(*tnclude- (setq x-at (make-arry plotted-points :tnitial-value 0.0)
sy-a* (make-rray plotted-points :nitial-value 0.0)
*g-a* (make-array plotted-points :Initial-value 0.0)))(*lnclude- (tq x-m (ke-array plotted-points Initial-value 0.0)))
(*include-a (tq z-ehpa (mke-array plotted-points :Initial-value 0.0)
ay-ahp* (mke-array plottd-points inittial-value 0.0)
sw-ahps (make-arry plotted-points :nitial-value 0.0)
ag-ahpa (mke-arry plotted-points nitial-value 0.0)))
(*include-c (etq x-c (ke-array plotted-points nitial-value 0.0)
y-c* (ako-array plotted-points nitial-value 0.0)
rw-c (ke-arrly plotted-points :nitial-value 0.0)
*-c (make-arrey plotted-points nitial-value 0.0)
.g-c-conc* (make-array plotted-points :initial-value 0.0)))))))
(defvers plot-pane-l plot-pane-2 plot-pne-3 plot-pane-4 plot-pune-5 *plot-pane-6)
..: Sf17 JWI 4 Set t d t h prmnemn for the rmt nm.(defun setup-mnu ()(tv:choose-variable-values
'((*first-run 'First tim progr 1s being run?t :boolean)(clmtype Current or voltage clp' :choose ('Current clp' 'Voltsle cl_'))(smodify-soma 'odify soam prmtrs' :boolaen)(*change-plot-dendrite 'Chnge the plotted dendrite voltages?' :booleen)(modify-dendrlts 'odify dndrite parmters' :boolemn)(*update-all-klmetics 'Update all the current kinetics' :boolen)
(tiulation-flag 'Modify overall simulation paremters :booleen)))(1f *first-run (nitalize-dendrites))(if (equal *cl-type 'Current cle')(setq *1clWm-ru t vclm-run nil)(setq Iclenp-run nil vclep-run t))(cond-every (timulatien-flag (nu-for-smulation))
(modify-sam (menu-for-som))(modify-dendr ite (enu-for-dendrits))(*change-plot-dendrite (nu-for-dendrits-plotting))
((or change-plot-dendrite change-plot-points chenge-include-kinetics amodify-som-currents)(set-up-output-arrays plot-points)(format t "Made nw output arrays'))(tupdate-all-kinetics (variable-array-setup))))
(defumn enu-for-dendrite-plotting ()
(tv:choose-variable-values
'((plot-asl 'Plot shaft seigent 1' :booleen)(*plot-as3 'Plot shaft segment 3' :boolen)(*plot-asS 'Plot shaft segment S' :booln)(*plot-O1 'Plot slhaft semnt 10' :boolen!('plot-all 'Plot 1ft segmt 1' :booleon)
(*plot-al4 'Plot left segmnt 4 :boolen)('plot-arl 'Plot right selent 1' :boolen)(1plot-r4 'Plot rlgt sermet 4' :boolen)(*plot-bl 'Plot ba1l Sl" t 1 :boolen)
(*plot-b4 'Plot ul segment 4' :boolen))
':LAEL 'CHOOSKE D SEOIT')(ust (if plot-l t all) APfCAL-SHAFT-OENOTIE 0 plot-mS)
(aeet (if plot-ll3 t nil) APICAL-SHAFT-OENITE 2 plot-me)
(aset (If plot- t n11) APICAL-SAFT-OEWDORT 4 plot-mS)(uet (if plot-al t nil) APICAL-SHAT-ODENRITE plot-mS)(uet (f plot-all t nil) APICAL--DEIOTITE 0 plot-m)(met (If plot-14 t nil) APICAL-1-DENIlTE 3 plot-m)(uoet (if 'plot-arl t nil) APICAL-2-ENITE 0 plot-ml)(uet (if plot-ar4 t nil) APICAL-2-OENOITE 3 plot-mS)(mrt (if 'plot-bl t nil) -ASL-DENORI E 0 plot-ml)(aset (If plot-b4 t nil) MSAL-DENRITE 3 plot-mS))
;;; MW JOR-S AU $n MUp dsheper mu sen jbr te we Frm.(defun mnu-for-som ()(tv: choose-varable-vlue
'((modify-soe-currents 'Modify the sam currents :booloen)
(modify-som-passive-coponents 'Modlfy om geometry nd pssive components' :boolean)(smodify-sam-stimlus 'odify the sor stimlus :boolean)
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;!
(modify-som-synap '11odify the som synapse :boolean)))(cond-evry (mod fy-som-currnts (menu- for-som-currents) )(Imodify-som-passive-cponents (nu-for-som-geoatry-and-pssive-caponments ))((and siclp-run odlfy-so-stimulus) (mnu-for-soma-current-stimlus ))((and vcla-run odify-som-stiulus) (mn-for-som-voltage-stmulus))
(modi fy-som-synape (menu- for-sa-synapse))))
::: JJnU.-W-RUDL Se W dl th inwmrtmfw tb hewtr w.(defun mu-for-dendrite ()(tv: choose-varible-values
9(so
-- DENDRITE STRUCTURE --
('totul-apical-shaft-segmnts ow ny apical dendrite shaft seg nts? :fuur)(*include-apical-shaft 'Include pical dndrite shaft' :boolan)(*update-apical-shaft nodify tt? :boolaon)( ltotal-apical-l-sgments 'ow may apical dndrite left branch sgm t s :nuer)
('include-apical-1 nclude apical dendrite left bronch :boolen)('update-apical-I 'odify tt :boolcn)(*total-apical-2-segnts ' many pical dndrite rght branch segent ? :nuer)('include-ptcal -2 Include apical dendrite right branch :boole)('update-apical-2 fodify it? :boolean)(totl-basel-segmnts How many basal dndrite sgmnts? :nuber)(tinclude-basal lnclude basal dendrite :boolean)(tupdate-basal odify it?- :boolen)
" -- DENDRITE CHARACTERISTICS -- '
('modify-dendrit-passive-copoents 'Nodify dendrit passive cponents :boolen)(modify-dndrite-stimulus *Nodify th dndrite curtrent stimulus :boolan)
(tNodify-dendrite-synapse Iodify the dndrite synapse :boolan)(todify-dendrite-currents odify the currents of the modified dndrits :boolean)
'-)
':lbel * SETTINS UP THE ENRITES(set-dendrite-s nts-and-flags)(cond-very(update-apical-1 (aset 1total-apical--seg nts APICAL--DENDRITE O total-sgwnt$)(menu-for-dndrite-gometry APICL-1-DENDRITE)(if modify-dendrite-currents(mnu-for-dendrite-curents APICAL--DENDRITE) ) )('updte-spical-2 (aet total-apical-2-sements APICAL-2-DENDRITE O total-sgmnUt)(menu-for-dndrite-geomtry APICAL-2-DENDRITE)(i f odify-dendri te-currents
(menu-for-dndrite-currents APICAL-2-DENDRTE)))('update-apical-shaft (aset total-apical-shaft-t-m ts APICAL-SHAFT-DENDRITE O total-smte)(menu-for-dendrite-g try APICAL-SHAFT-OEDRITE)( if odify-dendrite-currant(men-for-dndrite-currents APICAL-AT-DENITE)))(update-basal (aset 'total-basal-sagments SUAL-DENDRITE O total-sgmwnt$)(mnu-for-ddrite-gomtry ASAL-ENTE)(if modify-dendrite-currents
(mnu-for-dendrite-currents BASAL- TITE)))(moditfy-dendrite-passive-coponents (m-for-dendrite-pasive-coqonants))(odify-dendrite-stimitus (mt u-for-dendrit-stim us))(todi fy-dendrite-synpse (me-for-dndrite-syapr ))))
(defun set-dendrite-segmnts-and-flags ()(aset total-pical--segents APICAL--DENDRITE totl-segmentS)(aset total-apical-2-semnts APICAL-Z2-DENRTE O total-segment )(set *total-picalshaft-segmentts APICAL-SHAFT-OENDRITE total-sgmentS)(aset total-sl-seg nts BASAL-DENDRITE O total-tgm ts$)(1f Oinclude-pical-shaft (et t APICAL-AFT-DENRITE O nclud-m)(aset nil APICAL-SHAFIT-ENRITE O nclude-me))(1f 'tnclude-pical- (et t APICAL-i-OENDIO O nclud-me)(aset nil APICAL-I-ENO 1 0 include-me))(if tinclude-pical-2 (aset t APICAL-2-DENDRITE O nclude-me)(ast nal APICAL-2-DENDRITE O nclude-m))(if tinclude-basal (aset t SL-INDRITE 0 include-m)
(aset nil SAL-DENDRITE 0 nclude-me)))
:: INfl=dUN- -NDutTlWrIrdudl a te lk end diluesr of the deudwte mpem& end s the Na end Ca
;;: aww to e .(defun nitialize-dndrites ()
(set 'left picsl branch' APICAL-1-DENDRITE O labelS)(aset 'right apical branch APICAL-2-DENDRITE 0 labelS)(aset 'apical shaft APICAL-SHAFT-DENRITE 0 labelS)(aset 'basl branch' BASAL-DENDRITE labelS)(aset 10 APICAL-I-DENDRITE total-segmetS)
(aset 0 APICAL-2-DENDRITE total-segntaS)(aset S APICAL-SHAFT-DO R ITE 0 total-segments) :Dfif-t -P5 idgrx &(aset 10 BASAL-OENORITE O totl-segmenta$)
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(aset t APICAL-SHAFT-DENDRITE 0 nclude-meS)(set nil APICAL-1-DENDRITE 0 nclude-eS)
(smet nil APICAL-2-DENDRITE 0 Include-mS)(mset nil BASAL-DENDRITE 0 nclude-meS)(dolist (DENDRITE-ARRAY (list BASAL-DENDRITE APICAL-SHAFT-DENDRITE APICAL-1-DENDRITE APICAL-2-OENDRITE))(if (aref DENDRITE-ARRAY 0 include-meS)(do ((segment 0 (incf segment)))(( segment 50)) : A t U SO g $0W InMeM irA cAdl & de ftdft.(set 240.0 DENDRITE-ARRAY segment lengthS) ;(aset 12.0 DENDRITE-ARRAY segment diameterS)
(aset nil DENDRITE-ARRAY segment nclude-naS)(mset nil DENDRITE-ARRAY segmerant nclude-caS)))))
(defvar 2new-plot-points)(defvyr now-include-kinetics nil)(defvar 'change-plot-points nil)(defvar *change-currents nil)(defver echange-include-kinetics nil)(defvar steady)
;; MIZJNU-FJtUO 770N $a t tup Me oU mlOtl isn orwmnt.(defun menu-for-simulation ()(setq steady (if calculate-steady-state 'Re-calculate' 'Old value')
sneawplot-points plot-points
aow-include-kinetics *include-kinetics)(tv:choose-variable-values
'((steady 'Calculate steady statet' :choose ('Re-calculate' 'Old value'))('noaw-nclude-kinetics 'nterested n kinetics?T :boolean)(mnewplot-points 'Number of point to plot (f ft-clamp will be run, then enter 2048) - ' :intger)(*dt 'Set *tim step EC]' :nuer)(sduration Length of simulation [ms]' :number)(*plot-results 'Plot results?' :boolean)(*overlay-simulations 'Plot over previous data?' :boolean)(*epsilon 'Convergence criterita n pred/corr' :number)(*e-holding 'Holding voltage for itntializaton [V]' :number))
':label 'Setting up stimulus conditions for clamp')-(setq *calculate-steady-state (if (equal 'Re-calculate' steady) T nil)
'plot-step (// (fixr (// *duration 'dt)) *neawplot-points)
*change-plot-points (neq *neawplot-points *plot-points)
'plot-points *naw-plot-points
'change-include-kinetics (and anow-include-kinetics (not *tnclude-kinetics)) odyJi c ir"Ade.tet
fIa tle wIndddekal t ei ad l mdmv Ift i nttinclude-kinetics *naw-include-kinetics ))
(defvar length)(defvar *dtmeter)
;;; U-JORR-DNJ2 71T-GaZO FYSSet r Me t e ett ~epmnrt u ofr te nmw(defun menu-for-dendrite-geometry (DENRITE-ARRAY)(let ((total-segments (aref DENDRITE-ARRAY 0 total-saglmtS))(11st1)(11st2))
(setq listl (format nl 'Do all the -2d -A segenta have the same geomtry?'
total-seg ts (aref ENDRITE-ARRAY 0 labelS)))(tv: choose-variable-values
'((segments-all-the-same ,1stl :boolean)))
(cond (segmn ts-all-the-same(setq length (aref DENDRITE-ARRAY 0 lengthS)
liter (aref ENIDUTE-ARRAY 0 di1mterS))(tv: choose-vriable-values
'((length 'Length of segent [micrometers]' :nuber)
(*dameter 'D01ater of segment micrometers]' :number)))(do ((segmont 0 (ncf segent)))
((a segment total-seg nts))([et length DEDOIITE-ARRAY saegnt lengthS)(et di1ater DENDRTE-ARRAY segent diameterS)))(t
(do ((segmnt 0 (ncf segmet)))((a segment total-segnts))(setq slength (aref DENDRITE-ARRAY segmnt lengthS) di1meatr (ref DIENORITE-ARRAY segment dameterS)
11stl (format nil 'Length of -A segment-2d [micrometrs] 
(aref DENDRITE-ARRAY 0 labelS) ( 1 segment))
list2 (fort nil 'Diameter of -A segmnt-2d [microwters] 
(aref OENDRITE-ARRAY O labelS) ( 1 sagent)))(tv:choose-variable-values
'((*length ,listl :nuier)
(diameter ,11st :number)))
(set length EONDRITE-ARRAY segnt leangthS)(set diameter DENORITE-ARRAY segnt dimeterS)))))
(update-dendrite DENDRITE-ARRAY))
.;,: N-R-DLDRJ-J1PsA -CAOWI~PON(defun menu-for-dendrite-passive-coponents ()
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(tv: choose-variable-values
'((axonal-cap-me 'axon membrane capacitance [tmcrofarads/sq-cm] ' :number)
(*axonal-r-e 'axon membrane resistance oh-cm-c] :number)(*axonal-r-int "axon axoplasm resistance ohm-ca] ' :number)
(scapd-mem 'dendrite membrane capacitance [icrofarads/sq-cm] ' :number)
(trd-mm 'dendrite membrane resistance [oho-cm-cm] :number)(*rd-int 'dendrite axoplasm resistance ohm-c] ' :number)
(ead-I dendritic leak potential v] ' :number)(splot-voltages-solid 'Plot all the voltages n solid lines' :booleen))
':label 'Passive Properties of dendrite Segments')
(dol1st (DENORITE-ARRAY (11st BASAL-DENRITE APICAL-SHAFT-OENDRITE APICAL-I-OENORITE APICAL-Z-DEMORITE))(1if (aref DENDORITE-ARRAY 0 nclude-meS)(do ((segment 0 (ncf segment)))
((. segment (aref DENDRITE-ARRAY 0 total-segmentsS)))(update-dendrite DENDRITE-ARRAY)))))
U:::PD. A -DNDPr Updates deandrfta ;twte fi rwa wit Mw pwimters.(defun update-dendrite (DENORITE-ARRAY)(let ((total-segments (aref DENDRITE-ARRAY 0 total-segentS))(rdmem (if (eq OENDRITE-ARRAY 'BASAL-DENDRITE') rd-m *rd-mem))(rdint (if (eq DENDRITE-ARRAY 'BASAL-DENDRITE') rd-nt *rd-int))
(capdam (f (eq DENDRITE-ARRAY 'BASAL-DENDRITE') *axonal-cap-mm *capd-mem)))
(do ((segment 0 (incf segment)))
((. segment total-segments))(aset (// (a (aref DENDRITE-ARRAY segment lengthS) 3.14159
(aref DENDRITE-ARRAY segment dtiaeterS)
1.Oe-2)
rdmem)
DOEDRITE-ARRAY segment 
g-leakS)
(saet ( (ref DENDRITE-ARRAY segment lengthS) 3.14159
(aref ENORITE-ARRAY segment diameterS)
capder l.0e-5)
DENDRITE-ARRAY seglent cap citanceS)(aet (// (* 3.14159
(* O.S (re ODENDRITE-ARRAY seagment datmeter))
(s O.S (aref DENDRITE-ARRAY segment diameterS))
100.0)
(* rdint
(eref DENDRITE-ARRAY segment length$)))
DENDRITE-ARRAY segment
g-axialS))))
::: JMUN,-POR-DED&R7'r-CtURJ S Sets up td e dendri t arreat fr tk arrt r.
(defun menu-for-dendrte-currents (DENMORITE-ARRAY)(let ((otal-segments aret DENDRITE-ARRAY 0 totrl-segments)))
(do ((segmnt 0 (ncf segment)))
((. segment total-segments))
(let ((1tst (ist- (11st 'a 'Na current in this segment'
(11ist (list :nclude (aref DEWORITE-ARAMY seg mnt include-naS)) :odify))
(list 'Ca 'Ca current n this segmrnt'
(list (list :include (aref DENDRITE-ARA segment include-caS)) :modify)))))
(let ((result (tv:multiple-choose
(format nil Currents n -A dendritse gmnt-2dd (aref DENDRITE-ARRAY 0 labelS)
( 1 segent))
11stl
'((:lnclude 'Include' nil nil nil (:modity))
(:modtfy 'Nodify' (:tnclude) nil)))))
(loop for tem n result
do (progn (if (not (mq :include tem))(selectq (car item)
(Na (&set nl ENORITE-ARMRY segment nclude-naS))
(Ca (set nil DENDRITE-ARRAY segment include-Ca$))))
(If (eeq :odify tem)
(selectq (car item)(N1 (menu-for-Nad-current DENORITE-ARRAY segment))
(Ca (menu-for-Cad-current DENDRITE-ARRAY seg ent))))
(if (eeaq :nclude item)
(selectq (car tem)(N (set t ENDRITE-ARRAY segment nclude-naS))
(Ca (set t DENDRITE-ARRAY segment nclude-Ca)))))))))))
: Jfif-OR-SOMUCA IRzNN Sets up dl 1he sie armrest fir th wres t ML
(defun menu-for-som-currents ()
(let ((flag nil)
(1istl (11st (list 'al 'Nal (trigger uths) current' (list (11st :nclude tinclude-nal) :modify))
(11ist 'Na2 'Na2 (slow tail) current (11st (list :nclude sinclude-na2) :modify))
(11ist 'N3 'Na3 (repetitive) current' (11st (11st :include stnclude-na3) :odify))
(11ist 'nap Nap current (11st (11st :Include *include-nap) :odify))
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(list 'ca 'Ca current' (11st (11ist :include *lnclude-ca) :modify))
(11ist 'cas 'Slow Ca current' (list (11st :nclude *include-cas) :modify))
(11ist 'dr 'ODR current" (list (list :include *tnclude-dr) :modify))
(1ist 'c 'C current" (11st (list :include *include-c) :modify))
(1ist 'ahp 'Ahp current' (list (11st :includea tnclude-ahp) :modify))
(11ist 'a IN current" (list (11st :include t*include-) :modify))
(list 'q "Q current' (list (list :include tinclude-q) :modify))
(list 'a "A current' (list (list :include tinclude-a) :moditfy)))))
(let ((result (tv:multiple-choose 'Pyramidal Currents'
listl
'((:include 'Include' nil nil nl (:modify))(:odify 'Hodify' (:include) nil)))))
(loop for tem in result
do (progn (if (not (meq :include tem))
(selectq (car tem)(Nal (setq *include-nal nil))(Na2 (setq *include-na2 nil))
(Na3 (setq *include-ns3 nil))(Nap (setq include-nap nil))
(Ca (setq *tnclude-Ca nil))(Cas (setq *include-Cas nil))(K (setq *include-k nil))
(OR (setq *include-OR nil))(C (setq *include-C nil))
(AMP (setq *include-AHP nil))(N (setq sinclude-N nil))(Q (setq tinclude-Q nil))
(A (setq *include-A ntl))))
(if (memq :odify item)(selectq (car tem)(Ibl (and (setq flag t nal-mod t)(menu-for-Na-current)))(Na2 (and (setq flag t *ne2-mod t)(menu-for-Na-current)))(Na3 (and (setq flag t *na3-mod t)(enu-for-Na-current)))
(Nap (and (setq flag t *np-mod t)(menu-for-Nap-current)))(Ca (and (setq flag t *ca-mod t)(menu-for-Ca-current)))
(DR (and (setq flag t *dr-mod t)(enu-for-DR-current)))
(C (and (setq flag t *c-mod t)(menu-for-C-current)))
(AHP (and (setq flag t *ahp-mod t)heanu-for-AHP-current)))(Q (and (setq flag t *q-mod t)(menu-for-Q-current)))
(A (and (setq flag t * -mod t)(enu-for-A-current)))))
(if (emq :includo 1tem)(selectq (car tem)(Nal (setq *include-nal T))(Na2 (setq *include-na2 T))(Nas3 (setq tnclude-na3 T))
(Nap (setq *include-nap T)) (Ca (setq *includo-Ca T))
(Cas (setq *include-Cas T))
(K (setq *tnclude-k I)) (OR (setq *snclude-DR T)) (C (setq tinclude-C T))
(AHP (setq *include-AHP T))
(N (setq tinclude-N T))
(Q (setq include-Q T))
(A (setq *include-A T)))))))(cond (flag (variable-array-setup)(print 'Updated current kinetics')))
(update-gbars)))
(defun update-gbars ()
(&set (gbar-na 1 (surf-area som-radius)) SONA gbar-nalS)
(aset (gbar-na 2 (surf-area soa-radius)) SOIU gbar-na2S)(aset (gbar-na 3 (surf-area soma-radius)) SOM gbar-na3S)
(uet (s qten-g-32 (gbar-ca (surf-area *som-radius))) SOIA gbar-caS)
(&set *gbar-ca SOIM gbar-cusS)
(uet (s sqtan-g-30 gbar-a) SOIA gbar-aS)
(uet gbar-ahp SOA gbar-ahpS)
(aset gbar- SOIM gbar-mS)(aset gbar-c SOM gbar-cS)
(set (s qten-g-30 gbar-dr) SOM gbar-drS)
(set *gbar-q SOAM gr-qS))
(defvar *v)
;::: VUIARL R - Y-S W ?efon te d n tI fi Jl (or updtes) the state v lbk arrqs fe, h rents th ow
::: wsrndp exabed.(defun variable-array-setup ()
(do ((voltage -100.0 ( voltage 0.1))
(1 0 ( 1 1)))
((. 1500 1))
(setq *v voltage)
(aset voltage voltage-array 1)
249i-
(cond-every ((or update-all-kinetics nal-mod)(setq *a-m-nal (a-m-na 1 voltage) b--nal (b-a-na 1 voltage)
*a-h-nal (a-h-na 1 voltage) b-h-nal (b-h-na 1 voltage))
(aset (a-na-inf 1) -nal-inf-array )(aset (h-na-inf 1) h-nal-inf-array 1)(aset (t-a-na 1) t-m-nal-array 1)(aset (t-h-na 1) t-h-nal-array 1))((or update-all-knetics *na-rod)(setq za-n-naZ (a-m-na 2 voltage) b-m-n2 (b-r-na 2 voltage)
*a-h-na2 (a-h-na 2 voltage) b-h-na2 (b-h-na 2 voltage))
(aset (n-na-Inf 2) -naZ-inf-array I)(aset (h-na-Inf 2) h-na-lnf-array 1)
(aset (t-n-na 2) t-n-naZ-array 1)
(aset (t-h-na 2) t-h-na2-array ))((or *update-all-kinetics na3-mod)(setq *a-m-na3 (a-r-na 3 voltage) b-m-na3 (b-a-na 3 voltage)
*a-h-na3 (a-h-na 3 voltage) *b-h-na3 (b-h-na 3 voltage))
(aset (r-na-inf 3) -na3-inf-array 1)
(aset (h-na-Inf 3) h-na3-in?-array 1)(aset (t-a-na 3) t-m-na3-array I)(aset (t-h-na 3) t-h-na3-array ))((or *update-all-kinetics nap-mod)(aset (x-nap-inf voltage) x-nap-inf-array 1)
(aset (t-x-nap voltage) t-x-nap-array 1))((or *update-all-kinetics *ca-mod)(aset (s-ca-inf voltage) s-ca-inf-array 1)
(aet (w-ca-inf voltage) w-ca-inf-array 1)(aset (t-s-ca voltage) t-s-ca-array 1)
(aset (t-w-ca voltage) t-w-ca-array 1))((or update-all-kinetics cas-mod)(aset (x-cas-inf voltage) x-cas-inf-array 1)(aset (t-x-cas voltage) t-x-cas-array ))((or *update-all-kinetics a-mod)(aset (x-a-inf voltage) x-a-inf-array i)(aset (y-a-inf voltage) y-a-inf-array )
(aset (t-x-a voltage) t-x-a-array 1)(aset (t-y-a voltage) t-y-a-array ))((or update-all-kinetics ahp-mod)(aet (z-ahp-inf voltage) z-ahp-inf-array )(aset (t-z-ahp voltage) t-z-ahp-array 1)(aset (y-ahp-inf voltage) y-ahp-inf-array 1)
(aset (t-y-ahp voltage) t-y-ahp-array 1))((or *update-all-kinetics *c-mod)(aset (x-c-lnf voltage) x-c-inf-array 1)
(aset (y-c-inf voltage) y-c-inf-array 1)(aset (t-x-c voltage) t-x-c-array )(aset (t-y-c voltage) t-y-c-array ))((or update-all-knetics dr-mod)
(acet (x-dr-Inf voltage) x-dr-inf-array 1)(aset (y-dr-inf voltage) y-dr-inf-array i)
(aset (t-x-dr voltage) t-x-dr-array 1)(aet (t-y-dr voltage) t-y-dr-array ))((or update-all-kinetics rm-mod)
(aet (x-m-inf voltage) x-m-inf-array )
(aet (t-x-m voltage) t-x-m-array ))((or *update-all-kinetics q-mod)
(aset (x-q-inf voltage) x-q-inf-arry 1)(aet (t-x-q voltage) t-x-q-array ))))(setq nal-od nil naZ-nod nil na3-mod nil nap-mod nil ca-iod nl cas-od nil c-mod nil
zdr-mod nil m-mod nil q-mod nil a-mod nil ahp-mod nil))
;:(+ 1000 (flxr (* 10 voltage)))
(defvar command)
;:: MGYU-FOR-SOMA-VOLTAGI-STIMULS(defun menu-for-so-voltage-stimulus ()
(setq command (if ( 1 vclamp-cond-flag) 'Comand array' 'Entered steps'))
(tv:choose-variable-values
'((coand 'Voltage clamp by :choose ('Comand array' 'Entered steps'))
(*voltage-comend 'Enter name of voltage co and array -' :eval-foru)(*vI 'Step 1 amplitude [v]' :number)(*t-stin-1 * For how long [m]' :nuber)
(*vZ 'Step 2 aplitude trv]' :number)
(*t-stiM-2 ' For how long [ms]' :number)
(*v3 'Step 3 amplitude [v]' :number)
(*t-stin-3 " For how long [ms] :number)(zv4 'Step 4 aplitude [v] :number)
(*t-stim-4 " For how long [rs]' :number)(*v5 'Step 5 amplitude [v]' :number)
(*duration 'For how long (this will change the duration of the simlulation) [ms]' :number))
':label 'Setting Up Voltage Clamp"')
(setq vclamp-coiand-flag (f (equal comand 'Command array') 1 2)))
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::: JAEN.OSOI(.-C R ITPI-S UrZ Sets tJhe awrrt 5slmJuti to the n.(defun mnu-for-som-current-stimlus ()(setq cnd (f ( 1 tclamp-commnd-flag) 'Comand arry* 'Entered steps'))
(tv:choose-variable-values
'((ainclude-soma-current 'Do you want current njected nto the some?' :boolean)(comend 'Current clamp by :choose ("Comand array' *Entered steps'))
(current-comands 'Enter name of current comeend rray -' :eval-form)(l-sti-l 'Stap 1 amplitude nal] :number)
(Mt-stim-1 ' For how long s]' :number)
(*i-stim-2 'Step 2 amplitude nal] :number)
(t-stm-2 ' For how long ls]' :number)
(*i-stim-3 'Stp 3 amplitude n]i' :nuber)
(Mt-stim-3 For how long ma]' :nuer)(*i-stim-4 'Step 4 ampltude na]' :nuder)
(*t-sti-4 ' For how long [ms]' :number)('i-stim-5 'Step 5 amplitude tn] ' :number)
(*duration 'For how long (this will change the duration of the simulation)msl' :number))
':label 'Setting Up Current Clap')
(setq iclamp-comnd-flag (f (equal coamend 'Creamnd array') 1 2)))
-JAWNU-FOR-DZNDRR -STLUlW Sets the crent tutw to tt dendrite(defun menu-for-dendrite-stimulus ()(tv:choose-variable-values
'((*lnclude-dendrite-current 'Do you want current injected into the(*stim-seg 'Segment to inJect current nto - :nuder)(*-den-stim-l 'Step amplitude na]' :number)(*t-den-stim-1 I For how long [m]' :number)
(*-den-stti-2 'Step 2 amplitud [na]' :number)(*t-den-stm-2 ' For how long [m]' nuer)(*i-den-stim-3 'Stp 3 amplitude [na]' :nuer)
(*t-den-stim-3 ' For how long a]' :number)(s-den-stim-4 'Step 4 amplitude na]l :nuier)(*t-den-sti-4 ' For how long tra]' :numbr)('l-den-stim-5 'Step 5 plitude na]' :nuer)(*t-den-stim-5 ' For how long m]' :nuber)(*-den-stn-6 'Step 6 plitude na]' :nuer)(t-dn-stim-6 ' For how long tn]' :nuer)(Ml-den-stim- 'Step 7 amplitude na]l' :nuer)
(*t-den-stim-7 · For how long ra]' :number)(*l-den-stim- 'Step 8 amplitude na]' :nuber)(*t-den-sti-8 ' For how long e]' :number)
(*t-den-stt-9 'Step 9 amplitude [na]' :nuer)(*t-den-stm-9 For how long Em]' :nuier)(*-den-stim-10 'Stp 10 plitude [na]' :nuer)
(*duration 'For how long (this will change the duration of the sn(setq current-stimulus-segment (- stim-se 1)))
nd the srement that I to be Inated.
apical dendrite shft?' :boolean)
ulation)[m]' :nuer)))
::: MA nU FOR-DEND M- AYN Sets the dph jrncia Jbr the dendrite o n .(defun menu-for-dendrite-synapse ()(tv: choose-vri able-values
'((*include-dndrite-synapse 'Do yo want synapse on the left apical dendrite branch' :boolean)(dendrite-synapse-tau 'Dendrite alpha synapse time constant ms] ' :nuber)('dendrite-synapse-amplitude 'Dendrit synapse ampltude mitcro-S] ' number)
(*syn-seg Segent with synapse - :number)('start-dendrite-synpse 'Stat the synapse conductance [a] :nuer)
:label Setting up synapse nput nto segment 10'))
(setq *synapse-segment (- syn-seg 1))
(set-up-synapse ENDRI-SYIAPSE *dmdrite-synapse-tau *dendrite-synaps-aplitude))
:: JAMMiu-POR-S-SYNAJSeltsn t e de firatlne th sMe mn M .(defun menu-for-som-synapse ()
(tv:choose-variable-values
'((*include-som-synapse *Do you w nt a soam synpse?' :boolen)
(amm-synapse-tau 'Som alpha synapse tinm constant [ms] :nubr)(sm-ynapse- amplitude So synapse amplitude [icro-S] ' :nuber)
('start-sm-synpse 'Start the synapse conductance [ms] :nuber)
:label 'Setting up ynapse input into sou.'))
(set-up-synapse SWK-SAPSE *som-synapse-tau *som-synapse-amplitude))
:: SB'-SOMA-VOL TAG-I MLUS Set up the vdta dmp.
(defun set-so-voltage-stimlus (time-step)(setq clamp-voltage (if ( 1 *vclamp-comwnd-flag)
(aref 'voltage-command time-step)(cond (( te-step 0) vl)((- tie-step (ftxr (// t-stim-1
((a time-step (ftxr (1/ t-stim2-((. time-step (fixr (/ *t-stim-3((- time-step (fxr (// *t-stm-4
(T clap-voltage)))))
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'dt))) *v2)
'dt))) v3)
dt))) *v)
*dt))) vS)
: Srr-SOaum CURR N-STLU US Sit up the Wated atre to sle mwu if .(defun set som-current-stimulus ()(let ((t ime - sti *ttie-for-steady-state)))(let ((tin (- ftie 0.0)))
(if Include-some-current
(setq si-stim (if ( 1 Iclap-cmmaind-flag)(aref *current-comnd* stie-step)
(cond ((C tie t-stim-1) si-sti-1)(( ti *t-stim-2) *i-stm-2)((< ti st-stim-3) *-stl-3)(( tim *t-stin-4) *i-sti-4)(t *Si-stim-5))))(setq *i-sti 0.0))))
:: srJfrNDlJM-Cr ffN ISSt W r InJ tp i*ctd wrest t t dendrite , if aq.(defun set-dndrite-current-stimulus ()(let ((tme (- sties *tie-for-stead-state)))( f *Include-dendrite-current(setq *1-den-stim (cond (( te t-de-st1-1) si-den-stil)
(( t *t-den-stm-2) S1-dk -sti-2)
(C t *t-den-stm-3) si-dan-sti-3)((< tiw *t-den-stIm-4) t-den-stm-4)(( t *t-d n-sti-5) *-den-stti-5)(( t *ts-den-stim-6) $i-den-sti-6)((< ti *t-dsn-sti-7) si-den-stm-7)((< ti *st-den-stim-8) s*-den-stm-8)
((C tie t-dmn-stim-9) *-den-stm-9)(t *-den-stim-10)))
(setq s*-den-stim 0.0))))
::: S USYNA Jlt therrp mw with do dpha fl rn thar I wb the the -eosfsar cmd amplisd
::: m' U, a rrv 10 dt' S (defun set-up-synapse (array tau plitude)(dotio (110000)(if ( (// I (- (// tu *dt))) -10.0) (et 0.0 arry 1)(east ( 1 t*dt mlitude (exp (I/ I (- (// tau *dt))))) array 1))))
.: I FU-U-SOJMA-VOLTAGS Sr dt I d mr rohevd t te AdUlg dtepl.(defun nitialtz-sos-voltgeo ()
(ast *e-holding SOI voltageS)(uset -holding SIN voltage-estlS)(uet -holding SOM voltage-et2S))
;:: -IOUJ- S'Ol'2T1rS s 1 th sta t t r te elmpi e rthte .tm r tar d ate
:i: tva~Mt.s ie df a t M th s ) theirr thr v e _t  e hi dlp u uwM
wi tO Ot t aem wtder the, the rfiabe e teb Jdumtreesvtep tto mdh edu a the
(dafun nitialize-some-states )
(setq soma-synapse-step 0)(lets ((g-nl )(g-n,2)(g-nd)(g-a)(g-)(g-dr)(g-np)(ca)( g-ahp)(g-q)(g-total )(e-eff)( left-voltge)(right-volta l )(right-voltage-2)
(this-voltage)(g-shunt)(g-c)g-l)(g-coupling-leftt)(g-coupllng-rtght-l)(g-coupllng-right-2)(voltage (aref SOIM voltge))(volte-%dex (+ 1000 (ftxr ( 10 voltag)))))))lr:R e#t the stt to le ste* ed stit A t he dtagpe d la Ih*w to 0.
;Nose tat d thfe MHAdVO wif be ItidW- ar itthf rAm mte wvwrt hrer etbe e dA
(aset sca-conc-shelll-rest SoM ca-conc-shell})
(aset 0.0 SOM ca-conc-sbell-dot(nst *ca-conc-shll2-rest SO ca-eonc-sh112)
(uset 0.0 SOMA c-conc-she112-dotS
(uast (aref -nal-inf-arry voltage-ndcx) SC m-nalS)
(st (aref h-nal-int-arry voltag-ndex) 3SM h-nalS)(set 0.0 3SOA -nal-dotS)(st 0.0 SOM h-nal-dotS) ;fut N Ire ( (uet (ret -na-inf-arry voltage-ndex) SO -n2S)( t (aref h-n2-inf-array voltage-index) SM h-ne2S)(uat 0.0 SM .n2-dot)
(set 0.0 SOIU h-na2-dot$) :-Jd Ns J awrm Mdl)
(set (rei t-n3-inf-array voltage-ndex) SO s-r3S)(uet (aref h-n-inf-rry voltage-Index) SOI h-nW3S)(easet 0.0 SM m-Wn3-dot$)(aset 0.0 SOM h-na-dol) New A Jr (Jp)
(aset (aref x-a-inf-array voltage-index) SO x-aS)
(uet (ref y-a-lnf-array voltage-Index) SOAM y-aS)(sset 0.0 SOM x-a-dotS)
(set 0.0 SOM y-a-dotS) ;A wres
(aset (ref x-dr-tnf-array voltage-index) SOM x-drS)(suet (aref y-dr-lnf-array voltage-ndex) SOM y-drS)
(aset 0.0 SOIM x-dr-dotS)
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At
(aset 0.0 SOUA y-dr-dotS) ;DRawrat
(aset (aref x-m-inf-array voltage-Index) SOiA x-uS)
(esot 0.0 SOUM x--dotS) ;Mwarrw(aset (fre z-ahp-lnf-array voltage-ndex) SOMU z-ahpS)
(aset 0.0 SOUM z-ahp-dotS)
(aset (aref y-shp-Inf-array voltage-Index) SONA y-ahpS)
(east 0.0 SOCi y-p-dotS)
(aset (w-ahp-itn (aref SOiA ca-conc-shellS)) SO0A w-ahpS)
(aset 0.0 SOfiA w-ahp-dotS) ;AlPaweat
(aet (w-c-inf (aref SOfiA ca-conc-shellS)) SOfiA w-cS)
(aset 0.0 SOIA w-c-dotS)(aset (tre x-c-inf-array voltage-Index) SOfiA x-cS)(aset 0.0 SOIA x-c-dotS)
(aset (aref y-c-inf-array voltage-ndex) SOIA y-cS)(aset 0.0 SOIA y-c-dotS) ;Crret
(aset (aref x-q-in-array voltage-ndex) SOfiA x-qS)
(set 0.0 SOfiA x-q-dotS) ;Qawrru
(aset (aref x-nap-int-array voltage-Index) SOf x-napS)
(aset 0.0 SOfiA x-nap-dotS) ;qp wrret
(aset (aref x-cas-inf-array voltage-Index) SOUM x-caS)
(aset 0.0 SOMA x-cas-dotS) ;Cuw rreat(aset (aref s-ca-nf-array voltage-Index) S0A s-caS)
(aset (aret w-ca-Inf-array voltage-Index) SOM w-caS)
(aset 0.0 SOA s-ca-dotS)
(aset 0.0 SOMi w-ca-dotS) ;Cawrefat
(aset *caps SOA capacItanceS)
(set 0.0 SOUA g-synapseS)
;,Now cedAg t cAcum bued w t Mw tore wdurelo du If ga wresr Am be disetfS
M;;ths t qppp at con me s st to O.
(setq g-nale (tf nclude-nal (g-nale (ref SOAM gbar-nalS)(aref SOAm-naelS)(aref SOA h-ne1S))
0.0)
g-na2 (itf *nclude-na2 (g-na2 (ref SOMA gbar-naZS)(aref SOMiA -na2S)(aref SOM h-na2S))
0.0)
g-na3 (f *Include-na3 (g-na3 (ref SOAM gbar-na3S)(are SOMU -na3S)(are SOIA h-na3S))
0.0)
g-c (if *nclude-c (g-c (ret SOM gbar-cS) (re SOfiA x-cS) (are SM y-cS)(aref SONA w-cS)) 0.0)
g-ahp (f nclude-ahp (g-lhp sgbar-hp (ret SOA z-ahpS)(aref SOMA y-ahpS)(aref SOiA w-ahpS)) 0.0)
g-m (f alnclude-m (* (ref SOIM gbar-S) (aref S0A x-S)aref SOUA x-mS)) 0.0)
g-a (f *Include-a (g-a (are SOfiA gbar-aS) (aref SOfiA x-aS)aref SOA y-aS)) 0.0)
g-dr (itf nclude-dr dr -dr (aref S0M gbar-drS) (aref S3OA x-drS)(aref SOI y-drS)) 0.0)
g-cas (If ztnclude-cas ( (ref S0NA gbar-casS)
(aret SOA x-cas$)) 0.0)
g-ca (tf nclude-ca (g-ca (are SA gbar-caS) (ref SOA s-caS)(aref SOMA w-caS)) 0.0)
g-nap (it tlnclude-nap ( (aref SHAM gbar-napS) (ref SOMU x-napS)) 0.0)
9-q (If t*nclude-q ( (are SOa gbar-qS) (aref SOA x-qS)(aref SOM x-qS)) 0.0)
g-l (aref SOfA g-leakS)
g-shunt (t nclude-shunt g-electrode 0.0)
g-total ( g-nal g-na2 g-na3 o-a g-nap g-oaf g- g-dr g-c g-ahp g-1 g-shunt)
e-eff (/I (. ( ( g9-nap g-nal g-na2 g-na3) -na)
(* g-cas s-cas) ( g-ca (e-ca ))(* g-a g-c g- hp) se-k)
(t a- 1)(* o-dr ws-dr))
-total)
:NM c t c eJ'tl~ ot dde m so Mstmdjtft vdbu fir t~ wt4t n tldb d
lett-voltage (it (rer ASAL-OEIrNDRtE 0 Include-es)
(Cref BASAL-DENORITE 1 voltageS)
(aret SOA voltageS))
g-coupltng-left (it (ref BASAL-DENDRITE 0 nclude-erS)
(g-parallel (aret BASAL-DENDRITE 1 g-axaIlS) (are SOM g-axIalS))
0.0)
this-voltage (tare SOUA voltageS)
right-voltage-I (f (ref APICAL-SNAFT-OENDRITE 0 Include-maS)
(tref APICAL-SHAFT-DENOITE 1 voltage)
(aref SMA voltageS))
g-coupling-right-1 (f (aref APICAL-SHAFT-DENDRITE 0 Include-e$S)
(g-parallel (ref APICAL-SHAFT-DENDRITE g-axialS)
(are SM g-axialS))
0.0)
rlght-voltage-2 (ref S voltageS)
g-coupling-right-2 0.0)
:'-DOT' Its th dkeVtt of the rvude. Thu store It d the aw Prim nm rd.
(aset (v-dot g-coupling-left g-coupllng-right-1 g-coupling-right-2 g-total
e-e left -voltage ths-voltage right-voltage-I rght-voltage-2
acapa (+ t1-constant-injection sI-st1m))
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SOfA voltage-dotS)))
;:: LV-MULZn DlND OLTAGS Sts the Inltld dendrit to isMnt id41a to t h it fealk ptweAid.(defun nitialize-dendrite-voltges ()
(dollst (ENRITE-ARRAY (list AAL-DENDRITE APICAL-SHAFT-DENDRITE APICAL-I-DENDRITE APICAL-2-OEIRITE))(do ((segent 0 (ntef segent)))
(( seg-mnt (aref DENDRITE-ARRAY 0 total-segments)))
(uet sad-I DENRITE-ARRAY segment voltageS)
(est d-1 DENORITE-ARRAY segment voltage-estlS)
(mat sed-I DENDRITE-ARRAY seg..nt voltage-est2S))))
;:iN. TL= -DAR/Mt-STAJl S, am d thstate ra h te mptl tha the s isat sed
:;: stt., with the mmarw rdtWq r the Addng rdre (mr ti i )d-. , exzanl,. the tatler
:: and lrnuta rit re w th r "t "dFrmut sbf the AddIb poteld sod ti dartthl am
t to. O te strt wleM ar mt. te tdrlMt of f the mtb oe utm cdadd mrl
::: t d Wt spem(defun initiazize-dendrit-states ()
(dol1st (DENDRITE-ARRAY (11st SASAL-DENRITE APICAL-SHAFT-DENDRITE APICAL-I-ODENDRITE APICAL-2-DENDRITE))(let ((dendrit-synapse-st O0)(e-ff)(g-totl )(g-ne)(g-ce)(g-l)
(i-stim)(total-segmnts (aretf DENDRITE-ARRAY 0 total-segentS)))(if (aref OEWRITE-ARRAY 0 nclude-eS) :mlb r thiparut m * ts(do ((segment 0 (ncf segment)))(( segment total-segmnts))
(let* ((voltage (aref DENDRITE-ARRAY segent voltage))(voltage-index (+ 1000 (txr ( 10 voltage))))
(include-na (are DENDRITE-ARRAY sgent nclude-nel))(include-ca (areO DNOERITE-ARRAY segmnt include-ca)))
::fle arms 1A th sm h ba eadtS thaM ImliJtidi NOm rMldie
(cond-every(include-ne(set (aref -nl-inf-array voltage-index) DENDRfTE-ARRAY seg ent B-nalS)
(noset (ref h-nl-nf-array voltage-Index) DENDRITE-ARRAY segment h-nailS)
(uet 0.0 DENDRITE-ARRAY segment -na1-dotS)
(aset 0.0 DEDRITE-ARRAY segment h-nl-dotS))(include-ce
(est (ref s-ca-lnf-arry voltage-Index) DENDRITE-ARRAY segment s-ca)(net (ret w-c-lnf-array voltage-index) DENDRITE-ARRAY seg mnt w-caS)
(mset 0.0 DENORITE-ARRAY segment s-ca-dotS)
(nset 0.0 DENORITE-ARRAY s tegmt w-ca-dotS)))
::Now cdlare the diAee wdinge t c rlte rt r tf gtlr 1 ri u t he sot
..$bm Irdu ed I t A t. them ceaItr is te 0.(setq g-n (f nclud-na
(* (aret DENDRITE-ARRA segent gbr-na1S) (aret DENDRITE-ARRAY sget n-nalS)
(aref DEDRITE-ARRAY segment -naIl)(re DEIDRITE-ARRA segment h-nelS)) 0.0)
g-ca (f include-ca
(g-ca (ret DENDRITE-ARIRAY sgmnt gbr-caS) (aret DOITE-ARMAY segmnt s-caS)
(aref DEO TE-ARRAI Y segment w-ca)) 0.0)
g-1 (arof OENDRITE-ARRAY segomnt g-leakS)
1-stui (it (and (EQ DEDRITE-ARRAY APICAL-SHAFT-DEDRITE)(a segnt scurrent-stimulus-segmnt)) ;Iabdr arnmt Ile
s*-dn-stn 0.0)
g-total ( g-na g-ca 9-1)
e-tff (// ( ( g-na -n) (s g-c -c ) ( g-c1 ted-l))
.- total))
;:Nu cdEate the drt m Oa tiw ftedqe b d em the steM -sta rdul Y th sat rwm les at
;.'r hdiaiq _ iMd b tha t w W re 'y-DO A to b isaer fir the diad fd
(est (denrt-drtvtive DENDRITE-ARRAY total-sgmnts segment 1-stiv g-total e-off)
DENITE-A AY segment voltge-dotS)))))))
::: DRNIF.DAU V I Y EI irnel fIn thw drv oef the hat. gesegm yw wbep thre M a t esOtaed
(defum dendrte-drivtive (DENO TE-ARRAY total-segmets slmnt 1-stiv g-total e-eff)(let (this-voltage (aret DEDRITE-ARRAY segment voltage-est))( le volta)(right-volte-1 )(rght-volte-2)
(lg-copl ng-let)(g-coupl ng-right-1 )(g-coupling-right-2))(cond ((. total-sgmnts 1) :;aosW m intl thi part efte trw(If (or (EQ DENE-AlUAY APICAL-I-DENDRITE) (Q DMITE-ARRAY APICAL-2-DEIIRITE)) :Iwrrc
: s d wrrt dtd pr f od a sft(setq left-voltage (AEF APICAL-SHAFT-OEN T  (- stotal-ptcal-shaft-segment 1) voltage-estlS)
g-coupling-left (g-prallel(aret APICAL-SHAFT-DENITIE (- *tott -epicl-shaft-segmnts 1) g-axial$)
(aret DENDRITE-ARRAY 0 g-uxialS)))
: otherwi s t te qd o. bed uft. whicA duf the ine(setq left-voltage (artf SOIA voltage-estlS)
g-coupllng-left (g-parallel (aret SUA g-taxial) (aref DENTE-ARRAY 0 g-xtial))))
(if (nd (EQ ODENITE-ARRAY APICAL-SHAIFT-OE TE) snclude-apical-1)
: ^ u wlth I brwh Is -- l(setq right-voltage- (aret APICAL--DENORITE O voltage-estIS)
g-coupling-right-1 (-parailel (ret APICAL-1-DENDRITE 0 g-axilS)
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(aref DENORITE-ARRAY 0 g-axialS)))
; dl o sgments ditd(setq right-voltge-i (aref DENDRITE-ARRAY segment voltage-estlS)
g-coupling-rlght-I 0.0))
(if (and (EQ DENDRITE-ARRAY APICAL-SHAFT-DENDRITE) Otnclude-aptcal-2)
: shaft wt r brancA et r-- 2 a r(setq rght-voltage-2 (aref APICAL-2-0ENDRITE O voltage-estlS)
g-coupling-right-2 (g-parallel (aref APICAL-2-DENDRITE 0 g-axialS)
(sref DENDRITE-ARRAY 0 g-axtalS)))
ledw no rments dis1(setq right-voltage-2 (ref DENDRITE-ARRAY segmnt voltage-estS)
g-coupltng-right-2 0.0)))(( total-segments (+ 1 segment)) :4t the dtl im toftlrtoft trte. and them rs mom
thrn r rlnt, s Iwle se gnt proxOm d In me pt of tr(setq left-voltage (ref DENDRITE-ARRAY - seg nt 1) voltage-estlS)
g-coupling-left (g-parallel (aref DENDRITE-ARRAY segment g-axllS)
(are DOENDRITE-ARRAY (- segment 1) g-axialS)))
(if (nd (EQ DENDRITE-ARIAY PICAL-SHAFT-DENRIITE) *include-apical-l)
: if hft r -h tkn rv-l wlf bprme nd sg ofl(setq right-voltage-i (aref APICAL--DENDRITE 0 voltage-estlS)g-coupling-right-i (g-prallel (ref APICAL-1-DENDRITE 0 g-axlalS)(aref DENDRITE-ARRAY segment g-uxalS)))
; nso Pr.--1, ne mettr wri par otrw
(setq right-voltage-I (arte DENDRITE-ARRA sgment voltage-estlS)
g-coupling-right-1 0.0))
(if (and (EQ DENORITE-ARRAY PICAL-SHAFT-DENIIE) *nclude-tpical-Z)
: If : ft * Wlbn icA tMn r-t1 wlgb pmrxd of Il(setq right-voltage-2 (ref APICAL-2-DENORITE 0 voltage-estlS)
g-coupllng-right-2 (g-parallel (ref APICAL-2-DENDRITE O g-xialS)
(aref DENDRITE-ARRAY segment g-axal$)))
dW r-- e mattr whih prt oftm(setq right-voltage-2 (ref DENDRITE-ARRAY segment voltage-estlS)
g-coupling-right-2 0.0)))((· seg ent 0) :A t the praad sent ofprt oftle tre with bt 2 sements
(if (or (EQ DENDRITE-ARRAY APICAL--DENDRITE) (EQ DENDRITE-ARRAY APICAL-2-DENDRITE))
: prxs orefether r brwach ll t don d hft e I-(setq left-voltage (AREF APICAL-SHFT-DENDRITE (- *total-apical-shaft-segmntsr 1) voltage-estlS)g-coupling-left (g-parallel
(aref APICAL-SHAFT-DENDRITE (- total-aptcal-shaftosegments 1) g-axialS)
(are DEINDRITE-ARRAY segment g-exialS)))
:; prx sl of 4q d ar l/d l*ft wiU Pt Mn at I-F(setq left-voltage (aref SOA voltage-estlS)
g-coupling-left (g-parallel (ref SOIM g-axilS) (ref DENDRITE-ARRAY 1 g-txialS))))
: pr, s of pal pt of tr at et 2 Sep will et Sr g rarn mne
:pert er-1 , ne-u-(setq right-voltage-i (aref DENDRITE-ARRAY voltage-estlS)
g-coupltng-right-1 (g-prallel (ref DENDRITE-ARRAY g- axilS)
(aref DOENIlTE-ARRAY 1 g-axlalS))
right-voltage-2 (aref DENRITE-ARRAY 0 voltage-estlS)
g-coupling-right-2 0.0))
(t o :At fane mlde r of n prt of the tr tha As ot lest 3 mp(setq left-voltage (aref DENORITE-ARRAY (- segment 1) voltage-estlS) .- Psegpr. ra p epertoftrn
g-coupling-left (g-parallel (aret DOENOUTE-ARRAY (- segment 1) gaxialS)(aref DENDRTE-ARRAY segmnt g-axialS))
right-voltage-i (aref DENDRTE-AIRAY 1 segment) voltage-estS) ;rI Isegid ltfran o ep
rt
g-coupling-rtght-. (g-parallel are DE ITE-ARIMY ( 1 segment) g-axialS)
(aref OENRITE-ARRAY segnt g-axalS))
right-voltge-2 (aref DENDRITE-AIURMY segm t voltage-estlS) :nor-u-2g-coupling-right-2 0.0)))
::-VDO ps th etle of th sent wlte. hn tr t o ae lapern aet ena.(v-dot g-coupling-right-1 g-coupilng-r1ght-2 g-total
e-ff left-voltage ths-voltage rt rghtt-vol-voltage-2(aref DENOITE-ARI Y segment cacttanceS) -stm)))
::; LOA-r W-ZW 7WL TAots the estmtlo n lotop witA am intd 'Test ess m te (et2) of th rlte4,e
:;:C od d a_ the prwim Fdtge, th t prews d irt, ofte wte,e. d te time step.
:;; im InWd 2s b cd lted sglnl nm l nteretl onerm(defun load-flrst-estimtes ()
rt get dt dendrite sem ts(dolist (DENDRITE-ARRAY (list BASAL-DENDORITE APICAL-SAFT-DENDRITE APICAL-1-DENDRITE APICAL-2-ODEDRITE))
(if (aref DENORITE-ARRAY 0 nclude-meS)
(do ((segment 0 (incf segrent)))
((. segment (aref DENDORTE-ARRAY 0 total-segments$)))(ueat (. (aref DENORITE-ARRAY segment voltageS) :rtmad dtae a F was welt. +
: (· 0 !~,asq.-rtdo(5 tdt (aref DENDTrTE-ARAY segment voltage-dotS)))
DENORITE-ARRAY segment voltage-estl2S)))
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::Nw fJr te smm&(cond ((or tsteady-ste-run ticlamp-run)(asuet ( (aref SOA voltageS) (s dt (aref SOIA voltage-dotS))) SOA voltage-est2S))
;: por e t tp dmp the sme ridtp I dwas te awret dnp rtdite.(*clp-run(uet (if ( 1 vclamp-commnd-flag) (aref *voltage-comend* time-step) clmp-voltage)
SOU voltage-estlS)
(suet (f (. 1 *vclmp-command-flag) (aref voltage-comand* ttim-step) sclra-voltage)
SOA voltage-est2S))))
(defvar flag t)
7: 7LsT-..s . - If ANY of te estiared vte we not witin te ecMwrsw. usu, tken ,nedltd
::; edt wiltA W"1 ohe wm rmrn 't.(defun test-estimates ()(setq flag t)(and (test (aref SOA voltage-estiS)(aref SOA voltage-est2S))(and (dolist (DENDRITE-ARRAY(11st BASAL-DENDRITE APICAL-SHAFT-OENDRITE APICAL-I-OENORITE APICAL-2-DENDRITE 'end"))
(if (equal DENDRITE-ARAY end') (return T))
(if (not (1f (aref DENDRITE-ARRAY 0 INCLUDE-IES)(do ((segment 0 (tinc segment)))
(( segment (ref DENRITE-ARRAY 0 total-segmntsS)) T)(if (not (test (aref DENDRITE-ARY segint voltage-estlS)
(aref DENDRITE-ARRAY segmnt voltage-est2S)))(return nil)))
T))(return nil))))))
: ...TWr.O-fGtr-N GtTlathuw toe w m ff tho r wnnt rdtas w setld dan to ·qum-l r ate b
::: tWn d the st d driat of the conp tt . If the xanhiltd of JIU th dJriwat s e
lm tn do-pil. th n eu " t s w I 1thx uidteo a t t stmtAbtaL(defun test-for-resting-state ()(setq fl t)
(and ( (abs (ref SOIM voltage-dotS)) dot-epsilon)(or
(dolist (DENDRITE-ARRAY
(list BASAL-OENDRITE APICAL-SHAFT-DENDRITE APICAL-I-DENDRITE APICAL-2-DENIIORITE))
(If (aref DENDRITE-ARRAY 0 INCLUE-IES)(do ((segent (Incf segent)))
((- segment (are ENDRItTE-ARRAY 0 total-segmentS)))(if (not(< (abs (aref DENDRITE-ARRAY segnt voltge-dotS)) dot-epilon))
(setq flag nil)))))
flag)))
.;.: G-PARALL(defun g-parallel (91 92)(/ (* 91 92 4.0) ( ( 2.0 91)(* 2.0 92))))
::: S70* V-hE W-SOud-W7NlAl Met the ld a vs eIt mn raa (ati) epe to the _ volag estli te (a1)(defun store-new-sma-estimte ()(uset ( 0.5 ( (ref SONA voltage-tlS)(aref SO voltage-st2S))) SO voltage-est1S))
;:; SURlU-NE WDflAlM-flTIMAM M the old dndrie dtdg emite (eat )) pdtot w w adtp e tWae
::: (at).(defun store-nw-dendrite-estetes ()
(dol tst (ENDRITE-ARRAY ( 11st BASAL-OENDRITE APICAL-SHAFT-DENDRITE APICAL-I-DEDRITE APICAL-2-DEIITE))
(If (ref DERITE-ARRAY 0 INCLUDE-NES)
(do ((segmnt (ncf segment)))(( sgment ( f DENDRITE-ARIURA 0 total-segmentsS)))(ut ( 0.5 ( (ar  DENDRITE-ARRA Y seomnt voltage-etlS)
(aref DOENDRITE-ARRAY segment voltage-et2S)))
OEDRITE-ARRAY segmnt voltage-etlS)))))
::: SI'OIZ W S OMA-VOLTAGM tr te dd smwa dIet lgd to the v olta eimt (etu).(defun store-new-som-voltage ()
(uaet (arf SONA voltage-est2S) SM voltageS))
:::sOn I S7V V-DMSWDV rfl-VOL WA M e tidd dendrite tag agd to sh rw otag etm (stir).(defun store-new-dendrte-voltages ()
(doltst (DENDRITE-ARRA (11st BASAL-DENDROITE APICAL-SHAFT-DENDRITE APICAL--OENDRITE APICAL-2-OENORITE))
(if (ref DENDRITE-ARRAY 0 INCLUOE-NES)(do ((segment 0 (incf segment)))
((. segment (ref DENDRITE-ARRAY 0 total-segmentsS)))
(uset (re DENODRITE-ARRAY segment voltage-est2S) DENRITE-ARMRAY segent voltageS)))))
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*: : T MDRlT-3A7SW-AAWDV-DO7V Cdadamt th otewmm bemd on the ar t im er ate (t l
::: Ad n tm yde the dewtml of t vdte (atl-dot) t cdlsted mordig to AC If th
.l. Iooqdm I C rt. them the d f ef the d , e. th te relWea md their drtalte ae
: etm a te piad at s (udlep-det& m-md m-m-dot& tecJ.(defun set-dendrte-states-nd-v-dot (loop-done)
(dolst (DENDRITE-ARRA (list BASAL-DENORITE APICAL-SHAFT-DENDRITE APICAL-1-DENDRITE APICAL-2-DENDITE))
(1f (aret DENDRITE-ARRAY 0 INCLUDE-ES)(let ((total-segment (aref DENDRITE-ARRAY 0 total-segmntsS)))
(do ((segment 0 (tncf segmnt)))(( segment total-segients))(lets ((v-et (ref DENODRITE-ARRAY segmentvoltage-ertl)) ;'-S lthe auru ltagetrfnt(voltage-Index (+ 1000 (ftxr ( 10 v-est))))(include-na (are DENDRITE-ARRAY segment Include-naS))
(Include-ca (ref DENRITE-ARRAY segment includs-caS))(l-na-est)(h-ne-est)(s-ca-et)(-ca-est)(e-eff)(g-n-east)(g-ca-eat)(g-synase)(-stit)(g-leak)(g-total-est))
(if include-na
(setq n-na-est (trap-approx (aref DENDRITE-ARRAY segment m-nalS)aref DENDRITE-ARRAY segment a-na
I-dotS) (aref n-ml-inf-array voltage-ndex) (aref t-r-nal-arrey voltage-inde
x))
h-na-est (trap-aprox ref ODENDRITE-ARRAY sgmnt h-nal$)(ref DENDRIITE-ARRAY segment h-ne
1-dotS) (aref h-nal-tnf-array voltage-ndex) (aret t-h-nal-arrey voltage-inde
x))
g-na-est ( (aref DENDRITE-ARRAY sgmnt gbmr-nalS) n-na-eat naM-est h-na-est))(setq g-na-est 0.0))(if nclude-ca(setq -ca- (traappr (r pp aref DENDRITE-ARY segmt s-ca)(aref DENDRITE-ARIY segent s-ca-
dotS) (Care s-ca-tnt-urray voltage-Index) (aref t-s-ca-rray voltage-index)
w-c-et p- x trapa ox are DEDRITE-ARRAY segnt . -c)(aref DENDRITE-ARRAY seg ent w-ca-
dotS)
(aret wca-nft-array voltage-ndex) (ret t--ca-array voltage-index)
g-ca-eat (g-ca (aret DENDORTE-ARY segmnt gbar-caS) s-ca-est v-ca-est))(setq g-ca-est 0.0))
(1f (nd stnclude-dendrtte-synmpse segm nt rsynpo -segent) ;(radkdl4pe(and (> *tne start-dendrte-synpse) ;k:farl t h p sm d tfme ript.(s *dndrte-synape-step 10000))) ;TorefdrgthoefJq lOOOO d's
(setq g-synapse (ref DENDRITE-SYPSE *dendrtte-synpe-st p)
dendrtte-synape-step (. Sdendrte-synpse4-st p 1))
(setq g-synapse 0.0))
(setq -sti (if (nd (EQ DENDRITE-ARY APICAL-AT-DENDRTE)(a sgmnt scurrent-stm1 ius-sement)) IZdCdbtmre 10*f iem
t-den-stlm 0.0)
g-leakl (ref DENRIT-ARAY sgmt g-lekl)
g-total-eat (+ -na-at g-ca-eat g-leak -synap)
e-eff (// (/ g-na-et e-na)(s g-ca-at s-ca )(g g-let d-l)( -s e-ynp))g-totl-et))
:;Jgg I the loq thenvosg derivt Issa lt utba t otherwi It I. bwtA(cond ((not loop-dome)(et (ddrtd vrtvr tvDENDRITE-ARU Y total-sg ts s t 1-st g-total-est e-eff)
DEN -AMA segmt voltage-estl-dot$))
(ent (dendrite-derivative DENDRITE-AARAT total-segmnt segment -stir g-total-st e-eff)
(odvery
(Include-Ba(et rna-t DENDRITE-ARRA segmet nalS)(mt (dxdt-eq -na-est ( ref -nal-inf-array voltage-tndex)(aref t-u-nal-arry voltage-n
dex))
DENDRITE-AR sgnt -nal-dotl)(met h-na-et DENDRITE-ARRAY segmant h-nalS)(aset (ddt-eq h-na-est (aref h-nal-nf-array voltage-index)(aref t-h-nal-arry voltage-In
dex))
DENDRITE-ARRAY segment h-nal-dot$))(include-ce
(uet s-ca-est DENDRITE-ARRAY segment s-caS)(aset (dxdt-eq s-ca-est (aref s-ca-tnf-array voltage-index)(aref t-s-ca-array voltage-inde
x))
DENORITE-AIURM segment s-ca-dotS)(eat w-ca-est ODENDRIE-ARRAY sepent v-cS)(aet (dxdt-eq v-ca-est (aref -ca-tntf-rray voltage-tndex)(aref t-v-ca-array voltage-inde
x))
DENDRITE-ARUMY segmnt
w-ca-dotS)))))))))))
257
.:: SJT.FSO,85TRS.,NDV-DOOT-IORCFUJtR-CL4M Cdcuidate tha cJdasau asmed m the arrmat idtap tI ate.
:: l d o these vdA rthe derte of the doltag (...atl -dot) cdadled ardng to CL. If the
::: lo-opdre Il l t. tie, f rt Irtw oft tf te state ariblets abnd their dr,*atrs e
· :. steoed m t~ ]Md trtnat uOvtdtldel -n-ad, mrn-dotat tc.).
(defun set-som-statas-and-v-dot-for-current-clp (loop-done)(let* ((v (aref SOMU vltage-estlS)) :;'i the arreu t ote eastate(-nal-est)(h-nal -est)(g-nal-est)
(-naZ-es2t)(h-na2-est)(g-na2-est)(-na3-est)(h-na3-est)(g-na3-est)(x-nap-est)(g-nap-est)
(s-ca-est)(w-ca-est)(g-ca-est)(x-cus-est)(g-cas-et)(n-c-conc-shel 1 )(new-ca-conc-shel 12)(x-a-est)(y-S-est)(g-l-est)(x-c-est)(y-c-est)(w-c-est)(g-c-est)(z-ahp-est) (y-ahp-est) (w-ahp-st)(g-ahp-est)(x-m-est)(g-m-est)(x-dr-est)(y-dr-est)(g-dr-est)(x-q-est)(g-q-est)(g-leak)(g-shunt)(g-coupling-left)(g-coupl ng-rght-1 )(g-coupllng-right-2)(e-eff)( left-voltage)( ths-voltge) right-voltage- )(right-voltage-2)(g-synapse)(g-total-est)(voltage-indx (. 1000 (fixr (* 10 v)))))(cond-every(tinclude-nal (setq -nal-est (trap-approx (aref SOMU -nalS) (ref SOM -nal-dotS)
ndex))
ndex))
(not *include-nal)(*include-na2 (setq
ndex))
ndex))
((not *tnclude-na2)(Cinclude-na3 (setq
ndex))
ndex))
((not *include-na3)(tlnclude-nap (setq
ndex))
((not *Include-nap)(*include-cas (setq
ndex))
((not *include-cas)
(*include-ca (setq
x))
(aref m-nl-inft-rray voltage-Index) (aref
h-nal-est (trap-approx (aref SOIM h-nalS) (ref SOA h-nal-dotS)(aref h-nal-inf-array voltage-index) (aref
g-nal-est (g-nal (ref SOA gbar-nalS) -nal-est h-nal-et)))(setq g-nal-est 0.0))
ni-n2-est (trap-approx (aref SOA I-na2S) (tre SIA -na2-dotS)(aref m-na2-inf-array voltage-index) (aref
h-na2-est (trap-approx (aref SOIA h-na2S) (aref SOIA h-na2-dotS)(aref h-naZ-nf-array voltage-index) (aref
g-naZ-est (g-n2 (ref SOfA gbar-n2S) -na-est h-na2-at)))(setq g-nZ-est 0.0))
mn3d-est (trp-approx (aref SM n- S) (ref SOM -na3-dotS)(aref i-n3-inf-Irry voltage-Index) (ref
h-nd-et (trap-approx (aref SOMA h-na3S) (aref SO h-n3-dotS)(aref h-n3-Inf-array voltage-ndex) (aref
g-na3-est (g-na3 (tret SOIN gbar-na3S) -na-mt h-na3-est )))
(setq g-ns3-et 0.0))
x-nap-et (trap-approx (aref S30A x-napS) (ref SOI x-nap-dotS)(aref x-nap-Inf-array voltage-index) (ret
t-.-nal-array voltage-I
t-h-nal-array voltage-I
t--nZ-arry voltage-I
t-h-na2-array voltage-I
t--na3d-rrey voltage-i
t-h-na3-arry voltage-i
t-x-nlp-array voltage-I
g-nap-est (* (ref SOM gbr-napS) x-nap-est )))
(setq g-nap-est 0.0))
x-cas-est (trap-aeprox (ref SOM x-casS) (ref SOM x-cas-dotS)(aref x-Gc-tnf-arry voltage-Index) (aref t-x-cu-array voltage-I
g-ca-eat ( (aref SOAM gbar-cas) x-cas-est)))(set g-ca-est .0))
s-ca-est (trap-approx (aref S s-caS) (aref SO sa-ca-dotS)(aref s-ca-inf-rray voltage-Index) (ref t-s-ca-rray voltage-Inde
w-ca-est (trap-approx (re SM w-caS) (ret SOA w-ca-dotS)(aref w-ca-inf-rray voltage-Index) (ref t-w-ca-arry voltge-inde
g-ca-et (g-ca (aref SOM gbar-ca) s-ca-st w-ca-at)))((not nclude-ca) (setq -c-est 0.0))(*tnclude-a (setq x-a-est r- (trapaprox (ref SOA x-aS) (aref S x-a-dotS) (aref x-a-inf-array voltage-inde
(aref t-x-a-array voltage-Index))
y-a-et (trap-pprox (araf SOA y-aS) (atf SOA y-a-dotS) (aref y-a-inf-array voltage-inde
(aref t-y-a-rray voltage-Index))
g-a-est (g-a (aref SOA gbar-S) x-a-est y-a-est)))((not *lnclude-a) (setq g-a-est 0.0))(*nclude-c (setq x-c-est (trap-approx (ref SOIM x-cS) (Care SOU x-c-dotS) (aref x-c-inf-array voltage-inde
(aref t-x-c-arry voltage-Index))
y-c-est (trap-approx (aref SCM y-cS) (aref SOA y-c-dotS) (aref y-c-inf-array voltage-inde
(aref t-y-c-rray voltage-Index))
w-c-est (trap-approx (aref SOA w-cS) (ref SOM w-c-dotS)(w-c-Inf (are SA ca-conc-shellS))(t-w-c (aref SONA ca-conc-shellS)))
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x))
x)
x)
x)
x)
g-c-est (g-c (aref SOA gbar-cS) x-c-est y-c-est w-c-est)))
((not *tnclude-c) (setq g-c-est 0.0))(*tnclude-shp (setq z-ahp-est (trap-approx (aref SOM z-ahpS) (aref SUA z-ahp-dotS) (aref z-ahp-tnf-array vo
Itage-index) (aref t-z-hp-array voltage-index))
y-ahp-est (trip-approx (aref SOA y-ahpS) (ref SONA y-ahp-dotS) (aref y-ahp-inf-arry vo
ltage-Index) (aref t-y-ahp-arrsy voltage-Index))
w-ahp-est (trp-approx (aref SOMA w-ahpS) (aref SOHA w-ahp-dot5)(w-ahp-inf (aref SOMA ca-conc-shell2S))
(t-w-ahp (ref SOA ca-conc-shell2S)))
g-ahp-est (9g-hp *gbar-ahp z-hp-est y-ahp-est w-ahp-est)))
((not *include-ahp) (setq g-ahp-est 0.0))
(*include- (setq x-e-est (trap-approx (aref SOUA x-a) (aref SOIA x-a-dot) (aref x-e-nf-array voltage-nde
x) (aref t-x-m-arry voltage-index))
g-m-est (* (aref SOA gbar-S) x-r-est)))((not *nclude-e) (setq g-n-est 0.0))(*include-dr (setq x-dr-est (trap-approx (ret SOIA x-drS) (aref SOIA x-dr-doU)(aret x-dr-inf-array voltage-index) (aref t-x-dr-array voltage-ndex
y-dr-est (trap-approx (aref SONA y-drS) (aref SOIA y-dr-dotS)(aref y-dr-inf-arry voltage-Index) (aref t-y-dr-array voltage-index
g-dr-est (g-dr (aref SOM gbar-dr$) x-dr-est y-dr-et)))
((not *tnclude-dr) (setq g-dr-eat 0.0))(Xinclude-q (setq x-q-est (trap-approx (ref SOIA x-qS) (ref SOM x-q-dotS) (aref x-q-inf-arry voltage-nde
x)
(aref t-x-q-array voltage-index))
g-q-est (* (aref SOMA gbar-q$) x-q-est)))
((not *Include-q) (setq g-q-est 0.0))
((and *lnclude-so ynapse ;Imdckt sh w nm Idaf meudi e
(and ( *tim tart-som-synapse) fmd fl mt g%.
(< asoe-synapse-step 10000))) ;Totd ll Aem ofipitoiaX dfs
(setq g-synapse (artf SONA-SYNAPSE *s_--synapse-stap))(&set g-synapse M g-s ynapS)(setq msoi-synapse-stap I ( soe-synapse-stp 1)))(t (setq g-synaps 0.0)
(easet g-synapse SNA g-synpseS)))(setq g-leak (aref SOM g-lesk*)
g-shunt (f *include-shunt *g-electrode 0.O)
g-total-est (* g-nal-est g-na2-est g-na3-eat
g-cs-est g-nap-et g9--et g-c-est g-ahp-est g-dr-est g--est
g-q-est g-leak g-synapse g-shunt)
e-eff (/I/ (+ ( (+ g-nal-est g-na2-est g-na3-est g-nap-eat) se-na)(* (. g-a-est g-c-est g--est g-q-et g-ahp-eat) Se-k)
(s g-ca-est (e-ca))
(* g-lesk *e-l)(* g-dr-est *t-dr)
( g-synapse e-synapse))g-total-est)
left-voltage (if (aref BASAL-ENORITE 0 includs-mS)
(are SASL-OENRXITE 0 voltage-estis)(aref S voltageestl))
g-coupling-left (f ( areft UAL-DENRITE O nclude-mS)
(g-psrllel (aref ASAL-DENDME 0 g-axitlS)(tret Sam g9-xial))
0.0)
this-voltage (ref SM voltage-estIS)
right-voltage-I (it (aref APZCAL-SF-EOItm 0 nclude-M)
(aret AICAL-SHAFT-DOENOR 0 voltage-eatS)(are SIM voltage-etl))
g-couplig-rlght-1 (it (aref APICAL-SAFT-OENDTEO ncludre-S)(g-prallel (rrer APICAL-SHAT-EIINE O g0 -axilS)
(aret SOM g-axislS))
0.0)
right-voltg 2 (ref S voltage-etlS) ' Same swr iom rsod rilhd omtoiem.
g-coupling-right-2 0.0)
::Y-DOr 01g de de,*ik of tw itw. Mea sw it t de t prem dr ma.
(cond
;lrtf xI the l oo tp.m n p hrbew Ist a emaume
((not loop-done)(uat (v-dot g-coupling-left g-coupling-right-1 g-coupling-right-2 g-total-est
e-eff left-voltage this-voltage right-voltage- right-voltage-2
scapa (+ i-constant-injection sl-stim))
SOIA voltage-estl-dot$))
.Othrw, cdddred wrrt J.ame t ed dh~t.
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?
(t(aset (v-dot g-coupling-left -coupling-right-1 g-coupling-right-2 g-total-est
e-eff left-voltage this-voltage right-voltage-i rght-voltage-2
*caps (+ si-constant-Injection t-stim))
SOfA voltage-dotS)
::Liw. al tl Saftf malrae aid tre dr tt~(i we ,.dalded swordin to tt awim
:.'dtap Miine. sod sared.(cond-every
(T(setq new-ca-conc-shell ( (*dt (aref SOIU ca-conc-shell-dotS))(aref SOI ca-conc-shellS)))(1f ( new-ca-conc-shell score-conc) (setq new-ca-conc-shel 1 core-conc))(setq new-ca-conc-shell2 ( *dt (aref SOiA ca-conc-shell2-dotS))(aref SOM ca-conc-shell2S)))(if (< new-ca-conc-shell2 *core-conc) (setq new-ca-conc-shell2 score-conc))
(aet new-ca-conc-shell SONA ca-conc-shellS)
(aset new-ca-conc-shell2 SOIM ce-conc-shell2S)(aset (ca-conc-shell-dot(+ (s g-ca-est (- v (e-ca)))(* g-cas-est (- v *e-cas)))
new-ca-conc-shel 1 new-ca-conc-shel 12)
SONM ca-conc-shell-dotS)
(aset (ca-conc-shell12-dot new-ca-conc-shell new-ca-conc-shel2)
SOA ca-conc-shel 12-dotS))(*include-nal(aset -nal-est SOINA -nalS)(ast (dxdt-eq *-nal-est (aref m-nal-inf-array voltage-index) (aref t-a-nal-array voltage-Index))
SOIA *-nal-dotS)
(aset h-nal-est SO h-nalS)(aset (dxdt-eq h-nal-st (aref h-nal-inf-array voltage-Index) (aref t-h-nal-array voltage-index))
SOuM h-nal-dotS))(*lnclude-na2
(uaset -na2-est SOIU -na2S)(asot (dxdt-eq -naZ-est (aref -n-inf-array voltage-Index) (aref t--na2-array voltage-index))
SOfiA m-na2-dotS)
(set h-na2-est SONA h-na2S)(aset (dxdt-eq h-na2-est (aref h-na2-inf-rry voltage-Index) (aref t-h-na2-arry voltage-index))
SOIA h-n2Z-dotS))(*lnclude-na3(aset -n3-est SOIA e-n3S)(easdt(dxdt-eq -na3-est (aref -n3-inf-array voltage-Index) (aref t-na3-arry voltage-index))
SOIU A -n3-dotS)
(aset h-na3-est SOIA h-na3S)(aset (dxdt-eq h-n3-est (ref h-n3-inf-array voltage-Index) (ref t-h-na3-array voltge-index))
SOUM h-na3-dotS))(tinclude-a(aset x-a-est SM x-aS)(aset (dxdt-eq x-a-est (aref x-a-inf-arry voltage-index) (ref t-x-a-array voltagoe-ndex))
SOIA x-a-dotS)
(aset y-a-est SOMU y-aS)(aset (dxdt-eq y-a-est (aref y-a-inf-rray voltage-index) (ref t-y-a-array voltage-Index))
SOM y-a-dotS))(*include-c
(ast x-c-est SOIU x-cS)(aset (dxdt-eq x-c-est (aref x-c-inf-array voltage-index) (aref t-x-c-array voltage-index))
SOAM x-c-dotS)
(aset y-c-est SO3I y-cS)(uet (dxdt-eq y-c-est (aref y-c-lnf-array voltage-index) (aref t-y-c-array voltage-Index))
SOM y-c-dot)(set w-c-est SM w-cS)(Cset (dxdt-eq w-c-et (w-c-Inf (aref SOIM ca-conc-shellS))(t-w-c (aref SOMI ca-conc-shellS)))
SOM w-c-dotS))
(*tnclude-ehp
(aset z-ahp-et SOM z-ahpl)
(&set (dxdt-eq z-ahp-est (aref z-ahp-inf-arry voltage-index) (aref t-z-ahp-array voltage-index))
SOW z-hp-dotS)
(Cet y-ahp-est SOM y-ahpS)(Cet (dxdt-eq y-hp-est (aref y-ihp-inf-array voltage-index) (aref t-y-ahp-arry voltage-Index))
SU y-hpWdotS)
(uet w-ahp-st SOIA w-ahp$)(uet (dxdt-eq w-ahp-est (w-ahp-inf (aref SA ca-conc-shell2S))(t-w-ahp (aref S ca-conc-shell2S)))
SOM w-ahp-dot))
(*tnclude-e(aset x-e-est SM x-eS)(met (dxdt-eq x--est (aref x-e-inf-array voltage-index) (aref t-x-.-array voltage-index))
SOM x-e-dotS))(*nclude-q
(aset x-q-est SO( x-qS)(set (dxdt-eq x-q-est (aref x-q-inf-array voltage-index) (aref t-x-q-array voltage-index))
SOA' x-q-dotS))
(tinclude-dr(aset x-dr-est SOIM x-drS)
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(uet (dxdt-eq x-dr-est (ref x-dr-inf-array voltage-Index) (ref t-x-dr-array voltage-ndex))
SONA x-dr-dotS)
(aset y-dr-est SOIM y-drS)(Met (dxdt-eq y-dr-est (aref y-dr-inf-array voltage-Index) (ref t-y-dr-arrsy voltage-index))
SONA y-dr-dotl))
(s nclude-ca(ueast s-ca-st SOM s-caS)(Met (dxdt-eq s-ca-eat (aref s-ca-inf-array voltage-index) (aref t-s-ca-array voltage-index))
SOM s-ca-dotS)(aset w-ca-et SIA w-caS)(uet (dxdt-eq w-ca-eat (re w-ca-nf-array voltage-Index) (ref t-w-ca-array voltage-ndex))
SOM w-ca-dotS))(*include-cs(aset x-cas-est SO3 x-ca$)(aset (dxdt-eq x-cas-est (are x-cas-inf-array voltage-Index) (aref t-x-cea-array voltage-Index))
SOIM x-cas-dotS))(stnclude-nap
(aset x-nap-est SOM x-napS)(aset (dxdt-eq x-nap-ast (ref x-nap-int-array voltage-ndex) (aref t-x-nap-array voltage-Index))
SOFA x-nap-dot)))))))
:; S2.OA-S'A~-~.D.VTA.Z)-Y O F VOLTAd;-CXAAMP(defun set-soi-states-and-v-dot-or-voltage-clp ()
( ets ((new-ca-conc-shell) (new-ca-conc-shol 12)(s-ca)(w-ca)(x-ca)(voltage-index ( 1000 (ftxr ( 10.0 *clmp-voltage)))))(cond ((or evstep ( 1 tvclm-coinmnd-fla))(cond-every
(tlnclude-ahp (setq szahpnf (ref zh-tinf-array voltage-index)
*tzahp (are t-z-ahp-array voltage-index)
*yahpinf (aref y-ahdlnf-array voltage-Index)
*tyahp (aref t-y-ahp-arry voltage-ndex)
*vahpinf (-ahp-Inf (ref SOM ca-conc-shell2S))
stwIh (t-v-ahp (aref S30 ca-conc-she12S))))(*1nclude-c (setq *xclnf (aref x-c-inf-array voltage-Index)
*txc (aref t-x-c-array voltagendex)
*yclnf (ref y-c-inf-array voltage-Index)
*tyc (aref t-y-c-array voltage-ndx)
*cinf (v-c-Inf (aref SOUA ca-conc-shellS))
*twc t-w-c (aret S3O ca-cone-shellS))))(*snclude-q (setq *xqtnf (aref x-q-inf-array voltage-index) *tq (re t-x-q-array voltage-Index)))(*lnclude-. (setq *xtnf (ref x--inf-array voltage-Index) *t (ref t-x--array voltage-Index)))(*Include-nal (setq *nnalnf (re? i-nel-nf-lrray voltage-Index) *tnal (aref t-.-nal-array voltage-I
ndex)
*hnallnf (aref h-nl-Inf-arry voltage-Index) *thnal (aref t-h-nal-array voltage-i
ndex))) (*include-na2 (setq nca2inf (aref i-na2-Inf-array voltage-Index) *tuna2 (aref t-i-na2-array voltage-I
ndex)
shna21nf (aref h-na2l-nf-rry voltage-Index) *thn2 (aref t-h-n2-array voltage-I
ndex))) (sinclude-ca3 (setq ma3Inf (aref -n-nif-array voltagendx) s*tn3 (aref t--na3-rray voltage-
ndex)
shnlm1nf (ref h-nelnf-array voltage-Index) thne (aref t-h-na-array vltage-i
ndex))) (*tnclude-ca (setq carinf (ref s-c-nf-array voltndex) re -- rr ta-ndex) *t (a t--crray voltage-Index)
*heMlf (aref v-ca-nf-array voltage-Index) thee (ref t--ca-array voltage-Index)
(tlnclude-nap (setq sxlnf (aref x-ncatnf- rry voltage-ndex) Stxeap ( ref t-x-nap- rray voltage-I
ndex))) (stnclude-ca (setq xcasnf (aref x-c-tnf-o rr y voltage-Index) stxcas (aref t-x-ca-arr y voltage-I
ndex)))
(stclude-dr (setq sxdrlnf (are x-dr-nt-rray voltage-Index) txdr (aref t-x-dr- rray voltage-ndex)
sydrltn (are? y-dr-n-rray voltage-lndex) tydr (aref t-y-dr-arr y voltage-ndex)
(*lnclud e- (setq xanf (aref x--Inf-rray voltage-ndex) *txa (ref t-x--array voltag e-ndex)
*yatnf (aref y-a-inf-array voltage-Index) sty (aref t-y-a-rray voltage-Index))))(east (// (- scl1-voltlge (are SOI voltageS)) *dt) SO voltage-dotS))(T (Met 0.0 SM wvoltage-dotS)))
(cond-every(tnclude-cas (setq x-cas (vclp-ne-x *dt (re SOM x-cuS) sxcaltnf txc))
(aset x-cas SOIU x-cas))((not stnclude-cas) (setq x-cu 0))(*nclude-c (setq s-ca (vclmp-new-x *dt (ref SOM s-ca) mcatnf tmc)
w-c (vclpnev-x tdt (aref SO v-ca) *hcsnf *thJ))(uet s-ca SM s-caS) (aset w-c SA v-c))((not *Include-ca) (setq s-ca 0 -ca 0))(t(setq new-ca-conc-shell ( *dt (ref SM ca-concshell-dotS))(aref SOM ca-conc-shellS)))
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(uaset new-ca-conc-shel SOM ca-conc-shellS)(setq new-ca-conc-shell2 ( (* *dt (aref SOA ca-conc-shell2-dotS))(aref SOIM ca-conc-shell2S)))(east nev-ca-conc-shell2 SOIU ca-conc-shell2S)
(east (ca-conc-he-ll-dot ( (* *gbar-cs s-ca s-ca w-ca (- clmp-voltage (-ca)))( *gbar-cas x-cas (- *clamp-voltage *-cas))) nev-ca-conc-shell nw-ca-conc-she
112)
SOA ca-conc-shell-dotS)
( ast (ca-conc-shel 12-dot new-ca-conc-shel new-ca-conc-shel 12 )
SO ca-conec-shel 12-dotS) )
(sinclude-ahp (set (vclmp-nw-x dt (aref SOIUNA z-hp) *zahpinf *tzahp) SONA z-ahpS)(aset (vclmp-ne-x dt (aref SOI y-ahpS) *yahpinf tymhp) SOIM y-.hpS)
(uat (vclmp-new-x *dt (aref SOfA v-ahpS) swahpinf *twahp) SOM w-ahpS))(*lnclude-c (aset (vcleap-new-x *dt (ref SOM x-cS) xctnf stxc) SOIA x-cS)
(aset (vclp-new-x *dt (aref SOIA y-cS) *ycinf tyc) SOIA y-cS)(uset (vclp-new-x *dt (rsef SOIMA -cS) *ecnf *tw) SOMA -cS))
(*include-q (aset (vclmp-nw-x edt (aref SOM x-qS) *xqinf stq) SOIM x-q$))
(*tnclude-m (aset (vclp-nev-x *dt (aref SOfiA x-xS) *xminf xta) SOUM x-.S))(*include-nap (aset (vclmp-new-x *dt (aref SOI x-napS) *xnepinf *txnap) SOM x-napS))(*include-dr (aset (vclp-new-x *dt (ref SOIA x-drS) *xdrinf *txdr) SOf x-drS)(set (vcllp-ne-x sdt (ref SOIA y-dr$) *ydrinf *tydr) SA y-drS))(*lnclude-a (aset (vcl1p-nev-x *dt (aref SOIM x-aS) *xatnf *txa) SOIUM x-aS)(aset (vclap-new-x dt (aref SIA y-aS) *yainf etyl) SOMA y-iS))
(*snclude-nal (uast (vclemp-new-x *dt (ref SOFIA m-nalS) mnllinf stenal) SOMA -nalS)(aset (vclmp-new-x *dt (aref SOA h-nalS) *hnalinf *thnal) SOIU h-nalS))
(Minclude-nW2 (uet (vclmp-nw-x *dt (aref SOiA m-ne2S) mn2itnf *tna2) SCMU i-na2S)
(rset (vclp-ntv-x *dt (aref SOIM h-ne2S) *hnatinf sthna2) SQM h-naZS))
(anclude-n (east (vclmp-new-x *dt (aref S30MA -naS) *sninf etmre) SOMiA -na3s)(east (vclmp-nw-x edt (ref SOIM h-ne3$) *hn3inf thn3) SOIM h-na3,S)))))
(T (setq new-ca-conc-shell ( (* sdt (are S3MA ca-conc-shll-dotS))(aref SOiA ca-conc-shllS)))
(mset new-c-conc-shell SOUA ca-conc-shellS)
*.. ST7IJ 7SO MA-VOLTAGr G sJrn w ealmte (...rJt) f ma.n vdtw wlmlg t prem a vwddte
:.: t he). et ,,,u d M t), (q ?-dM. tlmr aMwre. atn w ti of Me -darti.
:: (..et-do). T Cltlem ",PPZJO -r Irb tM tr oid qFpro.demat. Noe thA thi fotem is
::: eoi rqudbp tI w or dmpl rotaM
(defun est ate-soam-voltae ()(aset(approx-x (aref SIU voltageS)
(aref SOM voltage-dotS)(aref SOIU voltgle-estl-dotS))
SOfI voltage-est2S))
-; B U77M21T-D N DRf-VOL i G Gesm td orsw mmaut (..m2) of dendrt dta wlswing the pras
* vds Itdts se pai e i drtPat IJd.d emd she awrew etmr ofs rhtue
::: (..auil-dS). l efi te, APO-" Is Md/ b ts &,e Wl matlo.(defun estimawt-dendrite-voltag )
(dolist (DENDRITE-AR Y (-11t ASL-DENDRITE APIUCAL-SHAFT-DENDRITE APICAL--DENDRITE APICAL-2-DENITE))(1f (aref DENDRITE-ARRAY 0 INCLUE-NES)(do ((segment 0 (Incf segent)))
((a segment (aref DENDRIOTE-AIU Y 0 totalsegmntU)))(maset (approx-x (arer DEIT E-ARMR Y sgint voltagS)
(aref DOEN ITE-ARA Y segment voltage-dotS)(aref ENITE-ARRAY segmnt voltge-estl-dotS))
DEORMTE-ARMRY sget voltage-est2S)))))
:U: JRD OUA2r. TSta tew Iltt vd m te mb# d SMd.(defun update-output-sts ()(let ((so-voltage (ref SOR voltage)))(update-som-lists saw-voltage)(1f anclude-dendrite (updte-dendrite-lsts sorm-voltage))
(if *vclp-run (update-vclmp-lst so-voltage))))
::: fID2Ir-WJJDRU-. U(defun update-dendrite-1ts (sol-voltage)
(update-coupling-current- st some-voltage)(aset l-den-stim *dendrite-stio-current* *point-index)(cond-every( include-dendrite-synapse (update-dndrite-synape-current- 1ist))
((aref APICAL-SAFT-DENDRITE O nclude-weS)(cond-every((aref APICAL-SHAFT-DENDRItTE plot-eS)
(set (aref APICAL-SHAWT-ENDRITE 0 voltageS) *lvoltage* *point-index))
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((and (aref APICAL-SHAFT-DENDRITE 2 plot-mS) (>- (aref APICAL-SHAFT-DENRITE 0 total-segentsS) 3))(aset (aref APICAL-SHAFT-DENRITE 2 voltgeS) *a3voltage* *point-Index))((and (aref APICAL-SHAFT-ODEIORTE 4 plot-mS) (- (ret APICAL-SHAFT-DENDRITE 0 total-segmt tS) 5))(Met (ref APICAL-SHAFT-DENORITE 4 voltageS) *asvoltages *point-Index))((and (ref APICAL-SHAFT-DENDRITE 9 plot-mS) () (aref APICAL-SHAFT-DENDRITE 0 total-saegmntS) 10))(uet (aref APICAL-SHAFT-DENDRITE 9 voltageS) aslOvoltage* *poInt-Index))))((are APICAL--OENDITE 0 Include-me)
(cond-every
((aref APICAL--DENDRITE 0 plot-mS)(set (aref APICAL-1-DENORITE 0 voltageS) *allvoltage* *point-Index))((and (aref APICAL-1-DENDRITE 3 plot-mS) () (aref APICAL-1-DENDRITE 0 total-segmntaS) 4))(uet (aref APICAL-I-OENDRITE 3 voltageS) *al4voltages poInt-index))))
((aref APICAL-2-DENORITE 0 nclude-mS)
(cond-every
((aref APICAL-2-DENDRITE 0 plot-mS)(at (aref APICAL-2-DENDRITE 0 voltageS) arivoltagee* pont-Index))((and (aref APICAL-2-DENDRITE 3 plot-mS) (). (aref APICAL-2-DENDRITE 0 total-sogmntsS) ))(aset (aref APICAL-2-DOEDRITE 3 voltage) arvoltage* point-Index))))
((aref BASAL-DENDRITE 0 nclude-meS)
(cond-every((aref BASAL-DENDRITE plot-mS)
(esat (aref BASL-DENDRITE O voltage) blvoltage* *point-Index))((and (arel BASAL-DENORITE 3 plot-mel) () (aref BASAL-KORITE total-segmntS) 4))(uast (ref BASAL-DENDRITE 3 voltag) b4voltage* *poInt-Index))))((ret APICAL-SHAFT-DENDRITE 0 include-neS)
(aset (nal-current (gbar-nad ( ( ret APICAL-SHNFT-DENDRITE 0 length)
3.14159e-S (ret APICAL-SHAFT-DEODRTE 0 dlterS)))
(ret APICAL-SHAFT-DENDRITE 0 -nilS)
(aret APICAL-SHAFT-DENDRITE h-nalS)(ref APICAL-SHAFT-DENOITE 0 voltageS))
*nadl-current* *poInt-index))
((aref APICAL-SHAFT-DEWORITE 2 nclude-cl)
(aset (ca-current (gbar-cad ( (aref APICAL-HAFT-DENDRITE 2 lengthS)
3.14159-S (are APICAL-SHAFT-DENDRITE 2 diatterS)))
(aref APICAL-SHAFT-OENDRITE 2 -caS)
(iref APICAL-SHAFT-OENDRITE 2 -caS)
(aref APICAL-SNAFT-DENDRITE 2 voltagd))
scadl-current *point-nde)) ) )
; UPD 1WCU -CURWLMI3 -(defun update-coupling-current- lst (sram-voltage)(mset ( ( (t (f ref BASAL-DENDRITE O nclude-mea)(g-parallel (aref BASAL-OEDITE 0 O -axalS)(aref SOM I-exalS))
0.0)(- som-voltag (ret ASAL-OENDRITE O volt)))(e (1 ((aref APICL-SHAFT-OENDRITE O Include-el)
(g-parallel (aref APICAL-SHAFT-DENITE O g-axtalS)
(are SOM -axlalS))
0.0)
(- som-voltage (are APICAL-SHAFT-DENORIE 0 voltagel))))
'coupllng-current* point-ind))
:UPDAIZ.DDRnISYNAWCURA,,LlmZ(defun update-dendrIte-synm-current-11st ()(aset ( (ret APICAL--OENOITE mapse-sgmnt g-synapwd)(- (ref APICAL-i-OENOlRIE synap-segment voltagl)
'a-synalpS))
sdendrIte-synapse-currnt pont-Indx)
(aset (are APICAL-I-DENOITE synl segment g-sylapeS)
dndr1 t-synapse-c tance poInt-ndex)
·... VI'(defun update-vel_1ist (sm-voltage)(uest ( (f *tnclude-dr (dr rrent t x-drS)(raf N O y-drS) some-voltage)
0)
(If *Include-e (c-current (ret SM x-cS)(aref N y-cs)(aref SONIM -cS)
som-voltage) )
(1f *tnclude-hp (hp-currnt (aref 30M z-ahpS)aref SOM y-ahp)(arnf SO w-dhpS)
so -voltago) 0 )(If *Include-q (* (ret SOM gbar-qS)(aref SONA x-qS)
(- sa-voltage ea-k)) 0.0)(if *tnclude- (m-current (et SM x-S) some-voltage) )(1f *Include- (l-current (aref 30 x-aS) (ret SOM y-a)
sae-voltage) 0 )(if *Include-n1 (nal-current retf SM gbr-nalS)
(are SA -nalS)aref SOA h-nalS) SOq-voltage) O)
(1f *Include-na2 (na-current (ref SOM gbr-naS)
(ret SOA *-n2S)a arof SOM h-na2S) SA-voltage) )(If *include-na3 (na3-currt (aret SOM gbr- )
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(aref SOMU m-na3)(aref SOUA h-na3S) SOMA-voltage) 0)
(1f *lnclude-nap (nap-current (aref SOUA gbar-nap$) (aref SOIA x-napS)
soma-voltage) 0 )
(If include-cas (cas-current (aref SOMA x-casS) soma-voltage) 0 )
(If include-ca (ca-current (aref SOMA gbar-caS)
(aref SOUA s-caS)(aref SOA w-caS) soma-voltage) 0.0 )
(+ ( (if (aref BASAL-DENDRITE 0 nclude-meS)
(* 2.0 (aref BASAL-DENDRITE 0 g-axial$))
0.0)
(- soma-voltage (aref BASAL-DENDRITE 0 voltageS)))( ( (aref APICAL-SHAFT-DENORITE 0 nclude-mS)
(* 2.0 (aref APICAL-SHAFT-DENDRITE 0 -axtal$))
0.0)
(- soa-voltage (aref APICAL-SHAFT-DENDRITE 0 voltageS))))
(1-current some-voltage)
(If *tnclude-shunt ( g-electrode som-voltage) 0)
(a *caps (aref SOIU voltage-dotS)))
*currents potnt- ndex))
*U. DAM-SOAM-LS7S(defun update-some-l sts (soma-voltage)
(cond-every(alnclude-kinetics(cond-every
(ainclude-nal
(Met (aref SOMA m-nalS) m-nal* point-index) (aset (aref SOMA h-nalS) *h-nal* point-index)(aset (g-nal 1.0 (aref SOA -nalS)(aref SOIA h-nalS)) g-nal* point-index))(alnclude-na2(aset (aref SOM -na2S) a*-na2* *point-Index) (aset (aref SOA h-na2S) h-na2* point-index)
(aset (g-na2 1.0 (aref SOMA a-naS)(aref SOIA h-na2$)) g-na2* *point-index))(*include-na3
(uset (aref SOUA m-na3S) a*-na3* point-index) (aset (aref SOMH h-na3S) *h-na3a point-index)
(aset (g-na3 1.0 (aref SOM m-na3S)(aref SOIA h-na3S)) g-na3* *point-index))(*include-ca
(aset (aref SOMA s-caS) s-caa *point-index) (aset (aref SOA w-caS) *w-ca* *point-index)
(Met (g-ca 1.0 (aref SOIA s-caS)(aref SOM w-caS)) *g-ca* *point-index))(*lnclude-dr
(aset (aref SOMA x-dr$) *x-dr* *point-index) (aset (aref SOMA y-drS) y-dr* *point-Index)(aset (g-dr 1.0 (aref SOMA x-dr$)(aref SONA y-dr$)) *g-dra *point-index))(*lnclude-a
(set (aref SOA x-aS) x-a* point-index) (east (aref SOAIU y-aS) *y-a* *point-index)
(aset (g-a 1.0 (aref SOIA x-aS)(aref SOIA y-aS)) g-a* point-index))
( tnclude-ahp
(aset (aref SOMA z-ahp$) *z-ahp* point-index) (aset (ref SOMA y-ahp$) *y-ahp* *point-index)(aset (aref SOM w-ahpS) *w-ehp* point-index)(Met (g-ahp 1.0 (aref SOMA z-ahp$)(aref SOMA y-ahpS)(aref SOMA w-ahpS)) 9g-ahp* *point-index))(*tnclude-c
(uset (aref SOMA x-cS) x-c* *point-index) (et (aref SOMA y-cS) *y-c* *point-Index)
(aset (aref SOA w-cS) *w-ca *point-index)
(aset (g-c 1.0 (aref SOMA x-cS)(aref SOU y-cS)(aref SOIA w-cS)) g-c* *point-Index))))(t
(aset (* 1.0e-3 *time) *taime *point-index) (aset som-voltage *voltage* *point-index)
(aset (1-current so-voltage) *l-current* *point-index)
(aset (a *caps (aref SOM voltage-dotS)) *caps-current* *point-index)
(aet (+ *l-constant-njection *l-stim) to-current* *potnt-index)(aset (e-ca) e-ca* point-index)
(aset (aref SOMA ca-conc-shellS) *ca-conc-shell* *point-Index)
(aset (aref SOMA ca-conc-shell2S) *ca-conc-shell2* point-index))
(*include-shunt
(aset (* g-electrode some-voltage) *shunt-current* point-index))(*include-nal
(aset (nsl-current (aref SOMA gbar-nalS)(aref SOMU e-nalS) (aref SOMU h-nalS) SOMIA-voltage)
anal-currents *potnt-index))(*lnclude-n2
(aset (na2-curret (ref SOMA gbar-na2S)(aref SONA -ne2S) (arte SOMA h-na2S) SOMA-voltage)
*naZ-current* *point-index))
(*tnclude-na3
(aset (na3-current (aref SONA gbar-na3S)(aref SOM e-na3S) (aref SOUA h-na3S) SOiA-voltage)
*na3-currenta *point-index))
(ainclude-ca
(aset (ca-current (aref SOMA gbar-caS)(aref SOMA s-caS) (aref SOMU w-ca$) soa-voltage)
*ca-current* *point-index))
(*include-nap
(aset (nap-current (aref SOA gbar-napS)(aref SOM x-napS) soma-voltage)
snap-currents *point-index))
(*1nclude-cus
(aset (cas-current (aref SOA x-cas) soma-voltage)
acas-current* point-index))(tnclude-c
(aset (c-current (aref SOM x-cS)(aref SOMA y-c$)(aref SONA w-cS) soma-voltage)
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*c-current* point-Index))
(Otnclude-ahp
(east (ahp-current (aref SOMA z-ahpS)aref SOM y-ahpS)(aref SOMA w-ahpS) som-voltage)
sahp-current point-Index))(tinclude-m(set (-current (aref SONA x-S) some-voltage) a-currents point-1ndex))(tInclude-dr(sset (dr-current (aref S0M x-drS)(aref SOIA y-dr$) som-voltage) *dr-current* spoint-index))(tinclude-a
(uet (a-current (aref SOIA x-aS) (ref SOIIA y-aS) soe-voltage)
*a-currents point-index))(Wtnclude-q(aet ( (aref SQM gbar-qS)(aref SOIU x-qS)(- some-voltage se-k))
sq-currents point-index))(tinclude-soa-synapse
(eset ( (aref SOIU g-synapse)(- soma-voltage se-synapse))
tsow-synapse-currents point-index)
(uet (aref SOIU g-synapseS) som-synapse-conductance* polnt-index))))
; ; V-DOTGve th d,*tt of the amebrm rdtap g r the aent conct a th mrmbm r catar ,.the adjoe k tvdtes tthe ld Ivolta. ad I injectd rnt.(defun v-dot (g-couplng-left g-coupling-right-I g-coupling-right-2 g-mmbrane driving-voltage
voltage-left voltage voltage-right-I voltage-right-2 capacitance i-injected)
(if ( cpacitance 0.0) 0.0(// (. (* g-ebrane (- drivtng-voltage voltage))
i-injected(5 g-coupling-left (- voltage-left voltage))(5 g-coupling-right-1 (- voltage-right-1 voltage))(s g-coupling-right-2 (- voltage-right-2 voltage)))
capact ance)))
A... ?-APIOXIC lmuptl th tr d epprdntlom of jtme vrile thr is dkmlbed b, irt wardrkti gi the d l dl of ther l tidd of fts drM*nt the mw vou f Uefls std
s ate, a ta m vS. of Its ime o at.
(defun trap-approx (x-old x-old-dot x-inf-nw tau-x-naw)(/I (* x-old ( (// tdt 2.0) ( x-old-dot (// x-inf-new tu-x-new))))
( 1.0 (1// *dt ( 2.0 tau-x-new)))))
..:: VCXAJW--Z(defun vclmp-new-x (dt x-old x-inf tau-x)
(. x-inf (* (- x-old x-inf) (exp (- (/I dt tau-x))))))
;:: PPJOZ-Z Cdwlett f n4t) udng trqpodd oW tM wti t d t
:::i ). (a)-deo. d ml-d.(defun pprox-x (xO xO-dot xl-dot)(+ xO ( / ( S dt 2.0)(. xO-dot xl-dot))))
::: DZDTI-_ c hdt te trdlW of ta i rldt (ft-do) WdorS o orlIS dlffred lpioe
(defun dxdt-eq (x x-inf t-x)(// (- x-inf x) t-x))
::;... :Tnnr tr e If diffem, ma rpume at IsstA 'am'
-.. ai mlethrn.(defun test (x y)(cond ((> (abs (- x y)) epsilon) nil)
(T T)))
;;::: ?L -PM A 1 Mnt d e p t wese for the ammr rins ia t ermdsem pae.(defun print-prmeters ()(send terminal-lo reftres) (send tertina1-to :hom-cursor) (send terminal-o :set-font-map '(fonts:hl))(format t "'Tep. -ZdC, · temperature) (fort t 'Time step e[sec] -4f. sdt )(formwt t 'Sm l E-Rest 4f. ( are SM -restS)) (format t 'E-Leak (Som) -4f-' e-1 )(format t E-Leak (Dendrite) -4f, · aed-l)(format t 'E-K -4f, · el-k) (formt t E-ca -4ft · *e-ca) (format t E-dr -4f, * e-dr)(format t E-na -4f. * e-na) (foret t 'R-Somr [HO] -4 - (// 1.0 gs-l))(format t 'Soe mb. res. [ohm-sq cm] -4f *r s-m)(format t Sor cap. CnF] -4f, scaps)
(format t 'Smr rd. [mtc's] -4f 4' som-radtus)
(formet t 'Srom Spec cap. [etcroF/sq-cm] -4f. ' caps-m)(format 'Dendrite Spec cap. [microF/sq-ce] -4f -' acapd-)(format t 'Dendrite meb. res. [ohm-sq cm] -4f. · rd-e)(format t 'Axoplasmic res. [ohmn- cm] -4f - a*rd-int)(if tInclude-shunt (format t 'Electrode shunt [Ioh] -2f 4-' r-electrode)(format t 'No electrode shunt -'))(tf tinclude-nal (forwat t gNal micteroS] -4f, ' (aref SOM gbar-nalS))(format t 'I-nal poisoned, ))
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(1f tinclude-na2 (fort t gNaZ tmicroS] -f, ' (aref SOIA gbar-na2S))(format t '-n2 poisoned, ))
(If *include-na (format t 'gNa3 [microSl -4f, ' (aref SOHA gbar-na3S))(format t 'I-na3 poisoned, '))(if *include-ca (format t gCa [microS] -4f-' (aref SOUA gbar-ca$))(format t 'I-ca poisoned-'))(1f *tnclude-nap (format t 'gNaP [(icroS] -4f, ' (aref SOA gbar-napS))
(format t 'I-NaP poisoned, ))(if *tnclude-cas (format t 'gCas tmicroS] -4f 4' (aref SOIA gbar-cas))(forat t 'I-cu poisoned -'))(1f *include-c (format t gC microSl -4f'. (aref SOA gbar-cS))(forat t 'I-C poisoned, '))
(if *Include-ahp (format t 'gAHP mitcroS] -f,'. (ret SOIU gbar-ahp$))
(fort t I-AHP poisoned, ))(1f tinclude- (format t H [tmicroS] -4f, (ref SOI gbar-))
(format t 'I-N poisoned, ))(if *include-dr (forat t gDR [microS] -4f. (ref SOfU gbr-drS))(format t 'I-OR poisoned, ))
(if (and tinclude-dr ( *dr-block 1.0)) (format t DR block * -f' dr-block))(if *nclude-a (format t "-%gA microS] -4f-A-' (aref SOfiA gbar-aS))(format t 'I-A poisoned-1-'))(cond-every
((aret APICAL-SHAFT-DENDRITE 0 nclude-meS)(let* (lamda ( (// (* *rd-ame (// (aref APICAL-SHAFT-DENRITE 0 dameterS) 2.0) 10000.0)(a 2.0 rd-Int)) 0.5))(L (/ ( (aref APICAL-SHAFT-DENDRIIITE 0 totl-segmntsS)
(aref APICAL-SHAFT-DENRITE 0 lengthS)) lda)))(format t 'Apical shaft dendrite with -2d segments. Length * -4f microns.4'
(aref APICAL-SHAFT-DENDRITE 0 total-segmantS)
* (aref APICAL-SHAFT-DENDRITE 0 total-segmentsS)
(aref APICAL-SHAFT-DENDRITE 0 lngthS)))
(format t Segment length - microns. Dimter -2f microns. Lmda · -4f. L · -4f-i
(aref APICAL-SHAFT-DENDRITE 0 lngthS)
(aref APICAL-SHAFT-DENDRITE 0 diameterS)lda
L)(forat t %L X da(per segment) a -4ft(* 100.0 (// (aref APICAL-SHAFT-DENORITE lengthS) lamda)) )))
((aref APICAL-I-DENDRITE 0 nclude-meS)(lets ((la ( (// (* *rd-em (/ (aref APICAL-I-DENDRITE 0 dameterS) 2.0) 10000.0)( Z2.0 rd-Int)) 0.5))
(L (// (a (aref APICAL-I-DENDRITE 0 total-sgmentsS)
(aref APICAL-1-DENORITE 0 length$)) lada)))(forat t '-iLeft apical dendrite branch with -2d sements. Length · -4f microns.-
(are APICAL-i-DENDRITE 0 total-segentS)(* (aref APICAL-I-DENDRITE 0 total-seg ant S)
(aref APICAL-i-DENDRITE 0 lengthS)))(forat t Length * -4d microns. Daleter -2f micronsAmada -f. L · -4f-4'(aref APICAL-1-DENDRITE 0 lengthS)
(aref APICAL-1-DENDRITE 0 dimeterS)lada
L)
(format t %Lda(per segment) -t'
(* 100.0 (// (aref APICAL-I-DENDRITE 0 lengthS) lamda))
((aref APICAL-2-DENDRITE 0 nclude-meS)
(let* ((lde ( ((/ *rd-me (// (are APICAL-2-DEINDRITE 0 diameterS) 2.0) 10000.0)(* 2.0 rd-Int)) 0.5))
(L (// (a (ref APICAL-2-DENDRITE 0 total-segment$)(aref APICAL-2-DENRITE 0 length)) lda)))(format t '-Rlght apical dendrite branch with -2d saegnts. Length · -4f microns.-
(aref APICAL-2-DENORITE 0 total-seanta S)
(a (aref APICAL-2-DENDRITE 0 totl-segmentsS)
(aref APICAL-2-DENDITE 0 lengthS)))
(format t Length · -4d microns. Dimter -2f microns. Lad · 4f. L · -4f-4
(aref APICAL-2-OENDRITE 0 lengthS)
(aref APICAL-2-OENRITE 0 diamterS)l ad
L)(forat t ' Lamda(pr segment) a -4f'(* 100.0 (// (aref APICAL-2-DENDRIT 0 lengthS) lida)) )))((aref BASAL-DEORITE 0 nclude-meS)(lets ((lada ( / (a rd-mm (/ (aret BASAL-OENORITE 0 dimterS) 2.0) 10000.0)(* 2.0 rd-int)) 0.5))
(L (// ( (ref BASAL-DENDRITE 0 total-sepgntst)
(aref BASAL-OENDRITE lengthS)) lamd)))
(format t '-ussal dendrite with -2d segments. Length -f microns.-'
(aref BASAL-DENDRITE 0 total-seigmntsS)(* (aref BASAL-OENDRITE 0 total-segpnts$)
(aref BASAL-DENORITE 0 lengthS)))
(format t Length · -4d microns. Dimter -2f microns.rLmda · -4f. L · -4f.%'
(Aref BASAL-DENORITE 0 lengthl)
(aref BASAL-DENDRITE 0 dimterS)
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lamda
L)
(format t ' Lamda(per segment) -4f1(* 100.0 (// (aref BASAL-DENDRITE 0 lengthS) led)) ))))(formt t --"Tim required to reach steady-state -4f ec ' *tim-for-steady-state))
(defun make-lstl ()(Setq plot-listl nillabel-listl nil)(setq plot-listl (nconc *plot-listl (list '(voltages . stimes)))
*label-listl (nconc *label-listi (list (fort nil Sou'))))(cond-every((aref APICAL-SHAFT-DENORITE 0 include-emS)(cond-every
((aref APICAL-SHAFT-DENORITE 0 plot-mS)(setq *plot-11stl (nconc *plot-listi (11st '(*ulvoltages . *time)))
*label-listl (nconc *label-listi (list (format nl 'Shaft Sag 1')))))((and (aref APICAL-SHAFT-DENRITE 2 plot-mS) ( (aref APICAL-SHAFT-ENORITE 0 total-segmntsS) 3))(setq *plot-listl (nconc *plot-listl (list '(*as3voltages . *tim*)))
*label-listl (ncone *label-listl (list (formt nil Shaft Sg 3)))))((and (ref APICAL-SHAFT-DENDRITE 4 plot-wS) (> (aref APICAL-SHAFT-DENDRITE 0 total-segm ntS) 5))(setq *plot-ll1stl (nconc plot-listl (11st '(*ss5voltage . *time)))
*label-listl (nconc lbel-listl (st (formt nil 'Shaft Sag 5')))))((and (aref APICAL-SHAFT-DEINRITE 9 plot-mS) ( (aref APICAL-SHAFT-DENRITE 0 total-segmentaS) 10))
(setq *plot-listl (nconc *plot-listl (list '(*aslOvoltage . tim*)))
*label-listl (nconc slabel-listl (11st (formt nil 'Shaft Sag 10')))))))
((aref APICAL-i-OENORITE 0 include- eS)(cond-every
((are APICAL-I-DENDRITE 0 plot-eS)(setq plot-listl (nconc *plot-l1sti (list '(livoltages . *tm*)))
*label-listl (nconc *label-listl (list (formt nil 'Left Segent 1')))))((and (ref APICAL-1-DENDRITE 3 plot-mS) (>- (aref APICAL-1-DENIITE 0 total-segntaS) 4))(setq *plot-listl (nconc *plot-11istl (11st '(al4voltages . *time)))
*label-listl (nconc label1-11ist (list (formt nl 'Left Segment 4')))))))
((aref APICAL-2-DENDRITE include-wS)(cond-every
((tare APICAL-2-DENDRITE 0 plot-S)(setq *plot-listl (ncone *plot-listl (st '(arilvoltage . *tim*)))
*label-l1stl nconc *label-listl (11st (fort nl 'Right Segment 1')))))
((and (arel APICAL-2-OElNDRITE 3 plot-we) 0( (aref APICAL-2-ODENRITE 0 total-segentS$) 4))(setq *plot-listi (nconc *plot-list1 (list '(*ar4voltag . *tie*)))
*label-listl (nconc *label-list1 (list (formt nil 'Right Segmet 4')))))))
((aref BASAL-DEIINDRITE 0 nclude-meS)(cond-every
((aref BASAL-DENDRITE 0 plot-=S)(setq *plot-listl (nconc plot-listl (list '(blvoltage . tim*)))
label-listl (nconc label-listl (list (formt nl 'asual Segent 1')))))((and (ref BASAL-DENORITE 3 plot-mS) () (aref BASAL-DEIORITE 0 total-segntsS) 4))(setq plot-listl (nconc splot-listi (list '(*blvoltage . *tw*)))
*label-listl (nconc label-listl (list (format nil 'Basel Segwnt 4')))))))))
(defun lke-list3 ()(setq plot-list3 nil
*label-list3 nil)
(if tinclude-dr(setq plot-list3 (nconc plot-list3 (list '(dr-currents *t. tm)))
*label-list3 (nconc label-list3 (list (format nil 'OR Current')))))
(itf *nclude-a(setq *plot-listU (nconc *plot-list3 (list '('a-current* . tfime)))
*Ilbel-list3 (ncone label-listS (list (formt nl 'A Current')))))
(if 'include-a(setq plot-l1stS (ncom. *plot-list3 (11st '(W-currets . times)))
*sldml-listS (ncone labe1-list3 (list (formt nit 'N Current')))))
(if *tnclude-e(setq splot-list3 (ncone *plot-listS (list '(*c-current* . tiw*)))
label-list3 (ncoenc *lbel-list3 (list (format nll 'C Current')))))
(if *Include-dh
(setq *plot-list3 (nconc 'plot-list3 (list '('ahp-current . tims)))
llbel-1st3 (nconc label-list3 (list (fort nl 'ANP Current')))))(tf *nclude-q
(setq splot-list3 (nconc splot-list3 (list '(*q-current* . *tw)))
*label-11st3 (nconc *labl-lisUr (list (formt nil 'Q Current')))))(1if tnclude-dendrite(setq pl)ot-ist3 (ncomc plot-llst (llst '(*coupling-current . time)))
slabel-11st3 (nconc * l-li11s (list (forat nl 'Som-dendrite Current')))))(setq plot-ltst3 (ncoec plot-list3 (11st '(*l-current* *timw)))
*label-11ist3 (nconc *label-ist3 (list (formt nl 'L Current'))))(1f *include-shunt(setq plot-list3 (nconc *plot-list3 (list '(*shunt-currents tims)))
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*I1abl-list3 (nconc slabel-list3 (11st (formt nil Shunt Current'))))))
(defun ake-list2 ()
(setq 'plot-list2 nil
slabel-list2 ni1)
(cond (*include-nal(setq *plot-11st2 (nconc zplot-lt112 (list '(nal-currents . *time)))
flabel-llst2 (nconc label-list2 (list (formt nil 'Nal Current"))))))
(cond (tinclude-na2(setq *plot-llst2 (nconc *plot-list2 (11st '('aZ-current . *time)))
flabel-11st2 (nconc label-lt (list ( (fort nil "NaZ Current))))))
(cond (*include-na3(setq plot-11st2 (nconc plot-11st2 (11st '(na3-current . tlma)))flabel-list2 (nconc slabel-llst2 (list (forst nil '1N3 Current'))))))
(cond (*include-nap(setq qplot-list2 (ncone splot-11st2 (list (anap-current . *tie*)))
flabel-11st (nconc label-11st2 (11st (formt nil 'NaP Current'))))))
(cond (include-cs(setq *plot-llst2 (nconc *plot-list2 (list '(*cas-current* . tlm)))
label-1ist2 (nconc xlabel-lust2 (list (forat nl C Current"))))))
(cond (nclude-ca(setq plot-list2 (nconc *plot-list2 (list '('ca-current*s ttme)))
*label-list2 (nconc label-list (st (format nl 'Ca Current))))))(setq *plot-list2 (nconc plot-list2 (list '('caps-current* . stte)))
*label-list2 (nconc *label-list2 (list (format nil Cap Current,)))))
(defun ake-list4 ()(setq splot-list nil
'label-listU nil)(1f tinclude-dendrite-synapse(setq plot-list4 (nconc *plot-11st (list '(*dndrite-synapse-current . *tim*)))
*label-l1st4 (nconc label-11stl (11ist (formt nil "Dendrite Synapse')))))
(i f tnclude-som-synapse(setq plot-lis (nconc plot-11st (list '(soma-synapse-currnt . tm*)))
'label-i1st (nconc *label-list (list (foremt nil Some Synapse")))))(setq *plot-list4 (nconc plot-list' (list '(stim-current* . tm*)))flabel-lisU (nconc slabel-lisU (list (forat nil 'Som Stimlus))))(setq plot-listU (nconc *plot-11st (list '(dendrite-stim-curren . *tim*)))
slabel-list4 (nconc label-list4 (list (format nil 0endrite Stimulus')))))
(defun ake-listS ()(setq plot-list nil
'label-list5 nl)
(setq *plot-listS (nconc plot-11stS (lst '(sca-conc-shll* . *ti )))
*label-listS (nconc *label-listS (list (formt nl Shell Ca Concentration'))))(setq plot-list5 (nconc *plot-list5 (11st '(cea-conc-shell2* . time)))
'label-11st5 (nconc *label-11lt5 (list (fort nil Shell2 Ca Concentration)))))
(defun plot-results ()
(cond (clamp-run (plot-current-clmp))(xvclap-run (plot-voltage-clamp))))
P::: L -CUR f-CZAMP(defun plot-current-clap ()
(Itke-listl) (ake-11st ) (make-list3) (make-lis) (make-llst)(send *plot-plae-l :plot Som And Oendritic Potentials [MJ] ·
*plot- Istl
'label-listl
:all-solid-lines *plot-voltag -solid
:y-m1n -90
:y-ex 40
:y-interval 10
:overlay *overlay-swimulttons
: leave-indow overlay-simlations)
(send plot-pane-2 :plot Inwrd Som Currents [na]'
· plot-l ist2
tlabel-listZ
:y-min -10
:y-x 8
:y-interval 2
:overlay soverlay-simulatlons
leave-window overlay-simulations)
(send 'plot-pane-3 :plot Outward So Currents [nll]
*plot-l ist3label-list3
:y-min -4
:y-mx 10
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:y-1ntervsl 2
:verlay *overly-si1 ulations
:leavewi-ndow overlay-lsiulItions)
(send plot-pane-4 :plot Stimlus and Synapse Conductance Currents nal'
*plot-l st4
slabel-listA
:y- tntrval .25
:overlay ovewrly-siulations
:leave.window overlay-sulations)
(if (or (aref APICAL-SHAFT-iENORITE 3 nclude ) ( CA-STE 3 tnlude-c))(send *plot-pane-5 :plot 'Dendrite Currents [na]
(send splot-pane-5 :plot 'Ca Concentration n Shell
splot-li st
tlabel-listS
* ~:y-ein -10
:y-mx 10
:y-interval 2
:overlay overlay-siulatons
:leave-window overlay-simulatons)
nil)
;:; JOTT-£OLTAJZa'AP(defun plot-voltage-cla ()(mke-listl) (ake-list2) (ke-lst3)(send 'plot-pane-I :plot 'Sot And Dendrttic Potentials [V] 
*plot-listl
*label-listl
:all-solid-l tnes plot-voltages-sol td
:y-tn -90
:y-mx 40
:y-itntrval 10
:overly overlay-siulations
:0lee-window overly-simulations)
(send 'plot-pme-S :plot 'Voltage Cl1 So Potential [YW] 
'((*voltage . ttim))
(list (Tormat nil 'Som clp voltage'))
:ll-solid-lines splot-voltages-solid
:y-nin -90
:y-ux 40
:y-intrval 10
:overly *overlay-siulations
:leae-window *overlay-siulatons)(send plot-pne-3 :plot 'Outwrd Som Currents [nao]
*plot-list3
*label-l1st3
:y-Min -4
:y-mx 10
:y-interval 2
:ovrlay overlay-siulations
: Imve-window soverlay-simulations)
(send *plot-pane-2 :plot 'Inward Soma Currents nal]'
*plot-1 stz
*label-list2
:y-min -10
:y-Uax a
:y-interval 2
:overlay sovrlay-silations
: eIve-wndow overlay-simlations)(send *plot-pne-4 :plot 'Total Cl Current [na]'
'((*current . *tie*))
(list (fort nil 'Soa current '))
:overlary overlay-simulatiens
:lwv-window *overlay-simutlotns))
(dff lavor plot-frm
()(tv:bordered-constraint-frm)
:settble-instance-vria bles
(: defult-init-plist
:activate-p t
:expos-p t
:save-bits t))
(tv:add-select-key Ih 'plot-frae Hippocus' (startup) t)
::; STAn P SW p the sultm fw wit pla prat for t daual w ar pt di ow U rwer
:;:pI lW it am puwi e r p tAF(defflavor tv:plotter-pne () (g:plot-hack tv:pene-Bxin))(defun startup ()
(tv:mke-window
'plot-fre
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r
':pales '((xplot-pale-l tv:plotter-pes
:label 'Voltages In Sow And dendrites')
(splot-pane-2 tv:plotter-pane
:label 'Outward Currents In Som')(*plot-pane-3 tv:plotter-pane
:label Inward Currents In Soma')
(*plot-pane-4 tv:plotter-pane
label 'Stimulus and Synapse Conductance Currents [na]')
(*plot-pane-5 tv:plotter-pane
:label 'Calcium Concentrations')
(intraction-pane tv: 1tsp-1 staner
:label 'HIPPOCAPAL PYRAIDOAL CELL SIMULATION'))
':configurations '((cl(:layout(cl :column rl r2 plot-pane-1)
(rl :row nteractton-pane c2)
(r2 :row splot-pane-2 plot-pane-3)
(c2 :column *plot-pane-5 *plot-pane-4))(:sizes
(cl (splot-pane-I 200)
:then (r2 200)
:then (rl :even))
(rl (interaction-pane .500)
:then (c2 :even))
(r2 (*plot-pane-2 .50)
:then (*plot-pans-3 :even))
(c2 (splot-pane-5 .5)
:then (*plot-pane-4 :even)))))
' :expos-p t)
(name-plot-panes)(variable-array-setup))
*, NAIW- OT-AS Nue te pfot wfindowu The ma be drem in pla
. It frW p tha th oorpmtllnl Lq wAw(defvr nteraction-pm)(defun nm-plot-pnes ()(loop for pan In (send (send tv:selectd-window :superior) :inferiors)
with count 1
when (typep pane 'tv:plotter-pane)
do (set (intern (format nil 'PLOT-PANE--O' count)) pane)
(ncf count)))
::: S UPS tU t UhUe almau 'r t to the woi adf te dedtm Jbe aue dump, or t d p
P::: ft"lt vWltep dip.(defun setup-stimulus ()(cond (siclmp-run (set-som-current-stimulus) ;St up te sfti re arret to he sn.&(set-dendrit -current-stimulus)) ;SWt up xt d armr tto tl dIdrte.(avclmp-run (set-soma-voltage-stimulus tam-step))))
(defun clamp ()(setup-enu) :Set rraret damp a. Sets ddp-m and *:damp.anr .(without-ftloting-underflow-trpe( if calculate-steady-state(initralize-w-new-steady-state)( inti1l 1ze-w-old-stedy-state))(setq ati 0.0)
; (cl:t1 (run-clamp))(run-clep)
(bep) (beep)
; (reverse-lists)(if *plot-results (plot-results))(print-parametrs))
(beep)(setq tfirst-run nil))
(defun utoclam ()(setup-enu4)
(autoclmp2 (list *voltage2-norms tvoltrag3-norm2s voltage4-noru2*))(setq tnclude-a nil)
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(autoclap2 (list *voltage2-wout-2 tavoltage3-wout-a2* tvoltage4-wout-a2*))(plot-results)(prtnt-paramters) )
(defun autoclmp2 (second-vlist)
(do ((stimulus-list '(0.33 0.35 0.37 ) (cdr stimulus-list ))(voltage-list second-vlist (cdr voltage-list))
(voltage-array))((null voltage-list))(setq voltage-array (car voltage-list)
*I-sti-1 -0.5
*t-stim-1 20.0
st-stti-2 1000.0
ti-stis-2 (car stimulus-list))
(without- fl oating-underf 1 ow-traps(tf calculsate-steady-state(initiali ze-w-new-steady-state)
(initiali ze-w-old-steady-state) )(setq stime 0.0)(run-clamp)(fillarray voltage-array voltage* ))))
; LVNZ77ALIJZZ- W-OLD-S7Z Y-STAT(defun initial ze-w-old-steady-state ()
; (clear-lists)(setq time 0.0
spoint-index O)(if first-run(and ( nltialize-som-vol tage) : f ftrst rJ, rdotp for t to -te ddg.(if sinclude-dendrite(in tial ze-dendrite-voltages )) ) fi rst rst lta or [ the lnritw compartmet o
(and (aset (aref SONA e-restS) SOA voltageS) ;Otherwil. Mt rdtqe$ for dl ciprtmots to their
;:pprrat a-rest$.(aset (ref SOU e-restS) SOM voltage-estlS)(aset (aref SOIA e-restS) SOMA voltage-est2S)(dolist
(DENORITE-ARRAY (list BASAL-DENDORITE APICAL-SHAFT-DENDRITE APICAL-1-DENDRITE APICAL-2-DENDRITE))
(If (aref DENORITE-ARRAY 0 INCLUDE-NES)(do ((segment 0 (ncf segment)))((a segment (aref DENORITE-ARRAY 0 total-segmentsS)))
(set (aref DENDRITE-ARRAY segment a-restS) DENORITE-ARRAY segment voltageS)
("et (aref DENORITE-ARRAY segment e-restS) DENDRITE-ARRAY segment voltage-estIS)(aset (aref DENDRITE-ARRAY segment e-restS) DENDRITE-ARRAY segment voltage-est2S))))))
(initialize-dendrite-states) :Set p ndm ter srlmnts wtS rW cofu rtiMor parameWter.
( initialize-some-states) :Set up M with w premtWr.
; (update-output-lists)(setq stime-for-steady-state 0.0))
;N; Z7TAUZ-- -- UWSY4DY-ST  st amom rumn the arrnt deep seAtor with 0 tO ncted rrolt in order
: to celadal e the stea dtlte volta gof the cpartmets. 7he starts o t t se-holag ad the
;; ndr t cM prorWtn*ts tart vt 1 *ed4(defun nitalize-w-new-steady-state ()(setq t-stm 0.0 si-den-stti 0.0 steady-state-run t)( nitial ize-w-old-steady-state)
(and (aset *e-holding SOMA voltageS)
(aset se-holding SOIA voltage-estlS)
(aset *e-holding SOIA voltage-est2S))(do((time 0 (+ time dt)) ;*l kelw trac l ofthe depd time(time-step 0 (+ time-step 1))) ;*077MJ-S37?kep trak oftle umbr oflncremuets((test-for-resting-state)) :;r ofdrmp.(setq *time-for-steady-stte ttme tma-step time-step stie time)
: :Bfo she velatlio lop, elate te first pprroermalons to the volte ulng preoas vfe and
;; their detlatwtm Al loud Ia Meglep veues fwor in stmaesm In order to form Itid teratlo.(lo d-first-estimates)
; TIor evat!o loopprf erWms uafw pprMnlatlon to the mo dl vtoltag s ta preMs timerr t
until the dl te ntlmat satfi the conVr crlteri.
(do ()
( (test-estimates)) :; IfALU stimtes are wltAhiM epslorn (-et' dl -es2')
; Set P-estl' - ves to prpa for eratrg new estimate (et2).(store-new-solm-estimate)(if include-dendrite (store-new-dendrite-estimates))
:rtmate (trp. prmn.) state rlae (m-e-st., etc.) bOed on lt4e es ttates ("t) and
previow start (n-M, m--dot, etc.). and then estime v-dot f(-estl -dot) wste etimt10
; (e.g. nm--est) & arreu t olte stimates (v-tl ) using t
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(set-sco-states-nd-v-dot- for-current-clamp nil)(if tInclude-dendrite (set-dendrite-sta-and-v-dots nit))
;: stimate M(trp. proM.) Sdap (-t2) *w'mw "estl-dot. prevwi vlep (voltap) and the
.previo era#te (lte-dot).(esttmate-som-voltage)( If tinclude-dendrite (estlmate-dendrtte-voltages)))
: Set , rtate (drota) to t esimate (dtagt2). Also set v-st to st2 for fn _
s: "-SOMA4ST 'An-N--D 6 aid "nI'-DDRs-TATS-ANDV-DO73.(store-new-soe-volltage)( store-new-som-estim a e)(cond ( nclude-dendrite (store-ne-dendrte-voltages) (store-new-dendrite-esttmates)))
; Celadae t (trye. WPrW.) find estimaes of state ariabl (-f. etc.) based tord vodtawe velue
: (stl) d ,preions states (n-, rm-ne-dot, etc.). Codaate state arabe derirtvt (e.g. rn-n-dot)
:: w< dl . *., the fln state estates (e.g. n-) ad fim vdtag etmtem (votasa. Updat
; (rpla) th stored elues for te state ariabls and their derivtu . Cadate -dot (adgedot)
: Vate (e.g. m-r-) d arrt voltaWs (oltae and volta s) ung circit p aton (IC , and store
the rdbes
(set-som-states-and-v-dot- for-current-cla m T)(if tinclude-dendrite (set-dendrite-states-and-v-dots T))
rt imulf atio timer nd coteatie tie st cadaterd arir to tko hppropriate ortt lltt.(cond ((zerop (\ *time-step *plot-step))(send terminel-to :home-down)(send terminal-to :clear-rest-of-line)(format t 'Finding steady state; Current time - -4fn" stime-for-stady-state))))(update-output- 1ists))))(store-steady-stat) Store)t thiS tat e PW for r"Wt r.(setq *steady-state-run nil
te-step 0))
::: SDOBr-S'IDY -STATA(defun store-steady-state ()
(aset (aref SONA voltage) SOM e-restS)(dolist
(DENDRITE-ARRAY (list BASAL-DENDRITE APICAL-SHAFT-DENDRITE APICAL-1-DENDRITE APICAL-2-DENORITE))
(if (aref DENDRITE-ARRAY O INCLUOE-ES)
(do ((segment 0 (incf segment)))
((- segment (aref DENDRITE-ARRAY 0 total-segentsS)))
(aset (aref DENDRITE-ARRAY segment voltageS) DENDRITE-ARRAY segment e-restS)))))
:::RUN-C.(defun run-clamp ()
:: i is the m loowp whc gewate the tat ibs ad lta for time Iwr meMt.(do((time time-for-steady-state ( tim *dt)) 7JN t ke tre* offthe dvsd tol((tme 0.0 (+ time 'dt)) :In this ersiFore imet;on st Jtt(time-step 0 (+ time-step 1))) :T -STP ke tra ofthe nmbr of nremntw((> point-Index (- *plot-points 1))) ;:ndofci4,p.(setq ttime time time-step timestep)(setup-stimulus) ;Updtre up the a trrat or oltae stimut .
Before the edaton loop. ev tow the frt pranmaton to the voltts un proWiW vufls ad
; their det it. Also load in deump vuot e nf t est t in ordar tofor itndtid nteratlo. If
: olte damp rx t bhen bot l t4d 2 ofe R s et to the wremt gmnrp.dtqt- .(load-ftrst-estmtes)
Por the voltae damp se m states w , re n a fntion of the awrr ame votte ad she past aomn
stt e. First st tstep whic s that the dtp otap hA caled.
(cond (xvclmp-run (setq ivstep (or ( time-step 0)(a tim-step (ftxr (I/ t-stim-1 tdt)))(- time-step (fixr (/ t-stm- 2 *dt)))(. time-step (fixr (// t-sti-3 dt)))
(- time-step (fixr (I/ *t-stim-4 Mdt)))))(set-so-stat"-a-v-dot-for-voltage-clmp) ) )
i evedaOtlom le* perfe m ae e qqmlrlimee the mod wtet a tko presen tme step
ntil the tl the stmates mtIs tt co rnt crltrt .(do (( 1 (incf 1)))
((and (> 1)(test-estmt"s))) ;we IftAL mat re within epSO f t J s 2ts)
Set P-St's * -. ts2 tos p fO r gwatn sr w estmate (es).
(if *tcla-run (store-nw-soa-estimate))
(if *tnclude-dendrite (store-new-dendrite-estImates))
; tate (trp. aqP m.) sate ariald (-na-., etcj.) b d o olta estat (-al) ad
:; prla state (n- n-neot. ,te, amd then estatow v-dot (v-estl -dot) Oastde estimot
:: (e¢g. n-Nat) 4 rens vot stmat m  (v-estl's) Yustg CMt(if iaclrp-run (set-sm-states-md-v-dot-for-current-clmp nil1))(if *include-dendrite (set-dendrite-sta$s-and-v-dots nti))
: timae (trap. prm.) volta (- e2) wn P-tl -do, preea vott (taleW) ad the
::prevos dtrite (oltat).(If *iclamp-run (estimate-som-voltage))(i f tnclude-dendrte (estimate-dendr te-voltages)))
-Set w Vdtsae lq) to last stimate (dl ge-est2). Alo st "stl to "-e2 for fl 4
'Sr-TSOMAU :ASJw = S- d S -DZDRlT-STA7T S-AN-D-V-O .
(store-new-som-voltage)
(if tclamp-run (store-ne-scm-estimate))
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(cond ( nclude-dendr te (store-new-dendri te-voltages) (store-new-dendrite-estimates) ) )
: Cdadt (trap. Wproa .) fnd estl aite of state varlabes (m-n etc.) based on stored votarw idue(vtl) and prts sta (m-In m-n-dot, etc.). Cdate state variabke deritmes (e.g. m-n-dot)
': w diff. et., the fnd att atstits (e.g. rn-n4) .d Mnd v tacir ate (a tip). Updte(lat) tle stored vl for te mrate variables and t lr derivatts. Cc t la e v-dt (vdta-dot)
, iM ato (e.g. m-)! a arrt rt ta (oltae and voltqw) using clrait equation (tC). anod store
(if ticlap-run (set-soma-sttes-and-v-dot-for-current-clap T))(if OInclude-dendrite (set-dendrite-states-and-v-dots T))
Print snlo tion tme nd conertate tl Js t cdaoted ralos to tlhe ppropriat otput lits.(cond ((zerop (\ *tiae-step splot-step))(send terminal-o :home-down)(send terminal-o :clear-rest-of-line)(format t 'Length of simulation tie for steady state - fr Current time - -4fa'(, ttam-for-steady-state *duration) trm)
(update-output-1 sts)
(setq *point-index ( 1 point-index))))))
(defvars *v-start v-final *voltage-nor1al*)
*NOAtUUZI(defun normalize (v-start v-final)(setq *v-start v-start
*v-final v-final
*voltage-norml* (mapcar 'normalize-op voltage ))
t)
: ORMAUZI-OP(defun normalize-op (voltage)(// (- voltage *v-final)(- *v-start *v-final)))
(defvars *iv-voltagea *iv-current* *volts*)
Am re some is a Vere
(defrvar sor-radius 17.5) ;ricroeerst
(defun surf-area (radius) :pAr rfie area is in if-cm - arment Is in Mlcrometers
(a (// 4.0 3.0) 3.14150 (9 radtus radius) 1.08-8))
::: e aeeeeee PSSJVI COM1O EAIJt
(defvar *temperature 27.0)
(defvar e-na 50.0) ;mvd t
(defvar se-ca 110.0) ;:r tts(defvar e-kc -85.0) ;nots(defvar *e-holding -70) nots
(defvar se-i -70.0) onM a tEap batter ()(defvar *ed-l -70.0)
(defvar *faraday 9.~6se) .eCad.nb4r1nde(defvar *R 8.314) ,na coment - (YVoltsC4dollbs4O(DbUlr eslmalnmoe)
(defvar *ca-conc-extra 1.8) :Zre-hr cofortio, nAmrn te
:;Htld sao ms M Cs t, 10.- 7 mM in.
:Sgd and wrkr. 196 ue 4.0 CnMCe out
;:MadJa and Mic, 19M2 u 25 mM Ca t
;Blaxte et e 19 use ACSltwwith 3.2$ aCa
:WEol WndM MM 1981 wu 2.0 mM C
:: ectrom Si1mt dttt (MAMb)(defvar *r-electrode 10000000.0)
::: Some inlt rta (JMd )
(defvar *a-l 39.0)
::: Some rnnbrm_ resite (chn-an-an)
(defvar rs-m 850.0)
Denlte monmbrn nreiat (ohm-an-n)(defvar *rd-.m 40000.0)
;; Denrite axopaml resistaem (ohn-c)(defvar *rd-int 200.0)
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::: Adrtw ummbrM eaktcm (mlmkfar4d4-c)(defvar *cad-an 1.0)
.l t cqidtarme of Mea (An(defvar *caps-in 0.150)
:: Soma bmbr cqahtae (ml.Of4rdJism)(defvar caps-m 1.0)
::: dotcd pat of am (a)(defvar *caps)
;So wfr ae - seae* M. mrA e.***(defvar *som-area)(defvar gs-1 )
;:; 1NU-FOR-SOJIA-GOMoRY-AND-ASS1VW' ONM
(defvar sc-calc T)(defvar *r-calc T)
(defvar *qten-ionic 1.5)(defun enu-for-so-geotry-andpassive-coponents ( )(tv:choose-variable-values
'((Gsoma-radius Sama sphere radius teicrometers] :number)
(*e-1 'Leakage battery ([Y] :number)
(*e-na 'Na reversal potential [V] · :nuber)
(se-k 'K reversal potential [IV] :number)
(*e-ca 'Ca reversal potential [mV] :number)(*c-calc 'Calculate C-mm from geometry (yes) or use input capacitance (no)'
(*caps-mm 'Hebrane capacitance [icrofarads/sq-cm] I :n1 uer)(scaps-ln Input capacity n] :number)
(sr-calc 'Calculate RS-NEN from geometry (yes) or use input tapedance (no)"
(*rs-mm 'Nbrane resistance [ohm-c-cm] :number)(*a-i 'Input lmpedrnc ENhm] (used to substitute for so and dendrite(steerature Temperature of xperiment [Celsius]" :nuder)
(*qtn 'Q-10 tRate constant coefficient per 10 degrees] :number)(sqten-ionic Q-10 Ionic conductance coefficient per 10 degrees]' :nuber)
('include-shunt 'Include electrode shunt conductance (if no the g-shunt will(*r-electrode 'Electrode shunt [Nohw] :nuer)(*t-constant-InJection Constant current injected nAJ] :nuir))
:label 'Pssive coponents")(setq *som-area (* .Oe (surf-area soa-redius))
*gs-I (if *r-calc (// (surf-area som-radius) ( *rs-_me 1.Oe-6))(// 1.0 *a-1 ))
*g-electrode (/ 1.0 *r-electrode)
*caps (if c-calc ( (surf-area som-radius) *cpe-me 1.03) csps-in))
(east *gs-l SOMA g-leakS)
(set 100.0 SONA g-extalS) :Am; mefhMw AtfaJ eawlal %41o (updste-qtens)(update-gbars))
:booleen)
:boolmn)
Rin only) :numer)
be ignored)? :boolean)
xql4ic re lft.
(defun update-qtens ()(setq *qten-factor-at-25 (qten-tau-factor 25.0 *teapereture qten)
sqten-factor-at-25- (qten-tau-fsctor 25.0 *taperature *qton-s)
qten-factor-et-32 (qten-tau-factor 32.0 *teperature sqten) .CAIflektc
· qten-factor-at-30 (qten-tau-factor 30.0 *teperature qten) -DR mdAklitka
xqten-factor-at-27 (qten-tau-factor 27.0 s*tepreture *qten)
qten-factor-at-22 (qten-teu-factor 22.0 teprature qten)
xqten-factor-at-24 (qtan-tu-factor 2.0 tenerature 5.0) :Nakiwtm t
sqten-g-24 (qtan-rate-factor 2.0 *teperature *qtn-ionic) .t. for ioeai ceoheg me of a/ cwure.
sqten-g-30 (qten-rate-fector 30.0 *taperature *qten-ionitc) .QSa fr lor eoAxwem a of DRlard
'qten-g-32 (qten-rat-factor 32.0 teperature qtm- ionic) .0tm fir loi comnc&aut oCa crrmes.
sqten-factor-at-37 (qten-tau-fector 37.0 teperature qtn)
sqten-factor-at-14 (qtam-tu-factor 14.0 tepereature qtn)))
QTE 21.74U- A cC R M adadoAw the ft fair otbuw crucwts (:pteuovre y ge up. m tae dg n.m(defun qten-tau-factor (reference-tap tp qtan)(^ qten (// (- reference-teap teaop ) 10.0)))
;.QTN-It-47.PAC OR Ilhi edld tes e t ften rotr fir roe coomfm ( tfspowmr gmep , e de W).(defun qten-rate-factor (reference-tep t qten)
(^ qten (// (- teap refrence-teap ) 10.0)))
(defvars-w-value (*qten-g-2 1 .0)(qten-factor-at-27 1.0))
(defvars-w-value (qten-g-30 1 .0)(qtn-fsctor-at-30 1.0))(defvars-w-value (qten-g-32 1 .0)(qten-factor-at-32 1.0))
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x: L-CIUNT b nhf aorrt.(defun -current (v)(* ags-1 (- v se-)))
ALUJI l a rdTA A L neont.r Oi the vt da rate contfats for the slrs barrier modM. where dpha Is th
forward re CAtnt and bet tIt the backwrd rate comtat . '-adlr the vcltqe at which thu foward
and bkar d rote cotnta r eapwd. Note that there a two aspcts ofthe temperam tred ed of
::: t rate onstat e ftlrt der PO tfo rdolthe et oltrM dtrtfto w. it
e. Jplltel ctdulatd Illt1o. ThI aM consd arf In lmpe d ren fator thIt is stritl i
: coerfcient f or th .nrarte * that Lu th rthe derived 10 the orlgind fee-ene chanes of the Stlng
::: rtid. Silne thi fwstr dend on Mh creIt. the ent faster u ot ld d here but In 1he tlm contant
:: anCot for h tlg varibl.
(defun alpha (voltae v-half base-rate valence gam)(let ((exponent (// ( (- voltage v-half ) 1.Oe-3 valence faraday games) ( R (+ *teqerature 273.0)))))(setq exponent (cond ((> exponent 20.0) 20.0) ((( exponent -10.0) -10.0)(t exponent)))( base-rate (xp exponent))))
(defun beta (voltage v-half base-rate valence gama)(let ((exponent (// ( (- v-hlf woltage) 1.Oe-3 valence faraday (- 1.0 gaml)) (* R ( *temperature 273.0)))))(setq exponent (cond (( exponent 20.0) 20.0)
((< exponent -10.0) -10.0)(t exponent)))(* bae-rate (exp exponent))))
::7 Ca dJ m.Jr F-wr
.,:eor aw mo Itt alogs to the A wren. amtp that the C erra tIs frte md Id wr on the
:co:nurtln of Cai*n te Ail Ia tMe suW eP t A rnwt.
(defvar gbar-c 0.40)
(defvart-w-value (*v-half-cx -65.0) (lpha-base-rate-cx 0.007) (*valence-cx 25.0) (*gam-cx 0.20)(*v-half-cy -60.0) (lpha-base-rate-cy 0.003) (*valence-cy 20.0) (*gama-cy 0.2)
(*base-tcx 0.25)(base-tcy 15))
(defvars-w-value (alpha-c 1.0) (beta-c 1.0))(defvars-w-value (*tau-alpha-c 0.0001) (*tau-beta-c 8.0))
-::: C-Wm-c i r dIm-depnwdenu gati nurlb efor C-rorn(defun w-c-nf (calc-conc-shell)(// (* alpha-c calc-conc-shell calc-conc-shell calc-conc-shell)
(* *beta-c ( *alpha-c calc-conc-shell calc-conc-shell calc-conc-shell ))))
· T-W-C(defun t-w-c (calc-conc-shell)(let ((tau (// 1.0 (+ beta-c ( ( alpha-c calc-conc-shell calc-conc-shell calc-conc-shell)))))
(a qten-factor-at-27 (if (< tau 0.2) 0.20
tau))))
::; A-Z-C(defun a-x-c (voltage)(alpha voltage v-half-cx salpha-bae-rate-cx *valence-cx gm-cx))
· -Z-C(defun b-x-c (voltage)
(beta voltage v-half-cx alpha-bas-rate-cx *valence-cx gama-cx))
::: -Y-C(defun a-y-c (voltage)(beta voltage v-half-cy *alpha-base-rate-cy valence-cy *gma-cy))
::: .Y-C(defun b-y-c (voltage)
(alpha voltage v-half-cy alpha-base-rata-cy valence-cy gama-cy))
::: Z-C-INP
::: X-ifs lu statlon arli for C-nrrt(defvar x-c-nf-midpoint 0.0)(defun x-c-Inf (voltage)(// (a-x-c voltage) ( (-x-c voltage) (b-x-c voltage))))
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Y.. -C-INP
- nlts laWon IaM lefor c-mrnnt(defvar ty-c-inf-midpoint 5.0)(defun y-c-inf (voltage)
(1/ (a-y-c voltage) ( (a-y-c voltage) (b-y-c voltage))))(let ((steepness 2.0)) :Sad adBk r : Seqd. Rou , gA d &vi r
(/ 1.0 (+ 1.0 (exp (// (- voltage sy-c-inf-vidpoint) steepness))))))
: T-z-C
:;: :ti-Ctr-air(.trw etIa) - 1mn (estimte)(defvar *t-x-c .50)
(defun t-x-c (&optional voltage)(let ((tx (I/ 1.0 (+ (a-x-c voltage) (b-x-c voltage)))))(s *qten-factor-at-27 (f ( tx *bsse-tcx) buase-tcx tx))))
;(defun t-x-c (voltage) :tI tad awrxt (Brown ind Grfflt) (Mum)
; (cond ((( voltage -30.0) (* 20.0 (exp (// (. voltage 40.0) 18.0))))
; (t ( 20.0 (exp (// (- 40.0 ( voltage 60.0)) 16.0))))))
;:: T-Y-C
::: -C-trren(ftrWtltiWo ) -mic(defvar t-y-c 1.0)
(defun t-y-c (optional voltage)(let ((ty (// 1.0 (+ (a-y-c voltage) (b-y-c voltage)))))(* *qten-factor-at-27 (if (< ty sbase-tcy) *base-tcy ty))))
I JiZNt-O-C-CRRENT(defvar c-shift 0.0)
(defun menu-for-c-current ()(tv:choose-variable-values
'(*(gbar-c 'C-current conductance [micro-S]" :number)
KX Variable Kinetics 
(v-half-cx V/12 for x' :number)(alpha-base-rate-cx 'Alpha-base value for x at V1/2' :nuer
:documentation 'Increase makes it faster')(*velence-cx 'Valence for x :number)(*gaim-cx '6m for x' :number)
(*base-tex 'inimum value for time constant [s]' :number)
* Y Variable Knetics 
(sv-half-cy V/12 for y :number)(*alpha-base-rate-cy 'Alpha-base value for y at V1/2' :number
:documentation 'Increase makes t faster')(*Valence-cy 'Valence for y :nuder)(*gams-cy Gama for Na 1 y' :nuber)
(*base-tcy tininmM value for time constant [ml]' :number)
' W Variable Knetics '
(*tau-alpha-c Forward time constant for Ca++-binding to particle' :number)(*tau-beta-c 'Backward time constant for C-binding to W particle' :number)
(setq *alpha-c (// 1.0 tau-alpha-c)
*beta-c (/ 1.0 tau-bet-c)))
: C-CUXRUWNTtaceto to dwat t C rear.(defun c-current (x-c y-c w-c v)(* (-c gbar-c x-c y-c w-c)(- v *e-k)))
G-C
(defun g-c (gbar-c x-c y-c w-c)
(if (< x-c 0.01) (setq x-c 0.0))(* gbar-c x-c x-c x-c x-c y-c w-c))
:;Z.-C-.LfP Y-C PT
(defun x-c-eff (x-c)
(if (< x-c 0.01) 0.0(A x-c 4.0)))(defun y-c-eff (y-c)
(^ y-c 1.0))
:: C-PLOT(defvars x-c-infs y-c-Inf* x-c-eff y-c-eff*
*t-x-cz t-y-c* g-c-inf*)(defun c-plot ()
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(menu-for-c-current)(setq *volts* nil y-c-inf* nil *x-c-inf* nil *y-c-eff* nil x-c-efft nil
*t-x-cs nil t-y-c nl *g-c-inf* nil)(do ((v -100.0 ( v 0.5)))
(() v 50))(setq
*y-c-inf* (nconc *y-c-inf* (list (y-c-inf v)))
*x-c-inf* (nconc x-c-inf* (list (x-c-inf v)))
*y-c-eff* (nconc *y-c-efft (list (y-c-eff (y-c-Inf v))))
*x-c-eff* (nconc *x-c-eff* (list (x-c-eff (x-c-inf v))))
*t-x-c* (nconc t-x-c* (11st (t-x-c v)))
st-y-c* (nconc *t-y-c* (list (t-y-c v)))
*volts* (nconc *volts* (list v))
*g-c-tnfs (nconc *g-c-1nf* (list (g-c 1.0 (x-c-inf v)(y-c-tnf v) 1.0 ))))))
V W-C-PLOT(defvars w-c-tnft *t-w-c* calconc*)(defun w-c-plot ()(enu- for-c-current)(setq w-c-inf* nil *calconc* nil t-w-c* nil)(do ((ca 1.0-6 ( ca 1.2 )))(( c 10.0))(setq sw-c-inf* (nconc *w-c-tnf (ist (w-c-inf cs)))
st-w-c* (nconc t-w-c* (list (t-w-c ca)))
*calconc* (nconc *calconc* (list ca)) ) ))
;;: !-Aa rreut aeeaeerem
.,u macvrlg -mltbe K wmrct of Pal Adas
:: -CUNr(defun -current (x- v)(* *gbr-. x-m (- v *e-k)))
:: I-J cnca. -O l wa 70. a -SOur (lfe-m )(defvwr *gbr-m .005)
(doftvrs-w-value(f-block 1.0) (*bae-tc 10) (*v-half-m -45.0) (as-rat-x
(defvr qten-m 5.0)
0.0015) (valence-m 5) (*g-mm- .5))
:raeeporedbyPwd
:I-' tm crat - from two de re an bp Pdl (ma)
C::: aCo l Js -125 m -40 m (Wser cortkd cMWr)
;;: T-Z-M(defun t-x-m (voltage)(let ((b (alpha voltage w-half-m *base-rate-mx *valence-x *aga -mx))(a (beta voltage *v-half-mx *base-rate-m valence-x *gam -x))(tx (// qten-factor-t-25 ( a b))))(1f (< tx (* qten-factor-at-25 bse-tmi)) ( *qten-factor-at-25 *base-tmx) tx)))
;-::Z-J-IN. I x-lnfJb shttal wriabe for M-Ourre(dofun x-m-inf (voltage)
(let ((b (beta voltage *v-half-mx *base-rate-a *valence-ex *am -ma-))
(a (alpha voltage sv-half-mx *base-rate-m vwalence-ex game-x)))(lIa (. a b))))
:... JNU-OR-M-CURREf
(dofun mu-for-e-current ()
(tv:choose-vartable-values
'((agbar- '-current bsolute conductance [micro-S]' :nuber)(sw-block 'Block some fraction of bsolute conductance 0-1] :nuber)
** X Variable Kinetics * ·
(*V-half-si V/12 for N x :nubr)
(abase-rate-m 'Alpha-base value for x at(vwalence-mx Valence for x :nuber)
(gm-i 'a for N x :numbr)(base-t 'inimu value for tim constant
U.)
label 'N Potassium Current'))
V1/2 :number)
[ms]' :nuber)
·.. J.P(defvars *x-r-tnf* *t-x-*)(defun -plot ()
(mnu- for-m-current)
(setq *x-l-nf nl wvolts* nil *t-x--n nil)(do ((v -100.0 ( y 0.5)))
(( v 50.0))(setq x-i-tnfx (nconc x-i-tnf* (list (x-n-tnf v)))
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· t-x-m* (nconc *t-x-ma (list (t-x-m v)))
*volts* (nconc *volts* (11ist v)) ) ))
.. ; alrrent maeaeeaeemmsaee
is; is the owtward 'nommdoa s rectifier' current that is actwatd by hy!prpo(arlzlng the cell.
ef:::  - Segd and kaer. Hdllwedl and Adwns
EQ Q-O acurrent mq be a mlwd conductaue.(defvar e-q -65.0)
I-Q condictance (mlcro-steman(defvar *gbar-q .002) ;Abmt 2aS ot )IU actlvlo (Pr)
:: Q-CURReJ%(defun q-current (x-q v)(* *gbar-q x-q (- v *e-q)))
::X-Q-NV(defun x-q-inf (v)
(// 1 ( 1 (exp (// (+ v 84.0) 4.0)))))
:; T-X-Q(defun t-x-q (v)( *qten- factor-at-25-m ;Peal report Q-10 for both M1 d Q arrents to be ~.(a 1200.0 (. (// 1 (+ 1 (exp (// (+ v 85.0) -6.0)))) .1))))
M;; ENU-FOR-Q-CUR NT(defun menu-fgr-q-current ()(tv:choose-variable-values
'((*gbar-q 'Q-current conductance [micro-S] :number)(*e-q Q current reversal potential [V]' :number))))
Q-PLOT(defvars *x-q-infa *t-x-q*)(defun q-plot ()
(setq x-q-infz nl *volts* nil *t-x-q* nil)(do ((v -100.0 ( v 0.5))
((> v 50.0))(setq *x-q-inf* (nconc *x-q-inf* (list (x-q-lnf v)))
*t-x-q* (nconc *t-x-q* (list (t-x-q v)))
*volts* (nconc volts* (11st v)) ) ))
DR-crrent ''ee* eeeeeee
(defvars-w-value
(s*dr-block 1.0)(*base-txdr 0.50) (*base-tydr 6.0)(*v-hlf-drx -28.0)
(*base-rate-drx 0.008) (*valence-drx 12) (*ga_/-drx .95)
(*v-half-dry -45.0)
(*base-rate-dry 0.0004) (valence-dry 9) (*gam-dry 0.2))
(defvar *e-dr -73.50) :;-DR reer potentild
::: DR condctwa. (mlrosianmut)(defvar *gbar-dr 0. 7 ) :Slgdrorts 0.O50
::: Y-DR-F .inf t Iatiattieof wriob for DAR-rent
.esd r nd Bakrke
(defun y-dr-inf (voltage)
(let ((b (alpha voltage v-half-dry base-rate-dry *valence-dry gmm-dry))(a (beta voltage v-half-dry base-rate-dry valence-dry *gama-dry)))(//a a b))))
T-Y-DR tas-DR-arrnt(ltttto )-
Se:d nd Barker 40 Mm(defun t-y-dr (voltage)
(let* ((b (alpha voltage *v-half-dry base-rate-dry valence-dry *ga-dry))
(a (beta voltage v-half-dry base-rate-dry valse-rte-dry *ga-dry))(ty (// *qten-factor-at-30 ( a b))))(if (< ty (* qten-factor-at-30 fbase-tydr)) ( *qten-factor-at-30 *base-tydr) ty)))
; X-DR-LN
x-Ilnf triatlon variebk for DR-rrent
Segd and Barker(defun x-dr-inf (voltage)
(let ((a (alpha voltage v-half-drx base-rate-drx *valence-drx gaia-drx))
(b (beta voltage v-half-drx base-rate-drx valence-drx *gaa-drx)))(// a (+ a b))))
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::: -IXDR
: TmDR-aaelet(acttvata) - nm
S ad&Brkfr 180 sm < -30mv,6 s else
(defun t-x-dr (voltage)
(let* ((a (alpha voltage v-half-drx *base-rate-drx *valence-drx gamm-drx))(b (beta voltage *v-half-drx *base-rate-drx *valence-drx gama-drx))(tx (// qten-tactor-at-30 (+ a b))))(If ( tx (* *qten-factor-at-30 *bse-txdr)) (* Sqten-factor-at-30 *base-txdr) tx)))
.. JZ-N R-DRO-CREJ"TTF(defun enu-for-dr-current ()(tv:choose-variable-vslues
'((sgbar-dr 'OR-current absolute conductance [micro-Si] :number)(*dr-block 'Block some fraction of absolute conductance [0-1]' :number)
** X Variable Kinetics -
(*v-half-drx 'V/12 for Dr x' :number)
(*base-rate-drx 'Alpha-buas value for Or x at V1/2' :number)(*valence-drx 'Valence for Or x' :number)(gaa-drx '6asme for Dr x :number)
(*base-txdr 'inimum value for te constant [m]' :number)
** Y Variable Knetics **'
(*v-half-dry 'V/12 for Dr y :number)
(*base-rate-dry '·Alpha-base vlue fo Dr y at V112' :number)(*valence-dry 'Valence for Dr y' :number)
(*gam-dry Gamma for Dr y :number)(*base-tydr 'tinimm value for time constant t[]' :number)
:label 'Oelayed-Rectifier Potassium Current'))
:;: DR-CURRENT(defun dr-current (x-dr y-dr v)
(* (g-dr (aref SOIA gbar-drS) x-dr y-dr) (- v *e-dr)))
"G-DR(defun g-dr (gbar-dr x-dr y-dr)
(* gbar-dr *dr-block
x-dr x-dr x-dr y-dr ))
.:::-D-EFp Y-DiR-FP(defun x-dr-eff (x-dr)
(^ x-dr 3.0))(defun y-dr-eff (y-dr)
(^ y-dr 1.0))
:: DR-PL(defvars *x-dr-infx *y-dr-infa *x-dr-eff* *y-dr-eff*
*t-x-drs *t-y-dr* *g-dr-inf*)(defun dr-plot ()
(menu-for-dr-current)(setq volts* nil *y-dr-inf* nl x-dr-inf* nil *y-dr-eff* nil *x-dr-eff* nil
*t-x-dr* nil *t-y-dr* nil g-dr-inf* nil)
(do ((v -100.0 (+ v 0.5)))
((> v 50))(setq
*y-dr-inf* (nconc y-dr-lnf* (list (y-dr-inf v)))
*x-dr-inf* (nconc *x-dr-inf* (11st (x-dr-inf v)))
*y-dr-eff* (nconc y-dr-eff* (11st (y-dr-eff (y-dr-inf v))))
*x-dr-eff* (nconc x-dr-eff* (list (x-dr-eff (x-dr-1nf v))))
*t-x-dr* (nconc *t-x-dr* (11ist (t-x-dr v)))
*t-y-dr* (nconc *t-y-dr* (list (t-y-dr v)))
*volts* (nconc *volts* (list v))
*g-dr-infs (nconc *g-dr-infs (list (g-dr 1.0 (x-dr-inf v)(y-dr-inf v)))))))
, 1Ap will Ao two volrdtag-depedet Irrltlmon partid. and . and
(dcun m-hpcurrd t g (zahp y-ard, w.
(defun ahp-current (z-ahp y-ahp w-ahp v)
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(* (g-ahp *gbar-ahp z-ahp y-ahp w-ahp)
(- v e-k)))
-;:: Wonctac (mlrosltewm)(defvar *gbar-ahp 0.35)
G-AP -nw vrio
(defun g-ahp (gbar-ahp z-ahp y-ahp w-ahp)(a gbar-ahp 1.0 y-ahp y-ahp w-ahp z-ahp))
(defun y-ahp-eff (y-ahp)(^ y-ahp 2.0))
(defvars alpha-ahp *beta-ahp)(defvars-w-value (s*tu-alpha-ahp 1.0e-5) (*tau-beta-ahp 200.0))(defvars-w-value (*v-half-ahpz -72.0) (*alpha-base-rate-ahpz Z.Oe-4)
(*valence-ahpz 12.0) (gamma-ahpz 0)(*v-half-ahpy -50.0) (*alpha-base-rate-ahpy 0.015)(*valence-ahpy 15.0) (*gaa-ahpy 0.8)
(*base-tahpz 120O.O)(base-tahpy 2.5))
:. W-HPNF 17 tp s .dchm-d nd t pwlng wlabk Jfor AtPaIrret(defun w-ahp-lnf (calc-conc-shell )
(// (a *alpha-ahp calc-conc-shell calc-conc-shell calc-conc-shell )(+ *beta-ahp (* alpha-ahp calc-conc-shell calc-conc-shell calc-conc-shell ))))
T- W-ABP(defun t-w-ahp (calc-conc-shell)(let ((tau (// 1.0 (+ abeta-ahp ( *alpha-ahp calc-conc-shell calc-conc-shell calc-conc-shell)))))(* *qten-factor-at-27 (if (< tau 0.002) 0.0020
tau))))
::: Y-A NTF -jtlEtI s lactiMllo voridl for AHtPI rrer
(defun y-ahp-inf (voltage)(let ((b (alpha voltage *v-half-ahpy alpha-base-rate-ahpy *valence-ahpy *ga-ahpy))
(a (beta voltage v-half-ahpy *alpha-base-rate-ahpy valence-ahpy *gmma-ahpy)))(/! a (+ a b))))
.: T-Y-A tai-AIJr-urrtet(lmativuom -m
(defun t-y-ahp (voltage)(let* ( (( (lpha voltage *v-half-ahpy *alpha-base-rate-ahpy *valence-ahpy agm-ahpy))
(a (beta voltage *v-half-ahpy alpha-base-rate-ahpy *valence-ahpy *gai-ahpy))(ty (// 1.0 ( a b))))(1f (( ty *base-tahpy) *base-tahpy ty)))
;: Z-AHP-INJP
z' f -lnf e titlon vwriae for AMPnrut(defun z-ahp-inf (voltage)
(let ((b (alpha voltage *v-half-ahpz talpha-base-rate-ahpz *valence-ahpz gamma-ahpz))
(a (beta voltage *v-half-ahpz *alpha-base-rate-ahpz valence-ahpz *gam-ahpz)))(I a (. a b))))
T-Z-AW
::: rtw-Am)-rer(~chtlo.f - NaK(defun t-z-ahp (voltage)
(lets ((b (alpha voltage v-half-ahpz *alpha-base-rate-ahpz valence-ahpz *gaa-ahpz))
(a (beta voltage v-half-ahpz salpha-base-rate-ahpz valence-ahpz *gaa-ahpz))(tz (// 1.0 (. a b))))(1f ( tz base-tahpz) base-tahpz tz)))
· -- If.N'FOJ~-AA.41 R(defun menu-for-ahp-current ()
(tv:choose-vartable-values
'((5gbr-ahp 'AP-current conductance [icro-S]" :number)
* Z Variable Kinetics 
(v-half-ahpz V/12 for Na 1 a :number)
(*lphl-base-rate-ahpz 'Alpha-base value for Ni 1 · t V1/2' :nuber
:documentatlon Increase speeds up gating particle')
(avalence-ahpz 'Valence for Na 1 i' :nuer)
(*gma-ahpz '6am for hNa 1 e :number)
(*base-tahpz Hnnum value of time constant E[sec] :number)
u Y Variable Knetics 
(v-half-ahpy V/12 for a 1 h :number)(*alpha-base-rat-ahpy 'Alpha-base value for Na 1 h at V1/2' :nuber
:documentation Increase speeds up gating particle')
(*valence-ahpy Valence for Na I h :nuber)
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(*gama-ahpy 6amea for N t1 h :nunber)
(base-tahW 'nlulnu value of tie constant [esc]' :nunber)
W Variable Kinetics 
(*tau-alpha-ahp Forward time constant for Ca+*-binding to N particle :number)
(*tu-beta-ahp 'Backward time constant for Ca++-binding to N particle' :nunber)
(setq *alpha-ahp (// 1.0 *tau-alpha-ahp)
beta-ahp (// 1.0 *tau-beta-ahp)))
::: AOW-PLO'(defvars z-ahp-inf* *t-z-ahp *y-ahp-inf* *t-y-ahp y-ahp-efft)(defun ahp-plot ()(setq *t-z-ahp nil *t-y-ahp* nil *volts* nil *z-ahp-inf* nil *y-ahp-inf nil y-ahp-eff nil )(menu-for-ahp-current)
(do ((v -100.0 (+ v 0.5))) (() v 50))(setq *z-ahp-inf (nconc *z-ahp-infs (list (z-ahp-inf v)))
*y-ahp-inf* (nconc *y-ahp-inf* (list (y-ahp-inf v)))
*y-ahp-eff (nconc *y-ahp-eff (st (y-ahp-eff (y-ahp-nf v))))
*t-z-ahp* (nconc *t-z-ahp* (11st (t-z-ahp v)))
*t-y-ehp* (nconc *t-y-ahp s (11st (t-y-hp v)))
*volts* (nconc *volts* (list v)) ) ))
... F-AP-.O(defvars w-ahp-infs *t-w-ehp* *calconcs)(defun w-ahp-plot ()
( enu-for-ahp-current)(setq *w-ahp-inf* nil *calconc* nil *t-w-ahps nil)
(do ((Ca 1.Oe- ( ca 1.2 ))) (> ca 10.0))(setq w-ahp-inf (nconc s*-ahp-infa (list (w-shp-inf ca)))
*t-w-ahpa (nconc t-w-ahps (list (t-w-ahp ca)))
acalconc (nconc calconc* (list ca)) ) ))
;:. Ar-crat *ru.
;; Zi Md Wefit re t 1 -4wtrt I, J in gd dJcp evr
::: r d eandredm N O3 e0SO to .40mr) (2 deretC). i , 4-P oaultw tall
tme ctmenat of 4 ew uudred m In raprm to Alyprpofrlt lps to -54m mddld
: dtlppear w n the damp~ li bdmow -4mr. i l thir to c t utt ce w Itttlfa
;:: p t d rrpld petuWntds be- 4m, f-. 7h fu"ilw to wb w a 4-AaP. sltfu;;; t_ trf e t leCtt m to t .mA atle tat tel 4 lttwa r  az ft
;: damfr.ht r.ltp.. u ei'H!4tleo u
t.·. ·IIBNU-IR-X-C(~UW M(defun enu-for-an-current ()(tv:choose-veriable-values
'((gbar-a 'l-current conductance [icro-S1' :numer)
I.
' X Variable Knetics '
(v-half-ax V/12 for a x (sb-30zw-45)' :nuer)
(*base-rate-ax Alpha-base value for a x at V1/2' :nuBr)
(*valence-ax 'Valence for a x .(sb-3.7,zw8.S) :number)
(*gam -ax "6 for a x' :nuder)
(*base-txa "inimum value for time constant [sl' nuber)
Y Variable Knetics ·
(*v-half-ay V/12 for y (sba-70,.zw-55)' :numr)(*b se-rate-y Alpha-base value for a y at Vl/2' :nuber)(valeance-ay 'Valence for a y (sb4.28.,zw) :number)
(asma- '6ie for a y :nuaber)(base-tya 'iniu value for time constant [n]' number)
)))(defvars-w-value
(Sbase-txa 1.0) (*base-ty 24.0)('v-half-x -52.0) (ase-rate-ax 0.2) (valence-ax 3.5) (gam-ax 0.8)(av-half-ay -72.0) (ase-rate-ay 0.0015) (valence-ay 7) (*gm-ay 0.4))
::: A-CUPWu cIdeur (I6Mrlmai)(defvar *gbar-a .50 )
::: I-A-LN
::: ex-tflnfs astiatioe vwm(b fw A-wret (- not conrmd silnid)(defun x-a-inf (voltage)
:Sagda adRar,:Sp. ,ega. Aog ad a - z".67.hd~f-J
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;Zlca Md Welgt - swJ,d -4 5(let ((a (alpha voltage v-half-ax base-rate-ax valence-ax g9ama-ax)) 
(b (beta voltage *v-half-ax base-rate- x valence-ax tgam-ax)))(11 ( b)))
Y-A-iNP
;:.: ,p-lJf Inactfmafe variale for A-crrent(defun y-a-inf (voltage)
;SZd ad BJaIk: Sd, ARgma, ead rAer - 4.2d,vPhdJ?70 
(let ((b (alpha voltage sv-half-ay *base-rate-ay *valence-ay gama-ay))
(a (beta voltage 'v-half-ay base-rate-ay *valence-ay gaema-ay)))(I/ a (+ a b))))
T-X-A
::: tad-A-arent(WfA#Moe) -MM (afaONae)(defvars-w-value (*t-x-a-l 3.0)(*t-x-a-2 5.0)(*t-y-a-1 5.0))(defun t-x-a (&optional voltage)
:S.gd ad aker: SEEd Ro]g end rkr. MJmred from V-ddingr -70mw o steo up to -20m
:Z &d i Prebap mroe ofn imale., i e. "< IOnt".(let* ((a (alpha voltage *v-half-ax *base-rate-ax valence-ax 'game- x))(b (beta voltage v-half-ax base-rate-ax valence-ax *gam-ax))(tx (/ qten-factor-at-30 ( a b))))(if ( tx ( qten-factor-at-30 s*bse-txa)) ( Xqten-factor-at-30 base-txa) tx)))
: T-Y-A
', g-A-nrre-ts(IurObalM) - C(defun t-y- (&opttonal voltage)
:Sad arkerr: Sgd. Rouat, ad akr
:Z & W cf v7 rappld - (bmow -Jr '$m -310 ma otrlkrrs.(lect ((b (lpha voltge v-half- y bse-rat- y valence-ay 'ga -ay))(a (bet voltage *v-hlf-ay *be-rate-y 'valence-sy 'g _-y))
(ty (// sqten-factor-a-30 (, a b))))(if ( ty (* qten-factor-at-30 *base-tya)) (* qten-factor-at-30 *base-ty) ty)))
:: A-POT
(defvars *x-a-tnf* sy-a-inf* sx-a-eff* y-a-eff'
*t-x-at *t-y-a *g-a-inf*)
(defun a-plot ()
(menu- for-a-current)
(setq 'volts* nil sy-a-inf* nil *x-a-inf* nil sy-a-effs nil
*t-x-as nil t-y-a* nil *g-a-inf* nil)
(do ((v -100.0 ( v 0.5)))
((0 v 50))
(setq
sy-a-inf* (nconc y-a-inf* (list (y-a-inf v)))
'x-a-inf* (nconc *x-a-tnf* (list (x-a-inf v)))
*y-a-eff* (nconc *y-a-eff (list (y-a-eff (y-a-inf v))))
*x-a-eff* (nconc x-a-eff* (list (x-a-eff (x-a-inf v))))
't-x-&s (nconc t-x-aa (list (t-x-a v)))
st-y-a* (nconc *t-y-a* (list (t-y-a v)))
*volts* (nconc volts* (list v))
xg-a-inft (nconc g-a-infs (list (g-a 1.0 (x-a-inf v)(y-a) ))
sx-a-eff* nil
-lnf v))))
A-CURD ZJY
(defun a-current (x-a y-a v)
(C (g-e (aref SOA gbr-aS) x-a y-a) (- v e-k)))
::: G;A
(defun 9-a ( gbar-a x-a y-a)
(a gbar-a x-a x-a x-a y-a ))
.::Z-A-ZP,. Y-A-1
(defun x-a-eff (x-a)
(^ x-a 3.0))
(defun y-a-eff (y-a)
(^ y-a 1.0))
,;;' wwr amtl Ng mgU't rrmmmmml
s..: ra tr br P rvA md GdV4 195
::: cea acw ttcd eats Staftlrmn Scal t C h d Cr (1 98) rdess nnq
A ctts witin 2 to 4 uS. or tim rm mmnrd ("-70 to -3Omir)
: A ctates dt dft 3-4MV sbm res.
(defvar tgbar-nap .01) :Max. cocActc [ mkreSj. at meeA red 
(defvers-w-value (v-half-napx -49.0) (*alpha-base-rate-napx 0.04)
(*beta-base-rat-napx 0.04) (valence-napx 6.0) (gamma-napx 0.30)('base-txnap 1.0))
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:I:WH-PLOR-NAP-CFAR N7(defun menu- for-NaP-current ( )(tv: choose-variable-values
'((*gbar-nap 'Persistant Na current conductance [microS' :number)
X Variable Kinetics "
(sv-half-napx V/12 for Nap x :number)(*alpha-base-rate-napx Alpha/beta-base value for Nap x at V1/2" :number)
(valence-napx Valence for Nap x :number)
(*gama-napx '6amma for Nap x :number)(base-txnap 'Base value for tau nap x :number)))
(setq *beta-base-rate-napx *alpha-base-rate-napx)
(aset agbar-nap SOIA gbar-napS))
;;- GAAR-NAP(defun gbar-nap (area) ;totd xne,-eiwld con&rcrw (microS)(* *gbar-nap-dens area 1.0e3)) -(areLrtinJa-cm)
-X-NAP-DN(defun x-nap-inf (voltage)(let ((a (alpha voltage v-half-napx alpha-base-rate-napx *valence-napx gaia-napx))(b (beta voltage *v-half-napx salpha-base-rat-napx valence-napx gama-napx)))(/I ( a b))))
:(let ((midpoint -49.0)(slope 4.5))
: (// 1.0 ( 1.0 (exp (/ (- midpoint voltage) slope))))))
· T-X-NAP(defun t-x-nap (voltage)(lets ((a (alpha voltage *v-half-napx alpha-base-rate-napx valence-napx *gmma-napx))(b (beta voltage *v-half-napx alpha-base-rate-napx *valence-napx *gamm-napx))(tx ( 1.0 (+ a b))))(if (< tx *base-txnap) base-txnap tx)))(cond ((> voltage 0.0)( *zqten-factor-at-22 1.0))
((> voltage -24.0)(s aqten-factor-at-22 4.0))
: (t(s *qten-factor-at-22 40.0)))) aqlprox. lnS- FPdGfg.J
:A NAP-CUREW(defun nap-current (gbar-nap x-nap v)
(* gbar-nap x-nap (- v e-na)))
: PLOT-NAP(defvaers x-nap-inf t-x-naps)(defun plot-nap ()(menu-for-nap-current)(setq x-nap-lnft nl volts nl *t-x-naps nil)
(let ((dv .50))(do ((v -100.0 (+ v dv)))
((> v 50.0))(setq ax-nap-infT (nconc x-nap-inf (list (x-nap-inf v)))
*t-x-nap* (nconc *t-x-naps (list (t-x-nap v)))
avolts* (nconc voltas (list v)) ) )))
: Fdf Ne-rrnslt INaJae
:Orgladi et/mewr forte partmuer a ofte three cot Armctw o dc*r ed fowrm i N op p/ka rcord
(24 degrees C) md t.e Na oi rlt/tv r.rds (2o degre Cand 32 dyersm C).. Al Qt'# are derld
from a nrf ce of2 degre C Girnleticsi k tar a Qtrn of : condcta Qte', a t to
(defvar gbar-nal-dens 40.0) :coctndcr dermd. n ca-sqard)(defvar gbar-na2-dens 1) .oade uase d afd, S '(ac m -4wd)(defver gbar-na3-dens 3.0) ;COdc t C deaslX m (, c -ar d)(defvar qgbar-nad-dens 20.0) :deadrt conae,ce de ftp, m.S(ca-square4)
(defvars-w-value (sna-choose 3))
(defvars-w-value (*v-half-ml -47.0) (buse-rate-l 0.3) (valence-l 20.0) (gema-ml 0.50)(*v-half-hl -54.0) (base-rate-hl 0.003) (valence-hl 30.0) (*gna-hl 0.2)
(Cv-half-m2 -5.0) (*base-rte-m2 0.025) (valence-m2 8) (sgia-m2 .95)
(Cv-half-h2 -47) (*bse-rate-h2 0.001667) (wvalence-h2 ) (ge a-h2 0.2)
(*v-half-v3 -34.0) (ase-rate-3 0.6667) (valence- -3 6.0) (gai - -3 0.50)(*v-half-h3 -42.50) (base-rate-h3 0.0023333) (valence-h3 30.0) (gamm-h30.17)
(abase-tl 0.50)(sbase-thl 2.0) (base-t2 5)(*base-th2 3.00) (*base-3 0.40)(base-th3 3.0))
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::: JIfNU-ONA-CMRUNJ(defun mnu-for-a-current ()(tv:chooae-vartlble-valueu
* s*** asa********3 s NA 1 CURRENT *x***gaggast [ 22-
(*gbar-nal-dens 'Na 1 current conductance density (std .35) [mS/sq-cm]' :number)
' N Variable Kinetics '
(*v-half-ml V/12 for Na 1 ' :number)(*bse-rate-ml 'Alpha-base value for Na 1 at V1/2' :nuber)
(*valence-ml 'Valence for Na 1 ' :number)
(tgam-ml 'Game for Na 1 e :number)
buse-tal 'inimum value of time constant [msec]' :number)
N"1 Veriable Kinetics 
(*v-half-hl V/12 for N 1 h :number)
(*base-rate-hi 'Alpha-base value for Na 1 h at V1/2' :number)(tvalence-hl 'Valence for Na 1 h' :number)
(*gama-h 'am for Na 1 h :number)
(*base-thl '·inum value of time constant (mec]' :nuber)
' :z*zzl*****m asz NA 2 CURRENT *****ts**xa*s****
(gbar-na2-dens 'Na 2 current conductance density (std -1) [mS/sq-c1]' :number)
' N Variable Kinetics '
(*v-half-2 V/12 for N 2 :nuber)
(baue-rate-2 'Alpha-base value for Na 2 at V1J2' :nuebr)
(*valence-m2 'Valence for N 2 fm :number)
(*gma-m 'Gama for N 2 ' :number)
(abase-t 'inimm value of time constant [mec]' :nuber)
' H Variable Kinetics '
(*v-half-h2 'V/12 for No 2 h' :number)(*base-rate-h2 'Alpha-base value for Na 2 h at V1/2' :number)
(*valence-h2 'Valence for Na 2 h' :number)(*gam-h2 'ama for N 2 h' :number)
(*base-th2 'inimm value of time constant [rsec] :nuber)
-* sa*zUast***asa $*I NA 3 CURRENT a***aassamaaasaa'
(agbar-n3-dens 'N 3 current conductance density (std *35) [dS/sq-cm] :number)
' N Variable Kinetics '
(av-half-3 V/12 for N 3 r :nuaer)
(*base-rate-m 'Alpha-base value for N 3 a at V1/2' :nuer)(*valence-m3 'Valence for N 3 m' :number)
(game-W3 'Game for Na 3 m' :nuer)
(*base-ti3 'Minim value of time constant [msec]' :number)
' H Variable Kinetics 
(v-half-h3 'V/12 for a 3 h' :number)
(abase-rate-h3 'Alpha-base value for Ns 3 h at V1/2' :number)(*valence-h3 'Valence for N 3 h :nuber)
(gamm -- h3 '6ame for N 3 h :nuber)
(abase-th3 'inimn value of time constant [mec]' :numbr))
':1abl 'Standard-spike A; Naletrigger. NaZslow tail. Na3-rep.'))
:' A-M-NA
(defun am--na (flag voltage)(cond ((and (a flag 1)( *na-choose 3)) (a--nl-hippo voltage ))
((and (a flag 2)(- *ns-choose 3)) (a-m-naZ-hippl voltage ))
((and (a flag 3)( *na-choose 3)) (a-m-na-hippo voltage ))))
: AM-NA
(defun b-n-na (flag voltage)(cond ((and (a flag 1)(- *na-choose 3)) (b-m-nal-hippo voltage ))((and (a flag 2)(- na-choose 3)) (b-m-na2-hippo voltage ))
((and (a flag 3)(- na-choose 3)) (b-m-na3-hippo voltage ))))
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(defun a-h-na(cond ((and((and((and
;; B- NA(defun b-h-na
(cond ((and((and((and
(flag voltage)
(- flag 1)(- na-choose 3))
(a flag 2)(. na-choose 3))
(a flag 3)(a na-choose 3))
(flag voltage)
(a flag )(- na-choose 3))
(a flag 2)( na-choose 3))(. flag 3)(- na-choose 3))
: -NA-DNP(defun a-na.lnf (flag)(cond ((- 1 flag)((a 2 flag)
(( 3 flag)
(a-h-nal-hppo voltage ))
(a-h-na2-h1ppo voltage ))(a-h-na3-htppo voltage ))))
(b-h-nal-h1ppo voltage ))(b-h-na2-hippo voltage ))(b-h-na3-hippo voltage ))))
(// a-r-nal (+ a-m-nal b-m-nal)))
(// a--na2 (-na2 * *a-u-na2 b-m-naZ)))(// a-m-na3 (+ *a-m-na3 b-m-na3)))))
;; T-M-NA(defun t-m-na (flag)(let ((tM(cond (( 1 flag) (//((a 2 flag) (//((. 3 flag) (//(s *qten-factor-at-24 (cond
(defun h-na-lnf (flag)(cond (( 1 flag) (// *a-h-nal(( ;2 flag) (// *a-h-na2((- 3 flag) (// *a-h-na3
.7 T-li-NA(defun t-h-na (flag)(let ((th
(cond (( 1 flag) (//((. 2 flag) (//
((a 3 flag) (//(a *qten-,factor-at-24 (cond
::: GBAR-NA(defun gbar-na (flag area)
(* *qten-g-24 (cond ((a 1 flag)
((a 2 flag)(( 3 flag)
1.0
1.0
1.0
((-
((-((-
(+(*(*
1 flag)
2 flag)
3 flag)
sa-m-nal b-m-nal )))
*a-m-na2 b-m-na2) ) )
*a-n-na3 b-m-na3) ) ) 
(1f (< t *base-tml)(If (< t *base-t2)(If (< t *base-t3)
abase-tal t))
tbase-tm2 t))
abase-t3 tu))))))
(. a-h-nal *b-h-nal)))
(+ *a-h-na2 b-h-na2)))(+ a-h-na3 b-h-na3)))))
1.0
1.0
1.0
((a((-((-
I (+ a-h-nal
I (+ *a-h-na2I(+ *a-h-na3
1 flag) (f (<
2 flag) (If (<
3 flag) (f (<
(* *gbar-nal-dens
(a *gbar-na2-dens(a *gbar-na3-dens
b-h-nal )))
b-h-na2) ) 
sb-h-na3))))))
th abase-thl)
th base-th2)
th base-th3)
tbase-thl th))
abase-th2 th))
tbase-th3 th))))))
wra ot com ctaw (mcroS)
area 1.0e3))
area 1.0e3))
area 1.0e3)))))
GRAR-NAD
(defun gbar-nad (area)
(* *gbar-nad-dens area 1.0e3))
;totd ddrfte n-c iJco&cta (microS)
W;.; D'DJTLWO P RS OP GA IJ I PTC.f ALSO RDIJTAPPROPtRUTZ M- PPAND IjEPP rFUN'ONS
.: NAl-CURLN(defun nal-current (gbar-na m-na h-na v) ( (g-nal gbar-na m-na h-na) (- v ae-na)))
;;;G-NVA(defun g-nal (gbar-na -na h-na) ( gbar-na B-na h-na h-na))
M-IPP. NAI,, IPP-NAI(defun -eff-nal (-na) ((^ -na 1.0))(defun h-eff-nal (h-na) (^ h-na 2.0))
NA-CUR 2JE
(defun naZ-current (gbar-na -na h-na v) ( (g-na2 gbar-na -na h-na) (- v e-na)))
G-NA2
(defun g-na2 (bar-na -na h-n ) ( gbar-na
-': -FPNA2, IIPF-NA2
(defun eff-na2 (-na) (^ n-na 1.0))(defun h-eff-na2 (h-na) (^ h-na 1.0))
r-na h-na))
;A. NL-CCTiW
(defun na3-current (gbar-na -na h-na v) ( (g-na3 gbar-na r-na h-na) (- v *e-na)))
; G-NAJ
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(defun g-na3 (gbar-na u-na h-na) ( gbar-na n-na -na h-na h-na h-na ))
;;; JMJSPF-NA, -R4P-NA3!(defun -eff-na3 (-na) (^ m-na 2.0))(defun h-eff-na3 (h-na) (^ h-na 3.0))
;. ue, N d Intks *'uu"* k fnctionr or from Trb t d.(defvar se-ref-na 70.0)(defvar faraday 9.65e4) .d"md(defvar tqperaturel 298.0) :JTMO 1(defvar R 8.31)
;:; A--NA-WPO(defun a--nal-hippo (voltage)
(alpha voltage xv-half-ml sbase-rate-ml valence-ml gal a-ml))
: B-M-NAI-RPPO
(defun b-m-nal-hippo (voltage)(beta voltage sv-half-ml base-rate-ml *valence-ml *gi_-m1))
::: A-H-NAI-PPO(defun a-h-nal-hippo (voltage)(beta voltage *v-half-hl *base-rate-hl valence-hil *ge-hl))
:;: -- NAI-HPPO(defun b-h-nal-hippo (voltage)
(alpha voltage sv-half-hl base-rate-hl valence-hl 'gama-hl))
A--N42-HZPPO(defun a-s-na2-hppo (voltage)(alpha voltage sv-half-a2 *base-rate-2 valence-m2 gia-m2))
B-MY-N2-P PO
(defun b-m-na2-hippo (voltage)(beta voltage *v-half-2 sbase-rate-2 *valence-z2 *gi-2))
.4fA-HN4V2-HWPPO(defun a-h-na2-hippo (voltage)(beta voltage *v-half-h2 base-rate-h2 *valence-h2 *gas-h2))
;; AI 42-IPPO
(defun b-h-na2-hippo (voltage)
(alpha voltage *v-half-h2 *base-rate-h2 *valence-h2 *gia-h2))
;: A-M-NAS-R PO(defun a--na3-hippo (voltage)(alpha voltage *v-half-d buae-rate-m3 valence-a3 *gia-a3))
· B-NA1-fPO
(defun b-.-na3-hippo (voltage)(beta voltage *v-half-3 *base-rate-3 valence-3 *gina-u3))
..::: A -NJ-MJPPO(defun a-h-na3-hippo (voltage)
(beta voltage v-half-h3 base-rate-h3 valence-h3 xg_-h3))
-::: i-N3-HPPO(defun bh-na-hi-nappo (voltage)
(alpha voltage v-half-h3 *base-rata-h3 *valence-h3 gam-h3))
,::: - , NAJ-?LO NA-PL07'O(defvars *Sa-nfls *t-hl *h-infl* t-ml*
*m-inf2s t-h2* sh-inf2 s't-s2*
*ilnf3* *t-h3* *h-inf3s *t-u3*
*volts* *g-nal-inf* g-na2-lnf* g-na3-tnf*
s-effls *h-effls *a-eff2* *h-eff2* -eff3a *h-eff3)
(defun nal-plot ()
(menu- for-na-current)(setq sta-nfl* nl t-ml* nl h-infis nl *t-his nl g-nal-inf nl *volts nl h-efflt nl m-effl* nil)
(dos ((v -100.0 (+ v .50))
(n)(h))
(() v 50.0))(setq *a-m-nal (a-u-na 1 v) b--nal (b-u-na 1 v)
'a-h-nal (a-h-na 1 v) *b-h-nal (b-h-na 1 v)(nm-a-inf 1) h (h-na-inf 1)
'volts* (nconc volt s (11st v))
s-infis (nconc sa-nfis (list *)) *h-infl* (nconc th-infl (st h))
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I-oeffl* (nconc -effls (list (-eff-nal U))) h-effl* (nconc h-effli (list (h-off-nai h)))g9-nl-tnf* (nconc g-nil-inf* (1st (g-nal 1.0 (re-n-tnf 1)(h-na-inf 1))))
*t-mls (ncon tc st-hls (lst (t-h-nn 1))))))
(defun na2plot ()(rnu-for-n-current)(setq s-lnf2s nl t-m*2 nil sh-nf2t: ntl t-h2* ntl g-na2-inf* nil volts* nil h-off2 nl si-efft ntl)
(do* ((v -100.0 (+ v .50))
(e)(h))
(() v 50.0))(setq *u-l-na2 (a-m-n 2 v) *b-r-ne2 (b--ne 2 v)
sa-h-nZ (-h-n 2 v) b-h-na (b-h-na 2 v)
* (-ni-inf 2) h (h-n-ilnf 2)
voltu* (nconc volts (st v))
slin* (nconc im-nf2* (list *)) h-inf2* (nconc h-in* (1st h))
ei-f2 (nconc s-eff (list (-eff-na2 ))) t-eff2 (nconc h-effs (list (h-eff-n2 h)))
sg-na-tnfo (nconc g-na2-inf (st (g-na2 2.0 (-n-inf 2)(h-na-inf 2))))
at-n2s (nconc *t-me* (list (t-n-n 2))) t-h2 (nconc t-h2t (list (t-h-ni 2))))))
(defun -plot ()(Bnu-for-ni-current)(setq sim-nf3* nil t-3 nil h-lnfl3 nl t-h3* ntl g-n3-inf* nl volts* nl h-eff3s nl m-eff3t nil)(dos ((v -100.0 (+ v .50))(m)(h))
((> v SO.0))(setq si--ni (-r-n 3 v) b-r-nl3 (b-u-n 3 v)
s-h-n3 (-h-n 3 v) b-h-n3 (b-h-ni 3 v)
(n-nf 3) h (h-na-itnf 3)
Volts* (nconc olts* (list v))
m-itnf3 (ncone m-inf3s (11st *)) h-1nf3* (nconc *h-1nf* (list h))
foff3* (nconc -off3* (list (eff-n3 *))) 'h-effl (ncon sh-eff (11st (h-eff-n3 h)))
ag-n3-inf* (neonc g-nil-inf* (11st (g-n3 3.0 (-n-inf 3)(h-na-lnf 3))))
:t-3* (ncone t- (1t list (t--n 3))) t-h3*.(ncone t-h3* (list (t-h-n 3))))))
: SOMMATICND WDrJ[lrGrCuwC rCaeTuf .
(defver *gbar-Ca-dns 50.0) .ctCE dua,. imSe* -sepgd(defvar *gbar-Cad-des 20.0) * ee on ctm AM , mOST( -OWr4(defvor bso-tscs 2.0)(defvar *base-Veci 5.0)(daefvrs-w-valu (*v-half-s -24.0) (b l-rata-s .10) (I*vlenc-s 4.0) (gm-s 0.5)(*v-half-v -35.0) (as-rate-w 0.001) (valence-v 12.0) (tgi -w 0.2))
(dlefvr gbar-ca)
::: JWJPR-,C-CAU'ET(defun nu-for-Ca-current ()(tv:choor-varibl-valus
'((gbar-C-d "Ca curront conductaea density C[al/Wcm :nmr)
' S Vriable Kitntts ·
(*v-hlf-s V/12 for Ca a :mir)(baso-rate-s Alph-bar value for Ca s t V/2' :number)('*vlenc- IValance for C s" :nur)(*gm-s "6m for C s' i:mI r)(*base-tsca Nllnim valuo of activation tim constant [ c]' :nudr)
W " Vlrbl IKinetics '
('v-hlf-v V/12 for C w :number)(bae-rat-w Alpha-bis value for C w at Vl/2 :numbr
:docurntation "Increase wkel gting particle futerr)(*valnce-w Valnce for C w :nur)
(grn- *6aw for C w :nub)
C(bsot-Ca "linl vulue of Itnctivation tn constant ["lc]l :nubar)))(setq gbor-ca (gbir-ci (surf-are *sor-radius))))
;;; K1-S-CA(dafun kl-s-ci (voltage)(alpha voltige *v-half-s bas-rita-s alence-s *gam-s))
;; K2-S-CA
(datun k-s-ca (voltage)
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(beta voltage v-half-s *base-rate-s *valence-s gamma-s))
;;; A-N-CA(defun a-v-ca (voltage)(beta voltage *v-half- base-rate-v *valence-v *gam a-w))
;;; B-N-CA(defun b-v-ca (voltage)
(alpha voltage *v-half-v *base-rate- *valence-w *gam-w))
(defun menu-for-Cad-current (DENDRITE-AUAY segment)
(let ((labl (format nil Ca current conductance density n -A segment -2d [mS//sq-ca]
(aref DENDRITE-ARRAY 0 labelS) ( 1 segment))))(tv:choose-variable-values
'((*gbar-cad-dn ,label :number)))(aet (* (aref OENORITE-ARRAY seagnt length) 3.14159 (aref DEONRITE-ARIUY seget diameterS)
1. Oe- *gbar-cad-dens)
ENODRITE-ARRAY sagent gbar-ca)))
(defun gbar-Ca (area) ;totd GccA d CeM(Atw ( )(* gbar-Ca-dens area 1.003))
:: G-AD(defun gbar-Cad (area) tftde dIW*e C.Vcrhmd cAdrdcsI (A/m9S)
(a *gbar-Cad-dens area 1.Oe3))
:::S-N(defun s-ca-nf (v)(// (kl-s-ca v) ( (kl-s-ca v)(k2-s-ca v))))
·- S-C(defun t-s-ca (v)(let ((tu (// 1.0 ( (kl-s-ca v)(k2-s-ca v)))))(* *qten-factor-at-32 (if (< tu *base-tca) base-taca tu))))
- -LWN(defun w-ca-in (v)(// (a-w-ca v) ( (a--ca v)(b-w-ca v))))
T- V-CA(defun t--ca (v)(let ((tau (// 1.0 (+ (a-w-ca v)(b-v-ca v)))))(* *qten-factor-at-32 (if ( tu *base-tca) base-tca tu))))
:::CA -CURXW(defun ca-current (gbar-ca s-ca w-ca v)
(* (g-ca gbar-ca s-ca w-ca)(- v (e-ca))))
::: GC(defun g-ca (gbar-ca s-ca w-ca)
(if (< -ca 0.001) (setq -cc 0.0))(* gbar-Ca s-ca s-ca v-ca w-ca v-ca v-ca))
:::.cS-Jr , -CABr(defun s-ca-eff (s-ca)
(1f (< -ca 0.001) 0.0(^ -ca 2.0)))(defun w-ca-eff (-ca)
(if (< w-ca 0.001) 0.0(^ -ca 4.0)))
::: -PLOT(defvors *a-ca-inf? s-ca-infa va-ca-effa -ca-effs
*t-s-ca t-v-caS g-ca-inf*)(defun ca-plot ()
(menu-for-ca-current)(setq volts* nil s-ca-Inf* nil *s-ca-inf? nil -ca-eff nil *s-ca-eff* nil
*t-s-ca n11l t-w-ca nil g-ca-inf* nil)
(do ((v -100.0 ( v 0.5)))
((> v 50))(setq
aw-ca-inf* (nconc *-ca-infa (list (w-ca-lnf v)))
ts-ca-inf* (nconc s-ca-lnf: (list (s-ca-lnf v)))
s-ca-eff (nconc aw-ca-eff (11st (w-ca-eff (w-ca-inf v))))
as-ca-efft (nconc s-ca-eff (list (s-ca-eff (s-ca-Inf v))))
at-s-ca: (nconc t-s-ca: (list t-s-ca v)))
at-w-ca* (nconc t-w-cas (list (t-v-ca v)))
avolts* (nconc avolts* (list v))
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IW
*g-ca-tnf* (nconc *g-ca-inf* (list (g-ca 1.0 (s-ca-tnf v)(w-ca-nt v)))))))
:.; Pn t l CdA CGOMuW
.: w arm r C rqp wwd u Mdoru. H(ts. m o
.Prai rd*in the I t cum of JlW, i It dtenrld that dt crnret I Aw to won-Ilmt ng Imwrd
: awrt witA wdpoteaMd eiwnd OnV. 7blW it it dr to what ela re aW tudi comiprlWn tit
:;: aurnt.
::: rCSc al d idftrd rewrsd pettd for te swedM dow "'C' crreat.(detvor se-ca 0)
= comdmmu In n ulo-Amem(defvr gbr-ca .080)
T--CXS IM 3 nta fir tbmItlmo - rsner betwn 50 end 00 al.(defun t-x-cas (voltage)
(ignore voltage)
75.0)
::: X-C Zf-I Sta d stte ,ra fr tf e ealen riMe.(defun x-cas-inf (voltage)(let ((midpolnt -30.0)(stepness 3.60))(// 1.0 ( 1.0 (x ( I - midpoint voltage) steepnes))))))
.CSWtIff(defun cas-current (x-cas voltage)(S *gber-c x-cU (- voltage -cU)))
C::: CS ,OT(deftvrs *x-cas-tnf *t-x-ca*)(dfaun cas-plot )
(setq *x-cas-inf* nil volts nl *t-x-caas n11)(do ((v -100.0 (* v 0.S)))((> 50.0))(setq x-cas-inf* (nconc *x-caa-inft (11st (x-cas-nf v)))
; *t-x-cas* (nconc *t-x-ca* (list (t-x-cas v)))
*volts* (nconc volts* (list v)) ) ))
::: Ca.. S COCZrIJgO7 OTAfAAD Ca. . PO I MM=SYS7M
,:: Itld P w Una a rWip dei p t Seo ofSOadSulateu a .· thiln Mlt adrrat tihe ant
:: membrw. Ti mnMa will admu tMe cotrldt lof rf tor C r (tra a a),nd th Jet
:: ordern o aNm oecCbc IMn of diffasM d or biadAbgtht I qw1a_ ·ilql rte
:Mcutm. ThM tMamm nembild after, D4, *mi ML
.;: w. lowh two amom* Adl -
::: ca-- da l (a n ofq -awnmqj - I (C- A - C**]q 2 t-o I
(deftvr *farady ) 9.ade) 0C bmd(defvar *R 8.314)1 .Gwo - (Ya' rub4(DlO )
(defv cor-cone 0.Oe-) ;:nM(deftvr aca-conc-elll-ret 50.Oe-0)
(defvr sca-comc-shell2-rat 50.0-6)(defnars-w-vlue (ell-depth 0.25) ,(tore-volum ( 4.0 3.1415 *som-radius sm-radusw *sa-redJw 1.0e-12)) ,wdumeocelnl
(WFicks-shell-shell 2.00e-11) ;Moftaedi Sd o btwc Me l an Wm' i(Wicks-shell-core .071) ;a s' coant bmw M o d aad c(*alpha-shell 0.01)) ;PFrflor of #ame AN omr tt I
,defvars-w-value (sbelil-vol( *( shell-depth 1.33333 3.1415 1.0e-12
* *sam-radius *s-radius ashelll-shellZ-ratio)) ;If1vmlnm l
* (*she112-vol
(* *shell-depth 1.33333 3.1415 .Oe-12
* *sm-radius *sm-radius (- 1.0 shelll-she112-ratlo)))) :dud2yWi ln l
(defun ca-conc-shell-dot (total-ca-current sheill-conc shell2-conc) ;Jnw on foa tmo ads.(* sdt (. (I/ (a -1.0 total-ca-current 1.Oe-)
(a 2.0 *farday
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shell-depth 1.0e-4
*som-radius som-radius 1.3333 3.14159 1.0-8 *lpha-shell))(// ( Vtcks-shell-shell (- shell2-conc shelll-conc ))(s shell-depth 1.0e-4
oam-radius soma-radius 1.3333 3.14159 1.0.-S alpha-shell))(/ ( ficks-shell-core (- core-conc shell-conc))( *shell-depth 1.0-4)))))
(defun ca-conc-shell2-dot (shelll-conc shell2-onc)(S dt ( (/I ( sFicks-shell-she11 (- shell-conc shell2-conc ))(* *shell-depth 1.0e-4
soam-radius om-radius 1.3333 3.14159 1.0e- (-(// C( ticks-shell-core (- core-conc shel12-conc))
(a shell-depth 1.0-4)))))
1.0 alph-shell)))
(defun e-ca ()(s .04299 (+ *tamperature 273.0) (log (// ca-conc-extra (aref S0M ca-conc-shellS)))))
:::PW Or
(deun plot-tv ()(setq stv-currents nil *tv-voltage nil)(mmnu-ro-som-gometry-and-passive-coonents)(enu-for-sae-currents)(do ((voltage -90.0 ( voltage 0.5)))(( voltage 50.0))(let ((voltage-index ( 1000 (ftxr ( 10 voltage)))))(setq *sv-currentS(nconc sv-current*(11ist (i 1 include-dr (dr-curr t (ref x-dr-nf-rry voltag-index) 1.0
voltag) ))(1f tinclude-c (c-current (aref x-c-inf-rray voltage-index)
(aref y-c-inf-rray voltage-index) voltage) 0)(itf include-q ( (are SOM gbar-q)(reof x-q-1nf-array voltge-ndex)(- voltage e-k)) 0.0) (1f tnclude- (n-current (aref x--Inf-array voltage-ndex) voltge) 0 )(1f snclud-a (-currnt (aref x-a-nf-rry voltage-ndex)(aref y-a-nf-array voltge-Index) voltage) 0)(1f Oinclude-nal (nal-current (aref S3 gbar-nalS)rf -n-tn-array voltage-Index)(aref h-nal-tnf-array volage-ndx)
voltage) 0)(1f tinclude-na2 (na2-current (aref SOIA gbar-n2S)(aref -na2-tnf-array voltage-index)(aref h-n2-1nf-array voltage-index)
voltge) 0)
(if sinclude-n3 (na-current (aref SOA gbar-na3S)(aref -nr3-nf-array voltage-Index)(aref h-n-Inf-array voltage-Index)
voltage) 0)
(1f Otnclude-nap (nap-current (aref SOM gbr-napS) (aref x-nep-tnf-array voltage-index
voltge) 0 )
(1f *include-ca (a-current (Wre SOM gbar-ca)(aref s-ca-Inf-array voltage-index)(aref v-ca-tnf-array voltage-ndex) voltage) 0 )
(1tf include-ca (ceo-current (aref x-cs-inf-arry voltage-index) voltage) 0)(1-current voltage)(itf nclude-shunt ( g-electrode voltage) 0)(- st-counstnt-inectOn))))
tv-voltages (comc *ty-voltages (ltst voltage)) ) )))
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