In medical diagnosis, the functional and structural information of the brain as well as the impending abnormal tissues is very crucial and important with an MR image. A collective CAD system that detects and classifies the brain tumor by exploiting the structural information is presented. Magnetic Resonance Imaging (MRI) T1-weighted and T2-weighted images provides suitable variation of contrast between the different soft tissues of the brain which is suitable for detecting the brain tumor. Both the Magnetic Resonance (MR) image sequences are composited using the alpha blending technique. The tumor area in the MR images will be segmented using the Enhanced Watershed Segmentation (EWATS) algorithm. The feature extraction is a means of signifying the raw image data in its abridged form to ease the classification in a better way. An expert classification assistant is tried out to help the physicians to classify the detected MRI brain tumor in an efficient manner. The proposed method uses the Regularized Logistic Regression (RLR) for the efficient cataloguing of brain tumor in which it achieves an effective accuracy rate of 96%, specificity rate of 86% and sensitivity rate of 97%.
INTRODUCTION
The definitive purpose of a brain tumor imaging analysis is to extract the diagnostic features and the patientspecific significant clinical data [18] from the scanned MR images and cataloguing it accordingly. Cataloguing refers to the classification of brain tumor into different category. Attaining higher spatial resolution and the capability of discriminating the brain soft tissues in a better way is the advantage of MR imaging. With no repositioning of the patients, images of the brain can be acquired in multiple planes such as axial, sagittal, coronal, and oblique.
A single MR image sequence is not adequate to segment and isolate the tumor affected area due to character and appearance [7] of brain tumors. In therapeutic practices, different MRI sequences are utilized for the diagnosis and prognosis of the tumor. Basically, the sequences include T1-weighted and T2-weighted MR images. The commonly used image sequence is the T1-weighted where it helps the physicians to annotate the healthy tissues easily. The tumor border area can be made brighter by increasing the contrast of the image whereby the tumor area and the necrotic region can be differentiated clearly. The edema region surrounding the tumor looks bright in T2-weighted MR images. Both these image sequences can be blended together to obtain an improved image for further processing.
In MR images, segregation of brain tumor entails partition of tumor area, edema, necrosis, gray matter, white matter and cerebrospinal fluid. Accurate segmentation and cataloguing of aberrations are not up-front. Additional methodologies has to be employed exploited for accurate and efficient segmentation. Brain tumors are characterized based upon their degree of hostility. World Health Organization categorizes [20] , [21] the brain tumor into four different grades, grade I -IV based on the severity of the tumor.
RELATED WORKS
A MRI brain tumor classification has been demonstrated [1] utilizing the neuro-fuzzy inference system. The system uses four abnormal brain tumor image classes such as metastases, meningioma, glioma and astrocytoma for its classification. Also, the artificial neural networks and fuzzy systems are analysed and compared with each other to show the dominance of ANFIS system. By combining conventional MRI and perfusion MR imaging, a computer based SVM classification system [2] is investigated and executed for different types of brain tumor for its classification. Histologically diagnosed 102 MRI brain tumor images were manipulated and it is observed that the developed system yields an accuracy of 85%, sensitivity of 87% and specificity of 79%.
A threefold diagnostic system [3] is proposed. Initially, the system significantly influences the brain glioma discrimination utilizing different Magnetic Resonance Spectroscopy scanners of 1.5 Tesla and 3 Tesla. Next the low, intermediate and high gliomas are classified and statistically evaluated based upon the discriminative potential of the metabolic markers. And finally, the diagnostic value of new metabolic ratios in the discrimination of complex glioma cases are examined. Clustering algorithms such as K-means, Self-Organizing Map, hierarchical clustering and fuzzy C-means were analysed [4] utilizing the MRI axial brain image to track the tumor area. Clustering algorithms were applied to the color image which is converted from the grayscale. By analysing the algorithms, it is noted that K-means and Hierarchical clustering achieved about 95% of efficiency when compared to other two algorithms. 275 benchmarked MRI brain images of size 256×256 is exploited through the developed automatic brain tumor classification system where 278 features are extracted. The automatic system incorporates neural network (NN) and K-Nearest Neighbor (K-NN) algorithms [5] for the tumor classification. The experimental results shows that the approach achieved 100% classification accuracy using K-NN and 98.92% using NN.
Four different brain tumor classes [6] such as Astrocytoma, Meningioma, Metastatic bronchogenic carcinoma, and Sarcoma were considered and utilized in the developed classification system. The Gray level Cooccurrence Matrix texture features were extracted for each class and given as input to the two-layered Feed forward Neural Network. And, it is observed that the developed system gave 97.5% classification rate. An appropriate method [7] for an effective denoise image from rician noise that assists the physicians is suggested and the prediction of Glioma in the MR images is proposed using weight optimized neural network. A three stage intelligent method for classifying the MRI brain tumor is proposed [8] . First the noise is removed and the contrast is enhanced as a pre-processing step. Secondly, the features from the pre-processed image is extracted and the dimensions of the feature data is reduced by Principal Component Analysis. The last step is performed to classify the brain images as normal, Edema, Cancer, or Not-classified using Back-Propagation Neural Network (BPNN) based-on Pearson correlation coefficient which gave an accuracy rate of 96.8%.
Characterization of brain tumor texture using a stochastic model [9] is proposed. A modified AdaBoost algorithm that assigns weights to the component classifiers is involved in the system to classify the difficult samples. The proposed method utilizes 300 MR images from 14 patients and compared with the BRATS2012 dataset to show its superiority. The pre-processing techniques on medical image data and few intelligent techniques for classification is reviewed. It is found and concluded that artificial neural network [10] is a promising technique for medical image data classification which gives higher percentage of accuracy. The possible abnormal tumor area in the MRI is extracted by using the morphological operations and the traditional level set technique [11] . The candidate tumor area is classified by using neurofuzzy and the evaluation results shows that the proposed method is more precise and robust for brain tumor segmentation in MR Images. An automatic MRI brain tumor segmentation is proposed. Local independent projection-based classification [12] is used for the classifying each voxel into different classes. 80 brain tumor MRI images with ground truth data are used as training data and 40 images without ground truth data are used as testing data. The results obtained are compared with other state-of-art methodologies. An MRI brain classification system is performed [13] using energy coefficients and neural network. For performing classification, features are extracted based on the vector detail coefficients horizontal, vertical, diagonal and vector approximation of the wavelet decomposition at each level. Classification is performed to differentiate the types of normal brain disease, Alzheimer's disease, glioma and carcinoma. A semi-automated segmentation system for Glioblastoma Multiforme (GBM) feature detection is framed out [14] and the texture feature extraction from gray level co-occurrence matrix is presented. The classification results shows that out of 22 patients, an accuracy of 75.58 % is achieved for distinguishing GBM phenotypes using decision tree model. A brain tumor classification system using Probabilistic Neural Networks [15] is presented. The features of the MRI brain is extracted using principal component analysis. The brain tumor is classified differentiating normal, benign and malignant tumor parts.
OVERALL PROPOSED SYSTEM ARCHITECTURE
The proposed system involves various phases in which the system detects and classifies the MRI brain tumor images as benign and malignant.
The overall architecture of the proposed system is shown in Figure 1 . The axial view of T1-weighted and T2-weighted images of MRI is manipulated in the process that is carried out. Image sharpening is performed over the T1-weighted image and the T2-weighted image is exploited using anisotropic diffusion filter. Alpha blending is used to blend both the MRI sequences where it is subjected to pass through the post-processing stage and the classification stage. 
Image Sharpening
The clarity of the T1-weighted image is described by its sharpness. An unsharp mask is used for attaining a sharp image. Additional information will not be created but it significantly improves the particulars of the edges in the image. The algorithm for image sharpening is given below.
All the input T1-weighted images undergo the algorithmic steps to obtain a normalized sharpened output image where it appreciably improves the edges of the images.
Anisotropic Diffusion
Because the MRI data have low signal-to-noise ratios, the boundaries in the images will be obscured by the noise or their edges will be indistinguishable from other edges. The anisotropic diffusion filter [16] satisfy the main criteria of minimizing the information loss by preserving object boundaries and detailed structures, efficiently. It also removes the noise in the regions of homogeneous physical properties, and enhance the morphological definition by sharpening the discontinuities.
By reflecting the anisotropic diffusion equation as ,
where, ( , ) is the spatial location in the image, ∇ 2 and ∇ are the depiction of the Laplacian and gradient operators pertaining the spatial variables and the indication of the divergence operator. The diffusion coefficient function variable, c contrasts with the monotonic declining of the image gradient. If the variable c is a constant value, then the outcome of which is the isotropic heat diffusion, convolves with a Gaussian kernel with the variance. The Gaussian kernel surges linearly with time.
This convolution between the isotropic diffusion and the Gaussian kernel with variance blurs both resilient and weak edges. The diffusion coefficient function is expressed as
which honours the high contrast edges when compared to low contrast edges. The parameter q is the gradient modulus threshold that regulates the transference.
Image Composition
The process of combining an image with other image to create a new blended image manipulating the translucency is known as alpha blending [19] or in general image compositing. Here, the pre-processed T1-weighted and T2-weighted images are composited to achieve an improved blended image. This improved blended MR image is further send to the next stage for segmenting the tumor area. In image compositing, assume that the foreground image pixel ( ) is place above the background image pixel ( ), then the output, 0 is given as
The output of the intensity image, 0 is the weighted sum of the foreground image intensity and the background image intensity, . The parameter, decides the ratio of translucency between the two images. The value of will be decided between 0 and 1. When is 0, it is completely transparent and when is 1, it is completely opaque.
EWATS: Enhanced Watershed Segmentation
Watershed segmentation is a predominant segmentation scheme with several advantages. It ensures the closed region boundaries and gives solid results. It is a way of automatically separating or making regions distinct without touching. The watershed algorithm uses concepts from mathematical morphological operations to partition images into homogeneous regions. To improve the conventional watershed model, the proposed enhanced model uses a multiscale morphological gradient to calculate the intensity of the image. These values are multiplied and markers are extracted from this composite gradient image using a thresholding technique.
On deeper analysis, it was found that over segmentation problem can sometimes be solved by the correct usage of the threshold value. The over segmentation result shows that the selection of threshold is very important. Choosing a very low value results in important regions merged together and a high value results in numerous number of small regions, resulting in over segmentation. The over segmentation problem can be solved by using an optimal threshold value. A method to automatically calculate this optimal threshold value was used. The optimal threshold value was computed using minimal projection distance.
Assume that the image f is an element of the space K(D) of a connected domain D then the topographical distance between points m and n in D is given in equation (5).
where, 'in ' is over all paths (smooth curve) inside D , defines the watershed as follows. Let f K(D have a minima{ } ∈ , for some index set I. The catchment basin KB mi of a minimum mi is defined as the set of points K D, which are topographically closer to mi than to any other regional minimum mj. The enhanced watershed segmentation algorithm is mentioned below.
Step 1: Read gray scale image as input
Step 2: Apply morphological operation opening to the enhanced image Step 3: Apply Sobel operator for edge detection and find the gradient magnitude.
Step 4: Apply watershed segmentation with markers into ROI and background.
Step 5: Calculate regional maxima of the reconstructed image.
The Sobel filter finds the approximate absolute gradient magnitudes at each location of an image and accomplishes a 2-D spatial gradient magnitude that highlights the high spatial frequency regions. The matlab function, imregionalmax is employed to find the regional maxima which is more suitable to find the bright edges.
Feature Extraction
Texture features are extracted from the segmented image using GLCM techniques. Features are the characteristics of the objects of interest. It is the illustrative of the maximum pertinent facts that the image has to offer for a comprehensive characterization of a lesion. Feature extraction approaches analyse the various objects in the image and the image itself to extract the most prominent features to classify the objects. The first order and the second order features are extracted. The first order features extracted are Mean, Variance, Standard Deviation, Skewness and Kurtosis. The extracted second order features are Contrast, Correlation, Energy, Homogeneity, Smoothness and Eccentricity.
Feature Dataset Generation
In this experimental work, 53 T1-weighted MR images and its respective 53 T2-weighted MR images were investigated. Since this work is focused towards 2D, the axial view of both T1-weighted and T2-weighted MR images are considered and manipulated to extract the feature dataset. The size of all the images that are processed were 256*256 with 300 dpi. All the 106 MR images are processed to extract the first order and second order features which in turn be classified. The datasets were obtained from Government General Hospital, Puducherry, India (http://www.mypacs.net/). Christian Medical College, Vellore, India and Devi Scans, Thiruvananthapuram, India.
Regularized Logistic Regression (RLR)
One of the most popular algorithms in the field of machine learning is the concept of logistic regression [17] . As the name suggests it isn't a regression algorithm, instead is a classification algorithm. To perform the logistic regression first all the values are passed through the sigmoid function so that the output lies in the range of 0 and 1, and the cost function graph should be in a hyperbolic shape so that a minimum can be generated. The sigmoid function is given as:
Here the Lθ value is the values that are to be generate, and is the function which classifies the result and s is the sigmoid function, and can be given as:
Cost Function
The cost function is calculated to find the parameter set in order to classify the result. The cost function is given as:
If there is a large number of features for a moderate amount of dataset, the function overfits the data. As a result of overfitting, the prediction becomes very difficult. Consequently, in order to prevent the overfitting the data we apply regularization. Here the parameter, is to be selected based on the accuracy of the prediction made by the algorithm. Cost function with regularization can be given as:
Gradient Function
Once the cost function ( ) is defined, the minima value has to be found out by the gradient function. The gradient function to find the minima value is given by
As the regularization parameter is applied for the cost function, it is also applied to the gradient function. Therefore, the following equations are got.
RESULTS AND DISCUSSIONS
Here, the regularization parameter is not applied to the parameter , since the initial value does not affect the process. Now, once the cost function and the descent matrices are calculated, the gradient descent is applied to find the minimum value. The gradient descent calculation can be performed by the following equation.
Here, the matlab function, fminunc can be utilized instead of the gradient descent function since it is more efficient in handling large set of parameters. Now, Lθ is calculated for the new set of values and the probability of tumor presence is generated.
For instance, empirically 0.5 is applied as the probability factor to classify the tumor in the MR images. Hence,
If the accuracy of the classification needs to be more stringent, then the empirical threshold value of 0.5 can be increased. 
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Two datasets of MR Image sequence with no tumor is shown above in a tabular form. Since there is no tumor in the given input images, the segmented output images also show no trace of tumor where the output image is blank. MR Image sequence with no presence of tumor is shown above in a tabular form. It is visibly evident that the proposed extracted tumor part from the images is almost similar to that of the ground truth image. This shows that the segmentation algorithm, EWATS works competently to attain the tumor part. Table 3 signifies the first order features from the proposed extracted data. The first order image features are extracted for five input MR Images. The first image has the highest kurtosis value and the third image has the lowest kurtosis value. The fourth image has highest skewness and the third image has the least skewness. Table 4 indicates the second order features from the proposed extracted data. The second order image features are extracted for five input MR images. The third image has the highest energy and the second image has the lowest energy. The third image has highest contrast and the fifth image has the least contrast. Highest smoothness value is obtained from the third image and the least smoothness is with the first image. Table 5 signifies the quality metrics for the proposed extracted data. The quality metrics for the proposed extracted five image data is provided in the above table. All the five input images achieved almost the maximum possible structural content with slight variation from the ground truth data. The second image achieved the maximum structural content whereas the third image has the least structural content. The highest normalized absolute error is with the first image and the lowest normalized absolute error is with the fourth image. Table 6 signifies the quality metrics for the ground truth dataset. The quality metrics for the five ground truth image data is provided in the above table. All the five input images achieved almost the maximum possible structural content. The second image achieved the maximum structural content whereas the third image has the least structural content. The highest normalized absolute error is with the third image and the lowest normalized absolute error is with the second image. It is observed that the difference between the ground truth data and the proposed extracted data is very minimal. 
Extracted Feature Dataset

Classification Efficiency
The achieved efficiency of different segmentation methods along with the classification methods are tabulated. Three other methodologies are compared with the proposed methodology and it is interesting to note that the proposed system has the upper hand over the other three different methodologies. The efficiency is calculated based upon its sensitivity, specificity and accuracy. The efficiency rate of the various classification algorithm is represented in the Table 7 . It is observed that the combined techniques of MOR+SVM gave the least accuracy of 64% and interestingly the proposed methodology, EWATS+RLR the attained maximum accuracy rate of 96% when compared to other hybrid techniques.
The visual representation of the quality metrics between the ground truth data and the achieved data is shown below in graphs. Figure 5 graphically illustrates the normalized crosscorrelation of the ground truth data and the achieved data from the proposed methodology. Figure 6 illustrates graphically the normalized absolute error between the ground truth images and the achieved data from the proposed methodology.
The relationship between the maximum probable value of a signal and the power of distorting noise that affects the quality of its representation is provided by Peak Signal-to-Noise Ratio (PSNR). Structural Similarity (SS) measures the structural likeliness by comparing the input images and the processed images pertaining to the flawless quality. Normalized cross-correlation (NCC) delineates the way of registering and aligning images by translation. Normalized absolute error (NAE) calculates the amount of modified decompressed image pertaining to its original one. Therefore, higher value of normalized absolute error implies lower quality.
Figure 7 Comparison of Classification Efficiency between Proposed Method and Other methods
The comparison between various hybrid techniques are presented in the above displayed graph, Figure 7 . It is interestingly noted that the proposed methodology, WATS+ RLR was able to achieve 96% of accuracy, 86 % of specificity and 97% of sensitivity when executed.
CONCLUSION
An efficient computer based diagnostic system for detecting and classifying the MRI brain tumor is proposed and implemented. The diagnostic system utilizes a multi-fold phases for the final execution. The first order and the second order features of the images are extracted efficiently and also the quality metrics are performed. All the output that is obtained are compared with the ground truth dataset. By the comparison, it is well understood that the attained output is superior to the ground truth data. The developed diagnostic system was able to attain an efficiency rate of 96 % in classifying whether the brain tumor is benign or malignant. 
