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Abstract: Pneumonia is a severe inflammation of the lung that could cause serious complications.
Chest X-rays (CXRs) are commonly used to make a diagnosis of pneumonia. In this paper, we
propose a deep-learning-based method with spatial attention superposition (SAS) and multilayer
feature fusion (MFF) to facilitate pneumonia diagnosis based on CXRs. Specifically, an SAS module,
which takes advantage of the channel and spatial attention mechanisms, was designed to identify
intrinsic imaging features of pneumonia-related lesions and their locations, and an MFF module
was designed to harmonize disparate features from different channels and emphasize important
information. These two modules were concatenated to extract critical image features serving as the
basis for pneumonia diagnosis. We further embedded the proposed modules into a baseline neural
network and developed a model called SAS-MFF-YOLO to diagnose pneumonia. To validate the
effectiveness of our model, extensive experiments were conducted on two CXR datasets provided by
the Radiological Society of North America (RSNA) and the AI Research Institute. SAS-MFF-YOLO
achieved a precision of 88.1%, a recall of 98.2% for pneumonia classification and an AP50 of 99% for
lesion detection on the AI Research Institute dataset. The visualization of intermediate feature maps
showed that our method could facilitate uncovering pneumonia-related lesions in CXRs. Our results
demonstrated that our approach could be used to enhance the performance of the overall pneumonia
detection on CXR imaging.
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1. Introduction
Pneumonia is a lung inflammation usually caused by bacterial or viral infections. It
could cause serious complications including lung abscesses, bacteremia, respiratory failure,
etc. [1,2] Early diagnosis and treatment of pneumonia are critical to prevent potential
complications. A chest X-ray (CXR) is the most commonly used technique for pneumonia
diagnosis due to its high availability, lower cost, and lower radiation exposure compared
with computed tomography (CT) [3]. With the rapid development of computer science,
various machine-learning-based methods have been proposed for automatic pneumonia
detection [3–11]. However, further studies are still needed in some aspects before these
intelligent diagnosis systems can be used in practice. For instance, given a deep-learningbased diagnosis model, we need to confirm that pneumonia-related lesions can be detected
and serve as the basis for pneumonia detection so that the decisions made are reliable [12].
In typical deep-learning-based CXR image diagnosis models, decisions are made based
on the feature maps (also known as channels in neural network layers) that are generated
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from the input CXR image or output from prior layers by applying filters or feature detectors. Feature maps capture different kinds of features in a CXR image. The performance of
a classifier highly depends on whether the feature maps could capture useful characteristics
for the classification task. To make a diagnosis of pneumonia, the characteristics we should
leverage are the lesions and their locations in the CXR image.
Although there is a range of research efforts focusing on improving the overall performance (e.g., the accuracy of clinical decisions) of CXR diagnosis models [13–17], generating
feature maps that can embody the lesions and their locations remains challenging and
underinvestigated. In this paper, we propose a deep-learning-based method with spatial
attention superposition (SAS) and multilayer feature fusion (MFF) to facilitate pneumonia
diagnosis based on CXRs. The SAS module, which leverages visual attention mechanisms,
aims at highlighting important intrinsic characteristics (i.e., lesions and their locations) that
are related to the task of pneumonia classification. Furthermore, a new multilayer feature
fusion module (MFF) is designed to merge different features contained in different channels
in which process important features for pneumonia detection are maintained while trivial
features are faded to improve the robustness of a model. To validate the effectiveness of
our model, we applied our SAS-MFF-YOLO model to perform pneumonia classification
and lesion detection on two CXR datasets provided by the Radiological Society of North
America (RSNA) and the AI Research Institute. SAS-MFF-YOLO achieved a precision of
18.3%, a recall of 58.9% and an AP50 of 31.0% on the dataset from RSNA and a precision of
88.1%, a recall of 98.2%, an AP50 of 99.0% and an mAP of 67.9% on the dataset from the AI
Research Institute, which showed significant improvements in the performance for both
pneumonia classification and lesion detection.
Our main contributions in this work can be summarized as follows: We propose an
SAS module that leverages visual attention mechanisms to highlight important intrinsic
characteristics (i.e., lesions and their locations) that are related to the task of pneumonia classification. In addition, we develop a new multilayer feature fusion module (MFF) to merge
different features contained in different channels in which process important features for
pneumonia detection are maintained while trivial features are faded to improve the robustness of the model. The two proposed modules can be easily embedded into existing baseline
classification neural networks to enhance their performance in pneumonia detection.
2. Related Work
Deep learning, which plays vital roles in all kinds of computer vision tasks, has been
widely used in the field of medical imaging diagnosis. Rajpurkar et al. proposed a 121-layer
convolutional network work (CNN) called CheXNet that could classify 14 lung diseases [13].
However, this work only predicted the probabilities of the disease. The location information
of the lesions was not provided. Sirazitdinov et al. [14] conducted comparative experiments
on the CXR dataset provided by the RSNA using several baseline deep learning models and
investigated the problem of unbalanced categories. Jaiswal et al. [15] leveraged the Mask
R-CNN network framework to identify and locate the lesion area. However, the training
process was complicated and required an enormous amount of computation, preventing it
from being used in practice. Yao et al. [16] explored the usefulness of statistical dependence
between labels for making more accurate predictions. However, their method was not able
to distinguish similar characteristics of different chest diseases in CXRs, and the accuracy
of their method only reached 71.3%. Wang et al. [17] built a multilabeled CXR dataset Chest
X-ray8 and explored various deep convolutional neural networks to make a diagnosis on
eight lung diseases, but the performance of their classifiers was quite limited.
3. Methods
In computer vision, the attention mechanism is widely adopted to make deep learning
models focus on important parts of the input images that are valuable for a specific task
(e.g., classification or object detection). It can reduce complicated tasks into more manageable areas of attention to understand and process sequentially. In this work, we designed
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a spatial attention superposition (SAS) module that leveraged the idea of both channel
attention [18,19] and spatial attention [20,21] to reveal regions of interest (i.e., the appearance of lesions) and their locations in CXR imaging. Furthermore, a multilayer feature
fusion module (MFF) was developed to preserve important features resulting from SAS and
ensure the model was not distracted by unimportant features. These two modules together
ensured that useful features for pneumonia detection could be extracted and focused on,
and thus could improve the performance of a pneumonia classifier or a lesion detector.
3.1. Spatial Attention Superposition Module
The SAS module considered both channel-wise and space-wise characteristics of image
features that are important for pneumonia detection. Figure 1 shows the overall structure
of the SAS module. Given an input image or a feature map xi , spatial attention was
first calculated for the entire channel. The attention score ai was computed by averaging
and maximizing the channel dimension and through a CBL layer (i.e., constructed by a
convolutional block, batch normalization and leaky Relu) and a Sigmoid function to assist
the generation of the following two attentions.
ai = Sigmoid(CBL([mean( xi ), max( xi )]))

(1)

where i represents the position index, xi stands for the vector value of all channels at
position i, mean(xi ) represents the average value, max(xi ) denotes the maximum value and
[ ] is the concatenation operation.

Figure 1. Structure of SAS module.

Meanwhile, the input feature xi was divided into two parts, xi1 and xi2 , to further
calculate two kinds of attention values—one focused on channelwise features, the other
focused on target recognition. The first part, xi1 , passed through a CBL layer to unify the
overall channel dimension and obtain the attention value ai 0 through a spatial attention
calculation module. The other part, xi2 , which aimed at improving the receptive field and
semantics of features, passed through an encoding–decoding layer that benefited the target
recognition. Then, the spatial attention ai 00 of features with a wide receptive field and rich
semantics were calculated.
At last, the attention values of the two parts ai 0 and ai 00 that were derived based on
the initial attention ai , were, respectively, multiplied with the original feature maps and
fused. Taking the advantages of both channel attention and spatial attention, the output
feature map of the SAS module was expected to contain and highlight the area of interest
(i.e., lesions and their locations if they exist) for pneumonia detection.
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3.2. Multilayer Feature Fusion Module
Our SAS module could identify features in different channels or feature maps that
needed to be focused on while detecting pneumonia. Due to the heterogeneity of different
channels, these features usually depict different characteristics of the original CXR imaging.
Some features are important for pneumonia diagnosis, but some are trivial. In the best
case, in the learning phase, a model will just focus on important features and ignore those
trivial ones so that the model can be accurate (e.g., utilizing features related to pneumonia diagnosis) and conserve its robustness (e.g., tolerating variance of trivial features).
However, traditional feature fusion methods usually mix important features with trivial
ones, which affects the model performance. In this paper, we designed an MFF model
to consolidate the assorted information. While doing feature fusion, our MFF module
keeps discriminating/important information and neutralizes those trivial features. This
way, the model hardly adjusts itself to accommodate those trivial features and focuses on
important features.
The structure of our MFF module is shown in Figure 2. The input was the feature map
resulting from the SAS model. We first used a one-dimensional convolution to implement
a local cross-channel interaction strategy without dimensionality reduction to decrease the
complexity [22]. Specifically, we performed a global average pooling (GAP) on the input
and a layer with a size of 1 × 1 × C was generated, where C was the size of the channel
dimension. Then, we applied a one-dimensional convolution to obtain the weight ω of
each channel. The calculation formula of the weight can be expressed as
ω = Sigmoid(C1Dk ( GAP( x )))

(2)

where GAP( x ) represents the global average pooling, C1Dk refers to a one-dimensional
convolution with kernel size k and the kernel size k is nonlinearly proportional to the
channel dimension C.

Figure 2. Structure of MFF module.

Different from normal feature fusion, the result channels or feature maps were then
divided into two parts in a ratio of λ after sorting based on attention values (i.e., importance
and contribution to the final classification decision)—the first λc channels were chosen as
positive channels y p and the rest as negative channels yn .
Therefore, channels with more discriminating and dominant features (i.e., playing
more important roles in pneumonia diagnosis) became the active channels, while channels with tiny hidden information became negative ones. For the negative channels, we
calculated the average value yn to substitute the original yn . At last, we concatenated the
channels together to form a new feature map which was then forwarded to a classifier
or an object detector. In this case, we applied cheap means to complement tiny hidden
details without losing intrinsic features so that our MFF model could summarize important
information for pneumonia lesion detection and promote the robustness of a model.
3.3. SAS-MFF-YOLO Model
To perform pneumonia diagnosis, we embedded the two proposed modules into a
baseline neural network YOLOv5 [23] and developed a model called SAS-MFF-YOLO.

Electronics 2022, 11, 3102

5 of 13

It mainly consisted of three parts, a backbone layer to extract initial features from input
images, a neck layer to generate feature pyramids so that important features with different
scales could be identified and a prediction layer for classification and object detection.
Among them, the focus was utilized as the beginning of the network, CSP1 and CSP2
were constructed on the basis of CSPNet and SPP was employed to expand the receptive
field of the feature layer. The proposed SAS and MFF modules served as the feature
extraction and feature fusion modules in the neck part, respectively. The general idea was
that the SAS highlighted the intrinsic and discriminating information of the lesion, while
the MFF merged the enhanced and complementary features of different channels processed
differently. Figure 3 shows the overall structure of the developed SAS-MFF-YOLO model.

Figure 3. The overall structure of the embedded model SAS-MFF-YOLO. The blue blocks and yellow
blocks represent the proposed SAS and MFF modules, respectively.

4. Experiments
4.1. Dataset
In this work, we performed experiments on two CXR image datasets to validate the
effectiveness of our method. One was publicly provided by the Radiological Society of
North America (RSNA) [24] and contains 30,028 CXR images as training data and 3000
as testing data. There are three classes in the dataset: Normal, Lung Opacity and No
Lung Opacity/Not Normal. An image without any evidence of pneumonia is considered
“Normal”. “Lung Opacity” indicates the finding of pneumonia-related lesions. If a CXR
image does not contain pneumonia-related lesions but has other abnormalities, it is labeled
as “No Lung Opacity/Not Normal”. The distribution of these three classes is shown in
Table 1. Besides the labels, the dataset also provides bounding boxes that specify the lesions
(including the coordinate of the upper left corner, width and height of the box) which can
be used as the ground truth for object detection.
The other dataset used in this work was provided by the AI Research Institute [25]
and consists of 20,013 training images and 6671 testing ones.
Table 1. Distribution of the RSNA CXR image dataset.
Class

Target

Images

Normal

No

8851

Lung Opacity

Yes

9555

No Lung Opacity/Not Normal

No

11,821
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4.2. Experiment Setup
We developed the SAS-MFF-YOLO model using the PyTorch framework. To train the
model, we adopted a stochastic gradient descent (SGD) optimizer with a learning rate of 0.1
and a weight decay of 5 × 10−4 . The overall classification loss, objectness loss and anchor
box regression loss were combined jointly as the total loss. For our MFF module, λ (see
Section 3.2) was set to 1/2. The batch size was set to 128.
We evaluated the performance of our models in two common tasks in pneumonia
diagnosis—classification (i.e., pneumonia diagnosis) and object detection (i.e., marking
bounding boxes for lesions). Regarding the experiments, we first performed an ablation
study to verify the effectiveness of the proposed SAS and MFF modules. Specifically,
a comparison of the baseline model YOLOv5 and three embedded models including
SAS-YOLO, MFF-YOLO and SAS-MFF-YOLO was conducted. To further validate the
effectiveness of our method, we compared SAS-MFF-YOLO with models that are generally
adopted for object detection tasks, including YOLOv3, YOLOv5 and RetinaNet.
For pneumonia classification, we adopted two commonly used evaluation metrics—
precision and recall, to assess different models. The formulas for precision and recall are:
Precision =
Recall =

TP
TP + FP

TP
TP + FN

(3)
(4)

For object detection, if the intersection over union (IoU) of a predicted bounding box
and the ground truth (i.e., the bounding box marked by radiologists) was greater than the
set threshold T, it was considered a true positive (TP) case. Otherwise, it was a false positive
(FP) case. If the model correctly stated that there was not any lesion (i.e., output bounding
boxes) in the CXR image, it counted for a true negative (TN) case. For the lesions (i.e.,
bounding boxes) that were not detected by the models, they were considered false negative
(FN) cases. Therefore, precision was the ability of the model to identify only the relevant
objects, and recall was the ability of a model to find all the relevant cases (all ground truth
bounding boxes).
To evaluate the performance of the object detection with different models, taking
the precision as the vertical axis and the recall as the horizontal axis, the P–R curve was
obtained, and the area under the curve was the average precision (AP) value. Specifically,
AP50 and mAP were adopted. The former represented the AP value when the threshold T
was set to 0.5 while the latter was computed by averaging the results with the threshold T
varying in the range of 0.50∼0.95 with a step size of 0.05.
5. Results
5.1. Ablation Study
We leveraged datasets from the RSNA and AI Research Institute and performed an
ablation study to verify the effectiveness of the SAS and MFF modules. The performance of
different models applied to the two datasets is shown in Tables 2 and 3. Overall, employing
SAS in conjunction with MFF greatly improved the performance in both pneumonia
classification and lesion detection. Regarding the dataset from RSNA, our SAS-MFF-YOLO
model achieved a precision of 18.3%, a recall of 58.9%, an AP50 of 31.0% and a mAP of
9.7%, improving the baseline model by 4.5%, 3.2%, 3.2% and 1.5% in terms of precision,
recall, AP50 and mAP, respectively. For the dataset from the AI Research Institute, our
SAS-MFF-YOLO model achieved a precision of 88.1%, a recall of 98.2%, an AP50 of 99.0%
and a mAP of 67.9%, also indicating a significant improvement.
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Table 2. The performance of different models on the dataset provided by RSNA. Precision and recall
are for pneumonia classification, while AP50 and mAP are for the task of lesion object detection.
Model

Precision (%)

Recall (%)

AP50 (%)

mAP (%)

YOLOv5

13.8

55.7

27.8

8.2

SAS-YOLO

14.0

55.8

28.9

8.3

MFF-YOLO

14.1

57.1

27.7

8.4

SAS-MFF-YOLO

18.3

58.9

31.0

9.7

Table 3. The performance of different models on the dataset provided by AI Research Institute.
Precision and recall are for pneumonia classification, while AP50 and mAP are for the task of lesion
object detection.
Model

Precision (%)

Recall (%)

AP50 (%)

mAP (%)

YOLOv5

77.6

98.5

97.6

61.2

SAS-YOLO

81.9

98.6

98.2

61.6

MFF-YOLO

86.0

99.3

82.5

57.1

SAS-MFF-YOLO

88.1

98.2

99.0

67.9

These results proved that utilizing an attention stacking mechanism (i.e., channel and
spatial attention) and leveraging multilayer features could promote pneumonia diagnosis.
After the SAS module was embedded, the performance of the model, especially the AP50 ,
was enhanced. This is mainly because the SAS module could highlight important features
for pneumonia identification (i.e., pneumonia-related lesions) to stimulate object detection.
It could also be observed that the MFF module played an important role in boosting
the recall. Since the discriminating and important features in the active channels were
maintained and focused, while negative channels with redundant patterns were neutralized
in MFF, few trivial features were taken into consideration by the model while performing
classification/object detection (i.e., trivial features hardly affected the judgment of the
model), the robustness of the model was improved. Therefore, both SAS and MFF modules
played important roles in promoting performance.
5.2. Comparison with Other Object Detection Models
We also compared the proposed SAS-MFF-YOLO model with other state-of-art object
detection models to further validate the effectiveness of our method. The results are shown
in Table 4. We can find that our method achieved the best performance in the task of lesion
object detection.
Table 4. The performance of different models in pneumonia-related lesion detection on the RSNA
and the AI Research Institute datasets. The evaluation metric shown is the AP50 .
Dataset

YOLOv3 (%)

YOLOv5 (%)

RetinaNet (%) SAS-MFF-YOLO (%)

RSNA

24.3

27.8

25.5

31.0

AI Research Institute

86.8

97.6

88.2

99.0

Several lesion-labeled CXR images are shown in Figure 4. The ground truth is marked
by the red bounding boxes while our prediction is marked by the blue ones. The numbers
above the predicted bounding box are the confidence scores that reflect how confident
the model is regarding its judgment (i.e., a box contains pneumonia-related lesion). It
can be seen that our model could effectively recognize pneumonia-related lesions from
CXR imaging.
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Figure 4. Four samples of pneumonia-related lesion detection. The red bounding boxes display the
ground truth while the blue ones show the prediction results.

6. Discussion
Comparing the performance of different models demonstrated that our SAS and MFF
modules could identify important intrinsic features in the CXR images and stay focused on
them to facilitate pneumonia diagnosis. To further illustrate the advantages of our method,
the intermediate feature maps were visualized, which can also provide insight into the
internal representations for the features on which a model relies to make a decision.
6.1. Intermediate Feature Map Visualization
A sample of visualization results is shown in Figure 5. The feature maps were generated by our SAS-MFF-YOLO model. The heatmaps represent the feature maps in which
light colors (e.g., yellow) indicate potentially important area for pneumonia detection.
By assessing the intermediate feature maps, we can find that initially, our model extracted
the overall characteristics (e.g., texture, outline) of the lung. With the progress advancing, features related to pneumonia diagnosis were extracted and their locations were
highlighted, which showed the changes in the focus of the model.
6.2. Feature Maps Analysis
In this work, we also compared the feature maps learned by our SAS-MFF-YOLO
model and the baseline model YOLOv5 to provide a deeper insight into what caused the
performance differences in pneumonia classification and lesion detection.
Figure 6 shows several selected feature maps for a CXR image generated by SASMFF-YOLO and YOLOv5. It can be observed from the features maps that even though the
features maps from these two models showed similar patterns, pneumonia-related lesions
revealed by SAS-MFF-YOLO were more accurate in terms of the lesion area and its location.
Furthermore, we could find that feature maps generated by SAS-MFF-YOLO concentrated
more on the lesion area (i.e., trivial information was faded), while the feature maps of
YOLOv5 depicted more features but some were clearly not related to pneumonia diagnosis.
Therefore, YOLOv5 was likely to be distracted by those trivial features. As a result, our SASMFF-YOLO model found the lesion correctly with a relatively high confidence, but YOLOv5
made an incorrect detection of the lesion with a lower confidence score which showed its
uncertainty regarding the decision.
Another example is shown in Figure 7. In this case, even though YOLOv5 correctly
detected the lesion as SAS-MFF-YOLO did, its confidence score was much lower since
important and trivial information received equal-weight attention in the decision-making.
These comparison results proved that our SAS-MFF-YOLO model obtained better performance in highlighting the areas that were related to pneumonia diagnosis, which again
validated the effectiveness of the proposed SAS and MFF modules.
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Figure 5. Visualization of intermediate feature map produced by our SAS-MFF-YOLO model.
(a,b) show the original CXR image and pneumonia-related lesion detection result. The heatmaps
show the feature maps in which the yellow color indicates potentially important areas for pneumonia detection.
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Figure 6. An example of feature maps visualization. (a,b) are the results of lesion detection produced
by YOLOv5 and SAS-MFF-YOLO, respectively. The blue bounding boxes are the ground truth,
while the red and green ones were labeled by the two models. The heat maps show the selected
feature maps.

Figure 7. Another example of feature maps visualization. (a,b) are the results of lesion detection
produced by YOLOv5 and SAS-MFF-YOLO, respectively. The blue bounding boxes are the ground
truth, while the red and green ones were labeled by the two models. The heat maps show the selected
feature maps.
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6.3. Comparison with Related Work
Most of the previous studies have used artificial intelligence (AI) and deep learning
(DL) techniques to detect the presence or absence of pneumonia (binary classification
problem) [26,27]. However, few studies have used deep learning, especially convolutional
neural networks (CNNs), to classify and locate pneumonia based on their features.
The CheXNet [13] proposed by Rajpurkar et al. could only predict disease probability.
Our model took the advantages of channel attention and spatial attention to identify
intrinsic imaging features of pneumonia-related lesions and their locations, based on the
prediction of disease probability.
Although most researchers [8,14,15] used two-stage object detectors with higher accuracy, our SAS-MFF-YOLO model achieved better performance in terms of efficiency
and accuracy on the same dataset. This stemmed from the ability of our proposed MFF
module to coordinate different features from different channels and emphasize important
information, which could reduce the amount of calculation and improve accuracy.
Previous research [14,16,19] has focused on using transfer learning and pretrained
models. However, the pneumonia detection of CXR images is different from the traditional
target detection, which needs targeted improvement. In this paper, we modified an existing
model to detect pneumonia. Specifically, we proposed the SAS-MFF-YOLO model, which
could easily be embedded into existing baseline classification neural networks to enhance
their performance in pneumonia detection.
6.4. Broader Impact
Artificial intelligence diagnosis has the advantages of a high efficiency and low cost.
Artificial intelligence pneumonia detection can improve the working efficiency of doctors
and relieve the pressure of hospitals. At the same time, there are relatively few experienced
doctors and high-end medical hardware equipment in remote areas. The application of
artificial intelligence pneumonia detection can alleviate the current situation where medical
workers only rely on their own clinical experience to diagnose patients’ diseases, and it can
help solve the uneven distribution of medical resources.
6.5. Limitation and Future Work
In this study, we aimed to develop an effective method to facilitate pneumonia diagnosis. However, even though deep-learning-based diagnosis approaches have already
achieved expert-like performance, they are usually not trusted by physicians. The main
reason is the low interpretability of decisions neural networks make. For most intelligent
diagnosis systems, either no interpretation of the decision is provided, or the interpretation provided, e.g., the heatmap adopted in this work which shows the feature map that
serves as the basis of a decision, is not straightforward and clear for the physicians to
understand. In the future, we plan to explore deep learning approaches that associate the
highlighted area in the feature map (i.e., lesions) with its practical meaning (e.g., clinical
terms used by radiologists). This way, the physicians could easily understand why a certain
decision is being made, which will greatly improve the interpretability and reliability of
deep-learning-based diagnosis methods.
7. Conclusions
In this article, we propose a deep neural network called SAS-MFF-YOLO with spatial
attention superposition (SAS) and multilayer feature fusion (MFF) to facilitate pneumonia
diagnosis based on CXRs. Leveraging both attention stacking mechanism and a new
strategy of feature fusion, SAS-MFF-YOLO was able to extract and focus on useful features
for pneumonia diagnosis. Experiments on datasets from the RSNA and the AI Research
Institute proved that our method could enhance a model’s performance in pneumonia
classification and lesion detection. Comparing feature maps generated by our method and
the baseline model further illustrated the advantages of our SAS and MFF modules.
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