We study higher Arthur-Merlin classes de ned via several natural probabilistic operators BP; R and co-R. We investigate the complexity classes they de ne, and a number of interactions between these operators and the standard polynomial time hierarchy. We prove a hierarchy theorem for these higher Arthur-Merlin classes involving interleaving operators, and a theorem giving non-trivial upper bounds to the intersection of the complementary classes in the hierarchy.
Introduction
Arthur-Merlin Games were introduced by B abai B85] BM88] to study the power of randomization in interaction. Goldwasser and Sipser GS89] proved soon afterwards that these classes are equivalent in power to Interactive Proof Systems introduced by GMR85]. In the last 15 years, this study has proved to be exceedingly successful in complexity theory ZH86, BHZ87, ZF87, LFKN90, Sh90] . Eventually the study of these proof systems (and multi prover systems) led to perhaps the most spectacular achievement in the Theory of Computing in the last decade BGKW88, LFKN90, Sh90, BFL91, BFLS91, FGLSM91, AS92, ALMSS92]. It is well known that some traditional complexity classes can be characterized by operators.
For example NP = 9 P; 2 = 9 8 P, using the existential and universal operators 9 and 8 respectively. They have been used fruitfully to prove (or to give simpler proofs of known) relations between complexity classes ZF87, To91, WT92, VW93, VW95, VW97]. For example, Toda's Theorem was proved in this framework To91] . In this approach, Zachos and F urer ZF87] showed that AM can also be characterized by the operator BP, i.e. AM = BP NP. By successfully employing this operator machinery, they were able to give a simple and natural proof that the one-sided error version of AM coincides with the two-sided error version, and thus AM 2 . In this paper, we de ne higher Arthur-Merlin classes using several natural probabilistic operators BP, R and co-R. We consider the hierarchy of classes BP k , for k 1, and prove some intricate relations among these classes and `a nd ZPP. The class BP k can also be thought of as an Arthur-Merlin game where Arthur has access to k?1 oracle. By investigating the interactions between the BP operators and the polynomial-time hierarchy, we are able to obtain some non-trivial containments; for example, we show that AM k = k+1 for k 2, whereas the na ve argument gives AM k k+2 . Similarly, by interleaving n levels of k classes and n levels of BP `c lasses, we obtain results that improve trivial containments by n levels.
Recently classes ZPP NP and AM \ co-AM received much attention. Arvind We note that this containment is a signi cant improvement over the na ve bound.
We consider a generalization of the class AM \ co-AM. Let E k be BP k \ BP k . We prove NP E 1 ZPP NP using the following technique: the ZPP machine sends the random bits to the NP oracle, which simulates NP AM\co-AM using those random bits. Arvind and K obler's result follows as a simple corollary, and thereby, we obtain an alternative proof of their lowness theorem. We then prove a far reaching extension of this non-trivial upper bound. By interleaving n levels of E k and n levels of l classes, we obtain an upper bound that improves over the trivial bound by n levels. Our proofs illustrate the power of the operator machinery, when properly deployed. The apparent ease (even a tautness) with which these theorems on the hierarchy are revealed speaks volumes of its e ectiveness. While the formalism of this operator machinery may appear austere and less vivid intuitively, it should also be pointed out that only through such a formalism can we even begin to state some of the delicate relations in this hierarchy.
Preliminaries
We give formal de nitions in this section. An Arthur-Merlin game is a combinatorial game, played by Arthur{a probabilistic polynomial-time machine, and Merlin{a computationally unbounded Turing machine. Given a string x, Merlin tries to convince Arthur that x belongs to some language L. The game consists of a nite number of moves that may depend on the length of x. The moves alternate between Arthur and Merlin. In each move Arthur (or Merlin) prints a nite string on a read-write communication tape. Arthur's moves can depend on his random bits. In the end Arthur either accepts or rejects x. B abai B85, BM88] de nes a language L to be in AM if for every string x of length n, the game consists of a random move by Arthur and a reply by Merlin. If x 2 L, then there is a move by Merlin that makes Arthur accept with probability at least 3 4 ; on the other hand, if x = 2 L, then, for every possible move of Merlin, the probability that Arthur will accept is less than 1 4 .
This de nition has error on both sides, i.e. if x 2 L, Arthur may reject the string (with some small probability) and if x = 2 L, Merlin may be able to convince Arthur that x 2 L with a small probability. One can de ne the one-sided error version, AM 1 , which is de ned similar to AM, except that when x is in the language then there exists a sequence of moves by Merlin that leads to the acceptance of x by Arthur with probability one. B abai B85] BM88] also de ned the class MA. Here Merlin, instead of Arthur, moves rst.
Proposition 1 We know the following relationships about AM.
3. AM \ co-AM ZPP NP .
4. AM co-RP NP BPP NP .
The following inclusions are known about MA: i) MA ZPP NP AK97, GZ97], and ii)NP BPP MA ZF87]. Now de ne the probabilistic operators BP and co-R.
De nition 1 Given a class C, a language L is in BP C if there exists a language L 0 in C and a polynomial p( ) such that the following holds:
Zachos and F urer ZF87] showed that AM = BP NP. We can de ne the one-sided error version of BP C using the operator co-R. Again, the di erence is if x 2 L then for every r 2 f0; 1g p(n) the tuple hx; ri is in L 0 . Then, by using the fact that AM = AM 1 we obtain BP NP = co-R NP. Similarly we can de ne the operator R. Note that for any complexity class C, co-(R C) = co-R co-C.
We de ne higher Arthur-Merlin classes using these operators. First note that R NP = NP, in fact R k = k , for k 1. Similarly, co-R k = k , for k 1. So we do not obtain any new classes by applying the operator R (co-R) to k ( k respectively). Therefore, only co-R k and R k are new classes, and since AM = co-R NP, co-R k will be a generalization of AM. However, as the following proposition shows, we can equivalently consider BP k as an extension of AM.
Proposition 2 We extend Proposition 1 as follows:
Now, we consider the relativizations of the class AM. Given a class C, AM C is de ned similar to the class AM where Arthur has access to some L 2 C as the oracle. This generalization coincides with the classes we obtained by operators; namely, we can prove the following, given a class of languages C, Proposition 3 AM C = co-R NP C = BP NP C .
Hence, in particular AM k = BP k+1 . Similarly, given class C, we can de ne the class MA C . Proof : Note that when l = 0, the theorem is saying NP BPP MA ZPP NP . All these inclusions are known. The proof of the case l 1 is similar to the proof of previous lemma. Proof :
We prove the rst equality, by induction on n, the number of levels. Our base case is Note that E l k = E k+l . In this section we study the interaction of the class E k with k classes. Recall that AM \ co-AM ZPP NP ; in fact Arvind and K obler AK00] proved that AM \ co-AM is low for ZPP NP . By using the following theorem, we o er a di erent proof of their result, which we believe is intuitively clearer. We will show that NP L ZPP NP . Let S 2 NP L and let N be an oracle Turing machine which witnesses this membership. Let T(n) be the bound on running time of N. Hence, N can query strings of length at most T(n). We want to amplify the success probability for A and B so that for most of the random strings r, for all queries q and for all w, if q 2 L then B(q; w; r) doesn't hold, and if q = 2 L, then A(q; w; r) doesn't hold. Let l(n) be the bound on the length of the random strings that achieves such ampli cation. Now we de ne a non-deterministic Turing machine N 0 . Let jxj = n and be a string of length l(n) T(n). Clearly j j is a polynomial in n. We shall treat as T(n) strings of length l(n) each. N 0 on input hx; i operates as follows. It simulates N on input x.
Whenever N poses a query q to the oracle L, N 0 non-deterministically guesses an answer a q 2 fYes; Nog and then uses r, a segment of , as random bits and also guesses a proof w and veri es that the following holds: a q = Yes ) A(q; w; r) a q = No ) B(q; w; r):
Note that due to our ampli cation, if q = 2 L then for every w A(q; w; r) holds with miniscule probability; and if q 2 L, similarly, for every w, it is highly unlikely that B(q; w; r) holds. N 0 accepts hx; i at the end of a path if N accepts x; therefore, an accepting computation of N 0 consists of queries to L along with the guessed answers and the proofs. Note that if N L accepts x, then 8 , N 0 accepts hx; i. Moreover, most of the accepting computations of N 0 correspond to an accepting computation of N L by our choice of . And also, if N L rejects x, N 0 accepts hx; i with a small probability. Now we construct a probabilistic oracle Turing machine M with oracle access to SAT that recognizes S. Given an x with jxj = n, it generates a random string of length l(n) T(n). Then, M poses the query to the SAT oracle asking (using Cook reduction) whether there is an accepting path of N 0 on input hx; i and if so, M nds such a path C using the self-reducibility of SAT. If the answer was \No" then M rejects x. If the answer was \Yes" then M veri es that C is indeed a correct accepting computation of N 0 on hx; i. If x 2 S then there exists an accepting computation of N L , and so, for every , N 0 accepts hx; i. Clearly, M never rejects in this case; it outputs "?" only if the computation C happens to be a accepting computation of N 0 that doesn't correspond to an accepting computation of N L , which can happen only with a negligible probability. On the other hand, if x = 2 S, the rst query of M will be answered "No" with high probability, and M rejects x in that case; if the answer to the query was "Yes", then C has some queries that are answered wrong, and during the veri cation of C by M, this will be detected and M outputs "?". Now ZPP NP AM\co-AM ZPP ZPP NP = ZPP NP . Thus we obtain an alternate proof of Arvind and K obler's result. Theorem 7 1. For l 1 ; l 2 ; : : : ; l n ; k 1 ; k 2 ; : : : ; k n 1, n 1, The other inclusion is trivial.
Conclusions
We have considered natural extensions of the class AM using the BP operator. We have established several non-trivial relations involving these classes and the polynomial hierarchy. We note that by extending a result of Agrawal and Thierauf AT97] we get problems in BP k \ k . This can be achieved by considering Circuit Isomorphism problem with k?2 oracle gates. Observe that these languages can not be complete for k unless hierarchy collapses.
However, it would be interesting to give natural examples of languages in BP k \ k .
Another possible extension will be to obtain a similar operator characterization of MA, and to shed some light on their relationships with the hierarchy.
