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A chaotic approach to rainfall disaggregation 
Bellie Sivakumar, • Soroosh Sorooshian, Hoshin Vijai Gupta, and Xiaogang Gao 
Department of Hydrology and Water Resources, University of Arizona, Tucson 
Abstract. The importance of high-resolution rainfall data to understanding the intricacies 
of the dynamics of hydrological processes and describing them in a sophisticated and 
accurate way has been increasingly realized. The last decade has witnessed a number of 
studies and numerous approaches to the possibility of transformation of rainfall data from 
one scale to another, nearly unanimously pointing to such a possibility. However, an 
important limitation of such approaches is that they treat the rainfall process as a 
realization of a stochastic process, and therefore there seems to be a lack of connection 
between the structure of the models and the underlying physics of the rainfall process. 
The present study introduces a new framework based on the notion of deterministic chaos 
to investigate the behavior of the dynamics of rainfall transformation between different 
temporal scales aimed toward establishing this connection. Rainfall data of successively 
doubled resolutions (i.e., 6, 12, 24, 48, 96, and 192 hours) observed at Leaf River basin, in 
the state of Mississippi, United States of America, are studied. The correlation dimension 
method is employed to investigate the presence of chaos in the rainfall transformation. 
The finite and low correlation dimensions obtained for the distributions of weights 
between rainfall data of different scales indicate the existence of chaos in the rainfall 
transformation, suggesting the applicability of a chaotic model. The formulation of a 
simple chaotic disaggregation model and its application to the Leaf River rainfall data 
provides encouraging results with practical potential. The disaggregation model results 
themselves indicate the presence of chaos in the dynamics of rainfall transformation, 
providing support for the results obtained using the correlation dimension method. 
1. Introduction 
The lack of high-resolution temporal and spatial rainfall 
data has been one of the most prominent limiting factors in 
hydrological, meteorological, and agricultural calculations. 
The recent shift of our focus to deal with complex problems, 
such as pollution transport, rainfall-related pollution effects on 
treatment plants, runoff-induced washoff from impermeable 
surfaces, soil water infiltration movement, and water erosion, 
only indicates the added uncertainties on the outcomes if the 
required quality of data is not available. One possible way to 
solve this problem is to collect high-resolution data relevant for 
the problem in question. However, this is costly and time- 
consuming and therefore hardly a competitive alternative in 
practice. As a result, the only alternative seems to be to try to 
transform the available data from one time and space scale to 
another. 
The last decade has witnessed a number of studies investi- 
gating the possibility of transformation of rainfall data from 
one scale to another [e.g., Hershenhorn and Woolhiser, 1987; 
Arnold and Williams, 1989; Econopouly et al., 1990; Bo et al., 
1994; Glasbey et al., 1995; Perica and Foufoula-Georgiou, 1996; 
Connolly et al., 1998; Olsson, 1998; Olsson and Berndtsson, 
1998]. Hershenhorn and Woolhiser [1987] developed a stochas- 
tic model to disaggregate daily rainfall into a number of indi- 
vidual storms in a day. Each storm's starting time, duration, 
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and amount were simulated using rainfall on the day and on 
the preceding and following days. However, the generation of 
internal storm structure was not addressed in their study. The 
model was somewhat modified by Econopouly et al. [1990], who 
also investigated the spatial transferability of the model pa- 
rameters. Arnold and Williams [1989] proposed a simple sto- 
chastic model to generate half-hourly rainfall intensity from 
daily rainfall. The model assumed that the daily rainfall fell in 
only one event. Cowpertwait et al. [1996] developed a stochastic 
disaggregation model for rainfall observed in the United King- 
dom, which allowed historical or generated hourly data to be 
disaggregated into totals for shorter time intervals. They also 
observed the necessity of carrying out some smoothing of the 
disaggregated totals to obtain realistic storm profiles. Connolly 
et al. [1998] developed a model which allows disaggregation of 
daily rainfall into multiple events in a day and the simulation of 
time-varying intensity within each event. 
Bo et al. [1994] used the Bartlett-Lewis rectangular pulses 
(BLRP) model developed by Rodriguez-Iturbe t al. [1987, 
1988] to disaggregate daily rainfall into hourly values. They 
argued that the successful result was due to a scaling (power 
law) behavior of the power spectrum. Another approach was 
proposed by Glasbey et al. [1995], who modified the BLRP 
model to simulate hourly data consistent with observed daily 
totals. Perica and Foufoula-Georgiou [1996] performed scaling- 
based disaggregation for spatial rainfall. They developed a 
disaggregation model based on the (empirically observed) scal- 
ing of probability distributions of rainfall fluctuations and cor- 
relation between the scaling parameters and the convective 
available potential energy. Olsson [1998] employed a cascade 
scheme [e.g., Gupta and Waymire, 1993] to model the temporal 
small-scale structure of rainfall. The main difference between 
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this model and most other previously developed cascade mod- 
els is the exact conservation of rainfall volume between suc- 
cessive cascade levels. This is termed a microcanonical prop- 
erty as opposed to canonical cascades where the volume is only 
on average conserved [e.g., Mandelbrot, 1974; Schertzer and 
Lovejoy, 1987]. Another consequence of this cascade structure 
is that the weights are not mutually independent but have a 
correlation of -1. However, the pairs of weights associated 
with different branchings are assumed to be mutually indepen- 
dent. Olsson [1998] claims that the model differs in some fun- 
damental respects from the majority of random cascade mod- 
els, even using a similar microcanonical approach [e.g., 
Carsteanu and Foufoula-Georgiou, 1996], because of the vari- 
ation in the correlation between adjacent pairs of weights in 
individual rainfall events. Olsson and Berndtsson [1998] em- 
ployed the scaling-based cascade model developed by Olsson 
[1998] to disaggregate the daily seasonal rainfall time series of 
3 years observed in Sweden to 45-min resolution. The disag- 
gregated data were shown to reproduce very well many funda- 
mental characteristics of the observed 45-min data, for exam- 
ple, division between rainy and dry periods, the event 
structure, and the scaling behavior. The results thus demon- 
strated the potential of scaling-based approaches in hydrolog- 
ical applications involving rainfall. 
It is encouraging that the studies conducted thus far on the 
transformation of rainfall data from one scale to another 
nearly unanimously support such a possibility. Particularly, the 
scaling-based studies that employed multifractal random cas- 
cade schemes eem to be useful to improve our understanding 
of the rainfall phenomenon and the possibility of rainfall dis- 
aggregation and therefore may have the prospect of tremen- 
dous practical significance. However, the main concern of such 
approaches is naturally the connection between the structure 
of the model on the one hand and the underlying physics of the 
rainfall process on the other. Establishing this connection re- 
mains a crucial task of research in the present field [Olsson, 
1998]. In other words, the multifractal random cascade ap- 
proaches treat the data as a realization of a stochastic process 
whose prevalent characteristic is the multifractal spectrum, and 
therefore they may not be able to account for the uniqueness 
of the data at hand [Puente and Obregon, 1996]. Therefore an 
approach that seeks to understand the whole and unique data 
set, in addition to preserving the multifractal spectrum, other 
important qualifters of the records, and the overall appearance 
of the data, could better serve the purpose. In this regard the 
notion of deterministic haos (that seemingly irregular-looking 
behavior can be the result of simple deterministic systems 
influenced by a few nonlinear interdependent variables) and 
the related methods of data processing seem to have a great 
potential. 
The application of the concept of deterministic chaos to 
hydrological processes has recently received considerable at- 
tention. A number of studies have investigated the existence of 
chaos in various hydrological processes, such as rainfall [e.g., 
Hense, 1987; Rodriguez-Iturbe t al., 1989; Sharifi et al., 1990; 
Berndtsson et al., 1994; Jayawardena nd Lai, 1994; Puente and 
Obregon, 1996; Sivakumar et al., 1998; 1999a, 1999b; Sivaku- 
mar, 1999, also Chaotic analysis of rainfall observed at differ- 
ent scales, submitted to Journal of Hydrology, 2000 (hereinafter 
referred to as Sivakumar, submitted manuscript, 2000], stream- 
flow [e.g., Jayawardena nd Lai, 1994; Porporato and Ridolfi, 
1996, 1997], and lake volume [e.g., Sangoyomi et al., 1996]. A 
few studies have also attempted short-term predictions [e.g., 
Jayawardena nd Lai, 1994; Porporato and Ridolfi, 1996, 1997; 
Sivakumar, 1999; Sivakumar et al., 1999a] and noise reduction 
[e.g., Berndtsson et al., 1994; Porporato and Ridolfi, 1997; Siva- 
kumar et al., 1999b; Sivakumar, 1999] in hydrological processes. 
The outcomes of such studies are, indeed, encouraging, as 
almost all of them have provided evidence on the existence of 
chaos in hydrological processes, thus revealing that the notion 
of deterministic chaos could be a proper alternative to the 
stochastic framework. 
In spite of its recent widespread application in various hy- 
drological processes, to the authors' knowledge, the suitability 
of the concept of chaos for transformation of hydrological data 
from one scale to another has not been studied so far and 
therefore provides the driving force for the present study. The 
objectives of the present study are twofold: (1) to investigate 
whether or not the transformation of rainfall data from one 
scale to another follows chaotic behavior and (2) to formulate 
a simple chaotic model for transformation of rainfall data from 
one scale to another. This study focuses only on the transfor- 
mation of rainfall data from one timescale (low resolution) to 
another (high resolution), that is, temporal transformation or 
disaggregation. Rainfall data of different resolutions, that is, 6, 
12, 24, 48, 96, and 192 hours, over a period of about 25 years 
observed at Leaf River basin, in the state of Mississippi, United 
States of America, are considered for the investigation. The 
correlation dimension method is employed to investigate the 
presence (or absence) of chaos. 
The organization of this paper is as follows. In section 2 the 
correlation dimension method is reviewed. The method is then 
employed to investigate whether or not the transformation of 
rainfall data from one scale to another exhibits chaotic behav- 
ior. A chaotic model is formulated in section 3 for transform- 
ing rainfall data from one scale to another. The effectiveness of 
the model for rainfall disaggregation is tested on data observed 
at Leaf River basin. The model also describes an inverse ap- 
proach to identifying chaos using the results of disaggregation. 
These results lead to a general discussion in section 4 concern- 
ing the question of whether a hypothesis of deterministic haos 
is valid for transformation of rainfall data from one scale to 
another. 
2. Investigation of Chaos in Rainfall 
Transformation 
2.1. Introduction 
The science of chaos is a burgeoning field, and the available 
methods to investigate the existence of chaos in a time series 
are still in a state of infancy. However, the considerable atten- 
tion that the theory has received in almost all fields of natural 
and physical sciences has motivated improvements in existing 
methods for the diagnosis of chaos and the proposal of new 
ones. The methods available thus far are the correlation di- 
mension method [e.g., Grassberger and Procaccia, 1983a, 
1983b], the nonlinear prediction method [e.g., Farmer and 
Sidorowich, 1987; Casdagli, 1989; Sugihara and May, 1990] in- 
cluding deterministic versus stochastic diagram [e.g., Casdagli, 
1991], the Lyapunov exponent method [e.g., Wolf et al., 1985], 
the Kolmogorov entropy method [e.g., Grassberger and Procac- 
cia, 1983c], the surrogate data method [e.g., Theiler et al., 
1992], and the linear and nonlinear redundancies [e.g., Palus, 
1995; Prichard and Theiler, 1995]. Among these the correlation 
dimension method has been the most widely used one for the 
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investigation of deterministic chaos in hydrological phenom- 
ena [e.g., Hense, 1987; Rodriguez-Iturbe t al., 1989; Sharifi et 
al., 1990; Berndtsson et al., 1994; Jayawardena nd Lai, 1994; 
Puente and Obregon, 1996; Sangoyomi et al., 1996; Porporato 
and Ridolfi, 1996, 1997; $ivakumar et al., 1998, 1999a; Sivaku- 
mar, 1999, submitted manuscript, 2000]. In the present study, 
the correlation dimension method is employed, and the pres- 
ence of a low-dimensional attractor (a geometric object which 
characterizes the long-term behavior of a system in the phase 
space) is taken as an indication of chaos. 
It is relevant to note that the application of chaos identifi- 
cation methods, particularly the correlation dimension 
method, to hydrological time series and the reported results 
have very often been questioned because of the fundamental 
assumptions with which the methods have been developed, 
that is, that the time series is infinite and noise-free. Important 
issues in the application of chaos identification methods to 
hydrological data, for example, data size, noise, delay time, 
etc., and the validity of chaos theory in hydrology have been 
discussed in detail by Sivakumar [2000] and therefore are not 
reported herein. It is relevant to note, however, that the studies 
by $ivakumar [1999, 2000] reveal that he presence of noise in 
the data does not significantly influence the correlation dimen- 
sion estimates (though it significantly influences the prediction 
accuracy estimates). This suggests that the correlation dimen- 
sion may be used as a preliminary indicator to identify the 
existence of chaos in the transformation of (noisy) rainfall data 
from one scale to another, before attempting detailed analysis 
such as application of noise reduction procedures. In this con- 
text, no attempt is made, in the present study, to reduce the 
noise present in the rainfall time series, and the raw data as 
recorded are analyzed. However, it is believed that the estima- 
tion of the correlation dimension requires a large number of 
data points. Such a belief is based on the assumption that the 
data size depends on the embedding dimension in the phase- 
space reconstruction. However, the study by $ivakumar [2000] 
reveals that the data size depends on the type and dimension of 
the underlying process, rather than the embedding dimension, 
and therefore the problem of data size is not as severe as it is 
believed to be (see $ivakumar [2000] for details). It is the 
authors' belief that rainfall time series observed over a period 
of 25 years is reasonably sufficient o understand the dynamics 
of rainfall transformation. 
2.2. Correlation Dimension Method 
The goal of determining the dimension of an attractor is that 
the dimensionality of an attractor furnishes information on the 
number of dominant variables present in the evolution of the 
corresponding dynamical system. Dimension analysis will also 
reveal the extent to which the variations in the time series are 
concentrated on a subset of the space of all possible variations. 
The central idea behind the application of the dimension ap- 
proach is that systems whose dynamics are governed by sto- 
chastic processes are thought to have an infinite value for the 
dimension. A finite, noninteger value of the dimension is con- 
sidered to be an indication of the presence of chaos. 
Correlation dimension is a measure of the extent to which 
the presence of a data point affects the position of the other 
points lying on the attractor. The correlation dimension 
method uses the correlation integral (or function) for distin- 
guishing between chaotic and stochastic behaviors. The con- 
cept of the correlation integral is that an irregular-looking 
process arising from deterministic dynamics will have a limited 
number of degrees of freedom equal to the smallest number of 
first-order differential equations that capture the most impor- 
tant features of the dynamics. Thus, when one constructs phase 
spaces of increasing dimension for an infinite data set, a point 
will be reached where the dimension equals the number of 
degrees of freedom and beyond which increasing the dimen- 
sion of the representation will not have any significant effect on 
the correlation dimension. 
Although many algorithms have been formulated for the 
computation of the correlation dimension of a time series, the 
Grassberger-Procaccia algorithm [Grassberger and Procaccia, 
1983a, 1983b] has received a lot of attention and has been 
applied in a number of studies [e.g., Hense, 1987; Rodriguez- 
Iturbe et al., 1989; Sharifi et al., 1990; Berndtsson etal., 1994; 
Jayawardena and Lai, 1994; Puente and Obregon, 1996; 
Sangoyomi et al., 1996; Porporato and Ridolfi, 1996, 1997; Si- 
vakumar et al., 1998, 1999a; SivakUmar, 1999, submitted manu- 
script, 2000] and therefore is employed in the preseilt study 
too. The algorithm uses the phase-space reconstruction of the 
time series. For a scalar time series Xi, where i = 1, 2, ..., 
N, the phase space can be reconstructed using the method of 
delays [e.g., Takens, 1980]. The basic idea in the method of 
delays is that the evolution of any single variable of a system is 
determined by the other variables with which it interacts. In- 
formation about the relevant variables is thus implicitly con- 
tained in the history of any single variable. On the basis of this 
an "equivalent" phase space can be reCOnstructed by assigning 
an element of the time series Xi and its successive delays as 
coordinates of a new vector time series 
Yj = (Xj, Xj+,, X•+2 ..... , Xj+(m_l)•) , (1) 
wherej = 1, 2, ..., N - (m - 1),/At, m is the dimension 
of the vector Y•, also called the embedding dimension, and •' is 
a delay time taken to be some suitable multiple of the sampling 
time At [Packard et al., 1980; Takens, 1980]. According to the 
embedding theorem of Takens [1980], to characterize a dy- 
namic system with an attractor dimension d, an (rn = 2d + 
1 )-dimensiOnal phase space is required. However, Abarbanel et 
al. [1990] suggested that m > d would be sufficient. For an 
m-dimensional phase space the correlation function C(r) is 
given by 
2 
C(r) = lim N(N- 1) E H(r-]Y•- Y•.]), (2) N-->oo t,j 
( l <-i <j <-N) 
where H is the Heaviside step function, with H(u) = 1 for u > 
0andH(u) = 0foru <0, whereu =r- IYi-Y•.l, risthe 
radius of sphere centered on Yi or Y•., and N is the number of 
data points. 
If the time series is characterized by an attractor, then for 
positive values of r the correlation function C(r) is related to 
the radius r by the following relation: 
C(r)--• ar •, (3) 
r-• 
N--• 
where a is constant and v is the correlation exponent or the 
slope of the log C(r) versus log r plot given by 
v = li m log C(r) r-,o logr ' (4) 
The slope is generally estimated by a least squares fit of a 
straight line over a certain range of r, called the scaling region. 
64 SIVAKUMAR ET AL.: A CHAOTIC APPROACH TO RAINFALL DISAGGREGATION 
Resolution 
Figure 1. 
Resolution T2 (= T/2) 
Schematic representation of distributions of weights of rainfall transformation. 
For a finite data set, such as the rainfall data series, it is clear 
that there is a separation r below which there are no pairs of 
points; that is, it is "depopulated." At the other extreme, when 
the value of r exceeds the set diameter, the correlation function 
increases no further; that is, it is "saturated." Therefore, for a 
finite data set, the region sandwiched between the depopula- 
tion region and the saturation region is considered as the 
scaling region. A somewhat better way to identify the scaling 
region is to estimate the local slope given by d[log C(r)]/d[log r]. 
To observe whether chaos exists, the correlation exponent 
(or local slope) values are plotted against he corresponding 
embedding dimension values. If the value of the correlation 
exponent is finite, low, and noninteger, then the system is 
considered to exhibit low-dimensional chaos. The saturation 
value of the correlation exponent is defined as the correlation 
dimension of the attractor. The nearest integer above the sat- 
uration value provides the minimum number of phase spaces 
or variables necessary to model the dynamics of the attractor. 
On the contrary, if the correlation exponent increases without 
bound with increase in the embedding dimension, then the 
system under investigation is considered as stochastic 
[Fraedrich, 1986]. 
2.3. Analysis of Rainfall Data 
2.3.1. Introduction. When the purpose is to investigate 
the existence of chaos in a hydrological time series of only a 
particular resolution, such as daily or hourly, then the task is 
simple, as the correlation dimension method can directly be 
employed to the time series. However, such a straightforward 
approach may not be possible when the task at hand is to 
investigate the existence of chaos in the dynamics of transfor- 
mation of data from one scale to another, and therefore the 
problem becomes more complicated. One way to solve this 
problem may be to analyze time series of different resolutions 
so as to understand their behaviors (chaotic or stochastic). 
However, while such an approach will no doubt provide indi- 
cations regarding the behavior of time series at the different 
resolutions analyzed, the question remains whether this can 
reveal anything about the behavior of the transformations be- 
tween them. For example, if time series of different resolu- 
tions, such as daily and hourly, exhibit chaotic (or stochastic) 
behavior, this does not mean that the transformations are also 
chaotic (or stochastic). In other words, it may not be possible 
to relate the behavior of individual time series of different 
resolutions to that of the overall transformations between 
them. Another possible way to solve this problem is to deter- 
mine how a time series of a particular resolution is transformed 
(aggregated/disaggregated) into that of another resolution us- 
ing the distributions of weights between the data resolutions. 
The consideration of distributions of weights between data of 
different resolutions seems to be a much more promising ap- 
proach than the former one to obtain important information 
regarding the behavior of transformation of time series from 
one scale to another. This approach therefore is employed in 
the present study to investigate the behavior of transformation 
of rainfall data from one scale to another. 
2.3.2. Distributions of weights. Let us assume that we 
have a rainfall time series Xi, i = 1, 2, ..., N, at a certain 
resolution T1, and the task at hand is to obtain the rainfall 
values (Zi)k, k = 1, 2,..., p, at a higher resolution T2, 
wherep = T1/T 2. Let us also assume that the values of Xi are 
distributed into (Zi) k according to (Zi) • = (W•)•X•, where 
(Wi)• are the weights of distributions of Xi to (Zi)• and 5;•= 1 
(Wi)• = 1. This indicates that the transformation of rainfall 
data from one scale to another is possible only if the weights of 
distributions of data between the two scales are available. This 
is why the determination of the behavior (chaotic or stochastic) 
of distributions of weights is essential in understanding the 
behavior of transformation of data from one scale to another. 
In practice, however, the weights are not known a priori and 
therefore have to be computed from the values of X• and (Z•)k 
in the model formulation stage. In the present study, for con- 
venience, only rainfall values at successively doubled temporal 
resolutions are considered to compute the weights and in the 
subsequent development of the model. This means that p = 
T1/T 2 - 2. A schematic picture depicting the approach em- 
ployed in the present study is shown in Figure 1. 
2.3.3. Study area and data used. In the present study, 
rainfall data observed at Leaf River basin in the state of Mis- 
sissippi, United States of America, is used. The basin is located 
between 31042'25" latitude and 89024'25" longitude in the 
southern region of the state of Mississippi. The climate in this 
region is humid subtropical, characterized by short, temperate 
winters, long, hot summers, and rainfall that is fairly evenly 
distributed throughout he year. However, the region is subject 
to periods of both drought and flood, and the climate rarely 
seems to bring "average" conditions. Prevailing southerly 
winds provide moisture of high humidities and potential dis- 
comfort from May through September. Locally violent and 
destructive thunderstorms are a threat on an average of about 
60 days a year. Hurricanes and tornadoes are a particular 
danger, especially during the spring season. 
The mean annual temperature is about 18.3øC, the minimum 
mean of 5.6øC occurring in January and the maximum mean of 
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Table 1. Characteristics of Rainfall Data of Different Resolutions 
Parameter 192 Hours 96 Hours 48 Hours 24 Hours 12 Hours 6 Hours 
Number of data 1,024 2,048 4,096 8,192 16,384 32,768 
Mean 32.24 16.12 8.06 4.03 2.02 1.01 
Standard deviation 31.90 22.08 15.61 10.47 6.71 4.12 
Variance 1,017.62 487.62 243.56 109.46 44.97 16.96 
Maximum value 234.03 221.52 221.52 221.52 116.16 87.37 
Minimum value 0.00 0.00 0.00 0.00 0.00 0.00 
Number of zeros 62 412 1,633 4,467 11,257 24,889 
(6.1%) (20.1%) (39.9%) (54.5%) (68.7%) (75.9%) 
27.2øC occurring in July. Low temperatures drop to 8.9øC be- 
low zero, while high temperatures exceed 32øC. The mean 
annual precipitation is about 1350 mm and is well distributed 
throughout the year. March is the wettest month with a mean 
rainfall of about 160 mm, while October is the driest month 
with a mean rainfall of about 80 mm. Snowfall is less than 63 
mm per year. In essence, the region has a climate characterized 
by the absence of severe cold in winter but by the presence of 
extreme heat in summer. Cold spells are usually of short du- 
ration, and the growing season is long. Rainfall is plentiful, but 
so are dry spells and sunshine. 
For the present investigation, rainfall data observed over a 
period of about 25 years (January 1963 to December 1987) are 
used. The highest-resolution data available are at 6-hour in- 
tervals, and therefore 6-hour, 12-hour, 24-hour, 48-hour, 96- 
hour, and 192-hour data are used in the analysis. The weights 
considered for the analysis are those obtained from the trans- 
formation of only the nonzero rainfall values at a particular 
resolution (e.g., 12 hours) to a successively doubled higher 
resolution (e.g., 6 hours). The zero values are eliminated be- 
cause their presence could significantly influence, as explained 
below, the outcomes of the correlation dimension analysis and 
the subsequent disaggregation model: (1) The presence of a 
large number of zero values may bias (lower) the correlation 
dimension estimate, since the reconstructed hypersurface in 
phase space would tend to a point when a certain value (in this 
case zero) occurs repeatedly in a time series [e.g., Tsonis et al., 
1993]. The correlation dimension results obtained by a recent 
study by Sivakumar (submitted manuscript, 2000) for the Leaf 
River rainfall support this point, as the daily rainfall series 
yields a lower dimension than the 2-day, 4-day, and 8-day 
rainfall series. For example, the daily rainfall time series in 
Leaf River, consisting of about 54.53% of zero values, yieids a
correlation dimension of about 4.82, which is significantly less 
than the dimension of the 8-day rainfall time series, consisting 
of only about 6.05% of zeros. This means that the inclusion of 
zero values, yielding an underestimation of the dimension, 
could indicate the presence of chaos even when it is actually 
absent. Such an outcome would certainly be misleading when 
the task at hand is basically to investigate whether or not chaos 
exists in the time series. (2) The presence of a zero value in 
rainfall time series of a particular resolution does not contrib- 
ute anything to its disaggregation to another (higher) resolu- 
tion, as it is obvious that the disaggregation values of a zero 
rainfall value are also zeros. (Also, the computation of weight 
ratios, which are input for the disaggregation model, of a zero 
value is not possible, as zero divided by zero is undefined.) (3) 
With respect to point 2 above, the presence of zero values in 
the rainfall time series may potentially lead to wrong outcomes 
also in the disaggregation procedure. For instance, if the zero 
values are included in the phase-space reconstruction and if 
the last element of the nearest neighbor to the vector contain- 
ing the value to be disaggregated is zero, then the rainfall value 
cannot be disaggregated, as the weights are undefined (see 
section 3 for details about the disaggregation procedure). 
Having said the above, it must also be noted that the elim- 
ination of zero rainfall values could also lead to unrealistic 
estimates in the correlation dimension estimation (or predic- 
tion) of the rainfall time series (or any other hydrological time 
series for that matter). This is because, in such estimates, the 
zero rainfall values are also indicative of, and equally impor- 
tant to understand, how the dynamics of the system evolved. 
Therefore it is necessary to understand the potential influences 
of the inclusion or exclusion of the zero values with respect to 
the particular task at hand and to obtain the appropriate time 
series for analysis. With the above knowledge of the potential 
positive and negative effects of the exclusion (or inclusion) of 
the zero values on the correlation dimension estimate, it is 
believed that their exclusion would have less effect on the 
outcomes of the dimension analysis, and therefore only non- 
zero values are considered here. Therefore the approach 
adopted in the present study (by eliminating zeros) to obtain 
the appropriate time series (i.e., distributions of weights) for 
the correlation dimension estimation is somewhat different 
from the one that is usually adopted in a rainfall (or any other 
hydrological) time series. It is relevant to note, however, that 
the resulting time series may still provide a time series of 
distributions of weights containing zero values. This is because 
a nonzero rainfall value at a particular resolution may be 
transformed to a (same) nonzero value and a zero value at 
some other resolution, in which case the weights will be 1 and 
0, respectively. As a result, there is still a possibility for under- 
estimation of the correlation dimension of the weights, but the 
underestimation, if any, will not be as severe as when the zero 
values are also included to obtain the weights. Also, the pres- 
ence of zero values in the weights does not have any ill effects 
in the disaggregation procedure, as they are not used in the 
phase-space reconstruction but only helps one to obtain real- 
istic estimates of the distribution of weights (1 and 0 or 0 and 
1) and the disaggregation values. 
2.3.4. Analysis, results, and discussions. Table 1 pre- 
sents some of the important statistics of the rainfall data of six 
different resolutions, that is, 6, 12, 24, 48, 96, and 192 hours, 
observed at Leaf River basin. The corresponding statistics of 
the distributions of weights of rainfall data between the above 
successively doubled resolutions are presented in Table 2. As 
mentioned previously, the number of data presented in Table 
2 for the distributions of weights between any two successively 
doubled resolutions, for example, 6 hours and 12 hours, is 
obtained by considering only the nonzero rainfall values at the 
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Table 2. Characteristics of Weights Between Different Rainfall Resolutions 
Parameter 
192-hour 96-hour to 48-hour to 24-hour to 12-hour to 
to 96-hour 48-hour 24-hour 12-hour 6-hour 
Resolution Resolution Resolution Resolution Resolution 
Number of data 1,924 3,272 4,926 7,450 10,254 
Mean 0.50 0.50 0.50 0.50 0.50 
Standard deviation 0.3846 0.4315 0.4394 0.4427 0.4395 
Variance 0.1479 0.1862 0.1931 0.1960 0.1932 
Maximum value 1.00 1.00 1.00 1.00 1.00 
Minimum value 0.00 0.00 0.00 0.00 0.00 
Number of zeros 288 809 981 1,726 2,165 
(14.97%) (24.72%) (19.91%) (23.17%) (21.12%) 
lower resolution among the two, that is, 12 hours. A compar- 
ison of Tables 1 and 2 reveals that the number of zeros in the 
weights (Table 2) is significantly reduced by the exclusion of 
zero values in the computation of the weights. For example, 
the percentage of zeros in the weights between 12-hour and 
6-hour resolutions is about 21% when the zeros are excluded in 
the computation of weights, whereas the corresponding num- 
ber would be about 75% if zeros are also included. While it can 
be argued that the weights obtained in the former case could 
still lead to an underestimation of the dimension because of 
the presence of zeros, it is crucial to recognize that the under- 
estimation, if any, would be significantly less compared to the 
latter. These observations eem to suggest hat the correlation 
dimension values obtained in the present study for the weights 
could, indeed, be reasonably closer to the actual ones, if not 
accurate (see below for more details). 
Figure 2, for example, shows the variation of the distribu- 
tions of weights between rainfall data of 12-hour and 6-hour 
resolutions observed at Leaf River basin. A visual inspection of 
the time series indicates significant variations in the values. 
The seemingly irregular behavior of the time series does not 
indicate anything regarding its behavior, whether deterministic 
or stochastic or chaotic, and therefore additional tools are 
required to identify whether or not chaos exists. Similar obser- 
vations are also made for the weights between rainfall data of 
the other successively doubled resolutions, that is, 24 and 12 
hours, 48 and 24 hours, 96 and 48 hours, and 192 and 96 hours. 
The analyses of the distributions of weights using the correla- 
tion dimension method and the results obtained are presented 
below. 
In the present study, the correlation functions and hence the 
exponents are computed, as explained in section 2.2, for dis- 
tributions of weights between rainfall data observed at differ- 
ent successively doubled resolutions. The delay time r is com- 
puted using the autocorrelation function method and is taken 
as the lag time at which the autocorrelation function first 
crosses the zero line [e.g., Holzfuss and Mayer-Kress, 1986]. A 
delay time value of 1 is observed for all the different sets of 
weights. Figure 3a shows the log C(r) versus log r plots ob- 
tained ,with embedding dimensions from 1 to 20 for distribu- 
tions of weights between rainfall data observed at 12-hour and 
6-hour resolutions, while the variation of local slope against log 
r is shown in Figure 3b. Figures 3a and 3b indicate clear scaling 
regions that allow fairly accurate estimates of the correlation 
exponents. The relationship between the correlation exponent 
values and the embedding dimension values is shown in Figure 
4a. It can be seen that the correlation exponent value increases 
with the embedding dimension up to a certain value and then 
saturates beyond that value. The saturation of the correlation 
exponent beyond a certain embedding dimension value is an 
indication of the existence of deterministic dynamics. The sat- 
uration value of the correlation exponent (or correlation di- 
mension) is about 1.86. The finite and low correlation dimen- 
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Figure 3. (a) Log C(r) versus log r plot for distributions of Time 
weights of rainfall data between 12-hour and 6-hour resolu- 
Figure 2. Variation of distributions of weights of rainfall tions. (b) Local slope versus log r plot for distributions of 
data between 12-hour and 6-hour resolutions. weights of rainfall data between 12-hour and 6-hour resolutions. 
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and embedding dimension for distributions of weights of rain- 
fall data between 12-hour and 6-hour resolutions. (b) Rela- 
tionship between correlation exponent and embedding dimen- 
sion for distributions of weights of rainfall data between 
different successively doubled resolutions. 
sion is an indication that the distributions of weights between 
rainfall at 12-hour and 6-hour resolutions exhibit low- 
dimensional chaotic behavior. Figure 4b shows the relationship 
between the correlation exponent values and the embedding 
dimension values for the distributions of weights between rain- 
fall data observed at the different successively doubled resolu- 
tions considered in the present study. Saturation of the corre- 
lation exponents is observed in all the cases, indicating that the 
distributions of weights between rainfall data observed at dif- 
ferent resolutions exhibit low-dimensional chaotic behavior. 
The correlation dimension results achieved for the different 
sets of distributions of weights are presented in Table 3. The 
existence of low-dimensional chaotic behavior in the transfor- 
mation of data between different successive resolutions ana- 
lyzed seems to suggest he applicability (or suitability) of a 
chaotic approach for rainfall disaggregation. 
Though the analysis of distributions of weights between data 
of different successive resolutions yielded low correlation di- 
mension estimates, variations in the dimensions are observed, 
as can be seen in Table 3. The highest correlation dimension 
value of about 3.46 is obtained for distributions of weights 
between rainfall data observed at 192-hour and 96-hour reso- 
lutions. The dimension decreases for resolutions between 96 
and 48 hours and 48 and 24 hours and finally reaches the 
lowest value of about 1.65 between 24 and 12 hours. However, 
the same trend is not observed for the distributions of weights 
between 12-hour and 6-hour resolutions, instead an increase in 
the dimension is observed. A further increase in the dimension 
may be expected for distributions of weights of data between 
still higher and higher resolutions (e.g., between 6 and 3 hours, 
3 and 1.5 hours, and so on). Unfortunately, this could not be 
verified in the present study, since the highest-resolution data 
available are only at 6-hour intervals. 
The above observations on the variations of correlation di- 
mension estimates deserve some discussion here. The (corre- 
lation) dimension of a data set is a representation of the vari- 
ability or irregularity of the values in the data set that is 
investigated. A data set with high variability in the values 
provides a high dimension, which, in turn, indicates the higher 
complexity of the dynamics of the phenomenon. A low dimen- 
sion would be the result of low variability, indicating less com- 
plexity of the dynamics of the phenomenon. The dimension 
results achieved in the present study indicate that the distribu- 
tions of weights between rainfall data observed at 192-hour 
and 96-hour resolutions have a higher degree of variability 
than those observed at other resolutions. The correlation di- 
mension value of about 3.46 obtained indicates that the mini- 
mum number of variables necessary to model the dynamics of 
the distributions of weights is 4. However, the minimum vari- 
ability seems to occur for distributions of weights between 
rainfall data observed at 24-hour and 12-hour resolutions. In 
this case the correlation dimension value is about 1.65, and 
therefore the minimum number of variables necessary is 2. For 
data of the other resolutions considered in the present study, 
the minimum number of variables necessary to model the 
dynamics of the distributions of weights is 2 or 3 (Table 3). 
The implications of the dimension results achieved in the 
present study may be the following: (1) There is only a partic- 
ular range of scales or resolutions (in this case between 24 
hours and 12 hours) at which the disaggregation procedure is 
more effective than at any other range. In other words, it may 
not be possible to achieve realistic results when one attempts 
disaggregation using very low-resolution data (e.g., 192 hours). 
Therefore the identification of this particular range of scales 
that can provide reasonably good results is important to obtain 
guidelines on the possibility of disaggregation. The correlation 
dimension could be an important tool for such identification, 
as this can provide important information about the complexity 
of the dynamics of transformation of data from one scale to 
another. (2) The random cascade schemes, which treat the 
data as a realization of a stochastic process and also assume 
that statistical properties of the process observed at different 
scales or resolutions are governed by the same relationship, 
may or may not be valid. The properties of the process at 
Table 3. Results of Correlation Dimension Analysis of Weights 
Parameter 
192-hour 96-hour to 48-hour to 24-hour to 12-hour to 
to 96-hour 48-hour 24-hour 12-hour 6-hour 
Resolution Resolution Resolution Resolution Resolution 
Delay time 1 1 1 1 1 
Correlation dimension 3.46 2.61 2.23 1.65 1.86 
Number of variables 4 3 3 2 2 
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different scales may be governed by a chaotic relationship 
rather than by a stochastic relationship, with the dimension 
estimate indicating the simplicity (or complexity) of the rela- 
tionship and the number of variables essential to model the 
dynamics of transformation. 
The above results for the weights of rainfall data between 
the different resolutions also support the earlier argument that 
the presence of reasonably small percentage of zeros in the 
time series would result in only a slight underestimation of the 
dimension, if any, and is explained as follows. The weights 
between data of 48-hour and 24-hour resolutions consist of 
19.91% of zeros, and the percentage of zeros in the weights 
between data of 96-hour and 48-hour resolutions is 24.72%. If 
the percentage of zeros alone is considered responsible for the 
underestimation of the dimension, then the former series 
should yield (at least) a slightly higher dimension than the 
latter series. However, the dimension obtained for the former 
series is about 2.23, which is lower than the dimension of about 
2.61 obtained for the latter series. Such an observation indi- 
cates that the dimensions of weights are not heavily underes- 
timated because of the presence of zeros, though there may be 
a possibility of a slight underestimation. However, even if such 
an underestimation occurs, then it seems to occur almost 
equally for all the series as the percentage of zeros in the five 
different series lie in a narrow range between 14.97% and 
23.17%. However, if the zero values are also considered in 
obtaining the distributions of weights, then the percentage of 
zeros in the different series might lie in a wide range between 
20% and 75%, and the underestimation of the dimension 
could be significantly different for different time series. Such 
an observation is made by Sivakumar (submitted manuscript, 
2000), while investigating data of four different resolutions 
observed in Leaf River basin. All these results suggest hat it 
would be desirable to exclude the zero values (particularly 
when large in number) to avoid underestimation of the dimen- 
sion, if and only if their exclusion does not result in serious 
consequences. As explained previously, since the presence of 
zero rainfall values of a particular resolution do not contribute 
anything to the disaggregation to another (higher) resolution 
but only causes an underestimation of the dimension and prob- 
lems in disaggregation procedure, their exclusion seems not 
only reasonable but also necessary. 
3. Chaotic Disaggregation Model for Rainfall 
3.1. Model Formulation 
It should be clear, from the correlation dimension results 
presented in section 2, that the dynamics of transformation of 
rainfall data between different resolutions may be better de- 
scribed by a chaotic approach rather than a stochastic ap- 
proach. In this spirit an attempt is made in this section to 
develop a disaggregation model for rainfall based on a chaotic 
dynamical approach. The effectiveness of the model is tested 
by employing it to analyze the rainfall data of different succes- 
sively doubled resolutions, mentioned in section 2.3.3. 
Let us assume that we have a rainfall time series X i, i = 1, 
2, ..., N, at a certain resolution T•, and the task at hand is to 
obtain the rainfall values (Zi)•,, k - 1, 2, ..., p, at a higher 
resolution T2, where p = T•/T 2. Let us also assume that the 
values of X i are distributed into (Zi) k according to (Zi) k = 
(Wi) •Yi, where (Wi) •, are the distributions of weights of Xi to 
(Zi) k and • = • (W•) •, = 1. Assuming also that information is 
available about the history of distributions of weights (Wi)•, (or 
X i and (Zi)k) , i = 1, 2, ..., n, where n < N, an attempt is 
made here, based on the ideas gained from chaotic dynamical 
theory, to formulate a model to obtain the future distributions 
of weights (Wi)•, and hence the values of (Z•)k, i = n + 
1,..., N (to make the parameters involved in the model 
consistent with the ones used in the correlation dimension 
method, the total number of points is always kept equal to N; 
the history of n rainfall values (training set), where n < N, is 
used to disaggregate he rainfall values from n + 1 to N). The 
approach adopted in the formulation of the chaotic disaggre- 
gation model is somewhat similar to the one adopted in the 
nonlinear prediction method [e.g., Farmer and Sidorowich, 
1987; Casdagli, 1989, 1991; Sugihara and May, 1990] and is 
explained as follows. 
Let us consider determining first the distributions of weights 
(Wn + x)k. The first step is to reconstruct the phase space of the 
time series Xi, i - 1, 2, ..., n + 1, observed at the reso- 
lution T•, according to 
Yj = (Xj, Xj+, Xj+2, . . . , Xj+(rn-1)z), (5) 
wherej = 1, 2, ..., (n + 1) - (m - 1)r/At. The next step 
is to assume a functional relationship between the vectors Yj, 
such as 
Yj+r= Fr(Yj). (6) 
The problem then is to find an appropriate expression for F T . 
There are several possible approaches for determining FT, but 
the most promising seems to be the "local approximation 
method" [e.g., Farmer and Sidorowich, 1987; Casdagli, 1989; 
Sugihara and May, 1990], which uses only nearby states. The 
basic idea in the local approximation method is to break up the 
domain into local neighborhoods and fit parameters in each 
neighborhood separately. The disaggregation of Xn + • is made 
based on Y•, j = (n + 1) - (m - 1)z/At, and its neighbors 
Yj. for all j' < j. The neighbors of Y•. are found on the basis of 
the minimum values of IIY - YS-II, If only one neighbor is
considered, then the distributions of weights (W• + •)•, ofX• + • 
would be the distributions of weights of the corresponding 
element X• in the nearest vector Y•. This is called the zeroth 
order or nearest-neighbor approximation. However, such an 
approach might not give good results, since a single neighbor 
might not involve the important dynamics of the system. An 
improvement to the zeroth-order approximation is the first- 
order approximation. This approach considers k' number of 
neighbors, and the distributions of weights (W• + •)•, ofX• + • is 
taken as an average of the k' values' distributions of weights of 
the corresponding elements X• in the nearest vectors. The 
optimal value of k' (k Dpt) is generally determined by trial and 
error. Having determined the distributions of weights, the dis- 
aggregation of the rainfall value Xn + • observed at the resolu- 
tion T• to rainfall values (Z•+•)•, at resolution T 2 can be 
obtained according to (Zn + •) •, = (Wn + •) •Yn + •. The above 
procedure can be repeated to obtain the distributions of 
weights of rainfall values Xn +2, X• +3, ..-, X•v, that is, 
(W•+2)•,, (W•+3)•,, ..., (W•v)•,, and hence the rainfall val- 
ues at the resolution T2, that is, (Z•+2)•, (Zn+3)•, ..., 
(Z•v)k. The accuracy of the disaggregation can be evaluated by 
using any of the standard statistical measures. In this study, the 
linear correlation coefficient between the modeled values and 
the observed values is used as a main tool to determine the 
accuracy of disaggregation. A correlation coefficient of 1 (one) 
is considered as a perfect disaggregation, whereas a value of 0 
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(zero) refers to no relationship between the modeled and the 
observed values. In addition to the linear correlation coeffi- 
cient, root-mean-square rror, coefficient of efficiency, time 
series plots, and scatter diagrams are also used to choose the 
best disaggregation results, among a large combination of re- 
sults achieved with varying number of neighbors and embed- 
ding dimensions. 
3.2. Identification of Chaos (Inverse Approach) 
The disaggregation model formulated above also has the 
potential advantage in that the disaggregation results them- 
selves can be used to identify the behavior (chaotic or stochas- 
tic) of dynamics of rainfall transformation from one scale to 
another. The identification can be done in two possible ways by 
checking the accuracy of disaggregation (i.e., correlation coef- 
ficient or root-mean-square rror or coefficient of efficiency) 
against (1) the number of neighbors and (2) the embedding 
dimension. The identification of chaos using the disaggrega- 
tion results themselves can therefore be termed as an inverse 
approach. The inverse approach used in the present study to 
identify chaos in rainfall transformation is similar-to the one 
proposed by Casdagli [1989, 1991] and used by, for example, 
$ivakumar et al. [1999a], except that the present study uses the 
accuracy of disaggregation instead of prediction, used in those 
studies. 
The concept behind the use of number of neighbors is that 
a smaller number of neighbors corresponds to a deterministic 
modeling approach, whereas a larger number of neighbors 
corresponds to a stochastic modeling approach [e.g., Casdagli, 
1991]. Therefore if models near to the deterministic extreme 
(i.e., smaller number of neighbors) provide more accurate dis- 
aggregation results compared to those near the stochastic ex- 
treme (i.e., larger number of neighbors), then this may be 
considered as an evidence of low-dimensional chaos in the 
data. If models near the stochastic extreme provide more ac- 
curate disaggregation results compared to those near to the 
deterministic extreme, then this may be considered as an indi- 
cation of stochasticity. 
With respect to the embedding dimension the presence (or 
absence) of chaos can be identified as follows. If the dynamics 
is chaotic, then it is expected that the disaggregation accuracy 
would increase (to reach its best) with the increase in the 
embedding dimension up to a certain point, called the optimal 
embedding dimension (m opt) , and remain close to its best for 
embedding dimensions higher than toopt. However, for sto- 
chastic time series, there would be no increase in the disaggre- 
gation accuracy with an increase in the embedding dimension, 
and the accuracy would remain the same for any value of the 
embedding dimension [e.g., Casdagli, 1989]. 
3.3. Model Application to Rainfall Data 
The chaotic disaggregation model formulated above is em- 
ployed to analyze rainfall data of successively doubled resolu- 
tions (i.e., p = 2) observed at Leaf River basin (see sections 
2.3.2 and 2.3.3 for details). Again, only the nonzero rainfall 
values are considered in the disaggregation procedure. In the 
present study, the number of neighbors considered in the dis- 
aggregation model ranges from 1 to 200, and the procedure is 
carried out for embedding dimension values from 1 to 10. In 
each case (i.e., disaggregation between different successively 
doubled resolutions) the (lower resolution) time series is split 
into two parts, with the last 100 points that are disaggregated 
to yield 200 (higher resolution) values, forming the test set to 
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Figure 5. (a) Comparison between time series plots of mod- 
eled and observed rainfall disaggregation values from 12-hour 
resolution to 6-hour resolution. (b) Scatterplot of modeled 
versus observed rainfall disaggregation values from 12-hour 
resolution to 6-hour resolution. 
evaluate the disaggregation accuracy. The discussion here re- 
volves around two important aspects: (1) effectiveness (or suit- 
ability) of the chaotic disaggregation model for rainfall and (2) 
identification of chaos from the disaggregation results, using 
the inverse approach explained in section 3.2. 
3.3.1. Model effectiveness. Figure 5a, for example, pre- 
sents a comparison of the time series between the modeled 
values and the observed values when the rainfall data observed 
at 12-hour resolution is disaggregated into 6-hour resolution. 
The scatterplot of the modeled and the observed values is 
presented in Figure 5b, with the solid 1:1 (diagonal) line for 
reference. The disaggregation results shown in Figures 5a and 
5b are those obtained for the optimal number of neighbors 
(k•p t = 10) and embedding dimension (mop t = 4) (see Table 
4). The correlation coefficient value achieved is about 0.723, 
and the root-mean-square rror and coefficient of efficiency 
values are respectively 3.42 and 0.567 (see Table 4). Figures 5a 
and 5b show fairly accurate matching between the modeled 
and the observed values, except when the observed rainfall is 
very high or zero. In the latter case a comparison between the 
modeled and the observed rainfall values indicates that the 
modeled rainfall has significant number of nonzero values 
against he zero observed values. (Similar results are achieved 
also for data of other resolutions.) A possible explanation for 
this (overestimation) may be the following. The zero rainfall 
values observed at the 6-hour resolution are the result of dis- 
tributions of nonzero rainfall values observed at the 12-hour 
resolution, which means that the distributions of weights are 1 
and 0 (or 0 and 1) (see Figure 2). However, in the disaggre- 
gation model used in the present study, the distributions of 
weights for a rainfall value are obtained by averaging those of 
the rainfall values nearest to the reconstructed vector consist- 
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Table 4. Results of Rainfall Disaggregation 
Parameter 
192-hour 96-hour to 48-hour to 24-hour to 12-hour to 
to 96-hour 48-hour 24-hour 12-hour 6-hour 
Resolution Resolution Resolution Resolution Resolution 
Correlation dimension 3.46 2.61 2.23 1.65 1.86 
Correlation coefficient 0.7148 0.6772 0.7165 0.7530 0.7234 
Root-mean-square error 15.62 14.41 9.91 4.89 3.42 
Coefficient of efficiency 0.401 0.458 0.507 0.588 0.567 
Optimal dimension 6 6 4 4 4 
Optimal neighbors 10 10 10 10 10 
ing of that particular rainfall value, as explained in section 3.1. 
The consideration of several nearest rainfall values could re- 
sult in distributions of weights other than 1 and 0 (or 0 and 1), 
if those nearest values have distributions of weights other than 
1 and 0 (or 0 and 1). A similar explanation can be provided also 
for the bias (underestimation) achieved when the observed 
values are high (or even moderate). In such a case the distri- 
butions of weights could be highly uneven, that is, closer to 1 
and 0 (or 0 and 1), since an averaging procedure might bring 
the weights around the mean of 1 and 0. Another possible 
argument for this underestimation may be that it could also be 
the result of insufficient number of neighbors, since the con- 
sideration of only a small number of neighbors may not be 
sufficient to bring the weights significantly different than the 
mean of 1 and 0. However, the results achieved from the 
present study for data of different resolutions analyzed indi- 
cate that the optimal results are achieved only when the num- 
ber of neighbors is low (i.e., k' - 10) (see section 3.3.2). 
Table 4 presents a summary of the disaggregation results 
achieved, using the chaotic model, for data of different succes- 
sively doubled resolutions considered in the present study. The 
correlation coefficient, root-mean-square rror, and coefficient 
of efficiency values presented in Table 4 are those achieved for 
the optimal number of neighbors and embedding dimensions, 
also presented therein. In most of the cases, for example, the 
correlation coefficients between the modeled and the observed 
rainfall values are above 0.70, indicating the effectiveness of 
the chaotic disaggregation procedure for rainfall. However, the 
variations observed in the correlation coefficients when disag- 
gregation is between different successively doubled resolutions 
seem to be interesting. As Table 4 reveals, the highest corre- 
lation coefficient of about 0.753 is achieved when the disag- 
gregation is from 24-hour resolution to 12-hour resolution, 
whereas the lowest coefficient of about 0.677 occurs when the 
disaggregation is from 96-hour resolution to 48-hour resolu- 
tion. Also, there seems to be a trend of a decrease in the 
correlation coefficient when the disaggregation resolutions are 
higher than 24 hours (i.e., between 48 and 24 hours and 96 and 
48 hours), except between 192 hours and 96 hours. Such a 
trend is also supported by the coefficient of efficiency values. 
An insight into the disaggregation accuracy results and the 
correlation dimension results of the distributions of weights, 
also presented in Table 4, seems to indicate a possible inverse 
relationship between the two. The best disaggregation accu- 
racy (e.g., highest correlation coefficient) achieved for disag- 
gregation from 24 to 12 hours corresponds to the lowest cor- 
relation dimension achieved for the distributions of weights 
(about 1.65). The trend seems to be present throughout the 
resolutions of data considered for analysis, except for those 
between 192 and 96 hours. The inverse relationship between 
the correlation dimension and the correlation coefficient is 
consistent with the concept of the correlation dimension 
method presented earlier. That is, a higher dimension is an 
indication of a more complex process (or transformation dy- 
namics), which is more difficult to model than a less complex 
process, which is recognized by a lower dimension. All these 
observations uggest the usefulness and validity of the concept 
of correlation dimension, which is developed in the context of 
chaos theory, for understanding the behavior of the dynamics 
involved in rainfall transformation and its subsequent modeling. 
3.3.2. Evidence of chaos (inverse approach). The above 
results regarding the existence of chaos in the dynamics of 
rainfall transformation can be supported further using the in- 
verse approach. Figure 6a shows, for example, the relationship 
between the correlation coefficient and the number of neigh- 
bors when the rainfall data at 12-hour resolution is disaggre- 
gated into 6-hour resolution. The disaggregation results shown 
are those obtained for the optimal embedding dimension value 
(mop t = 4). Figure 6a shows that the correlation coefficient 
increases with the increase in the number of neighbors up to a 
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certain point (k' = 10) and then seems to remain constant 
when the number of neighbors is increased further. Though 
the correlation coefficient values seem to remain the same for 
number of neighbors equal to 10 or more, the best results seem 
to occur only when the number of neighbors is equal to 10 (as 
observed from the time series plots and scatterplots). The 
observation of best disaggregation results obtained with a 
smaller number of neighbors (i.e., a deterministic extreme) 
may be considered to provide evidence of chaos in the trans- 
formation dynamics of rainfall data between 12-hour and 
6-hour resolutions. Similar results are achieved also for data of 
other resolutions considered in the present study, suggesting 
the existence of chaos. 
Figure 6b shows the variation of the correlation coefficient 
against he embedding dimension for disaggregation of rainfall 
from 12-hour resolution to 6-hour resolution, with the number 
of neighbors equal to the optimal number of neighbors ob- 
tained above (k•p t = 10). The correlation coefficient increases 
with the increase in the embedding dimension up to a certain 
value (m = 4) and then remains saturated beyond that value. 
Similar results are also observed for the coefficient of effi- 
ciency values. Again, the best results are obtained when the 
embedding dimension is4 (i.e., mopt -- 4). The disaggregation 
results achieved for rainfall data of the other different resolu- 
tions considered in the present study also indicate optimal 
embedding dimensions (see Table 4), providing evidence of 
the existence of chaotic behavior in the dynamics of rainfall 
transformation. The optimal embedding dimensions thus ob- 
tained seem to be in good agreement with the one suggested by 
Takens [1980], that is, 2d + 1, where d is the dimension of the 
time series. All these results only provide further support to 
the results achieved using the correlation dimension method 
regarding the existence of chaos in the dynamics of the trans- 
formation of rainfall data between successively doubled reso- 
lutions observed in Leaf River basin. Also, the good agreement 
between the optimal embedding dimensions and the correla- 
tion dimensions seems to suggest hat the estimated correla- 
tion dimensions could well be closer to the actual dimension of 
rainfall transformation process and that there is only a slight 
underestimation of the dimension, if any. 
4. Summary and Conclusions 
An important limitation often faced in the investigation of 
hydrological, meteorological, and agricultural processes is the 
lack of high-resolution data to understand the intricacies of the 
processes and describe them in a sophisticated and physically 
accurate way. Though the past decade has witnessed a number 
of studies to solve this problem, the main concern of such 
studies seems to be the inability of the stochastic approaches 
used therein to establish connections between the structure of 
the models and the underlying dynamics of the processes [el- 
sson, 1998]. The present study was aimed at the possibility of 
establishing such connections through the introduction of a 
chaotic dynamical flamework. The chaotic dynamical flame- 
work introduced was based on the notion that seemingly irreg- 
ular-looking processes could be the result of simple determin- 
istic systems influenced by a few nonlinear interdependent 
variables. Rainfall data of six different successively doubled 
resolutions observed at Leaf River basin in the state of Mis- 
sissippi, United States of America, were considered for the 
investigation. Specifically, the distributions of weights between 
any two successively doubled resolutions were studied. The 
correlation dimension method was used to investigate the be- 
havior of the dynamics of rainfall transformation. 
The analysis of the distributions of weights of transformation 
of rainfall data between successively doubled resolutions 
yielded finite and low correlation dimensions and thus pro- 
vided preliminary evidence on the existence of chaotic behav- 
ior in the transformation process and therefore suggested the 
applicability (or suitability) of a chaotic dynamical approach. 
The correlation dimension results also provided important in- 
formation regarding the identification of a particular range of 
resolutions at which rainfall disaggregation could be very ef- 
fective. With such encouraging results a chaotic disaggregation 
model for rainfall was then formulated, based on an approach 
that is somewhat similar to the one generally used for the 
prediction of chaotic time series, and then employed to analyze 
the Leaf River rainfall data. The inverse approach, where the 
disaggregation results themselves can be used to identify chaos, 
indicated the existence of chaotic behavior in the rainfall trans- 
formation, thus providing additional support for the results 
obtained using the correlation dimension method. The corre- 
lation coefficients (i.e., disaggregation accuracy) between the 
modeled and the observed values were found to be about 0.70 
(and also reasonably low root-mean-square rror and high 
coefficient of efficiency values), indicating the effectiveness of 
the chaotic approach for rainfall disaggregation. It was also 
found, however, that the model was not able to simulate well 
the very high and zero rainfall values. This could have possibly 
been due to the averaging procedure employed in the model 
formulation to identify the distributions of weights of the near- 
est neighbors in the reconstructed phase space, and therefore 
it is believed that the results can be significantly improved by 
employing a better approach. However, the presence of noise 
in the rainfall data, such as the measurement error, could have 
also had significant influence on the outcomes of the disaggre- 
gation model, and therefore a reduction/removal of noise from 
the data could be useful to improve the disaggregation accuracy. 
The study of the rainfall transformation between data of 
different successively doubled resolutions observed at Leaf 
River basin provided evidence regarding the existence of the 
chaotic nature of the dynamics. The minimum number of vari- 
ables essential to model the dynamics of the transformations 
was in the range between 2 and 4, and the optimal number of 
variables was identified to lie between 4 and 6. These results 
suggest hat the seemingly irregular behavior of the distribu- 
tions of weights between data of different resolutions could, 
indeed, be the result of a simple deterministic system with a 
few nonlinear interdependent variables. The results seem to 
suggest hat a chaotic framework could be more suitable than 
a stochastic representation for modeling the dynamics of rain- 
fall transformation. This study, however, was, to the authors' 
knowledge, the first ever study conducted on the investigation 
of rainfall transformation based on the ideas gained from the 
theory of chaos. The authors realize, however, that because of 
the limitations of the correlation dimension method [e.g., es- 
borne and Provenzaie, 1989] (or any other chaos identification 
method for that matter), it would be necessary to employ 
additional (and diverse) techniques to substantiate the results 
achieved thus far regarding the existence of chaos in rainfall 
transformation. However, though more emphasis was given in 
the present study to the investigation of the presence of chaos 
in rainfall transformation than its modeling, it is interesting 
that the application of even a very simple chaotic model 
yielded reasonable disaggregation results. Such outcomes are 
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very encouraging, and therefore the concept of deterministic 
chaos seems to have great practical potential in rainfall trans- 
formation. Investigations using other techniques to support the 
present results regarding the presence of chaos in rainfall 
transformation, and efforts to improve the disaggregation 
model formulated in the present study, are underway, details 
of which will be discussed elsewhere. 
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