We give a necessary condition for the simulation of Hamiltonians, which is independent of the eigenvalues of Hamiltonians and based on the algebraic-geometric invariants recently introduced in
Historically, the idea of simulating Hamiltonian time evolutions was the first motivation for quantum computation [3] . Recently the ability of nonlocal Hamiltonians to simulate one another is a popular topic , which has applications in quantum control theory [4] , quantum compuation [5] , [6] , [7] , [8] and the task of generating enatnglement [9] [10] . For the general treatments of this topic , we refer to [11] , [12] , [13] .
We recall the definitions from [11] and [12] . Definition 1 ([11] In this paper, we are mainly interested in the case that the class C is the class of all local untary transformations (LU), ie., any operation in C is of the form U A ⊗ U B , where U A , U B are the unitary transforamtions in H From [11] , it is known that actually the set {H ′ ≺ LU H} is precissely the convex hull of the set {U ⊗ V H(U * ⊗ V * ) τ }, this leads to the following definition of first order simulation in [12] . 
, and from the well-known fact in [14] 
as the non-local invariants of H, ie., they are invariant when local unitary transformations applied to the positive Hamiltonians H. Moreover these algebraic sets are independent of the eigenvalues of H. From Proposition 1 in [1] , Schmidt ranks of pure states are just the codimensions of the algebraic sets. Therefore it is natural to think the above observation about the equality of Schmidt ranks of rank 1 Hamiltonians which can be simulated efficiently can be extended to equality of these algebraic sets of arbitrary positive Hamiltonians if they can be simulated efficiently. In this paper we give such a necessary condition about the simulation of positive Hamiltonians based on these invariants. 
here equality of algebraic sets means they are isomorphic via projective linear transformations of complex projective spaces.
Since the algebraic-geometric invariants are independent of eigenvalues, thus our above theorem is a necessary condition of simulation of Hamiltonians without refering to eigenvalues of Hamiltonians. On the other hand, recall the Theorem in section G of [11] , for Hamiltonians
, where σ i 's are Pauli matrices, on two-qubit systems, H ′ ≺ LU H if and only if h ′ ≺ s h , where ≺ s is the s-majoriaztion defined in [11] . Thus we can see that in the case of simualtion of Hamiltonians in twoqubit systems, eigenvalues of Hamiltonians plays a crucial role, since h and h ′ can be determined from the eigenvalues of Hamiltonians H and H ′ uniquely. However our above thereom implies that in the case of arbitrary bipartite quantum systems, the algebraic sets which are independent of eigenvaluse play a more fundamental role. This is also illustrated in the following example of simulation of Hamiltonians in H 
,where η 1 , η 2 , η 3 are 3 real parameters. Let
This is a continuous family of Hamiltonians in H η 1 ,η 2 ,η 3 of rank 3 parameterized by three real parameters. e i(η 1 +η 2 +η 3 )/3 r 1 r 2 r 3 = 0. Set g(η 1 , η 2 , η 3 ) = e iη 1 +e iη 2 +e iη 3 e i(η 1 +η 2 +η 3 )/3 , we know from the well-known fact in algebraic geometry that the elliptic curve
(−x 3 +27) 3 is the moduli function of elliptic curves (see [15] ).
From the main Theorem we have the following result.
cannot be simulated by H η 1 ,η 2 ,η 3 efficiently by using local unitary transformations,ie.,we cannot have
and their partial traces are all 1.
Proof. It is easy to calculate the eigenvalues to check the 2nd conclusion. The first conclusion is from main theorem and the well-known fact about elliptic curves in [15] 
we know from Corollary 1 that H ′ cannot be simulated by H efficintly, ie., we cannot have H ′ ≺ LU H, from the simple calculation of the moduli function in Corollary 1.
This example strongly suggests that the problem of simulation of Hamiltonians in arbitrary bipartite quantum systems is quite different to the problem in two-qubit case as studied in [11] .
For the proof of the main theorem, we first recall the definition of algebraic sets of positive self-adjoint operators in bipartite quantum systems and how to compute them in [1] .
be a bipartite system and the standard orthogonal base is {|ij >}, where, i = 1, ..., m and j = 1, ..., n, and ρ is an arbitrary positive self-adjoint operator. We represent the matrix of ρ in the base {|11 >, ...|1n >, ..., |m1 >, ..., |mn >}, and consider ρ as a blocked matrix ρ = (ρ ij ) 1≤i≤m,1≤j≤m with each block ρ ij a n × n matrix corresponding to the |i1 >, ..., |in > rows and the |j1 >, ..., |jn > columns.We define i,j=1 a ijl |ij > , A = (a ijl ) 1≤i≤m,1≤j≤n,1≤l≤t is the mn × t matrix. Then it is clear that the matrix representation of ρ with the base {|11 >, ..., |1n >, ..., |m1 >, ..., |mn >} is AP (A * ) τ , where P is the diagonal matrix with diagonal entries p 1 , ..., p t . We may consider the mn × t matrix A as a m × 1 blocked matrix with each block A w , where w = 1, ..., m, a n × t matrix corresponding to {|w1 >, ..., |wn >}. Then V The following obsevation is the the key point of the proof of main theorem. From Lemma 1 in [14] , the range of ρ is the linear span of vectors |v 1 >, ..., |v t >. We take any dim(range(ρ)) linear independent vectors in the set {|v 1 >, ..., |v t >}, say they are |v 1 >, ..., |v s > , where s = dim(range(ρ)). The main theorem even plays certain role in simulation of two-qubit Hamiltonians as illustrated in the following example.
, where λ's are any given positive real numbers and The following example is from the main theorem and well-known facts about rational normal scrolls (see [16] ). Actually the algebraic geometric invariants in [1] can be used to give a more general necessary condition for the simulation of Hamiltonians by using local untary transformations. 
Therefore we can choose one of these dim(range(H ′ )) linear independent vectors to be (U 1 ⊗ V 1 )v 1 , whose Schmidt rank is min{m, n}. From Proposition 1 in [1] and the definition , thus we know that V 0 A (H ′ ) has to be the empty set. This is a contradiction and the conclusion is proved. 
It is clear that V 
It is clear that V 0 A (H ′ ) is the set defined by r 1 + r 2 = 0 , r 3 + r 4 = 0 and r 5 = 0 in CP 4 , thus a dimension 1 linear subspace and nonempty. On the other hand H satisfies the condition in Theorem 2. Thus we cannot have
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