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Abstract 
Volatility is an important metric of financial performance, indicating uncertainty or risk. So, 
predicting and managing volatility is of interest to both company managers and investors. This study 
investigates whether volatility in user-generated content (UGC) can spill over to volatility in stock 
returns and vice versa. Sources for user-generated content include tweets, blog posts, and Google 
searches. The authors test the presence of these spillover effects by a multivariate GARCH model. 
Further, the authors use multivariate regressions to reveal which type of company-related events 
increase volatility in user-generated content.  
 Results for two studies in different markets show significant volatility spillovers between the 
growth rates of user-generated content and stock returns. Further, specific marketing events drive the 
volatility in user-generated content. In particular, new product launches significantly increase the 
volatility in the growth rates of user-generated content, which in turn can spill over to volatility in 
stock returns. Moreover, the spillover effects differ in sign depending on the valence of the user-
generated content in Twitter. The authors discuss the managerial implications. 
   
Keywords: user-generated content,  stock market performance, volatility, multivariate GARCH model, 
spillover effects, natural language processing. 
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Introduction 
In September 2014, Apple released a highly anticipated new version of the iPhone. Soon after 
the release of the product, a consumer complained online that his iPhone got bent when he carried the 
iPhone tightly in his front pants’ pocket for just a couple of hours. The complaint spread quickly 
through social media and technology blogs. Once it went viral, this design issue with the iPhone was 
dubbed as ‘Bendgate’. Immediately after this episode, Apple’s stock price took a hit of approximately 
3 percent, amounting to a drop in market value of 23 billion US Dollars.
1
 The company tried to refute 
the complaints by stating that the product had undergone excessive testing procedures and that the 
total number of complaints was very small, but they were not able to stop the online storm of posts. 
The stock started to recover a bit, but up until mid-October 2014, the stock price experienced 
substantial fluctuations. These rapid changes in price in Apple’s stock price reflected uncertainty 
about the value of the company largely driven by the ‘Bendgate’ controversy.  
A measure such as stock price volatility captures uncertainty about a company’s value. Firms 
are concerned about uncertainty because it could make it difficult for firms to raise capital or funding, 
attract talent, or collaborate with partners and distributors. Thus, in general, managers desire to 
minimize volatility in stock prices unless price trends up. Apart from managers, equity investors are 
also concerned with volatility, as it is often used as a proxy for financial risk (Franses and Van Dijk 
2000). Indeed, during volatile periods, an external event can increase nervousness amongst traders, 
which could lead to big price drops. Thus, volatility in stock prices merits study, especially as it 
relates to marketing events such as new product introductions and consumer chatter about brands. 
This study relates user-generated content to stock market volatility. User-generated content 
can be interpreted as a reflection of consumer sentiment (Bollen, Mao and Zeng 2011). It has been 
used to predict sales (Liu 2006, Chevalier and Mayzlin 2006, Duan, Gu and Whinston 2008, Moe and 
Trusov 2011, Onishi and Manchanda 2012, Gopinath, Thomas and Krishnamurthi 2014), media 
ratings (Godes and Mayzlin 2004), stock returns (Luo 2007, Tirunillai and Tellis 2012), and stock 
                                                          
1 Additional factors (a software glitch and iCloud security issues) may have contributed to this drop in market value as well.   
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prices (Bollen et al. 2011, Luo 2009). This study contributes to the existing literature by investigating 
the relation between user-generated content and stock market volatility.  
To model volatility, we adopt the (G)ARCH model, an acronym for the (Generalized) 
Autoregressive Conditional Heteroscedasticity model, which was pioneered by Robert Engle (Engle 
1982). The G(ARCH) model assumes that volatility is a latent variable that can be estimated jointly 
with the model parameters. As we have more than one variable of interest, we estimate volatility 
spillover effects with the use of a multivariate GARCH model to incorporate multivariate high 
frequency data (Engle and Kroner 1995, Franses and Van Dijk 2000, Bauwens, Laurent and 
Rombouts 2006). We also investigate causality in these spillovers by means of a Granger causality in 
volatility test. No prior paper in marketing has either used a multivariate GARCH model or tested for 
Granger causality in volatilities. 
In general, while modelling volatility, it is also important to explain its causes. Thus, this 
study examines two potential marketing related sources of volatility: user-generated content and 
marketing actions such as new product introductions, client announcements, business expansions, and 
product announcements. This paper explores the relative spillovers in volatility among these 
variables, the size of the effects, and the direction of causality.  
Specifically, the goal of this study is to answer the following research questions: 
1. Are there volatility spillovers between user-generated content and stock returns? 
2. Do these spillovers differ depending on the type and valence of user-generated content? 
3. What company-related events influence the volatility in user-generated content and what 
is the direction of effects? 
We test the presence of volatility spillovers in two separate studies. The first study uses daily 
data on Apple’s iPhone, from January 3, 2007 until March 30, 2010 (1183 days). As the effect of 
user-generated content can differ based on the platform (Schweidel and Moe 2014), we use user-
generated content from a variety of online platforms.  
In the first study the measures for user-generated content are: tweets and blog posts 
concerning the iPhone, and the daily search volume for the ticker symbol of Apple (AAPL) in 
Google. Moreover, because positive and negative user-generated content can have a different impact 
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on firm performance (Luo 2007, Tirunillai and Tellis 2012), we use natural language processing 
techniques to classify positive and negative tweets about the iPhone. Apple markets one of the most 
popular consumer goods, i.e., the iPhone, is one of the most valued companies, and is highly 
discussed online. Thus, the firm is a good candidate for studying the relationship between UGC and 
stock market volatility. However, for the purpose of generalization, we perform a second study using 
a different industry. 
The second study focuses on the airline industry, as both airlines and their customers are very 
active on social media. We use daily data on Delta, JetBlue, Southwest, and United airlines, from July 
1, 2013 until June 30, 2014 (365 days). The source of our user-generated content is Twitter. Twitter is 
widely used by customers to post comments in the airline industry. The two studies provide an 
illustration of the method of studying volatility among stock prices, user-generated content, and 
marketing actions.  
The results of the multivariate GARCH model confirm the presence of volatility spillovers 
between user-generated content and stock returns. We also find that volatility in the growth rates of 
user-generated content Granger causes volatility in stock returns. Further, marketing activities 
Granger cause volatility in user-generated content. In particular, new product launches have the 
biggest impact on volatility in user-generated content.  
The results can be useful to managers. Knowing how specific volatility spillovers work can 
help managers deal with the company’s user-generated content and influence consumer chatter in the 
desired direction. For example, quick replies to misunderstood messages may prevent a cascade of 
negative news. As such, managing consumer responses can be an important marketing instrument that 
has a strong link with financial performance. Moreover, once managers know which type of 
company-related events have the largest impact on the volatility in user-generated content, they can 
make informed decisions regarding the timing of certain events. For example, when a company wants 
to raise capital, it would be best to keep the volatility level of their stock low in order to signal 
stability. As certain marketing events can have a large impact on the volatility in user-generated 
content, which in turn can spill over to stock returns, managers can decide to postpone these type of 
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events. Hence, knowing how volatility spillovers work and what the cause is, can help managers to 
stabilize the value of their company at the right time.  
The rest of the paper is organized as follows. The second section presents a review of the 
literature and the third section explains the method and presents a preliminary analysis of various 
statistics. The fourth section explains the models. The fifth section describes the results. The paper 
ends with the discussion and some concluding remarks in section six. 
Contribution to Literature 
This section describes the contribution of this research to the literature on the influence of 
user-generated content on companies’ performance. In addition, it provides a brief introduction to 
volatility estimation using GARCH models, and multivariate GARCH model to study volatility 
spillover effects.  
The Influence of User-Generated Content on Companies’ Performance 
User-generated content is a reflection of consumer sentiment and can serve as a leading 
indicator of companies’ financial performance. Prior research has shown that online chatter in blogs, 
reviews, and forums affects sales (Chevalier and Mayzlin 2006, Liu 2006, Dellarocas et al. 2007, 
Chintagunta et al. 2010, Trusov et al. 2009, Sonnier et al. 2011, Moe and Trusov 2011, Gopinath et al. 
2014). Recently, three papers demonstrate the usefulness of Twitter to forecast movie revenues (Asur 
and Huberman 2010, Rui et al. 2013, Hennig-Thurau et al. 2014).  But these authors do not examine 
the effects of online chatter on the stock market. We focus on stock market performance because it is 
of utmost importance to firms, is widely available at a disaggregate level, and reflects the consensus 
forecast of millions of investors about the financial health of a firm (Srinivasan and Hanssens 2009).  
Several papers in marketing have explored the effects of traditional marketing variables such 
as advertising, distribution channel, product innovation, etc. on stock market returns (See Srinivasan 
and Hanssens 2009 for a thorough review). As investors continuously look for any novel information 
about the firm, marketing researchers have found that online chatter, which is daily, temporally 
disaggregate, and passionate, indeed affects stock prices (Luo 2009, McAlister et al. 2012, Tirunillai 
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and Tellis 2012, Luo, Zhang, and Duan 2013, Nam and Kannan 2014). However, none of them 
examine the effect of Twitter and other user generated content on stock volatility.  
Volatility is an important metric to consider because of the following reasons: First, in 
financial markets volatility is the canonical measure for uncertainty (Bloom 2009). Stock-market 
volatility has been previously used as a proxy for uncertainty at the firm level (e.g., Leahy and Whited 
1996; Bloom, Bond, and Van Reenen 2007). For example, Bloom, Bond, and Van Reenen (2007) 
have shown that volatility is significantly correlated with a range of alternative uncertainty proxies, 
including real sales growth volatility and the cross-sectional distribution of financial analysts’ 
forecasts. Thus, measuring volatility at the firm level provides a gauge of the uncertainty about a 
firm’s prospects.  
Second, volatility enables measuring risk for a firm in the stock market. In general, the higher 
the volatility, the riskier is the security. Investors might be wary of a security whose prices can change 
dramatically over a short time period in either direction and in general stock returns do not consider 
the range of possible values that a stock might take. Two stocks with different volatilities may have 
the same return.  For example, a lower volatility stock may have an expected (average) return of 5%, 
with annual volatility of 5%. This would indicate returns from approximately negative 5% to positive 
15% most of the time (19 times out of 20, or 95% via a two standard deviation rule). A higher 
volatility stock, with the same expected return of 5% but with annual volatility of 20%, would 
indicate returns from approximately negative 35% to positive 45% most of the time (19 times out of 
20, or 95%).  
Third, figuring out the range of likely outcomes for any future event is typically easier than 
predicting the event's actual outcome. One can use volatility to anticipate the most probable range of 
outcomes for a future event and to estimate the likelihood of outliers. The first type of analysis allows 
for making effective plans, while the second is the basis of proper contingency planning. Indeed, it is 
hard to predict what a stock's actual return will be tomorrow, even harder on a given day a few weeks 
from now. However, that stock's return will tend to be within a range that is consistent with the 
volatility exhibited over the past few months. Fourth, volatility is typically unobservable compared to 
stock returns. We use a model that enables us to estimate volatility.  
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Despite the size, regularity, and importance of volatility, there has been no prior research that 
has evaluated the effect of user generated content on stock market volatility. This is surprising given 
the literature on the impact of user generated content on stock performance. This is why we pose our 
research questions on the impact of user generated content, since these typically have both a first- and 
a second-moment component. 
This study goes beyond prior studies in studying the relationship between marketing variables 
and stock market performance in 3 ways (see Table 1 for a review of prior papers examining effects 
on stock returns and online chatter’s impact on firm performance). First, it analyses the effect of user-
generated content on stock market volatility. Second, it contrasts the effect of different types of user-
generated content such as Twitter versus Google Search versus Blogs on stock market volatility. 
Third, it analyses if firm announcements affect volatility in user-generated content.  
Estimation of Volatility Using GARCH Models 
We use the Generalized Autoregressive Conditional Heteroskedastic (GARCH) model to 
study the relationships between user-generated content and stock market volatility.  As volatility is 
considered a strong proxy of risk, obtaining accurate estimates and forecasts of volatility has become 
an integral part of various financial topics, such as asset pricing, portfolio optimization, risk 
management, and option trading. Similar to stock prices, volatility varies over time, but unlike stock 
prices, volatility is not directly observable (Andersen and Bollerslev 1998a). Moreover, we often see 
periods of high and low volatility (‘volatility clusters’), which is referred to as heteroscedasticity in 
volatility.  
In general, many different models exist to model daily volatility. We can split these models in 
two categories (Andersen, Bollerslev and Diebold 2010). The first category of models estimates 
volatility using high-frequency data. In these models, the focus is on measuring ex-post realized 
volatility on a discrete time interval (e.g., day, week). The second category of models treats volatility 
as a latent variable and focusses on estimating ex-ante expected volatility as a point-in-time 
(instantaneous) measure. Because of the nature of our research design and data, we use the second 
category of models. We choose one of the most widely used models: the Generalized Autoregressive 
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Conditional Heteroskedastic model (GARCH) model. GARCH models generate the type of variance 
clustering evident in financial data, but with the variance as a closed form of the data, so it can be 
forecasted out-of-sample (Engle 2001).  
According to the GARCH specification, the error term of a time series regression (such as 
 𝑦𝑡 = 𝐸[𝑦𝑡|Ω𝑡−1] +  𝜀𝑡), has a time-varying conditional variance.
2
 That is, 𝐸[𝜀𝑡
2|Ω𝑡−1] = ℎ𝑡, for some 
non-negative function ℎ𝑡 ≡ ℎ𝑡(Ω𝑡−1), which means that 𝜀𝑡 is conditionally heteroscedastic (Franses 
and Van Dijk 2000). Hence, 𝜀𝑡 can be represented as: 𝜀𝑡 = √ℎ𝑡𝑧𝑡, where the variable 𝑧𝑡 can be 
assumed to follow a standard normal distribution (Engle 2001, Franses and Van Dijk 2000) and ℎ𝑡 is 
the conditional volatility. Various types of GARCH models can specify how volatility varies over 
time (Franses and Van Dijk 2000). The most widely used GARCH specification is the GARCH (1,1) 
process, where the current volatility depends upon the squared error terms from the previous period 
and the volatility from the previous period: ℎ𝑡 = 𝜛 + 𝛼𝜀𝑡−1
2 + 𝛽ℎ𝑡−1. A wide range of other GARCH 
models exists in order to estimate volatility as a proxy of risk (Christoffersen and Jacobs 2004). 
Bollerslev et al. (1992) provide a review of the theory and empirical evidence. The GARCH(1,1) 
model, however, is most often used in practice and the one we adopt.  
Multivariate GARCH to Study Spillover Effects 
The volatility of an individual stock is clearly influenced by the volatility of the market as a 
whole, which is implied by the structure of the Capital Asset Pricing Model (Engle 2001, Fama and 
French 2004). Another interesting phenomenon is the possibility that the volatility of an asset might 
not only influence the amplitude of returns, but also the volatility of other assets as well. We can 
compare this phenomenon to volatility ‘spilling over’ from one asset to another and refer to it as 
‘volatility spillover effects’. This can be studied using multivariate models, to investigate the (cross) 
influence of past volatility on current volatility (Engle and Kroner 1995, Bauwens et al. 2006). The 
globalization of international financial markets has sparked a surge in the literature concerning 
volatility spillovers among different financial markets, for instance among Asian stock markets (Joshi 
2011), among Eastern European markets (Li and Majerowska 2008) and among developed and 
                                                          
2 In our paper the time series regression is a Vector AutoRegressive (1) model. 
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emerging markets (Worthington and Higgs 2004). In these scenarios, a Multivariate GARCH model is 
used, because it takes the time-varying nature of conditional volatility and correlation of stock 
markets into account. Furthermore, with the Multivariate GARCH model, future stock return volatility 
can be predicted conditional on past volatilities (Bollerslev 1992, Worthington and Higgs 2004). 
Apart from stock markets, the multivariate GARCH model has been applied to examine the cross 
country mean and volatility spillover effects of food prices (Alom, Ward and Hu 2011) and of 
exchange rates (Hafner and Herwartz 2006). We use the Multivariate GARCH model to estimate 
volatility spillover effects. As per our knowledge, this is the first paper in marketing to use the 
multivariate GARCH model to study volatility spillovers across user-generated content and stock 
markets.  
Method 
This section describes the rationale for the two studies of this paper, the data collection, the 
estimation framework, and the models.  
Rationale for the Two Studies of this Paper 
The purpose of this paper is to investigate whether volatility in user-generated content spills 
over to volatility in stock returns and vice versa. We estimate the spillover effects and test for Granger 
causality in volatility in two separate studies. Our two studies complement each other. In one study, 
we focus on one brand over a long time series of daily data spanning 4 years. In this study, we create 
metrics such as positive and negative sentiment in Twitter and collect Google Search and blog data. 
Because we focus on one brand in the first study and the results may not be generalizable, in the 
second study, we collect data for 4 airline brands spanning one year of data. Thus, one study gives 
breadth in the time series and while the other study gives breadth in the cross-section. 
In the first study, we use data focusing on Apple’s iPhone brand. Apart from estimating the 
spillover effects, we also investigate which type of company-related events lead to volatility in user-
generated content, in order to detect the origin of the spillovers. In the second study, we use data from 
4 airlines: Delta, JetBlue, Southwest and United Airlines. 
Data Collection 
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This subsection describes the data collection for study 1 and study 2.  
Study 1  
We describe the data collection of the metrics: stock returns, user-generated content and 
company-related events. Moreover, we present a preliminary analysis of the data.  
Metrics: Stock returns, user-generated content, and company-related events 
We use daily data (excluding weekends and holidays) on user-generated content and stock 
market performance from January 3, 2007 until March 30, 2010, which total up to 816 observations. 
We use daily data for three specific reasons. First, using lower frequency data (weekly or monthly) 
might lead to biased estimates (Tellis and Franses 2006). Second, low frequency data can conceal 
temporary reactions to unforeseen events that last for only a few days (Elyasiani, Perera and Puri 
1998). Third, we don’t use data at a higher frequency level (such as hourly) than daily, because data is 
very sparse at that frequency. GARCH models require ample data and variation in the data at any 
chosen periodicity.  
A list of all the variables used in the studies and their description is in Table 2. The stock 
returns are the daily normal returns based on Apple’s stock price. The metrics of user-generated 
content are the volume of positive tweets, the volume of negative tweets, the volume of blog posts, 
and the volume of Google searches for Apple’s ticker symbol (henceforth Google ticker search). We 
classify positive and negative tweets using the Support Vector Machine algorithm. The details of the 
Support Vector Machine algorithm is in Appendix A. We collect the number of daily blog posts via 
Newstex, which enabled us to select blogs from news organizations, corporations, independent 
experts and thought leaders. We obtain the daily volume of Google ticker search via Google trends. 
Google normalizes and scales the actual search volume of the keyword – in this case the ticker symbol 
AAPL – to remove regional effects and to hide the actual search volume of the keyword in the Google 
search engine.  
Table 3 displays the summary statistics of Apple’s stock returns and the user-generated 
content variables. The average number of positive and negative tweets are very high, much higher 
than the average number of blog posts, which could be explained by both the popularity of Twitter 
and the fact that microblogs are less time-consuming to post than regular blogs. The average number 
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of Google searches appear low because of the normalization procedure of Google. All variables have 
high standard deviations, skewness, and kurtosis. Thus, according to the Jarque-Bera test statistics, all 
the time series are not normally distributed.   
Figure 1 displays the graphs of Apple’s stock returns and the user-generated content data 
series. The graphs of the user-generated content variables on the left column of Figure 1 (1b-1e) 
display the actual number of tweets, blog posts and Google ticker searches. As tweeting and blogging 
have increased in popularity over the years of the sample, we see a huge rise in these series. As for 
Google ticker search, we see spikes on some specific dates. One such specific date for example is 
January 27
th
, 2010. On that day, Steve Jobs introduced the iPad, during a special product event. The 
number of positive tweets, negative tweets, blog posts and Google search tickers reached a maximum 
on that day. We also see some seasonality in the time series; on Tuesdays (and sometimes on 
Wednesdays as well) where the number of tweets, blog posts, and Google search tickers are somewhat 
larger than on the other days of the week.  
For our analysis, we will use the first differences of the natural-logarithm transformed user-
generated content variables, to remove the trend and get a stationary time series. The graphs of these 
log differences of the time series are displayed in the right column of Figure 1 (1f-1i). From now on 
we will refer to the log differences of the user-generated content variables as the “growth rates of 
user-generated content”.  
In order to test the stationarity conditions, the Augmented Dickey-Fuller (ADF) test is applied 
to the growth rates of user-generated content. The results in Table 4 show that all the time series of 
the growth rates are stationary.  
Over the same time period, we collect data on the new product launches and organizational 
events of Apple. The new product launches and organizational events are obtained from Capital IQ’s 
key developments database. For new product launches, we read each entry under the type of “Product-
Related Announcements” within the Key Developments feature of Capital IQ to ascertain a new 
product announcement. We do this because “Product-Related Announcements” could include patent 
applications, product demonstration, etc. Organizational events are all events, which are not new 
product launches or financial events (announcements of earnings, dividends, etc.), such as mergers 
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and acquisitions, product announcements, downsizings, client announcements, lawsuits and legal 
issues, executive changes, business expansions and strategic alliances.  
Figure 2 displays the graphs of Apple’s new product launches (2a) and various organizational 
events related to the company (2b-2i). There have been many new product launches from 2007 to 
2010, on some days even up to 5. For instance on October 20
th
 2009, when Apple unveiled the new 
iMac, it also unveiled the Magic Mouse and made several updates on the MacBook. The graphs of the 
organizational events show quite a few business expansions and product and client announcements. 
Furthermore, there have been many lawsuits and legal issues, which is not surprising for a company 
like Apple. Downsizings and strategic alliances both occurred only twice in our sample period. 
Executive changes and mergers and acquisitions were more common in the later years of our sample 
period.  
Preliminary analysis 
Squared returns can be used as proxy for the volatility in returns (Alexander, 2008). Similarly, 
squaring the growth rates of a user-generated content series, allows one to get a proxy for the 
volatility of that series. These proxies give a noisy estimate of the volatility, but we can use them to 
get some preliminary insights into the relationship between the time series’ of interest. Table 5 
displays the correlation between the (squared) returns and (squared) user-generated content growth 
rates. The largest correlation between returns and a user-generated content growth rate time series is 
between Google ticker search and returns (0.07). Returns are positively correlated with the growth 
rates of positive tweets, but negatively correlated to the growth rates of negative tweets. The 
correlation between the volatility proxies in almost all combinations is larger than the correlation 
between the non-squared time series (please see lower panel of Table 5). The volatility of returns is 
positively correlated with all volatilities of the user-generated content growth rates, especially with 
the volatility of blog posts (0.10) and Google Ticker Search (0.19).  
Apart from studying the correlation between the (squared) variables estimated over the entire 
sample, we plotted the correlation over a moving window of 10 days, as displayed in Figure 3 (3a-3h). 
These graphs show that the correlation is time-varying. Given the strong signs of volatility clustering 
and the time-varying nature of the correlation between the (volatility) of the time series, we 
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investigate the relation between the growth rates of user-generated content and returns further using 
the multivariate GARCH model, which can handle  these types of dynamics. 
Study 2 
We describe the data collection of the metrics for Study 2: stock returns and user-generated 
content.  
Metrics: Stock returns and user-generated content  
This second study uses data on four different airlines: Delta Airlines, JetBlue Airlines, 
Southwest Airlines and United Airlines. We use daily data on user-generated content and stock 
market performance from July 1, 2013 until June 30, 2014 (excluding weekends and holidays), which 
total 255 observations. For user-generated content data we use three Twitter metrics: Retweets, 
Replies, and Favorites. These metrics are collected through Twitter’s Application Programming 
Interface (API). A description of the variables is given in Table 6 and the summary statistics are 
displayed in Table 7. We take the log differences of the user-generated content variables and all these 
log difference series are stationary, as confirmed by the results of the ADF test shown in Table 8. 
Note that we do not collect firm announcements for this study as the primary reason for this study is 
for robustness. 
Estimation Framework for Studying Spillover Effects  
Figure 4 displays the structure for how we empirically study spillover effects between user-
generated content and stock returns. We measure both stock prices and user-generated content in 
terms of their growth rates and the volatility of these growth rates. First, we investigate the mean 
spillover effects between the growth rates in the volume of user-generated content and the growth 
rates in stock prices (i.e., stock returns) (see Label 1 in Figure 4, the two-pointed arrow indicates that 
these spillovers can be bidirectional). We estimate these mean spillovers by means of a VAR model, 
which delivers the 𝜀𝑡. This is the error term which is needed to estimate ℎ𝑡, the conditional volatility. 
From this model we compute the volatility of the growth rates in the volume of user-generated content 
and stock returns (see the two dotted arrows with Label 2 in Figure 4). Second, we estimate the 
volatility spillovers between the volatility of the growth rates of the volume of user-generated content 
and the volatility of stock returns (see Label 3 in Figure 4). We use a Multivariate GARCH BEKK 
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model to estimate these volatility spillovers. We test for Granger causality in volatility in order to 
investigate whether the volatility spillovers are Granger casual from user-generated content to stock 
returns. Third, we explore the degree to which the volatility of the growth rates of the volume of user-
generated content varies due to company-related events, such as new product launches, lawsuits or 
mergers (see Label 4 in Figure 4). We use a Multivariate regression analysis to study this relationship. 
Hence, the three bold arrows in Figure 4 highlight the models we use in this paper: Label 1 refers to 
the VAR model, Label 3 refers to the Multivariate GARCH BEKK model and Label 4 refers to the 
Multivariate regression.  
Models 
This subsection provides the specification of the Multivariate GARCH BEKK (Baba, Engle, 
Kraft and Kroner) model, the Granger causality in volatility test, and the Multivariate regression.   
Multivariate GARCH BEKK Model 
To investigate the direct relation between stock returns and user-generated content we use a 
VAR (1)
 
model
3
. The specification of this conditional mean model is: 
 𝑌𝑡 = 𝜶 +  𝚪𝑌𝑡−1 + 𝜺𝑡 (1) 
where 𝑌𝑡 and 𝑌𝑡−1 are 𝐾 by 1 vectors, which contain  𝐾 number of variables at time t and t-1 
respectively. The vector 𝜶 represents a 𝐾 by 1 vector of constants and 𝚪 is a  𝐾 by 𝐾 matrix for 
parameters associated with the lagged variables. In Study 1, the 𝐾 variables are Returns, Positive 
Tweets, Negative Tweets, Blog Posts, and Google Ticker Search, (i.e., 𝐾 = 5). In Study 2, the 𝐾 
variables are Returns, Retweets, Replies, and Favorites (i.e., 𝐾 = 4). The diagonal elements of the 
matrix 𝚪, 𝛾𝑖𝑗, measure the own lagged mean spillover effects. The off-diagonal elements capture the 
cross mean spillover effects between the variables. In the results section we report the estimated 
parameters in 𝚪, but our main interest lies in the GARCH model for 𝜺𝑡. The 𝐾 by 1 vector of random 
error, 𝜺𝑡, is the innovation for all 𝐾 variables at time t and a general multivariate GARCH model for 
this 𝐾-dimensional process 𝜺𝑡 = (𝜀1𝑡 , … , 𝜀𝐾𝑡)′ is given by: 
                                                          
3 The lag length in the VAR model is determined using the Schwarz Information Criterion.  
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𝜺𝑡 = 𝒛𝑡𝑯𝑡
1/2 (2) 
where 𝒛𝑡 is a 𝐾-dimensional independent and identically distributed (i. i. d.) process with mean zero 
and covariance matrix equal to the identity matrix 𝑰𝑛. From these properties of 𝒛𝑡 and Equation 2, it 
follows that 𝐸[𝜺𝑡|Ω𝑡−1] = 𝟎 and 𝐸[𝜺𝑡𝜺𝑡
′ |Ω𝑡−1] = 𝑯𝑡, where  Ω𝑡−1 represents the market information 
available at time t-1. To complete the model, a parameterization for the 𝐾 by 𝐾 conditional variance-
covariance matrix 𝑯𝑡 needs to be specified (𝑯𝑡 = 𝑓(𝑯𝑡−1, 𝑯𝑡−2, … , 𝜺𝑡−1, 𝜺𝑡−2, … )) (Franses and Van 
Dijk 2000). The parameterization we choose is the multivariate GARCH BEKK (Baba, Engle, Kraft 
and Kroner) model.
4
 With this type of multivariate GARCH model, combined with the VAR(1) 
model, we investigate the relation between the volatility of the growth rates of the volume of user-
generated content and the volatility of stock returns. The BEKK representation of the matrix 𝑯𝑡 is: 
 𝑯𝑡 = 𝑪𝑪′ +  𝑨𝜺𝑡−1𝜺𝑡−1
′ 𝑨′ + 𝑩𝑯𝑡−1𝑩′ (3) 
where 𝑨 and 𝑩 are 𝐾 by 𝐾 matrices and 𝑪 is a lower triangular matrix of constants. This 
formulation is referred to as the Baba, Engle, Kraft and Kroner (BEKK) representation (Engle and 
Kroner 1995). As the second and third term on the right-hand-side of equation 3 are expressed as 
quadratic forms, 𝑯𝑡 is guaranteed to be positive definite without the need for imposing constraints on 
the parameter matrices 𝑨 and 𝑩. The elements of the matrix 𝑨 measure the degree of lagged and cross 
innovation (‘shocks’) from one variable to the other. We refer to these effects as shock spillover 
effects and these have our focal interest, as they represent the effect of shocks (i.e., unpredictable 
information) on the volatility. The diagonal elements in matrix 𝑨 represent the ARCH effect (the 
effect of lagged shocks) and the off-diagonal elements represent the cross-spillover effects. Negative 
                                                          
4 To investigate spillovers and Granger causality in volatility, the multivariate GARCH BEKK model is more suitable than 
other multivariate GARCH models such as the VECH model (which has too many parameters and needs constraints to 
ensure positive definiteness), the Diagonal BEKK and VECH model (which can only measure ARCH and GARCH effects; 
we would not be able to estimate Granger causality in volatility), the Constant Correlation model (which assumes that the 
covariances are generated with a constant - but unknown - correlation, which is too restrictive for our analysis), the Dynamic 
Correlation model (which applies the unrealistic assumption that all entries in the conditional correlation matrix are 
influenced by the same coefficients) and the factor model (which has the common factors size (SMB), market-to-book 
(HML) or momentum, which are not applicable to our data). We recognize that using ‘model-free’ realized volatility 
measures to study spillover effects would have been a possibility as well, but those estimates of volatility are much noisier 
than the estimates of the multivariate GARCH BEKK model. The advantage of the guaranteed positive definiteness of 𝑯𝑡, 
the fact that all cross-spillovers are estimated and that Granger causality in volatility can be tested by means of the Wald test, 
have contributed to our decision to use the BEKK representation opposed to other multivariate GARCH representations.  
17 
 
coefficients in the off-diagonals of matrix 𝑨 mean that the volatility is affected more when the shocks 
move in opposite directions than when they move in the same direction. The elements of the matrix 
𝑩 measure the spillover of conditional volatility between variables. Hence, we refer to these effects as 
volatility spillover effects. The diagonal elements in matrix 𝑩 measure the GARCH effect (the effect 
of lagged volatility) and the off-diagonal elements measure the cross-volatility spillover effects, which 
is the effect of volatility in one variable on the volatility in another variable the following day. 
The values of the coefficients of matrices 𝑨 and 𝑩 in the BEKK representation are sensitive 
to the scales of the variables, as there is no standardization to a common variance. This causes 
(relatively) higher variance series to have higher off-diagonal coefficients than lower variance series. 
Rescaling a variable keeps the diagonals of 𝑨 and 𝑩 the same, but forces a change in the scale of the 
off-diagonals (Doan 2013). As seen in the data section, the scales of the original user-generated 
content variables vary considerably. However, by taking the log differences we are able to match the 
scales of the variables. 
The parameters in the VAR(1) model and multivariate BEKK model are estimated 
simultaneously by the Broyden, Fletcher, Goldfarb and Shanno (BFGS) maximum likelihood method 
(Broyden 1970, Fletcher 1970, Goldfarb 1970, Shanno 1970). The BFGS method is used to solve the 
nonlinear optimization problem and to produce the maximum likelihood parameter estimates and their 
corresponding asymptotic standard errors. BFGS estimates the curvature (and therefore the covariance 
matrix of the parameter estimates) using an update method, which gives a different answer for 
different initial guess values. A pre-estimation ‘simplex’ procedure is used before proceeding to the 
BFGS method. If we start the estimation with the BFGS method, the estimate of the curvature using 
the guess values can lead to inaccurate moves in the early iterations. Starting the estimation with a 
pre-estimation simplex procedure before proceeding to the BFGS method eliminates that problem. 
The first iterations using the simplex procedure move the parameter set off the guess values into what 
is likely to be the right direction. Thus, we use a pre-estimation simplex procedure.
 5
   We next use the 
BFGS method and the values from the simplex procedure as initial values instead of the guess values 
for obtaining the final estimates (Doan 2013). In order to correct for possible misspecification, we 
                                                          
5 30 iterations are used in the simplex procedure in study 1 and 10 iterations in study 2.  
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compute Bollerslev-Wooldridge standard errors (Bollerslev and Wooldridge 1992) in our final 
estimation. 
Testing Granger Causality for Volatility 
In order to investigate causality within the multivariate GARCH model, between the volatility 
in stock returns and the volatility in user-generated content, we test for Granger causality using the 
methods of Hafner and Herwartz (2004). This means that we test certain zero restrictions of the 
matrices 𝑨 and 𝑩 in equation 3 using a Wald statistic, which follows a chi-squared distribution. No 
prior research in marketing has tested for Granger causality in volatility. Technical details about this 
test are in the attached Online Appendix.  
Multivariate Regression Analysis 
As per our empirical framework in Figure 4, we investigate the relation between the volatility 
in user-generated content and new product launches and organizational events in Study 1 by 
performing a set of regressions. In each of these regressions, the dependent variable is the estimate of 
user-generated content volatility (components of the vector ℎ̂𝑡) as obtained from the multivariate 
GARCH model. The independent variables are dummy variables for new product launches, lawsuits 
and legal issues, downsizings, executive changes, mergers and acquisitions, strategic alliances, client 
announcements, business expansions, product announcements and the days of the week. To correct 
for autocorrelation we include one lag. For example, the regression we estimate for the volatility in 
the returns of positive tweets is: 
 
ℎ̂𝑡,𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝑡𝑤𝑒𝑒𝑡𝑠 
= 𝛽0 + 𝛽1ℎ̂𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝑡𝑤𝑒𝑒𝑡𝑠 + 𝛽2𝑁𝑒𝑤 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝐿𝑎𝑢𝑛𝑐ℎ𝑒𝑠𝑡
+ 𝛽3𝐿𝑎𝑤𝑠𝑢𝑖𝑡𝑠 & 𝐿𝑒𝑔𝑎𝑙 𝐼𝑠𝑠𝑢𝑒𝑠𝑡 + 𝛽4𝐷𝑜𝑤𝑛𝑠𝑖𝑧𝑖𝑛𝑔𝑠𝑡
+ 𝛽5𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑣𝑒 𝐶ℎ𝑎𝑛𝑔𝑒𝑠𝑡 + 𝛽6𝑀𝑒𝑟𝑔𝑒𝑟𝑠 & 𝐴𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛𝑠𝑡
+ 𝛽7𝑆𝑡𝑟𝑎𝑡𝑒𝑔𝑖𝑐 𝐴𝑙𝑙𝑖𝑎𝑛𝑐𝑒𝑠𝑡 + 𝛽8𝐶𝑙𝑖𝑒𝑛𝑡 𝐴𝑛𝑛𝑜𝑢𝑛𝑐𝑒𝑚𝑒𝑛𝑡𝑠𝑡
+ 𝛽9𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝑠𝑡 + 𝛽10𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝐴𝑛𝑛𝑜𝑢𝑛𝑐𝑒𝑚𝑒𝑛𝑡𝑠𝑡
+ 𝛽11𝑀𝑜𝑛𝑑𝑎𝑦𝑡 + 𝛽12𝑇𝑢𝑒𝑠𝑑𝑎𝑦𝑡 + 𝛽13𝑊𝑒𝑑𝑛𝑒𝑠𝑑𝑎𝑦𝑡
+ 𝛽14𝑇ℎ𝑢𝑟𝑠𝑑𝑎𝑦𝑡 +  𝑒𝑡 
(4) 
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Where ℎ̂𝑡,𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝑡𝑤𝑒𝑒𝑡𝑠  and ℎ̂𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝑡𝑤𝑒𝑒𝑡𝑠 are the volatility in the returns of positive 
tweets at time t and t-1 respectively, followed by the dummies for new product launches, 
organizational events and the days of the week. 𝑒𝑡 is the error term. The regressions for the volatility 
in the returns of negative tweets (ℎ̂𝑡,𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝑡𝑤𝑒𝑒𝑡𝑠 ) , blog posts (ℎ̂𝑡,𝑏𝑙𝑜𝑔_𝑝𝑜𝑠𝑡𝑠 ) and Google Ticker 
Search (ℎ̂𝑡,𝐺𝑜𝑜𝑔𝑙𝑒_𝑠𝑒𝑎𝑟𝑐ℎ_𝑡𝑖𝑐𝑘𝑒𝑟𝑠 ) are equivalent in their specifications to eq. (4) above.  
Results 
This section describes the results for study 1 and 2.  
Study 1 – iPhone 
This subsection provides the results of the multivariate GARCH BEKK model and the 
multivariate regression for Study 1.  
Spillover Effects between User-Generated Content and Stock Returns 
The estimated coefficients and standard errors for the conditional mean model (i.e., the 
VAR(1) model) are displayed in Table 9. The diagonal elements (𝛾22, 𝛾33, 𝛾44, 𝛾55) of the user-
generated content variables show that there are significant own past growth rates, indicating that the 
current growth rates of the user-generated content variables are dependent upon their own lag. 
Furthermore, stock returns significantly decrease the future growth rates of both positive and negative 
tweets, although these mean spillovers are small (-0.0087 and -0.0074, respectively). Only one user-
generated content variable has a significant impact on stock returns: the growth rates of the number of 
Google ticker searches increases future stock returns (0.9147). Furthermore, there are significant 
mean spillover effects between the various user-generated content variables: growth rates of positive 
tweets and blog posts both increase the future growth rates of negative tweets (0.1721 and 0.0523, 
respectively), the growth rates of blog posts and Google ticker searches influence each other 
positively (0.2001 and 0.0266) and the growth rates of blog posts increase the future growth rates of 
positive tweets (0.0482). 
Table 10 presents the estimated coefficients of the multivariate GARCH model. Matrix 𝑨 
(coefficients 𝑎11, 𝑎12, 𝑎13, … , 𝑎55) shows significant shock spillovers from user-generated content to 
stock returns: Past shocks in the growth rates of positive tweets decrease future volatility in stock 
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returns (-0.2740), whereas past shocks in the growth rates of negative tweets and blog posts increase 
the future volatility in stock returns (with 0.2943 and 0.2365, respectively). Furthermore, positive 
shock spillovers from the growth rates of positive tweets to negative tweets (0.3853) are significant. 
The diagonal elements (𝑎22, 𝑎44, 𝑎55) show that there are significant own shock spillovers for the 
growth rates of positive tweets, blog posts and Google ticker searches.  
Matrix 𝑩 (coefficients 𝑏11, 𝑏12, 𝑏13, … , 𝑏55) show that all variables experience significant own 
volatility spillover effects: all the diagonal elements of the matrix (𝑏11, 𝑏22, 𝑏33, 𝑏44, 𝑏55) are 
significant. Furthermore, there are significant bidirectional volatility spillovers between stock returns 
and the growth rates of blog posts, showing that past volatility in the growth rates of blog posts 
decreases future volatility in stock returns (-0.2021), whereas past volatility in stock returns increases 
future volatility in the growth rates of blog posts (0.0141). The first spillover effect is much larger 
than the second. Moreover, past volatility in the growth rates of positive tweets leads to a significant 
decrease (-0.1076) of the future volatility in the growth rates of negative tweets. Inspection of the 
residuals did not indicate serious misspecification of the model.  
All in all, the significant parameters in matrix 𝑨 and 𝑩 show that most of the spillover effects 
are unidirectional and that the size of the effect varies. There are more spillovers from the growth 
rates of user-generated content volume to stock returns than vice versa, and they are larger. Finally, 
Table 11 shows that volatility in the growth rates of user-generated content “Granger causes” the 
volatility in stock returns.  
The Effect of Company-Related Events on the Volatility in the Growth Rates of 
User-Generated Content 
Table 12 presents the results of the multivariate egression, where the volatility of the growth 
rates of the volume of positive tweets is the dependent variable. The results show that Apple’s launch 
of a new product or involvement in a lawsuit or other legal issue has a positive and significant effect 
on the volatility (0.034 and 0.044, respectively). None of the other organizational events have a 
significant effect on the volatility of positive tweets. Seasonality is significant with volatility higher 
on Tuesdays (0.037).  
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Table 13 presents the results of the second regression with the volatility of the growth rates of 
the volume of negative tweets as the dependent variable. Consistent with prior results, new product 
launches of Apple and Apple’s lawsuits and legal issues have a significant and positive effect on the 
volatility of the growth rates of the volume of negative tweets (0.039 and 0.047, respectively). 
Seasonality is significant as well with the volatility high on Tuesdays (0.086). Thus, new product 
launches increases volatility of the growth rates for both positive and negative tweets.  
Table 14 presents the results of the regression with the volatility of the growth rates of the 
volume of blog posts as the dependent variable. New product launches have a significant positive 
impact on the volatility (0.01). None of the other organizational events have a significant effect and 
neither does seasonality. 
Table 15 shows the results of the fourth and final regression, with the volatility of the growth 
rates of the volume of Google ticker searches as the dependent variable. None of the other 
organizational events have a significant effect on the volatility. However, seasonality is significant, 
with the volatility high on Tuesdays (0.005).  
Study 2 – Airline Industry 
This subsection provides the results of the multivariate GARCH BEKK model for study 2. 
Spillover Effects between User-Generated Content and Stock Returns 
Table 16 shows the shock and volatility spillovers between returns and the growth rates of the 
volume of user-generated content for the 4 airlines. The complete output of all the mean, shock, and 
volatility spillovers among the time series are Table B1 to B8 in Appendix B. These results confirm 
the presence of significant shock and volatility spillover effects between the growth rates of the 
volume of user-generated content and stock returns for a different industry. Especially Delta and 
United airlines exhibit many significant shock and volatility spillovers. Moreover, these results 
confirm our previous finding that spillovers are larger from the growth rates of the volume of user-
generated content to stock returns than vice versa. Table 17 shows that volatility in the growth rates of 
user-generated content Granger causes the volatility in stock returns.  
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Discussion 
This final section summarizes the main findings from the study, lists the contributions, 
discusses key issues, draws implications, and lists limitations.  
Summary of Findings 
The main findings of this study are the following: 
 Mean shock and volatility spillovers are significant between the growth rates of the 
volume of user-generated content and stock returns. 
 Spillovers from the growth rates of volume of user-generated content to stock returns are 
more frequent and larger than vice versa.  
 Spillovers differ depending on the valence of user-generated content: Past shocks in the 
growth rates of positive tweets decrease future volatility in stock returns, whereas past 
shocks in the growth rates of negative tweets increase future volatility in stock returns.  
 New product launches and – to a lesser extent – lawsuits and legal issues increase the 
volatility in the growth rates of user-generated content.  
Contributions 
This study makes three main contributions. First, this is the first study to investigate the 
presence of shock and volatility spillovers between user generated content and stock returns. With 
volatility being an important proxy of risk in the stock market, influences on the volatility of stocks 
can present important insights in the fields of asset pricing, portfolio optimization, risk management, 
and option pricing. The direct relationship between user-generated content and stock market 
performance has been investigated by Tirunillai and Tellis (2012) and Luo (2007, 2009). Our study 
adds to this existing literature by not only investigating the direct connection between the growth rates 
of the volume of user-generated content and returns, but by investigating the link in terms of volatility 
spillovers as well.  
Second, we investigate whether the volatility in the growth rates of the volume of user-
generated content is influenced by new product launches or other organizational events regarding the 
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company. Hence, our findings on both the spillovers and the origin of these spillovers contribute to 
unravelling the dynamics between user-generated content and stock market performance.  
Third, as far as we know, ours is the first paper in marketing that utilizes a Multivariate 
GARCH BEKK model to study volatility. Models such as these can be used to infer many marketing 
questions especially for metrics related to the second moment, such as volatility. We encourage future 
researchers to utilize such models. 
Implications 
This study has four implications for marketing, PR, investing, and strategy. First, as volatile 
stocks are risky stocks that reflect instability about a company, it is best to keep volatility low. We 
show that volatility is Granger caused by user-generated content. So, managers need to monitor and 
control user-generated content constantly.  
Second, this study also investigates the Granger causes of user-generated content. Foremost 
among these are negative content, which can increase volatility. So, marketing and communication 
managers need to focus specifically on monitoring and responding to negative user comments. The 
findings of this study can help them develop strategies that tackle the effects of negative user 
comments, either by engaging with complaining customers or by hedging the estimated effect on the 
volatility. For example, the Airlines Industry has already started this practice by using Twitter as a 
customer service tool to listen and pacify customer problems. 
Third, by means of the multivariate GARCH model, we can use UGC t to predict the 
volatility of stocks, which can be useful in hedging strategies for both the company itself as well as 
for external investors.  
Fourth, knowing which type of events are the source of the volatility spillovers can help 
managers make an informed decision about the timing of these events. They could for example decide 
to postpone a new product launch if a capital raise is planned, in an effort to keep the stock return 
volatility level low at that time.   
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Questions 
These results raise the following questions: Why is the effect asymmetric? Why are there 
spillover effects between the various metrics of user-generated content? Why do new product 
launches increase volatility of user generated content? 
Why is the Effect Asymmetric? 
The impact of shocks in negative user-generated content on stock return volatility is bigger 
than the impact of shocks in positive user-generated content. This difference may be due to negativity 
bias or loss aversion. Consumer response to negative and positive news is asymmetric (Kahneman and 
Tversky 1979). In general, prospect theory (Kahneman and Tversky 1979) suggests that the damage 
in sales due to negative content is higher than the increase in sales due to the same amount of positive 
content. Second, negative information is more diagnostic than positive information. Hence, investors 
find the negative information more useful than positive information.  
Why are there Spillover Effects between the Various User-Generated Content 
Measures? 
The results show that the spillovers are larger among measures of user-generated content than 
between user-generated content and stock returns. This means that online content is influenced more 
by other online content than by stock returns. As there is a lot of interaction between the various user-
generated content measures (for example, people refer to blogs based on what they read in tweets), 
shocks in one measure of user-generated content are likely to spillover to another. For example, the 
strong connection between negative tweets and positive tweets in our results is most likely due to the 
fact that Twitter uses hashtags for topics, to which tweets are linked (after each tweet follows 
‘#topic’). Shocks in the growth rates of negative tweets are therefore likely to be linked to shocks in 
the growth rates of positive tweets, as people tend to have various opinions about a topic. 
Why do New Product Launches Increase Volatility of User Generated Content? 
We find that new product launches increase the volatility in the growth rates of volume of 
user-generated content. This effect may be due to the high level of market uncertainty surrounding 
new product launches. Prior research suggests that new products often fail and that failure rates are 
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especially high in innovation-driven industries (e.g., Urbig et al. 2013).  For example, in the 
pharmaceutical industry failure rates can be as high as 80% (Urbig et al. 2013). Thus, the prior history 
of new product failures and the inherent uncertainty in new product launches may increase the 
volatility of user generated content as consumers express doubts about the performance of new 
products.  
Limitations and Future Research 
This study suffers from several limitations that could be the focus of future research. First, we 
recommend to investigate the presence of spillovers for companies other than Apple and the airline 
industry. Preferably research could be conducted for companies in various industries, to investigate 
the generalizability of our results and to study differences in spillover effects between industries.  
Second, to keep the research manageable, we only derived the valence of tweets. In future 
research, it would be insightful to incorporate the valence of other user-generated content measures 
such as blog posts as well.  
Third, it would be useful to explore how tweets affect volatility in sales. We are unable to 
obtain sales data at the daily level.  
Fourth, our results can only assure causality in the sense of Granger causality. Field 
experiments such as by Aral and Walker 2012 can be a fertile direction for assessing causality.  
Finally, some of the described analyses are computationally intensive and time consuming. 
To implement this research in managerial settings, practitioners would have to scale up and 
implement efficient, computational procedures, especially in real-time monitoring of user-generated 
content.  
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Figure 1: Time series plots of Apple’s stock returns (in US Dollars), the volume of user-generated content variables Positive 
tweets, Negative tweets, Blog posts and Google Ticker Search, and the log differences (i.e., the growth rates) of the volume 
of user-generated content variables (January 2007 to March 2010). 
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Figure 1b: Volume of Positive Tweets about the iPhone  
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Figure 1a: Apple's stock returns 
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Figure 1c: Volume of Negative Tweets about the iPhone 
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Figure 1f: Growth rates of the Volume of Positive 
Tweets about the iPhone 
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Figure 1d: Volume of Blog Posts about the iPhone 
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Figure 1e: Volume of Google Searches for Apple's 
Ticker Symbol  
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Figure 1g: Growth rates of the Volume of  Negative 
Tweets about the iPhone 
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Figure 1h: Growth rates of the Volume of Blog Posts 
about the iPhone 
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Figure 1i: Growth rates of the Volume of Google 
Searches for Apple's Ticker Symbol 
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Figure 2: Time series plots of Apple’s New product launches and the eight categories of Apple’s Organizational events: 
mergers and acquisitions, product announcements, downsizings, client announcements, lawsuits and legal issues, executive 
changes, business expansions and strategic alliances (January 2007 to March 2010) 
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Figure 2a: New Product Launches 
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Figure 2b: Organizational Events - Business Expansions 
0
1
2
3
Jan-07 Jan-08 Jan-09 Jan-10
N
u
m
b
er
 o
f 
ev
en
ts
 
Figure 2f: Organizational Events - Lawsuits & Legal 
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Figure 2c: Organizational Events - Client 
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Figure 2d: Organizational Events - Executive Changes 
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Figure 2e: Organizational Events - Product 
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Figure 2i: Organizational Events - Strategic Alliances 
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Figure 2h: Organizational Events - Mergers & 
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Figure 2g: Organizational Events - Downsizings 
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Figure 3: Correlation between (squared) Returns and (squared) growth rates of the volume of Positive tweets, Negative 
tweets, Blog posts and Google Ticker Search, plotted over a moving window of 10 days. 
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Figure 3e: Squared: Returns - Growth rates Positive 
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Figure 3a: Returns - Growth rates Positive Tweets  
-1
0
1
Jan-07 Jan-08 Jan-09 Jan-10
C
o
rr
el
at
io
n
 
Figure 3b: Returns - Growth rates Negative Tweets  
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Figure 3f: Squared: Returns - Growth rates Negative 
Tweets 
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Figure 3c: Returns - Growth rates Blog Posts  
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Figure 3g: Squared: Returns - Growth rates Blog Posts  
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Figure 3d: Returns - Growth  rates Google Search 
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Figure 3h: Squared: Returns - Growth rates Google 
Search Tickers  
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Figure 4: Estimation framework of studying the spillover effects between user-generated content and stock returns 
Company-related 
events 
Growth rates of 
volume of  user-
generated content  
 
Volatility of growth 
rates of volume of  
user-generated 
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Stock returns 
 
Volatility of stock 
returns 
(1) 
(2) 
(3) (4) 
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Table 1: Literature on effects of UGC and marketing information on firm performance  
  
Type of Study Representative 
Publications 
Contrasts Twitter vs. Google 
Search vs. Blogs 
Analyses  Effect of Firm 
Announcement on Volatility in 
UGC 
Includes 
Twitter 
Evaluates Effect on 
Stock Volatility 
UGC 
on Sales 
Chevalier  
and Mayzlin (2006) 
No No No No 
Gopinath et al. (2014) No No No No 
Rui et al. (2013) No No Yes No 
Marketing Information 
on Stock Returns 
Mizik and Jacobson (2003) No No No No 
Pauwels et al. (2004) No No No No 
McAlister et al. (2007) No No No No 
UGC 
on Stock Returns 
 
 
 
Luo (2009) No No No No 
Bollen et al. (2011) No No Yes No 
McAlister et al. (2012) No No No No 
Tirunillai and Tellis (2012) No No No No 
Luo et al. (2013) No No No No 
This Study Yes Yes  Yes Yes 
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Table 2: Description of the variables of study 1 concerning Apple 
 
  
Variables  Description Details about the variables 
Returns Stock returns of Apple Normal returns of Apple 
Positive tweets Volume of positive tweets 
about iPhone 
e.g. I love the iPhone. Classified using the Support Vector Machine Algorithm. 
Negative tweets Volume of negative 
tweets about iPhone 
e.g. I think the iPhone is too heavy. Classified using the Support Vector Machine Algorithm. 
Blog posts Number of blog posts by 
influential bloggers about 
iPhone 
We collect the data for blogs about the brands from Newstex. Newstex’s Authoritative Content feature enables us to select blogs from news 
organizations and corporate blogs, as well as respected independent experts and thought leader blogs, which include blogging sites such as 
Gawker.com, Mashable.com, b5media.com, and consumerist.com. 
Google Ticker 
Search 
Search volume for AAPL 
in Google Search Engine 
Daily search volume for the ticker symbol “AAPL”. We obtain the daily search volume from Google Trends (http://www.google.com/trends/) 
provided by Google Search, which is the most popular search engine on the World Wide Web. The actual search volume is normalized by 
Google using a common variable over a certain period, in this case it is the maximum number of searches for the term “AAPL”. Since Google 
Trends does not give daily number of searches for a period of more than 90 days we collected daily searches from October to December 2009, 
November 2009 to January 2010, December 2009 to February 2010, and January 2010 to March 2010. Hence, the actual daily search volume is 
divided by the maximum search volume over a period of 90 days. We mapped the common dates and synchronized the values across these 
months to get the normalized values over our sample period. Since the actual daily search volume is not available, we use this normalized daily 
search volume as the variable: Number of Google Ticker Search. 
New product 
launches 
Number of new product 
launches for Apple 
We measure new product announcements by the number of new product launches made by the firm. We rely on the Capital IQ database for this 
particular variable. We read each entry under the category of “Product-Related Announcements” within the Key Developments feature of 
Capital IQ to ascertain a new product launch. 
Organizational 
events 
Number of organizational 
related events for Apple 
We measure organizational events by counting and aggregating all key firm events excluding new product announcements and financial events 
(announcements of earnings, dividends, etc.). Organizational events are all events which are not new product launches or financial events. We 
categorized the organizational events into: mergers and acquisitions, product announcements, downsizings, client announcements, lawsuits and 
legal issues, executive changes, business expansions and strategic alliances. 
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Table 3: Summary statistics of the data (816 observations): the mean, standard deviation, skewness, kurtosis, the Jarque Bera statistic and the corresponding p-value  
Variables Mean Standard Deviation Skewness Kurtosis Jarque Bera-statistic  p-value 
Returns 0.164 2.757 -0.234 6.995 549.967 0.000 
Positive tweets 1622.900 3021.475 2.024 5.843 832.048 0.000 
Negative tweets 772.110 1424.498 2.556 11.774 3505.724 0.000 
Blog posts 9.634 11.964 3.327 25.473 18676.438 0.000 
Google Ticker Search 26.015 12.491 1.918 8.668 1592.506 0.000 
 
Table 4: Results of the ADF test for the log differences of the user-generated content variables (no trend or intercept) 
 
 
 
 
 
 
 
 
Table 5: Correlation between (squared) returns and (squared) growth rates of user-generated content 
User-generated content variables ADF-statistic ADF p-value 
Growth rates Positive tweets  -20.156 0.000 
Growth rates Negative tweets -15.582 0.000 
Growth rates Blog posts -14.726 0.000 
Growth rates Google Ticker Search -22.974 0.000 
Correlation  Returns Growth rates Positive tweets Growth rates Negative tweets Growth rates Blog posts Growth rates Google Ticker Search 
Returns 1.000 0.0370 -0.0141 -0.0038 0.0692 
Growth rates Positive tweets  0.0370 1.000 0.6410 0.1484 0.1868 
Growth rates Negative tweets  -0.0141 0.6410 1.000 0.1688 0.1656 
Growth rates Blog posts -0.0038 0.1484 0.1688 1.000 0.2393 
Growth rates Google Ticker Search  0.0692 0.1868 0.1656 0.2393 1.000 
Correlation (squared variables) Returns Growth rates Positive tweets Growth rates Negative tweets Growth rates Blog posts Growth rates Google Ticker Search 
Returns 1.000 0.0661 0.0356 0.1030 0.1912 
Growth rates Positive tweets 0.0661 1.000 0.7092 0.1457 0.4485 
Growth rates Negative tweets 0.0356 0.7092 1.000 0.1028 0.3248 
Growth rates Blog posts 0.1030 0.1457 0.1028 1.000 0.2017 
Growth rates Google Ticker Search 0.1912 0.4485 0.3248 0.2017 1.000 
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Table 6: Description of the variables of study 2 concerning Delta, JetBlue, Southwest and United Airlines 
  
 
 
 
 
 
 
 
 
Table 7: Summary statistics of the data (251 observations): the mean, standard deviation, skewness, kurtosis, the Jarque Bera 
statistic (JB-stat) and the corresponding p-value of the Jarque Bera statistic  
Variables Mean Standard Deviation Skewness Kurtosis JB-stat  p-value 
Delta Airlines        
Returns 0.299 2.099 0.125 4.672 29.904 0.000 
Retweets 71.976 98.486 8.718 106.747 115746.228 0.000 
Replies 151.896 100.549 2.659 21.425 3846.185 0.000 
Favorites 85.928 94.453 2.739 14.854 1783.470 0.000 
JetBlue Airlines       
Returns 0.231 1.950 0.293 3.603 7.401 0.025 
Retweets 70.582 48.857 2.941 15.946 2114.708 0.000 
Replies 203.299 118.068 4.163 27.309 6905.350 0.000 
Favorites 77.434 86.973 2.167 10.975 861.589 0.000 
Southwest Airlines       
Returns 0.297 1.415 -0.070 4.067 12.120 0.002 
Retweets 70.124 107.342 5.009 34.849 11658.186 0.000 
Replies 137.132 92.175 1.867 10.643 756.744 0.000 
Favorites 85.825 119.767 3.464 18.443 2996.147 0.000 
United Airlines       
Returns 0.127 2.637 -0.120 4.414 21.499 0.000 
Retweets 95.418 227.936 13.662 204.746 433479.385 0.000 
Replies 506.291 221.486 1.105 4.261 67.747 0.000 
Favorites 102.721 115.462 4.812 41.323 16328.153 0.000 
 
  
Variables  Description 
Returns Stock returns of the airline 
Retweets Number of user retweets about the airline brand 
Replies Number of user replies about the airline brand 
Favorites Number of users favoriting tweets regarding the airline brand 
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Table 8: Results of the ADF test for the log differences of the user-generated content variables (no trend or intercept) 
User-generated content variables ADF-statistic  ADF p-value 
Delta Airlines    
Growth rates Retweets -13.998 0.000 
Growth rates Replies -12.081 0.000 
Growth rates Favorites -14.339 0.000 
JetBlue Airlines   
Growth rates Retweets -10.915 0.000 
Growth rates Replies -13.975 0.000 
Growth rates Favorites -18.571 0.000 
Southwest Airlines   
Growth rates Retweets -10.660 0.000 
Growth rates Replies -18.311 0.000 
Growth rates Favorites -13.249 0.000 
United Airlines   
Growth rates Retweets -10.887 0.000 
Growth rates Replies -11.962 0.000 
Growth rates Favorites -21.238 0.000 
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Table 9: Estimation Results of the VAR(1) model for Study 1 – iPhone 
 Returns (𝒊 =1) Positive Tweets (𝒊 =2) Negative Tweets (𝒊 =3) Blog Posts (𝒊 =4) Google Ticker Search (𝒊 =5) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝛼  ***0.2574 0.0935 **0.0194 0.0095 **0.0217 0.0105 0.0187 0.0227 -0.0006 0.0064 
𝛾1𝑖 -0.0113 0.0346 ***-0.0087 0.0033 **-0.0074 0.0034 -0.0057 0.0083 -0.0020 0.0026 
𝛾2𝑖 0.1717 0.2208 ***-0.3167 0.0660 **0.1721 0.0693 -0.0126 0.0622 0.0245 0.0175 
𝛾3𝑖 -0.2567 0.1980 0.0061 0.0416 ***-0.4386 0.0483 -0.0193 0.0576 -0.0013 0.0146 
𝛾4𝑖 -0.0315 0.1062 ***0.0482 0.0177 ***0.0523 0.0196 ***-0.4179 0.0328 **0.0266 0.0112 
𝛾5𝑖 **0.9147 0.3674 -0.0494 0.0545 -0.0545 0.0616 *0.2001 0.1091 ***-0.2006 0.0389 
*,**,*** indicates significance at the 0.10 (*), 0.05 (**) and 0.01 (***) level. 
 
Table 10: Estimation Results of the multivariate GARCH BEKK model for Study 1 – iPhone 
 
Returns (𝒊 =1) Positive Tweets (𝒊 =2) Negative Tweets (𝒊 =3) Blog Posts (𝒊 =4) Google Ticker Search (𝒊 =5) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝑐1𝑖 ***0.3557 0.1020         
𝑐2𝑖 0.0381 0.0533 *0.1350 0.0781       
𝑐3𝑖 0.0561 0.0626 0.1446 0.0895 0.0039 0.0103     
𝑐4𝑖 **0.0668 0.0314 0.0135 0.0357 0.0052 0.0298 -0.0001 0.0115   
𝑐5𝑖 ***0.1213 0.0334 -0.0003 0.0244 **0.0741 0.0341 -0.0006 0.0088 -0.0001 0.0775 
𝑎1𝑖 0.1008 0.0625 0.0053 0.0076 0.0044 0.0088 *-0.0163 0.0094 -0.0081 0.0066 
𝑎2𝑖 *-0.2740 0.1649 ***0.5175 0.1161 ***0.3853 0.1340 0.0811 0.1021 -0.0143 0.0558 
𝑎3𝑖 *0.2943 0.1612 -0.0069 0.1123 0.1644 0.1275 -0.0422 0.0684 -0.0149 0.0369 
𝑎4𝑖 **0.2365 0.1182 -0.0031 0.0249 -0.0057 0.0274 ***0.1704 0.0458 -0.0271 0.0286 
𝑎5𝑖 0.2997 0.7958 -0.1068 0.2266 -0.1199 0.2563 0.0858 0.1173 ***0.3963 0.0943 
𝑏1𝑖  ***0.9802 0.0070 0.0002 0.0021 0.0006 0.0024 ***0.0141 0.0023 -0.0001 0.0024 
𝑏2𝑖 0.0871 0.0756 ***0.8863 0.0407 **-0.1076 0.0420 -0.0077 0.0277 0.0242 0.0344 
𝑏3𝑖 -0.1040 0.0835 -0.0657 0.0535 ***0.9066 0.0635 -0.0042 0.0185 -0.0072 0.0203 
𝑏4𝑖 ***-0.2021 0.0474 0.0067 0.0257 0.0106 0.0287 ***0.9920 0.0131 0.0218 0.0133 
𝑏5𝑖 -0.5828 0.7277 0.0425 0.3345 0.0102 0.3855 -0.1742 0.1154 ***0.6191 0.1629 
*,**,*** indicates significance at the 0.10 (*), 0.05 (**) and 0.01 (***) level. 
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Table 11: Test for Granger causality in volatility from user-generated content to Returns for Study 1 – iPhone  
 
 
 
Table 12: Estimation Results for Volatility of the growth rates of the volume of Positive Tweets for Study 1 – iPhone  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Wald test causality in volatility 
 𝜒2(8)  96.210 
 p-value 0.000 
Dependent Variable:  Volatility of the growth rates of Positive Tweets 
Variable Coefficient     Standard Error 
Constant *0.031 0.016 
Volatility growth rates Positive Tweets (-1) ***0.786 0.022 
New Product Launches Dummy *0.034 0.018 
Lawsuits and Legal issues Dummy **0.044 0.020 
Downsizing Dummy -0.041 0.132 
Executive changes Dummy -0.032 0.054 
Mergers and Acquisitions Dummy -0.045 0.062 
Strategic Alliances Dummy -0.008 0.133 
Client Announcements Dummy -0.005 0.018 
Business Expansions Dummy -0.010 0.022 
Product Announcements Dummy 0.028 0.042 
Monday  0.015 0.021 
Tuesday *0.037 0.021 
Wednesday 0.017 0.021 
Thursday 0.006 0.021 
Centered R-squared 0.625  
R-Bar squared 0.618  
Uncentered R-squared 0.785  
Log likelihood 221.942  
Durbin-Watson statistic 2.155  
Mean of Dependent Variable 0.260  
Std Error of Dependent Variable 0.301  
Standard Error of Estimate 0.186  
Sum of Squared Residuals 27.574  
Regression F(14,798) 94.822  
Significance Level of F 0.000  
Included observations: 813 after adjustments 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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Table 13: Estimation Results for Volatility of the growth rates of the volume of Negative Tweets for Study 1 – iPhone  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Dependent Variable:  Volatility of the growth rates of Negative Tweets 
Variable Coefficient    Standard Error 
Constant **0.039 0.017 
Volatility growth rates Negative Tweets (-1) ***0.746 0.023 
New Product Launches Dummy **0.039 0.018 
Lawsuits and Legal issues Dummy **0.047 0.021 
Downsizing Dummy -0.043 0.136 
Executive changes Dummy -0.022 0.056 
Mergers and Acquisitions Dummy -0.043 0.064 
Strategic Alliances Dummy -0.015 0.136 
Client Announcements Dummy -0.002 0.018 
Business Expansions Dummy -0.009 0.023 
Product Announcements Dummy 0.041 0.044 
Monday  0.021 0.022 
Tuesday *0.041 0.022 
Wednesday 0.015 0.021 
Thursday 0.008 0.021 
Centered R-squared 0.567  
R-Bar squared 0.559  
Uncentered R-squared 0.766  
Log likelihood 199.608  
Durbin-Watson statistic 2.146  
Mean of Dependent Variable 0.265  
Std Error of Dependent Variable 0.288  
Standard Error of Estimate 0.191  
Sum of Squared Residuals 29.131  
Regression F(14,798) 74.613  
Significance Level of F 0.000  
Included observations: 813 after adjustments 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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Table 14: Estimation Results for Volatility of the growth rates of the volume of Blog Posts for Study 1 – iPhone  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Dependent Variable: Volatility of the growth rates of Blog Posts 
Variable Coefficient   Standard Error 
Constant 0.004 0.004 
Volatility growth rates Blog Posts (-1) ***0.989 0.006 
New Product Launches Dummy ***0.010 0.003 
Lawsuits and Legal issues Dummy 0.005 0.004 
Downsizing Dummy 0.016 0.026 
Executive changes Dummy -0.005 0.011 
Mergers and Acquisitions Dummy -0.002 0.012 
Strategic Alliances Dummy -0.012 0.026 
Client Announcements Dummy -0.002 0.003 
Business Expansions Dummy -0.003 0.004 
Product Announcements Dummy -0.002 0.008 
Monday  -0.003 0.004 
Tuesday 0.006 0.004 
Wednesday 0.001 0.004 
Thursday -0.002 0.004 
Centered R-squared 0.973  
R-Bar squared 0.972  
Uncentered R-squared 0.996  
Log likelihood 1555.025  
Durbin-Watson statistic 2.048  
Mean of Dependent Variable 0.493  
Std Error of Dependent Variable 0.217  
Standard Error of Estimate 0.036  
Sum of Squared Residuals 1.038  
Regression F(14,798) 2032.854  
Significance Level of F 0.000  
Included observations: 813 after adjustments 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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Table 15: Estimation Results for Volatility of the growth rates of the volume of Google Ticker Search for Study 1 – iPhone  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Dependent Variable: Volatility of the growth rates of Google Ticker Search 
Variable Coefficient   Standard Error 
Constant ***0.016 0.002 
Volatility growth rates Google Ticker Search (-1) ***0.610 0.028 
New Product Launches Dummy 0.001 0.001 
Lawsuits and Legal issues Dummy 0.000 0.001 
Downsizing Dummy -0.005 0.009 
Executive changes Dummy 0.001 0.004 
Mergers and Acquisitions Dummy -0.007 0.004 
Strategic Alliances Dummy -0.004 0.009 
Client Announcements Dummy 0.000 0.001 
Business Expansions Dummy -0.001 0.002 
Product Announcements Dummy 0.003 0.003 
Monday  0.002 0.001 
Tuesday ***0.005 0.002 
Wednesday 0.001 0.001 
Thursday 0.002 0.001 
Centered R-squared 0.376  
R-Bar squared 0.366  
Uncentered R-squared 0.931  
Log likelihood 2369.242  
Durbin-Watson statistic 2.026  
Mean of Dependent Variable 0.047  
Std Error of Dependent Variable 0.017  
Standard Error of Estimate 0.013  
Sum of Squared Residuals 0.140  
Regression F(14.798) 34.415  
Significance Level of F 0.000  
Included observations: 813 after adjustments 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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Table 16: Cross spillover effects of the multivariate GARCH BEKK model for Study 2 – Airlines  
 
 
Table 17: Test for Granger causality in volatility from user-generated content to Returns for Study 2 – Airlines  
 
 
  
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4)  
Delta Airlines JetBlue Airlines Southwest Airlines United Airlines 
 Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝑎21 ***0.680 0.230 -0.157 0.334 -0.257 0.222 -0.286 0.332 
𝑎31 -0.270 0.182 **0.803 0.338 0.396 0.344 **-0.943 0.434 
𝑎41 **-0.344 0.155 **-0.474 0.207 0.191 0.144 0.330 0.241 
𝑎12 ***0.099 0.030 0.001 0.022 0.053 0.057 ***0.097 0.027 
𝑎13 ***0.037 0.014 0.030 0.018 ***0.098 0.037 **-0.024 0.012 
𝑎14 -0.002 0.048 *0.078 0.041 -0.034 0.066 ***0.101 0.031 
𝑏21 ***-2.211 0.317 -0.511 1.191 ***-1.286 0.248 **-0.457 0.233 
𝑏31 ***1.174 0.186 **3.027 1.193 *0.523 0.299 0.326 0.432 
𝑏41 **0.728 0.321 -0.151 0.185 ***0.880 0.168 *-0.245 0.148 
𝑏12 ***0.209 0.035 ***-0.182 0.067 *-0.186 0.096 ***0.090 0.022 
𝑏13 ***-0.030 0.011 ***-0.174 0.033 ***-0.078 0.027 ***0.073 0.014 
𝑏14 0.087 0.080 **-0.186 0.079 *-0.153 0.084 ***0.078 0.025 
*,**,*** indicates significance at the 0.10 (*), 0.05 (**) and 0.01 (***) level.   
 Wald test causality in volatility  
Delta 𝜒2(6)  244.359 
  p-value 0.000 
JetBlue 𝜒2(6)  36.766 
  p-value 0.000 
Southwest 𝜒2(6)  52.940 
  p-value 0.000 
United 𝜒2(6)  17.724 
  p-value 0.000 
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Appendix A: Technical details of the Support Vector Machine Algorithm 
We used the Support Vector Machine (SVM) classification algorithm, a semi-parametric 
classification technique, to classify the tweets as positive, negative, or neutral.  
Table A1 details the eight steps we used to prepare the Twitter dataset. This approach has 
been shown to be highly reliable for text classification by computer science scholars, especially where 
predictive validity is important (Cui and Curry, 2005; Joachims, 2002) and researchers across the 
management sciences have used similar techniques (e.g., Das and Chen, 2007; Rui, Liu, and 
Whinston, 2013; Tirunillai and Tellis, 2012). We compiled a dictionary that categorizes words used in 
tweets comprising 1739 words into positive, neutral, and negative. This dictionary includes words 
from tweets and various dictionaries such as Urban dictionary, Harvard’s General Inquirer, Roget’s 
Thesaurus, Miriam-Webster, and Twictionary. We manually classified 13,781 tweets into positive, 
negative and neutral. 12,781 of the 13,781 tweets formed the training set and the remaining 1,000 
tweets the test set. The test set was then used to evaluate how well the SVM algorithm classified the 
tweets. We find a classification accuracy of 78% when we test the SVM algorithm based model, built 
on this training dataset of 12,781 tweets, on the test dataset of 1000 tweets. In other words, 78% of the 
tweets were classified as positive, negative, and neutral to match the manually classified tweets. 
The SVM algorithm model can be described as follows. Given a training set of instance-label 
pairs  where  is the instance and is the valence category (positive, negative and neutral); 
where and  Support Vector Machines requires the solution to the 
following optimization problem (Boser, Guyon, and Vapnik, 1992; Cortes and Vapnik, 1995): 
   (A1) 
Here, training vectors are mapped into a higher (perhaps infinite) dimensional space by the 
function . The SVM algorithm finds a separating hyperplane with the maximal margin in this higher 
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dimensional space. In this case, C > 0 is the penalty parameter of the error term, and 
 represents the kernel function.  
We used the “Libsvm” package created by Chang and Lin (2001) via Matlab statistical 
software, our dictionary, and the SVM algorithm model described above for classifying the sentiment 
of iPhone tweets in our Twitter dataset.  
Table A1: Steps for Creation of Twitter Sentiment 
Data Processing Step Description of Step 
Creation of dictionary Create a dictionary, which forms the basis for the valence 
classification. We create the dictionary using a combination 
of tweets and various dictionaries. We use a subset of tweets 
from our corpus (13,781 tweets) and dictionaries such as 
Urban dictionary, Harvard’s General Inquirer, Twictionary, 
Roget’s Thesaurus and Miriam-Webster 
Formation of training and test  
Sample 
Pre-process 13,781 tweets into positive, negative and 
neutral. Two human coders manually classify the tweets 
intro positive, negative, and neutral. There is 87% 
agreement. The differences between coders were resolved 
through discussion and mutual agreement. 12,781 tweets 
used for training and 1,000 tweets used for testing. 
Removal of urls and user-ids Remove universal resource locator (URLs) and user-ids in 
the tweets 
Conversion of Emoticons and Internet 
Words 
Convert the emoticons into their meanings (e.g.  as happy, 
 as sad). 7,383 Internet acronyms/slang/words were 
converted into their actual meanings. The list is available 
from the authors. We consult various online sources to 
convert the various types of emoticons and the 7383 Internet 
acronyms/slang/words. 
 
Removal of punctuation and numeric 
characters 
Remove punctuation and numeric characters except 
exclamation and question marks. These exclamation and 
question marks were replaced by EXM and QSM 
respectively 
Tokenization of Tweets Tokenize tweets to individual words or phrases 
Removal of Stop-Words Remove stop-words (e.g. I, or, etc.) 
Stemming of words Stem words (convert to base form: e.g., love, loved, loving, 
etc. stemmed to “love”) 
Classification of Valence Classify the tweets using Support Vector Machine 
 
)x(φ)x(φ)x,x(K j
T
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Appendix B: Detailed estimation results for the airlines 
Table B1: Estimated coefficients of the VAR(1) model for Study 2 – Delta Airlines 
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝛼 *0.236 0.131 -0.021 0.050 -0.003 0.023 -0.069 0.066 
𝛾1𝑖 **0.117 0.058 0.043 0.027 ***0.048 0.010 0.056 0.035 
𝛾2𝑖 -0.162 0.211 ***-0.452 0.073 -0.008 0.031 -0.149 0.097 
𝛾3𝑖 0.151 0.155 -0.094 0.077 ***-0.491 0.049 -0.055 0.111 
𝛾4𝑖 0.071 0.138 0.032 0.050 0.016 0.019 ***-0.433 0.072 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
 
Table B2: Estimated coefficients of the multivariate GARCH BEKK model for Study 2 – Delta Airlines 
 
  
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝑐1𝑖 0.208 0.208       
𝑐2𝑖 ***0.499 0.099 -0.001 0.099     
𝑐3𝑖 **0.077 0.030 0.000 0.060 0.000 0.028   
𝑐4𝑖 ***1.108 0.082 -0.003 0.232 0.000 0.040 0.000 0.067 
𝑎1𝑖 ***0.187 0.059 ***0.099 0.030 ***0.037 0.014 -0.002 0.048 
𝑎2𝑖 ***0.680 0.230 ***0.330 0.088 ***0.198 0.073 ***0.646 0.157 
𝑎3𝑖 -0.270 0.182 ***0.771 0.109 ***0.926 0.106 ***0.685 0.157 
𝑎4𝑖 **-0.344 0.155 **-0.097 0.043 0.076 0.049 ***-0.423 0.085 
𝑏1𝑖  ***0.669 0.042 ***0.209 0.035 ***-0.030 0.011 0.087 0.080 
𝑏2𝑖 ***-2.211 0.317 ***0.697 0.034 ***-0.241 0.037 ***0.891 0.012 
𝑏3𝑖 ***1.174 0.186 -0.072 0.054 ***0.425 0.052 0.051 0.069 
𝑏4𝑖 **0.728 0.321 ***-0.116 0.040 ***0.192 0.039 ***-0.541 0.085 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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 Table B3: Estimated coefficients of the VAR(1) model for Study 2 – JetBlue Airlines  
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝛼 0.204 0.134 -0.002 0.033 0.007 0.024 -0.011 0.066 
𝛾1𝑖 -0.010 0.064 -0.012 0.016 -0.008 0.012 -0.029 0.027 
𝛾2𝑖 -0.049 0.191 ***-0.453 0.068 -0.048 0.064 -0.168 0.142 
𝛾3𝑖 0.232 0.267 0.111 0.091 ***-0.311 0.097 0.116 0.229 
𝛾4𝑖 0.037 0.121 0.006 0.028 -0.026 0.024 **-0.210 0.106 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
  
Table B4: Estimated coefficients of the multivariate GARCH BEKK model for Study 2 – JetBlue Airlines  
  
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝑐1𝑖 ***1.247 0.462       
𝑐2𝑖 -0.143 0.109 0.000 0.053     
𝑐3𝑖 -0.171 0.119 0.000 0.043 0.000 0.021   
𝑐4𝑖 -0.190 0.162 0.000 0.058 0.000 0.018 0.000 0.017 
𝑎1𝑖 ***0.424 0.114 0.001 0.022 0.030 0.018 *0.078 0.041 
𝑎2𝑖 -0.157 0.334 0.038 0.096 -0.115 0.080 -0.225 0.223 
𝑎3𝑖 **0.803 0.338 ***0.312 0.106 ***0.341 0.094 ***-1.215 0.376 
𝑎4𝑖 **-0.474 0.207 0.028 0.030 0.010 0.041 ***0.647 0.160 
𝑏1𝑖  *-0.262 0.138 ***-0.182 0.067 ***-0.174 0.033 **-0.186 0.079 
𝑏2𝑖 -0.511 1.191 ***0.800 0.159 -0.171 0.167 -0.022 0.159 
𝑏3𝑖 **3.027 1.193 -0.113 0.279 0.143 0.191 0.472 0.595 
𝑏4𝑖 -0.151 0.185 -0.046 0.050 -0.003 0.059 ***0.653 0.155 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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Table B5: Estimated coefficients of the VAR(1) model for Study 2 – Southwest Airlines  
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝛼 ***0.351 0.093 -0.023 0.070 0.005 0.023 -0.006 0.082 
𝛾1𝑖 -0.070 0.063 **-0.109 0.050 -0.028 0.023 *-0.120 0.062 
𝛾2𝑖 ***0.325 0.103 ***-0.579 0.090 0.014 0.035 -0.108 0.099 
𝛾3𝑖 0.087 0.113 0.118 0.109 ***-0.359 0.063 -0.014 0.115 
𝛾4𝑖 ***-0.237 0.084 *0.158 0.085 -0.005 0.032 ***-0.363 0.094 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
 
Table B6: Estimated coefficients of the multivariate GARCH BEKK model for Study 2 – Southwest Airlines 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝑐1𝑖 ***0.747 0.145       
𝑐2𝑖 ***0.886 0.139 ***0.459 0.175     
𝑐3𝑖 0.042 0.038 **0.084 0.042 0.000 0.067   
𝑐4𝑖 ***0.809 0.228 ***0.933 0.192 0.000 0.393 0.000 0.155 
𝑎1𝑖 ***-0.438 0.127 0.053 0.057 ***0.098 0.037 -0.034 0.066 
𝑎2𝑖 -0.257 0.222 ***0.444 0.143 -0.023 0.039 0.310 0.218 
𝑎3𝑖 0.396 0.344 0.257 0.157 ***0.542 0.096 0.270 0.209 
𝑎4𝑖 0.191 0.144 -0.153 0.129 -0.001 0.036 0.013 0.160 
𝑏1𝑖  ***0.412 0.081 *-0.186 0.096 ***-0.078 0.027 *-0.153 0.084 
𝑏2𝑖 ***-1.286 0.248 ***0.696 0.034 **-0.158 0.069 ***0.708 0.059 
𝑏3𝑖 *0.523 0.299 ***0.612 0.110 ***0.885 0.052 **0.175 0.085 
𝑏4𝑖 ***0.880 0.168 ***-0.654 0.049 0.073 0.068 **-0.282 0.110 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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Table B7: Estimated coefficients of the VAR(1) model for Study 2 – United Airlines  
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝛼 0.148 0.171 -0.005 0.038 -0.019 0.018 **-0.075 0.033 
𝛾1𝑖 0.103 0.066 *-0.028 0.016 -0.006 0.006 ***-0.041 0.015 
𝛾2𝑖 -0.005 0.225 ***-0.356 0.063 0.012 0.035 -0.053 0.077 
𝛾3𝑖 **-0.849 0.374 0.194 0.119 ***-0.240 0.067 -0.341 0.208 
𝛾4𝑖 0.278 0.176 -0.063 0.041 -0.074 0.048 ***-0.311 0.056 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
 
Table B8: Estimated coefficients of the multivariate GARCH BEKK model for Study 2 – United Airlines 
 
 
  
 
Returns (i=1) Retweets (i=2) Replies (i=3) Favorites (i=4) 
 
Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error Coefficient Standard Error 
𝑐1𝑖 ***2.359 0.227       
𝑐2𝑖 0.054 0.109 0.000 0.067     
𝑐3𝑖 -0.066 0.049 0.000 0.046 0.000 0.015   
𝑐4𝑖 0.053 0.099 0.000 0.058 0.000 0.010 0.000 0.013 
𝑎1𝑖 0.142 0.133 ***0.097 0.027 **-0.024 0.012 ***0.101 0.031 
𝑎2𝑖 -0.286 0.332 **-0.218 0.094 ***-0.300 0.092 -0.204 0.126 
𝑎3𝑖 **-0.943 0.434 ***0.404 0.117 ***0.313 0.084 -0.284 0.223 
𝑎4𝑖 0.330 0.241 **0.258 0.108 ***0.613 0.139 *0.332 0.200 
𝑏1𝑖  0.356 0.242 ***0.090 0.022 ***0.073 0.014 ***0.078 0.025 
𝑏2𝑖 **-0.457 0.233 ***0.797 0.039 *-0.094 0.051 **-0.106 0.048 
𝑏3𝑖 0.326 0.432 ***-0.506 0.086 -0.006 0.069 0.084 0.237 
𝑏4𝑖 *-0.245 0.148 *0.056 0.029 ***0.079 0.022 ***0.908 0.036 
*.**.*** indicates significance at the 0.10 (*). 0.05 (**) and 0.01 (***) level. 
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Online Appendix: Technical details Granger causality in volatility test 
We split the variables in two groups, for which we define two index sets: 𝐼 = (𝑖1, … , 𝑖𝑘) and 𝒥 =
(𝑗1, … , 𝑗𝐾−𝑘), where 𝐼 ∪ 𝒥 = (1, … , 𝐾) and 𝐼 ∩ 𝒥 = ∅. In the study using Apple data the number of 
variables is 𝐾 = 5, so group 𝐼 = {𝑅𝑒𝑡𝑢𝑟𝑛𝑠} = {1} and group 
𝒥 = {𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑇𝑤𝑒𝑒𝑡𝑠, 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑇𝑤𝑒𝑒𝑡𝑠, 𝐵𝑙𝑜𝑔 𝑃𝑜𝑠𝑡𝑠, 𝐺𝑜𝑜𝑔𝑙𝑒 𝑆𝑒𝑎𝑟𝑐ℎ 𝑇𝑖𝑐𝑘𝑒𝑟𝑠} = {2, 3, 4, 5}. We 
will investigate the issue whether the variance of the variables indexed by 𝒥 cause the variance of the 
variables indexed by 𝐼. We define the sub-vectors of 𝜺𝑡 by 𝜺𝑡
𝐼 = (𝜀𝑡,𝑖1 , … , 𝜀𝑡,𝑖𝑘)′ and 𝜺𝑡
𝒥 =
(𝜀𝑡,𝑗1 , … , 𝜀𝑡,𝑗𝐾−𝑘)′. The 𝜎-algebras generated by 𝜺𝑠
𝐼  and 𝜺𝑠
𝒥
, 𝑠 ≤ 𝑡, are denoted by ℱ𝑡
𝐼 and ℱ𝑡
𝒥
, 
respectively. We say that 𝜺𝑡
𝒥
 does not cause 𝜺𝑡
𝐼  in variance, denoted by 𝜺𝑡
𝒥  
𝑉
↛  𝜺𝑡
𝐼 , if: 
 𝑉𝑎𝑟(𝜺𝑡
𝐼 |ℱ𝑡−1) = 𝑉𝑎𝑟(𝜺𝑡
𝐼 |ℱ𝑡−1
𝐼 ) (1) 
Noncausality in variance amounts to certain zero restrictions of the matrices 𝑨 and 𝑩. We need to 
define a test statistic that tests the zero restrictions in these matrices. Let us first define the restriction 
matrix ?̃? associated with the BEKK model. Let ?̃? be a matrix of dimension 𝑘(𝐾 − 𝑘) x (𝐾)2, of rank 
𝑘(𝐾 − 𝑘). The (𝑟, 𝜏) element of ?̃? is defined by 
 ?̃?𝑟,𝜏 = {
1,
0,
   
𝜏 = 𝑠𝑚𝑛
𝜏 ≠ 𝑠𝑚𝑛
 (2) 
where 𝑟 = 𝑚 + (𝑛 − 1)𝑘, 𝑠𝑚𝑛 =  𝑖𝑚 + (𝑗𝑛 − 1)𝐾, 𝑖𝑚 ∈ 𝐼, 𝑗𝑛 ∈ 𝐽, and 𝑚 = 1, … , 𝑘, 𝑛 = 1, … , 𝐾 − 𝑘. 
Each row of ?̃? contains a 1 at the 𝑖 + (𝑗 − 1)𝐾-th position, where 𝑖 ∈ 𝐼 and 𝑗 ∈ 𝐽 and zeros elsewhere. 
So the 4 by 25 matrix ?̃? is: 
?̃? = [
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
] 
 
For the BEKK model the 𝐾(5𝐾 + 1)/2-dimensional parameter vector is: 
 𝜗 = (𝑣𝑒𝑐ℎ(𝑪)′, 𝑣𝑒𝑐(𝑨)′, 𝑣𝑒𝑐(𝑩)′)′ (2) 
The null hypothesis of noncausality ( 𝐻0: 𝜀𝑡
𝒥  
𝑉
↛  𝜀𝑡
𝐼 ) can now be written as: 
 𝐻0: 𝑄𝜗 = 0, (3) 
where 
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 𝑄 = [0(𝑘(𝐾−𝑘) x 𝐾 , ?̃?, ?̃?] (4) 
Similar to Comte and Lieberman (2003) we assume that for 𝑇 observations, a consistent estimator, ?̂?, 
of the true parameter vector 𝜗0 has the following asymptotic distribution: 
 √𝑇( ?̂? −  𝜗0)
ℒ
→  𝑁(0, Σ𝜗), (5) 
with some positive definite and symmetric matrix Σ𝜗. We also assume that a consistent estimate for Σ𝜗 
is given by Σ̂𝜗. If QML estimation is used, then (5) holds under the regularity conditions listed by 
Comte and Lieberman (2003), and Σ𝜗 is given by 
 Σ𝜗 =  𝒮
−1𝒟𝒮−1, (6) 
where 
 𝒟 = 𝐸 [
𝜕𝑙𝑡(𝜗)
𝜕𝜗
𝜕𝑙𝑡(𝜗)
𝜕𝜗′
|
𝜗0
] ,     𝒮 =  −𝐸 [
𝜕2𝑙𝑡(𝜗)
𝜕𝜗𝜕𝜗′
|
𝜗0
], (7) 
with 
 𝑙𝑡(𝜗) =  −
𝐾
2
ln(2𝜋) −
1
2
ln|𝑯𝑡(𝜗)| −  
1
2
𝜀𝑡
′𝑯𝑡
−1(𝜗)𝜺𝑡. (8) 
We use the following standard Wald statistic for testing the hypothesis (3): 
 𝑊𝑇 =  𝑇(𝑄?̂?)′(𝑄Σ̂𝜗𝑄
′)
−1
(𝑄?̂?) (9) 
The asymptotic distribution of this Wald statistic is a chi-squared distribution with 𝑘(𝐾 − 𝑘) degrees 
of freedom (Hafner and Herwartz, 2004): 
 𝑊𝑇
ℒ
→ 𝜒𝑘(𝐾−𝑘)
2  (10) 
In study 2 the groups are 𝐼 = {𝑅𝑒𝑡𝑢𝑟𝑛𝑠} = {1} and 𝒥 = {𝑅𝑒𝑡𝑤𝑒𝑒𝑡𝑠, 𝑅𝑒𝑝𝑙𝑖𝑒𝑠, 𝐹𝑎𝑣𝑜𝑟𝑖𝑡𝑒𝑠} = {2, 3, 4}. 
 
