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vZusammenfassung
Quantensimulatoren können die Grenzen von analytischen und numerischen
Methoden überwinden und detaillierte Informationen über stark korrelierte
Vielteilchensysteme liefern. Für die experimentelle Erforschung komplexer
Problemstellungen bieten Quantengase vielfältige Möglichkeiten und profi-
tieren von der herausragenden Isolation von externen Störungen. Diese Pro-
motionsarbeit befasst sich mit dem experimentellen Studium von Quanten-
systemen, die kontrolliert aus dem Gleichgewicht gebracht werden. Mit Ein-
zelplatz aufgelöster Abbildung von bosonischen Rubidium Atomen in opti-
schen Gittern wird die zeitliche Entwicklung festgehalten.
Quantenmagnetismus ist der erste behandelte Schwerpunkt in dieser Ar-
beit. Zuerst zeigen wir, dass im Regime von starker Wechselwirkung,in wel-
chem sich ein Mott Isolator bildet, ein zwei komponentiges Gas exzellent das
Heisenberg Model simuliert. Hierzu vermessen wir die kohärente Ausbrei-
tung eines Magnons mit der spinselektiven Abbildung nach einer lokalen
Anregung eines einzelnen Spins. Spinprojektionen auf die z-Achse und den
Äquator der Bloch-Kugel belegen die Entstehung und Propagation von ver-
schränkten Zuständen. Detaillierte Informationen werden in diesem Expe-
riment durch eine neu entwickelte Abbildung gewonnen, welche an Stern-
Gerlach Messungen angelehnt ist. Bei der Anregung zweier benachbarter
Spins wird des Weiteren die Entstehung gebundener Zustände beobachtet
und deren Ausbreitungsgeschwindigkeit sowie Zerfallszeit charakterisiert.
In weiterführenden Messungen erzeugen wir hochangeregte Spiralzustän-
de, die in einen homogenen Gleichgewichtszustand zerfallen und keine ko-
härente Zeitentwicklung aufweisen. Die Geschwindigkeit der beobachteten
Zerfälle ist abhängig von der Windungsstärke und weist in eindimensiona-
len Systemen auf ein diffusives Verhalten hin. Im Gegensatz dazu deuten die
Ergebnisse in zweidimensionalen Systemen auf ein sub-diffusive Propagati-
on hin.
Der zweite Schwerpunkt dieser Arbeit behandelt die Thermalisierung von
hoch angeregten Systemen. Wir ermitteln wie stark eine zusätzlich einge-
strahlte computergenerierte zufällige Potentiallandschaft sein muss, um zu
einer Lokalisierung der Atome zu führen. Von diesen entstehenden lokali-
sierten Vielteilchenzustände wird die Zerfallslänge der Dichteverteilung be-
stimmt, welche am Phasenübergang eine Divergenz zeigt.
Die in dieser Arbeit beschriebenen Experimente demonstrieren unterschied-
liche Realisierungen von Quantensimulationen. Viele weitere Effekte im Be-
reich der Quantenmechanik können mit der hier dargelegten Technik unter-
sucht werden. Weitere Messungen profitieren insbesondere von der nachge-
wiesenen präzisen Anfangszustandspräparation, basierend auf der Kontrol-
le jedes einzelnen Atomes in wechselwirkenden Vielteilchensystemen, und
der ortsaufgelösten Erfassung von einzelnenAtomen. Dieses wird in Zukunft
einen wesentlichen Beitrag zur Informationsgewinnung über komplexe ver-
schränkte Systeme liefern können.
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Abstract
Quantum simulators can overcome the limits of analytical and numerical
methods and deliver detailed information about strongly correlated many-
body systems. For the experimental exploration of complex problems, quan-
tum gases offer versatile possibilities and profit from the outstanding iso-
lation from external disturbances. This doctoral thesis deals with the experi-
mental study of quantum systems, which are controllably moved out of equi-
librium. The temporal evolution is recorded with single-site resolved imag-
ing of bosonic Rubidium atoms in optical lattices.
Quantum magnetism is the first examined main topic of this thesis. At first,
we reveal that a two component gas is well suited to simulate the Heisen-
berg model in the regime of strong interaction and under the formation of a
Mott insulating state. Therefore, we survey, after a local excitation of a sin-
gle spin, the coherent expansion of a magnon with spin selective imaging.
Utilizing spin projections on the z-axis and the equator of the Bloch sphere,
the creation and propagation of entangled states is observed. In this exper-
iment, detailed information are extracted with the newly developed Stern-
Gerlach like imaging. Furthermore, the emergence and expansion velocity of
bound states after the excitation of two neighboring spins is surveyed. The
experiments are extended to highly excited spiral states, which decay to ho-
mogeneous equilibrium states and do not indicate coherent evolution. The
determined decay rate depends on the winding strength and manifests a dif-
fusive behavior in one dimensional systems. In contrast, measurements in
two dimensional systems point towards a sub-diffusive evolution.
The second main focus of this theses is the thermalization of highly excited
states. We investigate how strong an additional computer generated random
potential needs to be in order to lead to localization of the atoms. The decay
length of the corresponding density distribution of the arising many-body lo-
calized states is quantified, which diverges at the phase transition.
The experiments characterized in this thesis demonstrate different realiza-
tions of quantum simulation. Several further effects in the field of quantum
mechanics can be studied with the here demonstrated techniques. Further
research will in particular benefit from the precise initial state manipulation,
based on the control of every single atom within the many-body interacting
system, and the spin selective spatial resolved detection of single atoms. In
the future, this will yield a substantial contribution to the acquisition of in-
formation on complex entangled systems.
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1 Introduction
The recently developed outstanding capabilities to control and manipulate
well isolated ultracold quantum gases put these systems in the unique posi-
tion to simulate and verify a variety of aspects of quantum mechanics [1–3].
Following the original idea of quantum simulators by Richard Feynman [4],
ultracold quantum gases produce very clean systems. Simulations of many-
body systems can explore new parameter regimes of such systems or even
reach completely new many-body settings. Nowadays, valuable insights to
several different models, especially for condensed matter systems, are ob-
tained from observables only accessible with quantum gas experiments.
Simulations on classical computers struggle with calculating properties of
large interacting many-body quantum systems. Computational limits are ex-
ceeded already by current ultracold quantum gas experiments. In contrast
to solid state physics, the Hamiltonians describing atomic many-body sys-
tems are typically well known and the systems’ parameters are precisely
controlled. With these parameters, the system can be steered to the regime
of competing interaction and kinetic energy. In this regime, the ground states
are particularly difficult to characterize. Important examples are the Bardeen-
Cooper-Schrieffer superfluidity to Bose-Einstein condensate crossover and
Mott-insulator to Bose-Einstein condensate quantum phase transition.
Non-equilibrium properties of quantum systems are even harder than the
exact prediction of ground states. Local or global quenches can lead to fast
build up of entanglement which quickly limits simulations on current com-
puters [5]. Therefore toymodels of actual quantum systems are one approach
to determine properties otherwise out of reach.
In this thesis, we focus on the dynamics of bosonic atoms in optical lat-
tices and the mapping to the Heisenberg spin model. Heisenberg quantum
magnets are examples of strongly-correlated materials, where the pure one-
dimensional model is even exactly solvable by the Bethe ansatz [6]. However,
with additional defects and in higher dimensions the complexity is drasti-
cally increased, limiting exact simulations to small systems. This is an ideal
testbed for quantum simulation, because in certain regions the results can be
compared to known predictions and further measurements can go beyond
fully theoretically solvable models.
2 1 Introduction
The realization of Bose-Einstein condensates, where amacroscopic amount of
atoms occupies the ground state, marks a significant milestone for the field
of ultracold quantum gases [7, 8]. Remarkable and versatile control of the
underlying Hamiltonian of quantum gases was obtained by the addition of
optical lattices. This permits to control the kinetic energy of the atoms and
allows the observation of the superfluid to Mott insulator quantum phase
transition in the Bose-Hubbard model [9]. Mott insulators are an outstand-
ing initial state for quantum simulations of spin systems, because they ex-
hibit a uniform occupation where the atom distribution is well known and
is comparable to the initialization of the registers for classical computations.
With single atom and single site resolved imaging of an interacting quantum
many-body system within an optical lattice, detailed local information about
quantum systems is available. This technique was realized in two groups
and directly led to observations of the sub-Poissonian on-site atom number
fluctuations of Mott Insulator states [10–12]. Moreover, the images allow to
extract the spatial correlations of the many-body state which were utilized to
locally resolve particle hole pair correlations [13] and to determine the prop-
agation velocity of excitations [14]. The local control of the initial state, an
essential requirement for quantum simulators, was demonstrated in the ex-
periments tracking the movement of single atoms [15]. Meanwhile also arti-
ficial antiferromagnetic interactions were generated by tilting the lattice [16],
strong correlation in a quantum walk of interacting atoms were detected [17]
and algorithmic cooling was utilized to reduce the temperature of a quan-
tum gas loaded into a lattice [18]. Furthermore, a method to resolve the spin
state and atom number within a single image was implemented [19]. Dur-
ing the process of this thesis, this key technology of single site resolution
was demonstrated for bosonic Ytterbium atoms [20, 21] and in-situ imaging
was achieved for degenerate Fermi gases [22–26] and first experiments with
strongly correlated fermions have been reported [27–30].
A major focus of this thesis is the study of the Heisenberg model, which is
of huge interest in the framework of quantummagnetism and was studied in
great detail as a key model exploring the quantum spin models emerging fre-
quently in solid state physics [31]. Former experiments have already revealed
the controlled effective spin interaction in a double well [32]. Also Ising like
interaction of ensembles of up to a dozen spins has been performed with ion
systems [33].
Ultracold atoms and in particular the single-site manipulation and detec-
tion of one and two dimensional systems permits to expand measurements
to single spins out of reach in condensed matter systems. In a series of ex-
periments, we study the quantum evolution of well isolated pseudo spin-1/2
systems realized with a two-component Bose gas in an optical lattice. It was
3verified that the Heisenberg model describes the system in the regime where
interactions are significantly stronger than tunneling rates. With unrevealed
state preparation fidelity down to the single atom level, local excitations are
created and their dynamical properties are inferred from extracted correla-
tions and density distributions. Coherent propagation of the single spin ex-
citations is observed even after several spin exchange times and an outward
propagating entanglement wave is detected with an in-situ spin resolving
imagingmethod. Furthermore we demonstrate the formation andmovement
of bound states after exciting two adjacent spins. In contrast to the coherent
ballistic evolution following local quenches, global excitations to high ener-
gies result in diffusive dynamics.
A second important question investigated during this thesis is the long
time evolution of an interacting many-body system. Quantum mechanics
predicts a coherent evolution of the system, described by a unitary evolution,
which preserves the total information in the system. This raises the question
if these systems still thermalize without connection to an external bath [34].
Theoretical concepts, like eigenstate thermalization hypothesis, explain ther-
malization for most closed quantum systems [5]. Experiments reproduced
the predicted thermalization [35–37] and also revealed that thermalization is
not guaranteed for integrable systems [38]. A general class of non-ergodic
systems which thus do not thermalize are many-body-localized systems [39].
This special behavior is triggered by disorder and the many-body-localized
phase is an extension of the perfectly isolating Anderson localized systems
to interacting systems [40]. First experiments on First, Anderson localization
has been studied with ultracold gases investigating the expansion of non-
interacting Bose-Einstein condensates [41, 42]. The topic of localization in
interacting systems has been recently tackled in a series of experiments with
fermions in 1D [43, 44] and close to the ground state [45–50]. The previ-
ous experimental and theoretical research left the question of many-body-
localization in higher dimensional bosonic systems unsettled. In this thesis,
we study the dynamics of a two-dimensional interacting many-body state in
a optical lattice with adjustable on-site disorder. The thermalization behavior
after an excitation by particle removal is observed by following the dynam-
ical evolution and we quantify the resulting steady state by local and global
observables. Thereby we are able to identify the phase transition of an er-
godic system to a many-body localized system for an interacting bosonic gas
as a function of the disorder strength. In the localized regime, the final state
is characterized with a density decay length, hinting at a divergence at the
transition point.
4 1 Introduction
Outline
After this introduction, the thesis starts with an introduction to ultracold
quantum gases in optical lattices, which is well described by the Bose-Hubbard
model. In this chapter, the mapping of this model to the Heisenberg model is
pictured as it is the foundation of the experiments on quantum magnetism.
The experimental setup and the measurement techniques used in this thesis
are introduced in the third chapter. The major steps towards a single site re-
solved detection of a two dimensional quantum gas are described here. Sub-
sequently the manipulation of the quantum gas with single site addressing
and magnetic fields is discussed in more detail.
The fourth chapter focuses on the three experiments illustrating the coherent
propagation of an impurity after a local quench. Deep in the Mott insulating
regime the impurities are identified as Heisenberg spins. We report on mea-
surements showing the associated propagation of spin entanglement and the
formation of bound states.
Chapter 5 deals with the time evolution of a globally highly excited spin sys-
tem. In contrast to the previous chapter, no coherent evolution is seen but a
decay to a homogeneous state hints at thermalization. Here, we determine
the time scale of the decay process as a function of the imprinted spin torsion
in one and two dimensions.
Chapter 6 provides an overview on theoretical aspects of thermalization in
quantum mechanical systems. Many-body localization is introduced as a
general state of matter which violates ergodicity and hence does not ther-
malize.
In the next chapter we report how a disorder potential influences the dynam-
ics of an interacting many-body system. With several different observables
the transition of a thermalizing, ergodic gas to a many-body localized phase
is analyzed.
The thesis ends with a chapter summarizing the results and giving an out-
look on existing open question which can be accessed with our experimental
setup.
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2 Ultracold bosons in optical
lattices
In this thesis, the motion of ultracold bosons in optical lattices is studied.
Therefore, this chapter will give an overview of the necessary background of
the Bose-Hubbard model. The model is introduced for a single component
gas and the inherent quantum phase transition necessary to form the initial
states utilized in the following chapters is presented. After introducing ad-
ditional components, the mapping to the Heisenberg model is explained. In
one-dimension, this system is also represented by the free fermionmodel. For
additional defects within the Heisenberg model, the t− J model is needed to
accurately describe the system. This chapter ends with a short overview of
other possible realizable models with ultracold atoms, which can be seen as
an outlook for further experiments.
2.1 Bose-Hubbard model
The variety of accessible physics with ultracold atoms was drastically en-
hanced by the addition of periodic optical potentials [51]. These potentials
were used before, but only for non-degenerate gases [52–57]. Interference of
two or more laser beams produces versatile spatial structures. A standing
wave is one of the simplest possible forms, obtained by two counterpropa-
gating beams, which can be extended to a three-dimensional lattice by com-
bining three standing waves along orthogonal axes. We use this light crystal
shape for all our experiments. More complex structures like triangular, hon-
eycomb or Kagome lattices where obtained by interference of more beams
from different directions.
Deep optical potentials, especially deep lattices, restrict the motion along
a certain direction. The dimensionality seen by the cold atoms is effectively
reduced, if the motion along a certain direction is completely frozen out and
only the ground state of the thereby formed trap is occupied. Within this the-
sis, this method is used to create effective one- or two-dimensional systems.
Ultracold atoms within these light crystal structures are well described by the
Bose-Hubbard model. It is one of the simplest many-body models which is
not reducible to single-particle theories [58]. The Hubbard model was devel-
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oped to describe electrons in the tight binding limit and it neglects coupling
to lattice phonons. While this is only an approximation for condensed mat-
ter, it is remarkably fulfilled by rigid optical lattices which do not support
phonon excitations.
In second quantization for a single component in the lowest band of a pe-
riodic structure, the Bose-Hubbard model is written as
HˆBH =− J ∑
〈j,k〉
aˆ†j aˆk +
U
2 ∑j
nˆj(nˆj − 1)
+ µ ∑
j
nˆj + ∑
j
Vjnˆj . (2.1)
Here, the bosonic particle creation (annihilation) operator aˆ†k (aˆk) acts on site
k and the sum 〈j,k〉 connects positions between which tunneling is possi-
ble. We consider only next neighbor tunneling because tunneling between
lattice sites further apart is exponentially suppressed. The tunneling energy
between neighboring lattice sites is given by J, and U is the on-site interac-
tion strength. The local potential at position j is given by Vj and typically
originates from the harmonic confinement induced by the curvature of the
lattice beams. This term can also include additional disorder potentials as
utilized for the many-body localization experiments in Chapter 7. In the fol-
lowing sections of this theoretical introduction this term is mostly neglected
for simplicity.
2.1.1 Superfluid to Mott-insulator phase transition
The existence of the quantum phase transition from a superfluid (SF) to a
Mott-insulating (MI) state was first detected with controllable optical lat-
tices [9], soon after the first proposal for ultracold atoms in a 3D optical lat-
tice [59]. Shallow optical lattices do not have a strong effect on the mobility
of the atoms, which can still move freely. In this limit of weak lattices, the ki-
netic energy is much higher than the interaction energy, and the bosonic gas
is consequently in the superfluid phase. This bosonic state has global phase
coherence, which results in high contrast diffraction peaks. At the same time,
the local atom numbers on each lattice position, canonical partner variable
of the phase, experiences strong fluctuations following a Poisson distribu-
tion [60].
The periodic barriers of the lattice increase with the lattice depth, lead-
ing to a suppression of the tunnel coupling between neighboring lattice sites.
In the regime, where the tunnel coupling is weak compared to the interac-
tion strength, the total ground state is given by equal filling for all lattice
sites in order to minimize the interaction energy. The resulting MI state has
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strongly suppressed fluctuations in atom number, and is incompressible. At
the same time, the phase coherence in the system is lost. The phase transi-
tion between the superfluid and the MI regime is well captured by the Bose-
Hubbard model. The homogeneous filling of a MI state with unity filling
provides a well defined state and is of notable interest as outstanding initial
state in this thesis.
2.1.2 Multicomponent systems
Additional degrees of freedom in the onsite occupation are required to sim-
ulate for example the Heisenberg model. This can be realized by utilizing
distinguishable species, which can be completely different atoms or atoms
in different states. Here, we will focus on different hyperfine states of the
same atoms as distinguishable components. In this case, additional terms
need to be added to the Hamiltonian above (Equation 2.1) by repeating it for
each component α and introducing an additional inter-component interaction
strength Uα,α′
HˆBH =− ∑
〈j,k〉,α
Jα aˆ
†
j,α aˆk,α +
1
2 ∑j,α
Uαnˆj,α(nˆj,α − 1)
+
1
2 ∑j,α,α′
Uα,α′ nˆj,αnˆj,α′ + ∑
j,α
µαnˆj,α + ∑
j,α
Vj,αnˆj,α . (2.2)
In general, the tunneling rate as well as the interaction strength can be dif-
ferent for all components. Here, we focus on the situation where at least the
tunneling rate is the same for all components, Jα = J, which is typically the
case for far detuned optical lattices and for different hyperfine states of the
same atomic species composing the multicomponent system.
2.2 Effective models
The simplest realization of themulticomponent Bose-Hubbardmodel includes
two species which introduce a pseudospin degree of freedom. Naturally, we
will call the two components |↑〉 and |↓〉. The phase diagram of these sys-
tems is versatile [61] and deep in the MI phase it includes ferromagnetic spin
ordered states and z-antiferromagnetic Néel states.
2.2.1 Heisenberg model
The density in theMott-insulating state with unity occupation is not a free pa-
rameter anymore and the motional degree of freedom is frozen out. Focusing
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Figure 2.1: Bose-Hubbard model and derived effective models. a, Visual-
ization of the Bose-Hubbard model with the tunneling energy J, on-site in-
teraction energy U and the spatially varying potential Vi for two different
components illustrated with red and blue color. b, For a system with exactly
unity filling, the two-component Bose-Hubbard model can be mapped to the
Heisenberg model, where spin exchange coupling Jex = 4J2/U is the only
remaining parameter. The inset shows the intermediate states, suppressed
by U, which mediate the exchange interaction Jex. c The t− J model can be
seen as in between the Heisenberg and Bose-Hubbard model. It describes a
spin interaction like the one of the Heisenberg model with additional holes
which move with a coupling strength of J. Therefore, the on-site density is
restricted to one and below.
at this regime, the remaining degree of freedom of the occupation type can
be associated with a spin [62, 63]. The next neighbor spin interaction arises
from second-order perturbation theory. Two neighboring spins are connected
via virtual hopping to states with double occupation which are strongly sup-
pressed by the on-site interaction U. This transforms the local interaction of
the Bose-Hubbard model to a next neighbor interaction. Effective spin-1/2
operators are constructed from the creation and annihilation operators and
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the corresponding number operators of the two components:
Sˆxj =
1
2
(
aˆ†↑,j aˆ↓,j + aˆ
†
↓,j aˆ↑,j
)
Sˆyj =
1
2i
(
aˆ†↑,j aˆ↓,j − aˆ†↓,j aˆ↑,j
)
Sˆzj =
1
2
(
nˆ↑,j − nˆ↓,j
)
.
This leads to thewell-known and intensively studied XXZ-Heisenbergmodel [62,
63], which arises in many condensed matter systems [64]:
HˆH = −Jex ∑
〈j,k〉
∆ · Sˆzj Sˆzk +
1
2
(
Sˆ+j Sˆ
−
k + Sˆ
−
j Sˆ
+
k
)
(2.3)
Jex =
4J2
U
(2.4)
∆ =
U↑↓(U↑↑ +U↓↓)−U↑↑U↓↓
U↑↑U↓↓
.
The XXZ-Heisenberg Hamiltonian commutes with Sztot = ∑i S
z
i which thus
is a conserved quantity. In cold atom experiments, this is often realized by
large spatially homogeneous “effective magnetic fields” and a large energy
difference between both components prohibits spin changing collisions. For
∆ > 1 this model favors a ferromagnetic phase where the ground state is
aligned along the z-axis. In the special case where the interactions are all
equal U↑↓ = U↑↑ = U↓↓, the isotropic Heisenberg model is realized with
∆ = 1. For ∆ < −1 the system is anti-ferromagnetic with the Néel state as
ground state in the limit of ∆ → −∞. The ground state at finite ∆ is Néel-state
like with admixture of quantum fluctuations. At ∆ = −1 the overlap of the
ground state and the Néel state is still larger than 60% [65]. When ∆ → ∞,
the Néel state is, instead, the highest energy state. For−1 < ∆ < 1 the system
is in the XY ferromagnetic phase where all spins are aligned in the XY plane.
A harmonic confinement potential, for example, introduces an additional
energy offset between neighboring lattice sites, and the coupling strength Jex
between two sites is weakly modified. For an offset between these two sites
of ∆, the coupling strength is only modified in second order to J′ex = Jex ·
U2/(U2 + ∆2) ≈ Jex · (1−∆2/U2). The spin exchange coupling is much less
effected by an energy offset than the tunneling rate J, which is modified in
second order as J′ = J
√
1+ ∆2/J2 ≈ J(1+ ∆2/J2). The systems needs to be
in the MI regime with U > J for a valid mapping to the Heisenberg regime.
Thus the influence of the offset energy is substantially different for a single
impurity than for a spin impurity at the same lattice depth. The unity filling
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effectively screens the confinement potential and therefore potential offsets
can be often neglected.
Note that the Hamiltonian above (Equation 2.3) is valid for bosonic com-
ponents only. For fermions the intra-component interaction (U↑↑ and U↓↓)
is infinite due to Pauli blocking. Taking into account the fermionic commu-
tation relations, the parameter ∆ is fixed to the anti-ferromagnetic case for
∆ = −1 [31].
The spin-1/2Heisenbergmodel is one of the foundational models for inter-
acting quantum spins and might be the best studied one as well. This model
was solved analytically in one dimension in the early 1930’s byH. Bethe using
a systematic ansatz for the form of the eigenvectors [6]. It is a very pedagogic
model of quantum mechanics, which was numerically solved with several
different approaches and served as a toy model for frustration in triangu-
lar lattice with anti-ferromagnetic interaction [64]. Nevertheless, calculating
transport properties and time correlation for out-of-equilibrium systems is
challenging, especially if integrability is broken [66]. In solid state physics,
the one dimension Heisenberg model describes for example the propagation
of magnetic excitation in spin-chain materials [67].
Superexchange interactions were controlled and studied at first in a double
well structure with ultracold bosons [32]. Furthermore it has been shown
that the exchange coupling strength can be fully controlled in amplitude and
in sign by lattice shaking [68]. Additionally, ions have been suggested to be
used to simulate spin system [69–71] and several experiments have simulated
Ising models with variable range interaction [33, 72–74]. Higher SU(N) spin
Hamiltonians can be realized with alkali and alkaline-earth-like atoms [75,
76]. First demonstrations of SU(N) systems with Ytterbium and Strontium
have been performed [77, 78].
Quantum random walk
The release and subsequent tracking of a single initially fully localized im-
purity is a helpful method to investigate fundamental properties of the un-
derlying Hamiltonian. We present the detection of coherent propagation of
spin impurities in a Heisenberg spin chain in Chapter 4. Therefore the gen-
eral notion of continuous quantum random walks is introduced here. This
description applies to the here relevant situation of a spin impurity as well as
the motion of a single particle [15].
The propagation within a system, allowing a coherent quantum evolution,
is significantly influenced by constructive and destructive interference. The
following considerations assume a system with only next neighbor coupling
Jex. For a classical random walk, the particle has to choose at each position
which direction it takes. The distance to the original position for this process
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follows a normal distribution where the width in 1D is given by σ =
√
Jext.
The most probable position after any time for the classical case is the starting
point. The linear scaling relation of σ2 ∝ t is referred to as normal diffusion.
An example of classical random walk is Brownian motion.
A 1D system with pure next neighbor coupling Jex is a simple toy model
for a quantum random walk. This can be realized by a Heisenberg system
with ∆ = 0. Furthermore, ∆ does not play a role in the subspace of a single
impurity in a spin polarized bath because the number of boundaries between
different spin polarizations is fixed to the number of next neighbors. It is
interesting to know the probability amplitude p(|n − m|,t) at lattice site n
after starting at position m under the time evolution of t:
p(|n−m|,t) =
∣∣∣〈n| e− 1h¯Ht |m〉∣∣∣2 . (2.5)
This can be rewritten by expanding themomentum states as |p〉 = ∑m eipm |m〉,
which diagonalize the Hamiltonian H = Jex ∑〈j,k〉 aˆ†j aˆk, where |m〉 are the
states with the impurity localized at position m. The corresponding eigenen-
ergy of the eigenstate |p〉 is 2 Jex cos p. Thus, the above formula can be rewrit-
ten as:
p(|n−m|,t) =
∣∣∣∣∣∣ 12pi
pi∫
−pi
ei(p(n−m)−2Jext cos(p)dp
∣∣∣∣∣∣
2
(2.6)
p(|n−m|,t) = ∣∣(−i)n−m Jn−m(2Jext)∣∣2
p(|n−m|,t) = |Jn−m(2Jext)|2 . (2.7)
Here, the Bessel function Jν(x) is exponentially suppressed for ν ≫ x and
the wavefronts travel outwards with a velocity of 2Jext [79]. Hence, the quan-
tum propagation, for example in a Heisenberg spin system, is ballistic as the
wavefunction expands linear in time, much faster than the diffusive classical
random walk. This has been observed for single atoms in the here discussed
continuous case [15] and in the similar discrete case [80]. The coherence of the
system can be destroyed for example by projective measurements during the
propagation. This loss of coherence leads to a transformation of the proba-
bility distribution towards the classical Gaussian distribution [80]. Therefore,
The significant two outer peaks of the Bessel function as well as the linear
expansion can be seen as signature of coherent propagation.
2.2.2 Spinless fermion model
In one dimension, the XXZ Heisenberg model for spin 1/2 is mapped to the
spinless fermion model via a non-local Jordan-Wigner transformation [31, 64,
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81]:
Sˆ+j =cˆ
†
j e
ipi ∑
j−1
p=1 cˆ
†
p cˆp
Sˆzj =cˆ
†
j cˆj −
1
2
. (2.8)
Here, cˆ†j (cˆj) are fermionic creation (annihilation) operators for a particle on
site j, which obey anticommutation relation {cˆ(†)j ,cˆ(†)j } = 0. Following this
mapping, a fermion corresponds to Szj = +1/2 and no fermion accordingly
to Szj = −1/2. The resulting Hamiltonian is given by
Hfermion = Jex ∑
j
1
2
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
+ ∆
(
cˆ†j cˆj −
1
2
)(
cˆ†j+1cˆj+1 −
1
2
)
(2.9)
The implication of this mapping becomes visible in the experiment with two
spin impurities which behave like free fermions and thus anti-bunch (see
Chapter 4.3 for details). So far no similar mapping in higher dimensions was
found.
2.2.3 t− J model
The absolute ground state needs to be reached to fulfill the requirement that
the underlying Mott-insulating state has perfect unity filling. Otherwise,
thermal fluctuations induce holes or double or higher occupancy. In the
regime where U is much higher than J and the chemical potential is below
U, the first order corrections include only holes. In addition to the spin inter-
action governed by Jex, the necessary model must include the motion of these
holes governed by J. The t− J mode,l which describes the physics of doped
Mott insulators [82], is exactly developed for this situation. In our nomen-
clature, the t − J model would be titled J − Jex model and the Hamiltonian
reads
Ht−J =− J ∑
〈j,k〉,α
aˆ†j,α aˆk,α
− Jex ∑
〈j,k〉
∆ · Sˆzj Sˆzk +
1
2
(
Sˆ+j Sˆ
−
k + Sˆ
−
j Sˆ
+
k
)
− 1
4
nˆjnˆk (2.10)
The operators are defined as above and nˆj = nˆj,↑ + nˆj,↓ measures the total
density on site j. The Hilbert space of this Hamiltonian is much smaller
than that of the Bose-Hubbard model and can be numerically exactly solved
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for system sizes much bigger than the maximal possible size for the Bose-
Hubbardmodel. The influence of the fastermoving holes cannot be neglected
as the holes can change the phases of the spins destroying coherence. The ef-
fect of these holes was studied in the experiments dealing with the ballistic
dynamics of spin impurities (see Chapter 4). It is important to note that the
Heisenberg model is integrable but the t− J model is only integrable in cer-
tain cases [64, 83, 84].
2.2.4 Additional models
The abovementioned effective models are relevant for the next chapters. Sev-
eral more effective models can be realized with ultracold atoms [85]. Impor-
tant for 1D systems similar to ours is the description by The Lieb-Liniger
model is another important model describing 1D systems [86]. This model is
an academically interesting toy model, because it is analytically solvable. A
key property, the two different excitation branches, can be mapped out with
Bragg spectroscopy [87]. So far, evidences have only been seen by the shape
of the resonance for fixed momentum [88]. In the limit of strong interaction,
which can be reached either with lower density or higher scattering length,
the bosons become impenetrable and follow the description of the Tonks-
Giradeau gas [89]. This has been realized with ultracold Rubidium [90] and
in-situ imaging could lead to detection of highly correlated states.
Ultracold atom experiments also began to realize long-range interacting
models. This long-range interaction can be realized for example with polar
molecules [91–93], magnetic atoms [94, 95] and atoms in Rydberg states [96].
During the emergence of this thesis we also worked on long-range Rydberg
experimentswherewe studied the pulsed and controlled preparation of crystal-
like spatially distributed Rydberg states [97, 98], the formation of collective
super atoms [99] and the detection of dressed Rydberg interaction via many-
body interferometry [96]. In future, the combination of competing long-range
and short-range order will provide interesting new physics. These models
are not introduced in detail here because they are not covered by the exper-
iments presented in this thesis and detailed information can be found in the
citations.

3 Experimental setup and
measurement techniques
This chapter gives an overview on the relevant parameters of the experimen-
tal system and explains the basic experimental sequence leading to the initial
state for the experiment described in the further course of this work. Further-
more we will give an introduction to basic manipulation and measurement
techniques that are relevant for our quantum gas microscope. Detailed in-
formation about the calibration process of the addressing potential and the
magnetic field are also provided.
3.1 Production of ultracold 2D degenerate Bose
gas
The experimental sequence was described in detail in the first PhD theses
written about the construction and the first measurements of the single atom
experiments [100–102]. Here we focus on certain aspects that have been
changed or are of high relevance for this thesis.
The experiments start with loading bosonic Rubidium-87 atoms from a
background gas at room temperature in a two-dimensional magneto opti-
cal trap (MOT). This creates an atom beam which is sent to a 3D MOT, where
the atoms are slowed down to the Doppler limit in all three spatial direc-
tions. The atoms are further cooled by microwave evaporation in a magnetic
trap. In contrast to previous experiments [100, 101] the evaporation speed
was optimized for the same final temperature and a total of 5 s were saved.
Thereafter, the atomic cloud is optically transported from the MOT cham-
ber to the science chamber and the atoms are captured in a crossed optical
dipole trap. The temperature is further reduced by evaporation in this trap,
which is stopped right before the phase transition to a Bose-Einstein con-
densate (BEC). The gas is subsequently loaded into a vertical standing wave
along the imaging axis (z-direction). We select a single horizontal plane of
the standing wave and remove all the other atoms by combining a strong
magnetic field gradient, introducing a z dependent detuningwithmicrowave
spin transfers between the |F = 1,mF = −1〉 and |F = 2,mF = −2〉 hyperfine
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states. The two-dimensional gas is cooled down to degeneracy in a following
double step evaporation. The effective potential experienced by the atoms is
tilted in the horizontal direction with a magnetic field gradient and the cloud
is loaded into a strongly focused so called “dimple” beam (diameter of a few
micrometers) while the depth of z-lattice is quickly reduced. In a second step,
the intensity of the dimple beam is slowly reduced within one second. At the
final intensity value only the coldest atoms are trapped and the atom number
is limited by three body collisions inside the tight trapping potential of the
dimple beam. We remove the tilt of the potential and adiabatically release the
cloud back into a single plane of the z-lattice. The further transformation of
this two-dimensional degenerate gas is described in the next sections. The to-
tal duration of a sequence including all steps above, state preparation, prop-
agation and detection is approximately 20 s. Figure 3.1 gives an overview of
the duration of the main blocks of the experimental sequence.
The total duration of the experimental cycle is still dominated by the com-
bination of all evaporation steps. However, newer state of the art quantum
gas machines have shown a significantly faster production of BECs. Several
of these advanced methods were demonstrated with different atomic species
but should be also applicable to Rubidium. These faster sequences make use
of more advanced laser cooling techniques in order to accomplish a lower
initial temperature [103]. Furthermore, a fast evaporation can be attained
by higher collision rates in stronger confining traps. A significant speed-up
was demonstrated by evaporation in a high power optical trap generated by
a CO2 laser [104]. An impressive example is the fast pure laser cooling to
degeneracy with Strontium on a time scale of 100ms [105].
3.2 Quantum phase transition to Mott insulator
The degenerate 2D Bose gas in a single anti-node of the z-lattice is exposed to
an additional in-plane square lattice. As soon as the lattice depth has reached
a certain amplitude, the superfluid state undergoes a quantum phase transi-
tion to the Mott-insulating phase as presented in Chapter 2.1.1. The x and y
lattices are turned on with a double s-shaped ramp within 150ms to at least
a lattice depth of 20 Er with the intermediate plateau at 10 Er. We quantify
the lattice depth in units of the recoil energy Er = h2/8malat, with the Planck
constant h, the Rubidium mass m and the lattice constant alat. In the case of
our lattice (alat = 532 nm), the recoil energy is given by Er ≈ h 2 kHz. This
procedure was optimized to reduce the number of defects in the final MI.
Very importantly, the crossing point of the x- and y-lattices need to fit the
center of the z lattice in order to minimizes the necessary mass transport to
achieve low temperatures. Higher temperatures lead to an increased number
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Figure 3.1: Experimental sequence. The sequence starts with a magneto-
optical trap (MOT) (2 s), followed by the MW evaporation (6.5 s). The cold
gas is optically transported (2.5 s) to the science chamber where a second
evaporation to degeneracy follows with the slicing in between (5 s). In a typ-
ical sequence for many-body dynamics as described in this section, the state
preparation and time evolution lasts approximately 1 s. All sequences end
with the imaging process which requires two pictures with 1 s exposure each.
of defects in the MI state which are most likely double occupied and empty
lattice sites. The total number of atoms is controlled by the final evaporation
depth of the dimple trap and is typically chosen to be close to the maximum
possible atom number without leaving the unity filling regime with one atom
per lattice site. This state is the starting point for all experiments described
in this thesis. The typical atom number for such a MI state is 120 at a lattice
depth of 20 Er for all three axes. Without additional hold time and manipula-
tion the average number of defects in the center can be as low as one defect
per realization over several 10 shots (see Figure 3.4 for example fluorescence
images).
3.2.1 Optimized lattice ramp for 1D gases
The typical 2D adiabatic preparation of the MI state is done with a slow lat-
tice ramp that tries to avoid to excite the system, but is not optimized with
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Figure 3.2: Optimized 1D lattice ramp. The chosen adiabatic ramp is plotted
in green. The blue ramp, optimized by the CRAB algorithm, leads to MIs
with the same amount of excitations and created clearly less excitations than
the linear ramp (red). The numerically optimized lattice ramp only starts at a
lattice depth of 3 Er to ensure that the CRAB algorithm for the Bose-Hubbard
model is valid.
respect to the total duration. Transformations of quantum systems, like this
lattice ramp, can be optimized with the Chopped RAndom Basis (CRAB) al-
gorithm to find the optimal control [106, 107]. The result allows to operate at
the quantum speed limitedwhich is the theoretically fastest possible transfor-
mation [van_frank_optimal_2015]. We have demonstrated that this method
performs as expected for a one dimensional Bose gas and the duration of the
lattice ramp was reduced to 11.75ms instead of 120ms for a slow adiabatic
reference ramp. Furthermore, the optimized lattice ramp was compared to a
linear ramp with same duration, creating a significant amount of additional
excitations. However, the optimized function only starts at 3 Er to ensure that
the single band approximation of the Bose-Hubbard model still applies. To
overcome the the not optimized initial low lattice depth, the lattice is initially
slowly increased to 3 Er ensuring that this process does not heat the sample.
The three different lattice ramps are plotted in Figure 3.2. Despite this speed
up, the average central density did not change indicating that the system did
not get more excited [van_frank_optimal_2015]. This optimization method
could be extended to two-dimensional systems. However, it is not possible
to simulate the two-dimensional quantum gas numerically and the algorithm
would need to use actual simulations with the quantum gas microscope itself
instead of calculations. These optimization methods are typically important
for time critical operations. For the present problem of crossing SF-MI phase
transition, decoherence processes, like photon scattering and background gas
collisions, occur on much longer time scales than the duration of the above
described lattice ramp. For our current experiments, an optimization of the
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lattice ramp is consequently irrelevant.
3.2.2 Lattice parameters
The tunneling rate and the interaction strength strongly depend on the lat-
tice depth, making the lattice depth one of the most crucial parameters in our
experiments. Only exact knowledge about the tunneling rate allows to com-
pare different experimental runs and hence, the lattices need to be calibrated
for all experiments utilizing dynamical evolution in the lattice. For Rubid-
ium, the lattice depth is the only possibility to tune the ratio of the interaction
strength to the tunneling rate, because no Feshbach resonance at a reachable
magnetic field exists.
The lattice depth can be precisely calculated by the fully known from the
spectral properties of an atom and the well understood light shift [108]. The
lattice depth depends linearly on the optical power which is therefore sta-
bilized with a PID circuit. Fluctuations in the alignment of the two counter
propagating laser beams, forming that lattice, change the calibration of the
intensity stabilization and day to day differences up to 10% were observed.
Interaction and hopping rate in optical lattices
The two parameters of the Heisenberg Hamiltonian, J and U, can be calcu-
lated from the exponentially localized, real Wannier states of the applied op-
tical lattice. The Wannier state w(x− xi) localized on position xi is calculated
for a known lattice depth and the coupling strength Ji,j between two lattice
sites (i and j) is given by the overlap integral of a Wannier state localized on
site i with the time evolved state from site j:
Ji,j =
∫
d3xw∗(xi − xj)
(
− h¯
2
2m
∇2 +V0(x)
)
w(xi − xj) (3.1)
This tunneling rate is the only relevant parameter for single particle tunneling
as measured in [15]. From the time evolution of the single particle state the
next-neighbor tunneling rate J can be determined by fitting the experimental
data with the theoretically expected Bessel function. For the final density dis-
tribution, the coupling strength is the only free parameter (see Chapter 2.2.1).
The thereby directly obtained tunneling rate agrees within the experimental
uncertainties with the ab initio value calculated with Equation 3.1 [15].
The interaction for ultracold ground state atom is determined by s-wave
scattering and the interaction potential can be approximated to be δ-like with
the scattering length as as the only necessary parameter to characterize the
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Figure 3.3: Interaction and tunneling energy. Interaction (red), tunneling
(blue) and spin exchange energy (green) as a function of the lattice depth for
1D (a) and 2D (b). The additional (two) lattice depth(s) is (are) fixed to 20 Er.
Spin exchange can only be defined deep in the Mott insulating region (MI),
marked in gray and therefore is not plotted in the superfluid (SF) region. The
dashed lines include density corrections for unity filling. The grey shaded
regions mark the MI regime up to the transition point for the infinite system
which is in 1D at (U/J)c = 3.4 and in 2D at (U/J)c = 16.4.
interaction. The interaction strength U in the Bose-Hubbard model depends
on the scattering length and the Wannier states as follows:
U =
4pias
m
∫
d3x |w(x)|4 . (3.2)
Within our experiments the ratio of the interaction energy to the tunnel-
ing energy is important in order to know the lattice depth for the transition
point between the superfluid and the Mott-insulating phase. Furthermore
both parameters are also crucial to determine the spin interaction strength
Jex = 4J2/U of the Heisenberg model described in Chapter 2.2.1.
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Density correction
While the tunneling rate wasmeasured directly, the on-site interaction energy
was not independently determined. However, the spin exchange rate Jex as a
function of both parameters was determined. This parameter of the Heisen-
berg model was measured by tracing the coherent evolution of a single spin
impurity deep in the Mott-insulating regime (see Chapter 2.1.1 for details).
We observed a systematic offset towards higher coupling strength compared
to the ab initio calculated values. An experiment studying in detailed Bloch
oscillations in tilted lattices revealed density-induced changes of the tunnel-
ing rate [109]. The corrected coupling strength between sites i and j includes
the tunneling rate as defined in 3.1 and an additional term to include these
density effects:
JD =J + (ni + nj − 1)as∆J (3.3)
∆J =− 4pih¯
2
m
∫
d3xw∗(x− xi)w∗(x− xj)
∣∣w(x− xj)∣∣2
These corrections explain most of the previously observed systematic offset.
Figure 3.3 shows the expected spin exchange coupling strength as well as
tunneling rates with and without corrections for unity filling.
State dependent interaction
Above calculations were based on a single scattering length as = 100 a0 char-
acterizing all interactions, with the Bohr radius a0. This is a good approx-
imation for our setup with Rubidium-87 as the scattering lengths between
different spin states only differ by 1%. There is only one Feshbach resonance
at magnetic fields below 100G which is reachable with our setup [110]. It
is between the two hyperfine state |F = 1,mF = −1〉 and |F = 2,mF = 1〉 at
9.1G [111, 112]. We do not use these hyperfine states to avoid possible spin
changing collisions.
For the two hyperfine states utilized in this thesis (|↓〉 ≡ |F = 1,mF = −1〉
and |↑〉 ≡ |F = 2,mF = −2〉), the relevant scattering lengths are a↓↓ = 100.4 a0,
a↓↑ = 99.0 a0 and a↑↑ = 99.0 a0 [113, 114]. The slightly different interaction
strengths lead to an XXZ-Heisenberg Hamiltonian with ∆ deviating from
unity, ∆ = 0.986. This follows directly from Equation 2.3 since the interaction
strength linearly depends on the scattering length. In experiments beyond
this thesis, the above mentioned Feshbach resonance could be useful to tune
∆ and realize Heisenberg interactions with ∆ above or below 1.
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Lattice calibration
Several options to precisely determine the lattice depth exist [115]. Pulsing
on a standing light wave creates a diffraction pattern because it imprint mul-
tiples of the lattice momentum klat [116, 117]. The resulting momentum dis-
tribution can be measured with a time of flight image where the initial mo-
mentum distribution is mapped to position space. By comparing the relative
height of the diffraction peaks the lattice depth can be estimated.
A similar method measures Rabi oscillations between the lowest and the
second lowest band, initiated after a sudden lattice switch-on and can be
detected after interference of both bands in a time of flight image. For this
method the standing wave is switched on significantly longer [118].
In addition, atoms can be adiabatically loaded into the lattice which is
thereafter switched off suddenly. For this method, the lattice depth is ex-
tracted from the relative sidepeak height of the obtained interference pat-
tern [119].
These methods are difficult to implement in an in-situ experiment because
it is necessary to study the interference patterns after time of flight. In our
system, this imaging technique is limited by the distance of the atom to the
vacuumwindow and no goodmapping of the momentum distribution to po-
sition space is possible. Instead, we use frequency-modulation spectroscopy
for which the lattice amplitude is periodically modulated [120]. At low tem-
peratures the atoms are initially loaded into the lowest band. A transfer to an
higher band only occurs, if the modulation frequency matches the band gap.
Since the periodic lattice amplitude modulation conserves the parity of the
wave function atoms can only be coupled to every second band. After the
transfer to higher bands, the atoms quickly spread out at low lattice depth
due to their higher mobility. The band structure especially the band gaps can
be exactly calculated for non interacting atoms [121], and thus serves as a di-
rect comparison for measuring the lattice depth. This method is especially
well suited for quantum gas microscopes as it makes use of the good space-
resolved counting ability. The spectroscopically probed resonance acquires a
finite width due to the width of each lattice band and the Gaussian spatial
intensity modulation of the lattice beams. Within the experiments, the reso-
nance can be located better than 5% and has proven to be stable over a day
within this range.
The lattice depth can be further measured by observing Landau-Zener tun-
neling in an accelerated lattice [122–124]. Our lattice is retro-reflected from a
fixed mirror making it difficult to implement a controlled acceleration.
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3.3 Single-site resolved detection
Several experiments [13–16, 27, 28, 97–99, 125], especially those described in
this thesis, are based on in-situ single-atom resolved detection. The first fluo-
rescence images of two-dimensional ultracold quantum gases reaching single
lattice site resolution were performed by [10, 11]. The implementation of this
technique in our setup is described in great detail in [100]. In the follow-
ing, we will specify the most relevant parameters and technical properties of
the single-site detection as well as its further application to extract physical
relevant quantities.
3.3.1 Fluorescence imaging
5 alat
a b c
Figure 3.4: Fluorescence images. a, mean density of the BEC approaches
0.5 due to the parity projection. b, MI with 196 detected atoms, with visible
doublon hole defects in the central region. c, deconfinedMIwith 451 detected
atoms with a strong asymmetry in the residual confining potential.
The ability to image the in-situ density distribution of a quantum gas local-
ized by a deep optical lattice, is the distinguished feature of a quantum gas
microscope. Example image are shown in Figure 3.4. We show typical im-
ages of a cloud in a superfluid state as well as in a Mott insulating state with
and without deconfinement. During the imaging process, a molasses beam
configuration is used to stimulate fluorescence and at the same time laser
cool the atoms, while the strong confinement of the optical lattice pins the
atoms to fixed positions. The molasses light leads to a photon scattering rate
of ∼60 kHz of which 5,500 photons per second are detected by the camera
through a high resolution objective [10]. During imaging, the temperature of
the atoms is immediately drastically increased and saturates at a temperature
on the order of 20 µK. The detected distribution is not the original density
distribution, because light induced collisions lead to rapid pairwise loss and
hence the parity of the density is measured [10, 126]. For the deep lattice
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depth of ∼300 µK, the motion of the atoms is strongly suppressed during the
duration of imaging of 900ms even for the relatively high temperatures.
The residual site-to-site-hopping rates are below 1% per particle. This is
measured with MIs imaged twice for only 200ms at the beginning and the
end of the standard illumination period. The built-in custom-made high res-
olution objective has a numerical aperture of 0.68 and the determined point
spread function of single atoms can be well approximated by a Gaussian dis-
tribution with a standard deviation of σ = 267(6) nm [102]. This leads to
overlapping point spread functions of neighboring lattice sites as the spacing
is only alat = 532 nm. The spacing results from the lattice laser operating at a
wavelength of 1064 nm. However, using the known underlying periodic lat-
tice structure for a convolution algorithm a reconstruction fidelity of ∼99.5%
is reached.
3.3.2 Mott insulator thermometry
The detected density of aMI is influenced by quantum fluctuations which be-
come smaller as the limit of J/U → 0 is approached and the remaining den-
sity fluctuations of the MI state are thermal excitations. Within this limit of
very small coupling strength compared to on-site interaction, all lattice sites
are decoupled. Before this decoupled regime is approached adiabatically, all
lattice sites were in thermal equilibrium. Hence, it is a valid assumption that
all lattice sites can be treated as its own physical system described by a single
grand canonical ensemble with the same temperature T. Furthermore, within
local density approximation the chemical potential µ(r) is equal for all lattice
sites at the same trap potential. This is the only other necessary parameter de-
scribing the ensemble. For an isotropic trap, the chemical potential is equal
on rings around the center parameterized with radius r. Within this limit the
local probability to have n atoms at a radius r, p(n) is given by the Boltzmann
factor:
p(n,r) = eβ(µ(r)n−En)/Z . (3.4)
Z(r) = ∑
n
eβ(µ(r)n−En)
Z(r) is the grand canonical partition function, β = 1/(kBT)with the Boltz-
mann constant kB and En = Un(n − 1)/2 is the interaction energy. Within
local density approximation, the local chemical potential µ(r) is determined
by the central chemical potential and the approximately harmonic trapping
potential
µ(r) = µ0 −mω2r2/2 (3.5)
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This equation assumes a radial symmetric trap but can be easily extended to
take into account the existing ellipticity. Consequently, the detected parity
signal n(r), taking into account pair-wise loss due to light induced collisions,
is given by:
n(r) = ∑
n
mod2(n)p(n,r) (3.6)
=
1
Z(r) ∑n
mod2(n)eβ(µ(r)n−En) .
This profile function is fitted to azimuthally averaged density profiles, cor-
rected for the ellipticity. With this fit, we extract the free parameters µ0, T
and sometimes additionally ω if unknown from other independent measure-
ments. Themethod ofMI thermometry is valid for temperatures T (or the cor-
responding mean thermal energy per particle) and on-site interactionU, both
much larger than the tunneling strength J. Simulations in [100] have shown
that this methodworks down to T = 0.02U/kB for largeU. The first reported
MIs of our experiments observed temperatures as low as T = 0.074(5)U/kB,
determined with this method [10]. It was confirmed that the entropy per
particle is highest at the transition regions between different MI shells and
at the edge of the MI. Even lower temperatures of T = 0.05(1)U/kB were
measured for the initial states of the experiments observing entanglement
propagation described in Chapter 4.2. Furthermore, this method served as
a key tool to investigate the Higgs amplitude mode at the 2D superfluid to
Mott insulator transition [127]. In Chapter 7, the heating rate of the system
was determined with this method although the relevant lattice depth was
low and quantum fluctuations were not completely frozen out. Hence, the
extracted temperatures can overestimate the mean thermal energy per par-
ticle by misleadingly interpreting quantum fluctuations as thermal. In this
case thermometry was only possible because the clouds within the reported
measurements were clearly hot, satisfying that the mean thermal energy per
particle was well above tunneling strength J.
3.3.3 Spin resolved measurements
The experiments studying the ballistic transport in an effective Heisenberg
model as well as the experiment on the diffusive dynamics of spin spiral
states require to discriminate the two effective spin states represented by
two different hyperfine states. The first spin resolved measurements were
obtained by Stern and Gerlach by directing a beam of silver atoms through
an inhomogeneous magnetic field which leads to spatial separation of the
two involved spin states [128–130]. This method has been applied to time of
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flight imaging with ultracold atoms to spatially separate different spin com-
ponents. However, this is not directly possible for in-situ imaging as the spin
carrying object needs to be moving. For absorption imaging, typically ap-
plied in time of flight detection, it is possible to image a single spin compo-
nent choosing the laser to be resonant with one of the atomic states but not
the other. Also this method is not possible for the utilized molasses fluores-
cence imaging of Rubidium, because no closed independent cooling cycle for
each spin state exists.
Spin resolved fluorescence imaging
All hyperfine states within the 52S1/2 manifold are imaged with the fluores-
cencemethod at the same time. Within a few scattering events of themolasses
laser light, all spin-information about the initial state is lost as no dark state
exists and all states are pumped to the cooling transition. This is undesired if
spin resolved data is necessary. The information is partly regained if certain
spin states are removed right before imaging. Here a circular polarized laser
beam resonant with the transition 52S1/2, F = 2 to 52P3/2, F = 3, which is
a closed cycling transition, removes all atoms in the 52S1/2, F = 2 manifold
with 99.9% fidelity. At the same time the population of the 52S1/2, F = 1 state
is not significantly changed since multiple photons are scattered before an
atom drops out of the closed cycle from F = 2 to F = 1, due to off-resonant
scattering. Photon scattering of atoms in the F = 1 state is strongly sup-
pressed by the large detuning of the laser light. Both the effect on atoms in
F = 1 state and in F = 2 can be checked individually with cold Mott insula-
tor states. Prepared in the F = 1 hyperfine level, the Mott insulator should
not be affected. The Mott insulator is transferred to the F = 2 with high fi-
delity using the repumping transition of the molasses cooling. Subsequently,
all atoms should be removed with the hyperfine selective resonant beam. In
this thesis the spin states are encoded into states in different hyperfine lev-
els and this method can be applied directly. Otherwise, this method can be
combined with spin selective MW transfers to transfer one spin component
to a F = 2 hyperfine state. An adiabatic passage with the MW over the tran-
sition between the |↓〉 and |↑〉 inverts the population and thus the removed
spin component is chosen. We apply this method for the negative and positive
imaging technique in Chapter 4. Positive imaging detects the spin impurity
where as negative imaging detects the spin bath and the impurity shows up
as a hole in the density distribution.
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In-situ Stern-Gerlach spin detection
The experiments of quantum magnetism presented in this thesis obtain the
key information on the system from the spatial distribution measured with
the in-situ single-site resolved imaging technique. With the above described
method, however, it is not possible to detect and distinguish both spin states
within a single image. A full detection is eligible to provide precise spin-spin
and spin-density correlations and is feasible with Stern-Gerlach type spin de-
tection. At first, it is contradictory to combine in-situ detection with Stern-
Gerlach type detection because a spatial separation of the different spin states
is necessary. In order to preserve the spatial information, the splitting of the
two states must be transformed in such a way that a unique mapping to the
original position is possible. If this separation is done along an additional
direction the density distribution can be fixed along the spatial dimensions
of the initial system.
We achieved this detectionmethodwithin our experiment for the measure-
ments in Chapter 4.2 to uniquely identify both spin states as well as empty
lattice sites. Here, we started with an isolated single 1D system by removing
all atoms but a single line in the x-direction. Thereafter, the time evolution is
performed in exactly the same way as was done for the other experimental
runs using the imaging techniques optically removing one of the two spin
components. For the Spin-Gerlach type imaging, the dynamical evolution
is stopped first by ramping up all lattices and consecutively the spins are
spatially separated along the y-direction, orthogonal to the 1D system. For
this purpose, the lattice along the y-direction is lowered while a magnetic
field gradient is applied along the y-direction as well. The involved hyper-
fine states feel a force in opposite directions as their magnetic moments have
opposite sign. After the magnetic field gradient is increased close to the max-
imum, the y-lattice is switched on again and the cloud is imaged with the
standard fluorescence technique (see Chapter 3.3.1). The total sequence is
illustrated in Figure 3.5.
At the end of this protocol, where the image is taken, the position of the
spins is encoded in the x-direction while the spin state is encoded in the y-
direction. Here, the atoms in the |↓〉 state are closer to the initial 1D system
than the atoms in the |↑〉 state because the magnitude of the magnetic mo-
ment is half as big. Figure 3.6 shows a typical example of a prepared 1D tube
and the performed in-situ Stern-Gerlach spin detection. The summed distri-
bution of all measurements along the x-direction clearly shows that both spin
states are well separated and can be clearly identified as either |↓〉 or |↑〉.
This method can be be extended to several 1D systems in a double well
structure along the y-direction where the spin state would be mapped to the
two position in the double well [27]. For a 2D system a separation along the z
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Figure 3.5: Stern-Gerlach sequence. The phase transition between the SF and
MI phase is crossed by a double s-shaped lattice ramp. Thereafter a single 1D
tube along the x-axis is cut out of the MI and with a second addressing pulse,
a spin impurity is imprinted at the center. While the x-lattice is lowered to
increase the tunneling rate, the impurity is pinned down with the addressing
light, reduced in amplitude. The dynamics start after a sudden ramp down of
the addressing light and is stopped after variable hold time by increasing that
x-lattice to 40 Er. A second time slot with variable length is used to compen-
sate for the duration of the dynamics to keep the total time of the sequence
constant. There after the different spin states are split in a Stern-Gerlach like
method in the y-direction. Therefore, the y-lattice is lowered for a short time
scale while a magnetic field gradient, creating opposite forces for both spin
states, is applied. This sequence is optimized to reach a clear separation be-
tween both spin states and allow for the detection of the local occupation of
the 1D system. The positions of the atoms is determined with fluorescence
imaging at the end of the sequence.
direction is feasible but so far it has been challenging to image the two clouds
separated in z-direction with high fidelity.
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Figure 3.6: in-situ Stern-Gerlach. a, single 1D tube. A single atom in the
spin-↑ state is removedwith the standard spin resolved detections and shows
up as a hole. b, a magnetic field gradient perpendicular to the orientation
of the 1D system separates the two spin components in a Stern-Gerlach like
approach c, after the spatial separation along the y axis, the spin state is en-
coded into the position along y while the original position information along
x is conserved.
3.3.4 Detection of higher moments
Following the interpretation of Heisenberg [131], a measurement of a quan-
tum mechanical system is a projection of the wave function describing the
total system to the measurement basis. The probability pi to detect an atom
on site i is obtained from multiple site resolved measurements of the same
quantum state and is the expectation value of the number operator 〈nˆi〉 up
to parity projection. Here 〈·〉 represents the ensemble average over different
experimental realizations. The amplitude of the wave function amplitude is
recovered after repeating this measurement many times.
Correlations
Two site correlations are the first higher order which can be extracted from
density measurements. Additionally to the application within this thesis, cor-
relation in single-site experiments led to the detection of the light-cone-like
spreading after a quench [14] and the ferromagnetic spin state in fermionic
system [27–29]. The collected data of the site resolved images contains as
well the joint probability pi,j to detect one atom at site i and j in the same
measurement, respectively. Due to the parity projection, the outcome of each
measurement on a single site is limited to 1 and 0, which allows us to rewrite
pi,j = 〈nˆinˆj〉. The data contains even joint probabilities involving more lattice
sites but here, we focus on point correlators.
The correlation signal can be normalized to the single particle probability
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pi which is for example done by the g2-function:
g2(i,j) =
pj,i
pjpi
(3.7)
This is an experimentally useful observable given that the densities pj and
pi are not too small. Otherwise very good statistics on the probabilities are
necessary, because otherwise the g2 would have a large relative uncertainty
due to the devision. If the correlation signal is expected to depend only on the
distance d between both positions and is otherwise equal on the total system,
the correlation function can be averaged over N different positions:
g2(d) = N ∑
j
pjpj+d(
∑j pj
)2 . (3.8)
This observable was for example measured for the far-from equilibrium spin
transport to determine the amplitude of the imprinted spin spiral state which
did not have a fixed phase (see Chapter 5). In this case, the g2 function is
evaluated for the local probability to be in the |↓〉 state.
Alternatively, it is also possible to subtract the uncorrelated part and one
gets a different and often used definition of correlation. This is similar to the
definition of the covariance and is often called connected correlation function:
Ci,j = pj,i −
(
pjpi
)
. (3.9)
This function can also be reduced to use the distance d as the only parameter
if the result is expected to have the same correlations everywhere:
Cd =∑
i
Ci,i+d
=∑
i
pi,i+d −∑
i
pipi+d . (3.10)
3.3.5 Entanglement detection
Quantum many-body systems are distinct from their classical counterparts
due to entanglement among their constituents [132, 133]. Especially in strongly
correlated regimes, such as in the vicinity of quantum phase transitions [132,
134] or far away from equilibrium [135], entanglement is important. The
growth of entanglement with time or subsystem size seriously limits numer-
ical simulations of complex quantum systems [133]. Next to its importance
on this fundamental level, entanglement is a valuable resource for quantum
information and its microscopic control is required for applications going
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beyond classical measurements [136]. Experimentally, the measurement of
entanglement is difficult given that full quantum state tomography requires
extraordinary control. Hence, a direct detection is only feasible in small sys-
tems [73, 137, 138]. In larger or more complex many-body systems, the pres-
ence of entanglement can be just inferred from macroscopic observables, of-
ten relying on entanglement witnesses [132, 139]. Such detection procedures
have been applied for susceptibility measurements in solids [140], collective
spin systems [141–146] and coupled superconducting qubits [147].
Detection of correlations in a single basis is not sufficient to imply entangle-
ment. This is clear from the Bell inequality as it is only violated by entangled
states but not by classical states which have correlations in a single measure-
ment basis. The violation of the Bell inequality has been applied to photons
and recently a completely loop hole free measurement was performed [148],
also a measurement of entanglement. The amount of entanglement can be
calculated from the full density matrix. This has been done for example for
atoms coupled to a cavity [149, 150]. Full control over the rotation of each in-
dividual spin is needed for this method and the reconstruction of the density
matrix for a two site system already needs 22 cot 2 measurements. The scala-
bility of this measurement with system size is very bad as already a 8 spin
system needs 82 cot 2 measurements as shown for an ion chain [151]. Thus ex-
tracting entanglement from the full density matrix can be very challenging,
but certain better accessible lower bounds for entanglement exist [152]. For
bipartite entanglement such a lower bound is given by the concurrence
Ci,j = 2max
(
0,p↑↑ −√p↑↓p↓↑,p↑↓ −√p↑↑p↓↓
)
. (3.11)
Following a recent proposal [153], a lower bound for the concurrence is ac-
cessible without local spin control, relying only on global spin rotations and
measures the right part of the above equation. The concurrence quantifies
entanglement on a scale between zero (no entanglement) and one (maximal
entanglement). A convenient lower bound is given by
Ci,j = 2
(
2〈Sˆ⊥i Sˆ⊥j 〉 −
√
P↑,↑i,j P
↓,↓
i,j
)
. (3.12)
The first term measures transverse (⊥) spin correlations as the mean of the
correlations along x- and y-direction:
〈Sˆ⊥i Sˆ⊥j 〉 =
1
2pi
2pi∫
0
(
cos(α)Sxi + sin(α)S
y
i
) (
cos(α)Sxj + sin(α)S
y
j
)
dα (3.13)
=
〈Sˆxi Sˆxj 〉+ 〈Sˆyi Sˆ
y
j 〉
2
.
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The second term of Equation 3.12 takes into account longitudinal spin cor-
relations, where Pα,αi,j is the joint probability to find atoms at position i and j
in the same spin state α ∈ (↓ , ↑) measured along the z direction. For an ide-
ally prepared system with initially only a single |↑〉 impurity, as introduced
in Chapter 2.2.1, the second product term is zero as two atoms in the |↑〉 will
not be observed. This measurement is special, because it extracts information
about the quantum state which proves that the state has a non classical wave
function.
3.4 Magnetic field control
Magnetic fields are an important tool in the control of cold atoms. During
the initial cooling with a magneto-optical trap, magnetic fields are essential
to get a spatially depended force and in the second step of the experimental
sequence, atoms are evaporated in a pure magnetic trap. These are both stan-
dard techniques to obtain a degenerate gas. For the preparation of a single
two-dimensional layer a strong magnetic field gradient along the z-direction
is deployed to selectively remove atoms in all but one anti-node of a standing
wave formed by a 1064 nm laser. During the sequence, the orientation of the
spin is determined by magnetic fields, hence, the polarization of crucial laser
beams, like repumper light and resonant state selective removal light, has to
agree with the direction of the magnetic field. At the end of the sequence, the
absolute magnetic field should be very close to zero in order for the molasses
cooling during imaging to work best.
All processes mentioned above require excellent control of the magnetic
field. We create the required magnetic fields at the position of the the three
dimensional lattice with three pairs of coils and an additional single coil. The
three coil pairs are in good approximation arranged in Helmholtz configu-
ration and thus each pair produces a homogeneous magnetic field along the
common coil axis at the position of the atomic cloud. One pair is aligned
along the z-axis and the other two pairs are aligned on the diagonals of the x
and y lattices to have full control over the magnetic field in all three spatial
directions. The unpaired additional single coil is located on top of the cham-
ber and is aligned on the z-axis. It produces the magnetic field gradient along
this axis for the single 2D plane preparation (details can be found in [101]).
3.4.1 Energy shift with magnetic fields
Within this thesis, magnetic fields with a maximal amplitude of 60Gwere ap-
plied. The shift of the energy levels of Rubidium 87 in the 52S1/2 ground state
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Figure 3.7: Hyperfine level shifts. Shifts as a function of the magnetic field
for all Rubidium 87 ground state (52S1/2) levels. Within this thesis the two
hyperfine levels marked in red and green are used and represent a pseudo
spin-1/2 system.
is well described by the Breit-Rabi formula which is valid in the low field Zee-
man limit as well as in the Paschen-Back limit and thus covers the full neces-
sary range for the experiments. The shift of the three F = 1 and the five F = 2
states due to a magnetic field are shown in Figure 3.7. Typically, alreadymag-
netic fields of a few Gauss are sufficient to split the states strong enough such
that individual transitions are resolved with the microwave radiation. For
strong magnetic fields the quadratic shift can be detected and the magnetic
field amplitude is exactly calibrated by measuring the resonance frequencies
of any two transitions. 3.23G is a special magnetic field strength, because the
Zeeman shift of the clock transition |F = 1,mF = −1〉 to |F = 2,mF = 1〉 has a
quadratic minimum [154]. With additional current stabilization circuits, we
ensured that the magnetic field stability is in the order of 1mG. This leads to
a fluctuation of approximately 2 kHz for the typical |↑〉 ↔ |↓〉 transition and
a coherence time in the order of 1ms. These residual fluctuations are proba-
bly due to fluctuations of the magnetic background field. Further reduction
of the magnetic field noise is significantly more difficult and active feedback
on the magnetic field or better shielding, for example with mu-metal, is nec-
essary.
3.4.2 Elimination of magnetic field gradients
Global microwave transitions require that the spatial variation of the mag-
netic field is much smaller than the total magnetic field. Under this condi-
tion, all atoms can be transferred with high fidelity employing a single global
microwave sweep. This puts only a very weak constrain on the magnetic
field gradients since the system size is in the order of 10 µm and the absolute
magnetic field can be several Gauss strong. However for the experiments in
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Figure 3.8: Magnetic field configuration. Absolute value of the magnetic
field as a function of x, y and z-position and the corresponding derivative in
a, b, and c respectively. The magnetic field changes linear along the x-axis
around the position of the atoms (x = y = z = 0), generating a constant
gradient along this axis. The two other axes have a quadratic minimum and
thus vanishing gradient at the center. In the given configuration, the gradient
increases faster along the z-axis.
Chapter 4.2 and 5 it is crucial that the magnetic field gradients within the xy-
plane are much smaller. For these experiments, where the relative in-plane
phase of the effective spins is measured, gradients should actually be below
the experimental resolution. Gradients can be canceled much better than the
stability of the field amplitude because typical noise sources create large scale
fluctuations which are common for all atoms within the comparable small to-
tal size of the ultracold atom cloud (order of 10 µm). Sources of magnetic
field gradients can be imperfect Helmholtz configurations of the coil pairs,
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misplaced axis of the coils and external magnetic fields, for example coming
from ion getter pumps. The magnetic field gradients are measured with a
Ramsey-like sequence in the decoupled MI regime and thus non-interacting
atoms. The presence of strong gradients is detected by automatic formation
of spin spiral structures, where the final probability to detect an atom in the
|↓〉 state after a Ramsey sequence with hold time t and detuning δ is given
by:
P(r) = cos ((g · B(r)− δ)t)
≈ cos ((g · B(r0)− δ)t+ g · ∇B(r)(r − r0)t) . (3.14)
In this formula, g is the magnetic sensitivity of the transition, which is ap-
proximately 2.1 kHz/G for the standard |↓〉 ↔ |↑〉 transition. Note that here
r dispalys the direction vector in the xy-plane and r0 is an arbitrarily cho-
sen reference point within this plane. The total magnetic field B(r0) can be
compensated up to fluctuations by the detuning of the microwave pulses and
only changes the phase of the global spin spiral. This method provides amea-
sure of the absolute gradient strength as well as the direction but not the sign
of the gradient which needs to be tested.
The control of the gradient strength with the available magnetic field coils
can be best understood for the ideal case without additional background gra-
dient and an ideal Helmholtz configuration for all coils. With the coil pair
along the z-axis and the gradient coil, the magnetic zero point is located on
the z axis and can bemoved by changing the current in the pairs of coils while
the gradient strength is controlled by the gradient coil. In a xy-plane away
from the zero point, the magnetic field has a quadratic minimum along the
z axis but changes linearly far away from the center. Thus, for the ideal toy
configuration, the magnetic zero point should be centered above or below
the atomic cloud. As it is difficult to move the position of the atomic cloud,
it is necessary to move the zero point, which can be easily done with the two
additional coil pairs with their axis in the xy-plane. A typical configuration is
shown in Figure 3.8. This method is still applicable if external gradients are
present. For the mentioned experiments, the gradient was iteratively com-
pensated to below 2mG/cm which corresponds to an total phase difference
across the cloud of φ < 2pi 2Hz t/20alat for the employed hyperfine states.
Here t represents the total hold time.
3.5 Single-site addressing
Besides the local detection of density and correlations, the high resolutionmi-
croscope provides amethod tomanipulate atomic clouds on the level of a sin-
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gle lattice site. This is an essential technique to prepare ourwell controlled ex-
cited initial states. The precise manipulation of our initially homogeneously
filled MI states enables us to shape the density [15, 98, 99] or prepare struc-
tured spin 1/2 systems [155–157]. The high resolution manipulation is based
on local light shifts which are spectroscopically resolved bymicrowave trans-
fers. The first realization in our experiment was done with a single focused
laser beam. Although the full-width at half-maximum (FWHM) beam diame-
ter was 600 nm, a resolution of 300 nm (FWHM)was obtained. The concept of
the combined light shift andmicrowave transfer and its implementation with
a single focused beam is described in detail in [100] and it was used to study
the expansion of a single atom in a lattice [15]. In this scheme, a σ−-polarized,
off-resonant laser beam at 787.65 nm wavelength focused on the selected lat-
tice site results in a negative energy shift (attractive potential) only for the |↑〉
state while leaving the initial spin |↓〉 state almost unaffected. A microwave
pulse, that is resonant with the shifted atomic transition, then produced the
spin-flip from |↓〉 to |↑〉.
Here, I will describe a similar method employing a spatial light modulator
to create arbitrary light patterns which are imaged onto the atoms to per-
form a parallel preparation of all atoms instead of the first serial approach.
This procedure was used for local state manipulation in all experiments de-
scribed within this thesis. The setup was implemented during a diploma
project [158].
3.5.1 Experimental setup
In order to induce only a local transfer between the two relevant hyperfine
levels (|↓〉 and |↑〉) a spatial selection has to be made. Previously this selec-
tion was realized with a focused beam steered with a piezo-controlled mir-
ror. This method had excellent spatial resolution but the preparation time
scaled linearly with the number of necessary spin flips. This can be over-
come if a global light pattern is sent at the same time to all desired lattice
sites. We chose to create the necessary light patterns with a digital mirror
device (DMD), in this specific case: Texas Instruments DLP Discovery 4100.
This device has 1024×768 mirrors with a pitch of 13.68 µm which can be in-
dividually turned to an on or off position. The refresh rate is specified with
32.550Hz and allows for very fast changes of the displayed patterns. At the
same time, a chosen pattern can be displayed for arbitrary long times and
does not require any refresh as typically necessary for liquid crystal phase
modulators. The liquid crystal phase modulators are an other possible alter-
native and they have been used in Fourier plane to create controllable po-
tentials [159, 160]. Our DMD is illuminated with a large Gaussian beam to
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Figure 3.9: Addressing setup. The light is guided to the experimental setup
in an optical fiber (center of the upper box). A fixed fraction of the beam
is sent to a photo diode for intensity stabilization. The illumination of the
digital mirror device (DMD) is followed by a spatial filter within a 150:100
telescope. The light patterns can be analyzed by a CCD camera at a refer-
ence point given by an image plane. A second 1:1 telescope images the DMD
pattern from the first image plane to the second image plane in the imaging
setup section. There the addressing beam is overlapped with a uv laser beam
for Rydberg excitations and the imaging light propagating in opposite direc-
tion is separated for the camera with two dichroic mirrors. The last imaging
step consisting of a two inch lens and the microscope with high numerical
aperture (lower box, right). In this step, the image created with the DMD is
demagnified and focussed into the atom plane.
map the preferred pattern of the DMD to the light field. Thereafter high spa-
tial Fourier components are filtered out with an effectively 4 f imaging setup
and an iris with variable size placed in the Fourier plane between both lenses.
The first lens of the 4 f setup has a focal length of 150mm while the second
focal length is 100mm resulting in a demagnification of the pattern. Two
lenses with a focal length of 250mm each, create a 1:1 telescope producing an
image plane at the position of the camera of the high resolution objective. In
between, the light from the DMD is overlapped with a blue laser at 480 nm
for two photon Rydberg excitations [97–99] with a dichroic mirror. The sep-
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aration from the light for the fluorescence imaging is also performed with a
dichroic mirror. The last telescope consisting of a f = 675mm lens and the
high resolution objective with an effective focal length of f = 5.19mm images
the pattern on to the atoms. The total imaging system has a magnification of
130 which results in mapping approximately 7×7 mirrors of the DMD to one
lattice site. Figure 3.9 displays a schematic of the DMD setup.
3.5.2 Pattern generation
The DMD cannot directly create gray scales, as the mirrors only allow on-
off amplitude control. These gray scale values are necessary to compensate
the inhomogeneities of the Gaussian beam illuminating the DMD to create
flat potentials and to create controlled locally varying light fields. With a flip
mirror a camera is placed on demand at the position of the second image
plane to analyze the created light patterns. At this image plane, we measure
a reference profile of the incident Gaussian beamwith all mirrors of the DMD
in the binary on position to calibrate the incident light field intensity Ig(i).
The necessary reflectivity r(i) of the DMD to obtain the target light field
It(i) at mirror position i is calculated with the intensity of this incident light
field Ig(i) and is naively given by:
r(i) =
Ig(i)
It(i)
. (3.15)
As the reflectivity is modeled by an error diffusion algorithm and there-
after high spatial frequencies are filtered out, the actual intensity at the image
plane is not modified with actual reflectivity but the reflectivity squared.
rED(i) = r(i)
2 =
(
Ig(i)
It(i)
)2
. (3.16)
This is caused by the non-linear Fourier filtering and assumes that the high
spatial frequency scattering peaks generated by the small and equally spaced
mirror array are all filtered out and hence leads to intensity loss. This effect is
strongest for a reflectivity of 50%where every secondmirror is flipped. Obvi-
ously the reflectivity is not changed for both extrema (zero and one) as these
require a homogeneous DMD configuration with all mirrors in the same po-
sition. The actual dependence can be calculated with Fourier analysis [161].
3.5.3 Calibration
In depth studies of the generated light field patterns were performed by
David Bellem [158]. For these experiments, a CCD camera was used to de-
termine the intensity distributions directly after the pinhole cleaning in the
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Figure 3.10: Addressing image transformation. 25 points on the DMDwhere
selected on a regular grid (a) and their corresponding position on the lattice
sites was measured (b). All blue points where used to calculate the affine
transformation and the red points were disregarded. The black grid was
transformed with the obtained transformation function.
second image plane and with an extra test objective. This test showed supe-
rior flatness of RMS noise below 2% and edge sharpness of 56 µm. However,
no direct measurement at the position of the atoms after the total optical beam
path is possible with a CCD camera as one would need to remove the vac-
uum chamber. Thus, the pattern was optimized at the monitoring port right
after the pinhole cleaning. This method worked fine but caused problems
during the first experiments with projected disorder potentials created with
the spatial light modulator. During these experiments it was noticed that the
created potential were not flat but included large scale gradients. These struc-
tures were attributed to several imperfect optical components, especially the
dichroic mirrors, which distorted the light patterns. Thus we developed an
in-situ amplitude calibration of the desired patterns.
At first we determined the exact mapping between the DMD and the atom
plane. This mapping was obtained by loading atoms successively into sev-
eral small box-shaped light fields created by the addressing light, located in
an equally spaced array (Figure 3.10). We averaged the atom distribution
over typically 3 repetitions for each box position and extracted the center of
the atomic distribution with a two-dimensional Gaussian fit. Knowing the
position at the DMD and at the lattice, an affine transformation connecting
the initial position with the position at the atomic cloud is obtained. The in-
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verse transformation is used to map the deviations from the mean value of
the box potential to the coordinate system of the DMD (see Figure 3.10 for the
reconstructed transformation).
We started the in-situ potential calibration by preparing spin polarized,
preferably large MIs in the |↓〉 state. The lattice depth was increased above
20Er to suppress all dynamics. A very fine stepped microwave resonance
scan over the shifted transition to the |↑〉 state was taken. We increased the
power of the desired light pattern to maximum in order to maximize the sen-
sitivity. The resolution of these microwave scans was down to a 1 kHz which
is limited by shot to shot magnetic field fluctuations on the order of 1mG.
This resolution is typically enough as the total light shift is up to 60 kHz. The
measurement can be performed without cold MIs because the resonance po-
sitions are determined by deviations from the mean density.
To improve the addressing pattern, the flatness of a uniform box was mea-
sured with the atoms. The initial distribution had deviations of more than
20% from the mean value. The pattern of deviations is used to correct the
reference pattern with the known affine transformation. This transformed
pattern was multiplied to the original correction pattern. We repeated the
measurement of the box potential and the correction procedure several times
and found out that an improvement was obtained for up to 4 repetitions for
which residual fluctuations below 5% were reached (see Figure 3.11 for ex-
ample images taken before and after correction). It was verified that the im-
provement remains valid over several weeks, as long as the imaging path is
not strongly modified. Nonetheless, it should be noted that the mapping of
the coordinate systems is much more fragile and does not remain valid.
In principle, the same method can be applied to directly detect the beam
profile for a totally reflecting DMD producing a reference profile. For this
procedure, the intensity variation over the DMD due to the Gaussian shaped
illuminating beam is so large that a much bigger range of the spectrum needs
to be scanned with the MW transition. However this is difficult at the same
high resolution, because the previous method already needed ten repetitions
with 21 different frequencies each. During the whole calibration measure-
ment (approximately 100min) drifts of the magnetic field need to be below
1mG because otherwise the spectrum broadens.
3.5.4 Disorder potential
The single-site addressing technique requires homogeneous light patterns
which can be locally turned on or off. This light pattern should be flat to
create a homogeneous light shift of the transition between the two hyperfine
states. Additionally light patterns can be used to create potentials which are
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Figure 3.11: Addressing amplitude deviation. a, deviations of the light shift
from the mean value with the correction pattern taken from the reference
camera. The light shift is calibrated with in-situ microwave spectroscopy.
These deviations are used to improve the amplitude correction pattern. d, at
the fourth round of correction the deviations are much smaller and homoge-
neously distributed. b,c show intermediate images.
applied during dynamical evolutions of the density distribution at a lower
lattice depth. The many-body localization experiments required a local on-
site disorder potential which we desired to create with the DMD device.
Therefore we implemented the ability to create light patterns with random
amplitude for each lattice site.
The spectroscopically in-situ imaging of the light field was applied to fixed
random disorder potentials to characterize these patterns. We measured the
probability distribution of the amplitudes and extracted the two point cor-
relation function. The extracted amplitude distribution has the shape of a
normal distribution and correlations decay exponentially with a correlation
length of 0.6 alat. This is compatible with the resolution of the objective which
is of the same order of magnitude as the lattice spacing. The point spread
function of single atoms in fluorescence imaging is limited by the same ob-
jective and has a standard deviation of 0.501(1) alat [102]. Convolution of a
random potential and a two-dimensional normal distribution of same width
reproduces the measured correlations and the amplitude distribution well.
Hence we conclude that resolution for the addressing light is limited by the
objective as well.
3.5.5 Further options with high resolution objectives
A clear illustration of the capabilities of a DMD for potential generation was
published recently [162] and high precision potentials were created [163]. Be-
yond that, a high resolution access to the atomic plane opens up many op-
tions to control the atoms. For example, recent experiment have utilized a
high resolution imaging setup to implement a lattice with flexible periodic-
ity [22]. Here, two beams parallel to the optical axis of the imaging system,
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Figure 3.12: Projected disorder potential. A two-dimensional random disor-
der potential is imaged onto a single atomic plane in an optical lattice. The
disorder is controlled by a digital mirror device (DMD), which converts a
gaussian laser intensity profile into a two-dimensional random intensity dis-
tribution with spatially uniform average light intensity (bottom image). The
limited numerical aperture (NA=0.68) of themicroscope objective introduces
a finite correlation length and leads to a smoothing of the disorder distribu-
tion. The two gray scale images show the calculated original (bottom) and
smoothed (middle) light intensity distributions. The top most image dis-
plays the local disorder potential determined by in-situ spectroscopy (see
Section 3.5.3). The yellow circle on the lower images indicates the spectro-
scopically calibrated region.
symmetrically arranged around this axis, are focused to the atoms, creating
an interference structure in which the spacing depends on the distance be-
tween the two beams at the entrance of the high resolution objective. This
idea can be extended to build a flexible Bragg spectroscopy setup for which
the relative frequency of the two interfering beams needs to be controlled ad-
ditionally. This can be obtained by two acousto-optic modulators (AOMs)
which have a chosen relative frequency difference. Bragg spectroscopy has
also been shown with quickly moving patterns on a DMD [164].
4 Dynamics close to equilibrium
In a series of experiments we explored the coherent dynamics of a one-di-
mensional ultracold quantum gas initialized in a single hyperfine state |↓〉 ≡
|F = 1,mF = −1〉 after a local transfer of a single or two atoms into the |↑〉 ≡
|F = 2,mF = −2〉 state. First, we determinedwhere themapping to theHeisen-
berg spin model is valid, by tracking a single-spin impurity. In a second ex-
periment, the entanglement propagation associated with the single-spin im-
purity dynamics are explored. The last group of experiments focuses on the
dynamics of two adjacent impurities and the resulting formation of bound
magnons. It should be noted that throughout this thesis the above defined
notation for the spin states is used, which differs from the notation in some
of the corresponding publications ([155, 156]).
4.1 Quantum dynamics of a mobile spin impurity
We started our experiments on the Heisenberg model with space- and time-
resolved observation of a coherently propagating spin wave by tracking the
motion of a deterministically created single-spin impurity in a one-dimen-
sional (1D) spin chain. This is done by the preparation of a single mobile
boson of type |↑〉, placed in a 1D lattice with unity filling and a bath of |↓〉
bosons. By varying the lattice depth, we experimentally validate if the map-
ping of the two-component single-band Bose-Hubbard model to the Heisen-
berg model is valid as predicted in Chapter 2.2.1.
4.1.1 Experimental procedure
Initially, the atoms were prepared in a spin-polarized MI state with all ap-
proximately 170 atoms in the |↓〉 state. Already in preparation for the one-
dimensional systems, the lattice depth along x was only Vx = 10.0(3) Er
whereas along the orthogonal axis all motion was frozen out with a lattice
depth of Vy = 30(2) Er. For this configuration, the tunneling rate inside each
1D system is about 41 times larger than the hopping rate between different 1D
systems. With our DMD addressing system, the central line of atoms oriented
along the y-lattice was transferred to the |↑〉 state to introduce a single impu-
rity in each 1D system. Here, a fidelity of 88(5)% is achieved for the initial
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spin preparation, which was optimized to produce preferably not more than
one spin impurity. The σ−-polarized light of the addressing system leaves the
|↓〉-state unaffected but creates an attractive potential for the |↑〉-state. Thus,
the atom in the |↑〉-state can be pinned to its original position by leaving the
addressing light on. These impurity atoms inside the bath of |↓〉 atoms were
released by turning off the addressing laser within a 1ms ramp. The propa-
gation was stopped after a variable hold time by rapidly increasing the lattice
depth of all axis to 80 Er within 300 µs.
4.1.2 Detection
For detection, we used both spin resolving techniques: positive and negative
spin detection as each has different advantages (see Chapter 3.3.3). The pos-
itive detection method allows for precise detection of the |↑〉 impurity, but
nothing about the surrounding spin |↓〉 bath can be extracted. On the other
hand, negative imaging reveals the parity distribution of the spin |↓〉 bath.
However it does not distinguish between thermal excitation in the density
sector (mostly doublons and holons) and the spin impurity. Post-selecting
samples with only one empty site in the central region of the spin chain al-
lowed to filter out a lower-temperature subset of the data. The temperature
always corresponds to the temperature of the bath and should not be con-
fused with the spin temperature which cannot be measured for the out-of-
equilibrium initail state. The fidelity of preparing at least a single-spin flip is
high enough such that this single empty site was with very high likelihood
the |↑〉 spin impurity. Only if no spin impurity was created a single thermal
excitation is mistaken as the spin impurity. We reconstruct each probability
density distribution at a certain hold time by averaging over several exper-
imental repetitions and averaging over the central 10-14 lattice sites. The
second averaging is crucial as only this step permits to take measurements
for several different configurations of lattice depth and evolution time due to
the massive speedup.
4.1.3 Spin impurity time evolution
The time evolution deep in the MI regime was first studied with negative
imaging and postselection on a single impurity. Two outward propagating
visible maxima with a minimum in-between reveals the quantum interfer-
ence only possible for coherent evolution. The relevant time scale for the
motion is clearly slower than expected for single particles or non-interacting
atoms (h¯/J = 4ms) [10]. The measured probability distribution after 40ms
has two symmetric peaks approximately 1.5 alat away from the initial cen-
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tral position. We made use of the analytical solution of the propagation of a
spin impurity in the homogeneous Heisenberg model, which is given by the
Bessel function Ji of first kind as derived in more detail in Chapter 2.2.1. For
the coherent propagation, the probability distribution at time t, j sites away
from the initial position of the spin impurity, is given by
Pj(t) =
[
Jj
(
Jext
h¯
)]2
. (4.1)
A single fit to all four probability distributions measured at different hold
times with the superexchange coupling Jex as the only free parameter yields
Jex/h¯ = 65(1)Hz. The ab initio band-structure calculation (see Chapter 3.2.2),
using the independentlymeasured lattice depths result in Jex/h¯ = 51(+11−8 )Hz,
close to the measured superexchange rate. The spin exchange rate increases
to Jex/h¯ = 61Hz, much closer to the measured value, including the density
correction mentioned in Chapter 3.2.2. This calculation assumes a density of
one in the initial and final lattice site.
4.1.4 Temperature effects deep in the MI regime
Using positive imaging, we directly observed the impurity position but in the
finite-temperature bath of |↓〉 atoms. The distribution of the positive imag-
ing has almost the same width but less contrast compared to the distribution
from the post-selected negative images. This suggests that fast moving ex-
citations in the bath decohere the motion of the impurity as they produce
random phase slips. This reduces the contrast but does not change the speed
significantly as the position of the spin impurity is at most shifted by one lat-
tice site. This effect is quantitatively studied by numerical simulations of the
Heisenberg model using the time-dependent density-matrix renormalization
group (t-DMRG) algorithm for finite temperature [165–169]. Therefore, the
contrast and propagation speed for different temperatures T = 0− 0.2U/kB
are evaluated. The contrast is defined as
C = (Pmax − Pmin)/(Pmax + Pmin), (4.2)
where Pmax is the peak value at a position which is not the initial position
and Pmin denotes the minimum in the center region between the peaks. The
contrast is defined as C = 0 if there is no other maximum except for the cen-
tral peak. The contrast for the perfect zero temperature Heisenberg model at
a hold time of 40ms is 0.7 and decreases quickly for higher temperatures
reaching a value of 0.06 at T = 0.2U/kB. The simulation produces the
same contrast as obtained from the positive imaging for a temperature of
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Figure 4.1: Dynamics of a mobile spin impurity. The top panels in a and b
show example fluorescence images of the atoms (left) taken with the negative
imaging technique together with the reconstructed atom distribution in the
central region (right). The 1D systems are oriented horizontally. The red
vertical stripe denotes the initial position of the spin impurity (detected as
an empty lattice site). For the generation of an effective low-temperature
subset, only the samples containing exactly one empty site were kept (green
tick marks), while those containing more than one empty site were discarded
(red crosses). The histograms in a–d show the position distribution of the
spin impurity after different hold times for J/U = 0.053. Each histogram is
obtained from an average over 200-250 1D systems. The error bars denote
the 1σ statistical uncertainty. The red line is a simultaneous fit to all four
distributions with the analytic solution of the Heisenberg model of equation
(4.1), yielding Jex/h¯ = 65(1)Hz.
T = 0.15U/kB for the spin bath. This is consistent with theMI temperature of
T = 0.14(3)U/kB measured from the density distributions (see Chapter 3.3.2
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for details). The contrast of the negative imaging technique is lower than ex-
pected for zero temperature and fits to a temperature of T = 0.11U/kB. The
simulation does not account for the finite spin preparation fidelity. Hence
an empty lattice site in an otherwise filled tube might be accidentally iden-
tified as originally |↑〉 atom although the site was already empty before the
selective spin removal.
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Figure 4.2: Effect of thermal excitations on the coherent spin dynamics.
Shown are position distributions of the spin impurity for J/U = 0.053 and a
hold time of 40ms, a generated from positive images (blue bars) and b after
post-selection from negative images containing one empty site in the chain
(green bars). c, Position distributions from t-DMRG simulations for different
temperatures of the bath. d, Contrast of the simulated distributions (open
circles) and propagation velocity (gray filled circles) as a function of the tem-
perature T. The blue and green filled circles show the contrast extracted from
the experimental data of a and b, respectively. Error bars denote the 1σ un-
certainty.
4.1.5 Propagation velocity
A natural way to introduce a velocity is to replace Jex/h¯ by v/alat in the fit
of the Bessel function. Numerical simulations reveal that this velocity is very
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robust with respect to temperature of the bath. It is extracted from the cor-
responding density distribution by a fitting function (see Equation 4.1) to the
simulated data and the velocity changes within the simulated temperature
range by only 4%. The experimental data support this observation because
the results of both imaging techniques show consistent velocities even though
their effective temperature differs.
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Figure 4.3: Spin impurity dynamics in the SF regime. Density distribution
at (J/U = 0.32) close to the critical point [(J/U)c ≈ 0.3] for three different
hold times. The upper panels display fluorescence images of the impurity
spins after removing the other spin component (‘positive image’). The 1D
chains containing more than one atom were excluded from the data analysis.
The white vertical stripe highlights the initial position of the flipped spin im-
purity. The lower panels show the position distribution averaged over about
300 chains (blue bars) together with a t-DMRG simulation at T = 0.11U/kB
(red line).
The mapping of the two-component Bose gas to the spin-1/2 model is only
valid deep in the MI phase with unity filling. In that regime, only thermal
fluctuations alter the coherent propagation. Towards the superfluid regime
and especially in it, this mapping loses its validity. The |↓〉 bath has strong
quantum fluctuation with low-energy excitations and the interference struc-
ture gets washed out as seen in Figure 4.3.
In the superfluid phase, the quantum fluctuations lead to a Fröhlich-type
Hamiltonian and it is natural to treat the |↑〉 impurity together with the de-
formation of the bath as a polaron. We study the crossover to this regime
by lowering the lattice depth during the evolution, which increases the ra-
tio of J/U. In the superfluid regime, only the positive imaging technique
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Figure 4.4: Spin dynamics across the superfluid-to-Mott-insulator transi-
tion. Measured velocities of the spin impurity for different values of J/U
extracted from negative (green circles) and positive images (blue circles); hor-
izontal and vertical error bars indicate the 1σ uncertainties of the lattice depth
and the combination of fit error and uncertainties of J, respectively. The dark
gray line shows scaling with 4J2/U, whereas the brown line indicates the
propagation velocity of a single free particle (J/U = ∞). The gray shaded
region shows results from a t-DMRG simulation at T = 0 taking into account
varying initial atom numbers. The area denotes the 1σ fit error to the simu-
lated distributions.
can be used, as it is not possible in negative imaging to identify the spin po-
sition out of many quantum fluctuations, which show up as holes as well.
After preparing the initial state at high lattice depth, the lattice depth is re-
duced relatively slowly in 50ms to avoid any heating. The spin |↑〉 impurity
cannot move during this ramp as the addressing beam creates an attractive
potential which pins the impurity. Equation 4.1 is the analytical solution for
the Heisenberg spin chain. No full analytical solution exists which describes
the propagation of the impurity in the Bose-Hubbard model. A fit of Pj(t)
with the velocity as the only free parameter still captures the velocity of the
edges in the position distribution, which is given by the maximum propaga-
tion velocity. We determine the velocity over the full range of J/U, which
is accessible in the experiment spanning a full order of magnitude from 0.05
to 0.5. For small J/U the velocity divided by the tunneling rate J increases
linearly with a slope of 4, which perfectly agrees with the theoretical expec-
tation for the spin exchange coupling strength of 4J2/U. Close to the phase
transition point of the superfluid-Mott-insulator transition in a homogeneous
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system, the normalized velocity saturates. In the superfluid regime, it is fi-
nally significantly smaller than v/J = 4J/U. Here, the velocity of the polaron
is approximately half the velocity of a free particle moving in the same lattice,
given by v/J = 2alat J/h¯. This points out that the strong interactions modify
the motion of the particle and increase the effective mass of the impurity.
Such a behavior is expected and agrees with simulations of the two-species
Bose-Hubbard model. Therefore the propagation velocity is extracted from
density distributions, calculated with t-DMRG simulations [165–169], with
the same method as used for the experimental data. The simulations take
into account the harmonic trap as well as atom number fluctuations, which
both can influence the propagation significantly. The obtained velocity as
well as the numerically determined density distributions agree well with our
experimental data.
4.1.6 Polaronic bath deformation
A polaron is a quasiparticle formed by an impurity that has a significant
back-action on the bath, which in our case forms a density dip at the po-
sition of the impurity. We confirm the connection in our data with density
measurements on the bath. The measurements were carried out at J/U =
0.47(5) where quantum fluctuations affect the detected parity signal ndet =
〈mod2(n↓)〉 [10]. Before releasing the impurity, the distribution shows a promi-
nent density dip at the central lattice site. We verified that this missing den-
sity is not caused by the potential of the addressing laser by omitting the MW
pulse, which introduces the spin impurity but not changing other parts of the
sequence. We found out that the preparation sequence does not influence the
bath, as within the reference data no reduction in the central density is visi-
ble. The density depression in the datasets with an impurity has a width of
only a single lattice site, which indicates that the healing length of the bath is
either in the order of or smaller than the lattice spacing. The same experiment
is repeated at a short hold time of 0.5ms and the repulsion of the impurity on
the bath is visible as well. Here, the position of the density depression in the
bath agrees well with the impurity distribution and the distributions of the
bath as well as the impurity agree well with DMRG simulations. The den-
sity reduction of the bath and the impurity positions are expected to become
correlated within time evolution, which is verified in DMRG simulations in
which the spatially averaged correlations are defined as
C↑↓(j) = ∑
k
(〈nˆ↑,knˆ↓,k+j〉 − 〈nˆ↑,k〉〈nˆ↓,k+j〉) . (4.3)
The second half of the sum ensures that initially the system has no correla-
tions where the position of the impurity is pinned at the center and has no
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Figure 4.5: Influence of the impurity on the SF bath. Measured distribu-
tions ndet of the SF bath at J/U = 0.47(5)with (ndet,i, red circles) and without
the impurity (ndet,0, green circles), a before releasing the impurity and b after
releasing and a subsequent evolution time of 0.5ms. The data is averaged
over more than 1000 chains. Statistical error bars are smaller than the plotted
circles. The red lines show the t-DMRG simulation. Insets: schematic pic-
ture of a polaron, consisting of the impurity and the density deformation it
induces in the bath. c, Probability distribution of the impurity after an evo-
lution time of 0.5ms (red bars, left axis) together with the simulation (red
line, left axis). The blue circles (right axis) show the difference between bath
distributions with and without impurity, calculated from the data shown in
b. Error bars denote the 1σ uncertainty. d, Correlator C↓↑(j) calculated from
simulations for different evolution times, reflecting the development of an
anti-correlation at j = 0 as the impurity propagates after releasing it.
influence on the bath distribution. As the polaron starts moving, correlations
and anti-correlations between the impurity and the bath are established. This
was not verified in the experiment as detection of both spin states in the same
realization was not possible.
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4.2 Entanglement generation in spin propagation
In a second step we want to study in depth the dynamics of a single spin
impurity in the regime where the dynamics are accurately described by the
Heisenberg model. Hence, we focus on the generated correlation and ex-
tract a lower bound of the concurrence (see Chapter 3.3.5) to quantify the
build up and propagation of bipartite entanglement. So far, in Hubbard sys-
tems realized with ultracold atoms, entanglement in the on-site occupation
number degree of freedom has been inferred from the visibility of a far-field
interference pattern [170, 171] and by the study of oscillations of coherent
Rydberg superatoms [99]. A spatially resolved detection of entanglement has
been recently proposed using the Rényi entropy [172, 173] and was measured
with two copies of a four and six lattice site system [37, 125]. The exten-
sion of the Hubbard model to two-components introduces a spin degree of
freedom [62, 63] such that spin-entanglement, in the sense of the concept of
entanglement of particles [174, 175], can be present. First experiments with
ultracold atoms showed that short-range coherent spin-dynamics can be con-
trolled in bosonic [32, 176, 177] as well as in fermionic systems [178]. Spin
exchange collisions in state selective optical lattices have been used to realize
collisional gates between neighboring atoms [179], and global measurements
indicated entanglement [180, 181]. However, a spatially resolved detection of
either spin or occupation number entanglement in Hubbard models has still
been an outstanding experimental challenge.
Inspired by measurements in ion chains [73], we report here on the spa-
tially resolved detection of entanglement among spin degrees of freedom
in a two-component Bose-Hubbard chain following a recent proposal [153].
Measurements in the longitudinal basis revealed the position of the impu-
rity similar to the results in the previous section, while additional transverse
correlation measurements were used to quantify its coherence. Combining
both observables yields a lower bound for the concurrence [182, 183] in the
spin-degrees of freedom of particles on two lattice sites [153]. We observe
an outward propagating entanglement wave, the evolution of which we fol-
low up to a distance of six lattice sites. Importantly, the detected bound is
valid despite on-site particle-number fluctuations and proves entanglement
of particles [174, 175, 184] in our system [153]. To study the effect of occu-
pation number defects on the entanglement propagation in more detail, we
developed a novel in-situ Stern-Gerlach imaging technique that yields infor-
mation on both the local spin and the occupation number in one image.
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4.2.1 Experimental procedure
The experimental procedure follows closely the one used for the single im-
purity dynamics in the previous section. Additionally, we put in huge ef-
fort to optimize the initial state. We were able to decrease the number of
defects in the spin chains and increase the addressing fidelity. Within the
relevant region of interest, the probability to detect an empty lattice site in
the reference image was only 0.032(6), which corresponds to a reduction of
the temperature by almost a factor of two. The final lattice depth of 10 Er re-
sulted in Jex/h¯ = 2pi × 10Hz, J/h¯ = 2pi × 39Hz and U/h¯ = 2pi × 800Hz
as the relevant parameters of the ongoing dynamics. Here, Jex was directly
extracted from the impurity dynamics as described in the previous section,
while J and U were calculated for the calibrated lattice depths. The expected
spin exchange coupling for the given lattice depth is 9.0Hz including density
corrections and only 7.3Hz without these corrections (see Chapter 3.2.2 for
details).
The ramp down to this final lattice depth was also slowed down to 50ms
compared to the previous experiments in order to reduce possible excitations.
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Figure 4.6: Longitudinal and transverse spin distribution. Representative
experimental measurements in the longitudinal (left) and transverse basis
(right) after t = 35ms. The Bloch sphere pictograms indicate the measure-
ment direction. The images show exemplary single shot images. The his-
tograms show the probability at each lattice site to find an atom in the respec-
tive spin-resolved measurement.
4.2.2 Longitudinal spin distribution
We started by measuring the spin density distribution along the z-direction
(longitudinal). We used the positive detection as well as the negative detec-
tion method. The probability P↑i ‖ to find one atom at site i after this longitu-
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dinal (‖) measurement corresponds to the probability for the atom to be in
the |↑〉 state, where all atoms in the |↓〉 have been removed before. In these
measurements, clear interference fringes with high visibility were observed
(see Figure 4.6a). The contrast of these measurements was higher than the
contrast for the previous data even though no post selection was performed.
We attribute this increase to the improved conditions.
4.2.3 Transverse spin distribution and correlation
In order to measure the analogous quantity P↑i⊥ in the transverse basis, we
added a global pi/2 rotation in the experimental sequence before the spatially-
resolved imaging. Spatially homogeneous magnetic field fluctuations ran-
domize the transverse phase within less than 1ms, resulting in rotational
symmetry around the longitudinal spin axis. Consequently, the transverse
spin distribution is uniform across the chain with equal probabilities for the
|↑〉 and |↓〉 states (Figure 4.6b). We ensured that the magnetic field homo-
geneity was better than 50mG/cm (0.2Hz/alat) (see Chapter 3.4.2) such that
transverse spin correlations are preserved over experimental timescales of
100ms. Each data point presented in this paper is extracted from typically
800 (1000) individual realizations of the spin chain in the longitudinal (trans-
verse) case. An exception is the data shown in Figure 4.10, where these num-
bers are five times lower because it take much longer to acquire statistics.
The spatially resolved measurement of transverse correlations Ci,j is the
crucial step towards the detection of entanglement dynamics. Without de-
fects in the spin chain, the operator Sˆ⊥i directly relates to our experimental ob-
servable P↑i⊥ = 〈Sˆ⊥i 〉+ 12 . Hence, the transverse correlations Ci,j = P11i,j⊥ − 14
are given by the joint probability P11i,j α to find one atom at site i and one at
site j in the transverse (α =⊥) measurement. Imperfections will always de-
crease these detected correlations such that Ci,j provides a lower bound for
them, even in an environment of on-site atom number fluctuations [153]. Fig-
ure 4.7a shows the measured transverse correlations together with the theo-
retical prediction for the ideal XX-spin chain. A strong positive signal appears
between sites+1 and−1 after an evolution time of 20ms (1.26h¯/Jex) and sub-
sequently these correlations spread further outwards. However, compared
to the ideal case, a trend towards negative values is visible even between far
separated sites that should be uncorrelated, given the short evolution times.
A possible explanation for this lies in the imperfect initial Mott insulators re-
sulting in P1i⊥ < 0.5, which biases the measured Ci,j. This bias is removed in
the modified transverse correlation C˜i,j, defined as C˜i,j = P11i,j⊥− P1i⊥P1j⊥ [153]
similar to the definition in Chapter 3.3.4. In Figure 4.7b, we show the mea-
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Figure 4.7: Transverse correlations. a& b, Experimental data of the corre-
lations Ci,j and C˜i,j for different evolution times. The strongest signal corre-
sponds to the outward propagating correlations between the sites ±i sym-
metrically located around the initial position (on the upper left to lower right
diagonal). c, Theoretical prediction for an ideal spin chain. Remarkable qual-
itative agreement between theory and experiment is visible in the spatial
structure of the correlations, but the amplitude of the experimental signal
is reduced (different color scales).
sured C˜i,j, now in remarkable agreement with the theoretical prediction, ex-
cept for the smaller amplitude of the measured correlation signal.
4.2.4 Quantifying entanglement by concurrence
We now combine longitudinal and transverse correlation measurements to
detect spin-entanglement in the system. For the entanglement detection, we
use a lower bound for the concurrence in the spin-1/2 degree of freedom
which can be also used to prove entanglement of particles [174, 175, 184]:
Ci,j = 2(2Ci,j −
√
P11i,j ‖P
00
i,j ‖) . (4.4)
Here, P00i,j ‖ is the joint probability of finding no atoms on sites i and j in the
longitudinal measurement. It has been shown in Ref. [153] that Ci,j is a valid
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Figure 4.9: Propagation of transverse correlations. Transverse spin correla-
tions 4C˜−i,+i for the same sites as in Figure 4.8. Circles are the experimental
data and the solid lines show the predictions for the defect-free ideal case,
where 4C˜−i,+i = C˜−i,+i = C−i,+i. The dashed lines are the ideal predictions
scaled by 0.6.
lower bound for the concurrence even in the case of fluctuating particle num-
bers, as long as the maximum on-site occupation number does not exceed
two. This requirement is fulfilled in our experiments where the total atom
number is tuned to yield a unity filled Mott insulator in the center of the
trap. Assuming the worst-case scenario, that the observed hole probability of
0.032(6) is only due to doubly occupied sites and an exponentially decreas-
ing occupation of higher excited states, we expect a probability for triply oc-
cupied states of 10−3. With the weak additional assumptions of vanishing
correlations between the site occupation numbers and between all degrees
of freedom in the doubly occupied sector, a more efficient bound C˜i,j on the
concurrence can be obtained by replacing Ci,j by the modified transverse cor-
relations C˜i,j in Equation 4.4 [153]. It is reasonable to assume that these condi-
tions are fulfilled in the experiment for non nearest-neighbor sites, given the
very low probability for double occupation.
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The results of the concurrence measurements are shown in Figure 4.8 for
pairs of sites symmetric around the initial impurity position. They reveal a
buildup of entanglement in the spin chain leading to a peaking concurrence
C−1,+1 = 0.24(6) between the sites ±1 alat away from the center after 35ms.
For longer times, the concurrence peaks at larger distances and shows a bal-
listic outward propagating entanglement wavefront. Using the bound C˜i,j,
we find finite entanglement up to distances of six lattice sites. Note that the
bound for the concurrence is expected to be especially efficient for pairs of
sites located symmetrically around the initial position, which is consistent
with our observations (compare to Figure 4.7). The observed concurrence
closely resembles the transverse correlations that are shown in Figure 4.9
for comparison. Its amplitude is only slightly decreased due to our finite
fidelity in the preparation of the initial spin-impurity. Comparing the mea-
sured transverse correlations C˜i,j quantitatively to the expectation for a per-
fect chain, we find good agreement after a constant down scaling of the theo-
retical correlation amplitude by 0.6. Such an effect has indeed been predicted
in an environment of holes and doubly occupied sites [153]. A decreasing en-
tanglement signal with increasing site separation is also expected in the ideal
case due to the dispersion of the single-spin-impurity.
4.2.5 Impact of defects on spin-entanglement
The results for the concurrence extracted from the spin-resolved measure-
ments are shown in Figure 4.10c. For the analysis, we discarded all pic-
tures with more than one atom per y-tube (approx. 25%), as those were pre-
dominantly caused by imperfect preparation of the single 1D system. After
this, the concurrence signal C˜−1,+1 agrees with the previously measured one
within experimental uncertainty – an indication that double occupancies had
little impact on the measurements reported above. Next, we further posts-
elected the data to a fixed number of holes (between zero and three) within
the central nine sites. For the zero-hole data set, our measured concurrence
indeed matches the expectation for an ideal XX-spin chain while it rapidly
decreases for increasing hole number. For three holes, i.e. a hole density of
30%, no entanglement is detected any more showing that defects critically
affect the coherence in the spin sector.
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Figure 4.10: Impact of defects on spin-entanglement. Lower concurrence
bound C˜−1,+1 after 35ms evolution for the full dataset (point in the left gray
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4.3 Dynamics of bound magnon states
More features of the Heisenberg model are accessible with additional exci-
tations, whereof the excitation of two adjacent spins is the natural extension
of the previous sections. Already the full solution of the Heisenberg spin-
1/2-model [6] revealed that the elementary spin waves (magnons) in one-
dimensional quantum magnets can form bound states. Here, we probe the
dynamical properties of two magnon states and are able to distinguish the
propagation of free and bound states. The increased effective mass of the
compound magnon state results in a slower expansion compared to the free
magnon. Magnon bound states are essential, even at low energy, as they exist
for all center of mass momenta in 1D and 2D [185, 186]. Due to the ferromag-
netic interaction, two spin excitations can remain bound together, forming
a so-called two-magnon bound state [6, 185, 187]. In one and two dimen-
sions, bound states exist for all center-of-mass momenta, which prohibits the
description of low-energy properties in terms of free magnon states [185]. In
the classical limit, magnon bound states can be regarded as the basic building
blocks of magnetic solitons [188, 189].
Next to these fundamental aspects, the study of non-equilibrium dynam-
ics in quantum spin chains is also important for a variety of applications.
The evolution of two localized spin excitations realizes an interacting quan-
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tum walk [190, 191] in the spin domain, which can be a versatile tool for
the study of complex many-body systems [192]. It is also of importance in
the context of quantum information [193], where the information transport
in a one-dimensional chain of qubits can be strongly influenced by magnon
bound states.
Experimentally, spectroscopic studies of solid-state materials provided first
evidence for the existence of such states [194–196]. For ultracold atoms in
optical lattices, high-energy bound states have been observed in the density
sector in the form of repulsively bound atom pairs [197, 198].
4.3.1 Experimental procedure and initial state
The initial-state preparation followed closely the previously described se-
quence of the single impurity experiments. First, a spin-polarized (|↓〉) MI
was created, which was locally manipulated with the single-site approach
in the strongly localized regime to flip two atoms next to each other to the
second spin state (|↑〉). After the preparation, the lattice depth along the 1D
chains was reduced to V = 10 Er while the addressing light was used to pin
the spin impurities at their initial positions. After the system had evolved
for a variable evolution time of up to 120ms, the motion was frozen out by
rapidly ramping up all lattices to 80 Er.
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Figure 4.11: Bound magnon time evolution. Numerical results obtained
from exact diagonalization showing the probability to find a flipped spin
at a given lattice site following the initial state preparation. Two different
wavefronts corresponding to bound and free magnons can be identified (see
insets). Note that the maximum probability was clipped in the graph at 0.6
for better visibly of the smaller probabilities.
4.3.2 Physical system
The experiments are performed at a relatively large lattice depth of 10 Er,
which implies that the interaction strength is much larger than the tunnel-
ing rate. Thus, as validated in Chapter 4.1, the Mott insulating state at unity
filling is mapped to an effective spin-1/2 chain described by the XXZHeisen-
berg Hamiltonian where Jex, the superexchange coupling, and ∆, the aniso-
tropy between the transversal and longitudinal spin coupling, are the rele-
vant parameters describing the system.
At the chosen lattice depth, the coupling strength Jex is large enough such
that the dynamics are sufficiently fast (Jex/h¯ = 2pi× 8.6Hz) compared to typ-
ical heating time scales, and several coherent spin exchanges are visible. The
longitudinal coupling, which is responsible for the next-neighbor interaction
between the spins, favors a ferromagnetic order for Jex ∆ > 0. Due to this
interaction, two flipped spins have a lower energy if they are located next to
each other and hence form bound states. For the utilized atomic Rubidium
states, the Heisenberg interaction is nearly isotropic, that is ∆ ≈ 1 (see Chap-
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Figure 4.12: Quantum state analysis. a, Overlap of the initial state with the
bound (red circles) and free (black dots) magnon states calculated for N = 16
lattice sites [199]. The total sum is normalized to 1. For illustration we show
only the states with wave-vectors within the interval k ∈ [0,pi/alat]. The inset
b shows the corresponding energy spectrum. Within the blue shaded region
the free magnons are located while the red line shows the dispersion relation
for the bound states.
ter 2.2.1 for details). We used the Bethe ansatz to obtain the full spectrum of
the ideal one-dimensional spin system and compared this with analytical cal-
culations for infinite systems [65] (see Figure 4.12). This analysis reveals that
our initial state has a large overlap of 50% with two-magnon bound states,
while the rest is an overlap with free magnon states. Figure 4.11 shows the
density propagation obtained from exact diagonalization.
4.3.3 Detection and tracking of magnon states
For the observations of the bound magnon, we focused on the positive imag-
ing technique which allows to uniquely identify the position of the |↑〉 spins.
We followed the time evolution of our initial state by extracting the joint
probability distribution Pi,j from the atoms positions (see Chapter 3.3.4 for
details on the joint probability distribution). Here we postselect on the data
sets which had exactly two atoms per tube after the spin-selective imaging to
limit the total magnetization to two |↑〉 spins. Approximately half of the data
sets were discarded, due to this filter criterion. The ratio of selected data is
primarily limited by the finite spin preparation fidelity and the probability of
holes at the addressed positions. The obtained joint-probability distribution
Pi,j is shown as two-dimensional plot in Figure 4.13. Bound states are located
along the diagonal from the lower left to the upper right with j = i± 1. The
bound-state population spreads along this direction with increasing evolu-
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Figure 4.13: Spatial correlations after dynamical evolution. a, Measured
joint probability distributions Pi,j of the position of the two spins for different
evolution times as indicated. The bound magnon signal and its spreading is
visible on the diagonals j = i ± 1 (arrow). Color scales are normalized for
each image to the measured peak value. b, Corresponding correlation func-
tions Ci,j = Pi,j − PiPj of the measured data. The subtraction of uncorrelated
detection events caused by finite-temperature effects and finite preparation
fidelity gives better access to the correlation signal of the zero-temperature
two-magnon evolution. For example, anti-bunching for the free magnons
becomes visible, which is reflected in the outward propagating signal along
the orthogonal diagonal. c, Numerical results for the correlations using exact
diagonalization. Color scales are normalized analogous to a. Note that the
mirror symmetry around the j = i diagonal in all plots is given by indistin-
guishability of the two spins.
tion time. This motion is a signature of the correlation within the formed
bound spin pair. The correlation function Ci,j is an improved method to ob-
tain information on the magnon propagation as it subtracts the uncorrelated
events Pi = ∑j Pi,j due to finite temperature. In addition to the correlation
signal of the bound magnon, a correlation signal along the orthogonal diago-
nal is visible. This signal is generated by the free magnon states and spreads
at the predicted velocity of single magnons Jexalat/h¯. The two free magnons
anti-bunch and are maximally seperated, which is expected from the possi-
ble mapping of the Heisenberg model to an effective spinless Fermion model
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(see Chapter 2.2.2). Numerical results calculated with exact diagonalization
of the defect-free Heisenberg model are in remarkable agreement with the
experimental results (see Figure 4.13).
Velocity of the bound and free magnon
Further investigation focuses on the velocity of the bound magnon as well
as the free magnon. The propagation of the bound magnon can be traced
looking at the normalized probability to detect both magnons next to each
other: P↑↑i = Pi,i+1/∑j Pj,j+1. This bound pair is expected to propagate al-
most freely. Hence, we use the same method as in Chapter 4.1.3 for the single
impurity. The distribution is fittedwith Equation 4.1 andwe extract thewidth
of the distributions. Additionally, we look at the added correlation signal for
a given distance d between both magnons: C˜d = ∑i Ci,i+d. After time evolu-
tion, this correlation measure has two distinct maxima. The permanent max-
imum at d = 1 is due to the bound magnon pair and the second maximum
is due to the unbound anti-bunching magnons whose position increases with
hold time. The position of the propagating wavefront is determined by Gaus-
sian fits (A exp [−(d− c)2/s2]) and is defined as the center position plus one
1/e-width taking into account the dispersion: c+ s. Here we exclude the first
maximum at d = 1 and all negative values from the fit.
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Figure 4.14: Spreading wavefront velocity of bound and free magnons. a,
Bound state probability distributions P↑↑i for different evolution times. The
green bars show the experimental data. We extract the widths via Bessel func-
tion fits to the data (solid green lines). b, Propagation of the free magnons.
The extracted correlation functions C˜d versus distance d are plotted for the
same evolution times as used in a (blue circles). The signal at d = 1 is due to
the bound states while the outwards moving peak stems from free magnons.
The position and width of these peaks are captured by Gaussian fits (dark
blue lines).
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Figure 4.14 shows the wavefront position versus time for both signals. We
fit a linear slope to the wavefront propagation in both cases to extract the
velocity. The bound pair has a velocity of vb = 26(
+2+6
−2 ) s
−1 and the free
magnon propagates with a velocity of v f = 60(3) s−1, which is v f/vb =
2.3(+7−2) faster (see Figure 4.15). This agrees well with the theoretically pre-
dicted value v f/vb = 2∆ = 2. Here the error for the velocities are due to the
fit. Additionally, the error of the bound state velocity includes an systematic
underestimation. We validated our method on extracting the propagation ve-
locity of the bound state by fitting equation 4.1 to numerical results obtained
from exact diagonalization. These simulations demonstrate that the Bessel
function does not exactly describe the distribution but the extracted velocity
in the long time limit agrees with theoretical prediction of Jexalat/2h¯. How-
ever, for the short experimentally accessible times, the fit can underestimate
the velocity by up to 20%. In contrast, the same simulation points out that
the systematic error on the fit of the velocity of the free magnon is only 3%.
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Figure 4.15: Comparing the propagation velocities of bound and free
magnons. Linear regression of the extracted widths for the bound states
(green) yields a velocity of 26(+2+6−2 ) sites/s compared to 60(3) sites/s for
the wavefront of the free magnons (blue).
Breakup of bound magnons
The extracted velocities for the free and bound magnons are consistent with
the prediction by the isotropic Heisenberg model. The actual experiment was
done only close to unity filling, where the Bose-Hubbard model is perfectly
mapped to the Heisenberg model. Here, the initial Mott insulating state had
68 4 Dynamics close to equilibrium
a residual probability of a doublon or hole excitation in the atomic chain of
approximately 10% due to the finite temperature and quantum fluctuations.
We conjecture that these thermal excitations can break boundmagnonswhich
leads to a finite lifetime. This will affect the probability to detect both impuri-
ties next to each other (∑i Pi,i+1). Here, we compare the measured probability
with numerical results for the zero temperature Heisenberg model for the
isotropic interaction (∆ = 1) as well as the non-interacting case (∆ = 0) and
take into account the finite initial preparation fidelity (87(1)%). The non-
interacting case does not favor the formation of bound state and hence the
probability to detect both impurities on adjacent lattice sites approaches zero.
For the isotropic model, a persistent value of 38% is computed. This value
is below the initial state overlap with the bound state because bound states
extent over more than two lattice sites and both impurities do not need to
be next to each other after the projective detection measurement. In the ana-
lyzed time interval, the probability of two adjacent impurities is in between
both theoretical predictions. We fit a heuristic model, the numerical results
of the isotropic model multiplied with an exponential decay, to our data (See
Figure 4.16). The measured lifetime is τ = 210(20)ms, where the uncertainty
includes the uncertainty of the fit and the numerical calculation. We believe
that the bound states are predominantly limited in lifetime due to the initially
present defects in the spin chains and additional heating during the experi-
mental sequence.
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Figure 4.16: Stability of the bound state. Probability to find two spins at
neighboring sites as a function of the evolution time. The green circles are the
experimental data and statistical error bars are smaller than the circles. We
show numerical calculations (exact diagonalization) for the isotropic ∆ = 1
case (green shaded area) and for ∆ = 0 (blue shaded area), taking the prepa-
ration fidelity of 87% and the resulting uncertainty into account. The darker
green line is a fit based on the isotropic numerical result multiplied by an ex-
ponential decay. Inset: Numerical prediction for longer evolution time and
without correcting for the preparation fidelity. The nearest-neighbor proba-
bility approaches zero in the ∆ = 0 case (blue line) while it converges to a
finite value of 38% for ∆ = 1 (green line).
4.4 Summary
These first experimental results on the dynamics of a deterministically cre-
ated spin impurity in a 1D lattice across the SF-MI transition demonstrate
that indeed a mapping to the Heisenberg model in the MI regime is possi-
ble. Even though the density distribution is altered by propagating holes, a
coherent propagation leads to a large contrast of the observed interference
pattern. This demonstrates that our cold atom experiment is well isolated
from its environment and is suitable for the quantitative study of quantum
magnetism described by the Heisenberg model [200]. Additionally, we were
able to spatially resolve the polaronic deformation of the bath by an impurity
and its increased mass due to the back-action.
In a second step, we have experimentally measured the propagation of bi-
partite entanglement in the spin degree in a Heisenberg model realized with
an optical lattice filled with ultracold atoms. Using a novel detection method,
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we have shown that atom number defects are critical for the transverse coher-
ence and hence for entanglement in the spin sector. This method also gives
access to inter-spin correlations, an important quantity to characterize two-
component bosons in the superfluid regime [155]. Our measurements pave
the way toward in-depth studies of entanglement in quantum many-body
entangled systems [132] and mark the first steps toward controlled entangle-
ment transfer across spin wires [193, 201, 202]. Furthermore, we determinis-
tically created a local excitation consisting of two magnons in a Heisenberg
spin chain, which we microscopically tracked during its dynamical evolu-
tion. We determined the bound fraction by the correlation signal and studied
the first realization of an interacting quantum walk in a magnetic spin chain.
These experiments pave the way for a further in depth study of coherent
quantum magnetism. In particular, a predicted and new universality class of
single-particle excitations in 1D systems could be tested in the future by mea-
surement of spin-flip response and Green’s functions [203]. Other natural
extensions of this work would be the investigation of the correlated propaga-
tion of several flipped spins due to the ferromagnetic spin-spin coupling in
the Heisenberg model [204] or the quantum simulation of the impurity dy-
namics in 2D, where numerical simulations and analytical studies are much
more difficult. Our multiple-site addressing technique could also be used to
prepare further non-equilibrium states of quantummany-body systems such
as spin domain walls [205] and study their evolution. Experiments could
probe the fractionalization of excitations that naturally occurs in one dimen-
sion, either when magnons decay into two spinons, or when spin and charge
excitations separate [206]. In all theses system entanglement entropy plays a
crucial role to understand thermalization which needs to be determined with
suitable measures. Future studies might address the question of the stabil-
ity of magnon bound states in an environment containing thermal as well
as stronger quantum fluctuations or even the binding of two impurities in
a superfluid environment, where one expects a “bi-polaron” to form. Here
the newly developed detection of both spin states and density will be es-
pecially useful. Other interesting extensions would be the study of universal
Efimov physics using three magnons [207]. The reported results also pave the
way towards the deterministic microscopic engineering of complex magnetic
many-body states and the study of magnetic correlations in non-equilibrium
situations.
5 Far-from-equilibrium spin
dynamics
The Heisenberg spin model has posed fundamental challenges for the under-
standing of non-equilibrium dynamics in quantum magnets. The concept of
spin diffusion was introduced more than 60 years ago on a very basic phe-
nomenolgical level [208–210]. It has been commonly applied to interpret nu-
clear magnetic resonance spin lattice relaxation and electron spin resonance
experiments [211–215]. However, up to now it has never been justified ab-
initio from a microscopic model. Moreover, many analytical and numerical
studies suggested the existence of anomalous diffusion in Heisenberg mod-
els at infinite temperature, because of non-trivial commutation relations be-
tween spin operators leading to a failure of usual hydrodynamics [216–219].
The strongest evidence for anomalous diffusion resulted from the memory
function approach [216, 217] and classical numerical simulations at infinite
temperature [218, 219]. In one dimension, Heisenberg models have the ad-
ditional property of being integrable [6]. As a result, at zero temperature
the linear spin response is ballistic in the gapless phase [220] while at finite
temperature no definite conclusion could be reached so far [221–233]. It has
been argued that the regular, non-ballistic contribution to spin transport can
indeed be of diffusive character at finite temperature [227, 228].
Whereas the focus in Chapter 4 was on this ballistic propagation of spin
impurities close to the ground state, we probe here the high energy regime
by preparing far-from equilibrium initial states to study the high tempera-
ture spin transport behavior. This research is also motivated by recent ex-
periments on spin diffusion in ultracold fermions [234–236], which found an
exceptionally low transverse spin diffusion constant in two dimensions [235],
very different from three dimensional results [236]. These so far unexplained
results motivate studies in alternative systems to check the generality of the
observation. In our experiment and numerical simulations, we find that spin
dynamics at high-energy-density in one-dimensional Heisenberg systems ex-
hibits diffusive character. An intuitive way to understand the emergence of
such a classical-like transport is given through interaction-induced dephas-
ing between the many-body eigenstates spanning the initial spin spiral state.
In contrast, the 2D system is shown to exhibit anomalous super-diffusion
for the observed intermediate timescales, in agreement with earlier predic-
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tions [217]. We find in both cases that the closed quantum evolution at high-
energy-density is in strong contrast to the one of a few excited magnons,
which propagate ballistically [155, 156, 204].
5.1 High energy regime of a Heisenberg spin
system
We focused our research to systems deep in the MI regime with close to
unity filling. In this strong coupling regime, our atomic lattice system can
be mapped to the ferromagnetic Heisenberg model [62, 63] which is slightly
modified in our case due to a small number of mobile particle-hole defects
(See Chapter 2.2.1 and 2.2.3). Here Jex ≈ 4J2/U, superexchange coupling,
and ∆ are the remaining characteristic parameters describing the system. We
note that for the spin states employed in the experiment, the interaction en-
ergies for different spin channels vary only on the level of 1% resulting in an
almost isotropic model with ∆ ≈ 1 [114] (see Chapter 3.2.2 for detailed val-
ues). Thus the system is rotationally invariant and does not prefer any distin-
guished axis. We restrict the discussion to the dominating effect of holes in
the Mott insulator as the probability of doubly occupied sites is assumed to
be lower and thus can be neglected. This is the same regime as in Chapter 4
but the initial state is very different.
We follow the concept of spin-grating spectroscopy [237–239] and prepare
initial large amplitude transverse spin spirals
|χ (Q)〉 = ∏
j
(|↑〉j + e−iQ·xj |↓〉j) (5.1)
with a controlled wave vector Q, where xj is the position of the lattice sites.
The name comes from the fact that the Bloch-vector of the local spin 1/2 sys-
tem spirals around the x-axis going along the wave vectorQ. These states are
similar to previously studied Skyrmion states in 3D Bose-Einstein conden-
sates but do not have a topological defect [240]. In contrast to Chapter 4, these
states are not localized but have a better defined momentum state. Whereas
the total magnetization for this state is zero, the previous initial state had all
spins but one or two spins initially polarized in either the |↓〉 or |↑〉 state.
5.2 State preparation and detection
The experiment startedwith aMott insulating state in the atomic limit at 20 Er
where all spins were polarized to the |↓〉 state and each spin could be treated
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as independent. Instead of using our site resolved addressing technique as
in the previous chapter, we apply a well controlled magnetic field gradient in
a similar approach as for the gradient calibration, described in Chapter 3.4.2.
This is advantageous for the initialization of the required states as the fidelity
of the addressing technique decreases with the complexity of the patterns and
so far is only optimized for full spin rotations.
A global pi/2-pulse (10 µs MWpulse duration) brought each spin in a sym-
metric superposition of |↓〉 and |↑〉 spin states. The applied magnetic field
gradient B′(x) = 0.2G/cm introduced a location-dependent Zeeman shift
(20Hz/alat) leading to a locally varying Larmor precession. This results in a
given wave vector |Q| ∝ t/B′(x), as the precession led to a linear growth of
the relative phase. Thereafter, the gradient was canceled to below 2mG/cm.
This is negligible during further time evolution, as the resulting change in the
wave vector is below the resolution. The created state corresponds to the pro-
posed transverse spin spiral state. Lowering the depth of either one or both
horizontal lattices within 5ms to the desired value between 8-16 Er initiated
the evolution of the strongly-interacting spins. The experiments in 1D were
carried out in weaker lattices, as the transition point towards the superfluid
region occurs at lower lattice depth. For the ramp-down, we chose a timescale
that both minimizes heating, while still being short compared to the ensuing
spin dynamics. The evolution was stopped suddenly after variable times by
rapidly increasing the lattice depth to 40 Er within 1ms. A second pi/2-pulse
closed the global Ramsey interferometer by rotating the transverse spins to
the measurement basis along the σz-axis. At the end, the local distributions of
|↓〉 spins ni was measured using the spin selective imaging technique (Chap-
ter 3.3.3).
5.3 Data analysis
The initial spin spiral state is visible in single shot of the |↓〉i distribution
but as the global phase of the spin spiral states |χ (Q)〉 is uncontrolled, the
structure is not evident in averaged data (see Figure 5.1). The main source
of the unknown phase is the uniform magnetic field fluctuation as described
in Chapter 3.4. The information is recovered through a second order corre-
lation function g2(j,k) = 〈njnk〉/
(〈nj〉〈nk〉) (See Chapter 3.3.4). Neglecting
defects in the spin chains, the averaged value is even equivalent to measuring
Re 〈Sˆ+j Sˆ−k 〉. The signal-to-noise ratio is increased by averaging over all posi-
tions for fixed distance d resulting in g2 (d) = N ∑j〈njnj+d〉/(∑j〈nj〉)2. Here
〈·〉 represents the ensemble average over different experimental realizations,
whereas the sum describes the spatial average over N different positions.
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Figure 5.1: Spin spiral image. a, Single raw image of an initial spin spiral
state. The phase of the spiral changes from shot to shot and the mean density
is flat (b). Amplitude and periodicity of the spin spiral is recovered with the
two dimensional correlation function (b). This example has a wavelength of
7.3(2) alat.
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Figure 5.2: Decay of a 1D spin spiral. Measured decay of an exemplary 1D
spin spiral with wavelength λ = 5.7 alat at 10 Er lattice depth. The solid blue
line is an exponential fit used to extract the lifetime. We also show theoretical
predictions of the Heisenberg model (gray, dashed line) and the t-J model
for 0.08 hole probability (gray, solid line). The inset shows three measured
correlations g2(d) at t1 = 0, t2 = 0.7 h¯/Jex, t3 = 2.8 h¯/Jex (dark to bright
blue), from which the visibility is extracted via sinusoidal fits.
We observe that the visibility of the spiral pattern decays with increasing
times thold, while its period remains unchanged. An exemplary dataset for
such a dynamics in 1D for an initial spiral with wavelength λ = 5.7(1)alat is
shown in Figure 5.2. We determine a lifetime of τ = 30(3)ms corresponding
to 2.1(3) h¯/Jex from an exponential fit to the observed amplitude of the corre-
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lation signal. A simple mean-field treatment of the relaxation dynamics in the
Heisenberg model based on a Landau-Lifshitz type evolution equation does
not exhibit any dynamical evolution because quantum fluctuations beyond
linear order are responsible for the decay of the spin spiral. The nonlineari-
ties are taken fully into account by exact diagonalization and we compare the
experimentally observed decay to simulations of the Heisenberg as well as
the t-J model. Both models predict an initial quadratic decay due to dephas-
ing that happens on the fastest timescale of the model which is h¯/Jex for the
Heisenberg model and the much faster h¯/J time scale for the t-J model. Ex-
perimentally, we only sample the decay on the superexchange timescale h¯/Jex
and hence cannot resolve the fast initial dynamics in the t-J model. While the
overall shape of the decay is model independent and is in good agreement
with the experimental data, the t-J model simulation with an independently
characterized hole probability of ≃ 0.08(1) also reproduces the observations
quantitatively.
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Figure 5.3: Wave vector dependence of the spin spiral lifetimes. We plot
the data for 1D (a) and 2D (b) spirals double logarithmically and extract the
exponents via power law fits (black lines). The lifetime is scaled with the su-
perexchange rate h¯/Jex, which results in a collapse of the measurements at
different lattice heights [in 1D: 8 Er (blue), 10 Er (green), 12 Er (yellow), 13 Er
(red) and in 2D: 12 Er (blue), 14 Er (green), 16 Er (yellow)]. Additionally, pre-
dictions of the Heisenberg model (numerically solved in 1D, spin wave cal-
culations in 2D) are shown as gray solid lines. The gray band in a is obtained
numerically from the t-J model with hole probabilities between 0.04 and 0.12.
The insets show the experimental data without scaling of the lifetimes.
We measure the lifetime τ for different wave vectorsQ, both in 1D and 2D,
to learn more about the spin transport properties. In 2D we focused on spiral
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wave vectors oriented diagonally to the latticeQ = (Q,Q)/
√
2. The resulting
data are shown in Figure 5.3 for both dimensionalities, different lattice depths
and different initial wave vectors. The different initial wavelength range be-
tween λ = 3alat and λ = 10alat, which is limited for the long wavelength
by the system size and short wavelength limit is given by the discreteness
of the lattice. We verify that the relevant time scale of the system is given
by the exchange coupling Jex as we find that the datasets for different lattice
depths by scaling with this quantity. This probes the mapping of the Bose-
Hubbardmodel to the Heisenbergmodel at much higher energy than the pre-
vious experiments (See Chapter 4.1). In order to gain further insight into the
wave vector dependence of the spiral lifetime, we plot the data in a double-
logarithmic plot and fit a power law with variable exponent α to the data
τ ∝ Q−α. For our 1D data we find an exponent of α = 1.9(1) in good agree-
ment with diffusive spin transport for which an exponent of 2 is expected.
In contrast, the fitted exponent for the 2D system yields α = 1.6(1), signifi-
cantly different and hinting at anomalous super-diffusion. For the analysis of
the data, the exchange coupling Jex was extracted independently from single
magnon propagation measurements following our earlier results in Refer-
ence [155] and Chapter 4.1. In these measurements, we consistently find that
the measured Jex is ≃ 20(10)% larger than the one calculated from ab-initio
single-band calculations without density corrections (See Chapter 3.2.2 for
details).
5.6 Spiral decay
The observed diffusion-like behavior can be understood microscopically in
the one-dimensional case, where the numerical simulations based on theHeisen-
berg model also point to an approximately quadratic dependence of the de-
cay rate on the wave vector in the experimentally accessible region. As the
spiral state is not an eigenstate of the Heisenberg model, it shows overlap
with several many-body eigenstates.
The initial spin spiral evolves in timewith the unitary quantum-mechanical
time evolution operator
|χ (Q)〉 (t) = e−iHˆt |χ (Q)〉 = ∑
ν
e−iEνt |ν〉 〈ν | χ (Q)〉 . (5.2)
In the second step, we projected the initial state on the eigenvectors of the
Hamiltonian which spans a full basis. The time scale of the dephasing dy-
namics is thus approximately given by the spread of the energies∆Eν weighted
by the overlap of the corresponding eigenstate and the spin spiral 〈ν | χ (Q)〉.
The decay rate Γ of the spiral prepared with a certain wave vector Q should
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therefore also be determined by this spread of energies ∆Eν, which is dis-
cussed in Figure 5.4. We analyze the full many-body spectrum of the ferro-
magnetic Heisenbergmodel for spin chains consisting of either 12 or 16 spins.
The weighted spread of eigenenergies ∆Eν on the spiral wave vector Q in-
deed increases quadratic, which supports the scaling of the decay rate with
Q2 and thus provides amicroscopic interpretation of the far-from-equilibrium
dynamics in the one-dimensional Heisenberg chain.The diffusive-like behav-
ior in the evolution of the spiral state can thus be traced back to a many-
body dephasing effect, with the shortest decay time occurring for a classical
Néel state Q = pi/alat (see Reference [241]). The classical Néel state is very
different to the highest energy eigenstate state but has overlap with states
out of the whole spectrum. This calculation correctly predicts the scaling of
the lifetime with the imprinted wave vector Q but the experimentally mea-
sured data is shifted systematically to lower values. We can reproduce this
shift by considering the t-J model with the measured hole probability, indi-
cating a good qualitative and quantitative understanding of the evolution.
The Hilbert space in 2D is too large to perform exact diagonalization, for
which reason the observations are compared to a spin-wave theory predic-
tion assuming a hole free spin system.Again the qualitative behavior is de-
scribed correctly but the experimental results are shifted systematically to-
wards lower lifetimes. It is an open challenge to numerically simulate such
2D system taking into account the full complexity, as the underlying Hilbert
space is prohibitively large.
The timescale of the diffusive behavior in 1D is set by the diffusion constant
D. From dimensional analysis we find its natural units to be h¯/m˜, where
m˜ = h¯2/(2Jexa2lat) is the effective magnon mass. The spin diffusion constant
in d dimensions is estimated by D = vℓd where v is the velocity and ℓ =
1/nσ is the mean free path length which can be calculated from the density
n and cross section σ [234, 235, 242]. We have demonstrated in the previous
chapter, that the maximum velocity is given by the spin exchange coupling
v = Jexalat/h¯. The mean free path for the strongly interacting spins is in
the order of alat and thus the 1D diffusion constant is in the order of D ∼
Jexa2lat/h¯. When assuming diffusive behavior to explain our data by fixing
the exponent α = 2, we extract D = 0.22(1) h¯/m˜. Remarkably, this is among
the lowest values measured to date in a 1D many-body setting even though
our measurements are carried out far from equilibrium in the highly excited
regime.
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Figure 5.4: Microscopic view of the diffusion-like behavior in 1D. The
energy spread of eigenstates contributing to the spin spiral decay grows
quadratically with wave vector Q. This leads to the observed quadratic Q
dependence of the decay rate, as expected for classical spin diffusion. The
data shown for two system sizes of 12 (blue) and 16 (red) sites is obtained
from full diagonalization of 1D Heisenberg chains. Insets show energy his-
tograms weighted with the overlap of the initial spiral and the eigenstates
for Q = pi/4alat and Q = pi/2alat for systems with 16 spins. A spin spiral
with wave vector Q is a superposition of many-body eigenstates with wave
vectors k that are integer multiples of Q.
5.7 Effect of hole concentration
This gives rise to the question of how the hole density influences the diffusion
constant. In Fig. 5.5 we compare all 1D measurements for the lowest possible
hole probability (the same data as shown in Fig. 5.3) with data obtained for
larger hole probabilities. The higher hole probability is obtained by heating
the initial MI state. Our data shows a clear trend towards increasing diffusion
constant with increasing hole probability, consistent with numerical predic-
tions based on the t-J model. A linear increase can be indeed expected in
1D as each hole – localized during the preparation – introduces a fixed phase
defect.
5.8 Summary
In conclusion, we have studied far-from-equilibrium spin transport in the
Heisenberg model using high-energy-density spin spiral states in 1D and 2D.
A numerical analysis explained the observed diffusion-like behavior in inte-
grable 1D chains on a microscopic level. We found that the main features of
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Figure 5.5: Dependence of the diffusion constant in 1D on the hole density.
The diffusion constant D increases approximately linearly with hole proba-
bility. The gray area is the numerical result of the t-J model with its 95%
confidence interval. The inset shows the decay rate 1/τ of the spin spiral ver-
sus the squared wave vector Q2 for the lowest (blue) and highest (red) hole
probability.
the magnetic spin transport are robust against a small number of mobile hole
defects in the system. In contrast to the diffusive behavior in 1D we observed
anomalous super-diffusion in 2D Heisenberg magnets where integrability is
broken. For future studies it would be interesting to explore long-time behav-
ior which in 1D might shed light on the question of a residual ballistic trans-
port [221–233], while in 2D it could unveil a possible crossover from a super-
diffusive behavior to sub-diffusive behavior [217]. Especially in 1D, it would
be valuable to study spirals prepared with a wave vector close to Q ∼ pi/alat,
where a transformation to the antiferromagnetic Heisenberg Hamiltonian is
possible. Thus one can expect that the dynamics can be described with a
Luttinger liquid formalism and predictions of Reference [227, 228] could be
tested. Furthermore, it would be interesting to study the absence of trans-
port in interacting, many-body localized spin systems subject to quenched
disorder [243] using for instance local interferometric techniques [244, 245].
In contrast to the previous ballistic experiments, the spin distribution equi-
librates which is also expected for a thermalizing system and no information
about the initial state is conserved. This is expected for a thermalizing sys-
tem, but further studies would be needed to verify if the final state is in fact
thermal.

6 Thermalization of isolated
ultracold quantum gases
It is a typical textbook exercise to calculate the thermal state for closed classi-
cal systems. However it is much more difficult to understand how and under
which conditions thermalization occurs for isolated quantum systems. This
chapter provides a demonstrative explanation how closed quantum systems
which evolve under uniform transformation can be interpreted as thermal.
Thereafter, examples of non-thermalizing systems are given and many-body
localization is introduced as a more generic setting where ergodicity is bro-
ken.
6.1 Closed Quantum Systems
a b
environment
system
isolation
system S
sub-
systems
A
Figure 6.1: Isolated quantum system. a, Quantum gases in optical lattices
are very well isolated from the environment and thus do not have an external
heat bath. b, For quantum systems, local subsystems will look thermal even
though the total system evolves under the unitary time evolution given by
the Hamiltonian.
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The evolution of a system can be strongly affected by its coupling to the
environment. Identifying the properties of an uncoupled system is challeng-
ing if the connection to the outside world is not small compared to the rele-
vant energy scales which are investigated. This is especially challenging for
quantum phenomena as here the relevant energy scales are very small and
the quantum nature is only visible if systems are cooled down such that the
ground state acquires a macroscopic occupation. Coupling to external bath
or noise source can lead to decoherence, which can qualitatively change the
quantum evolution.
Additionally to classical closed systems where only the coupling to exter-
nal thermal reservoirs needs to be suppressed, measurements play an impor-
tant role in quantummechanics and closed quantum systems are not allowed
to have external observers. Too frequent observations of a system can even
lead to complete suppression of quantum evolution [246, 247]. Hence to ob-
serve out-of-equilibrium dynamics in quantum systems, it is required that
these disturbing factors are negligible. If this is fulfilled, the time evolution
of a density matrix ρ in the Schrödinger representation under the Hamilto-
nian H is given as:
ih¯
dρ
dt
=[Hˆ,ρ] (6.1)
ρ(t) =e−
iH
h¯ tρ(t = 0)e
iH
h¯ t
The expectation value 〈Oˆ〉(t) for any observable Oˆ at time t is obtained by:
〈Oˆ〉(t) = Tr {Oˆρ(t)} (6.2)
Note that here only the density matrix is time dependent but not the operator
Oˆ.
Besides many other experiments, the coherent spin propagation in Chapter 4
demonstrates that ultracold atoms are well suited to realize versatile closed
quantum systems. The atom inside the vacuum chamber are well decou-
pled from their environment and additionally are only susceptible to certain
frequencies as there energy spectrum is very discrete. Chapter 4 includes ex-
emplary observations of coherent evolutions of quantum systems illustrating
ballistic expansion of the wave function which indicates such a condition of
isolation.
6.2 Thermalization
It is of fundamental importance to understand the final state of a system once
it is perturbed and then allowed to evolve under unitary dynamics. The stan-
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dardized concepts of statistical physics are applied to a wide range of physi-
cal problems, but often consider a coupling to an idealized bath [248]. There
has been much research, experimental as well as theoretical, about how con-
cepts of thermodynamics can also be applied to closed quantum systems.
For systems in thermal equilibrium, a small number of intensive parameters
(typically including temperature and chemical potential) are sufficient to de-
scribe the whole system accurately. In particular the precise initial state is
unimportant and different initial states can lead to the same thermal state. It
is an interesting question how these concepts can be applied to closed quan-
tum systems as the information in a system is conserved under unitary time
evolution. Since the unitary Hamiltonian can always be inverted in theory,
the exact initial state can be recovered. However in experiments this informa-
tion is not easily accessible anymore with local operators because it is rather
hidden [39]. The basic notion of quantum thermalization arises already for
a system which has no other conserved extensive quantity than energy, fol-
lowing the ideas of [5, 39]. Here we consider a small subsystem A within the
total closed system S (See Figure 6.1). We now consider initial states ρ(t = 0)
which thermalize to the temperature T and the expectation value of the total
energy is given by 〈H〉T. The density matrix for the system at thermal equi-
librium with this temperature is given by ρ(eq)(T). A closed quantum system
thermalizes if locally, in the small subsystem A, and in the long time limit t∞
the reduced density matrix ρA(t∞), calculated by tracing out the rest of the
system S \ A, is the same as for the thermal equilibrium. Thus the follow-
ing two equivalent equations need to be fulfilled for any choice of a small
subsystem A:
TrS\A {ρ(t∞)} ∼=TrS\A
{
ρ(eq)(T)
}
ρA(t∞) ∼=ρ(eq)A (T) . (6.3)
This is strictly only valid in the thermodynamic limit for infinite systems
where the fraction of degrees of freedom within the subsystem A over the
total degrees of freedom goes to zero. For finite systems there exists a time,
determined by the finite spectrum, where all eigenstates have again the same
phase as at the beginning of the evolution and thus the system is quasiperi-
odic [39]. For infinite systems, however, the limit of infinite time has to be
taken because any transport in finite time only reaches a finite volume. This
statement can be relaxed if equation 6.3 only needs to be fulfilled at almost all
times, ignoring the very special revival points, and hence also finite system
can be defined as thermal. If a system thermalizes according to this defini-
tion for any initial state than this statement should even hold for eigenstates
which do not evolve in time at all. The eigenstate thermalization hypothe-
sis (ETH) explicitly claims that all eigenstates look locally thermal. There are
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exact diagonalization results of small systems which strongly support that
this argument is valid for almost all eigenstates but it is still a hypothesis as
it is not derived from other arguments [39, 249–251]. If ETH is fulfilled it is
also clear that only local observables need to look thermal and for example
the non-local projection operation on eigenstates will not satisfy a thermal
distribution if the system was originally close to an eigenstate. Thermaliza-
tion was recently tested experimentally in a system of six lattice sites. The
total system remains in a pure state while local observables follow thermal
distributions. Additionally, it was demonstrated that the entanglement en-
tropy follows a near-volume law [37]. The same experiment illustrates that
local observables follow thermal distributions and at the same time the total
system is in a pure and hence non-thermal states. Experiments with only 5
ions were able to realize a large Hilbert space, out of reach for state-of-the-art
exact diagonalization, where local spin measurements show the emergence
of quantum statistical mechanics although the system is isolated [252].
6.3 Specific non-thermalizing systems
Certain systems haven been found to not show thermalization. Two specific
cases are introduced in the following.
6.3.1 Integrable systems
The failure of thermalization has been demonstrated for integrable systems
where the initial state totally defines the time evolution. A striking example
was shown with strongly interacting atoms in a quasi 1D system. This inter-
acting many-body system exhibited many periodic oscillations even though
the involved particles collidemore than a thousand timeswith each other [38].
One can introduce the generalized Gibbs ensemble where thermalization oc-
curs in different individual subspaces, defined by conserved quantities but
not for the total system [85, 253–255]. The dynamics after a sudden split of
a 1D system exploit this non-equilibrium phase of matter which can be de-
scribed by the superposition of several thermalized subsystems. [256, 257].
However, integrability is a very special property of a quantum system and
can be broken with small extra terms in the Hamiltonian. Systems where in-
tegrability is broken with strong enough perturbation are expected to behave
ergodic [5].
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6.3.2 Anderson localization
Redistribution of particles, momentum and energy is typical during the pro-
cess of thermalization. Hence systems which lack these abilities arouse par-
ticular interest. A very general phenomenon of localization by disordered po-
tentials was first introduced by Anderson for non-interacting electrons [40].
Even after infinite time, information about the initial state remains local be-
cause details of the starting point are localized. Hence these system cannot be
ergodic and interacting systems which still localize would constitute a new
class of systems which do not thermalize on their own.
In 1958 Anderson proved that the tight binding hopping Hamiltonian with
variable additional disorder exhibits a phase transition from conducting to
insulating behavior [40], which was awarded the Nobel prize in Physics of
1977. This insulating phase is today often called Anderson localized phase. It
was shown that under a small change of the disorder strength the eigenstates
of the non interacting system change from extended states to localized states.
Thus the structure of the initial state can remain even after infinite time. Later
on, the absence of transport was explained with waves theories [258, 259].
For a diffusively spreading wave, the intensities of the scattered waves
need to be added. However for a coherent scattering process the amplitudes
are essential and addition of amplitudes with different signs leads to destruc-
tive interference, which may stop the propagation of the wave [260]. The
Ioffe-Regel criterion describes that this destructive interference happens near
the condition where the mean free path between scattering events is below
the wavelength and thus the dephasing between both scattering position is
small [261]. The initial proposal was developed for non interacting electrons
and hence also for single electrons in the tight binding model with quantum
hopping to neighboring positions in an infinite lattice with random on-site
disorder. Within this model, eigenstates are all exponentially localized for
even the smallest amount of disorder in one and two dimensions. In higher
dimensions the localization depends on disorder strength and the energy. At
lower disorder states above a certain energy, defining the mobility edge, are
not localized and only after a critical disorder strength all states are local-
ized. For localized states in any dimension, the wave functions |Ψ(r)〉 fall
off exponentially for long distance |Ψ(r)〉 ∼ exp(−|r − r0|/ξ), where ξ is the
localization length. This length scale can depend on disorder as well as the
energy of the state. It is also influenced by the properties of the disorder.
First experimental results with ultracold atoms were measured with dis-
order potentials created by speckle patterns [41] and quasiperiodic dichro-
matic lattices [42]. Both experiments were carried out in 1D and the expan-
sion of a non-interacting BEC was characterized as a function of disorder and
for the speckle pattern a diverging localization length approaching zero dis-
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order was observed [41]. Further studies hinted at a delocalization due to
interaction [45] and focused at the subdiffusive expansion [262]. Addition-
ally the Anderson localized phase has been explored in 3D [263–265], which
determined the influence of temperature, disorder amplitude and disorder
correlation length.
A wide range of results has been published on exploration of the influence
of different experimental parameters. These experiments explored for exam-
ple different dimensionality where the mobility edge became visible in 3D
and directly measured the localization length in 1D systems. Two kinds of
disorder pattern were used. Either quasi-disorder was created with two lat-
tices overlapped with incommensurable wavelength or speckle patterns with
a characteristic correlation length applied.
The wave formulation of the problem was directly experimentally tested
withmicrowaves (1D) [266], ultrasound (3D) [267] andwith light in one [268],
two [269] and three dimensions [270, 271].
6.4 Many-body localization
Anderson localization has shown that disorder changes the dynamical be-
havior of a system and its characteristics significantly. Since the beginning
of this topic, it was an exciting question how interactions, which transform
these single-particle systems into a many-body system, affect this localiza-
tion. This is especially interesting because it would define a new phase of
matter which does not thermalize if the localization remains even for inter-
acting many-body systems.
In general interaction enhances the probability of resonances as the Hilbert
space is drastically increased.
Studies of the effect of electron-electron scattering with small energy trans-
fer on Anderson localization marked the starting point of in-depth work on
localization in interacting systems [272–274]. It was shown that interaction
induced dephasing which can allow transport while still a localized phase
exists. A second wave of theoretical studies started about 20 years later
with the study of the phase transition between the insulating phase and a
metallic phase [243, 275] applying perturbative arguments. Furthermore, it
was shown that a many-body localized phase (MBL) exists for systems with
a bounded spectrum for any interaction strength and energy density [276,
277]. This implies the breakdown of equilibrium statistical mechanics for cer-
tain generic macroscopic systems and triggered tremendous theoretical re-
search [34, 39, 278]. Being their own heat bath, as proposed above as method
for closed quantum system for thermalization, does not work for these sys-
tems. Also the previously described ETH fails for these specific systems [251].
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Figure 6.2: MBL phase diagram. Schematic representation with predicted
mobility edge. Below the critical disorder strength ∆c the system is ergodic
and thus thermalizing. Beyond this point the system is localized and does
not thermalize.
This leads to a memory of the initial state [39, 279]. Thus MBL might serve as
an useful resource for quantum information technologies where information
is robustly stored by disorder [245].
Within the full localized regime a complete set of quasi local integrals of
motion (called l-bits) exists and all eigenstates are localized [280, 281]. These
l-bits are only weakly interacting, which underlies the absence of particle
transport, but allows the build up and spreading of phase correlations. The
interaction of these l-bits decays exponentially with distance, which underlies
the absence of particle transport, but allows a slow build up and spreading
of phase correlations. This leads to a characteristic logarithmic growth of the
entanglement entropy after a quantum quench, which is a key difference to
Anderson localization [282–286]. It was proposed to measure this growth
of entanglement with local spin echoes, so called DEER (double electron-
electron resonance) interferometry [287]. For MBL even at low dimension-
ality a nonzero disorder strength is necessary to cross the phase transition,
which is another distinction from the Anderson case [288, 289]. Further re-
search has focused on the Bose glass phase for the ground state and predicted
the phase diagram [290, 291].
The MBL transition is distinct from other phase transitions as all eigen-
states change their properties and thus applies to all energies. This is visi-
ble in the energy level statistics of the eigenstates. Deep in the MBL phase,
the statistics follow a Poisson distribution, whereas ergodic systems follow a
Wigner Dyson distribution [287]. Thermal states maximize entropy and the
88 6 Thermalization of isolated ultracold quantum gases
entanglement entropy scales with the volume, as it is an extensive property
of a thermalized system. In contrast for MBL systems in steady state an area
law scaling is predicted [292–294]. It is further predicted that mobility edges
can exist even in low dimensions [243] and mobility edges where only high
energy states are localized are conceivable [295].
MBL does not occur if sufficient strong coupling to a thermal bath is pro-
vided [39, 296]. This restores thermalization. Thus ions and ultracold quan-
tum gases in optical lattices with their weak coupling to the outside world,
are well suited to simulate and test MBL. So far ion experiments have been
limited to short time scale and low particle number [251, 277, 297].
With an interacting Fermi gas exposed to a quasi-periodic lattice realiz-
ing the Aubry-André model, the phase diagram in 1D was mapped out [43]
and it was observed that coupling of several identical 1D system introduces
again thermalization [44]. At low energy densities, the Bose-glass phase was
investigated, pointing out that interacting many-body systems can have zero
conductivity [48, 50, 298]
After all this theoretical and experimental research, still little is known
about the transition to this dynamical phase of matter itself and additional
research on higher dimensions is necessary [299]. For localization, 1D sys-
tems are special as even rare localized regions can block conductivity whereas
these regions can be bypassed in higher dimensions.
7 Many-body localization
transition in two dimensions
In this chapter, we address the open question of the nature of a many-body
localization transition in two dimensions. A theoretical introduction to this
topic is found in Chapter 6.4. We observe experimentally this transition even
at high mean energy per particle and provide a first characterization of the
transition point. We report on the in-situ study of thermalization and trans-
port in a 2D bosonic lattice with projected on-site disorder. By tracking the
time evolution of an initially prepared density domain wall for variable dis-
order strengths, we reveal the sudden onset of non-thermalizating behavior
above a critical value. The transition point is located at a disorder strength
for which also the single-particle bandwidth, the on-site interaction and the
energy density are all of comparable strength. This regime of parameters,
being far from the disorder-dominated (classical) [300] and the interaction-
dominated limits (hard core bosons), is highly non-trivial from the theoretical
perspective. Our results are compared to a prediction for the non-interacting
model including the precise knowledge of the characterized disorder poten-
tial, highlighting the dramatic differences and pointing out the key role of
interactions. We obtain strong indication for a diverging length scale when
approaching the transition from the localized side by comparing the density
profiles after time evolution with disorder potential to a thermalized refer-
ence sample developed in a disorder-free system.
7.1 Experimental procedure
We began our experiments by preparing a two-dimensional approximately
unity filled Mott insulator (See Chapter 3.1 and 3.2 for details). Thereafter,
we removed the right half of the atomic population using the single-site ad-
dressing technique (See Chapter 3.5) such that approximately N = 125(11)
atoms remained in the lattice sites located at x < 0, thus preparing a sharp
density domain wall oriented along the y-direction. It should be noted that
the initial domain wall state is very special as due to the relative fast quench
in lattice depth, the initial interaction energy is nearly zero (no double oc-
cupation) but due to the distribution in the trap, the state possesses a con-
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siderable amount of potential energy compared to a state positioned sym-
metrically around the trap center. Additionally, the initial state occupies all
momentum states because the atoms are strongly localized. The computer-
generated random disorder pattern was projected onto the atoms (See Chap-
ter 3.5.4) while the atoms were fixed. Here, no relocation of density occurs
and hence there is no screening of the disorder potential in the initial state.
The dynamics of the initial domain wall was then initiated by lowering the x
and y lattice depth to 12 Er in 5ms, which is less than one tunneling time. We
allowed the system to evolve for a variable time t in the low lattice potential
with variable disorder strength after which the local parity projected density
was measured (Chapter 3.3.1).
7.2 Physical system
During the dynamics, the system is described by the two-dimensional Bose-
Hubbard Hamiltonian with on-site disorder as written in Formula 2.1. The
harmonic trapping potential Vi = m(a2latω
2
xi
2
x + ω
2
yi
2
y)/2 was determined sep-
arately. The frequencies (ωx,ωy) = 2pi × (54,60)Hz in x and y direction were
measured for this experimental configuration by tracking the oscillation of
deflected BECs.
The nearest-neighbor hopping strength at a lattice depth of 12 Er is J/h =
24.8Hz (without density correction) corresponding to a tunneling time of
τ = h/2pi J = 6.4ms, and longer range hopping terms are neglected as
they are exponentially suppressed (See Chapter 3.2.2). The on-site interac-
tion strength is U = 24.4 J. The amplitude of the on-site disorder potential is
denoted as ∆ which describes the full width at half maximum of the disorder
distribution. For these parameters, in the absence of disorder, the system’s
ground state is in the Mott insulating phase where the total lower band is
filled. This configuration is close to the phase transition where strong par-
ticle hole fluctuations are visible [13] which ensures that the interactions are
not sufficient to effectively describe the system by hard core bosons.
A ultra cold quantum gas system is very well isolated from its environ-
ment but still experiences a small residual coupling to external heat sources.
During our experiments we noticed that the lifetime of the atom clouds is
very sensitive to a well functioning lattice intensity stabilization, which we
identified as one of the major sources of heating. The heating rate of the
many-body system depends on the spectral characteristics of the noise and
the many-body system and is difficult to predict. To estimate the energy in-
crease during the evolution time, wemeasured the heating rate at 12 Er lattice
depth assuming decoupling of the lattice sites (atomic limit) [10]. The decou-
pling assumption might lead to a small overestimation of the mean energy
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Figure 7.1: Heating of aMott insulator. a, Temperature and b, corresponding
energy density of an initially approximately unity filled Mott insulator for
various hold times. The solid lines are linear fits to the data and the error
bars are one standard deviation of the mean.
per site of up to 0.14U (half the lattice bandwidth) due to the ignored quan-
tummechanical particle-hole fluctuations present in the system which can be
up to 2 J. As shown in Fig. 7.1, the temperature and energy density increased
approximately linearly up to 2 s. The heating rate was obtained by a linear
fit, which yielded T˙ = 0.11(2)U/s and a corresponding rate for the energy
density E˙/N = 0.09(3)U/s. Here, U = h× 601Hz is the on-site interaction
energy for 12 Er lattice depth. This heating rate estimate was measured close
to the superfluid – Mott insulator transition point, where the system is most
susceptible to external noise as all three lattice lasers are in use and the low
frequency excitation spectrum should have only a small gap. Thus, we expect
it to be an upper bound for the coupling to external noise sources in the case
of non-vanishing disorder.
7.3 Thermalization in disorder-free lattice
We started our experimental observation by tracking the evolution of the pre-
pared domain wall without any disorder potential applied. Already the bare
images shown in Figure 7.2 help to visualize that the initially prepared den-
sity step is smeared out after a few tens of tunneling times τ and after longer
time no information about the initial density step remains. We checked that
within themeasurement uncertainty the density distribution does not change
if a homogeneous box potential is applied and if the time evolution is started
with different rotations of the initial domain wall state. The observed density
distribution appears thermal and we extracted an upper limit of the temper-
ature of T < 0.54(1)U/kB, where kB is the Boltzmann constant [10]. Here
we are neglecting quantum fluctuations at 12 Er, that is, assuming decoupled
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Figure 7.2: Single and averaged images. a, raw fluorescence images (red
to yellow corresponds to increasing detected light level) showing the evo-
lution of the initial density step without disorder. The left column shows
single images (isolated red dots are individual atoms) of the parity projected
atomic distribution for the indicated evolution times. The right column dis-
plays the mean density distribution averaged over 50 different disorder po-
tentials. The top most picture is the initial state for which the analysis region
(dx× dy = 5× 31) is indicated by the white box. For the high disorder case
shown in b the detected initial state filling is slightly lower, which is an ar-
tifact of the parity projection. Distinct to b, traces of the initial state remain
for all times in the disordered case. The white guide lines in the averaged
density profiles after t = 249 τ highlight the difference.
sites, which is feasible as the interaction strength is the lowest involved en-
ergy scale and is negligible to first order.
The corresponding energy per particle of ET/N = 0.58(1)U agrees with
the expectation for a thermalized state. Here, the energy density of the ini-
tial out-of-equilibrium state contributes with E0/N = 0.28(3)U, determined
by the initial thermal energy (T ∼ 0.15U), the potential energy in the har-
monic trap with frequency ωx and the heating during the 2 s evolution time
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(EH/N = 0.18(6)U) is considered.
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Figure 7.3: Relaxation dynamics of a density domain wall. The evolution
of the imbalance I traced for five different disorder strengths ∆/J = 0 (dark
green), 3 (medium green), 4 (light green), 8 (light blue) and 13 (dark blue)
displays a saturation behavior towards a quasi steady-state for all disorder
strengths. For low disorders (green curves) the asymptotic value of the im-
balance vanishes, while a finite imbalance remains for higher disorder (blue).
The solid lines are fits to the data with I = I0 exp (−t/ts) + I∞, of which the
decay time ts is plotted versus disorder strength ∆ in the inset. Error bars are
one standard deviation of the mean in the main figure and 95% confidence
bounds of the fit parameters in the inset.
On the contrary, repeating the measurement with strong disorder, traces of
the initial shape remain and the system does not relax to a spatially symmet-
ric density distribution expected for thermal state (see Figure 7.3). This is a
direct mark of the failure of thermalization. A direct and model free quantity
to identify a non-symmetric state is the density asymmetry quantified by a
nonzero left (NL) and right (NR) atom number imbalance
I = NL − NR
NL + NR
, (7.1)
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whichwe analyze, as all other extracted quantities, in a central region of inter-
est extending over 5 lattice sites in the y-direction. This asymmetry measure-
ment is used to quantify the thermalization of the cloud. The zero line x = 0,
separating left and right, is defined by the position of the initial density step.
It was precisely aligned to the closest lattice site to the trap center resulting
in an offset of up to ±1 lattice sites, corresponding to I ± 0.05. The evolution
of the imbalance, see Figure 7.3, confirms that for all disorder strengths the
system reaches a quasi steady state within at most 150 τ. For small disorder
strengths we find a vanishing imbalance, which we consider as thermaliz-
ing regime. While for large disorder a nonzero imbalance remains even for
long evolution times. We interpret this latter regime as the many-body lo-
calized phase, where the observed quasi steady-state is clearly non-thermal
and transport through the system is blocked. The relaxation time ts, extracted
by an exponential fit to the data, increases with disorder strength and shows
hints of saturation in the non-thermal regime (see Figure 7.3). We now turn to
a series of measurements where we fix the evolution time to approximately
190 τ, which is well in the quasi steady-state regime but short enough to
keep the deposited energy due to laser noise and photon scattering small.
On this timescale, we also expect the effects of low frequency noise on the
disordered system to be small. Considering the measured heating rate in
the non-disordered system as an upper bound for the energy increase, the
energy per particle would change by only approximately 10% within one re-
laxation time ts. Small couplings with the environment might possibly lead
to relaxation of the quasi steady-state on timescales much longer than our
experimental time scale [296, 301–303].
7.5 Identifying the transition point
The transition from vanishing to nonzero imbalance I∞ for large disorder
indicates the presence of a thermalizing phase for low disorder strengths
and a clear transition to a localized phase at higher disorder. In order to
locate many-body localization transition in our system, we recorded a series
of measurements with fixed evolution time in the quasi steady-state regime
and scanned the disorder around the critical value so that the position of
many-body localization transition is narrowed down, see Figure 7.4. A fairly
sharp onset of nonzero imbalance at a disorder strength ∆c,I = 5.5(4) J was
extracted from a simple double linear fit
I(∆) = I0 + I1 ·max[(∆−∆c,I), 0] (7.2)
with ∆/J ∈ [0,8]. In the vicinity of the transition, slow sub-diffusive trans-
port has been predicted [288, 289, 304–306]. This suggests that our hold time
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Figure 7.4: Identifying the MBL transition by the imbalance signal. Disor-
der dependence of the imbalance after equilibration of the dynamics.The data
shows a sharp onset of nonzero quasi steady-state imbalance I at a disorder
strength of ∆c,I = 5.5(4) J and the solid line is a double linear fit described
in the text to extract the critical disorder. The inset illustrates the sharpen-
ing of the transition versus time and demonstrates the saturation of its shape
by showing the imbalance extracted from the fits in Figure 7.3 at different
evolution times.
is too short and the system has not reached a true steady state in this regime.
It is possible that if we were able to study much longer hold times, the sharp
onset might move towards stronger disorder. However, the data presented
in Fig. 7.3 strongly suggests that the density distribution, to good approxima-
tion, reached its steady state, such that we only expect to slightly underesti-
mate the transition point if no second important time scale is involved.
The imbalance indicates the symmetry of the density distribution with re-
spect to the initial position of the domain wall which is in good agreement
the trap center. An other quantitative observable determining the amount of
thermalization is constructed from local comparison of the measured density
profiles with the equilibrated thermal profile observed at vanishing disorder.
In Figure 7.5, we use this method as a sensitive probe to detect deviations
from the thermal profile by calculating the root mean square deviation
δn =
√
∑
i
(ni(0)− ni(∆))2 (7.3)
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Figure 7.5: Identifying the MBL transition by the density difference signal.
Deviation from the zero disorder thermal profile measured by the root-mean-
square density difference δn at various disorder strengths. The relaxed den-
sity profiles differ by more than the random position induced measurement
noise from the thermal profile abruptly above the critical disorder strength
∆c,δn = 5.3(2) J. The inset shows the averaged reference density profile for
zero disorder (green) and the averaged profile at a high disorder of ∆ = 13 J
(blue).
of the vertically (y-direction) averaged reference profile
ni(0) =
1
5
2
∑
j=−2
ni,j(0) (7.4)
and the finite disorder profiles ni(∆). We observe that the profiles start to
deviate significantly from the thermal profile at ∆c,δn = 5.3(2) J with a fairly
sharp kink signaling the transition, which is quantitatively consistent with
the imbalance measurements. The transition point was determined here with
the same double linear fit as for the imbalance data.
While in the non-interacting case, localization is predicted for vanishingly
small disorder strength, the finite interaction U in our system promotes ther-
malization. This is consistent with our observation of a thermal behavior at
non-zero ∆. However, as the disorder strength is increased above a critical
value, the localization is restored, which is remarkable, especially from the
fact that this transition takes place in the regime where the disorder ∆, the
interaction U, and the single particle bandwidth 8 J are comparable. The
percolation limit in two dimensions is given by the number of accessible
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bonds [307] and occurs if less than 50% are accessible. Thus the mean en-
ergy per particle needs to be lower than 50% of the next neighbor energy
difference [300]. Classical localization would therefor happen at disorder
strength approximately twice themean energy per particle, much higher than
the measured critical disorder strength.
7.6 Decay length
The MBL phase transition is expected to be a continuous transition [251, 288,
289, 293, 308] for which one expects a characteristic diverging length scale
when approaching the transition. We determine the steady state decay length
ξ(∆) of the initially prepared density step from our single-site resolved mea-
surements. This observable is directly related to a density-density correlation
length. In order to minimize the influence of the external trap on the density
profile, we reference the density profile ni(∆) to the thermal profile ni(0) by
calculating
n¯i(∆) = ni(∆)/ni(0) (7.5)
This division is based on the simple assumption that the density distribution
of the localized phase follows the trap profile multiplied by an additional
decay. Three examples are sown in Figure 7.6. The observed decay is found
to be well captured by an exponential fit
n¯i(∆) ∼ e−λ(∆)i (7.6)
with a disorder dependent decay constant λ(∆) = 1/ξ(∆). In theoretical
calculations on one dimensional fermionic systems, this exponential decay
has been seen as well [299]. A priori, we would have expected a crossover
from a interaction dominated decay behavior to a single particle localization
dominated decay at low densities present at the outer edge of our sample,
however, within the experimental uncertainty we cannot identify such an
effect.
The decay constant λ(∆) shows a very sharp kink at ∆c,λ = 5.3(3) J, mark-
ing the onset of the localized region. When approaching the transition from
the localized side, the corresponding decay length ξ(∆) diverges at this point,
see Figure 7.6.
We empirically obtain this critical disorder ∆c,λ using the bilinear fit func-
tion, λ(∆) = λ0 + λ1 ·max[(∆− ∆c,λ),0] with ∆/J ∈ [0,8]. Here we limited
the fit range to values not much above the visually apparent transition point
because the bilinear model cannot accurately describe the system and is only
seen as approximation.
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Figure 7.6: Diverging density decay length at the localization transition. a,
spatial dependence of the normalized average density n(∆)/n(0) in the ini-
tially empty region is fitted by an exponentially decaying model (solid lines).
The blue brightness encodes the disorder strength increasing from light to
dark: ∆/J = 4, 7, 13 and 17. b, fitted decay constant λ as a function of disor-
der strength ∆. The solid light blue line is a double linear fit described in the
text to locate the transition point ∆c,λ = 5.3(2)J. The inset shows the diverg-
ing decay length ξ = 1/λ near the critical disorder strength. Error bars are
one standard deviation of the mean in a and 95% confidence bounds of the fit
parameters in b.
We emphasize, that all threemethods to extract the critical disorder strength
of the MBL transition in the experiments agree within the fit errors.
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Figure 7.7: Interaction dependence of the localization transition. Quasi
steady state imbalance I versus disorder strength ∆ for different initial densi-
ties. The interaction effects are reduced by lowering the initial filling to 0.23,
which is 25% of the value previously discussed in Figures 7.4 and 7.5 (light
blue). The clear difference in critical disorder strengths highlights the strong
influence of interactions on the localization. The right two insets show repre-
sentative fluorescence images of the initial density distribution for each case.
The left inset is a zoomed out view of the main figure where we added the
results of exact diagonalization numerics for the non-interacting system with
the same experimental conditions (black open squares). Here, the horizontal
error bars denote the systematic uncertainty in the disorder strength. Vertical
error bars are one standard deviation of the mean.
It is not possible to utilize a Feshbach resonance to change the interaction
strength in order to experimentally verify that the observed behavior of the
system is dominated by interactions. However a similar result can be ob-
tained by reduced the initial density and therefore the effects of the interac-
tion on the dynamics while keeping the initial energy per particle E0/N con-
stant. Note that the initial state has nearly no interaction energy as there is
hardly any double occupation. Lower atomic densities are obtained by uni-
formly transferring a given fraction of the atoms by applying a microwave
pulse to another hyperfine state and subsequently optically removing the
transferred population. This technique removes the atoms at random posi-
tions. When reducing the density by a factor of four, we observe a clear shift
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of the localization transition towards lower disorder strength as is expected,
see Figure 7.7. Here, the left-right imbalance I(∆) displays a sharp transi-
tion behavior at a smaller critical disorder of ∆c,I ≃ 3.6(2) J. Furthermore,
the numerical prediction for a non-interacting system obtained by exact di-
agonalization is fully incompatible and strongly differs from both measure-
ments, showing that the interactions facilitate thermalization for low disorder
strengths.
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Figure 7.8: Localization transition for two system sizes. Imbalance I as
function of disorder ∆ for two different system sizes. We changed the ini-
tial radius of the Mott insulator from 9 (i, light blue) to 7 (ii, dark blue) lattice
sites by tightening the external trap, but observed no change in the critical
disorder strength. The insets show a representative fluorescence image of the
initial density distribution for each case. Error bars are one standard devia-
tion of the mean.
Additionally we check for finite size effects by studying the localization
transition in a smaller systemwhich did not use an extra blue detuned decon-
finement beam. We reduced the initial atom number by 60% to N = 75(10)
and the radius of the initial Mott insulator shrunk from 9 to 7 sites. To keep
the energy per particle E0/N constant, we increased the trap frequency to
ωx = 2pi × 65Hz. As shown in Figure 7.8, there is no visible change in the
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critical disorder extracted from the imbalance measurements. The fitted criti-
cal disorder for the small system is ∆c,I = 5.4(6), which is consistent with the
value ∆c,I = 5.5(4) J found for the larger system. From these observations,
we conclude that the nonzero critical disorder strength is due to the interac-
tions, and that the measured critical disorder value is not strongly influenced
by the small external driving due to laser fluctuations discussed above.
7.9 Summary
In conclusion, our experiments provide the first evidence for many-body lo-
calization at high energy in two dimensions by the observation of a transition
from a thermalizing phase to a localized phase of interacting bosons in a dis-
ordered optical lattice. The system size analyzed in our experiment is far
beyond numerically accessible scales, demonstrating a non-trivial quantum
realization of the MBL system that challenges both analytical and numeri-
cal theory. Only recently, domain wall melting for fermions in 1D have been
studied theoretically, pointing out that our method is indeed valid to probe
the MBL transition [299]. Furthermore, we supplemented our observation of
an MBL transition with the demonstration of a clear shift of the transition
point for effectively smaller interaction energy. Even though it is difficult
to distinguish a true phase transition from a sharp crossover within experi-
ments, our results mark a first step in understanding many-body localization
in more than one dimension, and can be extended to obtain detailed infor-
mation about the nature of the MBL transition, such as its dynamical criti-
cal exponent [288, 289]. Furthermore, supplementing transport experiments
with density-density correlation measurements offer a promising possibil-
ity to demonstrate ongoing phase dynamics in the localized phase while the
density or charge transport is frozen [297, 309]. By detailed studies of the
dynamics of transport it should also be possible to study Griffiths effects and
sub-diffusive transport in the vicinity of the transition [288, 289, 304–306]. Be-
sides dynamical properties our technique might allow to probe many-body
eigenstate related properties, such as the local integrals of motion [280, 281]
defined via local operators [308].

8 Conclusion and outlook
In this thesis different quantum systems have been successfully simulated
with ultracold quantum gases to explore fundamental properties.
We studied out-of-equilibrium properties of ultracold Bosons confined in
a single two dimensional plane of an optical lattice. Novel high resolution
detection schemes allowed us to prepare and probe the many-body system at
the level of a single site, with the creation of arbitrary potentials, local creation
of a single impurity and the imaging of the spin resolved density.
At the beginning, we validated that the dynamics of a two-component
gas described by the Bose-Hubbard model can be mapped to the Heisen-
berg model deep in the Mott insulating regime, where the second order ex-
change processes mimic next neighbor spin flips. Additionally, we extended
the observations to the superfluid regime where this mapping fails and the
measurements rather support an effective polaronic behavior. Starting from
a Mott insulators with extremely low entropy together with local manipula-
tions permit to tailor different initial states precisely.
We further investigated the case of two spin impurities initially located
next to each other. Spin-spin interactions, which in our system are ferromag-
netic, lead to the formation of magnon bound states, the basic building block
of correlations in magnetism. We identified these states via in-situ measure-
ments of spatial correlations revealing a slowing down of the bound state
propagation.
A remarkable feature of such dynamics is the creation of entanglement dur-
ing the ballistic propagation of the spin impurity. Thanks to the high fidelity
of the initial state preparation and the use of the refined in-situ spin resolved
measurements of Stern-Gerlach type, we probed two-site spin-spin correla-
tions defining a lower bound of entanglement. We observed the propagation
of an entanglement wave and demonstrated its fragility towards an increas-
ing population of spin defects. In addition, these results demonstrate that
ultracold quantum systems are well isolated from the environment and thus
show coherent evolution.
We extended experiments on quantummagnetism to a higher energy range,
where awell defined relative angle between neighboring spinswas imprinted,
resulting in an excited many-body spin state with a local twist of the spin
vector. The studies on the relaxation of such an excited state towards an un-
polarized gas have shown a strong dependence on the initial twist and the
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dimensionality. Indeed, while the spin excitation relaxes diffusively in an
one-dimensional spin chain, we found the two-dimensional analogue of this
system to exhibit an anomalous superdiffusive behavior. It is revealed that
these isolated quantum systems are their own heat bath leading to a relax-
ation to thermal states.
In a second set of experiments, we focused on the thermalization of a highly
excited 2D interacting Bose gas released in a disordered potential. We investi-
gated the nature of the many-body localization (MBL), an out-of-equilibrium
state of matter breaking conventional thermodynamics as it is characterized
by nonergodic time evolution. The time evolution of a half cutMott-insulating
state reveals several signatures of the transition of a thermalizing to local-
ized system. Our different observables point to the same critical disorder
strength. Utilizing the single-site resolution, the exponential decay of the
density around the initial domain wall is identified which diverges at the
phase transition point. We identify that the onset of the phase transition is
strongly influenced by interaction as lower densities, corresponding to lower
interaction energy, significantly shift the onset to lower values. For these ex-
periments, we developed novel experimental techniques for high precision
light pattern characterization which allowed us for the first time to directly
measure the applied disorder potential experienced by the atoms.
We have given several examples how well controlled artificial quantum sys-
tems can be used for quantum simulation and fundamental research. Fur-
thermore, the developed techniques of high precision single site detection
and manipulation are also useful for future experiments on quantum metrol-
ogy and computation.
Our studies on spin and polaron dynamics bringwithin experimental reach
several open questions on the topic of quantummagnetism. For instance, one
can explore the melting of a spin domain wall in 1D or 2D and using the same
protocol as the one used in the many-body-localization experiments.
In addition, many properties of many-body localization remain to be ob-
served and pose a serious theoretical challenge that can be tackled in our
setup. Specifically, one can probe the robustness of the phase by coupling a
external bath to the system. Such a bath, could simply be a laser shone on the
atomic sample destroying localization and thus restores thermalization. A
thermal reservoir can also be realized by a fraction of the atoms themselves,
as a consequence of the local potential at their specific position, feasible with
the versatile control over the spatial disorder.
Following a recent proposal [309], higher moments of local density mea-
surements can be combined to extract additional information about themany-
body localized state. The obtained information is related to the entanglement
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entropy of the system, which is predicted to show an MBL specific logarith-
mic growth with time. The initial state preparation as well as the detection
process which are proposed in this publication are feasible for the existing
setup.
Furthermore, a quantum Griffiths phase is predicted in the vicinity of the
many-body localization transition, which leads to slow subdiffusive trans-
port [305]. As mentioned in the publication, it is unclear if this phase exists
only in one dimension where transport can be stopped by any insulating re-
gion. Experiments can first validate the existence of this phase in 1D and
extend thereafter the experiments to 2D systems to either show the existence
of this phase or characterize its fragility.
The precise control over the disorder potential can also be used to spatially
connect MBL and thermal regions and study the emerging properties. This
realization and similar experiments like local photon scattering provide in-
teresting tools to investigate the robustness of the MBL phase.
The combination of the on-site interaction with the long-range Rydberg in-
teraction will be a long term goal and can lead to interesting research for both
topics, quantum magnetism and the breakdown of thermalization currently
only investigated for short range interaction.
The large flexibility of the experimental system allows to largely extend
the capabilities with only small additional changes. The system size of the
2D clouds is limited by the confinement created by the tightly focused lat-
tice laser beam needed to reach the necessary deep lattice potentials for the
fluorescence imaging. Recent experiments have demonstrated single-site re-
solved imaging with Raman side-band cooling [23, 24, 310, 311]. This tech-
nology allows the use of shallower lattices during imaging which permits to
increase the beam sizes and hence the confinement will be lower for the same
lattice depth. Larger systems will avoid results limited by finite size or can
be measured for different system sizes to extract the finite size scaling. As an
example, the many body decay length can be measured over a large distance,
which can show deviations from a pure exponential decay as the density de-
creases and at the same time reduces the interaction strength. In general,
observables will be less distorted by the trap as a more homogeneous chemi-
cal potential is present. Especially the investigation of 1D systemswill benefit
from larger systems, because on the one hand the system size was small in
the previous 1D experiments and on the other hand this increases the num-
ber of parallel 1D systems under investigation, increasing the data rate. The
limit of strong interaction in 1D, the Tonks-Girardeau gas, is reachable with
a weaker confinement because the density is decreased for the same number
of particles which increases the effective interactions in 1D.
Another significant improvement can be achieved by extending the Stern-
Gerlach type spin detection to the third direction. Indeed, the knowledge
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of the full statistics of empty sites and atoms of both spin states is essential
to study spin correlations. This is relevant for many of the aforementioned
topics, from the polaronic case, where an impurity is coupled to bath, to the
meltdown of a magnetic domain wall and the self formation of ferromagnetic
domains.
Further research of quantum magnetism would benefit from an additional
superlattice, which allows to create ladder systems with an effective dimen-
sionality between 1D and 2D or effective larger spin states. A superlattice is
furthermore an additional tool to prepare initial states and to implement de-
tection methods suited for the measurement of challenging observables such
as entanglement entropy [125].
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