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Abstract
While classical planning has been an active branch of AI, its
applicability is limited to the tasks precisely modeled by hu-
mans. Fully automated high-level agents should be instead
able to find a symbolic representation of an unknown envi-
ronment without supervision, otherwise it exhibits the knowl-
edge acquisition bottleneck. Meanwhile, Latplan (Asai and
Fukunaga 2018) partially resolves the bottleneck with a neu-
ral network called State AutoEncoder (SAE). SAE obtains
the propositional representation of the image-based puzzle
domains with unsupervised learning, generates a state space
and performs classical planning. In this paper, we identify the
problematic, stochastic behavior of the SAE-produced propo-
sitions as a new sub-problem of symbol grounding problem,
the symbol stability problem. Informally, symbols are stable
when their referents (e.g. propositional values) do not change
against small perturbation of the observation, and unstable
symbols are harmful for symbolic reasoning. We analyze the
problem in Latplan both formally and empirically, and pro-
pose “Zero-Suppressed SAE”, an enhancement that stabilizes
the propositions using the idea of closed-world assumption as
a prior for NN optimization. We show that it finds the more
stable propositions and the more compact representations, re-
sulting in an improved success rate of Latplan. It is robust
against various hyperparameters and eases the tuning effort,
and also provides a weight pruning capability as a side effect.
1 Introduction
Symbol grounding problem (Harnad 1990; Steels 2008) is
one of the key milestones in AI research which seeks to
achieve high-level intelligence. In Physical Symbol Systems
Hypothesis (Newell and Simon 1976), it is believed that
an agent with high-level intelligence performs tasks by ef-
ficiently manipulating a compact set of abstract symbols.
Symbolic manipulation allows for the development of highly
optimized and generalized, domain-independent heuristics
(Hoffmann and Nebel 2001; Helmert and Domshlak 2009)
that can be easily applied to multiple tasks with few or no
data, while the current learning-based approaches struggle
to improve its multi-task performance and data efficiency.
To enable such a symbolic computation in a real-world en-
vironment, agents should be able to find the symbolic repre-
sentation of the environment by itself.
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Recently, Latplan system (Asai and Fukunaga 2018) suc-
cessfully connected a subsymbolic neural network (NN) sys-
tem and a symbolic Classical Planning system to solve var-
ious visually presented puzzle domains. The State AutoEn-
coder (SAE) neural network in Latplan generates a set of
propositional symbols from the training images with no ad-
ditional information and provides a bidirectional mapping
between images and propositional states. The system then
solves the propositional planning problem using a classical
planner Fast Downward (Helmert 2004) and returns an im-
age sequence that solves the puzzle by decoding the interme-
diate propositional states of the plan. It also discovers a set of
action symbols that distinguish the modes of state transitions
through AMA2 unsupervised learning process. Thus the sys-
tem grounds two kinds of symbols: Propositional symbols
and action symbols, and opens a promising direction for ap-
plying a variety of symbolic methods to the real world. The
search space generated by Latplan was shown to be compat-
ible to a symbolic Goal Recognition system (Amado et al.
2018a). Another approach replacing SAE/AMA2 with Info-
GAN was also proposed recently (Kurutach et al. 2018).
Despite its success, the propositional representations
learned by SAEs have a problematic behavior due to its lack
of strong guarantees on the learned results. That is, while
the SAE can reconstruct the input with high accuracy, the
learned latent representations are not “stable”, i.e., some
propositions may flip the value (true/false) randomly given
the identical or nearly identical image input. This is mainly
because SAE learns the mapping between images and bi-
nary representations as a many-to-many relationship. While
this property has not been considered as an issue in the ma-
chine learning community where only the accuracy matters,
its unstable latent representation poses a significant threat to
the reasoning ability of the planners.
Unstable symbols are harmful for symbolic reasoning be-
cause they break the identity assumption built into the rea-
soning algorithms. For instance, in Latplan, a single image
may map to multiple propositional states due to stochastic-
ity; therefore the duplication detection in search algorithms
such as A∗ (Hart, Nilsson, and Raphael 1968) fails to re-
alize that a single real-world state is visited multiple times
through different symbolic state representations. Unlike ma-
chine learning tasks, the symbolic planning requires a map-
ping that abstracts many images into a single symbolic state,
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Figure 1: Autoencoding results of an MNIST 8-puzzle state
using a vanilla State AutoEncoder (SAE) (Asai and Fuku-
naga 2018) and a proposed Zero-Suppressed SAE (ZSAE)
with 100 propositions. ZSAE obtains a compact representa-
tion that uses fewer true bits.
i.e., many-to-one mapping. To this end, it is necessary to de-
velop an autoencoder that learns a many-to-one relationship
between images and binary representations.
The contribution of this paper is threefold. The first contri-
bution of this paper is the identification of a sub-problem of
symbol grounding called “symbol stability problem” (SSP),
which seeks to find a set of symbols whose values/referents
stays the same for the same/similar raw inputs. Stability is
orthogonal to the performance/accuracy of NNs: NNs are
known to predict the correct output robustly, but they do not
guarantee the quality of the internal representation. It is also
unrelated to the numerical stability of the training or the re-
producibility of the results.
The second contribution of this paper is the formal anal-
ysis of the Latplan system, in particular, the comparison to
the original mathematical model of Gumbel-Softmax (Jang,
Gu, and Poole 2017). The analysis revealed that Latplan’s
Gumbel-Softmax has a deviation from the original, which
was the key to its first success: The slight modification acted
as an Entropy Regularization term for the SAE neural net-
work that suppresses the randomness to some extent.
The third contribution of this paper is the proposal of
Zero-Suppressed State AutoEncoder (ZSAE, Fig. 1). In-
spired by the fact that the Entropy Regularization stabilizes
the representation, ZSAE further stabilizes the propositions
by an additional regularization term which guides the net-
work optimization so that unused propositions tend to take
the value of zero (false) instead of random values. The sta-
ble representation results in a higher success rate of classical
planning. Also, the network is less sensitive to the network
size (hyperparameters) as it automatically reduces the num-
ber of bits used. Moreover, we show that we can reduce the
memory usage of the network by pruning some unused neu-
rons that now have a constant activation of zero instead of
random values.
2 Preliminaries
Symbol grounding is an unsupervised process of estab-
lishing a mapping from huge, noisy, continuous, unstruc-
tured inputs to a set of compact, discrete, identifiable (struc-
tured) entities, i.e., symbols (Harnad 1990; Steels 2008;
Asai and Fukunaga 2018). PDDL (McDermott 2000) has
six kinds of symbols: Objects, predicates, propositions, ac-
tions, problems and domains. Each type of symbol requires
its own mechanism for grounding. For example, the large
body of work in the image processing community on rec-
ognizing objects (e.g., faces) and their attributes (male, fe-
male) in images, or scenes in videos (e.g., cooking) can be
viewed as corresponding to grounding the object, predicate
and action symbols, respectively. In this paper, we focus on
grounding the propositional symbols.
Latplan (Asai and Fukunaga 2018) is a framework for
domain-independent image-based classical planning. Lat-
plan is able to ground the propositional and action symbols.
Classical planners such as FF (Hoffmann and Nebel 2001) or
FastDownward (Helmert 2004) takes a PDDL model as an
input, which specifies the state representation and the tran-
sition rules. In contrast, Latplan learns the state representa-
tion as well as the transition rules entirely from the image-
based observation of the environment with deep NNs. The
system was shown to solve various puzzle domains, such as
8-puzzles or Tower of Hanoi, that are presented in the form
of noisy, continuous visual depiction of the environment.
Latplan takes two inputs. The first input is the transi-
tion input Tr, a set of pairs of raw data. Each pair tri =
(prei, suci) ∈ Tr represents a transition of the environment
before and after some action is executed. The second input
is the planning input (i, g), a pair of raw data, which corre-
sponds to the initial and the goal state of the environment.
The output of Latplan is a data sequence representing the
plan execution that reaches g from i. While the original pa-
per uses an image-based implementation (“raw data” = im-
ages), the type of data is arbitrary as long as it is compatible
with NNs.
Latplan works in 3 phases. In Phase 1, a State AutoEn-
coder (SAE) (Fig. 2) learns a bidirectional mapping be-
tween raw data (subsymbolic representation e.g., images)
and propositional states (symbolic representation) from a
set of unlabeled, random snapshots of the environment. The
trained SAE provides two functions:
• b = Encode(r) maps an image r to a boolean vector b.
• r˜ = Decode(b) maps a boolean vector b to an image r˜.
After training the SAE from {prei, suci . . .}, it applies
Encode to each tri ∈ Tr and obtains (Encode(prei),
Encode(suci)) = (si, ti) = tri ∈ Tr, the symbolic rep-
resentations (latent space vectors) of the transitions.
In Phase 2, an Action Model Acquisition (AMA) method
learns an action model (e.g., PDDL, successor function)
from Tr in an unsupervised manner. The original paper pro-
posed two approaches: AMA1 is an oracle which directly
generates a PDDL without learning, by allowing it to use
the whole set of valid transitions as an oracle. In contrast,
AMA2 approximates AMA1 by unsupervised learning from
examples.
In Phase 3, a planning problem instance is generated from
the planning input (i, g). These are converted to the sym-
bolic states by the SAE, and the symbolic planner solves the
problem combining (i, g) and the generated action model.
For example, an 8-puzzle problem instance consists of an
image of the start (scrambled) configuration of the puzzle
(i), and an image of the solved state (g).
Since the intermediate states comprising the plan are
SAE-generated latent bit vectors, the “meaning” of each
state (and thus the plan) is not clear to a human observer.
The output convergesto the inputThe latent layerconverges to the categorical distrib.
(Example with N=25)
Figure 2: Step 1: Train the State AutoEncoder by minimiz-
ing the sum of the reconstruction loss and the variational
loss of Gumbel-Softmax. As the training continues, the out-
put of the network converges to the input images. Also, as
the Gumbel-Softmax temperature τ decreases during train-
ing, the latent values approach either 0 or 1.
However, in the final step, Latplan obtains a step-by-step vi-
sualization of the plan execution by Decode’ing the latent
bit vectors for each intermediate state. The plans or the state
transitions are validated based on the visualized result us-
ing a custom domain-specific validator implemented in Lat-
plan. This is because the intermediate latent representation
is learned unsupervised and is not directly verifiable through
human knowledge.
SAE as a Gumbel-Softmax Variational AutoEncoder
The key concept of the SAE in Latplan is the use of Gumbel-
Softmax (Jang, Gu, and Poole 2017) in the latent activation
of the variational autoencoder (VAE). This allows the SAE
to obtain a discretized binary representation, and Latplan
uses this discrete vector as the state representation for classi-
cal planning. We briefly review the related literature below.
An autoencoder (AE) (Hinton and Salakhutdinov 2006)
is a feed-forward NN that consists of a pair of encoder and
decoder networks, both of which are modeled by continuous
functions. For example, in Figure 2, the mapping from the
leftmost image to the vector in the middle corresponds to
the encoder, and the mapping from the middle to the right-
most image corresponds to the decoder. AEs are trained so
that the encoder maps a data point (e.g., an image) into
a low-dimensional latent space, and the decoder pulls the
latent representation of the input back to the original data
point. Technically, they are trained by a backpropagation al-
gorithm so as to minimize the reconstruction loss, the dis-
tance between the input and the output measured by Eu-
clidean distance or binary cross entropy. Since the encoder is
modeled by a continuous function, its latent representation
is also continuous, which makes it challenging to integrate
AEs with propositional reasoners.
A variational autoencoder (VAE) (Kingma and Welling
2013) is a probabilistic variant of AEs, whose encoder and
decoder are modeled by probabilistic distributions rather
than deterministic functions. For instance, it obtains a dis-
crete latent representation of the data by modeling the
Bernoulli(=binary) random distribution with the encoder.
VAEs are trained by backpropagation with the help of the
reparameterization trick, which makes random variables dif-
ferentiable. The reparametrization trick for the Bernoulli
distribution is Gumbel-Softmax (Jang, Gu, and Poole 2017).
A single Gumbel-Softmax unit in the Neural Network is
able to model a categorical distribution with M categories
which includes a Bernoulli distribution (M = 2) as a special
case. Latplan uses M = 2 for simplicity, and it does not
affect the expressivity of the representation, similar to the
relation between SAS+ and the propositional representation.
zi = if (i is arg max
i
(gi + log pii)) then 1 else 0. (1)
zi = Softmax((gi + log pii)/τ). (2)
The output of a single Gumbel-Softmax unit GS(pi) =
z = (zi) (0 ≤ i ≤ M) is a one-hot vector represent-
ing M categories, e.g., when M = 2 the categories can
be seen as {false, true} and z = (0, 1) represents “true”.
(Note: There is no explicit meaning assigned to each cat-
egory.) The input pi = (pii) is a class probability vec-
tor, e.g. (.2, .8). Gumbel-Softmax is derived from Gumbel-
Max technique (Maddison, Tarlow, and Minka 2014, Eq.
1) for drawing a categorical sample from pi where gi is a
sample drawn from Gumbel(0, 1) = − log(− log u) where
u = Uniform(0, 1) (Gumbel and Lieblein 1954). Gumbel-
Softmax approximates the argmax with a softmax to make
it differentiable (Eq. 2). “Temperature” τ controls the mag-
nitude of approximation, which is annealed to 0 by a certain
schedule. The output z converges to a discrete one-hot vec-
tor when τ → 0.
SAEs have N Gumbel-Softmax units to model an N -
dimensional Bernoulli/boolean/propositional variable b =
(bn). N units produce a matrix znk where 1 ≤ n ≤ N
and k ∈ {0, 1} and the boolean variables are retrieved by
bn = zn1.
3 Symbol Stability Problem
The vanilla SAE in Latplan can map a visual observation
of the environment to/from a set of propositional values. An
issue with the vanilla SAEs is that the class probability for
the class “true” and the class “false” that is mapped to by
the Gumbel-Softmax could be neutral at some neuron, caus-
ing the value of the neuron to change frequently (Fig. 3).
The source of stochasticity is twofold. The first source is the
probabilistic distribution modeled by the encoder, which in-
troduces stochasticity and causes the propositions to change
values even for the exact same inputs. The second source
is the stochastic observation of the environment which cor-
rupts the input image. When the class probabilities are al-
most neutral, such a tiny variation in the input image may
cause the activation to go across the decision boundary for
each neuron, causing the bit flips. In contrast, humans still
regard the corrupted image as the “same” image.
This stochastic behavior of the propositional representa-
tion introduces several issues to the recipient symbolic sys-
tems such as classical planners. Firstly, search algorithms
that run on the state space generated by the propositional
vectors are confused by many variations of the essentially
identical real-world states. It could visit the “same” real
world state several times because it could be encoded into
different propositional vectors which are not detected by the
duplicate detection in the search algorithms (e.g. A∗). This
slows down the search by increasing the number of nodes
that are reachable from the initial state.
Input Output
→ →or
Binary (propositional)
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Figure 3: (Top) Propositions found by SAEs may contain
uninformative random bits that do not affect the output.
(Bottom) The random variations of the propositional encod-
ing could disconnect the search space.
Secondly, the state space could be disconnected due to
such random variations (Fig. 3). Some states may be reached
only via a single variation of the real world state and is
not connected to another propositional variation of the same
real-world state. In fact, in the appendix section in the Arxiv
version of the original paper (Asai and Fukunaga 2018), the
planning part used a so-called state augmentation technique
which circumvents this issue by sampling states from the
same image multiple times.
Thirdly, in order to reduce the stochasticity of the proposi-
tions, we encounter a hyperparameter tuning problem which
is costly when we train a large NN. The neurons that behave
randomly for the same or perturbed input do not affect the
output, i.e., they are unused and uninformative. Unused neu-
rons appear because the network has an excessive capacity
to model the entire state space, i.e., they are surplus neurons.
Therefore, a straightforward way to reduce those neurons is
to reduce the size of the latent space N . On the other hand,
if N is too small, it lacks the capacity to represent the state
space and the SAE no longer learns to reconstruct the real
world image. As a result, we face a hyperparameter tuning
problem: Surplus N causes an unstable representation, and
insufficient N makes the network hard to train.
Fundamentally, the first two harmful effects are caused by
breaking a critical feature of symbols, designation (Newell
and Simon 1976), that each symbol uniquely refers to an en-
tity (referent, concept, meaning), e.g., the referents of the
symbols grounded by SAEs are the truth assignments. If
meaning of a symbol changes frequently and unexpectedly,
the entire symbolic manipulation is fruitless because the un-
derlying symbols are not tied to any particular concept, and
does not represent the real world.
Thus, for a symbol grounding procedure to produce a set
of symbols for symbolic reasoning, it is insufficient to find
a set of symbols that are just able to represent the environ-
ment; It should find a stable symbolic representation that
uniquely represents the environment.
Definition 1. Symbolic representation of an environment is
a set of symbols with referents from which the environment
can be reconstructed with sufficient accuracy.
Definition 2. Symbolic representation is stable when its ref-
erents are identical for the same environment, under some
equivalence relation (e.g., invariance, noise threshold).
While NNs tend to achieve a robust performance on noisy
data, the robust performance and the stability of the rep-
resentation are orthogonal. This is because the former ex-
clusively deals with the output accuracy, while the latter
evaluates the quality of the latent activations while maintain-
ing the same output accuracy. In fact, vanilla SAEs already
achieve the almost perfect reconstruction accuracy where the
input and the output are indiscernible to human eyes (e.g., in
Fig. 3, the pixel value output is different from the input, but
we cannot recognize it), while they still exhibit instability.
The stability of the representation obtained by a NN de-
pends on its inherent stochasticity during the runtime (as op-
posed to the training time) as well as the stochasticity of the
environment. These observations indicate that any symbol
grounding system potentially suffers from the symbol sta-
bility problem. As for the stochasticity of the environment,
in many real-world tasks, it is common to obtain stochas-
tic observations due to the external interference, e.g., vibra-
tions of the camera caused by the wind. As for the stochas-
ticity of the network, both VAEs (Kingma and Welling 2013;
Jang, Gu, and Poole 2017; Higgins et al. 2017) used in Lat-
plan and GANs (Generative Adversarial Networks) (Good-
fellow et al. 2014) used in Causal InfoGAN (Kurutach et al.
2018) rely on sampling processes.
4 Analyzing the State Autoencoder
To obtain a deeper understanding of the mechanism that
generates unstable symbols in vanilla SAEs, we analyzed
its mathematical model and the public source code of Lat-
plan (commit d48ee62). We found that the source code dif-
fers from the original mathematical formulation of Gumbel-
Softmax VAE (GS-VAE) in that they are using an alternative
loss function, and we found that this very change turned out
to be essential to the success of their experiments by sup-
pressing the instability of the propositions. In the following,
we illustrate our finding using the idealized case where the
encoder is the Bernoulli distribution, although in reality, it is
approximated by a Gumbel-softmax distribution.
Given a dataset X = {x(1), . . . ,x(I)}, let q(b | x) and
p(x | b) be the probabilities that the encoder and the de-
coder of GS-VAE respectively outputs the value b given x
and x given b, where x ∈ X corresponds to a visual obser-
vation of the environment, and b ∈ {0, 1}N corresponds to
its latent representation. In principle, GS-VAE is trained by
minimizing the following objective function with respect to
p(x | b) and q(b | x):∑
x∈X
(
Eq(b|x) [− log p(x | b)] + KL(q(b | x) ‖ p(b))
)
(3)
where p(b) =
∏N
n=1 p(bn) =
∏N
n=1 Bern(0.5) is the target,
N -dimensional Bernoulli distribution with uniform proba-
bilities and KL(q||p) represents the Kullback-Leibler diver-
gence from p to q. The first term in Eq. (3) is the reconstruc-
tion loss, which measures the quality of the reconstructed
data points, and the second term regularizes the encoder by
making the encoder q(b | x) closer to p(b). The second
term is computed as
KL(q(b | x) ‖ p(b))
=−
N∑
n=1
∑
k∈{0,1}
q(bn = k | x) log p(bn = k)
q(bn = k | x)
=−
N∑
n=1
∑
k∈{0,1}
q(bn = k | x)
(
log
1
2
− log q(bn = k | x)
)
=−
N∑
n=1
Hq(bn | x) + const. = −Hq(b | x) + const.,
where Hq(b|x) is the entropy of b given x under q.
Entropy Regularization in Latplan We found that the
loss computation in the Latplan code has the opposite sign
on the KL divergence, i.e., it is maximizing the KL diver-
gence instead of minimizing it. The system works because
maximizing the KL divergence corresponds to minimizing
the entropy of q, thus finding a stable representation. This is
natural considering the nature of the original GS-VAE: The
original loss function of the GS-VAE tries to make the latent
distribution closer to the fair random Bernoulli distribution
p(b) that takes 0 or 1 with the equal probability, i.e., as ran-
dom as possible, which is, in fact, opposite from the con-
cept of stability. Instead, Latplan has a negated loss, which
resulted in maximizing the KL divergence and making the
representation less random.
The resulting loss function implemented in Latplan is
therefore as follows:
〈rec loss〉 −KL(q||p)
=〈rec loss〉+KL(q||p)− 2KL(q||p)
=〈the original GS VAE loss〉+ 2Hq(b | x). (4)
Since the entropy measures the randomness of the random
variables, the extra entropy term in Eq. (4) regularizes the
network by penalizing the unstable representation. In the
later sections, we empirically show that the original loss
function (Eq. (3)) for GS-VAE results in a much higher in-
stability compared to the GS-VAE with the Entropy regular-
ization (Eq. (4)).
Removing the Run-Time Stochasticity Another im-
provement we made from the original approach in Latplan
is that we can disable the stochasticity of the network while
performing the planning. After the training is finished, we
replace the Gumbel-softmax activation with a pure argmax
of class probabilities, which makes the network fully deter-
ministic:
zi = if (i is arg max
i
(log pii)) then 1 else 0.
This technique reduces the inherent stochasticity of the net-
work.
5 Zero-Suppressed State AutoEncoder
In Latplan, Entropy Regularization was the key to address
the symbol stability (see Sec. 6) while it was only acciden-
tally introduced. In this context, a natural next step toward
obtaining the more stable symbols is to introduce a new reg-
ularization for the propositional representation. We propose
Zero-Suppressed State AutoEncoder (ZSAE), an SAE with
an additional regularization designed for the discrete repre-
sentation that we call zero-suppression. Its fundamental idea
is to penalize the true propositions in the latent layer so that
no propositions unnecessarily flip to true at random while
preserving the propositions that are absolutely necessary for
maintaining the reconstruction accuracy. The resulting loss
is asymmetric to a particular label k = 1 (true):
〈loss〉 =〈vanilla SAE loss〉+ α
∑
n
∑
k 6=0
znk
where α is the magnitude of regularization. This formulation
takes a general form that also covers the multi-valued SAS+
representation with k ≥ 2. In principle, this method could
also be used for a SAS+ representation, but we focus on the
binary representation in this paper.
One additional advantage of the ZSAE is that several neu-
rons are completely deactivated, i.e. they always take the
value of zero and can be pruned afterward to reduce the net-
work size, similar to Zero-Suppressed Decision Diagrams
(Minato 1993). Unlike traditional NN compression meth-
ods (Cheng et al. 2017), it does not suffer from accuracy
degradation because the activations are discrete and there-
fore no additional retraining is required. In the continuous
cases, even the minuscule activations could be amplified by
the weights and significantly affect the later pipelines of the
neural networks. Our method for the discrete representations
complements the prior work for the continuous ones.
Assume the propositional layer znk is connected to the
next layer of L neurons by a fully-connected network hl =
σ
(∑N
n=1
∑
k∈{0,1}Wnklznk +Bl
)
with weightsWnkl, bi-
ases Bl, and a nonlinear activation σ. (1 ≤ l ≤ L.) When
we assume that zn0 = 1 and zn1 = 0 always holds (bn = 0
for all inputs), we can prune the index n by adding Wn0l
to Bl and removing Wnkl for ∀k ∈ {0, 1}, ∀l ∈ {1, ...L},
which removes 2L float values for each zero-suppressed bit
bn. Therefore, if we remove ∆N bits from the latent space,
it removes 2L∆N float values from the network. We can
similarly prune the weights W ′ from the previous layer of
M neurons.
Implementation Note. Regardless of α, the regulariza-
tion tends to be too strong near the beginning of the training.
In practice, we set α = 0 until 1/3 of the total epochs. We
confirmed that gradually increasing α also works, but we did
not use it in the later experiments.
6 Empirical Evaluation
We evaluated various SAE implementations across 5 differ-
ent image domains depicting 8-puzzles or Lights Out puzzle
game (Wikipedia 2018). Each training takes at most 30 min-
utes.
MNIST 8-puzzle is an image-based version of the 8-
puzzle, where tiles contain hand-written digits (0-9) from
the MNIST database (LeCun et al. 1998). Valid moves in
this domain swap the “0” tile with a neighboring tile, i.e.,
the “0” serves as the “blank” tile in the classic 8-puzzle. The
Scrambled Photograph 8-puzzle (Mandrill, Spider) cuts
and scrambles real photographs, similar to the puzzles sold
in stores). LightsOut (Wikipedia 2018) is a game where a
grid of lights is in some on/off configuration (+: On), and
pressing a light toggles its state as well as the states of its
neighbors. The goal is all lights Off. Twisted LightsOut dis-
torts the original LightsOut game image by a swirl effect.
6.1 The Quality of the Latent Representation
We compare the quality of the latent representation produced
by the ZSAE and the vanilla SAE.
State Variance The first metric we evaluated is the bit-
wise variance of the state encoding for the same/similar in-
put, which directly measures the stability of the represen-
tation. We trained several SAEs for each domain with the
different latent layer sizes (numbers of propositions) N and
then evaluated the variance. In all experiments below, we
randomly generated 100 images with a domain-specific gen-
erator for each puzzle domain, then encoded each of them
with the SAE 100 times. We measured the variance of the
propositions, i.e. the variance of latent activations (0 or 1)
across 100 encoding trials of the same image. We then took
the mean of the variances over the entire propositions.
We evaluated three versions of the SAE: (1) NG-SAE, an
SAE trained with the original GS-VAE loss function as dis-
cussed in Sec. 4, and (2) Vanilla SAE in the original paper
of Latplan (Asai and Fukunaga 2018) and the Github source
code, (3) Zero-Suppressed SAE (ZSAE).
The first thing we tested is to replace the Gumbel-softmax
activation with a deterministic argmax function after the
training (Sec. 4). In all SAEs, this reduced the variance to
0 for a single input because all networks become determin-
istic. We omit the results due to space because it is rather
obvious. In the following experiments, we always replace
the activation function with argmax during testing.
We next measured the variance of SAEs in a noisy set-
ting, where we perturbed the input image by Gaussian noise
for each of the 100 trials of the same image. Table 1 (first
columns) indicates that the propositions made by NG-SAE
are highly random, while the entropy regularization in the
vanilla SAE suppresses the stochastic behavior to some ex-
tent. ZSAE further reduces the variance and achieves the
most stable representation. The effect of SAE→ZSAE was
typically 2-3 and up to 4 orders of magnitude (2.5e − 4 →
4.5e − 8), much stronger than that of Entropy Regulariza-
tion (NGSAE→SAE, 1 to 2 orders of magnitude). Due to
the poor performance of NG-SAE, we do not study it any
further in the later experiments.
Effective Size of the Representation Next, Table 1 (mid-
dle columns) shows that the number of effective bits, i.e. the
number of propositions that ever change their values over
all states, is low in ZSAE, showing that ZSAE obtained a
more compressed, compact representation of the input. In
MNIST, the numbers are comparable between ZSAEs with
N=100,1000, which shows that the network is able to find
an encoding of almost the same size regardless of the size
of the latent layer (upper bound of the size of propositions),
reducing the need for hyperparameter tuning. In LightsOut
and Twisted, ZSAE even finds the 16bit optimal representa-
tion for the 4x4 light grids.
6.2 Output Accuracy
Regularization in general works by restricting the neural net-
work to achieve some desirable property, e.g., most com-
monly for suppressing the overfitting (Goodfellow, Bengio,
and Courville 2016, chap.5), but in our case for improving
the stability. Thus, as a result of the restricted expressive ca-
pacity, the output accuracy may be degraded when the regu-
larization is too strong.
Thus we next tested if the zero-suppression affects the
output accuracy. In Table 1 (right columns) we show the
Mean Square Error between the input and the output for
100 randomly generated images. The results indicate that
the zero-suppression does not significantly affect the output
accuracy for N=100,1000. However, for N=36 (a parame-
ter tuned for vanilla SAEs to have the least variance), the
zero-suppression harmed the accuracy because the network
is already small and the further penalty affected the training.
In other words, it is better to combine ZSAE with an overca-
pacity network, since ZSAE then automatically compresses
the representation.
Hyperparameter Sensitivity We tested the sensitivity of
ZSAE to its new hyperparameter α (Table 2). The purpose
of this experiment is to show that ZSAEs are less sensitive
to the choice of both N and α, while vanilla SAEs are sensi-
tive to N . We compared the state variances under noise be-
tween the vanilla SAE and the ZSAE with α =0.2,0.5,0.7,
N=100,1000. We also added N=36 as the best case for
the vanilla SAE. We observed that the ZSAEs achieve the
comparable state variance with various α and N , while
the vanilla SAEs are significantly affected by N . For in-
stance, the variance for the vanilla SAE with N=100 is up
to two orders of magnitude larger than that for the SAE with
N=36. In contrast, the worst case for the ZSAEs is 1.1e-4
on Twisted with (N,α)=(100,0.2), which is still better than
the vanilla SAE with the same N . They also have similar
reconstruction loss (MSE) and the effective bits. Therefore,
we conclude that while ZSAE introduces an additional pa-
rameter, the selection of N and α is easy compared to the
selection of N in SAE.
6.3 Planner Performance
Next, we compared the success ratio of Latplan with various
parameters. We tested both AMA1 and AMA2 proposed in
(Asai and Fukunaga 2018) as the Action Model Acquisition
(AMA) methods. Each domain has 60 problem instances
each generated by a random walk from the goal state. 60 in-
stances consist of 30 instances generated by 7-steps random
walks and another 30 by 14 steps. 30 instances consist of 10
instances whose images are corrupted by Gaussian noise, 10
with salt/pepper noise and another 10 without noise. It is im-
portant to note that the noiseless instances do not have the
external stochasticity, one of two sources of instability.
We first tested AMA1, an oracular, idealistic AMA that
does not incorporate machine learning, and instead gener-
ates the entire propositional state transitions from the en-
tire image transitions. The purpose we test an impractical
AMA1 method is to separate the effect of a better state rep-
resentation achieved by ZSAE and that of the learning pro-
Mean variance over bits (with noisy images) Effective bits Mean Square Error (MSE)
N = 100 1000 100 1000 Optimal 100 1000 36
domain NG-SAE SAE ZSAE NG-SAE SAE ZSAE SAE ZSAE SAE ZSAE Encoding SAE ZSAE SAE ZSAE SAE ZSAE
MNIST 8.4e-2 8.6e-3 3.7e-6 5.3e-2 2.2e-4 1.1e-7 100 51 1000 68 18.4 <1e-4 <1e-4 <1e-4 <1e-4 <1e-4 9.1e-3
Mandrill 1.1e-3 8.3e-4 3.0e-5 4.2e-4 2.5e-4 4.5e-8 100 46 1000 182 18.4 3.0e-4 2.8e-4 2.1e-4 2.3e-4 2.0e-4 3.2e-4
Spider 8.5e-4 4.9e-4 6.3e-6 2.3e-4 4.2e-4 7.3e-7 100 49 1000 200 18.4 2.7e-4 2.2e-4 3.1e-4 2.8e-4 <1e-4 2.8e-2
L-Out 9.0e-3 2.0e-4 3.9e-6 8.1e-3 1.4e-4 7.5e-6 100 16 1000 66 16 <1e-4 <1e-4 <1e-4 <1e-4 2.9e-4 2.8e-4
Twisted 1.0e-2 7.1e-4 5.1e-6 1.0e-2 4.5e-4 1.6e-7 100 16 1000 49 16 <1e-4 <1e-4 <1e-4 <1e-4 <1e-4 5.7e-3
Table 1: Representation characteristics. Results comparing the NG-SAE, vanilla SAE and ZSAE (α=0.7). (Left) Comparing
the representation variance over 100 randomly generated images encoded 100 times with Gaussian noise added each time.
(Middle) The number of bits that ever turns true when encoding the entire state space. In LightsOut and Twisted, ZSAE(N=100)
finds an optimal, 16-bit representation of the 4x4 puzzle. (Right) Mean Square Error for the test data.
Mean variance over bits (with noisy images)
SAE ZSAE(α=0.7) ZSAE(N=100)
N = 36 100 1000 100 1000 α =0.2 0.5 0.7
MNIST 1.8e-4 8.6e-3 2.2e-4 3.7e-6 1.1e-7 4.5e-7 0.0e+0 3.7e-6
Mandrill 2.9e-4 8.3e-4 2.5e-4 3.0e-5 4.5e-8 2.3e-6 3.4e-6 3.0e-5
Spider 5.8e-6 4.9e-4 4.2e-4 6.3e-6 7.3e-7 4.6e-6 8.3e-6 6.3e-6
L-Out 2.5e-6 2.0e-4 1.4e-4 3.9e-6 7.5e-6 1.1e-4 1.5e-5 3.9e-6
Twisted 2.1e-5 7.1e-4 4.5e-4 5.1e-6 1.6e-7 8.8e-5 4.2e-6 5.1e-6
Table 2: Sensitivity of ZSAE to the hyperparameter α,N
compared to that of SAE to the hyperparameter N .
cedure in AMA2 that learns the state transitions and the ac-
tion rules. As a classical planner, we used FastDownward
(Helmert 2004) with A∗, blind heuristics in order to remove
the effects of the heuristic functions. We ran the solver with
no runtime/memory restrictions.
The results in Table 3 (left) show that ZSAEs have tripled
the score of SAE (14→ 43, 6→ 48, 6→ 33) under external
stochasticity (Gaussian noise). Regarding the hyperparame-
ter sensitivity, ZSAE showed a robust performance across
N=36,64,100 while SAE achieves a good performance only
in a single parameter N=36. Due to the small size of the
state space compared to the usual classical planning bench-
mark domains, the search finishes in a fraction of a second,
which means the failure is due to graph disconnectedness
at the initial/goal nodes. ZSAE tends to fail in N=36 in
LightsOut and Twisted because of the higher reconstruction
error discussed in the previous subsection.
Next, we compare the planning performance of Z/SAE
with AMA2, a NN-based AMA model that learns from the
example state transitions. It consists of two networks: (1)
Action AutoEncoder (AAE), an autoencoder that learns to
cluster the state transitions into a finite number of action la-
bels. It learns to reconstruct the input propositional succes-
sor state t in the output tˆ. Its latent layer represents an action
label a, which is a single Gumbel-Softmax-activated unit of
A categories, where A is the upper bound of the number of
action labels. In addition, every layer of AAE is concate-
nated with the propositional vector of the current state s as
the secondary input, which turns the standard AE formula-
tion of f(t) = a, g(a) = tˆ into f(t, s) = a, g(a, s) = tˆ,
where g can be interpreted as a function that applies an ac-
tion a to s and obtains tˆ. (2) Action Discriminator (AD),
a binary classifier modeling the action precondition, which
takes (s, t) and returns a boolean. Combining AAE and
AD yields a successor function that can be used for graph
search algorithms. Networks in AMA2 are trained with the
same hyperparameters used in the original paper (Asai and
Fukunaga 2018). Table 3 (right) shows that ZSAEs doubled
(29 → 81, 24 → 62) the success ratio over vanilla SAEs
under noise. The gap is not as large in the noiseless sce-
nario, but note that the scenario is unrealistic: Virtually all
real-world data contain various forms of noise/perturbation.
Finally, we compared the search statistics between
SAE+AMA2 and ZSAE+AMA2 in order to measure another
harmful effect of the unstable propositions that they con-
fuse the duplicate detection of search algorithms and in-
crease the search effort. This effect cannot be measured
with AMA1 because it creates PDDL/SAS instances based
on the fixed set of input images and both SAE/ZSAE are de-
terministic (using argmax), therefore the search graph con-
tains a single node for a single image. This is not the case
with AMA2 because the NNs generate the successor states
on the fly. We measured the number of node expansions
(left) and the runtime (right) on the problems successfully
solved by both SAE+AMA2 and ZSAE+AMA2 (Fig. 4). In
order to gather the sufficient number of data points for com-
paring the search statistics of SAE and ZSAE, we extended
the maximum runtime limit of 1 hour and reduced the input
noise so that SAE can solve a sufficient number of prob-
lem instances. The parameters for the Gaussian noise and
the salt/pepper noise applied to the input are σ = 0.3 and
p = 0.06, respectively, compared to σ = 0.6 and p = 0.12
in Table 3. In this setting, the gap between ZSAE and SAE
narrowed: ZSAE solved 266 instances and SAE solved 262
instances in total. The plots support our claim that the ran-
domness in the state encoding of vanilla SAE confuses the
duplicate detection and increase the search effort. ZSAE re-
sulted in a smaller node expansion in 172 out of 238 in-
stances solved by both SAE and ZSAE, and in a shorter run-
time in 191 out of 238 instances.
6.4 Pruning Inactive Nodes from ZSAE
We discuss the amount of memory reduction possible by the
pruning on the nodes that have constant activations of 0. As
we saw from Table 1, vanilla SAEs do not have such propo-
sitions (all bits are effective).
Representing a fully-connected network between two lay-
ers of L and N nodes requires (L + 1)N weights (+1 for
the bias). In the network we used, both the previous and the
succeeding layer of the latent propositional layer have 1000
nodes. In Gumbel-softmax, each proposition corresponds to
2 neurons. Thus, in the case of ZSAE with N=1000 ap-
plied to MNIST puzzles, the representation is compressed
down to 68 effective bits and the weights are reduced by
AMA1 results AMA2 results
Gaussian (σ=0.6) Salt/Pepper (p=0.12) No noise Gaussian (σ=0.6) Salt/Pepper (p=0.12) No noise
SAE ZSAE SAE ZSAE SAE ZSAE SAE ZSAE SAE ZSAE SAE ZSAE
N = 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100 36 64 100
MNIST 0 0 0 17 0 0 17 5 0 20 10 17 20 20 20 20 20 20 8 8 4 20 14 10 18 6 0 20 9 17 18 13 5 20 19 18
Mandrill 4 3 0 0 6 5 16 17 8 20 20 20 20 20 20 20 20 20 13 10 3 4 13 12 18 13 6 18 19 19 18 13 10 18 19 20
Spider 8 3 6 12 3 5 20 7 16 20 20 20 20 20 20 20 20 20 13 11 17 17 18 16 17 10 15 18 20 18 17 14 15 17 20 18
L-Out 1 0 0 10 19 20 20 13 18 12 19 20 20 20 20 20 20 20 10 0 0 20 20 12 20 20 20 20 20 18 20 19 20 20 20 18
Twisted 1 0 0 4 20 3 17 12 6 12 20 17 20 20 20 20 20 20 3 0 0 10 16 12 19 17 20 20 20 15 20 20 20 20 20 15
Total 14 6 6 43 48 33 90 54 48 84 89 94 100 100 100 100 100 100 47 29 24 71 81 62 92 66 61 96 88 87 93 79 70 95 98 89
Total (ZSAE, α=0.2) 21 10 2 75 88 68 100 100 99 46 29 33 76 72 71 76 86 81
Total (ZSAE, α=0.5) 15 33 12 77 94 89 100 100 100 36 41 27 56 81 65 59 92 72
Table 3: Planning Results. (Left) The number of instances successfully solved by Latplan using AMA1 (oracular method)
for comparing the performance of Z/SAE. Better results among the same configuration of ZSAE/SAE are highlighted in bold.
SAEs degrade performance as the surplus capacity produces more unstable propositions and is better than ZSAE only when
tuned to N=36. ZSAEs are robust on the different N and tend to solve more problems than the vanilla SAEs. (Right) The
numbers of instances solved under 180 sec using AMA2 unsupervised learning method for Action Model Acquisition. Results
indicate that ZSAEs are robust on the different hyperparameters and tend to achieve better performance than vanilla SAEs.
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Figure 4: Double-logarithmic plot of the number of states
expanded (left) / time spent (right) by A∗ with goal-count
heuristics, for instances successfully solved under 1 hour
by both SAE+AMA2 and ZSAE(α=0.7)+AMA2, both with
N=100, all domains. In both figures, x-axes represent the
SAE and y-axes represent the ZSAE. Unsolved instances
are shown on the borders. We observe that the search effort
tends to be larger with the SAE than with the ZSAE. Op-
posite cases are generated due to the tie-breaking difference
and the random disconnectedness caused by the SAE.
(1000 + 1)× (2 · 1000− 2 · 68)=1865864 for the previous
layer, and ((2 ·1000+1)−(2 ·68+1))×1000=1864000 for
the succeeding layer. This number is huge compared to the
convolutional weights (3x3, 16 channels, thus 144 float val-
ues each) in the upper layers. The total number of weights
in the network is reduced from 8376278 to 5578414 (44%
reduction). We do not show the entire results because the
results are straightforward: The numbers can be similarly
calculated from the numbers on Table 1.
7 Related Work
The proposed method has some similarities to the common
technique called `1 regularization (Goodfellow, Bengio, and
Courville 2016, Sparse AE), which is applied to the contin-
uous activations of the neurons or the training weights and
achieves a sparse representation where the continuous values
become closer to zero. `1 regularization is applied to all neu-
rons in the same layer while the proposed zero-suppression
is applied to a subset of neurons representing a particular
discrete value. Moreover, regularization is traditionally ap-
plied in order to suppress overfitting and improve predictive
performance while our focus is rather on the stability of the
representation.
A possible interpretation of this approach is that this reg-
ularization is working as a model prior corresponding to
closed-world assumption (Reiter 1981, CWA), which as-
sumes that all propositions are false when they are unknown
to a Knowledge Base (KB) or cannot be proven from it. With
CWA, KBs no longer have to explicitly store the false propo-
sitions, just as the ZSAE can prune the constant-0 nodes.
The search space generated by Latplan was shown to be
compatible to an existing Goal Recognition system (Amado
et al. 2018a; 2018b). Another recent approach replacing
SAE/AMA2 with InfoGAN (Kurutach et al. 2018) has no
explicit mechanism for improving the stability of the bi-
nary representation. Other methods for generating a sym-
bolic model from the environment (Yang, Wu, and Jiang
2007; Cresswell, McCluskey, and West 2013; Moura˜o et al.
2012) require symbolic or near-symbolic, structured inputs.
Konidaris et al. (2018) generates a symbolic state space from
the low-level sensor inputs but requires the high-level action
symbols. Our approach complements the usability of these
approaches by providing more stable symbols.
Previous work in Learning from Observation (Barbu,
Narayanaswamy, and Siskind 2010; Kaiser 2012), which
could produce propositions from the observations (unstruc-
tured input) with the help of hand-coded symbol extractors
(e.g. ellipse detectors for tic-tac-toe), typically assume a per-
fect indoor environment with little noisy interference, there-
fore do not have to address the stability of the symbols.
8 Conclusion
In this paper, we provided a formal analysis of the State Au-
toEncoder (SAE) neural network (NN) in Latplan (Asai and
Fukunaga 2018) to understand its success and the issue of its
unstable propositions. In the analysis, we identified that the
SAE accidentally uses a different formulation of Gumbel-
Softmax VAE (Jang, Gu, and Poole 2017) that we named
Entropy Regularization which stabilizes the truth values.
To further improve the stability, we introduced Zero-
Suppressed State AutoEncoder (ZSAE) which improves the
vanilla SAE by minimizing the number of true propositions
in the representation. ZSAE improves the success rate and
the efficiency of planning performed on the generated state
space and also removes the need for aggressive hyperpa-
rameter tuning. Moreover, ZSAE makes it possible to prune
some neurons without accuracy degradation when their acti-
vations are constantly zero, similar to Zero-Suppressed De-
cision Diagrams (Minato 1993) and the knowledge bases
with closed world assumption (Reiter 1981).
As a meta-level contribution, we generalized the problem-
atic behavior of the unstable propositions into a Symbol Sta-
bility Problem (SSP), a subproblem of symbol grounding.
We identified two sources of stochasticity which can intro-
duce the instability: The inherent stochasticity of the net-
work and the external stochasticity from the observations.
This suggests that SSP is an important problem that ap-
plies to any modern NN-based symbol grounding process
that operates on the noisy real-world inputs and performs a
sampling-based, stochastic process (e.g. VAEs, GANs) that
are gaining popularity in the literature. Thus, characteriz-
ing the aspect of SSP would help the process of designing a
planning system operated on the real world input. An inter-
esting avenue for future work is to extend our approach to
InfoGAN-based discrete representation of the environment
(Kurutach et al. 2018).
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