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Abstract
We explore the use of the weak log-majorization order in the analytic theory of polynomials. We examine
the relationship between weak log-majorization and Mahler measure. We also improve the weak log-maj-
orization form of the de Bruijn–Springer–Mahler inequality.
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1. Weak log-majorization and Mahler measure
Whenever roots or eigenvalues are listed in this paper, any root or eigenvalue of multiplicity
m > 1 will always be listed m times. Any set of real numbers will always be listed in descend-
ing order and any set of complex numbers will be listed in descending order of modulus (i.e.
|z1|  |z2|  · · ·  |zn|).
We begin with a brief review of the weak majorization and weak log-majorization orders.
Definition 1.1. Let (x1, x2, . . . , xn) and (y1, y2, . . . , yn)be twon-tuples of real numbers arranged
in descending order. Then we say that (x1, x2, . . . , xn) is weakly majorized by (y1, y2, . . . , yn)
(and we write (x1, x2, . . . , xn) ≺w (y1, y2, . . . , yn)) if∑kj=1 xj ∑kj=1 yj for all k; 1  k  n.
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Definition 1.2. Let (a1, a2, . . . , an) and (b1, b2, . . . , bn) be two n-tuples of non-negative real
numbers arranged in descending order. Then we say that (a1, a2, . . . , an) is weakly log-majorized




j=1 bj for all k; 1  k  n.
The following is a useful well-known characterization of weak majorization.
Lemma 1.3 [7, Proposition 4.B.2]. Let (x1, x2, . . . , xn)and (y1, y2, . . . , yn)be twon-tuples of real
numbers. Then (x1, x2, . . . , xn)≺w (y1, y2, . . . , yn) if and only if∑nj=1 φ(xj ) ∑nj=1 φ(yj ) for
all increasing convex functions φ on R.
We now introduce the concept of Mahler measure which has important applications in number
theory and dynamical systems.
Definition 1.4 [4]. Let p be any non-zero complex polynomial, then we define M(p), the Mahler
measure of p as follows: M(p) = exp{∫ 10 ln |p(e2π it )|dt}.
Many subsequent researchers prefer to work with the logarithmic Mahler measure defined as
m(p) = ln(M(p)) = ∫ 10 ln |p(e2π it )|dt . Using a result of Jensen, Mahler was able to show that
M(p) can be expressed in terms of the leading coefficient and roots of p.
Theorem 1.5 [4]. Let p(z) = a∏nj=1(z − zj ), then M(p) = |a|∏nj=1 max(1, |zj |) (and hence
m(p) = ln M(p) = ln(|a|) +∑nj=1 max(ln(|zj |), 0)).
Our main result of this section is a relationship between certain Mahler measure inequalities
and weak log-majorization.
Theorem 1.6. Let p(z) =∏nj=1(z − aj ) and q(z) =∏nj=1(z − bj ) be two polynomials with the{aj }nj=1 and {bj }nj=1 listed in descending order of modulus. Then the following are equivalent:
(1) ∏kj=1 |aj | ∏kj=1 |bj | for all k; 1  k  n.
(2) ∑nj=1 φ(ln(|aj |)) ∑nj=1 φ(ln(|bj |)) for all increasing non-negative convex functions on
R (with the convention that φ(ln(0)) = 0)).
(3) m(p(cz))  m(q(cz)) for all c ∈ (0,∞).
Proof. Throughout this proof, let R(p) and R(q) be the number of non-zero roots of p and q
respectively. If (1) holds, then clearly R(p)  R(q) and (ln(|a1|), ln(|a2|), . . . , ln(|aR(p)|)) ≺w
(ln(|b1|), ln(|b2|), . . . , ln(|bR(p)|)). Let φ be an increasing non-negative convex function
on R (with the convention that φ(ln(0)) = 0). Then by Lemma 1.3, ∑nj=1 φ(ln(|aj |)) =∑R(p)
j=1 φ(ln(|aj |))
∑R(p)
j=1 φ(ln(|bj |)) 
∑n
j=1 φ(ln(|bj |)). Now suppose (2) holds. Since
m(p(cz)) =∑nj=1 max(ln(|aj |) − ln(c), 0) and the functions f (x) = max(x − ln(c), 0) are
themselves increasing non-negative convex functions of x, it is clear that (2) implies (3). Let us
suppose that m(p(cz))  m(q(cz)) for all c ∈ (0,∞). We note that if c < min(|aR(p)|, |bR(q)|),
then m(p(cz)) = (∏R(p)j=1 |aj |)c−R(p) and m(q(cz)) = (∏R(q)j=1 |bj |)c−R(q). Therefore R(p) 
R(q) and if k > R(q),
∏k
j=1 |aj | = 0 =
∏k
j=1 |bj |. So suppose k  R(q), then bk /= 0 and































So (3) implies (1). 
In [5], Mahler proved that for any nth degree polynomial p, we have M(p′(z))  nM(p(z)).
We can restate this as m(r(cz))  m(p(cz)) for any c > 0 where r(z) = zp′(z). Our previous
theorem shows that this inequality is equivalent to the following weak log-majorization result of
Schmeisser.
Corollary 1.7 [10, Corollary 4]. Let p be any nth degree polynomial with n  2. Let z1, z2, . . . , zn
and w1, w2, . . . , wn−1 be the roots and critical points of p respectively, ordered so that |z1| 






|zj | ∀k : 1  k  n − 1.
We note that Schmeisser’s result can also be derived as a consequence of [6, Corollary 4.4]. We
also note that using Theorem 1.6, Mahler’s inequality can easily be shown to be equivalent to a sim-
ilar inequality of de Bruijn and Springer [1, Theorem 12] who proved that if {zj }nj=1 and {wj }n−1j=1
are the roots and critical points of a polynomial p, then
∑n−1
j=1 φ(ln |wj |) 
∑n
j=1 φ(ln |zj |) for
all continuous non-negative increasing convex functions φ. Henceforth, we will refer to this result
as the de Bruijn–Springer–Mahler inequality.
2. A result of Cheung and Ng
Theorem 2.1. Let n2 and z1, z2, . . . , zn∈C. Let p(z)=∏nj=1(z − zj ) and pa(z)=∏nj=1(z −|zj |). Let w1, w2, . . . , wn−1 denote the critical points of p(z) listed in descending order of mod-
ulus and v1, v2, . . . , vn−1 denote the critical points of pa(z) listed in descending order. Then∏k
j=1 |wj | 
∏k
j=1 vj for 1  k  n − 1.
This result was proved by Cheung and Ng in the case that one of the roots of p is zero [2,
Theorem 2.1]; they asked whether this condition is unnecessary. We will prove that this is indeed
the case.
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We first need some notation and a few results. For any n by n matrix A, let {λj (A)}nj=1
denote the eigenvalues of A listed in descending order of modulus and let {σj (A)}nj=1 denote the
singular values of A listed in descending order. (The singular values of A are the eigenvalues of
|A| = (A∗A) 12 .)
The first and best known of the log-majorization results is the following result of Weyl.
Lemma 2.2 [13]. Let A be any n by n matrix. Then∏kj=1 |λj | ∏kj=1 σj for 1  k  n − 1 and∏n
j=1 |λj | =
∏n
j=1 σj .
We will also need the following result of Komarova and Rivin. In what follows, In is the n by
n identity matrix and Jn is the n by n matrix all of whose entries are ones.
Lemma 2.3 [3, Lemma 5.6]. Let n  2 and z1, z2, . . . , zn ∈ C. Let p(z) =∏nj=1(z − zj ) and
D = diag(z1, z2, . . . , zn). Then the characteristic polynomial of the matrix B = D(In − 1nJn) is
q(z) = zp′(z).
We can now prove Theorem 2.1 using the essentially same proof as [2, Theorem 2.1] with
slightly different matrices.
Proof of Theorem 2.1. Let D
1
2 = diag(√z1,√z2, . . . ,√zn). (There are two choices for the
square root of a non-zero complex number. We will choose the square root which is either a





2 , A is similar to B = D(In − 1nJn) so its eigenvalues are {w1, w2, . . . , wn−1, 0}. Using
the same argument as in the proof of [2, Theorem 2.1], it can be shown that |A| = (D 12 )∗
(In − 1nJn)D
1
2 which is similar to |D|(In − 1nJn) which has eigenvalues {v1, v2, . . . , vn−1, 0}.
Therefore {v1, v2, . . . , vn−1, 0} are also the singular values of A. Theorem 2.1 now follows from
Lemma 2.2. 
3. An improved De Bruijn–Springer–Mahler inequality
In this section we will improve the log-majorization (Schmeisser) form of the de Bruijn–
Springer–Mahler inequality given in Corollary 1.7.
Along with Theorem 2.1, we will need the following result of Sz.-Nagy [12] which was
independently rediscovered by Peyser [8].
Lemma 3.1. Let p be an nth degree polynomial all of whose roots are real. Let x1, x2, . . . , xn




Applying the above lemma to pa and then using Theorem 2.1, we obtain:
Theorem 3.2. Let p be any nth degree polynomial with n  2. Let z1, z2, . . . , zn and w1, w2,
. . . , wn−1 be the roots and critical points of p respectively, ordered so that |z1|  |z2|  · · · 
|zn| and |w1|  |w2|  · · ·  |wn−1|. Then








n − j + 1 |zj | +
1
n − j + 1 |zj+1|
)
∀k : 1  k  n − 1.
Note that this result gives a better bound for
∏k
j=1 |wj | than Corollary 1.7. The k = 1 case of
the Schmeisser form of the de Bruijn–Springer–Mahler inequality is |w1|  |z1| which is a simple
consequence of the Gauss–Lucas theorem which states that every critical point of a polynomial
is in the convex hull of the roots of that polynomial. It is interesting to note that the k = 1 case of
Theorem 3.2 is similarly a consequence of the following improved version of the Gauss–Lucas
theorem due to Specht. (Both the Gauss–Lucas Theorem and Specht’s improvement can be found
in Section 2.1 of [9].)
Proposition 3.3 [11]. Let n  2, z1, z2, . . . , zn be complex numbers and p(z) =∏nj=1(z − zj ).
Then all the critical points of p lie in the convex hull of the numbers {n−1
n
zj + 1nzk : 1  j, k 
n, j /= k}.
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