Stochastic Processes and Diffusion on Spaces with Local Anisotropy by Vacaru, Sergiu I.
ar
X
iv
:g
r-q
c/
96
04
01
4v
1 
 5
 A
pr
 1
99
6
Stochastic Processes and Diffusion on Spaces with Local
Anisotropy
Sergiu I. Vacaru
Institute of Applied Physics, Academy of Sciences of Moldova,
5 Academy str., Chis¸ina˘u 277028, Republic of Moldova
(January 16, 2018)
Abstract
The purpose of this work is to extend the formalism of stochastic calculus
to the case of spaces with local anisotropy (modeled as vector bundles with
compatible nonlinear and distinguished connections and metric structures and
containing as particular cases different variants of Kaluza–Klein and general-
ized Lagrange and Finsler spaces). We shall examine nondegenerate diffusions
on the mentioned spaces and theirs horizontal lifts.
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I. INTRODUCTION
Probability theorists, physicists, biologists and financiers are already familiar with clas-
sical and quantum statistical and geometric methods applied in various branches of science
and economy [1-6]. We note that modeling of diffusion processes in nonhomogerneous me-
dia and formulation of nonlinear thermodynamics in physics, or of dynamics of evolution of
species in biology, requires a more extended geometrical background than that used in the
theory of stochastic differential equations and diffusion processes on Riemann and Lorentz
manifolds [7-10].
Our aim is to formulate the theory of diffusion processes on spaces with local anisotropy.
As a model of such spaces we choose vector bundles on space-times provided with nonlinear
and distinguished connections and metric structures [11,12]. Transferring our considerations
on tangent bundles we shall formulate the theory of stochastic differential equations on
generalized Lagrange spaces which contain as particular cases Lagrange and Finsler spaces
[13-17].,
The plan of the presentation is as follow: In Section II we give a brief summary of
the geometry of locally anisotropic spaces. Section III is dedicated to the formulation of
the theory of stochastic differential equations in vector bundle spaces. This section also
concerns the basic aspects of stochastic calculus in curved spaces. In Section IV the heat
equations in bundle spaces are analyzed. The nondegenerate diffusion on spaces with local
anisotropy is defined in Section V. We shall generalize in Section VI the results of Section
IV to the case of heat equations for distinguished tensor fields in vector bundles with (or
not) boundary conditions. Section VII contains concluding remarks and a discussion of the
obtained results. We present a brief introduction into the theory of stochastic differential
equations and diffusion processes on Euclidean spaces in the Appendix.
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II. NONLINEAR AND DISTINGUISHED CONNECTIONS AND METRIC
STRUCTURES IN VECTOR BUNDLES
As a preliminary to the discussion of stochastic calculus on locally anisotropic spaces
we summarize some modern methods of differential geometry of vector bundles, generalized
Lagrange and Finsler spaces. This Section serves the twofold purpose of establishing the
geometrical background and deriving equations which will be used in the next two Sections.
In general lines we follow conventions from [11,12].
Let E = (E, π, F,Gr,M) be a locally trivial vector bundle, v-bundle, where F = Rm
is a real m dimensional vector space, R denotes the real number field , Gr = GL(m,R) is
the group of automorphisms of Rm, base space M is a differentiable (class C∞) manifold
of dimension n, dimM = n, π : E → M is a surjective map and the differentiable manifold
E, dimE = n+m = q, is called the total space of v-bundle E . We locally parametrize space
E by coordinates uα = (xi, ya), where xi and ya are, correspondingly, local coordinates on
M and F. We shall use Greek indices for cumulative coordinates on E , Latin indices
i, j, k, ... = 0, 1, ..., n− 1 for coordinates on M and a, b, c, ... = 1, 2, ..., m for coordinates on
F. Changings of coordinates (xk, ya)→ (xk
′
, ya
′
) on E are written as
xk
′
= xk
′
(xk), ya
′
= Ma
′
a (x)y
a,
rank
(
∂xk
′
∂xk
)
= n,Ma
′
a (x) ∈ Gr. (2.1)
A nonlinear connection, N-connection, in v-bundle E is defined as a global decomposition
into horizontal HE and vertical VE subbundles of the tangent bundle:
T E = HE ⊕ VE . (2.2)
N-connection defines a corresponding covariant derivation in E :
∇YA = Y
i{
∂Aa
∂xi
+Nai (s, A)}sa, (2.3)
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where sa are local linearly independent sections of E , A = A
asa and Y = Y
isi is a vector
field decomposed on local basis si on M. Differentiable functions N
a
i from (2.3), written as
functions on xi and ya, i.e. as Nai (x, y) , are called the coefficients of N-connection.
In v-bundle E we can define a local frame (basis) adapted to a given N-connection:
δα =
δ
δuα
= (δi =
δ
δxi
=
∂
∂xi
−Nai (x, y)
∂
∂ya
, δa =
δ
δya
= ∂a =
∂
∂ya
). (2.4)
The dual basis is written as
δα = δuα = (δi = δxi = di = dxi, δa = δya = dya +Nai (x, y)dx
i). (2.5)
By using adapted bases one introduces the algebra of tensorial distinguished fields (d-
fields or d-tensors) on E , T = ⊕T prqs , which is equivalent to the tensor algebra on v-bundle
Ed defined as
πd : HE ⊕ VE → E .
An element t ∈ T prqs , d-tensor field of type
 p r
q s
 , can be written in local form as
t = t
i1...ipa1...ar
j1...jqb1...bs
(x, y)δi1 ⊗ ...⊗ δip ⊗ d
j1 ⊗ ...⊗ djq⊗
∂a1 ⊗ ...⊗ ∂ar ⊗ δ
b1 ⊗ ...⊗ δbs .
In addition to d-tensors we can consider d-objects with various group and coordinate
transforms adapted to a global splitting (2.2). For our further considerations the linear
d-connection structure, defined as a linear connection D in E conserving under parallelism
the Whitney sum HE ⊕ VE associated to a fixed N-connection in E will play an important
role. Components Γαβγ of d-connection D are introduced as
Dγδβ = Dδγδβ = Γ
α
βγδα.
Torsion T αβγ and curvature R
α
βγδ of d-connection Γ
α
βγ are defined in a standard manner:
T (δγ, δβ) = T
α
βγδα,
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where
T αβγ = Γ
α
βγ − Γ
α
γβ + w
α
βγ, (2.6)
and
R(δτ , δγ, δβ) = R
α
βγτδα,
where
Rαβγτ = δτΓ
α
βγ − δγΓ
α
βτ + Γ
ϕ
βγΓ
α
ϕτ − Γ
ϕ
βτΓ
α
ϕγ + Γ
α
βϕw
ϕ
γτ . (2.7)
In formulas (2.6) and (2.7) we have used nonholonomy coefficients wαβγ of the adapted frames
(2.3)
[δα, δβ] = δαδβ − δβδα = w
γ
αβδβ. (2.8)
Another important geometric structure on E which will be considered is the metric
structure on G, defined as a nondegenerate, second order, with constant signature (in this
work positive), tensor field Gαβ on E . We can associate a map
G(u) : TuE × TuE → R
to a metric
G = Gαβdu
α ⊗ duβ
parametrized by a symmetric, rankG = q, matrix Gij Gia
Gaj Gab
 ,
where Gij = G (∂i, ∂j) , Gia = G (∂i, ∂a) , Gab = G (∂a, ∂b) .
We shall be interested by such a concordance of N-connection and metric structures when
G (δi, ∂a) = 0, or, equivalently,
Nai (x, y) = Gib(x, y)G
ba(x, y), (2.9)
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where matrix Gba is inverse to matrix Gab. In this case metric G on E is defined by two
independent d-tensors, gij of type
 2 0
0 0
and hab of type
 0 0
0 2
 , and can be written with
respect to bases (2.4) and (2.5) as
G = gij(x, y)dx
i ⊗ dxj + hab(x, y)δy
a ⊗ δyb (2.10)
We shall call a metric G compatible with a d-connection D if conditions
DαGβγ = 0 (2.11)
are satisfied.
Definition 1. A vector bundle E on base M provided with compatible N-connection,
d-connection and metric structures (when conditions (2.9) and (2.11) are satisfied) is called
a space with local anisotropy, (la-space) and denoted as EN .
Remarks.
1. For the case when instead of v-bundle E the tangent bundle TM is considered
the conditions (2.9), (2.11) and the requirement of compatibility of compatibility of N-
connections with the almost Hermitian structure on TM lead to the equality [11,12] (see
metric (2.10) on TM )
hij(x, y) = gij(x, y).
The metric field gij(x, y) is the most general form of metric structure with local anisotropy,
considered in generalized Lagrange geometry.
2. Metrics on a Lagrange space (M,L) can be considered as a particular case of metrics
of type (2.10) on TM for which there is a differentiable function L :TM → R with the
property that d-tensor
gij(x, y) =
1
2
∂2 L
∂yi∂yj
(2.12)
is nondegenerate.
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3. We obtain a model of Finsler space (M,L) if L = L2, where L is a Finsler metric
[11-12].
We emphasize that in this work all geometric constructions and results on stochastic
calculus will be formulated for the general case of la-spaces.
On a la-space EN we can consider arbitrary compatible with metric G d-connections
Γαβγ, which are analogous of the affine connections on locally isotropic spaces (with or not
torsion). On EN it is defined the canonical d-structure
−→
Γ
α
βγ with coefficients generated by
components of metric and N-connection
−→
Γ
i
jk = L
i
jk,
−→
Γ
i
ja = C
i
ja,
−→
Γ
i
aj = 0,
−→
Γ
i
ab = 0,
−→
Γ
a
jk = 0,
−→
Γ
a
jb = 0,
−→
Γ
a
bk = L
a
bk,
−→
Γ
a
bc = C
a
bc, (2.13)
where
Lijk =
1
2
gip(δkgpi + δjgpk − δpgjk),
Labi = ∂bN
a
i +
1
2
hac(δihbc − ∂bN
d
i hdc − ∂cN
d
i hdb),
C ijc =
1
2
gik∂bgjk,
Cabc =
1
2
had(∂chdb + ∂bhdc − ∂dhbc).
In formulas (2.13) we have used matrices gij and habwhich are respectively inverse to matrices
gij and hab.
We also present the explicit formulas for unholonomy coefficients wαβγ of the adapted
frame basis (2.4):
wkij = 0, w
k
aj = 0, w
k
ia = 0, w
k
ab = 0, w
c
ab = 0,
waij = R
a
ij , w
b
ai = −∂aN
b
i , w
b
ia = ∂aN
b
i . (2.14)
Putting (2.13) and (2.14) into, correspondingly, (2.6) and (2.7) we can computer the com-
ponents of canonical torsion
−→
T
α
βγ and curvature
−→
R
α
βγδ with respect to the locally adapted
bases (2.4) and (2.5) (see [10,11]).
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Really, on every la-space EN a linear multiconnection d-structure is defined. We can
consider at the same time some ways of local transports of d-tensors by using, for instance,
an arbitrary d-connection Γαβγ , the canonical one
−→
Γ
α
βγ, or the so-called Christoffel d-symbols
defined as
{
α
βγ
} =
1
2
Gατ (δγGβτ + δβGγτ − δτGβγ). (2.15)
Every compatible with metric d-connection Γαβγ can be characterized by a corresponding
deformation d-tensor with respect, for simplicity, to { α
βγ
} :
P αβγ = Γ
α
βγ − {
α
βγ
} (2.16)
(the deformation of the canonical d-connection is written as
−→
P
α
βγ =
−→
Γ
α
βγ − {
α
βγ
}). (2.17)
Perhaps, it is more convenient to consider physical models and geometric constructions with
respect to the torsionless d-connection { α
βγ
}.The more general ones will be obtained by
using deformations of connections of type (2.16). But sometimes it is possible to write out
d-covariant equations on EN , having significance, by changing respectively components {
α
βγ
}
on Γαβγ . This holds for definition of stochastic differential equations on la-spaces (see, in
particular, [1,33] on diffusion on Finsler spaces) and in this paper we shall use the last way.
Let suppose that EN is locally trivial and σ-compact. In this case EN is a paracom-
pact manifold and has a countable open base. We denote as F (EN ) the set of all real
C∞-functions on EN and as F0 (EN ) the subclass of F (EN ) consisting from functions with
compact carriers. F0 (EN ) and F (EN ) are algebras on the field of real numbers R with
usual operations f + q, fq and λf(f, q ∈ F (EN ) or F0 (EN ) , λ ∈ R).
Vector fields on EN are defined as maps
V : u ∈ EN → V (u) ∈ Tu (EN ) .
Vectors (∂α)u , (α = 0, 1, 2, ..., m+ n− 1), form a local linear basis in Tu (EN ) . We shall also
use decompositions on locally adapted basis (2.4), (δα) , and denote by X(EN ) the set of
C∞-vector fields on EN .
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Now, let introduce the bundle of linear adapted frames GL (EN ) on EN . As a linear
adapted frame e = [eα], (α = 0, 1, ..., m+n−1), in point u ∈ EN we mean a linear independent
system of vectors eα ∈ Tu (EN ) obtained as a linear distinguished transform of local adapted
basis (2.4), i.e.eα = e
α
αδα, where e
α
α ∈ GL
d (R) = GL (n,R )⊕GL (m,R) . Then GL (EN ) is
defined as the set of all linear adapted frames in all points u ∈ EN :
GL (EN ) = {r = (u, e), u ∈ EN and e is a linear adapted frame in the point u}.
Local coordinate carts on GL (EN ) are defined as
(
U˜ α, ϕ˜α
)
, where U˜ α = {r =
(u, e) ∈ GL (EN ) , u ∈ Uα ⊂ EN , and e is a linear adapted frame in the point u} ,
ϕ˜α (r) =
(
ϕα (u) = (u
α), eαα
)
and eα = e
α
αδα |u . So GL (EN ) has the structure of C
∞-manifold
of dimension n +m + n2 + m2. Elements a ∈ GLd (R) act on GL (EN ) according the for-
mula Ta(u, e) = (u, ea), where (ea)α = a
β
αeβ . The surjective projection π : GL (EN )→ EN is
defined in a usual manner by the equality π(u, e) = u.
Every vector field L ∈ X (EN ) induces a vector field L˜ onGL (EN ) . Really, for f ∈ X (EN )
we can consider
(
L˜f
)
(r) =
d
dt
f ((exp tL)u, (exp tL)∗e) |t=0, (2.18)
where r = (u, e) and
(exp tL)∗e = [(exp tL)∗e1, (exp tL)∗e2, ..., (exp tL)∗em+n],
is the differential (an isomorphism Tu (EN ) → T(exp tL)uEN for every u ∈ EN ) of exp tL and
the local diffeomorphism u→ v(t, u) is defined by differential equations
dvα
dt
(t, u) = aα(v(t, u)), (2.19)
(L = aα(u)δα) , v(0, u) = u.
Let L ∈ X (EN ) and introduce functions f
α
L (r) ∈ F (GL(EN )) for every α = 0, 1, 2, ..., m+
n− 1 by the equalities
fαL (r) =
(
e−1
)α
α
aα(u) (2.20)
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written in locally adapted coordinates r =
(
uα, e = (eαα)
)
on the manifold GL (EN ) , where
L = aα(u)δα and e
−1 is the matrix inverse to e. Because the equality (2.20)does not depend
on local coordinates, we have defined a global function on GL (EN ) . It’s obvious that for
L(1), L(2) ∈ X (EN ) we have
(
L˜(1)f
α
L(2)
)
(r) = fα[L(1)L(2)] (r) ,
where L˜(1) and L˜(2) are constructed similarly to operator (2.18), and
[L(1), L(2)] = L(1)L(2) − L(2)L(1).
A distinguished connection Γαβγ defines the covariant derivation of d-tensors in EN in a usual
manner. For example, we can introduce a d-covariant derivation DB of a d-tensor field
B (u) = B
α1α2...αp
β1β2...βq
(u) in the form
DγB
α1α2...αp
β1β2...βq
(u) = B
α1α2...αp
β1β2...βq;γ
(u) = δγB
α1α2...αp
β1β2...βq
(u)+
p∑
ǫ=1
Γαǫγδ (u)B
α1α2...δ...αp
β1β2...βq
(u)−
q∑
τ=1
Γδγβτ (u)B
α1α2...αp
β1β2...δ...βq
(u), (2.21)
or the covariant derivative DYB in the direction Y = Y
αδα ∈ X (EN ) ,
(DYB)
α1α2...αp
β1β2...βq
(u) = Y δB
α1α2...αp
β1β2...βq;δ
(u) (2.22)
and the parallel transport along a (piecewise) smooth curve c : R ⊃ I = (t1,t2) ∋ t→ c (t)
(considering B (t) = B (c(t)) )
d
dt
B
α1α2...αp
β1β2...βq
(t) +
p∑
ǫ=1
Γαǫγδ (c(t))B
α1α2...δ...αp
β1β2...βq
(c(t))
dcγ
dt
−
q∑
τ=1
Γδγβτ (c(t))B
α1α2...αp
β1β2...δ...βq
(c(t))
dcγ
dt
= 0. (2.23)
For every r ∈ GL (EL) we can define the horizontal subspace
Hr = {U = a
αδα |u −Γ
α
βγ (u) e
γ
γa
β ∂
∂eαγ
, aα ∈ Rm+n}
of Tu (GL(EN )) . Vector U ∈ Hr is called horizontal. Let ξ ∈ Tu (EN ) , then ξ˜ ∈
Tr (GL(EN )) is a horizontal lift of ξ if the vector ξ˜ is horizontal, i.e. π (r) = u and
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(dπ)rξ˜ = ξ. If r is given as to satisfy π (r) = u the ξ˜ is uniquely defined. So, for given
U ∈ X (EN ) there is a unique U˜ ∈ X (GL (EN )) , where U˜r is the horizontal lift Uπ(r) for
every r ∈ GL (EN ) .U˜ is called the horizontal lift of vector field U. In local coordinates
U˜ = Uα (u) δα − Γ
δ
αβ (u)U
α (u) eβǫ
∂
∂eδǫ
if U = Uα (u) δα.
In a similar manner we can define the horizontal lift
c˜ (t) = (c(t), e(t)) = [e0(t), e1(t), ..., eq−1(t)] ∈ GL (EN )
of a curve c (t) ∈ EN with the property that π (c˜(t)) = c(t) for t ∈ I and
dc˜
dt
(t) is horizontal.
For every α = 0, 1, ...q−1 there is a unique vector field L˜ ∈ X (GL(EN )) , for which
(
L˜α
)
r
is
the horizontal lift of vector eα ∈ Tu (EN ) for every r = (u, e = [e0, e1, ..., eq−1]) . In coordinates(
uα, eββ
)
we can express
L˜α = e
α
αδα − Γ
α
βγe
β
αe
γ
β
∂
∂eαβ
. (2.24)
Vector fields L˜α form the system of canonical horizontal vector fields.
Let B (u) = B
α1α2...αp
β1β2...βs
(u) be a (p,s)-tensor field and define a system of smooth functions
FB (r) = {F
α1α2...αp
Bβ1β2...βs
(r) = B
γ1γ2...γp
δ1δ2...δs
(u) e
α1
γ1 e
α2
γ2 ...e
αp
γp e
δ1
β1
eδ2β2 ...e
δs
βs}
(the scalarization of the d-tensor field B (r) with the respect to the locally adapted basis e)
on GL (EN ) , where we consider that
B (u) = F
α1α2...αp
Bβ1β2...βs
(u) eα1 ⊗ eα2 ⊗ ...eαp ⊗ e
β1
∗ ⊗ e
β2
∗ ...⊗ e
βs
∗ ,
the matrix eδβ is inverse to the matrix e
α
γ , basis e∗ is dual to e and r = (u, e). It is easy to
verify that
L˜α(F
α1α2...αp
Bβ1β2...βs
) (r) = (F∇B)
α1α2...αp
β1β2...βs;α
(r) (2.25)
where the covariant derivation ∇αA
β = A
β
;α is taken by using connection
Γ
α
βγ = e
α
αe
β
βe
γ
γΓ
α
βγ + e
γ
γe
α
σδγe
σ
β
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in GL (EN ) (induced from EN ).
In our further considerations we shall also use the bundle of orthonormalized adapted
frames on EN , defined as a subbundle of GL (EN ) satisfying conditions:
O (EN ) = {r = (u, e) ∈ GL (EN ) , e is a orthonormalized basis in Tu (EN )}.
So r = (uα, eαα ∈ O (EN )) if and only if
Gαβe
α
αe
β
β = δαβ (2.26)
or, equivalently,
q−1∑
α=0
eααe
β
α = G
αβ,
where the matrix Gαβ is inverse to the matrix Gαβ from (2.10).
III. STOCHASTIC DIFFERENTIAL EQUATIONS IN VECTOR BUNDLE
SPACES
In this Section we assume that the reader is familiar with the concepts and basic results
on stochastic calculus, Brownian motion and diffusion processes (an excellent presentation
can be found in [7-9, 18-20], see also a brief introduction into the mentioned subjects in the
Appendix of this paper). The purpose of the Section is to extend the theory of stochastic dif-
ferential equations on Riemannian spaces [7-9] to the case of spaces with general anisotropy,
defined in the previous Section as v-bundles.
Let A0̂, A1̂, ..., Ar̂ ∈ X (EN ) and consider stochastic differential equations
dU (t) = Aα̂ ◦ dB
α̂ (t) + A0̂ (U(t)) dt, (3.1)
where α̂ = 1, 2, ..., r and ◦ is the symmetric Q-product (see Appendix A1). We shall use the
point compactification of space EN and write Ê N = E or Ê N = E ∪{∆} in dependence
of that if EN is compact or noncompact. By Ŵ (EN ) we denote the space of paths in EN ,
defined as
Ŵ (EN ) = {w : w is a smooth map [0,∞)→ Ê N with the property that w (0) ∈ EN and
w(t) = ∆, w(t′) = ∆ for all t′ ≥ t}
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and by B
(
Ŵ (EN )
)
the σ-field generated by Borel cylindrical sets.
The explosion moment e(w) is defined as
e (w) = inf{t, w(t) = ∆}
Definition 3.1.The solution U = U (t) of equation (3.1) in v-bundle space EN is defined
as such a (Ft)-compatible Ŵ (EN )-valued random element (i.e. as a smooth process in EN
with the trap ∆), given on the probability space with filtration (Ft) and r-dimensional
Ft)-Brownian motion B = B(t), with B(0) = 0, for which
f (U (t))− f (U (0)) =
∫ t
0
Aα̂ (t) (U (s)) δB
α̂ (s) +
∫ t
0
(A ◦ f) (U (s)) ds (3.2)
for every f ∈ F0 (EN ) (we consider f (∆) = 0), where the first term is understood as a
Fisk-Stratonovich integral.
In (3.2) we use δBα̂ (s) instead of dBα̂ (s) because on EN the Brownian motion must be
adapted to the N-connection structure.
In a manner similar to that for stochastic equations on Riemannian spaces [7] we can
construct the unique strong solution to the equations (3.1). To do this we have to use the
space of paths in Rr starting in point 0, denoted as W r0 , the Wiener measure P
W on W r0 , σ-
field Bt (W
r
0 )-generated by Borel cylindrical sets up to moment t and the similarly defined
σ-field.
Theorem 3.1. There is a function F : EN ×W
r
0 → Ŵ (EN ) being
⋂
µ B (EN) × Bt
(W r0 )
µ×PW /Bt
(
Ŵ (Ft)
)
-measurable (index µ runs all probabilities in (EN ,B(EN ) ) ) for
every t ≥ 0 and having properties:
1)For every U(t) and Brownian motion B = B (t) the equality U = F (U (0) , B) a.s. is
satisfied.
2)For every r-dimensional (Ft)-Brownian motion B = B (t) with B = B (0) , defined
on the probability space with filtration Ft, and EN -valued F′-measurable random element ξ,
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the function U = F (ξ, B) is the solution of the differential equation (3.1) with U (0) = ξ,
a.s.
Sketch of the proof. Let take a compact coordinate vicinity Vwith respect to a locally
adapted basis δα and express Aα = σ
α
α (u) δα, where functions σ
α
α (u) are considered as
bounded smooth functions in Rm+n , and consider on V the stochastic differential equation
dUαt = σ
α
α̂ (U
α
t ) ◦ δB
α̂ (t) + σα0 (Ut) dt, (3.3)
Uα0 = u
α, (α = 0, 1, ...q − 1).
Equations (3.3) are equivalent to
dUαt = σ
α
α̂ (U
α
t ) dB
α̂ (t) + σα0 (Ut) dt,
Uα0 = u
α,
where σα0 (u) = σ
α
0 (u) +
1
2
∑r
α̂=1
(
δσα
α̂
(u)
δuβ
)
σα̂β (u) . It’s known [7] that (3.3) has a unique
strong solution F : Rn+m ×W0 → Ŵ
n+m or F (u, w) = (U(t, u, w)) . Taking τV(w) = inf{t :
U(t, u, w) ∈ V } we define
UV (t, u, w) = U(t
∧
τV (w) , u, w) (3.4)
In a point u ∈ V ∩ V˜, where V˜ is covered by local coordinates uα˜, we have to consider
transformations
σα˜α (u˜ (u)) = σ
α
α(u)
∂uα˜
∂uα
,
where coordinate transforms uα˜ (uα) satisfy the properties (2.1). The global solution of (3.3)
can be constructed by gluing together functions (3.4) defined on corresponding coordinate
regions covering EN . ♦ (end of the proof)
Let Pu be a probability law on Ŵ (EN ) of a solution U = U (t) of equation (3.1) with
initial conditions U(0) = u. Taking into account the uniqueness of the mentioned solution
we can prove that U = U (t) is a A-diffusion and satisfy the Markov property [7] (see also
Appendix A3). Really, because for every f ∈ F0 (EN )
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df (U (t)) = (Aα̂f) (U (t)) ◦ dw
α̂ + (A0f) (U (t)) dt =
(Aα̂f) (U (t)) dw
α̂ + (A0f) (U (t)) d+
1
2
d (Aα̂f) (U (t)) · dw
α̂ (t)
and
d
(
A
β̂
f
)
(U (t)) = Aα̂
(
A
β̂
f
)
(U (t)) ◦ dwα̂ (t) +
(
A0̂Aβ̂f
)
(U (t)) dt,
we have
d (Aα̂f) (U (t)) · dw
α̂ (t) =
r∑
α̂=1
Aα̂ (Aα̂f) (U (t)) dt.
Consequently, it follows that
df (U (t)) = (Aα̂f) (U (t)) dw
α̂ (t) + (Af) (U (t)) dt,
i.e. the operator (Af) , defined by the equality
Af =
1
2
r∑
α̂=1
Aα̂ (Aα̂f) + A0f (3.5)
generates a diffusion process {Pu}, u ∈ EN .
The above presented results are summarized in this form:
Theorem 3.2. A second order differential operator Af generates a A-diffusion on
Ŵ (EN ) of a solution U = U (t) of the equation (3.5) with initial condition U (0) = u.
Using similar considerations as in flat spaces [7] on carts covering EN ., we can prove the
uniqueness of A-diffusion{Pu}, u ∈ EN on Ŵ (EN ).
IV. HEAT EQUATIONS IN BUNDLE SPACES AND FLOWS OF
DIFFEOMORFISMS
Let v-bundle EN be a compact manifold of class C
∞.We consider operators
A0, A1, ..., Ar ∈ X (EN )
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and suppose that the property
E[Supt∈[0,1]Supu∈U |D
α{f (U (t, u, w))}|] <∞
is satisfied for all f ∈ F0 (EN ) and every multiindex α in the coordinate vicinity U with U
being compact for every T > 0. The heat equation in F0 (EN )N is written as
∂ν
∂t
(t, u) = Aν(t, u), (4.1)
lim
t↓0,u→u
ν(t, u) = f (u) ,
where operator A acting on F (F0 (EN )) is defined in (3.5).
We denote by C1,2 ([0,∞)× F0 (EN )) the set of all functions f(t, u) on [0,∞)×EN being
smoothly differentiable on t and twice differentiable on u.
The existence and properties of solutions of equations (4.1) are stated according the
theorem:
Theorem 4.1. The function
ζ(t, u) = E[f(U(t, u, w)] ∈ C∞ ([0.∞)× EN ) (4.2)
f ∈ F0 (EN ) satisfies heat equation (4.1). Inversely, if a bounded function ν(t, u) ∈
C1,2 ([0,∞)× EN ) solves equation (4.1) and satisfies the condition
lim
k↑∞
E[ν(t− σk, U (σk, u, w)) : σk ≤ t] = 0 (4.3)
for every t > 0 and u ∈ EN , where σk = inf{t, U(t, u, w) ∈ Dk} and Dk is an increasing
sequence with respect to closed sets in EN ,
⋃
k
Dk = EN .
Sketch of the proof. The function ζ(t, u) is a function on EN , because u →
f (U (t, u, w)) ∈ C∞ and in this case the derivation under mathematical expectation symbol
is possible. According to (3.2) we have
f (U (t, u, w))− f (u) = martingale +
∫ t
0
(At) (U (s, u, w)) ds
for every u ∈ EN , i.e.
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ζ(t, u) = f (u) +
∫ t
0
E[(Af) (U (s, u, w)) ds. (4.4)
Because Anf ∈ F0 (EN ) , (n = 1, 2, ...) , we can write
ζ(t, u) = f (u) + t (Af) (u) +
∫ t
0
dt1
∫ t1
0
E
[(
A2f
)
(U (t2, u, w))
]
dt2 =
f (u) + t (Af) (u) +
t2
2
(
A2f
)
(u) +
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
E[
(
A3f
)
(U (t3, u, w))]dt3 =
f (u) + t (Af) (u) +
t2
2
(
A2f
)
(u) + ...+
∫ t
0
dt1
∫ t1
0
dt2...
∫ tn−1
0
E[(Anf) (U (tn, u, w)) dtn
from which it is clear that
ζ (t, u) ∈ C∞ ([0,∞)× EN ) .
In Chapter V, Section 3 of the monograph [7] it is proved the equality
(Aζt) (u) = E[(Af)U (t, u, w))] (4.5)
for every t ≥ 0, where ζt (u) = ζ (t, u) .
From (4.4) and (4.5) one follows that
ζ (t, u) = f (u) +
∫ t
0
(Aζ) (s, u)ds
and
∂ζ
∂t
(t, u) = Aζ (t, u) ,
i.e. ζ = ζ (t, u) satisfies the heat equation (4,1).
Inversely, let ν (t, u) ∈ C1,2 ([0,∞)× EN ) be a bounded solution of the equation (4.1).
Taking into account that P (e[U (·, u, w))] = ∞) = 1 for every u ∈ EN and using the Ito
formula (see (A6) in the Appendix) we obtain that for every t0 > 0 and 0 ≤ t ≤ t0 .
E[ν
(
t0 − t
∧
σn, U
(
t
∧
σn, u, w
))
]− ν (t0, u) =
E[
∫ t∧σn
0
{(Aν) (t0 − s, U (s, u, w))−
∂ν
∂t
(t0 − s, U (s, u, w))}ds]. (4.6)
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Supposing that conditions (4.3) are satisfied and considering n ↑ ∞ we obtain
E = {ν (t0 − t, U (t, u, w)) ; e[U (·, u, w)] > t} = ν (t0, u) .
For t ↑ t0 we have E[f (U (t0, u, w))] = ζ (t0, u) , i.e. ν (t, u) = ζ (t, u) .♦
Remarks; 1. The conditions (4.3) are necessary in order in order to select a unique
solution of (4.1).
2. Defining
ζ (t, u) = E[exp{
∫ t
0
C (U (s, u, w)) ds}f (U (t, u, w))]
instead of (4.2) we generate the solution of the generalized heat equation in EN :
∂ν
∂t
(t, u) = (Aν) (t, u) + C (u) ν (t, u) ,
lim
t↓0,u→u
ν (t, u) = f (u) .
For given vector fields A(α) ∈ X(EN ), (α) = 0, 1, ..., r in Section III we have constructed
the map
U = (U (t, u, w)) : EN ×W
r
0 ∋ (u, w)→ U (·, u, w) ∈ Ŵ (EN ) ,
which can be constructed as a map of type
[0,∞)× EN ×W
r
0 ∋ (u, w)→ U (t, u, w) ∈ ÊN .
Let us show that map u ∈ EN → U (t, u, w) ∈ ÊN is a local diffeomorphism of the manifold
EN for every fixed t ≥ 0 and almost every w that ∈ EN .
We first consider the case when EN ∼= R
n+m, σ (u) =
(
σαβ (u)
)
∈ Rn+m ⊗ Rn+m and
b (u) = (bα (u)) ∈ Rn+m are given smooth functions (i.e. C∞-functions) on Rn+m , ‖ σ (u) ‖
+ ‖ b (u) ‖≤ K (1 + |u|) for a constant K > 0 and all derivations of σα and bα are bounded.
It is known [7] that there is a unique solution U = U (t, u, w) , with the property that
E[(U (t))p] <∞ for all p > 1, of the equation
dUαt = σ
α
α̂ (Ut) dw
α̂ (t) + bα (Ut) dt, (4.7)
U0 = u, (α = 1, 2, ..., m+ n− 1),
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defined on the space
(
W r0 , P
W
)
with the flow (F0t ) .
In order to show that the map u → U (t, u, w) is a diffeomorphism of Rn+m it is more
convenient to use the Fisk-Stratonovich differential (see, for example, the Appendix A1) and
to write the equation (4.7) equivalently as
dUαt = σ
α
α̂ (Ut) ◦ δw
α̂ (t) + b
α
(Ut) dt, (4.8)
U0 = u,
by considering that
b
α
(u) = bα (u) +
1
2
r∑
α̂=1
(
δβσ
α
α̂
)
σβ
α̂
(u) . (4.9)
We emphasize that for solutions of equations of type (4.8) one holds the usual derivation
rules as in mathematical analysis.
Let introduce matrices σ′
α̂
=
(
σ′ (u)αα̂β =
δ
δuβ
σα
α̂
(u)
)
, b′ (u) =
(
b′ (u)αβ =
δbα
δuβ
)
, I = δαβ and
the Jacobi matrix Y (t) =
(
Y αβ (t) =
δUα
δuβ
(t, u, w)
)
, which satisfy the matrix equation
Y (t) = I +
∫ t
0
σ′α̂ (U (s)) Y (s) ◦ dw
α̂ (s) +
∫ t
0
b′ (U (s)) Y (s) ds. (4.10)
As a modification of a process U (t, u, w) one means a such process Û (t, u, w) that
PW{Û (t, u, w) = U (t, u, w) for all t ≥ 0} = 1 a.s.
It is known this result for flows of diffeomorphisms of flat spaces [24-26,7]:
Theorem 4.2. Let U (t, u, w) be the solution of the equation (4.8) (or (4.7)) on Wiener
space
(
W r0 , P
W
)
.Then we can choose a modification Û (t, u, w)of this solution when the map
u→ U (t, u, w) is a diffeomorphism Rn+m a.s. for every t ∈ [0,∞).
Process u = Û (t, u, w) is constructed by using equations
dUαt = σ
α
α̂ (Ut) ◦ δw
α̂ (t)− bα (Ut) dt,
U0 = u.
Then for every fixed T > 0 we have
U (T − t, u, w) = Û (t, U (T, u, w) , ŵ)
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for every 0≤ t ≤ T and u PW -a.s., where the Wiener process ŵ is defined as ŵ (t) =
w (T − t)− w (T ) , 0 ≤ t ≤ T.
Now we can extend the results on flows of diffeomorphisms of stochastic processes to
v-bundles. The solution U (t, u, w) of the equation (3.1) can be considered as the set of
maps Ut : u→ U (t, u, w) from EN to EˆN = EN ∪ {△}.
Theorem 4.3. A process |U | (t, u, w) has such a modification, for simplicity let denote
it also as U (t, u, w) , that the map Ut(w) : u→ U (t, u, w) belongs to the class C
∞ for every
f ∈ F0 (EN ) and all fixed t ∈ [0,∞) a.s. In addition, for every u ∈ U and t ∈ [0,∞) the
differential of map u→ U (t, u, w) ,
U (t, u, w)∗ : Tu (U (t, u, w))→ TU(t,u,w) (EN ) ,
is an isomorphism, a.s., in the set {w : U (t, u, w) ∈ EN }.
Proof. Let u0 ∈ EN and fix t ∈ [0,∞) . We can find a sequence of coordinate carts
U1, U2, ..., Up ⊂ EN that for almost all w that U (t, u0 ⊂ w) ∈ EN there is an integer p > 0
that {U (s, u0, w) : s ∈ [(k − 1) t/p, kt/p]} ⊂ U‖ , (k = 1, 2, ...p) . According to the theorem
4.2 we can conclude that for every coordinate cart U and {U (s, u0, w) ; s ∈ [0, 1]} ⊂ U a
map v → U (t0, v, w) is a diffeomorphism in the neighborhood of v0.The proof of the theorem
follows from the relation U (t, w0, w) = [Ut/p
(
θ(p−1)t/pw
)
◦ ...◦Ut/p
(
θt/pw
)
◦Ut/p] (u0) , where
θt : W
r
0 →W
r
0 is defined as (θtw) (s) = w (t+ s)− w (t) .♦
Let A0, A1, ..., Ar ∈ X (EN ) and Ut = (U (t, u, w)) is a flow of diffeomorphisms
on EN . Then A˜0, A˜1, ..., A˜r ∈ X (GL (EN )) define a flow of diffeomorphisms rt =
(r (t, r, w)) on GL (EN ) with (r (t, r, w)) = (U (t, u, w) , e (t, u, w)) , where r = (u, e) and
e (t, r, u) = U (t, u, w)∗ e is the differential of the map u → U (t, u, w) satisfying the
property U (t, u, w)∗ e = [U (t, u, w)∗ e0, U (t, u, w)∗ e1, ..., U (t, u, w)∗ eq−1]. In local coordi-
nates Aα̂ (u) = σ
α
α̂
δα, (α = 1, 2, ..., r) , A0 (u) = b
α (u) δα, e
α
β (t, u, w) = Y
α
γ (t, u, w) e
γ
β, where
Y αγ (t, u, w) is defined from (4.10). So we can construct flows of diffeomorphisms of the
bundle EN .
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V. NONDEGENERATE DIFFUSION IN BUNDLE SPACES
Let a v-bundle EN be provided with a positively defined metric of type (2.10) being
compatible with a d- connection D = {Γαβγ}. The connection D allows us to roll EN along
a curve γ (t) ⊂ Rn+m in order to draw the curve c (t) on EN as the trace of γ (t) . More
exactly, let γ : [0,∞) ∋ t→ γ (t) ⊂ Rn+m be a smooth curve in Rn+m, r = (u, e) ∈ O (EN ) .
We define a curve c˜ (t) = (c (t) , e (t)) in O (EN ) by using the equalities
dcα (t)
dt
= eαα (t)
dγα
dt
,
deαα (t)
dt
= −Γαβγ (c (t)) e
γ
α (t)
dcβ
dt
, (5.1)
cα (0) = uα, eαα (0) = e
α
α.
Equations (5.1) can be written as
dc˜ (t)
dt
= L˜α (c˜ (t)) dγ
α,
c˜ (0) = r,
where{L˜α} is the system of canonical horizontal vector fields (see (2.21)). Curve c (t) =
π (c˜ (t)) on EN depends on fixing of the initial frame p in a point u; this curve is parametrized
as c (t) = c (t, r, γ) , r = r (u, e) .
Let w (t) = (wα (t)) is the canonical realization of a n+m-dimensional Wiener process.
We can define the random curve U (t) ⊂ EN in a similar manner. Consider r (t) = (r (t, r, w))
as the solution of stochastic differential equations
dr (t) = L˜α (r (t)) ◦ δw
α (t) , (5.2)
r (0) = r,
where r (t, r, w) is the flow of diffeomorphisms on O (EN ) corresponding to the canonical
horizontal vector fields L˜1, L˜2, ..., L˜q−1 and vanishing drift field L˜0 = 0. In local coordinates
the equations (5.2) are written as
dUα (t) = eαα (t) ◦ δw
α (t) ,
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deαα (t) = −Γ
α
βγ (U (t)) e
γ
α ◦ δu
β,
where r (t) =
(
Uα (t) , eαα (t)
)
. It is obvious that r (t) =
(
Uα (t) , eαα (t)
)
∈ O (EN ) if r (0) ∈
O (EN ) because L˜α are vector fields on O (EN ) . The random curve {U
α (t)} on EN is
defined as U (t) = π [r (t)] . We point out that aw = (aw (t)) is another (n+m)-dimensional
Wiener process and as a consequence the probability law U (·, r, w) does not depend on
a ∈ O (n+m) . It depends only on u = π (r) . This law is denoted as Pw and should be
mentioned that it is a Markov process because a similar property has r (·, r, w) .
Remark 4.1. We can define r (t, r, w) as a flow of diffeomorphisms on GL (EN ) for
every d-connection on EN . In this case π [r (·, r, w)] does not depend only on u = π (t) and in
consequence we do not obtain a Markov process by projecting on EN . The Markov property
of diffusion processes on EN is assumed by the conditions of compatibility of metric and
d-connection (2.11) and of vanishing of torsion.
Now let us show that a diffusion {Pu} on EN can be considered as an A-diffusion process
with the differential operator
A =
1
2
∆E + b, (5.3)
where ∆E is the Laplace-Beltrami operator on EN ,
∆E f = G
αβ−→D α
−→
D βf = G
αβ δ
2f
δuαδuβ
− {
α
γβ
}
δf
δuα
, (5.4)
where operator
−→
D α is constructed by using Christoffel d-symbols (2.15) and b is the vector
d-field with components
bα =
1
2
Gβγ
(
{
α
βγ
} − Γαβγ
)
(5.5)
Theorem 5.1. The solution of stochastic differential equation (5.2) on O (EN ) defines
a flow of diffeomorphisms r (t) = (r (t, r, w)) on O (EN ) and its projection U (t) = π (r (t))
defines a diffusion process on EN corresponding to the differential operator (5.3).
Proof. Considering f (r) ≡ f (u) for r = (u, e) we obtain
f (U(t))− f (U (0)) = f (r (t))− f (r (0)) =
∫ r
0
(
L˜αf
)
(r (s)) ◦ δwα =
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∫ t
0
L˜αf (r (s)) δw
α +
1
2
∫ t
0
q−1∑
α=0
L˜α
(
L˜αf
)
(r (s)) ds.
Let us show that 1
2
q−1∑
α=0
L˜α
(
L˜αf
)
= Af. Really, because the operator (5.3) can be written as
A =
1
2
Gαβ
−→
D α
−→
D β =
1
2
(Gαβ
δ2
δuαδuβ
− {
α
γβ
}
δ
δuα
)
and taking into account (2.25) we have
L˜α
(
L˜αf
)
= L˜α (F∇f)α = (F∇∇f)αα = (∇γ∇δf) e
γ
αe
δ
α.
Now we can write
q−1∑
α=0
L˜α
(
L˜αf
)
=
q−1∑
α=0
(
−→
D α
−→
D βf )e
α
αe
β
β = G
αβ−→D α
−→
D βf
(see (2.26)), which complete our proof.♦
Definition 5.1. The process r (t) = (r (t, r, w)) from the theorem 5.1 is called the
horizontal lift of the A-diffusion U (t) on EN .
Proposition 5.1. For every d-vector field b = bα (u) δα on EN provided with the canon-
ical d-connection structure there is a d-connection D = {Γαβγ} on EN , compatible with
d-metric Gαβ ,which satisfies the equality (5.5).
Proof. Let define
Γαβγ = {
α
βγ
}+
2
q − 1
(
δαβ bγ −Gβγb
α
)
, (5.6)
where bα = Gαβb
β. By straightforward calculations we can verify that d-connection (5.6)
satisfies the metricity conditions
δγGαβ −GτβΓ
τ
γα −GατΓ
τ
γβ = 0
and that
1
2
Gαβ
(
{
γ
αβ
} − Γγαβ
)
= bγ .♦
We note that a similar proposition is proved in [7] for, respectively, metric and affine
connections on Riemannian and affine connected manifolds: M. Anastasiei proposed [28]
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to define Laplace-Beltrami operator (5.4) by using the canonical d-connection (2.13) in
generalized Lagrange spaces. Taking into account (2.16) and (2.17) and a corresponding
redefinition of components of d-vector fields (5.5), because of the existence of multiconnection
structure on the space H2n , we conclude that we can equivalently formulate the theory of
d-diffusion on H2n-space by using both variants of Christoffel d-symbols and canonical d-
connection.
Definition 5.2. For A = 1
2
∆E an A-diffusion U (t) is called a Riemannian motion on
EN .
Let an A-differential operator on EN is expressed locally as
Af (u) =
1
2
aαβ (u)
δ2f
δuαδuβ
(u) + bα (u)
δf
δuα
(u) ,
where f ∈ F (EN ) ,matrix a
αβ is symmetric and nonegatively defined . If aαβ (u) ξαξβ > 0 for
all u and ξ = (ξα) ∈ R
q\{0}, than the operator A is nondegenerate and the corresponding
diffusion is called nondegenerate.
By using a vector d-field bα we can define the 1-form
ω(b) = bα (u) δu
α,
where b = bαδα and bα = Gαβb
β in local coordinates. According the de Rham-Codaira
theorem [27] we can write
ω(b) = dF + δ̂β + α (5.7)
where F ∈ F (EN ) , β is a 2-form and α is a harmonic 1-form. The scalar product of p-forms
Λp (EN ) on EN is introduced as
(α, β)B =
∫
EN
< α, β > δu,
where
α =
∑
γ1<γ2<...<γp
αγ1γ2...γpδu
γ1
∧
δuγ2
∧
...
∧
δuγp,
β =
∑
γ1<γ2<...<γp
βγ1γ2...γpδu
γ1
∧
δuγ2
∧
...
∧
δuγp,
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βγ1γ2...γp = Gγ1τ1Gγ2τ2 ...Gγpτpβτ1τ2...τp,
< α, β >=
∑
γ1<γ2<...<γp
αγ1γ2...γp (u)β
γ1γ2...γp (u) ,
δu =
√
| detGαβ |δu
0δu1...δuq−1.
The operator δ̂ : Λp (EN )→ Λp−1 (EN ) from (5.7) is defined by the equality
(dα, β)p =
(
α, δ̂β
)
p−1
, α ∈ Λp−1 (EN ) , β ∈ Λp (EN ) .
De Rham-Codaira Laplacian ✷ : Λp (EN )→ Λp (EN ) is defined by the equality
✷ = −
(
dδ̂ + δ̂d
)
. (5.8)
A form α ∈ Λp (EN ) is called as harmonic if ✷α = 0 . It is known that ✷α = 0 if and
only if dα = 0 and δ̂α = 0.For f ∈ F (EN ) and U ∈ X (EN ) we can define the operators
gradf ∈ X (EN ) and divU ∈ F (EN ) by using correspondingly the equalities
gradf = Gαβδαδβf (5.9)
and
divU = −δ̂ωU =
1√
| detG|
δα
(
Uα
√
| detG|
)
. (5.10)
The Laplace-Beltrami operator (5.3) can be also written as
△E f = div(gradf) = −δ̂δ̂f (5.11)
for F (M) .
Let suggest that EN is compact and oriented and {Pu} be the system of diffusion measures
defined by a A-operator (5.3). Because EN is compact Pu is the probability measure on the
set Ŵ (EN ) = W (EN ) of all continuous paths in EN .
Definition 5.3. The transition semigroup Tt of A-diffusion is defined by the equality
(Ttf) (u) =
∫
W (EN )
f (w (t))Pu (dw) , f ∈ C (EN ) .
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For a connected open region Ω ⊂ EN we define ρ
Ωw ∈ Ŵ (Ω) , w ∈ Ŵ (EN ) by the
equality
(ρΩw) (t) = 〈
w(t),if t<τΩ(w),
∆,if t≥τΩ(w),
where τΩ (w) = inf{t : w (t) /∈ Ω}. We denote the image-measure Pu (u ∈ Ω) on map ρ
Ω as
PΩu ; this way we define a probability measure on Ŵ (Ω) which will be called as the minimal
A-diffusion on Ω. The transition group of this diffusion is introduced as
(
TΩt f
)
(u) =
∫
W (Ω)
f (w (t))PΩu (dw) =
∫
W (EN )
f (w (t)) I{τΩ(w)>t}Pu (dw) , f ∈ Cp (Ω) .
Definition 5.4. The Borel measure µ (du) on EN is called an invariant measure on
A-diffusion {Pu} if
∫
EN
Ttf (u)µ (du) =
∫
EN
f (u)µ (du) for all f ∈ C (EN ) .
Definition 5.5. An A-diffusion {Pu} is called symmetrizable (locally symmetrizable) if
there is a Borel measure ν (du) on EN
(
νΩ (du) on Ω
)
that
∫
EN
Ttf (u) g (u) ν (du) =
∫
EN
f (u)Ttg (u) ν (du) (5.12)
for all f, g ∈ C (EN ) and
(
∫
Ω
TΩt f (u) g (u) ν
Ω (du) =
∫
Ω
f (u)TΩt g (u) ν
Ω (du)
for all f, g ∈ C (Ω)).
The fundamental properties of A-diffusion measures are satisfied by the following theorem
and corollary:
Theorem 5.2. a) An A-diffusion is symmetrizable if and only if δ̂β = α = 0 (see (5.8));
this condition is equivalent to the condition that b = gradF, F ∈ F (EN ) and in this case the
invariant measures are of type C exp[2F (u)]du, where C = const.
b) An A-diffusion is locally symmetrizable if and only if δ̂β = 0 (see (5.8)) or, equivalently
, dw(b) = 0.
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c) A measure cdu (constant c > 0) is an invariant measure of an A-diffusion if and only
if dF = 0 (see (5.8)) or, equivalently, δ̂w(b) = −divb = 0.
Corollary 5.1. An A-diffusion is symmetric with respect to a Riemannian volume du
(i.e. is symmetrizable and the measure ν in (5.14) coincides with du) if and only if it is a
Brownian motion on EN .
We omit the proofs of the theorem 5.2 and corollary 5.1 because they are similar to those
presented in [7] for Riemannian manifolds. In our case we have to change differential forms
and measures on Riemannian spaces into similar objects on EN
VI. HEAT EQUATIONS FOR DISTINGUISHED TENSOR FIELDS IN VECTOR
BUNDLES
To generalize the results presented in Section IV to the case of d-tensor fields in EN we
use the Ito idea of stochastic parallel transport [27,30] (correspondingly adapted to trans-
ports in vector bundles provided with N-connection structure).
A. Scalarized Tensor d-fields and Heat Equations
Consider a compact bundle EN and the bundle of orthonormalized adapted frames on
EN denoted as O (EN ) . Let {L˜0, L˜1, ..., L˜q−1} be the system of canonical horizontal vector
fields on O (EN ) (with respect to canonical d-connection
−→
Γ
α
βγ. The flow of diffeomorphisms
r (t) = r (t, r, w) on O (EN ) is defined through the solution of equations
dr (t) = L˜α (r (t)) ◦ δw
α (t) ,
r (0) = r,
and this flow defines a diffusion process, the horizontal Brownian motion on O (EN ) , which
corresponds to the differential operator
1
2
∆O(EN ) =
1
2
∑
α
L˜α
(
L˜α
)
. (6.1)
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For a tensor d-field S (u) = S
α1α2...αp
β1β2...βq
(u) we can define its scalarization FS (r) = F
α1α2...αp
Sβ
1
β
2
...β
q
(a system of smooth functions on O (EN )) similarly as we have done in Section II, but in
our case by using frames satisfying conditions (2.23) in order to deal with bundle O (EN ) .
The action of Laplace-Beltramy operator on d-tensor fields is defined as
(∆T )α1α2...αpβ1β2...βq = G
αβ
(
−→
D α
(
−→
D βT
))α1α2...αp
β1β2...βq
= GαβT
α1α2...αp
β1β2...βq;αβ
,
where
−→
DT is the covariant derivation with respect to
−→
Γ
α
βγ. We can calculate (by putting
formula (2.21) into (6.1) that
∆O(EN )(F
α1α2...αp
Sβ1β2...βq
) = (F∆S)
α1α2...αp
β1β2...βq
.
For a given d-tensor field S = S (u) let defined this system of functions on [0,∞)×O (EN ):
V
α1α2...αp
β1β2...βq
(t, r) = E
[
F
α1α2...αp
Sβ1β2...βq
(r (t, r, w))
]
.
According to the theorem 4.1 V
α1α2...αp
β1β2...βq
is a unique solution of heat equation
∂V
∂t
=
1
2
∆O(EN )V, (6.2)
V|t=0 = F
α1α2...αp
Sβ1β2...βq
.
In a similar manner we can construct unique solutions of heat equations (6.2) for the
case when instead of differential forms one considers Rm+n-tensors (see [7] for details con-
cerning Riemannian manifolds). We have to take into account the torsion components of the
canonical d-connection on EN .
B. Boundary Conditions
We analyze the heat equations for differential forms on a bounded space EN :
∂α
∂t
=
1
2
✷α, (6.3)
α|t=0 = f,
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αnorm = 0, (dα)norm = 0, (6.4)
where ✷ is the de Rham-Codaira Laplacian (5.8),
αnorm = θq−1 (u) du
q−1,
(dα)norm =
q∑
γ=1
(
δα
δuq−1
−
δαq−1
δuγ
)
δuq−1
∧
δuγ.0
We consider the boundary of EN to be a manifold of dimension q = m+n and denote by
︷︸︸︷
EN
the interior part of EN and as ∂EN the boundary of EN . In the vicinity
︷︸︸︷
U of the boundary
we introduce the system of local coordinates u = {(uα) , uq−1 ≥ 0} for every u ∈ U and
u ∈ U ∩ ∂EN if and only if u
q−1 = 0.
The scalarization of 1-form α is defined as
[Fα]β (r) = θβ (u) e
β
β , r =
(
uβ, eββ
)
∈ O (EN ) .
Conditions (6.4) are satisfied if and only if
eαq−1 [Fα]α (r) = 0
and
e
β
β
δ
δuq−1
[Fα]β (r) = 0,
α=0,1,2,...,q-1, where e
α
β is inverse to e
α
β.
Now we can formulate the Cauchy problem for differential 1-forms (6.3) and (6.4) as a
corresponding problem for Rn+m-valued equivariant functions Vα (t, r) on O (EN ) :
∂Vα
∂r
(t, r) =
1
2
{∆O(EN ) Vα (t, r) +R
β
α (r)Vβ (t, r) , (6.5)
Vα (0, r) = (Ff )α (r) , (β = 0, 1, ..., q − 2), (α, β = 0, 1, ..., q − 1),
e
β
β
δ
δuq−1
Vβ (t, r)|∂O(EN ) = 0, f
β
q−1Vβ (t, r)|∂O(EN ) = 0,
where R
β
α (r) is the scalarization of the Ricci d-tensor and ∂O (EN ) = {r = (u, e) ∈ O (EN ) ,
u ∈ ∂EN }.
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The Cauchy problem (6.5) can be solved by using the stochastic differential equations
for the process (U (t) , c (t)) on Rn+m+ ×R
(n+m)2 :
dUαt = e
α
β̂
(t) ◦ δBβ̂ (t) + δαq−1δϕ (t) ,
deαβ (t) = −
−→
Γ
α
βγ (U (t)) e
γ
β (t) ◦ δU
β (t) =
−
−→
Γ
α
βγ (U (t)) e
γ
β (t) e
β
τ̂
(t) ◦ δB τ̂ (t)−
−→
Γ
α
q−1τ (U (t)) e
τ
β (t) δϕ (t) , (6.6)
(
β̂, τ̂ = 1, 2, ..., q − 1
)
where Bα (t) is a (n+m)-dimensional Brownian motion, U (t) is a nondecreasing process
which increase only if U (t) ∈ ∂EN . In [7] (Chapter IV,7) it is proved that for every Borel
probability measure µ onRn+m+ ×R
(n+m)2 there is a unique solution (U (t) , c (t)) of equations
(6.6) with initial distribution µ. Because if
Gαβ (U (0)) e
α
α (0) e
β
β (0) = δαβ
then for every t ≥ 0
Gαβ (U (t)) e
α
α (t) e
β
β (t) = δαβ a.s.
(this is a consequence of the metric compatibility criterions (2.10)) we obtain a diffusion
process r (t) = (U (t) , c (t)) onO (EN ) . This process is called the horizontal Brownian motion
on the bundle O (EN ) with a reflecting bound . Let introduce the canonical horizontal fields
(as in (2.21))
(
L˜αF
)
(r) = eαα
∂F (r)
∂uα
−
−→
Γ
α
βγ (u) e
γ
αe
β
τ
∂F (r)
∂eατ
, r = (u, e) ,
define the Bochner Laplacian as
∆O(EN ) =
q∑
α=1
L˜α
(
L˜α
)
and put
αq−1q−1 (r) = Gq−1q−1(u), αq−1ββ = −e
τ
β
−→
Γ
β
q−1τ (u)G
q−1q−1.
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Theorem 6.1. Let r (t) = (U (t) , c (t)) be a horizontal Brownian motion with reflecting
bound giving as a solution of equations (6.6). Then for every smooth function S (t, r) on
[0,∞)× O (EN ) we have
dS (t, r(t)) = L˜α̂S (t, r (t)) δB
α̂+
{
1
2
(
∆O(EN )S
)
(t, r (t)) +
∂S
∂t
(t, r (t))}dt+
(
U˜q−1S
)
(t, r (t)) δϕ (t) ,
where U˜q−1 is the horizontal lift of the vector field Uq−1 =
δ
δuq−1
defined as
(
U˜q−1S
)
(t, r) =
δS
δuq−1
(t, r) +
αq−1ββ
αq−1q−1 (r)
∂S
∂eββ
(t, r)
and
δU q−1 (t) δU q−1 (t) = αq−1q−1 (r (t)) dt, δU q−1 (t) δeββ (t) = α
q−1β
β (r (t)) dt.
The proof of this theorem is a straightforward consequence of the Ito formula (see (a6)
in the Appendix) and of the property that
∑
α e
α
α (t) e
β
α (t) = G
αβ (U (t)) (see (2.26)).
Finally, in this subsection, we point out that for diffusion processes we are also dealing
with the so-called (A,L)-diffusion for bounded manifolds (see, for example, [7] and formula
(a12)) which is defined by second order operators A and L given correspondingly on EN and
∂EN .
VII. DISCUSSION
In the present paper we have given a geometric evidence for a generalization of stochastic
calculus on spaces with local anisotropy . It was possible a consideration rather similar to
that for Riemannian manifolds by using adapted to nonlinear connection lifts to tangent
bundles [31] and restricting our analysis to the case of v-bundles provided with compatible
N-connection, d-connection and metric structures. We emphasize that in the so-called al-
most Hermitian model of generalized Lagrange geometry [11,12] this condition is naturally
satisfied. As a matter of principle we can construct diffusion processes on every space EN
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provided with arbitrary d-connection structure. In this case we can formulate all results
with respect to an auxiliary convenient d-connection, for instance, induced by the Christof-
fel d-symbols (2.15), and then by using deformations of type (2.16) (or (2.17)) we shall find
the deformed analogous of stochastic differential equations and theirs solutions.
When the results of this paper have been communicated during the Iasi Academic Days,
Romania, October 1994 [32] Academician R. Miron and Professor M. Anastasiei pointed our
attention to the pioneer works on the theory of diffusion on Finsler manifolds with applica-
tions in biology by P.L. Antonelli and T.J.Zastavniak [1,33]. Here we remark that because
on Finsler spaces the metric in general is not compatible with connection the definition of
stochastic processes is very sophisticated. Perhaps, the uncompatible metric and connection
structures are more convenient for modeling of stochastic processes in biology and this is
successfully exploited by the mentioned authors in spite of the fact that in general it is
still unclear the possibility and manner of definition of metric relations in biology. As for
formulation of physical models of diffusion in anisotropic media and on locally anisotropic
spaces we have to pay a due attention to the mutual concordance of the laws of transport
(i.e. of connections) and of metric properties of the space, which in physics plays a crucial
role. This allows us to define the Laplace-Beltrami, gradient and divergence operators and
in consequence to give the mathematical definition of diffusion process on la-spaces in a
standard manner.
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APPENDIX A: STOCHASTIC EQUATIONS AND DIFFUSION PROCESSES ON
EUCLIDEAN SPACES
We summarize the results necessary for considerations in the original part of this paper.
Details on stochastic calculus and diffusion can be found, for example, in works [7,18-23].
1. Basic Concepts and Notations
Let consider the probability space (Ω,F , P ) , where (Ω,F) is a measurable space, called
the sample space, on which a probability measure P can be placed. A stochastic process
is a collection of random variables X = {XL; 0 ≤ t < ∞} on (Ω,F) , which take values
in a second measurable space (S,B ) , called the state space. For our purposes we suggest
that (S,B ) is locally a r-dimensional Euclidean space equipped with a σ-field of Borel sets,
when we have the isomorphism S ∼= Rr and B ∼= B (Rr) , where B (U) denotes the smallest
σ-field containing all open sets of a topological space U . The index t ∈ [0,∞) of the random
variables Xt will admit a convenient interpretation as time.
We equip the sample space(Ω,F) with a filtration, i.e. we consider a nondecreasing
family {F , t ≥ 0} of sub σ-fields of F : Fs ⊆ Ft ⊆ F for 0≤ s < t < ∞. We set F∞ =
σ
( ⋃
t≥0
F
)
.
One says that a sequence Xn converges almost surely (one writes in brief a.s.) to X if
for all ω ∈ Ω, excepting subsets of zero probability, one holds the convergence
lim
n→∞
Xn (ω) = X (ω) .
A random variable Xt is called p-integrable if
∫
Ω
|X (ω)|p P (dω) <∞, p > 0, ω ∈ Ω, a.s. (a1)
(Xt is integrable if (a1) holds for p = 1). For an integrable variable X the number
E (X) =
∫
Ω
X (w)P (dω)
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is the mathematical expectation of X with respect to the probability measure P on (Ω,F) .
Using a sub- σ-field G of σ-field F we can define the value
E (X,G) =
∫
G
X (ω) dω
called as the conditional mathematical expectation of X with respect to G.
Smooth random processes are modeled by the set of all smooth functions w : [0,∞) ∋
t → w (t) ∈ Rr, denoted as W r = C ([0,∞)→Rr ) . Set W r is complete and separable
with respect to the metric
ρ (w1, w2) =
∞∑
n=1
2−n
[(
max
0≤t≤n
|w1 (t)− w2 (2)|
)∧
1
]
,
w1, w2 ∈ W
r, where a
∧
1 = min{a, 1}.
Let B (W r) be a topological σ-field. As a Borel cylindrical set we call a set B ⊂ W r,
defined as B = {w : (w (t1) , w (t2) , ..., w (tn)) and E ⊂ B (R
nr) . We define as C ⊂ B (W r)
the set of all Borel cylindrical sets.
Definition A1. A process {Xt,Ft, 0 ≤ t < ∞} is said to be a submartingale (or
supermartingale ) if for every 0 ≤ s < t < ∞, we have P˙−a.s. E (Xt|F) ≥ Xs (or
E (Xt|F) ≤ Xs). We shall say that {Xt,Ft, 0 ≤ t < ∞} is a martingale if it is both a
submartingale and a supermartingale.
Let the function p (t, x) , t > 0, x ∈ Rr is defined as
p (t, x) = (2πt)−
r
2 exp
[
−
|x|2
2t
]
and X = (Xt)t∈[0,∞) is a r-dimensional process that for all 0 < t1 < ... < tm and Ei ∈ B (R
r) ,
i = 1, 2, ..., m,
P{Xt1 ∈ E1, Xt2 ∈ E2, ..., Xtm ∈ Em} =∫
R∇
µ (dx)
∫
E1
p (t1, x1 − x) dx1
∫
E2
p (t2 − t1, x2 − x1) dx2...
∫
Em
p (tm − tm−1, xm − xm−1) dxm,
(a2)
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where µ is the probability measure on(Rr, B (Rr)) .
Definition A2. A process X = (Xt) with the above stated properties is called a r-
dimensional Brownian motion (or a Wiener process with initial distribution µ. A probability
PX on (W r,B (W r)) , where P{w : w (t1) ∈ E1, w (t2) ∈ E2, ..., w (tm) ∈ Em} is given by
the right part of (a.2) is called a r-dimensional Wiener distribution with initial distribution
µ.
Now, let us suggest that on the probability space (Ω,F , P ) a filtration (Ft) , t ∈ [0,∞ )
is given. We can introduce a r-dimensional (Ft)-Brownian motion as a d-dimensional smooth
process X = (X (t))t∈[0,∞) , (Ft)-coordinated and satisfying condition
E [exp [i < ξ,Xt −Xs >] |Fs ] = exp
[
− (t− s) |ξ|2 /2
]
a.s .
for every ξ ∈ Rr and 0 ≤ s < t.
The next step is the definition of the Ito stochastic integral [21,7,18-20]. Let denote as
L2 the space of all real measurable processes Φ = {Φ (t, u)}t≥0 on Ω, (Ft) -adapted for every
T > 0,
‖ Φ ‖22,T
.
= E
 T∫
0
Φ2 (s, ω)ds <∞
 ,
where ”
.
= ” means ”is defined to be”. For Φ ∈ L2 we write
‖ Φ ‖2
.
=
∞∑
n=1
2−2
(
‖ Φ ‖2,n
∧
1
)
.
We restrict our considerations to processes of type
Φ (t, ω) = f0 (ω) I{t=0} +
∞∑
i=0
fi (ω) I(titi+1] (t) , (a3)
where IA (B) = 1, if A ⊂ B and IA (B) = 0, if A ⊆ B.
Let denote M2 = {X = (Xt)t≥0 ;X is a quadratic integrable martingale on (Ω,F , P )
referring to (Ft)t≥0 and X0 = 0 a.s. } and M
c
2 = { X ∈ M2; t → X is smooth a.s.}. For
X ∈ M2 we use denotations
|X|T
.
= E
[
X2T
] 1
2 , T > 0,
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and |X| =
∞∑
n=1
2−n (|X|n
∧
1) .
Now we can define stochastic integral on (Ft)-Brownian motion B (t) on (Ω,F , P ) as a
map
L2∋Φ→ I (Φ) ∈M
c
2.
For a process of type (a3) we postulate
I (Φ) (t, ω) =
n−1∑
i=0
[fi (ω) (B (ti+1, ω)− B (ti, ω)) + fn (ω) (B (t, w)−B (tn, ω))] =
∞∑
i=0
fi
(
B
(
t
∧
ti+1
)
− B
(
t
∧
ti
))
(a4)
for tn ≤ t ≤ tn+1, n = 0, 1, 2, ....
Process I (Φ) ∈ Mc2 defined by (a4) is called the stochastic integral of Φ ∈ L2 on
Brownian motion B (t) and is denoted as
I (Φ) (t) =
t∫
0
Φ (s, ω) dB (s, w) =
t∫
0
Φ (s) dB (s) . (a5)
It is easy to verify that the integral (a5) satisfies properties:
|I (Φ)|T =‖ Φ ‖2,T=‖ Φ ‖2,
E
(
I (Φ) (t)2
)
=
∞∑
i=0
E
[
f 2i
(
t
∧
ti+1 − t
∧
ti
)]
= E
 t∫
0
Φ2 (s, w)ds

and
I (αΦ + βΨ) (t) = αI (Φ) (t) + βI (Ψ) (t) ,
for every Φ,Ψ ∈ L2 (α, β ∈ R) and t ≥ 0.
Consider a measurable space (Ω,F) equipped with a filtration (Ft ) . A random time
T is a stopping time of this filtration if the event {T ≤ t} belongs to the σ-field(Ft ) for
every t ≥ 0. A random time is an optional time of the given filtration if {T ≤ t} ∈ (Ft )
for every t ≥ 0. A real random process X = (Xt)t>0 on (Ω,F , P ) is called a local (Ft)
-martingale if it is adapted to (Ft ) and there is a sequence of stopping (Ft )-moments σn
with σn < ∞, σn ↑ ∞ and Xn = (Xn(t)) is a (Ft )-martingale for every n = 1, 2, ..., where
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Xn = X (t
∧
σn) . If Xn is a quadratic integrable martingale for every n, than X is called a
local quadratic integrable (Ft )-martingale .
Let denote Mloc2 = { X = (Xt)t≥0 , X is a locally quadratic integrable (Ft )-martingale
and X0 = 0 a.s.} and M
c,loc
2 ={X ∈ M
loc
2 : t → Xt is smooth a.s.}. In a similar manner
with the Brownian motion we can define stochastic integrals for processes Φ ∈ L2 and
Φ ∈ Lloc2 on M ⊂ M
loc
2 (we have to introduce M (tj, ω) instead of B (tj , ω) respectively for
tj = ti+1, tj = ti, ti = tn, tj = 1 in formulas (a4)). In this case one denotes the stochastic
integral as
IM (Φ) (t) =
t∫
0
Φ (s) dM (s) .
A great part of random processes can be expressed as a sum of a mean motion and
fluctuations (Ito processes)
X (t) = X (0) +
t∫
0
f (s) ds+
t∫
0
g (s) dB (s) ,
where
t∫
0
f (s) ds defines a mean motion ,
t∫
0
g (s) dB (s) defines fluctuations and
∫
dB is a
stochastic integral on Brownian motion B (t) . In general such processes are sums of processes
with limited variations and martingales. Here we consider the so-called smooth semimartin-
gales introduced on a probability space with a given filtration (Ft)t≥0 , M
i (t) ∈ Mc,loc2 and
Ai (t) being smooth (Ft)-adapted processes with trajectories having a limited variation and
Ai(0) = 0 (i=1,2,...,r). So a smooth r-dimensional semimartingale can be written as
X i (t) = X i (0) +M i (t) + Ai (t) . (a6)
For processes of type (a6) one holds the Ito formula [21,7,18-20] which gives us a differential-
integral calculus for paths of random processes:
F (X (t))− F (X (0)) =
t∫
0
F ′i (X (s)) dM
i (s) +
1
2
t∫
0
F ′′ij (X (s)) d < M
iM j > (s, ) , (a7)
where F ′i =
∂F
∂xi
, F ′′ij =
∂2F
∂xi∂xj
, < M iM j > is the quadratic covariation of processes M i
,M j ∈M2, which really represents a random process A = At, parametrized as a difference
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of two natural integrable processes with the property that MtNt − At is a (Ft)-martingale.
Here we remark that a process Q = Qt is an increasing integrable process if it is (Ft)-
adapted, Q0 = 0, the map t → Q1 is left-continuous , Qt ≥ 0 and E (Qt) < ∞ for every
t ∈ [0,∞). A process Q is called natural if for every bounded martingale M = (Mt) and
every t ∈ [0,∞)
E
 τ∫
0
MsdAs
 = E
 t∫
0
MsdAs
 .
There is another way of definition of stochastic integration instead of Ito integral , the
so-called Fisk-Stratonovich integral, which obeys the usual rules of mathematical analysis.
Let introduce denotations : A is the set of all such smooth (Ft)-adapted processes A = (At)
that A0 = 0 and t → At is a function with limited variation on every finite integral a.s.;
B is the set of all such (Ft)-predictable processes Φ = (Φt) that with the probability one
the function t → Φt is a bounded function on every finite interval and (t, ω) → Xt (ω) is
C/B (Rr)-measurable; O is the set of quasimartingales (for every X ⊂ O we have the
martingale part MX and the part with limited variation ). For every Φ ∈ B and X ∈ O one
defines the scalar product
(Φ ◦X) = X (0) +
t∫
0
Φ (s, w) dMX (s) +
t∫
0
Φ (s, w) dAX (s) , t ≥ 0,
as an element of O . One introduces an element Φ ◦ dX ∈ dO as
ΦdX = Φ ◦ dX = d (Φ ◦X)
in order to define the symmetric Q-product :
Y ◦ dX = Y dX +
1
2
dXdY
for dX ∈ dO and Y ∈ O. The stochastic integral
t∫
0
Y ◦ dX is called the symmetric Fisk-
Stratonovich integral.
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2. Stochastic Differential Equations
Let denote as Ac,r the set of functions satisfying the conditions : α (t, w) : [0,∞)×W r →
Rr ×Rr are B ([0,∞))× B (W r) /B (Rr ⊗Rr)-measurable, for every t ∈ [0,∞) a function
W r ∋ w → α (t, w) ∈ Rr×Rr is Bt (W
r) /B
(
Rd ⊗Rc
)
-measurable, where Rr×Rc denotes
the set of r× c matrices, B (Rr ⊗Rr) is the topological σ-field on Rr×Rc , obtained in the
result of identification of Rr ×Rc with rc-dimensional Euclidean space.
Suppose that values α ∈ Ar,c and β ∈ Ar,1 are given and consider the next stochastic
differential equations for a r-dimensional smooth process X = (X (t))t≥0 :
dXǫt =
r∑
j=1
αǫγ (t, X) dB
γ (t) + βǫ (t, X) dt, (a8)
(ǫ = 1, 2, ..., r),
for simplicity also written as
dXt = α (t, X) dB (t) + β (t, X) dt.
As a weak solution (with respect to a c-dimensional Brownian motion B (t) , B (0) = 0
a.s.) of the equations (a8) we mean a r-dimensional smooth process X = (X (t))t≥0 , defined
on the probability space (Ω,F ,P ) with such a filtration of σ-algebras (F⊔)⊔≥′ thatX = X (t)
is adapted to (F⊔)⊔≥′ , i.e. a map ω ∈ Ω→ X(ω) ∈ W
r is defined and for every t ∈ [0,∞)
this map is F⊔/B⊔ (W
r )-measurable; we can define processes Φδβ (t, ω) = α
δ
β (t, X (ω)) ⊂ L
loc
2
and Ψδ (t, ω) = βδ (t, X (ω)) ⊂ Lloc1 ; values X (t) = (X
1 (t) , X2 (t) , ..., Xr (t)) and B (t) =
(B1 (t) , B2 (t) , ..., Bc (t)) satisfy equations
X i (t)−X i (0) =
c∑
β=1
t∫
0
αδβ (s,X) dB
β (s) +
t∫
0
βδ (s,X) ds, (a9)
with the unit probability, where the integral on dBβ (s) is considered as the Ito integral (a7).
The first and the second terms in (a9) are called correspondingly as the martingale and drift
terms.
Let σ (t, x) = σij (t, x) be a Borel function (t, x) ∈ [0,∞)×R
r → Rr ⊗Rr and b (t, x) =
{bi (t, x)} be a Borel function (t, x) ∈ [0,∞)×Rr → Rr. Then α (t, w) = σ (t, w (t)) ⊂ Ar,c
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and β (t, w) = b (t, w (t)) ∈ Ar,1. In this case the stochastic differential equations (a8) are of
the Markov type and can be written in the form
dX i (t) =
r∑
k=1
σik (t, X (t)) dB
k (t) + bi (t, X (t)) dt. (a10)
If σ and b depend only on x ∈ R⌋ we obtain a equation with homogeneous in time t
coefficients.
Function Φ (x, w) : Rr ×W c0 → W
r,W c0 = {w ∈ C ([0,∞)→R
r) ;w (0) = 0} is called
Ê (Rr ×W c0 )-measurable if for every Borel probability measure µ on R
r there is a func-
tion Φ˜µ (x, w) : R
r ×W c0 → W
c, which is B(Rr ×W c0 )
µ×PW
/B (W r)-measurable for all
x (µ) ,Φ (x, w) = Φ˜µ (x, w) and P
W -almost all w (PW is the c-dimensional Wiener measure
on W c0 , i.e. a distribution B ).
A solution X = (X (t)) of the equations (a8) with a Brownian motion B = B (t) is called
a strong solution if there is a function F (x, w) : Rr ×W c0 → W
r, which is Ê
(
R∇ ×W c0
)
-
measurable for every x ∈ Rr , w → F (x, w) is Bt (W c0 )
PW
/Bt (W
c)-measurable for every
t ≥ 0 and X = F (X (0) , B) a.s.
We obtain a unique strong solution if for every r-dimensional(F⊔)-Brownian motion
B = B (t) (B (0) = 0) on the probability space with the filtration (Ft) and arbitrary (F0)-
measurable Rr-valued random vector X = F (ξ, B) is a solution of (a8) on this space with
X (0) = ξ a.s. So, a strong solution can be considered as a function F (x, w) which generates
a solution X of equation (a8) if and only if we shall fix the initial value X (0) and Brownian
motion B.
3. Diffusion Processes
As the diffusion processes one names the class of processes which are characterized by
the Markov property and smooth paths (see details in [22,23,.7]). Here we restrict ourselves
with the definition of diffusion processes generated by second order differential operators on
Rr :
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Af (x) =
1
2
r∑
i,j=1
aij (x)
∂2f
∂xi∂xj
(x) +
r∑
i=1
bi (x)
∂f
∂x
(x) , (a11)
where aij (x) and bi (x) are real smooth functions on Rr, matrix aij (x) is symmetric and
positively defined . Let denote by R̂r = Rr ∪{∆} the point compactification of Rr. Every
function f on Rr is considered as a function on R̂r with f (∆) = 0. The region of definition
of the operator (a11) is taken the set of doubly differentiable functions with compact carrier,
denoted as C2K (R
r) . Let B
(
Ŵ r
)
be the σ-field generated by the Borel cylindrical sets, where
Ŵ r = {w : [0,∞) ∋ t → w (t) ∈ R̂r is smooth and if w (t) = ∆ , then w (t′) = ∆ for all
t′ ≥ t. The value e (w) = inf{t;w (t) = ∆, w ∈ Ŵ r} is called the explosion time of the path
w.
Definition A3. A system of Markov probability distributions {Px, x ∈ R
r} on(
Ŵ r,B
(
Ŵ r
))
, which satisfy conditions : PX{w : w(0) = x} = 1 for every x ∈ R
r;
f (w (t))−f (w (0))−
t∫
0
(Af) (w (s)) ds is a
(
Px,Bt (Ŵ
r)
)
-martingale for every f ∈ C2K (R
r )
and x ∈ Rr defines a diffusion measure generated by an operator A (or A-diffusion).
Definition A4. A random process X = (X (t)) on Rr is said to be a diffusion process,
generated by the operator A (or simply a A-diffusion process) if almost all paths [t→ X (t)]
∈ Ŵ r and probability law of the process X coincides with Pµ (·) =
∫
Rr
Px (·)µ (dx) , where
µ is the diffusion measure generated by the operator A and {Px} is the probability law of
X (0) .
To a given A-diffusion we can associate a corresponding stochastic differential equation.
Let the matrix function σ (x) =
(
σij (x)
)
∈ Rr × Rr defines aij (x) =
r∑
k=1
σik (x) σ
j
k (x) and
consider the equations
dX i (t) =
r∑
k=1
σik (X (t)) dB
k (t) + bi (X (t)) dt. (a12)
There is an extension of (Ω,F ,P ) with a filtration (Ft) of the probability space(
Ŵ r,B
(
Ŵ r
)
, PX
)
and with a filtration Bt
(
Ŵ r
)
and a (Ft)-Brownian motion B (t) (see [7] and the previous
subsections in this Appendix) that putting X (t) = w (t) and e = e (w) one obtains for
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t ∈ [0, e)
X i (t) = xi +
r∑
k=1
t∫
0
σik (X (s)) dB
k (s) +
t∫
0
bi (X (s)) ds.
So (X (t) , B (t)) is the solution of the equations (a12) with X (0) = x.
If bounded regions are considered, diffusion is described by second order partial differen-
tial operators with boundary conditions. Let denote D = Rrt = {x = (x
1, x2, ....xr); xr ≥ 0
}, ∂D = {x ∈ D, xr = 0}, D0 = {x ∈ D; xr > 0}. The Wentzell bound operator is defined
as a map from C2K (L) to the space of smooth functions on ∂D of this type:
Lf (x) =
1
2
r−1∑
i,j=1
αij (x)
∂2f
∂xi∂xj
(x) +
r−1∑
i=1
βi (x)
∂f
∂x
(x) + µ (x)
∂f
∂xr
(x)− ρ (x)Af (x) , (a13)
where x ∈ ∂D, αij (x) , βi (x) , µ (x) and ρ (x) are bounded smooth functions on ∂D, αij (x)
is a symmetric and nondegenerate matrix, µ (x) ≥ 0 and ρ (x) ≥ 0.
A diffusion process defined by the operators (a11) and (a13) is called a (A,L)-diffusion.
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