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Abstract
Background:  The advent of RNA interference techniques enables the selective silencing of
biologically interesting genes in an efficient way. In combination with DNA microarray technology
this enables researchers to gain insights into signaling pathways by observing downstream effects
of individual knock-downs on gene expression. These secondary effects can be used to
computationally reverse engineer features of the upstream signaling pathway.
Results:  In this paper we address this challenging problem by extending previous work by
Markowetz et al., who proposed a statistical framework to score networks hypotheses in a
Bayesian manner. Our extensions go in three directions: First, we introduce a way to omit the data
discretization step needed in the original framework via a calculation based on p-values instead.
Second, we show how prior assumptions on the network structure can be incorporated into the
scoring scheme using regularization techniques. Third and most important, we propose methods
to scale up the original approach, which is limited to around 5 genes, to large scale networks.
Conclusion: Comparisons of these methods on artificial data are conducted. Our proposed
module network is employed to infer the signaling network between 13 genes in the ER-α pathway
in human MCF-7 breast cancer cells. Using a bootstrapping approach this reconstruction can be
found with good statistical stability.
The code for the module network inference method is available in the latest version of the R-
package nem, which can be obtained from the Bioconductor homepage.
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Background
In the modern field of systems biology scientists aim to
get insights into the architecture and behavior of complex
cellular and genomic processes. An important task in this
context is the detection of novel interdependencies
between gene products. This insight into the genomic net-
works is an important step towards a better understanding
of the functional aspects of a biological system and of
great value for drug target identification at a later stage.
Within this context modern DNA microarray technology
plays an important role. In addition, the advent of RNA
silencing techniques has further increased its power by
allowing the selective knock-down of certain genes of
interest. This may enable us to detect interdependencies
between gene products on a non-transcriptional level. The
genes of interest are knocked down individually, and the
respective downstream effects on gene expression are
measured by using genome-wide microarrays. By observ-
ing the nested structure of significant up or down regula-
tions of affected genes, this may allow one to reverse
engineer features of the upstream signaling pathway [1].
In a recent work Markowetz et al. [2] introduced a method
to reverse engineer the signaling pathway between per-
turbed genes using the nested structure of secondary
downstream effects. They developed a Bayesian statistical
framework, in which for a given network hypothesis one
can calculate a score and thus can reduce the set of all pos-
sible networks to the most likely ones. A severe limitation
of this method lies, however, in the restriction to small
networks of up to 5 genes, because the method com-
pletely enumerates all possible network hypotheses. Fur-
thermore, a difficulty in the practical use is the required
binary discretization of the data ("secondary effect
present/not present").
In our work we therefore aim to extend the framework by
Markowetz et al. in order to make it practically applicable
for a broader range of real life problems. We are thereby
motivated by biological experiments conducted in our
department: 13 genes in the ER-α  pathway in human
MCF-7 breast cancer cells were silenced via small interfer-
ing RNAs and the effects on gene expression were subse-
quently measured on cDNA microarrays. Our extensions
of the original approach go in three directions: First, we
introduce a way to omit the data discretization step
needed via a calculation based on p-values instead, which
is more suitable for our data and makes the whole frame-
work more flexible (generalized inference framework). Sec-
ond, we show how prior assumptions on the network
structure can be incorporated into the network scoring
scheme via techniques from regularization theory [3].
Third and most important, we develop and investigate
methods to scale up the network inference to large scale
networks. For this purpose two approaches are consid-
ered: simulated annealing on a restricted set of possible
networks and our so-called module networks, which build
the complete network recursively from smaller pieces that
are connected subsequently. In order to validate these
approaches we conduct studies on artificially created net-
works and show that module networks offer the highest
sensitivity and specificity in the reconstruction of edges in
the networks. Finally, we demonstrate the applicability of
our approach to real data by inferring the complete 13
genes ER-α signaling pathway network. Using a bootstrap-
ping approach this reconstruction can be found with good
statistical stability and hence seems to be reliable.
Results and discussion
Statistical Inference Framework for Signaling Pathways 
from RNAi Data
We start with a brief review of the statistical inference
framework for signaling pathways by Markowetz et al.: In
general within this framework one distinguishes between
silenced genes (S-genes) and genes showing a down-
stream effect (E-genes). It is assumed that each E-gene is
attached to a single S-gene only (Figure 1). Knocking
down a specific S-gene Sk interrupts signal flow in the
downstream pathway, and hence an effect on the E-genes
attached to Sk and all S-genes depending on Sk is expected.
Let us assume n knock-downs are performed and there
exist m E-genes in total. The outcomes of these experi-
ments are summarized in an m × n data matrix D. Accord-
ing to Bayes' formula a specific network hypothesis Φ ∈
{0,1}n × {0,1}n can be scored as:
P(Φ|D) ∝ P(D|Φ)P(Φ)( 1 )
The position of the E-genes is introduced as a model
parameter Θ = {θi|θi ∈ {1,..., n}, i = 1,..., m}, i.e θi = j, if E-
gene i is attached to S-gene j. Assuming independence of
the observations (rows) Di in the data matrix D (given a
fixed network hypothesis Φ and model parameters Θ) one
can write down the conditional likelihood P(D)|Φ, Θ) as:
It is furthermore assumed that all parameters θi are statis-
tically independent, i.e.
The likelihood P(D|Φ) can now be written as:
P(D|Φ) = ∫P(D|Φ, Θ) P(Θ|Φ)dΘ (4)
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Please note that the edges in network Φ can either repre-
sent transcriptional regulation events or phosphorilation
or post-translational effects, as we reconstruct the signal
flow in the network based on the nested structure of the
measured effects. The effects on the E-genes that are meas-
ured are transcriptional effects, which are ultimately regu-
lated by transcription factors. Some E-genes may be
regulated by kinases, as due to the inherent nature of
microarray measurements, it is impossible to distinguish
between direct and indirect effects.
Our Approach
Generalized Inference Framework
In their original work Markowetz et al. suppose the data
matrix D to consist of counts, how often a specific E-gene
shows an effect in  experiment repetitions. This requires
a data discretization step, for which user specified type-I
and type-II error rates are assumed. The choice of these
parameters is certainly critical for the inference procedure,
because it directly influences (5) and appears to be diffi-
cult to estimate. Markowetz et al. suppose to have both,
positive and negative controls (pathway stimulated/not
stimulated) for this procedure, which for our data is not
available (see Section "Methods"). In contrast, in our
approach we make the assumption that D is an m × n
matrix of (raw) p-values, which specify the likelihood of E-
gene i being differentially expressed after knock-down of
S-gene k. The p-values are calculated using a method for
detecting differential gene expression, e.g. limma [4]. This
way various experimental designs, including dye swaps,
on arbitrary chip platforms can be used in a simple man-
ner.
We now suppose a decomposition of P(Di|Φ,θi) as fol-
lows:
In accordance to [2] this makes the assumption that
knock-down experiments are statistically independent
from each other. Hence, Eq. (5) can be written down as
The only thing missing is the definition of P(Dik|Φ,θi). For
this purpose we suppose the Dik to be drawn from a mix-
ture of a uniform [0, 1] distribution reflecting the null
hypothesis and another distribution f1 reflecting the alter-
native hypothesis [5-7]:
P(Dik) = γk + (1 - γk)·f1(Dik), γk ∈ (0,1) (8)
Under the alternative hypothesis there is a high density for
small p-values and a strong decrease for increasing p-val-
ues. Both distributions overlap with mixing coefficient γk.
P(Dik|Φ,θi) can therefore be decomposed as:
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Main idea of the inference framework by Markowetz et al Figure 1
Main idea of the inference framework by Markowetz et al.: A network hypothesis is a directed graph between S-genes. 
Attached to each S-gene are several E-genes. Knocking down S-gene S2 interrupts signal flow in the downstream pathway, and 
hence an effect of E-genes attached to S2 and to S1 is expected.BMC Bioinformatics 2007, 8:386 http://www.biomedcentral.com/1471-2105/8/386
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The density function f1 reflects the strength of the knock-
down effect on E-gene i under the alternative hypothesis.
If it is greater than 1 the alternative hypothesis would be
accepted, and if it is smaller than 1 rejected. In this work
we assume f1 to be a mixture of a Beta(1, βk) distribution
(βk Ŭ 2) and a small uniform component:
f1(Dik) = πk + (1 - πk)Beta(Dik, 1, βk) (10)
In practice we set πk = 0.01 and tuned the parameter βk on
the full distribution of raw p-values for knock-down
experiment k (26709 genes) such that f1(Dik) > 1, if the
Benjamini-Hochberg false discovery rate [8] for Dik was ≤
10% and f1(Dik) ≤ 1 otherwise. An alternative treatment
using a fitting procedure with Expectation Maximization
[9] is described in our recent publication [10].
Regularization
Eq. (1) allows one to specify a prior P(Φ) on the network
structure itself. This can be thought of as biasing the score
of possible network hypotheses towards prior knowledge.
It is crucial to understand that in principle in any infer-
ence scheme there exist two competing goals: Belief in
prior assumptions/prior knowledge versus belief in data.
Only trusting the data itself may lead to overfitting,
whereas only trusting in prior assumptions does not give
any new information and prevents learning. Therefore, we
need a trade-off between both goals. This technique is
known as regularization in the machine learning literature
[3,11]. We have to take into account at this point that our
assumptions may only be true up to a certain degree.
Hence, for each edge we should suppose a prior probabil-
ity reflecting the degree of belief in its existence. In princi-
ple, this degree of belief can be very different for each
edge. We summarize all prior edge probabilities in an n ×
n matrix  . Making the assumption that all edge priors
P(Φij) are independent, i.e.
allows us to define the connection between Φij and   for
each edge separately. Note that Φij ∈ {0,1} depending on
whether we set the edge i → j or not. Hence, for each edge
we have a certain difference   to our prior
assumptions. The smaller this difference, the higher P(Φij)
should be. We can therefore model P(Φij) as a Laplacian
distribution with parameter λ :
If we now write down the log-posterior of Eq. (1)
log P(Φ|D) ∝ log P(D|Φ) + log P(Φ)( 1 3 )
we see that λ specifies the trade-off between the model's
fit to our data and our prior assumptions. An important
special case of the latter would be   = 0, i.e. the matrix
consisting only of zeros. The meaning of this prior would
be to generally prefer sparse networks structures over
dense ones. Setting λ  →  ∞ corresponds to completely
trusting the prior, whereas λ = 0 leads to a maximum like-
lihood estimate, i.e. complete trust in data. In practice we
would like to choose a λ balancing both goals. This leads
to an instance of the classical model selection problem (e.g.
[12]) in statistical learning. One way of dealing with it is
to tune λ such that the Akaike information criterion (AIC)
AIC(λ, Φopt) = -2 log P(D|Φopt) + 2d(λ, Φopt)( 1 5 )
becomes minimal [12]. Here d(λ,  Φopt) denotes the
number of free parameters (i.e. the number of unknown
edges) in the network structure Φopt optimizing (14).
Large Scale Network Inference
The inference framework does not answer the question
how to come up with a candidate network topology,
which we would like to score. Markowetz et al. [2] com-
pletely enumerate all possible topologies. This is, how-
ever, only suitable for small networks of up to 5 S-genes.
For 5 S-genes there already exist more than 1,000,000 and
for 10 genes more than 1027 possible network topologies.
In this context it should be noted that the scoring scheme
cannot distinguish between two network hypotheses, if
they only differ in transitive edges. This issue is known as
prediction equivalence. Hence, it only makes sense to con-
sider the set of all transitively closed network hypotheses.
However, restricting ourselves to this limited class of net-
work structures does not generally solve the problem,
since even then the number of networks to consider scales
in a similar way with the number of S-genes (for 5 genes
PD
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there are already more than 6,000 transitively closed net-
works to test). Hence, we have to resort to heuristics.
Stochastic Sampling
A quite obvious idea to prevent the computational effort
to enumerate all possible network hypothesis is to sample
from the set of all transitively closed network graphs ran-
domly. We decided to use simulated annealing (SA) here
[13]. SA is rather similar to Markov chain Monte Carlo
(MCMC) sampling [14], but additionally makes use of a
so-called cooling scheme, which gradually decreases the
neighborhood size of a given state in search space. SA has
been successfully applied to many difficult optimization
problems from various disciplines, including bioinfor-
matics [15,16]. In order to use SA, we have to define a
state transition function t : S → S, which defines how to
come from one graph to a modified one in search space.
A special challenge in this context is that we need to guar-
antee that in principle all possible transitively closed net-
work topologies can be reached by our function t.
Supposed we have functions add and del, which add and
remove edges from a given transitively closed graph and
produce a new one from this. We will restrict ourselves to
the set of all transitively closed directed graphs (DAGs)
here for reasons that will become clear soon. We now
define add and del in a formal way as follows:
Definition 1
Let   be the set of all transitively closed graphs DAGs
with n nodes. Suppose the nodes for G ∈   are  indexed
in some way by natural numbers. We define add  :
 as a function, which takes a graph G and a
pair of node indices (i, j) ∈   ⊂  × , inserts the edge
between i, j and transitively closes G then.   is defined
as the set of all pairs of node indices, for which there exists
no edge in G and which after edge insertion do not violate
the DAG property. Likewise, del :   is a func-
tion, which takes a graph G and a pair of node indices (i,
j) ∈   ⊂  × . G is transitively reduced, the edge between
i, j deleted and then transitively closed again. With a tran-
sitive reduction G* of a graph G ∈   we mean a graph
with a minimal number of edges such that the transitive
closure of G* is G.   is defined as the set of all pairs of
node indices, for which there exists an edge in G.
In contrast to general graphs the transitive reduction of a
DAG is unique [17], which is the reason for our restric-
tion. This way we can guarantee that the del function is
well defined and injective. This gives rise to the following
lemma:
Lemma 2
The operations add :  and del :
have the following inverse property to each
other: For any G ∈  del(add(G, i, j), i, j) = G, provided that
edge i, j does not exist in G and does not violate the DAG prop-
erty. Likewise, add(del(G, i, j), i, j) = G, provided that edge i,
j exists in G.
Proof. The transitive reduction of a transitively closed DAG
is unique [17]. Hence, the del operation is a well defined
injective function. Additionally note that in the add oper-
ation we can never insert an edge, which lies in the transi-
tive hull of G  ∈   (and can thus be removed by a
transitive reduction), since otherwise it would have been
there already (because   consists of transitively closed
networks only). Therefore, for any G ∈  del(add(G, i, j),
i, j) = G, provided that edge i, j does not exist in G and does
not violate the DAG property. Likewise, add(del(G, i, j), i,
j) = G, provided that edge i, j exists in G. 
Theorem 3
From any graph A ∈  in the set of all transitively closed
DAGs we can reach any other graph B ∈  using add and del
operations.
Proof. Let 0 ∈   be the DAG without any edges (but with
n nodes). Let us denote by X → Y that from DAG X we can
get DAG Y using add and del operations on appropriate
edges. Note that we have A → 0 and B → 0, because we can
use del to remove edges successively until no edges are left.
(The reasons for this property is that del removes edges
from the transitive reduction of a DAG, which can thus
not be inserted in the following transitive closure any
more.) Because add and del are inverse operations to each
other according to the lemma, we have 0 → A, 0 → B.
Hence, we get A → 0 → B, which proves the theorem. 
Still, the SA approach suffers from a potential problem:
Both, the add and the del operation, at the bottom line
perform a whole cascade of changes on the original graph.
Thus there may be harsh changes in the scoring function
when applying such an operation to a given candidate
network. This may make it difficult to come close to the
optimal network hypothesis.
n
n
  ni n ×→
1
1
  nn ×→ 2
2
n
2
  nn ×→ ′ 1
  nn ×→ ′ 2
n
n
n
n
n
n
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Module Networks
Rather than looking for a complete network hypothesis at
once the idea of the module network is to build up a
graph from smaller subgraphs, called modules in the fol-
lowing. The module network is thus a divide and conquer
approach: We first split the complete node set into smaller
subgroups. This can be done by PAM clustering [18] on
the p-value density profiles of the S-genes. The idea is that
S-genes with a similar E-gene response profile (here: with
regard to the Manhattan distance) should be close in the
signaling path. The number of clusters for the PAM clus-
tering is chosen between 2 and half of the number of S-
genes such that the average silhouette index becomes
maximal. The silhouette value for each point in a cluster
is a measure of how similar that point is to points in its
own cluster vs. points in other clusters, and ranges from -
1 to +1 [19]. It is defined as:
where   is the average distance from the i-th point to
the other points in its own cluster, and   is the aver-
age distance from the i-th point to points in another clus-
ter j.
Each cluster of S-genes now forms one module. These
modules are eventually further subdivided into smaller
submodules until each submodule contains only 4 S-
genes at most. This way we obtain a tree structure of mod-
ules, where each node (module) has children (submod-
ules). We begin with estimating the leaves in the module
tree. As each leaf module can contain 4 S-genes at maxi-
mum this can be done by enumerating all possible transi-
tively closed network hypotheses and taking the highest
scoring one. After the leaves in the module tree have been
built, their connection is estimated. For this purpose we
score all pairwise connections between any pair of S-genes
from leaves L1 and  L2. Denoting by |L1| and |L2| the
number of S-genes in both leaves, these are 4. |L1|·|L2|
tests altogether, because between any pair of S-genes (n1,
n2) we can either have no edge, an edge from n1 to n2, an
edge from n2 to n1 or an edge in both directions. After the
best connection between L1 and L2 has been estimated, the
corresponding subgraph is transitively closed. After all
connections between leaves belonging to the same sub-
module in the module tree have been established, we
recursively continue with connecting submodules in the
same fashion as we did for leaf modules until the topol-
ogy for the total network is completed.
Generalized Inference Framework: Proof of Principle
To show the correctness of our generalized inference
framework, we conducted experiments on the Drosophila
dataset by Boutros et al. [I]. This dataset was also
Si
di j d i
di d i j
jB W
Wj B
()
min ( ( , )) ( )
max( ( ),min ( ( , ))
=
−
(16)
di W()
di j B(,)
Scores of the top 25 models and the best model Figure 2
Scores of the top 25 models and the best model.BMC Bioinformatics 2007, 8:386 http://www.biomedcentral.com/1471-2105/8/386
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employed by Markowetz et al. [2] as a proof of principle
with discretized data. The dataset consists of expression
profiles from 16 Affymetrix microarrays: 4 genes (tak, rel,
key, mkk4/hep) were stimulated by lipopolysaccharide
(LPS) for 60 minutes and then knocked-down by RNAi
with 2 replicates for each expression profile. Additionally
there were 4 replicates of control experiments without LPS
and RNAi and 4 replicates of expression profiling with LPS
but without RNAi. The dataset is available in a preproc-
essed form as a supplement of [2].
We took the same 68 genes showing a secondary effect (E-
genes) as used in this publication and calculated p-values
for differential gene expression between LPS stimulated
and knock-down conditions by fitting an empirical Bayes
model using the limma package in the R statistical com-
puting environment [4]. We enumerated all possible 355
transitively closed network topologies and calculated their
scores using (Eq. 7). The scores of the top 25 models and
the best model are depicted in Figure 2. The score distri-
bution of the 25 top models is slightly different, because
of our modified inference scheme. We had a closer look at
the best 4 models and found them to be identical to those
shown in [2] (see also additional file 1). The second best
model differs from the best model only in the missing
edge key → rel. The next two models are either missing the
edge tak → rel or tak → key. The key feature is preserved in
all of them: The signal runs through tak before splitting
into two pathway branches, one containing mkk4/hep, the
other both key and rel. This fits exactly to the findings of
Boutros et al. [1].
Large Scale Inference: Evaluation on Artificial Networks
To test our methods and to get better insights into the per-
formance of our large scale inference methods, we gener-
ated data from artificial random networks. The sampling
procedure for artificial networks is described in Section
"Methods". We sampled networks with n  = 4, 8,12 S-
genes. For each number of S-genes we varied the number
m = 4, 8,..., 4n of E-genes and the parameter β = 10, 50,100
describing the Beta(1, β) component of the f1 distribution
(Eq. 10). We compared the SA approach with the module
network. We evaluated both methods in terms of average
sensitivity (i.e. ratio of correctly learned edges to total
number of edges in the original network) and specificity
(i.e. ratio of correctly unconnected genes to total number
of unconnected genes in the original network) over 100
generated networks for each parameter combination (n,
m, β). The initial temperature for the SA was set to 1000
and the maximum number of iterations to 100n. The ini-
tial network structure was always the graph with no edges.
A logarithmic temperature cooling scheme according to
[20] was used.
The results are shown in Figure 3 – Figure 5. In general all
methods achieve a higher specificity than sensitivity,
which is due to our "p-value" sampling strategy, and they
show a high robustness against a varying number of E-
genes. All in all the module network approach shows a
superiority to the SA approach, especially in terms of sen-
sitivity. Using module networks the sensitivity and specif-
icity for n = 4 goes up to almost 100%. For n = 8,12 the
sensitivity lies around 80%, while the specificity reaches
more than 90%. Moreover, for all tested values of β the
curves are relatively close together. We also compared the
computation times for both approaches and found the
module network to be substantially faster for n = 8,12
(Figure 6). The average running time for network infer-
ence with n = 12 nodes was only 4s with the module net-
work on our AMD dual core Opteron 2 GHz machine. In
conclusion we think that the module network offers the
most reliable and fast mechanism for large scale network
inference among our tested approaches and is therefore
taken as our inference method in the following section.
Application to RNAi Data from Human ER-α pathway
We applied the module network to infer the complete
topology for a network of 13 silenced genes (Table 1) in
the ER-α pathway. The 13 genes were selected from previ-
ous microarray studies in our department to be influenced
by ER status in breast cancer patients. Each of the 13 genes
was silenced individually using two different siRNAs, and
the effect on gene expression was studied on whole
genome cDNA microarrays. The data were generated in
our department, details on the data generation and pre-
processing steps are described in Section "Methods".
We found several known interdependencies between E-
and S-genes as well as among S-genes by an intensive lit-
erature screen. The corresponding information was
obtained from the Ingenuity™ software and can be visual-
ized in form of a interdependency graph (Figure 7a). It
represents some prior knowledge, which can be used for
the network inference with our module networks algo-
rithm via the regularization technique (c.f. Section "Regu-
larization").
We considered 3 situations for the network inference: 1.
no prior knowledge (complete trust in data), 2. inclusion
of known interdependencies between E- and S-genes
(Table 2): For known interdependencies we set P(θi = j|Φ)
= 1 and P(θi ≠ j|Φ) = 0, while otherwise we have a uniform
prior P(θi = j|Φ) =  . In case of several interdependencies
for one E-gene P(θi = j|Φ) is rescaled appropriately. 3.
additional inclusion of literature knowledge for interde-
pendencies between S-genes with parameter λ  chosen
1
nBMC Bioinformatics 2007, 8:386 http://www.biomedcentral.com/1471-2105/8/386
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from the set {102,101,..., 10-2} via the AIC criterion (c.f.
Section "Regularization"). The prior for the network struc-
ture  is chosen such that  = 1, if an interaction between S-
gene i and S-gene j is known and  = 0.25 otherwise. That
means missing a known interdependency is punished
more than introducing an edge where nothing is known.
To ensure the statistical stability of the inferred network
we employed bootstrapping: We sampled m E-genes from
the total set of E-genes 50 times with replacement and
each time ran the module network for topology induc-
tion. At the end we only considered edges, which were
found in more than 50% of all bootstrap trials.
Figure 7b–d) shows our obtained networks drawn as tran-
sitively reduced graphs for these three scenarios: As seen,
a common motif in all three networks was the depend-
ency cascade ESR1 → AKT2 → CCNG2 → FOXA1, which
Sensitivity (top) and specificity (bottom) analysis for randomly generated networks with n = 4 S-genes: β = 100 (solid), β = 50  (dashed), β = 10 (dotted) Figure 3
Sensitivity (top) and specificity (bottom) analysis for randomly generated networks with n = 4 S-genes: β = 100 (solid), β = 50 
(dashed), β = 10 (dotted). Left: simulated annealing, right: module network.BMC Bioinformatics 2007, 8:386 http://www.biomedcentral.com/1471-2105/8/386
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was found with high consistency and was also in agree-
ment with the literature network (Figure 7a). A little bit
more astonishing was the dependency of AKT1 from
either FOX A1 or XPB1, which did, however, fit well to our
data (c.f. Figure 8). The rest of the pathway reconstruction
varied slightly among our three scenarios, but was in
agreement with the data as well as with the literature.
Conclusion
We proposed a method for reconstructing signaling path-
ways from secondary effects, which were observed on
microarray after silencing genes of interest via RNAi. Our
approach systematically extends and generalizes previous
work by Markowetz et al: An inference scheme was devel-
oped, which can deal with p-values for differential gene
expression and does not rely on discretized data only. Reg-
ularization was employed to incorporate prior assump-
tions on the network architecture into our framework.
Finally, new algorithms for large scale inference of signal-
ing pathways were developed and evaluated in a system-
atic fashion on artificially created data. Thereby, our
module network, which recursively build up the complete
Sensitivity (top) and specificity (bottom) analysis for randomly generated networks with n = 8 S-genes: β = 100 (solid), β = 50  (dashed), β = 10 (dotted) Figure 4
Sensitivity (top) and specificity (bottom) analysis for randomly generated networks with n = 8 S-genes: β = 100 (solid), β = 50 
(dashed), β = 10 (dotted). Left: simulated annealing, right: module network.BMC Bioinformatics 2007, 8:386 http://www.biomedcentral.com/1471-2105/8/386
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topology from smaller pieces, revealed the best perform-
ance in terms of sensitivity and specificity. We used the
module network to infer the signaling pathway for 13
genes in the ER-α pathway in human MCF-7 breast cancer
cells and used a bootstrapping approach to ensure the sta-
tistical stability of the result. The induced edges in our
inferred network were found with good consistency and
could in many cases be also confirmed by the literature.
Future biological experiments are planned to validate our
reconstructed network in a systematic way. In conclusion
of our results we think that our approach offers a scale-
able, reliable and fairly general way for large scale infer-
ence of signaling pathways from secondary effects and
therefore provides researchers with a valuable tool to gain
insight into complex cellular processes.
Sensitivity (top) and specificity (bottom) analysis for randomly generated networks with n = 12 S-genes: β = 100 (solid), β = 50  (dashed), β = 10 (dotted) Figure 5
Sensitivity (top) and specificity (bottom) analysis for randomly generated networks with n = 12 S-genes: β = 100 (solid), β = 50 
(dashed), β = 10 (dotted). Left: simulated annealing, right: module network.BMC Bioinformatics 2007, 8:386 http://www.biomedcentral.com/1471-2105/8/386
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The code for the module network inference method is
available in the latest version of the -R-package  nem,
which can be obtained from the Bioconductor homepage
(see additional file 3).
Methods
RNAi knockdown and microarray experiments
RNAi knock down experiments were conducted on 13 S-
genes (Table 1), which were supposedly connected in sig-
naling pathways in human MCF-7 breast cancer cells
(ATCC, Manassas, VA). These cells were cultured in Gibco
MEM medium with phenol red supplemented with 10%
fetal bovine serum (FBS), 50 µg/ml streptomycin, 50 U/
ml penicillin, 1% MEM non essential amino acids (100×)
and 100 µg/ml insulin bovine (all reagents provided by
Invitrogen).
Cells were split every 3–4 days to ensure exponential
growth. MCF-7 cells were transiently transfected with at
least two different chemically synthesized small interfer-
ing (si)RNA (50 nM) against one of the 13 genes in order
to minimize off-target effects. Control silencing was done
in the same experiment using control (non-silencing)
siRNA (50 nM). All used siRNAs were provided by Qiagen
(Hilden, Germany). Transfection was performed in anti-
biotic-free medium according to Qiagen HiPerFect stand-
ard transfection protocol. Therefore 1 × 104 cells/well were
seeded onto a 96 well plate 24 h prior to transfection.
After preincubation transfection was carried on for 42 h
and total RNA was isolated using RNeasy mini prep Kit.
Every knock-down experiment was performed in 2–4
independent replicates, and the mRNA level of each tar-
geted gene was measured using qRT-PCR. Only experi-
ments showing more than 70% silencing of the mRNA of
interest were used for following studies. For global gene
expression analysis 2 µg of isolated total RNA was ampli-
fied using the Agilent Low RNA Input Fluorescent Linear
Amplification Kit and hybridized in dye-swap design on
at least 4 (according to number of used replicates) home
made whole genome cDNA microarrys containing 37.500
genes from the RZPD Unigene 3.1 clone collection. The
complete dataset was submitted to the GEO database
(GEO ID: GSE7033). A manuscript describing the biolog-
ical implication of the data and analysis in more detail is
in preparation.
Table 1: Differential genes in complete dataset and among E-genes: The first column shows the number of all genes with Benjamini-
Hochberg false discovery rate [8] ≤ 10%; the second column the number of all genes with at least 1.5-fold disregulation; the third 
column the number of all genes with f1-density > 1 (effected genes). The last two columns show statistics among the selected E-genes 
(see Methods Section): the number of E-genes with false discovery rate ≤ 10% and with f1-density > 1
Gene fdr ≤ 10% ≥ 1.5-fold disreg. f1 > 1 fdr ≤ 10%(E-genes) f1 > 1(E-genes)
AKT1 3 5 511 3 26
AKT2 2276 33 2278 63 63
BCL2 18 6 525 4 29
C C N G 2 2 9 0 41 02 9 0 45 9 5 9
DDR1 0 2 217 0 23
ESR1 357 45 746 59 64
FOXA1 53 17 530 24 35
GDF15 3 2 298 3 26
GPR30 2 20 191 2 14
HSPB8 0 1 284 0 4
LOC120224 1141 3 1516 24 27
STC2 1447 18 1609 14 15
XPB1 3 4 642 3 46
Computation times (s) for the module network (white) and  the simulated annealing (gray) approach Figure 6
Computation times (s) for the module network (white) and 
the simulated annealing (gray) approach.
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Table 2: Known interdependencies between S-genes and E-genes
S-gene E-gene
AKT1 ARL6IP, XBP1
AKT2 ARL6IP, XBP1
CCNG2 ARL6IP, XBP1
ESR1 ARL6IP, XBP1
Interdepencencies of 13 genes in the ER-α pathway drawn as transitvely reduced graphs: a) literature knowledge (Ingenuity™),  b) inferred without prior knowledge, c) inferred with prior knowledge on some E-gene – S-gene connections, d) inferred with  additional knowledge from a). Figure b) – d) only show edges, which where found in more than 50% of all bootstrap sets Figure 7
Interdepencencies of 13 genes in the ER-α pathway drawn as transitvely reduced graphs: a) literature knowledge (Ingenuity™), 
b) inferred without prior knowledge, c) inferred with prior knowledge on some E-gene – S-gene connections, d) inferred with 
additional knowledge from a). Figure b) – d) only show edges, which where found in more than 50% of all bootstrap sets. The 
corresponding fraction is reported at each edge.
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Data Preprocessing
The microarray data was normalized on probe level using
a variance stabilization transformation [21]. We calcu-
lated p-values for differential gene expression by fitting an
empirical Bayes model using the limma package in the R
statistical computing environment [4]. For each knock-
Heatmap showing the secondary effects of individual knock-downs (columns) on E-genes (rows) as log-f1 density (cutoff 0,  darker = stronger effect) Figure 8
Heatmap showing the secondary effects of individual knock-downs (columns) on E-genes (rows) as log-f1 density (cutoff 0, 
darker = stronger effect). Our method tries to resolve the nested structure of these secondary effects.
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down experiment we selected the top 100 ranked genes,
which showed an at least 1.5-fold absolute change in
expression level in at least one experiment. This gave us m
= 94 E-genes altogether, which were the basis for our net-
work inference (see additional file 2).
Generation of Artificial Networks
To get better insights into the performance of our large
scale inference methods way we generated data from arti-
ficial random networks. This was done as follows: A net-
work topology was created by randomly connecting n
signaling genes (S-genes) with q edges. The number q was
itself a random number between 1 and 25% of all possible
edges. It thus covered extremely sparse up to relatively
dense topologies. No loops between a node and itself
were allowed. After defining the core topology, the net-
work was transitively closed. Because the Simulated
Annealing (SA) method can only deal with Directed Acy-
clic Graphs (DAGs), in this case we additionally restricted
ourselves to randomly generated transitively closed DAGs.
After creating the network between S-genes, we attached m
E-genes uniform randomly over all S-genes. We then sim-
ulated knock-downs of the individual S-genes. For the
genes effected by the knock-down (E-genes) "p-values"
from the distribution f1 were sampled (c.f. Subsection
"Our Approach"). For those E-genes, where no effects
were expected, the "p-values" were drawn uniform ran-
domly from [0,1]. Afterwards, all sampled "p-values" were
processed by the f1 density function.
Implementation
All methods were implemented and computation and
testing was performed using the statistical computing
environment of R. The implementations of our methods
have been integrated in the R package "Nested Effect Mod-
els" (nem) together with the original methods by
Markowetz et al. [2]. The package and source code is pub-
licly available via the Bioconductor repository.
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