Abstract-Recent information-theoretical results show the optimality of dirty-paper coding (DPC) in achieving the capacity of the Gaussian multiple-input multiple-output (MIMO) broadcast channel (BC). This paper presents the first practical limit approaching DPC-based design for the MIMO BC. We start with Cover's simplest two-user Gaussian BC and present a code design that operates 1.44 dB away from the capacity region boundary at a transmission rate of 1.0 bit per sample (b/s). Then we consider the non-degraded two-user MIMO fading BC with two transmit antennas. For this setup, the performance loss of our code design is 3.7 dB and 2.45 dB from the the sum-rate capacity when the transmission rate for each user is 1.0 b/s and 2.0 b/s, respectively.
I. INTRODUCTION
An achievable rate region of a degraded broadcast channel (BC), where different users receive signals at a different signal-to-noise ratio (SNR), was provided by Cover [1] based on superposition coding, where the message for one user is embedded in that for the other. Bergman [2] showed that Cover's rate region is in fact the capacity by proving the converse. The capacity region of a general non-degraded BC is still unknown and the best achievable rate region was given by Marton [3] . However, it was shown recently in [4] , [5] that Marton's framework suffers no rate loss for the important special case of non-degraded Gaussian multipleinput multiple-output (MIMO) BC.
The works of [4] , [5] have their roots in channel coding with encoder side information, or more precisely, dirty-paper coding (DPC) [6] . According to [6] , in a Gaussian interference channel, if the interfering signal is known non-causally at the transmitter, there is no loss in capacity due to the interference. This scenario is typical in the Gaussian BC, where each user treats messages intended for other users as interference, which is available non-causally at the transmitter.
DPC is the only known capacity-achieving coding strategy [5] for a MIMO BC, however, mostly suboptimal solutions have been exploited in practical designs. Recent theoretical comparisons of achievable rate regions [4] , [7] indicate sizable coding gains of DPC over TDMA and beamforming for the MIMO fading BC in many setups, especially when the SNR is high and the number of transmit antennas large. However, DPC is a source-channel coding problem [8] , and practical DPC incurs both source coding and channel coding losses. Therefore, to evaluate performance gains of DPC over other suboptimal strategies, a practical DPC-based system is needed. This motivates us to develop the first practical capacityapproaching code design for the MIMO fading BC and to compare its performance to designs based on suboptimal strategies.
Our dirty-paper code designs exploit nested turbo codes [9] . We start with Cover's simplest yet most celebrated two-user degraded Gaussian BC [1] , for which practical solutions based on DPC [10] , [11] and superposition coding [12] have already appeared. Our design significantly outperforms the one in [10] and comes within 1.44 dB of the capacity at a transmission rate of 1.0 bit per sample (b/s) for each user. Note that, in this simple setup, besides DPC, superposition coding [1] is also capable of achieving the capacity. However, the advantage of using DPC is that it guarantees the privacy of users, because it ensures the stronger user (with the better channel) decodes its message without knowing the codebook of the weaker user (with the worse channel). This is in contrast to the practical superposition coding scheme of [12] , where the only way the stronger user can decode its message is by decoding the message intended for the weaker user first.
We then develop a DPC-based code design for the MIMO Rayleigh flat-fading BC with two transmit antennas and two users each with a single receive antenna. We note that the scheme of [12] cannot be easily extended to handle MIMO fading BCs, which might not necessarily be degraded. Our design follows the theoretical work of [4] . However, limitations of a practical setup require some modifications. Specifically, the optimal precoding strategy described in [4] is for minimizing the average transmitter power under a fixed sum-rate constraint (thus, the total transmission sum-rate may optimally be allocated to the two users). But, in our work, the individual transmission rate for each user is fixed − to make dirty-paper code designs easier. Therefore, before proceeding with our practical code design, we devise a new optimal precoding strategy to minimize the average transmitter power under the fixed individual rate constraint for each user. Experiments show that our design performs 3.7 dB and 2.45 dB away from the sum-rate capacity [4] when the transmission rates for each user is 1.0 b/s and 2.0 b/s, respectively.
We also simulate practical code designs based on two suboptimal strategies proposed in [4] , namely, zero forcing DPC (ZFDPC) and zero forcing linear beamforming (ZFBF), and find that these two strategies perform significantly worse than the optimal DPC-based solution.
II. CHANNEL CAPACITIES In this section, we present the capacity region for the degraded Gaussian BC [1] first, followed by the sum-rate capacity for the MIMO fading BC with two users [4] . Notationwise, all logarithms are of base two; vectors and matrices are represented by boldface letters; || · || denotes the norm of a vector, and (·)
H means Hermitian of a matrix.
A. Degraded Gaussian BC [1]
Consider a two-user Gaussian BC, where a single-antenna transmitter sends signal X, and the two users receive Y 1 = X + Z 1 and Y 2 = X + Z 2 , where Z 1 and Z 2 are independent identically distributed (i.i.d.), zero-mean Gaussian noises with variances N 1 and N 2 , respectively. Since the channel is degraded, without loss of generality, we assume that N 2 < N 1 . Let X = U 1 + U 2 , where U 1 and U 2 are the coded messages intended for user 1 and 2, respectively. Suppose the total transmitter power is P t , hence E[X 2 ] ≤ P t , and let α (0 ≤ α ≤ 1) be a parameter that controls the power allocation between the users with
Cover [1] provided the capacity region for this simplest setup by using the superposition coding technique. However, DPC also achieves the capacity. Indeed, U 2 can be dirty-paper coded with U 1 as the encoder side information. In this way, user 2 (the stronger user) achieves the same rate as if the interference from U 1 were not present. User 1 (the weaker user), on the other hand, treats U 2 as interference. Then the achievable rates R 1 and R 2 for user 1 and user 2, respectively, are
Since user 1 always gets a degraded version of the signal received by user 2, user 2 can also decode U 1 , provided that it has the knowledge of the codebook of user 1. Then, the effective achievable rate for user 2 is R 1 + R 2 .
B. Non-degraded MIMO fading BC [4]
Consider a transmitter with t antennas sending messages to r users each with a single antenna over a flat-fading BC. If h ij is a complex channel gain between user i and transmit antenna j, then, for i = 1, . . . , r,
where Y i is the complex baseband equivalent of the signal received by user i, X j is the complex baseband equivalent of the transmitted signal at antenna j, and Z i 's are i.i.d., complex, zero-mean Gaussian noises with unit variances. Let
T ; then (3) in the matrix form is Y = HX+Z, with h ij corresponding to the element at the i th row and j th column of the r × t channel matrix H.
The transmitter sends X = BU, where B is a precoding matrix and the elements of U are generated using successive DPC with all codebooks of unit power. The maximum achievable sum-rate is obtained by optimizing over all precoding matrices that satisfy the power constraint E[||X|| 2 ] ≤ P t . Suppose that r = 2 and h 1 and h 2 are the 1 st and 2 nd row of H, respectively, then the sum-rate capacity is given in [4] as
, Pt > A,
, and it is assumed without loss of generality that ||h 1 || ≥ ||h 2 ||.
III. CODE DESIGNS
Before presenting the overall coding scheme, we briefly review the nested turbo code design in [9] for DPC.
A. Dirty-paper code construction
DPC [6] is a nonconventional channel coding problem in the sense that the presence of encoder side information necessitates quantization to satisfy the power constraint. One needs to infinitely repeat the constellation and adopt a message-based binning approach, where channel codewords corresponding to the same message are grouped into a bin, and within each bin, the codeword chosen according to the side information. In other words, the codeword to be transmitted should depend on the side information. This is analogous to adapting to the "dirt" when writing on dirty paper. The block diagram of the practical dirty-paper code design in [9] is shown in Fig. 1 , where a strong source code referred to as soft-output trellis coded quantization (SOTCQ) is nested within a channel code based on punctured turbo-trellis coded modulation (TTCM) [13] . The trellis structure is constructed via a rate-k/n/m concatenated code (denoted by C 1 +C 2 , with C 1 being a rate-k/n convolutional code and C 2 a rate-n/m convolutional code). The message M is used to shift the codewords of C 1 by a fixed amount and identify one coset (bin) of the source code as the codebook for quantization. TTCM consists of a parallel concatenated code with convolutional code C 2 in both parallel branches. C 2 in the bottom branch is preceded by an n-bit symbol interleaver Π and followed by an m-bit symbol deinterleaver Π −1 . The two branches are multiplexed by taking the even samples of the codeword from the top branch and the odd samples from the bottom branch (an even-odd multiplexing which processes exactly half of the total samples in a single parallel branch). At the decoder, the received signal U is decoded to the closest codeword, and the n-bit input sequence of C 2 is recovered. Finally, the transmitted message M is reconstructed by calculating the syndrome of the recovered codeword of C 1 .
The key issue in encoding is to determine the n-bit input sequence to the TTCM encoder I 2 . As illustrated in the left part of Fig. 1, I S2 , the soft-output version of I 2 , is first computed using two parallel SOTCQs. Trellis Γ 1 at the top branch is constructed by C 1 + C 2 , while trellis Γ 2 at the bottom branch contains only C 2 . This parallel-branch structure is necessary for embedding message M to trellis Γ 1 . A softoutput Viterbi algorithm (SOVA) is used to minimize the distortion when the side information sequence S is quantized to the output sequence U . The systematic bits are punctured at odd instants in trellis Γ 1 because of the even-odd multiplexing in the TTCM encoder, and Γ 2 used to provide a priori information at the odd instants. I S2 is then converted to I 2 by hard-thresholding [9] .
The presence of the turbo-like SOTCQ source code ensures that the severity of the dimensional mismatch between the equivalent lattice source and channel codes is mitigated [9] . By changing the percentage T of the number of samples processed in the top branch, one gets an additional means of balancing the dimensionalities of the source and channel codes. This is because T = 50% gives the strongest TTCM channel code but the weakest TCQ source code, and T = 100% results in the weakest TCM channel code but the strongest SOTCQ source code. An optimal T * between 50% and 100% was searched [9] to provide the best DPC performance at each transmission rate.
B. Code design for the degraded Gaussian BC
We consider the two-user scenario described in Section II-A. Let m 1 and m 2 be the messages intended for user 1 and 2, respectively. We first encode m 1 to U 1 using TTCM and then encode m 2 to U 2 using the above DPC scheme with U 1 as the side information. Then we broadcast X = U 1 + U 2 to both users. The stronger user 2 receives Y 2 = U 1 + U 2 + Z 2 but only sees Z 2 as the noise since U 1 can be cancelled out due to DPC. The weaker user 1 receives Y 1 = U 1 + U 2 + Z 1 and treats the sum U 2 + Z 1 as the noise. Note that, to achieve the rate given in (2), U 2 has to be Gaussian. Because U 2 is the quantization error of powerful SOTCQ, its distribution is almost Gaussian.
Since our practical codes (TTCM for m 1 and DPC for m 2 ) are typically designed at fixed rates, we assume that user 1 and user 2 operate at rates of R 1 and R 2 , respectively. The required SNRs at the two users are
where loss T , loss D ≥ 1 are the practical coding losses (to the capacities) of TTCM and DPC, respectively. We calculate the power allocation parameter α according to
C. Code design for the non-degraded MIMO fading BC
We treat the case with t transmit antennas and two users (r = 2), each with a single antenna. The basic coding strategy remains the same as in the single-antenna degraded Gaussian BC case, i.e., the message for the first user is TTCM encoded to U 1 while the message for the second user is dirty-paper coded to U 2 , with a complex multiple of U 1 as the side information. Both codebooks are normalized so that E[U
2 ] = 1.0. We follow the strategy of [4] and exploit a t × 2 precoding matrix B, while assuming a quasi-static fading channel, i.e., the channel matrix H remains constant during the transmission period of a frame. The transmitter and receivers know non-causally the channel state information, which is possible at the receivers through estimation and at the transmitter through some feedback mechanism. The transmitted signal is X = BU, where
T . Let H = G 2×2 Q 2×t be the QR decomposition of the channel matrix obtained by Gram-Schmidt orthogonalization, where 
respectively. In [4] , R is chosen so that the sum-rate R 1 + R 2 is maximized under a total power constraint P t (or P t is minimized under a fixed sum-rate constraint of R 1 +R 2 ). However, owing to practical limitations, the individual rates R 1 and R 2 (instead of the sum-rate R 1 + R 2 ) are fixed. We thus modify the precoding technique of [4] and choose R to minimize the total power P t = |r 11 | 2 + |r 12 | 2 + |r 22 | 2 , with individual users' rates constrained to R 1 and R 2 . In this optimization problem, there are six unknowns: the magnitudes and the phases of r 11 , r 12 , and r 22 . In order to minimize P t , the optimum choices of phases for r 12 Substituting (7) to (4) and (8) to (5), we get
with 0 ≤ |r 12 
|g21| . The total transmitter power can now be written as a function of |r 12 | only
Since P t is a convex function of |r 12 |, differentiating it with respect to |r 12 | gives a minima at
We reverse the roles of the users, i.e., DPC is used now for user 1 and TTCM for user 2, and follow the same procedure to find r * * 12 -the value of r 12 that minimizes the transmitter power in this case. Then the minimum required transmitter power is
We also consider the more intuitive, suboptimal ZFDPC approach proposed in [4] . ZFDPC follows the same procedure described above, the only difference is that r 12 is set to zero (instead of optimized), ensuring that user 1 always receives an interference-free signal. The precoding matrix in ZFDPC is chosen as B = Q H R ZF , where R ZF is a diagonal matrix that satisfies the individual rate constraints.
ZFDPC performs close to the optimal strategy under a sumrate constraint considered in [4] , and asymptotically achieves the sum-rate capacity at high SNR, provided that the channel matrix H has full row rank. In our experiments, where the individual rates rather than the sum-rate are constrained, ZFDPC is significantly worse in performance than the optimal DPC strategy. However, it still remains a viable option for the MIMO fading BC because in contrast to the optimal DPC approach, it can be easily extended to the case with more than two users.
Finally, we benchmark the above two DPC-based schemes against ZFBF, where the precoding matrix B ZF BF is chosen to result in orthogonal channels between the transmitter and the receivers; that is,
IV. SIMULATION RESULTS
In our code designs, we use a 16-state, rate- 
A. Degraded Gaussian BC
We simulate our DPC-based code design for the degraded Gaussian BC at fixed individual rates of R 1 = R 2 = 1 b/s. Our simulations indicate that the TTCM code for user 1 suffers a loss of loss T = 0.98 dB at R 1 = 1 b/s. At R 2 = 1 b/s, we set the percentage of samples processed in the top branch of Fig.  1 to its optimum of T = 80% [9] , resulting in a DPC loss of loss D = 1.53 dB at user 2. We use the optimal α = 0.0742 from (6) . The overall bit error rate (BER) of both users versus the total transmitter power P t is shown in Fig. 2 . At an overall BER of 10 −5 , it is seen that the transmitter power required for achieving R 1 = R 2 = 1 b/s is 17.65 dB, which is 1.44 dB from the capacity. Our result is 1.8 dB better than that reported in [10] . 3 depicts the capacity region for P t = 17.65 dB, which is the required power to achieve R 1 = R 2 = 1 b/s in our practical DPC-based code design. It is seen that our operating point handily beats the time-sharing line. 
B. Non-degraded MIMO fading BC
We assume the channels undergo independent Rayleigh flat fading, i.e., each element of the matrix H is i.i.d., circularly symmetric, zero-mean, complex Gaussian with unit variance. We further assume that H is frame-wise constant. We fix individual rates R 1 and R 2 and design codes for the scenario with t = 2 transmit antennas and r = 2 users. For a single frame (with fixed H), we compute from (13) the minimum transmitter power P * t required to achieve rates R 1 and R 2 . Suppose the transmitter is power limited; if the required power is greater than the power limit, we declare an outage, in which case we assume that the frames at both users are decoded with error. By considering the entire ensemble of the channel matrices, we can compute the probability of frame error under the power limit at the transmitter. Fig. 4 compares code designs based on optimal DPC, ZFDPC, and ZFBF in terms of the probability of frame error vs. transmitter power for R 1 = R 2 = 1 b/s. At a frame error rate of 2%, compared to the sum-rate constrained (R 1 +R 2 = 2 b/s) optimal scheme of [4] , our practical DPC-based code design loses 3.7 dB in performance. About 2.3 dB of this loss is due to the individual rates being constrained (instead of constraining the transmission sum-rate and optimally allocating it to the two users), while practical DPC accounts for the remaining 1.4 dB loss. Compared to the optimal DPCbased code design, ZFDPC is approximately 5 dB worse; ZFBF loses another 5.5 dB. Fig. 5 shows similar comparisons for R 1 = R 2 = 2 b/s, indicating that our practical DPCbased code design loses 2.45 dB from the sum-rate capacity corresponding to R 1 + R 2 = 4 b/s. 
V. CONCLUSIONS
We have presented practical capacity-approaching code designs for the degraded Gaussian BC and for the MIMO fading BC with two transmit antennas and two users. The main component of our code designs is practical DPC based on nested turbo codes. Simulation results indicate that our designs perform close to the capacities, with a practical coding loss of approximately 1.4 dB. Moreover, our results show a significant performance gain of optimal DPC over other suboptimal strategies (e.g., time-sharing and zero forcing linear beamforming).
We have not considered in this work, the scenario with more than two transmit antennas and more than two users. Practical code designs for such a scenario can be based on the theoretical framework of [5] . This is part of our current research. Another research direction is to improve the performance of our design by employing the stronger dirty-paper code of [8] . Yet another interesting direction is to consider a scenario where the channel state information is not perfectly known at the transmitter. Sum−rate constrained optimal precoding [4] Individual rate constrained optimal precoding (Theoretical) Individual rate constrained optimal precoding (Practical) Individual rate constrained ZFDPC (Theoretical) Individual rate constrained ZFDPC (Practical) Individual rate constrained ZFBF (Theoretical) Individual rate constrained ZFBF (Practical) Fig. 5 . Probability of frame error vs. transmitter power at R 1 = R 2 = 2 b/s.
