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Resumen
Esta tesis de maestrı´a, presenta una metodologı´a para caracterizacio´n de sen˜ales FCG nor-
males y patolo´gicas, estas u´ltimas correspondientes a pacientes con presencia de soplos
causados por valvulopatı´as cardı´acas. La extraccio´n de caracterı´sticas se realiza mediante
te´cnicas orientadas al ana´lisis de complejidad y al ana´lisis acu´stico. Se compara la separa-
bilidad entre clases producto de las caracterı´sticas obtenidas mediante las dos te´cnicas men-
cionadas, realizando la deteccio´n mediante un clasificador bayesiano. Adicionalmente, se
desarrolla un me´todo para atenuacio´n de perturbaciones acu´sticas en sen˜ales FCG basado
en transformada wavelet discreta.
xii
Abstract
This Master’s thesis presents a methodology to characterize healthy and abnormal PCG sig-
nals. The abnormal signals contain frequencies corresponding to patients who have cardiac
murmurs. The feature extraction in this research is carried out by means of techniques orien-
ted to complexity analysis and acoustical analysis. It is compared the capacity of separation
between classes using the features obtained by means of the two mentioned techniques, rea-
lizing the detectionwith a Bayesian classifier. In addition, it is developed a method to reduce
the acoustical disturbances in PCG signals based on discreet wavelet transform and adaptive
thresholding.
xiii
Introduccio´n
Las enfermedades cardı´acas son una de las principales causas de mortalidad y morbili-
dad en la sociedad moderna, por lo cual, cualquier avance en las te´cnicas de diagno´stico
y tratamiento de enfermedades cardı´acas, contribuye no solo al apoyo en el diagno´stico y
tratamiento de estas enfermedades, sino tambie´n a la comprensio´n de la dina´mica cardı´aca y
sus feno´menos subyacentes. Los sonidos del corazo´n son afectados y alterados de algu´n
modo por valvulopatı´as cardı´acas, causando sonidos de alta frecuencia conocidos como
soplos, los cuales son a menudo los u´nicos indicadores de la etapa temprana de algunos
trastornos cardiovasculares. La auscultacio´n cardı´aca por medio de un estetoscopio, es ac-
tualmente un procedimiento complejo para los practicantes demedicina, puesto que se nece-
sita un amplio entrenamiento del sentido auditivo para determinar un diagno´stico acertado.
Sin embargo, como me´todo de auscultacio´n no invasivo, resulta bastante sencillo cuando no
se cuenta con herramientas y dispositivos de alta tecnologı´a. Por lo tanto, en algunas circuns-
tancias, especialmente en a´reas rurales, puede ser el u´nico medio disponible. No obstante, el
ana´lisis de los sonidos del corazo´n dado por los me´dicos por medio de la auscultacio´n es un
me´todo cualitativo e insuficiente para diagnosticar algunas enfermedades del corazo´n.
Por otra parte, el desarrollo de los me´todos para el procesamiento digital de sen˜ales
biome´dicas permite el acceso a herramientas de ana´lisis basadas en las te´cnicas de dina´mica
no lineal, las cuales tienen en cuenta la influencia de la multitud de grados de libertad
que se presentan en la actividad cardı´acas, y por consiguiente, en la ge´nesis de los sonidos
cardı´acos.
Por lo tanto, las restricciones inherentes al me´todo de auscultacio´n tradicional, que re-
sultan de la incapacidad del oı´do humano para percibir todas las frecuencias sonoras, de
la subjetividad del examinador y de las dificultades en la descripcio´n de los hallazgos en
la historia clı´nica, pueden ser significativamente disminuidas con el actual desarrollo de
las herramientas computacionales para el procesamiento, modelado matema´tico y ana´lisis
digital de sen˜ales fonocardiogra´ficas a trave´s del ana´lisis acu´stico y te´cnicas de dina´mica
no lineal en la caracterizacio´n de estados funcionales correspondientes a casos normales y
con presencia de soplos cardı´acos, lo que permitira´ recuperar la fonocardiografı´a como un
procedimiento va´lido e importante de apoyo diagno´stico en la evaluacio´n de pacientes con
enfermedad cardı´aca.
Los objetivos del siguiente trabajo son:
• Objetivo general:
Desarrollar una metodologı´a para la caracterizacio´n de los estados funcionales
normal (ruidos cardı´acos) y anormal (soplos cardı´acos) empleando te´cnicas de ana´lisis
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acu´stico y dina´mica no lineal sobre registros digitales de sen˜ales fonocardiogra´ficas,
orientada a mejorar la evaluacio´n de pacientes con valvulopatı´as cardı´acas.
• Objetivos especı´ficos:
1: Investigar, comparar, y desarrollar me´todos de remocio´n o atenuacio´n de per-
turbaciones, segmentacio´n, acondicionamiento y extraccio´n de caracterı´sticas
para sen˜ales FCG.
2: Desarrollar un me´todo de preproceso y extraccio´n de caracterı´sticas, basado en
ana´lisis acu´stico y te´cnicas de dina´mica no lineal, orientado a la estimacio´n y
reconocimiento automatizado de estados funcionales correspondiente a estados
normales y con presencia de soplos cardı´acos
3: Validar y evaluar la metodologı´a desarrollada para el soporte del diagno´stico
cardı´aco.
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1. Ana´lisis de sen˜ales
1.1. Ana´lisis lineal
1.1.1. Transformada de Fourier en tiempo corto
En el a´rea del procesamiento digital de sen˜ales, es usual analizar algunas sen˜ales en interva-
los cortos de tiempo, en los cuales, los datos se procesan en intervalos definidos de tiempo
finito con longitud Ta o apertura, como si cada uno de ellos tuviese propiedades estadı´sticas
independientes:
y [n] =
∞
∑
m=−∞
G {x [m]w [n−m]}, m ∈ Ta (1)
donde x[n] corresponde a la sen˜al digitalizada, w[n] es la funcio´n de peso o funcio´n ven-
tana centrada respecto a la apertura Ta escogida, de tal manera que facilite la extraccio´n de
las caracterı´sticas de la sen˜al, y G {·} representa la transformacio´n de la secuencia aleatoria
original, empleando comu´nmente la transformada de Fourier en tiempo corto (TFTC) [14].
El ana´lisis de sen˜ales mediante la TFTC, presenta ventajas sobre el uso de la transformada de
Fourier (TF), ya que permite obtener informacio´n en el dominio del tiempo y la frecuencia
simulta´neamente, mientras que la TF no proporciona informacio´n que relacione cada com-
ponente en frecuencia con su localizacio´n exacta en el tiempo.
Generalmente, una ventana real y sime´trica w(t) = w(−t) se traslada en el valor de
desplazamiento b, y modula a la frecuencia s, para obtener el a´tomo de tiempo–frecuencia de
la TFTC:
ws,b(t) = w(t− b)ejst (2)
donde |w| = 1, tal que |ws,b| = 1 para cualquier s, b ∈ L2(T). En la pra´ctica, se disponen
de diversas funciones ventana, entre las que se encuentran: blackman, Hamming, Gaussiana,
representadas en la Figura 1(a). Tambie´n se pueden encontrar las ventanas Coseno, Kaiser,
Hanning, entre otras.
La transformada lineal de tiempo–frecuencia, relaciona la sen˜al con una familia de for-
mas de onda que tienen su energı´a concentrada en regiones angostas, tanto en el tiempo
como en la frecuencia, las cuales se conocen como a´tomos de tiempo–frecuencia [15], por lo que
la TFTC de una sen˜al x(t) ∈ L2(R). Teniendo en cuenta la Ec. (2), la TFTC esta´ dada por el
producto interno dado por (3) en el espacio L2(R):
v(s) = 〈x,ws,b〉 =
∫ ∞
−∞
x(t)w(t− b)e−jstdt (3)
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Figura 1.1: Transformada de Fourier en tiempo corto [8].
La correspondiente densidad de la energı´a de la sen˜al x(t), en el dominio tiempo–frecuencia,
se obtiene calculando el espectrograma [14], representado en la Figura 1.1b, y esquematizado
en la Fig. 1.2:
| v(s) |2=
∫ ∞
−∞
| x(t)w(t− b)e−jstdt |2 (4)
6
-
f
t
Figura 1.2: Recubrimiento del plano tiempo-
frecuencia a trave´s de la TFTC [8].
La expresio´n (4) mide la energı´a de la
sen˜al x(t) en la vecindad de (s, b) [15].
La representacio´n por medio de distribu-
ciones en tiempo–frecuencia, se utiliza en
el ana´lisis de sen˜ales no estacionarias,
proporcionando una representacio´n espec-
tral de los datos en funcio´n del tiempo.
Cuando la dina´mica de la sen˜al cambia
lentamente, y no se requiere una buena
resolucio´n en alta frecuencia, las distribu-
ciones en tiempo frecuencia se obtienen
mediante la generacio´n del espectrograma.
Cuando se necesita una buena res-
olucio´n en tiempo y frecuencia, se recurre a la utilizacio´n de las distribuciones de Wigner–
Ville o Choi Williams [16].
Distribuciones deWigner–Ville y Choi–Williams. La distribucio´n deWigner–Ville (VWD),
tambie´n conocida como transformada de Wigner–Ville se enmarca dentro de las distribuciones
de energı´a de la sen˜al en el dominio tiempo–frecuencia. El fundamento teo´rico se basa en
el hecho de que la energı´a de una sen˜al x(t), puede encontrarse integrando el cuadrado del
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mo´dulo de la sen˜al, ya sea en tiempo o frecuencia.
Ex =
∫ ∞
−∞
|x(t)|2 dt =
∫ ∞
−∞
|X(ω)|2 dω
donde se |x(t)|2 y |X(v)|2 son densidades de energı´a en tiempo y frecuencia respectivamente.
Tambie´n es comu´n hablar de densidad conjunta de energı´a ρx(t,ω), tal que
Ex =
∫ ∞
−∞
∫ ∞
−∞
ρx(t,ω)dtdω
Una de las propiedadesma´s importantes de las distribuciones de energı´a en tiempo–frecuen-
cia, es la covarianza tiempo–frecuencia, la cual garantiza que la distribucio´n de frecuencia
sea trasladada por una misma cantidad en el dominio de la frecuencia, cuando la sen˜al se
desplaza y modula en el tiempo. Se ha demostrado, que toda distribucio´n que cumpla esta
propiedad tiene la siguiente expresio´n [17]:
Cx(t,ω : f ) =
∫ ∫ ∫ ∞
−∞
ej2piξ(s−t) f (ξ, t)x(s + τ/2)x∗(s− τ/2)dξdsdt
donde f (ξ, τ) es una funcio´n bidimensional conocida como funcio´n de parametrizacio´n o kernel,
y corresponde a la distribucio´n tiempo–frecuencia, la cual corresponde a las distribuciones
de clase Cohen.
Otra de las propiedades importantes que deben satisfacer las distribuciones en tiempo–
frecuencia son las propiedades marginales:∫ ∞
−∞
ρx(t,ω)dt = |X(ω)|2∫ ∞
−∞
ρx(t,ω)dω = |x(t)|2
la cuales establecen que si se integra la densidad conjunta de energı´a sobre una variable, se
obtiene la densidad de energı´a correspondiente a la otra variable.
La WVD hace parte de las distribuciones de energı´a descritas anteriormente, la cual se
calcula como la correlacio´n de la sen˜al x(t) con una traslacio´n en el tiempo y en frecuencia
de ella misma.
WVDx(t,ω) =
∫ ∞
−∞
x
(
t+ τ2
)
x∗
(
t− τ2
)
e−j2piωτdτ
o equivalentemente
WVDx(t,ω) =
∫ ∞
−∞
X
(
ω+ ξ2
)
X∗
(
ω − ξ2
)
ej2piξtdξ
donde X(ω) es la transformada de Fourier de la sen˜al x(t). En particular, la WVD siempre
toma valores reales, preserva los cambios en el tiempo y la frecuencia de la sen˜al, y satisface
las propiedades marginales [18]. Las principales propiedades de la WVD son:
(1) No linealidad: La suma de dos sen˜ales no implica que sea la suma de laWVD de cada
una de ellas.
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(2) Conservacio´n de la energı´a: La integracio´n de la WVD de una sen˜al x(t) en el dominio
tiempo–frecuencia conduce a la obtencio´n de la energı´a de x(t).
Ex =
∫ ∞
−∞
∫ ∞
−∞
Wx(t,ω)dtdω
(3) Propiedades marginales: La densidad espectral de energı´a y la potencia instanta´nea se
pueden obtener como las distribuciones marginales deWVDx:∫ ∞
−∞
WVDx(t,ω)dt = |X(ω)|2∫ ∞
−∞
WVDx(t,ω)dω = |x(t)|2
(4) Valores reales: La WVD siempre toma valores reales.
WVDx(t,ω) ∈ R, ∀t,ω
(5) Covarianza en la traslacio´n: La WVD es covariante en tiempo y frecuencia.
y(t) = x(t− t0) ⇒WVDy(t,ω) = WVDx(t− t0,ω)
y(t) = x(t)ej2piω0t ⇒ WVDy(t,ω) = WVDx(t,ω− ω0)
(6) Covarianza en la expansio´n: La WVD tambie´n conserva las expansiones
y(t) =
√
kx(kt); k > 0⇒WVDy(t,ω) = Wx(kt,ω/k)
(7) Compatibilidad con filtrado: Si una sen˜al y(t) es la convolucio´n de una sen˜al x(t) y un
proceso h (filtro), la WVD de y(t) es la convolucio´n en el tiempo entre la WVD de h
y laWVD de x(t)
y(t) =
∫ ∞
−∞
h(t− s)x(s)ds ⇒ WVDy(t,ω) =
∫ ∞
−∞
WVDh(t− s,ω)WVDx(s,ω)ds
(8) Compatibilidad con modulaciones: Esta es la propiedad dual de la anterior. Si una sen˜al
y(t) es la modulacio´n de x(t) por una funcio´n m, la WVD de y(t) es la convolucio´n
en frecuencia entre la WVD de x(t) y la WVD de m.
y(t) = m(t)x(t) ⇒WVDy(t,ω) =
∫ ∞
−∞
WVDm(t,ω− ξ)WVDx(t, ξ)dξ
(9) Conservacio´n de soporte compacto: Si una sen˜al tiene soporte compacto en tiempo, su
WVD tendra´ tambie´n el mismo soporte compacto en tiempo
x(t) = 0, |t| > T ⇒WVDx(t,ω) = 0, |t| > T
X(ω) = 0, |ω| > B⇒WVDx(t,ω) = 0, |ω| > B
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(10) Frecuencia instanta´nea: La frecuencia instanta´nea de una sen˜al x(t) es el primer mo-
mento en frecuencia de la WVD
fx(t) =
∫ ∞
−∞
ωWVDxa(t,ω)dω∫ ∞
−∞
WVDxa(t,ω)dω
donde xa es la sen˜al analı´tica asociada a x(t).
(11) Retraso en el tiempo: El retraso en el tiempo de x(t) se puede obtener como el primer
momento en el tiempo de la WVD
tx(ω) =
∫ ∞
−∞
tWVDxa(t,ω)dt∫ ∞
−∞
WVDxa(t,ω)dt
La distribucio´n de Choi–Williams de una sen˜al x(t) se define como:
CWD(t, f ) =
∞∫
−∞
e−j2pi f t
∞∫
−∞
√
γ
4piτ2
e
− γ(µ−t)2
4τ2 x
(
µ+
τ
2
)
x∗
(
µ− τ
2
)
dµdτ (5)
donde γ es un factor que controla la supresio´n de te´rminos cruzados y la resolucio´n en
frecuencia. La funcio´n CWD(t, f ) se convierte en la distribucio´n de Wigner–Ville cuando
γ→ ∞ [8].
1.1.2. Tranformada wavelet
El ana´lisis mediante transformada wavelet (WT), permite la localizacio´n conjunta de eventos
en tiempo-frecuencia, el cual incluye la te´cnica de ventaneo con regiones de taman˜o variable
(Figura 1.3). Los intervalos largos de tiempo son utilizados donde se requiere informacio´n
ma´s precisa a baja frecuencia, mientras que los intervalos cortos se aplican en casos donde
se necesita informacio´n de alta frecuencia. El ana´lisis wavelet puede encontrar aspectos
como tendencias, puntos de quiebre, discontinuidades en derivadas grandes, autosimilari-
dad, etc. [19]. En contraposicio´n con lo que ocurre en la aplicacio´n de la TFTC, si se desea
una buena localizacio´n de la distribucio´n resultante en el tiempo se escoge una ventana es-
trecha en tiempo, que va dividiendo el plano tiempo–frecuencia en recta´ngulos alargados en
el sentido de la frecuencia, y estrechos a lo largo del tiempo. Si por el contrario, se desea
una buena discriminacio´n en la frecuencia de la distribucio´n, las ventanas se rotan en su re-
cubrimiento del plano 900. La uniformidad del recubrimiento, una vez elegida la ventana,
conlleva a difı´ciles compromisos de resoluciones que no siempre encuentran fa´cil solucio´n.
En la WT, la descomposicio´n se realiza en diferentes componentes frecuenciales, de tal ma-
nera que cada una de e´stas tenga una resolucio´n de acuerdo con su escala [20]. La nocio´n
de escala se relaciona directamente con su interpretacio´n cartogra´fica. Una versio´n de una
sen˜al cualquiera x(t) aumentada en escala, sera´ una sen˜al similar pero muestreada a una
tasa mayor
(
x(t) → 1√
2
x(t/2)
)
. De forma similar, disminuir la escala de dicha sen˜al lleva
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consigo la reduccio´n de la velocidad de muestreo, manteniendo una forma de onda similar(
x(t) → 1√
2
x(2t)
)
. Partiendo de una sen˜al conocida a una escala (de referencia), se puede
llegar de muchas maneras a una nueva versio´n de dicha sen˜al a otra escala predeterminada.
La bu´squeda de una u´nica sen˜al a la escala destino, define el concepto de resolucio´n, que
depende de la cantidad de informacio´n presente en una sen˜al; a mayor informacio´n mayor
resolucio´n tendra´ una sen˜al. Es importante tener presente, que si la sen˜al original tiene reso-
lucio´n 1, nunca se podra´ aumentar dicha resolucio´n sin an˜adir ma´s informacio´n.
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Figura 1.3: Recubrimiento del plano tiempo-frecuencia a trave´s de la WT [8].
La funcio´n ψ(t) de variable real t, que se conoce como funcio´n wavelet madre, y que
debe oscilar en el tiempo, debe estar bien localizada en el dominio temporal. La localizacio´n
temporal se expresa en la forma habitual de ra´pido decaimiento hacia cero cuando la varia-
ble independiente t tiende al infinito. La idea de oscilacio´n de la funcio´n se traduce en la
siguiente formulacio´n ∫ ∞
−∞
ψ(t)dt =0 (6)
∫ ∞
−∞
tm−1ψ(t)dt =0 (7)
(8)
siendo (m− 1) el valor del orden del momento de la funcio´n ψ(t).
A partir de la funcio´n madre, se generan el resto de funciones de la familia mediante
cambios de escala y traslaciones {ψa,b(t), a > 0, b ∈ R}. La funcio´nmadre, tradicionalmente
se ajusta a escala unidad. El para´metro de escala a queda asociado a un estiramiento o
encogimiento de la funcio´n madre. Ası´, dada una funcio´n localizada en el tiempo s(t), su
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versio´n escalada sa(t) se define como
sa(t) =
1√
a
s
(
t
a
)
, a ∈ R, a > 1 (9)
La funcio´n (9), funcio´n mantiene la misma forma que s(t) pero sobre un intervalo de re-
presentacio´n (soporte) ma´s amplio. Si el para´metro de escala se hace menor que 1, pero
mantenie´ndolo siempre positivo (para evitar una inversio´n de la funcio´n) se obtiene una
compresio´n del soporte de la funcio´n. El para´metro de traslacio´n b, permite la localizacio´n
temporal de la distribucio´n de energı´a. A partir de la funcio´n madre ψ(t), se generan las
funciones wavelet ψa,b(t) mediante operaciones conjuntas de cambio de escala y traslacio´n,
ψa,b(t) =
1√|a|ψ
(
t− b
a
)
(10)
En [21], se demuestra que si la funcio´n madre ψ(t) es real, entonces la familia de funciones
definidas por su traslacio´n y escalamiento conforman una base completa del espacio y, por
lo tanto, se puede representar cualquier funcio´n (sen˜al de energı´a finita (x(t) ∈ L2(R)) me-
diante una combinacio´n lineal de las funciones ψa,b(t), calculando los coeficientes de tal des-
composicio´n en la forma del producto escalar.
Transformada wavelet continua
La transformada wavelet continua, se describe por:
C(a, b) =
∫ ∞
−∞
x(t)ψ∗a,b(t)
C(a, b) = 1√|a|
∫ ∞
−∞
x(t)ψ∗
(
t−b
a
)
dt = 〈x(t),ψa,b(t)〉
(11)
donde el para´metro a es denominado de escala, mientras b se denomina de traslacio´n. Am-
bos varı´an de forma continua por todo el eje real, esto es, a, b ∈ R, a > 0. La funcio´n x(t),
puede ser reconstruida unı´vocamente utilizando la expresio´n
x(t) = 1Cψ
∫ ∞
−∞
∫ ∞
−∞
〈x(τ),ψa,b(τ)〉ψa,b(t) dadba2 (12)
donde la constante Cψ , denominada condicio´n de admisibilidad, depende so´lo de la funcio´n
wavelet madre ψ(t), de acuerdo con
Cψ = 2pi
∫ ∞
−∞
∣∣ψˆ(ξ)∣∣2 |ξ|−1 dξ < ∞ (13)
La condicio´n de admisibilidad, asegura que la funcio´n wavelet madre no tenga contenido
a frecuencia nula (o que e´ste resulte despreciable) (Ec. (6)) y con ello, que las versiones
dilatadas resultantes de la funcio´n madre este´n todas centradas a frecuencias diferentes.
A diferencia del caso de las expresiones de Fourier, la transformada x(t) → C(a, b) repre-
senta con mucha redundancia una funcio´n de una variable en un espacio bidimensional y
por lo tanto, estas funciones wavelet no forman una base ortonormal real. Unmuestreo apro-
piado de los para´metros de la funcio´n wavelet permite eliminar la redundancia, obtener una
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base ortonormal de wavelets de soporte compacto y definir la metodologı´a para el ca´lculo
eficiente de los coeficientes wavelet.
Transformada wavelet discreta
En este caso, los para´metros de dilatacio´n a y traslacio´n b toman solamente valores dis-
cretos. La dilatacio´n de la wavelet madre, se relaciona como potencias enteras de una escala
de referencia a0, normalmente mayor que 1, ası´ a = a
j
0. Para la discretizacio´n del para´metro
b, se debe tener en cuenta que el recubrimiento discreto del plano tiempo-frecuencia es loca-
lizado en cada escala, ası´ el para´metro de traslacio´n depende del para´metro de escala. Para
escalas mayores, la traslacio´n debe ser mayor. Dado que el ancho de las funciones a cada
escala es directamente proporcional con la misma, se toma una discretizacio´n del para´metro
b directamente relacionada con la escala que se esta´ trabajando b = kb0a
j
0.
a = a
j
0 (14)
b = kb0a
j
0 j, k ∈ Z a0 > 1, b0 > 0 (15)
Una base ortonormal de wavelets de soporte compacto pueden ser obtenidas al extender
L2(R), el espacio de todas las sen˜ales de energı´a finita, por medio de traslaciones y dilata-
ciones de la funcio´n wavelet (Ec. (10)), ası´
ψj,k(t) = a
−j/2
0 ψ
(
a
−j
0 t− kb0
)
(16)
donde j representa la escala y k la traslacio´n temporal. Si se seleccionan escalas y posiciones
basadas en potencias de 2(a0 = 2), llamadas escalas y posiciones dia´dicas, el ana´lisis sera´
mucho ma´s eficiente e igual de preciso que el ana´lisis continuo. Una vı´a para implementar
este esquema usando filtros fue desarrollada en [20], cuyo algoritmo es en efecto un esquema
cla´sico conocido como codificador sub-banda de dos canales. En este caso, la sen˜al f (t) se
representa como una serie de aproximaciones (baja frecuencia) y detalles (alta frecuencia) en
diferentes resoluciones. En cada etapa, un par de filtros h, g son aplicados a la sen˜al de
entrada para producir una sen˜al de aproximacio´n y una de detalle respectivamente. La sen˜al
de detalle, representa la informacio´n perdida desde una resolucio´n alta, hasta una ma´s baja.
La representacio´n wavelet es entonces, el conjunto de coeficientes de detalle en todas las
resoluciones y los coeficientes de aproximacio´n en la resolucio´n ma´s baja.
El algoritmo ra´pido para calcular los coeficientes wavelet, esta´ dado por la siguiente
expresio´n
caj,k =∑
m
h[2k −m]caj−1[m] (17)
cdj,k =∑
m
g[2k −m]caj−1[m] (18)
(19)
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Los filtros h y g son llamados filtros espejo en cuadratura y satisfacen la siguiente propiedad
g[n] = (−1)1−nh[1− n] (20)
La etapa de filtrado es seguida por una decimacio´n dia´dica o submuestreo por un factor
de 2. El esquema para una etapa de filtrado a una escala j se muestra en la Figura 1.4. La
descomposicio´n wavelet de una sen˜al f analizada en una escala o nivel j, tiene la siguiente
estructura: [caj, cdj, . . . , cd1] (Figura 1.5). Los filtros h y g son derivados de bases de wavelets
ortonormales y, por lo tanto, la reconstruccio´n de la sen˜al a partir de la descomposicio´n
wavelet es exacta y dada por la Ec. (21), representada en la Figura 1.6 [8],
caj−1,k = 2∑
m
(
caj,k[m]h[k − 2m] + cdm,k[m]g[k − 2m]
)
(21)
-
-
- -
-
?
?
-
-
cAj
G
H 2
2
cAj+1
cDj+1
nivel j nivel j+1
cA0 = x[n]
Figura 1.4: Etapa de descomposicio´n [8].
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Figura 1.5: Estructura de la descomposicio´n wavelet: a´rbol wavelet [8].
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Figura 1.6: Etapa de reconstruccio´n [8].
1.2. Ana´lisis no lineal
1.2.1. Espacios de estado
Los sistemas dina´micos no lineales son aquellos cuya respuesta ante un estı´mulo dado en
algu´n instante de tiempo no se produce de forma proporcional a sus respectiva excitacio´n de
entrada [22]. En ciertas circunstancias, los sistemas determinı´sticos no lineales, entran en un
estado llamado caos, cuando la respuesta del sistema presenta una notable sensibilidad a las
condiciones iniciales del modelo; es por esto, que aunque exista un modelo determinı´stico
del sistema no lineal, al entrar en el re´gimen cao´tico, se genera un comportamiento impre-
decible a largo plazo, si no se tienen de manera precisa las condiciones iniciales [23]. A
diferencia del ana´lisis lineal, el cual atribuye el comportamiento irregular de un sistema a la
naturaleza aleatoria de la sen˜al de entrada, las entradas aleatorias no son las u´nicas fuentes
posibles de irregularidad en la salida de un sistema [22, 24].
Un sistema dina´mico determinı´stico no lineal puede definirse en tiempo continuo me-
diante un conjunto de ecuaciones diferenciales no lineales de la forma:
x˙(t) = f {x(t)} (22)
donde f es una funcio´n vectorial no lineal con dimensio´n l × 1 que representa las reglas
dina´micas de gobierno sobre el comportamiento de las variables, y x es el vector de estado
con dimensio´n l × 1 que representa las variables dina´micas del sistema [24]. El nu´mero
de estados l se conoce como el orden del sistema, y los grados de libertad esta´n dados por
la cantidad de ecuaciones diferenciales ordinarias auto´nomas de primer orden, requeridas
para describir el sistema y corresponden al nu´mero de componentes en el vector de estado
x(t), t ∈ (0,∞) [25]. Cada una de las soluciones de la Ec. (22) corresponden a una trayectoria
u o´rbita en un espacio con dimensio´n mu´ltiple conocido como espacio de fase, el cual es un
espacio vectorial abstracto generado por las variables dina´micas del sistema que representan
la evolucio´n en el tiempo [22].
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Sea s[n] = s (t0 − nTs) , n ∈ Z+, la serie de datos con origen en el instante t0, muestreada
en intervalos de tiempo Ts. La evolucio´n tanto del vector de estado como de la observacio´n
se representa de la forma x(t0 + (n + 1)Ts) ≈ x(t0 + nTs) + TsfD {x(t0 + nTs)}, de manera
que las observaciones se toman como:
s(t0 + nTs) → s(t0 + (n+ 1)Ts)
s[n] → s[n+ 1],
Mediante la estimacio´n de algunas propiedades, se determina si existe un conjunto de ecua-
ciones diferenciales ordinarias que generan el sistema analizado. A partir de la serie de
observaciones escalares s[n] = s(t0 + nTs), se puede llegar a la representacio´n en un espacio
multivariable de fase haciendo uso del teorema de inmersio´n [26–28].
Sea un sistema dina´mico x[n] → fD(x[n]) = x[n + 1], donde el espacio de fase de x[n]
es de dimensio´n mu´ltiple. Segu´n el teorema de inmersio´n cuando se observa una cantidad
escalar simple h(·), de alguna funcio´n vectorial de las variables dina´micas g(x[n]), entonces
la estructura geome´trica de esta dina´mica multivariable puede ser comprendida a trave´s
del conjunto de medidas escalares h(g(x[n])) en un espacio vectorial, cuyos componentes se
originan al aplicar h(·) a potencias de g(x[n]).
Los vectores
S[n] = [h (x [n]) , h (g (xτ1 [n])) , h (g (xτ2 [n])) , . . . , h (g (xτm−1 [n]))] , (23)
definen la dina´mica en un espacio euclı´deo de dimensio´n mu´ltiple. En general, a partir
de las condiciones de suavidad de las funciones h(·) y g(x) [28], se muestra que para un
valor adecuado de dimensio´n, diversas propiedades importantes de la sen˜al multivariable
desconocida x[n] (en la fuente observada de caos) son reproducidas sin ambigu¨edad en el
nuevo espacio de vectores S[n], mediante la reconstruccio´n del diagrama conocido como
atractor. Esto es, el orden secuencial de los puntos S[n] → S[n+ 1], proporciona una forma
de representar el sistema dina´mico desconocido, dado por x[n] → x[n + 1]. Por lo tanto, el
comportamiento determinı´stico de la fuente subyacente de observaciones, x[n] → x[n + 1],
asegura el determinismo de la representacio´n dada por S[n] → S[n+ 1].
El vector S[n] se genera evitando los errores en el orden secuencial que podrı´an presen-
tarse durante la proyeccio´n de la evolucio´n desde el espacio original x[n] hacia el espacio
escalar h (g (x [n])). Tales errores resultan si dos puntos moderadamente lejanos en el es-
pacio original fuesen proyectados cerca uno al otro a lo largo del eje de observaciones es-
calares. Esta falsa lı´nea de vecindad de observaciones en h (g (x [n])) puede surgir a partir
de la proyeccio´n desde un espacio de mayor dimensio´n.
El arreglo s[n] se escoge en calidad de la funcio´n escalar general de medida h(·), es decir
h (x [n]) = s[n] y para la funcio´n general g(x), se escoge la operacio´n que describe el vector
x en un tiempo Ts, de tal modo que la τk potencia de g(x), a partir de (23) esta´ de la forma
gτk (x [n]) = x[n+ τk] = x (t0 + [n+ τk] Ts)
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por lo que las componentes de S[n] se expresan mediante
S[n] = [s[n], s[n + τ1], s[n+ τ2], . . . , s[n+ τm−1]]
Si se escoge τk = kτ, es decir, los tiempos de retardo que son mu´ltiplos enteros de un retardo
comu´n τ, entonces el vector de datos S[n] es
S[n] = [s[n], s[n + τ], s[n+ 2τ], . . . , s[n+ τ(m− 1)]] (24)
compuesto por observaciones que se encuentran retardadas en τ, para el instante nTs.
Un estado del sistema dina´mico en un instante de tiempo dado se representa por un
punto en el espacio de fase. Si existen l variables dina´micas, entonces el estado en un tiempo
dado se representa por un punto en el espacio euclı´deoRl. En la medida en que las variables
dina´micas cambian sus valores en el tiempo, los puntos representativos trazan una curva en
el espacio de fase, la cual conduce a la formacio´n del respectivo atractor.
Una vez se fija el estado actual de un sistema puramente determinı´stico, se pueden cono-
cer tambie´n sus estados en futuros instantes de tiempo. Por lo tanto, es importante establecer
correctamente el espacio de fase para el sistema de tal manera que, especificando un punto
en e´ste, se pueda conocer el estado del sistema y viceversa, lo que conlleva a analizar su
dina´mica mediante el estudio del correspondiente espacio de fase. De esta forma, se asegura
la existencia y unicidad de las trayectorias, siempre y cuando se conozcan las condiciones
iniciales del sistema.
La te´cnica ma´s conocida de reconstruccio´n de espacios de fase para sistemas dina´micos
discretos es el me´todo por tiempos de retardo [29]. La trayectoria reconstruida
Sl×m = [S [1] ,S [2] , . . . ,S [l]]
T (25)
se expresa en forma de matriz, en la cual cada fila es un vector del espacio de fase, siendo
S [n] el estado del sistema (como se describe en 24). El nu´mero m de elementos se denomina
dimensio´n de inmersio´n, que corresponde al mapeo inyectivo desde el espacio de fase en el
espacio de estado original hacia el espacio Rm [30]. El orden del sistema en (25),
l = N − (m− 1)τ, (26)
se determina de tal manera que cada estado l sea un punto en la reconstruccio´n del atractor
dentro del espacio de fase, donde N es la longitud de la serie de tiempo.
De esta forma, se puede determinar si una serie de tiempo es o no de naturaleza deter-
minı´stica, empleando un sistema dina´mico de dimensio´n baja. La dimensio´n del espacio de
fase se da por el teorema de inmersio´n de Takens, segu´n el cual, si se obtiene un atractor con
dimensio´n d en (26) a partir de un conjunto de datos, entonces las propiedades topolo´gicas
del atractor son equivalentes a las propiedades topolo´gicas del inmersio´n formado por los
vectores del espacio de fase con dimensio´n m, tal que, m ≥ 2d + 1 [25]. De este modo, se
obtiene una versio´n topolo´gicamente equivalente del espacio de fase a partir del compor-
tamiento de una sola de las variables del sistema. En este caso, no es necesario observar
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todas las variables y las ecuaciones del sistema dina´mico pueden ser desconocidas. Tanto
τ, como m pueden tomar diferentes valores, con lo cual se obtienen diferentes trayectorias
reconstruidas en el espacio de fase.
Por lo tanto, la calidad en la representacio´n de una serie de tiempo dentro de un espacio
de fase esta´ en obtener el valor de inmersio´n o´ptimo, que depende de los valores de τ y de
m, los cuales determinan las propiedades topolo´gicas del atractor y la respectiva prediccio´n
de los estados futuros de x[n]. La seleccio´n del valor de τ es au´n un problema que no tiene
solucio´n definitiva, aunque existen diversos me´todos para su seleccio´n. En todo caso, si τ
es muy pequen˜o, los elementos sucesivos de los vectores de retardo se correlacionan fuerte-
mente, y todos los puntos de los datos se ubican cerca a la lı´nea identidad o diagonal en el
espacio de fase.
Un criterio simple en la estimacio´n de τ consiste en calcular el primer cero de la in-
formacio´n mutua promedio entre las variables aleatorias s[n] y s[n + τ] [25]. Cuando τ tiene
un valor muy grande, el comportamiento cao´tico de la sen˜al hace que s[n] y s[n + τ] sean
pra´cticamente independientes, y la informacio´n mutua tiende a cero.
1.2.2. Ca´lculo del tiempo de retardo
Uno de los principales me´todos para estimar el valor del tiempo de retardo (τ) es mediante
el ca´lculo de la informacio´n mutua promedio (AMI) de la series de tiempo analizadas s[n] y
s[n+ τ]:
I (τ) = ∑
s[n],s[n+τ]
p (s[n], s[n + τ]) log2
(
p (s[n], s[n + τ])
p(s[n])p (s[n+ τ])
)
,
donde p(s[n], s[n + τ]) es la densidad de probabilidad conjunta para s[n] y s[n+ τ], ası´ como
p(s[n]) y p (s[n+ τ]) son las densidades de probabilidad marginales para s[n] y s[n + τ]
respectivamente. Con una mayor independencia estadı´stica entre las series de ana´lisis, se
espera que la cantidad de informacio´n entre las medidas, es decir, la informacio´n mutua, sea
igual a cero. Esta es una idea teo´rica que conecta dos conjuntos demedidas, una con respecto
a otra, estableciendo un criterio para su dependenciamutua basada en la nocio´n de conexio´n
de informacio´n entre ellas. Sin embargo, para valores suficientemente grandes de τ las series
s[n] y s[n + τ] pueden considerarse independientes, e I(τ) tendera´ a cero. El valor de τ se
toma entonces donde se presenta el primer mı´nimo de la informacio´n mutua promedio I(τ)
como valor para emplear en la reconstruccio´n del espacio de fase [25]. El procedimiento para
escoger el primer mı´nimo de la informacio´n mutua promedio es similar al que se utiliza para
escoger el primer cero de la funcio´n de autocorrelacio´n lineal
C(τ) =∑
n
(s[n]− s¯)(s[n+ τ]− s¯),
donde s¯ = 1N ∑
N
n=1 s [n] , es el tiempo en el cual se escoge el retardo τ. Este me´todo representa
la manera lineal o´ptima para seleccionar τ desde el punto de el valor de prediccio´n de s[n+
τ] a partir del conocimiento de s[n], en el sentido de los mı´nimos cuadrados.
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1.2.3. Medidas de complejidad
Dimensio´n fractal o fraccional. El ana´lisis del comportamiento cao´tico de sistemas de
dina´mica no lineal, implica el estudio de su dimensio´n, que permite estimar el nu´mero de
variables independientes que serı´an necesarias para describir toda la dina´mica del sistema.
Una estructura geome´trica puede ser representada por un conjunto de puntos en un espacio
euclı´deo Rm, con un valor de m lo suficientemente grande para localizar de forma u´nica la
posicio´n de cada punto en la estructura. Cada conjunto enRm tiene asignado una dimensio´n
topolo´gica d ∈ [0,m].
La dimensio´n fraccional o dimensio´n fractal (d) es cualquier medida de la dimensio´n que
asuma valores no enteros, por lo que una estructura fractal es un conjunto con dimensio´n no
entera. La geometrı´a euclı´dea no acepta dimensiones fractales, luego d = D, D ∈ Z. La im-
portancia de los fractales en la dina´mica no lineal, radica en que los atractores son estructuras
geome´tricas de este tipo, y su dimensio´n d se relaciona con el nu´mero mı´nimo de variables
necesarias para modelar la dina´mica del respectivo atractor, similar a los representados en la
Figura 1.7.
(a) Atractor de tipo fractal, correspondiente a un sistema
de Lorenz.
(b) Atractor de una sen˜al senoidal (perio´dica).
Figura 1.7: Ejemplos de atractores, segu´n la diferencia en su geometrı´a.
Sea v la cantidad de puntos dentro de una esfera de radio r, de tal manera que esta se
disminuye a medida que r tiende a cero. Se determina entonces la reconstruccio´n en un
atractor de la secuencia dada por la expresio´n (24) en un espacio euclı´deo o en un espacio
inmerso. Luego se establece algu´n punto x que este´ cerca o sobre el atractor reconstruido,
y se evalu´a la manera como la cantidad de puntos sobre la o´rbita del atractor dentro de
un radio r cambia a medida que este se hace ma´s pequen˜o, aunque de forma moderada,
dado que se tiene un nu´mero finito de datos, y si el radio es muy pequen˜o, ningu´n punto se
ubicarı´a dentro de la esfera. Especı´ficamente, el radio r debe ser suficientemente pequen˜o
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para localizar una buena cantidad de puntos dentro de la esfera, pero no tan grande para
que se ubiquen la totalidad de los datos dentro de la misma, lo cual tiene lugar si r ≈ RA,
donde el taman˜o del atractor esta´ dado por RA =
1
N ∑
N
n=1 |s [n]− s¯|. De esta manera, la
cantidad de puntos v depende del radio r y la ubicacio´n del punto x dentro de la esfera, de
la forma, v(x, r) ≈ rd(x), donde d(x) es la dimensio´n del atractor que depende del punto x en
donde se observe y de las condiciones iniciales del sistema, dado que el atractor, por ser una
estructura cuya geometrı´a no es tan regular como la de una esfera o un toroide, no tiene una
dimensio´n topolo´gica constante en todos sus puntos. Naturalmente, la densidad de puntos
del atractor es heteroge´nea, debido a que tambie´n depende del radio r y el punto x. Este tipo
de estructuras son conocidas como atractores extran˜os, cuya geometrı´a es de tipo fractal. El
valor del radio r varı´a de acuerdo al rango de magnitud 0  r/RA  1. Si el atractor fuese
una figura geome´trica regular de dimensio´n entera D, entonces se encontrarı´a una cantidad
de puntos rD en cada atractor inmerso en una esfera de radio r alrededor del punto x, por lo
que d(x) = D, ∀x [25].
Con el propo´sito de identificar la dimensio´n fractal de un atractor extran˜o reconstruido
a partir de la secuencia S[n], se calcula la cantidad de puntos observados dentro de la esfera
de radio r alrededor de un punto x en el espacio de fase mediante la expresio´n:
v(x, r) =
1
N
N
∑
n=1
Θ(r− ∣∣Si[n]− Sj[n]∣∣), Θ[n] =

1, n ≥ 00, n < 0
donde Θ[n] es la funcio´n escalo´n (funcio´n de Heaviside) y N es la longitud de la secuencia
de datos de S[n]. La anterior expresio´n realiza el conteo de todos los puntos sobre la o´rbita
S[n], dentro de un radio r en el punto x, y normaliza esta cantidad por el nu´mero total de los
puntos contenidos en los datos. A partir de lo anterior, se obtiene la suma de correlacio´n gene-
ralizada C (q, r), entendida como la estimacio´n de la cantidad de puntos cercanos y situados
a una distancia r con respecto al total de puntos en el atractor, la cual se expresa como:
C(q, r) =
1
N
N
∑
i=1
[
1
N
N
∑
j=1
Θ
(
r− ∣∣Si[n]− Sj[n]∣∣)
](q−1)
(27)
Si r es menor que el taman˜o del atractor, adema´s mayor que el espacio ma´s pequen˜o entre
los puntos, entonces C(r) ≈ r(q−1)Dq ,, siendo Dq la dimensio´n fractal [25, 31]. La cantidad
indicada en la expresio´n (27), cuando q = 2, es conocida como la suma de correlacio´n [32],
que sigue la siguiente aproximacio´n: La probabilidad que dos puntos del conjunto este´n en
la misma esfera de radio r, es aproximadamente igual a la probabilidad que dos puntos del
conjunto este´n separados por una distancia ρmenor o igual que el radio r, esto es:
ρ
(∣∣Si[n]− Sj[n]∣∣) =
√√√√ N∑
n=1
(
Si[n]− Sj[n]
)2
,
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por lo cual, la suma de correlacio´n C(r) se da de la forma:
C(r) ≈ 1
N2
N
∑
i,j=1
Θ
(
r− ρ ∣∣Si[n]− Sj[n]∣∣) (28)
La Figura 1.8 muestra un ejemplo de una sen˜al de Lorenz y la estimacio´n de su respectiva
suma de correlacio´n (C (r)) a partir de su reconstruccio´n en el espacio de fase con un valor
de τ = 10 y valores de dimensio´n de inmersio´n (m) desde 2 a 15. En la Figura 1.8b se genera
una recta por cada valor de m.
(a) Sen˜al cao´tica de un sistema de Lorenz. (b) Suma de correlacio´n.
Figura 1.8: ejemplo del ca´lculo de la funcio´n de suma de correlacio´n
Dimensio´n de capacidad (D0). Una forma simple de medir la dimensio´n fractal de un
atractor consiste en estimar la dimensio´n de capacidad o dimensio´n box-counting D0, cuya evalua-
cio´n consiste en determinar cua´ntas esferas de radio r (que para este caso se pueden consi-
derar como cuadrados para atractores inmersos en dos dimensiones o cubos para atractores
inmersos en tres dimensiones, de lado r) son necesarias para cubrir todos los puntos del
conjunto de datos. Para evaluar esta cantidad, se establece una funcio´n N(r) como una
funcio´n del radio (o lado en caso que sea un cuadrado o cubo) r cuando corresponde a un
valor pequen˜o, y que representa la cantidad de esferas, cuadrados o cubos necesarios para
cubrir el conjunto de puntos.
D0 = lim
r→0
log(N(r))
log
(
1
r
)
Cabe anotar que para valores de r suficientemente pequen˜os N(r) ≈ r−D0 .
Dimensio´n de correlacio´n (D2). Es una medida de la complejidad de un sistema deter-
minı´stico que proporciona el nu´mero de variables independientes necesarias para describir
su comportamiento. Esta medida se obtiene a partir de la suma de correlacio´n C(r), deter-
minando la zona donde las curvas generadas para cada valor de m se comportan de forma
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lineal. A partir de esta regio´n, se calcula la pendiente de cada recta, el cual representa el
valor de D2 para cada valor de m. La medida se expresa de la forma:
D2 = lim
r→0
log(C(r))
log(r)
En la pra´ctica, el ca´lculo de D2 se basa en la estimacio´n de la regio´n en la cual la funcio´n
ln (C (r)), para cada valor de m, es lineal con respecto a ln (r). A este rango de valores de
ln(r) se le denomina regio´n de escalamiento. Primero se debe derivar la funcio´n ln (C (r)), y se
determinan los valores de ln(r) donde se encuentra la meseta de la derivada (Figura 1.9a).
Posteriormente, de acuerdo al rango de valores de ln(r) determinados segu´n la observacio´n
de la meseta en la gra´fica de d ln (C (r)) /d (ln (r)), se establecen los valores de ln(r) donde se
debe estimar las pendientes de las rectas correspondientes a la funcio´n ln (C (r)), para cada
valor de m.
Normalmente, D2 aumenta con respecto a m, hasta que converge a algu´n valor determi-
nado dependiendo de la naturaleza de los datos analizados, como se muestra en la Figura
1.9, que calcula D2 mediante la ubicacio´n de la meseta en la Figura 1.9a, la cual se presenta
para valores de ln(r) entre −1 y 1 aproximadamente.
(a) Derivada de la funcio´n ln (C (r)) correspondiente a la
Figura 1.8b.
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(b) Dimensio´n de correlacio´n
Figura 1.9: Ca´lculo de la D2.
Medidas de entropı´a
Entropı´as de Shannon y Re´nyi. La entropı´a es una medida que cuantifica la incertidum-
bre presente en un conjunto de datos debido a su cantidad de informacio´n. Sea
f (p (Xk)) = −p(Xk) log2 (p (Xk)) , 0 ≤ p(Xk) ≤ 1 (29)
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donde p(Xk) es la probabilidad de que una variable aleatoria X tome el valor de k (que
representa el taman˜o del alfabeto), con k = 1, 2, . . . ,N. Por lo tanto, la funcio´n f (p (Xk)) es
igual a cero cuando p(Xk) = 0 y p(Xk) = 1, y positiva para valores intermedios, halla´ndose
su ma´ximo valor ( f (p (Xk)) = 1) cuando p(Xk) = 0.5. A partir de esta expresio´n, la entropı´a
de Shannon (o entropı´a de informacio´n) se define como
H(Xk) =∑
k
f (p (Xk)) (30)
De este modo, la entropı´a de un conjunto de datos se puede interpretar como el grado de
informacio´n que proporciona su observacio´n; entre mayor sea la incertidumbre en la obser-
vacio´n del conjunto de datos, mayor es su valor de entropı´a, por consiguiente, la entropı´a
de Shannon mide la incertidumbre de un sistema dina´mico [33]. Si las probabilidades son
cercanas a 0, se espera que una de ellas este´ cercana a 1 (debido a que la suma de probabi-
lidades debe ser igual a 1), en cuyo caso, el grado de aleatoriedad de la variable es mı´nima,
dado que casi siempre toman el mismo valor, situacio´n que se refleja en su disminuido valor
de entropı´a. De otro lado, si todas las probabilidades son iguales, entonces se encuentran re-
lativamente lejos de los valores de 0 y 1, y la funcio´n f (p (Xk)) aumenta su valor, indicando
un grado elevado de entropı´a, en el que es difı´cil predecir el valor que toma la variable aleato-
ria en un tiempo subsiguiente [34]. Es necesario tener en cuenta que la entropı´a depende de
la probabilidad que tiene una variable aleatoria de tomar ciertos valores correspondientes a
un alfabeto determinado, mas no de los valores del alfabeto.
Se puede introducir un concepto generalizado a trave´s de las entropı´as de Re´nyi delimi-
tadas por un para´metro q:
Hq(Xk) =
1
1− q log2∑
k
p(X
q
k ) (31)
Las entropı´as de Re´nyi esta´n bien definidas para valores de q positivos y diferentes de 1 [35].
Si en la expresio´n (31) se tiene que lim
q→1
, es u´til expresar la entropı´a de Shannon como el lı´mite
de la derivada,
H(Xk) = − lim
q→1
∂
(
(1− q) exp (Hq (Xk)))
∂q
En el caso que q = 2, se tiene la entropı´a de Re´nyi de orden 2, conocida como entropı´a de
extensio´n, expresada mediante
H2(Xk) = − log2
(
∑
k
p(X2k )
)
(32)
a partir de la cual se obtiene la relacio´n de participacio´n inversamediante
R(Xk) =
1
∑
k
p(X2k )
= exp(H2(Xk)) (33)
Esta cantidad caracteriza el nu´mero efectivo de eventos diferentes que puede admitir una varia-
ble estoca´stica.
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Entropı´a de patro´n. El patro´n de un conjunto de datos se define como la secuencia de
ı´ndices enteros que indican, en orden incremental de ocurrencia, el sı´mbolo del alfabeto
que toman cada uno de los elementos del conjunto. Los ı´ndices del patro´n de la secuen-
cia de datos adquieren valores enteros positivos desde 1 hasta un valor ma´ximo, dado por el
taman˜o del alfabeto.
Sea θ = (θ1, θ2, . . . , θk) el para´metro que contiene las probabilidades de ocurrencia para
los sı´mbolos del alfabeto correspondientes a la variable aleatoria X = (x1, x2, . . . , xn). Dado
que el orden de estas probabilidades no afectan el patro´n, se asume, sin pe´rdida de generali-
dad, que θ1 6 θ2 6 . . . 6 θk, y que Σ = {i, 1 6 i 6 k}.
El patro´n de X se denota por ψn , Ψ(xn). Teniendo en cuenta que diferentes secuencias
de datos pueden tener el mismo patro´n, para un alfabeto y un θ dados, la probabilidad de
un patro´n ψn inducido por una probabilidad subyacente distribuida de forma ide´ntica e
independiente esta´ dada por
Pθ(ψ
n) = ∑
yn :Ψ(yn)=Ψn
Pθ(y
n) (34)
La probabilidad de Ψ(xn) puede expresarse mediante (34) sumando todas las secuencias
que tienen el mismo patro´n con un vector de para´metro fijo. Sin embargo, tambie´n se puede
expresar fijando la secuencia actual y sumando todas las permutaciones de sı´mbolos que que
se presentan en el vector de para´metro
Pθ[Ψ(x
n)] =∑
σ
Pθ(σ)(x
n) (35)
donde la suma se realiza sobre todos los vectores de permutacio´n σ, cuya diferencia entre
sı´ es el ı´ndice del para´metro de probabilidad, asignado a por lo menos la ocurrencia de un
sı´mbolo, y θ(σi) denota el i–e´simo componente del vector permutado θ, de acuerdo a σ.
La tasa de entropı´a de una fuente distribuida de forma ide´ntica e independiente se de-
nota por Hθ(X), y la secuencia de entropı´a por Hθ(X
n) = nHθ(X). Por lo tanto, la entropı´a
del patro´n de secuencia de orden n de una fuente θ se define como
Hθ(Ψ
n) , −∑
Ψn
Pθ(ψ
n) log Pθ(ψ
n) (36)
Entropı´a de Kolmogorov. El ca´lculo de la entropı´a de Kolmogorov permite medir la im-
predecibilidad de un sistema dina´mico [33]. Se considera un sistema dina´mico inmerso en
un espacio de fase con dimensio´n m, el cual se encuentra dividido en cajas de taman˜o rm,
siendo r la longitud del lado de cada una. Se asume entonces la existencia de un atractor
dentro del espacio de fase, formado por la evolucio´n temporal de una trayectoria S[n], cuyos
puntos representan los estados dina´micos del sistema medidos en intervalos de tiempo τ.
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Sea p(k1, k2, . . . , km) la probabilidad conjunta de que la trayectoria S[τ] se encuentre en la
caja k1, S[2τ] en k2, hasta S[mτ] en km, entonces, la entropı´a de Kolmogorov se define como:
K = − lim
τ→0
r→0
m→∞
1
mτ ∑
p(k1,k2,...,km)
p (k1, k2, . . . , km) ln p (k1, k2, . . . , km), (37)
A partir de (37), se define la estimacio´n K2 de la entropı´a de Kolmogorov de la forma [36]:
K2,m(r) =
1
τ
ln
Cm(r)
Cm+1(r)
0 ≤ K2 ≤ K (38)
dondem es dimensio´n de inmersio´n, τ es el valor de retardo, Cm(r) es la suma de correlacio´n
definida en (28). El valor K2 → ∞ para sistemas aleatorios, mientras 0 < K2 < ∞ para
sistemas cao´ticos.
Ma´ximo exponente de Lyapunov
Una de las principales caracterı´sticas de los sistemas cao´ticos es su impredecibilidad durante
prolongados periodos de tiempo, como consecuencia de la inherente inestabilidad de las
soluciones y de la dependencia de sus condiciones iniciales. A medida que las trayectorias
de un sistema cao´tico evolucionan temporalmente en un espacio de fase, se presenta una
separacio´n entre las mismas que crece con tasa exponencial. En las series de tiempo, pre-
dominantemente perio´dicas, tambie´n se presenta una separacio´n entre las trayectorias du-
rante su evolucio´n temporal, pero de tipo lento mas no exponencial. Por lo tanto, se puede
cuantificar esta separacio´n en un instante determinado mediante el ca´lculo de un exponente
relacionado con el incremento de la distancia entre las trayectorias conocido como ma´ximo
exponente de Lyapunov, el cual calcula la magnitud del caos en el sistema analizado.
En la determinacio´n de los valores de prediccio´n x (n+ 1) = fD (x (n)) e y(n + 1) =
fD (y (n)) = fD(x(n) + u(n)), se puede emplear la aproximacio´n lineal con respecto a Sx(n),
que describa las pequen˜as desviaciones de las trayectorias Sx(n) y Sy(n), dadas por:
u[n+ 1] = J (Sx [n]) u[n] (39)
donde J(Sx[n]) es la matriz del jacobiano evaluada en un punto de referencia de Sx[n]. Ası´,
sean dos puntos en un instante de tiempo inicial n0 correspondientes a las trayectorias Sx[n]
y Sy[n], se determina la distancia entre ambos como:
u[n0] =
∥∥Sx[n0]− Sy[n0]∥∥ , u[n0]  1 (40)
El valor u[∆n] es la distancia en el instante de tiempo n entre las trayectorias Sx[n] y
Sy[n] que emergen a partir de Sy[n0] y Sx[n0] a causa de su evolucio´n temporal, u[∆n] =∥∥Sx[n0 + ∆n]− Sy[n0 + ∆n]∥∥, donde Sx[n0 + ∆n] es la trayectoria Sx[n] que se origina en el
punto Sx[n0] despue´s que ha evolucionado en un tiempo dado por ∆n = n− n0. Lo mismo
sucede con la trayectoria Sy[n]. De (39) se obtiene:
u[∆n] = J[∆n]u[n0]; J[∆n] = J (Sx [∆n− 1]) J (Sx [∆n− 2]) . . . J (Sx [n0])
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donde J[∆n] es la matriz formada por el producto de las matrices del jacobiano evaluadas en
los estados que forman el segmento de la trayectoria Sx[n].
Con el propo´sito de medir la separacio´n exponencial de las trayectorias, se asume que en el
futuro distante (∆n  0) la norma del vector u[∆n] se comporta como
‖u[∆n]‖ = ‖u[n0]‖ e(λ∆n);∆n → ∞ (41)
donde λ ∈ R, siendo u[n0]  1 y ∆n  1. Se define entonces el ma´ximo exponente de
Lyapunov (λ) de la forma:
λ(Sx[n0],u[n0]) = lim
∆n→∞
1
∆n
ln ‖J[∆n]u[n0]‖
= lim
∆n→∞
1
∆n
ln ‖J(Sx[∆n− 1])J(Sx[∆n− 2]) · · · J(Sx[n0])u[n0]‖
El nu´mero λ(Sx[n0],u[n0]) caracteriza en el futuro distante (∆n  0) la separacio´n expo-
nencial de las trayectorias Sx[∆n] y Sy[∆n], que inicialmente diferı´an segu´n (40). El ma´ximo
exponente de Lyapunov depende entonces de la condicio´n inicial Sx[n0] correspondiente a
la trayectoria de referencia, ası´ como de la separacio´n inicial u[n0] entre las trayectorias.
Si λ es positivo, significa que existe una divergencia exponencial de las trayectorias, in-
dicando presencia de caos. Dos trayectorias no se pueden separar a una distancia mayor que
el taman˜o del atractor, por lo que la expresio´n (41) es va´lida solo para tiempos ∆n en los que
u[∆n] permanece pequen˜o. Si se presenta el caso contrario, se obtiene una saturacio´n de la
distancia, lo cual se evita acudiendo a una definicio´n matema´tica que involucra los lı´mites
u[n0] → 0 y ∆n → ∞. La cantidad de exponentes de Lyapunov es la misma que el nu´mero
de estados, los cuales se ordenan como λ1 ≥ λ2 ≥ . . . ≥ λl , donde el valor λn mide la tasa
de expansio´n del elemento de volumen en el espacio de fase y λ1 es el ma´ximo exponente
de Lyapunov. Si λn > 0 hay expansio´n, si λn = 0 el crecimiento es lineal, y si λn < 0 hay
contraccio´n en alguna direccio´n especı´fica.
Una trayectoria cao´tica es una trayectoria acotada en el espacio de fase que se tiene si
λ1 > 0, si λ1 < 0 entonces es una trayectoria perio´dica, y si λ1 = 0 existen puntos de
bifurcacio´n, donde el comportamiento cambia de regular a cao´tico y viceversa.
Exponente de Hurst
Este se calcula para detectar situaciones de memoria a largo plazo en una serie de tiempo.
Si H existe, sus valores se encontrara´n en un rango entre 0 y 1, evidenciando un compor-
tamiento no lineal en la serie de tiempo analizada, ası´ como la persistencia o no a largo plazo
de la respectiva sen˜al. La Tabla 1.1 establece el comportamiento de un un conjunto de datos
de acuerdo al valor de su exponente de Hurst [37].
El ca´lculo del exponente de Hurst de la serie s[n] esta´ dado en la forma
(cN)H =
R(N)
σ(N)
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Valor de H Comportamiento a largo plazo de la serie de tiempo
0 ≤ H < 0.5 Las tendencias del pasado sera´n inversas en el futuro
H = 0.5 Comportamiento similar a ruido blanco o movimiento browniano
0.5 < H ≤ 1 Las tendencias del pasado permanecera´n en el el futuro
Tabla 1.1: Caracterı´sticas de una serie de tiempo segu´n su exponente de Hurst (H)
donde c es una constante, R(N) es el rango de variacio´n dado por
R(N) = max y(M,N)
1≤M≤N
−min y(M,N)
1≤M≤N
, y(M,N) =
M
∑
n=1
(s[n]− s¯(N)) : 1 ≤ M ≤ N
siendo s¯(N) = 1N ∑
N
n=1 s [n] y σ (N) =
√
1
N ∑
N
n=1 (s [n]− s¯ (N))2 las respectivas estimaciones
de la media y desviacio´n esta´ndar. El ca´lculo de R(N)/σ(N) puede ser inexacto cuando el
taman˜o de N es demasiado grande o demasiado pequen˜o, por lo cual se procura calcular H
usando valores intermedios de N.
Complejidad Lempel–Ziv
El ca´lculo de la complejidad Lempel–Ziv (Complejidad LZ) permite estimar que´ tan com-
pleja o irregular es una serie de tiempo. En este sentido, el ruido blanco tiene la ma´xima
complejidad posible. Es una estimacio´n del grado de complejidad algorı´tmica que tendrı´a
que presentar una simulacio´n capaz de representar fielmente el feno´meno. Generalmente,
se calcula mediante el algoritmo descrito en [38, 39]. Las posibilidades se mueven en rangos
entre 0 y 1, donde:
• Complejidad LZ = 1: Ma´xima complejidad (serie aleatoria).
• Complejidad LZ = 0: Serie perfectamente predecible.
Se mide el nu´mero de patrones distintos que deben ser copiados para reproducir una
secuencia dada. Sea una secuencia de datos x = x1 x2 x3 · · · xn, a la cual se le realiza un
recorrido de izquierda a derecha, y cada vez que se encuentra una sub–secuencia nueva,
denotada como Q, se incrementa un contador de complejidad c. Para una misma, secuencia
se repite el procedimiento tomando segmentos cada vez mayores de la secuencia, partiendo
siempre del primer elemento de la misma. Al terminarse la secuencia x, el nu´mero resultante
c es su medida de complejidad. Para completar el ana´lisis, se debe tener en cuenta que solo
tienen sentido los valores relativos de c, por tal motivo, este valor se divide entre el taman˜o
de la secuencia [38].
Para la implementacio´n del algoritmo que calcula la complejidad LZ, se consideran u´ni-
camente las cadenas de ceros y unos. Se convierte el conjunto de datos original en secuencias
de 0 cuando la diferencia entre dos elementos sucesivos es negativa, y 1 cuando la diferencia
entre los dos elementos sucesivos es positiva o nula. El algoritmo para estimar c, se basa
por lo tanto en la reconstruccio´n de la cadena original x mediante operaciones de copia e
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insercio´n de sı´mbolos Q en una nueva cadena C. La complejidad (c) aumenta conforme se
necesiten nuevos sı´mbolos o secuencias de sı´mbolos Q para reproducir el conjunto x.
1.2.4. Me´todo de sustitucio´n
Es unme´todo que permite detectar una estructura no lineal determinista en una serie tempo-
ral, en la cual, se agrupan de nuevo los datos con cierta pe´rdida de determinismo. Propues-
to en [40], es uno de los me´todos ma´s aceptados y utilizados actualmente para comprobar
hipo´tesis sobre determinismo no lineal. Si los resultados al aplicar medidas dina´micas son
significativamente diferentes antes y despue´s de sustituir los datos, se concluye que existe
una estructura no lineal determinista en la serie original. Ba´sicamente, existen dos tipos de
procedimientos para obtener datos sustituidos.
El primero consiste en dar un orden aleatorio de los datos, con lo cual se conserva la dis-
tribucio´n de probabilidad, pero se generan funciones de correlacio´n y espectros de potencia
diferentes [41]. El segundome´todo para sustituir un conjunto de datos, consiste en obtener la
transformada de Fourier de la serie de tiempo, luego aleatorizar sus fases entre 0 y 2pi, y pos-
teriormente realizar la transformada inversa de Fourier. El procedimiento produce una serie
de datos que conservan la estructura del mismo espectro de Fourier y funcio´n de autocorre-
lacio´n que la serie original, aunque se produce una diferente distribucio´n de probabilidad.
Señal original
Señal sustituída
Figura 1.10: Ejemplo de ca´lculo de los sustitutos
Todos los me´todos que cuantifican la
no linealidad muestran fluctuaciones, pero
no se dispone de los datos de distribucio´n
en forma analı´tica. En este caso se necesi-
tarı´a el uso de las te´cnicas de Monte Carlo
para evaluar la significacio´n de los resulta-
dos. De esta forma, se formula la hipo´tesis
nula, por ejemplo, que los datos hayan sido
creados por un proceso Gaussiano lineal
estacionario, por lo cual, se intenta rec-
hazar esta hipo´tesis comparando los resul-
tados a trave´s de realizaciones apropiadas
de la hipo´tesis nula. Dado que el hecho de
asumir la nulidad no es muy simple hay
libertad para establecer los para´metros, las
te´cnicas de Monte Carlo tienen que tomar en cuenta estos factores. Una aproximacio´n es
construir realizaciones restringidas de la hipo´tesis nula. El propo´sito es que la libertad de
para´metros dispuesta por la nulidad se refleje por propiedades especı´ficas de los datos. Por
ejemplo, que los coeficientes desconocidos de un proceso autorregresivo se reflejen en la
funcio´n de autocorrelacio´n. De esta forma, las realizaciones restringidas se obtienen aleato-
rizando los datos bajo la condicio´n que un conjunto apropiado de para´metros permanezca
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fijo. En este caso, se pueden obtener los datos aleatorios con un periodograma dado, asu-
miendo las fases aleatorias y tomando la inversa de la transformada de Fourier del perio-
dograma analizado. Los datos aleatorios con la misma distribucio´n como un conjunto de
datos dado se pueden generar permutando los datos de forma aleatoria sin reemplazo.
Algoritmo 1 Ca´lculo de los valores sustitutos vı´a la TF
Require: x(tl), y(tl) = 0, l = 1, . . . ,N
z(n) = x(n) + jy(n), n = 1, . . . ,N, {Conformar arreglo complejo a partir de la serie de entrada}
Z(m) = X(m) + jY(m) = 1N
N
∑
n=1
z(n)e−2pi j(m−1)(n−1)/N {Ca´lculo de la transformada de Fourier}
φm ∈ [0,pi], m = 2, 3, . . . , N2 {Conjunto de fases aleatorias}
for m = 1, . . . ,N do
Z(m)′ =


Z(m), m = 1,m = N2 + 1
|Z(m)| ejφm , m = 2, 3, . . . , N2
|Z(N −m+ 2)| e−jφN−m+2, m = N2 + 2, N2 + 3, . . . ,N
{Aplicar las fases aleatorizadas
al arreglo obtenido de la transformada de Fourier}
end for
z(n)′ = x(n)′ + jy(n)′ = 1N
N
∑
m=1
Z′me2pi j(m−1)(n−1)/N {Ca´lculo de la transformada inversa de Fourier}
Elme´todo de ca´lculo de datos sustituidos con la mismamedia, varianza y espectro de po-
tencia inicialmente estima la transformada de Fourier de la serie de datos analizada, aleato-
rizar las fases, y luego toma la inversa de la transformada de Fourier. El algoritmo de ca´lculo
se muestra en el algoritmo 1 y un ejemplo de realizacio´n en la Figura 1.10 que representa
ambos casos: a) datos originales obtenidos de una sen˜al FCG, b) datos sustitutos. La me-
dida de la significacio´n entre las medidas, para este caso, se desarrolla de acuerdo al me´todo
propuesto en [42]:
ν =
|QD − µH|
σH
(42)
donde QD, es el valor de la medida sobre el conjunto de datos original, y tanto µH como σH
son la media y la desviacio´n esta´ndar de las medidas calculadas sobre los datos sustituidos.
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2. Estado del arte en el procesamiento de sen˜ales
fonocardiogra´ficas
2.1. Adquisicio´n y preprocesamiento
2.1.1. Registro de sen˜ales
Los avances de la microelectro´nica han permitido el desarrollo de instrumentos para la
auscultacio´n cardı´aca, por lo cual se dispone actualmente en el mercado de dispositivos
electro´nicos con la capacidad de proporcionar la representacio´n gra´fica de los sonidos ge-
nerados por el funcionamiento del corazo´n, ası´ como su respectivo almacenamiento y proce-
samiento en tiempo real [43–45].
Los sensores utilizados en la adquisicio´n de sen˜ales FCG son, normalmente, estetosco-
pios electro´nicos con salida de voltaje representando las vibraciones meca´nicas o acu´sticas
captadas en la superficie precordial del paciente. En [45] se destaca el desarrollo de un ins-
trumento para adquirir este tipo de sen˜ales, el cual consiste de una tarjeta de adquisicio´n
que recibe informacio´n proveniente de 16 canales preamplificadores a 16 bits, ubicados en
diferentes zonas de la superficie precordial. Ası´ mismo, utiliza un software para la re-
presentacio´n visual de la sen˜al FCG a trave´s de su periodograma y espectrograma, con la
posibilidad de aplicacio´n de filtros a diferentes frecuencias de corte en varias frecuencias de
muestreo.
En [46, 47] se presenta un sistema de software para el ana´lisis en tiempo real de sen˜ales
FCG, mediante la visualizacio´n, procesamiento, y registro de los sonidos cardı´acos con todos
los formatos esta´ndares para sonidos multimedia (11025 Hz, 22050 Hz, 44100 Hz, 8/16 bits,
mono/stereo). Este sistema esta´ compuesto por un estetoscopio electro´nico, audı´fonos, un
computador personal y un software para el ana´lisis de los sonidos adquiridos, donde este
u´ltimo tiene la capacidad de visualizar representaciones de la sen˜al FCG por medio de la
TFTC, ası´ como la opcio´n de manejar filtrado digital segu´n las necesidades de ana´lisis.
2.1.2. Reduccio´n de perturbaciones
Las sen˜ales fonocardiogra´ficas pueden ser alteradas por perturbaciones que contaminan el
contenido de la informacio´n y disminuyen la efectividad en las tareas de clasificacio´n y re-
conocimiento, orientadas al diagno´stico automatizado de diversas patologı´as [48].
Uno de los mayores tipos de perturbaciones es el ocasionado por los sonidos respirato-
rios en el momento de la adquisicio´n de los registros fonocardiogra´ficos; esta perturbacio´n
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(a) Sistema de adquisicio´n de sen˜ales FCG. (b) Visualizacio´n en tiempo frecuencia de una
sen˜al FCG.
Figura 2.1: Registro de sen˜ales FCG.
puede ser disminuida empleando te´cnicas de estimacio´n no estacionaria del tiempo de re-
tardo [49]. De esta forma, se realiza la descomposicio´n de la sen˜al mediante la TW en sus
respectivas subbandas, despue´s se separan los sonidos cardı´acos de los sonidos respiratorios
y se realiza iterativamente en cada subbanda la estimacio´n de retardo de tiempo (TDE - time
delay estimation) usando te´cnicas adaptativas que minimizan la potencia del error. El retardo
de tiempo es actualizado usando un primer sistema de adaptacio´n no lineal de Levenber-
Marquardt, mientras que la funcio´n del otro sistema adaptativo (que usa un filtro transversal
ra´pido) es la de minimizar el promedio del cuadrado del error entre la salida del retardo
estimado y la del filtro adaptativo.
Otra te´cnica para la atenuacio´n del ruido en sen˜ales fonocardiogra´ficas es el denoising
mediante te´cnicas de promediado combinadas con la TWD [48]. Para realizar el reescala-
miento, es necesario definir el mejor me´todo a utilizar para lograr una reconstruccio´n o´ptima
de la sen˜al, teniendo en cuenta las modificaciones en la escala de la funcio´n wavelet utilizada
en el momento de calcular los coeficientes wavelet. De acuerdo con las caracterı´sticas de la
sen˜al, se tienen varias opciones en la forma como esta se desea realizar, es decir, si se va a
usar una estimacio´n simple del nivel del ruido basado en el primer nivel de coeficientes, o
una estimacio´n dependiente del nivel del ruido, o si la sen˜al presenta ruido no blanco.
Con los coeficientes que estaban por encima del umbral, y aquellos que fueron modifi-
cados por medio de la umbralizacio´n suave en cada uno de los niveles desde 1 hasta N, se
reconstruye la sen˜al s, haciendo uso de la TWD inversa, obteniendo una sen˜al similar a la
anterior pero sin ruido y sin pe´rdida significativa de la informacio´n.
Otro me´todo empleado en la remocio´n de perturbaciones similares al ruido Gaussiano
en sen˜ales fonocardiogra´ficas es el de matching pursuit [50], tomando en calidad de base
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redundante las funciones wavelet de Gabor, que presentan propiedades adecuadas en el
ana´lisis tiempo–frecuencia. La sen˜al x(t) es proyectada dentro de un diccionario de a´tomos
de tiempo–frecuencia ws,b(t), ası´:
x(t) =
∞
∑
n=0
xnws,b(n; t) =
∞
∑
n=0
xn
1√
sn
w
(
t− bn
sn
)
exp (j (2pi fnt+ φn))
donde xn son los coeficientes de expansio´n, sn, es el factor de escala que controla el ancho
de la funcio´n ventana y bn ajusta la localizacio´n temporal. El factor 1
/√
sn es usado para
normalizar el a´tomo ws,b. A partir de los a´tomos en tiempo–frecuencia, se halla el error
cuadra´tico medio normalizado entre la sen˜al original y la sen˜al reconstruida [50].
2.1.3. Segmentacio´n de estados funcionales
La segmentacio´n de sen˜ales FCG tiene por objetivo dividir los ciclos cardı´acos, y e´stos, a
su vez, en eventos significativos desde el punto de vista de su interpretacio´n diagno´stica.
Se puede considerar la segmentacio´n de sen˜ales FCG en dos niveles, el primero divide el
FCG en ciclos cardı´acos independientes, comenzando cada uno de ellos en S1 y finalizando
justo antes del siguiente S1, el segundo nivel consiste en la identificacio´n de los eventos
que forman el ciclo cardı´aco (S1, S2, S3, S4, soplos, . . . ), identifica´ndolos correctamente y
delimitando su comienzo y final [51].
Una forma de segmentar las sen˜ales del corazo´n consiste en separar la sen˜al fonocar-
diogra´fica en cuatro partes: El primer ruido (S1), la sı´stole, el segundo ruido (S2) y la
dia´stole [9, 47]. Este tipo de segmentacio´n exige el ca´lculo de la envolvente de la sen˜al fono-
cardiogra´fica normalizada, para lo cual se emplean diferentes caracterı´sticas [9], entre ellas:
Energı´a de Shannon: SEx = −x2 log x2
Entropı´a de Shannon: H (|x|) = − |x| log |x|
Valor absoluto: |x|
Energı´a (cuadra´tica): E = x2
donde x representa la sen˜al FCG normalizada. La energı´a de Shannon resulta ser el mejor
me´todo para calcular la envolvente de la sen˜al, por cuanto acentu´a su intensidad media y
el efecto de baja intensidad mucho ma´s que la sen˜al de intensidad alta, logrando ası´ que
sea ma´s fa´cil encontrar los sonidos de baja intensidad. La energı´a promedio se calcula en
ventanas con aperturas de 0.02 s a trave´s de toda la sen˜al, con valores de traslapo de 0.01 s.
Para efectos de proceso, la envolvente ς se estandariza estadı´sticamente:
ςˆ =
ς− ς¯
σς
En [9], para dividir el ciclo cardı´aco en sus cuatro componentes, se ubican los instantes en
el tiempo y los intervalos de los picos dominantes de los ruidos S1 y S2, y a continuacio´n se
obtienen los intervalos de los perı´odos sisto´lico y diasto´lico. A partir del contorno estimado
de la envolvente, se fija un valor de umbral con el fin de eliminar aquellas sen˜ales de baja
intensidad, y ası´, determinar los picos que indican cua´l es la posicio´n en el tiempo de los
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ruidos S1 y S2 de la sen˜al fonocardiogra´fica; de esta manera, los artefactos tambie´n son
eliminados (Figura 2.2).
S1
S1
S2
S2
S1 S1 S1 S1 S1 S1
S1 S1 S1 S1 S1 S1
S2 S2 S2 S2 S2
S2 S2 S2 S2 S2
S2
S2
Figura 2.2: Segmentacio´n de ruidos cardı´acos [9].
En general, se considera que los
me´todos estacionarios, como por ejemplo
los que se basan en la transformada en
corto tiempo de Fourier o los me´todos au-
toregresivos, son inadecuados para la de-
scripcio´n de la sen˜al FCG debido a que
el promedio y la autocorrelacio´n para este
tipo de sen˜ales varı´an con respecto a la
traslacio´n a lo largo del eje del tiempo. De-
bido a esto, es preferible la segmentacio´n
adaptativa, en la cual la sen˜al no se di-
vide en segmentos de longitud fija, sino en
segmentos acordes con su comportamiento
dina´mico.
Otra forma de estimacio´n no esta-
cionaria es la segmentacio´n basada en la
descomposicio´n y la reconstruccio´n de la
sen˜al fonocardiogra´fica por medio de wavelets, la cual consiste en comparar el ancho de
banda del registro de la biosen˜al con las respectivas bandas de frecuencia de los coefi-
cientes de descomposicio´n, atenuando las perturbaciones y mejorando la eficiencia del al-
goritmo [47].
En [10] se presenta la deteccio´n del primer y segundo ruido cardı´aco (S1 y S2) a trave´s
del ana´lisis tiempo–frecuencia por medio de la TW. El criterio para determinar la wavelet
madre ma´s conveniente para analizar la sen˜al fonocardiogra´fica, consiste en comparar las
energı´as normalizadas de los coeficientes de detalle que se obtienen a partir de un conjunto
de wavelets convencionales: Daubechies, Meyer yMorlet.
Como se observa en la Figura 2.3, la deteccio´n del primer componente de S1 se genera a
partir de la comparacio´n entre la composicio´n de la energı´a de la sen˜al (multiplicacio´n de las
energı´as e4, e5 y e6 obtenidas a partir de los coeficientes de detalle) y una fraccio´n constante
K1 (media temporal de las energı´as e4, e5 y e6). La deteccio´n de la segunda componente se
realiza a partir de las energı´as e3 y e4 y una ventana temporal generada al marcar la ubicacio´n
de S2, adema´s de una fraccio´n derivada de la constante K2, del mismo nivel adaptativo
utilizada para la deteccio´n de la primer componente de S1. El me´todo final de deteccio´n es
comparado con la energı´a hallada a partir de la transformada de Hilbert, por medio de la
comparacio´n de los detalles importantes.
En [52] se presenta un me´todo de segmentacio´n de soplos sisto´licos por medio de redes
neuronales, para clasificarlos entre patolo´gicos e inocentes a trave´s de ana´lisis espectral. La
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Figura 2.3: Diagrama de bloques para la deteccio´n de S1 y S2. [10]
red neuronal utilizada para la deteccio´n de los soplos sisto´licos fue un perceptro´n de tres
capas con 20 unidades en la capa de entrada, 20 en la capa escondida y una en la capa de
salida. La red neuronal fue entrenada para detectar la presencia de soplos sisto´licos.
2.2. Caracterı´sticas de representacio´n
En el ana´lisis de sen˜ales FCG, no solo es necesario disponer de informacio´n en el dominio
del tiempo, sino tambie´n de su contenido espectral. Aunque es posible realizar por sepa-
rado el ana´lisis en estos dos dominios, las te´cnicas tiempo–frecuencia permiten representar
simulta´neamente la intensidad, el tiempo y la frecuencia de la sen˜al FCG.
La te´cnica ba´sica para ana´lisis de la sen˜al FCG es la transformada de Fourier, pero su
desventaja radica en que su representacio´n no es en el dominio tiempo–frecuencia, sino que
analiza la frecuencia de la sen˜al sin informacio´n localizada en el tiempo. Dado que la sen˜al
FCG es no estacionaria, la transformada de Fourier proporciona informacio´n muy limitada,
destinada a obtener el contenido en frecuencia de un determinado evento o periodo, aunque
sin conocer co´mo varı´an las frecuencias en el tiempo [51]. Por consiguiente, para un mejor
ana´lisis de la sen˜al FCG, se deben implementar procedimientos en tiempo–frecuencia, en
donde el ma´s representativo ha sido la TFCT, junto con otras te´cnicas como la distribucio´n
de Wigner–Ville, de Choi–Williams, entre otras. Estas transformadas esta´n definidas por un
nu´cleo que proporciona caracterı´sticas de resolucio´n en tiempo–frecuencia [51].
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2.2.1. Estimacio´n de frecuencia instanta´nea
En [53] se presenta unme´todo a partir del ca´lculo de la frecuencia instanta´nea fi para obtener
informacio´n acerca de la manera en que el contenido de frecuencia de la sen˜al FCG varı´a en
el tiempo con el objeto de caracterizar ruidos y soplos cardı´acos.
Sea la sen˜al x[n] dividida en bloques traslapados de N muestras. La sen˜al x[n] se en-
mascara por una funcio´n ventana w[m], la cual se desplaza L muestras en el tiempo a trave´s
de x[n]. Por lo tanto, dos bloques consecutivos se traslapan N − L muestras. Si la sen˜al
de entrada se multiplica por la funcio´n ventana, se obtiene, x[Ln+ m]w[m]. Entonces, para
cadamuestra n a partir de la secuencia previa sometida al ventaneo, se obtiene una nueva se-
cuencia de longitudV desplazada Lmuestras en el tiempo. Si w[m] es la funcio´n rectangular,
definida como:
w(m) =

1, 0 ≤ m ≤ V − 10, en caso contrario
y N = V. La secuencia ventaneada para cada n es:
x[Ln+m] =

x[L(n− 1) +m+ 1], m = 0, 1, 2, . . . ,N − 2xad, m = N − 1
donde xad es la nueva muestra. La transformada Hilbert x
′ se obtiene de la forma:
x′[Ln,m] =

x
′[L(n− 1),m+ 1], m = 1, 3, . . . ,N − 1
x′[L(n− 1),m+ 1] + Y[Ln]C[m], m = 0, 2, . . . ,N − 2
siendo
Y[Ln] = x[Ln+V]− x[Ln] (43)
y C[m] = 2N cot
(
pi(m+1)
N
)
. Para N = V y L = 1, la Ec. (43) se transforma en, Y[n] =
x[n+ N]− x[n], que corresponde a Y[n] = xadd − x[0], para la secuencia ventaneada.
En general, el valor fi de una sen˜al en tiempo continuo x(t) se define como la derivada
de la fase φ(t) de la sen˜al analı´tica asociada z(t):
fi(t) =
1
2pi
d
dt
[arg z(t)] =
1
2pi
dφ(t)
dt
(44)
Para una sen˜al en tiempo discreto, la expresio´n de la frecuencia instanta´nea es similar a la
Ec. (44), pero usando derivadas discretas de la fase en lugar de dφ(t)/dt, como por ejemplo
a trave´s de la diferencia finita central (DFC):
fi[n] =
1
4pi
(φ[n+ 1]− φ[n− 1])
En [54] se propone el ca´lculo de fi en la caracterizacio´n de sen˜ales FCG para rangos de
frecuencia desde el primer ruido cardı´aco hasta los soplos sisto´licos. Los datos obtenidos
muestran diferencias en la frecuencia instanta´nea entre los soplos patolo´gicos y los soplos
inocentes, por lo que este procedimiento se convierte en un me´todo para clasificar soplos
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sisto´licos segu´n sean inocentes o patolo´gicos. En este caso, el valor fi se podrı´a calcular a
partir de la distribucio´n de Wigner–Ville (DWV):
fi(t) =
∫ ∞
−∞
fW(t, f )d f∫ ∞
−∞
W(t, f )d f
donde f es la frecuencia y W(t, f ) la DWV para una sen˜al en tiempo continuo x(t). Sin
embargo, la frecuencia instanta´nea de la sen˜al FCG real es cero dado que e´sta se define como
la derivada de la funcio´n de fase de una sen˜al compleja. Con el objetivo de obtener el valor
fi de un k periodo de la sen˜al FCG, se calcula la sen˜al analı´tica zk(t) a partir de la sen˜al FCG
real, dada por xk(t). La sen˜al analı´tica zk(t) esta´ dada por, zk(t) = xk(t) + jH[xk(t)], donde
H es la transformada de Hilbert.
2.2.2. Transformada de Fourier en tiempo corto
La TFCT es la te´cnica ba´sica en tiempo–frecuencia para el ana´lisis de sen˜ales no estaciona-
rias, como el caso del FCG, por cuanto permite investigar las caracterı´sticas de los sonidos
de forma exacta [11]. En [55] se afirma que es importante mantener la longitud de la ventana
de ana´lisis tan corta como sea posible para garantizar la hipo´tesis de estacionaridad sobre
los pequen˜os segmentos analizados. No obstante, esto puede reducir la resolucio´n en fre-
cuencia del espectrograma obtenido, pero si se ajusta el tiempo de deslizamiento de la ven-
tana, se puede obtener un resultado aceptable. Para este caso, el espectrograma se calcula,
en primera instancia, por medio de una ventana de corta longitud para generar una repre-
sentacio´n temporal del FCG, luego una ventana de mayor longitud se aplica para generar
una representacio´n espectral de la energı´a del FCG. La resolucio´n en tales representaciones
depende directamente de la longitud de la ventana. De esta manera, la representacio´n tem-
poral permite medir la duracio´n de los ruidos y ciclos cardı´acos, mientras que el espectro,
asumiendo una buena resolucio´n en frecuencia, permite la caracterizacio´n espectral de los
sonidos cardı´acos.
En otro trabajo presentado en [11] se aplica la TFCT para caracterizar sen˜ales FCG y
obtener representaciones de para´metros tales como, localizacio´n en el tiempo de los ruidos
cardı´acos y sus componentes, contenidos de frecuencia, localizacio´n del ciclo cardı´aco, y
la forma de las envolventes en la caracterizacio´n de los soplos cardı´acos. Adicionalmente,
el espectrograma han demostrado ser de gran uso clı´nico en la identificacio´n de soplos en
pacientes con valvulopatı´as cardı´acas analizando su contorno, a pesar de sus problemas de
resolucio´n (Figura 2.4) [56].
El ana´lisis por espectrograma tambie´n es u´til en la caracterizacio´n de soplos causados
por deficiencias en va´lvulas artificiales. En [57], se compara el empleo de las te´cnicas de
representacio´n bilineales en tiempo–frecuencia con el espectrograma para caracterizar el
comportamiento de los soplos del corazo´n producidos por va´lvulas artificiales implantadas
33
Figura 2.4: Espectrogramas y contornos para estados funcionales de sen˜ales FCG [11].
en las posiciones mitral y ao´rtica. Los soplos analizados en este estudio son aquellos pro-
ducidos por estenosis mitral, regurgitacio´n mitral, estenosis ao´rtica, regurgitacio´n ao´rtica,
un soplo musical sisto´lico y un soplo musical diasto´lico. En la primera parte del estudio,
se estudian las caracterı´sticas generales de la amplitud y contenido espectral de los soplos
mediante observacio´n visual del espectrograma de los FCG obtenidos de varios pacientes
con patologı´as valvulares conocidas, luego se genera un modelo parame´trico para cada so-
plo. Los soplos causados por estenosis y por regurgitacio´n son modelados como una salida
secuencial de bancos de filtros pasabajas excitados por una entrada de ruido blanco. Los
para´metros ba´sicos de cada filtro se seleccionan para simular, como una funcio´n del tiempo,
las caracterı´sticas ba´sicas de aleatoriedad de los soplos del corazo´n. Los soplosmusicales son
modelados como una sinusoide determinı´stica de frecuencia modulada y amplitud constan-
te.
En [46] se propone el sistema Amore, basado en una etapa de adquisicio´n de sen˜ales FCG
y otra de software para su respectiva caracterizacio´n, como una forma de desarrollar una
herramienta diagno´stica para los estados funcionales del corazo´n utilizando la TFCT. Esta
herramienta, permite la visualizacio´n simulta´nea de la sen˜al fonocardiogra´fica en el dominio
del tiempo y de su representacio´n en tiempo–frecuencia a trave´s del espectrograma. La ven-
tana utilizada para el ca´lculo de la TFCT es de tipo Hamming, presentando el espectrograma
a una resolucio´n de 1024 puntos, a escala logarı´tmica para determinar la magnitud de los
ruidos y soplos cardı´acos. Ası´ mismo, el sistema presenta la posibilidad de almacenar los
sonidos de FCG adquiridos junto con informacio´n clı´nica del paciente examinado. De igual
manera, el sistema permite el apoyo en el diagno´stico a estudiantes de medicina, ası´ como
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facilitar los procedimientos de teleconsulta al permitir el registro y envı´o de los archivos de
audio generados a trave´s de correo electro´nico.
En [11] se realiza un estudio sobre caracterizacio´n de sen˜ales FCG por medio del pe-
riodograma, el cual se comporta como un estimador del espectro de potencia basado en la
transformada de Fourier para determinar las componentes de frecuencia de las sen˜ales FCG.
No obstante, el periodograma no permite establecer los instantes de tiempo en los que se
presentan los distintos valores de frecuencia presentes en una sen˜al no estacionaria, como es
el caso del FCG, y menos au´n cua´ndo se presentan los respectivos cambios de componentes
frecuenciales en el transcurso del tiempo. Este estudio tambie´n compara la caracterizacio´n
por medio del periodograma junto con la estimacio´n del espectro por me´todo autoregresivo
(Figura 2.5).
Figura 2.5: Estimacio´n de espectros mediante me´todo AR y TF [11].
De otro lado, en [58] se presenta un me´todo de ana´lisis espectral basado en algorit-
mos de Bu´squeda Ortogonal Ra´pida (FOS–Fast Orthogonal Search) y clasificacio´n de sen˜al
mu´ltiple (MUSIC–MUltiple SIgnal Classification) orientados a la deteccio´n de calcificaciones
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valvulares u otro tipo de anomalı´as, dado que estudios previos han demostrado que los pi-
cos de frecuencia dominante se desplazan a espectros de alta frecuencia cuando las hojillas
o valvas de las va´lvulas cardı´acas se calcifican o endurecen. En este trabajo, se afirma que
los ana´lisis en frecuencia tradicionales como la transformada de Fourier o la te´cnica de es-
timacio´n espectral autoregresiva no son apropiadas porque asumen que la frecuencia de la
sen˜al permanece constante durante el intervalo de la transformada, por lo cual se adopta
el ana´lisis con los algoritmos FOS y MUSIC como me´todo alternativo para realizar ana´lisis
espectral de los sonidos producidos por la accio´n de las va´lvulas cardı´acas. Segu´n los resul-
tados obtenidos, en caso de fallas en el funcionamiento de las va´lvulas, las frecuencias pico
dominantes obtenidas del ana´lisis espectral con el me´todo propuesto superan los 300 Hz.
2.2.3. Caracterizacio´n mediante modelos autorregresivos
La aplicacio´n de los me´todos parame´tricos para identificar los sonidos del corazo´n permite
la estimacio´n de las caracterı´sticas espectrales de la sen˜al fonocardiogra´fica. En este caso la
estimacio´n espectral de la sen˜al esta´ dada por, S( f ) = σ
2
r∣∣∣∣∣1+
m
∑
p=1
ape
−j2 f p
∣∣∣∣∣
, donde σ2r es la varianza
del ruido y se asume que es constante. Segu´n la Figura 2.5, el espectro AR ofrece infor-
macio´n ma´s comprensiva acerca de las sen˜ales FCG, proporcionando una visualizacio´n ma´s
detallada y exacta en el dominio de la frecuencia que la estimacio´n espectral [11].
Puesto que la varianza del ruido σ2e es una constante, los u´nicos valores necesarios para
calcular las formas del espectro son los coeficientes de prediccio´n ap. En [59] se investiga el
uso del modelo de estimacio´n parame´trica AR no Gaussiano en registros fonocardiogra´ficos
normales y anormales, obteniendo como resultado alta inmunidad a los ruidos de fondo y
artefactos.
2.2.4. Caracterı´sticas wavelet
La transformada wavelet, por ser otra te´cnica de ana´lisis tiempo-frecuencia, se emplea para
la caracterizacio´n de sen˜ales no estacionarias, especialmente en localizacio´n de singulari-
dades [60]. Particularmente, en la caracterizacio´n de las sen˜ales fonocardiogra´ficas se anali-
zan los siguientes valores basados en el ana´lisis wavelet:
– La estimacio´n de la distribucio´n del espectro potencias wavelet:
WE(k) =
∣∣∣∣∣
N
∑
n=1
Wa,b (n, k)
∣∣∣∣∣
2
(45)
donde N es el nu´mero de muestras de la sen˜al y k es la frecuencia local.
– La densidad de energı´a DE de la TW:
DE(n) =
∣∣∣∣∣
M
∑
k=1
Wa,b(n, k)
∣∣∣∣∣
2
(46)
donde M es el nu´mero de frecuencia respecto a la escala.
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La transformada wavelet esta´ disen˜ada para proporcionar una buena resolucio´n en el
tiempo y poca resolucio´n en frecuencia cuando se analizan altas frecuencias, ası´ como una
buena resolucio´n en frecuencia cuando se analizan bajas frecuencias. Es ası´ como en [1] y [2]
se realiza un estudio para determinar la wavelet madre o´ptima en el proceso de caracteri-
zacio´n de sen˜ales FCG, lo cual involucro´ la comparacio´n de estos resultados con los que se
obtienen por medio del modelamiento matema´tico autorregresivo. Para este caso, la repre-
sentacio´n en tiempo–frecuencia conjunta combina la distribucio´n de energı´a (DE), amplitud
instanta´nea, y distribucio´n de frecuencia (DF). Por lo tanto, la TWC de una sen˜al debe sa-
tisfacer esta condicio´n. Se puede encontrar entonces un valor de similaridad comparando
la estimacio´n espectral de potencia wavelet (WE) con la estimacio´n espectral de potencia a
trave´s de un modelo AR.
Para este propo´sito, se establece la WE y la DE como se definen en (45) y (46) respecti-
vamente. Mientas las distribuciones de energı´a de la sen˜al original se obtienen a partir de
la TWC, las estimaciones espectrales de potencia de los modelos AR y obtenidas a partir
de la TWC deben presentar la misma variacio´n en la ma´xima diferencia entre la WE y la
estimacio´n espectral de potencia. De esta forma, se utiliza el error cuadra´tico medio norma-
lizado NRMSE (Normalized root-mean-square error) para calcular el valor de similaridad:
NRMSE =
√
∑ (WE(n)− DE(n))2
∑DE(n)2
× 100 (47)
El estudio comparativo para las wavelets (Haar, Meyer, Morlet, Mexican Hat, Gauss, Daubechies)
indica que las wavelets Haar y Mexican Hat presentan un espectro de energı´a inadecuado
para altas frecuencias. La Tabla 2.1 presenta los valores normalizados obtenidos a partir de
las pruebas a cada una de las wavelet. Los resultados indican que la wavelet Morlet es la
ma´s adecuada de las te´cnicas tiempo-frecuencia basadas en la transformada wavelet para
extraer de forma exacta las caracterı´sticas de los ruidos y soplos cardı´acos, dado que el valor
normalizado para esta wavelet es el ma´s bajo que se obtuvo.
Haar Meyer Morlet Mexican Hat Gaus(5) Daubechies(5)
NRMSE 81.7571 77.4302 45.3214 64.2474 79.9617 74.8662
Tabla 2.1: Valores de NRMSE para las funciones wavelet [1, 2].
En [61, 62] se presenta un estudio orientado especı´ficamente a deteccio´n de transientes
en sen˜ales FCG. El trabajo demuestra que se puede obtener una separacio´n entre sujetos
normales y anormales mediante la aplicacio´n de la transformada wavelet, especialmente
separaciones entre soplos sisto´licos y diasto´licos de alta frecuencia, ası´ como de estos mis-
mos a baja frecuencia. En [63] se desarrolla un primer prototipo de una herramienta de
diagno´stico e interpretacio´n de sen˜ales FCG, basado en un modelo del sistema de consulta
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me´dica segu´n la metodologı´a CommonKADS. A trave´s de esta herramienta, se sintetiza el pro-
cedimiento de diagno´stico en un conjunto de reglas, que posteriormente se incorporan a la
aplicacio´n mediante un lenguaje especı´fico para la construccio´n de sistemas basados en el
proceso de diagno´stico. Este proyecto plantea como objetivo general el disen˜o, desarrollo
e implementacio´n de un conjunto de facilidades para el registro, almacenamiento, consulta,
visualizacio´n y ana´lisis de sen˜ales FCG, orientadas al prediagno´stico clı´nico no-invasivo de
alteraciones cardı´acas en atencio´n primaria.
En [64] se presenta una comparacio´n entre procedimientos de caracterizacio´n con la
TFCT y la TW. Se afirma que la TW es ma´s adecuada para caracterizar las componentes
ao´rtica (A2) y pulmonar (P2) del segundo ruido cardı´aco (S2), algo que no se puede lograr
con e´xito mediante la aplicacio´n de la TFCT. Por lo tanto, la caracterizacio´n con la TW de
estas componentes del S2 permite diagnosticar anormalidades en las va´lvulas pulmonar y
ao´rtica. Adicionalmente, dado que gran parte de la informacio´n en la sen˜al FCG se encuentra
en el rango de bajas frecuencias, la aplicacio´n de las te´cnicas wavelet package permite la repre-
sentacio´n ma´s exacta de las caracterı´sticas de las componentes de la sen˜al FCG ubicadas en
este rango de frecuencias. En [65] se propone realizar el proceso de caracterizacio´n mediante
el ventaneo con la funcio´n wavelet de Gabor, con lo cual se obtiene la extraccio´n efectiva
de caracterı´sticas temporales para los ruidos cardı´acos (S1 y S2), ası´ como la ubicacio´n de la
energı´a espectral en forma precisa, lo que facilita la clasificacio´n de sen˜ales patolo´gicas y nor-
males. Sin embargo, se menciona que la principal desventaja esta´ en el costo computacional
al realizar operaciones con la TWC. El ana´lisis espectral realizado en [66], sugiere que el ciclo
cardı´aco se caracteriza por transientes y cambios ra´pidos del espectro en el tiempo, y que
cada una de las enfermedades cardı´acas produce una modificacio´n diferente en la dina´mica
del corazo´n, lo que hace posible una caracterizacio´n de tales enfermedades. Ası´ mismo, se
propone la deteccio´n de los dos componentes acu´sticos de S2 (A2 y P2), mediante la funcio´n
wavelet Daubechies.
El ana´lisis de correlacio´n de la descomposicio´n wavelet permite la discriminacio´n de
sen˜ales FCG patolo´gicas y normales en [67]. Se puede hallar la presencia de una esteno-
sis de la va´lvula ao´rtica (AVS) (del ingle´s aortic valve stenosis) a partir de las sen˜ales FCG
obtenidas en el a´rea de auscultacio´n ao´rtica, en la escala de frecuencia de 172 − 345 Hz.
En [12] se realiza un estudio sobre ana´lisis de sen˜ales FCG por medio de la distribucio´n
en tiempo–frecuencia generada por la transformada wavelet coclear, aplicada a la caracteri-
zacio´n de sonidos cardı´acos normales y anormales, cuyos escalogramas exhiben diferencias
morfolo´gicas notorias en te´rminos de duracio´n y composicio´n espectral de los sonidos. Estas
diferencias sugieren que el escalograma basado en la transformada wavelet coclear podrı´a
convertirse en una aproximacio´n para el disen˜o de sistemas de diagno´stico automa´tico de
valvulopatı´as cardı´acas.
Otra te´cnica basada en la transformada wavelet para analizar sen˜ales FCG es el escalo-
grama puede verse como una matriz derivada a partir del procedimiento de filtrado wavelet
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a una sen˜al. La lı´nea k de la matriz se forma por la salida al cuadrado de un filtro wavelet
particular, cuya expresio´n en forma de Laplace es:
Ψk(s) = KhKgP(s)
m
∏
i=1
s2 + e
αiωz
Qz
s+ (eαiωz)2
s2 +
eαiωPN
QP
s+ (eαiωPN)
2
donde
P(s) =
s2 +
ωPN
Qb
s
s2 +
ωPN
Qp
s+ (ωPN)
2
,ωPN = ωpe
−α(k−m−1)
siendo m y α para´metros determinados por la resolucio´n espectral deseada, y ωp, ωz, Qb,
Qz, Kh y Kg para´metros dependientes del modelo coclear. Los escalogramas donde se mues-
tra la diferencia en el comportamiento entre los dos tipos de sen˜ales fonocardiogra´ficas se
muestran en la Figura 2.6.
(a) Sen˜al normal. (b) Sen˜al anormal (con soplo
cardı´aco).
Figura 2.6: Sonidos cardı´acos y detalles de sus escalogramas [12].
En [68] se presenta un estudio donde los espectros de las sen˜ales FCG analizadas se di-
viden en sub–bandas para extraer la informacio´n discriminante que se encuentra en sen˜ales
fonocardiogra´ficas normales y patolo´gicas, mediante ana´lisis con transformada wavelet. Los
coeficientes wavelet se determinan con la funcio´n Daubechies 2.
En [69] se realiza un estudio para clasificar soplos inocentes y patolo´gicos de forma efec-
tiva, por medio de una red neuronal tipo perceptro´n, cuya entrada son los espectros esti-
mados de los ciclos cardı´acos escogidos para realizar la investigacio´n. En [70], a partir de
un vector de caracterı´sticas obtenido por medio de la transformada wavelet, se realiza la
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clasificacio´n de registros normales y registros anormales con presencia de regurgitacı´on mi-
tral (RM) usando una red neuronal artificial del tipo perceptro´n multicapa, formada por
una capa de entrada, una oculta y una de salida. La red fue entrenada y evaluada con 125
registros normales y 52 registros anormales, obteniendo una posicio´n de clasificacio´n del
94.28%. Otro ejemplo del empleo de redes neuronales se presenta en [71], donde se identi-
fica nueve tipos de deficiencias valvulares. El conjunto que se entrena se obtiene a partir de
un vector de 216 caracterı´sticas usando descomposicio´n wavelet, dando como resultado un
porcentaje de clasificacio´n del 95%.
En [72] se presenta un me´todo para clasificar soplos sisto´licos por medio de la repre-
sentacio´n en tiempo-frecuencia, el cual detecta la presencia de este tipo de soplos a trave´s
de una red neuronal de varias secuencias, para luego aplicar transformada wavelet con el
fin de realizar la clasificacio´n. Una segunda red neuronal clasifica la distribucio´n en tiempo–
frecuencia de las sen˜ales con soplos patolo´gicos e inocentes. La efectividad en la deteccio´n
de los soplos fue de 98%, mientras que la clasificacio´n de los soplos patolo´gicos e inocentes
fue del 76.8% y del 84.5% respectivamente. Los mismos autores en [73] proponen un me´todo
para clasificar sen˜ales FCG en tres tipos: normal, con soplo inocente, y con soplo patolo´gico.
El me´todo detecta la presencia de soplos sisto´licos a trave´s de un algoritmo de cuantizacio´n
vectorial de aprendizaje, ası´ mismo, son clasificados con esta misma te´cnica en soplos ino-
centes y patolo´gicos. La etapa de deteccio´n presenta una efectividad del 99.4%, y la de clasi-
ficacio´n para soplos inocentes y patolo´gicos es de 96.9% y 94.9% respectivamente. De igual
manera, el sistema desarrollado tambie´n tiene la capacidad de clasificar los soplos sisto´licos
en sub–clases, tales como soplos musicales, de eyeccio´n, etc.
De igual forma, en [74] se presenta un trabajo en el que se caracterizaron sen˜ales FCG con
una te´cnica de ana´lisis en tiempo-frecuencia conocida como espectrograma de media recortado
(TMS) (del ingle´s trimmed mean spectrogram). Las caracterı´sticas fueron extraı´das a partir del
contenido segu´n la aplicacio´n de los algoritmos TMS con respecto a los eventos sisto´licos
y diasto´licos. Junto con las intensidades acu´sticas, estas caracterı´sticas fueron establecidas
como los datos de entrada a una red neuronal de probabilidad para la respectiva clasifi-
cacio´n. Se emplearon 56 fonocardiogramas para entrenar la red neuronal, incluyendo 21
normales y 35 patolo´gicos. Se probo´ la red neuronal con 18 fonocardiogramas normales y 37
patolo´gicos. El sistema proporciono´ una sensibilidad de 97.3% (36/37) y una especificidad
de 94.4% (17/18) detectando soplos sisto´licos patolo´gicos.
En [75] se propone unme´todo para clasificar sen˜ales FCG a trave´s de un sistema de redes
neuronales entrenando el clasificador mediante la tasa de aprendizaje adaptivo, trabajando
con 10 variedades de sonidos cardı´acos. El conjunto de entrenamiento incluyo´ 100 muestras,
ası´ como otras 100 muestras para examinar el desempen˜o del reconocimiento automa´tico
de patrones, cuyos resultados fueron de un 99% de reconocimiento correcto, lo cual indica,
segu´n los resultados de este trabajo, la robustez del sistema desarrollado.
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2.2.5. Medidas acu´sticas de caracterizacio´n
Dado que las diferentes condiciones patolo´gicas del corazo´n causan soplos y anormalidades
en los sonidos cardı´acos mucho antes de reflejarse en otros sı´ntomas, la modificacio´n de
los sonidos del corazo´n podrı´a facilitar la auscultacio´n cardı´aca y la educacio´n me´dica [76].
Particularmente, el retardo de algunos sonidos del corazo´n mejora la capacidad de los mis-
mos en el reconocimiento y la discriminacio´n de caracterı´sticas que resultan de diversos
deso´rdenes cardı´acos. Ası´ por ejemplo en [77], se emplean dos te´cnicas para analizar la
separacio´n de los sonidos por retraso: ana´lisis WSOLA, (Waveform Similarity Overlap-and-
Add) MTSM (Multiresolutional Time Scale Modification). En este proceso de modificacio´n, se
preserva la calidad de los ruidos cardı´acos, y su espectro de frecuencia no fue desplazado.
Para evaluar el desempen˜o del me´todo propuesto, se aplica un test de evaluacio´n auditiva
subjetiva por parte de 20 me´dicos expertos. Se demostro´ que el retraso de tiempo de al-
gunos ruidos cardı´acos mejora la capacidad de los me´dicos para reconocer y discriminar
eventos que resultan de deso´rdenes cardı´acos, por lo que se concluye de este trabajo que la
modificacio´n de los ruidos cardı´acos facilita en alguna forma la interpretacio´n de los sonidos
obtenidos en el proceso de auscultacio´n.
De otro lado, en [78], se presenta la clasificacio´n de sen˜ales fonocardiogra´ficas normales
y patolo´gicas por medio de los modelos ocultos de Markov. La remocio´n de las perturba-
ciones de la sen˜al se realiza a partir de una descomposicio´n y reconstruccio´n wavelet de 6
niveles. Para formar el vector de caracterı´sticas se usaron tres me´todos: tradicional, deci-
macio´n y transformada wavelet. Los resultados de clasificacio´n para los tres me´todos fueron
del 97.3 %, 98.2 % y 99.1 % respectivamente.
2.2.6. Medidas de complejidad en el ana´lisis de la dina´mica cardı´aca
Las sen˜ales de variabilidad de la frecuencia cardı´aca (HRV, por su significado en ingle´s: Heart
rate variability) han sido ampliamente estudiadas mediante la aplicacio´n de medidas corres-
pondientes a te´cnicas de dina´mica no lineal.
En [3] se aplica un me´todo para comparar la variabilidad de la frecuencia cardı´aca en
sujetos normales con respecto a pacientes con enfermedad de Chagas, mediante la apli-
cacio´n de me´todos relacionados con el ca´lculo de dina´mica simbo´lica y entropı´a aproximada
(EnAp) sobre los respectivos datos provenientes de las series RR de los electrocardiogra-
mas adquiridos. Adicionalmente, los coeficientes obtenidos en datos correspondientes a
pacientes chaga´sicos dependen del grado de dan˜o del miocardio. Se estudio´ un grupo de
18 sujetos normales con respecto a tres grupos de pacientes con enfermedad de Chagas, di-
vididos en tres grupos segu´n el grado de evolucio´n de la enfermedad: Ia, Ib e Ic. La Tabla
2.2 muestra los resultados obtenidos para las variables medidas en el dominio del tiempo,
media y desviacio´n esta´ndar de la serie RR.
En la Tabla 2.3 se muestran valores de la entropı´a aproximada para el grupo de control
y los diferentes grupos de pacientes chaga´sicos. Se puede observar que el grupo de control
y el grupo Ib presentan valores ma´s elevados de la entropı´a aproximada que el grupo II,
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Variables Ritmo normal Grupo Ia Grupo Ib Grupo Ic
media (ms) 912±151 865±156 907±182 900±128
desviacio´n esta´ndar (ms) 37±14 52±36 40±19 56±55
Tabla 2.2: Medidas en dominio temporal, media y desviacio´n esta´ndar [3].
con un nivel de diferencia estadı´stica p = 0.007 y p = 0.04 respectivamente. En general, se
observa que el grupo de control presenta un valor ma´s alto de la entropı´a aproximada que
en los diferentes grupos de pacientes chaga´sicos, lo cual muestra una mayor irregularidad
de la variabilidad cardı´aca en los sujetos sanos.
I´ndices Ritmo normal Grupo Ia Grupo Ib Grupo II Valor p
EnAp 0.42 0.35 0.39 0.30 Ritmo normal, II
± ± ± ± 0.007
0.10 0.17 0.15 0.14 Ib, II
0.04
Tabla 2.3: Valores de la entropı´a aproximada para los grupos estudiados.
Se demuestra entonces que los me´todos tradicionales (media y desviacio´n esta´ndar de
la serie RR) no son suficientes en la descripcio´n de los cambios dina´micos de la variabilidad
cardı´aca, concluyendo que los me´todos de aplicacio´n de medidas no lineales pueden ser
utilizadas para caracterizar y diferenciar entre sujetos sanos y pacientes chaga´sicos.
En [4] se presenta un me´todo para calcular respectivamente el exponente α que carac-
teriza el proceso 1/| f |α , la entropı´a aproximada, la dimensio´n de correlacio´n, y el ma´ximo
exponente de Lyapunov utilizando el algoritmo desarrollado en [79]. Para la estimacio´n del
valor de α se utilizaron las 24 horas de sen˜al con latidos ecto´picos de cada registro, interpo-
lada y remuestreada. La interpolacio´n y remuestreo son necesarios ya que, en este caso, el
exponente α se estima por el me´todo de Regresio´n de FFT, el cual utiliza el espectro de la
sen˜al de intervalos RR que se obtiene utilizando la transformada discreta de Fourier. Esta
u´ltima requiere que la sen˜al a analizar posea muestras equiespaciadas, condicio´n que no
cumple la sen˜al de intervalos RR sin este acondicionamiento. Para el ca´lculo de la entropı´a
y la dimensio´n de correlacio´n se utilizaron segmentos de sen˜al de 5000 datos por paciente.
Para hallar el ma´ximo exponente de Lyapunov se utilizaron solo 500 datos por paciente, de-
bido a la gran cantidad de tiempo de ca´lculo que insume el algoritmo implementado. La
Tabla 2.4 se muestran los resultados obtenidos.
En [5] se presenta un estudio sobre la variabilidad cardı´aca con respecto al ge´nero y al
momento en el que se realiza el estudio, segu´n sea de dı´a o de noche, mediante la adquisicio´n
y reproduccio´n de sus electrocardiogramas y series RR a trave´s de sistemas Holter. Se calcu-
laron los ı´ndices espectrales de potencia junto con los ı´ndices de dimensio´n fractal, pendiente
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α Entropı´a Dim. de correlacio´n Max. exp de Lyapunov
Normales 1.326 1.899 1.692 0.060
HTA 1.085 1.762 1.719 0.090
Coronarios 0.992 1.531 1.198 0.041
Tabla 2.4: Resultados del ana´lisis de dina´micas no lineales segu´n [4].
de la funcio´n 1/f, ma´ximo exponente de Lyapunov y entropı´a aproximada. Semuestra que la
poblacio´n femenina presenta una variabilidad cardı´aca menor comparada con la poblacio´n
masculina, tal como se expresa en las componentes espectrales de la variabilidad cardı´aca. Se
presenta una diferencia significativa entre valores en las poblaciones femenina y masculina
para los ca´lculos de la entropı´a aproximada y el ma´ximo exponente de Lyapunov, ambos
durante el dı´a y la noche. La dimensio´n fractal muestra solamente una diferencia de ge´nero
durante las horas de suen˜o. Todos los ı´ndices en el dominio de la frecuencia y medidas no
lineales presentan una diferencia entre el dı´a y la noche, con excepcio´n de frecuencias de
baja potencia. La dimensio´n fractal y la entropı´a aproximada se correlacionan altamente con
potencias de alta frecuencia, mientras que la pendiente 1/f fue correlacionada con poten-
cias de baja frecuencia. Los resultados tambie´n indican un incremento en la complejidad
de la dina´mica cardı´aca durante la noche, y se encuentra que las mujeres parecen tener un
mecanismo regulatorio ma´s complejo de la frecuencia cardı´aca, tal como se expresa en las
diferencias de ı´ndices no lineales, indicando la significancia en las diferencias entre dı´a y
noche: *** p < 0.001, ** p < 0.01, * p < 0.05, n.s.= ninguna significancia (Tablas 2.5 y 2.6).
Masculino dı´a Masculino noche
Media Desviacio´n Media Desviacio´n Diferencia
esta´ndar esta´ndar Dı´a - noche
Media RR(ms) 743.31 93.19 953.09 133.02 ***
Frec. dominante HRV
Potencia total (ms2) 2168.63 1521.00 329.57 2549.14 ***
Potencia LF (ms2) 874.50 551.20 1096.49 864.78 n.s.
% Potencia LF 41.18 8.51 33.64 7.52 ***
Potencia HF(ms2) 220.75 228.06 514.79 585.58 ***
% Potencia HF 9.09 4.17 13.36 7.08 ***
LF/HF 5.67 3.24 3.43 2.4 ***
HRV no lineal
Pendiente 1/f -1.18 0.18 -1.11 0.21 **
FD 1.26 0.08 1.19 0.07 ***
ApEn 0.74 0.17 0.80 0.16 **
Lyapunov 0.27 0.07 0.30 0.10 **
Tabla 2.5: Valores normales de ı´ndices de variabilidad cardı´aca [5].
En [6] se presenta un estudio para caracterizar variabilidad cardı´aca mediante el ca´lculo
de dimensio´n de correlacio´n (CD), ma´ximo exponente de Lyapunov (LE), mı´nima dimensio´n
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Femenino dı´a Femenino noche
Media Desviacio´n Media Desviacio´n Diferencia
esta´ndar esta´ndar Dı´a - noche
Media RR (ms) 701.59 83.34 890.04 110.05 ***
Frec. dominante HRV
Potencia total (ms2) 1428.70 943.21 1967.04 1540.57 ***
Potencia LF (ms2) 567.20 392.59 644.31 504.76 n.s.
% Potencia LF 38.77 7.65 31.81 6.99 ***
Potencia HF (ms2) 162.91 160.15 399.58 469.52 ***
% Potencia HF 10.48 4.49 17.99 8.06 ***
LF/HF 4.40 2.09 2.31 1.52 ***
HRV No lineal
Pendiente 1/f -1.21 0.17 -1.15 0.21 *
FD 1.28 0.08 1.22 0.08 ***
ApEn 0.80 0.17 0.92 0.20 ***
Lyapunov 0.25 0.17 0.92 0.09 **
Tabla 2.6: Diferencias entre ge´neros durante el dı´a y la noche. [5].
de embebimiento (dE), tiempo de retardo (τ), y significancia (S) despue´s de realizar el test
de datos sustituidos. La Tabla 2.7 muestra los resultados en el ca´lculo de estos ı´ndices para
las sen˜ales analizadas, donde H1 a H9 corresponde a los sujetos normales, y de P1 a P6 a los
sujetos con deficiencia cardı´aca.
Medidas para varios sujetos
Sujeto τ dE LE CD S
H1 2 6 0.4718 3.33 0.30
H2 5 6 0.4992 3.58 5.62
H3 5 7 0.6755 4.00 0.93
H4 6 4 0.5304 2.50 23.67
H5 3 6 0.5299 3.20 0.01
H6 6 6 0.5343 3.45 18.63
H7 2 6 0.8442 2.37 24.20
H8 4 7 0.7812 4.002 1.1457
H9 2 6 0.9775 1.7 4.9096
P1 2 9 0.4301 1.20 42.10
P2 8 6 0.3083 1.50 29.59
P3 2 6 0.3691 1.65 7.86
P4 2 4 0.4301 0.798 31.17
P5 2 5 0.2741 0.516 20.284
P6 7 4 0.4356 1.3 22.439
Tabla 2.7: Valores de las caracterı´sticas calculadas en [6].
En [80] se presenta un estudio para detectar la presencia de determinismo no lineal en
pacientes con cardiomiopatı´a hipertro´fica, utilizando como ı´ndice no lineal la dimensio´n de
correlacio´n. La Figura 2.7a muestra las diferencias entre los ı´ndices de complejidad para las
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sen˜ales originales y las generadas por sustitucio´n de datos, indicando la convergencia para
las sen˜ales sin sustituir.
(a) Convergencia de la Dc [80]. (b) Dc vs m en series RT [37] .
Figura 2.7: Convergencia de la dimensio´n de correlacio´n en diferentes estudios.
Adicionalmente, se determina que, de acuerdo al valor de dimensio´n de correlacio´n
obtenido, las sen˜ales analizadas corresponden a sistemas cao´ticos de orden alto, ya que se
obtienen valores superiores a 5. Los mismos autores, en otro trabajo [37], afirman en forma
adicional que la serie RT no presenta indicios de determinismo no lineal, y que por el con-
trario, sus valores de dimensio´n de correlacio´n con respecto a la dimensio´n de embebimiento
no encuentran un punto de convergencia, lo cual es tı´pico en sen˜ales estoca´sticas (Figura
2.7b).
Adicionalmente, se analizan los datos mediante la aplicacio´n de medidas de complejidad
Lempel Ziv (LZ), exponente de Hurst (HE) y dimensio´n de capacidad (CapD), para hallar
diferencias entre las series RR correspondientes a pacientes sanos y con alto y bajo riesgo de
muerte debidos a cardiomiopatı´a hipertro´fica, tal como se observa en la Figura 2.9a.
Entre las conclusiones que se obtienen en [37], se afirma con base en los valores obtenidos
de dimensio´n de correlacio´n para individuos sanos, que el sistema de control de la frecuencia
cardı´aca es un mecanismo complejo de alta dimensionalidad, es decir, de ma´s de 10 grados
de libertad, por lo que en sentido estricto no podrı´a considerarse como un sistema cao´tico,
que usualmente esta´n caracterizados por una baja dimensionalidad (con grados de libertad
menores a 5). Sin embargo queda claro, a partir de los resultados obtenidos con el me´todo
de los datos sustituidos que se trata de un proceso determinista no lineal, sobre el que actu´a
un complejo mecanismo de regulacio´n controlado principalmente por el sistema nervioso
auto´nomo. En contraposicio´n, al aplicar la metodologı´a para obtener la dimensio´n de corre-
lacio´n de las series RT, que caracterizan el tiempo de la repolarizacio´n de los ventrı´culos, no
se observo´ un comportamiento determinista, sino por el contrario, un claro comportamiento
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que corresponde a los procesos estoca´sticos, lo que indica que los sistemas que regulan este
u´ltimo proceso son de una naturaleza muy distinta de aquellos que regulan la frecuencia
cardı´aca.
En [13] se presenta un sistema asistido por computador para el reconocimiento de arrit-
mias basado en ana´lisis en el espacio de fase. Se estudian arritmias de los siguientes tipos:
Contraccio´n ventricular prematura (PVC), fibrilacio´n atrial (AF), taquicardia ventricular (VT)
y fibrilacio´n ventricular (VF). La clasificacio´n fue llevada a cabo mediante una red neuronal
multicapa obteniendo una exactitud del 98.55 %. La Figura 2.8a muestra la caracterizacio´n
de una sen˜al correspondiente a un paciente con ritmo sinusal normal a diferentes valores de
τ: (a) 8.3 ms (b) 13.9 ms (c) 27.8 ms (d) 55.6 ms. La Figura 2.8b muestra la reconstruccio´n en el
espacio de fase de las sen˜ales analizadas con su respectivo tipo de arritmia: (a) Ritmo normal
(b) PVC (c) AF (d) VT.
(a) Ritmo sinusal a diferentes valores de τ. (b) Arritmia de diferentes tipos.
Figura 2.8: Diagramas de fase para estados funcionales [13].
En cuanto al proceso de clasificacio´n, la exactitud media de la clasificacio´n para ritmo
normal, PVC, AF, VT y VF fue de 100 %, 93.7 %, 99.8 %, 99.7 %, y 99.4 % respectivamente. Es
ası´ como la te´cnica propuesta, basada en el ana´lisis de espacio de fase, muestra que puede
ser efectiva con una exactitud de 98.55 %, en la clasificacio´n de arritmias que se presentan en
pacientes cuya enfermedad cardı´aca tiene una evolucio´n crı´tica.
En [81] se confirma la baja complejidad que presentan los electrocardiogramas corres-
pondientes a pacientes con algu´n tipo de enfermedad cardı´aca, segu´n la Figura 2.9b.
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(a) Complejidad en sujetos sanos y pacientes con
cardiomiopatı´a hipertro´fica [37].
(b) Curvas de referencia para valores de D2 [81].
Figura 2.9: Estimaciones de D2 para diferentes estados.
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3. Marco experimental
3.1. Adquisicio´n y preprocesamiento de las sen˜ales
La base de datos con la que se realiza este trabajo esta´ conformada por sen˜ales FCG que
fueron adquiridas a pacientes normales y con anomalı´as auscultatorias, causadas por valvu-
lopatı´as que conllevan a la presencia de soplos cardı´acos.
Se tomaron 44 registros FCG normales con un estetoscopio electro´nico Meditron marca
WelchAllyn, a una frecuencia de muestreo de 44100 Hz, dentro de un grupo de estudiantes
de la Facultad de Ciencias para la Salud de la Universidad de Caldas y empleados del Hos-
pital Infantil Universitario Rafael Henao Toro de la ciudad de Manizales, sin limitaciones de
edad y sexo siempre y cuando su edad no fuese menor a 18 an˜os. Simulta´neamente, se regis-
tro´ la sen˜al de electrocardiografı´a, lo que permite correlacionar temporalmente la sucesio´n
de eventos meca´nicos y ele´ctricos del corazo´n durante el ciclo cardı´aco (Figura 3.1a). El
punto anato´mico sobre el cual se tomaron los registros corresponde al foco mitral, en fase de
apnea espiratoria, cada uno con una duracio´n de 8 segundos, con los pacientes en posicio´n
decu´bito dorsal. Todas las sen˜ales normales se tomaron dentro de la cabina acu´stica del Hos-
pital Infantil Universitario, previo sometimiento de los pacientes a un chequeo me´dico para
comprobar sus estados de normalidad auscultatoria e indicarles el propo´sito del estudio.
Los registros anormales hacen parte de la base de datos de fonocardiografı´a del Labo-
ratorio de Electro´nica aplicada del Helsinki University of Technology (HUT), compuestos por
49 sen˜ales FCG, muestreadas a 11025 Hz. A diferencia de las sen˜ales adquiridas dentro de
las actividades del Grupo, estas no tienen la sen˜al electrocardiogra´fica de forma simulta´nea
(Figura 3.1b).
Las sen˜ales fueron segmentadas en ciclos cardı´acos mediante un algoritmo disen˜ado para
tal fin, en trabajos previos realizados dentro del Grupo de Control y Procesamiento Digital
de Sen˜ales. Sin embargo, en algunos casos, especialmente en las sen˜ales anormales, el pro-
ceso automatizado de segmentacio´n se dificulto´ como consecuencia de la presencia de las
componentes correspondientes a los soplos, motivo por el cual, en estos casos se realizo´ la
segmentacio´n de los ciclos cardı´acos de forma manual.
Adicionalmente, las sen˜ales fueron sometidas a un proceso de normalizacio´n y atenua-
cio´n de perturbaciones acu´sticas mediante la te´cnica conocida como denoising [48].
3.1.1. Denoising mediante transformada wavelet discreta
El ana´lisis en la estimacio´n de las medidas, incluye la comparacio´n de los resultados con y
sin aplicacio´n del me´todo de denoising, el cual requiere de los siguientes para´metros:
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(a) Sen˜al FCG adquirida a un sujeto normal. (b) Sen˜al FCG con presencia de soplo sisto´lico.
Figura 3.1: Ejemplos de sen˜ales FCG que hacen parte de la base de datos analizada.
– Me´todo de umbralizacio´n.
– Regla de seleccio´n de umbral.
– Nivel de descomposicio´n.
– Me´todo de reescalamiento.
Me´todos de umbralizacio´n
Se analizan dos me´todos de umbralizacio´n: fuerte (hard thresholding), en la cual los coefi-
cientes de valor absoluto menor al umbral se hacen 0 y los dema´s se dejan igual:
xu =
{
x para |x| > x0
0 para |x| ≤ x0
(48)
El segundo me´todo corresponde a la umbralizacio´n suave o soft thresholding, en la cual los
coeficientes cuyo valor absoluto se encuentran por debajo del umbral tambie´n se hacen 0,
pero los coeficientes restantes son reducidos a un valor cercano a 0 [48, 82]:
xu =
{
sign(x)(|x| − x0) para |x| > x0
0 para |x| ≤ x0
(49)
donde x0 es el umbral, x la sen˜al original, y xu la sen˜al umbralizada.
Reglas de seleccio´n de umbral
Se presentan cuatro opciones para escoger la regla de seleccio´n del umbral ma´s apropiada,
las cuales se pueden observar en la Tabla 3.1.
Estas reglas utilizan regresiones estadı´sticas sobre el tiempo de los coeficientes de las
perturbaciones para obtener estimaciones no parame´tricas de la sen˜al reconstruida. Para la
primera regla mencionada se realiza la seleccio´n basa´ndose en el principio de Stein’s Unbiased
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Regla Descripcio´n
Rigrsure Seleccio´n usando el principio de Stein’s Unbised Risk
Estimate (SURE).
Sqtwolog Forma fija del umbral que es igual a la raı´z cuadrada de dos
veces el logaritmo de la longitud de la sen˜al.
Heursure Seleccio´n usando una combinacio´n de las dos opciones antes
mencionadas.
Minimaxi Seleccio´n del umbral usando el principio del minimaxi
Tabla 3.1: Reglas de seleccio´n de umbral
Risk Estimate (SURE), el cual calcula una estimacio´n del riesgo para un valor particular de
umbral x0. Minimizando el riesgo en x0, se obtiene una seleccio´n del valor de umbral. El
principio de SURE esta´ dado por la Ec. (50) en funcio´n de un para´metro de suavizacio´n λ,
particularmente un umbral.
SURE (λ) = F (λ)− σ2 + 2σ2N − N0
N
(50)
donde F(λ) es el dato de entrada, σ2 la varianza del ruido, N el nu´mero de muestras de
la sen˜al, y N0 el nu´mero de coeficientes wavelet correspondientes al ruido ubicados bajo el
umbral. Este me´todo, a diferencia de la umbralizacio´n universal, depende directamente de
la sen˜al de entrada, y no so´lo de una estimacio´n basada en los los datos de la varianza del
ruido σ2 [82]. En la segunda regla de seleccio´n, se usa una forma fija de umbral que resulta
en la accio´n del minimaxmultiplicado por un factor pequen˜o proporcional al logaritmo de la
longitud de la sen˜al N
sqt =
√
2 logN (51)
En la tercera regla se emplea una combinacio´n entre las dos anteriores, donde, si la relacio´n
sen˜al-ruido es muy pequen˜a, la estimacio´n con SURE resulta muy ruidosa. Por lo tanto, se
utiliza la forma fija del umbral. En la cuarta regla, el umbral se escoge con base en el princi-
pio del minimax para el error cuadra´tico medio. Este principio es utilizado en la estadı´stica
para disen˜ar estimadores, ya que obtiene el mı´nimo del ma´ximo error cuadra´tico medio.
Para realizar la seleccio´n del umbral, minimiza el riesgo ma´ximo relativo con respecto a la
seleccio´n o´ptima del riesgo. En [82], se sostiene que esta tasa de riesgo se comporta de la
forma 2 logN, y el mismo umbral con minimax es asinto´tico,
λmM ∼
√
2 logNσ (52)
donde λmM representa la seleccio´n del umbral con minimax, N el nu´mero de puntos de la
sen˜al, y σ la desviacio´n esta´ndar del ruido.
Niveles de descomposicio´n y me´todos de reescalamiento
El proceso de descomposicio´n puede ser iterativo, con aproximaciones sucesivas siendo
descompuestas cada vez, de manera que la sen˜al quede reducida en componentes de ma´s
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baja resolucio´n. Para este proceso, se usa un me´todo denominado a´rbol de descomposicio´n de
wavelet. En la pra´ctica se selecciona un nivel de descomposicio´n adecuado segu´n la natu-
raleza de la sen˜al [83].
En la Tabla 3.2 se indican los me´todos disponibles en el toolbox de wavelet de Mat-
lab. En el primer me´todo se sigue el modelo ba´sico del ruido, y no realiza reescalamiento.
En el segundo se sigue el modelo ba´sico de ruido pero con ruido no escalado, y realiza el
reescalamiento usando solo una estimacio´n simple del nivel de ruido, el cual se calcula con
base en los coeficientes del primer nivel de descomposicio´n [48]. El tercero corresponde al
modelo ba´sico de ruido con ruido no blanco, y el reescalamiento lo realiza basado en una
estimacio´n que depende del nivel de ruido en este nivel de descomposicio´n [48].
Me´todo Descripcio´n
One Sigue el modelo ba´sico del ruido
Sln Modelo ba´sico del ruido con ruido no escalado
Mln Modelo ba´sico del ruido con ruido no blanco
Tabla 3.2: Me´todos de reescalamiento
Wavelets utilizadas para la realizacio´n del denoising
Los algoritmos se implementan con wavelets ortogonales, pues permiten una mejor recons-
truccio´n de la sen˜al original y su proceso de ca´lculo es relativamente sencillo [48] [84]. Esto
se debe a que cada coeficiente wavelet se calcula u´nicamente con un producto escalar entre la
sen˜al original y la wavelet. Su tiempo de co´mputo es corto y permite hallar la transformada
con el mismo nu´mero de muestras de la sen˜al original [85]. Las wavelets que satisfacen estas
condiciones son las Haar, Daubechies, Symlets y Coiflets [48].
El procedimiento para lograr la reduccio´n de las perturbaciones en las sen˜ales FCG, con-
siste en disen˜ar unos algoritmos de denoising empleando los para´metros mencionados an-
teriormente, utilizando cada una de las reglas de seleccio´n del umbral con los me´todos de
reescalamiento. Estas combinaciones se hicieron variando el nivel de descomposicio´n desde
1 hasta 10 con una serie de wavelets recomendadas para este fin por su condicio´n de ortogo-
nalidad.
Posteriormente, dependiendo de los conceptos emitidos por un grupo de tres me´dicos
expertos en auscultacio´n al escuchar las sen˜ales procesadas con el denoising, se descartan los
algoritmos cuyas combinaciones en cuanto a reglas de seleccio´n de umbral y me´todos de
reescalamiento, alteren de forma inapropiada las caracterı´sticas propias de la sen˜al, como
puede ser la remocio´n de informacio´n clı´nica, la reduccio´n considerable en el contenido de
la misma, la alteracio´n de los ruidos S1, S2 y de los soplos, y por supuesto, aquellos que no
realizan ninguna reduccio´n de las perturbaciones.
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El ca´lculo de la relacio´n sen˜al–ruido (SNR) para cada una de las sen˜ales procesadas se
obtiene mediante la expresio´n
SNR = 10 log


N
∑
n=1
(x (n)− x¯)2
N
∑
n=1
(x (n)− x˜ (n))2

 (53)
en donde x(n) es la sen˜al original, x˜ (n) la sen˜al reconstruida, x¯ la media de la sen˜al y N el
taman˜o de la ventana sobre la cual se calcula. La obtencio´n del valor de la SNR se realiza
sobre las sen˜ales procesadas con los algoritmos que, a criterio de los me´dicos expertos en
auscultacio´n, presentan los mejores resultados de procesamiento por denoising, al facilitar
la percepcio´n acu´stica de los ruidos y soplos cardı´acos de las sen˜ales FCG analizadas. Este
me´todo se diferencia con el planteado en [48], ya que este plantea el ca´lculo de la SNR en-
tre la sen˜al de FCG contaminada con ruido blanco gaussiano y la sen˜al procesada con los
algoritmos de denoising.
3.1.2. Ana´lisis de estacionariedad y no linealidad
Ana´lisis de estacionariedad. Para la realizacio´n del ana´lisis de estacionariedad de las
sen˜ales FCG, se asume que cada ciclo cardı´aco tiene las mismas caracterı´sticas estadı´sticas
de uno con respecto al otro, y que por lo tanto, la ventana cuasiestacionaria sobre la cual se
debe estimar las medidas de caracterizacio´n dina´mica no lineal corresponden al tiempo de
duracio´n de cada ciclo cardı´aco. Una explicacio´n ma´s detallada del concepto de estaciona-
riedad se encuentra en el Anexo C.
Para comprobar esta suposicio´n, se calcularon los valores demedia y desviacio´n esta´ndar
en cada uno de los ciclos cardı´acos. Se escogieron para el ana´lisis los ciclos con la mı´nima
desviacio´n esta´ndar en cada una de las sen˜ales FCG.
Ana´lisis de no linealidad. El ana´lisis de no linealidad, tiene como fin confirmar la pre-
sencia de determinismo no lineal en las sen˜ales analizadas. El procedimiento requiere la
aplicacio´n del me´todo de sustitucio´n descrito en la seccio´n 1.2.4, el cual consiste en destruir
la informacio´n de determinismo no lineal que se presenta en una serie de tiempo, para este
caso, las sen˜ales FCG. Bajo la suposicio´n de una distribucio´n gaussiana de la medida, el
criterio comu´n para rechazar la hipo´tesis nula es ν > 2, segu´n [86].
En este trabajo, la medida aplicada para el ana´lisis de no linealidad es la dimensio´n de
correlacio´n (D2), por ser la ma´s representativa en cuanto a cuantificacio´n de la dimensio´n
fractal de una serie de tiempo reconstruida en el espacio de fase. Es ası´ como a partir de
13 sen˜ales normales, se generan 30 series sustituidas, y se estima el valor de D2 para cada
una mediante el algoritmo estimador de Takens contenido en [87, 88]. Posteriormente, se
obtienen los valores estadı´sticos correspondientes a la Ec. (42).
Ana´lisis de dispersio´n con aumentos en la longitud de los datos. Es importante com-
probar la convergencia en la estimacio´n de las medidas conforme aumenta la longitud de
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los datos, mediante la respectiva disminucio´n en los valores de la desviacio´n esta´ndar. Se
realizo´ 20 veces el procedimiento de sustitucio´n de datos, para 5 sen˜ales FCG normales, y se
estimo´ D2 [87,88] para varios segmentos de cada una estas series sustituidas, incrementando
gradualmente la longitud de cada uno desde N = 28 hasta 215. De esta manera se examina
la dependencia en la estimacio´n de las medidas dina´micas segu´n la longitud de la serie de
datos.
3.2. Caracterizacio´n mediante te´cnicas de dina´mica no lineal
3.2.1. Estimacio´n de la dimensio´n de correlacio´n (D2)
El ca´lculo de la dimensio´n de correlacio´n (D2) requiere la estimacio´n previa de la funcio´n
suma de correlacio´n (C (r)), de acuerdo a la expresio´n (28). En este trabajo, se disen˜a un
algoritmo para el ca´lculo de C(r) segu´n [89], y se evalu´a su funcionamiento al aplicarse
sobre un conjunto de datos cuyo resultado de D2 se conoce a priori. En [90] se presenta un
sistema de tres ecuaciones diferenciales ordinarias de Lorenz, descritas por
x˙ = σ(y− x)
y˙ = −xy+ rx− y
z˙ = xy− bz
(54)
con las siguientes condiciones iniciales: σ = 16, b = 4, r = 45.92, tiempo de integracio´n
Ts = 0.01, y longitud (N) igual a 50000 datos. Segu´n [90], la dimensio´n fractal de un sistema
de Lorenz con estas condiciones tiene un valor aproximado a 2.06. Por lo tanto, se genera un
conjunto de datos de estas caracterı´sticas, con los para´metros y condiciones iniciales men-
cionadas, estimando seguidamente su funcio´n ln (C (r)).
Deteccio´n de la regio´n de escalamiento. La deteccio´n de la regio´n de escalamiento, se
realiza teniendo en cuenta que en cualquier regio´n lineal de la funcio´n ln (C (r)), las pendien-
tes o derivadas tienden a ser similares. La funcio´n d ln (C (r)) /d ln (r) representa la magni-
tud de las pendientes de ln (C (r)). Los argumentos de entrada del algoritmo que calcula
la regio´n de escalamiento son los valores correspondientes a ln (C (r)) y ln(r), y devuelve
dos valores que corresponden a los ı´ndices ma´ximo y mı´nimo de la regio´n de escalamiento
contenida en el vector de valores del eje ln(r). El primer paso que ejecuta el algoritmo es esti-
mar la funcio´n d ln (C (r)) /d ln (r) mediante el ca´lculo de pendientes de puntos vecinos. En
el segundo paso, analiza la similaridad de las magnitudes obtenidas tras derivar la funcio´n
ln (C (r)) utilizando la desviacio´n esta´ndar de cada segmento analizado, ya que el segmento
con menor desviacio´n es el mas similar en te´rminos de magnitud. En el tercer y u´ltimo paso,
encuentra los ı´ndices con los que se puede obtener el segmento de menor dispersio´n en los
vectores de ln (C (r)) y ln(r).
Al tener definida la regio´n de escalamiento, se calculan las pendientes de las rectas de la
funcio´n ln (C (r)) vs ln(r) en los valores de ln(r) segu´n la funcio´n d ln (C (r)) /d ln (r), donde
cada una de estas rectas representa la suma de correlacio´n para cada valor de dimensio´n de
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inmersio´n. Este ana´lisis se realiza con un valor de τ = 16, segu´n la estimacio´n mediante
la funcio´n de informacio´n mutua promedio (AMI) (seccio´n 1.2.2). El algoritmo tambie´n se
aplica sobre una sen˜al aleatoria, esperando que la evolucio´n de D2, conforme aumenta el
valor de m, sea de naturaleza lineal.
Aplicacio´n del algoritmo en sen˜ales FCG. Despue´s de realizarse la calibracio´n del al-
goritmo disen˜ado, se procede a aplicarlo sobre las sen˜ales FCG normales y anormales. Se
calcula la funcio´n lnC(r) vs ln(r) sobre los ciclos de menor desviacio´n esta´ndar en cada
sen˜al FCG, de acuerdo al resultado del ana´lisis de estacionariedad para cada una, deter-
mina´ndose tambie´n su regio´n de escalamiento de acuerdo a la funcio´n d ln (C (r)) /d ln (r),
ası´ como la respectiva evolucio´n de D2 vs m. El ana´lisis se realizo´ con ciclos muestreados
a 2000, 5000, y 10000 muestras por segundo, para valores de τ de 1 y segu´n lo que se haya
obtenido mediante el ca´lculo de la funcio´n AMI.
3.2.2. Estimacio´n de la entropı´a de Kolmogorov (K2)
Despue´s de estimar la funcio´n C(r) para los datos analizados, se puede calcular la entropı´a
de Kolmogorov (K2), cuyo procedimiento se realiza de acuerdo a [36], lo cual se describe
en la seccio´n 1.2.3. En este caso, la estimacio´n de K2 tambie´n se realiza en los datos corres-
pondientes a cada ciclo de la sen˜al FCG que presentaron la mı´nima desviacio´n esta´ndar,
muestreados a 2000, 5000 y 10000 muestras por segundo, para valores de τ de 1 y segu´n lo
que se haya obtenido mediante el ca´lculo de la funcio´n AMI. El valor al que converge la Ec.
(38), aplicada sobre la misma regio´n de escalamiento donde se calcula D2, se toma como la
entropı´a de Kolmogorov.
3.2.3. Ca´lculo del ma´ximo exponente de Lyapunov (λ1)
El algoritmo desarrollado en este trabajo para hallar el ma´ximo exponente de Lyapunov se
basa en [89], el cual estima λ1 de la siguiente forma:
Despue´s que se reconstruyen las trayectorias, el algoritmo localiza el vecino cercano de
cada punto en la trayectoria. El vecino cercano, S jˆ, se encuentra a trave´s de la bu´squeda
del punto que minimiza la distancia al punto de referencia particular Sj, lo cual se expresa
mediante:
uj(n0) = min
S jˆ
∥∥∥Sj − S jˆ∥∥∥ (55)
donde uj(n0) es la distancia inicial desde el j–e´simo punto a su vecino cercano, y ‖...‖ denota
la norma euclı´dea. Se impone la restriccio´n que los vecinos cercanos tienen una separacio´n
temporal mayor que el periodo medio de la serie de tiempo (
∣∣j− jˆ∣∣ > periodo medio). Esto
permite considerar cada par de vecinos como condiciones iniciales cercanas para diferentes
trayectorias. El ma´ximo exponente de Lyapunov se estima entonces como la tasa media de
separacio´n de los vecinos cercanos. Se asume entonces que el ca´lculo de λ1 viene dado por:
λ1(∆n) =
1
∆nN
1
(l − ∆n)
l−∆n
∑
j=1
ln
uj(∆n)
uj(n0)
(56)
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donde N es el periodo de muestreo de la serie de tiempo, uj(∆n) es la distancia entre el j–
e´simo par de vecinos cercanos despue´s de ∆n pasos discretos en el tiempo, y l es el nu´mero
de puntos reconstruidos segu´n la Ec. (24). Para mejorar la convergencia (con respecto a ∆n),
se da una forma alterna de la Ec. (56).
λ1(∆n, k) =
1
kN
1
(l − k)
l−k
∑
j=1
ln
uj(∆n+ k)
uj(∆n)
(57)
En la Ec. (57), k se toma como constante, y λ1 se extrae localizando la meseta de λ1(∆n, k) con
respecto a ∆n. A partir de la de la definicio´n de λ1 dada en (41), se asume que j-e´sismo par
de vecinos cercanos diverge aproximadamente a una tasa dada por el ma´ximo exponente de
Lyapunov:
uj(∆n) ≈ Cjeλ1(∆nN) (58)
donde Cj es la separacio´n inicial. Tomando el logaritmo a ambos lados de la Ec. (58), se
obtiene:
ln uj(∆n) ≈ lnCj + λ1(∆nN) (59)
La Ec. (59) representa un conjunto de lı´neas aproximadamente paralelas (para j = 1, 2, . . . ,M),
cada una con una pendiente proporcional a λ1. De esta forma, el ma´ximo exponente de Lya-
punov se calcula mediante un arreglo de mı´nimos cuadrados de la lı´nea definida por:
y(∆n) =
1
N
〈
lnuj(∆n)
〉
(60)
donde 〈·〉 denota el promedio sobre todos los valores de j.
3.2.4. Ca´lculo del exponente de Hurst (H)
El ca´lculo del exponente de Hurst (H) se realiza de acuerdo al procedimiento descrito en
1.2.3. El valor de H, se define como la pendiente que se obtiene al calcular la media de la
relacio´n R(N)/σ(N), dada por la Ec. (1.2.3), para diferentes escalas en la longitud de los
datos de la serie de tiempo analizada.
El algoritmo para la estimacio´n del exponente de Hurst, disen˜ado en este trabajo, no usa
solapamiento de regiones de datos, ba´sicamente porque se encontro´ que el solapamiento de
regiones no producı´a resultados exactos. El taman˜o que se escogio´ para la las regiones de
ana´lisis fueron en potencias de dos, empezando por 8 y finalizando en un taman˜o menor o
igual al taman˜o total de la serie objeto del ana´lisis, es decir: 8, 16, 32, 64, etc. Es importante
resaltar que todas estas determinaciones se escogieron con el fin de calibrar el algoritmo, y
ası´ obtener los resultados ma´s exactos [91].
Otras versiones del algoritmo reescalado de rango pueden usar el solapamiento de las re-
giones y no limitarse a taman˜os de datos que son potencias de 2, con el fin de ajustarse al tipo
de serie que este´n analizando. Esto debido a que el algoritmo reescalado de rango estima el
exponente de Hurst mediante el ca´lculo de promedios de rangos reescalados sobre mu´ltiples
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regiones de datos, hecho por el cual este algoritmo presenta una buena aproximacio´n para el
exponente de Hurst en series de tiempo con determinada cantidad de muestras.
3.2.5. Ca´lculo del exponente de la complejidad Lempel–Ziv (LZ)
La estimacio´n de la complejidad LZ se realiza siguiendo el procedimiento descrito en la
seccio´n 1.2.3.
Balanceo de las matrices de caracterı´sticas resultantes. Dado que se tienen 44 registros
normales y 49 patolo´gicos, se debe balancear las matrices resultantes de caracterı´sticas para
cada clase, es decir, que la cantidad de ciclos de FCG analizados deben ser iguales tanto para
el grupo de sen˜ales normales como para el grupo de patolo´gicas.
3.2.6. Limitaciones en el desempen˜o de los algoritmos
Algoritmo estimador del exponente de Hurst. Cuando se realiza el ca´lculo en series
de tiempo mayores a 10000 muestras por segundo, el algoritmo presenta inestabilidad en el
momento de realizar la estimacio´n, por lo cual, se debe desarrollar nuevamente la calibracio´n
del algoritmo, escogiendo el taman˜o de las regiones sobre las que se calculara´ el rango y la
desviacio´n esta´ndar (R(N)/σ(N)).
Algoritmo estimador de la dimensio´n de correlacio´n. Como se menciono´, el programa
para el ca´lculo de la dimensio´n de correlacio´n esta´ basado en el algoritmo de Rosenstein.
Al derivar la funcio´n de suma de correlacio´n para estimar los valores de dimensio´n de co-
rrelacio´n en cada valor de dimensio´n de inmersio´n, el programa toma regiones superiores o
iguales a 20 muestras para calcular su desviacio´n esta´ndar, tomando como regio´n ma´s lineal
la regio´n de menor desviacio´n esta´ndar.
Como la dimensio´n de correlacio´n es ba´sicamente la pendiente de la regio´n de escala-
miento, es importante escoger muy bien e´sta regio´n, para lo cual, el algoritmo que calcula la
regio´n de escalamiento permite calibrar el numero mı´nimo demuestras por regio´n a analizar
(20 en este estudio), y adema´s, permite hacer una eleccio´n de la regio´n de escalamiento de
manera manual, solamente indicando el valor mı´nimo y ma´ximo, en caso que sea necesario.
Es importante indicar que para las sen˜ales FCG que se analizan, la zona de escalamiento
se presenta en la misma regio´n para todas las sen˜ales, por lo cual se puede indicar ma-
nualmente al programa los lı´mites de la misma. Puede suceder que para sen˜ales de otra
naturaleza, la regio´n de escalamiento varie´, razo´n por la cual se recomienda dejar que el
programa la calcule automa´ticamente para luego hacer un ana´lisis detallado de la viabilidad
de la regio´n encontrada, y poder decidir si se trabaja en la regio´n calculada o se escoge otra
manualmente de ser necesario.
No obstante, los programas esta´n hechos en lenguaje C++, por lo que el tiempo de
co´mputo es menor que en otros compiladores. Adicionalmente, segu´n [89], el algoritmo
es altamente insensible al nu´mero de muestras y ruido presente en la serie de tiempo, por
lo cual, las variaciones que se puedan presentar en los resultados dependen del tiempo de
retardo (τ) y la dimensio´n de inmersio´n (m).
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3.3. Caracterizacio´n mediante ana´lisis acu´stico
Se aplican algoritmos de caracterizacio´n acu´stica desarrollados previamente dentro del GC&-
PDS para ana´lisis de sen˜ales de voz, dado que al igual que las sen˜ales FCG, tambie´n son
sen˜ales de tipo acu´stico, ası´ que se evalu´a si estos algoritmos puede proporcionar infor-
macio´n que discrimine entre clases normal y patolo´gica en FCG. Las caracterı´sticas calcu-
ladas a los ciclos de FCG bajo ana´lisis se indican en el Anexo B.1.
En el ana´lisis de sen˜ales de audio, es comu´n el uso de dos tipos de caracterı´sticas:
Caracterı´sticas Acu´sticas: Califican las cualidades del sonido y poseen un sentido fı´sico
determinado [92].
Caracterı´sticas de Representacio´n: Correspondientes a valores calculados a partir de
alguna forma de representacio´n del sonido. Usualmente no poseen sentido fı´sico.
En este trabajo se hace uso de caracterı´sticas de tipo Acu´sticas (CA) y de Representacio´n
(wavelets).
3.3.1. Caracterı´sticas acu´sticas
En cuanto a la extraccio´n de (CA) se han desarrollado numerosos algoritmos de esti-
macio´n de e´stas [93] [94] [95] [96] [97]. En el presente trabajo se emplean algunas CA uti-
lizadas en [98] con muy buen rendimiento y que se enuncian a continuacio´n.
Pitch (F0): El pitch o frecuencia fundamental, se define como la frecuencia referencia
correspondiente a un tono sinusoidal que produce la misma sensacio´n de altura
que la sen˜al en ana´lisis [99].
Jitter (J): Corresponde a la medida de la perturbacio´n de la frecuencia (o el corres-
pondiente perı´odo) y es definido como la variacio´n de la frecuencia fundamental
durante el latido. Esta variabilidad, se refleja en el promedio del desvı´o esta´ndar de
la F0. Sin embargo, las mediciones del Jitter son relativas a variaciones en pequen˜os
intervalos de tiempo. Vale decir que el Jittermide cua´nto difiere un perı´odo dado de
su perı´odo consecutivo y no cua´nto difiere un perı´odo fundamental de otro poste-
rior cualquiera. Por lo tanto, el Jitter es una medida de la variabilidad de la frecuen-
cia, perı´odo a perı´odo, sin tener en cuenta los cambios voluntarios de la frecuencia
fundamental [100].
Rango fonatorio (Rf): Representa el rango entre F0min y F0max, expresado en semi-
tonos.
Cociente de perturbacio´n de tono (Cpt): Representa la variabilidad perı´odo a perı´odo
con un factor de suavizado de 5 perı´odos.
Error de prediccio´n normal (NEP): Una caracterı´stica para estimar el nivel de ruido,
calculando la energı´a normalizada de la sen˜al residual; expresada como la pro-
porcio´n de la media geome´trica del modelo de espectro y su media aritme´tica [101].
Excitacio´n glo´tica al ruido (GNE): Es la estimacio´n del ruido relacionado con una ex-
citacio´n sincro´nica en las diferentes bandas de frecuencia [102]. El ruido turbulento
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generado durante la constriccio´n conlleva a una excitacio´n no correlacionada. El
sincronismo es expresado por la correlacio´n entre envolventes de diferentes bandas
de frecuencia.
Relacio´n armo´nico ruido (HNR): Existen variados deso´rdenes en una sen˜al de audio,
a los cuales se les puede asociar la presencia de ruido aditivo en la respectiva onda
acu´stica. Debido a esto se han creado diversos algoritmos que buscan estimar la
cantidad de ruido aditivo presente en las sen˜ales acu´sticas [98].
Energı´a de los segmentos (E): la energı´a se calcula como la diferencia entre la energı´a
de la emisio´n del latido menos la energı´a del ruido ambiente [98].
Menor cuadrado de peso recursivo (WRLS): Forma adaptativa para estimar las varia-
ciones de para´metros, en tiempo y frecuencia de una sen˜al de audio.
Densidad de cruces por cero (ZNo): de la sen˜al analizada.
En algunas de estas CA se utilizan tambie´n momentos representativos de las mismas
como la media, la desviacio´n esta´ndar, la varianza, el mı´nimo, el ma´ximo.
3.3.2. Caracterı´sticas de representacio´n
Se emplean las siguientes,
Cepstrum: Se define como la transformada de Fourier del logaritmo del espectro. U-
sado para determinar periodicidades en el espectro de la sen˜al. Adiciones en el
dominio del Cepstrum corresponden a multiplicaciones en el de la frecuencia y a
convoluciones en el tiempo [103].
Coeficientes Cepstrum sobre la escala de frecuencia Mel (MFCC): se definen como el
cepstrum real de una sen˜al de tiempo corto ventaneada y que ha sido derivada de
la FFT de esa sen˜al. Se usa una escala de frecuencia no lineal para aproximar el
comportamiento del sistema no auditivo [104].
Prediccio´n lineal (LP): La idea ba´sica detra´s del ana´lisis de prediccio´n lineal es que
una muestra de audio en el tiempo n, s(n) puede aproximarse como una combi-
nacio´n lineal de las pmuestras de audio anteriores [104].
Coeficientes de prediccio´n lineal (LPC): Con los cuales se construye el filtro inverso
de la sen˜al, usado como blanqueador espectral, es decir, para eliminar los efectos de
los ruidos generados por los tejidos circundantes al corazo´n, y resaltar la funcio´n de
excitacio´n [98].
Transformada wavelet: Empleada en su modalidad discreta (DWT) [105], a trave´s del
ca´lculo de la desviacio´n esta´ndar de cada uno de los 6 primeros niveles de descom-
posicio´n de los coeficientes de detalle y sobre el sexto nivel de descomposicio´n de los
coeficientes de aproximacio´n, considerando diferentes onditas madre para realizar
ma´s adelante su seleccio´n.
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Al igual que en las CA, en algunas caracterı´sticas de representacio´n se evalu´an momentos
significativos de las mismas como la media, la desviacio´n esta´ndar, la varianza, el mı´nimo,
el ma´ximo.
3.3.3. Preprocesamiento de las matrices de caracterı´sticas acu´sticas
El ca´lculo de las caracterı´sticas acu´sticas genera errores en tres de los registros normales, por
lo tanto, estos registros se retiran del ana´lisis, obteniendo una matriz de 41× 128 para las
sen˜ales normales. La matriz de caracterı´sticas resultante se balancea con la de los registros
patolo´gicos, retirando otros 3 registros de la matriz de caracterı´sticas correspondiente a las
sen˜ales patolo´gicas, donde el criterio de remocio´n es el de retirar las sen˜ales con menos sepa-
rabilidad en la estimacio´n de D2 (la descripcio´n de cada una de las caracterı´sticas estimadas
se encuentra en el Anexo B).
Dentro de la matriz de caracterı´sticas acu´sticas, se encuentran 10 ı´ndices cuyos valores
son complejos, correspondientes a las caracterı´sticas de la 95 a la 104, por lo que se procede a
retirarlos, resultando una matriz de 41× 118. A estas matrices (una para cada clase: normal
y patolo´gico) se le aplica un algoritmo para detectar la cantidad de valores ano´malos por
cada caracterı´stica. Si la caracterı´stica calculada presenta valores ano´malos en ma´s del 10 %
de los registros (es decir, ma´s de 4 valores ano´malos dado que se tienen 41 registros), se retira
del ana´lisis.
En la Tabla 3.3 se presentan las caracterı´sticas que son removidas para cada una de las
matrices de caracterı´sticas segu´n la clase. La unio´n de ambos conjuntos son las caracterı´sticas
que se remueven en cada una de las matrices
Caracterı´sticas ano´malas
Matriz de sen˜ales normales 8, 15, 17, 50, 63, 65, 73, 74, 75, 90, 92, 93 y 94.
Matriz de sen˜ales patolo´gicas 4, 8, 13, 16, 42, 52, 53, 54, 63, 65, 75, 94 y 95.
Unio´n de las caracterı´sticas ano´malas 4, 8, 13, 15, 16, 17, 42, 50, 52, 53, 54, 63, 65,
73, 74, 75, 90, 92, 93, 94 y 95.
Tabla 3.3: I´ndices con ma´s de 4 valores ano´malos en cada matriz de caracterı´sticas.
De esta manera, las matrices de caracterı´sticas para cada clase se reducen a un taman˜o
de 41× 97.
El siguiente paso es realizar un test de normalidad para cada una de las caracterı´sticas
resultantes, con el fin de comprobar que los valores de los ı´ndices en todos los registros
tengan una distribucio´n gaussiana. La seleccio´n de estas caracterı´sticas se realiza bajo el
criterio de que las que presenten un valor de significancia mayor a 0.5, deben retirarse mo-
menta´neamente para someterse a un proceso de normalizacio´n, en el que se procura trans-
formar la distribucio´n no gaussiana a una gaussiana para cada caracterı´stica. La Tabla 3.4
muestra las caracterı´sticas de cada una de las matrices de 41 × 97 para cada clase que no
tuvieron una distribucio´n gaussiana.
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Caracterı´sticas que no tienen distribucio´n gaussiana
Matriz de sen˜ales normales 1, 4, 6, 8, 10, 11, 13, 14, 15, 16, 17, 18, 19, 24, 28, 29, 30, 31, 32,
33, 35, 36, 38, 39, 43, 44, 45, 46, 47, 49, 55, 56, 57, 59, 62, 63,
64, 66, 67, 68, 69, 70, 71, 72, 73, 74, 86, 87, 92, 93, 95, 96 y 97.
Matriz de sen˜ales patolo´gicas 4, 8, 9, 10, 11, 14, 15, 16, 17, 18, 21, 33, 34, 35, 37, 38, 39, 43, 44,
45, 46, 47, 49, 53, 55, 57, 59, 60, 61, 62, 63, 69, 70, 71, 73, 74, 77, 80,
81, 82, 83, 84, 85, 86, 87, 88 y 89.
Tabla 3.4: Caracterı´sticas de las matrices de 41× 97 que no tienen distribucio´n gaussiana.
Despue´s del procedimiento de transformacio´n, se remueve la caracterı´stica 43 en cada
una de las matrices de cada clase, debido a que resultan valores que tienden al infinito. Se re-
aliza nuevamente la prueba de normalidad, para detectar aquellas caracterı´sticas que siguen
teniendo una distribucio´n no gaussiana despue´s de la transformacio´n. Adicionalmente, se
debe tener en cuenta que tambie´n resultan algunas caracterı´sticas cuyos ı´ndices toman va-
lores complejos, por lo que se trabaja con la parte real de todos los valores. La Tabla 3.5
presenta las caracterı´sticas de la matriz de 41× 97 de cada clase que toman una distribucio´n
gaussiana como consecuencia del proceso de transformacio´n.
Caracterı´sticas transformadas
Matriz de sen˜ales normales 14, 22, 23, 24, 32, 35, 40, 42 y 43.
Matriz de sen˜ales patolo´gicas 13, 16, 18, 24, 27, 28, 29, 30, 31, 33, 34, 36 y 37.
Tabla 3.5: Caracterı´sticas de las matrices de 41× 97 que obtienen una distribucio´n gaussiana despue´s
de la transformacio´n.
En esta parte del preproceso de datos, se realiza nuevamente la operacio´n de unio´n
entre los conjuntos de caracterı´sticas de las matrices para cada clase que no obtienen una
distribucio´n gaussiana despue´s de la transformacio´n, retira´ndose de forma definitiva del
ana´lisis.
3.3.4. Clasificacio´n
En te´rminos de discriminacio´n, se evalu´a el poder discriminante de las caracterı´sticas
extraı´das mediante un clasificador bayesiano, para separar entre clases normal y patolo´gica,
utilizando el me´todo de validacio´n cruzada. En el caso de las matrices correspondientes
al ana´lisis acu´stico, la clasificacio´n se realiza despue´s de aplicar un procedimiento para se-
leccio´n de caracterı´sticas, mediante prueba de hipo´tesis univariada y ana´lisis de correlacio´n.
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4. Resultados y discusiones
4.1. Reduccio´n de perturbaciones acu´sticas
De acuerdo a los conceptos dados por el grupo de tres me´dicos expertos en auscultacio´n, los
mejores resultados en la reduccio´n de perturbaciones acu´sticas se obtienen con los siguientes
tipos de wavelet: Coiflet 4 y 5, Symlet 9 y 11, yDaubechies 11 y 14. Entre este grupo, la wavelet
Coiflet 4 produce los resultadosma´s satisfactorios, tanto en sen˜ales normales como en las que
contienen soplos cardı´acos. El me´todo de umbralizacio´n soft thresholding es el mejor para
este procedimiento, debido a que no elimina totalmente los coeficientes que se encuentran
por encima del umbral, permitiendo que la sen˜al sea reconstruida con una mayor exactitud,
algo que no ocurre con el me´todo hard thresholding, pues este puede causar discontinuidades
en la sen˜al.
En cuanto al nivel de descomposicio´n, se encuentra que con 8 niveles, el algoritmo tiene
su mejor desempen˜o, dado que si se utilizan menos niveles, la sen˜al FCG permanece au´n
con perturbaciones ajenas a la informacio´n clı´nica de intere´s, y si se usan ma´s niveles, se
reducen las perturbaciones pero tambie´n se reducen considerablemente las caracterı´sticas
de los ruidos cardı´acos normales S1 y S2. Asimismo, con la colaboracio´n de los me´dicos
expertos, se determina que el para´metro heursure es el ma´s adecuado como regla de seleccio´n
del umbral, y el mln como me´todo de reescalamiento.
Notacio´n de los para´metros. La combinacio´n de los para´metros se indica con dos letras,
obteniendo la notacio´n utilizada en la Figura 4.2: la primera representa la regla de seleccio´n
de umbral, es decir,
– h: heursure
– r: rigrsure
– s: sqtwolog
– m: minimaxi
y la segunda corresponde al me´todo de reescalamiento,
– m: mln
– s: sln
– o: one
Es ası´ como las dos barras color lila y azul claro, encerradas en cı´rculos, indican que los
valores de SNR obtenido para sen˜ales procesadas con combinacio´n hm (seleccio´n de umbral:
heursure, me´todo de reescalamiento: mln) y rm (seleccio´n de umbral: rigrsure, me´todo de
reescalamiento: mln) se ubican en rangos entre 40 y 50 dB.
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(a) Sen˜al FCG normal (b) Sen˜al FCG patolo´gica
Figura 4.1: Resultados de SNR para cada combinacio´n.
En la Figura 4.2a se muestra una sen˜al FCG normal, antes y despue´s de ser sometida al
denoising con los para´metros denotados por las combinaciones hm y rm, mientras que en la
Figura 4.2b se muestra una sen˜al con presencia de soplo cardı´aco, procesada con las mismas
condiciones.
A
B
C
(a) Sen˜al normal
A
B
C
(b) Sen˜al patolo´gica
Figura 4.2: A. Sen˜al original. B. Denoising con combinacio´n hm. C. Denoising con combinacio´n rm.
Teniendo en cuenta los conceptos emitidos por los me´dicos expertos, se observa que
los resultados comprendidos entre 20 y 60 dB son aquellos en donde se presenta el mejor
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desempen˜o del algoritmo, ya que si esta´ por debajo de este rango, se remueven algunas ca-
racterı´sticas propias de la sen˜al, y si encuentra por encima, la reduccio´n de las perturbaciones
acu´sticas es mı´nima o nula (Figura 4.1).
Cabe anotar, que el propo´sito principal de la aplicacio´n del denoising sobre las sen˜ales
de FCG ha sido mejorar las condiciones de audibilidad de las sen˜ales, y no una forma de
mejorar la estimacio´n de las medidas. No obstante, se realiza la comparacio´n de resultados
en la clasificacio´n cuando el me´todo se aplica, ası´ como cuando no se aplica.
4.2. Ana´lisis de estacionariedad y no linealidad
La Tabla 4.1 muestra los resultados del ana´lisis de no linealidad para comprobar la presencia
de determinismo no lineal, en 13 sen˜ales de FCG correspondientes a sujetos normales. Segu´n
[86], si ν > 2, se puede comprobar la presencia de determinismo no lineal en las sen˜ales
analizadas, por lo cual, se puede rechazar la hipo´tesis nula que indica que las sen˜ales FCG
se originan en procesos de tipo lineal.
Sen˜al QD µH σH ν
1 2.3881 6.6830 0.6899 6.2250
2 2.7997 4.3046 0.1973 7.6261
3 1.9195 6.5349 1.6270 2.8367
4 1.1411 5.0020 0.4730 8.1633
5 1.7035 5.0976 0.3643 9.3181
6 1.4692 7.1575 1.1147 5.1028
7 3.9464 6.5138 0.5230 4.9091
8 2.5486 6.8110 0.7446 5.7241
9 1.7549 5.5428 0.6783 5.5841
10 2.3787 6.1610 0.6201 6.0991
11 1.6242 6.9260 0.7813 6.7862
12 2.9756 6.3279 0.6956 4.8193
13 2.9745 7.9813 1.1014 4.5461
Tabla 4.1: Valores calculados para ana´lisis de no linealidad.
La Figura 4.3 muestra los resultados de los ana´lisis de estacionariedad para comprobar
la cuasiestacionariedad de los ciclos cardı´acos en FCG. Los valores de media y desviacio´n
esta´ndar son muy similares entre cada uno de los ciclos.
La Figura 4.4 muestra la disminucio´n en los valores de la desviacio´n esta´ndar para el
ca´lculo de D2 mediante el algoritmo estimador de Takens [87], conforme aumenta la longi-
tud de las 20 series sustituidas, para valores de longitud N desde 28 hasta 215, en cada una
de las 5 sen˜ales FCG escogidas, donde la menor dispersio´n se presenta cuando los datos
corresponden a una longitud N = 213.
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Figura 4.3: Comprobacio´n de cuasiestacionariedad para los ciclos cardı´acos en FCG.
4.3. Extraccio´n de caracterı´sticas basada en ana´lisis de complejidad
Resultados de la calibracio´n del algoritmo para estimacio´n de la dimensio´n de co-
rrelacio´n. La Figura 4.5 presenta el ca´lculo de D2 para la sen˜al de un sistema de Lorenz
descrito por la Ec. (54), con condiciones iniciales conocidas y con un valor de τ igual a
16, calculado mediante la funcio´n AMI. El resultado para valores de m desde 2 hasta 30 se
aproxima a 2.06, tal como se indica en [90]. El algoritmo detecta de forma automa´tica la
regio´n de escalamiento, la cual es sen˜alada en las pro´ximas figuras mediante un recta´ngulo
con bordes discontinuos, en las gra´ficas de ln (C (r)) vs ln(r) y d ln (C (r)) /d ln(r) vs ln(r).
La Figura 4.6 presenta el ca´lculo deD2 para una sen˜al aleatoria, con un valor de τ igual a 1
calculado mediante la funcio´n AMI. Es difı´cil definir una regio´n de escalamiento en la Figura
4.6b, por lo que el comportamiento de D2 conforme aumenta el valor de m no encuentra un
valor de convergencia (Figura 4.6c), lo cual es un resultado esperado para sen˜ales aleatorias.
La regio´n delimitada por el recta´ngulo se escogio´ de forma manual y no automatizada, dado
que el algoritmo es incapaz de definirlo en forma automa´tica. No obstante, se debe escoger
estos valores de ln(r) con el fin de demostrar la falta de convergencia en la aproximacio´n de
D2.
Segu´n las Figuras 4.5 y 4.6, se demuestra que el algoritmo disen˜ado en este trabajo re-
aliza una estimacio´n confiable de C(r), la cual permite establecer tambie´n una regio´n de
escalamiento para el ca´lculo de D2 vs m.
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Figura 4.4: Convergencia de D2 para series sustituidas a diferentes longitudes.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.5: Estimacio´n de D2 para un sistema de Lorenz.
Resultados de la estimacio´n de la dimensio´n de correlacio´n para las sen˜ales FCG. En
el procedimiento para detectar las regiones de escalamiento correspondientes a las sen˜ales
FCG, la deteccio´n automa´tica se ubica en regiones donde el valor de la funcio´n d ln (C (r)) /d ln (r)
es cero, lo cual no es conveniente (Figura 4.7)
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(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.6: Estimacio´n de D2 para una sen˜al aleatoria.
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Figura 4.7: Escalamiento para el ciclo de una sen˜al FCG. No se ubica un escalado conveniente.
Si se analizan las gra´ficas cuando se genera la funcio´n d ln (C (r)) /d ln (r) para todos los
valores de m, y para todos los segmentos de FCG analizados, se observa que las regiones
de escalamiento adecuadas para el ca´lculo de D2 tienen una ubicacio´n comu´n cuando los
valores de ln(r) son menores a −2.8. Por tal motivo, la bu´squeda automa´tica del escalado
por parte del algoritmo se limita a valores de ln(r) menores a −2.8 (Figura 4.8).
Las Figuras 4.9 y 4.10 presentan los resultados en el proceso de la estimacio´n de D2 para
el ciclo demenor desviacio´n esta´ndar correspondiente a un sujeto normal, muestreado a 2000
muestras por segundo. En estos casos, tambie´n es difı´cil definir una regio´n de escalamiento
en las funciones d ln (C (r)) /d ln(r) vs ln(r), tanto para un valor de τ igual a 7, obtenido
mediante la funcio´n AMI, como para τ igual a 1, lo cual impide obtener una convergencia
en el valor de D2 vs m. Se asume que este hecho se presenta como consecuencia de que
la cantidad de muestras en cada conjunto de datos es insuficiente para la estimacio´n. Las
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Figura 4.8: Escalamiento para el ciclo de una sen˜al FCG. Se ubica un escalado conveniente.
gra´ficas que se presentan de aquı´ en adelante, indican los resultados al analizar las sen˜ales
procesadas con el me´todo de denoising, excepto si se menciona lo contrario.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.9: Ca´lculos correspondientes a un sujeto normal. Fm = 2000, τ = 7 y m desde 2 a 30.
Las Figuras 4.11 y 4.12 muestran el mismo procedimiento para el ciclo cardı´aco muestre-
ado a una tasa mayor (5000 muestras por segundo). El valor de τ obtenido con la funcio´n
AMI es igual a 15, con el cual, tampoco se puede definir una regio´n de escalamiento clara
(Figura 4.11b), mientras que en el caso en que la estimacio´n se realiza con un valor de τ = 1,
se observa una meseta en la funcio´n d ln (C (r)) /d ln(r) vs ln(r) (Figura 4.12b).
Los datos para la estimacio´n de D2 vs m en el ciclo cardı´aco correspondiente a un sujeto
normal, muestreado a 10000 muestras por segundo, se observan en las Figuras 4.13 y 4.14. En
este caso, tampoco se presenta un escalamiento bien definido cuando la estimacio´n se realiza
utilizando el valor de τ = 35, obtenido con la funcio´n AMI (Figura 4.13b), mientras que para
τ = 1, se observa una regio´n de escalamiento mejor definida que en el caso donde el ciclo
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(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.10: Ca´lculos correspondientes a un sujeto normal. Fm = 2000, τ = 1 y m desde 2 a 30.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.11: Ca´lculos correspondientes a un sujeto normal. Fm = 5000, τ = 15 y m desde 2 a 30.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.12: Ca´lculos correspondientes a un sujeto normal. Fm = 5000, τ = 1 y m desde 2 a 30.
esta´ muestreado a 5000 muestras por segundo (Figura 4.14b), lo que hace que la evolucio´n
de D2 vs m busque un valor de convergencia de forma ma´s clara.
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(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.13: Ca´lculos correspondientes a un sujeto normal. Fm = 10000, τ = 35 y m desde 2 a 30.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.14: Ca´lculos correspondientes a un sujeto normal. Fm = 10000, τ = 1 y m desde 2 a 30.
Las Figuras 4.15 a 4.20 muestran el ana´lisis para el ciclo cardı´aco de mı´nima desviacio´n
esta´ndar correspondiente a un paciente o sujeto con anormalidades auscultatorias. En todos
los casos, es decir, para ciclos muestreados a 2000, 5000, y 10000 muestras por segundo, y
para valores de τ iguales a 1, y al valor que se haya obtenido mediante la funcio´n AMI, las
gra´ficas de d ln (C (r)) /d ln(r) vs ln(r) presentan regiones de escalamiento ma´s definidas
que en los casos de sujetos normales. Sin embargo, el u´nico caso donde existe una evolucio´n
congruente del valor de D2 con respecto a m, se presenta cuando el ciclo esta´ muestreado
a 10000 muestras por segundo, con un valor de τ = 1 (Figura 4.20). En todos los casos de
la estimacio´n de D2 para las sen˜ales anormales, la regio´n de escalamiento fue detectada de
forma automa´tica, previa restriccio´n de la bu´squeda de esta regio´n, definie´ndose solamente
para valores de ln(r) < −2.8, de acuerdo a lo expuesto anteriormente.
La Figura 4.21 muestra el promedio de la estimacio´n de D2 para cada uno de los ciclos
cardı´acos analizados, tanto normales como patolo´gicos. El ca´lculo se realiza utilizando un
valor de τ igual a 1, para valores dem desde 2 hasta 50. Se observa que la separabilidad entre
clases comienza a serma´s notoria para valores demmayores a 25, lo cual indica que las clases
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(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.15: Ca´lculos correspondientes a un paciente. Fm = 2000, τ = 6 y m desde 2 a 30.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.16: Ca´lculos correspondientes a un paciente. Fm = 2000, τ = 1 y m desde 2 a 30.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.17: Ca´lculos correspondientes a un paciente. Fm = 5000, τ = 11 y m desde 2 a 30.
son separables cuando las sen˜ales FCG se reconstruyen en un espacio de fase altamente
dimensional. Cabe anotar, que se utiliza el valor de τ = 1 debido a que facilita la definicio´n
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(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.18: Ca´lculos correspondientes a un paciente. Fm = 5000, τ = 1 y m desde 2 a 30.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.19: Ca´lculos correspondientes a un paciente. Fm = 10000, τ = 22 y m desde 2 a 30.
(a) Suma de correlacio´n (b) Regio´n de escalamiento (c) Dimensio´n de correlacio´n
Figura 4.20: Ca´lculos correspondientes a un paciente. Fm = 10000, τ = 1 y m desde 2 a 30.
de la meseta en la funcio´n d ln (C (r)) /d ln(r), y por consiguiente, el establecimiento de una
regio´n de escalamiento clara.
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Ası´ mismo, se puede establecer que la complejidad en los datos correspondientes a la
clase normal es mayor a la que se presenta en sen˜ales patolo´gicas, y por tanto, se describen
por un mayor nu´mero de variables dina´micas. Esta situacio´n, es similar a la que se presenta
en sen˜ales electrocardiogra´ficas (ECG), en donde la complejidad tambie´n es mayor en casos
normales que en casos anormales (cabe recordar, que las sen˜ales ECG representan la activi-
dad ele´ctrica del corazo´n, mientras que las sen˜ales FCG, lo hacen con la actividad meca´nica).
La Figura 4.29 muestra los valores de D2 para cada uno de los ciclos de FCG analizados. Se
observa que es necesaria la aplicacio´n del denoising para hallar separabilidad entre las clases
mediante la estimacio´n de D2.
Figura 4.21: Promedio de la estimacio´n de D2 para los ciclos cardı´acos.
Por lo tanto, se muestra que los valores de tiempo de retardo τ, calculados mediante
la funcio´n AMI, no son adecuados para la estimacio´n de la dimensio´n de correlacio´n (D2),
asumie´ndose que para valores cercanos a estos valores, se presenta la misma situacio´n, ya
que pequen˜os cambios en el valor de τ al estimar D2 no afectan el resultado de forma signi-
ficativa. Se observa tambie´n que la convergencia de D2 vs m es ma´s notoria entre menor sea
el valor de τ.
De igual manera, se debe tener en cuenta que los ciclos cardı´acos no tienen la misma
longitud entre sı´, ya que dependen de la variabilidad cardı´aca de cada paciente, ası´ que la
cantidad de datos de cada latido para una tasa de muestreo de 2000 muestras por segundo
se encuentra entre 1500 a 1900 datos, mientras que para un muestreo de 10000 muestras por
segundo, se tiene entre 7500 y 9500 datos aproximadamente. A 10000 muestras por segundo,
se obtiene la convergencia esperada. No obstante, no es conveniente realizar las estimaciones
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Figura 4.22: Valores de D2 obtenidos (m = 50, τ = 1 y tasa de muestreo de 10000).
a una tasa de muestreo mayor a 10000, puesto que este hecho implica un alto costo computa-
cional, sin tener certeza de que los resultados en cuanto a separabilidad mejoren de forma
significativa.
De acuerdo a lo anterior, las otras caracterı´sticas de complejidad se estiman en los ciclos
analizados de las sen˜ales FCG con un muestreo de 10000 muestras por segundo.
Resultados de la estimacio´n de la entropı´a de Kolmogorov para las sen˜ales FCG. Las
Figuras 4.23, 4.24 y 4.25, muestran los resultados de la estimacio´n de K2 para el ciclo cardı´aco
con menor dispersio´n correspondiente a la sen˜al FCG de un sujeto normal, en donde se ob-
serva que la estimacio´n realizada con un valor de τ = 1 presenta la convergencia necesaria
para determinar el valor de la entropı´a de Kolmogorov (Figuras 4.23b, 4.24b y 4.25b). Para
las figuras correspondientes al ana´lisis de K2, los signos ∗ representan los puntos donde se
estima el ca´lculo, y la lı´neas discontinuas indican la regresio´n hecha para ubicar la conver-
gencia de los puntos. Este efecto es ma´s notorio cuando el ciclo esta´ muestreado a 10000
muestras por segundo (Figura 4.25b).
Las Figuras 4.26 a 4.28 muestran el ana´lisis de K2 para el ciclo cardı´aco con menor dis-
persio´n de una sen˜al FCG correspondiente a un paciente o sujeto con anormalidades auscul-
tatorias. Se observa que el valor en la convergencia de K2 disminuye con respecto al caso de
la sen˜al del sujeto normal. Adicionalmente, la convergencia tambie´n es ma´s notoria cuando
se realiza la estimacio´n con valores de τ = 1. La Figura ?? muestra los valores de K2 para
cada uno de los ciclos de FCG analizados. Al igual que en el caso de la estimacio´n de D2, la
aplicacio´n del denoising facilita la separabilidad entre clases.
La Figura 29(a) indica que la impredecibilidad en las sen˜ales normales es mayor en las
sen˜ales patolo´gicas. Ası´ mismo, el resultado confirma la naturaleza cao´tica de las sen˜ales
FCG, tanto normales como patolo´gicas, dado que esta condicio´n exige que 0 < K2 < ∞. No
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(a) K2 con τ = 7, obtenido mediante la funcio´n
AMI.
(b) K2 con τ = 1
Figura 4.23: Ca´lculos correspondientes a un sujeto normal. Fm = 2000.
(a) K2 con τ = 15, obtenido mediante la
funcio´n AMI.
(b) K2 con τ = 1
Figura 4.24: Ca´lculos correspondientes a un sujeto normal. Fm = 5000.
obstante, la impredecibilidad cuantificada mediante la estimacio´n de K2 es baja, dado que
los resultados para ambas clases, normal y patolo´gico, esta´n cercanos a un valor de 0.
Al igual que en el caso de la estimacio´n de D2, el valor de τ adecuado para la obtencio´n
de los valores de K2 sigue siendo 1, ya que permite establecer una convergencia de e´ste ı´ndice
con respecto a la dimensio´n de inmersio´n m, aunque es posible obtener esta convergencia en
las sen˜ales patolo´gicas tanto para valores de τ = 1, como para los obtenidos mediante la
funcio´n AMI.
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(a) K2 con τ = 35, obtenido mediante la
funcio´n AMI.
(b) K2 con τ = 1
Figura 4.25: Ca´lculos correspondientes a un sujeto normal. Fm = 10000.
(a) K2 con τ = 6, obtenido mediante la funcio´n
AMI.
(b) K2 con τ = 1
Figura 4.26: Ca´lculos correspondientes a paciente. Fm = 2000.
Resultados de la estimacio´n del ma´ximo exponente de Lyapunov para las sen˜ales FCG.
Las Figuras 4.30 a 4.32 muestran los resultados de la evolucio´n en la separacio´n de las trayec-
torias con respecto al aumento de la ventana temporal, segu´n la Ec. (59) (representada por las
lı´neas continuas), tanto para un valor de τ = 1 como para el obtenido mediante la funcio´n
AMI, para el ciclo cardı´aco con la mı´nima desviacio´n esta´ndar correspondiente a la sen˜al
FCG de un sujeto sin anormalidades auscultatorias. La regresio´n lineal, denotada por la Ec.
(60), se representa por las lı´neas discontinuas, y las regiones con signos ∗ indican los valores
de n que se tomaron para hacer la regresio´n lineal.
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(a) K2 con τ = 11, obtenido mediante la
funcio´n AMI.
(b) K2 con τ = 1
Figura 4.27: Ca´lculos correspondientes a un paciente. Fm = 5000.
(a) K2 con τ = 22, obtenido mediante la
funcio´n AMI.
(b) K2 con τ = 1
Figura 4.28: Ca´lculos correspondientes a un paciente. Fm = 10000.
Las Figuras 4.33 a 4.35 muestran el mismo ana´lisis para el ciclo cardı´aco correspondiente
a la sen˜al FCG de un paciente o sujeto con anormalidades auscultatorias. Se observa que la
pendiente de la estimacio´n de lnuj(∆n) vs n en el ciclo cardı´aco de la sen˜al normal es mayor
que en la sen˜al anormal.
La Figura 4.36 muestra los promedios de la estimacio´n de λ1 para los ciclos de menor
desviacio´n esta´ndar, correspondientes a todas las sen˜ales normales y patolo´gicas de la base
de datos analizada. El muestreo utilizado es de 10000 muestras por segundo, para valores
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Figura 4.29: Valores de K2 obtenidos (m = 50, τ = 1 y tasa de muestreo de 10000).
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(a) lnuj(∆n) vs n con τ = 7, obtenido medi-
ante la funcio´n AMI.
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(b) lnuj(∆n) vs n con τ = 1.
Figura 4.30: Ca´lculos correspondientes a un sujeto normal. Fm = 2000.
de τ de 1, 2 y 3, y en valores de m iguales a 5, 10, 15, 20, 25 y 30. Se observa que la impre-
decibilidad en sen˜ales normales es mayor que en las sen˜ales patolo´gicas, lo cual se asocia a
los resultados en la estimacio´n de K2 (Figura 29(a)).
La Figura 4.37a muestra los valores de λ1 para cada uno de los ciclos de FCG analizados,
los cuales son positivos pero muy cercanos a cero, indicando que el comportamiento de la
dina´mica en sen˜ales FCG, tanto normales como patolo´gicas, se aproxima a un sistema de
ciclo lı´mite marginalmente estable. No obstante, son resultados que se esperan en este tipo
de sen˜ales, ya que en datos correspondientes a sen˜ales ECG, tambie´n se obtienen valores de
λ1 positivos pero cercanos a 0. El hecho de no aplicar el denoising antes de la estimacio´n de
λ1, causa un leve cambio en la separabilidad entre clases (Figura 4.37b).
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(b) lnuj(∆n) vs n con τ = 1.
Figura 4.31: Ca´lculos correspondientes a un sujeto normal. Fm = 5000.
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(a) lnuj(∆n) vs n con τ = 35, obtenido medi-
ante la funcio´n AMI.
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(b) lnuj(∆n) vs n con τ = 1.
Figura 4.32: Ca´lculos correspondientes a un sujeto normal. Fm = 10000.
Adicionalmente, se observa a partir de la Figura 4.36a, que aunque el valor de τ = 1 para
el ca´lculo de λ1 sigue siendo el ma´s adecuado (dada la mayor separabilidad que proporciona,
al menos desde el punto de vista cualitativo) el valor de m no necesita ser tan alto como en
el caso de la estimacio´n de D2, sino que con un valor de m = 5 es suficiente para obtener tal
separabilidad, lo cual es conveniente desde el punto de vista de costo computacional, ya que
e´ste se incrementa conforme lo hace m.
De otro lado, en las Figuras 4.36a, 4.36b y 4.36c, se observa que en valores de m elevados
la separabilidad entre las clases disminuye junto con sus niveles de impredecibilidad. Si
se compara estos resultados con los obtenidos en la estimacio´n de D2 para cada una de las
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(b) lnuj(∆n) vs n con τ = 1.
Figura 4.33: Ca´lculos correspondientes a un paciente. Fm = 2000.
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(a) lnuj(∆n) vs n con τ = 11, obtenido medi-
ante la funcio´n AMI.
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(b) lnuj(∆n) vs n con τ = 1.
Figura 4.34: Ca´lculos correspondientes a un paciente. Fm = 5000.
clases, se puede deducir que cuando se reconstruyen las sen˜ales FCG en un espacio de fase
altamente dimensional, su complejidad aumenta, pero el caos disminuye.
Resultados de la estimacio´n del exponente de Hurst para las sen˜ales FCG. La Figura
4.38 muestra las pendientes generadas por la relacio´n R(N)/σ(N) para el ciclo cardı´aco
de mı´nima desviacio´n, correspondiente a una sen˜al normal y un patolo´gica, muestreadas
a 10000 muestras por segundo.
La Figura 4.39 muestra los valores de H para cada uno de los ciclos de FCG analizados,
indicando la diferencia en la estimacio´n cuando no se aplica el denoising (Figura 4.39b). Los
valores de H para ambas clases, normal y patolo´gica, son mayores a 0.5, indicando que los
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(b) lnuj(∆n) vs n con τ = 1.
Figura 4.35: Ca´lculos correspondientes a un paciente. Fm = 10000.
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Figura 4.36: Ca´lculos de λ1.
ciclos de FCG analizados son predecibles a largo plazo, ya que las tendencias del pasado
permanecen en el futuro. En otras palabras, las sen˜ales FCG son de cara´cter determinı´stico,
y no estoca´stico. La Tabla 4.2 indica los valores promedio calculados para cada clase. Se
observa que la aplicacio´n del denoising no implica una mayor separabilidad entre las clases
mediante la estimacio´n del exponente de Hurst.
Normales Patolo´gicas
Con denoising 0.64639± 0.0285 0.62333± 0.0426
Sin denoising 0.63722± 0.0267 0.60298± 0.0478
Tabla 4.2: Resultados promedio para el ca´lculo del exponente de Hurst
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Figura 4.37: Valores de λ1 obtenidos (m = 5, τ = 1 y tasa de muestreo de 10000).
(a) Sen˜al normal. H = 0.63. (b) Sen˜al patolo´gica. H = 0.55.
Figura 4.38: Valores de H para el ciclo de una sen˜al normal y un patolo´gica.
Resultados de la estimacio´n de la complejidad Lempel–Ziv para las sen˜ales FCG. La
Figura 4.40 muestra los valores de complejidad LZ para cada uno de los ciclos de FCG a-
nalizados, y la Tabla 4.3 presenta los valores promedio calculados para cada clase, normal
y patolo´gica. A diferencia de la caracterizacio´n hecha mediante el exponente de Hurst, en
el caso de la complejidad LZ si existe una diferencia significativa entre las clases, siempre y
cuando las sen˜ales hayan sido procesadas previamente con denoising (Figura 4.40a).
Segu´n la Figura 4.40, la complejidad algorı´tmica que tendrı´a que presentar una simu-
lacio´n capaz de representar fielmente una sen˜al FCG patolo´gica, es mayor a la que se nece-
sita para representar una sen˜al normal. Los valores cercanos a 0, tanto para sen˜ales normales,
como para las patolo´gicas, indica que ambas clases son predecibles, segu´n lo expuesto en la
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Figura 4.39: Valores de H obtenidos.
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Figura 4.40: Valores de complejidad LZ obtenidos.
Normales Patolo´gicas
Con denoising 0.0090595± 0.0009086 0.020132± 0.0038
Sin denoising 0.0114767± 0.0013992 0.018675± 0.0037
Tabla 4.3: Resultados promedio para el ca´lculo de la complejidad LZ
seccio´n 1.2.3. Esta situacio´n, es acorde y congruente con los resultados en las estimaciones
de las dema´s caracterı´sticas de complejidad: dimensio´n de correlacio´n (D2), entropı´a de Kol-
mogorov (K2), ma´ximo exponente de Lyapunov (λ1) y exponente de Hurst (H).
Balanceo de las matrices de caracterı´sticas resultantes. Se realiza el balanceo de las ma-
trices de caracterı´sticas estimadas, basadas en medidas de complejidad y las que obtienen
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por ana´lisis acu´stico. A partir de la observacio´n de la Figura 22(a), se escogen 5 registros
patolo´gicos, que debido al ruido de estimacio´n, no presentan separabilidad con respecto a
la clase normal, para que ambas matrices de caracterı´sticas de complejidad queden con 44
observaciones. Como se menciono´ en la seccio´n 3.3.3, se presentan errores al estimar las
caracterı´sticas acu´sticas y de representacio´n en 3 de los 44 registros normales, por lo que se
remueven otros 3 registros de la matriz de caracterı´sticas basadas en medidas de compleji-
dad para las sen˜ales patolo´gicas. De esta manera, se obtienen dos matrices de caracterı´sticas,
cada una de taman˜o 41× 5 para cada clase, normal y patolo´gica, tanto para las que resultan
del ana´lisis de complejidad, como para las que resultan del ana´lisis acu´stico.
4.4. Resultados en el ca´lculo de las caracterı´sticas acu´sticas y de representacio´n
Despue´s del preproceso de los datos, se realiza la seleccio´n efectiva de caracterı´sticas me-
diante prueba de hipo´tesis univariada y ana´lisis de correlacio´n, con la cual se obtiene sola-
mente una caracterı´stica discriminante, que corresponde al coeficiente de variacio´n de la relacio´n
armo´nica al ruido (HNRcvar) (seccio´n 3.3.1) y que hace parte del grupo de caracterı´sticas
acu´sticas (Figura 4.41a). Este hecho, indica que los algoritmos para estimacio´n de carac-
terı´sticas de representacio´nmatema´tica, tales como el cepstrum, los coeficientes de prediccio´n
lineal, y la transformada wavelet, desarrollados para caracterizacio´n de sen˜ales de voz, no
son adecuados para establecer criterios de separabilidad entre sen˜ales FCG normales y pa-
tolo´gicas. Adicionalmente, el resultado indica que las componentes de frecuencia correspon-
dientes a los soplos, causado por el flujo turbulento de sangre en presencia de valvulopatı´as
cardı´acas, tienen caracterı´sticas de ruido aditivo en las sen˜ales FCG.
Al realizar el ana´lisis acu´stico sin la aplicacio´n previa del denoising, las caracterı´sticas
resultantes para la clasificacio´n son las siguientes:
– Fo: Ffrecuencia central
– HNRcvar: Coeficiente de variacio´n de la relacio´n armo´nica al ruido
– Zno: Nu´mero de cruces por cero
– LPmax: Ma´ximo de la prediccio´n lineal
– mfcc(11): Coeficiente central en la escala de mel 11
Nuevamente, se observa que estas medidas corresponden al grupo de caracterı´sticas
acu´sticas, es decir, que cuando no se aplica denoising antes de realizar la estimacio´n, las ca-
racterı´sticas de representacio´n tampoco son adecuadas para la clasificacio´n. De otro lado, a
pesar que una de las caracterı´sticas seleccionadas tambie´n es el coeficiente de variacio´n de la
relacio´n armo´nica al ruido (HNRcvar), la separabilidad entre las clases se pierde a causa de
no aplicar el denoising en los ciclos de las sen˜ales FCG (Figura 4.41b).
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Figura 4.41: Estimacio´n del coeficiente de la variacio´n de la relacio´n armo´nica al ruido.
4.5. Resultados de clasificacio´n
La tabla 4.4 muestra los porcentajes en la precisio´n de clasificacio´n segu´n los me´todos
utilizados en la caracterizacio´n: ana´lisis acu´stico y te´cnicas de dina´mica no lineal. Se puede
apreciar la elevada precisio´n de clasificacio´n generada por las te´cnicas de caos.
Precisio´n de clasificacio´n
Caracterı´sticas acu´sticas con denoising 98.78 %
sin denoising 86.25 %
Caracterı´sticas de complejidad con denoising 99.90 %
sin denoising 97.56 %
Tabla 4.4: Porcentajes de precisio´n de clasificacio´n.
4.6. Extensiones futuras
En cuanto a las extensiones futuras, se presentan las siguientes:
– Se espera profundizar en la caracterizacio´n de medidas subjetivas acu´sticas, por
ejemplo, la intensidad, tono y timbre. Estas medidas son sugerencias del personal
me´dico, quienes las emplean para diferenciar soplos causados por diferentes valvu-
lopatı´as cardı´acas (estenosis e insuficiencia, que pueden ser de tipo mitral, valvular,
tricuspı´dea o mitral). Sin embargo, el desarrollo de estas medidas supone la recons-
truccio´n de la actual base de datos, dadas su restricciones anteriormente indicadas.
– En cuanto a las medidas de complejidad, se propone, realizar la caracterizacio´n
con casos ma´s especı´ficos de anormalidad, por ejemplo, diferentes tipos particu-
lares de valvulopatı´as, como los soplos sisto´licos causados por insuficiencia mitral
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o diasto´licos causados por estenosis ao´rtica. Probablemente, en estos escenarios se
facilite algu´n tipo de explicacio´n fisiolo´gica.
– Sin embargo, una de las restricciones a suplir de manera inmediata, consiste en la
adecuacio´n y desarrollo de un protocolo de medida en forma de una nueva base de
datos de sen˜ales FCG.
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5. Conclusiones
– Las medidas de ana´lisis de complejidad aplicadas a sen˜ales FCG permiten diferen-
ciar entre estados funcionales normal y patolo´gico, e´stos u´ltimos correspondientes
a la presencia de soplos causados por valvulopatı´as cardı´acas. A pesar del costo
computacional que demanda estos procedimientos, la separabilidad que proporcio-
nan entre las clases analizadas, normal y patolo´gica, es mayor a la que se obtiene
mediante el ana´lisis acu´stico.
– Las medidas de ana´lisis acu´stico, especı´ficamente las caracterı´sticas acu´sticas que
estiman la cantidad de ruido aditivo en las sen˜ales FCG, son u´tiles para diferenciar
entre sen˜ales normales y con presencia de soplos, mientras que las caracterı´sticas de
representacio´n no son adecuadas para tal efecto por no presentar indicios de sepa-
racio´n entre clases. La ventaja en la aplicacio´n de este ana´lisis radica en que el costo
computacional es menor con respecto al requerido por las medidas de complejidad.
– La atenuacio´n de perturbaciones acu´sticas con la te´cnica de denoising implementada
en este trabajo, mediante descomposicio´n y reconstruccio´n utilizando transformada
wavelet discreta y umbralizacio´n adaptativa, mejora las condiciones de percepti-
bilidad auditiva de las sen˜ales FCG. Su valor se encuentra en el punto de vista
semiolo´gico, ya que se atenu´a componentes acu´sticas que no corresponden a infor-
macio´n clı´nica, sin deteriorar las caracterı´sticas auditivas de los sonidos cardı´acos,
el cual es un tipo de ana´lisis que no se encuentra descrito en la literatura. Adicional-
mente, el denoising aplicado a sen˜ales FCG incrementa la separabilidad de las clases,
tanto en el ana´lisis acu´stico como en el ana´lisis de complejidad, permitiendo obtener
precisiones de clasificacio´n mayores al 98 %.
– El acceso a bases de datos de sen˜ales FCG acondicionadas para el entrenamiento de
sistemas automatizados no es suficiente, por lo que el trabajo exigio´ la creacio´n de
una base de registros normales propia. Aunque tambie´n se encontraron bases de
datos de acceso libre en Internet, e´stas no estaban lo suficientemente comentadas.
– La metodologı´a implementada para la deteccio´n de estados funcionales en FCG es
efectiva para la deteccio´n de estados funcionales normal (ruidos cardı´acos) y anor-
mal (soplos cardı´acos), presentando un alto poder discriminante entre e´stas clases
de acuerdo a la capacidad de las medidas aplicadas para establecer ma´rgenes de
separabilidad entre casos normales y patolo´gicos.
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A. Preliminares fisiolo´gicos
A.1. Actividad meca´nica del corazo´n y su registro
A.1.1. Anatomı´a
Los eventos cardı´acos que se presentan desde el inicio de un latido hasta el inicio del pro´ximo se
conocen como ciclo cardı´aco, el cual consta ba´sicamente de un perı´odo de dia´stole, durante el cual los
ventrı´culos se llenan de sangre, seguido de un perı´odo de sı´stole, en el que la sangre es expulsada
a las arterias. En condiciones normales, la sangre fluye de forma continua de las grandes venas a
las aurı´culas, donde tres cuartas partes del volumen sanguı´neo pasan directamente a los ventrı´culos.
Para el flujo de la otra cuarta parte del volumen de la sangre, se hace necesario una contraccio´n
auricular que termina con el llenado del ventrı´culo, por lo cual las aurı´culas son consideradas como
bombas auxiliares.
Durante la sı´stole ventricular, se acumulan grandes cantidades de sangre en las aurı´culas debido
a que permanecen cerradas las va´lvulas auriculoventriculares (AV). Por lo tanto, en cuanto la sı´stole
ha terminado y las presiones ventriculares caen de nuevo a los valores diasto´licos, la presio´n auri-
cular moderadamente elevada abre inmediatamente las va´lvulas AV y permite que la sangre fluya
ra´pidamente a los ventrı´culos. Durante el u´ltimo tercio de la dia´stole, las aurı´culas se contraen y dan
un impulso adicional al llenado de los ventrı´culos. Inmediatamente despue´s del comienzo de la con-
traccio´n del ventrı´culo, la presio´n ventricular crece bruscamente, provocando el cierre de las va´lvulas
AV. Despue´s de que transcurren entre 0.02 y 0.03 s [106] se eleva la presio´n suficientemente para abrir
las va´lvulas sigmoideas contra las presiones de la aorta y de la arteria pulmonar. Por tanto, durante
este perı´odo, se produce la contraccio´n en los ventrı´culos, pero produciendo el vaciamiento. Cuando
la presio´n ventricular izquierda se eleva ligeramente por encima de los 80 mmHg, las presiones ven-
triculares impulsan la apertura de las va´lvulas sigmoideas, e inmediatamente comienza la expulsio´n
de la sangre de los ventrı´culos. Al final de la sı´stole comienza bruscamente la relajacio´n ventricular,
permitiendo que disminuyan ra´pidamente las presiones intraventriculares. Las elevadas presiones
de las grandes arterias distendidas empujan inmediatamente a la sangre retro´gradamente hacia los
ventrı´culos, lo que hace que se cierren las va´lvulas ao´rtica y pulmonar. Durante este perı´odo, las
presiones intraventriculares vuelven ra´pidamente a sus bajos valores diasto´licos. A continuacio´n, se
abren las va´lvulas AV para comenzar un nuevo ciclo de bombeo ventricular [107].
A.1.2. Auscultacio´n
En el ejercicio de la medicina clı´nica la auscultacio´n ha sido un me´todo rutinario de evaluacio´n
del estado de normalidad o anormalidad orga´nica, a trave´s de la percepcio´n de los sonidos origi-
nados en las diferentes estructuras anato´micas. Su trascendencia en la valoracio´n cardı´aca supera la
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recoleccio´n de signos a trave´s de los otros me´todos de exploracio´n fı´sica tales como la inspeccio´n, pal-
pacio´n y percusio´n del a´rea precordial. Teniendo en cuenta que la informacio´n obtenida con la aus-
cultacio´n mediante el estetoscopio convencional permite acercamientos importantes al diagno´stico
cardiolo´gico, y que se trata de un me´todo de bajo costo y fa´cil acceso, incluso en lugares remotos,
la auscultacio´n se reconoce por su valor clı´nico, ocupando un sitio importante en la formacio´n de
los me´dicos. Aunque se reconocen las limitaciones de la audicio´n humana, la recoleccio´n de estas
ondas sonoras con el estetoscopio no puede ser reemplazada por me´todos tecnolo´gicos alternativos
tales como el doppler y el ultrasonido, pues son claras las ventajas de la auscultacio´n en te´rminos de
relacio´n costo/efectividad.
Como parte delme´todo semiolo´gico, la auscultacio´n cardı´aca representa especı´ficamente la adqui-
sicio´n de las vibraciones meca´nicas provenientes del corazo´n y transmitidas por los tejidos vecinos
hacia la pared tora´cica. En la ge´nesis de estos feno´menos acu´sticos participan los diferentes even-
tos meca´nicos que se presentan durante el ciclo cardı´aco, entre los que se incluyen la contraccio´n
muscular, la apertura y cierre de las va´lvulas y el desplazamiento del flujo sanguı´neo. En este sen-
tido, existen discrepancias en cuanto al origen especı´fico de los ruidos, pero se consideran dos teorı´as
principales. La teorı´a valvular, en la que se argumenta que los ruidos cardı´acos son vibraciones va-
riantes en el tiempo, resultantes de la tensio´n abrupta que se produce sobre las valvas u hojillas de
las va´lvulas cardı´acas al final de su cierre y de su apertura; desde esta posicio´n se asume que en el
tiempo que transcurre entre el cierre y la apertura de las mismas no se produce ningu´n sonido. Por
otro lado, la teorı´a hemodina´mica [108–110], la cual es la ma´s aceptada actualmente, atribuye el ori-
gen de los ruidos cardı´acos a las vibraciones de toda la estructura del corazo´n, como consecuencia
de la aceleracio´n y desaceleracio´n de los fluidos de sangre intracardı´acos, seguidos por el cierre y
apertura de las va´lvulas. Esto u´ltimo, compara el corazo´n con una bomba llena de fluido, que vibra
completamente cuando es estimulada en cualquiera de sus puntos [111].
La frecuencia de las vibraciones acu´sticas de los feno´menos cardı´acos esta´ determinada por el
mecanissmo productor, encontra´ndose variaciones en el rango de 16 a 1000 Hz. La frecuencia de
vibracio´n de cada feno´meno determina a su vez la posibilidad de ser detectada por el oı´do humano,
ası´ como las diferencias en el tono o frecuencia. Las vibraciones acu´sticas generadas por la contraccio´n
muscular son de baja frecuencia (1− 30 Hz), mientras que las producidas por la accio´n de las va´lvulas
y el flujo turbulento de sangre son de alta frecuencia (30− 1000 Hz).
La auscultacio´n cardı´aca se efectu´a por medio de un estetoscopio convencional, que posee una
campana abierta o un diafragma cerrado para hacer contacto con el pecho del paciente, y que se
conecta a trave´s de un conducto de goma o silicona a las olivas que se ubican en el oı´do del especial-
ista que realiza el examen. El diafragma transmite en mejor forma el sonido y es ma´s adecuado para
escuchar los sonidos agudos (como es el caso del segundo ruido cardı´aco) y los soplos, mientras que
la campana se utiliza para escuchar los sonidos graves [112]. Mediante la auscultacio´n, junto con el
examen fı´sico general, puede obtenerse la informacio´n fisiolo´gica precisa para seleccionar adecuada-
mente los me´todos diagno´sticos instrumentales que completara´n ulteriormente el diagno´stico. La
precisio´n del diagno´stico realizado mediante el procedimiento de auscultacio´n depende del empleo
de un aparato adecuado, del silencio ambiental y, sobre todo, de la concentracio´n del especialista que
realiza el examen junto con ciertas condiciones de conocimientos y experiencia.
Con el fin de realizar una buena auscultacio´n es necesario tener en cuenta varios factores [112]:
– Focos de auscultacio´n.
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– Ritmo y frecuencia.
– Caracterı´sticas y alteraciones de los ruidos cardı´acos normales.
– Caracterı´sticas de los soplos cardı´acos (si existen).
La definicio´n de los focos de auscultacio´n dependen de la cavidad o va´lvula cardı´aca que se debe
examinar. Los focos ma´s utilizados son: mitral, tricuspı´deo, pulmonar y ao´rtico. El foco mitral se
encuentra cerca del a´pex o punta del corazo´n; el tricuspı´deo en el cuarto espacio intercostal, cerca
del borde derecho del esterno´n; el foco pulmonar se ubica en la lı´nea izquierda del esterno´n, en el
segundo o tercer espacio intercostal, y el ao´rtico se encuentra a la derecha del esterno´n, en el se-
gundo espacio intercostal. Los focos mitral y tricuspı´deo se conocen tambie´n como los focos de punta,
mientras que el pulmonar y ao´rtico se conocen como focos de base (Fig. A.1).
A.2. Fonocardiografı´a
Figura A.1: Focos cla´sicos de auscultacio´n.
El fonocardiograma es un registro gra´fico
del sonido producido por la actividad
meca´nica del corazo´n. En este se obser-
van los tiempos y las intensidades rela-
tivas de los sonidos cardı´acos en forma
clara y repetida [113]. La fonocardiografı´a
fue desarrollada para mejorar los resultados
obtenidos con el estetoscopio convencional,
cuyos sonidos pueden ser amplificados con
circuitos electro´nicos o aplicaciones de soft-
ware. El desarrollo de la microelectro´nica
digital y analo´gica ha abierto nuevas posi-
bilidades en el campo de la instrumentacio´n
para la auscultacio´n. Actualmente, existen
amplificadores de alta calidad, los cuales lle-
van a la aplicacio´n de sistemas digitales para
la adquisicio´n, registro, almacenamiento, y
ana´lisis de los sonidos cardı´acos por medio de estetoscopios electro´nicos.
A.2.1. Ruidos cardı´acos
Primer ruido cardı´aco (S1). El primer ruido cardı´aco (S1) se atribuye al sonido generado por el
cierre de las va´lvulas mitral (M1) y tricu´spide (T1) al comienzo de la sı´stole ventricular. Este esta´
dividido en cuatro componentes; el primero, de baja frecuencia, ocurre cuando la primera contraccio´n
del miocardio en el ventrı´culo empuja la sangre hacia las aurı´culas; el segundo componente es de alta
frecuencia y comienza con la tensio´n abrupta del cierre de las va´lvulas AV, desacelerando la sangre,
despue´s las va´lvulas sigmoideas se abren y el flujo de la sangre es expulsado hacia los ventrı´culos
[114]; el tercer componente es generado por la oscilacio´n de la sangre entre la raı´z de la aorta y las
paredes ventriculares; y el cuarto componente es generado por las vibraciones producidas por la
turbulencia en la expulsio´n de la sangre a trave´s de la aorta y de la arteria pulmonar.
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Segundo ruido cardı´aco (S2). El segundo ruido cardı´aco ocurre en el fin de la sı´stole ventricular y
el comienzo de la relajacio´n ventricular, constituyendo dos componentes de alta frecuencia, cierre de
la va´lvula ao´rtica A2 y pulmonar P2 [114]. S2 usualmente posee componentes de ma´s alta frecuencia
que S1, y generalmente su duracio´n es menor que la de S1 [115].
Tercer y cuarto ruidos cardı´acos (S3 y S4). En algunos casos se escucha un tercer ruido cardı´aco
S3, que corresponde a la fase de llenado ventricular. Es un ruido de baja frecuencia, y se puede
presentar entre 0.12 a 0.16 s despue´s de S2 [116]. El cuarto ruido cardı´aco S4 es producido en la
final de la dia´stole, y se genera por la contraccio´n de las aurı´culas desplazando el flujo dentro de los
ventrı´culos.
Las diversas componentes de los ruidos cardı´acos se pueden apreciar en la Figura A.2. El tiempo
comprendido entre S1 y S2 se conoce como perı´odo sisto´lico, mientras que entre S2 y S1 se presenta el
perı´odo diasto´lico.
Figura A.2: Ruidos cardı´acos con sus respectivas componentes.
Ruido cardı´aco Duracio´n [s] Rango de frecuencia [Hz]
S1 0.1− 0.12 20− 150
S2 0.08− 0.14 50− 60
S3 0.04− 0.05 20− 50
S4 0.04− 0.05 menos de 25
Tabla A.1: Caracterı´sticas en frecuencia de los ruidos cardı´acos [7].
A.2.2. Soplos cardı´acos
Los soplos cardı´acos son sonidos anormales generados por turbulencias en el flujo sanguı´neo a
trave´s de las cavidades del corazo´n, las cuales de producen por defectos en las paredes del corazo´n
o valvulopatı´as cardı´acas. Con respecto a esta u´ltima causa, se conocen principalmente dos tipos de
deficiencias en el funcionamiento valvular: la estenosis, que consiste en la inadecuada apertura valvu-
lar, y la insuficiencia o regurgitacio´n, que se presenta cuando la va´lvula no se cierra suficientemente,
ocasionando un reflujo de sangre en sentido inverso al normal.
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En el momento de la auscultacio´n y de la descripcio´n deben considerarse las siguientes carac-
terı´sticas:
– Area de registro de los soplos: Tienden a escucharse mejor sobre el foco correspondiente a la
va´lvula cardı´aca donde se producen.
– Irradiacio´n: Los soplos generalmente se irradian en el sentido del flujo, ya sea eyectivo, re-
gurgitante o de llenado, a otras a´reas distintas a donde se auscultan con ma´s intensidad.
En la irradiacio´n tambie´n influye la intensidad, pues cuanto ma´s intenso es un soplo ma´s
ampliamente se irradia en todas las direcciones.
– Intensidad: La mayor o menor intensidad con la que se oye un soplo, que depende de la
cantidad y velocidad de la sangre y de las caracterı´sticas de los tejidos interpuestos. Desde
el punto de vista semiolo´gico existe una escala entre I y VI, I para soplos de intensidad
mı´nima y VI para intensidad ma´xima.
Soplos sisto´licos. Por lo general son menos significativos que los soplos diasto´licos, dentro de
ellos se encuentran:
– Soplo de expulsion: Comienza cuando el flujo se inicia en uno de los grandes vasos y termina
antes del cierre valvular.
– Soplo holosisto´lico: Comienzan con S1 y continu´an hasta S2, es decir, ocupan todo el perı´odo
sisto´lico. Normalmente, son causados por insuficiencia de una o ambas va´lvulas AV (mitral
o tricu´spide), ası´ como por situaciones de comunicacio´n interventricular (CIV).
Soplos diasto´licos. Siempre son causados por valvulopatı´as cardı´acas graves, dentro de los cuales
se encuentran:
– Protodiasto´licos: Se presentan solamente al inicio de la dia´stole. Generalmente, son causados
por insuficiencia de una o ambas va´lvulas sigmoideas (ao´rtica y pulmonar).
– Presisto´lico: Son causados por una disminucio´n del radio en las va´lvulas AV, como por ejem-
plo en casos de estenosis mitral y tricuspı´dea.
En la Fig. A.3 se presenta el ejemplo de una sen˜al normal y una con presencia de soplo en el
perı´odo sisto´lico.
Soplos inocentes. Los soplos inocentes son por definicio´n aquellos que no se asocian con ninguna
anomalı´a cardı´aca anato´mica o fisiolo´gica. Estos son conocidos tambie´n como soplos funcionales,
benignos, dina´micos, inocuos o normales, aunque el te´rmino ma´s comu´n y esclarecedor es inocente
o normal. Es importante recalcar que los soplos inocentes se auscultan en ma´s del 50% de los nin˜os
normales desde su infancia hasta la adolescencia y son de naturaleza fisiolo´gica. Estos soplos resultan
de la turbulencia en el origen de las grandes arterias que salen de los respectivos ventrı´culos en un
suave a´ngulo y son relativamente ma´s estrechas que estos u´ltimos. El soplo se oye mejor en los nin˜os
que en los adultos debido al menor grosor de la pared tora´cica, y por lo tanto, mayor proximidad de
las estructuras cardı´acas a la pared tora´cica. Las caracterı´sticas clı´nicas ma´s frecuentes de un soplo
inocente son que se localizan al comienzo del sı´stole, generalmente son de corta duracio´n, de baja
intensidad, grado I a II, ma´ximo III/VI, forma de diamante en el fonocardiograma, de irradiacio´n
escasa y no se asocian a ninguna anomalı´a cardı´aca [117].
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Señal FCG normal
Señal FCG patológica
Figura A.3: Ejemplo de dos sen˜ales FCG.
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B. Caracterı´sticas acu´sticas calculadas
B.1. Caracterı´sticas extraı´das preliminarmente
(1) Fo: frecuencia central
(2) Fdesv: desviacio´n esta´ndar
(3) Fmax: frecuencia ma´xima
(4) Fmin: frecuencia mı´nima
(5) FM: mediana
(6) Fvar: varianza
(7) Rf: rango fonatorio (diferencia entre mı´nimo y ma´ximo)
(8) Fcvar: coeficiente de variacio´n
(9) Fskew: oblicuidad
(10) Fkurt: curtosis
(11) Fmom3: momento centralizado orden 3
(12) Fmom4: momento centralizado orden 4
(13) Fmom5: momento centralizado orden 5
(14) Fmom6: momento centralizado orden 6
(15) Jitter
(16) Jp: jitter porcentual
(17) Cpt: coeficiente de perturbacio´n de tono
(18) NEP: noise error prediction
(19) gne: excitacio´n glo´tica al ruido (promedio)
(20) maxgne: ma´ximo gne
(21) mingne: mı´nimo gne
(22) desvgne: desviacio´n del gne
(23) Mgne: mediana gne
(24) gnevar: varianza gne
(25) gnecovm: media de la matriz de covarianza del gne
(26) HNRm: relacio´n armo´nica al ruido media
(27) HNRmax: relacio´n armo´nica al ruido ma´ximo
(28) HNRmin: relacio´n armo´nica al ruido mı´nimo
(29) HNRdesv: relacio´n armo´nica al ruido desviacio´n esta´ndar
(30) HNRvar: relacio´n armo´nica al ruido varianza
(31) HNRran: relacio´n armo´nica al ruido rango
(32) HNRcvar: relacio´n armo´nica al ruido coeficiente de variacio´n
(33) HNRskew: relacio´n armo´nica al ruido oblicuidad
(34) HNRkurt: relacio´n armo´nica al ruido media
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(35) HNRdesM: relacio´n armo´nica al ruido desviacio´n de mediana absoluta
(36) HNRmom3: relacio´n armo´nica al ruido momento centralizado de orden 3
(37) HNRmom4: relacio´n armo´nica al ruido momento centralizado de orden 4
(38) HNRmom5: relacio´n armo´nica al ruido momento centralizado de orden 5
(39) HNRmom6: relacio´n armo´nica al ruido momento centralizado de orden 6
(40) Promceps: promedio de los cepstrales (spectrum)
(41) Maxceps: ma´ximo de los cepstrales
(42) Minceps: mı´nimo de los cepstrales
(43) Stdceps: desviacio´n esta´ndar de los cepstrales
(44) Medceps: mediana de los cepstrales
(45) Varceps: varianza de los cepstrales
(46) Ranceps: rango de los cepstrales
(47) Cvarceps: coeficiente de variacio´n de los cepstrales
(48) Skewceps: oblicuidad de los cepstrales
(49) Kurtceps: curvatura de los cepstrales
(50) desMceps: desviacio´n de mediana absoluta de los cepstrales
(51) mom3ceps
(52) mom4ceps
(53) mom5ceps
(54) mom6ceps
(55) prommfcc: coeficientes ceptrales en la escala de mel
(56) maxmfcc
(57) minmfcc
(58) stdmfcc
(59) medmfcc
(60) varmfcc
(61) E: energia
(62) Emax
(63) Emin
(64) Edesv
(65) EM
(66) Evar
(67) Eran
(68) Ecvar
(69) Eskew
(70) Ekurt
(71) EdesM
(72) Emom3
(73) Emom4
(74) Emom5
(75) Emom6
(76) Z: densidad de cruces por cero
(77) Zdesv
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(78) Zvar
(79) Zno: nu´mero de cruces por cero
(80) LP: coeficientes de prediccion lineal
(81) LPmax
(82) LPmin
(83) LPdesv
(84) LPM
(85) LPvar
(86) LPran
(87) LPcvar
(88) LPskew
(89) LPkurt
(90) LPdesM
(91) LPmom3
(92) LPmom4
(93) LPmom5
(94) LPmom6
(95) lpc1: coeficiente de prediccio´n lineal 1
(96) lpc2
(97) lpc3
(98) lpc4
(99) lpc5
(100) lpc6
(101) lpc7
(102) lpc8
(103) lpc9
(104) lpc10
(105) ceps(1): coeficiente cepstral 1
(106) ceps(2): coeficiente cepstral 2
(107) ceps(3): coeficiente cepstral 3
(108) ceps(4): coeficiente cepstral 4
(109) ceps(5): coeficiente cepstral 5
(110) ceps(6): coeficiente cepstral 6
(111) ceps(7): coeficiente cepstral 7
(112) ceps(8): coeficiente cepstral 8
(113) ceps(9): coeficiente cepstral 9
(114) ceps(10): coeficiente cepstral 10
(115) ceps(11): coeficiente cepstral 11
(116) ceps(12): coeficiente cepstral 12
(117) mfcc(1): coeficiente central en la escala de mel 1
(118) mfcc(2): coeficiente central en la escala de mel 2
(119) mfcc(3): coeficiente central en la escala de mel 3
(120) mfcc(4): coeficiente central en la escala de mel 4
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(121) mfcc(5): coeficiente central en la escala de mel 5
(122) mfcc(6): coeficiente central en la escala de mel 6
(123) mfcc(7): coeficiente central en la escala de mel 7
(124) mfcc(8): coeficiente central en la escala de mel 8
(125) mfcc(9): coeficiente central en la escala de mel 9
(126) mfcc(10): coeficiente central en la escala de mel 10
(127) mfcc(11): coeficiente central en la escala de mel 11
(128) mfcc(12): coeficiente central en la escala de mel 12
B.2. Caracterı´sticas resultantes del preproceso
(1) Fdesv
(2) Fmax
(3) Fmin
(4) Fvar
(5) Fcvar
(6) Fskew
(7) Fmom5
(8) Jitter
(9) Jp
(10) cpt
(11) NEP
(12) HNRm
(13) HNRmin
(14) HNRdesv
(15) HNRvar
(16) HNRran
(17) HNRcvar
(18) HNRskew
(19) HNRkurt
(20) promceps
(21) minceps
(22) stdceps
(23) varceps
(24) cvarceps
(25) skewceps
(26) kurtceps
(27) desMceps
(28) mom4ceps
(29) mom5ceps
(30) mom6ceps
(31) medmfcc
(32) E
(33) Emax
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(34) Emin
(35) Edesv
(36) EM
(37) Evar
(38) Eran
(39) EdesM
(40) Emom4
(41) Emom5
(42) Emom6
(43) Z
(44) Zdesv
(45) Zno
(46) LPmax
(47) LPvar
(48) LPcvar
(49) LPskew
(50) LPdesM
(51) LPmom4
(52) LPmom5
(53) LPmom6
(54) ceps(1)
(55) ceps(2)
(56) ceps(3)
(57) ceps(4)
(58) ceps(5)
(59) ceps(6)
(60) ceps(7)
(61) mfcc(5)
(62) mfcc(6)
(63) mfcc(9)
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C. Estacionariedad y pruebas de estacionariedad
El concepto ba´sico de estacionariedad, se basa en el hecho de que todos los para´metros que descri-
ben la dina´mica del sistema estudiado tienen que ser fijos y constantes durante el periodo de medida,
es decir, que sus caracterı´sticas estadı´sticas no deben ser dependientes del tiempo. Si el proceso
bajo observacio´n es probabilı´stico, se caracterizara´ por distribuciones de probabilidad para las varia-
bles involucradas en el sistema. Para procesos estacionarios, estas probabilidades no dependen del
tiempo, situacio´n que tambie´n se presenta si el proceso se especifica por un conjunto de probabilida-
des de transicio´n entre diferentes estados. En el caso que hayan reglas determinı´sticas gobernando la
dina´mica del sistema, estas no deben cambiar durante el tiempo comprendido por la serie de tiempo.
Un concepto alterno de estacionariedad, se refiere a cuando no es posible el acceso a la calibracio´n o
modificacio´n de las condiciones o propiedades del equipo que realiza la medida y produce la serie
de tiempo a analizar, por lo cual solo se tiene la informacio´n de los datos disponibles. De acuerdo
a este segundo concepto de estacionariedad, los sistemas son estacionarios cuando se considera una
cantidad infinita de observaciones o muestras, pero son no estacionarios cuando se consideran canti-
dades finitas de observaciones. En un sentido formal, una sen˜al es estacionaria si todas las probabil-
idades de transicio´n a partir de un estado a otro son independientes del tiempo dentro del periodo
de observacio´n, o sea, si las transiciones se producen a partir de la secuencia de datos, incluyendo la
correspondiente constancia de los para´metros relevantes [22, 118].
Por lo tanto, una sen˜al FCG es no estacionaria, porque las probabilidades de transicio´n dependen
del tiempo, ya que es en momentos establecidos por el ritmo cardı´aco en los que se presentan los
ruidos y soplos cardı´acos. Adema´s, esto tambie´n se puede sustentar en el hecho que, si la sen˜al es
regular durante casi todo el tiempo de observacio´n, pero presenta irrupciones frecuentes, se conside-
ra no estacionaria, au´n si los para´metros permanecen constantes, aunque si estos eventos aparecen
muy frecuentemente en la serie de tiempo, se habla de una independencia de las probabilidades de
transicio´n observadas y por lo tanto es estacionaria, situacio´n que se observa si la serie de tiempo
correspondiente a una sen˜al FCG se toma en un periodo de observacio´n extenso.
Se puede inferir la presencia de cambios en las propiedades dina´micas del sistema a partir del
ca´lculo de las caracterı´sticas estadı´sticas para varios segmentos del conjunto de datos. Si estas carac-
terı´sticas se calculan para la primera y segunda mitad de una serie de tiempo analizada, no deben
diferir ma´s alla´ de sus fluctuaciones estadı´sticas. En este caso, se prefiere el ca´lculo de la media y la
varianza para comprobar la presencia de los cambios en las propiedades dina´micas del sistema en
varios segmentos de la serie de tiempo.
El ana´lisis de sen˜ales fisiolo´gicas tiende a menudo a enfocarse en cantidades promedio, con com-
paraciones de medias y varianzas, lo cual se conoce como estadı´stica en el dominio del tiempo [119]. En
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algunas ocasiones, se aplican ana´lisis adicionales basados en te´cnicas en el dominio de la que frecuen-
cia, involucrando ası´ el ana´lisis espectral. No obstante, la utilidad de ciertas medidas, basadas en el
ana´lisis fractal y la dina´mica no lineal permanece indeterminada.
La estacionariedad se define como la cualidad de un proceso en el cual los para´metros estadı´sticos
(media y desviacio´n esta´ndar) del proceso no cambian con el tiempo. Segu´n su estacionariedad, un
proceso puede ser de´bilmente estacionario o fuertemente estacionario.
• Proceso de´bilmente estacionario: Es aquel cuya media y funcio´n de autocorrelacio´n son cons-
tantes.
• Proceso fuertemente estacionario: Es aquel donde todos los momentos de orden ma´s alto per-
manecen constantes, incluyendo la media y la varianza.
No obstante, lo procesos fuertemente estacionarios nunca son vistos en la pra´ctica, y so´lo se dis-
cuten por sus propiedades matema´ticas. Los procesos de´bilmente estacionarios, se observan en el
mundo real, y usualmente se asume que esta´n aproximados a la estacionariedad en sentido estricto
(proceso fuertemente estacionario) para ser tratados como tales. Cualquier proceso realmente esta-
cionario, puede verse como tal so´lo si la cantidad de datos muestreados del proceso es muy grande
comparada con el componente de mas baja frecuencia en los datos. En otras palabras, si se toman las
muestras de un proceso en un periodo de tiempo corto (comparado con la longitud de los datos), un
proceso estacionario podrı´a parecer no estacionario.
La estacionariedad en un proceso aleatorio implica que sus caracterı´sticas estadı´sticas no cam-
bian con el tiempo. Dicho de otra manera, si se observa un proceso aleatorio estacionario en algu´n
instante de tiempo t, serı´a imposible distinguir las caracterı´sticas estadı´sticas en ese tiempo de aque-
llas observadas en otro instante de tiempo, denominado como t′.
Estacionariedad en sentido estricto y en sentido amplio. Sea un vector aleatorio de longitud N
de un proceso aleatorio:
X = (X(t1)X(t2)...X(tN))
T,
su funcio´n de distribucio´n acumulativa (CDF) de orden N es:
FX(t1), ...X(tN)(x1, . . . , xN) = Pr(X(t1) 6 x1, . . . ,X(tN) 6 xN)
donde X(t) es estacionaria en el sentido estricto si, y solo si:
FX(t1),...X(tN)(x1, . . . , xN) = FX(t1+c),...,X(tN+c)(x1, . . . , xN)
para todos los cambios de tiempo, todos los N finitos y todos los arreglos de puntos t1,. . . ,tN .
La estacionariedad en sentido amplio de una sen˜al, tambie´n conocida estacionariedad de´bil, se estudia
cuando el objeto de ana´lisis son las propiedades o momentos hasta de 20 orden (media, autocorre-
lacio´n, covarianza, etc.), lo cual sucede en muchas aplicaciones pra´cticas. X(t) se define estacionaria
en sentido amplio (o de´bilmente estacionaria), si y solo si:
(1) El valor medio es independiente de t, ∀t
E[(X(t)] = µ
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(2) La autocorrelacio´n depende so´lo de τ = t2 − t1, ∀t1
E[X(t1)X(t2)] = E[X(t1)X(t1 + τ)]
= rXX(τ)
Los momentos de segundo orden se definen en te´rminos de distribuciones de probabilidad de
segundo orden, y los procesos estrictamente estacionarios son siempre de´bilmente estacionarios,
aunque no significa que se siempre se presenta el caso contrario.
Pruebas de estacionariedad. Existen dos aproximaciones generales en las pruebas de estaciona-
riedad: parame´tricas y no parame´tricas. Las aproximaciones parame´tricas, se aplican generalmente en
ana´lisis de sen˜ales en el dominio del tiempo, sobre todo en casos donde se hacen suposiciones acerca
de la naturaleza de los datos. Las aproximaciones no parame´tricas, se aplican en el dominio de la
frecuencia, como por ejemplo en casos donde el sistema involucra una caja negra, en donde no se
pueden hacer suposiciones ba´sicas sobre la naturaleza del sistema.
A pesar de que las pruebas no parame´tricas son ampliamente aplicadas, son menos poderosas
que las parame´tricas. La pruebas parame´tricas, requieren entre un 5 y un 35 % ma´s datos que las
pruebas parame´tricas para llegar a la misma conclusio´n estadı´stica con el mismo nivel de confiabili-
dad.
Existen dos formas de evaluar la estacionariedad de una sen˜al: el run test, y el reverse arrangement
test. El run test puede detectar una tendencia monoto´nica en una serie de tiempo x(i), i = 1, 2, . . . ,N.
Un run se define como una sucesio´n de uno o ma´s eventos ide´nticos, los cuales esta´n seguidos o
precedidos por diferentes eventos o ningu´n evento. Para realizar la prueba de run test, primero se
calcula la media (x¯) de los eventos x(i), y la serie y(i) se deriva de x(i) de la siguiente forma:
y(i) =
{
0 si x(i) < x¯
1 si x(i) > x¯
Luego se computa la cantidad de runs en y(i). Si x(i) es un proceso estacionario aleatorio, el
nu´mero de runs es una variable aleatoria con media igual a N/2 + 1 y varianza igual a (N (N − 2))-
/ (4 (N − 1)). Un nu´mero de runs significativamente diferente de N/2 + 1 indica no estacionariedad
por la posible presencia de una tendencia en x(i).
En el caso de la aplicacio´n del reverse arrangement test, el me´todo para detectar la tendencia
monoto´nica se basa en el ca´lculo del nu´mero de veces que x(i) > x(j) con i < j (cada una de es-
tas desigualdades es llamada reverse arrangement) para todo i. Si la secuencia de x(i) son observa-
ciones independientes de la misma variable aleatoria, entonces el nu´mero de reverse arrangement es
una variable aleatoria con media igual a N(N − 1)/4 y varianza N(2N+ 5)(N − 1)/72. Un nu´mero
de reverse arrangements significativamente diferente de N(N − 1)/4 indica no estacionariedad por la
posible presencia de una tendencia en x(i).
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