[1] A novel approach to hypocenter location is proposed on the basis the concept of pattern recognition. A new data misfit criterion for location is introduced which measures discrepancies between the observed arrival times of an event and those of ''nearby'' previous events. In the arrival pattern misfit measure, travel times predicted by an Earth model are effectively replaced by information from an ensemble of previous observations. Thin-plate spline interpolation and generalized cross validation are applied to interpolate and smooth the resulting misfit function which may then be used in standard location algorithms. Synthetic experiments show that in certain circumstances, it is possible to achieve locations with errors smaller than those in the underlying database. It is suggested that the arrival pattern approach exploits information on lateral heterogeneous Earth structure contained in the database to constrain locations. The arrival pattern approach is illustrated by relocating 395 ground truth events from the Nevada Test Site, 482 earthquakes from the Marianas subduction zone, and 457 earthquakes from the Atlantic mid-ocean ridge. It is shown that picking errors and unmodeled, small-scale lateral heterogeneity are the most significant sources of event mislocation and that errors in the original locations of the database events make a much smaller contribution.
Introduction
[2] The Comprehensive Test Ban Treaty has led to efforts to improve the accuracy of hypocenter location procedures. Most studies have focused on improving the standard least squares approach, which is routinely used by the National Earthquake Information Center and the International Seismological Centre (ISC). Particular attention has been paid to improving travel time tables through the development of better seismic velocity models. However, we are still restricted by our limited knowledge of the complex, threedimensional velocity structure of the Earth. Here we investigate how accurately hypocenter location can be determined by comparing new earthquakes to previous events in a pattern recognition approach.
[3] Most earthquake location procedures use travel time tables based on a model for the seismic velocity structure of the Earth. The construction of travel time tables traditionally involves the development of smoothed, empirical representations of the travel times of previous events whose locations are known to be very accurate. The most widely used compilation is that of Jeffreys and Bullen [1940] , known as the JB tables. These tables were developed using reported arrival times of seismic phases at a sparse global network of stations for which time keeping was frequently not reliable. A number of global one-dimensional (1-D) models have been developed which improve on the JB tables by using the travel times of large, well-located earthquakes and underground nuclear explosions. The Preliminary Reference Earth Model (PREM) [Dziewonski and Anderson, 1981] , iasp91 [Kennett and Engdahl, 1991] , and ak135 [Kennett et al., 1995] produced improved travel times for a large number of phases. Other studies [Herrin, 1968; Hales and Roberts, 1970; Randall, 1971 ] concentrated on fewer phases. Kennett [1992] noted that these 1-D models have a continental character for their uppermost structure and are thus not accurate when locating oceanic earthquakes. Even within continental regions the global average may not be representative of travel times from regions which have strong lateral heterogeneity, and it is becoming increasingly clear that lateral heterogeneity is a significant source of hypocentral mislocation [Smith and Ekstrom, 1996; Astiz et al., 2000; Richards-Dinger and Shearer, 2000] . Conversely, earthquake mislocation contributes significantly to travel time residuals relative to 1-D reference Earth models and can map into errors in 3-D models derived from them [Davies, 1992] .
[4] The accuracy of arrival times has improved significantly with the introduction of automated picking procedures and better time keeping, specifically through the use of time frames provided by the Global Positioning System (GPS). Engdahl et al. [1998] identified the main sources of hypocentral location error as phase misidentification, errors in the reference Earth model, and unmodeled effects of lateral heterogeneity. Phase misidentification is difficult to remove because of the large number of people involved in phase identification and the subjectivity inherent in it. A number of authors have recently attempted to reduce errors in the reference model and to take account of lateral heterogeneity by use of 3-D velocity models. These include the S&P12/WM13 model of Su and Dziewonski [1993] and Smith and Ekstrom [1996] and the RUM model of Gudmundsson and Sambridge [1998] . S&P12/WM13 takes into account only large-scale heterogeneity (>1000 km) by parameterizing velocity structure. Smith and Ekstrom [1996] found that the S&P12/WM13 model reduced mislocation by up to 40% as compared to PREM or iasp91 when locating a small set of 26 well-located ground truth events.
[5] Small-scale heterogeneity (<300 km) is significant in the shallow, seismogenic Earth [Gudmundsson et al., 1990] and may contribute significantly to hypocenter mislocation. Models of both shear wave and compressional wave velocities are often parameterized in terms of constant velocity blocks [Vasco and Johnson, 1998; Grand et al., 1997; Bijwaard et al., 1998 ] which may have block sizes as small as a few hundred kilometers. These ''high-resolution'' models provide sharper images of small-scale anomalies, and it was hoped that they would reduce hypocenter mislocation. However, Antolik et al. [2001] found that locations derived from the BDP98 [Boschi and Dziewonski, 1999] and HWE97 [van der Hilst et al., 1997] models were generally not as good as those derived from S&P12/WM13, and they suggested that the amplitudes of large-scale anomalies are not as well recovered in the high-resolution models.
[6] Improved event location can also be achieved by accounting for lateral heterogeneity through regionalized corrections to the existing 1-D models. For example, 3-D models have been developed for the Pakistan/India region [Bernard et al., 1999] and northern Eurasia and North America [Ryaboy, 2001] . These models and tomographic models [e.g., Widiyantoro et al., 1999; Di Stefano et al., 1999; Haslinger et al., 1999] have resolved velocity anomalies as small as tens of kilometers across; however, resolving 3-D Earth structure globally to such a small scale is beyond our current capability.
[7] Station corrections are commonly used to reduce the effects of both large-and small-scale near-receiver heterogeneity and have been quite successful in doing so [e.g., Frohlich, 1979; Pujol, 1988] . Gudmundsson and Sambridge [1998] showed that mislocation of test events could be reduced by 33% once station corrections are applied. Nearsource heterogeneity is more difficult to account for, but attempts have been made to do so by using station corrections which vary with position [e.g., Coghill and Steck, 1997; Schultz et al., 1998; Richards-Dinger and Shearer, 2000] . The use of station corrections is an attempt to correct for the limitations of the velocity model using information from the observed distribution of arrival times recorded at the station. In this way the influence of near-receiver lateral heterogeneity is taken into account.
[8] The use of a finitely parameterized velocity model is common to all the above studies and may limit our ability to accurately locate earthquakes because it cannot accurately represent the complex 3-D variations in all parts of the Earth. Over the past 35 years over 8 million observations have been reported by the ISC, and many other regional and global arrival time databases have been collected. It may be possible to make more accurate hypocentral locations by making more direct use of this wealth of data. The question we pose in this paper is ''Is it possible to obtain accurate locations without directly using a parameterized velocity model by comparing the arrival times of a new event to those of previous events in a pattern recognition approach?'' We introduce the arrival pattern (AP) method which derives constraints on the spatial location of an event (independent of origin time) by comparing the relative pattern of its arrivals to those of previously recorded events in the region. By comparing arrival time patterns we are able to determine if any two events occurred in similar regions. Here we replace the travel times predicted from an Earth model with direct use of observed travel times from a database of previous events. This is similar to the empirical philosophy of Piromallo and Morelli [1998] . By applying sophisticated interpolation and smoothing techniques we are able to produce a misfit measure suitable for use in any hypocenter location algorithm.
Arrival Pattern Method

Arrival Pattern Misfit Function
[9] If two earthquakes occur in similar locations, we would expect that the times of all phases to all stations would be similar. To quantify this similarity, we introduce a misfit function, y:
where L is the number of stations, t T i, j is the travel time of a particular phase from the jth event to the ith station. We call y the ''arrival pattern misfit measure.'' Note that it is possible for two events which differ by large distances to have similar travel times for a particular phase (e.g., if they are only observed by stations lying along the bisector of their epicenters); however, this is very unlikely to occur in practice. Therefore, for a sufficiently large number of observations and phases, y will act as a misfit function for location. Note that y does not involve any ''predicted travel times''; it measures the discrepancy between a new event and a previous event.
[10] Equation (1) suggests that the misfit can only be calculated once the origin time of the new event is known, which usually requires the calculation of the earthquake's epicenter and depth. However, equation (1) can be written
where t 
Therefore,
where med is a function which returns the median of its arguments. So we have an expression for the difference in origin times, T O 1, 2 , which does not require either hypocenter to be found.
[11] For simplicity, we have assumed that both events are observed at all N stations. However, in most cases, events will only have a subset of stations in common. In addition, multiple phases can be incorporated and may provide valuable constraints, particularly on the depth of the new event. To allow for these eventualities, we change the summation in equation (2) to include only observations that are recorded for both events (i.e., both the station and the phase must be the same). Note that it is possible for two events to have only a few, or even no, common observations. We have chosen not to use database events if they have less than 10 observations in common with the new event. We call those database events that are not used ''incomparable,'' while the remaining events we call ''comparable.'' The events that are incomparable tend to be far away from the location of the new event and/or have a vastly different set of recording stations. An L1 norm is used in the AP misfit measure to lessen the effects of phase misidentification and outliers in the observational errors.
[12] Figure 1 shows an example of the arrival pattern misfit for an event south of Japan. The database used is the global catalogue of Engdahl et al. [1998] (hereinafter referred to as the EHB catalogue). The EHB location of this event is (129.763°E, 6.827°S). The events are shaded according to their AP misfit measure with an average of 26 comparable observations per event. Clearly, there is signal in the database events, when viewed in terms of the AP misfit, which is partially obscured by noise and inconsistency.
Interpolating the Arrival Pattern Misfit Using Thin-Plate Splines
[13] A continuous misfit measure is required for location and can be obtained by interpolating y across the region. This is particularly useful in regions of low seismicity which can be ''filled in'' provided there are enough comparable events nearby. Interpolation of a function across an irregular set of points in three dimensions can be achieved by a number of different methods including kriging [e.g., Krige, 1951; Matheron, 1963] , thin-plate splines [e.g., Duchon, 1976; Wahba, 1990] , and tension splines [e.g., Mitasova and Mitas, 1993] . There is much controversy over which interpolation method gives the best results in any given situation [e.g., Zimmerman et al., 1999] . Here we know the value of the misfit function at an irregular set of points in three dimensions. We want to approximate the value of the misfit function between these points (or perhaps even extrapolate from them). We first consider interpolation where we fit the misfit function exactly at the database events, then we relax this exact fitting requirement to smooth the effects of noise in the AP measure.
[14] We have chosen to use the thin-plate spline (TPS) approach because it gives the surface with the ''minimum curvature'' that fits the misfit values exactly at the input data points. This is, in a sense, the ''least structure'' approach and is similar to an Occam's inversion commonly used in electromagnetism [e.g., Constable et al., 1987] . Thin-plate splines have been used in a number of different fields for interpolating a function known at an irregular set of points. For example, Billings [1998] used them to interpolate data collected by airborne geophysical surveys, and SanchezOrtiz et al. [1996] used the approach to map deformations of the human heart from magnetic resonance data.
[15] In thin-plate spline interpolation one has a set of N weights {l n : n = 1,. . ., N} defined at the N nodes or centers {x n : n =1,. . ., N} (these are the locations of the N comparable database events) and a polynomial which models large-scale trends in the distribution,
[16] The thin-plate spline expansion then has the form
where || || is the Euclidean norm. There are N+10 unknowns in equation (6), which are the l n (n = 1, 2,. . ., N), called weights, and the 10 coefficients in the polynomial p. N constraints are obtained by requiring that s(x) fits the data exactly at the N nodes (this requirement will be removed when we apply smoothing),
where y n is the misfit at the nth data point. A system of equations with a unique solution (i.e., a unique 3-D interpolant) can be formed by requiring that the weights satisfy the following conditions:
where p 1 (x) = 1, p 2 (x) = x, p 3 (x) = y,. . ., p 10 (x) = z 2 (see equation (5)).
[17] These N+10 equations can be rearranged into matrix form,
where
A is an N Â N matrix, and P is a 10 Â N matrix, while 0 (9) can be transformed into a positive-definite form [e.g., Golub and Van Loan, 1996] . This is also a requirement for a valid semivariogram or covariance function in kriging [Myers, 1988] . The positive definite form can then be solved by LU decomposition [e.g., Golub and Van Loan, 1996] .
[18] When we solve equation (9) to obtain L and a and use them in equation (6), we obtain the thin-plate spline interpolant, s, which fits the data exactly and in three dimensions minimizes
Here J is a measure of curvature, and therefore the solution s is the surface with minimum curvature which fits the data exactly. An example of a thin-plate spline interpolation surface is shown in cross section in Figure 2 . This surface was calculated from the AP misfit values at the locations in Figure 1 . Although this is a minimum curvature surface, it is still quite rough and contains multiple extrema. This is because the data contain noise and we have required the surface to fit the data exactly. It is well known that thin-plate spline surfaces can have difficulties in accurately interpolating rapidly varying data because the surface must change rapidly while keeping curvature at a minimum [e.g., Mitasova and Mitas, 1993] . However, such problems are rarely encountered in our calculations and are alleviated when smoothing is applied.
Smoothing the Arrival Pattern Misfit Using Generalized Cross Validation
[19] As with most geophysical applications, the data are not precisely known and an interpolant passing through each point may not be ideal [e.g., Cordell, 1992] . Picking
Figure 2. Contours of arrival pattern misfit. Exact interpolation using thin-plate splines has been employed on the basis of the scattered data in Figure 1 . Note that each slice contains multiple extrema and that the global minimum is 20 km west, 24 km south, and 22 km below the EHB location.
errors and travel time variability due to small-scale structure will cause random errors in the catalogue locations, i.e., errors that are incoherent at resolvable scales. Travel time perturbation due to larger-scale heterogeneity will start to be coherent over some scale of seismicity and is often called systematic error or bias. Any systematic error in all the database locations will translate into systematic error in the AP estimates. However, these are likely to be small if a large number of observations and good station coverage are used in the location of the database events. The influence of random errors, on the other hand, can be reduced with the use of smoothing. By not fitting the data exactly we are able to reduce the influence of random errors such as inconsistencies due to location errors, which affect the location of the misfit observations, and reading errors, which affect the value of the misfit observations. Smoothing can be achieved in a number of different ways, and it is by no means clear what the most appropriate option would be. Ideally, we would prefer a smoothing regime which is entirely defined by the data distribution itself so that there is no need for an arbitrary smoothing parameter to be chosen by the user. Also, it must be suitable for an irregular distribution of points in three dimensions (i.e., the locations of the database events).
[20] Generalized cross validation (GCV) satisfies both requirements and is often used in conjunction with thinplate spline interpolation. GCV is essentially a bootstrap method for determining the predicted error of the surface. It seeks to trade off minimizing the curvature function J against any associated increase in the mean-square error in fitting of the data. Note that the TPS interpolant already minimizes J; however, until this point it has done so under the constraint that it fits the data exactly.
[21] This leads to minimizing the following regularized least squares expression:
where the parameter m governs the trade-off between the goodness of fit and the smoothness. At the one extreme we would obtain the best fit plane through the data (i.e., maximum smoothness, low data fit), and at the other extreme we would obtain an exactly fitting thin-plate spline (no smoothing, excellent data fit, i.e., Figure 2 ). For a data distribution containing both signal and noise we lie somewhere in between, and it must be decided how to balance data fit and smoothness. The problem thus reduces to deciding on what is a sensible, or optimal, value for m and then solving equation (11). It can be shown that for splines a GCV measure, G, can be expressed as [Craven and Wahba, 1979] GðmÞ
where C = Q T AQ and z = Qs have been transformed by a QR factorization of the polynomial matrix (A), I is the identity matrix, and tr( ) denotes the trace. Here we use a simple, 1-D optimization, grid search approach to minimize G with respect to m.
[22] We can approximately solve equation (11) by substituting equation (6) into (11). This gives the discrete, regularized least squares problem, minðL; aÞ : ðs À Pa À AmÞ
where is a positive definite matrix. It can be shown that the solution to equation (13) is also the exact solution to equation (11). Moreover, the matrix is identical with the matrix A [Duchon, 1976; Mitasova and Mitas, 1993] . The solution of equation (13) satisfies the matrix system [e.g., Wahba, 1990] ðmI þ AÞ P P
[23] Thus, apart from the addition of the positive constant m to the diagonal, the matrix system is identical to that for exact interpolation given by equation (9). This system can be converted to a positive definite form [Billings, 1998] and therefore always has a solution.
[24] In summary, we select the value of m which gives the minimum value of G; m is then substituted into equation (14) which can in turn be solved for the TPS weights (L) and the polynomial coefficients (a). Once these have been obtained, equation (6) can be used to calculate the smoothed, interpolated AP misfit at any potential hypocenter.
[25] The TPS surface, smoothed by the application of GCV (which is hereinafter called the misfit surface) of the points in Figure 1 , is shown in Figure 3 , and the effect of GCV is clear. Note how smooth the contours are once GCV has been applied and that the location of the minimum has not moved very much. The value of m in this case is 3.35 Â 10 À9 . Typically, m lies between 10 À9 and 10 À8 . Most importantly, there is only one minimum, and its location is closer to the EHB location (the center of Figure 3 ) once smoothing has been applied. Even when GCV is applied, it is possible for local minima to exist, but this is rather rare. Smoothing is effective in reducing the influence of random noise within the observational data. Conveniently, GCV automatically chooses a smoothing parameter based on a quantitative measure of the noise in the data.
[26] As with other forms of smoothing, GCV does not reduce the effects of some systematic errors. The most important form of systematic error that can influence the AP locations is a systematic shift in the locations of the database events. This is known to occur in regions where the seismic velocity is significantly faster, or slower, on one side of the distribution of events (e.g., subduction zones). Billings et al. [1994] showed that events in the Flores Sea, Indonesia, may be systematically dragged toward Australia as a result of fast ray paths to Australian stations relative to the iasp91 reference model. Only low-magnitude events (m b < 4.5) were affected because higher-magnitude events were recorded at a large number and wide range of stations. The EHB catalogue contains few events of magnitude 4.5 or less, so it is unlikely that the AP results in this case will be strongly affected by systematic errors of this type.
[27] Another source of systematic error is that a station may systematically record arrivals earlier, or later, due to
Figure 3. Contours of AP misfit at five depths for the same event as in Figures 1 and 2 . In this case the thin-plate spline has been smoothed using generalized cross validation (see text). Notice that the contours are much simpler than in the unsmoothed case (Figure 2 ) and that the minimum, marked with a solid triangle, is closer to the EHB location (marked with a plus).
biased picking of arrival times or flaws in the timing of the data [e.g., Rohm et al., 1999] . If this form of bias is stationary over time, it has no effect on the AP method because the bias is present in the arrivals of both the new event and the database events, and so it cancels out in equation (2). In this case the AP method would perform the same job as station corrections in a standard least squares location method. However, systematic error in arrival times may change over time so the database should include events from a similar date to the new event if possible.
[28] In all our examples using the EHB catalogue all comparable events within 200 km of the EHB location of the new event are used in the calculation of the misfit surface. This value is chosen to be certain that the real hypocentral location is contained in the region sampled. A larger volume could be used, but the calculation of the misfit surface becomes time consuming once the number of database points exceeds a few thousand. The determination of an AP hypocenter is computationally efficient provided there are less than 2000 nearby comparable events. Typically, $500 database events were used in the calculation of the misfit surface, and the AP hypocenter was found in 5 s on a Compaq XP1000 (500 MHz, specfp95 = 52.2). When the number of nearby comparable events is very large, the calculation of the GCV smoothing parameter, which scales as the cube of the number of comparable events, is the most expensive step. In our studies, using the EHB catalogue, the calculation of the AP hypocenter always took <60 s.
[29] In Figures 3, 4 , and 8 -13 we have used a database event as the new event. The set of database events is then reduced by one (the ''new'' event is no longer included in the database because it would have zero misfit and would bias the results). As mentioned above, any set of events could be used as the database provided that it contains arrival time observations and that approximate hypocentral coordinates are available.
Examples of the Arrival Pattern Misfit Surface
[30] Figure 3 shows slices through the misfit surface at different depths for an event from early in the EHB catalogue (1964) . It is an intermediate-depth event (111.1 km) from the Banda Sea region of southern Indonesia with 106 arrival time observations. As with almost all EHB events, the observations for this event are predominantly P arrivals. In the calculation of the GCV surface, 546 comparable database events (shown in Figure 1) were used, which is slightly fewer than the mean number for an event from the EHB catalogue. Notice how smooth these contours are far from the EHB location (shown as a plus) or the minimum in the misfit (shown as a solid triangle). The minimum misfit was 4.2 km below, 13.9 km east, and 9.3 km north of the EHB location, while the EHB catalogue estimates standard error of 6.2 and 3.0 km in epicenter and depth, respectively.
[31] Misfit contours for a shallower event (EHB quoted 31.9 km) are shown in Figure 4 . This event occurred in 1995 east of the Philippines with a magnitude of m b = 4.6. There were 99 arrival times recorded, and there were 656 comparable events. The EHB catalogue estimates the standard error to be 4.6 km in epicenter and 1.4 km in depth. This event is unusual because the AP method gives a hypocenter which is substantially deeper (64 km) than the EHB location, but they agree well in epicenter (the AP location was 1.5 km east and 9 km south of the EHB location). Despite this disagreement the contours are still smooth, and there is a clear global minimum.
Arrival Pattern Locations in a Synthetic Layered Earth
[32] It may seem reasonable to postulate that the accuracy of AP locations cannot be better than that of the individual database events used since any errors in the database events will propagate into errors in the AP locations. We seek to test this postulate and to motivate the use of the AP approach with a simple synthetic example.
[33] Consider the 2-D layered model shown in Figure 5 . There are eight 20-km-thick layers on top of a ninth layer of infinite thickness. The velocity is slowest in the top layer, where it is 4 km s À1 and increases by 0.25 km s À1 at each of the transitions between the layers until it reaches 6 km s À1 in the bottom layer. Fifty stations are placed at 20-km intervals across the top of the model. In addition, we have 200 database events randomly distributed throughout the top eight layers and with lateral coordinates between 200 and 800 km (see Figure 5 ). This gives an average spacing of 21 km between database events.
[34] The travel times from these events to the 50 stations are calculated for both upgoing and downgoing rays. For this simple layered model, analytical expressions are available for the travel times of rays bottoming below a given source, and an iterative procedure must be used for rays leaving the source from above [see Lee and Stewart, 1981] . Only the first arrivals are retained. Travel times are calculated for 500 new events, randomly distributed between 20 and 140 km in depth and 250 and 750 km laterally. We allow for the possibility of phase misidentification by always comparing first arrivals at each station as if they were the same phase, even though they may have significantly different paths. This induces extra error into the AP misfit measure which, in principle, should make location more difficult.
[35] We relocate the 500 new events using the AP method, first with no noise in the database event locations and then with random, zero-mean, Gaussian noise added. Note that if the random noise has a standard deviation of >10 km, the database events will tend to move out of their true depth layer (see Figure 5 ). Therefore this level of noise is significant in relation to the scale of the heterogeneities in the velocity model. The travel times of both the database events and the new events are assumed free from noise.
[36] Figure 6 shows the median mislocations in the new events as a function of the mislocation in the database events. The AP locations have a smaller median error than the errors in the database events for a large range of database errors. We note that this range, extending from 2 to 60 km, spans the range of the noise often quoted in the real, teleseismic earthquake location problem. The first two circles are above the equality line, but the remainder lie below it. Interestingly, the AP locations actually improve once some noise is added. We believe that when there is no noise, there is no GCV smoothing and the minimum of the misfit surface tends to be drawn toward the most similar database event. As noise is added, the smoothing is more effective, and the locations are no longer pulled toward the database events. When the database noise is very large, the new events near the outside of the database distribution cannot be located using the AP method because the misfit surface for these events is very smooth and no longer has a minimum. In this example, a significant portion of the events cannot be located once the database error has a median of 60 km or more.
[37] Figures 7a and 7b show the distributions of added noise for both the lateral and depth coordinates when noise with a standard deviation of 10 km is added. The database events used and the errors associated with this noise are shown in Figure 5 . In this case, most of the database events are no longer in their correct velocity layer. The resulting errors in the AP locations are shown in Figures 7c and 7d . Clearly, the error in the AP locations is smaller (median error of 2.6 km laterally, 6.0 km in depth) than the errors in the database locations (7.1 km laterally and in depth) in both directions, which is contrary to the original postulate. Note that the mislocation in the lateral coordinate is smaller than in depth because of the geometry of the stations. We must conclude that GCV smoothing is successfully reducing the effects of the noise in the database events while retaining the significant signal.
[38] This simple example shows that it is possible to extract useful information from a mislocated database to perform event location using the AP misfit measure equa- tion (1). Furthermore, the errors in the resulting locations can be smaller than those in the original database, even when we have the added problem of potential phase misidentification. This is due to the action of the GCV smoothing, which is successfully reducing the effects of the noise in the database events while retaining the significant signal.
Relocation of Ground Truth Events
[39] To test the AP method against a standard location procedure using a 1-D Earth model, we relocated 395 nuclear blasts from the Nevada Test Site. This is a subset of the Prototype International Data Centers ground truth 0 events with a maximum error of 0.5 km determined from independent information [Bondar et al., 2001] . Sixty percent of the observations were teleseismic, and there were an average of 67 P, 18 Pn, and 6 PKP phases per event. Each event was also located using a standard misfit function measuring the discrepancies of observed arrivals and those predicted from ak135 [Kennett et al., 1995] . The optimization of the misfit function was performed by the direct search neighborhood algorithm approach of Sambridge and Kennett [2001] .
[40] In the application of the AP method we used the ground truth locations as the database, and the event being located was excluded. Events that lie near the outside of the database distribution can be difficult to locate using the AP method since the misfit surface may not have a welldefined minimum. This edge effect must be considered when the database does not completely cover the region of interest. It may be removed by adding artificial database events around the database distribution. These artificial events have travel times which are calculated from ak135 and the misfit value at the best database event is added to their misfit to simulate noise. In this case, 16 artificial events were added, 2 at each of the corners of a cube of side 200 km. The position of the cube is different for each new event, and it is centered on the database event with Figures 8a and 8b as the database. The AP errors for both databases (Figures 8c, 8d , 8e, and 8f ) are smaller than the conventionally located database (Figures 8a and 8b) . the lowest misfit to ensure the AP locations are not biased toward the ground truth location. We have found that changing the size of the cube has little effect on the AP locations.
[41] The results are shown in Figure 8 and Table 1 . They indicate that the AP locations are significantly better than the least squares locations, particularly in depth. Over 70% of the AP relocations are within 1 km of the ground truth depths. This example illustrates how good the AP locations can be when a very accurate database is available. Unlike the least squares locations, the AP locations are more accurate in depth than in epicenter, which is a result of the ground truth locations being more densely grouped in depth than in epicenter.
[42] As a further test we also applied the AP method to relocate the blasts, using the least squares locations shown in Figure 8a as the database. The results are summarized in Figure 8e and Table 1 . The locations calculated using this database are significantly worse than when the ground truth locations were used. However, they are an improvement on the least squares locations on which they are based. The errors in depth increase dramatically due to the large errors in the database depths. However, the AP errors are still smaller than the database errors, demonstrating that as in the synthetic layered Earth considered in section 2.5, the AP locations can improve upon the database locations. In this case, both the AP locations and least squares locations experienced a systematic shift which increased as the number of observations decreased. When more than 200 observations were used, the least squares locations were 2.6 km NNE and AP locations were 3.8 km NE of the ground truth locations on average. When fewer than 100 observations are available, the systematic error in Figure 9 . Distance between EHB catalogue locations and AP locations for 500 events chosen randomly from the EHB catalogue. The median differences were 16.0 km in epicenter and 8.6 km in depth. These differences are only slightly larger than the error estimates given by EHB. the ak135 locations is almost 4 times bigger at 10.3 km east of the real locations. However, the AP locations are not as badly affected, only increasing to 6.6 km NE of the ground truth locations. We suggest that this is due to the larger database events ''anchoring'' the distribution of AP locations.
[43] We also tried using the EHB catalogue as the database with events from the test region removed. However, this left very few nearby database events, and AP locations could often not be made. Clearly, the AP method is only viable when the number of nearby database events is sufficient. When these conditions are satisfied, the relocation of ground truth events has been very successful.
Arrival Pattern Location Results for the EHB Catalogue
[44] We have relocated 500 randomly chosen events from the EHB catalogue using the remainder of the EHB catalogue as the database. For each event the AP misfit was calculated for all database events within 250 km of the EHB location. If there were <500 comparable events within 250 km, then all were used to calculate the misfit surface; otherwise, only the closest 500 events were used. The results are shown in Figure 9 . The median absolute differences between the EHB and AP locations were 16.0 km in epicenter and 8.6 km in depth. The median estimated standard error given in the EHB catalogue is 6.8 km in epicenter and 3.0 km in depth, but these may be conservative. In particular, some of the poorest events in the catalogue had their depths artificially fixed in the locations made by Engdahl et al. [1998] , and these events were assigned a zero standard error in depth. It is difficult to say whether the EHB locations or the AP locations are more accurate; however, it is clear the AP method is a reasonably accurate means of determining the depth and epicenter of any new event. Most striking is the fact that the depth difference is smaller than the epicentral differences. This was not expected since teleseismic location techniques generally have a larger error in depth than in epicenter. The overall statistical similarity in EHB and AP event depth may be due to the use of multiple phases 5 -14 and, in particular, depth phases (e.g., pP) in both location schemes.
[45] A feature of the AP method in routine location is that the database may be updated at any time by, for example, including ground truth events if available. We note that the counterpart in model-based methods would be to recalculate a local or global velocity model, which is itself a major task.
[46] To test the AP method on a distribution of EHB events, we relocated the events from a subduction zone and a mid-ocean ridge. Figure 10 shows 457 earthquakes from a mid-ocean ridge in the Atlantic Ocean with locations taken from the EHB catalogue (Figure 10a ) and the same events relocated using the AP method (Figure 10b ). The two distributions are very similar; however, it appears that the AP locations have a more bunched character with more breaks in the linear segments of the ridge. The EHB locations, on the other hand, are more continuously distributed along the ridge. This is a region where we might expect the AP method to produce poor locations because there are relatively few events nearby; however, the similarity of the distributions is encouraging.
[47] The 482 events from the Mariana trench were relocated using the AP method to test its effects on a distribution from a subduction zone. Figure 11a shows the EHB locations in cross section, while Figure 11b shows the same events relocated using the AP method. Again the two distributions are very similar. However, there is slightly more spread in the distribution of depths of the AP locations and more ''clumpiness'' in the longitudinal coordinates when compared to the EHB locations.
[48] A key feature of the AP method is that the database events with the largest number of observations (which presumably are the best located) will be the ones which are most likely to be comparable to any new event. Conversely, the events with less observations (smaller magnitude and presumably more poorly located) will be least comparable. Hence the AP locations will be anchored by the large events, in much the same way as master event location improves relative accuracy. The clumpiness in Figure 11b may be a result of this anchoring property. [49] Figure 12 shows that there is no correlation between the difference in EHB and AP locations and the number of observations (Figure 12a ) or magnitude (Figure 12b ). These results are somewhat surprising in that most location procedures result in errors which are strongly dependent on the number of observations [e.g., Billings et al., 1994] . A similar lack of correlation between location difference and magnitude is observed in Figure 12b . Again this is surprising, but further investigation is required to ascertain whether there is any correlation between the number of observations and magnitude and location difference.
Estimating Uncertainty in Arrival Pattern Locations
[50] Picking errors and travel time variability due to very small scale structure will cause random errors in the catalogue locations (i.e., errors that are incoherent at resolvable scales). To obtain an estimate of the uncertainty in the AP locations due to random error, we repeated the location of the event shown in Figure 3 , 50 times with Gaussian distributed noise added to the arrival times of both the database and new events and location of the database events. The standard deviations of these distributions were taken from values given in the EHB catalogue and by Engdahl et al. [1998] . For example, standard deviations of 1.0, 2.3, and 4.0 s were used for P, pP, and S phases, respectively. These estimates include the contribution of small-scale structure to the travel time variance according to Gudmundsson et al. [1990] and Davies et al. [1992] , who separate spatially incoherent noise from that due to smallscale structure by statistical means. Figure 13a shows the results of these relocations. All relocations (squares) are within 12 km of the depth quoted by EHB. Interestingly, there is a strong correlation between the 2.0-s misfit contour and the region which would be selected as the 95% confidence region. In these experiments, location errors due to errors in the arrival times are more significant (by a factor of $2) than errors in the locations of the database events. These sources of error are shown in Figures 13b and  13c , respectively. Note how clumped the relocations in Figure 13c are compared to those in Figure 13b and how closely the spread in Figure 13b matches that in Figure 13a . Figure 12 . Difference between the EHB locations for 500 events as a function of (a) the number of observations and (b) magnitude. There is no correlation between either the number of observations or the magnitude and the separation from the EHB location. 5 -16 While the AP method does not directly use a seismic velocity model, it does indirectly since the database events are located in the ak135 model. However, since only a small portion of the error in the AP locations comes from errors in the hypocenters of the database events, the model used in the calculation of the database has only a small effect on the AP results.
ESE
Discussion and Conclusions
[51] We have presented a new approach to hypocenter location that uses a database of previous arrival times and locations instead of a velocity model. Our relocations of ground truth events clearly show that the AP method can produce significantly more accurate locations than those obtained using a reference 1-D model when a sufficient database is available for comparison. We suggest that this is because the method is able to utilize information on lateral heterogeneity contained in the arrival time database to constrain location. We have shown that the AP method can produce locations with smaller average error than those in the database used in the location. Systematic errors in the locations of small events are reduced when the AP method is used. This suggests that an interesting direction for further research would be to iteratively relocate the database using the AP misfit measure.
[52] One of the main advantages of the AP method over conventional location techniques is its flexibility. With the AP method one can easily incorporate improved event catalogues or phases as they become available. Global travel time catalogues double in volume in 10-15 years. With increasing instrumentation and the increasing availability of Figure 13 . Movement of the global minimum in the AP misfit with noise added to (a) the arrival times of the database events, the new event, and the locations of the database events, (b) just the arrival times of the new and database events, and (c) just the locations of the EHB events. Notice that arrival time noise has a much greater effect than EHB location noise. regional databases this rate is likely to accelerate. With conventional location methods it is a major task to incorporate such new information and would require the recalculation or development of a 1-D or 3-D global velocity model or of empirical station corrections. The AP method can also easily be used on a combination of earthquake databases. For example, global, regional, and local databases can be conveniently combined to form a larger database of events. This may allow us to account for lateral heterogeneity over a wide range of scales without the need to incorporate regional and local velocity models into a global model.
[53] It is also possible that a hierarchy of database event could be used to further enhance the accuracy of the method. For example, ground truth events could be used to remove some of the regional bias from the events in the EHB catalogue by locating the EHB events using the AP method with the ground truth events as the database. Then the reworked database could be used in the AP location of smaller events. These remain areas for further study. 
