Introduction
The &temun& . 'on of surface roughness is important in many m. from quality control in factories, to general purpose machine vision systems. Although there exist many insrmments whicb measure roughness accurately, such as laser intaferometric devices and stylus pm6lometcrs, these instruments all require strong conman ' ts on tbe envimnment and the samples, for enample, tbe n d t y for cnbemnt light or limits on tbc sample sizc. "hew constraints makc such devices impractical for a genaal purpose vision system, in which a robot attempts to gain information about its environment It is obvious that we can obtain gome information about mughness without these kinds of wnstrainfs, s h e humans can often makc crude guesses of surface. roughness. and cao e m di&rentiatc surfaces ding to mughnss. solely on thc basis of visual information. For example, techniciaas in mills sometimes chcck tbe mughnws of sheet m#al r o w Cnuipmtnt by obsaving the r c f l d o n of their lingas in tbs mllers. As m t b a example. conaidaFigurr 1. This is apkture of a slainltxs stssl ball bssring mat bas been roughed by sand blasting.
In the bearing, we set imperfect images of the ob&& in the room, including rows of flucacsam l i & windows, pens. and even thephotogapk Mostpsoplcwill be ablctomakeaguess at the mughnm of the metal, and pay that i' e L it is "smooth': "a little rough". and so on, even though they lack sophisticated instnunen m. Wc btlievc that they do
this b y a n a l y z i n g r h e b l u r r i n e s S o f~e n a e C r c d~o f t h c e n v~n t i o r h e~.~: p m p o s c t o O c t h i s
ability by analyzing reflected step sdges; steq edges are valuable for analysis because they pmvidc considexable constraint on rhe form ofthe dected image, arepcsent in almost all envimnments, and d be relatively easy to 6nd in images, since. the field of Sdge detection is well developed. We will first pnsent a taxonomy of the commonly mcd surfxe mumodels. ThcR in &to describe &red step Cases, we must choose one of thcss &Is. so wc use the one whicb is most common among computer vision macbcrs, and which modcls suifazes which bavc bee0 rolled or m i l l d We believe this modcl is general enough to yield useful results. Wc then find &e fmm ofthe image of the reflected srep edge BS a function of roughnws, and show the mdts of our experiments with rough surfaces.
Roughness and reflection
Let us begin by describing some of the rough surface models used by machine vision researchers. Figure 2 presents a simple taxonomy of these models; this listing is by no means complete, but clarifies the relationships between some Figure 2 : Venn diagram of roughness models of the commonly used models. We may parametrize a surface by means of its height values or its slopes, and the choice will determine if we want to solve for the reflected lizht intensity by means of the methods of physical optics or of geonietrical optics. The diagram shows that there is some overlap between the two formalisms. because snme height-based models have a slope-based inte.rpretation. Next, we may consider the directionality of the roughness. although most machine vision researchers consider only the limiting cases of isotropic and one-dimensional roughness. It is also common to assume that the heights or slopes follow a Gaussian distribution. Note that the Gaussian he.ight models have a slope interpretation, and thus also fall into the category of slope-based models. Not all Gaussian slope models have a height-based interpretation, however. The isotropic and onedimensional Gaussian models are the most commonly used classes of models. The isotropic Gaussian height model and the one-dimensional Gaussian height model are those prupmed by Beckman and Spizzichino [l] . The isotropic Gaussian slope model is that proposed by Torrance and Sparruw[l2] , and is probably the most commonly used model io computer vision research [3.4.5,7.9) . The one-dimensional Gaussian slope model is the one-dimensional analogue of this model. hTote also that the isotropic Gaussian height model and the isotropic Gaussian slope model are equivalent in the limiting case, as are the one-dimensional Gaussian height model and the one-dimensional Gaussian slope model(1 .SI. Thus. these classes overlap. Other models, such as fractal height models, appear in the optics literatureI61. but are uncommon in machine vision research, probably due to their complex nature. These models do not appear in the diagram, since their relationship to other models is uncertain, although they would belong in the category of height-based models.
We will quantify the scattering from rough surfaces with a slope-based model. in which light reflects from small, mirror-like facets which comprise the surface; we will use the methods of geometrical optics to calculate the reflected radiance distribution. These slope-based models d o not deal with the individual facets on the s d a c e . hut rather the statistical properties of the set of all facets on the surface. L e t us now derive the radiance of light reflected by a mugh faceted surface. This derivation parallels that given by Torrance and SparrowfI21. Consider a small planar patch of the surface under study. of size dA (see Figure 3 1.
Figure 3: The reflection geometry
Assume an infinitesimal source of radiance L, subtending a solid angle dw, with direction of incidence, in spherical coordinates. (OC,q>. (Tbe normal to the mean surface is in direction (O,O) .) The reflected radiance is dLr, with direction (e,.'pp?. For a given incidence direction and reflectance direction only those facet5 whose normals bisect the angle between these directions will be able to reflect light from the source to the receiver. Let the direction of the. normals to these facets be (O, . q, ) . Let us denote the local angle of incidence, or the angle between the source direction and the direction of the normals to the privileged facets, as OiL. Now, in order to calculate the radiance of the patch. we must know the total area of the privileged facets, which will reflect light from the source to the receiver. We therefore define afunction, S ( 8 cp ) the facet areadistribution tuncf f tion (FADF). which represents the total area of the privileged facets per unit solid angle subtended hy the normals to these facets per unit area of the mean surface. Thus, the area of the facets present on an infinitesimal mean surface patch of area dA with normals in the infinitesimal solid angle dwr is S ( 8 'p 1 dO,dA, The power incident on the privileged facets is then f l
This light will then reflect off the facets and into the receiver, and may be attenuated upon reflection. From the point of view of the receiver, the power received from the facets may h e written as where dL, is the radiance of the patch as seen from the viewing direction, and F is the Fresnel coefficient for the surface. The Fresnel coefficient will be a function of the local angleof incidence, @;,.
Some researchers[] also model the attenuation due to the shadowing of one face1 by another, and quantify this with G , the geometrical attenuation factor. It is a function of the incident and exitant directions. Torrance and Spasrow provide a derivation of this factor. Substituting the expression for the incident power into the equation for the reflected power. we see that the radiance of the surface patch is
Most researchers use the simplifying relation [8, 12 We. however, will most often use the re.lation
We have found that numerical methods of calculating the reflected radiance often perform better if we use this relation. Additionally. the equation for the reflected radiance has the same form for both the one-dimensional and t w e dimensional cases if we make this substitution.
For an extended source. the reflected radiance is then
where the integral is over the hemisphere for which 0 is less than -.
There i s also a normalization condition which any realistic FADF must satisfy. Consider one facet of the surface and let its area be dF. The area of the projection of this element onto the mean surface is dFcosgJ
If we were to add up all the projected areas ofall facets on the surface, we would obtain d A , the area of the patch, i.e.
dA = JdFcosBJ
We also know that 3. One-dimensional Gaussian heights
Theory
The results s o far pertain to any slope-based model, or FADE In order to proceed further. we must now choose a specific model for our rough surface. Of panicular interest is one which we call the "one-dimensional Gaussian height" distribution function. We believe this function approximately models surfaces which have been rolled or milled. It is also one of the more commonly used models. Consider a surface which varies in height along one direction, hut which is constant in height along the perpendicular direction. The sluface thus consists of a series of parallel grooves.
Assume that the height values along the first axis are random and follow a Gaussian distribution. We wish to modcl this surface as a collection of facets. As shown by Beckmann and Spizzichino [l] , such a surface is described by where p is the roughnss parameter, and is the angle between the normal to the surface patch and the facet nornmal.
f All the facet normals lie in a plane, and the standard deviation of the facet slopes is -Note that for this casel do is replaced by dB in equation (h), since all the facets are coplanarand may be described by one variable. As noted by
Beckmann and SpizzichinoI 11 and NayarfR], the function may be approximated by a Gaussian in the limit of small P, and thus the model of Torrance and Sparrow, with its Gaussian distribution function, is a reasonable approximation to this function for the case of a fairly smooth surface. This facet area distribution function is more realistic than the Gaussian model, however, since it satisfies the normalization condition (equation (8)). Now, let us determine the radiance pattern for the reflection of a step edge in a rough surface with the given facet area distribution function. We will perfom our calculations in the coordinate system of the surface patch. Therefore, let the normal to the patch be along the z-axis, as shown in Figure 2 , and let the grooves lie paallel to the y-axis (i.e. the height is constant for constant x). Let the source be aLambertian half-plane of radiance 1. Although this may seem t o be a very restrictive assumption. because we are studying the reflected images in the regions local to edges. it is not excessively restrictive; if we wish to study the interaction of neighboring edges, we will have to drop the half-plane assumption. Let us first consider the easiest case, in which the view vector lies in the plane of the surface normals, i.e., the x-z plane. Assume the edge of the source is parallel to the y-axis. We will remove these restrictions shortly.
As we see in Figure 4 , light is incident on the patch through a range of values of the angle ei. Let (2) . v ch gives the reflected radiance for a patch. We will make the simplifying assumptions that F = I and C = I , The first assumption holds fairly well over a large range of angles for most metals. The second assumption holds when both Bi and er are less than approximately 45 degrees [8] . We expect some error due to this assumption, but not n substantial amount. With these assumptions. the reflected radiance will be given by
/o
Because the angle at which light is incident on a facet must equal the angle at which light exits the facet, The radiance of the reflected image will change from point to point, since the values of erO. 0,,, , and er will change tiom point to point on the surface. Now let us remove the assumptions that the edge of the source is parallel to the grooves of the rough reflecting surface. and that the view vector lies in the x-z plane. We note that the rough surface is still parametrim by a single variable. Or s o that we may still calculate the reflected radiance by means of equation (11). Note. however, that for this case. coseiL is given by cos€liL = cnse cos0?+ sine sine,cos(cp f -c p r )
I f Because the sutiace is "one-dimensionally" rough, however, cp = 0, and thus
This description of the reflection of light from rough surfaces is not complete, however. As shown by Beckmann and Spizzichinn, there is a purely speculas component of reflection which can only be explained by considering the wave nature of the light. Nayar[R] calls this component the "speculas spike component of reflection". and that described by equation (15) as the "specular lobe component". Apart from a multiplicative constant, the spike component of reflection is the same as the reflection that would occur if the surface were completely smooth. Thus, we model the lighr reflected from the rough surface as I 0 where A and B describe the relative intensities of the two components, and ( ) means that the intensity is non-zero only if the light may reflect specularly from the source to the receiver.
Experiment
We tested the correctness of the theory by calculating the roughness parameter for several surfaces. The samples were circular stainless steel disks, three inches in diameter, which had been milled to produced a one-dimensionally rough sutiace on one face of each disk. The values of the arithmetic average roughness, R, [ 111, as stated by the manufacturer were 1.5. 3.0,4.5. 7.5, and 9.5 microinches. The camera was a 12-hit Photometrics Star I camera. A large piece of white paper was used as the step edge source. Because the source had a much greater area than the steel plates, it was an appropriate choice to approximate a step edge. Figure 5 shows the experimental contiguration. The distance from the disk5 to the camera was appruximately 12Ckm, and the distance from the plane of the samples to the plane of the source was Y.57cm. The viewing angle, Or, was 7.29 degrees. In order to apply the results of the theory, the intensity of the reflected step edge should be studied along the direcrion perpendicular to the reflected edge. For a generic configuration of source. reflective surface, and camera, it would therefore be necessary to find the reflected edge and determine its direction. This is not difficult in general, and would be the first step in a roughness estimation vision system. We felt that the extra calculation involved in edge detection would add nothing to the test of the theory, and thus the reflected edge was aligned vertically in the image. Similarly, the grooves of the rough surface lay along this direction. This was done merely to simplify the calculations. and in no way reprewnts a loss of generality in the test of the theory. Note that since we assume an orthographic projection. vr is a constant for all points on the reflective surface. For this configuration, ' p, = 0, and equation (15) reduces to equation [ 13). Vie may derive all the necessary terms in this equation from Figure 6 . First, let us find the values of 8 and 0 for every point on the steed plate. Lzt xsrc be a point on the source, and xobj be a point on the object. We see that
where D is the distance between the source plane and the object plane. Also, We therefore know the initial and final values of 0 for all points on the object. and we may therefore use equation
(13).
The images used as data appear in Figure 7 to Figure 9 in order of increasing roughness. The appearance of the retlczted step edges is as one would expect from intuition. Now. in order to fit the model to the data, we must account for several effects which change the appearance of the reflected image. but which are not included in equation (13). First, note that the dimmest parts of the image do not have a zero intensity. but rather there appears to be a constant offset due w ambient light and perhaps camera effects. We model this with the constant, C. Next, note that the value given for gr is the result of a measurement and is there- fore not exact; the same is tme for 0;. Apart from the term tangr, which is a small number for this experimental con- In order to mitigate the effects of noise. the scanlines of each image were averaged to yield a representative reflected edge, which was then the data for all calculations. Figure 10 to Figure 14 show these average scanlines. which the discontinuity in the step edge occuned was found. The intensities a few (usually three) pixels on either side of the central pixel were recorded, and their difference was taken as the initial value of A . The hrst guess for B was then the maximum value ofthe reflected edge, minus C , minus A .
Once the initial values for A , B, and C were determined, the sum of squared differences between the predicted and measured curves could be found for a given p, and the best fit value of 6 could be found by gradient descent. When this reached a minimum, singular value decomposition was used to find the best fit values of A . E , and C for this value of b. The algorithm alternated between fitting for p and fitting for A , B, and C until convergence was reached.
The best fit values for each sample are shown in Table 1 ; 9s we noted earlier, we may calculate the standard deviation for the facet area distribution function from B, and the last column of Table 1 shows these values in units ofdegrees.
The corresponding curves and the data are shown in Figure 15 through Figure 19 . The The best fit curves were compared to the data, and the statistics quantifying the goodness of ht are shown in Table 2 Table 2 Although the curves appear reasonable, but not exact, the fits are not acceptable. Note that the error bars are probably too large, since we averaged over many scanlines, and thus included variations in the source intensity in our calculations of the error. Thus, the fits are certainly unacceptable for the more realistic case in which the errors are smaller.
There are several possible reasons for the poor quality of the fits. First, the model of the renected light, equation (1 3).
is technically incorrect. Equation (13) should only be used for very rough surfaces (those with p n 1 j [I] . In this case.
there should be no specular spike component, and thus, for all our samples which showed an appreciable spike compnnent. equation (.I 3) is not appropriate. Notice that the value of xz is lowest for the 9.5 microinches sample, presumably because the model is more appropriate for the rougher surface. Another possible source of error is the chance that the surface hac a non-Gaussian distribution of heights. We will discuss this possibility after we compare our results with roughness measurements made by other methods.
Although our method produces roughness estimates comparable to those of the methods oi other computcr vision researchers, we wish to determine if the calculated roughness corresponds to the roughness for the surface as measured by conventional means. Before we describe our experiments, however, we mention a caveat. As noted by Bennett and Mattson [2] , different values of surface roughness will be obtained for the same surface with different instruments. Table 3 values. Remember that the roughness values stated by the manufacturer were the arithmetic roughness, rather than the root mean square roughness, and therefore need be the same as the values we calculate. Notice the unusually high value for the 7.5 microinches roughness sample. Note that, except for the fourth sample, the rms values place the samples in the same order as did the edge fitting method. and simple intuition. Next, the correlation lengths of the surfaces were found by taking the autocorrelation of each profile, and then fitting a function of the form in the least squares sense to each of the autocorrelation functions. The correlation lenL."hs for the surfaces appear in Table 4 . Again, notice the large value for the 7.5 microinches roughness sample. Graphs of the scans from the profilometer confirm that this sample has a much lower fundamental frequency for its surface than do the other samples. These two high values could explain why the facet areadistribution function for this sample is almost the same as that for the 4.5 microinches sample, rather than showing a broader distribution. The standard deviations of the slope dis- Table 4 tributions are shown in Table 5 . As can easily be seen, the values found by this method do not correspond at all to Table 5 those found by the optical method and listed in Table 3 . This discrepancy could be due to the poor quality of the estimates of the correlation length, or to the fact that two different methods of measurement were used for these calculations. Also, it is possible that the surfaces do not exhibit a Gaussian distribution of heights, and that the facet model of reflection is not applicable to these samples. We study this possibility next. Table 6 zero, as they should be, and that the values of the mughness parameter are not the same as those shown in Table 3 .
Calculated correlation length
This is an indication that the surfaces do not follow a Gaussian height distribution. We nextpcrfonn chi squared testing to determine if the fit is justified. The results of this procedure show that the surfaces actually are not Gaussian.
This could he the cause for some of the error in the calculalion of therms roughness by optical means. The surfaces are close enough to having a Gaussian height distribution, however. that the pmcedure gives reasonahle estimations of the roughness.
Other roughness models
We have now seen that it is possible to model certain rough surfaces with the one-dimensional Gaussian height FADF and to obtain roughness values in this way, but we have also seen that this model is often inadequate for real surfaccs.
We may rightfully ask if there are other roughness models which we may use. Let us n o w find the reflected radiance from a surface patch with this FADE As before, we may use equation (6) to determine this value. although we now integrate over both angular variables. The reflected radiance will therefore he given by where @ and @ are now both functions of cp The integral over 8 of the first term in equation (20) column ical scanline h m a metal plate which was finished by grinding. Notice that the edge profile is almost linear. The facet area distribution function for this surface is obviously very different from that proposed by Beckmann and Spizzichino, and our current method would therefore be of questionable value. It might be possible, howevzr, to obtain information ahout the roughness of surfaces such as this one, which are not fit well by the Gaussian height models.
Isotropic Gaussian height model
The method for estimating roughness which we have analyzed in this paper finds a single roughness parameter for the surface from all the points in the edge profile. This is a wise plan of attack, since it is an overdetermined system, and is therefore fairly robust with respect to noise. We have noted, however, that for one-dimensional FADF's with certain suurce and object configurations. the derivative of the edge profile is closely linked to the distribution function.
Therefore, rather than propose a model of the rough surface and find one roughness measure as we do now. we hope to be able to obtain the shape of the FADF from the derivative of the edge profile. Because there are more degrees of freedom in the output of this method than there are in the output of our present method, we expect the derivativc method to be more sensitive to noise. The method will also be more sensitive to noise because the derivative operator acts as a high pass filter. Nonetheless. our initial experiments at obtaining one-dimensional FADF's from reflected edges are promising. and it may soon develop into a tool applicable to a general vision system. Figure 26 to Figure 30 show 
Implications for General Vision
The analysis presented above shows that our method of roughness estimation poses no threat of supplanting cument methods of roughness measurement. It could. however, prove useful in general purpose vision systems. The ability to analyze the reflections of step edges can be very useful in artificial environments, where edges arz ubiquitous. and control over the environment is limited. .4dditionally, the theory of edge detection and localization is well dcveloped. 50 the initial steps in such a vision system would he based on proven methods.
Such a system would begin by identifying the regions in an image appropriate for this analysis. It would then look for the reflected images of edges in each region. The sharpest reflected edges in the image would probably come from step edges in the environment, and therefore, it would focus the most attention on these reflected edges.These would also have the greatest high frequency content. and therefore, this search would be facilitated by a frequency space representation of the image, such as the spectrogram or local Fourier transform. Finally. the system would use thc previously derived methods to estimate the roughness of the surface in the given region.
In order to construct a system such as this, however, there are several shortcomings which must be noted. The roughness values and source positions are diflerent for each. positions for each surface, the curves look very similar. In real data, noise could easily erase any differences between these curves. If we consider equation ( I 51, we find p a n of the problem. In many cases. the error function terms in this equation dominate the other terms. and thus, the curve will be invariant tor all cases in which equals a constant. Although we may not be able to determine the surface roughness in tan 0 In, however.
Another possible method to determine roughness without a known source position is to estimate the source position at the same time as estimating the roughness. It is also possible that frequency space and wavelet formulations might not need the knowledge o f a source position.
Note that by studying the derivative of the edge profile, we obtain information only in the direction perpendicular to the edge, and this limits the knowledge we can gain abiiut two-dimensional distribution functions. If there are multiple edges in an image, however, we may obtain information about the directional character of the rouphness. Figure  33 and Figure 34 show the scanlines from the same surface perpendicular to two different edges. The dircctional character of the roughness is obvious from these graphs. By following these lines of reasoning, we hope to improve our methods of roughness estimation to make them part of a general machine vision system.
Conclusion
We have shown that we may estimate the roughness of metal surfaces by studying the reflection of step edges. The method orders the surfaces the same as would a human observer, and this ordering appears related to therms roughness of the surfaces. The values obtained are similar to those determined by other computer vision researchers. but are very different from those obtained by other means. Therefore, the method is probably impractical for precise measurements or quality control; it would. however. be useful for a general purpose vision system. In order to achieve this goal, we must remove our assumption of the known light source position. We do this in future work. We also discussed possible solution methods for surfaces with non-Gaussian height distributions, and the application of such methods to a general vision system. .E 
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