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Consider t h e system o f d i f f e r e n t i a l e q u a t i o n s 
ff = P ( x , y ) , g = Q(x,y) ( 1.1) 
where x , y , t a r e r e a l v a r i a b l e s . T h i s system i s s a i d t o 
be "autonomous" because P ( x , y ) , Q(x,y) do n o t c o n t a i n 
t h e v a r i a b l e t e x p l i c i t l y . From t h i s i t f o l l o w s t h a t 
i f x ( t ) , y ( t ) i s a s o l u t i o n and k i s an a r b i t r a r y 
c o n s t a n t t h e n x ( t + k ) , y ( t + k ) i s a l s o a s o l u t i o n . I f 
xo» v o ^ S a s o l u i t i ° n °£ t n e e q u a t i o n s P ( x , y ) = 0, 
Q(x,y) = 0 t h e n x = x Q , y = y i s a c o n s t a n t s o l u t i o n 
o f (1.1) and t h e p o i n t (x'0» y Q ) i n t h e ( x , y ) p l a n e i s 
c a l l e d a " s i n g u l a r p o i n t " o f ( 1 . 1 ) . We s h a l l c o n s i d e r 
o n l y systems h a v i n g a f i n i t e number o f s i n g u l a r p o i n t s 
( w h i c h are t h e r e f o r e i s o l a t e d ) . I f x ( t ) , y ( t ) i s a • 
non - c o n s t a n t s o l u t i o n t h e n as t v a r i e s , t h e p o i n t 
( x ( t ) , y ( t ) ) d e s c r i b e s a curve C i n t h e ( x , y ) p l a n e 
c a l l e d a " t r a j e c t o r y " o f ( 1 . 1 ) . The a s s o c i a t e d s o l u t i o n 
x ( t + k ) , y ( t + k ) a l s o t r a v e l s a l o n g C as t " v a r i e s . Hence, 
each t r a j e c t o r y corresponds t o an i n f i n i t e f a m i l y o f 
s o l u t i o n s . When P ( x , y ) , Q(x,y) s a t i s f y a l o c a l 
L i p s c h i t z c o n d i t i o n , t h e r e i s one and o n l y one t r a j e c t o r y 
t h r o u g h each p o i n t . T r a j e c t o r i e s cannot pass t h r o u g h a 
f 2Q OCT 1966 
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s i n g u l a r p o i n t though t h e y may approach one as t -*• + « 
or as t + - •, I f x ( t ) , y ( t ) i s a p e r i o d i c s o l u t i o n 
t h e n t h e c o r r e s p o n d i n g t r a j e c t o r y C i s a c l o s e d c u r v e . 
C o n v e r s e l y , each c l o s e d t r a j e c t o r y a r i s e s f r o m a 
p e r i o d i c s o l u t i o n . The l o c a t i o n o f t h e c l o s e d t r a j e c t o r i e s 
o f (1.1) i s t h e r e f o r e a problem o f some i n t e r e s t . L a t e r 
on we s h a l l use t h e f o l l o w i n g well-known r e s u l t which 
i s proved i n P a g e 78. 
Theorem 1.1 Bendixon's Second Theorem: L e t x ( t ) , y ( t ) 
be t h e p a r a m e t r i c e q u a t i o n s o f a h a l f t r a j e c t o r y C 
which remains f o r t -»• + 0 0 i n s i d e a bounded domain D 
which has no s i n g u l a r p o i n t s i n s i d e i t o r on i t s boundary. 
The theorem a s s e r t s t h a t o n l y two cases a r e t h e n p o s s i b l e . 
1 . E i t h e r C i s i t s e l f a c l o s e d t r a j e c t o r y , o r 
2. C approaches a s y m p t o t i c a l l y a c l o s e d t r a j e c t o r y 
Co« 
I n t h i s t h e s i s o u r i n t e r e s t i s i n t h e f r e e 
o s c i l l a t i o n e q u a t i o n 
0 + f < x , g + g ( x ) = 0 ( 1 . 2 ) 
Th i s i s e q u i v a l e n t t o t h e f o l l o w i n g autonomous system: 
jft = y, ^ = - y f ( x , y ) - g ( x ) ( 1 . 3 ) 
The ( x , y ) p l a n e i s c a l l e d t h e "phase p l a n e " o f ( 1 . 2 ) . 
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* 
The s i n g u l a r p o i n t s o f (1.3) are a l l o f t h e f o r m ( x , 0 ) , 
A 
where x i s a r o o t o f g ( x ) = 0 . I f we assume t h a t 
g ( x ) s i g n x > 0 f o r x f 0 (1.4) 
t h e n ( 0,0) i s t h e o n l y s i n g u l a r p o i n t o f ( 1 . 3 ) . The 
"phase energy" f u n c t i o n o f (1.3) i s d e f i n e d t o be 
E ( x , y ) . = i y 2 + G(x) (1.5) 
where 
G(x) = f* g(Od£ ( 1 . 6 ) 
$ i d e r s u i t a b l e c o n d i t i o n s on f ( x , y ) and g ( x ) we s h a l l 
show how t o o b t a i n two c o n s t a n t s e and e such t h a t a l l 
c l o s e d t r a j e c t o r i e s o f (1.3) l i e i n t h e r e g i o n o f t h e 
( x , y ) p l a n e d e f i n e d by i > E ( x , y ) >_ e. I f g ( x ) s a t i f i e s 
(1.4) and t h e c o n d i t i o n 
G(x) -»• + » as |x| -»• « (1.7) 
t h e n t h i s r e g i o n i s t h e annulus between t h e two s i m p l e 
c l o s e d c urves E ( x , y ) = e, E ( x , y ) = e. W i t h t h e h e l p 
o f t h e t a b l e s produced i n Chapter I V t h e numbers e, e 
can be e a s i l y computed i n p r a c t i c e . 
The Lie'nard e q u a t i o n i s 
^ 7 + f ( x ) ^ | + g ( x ) = 0 (1.8) 
T h i s i s t h e s p e c i a l case o f (1.2) i n whic h t h e f u n c t i o n 
f ( x ) i s independent o f dx. As w e l l as b e i n g e q u i v a l e n t 
d t 
t o i t s c o r r e s p o n d i n g phase system (1.3) t h e L i e n a r d 
- i t -
e q u a t i o n i s a l s o e q u i v a l e n t t o t h e autonomous system 
!f = z - F ( x ) , |§ = - g ( x ) (1.9) 
where 
F ( x ) = fx . f ( ? ) d 5 (1.10) o 
The ( x , z ) plane i s c a l l e d t h e " L i e n a r d p l a n e " o f ( 1 . 8 ) . 
A A 
The s i n g u l a r p o i n t s o f (1.9) are a l l o f t h e fo r m ( x " , F ( x " ) ) 
ft 
where x i s a r o o t o f g ( x ) = 0. I f g ( x ) s a t i f i e s (1.4) 
t h e n (0,0) i s t h e o n l y s i n g u l a r p o i n t i n t h e L i e n a r d 
p l a n e . The " L i e n a r d energy" f u n c t i o n o f (1.9) i s 
d e f i n e d t o be 
V ( x , y ) . = i z 2 + G(x) (1.11) 
= i [ y + F ( x ) ] 2 + G ( x ) '(1.12) 
Under s u i t a b l e c o n d i t i o n s on f ( x ) and g ( x ) we s h a l l 
show how t o o b t a i n two c o n s t a n t s . v , y such t h a t a l l 
c l o s e d t r a j e c t o r i e s o f (1.9) l i e i n t h e r e g i o n o f t h e 
( x , y ) p lane d e f i n e d by v > V(x , y ) _> v. I f g ( x ) s a t i f i e s 
(1.4) and (1.7) t h e n t h i s r e g i o n i s t h e annulus between 
t h e two s i m p l e c l o s e d curves V ( x , y ) = v, V ( x , y ) = y. 
L a t e r on we s h a l l make, use o f t h e f o l l o w i n g well-known 
r e s u l t which i s proved i n flj» page 108-110. 
Theorem 1.2 L e v i n s o n and Smith's Theorem: 
1 . f ( x ) and g ( x ) a r e c o n t i n u o u s . f ( x ) i s an even 
f u n c t i o n o f x, hence, F ( x ) i s odd. g ( x ) i s an odd 
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f u n c t i o n o f x, hence, G(x) i s even. g ( x ) s a t i f i e s 
( 1 . 4 ) . 
2. F ( x ) has a s i n g l e p o s i t i v e zero X . I t i s 
& ft n e g a t i v e f o r 0 < x < X . For x > X i t i n c r e a s e s 
m o n o t o n i c a l l y and hence i s p o s i t i v e . 
3. F ( x ) + » w i t h x. 
Under these assumptions, t h e e q u a t i o n (1.8) possesses 
a unique p e r i o d i c s o l u t i o n . 
I n Chapter IV i t i s r e q u i r e d t o f i n d t h e maximum 
and minimum v a l u e s o f t h e phase energy E ( x , y ) on a c l o s e d 
t r a j e c t o r y o f a system o f t y p e ( 1 . 3 ) . The d e r i v a t i v e 
o f E ( x , y ) f o l l o w i n g any s o l u t i o n x ( t ) , y ( t ) o f (1.3) i s 
dE _ « , , v • 
= yy + g ( x ) x 
= y | ? - y f ( x , y ) - g(x)J + g ( x ) y 
. = - y 2 f ( x , y ) (1.13) . 
T h i s shows t h a t E ( x , y ) i n c r e a s e s when y 2 f ( x , y ) < 0 
and E ( x , y ) decreases when y 2 f ( x , y ) > 0. The maxima and 
minima o f E ( x , y ) on a c l o s e d t r a j e c t o r y t h e r e f o r e o c c ur 
a t t h e p o i n t s o f i t where y 2 f ( x , y ) changes s i g n . S i m i l a r l y 
t h e d e r i v a t i v e o f V ( x , z ) f o l l o w i n g any s o l u t i o n x ( t ) , 
z ( t ) o f (1.9) i s 
dV ' x / — = zz + g ( x ) x 
= z j - g ( x ) ] + g ( x ) [ z - FU)J 
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= - F(x)gCx) (1.14) 
The maxima and minima o f V ( x , z ) on a c l o s e d t r a j e c t o r y 
o f ( 1.9) t h e r e f o r e o c c u r a t t h e p o i n t s on i t where 
F ( x ) g ( x ) changes s i g n . 
We now suppose t h e system (1.2) has a p e r i o d i c 
s o l u t i o n whose a s s o c i a t e d c l o s e d t r a j e c t o r y i s C i . L e t 
A 
e be t h e maximum phase energy on C i . I f t h e e q u a t i o n 
dT* + X(x,^f) {jf + g(x> = 0 (1.15) 
where g ( x ) s a t i f i e s ( 1.4) and ( 1 . 7 ) , has a c l o s e d 
t r a j e c t o r y C 2 l y i n g w h o l l y i n s i d e C i , t h e n C 2 must a l s o 
l i e w h o l l y i n s i d e t h e curve E ( x , y ) = e' . I f E ( x , y ) _> e 
a t a l l p o i n t s o f C 2 t h e n t h e curve w i t h e q u a t i o n E ( x , y ) = e 
l i e s w h o l l y i n s i d e C 2, and, t h e r e f o r e w h o l l y i n s i d e C i . 
T h i s means t h a t b o t h t h e c l o s e d t r a j e c t o r i e s Ci and C 2 
l i e i n t h e r e g i o n o f t h e phase space d e f i n e d by 
e £ E ( x , y ) <_ e" (1.16) 
The problem i n t h i s t h e s i s i s t o f i n d o u t i f a 
g i v e n f r e e o s c i l l a t i o n e q u a t i o n 
+ ff> Ht + s ( x ) = 0 ( 1- 1 7 ) 
has any c l o s e d t r a j e c t o r y and i f so, where. Suppose we 
have found w i t h t h e h e l p o f a comparison theorem ( p r o v e d 
i n Chapter I I ) t h a t t h e r e i s a c l o s e d t r a j e c t o r y r o f 
(1.17) between Cj and C 2. Then r must l i e between t h e 
-7-
. ft 
curves E = e , E = e. These curves are t h e r e f o r e 
o u t e r and i n n e r boundary curves f o r r . So t h e problem 
ft ft 
i s s o l v e d i f we f i n d e and e. Computation o f e and e 
f o r two s t a n d a r d e q u a t i o n s i s done i n Chapter I V . 
L a t e r on i n Chapter V we. s h a i l t a k e a L i e n a r d e q u a t i o n 
o f t h e t y p e ( 1 . 8 ) . I f i t has any c l o s e d t r a j e c t o r y , we 
w i i r . : t r a n s f o r m t h e e q u a t i o n t o t h e s t a n d a r d f o r m by 
a b s c i s s i a l t r a n s f o r m a t i o n (see Chapter I I I ) . W i t h t h e 
h e l p o f a comparison theorem ;(see Chapter I I ) and t h e 
energy t a b l e s produced i n Chapter I V , we w i l l f i n d t h e 
range o f v a r i a t i o n o f energy on a c l o s e d t r a j e c t o r y o f 
t h i s new e q u a t i o n . T h i s range, o f v a r i a t i o n w i l l a l s o be 
t h e range o f v a r i a t i o n on t h e c o r r e s p o n d i n g c l o s e d 
t r a j e c t o r y o f t h e o r i g i n a l L i e n a r d e q u a t i o n because o f 
the i n v a r i a n c e o f t h e e n e r g i e s under a b s c i s s i a l 
t r a n s f o r m a t i o n (see Chapter I ' l l ) . I f t h e so^-found range 
o f v a r i a t i o n o f phase e n e r g i e s be e and e and t h a t o f 
ft 
Lie'nard e n e r g i e s v and v t h e n two phase energy curves 
ft y ft E. = e and E = _e o r two L i e n a r d energy curves V = y 
and V = v g i v e o u t e r .and i n n e r boundary curves f o r t h e 
ft ft 
c l o s e d t r a j e c t o r y , e and e, o r v and v may n o t be t h e 
a c t u a l maximum and minimum phase o r Lie'nard e n e r g i e s on 
t h e c l o s e d t r a j e c t o r y b u t we a r e sure t h a t t h e c l o s e d 
t r a j e c t o r y i s n o t c e r t a i n l y e x t e r i o r t o t h e curves 
ft ft E = e and E = e o r t o t h e curves V = v and V = v. 
We have done i t i n d e t a i l s i n Chapter V. 
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Chapter I I 
Comparison Theorems 
(A) Two by two autonomous system 
Suppose t h e 2 x 2 autonomous system . 
x = Pi(x»y), y = Q^x.y) (2.1) 
has a c l o s e d curve C j . 
Consider a n o t h e r 2 x 2 autonomous system 
x = P 2 ( x , y ) , y = Q 2 ( x , y ) (2.2) 
Theorem 2.1 
Suppose Cj i s d e s c r i b e d i n a c l o c k w i s e sense as t 
i n c r e a s e s . I f PjQ 2 < P 2 ^ l o n ^1 " t n e n a n v t r a j e c t o r y o f 
(2.2) which meets Cj s u b s e q u e n t l y passes i n t o t h e i n t e r -
i o r o f C j . 
Suppose Ci i s d e s c r i b e d i n an a n t i c l o c k w i s e sense 
as t i n c r e a s e s . I f PiQ 2 > P2Q1 o n c i t h e n any t r a j e c t o r y 
o f ( 2 . 2 ) which meets Cj s u b s e q u e n t l y passes i n t o t h e 
i n t e r i o r o f C 1 # . • 
P r o o f 
I t i s s u f f i c i e n t t o prove t h e f i r s t p a r t o f t h e 
theorem.^ The v e c t o r ( P i , Q i ) p o i n t s a l o n g t a n g e n t t o Ci. 
The v e c t o r (-Qi,Pi) i s p e r p e n d i c u l a r t o ( P : i , Q i ) and i s 
t h e r e f o r e normal t o C i . Since (Pi»Qi) p o i n t s i n c l o c k w i s e 
sense, (-Qi»P-j') p o i n t s a l o n g outward normal. The v e c t o r 
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(P2,Q2^ p o i n t s inwards i f i t s s c a l a r p r o d u c t w i t h ( -Qi,Pi) 
i s n e g a t i v e , t h a t i s , i f PiQ 2 - P2Q1 < 0. T h i s e s t a b l i s h e s 
t h e theorem. 
Cor 1 
Suppose Cj i s d e s c r i b e d i n a c l o c k w i s e sense as t 
i n c r e a s e s . I f PiQ 2 > P2Q1 on C1 t h e n any t r a j e c t o r y o f 
(2.2) which meets Cj s u b s e q u e n t l y passes t o t h e e x t e r i o r 
o f C j . 
Suppose Cj i s d e s c r i b e d i n an a n t i c l o c k w i s e sense 
as t i n c r e a s e s . I f P1Q2 < P 2Qi on Cj t h e n any t r a j e c t o r y 
o f (2.2) which meets Cj s u b s e q u e n t l y passes t o t h e 
e x t e r i o r p f C j . 
Note I n our d i s c u s s i o n , h e r e a f t e r , u n l e s s o t h e r w i s e 
mentioned, Ci w i l l always be supposed as d e s c r i b e d i n a 
c l o c k w i s e sense. 
Cor 2 
I f PJQJ < P 2Qi on Cx t h e n t h e system (2.2) has a t 
l e a s t one s i n g u l a r p o i n t i n s i d e . 
Pr o o f 
Suppose c o r o l l a r y f a l s e . That i s t h e r e a r e no 
s i n g u l a r p o i n t s o f (2.2) i n s i d e C1. 
Any t r a j e c t o r y C 2.of (2.2) which meets Ci, t h e r e a f t e r 
passes i n t o t h e i n t e r i o r o f Cj and remains i n s i d e Cj f o r 
ev e r (Theorem 2 . 1 ) . Since t h e r e a r e no s i n g u l a r p o i n t s 
o f (2.2) on o r i n s i d e Cj t h e system (2.2) has a t l e a s t 
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one c l o s e d t r a j e c t o r y i n s i d e by Theorem 1.1. L e t r 
be a c l o s e d t r a j e c t o r y o f (2.2) i n s i d e . H e n c e t h e r e 
e x i s t s a t l e a s t one s i n g u l a r p o i n t i n s i d e r by I n d e x 
theorem. T h i s c o n t r a d i c t s o u r a ssumption. Hence' the. 
c o r o l l a r y i s n o t f a l s e . 
Note I P1Q2 K P2Q1 o n c i i m p l i e s t h a t any t r a j e c t o r y C 2 
o f (2.2) i n s i d e cannot meet C j . T r a j e c t o r i e s o f (2.2) 
w h i c h meet come f r o m o u t s i d e Cj and t h e r e a f t e r remain 
i n s i d e f o r e v e r . 
Note £l When t h e s i g n o f i n e q u a l i t y does n o t change on 
Ci between PiQ 2 and P 2 Q i , t h e r e i s always a t l e a s t one 
s i n g u l a r p o i n t o f (2.2) i n s i d e , no m a t t e r whether Cj 
i s d e s c r i b e d c l o c k w i s e o r a n t i c l o c k w i s e . 
Cor 3 
I f P i Q 2 < P2Q1 o n C i , and i f ( 2 .2) has a s i n g l e and 
u n s t a b l e s i n g u l a r p o i n t (S, say) i n s i d e . Cj t h e n t h e r e 
e x i s t s a t l e a s t one?;closed t r a j e c t o r y o f (2.2) l y i n g 
w h o l l y i n s i d e . 
P r o o f 
Since t h e s i n g u l a r p o i n t S ; i s u n s t a b l e , t r a j e c t o r i e s 
o f (2.2) emanate away f r o m S. Since t h e r e a r e no o t h e r 
s i n g u l a r p o i n t s , we can e n c i r c l e - S by a c l o s e d curve I 
which i s w h o l l y i n s i d e Ci such t h a t a l l t r a j e c t o r i e s o f 
* P o incare has e s t a b l i s h e d a s e r i e s o f Index theorems one 
o f w h i c h i s g i v e n below. 
"A c l o s e d t r a j e c t o r y s u r r o u n d s a t l e a s t one s i n g u l a r p o i n t " . 
See [ 2 ] , page 79, l i n e 8. 
- 1 1 - • 
(2.2) which s t a r t f r o m S c r o s s I o u t w a r d s . 
By Theorem 2.1, a l l t r a j e c t o r i e s - o f (2.2) which 
meet Ci c r o s s C'i i n w a r d s . 
Now i f t h e r i n g - s h a p e d r e g i o n between Cx and l be 
t h e i n t e r i o r o f t h e domain D whose bou n d a r i e s a r e Cl and 
lt t h e n t h e domain D.is bounded and c o n t a i n s no s i n g u l a r 
p o i n t s o f (2.2) i n s i d e i t o r on i t s boundary. Since 
any t r a j e c t o r y o f (2.2) which meets Cj o r £ e n t e r s i n t o 
D and remains i n s i d e D f o r e v e r , we conclude by Theorem 
1.1 t h a t t h e r e e x i s t s a c l o s e d t r a j e c t o r y o f (2.2) i n D. 
Cor 4 
I f P1Q2 1 p 2 Q i » "the e q u a l i t y o c c u r i n g o n l y a t a 
f i n i t e number o f p o i n t s on Cj and i f t h e r e are no 
s i n g u l a r p o i n t s o f (2.2) on Cj t h e n any t r a j e c t o r y o f 
(2.2) which meets Cj passes s u b s e q u e n t l y i n t o C j . 
Conversely i f any t r a j e c t o r y o f (2.2) which meets Ci, i s 
n o t e x t e r i o r t o Cj t h e n P1Q2 \ P2Q1 o n ^ 1 * 
P r o o f ^ 
The e q u a l i t y P i Q 2 = P2Q1 occurs o n l y a t a f i n i t e 
number o f p o i n t s ( w h i c h a r e t h e r e f o r e i s o l a t e d ) on C j . 
A t a l l o t h e r p o i n t s on C i , t r a j e c t o r i e s o f (2.2) pass 
i n t o C j . Since s o l u t i o n s v a r y c o n t i n u o u s l y w i t h t h e i r 
i n i t i a l c o n d i t i o n s , t h e t r a j e c t o r i e s o f (2.2) which meet 
Ci a t these p o i n t s o f e q u a l i t y are bound t o pass i n t o C j . 
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Cor 5 
I f ( i ) P1Q2 <. P2Q1 o n cl» "the e q u a l i t y o c c u r i n g o n l y 
a t a f i n i t e number o f p o i n t s on C l s 
( i i ) t h e r e i s a s i n g l e and u n s t a b l e s i n g u l a r 
p o i n t o f (2.2) i n s i d e Ci 
and ( i i i ) t h e r e i s no s i n g u l a r p o i n t o f (2.2) on C i , 
t h ^ h t h e r e e x i s t s a t l e a s t one c l o s e d t r a j e c t o r y o f (2.2) 
which i s n o t e x t e r i o r t o C j . 
P r o o f 
Same as p r o o f t o Cor 3. 
(B) Phase system o f a f r e e n o n - i i n e a r o s c i l l a t i o n e q u a t i o n 
Consider t h e g e n e r a l d i f f e r e n t i a l e q u a t i o n o f t h e 
r e l a x a t i o n o s c i l l a t i o n s 
x" + f ! ( x , x ) * + g ( x ) = 0 (2.3) 
where f i and g are c o n t i n u o u s i n t h e i r arguments and g 
i s l i p s c h i t z i a n , i n e v e r y bounded domain, and such t h a t 
xg ;(x) > 0 f o r x. f 0, /-°'g(x)dx = + ». 
(2.3) can be w r i t t e n as t h e f i r s t o r d e r system 
x = v, v = - f i ( x , v ) v - g ( x ) ( 2 . 4 ) 
Suppose t h a t ( 2 . 4 ) has a t l e a s t one p e r i o d i c s o l u t i o n ; 
t h a t i s , t h e r e e x i s t s a t l e a s t one c l o s e d curve Ci i n 
the ( x , v ) p l a n e . 
Consider a n o t h e r . d i f f e r e n t i a l e q u a t i o n 
x + f 2 ( x , x ) x + g ( x ) = 0 ( 2 . 5 ) . 
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w i t h f 2 c o n t i n u o u s i n i t s arguments and l i p s c h i t z i a n i n 
e v e r y bounded domain. 
(2.5) can a l s o be w r i t t e n as t h e phase system 
* = v, v = - f 2 ( x , v ) v - g ( x ) (2.6) 
Theorem 2.2 (De Castro's - Comparison Theorem [ 3 ] ) 
I f ( i ) f 2 ( x , v ) _> f j ( x , v ) oh C i , t h e e q u a l i t y 
o c c u r i n g a t a f i n i t e number o f p o i n t s on Cj 
and ( i i ) f 2 ( 0 , 0 ) < 0, 
t h e n t h e r e e x i s t s a t l e a s t one c l o s e d t r a j e c t o r y o f 
(2.5) i n t h e ( x , v ) plane w h i c h i s n o t e x t e r i o r t o C j . 
P r o o f 
The e q u a t i o n (2.3) i s a p a r t i c u l a r case o f t h e 
system (2.1) i n t h e ( x , v ) p l a n e where 
Pi - v, Qj = - f ! V -. g 
So i s e q u a t i o n (2.5) o f (2.2) where 
P 2 = v, Q 2 = -. f 2 v - g 
At a p o i n t o f i n t e r s e c t i o n o f a t r a j e c t o r y o f ( 2 . 5 ) 
w i t h Cj i n t h e ( x , v ) p l a n e , we have 
2 
P1Q2 - P2Q1 = - v ( f 2 - f l > 1 0 by h y p o t h e s i s ( i ) 
I t f o l l o w s f r o m Cor 5 t h a t ( 2.5) has a c l o s e d 
t r a j e c t o r y which i s n o t e x t e r i o r t o C j . . 
(C) L i e n a r d system 
Consider a L i e n a r d e q u a t i o n 
£ +. x f x ( x ) + g ( x ) = 0 (2.7) 
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Where g ( x ) s i g n x > 0 so t h a t any t r a j e c t o r y o f ( 2 . 7 ) 
i s d e s c r i b e d i n a c l o c k w i s e s e r i s e - i n t h e L i e n a r d p l a n e . 
Suppose t h e e q u a t i o n ( 2 . 7 ) has a c l o s e d t r a j e c t o r y Ci 
i n t h i s p l a n e . 
Now c o n s i d e r a n o t h e r L i e n a r d e q u a t i o n 
x + x f 2 ( x ) + g ( x ) - 0 (2.8) 
L e t F i ( x ) = .£* f i(^)d§, i = 1,2 and l e t f i and f 2 
be even f u n c t i o n s o f x so t h a t F i and F 2 a r e odd. 
Theorem 2.3 
I f F 2 s i g n x > F j s i g n x on C\, t h e e q u a l i t y 
o c c u r i n g a t a f i n i t e number o f p o i n t s on C\, t h e n any 
t r a j e c t o r y o f (2.8) w h i c h meets Ci s u b s e q u e n t l y passes 
i n t o t h e i n t e r i o r o f C j . I f , i n a d d i t i o n , f 2 ( 0 ) < 0, 
t h e n t h e r e e x i s t s a t l e a s t a c l o s e d t r a j e c t o r y o f (2.8) 
i n t h e L i e n a r d p l a n e w h i c h . i s n o t e x t e r i o r t o C i . 
Proof 
The e q u a t i o n s (2.7) and (2.8) i n t h e L i e n a r d p l a n e 
( x , z ) can be w r i t t e n as t h e Lie'nard systems 
x = z - F i ( x ) - P i , say 
(2.9) 
± = - g ( x ) •= Qj , say 
x = z - F 2 ( x ) ) = P 2, say* 
(2.10) 
z = - g ( x ) = Q2, say 
r e s p e c t i v e l y . 
A t a p o i n t o f i n t e r s e c t i o n o f a t r a j e c t o r y o f ( 2 . 8 ) 
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w i t h C| i n t h e ( x , z ) p l a n e , we have 
P1Q2 - P2Q1 = ~ gCF 2 - F j ) 
_< 0 on C j . 
The - f i r s t p a r t o f t h e theorem f o l l o w s by Cor 4. Since 
f 2 ( 0 ) < 0, t h e o r i g i n which i s t h e o n l y s i n g u l a r p o i n t 
o f ( 2 . 8 ) , i s u n s t a b l e . Hence by Cor 5, t h e r e e x i s t s 
a t l e a s t a c l o s e d t r a j e c t o r y o f (2.8) i n t h e L i e n a r d 
p l a n e which i s n o t e x t e r i o r t o C i * T h i s e s t a b l i s h e s t h e 
•theorem. 
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Chapter I I I 
A b s c i s s i a l T r a n s f o r m a t i o n 
L e t W(x) be any f u n c t i o n such t h a t 
( i ) W(x) + fr o m -» t o +°° as x + f r o m -» t o +» 
( i i ) t h e d e r i v a t i v e ^ = w ( x ) , say, i s c o n t i n u o u s i n 
-oo < x < <*>. 
I f x 2 = W ( x i ) and y 2 = y i t h e n ( x 2 , y 2 ) = T ( x l s y ^ 
d e f i n e s a c o n t i n u o u s one-to-one t r a n s f o r m a t i o n o f t h e 
( x i > Y i ) plane o n t o t he ( x 2 , y 2 ) p l a n e . Then w e ' c a l l 
T an a b s c i s s i a l t r a n s f o r m a t i o n o f t h e p l a n e . O b v i o u s l y 
T has an i n v e r s e t r a n s f o r m a t i o n T* which i s a l s o 
a b s c i s s i a l and corresponds t o t h e i n v e r s e f u n c t i o n o f 
W(x). Moreover i f ( x j , y j ) t r a v e l s a l o n g a curve Ci 
t h e n ( x 2 , y 2 ) = T ( x j , yjO t r a v e l s a l o n g some curve C 2. 
We w r i t e i t as C 2 = TCx. 
Theorem 3.1 
I f C'i i s a t r a j e c t o r y o f t h e system 
x i = Yi» Yi = - Y i f ( W ( x i ) ,y.i) w ( x i ) - g ( W ( x i ) ) w ( x i ) (3.1) 
t h e n C 2 = TCj i s a t r a j e c t o r y o f t h e system;..; 
* • 
x 2 = y2» y2 = _y2^^2-» ^2^ ~ § ( x 2 ^ (3.2) 
Proof 
Let x j ( t ) , y i ( t ) be a s o l u t i o n o f (3.1) whose l o c u s 
i s Ci. I f x 2 ( t ) = W ( x i ( t ) ) , y 2 ( t ) = y i ( t ) t h e n C 2 i s t h e 
l o c u s o f x 2 ( t ) , y 2 ( t ) . 
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• • 
Now x 2 ( t ) = w ( x j ) x i = wCxj) yi = w ( f i ( x 2 ) ) y 2 
where x j = fi(x2) i s t h e i n v e r s e o f x 2 = W ( x i ) . 
A g a i n y 2 ( t ) = y i ( t ) = - y i f ( W ( x i ) , y i ) w ( x i ) - g ( W ( x i ) ) w ( x j ) 
= - y 2 f C x 2 , y 2 ) w ( f i ( x 2 ) ) - g ( x 2 ) w ( f i ( x 2 ) 
That i s , x 2 ( t ) , y 2 ( t ) i s a s o l u t i o n o f t h e system 
y 2 . - y 2 f ( x 2 , y 2 ) - g ( x 2 ) 
x 2 = —• , y = ( 3 . 3 ) 
o ( x 2 , y 2 ) o ( x 2 , y 2 ) 
1 
where o ( x 2 > y 2 ) = ••— . So C 2 i s a t r a j e c t o r y o f 
w ( f i ( x 2 ) ) 
( 3 . 3 ) . 
But (3.2) and (3.3) have t h e same t r a j e c t o r i e s . 
T h e r e f o r e , C2 i s a t r a j e c t o r y o f ( 3 . 2 ) . 
Now we can prove t h a t under a b s c i s s i a l t r a n s f o r m a t i o n 
t h e energy a t a p o i n t on Cj i s e q u a l t o t h e energy a t a 
c o r r e s p o n d i n g p o i n t on C2. For t h i s purpose we w i l l 
e s t a b l i s h t h e f o l l o w i n g two i n v a r i a n c e theorems on energy 
which w i l l be f o u n d u s e f u l i n Chapter V. As we a r e 
i n t e r e s t e d i n a p e r i o d i c s o l u t i o n o f an e q u a t i o n , t h e 
theorems w i l l be c o n f i n e d t o e n e r g i e s on c l o s e d t r a j e c t o r -
i e s o n l y . 
Theorem 3.2 
I f Cj i s a c l o s e d t r a j e c t o r y o f (3.1) t h e n C 2 i s a 
d o s e d t r a j e c t o r y of. (3.2) and c o n v e r s e l y . 
Furthermore t h e g r e a t e s t and l e a s t v a l u e s o f t h e 
phase energy o f (3.1) on are e q u a l t o t h e g r e a t e s t 
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and l e a s t v a l u e s o f t h e phase energy o f (3.2) on C 2 . 
Proof 
, 2 
E ( x 2 , y 2 ) = i y 2 + G ( x 2 ) (3.4) 
i s , by d e f i n i t i o n , t h e phase energy o f (3.2) where 
S ( x 2 ) = /* 2 g(5)d£ 
But 
x d6(W(5)) 
!Q 1 g(W(g)) w(s)d.5 = / 1 d? = G ( W ( x a ) ) 
° d^ 
Hence t h e phase energy o f (3.1) i s 
i y i + G(W(xx)) = E ( W ( X l ) , y ! ) (3.5) 
T h e r e f o r e , i f x 2 = W ( x j ) , y 2 = yx t h e n ( 3.4) and (3.5) 
are e q u a l . That i s , 
phase energy o f (3.1) a t ( x i , y i ) 
= phase energy o f (3.2) a t T ( x i , y i ) . 
T h e r e f o r e , maximum and minimum phase e n e r g i e s on Ci and 
C 2 a r e t h e same. 
Theorem 3.3 
I f f i s f u n c t i o n o f x 2 o n l y t h e n ( 3.1) and (3.2) 
are L i e n a r d e q u a t i o n s and a L i e n a r d energy i s d e f i n e d . 
I n t h i s case t h e g r e a t e s t and!.least v a l u e s o f t h e L i e n a r d 
energy o f (3.1) on Ci a r e e q u a l t o t h e g r e a t e s t and 
l e a s t v a l u e s o f t h e L i e n a r d energy o f ( 3 . 2 ) on C 2. 
Proo f 
V ( x 2 , y 2 ) = H y 2 + F ( x 2 ) ) 2 + G ( x 2 ) (3.6) 
/ x 
i s t h e L i e n a r d energy o f (3.2) where F ( x 2 ) = f 2 f ( ? ) d ^ . 
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But / 1 f ( W U ) ) w(5)d5 = FCWCxj)). So t h e L i e n a r d 
energy o f (3.1) i s 
i ( y i + F ( W ( X l ) ) ) 2 + G ( W ( x i ) ) = VCWXx^.y!) (3.7) 
T h e r e f o r e , i f x 2 = W ( x i ) , y 2 = y i t h e n (3.6) and (3.7) 
are e q u a l . That i s , under a b s c i s s i a l t r a n s f o r m a t i o n , 
Lie'nard energy i s same a t c o r r e s p o n d i n g p o i n t s . T h e r e f o r e 
t h e maximum and minimum L i e n a r d e n e r g i e s on Cj and C 2 are 
t h e same. 
D e f i n i t i o n 
We say t h a t t h e o s c i l l a t i o n e q u a t i o n s 
x + x f ( W ( x ) , x ) w(x) + g ( W ( x ) ) w ( x) = 0 (3.8) 
x + x f ( x , x ) + g ( x ) = 0 (3.9) 
are a b s c i s s i a l l y e q u i v a l e n t . We have j u s t p r o ved t h a t 
t h e t r a j e c t o r i e s i n t h e phase p l a n e o f (3.9) can be 
go t f r o m those o f (3.8) by making t h e a b s c i s s i a l 
t r a n s f o r m a t i o n c o r r e s p o n d i n g t o f u n c t i o n W(x). That i s , 
i f we know t h e t r a j e c t o r i e s o f one, we can i m m e d i a t e l y 
f i n d t h e t r a j e c t o r i e s o f t h e o t h e r . 
Theorem 3.4 
Suppose t h a t ( i ) g ( x ) s i g n x > 0 f o r x | 0 (3.10) 
( i i ) g ' (0) > 0 (3.11) 
( i i i ) G(x) = r g ( c ) d 5 * + » { a | I : +: ( 3 . 
Then t h e f u n c t i o n W(x) can be chosen so as t o make 
g(W ( x ) ) w(x) = x. 
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i s , (3.9) i s a b s c i s s i a l ' l y " e q u i v a l e n t t o an e q u a t i o n 
o f f o r m x + x<|>(x,x) + x = o j . 
P r oof 
As x + fr o m -» t o +» t h e f u n c t i o n /7GTx7 s i g n x + 
fr o m -» t o +». L e t x = W(£) be t h e i n v e r s e o f £ = /2GTx7 
Then W(£) + f r o m -» t o +» as £; t fr o m -» t o +». 
Mow £ 2 = 2G(x) = 2G(W(5)) 
= g ( W C g ) ) i M i i i ; ( 3 . 1 3 ) 
^ i s o b v i o u s l y c o n t i n u o u s and p o s i t i v e f o r g ^ 0. 
x 2 « We have g ( x ) = g(0) + xg (0) + ^ g (0) + .... 
= 0 + xg (0) + o ( x 2 ) when x i s s m a l l 
But G(x) = / * gU)<U = £x 2g ' ( 0 ) + o ( x 3 ) 
= £x 2[g ' ( 0 ) + o ( x ) ] 
/2GTx7 = |X| /g7TU7~+~oTx7 
Again E, - /2~GTx7 s i g n x = x/g~T0) + 6(xT 
x 1 1 
— = ; -». ; as ? + 0 
I /i rTo7"+ 31x7 /IF7B7 
.--f-here e x i s t s /dx\ - 1 > 0, by h y p o t h e s i s 
UeJ / s , / g ' ( 0 ) 
But d ^ = g >0 a t . 5 = 0 
Hence t h e d e r i v a t i v e w(£) o f W(g) i s c o n t i n u o u s and 
- 2 1 -
p b s i t i v e i n -» < £ < +«. 
.".We have now f r o m (3.13) 
5 = g ( W ( 0 ) w(5) 
T h i s e s t a b l i s h e s t h e theorem. 
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Chapter IV 
Standard e q u a t i o n s 
I n t h i s Chapter t h e c l o s e d t r a j e c t o r i e s o f c e r t a i n 
s t a n d a r d e q u a t i o n s a r e d i s c u s s e d . These s t a n d a r d e q u a t i o n s 
have unique c l o s e d t r a j e c t o r i e s , A t p r e s e n t , o u r o b j e c t 
i s t o compute t h e g r e a t e s t and l e a s t v a l u e s o f t h e phase 
and L i e n a r d e n e r g i e s on t h e c l o s e d t r a j e c t o r y o f a 
s t a n d a r d e q u a t i o n . They w i l l be used i n Chapter V i n 
c o n j u n c t i o n , w i t h t h e Comparison Theorem and A b s c i s s i a l 
T r a n s f o r m a t i o n . 
The f i r s t o f t h e s t a n d a r d e q u a t i o n s i s t h e van d e r 
Pol e q u a t i o n 
^ + ^ < * 2 - K > 3 f + * = ° . <»•»' 
where X and ^ a r e p o s i t i v e c o n s t a n t s . I t f o l l o w s a t 
once f r o m Theorem 1.2 t h a t t h i s e q u a t i o n has one and 
o n l y one c l o s e d t r a j e c t o r y ' i n t h e L i e n a r d p l a n e . A l l 
o t h e r t r a j e c t o r i e s a p p r o a c h . t h i s c l o s e d t r a j e c t o r y 
a s y m p t o t i c a l l y as t •+ +». I t f o l l o w s t h a t t h e same i s 
t r u e o f t h e t r a j e c t o r i e s i n t h e phase pl a n e o f ( 4 . 1 ) . 
L e t e ( ^ j y , j * 2 ) , !~(jz> )* 2) denote t h e g r e a t e s t and l e a s t 
v a l u e s , r e s p e c t i v e l y o f t h e phase energy s ( x 2 + x 2 ) as 
t h e p o i n t ( x , x ) v a r i e s round t h e c l o s e d t r a j e c t o r y o f 
(4.1) i n t h e phase p l a n e . The change o f v a r i a b l e x = ji£ 
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reduces (4.1) t o t h e n o r m a l i s e d f o r m 
! | i f + X ( 5 2 _ + ; ± 0 (4.2) 
Since x 2 + x 2 = / i 2 (£ 2 + £ 2) i t f o l l o w s t h a t 
5<j£» £ 2 ) = / t v 2 e ( A , l ) 
X A ' C 4 ' 3 ) e ( ^ , /**) =. y f c 2 e ( x , l ) 
; l t i s t h e r e f o r e s u f f i c i e n t t o t a b u l a t e t h e f u n c t i o n s 
i 
i e ( A , l ) and e ( A , l ) . For A = 0.1, 0.2 , 1.0 and f o r 
•X = 2, 3 , 10 t h e p e r i o d i c s o l u t i o n o f (4.2) has 
;been a c c u r a t e l y computed by Urabe [ 4 j and Urabe, Yanag4v 
'wara and Shinohara f j 5 j r e s p e c t i v e l y . I t f o l l o w s f r o m 
(1.13) t h a t t h e maximum and minimum v a l u e s o f t h e phase 
energy o f t h e c l o s e d t r a j e c t o r y o f (4.2) o c c u r a t p o i n t s 
(€,£) a t whic h A(£j2 - 1 ) C 2 changes s i g n , t h a t i s , a t 
p o i n t s where t h e t r a j e c t o r y crosses t h e l i n e s g - - 1 . 
The e x a c t c o o r d i n a t e s o f these i n t e r s e c t i o n p o i n t s were 
fo u n d from Urabe's t a b l e s by i n t e r p o l a t i o n and t h e 
f u n c t i o n s e ( A , l ) , e ( A , l ) shown i n t a b l e A were t h e n 
C a l c u l a t e d . S i m i l a r l y l e t W j j z V j * 2 ) , v(jjz"»|*2) denote 
t h e g r e a t e s t and l e a s t v a l u e s o f t h e L i e n a r d energy 
f u n c t i o n 
I V ( x , z ) = £x 2 + £[x - Ax + | j£ x 3 ] 2 
a l o n g t h e c l o s e d t r a j e c t o r y o f ( 4 . 1 ) . Since 
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V ( x , z ) = r 2 [ i 5 2 + 1(5 " AC + | A C 3 ) 2 ] , 
i t f o l l o w s t h a t 
where v ( x , l ) , v ( x , l ) a r e t h e numbers c o r r e s p o n d i n g t o 
( 4 . 2 ) . I t f o l l o w s f r o m (1.14) t h a t t h e maximum and 
minimum v a l u e s o f v ( x , z ) f o r t h e p e r i o d i c s o l u t i o n o f 
(4.2) o c c u r a t t h e p o i n t s where H^S 3 - changes s i g n , 
t h a t i s , a t p o i n t s where t h e t r a j e c t o r y c r o sses t h e l i n e s 
£ = - ST. The p r e c i s e c o o r d i n a t e s o f t h e s e p o i n t s o f 
i n t e r s e c t i o n were found f r o m Urabe's t a b l e s by i n t e r p o l -
a t i o n and t h e f u n c t i o n s v ( A , l ) , v ( X , l ) shown i n Tab l e A 
were t h e n computed. From t h e s e t a b l e s and ( 4 . 3 ) and 
(4.4) we can r e a d i l y c a l c u l a t e e ( j ^ , p 2 ) , e ^ p ^ j p 2 ) , 
V ( ~ 7 » i*2)» v ( — y , u 2 ) f o r a wide range o f v a l u e s o f rrx and u 2 , 
P 1 r r r r 
Our second s t a n d a r d e q u a t i o n i s 
^ 7 + *Cx,a,B,Y> ^ | + x = 0 (4.5) 
where O,B,Y a r e p o s i t i v e c o n s t a n t s and ^ ( X , C I » B » Y ) i s 
t h e s t e p f u n c t i o n which i s e q u a l t o 3 i n t h e range |x| > y 
and i s e q u a l t o -a i n t h e range |x| _< y . The L i e n a r d 
system (1.9) a s s o c i a t e d w i t h (4.5) i s 
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4| = z - V ( X , O , B , . Y ) , ff = - x , ( 4 . 6 ) 
where ¥(X,OI,B,Y) = £ iKx,a,B,Y)d£ i s e q u a l t o -ax i n 
the range |x| <_ y and e q u a l t o 3x - (a + B ) Y s i g n x f o r 
|x| _> Y . The graphs o f t h e f u n c t i o n <Kx,a »B » Y ) , V ( x , a , B , Y ) 
I 
7* 
are shown i n F i g u r e s 1 and 2 r e s p e c t i v e l y . Even though 
^ ( x , a , B , Y ) i s d i s c o n t i n u o u s a t x = - Y i t s i n t e g r a l 
Y ( x , a , 3 » Y ) i s c o n t i n u o u s and s a t i f i e s a L i p s c h i t z 
c o n d i t i o n i n -» < x < ». The s o l u t i o n s o f (4.6) a r e 
t h e r e f o r e w e l l behaved as r e g a r d s t h e e x i s t e n c e and 
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uniqueness problems. I t f o l l o w s t h a t t h e same i s t r u e 
o f t h e s o l u t i o n s o f ( 4 . 5 ) . From Theorem 1.2 we deduce 
t h a t t h e system (4.6) has a unique c l o s e d t r a j e c t o r y i n 
th e ( x , z ) p l a n e which i s approached a s y m p t o t i c a l l y by 
a l l o t h e r t r a j e c t o r i e s as t -*• + <*>. I t f o l l o w s t h a t 
t h e same i s t r u e o f t h e t r a j e c t o r i e s i n t h e phase plane 
A 
o f t h e e q u a t i o n ( 4 . 5 ) . L e t e (CX,B,Y)> e.. :(a,B,Y) B E 
t h e g r e a t e s t and l e a s t v a l u e s , r e s p e c t i v e l y , o f t h e 
phase energy J ( x 2 + x 2 ) as t h e p o i n t ( x , x) v a r i e s a l o n g 
t h e c l o s e d t r a j e c t o r y o f ( 4 . 5 ) . S i m i l a r l y l e t 
v ( a , 0 , Y ) , v...(a, B , Y ) denote t h e g r e a t e s t and l e a s t 
v a l u e s o f t h e L i e n a r d energy J x 2 + s£ x + *( x»a»3»Y^| 
a l o n g t h e c l o s e d t r a j e c t o r y . The change o f v a r i a b l e 
x = Y£ reduces (4.5) t o t h e form 
+ * ( 5 , a , B , l ) f| + £ = 0. (4.7) 
As b e f o r e , we a l s o deduce t h a t 
A A 
e ( a , 6 , Y ) = Y 2 e ' ( a , B, 1) , e.,. ( a, B , Y ) = Y 2 e * (a, 8 ,1) 
ft it " " < 4-8) 
v ( a, B , Y ) = Y 2 v ( a , B , D , v f t ( a , B , Y ) = Y 2 v* ( a, B, D 
From (1.13) t h e maximum and minimum v a l u e s o f t h e phase 
energy are a t t a i n e d a t p o i n t s where i|i(S,a,B»lH 2 changes 
s i g n , t h a t i s , a t t h e p o i n t s where t h e c l o s e d t r a j e c t o r y 
c r o s s es t h e l i n e s 5 = - 1 . I t was by f i n d i n g t h ese 
A 
p o i n t s o f i n t e r s e c t i o n t h a t t h e f u n c t i o n s e ( a , 3 , 1 ) , 
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e...(a,B,l) d i s p l a y e d i n Table B were c a l c u l a t e d . S i m i l -
a r l y t h e maximum and minimum o f t h e Lie'nard energy i s 
a t t a i n e d a t t h e p o i n t s where Y(£,a,8,l)£ changes s i g n , 
t h a t i s , a t t h e p o i n t s where the c l o s e d t r a j e c t o r y 
crosses t h e l i n e s £ = - (a. +' 3)/B. By f i n d i n g these p o i n t s 
o f i n t e r s e c t i o n t h e f u n c t i o n s v (a,B»D, v f t ( a , ( $ , l ) 
d i s p l a y e d i n F i g u r e B were computed. 
We now e x p l a i n how t o f i n d t h e p o i n t s o f i n t e r s e c t i o n 
o f t h e l i n e s 5 = -• .1, C = - (a + 3)/3 w i t h t h e c l o s e d -
t r a j e c t o r y i n t h e phase plane o f ( 4 . 7 ) . 
T r a j e c t o r i e s o f (4.7) i n phase plane a r e made up ( F i g u r e 4). 
V A 
j9 Pi*fx£rsy gj- 4fyL*J&o4$-ff 
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o f p i e c e s o f t r a j e c t o r i e s o f 
5 -at + 5 = 0 (4.9) 
i n range - 1 <_ £ <_ 1 and p i e c e s o f t r a j e c t o r i e s o f 
5 + B£ + 5 = 0 (4 .105 
i n range |s| >_ 1. Since \|/( 5 »<*,&, 1') = ty(~Z9a9&tl) t 
i f £(t) i s a s o l u t i o n o f ( 4 . 7 ) , t h e n so i s -£(t). Thus 
i f t h e l o c u s o f ( S ( t ) , ? ( t ) ) i s C, t h e n t h e l o c u s C o f 
1 
(-£(t), - C ( t ) ) i s a l s o a t r a j e c t o r y and i s g o t by r o t a t i n g 
C t h r o u g h n r a d i a n s about o r i g i n . I f C i s t r a j e c t o r y 
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* 
p a s s i n g t h r o u g h C - l , k i ) , ( l , h ) , ( l , - k 2 ) t h e n C i s t h e 
t r a j e c t o r y p a s s i n g t h r o u g h ( 1 , - k i ) , ( -1,-h), ( - l , k 2 ) . 
I n o r d e r t h a t C be a p i e c e o f c l o s e d t r a j e c t o r y i t i s 
necessary and s u f f i c i e n t t h a t k j = k 2 . 
For any p o i n t ( 1 , h) we can f i n d k j and k 2 as f u n c t i o n s 
o f h. I f we p l o t t he graphs V = k i ( h ) , V = k 2 ( h ) t h e n 
the p o i n t where these graphs c r o s s has k j C h ) = k 2 ( h ) = k, 
say. The p o i n t o f i n t e r s e c t i o n o f graphs determines h, k 
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f o r the closed t r a j e c t o r y . So problem i s solved by 
computing functions k j ( h ) , k 2 ( h ) and finding t h e i r point 
of i n t e r s e c t i o n . 
Now l e t us consider the equation 
'i + <K£,a sa 9lK + ? = 0. (4.11) 
Suppose we have computed one t r a j e c t o r y CQ of (4.9). 
I f Ca passes through points (-w, wki) , (w, wh) then by 
shrinking Ca by a factor ^ we would get a t r a j e c t o r y 





can determine from CQ a pair of values h, Jcj, We can 
then plo t a continuous graph of the function k j d i ) . The 
function k j ( h ) w i l l be denoted by kj(h,a) to indicate 
i t s dependence upon the parameter a i n (4.9). We then 
p l o t the graph 
V = kjCh, a) (4.12) 
i n the (h, V) plane. 
A 
A t r a j e c t o r y Ca of 
V + a? + 5.= 0 (4.13) 
would be obtained by r e f l e c t i n g Ca i n the £-axis. I f 
ft ft ft Ca i s t r a j e c t o r y of (4.13) through points (w , w h ) , 
(w , -w k 2 ) then by scaling by a factor —ft- we would get 
a t r a j e c t o r y of (4.13) through points ( 1 , h ) , ( 1 , -k2). 
A 
So f o r each value of w we can determine from Ga a pair 
of values h, k 2 and p l o t the graph 
V = k 2 ( h , a) (4.14) 
i n the (h, V) plane. 
By considering the equation 
V + *(5',BiBsl)£ + 5 = 0, (4.15) 
we can s i m i l a r l y p l o t the graphs 
V = k ^ h , s) (4.16) 
and 
V = k 2 ( h , B') " (4.17) 
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i n the (h, V) plane. 
V 
Then the point P where the graphs (1.12) and (4.17) 
intersect has coordinates (h, k) from which we deduce the 
points of intersection ( 1 , h ) , ( 1 , -k) of the l i n e 5 = + 1 
with the closed t r a j e c t o r y of (4.7). The point Q gives 
the corresponding point f o r (4.15), the point R f o r the 
equation 
'i + * ( e , 6 , o , i ) e + 5 = 0 (4.18) 
and the point S f o r (4.11). 
From (1.13) the phase energy 5 U 2 + £ 2) of (4.7) 
takes i t s maximum and minimum values on the closed 
t r a j e c t o r y at the points where 1(1(5,0,6,1) changes sign -
that i s , at the points 5 = - 1. Hence the point P whose 
coordinates, are (h, k) determines the maximum energy 
A 
e (a,&,1) = J ( l + h 2) and minimum energy e A(a,8,l) = 
5(1 + k 2 ) . By t h i s method the functions e (a, 3,1) and 
e A(a,B,l) displayed i n Figure B were computed. 
Our next step w i l l be to f i n d out v (a,6,1) and 
v f t ( o , 6 , l ) . For t h i s purpose, we f i n d out the points of 
+ o 




t r a j e c t o r y of (4.7). Suppose the l i n e £ = + (1 + ^) 
p 
meets the closed t r a j e c t o r y at points (1 + *h) and 
p 
(1 + f , - k ) . Then 
v*(a,f3,l) = I [ ( 1 + ^  + h 2 ] 
v A ( a , 8 , l ) = i [ ( l + | f + k*] 
and (4.19) 
we explain below the method of fi n d i n g h and k. 
I f a t r a j e c t o r y of (4.10) goes through points 
( 1 , h ) , (1 + |, h ) , (1 + - k ) , ( 1 , -k) then the t r a j -p p 
ectory with scale factor w goes through points 
f^pJui io. 
- 3 5 -
(w, wh), ( ( 1 + t O w , hw), ( ( 1 + —)w., -kw), (w, -kw). 
p p 
On a loop of a t r a j e c t o r y of (4.9), draw the l i n e 
with slope -h where h i s the value f o r periodic 
solution of equation (4.7). Suppose (w, -wh) i s the 
point where t h i s l i n e meets t h i s loop. Draw a 
perpendicular to the £-axis through ( ( 1 +<-§•) w, 0). The 
P. 
distances of t h i s perpendicular to the £-axis from the 
curve are wh and wk. So di v i d i n g these distances 
by w, we get h and k. 
•A A 
We have thus found out e , e*, v , v s f o r the 
closed t r a j e c t o r y of the equation (4.7) when a and g 
are both p o s i t i v e . The actual computed results for 
d i f f e r e n t a's and 6's are shown i n Table B. 
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Table A 
s» e» v, v f o r the closed t r a j e c t o r y of the van 
der pol equation 
x + X(x 2 - l ) x + x = 0 (X > 0) 
\ e V V e 
0.2 2.28 2.06 1.92 1.76 
0.4 2.61 2.19 1.85 1.56 
0.6 2.99 2.32 1.79 . 1.41 
0.8 3.47 2.46 1.74 1.28 
1.0 3.95 .2.63 1.70 1.17 
2.0 7.74 3.81 1.58 0.90 
3.0 13.23 5.47 1.54 0.79 
4.0 20.62 7.56 1.52 0.74 
5.0 29.64 10.06 1.51 0.70 
6.0 40.33. 12,99 1.51 0.67 
8.0 66.79 20.09 1.51 0.64 




e » e A > v , v A f o r the closed t r a j e c t o r y of the equation 
x + x f ( x , a, 3 + x = 0, where 
f ( x , a,3,1) = = -a f o r |x| < 1 






B = i 
it 
V 
3.14 2.91 .2.34 
0.50 10.80 7.23 6.69 6.38 
1 30.53 23.63 21.11 15.62 
1.5 60.01 48.76 40.43 30.9 2 
2 95.72 74.12 61.50 47.06 
2.5 136.6 2 99.87 87.19 66 .39 
3.5 ' 245.81 176.26 161.31 117.08 
4 333.32 228.17 212.47 158.03 




























































































































































































































B = 2.5 
A • to A 
e V v... BA 
1.13 0.74 0.659 0.55 
1.97 1.06 0.812 0.58 
4.50 2.14 1.13 0.60 
8.02 3.11 1.48 0.61 
12.12 4.38 1.89 0.615 
17.86 5.78 2.32 0.62 
30.53 8.9 5 3.34 0.625 
38.43 11.02 3.93 0.625 
59.36 15.97 5.23 0.625 





1.09 0.69 0.62 0.53 
1.89 0.93 0.70 0.54 
4.31 1.65 0.89 0.55 
7.72 2.38 1.11 0.55 
11.64 3.23 1.34 0.55 
17.44 4.22 1.60 0.55 
29.76 6.82 2.20 0.55 
37.57 8.37 2.52 0.55 
58.28 11.37 3.23 0.55 
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B = 4.00 
a e V 
0.25 1.08 0.65 0.61 0.53 
0.50 1.86 0.82 0.678 0.53 
1.00 4.23 1. 37 0. 836 0.53 
1.50 7.61 1.95 ' 1.01 - 0.54 
2.00 11.55 2.65 1.20 0.54 
2.50 17.20 3 .52 ; 1.41 0.54 
3.50 29.38 5 '.'5 3 1.88 • 0.54 
4.00 37.31 6.61 " 2.14 • 0.54 
5.00 57.85 9.32 2.72 0.54 
B - 5.00 
ft ft 
a e V V... e f t 
0,25 1.06 0.62 0.555 0.52 
0.50 1.83 0.76 0.61 0.52 
1.00 4.15 1.09 0.72 5 . 0.52 
1.50 7.53 1. 50 0*85 0.52 
2.00 11.36 2.01 0.987 0.52 
2.50 16.97 2.5 9 : 1.13 0.52 
3.50 29.23 ' 3.98 1.46 0.52 
4.00 36.97 4.95 1.63 0..52 
5.00 57.42 6.72 2.01 0.52 
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Chapter V 
Outer and inner boundary curves of a closed- t r a j e c t o r y . 
Suppose we are given an o s c i l l a t i o n equation 
V + f ( x , x)x + g(x) = 0 (5.1) 
Our idea i n t h i s Chapter i s to f i n d whether t h i s 
equation has any closed t r a j e c t o r i e s and i f so, where. 
We sh a l l b r i e f l y outline the general procedure which wi 
be followed by the i l l u s t r a t i o n of an example. 
Assuming that g(x) s a t i f i e s the conditions (3.10), 
(3.11) and (3.12), we can f i n d from Theorem 3.4 an 
absc i s s i a l l y equivalent equation 
V + p(x, x)x + x = 0 (5.2) 
In the special case when f ( x , x) i s a function of x 
only the same w i l l be true of <p(x, x) and the graph 
v = <p(x) can be easily drawn as a locus i n the (x, v) 
plane of the point 
x = /2GTTT sign 8, v = -£i|r /2GTe7 sign 9 (5.3) 
as e varies from -<» to +». 
Now consider the equations 
x + A(x)x + x = 0 (5.4) 
and 
x + B(x)x + x = 0 (5.5) 
where A(x), B(x) s a t i s f y the requirements of Levinson 
and Smith's Theorem of Chapter I so that the equations 
-46-
from o u t s i d e . At a l l points'on r-i"» (j)(x,y) > A ( x ) . 
So by comparison theorem, t r a j e c t o r i e s of (5.2) c r o s s 
s': 
Ti inwards. T h i s i s true f o r any loop of a t r a j e c t o r y 
of (5.4) outside Ti. So there cannot be any c l o s e d 
t r a j e c t o r y of (5.2) outside i ^ . S i m i l a r l y there cannot 
be any c l o s e d t r a j e c t o r y of (5.2) i n s i d e r 2 . Hence, 
when (5.6) holds, any c l o s e d t r a j e c t o r y of (5.2) must 
l i e i n the r i n g between r j and r 2 • 
Suppose A(x) i s a step f u n c t i o n ij;(x,ci,g,Y) and B(x) 
a parabola A(x 2 - j * 2 ) so t h a t (5.6) can be w r i t t e n as 
i|/(x,a,yB£Y) < 9(x,y) < A(x 2 - j£) f o r a l l (x,y) (5.7) 
ft 
Using t a b l e s we now fxnd maximum value e (a» 6 >Y ) of 
phase energy J ( x 2 + y 2 ) on and minimum value e(A»f<2) 
of phase energy on r 2 . Then r ('and a l l other c l o s e d 
t r a j e c t o r i e s of (5.2) i f more than one) must l i e i n 
region 
e A(a,6,Y> < i ( * 2 + y 2> < e U , j j ? ) (5.8) 
L e t A be the c l o s e d t r a j e c t o r y of (5.1) corresponding 
to the c l o s e d t r a j e c t o r y r of (5.2).. Since Theorem 3.2 
shows t h a t the energies on r and A are i n v a r i a n t under 
a b s c i s s i a l transformation A i i e s i n the region 
e*(a , e,Y) <. i y 2 + G<*> <. e(x»|^) (5.9) 
I n summary when g(x) s a t i f i e s (3.10), (3.11) and 
(3.12) and the c o n d i t i o n (5.7) holds then 
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( i ) t h e re e x i s t s a c l o s e d t r a j e c t o r y A of (5.1) i n 
i t s phase plane, 
( i i ) A l i e s i n the region defined by ( 5 . 9 ) , and 
( i i i ) a l l c l o s e d t r a j e c t o r i e s of (5.1) l i e i n t h i s r e g i o n . 
An example 
Locate the c l o s e d t r a j e c t o r y i n the phase plane of 
x + 4x(x2 - 1) + 2x3 + x = 0 (5.10) 
using ( i ) phase energy, 
and ( i i ) Lie'nard energy. 
S o l u t i o n There e x i s t s a b s c i s s i a l l y e q u i v a l e n t equation 
of form 
x + <|)(x)x + x = 0 (5.11) 
where, graph of (p i s the locus of the point , (x, v) where 
x = Q / Q 7 ~ + ~ 1 s i g n 6, v = * t ( 9 ? " 1 ) / e z +~T s i g n 8 
2 e 2 + 1 
as 6 v a r i e s from -<*> to +<*>. The curve v = <p(x) i s 
p l o t t e d i n F i g u r e 2. 
We see from the graph t h a t . 
,j,(x,4,l,2.2) < <j)(x) < 1.2(x 2 - 1.3 2) 
e f o r the c l o s e d t r a j e c t o r y of 
x + ^(x,a,B,y)x + x = 0 (5.12) 
when a = 4, g = 1, y = 2.2 i s 283.6 and e f o r the 
c l o s e d t r a j e c t o r y of 
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x + X ( x 2 .- p 2)x + x = 0 (5.13) 
when X = 1.2 and ^ = 1.3 i s 1.50. 
Therefore the c l o s e d t r a j e c t o r y of (5.11) l i e s 
between the c i r c l e s 
i ( x 2 + y 2 ) = 1 < 5 0 a n d i, ( x2 + y 2 ) = 283 .6 . 
Hence because of the i n v a r i a n c e of energies on the 
corresponding c i o s e d t r a j e c t o r i e s under a b s c i s s i a l 
t ransformation we conclude t h a t the c l o s e d t r a j e c t o r y of 
(5.10) l i e s between the c l o s e d curves 
l i y 2 + j*+ f 2 ) = 1.50 and £(y 2 + 2**+ | 2 ) = 283.6 . 
Also we see from the graph t h a t 
VfCx, 4,1.5,2.2) < (])(x) < 1.2(x 2 - 1.3 2) 
/ ft 
The maximum Li e n a r d energy v (a,g,Y) f o r the c l o s e d 
t r a j e c t o r y of (5.12) when a = 4, B = 1.5, Y = 2.2 i s 85.7 
and the minimum L i e n a r d energy v f o r the c l o s e d t r a j e c -
t ory of (5.13) when X = 1.2, fx = 1.3 i s 2.65. 
Therefore the c l o s e d t r a j e c t o r y of (5.11) l i e s 
between the closed curves 
^ ( y + | ( x ) ) 2 + |x 2 = 2.65 and 
£(y + | ( x ) ) 2 + £x 2 = 85.7 where 
J ( x ) = ;q* (|)(OdC 
Hence f o r the same reason as above we conclude t h a t the 
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c l o s e d t r a j e c t o r y of (5.10) l i e s between the c l o s e d 
curves 
i [ y + <+( 
x 3 s"|2 .,. X* X 2 
* 3 . x ) - l 2 + x1* + 2£2 = 
3 J 2 2 • 
2.6 5 and 
85.7 
Remark I 
The f u n c t i o n s A(x) and B(x) need not n e c e s s a r i l y 
be a parabola or a step f u n c t i o n . They may both be 
parabolas or both step f u n c t i o n s or some other f u n c t i o n s 
so long as they s a t i s f y (5.6) and we know the maximum 
and minimum energies on the c l o s e d t r a j e c t o r i e s of (5.4) 
and ( 5 . 5 ) . 
Remark I I 
I t i s obvious t h a t to get a b e t t e r approximation 
of the outer and inner boundary curves we must always 
choose A(x) and B(x). as c l o s e as p o s s i b l e to (J)(x). I f 
B(x) be a parabola the following method would give a 
very good approximation of the corresponding boundary 
curve. 
Take a tr a n s p a r e n t sheet with parabolas V = Xx 2, 
X > 0, on i t . By conciding the V-axis of the parabola 
with the V-axis of the curve ,V = (J)(x), s h i f t the 
sheet up or down as necessary and f i n d out which one 
of the parabolas V = X ( x 2 - j * 2 ) i s c l o s e s t to and above 
the graph V = (|)(x). 
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