Abstract: Infrared sounding measurements of the Infrared Atmospheric Sounding Interferometer (IASI), Atmospheric Infrared Sounder (AIRS), and High-resolution Infrared Radiation Sounder/2 (HIRS/2) instruments are used to recalibrate infrared (IR;~11 µm) channels and water vapor (WV; 6 µm) channels of the Visible and Infrared Spin Scan Radiometer (VISSR), Japanese Advanced Meteorological Imager (JAMI), and IMAGER instruments onboard the historical geostationary satellites of the Japan Meteorological Agency (JMA). The recalibration was performed using a common recalibration method developed by European Organization for the Exploitation of Meteorological Satellites (EUMETSAT), which can be applied to the historical geostationary satellites to produce Fundamental Climate Data Records (FCDR). Pseudo geostationary imager radiances were computed from the infrared sounding measurements and regressed against the radiances from the geostationary satellites. Recalibration factors were computed from these pseudo imager radiance pairs. This paper presents and evaluates the result of recalibration of longtime-series of IR (1978-2016) and WV (1995-2016 measurements from JMA's historical geostationary satellites. For the IR data of the earlier satellites (Geostationary Metrological Satellite (GMS) to GMS-4) significant seasonal variations in radiometric biases were observed. This suggests that the sensors on GMS to GMS-4 were strongly affected by seasonal variations in solar illumination. The amplitudes of these seasonal variations range from 3 K for the earlier satellites to <0.4 K for the recent satellites (GMS-5, Geostationary Operational Environmental Satellite-9 (GOES-9), Multi-functional Transport Satellite-1R (MTSAT-1R) and MTSAT-2). For the WV data of GOES-9, MTSAT-1R and MTSAT-2, no seasonal variations in radiometric biases were observed. However, for GMS-5, the amplitude of seasonal variation in bias was about 0.5 K. Overall, the magnitude of the biases for GMS-5, MTSAT-1R and MTSAT-2 were smaller than 0.3 K. Finally, our analysis confirms the existence of errors due to atmospheric absorption contamination in the operational Spectral Response Function (SRF) of the WV channel of GMS-5. The method used in this study is based on the principles developed within Global Space-based Inter-calibration System (GSICS). Moreover, presented results contribute to the Inter-calibration of imager observations from time-series of geostationary satellites (IOGEO) project under the umbrella of the World Meteorological Organization (WMO) initiative Sustained and Coordinated Processing of Environmental Satellite data for Climate Monitoring (SCOPE-CM).
Introduction
Geostationary meteorological satellites have been observing the Earth for more than 40 years. Initially, the measurements of these satellites were intended for qualitative analysis. However, with time the need for using these measurements quantitatively has increased. Due to their long observation period and their good temporal sampling and spatial coverage, these measurements are of tremendous value for climate studies and climate monitoring [1, 2] . Using satellite observations in climate monitoring applications, such as reanalysis, requires these observations to be quantitative, stable in time, accurate, and (or at least) provide quantitative information on the changes in the characteristics of sensors that were operated on the different satellites.
In the literature some methods are presented for the recalibration of measurements from passive imagers. One of the methods is to recalibrate radiances of one instrument (also referred to as the monitored instrument) with radiances of superior instruments operated on another satellite or on an aircraft (also referred to as the reference instrument) using Simultaneous Nadir Overpass (SNO) observations [3] [4] [5] . Comparing SNO observations of a monitored and a reference instrument enables estimation of the quantitative bias between both instruments [6] . When the accuracy of the measurements of the reference instrument is superior to the accuracy of the monitored instrument, it is meaningful to recalibrate the monitored instrument taking into account differences in the instrument's spectral response and spatial resolution, as well as temporal and spatial uncertainties of the SNOs.
There are several international initiatives that aim to tackle the issues related to recalibration of passive imager satellite data in a collaborative manner. In 2005 the Global Space-based Inter-calibration System (GSICS) was established. GSICS is an international collaborative effort of the major space agencies (including the Japan Meteorological Agency (JMA) and European Organization for the Exploitation of Meteorological Satellites (EUMETSAT)), which aims at ensuring consistent accuracy among space-based observations worldwide for climate monitoring, weather forecasting and environmental applications [7] . Although GSICS aims to provide users with high-quality and recalibrated measurements of current and past satellites, it so far mainly focused on recalibrating measurements of current operational satellites.
JMA has been operating several geostationary meteorological satellites since 1978, collecting observations of the full Earth disk at least every six hours. Okuyama et al. [8] recalibrated visible channel data of Geostationary Metrological Satellite-5 (GMS-5)/Visible and Infrared Spin Scan Radiometer (VISSR) by using a radiative transfer simulation package with the Japanese 25-year Reanalysis (JRA-25) data, ground observation and MODIS data. On the other hand, only few attempts were made to recalibrate data from infrared (IR) and water vapor (WV) channels onboard JMA's historical geostationary satellites so far. For instance, Sasaki [9] evaluated the operational calibration tables of the infrared channel onboard GMS-2 and GMS-3. He found that those data had large biases, 1-2 K during non-eclipse period and up to 6 K around midnight during eclipse period. Unfortunately, the telemetry information and the recalibration coefficients, which were used in his study, are missing. Furthermore, his work considered each satellite separately and therefore inter-satellite homogeneity is not guaranteed. To date, the time-series of measurements of IR and WV channels onboard JMA's historical geostationary satellites were not recalibrated by JMA so as to produce a temporally homogenous data record for climate studies.
This paper presents the results of the recalibration of over 35 years of IR and WV channel measurements of JMA's historical geostationary satellite, covering the period 1978-2016. The recalibration is done using the method proposed by John et al. [10] . Their method is based on the principles developed within GSICS. The latter uses high-quality radiance data of the Infrared Atmospheric Sounding Interferometer (IASI) hyper-spectral sensor onboard the Metop satellites for the inter-calibration of observations of geostationary satellites [11] . In order to recalibrate long time-series of IR and WV observations of heritage geostationary satellites dating back to times when IASI observations were not available, the GSICS method needed to be adapted. John et al. [10] developed a novel SNO based approach that uses observations of polar orbiting infrared sounders to recalibrate the IR and WV observations on geostationary satellites. To cover the entire time-series of JMA's historical geostationary satellites, polar orbiting data of three series of infrared sounders are used, i.e., High-resolution Infrared Radiation Sounder/2 (HIRS/2), Atmospheric Infrared Sounder (AIRS), and IASI. As the HIRS/2 and AIRS do no Remote Sens. 2019, 11, 1189 3 of 32 fully cover the infrared and water vapor spectrum, as is done by IASI, an important part of the method developed by John et al. [10] is the handling of differences in spectral response functions (SRFs) between the geostationary imagers and polar orbiting sounders. The recalibration of IR and WV measurements of the VISSR onboard GMS series and the Japanese Advanced Meteorological Imager (JAMI) or IMAGER onboard the Multi-functional Transport Satellite (MTSAT) series resulted in a homogeneous time-series of recalibrated IR and WV radiances covering 1978-2016. The fact that the same recalibration method is applied to both of historical JMA and EUMETSAT satellites helps to create homogenous time-series of satellite data in space and time.
The work described in this paper contributes to the Inter-calibration of imager observations from time-series of geostationary satellites (IOGEO) project under the umbrella of the World Meteorological Organization (WMO) initiative Sustained and Coordinated Processing of Environmental Satellite data for Climate Monitoring (SCOPE-CM), which was established in 2008 [12] . This project is also an international collaborative effort of the major space agencies (including JMA and EUMETSAT) and operators of environmental satellite systems, which aims to coordinate and facilitate international activities to generate Climate Data Records (CDR) from multi-agency satellite data. IOGEO aims at establishing spatially and temporally homogeneous radiance data from all historical geostationary meteorological satellites.
The outline of this paper is as follows. Section 2 introduces the monitored satellite datasets and the three reference datasets used in this study. Section 3 briefly describes the methods used within this recalibration activity. The results are presented in Section 4. Section 5 discusses the choice of the spectral response functions used for the recalibration of GMS-5 WV channel and the variations in diurnal measurement biases. A summary of our study and conclusions are presented in Section 6.
Data
In this section we present the monitored datasets, i.e., JMA geostationary satellites, and reference datasets that are used in this paper.
Monitored Datasets: JMA Geostationary Satellites
Since 1978, JMA has been operating nine geostationary satellites [13] . The GMS series (see Table 1 ) consists of five satellites: GMS, GMS-2, GMS-3, GMS-4 and GMS-5. They are spin stabilized satellites that carried the VISSR instrument and were positioned at a sub-satellite longitude of 140 • E. Before 5 January 1989 (while GMS-3 was operational), they scanned the complete disk of the Earth every 3 hours [13] . Since that date, they scanned the complete disk of the Earth every hour. GMS, GMS-2, GMS-3 and GMS-4 operated one visible channel (0.50-0.70 µm) and one infrared channel (10.5-12.5 µm). GMS-5 was equipped with one visible channel (0.55-0.90 µm) and three infrared channels (6.5-7.0, 10.5-11.5 and 11.5-12.5 µm). The nadir spatial sampling resolution of VISSR data from the GMS series was 1.25 × 1.25 km for the visible channel, and 5.0 × 5.0 km for the infrared channels. The data were archived in VISSR format, which comprise level 1.0 equivalent data (non-rectified images) with calibration tables that are not fixed.
The MTSAT series (see Table 1 ) consists of two three-axis stabilized satellites, i.e., MTSAT-1R and MTSAT-2 [13] . MTSAT-1R carried the JAMI instrument and was positioned at sub-satellite longitudes 140 • E. MTSAT-2 carried the IMAGER instrument and was positioned at sub-satellite longitudes 145 • E. Those instruments scanned the complete disk of the Earth once per hour and operate one visible channel (0.55-0.90 µm) and four infrared channels (3.5-4.0, 6.5-7.0, 10.3-11.3 and 11.5-12.5 µm). The nadir spatial resolution of JAMI and IMAGER data were 1.0 × 1.0 km for the visible channel, and 4.0 × 4.0 km for the IR channels. Observed data were archived in High Rate Information Transmission (HRIT) format, which is level 1.5-equivalent data (rectified images) with fixed calibration tables. Hereinafter, the GMS and MTSAT series are referred to as JMA's historical geostationary satellites. All sensors on JMA's historical geostationary satellites carried a blackbody for onboard calibration of WV and IR channels. Blackbody calibration reduces the effect of sensor temperature variance for the operational calibration. These onboard blackbodies were used for making the operational calibration tables. Figure 2 shows the structure of VISSR onboard GMS-4. Five thermometers were attached on the sensor. When the sensor did not observe the Earth, a shutter appeared in front of a detector and the detector observed its radiance. This shutter functioned as a blackbody. When the detector observed the blackbody, radiance of other parts of the sensor also reached the detector. Considering those effects, the effective blackbody temperature was calculated as follows:
where TE is the effective blackbody temperature, TS is the shutter temperature, TSM is the secondary mirror temperature, TPM is the primary mirror temperature, TBF is the baffle forward temperature and TBA is the baffle after temperature, respectively. This equation and corresponding coefficients were determined by the ground test [16] . All sensors on JMA's historical geostationary satellites carried a blackbody for onboard calibration of WV and IR channels. Blackbody calibration reduces the effect of sensor temperature variance for the operational calibration. These onboard blackbodies were used for making the operational calibration tables. Figure 2 shows the structure of VISSR onboard GMS-4. Five thermometers were attached on the sensor. When the sensor did not observe the Earth, a shutter appeared in front of a detector and the detector observed its radiance. This shutter functioned as a blackbody. When the detector observed the blackbody, radiance of other parts of the sensor also reached the detector. Considering those effects, the effective blackbody temperature was calculated as follows:
where T E is the effective blackbody temperature, T S is the shutter temperature, T SM is the secondary mirror temperature, T PM is the primary mirror temperature, T BF is the baffle forward temperature and T BA is the baffle after temperature, respectively. This equation and corresponding coefficients were determined by the ground test [16] . All sensors on JMA's historical geostationary satellites carried a blackbody for onboard calibration of WV and IR channels. Blackbody calibration reduces the effect of sensor temperature variance for the operational calibration. These onboard blackbodies were used for making the operational calibration tables. Figure 2 shows the structure of VISSR onboard GMS-4. Five thermometers were attached on the sensor. When the sensor did not observe the Earth, a shutter appeared in front of a detector and the detector observed its radiance. This shutter functioned as a blackbody. When the detector observed the blackbody, radiance of other parts of the sensor also reached the detector. Considering those effects, the effective blackbody temperature was calculated as follows:
where TE is the effective blackbody temperature, TS is the shutter temperature, TSM is the secondary mirror temperature, TPM is the primary mirror temperature, TBF is the baffle forward temperature and TBA is the baffle after temperature, respectively. This equation and corresponding coefficients were determined by the ground test [16] . to calculate the effective blackbody temperature and to create the operational calibration tables for each full disk observation (slot). These tables were used to significantly reduce biases on observed temperatures caused by diurnal variations in sensor temperature.
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• shutter temp. (T   S   ) • Figure 3 . The temperatures observed by thermometers on GMS-4/VISSR, see text for details. Table 2 summarizes the operational calibration updating for GMS series satellites. Note that the data gap around 1980 is due to the lack of archived GMS data in JMA. Before March 1987, during the operations of GMS-3, the operational calibration coefficients were not updated for each slot. Some parameters (see Table 2 ) were calculated based on the black body and the deep space observations. The means and variances of those parameters in a day are compared with previous ones. If those were significantly different from previous ones (i.e., t-test, a 95% confidence limit), the calibration coefficients were updated based on those new parameters [9, 17] . Although the effective blackbody temperature was calculated for each slot, the operational calibration tables were updated only once per day or even less frequently. Therefore, the operational IR and WV channel data probably contained a diurnally varying bias especially during eclipse seasons before March 1987. As written in Section 1, Sasaki [9] estimated the operational calibration table of the IR channel onboard GMS-2 and GMS-3 and revealed diurnal variations of the bias of 6 K at the maximum during eclipse season. Unfortunately, because the recalibration coefficients and parameters which he used are missing, we cannot remove these biases before March 1987. Furthermore, his study did not focus on GMS. As the structure of the satellite and sensor of GMS is similar to those of GMS-2 and GMS-3, the diurnal variations of the IR brightness temperature from VISSR onboard GMS is probably also similar. Table 2 summarizes the operational calibration updating for GMS series satellites. Note that the data gap around 1980 is due to the lack of archived GMS data in JMA. Before March 1987, during the operations of GMS-3, the operational calibration coefficients were not updated for each slot. Some parameters (see Table 2 ) were calculated based on the black body and the deep space observations. The means and variances of those parameters in a day are compared with previous ones. If those were significantly different from previous ones (i.e., t-test, a 95% confidence limit), the calibration coefficients were updated based on those new parameters [9, 17] . Although the effective blackbody temperature was calculated for each slot, the operational calibration tables were updated only once per day or even less frequently. Therefore, the operational IR and WV channel data probably contained a diurnally varying bias especially during eclipse seasons before March 1987. As written in Section 1, Sasaki [9] estimated the operational calibration table of the IR channel onboard GMS-2 and GMS-3 and revealed diurnal variations of the bias of 6 K at the maximum during eclipse season. Unfortunately, because the recalibration coefficients and parameters which he used are missing, we cannot remove these biases before March 1987. Furthermore, his study did not focus on GMS. As the structure of the satellite and sensor of GMS is similar to those of GMS-2 and GMS-3, the diurnal variations of the IR brightness temperature from VISSR onboard GMS is probably also similar. Figure 4 illustrates the instruments' spectral response functions (SRFs) relative to spectra as observed by AIRS and IASI. In Figure 4 , the top panels show SRFs of IR and WV channels of JMA's geostationary satellites. The corresponding channels from EUMETSAT's geostationary satellites are shown as well for a comparison. The upper right panel suggests that the SRFs of the WV channel on JMA's historical satellites are narrower than those on EUMETSAT's geostationary satellites. The bottom panels in Figure 4 show the SRFs of channel 8 and 12 on HIRS that are used as reference for the recalibration of the IR and WV channel on the monitored satellites, respectively. To illustrate the difference between SRFs on HIRS/2, HIRS/3, and HIRS/4 all of SRFs are shown in the same graph. The lower right panel shows that the SRFs of HIRS/3 and 4 are narrower than those of HIRS/2 and overlap less with SRFs of the JMA's and EUMETSAT's geostationary satellites. John et al. [10] found that observations of HIRS/2 channel 12 correlate better with those of JMA's and EUMETSAT's geostationary satellites than observations of channel 12 on HIRS/3 or HIRS/4. The latter have a narrower SRF and a different central wavelength. For these reasons HIRS/2 is selected as reference instrument. The details are discussed by John et al. [10] . Figure 4 illustrates the instruments' spectral response functions (SRFs) relative to spectra as observed by AIRS and IASI. In Figure 4 , the top panels show SRFs of IR and WV channels of JMA's geostationary satellites. The corresponding channels from EUMETSAT's geostationary satellites are shown as well for a comparison. The upper right panel suggests that the SRFs of the WV channel on JMA's historical satellites are narrower than those on EUMETSAT's geostationary satellites. The bottom panels in Figure 4 show the SRFs of channel 8 and 12 on HIRS that are used as reference for the recalibration of the IR and WV channel on the monitored satellites, respectively. To illustrate the difference between SRFs on HIRS/2, HIRS/3, and HIRS/4 all of SRFs are shown in the same graph. The lower right panel shows that the SRFs of HIRS/3 and 4 are narrower than those of HIRS/2 and overlap less with SRFs of the JMA's and EUMETSAT's geostationary satellites. John et al. [10] found that observations of HIRS/2 channel 12 correlate better with those of JMA's and EUMETSAT's geostationary satellites than observations of channel 12 on HIRS/3 or HIRS/4. The latter have a narrower SRF and a different central wavelength. For these reasons HIRS/2 is selected as reference instrument. The details are discussed by John et al. [10] . Table 3 lists the reference datasets used in this study. The HIRS/2 instrument is a 20-channel infrared scanning radiometer designed for atmospheric sounding. The first 12 channels operate in the longwave infrared frequencies and channels 13-19 operate in the shortwave infrared frequencies. Channel 20 is a visible channel. The instantaneous field of view (IFOV) is 20.4 km at nadir. It was operated on the TIROS-N, NOAA-6, 7, 8, 9, 10, 11, 12 and 14 satellites. The data are available from 1978 till 2006. The AIRS instrument is a sounder with 2378 spectral channels, which measures simultaneously in time and space, with an IFOV of 13.5 km at nadir. An AIRS spectrum almost covers the spectral range of the IR window channel on JMA's geostationary satellites. However, due to several gaps in the AIRS spectrum, the spectral range of the WV channel on JMA's geostationary satellites is only covered partly. Data are collected from 2002 till date. The IASI is an interferometer with 8461 channels with an IFOV of 12 km at nadir. It is operated on Metop-A and B satellites. The data are collected available from 2006 till date. The IASI spectrum covers the spectral range of the IR and WV channel on JMA's geostationary satellites completely. More details on these reference instruments can be found in John et al. [10] .
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Reference Datasets
Instruments onboard low earth orbit satellites are adequate as reference because they have a superior calibration quality relative to that of the instruments operated onboard historical geostationary satellites [11] . The measurements from the HIRS/2 instruments onboard TIROS-N, and NOAA- 6, 7, 8, 9, 10, 11, 12, 14 (1978-2006) Table 3 lists the reference datasets used in this study. The HIRS/2 instrument is a 20-channel infrared scanning radiometer designed for atmospheric sounding. The first 12 channels operate in the longwave infrared frequencies and channels 13-19 operate in the shortwave infrared frequencies. Channel 20 is a visible channel. The instantaneous field of view (IFOV) is 20.4 km at nadir. It was operated on the TIROS-N, NOAA-6, 7, 8, 9, 10, 11, 12 and 14 satellites. The data are available from 1978 till 2006. The AIRS instrument is a sounder with 2378 spectral channels, which measures simultaneously in time and space, with an IFOV of 13.5 km at nadir. An AIRS spectrum almost covers the spectral range of the IR window channel on JMA's geostationary satellites. However, due to several gaps in the AIRS spectrum, the spectral range of the WV channel on JMA's geostationary satellites is only covered partly. Data are collected from 2002 till date. The IASI is an interferometer with 8461 channels with an IFOV of 12 km at nadir. It is operated on Metop-A and B satellites. The data are collected available from 2006 till date. The IASI spectrum covers the spectral range of the IR and WV channel on JMA's geostationary satellites completely. More details on these reference instruments can be found in John et al. [10] .
Instruments onboard low earth orbit satellites are adequate as reference because they have a superior calibration quality relative to that of the instruments operated onboard historical geostationary satellites [11] . The measurements from the HIRS/2 instruments onboard TIROS-N, and NOAA- 6, 7, 8, 9, 10, 11, 12, 14 (1978-2006) are used as reference datasets because their operational period, which starts in 1978, overlaps with the instruments onboard GMS satellites. The hyper spectral sounder measurements from AIRS onboard Aqua (2002-date) and IASI onboard Metop-A and Metop-B (2006-date) are used because these can be convolved to make more adequate reference data, and because these can complement the time-series after the end of HIRS/2 in 2006. The combination of those reference instruments (HIRS/2, AIRS and IASI) cover the whole period of historical JMA's satellites. 
Methods
Principles of Common Recalibration Method
The recalibration method used in this paper was developed by John et al. [10] , but briefly described here for an easy read of the paper. The method uses collocations between geostationary (GEO) and low earth orbit (LEO) observations for the recalibration of GEO IR/WV channel data. The LEO observations are used as reference data. As the IR and WV channels of historical GEO satellites have different SRFs than those of the reference instruments, Spectral Band Adjustment Factors (SBAFs) need to be applied for making data comparable. Hereto, pseudo-GEO radiances from reference instruments (HIRS/2, AIRS and IASI) were created. Linear regression coefficients, multiple linear regression coefficients, and direct convolution into GEO SRF were applied into HIRS/2, AIRS and IASI for creating pseudo-GEO radiance, respectively. The measurements for the IASI hyper spectral sounder instrument have full spectral coverage for the IR and WV channels of the target GEO satellites in this study. Therefore, the IASI radiances can be directly convolved into GEO SRFs. HIRS/2 is the broadband instruments and the measurements are not easy to be converted into the pseudo GEO radiance. The 200,000 observed IASI spectra are converted into pseudo GEO and pseudo HIRS/2 measurements. Those pairs of pseudo measurements give the coefficients for the conversion from actual HIRS/2 measurements into pseudo GEO measurements by a linear regression. The AIRS is the hyper spectral hyperspectral sounder, but does not have full spectral coverage for the IR and WV channels of the target GEO satellites in this study. Same as HIRS/2, the 200,000 IASI spectra are converted into pseudo GEO measurements and pseudo AIRS spectra. Those pairs of pseudo measurements give the coefficients for the conversion from actual AIRS spectra into pseudo GEO measurements by a multiple linear regression. Note that performing spectral band adjustment does not only mean adjustment from one broad-band sensor (e.g., GEO IR/WV channel) to another broad-band sensor, but can also mean adjustment from a hyper spectral band sensor (e.g., IASI) to a broad-band sensor.
Application of Common Recalibration Method to JMA Satellites
The adjustments needed to use the method presented by John et al. [10] for JMA satellites can be broken down into four steps. The first step is to determine and apply the SBAFs for JMA satellites. The second step is to select GEO-LEO collocations. The third step is to estimate the biases between the different reference satellites/sensors (HIRS/2, AIRS and IASI). The fourth step is to fill the bias of reference instrument by following "Prime Reference Correction." Data from the most reliable reference instrument (Metop-A/IASI in our study) are considered as "prime reference" data. Biases between the "prime reference" and the other reference satellites/sensors (Metop-B/IASI, HIRS/2 and AIRS) need to be estimated and applied to the result of recalibration of GEO satellites. In this paper we call this correction "Prime Reference Correction."
Adjusting for Spectral Band Differences
John et al. [10] used about 200,000 real IASI spectra to create SBAFs for the sensors on historical geostationary satellites relative to HIRS/2 channel 8 for the IR channel and relative to channel 12 for the WV channel. HIRS/2 channel 8 (central wavelength 11.1 µm) is a window channel, sensing the surface and the lower atmosphere, while HIRS/2 channel 12 (central wavelength 6.7 µm) is an upper tropospheric water vapor channel. Similarly, 200,000 IASI spectra were used to derive the SBAFs to convert radiances from one heritage JMA satellite to another heritage JMA satellite. The SBAFs are given in Appendix A. The SBAFs are expressed in linear function of observed radiance. The SBAF adjusted radiance (Rad pseudo ) is calculated as follows:
where the offset (o f f set SBAF ) and the slope (slope SBAF ) are calculated with variances (var(o f f set SBAF )) and (var(slope SBAF )), and a covariance (cov(slope SBAF , o f f set SBAF )). The uncertainties of Rad pseudo derived from SBAFs can be calculated by using those values.
GEO-LEO Collocations
SNO comparisons require the selection of observations from both instruments that represent similar viewing conditions, fields of view and observation times. In this study, we applied time check, satellite zenith angle check, environmental uniformity check and normality check to find GEO-LEO match-up that could be used for the recalibration.
Time Check
The time check defines the maximum difference in observation time between a pair of collocated pixels from LEO and GEO satellites. The thresholds used for MaxTime are listed in Table 4 .
Satellite Zenith Angle Check
The satellite zenith angle (SZA) check defines the maximum difference of atmospheric path length for a collocated pixel between the LEO and GEO observation. The thresholds used for MaxZen are listed in Table 4 .
Environment Uniformity Check
In case the radiances around a collocated pixel pair have large variations (e.g., at the edge of a cloud), small image navigation errors in the GEO or LEO data can cause large differences between the observed GEO and LEO radiances. The uniformity of GEO radiance data over an EnvBox is checked with the following condition:
The thresholds used for MaxStd are listed in Table 4 . Hereto EnvLength is defined. This value represents the number of pixels for a side of EnvBox and defined in the following equation:
where the overfloor function derives the minimum integer which exceeds the argument. For instance, the nadir resolution of AIRS is 13.5 × 13.5 km and that of VISSR IR channel is 5 × 5 km, i.e., EnvLegnth = 3 × over f loor √ 13.5km×13.5km √ 5km×5km = 9. Therefore, the EnvBox of VISSR IR channel observation against AIRS is 9 × 9 pixels. The conceptual diagram of the EnvBox is shown in Figure 5 .
Normality Check
In this study the observations of the used LEO instruments have a larger spatial resolution than corresponding observations of the historical GEO instruments. In order to make the LEO and GEO observations comparable, the GEO radiance data are averaged over a Field of View Box (FovBox) of the size of LEO pixels. The representativeness of the GEO radiances of the FovBox in the EnvBox is checked. The thresholds used for Gaussian values are listed in Table 4 .
where the FovLength (a side of FovBox) is defined as a third of EnvLength (a side of EnvBox).
The conceptual diagram of the EnvBox is shown in Figure 5 . 
Values of Each Threshold
The checking items were taken from JMA's GSICS study [18] . The thresholds of the above checks are listed in Table 4 . The thresholds differ between the GEO satellites but also for different weather conditions. In this work we distinguish between cloudy and cloud free weather condition. If the brightness temperature of the IR channel of the GEO data at the collocated point exceeds 275 K, the scene condition is categorized as clear otherwise it is categorized as cloudy. The used thresholds are equal to the ones used within JMA's GSICS study with considering SRF difference. The MaxStd thresholds of the environment uniformity check slightly change between satellites, depending on SRFs. For GMS, GMS-2 and GMS-3 these thresholds are about two times higher than those of other sensors. As shown in Section 2.1, the observation frequency was small before early 1989 (mid of GMS-3). Relaxing this threshold helps to get enough colocations to calculate recalibration coefficients. Figure 6 shows the bias between the GMS/VISSR IR channel and the TIROS-N/HIRS2 channel 8. The black dots show the result when using the threshold of the IR channels from GMS-4 to MTSAT-2. The green dots show the results when using two times higher thresholds, as is done in 
The checking items were taken from JMA's GSICS study [18] . The thresholds of the above checks are listed in Table 4 . The thresholds differ between the GEO satellites but also for different weather conditions. In this work we distinguish between cloudy and cloud free weather condition. If the brightness temperature of the IR channel of the GEO data at the collocated point exceeds 275 K, the scene condition is categorized as clear otherwise it is categorized as cloudy. The used thresholds are equal to the ones used within JMA's GSICS study with considering SRF difference. The MaxStd thresholds of the environment uniformity check slightly change between satellites, depending on SRFs. For GMS, GMS-2 and GMS-3 these thresholds are about two times higher than those of other sensors. As shown in Section 2.1, the observation frequency was small before early 1989 (mid of GMS-3). Relaxing this threshold helps to get enough colocations to calculate recalibration coefficients. Figure 6 shows the bias between the GMS/VISSR IR channel and the TIROS-N/HIRS2 channel 8. The black dots show the result when using the threshold of the IR channels from GMS-4 to MTSAT-2. The green dots show the results when using two times higher thresholds, as is done in this study. The red dots show the results when no threshold for MaxStd is used. This figure shows that doubling these thresholds helps to increase the number of collocations, and consequently the number of days for which biases (recalibration coefficients) can be estimated, and has little impact on these biases (less than 0.1 K). Using no threshold for MaxStd, on the other hand, leads to larger differences between the LEO-GEO SNOs (up to 1.0 K). 
Using operational Radiance for Linear Fit Instead of Count
The approach suggested by John et al. [10] is to calculate new calibration coefficients by linearly fitting GEO count values against LEO radiance values that have been adjusted for spectral band differences. A disadvantage of this approach is that it cannot detect diurnal or more short-term bias variations. This is because the local time of the passing reference LEO satellite is almost fixed. As written in Section 2.1, especially during the eclipse season, the operational radiance data since March 1987 contains information on variations in diurnal biases. If we used GEO count values for recalibration, the information on variations in diurnal biases, which are estimated by the blackbody calibration, could not be used. For this reason, we chose to use the operational GEO radiance data for the recalibration of JMA's historical geostationary satellites. Figure 7 illustrates how the correction factors are calculated. Over a period of 5 days (t -2 days to t + 2 days), collocated data pairs (operational radiance of monitored instrument averaged over FovBox against radiance of reference instrument with SBAF applied) are linearly regressed on a day by day basis. The slope ( ( ) ) and offset ( ( ) ) of the regression line are taken as correction factors. Plots, such as the one shown in Figure 7 , have uncertainties in the x-axis and yaxis. The uncertainty in the x-axis is defined as the standard deviation of operational GEO radiance over the FovBox (see Section 3.2.2). The uncertainty in the y-axis is calculated from the uncertainty of parameters of SBAFs and NEdT of each reference instruments. The linear regression line is weighted by those uncertainties of each point. The variance and covariance of the slope and offset of the regression line are also calculated considering these uncertainties. The operational calibration coefficients are consisting of slope ( ) and offset ( ). The corrected GEO radiance
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Using Operational Radiance for Linear Fit Instead of Count
The approach suggested by John et al. [10] is to calculate new calibration coefficients by linearly fitting GEO count values against LEO radiance values that have been adjusted for spectral band differences. A disadvantage of this approach is that it cannot detect diurnal or more short-term bias variations. This is because the local time of the passing reference LEO satellite is almost fixed. As written in Section 2.1, especially during the eclipse season, the operational radiance data since March 1987 contains information on variations in diurnal biases. If we used GEO count values for recalibration, the information on variations in diurnal biases, which are estimated by the blackbody calibration, could not be used. For this reason, we chose to use the operational GEO radiance data for the recalibration of JMA's historical geostationary satellites. Figure 7 illustrates how the correction factors are calculated. Over a period of 5 days (t -2 days to t + 2 days), collocated data pairs (operational radiance of monitored instrument averaged over FovBox against radiance of reference instrument with SBAF applied) are linearly regressed on a day by day basis. The slope (slope cor (LEO) ) and offset (o f f set cor(LEO) ) of the regression line are taken as correction factors. Plots, such as the one shown in Figure 7 , have uncertainties in the x-axis and y-axis. The uncertainty in the x-axis is defined as the standard deviation of operational GEO radiance over the FovBox (see Section 3.2.2). The uncertainty in the y-axis is calculated from the uncertainty of parameters of SBAFs and NEdT of each reference instruments. The linear regression line is weighted by those uncertainties of each point. The variance and covariance of the slope and offset of the regression line are also calculated considering these uncertainties. The operational calibration coefficients are consisting of slope (slope org ) and offset (o f f set org ). The corrected GEO radiance (RAD GEO(LEO) ) is calculated as:
where DN is the digital count value of the monitored instrument. Uncertainties of RAD GEO(LEO) can also be calculated by considering variance and covariance of slope cor(LEO) and o f f set cor(LEO) . These uncertainties correspond to the uncertainties of the fit between operational GEO observations and reference instrument observations (after SBAF correction, see Equation (2)). Note that RAD GEO(LEO) represents the corrected GEO radiance value before prime reference correction. The prime reference correction method is explained in Section 3.4.
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Route towards applying prime reference corrections
The prime reference correction method developed is described in [10] . The observations of the reference instruments are subject to differences caused by differences in their SRFs and by uncertainties in their measurements. The differences in SRFs can be corrected by performing spectral band adjustment. It is known to have systematic biases in the HIRS measurements and the aim of applying prime reference corrections is to remove the systematic biases between different reference instruments (LEO satellites) by anchoring the observations of these instruments to a pre-defined prime reference. In our study IASI on Metop-A is taken as the prime reference. The observations of the other reference instruments are adjusted to this prime reference by using the monitored satellites (GEO satellites) as a "bridge." It is assumed that the biases between the reference instruments remain constant in time. In order to correct for SRF differences, the measurements of the two reference instruments are adjusted to the SRF of the geostationary satellite. The double difference is derived from collocated pairs of monitored and reference satellite pixel radiances collected during 
Route towards Applying Prime Reference Corrections
The prime reference correction method developed is described in [10] . The observations of the reference instruments are subject to differences caused by differences in their SRFs and by uncertainties in their measurements. The differences in SRFs can be corrected by performing spectral band adjustment. It is known to have systematic biases in the HIRS measurements and the aim of applying prime reference corrections is to remove the systematic biases between different reference instruments (LEO satellites) by anchoring the observations of these instruments to a pre-defined prime reference.
In our study IASI on Metop-A is taken as the prime reference. The observations of the other reference instruments are adjusted to this prime reference by using the monitored satellites (GEO satellites) as a "bridge." It is assumed that the biases between the reference instruments remain constant in time. In order to correct for SRF differences, the measurements of the two reference instruments are adjusted to the SRF of the geostationary satellite. The double difference is derived from collocated pairs of monitored and reference satellite pixel radiances collected during overlapping periods of the two reference satellites, i.e., radiance pairs of (i) RAD GEO & RAD LEO1 and (ii) RAD GEO & RAD LEO2 . After adjusting the radiances of both reference satellites to the spectral response of the monitored satellites, the correction coefficients can be determined using linear regression (see Figure 7) . Subsequently, the corrected radiance of the monitored instrument can be computed relative to the reference satellite 1 (RAD GEO(LEO1) ) and relative to the reference satellite 2 (RAD GEO(LEO2) ) as follows:
If measurements of both reference satellites would be perfectly unbiased, RAD GEO(LEO1) and RAD GEO(LEO2) would be equal. However, as explained above, systematic biases exist between the reference instruments. The "prime" corrections relate the radiances of the "prime" reference satellite to the radiances of another reference satellite as follows:
The correction slopes and offsets of Equations (9) and (10) can be used to derive the "prime" correction slope (slope prime ) and offset (o f f set prime ) using:
o f f set prime = o f f set cor(LEO2) − slope cor(LEO2) slope cor(LEO1) o f f set cor(LEO1) .
In this paper the "prime" corrections are derived in two steps. Firstly, the "prime" slope and the "prime" offset, including variance and covariance, are calculated on a day-by-day basis during the overlapping period of two reference satellites. Secondly, the day-by-day slopes and offsets are averaged over the overlapping period. Those day-by-day slopes and offsets are also used to calculate the variance and covariance of the averaged slope and offset.
Once the corrections between the "prime" reference instrument (Metop-A/IASI) and the second reference instrument (AIRS) are determined, the "prime" corrections can be propagated further to the earlier reference satellites. Hereto, these corrections are used to adjust the second reference instrument to the "prime" reference, referred to as pseudo "prime" reference. The "prime" corrections for the third reference instrument can be derived from pairs of pseudo "prime" reference (i.e., second reference) and monitored instrument radiances, and pairs of third reference and monitored instrument radiances collected for their overlapping period, i.e., apply Equations (9)- (13) . This process is repeated till "prime" corrections have been derived for the entire series of reference instruments. The variances and covariances are propagated back in time. As a result, variances and covariances will be largest for the early reference instruments.
Results
Standard Radiance
In order to determine the biases of operational GEO radiance, we follow the GSICS approach, which needs information of a reference radiance, i.e., the standard radiance. The standard radiance is defined as the radiance value observed by the satellite instrument for one reference target. The value of the standard radiance depends on the instrument's SRF, and thus differs from instrument to instrument. The standard radiances of the historical JMA satellites were calculated for each channel using RTTOV-11 with the 1976 US Standard Atmosphere for nadir condition in clear sky at night over an ocean surface with a Sea Surface Temperature (SST) of 288.15 K and a wind speed of 7 m/s. These values are similar to those used in JMA's GSICS framework for Himawari-8 [18] . Table 5 lists the standard radiance values and associated brightness temperatures for each JMA historical satellite. The differences of those values are caused by differences in their SRFs. The conversion between radiance and brightness temperature uses Sensor Planck Function, which is calculated by Tahara [19] (see Appendix B). 
Evaluation of Time-Series of Recalibrated Data before Prime Reference Correction
The calibration tables of the IR and WV channels onboard historical JMA's geostationary satellites are re-created using the common recalibration method adopted for all JMA satellites. In this paper, the radiance based on the operational calibration table is referred to as the operational radiance, and the radiance based on this re-created calibration table is referred to as the corrected radiance. For easy understanding, biases are shown in brightness temperature.
As a first step, we evaluated the bias of operational radiance against each LEO reference radiance observation. The SBAFs are applied to convert the radiances of the LEO reference instrument to radiances of the GEO monitored instrument, but no prime reference correction was applied. Figure 8 shows the biases of the operational radiance of IR and WV channels onboard JMA's historical satellites against the LEO radiances at standard radiance. Note that each data point in those figures has uncertainty bars (1σ), which are calculated from uncertainty of the linear regression of LEO radiance and GEO operational radiances as discussed in Section 3.3. However, those values are very small. The average of uncertainty for GMS-5/VISSR WV channel against NOAA11/HIRS/2 ch12 is 0.01 K. Others are smaller than this. The figures reveal that the biases with the reference instruments are generally smaller than 2 K for the IR and WV channels. During the era of GMS/GMS-2/GMS-3/GMS-4 the biases tend to show strong seasonal cycles. During the GMS-5/GOES-9/MTSAT-1R/MTSAT-2 era these seasonal variations are an order of magnitude smaller. In addition, these figures show that there are steady differences between biases estimated by HIRS/2 and those by Aqua/AIRS. A typical example is the biases of the GOES-9 WV channel (deep green lines and light green lines in the bottom panel). However, those steady differences would be eliminated by the prime reference correction. The large variation in the biases of GMS-5/VISSR WV channel against NOAA-14/HIRS/2 ch12 is caused by the difference between their SRFs. Note that the data gap around 1980 is due to the lack of archived GMS data.
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Figure 8. Time series of biases at standard radiance (before prime reference correction) for operational GEO radiances against low earth orbit (LEO) (HIRS, or IASI, or AIRS) radiance. For convenience the biases are presented as brightness temperatures. The conversion between radiance and brightness temperature uses Sensor Planck Function suggested by Tahara [19] .
Evaluation of Time-Series of Recalibrated Data after Prime Reference Correction
As a second step, the prime reference correction is applied to remove the bias of the LEO satellite instruments against the prime reference (Metop-A/IASI). The parameter of the prime reference correction is introduced by the double difference method discussed in Section 3.4. The prime reference correction parameters are shown in Appendix C. If several LEO satellites are collocated with a GEO satellite at one day, the several pairs of recalibration coefficients based on each reference sensors after the prime reference correction are merged into one pair of the coefficients based on the uncertainties of those coefficients. Figure 9 shows the difference between the operational and corrected radiances after applying the prime reference correction. Similar to Figure 8 , each bias in these panels is provided with an uncertainty bar (1σ). For the IR channel, Figure 9 (upper panel) reveals significant seasonal changes in radiometric biases for the operational radiances of GMS to GMS-4. The amplitudes of the biases are 2 K for GMS, 3 K for GMS-2, 2 K for GMS-3 and 1 K for GMS-4. All satellites have a positive bias in winter time and a negative bias in summer time. It is suggested that these biases are related to variations in the sensor temperature. As shown in Section 2.1, the effective blackbody temperature of the VISSR instrument is calculated from the shutter (blackbody) temperature and from the temperatures of other parts of the instrument. The north-south asymmetry of the satellites shape attributes to gradients in temperature at each part of the VISSR instrument caused by seasonal changes in the position of the sun relative to the satellite or diurnal changes in the satellite illumination. These changes lead to seasonal or diurnal variations in the calibration bias. On GMS-4 the number of thermometers, the positions of the thermometers, and the equation for calculating the effective blackbody temperature were improved as compared to GMS/GMS-2/GMS-3 [16] . Although these improvements reduced the amplitude of radiometric bias of GMS-4 from about 2 K to about 1 K, the overall magnitude of the biases remained similar, with about -0.5 K for GMS, 0.0 K for GMS-2, 0.7 K for GMS-3 and 0.5 K for GMS-4.
For GMS-5, the number of thermometers, the positions of the thermometers, and the equation for the effective the blackbody temperature were further improved [20] . Moreover, the structure of observing blackbody changed. Before GMS-4, a shutter appearing in front of the detector behaved as a blackbody. Instead of using a blackbody shutter, GMS-5 and the later satellites used mirrors that appeared in front of the detector. These mirrors reflect the radiation emitted by the blackbody, which is attached inside the instrument on those satellites and the radiation reaches the detecting elements of those instruments [21] . These improvements resulted in a significant reduction of the amplitude of biases for the operational radiances. The operational IR radiances of GMS-5 and GOES-9 reveal half yearly variations in radiometric biases, with amplitudes of about 0.2 and 0.1 K, respectively. These variations may also be related to variations in sensor temperature during the eclipse season. The radiometric bias of GMS-5 has a magnitude of about −0.7 K. A small jump of the radiometric bias is found in GOES-9 in December 2003, with a radiometric bias of −0.2 K before the jump and 0.0 K after the jump. For MTSAT-1R and MTSAT-2, small seasonal cycles in radiometric biases are found, with amplitudes smaller than 0.1 K for both satellites. However, before 2007, the amplitudes of the radiometric biases on MTSAT-1R were larger, about 0.4 K. The radiometric biases of MTSAT-1R and MTSAT-2 are −0.3 and 0.1 K, respectively.
For the WV channel, Figure 9 (bottom panel) did not reveal significant seasonal changes in radiometric biases for GOES-9/MTSAT-1R/MTSAT-2. For GMS-5, the amplitude of the seasonal variation in biases is about 0.5 K. The radiometric biases of GMS-5, MTSAT-1R and MTSAT-2 have a magnitude of about −0.3, 0.3 and −0.2 K, respectively. Similar to the IR channel, a large jump in the radiometric bias of GOES-9 is observed in December 2003, with a radiometric bias of −0.1 K before the jump and 0.6 K after the jump. Till August 2002, the GMS-5 biases show large variations because HIRS/2 is the only reference instrument. The SRFs of the WV channel onboard historical JMA satellites, such as GMS-5, differ considerably from those of HIRS/2 ch12 (see Figure 4) . This mismatch explains part of the uncertainty in the recalibrated radiances. On the other hand, from August 2002 onwards, Aqua/AIRS was also used as reference instrument. The conclusive recalibration coefficients are weighted averages of recalibration coefficients derived from each reference instrument. The weights depend on the uncertainties of recalibration coefficients derived from each reference instrument. As the uncertainties of recalibration coefficients derived from AIRS are much smaller than those from HIRS/2, the conclusive recalibration coefficients are almost the same as those derived from AIRS alone and the uncertainties are also small from August 2002 onwards.
explains part of the uncertainty in the recalibrated radiances. On the other hand, from August 2002 onwards, Aqua/AIRS was also used as reference instrument. The conclusive recalibration coefficients are weighted averages of recalibration coefficients derived from each reference instrument. The weights depend on the uncertainties of recalibration coefficients derived from each reference instrument. As the uncertainties of recalibration coefficients derived from AIRS are much smaller than those from HIRS/2, the conclusive recalibration coefficients are almost the same as those derived from AIRS alone and the uncertainties are also small from August 2002 onwards. Figure 9 . Time series of biases at standard radiance (after prime reference correction) for operational radiances against corrected radiances. For convenience the biases are presented as brightness temperatures. The shaded areas represent the uncertainties (1σ) of the biases. Figure 10 shows the average of uncertainty bars (1σ) of each GEO instrument shown in Figure  9 . The large uncertainties for the old GEO instruments are due to multiple uncertainties of SBAFs from one GEO instrument to another GEO instrument and uncertainties of double difference for estimating the bias of one LEO instrument against another LEO instrument.
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Applying Recalibration Coefficients to Actual Data
Recalibrated coefficients are applied to actual observation data. Herein, two terms, sensor equivalent radiance and baseline sensor normalized radiance, are defined. Sensor equivalent radiance is the radiance based on the SRFs of each observing sensor. As discussed in Section 4.1, the difference between instrument SRFs explains the differences in radiances that are observed for same 
Recalibrated coefficients are applied to actual observation data. Herein, two terms, sensor equivalent radiance and baseline sensor normalized radiance, are defined. Sensor equivalent radiance is the radiance based on the SRFs of each observing sensor. As discussed in Section 4.1, the difference between instrument SRFs explains the differences in radiances that are observed for same target. This is why it is difficult to spot temporal trends over target areas by just analyzing time-series of observations from different instruments. Baseline sensor normalized radiances are radiances that are adjusted to the SRF of a common sensor (the baseline sensor) by SBAFs. The SRF of MTSAT-2/IMAGER is selected as the common baseline sensor for the normalized radiance in this paper. Figures 11 and 12 show, for JMA's geostationary satellites, time-series of daily average clear sky radiances for sub-satellite area (−30 • < latitude < 30 • , sub_satellite_longitude −30 • < longitude < sub_satellite_longitude +30 • ) in brightness temperature units (K) for the IR and WV channel, respectively. These figures present the operational ( Figure 11 ) and recalibrated ( Figure 12 Time-series based on operational calibrated radiances For the IR channel, the top and bottom graph represents the operational (not-recalibrated) and recalibrated brightness temperature in baseline sensor normalized radiance, respectively. The comparison between those graphs shows the impact of the recalibration with using LEO (reference) instruments. In the top graph, there are bigger seasonal variations of observed brightness temperature till GMS-4 as compared to later satellites. Furthermore, for GMS-5 the operational brightness temperature is relatively low. However, the annual variability of the recalibrated brightness temperature till GMS-4 are almost the same as for GMS-5 or later. The temporal average of the observed brightness temperature for GMS-5 is almost the same as for the other instruments. The large uncertainties for the old GEO instruments are due to different sources of uncertainties in the SBAFs and the double difference approach.
A similar impact can be discussed for the WV channel. The comparison of both graphs in Figure 12 shows that the temporal averages of observed brightness temperature from each instrument became more equal by recalibration. The observed brightness temperature by of GMS-5 is slightly lower than that of GOES-9 in the top graph, but almost the same in the bottom graph. Table 6 summarizes the statistics for the baseline sensor normalized brightness temperatures based on the radiances. This table suggests that the recalibration helped to reduce the temporal noise of the GEO observation and to reduce the bias between different GEO instrument observations. Time-series based on recalibrated radiances Figure 11 . Time-series of baseline sensor normalized GMS, GMS-2, GMS-3, GMS-4, GMS-5, GOES-9, MTSAT-1R and MTSAT-2 clear sky radiances (presented as brightness temperatures) for the IR channel, taking MTSAT-2 as the baseline sensor. The upper panel presents the time-series using the operational calibration, whereas the lower panel presents the time-series for the recalibrated calibration. The data points represent daily average values for the area 30N-30S, sub-satellite longitude −30°-sub-satellite longitude +30° derived from 6 hourly data. The shaded areas in the lower panel represent 1σ uncertainty due to the recalibration. 
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Discussion
SRF of GMS5/VISSR WV Channel
Bréon et al. [22] pointed out that the operational SRF of the GMS-5/VISSR WV channel provided by the satellite sensor vendor had been contaminated by atmospheric absorption, and suggested corrected SRF (shown in Figure 13 ). They collect the information about the condition (the air temperature, the humidity and the distance between the light sources and the instrument) for the ground testing of the instrument's SRF. An atmospheric transmission model with this information and the operational SRF enabled to create the expected SRF without the contamination by atmospheric absorption. Kobayashi et al. [23] used RTTOV-10 to evaluate the corrected SRFs, and found that the roneous SRF causes a bias of about 0.6 K in brightness temperature at typical atmospheric nditions in mid-latitudes. In this study we applied another approach to evaluate the correctness of e corrected SRF, using pseudo GMS-5/VISSR brightness temperatures based on Aqua/AIRS servations. The method to produce pseudo GMS-5/VISSR WV radiances from Aqua/AIRS was Kobayashi et al. [23] used RTTOV-10 to evaluate the corrected SRFs, and found that the erroneous SRF causes a bias of about 0.6 K in brightness temperature at typical atmospheric conditions in mid-latitudes. In this study we applied another approach to evaluate the correctness of the corrected SRF, using pseudo GMS-5/VISSR brightness temperatures based on Aqua/AIRS observations. The method to produce pseudo GMS-5/VISSR WV radiances from Aqua/AIRS was developed by John et al. [10] . Pseudo GMS-5/VISSR brightness temperatures were calculated for all collocations between Aqua/AIRS and GMS-5/VISSR during the period August 2002 till May 2003 (all overlap period between GMS-5 and Aqua). Figure 14 shows the difference between observed GMS-5/VISSR brightness temperatures and pseudo GMS-5/VISSR brightness temperatures converted from Aqua/AIRS observations for all collocations. The left panel of Figure 14 shows the relationship between pseudo GMS-5 WV radiances calculated with the operational SRF and GMS-5 observed radiances. The right panel of Figure 14 shows the relationship between pseudo GMS-5 WV radiances calculated with the corrected SRF suggested by Bréon et al., and GMS-5 observed radiances. This result suggests that the corrected SRF is more consistent with AIRS (more reliable) observations than the operational SRF. The average of biases on the left panel and the right panel of Figure 14 are 1.03 and 0.25 K, respectively. The difference between them is about 0.78 K, which is consistent with the evaluation by Kobayashi et al. [23] . This result made us decide to use, instead of operational SRF, the corrected SRF suggested by Bréon et al., for recalibration of GMS-5/VISSR WV channel presented in this study.
suggested by Bréon et al. [22] .
Kobayashi et al. [23] used RTTOV-10 to evaluate the corrected SRFs, and found that the erroneous SRF causes a bias of about 0.6 K in brightness temperature at typical atmospheric conditions in mid-latitudes. In this study we applied another approach to evaluate the correctness of the corrected SRF, using pseudo GMS-5/VISSR brightness temperatures based on Aqua/AIRS observations. The method to produce pseudo GMS-5/VISSR WV radiances from Aqua/AIRS was developed by John et al. [10] . Pseudo GMS-5/VISSR brightness temperatures were calculated for all collocations between Aqua/AIRS and GMS-5/VISSR during the period August 2002 till May 2003 (all overlap period between GMS-5 and Aqua). Figure 14 shows the difference between observed GMS-5/VISSR brightness temperatures and pseudo GMS-5/VISSR brightness temperatures converted from Aqua/AIRS observations for all collocations. The left panel of Figure 14 shows the relationship between pseudo GMS-5 WV radiances calculated with the operational SRF and GMS-5 observed radiances. The right panel of Figure 14 shows the relationship between pseudo GMS-5 WV radiances calculated with the corrected SRF suggested by Bréon et al., and GMS-5 observed radiances. This result suggests that the corrected SRF is more consistent with AIRS (more reliable) observations than the operational SRF. The average of biases on the left panel and the right panel of Figure 14 are 1.03 and 0.25 K, respectively. The difference between them is about 0.78 K, which is consistent with the evaluation by Kobayashi et al. [23] . This result made us decide to use, instead of operational SRF, the corrected SRF suggested by Bréon et al., for recalibration of GMS-5/VISSR WV channel presented in this study. 
Variations in Diurnal Biases
The GOES-9, MTSAT-1R and MTSAT-2 satellites are three-axis stabilized satellites (see Section 2.1). The sensors onboard these types of satellites are subject to diurnal variations in temperature, which results in diurnal variations in the measurement biases. Figure 15 shows the measurement biases of MTSAT-1R/JAMI at each time of days for both of the IR and WV channels. This figure shows that the measurement biases correlate with the observation times. The measurement biases are calculated relative to the measurements of two reference satellites, using collocations collected during the month December 2009. This month is outside the eclipse season. It is expected that the diurnal biases get bigger during the eclipse season.
Similar to Figure 15 , the left panel of Figure 16 shows the measurement biases for the IR channel of GMS-4/VISSR calculated from collocations with HIRS/2 during December 1992. Although the GMS-4 is a spin stabilized satellite, it also shows diurnal variations in the measurement biases. The right panel of Figure 16 shows, for the five thermometers that are used to calculate the effective blackbody temperature, the differences between period averaged thermometer temperature and instantaneous thermometer temperature. This panel confirms that the measurements of IR channel of GSM-4/VISSR are subject to diurnal variations due to diurnal variations in the temperatures of the five thermometers. In this study, such diurnal biases are not considered for the prime reference correction. Further studies are necessary for the removal of those diurnal biases and for taking account of them for the prime reference correction.
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Similar to Figure 15 , the left panel of Figure 16 shows the measurement biases for the IR channel of GMS-4/VISSR calculated from collocations with HIRS/2 during December 1992. Although the GMS-4 is a spin stabilized satellite, it also shows diurnal variations in the measurement biases. The right panel of Figure 16 shows, for the five thermometers that are used to calculate the effective blackbody temperature, the differences between period averaged thermometer temperature and instantaneous thermometer temperature. This panel confirms that the measurements of IR channel of GSM-4/VISSR are subject to diurnal variations due to diurnal variations in the temperatures of the five thermometers. In this study, such diurnal biases are not considered for the prime reference correction. Further studies are necessary for the removal of those diurnal biases and for taking account of them for the prime reference correction. Figure 16 . Left panel is the same as Figure 15 , but for the IR channel of GMS-4/VISSR and using collocations HIRS/2 on NOAA-12 and NOAA-14 during December 1992. The right panel presents, for the five calibration thermometers, the difference between period averaged thermometer temperature and instantaneous thermometer temperatures during eight days in December 1992. Details of each thermometer temperature are shown in Section 2.1.
Conclusions
A common recalibration approach was applied to the IR and WV channels of the VISSR, JAMI, and IMAGER instruments from the JMA's historical geostationary satellites. Data from the IASI, AIRS and HIRS/2 instruments were used as reference for recalibration. The recalibrated IR data from the old JMA satellites (GMS to GMS-4) reveal significant seasonal changes in radiometric biases during their 17 years of operation (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) . This suggests that the sensors on the old JMA satellites were strongly affected by seasonal variations in solar illumination. The amplitude of the biases differs from satellite to satellite, and tends to be smaller for more recent satellites (from 3 to 1 K). From GMS-5 till MTSAT-2 the biases are smaller than 0.7 K and the seasonal variations have a relatively small amplitude, i.e., smaller than 0.4 K. Apart from GMS-5, the time-series of recalibrated WV channel radiances does not reveal seasonal variations. The seasonal variations in the WV channel of GMS-5 have an amplitude of about 0.5 K. The biases for GMS-5, MTSAT-1R and MTSAT-2 are smaller than 0.3 K. In December 2003, a large jump was observed in the radiometric bias of the IR and WV channel on GOES-9, with the bias jumping from −0.2 to 0.0 K for the IR channel and from −0.1 to 0.6 K for the WV channel. This jump was caused by the update of ground processing modules.
The comparison of the operational calibrated and recalibrated time-series of the baseline sensor normalized radiances confirms that the recalibration based on the method from John et al. [10] resulted in a time-series with significantly smaller sensor-to-sensor jumps and comparable annual variations for each sensor. This conclusion applies to both the IR and WV channel time-series.
Note that the method in this study cannot correct for variations in diurnal biases, which are especially problematic for data that were archived before March 1987. The operational calibration coefficients of those data were updated once a day or less. Since March 1987, the sensor temperature was used to update the operational calibration table for every slot. As a result, the radiometric biases of those operational data showed less diurnal variations.
This study also confirms the validity of the corrected SRF of the GMS-5/VISSR WV channel as suggested by Bréon et al. [22] . The operational SRF contains an error due to atmospheric absorption contamination.
This research contributes to the WMO initiative Sustained and Coordinated Processing of Environmental Satellite data for Climate Monitoring (SCOPE-CM) project No. 6: Inter-calibration of imager observations from time-series of geostationary satellites (IOGEO), which aims at establishing spatially and temporally homogeneous radiance data of all geostationary satellites. The Fundamental Climate Data Records (FCDR) presented in this paper is a contribution to the SCOPE-CM IOGEO project. In this project, the recalibration of the visible channel is also a target, developing and applying a common method to the visible channel onboard JMA's and EUMETSAT's historical satellites is future work. 
Appendix B Sensor Planck Functions for IR and WV Channels on Old JMA Satellites
The Planck function and sensor spectral response functions are used to compute brightness temperature (K) from radiance (mW/(m 2 sr cm −1 )) and vice-versa. In general, approximation equations called sensor Planck functions, which are generated for IR and WV channel of old JMA satellites, are used to facilitate computation.
The equations and coefficients for the sensor Planck functions are shown as follows. 
Appendix C Prime Reference Correction Parameters
The double difference method introduces the parameters to quantify the bias of measurements between two LEO measurements. Repeating the double difference method introduces the correction parameters to quantify the bias of each LEO instrument against one prime reference instrument. Metop-A/IASI is considered the prime reference in this study and prime reference correction means that the bias of each LEO instrument is propagated back to Metop-A/IASI as discussed in Section 3.4.
The following equation is used to apply the prime reference correction: Note that the prime reference correction is applied to the corrected GEO radiances by using LEO measurements as a reference, i.e., the parameters of the prime reference correction depends on the SRFs of both the target GEO instrument and the reference LEO instrument. 
