METHODS We focus our thoughts on the assessment of competencies that, at least historically, have been difficult to measure. We highlight several assessment challenges, discuss some of the important issues concerning the validity of assessment scores, and argue that medical educators must do a better job of justifying their use of specific assessment strategies.
DISCUSSION As in most professions, there are clear tensions in medicine in relation to what should be assessed, who should be responsible for administering assessment content, and how much evidence should be gathered to support the evaluation process. Although there have been advances in assessment practices, there is still room for improvement. From the student's, resident's and practising physician's perspectives, assessments need to be relevant. Knowledge is certainly required, but there are other qualities and attributes that are important, and perhaps far more important. Research efforts spent now on delineating what makes a good physician, and on aligning new and upcoming assessment tools with the relevant competencies, will ensure that assessment practices, whether aimed at establishing competence or at fostering learning, are effective with respect to their primary goal: to produce qualified physicians. INTRODUCTION The practice of medicine has and will continue to change. Advances in technology and changes in patient care models, combined with a diffusion of scopes of practice, will require that physicians and other health care practitioners learn new skills and procedures. The breadth and depth of medical knowledge in the field will continue to expand at a rapid pace. Likewise, previously learned patient management strategies will be replaced with more effective ones, further changing the health care provider landscape. 1 All of these changes, either directly or indirectly, have led to changes in individual assessments, assessment programmes and the ways in which stakeholders use assessment data to improve quality. 2, 3 Unfortunately, many assessment processes remain outdated, are based on what is easy to measure, or have limited evidence to support their use. [4] [5] [6] [7] As a result, and based on a number of frameworks, their validity is questionable. 8 On a more positive note, many current changes focus on what should be measured, however difficult, as opposed to what is inexpensive or easy to measure. More importantly, there has been a movement towards integrated longitudinal assessment programmes that allow for a more continuous evaluation of knowledge, skills and attitudes. These programmes, which better integrate education and assessment, may be more likely to produce competent lifelong learners. 9 From a practical perspective, technological advances now allow for more efficient collection, storage and processing of assessment data. For integrated longitudinal assessment programmes, or any model that relies on linking the results from several assessments together, these advances can offer both labour-and time-saving benefits.
In this article, we outline some of the issues we believe are important to consider when developing assessments. We focus on synthesising our current understanding of the tensions associated with assessment as opposed to suggesting specific interventions to address them. Although our arguments pertain to all health professions, we organise the discussion along the continuum of medical education, from selection into medical school, through undergraduate and postgraduate training, to independent practice. We purposely focus on the assessment of competencies that, at least historically, have been difficult to measure. We outline specific assessment challenges, many of which are currently being addressed in medical schools, postgraduate programmes and as part of post-licensure activities. We also examine some of the important issues concerning the validity of assessment scores and argue that we must do a better job of justifying our use of specific assessment strategies and associated assessment instruments. Finally, we contend that embracing technology as part of the assessment process can help ease some of the administrative burden associated with measuring relevant student, resident and practising physician competencies. This, in itself, could alleviate some of the assessment-related tension in medical education.
ASSESSMENT OF PHYSICIANS (AND THOSE WHO WANT TO BE)
Most practising physicians, having themselves experienced certification and licensure examinations, are well aware of the role of assessment in medical education. Various forms of assessment are used in the selection of medical students, the evaluation of progress in undergraduate medical education, residency selection, specialty certification and maintenance of licensure or certification (revalidation). Although the purposes of these assessments can be quite different, they all rely on the measurement of the knowledge, skills and attitudes needed by individuals at specific time-points in their careers. Notwithstanding that these assessments have changed over time, perhaps for the better, we argue that more work is needed to better align these assessments, in terms of what they measure, with the evolving skill sets required for practice. Moreover, we assert that measuring these changing skill sets can be made more efficient and effective through the adoption of various technologies and new assessment methods.
In the following sections, we specifically outline how assessments used for medical student selection, progression in the curriculum and licensure/ certification have changed over the years, often by incorporating new measurement domains and methods. Here, we aim to provide the reader with a general overview of the challenges faced by the assessment community as the knowledge, skills and attitudes required in the profession evolve. Following this, we provide a brief overview of new assessment methods, highlighting the role that technology has played in expanding the measurement domain and making data collection, storage and dissemination more efficient. Although these technological advances will not eliminate all the tension associated with assessing evolving medical competencies, they should make the process more effective, efficient and meaningful. Finally, we present some fundamental validity issues. If we are not measuring the right constructs, as part of assessments either 'for' or 'of' learning, the consequential impact of the assessment will be muted and tensions may rise.
Drawing from the literature on test-enhanced learning, it is arguable that repeated testing produces superior transfer of learning relative to repeated studying. 10 Thus, to the extent that we can efficiently administer more assessments, the learner will ultimately benefit. 11 However, if assessments are not properly targeted at the right proficiencies, or the content is not weighted appropriately, they may drive learning in the wrong direction. 12, 13 Thus, the measurement tension that we see in medical education revolves, at least to some extent, around the trade-offs associated with administering more (valid) assessments and the resources required to do so.
ASSESSMENTS USED FOR SELECTION
Assessments used for the selection of medical students have evolved over time. 14, 15 In line with this, numerous research articles about how to best select medical students and residents have been published. 16 Some of these investigations have even reported data to support the fact that assessment results are predictive of future performance (i.e. establish predictive validity). [17] [18] [19] Putting aside the validity of these assessments or, more appropriately, the inferences we may wish to make based on assessment scores, there has been a general recognition that, in addition to knowledge, other attributes and skills are required to be successful as a medical student or as a resident (postgraduate trainee). Historically, primarily knowledge-based assessments (e.g. the Medical College Admission Test [MCAT]) were used as initial screens for entry into medical school. Many of these written assessments were later modified to include measures of problem solving and clinical reasoning. The use of multiple mini-interviews (MMIs) is now part of many medical school selection programmes. These interviews, often structured like objective structured clinical examinations (OSCEs), allow programmes to assess verbal and non-verbal skills that are difficult, or impossible, to measure using standardised written examinations or through the evaluation of transcripts. Schools using the MMI format believe it produces a more reliable assessment of a candidate. 20 Because students interact with multiple interviewers over the course of the MMI, the opinion of a single interviewer is not over-emphasised. Unlike the traditional one-onone interview, the MMI allows applicants multiple opportunities to showcase their skills, including their abilities to communicate and reason.
Many factors could impact the future success of a medical student and some of these cannot be controlled. It seems reasonable, however, that attributes other than, or in addition to, intelligence or application of knowledge should be emphasised. Patient care relies on leadership, teamwork, communication, conscientiousness, adaptiveness and a host of other individual and group attributes. Although some of these can be taught, others are more trait-like (e.g. personality), and not easily modified. Their measurement, at least in terms of validity considerations, deserves attention.
ASSESSMENTS USED IN EDUCATION PROGRAMMES
Once a student enters a health professions programme, at either undergraduate or graduate level, he or she will encounter numerous assessments, of which many are aimed at improving knowledge and skills, and others are designed to support decisions regarding competency. Knowledge, and its application, is at the core of most assessment programmes, at least for more 'junior' years. Other competencies become more important as training progresses. Arguably, it is these competencies, including leadership, teamwork, interpersonal skills, communication, adaptability, use of information technology, and awareness of and ability to navigate the health care system, amongst others, that define the professional. In many countries, this has been tacitly acknowledged through the development of a variety of performance-based assessments, including, amongst others, the OSCE, mini-clinical evaluation exercise (mini-CEX) and chart-stimulated recall (CSR). 21, 22 These performance-based assessments, whether conducted in a standardised environment or in the workplace, aim to measure more than just knowledge. Although they are administratively burdensome, and typically costly, they allow for the assessment of competencies that are important to medical practice.
In both undergraduate and graduate medical education, there has been a movement towards the measuring of growth. To measure growth, point-intime assessments need to be more frequent. There must also be systems in place to store and analyse performance data. In undergraduate medical education, the use of assessments with overlapping or equivalent content, often referred to as 'progress testing', allows for more systematic measurement of growth in student abilities. 23 This growth, although relatively easy to measure for knowledge, can also be measured for clinical skills by employing linked OSCEs. 24 There has also been a movement towards programmatic assessment, in which individual assessment methods are chosen specifically to align with curriculum outcomes. Here, where efforts have been made to develop proper assessment blueprints, meaningful point-in-time assessment data can be aggregated longitudinally to support decisions regarding specific competencies. 25, 26 Graduate medical education programmes now focus on competency-based medical education, using specific 'milestones' to both facilitate improvements to the curricula and to document the progression of trainees. [27] [28] [29] The goals of these milestones are to define the essential competencies in each specialty. Being more explicit about the competencies, and focusing on the individual learner, allows for the development of meaningful assessments that will help the individual trainee progress to become the best possible provider. Developing information systems to store longitudinal performance data will facilitate the achievement of assessment goals, including those related to learning and competency attainment.
The assessments used in education programmes have clearly extended beyond the measurement of knowledge. There has also been a movement towards more formative assessment practices that focus on the provision of meaningful feedback. From an educational perspective, both of these trends are positive. They should lead to the development of more capable practitioners if the assessments are well constructed, are supported by a suitable information technology infrastructure, measure the important domains or competencies, are administered relatively frequently, and yield reliable and valid ability estimates.
ASSESSMENTS USED FOR LICENSURE, CERTIFICATION OR RECERTIFICATION
Licensure examinations are used in many countries to decide who can, or cannot, practise medicine. 30 Historically, these assessments were primarily concerned with measuring knowledge or, at best, the application of knowledge (e.g. in pharmacology). They typically employ selectedresponse formats. These assessments are costly to construct because they require large item banks. Nevertheless, they are efficient and yield fairly precise estimates of ability, at least on the construct (e.g. interpretation of laboratory tests), or constructs, being measured. However, although knowledge and application of knowledge are important, the provision of adequate patient care requires other abilities. The assessment of these abilities can be accomplished in many ways, including through OSCEs and various in situ workplace-based formats such as the mini-CEX and CSR. 31 The introduction of these performancebased examinations as part of the licensure process highlights the general recognition that clinical skills are essential for the provision of patient care. Like other licensure examination formats, they are expensive to administer and their validity remains subject to debate. 32 Their introduction did, however, push medical schools to emphasise clinical skills in their curricula. From a consequential validity perspective, the assessments have certainly driven learning. 33 More importantly, and discussed in more length later in this article, new assessment methods, including simulation, made possible through technological innovation, afford the opportunity to more efficiently measure important constructs that were previously ignored. We would argue that these constructs (e.g. teamwork, communication), combined with skills to promote self-regulated learning, are likely to make the most difference in patient care.
There is a general recognition that recertification (or revalidation) is necessary for physicians to maintain their knowledge and skills over time, and that practitioners can improve their performance and patient care by actively participating in education and assessment activities. 34, 35 Many countries, including the USA and the UK, have wellestablished certification and recertification programmes. Nevertheless, various stakeholders have complained that the assessments are not appropriate or are irrelevant to their everyday practice. The fundamental issue is that assessment content is not adequately aligned with the knowledge and skills required for effective practice, at least for the physician at that point in his or her career. From an assessment perspective, there has also been some debate as to whether recertification (or revalidation) examinations should be highstakes assessments 'of learning' or more formative assessments 'for learning', or some combination thereof. 36 However, regardless of the primary purpose of the assessment, the content and constructs being measured must be aligned with the education needs of the practitioner. Ideally, to minimise the tension between the certification agencies and the diplomates they serve, these assessments should be relevant to practice, spur learning and lead to more effective patient care. Most importantly, and as will be discussed later in this article, evidence should be gathered to support these positive assessment attributes.
In the USA, specialty boards govern the certification and recertification processes. The requirements for initial specialty certification can vary, but typically include the completion of an education programme (residency, postgraduate training) and some form of standardised assessment. Passing these standardised assessments, which are often based largely on multiple-choice questions (MCQs), provides some evidence of a physician's expertise in a particular specialty or subspecialty of medical practice. For most specialties, the certification examination is taken at the end of postgraduate training and is administered in a selected-response format. More recently, certification examinations have been spread out (taken in parts, earlier and later in specialty training) and, in some cases, expanded to include some form of performancebased assessment. 37 The spacing of initial certification examinations makes sense in that it recognises that point-in-time assessments may not optimise learning, potentially increase examinee stress, and may not indoctrinate future practitioners into a 'longitudinal' assessment paradigm. As in medical licensure examinations, the introduction of performance-based assessments into specialty certification recognises the fact that abilities other than knowledge (e.g. communication, teamwork and procedures) are important parts of a physician's expertise.
Maintenance of certification (MoC), or revalidation, is a system of ongoing professional development and practice assessment and improvement. Until recently, one of the major requirements for MoC, at least in the USA, was the resitting of some form of the initial board certification examination, usually at 7-to 10-year intervals. Although this strategy ensures that 'recertification' means the same thing as 'initial certification' and lets various stakeholders (e.g. patients) know that the criteria, at least in terms of assessment, are effectively equivalent, it is well known that specialists' practice domains tend to change over time, often narrowing to specific types of patient with specific conditions. As such, it has been argued that simply repeating the certification examination, at whatever interval, is not, in itself, very meaningful, at least in terms of motivating physicians to enhance their abilities. To address this issue, some specialty boards have introduced more continuous assessment models by providing diplomates with MCQ-based assessments (approximately 30 per quarter) to be taken over the course of a year. 38 In theory, these items, which can be delivered on a smartphone, can be adapted to the diplomate's practice domain and ability, and can be quickly modified to meet a current health care concern (e.g. opioid epidemic). More importantly, the continuous assessment model helps individuals retain knowledge. 39 Much of the argument against this model, often exacerbating the tension between test developers/psychometricians and individuals concerned primarily with education outcomes, centres on security. How can we know that the individual answering the items is who he says he is? From a summative assessment perspective, this is certainly a problem. However, from a formative assessment perspective, and assuming that board-certified physicians are professionals and actually want to provide better, more informed patient care (a reasonable hypothesis), the potential security holes, perhaps exploited by a few individuals, may be outweighed by the active engagement of the majority of learners.
In postgraduate training, certification and maintenance of certification, the so-called nontechnical abilities are often ignored, at least from a standardised assessment perspective. It should be noted, however, that many of these abilities (e.g. procedural) or attitudes (e.g. professionalism) are assessed through workplace-based assessments. Although observer-based assessments (e.g. the mini-CEX) can yield error-prone estimates of ability, especially if relatively few performance samples are obtained, they can be effective formative assessment tools that provide meaningful evaluations of constructs that would be difficult or impossible to measure in non-workplace-based environments (e.g. ethical behaviour). New technology, including assessment data portals and convenient evaluation interfaces, is making it easier and less costly to gather the data needed to make inferences regarding these 'non-technical' abilities.
NEW(ER) ASSESSMENT METHODOLOGIES
Advances in technology and assessment methods, including simulation, have expanded the scope of what can be measured, at least in a standardised way. 40 Technology, in many respects, has and will continue to expand the domain of what can be assessed. Furthermore, it can make assessment more efficient, removing the economic barriers that often curtail assessment programmes or processes. In this section, we argue that the use of technology (e.g. simulation-based assessment) can make the assessment process more effective and efficient. To the extent that we can measure the competencies required for patient care, and do so in cost-effective ways, the various tensions associated with assessment may be reduced. However, given that the administration of more assessments is viable, evidence to support their validity must still be gathered. Although test developers may see the benefits of new assessments, test takers, who often have to pay for assessments and for research to support their validity, may have a different perspective. As such, tensions could rise.
The use of OSCEs is quite prevalent and dates back nearly 50 years. Over the same period, the modelling of typical provider-patient interactions has evolved. The use of moulage, confederate family members, programmed examination tools (e.g. stethoscopes with heart sounds), hybrid stations that involve follow-up visits, adaptive simulations, etc., has led to both greater simulation fidelity and expansions in the measurement domain (e.g. measurement of teamwork). 41, 42 There has also been a growing use of electromechanical manikins in all health care disciplines. Physiologically, these manikins can be programmed to react to interventions (e.g. intubation, drug administrations) just as real humans would. They too have expanded the measurement domain by allowing for the simulation of physical findings (e.g. dysrhythmia) that cannot be simulated in SPs. They have proved to be quite effective in training practitioners to deal with rare events that are encountered infrequently in real patient care settings. 43 Although OSCEs and other performance-based assessments can be quite expensive to administer, technology can, and will continue to, mitigate the costs. There are now wearable devices that can allow for the authentic indirect observation of practitioners as they interact with patients or other health care workers. Computer-based training systems can be used to help SPs portray their cases. 44 Automated collection and analysis of performance data, including data obtained from manikins and part-task trainers equipped with sensors, are routine at many educational institutions. 45 With online assessment systems, through which automated scoring can be implemented, students can receive instant feedback and tutors/preceptors can monitor progress. 46 The application of artificial intelligence (AI), either for scoring written exercises or for automating the assessment of procedural, communication (via facial recognition or linguistic analysis) or history taking (speech to text) skills, has the potential to eliminate the need for human ratings, something that would decrease assessment costs. 47 At the very least, these technologies, including the use of cameras in examination rooms, could be used to support quality assurance initiatives.
THE VALIDITY OF ASSESSMENT SCORES
Technological advances can both expand the measurement domain in medical education and allow for the use of novel scoring tools, including various applications of AI. They will not, however, alleviate the need to gather data to support the psychometric adequacy of assessment scores or any competency decisions we make based on these scores. Instead, with the emergence of new ways to assess students, residents and practising physicians, there is even more impetus to conduct research studies to support validity arguments. These investigations, if carried out with appropriate rigour, can help support new assessment formats, thereby easing the tension for those who believe that we are not adequately assessing the important constructs in medicine. As noted previously, however, gathering validity evidence for new assessments can be costly and this cost is often borne by the test taker. As such, assessment-related tensions, at least for some groups, may actually increase.
There have been articles written about validity frameworks and how evidence to support the validity of the scores obtained in various assessments employed in medical education can be collected. 5, 19 In gathering this evidence, we must ask: Validity for what? For assessments used to make selection decisions, we need some evidence that those who are selected are up to the task (i.e. they are successful in the programme). For certification and licensure examinations, the ultimate goal of which is the protection of the public, we must ask: What evidence indicates that practitioners are qualified? For maintenance of certification, or revalidation, we must ask: How will we know that those who take the assessments are better practitioners? These are not easy questions to answer. In most instances, we cannot conduct controlled experiments (e.g. by waiving assessment requirements for a random sample of those seeking practice licences and investigating whether they have worse patient outcomes). Furthermore, for any predictive validity considerations (i.e. how assessment results are related to future performance), numerous confounding variables make it difficult, or impossible, to attribute specific outcomes (e.g. mortality) to specific providers. Nevertheless, the stakeholders are demanding, and have a right to, information that supports, or refutes, the use of specific assessments. 48 The introduction of new assessment modalities and new measured constructs magnifies validity concerns. Often, it is very difficult to define the construct of interest, let alone measure it. This does not absolve assessment developers of their responsibility to gather evidence to support the validity of their assessment scores, or any competency decisions based on the scores. Instead, this process should be looked upon as a research challenge that will demand resources and cooperation amongst various stakeholders from undergraduate, graduate and continuing medical education programmes. As much of the validity argument rests with providing evidence that performance at a certain point in time is related to future performance, the development of longitudinal databases, in which assessment results can be linked to an individual, is essential. Fortunately, many medical schools and residency programmes have developed information systems that allow for the storage and retrieval of longitudinal data concerning progress through the curriculum and the application of learning analytics. 49 Likewise, with electronic medical records, unique provider identifiers and access to patient records, it has become easier to conduct studies that specifically link assessment data and quality of care. 50 
CONCLUSIONS
As in any profession, there are clearly tensions in medicine as to what should be assessed, who should be responsible for administering assessment content, and how evidence should be gathered to support the evaluation process. Although there have been great developments in assessment practices, including a broadening of the measurable content domain (expansion of the competencies, workbased assessments), a movement towards more longitudinal, programmatic delivery models, implementation of technological improvements in simulation and scoring, and more rigorous studies to support the validity of scores (or decisions based on scores), there is still room for improvement.
From the physician's perspective, assessments, regardless of purpose, need to measure domains that are important to the practice of medicine. To us, this is a key step in lessening the tension between test developers and test takers. Knowledge is certainly required, but there are without doubt other qualities that are important, and perhaps far more important. Thinking about the future of assessment begs the question: What are we not measuring that we should be measuring? A secondary query relates to how this could be accomplished. For the first question, it is clear that the evolving practice of medicine will necessitate the measurement of certain constructs (or domains) that are currently not emphasised. Teamwork, which is not measured in many of the current standardised assessments, is a fundamental part of patient care. Other domains related to systembased practice (e.g. understanding the costs and benefits of interventions) can be measured indirectly through OSCEs, but are often not measured at all. We should also be thinking about what the practice of medicine will look like in the future. What will the physical examination of the future entail? Is it necessary to memorise and regurgitate so much information, or is the ability to seek out information and synthesise it using point-of-care resources more relevant to practice? Answers to these questions will inform the development of meaningful assessments. Once the measurement domain is better defined, the 'how' questions will be easier to answer.
Technology will clearly be important, both for developing more relevant assessments (e.g. using electromechanical manikins to measure teamwork in the management of critical care events) and for making assessments more efficient (e.g. automated scoring). Likewise, the ability to construct and maintain longitudinal datasets, including links to patient data, will allow for the conduct of meaningful validity studies that connect assessment results to future short-and long-term outcomes. Effort spent now on delineating what makes a good physician, and on aligning new and upcoming assessment tools with the relevant competencies, will ensure that assessment practices, whether aimed at establishing competence or at fostering learning, are effective with respect to their primary goal: to produce qualified physicians.
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