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Abstract--The hypotheses underlying computer simulation by Molecular Dynamics of 
rigid-ion liquids were discussed. The main limitations of the model were shown to arise 
from the neglect of polarisability properties of ions, and from the periodic boundary 
conditions. This discussion was illustrated by new significant results obtained by Mo- 
lecular Dynamics imulation in molten NaCI, including the calculation of the infrared 
absorption spectrum of this system at 1362 K, in agreement with published experimental 
data. 
INTRODUCTION 
Studying the physical properties of liquids (molten salts, from the spectroscopic point of 
view in our case) leads the physicist or chemist o heavy mathematical models, generally 
with n-body equations, well known to be unsolvable. 
A possible approach is the Monte-Carlo simulation method (hereafter eferred to as 
the MC method), appropriate for equilibrium properties. This method was deviced by 
Metropolis et at.I l l ,  but its origin may be traced back to the Second World War[2]. How- 
ever, the MC method may not be applied to nonequilibrium quantities uch as transport 
coefficients, for which the so-called Molecular Dynamics method (hereafter eferred to 
as the MD method) is more appropriate. This method was first developed by Alder and 
Wainwright[3, 4] in the case of hard-sphere potentials, and its application to continuous 
potentials was first reported by Rahman[5, 6]. Its definite advantage over the MC method 
is that it may be applied to both equilibrium and nonequilibrium problems, whereas the 
MC method may only be applied to equilibrium problems. 
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The MD method--to which we shall restrict our discussion here--has, in particular, 
been applied to time correlations[7-16], especially in ionic liquids, leading, for instance, 
to satisfactory estimates of static electrical conductivities ofmolten salts[7-9, 12-14, 16]. 
Several authors have reviewed the MD technique in detail, especially as far as com- 
putational and algorithmic aspects are concerned[16, 17]; in their review article on the 
properties of ionic liquids, Parrinello and Tosi[18] also discussed some physical problems 
related to the application of MD techniques in these systems. However, to our knowledge, 
there has been, so far, no complete discussion of the hypotheses underlying the use of 
the MD method in ionic systems, starting from the fact that the application of the later 
method amounts to a specific model. In fact, the only studies devoted to these models[19- 
23], such as the important articles by De Leeuw, Perram and Smith[21,22] mainly concern 
the problems raised by the use of periodic boundary conditions, especially in the case of 
dipolar liquids. 
In this article, we wish to present a detailed discussion of the physical hypotheses 
underlying MD simulation methods from the point of view of mathematical modelling; 
some recent results derived from MD calculations by two of us[14] will also be presented 
in the light of this discussion. 
THE MD METHOD: THE BASIC MODELLING HYPOTHESES 
Although this hypothesis eems to have been overlooked in most discussions, it is 
important to emphasize that the basic starting point of MD methods in ionic systems is 
the assumption that the ions are rigid bodies and are subject to the laws of  classical 
mechanics, rather than quantum mechanics. 
A further simplifying assumption i the case of simple ionic liquids exhibiting spherical 
symmetry (such as, for example NA + and CI-) is that these have only three translational 
degrees of  freedom, so that, as assumed by Hansen and McDonald[9], a system of  N 
Such ions is completely described, in terms of  classical mechanics, by the values of  3N 
coordinates rai and 3N momenta pjoL = x, y, z; i = 1 . . . N), defining a point {r N, pN} 
in a 6N-dimensional phase space. More precisely, within the framework of classical me- 
chanics, the trajectory of  each of  the N ions is completely determined by Hamilton's 
equations, i.e., provided suitable initial conditions are given: 
OH 




pi = - - -  , (2) 
Ori 
where 
H = ~ pi(t) 2 + VN(rl . • • r i . . .  ru) 
i=1 
(3) 
is the hamiltonian of the system, VN being its total potential energy, as it is assumed that 
the ions are submitted to a pairwise additive potential. 
A consequence of these assumptions, which is actually verified in MD runs (eventually 
after some time if initial positions and velocities not typical of an ionic liquid are chosen), 
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is that the system is subject o Maxwell-Boltzmann statistics, which implies a normal 
distribution of velocities. 
The hypothesis that the ions are classical, rather than quantum-mechanical, particles 
is not self-evident, and it is surprising to see that only very few works have been devoted 
to the discussion of this hypothesis. One of the only discussions of that point has been 
developed by Stillinger[23]; this author studies the quantum behavior of two interacting 
ions with their electronic louds and concludes that, at first approximation, the ions may 
be individualized and treated as classical. This justifies the excellent results obtained later 
by Fumi and Tosi[24] in the pathbreaking article in which they introduce rigid-ion poten- 
tials for simple ionic solids such as alkali halides; it is worthwhile noting that the Fumi- 
Tosi potentials, or similar simplified potentials, have been used successfully in the MC 
and MD simulation of molten alkali halides[7-14]; all these potentials are the sum of a 
coulombic term Ec and a short-distance r pulsion term E~d. 
So far so good. However, the implementation f these principles to actual computer 
calculation with a feasible system (i.e. a system comprising not more than, say, 250 ions 
with the largest computers now available) would lead to gross errors unless adequate 
precautions are taken. Considering the fact that the coulombic interaction is a long-dis- 
tance one, a large surface ffect would be uncountered if inadequate boundary conditions 
were chosen (for instance, if the boundaries were ion-reflecting). This is because the size 
of these feasible systems (i.e. systems of less than 250 ions) is small with respect o the 
range of coulombic interaction. 
This problem has been solved by using so-called periodic boundary conditions, that is 
by assuming that the basic system of, say, 250 ions, being of a simple geometric shape 
(practically, cubic) repeats itself indefinitely in a solid-like lattice. More precisely, with 
a coulombic potential and short-range potentials S~ (between ions i and j, for ion pairs 
of type or) this amounts to assuming that the potential is given by the following equation: 
VN : 1 E {Z  Z qlqjlrll + n 1-1 + ~ S~(] rlj d- n I)}, (4) 
n i= l j= l  a 
with 
N 
Z qi = 0, (5) 
i=l 
the system being electrically neutral, where: 
• qi is the charge of the ith ion; 
• r i j  = r j  - r i ;  
• n is a direct lattice vector, i.e. a vector whose components are all (positive or negative, 
or zero) integer multiples of the edge L of the basic cube containing N ions; 
• S~([ rij + n l) is a short-distance r pulsive potential term, such that S~ i> 0, with 
S~)(0) = ~ and S~(~) = 0; in most cases, the function S~) varies with the types of ion 
pairs under consideration, as denoted by superscript oL, where, for instance, a, in the 
case of NaCI, may refer to Na + Na + , or Na + CI-, or CI-CI- .  The Fumi-Tosi potentials 
or similar, simpler ones, as used by several authors in MD calculations[7-12, 14] are 
examples of such short-distance potentials. 
A consequence of these periodic boundary conditions is that the hamiltonian H (total 
energy) of the system is a constant quantity over time, since the energy of the whole 
infinite system, including Z replicas of the basic cube, with Z arbitrarily great, is: 
H = l (g  N Jr- KN) = H°(Z) .  (6) 
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Since H is a constant, the whole infinite system being isolated, and since the energy of 
any single cell is independent of the cell considered, by reason of symmetry. Therefore, 
the hamiltonian H of the MD system, which is in fact the hamiltonian of the basic cube, 
is: 
Ho(Z) 
H - = VN + KN = H°(Z) (7) 
Z 
which is a constant for any given Z. However, for Z large enough, it is practically obvious 
that H°(Z) has a finite limit: 
lim H°(Z) = H °, (8) 
Z---~ oo 
whereby the hamiltonian of the system submitted to periodic boundary conditions is a 
constant  for any number of particles N: 
H = V~v + KN = H °. (9) 
For similar reasons, the total momentum of the MD system is a conservative quantity 
and, if, as is usually the case in computer MD runs, the initial conditions are such as: 
N 
M(0) = ~ pi = 0, (10) 
i=1 
one has, at any subsequent instant : 
M(t) = O. (11) 
Equation (5) implies that the total charge of the system is zero at any time, wher¢as 
in an actual ionic liquid, there would be charge fluctuations for an open system of such 
a small size. 
Conditions (8) and (11), being consequences of the periodic boundary conditions, imply 
that the MD system is, in terms of statistical mechanics, a microcanonical system, sub- 
mitted to the further condition that its total momentum M(t) be zero. These conditions 
should be verified numerically throughout the run; they are therefore used as a test of 
the consistency of an MD computer program. 
Actually, the model implied in MD runs by Eqs. (4) and (5) is something in between 
the actual, completely disordered liquid and the ordered crystal attice. 
Another feature of the model implies by Eqs. (4) and (5) is that any polarisability effect 
is neglected. Nevertheless, this is not, in most instances, a very serious limitation. Fur- 
thermore, the introduction of polarisability effects in MD calculations, which has been 
attempted, for example, by Sangster and Dixon[16] leads to serious difficulties while it 
changes little most of the physical properties o computed. 
The use of periodic boundary conditions raises more problems. It does yield quite good 
results for equilibrium properties[16]; for instance, in our previous imulation of molten 
NaCl at 1362 K, we find a total energy of - 162.6 _+ 0; 2 kcal.mol- ~, while the extrapolated 
experimental value is -162.0 kcl.mol-1114]. The use of periodic boundary conditions, 
however, introduces inthe model an indesirable spatial periodicity (of about 20 A in molten 
NaCl), and physical properties exhibiting spatial variations of the order of magnitude of 
this spatial period may therefore not be reproduced. 
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Fig. 1. Normalized autocorrelation function ~b(t) of electric current for molten NaCI (1362 K; molar volume = 
41.7 cm3), according to Lesourd and Cordonnier[14]. 
On the contrary, physical properties uch as the propagation of an electromagnetic 
wave with a very long wavelength (with respect to the size of the elementary cubic system) 
are very well simulated by MD calculations[18]. For instance, in our previous work[14] 
we computed the infrared absorption spectrum of molten NaCI at 1362 K. As shown by 
Parrinello and Tosi[18], in general, the conductivity tensor of an ionic liquid may be 
calculated as a function of both to = 2"rr~ (where ~/ is the frequency) and of the wave 
vector k. Its k = 0 component, which is a scalar function cr*(to) in isotropic systems, is 
given by the so-called Green-Kubo equation[25-27]: 
~r*(to) = 1 fo  3kT----V < i(O).i(t) > e i'°t dt, (12) 
where: 
• i(t) is the total instantaneous current density defined as EN=I q;.r,(t) at time t; 
• k is Boltzmann's constant; 
• T is the thermodynamic temperature of the system; 
• V is its total volume. 
Green-Kubo equations may theoretically be proved on the basis of linear response 
theory[17, 18, 25-27]; their validity under periodic boundary conditions may be assumed, 
according to Parrinello and Tosi[18], Giaquinta nd Parrinello[28], and Giaquinta, Par- 
rinello, Bouch6 and Tosi[29], among others, if the wavelength ofthe electromagnetic wave 
is infinite with respect o the spatial period introduced by periodic boundary conditions. 
This is obviously the case if one calculates static conductivities from (12), and if the lattel 
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equation is applied to the calculation of absorption spectra in simple molten salts such as 
NaCI, as in these simple cases the absorption maximum falls in the far infrared region. 
In our previous work[14], we calculated cr*(~o) from Eq. (12), the autocorrelation func- 
tion of i(t) = ~,.N=, qiri(t) having been evaluated at every instant of the computer run and 
averaged on all initial times, for molten NaCI at 1362 K, using a Fumi-Tosi protential. 
This autocorrelation function may be approximated by a damped harmonic function of 
frequency 4.6.10 .2 Hz (Fig. 1); with such a frequency, of course, any retardation effect 
may be neglected and k may be considered as zero for the specific study of Ohm's law 
conductivity and infrared absorption, and the Green-Kubo equation (12) may be applied 
meaningfully in a system with periodic boundary conditions. The attenuation coefficient 
for infrared absorption by the system may then be calculated from the estimate of the 
complex function o-*(to), and it may be shown, in the case of molten NaCI, that the 
absorption maximum occurs at 165 _ 5 cm-1[14], which nearly corresponds to the above 
frequency of 4.50.10 .2 Hz (Fig. 2). 
This maximum is in good agreement with experimental data (Fig. 3). We also calculated 
in [14] trK(0) = 426f~- 'rn- ', in very good agreement with the experimental dcconductivity 
(435I~-'m-') at the temperature of our computer run (1362 K). 
Finally, another point which has to be underlined with MD simulation models is that 
the particles obey Maxwell-Bolzmann statistics. This imposes constraints on the initial 
conditions. This requires choosing initial velocities atisfying: 
| N 
~(0) - 3Nk ~" I pi(0)12 (13) 
i= I  
together with condition (I I), where %(0) is the instantaneous temperature at time 0, chosen 
close to the expected equilibrium temperature: 
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Fig. 2. Computed attenuation coefficient for molten NaCI (1362 K; molar volume = 41.7 cm3), according to
Lesourd and Cordonnier[14]. I: Absorption maximum at165 _+ 5 cm-~. 
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Fig. 3. Maximum IR frequencies in solid and molten NaCI, according to Lesourd and Cordonnier[14]. 1, 2, and 
3: From emissivity measurements by Mead and Wilkinson in solid NaCI. 4: Melting point of NaCI (1074 K). 5: 
Dispersion frequency in molten NaCI from emissivity measurements by Mean and Wilkinson. 6: Maximum IR 
frequency in molten NaCI (1362 K; molar volume = 41.7 cm 3) from our computed attenuation coefficients. 
Therefore, if, for instance, at the beginning of a preliminary run, the ions are assigned 
solid NaCI lattice positions, but with a volume such that the liquid density is reached, 
the system spontaneously tends to positions and velocities corresponding to a liquid, 
provided T is chosen above the melting point? Thus, usually, initial positions in MD runs 
are chosen in a "wel l -aged" system after such a preliminary run. 
CONCLUSION 
The study of the hypotheses underlying MD simulation models shows that the main 
hypotheses in the case of the simulation of ionic liquids, such as molten alkali halides, 
are: 
1. The hypothesis that the ions obey classical mechanics and, in the case of molten alkali 
halides, are defined in terms of position and velocity by only 6 coordinates (the com- 
ponents of rl and Pl). 
2. The hypothesis that the ions are submitted to a pairwise additive potential, excluding 
polarisability effects, with periodic boundary conditions. 
While the first hypothesis i not very restrictive for most physical properties investigated, 
the second hypothesis--especial ly as far as periodic boundary conditions are concerned- -  
limits the scope of the MD methods to properties which do not exhibit spatial variations 
with a period of order of magnitude of the size of the elementary MD cube (e.g. about 
20 ,&). As shown in the examples discussed here (see e.g. publication[14]), this enables 
one to discuss already a large variety of properties. This limitation may perhaps be raised 
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in the future if further progress is achieved in computer technology, in terms of computing 
speed and memory. 
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