Abstract. Algorithms for computing stable manifolds of hyperbolic stationary solutions of autonomous systems are of two types: either the aim is to compute a single point on the manifold or the entire (local) manifold. Traditionally only indirect methods have been considered, i.e. rst the continuous problem is discretised by a one-step scheme and then the LiapunovPerron or Hadamard graph transform are applied to the resulting discrete dynamical system. We will consider di erent variants of these indirect methods but also algorithms of the above two types which are applied directly to the continuous problem.
Introduction
We consider an autonomous system (1:1) _ u = F(u) F : < m 7 ! < m possessing a hyperbolic stationary solution, which without loss of generality we assume to be the origin; i.e.
F(0) = 0, F is di erentiable at the origin with A F 0 (0), and the m m matrix A has no zero or purely imaginary eigenvalues. Our basic condition on the growth of F is that 9 > 0 such that (1:2) G(x) F(x) ? Ax = O(kxk 1+ );
where k: k denotes the Euclidean norm. The precise conditions required for di erent results are stated in section 6.] Hence = 1 for a generic smooth F, but we may have > 1 if certain higher-order terms are missing or < 1 if F lacks smoothness.
Our aim in this paper is to introduce new algorithms for approximating the local stable and unstable manifolds of zero for (1.1). We shall also describe the behaviour of certain algorithms in terms of . For the rest of this introduction, we brie y describe the elementary properties of these manifolds, for more details S(t)x = 0g; where S(t)x is the solution of (1.1) at time t for initial value x. We make frequent use of the decomposition < m = E s E u ;
where the stable subspace E s is the invariant subspace of A corresponding to those eigenvalues with negative real part, while the unstable subspace E u is the invariant subspace of A corresponding to those eigenvalues with positive real part. fx 2 E s=u : kxk "g. The manifolds, and thus also the functions z s & z u , are as smooth as F. In addition, the invariant subspaces are tangent to the corresponding manifolds at the origin and so the linearisations of both z s & z u are zero at the origin. Since the invariant subspaces and manifolds interchange if we replace F with ?F in (1.1), it is su cient to consider only the computation of W s loc . The contents of the paper are as follows. In section 2 we consider the traditional constructive methods for obtaining W s loc , upon which the theorems for its existence are based. Where possible we also introduce new algorithms which make sense in the continuous framework of (1.1). In the past, however, W s loc has usually been approximated indirectly, by rst using a di erence scheme to replace (1.1) by a discrete dynamical system and then applying the traditional algorithms. In section 3, therefore, we compare both classical and new indirect methods. An alternative to this approach is to consider the direct 6, 32] approximation of W s loc , i.e. without rst introducing a discrete analogue of (1.1). We split algorithms of this type between sections 4 and 5; the former consisting of methods which compute a single point on the manifold, while the latter is devoted to constructing the whole manifold. Finally, the proofs of various convergence results have been grouped together in section 6.
Classical Algorithms and Variants
In this section we consider the traditional methods for computing a single point on the manifold or constructing the whole manifold. All these procedures are iterative in character, and we are particularly concerned with how the convergence rates depend on the nonlinearity of F and the dynamic behaviour of (1.1). The former is measured by the constant in (1.2), while the latter depends on the constants ; de ned by (2:1) ? <e( ) > > 0 for all eigenvalues of A with negative real part, <e( ) > > 0 for all eigenvalues of A with positive real part.
As with (1.2), we shall de ne ; more precisely in section 6.] The classical method for determining a particular point on the stable manifold is the variation-ofconstants approach of Liapunov & Perron 26] . The point z s ( ) on the manifold is obtained by solving (1.1) with boundary conditions (2:2) P s u(0) = and lim t!1 P u u(t) = 0, which forces lim t!1 u(t) = 0 and so z s ( ) is given by P u u(0). By using the equivalent equation To recapitulate then, the Liapunov-Perron method is just an approximate Newton method, which may be written in a neat form because the linear di erential operator _ v ? Av decouples stable and unstable components. Hence a new iteration method is obtained if one realises that (1.1) approximately decouples in the neighbourhood of the origin and consequently the nonlinear Gauss-Seidel iteration
starting from y (0) 0, is a good idea. (2.6) consists of solving an initial value problem for w and a nal value problem for y at each iteration. The system of equations is of 2-cyclic form, with the coupling terms O(k k ), and so the rate of convergence is O(k k 2 ), as is proved in section 6.3.
The classical algorithm for calculating the whole manifold is the Hadamard graph transform method 14], which computes a sequence of mappings (graphs) z (k) : E s " 7 ! E u with lim k!1 z (k) = z s . It relies on the attractivity of W s loc as t ! ?1 in (1.1). Usually this algorithm is described for one step of a discrete dynamical system 28], but we wish to consider more general forms. Thus given z (k) , and we start from z (0) 0, we compute z (k+1) by, for each 2 E s " , solving (1.1) with boundary conditions (2:7) P s u(0) = and P u u(T) = z (k) (P s u(T)), and setting z (k+1) ( ) = P u u(0). AnyT > 0 can be used but convergence is obviously more rapid for larger T, withT = 1 giving z (1) = z s . Note that z (k) ( ) computed withT is the same as z (1) ( ) computed with kT, which is also identical with the approximation obtained from the Liapunov-Perron approach with truncated boundary condition P u u(T) = 0 where T = kT. This then indicates that the rate of convergence of the Hadamard method is Note that each iteration still involves the solution of nonlinear boundary value problems, although now over an interval of nite lengthT, and so an inner iteration is necessary. This last remark connects the Hadamard method with an alternative strategy, due to Perron 27] , for computing a sequence of graphs whose limit is z s , and Perron's algorithm only requires the solution of initial value problems. Thus, to solve (1.1/2.7), it is natural to use the Gauss-Seidel approach of (2.6) and compute
with lim`! 1 y (`) (0) = z (k+1) ( ). A y (0) is required in (2.9a) for`= 1, but this may be obtained implicitly since the best way of starting our inner iteration is by solving
Perron's algorithm ts into this framework by applying only one step of (2.9) and replacing (2.9b) with its linear approximation _ y (1) ? Ay (1) 
Thus, omitting superscripts, there is the explicit formula z (k+1) ( ) = e ?AT z (k) (w(T)) ?
ZT 0 e ?As P u G(w(s) + z (k) (w(s)))ds;
where _ w = P s F(w + z (k) (w)) w(0) = ; and in section 6.4 it is proved that jjjz s ? z (k+1) jjj = O(e ?( 1+ ] + )T + " )jjjz s ? z (k) jjj:
Hence there is no point in using the full Hadamard iteration if " is comparable with e ?( 1+ ] + )T . In fact, previously, Perron's approach has only been described forT = 1, i.e. z (k+1) ( ) = ? Z 1 0 e ?As P u G(w(s) + z (k) (w(s)))ds and convergence rate O(" ), but we wish to contrast the performance of more general algorithms. A natural alternative to Perron's method, which we introduce and call the nonlinear Perron algorithm, is to apply one full iteration of (2.9), i.e. z (k+1) ( ) = y(0) where
Now, as expected, the convergence rate established in section 6.5 is jjjz s ? z (k+1) jjj = O(e ?( 1+ ] + )T + " 2 )jjjz s ? z (k) jjj:
3. Indirect Methods
The classical techniques described in the previous section, although constructive, remain in nite-dimensional and the invariant manifolds have usually been approximated by rst discretising (1.1) 4]. Before considering this approximation, however, it is useful rst to develop the corresponding terminology and brie y state the analogous results for the general discrete dynamical system (3:1) u n = f(u n?1 ) f : < m 7 ! < m ; where we assume that 0 is a hyperbolic xed point of f, i.e. f(0) = 0, f is di erentiable at the origin with L f 0 (0) having no eigenvalues of unit modulus, and 9 > 0 such that
The properties ofŴ s loc &Ŵ u loc , the local stable and unstable manifolds of (3. " fx 2Ê s=u : kxk "g. Again the manifolds, and thus also the functionsẑ s &ẑ u , are as smooth as f. In addition, the invariant subspaces are tangent to the corresponding manifolds at the origin and so the linearisations of bothẑ s &ẑ u are zero at the origin.
The classical techniques described in the previous section may also be applied to (3.1). The proofs are straightforward adaptations of the arguments in section 6, however, and so we merely state the corresponding results. Con rming numerical results will be given in subsection 3.1.
The Liapunov-Perron approach 21,32] looks for a solution of (3.1) with boundary conditions (3:3)P s u 0 = and lim n!1P u u n = 0, which forces lim n!1 u n = 0 and soẑ s ( ) is given byP u u 0 . By using the equivalent equation u n ? Lu n?1 = g(u n?1 ); where g f ? L, we may re-write (3.1/3) in the form (3:4) w n ? Lw n?1 =P s g(w n?1 + y n?1 ) w 0 = y n ? Ly n?1 =P u g(w n?1 + y n?1 ) lim n!1 y n = 0;
for 2Ê s " , and set up the approximate Newton method
with starting value fu (0) n g 1 n=0 = f0; : : :g. For " su ciently small, a solution of (3.4) is a trajectory fu n g 1 n=0 inŴ s loc starting from u 0 = +ẑ s ( ) and iteration (3.5) converges to it at an O(k k ) rate. The traditional way of describing this algorithm is to invoke the discrete variation-of-constants formula and write We may obtain an algorithm with O(k k 2 ) convergence rate by writing the unknowns/equations of (3.1) in the order w 1 ; w 2 ; : : :; w n ; : : : : : : :; y n ; : : :; y 1 ; y 0 and w n =P s f(w n?1 + y n?1 ) n = 1; 2; : : : y n+1 =P u f(w n + y n ) n = : : :; 1; 0 and then applying the nonlinear Gauss-Seidel method. The iteration is therefore (3:8) w (k) n =P s f(w (k) n?1 + y (k?1) n?1 ) w (k)
with starting value fy (0) n g 1 n=0 = f0; : : :g.
A more recent algorithm for computing a trajectory in the stable manifold, which does not have an analogue for continuous dynamical systems, is described in 15]. This assumes that f is a local di eomorphism and is based explicitly on the conditions for fu n g 1 n=0 to be a solution of (3. In section 6.6 it is proved that the`HOV' method converges at an^ ^ +O(k k ) rate, and it is easily seen that this result also applies to the original HOV method and the simpli cation based on (y). As a nal practical comment, note that when these methods are truncated, i.e. only w n ; y n n = 0; : : :; N are computed, then y (k) N is always set to zero.] The Hadamard graph transform method 28, 32] , on the other hand, computes a sequence of graphŝ z (k) :Ê s " 7 !Ê u with lim k!1ẑ (k) =ẑ s . It relies on the attractivity ofŴ s loc as n ! ?1 in (3.1). Thus givenẑ (k) , and we start fromẑ (0) 0,ẑ (k+1) is computed by, for each 2Ê s " , solving (3.1) with boundary conditionsP s u 0 = andP u uÑ =ẑ (k) (P s uÑ) and settingẑ (k+1) ( ) =P u u 0 . AnyÑ > 0 can be used but obviously convergence is more rapid for larger N, withÑ = 1 givingẑ (1) 
so that lim`! 1 y (`) 0 =ẑ (k+1) ( ), but we use the natural starting value w (1) n =P s f(w (1) n?1 +ẑ (k) (w (1) n?1 )) w ( In this section we shall assume that a discrete dynamical system (3.1) has been obtained by discretising (1.1). In this case the convergence ofŴ s=u loc to W s=u loc has been dealt with by several authors, e.g. 4, 32] . Here, however, we wish to consider the various algorithms introduced above and link them with appropriate discretisations of (1.1). (We shall only be concerned with one-step formulae, multi-step formulae are also analysed in 4].) As we have seen, it is natural to march forwards when solving for the stable components w and backwards when solving for the unstable components y. This is distorted by the notation of (3.1), which gives the impression that only explicit methods are being discussed. In this sub-section, therefore, we shall rst illustrate the previous algorithms on the trapezoidal rule applied to (1.1), this being an exemplar for the class of one-step symmetric methods 30] with no bias in either direction. Hence, using the truncated boundary conditions (3.6), we need to solve the set of nonlinear equations (3:12) u n ? h 2 F(u n ) = u n?1 + h 2 F(u n?1 ) n = 1; : : :; N with P s u 0 = and P u u N = 0. Note that for the trapezoidal rule, L (I ? h 2 A) ?1 (I + h 2 A) and sô E s=u E s=u andP s=u P s=u .]
The classical Liapunov-Perron method is just an approximate Newton method for (3.12), i.e.
Since E s=u are invariant under A, and because of the boundary conditions, these can be solved forwards for the stable components and backwards for the unstable components, i.e. For the sake of completeness, and also to illustrate how decoupling ideas even arise here, we mention that the full Newton method for (3.12) is of course possible; i.e.
o with u (k) n u (k?1) n + u (k) n n = 0; : : :; N, which leads to block bidiagonal systems of the form Since the quadratic convergence of Newton's method is well-known, we do not consider if further. Note however that this iteration is considerably more expensive than the Liapunov-Perron algorithm. 
) n = N ?1; : : :; 0 for y (k) n , with y (k) N = 0. The convergence of this method is governed by the convergence of the standard Gauss-Seidel method on the linearisation of (3.12) at the solution 25]. This matrix is two-cyclic and so Gauss-Seidel converges at an O(k k 2 ) rate, i.e. twice as fast as Jacobi 13] , and even the SOR theory (for complex eigenvalues of the Jacobi iteration matrix in general 33]) applies, but it would be impractical to make use of this. It is usually regarded as ine cient to solve the subproblems in (3.15) exactly and the Gauss-Seidel Newton 25] method is used, i.e. one or more steps of Newton's method is applied to each equation. For us, however, it is more e cient to just apply the Gauss-Seidel approximate Newton method.
If r-steps of this are applied then w (k) n = v (r) , where
n?1 ) and v (0) = w (k?1) n ; and y (k) n = v (r) , where
n . With r = 1 we may explicitly write Note that, as commented on earlier, this is slightly di erent from the original HOV method which would take y n?1 to be P u v, where v + h 2 F(v) = w n + y n ? h 2 F(w n + y n ) and w n to be P s v, where v ? h 2 F(v) = w n?1 + y n?1 + h 2 F(w n?1 + y n?1 ):]
In practice we would again replace (3.16) by a Gauss-Seidel r-step approximate Newton method and, in the case of r = 1, end up with the same scheme from both (3.16) and the original HOV equations. The important fact, however, is that, as stated earlier, the convergence rate of these methods depends on^ ;^ for L (I ? h 2 A) ?1 (I + h 2 A). Since these are 1 O(h), convergence will be slow and will deteriorate as h ! 0.
Hence the conclusion is that this ordering of the unknowns is inappropriate, since the convergence rate is based on only one step of the discrete problem rather than a complete sweep. Now we illustrate the above algorithms on two simple well-known examples and compare their rates of convergence. (where i are the normalised eigenvectors corresponding to the two negative eigenvalues) and various values of , h and N.
We rst xed = 4 and h = 0:01, and investigated the e ect of truncating the in nite interval. Table 1 shows the absolute error ERR] betweenẑ s ( ), using the value for N = 1000 as an approximation to N = 1, and the computed value for smaller N. Table 1 The second line of the table shows RATE = (log ERR)=(Nh) which, because of the absence of a z 2 term in the Lorenz equations, we expect to approach the sum of the moduli of the eigenvalues, i.e. 27:98. Table 3b The terminology is almost self-explanatory: L{P refers to iteration (3.13) and G{S r] to (3.15) with r inner approximate Newton steps. The number of outer iterations required did not change when more inner iterations were applied.
To con rm that the convergence rate of the`HOV' method deteriorates with h, we show results for xed = 4 and let h and N vary according to the Table 2 . The convergence rate (C{RATE) is calculated as in Table 3a and the number of iterations (ITS) as in Table  3b . Table 4 These results were obtained with one approximate Newton inner iteration. No signi cant change was observed if more inner iterations, or the original HOV method, were used. (where R and I are the real and imaginary parts of the complex eigenvector).
The following results correspond to Table 1 Table 5 Since there are no quadratic terms in Chua's equations, we expect the second line of the table to approach 3 0:83 + 1:32 3:81. Table 6 The next two sets of results use the same key as Table 7b Again the number of iterations did not signi cantly alter if more inner iterations were performed.
The following table shows the convergence rate and number of iterations for thè HOV' method with xed = :4 and varying h and N, as in Table 6 Table 8 Again, these results were obtained with one approximate Newton inner iteration. No signi cant change was observed if more inner iterations, or the original HOV method, were used. It is clear from the above considerations that we will always be marching forwards to compute new stable components and backwards to compute new unstable components. Thus, if numerical stability requirements permit, an obvious alternative to discretising with a symmetric implicit method, like the trapezoidal rule, is to use the same explicit method for both types of components, but backwards in the unstable case. Using the Euler method merely as an illustration, we have w n = w n?1 + hP s F(w n?1 + y n?1 ) y n = y n+1 + hP u F(w n+1 + y n+1 ):
There is now no practical objection to using the nonlinear Gauss-Seidel method itself, since it is totally explicit and does not require any equation solving! For the stable/unstable ordering we solve w n = w n?1 + hP s F(w n?1 + y n?1 ) n = 1; : : :; N ?1 y n = y n+1 + hP u F(w n+1 + y n+1 ) n = N ?1; : : :; 0; with w 0 = and y N = 0, which may be regarded as a discretisation of the pair of equations in (2.6). On the other hand, we do not consider the`HOV' method y n?1 = y n + hP u F(w n + y n ) w n = w n?1 + hP s F(w n?1 + y n?1 ) n = 1; : : :; N again, since it does not correspond to (2.6) and, as we have seen above, converges more slowly as h is Table 9 for the Lorenz equations, employing the same values of h and N as in Table 3 Table 10 for Chua's equation, which corresponds to Table 7. 3.2 Results when computing the whole Manifold
We have described the Hadamard and Perron methods for a general discrete dynamical system earlier in this section. In order to obtain a practical algorithm, however, we must replace the computation ofẑ s by that of a nite-dimensional approximationẐ s . Thus one possibility is to place a grid onÊ s " and de neẐ s to be the continuous piecewise-linear mapping satisfying (3.1) with boundary conditions u 0 = i +Ẑ s ( i ) andP u uÑ =Ẑ s (P s uÑ) for all grid points i : i.e. we are imposing the collocation conditions that each grid point value of the manifold remains on the manifold afterÑ steps of the discrete dynamical system. Another possibility, which is the one we use in the examples below, is to chooseẐ s to be a tensor-product of polynomials and collocate at the Chebyshev points i . The three algorithms for computingẐ s iteratively are thus:-Hadamard If, however, we are applying these algorithms to a discretisation of (1.1), then, in the light of the results at the end of the previous subsection, it seems a good idea to use a pair of forward/backward explicit discretisations for the Hadamard and nonlinear Perron methods. One would also prefer to use an explicit discretisation for the stable component in Perron's method, but the equation Table 11c As the second row is log C{RATẼ Nh , which may be compared with the sum of the moduli of eigenvalues in Table 1 ; while the third row is the number of iterations required to achieve machine accuracy.
We now move on to Perron's method and its dependence onÑ. Table 14   Tables 13/14 give convergence results for the standard Perron method and the nonlinear version respectively, again with " = 4, d = 6 and h = 0:01 all xed. Note that, for smallÑ, the performance is close to that in Table 12 , while for largerÑ the convergence rate appears to be settling down. We examine this more closely in Table 15 by xingÑ = 50 and varying ". Table 15 The convergence rate of the nonlinear Perron method in the second row is clearly superior to the convergence rate of the standard method in the rst row.
Direct Approximation of a point on the Manifold
To determine a particular point + z s ( ) in the stable manifold, we return to the basic equation P s u(0) = and lim t!1 P u u(t) = 0.
Instead of following the indirect approach and creating a discrete dynamical system, we simply wish to solve the in nite interval boundary value problem (4.1-2) in order to determine z s ( ) P u u(0). This problem is closely related to that of computing homo-/hetero-clinic orbits, which has recently been considered in several papers 5, 10, 20, 22, 23] . The most obvious approach is to truncate (4.1) to a nite interval (0; T) and use the boundary condition Here T is a known parameter, which must be chosen in the light of the truncation error introduced, cf. (2.5). These equations may be compared with those in 5] for connecting orbits. Alternatively, as suggested in 23], we may let T be an unknown parameter, which is de ned by insisting that the required solution of (4.1)
passes through the "-ball in E s when t = T; i.e. our boundary conditions are The system (4.5-6) may be solved by a standard BVP package, such as COLPAR 3], which allows unknown parameters. Here " is a (small) parameter whose value must be chosen 23].
In 22] it was suggested that arclength parametrisation, rather than time, would often be a good choice for periodic and connecting orbits. Supporting numerical results have also been given in 20]. The required solution of (4.1-2) may also be parametrised by arclength in phase-space and, after mapping to the standard interval (0; 1), the resulting equations are , it was suggested that the natural collocation approach is either to use Gauss-Lobatto points on all subintervals or to use Gauss-Legendre points on all subintervals apart from the last, where Gauss-Radau is appropriate. This allows one to replace the collocation of (4.7) at = 1, which does not make sense, with the limiting equations Table 16 Setting = 0:28 forces the solution to have three zero derivatives ats = 0 and this is su cient for O(h 4 ) convergence, as veri ed by the results. We do not, however, claim that this value is optimal since the second column of results, while still O(h 4 ), is obviously superior. Note that, for = 0:82, u is only just di erentiable ats = 0. An analysis of superconvergence for collocation methods applied to singular problems, however, has yet to be given, as is remarked upon in 3,p.485].
Direct Approximation of the whole Manifold
As we have seen, current algorithms for approximating W s loc are all based on rst discretising the di erential equation (1.1). In contrast, we prefer to view the problem geometrically and only discretise an equation for the invariant manifold itself. Such an equation is obtained by noticing that, if M is a r-dimensional C 1 sub-manifold of < m , then M is invariant for (1.1) i
where T x M is the r-dimensional tangent space of M at x. This de ning condition has been used to compute other types of invariant manifold in 23, 24] , and it provides m?r equations at each point of M. The missing r equations may be regarded as a choice of parametrisation, which must be chosen. i=1 y i (w)e u i ) k = 1; : : :; p u : Hence a characteristic method applied to (5.3) is equivalent to discretising (1.1) explicitly, which is not our aim. It is possible, however, to use an alternative computational scheme on the p.d.e. (5.3) . The unusual feature here, of course, is that the characteristics all emanate from the origin, naturally because the manifold is developing from this point.
It must be admitted that converting to a p.d.e. formulation means that it is only practical to consider low dimensional manifolds; however these are an important class. In the simplest case of one-dimensional manifolds, i.e. for (5.3) with p s = 1, we can write with initial condition u(0) = 0. In this paper, however, we shall restrict ourselves to two-dimensional manifolds, and develop our algorithm for parametrisation by the invariant subspace in subsection 5.1. In this case too there is a natural alternative parametrisation, i.e. geodesic polar co-ordinates, and we conclude by considering this in subsection 5.2.
Stable subspace parametrisation
We consider here parametrisation by the stable subspace, and simplify (5.3) for the case p s = 2. Hence we seek a solution y : < 2 7 ! < m?2 of the equation (5:4) ry k ] T F s (w; y) = F u k (w; y) k = 1; : : :; m ? 2 where F s : < 2 < m?2 7 ! < 2 is de ned by Since the characteristics of (5.4) emanate from the origin, it is natural to impose polar co-ordinates on E s and use r as the`time-like' independent variable. Thus, applying the co-ordinate change w 1 = r cos and w 2 = r sin to (5. It is now time to discretise our equations. Of course there are many ways of doing this but, because our solutions will usually be smooth and also because of the periodicity of , we have chosen a spectral collocation .6) is just the fundamental invariance condition (5.1), while the latter two force an orthogonal co-ordinate system for which the gridlines in the r-direction measure arclength. From such conditions it may be deduced that these gridlines are geodesics on the manifold 31].
An equation for @v @r may easily be obtained from (5.6), i.e.
Unless A s is normal, however, we cannot use (5.7) to march forward in r because the denominator will pass through zero, as with parametrisation by E s . This di culty can be circumvented, of course, by proceeding as in the previous subsection and choosing new co-ordinates. Such a solution, however, which is equivalent to using a di erent inner-product in (5.6), destroys the canonical nature of our parametrisation and so we prefer the following method. to rst order in , we must have @ṽ @ and F(ṽ) linearly independent in a neighbourhood of = 0 and so (5.9)
de nes @ṽ @ . Consequently, we can use (5.9) to march forward in , with @ṽ @ (0; ) = cos e s 1 + sin e s 2 : Then, having computed W s loc in the formṽ( ; ), we can use (5.8) to transform back to v(r; ). Equation (5.9) needs to be discretised, of course, and, as in the previous subsection, we have used a spectral collocation method in . The graph below was again produced for the Lorenz equations by the Mathematica routine NDSolve, with the same parameters as above. Hence the actual xed point of (6.1) will satisfy
Truncated Solution
We again restrict attention to 2 E s " with " satisfying " K(2C") 2C] 1+ ;
and now consider the mapping u 7 ! v de ned by
The same contraction argument as in subsection 6.1, but now over 0; T], shows the existence of a xed point u(t) of (6.2) b) The y equation is linear and so we may just write down the solution y(t) = e ?A(T?t) z(w(T)) ? where w is the xed point of (6.7), and prove that K maps to itself the set of functions z de ned by (6.5) We require the same assumptions on norms, nonlinearity and dynamics as at the beginning of subsection 6.4. and we must also restrict " so that, with (6:9) v(t) = e ?A(T?t) z(w(T )) ?
ZT t e A(t?s) P u G(w(s) + y(s)) ds; with w satisfying the bounds in a) above and z a member of the set (6.5).
i ii) With the norm jjjyjjj max 0 t T fky(t)k u g, (6.9 ) is a contraction on the set in i) since k ZT t e A(t?s) P u fG(w (s)+y 1 (s) Now we can bound the error in fy (k) n g in terms of the error in fy (k?1) n g, 
