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Abstract
Understanding the electronic processes in hybrid nano–systems based on molec-
ular and semiconductor elements opens new possibilities for optoelectronic devices.
The precise comprehension of the relevant synergies between both material classes
is the highest goal. Therefore, it requires for models which are both nanoscopic and
atomistic – and so for adapted computational methods. In particular, "standard"
methods for computing open quantum system dynamics become very inefficient and
cumbersome with increasing system size. In this regard, it is a key challenge of this
thesis, to establish a new stochastic Schrödinger equation technique. It bypasses
the computational limits of the quantum master equation and enables dissipative
simulations of imposing dimensionality. Its enormous potential is demonstrated
in studies on excitation energy transfer and charge separation processes in two
of such nanoscale hybrid systems: i) para-sexiphenyl molecules deposited on a flat
ZnO surface (6P/ZnO), and ii) a tubular dye aggregate of C8S3 cyanines coupled to
a CdSe nanocrystal (TDA/NC). Both systems are promising candidates for novel
optoelectronic materials.
After optical excitation, the 6P/ZnO system exhibits exciton transfer from the
6P part to the ZnO. Close to the interface, Frenkel excitons may further initiate
charge separation where electrons enter the ZnO and holes remain in the 6P part.
Both mechanisms are studied here using finite atomistic interface models. Laser–
pulse induced ultrafast wave packet dynamics including more than 125000 interface
states are simulated. Subsequently, slower dissipative hole motion in a layer of
2553 6P molecules is studied starting from scenarios of ultrafast charge separation
with immediate electron trapping at the ZnO surface. For this purpose, the own
stochastic Schrödinger equation simulation technique is applied.
The study on the TDA/NC interface is based on a gigantic equilibrated nuclear
structure of the aggregate including 4140 dyes. A generalized Frenkel exciton model
is employed and different polarization effects in the TDA are considered. Thanks
to the stochastic Schrödinger equation approach, energy relaxation in the exciton
band of the TDA is simulated in outstanding quality and extend. Then, Wannier–
Mott excitons of the NC are added and incoherent rates for exciton transfer from
the TDA to the NC are computed. Different spatial configurations are studied and
it is discussed why the Förster model possesses no validity here.
Altogether, the presented dynamics are pioneering in complexity and spatial ex-
tent. Simulations of non–Markovian dynamics are successfully executed to realistic
systems including up to 4140 molecules and lasting for several picoseconds. Using
the 6P/ZnO interface, the importance of an explicit laser–pulse treatment for un-
derstanding ultrafast charge separation kinetics at hybrid interfaces is illustrated.
The involvement of charge transfer excitons is clarified in detail. Charge separa-
tion slightly outweighs the exciton transfer. Nevertheless, critical features must
be named that make free charge carrier generation at that interface difficult. Also
the existing picture of the TDA/NC system is complemented. The present exciton
model is considerably more realistic than others presented in literature. It allows
directly monitoring the predicted unidirectional energy relaxation from the outer
to the inner wall of the TDA. Concerning the transfer to the NC, it is shown that
the excitonic coupling generally stays below 1 meV. Even in direct proximity, the




Das Verstehen der elektronischen Prozesse in Nano-Hybridsystemen, bestehend
aus Molekülen und Halbleiterstrukturen, eröffnet neue Möglichkeiten für optoelek-
tronische Bauteile. Das Begreifen der Synergien zwischen beiden Materialklassen
ist das höchste Ziel. Dafür benötigt es nanoskopische und gleichzeitig atoma-
re Modelle – und somit angepasste Rechenmethoden. Insbesondere "Standard"-
Ansätze für die Dynamik offener Quantensysteme werden mit zunehmender Sys-
temgröße jedoch sehr ineffizient und mühsam. Somit ist es eine zentrale Heraus-
forderung dieser Arbeit, eine neue Methode, basierend auf einer stochastischen
Schrödinger-Gleichung, zu etablieren. Diese umgeht die numerischen Limits der
Quanten-Mastergleichung und ermöglicht Simulationen von imposanter Größe. Ihr
enormes Potenzial wird hier in Studien zu Anregungsenergietransfer und Ladungs-
separation an zwei Nano–Hybridsystemen demonstriert: I) para–sexiphenyl Mole-
küle auf einer flachen ZnO Oberfläche (6P/ZnO), und II) ein tubuläres C8S3 Farb-
stoffaggregat gekoppelt an einen CdSe Nanokristall (TFA/NK). Beide Systeme sind
vielversprechende Kandidaten für neue optoelektronische Materialien.
Im 6P/ZnO System findet nach optischer Anregung Energietransfer vom 6P An-
teil zum ZnO statt. Direkt an der Grenzfläche können Frenkel-Exzitonen zusätzlich
Ladungsseparation initiieren, wobei Elektronen ins ZnO transferiert werden und
Löcher im 6P Anteil verbleiben. Beide Mechanismen werden hier mit endlichen
atomaren Modellen untersucht. laserpulsinduzierte ultraschnelle Wellenfunktions-
dynamiken mit über 125000 Zuständen werden simuliert. Anschließend wird die
langsamere dissipative Lochkinetik in einer Schicht aus 2553 6P Molekülen, aus-
gehend von ultraschneller Ladungsseparation mit sofortiger Immobilisierung des
Elektrons an der ZnO Oberfläche, studiert. Dazu wird die eigene Simulationstech-
nik der stochastischen Schrödinger-Gleichung verwendet.
Die Studie an der TFA/NK Grenzfläche basiert auf einer gigantischen equili-
brierten Aggregatstruktur aus 4140 Molekülen. Ein generalisiertes Frenkel-Exzito-
nenmodell wird benutzt, und Polarisationseffekte im TFA werden bedacht. Der
Ansatz der stochastischen Schrödinger Gleichung ermöglicht bemerkenswerte Ein-
blicke in die Aggregat-interne Exzitonenrelaxation. Danach werden Wannier-Mott-
Exzitonen des NK hinzugefügt und inkohärente Raten des Exzitonentransfers zum
NK berechnet. Unterschiedliche räumliche Konfigurationen werden untersucht und
es wird diskutiert, warum das Förster-Modell hier keine Gültigkeit besitzt.
Die Studien besitzen Pioniercharakter in Hinblick auf Komplexität und Größe.
Nicht-Markov’sche Dynamiken von der Dauer mehrerer Pikosekunden werden in
realistischen Systemen mit bis zu 4140 Molekülen simuliert. An der 6P/ZnO Grenz-
fläche wird die Bedeutung der expliziten Laserpulsbehandlung für das Verständnis
der ultraschnellen Ladungsseparation an Hybridgrenzflächen gezeigt. Auch das
Auftreten von Ladungstransfer-Exzitonen wird im Detail erläutert. Die Ladungs-
separation überwiegt leicht im Vergleich zum Exzitonentransfer. Trotzdem müssen
kritische Eigenschaften genannt werden, welche die Generation freier Ladungsträger
erschweren. Ebenso wird das bislang existierende Bild des TFA/NK Systems er-
weitert. Das präsentierte Exzitonenmodell ist wesentlich realistischer als alle zuvor
verwendeten. Der vorhergesagte unidirektionale Energietransfer von der äußeren
zur inneren Wand des TFAs wird direkt abgebildet. Weiterhin wird gezeigt, dass
die exzitonische Kopplung zwischen dem TFA und dem NK im Allgemeinen weniger
als 1 meV beträgt. Selbst in nächster Nähe positioniert gibt es keine Hinweise auf
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Archaeological finds bear witness to simple hand axes and flint stone tools produced
about 1 million years ago. Since then, the history of mankind is a history of technolog-
ical developments. Early fruits of this co–evolution were the massive cultural changes
in the Neolithic era (e.g., sedentism and commerce), which became only possible due
to practicing agriculture and stock farming. Other prominent examples are the social
movements in the early 18th century, which went hand in hand with the groundbreak-
ing inventions of the industrial revolution. Since the late 20th century, nanotechnology
has started to rise to a leading interdisciplinary driving force and has become indispens-
able in today’s society. Standardized production processes for combining molecules and
other tiny elements smaller than 100 nm to functionalized modules are the outcome
of continuous achievements in this field. On the one hand, the fabrication of smaller
and smaller nanostructures for microelectronic devices is in the focus. By composing
different nanostructures to hybrid materials, on the other hand, it is the intention to
induce synergy effects leading to novel interesting physical and chemical properties.
Hybrid nanostructures and their innovative functionalities are hoped to guarantee fur-
ther technological development. This hope has already triggered plenty of different
research activities for more than a decade.
In particular, hybrid materials consisting of chromophore dye molecules and semi-
conductor nanostructures (e.g., quantum dots or nanocrystals) are intensively studied
for targeted applications in the field of optoelectronics [1] ranging from photovoltaics
[2, 3, 4] and artificial light harvesting [5, 6, 7, 8] through light emitting nanomaterials
[9, 10, 11] to optical switches [12] and photodetectors [13, 14]. The main technological
interests are thereby novel concepts beyond the conventional inorganic solar cells or the
vague organic hetero bulk junctions [15]. Other high goals are the efficiency enhance-
ment and general improvement of already existing organic/inorganic materials with
light emitting functionality [1, 10]. Concrete plans for device production concerning
the latter LED technology are already existing today (see, e.g., Refs. [16, 17, 18, 19, 20]).
In general, due to the abundance of different opportunities, the research community
is looking optimistically into the future also with substantial improvements in photo-
voltaics expected. The high expectations of the molecule/semiconductor structures are
related to the idea to combine "the best of the two worlds". In fact, the specific features
of both material classes in principle match perfectly [21, 1, 22, 23]. For instance, the
remarkable stability and charge carrier mobility of all semiconductors [24, 25] or the
narrow and tunable emission band of quantum dots and nanocrystals [22, 4] can be
composed favorably with the very high oscillator strength and exciton binding energy
of molecular complexes [26, 27] as well as their extremely precise chemical function-
alities [1, 28]. Indeed, the repertoire of carbon chemistry holds an incredible stack of
possible substances with differences in optical properties, size, aggregation behavior,
1
1. Introduction
functional anchor groups or even concerning sustainable factorization and recyclability
[29].
Spectroscopic studies tremendously benefit from simple fabrication routines for cre-
ating molecule/semiconductor structures. The span of the inspected hybrid systems
ranges thereby from very basic structures [30, 31, 7] with only one type of molecule
and a single kind of semiconductor component (e.g., complexed in solution) to very
sophisticated architectures consisting of several functional modules designed in more
complex compositions [8, 26, 11, 28]. The latter type of hybrid superstructures are
often assembled in form of rigid macroscopic units or multilayers on smooth surfaces
[24, 5, 6, 3, 15, 14] where the trend is clearly towards device fabrication [17, 1, 13, 2,
3, 10].
In marked contrast to that, theoretical approaches and computer simulations show
great difficulties modeling the two material classes together on a nanoscale [25, 22, 29].
Both classes rely on different theoretical ansatzes and contain own established assump-
tions and approximations. These must now be complied in one interface model [1, 23].
It is another critical issue that many of the interesting structural and electronic prop-
erties appear only on the nanoscale. On this scale, however, vast numbers of electronic
states are relevant and reliable electronic structure computations become extremely
time–consuming unless some simplifying assumptions are made. Due to these concep-
tual difficulties, so far, the majority of electronic system studies are devoted to only
small and simple hybrid structures (see details below). One prominent simplifying
assumption is the introduction of system periodicities concerning crystalline semicon-
ductor slices and regular molecular layers [32, 33, 34, 35, 36, 37, 38]. By concentrating
on a small unit cell, electronic structure calculations then simplify significantly and it
becomes possible to realize interface simulations with ab–initio parameterization. Con-
trarily, atomistic models and time–domain simulations of finite large–scale nanostruc-
tures are very rare. For instance, the optoelectronic properties of molecule/nanocrystal
complexes can only be adequately described when considering the finite systems as a
whole. Also concerning regular hybrid interface architectures, the introduction of a unit
cell means often that important wide–ranging processes cannot be simulated properly.
At this point, more effort must be generally invested into developing atomistic models
in order to systematically promote further theoretical understanding of the "merging"
of the optoelectronic properties.
The present thesis contributes greatly to that need. Two realistic hybrid nano–
interface systems are studied. The first system describes para–sexiphenyl molecules
assembled on a ZnO surface. The second system consists of a gigantic tubular dye
aggregate coupled to a spherical CdSe nanocrystal. Both kinds of compositions are
promising candidates for novel optoelectronic applications and have been subject of
many experimental investigations (see details below). The particular focus of this work
lies on time–domain simulations of the occuring optoelectronic processes. Thereby, ex-
citon transfer mechanisms, phenomena of photoinduced charge separation, dissipative
exciton motion and charge carrier migration are discussed. These processes take place
on very different time–scales. Moreover, the large–scale character of both systems plays
a central role. In this work, it is a main concern to present finite system studies which
are both of realistic size and in atomistic resolution. Therefore, it describes the key
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challenge to introduce combinations of atomistic models to ensure the required precis-
sion. Moreover, novel simulation techniques which guarantee efficient computational
performances in large–scale applications must be worked out. The discussed insights
into the kinetics bring forward the understanding of both specific interfaces in many
ways. Moreover, the executed large–scale studies on dissipation witness a significant
progress achieved in the field of open system dynamics.
The remaining of this chapter serves as a compact introduction to fundamental as-
pects of all parts of the thesis. The different topics are presented in line with the
global structure of the work. It begins with a debate on the basic principles of the
quantum state diffusion. The method of the stochastic Schrödinger equation is intro-
duced as a promising simulation technique. Then, the mechanisms of excitation energy
transfer, photoinduced charge separation and charge carrier migration at the para–
sexiphenyl/ZnO interface system are generally discussed. A likewise background is
given on the exciton relaxation and energy transfer in the tubular dye aggregate/CdSe
nanocrystal system. Finally, a rough outline of the thesis is provided.
Stochastic Schrödinger equation methodology
Atomistic simulations of charge separation processes are a critical topic. In general,
systems of enormous size must be considered in order to achieve realistic impressions on
those kinetics. Moreover, corresponding simulations generally involve two independent
degrees of freedom (the one of the electron and the one of the hole charge). Accordingly,
a vast number of different interface states inflates electronic system models. The same
is valid concerning the description of electron–hole pair excitations in a semiconductor
component. In finite interface models on charge separation and other excitation energy
transfer processes, hence drastically increasing numbers of relevant electronic states
must be anticipated when turning to nanoscale sizes. This describes a great task and
special approaches and numerical algorithms are required. Thereby, many numerically
optimized algorithms for solving exciton equations (i.e., eigenvalue problems) of gigantic
dimensionality can be found in literature [39, 40]. Similarly, very efficient mathematical
methods exist to solve the time–dependent Schrödinger equation [41, 42, 43]. These
methods are of fundamental interest and therefore well–established. In harsh contrast
to that, it is a special task of this work to develop an efficient simulation technique for
dissipative time–dependent phenomena, which is particuarly suited for application to
large–scale systems.
Dissipative phenomena appear generally when electronic system dynamics are cou-
pled to molecular vibrations [44, 45]. Related simulations require a very large number
of vibrational modes and simulations are typically executed in terms of open system
dynamics (i.e., by solving the quantum master equation [44]). Thereby, it is the idea
to introduce a sub space, which is only span by the electronic system states. The vi-
brational harmonic oscillator modes are collectively described in terms of a bath with a
certain spectral density. However, concerning large–scale systems, solving the quantum
master equation is extremely inefficent. As visualized on the left-hand side of Fig. 1.1,
the very unfavorable scaling behavior of its computational costs, when increasing the
number of incorporated electronic states N , is responsible for that. In principle, solving
the quantum master equation means propagating directly the reduced density matrix
3
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Figure 1.1.: Flow chart of the quantum state diffusion (QSD) method versus the quan-
tum master equation (QME) ansatz for open system dynamics. The scaling
behavior of the computational costs of both methods is indicated in powers
of the system size, N . The QME propagates directly the reduced density
matrix in Liouville space which generally scales ∝ N4. The QSD works
on Hilbert space vectors and scales ∝ N2, however M different stochastic
state trajectories are required.
which is of size N2. Accordingly, its propagation operation in Liouville space gener-
ally scales ∝ N4 (see, e.g., the Redfield tensor [44]). This scaling behavior describes a
significant numerical limitation which must be circumvented.
Therefore, here the (by far less popular) quantum state diffusion methodology [46] is
consulted. The basic functionality of this approach is illustrated on the right–hand side
of Fig. 1.1. Contrarily to the master equation ansatz, the quantum state diffusion de-
scribes a sampling method based on an ensemble of stochastic state trajectories which
obey a stochastic Schrödinger equation. Such equation is the centerpiece of the here
implemented open system dynamics. In practice, it means that individual vectors of
dimensionality N are propagated in Hilbert space of the electronic system. Motivated
by existing works [47, 48, 49, 50, 51], in this thesis a novel numerical procedure is con-
ceived based on a simple strategy. Its implementation allows propagating the stochastic
state vectors with N2–scaling behavior. Accordingly, a computational benefit can be
expected whenever the number of required trajectories M (to obtain converged results)
stays below N2 (see again Fig. 1.1). The straightforward parallelization of sampling M
trajectories further opens opportunities for enormous improvements of the computa-
tional performance. Such a technique for efficient open system dynamics in application
to truly large–scale systems is of unique relevance and also concerning other research
areas a highly welcome method. In this work, its potential is demonstrated in two
concrete system studies with N = 2553 and N = 4140. These numbers appear huge
in reference to comparable simulation works in literature [51, 52]. Moreover, by tak-
ing into account non–Markovian effects the offered technique is advantegous to usually
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chosen less sophisticated models on this system scale [53, 54, 55] (see also Sec. 4.2).
Para–sexiphenyl molecules deposited on ZnO surfaces
The first concrete studies in this work concentrate on large–scale interface structures
generated by aggregation of para–sexiphenyl molecules on top of flat ZnO surfaces.
Although ZnO has been a well–known and appreciated solid state material for industrial
fabrication of a diversity of products for long [56, 57], it has experienced a revival via
new processing techniques in nanotechnology [58, 59, 24, 60, 61] (see also Sec. 5.1). In
particular, solar cell and LED industries appreciate the diversity of different nanoscale
forms (e.g., quantum dots, nanocrystals or surface patterns), which can be designed
and generated easily, as well as the favorably tunable band gap of doped ZnO materials
[58, 24, 61]. Also in combination with molecular films, ZnO surfaces have been already
extensively investigated in experiments during the last few years. Until date, a plenty of
different types of molecules or mixed molecular films have been deposited and examined
on ZnO [24, 15, 62]. Existing studies thereby include morphological [63, 64, 65] and
spectroscopic measurements [66, 67, 68] – also in concert with electronic structure
calculations [69, 35, 70, 62, 38]. One particular focus lies on aggregation layers of
para–sexiphenyl (6P) molecules. The simple chemical structure of 6P is illustrated in
Fig. 1.2a. The aggregation behavior and growth mechanism of 6P on the three popular
ZnO surfaces (indicated in Fig. 1.2b) is well–understood from molecular modeling [71]
and microscopy imaging techniques [65, 68]. Assisted by continuous aggregation, the
6P molecules are subject to self–assembly forming regular 3d herringbone lattices [71].
As shown in Fig. 1.2c and d, the 6Ps are thereby either observed in up–right standing
position or found flat lying on ZnO substrate. In particular, these self–assembly features
promise very simple, uniform and cheap device fabrication.
The level alignment of the particular 6P/ZnO (0001) interface is given in Fig. 1.2e
(measured by Blumstengel et al. [68]). The 6P HOMO/LUMO gap amounts 3.5 eV,
which is 0.2 eV larger than the determined band gap of the ZnO. Accordingly, resonant
energy transfer is possible from excited 6Ps to electron–hole pair excitations in the
opponent ZnO part. This process is sketched in Fig. 1.3a. (To be correct, concern-
ing the intermolecular excitonic coupling, molecular excitations are actually not the
primary photexcitations in the aggregate part. Instead, a certainly broadened Frenkel
exciton band is created.) In principle, also the reverse process is possible starting
from electron–hole pair excitations with somewhat higher energy. Nevertheless, this
process is assumed to be less efficient regarding relaxation processes and shall not be
further treated in the framework of this thesis. In order to guarantee functionality in
the sense of a solar cell, the excitation (bound Frenkel exciton) must dissociate into
extractable charge carriers to both sides of the 6P/ZnO interface. This relies elemen-
tary on mechanisms of charge separation. As illustrated in Fig. 1.3b, after optical
excitation of Frenkel excitons and possible intermolecular excitation energy transfer,
an electron is injected from an excited 6P at the surface into the conduction band
(CB) of the ZnO (i.e., by means of an electron transfer reaction across the interface).
The formerly excited 6P remains positively charged and defines a molecular localized
hole. According to the level alignment (see again Fig. 1.2e), the latter is bound to the
6P aggregate. In awareness of the mutual Coulomb interaction, the hole and electron
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Figure 1.2.: The para–sexiphenyl/ZnO interface. Panel a: Chemical structure of the
para–sexiphenyl (6P) molecule. Panel b: Wurtzite crystal structure and
the three prominent ZnO surfaces. Panel c and d: Schematic view on the
two observed characteristic aggregation types of 6P on flat ZnO substrate.
Panel e: Measured energy level scheme of the 6P/ZnO (0001) interface [68],
including valence and conduction band (VB and CB) of the ZnO and each
the highest occupied and lowest unoccupied molecular orbital (HOMO and
LUMO) of three 6Ps.
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Figure 1.3.: Transfer processes at the para–sexiphenyl (6P)/ZnO interface (for more
details on the energy levels, see Fig. 1.2). Valence and conduction band
(VB and CB) of the ZnO are shown against the highest occupied and lowest
unoccupied molecular orbitals of each two (panel a and c) or three (panel b)
6Ps. Panel a: Optical excitation of the 6P molecules (step 1) and excitation
energy transfer to electron–hole pair excitations in the ZnO (step 2). Panel
b: Optical excitation (step 1), intermolecular excitation energy transfer to
the interface region (step 2), charge separation via electron transfer across
the interface into the CB of the ZnO (step 3) and subsequent hole migration
between the 6Ps (step 4). Panel c: Optical excitation of a charge transfer
exciton.
are finally subject to migration processes. This situation describes a charge–separated
interface state. Besides excited states at the interface and the latter charge–separated
states, one often concerns a third type of so–called charge–transfer excitons. These
are detected in spectroscopic measurements [15, 72] and define charge–separated states
which can be directly optically excited (see also Ref. [73]). As illustrated in Fig. 1.3c,
the optical excitation of charge–transfer excitons opens the opportunity to much faster
charge carrier generation.
In the sense of photovoltaics, the processes leading to charge separation (see Fig. 1.3b
and c) play an elementary role. The energy transfer process from the 6P aggregate to
the ZnO (see Fig. 1.3a), however, is unwanted because it minimizes the yield of charge
carrier generation. This makes a comparative examination of both types of processes
very interesting. In this work, the transition of excitation energy and the photoinduced
charge separation are confronted in terms of two sub studies (visualized in Fig. 1.4a and
b). Both studies are based on similar finite interface designs. Despite the model charac-
ter of the constructed interface system, representative insight on the occuring processes
can be expected. It might be either interpreted as a finite outtake of a macroscopic
interface architectures or related directly to a ZnO nanoparticle structure. Afterwards,
a third study is devoted to charge carrier migration at the interface which happens once
the charge separation process is completed. Thereby, main attention is focused on the
important question whether the charges are able to overcome their common Coulomb




Excitation energy transfer at the para–sexiphenyl/ZnO nano–interface
Meanwhile an overwhelming amount of different experimental studies and measure-
ments on excitation energy transfer between molecular and semiconductor nanostruc-
tures has been piled up. It witnesses the tremendous interest in this topic (see, e.g.,
Refs. [12, 24, 5, 13, 2, 6, 30, 4, 67, 15, 74]). As the "door–opener" to tailored opto-
electronic features, detailed understanding of the excitonic coupling across the hybrid
interfaces is of general relevance and extremely important. Nevertheless, theoretical
studies and time–domain simulation works have not been stimulated in such "abun-
dance". Moreover, the much fewer number of available computational studies concen-
trated either on periodic hybrid interfaces [75, 1, 35, 36, 38] or on rather tiny finite
hybrid systems [76, 77]. The formation of hybrid states with interesting "mixed" ex-
citonic features was postulated thereby already early by Agranovich and Bassani et
al. [78, 79, 75] by means of analytical interface models of periodic organic/inorganic
quantum well structures. Concerning small sizes, nowadays, it is possible to determine
the electronic properties of finite hybrid complexes using ordinary DFT approaches.
In such way, the excitonic couplings between a porphyrin sensitizer and a nanocrystal
was determined by Prezhdo et al. [76]. Different more involving ab–initio ansatzes were
presented by Tamura and Burghardt et al. [77] (in application to a very tiny finite
CdSe/rhodamine system). More recent works of Knorr and Richter et al. [35, 38] re-
port on excitonic coupling and excitation energy transfer between a periodic molecular
film of ladder–type quarterphenyl molecules and a plane ZnO surface (with the focus
on an effective mass model to treat the electron–hole pairs in the ZnO). The excitonic
properties of a regular monolayer of pentacene on a TiO2 surface were also recently
investigated by employing a DFT/Bethe–Salpeter equation ansatz [36]. Altogether,
the total number of computational studies is rather small and concrete knowledge is
still limited.
The present study begins with an elaborate and very illustrative explanation of the
nature of the excitonic interaction across the 6P/ZnO interface. The considered model
system (see Fig. 1.4a) is much more expanding than any of the periodic cells studied so
far. In turn, it is essentially too large for an uniform ab–initio modeling. Instead, here
the computational approach is inspired by Ref. [80]. There, excitonic couplings were
determined between a CdSe nanocrystal (of about half of the size of the present ZnO
cluster) and a single chromophore molecule using a combination of semi–empirical and
ab–initio methodologies. A likewise diabatization ansatz is introduced here. Accord-
ingly, the interface is fragmented into smaller substructures and full system (diabatic)
states are constructed as direct products of several site states with zero wave function
overlap [44]. Frenkel exciton and electron–hole pair excitations are computed residing
on the 6P aggregate and the ZnO cluster, respectively. The price for the diabatization
ansatz is paid with an enormous number of required excitonic couplings between the
latter two types of excitations. The very common but less accurate point–dipole ap-
proximation (Förster–type coupling) is avoided and all coupling terms are determined
in atomistic resolution of both system components.
The second part of the exciton study concentrates on the translation of initially
populated Frenkel excitons into electron–hole pair excitations of the ZnO. Thereby, a
debate is given on whether the Frenkel exciton decay obeys the simple picture of an
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Figure 1.4.: The studied processes in the two designed para–sexiphenyl (6P)/ZnO
model systems. Panel a: Excitation energy transfer (EET) from Frenkel
excitons (FX) in a stack of 20 6P molecules to electron–hole pair (EHP) ex-
citations in the hemispherical ZnO cluster (with 5 nm diameter). Panel b:
Photoinduced charge separation (CS) processes (direct excitation of charge
transfer states is not sketched).
exponential loss of population or appears with more complex characteristics. To answer
this question is important as it enlightens the complexity of the transfer process and
thus declares the need for more sophisticated time–domain simulation approaches. For
this purpose, transfer rates according to Fermi’s golden rule are computed using the
excitonic couplings determined beforehand. In direct comparison, coherent wave packet
dynamics are simulated. If the rate model obeys any restriction, it becomes clear in this
manner. Moreover, different initially populated Frenkel excitons in the 6P aggregate
are probed in order to detect possible dependences on the energetic alignment of exciton
donor and acceptor states. The observed characteristic times of the exciton decay are
finally confronted with the time–scales of the mechanism of charge separation across
the interface.
Photoinduced charge separation at the para–sexiphenyl/ZnO nano–interface
The procession of charge separation is of primary importance. Concerning bulk hetero
junctions, likewise processes were already studied a lot. Intensive organic/organic in-
terface simulation works can be found from many groups focusing on only few hundred
femtoseconds or ranging up to many picoseconds (see particularly Troisi et al. [81, 82]
and Burghardt et al. [83, 84]). In turn, the general basics of modeling charge separa-
9
1. Introduction
tion at interfaces are well–understood. Popular simulation methods are thereby, e.g.,
different incoherent transfer rate ansatzes [85, 86, 87], the multi configurational time–
dependent Hartree method for coherent exciton–phonon dynamics [83, 84], the time–
dependent density functional theory [88] or different kinetic Monte–Carlo approaches
[89]. As explained above, however, the combination of molecular and semiconductor
models leads to conceptual difficulties. In harsh contrast, therefore, much fewer works
can be found on time–domain simulations of charge separation at organic/inorganic
hybrid systems. The most of these studies have been made possible by means of the
method of nonadiabatic molecular dynamics. Indeed, it has become a popular instru-
ment since the pioneering simulation work of Prezhdo et al. in 2002 on stimulated charge
injection from an covalently attached isonicotinic acid molecule into a TiO2 surface (by
using a tiny periodic simulation cell) [90]. Since then, several other ab–initio nona-
diabatic molecular dynamics simulations on more involving molecule/semiconductor
systems have followed [32, 76, 33, 91, 37]. Nevertheless, the investigated systems or
simulation cells have remained rather small. At this place, also the illustrative works of
Lu et al. should be stated [92, 34]. In close relation and based on the same method, they
presented time–domain simulations of charge separation across a periodic P3HT/ZnO
interface and directly drew comparison against data from simulations of the prominent
P3HT/PCBM bulk hetero junction [93]. Thereby, the problematic issue of the char-
acteristic ZnO surface states was debated (see, e.g., also Refs. [94, 66] and references
therein). These latter surface states are accused to prevent efficient electron injection
into the ZnO bulk zone and shall be also an issue in the framework of this thesis.
Whenever concerning interface charge separation processes, special attention must
be paid to the charge transfer coupling across the interface. Its terms mediate the
important electron injection from the surface–attached 6P molecule into all possible
ZnO conduction band states (step 3 in Fig. 1.3b). Due to the "merging" of organic and
inorganic electronic systems at the interface, straightforward ab–initio computations
become very costly, extremely inefficient and simply inappropriate for non–periodic
systems beyond very small size. In this work, therefore an own parametrization scheme
is employed. It makes possible to obtain estimate values based on an approximate
ab–initio modeling. The conceived approach is basically inspired by the partitioning
scheme established by Troisi et al. [95, 96]. However, here it is furthermore the idea to
directly identify an initial electron acceptor state based on a phenomenological picture
of the injection process. This describes a dramatic simplification, because the critical
ab–initio calculation of the molecule/ZnO junction part is circumvented. Instead, in
the present ansatz, the complete parametrization of the injection processes is achieved
based on two separate electronic structure calculations (one of the 6P and one of the
ZnO cluster). The presented ansatz is very intuitive, simple and can be straightly
applied to other systems.
In total more than 125000 electronic interface states are computed in order to investi-
gate the charge separation in the 6P/ZnO model system (see again Fig. 1.4b). Besides,
it is assumed that the influence of molecular vibrations is negligible and that the entire
interface kinetics can be simulated in terms of coherent wave packet dynamics. This
assumption allies with the present focus on laser–pulse induced processes on the fem-
tosecond time–scale. (On this time–scale, also interactions of the injected electrons with
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ZnO lattice phonons should be of minor importance.) Again, the convenient diabatic
state ansatz (based on fragmentation of the system) is employed. Here, it turns out
to be very helpfully in order to uncover the detailed spatio–temporal evolution of the
excited aggregate states and their complex interplay with the charge–separated states.
Thanks to the localized state picture, on one side, initial intermolecular excitation en-
ergy transfer to the interface can be properly monitored. If observed, this would cleary
indicate on an indirect charge separation process according to Fig. 1.3b (i.e., cascade–
like exciton migration and subsequent electron transfer to the ZnO part). On the other
side, also the direct optical excitation of charge–transfer excitons [73] can be properly
distinguished (see Fig. 1.3c). To answer the question about which of the two types of
charge separation mechanisms is the dominant one describes a formidable task. In this
work, it is addressed as a key point – namely, in dependence on the laser–pulse energy.
Another typical issue is the "robustness" of the charge separation dynamics with
respect to small variations within the model system. Such investigations are of general
importance as well. Here, a study on the influence of energetic disorder in the system
shall be an adequate instrument. It helps to identify possibly very specific and resonant
passages of charge separation. Further, it provides a first impression on the dynamics
under condition that vibronic interactions are additionally taken into consideration.
Great effort is finally undertaken to clarify the role of an explicitly simulated laser–
pulse excitation. In fact, simulations of short–time dynamics generally request careful
considerations of initial conditions [32]. This is particularly the case whenever photoin-
duced dynamics shall be simulated by simplified excited state ansatzes. Concerning
highly complex system, it is to be expected that slightly different initial conditions
result in essentially varying dynamics. Here, an elaborate discussion is devoted to
that critical issue. The concrete influence of replacing the laser–pulse excitation by
different initial excited state ansatzes is inspected. The offered discussion is of high
relevance since rather arbitrary initial conditions are still used very commonly (see,
e.g., Refs. [92, 84, 34]).
Dissipative charge carrier migration at the 6P/ZnO interface
Efficient solar cell devices are formally characterized by high yields of extractable charge
carriers [97]. These are generated to both sides of the interface and finalize the process
of charge separation on the picosecond up to nanosecond timescale. Concerning or-
ganic/organic interfaces, a long series of theoretical works has helped again to unravel
the underlying key mechanisms (see, e.g., Refs. [73, 97, 81, 83, 85, 98, 99, 100]). Never-
theless, details on the dissociation of charge–separated states into free charge carriers
at organic/inorganic interfaces are widely unknown until today. One reason is surely
the requirement of such studies for extended (and not periodic) system structures.
Related large–scale simulations of electron and hole motion are extremely computa-
tionally demanding when turning to time–scales of several picoseconds and especially
when including vibronic effects.
A third sub study of this work is devoted to enlighten the reason for the so far
respectively low efficiency of charge carrier generation at existing ZnO photovoltaic
hybrid devices [72]. Major issues shall be made out with the wish to mark the beginning
of important improvements. Therefore, the second even larger 6P/ZnO interface model
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Figure 1.5.: The studied hole transfer (HT) mechanism in a realistic film of a number
of 2553 para–sexiphenyl (6P) molecules assembled on a flat surface of a
macroscopic ZnO substrate (inclined 3d and side view). The investigation
concentrates on charge separation which lead to immediate immobilization
of the electron at the ZnO surface region (see red shading in the side view).
A possible initial electron and hole positioning is illustrated. The arrows
indicate the motion of the hole within the 6P aggregate.
sketched in Fig. 1.5 is conceived. It is directly related to the realistic structure shown in
Fig. 1.2c (see also Refs. [64, 65, 68]) and describes 2553 upright–standing 6Ps assembled
on a macroscopic ZnO slab in a layer–like herringbone lattice. The simulated charge
carrier kinetics take place on the picosecond time–scale.
It is a well–known phenomenon at ZnO surfaces (see, e.g., Ref. [94, 66, 34]), that
injected electrons may move very fastly to so–called trapped surface states. Here, par-
ticular focus is on such scenarios of an electron immobilization close to the interface
region right after a very fast charge separation process. For simulations on the pi-
cosecond scale, accordingly the "trapped" electron state can be directly prepared and
it remains to study the much slower hole migration.
The gigantic ZnO slab describes a significant computational obstacle. Besides the
direct Coulomb attraction to the trapped electron, indeed also the entire surrounding
of the localized hole participate to a site–dependent potential energy correction. A
single–particle ansatz of the complete ZnO slab is clearly impossible. Instead, a special
hole transfer model is developed as part of this thesis. It incorporates the influence of
the gigantic surrounding interface structure in terms of a polarizable continuum. This
results in a very elegant expression of a screened electron–hole interaction and allows
modeling such vast interface structure in a very realistic way.
In general, the motion of the hole in the 6P layer is manipulated strongly by its
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Coulomb–attraction to the immobilized electron. This effect characterizes fundamen-
tally the dissipative dynamics of the hole, i.e., its motion under the impact of vibronic
interactions. The here executed simulations involve the vast number of 2553 hole states
and reach up to several picoseconds. This is only made possible in application of the
own developed stochastic Schrödinger equation technique. Likewise simulations at or-
ganic/inorganic interfaces on this scale have never been documented before. Here, the
question about the influence of vibronic effects on the generation of free charge carriers
is elaborately discussed in direct confrontation with corresponding pure–coherent hole
motion. In particular, dynamics starting from different electron trapping scenarios are
analyzed. By that, former observations from measurements at different polymer/ZnO
interfaces [72] are supplemented with detailed theoretical findings.
Gigantic tubular dye aggregate decorated with a CdSe nanocrystal
The second type of hybrid system studied in this thesis is depicted in Fig. 1.6a. It
describes a double–walled tubular dye aggregate (TDA) consisting of C8S3 cyanine
molecules and a closely positioned CdSe nanocrystal (NC). Both bodies are coupled
via excitonic interaction. In fact, two types of interesting exciton transfer processes were
measured in likewise TDA/NC system: i) after optical excitation in the high–energy
range fast exciton relaxation takes place within the TDA and ii) excitation energy is
transfered from the TDA to the NC on essentially longer time–scale. Here, it is the
intention to introduce an exciton model based on a realistic nuclear structure and to
investigate both processes theoretically. Open system studies of pioneering extent are
presented. Dissipative dynamics on the exciton relaxation from the outer to the inner
wall of the TDA are provided for the first time. Further, the exciton transfer from the
TDA and the NC is quantified in terms of transfer rates based on Fermi’s golden rule.
Thanks to a strict atomistic modeling, both sub studies deliver novel insights on the
excitonic processes in remarkable spatial resolution.
In principle, the TDA represents two loosely bound rolls of J–aggregate. These form
an inner and an outer wall (see Fig. 1.6a or Fig. 1.7a). Molecular J–aggregate have been
lying in the focus of extensive research for more than 80 years [101, 102]. They consist
of specific types of dye molecules which conglomerate to regular aggregates by means of
self–assembly in aqueous solution (for details see Sec. 8.1). Once assembled, they com-
monly show remarkable optoelectronic features like, e.g., vast exciton delocalization,
large oscillator strength and an very sharp fluorescence peak [103, 104]. Their particular
type of aggregation, however, is very sensitive to chemical alternations of the side–chains
of the dyes. In this sense, simple chemical modifications of the residuals opens a broad
scope of possible aggregate morphologies with different excitonic properties [102]. For
instance, customized sizes and morphologies like flat 2d, tube–like or other 3d struc-
tures can be manufactured rather straightforwardly [105, 106, 107, 108, 109, 110] and,
going one step further, also the excitonic properties can be selectively tailored. In
this way, e.g., the wave length of the aggregate fluourescence can be tuned appealing.
Altogether, J–aggregates are highly interesting materials for nanotechnological device
fabrication in the fields of optoelectronics [102]. In this context, it is not surprising that
J–aggregates appear nowadays also in many hybrid systems. Especially phenomena of
excitation energy transfer between J–aggregates and semiconductor components are a
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Figure 1.6.: The tubular dye aggregate/nanocrystal (TDA/NC) system. Panel a: Ex-
emplary TDA/NC interface achitecture with several NCs and possible ex-
citation energy transfer processes after optical excitation. Panel b: View
into the constructed double–walled TDA. The outtake offers a magnified
view of a single C8S3 cyanine molecule (in the outer wall). Panel c: Crystal
structure of the created CdSe NC.
hot topic. For more than 10 years, a plenty of different hybrid structures consisting of
either planar films or tubular J–aggregates and semiconductor quantum dots have been
investigated (see, e.g., Refs. [111, 112, 13, 8, 11, 26]) and first commercial production
of photodetector devices is prognosed to commence in the near future (for details, see
Sec. 8.1).
Exciton relaxation in the tubular dye aggregate
The tubular type of aggregation is maybe the most special type of all. According to their
"quasi 1d" structure and being stable enough to last for very long, tubular aggregates
are considered as nanoscopic "conduit cables" for directional energy transport. Indeed,
remarkable transmitting properties and exciton diffusion length of more than 1 µm were
already reported [113, 109]. The tubes are moreover attributed with a large oscillator
strength. Altogether, this has been inspirational to create novel artificial light harvest-
ing systems in combination with nanostructured semiconductor component. Also the
here treated TDA has attracted great attention during the last two decades. In partic-
ular, an ongoing series of spectroscopic and microscopic studies [114, 115, 116, 117, 8],
but also many theoretical works have been released [105, 118, 119, 120, 121, 107, 122].
Today, the excitonic processes within the TDA are widely understood (see Fig. 1.7).
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So, it is generally clarified that excitons on the inner (blue coloring) and the outer wall
(red coloring) can be selectively addressed via energetically different photoexcitation
[119, 107, 122]. For instance, optical excitation in the high–energy region essentially
populates excitons residing on the outer wall of the TDA (see process 1 in Fig. 1.7a
and b). According to pump–probe measurements, the subsequent exciton relaxation
process takes place within only few picoseconds (see process 2 in Fig. 1.7b). Interest-
ingly, it is accompanied by unidirectional excitation energy transfer from the outer to
the inner wall (see process 2 in Fig. 1.7a). Although many aspects have been already
uncovered until date, the relaxation process is still not fully understood and describes
currently an active field of research [123, 124, 26, 125]. The present work contributes
greatly to these recent studies by presenting pioneering time–domain simulations.
The study begins with the 64 nm long TDA fragment illustrated in Fig. 1.6a and
b. It consists of 4140 dye molecules. The gigantic nuclear structure foots on formerly
executed molecular dynamics simulations and describes an extremely realistic view on
the TDA. Based on it, a generalized Frenkel exciton model [122] is introduced and
intermolecular excitonic couplings are determined in atomic resolution. The present
ansatz distinguishes significantly from the standard Frenkel exciton model and the
simple dipole–dipole interaction applied in earlier theoretical works [118, 119, 121]. The
here introduced generalized exciton picture explicitly takes into consideration dispersive
interaction effects. Usually, dispersion results only in a rather collective shift of the
computed exciton band. Concerning the TDA, however, this is not the case [122]. In
fact, dyes in the inner and the outer wall "feel" a very destinct polarizable surrounding
and dispersion has a particular impact on the shape of the exciton spectrum.
The entire excitonic system of the TDA is here treated as an open system in inter-
action with a bath of intramolecular vibrational modes. It includes the huge number
of 4140 excitons. The own stochastic Schrödinger equation technique is employed.
Again, its workability and power is demonstrated impressively. Different high–energy
exciton wave packets are prepared and dissipative dynamics of the relaxation process
are documented. In marked contrast to the here executed studies, earlier time–domain
simulations were restricted to exciton relaxation within the inner tube, i.e., the actu-
ally interesting translation of excitation energy between the walls remained undetected.
Moreover, these studies rely on more simple approaches (e.g., Pauli Master equation
[119]) and (though disorder attributed) analytic model system [118, 119]. The here
applied description is substantially more sophisticated. For the first time, the exciton
relaxation is discussed in molecular resolution. The continuous energy dissipation is
documented precisely by monitoring the internal energy of the excitonic system. The
computed relaxation kinetics to a thermal distribution of the exciton population are
compared with available spectroscopic data [119, 124, 26, 125].
Excitation energy transfer from the tubular dye aggregate to the nanocrystal
During the last years, TDAs have been further considered as auspicious and versatile
components in nanostructured hybrid materials for optoelectronics. For efficient light
harvesting and subsequent directive energy funneling, for instance, designs of rope–
like bundles of several TDAs contacted with quantum dots are conceivable [116, 126].
Indeed, single TDA decorated with tiny nanocrystals were already spectroscopically
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Figure 1.7.: Transfer processes in the tubular dye aggregate (TDA)/nanocrystal (NC)
systems. Panel a: Initial excitation of the TDA (step 1), Frenkel exciton
(FX) relaxation in the TDA from the outer to the inner wall (step 2), and
exciton transition from the FXs in the TDA to Wannier–Mott excitons
(WXs) in the NC. Panel b: Energy level diagram of the excitonic system.
Levels on the left and right hand side represent the FX band of the TDA
and the WX band of the NC, respectively. Process steps 1 to 3 are indicated
(orange arrows: exciton relaxation due to vibronic effects, on the ps–scale;
blue arrows: subsequent exciton transfer from a thermal distribution to
the NC, on the ns–scale).
studied [8]. Thereby, clear message was given on efficient excitation energy transfer
from the quantum dots to the outer wall of the TDA. The efficiency of the reverse
process is less high due to the fast exciton relaxation within the TDA to the inner wall
(which is "more remote" to the quantum dots). In the last part of this thesis, the slower
process of excitation energy transfer from the TDA to a CdSe NC is simulated (step 3
in Fig. 1.7a and b). According to the measurements, it takes place on the nanosecond
time–scale. On that scale, the TDA–internal relaxation processes are already completed
and a thermal distribution of Frenkel exciton population can be assumed.
The former constructed Frenkel exciton model is then merged with a model for
Wannier–Mott excitons of the NC shown in Fig. 1.6c. The latter are computed as
Coulomb correlated electron–hole pair excitations. As a key challenge, again thou-
sands of excitonic coupling matrix elements between both nanostructures are computed
in atomistic resolution. After the former concrete time–domain simulations on the pi-
cosecond time–scale, at this place, incoherent rates according to Fermi’s golden rule
describe the more adequate way to quantify the exciton transfer. Concerning the ex-
pected nanosecond time–scale, energy transfer is initialized from a thermal distribution
of Frenkel exciton populations. Transfer rates for different spatial configuration of the
NC with respect to the TDA are computed. Their inverse values can be confronted
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with the earlier measured transfer times. Diverse interesting insights on the sensitivity
of the transfer with respect to the spatial TDA/NC set–up are collected. The achieved
results are important for future device fabrication.
The study is completed with a discussion on the validity of the Förster rate model
of energy transfer [127]. Therefore, the simulated distance dependence is directly
compared with the prominent 1/R6–dependence (with donor–acceptor distance R) of
Förster’s point–dipole approximation. Although its original purpose was in the field of
energy transfer between well–separated molecules, the convenient dipole–dipole mod-
eling is nowadays also commonly applied to tubular aggregate/NC systems [26] and
many other nanoscopic composite systems [12, 128, 5, 30, 7, 129, 27]. Contrarily to the
assumptions of Förster, modern systems are rather characterized by vast extended ex-
citon delocalizations and close distances. According to that, it is highly interesting and
very important to figure out whether its application is justified or results in seriously
misleading impressions [130, 131].
Outline of the thesis
The organization of the thesis is summarized as follows. In Chap. 2, an overview on the
utilized methodologies for computing molecules and semiconductor nanostructures is
given. The specificities of large–scale hybrid systems are worked out and the different
interface Hamiltonians are fundamentally discussed. The basics of open and closed
quantum system dynamics are recaptured in Chap. 3. The relevant regimes of transfer
phenomena are introduced. Chap. 4 is devoted to the methodology of quantum state
diffusion. A general introduction of the approach is offered. Afterwards a detailed
discussion on the own developed stochastic Schrödinger technique is presented. The
chapter closes with explaining the strategy to simulate large–scale open system dy-
namics. Time–domain simulations of the excitation energy transfer and photoinduced
charge separation kinetics at the para–sexiphenyl/ZnO model interface are discussed
in Chap. 5 and 6, respectively. Afterwards in Chap. 7, the simulation works on dis-
sipative hole migration in the film of upright–standing para–sexiphenyl molecules on
ZnO are presented. Therefore, the stochastic Schrödinger equation approach is utilized.
Its performance in application to the large–scale system is impressively demonstrated.
The gigantic tubular dye aggregate with the closely positioned nanocrystal is studied in
Chap. 8. Simulation results on Frenkel exciton relaxation in the aggregate are discussed.
For a second time, the own stochastic Schrödinger equation technique is instrumented.
Finally, the hybrid system is completed by adding the nanocrystal. Transfer rates for
exciton transition from the tubular aggregate to the nanocrystal are computed. A
summary and an outlook of the thesis is given in Chap. 9.
Several Appendixes supplement this work. Detailed information on the own devel-
oped interface charge transfer model, the applied generalized Frenkel exciton model as
well as the conceived interface polarizable continuum model are given in the Appendixes
A, B and C, respectively. Furthermore, the background on the atomic centered par-
tial charges is enlightened in Appendix D and several mathematical proofs and com-
putational details on the executed electronic structure calculations and time–domain
simulations are provided in the Appendixes F and G, respectively.
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2. Modeling of Electronic Nanosystems
This chapter introduces the theoretical background for modeling composite electronic
structure systems. The particular focus lies on the development and discussion of hy-
brid organic/inorganic interface system. In Sec. 2.1, the description starts concerning
single molecular structures. The Hamiltonian and Schrödinger equation of the molec-
ular electronic system are formulated in Secs. 2.1.1 and 2.1.2, respectively. Sec. 2.1.3
is then devoted to the practical computation of the molecular ground state. The INDO
and DFT approaches are briefly explained. Both are applied throughout this work. In
Sec. 2.1.4, the CI method and the TD–DFT are introduced. Both allow computing the
excited electronic structures. In particular, the first excited singlet state is of interest
regarding later excitonic studies. Finally, the modeling of the cationic (+1e totally
charged) ground state is described in Sec. 2.1.5.
Sec. 2.2 is organized similarly but concerning semiconductor nanostructures in-
stead. Here, only TB–based methodologies are of practical value. An empirical TB
and a DFTB scheme is described in Sec. 2.2.1. Both are utilized in this work to
achieve the ground state of two semiconductor structures and the related quasi–bands
of single–particle states. Afterwards, Sec. 2.2.2 continues with developing electronic ex-
cited states. Semiconductor nanostructures produce a manifold energetically very dense
Wannier–Mott excitons, i.e., correlated electron–hole pair excitations. In Sec. 2.2.2,
anionic (−1e totally charged) states are introduced, which represent the semiconduc-
tor structures under condition that an excess electron populates one of the conduction
band–like states.
In Sec. 2.3 the focus is on composite systems. It starts with the general introduc-
tion of a diabatization scheme in Sec. 2.3.1. According to that, composite states are
constructed based on site states following the internal substructuring. In a first ap-
plication in Sec. 2.3.2, excited states of molecular aggregates are introduced following
the prominent Frenkel exciton model. Afterwards in Sec. 2.3.3, a generalized exciton
ansatz is developed. It delivers a simple mean to correct the Frenkel model by taking
into consideration effects of intermolecular dispersion. It describes the basement of the
exciton studies in Chap. 8. In Sec. 2.3.4, a combined exciton theory is developed for
hybrid structures based on Frenkel excitons of a molecular aggregate and Wannier–Mott
excitons of a semiconductor part. It prepares the studies on phenomena of excitation
energy transfer between aggregate and semiconductor in Chaps. 5 and 8. Finally, also
the case of charge separation within hybrid interface systems is concerned in Sec. 2.3.5.
Hybrid states which describe an excess electron in the semiconductor and a hole localized
in the aggregate are created using anionic semiconductor states and cationic aggregate
states. The derived model is applied to the studies on photoinduced charge separation
processes and dissipative hole motion in Chaps. 6 and 7.
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2.1. Molecules
The theoretical background of the description of many–electron systems is very common
for molecules and semiconductors. However, the particular treatments of both types of
matter are very distinct and adequate approximations up to practical computational
realizations differ strictly. This first section is dedicated to the electronic ground, the
first excited and the cationic state configurations of single molecules.
2.1.1. Molecular Schrödinger equation
In molecular structures, a number of Nnuc pointlike nuclei are surrounded by a number
of Nel electrons. The latter are each specified by a set of Cartesian coordinates but also
by an additional spin quantum number. All particles are in Coulomb interaction with
each other and the molecular Hamilton operator reads
Ĥmol = T̂ nuc + V̂ nuc-nuc + T̂ el + V̂ el-el + V̂ el-nuc. (2.1)
It includes the kinetic energies of the nuclei and electrons, T̂ nuc and T̂ el, respectively.
Further, the Coulomb–like repulsive potential energies between the nuclei, V̂ nuc-nuc, and
between the electrons, V̂ el-el, as well as the corresponding attractive potential between
the manifold of electrons and nuclei,V̂ el-nuc.1
The molecular wave function can be introduced as Ψ(r, σ,R). It depends on the
collective Cartesian coordinates of the electrons, r = (r1, r2, ..., rNel), and likewise col-
lective spin quantum number σ. Further, it describes the nuclei behavior and carries
their collective Cartesian coordinates indicated by R = (R1,R2, ...,RNnuc). Its partic-
ular form then obeys the stationary Schrödinger equation
Ĥmol|Ψ(r, σ,R)〉 = E|Ψ(r, σ,R)〉. (2.2)
Since the Hamiltonian, Eq. 2.1, does not include spin–orbit coupling terms, the total
molecular wave function can be directly written as
Ψ(r, σ,R) = ψ(r,R)ζ(σ), (2.3)
a direct product of the spatial molecular wave function ψ(r,R) and the electron spin
function ζ(σ).
2.1.2. Electronic system Hamiltonian
In this thesis, the main interest is on the spatial distribution of the electronic system.
The related electronic system Hamiltonian is defined by
Ĥel(R) = T̂el + V̂el-el + V̂el-nuc(R) (2.4)
1Please note that the Hamiltonian does not contain spin–orbit coupling. Heavy atoms are not con-
sidered at this place (see instead Sec. 2.2).
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and the electronic wave function (spatial orbital part) obeys the electronic Schrödinger
equation
Ĥel(R)|φa(r;R)〉 = Ea(R)|φa(r;R)〉. (2.5)
Its solution delivers a set of adiabatic electronic wave functions, φa(r;R), and cor-
responding energies, Ea(R), in dependence on R. The φa(r;R) decribe a complete
orthogonal basis set in electronic sub Hilbert space. They can be utilized to expand





The introduced expansion coefficients, χa(R), carry explicit dependence on the nuclear
coordinate R and are interpreted as nuclear wave functions. The χa(R) obey a nuclear
Schrödinger equation based on a nuclear Hamiltonian which depends again on the
electronic wave functions φa(r;R).
In general, coupling of the nuclear and electronic sub Hilbert spaces appears in
terms of the non–adiabaticity operator. The latter formulates the influence of the
nuclear motion on the electronic wave functions. However, the nuclei and electron
masses are at least in ratio 1800:1. Hence, their kinetics behavior can be rendered as
rather slow and inert moving nuclei in comparison with much faster moving electrons
[44]. Following this line, the action of the slow nuclei on the electrons changes only
adiabatically. As expressed in the Born–Oppenheimer approximation, it is then assumed
that the coupling terms of the non–adiabaticity operator can be completely neglected
and that the φa(r;R) depend only parametrically on R.
Finally, the electron and nuclei degrees of freedom are decoupled and can be expressed
in terms of two individual eigenvalue problems. The molecular adiabatic wave functions
appears now in the simple product form
ψaM (r;R) = χaM (R)φa(r;R). (2.7)
Such decoupled ansatz represents the fundament of the majority of molecular electronic
structure treatments. For each electronic state a, the nuclear vibrational motion can
be simply treated in terms of a harmonic oscillator model (based on a corresponding
normal mode analysis of the molecule realizing φa(r;R)).
Within this work, the φa(r;R) of single molecules describing their ground, their first
singlet and their +1e cationic charged electronic configuration are of primary interest.
In Sec. 2.3, such single molecular electronic structures are merged adequately and dif-
ferent transfer states of molecular complexes are constructed. In practice, approximate
schemes are generally required to compute the states φa(r;R). A direct attempt to the
many–electron problem is not possible. It follows a brief overview on the Hartree–Fock
and the density functional theory ansatzes. In this work, both methodologies were
employed to describe the molecules considered in Chaps. 5–8.
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2.1.3. Molecular ground state
It is the idea of the Hartree–Fock (HF) approach to treat a system of interacting
electrons stepwise starting without electron–electron interaction, i.e., the case of V̂el-el =
0. In this case, the many–electron problem (see Eq. 2.5) decouples to a number of Nel
equivalent single–electron problems in terms of Nel individual Schrödinger equations,
according to Ĥk(rk, σk;R)ϕj(rk, σk;R) = εjϕj(rk, σk;R) with k ∈ {1, ..., Nel}. The
latter equation gives excess to the single–electron molecular spin–orbitals ϕj as well as
the single–electron energies εj . Without coupling, any electronic state of the molecule
would resemble a Hartree–product state, Φ(r, σ;R) =
∏Nel
k ϕjk(rk, σk;R). However, the
latter must be antisymmetrized in order to account for the fermionic character. So,
each electronic states of the molecule appears as a Slater–determinent, according to











summation runs over all possible electron index permutations P and contains also
the proper renormalization factor. In this way, the Φ(r, σ;R) brings with the total
antisymmetric character and further cares for the single occupation condition. The
electronic ground state configuration, Φ0(r, σ;R), of the molecular system is obtained
when the number of Nel spin–orbitals contributing to the Slater determinant, Eq. 2.8,
are the energetically lowest with respect to εj .
In the realistic case, i.e., for V̂el-el 6= 0, the segregation of the molecular system into
Nel equivalent single–electron problems is not possible. Instead, the HF approach uses
the single Slater determinant form for an approximate ansatz (suppressing electron
correlation effects). The latter leads then to the Hartree–Fock equations describing an
elegant self–consistent eigenvalue problem [132]. With an adequate expansion ansatz for




l Cul(j)χul(r − Ru),
based on the atomic orbital basis functions χul(r − Ru) with index l and placed on
atom u with coordinate Ru), the equivalent Roothaan–Hall equation is deduced for
computational practice. The converged eigenstates represent the set of Nel occupied
spin–orbitals ϕjk(rk, σk;R). Together, they describe the molecular ground state con-
figuration, Φ0(r, σ;R), in terms of Eq. 2.8.
In this work, the simplified Intermediate Neglect of Differential Overlap (INDO)
method was employed [133]. This method follows the HF scheme, but circumvents its




the INDO includes only integrals over functions placed on different atoms with k = k′
and l = l′. All remaining terms of differential overlap are usually rather small and
neglected for a semi–empirical ground state structure. In this work, the INDO approach
is applied to compute the ground state configuration of the para–sexiphenyl molecule
(for details, see the Appendix G.1). The latter is then used in a CIS scheme to determine
the S0 → S1 excitation energy (see Sec. 2.2.2).
The Kohn–Sham (KS) scheme of the density functional theory (DFT) describes a
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Figure 2.1.: Chemical structures, relevant energy levels and illustrations of the
HOMOs and LUMOs of the two molecules treated in this thesis.
Panel a: the para–sexiphenyl molecule (6P). Panel b: the 5,5’,6,6’–
tetrachlorobenzimidacarbo–cyanine dye molecule (C8S3). H atoms: white,
C atoms: cyan, N atoms: blue, S atoms: yellow, O atoms: red, Cl atoms:
green. The visualized orbitals and energies are each taken from DFT
ground state optimization (see Appendixes G.1 and G.2).
much less computationally bothersome approach than the above HF methods. The
main difference lies in the electronic density perspective. In fact, all information about
the ground state of an aspired system are provided by its ground state electronic density,
n0(r) [134]. The many–electron problem appears not with 3Nel, but only in dependence
on three Cartesian degrees of freedom. In order to find the n0(r) in practice, the KS
scheme prepares the ground state density based on orbital–like functions, according
to n0(r) =
∑Nel
λ |ϕKSλ (r)|2. The latter KS orbitals, ϕKSλ (r), obey the (one–electron
Schrödinger–like) KS equation. In the KS equation the role of the Hamiltonian is played
by the KS operator. The KS operator itself is fully determined by the electronic density
and the ϕKSλ (r) are obtained again self–consistently. Although the DFT, in principle,
is able to describe the exact ground state density, the exchange–correlation functional
(as part of the KS operator) is generally unknown until today and approximate models
or semi–empirical expressions must be introduced instead. Nevertheless, once a form of
the functional is defined, the KS operator acts equivalently on all ϕKSλ (r), which means
another essential computational benefit with respect to the HF.
Meanwhile there exist a broad spectrum of specific hybrid exchange–correlation func-
tionals established for the application on the typical species and families of organic
molecules. Based on these, the DFT provides accurate results concerning several quan-
tities and molecular properties. In this work, it is applied to the para–sexiphenyl and
cyanine molecule (see Appendixes G.1 and G.2). The obtained highest occupied and
lowest unoccupied molecular orbitels (HOMOs and LUMOs) and their energies are visu-
alized in Fig. 2.1. In particular, the optimized nuclear configuration of both molecules
was obtained from DFT (see also Fig. 2.1) as well as the related electronic ground
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state charge densities. Furthermore, the hole transfer integral between pairs of para–
sexiphenyl molecules (needed in Chaps. 6 and 7) were computed more appropriately
based on DFT instead of HF.
2.1.4. Molecular first excited state
The configuration interaction (CI) method [132] and the time–dependent density func-
tional theory (TDDFT) [134] were stressed in order to determine the electronic struc-
tures of the excited molecules treated in this work. The CI improves the HF method
by making a many–Slater determinent ansatz. It is based on the initially found HF
ground state, |Φ0〉, and introduces further Slater determinants designed by lifting up
different numbers of electrons from occupied to unoccupied orbitals. The superposition
of them (together with the |Φ0〉) constitutes an advanced correlation consistent ansatz
and provides excess to the manifold of excited state wave functions. The proper su-
perpositioning (i.e., the weight of each determinants) is found in form of a secondary
self–consistent solution of a HF–like equation [132]. Regarding the different replace-
ment combinations, a huge number of different Slater determinants must be taken
into account. Accordingly, the post–Hartree–Fock processes are of enormous computa-
tional demand and must be simplified in practice. The alternative TDDFT describes
excited state properties in the picture of the KS ansatz. It relies on the idea to in-
terprete an excited state electronic density as a state configuration in the presence of
a (time–dependent) external potential. In this sense, the TDDFT directly simulates
an excitation process of the electronic structure. The excitation energies and related
excited state densities can be determined (in very simplified terms) by scanning the en-
ergy of the external field after poles of the linear susceptibility of the electronic density
[134].
In comparison to the CI scheme, the TDDFT methodology is less demanding and
maintains the computational benefits of the KS approach. The TDDFT is well–known
for accurate electronic densities and excited state geometries. In this work, it provided
electronic densities of the first excited (singlet S1) state of the para–sexiphenyl and
the C8S3 cyanine molecule as well as their S0 → S1 transition densities (see Eq. 2.30).
The latter were needed for computating excitonic coupling matrix elements later on in
Chaps. 5, 6 and 8. Contrarily, the TDDFT may suffer from accuracy of the correspond-
ing excitation energy and a CI approach can be more adequately. This is the case, e.g.,
concerning the para–sexiphenyl (see, e.g., Ref. [135]). For the latter, the excitation en-
ergy was obtained instead using the CI–Singles (CIS) solution ansatz (which takes into
account singly excited determinants) based on the INDO semi–empirical HF approach
(for details, see again Appendixes G.1 and G.2).
2.1.5. Molecular cationic ground state
The para–sexiphenyl aggregates, part of the investigations in Chaps. 6 and 7, are further
subject to hole transfer processes. The presence of a hole means the removal of an
electron. Correspondingly, the energy and electronic density of the para–sexiphenyl
molecule in absence of an electron is required. Its electronic configuration then realizes
the cationic ground state. The electronic properties of the molecular hole states can
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be obtained by utilizing again the above ground state DFT scheme, but now with a
number of Nel − 1 electrons (see also Appendix G.1).
2.2. Semiconductor Nanocrystals
Besides molecules, nanoscopic semiconductor structures or nanocrystals (NC) are part
of the hybrid systems investigated in this work. As finite structures, NCs cannot
be modeled by introducing system periodicity. Therefore, a proper description must
contain a hugh number of electrons. This essentially complicates electronic structure
computations. On the one hand, established (molecular) all–electron theories (e.g.,
given in Sec. 2.1) cannot be applied to NCs. They become inappropriate concerning
their computational effort. On the other hand, the finite size of NCs prevents intro-
duction of band models from solid state physics, which would be only adequate for an
idealized periodic bulk structure.
In this work, a ZnO cluster (as part of Chaps. 5 and 6) and a CdSe NC (as part of
Chap. 8) are introduced. They are treated based on different types of tight–binding
(TB) methodologies (see details below). In fact, only TB approaches can formulate a
theoretical fundament of practical use concerning the present system sizes. In general,
they are computationally cheap, operate based on a single electron picture and provide
the electronic ground state structure in atomic resolution (see Sec. 2.2.1). Besides the
electronic ground states of the ZnO cluster and the CdSe NC, adequate and practicable
exciton theories are developed in Sec. 2.2.2. Singly charged semiconductor states are
introduced as well (see Sec. 2.2.3).
2.2.1. Ground state
The self–consistent field treatments of the HF or KS ansatz are not of much use here.
Instead, it is the idea to suppress the self–consistent character and to maintain only
one essential diagonalization step. For this end, in a first step a corresponding TB
Hamiltonian, Hulσ,u′l′σ′ , is constructed (with possible spin–orbit coupling). A mini-
mum atomic orbital basis set, {χul} (with atomic index u and orbital index l), and
spin functions, ζσ (with spin index σ ∈ {+,−}), shall be introduced for its expansion.
Such minimum basis set is motivated by the observation that the interesting electronic
properties of semiconductors typically arise from the valence shell of the atoms. More-
over, the approach simplifies taking advantage of the regular nuclear structure. It
justifies to restrict Hulσ,u′l′σ′ uniformly to atomic nearest neighbor interactions. Then,
the (spin–dependent) TB problem is written in matrix form as∑
u′,l′,σ′
[
Hulσ,u′l′σ′ − δσσ′Sul,u′l′ − δulσ,u′l′σ′Eλ
]
Cu′l′σ′(λ) = 0, (2.9)
with the overlap matrix of atomic orbitals Sul,u′l′ . As a simple eigenvalue problem, it is
numerically cheap and can be straightforwardly implemented. Its solution delivers TB
single–particle energies, Eλ, and related TB single–particle states, ψλ (in atomic orbital
representation). Here and throughout this work, the index λ appears as a collective
index for spatial and spin degrees of freedom. The ψλ are given by the coefficient
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l Culσ(λ)χulζσ). By energetic ordering, the
{ψλ} define a number of NVB valence band (VB)–like (occupied) states ψλ (with energy





It is based on the second quantization operator ê†λ which creates an electron in the
VB–like state ψλ. The remaining higher energetic, unoccupied states are collected
in a number of NCB conduction band (CB)–like states. For clarity, the latter are
reintroduced as ψ̄λ̄ (with energies Ēλ̄ and λ̄ ≤ NCB).
The key of the efficiency of TB approaches is clearly that by far the most elements
of Hulσ,u′l′σ′ are zero and moreover the most non–zero coupling elements are identical.
Accordingly, it is the idea of the original (or empirical) TB scheme to treat the few
remaining non–zero values of Hulσ,u′l′σ′ and Sul,u′l′ as universal parameters. These were
once determined by fitting routines with the intention to directly reproduce certain
experimental quantities (e.g., the electronic band structure). Meanwhile, diverse sets
of fit values can be found in tabulated form for all typical semiconductors (including
ZnO and CdSe). This allows computing band structures for, in principle, all kind of
crystal types and shapes. In the framework of this thesis, the empirical TB ansatz
are applied as an essential part of Chap. 8 (see Appendix G.4). By its mean, the
electronic single–particle states of the CdSe NC are obtained which are then required
for the formulation of the excitonic states (see Sec. 2.2.2). The density functional
based TB (DFTB) technique was developed as a more sophisticated TB version [136].
It is applied to the ZnO cluster as a part of Chaps. 5 and 6 (see Appendix G.3). In
general, it is the critical feature of wurtzite ZnO clusters that the Zn and O atoms
realize especially high ionic character [137]. This typically leads to surface polarization
effects and lattice distortion which essentially characterizes the band gap of the clusters
(see, e.g., Refs. [94, 69, 66]). The standard TB suffers from that and turned out to be
insufficient for the present ZnO cluster. Beyond the empirical TB, it is the intention
of the DFTB to particularly account for such effects. In particular, in the DFTB
approach the ground state density is modeled as a sum of a reference density and a
small fluctuation. Terms related to the reference density are again tabulated, while
the density fluctuation describes small corrections which have to be solved in a self–
consistent way in the sense of the DFT (see Sec. 2.1.3).
2.2.2. Manifold of excited states
Contrarily to molecules, semiconductor nanostructures are generally known to offer
a quasi–band of energetically very dense excited states over a broad energy range.
Concerning the ZnO cluster (studied in Chap. 5) and the CdSe NC (see Chap. 8), a
huge amount of excited states are equivalently relevant. All of them describe possible
acceptor states for excitation energy transfer from the opponent molecular aggregates.
The following model describes excited semiconductor state based on a formerly de-
termined TB ground state (see Sec. 2.2.2). As discussed, the latter renders a number
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of NVB occupied VB–like spin states, ψλ, and NCB unoccupied states, ψ̄λ. As the





by moving a single electron from the VB–like state ψλ into the CB–like state ψ̄λ̄. This
creates a hole by means of ĥ†λ with the energy ελ = −Eλ and an electron by means
of ê†
λ̄
with energy ε̄λ̄ = Ēλ̄. For clarity, the indexes λ (in ψλ and ελ) and λ̄ (in ψ̄λ̄
and ε̄λ̄) are substituted occasionally by h or e to identify either the reference to hole
or to electron states, respectively. This treatment clearly reminds to the CIS approach
mentioned in Sec. 2.1.4 (though without the ab–initio background of the HF theory).
The hole state ψh and the electron state ψ̄e appear as a pair with respect to the ground
state configuration |Ψ0〉. Once created, both particles are aware of each other. Due
to this common Coulomb–like interaction, the electron–hole pair states, |Ψeh〉, can only
serve as an expansion ansatz for the actual exciton states. The latter Wannier–Mott















Ce′h′(γ) = EγCeh(γ). (2.13)
The right hand side of the latter eigenvalue problem holds the number of NVB ×NCB
excitation energies Eγ . The terms on the left hand side of Eq. 2.13 render the energies
and interactions in the "effective" electron–hole pair picture. The first term describes a
diagonal energy shift (single–particle energies). It accounts for the seperate generation
of the electron in ψ̄e (energy: ε̄e) and the hole in ψh (energy: εh). Both single–particle
contributions, ε̄e and εh, must be completed by the mutual interaction between the
electron and hole. This is represented by the second term in Eq. 2.13. The interaction
is not limited to (diagonal) energy corrections, but also forms scattering and exchange
terms which result in electron and hole transitions. Thereby, the Coulomb matrix,









e(x, s̄)ψ̄e′(x, s̄)ψh(y, s)ψ∗h′(y, s)
|x− y| (2.14)
and mediates processes where an electron is scattered at a hole (and vice versa; under
consideration of their spin). The additional appearance of exchange terms among the
electron and hole in Eq. 2.13 becomes reasonable concerning the hole again in terms of
an effective constellation of the Nel− 1 electrons. The corresponding exchange matrix,
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e(x, s̄)ψh(x, s̄)ψ̄e′(y, s)ψ∗h′(y, s)
|x− y| (2.15)
It determines processes where the electron–hole pair, Ψeh, is annihilated and afterwards
the electron–hole pair, |Ψe′h′〉, is created.
An enormous number (including energetically high) excitons are relevant for the
ZnO cluster modeled in Chap. 5. In view of that, a corresponding solution of the WX
equation 2.13 was clearly beyond the scope of the present work. Instead, excited cluster
states had to be approximately treated in terms of uncorrelated electron–hole states,
|Ψhe 〉. Contrarily, much fewer (energetically low–lying) excitations are required for the
CdSe NC in Chap. 8. These were computed by directly solving the WX equation 2.13.
2.2.3. Manifold of anionic states
In course of the study on photoinduced charge separation kinetics discussed in Chap. 6,
the ZnO cluster further acts as an electron acceptor. Thereby, a single excess electron
tunnels from a closely positioned molecular excitation into the manifold of available
CB–like states of the cluster, ψ̄λ̄. In view of the large number of electrons (concretely:
Nel = 13750, see Appendix G.3) a single electron injection hardly influences the neu-
tral ground state structure. (Please note that this stands in contrast with the above
molecular picture, where the removal or adding of electrons essentially influences the
electronic ground state properties, cf. Sec. 2.1.5.) Following this frozen orbital approx-







By action of the creator ê†
λ̄
, the electronic TB ground state configuration |Ψ0〉 (see
Eq. 2.10) is augmented with another electron in one of the available CB states, ψ̄λ̄.
2.3. Composite Systems
Aspects of modeling single molecules and isolated semiconductor nanocrystals were dis-
cussed in Secs. 2.1 and 2.2, respectively. In the remaining of this chapter, electronic
states of molecular aggregates and hybrid systems (i.e., supermolecular complexes com-
bined with semiconductor structures) are developed. After some general aspects de-
scribed in Sec. 2.3.1, particular attention is paid to model the transfer states which are
relevant in Chaps. 5–8. It begins with introducing the Frenkel exciton model for molec-
ular aggregates in Secs. 2.3.2. An ansatz for a generalized formulation of the latter is
provided in Sec. 2.3.3. In Sec. 2.3.4, the Frenkel exciton picture and the Wannier–Mott
exciton model are merged for a combined aggregate/semiconductor exciton description.




2.3.1. General concept of segmented electronic structures
Regarding composite systems, practical realizations of uniform electronic structure cal-
culations are soon stretched to their limits. With increasing system size, it is more
appropriate to develop electronic structure models which directly take advantage of the
spatial segmentation of a composite system. Correspondingly, the electronic Hamilto-









in terms of a sum of Nsub sub Hamiltonians, Ĥs. Each Ĥs is only related to the
isolated substructure of segment s. The remaining interaction terms due to the mutual
interaction between the latter are collected in the second sum in Eq. 2.17. Here, V̂s,s′
accounts for the electron–electron and electron–nucleus interaction between segment
s and s′. Apparently, the interactions of electrons (and nuclei) between two spatial
segments are generally much weaker than the interactions of electrons (and nuclei) on
the same segment. This inspires the form of Eq. 2.17. The spatial separation further
motivates the assumption that only negligible wave function overlap and correlation
effects exist between the segments. Then, any electronic state |Φ̄〉 of the composite
system is conveniently introduced as a simple Hartree product,2
|Φ̄〉 = |Φ(1)〉 ⊗ |Φ(2)〉 ⊗ · · · ⊗ |Φ(Nseg)〉, (2.18)
constructed based on the Nsub segment states |Φ(s)(rs)〉. Each state |Φ(s)(rs)〉 describes
a separate electronic structure in relation to Ĥs with energy Es = 〈Φ(s)|Ĥs|Φ(s)〉. This
diabatization ansatz provides the most convenient instrument for constructing different
types of composite states. The |Φ̄〉 are furtheron denoted as diabatic or localized states
of the composite. In the subsequent section, different basis sets of |Φ̄〉 are constructed
in order to expand the electronic Hilbert space of the composite system.
On the one hand, when representing Ĥel in a diabatic state basis, vast numbers of
interaction terms V̂s,s′ must be computed. These are respondible for i) energy correction
terms with respect to
∑
sEs (diagonal matrix elements), and ii) additional transfer
coupling terms between the substructures (off–diagonal elements). On the other hand,
the diabatization scheme enables to scale down the computational costs and to choose
appealing electronic structure methods for each individual substructure. This is fully
exploited in this work concerning the hybrid structures. Subsystem states related to
molecules require for HF or DFT methods while the semiconductor components can
only be computed based on the TB level.
2For convenience, the "bar" indication on the capital Greek letter is introduced here to flag a composite
state. After this section, this indication form is exclusively applied in order to generally indicate
molecular aggregate states.
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2.3.2. Frenkel exciton model for molecular aggregates
This section is devoted to the standard Frenkel exciton model for supermolecular com-
posite systems. It provides the basic and most popular tool for describing excited states
and excitation energy transfer kinetics in molecular aggregates. In this work, it is di-
rectly applied to the molecular part of the para–sexiphenyl aggregate/ZnO system (see
Chaps. 5 and 6). Further, it builds the fundament of the generalized exciton model
developed in Sec. 2.3.3, which is utilized in Chap. 8 to describe exciton relaxation and
transfer phenomena in the tubular dye aggregate/CdSe nanocrystal system.
In the following, a molecular aggregate is considered consisting of a number of Nmol
individual molecules. With regard to the studies in Chaps. 5, 6 and 8, it is assumed
that all molecules are of identical chemical structure. Furthermore, it is directly taken
advantage of the fact that essentially the ground (S0) and first excited singlet (S1) state
of each molecule is of interest. This restriction is very typical for basic treatments on
energy transfer between molecules with an extended π–conjugated system after optical
excitation [44]. The electronic system Hamiltonian of the molecular aggregate follows












It consists of the individual electronic Hamiltonians of each molecule, Ĥ(m)mol with m ∈
{1, ..., Nmol}, and the corresponding intermolecular electrostatic Coulomb interactions,
V̂
(m,n)
mol–mol with m 6= n.3
Further, the excited aggregate states relevant for the Frenkel exciton model are
straightly constructed. According to the diabatization ansatz (see Eq. 2.18), states
of localized excitation follow as




with m ∈ {1, ..., Nmol}. The diabatic state |Φ̄em〉 is based on the S1 first excited state
of the mth molecule, |Φ(m)e 〉, and the respective molecular ground states, |Φ(n)g 〉, of the
other molecules. So, each |Φ̄em〉 represents the aggregate with a different molecule in
the electronic first singlet excited state. Together, all |Φ̄em〉 represent a complete basis
set and expand the relevant Hilbert subspace of the excited aggregate. The related





The restricted expansion ansatz with only single excited states in Eq. 2.21 is typical
and implicates that any contributions of multiple excitations are negligible. This is
reasonable here and applies in the most cases on condition that the aggregate is subject
3Throughout this work, the indices m and n serve exclusively for indicating molecules.
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to weak optical excitation.
Frenkel Hamiltonian
Making use of the latter completeness relation, the general form of Ĥagg specifies to










The first term (diagonal matrix element) holds the total energies of the different ag-
gregate excited states, Hm = 〈Φ̄em|Ĥagg|Φ̄em〉. In general, the Hm collects the energy of
the mth isolated molecule in the excited state, the Nmol− 1 energies of other molecules
(isolated ground state energies) and the electrostatic Coulomb interaction contribu-
tions between all molecules. (For convenience, the Hm are collectively refered to the
aggregate ground state energy level, cf. Eqs. 2.24 and 2.28.) The remaining terms (offdi-
agonal matrix elements) in Eq. 2.22 are introduced according to Jmn = 〈Φ̄em|Ĥagg|Φ̄en〉.
They constitute the excitonic coupling between the states |Φ̄en〉 and |Φ̄em〉. In view of
the transfer model, these terms are responsible for the translation of excitation energy
from molecule n to molecule m. The actual excitation or de–excitation process of the
aggregate is traditionally not contained in ĤFX. Their possible inclusion is demon-
strated at the end of this section after a detailed view on the above matrix elements
Hm and Jmn.
Intermolecular electrostatic interaction






Its energy H0 decomposes accoring to













where the intramolecular part E0 is the sum over all single molecule S0 ground state
energies (i.e., E0 = Nmol × Eg, since all molecules are identical). The second and
third term collects all intermolecular energy corrections due to Coulomb coupling of
type electron–electron4 and electron–nucleus, respectively. The H0 takes here the role
of a convenient reference level of the energies Hm. The general form of the electron–
electron Coulomb interaction between molecule m and n (realizing electronic state a
4The factor of 12 cares for the inherent double counting in the case of electron–electron interaction.
Please note therefore that it is V (m,n)el-el (g, g) = V
(n,m)
el-el (g, g) but V
(m,n)
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and b, respectively), follows as
V
(m,n)








|x− y| . (2.25)
The expression makes use of the single–particle charge densities,




d{r(m)}δ(r− r(m)1 )|Φ(m)a (r(m))|2. (2.26)
The n(m)a (r) represents the many–electron charge density of the mth molecule (with a
number of N (m)el electrons) in state |Φ
(m)
a 〉 (with a ∈ {g, e}) at position r. Similarly, a
general expression of the electron–nucleus Coulomb interaction is found with
V
(m,n)









which is again based on the density n(m)a (r). However, it interacts now with the nuclear
structure of the nth molecule. The latter is represented by the set of discrete charges
{Z(n)µ } (with atomic index µ and placed at nuclear coordinate R(n)µ ). In Eq. 2.24, all
molecules are in electronic S0 ground state configuration, i.e., it is a = g and b = g,
respectively.
The matrix elements of the aggregate excited states, Hm, are now introduced in
reference to the H0 in Eq. 2.24. In this way, they appear directly as excitation energies,






el-el (e, g)− V
(m,n)







The intramolecular excitation energy, Eeg = Ee − Eg, occurs again without molecu-
lar index (here with Ee, the energy of the electronic S1 state). Further, the included
intermolecular Coulomb interactions are given in reference to the gound state inter-
action energy. Thereby, the two interaction terms of positive sign, V (m,n)el-el (e, g) and
V
(m,n)
el-nuc (e), carry the single–particle charge density n
(m)
e (r), which is now related to the
mth molecule in state |Φ(m)e 〉 (see Eq. 2.26, with index a = e).
Intermolecular excitonic coupling
The excitonic coupling Jmn (offdiagonal matrix element in Eq. 2.22) is a phenomenon of
electron–electron interaction. The electron–nucleus Coulomb coupling cannot translate
two aggregate excited states |Φ̄me 〉 and |Φ̄ne 〉 (i.e., it does not mediate intermolecular








|x− y| . (2.29)
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However, here the two molecular single–particle transition densities, n(m)eg (r) and n(m)ge (r),
are generally introduced according to
n
(m)








Instead of refering to the electronic charge density (see Eq. 2.26), n(m)ba (r) now refers
to the electronic transition density from state |Φ(m)a 〉 to state |Φ(m)b 〉 (of molecule m).
It describes the change of the electronic structure by means of the transition b ← a
at the position r. In this sense, Jmn facilitates the simultaneous excitation (e ← g) of
the mth molecule (i.e., transition from its S0 ground to the S1 first excited state) and
de–excitation (g ← e) of the nth molecule (i.e., transition from its S1 excited to S0
ground state).
Frenkel exciton states
Each possible excited system state can be described as a superposition of the diabatic
states in Eq. 2.20 (see basis set in Eq. 2.21). In particular, the eigenstates of ĤFX,





They describe delocalized excitations in the sense of a superposition state. Concern-
ing each "molecular share", however, the excitation remains localized. This stands
in contrast to the delocalized WX excitons, which are introduced for semiconductor
structures and designed as a superposition of generally delocalized electron–hole pair
excitations in Sec. 2.2.2 (see Eq. 2.12). The proper expansion coefficients Cm(α) are
found by solving the stationary Schrödinger equation (eigenvalue problem),
ĤFX|Φ̄α〉 = Eα|Φ̄α〉. (2.32)
Besides the exciton states, Eq. 2.32 provides excess to the manifold of eigenenergies of
the aggregate, Eα.
The diabatic state representation is very instructive regarding the spatial (or molec-
ular) localization of the excitation. However, many types of kinetics are more conve-
niently studied from the energetic point of view. In particular, this is the case con-
cerning the studies on the optical excitation processes in Secs. 6.4 and 6.5, the exciton
relaxation process reported in Sec. 8.5 and the resonant excitation energy transfer pro-
cesses in Secs. 5.5 and 8.7. In these cases, the use of the energy state representation
based on |Φ̄α〉 and Eα is more appropriate.
2.3.3. Generalization of the Frenkel exciton model
In what follows, a generalized version of the "standard" Frenkel exciton model (intro-
duced in Sec. 2.3.2) is formulated. Thereby, it is the intention to take additionally into
account polarization (or dispersion effects) between aggregated molecules. In general,
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the polarization describes the change of a molecular electronic structure sensitive to
the collective presence of the surrounding Nmol − 1 molecules. As the electrostatic
interaction, it affects each molecule specifically. In particular, it is demonstrated in
application to the tubular cyanine aggregate in Chap. 8 that the impact of polarization
may be very dominant – even stronger than the electrostatic interaction.
The surrounding of a molecule induces changes with respect to its isolated electronic
structure. In the sense of perturbation theory, the exact ground and first excited state
of an embedded molecule thus carry "correction contributions" from, in principle, all
possible (higher excited) states of the isolated molecule. These corrections can only be
handled in terms of a full configuration interaction approach.
Such configuration interaction approach is worked out in detail in Appendix B. In
short, the derivation makes use of a projector operator formalism. Here, it allows
concentrating solely on the dispersion effects of the ground and first excited molecular
state. The derivation ends up with a practical correction prescript for each matrix
element of the standard exciton Hamiltonian in Eq. 2.22. A generalized exciton model
with approximate first–order polarization effects is finally segregated. The related


















In comparison with Eq. 2.22, it is based on excitation energies (diagonal matrix ele-















The ∆E(disp)m,g in Eq. 2.33 represents that fraction of the polarization energy shift which
is related to the mth molecule in the S0 ground state, |Φ(m)g 〉. In this way, the to-
tal polarization shift related to the aggregate ground state |Φ̄0〉 is given by the sum∑
m ∆E
(disp)
m,g (collecting all molecular contributions). Likewise, the ∆E(disp)m,e describes
the contribution related to the molecule m in the S1 first excited state, |Φ̄em〉. The dif-
ference of both fractions contained in Eq. 2.33 indicated the corresponding correction
of the excitation energies.
The particular form of Eq. 2.34 results from the applied perturbative expansion series
(see Appendix B). In principle, the expression tells about additional contributions of
virtual transition paths. These virtual transitions to higher excited states (with state
index b and b′) represent the influence of an polarizable environment. Thereby, the
E
(m)
b in the denominator of Eq. 2.34 is the energy of the isolated mth molecule in state
b. The numerator holds the generalized transfer coupling J (m,n)(b ← a, b′ ← g). The
latter coupling mediates the virtual (forward) transition happening simultaneously in
molecule m (from state |Φ(m)a 〉 to |Φ(m)b 〉) and molecule n (from state |Φ
(n)
g 〉 to |Φ(n)b′ 〉).
Its complex conjugate form mediates the reverse process, respectively. (The restriction
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to the virtual "single step" transitions results here from the first order treatment.)
Additionally, Ĥ(disp)FX accounts for the influence of the dispersion on the excitonic
coupling Jmn (for comparison, see Eq. 2.22). Therefore, the empirical screening fac-
tor fmn is introduced on the off–diagonal matrix elements in Eq. 2.33 (according to
Ref. [122]). As indicated, the screening factor depends on the local environment of
the two interacting molecules (with indices m and n) and could be understood as a
microscopic substitute of a refractive index (see also Sec. 8.3.3.
Once the dispersion shifts, Eq. 2.34, and the screening factors are determined, cor-





α 〉 = E(disp)α |Φ̄(disp)α 〉. (2.35)
It resembles the eigenvalue problem of the standard Frenkel exciton model (see Eq. 2.32).
The practical realization of Eq. 2.34 describe an ultimate task. Molecular energies
of an infinite number of excited states and transfer couplings of all possible transitions
would be required. Here, further approximations must be introduced to make ready
the exciton model for application to the tubular dye aggregate (see Chap. 8). Related
details on the computation of the energy shifts and screening factors are provided later
on in Secs. 8.3.2 and 8.3.3, respectively.
2.3.4. Excitations of molecular aggregate/semiconductor hybrid systems
In general, this work concerns hybrid systems which consist of molecular aggregates
combined with semiconductor nanostructures. In Chaps. 5, excitation energy transfer
processes are treated taking place from a para–sexiphenyl aggregate to a ZnO cluster. A
similar study for a tubular dye aggregate/CdSe nanocrystal arrangement is provided in
Chap. 8. Concerning both systems, a common exciton theory is required involving the
organic and inorganic components. In an uniform ansatz, the electronic Hamiltonian
of the hybrid systems shall be generally introduced as
Ĥhyb = Ĥagg + Ĥsc + V̂agg–sc. (2.36)
This form follows the segmentation approach in Eq. 2.17. The aggregate Hamiltonian,
Ĥagg, is presented in Eq. 2.19. Moreover, Eq. 2.36 contains the Hamiltonian of the
isolated semiconductor part, Ĥsc. The appearing Coulomb–type interaction terms be-
tween the aggregate and the semiconductor part are collected in the last term, V̂agg–sc.
The basic diabatization scheme introduced in Sec. 2.3.1 is now reapplied. Therefore,
negligible wave function overlap is assumed also between the semiconductor structure
and the molecular aggregate. The diabatic excited states of the interface are con-
structed as states which describe excitations localized on the molecular aggregate or
the semiconductor part. (Again exclusively single excitations are considered.) Accord-
ingly, molecular–localized excitations (LX) are introduced as5
|LXm〉 = |Φ̄em〉 ⊗ |Ψ0〉. (2.37)
5Throughout this work, the abbreviated notation (with Latin letters) is used in order to indicate
states of hybrid aggregate/semiconductor systems.
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The latter states are equivalent to Eq. 2.20, however, here the molecular excited aggre-
gate state, |Φ̄em〉, is augmented with the electronic ground state of the semiconductor
part |Ψ0〉 (see Eq. 2.10). They describe the hybrid system with the mth molecule
excited. Alternatively, excitations delocalized upon more than a single molecule (but
still restricted to the aggregate part) can be described. In close relation with the above






However, here they represent a superposition of the number of the Nmol hybrid states in
Eq. 2.37. Moreover, a single exitation may be centered on the semiconductor structure.
In relation to the WXs in Eq. 2.12, these states are referred to asWannier–Mott exciton–
like (WX–like) states of the hybrid system. They are introduced as
|WXγ〉 = |Φ̄0〉 ⊗ |Ψγ〉 (2.39)
and constructed as a direct–product of the total ground state structure of the aggregate,
|Φ̄0〉 (see Eq. 2.20), and the semiconductor state, |Ψγ〉, which represents a correlated
electron–hole pair excitation (see Eq. 2.12). If correlation effects are not of importance,
the description of |Ψγ〉 can be reduced to the more basic picture based on single (un-
correlated) electron–hole pair states (see |Ψeh〉 in Eq. 2.12). Consequently, a simplified
treatment based on the uncorrelated (single) electron–hole pair (EHP) states,
|EHPeh〉 = |Φ̄0〉 ⊗ |Ψeh〉, (2.40)
can be utilized instead of the WX–like states in Eq. 2.39.
In Chap. 5, the LX and FX–like states the para–sexiphenyl aggregate/ZnO cluster
system. In course of this study, further, the electron–hole pair correlation effects are
not of particular interest and excitations localized on the semiconductor are treated
in terms of Eq. 2.40. Then in Chap. 8, FX–like and WX–like states are modeled and
resonant excitation energy transfer from a tubular dye aggregate to a CdSe nanocrystal
is under inspection. In this particular study, energy corrections due to correlation effects
have a vital role.
Exciton Hamiltonian of the hybrid system
Next, the hybrid system Hamiltonian (see Eq. 2.36) shall be represented adequately for
studies on excitation energy transfer. In Chap. 5, two expansion basis sets are prepared
based on either the LX states (see Eq. 2.37) or the FX–like states (see Eq. 2.38),





e,h |EHPeh〉〈EHPeh| is found in the first case (including LX
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The diagonal elements in the first line hold the excitation energy of the hybrid system
with the excitation placed on the mth molecule.6 It consists of the aggregate–internal
contribution Hm (including also intermolecular interaction terms, cf. Eq. 2.28) and
the electrostatic interaction energy between the excitation placed on molecule m and
the semiconductor in its electronic ground state configuration (integral term in the
first line). Thereby, the excitation on the mth molecule is represented as the differ-
ence of charge density related to the electronic excited and ground state (n(m)e (x) and
n
(m)
g (x), cf. Eq. 2.26). The semiconductor ground state structure (including all elec-
trons and nuclei) is included as the density Ω(r). The third term in the first line
of Eq. 2.41 describes the usual intermolecular excitonic coupling Jmn. It translates
the excitation from the nth to the mth molecule (see Eq. 2.29). Additional scat-
tering effects of molecular excitations due to the presence of the ground state struc-
ture of the semiconductor are neglected in the present ansatz (i.e., it is assumed that
〈LXm|V̂agg–sc|LXn〉 ≈ 0 for m 6= n). The second line in Eq. 2.41 describes the hybrid
system when the excitation is placed on the semiconductor part in form of electron–hole
pair excitations. The semiconductor–internal contribution to the excitation energy is
here simply given as 〈Ψeh|Ĥsc|Ψeh〉 ≈ ε̄e + εh. It contains the single–particle energies
of the hole, εh, and the electron, ε̄e (introduced with Eq. 2.13). The integral term
in the second line introduces again the energy correction due to electrostatic interac-
tions. Each molecule in ground state configuration (represented by the total molec-




µ δ(x − R(m)µ ), cf. Eqs. 2.25 and 2.27) interacts with the
electron–hole pair. The latter is represented by the single–particle density ρ̄e(y) of the
electron in the CB (with total charge −1) and the density ρh(y) of the hole in the VB
(with total charge +1). Further details on ρ̄e(y) and ρh(y) are provided in Appendix
G.3.3. Off–diagonal matrix elements appear not in the second line. (Also electron–
hole pair scattering induced by the presence of the aggregate are neglected, i.e., it is
〈EHPeh|V̂agg–sc|EHPe′h′〉 ≈ 0 for e, h 6= e′, h′.) The last line contains the excitonic cou-
plings JLX-EHPm,eh = 〈LXm|V̂agg–sc|EHPeh〉. These coupling terms are generally based on
6For clarity, the energy E0 of the overall ground state, |G〉 = |Φ̄0〉 ⊗ |Ψ0〉, was directly subtracted
from all diagonal elements in Eq. 2.41 (as also done in Eq. 2.22). The E0 combines the energies of
the aggregate ground state (H0, cf. Eq. 2.24), the semiconductor ground state (〈Ψ0|Ĥsc|Ψ0〉) and
the aggregate–semiconductor electrostatic interaction energy (〈G|V̂agg–sc|G〉).
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electronic transition densities of molecules as well as the semiconductor structure (see
further details in Sec. 5.4). In general, they are responsible for the excitation energy
transfer from the electron–hole pair excitation to the mth molecule (and vice versa).
In Chap. 5, furthermore the picture of exciton transfer based on FX–like states is





















































By introducing the FX–like states, also the aggregate part of the Hamiltonian is now
in diagonal form, i.e., the excitonic energies, Eα = 〈FXα|Ĥagg|FXα〉 (see Eq. 2.32),
appear and intermolecular excitonic coupling terms are absent. The Eα are corrected
by means of the electrostatic interaction of the exciton (delocalized upon the aggregate)
and the ground state structure of the semiconductor cluster. Thereby, the expansion
coefficients Cm(α) (see Eq. 2.38) must be introduced in order to properly account
for superpositioned FX–like states. Moreover, concerning the off–diagonal excitonic
coupling terms, the excitation energy transfer from the electron–hole pair excitations
processes directly to the FX–like states by means of JFX-EHPα,eh = 〈FXα|V̂agg–sc|EHPeh〉.
A third type of representation of the hybrid system Hamiltonian shall be introduced.
It is utilized to study exciton transfer in the tubular dye aggregate/CdSe nanocrystal
system in Chap. 8. The related expansion is based on the completeness relation 1̂el =∑
α |FXα〉〈FXα| +
∑
γ |WXγ〉〈WXγ |. Thereby, it incorporates the generalized Frenkel
exciton states (see Sec. 2.3.3). Accordingly, the FX–like states in Eq. 2.38 are here
created based on the generalized Frenkel excitons |Φ̄(disp)α 〉 (see Eq. 2.35). Besides, in
this study the electrostatic interaction energy between the semiconductor and aggregate
turns out to be only of minor importance. Hence, they are suppressed and the hybrid















Now, the two types of diagonal elements refer directly to the excitonic energies of the
isolated aggregate, E(disp)α (see Eq. 2.35), and the isolated nanocrystal, Eγ (see Eq. 2.13).
The third sum describes all exciton translations from the WXs in the nanocrystal to
the generalized FXs in the aggregate (and vice versa).
38
2.3. Composite Systems
2.3.5. Charge separation in molecular aggregate/semiconductor hybrid
systems
This section is devoted to processes of charge separation (CS) at molecular aggre-
gate/semiconductor interfaces. In particular, photoinduced ultrafast CS processes at
the para–sexiphenyl/ZnO interface are investiagated in Chap. 6. The subsequent dissi-
pative charge carrier dynamics is studied in Chap. 7. In both studies, charge–separated
(CS) states describe a single positive hole charge in the para–sexiphenyl aggregate and
a negative electron placed on the ZnO cluster. In total the hybrid system remains
neutral. According to the general ansatz Eq. 2.18, such CS states generally follows as
|CSmλ̄〉 = |Φ̄
+
m〉 ⊗ |Ψ−λ̄ 〉, (2.44)







with the mth molecule in the cationic ground state, |Φ(m)cat 〉 (see Sec. 2.1.5). The re-
maining molecules with n 6= m are represented by their neutral ground state |Φ(n)g 〉.
Opponent to the hole in the aggregate, the CS state in Eq. 2.44 describes the semicon-
ductor part with the excess electron. It is represented by the anionic state |Ψ−
λ̄
〉. An
adequate approach to the latter is introduced in Sec. 2.2.3 (see Eq. 2.16). Following
this picture (frozen orbital approximation), the charge density of |Ψ−
λ̄
〉 is given by the
the total charge density of the neutral ground state |Ψ0〉 plus and the single–electron
density related to the CB–like state ψ̄λ̄.
Charge separation by exciton decay
Next, the Hamiltonian for CS shall can be constructed. In Chap. 6, CS is stud-
ied resulting from decay of molecular excitations, i.e., an electron is transfered from
an excited para–sexiphenyl molecule into the CB of the ZnO cluster. An adequate





m,λ̄ |CSmλ̄〉〈CSmλ̄|. It combines the manifold of CS states
(see Eq. 2.44) and local excited states (see Eq. 2.37).7 By representing the interface
Hamiltonian, Eq. 2.36, in this basis set, it appears the Hamiltonian for charge separa-
7As the CS results from molecular excitations, the alternative representation based on FX–like states
(see Eq. 2.38) would be less instructive at this place.
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(According to Eq. 2.41, the total ground state energy, E0, is again subtracted from all
diagonal energy terms.8) Apparently, the terms in the first line of Eq. 2.41 reappear
here (also in the first line). The second and third line in Eq. 2.46 describe the situation
of CS. The related diagonal matrix elements sum up terms of: i) Eλ̄, the energy of
the single electron (single–particle (TB) energy of the occupied CB–like state ψ̄λ̄), ii)
H
(cat)
m , the aggregate–internal energy of the hole charge placed on the mth molecule
including all intermolecular interactions (see details below), and iii) V̂agg–sc(m, λ̄), the
mutual interaction energy of the electron and hole each with the opponent structure
(see also below). The off–diagonal term VHTmn = 〈Φ̄em〉|Ĥagg|Φ̄en〉 accounts for the in-
termolecular hole transfer from molecule n to m. (Please note that a likewise elec-
tron transfer integral appears not in Eq. 2.46 due to the eigenstate character of the
CB–like states ψ̄λ̄.) The remaining matrix elements (last term in Eq. 2.46) are re-





m〉. Each element reflects a different excess electron
injection process from the mth molecule into the state ψ̄λ̄. The localized excitation on
moleculem is annihilated and a hole on the same molecule is created. (Particular details
on VHTmn and VCS-LXm,λ̄ are discussed in direct application to the para–sexiphenyl/ZnO
system in Chap. 6.)
The potential energy of the hole within the aggregate, H(cat)m , follows as






el-el (+, g)− V
(m,n)







The first term, E+g = Ecat − Eg, gives the intramolecular energy of the hole charge,
i.e., the ionization energy. It describes the difference of the energies of the cationic
and neutral electronic ground state of the molecule. (The molecular index is dropped
again as all molecules in the para–sexiphenyl aggregate are identical.) The remaining
terms account for the intermolecular electrostatic Coulomb–type interaction (similar
8Please note further that it is again assumed that 〈Φ̄em〉|〈Ψ0|V̂agg–sc|Ψ0〉|Φ̄en〉〉 ≈ 0 form 6= n. Likewise,
hole scattering effects within the aggregate by means of the semiconductor as well as vice versa
electron scattering effects within the semiconductor by means of the aggregate are assumed to be of
no importance here. In accordance with the former exciton treatment (see Eq. 2.41), the respective
terms of type 〈Φ̄+m〉|〈Ψ0|V̂agg–sc|Ψ0〉|Φ̄+n 〉 ≈ 0 with m 6= n are suppressed in Eq. 2.46. Similarly, the
terms of type 〈Φ̄+m〉|〈Ψ−λ̄ |V̂agg–sc|Ψ
−
λ̄′
〉|Φ̄+n 〉 appear only for m, λ̄ = n, λ̄′ in Eq. 2.46.
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to Eq. 2.28). They are either of electron–electron type (V (m,n)el-el , cf. Eq. 2.25) or of
electron–nucleus type (V (m,n)el-nuc , cf. Eq. 2.27). In particular, the first and third term is
now based on the charge density related to the cationic state of the mth molecule,
n
(m)







It is equivalently with Eq. 2.26 but related to the configuration of the molecular cationic
state |Φ(m)cat 〉. Please note that n
(m)
cat (r) gives the total charge of −(N
(m)
el −1)e. Together
with the nuclei, it results the total molecular charging of +1e.
The third term in the second line of Eq. 2.46, V̂agg–sc, displays the electrostatic
interaction between the aggregate and the semiconductor. Reminding that the total















































|x− y| . (2.49)
The first and second term gives the electrostatic interaction of the hole with the (op-
ponent) neutral ground structure of the semiconductor cluster and of the electron with
the neutral aggregate, respectively. The charge density of the hole is again represented
by the difference expression of the densities n(m)cat (x) and n
(m)
g (x). Such treatment is not
necessary concerning the charge density of the excess electron in the CB–like state ψ̄λ̄.
According to Eq. 2.41, it is reintroduced as ρ̄λ̄(y). The third integral term in Eq. 2.49
describes the direct interaction between the electron and hole (in CB–like state ψ̄λ̄ and
placed on the mth molecule, respectively). In Sec. 6.2.2, the latter contribution turns
out to be the dominant part of the aggregate–semiconductor interaction. Due to the
effective ±1e total charging, this is not surprising.
Charge separation by photoactivation
In Chap. 6, CS is studied after photoexcitaton of the para–sexiphenyl aggregate. The
latter shall be directly simulated as part of the kinetics. Therefore, the interaction of
the aggregate system with the radiation field must be treated explicitely and related
off–diagonal coupling elements must be added to HCS. Accordingly, the two types
of matrix elements Jm0 and J0m are introduced. They mediate the excitation and
de–excitation of the mth molecule in the aggregate, respectively. Added to HCS, the
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The ground state energy is shifted to zero following the above convention, i.e., the
ground state diagonal element, |G〉〈G|, vanishes. In general, Jm0 and J0m depend on
the molecular transition densities. Further, they introduce time–dependence in HCS as
they carry the oscillating amplitude of the radiation field. Their particular expressions
is clarified in Sec. 6.2.4.
Please note that, by definition, the semiconductor part is excluded from the optical
excitation process. In principle, the direct treatment of excitations of the states |Ψλ̄λ〉
(or |Ψγ〉) in the CS model would be also possible. However, such combined ansatz is
beyond the scope of the studies presented in Chap. 6 and so it is not further considered
at this place.
Hole motion and electron trapping
Finally, the special case of exclusive hole motion in the presence of an immobilized
electron shall be considered. Corresponding interface states and a hole transfer Hamil-
tonian shall be developed in close relation with the former modeling (see Eqs. 2.44
and 2.46). Individual hole motion is studied in Chap. 7 in a layer of para–sexiphenyl
molecules which is placed on a flat macroscopic ZnO surface. Concerning the kinetics
is assumed that very fast CS appears and that the created electron charge becomes
initially trapped at the ZnO surface. On longer time–scales, following such scenario, it
remains to model the hole migration within the molecular aggregate.
By suppressing the electronic degree of freedom in the CS states (see Eq. 2.44), the












It is based on the molecular localized hole transfer (HT) states, which are prepared
according to
|HTm〉 = |Φ̄+m〉 ⊗ |Ψ−trap〉. (2.52)
They are closely related to the CS states in Eq. 2.44 but assume an immediate electron
trapping scenario. After electron injection, the electronic structure of the semicon-
ductor part is directly translated into configuration |Ψ−trap〉. The latter represents the
semiconductor ground state and an excess electron in a certain trapped state, ψtrap. The
ψtrap is considered as a superposition state, ψtrap = C(trap)λ̄ ψ̄λ̄, of all CB–like states, ψλ̄.
In this way, a distinct spatial localization of the electron at the semiconductor surface










The introduced expansion coefficients C(trap)
λ̄
are directly related to the above super-
positioning of ψ̄λ̄. In the Hamiltonian ĤHT, only potential energy terms depending on
the hole index m are of relevance (see Eq. 2.51). (Terms of exclusive dependence on the
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electron charge become constant and are withdrawn.) The remaining terms in Eq. 2.51
are: i) H(cat)m , the aggregate internal potential energy matrix element (see Eq. 2.47),
ii) VHTmn , the hole transfer coupling and iii) Vagg–sc(m), the aggregate–semiconductor




















|x− y| . (2.54)
The latter contains the potential energy correction of the hole due to its interaction with






|2ρ̄λ̄(y). A collective description of the potential energy
(i.e., the full diagonal term in Eq. 2.51) is worked out in the framework of Chap. 7. In
approximate manner, it introduces a polarizable continuum ansatz and finally opens
the opportunity for a macroscopic picture of the para–sexiphenyl/ZnO interface.
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3. Dynamics of Closed and Open Quantum
Systems
Different forms of electronic structures for composite systems are developed in Chap. 2.
Excited, charge–separated and charge–localized states are introduced together with the
corresponding transfer Hamiltonians. In this chapter, different models for describing
excitation energy transfer processes and charge separation kinetics are discussed.
A brief introduction of the different regimes of transfer phenomena and their ade-
quate description is given in Sec. 3.1. Thereby, the concepts of closed and open quantum
system kinetics are outlined. This overview is given in close relation to the concrete
studies presented throughout Chaps. 5 to 8. In Sec. 3.2, closed quantum system kinetics
are discussed more deeply. Thereby, Sec. 3.2.1 is dedicated to coherent state evolution
alias wave packet motion according to the time–dependent Schrödinger equation. Sub-
sequently in Sec. 3.2.2, incoherent transition rates are introduced for an approximate
transfer model based on Fermi’s golden rule.
Then, the discussion turns to open quantum systems in Sec. 3.3. Charge and exciton
dynamics are modeled under permanent influence of a vibrational bath. In Sec. 3.3.1,
therefore the concept of the reduced density operator is recaptured. The appearance of
decoherence and energy dissipation is generally concerned in Sec. 3.3.2. In Sec. 3.3.3,
the prominent bilinear coupling model of system–bath interaction is introduced. It is
concretely employed in Chaps. 7 and 8 to describe dissipative hole and exciton dynamics,
respectively. Then in Secs. 3.3.4, the spectral density and correlation function are
discussed. They are integral parts of modeling the system–bath interaction. Based
on them, in Sec. 3.3.5, the quantum master equation is considerd as the traditional
ansatz to determine the evolution of the reduced density operator. It is the intention to
illustrate its high computational costs in application to large–scale systems. Connonly
utilized approximations are outlined. Motivated by that, the quantum state diffusion
ansatz is introduced in Chap. 4. It indirectly approaches the evolution of the reduced
density operator and is characterized by more efficient work flow in application to large–
scale systems.
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3.1. Regimes of the Studied Transfer Phenomena
Dynamics of excitation energy transfer, charge separation and charge transport mech-
anisms are studied in Chaps. 5–8. They can be classified into different regimes of
electron–vibrational interaction (i.e., the influence of a surrounding vibrational bath
(nuclear motion) on the actual transfer system as a measure). In principle, different
regimes can be characterized using directly the ratio of the system–bath interaction
strength and the system–internal coupling strengths (e.g., excitonic coupling or hole
transfer integrals). More convienent, in what follows the times tel and tvib shall be
introduced instead for categorization. Respectively, they describe characteristic times
of the motions within the electronic subsystem and the vibrational bath. (The tel
describes, e.g., a characteristic time–scale of some transfer of particular interest.)
In Chaps. 5 and 6, exciton transitions and photoinduced charge separation kinetics in
the para–sexiphenyl aggregate/ZnO cluster system interface are investigated. Thereby,
the focus is on the initial femtosecond time–scale and it shall be assumed that tvib  tel.
In this regime, the electronic motion is much faster than the response of the vibrational
degrees of freedom and effects of the nuclei dynamics on the exciton or charge separation
kinetics can be neglected. Accordingly, the influence of the vibrations can be simplified
to static modulations of the electronic system. These can be realized by introducing
minor random shifts added to the energies of exciton and charge–separated states. The
random shifts are simply generated from adequate distribution functions (see Secs. 5.5.2
and 6.6). Attributed with the random energy shifts, the electronic system is modeled
as a closed quantum system, i.e., the states obey wave packet dynamics according to
the time–dependent Schrödinger equation (see Sec. 3.2.1). Further approximations are
possible in the presence of a quasi–continuum of transfer acceptor states and a weakly
coupled single donor state. Then, the wave packet motion approximately turns to an in-
coherent type of motion. In Chap. 5, this is demonstrated for excitation energy transfer
from the para–sexiphenyl aggregate to the ZnO cluster. A likewise incoherent ansatz is
also applied to exciton transfer in the tubular dye aggregate/CdSe nanocrystal system
as a part of Chap. 8. In both cases, unidirectional transfer dynamics are modeled and
rates based on Fermi’s golden rule are computed (see Sec. 3.2.2). A somewhat special
scenario is thereby encountered in Sec. 8.7.2. There, the transfer is much slower than
the nuclear motion and vibronic effects can be included as a thermalized distribution
of initial population upon all available acceptor states. The reverse of the determined
rate values represent characteristic times of exciton translation in the systems.
In Chap. 7, hole transfer in a para–sexiphenyl layer on a flat ZnO surface is under
inspection. The study concentrates on the picosecond time–scale which means that it
is tvib ≈ tel. Hence, the system kinetics can be treated neither in terms of coherent
motion with static disordered hole states nor based on incoherent rate expressions. In
the same regime, also the exciton relaxation process within the tubular dye aggregate
studied in Sec. 8.5 takes place. In both studies, the electronic system kinetics are
characterized equivalently by means of coherent (hole or exciton) motion as well as
dephasing and dissipation due to vibronic effects. Consequently, they must be treated
in terms of open system dynamics. In this formalism, the evolution within the system is
approached in terms of the reduced density operator by introducing a quantum master
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equation. The latter explicitly takes into account the contact with the vibrational bath
which introduces loss of coherence and dissipative effects like population relaxation [44].
In the special case of a Markovian bath (i.e., the vibrations shows very fast response,
tvib  tel, without any memory effects), the reduced density matrix can be computed
using the simplified multilevel Redfield equations (see Sec. 3.3.5 and Ref. [44]). This
approach is applied in Chap. 4 to the Fenna–Metthews–Olson complex. The latter
describes a very small chromophore complex with only seven molecular states. The
transfer systems studied in Chaps. 7 and 8, however, contain each several thousand
electronic states. On that scale, the concept of directly solving a master equation
becomes generally inefficient. Therefore, such approaches are of less practical use for the
main studies presented in this work. Instead, then quantum state diffusion approaches
are more adequate. In Chap. 4, one such particular strategy is developed as a powerful
alternative.
3.2. Closed System Dynamics
In general, a closed quantum system is identified by the existance of a complete set
of commutating observable operators [44]. Accordingly, any possible realization of a
closed system, in principle, can be described in terms of a "pure" state in Hilbert space
which generally obeys the Schrödinger equation.
3.2.1. Wave packet dynamics
In Chaps. 5, exciton transfer phenomena in the para–sexiphenyl aggregate/ZnO cluster
are described in terms of wave packet propagation. The same is done concerning pho-
toinduced charge separation kinetics in Chap. 6. Thereby, the evolution of the system
(i.e., the time–dependence of the wave packet) obeys the time–dependent Schrödinger
equation (TDSE),
i~∂t|ψ(t)〉 = Ĥel(t)|ψ(t)〉. (3.1)
The TDSE provides the evolving system state, ψ(t), based on the (possibly time–
dependent) electronic system Hamiltonian, Ĥel(t). Several Hamiltonians concerning
different transfer scenarios are generally formulated in Secs. 2.3.4 and 2.3.5 (see par-
ticularly Eq. 2.41 for exciton transfer and Eq. 2.50 for treating photoinduced charge
separation). In practice, the system state is obtained as a set of time–dependent expan-
sion coefficients cj(t) (i.e., it is ψ(t) =
∑
j cj(t)ψj , based on a complete Hilbert space
basis set {|ψj〉}). The wave packet character of ψ(t) is expressed in the superposition
of the different complex–valued phase oscillations of each cj(t).
An unambiguous solution is possible for the wave function ψ(t > t0). This means
onward wave function kinetics are conditioned critically by an initial state ψ(t0), which
hence has to be defined carefully. The formal integration of Eq. 3.1 expresses the state
propagation,
|ψ(t)〉 = Û(t, t0)|ψ(t0)〉, (3.2)
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where the time–evolution operator, Û(t, t0) = T exp{−i/~
∫ t
t0
dτ Ĥel(τ)}, is involved.
Assuming that a system wave function trajectory is found, the temporal behavior of a
certain physical observable O(t) is computed straightforwardly with
〈O(t)〉 = 〈ψ(t)|Ô|ψ(t)〉 =
∑
j,j′
c∗j (t)cj′(t)〈ψj |Ô|ψj′〉. (3.3)
The right hand side of Eq. 3.3 illustrates the oscillative features of O(t) in direct con-
sequence of the wave packet motion of ψ(t). For instance in Chap. 6, this is nicely
visualized concerning the kinetics of molecular excitation across the para–sexiphenyl
aggregate. Details on the efficient numerical propagation of Eq. 3.2 are provided in
Appendix H.2.1.
3.2.2. Fermi’s golden rule
Obviously, the numerical integration of the TDSE (see Eq. 3.1) can become very bother-
some regarding systems with very high numbers of relevant states. Fortunately though,
transfer kinetics can be oftenly described more simple in terms of a single initially popu-
lated donor state and a weakly coupled quasi–continuum of "opponent" acceptor states.
Typically in such case, only the depletion time of the acceptor state population is of
interest. The individual populations of acceptor states are not important and the man-
ifold of acceptor states can be treated as a whole. In Chap. 5, such scenario is identified
when the focus is on the excitation energy transfer from Frenkel exciton (or molecular
excitation) in the para–sexiphenyl aggregate to electron–hole pair excitation in the ZnO
cluster.
A convenient formalism of the depletion process can be found starting with the
transfer rate model based on of Fermi’s golden rule [44, 138]. Accordingly, the depletion




|Vfi|2δ(Ei − Ef ), (3.4)
with, Ei and Ef , being the energies of the initial and the final state, respectively.
The Vfi describes their interstate coupling term. The squared form of Vfi in Eq. 3.4
gives evidence on an underlying second–order approximation. In fact, the rate ki→f
is only valid in the weak coupling limit when the population transfer can be treated
as unidirectional process. Moreover, the delta–distribution conditions a sharp energy
conservation during the state transition.
In assumption of a quasi–continuum of acceptor states, Eq. 3.5 can be utilized to
derive a formula of enormous practical value. In summation with respect to all possible







(Ei − Ef )2 + ∆2
, (3.5)
where further a life–time broadening is introduced and a Lorentzian line shape function
replaces the above occuring delta distribution. Similarly, a Gaussian line shape function
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can be introduced in order to account for inhomogeneous broadening (see, e.g., the
disorder effect in Sec. 5.5.1). With Eq. 3.5, in principle, a much simpler excess to
transfer processes is obtained. Its applicability as an alternative to direct wave function
propagation is intensively discussed in Chap. 5 when studying exciton transfer across
the para–sexiphenyl aggregate/ZnO interface.
3.3. Open System Dynamics
The concept of open quantum systems is required whenever the transfer system cannot
be treated as "clearly isolated" from the influence of an environment. The interaction
with the latter describes a source of fluctuation and friction in the "active" system
part. Accordingly, its dynamics cannot be determined based on the time–dependent
Schrödinger equation 3.1 involving only the transfer system Hamiltonian. Many optical
experiments take place under such circumstances measuring time–dependent electronic
processes under persistent impact of nuclear vibrations (see, e.g., Refs. [139, 125]).
In particular, after ultrafast laser–pulse excitation charge migration processes at the
para–sexiphenyl/ZnO interface take place on the picosecond time–scale (see Chap. 7).
These "slow" charge kinetics are critically influenced by vibronic effects and can no
longer be captured in terms of coherent wave packet dynamics. The same is valid
for the exciton migration within the tubular dye aggregates discussed in Chap. 8 (see
Sec. 8.5). Then, vibrational–induced exciton relaxation processes can be observed on
the picosecond time–scale.
3.3.1. Reduced density operator
In order to study transfer processes in the framework of an open quantum system, the
total system Hamiltonian is generally departed according to
Ĥ = ĤS + ĤB + ĤS–B. (3.6)
Its first term, ĤS, describes the Hamiltonian of the transfer system. Abstracting both
concrete studies in Chaps. 7 and 8, the ĤS is related to the moving object (i.e., the





δm,nEm + (1− δm,n)Vmn
)
|m〉〈n|, (3.7)
using a basis of molecular localized states, {|m〉}. The ĤS covers site–energies, Em, and
inter–site transfer coupling elements, Vmn. In Chaps. 7 and 8, the ĤS is substituted
by the hole transfer Hamiltonian (see Eq. 2.51) and exiton Hamiltonian (see Eq. 2.33),
respectively. In accordance to that, the states of molecular localized holes (see Eq. 2.52)
or excitations (see Eq. 2.37) are casted for the states |m〉 in Eq. 3.7, respectively. The
second and third term in Ĥ (see Eq. 3.6) represent the vibrational Hamiltonian of the
macroscopic vibrational bath, ĤB, and the vibronic interaction part among system and
bath, ĤS–B, respectively.
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The "macroscopic" character of the bath prohibits any declaration of a pure wave
function state of the complete system. Instead, the density matrix formalism must be
applied [45, 44]. (The concrete form of ĤB and ĤS–B is specified below in Sec. 3.3.3.)






is typically employed. According to the trace expression, trB{...}, the density operator
(introduced as Ŵ ) becomes reduced by the vibrational degrees of freedom. (This
operation is motivated since only observables of the transfer system are relevant. The
concrete knowledge of the bath part, however, is not of interest.) In convenient manner,
hence, the RDO describes the time–dependent statistics of the transfer system under
influence of the vibrational bath.
The evolution of ρ̂(t) is prescribed by Ŵ (t), which itself obeys the Liouville–von
Neumann equation [45], i~∂tŴ (t) = [Ĥ, Ŵ (t)] with Ĥ given in Eq. 3.6. Accordingly,
the general equation of motion of the RDO is then found as
i~∂tρ̂(t) = [ĤS, ρ̂(t)] + trB{[ĤS-R, Ŵ (t)]}. (3.9)
The first term describes the evolution of the transfer system on condition that the
bath would be absent (i.e., in case of pure coherent motion for ĤS–R = 0). However,
this behavior is disturbed by the second part of Eq. 3.9. This one holds the influence
of the vibrational bath on the transfer kinetics as further discussed in the subsequent
Secs. 3.3.2–3.3.4.
3.3.2. Dissipation and coherence dephasing
In Chaps. 7 and 8, the RDO is represented using either states of a molecular localized
holes or excitations, respectively (see Eqs. 2.52 and 2.37). Both shall be further on
generalized as {|m〉} (see also Eq. 3.7). The corresponding reduced density matrix
(RDM) emerges as
ρmn(t) = 〈m|ρ̂(t)|n〉. (3.10)
This expression is of particular interest in this work. On the diagonal, the RDM carries
the population of the mth transfer state introduced as Pm(t) = ρmm(t). Later on,
the Pm(t) renders the probability that a charge or excitation is localized on the mth
molecule. In contrary to that, the offdiagonal elements of the RDM, ρmn(t) withm 6= n,
quantify the quantum coherence between the mth and nth transfer state.
The RDM provides the transfer process in spatial resolution. However, especially in
course of the exciton relaxation studies in Chap. 8, also the energetic perspective of the
transfer is of interest. In such cases, it is more adequate to represent the RDO using
the eigenstate basis {|α〉}, where it is ĤS|α〉 = Eα|α〉. With this, the evolution of the
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with the eigenstate population Pα(t) = 〈α|ρ̂(t)|α〉. Since continuous energetic exchange
takes place with the vibrational bath, the transfer system steadily converges to ther-
mal equilibrium (see principle of detailed balance [45, 44]). This status manifests in the
limit t→∞. Then, the energy state populations Pα(t) obey the canonical distribution.
In the study on exciton relaxation in Chap. 8, this dissipation process is directly mon-
itored after initial preparation of different high–energy excitonic wave packets. Dur-
ing time–evolution, continuous energy flow (i.e., continuous decay of ES(t)) is clearly
documented. Energy funnels from the exciton system into the bath aligned with an
irreversible spatial energy migration within the tubular dye aggregate. Besides the
dissipative energy current, the interaction with the bath raises continuous loss of co-
herence within the transfer system. Considering again ραβ , such dephasing is observed
as a collective decay of the offdiagonal elements with the limit ρα6=β(t→∞) = 0. The
action of dephasing is particularly visualized when discussing the dissipative charge
transfer kinetics in Chap. 7. There, dephasing is identified as the decreasing ability
of the hole wave packet to interfere and the continuous transformation from ballistic
motion to diffusive drift (see also Ref. [53]).
3.3.3. System–bath interaction
In order to derive an equation of motion of practical use, the bath Hamiltonian, HB, as
well as the system–bath interaction, ĤS–B, must be further specified. In this thesis, the
molecular vibrational motion is treated in terms of the standard harmonic oscillator





~ωξ b̂†ξ b̂ξ, (3.12)
with frequencies ωξ (where the index ξ indicates the individual vibrational modes)
and the creation and annihilation operators, b̂†ξ and b̂ξ, respectively. Fundamentally,
Eq. 3.12 relies on the assumption that the ωξ are independent on the configuration of
the transfer system. So, changes in the electronic state mean only a displacement of
the potential energy surface along the vibrational coordinates [45, 44]. In concert with
the harmonic vibrational model, typically a bilinear type of system–bath interaction
model is introduced. (This approach is adequate in the presence of weak vibronic
coupling strength [44].) In the bilinear model, the interaction Hamiltonian factorizes
into ĤS–B =
∑
u ŜuB̂u. The two linear operators Ŝu and B̂u describe individual parts
from the transfer system and the vibrational bath, respectively. In relation to Eq. 3.12,
the bath coupling operator is straightly found as B̂u ∝ (b̂ξ + b̂†ξ) [45, 44].
In principle, both the state energies, Em, as well as the corresponding intersite cou-
plings, Vmn, are influenced by the vibrational motion (see Eq. 3.7). However, a com-
bined treatment of modulations of Em and Vmn is beyond the scope of this thesis.
Regarding the present studies on charge and energy transfer it is therefore argued that
the vibrations influence the transfer properties primarily via the former type of en-
ergetic fluctuations. Although recent studies on different molecular transfer systems
demonstrated that also intermolecular vibrations can be an important issue (see, e.g.,
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Ref. [55]), this type of influence shall not be further considered here. Accordingly, the
general system operator part, Ŝu, is specified as the projector of type L̂m = |m〉〈m|.











By definition, each molecular localized state |m〉 couples to an independent set of bath
modes. The gξ(m) represents a dimensionless vibronic coupling constant. It measures
the strength of the fluctuation of energy Em induced by the bath mode ξ of the mth
molecule.
3.3.4. Correlation function and spectral density
The correlation function describes a fundamental quantity in the field of open quan-
tum dynamics. Merged to a single quantity, it generally provides the complete infor-
mation about the system–bath interaction processes according to Eq. 3.13. The form
introduced next appears in the master equation discussed in Sec. 3.3.5 and plays an
important role in the quantum state diffusion approach developed in Chap. 4.
Following the bilinear model of ĤS–B (see Sec. 3.3.3), the correlation function is
generally defined as [44]
Cuv(t, τ) = 〈B̂(I)u (t)(B̂(I)v (τ))†〉B − 〈B̂(I)u (t)〉R〈(B̂(I)v (τ))†〉B. (3.14)
The time–dependent bath coupling operators are introduced in the interaction picture
as B̂(I)u (t) = Û+S (t − t0)Û
+
B (t − t0)B̂u(t)ÛB(t − t0)ÛS(t − t0), where US(B)(t − t0) =
exp{HS(B)(t − t0)/i~} is the time–evolution operator in the transfer system (bath)





the expectation value with respect to the bath system degrees of freedom, based on the
canonical bath density operator, Ŵeq = Z−1e−ĤB/kBT , with the partition function Z=
trB{exp(−ĤB/kBT )}. In the form of Eq. 3.14, the Cuv(t, τ) correlates the fluctuation
of B̂(I)u (t) and B̂(I)v (τ) at two different times (with respect to their equilibrium values).













The Bose–Einstein distribution is introduced as n(ω) = 1/(exp{~ω/kBT} − 1). Here,
the bath operators are Hermitian which is why the correlation function depends not
directly on t and τ , but only on their delay, i.e., t−τ . A second subindex of Cm(t, τ) in
Eq. 3.15 is directly removed due to the fact that exclusively intramolecular vibrational
modes shall be considered, i.e., it is Cmn = 0 for m 6= n. Finally, the spectral density is







δ(ω − ωξ), (3.16)
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and compresses the spectrum of the electron–vibrational interaction strength expressed
to functional form with Jm(ω) = 0 for ω < 0. Further computational details on Jm(ω)
and Cm(t− τ) are stated in direct application in Chaps. 4, 7 and 8.
3.3.5. Master equations for weak system–bath coupling
The time–evolution of the RDO generally obeys Eq. 3.9, however it cannot be solved
straightly. Instead, the involving second dissipative term must be subject to further
treatment in order to find an adequate equation of motion. Typically, the dissipative
term is reformulated in a perturbative expansion series with respect to HS–B. Here, the
concrete open system studies on charge and exciton transfer (see Chaps. 7 and 8) rely on
the assumption of weak to moderate vibronic coupling strength. Correspondingly, the
evolution of the reduced density matrix is adequately described in restriction to second
order in HS–B. Indeed, this second Born approximation represents the basic approach
in application to molecular aggregates [45, 44]. Utilizing Eq. 3.13, the non–Markovian
































Its second order character is covered in the correlation function Cm(t) given in Eq. 3.15.
As generally explained in Chap. 1, the numerical solution of the QME 3.17 suffers
critically from very unfavorable scaling of computational cost with increasing size of the
transfer system (see also Sec. 4.1). By that virtue, the application of Eq. 3.17 to larger
systems becomes extremely inefficient and further simplification (e.g., concerning the
memory kernel) are very likely in practice. As one of these, the Markov approximation is
utilized in a great many cases in literature. Then the Eq. 3.17 transforms to the popular
multilevel Redfield equations [44]. Additional introduction of the secular approximation
would further transform the Redfield equations to the Bloch equation. The latter
describes a very simple modeling, which is equivalent with the famous phenomenological
Lindblad type of dissipation [45].
In this thesis, it is the intention to follow a fundamentally different strategy to com-
pute large–scale open system dynamics in Chaps. 7 and 8. Instead of using approx-
imations to essentially simplifiy the direct propagation of ρ̂(t), the above QME 3.17
is simulated indirectly based on the quantum state diffusion method in application of
a stochastic Schrödinger equation (see Chap. 4). The difference to the QME lies ba-
sically in the fact that stochastic quantum state trajectories are simulated in Hilbert
space. Such procedure, in principle, means a significantly advantaged scaling behavior
which promises a substantial computational benefit concerning large–scale open sys-
tems compared with QME 3.17. Chap. 4 is devoted to that issue. A general debate
on the equivalence of the quantum state diffusion method and the QME is given (see
Sec. 4.2) and a particular algorithm is discussed which was specially developed in this




4. Quantum State Diffusion
The demand for computationally cheap and robust theoretical methodologies for study-
ing open quantum system dynamics grows continuously. In what follows, a novel ap-
proach to a quantum state diffusion method with particularly cheap numerics is pre-
sented. Its enormous value lies in its specific applicability to extremely large–scale open
systems including several thousand states. The presented strategy was published in
Ref. [140] and represents a fundamental part of this thesis.
In very short terms, the quantum state diffusion method describes the quantum ana-
logue to the famous Langevin theory in classical stochastic physics. In this sense, it
allows unraveling open quantum system dynamics by means of stochastic state propaga-
tion in Hilbert space. Especially regarding large–scale systems, solving such a stochastic
Schrödinger equation (SSE) means a clear numerical benefit compared with quantum
master equations. Although the general concept of this is known for more than 30 years,
so far it has been utilized only rarely in studies on truly large–scale systems. Only re-
cently, a very promising approach was suggested based on a non–Markovian SSE. It was
applied to studies on hot exciton and charge motion in a chain–like 1d system of up to
150 molecular sites. These publications motivated to work out an own novel strategy
which allows for going beyond that scale and to study open quantum systems of several
thousand states. The particular theoretical model and numerical routine is discussed in
the framework of this chapter. Later on in Chaps. 7 and 8, it is applied to two gigantic
systems of realistic size.
The chapter starts with an introductory part on the general principles and the the-
oretical background of the quantum state diffusion method (see Sec. 4.1). In Sec. 4.2,
a microscopic ansatz for the transfer system and its environment is described in the
weak coupling limit. The developed model is clearly related to existing approaches in
literature. Then in Sec. 4.3, a Monte–Carlo integration scheme is introduced for proper
stochastic reinterpretation of the analytic ansatz. It directly leads to the formulation of
a linear type of SSE based on a stochastic force and a dissipative damping operator. The
price for the linearity and the remarkable simple implementation of the obtained SSE
is paid with a critical drift of the norm of the propagated state (see Sec. 4.4). In order
to execute performance tests of different of such linear SSE algorithms, an additional
nonlinear SSE is introduced. The latter brings with numerical stability but can only be
applied to medium–scale systems. Therefore, the small Fenna–Matthews–Olson com-
plex is chosen for first test simulations. A particular type of numerical force generation
is figured out which results in excellent numerical performance of the cheap linear SSE.
Finally in Sec. 4.6, a brief summary and a simple strategy for the adequate application
of the linear SSE in cases of large–scale systems is exposed.
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4.1. Background and Motivation
In general, the time–dependence of classical systems in interaction with an environment










It describes the evolution of the probability distribution, Pm(t), with respect to the
configuration space of the system (here with the discretized index m). Its apparent
"gain–and–loss" structure with the transition rates, rn→m, preserves the positivity of
each Pm(t) in the same way as the norm of the total probabilty is guaranteed. These
rn→m quantize the influence of the environment on the system evolution. In the way
of Eq. 4.1, the modeling of the system evolution is directly related to the probability
distribution over the phase space. For instance, the Fokker–Planck equation discribes
the random (Brownian) motion of a particle [141]. However, the solution resembles a
continuous probability distribution and not a destinct trajectory. Hence, such ansatz
must be understood as an ensemble related mean. The Langevin equation provides the
alternative formalism from the single particle’s perspective. While the Fokker–Planck
equation concerns the time–dependence of the probability distribution, the Langevin
approach directly formulates a random spatio–temporal evolution of a single particle.
The influence of the environment is thereby modeled in terms of fluctuations introduced
by a stochastic process (Wiener process). Both ansatzes to the stochastic behavior are
completely equivalent. In fact, predictions on the probability distribution (over phase
space) can be straightly prepared by means of a sufficiently large number of random
trajectories (i.e., individual solution of the Langevin equation).
In the quantum domain, the reduced density operator (RDO), ρ̂(t), replaces the
classical P (t) (see Sec. 3.3.1). In 1976, Lindblad proposed its popular axiomatic form




















with the system Hamiltonian, ĤS, and certain bounded operators of the system Hilbert
space, L̂m, with
∑
m L̂m = 1 (see, e.g., the projectors introduced in Sec. 3.3.3). The
non–Hermitian term in the brackets represents again the typical "gain–and–loss" struc-
ture. The master equation 4.2 describes the most general approach of quantum Marko-
vian master equations. In fact, a diversity of other master equations were developed
starting from alternative more direct constructive ansatzes. One particular form of such
master equations with a concrete ab–initio background is introduced in Sec. 3.3.5 (see
Eq. 3.17). Nevertheless, at this place the above Lindblad form shall serve for convenient
introduction of the principle aspects on quantum state diffusion ansatzes.
By analogy to the Langevin equation, alternative stochastic approaches to ρ̂(t) were
uncovered in quantum theory. In particular, 10 years after the work of Lindblad, the
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axiomatic Ito–Schrödinger equation1 was worked out by Alicki et al. [143, 144]. It was

















where the stochastic process dBm/dt appears in form of a complex Wiener process (i.e.,
Gaussian white noise). According to the equivalence of Langevin and Fokker–Planck
equation, the Ito–Schrödinger equation is totally equivalent with the above Lindblad
equation 4.2. Indeed, the evolution of the RDO is straightly recovered in terms of the











This relation illustrates an essential goal of the stochastic unraveling of the RDO. In
fact, the solution of the master equation 4.2, (i.e., its computational demand) scales
with N4 (where N describes the number of system states). Thereby, the power four
scaling must be understood as numerical scaling. In fact, integration of the master
equations requires computing the superoperator for time–evolution in Liouville space.
Like the popular Redfield tensor (in matrix representation [44]), its computation scales
with N4 and so does the direct propagation of Eq. 4.2. In comparison to that, the
computational cost of the wave function based equation 4.3 scales only with N2. Like
before this refers now to the computation of the time–evolution operator for a vector
state in Hilbert space (which scales quadratically with N). In principle, this means
that a computational benefit of Eq. 4.4 can be anticipated whenever the number M of
required stochastic trajectories for M[...] (i.e., number of different solutions of Eq. 4.3)
is smaller than N2. In the framework of this thesis, a correspondingly promising ratio
is generally found for systems with N > 100 (see Chaps. 7 and 8). Besides, it is another
very important benefit of approaching Eq. 4.4 that simulations of individual stochastic
trajectories can be executed trivialy on parallel computing infrastructures.
While the early works of Alicki et al. [143, 144] were originally proposed without
physical background, Eq. 4.3 soon founds its way into concrete application studies on
open quantum system – especially in the field of quantum optics [145, 146]. Several
different and specific forms of Eq. 4.3 were established and are still frequently utilized
or further developed nowadays.2 In particular, in 1992 a series of several works by
Gisin and Percival et al. started [149, 150, 151]. Physically relevant forms of Eq. 4.3
were discussed for the first time. By that, they prepared the Ito–Schrödinger equation
1Although the Heisenberg picture would be the more intuitive analogue to classical physics, the
Schrödinger picture was followed instead. In fact, the Heisenberg representation would lead to
substantial difficulties concerning the description of a stochastic process in terms of quantum noise
operators. Compared to that, its modeling particularly simplifies to complex–valued random num-
bers when related to a wave function based description in the Schrödinger picture [46].
2One very prominent form is the Monte–Carlo wave function method developed by Carmichael et
al. [147] and Dalibard et al. [148]. It is based on substitution of the axiomatic stochastic process
(dBm/dt in Eq. 4.3) by a (random) quantum–jump process. However, in the framework of this
thesis the focus shall be further on diffusion–like descriptions of Eq. 4.3.
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for open system simulations where the term quantum state diffusion was introduced.
During these works, they proposed an alternative nonlinear equation based on the
































Its nonlinearity is due to the occuring expectation values, 〈...〉 = 〈ψ̄(t)|...|ψ̄(t)〉. The
evolution of the RDO is again recovered in terms of Eq. 4.4, where it is straightly proved
that, despite the inclusion of the additional terms proportional to 〈L̂m〉 and 〈L̂†m〉, the
Lindblad form of Eq. 4.2 is received straightly and it is again ρ̂(t) = M[|ψ̄(t)〉〈ψ̄(t)|]
(see Appendix F.1.2). The development of Eq. 4.5 was motivated since the norm of the
state |ψ(t)〉 in the linear Eq. 4.3 is not preserved during its evolution. The additional
terms in Eq. 4.5 take care of this issue and intrinsically compensate the drift of the
wave function norm (see Appendix F.2). On the one hand, Eq. 4.5 provides an essential
goal concerning numerical simulations. On the other hand, this numerical stability is
paid with the requirement to compute the less appealing nonlinear terms and the above
described scaling benefit of the computational costs of Eq. 4.4 is lowered again.
Then in 1997, the exclusively axiomatic descriptions of the quantum state diffusion
methods were basically supported by Strunz and Diósi et al. [47, 48]. Together, they
presented the first of many theoretical studies on a constructive approach and worked
out the first ab–initio ansatz of the quantum state diffusion based on an uniform mi-
croscopic model of the open system together and its environment. Their description
started directly with the time–dependent Schrödinger equation of the complete system
(and the bilinear coupling model discussed in Sec. 3.3.3). In the end, a generalization


























Thereby, the function zm(t) takes over the role of the former stochastic process dBm/dt.
The integral term in Eq. 4.6 contains the correlation function at zero–temperature (see
Eq. 3.15) and the non–trivial functional derivative of the state vector with respect to the
stochastic process z(t). This term represents the generalized non–Markovian "memory
kernel". In order to derive more appealing forms, Strunz and Diósi et al. substituted the
functional derivative by the action of an operator in terms of δ|ψz(t)〉δz(τ) = O(t, τ, z)|ψz(t)〉.
This was the central point of their model. Although the operator O(t, τ, z) is generally
unknown, appealing approximate expressions can be straightly deduced by different
expansion ansatzes. For instance, the axiomatic model of quantum state diffusion (see
Eq. 4.3) could be recovered in assumption of a Markovian bath which is weakly coupled
to the system [152, 153, 154, 155, 156, 157, 158, 159]. Further, Strunz and Diósi et
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al. honoured the work of Gisin and Percival and developed a nonlinear non–Markovian
stochastic Schrödinger equation [47, 155]. Accordingly, this version preserves the norm
of the state trajectory in course of time–evolution and generalizes the Markovian non-
linear equation 4.5.
Recently, Zhao and Zhong et al. presented a series of application related studies of
a time–dependent wavepacket diffusion method on energy migration and charge carrier
transport in realistic molecular systems [160, 49, 50, 51]. They utilized a microscopic
ansatz related to the one of Refs. [47, 48], but other argumentation led them to an
equation (in the weak coupling limit) which is not strictly obtained from Eq. 4.6. In
their studies, they presented results obtained from a linear equation of motion, i.e.,
without the intrinsic feature of the norm–conservation. Nevertheless, very convincing
kinetics of energy relaxation within the popular Fenna–Matthews–Olson chromophore
complex were shown from their linear approach [49].
The present chapter is devoted to a novel convenient simulation technique based on
a stochastic Schrödinger equation approach. Its development describes an essential
part of this thesis. From the beginning, it is the intention to establish a methodology
which is ready for application to large–scale open quantum systems including several
thousand states using standard computational work stations. As motivated above,
therefore the focus is directly on the development of a linear stochastic Schrödinger
equation method which computational demand scales only with N2. The works of
Zhao and Zhong et al. (particularly Ref. [49] served as important inspiration for that).
However, as already indicated above, the studies of Strunz and Diósi et al. give rise
to some questions concerning the treatment in Ref. [49]. In this regard, the approach
of Zhao and Zhong et al. is supplemented here. Special modifications are introduced
following the basic concepts of Refs. [47, 48, 152, 153, 154, 155, 156, 157, 158, 159] and
also new ideas by own work are incorporated. By that, different uncertain aspects of
the former works are clarified.
The following ansatz directly formulates a temperature–dependent wave function
trajectory. This differs from the methods of Refs. [160, 49, 50, 51] as well as the one
followed in Refs. [48, 157]. Here, it turns out to be very instructive for a consequent
introdcution of a temperature–dependent stochastic force (which finally acts on the
quantum particle) in terms of a Monte–Carlo integration scheme. Additionally, it was
of particular interest to find a possible interrelation of the existing types of stochas-
tic Schrödinger equations (the one derived in Refs. [47, 48] and the one proposed in
Ref. [49]). Such a relationship is demonstrated here in the limit of weak system–bath
coupling. Finally, the here developed approach is integrated in a general strategy for
highly efficent computations of non–Markovian open system dynamics including more
than 1000 states. Therefore, a practical implementation guide of a linear stochastic
Schrödinger equation method is offered and the varying norm of the propagated quan-
tum state is considered carefully. Its numerical computational cost scales quadratically.
This is pioneering and describes an enormous step forward in the field of open system
dynamics.
In Chap. 7, the workability of the discussed treatment is demonstrated in detail when
studying dissipative charge carrier kinetics within an aggregate of 2553 para–sexiphenyl
molecules on a ZnO interface. In a second study, the developed scheme is applied to
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investigate energy relaxation processes in an even larger tubular dye aggregate of 4140
molecules (see Chap. 8). Both numbers are one order of magnitude larger and out-
standing in comparison with existing work on an equivalent level of theory (see for
comparison, e.g., Refs. [49, 50, 53, 51, 161, 54]). The here developed scheme demon-
strates that existing numerical limitations of computationally inefficent conventional
approaches can be overcome and that novel large–scale and non–Markovian dynamics
can be achieved in future.
4.2. System and Bath in the Schrödinger Picture
In the following, a Schrödinger equation for an open system "conditioned" by its sur-
rounding bath is developed. In Sec. 4.3, the outcome of this section is reinterpreted
in a stochastic sense. This finally results in the non–Markovian stochastic Schrödinger
equation (SSE).
The general concept of open quantum systems and related dynamics are discussed
in the framework of Sec. 3.3. The system–bath Hamiltonian is introduced as the sum
Ĥ = ĤS + ĤB + ĤS–B (see Eq. 3.6), with the Hamiltonian of the "active" transfer
system, ĤS (see Eq. 3.7), and the Hamiltonian of the heat bath, ĤB (see Eq. 3.12).
Further, the system–bath interaction is collected in the third term, ĤS–B (see Eq. 3.13).
All three parts are specified according to the bilinear coupling model (see Sec. 3.3.1).




Kmξ(b̂mξ + b̂†mξ)L̂m, (4.7)
with the oscillator creation and annihilation operators b̂†mξ and b̂mξ, respectively. They
refer to the bath vibrational mode ξ coupled to the mth state of the active system.
The related frequency is indicated by ωmξ. Further, the system coupling operator is
reduced to the diagonal form,
L̂m = |m〉〈m|. (4.8)
In general, this type of system–bath interaction model has a long history. In the field
of quantum state diffusion, it was extensively discussed by Diósi, Strunz, Gaspard or
Eisfeld et al. [47, 48, 152, 153, 154, 155, 156, 157, 158, 159].
4.2.1. Coherent state unraveling of the reduced density operator
The SSE presented in the following is mainly motivated by the work of Zhao et
al. [160, 49, 50, 51]. The general ansatz, however, was originally presented in the
earlier studies of Diósi and Strunz et al. [47, 48, 155]. According to the latter, a typ-
ical approach starts with applying the interaction picture with respect to ĤS–B and
describing the bath environment in terms of Bargmann coherent states, according to
|αmξ〉 = exp(αmξ b̂†mξ)|0〉 [146]. The latter states correspond to the various intramolec-
ular vibrational modes. The αmξ are complex numbers and it is b̂mξ|αmξ〉 = αmξ|αmξ〉.
The coherent state ansatz makes possible a straight and instructive expansion series of
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the wave function trajectories with respect to the system–bath interaction. Here, the
coherent states are used to express the RDO, ρ̂(t) (see Sec. 3.3.1). This is one possible
way for an appealing stochastic unraveling of the RDO later on.3










S-B(τ)/~} performs the time–evolution of the
complete statistical operator Ŵ (I)(t) starting from Ŵ (I)(0) = |ψ(0)〉〈ψ(0)|R̂eq. In this
form, the transfer system is initially prepared in the pure state |ψ(0)〉 and decoupled
from the surrounding bath. The latter is in thermal equilibrium at temperature T .
Correspondingly, the bath statistical operator R̂eq = 1/Z× exp(−HB/kBT ) appears.
The trace in Eq. 4.9 (with respect to the bath states) can be computed straightly












Here and in the following the multi–site and multi–mode integration is abbreviated
by a single complex α–integral (including all the 1/π). Moreover, the |α〉 stands for
the whole product state, and the shorthand notation |α|2 =
∑
m,ξ |αmξ|2 is introduced.
Making use of some further algebra leads straightly to the RDO represented as (see











The expression on the right hand side indicates that all the information of the RDO is




The ket |θβ〉 abbreviates the multitude of states |θmξβmξ〉 with θmξ = exp{−~ωmξ/kBT}.
The state vector |ψαβ(t)〉 is exclusively defined in the system Hilbert space. However, it
is conditioned by the presence of bath which is indicated by the dependences on α and
β. A Gaussian averaging with respect to the multiple dependencies on the αmξ and βmξ
defines the RDO ρ̂(I)(t). The M[...] in Eq. 4.11 symbolizes the related multidimensional
Gaussian weighted mean value operation.
The here presented relation differs crucially from the one used by Zhao et al. [49].
In particular, Eq. 4.11 describes a simple Gaussian averaging which is independent on
T . All the temperature dependence is condensed in |ψαβ(t)〉. Contrarily to that, the
approach in Ref. [49] starts with a quantum trajectory which shows no temperature
dependence at all, while the Gaussian averaging process is temperature dependent. To
finally fix this, in Ref. [49] an expression for temperature dependent state trajectories
is finally introduced phenomenologically.
3Alternatively, e.g., a path–integral approach can be applied to formulate a more generalized derivation
with identical result [47, 48, 155].
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In order to determine the kinetics of the RDO according to Eq. 4.11, the evolution
of |ψαβ(t)〉 is required in dependence on the complex numbers α and β. Hence, an
equation of motion for |ψαβ(t)〉 must be deduced. By taking the time–derivative of











based on the two introduced operator definitions,






with L̂m(t) ≡ L̂(I)m (t) (see Eq. 3.14). Besides, a third operator,
B̂mξ(t) = KmξL̂m(t)eiωmξtβ∗mξ, (4.16)
is employed later on. The partial derivatives which appears in D̂mξ(t) let become
Eq. 4.13 clearly less suited for further analysis. It is the next task to replace them by
a perturbative expansion ansatz.
So far, the approach Eq. 4.13 is in close relation to the ansatz presented by Strunz
et al. [155] and identical finite temperature SSE expressions are finally obtained. How-
ever, the explicit inclusion of the temperature in the present ansatz describes a novel
feature. Contrarily to that, the finite temperature description in Refs. [155, 48, 157]
was finally introduced by applying a Bogoliubov transformation to the bath ladder op-
erators of their original zero–temperature model. Such transformation is not required
here because the trajectory is already considerd as a finite temperature expression (see
Eq. 4.12).
Different strategies to handle the derivative term in Eq. 4.13 are conceivable. For
instance, in Ref. [48] (and other studies of Strunz, Diósi and Gisin et al.), this term is
first reinterpreted as a functional derivative term which then allows developing more
appealing expressions. Most sophisticated, the non–perturbative hierachical equation
of motion approach could be derived based on such transformation step [162]. Another
approximate approach was used by Zhao et al. [49] on their temperature independent
form of Eq. 4.13 which contained a similar derivative term. They simplified that term
by means of an expansion with respect to the system–bath coupling. In what follows,
a likewise perturbative treatment is worked out with respect to the system–bath inter-
action. However, now the expansion is collectively applied to the complete expression
Eq. 4.12.
In the present interaction picture, expansion with respect to time equals expansion
with respect to system–bath interaction. An adequate approximate form of the state
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Âmξ(τ)Ânζ(τ ′) + D̂mξ(τ)D̂nζ(τ ′)
+ D̂mξ(τ)Ânζ(τ ′) + Âmξ(τ)D̂nζ(τ ′)
]}
|ψαβ(0)〉,
which results formally from an integration scheme of Eq. 4.13 up to second order
terms. This stands in clear contrast to the Ref. [49]. Instead, it was inspired by a
perturbative ansatz applied in Ref. [158]. Now realizing that it is |ψαβ(t = 0)〉 =
exp{θα∗β}|ψ(0)〉/
√
Z (see Eq. 4.12), the action of the derivative terms D̂mξ(t) is
straightly replaced by the (derivation free) projector–type operators B̂mξ(t) already




























+ θnζÂmξ(t)B̂∗nζ(τ) + θmξÂnζ(τ)B̂∗mξ(t)
]}
|ψαβ(0)〉.
4.2.2. Weak system–bath coupling
Perturbative ansatzes for the RDO are commonly introduced up to second order [44, 45].










+ H. c.. (4.19)
It results directly as the derivative of Eq. 4.11 and represents the general form of a mas-
ter equation. A strict restriction of Eq. 4.19 up to second order can be formulated when
inserting the expansion series given in Eq. 4.18. For this purpose, several redundant
terms in Eq. 4.18 can be figured out and a correspondingly simplified but equivalent
version of Eq. 4.18 can be introduced.
Therefore, one firstly notices the product form of |ψαβ(t)〉 and its derivative in
∂tρ̂
(I)(t). Concerning the state expansion Eq. 4.18, now only these terms are relevant
which finally contribute to terms of second order (or below) in ∂tρ̂(I)(t). Vice versa,
all terms which exclusively contribute to higher order terms in ∂tρ̂(I)(t) describe only
irrelevant corrections and can be excluded right in the expansion series of Eq. 4.18.
For this reason, a second order ansatz in Eq. 4.18 is generally sufficient. Closer ex-
amination uncovers that further terms in the second and third line of Eq. 4.18 can
be eliminated. Therefore, one has to realize their dependences on α and β together
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with the Gaussian averaging in Eq. 4.19. In fact, all of them are already of second
order and must be attended in ∂tρ̂(I)(t) only as products with the respective zero or-
der counterpart of |ψαβ(t)〉. The majority of these product terms average to zero.
In particular, all terms from the second line in Eq. 4.18 disappear in ∂tρ̂(I)(t) due to
M[Âmξ(t)Ânζ(τ)|ψαβ(0)〉〈ψαβ(0)|]αβ = 0 and M[B̂mξ(t)∗B̂nζ(τ)∗|ψαβ(0)〉〈ψαβ(0)|]αβ =
0. Non–vanishing contributions of these terms are at least of fourth order in ∂tρ̂(I)(t)
[140]. Similar restrictions can be applied concerning the remaining terms in the third
line of Eq. 4.18. These terms are of the type M[Âmξ(t)B̂∗nζ(τ)|ψαβ(0)〉〈ψαβ(0)|]αβ ,
where one notices that only terms with m, ξ = n, ζ give non–zero contribution. So, re-
moving all remaining terms with m, ξ 6= n, ζ in Eq. 4.18 is adequate as well. Together,



























(Please note that the former wave function notation, ψαβ(t), is kept for convenience.)
The Eq. 4.20 describes a remarkable simplification with respect to Eq. 4.18. Never-
theless, it generates the identical master equation 4.19 in second order perturbation
theory. The presented considerations can be straightly generalized and also applied to
unravel higher order master equations.
4.2.3. Preparation of the initial state vector
Next, the |ψαβ(t)〉 is normalized to a state which is initially independent on α and
β. Such transformational step is sensible with regard to an equation of motion of
practical use (see Sec. 4.2.4). In particular, it ensures physical and identical initial




Z/〈α|θβ〉 × |ψαβ(t)〉. (4.21)










+ H. c., (4.22)
with the trajectories following from Eq. 4.21. The usage of |ψ̃αβ(t)〉 must be com-












4.2. System and Bath in the Schrödinger Picture
In order to return again to the more straight Gaussian averaging of type M[...], the














can be employed. The nmξ = 1/(exp{~ωmξ/kBT} − 1) abbreviate the Bose–Einstein
distributions at frequency ωmξ. Analogue integral translation rules are available to
translate back all terms in Eq. 4.22 in similar way to the more appealing averaging
operation M[...] (see also Supplementing Materials in Ref. [140]). As the result of the










+ H. c., (4.25)
which is equivalent with Eq. 4.22 (and Eq. 4.19). The new wave function state |φ(I)αβ(t)〉




























The nmξ appears now directly in the prefactors of the terms.4 The explicit label (I)
is reapplied in Eq. 4.26 to remind on interaction representation. A more convenient





































4Please note that the latter transformation affects not the initial form of the state vector. As achieved
above, the latter is free of α and β–dependences and therefore directly recaptured as |φ(I)αβ(t = 0)〉 ≡
|ψ(0)〉 (see Eqs. 4.21 and 4.12).
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(1 + nmξ)e−iωmξt + nmξeiωmξt
]
, (4.30)
is finally identified in Eq. 4.26 and introduced according to Eq. 3.15.
4.2.4. Equation of motion
In the following, it is the task to establish an equation of motion for computational de-
termination of |φ(I)αβ(t)〉. Therefore, the Eq. 4.29 shall be moved back to the Schrödinger
picture (based on |φαβ(t)〉 = ÛS(t)|φ
(I)
αβ(t)〉). In the Schrödinger picture, the term
L̂m(t)|φαβ(0)〉 can be approximated by Û †S(t)L̂m|φαβ(t)〉. The involved replacement of
ÛS(t)|φαβ(0)〉 by the complete wave function at t (i.e., by |φαβ(t)〉) goes along with the
consequent second order treatment of the system–bath coupling started in Sec. 4.2.2.
This can be realized immediately by introducing |φαβ(t)〉 = Û(t, τ)|φαβ(τ)〉, with the
exact time–evolution operator, Û(t, τ) = T̂ exp{− i~
∫ t
τ dτ
′ [ĤS + Ĥ(I)S–B(τ ′)]} (taken in
the partial interaction picture). When expressed as expansion series with respect to
the system–bath coupling, the evolution of the state follows as









According to the argumentation in Sec. 4.2.2, it is possible to restrict the time–evolution
on the right hand side of Eq. 4.29 in zeroth order (with respect to ĤS–B), i.e., to
approximately apply |φαβ(t)〉 ≈ US(t)|φαβ(0)〉. In particular, concerning the last term
in Eq. 4.29, substitution of L̂m(t)L̂m(τ)|φαβ(0)〉 by L̂mUS(t− τ)L̂m|φαβ(τ)〉 is possible
when changing to the Schrödinger picture. The latter term is further identical with
L̂mL̂m(τ − t)|φαβ(t)〉. An equivalent argumentation is employed by Vega et al. [158]
with the purpose to generate a more appealing time–convolution less equation of motion







ĤS + F̂(t;α, β)− i~D̂(t)
)
|φαβ(t)〉. (4.32)
















)∗ + η−m(t;β))L̂m, (4.34)
5Please note that also a substitution of τ in Eq. 4.29 by the new integration variable t̄ = t − τ is
utilized to arrive at Eq. 4.32.
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based on the terms Eqs. 4.27 and 4.28 is introdcued. For later purpose, further Eq. 4.32









Solving the equation of motion 4.32 is fundamental to unravel the RDO. However, the
F̂(t;α, β) depends on the continuous variables α and β and any concrete computation
would require an infinite number of wave function trajectories. So far, the Eq. 4.32 is
only of analytical but not of practical use. To change this, the F̂(t;α, β) and the mean
operation, M[...], must be approached in a stochastic scheme instead. In particular, in
Sec. 4.3 the F̂(t;α, β) is reinterpreted as a fluctuative function F̂(t; z), which depends
no longer on α and β but on a stochastic process indicated by z. The equation of
motion 4.32 appears then as a stochastic Schrödinger equation. Thereby, analogously
to the Langevin theory of (classical) Brownian motion [141]), the Fm(t, z) represents a
random influence of the bath acting on the system realizing the state |m〉. The collective
stochastic driving force of F̂(t) on the system is accompanied by D̂(t). It describes the
corresponding damping process (or friction). Here, D̂(t) takes the form of a non–
Markovian integral kernel including the finite temperature system–bath correlation
function, Cm(t).
This stochastic reinterpretation is demonstrated in Sec. 4.3. Beforehand, the analytic
properties of F̂(t;α, β) shall be closer inspected (see Sec. 4.2.5) and also the damping
term, D̂(t), requires further reflection (see Sec. 4.2.6).
4.2.5. Relevant properties of the force function
In the following, important properties of the analytic form of the force components,
η+m and η−m, (see Eqs. 4.27 and 4.28, respectively) are prepared. In Sec. 4.3, the an-
alytic forms are reinterpreted and replaced by stochastic analogues. Then, the here
declared properties become relevant in terms of stochastic moments. With respect to






















)∗] = δmnC−m(ω)e−iω(t−τ), (4.37)
can be straightly deduced. For convenience, the two parts of the bath correlation




K2mξ[1 + n(ωmξ)]δ(ω − ωmξ) (4.38)
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K2mξn(ωmξ)δ(ω − ωmξ). (4.39)













0 (what is also valid interchanging + and −, respectively). Together, the moments of













Fm(t;α, β)Fn(τ ;α, β)
]
= 0. (4.40)
4.2.6. The damping operator
Before turning to the stochastic reinterpretation in Sec. 4.3, the present form of the
damping term (see Eq. 4.35) shall be discussed in relation to the other works in litera-
ture.
The general stochastic ansatz derived by Diósi and Strunz et al. [47, 155, 158] results
in a very general functional expression of the damping term D̂. In the limit of weak
system–bath coupling, it essentially simplifies and becomes identical to the damping
in Eq. 4.35. This is demonstrated for instance in Ref. [155], where a second order
approximation of the functional term is derived (starting from the finite temperature
treatment of Ref. [47] and in direct application to quantum Brownian motion). Here,
the Eq. 4.35 is obtained straightly by applying the same level of approximation right
from the beginning (see Sec. 4.2.2). Also the present shape of the force terms can
be related to the works of Diósi and Strunz et al. [48]. In fact, they deduce a finite
temperature expression of the force which resembles exactly the one derived here with
Eq. 4.34 (though they utilize a Bogoliubov transformation to change from the situation
of zero temerature to the finite temperature). Together the comparison confirms the
identity of Eq. 4.32 and the weak coupling limit of the general non–Markovian ansatz
developed by Diósi, Gisin, Strunz, and Gaspard et al. [47, 48, 153, 154, 155, 157, 158,
159]. The present treatment (of starting directly with the finite temperature RDO in
Eq. 4.9 and transforming subsequently the Gaussian averaging according to Eq. 4.24)
describes an instructive direct alternative to their general ansatz.
Also the equation of motion introduced by Zhao et al. [160, 49, 50, 51] shall be related












As indicated, this expression resembles the T = 0 limit of the present ansatz (see
Eq. 4.35 with Eq. 4.30). In Refs. [160, 49, 50, 51], it is introduced also for situations
of finite temperature. In particular, Zhao et al. first derived an exact expression of
D̂ which, in a second step, was expanded to lowest order with respect to the coupling
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strength. However, the force term was thereby not subject to the expansion. This
stands clearly in contrast to the collective time expansion set–up which leads here
directly to Eq. 4.32 (see Sec. 4.2.2).
In order to align, nevertheless, the present work and the ansatz of Zhao et al. [49],
a further transformation step of the above Eq. 4.32 was figured out. As demonstrated
more detailed in Appendix F.3, it is possible to emulate in the present ansatz the
selective perturbative treatment of their damping term. This treatment changes only
slightly the unraveled RDO in second–order approximation. According to that, it is
proved that the substitution of the zero temperature part of Eq. 4.35 (coinciding with
the damping term proposed in Ref. [49]) results in an optional alternative equation of
motion equivalent to Eq. 4.32. Its concrete form is provided in Eq. F.24.
Although the appearance of the zero temperature damping term of Zhao et al. could
be explained in the present ansatz, their equation of motion is still different concern-
ing the force expressions. In fact, in constrast to the present approach, in Ref. [49] a
temperature dependent stochastic force must be installed phenomenologically in order
to achieve RDO kinetics at finite temperature. The proper introduction of a stochas-
tic force following the present ansatz is demonstrated next in Sec. 4.3. Later on in
Sec. 4.5.3, the particular force algorithm suggested in Ref. [49] is revisited.
4.3. Stochastic Interpretation
As clarified in Sec. 4.2.4, the equation of motion 4.32 is not of practical use so far.
To change this, the discussion turns now to the combined stochastic reformulation of
the analytic force F̂(t;α, β) (see Eq. 4.34) and the related analytic operation M[...]
(see Eqs. 4.33). For this purpose, an approximate Monte–Carlo integration scheme is
introduced. The here provided translation is direct and very instructive. Inspired by
other works (see, e.g., Ref. [155]), it is worked out as an essential part of this thesis. By
substituting F̂(t;α, β) and M[...] by approximate stochastic analogues, the equation of
motion 4.32 finally turns to the aspired stochastic form.
4.3.1. Transformation of the Gaussian averaging
Two transformation steps are required to prepare the Monte–Carlo integration scheme
executed later on in Sec. 4.3.3. It is the first one to transform the infinite integral
range in M[...] to finite integration boundaries. Most conveniently, the Monte–Carlo





which generally depends on all α and β variables, the mean M[...] operates as the



























Each single integration runs upon the complete complex plane (reminding, e.g., dαmξ =
dRe[αmξ] + i · dIm[αmξ]). Now, polar coordinates coordinates are introduced as R+mξ =√
Re[αmξ]2 + Im[αmξ]2 and ϕ+mξ = arctan{Im[αmξ]/Re[αmξ]} (both related to each of
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the αmξ’s). Similarly, R−mξ =
√
Re[βmξ]2 + Im[βmξ]2 and ϕ−mξ = arctan{Im[βmξ]/Re[βmξ]}































The desired finite integration boundaries in the range of [0, 1] are finally achieved with






mξ/2π (not to be con-






































is introduced for convenience.
4.3.2. Transformation of the force function
With the latter transformation from Eq. 4.42 to Eq. 4.44, also the functions η+m and η−m




















In this form, however, they cannot be computed because specific information about the
bath vibrational modes (i.e., values of Kmξ and ωmξ) are not available (see Sec. 3.3.4).
Instead, it is required to substitute the correlation function terms, C+m(ω) and C−m(ω)
(see Eqs. 4.38 and 4.39) into the Eqs. 4.46 and 4.47, respectvely.
At this place, the properties of η+m and η−m discussed in Sec. 4.2.5 become relevant.
As demonstrated, the average of the functions η+m and η−m vanishes. Relevant non–zero
averages appear only for correlation–type terms (see Eq. 4.37). Using the transformed




















































respectively. Both expressions are given here in detail as they prove that, in awareness




nζ)] = δss′δmnδξζ , the explicite dependence
on the bath modes can be exchanged and "coarsened" in terms of
∑
ξ
















To obtain Eqs. 4.50 and 4.51, in the first steps, the two correlation function terms,
C+m(ω) and C−m(ω) (see Eqs. 4.38 and 4.39) are introduced. Based on C+m(ω) and
C−m(ω), in the second steps, then discretized summations are reintroduced for numer-
ical implementation. The intention of introducing C+m(ω) and C−m(ω) is to collect the
complete information on the bath modes in compact form. In practice, both corre-
lation function terms are approximately replaced by functional analytic ansatzes (see
Sec. 3.3.4).
Next, noise–like functions based on C+m(ω) and C−m(ω) shall be identified. For this
purpose, the discretized expressions found with the right hand sides of Eqs. 4.50 and
4.51 are inserted back into Eqs. 4.48 and 4.49, respectively. Then, the sums (with
respect to k) must be defactorized again to obtain two noise–like expressions. Basically,
the argumentation which led once to Eqs. 4.50 and 4.51 is rewind again, but now based
on the discretized bath modes with index k. The defactorization is simply executed
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mk. They replace the former infinite number of integration
variables (with mode index ξ). As desired, now the functions η̄+m and η̄−m rely only on
the correlation functions. Commonly, analytic ansatzes are used for the bath correlation
function and the η̄+m and η̄−m can be determined straightforwardly. Furthermore, the
sums in Eqs. 4.52 and 4.53 are very conveniently determined in practice. In fact,
the C(ω) usually decays rapidly with increasing ω and an upper frequency cutoff can
be introduced. Such cutoff would identify the fastest bath vibration which relevantly
couples to the transfer system (for details, see Sec. 4.5.1).
4.3.3. Monte–Carlo integration scheme
It follows the last step which is the reformulation of the mean operation in Eq. 4.54
based on the Monte–Carlo integration technique [163]. By its mean, the multidimen-






mk is approximated in







mk. According to the general Monte–Carlo processing, these
values are generated as uniform random numbers from [0, 1].


















together with, cf. Eq. 4.52,








and similarly, cf. Eq. 4.53,








When sampling A±mk and B
±





duces a complex–valued random number from a normal distribution with zero mean
(see Eq. 4.45). This echoes exactly the Box–Muller algorithm [164, 165]. For the sake
of convenience, therefore the W (z+)mk and W
(z−)
mk are here directly introduced as such
independently generated Gaussian random numbers. The indices m refers still to the
mth state of the "active" system (see Eqs. 4.7 and 4.8). The second index k ∈ {1, ...,K}
is related to the kth discretized vibrational bath mode (see again Eqs. 4.52 and 4.53).
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Both functions η̄+m(t; z+) and η̄−m(t; z−) appear finally as complex–valued Gaussian
colored noise processes6. Their stochastic moments are equivalent with the relations
Eqs. 4.36 and 4.37. In this light, the operation M̄z[O] (given with Eq. 4.55) renders the
stochastic mean of some observable O(z) with respect to the noise processes η̄+m(t; z+)
and η̄−m(t; z−), where the z+ and z− are conveniently united to z = (z+, z−). It is
computed in terms of the simple arithmetic mean of a number of N different stochastic
realizations of O(z).
4.3.4. The stochastic Schrödinger equation
Finally, the stochastic noise functions η̄+m(t; z+) and η̄−m(t; z−) (see Eqs. 4.56 and 4.57)







ĤS + F̂z(t)− i~D̂(t)
)
|φz(t)〉. (4.58)
is called (linear) stochastic Schrödinger equation (SSE) further on.7 The two types of








η̄+m(t; z+))∗ + η̄−m(t; z−)
)
L̂m. (4.59)
The (non–Markovian) dissipative damping operator, D̂(t) (see Eq. 4.35) is left un-
changed with respect to the equation of motion 4.32. The original dependence on α
and β in Eq. 4.32 is now removed and the dependence on the complex–valued stochastic
process is introduced with F̂z(t) (and indicated by the label z).
According to Eq. 4.33 and making use of Eq. 4.55, the desired unraveling of the RDO






It describes a simple arithmetic mean value operation based on an appropriate manifold
of N independent stochastic trajectories φz(t) (i.e., different solutions of Eq. 4.58).
Since N (besides K in Eq. 4.56 and 4.57) is finite, Eq. 4.60 describes an approximate
expression of the RDO. However, in course of the concrete studies the Monte–Carlo
integration scheme shows surprisingly good convergence features for increasing numbers
of stochastic realization.
6Please be aware that here the functions η̄+m(t; z+) and η̄−m(t; z−) are treated in terms of stochastic
noises although their time–dependence is apparently continuous as well as deterministic (based
on the knowledge of the random numbers W (z+)mk and W
(z−)
mk ). Hence, both actually describe not
stochstic prosesses in the narrow sense [141, 166].
7The SSE 4.58 describes a linear equation of motion because the operators F̂z(t) and D̂(t) are inde-
pendent on the state vector |φz(t)〉. Further discussions on that are given in Secs. 4.4 and 4.5.
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The present form of the linear SSE 4.58 raises serious concerns about its practical
value. The following sections are therefore devoted to an elaborate discussions on
the numerical performance of Eq. 4.58. The discussion closes finally with developing
a very straight strategy which instructs proper implementation of Eq. 4.58 even to
very large transfer systems. In Chaps. 7 and 8, it is then applied to study dissipative
charge migration and exciton relaxation mechanism phenomena at the large–scale para–
sexiphenyl/ZnO interface and the gigantic tubular dye aggregate/CdSe nanocrystal
system, respectively.
4.4. The Stochastic Schrödinger Equation in Practice
In this section, the particular focus lies on the practicability of the linear SSE derived
with Eq. 4.58. The discussion begins in Sec. 4.4.1 with concerning the critical numerical
features of the state vector. An alternatively applicable but computationally more
expansive nonlinear SSE is introduced in Sec. 4.4.2. A strategy to apply the linear
SSE on large–scale systems, like the ones studied in Chaps. 7 and 8, is then sketched
in Sec. 4.4.3. Later on in Secs. 4.5 and 4.6, it is further worked out to a concrete
simulation technique.
4.4.1. Norm of the state vector
In Sec. 4.2.3, the state vector is prepared in order to guarantee initial normalization
(see Eq. 4.21). This initial normalization is preserved throughout the stochastic rein-
terpretation in Sec. 4.3. Concerning the stochastic wave function, φz(t), it follows
then |φz(0)| = 〈φz(0)|φz(0)〉1/2 = 1. However, the norm starts to vary during time–
propagation. This results from the non–Hermitian parts of F̂z(t) and D̂(t) and can be






|φz(t)〉dt+ H.c. 6= 1. (4.61)
Consequently, the linear SSE 4.58 cannot be straightly utilized for computer simula-
tions. Critical aspects must be expected concerning the numerics. In practice, the
norm diverges extremely within only few time steps. Independent on the numerical
integration scheme, this feature is a typical observation documented in literature also
when other linear SSEs were utilized [158, 162]. In order to minimize the numerical
error originated from the drifting norm, ultimative computational precission would be
required. The nonlinear form of the SSE 4.58 shall be considered next. It is attributed
with intrinsic norm conservation but much more computationally costly.
4.4.2. Nonlinear stochastic Schrödinger equation
As generally discussed in Sec. 4.1, Gisin and Percival [149, 150, 151] proposed early an
alternative nonlinear type of equation which directly approaches the normalized state
|φ̄z(t)〉 = |φz(t)〉/|φz(t)|. They arrived at the nonlinear (Markovian) quantum state
diffusion approach discussed in Sec. 4.1 (see Eq. 4.5). Concerning the unraveling of
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the RDM (see Eq. 4.4), the |φ̄z(t)〉 is absolutely equivalent with the solution |φz(t)〉
(see Eq. 4.3) and can be straightly propagated using standard numerical integration
schemes. In what follows, the nonlinear version of the present (non–Markovian) SSE
4.58 shall be introduced.
Following Diósi, Gisin and Strunz et al., the linear SSE 4.58 is first interpreted
as a stochastic differential equation of Stratonivich type [48, 141]. The derivative
d|φ̄z(t)〉/dt (with |φ̄z(t)〉 = |φz(t)〉/
√
〈φz(t)|φz(t)〉) follows then by basic algebraic rules
based on d|φz(t)〉/dt. Concerning the unnormalized trajectories |φz(t)〉, the RDO is
obtained with ρ̂(t) = M̂z[|φz(t)〉〈φz(t)|] (see Eq. 4.60). However, this relation cannot
be used straightly for the normalized trajectories |φ̄z(t)〉. Indeed, it is |φz(t)〉〈φz(t)| =
|φz(t)|2|φ̄z(t)〉〈φ̄z(t)|. The occuring prefactor |φz(t)|2 would modulate the mean value
operation as time goes on and so would make this operation impracticable. In order
to circumvented this the method of importance sampling must be employed. Thereby,
the stochastic noise itself is attributed with an additional time–dependent drift. This
drift is adjusted in that way that it mimicks the action of the |φz(t)|2 in the averaging
[48, 155]. By virtue of that, the prefactor is omitted and the original time–independent
averaging recovered ρ̂(t) = M̂z[|φz(t)〉〈φz(t)|] (see below Eq. 4.65). The entire treatment
represents a mathematical Girsanov transformation (see also Refs. [156, 167]). It finally




























The nonlinearity of Eq. 4.62 arises from the expectation values 〈...〉t = 〈φ̄z(t)|...|φ̄z(t)〉.
They appear due to the inclusion of the inverse norm (i.e., the factor 〈φz(t)|φz(t)−1/2)
in the derivative. The related Girsanov transformation results in the adjusted noise
terms ξm(t; z), which are introduced according to





dτC∗(t− τ)〈L̂m〉τ , (4.63)
based on Fm(t; z) (see Eq. 4.59), but now shifted by the time–dependent integrative
term. Moreover, the dissipative memory kernel in Eq. 4.62 is abbreviated with O(t).




dτC(t− τ)Û(t− τ)L̂mÛ †(t− τ)/~2. (4.64)
With the nonlinear SSE 4.62, an alternative to Eq. 4.58 is obtained. (Please note that
when suppressing all expectation value terms, one recaptures the original linear SSE
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based on an appropriate number of trajectories |φ̄z(t)〉.
On one side, the norm conservation of |φ̄z(t)〉 describes an elementary technical ad-
vantage. On the other side, this numerical stability is dearly paid with the nonlinearity
of Eq. 4.5 which brings with significant increase of computational costs. In particular,
the additional expectation values and the time–dependent convolution in Eq. 4.63 make
simulations generally expansive.
On the bottom line, the numerical propagation of the nonlinear SSE is not featured
with the same promising computational scaling properties as expected from the linear
SSE 4.58. Like the direct master equation ansatz, also the nonlinear SSE 4.62 seems
to be inappropriate for application to truly large–scale open system studies. Indeed,
no application study of Eq. 4.62 to systems larger than few ten states was found in
literature so far. (An elaborate computer study comparing linear and nonlinear imple-
mentations was presented by Vega et al. [158]. A manifold of works on smaller systems
were, e.g., studied by Strunz and Eisfeld et al. [162, 168])
In this work, the nonlinear SSE serves for generation of exact RDO kinetics consid-
ering small up to intermediate sized systems. For large–scale systems (including 1000
states and more), however, it only remains to apply the linear SSE in combination
with a numerical renormalization scheme. The latter technique is discussed next in
Sec. 4.4.3. Later on in Secs. 4.5 and 4.6, a strategy to simulate large–scale systems
based on the linear SSE is explained. Thereby, also the nonlinear SSE plays a role.
4.4.3. Numerical renormalization procedure
In view of large–scale systems, it is the intention to preserve the advantageous com-
putational scaling properties of the original linear SSE 4.58. For this end, a simple
numerical renormalization routine applied on the state vector φz(tn) is imperative. It
means that the norm of the trajectory is restored between each integration step of
Eq. 4.58, according to the following scheme:
|φz(t0)〉 ⇒ |φ′z(t1)〉 ⇒ |φz(t1)〉 =
|φ′z(t1)〉
|φ′z(t1)|





It describes an alternating sequence of propagation steps of |φz(t)〉 from tn to tn+1 (ac-
cording to Eq. 4.58; blue arrows) and approximate renormalization steps of |φz(t)〉 (red
arrows). Due to the renormalization steps, the treatment 4.66 must be clearly charac-
terized as numerical manipulation of the wave function kinetics. These might produce
essential numerical error and also the resulting RDO kinetics might be corrupted.
The drift of the norm (i.e., 1− |φz(t)|) and so the introduced error of the renormal-
ization is determined by the non–Hermitian contribution of F̂z(t) and D̂(t) (see again
Eq. 4.61). In the first place, the imaginary parts of the complex–valued terms Fm(t; z)
in F̂z(t) describe a source of error and it can be expected that the RDO kinetics show
sensitivity for the choice of the particular algorithm applied to generate the Fm(t; z).
This motivates the search for a noise algorithm which minimizes the introduced nu-
merical error. For this purpose, one reminds the numerically exact nonlinear SSE 4.62.
In direct comparison, it provides now a helpful instrument to evaluate the actual ap-
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proximate character of the numerical linear propagation scheme 4.66. The subsequent
sections are devoted to that issue. A first test on the numerical performance of the
scheme 4.66 is offered in Sec. 4.5. Subsequently, a concrete strategy on its proper
application to large–scale systems is worked out in Sec. 4.6.
4.5. Performance of the Linear Algorithms
In this section, results from four different linear SSE algorithms are compared. All four
applied linear algorithm unravel analytically the same RDO (on second order). Their
computational simulation, however, must be based on the renormalization scheme 4.66,
introduced before in Sec. 4.4.3. So numerical discrepancies of the four obtained kinetics
are anticipated. The four algorithms are based on the SSE 4.58. Their concrete forms,
however, distinguishes in that each one represents a different combination of damping
operator and force generation function. Thereby, two versions of damping and force
shall be probed in alternation.
The popular Fenna–Matthews–Olson (FMO) complex is chosen as a small–scale and
well–established molecular system. In Sec. 4.5.1, a brief introduction of the Fenna–
Matthews–Olson (FMO) complex and further details on the computational studies are
provided. The four obtained kinetics based on the approximate scheme are compared
with exact data from the nonlinear SSE algorithm. This ensures proper evaluation of
the four underlying algorithms.
Behind all this lay the intention to possibly discover a linear SSE algorithm with
minimal numerical error due to the renormalization scheme. In particular, the search
for an adequate noise function described a key challenge of this thesis. Its success
decided basically about the applicability of the linear propagation scheme and so the
possibility to study large–scale open systems.
4.5.1. The Fenna–Matthews–Olson complex as a model system
The FMO complex is a biological chromophore complex of the photosynthetic apparatus
of green sulfur bacteria [169, 170, 171, 172]. It is small and well–understood and so it
served as a trial system already many times in literature (see, e.g., Refs. [49, 173, 174]).
In its center, seven bacteriochlorophyll molecules are arranged in a protein environment
(see Fig. 4.1). In nature, the FMO complex funnels energy from the antenna complexes
to the photosynthetic reaction center. Here, it is considered as an open system which is
subject to internal intermolecular excitation energy transfer. The surrounding protein
matrix is treated in terms of a vibrational bath introducing vibronic effects.
According to Sec. 3.3.1, the system Hamiltonian can be introduced as HS (see
Eq. 3.7). The basis states |m〉 (with m ∈ {1, ..., 7}) represent the seven molecu-
lar excited states of the complex. The diagonal elements, Em, describe the energies
related to the |m〉 and the off–diagonal elements, Vmn, give the corresponding exci-
tonic couplings between the chromophores. Here, the widely used parameterization of
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Figure 4.1.: The Fenna–Matthews–Olson (FMO) complex in the photosynthetic reac-
tion center of green sulfur bacteria. It consists of seven bacteriochlorophylls
(see labels 1 to 7). The protein matrix is not shown. It is subject to ex-
citation energy transfer (EET) from the antenna complex to the reaction
center. Colored curves in the graphic show the excited state population
kinetics of the three prominent chromophores (colored labels) based on the
nonlinear SSE 4.62 (solid) and the Redfield equations (dashing); for more
details, see the main text.
Refs. [175, 173, 176] is reapplied. The Hamiltonian matrix (in units cm−1) follows as
〈ϕm|ĤS|ϕn〉 =

200 −87.7 5.5 −5.9 6.7 −13.7 −9.9
320 30.8 8.2 0.7 11.8 4.3
0 −53.5 −2.2 −9.6 6.0






where only the upper triangle is shown and a constant energy offset of 12210 cm−1 is
introduced on the diagonal. As typical, the coupling of the molecules to the vibrational
bath is uniformly characterized by a spectral density J(ω) of Drude–Lorentz type [49,
173, 174]. Its concrete form is provided in Appendix E (see Eq. E.3). The J(ω) is
fully specified in terms of the bath reorganization energy λ and relaxation time γ−1.
With J(ω) the correlation functions C+(ω) and C−(ω) (see Eqs. 4.38 and 4.39) can be
computed for room temperature simulations. Based on C+(ω) and C−(ω), the noise
terms η̄+m(t, z+) and η̄−m(t, z−) (see Eqs. 4.56 and 4.57) are determined immediately and
so are the stochastic forces Fm(t; z) (see Eq. 4.59).
According to Eq. 4.59 (and Eqs. 4.56 and 4.57), each Fm(t; z) renders a superposition
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Figure 4.2.: Time–dependence of the correlation function C(t). Panel a: Stochas-
tic versus analytic (see Eq. 3.15) versions of C(t) for tmax = 1000 fs
via the spectral density J(ω). Stochastic form follows from C(t) =
M̄z[Fm(t; z)F∗m(0; z)] (see Eq. 4.59, based on N = 1000 different noise
realizations). The discretization of J(ω) uses ωmax = π/fs with K = 1000
frequency points (for details, see the main text). Panel b: The same as in
panel a but with K = 500.
of different complex oscillating terms with random amplitudes. The frequencies of
the latter are thereby prescribed from discretizing the spectral interval [0, ωmax]. By
definition a number of K equally spaced intervals are introduced together with a cutoff
frequency ωmax giving the upper limit of the relevant frequency range of J(ω). In turn,
the discrete frequencies follow as ωk = k ·∆ω with the spacings ∆ω = ωmax/K.
It is a general feature of the equally spaced discretization in η̄+m(t, z+) and η̄−m(t, z−)
(see Eqs. 4.56 and 4.57) that all Fm(t; z) become periodic. The duration of the repeti-
tive cycle is τ = 2π/∆ω. In order to avoid related recurrence phenomena, it is needed
to choose the number of grid points K in such a way that the condition Tsim < τ/2 is
ensured (where Tsim denotes the total simulation time).8 The described unphysical be-
havior, which would be obtained if this prescript is violated, is exemplarily illustrated in
Fig. 4.2. Both panels give the stochastic determination of C(t) = M̄z[Fm(t; z)F∗m(0; z)]
based on the above J(ω). The C(t) in Fig. 4.2a was simulated using a proper num-
ber of grid points (Tsim = 1000 fs, ωmax = π × 1/fs and K = 1000) and indeed, no
recurrence effects are observable. The C(t) shown in Fig. 4.2b results from the same
parameterization, however, only each second of the grid points were applied (i.e., it was
K = 500). This stochastic simulation is improper and the unphysical recurrence can
8Please note that the symmetric time–dependence of the generated correlation function C(t) is also
taken into account. The latter symmetry consideration is responsible for the factor of 1/2.
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be recognized clearly (see blue arrows).
4.5.2. Variation of the damping operator
In this first part, the performance of the linear SSE 4.58 is studied under variation of the
damping operator. Therefore, two simulation runs each with one of the two damping
operators D̂(t) or D̂T=0(t) (see Eqs. 4.35 and 4.41) were executed. Both simulation
runs were further based on the same stochastic noise generation function Fm(t; z) (see
Eq. 4.59). This ensures proper comparison. According to the approximate numerical
scheme 4.66, the state vector |φz(tn)〉 was renormalized after each propagated time–step
tn (see further computational details in Appendix H.2.2). In total, an ensemble of each
N = 3500 system state trajectories was computed to achieve converged RDO kinetics
according to the Eq. 4.60. The two kinetics were aligned with a third simulation run
based on the nonlinear SSE 4.62, which holds the corresponding exact solution. Besides
the three SSE algorithms, another computation run based on the multilevel Redfield
equations was executed. It describes the popular quantum master equation in Markov
approximation and directly simulates the kinetics of the RDO [44]. The parameters
λ = 35 cm−1 and γ−1 = 10 fs were applied to specify the spectral density J(ω). It
should be noted that the chosen parameter set is a somewhat arbitrary one indicating
fast phonon relaxation. However, it is utilized here since it represents the weak vibronic
coupling Markov limit, i.e., proper comparison of the kinetics from the non–Markovian
SSE algorithms and the Markovian Redfield equations is guaranteed.9
The time–evolution of the molecular excited state populations,
Pm(t) = 〈ϕm|ρ̂(t)|ϕm〉, (4.68)
are computed illustrated. For simplicity, the present study only concentrates on the
three most relevant Pm(t) with m = 1, 2 and 3. The respective chromophores are
indicated by the colored labels in Fig. 4.1. All following simulations start from Pm(0) =
δm,1 and are carried out at T = 300 K. The graphic in Fig. 4.1 visualizes the expected
coincidence of the data from the Redfield theory (dashed lines) and the nonlinear SSE
(solid lines). It should be further mentioned that the convergences of the kinetics from
the linear SSE were very carefully approved. In fact, due to the inherent numerical
error, the proper convergence of these RDO kinetics could not be taken for granted.
Their observed proper reproducibility was regarded here as an indirect consequence of
the inherent averaging process (see Eq. 4.60).
In Fig. 4.3a and b, the exact data from the nonlinear SSE (pink lines) is each com-
pared with the population kinetics from one of the two linear SSEs (see the displayed
legend). The kinetics obtained with D̂(t) (see Eq. 4.35) are visualized by the green lines
in Fig. 4.3a. The blue lines in Fig. 4.3b result from simulations based on D̂T=0(t) (see
Eq. 4.41). One realizes that the two linear SSEs give almost identical results indepen-
dent on the implemented damping operator. According to Sec. 4.2.6, this is reasonable
here and had to be expected due to the installed weak coupling parametrization. More
9In fact, it was demonstrated by Kreisbeck et al. that, based on these parameters, the second or-
der Markovian Redfield approach is able to accurately reproduce exact results from a hierarchical
equation of motion (HEOM) ansatz [177].
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Figure 4.3.: Excitation energy transfer dynamics of site state populations, Pm(t), in
the FMO complex (for the parameters see text). Solid lines: P1(t), dashed
lines: P2(t), dotted lines: P3(t) (see again Fig. 4.1). Panel a: Comparison
of results from using the nonlinear SSE (pink coloring) and the linear SSE
4.58 (green coloring) with the integration scheme 4.66 and based on force
F(t; z) (see Eq. 4.59) and damping D̂(t) (see Eq. 4.35). Panel b: The same
comparison as in panel a, but the linear SSE was simulated using D̂T=0(t)
(see Eq. 4.41), instead.
importantly, both direct comparisons with the exact data (pink colored lines) are very
unsatisfactory. In fact, significant diagreements are clearly recognizable. Likewise poor
performances were recorded for both linear algorithms in simulations with γ−1 = 50 fs
(not shown) – though using D̂T=0(t) produces slightly better coincidence in that case.
It can be concluded that the actual choice of damping operator (i.e., using D̂(t) or
D̂T=0(t)) seems not an essential criteria for the performance of the linear SSE with
the approximate propagation scheme 4.66. A second trial study is offered in the next
section. It concentrates on the influence of the force generation algorithm.
4.5.3. Variation of the force function
The simulations discussed in the foregoing Sec. 4.5.2 showed that the conceived in-
tegration scheme 4.66 for the linear SSE 4.58 suffers strongly from accuracy. These
results were computed based on the noise function F̂(t; z) (see Eq. 4.59). In this sec-
tion, therefore, the performance of the scheme 4.66 based on an alternative stochastic
force generator shall be probed.
In general, different algorithms exist which generate noise with the same stochastic
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properties (see, e.g., Ref. [165]). Concerning the analytical expression of the RDO,
ρ̂(t) = M[|φz(t)〉〈φz(t)|, the individual stochastic trajectory of the state vector is ir-
relevant. In this sense, the particular noise algorithm (underlying the stochstic force)
may be simply replaced by another one. Under the condition that the substitute obeys
the same stochastics, in principle, the unraveled RDO is kept unchanged. However,
this changes critically regarding the numerical error introduced with the propagation
scheme 4.66 for the linear SSE. Even if two force generating functions obey the same
statistics, they may then lead to very distinct population kinetics.
Here, the introduction of the stochastic process in Sec. 4.3 straightly led to the for-
mulation of the force according to Fm(t; z) (see Eq. 4.59) with the statistical moments
M[Fm(t)] = 0, M[Fm(t)Fn(τ)] = 0 and M[Fm(t)F∗n(τ)] = δmnCm(t−τ) (see Sec. 4.2.5).
Several other algorithms with the same statistics were meanwhile proposed from alter-
native ansatzes in literature (see, e.g., Ref. [178]). It is now the intention to search for
an alternative algorithm which works with the same stochastics as Fm(t), but which
causes on average less dramatic drift of the vector norm of |φz(t)〉 in the linear SSE.
Such algorithm would consequently operate more accurately during the propagation
scheme Eq. 4.66.








A(ωk) cos(ωkt+ ζmk) + iB(ωk) sin(ωkt+ ζmk)
)
, (4.69)
as motivated by the earlier works of Refs. [160, 49, 50, 51]. Its phenomenological
derivation is demonstrated together with its stochastic moments in Appendix F.4. As
proved, it brings with the same stochastic properties but clearly distinguishes from
Fm(t) in Eq. 4.59. The random phases ζmk are here uniformly generated from the












As discussed in Secs. 4.4.1 and 4.4.3, a main cause of the drift of the state vector norm
is found with the imaginary part of the complex–valued force. In this concern, a trivial
but important feature can be realized in Eq. 4.69: the function B(ωk) is generally
smaller than the function A(ωk). Especially for high temperatures, it means that the
imaginary parts of the slowly oscillating terms (with small ωk) in Eq. 4.69 are smaller
than the real parts. This is different reconsidering Fm(t) (see Eq. 4.59), where the
fluctuations of real and imaginary part are of equal amplitude. The latter observation
is a very important issue of this thesis. In particular, it can be now expected that the
scheme 4.66 works superior when it is applied to linear SSE algorithms based on F(2)m (t)
instead of Fm(t).
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Figure 4.4.: Excitation energy transfer dynamics of site state populations Pm(t) in the
FMO complex as in Fig. 4.3. Panel a and b: Same comparison between data
from the nonlinear and linear SSE (see legend), but now concentrating on
the linear SSE based on the alternative force algorithms F(2)(t; z) defined
with Eq. 4.69.
In order to prove this, further test simulations were executed in the fashion of
Sec. 4.5.2. The FMO kinetics from the linear SSE 4.58 with the numerical scheme
4.66 were repeated twice (once based on D̂(t) and once using D̂T=0(t)), but now the
force F(2)m (t) is utilized. The resulting data are illustrated in Fig. 4.4. The popula-
tion kinetics obtained from D̂(t) are colored green (see Fig. 4.4a) and the results from
D̂T=0(t) are given in blue coloring (see Fig. 4.4b). Both simulations runs are again di-
rectly confronted with the exact data from the nonlinear SSE (pink coloring; overtaken
from Fig. 4.3). Regarding the former rather bad performance of the linear SSE, both
here observed kinetics using F(2)m (t) show surprisingly good agreement. As expected,
the F(2)m (t) causes only minor drift of the norm of |φz(t)〉.
Together, the four different kinetics give an impression that the propagation scheme
4.66 is more sensitive to the applied force generation function than to the choice of the
damping operator. In general, this observation might be simply related to the fact that
the force influences |φz(t)〉 in first order of the system–bath coupling while the damping
operator occurs in terms of second order in the SSE 4.58.
With the force generation function, F(2)m (t), an algorithm is found which significantly
reduces the numerical error of the propagation scheme 4.66 applied to the linear SSE
4.58. The demonstrated great performance motivates its further application to the
large–scale systems studied in Chaps. 7 and 8. A special strategy to indirectly evaluate
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its performance in such cases is developed in Sec. 4.6.
4.6. Strategy for Application to Large–Scale Systems
In large–scale studies, the performance of a linear SSE algorithm based on the integra-
tion scheme 4.66 cannot be evaluated directly against results from the nonlinear SSE
4.62. The latter simulations are simply too computationally intensive and inefficient on
that scale (see Sec. 4.4.2). Instead, it is the idea to judge indirectly about the suitabil-
ity of a linear SSE algorithm. In fact, many interesting large–scale systems are based
on a repetitive unit cell structure (e.g., molecular aggregates). Those systems can be
constructed easily in different sizes. Also the systems studied later on in Chaps. 7
and 8 are of such type. In these cases, it can be argued that an algorithm applies
properly to a large–scale systems if it performs appealingly on a related small–scale
system and on condition that this performance is preserved or even improved when
extending the system stepwise to larger sizes. This strategy allows judging the applica-
bility of a linear SSE algorithm to extremely huge systems in indirect manner without
the direct comparison with alternative exact methods. Instead, only several small to
intermediate–scale comparative studies are required.
The described simulation technique is impressive due to its outstanding simplicity
and, in principle, application to any kind of scalable large–scale system is possible. In
Chap. 7, the procedure is exemplarily showcased in a study on hole transfer in a huge
regular film of 2553 para–sexiphenyl molecules aggregated on a ZnO surface. Therefore,
it is firstly demonstrated that the numerical error of the approximate propagation
scheme even decreases impressively when increasing the size of the aggregate. In the
second concrete application Chap. 8, the same strategy is followed to study exciton
relaxation processes in a gigantic (also regular) tubular cyanine dye aggregate including
the vast number of 4110 excitons.
4.7. Concluding Remarks
By virtue of its remarkable computational scaling properties, the linear SSE is of enor-
mous practical value in application to large–scale open system studies. In compar-
ison with the linear SSE, quantum master equations as well as the nonlinear SSE
become swiftly inefficient when increasing the system size. In the foregoing sections,
the methodology of the SSE is presented as a computationally cheap alternative to the
direct solution of the quantum master equation. Different algorithms of linear SSEs
and the nonlinear SSE are discussed.
In Sec. 4.2, novel aspects on deriving a linear SSE from first principles are offered.
The derivation starts thereby directly from a finite temperature formulation of the
RDO based on a coherent state description of the bath vibrational modes. In course of
the discussion, the two different damping operators occuring in literature for the weak
coupling scenario could be interrelated. This describes an important contribution to
an unified microscopic ansatz. As another keypoint, in Sec. 4.3 the proper translation
of the algebraic into the stochastic equation of motion is demonstrated by making use
of a Monte–Carlo integration scheme.
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The meaning of the linear SSE in practice is discussed elaborately in Sec. 4.4. Its
computational demand scales only linearly when increasing the size of the system. This
scaling benefit is the motivation to tackle the unavoidable numerical disadvantage of the
linear SSE – the drifting norm of the trajectory |φz(t)〉. Therefore, a straight numerical
renormalization scheme of the linear SSE is introduced. It allows for approximately
propagating the |φz(t)〉 while the beneficial scaling feature is preserved.
In the framework of Sec. 4.5, first performance tests of the linear SSE based on the
approximate propagation scheme are demonstrated. The FMO complex serves here
as an adequate trial system. It only consists of seven chromophores and exact data
(for comparison) can be straightly produced with the nonlinear SSE algorithm. Very
good performance of the renormalization scheme is observed when the force generation
function F(2)m (t) (see Eq. 4.69) is applied. Although F(2)m (t) was already utilized earlier,
it describes a key challenge of this thesis to document and to clarify its particular
value for the numerical implementation of the linear SSE. The superior performance
based on F(2)m (t) is demonstrated and explained as the result of the special feature of
Im[F(2)m (t)] < Re[F(2)m (t)]. This is discussed here for the first time.
Finally, in Sec. 4.6 a simple strategy to evaluate the performance of the linear SSE
in application to large–scale open systems is developed. In particular, in such cases it
is the task to judge the performance of the approximate integration routine without
parallel simulations based on other more expansive methods. Instead, evaluation must
then rely on impressions obtained from a series of related systems with reduced size.
The here worked out simulation technique using a linear SSE is of enormous value
for large–scale open system studies including more than 1000 states. In Chaps. 7 and 8,
it opens the opportunity to study dissipative charge and exciton transfer mechanisms




5. Excitation Energy Transfer at the
para–Sexiphenyl/ZnO Nano–Interface
Detailed insights into electronic transfer processes at organic/inorganic interfaces are
recently of tremendous interest. Understanding the energy transfer from Frenkel ex-
citons or molecular excitations in organic aggregates to electron–hole pair excitations
in semiconductor nanostructures opens opportunities for designing novel hybrid devices
for optoelectronics. In the following, excitation energy transfer is simulated in a pro-
totypical para–sexiphenyl/ZnO nano–interface system. Though the system describes a
huge finite structure, the presented modeling is based on a single–particle treatment.
All computations are carried out in atomistic resolution. By virtue of that, the offered
insights are of immense value. Major parts of this chapter were published in Ref. [179].
The particular focus lies on the scenario of initially populated Frenkel excitons. The
first part of the study is devoted to their detailed investigation. Excitonic energies and
spatial localizations are analysed. Thousands of excitonic couplings between Frenkel ex-
citons (considered as energy donor states) and electron–hole pair excitations (considered
as energy acceptor state) are determined. Subsequently, the energy level alignment of
both types of excited states is inspected. It gives message on whether efficient resonant
energy transfer can be expected or not. The entire discussion is supported by drawing
comparison with the situation of intially prepared single–molecule excitations.
In general, only very weak excitonic couplings are computed and significant effects
from "hybrid interface excitons" can be ruled out. At first place, this encourages a
simplified model based on transfer rates according to Fermi’s golden rule. In order to
prove the validity of the rate ansatz in the present case, its prognosed exponential decay
of Frenkel exciton population is compared to exciton wave packet dynamics according to
the time–dependent Schrödinger equation. Very different time–scales of energy transfer
into the ZnO are observed under variation of the initially prepared energy donor states.
Thereby, the higher Frenkel exciton levels decay most rapidly. These top levels are
characterized by lifetimes in the ps–region. Contrarily, energy transfer initialized in
the lower part of the Frenkel exciton band are blocked by a reduced number of available
energy acceptor states and lifetimes in the ns–region are uncovered.
The here obtained insights into the energy transfer can be straightly related to the
investigations on photoinduced charge separation process presented in Chap. 6. Their
direct comparison informs about unwanted quenching effects of the charge separation
mechanism (e.g., in a photovoltaic module). Please note that the stochastic Schrödinger
equation method is not employed in this chapter.
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5.1. Background and Motivation
Many innovative ideas in the field of optoelectronics are expected from further nan-
otechnological development of organic/inorganic hybrid materials (see Chap. 1). The
discovery of specific excitonic properties of such materials is of paramount interest.
The steadily growing research community concentrating on excitation energy transfer
(EET) between organic molecules and semiconductor nanostructures gives evidence on
that [1, 2]. Meanwhile, an overwhelming amount of spectroscopic studies can be found
in literature. Many of these report on features of small complexed hybrid structures
based on few molecules and small quantum dots of nanocrystals [30, 31, 7, 4, 129]. Often
these studies also include simple Förster resonant energy transfer calculations. Other
works focus on excitonic processes in essentially larger hybrid architectures [5, 26, 28],
especially in form of multilayers of different materials [180, 128, 181, 6, 15, 10, 14].
Detailed knowledge on the excitonic effects between both material classes can only
be gathered from concrete computational studies. Quantifying the excitonic coupling
is the first important step towards specific creation of hybrid devices. In general,
studies of such concern are recently of great value and tremendous importance. In
contrast to the experimental works, however, the list of theoretical studies on excitonic
properties of related hybrid systems is rather short. As discussed in Chap. 1, theoretical
studies on EET dynamics at hybrid interfaces become extremely cumbersome when
turning to realistic nanoscale. In turn, so far ab–initio ansatzes were only applied to
very small finite molecule/nanocrystal systems in order to deliver excitonic properties
[76, 182]. Other studies concentrate on systems of molecular layers deposited on flat
semiconductor surface. In such cases, corresponding computations can profit from
system periodicity and so ab–initio models become possible as well. Excitonic properties
and transfer processes were studied recently in this fashion [35, 38, 36]. However, also
the periodic simulation cells in these computations cannot become too large and insights
into, e.g., wide–range exciton transfer are restricted.
In the present work, the para–sexiphenyl (6P)/ZnO interface is studied. It is generally
introduced and motivated in Chap. 1 (see Fig. 1.2). As discussed, ZnO components
are chosen favorably for materials in industrial sectors of optoelectronics because of
their rather straightly tuneable band gap and a diversity of possible nanoscale designs
and flat surface structures which can be prepared cheaply and easily [58, 24, 61, 72].
The 6P is a very promising candidate for building optically active molecular layers on
plane ZnO surfaces. As illustrated in Fig. 1.2c and d, deposited 6P molecules start to
assemble regularly according to two favored molecular orientations – either in up–right
standing or in flat lying position [68, 65]. These interfaces show interesting excitonic
features. In particular, diverse EET processes at related oligo–phenyl/ZnO interfaces
were measured after specific optical excitation of either the molecular aggregate or the
ZnO part (see, e.g., Refs. [180, 181, 68, 65, 67]). Here, the focus shall be on the EET
from the 6P aggregate to the ZnO part.
A finite and nanoscopic 6P/ZnO interface structure is designed (see details below).
Due to its impressive size, it cannot be approached in an uniform ab–initio modeling
(as a whole). Instead, energies and wave functions of the interface states are here in-
troduced in terms of a diabatization ansatz of the entire system, i.e., in the shape of
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direct products of individual substructure states. In consequence, each substructure
can be modeled using the best suited electronic structure method. Concretely, here
a combination of ab–initio TD–DFT (for the isolated 6P) and semi–empirical DFT–
based tight–binding approach (for the ZnO cluster) [80] is employed. Thanks to that,
an atomistic exciton theory can be formulated for a system which appears huge in com-
parison with all formerly investigated systems [76, 130, 182]. The price for it, however,
is paid with an enormous number of different electrostatic and excitonic coupling terms
between Frenkel excitons on the one hand side and electron–hole pair excitations on
the other hand side of the interface. As the fundamental quantity, here the excitonic
coupling receives special attention. Their computation in atomistic resolution is a key
challenge of this study.
It is an important advantage of the present large–scale model that Frenkel excitons in
the molecular aggregate may also couple to electron–hole pair states which are localized
further remote from the interface zone (i.e., "deeper" in the "bulk–like" region of the
ZnO cluster). Another benefit of the present ansatz is that it also allows studying
mechanisms of charge separation, which are of relevance when following the idea of
a photovoltaic or light emitting device (see, e.g., Refs. [15, 10, 183]). In this regard,
the present investigation is standalone but closely related to the work presented in the
framework of Chap. 6. There, simulations on photoinduced charge separation kinetics
at the model interface are discussed and the interface EET is considered as a possible
quenching process which could lower the yield of free charge carrier generation (see
also Chap. 1). Later on, its actual potential is estimated based on the here determined
characteristic exciton transfer times.
According to Ref. [80], the excitonic coupling between both types of excitations can
be expected to stay in the meV–range or less on condition that the distance between
the 6Ps and the ZnO surface is in the Ångström–range or larger (chemically non–
bonded configuration without significant wave function overlap). In most cases, this
justifies a transfer models based on incoherent rate expression according to Fermi’s
golden rule [80] or the simplified Förster theory [76, 5]. In the aspired scenario, the
multitude of electron–hole pair excitations may form a quasi–continuum of energy ac-
ceptor states. This would further support an exponential and unidirectional picture
of the EET process. Attention however must be paid for stronger coupling and, in
particular, for a rather restricted number of energy acceptor states of the transition,
i.e., less dense electron–hole pair excitations. In these cases, one has to go beyond
the latter convenient picture. Instead of a rate ansatz, the transfer dynamics are then
more adequately approached in terms of exciton wave packet motion based on the
time–dependent Schrödinger equation (see also Sec. 3.2). In this regard, it is of general
interest to present here a rate approach in direct comparison with direct wave function
propagation. While the Förster transfer rate (based on point–dipole approximation of
the excitonic coupling with the famous 1/R6–distance dependence) is the usual choice
(see, e.g., Refs. [12, 130, 5, 30, 7, 129, 26]), here the more general rates expressions
(deduced from Fermi’s golden rule) shall be utilized. Its computation is based on ex-
citonic coupling terms in atomistic resolution. This provides results which are more
accurate than any multipole expansion and hold clear indications on the applicability
of the approximate Förster theory. (Sec. 8.7.3 is further devoted to that important
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Figure 5.1.: Structure of the 6P/ZnO model interface system. Panel a: Side view on
the system with the hemispherical ZnO cluster (left) and the 20 π–stacked
molecules (right). Panel b: Top view on the system (please note the Carte-
sian coordinate axes).
issue.)
5.2. Atomistic Structure of the Interface System
The atomic structure of the studied model system is depicted in Fig. 5.1. It describes
a regular arrangement of 20 π–stacked 6Ps placed on the (0001) surface of a wurtzite
ZnO cluster. The latter is of hemispherical shape with 5 nm diameter and contains
3903 atoms. Its artificial shape is the result of a special ansatz, where the system
can be considered as an outtake of a larger interface system. The hemispherical ZnO
cluster and the laterally aggregated 6P stacking allow adequately studying wide–range
EET (and charge–separation, cf. Chap. 6), on condition that its total volume is hold
modest (see also Chap. 1). The flat "front" surface is terminated with pseudo–hydrogen
saturated zinc atoms and renders one of the three prominent ZnO plane faces [65,
180, 24, 67] (see also Fig. 1.2b). The spherical "backside" of the cluster is exclusively
terminated by oxygen atoms (also covered with an pseudo–hydrogen saturation shell).
This exclusive oxygen shell seems exceptional but, for the present purpose, it describes
the "backside" of the cluster more realistically. Instead of a mixed zinc and oxygen
saturation, it only generates surface states which lie energetically very apart from the
band–gap region. Hence, the here relevant electronic structure of the cluster appears
reasonably as an outtake of a much larger surface. The 6P molecules are arranged
in about van der Waals contact distances (see Fig. 5.1a). At the ZnO surface, this
corresponds to the physisorption process observed in experiments [65, 64, 68]. Instead
of the 6P herringbone lattice, however, a one–dimensional variant of π–stacking is
chosen here in completely flat configuration (i.e., untwisted phenyl–rings). The first
molecule is placed in separation of 2.9 Å to the cluster and the intermolecular distance
amounts 3.8 Å. For simplicity the cluster–molecule orientation is conceived in such way
that the 6P longitudinal axis is aligned with the axis defined by the "rail" of zinc atoms
in the middle of the surface (see Fig. 5.1b). Further aspects of the 6P alignment could be
surely addressed concerning concrete electrostatic and van der Waals interaction with
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the ZnO surface atoms (for related ab–initio modelings, see, e.g., Refs. [184, 185, 69]).
Here, a force field–driven alignment of the 6Ps is spared right from the beginning in
order not to overload the transfer model.
5.3. Modeling the Excitonic Interface System
As stated in Sec. 5.1, diverse experimental investigations were already executed on
6P/ZnO interfaces (see also Chap. 1). As illustrated in Fig. 1.2e, the HOMO–LUMO
energy gap of 6P molecules aggregated on the (0001) ZnO surface was measured to be
about 0.2 eV larger than the band gap of macroscopic ZnO substrate [68]. In principle,
this opens opportunities for resonant EET from the 6P part to the ZnO slab (see
also the discussion in Chap. 1). The following description is solely focused on decay
of Frenkel excitons (FXs) of the 6P aggregate into the manifold of electron–hole pair
excitations residing in the ZnO cluster (see also Sec. 5.1).
In order to construct the excited electronic states of the 6P/ZnO interface, very small
wave function overlap between the 20 6P molecules as well as between the ZnO cluster
and the 6Ps is assumed (see again Fig. 5.1). This allows making use of the diabatization
scheme generally introduced in Sec. 2.3.1. A certain electronic state of the interface




|Φm〉 ⊗ |Ψ〉. (5.1)
In general, it consists of N6P = 20 separate molecular states, |Φm〉, and a many–
electron state of the ZnO nanocrystal, |Ψ〉. Further, the exciton transfer Hamiltonian
is straightly considered in terms of, cf. Eq. 2.36,
Ĥ = Ĥagg + Ĥsc + Ĥagg-sc . (5.2)
It covers the FXs in the molecular aggregate, Ĥagg, and the excitations in semiconductor
part, Ĥsc. The Ĥagg-sc describes the coupling part between the 6P aggregate and the
ZnO cluster. It accounts for the EET processes of interest and is assumed to be free
of exchange and correlation contributions. Corrections of the excitation energies of the
FXs as well as the electron–hole pair excitations due to electrostatic interaction (i.e.,
of direct Coulomb–type) shall be instead already incorporated in Ĥagg and Ĥsc.
5.3.1. Frenkel–like excitons of the para–sexiphenyl aggregate
First of all, interface states of molecular localized excitations shall be introduced in
order to formulate the aggregate Hamiltonian. In the fashion of Sec. 2.3.4 (see Eq. 2.37),
these are defined according to,
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They describe an excitation localized on the mth 6P molecule, which correspondingly
realizes the S1 first excited state |Φ(m)e 〉. The other molecules (with n 6= m) and the ZnO
cluster stay in their electronic ground state configurations, |Φ(n)g 〉 and |Ψ0〉, respectively.
If expanded with respect to these states, the Hamiltonian of the molecular sub system








Its diagonal elements describe the excitation energies of the individual molecules (being
aware of the ZnO cluster). In the fashion of the Eq. 2.28, they follows as,
















e (x)− n(m)g (x)]Ω(y)
|x− y| .
The first two terms, E6Pg and E6Pe , represent the ground state energy of a 6P in gas phase
and its related first excited state energy, respectively. As announced above, additional
electrostatic interaction energy corrections enter. According to the general expression
Eq. 2.28 based on Eqs. 2.25 and 2.27, all electrons and nuclei of the surrounding (here
the remaining aggregate and the ZnO cluster) interact with the excitation localized on
the mth 6P molecule. The latter is rendered in terms of the difference of the electronic
charge densities, n(m)e (x)−n(m)g (x) (see Eq. 2.26). The charge density of the surrounding
6P aggregate structure is decomposed into individual molecular charge densities related




µ δ(y −R(n)µ ) (with n 6= m).
The latter molecular densities carry contributions of all electron and nuclei according
to Eqs. 2.25 and 2.27. Equivalently, the density Ω(y) is introduced in Em. It represents
the charge distribution of the entire ZnO nanocrystal (nuclei plus electrons; also in the
electronic ground state). The offdiagonal elements of Ĥmol represent the EET couplings












|x− y| . (5.6)
The Jmn is determined by the molecular transition density n(m)eg (x). Its general form
is detailed discussed in Sec. 2.3.2 (see Eq. 2.30). Here, the n(m)eg (x) is defined via
spatial overlap of the ground and excited state wave functions |Φ(m)g 〉 and |Φ(m)e 〉. It
characterizes the excitation of the mth 6P molecule. The complex conjugate density in
Eq. 5.6 accounts for the vice versa de–excitation process of the nth 6P.
Different computations were performed on the DFT and INDO/CIS level in order to
obtain all quantities related to the 6P molecule (see Secs. 2.1.3 and 2.1.4). Detailed
computational protocols are provided in Appendix G.1. Thereby, the molecular exci-
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Figure 5.2.: Frenkel exciton (FX) formation in the 6P stack. Panel a: Excitonic cou-
pling Jmn (see Eq. 5.6) versus intermolecular distance from atomistic and
point–dipole modeling (see indication). Panel b: FX energies EFXα (inset:
molecular excitation energies Em, cf. Eq. 5.5). Panel c: Excitonic expan-
sion coefficents Cα(m) versus the moleuclar index m and exciton quantum
number α (see Eq. 5.7). The green dashed ellipse marks the spatial area of
great localization close to the ZnO surface (for details, see the main text).
tation energy was determined as E6Pe −E6Pg = 4.02 eV. For more efficient calculation of
the integral expressions in Eq. 5.5 (and Eq. 5.6), the continuous 6P charge densities of
the ground and excited state (and transition density) were approximately substituted
by atomic centered partial (transition) charges (see Appendix G.1). Moreover, for more
reasonable values of Em, the size of the 6P aggregate was extended up to 40 molecules
(i.e., the integral part in Eq. 5.5 includes further 20 molecules elongating the aggre-
gate offside the ZnO surface). In this way, the interaction energy of a somewhat larger
aggregate is simulated. The electronic ground state configuration of the ZnO cluster
and the related density Ω(r) (also approximated in terms of atomic centered charges)
was computed based on the semi–empirical DFTB scheme introduced in Sec. 2.2.1 (for
computational details, see Appendix G.3).
An atomistic modeling of the intermolecular EET coupling, Jmn, is employed al-
though this clearly means a greater numerical effort in comparison with the more con-
ventional point–dipole interaction model (lowest order multipole expansion). To work
with such accuracy was advisable here, because the intermolecular distances within the
6P stacking are essentially smaller than the 6P molecular length (see Fig. 5.1). The
computed values of Jmn between molecule m and n are illustrated in Fig. 5.2a. They
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are drawn against the intermolecular distance (i.e., d = |m − n| · 3.8 Å). The data
connected by the blue line (with blue squares) is obtained by applying the atomistic
interaction model. As indicated, the chosen discretization of the distance axis cor-
responds to the repetitive step size of the 6P stack. To emphasize the need for the
atomsitic resolution, also related values based on the more approximate point–dipole
model were computed. In direct comparison, they are given by the purple line with
pink triangles. Very large discrepancies can be figured out and a clear overestimation
of the dipole coupling results especially in cases of intermolecular distances closer than
35 Å (i.e., within ranges of about 10 nearest neighbor units). Moreover, as depicted in
Fig. 5.2a, it is Jm,m+1 = 75 meV (excitonic coupling between nearest neighbors). This
value gives evidence on rather prominent excitonic couplings. Indeed, even the Jmm+3
still amounts about 12 meV. The uncovered strong excitonic coupling dictates to go
beyond a nearest neighbor coupling model in the present study.
Next, the possible FX states of the interface system are obtained as the eigenstates
of Ĥmol (see Eq. 5.4). This treatment is generally discussed in Sec. 2.3.4 and equivalent
with the "standard" Frenkel exciton approach (see Eq. 2.32). Here, the related FX
energies, EFXα , follow as the corresponding eigenvalues of Ĥmol. By making use of the





with the exciton expansion coefficients, Cm(α). The main panel of Fig. 5.2b holds the
EFXα . The inset panel depicts the molecular excitation energies Em (see Eq. 5.5). The
20 levels of the FX spectrum cover the energy range from 3.91 up to 4.32 eV and show
the typical features of a H–aggregate. This is reasonable here, because the vector of
the transition dipole moment points along the long molecular axis. In the present 6P
stack, this leads to the H–aggregate formation. The observed strong level splitting in
the exciton spectrum is the direct consequence of the effective excitonic coupling. As
shown in the inset of Fig. 5.2b, the variation of the energies Em is much too small to
be responsible for such a wide spectral range. In fact, only very small electrostatic
interaction energies modulate the Em in the meV–range.
Details on the spatial structure of the FXs upon the 6P stacking are illustrated in
Fig. 5.2c. Precisely, the expansion coefficients Cm(α) (see Eq. 5.7) are drawn versus
the molecular index m (see z–axis in Fig. 5.1a). The color–code of the 20 horizontal
strips renders the route of the Cm(α) across the stacking including sign. The map
highlights impressively the nodal structure of the exciton wave functions. As shown,
the |FXα=20〉 is node–free, the |FXα=19〉 has one node, and so on. This behavior with
respect to index m is an important observation and a keypoint of the discussion later
on in Secs. 5.4 and 5.5.
5.3.2. Electron–hole pair excitations of the ZnO cluster
The electronic ground state structure of the ZnO nanocrystal was generated using the
TB methodology described in Sec. 2.2.1. In particular, a number of NVB = 12253 VB–
like single–particle states and a number of NCB = 6003 CB–like single–particle states
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were obtained. Based on that, the excited states of the ZnO would be modeled in form
of Wannier–Mott–like excitons. This ansatz is generally introduced in Sec. 2.2.2 (see
Eq. 2.12). For practical reasons, however, its implementation cannot be mastered in
the present case. The number of relevant excited states is simply too large (see below).
In fact, the inclusion of the electron–hole correlation effects (see Eqs. 2.14 and 2.15)
significantly rises computational costs and a straight solution of the Wannier–Mott
exciton equation 2.13 is beyond the scope of this thesis.
Here, it has to be assumed instead that correlation effects are less important regarding
the huge amount of available excitations forming a quasi–band of energy acceptor states.
Based on that argumentation, the excited states of the ZnO cluster are approximately






The ê†ās and ĥ
†
a−s create an electron in the CB–like state ψ̄a (with spin s) and a hole
in the VB–like state ψa (with spin −s), respectively.1 Then, the excited states of the
complete interface system, where a single excitation resides on the ZnO cluster, can be
directly identified as, cf. Eq. 2.40,
|EHPās,as〉 = |Φ̄0〉 ⊗ |Ψāsas〉. (5.9)
Because the electron–hole pair correlation is suppressed, now also the ZnO cluster part
















Accordingly, the energies of the EHPs in Eq. 5.9 are directly given as
EEHPās,as = Ēā + Ea, (5.11)
with the electron energy, according to







|x− y| . (5.12)
The first term, ε̄ā, represents the energy of the electron in the isolated ZnO system
(CB–like single–particle energy). The second integral term introduces the energy cor-
rection due to the Coulomb coupling between the CB–like electron with density ρ̄ā(x)
(introduced in Eq. 2.41) and the 6P molecules in electronic ground state configuration
(represented by the density n(m)g (y)). The hole energy Ea in Eq. 5.11 is written in
similar way, but based on the hole energy εa and the hole density ρa(x), instead (see
1In general, spin–orbit coupling effects are conceivable (see, e.g., Sec. 8.4 and Refs. [80, 186]), but
were not part of the applied TB parametrization for ZnO. The modeled singlet character of the
excitons (i.e., zero total spin) is prescribed by introducing FXs of singlet type in Sec. 5.3.1. States
of other spin configuration are irrelevant here as they cannot serve as energy acceptor states.
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Figure 5.3.: Energy level scheme of the interface excited states. Energy levels EEHPγ (see
Eq. 5.11) of the ZnO electron–hole pair excitations (EHPs; pink coloring)
are compared with the energies, EFXα (see Fig. 5.2b), of the 20 Frenkel–like
excitons residing on the 6P stacking (FXs; cyan coloring).
again Eq. 2.41). In practice, again sets of atomic centered partial charges were utilized
to compute the interaction terms in Ēā and Ea (see Appendix G.3.3).
Further on, the more convenient notation of |EHPγ〉 and EEHPγ shall be used to
abbreviate |EHPās,as〉 and EEHPās,as in Eqs. 5.9 and 5.11, respectively. Thereby, the exciton
index γ ∈ {1, ..., NZnO} counts all possible combinations of created electron–hole pair
excitations including spin alternation (NZnO labels their total number). In Fig. 5.3, the
computed levels of EEHPγ are compared to the FX levels EFXα (also shown in Fig. 5.2b).
Thereby, the pink band structure represents only the energetically lower part of the
vast number of NZnO = 2 × NCB × NCB = 147109518 EHPs which are presently
available. In the following, this number is by far too much for an explicit treatment
(even without electron–hole pair correlation). Fortunately, the major part of the band,
however, lies in energetically far beyond the highest FX level at 4.32 eV. Therefore,
it can be expected that these have only an negligible influence on the exciton kinetics
discussed in Secs. 5.5. In this view, a strict restriction of the EHPs to only those with
EEHPγ < 5 eV is used from now on. The limit reduces the amount of relevant EHPs to
a manageable number of NZnO = 68388. As given in Fig. 5.3, the lowest EHP energy
lies at 3.97 eV. This value also accounts for a small electrostatic correction of +3.5 meV
(see Eq. 5.12). In general, the observed electrostatic shifts lie in the range of about
±60 meV. As further shown, the lowest energy EEHP1 is positioned within the Frenkel
excitonic band. Moreover, when going higher in energy one realizes that the density of
EHPs increases. This is a plausible and a typical observation because of the higher the
energy the larger the number of different electron and hole pair combinations.
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Figure 5.4.: Excitonic coupling J6P-EHPγm (see Eq. 5.15) between molecular excitations
(6P*) and ZnO electron–hole pair excitations (EHPs) versus energy EEHPγ .
Panel a-d: Four sets of J6P-EHPγm related to m = 1, 2, 10, 20, respectively.
The blue Gaussians (with FWHM of 50 meV) point to the 6P* energies,
Em (see Eq. 5.5). Panel e: Comparison of EEHPγ (pink) and Em (blue).
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5.4. Excitonic Coupling across the Interface
Making use of the excited states |FXα〉 (see Eq. 5.7) and |EHPγ〉 (see Eq. 5.9), the













In general form, this expansion is introduced in Sec. 2.3.4 (see Eq. 2.42). The energies,
EFXα and EEHPγ , on the diagonal are already discussed in detail in Secs. 5.3.1 and 5.3.2.
The offdiagonal terms describe the excitonic couplings across the interface. Precisely,
the coupling element JFX-EHPγα is responsible for EET from FX with index α to EHP

















|x− y| . (5.15)
The latter expression, J6P-EHPγm , formulates the EET coupling between |LXm〉 with the
6P molecular transition density n(m)eg (x) (see Eq. 5.3) and |EHPγ〉 with the transition
density ρ(e-h)γ (y). For details on the latter, see Appendix G.3. (Please note further that
the complex conjugate of the n(m)eg (x) in Eq. 5.15 accounts for the de–excitation process
of the mth 6P molecule. In superposition and weighted with the coefficients Cm(α)
(introduced in Eq. 5.7), these terms generate the FX–related coupling expression in
Eq. 5.14. As found with Eq. 5.14, not only the spatial distribution (i.e., the |Cm(α)|2),
but also the sign of the individual Cm(α) potentially influence the coupling strength
JFX-EHPγα . Their interplay can be barely foreseen. Moreover, particular attention must
be paid regarding the great diversity of spatial localizations of the EHP states within
the ZnO cluster. Altogether, this implies that the very commonly utilized point–dipole
approximation of the excitonic coupling according to the Förster theory (see, e.g.,
Refs. [180, 12, 130, 5, 30, 7, 129, 26]) is very insufficient at this place.
The EET coupling, JFX-EHPγα , is the central quantity for the present analysis. How-
ever, it is more conveniently to discuss first the behavior of the quantities J6P-EHPγm (see
Eq. 5.15). In fact, the J6P-EHPγm give a more clear impression on the distance dependence
of the interface excitonic coupling mechanism than the JFX-EHPγα . Moreover, in cases of
weak FX delocalization (e.g., in presence of strong energetic disorder), also the J6P-EHPγm
would be directly physically relevant. Then, the latter would mediate the EET from
the individual 6P units to the EHPs. The computed values of J6P-EHPγm are displayed
in Fig. 5.4. The depicted data was obtained by Eq. 5.15, but based on atomic centered
partial transition charges (for details, see Appendixes G.3 and G.1). In Figs. 5.4a–d,
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Figure 5.5.: Excitonic coupling JFX-EHPαγ (see Eq. 5.14) between Frenkel excitons (FXs)
of the 6P stack and ZnO electron–hole pair excitations (EHPs) versus en-
ergy EEHPγ (see Eq. 5.11). Panel a-h: Eight sets of JFX-EHPαγ for different
FX levels (see indication of α). The Gaussians (with FWHM of 50 meV)
point to the related FX energies EFXα . Panel i: Comparison of EEHPγ (pink)
and EFXα (cyan).
four exemplarily chosen sets of |J6P-EHPγm | are illustrated. As indicated, these four sets
are related to four different excited 6P donor molecules. The donor states |LXm=1〉
, |LX2〉, |LX10〉 and |LX20〉 are considered, respectively. The positions of the pink
peaks along the x–axis provide the dependence of |J6P-EHPγm | on the EHP energy EEHPγ .
The blue Gaussians indicate the related 6P excitation energy Em and are part of the
discussions in Sec. 5.5. As expected, the values of |J6P-EHPγm | decrease two orders of
magnitude when changing from the first 6P molecule (closest to the ZnO surface) to
the furthermost 6P (with index m = 20). Moreover, a certain variation of |V6P-WXmγ |
with the EHP index γ is enlightened in Figs. 5.4a–d. This must be addressed to the
manifold of different localizations of the EHPs within the ZnO cluster.
The situation is different turning next to JFX-EHPγα , i.e., the coupling between the
FXs and EHPs (see Eq. 5.14). In Figs. 5.5a-h, the JFX-EHPγα are exemplarily displayed
for eight FX levels (see indication). Again, the EHP energy EEHPγ is drawn against the
abscissa. Now, the related FX energies EFXα are indicated by the blue Gaussians with
a FWHM of 50 meV. The eight panels in Fig. 5.5 expose directly that in general the
coupling |JFX-EHPγα | lies in the 1–meV–region. Moreover, in comparison with Fig. 5.4 one
directly notices that the JFX-EHPγα of the upper FXs are of about half of the maximum
absolute values observed for the 6P related J6P-EHPγm .
The positions of the Gaussians emphasize that the most of the FX levels are far–off
the lowest EHP energy at the ZnO band gap. In particular, concerning the upper FXs,
a manifold of EHP acceptor states is available in energetic resonance with EFXα . This
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changes turning to the energetically lower FX levels. Indeed, though the interface cou-
pling strength decreases not dramatically when moving from higher to lower FXs, the
|FXα=10〉 can be suggested to be the energetically lowest donor state which noticeable
transfers energy to the ZnO system. As shown in Fig. 5.5i, energetically lower FXs (i.e.,
with index α < 10) are simply out of resonance with possible EHP acceptor states.
Comparing the 8 panels in Figs. 5.5a-h uncovers that the excitonic coupling strengthes
generally weaken when moving from the high FX levels to the lower ones. This can
be understood by reconsidering the nodal structure of the FX expansion coefficients
Cm(α) in Eq. 5.7. As already recognized in Fig. 5.2c, the higher the energy the lower
the number of nodes. Further, each node is responsible for a sign change in the sum
over the molecular terms contributing to JFX-EHPγα (see again Eq. 5.14). The more nodes
the more cancellation of the individual terms. Hence, it can be generally understood
that any further node leads to more reduction of the JFX-EHPγα .
On closer inspection, however, Fig. 5.5a-c enlighten that values of the |JFX-EHPγα | with
α = 19 and 18 are slightly larger than the one of the FX with α = 20. An explanation
for this detail is found by concerning further the absolute value of the Cm(α). In
particular, also maximum positions of |Cm(α)| with respect to the interface (i.e., at
index m = 1) have a primary influence on the |JFX-EHPγα |. This is demonstrated best in
an exemplary way for the Cα=19(m), i.e., for the case of a single node in the center of
the stacking. Obviously, the described node produces some cancellation in the middle
of the stack. However, it also leads to an exciton localization which is crucially squeezed
to the ZnO surface. In this fashion, the coupling strength is effectively increased in
comparison to the case of α = 20 (where the exciton is localized right in the middle of
the stack). In complex interplay, two effects are at work – the cancellation effect and
the distance dependence. In general, both should be expected for all H–aggregate like
arrangements. Nevertheless, their interplay can hardly be quantified generally. Instead,
it should be computed concretely for each structure.
Finally, it must be stated that presently no evidence can be given to support the
proclamation of hybrid interface excitons which were often hopefully announced con-
cerning oligo–phenyl/ZnO interfaces (see also Chap. 1). On the basis of the here un-
covered weak excitonic coupling values, noticeable effects of hybridization cannot be
anticipated.
5.5. Excitation Energy Transfer
In what follows, kinetics of exciton transfer from the 6P stack to the ZnO cluster are
approached in two different ways and finally compared. In the first place, a Golden
Rule–like rate expression is introduced. Its inverse measures a characteristic transfer
time starting from a certain initially poulated FX donor state. The resulting expo-
nential decay process is then compared with exciton population kinetics obtained from
solving the time–dependent Schrödinger equation.
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5.5.1. Interface transfer rates
As discussed in Sec. 5.4, only moderate values on the coupling |JFX-EHPγα | across the
interface are found and a related second order perturbative treatment of the EET
process is adequate. On that basis, a simple rate expression based on Fermi’s golden
rule is introduced in Sec. 3.2.2. Adapted to the present situation of EET from a single






|JFX-EHPγα |2G(EFXα − EEHPγ ). (5.16)
In order to simulate inhomogeneous broadening effects, the sharp energy conservation
introduced in Sec. 3.2.2 is removed in Eq. 5.16 and a Gaussian with FWHM of 50 meV
is employed instead. The latter value is taken to be smaller than the overall width of
the FX band and to be equivalent to Gaussian fluctuation of the state energies with a
standard deviation compared to kBT at room temperature (see also Sec. 5.5.2). Please
note also that the sum in Eq. 5.16 is restricted by the condition of EEHPγ < 5.0 eV (as
explained in Sec. 5.3.2). For instructuve reasons, additional transition rates shall be







|J6P-EHPγm |2G(Em − EEHPγ ). (5.17)
Now, the rate expression is based on the coupling J6P-EHPγm (see Eq. 5.15). Further it is
related to the excitation energy of the mth 6P molecule Em. In Fig. 5.6, k6P→EHPm and
kFX→EHPα are drawn against the initial state quantum number m (lower frame) and α
(upper frame), respectively. The largest values are generally about 1012/s. This gives
evidence on only moderate transfer times in the picosecond region.
The blue line (with triangle markers) in Fig. 5.6 shows the k6P→EHPm . Its dependence
on index m enlightens straightly the dependence of the decay time on the distance d
between the 6P molecule and the ZnO surface. When increasing d from the smallest
value of 2.9 Å to the largest value of 78.9 Å (i.e., from m = 1 to m = 20), the rate
drastically decreases by four orders of magnitude from 4.0 × 1012/s to 1.7 × 108/s.
Thereby, the change of the rate shows a ∝ 1/d 2.6–behavior in the stacking part close
to the interface (m < 10). For molecules further apart, however, a 1/d 5.0–dependence
was fitted. This result clarifies strikingly that the Förster’s point–dipole interaction
model (with the uniform 1/d6–behavior) should be applied very carefully to extended
donor/acceptor objects. (Please note at this place that the very small change of the
Em with m (see inset Fig. 5.2b) is surely of negligible influence and has surely not to be
involved in the latter concern.) The same issue is recaptured and further discussed in
2Please note that, in principle, also a thermal averaged initial FX population could be modeled.
Therefore, the rate kFX→EHP =
∑
α
f(EFXα )× kFX→EHPα would have to be introduced with weights
according to the Boltzmann distribution function f(E) = 1/Z × exp(−E/kBT ) and the partition
function Z =
∫
dE f(E)δ(E − EFXα ). However, such treatment is of less interest here due to the
energetically rather isolated FX levels.
101
5. Excitation Energy Transfer at the para–Sexiphenyl/ZnO Nano–Interface
Figure 5.6.: Rates of EET into the multitude of ZnO electron–hole pair excitations
(EHPs) starting from a single 6P molecule (rate k6P→EHPm ; blue triangles)
or from a Frenkel–exciton (rate kFX→EHPα ; green squares).
Sec. 8.7.3 concerning the EET from an even larger tubular dye aggregate to a spherical
nanocrystal.
In general, the appropriateness of using the dipole–approximation to nanoscale ob-
jects is of recent concern (see, e.g., Refs. [130, 187, 131, 80, 27] and an elaborate
discussion on this topic in Sec. 8.7.3). In agreement with earlier findings on realistic
molecule/semiconductor systems [80, 186] and other idealized nanostructures semicon-
ductor junctions [187, 131], here a significantly more complicated behavior is docu-
mented.
Next, the rate kFX→EHPα shall be discussed in detail. It is critically influenced by: i)
the energy level alignment of the FX donor states of the aggregate and the EHP acceptor
states in the ZnO cluster, and ii) the nodal structuring of the FX (see discussion
Sec. 5.4). The green line (with squared markers) in Fig. 5.6 displays the values of
kFX→EHPα drawn against the exciton index α, i.e., ordered from low to high energy.
It is clearly shown that the kFX→EHPα corresponding to the high energetic part of the
FX spectrum are as large as the maximum values of k6P→EHPm . To understand this
finding, one has to remind the formerly observed different number of EHP acceptor
states which are in energetic resonance with the respective energy donor state. In
particular, significantly more EHP states are available in the energetic range of the
upper FXs (see again Fig. 5.5i) than in the region of molecular excitations (see again
Fig. 5.5e). The different energetic alignment is also clearly visualized by the Gaussians
added to Figs. 5.4a-d and Figs. 5.5a-h. This effect is very potential and compensates
the fact that the maximum values of |J6P-EHPγm | actually exceed the values of |JFX-EHPγα |.
It appears mostly pronounced from α = 20 to α = 15. For lower lying FX acceptor
levels, very rapidly decreasing values of kFX→EHPα are obtained. This distinct decrease
from α = 13 to α = 1 is finally the consequence of: i) the deteriorating energetic
alignment, and ii) the increasing delocalization and nodal structuring of the FXs. In
this region both properties jointly attenuate the rate.
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In general, it can be stated that the EET from the upper FX donor states are strongly
assisted by the denser band of available acceptor states. Since this increase of the
density of energy acceptor states is a general feature of semiconductors, the presented
results is also important to other H–aggregate/semiconductor nanosystems. Besides,
the here computed excitonic couplings are generally of extremely high relevance. They
provide insights into the complex EET mechanisms at a nanoscale hybid interface based
on an atomistic modeling.
5.5.2. Coherent transfer kinetics
Finally, the uniform FX decay shall be compared against more sophisticated population
kinetics resulting from the exact wave function propagation approach. By means of
that, the reliability of the rate concept introduced in Sec. 5.5.1 can be evalueated.
The latter kinetics are directly based on the interface Hamiltonian Ĥ (see Eq. 5.13)
and obey the time–dependent Schrödinger equation, i.e., it is ∂t|Φ(t)〉 = Ĥ|Φ(t)〉 (see
Eq. 3.1). The overall wave function is introduced as |Φ(t)〉 and an adequate expansion
















respectively. Apparently, both populations are related according to PEHP(t) = 1 −
PFX(t).
Concerning the rate model for FX decay in Sec. 5.5.1 (see Eqs. 5.16), the energetic
resonance condition of energy donor and acceptor states is somewhat relaxed by substi-
tuting a Gaussian line shape function. The evolution of |Φ(t)〉 shows similar sensitivity
for energetic resonance or off–resonance of states. Therefore, also the present coherent
ansatz shall be augmented by energetic disorder. It simply means that the randomly
generated shifts ∆EFXα and ∆EEHPγ are added to all energy levels, according to
EFXα → EFXα + ∆εFXα and EEHPγ → EEHPγ + ∆εEHPγ , (5.20)
respectively. Instead of running a single simulation, an ensemble ofW different solutions
of the Schrödinger equation (|Φw(t)〉 with w ∈ {1, ...,W}) is required. Each trajectory
|Φw(t)〉 and the population kinetics PFXw (t) and PEHPw (t) are determined by somewhat
different energies. Finally, the mean of the latter provides the disorder attributed FX
population,
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Figure 5.7.: Time–evolution of the 6P Frenkel–exciton (FX) population, P̄FX(t;α)
(solid line, see Eq. 5.21) compared with the rate determined exponential
decay, exp(−kFX→EHPα t) (dashed line). Panel a: Kinetics sarting from ini-
tially populated FX levels α = 20 (pink) and α = 19 (blue). Panel b:
Kinetics with initially populated FX α = 10. (TDSE+sd: time–dependent
Schrödinger equation plus static disorder).
In practice, all Gaussian fluctuations in Eq. 5.20 were generated equivalently using
a standard deviation of 21.2 meV. This value corresponds to a distribution function
with a FWHM of 50.0 meV and guarantees a proper confrontation with the data from
Sec. 5.5.1. Converged data of the P̄FX(t) were gained by involving W = 1000 disorder
realizations. (For further details on the system state propagation, see Appendix H.2.1.)
Following the rate ansatz of Sec. 5.5.1, the kinetics realize the exponential decay
exp(−kFX→EHPα t). This common model assumes unidirectional population flow from a
single donor state |FXα〉 into a continuum of EHPs. Any energy backward transport
(from the EHPs to the |FXα〉) is neglected and so is any contribution of the other
|FXα′〉 with α′ 6= α. The corresponding population kinetics are achieved in terms of
P̄FX(t;α) by starting the wave packet propagation from |Φ(t = 0)〉 = |FXα〉. (For the
sake of convenience, the index α is added to P̄FX(t;α) to indicate the initially prepared
FX.)
The temporal behavior of the two types of kinetics, PFX(t;α) and exp(−kFX→EHPα t),
are compared in Fig. 5.7. Exemplarily, the kinetics are illustrated for the FXs with
α = 20, 19 and 10. The cases of α = 20 and 19 are depicted in Fig. 5.7a. One realizes
that somewhat faster decay starts from |FX19〉 compared with the energetically higher
|FX20〉. This finding is clearly in agreement with the discussion in Sec. 5.5.1 (see also
Fig. 5.5). Comparing the rate ansatz and wave function–based ansatz with each other,
one further notices that the population dynamics prognosed by both methodologies
agree rather well until about 500 fs. After 500 fs, however, the exponential decay
moves the population further to zero while the PFX(t;α) (from the wave function
ansatz) approaches a finite value. The latter behavior is explained by the fact that the
wave packet motion generally accounts also for back transfer processes. Based on the
assumption of a continuum of acceptor states, these are not accounted for in the single
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rate ansatz.3
Next, the discussion turns to the case of EET close to the ZnO band gap energy.
The respective results are shown in Fig. 5.7b. Exemplarily, the FX with index α = 10
are populated initially. The unidirectional decay from the rate ansatz is visualized in
the main panel and the inset gives the population kinetics based on the wave packet
propagation (please note the different scales of the ordinates). Now, the rate model
and wave packet motion apparently give basically different kinetics. When applying the
rate formalism, on the one hand, the FX population decays to zero within 100 ps. On
the other hand, the data obtained from the Schrödinger equation describe only minor
population decay to a steady state value of P̄FX = 0.975 (see inset panel of Fig. 5.7b).
This decay is not continuously but happens very initially within 5 ps. After that
sudden initial drop, the population stays balanced but shows oscillatory behavior. An
explanation can be given as follows. In comparison to the two cases discussed above,
now the observed kinetics are strongly characterized by the small number of EHPs
available at the band edge. Hence, only few acceptor states contribute to the EET
process and very long–lived wave packet motion takes place. The fluctuative features
observed with unchanged amplitude and frequency (up to a simulation time of 1 ns)
proves this quite clearly. The particular oscillation features as well as the high steady
state value must be attributed to the presently rather off–resonant energetic alignment
of the initially populated FX and the few available EHPs (see again Fig. 5.5i). With
decreasing number of EHP states in the lower band region, a basic assumption of the
rate model is more and more violated. Especially concerning EET at the band edge
region, the direct Schrödinger equation ansatz should be favoured instead.
The latter finding can be summarized: i) the fastest EET takes place on the pi-
cosecond time–scale and originates from the upper FXs of the aggregate (i.e., when the
6P stack is excited in the high energetic region), ii) the EET is much less efficient in
the lower band region, and iii) especially close to the band edge the application of the
simplified rate model suffers strongly from the small number of available EHP states in
the ZnO cluster. Finally it is figured out that essentially the EET from the high–energy
FXs is worth considering as quenching process of charge separation at the interface (see
Chap. 6).
5.6. Summary and Concluding Remarks
The presented study examines excitation energy transfer (EET) processes in a finite
para–sexiphenyl aggregate/ZnO model interface system. The focus lies on an atomistic
exciton model and the computation of EET kinetics from initially populated Frenkel
excitons in the molecular aggregate to electron–hole pair excitations residing at the ZnO
part. The obtained decay times of the Frenkel excitons reach from few picoseconds (in
the upper energetic region) to the nanosecond range (for the lower Frenkel excitons).
Kinetics from a rate ansatz based on Fermi’s golden rule are confronted with direct
excitonic wave packet propagation. The latter dynamics are obtained by disorder at-
3Please note that additional back transfer rate could be generally introduced and, in cases of two op-
ponent state continua, a Pauli master equation system [44] be could be solved instead to obtain more
reasonable population kinetics. However, here, this approach would be conceptually questionable.
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tributed simulations of the time–dependent Schrödinger equation. In the higher part
of the Frenkel exciton band, both approaches deliver EET kinetics in compliance. This
general result supports the application of the simplified model of unidirectional energy
transport. In particular, only minor back transfer from the ZnO system to the molec-
ular aggregate can be recognized. Concerning the high–energy Frenkel excitons, more
efficient backflow is prevented by the huge amount of available resonant energy accep-
tor states in the ZnO cluster. Also the low–energy Frenkel excitons are employed as
EET donor states. In these cases, the reduced number of acceptor states in the ZnO,
however, increasingly blocks the interface EET. In turn, the Frenkel excitons decay
more slowly. With the same reasoning, the incoherent transfer model of Fermi’s golden
rule fails at all in the complete lower part of the FX band.
The above findings are very meaningful regarding the discussion given in Chap. 6.
There, photoinduced charge separation kinetics are studied at the similar interface.
In comparison, the here uncovered EET from the aggregate to the ZnO seems to be
somewhat slower than the mechanism of charge separation. If, e.g., the highest two
exciton levels are addressed with a laser–pulse, the charge separation appears clearly
on the time–scale below 500 fs. With this, it is somewhat faster than the interface
EET presented above. In view of the complexity of the interface kinetics, however,
at the present state it is cumbersome to give a more specific answer on the initial
question about which subprocess describes the dominant one. In general, quenching
of the charge separation process is conceivable in different manner. As introduced in
Chap. 1, photoinduced charge separation can be generally classified into: i) the indirect
mechanism starting with Frenkel exciton population (and migration) and ending with
electron transfer across the interface (see Fig. 1.3b), and ii) the direct way via the
activation of charge transfer excitons (see Fig. 1.3c). By its nature, the latter direct
activation should not be quenched as dramatically as it is surely the case considering
the former indirect process after primary Frenkel exciton population.
The concrete interplay of EET and charge separation processes needs to be clar-
ified further on. For instance, the above excitonic Hamiltonian and wave function
ansatz could be merged with the manifold of charge separated states introduced in
Chap. 6 (see Eq. 6.3). Furthermore, the inclusion of phonon–mediated relaxation and
dephasing processes should be considered prospectively. For this purpose, the time–
dependent Schrödinger equation could be replaced by the more sophisticated stochastic
Schrödinger equation approach introduced in Chap. 4. Its way of including vibronic in-
teraction effects is demonstrated later on in Chaps. 7 and 8. Unfortunately, employing
the stochastic Schrödinger equation approach here was beyond the scope of this thesis.
If applied to the present excitonic system, different aspects of possible energy reflux
and exciton relaxation processes could be precisely studied.
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Besides phenomena of excitation energy transfer, also photoinduced charge separation
kinetics at hybrid nano–interfaces are recently of high interest. Their understanding
is elementary for developing novel nanotechnological devices with exciting optoelec-
tronic features. In continuation of the studies on exciton transfer across the para–
sexiphenyl/ZnO model interface in Chap. 5, now ultrafast photoinduced charge separa-
tion kinetics shall be simulated. Major parts of this chapter were published in Refs. [188]
and [189].
During the last decade, different types of interfaces with ZnO substrate and molecular
multilayers have been investigated a lot. Thereby, not only excitonic processes but also
mechanisms of charge separation were identified. Accordingly, an excitation of the
organic part may lead to the translation of an excited electron into the ZnO conduction
band and, due to that, to the creation of a hole in the organic part. Beyond that
basic picture, the understanding of that mechanism, however, is still very incomplete.
In this light, now a combined simulation study on the processes of photon absorption,
intermolecular excitation energy transfer, interface charge separation and the initial
phase of correlated electron and hole motion is presented.
For this purpose, the atomistic interface model developed in Chap. 5 is now adapted
to treat i) laser–pulse excitations of the interface, ii) Frenkel exciton migration, and iii)
the formation of charge–separated states. The enormous computational ansatz involves
more than 125000 interface states. An own intuitive picture for the interface electron
transfer is developed. It describes the center piece of the model Hamiltonian. Based on
it, ultrafast laser–pulse induced kinetics are computed in terms of wave packet dynamics
which obey the Schrödinger equation. Here, the focus is on the femtosecond time–scale
and temperature effects are assumed to be of minor impact. On larger scales, dissipative
effects may become important. Then, the stochastic Schrödinger equation ansatz should
be employed instead (see Chap. 4).
The elaborate modeling delivers very detailed insights into the complex interplay of
the different interface processes. A discussion on the efficiency of the charge separation
kinetics in dependence on the exciting photon energy is provided. These photoinduced
dynamics are then compared with simulations starting from different initially prepared
excited states. Furthermore, the charge–separation process is investigated in dependence
on the intermolecular hole transfer coupling and the influence of energetic disorder in
the system is examined.
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6.1. Background and Motivation
The theoretical understanding of charge separation (CS) processes at nanohybrid inter-
faces is of paramount importance for an improvement of existing photovoltaic systems
and, more generally, for the development of novel devices in the entire field of optoelec-
tronics. As described in Chap. 1, many experimental studies have been published on
different types of organic/inorganic hybrid systems during the last two decades [1, 23].
Thereby, there is an overwhelming amount of studies which follow the concept of the
dye–sensitized solar cell (made popular by the pioneering work of O’Regan and Grätzel
in 1991 [190]). Likewise systems consist of porously conglomerates of dye–covered semi-
conductor nanoparticles which are dissolved in an electrolyte solution. Their way of
working is related to the large reactive surface of the nanoparticles [190, 6, 2]. Another
general concept of hybrid structures is to prepare regular or amorphous molecular mul-
tilayers on top of flat semiconductor substrates (frequently ZnO surfaces [68, 3, 10]).
By that, rather flat interfaces are generated which can be designed with extreme accu-
racy [24, 65, 14]. Each layer can be thereby customized individually based on a large
variety of organic substances [15, 14, 183]. In particular, in order to bring forward these
advanced multilayer designs, it immediately needs for detailed understanding of the CS
processes happening at such interfaces.
General knowledge on the CS can be taken from computational studies related to
bulk hetero junctions (i.e., organic/organic interface structures) [191, 29, 73, 83, 84, 81,
85, 192, 86]. However, concerning flat organic/inorganic interfaces, there is a massive
lack of time–domain simulations on CS kinetics (see also Chap. 1). Moreover, the
most of the few existing works are based on ab–initio nonadiabatic molecular dynamics
[32, 76, 33] – an accurate but very costly methodology. The latter can only be applied
to periodic interfaces based on rather small unit cells [91, 34, 37] and many aspects,
especially of CS processes at large–scale interface structures, are still very unclear to
date. Surprisingly, there is another particular topic which has attracted less attention
so far, namely the explicit consideration of the exciting radiation field [193]. Indeed,
explicit simulations of, e.g., an incident laser–pulse are commonly avoided by starting
the CS kinetics directly from a certain prepared excited state. However, the excitation
process is of central importance whenever ultrafast pump–probe experiments shall be
understood in detail [66, 67].
In the following, concrete simulations are performed on laser–pulse induced charge
separation kinetics at the para–sexiphenyl (6P)/ZnO interface [68, 65] (see also Chap. 1).
Therefore, the finite 6P/ZnO interface model introduced in Chap. 5 is reapplied (for
details, see Sec. 5.2). The particular design of the model interface allows studying also
rather wide–range processes. In Chap. 5, it is investigated concerning excitation energy
transfer (EET) from the 6P aggregate to the ZnO cluster, i.e., the transition of Frenkel
excitons across the interface into electron–hole pair excitations (see Fig. 1.3a). Now,
these EET studies are confronted with time–domain simulations on ultrafast formation
of charge–separated interface states after laser–pulse excitation of the 6P aggregate (see
Fig. 1.3b and c). The direct comparison finally clarifies whether the EET describes a
serious quenching channel of the CS process or not.
According to Chap. 5, an interface model is built up using diabatic (localized site)
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states in form of direct products of individual substructure site states (i.e., the 6Ps and
the ZnO cluster). In this way, enormous numbers of (here more than 125000) interface
states can be mastered rather straightforwardly. However, that simple state picture
means vice versa that ambitious calculations on a diversity of transfer coupling terms
must be accomplished. For the sub processes 2 and 4 indicated in Fig. 1.3b, inter-
molecular excitonic coupling (see Sec. 5.3.1) and hole transfer integrals are required,
respectively. Furthermore, the actual charge separation process (process 3 in Fig. 1.3b)
relies on a third kind of transfer coupling elements.
The modling of this latter type of interface electron transfer is very critical. Typ-
ically, the computation of the related transfer integrals demands for advanced ab–
initio methodologies. This is circumvented here by developing an own approximate
single–particle ansatz for the electron injection process. It is based on a very intu-
itive picture and inspired by the elaborate ab–initio works of Troisi et al. [95, 96, 194].
They introduced an elegant partitioning scheme for modeling electron injection rates
from molecules into large TiO2 clusters (based on several uniform DFT calculations).
Unfortunately, a related ansatz is not practicable here concerning the ZnO cluster. In-
stead, the own conceived technique introduces electron donor and acceptor states in a
phenomenological way. By that, the most critical computational parts of the 6P/ZnO
junction can be avoided and a more adequate semi–empirical single–particle picture can
be applied to the ZnO cluster. The approach is demonstrated for 6P on ZnO(0001),
but can be used for any other surface design as well.
The following simulation studies exclusively describe scenarios of CS starting from
laser–pulse excitation of the 6P molecules (process 1 in Fig. 1.3b). Although also the
ZnO cluster could be optically addressed and additional electron–hole pair excitations
could be incorporated (see Sec. 5.3.2), this is ignored here in order to avoid interference
of the two types of excited states. Moreover, decoherence and dissipative effects due
to vibronic (or electron–phonon) interaction should not be of primary relevance. As
the present focus lies on ultrafast processes, the interface kinetics are simply deduced
in terms of coherent wave packet dynamics obeying the time–dependent Schrödinger
equation.
The achieved wave packet dynamics are illustrated in remarkable spatio–temporal
resolution. This precission is vital for a detailed discussions. Also a preliminary analysis
of the eigenstates and the absorption spectrum of the interface turns out to be very in-
sightful. Altogether many simulation runs are executed and compared to understood in
which way laser–pulse excitations in different spectral regions promote the CS process.
Thereby, the efficient direct optical pumping of the prominent charge transfer excitons
(see Fig. 1.3b) [15, 72] but also the more slowly CS mechanisms via Frenkel exciton
decay can be clearly identified (see Fig. 1.3c). Besides the action of the laser–pulse,
more fundamentally, also the importance of its explicit consideration as part of the
simulation is investigated. This is an important issue and very elaborately discussed.
In particular, ultrashort laser–pulses generally activate wave packet–like superposition
states. In general, kinetics based on initial excited state ansatzes must be expected
to differ significantly [32]. Nevertheless, many recent time–domain simulations dis-
pense direct laser–pulse simulation in favor of simple excited state ansatzes [92, 84, 34].
Here, data resulting from different prominent initial state preparations are exemplarily
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compared with related kinetics induced by laser–pulse excitation.
The obtained interface kinetics are further investigated regarding the influence of
small energetic disorder. Related disorder attributed and ensemble averaged kinetics
hold valueable information. For instance, very sensitive scenarios of CS along single
resonant transfer pathways can be uncovered. Also the influence of molecular vibrations
and lattice phonons can be adressed in a first attempt. In fact, under condition that
rather slow vibrational motion can be assumed, such static disorder ansatz resembles
the dephasing model according to Haken, Strobl and Reineker [195, 196, 197].
6.2. Modeling the Electronic System
A detailed introduction of the 6P/ZnO model system is provided in Sec. 5.2. The inter-
face set–up describes a regular arrangement of 20 π–stacked para–sexiphenyl molecules
placed on a flat surface of a finite wurtzite ZnO cluster (see Fig. 5.1). For the sake of
completeness, two minor changes shall be mentioned, i) the here applied intermolec-
ular 6P–6P distance measures 3.4 Å (instead of 3.8 Å utilized in Chap. 5), and ii) a
somewhat other passivation technique of the spherical "backside" of the ZnO cluster is
employed (see Appendix G.3).
The interesting CS processes at the 6P/ZnO interface are illustrated in the level
schemes offered in Fig. 1.3b and c. As motivated in Sec. 6.1, the description concen-
trates on the CS kinetics starting from excitations of the 6P stack (see also Chap. 1).
In Fig. 1.3b the indirect CS process is sketched. It includes optical excitations of the
6Ps (1), subsequent EET within the aggregate (2) and the process of CS by electron
transfer across the interface into the ZnO cluster (3). Subsequently, it describes cor-
related electron and hole migration within the ZnO and 6P parts (4), respectively.
The model accounts further for the direct optical excitation of charge transfer excitons
(see Fig. 1.3c). Here, these are introduced as interface states attributed with signifi-
cant charge–seperated state character and at the same time also with high oscillator
strength [73, 23, 15, 72] (see Sec. 6.4.1).
6.2.1. Electronic states and interface Hamiltonian
The basis set for expanding the electronic Hilbert space consists of the ground state
(G) of the full system, the states of 6P molecular excitations (LX) and the CS states
with a molecular localized hole and an electron residing in the ZnO cluster. According
to Sec. 5.2 (see Fig. 5.1), wave function overlap between the 6Ps and the ZnO cluster
is assumed to be zero within the present model, which means that the diabatization
scheme of Sec. 2.3.1 can be reapplied. Again, the full system electronic states are
constructed as Hartree products of a number of N6P = 20 individual 6P states and a
single ZnO cluster many–electron state (see also Sec. 5.3). Correspondingly, the ground




|Φ(m)g 〉 ⊗ |Ψ0〉 . (6.1)
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It consists of the 20 molecular (S0) ground states, |Φ(m)g 〉 (with molecular index m),
and the ground state of the ZnO cluster, |Ψ0〉. Likewise, the expression,
|LXm〉 = |Φ(m)e 〉
N6P∏
n6=m
|Φ(n)g 〉 ⊗ |Ψ0〉, (6.2)
has to be interpreted. According to Sec. 2.3.4 (see Eq. 2.37), it represents the full
system realizing a local excitation on the mth 6P molecule. That mth 6P is in its first
(S1) excited state, |Φ(m)e 〉, while its entire surrounding is in ground state configuration.
These states are also part of the exciton model in Sec. 5.3.1 (see Eq. 5.3). Here, they
are accompanied with a manifold of interface CS states, represented as
|CSma〉 = |Φ(m)cat 〉
N6P∏
n6=m
|Φ(n)g 〉 ⊗ |Ψ−a 〉 , (6.3)
which follows the discription of Sec. 2.3.5 (see Eqs. 2.44 and 2.45). It contains the state
|Φ(m)cat 〉 of the mth 6P in the cationic S0 ground state configuration (see Sec. 2.1.5).
Respectively, the |Ψ−a 〉 represents a certain anionic many–electron state of the ZnO
cluster. The treatment of the |Ψ−a 〉 based on the frozen orbital approximation is ex-
plicitly discussed in Sec. 2.2.3. According to that, it is constructed as the TB ground
state with an additional occupation of the conduction band (CB)–like state ψ̄a (see
Eq. 2.16). For the present ZnO cluster, a number of NCB = 6285 CB–like states are
computed resulting in N6P ×NCB = 125700 possible CS states. Apparently, they con-
stitute the vast majority of states in the model. (Details on the molecular (TD)DFT
and the DFTB calculations are given in Appendixes G.1 and G.3, respectively.)
According to Sec. 2.3.5, the electronic system Hamiltonian for photoactivated CS is



























by using the states Eqs. 6.1, 6.2 and 6.3 for expansion. The ELXm and ECSma give the
excitation energies associated with the interface states |LXm〉 and |CSma〉, respectively.
Both terms refer commonly to the full system ground state energy which is set equal to
zero (for details, see Sec. 6.2.2). The remaining terms in Eq. 6.4 indicate the couplings
responsible for the different appearing state transitions. The Vopt(t) represents the
laser–pulse excitation and mediates the transition between the interface ground state
and the state with the mth 6P excited (see Sec. 6.2.4). Further, the element Jmn is
responsible for the EET from the nth to the mth 6P (see Sec. 6.2.3). Likewise, the
VHTmn represents the intermolecular coupling for hole transfer (from the nth to the mth
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6P molecule). It is commonly restricted to only nearest–neighbor coupling, i.e., it is
VHTmn = δmm±1VHT (see Sec. 6.2.3). Finally, the H(t) contains the term VCTa for
the charge (electron) transfer across the interface (the actual CS process). This terms
mediates the excess electron injection from the 6P with index m = 1 (closest to the
surface) into the ath ZnO CB–like state (see Sec. 6.3).
6.2.2. Interaction energies
According to the fundamental discussion in Sec. 2.3.5 (see Eq. 2.46), the diagonal terms
of H(t) contain the energies of the isolated substructures as well as further corrections
due to their electrostatic Coulomb–like interaction. The ELXm is discussed in Eq. 5.5 as
part of the exciton model in Sec. 5.3. Here, similarly small interaction corrections of
the ELXm (less than 10 meV) must be noted (see the inset of Fig. 5.2b). The diagonal
term ECSma in Eq. 6.4 is associated with |CSma〉 and follows as, cf. Eqs. 2.46, 2.47 and
2.49,

















































The intramolecular energy of the 6P cationic state E6P+ are introduced in reference to
the ground state energy E6Pg . The related 6P ionization potential E6PI = E6P+ − E6Pg
represents the energy of the hole on an isolated 6P molecule. Further, the ECBa appears
as the ZnO CB–like state energy. The latter is the energy of the excess electron (i.e.,
the electron affinity of the ZnO cluster). The remaining terms in Eq. 6.5 formulate the
Coulomb–like interaction energy within the system. The related terms are generally





represents the electronic charge density of the nth 6P in the electronic ground state
(see Eq. 2.26) plus the related nuclear charges placed at the atomic coordinate R(n)µ




µ ) would give the
cationic molecular charge distribution of the nth 6P (see Eq. 2.48) plus nuclear charge
contributions. Together, the term n(m)cat (x)− n
(m)
g (x) therefore describes then the hole
charge density which resides on the mth 6P. Concerning the ZnO cluster, the density
Ω(y) appears. It renders the total charge density of the ground state of the ZnO cluster
(nuclei plus VB–electrons, cf. Eq. 2.49). Further, the ρ̄a(y) is reintroduced as the charge
density of the excess electron (see also Eq. 2.49). Based on the different densities, the
first integral term in Eq. 6.5 represents the coupling of the hole on the mth 6P with its
complete surrounding in the absence of the excess electron. The counterwise coupling
of the electron charge in the ath CB–like state with the aggregate structure in the
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Figure 6.1.: Interaction energies of charge–separates (CS) states. The ECSma is drawn
against 6P hole index m (see Eq. 6.5). Panel a: Hole interaction with the
excess electron. Three cases of different populated CB–like states ψ̄a are
shown (see coloring). Panel b and c: Hole interaction with neutral ZnO
cluster and surrounding 6Ps, respectively. Panel d: Isosurface plots of |ψ̄a|2
(for panel a). Panel e: Total interaction potentials.
absence of the hole is given by the second integral term. The last term in Eq. 6.5
finally describes the mutual interaction of the two excess charges with each other.
The 6P ionization potential was determined as EI6P = 6.83 eV based on DFT (for
details, see Appendix G.1). Further, the CB–like state energies ECBa were computed
from the DFTB methods (for details, see Appendix G.3). The Coulomb–type integrals
in Eq. 6.5 were determined in atomic resolution by approximating all density expressions
in terms of atomic centered partial charges (for details, see Appendix D). For computing
the electrostatic interaction energies, furthermore, the 6P aggregate was extended to a
size of 40 molecular units (see also Sec. 5.3).
The interaction energy shift ELXm in Eq. 6.4 carries different contributions of the
cluster and the molecules, but all are neutral and essentially homogeneously charged.
Only minor electrostatic effects were observed (see and Fig. 5.2b). This is different
concerning ECSma. Due to the charge separation character, it can be generally expected
that the ECSma carries much stronger interaction. In fact, the strongest contributions to
ECSma were found with: i) the direct electron–hole interaction, ii) the interaction of the
hole with the surrounding 6P molecules, and iii) the interaction of the hole with the
neutral ZnO cluster. The three prominent terms are computed for all 20 hole positions
(i.e., sampled along index m) and illustrated as potential energy curves in Fig. 6.1.
The correction due to the attractive coupling between electron and hole is displayed in
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Fig. 6.1a. Each of the three colored curves results from a different electron localization
in the ZnO cluster (by populating three different CB–like states ψ̄a). The three charge
distributions (i.e., the |ψ̄a|2) are rendered in Fig. 6.1d (labeled with related colorings).
The blue and green cases are exemplarily chosen because they result in the strongest
and weakest electron–hole interaction, respectively. According to Fig. 6.1e, the electrons
are localized rather closely to and far away from the interface, respectively. The third
density (pink label) represents a CB–state which is localized rather in the bulk zone
of the ZnO cluster and its related potential energy curve lies between the former two
in Fig. 6.1a. As generally expected, in all three cases the electron–hole interaction
energy decreases with increasing hole distance from the ZnO interface (i.e., moving
from smaller to larger values of m). The different slopes, however, give a clear message
on very distinct spatial localizations of the electron within the cluster.
The curve in Fig. 6.1b illustrates the energy contribution due to the interaction of
the hole with the opponent ground state ZnO cluster (without additional occupation
of ψ̄a). Although the cluster is neutrally charged, surprisingly the values appear in
similar strength like in Fig. 6.1a. The reason is found in the atomic structuring of the
flat ZnO surface. The present Zn–termination is responsible for a partial positively
charged top layer. This feature resulted directly from the employed DFTB single–
particle treatment of the cluster. The created positive surface charging is exposed right
to the 6P aggregate (see again Fig. 5.1), which is why the curve in Fig. 6.1b renders a
repulsive potential with respect to the interface.
The electrostatic interaction of the hole with the surrounding 6P aggregate is illus-
trated in Fig. 6.1c. If the hole is localized inside the aggregate, the energy correction
settles to a value of about -0.51 eV. Being placed at the boundary of the aggregate (i.e.,
on 6P with index m = 1), the energy contribution amounts -0.26 eV.
Finally, the remaining energy shift due to interaction of the excess electron charge
with the ground state 6P aggregate was examined (not shown). In general, it causes
another positive energy correction of about 20 meV on average. Only few ψa produce
shifts up to 80 meV (see Supplementary Information of Ref. [188] and Ref. [189]). The
total correction shifts, again making use of the three prominent electron occupations
(see colorings), are presented in Fig. 6.1e. It is clearly demonstrated that potential
energy gaps of more than 100 meV can appear between neighbored molecular sites
(especially in the close surface zone). These are rather large values which play a decicive
role later on in Sec. 6.5.2, when the hole evacuation from the interface zone is concerned.
6.2.3. Intermolecular excitation energy and hole transfer coupling
The intermolecular EET coupling Jmn (off–diagonal element in Eq. 6.4) is generally
introduced as part of Sec. 2.3.2 (see Eq. 2.29) and further specified to the 6P aggregate
in Sec. 5.3.1 (see Eq. 5.6). The same computational procedure is reapplied here. For
nearest neighbored 6P pairs and next nearest neighbor 6Ps, it amounts Jmm±1 = 81
meV and Jmm±2 = 42 meV, respectively.1
As a type of intermolecular tunneling process the hole transfer, i.e., the strength
1As the present 6P–6P distances are somewhat smaller related to the one in Sec. 6.1, the EET coupling
appears here slightly increased compared with Sec. 5.3.1.
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of the transfer integral VHTmn critical depends on the distance between the donor and
acceptor molecule. For that reason, the VHTmn is usually restricted to nearest neighbor
interaction [198, 199]. For the present 6P stack, it suffices to determine the single
quantity VHT = VHTmm±1, where the value of VHT = 0.2 eV was computed on the DFT
level (for details, see Appendix G.1). That value lies in the typical range of hole transfer
integrals known for customary π–conjugated molecular stackings [198, 199, 200, 52].
6.2.4. Laser–pulse excitation
In this study, the focus is on CS kinetics resulting from photoinduced excitation of
the organic 6P aggregate (see Sec. 6.1). The related laser–field strength is chosen to
guarantee weak optical excitation of the 6Ps. Then, the coupling expression entering
Eq. 6.4 follows as,
Vopt(t) = −~ΩR cos(ωLt)G(t). (6.6)
The function G(t) = exp{−4 log(2)(t− τ0)2/τ2p } is a Gaussian envelope with the center
at t = τ0 and the FWHM of τp. The photon energy is given by ~ωL. The ΩR = d6Pm E0/~
gives the Rabi frequency, which would be associated with a 6P two–level system with
the transition dipole moment d6Pm and the field strength E0. The incident laser–pulse
is defined with parallel polarization to the molecular transition dipole moments. While
the values of τp = 100 fs, τ0 = 150 fs, |d6Pm | = 12.7 D (see Appendix G.1) and |E0| = 106
V/m are taken as constant parameters throughout this work, the influence of different
~ωL on the CS kinetics is intensively investigated as part of this work.
6.3. Interface Charge Transfer Coupling
The charge transfer coupling across the interface (see VCTa in Eq. 6.4) features the CS
process in the first place. It mediates the injection of the electron from the excited
6P molecule (localized right at the interface) into the unoccupied CB–like state ψ̄a
of the ZnO clluster. As described in Sec. 6.1, computing transfer integrals, especially
concerning nanoscale molecule/semiconductor interfaces, is very costly. In what follows,
the main aspects of the own developed interface transfer model shall be outlined. A
more detailed description is provided in Appendix A.
6.3.1. Electron injection process
Intermolecular electron transfer is commonly modeled based on two relevant states –
a molecular donor state and an opponent molecular acceptor state, usually the lowest
unoccupied molecular orbitals (LUMOs). Here, the electron injection takes place into
an entire manifold of NZnOCB = 6285 CB–like states ψ̄a and the clear discrimination of
relevant acceptor states is rather intricate. In consequence, careful considerations are
required concerning energy and spatial localization of in principle all individual ψ̄a.
As a tunneling process, efficient electron injection relies again on the spatial distance
between a certain ψ̄a and the molecular donor state. From the spatial point of view
(i.e., excluding energetic aspects), the excess electron is transfered into the surface zone
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Figure 6.2.: Interface charge transfer (CT) coupling. Panel a: Illustrations of the 6P–
ZnO interface zone (front, side and top view, the H–passivation is not
shown). The focus lies on the 25 Zn atoms colored black and white. A
superposition of atomic orbital wave functions is conceived to construct
the electron transfer acceptor state φA (for details, see the main text).
Panel b: CT couplings VCTa against energy of the related CB–like state
ψ̄a (pink coloring: values smaller 1 meV; inset: view on the complete CB
band).
of the ZnO cluster. The closer a certain ψ̄a is localized to the donor molecule the higher
is the transfer probability to it. From the energetic point of view, it is clear that the
electron can only enter the CB of the ZnO. In this light, it is the idea to construct
a wave function state, φA, which serve as a phenomenological electron acceptor state
at the ZnO surface. It has to be fully unoccupied (i.e., φA =
∑
a κaψ̄a) and it should
be localized in immediate proximity to the 6P donor. By that, it is finally possible to
collectively parameterize the electron transfer into each of the ψ̄a by means of only a
single estimate value related to the transfer coupling for the injection into φA.
The prescribed spatial localization of φA is achieved best by making use of the atomic
orbital (AO) representation (available as part of the TB description of the ZnO cluster,
cf. Sec. 2.2.1). The Fig. 6.2a illustrates the atomistic structure of the interface region
(magnified; three perspectives). The LUMO of the 6P attached to the ZnO represents
the electron donor state. As visualized in the isosurface plot in the inset of Fig. 2.1a,
it is rather equally distributed upon the 6 phenylene rings. So, in the first step, the 25
surface atoms are selected which are positioned closest to the aromatic system of the
attached 6P. They are highlighted by the white and black spheres in Fig. 6.2a. In the
present situation, these selected 25 atoms are exclusively of Zn–type. In the second
step, the (4px–type) AOs of each of the 25 Zn atoms in Fig. 6.2a are considered. They
are now utilized to create in superposition a first localized wave function state φ′A which
is the particular surface zone. Appropriate weights of the 25 AOs for φ′A can be derived
from a simple analytic modeling under condition that each of the 7 centrally aligned
(black colored) atoms and each the surrounding 18 (white colored) atoms contribute
equally (see Eq. A.3).
In the final step, the constructed φ′A is "cleaned" from the unwanted shares of VB–like
states. After normalization, so far the φ′A would be still partially occupied and cannot
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host the "complete" electron. In order to strictly remove any VB–like state contribution,
the φ′A is represented in the eigenstate basis using all single–particle cluster states (i.e.,
all VB–like states and all CB–like states). In this representation, the VB–like state
partition is finally identified and withdrawn (see Eq. A.4). After its normalization, the
adequately localized and unoccupied acceptor state φA is obtained (see Eq. A.5).
6.3.2. Electron migration into the ZnO cluster
In the moment the electron is transfered to the φA, it starts migrating further into the
cluster. That migration process is already included in the interface model. To realize






The concrete expressions for the expansion coefficients κa are provided in Eq. A.6.
During time–evolution, now each individual term is subject to a different phase factor.
From the spatial perspective, the initially localized acceptor state dissolves continuously
and the electron starts migrating within the ZnO cluster. In the same manner, electron
migration appears after injection when propagating a full system state.
6.3.3. Charge transfer integrals for the CB–like acceptor states
The transfer coupling of the 6P donor state to the initial ZnO acceptor state, φA, shall
be introduced as VCT. Based on this definition, the transfer coupling to each CB–like
state ψ̄a follows immediately from the expansion in Eq. 6.7, according to, cf. Eq. A.7,
VCTa = κaVCT. (6.8)
The value VCT parameterizes the strength of the interface transfer. Here, the physically
plausible value of VCT = 0.2 eV is applied. It describes a rough estimate concerning
the close 6P attachment and lies in the range of typical values from literature (see,
e.g., Refs. [201, 202, 203]). The computed values of |VCTa | are depicted by the peaks
in Fig. 6.2b. Their positions along the abscissa give the energy ECBa (see Eq. 6.5)
corresponding to ψ̄a. Certain energetic regions of prominent transfer couplings can be
clearly identified. In fact, they can be related to single states ψ̄a with great shares in
the particular surface zone "beneath" the 6P donor molecule. Nevertheless, the most of
the |VCTa | echo very weak coupling. To quantify this, all peaks smaller than 1 meV are
highlighted in Fig. 6.2b with the pink coloring. That are about 73 % of all couplings.
6.4. Interface Excited States
In general, each ultrafast optical excitation results in a certain spectral broadening.
The shorter the exciting laser–pulse in time, the broader the formed wave packet–like
superposition state from the energetic point of view. In the following, the full system
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eigenstates (FSE) of the interface Hamiltonain Ĥ(t) with Vopt(t) = 0 (see Eq. 6.4) are
discussed. Their spectral positioning decides about whether a certain pulsed excitation
results in the population of a single eigenstate or in the formation of a wave packet of
multiple eigenstates. Moreover, different types of available bright interface states are
figured out. The following detailed analysis is very important for understanding the
characteristic types of CS kinetics uncovered in Secs. 6.5 and 6.6.
6.4.1. Character of the interface states









with the FSE index α, where it is 1 < α < 125720 (excluding the decoupled inter-
face ground state). The |FSEα〉 obey the interface Schrödinger equation, i.e., it is
Ĥ|FSEα〉 = EFSEα |FSEα〉, with the Ĥ (see Eq. 6.4) under condition that Vopt(t) = 0.
Their energies EFSEα and the related expansion coefficients CLXm (α) = 〈LXm|FSEα〉 and
CCSm (α) = 〈CSma|FSEα〉 are determined by solving the respective eigenvalue problem2.
The latter two different types of expansion coefficients echo the character of the FSE.
When switching off the matrix elements VCTa in Ĥ, the bright FSEs of the interface
system would appear as the Frenkel excitons (FXs), which are intensively discussed in
Chap. 5 (see Eq. 5.7) and generally introduced in Sec. 2.3.4 (see Eq. 2.38). However,
by the action of VCTa , the FSEs now generally describe hybridizations of the FXs (or
LX states) and the CS states. A qualitative measure of the character of hybridization










This quantity varies between char(α) = −1.0 (i.e., 100% FX character) and char(α) =
1.0 (i.e., 100% CS character). In dependence on char(α), the direct optical excitation
implies population of CS states.
The computed energies, EFSEα , and the FSE characters, char(α), are displayed in
Fig. 6.3a (the essential part is magnified). With regard to the following discussion, it
was chosen to concentrate on a tenfold weaker hole transfer coupling of VHT = 0.02
eV for the beginning (see also Sec. 6.5.2).3 Against the ordinate, Fig. 6.3a shows the
positions of the different energy levels EFSEα . In order to illustrate the character of the
related |FSEα〉, the levels are positioned against the abcissa (and colored) according
to the computed values char(α), respectively. In the left part, a band of eigenstates of
almost pure (> 99.9 %) FX character can be clearly identified (green coloring). The
majority of the individual coupling values VCTa is very weak (see Fig. 6.2b). Conse-
2In practice, an approximate ansatz for its diagonalization was inevitable concerning the dimension-
ality of Ĥ with 125721x125721 elements. The here specially conceived technique for reduction of
the dimensionality is described in Appendix H.1.
3Please note that such coupling strength still represents typical π–stacked organic clusters [204].
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Figure 6.3.: Eigenstates of the 6P/ZnO model interface (VCT = 0.2 eV, VHT = 0.02
eV). Panel a: Excitation energy levels of the hybridized interface states.
The coloring and horizontal positioning of the levels represents their Frenkel
exciton (FX) and charge–separated (CS) state character, char(α) (see
Eq. 6.10 and indication). The frame magnifies the region with relevant
hybridization effects. Panel b: Full absorption profile of the interface (blue
line) and differential spectrum (dashed pink line with the scale factor). The
latter is obtained from the blue curve by removing the pure H–aggregate
contribution (obtained in case of VCT = 0 eV). The labels 1 to 6 mark the
six dominant hybridized states (for details, see the main text). Labels I and
II mark the two brightest states in the band. Letters A to D mark the four
photon energies ~ωL applied in the time–domain simulations presented in
Figs. 6.4–6.10.
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quently, the related EFSEα are still ordered according to the H–aggregate arrangement
of the 6P molecules (for comparison, see EFXα in Fig. 5.2b).
The vast majority of the FSEs levels up at the right part of Fig. 6.3a (blue coloring).
They are almost complete CS character. It can be recognized that only few FSEs
with apparently mixed character appear in the middle part of the abscissa. These
must be related to the individual larger values of |VCT | found beforehand as peaks in
Fig. 6.2b. Typically, the terminus charge transfer (CT) exciton is used in literature for
all such FSEs which hold both essential oscillator strength and CS character [15, 72].
While the CS character of a certain FSE can be directly identified from char(α), this
value contains no information about the actual oscillator strength of the incorporated
Frenkel exciton partition. Correspondingly, also FSEs of almost complete CS character
(i.e., with char(α) ≈ +1) can appear as charge transfer excitons, if the remaining FX
contributions bring with very high oscillator strength to represent a prominent CT
exciton. Equivalently, FSEs with equal shares of FXs and CS states (char(α) ≈ 0)
may not have the required oscillator strength. The proper picture on the oscillator
strengthes of the FSEs is obtained from the interface absorption spectrum.
6.4.2. Interface absorption coefficient
The absorption coefficient A(ω) provides a first impression on the response of the
interface system to an incident laser–pulse. By arranging the squared transition dipole




|dα|2δ(EFSEα − ~ω). (6.11)




CLXm (α)d6Pm eeg, (6.12)
which is based on the 6P transition dipole moment d6Pm , introduced in Sec. 6.2.4, and
the fact that all 6Ps have the same spatial orientation (given by the unit vector eeg).
When the stick spectrum is finally lifetime broadened, it represents the absorption
profile of the interface. The total interface absorption is given by the full blue line in
Fig. 6.3b (using a Gaussian broadening of 50 meV). Despite the CT coupling, it is still
dominated by Frenkel–like exciton formation within the 6P aggregate. As typical for H–
aggregates, the oscillator strength decreases strongly when going from higher to lower
energies. The energetically highest FX–like FSE marks the largest absorption peak (see
Roman label I in Figs. 6.3a and b). The second highest absorption peak results from
the energetically third highest FX–like FSE (see Roman label II). According to the H–
aggregate effect, bright and dark FX–like FSEs are energetically ordered in alternation.
Next, the differential spectrum ∆A is consulted in order to visualize only the contri-
bution of the CT excitons to the absorption. It is obtained when removing the pure FX
absorption (i.e., the spectrum for VCT = 0) from the full system absorption (i.e., the
full blue line in Fig. 6.3b). The remaining ∆A is exclusively subject to the generated
CT excitons. It is given in Fig. 6.3b by the dashed and pink colored line. (Please con-
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sider also the pink scaling factor of 10−2.) By the direct comparison, clear evidence is
given that the absorption of the CT excitons is about two orders of magnitude smaller
than the full absorption. Besides that general observation, a certain "rule of thumb"
concerning the energetic positions of the brightest CT excitons with respect to the full
interface absorption however cannot be figured out.
The ∆A essentially renders contributions of only six CT excitons. This is highly sur-
prising in view of the many ten thousands of interface states. Instead of few individual
states, one would intuitively anticipate a rather band–like structure. The reasoning for
the isolated appearance of the levels is complex. Basically, however, it can be under-
stood based on two arguments. Firstly, only these LX states and CS states are directly
coupled, which realize the hole and excitation, respectively, localized on the first 6P
(with m = 1; closest to the ZnO surface). All the remaining hybridizations between the
much greater number of LX and CS states must therefore be mediated additionally by
the action of the intermolecular couplings VHTm,m±1 and Jmn and hence appear as much
less pronounced. And secondly, only few of the VCTa themself reach values high enough
to efficiently couple states |CS1a〉 and |LX1〉 across the interface (see again Fig. 6.2b).
Altogether, the missing CT band structure can be explained.
Now, the six dominant CT excitons diserve some closer attention. They are indicated
by labels 1 to 6 in Figs. 6.3a and b. Accordingly, the spectral decomposition of the ∆A
(pink coloring) in Fig. 6.3b can be rather well realized. Turning to Figs. 6.3a, it can be
clearly seen that the FSEs 1 and 2 have FX character of about 99.9 % (see energy levels
on the very left side). In contrast to these two, the three highest lying states 4 to 6
represent CT excitons of more than 99 % CS character. However, despite the strong CS
character, they carry rather similar oscillator strength as the former two CT excitons
with labels 1 and 2 (see ∆A in Figs. 6.3b again). This observation can be explained
when taking additionally into account the above identified H–aggregate character of
the 6P stacking. In fact, the energetically lower FX–like states carry only very weak
oscillator strength by themself. Hence, even if the energetically lower FSEs (with
labels 1 and 2) have very strong FX character, they only contain contributions from
very weakly absorbing FXs. Vice versa, the CT excitons with labels 4 – 6 are mainly
attributed with the energetically higher and much brighter excitons of the formed H–
aggregate. However, in these cases the actually provided high oscillator strength is
effectively decreased by the much lower FX character of the CT excitons. The FSE
with the label 3 describes the brightest CT exciton. It still carries great shares of the
second brightest FX state and at the same time it is of very high CS character.
6.5. Photoinduced Charge Separation Kinetics
After considering time–independent properties in the foregoing sections, now the in-
terface kinetics are up for discussion. Only the direct simulation of the laser–pulse
excitation makes possible the proper comparison with state–of–the–art measurements
based on ultrafast pump–probe spectroscopy. The most simple description of the CS
kinetics could be based on rate equations (see, e.g., Ref. [192], but also the work on
interface EET provided in Chap. 5). The present investigation, however, is dedicated
to femtosecond laser–pulse excitations of the interface. This induces coherences in the
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system and therefore requires a reduced density matrix approach (for some general
aspects on that, see Sec. 3.3). In the present case, the direct application of the den-
sity matrix theory would be unpractical concerning the vast number of N = 120081
interface states. Instead, it should be the intention to utilize the stochastic Schrödinger




|Ψ(t)〉 = Ĥeff(t)|Ψ(t)〉. (6.13)
It is defined by an effective Hamiltonian, Ĥeff(t) = Ĥ(t) + F̂(t) + D̂(t). Besides the
interface Hamiltonian H(t) (see Eq. 6.4), the Heff(t) additionally account for dissipative
contributions (i.e., molecular vibrations and ZnO phonons). These enter via the time–
dependent stochastic force operator F̂(t) and the damping operator D̂(t). The time–








using the diabatic basis states of Eqs. 6.1–6.3 (now including the interface ground
state). Correspondingly, in total 120081 different time–dependent expansion coefficients
are introduced, according to CG(t) = 〈G|Ψ(t)〉, CLXm (t) = 〈LXm|Ψ(t)〉 and CCSma(t) =
〈CSma|Ψ(t)〉.
As explained in Chap. 1 and Sec. 4.1, solving Eq. 6.13 would then tremendously
lower computational costs in comparison with a direct density matrix calculation on
equivalent level of theory. Here, however, the response to a 100 fs laser–pulse excitation
is of interest and, regarding a desired time–scale below 1 ps, it is simply assumed
that dephasing and dissipation have only minor influence on the interface kinetics.
Consequently, the stochastic transfer model is limited to its coherent part. It means, the
time–dependent Schrödinger equation is stressed neglecting F̂(t) and D̂(t). Though of
preliminary character, this study already gives an important impression on the short–
time coherent dynamics. It shall be the aim of future studies to get an idea of the





|Ψ(t)〉 = Ĥ(t)|Ψ(t)〉, (6.15)
is solved instead of Eq. 6.13. It is solely based on Ĥ(t) given in Eq. 6.4. Initially, the
|Ψ(t = 0)〉 represent the interface ground state configuration (i.e., it is CG(0) = 1.0
and CLXm (0) = CCSma(0) = 0). When formally integrating Eq. 6.16, the wave packet
dynamics of the interface state arise as, cf. Eq. 3.2,








Details on its efficient numerical integration are provided in Appendix H.2.1. Based on
the simulation data, the probability to have the organic part in its excited state is then
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It collects the individual probabilities PX(m, t) = |CLXm (t)|2 of an excitation localized








which echos the probability that CS appears across the interface (i.e., the total popu-
lation of all CS states at time t). The latter can be further decomposed by introducing
PH(m, t) =
∑
a |CCSma(t)|2, the probability to measure an hole localized on the mth 6P
(independent on the electron localization). Accordingly, one immediately realizes that
it is PCS(t) =
∑
m PH(m, t). In similar way, PCS(t) can also be dissected more precisely
concerning the electron localization in the ZnO cluster. For this purpose, the Löwdin
AOs ζ(u)lu (with atomic index u, orbital index lu and atomic coordinates Ru) describe
an adequate basis set (see also Sec. 2.2.1 and Appendix G.3). Based on the AOs, the
excess electron in the CB–like states ψ̄a can be extreme accurately rendered within the
ZnO cluster. Making use of the expansion coefficients Cu,ul = 〈ζ
(u)
lu
|ψ̄a〉 (see Eq. 2.9;












PE(Ru, t) , (6.19)
The probability to find the electron on atom Ru (independent on hole and CB–like







6.5.1. Variation of laser–pulse excitation energy
For the beginning, the computational results on the net degree of excitation and CS
shall be discussed ignoring any information on its spatial distribution. The temporal
behaviors of PX(t) and PCS(t) (see Eqs. 6.17 and 6.18, respectively) are drawn versus
time in Fig. 6.4. Kinetics from four different cases of photon energy: ~ωL = 4.35 eV, 4.2
eV, 4.0 eV and 3.9 eV are given as indicated in the subpanels Fig. 6.4a–d, respectively.
While ~ωL is varied, the other laser–pulse parameters are kept constant as introduced in
Sec. 6.2.4. Besides, all four simulation runs were performed in continuation of Sec. 6.4
with the hole coupling of VHT = 0.02 eV and the CT coupling of VCT = 0.2 eV.
As depicted in Fig. 6.4d, the smallest value of PX(t) results from applying the photon
energy of ~ωL = 3.9 eV. Moving upwards with ~ωL = 4.35 eV, the values of PX(t)
become essentially larger (see Fig. 6.4a). At the same time, PCS(t) moves through a
maximum found at ~ωL = 4.2 eV (see Fig. 6.4b).
A detailed understanding of the kinetics is possible. In Secs. 6.4.1 and 6.4.2, the
interface absorption spectrum and the appearance of CT excitons are discussed elabo-
rately (see Fig. 6.3). Based on that, the dramatic difference of the maximum values of
PX(t) (when moving ~ωL from 4.35 to 3.9 eV) can be now directly explained with the
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Figure 6.4.: Time–evolution of the total 6P excited state population PX (solid green
lines, see Eq. 6.17) and the total probability of CS state formation PCS
(dashed blue lines, see Eq. 6.18) following laser–pulse excitation with dif-
ferent photon energies ~ωL (black lines, with pulse duration of 100 fs) and
applying VCT = 0.2 eV and VHT = 0.02 eV. The used ~ωL are displayed
in each panel as well as the different scale factors for PX and PCS (box in
the upper center).
pronounced H–aggregate character shown in Fig. 6.3b. (Please note that for the sake
of clarity the relevant regions of the four photon energies ~ωL = 4.35 eV, 4.2 eV, 4.0
eV and 3.9 eV are indicated by the capital Latin labels A–D in Fig. 6.3.) Furthermore,
hybridized states of very strong CS character are directly populated by exciting the
system with ~ωL = 4.35 eV. This is confirmed in Fig. 6.4a by an increase of PCS during
the laser–pulse and the subsequent oscillation behavior. This oscillation is attributed to
the pulsed femtosecond excitation. Different interface states with energies around ~ωL
are simultaneously excited according to the width of the spectral broadening inherent
to the ultrashort pulses (here, it is ~/τp ≈ 7 meV). By virtue of that, a wave packet is
formed and may move in CS state space.
The previous argumentation is footed on the picture of prompt CS via optical acti-
vation of CT excitons introduced in Chap. 1 (see Fig. 1.3c). Contrarily, a distinction
between optical excitation and CS process (see Fig. 1.3b) is more adequate when con-
sidering the kinetics obtained with ~ωL = 4.0 eV. They are given in Fig. 6.4c. In
this case, one may interpret the CS as a slower process resulting from the decay of an
initially formed FX. This reasoning is supported by the continuous increase of PCS(t)
during the simulation. The kinetics related to ~ωL = 3.9 eV are illustrated in Fig. 6.4d.
They show different features. A short but strong CS occurs simultaneously with a fast
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Figure 6.5.: Spatio–temporal evolution of the 6P excited state population PX(m, t) (see
Eq. 6.17) using VCT = 0.2 eV, VHT = 0.02 eV and each the indicated ~ωL
in panel a–d. (Continuous presentation with respect to the m–dependence
indicated at the 6P/ZnO interface system in the lower left). Panel d: Case
of ~ωL = 3.9 eV. Pink dash–dotted line points to the center of the 100 fs
laser–pulse. Highest population occurs within the green and cyan dashed
zones. The blue dashed arrows indicate exciton wave packet motion from
the top of the 6P stack to the ZnO interface at the bottom (for details, see
the main text).
but transient exciton formation. Afterwards, both populations stay rather constant.
This case is very interesting and shall be further inspected in detail below.
The pronounced CS efficiency in Fig. 6.4b is obtained when applying ~ωL = 4.2 eV. Its
appearance can be understood better when analyzing the spatially resolved probability
PX(m, t) (see Eq. 6.17). It is offered by the four contour plots in the Figs. 6.5a–d
(related to the Figs. 6.4a–d, respectively). For better illustration, they present each
interpolations of the data with discrete m–dependence. The color codes are separately
adapted to the respective minimum and maximum values. Both, the PX(m, t) from
~ωL = 4.35 eV and the one belonging to ~ωL = 4.2 eV display each sinusoidal patterns
of the exciton wave function (rendered in Figs. 6.5a and b, respectively). According
to the detailed discussion on the exciton formation in Sec. 5.3.1, such patterns are
suggested at this place. There stability, however, is somewhat astonishing. Initiated by
wave packet formation, one would actually expect the observation of exciton migration,
i.e., clear indications for EET among the 6Ps. This is presently not the case which is
due to the fact that, in this high–energy region, the laser–pulse of 100 fs duration is
still too long in order to sufficiently populate eigenstates with inherent shares of other
FXs. Indeed, a closer view on the energy level diagram in Fig. 6.3b testifies that the
highest as well as the third highest FX–like FSE lies very isolated. Because of that, the
FSE wave packets prepared in the range of ~ωL = 4.35 and 4.2 eV contain exclusively
exciton partition from the highest and third highest FX level, respectively, and so
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exciton migration remains off.
Concerning the case of ~ωL = 4.35 eV (see Figs. 6.4a and 6.5a), this explains: i) the
stable and high PX(m, t) in Fig. 6.5a, ii) the much weaker PCS in Fig. 6.4a, and iii)
the oscillating behavior of the PCS(t). Similarly, the stable exciton pattern in Fig. 6.4b
(with ~ωL = 4.2 eV) can be explained by the excitation of interface states which only
hold shares of the third highest FX. It is a special feature of this exciton, however, to
generate a significant localization of molecular excitation very close to the ZnO surface
(see Fig. 6.5b, green dashed area at index m = 1). Likewise "squeezed" localizations
are also enlightened and discussed in Chap. 5 (see Sec. 5.3.1). That close exciton
localization right at the ZnO surface greatly supports efficient hybridization of FX and
CS states which furthermore suggests that in the present case much more CS states are
involved in the kinetics. Indeed, the continuously increasing type of CS process give
evidence on that (see Fig. 6.4b). Finally, it is also plausible to observe the strongest
CS process under these conditions reminding that excitation with ~ωL = 4.2 eV goes
along with the second highest oscillator strength.
Contrarily to the latter two stable exciton localizations (from ~ωL = 4.2 and 4.35
eV), a superimposed exciton oscillation upon the entire 6P aggregate is monitored
in Fig. 6.5c when exciting with ~ωL = 4.0 eV. The spatially resolved continuous wave
packet migration confirms the above characterization of the kinetics as exciton diffusion
and subsequent decay (see again Fig. 6.4c). This reasoning is also valid in the case of
~ωL = 3.9 eV. By analysing Fig. 6.5d, it is now possible to resolve a short–term initial
localization of the excitation on the first and last 6P molecule (see the green and cyan
dashed areas, respectively). The excitation close to the surface (green dashed area)
leads to the rapid CS and explains the initial steplike increase of the PCS(t) monitored
in Fig. 6.4d. After the laser–pulse, the 6P excitation diminishes. The localization
of the remaining excitation clearly signifies wave packet migration that origins from
the end of the stacking (blue dashed arrows in Fig. 6.5d). Minor fluctuations of both
populations PCS(t) and PX(t) in Fig. 6.4d at around 600 and 800 fs coincides with the
approaching and reflection of the exciton wave packet at the ZnO surface (the lower
margin of Fig. 6.5d) with partial CS state formation.
6.5.2. Variation of hole transfer coupling
For photovoltaic devices, it is of fundamental importance that the electron and hole
move away from the interface. It follows a detailed study on the spatial distribution
of the created electron and hole. The probability PH(m, t) to find the hole at the
mth 6P (see Eq. 6.18) is analysed for the four computed kinetics with different ~ωL.
Throughout all four simulations, it is found that the hole stays completely localized
at the interface (not shown). This distinct localization reflects the weak hole transfer
coupling of VHT = 0.02 eV. As discussed in Sec. 6.2.2 (see particularly Fig. 6.1e), the
energy levels of the hole localized on neighbored 6P molecules close to the surface are
rather off–resonant. These energy gaps are too large for efficient hole delocalization or
coherent transport (i.e., it is |ECS1a − ECS2a |  VHT) and the hole stays trapped at the
interface.
Such strict hole trapping is not observed when the simulations are based on the hole
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Figure 6.6.: Spatio–temporal evolution of the hole population PH(m, t) (see Eq. 6.18)
using VCT = 0.2 eV, VHT = 0.2 eV and each the indicated ~ωL in panel
a–d. The yellow dashed line gives the center of the 100 fs laser pulse.
Cyan rectangular and green oval dashed zones mark direct CS processes
and more diffusive hole motion, respectively. White dashed lines point to
the time–steps displayed in Fig. 6.7 concerning the electron localization
(for details, see the main text).
coupling of VHT = 0.2 eV. The related PH(m, t) (see Eq. 6.18) are displayed in the
Figs. 6.6. As in Sec. 6.5.1, four simulation runs were executed under variation of the
photon energy ~ωL (see indication in each panel of Fig. 6.6). For better illustration,
again a continuous presentation in the fashion of Fig. 6.5 is chosen. With the increased
coupling, now the hole is able to overcome much better the discussed off–resonances.
The obtained hole delocalization can be understood as CS states with holes which are
more scattered apart from the interface. All PH(m, t) in Fig. 6.6 reveal sinusoidal pat-
terns occurring upon all 20 molecules. However, the localizations are still pronounced
in the vicinity of the interface (white area at m < 4). For instance, the data resulting
from ~ωL = 3.9 eV are given in Fig. 6.6d. In response to the laser–pulse (centered at
150 fs), a specific hole distribution can be identified which is immediately delocalized
over all 20 6P molecules (marked by the cyan squared zone). Its incident appearence
gives evidence of the direct excitation of CS states. For later times the delocalization is
further enhanced. Slower and more diffusive hole migration accompanies by evacuating
the region close to the interface (starting after 500 fs; marked by the green oval ellipse).
The above described hole migration can be confronted with the motion of the oppo-
nent excess electron in the ZnO cluster. This shall be demonstrated examplarily for
the two case of ~ωL = 4.35 and 3.9 eV. For spatial analysis of the electron motion,
the Figs. 6.7a and b visualize the PE(Ru, t) via side views on the ZnO cluster. As
introduced in Eq. 6.20, the PE(Ru, t) reflects the probabilty to have the excess electron
at atomic position Ru in the ZnO cluster. The electron distributions are depicted for
time–frames of t = 75 fs, 150 fs and 800 fs, respectively. Very fast initial redistribution
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Figure 6.7.: Spatio–temporal evolution of the electron population in the ZnO cluster,
PE(R, t) (see Eq. 6.20). Panel a: Electron delocalization upon the Zn and
O atoms at three different time–steps related to the hole dynamics shown
in Fig. 6.6a (front view on the cluster, see also the interface sketch in the
lower left corner of Fig. 6.6). Panel b: Similar visualization of PE(R, t)
related to the hole dynamics shown in Fig. 6.6d (for details, see the main
text).
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from the primary acceptor region (introduced in Sec. 6.3, cf. Fig. 6.2a) was uncovered
in all cases within less than 50 fs (not shown). This is due to the universally strong
interatomic transfer coupling between the atoms in the ZnO cluster. After this initial
phase, however, the electron shows very unspecific behavior. For instance, deep elec-
tron injection into the bulk region appears when using ~ωL = 4.35 eV (see Fig. 6.7a).
Until 800 fs, a stable electron accumulation at the "bottom" of the cluster takes place.
Contrarily to that, the electron stays in the top layers of the ZnO cluster during the
entire kinetics with photon energy ~ωL = 3.9 eV (see Fig. 6.7b).
The previous argumentation must be carefully reviewed when introducing long–term
dissipative effects in the interface model. According to the particular potential energy
gradient discussed in Sec. 6.2.2 (see Fig. 6.1e), on one side, hole relaxation processes
would obviously accelerate the hole evacuation from the interface. On the other side,
however, ZnO materials are well–known for unoccupied surface states which lie ener-
getically close to the CB edge. Due to dissipative, now also electron relaxation to the
CB edge would happen. It manifests in terms of critical accumulation of the injected
electron at the ZnO surface instead of the actually aspired delocalization into more
"deeper" ZnO bulk regions. This problematic of ZnO is a well–known issue of recent
concern [94, 66, 34]. The topic is recaptured in Chap. 7, when simulation studies on
dissipative hole motion the hole at the 6P/ZnO interface are presented.
6.6. Effects of Static Energetic Disorder
In the foregoing sections, the interface system is set up with regularly arranged 6P
molecules. In order to relax this idealized picture, the effect of energetic disorder on the
CS kinetics is investigated in what follows. As discussed in Sec. 6.1, in this way a rough
initial impression on the inclusion of vibronic effects is provided and the "robustness"
of the interface kinetics against minor changes of the system can be probed.
Static fluctuations of the energy terms shall be introduced as ∆εLXm and ∆εCSma. Both
types are substituted into the Ĥ(t) (see Eq. 6.4) according to,
ELXm → ELXm + ∆εLXm (6.20)
and
ECSma → ECSma + ∆εCSma. (6.21)
To keep things simple, all fluctuations are randomly generated from the same Gaussian
probability distribution with zero mean and σ = 30 meV. The latter choice was taken as
a reasonable value. It is somewhat larger than thermal energy at room temperature and
in the range of the value introduced in the study on EET in Sec. 5.5.2. Then, disorder
attributed solutions |Ψw(t)〉 of the Schrödinger equation 6.16 were computed. The
subindex w is utilized to label the individual solutions. Ensemble averaged population
kinetics corresponding to Eqs. 6.17 and 6.18 follow from a number of W different
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respectively. The averaged kinetics of P̄X and P̄CS are given in the right column of
Fig. 6.8 (Roman subfigure index i–iv). The data from the regular system (overtaken
from Fig. 6.4) is presented in the left column (Latin subfigure index a–d). In practice,
W = 500 different simulation runs were computed to achieve well–converged results.
The comparison of the disorder attributed P̄X(t) and P̄CS(t) with the PX(t) and
PCS(t) uncovers moderate changes. Most evident, the P̄X(t) and P̄CS(t) appear smoother.
Due to the averaging, the oscillations discussed in Sec. 6.5 as an essential indication for
coherent wave function propagation are not recovered in Figs. 6.8i–iv. Furthermore, the
disorder–attributed kinetics from ~ωL = 4.35 eV and ~ωL = 4.2 eV (shown in Figs. 6.8i
and ii) show decreased maximum values of the excited state population with respect
to the related non–averaged kinetics in Figs. 6.8a and b, respectively (i.e., with both
photon energies it is P̄maxX < PmaxX ). Also this finding could be very well explained. In
fact, the ~ωL are defined in Sec. 6.5 as rather resonant with the two brightest FX–like
FSEs. On average, now the random energy shifts result in a somewhat detuned optical
excitation. In both cases of very isolated FX–like FSEs (see again the level scheme
in Fig. 6.3a), the missing resonance explains the overall reduced excitation. As an
evidence for this, very equivalent ratios of P̄maxX /PmaxX = 1/2.5 and 1/2.7 are obtained
for ~ωL = 4.35 eV and 4.2 eV, respectively. In cases of low–energy region of the band
(i.e., when using photon energies ~ωL = 4.0 eV and 3.9 eV), the FX–like FSEs lie much
denser (in particular, when applying ~ωL = 3.9 eV). There, a detunded optical excita-
tion has not the same effect. In the case of ~ωL = 4.0 eV, very similar maximum values
of excited state populations are obtained (i.e., P̄maxX /PmaxX ≈ 1.0 and when applying
~ωL = 3.9 eV, the disorder–averaged kinetics show even vice versa enhanced excited
state populations (i.e., P̄maxX /PmaxX = 2.8).
The relative CS efficiency can be concerned in terms of the relation ηCS = PmaxCS /PmaxX .
Its ensemble averaged version follows as η̄CS = P̄maxCS /P̄maxX . Only minor quantitative
differences result for the three cases of ~ωL = 3.9 eV, 4.0 eV and 4.2 eV. However, a
uniform trend could not be realized. Instead, the relative CS efficiency η̄CS increases for
~ωL = 4.35 eV by one order of magnitude (η̄CS/ηCS = 11.2). Though the disorder leads
to off–resonant excitation, in this energetic region, it strongly enhances the efficiency
of the CS process on average.
Finally, the disorder–attributed and averaged P̄X is reconsidered in spatio–temporal
resolution. The Figs. 6.9a–d illustrate the averaged kinetics resulting from the four
photon energies. Very similar excitonic patterns for the two cases of ~ωL = 4.35 eV
and 4.2 eV are realized in direct comparison with the earlier results from the regular
system provided in Figs. 6.5a and b. As discussed above in Sec. 6.4, the upper FX levels
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Figure 6.8.: Effect of energetic disorder on the time–evolution of the total 6P excited
state (LX) and charge–separated (CS) state populations. Panel a-d: Pop-
ulation kinetics of PX(t) (green solid line, cf. Eq. 6.17) and PCS(t) (blue
dashed line, cf. Eq. 6.18). The latter data is overtaken from Fig. 6.4. The
applied photon energies are each indicated. Panel i-iv: Respective popu-
lation kinetics of P̄X(t) (yellow solid line, cf. Eq. 6.22) and P̄CS(t) (purple
dashed line, cf. Eq. 6.23), averaged with respect to disorder (note again the
scale factors to get the correct values).
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Figure 6.9.: Effect of energetic disorder on the spatio–temporal evolution of the 6P
excited state population. The averaged kinetics P̄X(m, t) are visualized
based on the same parametrization as applied in Fig. 6.5 (there without
disorder). Panel a-d: Applied photon energies ωL correspond to Fig. 6.5a-
d, respectively (see indication).
are energetically very isolated (see again Fig. 6.3b) and the applied fluctuations are too
small to mix contributions of several FXs into P̄X(m, t). These findings agree very well
with the discussion in Sec. 6.5. Clear distinctions are visible when studying P̄X(m, t)
for ωL = 4.0 eV and 3.9 eV, instead. Therefore, the Fig. 6.9c and Fig. 6.9d must be
compared with Fig. 6.5c and Fig. 6.5d, respectively. In this lower energetic region, the
FX band is essentially more dense and by means of the energetic fluctuations many
different FXs come into range of the laser–pulse. The absence of the typical patterns of
exciton wave packet motion is not surprising. They are superimposed and compensated
due to the ensemble averaging.
6.7. Kinetics from Prepared Initial States
In literature, the explicit treatment of the excitation by means of direct laser–pulse
simulation is commonly avoided (see, e.g., Refs. [92, 84, 34]). Instead, it is more likely
to start simulations directly from certain localized excited state. Here, this would
mean introducing a certain formal ansatz for the initial state wave function Ψ(t = 0)
according to a set of CLXm (t = 0) 6= 0 (see Eq. 6.14). In what follows, the populations,
PX and PCS, as well as the disorder affected populations, P̄LX and P̄CS, obtained from
accurate laser–pulse treatment (see Fig. 6.9) are compared with related data from five
different simplified excited state ansatzes.
Four FX states of the 6P aggregate |Φ̄α〉 (with the FX index α, cf. Eq. 2.31 were
selected for initial interface state ansatzes, according to |Ψ(t = 0)〉 = |Φ̄α〉 ⊗ |Ψ0〉,
with the ZnO cluster in the ground state |Ψ0〉 (see Sec. 6.2.1). To ensures a "fair"
comparisons with the laser–pulse induced kinetics, the four states |Φ̄α〉 were particularly
chosen regarding energetic compatibility to the four photon energy ωL. These were:
i) the |Φ̄1〉 with energy of E1 = 4.357 eV (corresponding to ωL = 4.35 eV), ii) the
|Φ̄3〉 with energy of E3 = 4.192 eV (corresponding to ωL = 4.2 eV), iii) the |Φ̄8〉 with
energy of E8 = 4.010 eV (corresponding to ωL = 4.0 eV), and iv) the state |Φ̄19〉 with
energy of E19 = 3.900 eV (corresponding to ωL = 3.9 eV). A fifth simulation run was
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executed starting with the state |Ψ(t = 0)〉 = |LXm=1〉 = |Φ̄e1〉 ⊗ |Ψ0〉 (i.e., with an
initial molecular 6P excitation directly attached to the ZnO cluster, cf. Eq. 6.2). In
particular, the latter localized excitation is easily prepared and describes a very popular
initial configuration in literature [84].
The Figs. 6.10a–d show the time–evolution of the populations PX(t) and PCS(t) for
the single wave function kinetics, which follow from applying the four different |Φ̄α〉
with α ∈ {1, 3, 8, 19}, respectively. In Fig. 6.10e, the fifth simulation run with the
initially localized excitation |Ψ(t = 0)〉 is given. In general, more structured curves
result for all kinetics when comparing the data with the ones from direct laser–pulse
simulations offered before in Fig. 6.8a–d. The prepared states, |Ψ(0)〉, may contain
(energetically) rather different terms, because they are prepared as eigenstates (or
molecular excitations) of the 6P aggregate. They expose a less smooth time–dependence
than a wave packet, which is directly formed via laser–pulse excitation and contrarily
contains only terms from a small energetic range.
The highest exciton level E1 is energetically equivalent with laser–pulse excitation at
~ωL = 4.35 eV. Both related kinetics are shown in the Figs. 6.8a and 6.10a, respectively.
Interestingly, in both cases the PCS(t) describes an oscillation of about 600 fs. The CS
efficency can be compared again in terms of the ratio PmaxCS /PmaxX . It reaches a value
of about 1/140 in the case of optical excitation and the value of about 1/80 with
|Ψ(t = 0)〉 = |Φ̄1〉 ⊗ |Ψ0〉. With that, an overestimation of the CS process by a factor
of 1.8 is detected for the initial FX.
However, this conclusion cannot be generalized straightly. In fact, better agreement
appears between the simulations with ~ωL = 4.2 eV (see Fig. 6.8b) and the kinetics
starting from |Ψ(t = 0)〉 = |Φ̄3〉 ⊗ |Ψ0〉 (shown in Fig. 6.10b). Also the results from
|Ψ(0)〉 = |LXm=1〉 (see Fig. 6.10e) shows rather well comparison with ~ωL = 4.2 eV –
even though high frequent oscillations occur throughout the monitored time–span. In
all three cases, the ratios ηCS = PmaxCS /PmaxX were found to be in very good agreement.
After simulation time of 1000 fs, the ηCS is only slightly overestimated by factors of
1.3 and 1.2 when preparing the FX and localized excitation, respectively. Regarding
the time–delay of the laser–induced excitation of about 200 fs with respect to the two
excited state ansatzes, the latter two factors must be interpreted as a good agreement.
The good matches are reasonable in both cases, because the laser–pulse of ~ωL = 4.2
eV itself induces a CS process which basically originates from a stable localization of
molecular excitation right in front of the ZnO surface (see discussion in Sec. 6.5).
The latter conformity deteriorates critically when changing to ~ωL = 4.0 eV and
in particular to ~ωL = 3.9 eV. With equivalent energies, the states |Ψ(t = 0)〉 =
|Φ̄8〉 ⊗ |Ψ0〉 and |Ψ(t = 0)〉 = |Φ̄19〉 ⊗ |Ψ0〉 are prepared, respectively. Now, the focus is
on lower regions of the FXs where the band becomes essentially denser. According to
the discussion in Sec. 6.5, this leads to more sophisticated kinetics induced by laser–
pulse excitations and clear destinctions to the prepared kinetics can be expected. The
earlier kinetics with ~ωL = 4.0 eV and ~ωL = 3.9 eV gave ratios PmaxCS /PmaxX of about
1/3 (see Figs. 6.8c) and 1/10 (see Figs. 6.8d), respectively. And indeed, essentially
different values of about 1/8 and 1/220 were computed for the simulations with the
ansatzes |Ψ(t = 0)〉 = |Φ̄8〉 ⊗ |Ψ0〉 and |Ψ(t = 0)〉 = |Φ̄19〉 ⊗ |Ψ0〉, respectively (see
Figs. 6.10c and d). The latter means a remarkable underestimation of the CS process
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Figure 6.10.: Time–evolution of the total 6P excited state (LX) and the total charge–
separated (CS) state population. Comparison is drawn between kinetics
which start from different initial excited state ansatzes |Ψ(0)〉 (i.e., with-
out optical excitation; see pink colored formula). Panel a–e: PX(t) (green
solid lines, cf. Eq. 6.17) and PCS(t) (blue dashed lines, cf. Eq. 6.18). Panel
i–v: Related disorder averaged P̄X(t) (yellow solid lines, cf. Eq. 6.22) and
P̄CS(t) (purple dashed lines, cf. Eq. 6.23). Introduced interface states
|Ψ(0)〉 with FX of the 6P aggregate: 1st FX (i.e., |Ψ(0)〉 = |Φ̄1〉 ⊗ |Ψ0〉)
with energy 4.357 eV, 3rd FX (|Φ̄3〉 ⊗ |Ψ0〉) with energy of 4.192 eV, 8th
FX (|Φ̄8〉 ⊗ |Ψ0〉) with energy of 4.01 eV and 19th FX (|Φ̄19〉 ⊗ |Ψ0〉)
with energy of 3.90 eV. The fifth initial state (|Φ̄e1〈⊗|Ψ0〉) describes the
molecular excitation 6P*m=1 (i.e., |Ψ(0)〉 = |LX1〉).
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by more than one order of magnitude.
Together, the discussed results prove that kinetics with excited state ansatzes can be
very inaccurate. Only under very certain conditions, artificially prepared coherent wave
function dynamics aggree sufficiently well with the more involving dynamics based on
direct laser–pulse treatment. In general, even stringer disagreement must be anticipated
for even shorter pulse durations.
The inclusion of vibronic effects in the interface model would lead to dephasing and
relaxation processes. In general, the latter can be expected to depress the coherent
character of the above kinetics. These would then be less sensitive to particular wave
packet formations and, in principle, the simulations with initial excited state ansatzes
should perform better (although the interface model becomes even more complex with
dissipative interaction). A final comparative study was executed in order to give a
first impression on that. It concerns the disorder affected population kinetics, P̄X and
P̄CS, discussed in Sec. 6.6. The same Gaussian disorder and averaging procedures were
applied on the kinetics starting from the excited states ansatzes. The averaged kinetics
P̄X and P̄CS obtained with the five initial ansatzes are depicted in the Figs. 6.10i–
v. They stand in comparison with the laser–pulse induced veraged kinetics shown in
Fig. 6.8a–d. As suggested, better agreements are now observed for all types of initial
ansatzes. The rapid oscillation are smoothed by means of the averaging and the kinetics
become less sensitive to the exact energetic position of the initial state. Of course,
the laser–pulse action still populates an energetically distinct wave packet of interface
eigenstates. However, this effect influences less critically the averaged kinetics.
Especially when preparing the energetically upper initial states, i.e., applying either
|Ψ(t = 0)〉 = |Φ̄1〉 ⊗ |Ψ0〉 or |Ψ(t = 0)〉 = |Φ̄3〉 ⊗ |Ψ0〉 (see Figs. 6.10i and ii) leads
to very good agreement with the P̄X and P̄CS from laser excitations with ~ωL = 4.35
and ~ωL = 4.2 eV in Figs. 6.8a and b, respectively. Beyond the initial laser–pulse
excitation phase of about 200 fs, both prepared kinetics show remarkable identical
population dynamics. Respectively, the computed CS efficiencies ηCS from the ansatzes
|Φ̄1〉 and |Φ̄3〉 coincide very well within 1 % and 5 % deviation from the reference
values from laser–pulse treatment. Nevertheless, as above the comparison of laser–
pulse and ansatz–based kinetics worsens in the cases of |Ψ(t = 0)〉 = |Φ̄8〉 ⊗ |Ψ0〉 and
|Ψ(t = 0)〉 = |Φ̄19〉⊗|Ψ0〉 (see Figs. 6.10iii and iv against Figs. 6.8c and d). The P̄X and
P̄CS still show clear influence of the particular initial ansatzes – although the results
are improved with respect to the coherent single wave function dynamics.
Finally, the P̄X and P̄CS from the fifth ansatz with the prominent molecular excitation
|Ψ(0)〉 = |LXm=1〉 are depicted in Fig. 6.10v. The smoothed averaged kinetics unveils
a very rapid CS process within the first 20 fs. A likewise abrupt initial process was
not observed before in P̄X (for any photon energy or FX ansatz). It clearly manifests
a wrong impression on the initial fs–kinetics at the interface and pronounces a critical
feature of that one very frequently applied localized excitation ansatz. Especially, this
latter observed disagreement represents an important result of general relevance.
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6.8. Summary and Concluding Remarks
Photoinduced charge separation (CS) kinetics across a para–sexiphenyl (6P)/ZnO hy-
brid interface are investigated. An atomistic interface system is modeled based on
parametrization from different ab–initio methods and semi–empirical approaches. It
takes into consideration an outstanding number of more than 125000 electronic inter-
face states. First, the available charge transfer excitons are analyzed in detail by a sep-
arate calculation of the interface absorption coefficient. Its inspection allows unraveling
the optically addressable states and to judge the subsequent wave packet formation.
Then, coherent wave packet kinetics are present. They are achieved by solving the
time–dependent Schrödinger equation including laser–pulse excitations of femtosecond
duration.
As a main finding, it is demonstrated that excitations in various energetic regions
generally result in very different femtosecond kinetics. In particular, the participation
of hybridized charge transfer exciton, which can be directly addressed by laser–pulses,
as well as the formation of CS states via decay of Frenkel exciton (FX) wave packets
at the interface are uncovered. Likewise complex interplays between FXs, with differ-
ent energies and oscillator strengthes, and a huge number of CS states must also be
generally anticipated at other molecule/semiconductor interfaces. The most efficient
CS process originates here from the formation of a stable FX which realizes prominent
molecular excitations close to the interface and at the same time provides sufficient
oscillator strength. It was found that electron migration away from the interface is
possible. However, within all executed simulation scenarios the hole stayed rather close
to the interface.
It was another key challenge to demonstrate that simulations on photoinduced CS
kinetics at the hybrid interface should be more carefully considered concerning the
optical excitation process. As testified, only its direct inclusion can guarantee that the
correct interface states are addressed. This is clearly shown here in direct comparson
with results from different initial excited state ansatzes. It is a general feature of
all organic/inorganic interface that the inorganic part offers an enormous number of
conduction band–like states. If those contribute in the wrong way, as it is the case under
condition that an initial state is constructed by an expansion of pure FXs (or single
molecular excitations) in the interface eigenstates, very misleading data concerning the
CS must be anticipated.
Finally, it is discussed that additional accounting for energetic disorder is only of
minor influence on the laser–pulse induced wave packet dynamics. However, the com-
putations give message on partly better performance of initial ansatzes when ensemble
averaged. Thereby, less critical disparity of the ensemble averaged data is found for
ansatzes of the energetically upper FXs. In the lower band region, still very inaccurate
data are obtained with the initial ansatzes.
Together with the simulations executed in Chap. 5, the presented discussion en-
lightens the fundamental aspects of the hybrid para–sexiphenyl/ZnO interface. The
occuring optoelectronic processes are explained in a very detailed picture. In direct
comparison, the mechanism of CS appears somewhat faster than the direct FX decay
via excitation energy transfer from the 6P aggregate to the ZnO cluster.
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Special emphasis is recently put on the investigations of charge separation kinetics
at a diversity of organic/inorganic interface structures. Especially the process of free
charge carrier generation is a hot topic. In this chapter, dissipative hole migration
after a fast charge separation mechanism at the para–sexiphenyl (6P)/ZnO interface is
studied. Parts of the following study were published in Refs. [140] and [205].
It is the intention to generally clarify whether the generated hole in the 6P aggregate
can move away from an opponently created electron at the 6P surface. While the very
initial interface kinetics are studied in Chap. 6, this process essentially takes place on
the picosecond time–scale. The central issues is thereby the mutual Coulomb attrac-
tion between both charges. The presented simulations concentrate on the influence of
dissipation on the moving hole. The opponent excess electron is immobilized at the
surface of the ZnO slab. In fact, fast trapping of injected electrons is a typical finding
at ZnO surfaces. Here, several simulations are prepared starting each from different
characteristic electron and hole configurations.
The here employed interface model describes a huge film–like assembly of 2553
molecules standing upright on a macroscopic ZnO surface. A combination of differ-
ent theories allows parameterizing an interface model which is both very realistic and
extremely cheap. On one side, the intermolecular hole transfer integrals and the atomic
partial charges for the molecular hole are determined on the DFT level. On the other
side, atomic partial charges for the immobilized electron are introduced phenomenolog-
ically and the remaining neutral parts of the interface are taken into consideration via
a polarizable continuum ansatz. The special formulation of the latter is the key point of
the entire interface model. By its mean, the total interaction energy of the moving hole
appears as a single electron–hole Coulomb term attributed with a constant screening
factor.
The designed hole transfer system is then coupled to a bath of intramolecular vi-
brational modes. Non–Markovian open system dynamics are performed. The executed
simulations are pioneering and incorporate an outstanding number of states. The own
stochastic Schrödinger equation technique is demonstrated as a powerful instrument in
application to systems of thousand states and more. Hole migration at room temper-
ature are directly compared with related coherent wave packet motion of the hole at
the interface. Their confrontation illustrates impressively the dominant character of
dissipative effects when going beyond propagation times of 1 ps. The presented simu-
lations provide further important insights into the 6P/ZnO interface considered as a
photovoltaic material.
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7.1. Background and Motivation
The development of organic/organic (i.e., bulk hetero junctions) and organic/inorganic
hybrid materials for optoelectonics goes on in a continuous process of searching and
understanding. Todays achievements are the result of yesterdays research and vice versa
stimulate tomorrows research again. Especially the processes of charge separation (CS)
up to free charge carrier generation find huge experimental interest concerning bulk
hetero junctions [73, 97, 29] and extended molecular layer/semiconductor interfaces
[1, 15, 14, 183] (for details, see also Sec. 6.1). Thereby, the two sub processes of i)
charge transfer exciton formation, and ii) its dissociation into an electron and a hole
(separated to both sides of the interface) are of central importance.
Besides measurements, meanwhile a huge number of computer simulations were per-
formed on CS and the generation of free charge carriers in different types of bulk hetero
junctions [81, 85, 206, 83, 84, 98, 207, 99, 192]. These works resulted from a diversity of
methodologies and simulation techniques. The additional incorporation of the complex
interaction with vibrational dynamics became possible, e.g., based on master equation
approaches and rate models [81, 85, 206, 82, 99], by using multi–configuration time–
dependent Hartree technique [83, 84, 98] or by nonadiabatic Ehrenfest dynamics [207].
Together these works pose the question about the best way of treating the underlying
quantum dynamics in nanoscopic molecular/semiconductor interfaces. As discussed in
Chap. 1, the mixing of organic and semiconductor components gives rise to challenging
conceptual issues and the related computational approaches become highly demand-
ing. Moreover, the number of relevant electronic states at such interfaces increases
dramatically when turning to nanoscale structures and common ansatzes for vibronic
quantum dynamics are generally very inefficient. Accordingly, most time–domain simu-
lations to date concentrate on hybrid interfaces which can be approximately treated in
terms of small periodic simulation cells and so approached with the method of ab–initio
nonadiabatic molecular dynamics (see, e.g., Refs. [208, 34] and Chap. 1).
In order to describe dynamics including vibrational effects in finite and more expan-
sive systems (with thousands of states), it needs for other techniques. Lately, Zhao et
al. [49, 50, 51] suggested an alternative very promising approach based on a quantum
state diffusion method. They described hot exciton relaxation [51] and charge carrier
migration [49, 50] in a chain–like 1D molecular system of intermediate size. By that, it
was demonstrated that with the quantum state diffusion method, in principle, dissipa-
tive quantum dynamics upon more than 100 states can be mastered. Motivated by these
very promising findings, an own technique of the quantum state diffusion for large–scale
application is specially developed in the framework of this thesis. Its basics and the
implementation based on a non–Markovian stochastic Schrödinger equation (SSE) is
explained in Chap. 4. Now, the power of the developed algorithm is demonstrated in
direct application.
The present work joins the studies on the 6P/ZnO interface [68, 64] concerning
excitation energy transfer (see Fig. 1.3a) and photo–induced CS kinetics (see Fig. 1.3b
and c) discussed in Chaps. 5 and 6, respectively. As sketched in Fig. 1.3b and c,
the CS process at the 6P/ZnO interface takes place in form of electron injection from
excited 6P molecules across the interface into the ZnO substrate. It leaves behind a
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hole charge in the 6P aggregate. This chapter is devoted to the subsequent long–term
process of Coulomb–correlated electron and hole motion. Thereby, a very realistic
type of 6P system architecture is employed. Directly inspired by recent TEM imagings
[63, 68, 64, 65], it describes a monolayer of upright standing 6Ps which are assembled in
a herringbone lattice (see also Fig. 1.2c), here consisting of a number of 2553 molecules.
In Chap. 6, an uniform model for simultaneous electron and hole motion at a 6P/ZnO
interface is introduced. It is demonstrated that the total number of states (i.e., the
product Ne×Nh, where Ne and Nh are the numbers of possible electron and hole states,
respectively) becomes truely vast when nanoscale systems are considered. This applies
in particular in cases of semiconductor structure where usually Ne is already very large
(see Sec. 6.2). In Chap. 6, the particular focus is on ultrafast coherent kinetics and
many ten thousands of states can be handled. Now, picosecond dynamics are aspired
and the inclusion of dissipative effects is the top priority. For this purpose, an uniform
model is very inappropriate. Instead, the emphasis is put here directly on scenarios of
ultrafast initial electron injections and subsequent electron immobilization at the ZnO
interface. This type of "electron trapping" mechanism is a well–known phenomenon of
ZnO substrates [34, 70]. (A likewise stable electron accumulation, e.g., is also monitored
in Chap. 6 on the time–scale below 100 fs, cf. Fig. 6.7b). Here, it means a welcome
computational advantage. Indeed, due to the immobilization, the electron plays not an
active role on the picosecond time–scale, so it can be approximately incorporated by
means of phenomenological initial state ansatzes. Only the much slower evolution of
the hole (step 4 in Fig. 1.3b) has to be simulated.
In terms of Coulomb interaction, the hole feels attracted to the opponent electron.
The latter is rendered phenomenologically by a static and somewhat delocalized 3d
Gaussian distributed (−1e totally charges) density. It is expected that this "underly-
ing" potential energy surface characterizes basically the dissipative migration behavior
of the hole within the 6P layer [84, 82, 73, 97, 207]. For computing site–dependent
hole energies, atomic centered partial charges are introduced for the hole on a 6P
molecule and for the electron charge density at the ZnO surface. While the former can
be straightly obtained from standard DFT methods, the latter are part of the phe-
nomenological electron ansatz. Besides the direct interaction energy between electron
and hole, also the distinct interface surrounding of the two charge distributions must
be modeled. Thereby, it is the intention to circumvent a single–particle treatment of
the macroscopic ZnO substrate, which would be much too expansive (even based on
a semi–empirical DFTB treatment as applied in Chaps. 5 and 6). Therefore, a po-
larizable continuum model is introduced at this place. It is specially developed as an
essential part of this work. Accordingly, the concrete atomistic surrounding of the
electron and hole is "smeared" to two dielectric half spaces extending to both sides of
the interface. The atomistic picture of the hole and electron is kept while the entire
surrounding can be condensed into a constant analytic screening factor. This combi-
nation of methodologies makes possible an extremely large–scale but still very realistic
transfer model.
The hole transfer system is then simulated as an open quantum system coupled to
a heat bath. Here, the 6P molecules are packed rather stiff in a herringbone structure
and only intramolecular vibrational modes are incorporated in the bath model. The
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simulations are started from different initial electron and hole positionings. In a first
scenario, the electronic density is placed adjacent to the 6P molecule which initially
hosts the hole. A second and third simulation run starts from rather remote electron and
hole constellation with positions shifted along perpendicular directions, respectively.
Such remote constellations would result when the fast electron trapping is accompanied
with lateral movement.
The presented non–Markovian hole dynamics contains all 2553 molecules of the layer.
They are of pioneering character and demonstrate the great efficiency of the own de-
veloped stochastic Schrödinger equation technique. So far, comparable simulations of
picosecond dynamics with non–Markovian memory effects have been limited to systems
of several ten states up to N = 150 (see, e.g., Refs. [51, 52]). Vice versa, simulations
of likewise gigantic systems (and even larger) have been found in literature only in
application of less comprehensive ansatzes. For instance in Ref. [54], Aspuru-Guzik
et al. reported on exciton transfer in gigantic chromophore complexes based on the
Kubo–Anderson model. In contrast to the present approach, this method can only
account for classical Markovian type of system–bath interaction. Moreover, the very
basic model of Haken, Strobl and Reinecker [195, 196] has been employed a lot (see,
e.g., Refs. [197, 209, 54]). Even more limited, the latter only describes dephasing while
dissipative effects are completely excluded. Alternative and very popular wave function
based schemes are the Ehrenfest dynamics or the Monte–Carlo wave function approach.
The former incorporates nuclear vibrations in terms of classical equations of motion. It
was for instance applied in Ref. [55] to a supramolecular complex with 450 molecular
states. The Monte–Carlo wave function method basically unravels dissipative Marko-
vian kinetics of Lindblad–type and was used, e.g., in Ref. [53] for simulations with
about 2600 states.
Thanks to the computationally cheap methodology, comprehensive insigths into the
hole migration are obtained. Additionally, the corresponding purely coherent hole mo-
tion (i.e., wave packet motion obeying the ordinary Schrödinger equation) without
decoherence and dissipation effects is computed. The loss of quantum character due
to the dissipative action is then impressively exhibited by confronting the room tem-
perature dynamics with the coherent dynamics. The close reference to experimental
set–ups makes the discussed results very interesting and concrete statements related to
earlier measurements on polymer/ZnO systems [72] are possible.
7.2. Overview on System and Study
An overview on the utilized 6P/ZnO interface achitecture is provided in Fig. 7.1. The
6P aggregation on flat ZnO surfaces is basically enlightened thanks to intensive TEM
imaging and other experimental investigations during the last years [64, 68, 65]. In
particular, it was uncovered that 6P molecules are subject to self–assembly when de-
posited on polished ZnO surfaces. With increasing molecular coverage on the (0001)
ZnO sectional plane, e.g., initial flat–lying 6P arrange to such up–right standing kind
of colonies depicted in Fig. 7.1b and d. Within the layer, the 6P arrange in so–called
herringbone lattice structure (see Fig. 7.1c). In course of on–going aggregation, mono-
layered aggregates grow also to likewise 3d multilayer structures [65]. Nevertheless, the
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Figure 7.1.: The para–sexiphenyl (6P)/ZnO interface system. Panel a: Chemical struc-
ture of the 6P molecule. Panel b: Top view on the 2553 upright standing
6P molecules aggregated to a circular monolayer with a radius of about 15
nm. Panel c: Regular herringbone lattice. Panel d: Side view on the layer.
initially created monolayer is the main concern of the present study.
The regularity of the 6P herringbone aggregation of the monolayer colonies is very
similar to the one found in gas phase. Only minor distinctions owing to the contact
to the ZnO substrate can be made out [64, 65, 71]. Therefore, the present layer is
conveniently constructed by borrowing parameters from an unit cell which is actual
defined for 6P crystal formation [210, 68, 64]. (The latter was determined via a ge-
ometry optimizations on using DFT and shows adequate agreement with experimental
observations.) After construction, the 2d layer is finally placed on a wutzite ZnO(0001)
surface under condition that van der Waals contact distance is satisfied (see Fig. 7.1d).
The ZnO lattice is assumed to fill the entire half space opponent to the 6P aggregate.
This describes typical macroscopic experimental system set–ups. To model the neu-
tral charged ZnO substrate, a polarizable continuum ansatz is introduced in Sec. 7.3.4.
Due to that, the lateral (in the x − y plane) positioning of the film is irrelevant. The
lattice structure of the ZnO is only employed for later describing the localization of the
particular excess electron (see Sec. 7.3.4).
7.3. Modeling the Electronic Interface System
An open system dynamics approach represents the proper framework for simulating the
dissipative hole motion. According to Sec. 3.3, then the electron–vibrational Hamilto-
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nian of the interface system follows as, cf. Eq. 3.6,
Ĥ = ĤHT + ĤB + ĤHT-B. (7.1)
The first term of Ĥ represents the Hamiltonain of the hole transfer system, ĤHT. The
second term in Eq. 7.1, ĤB, symbolizes the Hamiltonian of the surrounding bath of
nuclear vibrations and the third term, ĤHT-B, collects the vibronic interaction of the
latter with the hole transfer system. In Secs. 7.3.1 and 7.3.2, charge–separated interface
states are constructed to describe the hole (in the 6P aggregate) in presence of an
immobilized electron (in the ZnO slab). Based on these states, the ĤHT is specified
(see Secs. 7.3.3–7.3.5). The Hamiltonians ĤB and ĤHT-B are considered in Sec. 7.4.
7.3.1. The immobilized excess electron
The energetic region close to the band edge is of substantial interest in experiment and
theory whenever fast electron relaxation within the CB takes place by electron–phonon
interaction processes. It is a characteristic feature of finite ZnO (wurtzite) structure
that the energetically lowest CB states (which form the band edge) are spatially lo-
calized at the surface of the structure (see, e.g., Refs.[94, 34, 66]). Accordingly, in the
present case a manifold of surface states must be expected at the interface region ex-
posed to the 6P film. In a scenario of efficient electron–phonon coupling, the injected
CB electron is barely able to penetrate the ZnO bulk zone. Instead, it relaxes swiftly
and stays at the interface where it becomes immobilized immediately after its injection.
Recent simulations [34] and related experimental investigations [94, 66] gave evidence
on such surface trapping mechanisms at ZnO surfaces.
For this purpose, the state |Ψ−trap〉 is introduced in Sec. 2.3.5 (see Eq. 2.53). It de-
scribes the charge distribution of an immobilized (or trapped) excess electron according




C(trap)a |Ψ−a 〉, (7.2)
which expresses a superposition of all available anionic ZnO states |Ψ−a 〉 (attributed
with expansion coefficients C(trap)a ). As explained in Sec. 2.2.3 (see Eq. 2.16), each
|Ψ−a 〉 represents an anionic cluster state where a single excess electron is "added" to the
CB–like state ψ̄a (with respect to the TB ground state configuration). By means of the
coefficients in Eq. 7.2, therefore, a respective localized appearance of the immobilized
excess electron within the CB can be straightly tailored.
7.3.2. The hole transfer states
Besides the electron trapping, also the modeling of the hole in the molecular aggregate
is detailed described in Sec. 2.3.5. It assumes zero wave funtion overlap between the
molecules and the molecules and the ZnO substrate (see also Sec. 6.2). According to the
diabatization scheme introduced with Eq. 2.18, the interface states are then constructed
as direct products of individual site states.
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The interface states which represent a localized hole (LH) follow then in terms of the
specially constructed charge–separated states, cf. Eq. 2.52,





|Φ(n)g 〉 × |Ψ−trap〉. (7.3)
In abbreviated notation, |LHm〉 indicates the interface realizing a localized hole on the
mth 6P site and the electron immobilized in the ZnO slab. Correspondingly, it contains
the |Φ(m)cat 〉 (giving the cationic state of the mth 6P) and the product of N6P − 1 states
|Φ(n)g 〉 with n 6= m (of the other neutral 6Ps). Furthermore, the charged ZnO slab is
represented by the state |Ψ−trap〉 which realizes the trapped electron (see Eq. 7.2).
7.3.3. Hole transfer Hamiltonian
The coherent part of the hole dynamics obeys the hole transfer Hamiltonian, ĤHT .
In general, the latter is intensively discussed in Sec. 2.3.5. Utilizing the states Eq. 7.3,











The diagonal element Em gives the energy of the interface system when the hole is
localized on the mth 6P molecule and the VHTmn represents the different intermolecular
hole transfer integrals. The latter let move the hole from the nth to the mth 6P
(see Sec. 7.3.5). As typically, the interface ground state energy plus the single 6P
(gas phase) ionization energy is shifted to zero (without changing the upcoming hole
kinetics). Therefore, the Em should be interpreted rather in terms of a site–specific hole
energy (see Eq. 7.5). It only holds interaction terms of the hole with the surrounding
6Ps and the opponent (−1e) charged ZnO slab.
7.3.4. Interaction energies in a polarizable continuum model
In Sec. 2.3.5, the general ansatz for electrostatic interaction energies in situation of CS
is considered elaborately. In Chap. 6, it is utilized to introduce electrostatic interaction
energy shifts and to simulate ultrafast CS processes at another 6P/ZnO system (see
ECSma in Eq. 6.5).
By shifting constant energy terms to zero, for the present purpose, the electrostatic













+ Ω(y) + ρ(trap)e (y)
]
.
The charge densities of the hole on the mth 6P and the immobilized electron are conve-
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Figure 7.2.: Polarizable continuum model of hole and electron at the interface. Panel
a: Side view on the interface profile. The light blue and red half space
represents the dielectric continua related to the 6P aggregate and ZnO
substrate, respectively. Red colored atomic centered partial charges re-
lated to the immobilized electron are indicated (dark hues indicate higher
absolute values). Similarly, blue colored atomic charges of a hole local-
ized on a certain 6P are added. Yellow colored atoms describe the each
generated image charges. The arrows visualize the interactions, which are
relevant in the image charge model (dashing) and the effectively resulting
one (blue). Panel b: Potential energy well related to hole motion in the
aggregate. Each tile represents an individual 6P site. Coloring (see scale)
and vertical positioning gives the related site energies EPCMm according to
Eq. 7.6.
(see Eq. 7.2), respectively. According to Eq. 6.5, the ρ̄a(x) gives again the charge density
of the excess electron (in CB state ψ̄a). Together, the hole interacts with the surround-




µ δ(x −R(m)µ ), see
Eq. 2.47), the neutral ZnO in ground state configuration and the immobilized excess
electron in the trapped state (via density Ω(y) plus the single–electron density ρ(trap)e (y),
cf. Eq. 2.54).
In practice, the realization of Eq. 7.5 requires explicit electronic structure calculation
of the ZnO part. Due to the size of the present ZnO slab, this describes an ultimate
computational task which is beyond the scope of the thesis (even in application of
the DFTB scheme). Instead, an approximate polarizable continuum model is specially
developed for the 6P/ZnO interface in order to determine interaction energies Em. The
model is computationally extremely cheap and introduces a truly macroscopic picture
of the neutral interface structure. Only the particular hole and electron interaction is
treated in atomistic resolution.
As indicated in Fig. 7.2a, two different dielectric half spaces are set up with a plane
interface in between. They describe each the neutral 6P aggregate and ZnO substrate
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and are attributed with the dielectric constants ε6P and εZnO, respectively.1 Further, the
continuous distribution of the hole on the mth 6P is substituted by a set of discretized




µ )δ(x−R(m)µ ). The latter are placed
on the actual atomic positions R(m)µ , embedded in the aggregate–related dielectric half
space (dark blue colored atoms in Fig. 7.2a). The Qh for the 6P structure are straightly
obtained from standard DFT routines (see Appendix G.1). In similar way, the charge





j )δ(x − R
(ZnO)
j ). They are centered in the opponent
dielectric half space (pink colored atoms in Fig. 7.2a) on the atomic positions R(ZnO)j of
the underlying ZnO(0001) lattice. It is the idea to avoid electronic structure calculations
of the ZnO slab and to introduce the Qe in a phenomenological way. For the sake of
convenience, they are simply defined in terms of a discretized Gaussian distribution
with standard deviations of σx = σy = 10 Å, and σz = 5 Å along the x, y and z axis,
respectively. The level of brightness of the pink atoms in Fig. 7.2a gives an impression
on the extent of the electron charge cloud. Its center is chosen centrally with respect
to the circular 6P layer and placed 5 Å below the ZnO surface.
Now, the above interaction energies Em (introduced in Eq. 7.5), are replaced by
expressions EPCMm achieved from the sketched continuum model. For this purpose,
here the principle of the image charge effect [211] was utilized. It was generalized and
applied on the present situation of two entire sets of charges (for a detailed derivation,
see Appendix C). The relevant interactions are indicated by the arrows in Fig. 7.2a.
The set of physical hole charges (dark blue; in the 6P half space) interact with the set
of physical electron charges (pink; in the ZnO half space), and with the set of image
charges created by itself (yellow; also in the ZnO half space). For the total electrostatic
energy, vice versa, terms of interaction between the set of physical electron charges
(pink) and its image charges must be added (yellow; in the 6P half space). Each
contribution is attributed with a characteristic screening factor (see Appendix C) and










The interaction energy is condensed to a single hole and electron interaction term,






For practical realization, the values of ε6P = 3.0 and εZnO = 8.5 were utilized giving an
effective dielectric constant of εeff = 3.61. The computed values of EPCMm are rendered
1The model assumes both parts to extend uniformly upon the entire half space. While it seems an
adequate assumption for the ZnO slab, it means a certain degree of approximation concerning the
actual discoidal type of 6P aggregation. The model would be very realsitic, however, regarding a
much larger multilayer design.
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Figure 7.3.: Hole transfer in the para–sexiphenyl herringbone aggregate. The arrows
exemplarily indicate the three different molecular nearest neighbor pairs
with considerable intermolecular hole transfer couplings. Colorings and
number labels are refered in the main text. The remaining (further remote)
pair configurations are not relevant.
in Fig. 7.2b against the localization of the mth 6P in the layer with N6P = 2553. As
expected, it describes a 2d potential energy well. The hole localization with smalles
potential energy is in the center of the disk (in closest distance to the immobilized
electron). For further convenience, in practice this minimum energy value was shifted
to zero. When localized at the outer edge of the 6P film, the hole carries the potential
energy of about +0.14 eV.
7.3.5. Hole transfer integrals
The offdiagonal matrix elements of HHT (see Eq. 7.4) describe the hole transfer integrals
VHTmn . As discussed also in Sec. 6.2.3, charge transfer integrals decay exponentially
with increasing intermolecular distance. The VHTmn is therefore restricted to nearest
neighbored 6Ps. This is a very typical assumption (see, e.g., Refs. [84, 212, 191, 52]).
Due to the regularity of the herringbone lattice, hole transfer in the 2d monolayer can
be essentially described by the three dimer configurations depicted in Fig. 7.3. In own
earlier attempts published in Refs. [140, 205], first estimates of VHTmn were obtained
by employing the energy splitting in dimer technique [199] (see also Sec. 6.2.3 and the
Appendix G.1). Using this simple method, a moderate coupling strength were estimated
for dimer configuration 1 (pink colored arrow in Fig. 7.3) of about |VHTmn | = 20 meV.
The dimer configuration 2 (blue colored arrow in Fig. 7.3), however, resulted in a much
stronger transfer coupling of |VHTmn | = 240 meV. For the present work, both transfer
integrals were computed anew on the DFT level with the state–of–the–art projection
methodology of Andrienko et al. [213] and values of VHTmn = −20 meV for configuration 1
and -8.0 meV for configuration 2 were determined (for details, see Appendix G.1). For
configuration 3, finally an even smaller value of about VHTmn = −0.3 meV was observed,
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which demonstrates the critical dependence of |VHTmn | on the intermolecular distance.
The essentially different value uncovered for configuration 2 (correcting the former
estimate based on the energy splitting in dimer technique) is explained by means of the
very asymmetrical orientation of the 6P pairs (see again blue arrow in Fig. 7.3). Due
to that, the two electronic monomer structures polarize each other very asymetrically
[200]. While the projection method particularly takes into account this effect [213], the
energy splitting in dimer technique is well–known for its suffering from that [200].
7.4. The Vibronic Interaction Model
The hole transfer system is treated as an open system coupled to a nuclear vibrational
bath (see Eq. 7.1). The bath is descibed by the Hamiltonian ĤB and the ĤHT-B
describes the system–bath (or vibronic) interaction part. As moticated in Sec. 7.1,
the present bath model incorporates exclusively intramolecular modes of the 6Ps. The
harmonic oscillator ansatz for vibronic interaction models is already introduced as part
of the general discussion in Sec. 3.3.3. Accordingly, the bath Hamiltonian can be written




~ωmξ b̂†mξ b̂mξ. (7.8)
Each 6P molecule m is characterized by an individual set of intramolecular vibrational
frequencies ωmξ and standard harmonic oscillator ladder operators, b̂mξ and b̂†mξ. Fur-
ther, the model relies on the assumption that the frequencies ωmξ are uniform for the
molecular ground and the cationic states.
By means of ĤHT-B, the nuclear vibrations can modify the hole transfer behavior.




Kmξ(b̂mξ + b̂†mξ)L̂m. (7.9)
The Kmξ = ~ωmξgξ(m) gives the coupling strength of the hole to the vibrational mode
ξ of the mth 6P. The projector operator related to transfer system appears as
L̂m = |LHm〉〈LHm|. (7.10)
As introduced in Sec. 3.3.4 (see Eq. 3.16), the vibronic interaction of each 6P molecule
is finally characterized by a spectral density Jm(ω). The latter is equivalently for all 6Ps
(i.e., it is Jm(ω) ≡ J(ω)), since here exclusively intramolecular modes are considered.
By computing the frequencies and nuclear displacements of the 6P normal modes for
the optimized 6P molecular structure, in principle, sophisticated spectral forms of J(ω)
could be generated. However, the 6P behaves very different in vacuum (or solution)
than in the much stiffer herringbone lattice. In fact, the twisting motions of the six
phenyl rings with respect to each other show prominent anharmonic features. That
is a well–known critical issue of the 6P which makes standard methods for frequency
analysis based on linear displacements intricate[135, 63, 214]. (Different ansatzes were
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tried here giving altogether highly questionable results.) Consequently, for the present
purpose it shall suffice to introduce a functional expression for J(ω) instead. The super–
Ohmic model is utilized according to Appendix E (see Eq. E.4). Besides the Debye–
Drude model (see Sec. 4.5.1), this type is implemented most frequently in practice for
studying charge migration processes in conjugated molecular aggregates [44, 215, 53].
For parametrization of J(ω) (see Eq. E.4), an inverse cut–off frequency of ω−1c = 50 fs
and a reorganization energy of λ = 0.1 eV were chosen as a physically plausible values.
7.5. Modeling the Dissipative Quantum Dynamics
As generally discussed in Sec. 3.1, coherent wave packet propagation is only under cer-
tain conditions an appropriate instrument to simulate realistic systems. In Chap. 6,
e.g., coherent dynamics are employed to investigate the response of the 6P/ZnO inter-
face system to an ultrafast laser–pulse on the femtosecond time–scale. In this work,
however, the focus is put on hole kinetics in the intermediate regime. Features of
coherence and at the same time energy dissipation and coherence dephasing play an
important role (see Sec. 3.3). Accordingly, the hole transfer system must be studied in
terms of an open system. In order to manage the desired large–scale transfer studies,
priority is given to the stochastic Schrödinger equation (SSE) method. Its advanta-
geous scaling behavior with increasing system size is generally introduced in Chap. 1
and further intensively debated in Chap. 4 (see Secs. 4.1, 4.4 and 4.6).
The SSE properly describes the behavior of the hole changing from ballistic (purely
coherent) to diffusive (purely incoherent) type of motion. Here, it must be specified
according to, cf. 4.58,
i~∂t|φz(t)〉 =
(
ĤHT + F̂z(t) + D̂(t;T = 0)
)
|φz(t)〉, (7.11)
including the parameterized hole transfer Hamiltonian, ĤHT (see Eq. 7.4). The quan-
tum trajectory |φz(t)〉 obeys a stochastic process introduced in terms of the stochastic
force operator F̂z(t). (The z is treated as the index of stochastic force realizations and
labels different solutions of Eq. 7.11.) The force decomposes into a number of N6P
independent molecular terms according to F̂z(t) =
∑
m Fm(t; z)L̂m. Each Fm(t; z) is
accompanied by corresponding dissipative term D̂m(t). In Eq. 7.11, these enter via
the action of the damping operator D̂(t) =
∑
m D̂m(t). (Details on the numerical
integration of Eq. 7.11 are given in Appendix H.2.2.)
During the test simulations on the FMO complex in Sec. 4.5, the influences of D̂(t)
on the numerical performance of the linear SSE based on the approximate propaga-
tion scheme 4.66 is probed concerning the two proposed types of damping terms (see
Eqs. 4.35 versus 4.41). Since no essential differences can be noted, the somewhat more
convenient damping operator Eq. 4.41 is further utilized here. It follows as,





based on the Fourier transform of the spectral density J(t) and the hole projectors L̂m
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(introduced in Eq. 7.10).
In Sec. 4.5, furthermore the dependence of the numerical performance of the SSE on
two different noise algorithms for Fm(t; z) are inspected (see Eqs. 4.59 and 4.69). For
the sake of clarity, they shall be distinguished further on as F(1)m (t; z) and F(2)m (t; z).
The F(1)m (t; z) reads, cf. Eq. 4.59,




















based on J(ω) and the Bose–Einstein distribution n(ω). Both appear in Eq. 7.13 as
parts of the reservoir correlation function C+(ωk) and C−(ωk) (see Eq. 4.37). The
stochastic character of F(1)m (t; z) arises from the two matrixes W (z+) and W (z−). Their
matrix elements are independent complex–valued and Gaussian distributed random
numbers (for convenient notation, the index z subdevided into z+ and z−, cf. Eq. 4.59).
The second algorithm, F(2)m (t; z), is based on the expression Eq. 4.69. In the present
case, it specifies to

















The {ζmk}z represents a set of random numbers, which are now uniformly distributed
over the interval [0, 2π]. In F(2)m , the Bose–Einstein distribution is defactorized and ap-
pears in form of the two temperature–dependent exponential fraction terms in Eq. 7.14.
Numerical details on the random number generation are provided in Appendix H.2.2.
Once a set of N different solutions of Eq. 7.11 is computed, the reduced density
operator is obtained according to Eq. 4.60, i.e., after performing the simple averaging
process, ρ̂(t) =
∑
z |φz(t)〉〈φz(t)|/N. Respective density matrix elements, e.g., the








The time–evolution of Pm(t) is of particular interest in the upcoming studies. In the
subsequent Sec. 7.6, the numerical validity of the linear SSE is validated for several 6P
layers of increasing size. In Sec. 7.7, the 6P layer with 2553 6Ps is finally investigated.
7.6. Hole Motion in Small to Medium para–Sexiphenyl
Aggregates
This section is dedicated to a discussion on hole motion in discoidal 6P clusters of
different radii ranging from small to intermediate sizes. The studied 6P disks consist
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of N6P = 7, 19, 27, 35 and 59 molecules, respectively. Thereby, it is the intention to
approve the workability of a linear SSE algorithm based on the approximate propaga-
tion scheme 4.66. As discussed throughout Secs. 4.4–4.6, its advantageous scaling of
computational costs with increasing system size is darely paid with numerical difficul-
ties which might lead to inaccurate results. In Sec. 4.6, a strategy is proposed which
helps to properly quantify that error. It is particularily suited for the present scalable
6P layer.
7.6.1. Strategy
It is the idea to compute the hole kinetics of the five clusters (from N6P = 7 toN6P = 59)
along three different lines. Two of them are simulated using the linear SSEs 7.11 with
the scheme 4.66 (one with F(1)m (t; z) and the other with F(2)m (t; z)). In the third run,
the nonlinear SSE algorithm is applied which delivers numerically exact results (as
discussed with Eq. 4.62). In comparison with data from the nonlinear algorithm, the
former two linear approaches can be properly evaluated. If the quality of their results
improves or does not decline (when increasing the aggregate size from N6P = 7 to
N6P = 59), its workability can also be rendered to larger aggregates. In Sec. 7.7, the
force generation which leads to better performance shall then be applied to the gigantic
layer with N6P = 2553.
7.6.2. Performance tests
All simulations are executed at room temperature. The hole is initially placed at the
lower border of the aggregate (see blue spots in the sketched aggregates in Figs. 7.4
and 7.5). In this initial localization, the hole is each furthest from the excess electron
localization.
Small aggregate
The discussion starts with the smallest cluster of N6P = 7 (the radius of the cluster is
about rcl = 6 Å). In Figs. 7.4a-d, four different Pm(t) are drawn versus time. The four
related 6P sites are highlighted in the molecular sketch (see also the labeling). The green
and blue colored kinetics in each panel result from the linear SSE based on F(1)m and
F
(2)
m , respectively. The pink colored curve provides the exact reference data computed
by the nonlinear SSE. As shown, the kinetics resulting from both linear algorithms
disagree clearly with the red reference curve. Closer inspection uncovers that the main
disagreement owes to the initial period between 20 to 100 fs. As discussed in Sec. 4.4, in
this period the hole kinetics are particularly subject to numerical renormalization errors.
The declining oscillation features of all four Pm(t) indicate dominant initial coherent
wave packet motion. Later on, the latter becomes repressed by intensifying dissipative
effects until 100 fs. In particular, P3(t) and P4(t) (see Figs. 7.4c and d, respectively)
from both linear algorithms show too strong coherent features in comparison with the
exact data (pink line). When confronting both linear SSEs with each other, one realizes
finally that the one based on F(2)m performs clearly better.
150
7.6. Hole Motion in Small to Medium para–Sexiphenyl Aggregates
Figure 7.4.: Dissipative hole motion in 6P layers. Panel a-d: Time–evolution of four
prominent molecular hole populations Pm(t) (see Eq. 7.15) for aggregate
size of N6P = 7 (see molecular labels in the sketch). The green and blue
colored lines result each from employing the linear SSE algorithm with the
force function F(1)m and F(2)m , respectively. Pink lines give each the exact
data from the nonlinear algorithm. Panel i-v: Similar hole population
dynamics but related to the aggregate with N6P = 19 as sketched.
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Extending the aggregate size
To complete the performance test, the system size must now be increased stepwise.
Therefore, hole kinetics are recorded for 6P disks of N6P = 19 (rcl = 12 Å), N6P = 27
(rcl = 14 Å), N6P = 35 (rcl = 15 Å) and N6P = 59 (rcl = 2 nm). The dynamics in the
film of 19 molecules are illustrated in the lower half of Fig. 7.4. The Figs. 7.4i–v offer
the evolution of Pm(t) for five prominent 6Ps. The indicated molecular indexes are
again refered to the sketch of the aggregate. In principle, the kinetics of the five Pm(t)
show rather similar behavior as obtained above for the disk with N6P = 7. The hole is
subject to dominant coherent motion within the initial period of 75 fs. In this phase, it
distributes again over the entire cluster. After this initial phase, the dissipation becomes
more dominant. In comparison of the three types of algorithms, the performance of the
linear SSE based on F(2)m (blue lines) appears now clearly improved with respect to the
case of N6P = 7 presented in Figs. 7.4a-d. In fact, it shows very well agreement with
the exact data from the nonlinear algorithm (pink line). In marked contrast to that,
the computations using the force F(1)m (green line) are still rather inaccurate.
Concurrent observation were made from studying several characteristic population
kinetics Pm(t) within the layer with N6P = 27. When increasing further the size of
the aggregate up to N6P = 35 and 59 molecules, the performance of the linear SSE
algorithm based on F(2)m improves gradually. The most pronounced Pm(t) for the layer
with N6P = 59 are shown in Fig. 7.5. As before, each panel depicts a different 6P
population Pm(t) according to the labels indicated in the attached illustration of the
aggregate. The comparison of the utilized algorithms (again green, blue and pink
colorings) give clear evidence on very good performance of the linear SSE based on
F
(2)
m (blue colored lines). It delivers convincing results in agreement with the exact
data (pink colored lines).
7.6.3. Summary and prognosis for large–scale aggregates
Preliminary studies on hole transfer are presented concerning a series of differently
sized 6P layers (N6P = 7, 19, 27, 35 and N6P = 59). Particular focus lies on hole
kinetics presented in Figs. 7.4 and 7.5. Thereby, the strategy developed in Chap. 4 is
followed with the intention to identify a linear SSE algorithms (see Eq. 7.11) with good
performance when based on the approximate propagation scheme 4.66. For all aggre-
gate sizes, population kinetics resulting from two linear SSEs using two different force
algorithms are compared with exact data from the nonlinear SSE 4.62. By gradually
increasing the aggregate layer size, performance trends are clearly figured out.
In the first study (the smallest aggregate), the comparisons confirmed numerical dif-
ficulties of the linear algorithms. Both showed rather miserable workabilities. However,
after that first impression, significant improvements of its performance are documented
when the aggregate size is stepwise increased up to N6P = 59. In particular, in ap-
plication of the stochastic noise F(2)m , the linear SSE algorithm is able to provide very
convincing results for the intermediate sized aggregates. Very promising stepwise im-
provements are obtained. This strongly encourages the utilization of the linear SSE
with F(2)m also in the ultimate aggregate with N6P = 2553. In advance, its good per-
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Figure 7.5.: Dissipative hole motion in 6P layers of N6P = 59. Panel a-e: Time–
evolution of five prominent molecular hole populations, Pm(t), according
to Eq. 7.15 (see molecular labels in the sketch of the aggregate). Corre-
sponding to Fig. 7.4, comparison is each drawn between three different SSE
algorithms (see legend).
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formance can be prognosticated.
Remarks
A general answer on the question about the particular origin of the better numerical
workability of the linear SSE based on F(2)m is given in Sec. 4.5.3. Besides, however, it
could not be clarified completely why increasing system sizes improves the performance.
A suggestive explanation could be as follows. By comparing the different kinetics in
Figs. 7.4 and 7.5, one recognizes that the initial coherent character of the hole motion
(see, e.g., the oscillation amplitude of the Pm(t)) decreases for an increasing system
sizes. When extending the system, more and more vibrational modes introduce vibronic
effects. A greater number of involved modes further leads to accelerated dissipation
and coherence dephasing. Accordingly, the critical time interval of balanced coherent
and dissipative processes foreshortens and the approximate propagation scheme 4.66
produces less numerical discrepancy.
7.7. Hole Motion in the Gigantic Aggregate
In Sec. 7.6.2, performance tests on the linear SSE 7.11 are executed. The algorithm
based on the force F(2)m (t) (see Eq. 7.14) and damping D̂(t;T = 0) (see Eq. 7.12) shows
gradually improved numerical performance when turning from small to medium sized
aggregates. In what follows, that SSE algorithm is applied to the 6P layer with N6P =
2553. According to the former trend, now excellent performance can be anticipated.
The 6P aggregate is shown in Fig. 7.1. Its radius is about rcl = 15 nm. The
interaction energy of the hole, EPCMm , renders the 2d potential energy well depicted in
Fig. 7.2b. The well represent the hole energy with respect to its position in the layer.
Each tile represents a single 6P molecule where the minimum energy (in the center) is
shifted to zero.
In order to obtain a clear impression on the dissipative effects, also pure coherent hole
dynamics shall be offered in direct confrontation. They were additionally computed by
solving the ordinary time–dependent Schrödinger equation for the hole transfer system
(i.e., Eq. 7.11 in absence of F̂z(t) and D̂(t), cf. Sec. 3.2.1). As motivated in Sec. 7.1,
three kinetics starting each from a different initial electron and hole configuration are
investigated. To give an overview, the related initial electron–hole constellations are
sketched in Fig. 7.6. Please remind that, in all three cases, the electron is placed
centrally "beneath" the aggregate layers.
7.7.1. Close initial electron–hole configuration
For the beginning, the hole is placed in the center of the 6P layer (see Fig. 7.6a). This
configuration represents a scenario of charge separation where the electron is trapped
very fastly in direct vicinity to the created hole.
The temporal behavior of Pm(t) is offered in Fig. 7.7. The hole population upon
the layer is illustrated exemplarily for time steps of t = 10, 75, 250 and 1000 fs. The
layer is visualized from the top view and each of the pixels represents an individual
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Figure 7.6.: Dissipative hole motion in 6P layers of N6P = 2553. Initial positioning of
the hole with respect to the centrally configured electron charge distribu-
tion in the ZnO close to the surface (see again Fig. 7.2b). Panel a: Initial
close electron–hole configuration (scenario 1). Panel b and c: Two marked
remote configurations (scenario 2 and 3).
6P molecular site. The coloring gives the value of Pm(t) according to the scales at
the top of each panel. For direct comparison, the dissipative and coherent dynamics
are illustrated opponent to each other in the left column (blue background coloring)
and right column of panels (green background coloring), respectively (see indication in
the upper right corner). Please note further that, for better illustration, the view on
the blue colored "disks" (left column) are magnified. The green colored aggregates in
Figs. 7.7i-iv represent the full aggregate and the dashed circles indicate the magnified
areas visualized correspondingly in Figs. 7.7a-d. As expected, both types of dynamics
resemble each other in the early time segment but differ increasingly with progress
of time. The herringbone aggregation is characterized by two different values of the
transfer coupling VHT (see Fig. 7.3). This explains the present observation that the hole
apparently delocalizes preferentially along the x–axis of the film. Within the initial 75
fs (see Fig. 7.7b), it captures about 9 to 10 molecules along the x–axis (i.e., delocalized
upon 5.5 nm), while in direction of the y–axis it delocalizes only over a distance of
about 2 nm.
The coherent dynamics (green coloring) are characterized by continuous appearances
of multiple interferences and superpositioning patterns. The typical features of wave
packet motion are clearly visible (see Figs. 7.7iii and iv). In strict contrast, vibronic
effects slow down such continuous delocalization across the layer. By means of energy
dissipation, finally, the hole concentrates again in the center of the aggregate. The
greatest delocalization area of the hole (due to initial dominance of wave packet motion)
ranges to a radius of about 3 nm and is captured essentially within the first 1 ps (see
Fig. 7.7d). Afterwards, the propagation slows down. The loss of coherence in the
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Figure 7.7.: Spatio–temporal evolution of the hole population Pm(t) (see Eq. 7.15) in
the 6P layers of N6P = 2553, starting from electron–hole configuration
scenario 1 (see Fig. 7.6a). Each pixel describes an individual 6P (aggregate
from the top view, see Fig. 7.1b). Pixel coloring represents the population
Pm(t) (see color legends). Panels a-d: Four different time–steps (see pink
time–line) of the dissipative kinetics at 300 K. Panel i-iv: Corresponding
coherent kinetics from wave packet propagation. Green circles mark the
zoomed area visualized in panels a-d (for details, see the main text).
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system continuous steadily. Meanwhile, features of energy fluctuation and dissipation
due to system–bath interaction become dominant. This process of thermal balancing
of hole populations according to the potential energy well (presented in Fig. 7.2b) holds
on throughout the total simulation time until 5 ps (not completely shown).
Now, the general question about whether the hole is able to move away from a trapped
negative surface charge can already be answered. It is demonstrated that neither the
hole transfer coupling is strong enough to "lift out" the hole of the Coulomb well nor
the energy fluctuations at room temperature can "push the hole over the barrier". The
hole separates not from a nearby trapped electron. Only under conditions that the
electron additionally starts funneling rapidly into the ZnO bulk zone, the hole and
electron can overcome their common attraction by initial ballistic motion away from
each other. These findings agree very well with observations and conclusions which
were made during earlier simulations on charge separation at a polymer/ZnO interface
[34]. Here, a localized and tightly bound electron–hole pair is recreated within 5 ps
after the related charge separation process took place.
7.7.2. Remote initial electron–hole configurations
Next, the two initial positions of the hole at the left hand side of the 6P layer (see
Fig. 7.6b) and at its lower border (see Fig. 7.6c) are considered. Both constellations
mimick again very quick charge separation. However, the electron trapping happens
now further remote from the actual site of charge separation. For convenience, the elec-
tron trap is kept "beneath" the center of the aggregate and the initial hole localization
is vice versa moved to the edge of the layer (each along the x and y–axis, respectively).
Behind preparing such remote set–ups, it is the hope to uncover how long rather weakly
bound charge–separated states survive or, in other words, on which time–scale the ini-
tial remote electron and hole appearance changes again to close constellation.
The data presented in Fig. 7.8 visualizes the kinetics of the hole population Pm(t),
where the initial positioning of the hole lies at the left hand side of the aggregate. The
electron trap appears displaced about 15 nm along the x–axis (in the center of the
layer). In the fashion of Fig. 7.7, the left and right column of panels illustrates the
dissipative dynamics at room temperature and purely coherent kinetics, respectively.
Please note that the four time–steps, chosen for illustration, cover now the range up to
5 ps (see also the time–line on the left hand side). Moreover, all illustrations (blue and
green) represents the full aggregate layer now.
In the initial time–range (up to about t = 500 fs), the evolution of the hole at
room temperature is characterized by fast wave packet motion along the x–axis (see
Figs. 7.8a and b). Along the x–axis, nearest 6P neighbors are coupled rather efficiently,
while delocalization in y–direction is hampered by the much weaker transfer integral.
Inspection of the left column of panels further demonstrates that the hole dynamics
from the ordinary Schrödinger equation appears more more pronounced. The ballistic
wave packet motion drives the hole swiftly across the aggregate. Its delocalization
is stronger and remains surprisingly unaffected by interaction with the electron (see
Figs. 7.8i and ii). Scattering structures are visible only when it directly "overflows"
the Coulomb well (see Fig. 7.8ii). This is in contrast to the stochastic simulations. In
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Figure 7.8.: Spatio–temporal evolution of the hole in the 6P layers of N6P = 2553, start-
ing from the remote electron–hole configuration scenario 2 (see Fig. 7.6b).
Type of visualization corresponds to Fig. 7.7. Panels a-d: Dissipative re-
laxation of the hole at 300 K. Four different time–steps up to t = 5 ps (see
pink time–line). Panel i-iv: Corresponding coherent wave packet dynamics
(for details, see the main text).
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fact, the comparison of both types of kinetics at later times unveils again clearly the
influence of the vibrational bath. The initial phase of pronounced coherence and related
ballistic motion lasts until about 500 fs. Then, dissipative effects and dephasing become
clearly dominant. The continuously increasing diffusive character of the migration
becomes apparent when comparing Figs. 7.8c with Figs. 7.8iii. A relaxation process
drives the hole directively to the electron in the center of the aggregate. After about
5 ps simulation time, the hole is captured by the electron (see Fig. 7.8d). The pure
wave packet motion cannot account for this effect and shows continuous processing of
delocalization of population upon the entire aggregate (see Fig. 7.8iv). The "deepest"
potential energy region is thereby somewhat omitted by the hole which owes to the
larger off–resonances between the 6P site energy levels (see again Fig. 7.2).
Equivalent results are obtained when the hole starts migrating from the lower edge
of the aggregate layer. In this third scenario, the electron trap is supposed to be shifted
by about 15 nm along the y–axis with respect to the initial hole spot (see Fig. 7.6c).
The corresponding kinetics of the hole population are depicted in Fig. 7.9. Efficient
wave packet formation can be observed until about 500 fs. Thereby, the hole delocalizes
again "preferentially" along the x–axis due to the non–isotropic transfer couplings (see
Figs. 7.9a and b). Again, the system–bath coupling enable the hole to relax downwards
in the potential well (see Figs. 7.9c and d). However, the steepest descent is now in the
direction of the y–axis, which explains the much slower migration and thermalization
compared to the foregoing scenario. Within the total simulation length of 5 ps, the
hole is only partially moved back to the electron. This is nicely shown in Fig. 7.9d.
Suggestively, the entire relaxation process takes place on a time–scale of about 50 ps.
The kinetics from exclusive wave packet propagation are rather similar to the former
case illustrated in Fig. 7.8i-iv. However, also the pure coherent motion of the hole is
essentially slowed down by means of the much lower hole transfer integral along the y–
axis. Here, in about 5 ps the opponent aggregate border is reached by the wave packet
front of the hole (though a great share of the population still remains in the region close
to the lower edge; see Fig. 7.9iv). Contrarily, in the former case of movement along
the x–axis, the hole completely crosses the aggregate within less than 1 ps (see again
Figs. 7.8ii and ii).
Together, very different time–scales of hole relaxation were found in dependence on
the two remote electron and hole configurations. The distinct hole coupling strengthes
between 6P nearest neighbors characterize critically the population dynamics. Hole
migration along the y–axis of the aggregate is much slower than along the x–axis. It
was demonstrated that the hole can follow the electron only slowly along the y–axis.
This means that the weak hole transfer coupling along the y–axis has a stabilizing effect
on separated electron–hole pairs. Accordingly, besides electron motion into the ZnO
bulk zone, apparently also quick motion along the y–axis assists long–lasting electron
and hole separations.
The study on the 6P/ZnO interface shall be completed with an impression on hole mo-
tion perpendicular to the interface, i.e., between the molecular layers shown in Fig. 1.2c.
Therefore, the migration of the hole was finally also simulated in a 3d triple layer as-
sembly of (3 × 500) 6P molecules. All the additionally required nearest 6P neighbor
transfer integrals between the layers were determined. The latter transfer couplings
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Figure 7.9.: Spatio–temporal evolution of the hole in the 6P layers of N6P = 2553, start-
ing from the remote electron–hole configuration scenario 3 (see Fig. 7.6c).
Type of visualization corresponds to Fig. 7.8, though other time–steps are
drawn (for details, see the main text).
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mediate the perpendicular evacuation of the hole from the ZnO surface. However,
none of the relevant couplings exceeds 4 meV and indeed only very weak perpendicular
motion of the hole was uncovered. Concretely, less than 2 % of the hole population
moves from the first (direct adjacent to the ZnO) to the second (next attached) 6P
layer within 5 ps. The total hole population in the third (next but one) layer was not
worth mentioning.
7.8. Summary and Concluding Remarks
Studies on dissipative hole motion in a realistic layer of 2553 upright standing para–
sexiphenyl (6P) molecules placed on a plane ZnO surface are presented. The 6P/ZnO
hybrid interface is of general practical relevance and is also intensively analysed in
Chaps. 5 and 6. Here, the hole migration is desired on the picosecond time–scale and the
simulations are directly prepared with an immobilized electron charge localized in the
ZnO surface region close to the 6P aggregate. Such electron and hole configurations may
occur after ultrafast charge separation at the interface. Novel insights into the spatio–
temporal evolution of the hole at the 6P/ZnO interface are obtained and important
discussions are given about the time–scale in which fastly separated electron–hole pairs
reapproach again.
The parametrization of the Hamiltonian of the gigantic interface presented a special
challenge. The molecular hole charge distribution (+1e totally charged) as well as
the also required 6P–6P hole transfer couplings are determined based on DFT level.
The electron, however, is introduced in a phenomenologic picture. It is mimicked by
installing a distribution of partial charges in the ZnO slab (−1e totally charged). This
is imperative here in order to avoid a single–particle approach for the macroscopic ZnO
substrate. The macroscopic surrounding of both localized particles (i.e., the remaining
neutral interface structure) is involved in a specially developed polarizable continuum
model. Thanks to it, the Coulomb–type electron–hole interaction can be computed
both very accurate and extremely efficiently.
The hole transfer system is treated in contact with a room temperature bath. As the
method of choice, the own developed stochastic Schrödinger equation (SSE) approach
is employed. In preparation of the simulations of the gigantic 6P layer, the numerical
workability of the SSE algorithms is confirmed. Thereby, the general strategy proposed
in Chap. 4 is regarded and a series of differently sized 6P aggregates containing up to
59 molecules are studied in advance. For the first time, the SSE methodology is applied
here to a system of 2553 states. This number is outstanding and appears as gigantic
in comparison with existing studies on the same level of theory. In this light, the here
discussed simulations are of pioneering character. They are only made possible by
means of the remarkable efficiency of the own SSE ansatz. Despite the vast system
size, it allows taking into account explicitly non–Markovian system–bath interaction
and dissipative effects (e.g., leading to population relaxation). By that, the present
dynamics are essentially more advanced than other wave function based methods (e.g.,
after Haken, Strobl and Reineker or the Monte Carlo wave packet propagation) as
applied typically to likewise large–scale systems (see also Sec. 7.1).
The influence of dissipation and coherence dephasing is intensively discussed. There-
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fore, the actual room temperature simulations are confronted with related dynamics
from the ordinary Schrödinger equation (pure wave packet propagation). Simulations
starting from three particular scenarios of initial electron and hole configuration are
investigated. It is demonstrated that, in cases of close electron and hole configuration,
the hole is unable to overcome the Coulomb barrier created by the immobilized electron
at the ZnO surface. In particular, the very low hole charge mobility is an issue here.
The energetic off–resonance of the hole states close to the electron exceeds the transfer
coupling and the initial ballistic wave packet motion of the hole is too weak. Instead,
the incorporation of relaxation processes moves the hole completely back to the site
of the electron trap within about 1 ps. Under condition that the hole and electron
are initially further remote, the kinetics clearly show initial phases of dominant wave
packet motion and significant hole delocalization. Interestingly, rather long–lived sep-
arations of electron and hole can be achieved under certain conditions. With progress
of time, however, again diffusive motion towards the electron becomes more and more
noticeable due to the continuous acting of dephasing and dissipation.
Altogether, the provided time–domain simulations further improves the detailed un-
derstanding of the mechanism of charge separation at the 6P/ZnO. The bottom line
is that efficient creation of free charge carriers can only be achieved under conditions
that the hole as well as the electron maintain mobile and move away from the surface
into more remote bulk regions. This is not clearly guaranteed concerning aggregates of
upright–standing 6Ps on ZnO interfaces. As discussed, the created electrons are likely
to remain at the surface region. Their appearance explains the generally weak yield of
free charge carrier generation measured at different polymer/ZnO interface [72]. And
as finally proved, furthermore also the created holes in the 6P aggregate cannot di-
rectly move away perpendicularly from the interface owing to very weak hole transfer
couplings between two molecular layers of upright–standing 6Ps.
In order to enhance the free charge carrier creation, therefore, the focus should be
rather on the flat–lying 6P assemblies on ZnO illustrated in Fig. 1.2d [65]. Other
options are recently examined, like intermediate molecular films and special ZnO surface
passivation techniques [14, 15, 183], but also different types of dopents (e.g., with Mg–
atoms) are of interest [68, 72]. Especially the former two kinds of add–ons have a
great development potential. Specific interlayer designs can be tailored to balance the
Coulomb attraction across the interface or even to generate electric fields via static
molecular dipoles which would act repulsively on the created electron and hole and so
accelerating on the separation process.
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Dye Aggregate/CdSe Nanocrystal
System
Tubular dye aggregates are considered as potential artificial light harvesting systems
and have been very inspirational in the field of optoelectronics for the last two decades.
Nowadays, especially excitation energy transfer phenomena in hybrid systems consisting
of molecular aggregates and semiconductor nanocrystals are of high interest. This work
discusses exciton relaxation kinetics within a realistic double–walled tubular dye aggre-
gate and the successive excitation energy transfer to a closely placed CdSe nanocrystal.
Some aspects of the latter were published in Ref. [186] while major parts of the discus-
sion are based on very recent simulations and unpublished material.
In order to develop an exciton model of the tube, a 64 nm long tubular fragment
consisting of 4140 dyes is constructed based on a nuclear structure taken from earlier
molecular dynamics simulations. Further, a generalized Frenkel exciton ansatz is ap-
plied. It allows accounting properly for dispersion corrections. These are important
here due to the double–walled structure of the aggregate.
Dissipative simulations of the exciton relaxation process are performed. Unidirec-
tional translation of excitation energy from the outer to the inner wall is demonstrated
in accordance with recent pump–probe experiments. Simulations starting from different
exciton wave packets in the high–energy band region are executed. Thanks to the advan-
tageous efficiency of the own stochastic Schrödinger equation technique, non–Markovian
dissipative exciton dynamics across the entire tubular fragment are successfully per-
formed. New findings are visualized in impressive molecular resolution.
For studying the excitation energy transfer to the nanocrystal, the Frenkel exciton
model is merged with an exciton model of the nanocrystal. The Wannier–Mott exciton
equation is solved and related excited states of the nanocrystal are obtained in terms of
Coulomb correlated electron–hole pair states. Finally, a combined exciton Hamiltonian
is created for the hybrid system. Vast numbers of excitonic energies and couplings are
computed. The latter terms are responsible for the excitation energy transfer between
the two bodies. Thereby, only very small values of the excitonic coupling of less than 1
meV are determined. The time–scale of the excitation energy transfer is quantified by
computing transfer rates following Fermi’s golden rule. Important observations on the
transfer are made in dependence on the mutual positioning of nanocrystal and aggre-
gate. In the last part, it is proved that the classical Förster model for energy transfer
is insufficient here. By that, a very urgent debate also concerning other nanoscopic
systems is instigated.
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8.1. Background and Motivation
Hybrid organic/inorganic systems become more and more interesting. As generally
introduced in Sec. 1, the intention of putting continuous effort into the field of hybrid
nanosystems is to discover unique and not expectable electronic features which might
give way to novel functional devices in many fields of optoelectronic nanotechnology.
As discussed in Chap. 1, a plenty of experimental studies on hybrid materials were
generally triggered for more than a decade by the hope to develop new models. Also
theoretical works were moved on by the search for understanding the excitonic prop-
erties of hybrid systems. Supermolecular J–aggregates are one very promising class of
organic components for the development of such new materials.
J–aggregates
Supramolecular J–aggregates are in the focus of experimental and theoretical studies
for more than 80 years [101, 102]. In general, they are formed whenever (according to
molecular aggregation) the transition dipole moments of neighbored molecules appear
in "head–to–tail" alignment. The molecules, usually dye molecules (i.e., chromophores)
of only a single type, conglomerate by means of self–assembly in aqueous solution.
Typically, these regular aggregations lead to vast exciton delocalization, large oxcilla-
tor strengths and a superradiant sharp fluorescence band. This fluorescence peak is
attributed with a very small Stokes shift but strongly red shifted with respect to the
fluorescence of the non–aggregated dissolved dyes [103, 104]. Historically, this behavior
was first discovered in 1936 for the so–called pseudoisocyanine dye [101, 216].
For the last 20 years, particular effort has been put into experimental and theo-
retical studies on J–aggregates of molecules belonging to the family of the (5,5’,6,6’–
tetrachlorobenzimidacarbo–)cyanine dyes [114, 115]. By chemical alternation of the
chromophore side chains, their aggregation behavior can be enforced in a plenty of dif-
ferent ways [102]. It was soon uncovered that with the type of aggregation also the exci-
tonic properties of the J–aggregates vary particularly [116]. This means that processing
simple lab routines allows manufacturing a diversity of different aggregates with differ-
ent excitonic properties. For instance, linear chain–like J–aggregates [217, 218, 106] as
well as more complex 2d (plain [107, 110] and tubular [105, 120, 219, 108, 109]) or even
3d structures [113, 220] of nanoscale size were reported in literature, stable enough to
last for a very long period of time.
By creating aggregates of different shape and size, systems are available which ex-
citonic properties can be tuned appealingly and which can be easily fabricated [102].
Furthermore, it was elucidated already early that the relevant π–electron system of
the individual cyanines are rather non–sensitive for the non–conjugated residuals and
that essentially the different intermolecular excitonic couplings within the different ag-
gregation type must be made responsible for the documented diversity of excitonic
properties (see electronic structure computations, e.g., in Refs. [221] and [222]). This
feature essentially simplifies theoretical models and has made cyanine aggregates to an
interesting object for excitonic simulations (see, e.g., [119, 121, 107, 53, 122]).
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Figure 8.1.: Self–assembly of C8S3 cyanine molecules (see also Fig. 2.1a) to a tubular
dye aggregate (TDA) in aqueous solution. Measured absorption (green
coloring) and fluorescence (red coloring) spectra of the dissolved C8S3 dyes
(dashed lines) and the aggregated structure (full lines) are given in direct
comparison. The J–aggregate effect as well as the two main bands of the
TDA absorption spectra are indicated (for details, see the main text).
Tubular J–aggregates of C8S3 cyanine dyes
The type of tubular dye aggregate (TDA) which is part of the present study is illus-
trated in Fig. 8.1. Its structure shows great similarities to natural antenna complexes
in photosynthetic complexes of bacteria and a variety of possible applications as arti-
ficial light harvesting systems have been reported [116]. As sketched in Fig. 8.1, these
nanotubes are self–assembled in aqueous solution by the amphiphilic C8S3 cyanine dye.
The latter belongs to the described family of molecules investigated very intensively
(see, e.g., Refs. [219, 139, 8, 124, 125]).
In 2000, a series of pioneering studies of Berlepsch, Kirstein and Rabe et al. started
[114, 223, 115, 116, 117]. In course of that, the fundamental spectroscopic properties
of the TDAs were determined (see details below). It was estimated from diverse cryo–
TEM imagings that the diameter of the TDAs amounts about 13 nm and their total wall
thickness was uncovered as 4 nm [114, 223]. Impressively, the thread–like tubes reach
lengths up to several microns and, once formed, they are attributed with remarkable
stability. Then in 2004, Knoester and co–workers published a first general model of
the aggregate internal structure proposing a double–walled construction. Each wall
was thereby suggested to look like a rolled 2d brick work of the dyes molecules [118,
116]). In particular, the amphiphilic character of the C8S3 dyes is responsible for their
arrangement to an inner and an outer wall, where the ionic backbones of the dyes are
each exposed to the aqueous phase (see tubular illustration in Fig. 8.1 and details in
Sec. 8.2). While there is common understanding on the double–walled architecture,
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the precise intermolecular structure within the walls, however, is still subject of recent
investigations and further on debated to date [224, 122]. For instance, in order to
explain novel experimental findings the earlier brick work model was corrected later
on in 2012 by suggesting a herringbone–like internal arrangement [224]. In 2015, then
intensive molecular dynamics (MD) simulation were undertaken by Megow et al. [122].
In that work, again a brick work–like intermolecular architecture was suggested.
Excitonic properties of the tubular dye aggregate
The experimental steady–state spectra of the dissolved TDAs are drawn in Fig. 8.1
(filled green curve). In comparison with the also shown C8S3 monomer spectra (dashed
green curve), the general J–aggregate effect can clearly be noticed. Thanks to the
pioneering spectroscopic and theoretical works of Knoester et al. [118, 119], the excitonic
processes in the TDA after laser–pulse excitation are widely understood to date –
although investigations for further details and the run after discovering special excitonic
features are still on [123, 124, 26, 125]. They demonstrated that the particular form
of the measured main exciton bands can be straightly related to the double–walled
structure of the TDA. Two main (low energetic) absorption peaks can be identified
in the spectra given in Fig. 8.1 (indicated as band 1 and band 2). There "twofold"
occurance echoes the fact that here, in principle, two (rolled up) J–aggregates are losely
fused together. Thereby, the band 1 results mainly from Frenkel excitons residing on
the inner cylinder wall and the band 2 (about 40 meV blueshifted) mainly from Frenkel
excitons localized on the outer wall. Both bands are originated from excitons with
transition dipole moments parallely aligned to the cylinder axis of the TDA. The focus
of the present study lies on these two main bands.
Inclusion of dispersive interaction effects
The here utilized nuclear structure of the TDA is borrowed from the MD equilibration
simulations executed by Megow et al. in 2015 [122]. Correspondingly, also the novel
exciton model from the same authors is reapplied here in order to reproduce the two
main J–band of the TDA. In contrast to the model of Knoester et al. [119], this model
relies on a generalized Frenkel exciton Hamiltonian including dispersive interaction
effects among the C8S3 dyes.
The standard Frenkel exciton description refers only to two states per molecule.
By that, it strictly excludes intermolecular polarization effects and only electrostatic
interactions contribute. In order to improve this minimal version of the Hamiltonian,
the general idea of the configuration interaction ansatz can be worked into the exciton
ansatz. For instance, concerning the CI scheme applied to the electronic structure of a
certain molecule, different configurations with multiple excitations appear. These give
rise to post–Hartree–Fock correlation effects. Here, the resulting corrections must be
understood as van der Waals (dispersive) interactions of the ground (and first excited)
electronic states of each C8S3 dye with its particularly surrounding. In fact, it was
demonstrated in Ref. [122] that critically different dispersive corrections occur for C8S3
molecules residing on either the inner or the outer cylinder wall of the TDA. This effects
is such strong that it dominates the shifts due to electrostatic couplings by a factor
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Figure 8.2.: Exciton relaxation after high–energy optical excitation in the tubular dye
aggregate. Panel a: Energy level scheme of the excitonic main band 1 to
2. The unidirectional excitation energy transfer (EET) between the bands
is indicated. Panel b: Sketches of the related exciton migration from the
outer to the inner wall (for details, see the main text).
of 50. The work in hand showcases another concrete application of this generalized
exciton model.
Dissipative exciton kinetics in the gigantic aggregate
By utilizing a combination of steady–state absorption, pump–probe and time–resolved
fluorescence measurements, it was uncovered in 2006 by van Loosdrecht, Knoester and
co–workers that the appearing single fluourescence peak (filled red curve in Fig. 8.1)
originates only from the "band 1 excitons" localized on the inner cylinder wall [119]. In
order to understand the exciton dynamics behind that observation, the above described
energetic distinction of excitons on the inner and the outer cylinder wall of the TDA
is fundamental. In fact, due to efficient energy relaxation, after high–energy optical
excitations unidirectional incoherent excitation energy transfer (EET) appears from
the outer to the inner wall. Fig. 8.2 holds the related level scheme. The time–scale
of the relaxation process was thereby announced to be smaller than the fluorescence
time, which is of about 20 ps. Consequently, any radiative decay from excitons in the
outer wall is quenched by the EET and only a single fluorescence peak appears from
the bottom of the inner cylinder exciton band 1. Based on time–resolved fluorescence
decay measurements and other experimental studies, it is meanwhile confirmed that
coherently delocalized excitons on the outer wall are indeed transfered to the inner wall
within few picoseconds [225, 219, 8, 139, 124, 125]. In 2014, an even faster relaxation
time of 300 fs (population transfer from the outer to the inner tube) was published
obtained from experimental quantum process tomography [124]. A time–scale of about
1 ps is in agreement with earlier results from 2d electronic spectroscopy studies [219,
139], which analysed the origin of the fast energy transfer from the vibronic point
of view and concentrated thereby on a prominent intramolecular torsional mode of
the C8S3 dye. Further evidence on the fast relaxation was given very recently using
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ultrafast vibrational spectroscopy [125].
Motivated by the overwhelming amount of experimental works on exciton migration
and energy relaxation, it is here the intention to clarify further details on that phe-
nomenon using dissipative time–domain simulations. Therefore, a 64 nm long fragment
of the TDA is constructed and its excitonic system is modeled as an open quantum
system interacting with a bath of vibrational modes. Concerning the full number of
4140 dye molecules, the own stochastic Schrödinger equation methodology (developed
in Chap. 4) is highly advantageous. The presented exciton kinetics are achieved at
room temperature. They directly correspond to typical experimental conditions and
are hence of great value. Moreover, the borrowed nuclear structure of the tube fragment
was equilibrated at room temperature. This prepares a very realistic picture of static
disorder in the TDA. Based on that, the offered dissipative exciton studies provide most
realistic insights. Pioneering dissipative simulations are performed on unique scale and
non–Markovian level of theory.
The tubular dye aggregate/nanocrystal hybrid system
Since 2007, films of planar J–aggregates and semiconductor nanostructures are func-
tionalized together and analysed experimentally [111, 112, 13, 11, 26]. These works give
message on the wide range of possible designs of hybrid J–aggregate/semiconductor sys-
tems applied in many scopes. Thereby, the trend to optoelectronic device fabrication
is clearly noticable. For instance already in 2011, reports on the fabrication and per-
formance of color–selective photodetectors based on hybid CdSe nanowires coated with
J–aggregates were published [13].
By virtue of their interesting properties of light harvesting and energy funneling, it
is anticipated that also TDAs can serve as auspicious resource for novel hybrid designs.
Its tubular structure reminds of the light harvesting complexes in green sulfur bacte-
ria. In nature, these chlorosomes enable bacteria to facilitate photosynthesis also in
cases of very weak light irradiation. According to that, the TDAs garner widespread
attention especially in the field of artificial photosynthesis [8, 26, 125]. Brush–like
arrangements of TDAs could be functionalized together in order to efficiently collect
photons. Stabilized rope–like bundles of several TDAs (twisted around each other)
were indeed documented repeatedly (see, e.g., Refs. [116] and [126]). In assembly with
semiconductor structures (e.g., polished flat surfaces, quantum dots (QDs) or dissolved
nanocrystals), enhanced absorption cross sections in the visible spectral range can be
achieved which further results in an improvement of the overall quantum yield. In
2015, TDAs decorated with QDs were manifactured and spectroscopically investigated
by Rabe et al. [8]. First insights on very efficient EET from the QDs to the TDA were
obtained. Significantly longer transfer times were measured for the respective backward
process. Once harvested photon energy thus remains on the TDA up to nanoseconds
and could be directively transmitted along the tube. Indeed, it was proven recently,
that the TDAs show remarkable energy transmitting properties [113, 109]. Even at
room temperature, excitons suggestively diffuse more than 1 µm along the tube (after
focal laser–pulse excitation). The directive energy pathways and the tunable and ef-
ficient absorption even under low light conditions are particularly promising features
concerning future applications as photodetectors and photovoltaic elements. In such
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devices, the generation of electron–hole pair states and finally free charge carriers could
be conceived, e.g., at a macroscopic semiconductor baseplate. Vice versa, such archi-
tecture would work in the fashion of a light emitter.
The second main part of the study is directly motivated by the spectroscopic measure-
ments of the TDA/QD hybrid system by Rabe et al. [8]. It is the intention to further
improve the, so far, very restricted theoretical understanding of the complex "back-
ward" EET process starting from the TDA. After the formerly studied TDA–internal
exciton relaxation process on the time–scale of few picoseconds in the TDA, this EET
takes place on the nanosecond time–scale and must be considered to start from a ther-
mal distribution of excitonic state population. Here, a comparable interface system is
created for the theoretical investigation. In particular, a spherical CdSe nanocrystal
(NC) of about 4.5 nm diameter is placed nearby the 64 nm long TDA fragment. Cor-
respondingly, the exciton theories of both substructures must be merged together to
an overall model for the TDA/NC system. Therefore, the formerly achieved excitonic
energy levels of the TDA are introduced as possible energy donor states. Opponent to
that, an atomistic TB model for the NC is employed. Based on that, Wannier–Mott
excitons are computed in terms of Coulomb–correlated electron–hole pair states. The
latter represent the possible EET acceptor states. As another key challenge of this
work, thousands of excitonic couplings between both structures are computed in atom-
istic resolution making use of atomic partial transition charges. Their strength gives a
direct answer on the question whether novel excitonic features due to the hybridization
may be expected or not.
Applicability of Förster–type transfer mechanism
Until today, it is common standard to stress the ordinary Förster model of resonant
EET also for theoretical descriptions of nanoscale hybrid systems. Originally, however,
this theory was developed for simple non–atomistic modeling of EET between rather
well–separated molecules [127]. Therefore, it is another intention of the present work
to evaluate the applicability of the Förster model.
If the classical description due to Förster is valid, the EET rates display the fa-
mous 1/R6–dependence, where R denotes the donor–acceptor distance. The specific
dependence is due to the fact that molecular electronic excitations are approximately
represented using transition dipole moments. Although Förster’s theory provides a
simple tool for interpretation, systems considered nowadays are nanoscopic and par-
ticularly structured. They cannot be treated in fashion of well–separated molecular
donor/acceptor pairs because the excitons usually appear delocalized upon vast areas
equivalent to (or even larger than) the actual distance between the donor and acceptor
structure. Then, the straight and uniform 1/R6–dependence of the Förster rate appar-
ently undergoes drastic changes and the simple model of interacting transition point
dipoles is no longer valid. For instance, by combining finite nanoparticles and infinite
(macroscopic) structures of different dimensionalities, other dependencies on the inter–
particle distance were declared some years ago by Govorov and co–workers [187, 131].
Here, a much more sophisticated atomistic model of the entire superstruction is ap-
plied. By virtue of that, the excitonic coupling takes into account the particular shape.
It carries precise information on the nanoscopic TDA/NC structure. Based on the ex-
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Figure 8.3.: Construction of the nuclear structure of the tubular dye aggregate (TDA).
Panel a: View on the periodic molecular dynamics simulation box includ-
ing the room temperature equilibrated TDA and the explicit water and
methanol solvent molecules. Panel b: Construction of a 64 nm long frag-
ment based on five periodic blocks (for details, see the main text).
citonic energies and couplings, transfer rates according to Fermi’s golden rule are then
computed. Concerning several spatial TDA/NC set–ups, the true distance dependence
of the EET rate is finally explored and confronted with the 1/R6–dependence.
8.2. Equilibrated Structure of the Tubular Dye Aggregate
The internal molecular structure of the TDA was uncovered and precisely described
in the work of Megow et al., who carried out extensive MD simulations at room tem-
perature [122]. For the present purpose, an atomic structure is borrowed and further
extended to a tubular fragment of 64 nm length. The equilibrated atomic structure is
of enormous value here. It introduces structural disorder to the upcoming excitonic de-
scription in very realistic way and is much more sophisticated than the simple stochastic
noise model applied earlier [118, 119].
The outtake of the simulation box with the equilibrated TDA structure is depicted in
Fig. 8.3a. Besides the TDA (colored), it illustrates the number of 646926 explicit (water
and methanol) solvent molecules. This TDA structure describes the starting point of
all subsequent studies. Periodic boundary conditions were set up in order to mimick
a tubular aggregate of infinite length without "open" endings. The entire aggregate
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Figure 8.4.: The internal nuclear structure of the tubular dye aggregate (TDA). The
TDA is described by six ribbons (panel a). Panel b shows that each ribbon
consists of π–stacked C8S3 cyanine dyes. Together they describe the losely
bound inner and outer cylinder wall (for details, see the main text).
consists of six ribbons which are wrapped helically around a common cylinder z–axis
(see Fig. 8.4). The minimum extent of the box had to obey the helical periodicity and
so conditioned a box length of 12.7 nm in direction of the z–axis. The dimensions in
x and y direction were predefined by the radius of the tube. In order to ensure proper
embedding, these box sizes measure about 17.2 nm. Further simulation details are
provided in the Appendix G.2.
The periodicity of the nuclear structure (every 12.7 nm) along the tubular z–axis
allows for properly extending it from only the single (actual simulated) fragment to
in principle arbitrary length. In this work, the excitonic studies are carried out on a
tube consisting of five such repetition blocks (see Fig. 8.3b). In total, this furtheron
considered TDA structure includes a total number of Ndye = 4140 C8S3 dye molecules
and measures a gigantic length of 64 nm. Its internal molecular structure is illustrated
in Fig. 8.4. Each of the six coiled ribbons are built up by two helixes (see Fig. 8.4a).
Both are linked together and describe an outer and an inner helix (see Fig. 8.4b). The
inner and outer cylinder is formed concerning all six ribbons together.
8.3. Generalized Frenkel Exciton Model for the Tubular Dye
Aggregate
Apparently, the molecules in the inner wall of the tube experience a different envi-
ronment compared to the dyes placed in the outer cylinders. According to Ref. [122],
this is an important issue which demands for the generalized Frenkel exciton modeling
introduced in Sec. 2.3.3. In fact, while dispersive correlation effects in isomorphic aggre-
gates are identical for all molecules, here the particular inner and outer wall structuring
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of the TDA leads to a crucial molecular dependence of this effects. In that respect,
the generalized exciton model is more sophisticated than the typical Frenkel exciton
model (see Sec. 2.3.2). It carefully takes into account dispersive correlation of each dye
molecule and its surrounding. The influence of the dispersion is worked into the gen-
eralized Frenkel exciton Hamiltonian Ĥ(disp)FX (see Eq. 2.33) by means of a perturbative
treatment of a full configuration interaction approach. Energy corrections of the molec-
ular excitation energies result with respect to the standard Frenkel exciton Hamiltonian
ĤFX (see Eq. 2.22). Similarly, a correction prefactor of the excitonic coupling elements
















Here, the |Φ̄em〉 describes the excited state of the complete TDA,




where the |Φ(m)g 〉 and |Φ(m)e 〉 indicate the molecular electronic S0 ground and S1 excited
state of the mth C8S3 dye (see Secs. 2.1.3 and 2.1.4). Respectively, in |Φ̄em〉 the mth
dye is in the first excited state and the remaining Ndye − 1 molecules are in ground
state configuration (see Eq. 2.20). The direct product ansatz implies that zero wave
function overlap among the dyes is assumed (see also Sec. 2.3.1). The Eeg in Eq. 8.1
describes the intramolecular excitation energy of the C8S3 cyanine. It was found as
Eeg = Edyee −Edyeg = 2.64 eV [122]. The second term, ∆E
(el)
m , represent the correction of
the former values due to intermolecular electrostatic Coulomb interaction and the third
term, ∆E(disp)m , gives the dispersive correlation interaction of each dye with its specific
environment. Moreover, Eq. 8.1 includes the factor fmn (for comparison, see again HFX
in Eq. 2.22). This factor approximates the influence of the polarizable surrounding of
the mth and nth C8S3 dye and screens the excitonic coupling Jmn.
8.3.1. Electrostatic shifts
The origin of the ∆E(el)m was explained in detail in Sec. 2.3.2 (see Eq. 2.28). It accounts
for the Coulomb interaction of the permanent charge distributions of the mth dye (in
S1 excited state) and its environment (other dyes and solvents in electronic ground











V solmk(e, g)− V solmk(g, g)
)
. (8.3)
By making use of the periodic boundary conditions, the summations properly consider
each the number of Ndye−1 other dye molecules and all surrounding solvent molecules,
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respectively. The V dyemn (a, g) represents the electrostatic interaction of the mth dye in
ground (a = g) or excited state configuration (a = e) with the nth dye in the electronic
ground state. Similarly, the term V solmk(a, g) describes the electrostatic interaction energy
between themth dye (in state a = g or a = e) and the kth solvent molecule in electronic
ground state. In reference to Eq. 2.28 (with Eqs. 2.25 and 2.27), the terms V dyemn (e, g)
and V solmk(a, g) specify to










































µ δ(y− R̃(k)µ )
]
|x− y| ,




µ δ(x −R(m)µ ) is introduced as the molecu-
lar charge distribution of the mth dye (in state a) and added by the nuclear charges




µ δ(y − R̃(k)µ ) gives the to-
tal molecular charge distribution of the kth solvent molecule in its electronic ground
state (with the µth nuclei charge eZ̃(k)µ of kth solvent at position R̃(k)µ ). In practice,
the density based Coulomb integrals in Eqs. 8.4 and 8.5 are further transformed to
approximate sum expressions based on atomic centered partial charges. (Details on the
computations are provided in Appendixes D and G.2.) The computed mean value of
the electrostatic energy shifts, averaged with respect to all dyes in the inner cylinder
wall amounts 〈∆E(el)m 〉in = 5.2 meV. The mean value concerning molecule in the outer
cylinder wall is 〈∆E(el)m 〉out = 5.9 meV. Thereby, both data sets resemble very well
Gaussian distributions with standard deviations of about 5.5 meV, i.e., a clear trend
between ∆E(el)m in the inner and outer wall cannot be declared.
8.3.2. Dispersive correction shifts
The ∆E(disp)m in Eq. 8.2 specifies the dispersive energy shift. Its general form is discussed
in Sec. 2.3.3 (see Eq. 2.33). The following implementation is directly related to the
TDA and resembles the one presented in detail in Refs. [122] and [186]. The ∆E(disp)m
generally reads
∆E(disp)m = ∆E(disp)m,e −∆E(disp)m,g . (8.6)
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Figure 8.5.: The extended dipole model for the dispersive interaction between the C8S3
dyes. Panel a: Intramolecular positions of the extended transition dipole
charges q−(a′ ← a) and q+(a′ ← a). The vector indicates an examplary
extended transition dipole moment (for details, see the main text). Panel b:
Sketch of the intermolecular structure within the walls of the TDA. Same
colored dye molecules belong to the same ribbon (π–stacked winding). The
orientation of the vectors signalize the (dominating) J–aggregate character
created between the ribbons.
In the first step, it is assumed that the solvent molecules are here of negligible dispersive






|J(m,m′)(a← g, a′ ← g)|2








|J(m,m′)(a← e, a′ ← g)|2
Ea − Ee + Ea′ − Eg
. (8.8)
In the numerator, both latter expression contain a diversity of electronic transition
coupling matrix elements (between them′th andmth dye). The denominators are based
on energy differences related to the respective excitation and de–excitation processes.
Here, in principle all excited state energies Ea of the C8S3 dye (in vacuum) appear.
In the second step, the electronic coupling expressions in the numerator of Eqs. 8.7
and 8.8 are simplified to an interaction model based on extended dipoles. As illustrated
in Fig. 8.5a, all C8S3 electronic transition charge densities (see Eq. 2.30) are thereby
reduced to two localized extended dipole charges. In what follows, the latter shall be
introduced as q+(a′ ← a) and q−(a′ ← a) = −q+(a′ ← a). The notation indicates
that opposite signs are assumed. The absolute values of the charges differ in depen-
dence on the particular state transition a′ ← a. However, it is the basic idea that,
independent on the index pair a and a′, the q+(a′ ← a) and q−(a′ ← a) are localized
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at the same positions in the C8S3 molecule, R(m)+ and R
(m)
− , respectively (as sketched
in Fig. 8.5a). In general, the introduction of extended dipoles has a long tradition
concerning the S0 ↔ S1 transition and the related excitonic couplings within molecular
aggregates [118, 224, 123]. Here, the extended dipole model is applied to all higher
excited state transitions. This must be clearly interpreted as a simplified and very spe-
cific ansatz which quality cannot be classified universally. Concerning the family of the
present C8S3 cyanine dye, however, this model gives a reasonable approximation. In
particular, similar dipole orientations were confirmed by extensive electronic structure
computations of many higher excited state transitions of the dye (see Refs. [122] and
[226] and references therein). In application, the electronic couplings in Eqs. 8.7 and
8.8 simplify to
J(m,n)(a′ ← a, a3 ← a2) = q+(a′ ← a)q+(a3 ← a2)wmn. (8.9)
The site dependence and spatial information is collected in the factor
wmn = |R(m)+ −R
(n)














Accordingly, the ∆E(disp)m separates into the simple product form
∆E(disp)m = −Q · Wm, (8.11)







Ea − Ee + Ea′ − Eg
− q+(a← g)
2
Ea − Eg + Ea′ − Eg
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The Q–factor in Eq. 8.12 is common for all C8S3 molecules. It describes an intramolec-
ular quantity and depends not on the actual position of the dye. The latter dependences
are collectively merged in the intermolecular variable Wm. It holds all the spatial infor-
mation about the mth dye and its specific surrounding in the TDA. While the ∆E(el)m
(see Eq. 8.3) may be of different sign, the ∆E(disp)m appears exclusively with negative
sign (as can be identified from Eqs. 8.7 and 8.8). In Ref. [122], a value of Q = 7.61
eVÅ2 was estimated for the C8S3 dye. This Q–factor is reapplied here. In contrast to
the Q–factor, the Wm is computed taking into consideration the present equilibrated
TDA structure (see Eq. 8.13).
The expected difference of ∆E(disp)m for dyes in the inner and the outer TDA cylin-
der can be clearly confirmed. For the inner wall, a mean values of 〈∆E(disp)m 〉in =
−463 meV was computed, while the corresponding value for the outer wall amounts
〈∆E(disp)m 〉out = −413 meV. Remarkably, both absolute values are about two orders of
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magnitude larger than the above discussed electrostatic shifts (with 〈∆E(el)m 〉in = 5.2
meV and 〈∆E(el)m 〉out = 5.9 meV, cf. Sec. 8.3.1). Comparing the values of |〈∆E(disp)m 〉in−
〈∆E(disp)m 〉out| ≈ 50 meV and |〈∆E(el)m 〉in − 〈∆E(el)m 〉out| < 1 meV demonstrates impres-
sively the dominant influence of the polarization effects in the TDA.
8.3.3. Screened excitonic coupling
Besides the site–energy shifts, the dispersion leads to screening of the excitonic cou-
pling Jmn [172, 227]. In approximation, therefore, the simple screening factor fmn is
introduced in Eq. 8.1 with respect to the standard Frenkel exciton form (see Sec. 2.3.3).








|x− y| , (8.14)
with n(m)eg (x) being the continuous molecular transition charge density related to the
S0 → S1 transition of the C8S3 cyanine. The n(m)eg (x) is generally expressed in Sec. 2.3.2
(see Eq. 2.30). In practice, the matrix elements Jmn were computed based on the nuclear
coordinates from the equilibrated TDA structure and atomic centered partial transition
charges. The latter were approximately substituted for the transition densities (see
Appendix D) and obtained as described in Appendix G.2.
According to Sec. 2.3.3, the screening factor can be approximated by a constant
fmn ≈ 1/n2. The n is thereby the optical refractive index of the medium around the
cyanines m and n. Constellations when both dyes are localized in the inner cylinder of
the aggregate are attributed with a value of n = 1.89 (i.e., fmn ≈ 0.28) [122]. Further,
a value of n = 1.69 (i.e., fmn ≈ 0.35) is utilized within the outer cylinder and the
excitonic coupling between both cylinders is screened with n = 1.78 (i.e., fmn ≈ 0.32)
[122]. In all three cases the dispersion apparently means a noticeable reduction of the
excitonic coupling.
8.4. Excitons of the Tubular Dye Aggregate
After computing all elements of the Hamiltonian in Eq. 8.1, the dispersion corrected






α 〉 = E(disp)α |Φ̄(disp)α 〉. (8.15)
The excitonic states |Φ̄(disp)α 〉 are thereby expressed using the basis of localized excited






8.4. Excitons of the Tubular Dye Aggregate
Figure 8.6.: Generalized Frenkel excitons of the tubular dye aggregate. Panel a: Simu-
lated absorption coefficient (main). Direct comparison with the measured
spectra in Fig. 8.1 is given (inset). Panel b: Radial positions of the excitons
are drawn against their energy (see Eq. 8.18). Each point represents one of
4140 excitons. Depicted energy range is given by the black region in panel
a. The inset sketches the scale of the radius. Inner and outer tube regions
are indicated. Pink colored arrows give the energetic and radial positions
of the four excitons visualized in Fig. 8.7 (see also panel a).
where the expansion coefficients Cm(α) = 〈Φ̄em|Φ̄
(disp)
α 〉 are utilized. Correspondingly, a
number of Ndye = 4140 excitonic energies E(disp)α are found in terms of the eigenvalues.
8.4.1. Absorption line shape
The dark green filled curve of the main panel of Fig. 8.6a shows the absorption spectrum




|dα|2δ(E(disp)α − ~ω). (8.17)
The excitonic transition dipole moments are introduced as dα =
∑Ndye
m Cm(α)ddyem ,
where the ddyem represents the individual dipole moment of the S0 → S1 transition





µ qeg(µ) and based on the atomic partial transition charges qeg(µ)
and the positions R(m)µ with atomic index µ (see Appendix G.2). For the absorption
spectrum illustrated in Fig. 8.6a, the computed stick spectrum (see Eq. 8.17) was fi-
nally lifetime broadened by substituting a Lorentzian line functions with FWHM of 5
meV. As described in Sec. 8.2, the computed spectrum automatically includes effects of
conformational disorder due to the formerly equilibrated nuclear structure of the TDA.
As shown in Fig. 8.6a, the excitons distribute across a region wider than 100 meV
1The convergence of the spectrum with respect to the length of the TDA was proved by means of
additional computations. These were executed equivalently on shorter and longer aggregates of
Ndye = 828, 2484, 5769 and 7452 dyes.
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and form two bands. These two main bands are indicated as band 1 and 2 in the
measured absorption spectrum in Fig. 8.1 (for direct comparison of both spectra, see
also the inset graphic of Fig. 8.6a). The excitonic coupling, which is rather strongly
screened (see Sec. 8.3.3), cannot be solely responsible for the observed broad exciton
distribution. Instead, the observed band width results here basically from the different
excitation energies, ∆Em = ∆E(el)m + ∆E(disp)m . And as discussed in Sec. 8.3.2, the
distinct site–dependence of the dispersion correction ∆E(disp)m is mainly responsible for
that. In particular, it was observed that, on average, the computed values of ∆E(disp)m
related to dyes in the outer wall were essentially larger than those related to dyes in
the inner wall. Therefore, it can be suspected that the energetically higher excitons are
concentrated on the outer cylinder. This is in agreement with the earlier observations
[118, 119]. Vice versa, the lower excitons are expected to reside on the inner cylinder
of the TDA.
In order to analyse the exciton localization in this regard, the mean radii rα of the







The radial distance of the mth dye with respect to the cylinder z–axis (see Figs. 8.2 and
8.4) is specified as ρm =
√
x2m + y2m. In Fig. 8.6b, the computed values of rα are drawn
against the excitonic energies E(disp)α . The trend shows clearly that excitons within the
energetically higher absorption band appear in the outer wall of the TDA. Counterwise,
the inner wall essentially hosts excitons of the energetically lower absorption peak.
8.4.2. Excitonic structures on the tubular dye aggregate
It follows a more detailed discussion on the localization of the excitons across the TDA
cylinder walls. For this purpose, the site–dependent expansion coefficients |Cm(α)|2
(see Eq. 8.16), shall now be directly plotted. In Fig. 8.7, four typical types of spatial
structures of the excitons are rendered against the two essential cylinder coordinates
(longitudinal z-axis and rotation angle ϕ). For better illustration, the cylinder form
of the TDA is cut along the z–axis and rolled out (see sketch in Fig. 8.7e). The
four overall structures of the expansion coefficients describe clearly different exciton
localizations across the TDA. As indicated, the inner and outer wall is each represented
by an individual map. The energies of the excitons in Figs. 8.7a–d are summarized in
Tab. 8.4.2. For closer inspection, their positions in the lower band region (2.0512 eV),
the upper band region (2.1972 eV) and in the middle band region (with 2.0912 eV and
2.1190 eV) are highlighted by the four arrows in the profile of Fig. 8.6a. The radial
distribution of the four excitons can be taken from Fig. 8.6b (see again the pink arrows).
Their participation numbers can be consulted by `α = 1/
∑
m |Cm(α)|4. Independent
on the actual spatial distribution, `α directly quantifies the localization character. A
value of `α = 1 would measure a single molecule excitation, while `α = 4140 would
indicate full delocalization. The computed values for the particular excitons shown in
Fig. 8.7a–d are also given in Tab. 8.4.2.
Besides spot–like localized excitons (as sampled in the Figs. 8.7b and d), many ex-
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Figure 8.7.: Spatial structure of the Frenkel excitons accross the tubular dye aggregate.
Panel a–d: Structure maps of four examplarily chosen excitons. Further
information are listed in Tab. 8.4.2 and indicated in Fig. 8.6 (pink ar-
rows). The color code gives the exciton expansion coefficents (|Cm(α)|2,
cf. Eq. 8.16) versus molecular position along main cylinder z–axis and ro-
tational angle ϕ. Figures on the left–hand and right–hand side give each
the delocalization on the inner and outer cylinder wall, respectively. Panel
e: Sketch of the preparation of the 2d maps.
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Table 8.1.: Energies and participation numbers of the four excitons illustrated in
Fig. 8.7.





citons are found with rather homogeneous distributions across the entire aggregate
(see, e.g., the structures in Fig. 8.7c). Another prominent pattern is examplified with
Fig. 8.7a. This scratch–like localization structure is the result of the windings of the
six ribbons (see again Fig. 8.4). However, the direction of the "scratches" is perpendic-
ular to the helical windings of the ribbons. Indeed, the strongest excitonic couplings
were obtained between pairs of nearest neighbor molecules of two ribbons (see again
Fig. 8.5b). Here, it is given evidence on that these "exciton strands" may extend across
the complete TDA in terms of several circumvolutions. Reminding that energetic dis-
order is taken into account by means of the equilibrated nuclear structure, this is a
remarkable finding. By scanning through all 4140 exciton localizations, it was noticed
that the above types of patterns were uncovered in similarity on the inner as well as on
the outer cylinders. Thereby, the localizations clearly turns from the inner to the outer
cylinder when moving the excitonic energy from lower to higher energies in the band.
This feature matches the trend figured out above more strictly with the mean exciton
localization radius (see Eq. 8.18). Unfortunately, the complexity of the TDA system
probibits a clear explanation on the appearances of the different exciton patterns. A
systematic ordering of them with respect to the excitonic energy cannot be proposed.
In summary, the generalized exciton model leads to an absorption profile which agrees
very well with spectroscopic measurements regarding positions as well as widths of
the two main absorption bands. Also the relation between the energy and spatial
localization of the excitons on the inner and outer wall, which was experimentally
uncoverd by Pugžlys et al. [119], is here confirmed. In Ref. [118], this effect was proposed
as the consequence of different excitonic couplings in the TDA. Here, it is proved instead
that it is rather the effect of the distinct dispersion effects. The executed analysis on the
radial exciton localization versus the excitonic energy brings with important insights
in remarkable detail. These data are of significant value for understanding the TDA–
internal exciton relaxation processes simulated in Sec. 8.5. Further, the extreme vast
spread of the majority of the excitons (even at room temperature) is evidenced. As
shown in Fig. 8.7, excitons are observed as delocalized upon hundreds of molecules
and across several tens of nanometers alongside as well as around the TDA. The here
obtained delocalization is essentially larger than the mean values which were typically
documented so far (see, e.g., Refs. [118, 119, 8]). Very specific localization structures
of the excitons are thereby enlightened.
180
8.5. Exciton Relaxation in the Tubular Dye Aggregate
8.5. Exciton Relaxation in the Tubular Dye Aggregate
As discussed in Sec. 8.1, exciton relaxation in the TDA were uncovered and reported in
many different spectroscopic investigations. Now, this process shall be studied theoret-
ically in terms of time–domain simulations of the reduced density operator. Thereby,
the TDA excitonic system is considered as an open system in contact with a vibrational
temperature bath characterized by the molecular vibrational modes of the C8S3 dyes
(see Sec. 3.3). According to the general description given in Sec. 3.3.2, population re-
laxation of the Frenkel excitons can be anticipated accompanied by energy dissipation
and coherence dephasing.
8.5.1. The vibronic interaction model
According to Eq. 3.6, the total system Hamiltonian shall be constructed as
Ĥ = Ĥ(disp)FX + ĤFX-vib + Ĥvib. (8.19)
The above generalized Frenkel Hamiltonian, Ĥ(disp)FX (see Eq. 8.1), represents the transfer
system and the vibrational bath Hamiltonian is introduced as Ĥvib (for comparison, see
also Eq. 7.4 in Chap. 7). The ĤFX-vib collects all vibronic interaction terms between
the excited states of the TDA and the bath.
The bath is modeled by making use of the harmonic oscillator model (see Sec. 3.3.3).




mξ b̂mξ, where the summation with
respect to m and ξ runs over all Ndye = 4140 dyes and all Nvib = 318 intramolecular
vibrational modes, respectively. Despite of the apparent strong delocalization of the
Frenkel excitons, the neglection of intermolecular vibrations at this place is an adequate
approximation because only very slow intermolecular conformational changes of the
sterically hindered dyes are expected within the TDA (on timescales larger than several
picoseconds). The appearance of static nuclear disorder is automatically modeled again
thank to the equilibrated TDA nuclear structure.
Open system ansatzes are usually employed making use of the linear vibronic coupling
model (see, e.g., Ref. [53]). Here, such ansatz is equivalent as well. In fact, for the family
of the C8S3 cyanine molecules, the vibronic coupling strength is known to be only small
with respect to the excitonic coupling in the related J–aggregates. Accordingly, the




Kmξ(b̂mξ + b̂†mξ)L̂m. (8.20)
The projector operator L̂m = |Φ̄em〉〈Φ̄em| is based on the TDA state |Φ̄em〉, which rep-
resents a molecular excitations localized on the mth dye (see Eq. 8.2). By taking the
TDA ground state for reference, the vibronic interaction of the entire TDA in state
|Φ̄em〉 reduces to the interaction of the mth excited C8S3 dye. The particular coupling
strength of vibrational mode ξ is represented by the Kmξ in Eq. 8.20.
The influence of the vibronic coupling on the kinetics is prepared for a room temper-
ature bath of T = 300 K. The quantum correlation function (introduced in Eq. 3.15)
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is defined with the spectral density Jm(ω) (see Eq. 3.16). In literature, several analyt-
ical ansatzes of J(ω) can be found for cyanine–based aggregates and other biological
systems [228, 53, 215]. Here, an Ohmic spectral density is utilized. Accordingly, it is
J(ω) = π~λ ωωc e
−ω/ωc (see Eq. E.4 in Appendix E). An adequate parametrization was
found in Ref. [53]. There it was used for a planar J–aggregate of TDBC cyanines. The
latter type of molecule is very similar to the C8S3. From that reference, values for
reorganization energy and cut–off frequency are overtaken as λ = 35 cm−1 and ωc =
150 cm−1, respectively.
8.5.2. The stochastic Schrödinger equation ansatz
The quantum state diffusion methodology based on a stochastic Schrödinger equation
(SSE) is generally discussed in Chap. 4. Further, it is already applied in Chap. 7 to
investigate dissipative hole motion within a layer of 2553 para–sexiphenyl molecules on
a ZnO surface. By that study, the great performance of the own developed simulation
technique is already demonstrated. The following dissipative study on the TDA includes
the even larger number of 4140 dyes. Concerning an EET system, furthermore, the
numerical costs cannot be lowered by simple restrictions of the intermolecular couplings
to only nearest neighbor interaction (as in cases of charge transfer systems). On the
present scale, the own developed SSE technique describes the most efficient instrument.
Here, it enables to succeed the extreme computational challenge.
The simulation technique based on the cheap linear SSE is developed in Sec. 4.6.
In order to determine the best performing stochastic algorithm, an initial procedure
equivalently with the one executed in Sec. 7.6 must be employed. Therefore, the entire
TDA structures was downscaled to several molecular tubular fragments of essentially
smaller size. Then, exciton kinetics from the different linear SSE algorithms were
compared with respective kinetics from the exact (but more expansive) nonlinear SSE
(see Sec. 4.4.2). Successively, kinetics related to aggregate fragments of small up to
medium size were compared. Again, the combination of the particular force generation
function and damping operator given in Eqs. 4.69 and 4.41, respectively, delivered the
most convincing results.
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The latter two expressions are based on the spectral density J(ω) (see Sec. 8.5.1) and its
Fourier transform J(t), respectively. Eq. 8.23 further depends on the local excited state
projectors L̂m (introduced in Eq. 8.20) and the force algorithm in Eq. 8.22 works with
a set of random numbers {ζmk}z, which are uniformly distributed in [0, 2π]. The index
z labels the differently prepared realizations of Fm(t; z) as well as the correspondingly
achieved different system state trajectory |φz(t)〉.
8.5.3. Kinetics of dissipation at room temperature
In order to uncover the TDA–internal exciton relaxation process, the evolution of the
reduced density operator is computed in terms of the stochastic mean value, ρ(t) =∑
z |φz(t)〉〈φz(t)|/N (see Eq. 4.60). Here, a number of N = 1000 trajectories were
aquired to obtain converged data.
Firstly, the excitation energy in the TDA shall be discussed. Its time–dependence
directly renders the dissipation in the system, i.e., the drain of energy from the electronic




















From the experimental point of view, the relaxation is directly measured by making
use of optical pump–probe techniques (see, e.g., Refs. [119, 225, 219, 8, 139, 124, 125]).
In order to mimick likewise laser–pulse excitations, here, two high–energy exciton wave
packets are alternatively prepared, according to











Such initial pulse is spectrally focused at photon energy ~ω and induces a spectral Gaus-
sian distribution with FWHM of 1 meV. The latter spectral broadening corresponds
to a pulse–width of about 660 fs. (The prefactor in Eq. 8.26 accounts for the proper




α = 1.0.) Inspired by the measurements reported in
Refs. [225, 219, 8, 139, 124, 125], a total simulation duration of 1000 fs was attempted
right from the beginning.
The simulated ES(t) in the TDA at 300 K is shown in Fig. 8.8a. For direct compar-
ison, Fig. 8.8b provides a combined graphic of the absorption coefficient of the TDA
183
8. Excitation Energy Transfer in a Tubular Dye Aggregate/CdSe Nanocrystal System
Figure 8.8.: Exciton relaxation within the tubular dye aggregate (TDA). Panel a:
Time–evolution of excitation energy in the electronic system (see Eq. 8.24).
The two data sets (pink and cyan color) result from two different initial
exciton wave packets (see Eq. 8.26). Panel b: Migration of both exciton
wave packets drawn against the TDA absorption spectrum (see Fig. 8.6a)
as well as against the radial position in the TDA (see Fig. 8.6b).
excitons and their mean radial localization, rα (see again Figs. 8.6a and b, respectively).
Two cases of different initially prepared population distribution around ~ω = 2.13 eV
and ~ω = 2.17 eV are marked with the pink and cyan coloring, respectively. As illus-
trated, both lie in the energetically upper region of the absorption band. Starting from
ES(t = 0) = ~ω, the excitation energy continuously decreases with progress of time.
This procedure echos nicely the loss of excitation energy due to the vibronic coupling of
each of the 4140 dye molecules. After the total simulation time of ts = 1000 fs, a value
of about ES(ts) = 2.1 eV is reached in both cases. This value lies 20 meV above the pre-
scribed internal energy of the fully thermalized excitation (ES(∞) = 2.08 eV, according
to detailed balance). However, it can be clearly recognized that the thermalization is
still on. Following the trend, the presented simulation results allow characterizing the
time–scale of the relaxation process to be roughly in the range of τrel < 3 ps.
It was discussed initially (see Sec. 8.1) that, due to the dissipative kinetics, excitation
energy is transfered from the outer wall to the inner wall of the TDA. This specific
type of spatially unidirectional exciton migration can be resolved easily in the picture







It describes the probability that the excitation is measured on the mth dye molecule.
The Fig. 8.9a shows a histogram plot of the radial positions of the 4140 dyes within the
TDA, ρ2m = x2m + y2m (their positions with respect to the main cylinder axes z is not of
interest). As illustrated, the dyes can be clearly distinguished and classified to belong
either to the outer or the inner wall. The probability to find the excitation localized on
the inner and outer cylinder, Pin(t) and Pout(t), is then computed by means of summing
Eq. 8.27 with respect to all molecules m with ρm < 54 Å and ρm ≥ 54 Å, respectively.
The resulting evolutions of the computed Pin(t) and Pout(t) are depicted in Fig. 8.9b
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Figure 8.9.: Migration of excitation energy from the outer to inner wall of the tubular
dye aggregate (during exciton relaxation). Panel a: Histogram plot of ra-
dial positions of the 4140 dyes in the aggregate. Strict affiliation of the dyes
to inner and outer wall can be set (see indication). Panel b: Time–evolution
of the populations, Pin(t) and Pout(t), of molecular localized excited states
summed up with respect to all dyes belonging to the inner (dashed lines)
and outer wall (full lines), respectively. Simulation data and color code
corresponds to Fig. 8.8.
by the dashed and full lines, respectively. The coloring distinguishes again between
the two different utilized initial wave packet formations. For both cases, the results
confirm clearly that at t = 0 almost the entire population is localized on the outer wall.
In course of the relaxation process, then the excited state population is continuously
transfered to molecular sites on the inner wall.
The PLXm (t) further contain information on the precise spatio–temporal evolution of
the excitation on the cylinder walls. The illustrations in Fig. 8.10 impressively render
the time–evolution of the spatial structure of a relaxing exciton wave packet upon the
4140 cyanine dyes (in the fashion of Fig. 8.7). The propagation of PLXm (t) is depicted
exemplarily for six time steps (of t = 0, 50, 100, 250, 500 and 1000 fs) starting from
the exciton wave packet with ~ω = 2.17 eV. Surprisingly, the relaxation process is not
accompanied with major lateral migration of the excitation. Instead, the structure of
the prepared wave packet seems rather stable. With increasing time, its localization
smears out on the outer wall. There the population deminishes while on the inner
tubular wall a rather similar pattern appears with continuously increasing excited state
populations.
In summary, the analysed time–domain simulations offer detailed insights on the
spatio–temporal evolution of the excitation energy during the relaxation process. The
data reports also directly on the interesting phenomenon of unidirectional exciton tran-
sition from the outer to the inner wall. For the first time, this important process is
simulated directly and the TDA–internal exciton processes are documented up to 1
ps. Altogether, the simulated kinetics agree very well with the published experimental
data of Refs. [225, 219, 8, 139, 124, 125]. It is proved that fast relaxation appears after
optical excitation in the high–energy range. In particular, it is found that the exciton
thermalization completes within 3 ps. This confirms further that the TDA–internal ex-
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Figure 8.10.: Dissipative dynamics of the molecular excited state populations within
the tubular dye aggregate. Simulation data corresponds to Figs. 8.8 and
8.9. Panel a–e: Delocalization of the excion wave packet upon the inner
(bottom figure) and outer (upper figure) cylinder walls at five represen-
tative time–steps (see pink numbers indicated in the lower right corners
and the overall time–line given below). Visualized color maps are prepared
according to Fig. 8.7.
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citon relaxation is much faster than the measured TDA fluorescence with about τF ≈ 20
ps [118, 8]. In comparison to the present work, the focus of earlier time–domain sim-
ulations was exclusively on exciton relaxation within the inner cylinder wall. In these
studies, the internal inter–wall translation of excitation energy remained completely
unattended. Furthermore, the here executed simulations are substantially more sophis-
ticated than earlier approaches which rely on simpler open system models (e.g., Pauli
Master equation ansatzes [119]) and simple analytic model system [118, 119]. In this
regard, the presented results supplement the existing theoretical works on the TDA
system in many ways with novel insights.
In general, the here demonstrated open system studies are pioneering. The extent
and quality of the here achieved dynamics are beyond any existing study on molecular
structures of comparable scale (see, e.g., Refs. [161, 53, 54]). For the first time, non–
Markovian dissipative dynamics are simulated in a system of more than 4000 molecules.
This is made possible here only thanks to the own developed powerful SSE methodology.
8.6. Wannier–Mott Exciton Model for the Semiconductor
Nanocrystal
The remaining of this chapter is devoted to the process of exciton translation from
the TDA to a closely placed CdSe nanocrystal (NC). For this purpose, the excitonic
system of the TDA (see Sec. 8.3) must be merged with an exciton model for the NC.
The theoretical concept of Wannier–Mott excitons (WXs) are introduced in Sec. 2.2.2.
In this section, it is applied on the NC. After defining the atomic structure of the NC,
it follows the computation of the electronic ground state structure in a TB scheme (see
Sec. 2.2.1). The related valence band and conduction band–like single–particle states
offer an intuitive model of the WXs in terms of correlated electron–hole pair excitations.
In Sec. 8.8, the WXs are finally employed as energy acceptor states for EET from the
TDA to the NC.
8.6.1. Crystal structure and the electronic ground state
The spherical structure of the NC with a radius of about 4.5 nm is shown in Fig. 8.11a.
It consists of a number of 819 Cd–atoms and 630 Se–atoms. The atoms are placed
according to wurtzite structure with unit cell parametrization according to Ref. [80].
In general, atomic reorientations and other surface effects are conceivable. In CdSe
NC, however, they are assumed to be of minor importance.










with the atomic orbitals χul (orbital type l of atom u) from the TB method. Here,
the two spinor functions |ζ+〉 and |ζ−〉 are explicitely involved as the spin degree of
freedom is not restricted. The spatial orbital and spin are collectively indicated by
the index λ. By definition, the ψλ (with energies ελ) solve the TB eigenvalue problem
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Figure 8.11.: Wannier–Mott excitons (WXs) of the CdSe nanocrystal (NC). Panel
a:Crystal structure of the NC. Panel b: Energy level scheme of the lower
part of the exciton band. The arrows indicate the five relevant bright
excitons (two pairs of degenerate excitons and one single). Panel c: WX
spectrum of the NC (purple color) against the Frenkel exciton spectrum
of the tubular aggregate (green color, see also Fig. 8.6a). The gray lines
indicate the energies of the WXs. The arrow marks the WX used for
further analysis in Fig. 8.12b. Panel d: Contour plots of the transition
densities and energies of the five relevant WXs (indicated in panel b).
Eq. 2.9 (inclusive spin–orbit coupling2). In practice, the Cul,σ(λ) in Eq. 8.28 were
determined by diagonalization of the spin–dependent TB Hamiltonian, Hulσ,u′l′σ′ (see
Eq. 2.9). The latter was created with respect to the present NC structure, where the
required parameters (i.e., matrix elements of Hulσ,u′l′σ′ and the overlap matrix Sul,u′l′)
were taken from Ref. [80]. (For further computational details, see Appendix G.4.)
According to the ελ, the ψλ are correspondingly assigned as either valence band
(VB)–like or conduction band (CB)–like states. A number of NVB occupied states ψλ
(with energy ελ) and a number of NCB unoccupied CB–like states ψ̄λ̄ (with energy






2By means of the spin–orbit coupling, the single–particle spin "quantum number" may generally
take fractional values in the interval of [− 12 ,
1
2 ]. The spin–orbit coupling also prevents a proper
factorization of the ψλ into a product of an orbital wavefunction and a spin function part.
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making use of the operator ê†λ creating an electron with spinor state ψλ.
8.6.2. Correlated electron–hole pair states
Now, the occupied states ψλ and unoccupied states ψ̄λ̄ are employed to design electron–
hole pair excitations of the NC. As discussed in Sec. 2.2.2, these must be formulated
prior to the computation of the aspired WXs. In principle, here a number of NCB ×
NVB = 49152096 different electron–hole pair excitations can be considered. According





based on |Ψ0〉 (see Eq. 8.29) and without spin restriction. The ĥ†λ creates a hole in the
VB. Counterwise, the ê†
λ̄
creates an electron with state ψ̄λ̄ (now in the CB). Likewise
states |Ψλ̄λ〉 (with discrete spin–dependence) are formulated in Chap. 5. There, a band–
like structure of energetically very dense lying |Ψλ̄λ〉 is observed, which motivates to
directly approximate the |Ψλ̄λ〉 as an exciton. Here, however, this is not the case. In fact,
preliminary studies showed that only very few energetically low–energy excitons are
relevant for resonant EET from the TDA to the NC. For accurate energetic positioning









The WXs, |Ψγ〉, obey the WX (eigenvalue) equation,
ĤWX|Ψγ〉 = Eγ |Ψγ〉, (8.32)
as introduced in Sec. 2.3.2 (see Eq. 2.13). By that, direct Coulomb as well as exchange
interaction between the created electron and hole is taken into account. In practice,
























Its eigenvalues Eγ further represent the energies of the WXs Ψγ . In Eq. 8.33, the
energies of the electrons and holes are contained as εā and εa, respectively (see Eq. 2.13).
Furthermore, the electron–hole pair coupling in Eq. 8.33 splits into the two parts of
direct Coulomb interaction terms Waā,b̄b (see Eq. 2.14) and exchange interaction terms
Kaā,b̄b (see Eq. 2.15).
In view of the incredible number of possible WXs NWX = NCB × NVB which is
presently NWX ≈ 50 million, the WX equation cannot be solved straightly. In practice,
therefore the basis set of |Ψλ̄λ〉 was truncated. As already announced above, here, only
few Ψγ generated close to the band gap turned out to be relevant for later usage as EET
acceptor states (see Sec. 8.7). In this concern, it is possible to take advantage of the
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empirical observation of the higher the energy of a |Ψλ̄λ〉 the lesser its contribution to a
|Ψγ〉 at the lower band edge. A clear statement on that is vague, which is why Eq. 8.32
was solved in an iterative procedure where the number of participating VB and CB–like
states were increased carefully until satisfactory convergence was achieved. The related
computations of the NC were executed by D. Ziemann based on the former developed
TB formalism and the excitonic modeling of CdSe NCs described in Ref. [80]. (For
details on the computations of the different Coulomb matrix elements in Eq. 8.33 and
its diagonalization procedure, see Appendix G.4.)
The computed WX energies Eγ (defining the lower band edge) are presented in
Fig. 8.11b. As typical, only few and rather isolated states are observed in the low–
energy region. Moving upwards to energetically higher regions, the expected rapid
increase of state density, i.e., realization of the band–like features, was found (not
shown). The low–energy part of the NC exciton spectrum is also shown in Fig. 8.11c.
There, the absorption lineshape (purple coloring) is confronted with the absorption
band of the TDA (cyan coloring). It clearly demonstrates that only the lowest few
levels are in energetic resonance with the Frenkel excitons (i.e., the EET donor states).
8.7. Resonant Energy Transfer from Aggregate to Nanocrystal
The excitonic structures of the TDA and the NC are topiced in Secs. 8.4 and 8.6,
respectively. Now, the discussion turns to the phenomenon of EET from the TDA to
the NC. Both (so far isolated) structures are therefore placed closely to each other.
An impression of the system dimensionality is provided by the set–up in Fig. 8.12a. It
exemplarily shows the NC placed centrally alongside the TDA (system z–axis) and in
van der Waals contact to its surface.
The excitonic states of the combined TDA/NC system are introduced according to
the general description in Sec. 2.3.4. Negligible wave function overlap of the organic
and inorganic part is assumed and the excited electronic states of the interface system
are expressed in terms of direct products. A basis set for expansion is created straightly
and the interface excited states can be written as a linear combination of Frenkel exciton
(FX)–like basis states,
|FXα〉 = |Φ̄(disp)α 〉 ⊗ |Ψ0〉, (8.34)
and WX–like basis states reading
|WXγ〉 = |Φ̄0〉 ⊗ |Ψγ〉. (8.35)
The former FX–like state represent the TDA in FX state |Φ̄(disp)α 〉 (see Eq. 8.16), while
the NC is in electronic ground state configuration |Ψ0〉 (see Eq. 8.29). Counterwise, the
latter WX–like state describes the TDA in ground state configuration Φ̄0 (see Eq. 2.20)
and the NC realizing the WX state Ψγ (see Eq. 8.31).
In Chap. 5, Frenkel–like excitons and electron–hole pair state are discussed for the
para–sexiphenyl/ZnO system. Thereby, the electrostatic interaction between the or-
ganic and inorganic part turns out to be only of very weak influence on the excitonic
190
8.7. Resonant Energy Transfer from Aggregate to Nanocrystal
Figure 8.12.: Excitonic coupling between the tubular dye aggregate (TDA) and the
nanocrystal (NC). Panel a: Installed system set–up (NC centrally and in
van der Waals contact distance to the TDA). Panel b: Excitonic couplings
(purple color) between first brightest Wannier–Mott exciton (indicated by
the arrow in Fig. 8.11c) to all available Frenkel excitons drawn against
their energy. Orange colored line shape gives the Boltzmann (thermal)
distribution of the Frenkel excitons at 300 K.
structure of the interface. Here, it shall be directly argued in this sense and only
the excitonic coupling between the two bodies is respected. Accordingly, the excitonic
Hamiltonian of the TDA/NC system simplifies to
Ĥ= Ĥ(disp)FX + ĤWX + Ĵ
FX-WX. (8.36)
The two exciton Hamiltonians, Ĥ(disp)FX and ĤWX, are introduced in Eqs. 8.1 and 8.33,
respectively. The ĴFX-WX represents the excitonic coupling between both types of
possible excitons (see the expression below in Eq. 8.37). In particular, hybridized
exciton states of partial FX and WX character may be formed. Whether these appear
in the present case depends directly on the strength of ĴFX-WX and is concerned in the
subsequent section.
8.7.1. Excitonic coupling across the hybrid interface
In general, the strength of the excitonic coupling ˆJFX-WX depends critically on the
spatial configuration of the TDA and the NC. Diverse experimental and theoretical
investigations already put a lot of effort in this issue (see Sec. 8.1).
In Ref. [80], a theoretical study on the excitonic coupling between a single chro-
mophore molecule and a likewise spherical CdSe NC is presented. Particular focus
was thereby put on its dependence on the distance between the molecule and the NC
surface. Here, the process of EET is not restricted to a single molecule, but the entire
TDA is involved. This means that all 4140 C8S3 molecules participate in different
way and a much more complex dependence of ˆJFX-WX on the mutual spatial config-
uration must be expected. In accordance, also significant variation with respect to
the FX index α was anticipated right from the beginning. All the different matrix
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elements, JFX-WXγα = 〈WMγ | ˆJFX-WX|FXα〉 (see Eq. 8.36), were computed individually.
By inserting Eqs. 8.34 and 8.35, it follows






|ri − rj |
|Ψ0〉|Φ̄(disp)α 〉. (8.37)
As indicated, the ri and rj represent the coordinates of the number of NTDAel electrons
in the TDA and NNCel electrons in the NC, respectively. The expression in Eq. 8.37
shows similarities to the more simple case of intermolecular excitonic coupling (see
Eq. 2.29). However, here the JFX-WXγα couples the de–excitation of the αth FX and the
excitation of the γth WX. This means that the JFX-WXγα must be constructed instead
based on transition densities for the particular excitons.





is required. It is based on the S0 → S1 transition density n(m)eg (x) of the mth C8S3
dye as introduced above in Sec. 8.3.3 (see Eq. 8.14). Via the complex conjugate of the
expansion coefficients C∗m(α) (see Eq. 8.16), the molecular densities are rendered to the











is defined. It is based on the excitation of the γth WX in terms of the superposition of
properly weighted electron–hole pair excitations (see Eq. 8.31). The latter transitions















which are itself based on the VB–like and CB–like single–particle states ψλ and ψ̄λ̄ (see
Eq. 8.28). In the description of the NC, electron spin is explicitly treated . Concerning
Eq. 8.40, this results automatically in the proper total spin restriction.3 The FXs in the
TDA, on the other side, are exclusively constructed based on S0 → S1 molecular tran-
sition, i.e., the singlet character of all FXs is strictly prescribed. Concerning Eq. 8.39,
therefore the spin restriction is ensured by definition and its explicit consideration is
unnecessary. By utilizing the expressions Eq. 8.38 and 8.39, the excitonic coupling (see
3The second term in the rectangular bracket of Eq. 8.40 demonstrates that the transition density be-
comes zero if the ψλ and ψ̄λ̄ carry opponent spin quantum numbers. It can be proved straightly that,
in these cases (and noting the possible rotation of the spin coordinate system), either C∗u′l′,+(λ) = 0
and Cul,−(λ̄) = 0 or vice versa C∗u′l′,−(λ) = 0 and Cul,+(λ̄) = 0.
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|x− y| , (8.41)
where the de–excitation of the FX is accounted for by the complex conjugation of
ρFXα (x). In order to compute the integral expression in Eq. 8.41, the transition densities
n
(m)
eg (x) and n(e–h)λλ̄ (y) were approximated once more by making use of atomic centered
partial transition charges (for details, see Appendixes D and G.4).
The first investigated TDA/NC arrangement is depicted in Fig. 8.12a. It describes the
NC placed centrally alongside and in van der Waals contact to the TDA. Accordingly,
Fig. 8.12b shows the computed excitonic couplings between the energetically lowest
|WXγ=1〉 and all 4140 FXs. The values are collectively drawn versus the energy E(disp)α
of the related FXs. The energetic position of the particular |WXγ=1〉 is indicated with
the arrow in the spectrum of Fig. 8.11c (purple line). Although the NC is placed
prominently to the TDA surface, the excitonic coupling terms take only values below 1
meV. In order to generalize this statement, also the coupling matrix elements related to
energetically higher acceptor states |WXγ〉 (with 1 < γ ≤ 30) were examined carefully.
No larger excitonic couplings than the ones given in Fig. 8.12b were thereby found.
Instead, the general trend of the higher WXs goes towards coupling values which are
magnitudes smaller.
Even the highest peak values of the here computed excitonic couplings are smaller
than the earlier documented values in Ref. [80]. Indeed, this is reasonable although
the transition dipole moment of the pheophorbide–a molecule (dm = 4.6 D), which is
coupled in Ref. [80] to a similar CdSe NC, amounts less than half of the present value
of the C8S3 dye (dm = 11.0 D). The explanation for the here found smaller couplings
lies in the delocalization of the FXs on the TDA. As discussed in Sec. 8.4.2, in the great
majority of cases the FXs delocalize upon vast areas of the TDA. These areas appear
huge with respect to the very particular attachment site of the NC (see Fig. 8.12a).
And while the FXs are delocalized upon large zones, they efficiently couple only via
very few dyes in direct vicinity of the NC. This effect considerably lowers their excitonic
couplings.
Apparently, the EET process between TDA and NC takes place in the limit of weak
excitonic coupling. In consequence, a transfer model based on incoherent rate expres-
sions for resonant exciton transitions becomes adequate. In this context, one must also
negate the noticeable formation of hybrid excitons at the interface which are especially
attractive for novel photonic applications (see Sec. 1). Their appearance would re-
quire essentially higher values of JFX-WXγα (in the range of the intermolecular excitonic
couplings Jmn between the C8S3 dyes).
8.7.2. Rates of excitation energy transfer
Only weak excitonic coupling matrix elements are reported in Sec. 8.7.1. Accordingly,
the exciton translation from the TDA to the NC can be quantified based on a con-
stant rate expressions of Fermi’s golden rule. The corresponding formula is basically
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(Eγ − E(disp)α )2 + Γ2
. (8.42)
The transfer starts from a thermal distribution of FX population using f(E) = 1/Z ×
exp(−E/kBT ). Its exponential decay is shown by the orange colored line in Fig. 8.12b
for the installed temperature of 300 K (i.e., it is kBT = 27 meV). The original δ–
function (see Eq. 3.4) is already adapted to homogeneous broadening and a Lorentzian
function is substituted in Eq. 8.42. Concretely, a broadening of Γ = 5 meV is utilized as
physically plausible value smaller than kBT . Accounting for inhomogeneous broadening
was unnecessary at this place. As discussed in Sec. 8.2, disorder effects are already
integrated by means of the basic equilibrated nuclear TDA structure. Further, only few
WXs show the required energetic resonance with the band of FXs (see again Sec. 8.6.2
and Fig. 8.11c). In practice, the vast majority of higher WXs was disregarded from the
summation in Eq. 8.42 and only the lowest previously determined WXs played a role
for its computation.
The present rate model distinguishes from the ansatz employed beforehand in Chap. 5.
There EET rates are computed for different transitions from a single donor state to a
manifold of semiconductor states. Here, an initial thermalization process within the FX
band of the TDA is assumed instead. This ansatz accords to the discussion in Sec. 8.5.3
which ascertains essentially faster internal FX relaxation and dephasing processes with
τrel in the range of only few picoseconds. Contrarily, the EET is supposed to take place
on a time–scale of at least one order of magnitude larger (τrel  1/kTDA→NC). On that
scale, exclusively incoherent population transfer proceeds in the absence of coherent
wave packet migration.
Regarding the TDA/NC set–up depicted in Fig. 8.12a (NC in van der Waals con-
tact), the EET rate of about kTDA→NC = 4.2/ns were computed. Being in the inverse
nanosecond regime, this value truely confirms the above suspicion of τrel  1/kTDA→NC.
It gives message on exciton translation to the NC (even in the spatially attached con-
figuration) which works essentially slower than the TDA–internal relaxation processes.
Moreover, the related transfer–time in the nanosecond range generally confirms with
the measured values of EET from the TDA to closely attached QDs reported by Rabe
et al. [8].
8.7.3. Dependence on the system set–up
This last part of the EET study is devoted to the detailed understanding of the trans-
fer rate kTDA→NC in dependence on the TDA/NC system set–up. In Fig. 8.13, the
kTDA→NC is mapped under variation of the NC position along the system axes z and
R. Thereby, the NC is translated without rotation upon a 2-D grid in the z-R–plane
with respect to the TDA (see sketch on the left–hand side). By scanning upon this grid,
rate values were computed for each of the grid points resulting in the pixel structure
of the map surrounding the TDA (indicated in the lower left corner). The coloring of
the pixels represents the computed rate values according to the given logarithmic scale.
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Figure 8.13.: Rate for exciton transition from the tubular dye aggregate (TDA) to the
nanocrystal (NC) according to Eq. 8.42. The color map in the main panel
illustrates the dependence of the rate on the positioning of the NC. The
NC is moved in the z−R–plane according to the sketch on the left–hand
side. Please note the logathmic scale of the color map.
Apparently, the EET rate is rather independent on the longitudinal positioning of the
NC alongside the TDA (in the range of about |z| < 28 nm). This approves the above
statement, that (with respect to the z–axis) the FXs are rather equally distributed in
the middle part of the TDA. The rate is also scanned when moving the NC around the
"open" endings of the TDA. Placed right at the cylinder edge (the "rectangular corner"
in Fig. 8.13), the EET rate decreases somewhat faster with increasing distance. This
observation is physically plausible in view of of the smaller number of dye molecules ex-
posed to the NC at the TDA edges and the argumentation given at the end of Sec. 8.7.1.
Respective behavior is monitored for NC positions right in front of the "hollow" ending
of the TDA.
The dependence of the kTDA→NC on the TDA–NC distance deserves closer inspection.
It is the intention of this study to evaluate the workability of the approximate Förster–
type rate ansatz. In comparison with the present rate ansatz where the JFX-WXγα are
deduced in atomic resolution, the Förster’s ansatz is based on excitonic couplings from
a point–dipole interaction model. Because of its simplicity, the latter (with its promi-
nent 1/R6–dependence on the donor–acceptor distance R) is very commonly employed
in literature (see, e.g., Refs. [111, 229, 8, 230, 11, 26]). Nevertheless, for the TDA/NC
system the adequacy of the point–dipole interaction model is highly questionable. Al-
though the TDA and the NC seems to be "well..seperated", their distance R would
have to be much larger than the spatial exciton extention in order to properly establish
a point–dipole ansatz. To prove this, the NC is placed again in the middle position
(z = 0) with respect to the TDA (see lower left panel of Fig. 8.14). The kTDA→NC was
determined for increasing R values up to R = 900 nm (see Fig. 8.14a). In Fig. 8.14b,
the double logarithmic plot of the calculated kTDA→NC against the coordinate axis R is
provided. The characteristic ∝ 1/Rx–dependence can be determined straightly from a
linear fit model (via the relation log(kTDA→NC) = −x log(R) + a). The nonlinear curve
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Figure 8.14.: Rate for exciton transition from the tubular dye aggregate (TDA) to the
nanocrystal (NC). Panel a: Rate dependence when the NC is moved per-
pendicular away from the TDA, according to the sketch in the lower left
figure. Panel b: Double logarithmic plot of the data shown in panel a.
Colored slope lines result from linear fitting routines in the three regions
(same coloring). The fitted behaviors of the rate (with respect to distance
R) are also indicated (for details, see the main text). Panel c: Depen-
dence of the rate on the NC rotation around the axis φ (see again lower
left panel).
in Fig. 8.14b approves directly the inadequacy of an uniform point–dipole approxima-
tion. Instead of a straight 1/R6–dependence, here at least three different regions must
be distinguished with R(I) < 3 nm, 3 < R(II) < 40 nm and R(III) > 40 nm (see indi-
cations in Fig. 8.14b). Concretely, fit values of x(I) = 0.8, x(II) = 3.3 and x(III) = 5.7
were obtained for the three zones. In close distance, the NC clearly "notices" the indi-
vidual point charges dispersed upon of the opponent vast TDA. This perception of the
atomistic structure explains the untypical dependency of kTDA→NC ∝ 1/R0.8 (region I).
With increasing R this "impression" changes and the rate shows dependences of about
∝ 1/R3 (region II). In region III with R > 40 nm, the trend towards the prominent
1/R6–behavior becomes finally apparent.
In order to judge about the long distance asymptotic limit of the rate, here, the
complete TDA length with about 64 nm must be taken into consideration. Indeed, all
FXs localized on the entire TDA contribute to kTDA→NC. When the fitting procedure
was repeated using only values of R > 650 nm, i.e., for distances at least ten times larger
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than the TDA extension, a behavior of kTDA→NC(R) ∝ 1/R5.9 was uncovered. Only in
this distance the Förster–type modeling of the EET seems adequate. In general, the
point–dipole interaction model must be critically recaptured whenever cases of strongly
delocalized excitons with diverse localization features are considered.
The characteristic distance behavior of EET between nanoparticles, nanowires and
quantum wells were also studied in Refs. [187] and [131]. Based on an analytic macro-
scopic approach, the authors demonstrated that in their model, i) only the acceptor
dimensionality is decisive for the specific R−x–behavior of the EET rate in the long
distance asymptotic limit and ii) indeed the typical behavior with x = 6 appears only
in the case of a nanoparticle (i.e., a finite structured energy acceptor unit). The latter
finding agrees very well with the asymptotic distance dependence computed here for a
realistic system in atomistic resolution.
Additionally, the EET rate is probed against the rotational motion of the NC. In
general, only minor variations of kTDA→NC were uncoved while rotating the NC around
the cylinder z–axis in fixed distance R. This is reasonable since the cylinder symme-
try of the TDA is roughly rendered on its excitonic structure. The same observation
was made when monitoring kTDA→NC against the three internal axes of rotation of the
NC. For instance, the values of kTDA→NC, scanned during rotation along the φ–axis,
are illustrated in Fig. 8.14c. For the scan, the center of the NC was fixed at z = 0
and R = 2 nm (see again the sketch in the lower left of Fig. 8.14). As demonstrated,
the computed rates show no essential sensitivity for the NC orientation. In view of
the non–isotropic wurtzite structure of the NC, the minor dependence on its rotation
(see periodic features in Fig. 8.14c) was actually unexpected. Instead, it seems that
the nanoscale size and the rather spherical shape of the NC are more decisive here.
This explanation is supported by shape of the relevant excitonic NC states. As shown
in Fig. 8.11d, they describe states which are attributed with either "s–type" (rather
spherical) or "p–type" transition densities. The latter appear threefold energetically
bundled (almost degenerate) according to the typical px, py and pz spatial orientations.
The computed EET rates collect contributions from all these excitonic states and con-
sequently show the rather unspecific dependence on the NC rotations.
Together the executed studies lead to the conclusion that only the perpendicular
TDA–NC distance is of prior importance for the EET from the TDA to the NC. Only
very small variation of the transfer rate is documented when rotating the NC with
respect to the TDA longitudial axis or its own center of mass. Both findings are im-
portant insights as it is very cumbersome to control the rotational degrees of freedom
under experimental conditions. Moreover, it is proved that, in the range of TDA–NC
distances of R < 40 nm, the EET cannot be modeled in terms of Försters theory. In-
stead, critical overestimations of computed Förster rates must be anticipated. Proper
workability of the latter is detected only in cases of distances larger than 650 nm.
In general, this insight can be rendered to many modern hybrid systems which are
constructed based on functional donor and acceptor components with excitonic delo-
calizations larger than their direct distance. In all these cases, the utilization of the
Förster model ansatz should be thoroughly revisited.
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8.8. Summary and Concluding Remarks
The focus of this chapter is put on a hybrid system describing a double–walled tubular
dye aggregate (TDA) coupled to a CdSe nanocrystal (NC). In lab, the TDA is fabricated
by self–assembly from C8S3 cyanine molecules in aqueous solution. Superstructions
with about 13 nm diameter and length up to several µm were directly measured. Owing
to their interesting excitonic properties, these TDAs are recently considered as very
promising components especially for novel optoelectronic nanohybrid materials. The
first concern of this study is the dissipative exciton migration within the TDA after its
optical excitation. In the second main part of this study, the phenomenon of excitation
energy transfer (EET) from the TDA to the NC is inspected. The latter means the
translation of Frenkel excitons of the TDA to Wannier–Mott excitons of the NC.
In order to compute the excitons of the TDA, a 64 nm long tubular fragment is
constructed based on a formerly equilibrated nuclear configuration. The here applied
generalized excition approach is beyond the standard Frenkel model. Besides electro-
static effects, it takes into account corrections due to dispersion interactions of the dye
molecules. It is shown that this type of correction is responsible for the appearance
of the two main exciton bands, which can be straightly assigned to the outer and the
inner cylinder wall of the TDA, respectively. An extensive study on the Frenkel exci-
tons of the TDA is undertaken. Their spatial structuring across the cylinder walls is
discussed in molecular detail. For the first time, a clear view on the localizations of the
excitons on the inner and outer wall of the TDA is provided in dependence on their
energy. Exciton delocalizations over hundreds of dye molecules are uncovered. This
is surprising and appears vast concerning the equilibration of the nuclear structure.
Several prominent types of exciton localizations are thereby observed. These particular
findings have never been documented in literature beforehand.
Based on that, a pioneering open system study on the TDA–internal exciton relax-
ation at room temperature is presented. Therefore, an intramolecular vibrational bath
is conceived and the own developed algorithm based on a stochastic Schrödinger equa-
tion is applied. In an unique way, it make possible to achieve the exciton relaxation
kinetics upon the complete 64 nm long TDA structure. The enormous number of 4140
excited states are thereby included. The executed study demonstrates the power of
the new simulation technique. On the present scale, it works much more efficiently
than equivalent master equation approaches. In order to uncover the interesting re-
laxation processes, dissipative dynamics are computed starting from an exciton wave
packet prepared in the high–energy region. Former time–domain simulations exclu-
sively concentrated on relaxation processes within the inner wall and could not detect
the supposed exciton migration from the outer to the inner wall. For the first time, this
internal exciton translation is now directly simulated. Its spatio–temporal behavior is
uncovered in molecular resolution. The relaxation process completes within less than 3
ps. This agrees with available spectroscopic data. Besides many novel insights on the
TDA–internal excitonic structure and dynamics, the stochastic Schrödinger equation
method is manifested as a highly potential instrument in application to large–scale
open systems.
In the second main part of this work the TDA is accompanied by the NC. Coulomb–
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correlated electron–hole pair excitations of the NC are computed based on a TB scheme
and the Wannier–Mott exciton equation. After initial exciton relaxation within the
TDA, excitation energy is further transfered from the TDA to the NC. This process
was also in the focus of recent experimental investigations and measured to take place on
the nanosecond time–scale. As the key quantity, the excitonic coupling between pairs of
Frenkel and Wannier–Mott excitons is required. Here, all coupling terms are computed
in full atomistic resolution. Concerning the gigantic size of the hybrid system, this
describes a remarkable challenge and emphasizes the pioneering character of the entire
study. Despite the significant computational effort, this ansatz is highly advantageous.
On this basis, transfer rates accoring to Fermi’s golden rule are formulated without
utilizing the point–dipole approximation (used in the Förster model). Here, evidence
is given that, even in van der Waals contact, the excitonic couplings stay below 1 meV
and the total EET rate amounts kTDA→NC ≈ 4/ns (i.e., it is τEET ≈ 250 ps). The
uncovered EET rates are moderate and confirm the roughly estimated transfer times
based on earlier measurements.
Diverse architectures of hybrid systems based on TDAs are recently under experimen-
tal investigation. However, detailed theoretical insights on their excitonic properties in
dependence on, e.g., the positioning and orientation of a close NC are still missing. In
this regard, the rate of EET in the present TDA/NC system is finally inspected under
variation of its geometry. Novel and important insights are discussed. Surprisingly, it
was uncovered that the EET process is very robust against rotational motion of the
NC as well as translation alongside the TDA. These are important informations, e.g.,
for specific device constructions which have also never been reported before.
In a final study, particular focus lies on the dependence of the rate on the vertical
TDA–NC distance R. Here, it is clearly evidenced that the EET rate behaves nei-
ther according to the 1/R6–dependence, which is prescribed by the Förster theory, nor
according to an uniform 1/Rx–dependence (with constant x) at all. Instead, the de-
pendence varies from kTDA→NC ∝ 1/R to ∝ 1/R3 in the range of 0 < R < 40 nm. It
is observed that the Förster dipole–interaction model possesses no validity here within
distances of R < 600 nm. This is due to the nanoscopic extention of the TDA and
the vast exciton delocalization. In general, modern hybrid nanosystems realize donor–
acceptor distances which are much smaller than the exciton delocalization within the
individual components. It must be expected that the Förster theory leads to overesti-
mated EET strengths in all such systems. This finding is of exceptional relevance and
declares the urgency for establishing more adapted transfer models.
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9. Summary and Outlook
A broad section of modern physics and theoretical chemistry concentrates on electronic
properties of composite nanostructures. Theoretical studies on that scale, on one side,
critically depend on a nanostructured modeling of the system. On the other side, they
require atomistic descriptions of the occurring quantum processes. This typically pre-
cludes fully ab–initio ansatzes. So, to meet both requirements, modern research yearns
continuously for atomistic approaches and related computational schemes which are
more and more efficient. In this thesis, new specific atomistic descriptions and efficient
computational schemes are demonstrated. Particular focus lies here on hybrid interface
systems consisting of molecular aggregates and semiconductor nanostructures. Well–
established theoretical and computational ansatzes are therefore revisited and combined
adequately regarding their respective performance goals. It is a key challenge of this
work to introduce a new stochastic Schrödinger equation technique. It is particularly
conceived for efficient simulation of non–Markovian dynamics of huge open quantum
systems. The here accomplished simulation studies are impressive and pioneering con-
cerning quality and scale. They witness major progress in the field of non–Markovian
open system dynamics.
In the main part of this work, the developed models and methodologies are used
to investigate mechanisms of photoinduced charge separation and excitation energy
transfer processes in two realistic types of hybrid nano–systems of recent experimental
interest [67, 72, 8, 26]. The hybrid system of para–sexiphenyl molecules aggregated on
a flat ZnO surface is treated firstly. The second system describes a gigantic tubular
aggregate of C8S3 cyanine dyes coupled to a closely positioned CdSe nanocrystal.
Quantum descriptions of such nanoscale systems are typically based on many thou-
sands of vastly delocalized electronic states. That is particularly the case here and
makes simplifying diabatic state ansatzes imperative. By means of that, the interface
systems are each fragmented and their states are constructed as direct products of
smaller substructure site states. The prize for this is paid with tremendous numbers
of inter–site coupling terms, which are needed to fianlly describe the electronic Hamil-
tonians. Furthermore, many "standard" simulation methods are rather inefficient and
suffer strongly with increasing number of states. In particular, the direct solution of the
quantum master equation in order to obtain open quantum system dynamics is char-
acterized with very unfavorable scaling features of the computational costs and should
not be applied to large–scale systems. In order to overcome this limitation, here an own
strategy based on the quantum state diffusion method is developed. More concretely,
a stochastic Schrödinger equation is propagated which computational cost scales only
linearly with the size of the system. Thanks to that great efficiency, non–Markovian
dynamics in very realistic interface systems including several thousand states are suc-
cessfully executed. An atomistic modeling allows investigating the interesting kinetics
201
9. Summary and Outlook
in both huge quantum systems in remarkable resolution. By that, the present work
completes the detailed understanding of the two particular interfaces in many ways,
and so also the general comprehension of photoinduced charge separation kinetics and
the excitation energy transfer is brought forward.
Spectroscopic investigations of para–sexiphenyl molecules on smoothed ZnO inter-
faces showed that, under irradiation of light, free charge carriers are generated to both
sides of the interface [65, 68, 67]. So far, detailed theoretical insights on these pro-
cesses are still missing. Here, time–domain simulations in atomistic resolution are
performed. The direct energy transfer across the interface from the Frenkel excitons
in the molecular part to electron–hole pair excitations in the ZnO are studied as well
as the more involving process of Frenkel exciton migration to the interface region and
subsequent decay into charge–separated states. The required transfer integrals for the
electron injection from excited molecules into the ZnO substrate are modeled with an
efficient and specially developed ansatz. Femtosecond simulations on the photoinduced
coherent wave packet dynamics across the interface are presented. The detailed dis-
cussion notices also the formation of optically addressable charge–transfer excitons at
the interface. In particular, the importance of the explicit laser–pulse simulation is
demonstrated carefully. Here, alternatively prepared initial excited states are identified
as highly potential sources of error. Since such initial conditions substituting an ul-
trafast laser–pulse are very commonly used in literature, the presented results are also
generally of high relevance.
Efficient generation of free charge carriers is the decisive factor concerning a possible
future photovoltaic device. For this purpose, basically the Coulomb–attraction between
electron and hole must be overcome. Here, time–domain room temperature simulations
in the picosecond–range are executed based on the own stochastic Schrödinger equa-
tion technique. Non–Markovian dissipative dynamics of a hole in a film of 2553 para–
sexiphenyl molecules placed on a macroscopic ZnO slab become possible. The here
applied interface set–ups are particularly motivated by recently observed scenarios of
very fast electron trapping in opponent ZnO surface regions [66, 34, 70]. Remarkable
characteristic features of the dynamics are illustratively explained. Specific differences
with respect to pure coherent type of wave packet motion are emphasized in direct
comparison. It is documented that, only under condition that the electron itself is
swiftly evacuated from the interface into the ZnO bulk region, free charge carriers can
be guaranteed on a long–term basis. In particular, the initial wave packet motion of
the created hole is too "weak" in order to remove the hole from the trapped electron
by means of ballistic motion. Based on the simulations, message is clearly given on
basic problems of the para–sexiphenyl/ZnO interface concerning applications in pho-
tovoltaics. Altogether, the offered results bring forward the detailed understanding of
the optoelectronic processes at the para–sexiphenyl/ZnO interface.
Also the second system is inspired by recent spectroscopic investigations [8, 26]. Ac-
cordingly, energy transfer from tubular dye aggregates to semiconductor nanocrystals
is expected in the range of several hundred picoseconds. Besides, much faster exciton
relaxation processes within the tubular aggregate were uncovered on the time–scale of
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only few picoseconds [119, 139]. Here, a detailed theoretical description of both pro-
cesses is presented. It starts with a 300 K equilibrated nuclear structure of a 64 nm
long tubular aggregate. Based on that, a very sophisticated generalized Frenkel exci-
ton Hamiltonian is constructed. It accounts for dispersive interactions of the individual
C8S3 molecules. Here, dispersion play a critical role regarding the double–walled struc-
ture of the tubular aggregate [122]. By that, the present exciton model gives a much
more realistic picture of the aggregate compared with preceding theoretical studies
[118, 119].
Non–Markovian dynamics are executed to investigate the aggregate–internal exci-
ton relaxation processes. The simulations are again based on the own stochastic
Schrödinger equation technique. The complete tubular fragment involving the vast
number of 4140 Frenkel excitons is simulated. From diverse experiments, it is further
known that, during relaxation, energy is unidirectionally transfered from the outer to
the inner cylinder wall of the tubular aggregate [118, 139, 125]. For the first time, this
interesting process is now directly monitored in non–Markovian time–domain simula-
tions. In agreement with the experiments, initially prepared high–energy exciton wave
packets settle to thermal distribution within less than three picoseconds [139, 125]. The
scale and level of the present simulations are pioneering and clearly beyond the simple
models and master equation ansatzes of former studies [118, 119, 219].
Subsequently, energy transfer from the aggregate to the spherical CdSe nanocrystal
is described. Therefore, the Frenkel exciton model is augmented by Wannier–Mott
excitons of the nanocrystal. As a key challenge, huge numbers of excitonic coupling
strengths are computed in atomicistic resolution. Even in van der Waals contact dis-
tance, these couplings stay below 1 meV. In turn, the generally expected hybrid excitons
fail to appear. Then, rates for exciton transfer from the aggregate to the nanocrystal
are computed based on Fermi’s golden rule. Imposing insights into the transfer are
gathered under variation of the spatial system set–up. Clear evidence is given that it
is essentially the perpendicular distance between the two bodies which decides about
the transfer strength. In agreement with measured data [8], the fastest transfer mech-
anism happens in the range of several hundred picoseconds. The positioning of the
nanocrystal alongside the aggregate and its actual orientation are varied without con-
siderable impact. Likewise detailed computations are documented here for the first
time. They are highly relevant for future tubular aggregate/nanocystal system prepa-
rations. Finally, the substantial advantage of the here applied atomistic exciton model
is emphasized against the more common Förster rate ansatz. In harsh contrast, the
latter is based on a dipole–dipole interaction model. Due to the rather close distance
between the two nanoscale components and the diverse forms of exciton delocalizations
in the aggregate, this approximation becomes insufficient here and its application leads
to extreme misinterpretations compared with the superior atomistic model. Only the
latter can properly account for both the very different exciton localizations and the
specific close arrangement of the tubular aggregate and the nanocrystal. This finding
is generally valid for many systems in modern nanotechnology and of high significance.
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9. Summary and Outlook
Outlook
The here introduced atomistic models and computational schemes are combined for
outstanding efficiency. Thanks to that, the sophisticated large–scale studies could be
performed on conventional compute servers. This makes the entire approach interesting
for many fields of recent research. Future investigations can profit a lot from this work.
In particular, the introduced stochastic Schrödinger equation technique represents a
novel extremely promising instrument. It faces the increasing interest in time–domain
simulations of larger and larger quantum systems and brings with highly advantageous
computational scaling features. Its application is advisable whenever open system dy-
namics are aspired extending over more than several hundred states. While equivalent
master equation ansatzes become more and more inefficient, on that scale the enormous
potential of the stochastic Schrödinger equation starts working. Moreover, the here de-
veloped strategy is immensely versatile. As stated above, the here executed simulations
represent a milestone in the field of dissipative dynamics. In turn, they are expected
to have a great inspiring effect for diverse other applications in future. Just to give
one concrete example, at this place, hybrid systems consisting of 2d transition metal
chalcogenides and molecules shall be mentioned. These regular finite nanostructures
lie in the particular focus of recent research and constitute ideal systems for future
application.
Also further investigation of the dissipative charge separation kinetics at the para–
sexiphenyl/ZnO interface would be interesting. In particular, an uniform dissipative
model for the entire process of photoexcitation, exciton transition and charge separa-
tion would be desirable. In the present dissipative simulation, the electron treatment
follows scenarios of ultrafast initial trapping. In a generalized model, however, the ad-
ditional degree of freedom of the electron would mean a radical increase of the number
of electronic states. Another task for the future could be the extension of the exist-
ing model by relaxation processes of the injected electron within the ZnO conduction
band (i.e., for electron–phonon interaction). Unfortunately, the latter already means
a formidable challenge concerning tiny finite ZnO clusters. In this regard, for the
beginning the electron–phonon interaction of the electron could be modeled using rep-
resentative phonon modes of the ZnO bulk system. Other future projects are motivated
by the tubular aggregate/nanocystal system. For instance, Frenkel and Wannier–Mott
excitons could be straightforwardly incorporated in a single time–dependent simulation
study on exciton relaxation. The difficulty lies then in the two different characteristic
time–scales of the exciton dynamics. Accordingly, a unified dissipative investigation
would have to extend over several nanoseconds. For this purpose, it would be firstly






A. Interface Charge Transfer Model
The introduction of the primary acceptor state of the electron after injection from an
excited 6P into the ZnO lattice is only briefly introduced in Sec. 6.3. In this Appendix,
further computational details are supplemented. The processing may be generalized to,
in principle, any type of semiconductor surface layer exposed to any type of molecule.
A.1. Primary electron acceptor surface state
Lets consider the primary electron acceptor state φ̄A. In order to realize a certain
spatial localization it is represented making use of the set of atomic orbital (AO) basis
functions of the ZnO cluster (introduced in the TB scheme, cf. Sec. 2.2.1). The second
key point of the approach concerns the partial occupation of these AOs. Occupied (or
partially occupied) spin–orbitals cannot (or only partially) host the excess electron.
Following the present frozen orbital treatment of the ZnO cluster (see Sec. 2.2.1) the
injected electron exclusively populates CB–like states ψ̄λ̄. In fact, it was recognized
that the 4s and 4p–type Zn AOs of the cluster are only sparsely populated concerning
its neutral ground state configuration. In other words, these AOs majorly contribute to
the unoccupied CB–like states ψ̄λ̄. At the interesting flat (or "top") surface of the ZnO
cluster, especially the Zn 4px–type AOs were found to be unoccupied to great shares.
Nevertheless, there were also observed small contributions of these AOs to the VB–like
states. So, instead of being fully unoccupied, they are partially occupied. Therefore, it
is the task to formulate a superposition state which is localized at the surface but at
the same time completely unoccupied, i.e., free of any VB character.
For the beginning, a wave function superposition is considered consisting of a number
of 25 4px–type AOs. Thereby, each AO is localized on one of the 25 Zn atoms at the
surface "beneath" the 6P molecule (see Fig. 6.2a in Sec. 6.3). The seven AOs, which
are localized on the line of seven Zn atoms directly below the 6P (colored black in
Fig. 6.2a), shall be populated in a pronounced manner with respect to the AOs localized
somewhat more remote on the 18 surrounding Zn atoms. The latter render a belt of









where the χLi represent the ith 4px–type AO in the distinguished line of Zn atom in
the middle of the arrangement. In similarity, the χBk give the remaining AOs residing
on the surrounding belt. With the normalization condition 〈φ̄A|φ̄A〉 = 1 and the
overlap matrix Sij of AOs, appropriate values for the expansion coefficients cL and
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cB can be found. By assuming real–valued wave functions, one straightly finds 1 =
c2L
∑




k∈B Sik + c2B
∑

























With this an appropriately localized wave function superposition of AOs was formu-
lated. Therefore, the pronounced occupation was defined with cL = 0.25. Correspond-
ingly, the relation in Eq. A.2 gave cB = 0.1703. The particular value of cL could also
be defined differently (as long as the total occupation of the AOs is not overloaded by
the excess electron). In the present case, each of the 25 Zn 4px–type AOs was already
occupied by about 14 % (with VB electrons).
























with the expansion coefficients κ̃λ̄(i) = 〈ψ̄λ̄|χi〉 and κ̃λ(i) = 〈ψλ|χi〉 related to the CB–
like state ψ̄λ̄ and the VB–like state ψλ, respectively. The expression Eq. A.3 gives the
mathematically exact eigenstate representation. According to the physical meaning,
however, it is now the trick to simply restrict the expansion to only CB–like states.












By the latter treatment, the φ̄A is no longer normalized and the renormalized version




















The derived superposition φA fulfills the requirements of being normalized, being un-
occupied and being appropriately localized on the surface beneath the 6P molecule.
208
A.2. Coupling of interface charge transfer
A.2. Coupling of interface charge transfer
In Sec. 6.3.3 the electron injection processes into each CB–like state ψ̄λ̄ is collectively
characterized by a single coupling constant VCT. This is possible as the parameter
VCT shall be related to the injection of the electron into the constructed acceptor state
φA (see Eq. A.5). With Eq. A.5, a clear relation between φA and all ψ̄λ̄ is prepared.
That relation can also be straightly applied to relate the charge transfer coupling to





with the CB–like state specific weights κλ̄ (taken from Eq. A.6).
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B. Generalized Frenkel Exciton Model
In order to develop an exciton model which takes into consideration intermolecular
dispersive interaction effect, the standard Frenkel exciton model (see Sec. 2.3.2) can be
generalized in the fashion of a full CI scheme. Its outcome is presented in Sec. 2.3.3. In
what follows, the generalized Frenkel exciton Hamiltonian given in Eq. 2.35 is derived
using a projection operator technique. It provides a very general ansatz to the theory
and allows extending the exciton model to higher order corrections in a straight manner.
In Chap. 8, the developed generalized exciton model with dispersive effects is applied
to a gigantic tubular dye aggregate.
Without the restriction to only single molecular first excited states, now the electronic




|Φ~π〉〈Φ~π| = P + Q. (B.1)
The expression in the middle of Eq. B.1 is concerned first. The state |Φ~π〉 describes a
possible aggregate state in terms of a direct product of the number of Nmol molecular
(substructure) states with zero wave function overlap. The index vector ~π represents
a vector of Nmol components πm. The mth element of ~π holds the information about
the mth molecular state (representing either ground, first or any higher excited state
configuration). In Eq. B.1, the sum with respect to ~π is shorthand for Nmol individual
summations over the elements πm. The subspace of ground and singly excited aggregate
states is of particular interest here. In Eq. B.1, the latter two are indicated by the zero
vector ~π = ~0 (ground state), and the Nmol unity vectors, ~π = ~em (first excited states).
On the right–hand side of Eq. B.1, the unity operator is split up into two orthogonal
projection operators, P and Q. It is the idea to define P in such way that it spans the





All higher excited state contributions are (perpendicular to P and) collected in the
residual sub space Q = 1el −P.1 By acting of P on an arbitrary composite state |Φ~π〉
its ground and single excited state character is probed.
At this place, it suffices to introduce an aggregate Hamiltonian Ĥagg which obeys the
stationary Schrödinger equation, Ĥagg|Ψ〉 = E|Ψ〉, with an arbitrary composite state
1Originally this very convenient projector technique was introduced by Zwanzig and Mori for density
matrix theory in Liouville space [231, 232]. It was their intention to describe few essential system
degrees of freedom isolated from a much larger number of environmental degrees of freedom. In
similarity, the individual nature of the higher excited states is irrelevant in the present application.
Only their collective influence on the Frenkel excitons shall be of interest.
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as |Ψ〉 =
∑
~π C~π|Φ~π〉. It follows the perturbative expansion series of Ĥagg. Therefore,




C~em |Φ~em〉+ Q|Ψ〉, (B.3)
by making use of P and Q. By inserting Eq. B.3 into the general Schrödinger equation










while projection on 〈Φ ~em |... delivers∑
n
[
〈Φ~em |Ĥagg|Φ~en〉 − δmnE
]





Together, the coupled eigenvalue problem, specified with respect to subspace P, is
found. The right–hand sides of Eqs. B.4 and B.5 hold the coupling among the sub-
spaces P and Q. They generate the aspired dispersive interaction effects among the
molecules. At this stage, the conventional Frenkel exciton level is identified in zero
order approximation. In order to obtain the coupling effects of first order, likewise
eigenvalue equations are constructed with respect to subspace Q,








The last term on the right–hand side collectively represents all interactions between
states within subspace Q. Inserting Eq. B.6 iteratively into Eqs. B.4 and B.5, generates
an expansion series with respect to the coupling among the states of subspace P and the
ones of Q. The focus is here on a first oreder treatment. Consequently, the interaction
on the right–hand side of Eq. B.6 is reduced to its zero order expression. The zero
order energies of the states in Q space can be defined as E(0)~π = 〈Φ~π|QĤaggQ|Φ~π〉. It
















































It simply adds to Ĥagg and introduces corrections on the diagonal energy terms and
the offdiagonal excitonic coupling matrix elements in Eqs. B.8 and B.9.
According to the standard Frenkel exciton model in Sec. 2.3.2, the present model fur-
ther concentrates on the manifold of single excited state. Excitation and de–excitation
processes are suppressed further on (see second brackets in Eqs. B.8 and B.9). Due
to that, the Eqs. B.8 and B.9 decouple. Nevertheless, concerning the nonlinear depen-
dence on the energy E, the equations cannot be solved straightly. In order to avoid this
problematic, all intermolecular energy contributions are approximately removed from
E in ∆Ĥagg(E) (see Eq. B.10). With regard to customary organic structures, indeed
the remaining intramolecular energies should describe the main contribution to E.
After inserting Eq. B.10 into Eqs. B.8 and B.9, diverse coupling elements of the type
〈Φ~0|PĤaggQ|Φ~π〉 and 〈Φ~em |PĤaggQ|Φ~π〉 are formed. Thereby, a significant simplifica-
tion is found in consequence of the initial assumptions of zero wave function overlap
between the individual molecular states and the orthogonality of the different states
belonging to one molecule. Because of that, the majority of the latter coupling terms
vanish. In general, non–zero terms 〈Φ~0|PĤaggQ|Φ~π〉 can only be expected for |Φ~π〉
realizing excitations on at the most two molecules. So, the diagonal matrix elements








|Jmm′(a← g, a′ ← g)|2
E
(m)











where the molecular indexes m and m′ are introduced and the indexes a and a′ refer to
single molecular excited states (g indicates the molecular ground state). The Jmm′(a←
g, a′ ← g) in the nominator describes the intermolecular excitonic coupling between the
excitation process from ground to the a′th excited state on molecule m′ and the de–
excitation from the ath excited to the ground state on molecule m (in the fashion of
Eq. 2.29). Further, only the intramolecular excitation energies E(m)g (for the ground
state) and E(m)a′ (for the a′th excited state) of the mth molecule appear now in the
denominator (see former approximation). The right–hand side of Eq. B.11 further
defines the dispersion correction ∆E(disp)m,g . It represents the share of the dispersive
energy shift which is due to the influence of the aggregate surrounding on the mth
molecule (in aggregate ground state configuration).
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The matrix element 〈Φ~em |∆Ĥagg|Φ~em〉 related to the single first excited aggregate
states can be simplified in similar way. Most conveniently it is formulated in direct
reference to the former deduced total dispersive shift in the aggregate ground state
configuration (see Eq. B.11), according to
〈Φ~em |∆Ĥagg|Φ~em〉 = 〈Φ~0|∆Ĥagg|Φ~0〉+ ∆E
(disp)
m,g −∆E(disp)m,e , (B.12)






|J (m,m′)(a← e, a′ ← g)|2
E
(m)






The impact of the dispersion on the excitonic couplings (i.e., the correction of Jmn
in Eq. 2.22) shall be described in a different manner. Instead of formulating again a
correction shift in terms of 〈Φ~em |∆Ĥagg|Φ~en〉, the dispersive influence on Jmn, typically,
is modeled directly in terms of a screening factor fmn (as discussed in Sec. 2.3.3).
Finally, the two dispersive shifts (Eqs. B.11 and B.13) and the screening factor are
introduced in the above excitonic equation B.9. When changing the aggregate state
notation from the general form |Φ~em〉 into the more appealing form |Φ̄em〉 (introduced
in relation to the standard Frenkel exciton model in Sec. 2.3.2), it finally results the

















C. Polarizable Continuum Model of the
6P/ZnO Interface
In this Appendix the dielectric model utilized in Sec. 7.3.4 is deduced. The interface
under inspection is introduced in the main text. In Fig. 7.2, it is illustrated in terms
of two infinite dielectric media describing an interface. The interface defines the x− y
plane. By that, an upper and lower half space with z > 0 and z < 0 is introduced. The
half spaces are destinguished by the dielectric constants ε6P and εZnO, respectively. The
continuous charge densities of the hole and electron (represented by ρh(r) and ρel(r))
shall be positioned in the upper and lower half space, respectively.
The total interaction energy of both charge densities at the interface is of interest.






based on the total electrostatic potential Φtot(r) and the total charge density ρtot(r)
of the interface architecture. The total potential subdevides into hole and electron
contribution, i.e., Φtot(r) = Φh(r) + Φel(r). Similarly, the total charge density at the
interface sums up hole and electron terms, according to ρtot(r) = ρh(r) + ρel(r).
The Poisson equation [211] gives access to both potentials Φh(r) and Φel(r) for each
subspace. For the upper half space it follows















It collects two terms. The first one represents the presence of the "physical" hole charge
density. The second term, however, appears as the image charge density, ρ̃h(r′), of
the physical hole which is induced due to the polarizable surrounding and appears in
the opponent (lower) dielectric half space (mirrored at the interface; for details about
the image charge effect, see also Ref. [211]). Similarly, the image charge density of
the physical electron is of relevance. It can be introduced as ρ̃el(r′). In the fashion
of Eq. C.2, one straightly finds the other contributions to the total potential at the
interface. They read,






|r− r′| , (C.3)
























C. Polarizable Continuum Model of the 6P/ZnO Interface
Based on the four parts of the total interface electrostatic potential, the interaction
















Φh(r; z < 0) + Φel(r; z < 0)
)
ρel(r).










































Both first terms in the two brackets in Eq. C.5 are divergent and usually excluded
in the framework of the image charge ansatz. Moreover, the interaction energy shall
be determined in dependence on the hole position. In fact, the electron charge is
immoblilized in Sec. 7.3.4, i.e., only terms which carry explicit dependence on the
electron–hole distance have an effective influence on the hole transfer kinetics. The
localization of the hole charge denstity in the 6P (monolayer) film changes only in the
x − y place. With respect to the z–axis, the hole density, however, is equivalent for
each molecule. This means that the interaction of the physical hole charge density with
its image charge density is independent on the particular positioning. Therefore, this
interaction part can be suppressed. Moreover, the electron is immobilied by definition
and clearly also the terms of interaction between the electron and its image can be










|r− r′| . (C.6)
As supposed, the symmetry of the interface is apparently recaptured in Wrel. Fi-
nally, the ρh(r) and ρel(r) are represented by a number of Nh and Nel atomic centered
partial hole and electron charges, respectively. They shall be positioned in the up-











i − r), where the
dependence on the molecular index m is introduced. It signalizes the corresponding











which is utilized as Eq. 7.6 in Sec. 7.3.4.
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D. Inter–Molecular Coulomb– and
Excitonic Coupling
In this part, the approximate treatment of the integral terms of Coulomb–type inter-
action shall be discussed. Throughout this work, they appear as intermolecular elec-
trostatic interaction energy shift, electrostatic interactions between semiconductor and
molecules or in terms of the related excitonic couplings between either two molecules
or a molecule and a semiconductor component.
The Hamiltonian of a composite system with Nsub substructures (either molecules
or semiconductor components) is given in Eq. 2.17. At this place, the focus is on the
Coulomb–type interaction term V̂s,s′ between the substructures with index s and s′.
In the main part (see Chap. 2), the focus is solely on the electronic system. So the
nucleus–nucleus interaction needs not to be considered at this place. The V̂s,s′ holds
exclusively terms of electron contribution. Under condition that the direct product
ansatz (introduced in Eq. 2.18) can be applied and that the substructures s and s′ can
realize the substructure states |Φ(s)a 〉 or |Φ(s)b 〉 and |Φ
(s′)
a′ 〉 or |Φ
(s′)
b′ 〉, the Coulomb–type
interaction can be expressed as









Terms of electrostatic interaction energy follow as diagonal elements without state tran-
sition, i.e., in terms of Vs,s′(aa′; aa′). An excitonic coupling element appears whenever
the Coulomb matrix element reflects a state transitions, commonly induced on both
substructures, according to Vs,s′(bb′; aa′) with a 6= b and a′ 6= b′. In this way, the
coupling V̂ss′ mediates the electronic state transition: |Φ
(s)
a 〉 → |Φ(s)b 〉 concerning sub-
structure s and the transition: |Φ(s)a 〉 → |Φ(s
′)
b′ 〉 in substructure s′. (The remaining
scattering matrix elements with a = b and a′ 6= b′ (or vice versa) are not in the focus
of this work.)
In order to introduce approximate forms of Eq. D.1 based on atomic centered par-










































The rectanglular bracket includes the three types of Coulomb interactions. The integra-
tion is with respect to all electron coordinates. These are collected in rs and rs′ (with,
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e.g., rs = {r(s)1 , r
(s)
2 , ..., r
(s)
Ns
}). The first term represents the electron–electron interac-
tion. Its summation runs over the electronic coordinates r(s)i and r
(s′)
j of substructure s
and s′, respectively. The second and third term denotes the coupling between electrons
and nuclei. Consequently, the summation with respect to the µth nuclear coordinate
R(s)µ as well as the µth atomic number Z(s)µ of substructure s is introduced. The
Eq. D.2 can be simplified essentially taking into account the general many–electron

































The particular single–electron numbering within both substructures is arbitrary. Here,
the labels i = 1 and j = 1 are kept. In a further step, the orthogonality of the
substructure states (i.e., 〈Φ(s)b |Φ
(s)



















































A more appealing form is found when the integrations with respect to the full number
of electrons is transformed to an integration with respect to only the single relevant one.
Therefore, the single–electron densities related to the substructure s are introduced,
n
(s)






Not to overload the notation, here it refers directly to the case of a molecular sub-
structure s (see Eqs. 2.26 and 2.30). In case of b = a, Eq. D.5 indicates the charge
density of the electronic system of substructure s in state a. However, if b 6= a, the
Eq. D.5 is called the transition density of molecule s which describes the overlap of the







































In a final step, the continuous charge densities n(s)ba (x) are approximately replaced by a
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set of partial charges q(s)ba (R
(s)
µ ). Each charge is centered at one of the nuclear position
R(s)µ of substructure s and specific concerning the state indexes a and b. If a = b,
electrostatic charges are identified. In the case of a 6= b, the charges represent the
related transition on substructure s. The Appendix G holds detailed information about
how these charges were deduced in the framework of this thesis (concerning molecules


































The diagonal matrix elements of the Coulomb operator (i.e., in the case of a = b and
a′ = b′), the Eq. D.7 approximates the sum of the electron–electron and electron–nuclei
interaction given with Eqs. 2.25 and 2.27, respectively. The special case of excitonic
interaction between two certain substructures follows as the offdiagonal elements (i.e.,

















where the action of the Kronecker–deltas have been taken into account. Specified to in-
termolecular excitonic coupling, Eq. D.8 approximates Eq. 2.29. Moreover, in Eqs. 5.15
and 8.41 is is formulated concerning the excitonic coupling between molecular and semi-
conductor structures. The expressions Eqs. D.7 and D.8 are a very computationally
cheap instrument to compute both Coulomb–type interactions in atomistic resolution.
This atomistic modeling is significantly more accurate than any alternativ model based
on a multipole expansion ansatz.
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E. Spectral Density and Correlation
Function of Electron–Vibrational
Interaction
Dynamics of open quantum systems are introduced in Sec. 3.3 and further discussed
in Chap. 4 based on the mode specific electron–vibrational interaction according to
the bilinear coupling model expressed in Sec. 3.3.3 (see Eq. 3.13). Thereby, the spec-
tral density function and the correlation function of the system–bath interaction are
introduced.
E.1. Spectral Density Function







δ(ω − ωξ). (E.1)
The index m indicates its dependence on the respective electronic state. Jm(ω) repre-
sents the state–specific distribution of electron–vibrational interaction strength against
the continuous vibrational frequency ω. With this it contains in compact manner the
information of the frequencies of all molecular vibrational modes as well as the strength
of their coupling to the electronic states. Under consideration that only intramolecu-
lar vibrational modes are involved, apparently identical molecules have equal spectral
density functions and the molecular index m might be dropped. Further, Eq. E.1 is in
direct relation to the reorganization energy, λm =
∑
ξ ~ωξgm(ξ)2, which can be found







Please note finally that, by definition of Eq. E.1, the spectral density is restricted to
positive frequencies (i.e., it is Jm(ω) = 0 for all ω < 0).
E.1.1. Empirical interaction models
In order to describe transfer processes in organic materials, the most popular empirical
model of the spectral density in Eq. E.1 is the so–called Debye–Drude model. It is used






E. Spectral Density and Correlation Function of Electron–Vibrational Interaction
It gives the spectral density as a shifted Lorentzian function parameterized by only
the reorganization energy λm and a characteristic frequency γm. The latter must be
interpreted as the inverse of the dominant vibrational relaxation time (specific for
electronic statem). As above also Eq. E.3 is restricted to the positive frequency domain.
As a second also prominent modeling, the so–called super–Ohmic spectral density






again with Jm(ω < 0) = 0. The model parameter Ωm reflects the characteristic fre-
quency of the vibrational response. In application of both empirical models, particular
knowledge on ωmξ and gm(ξ) is not needed. Finally it should be noted that the pref-
actors in Eqs. E.3 and E.4, are chosen carefully in order to preserve the above relation
Eq. E.2.
Once the spectral density is known, the frequency–dependent correlation function
and its corresponding time–dependent version can be achieved easily. Making use of





























coth(~ωβ/2) cos(ω(t− τ))− i sin(ω(t− τ))
]
,
with the Bose–Einstein distribution n(ω) = 1/(exp{~βω} − 1) and β = 1/kBT . The
third line holds an appealing form which emphasizes the real and imaginary part of
Cm(t− τ). It is utilized in Appendix F.4.
222
F. Proofs
In this final part of the Appendix, several mathematical proofs in relation to the dis-
cussion in the main part of this thesis are provided.
F.1. Equivalence of the Markovian SSE and the Lindblad QME
The equivalence of the quantum state diffusion methodology and the quantum master
equation (QME) ansatz shall be demonstrated (see Sec. 4.1).
F.1.1. The linear SSE
The Markovian Lindblad form of dissipation (see Eq. 4.2) shall be derived starting from



















with the complex–valued white noise stochastic "Wiener process" dBmdt . To formu-
late a master equation according to Eq. 4.4, one has to consider further the projector

















The third Ito term appears in addition to the standard algebraic product rule terms.
(Please note that it is also possible to give the proof based on the analogue Stratonovich
form of the stochastic equation F.1 with the identical result.) Now, making use of the












































The noise–attributed term in the average vanishes due to its zero mean M[dBm] = 0.
The other parts stay unaffected and one can directly identify the RDO, according to
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Finally, the last term shall be considered. The noise term appears either in linear or
quadratic (correlation–type) form. All terms but the one proportional to M[dBmdB∗n]
vanish. In fact, it is M[dBmdB∗n] = δmndt following Ito’s rule for Wiener processes.
Introducing into Eq. F.7 delivers a "sandwich term", which then completes the Lindblad



















F.1.2. The nonlinear SSE
The same proof can be given starting from the nonlinear Ito–Schrödinger equation 4.5














































































where the zero mean of the Wiener process (i.e., M[dBm] = 0) is already taken into












































F.2. Norm–Conservation of the Nonlinear SSE



















F.2. Norm–Conservation of the Nonlinear SSE
The norm conservation of the stochastic state vector is the fundamental feature of the
nonlinear Schrödinger equations. In what follows, this feature shall be proved for the
original Ito–Schrödinger equation 4.5. Similarly, it is straightly demonstrated for the
non–Markovian stochastic Schrödinger equation discussed in Sec. 4.4.2 (see Eq. 4.62).




















where the third term again is the consequence of Ito’s calculus [165, 141]. Making use
































for the first term in Eq. F.14. Reminding the expectation value character of the 〈L̂m〉 =
























The remaining third term in Eq. F.14 exactly balances the latter two. In particular,
























Together, it results in d〈ψ̄(t)|ψ̄(t)〉 = 0, which gives evidence on the conservation of the
norm during time–evolution according to Eq. 4.5.
The same proof can be more easily performed when using the Stratonovich form of
Eq. 4.5 instead. According to the straight transformation rules [165, 141] one obtains
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The latter Stratonovich stochastic differential equation obeys the standard algebraic
rules and the norm derivative follows by standard product rule,






















which directly gives d〈ψ̄(t)|ψ̄(t)〉 = 0 and so the same proof is delivered again.
Similarly, the conservation of the norm of the state vector φ̄(t) during time–propagation
according to the non–Markovian nonlinear stochastic Schrödinger equation 4.62 can be
proved. By its derivation (see, e.g., Refs. [46, 156]), this equation is of Stratonovich
type and so standard algebra can be straightly applied again in the fashion of Eq. F.19.
Independent on the particular shape of the operator Ô(t), it follows



























which vanishes due to 〈L̂m〉 = 〈φ̄z(t)|L̂m|φ̄z(t)〉. Again, the norm conservation is ob-
served as dt〈φ̄z(t)|φ̄z(t)〉 = 0.
F.3. Alternative Damping Operator
It shall be proved that the linear Schrödinger equation Eq. 4.32 can also be related to
the version proposed in Refs. [160, 49, 50, 51], in particular concerning the appearance
of the zero temperature damping term (see Eq. 4.41). To this end, the time–derivative
in Eq. 4.18 must be reconsidered. One realize that the second order terms on the right–
hand side contain the first order correction of the first order terms. Now, reminding the









dτ [Âmξ(τ) + θmξB̂mξ(τ)∗]|ψαβ(0)〉. (F.22)
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The second order term independent on α and β still appears here because it is the result
from the non–commutativity of the derivative operator D̂mξ(t) (see Eq. 4.15) with the
operator Âmξ(t) (see Eq. 4.14) within the expansion series. Next, one notices that, in
contrast to the formulation Eq. 4.18, all occurring terms in Eq. F.23 are already of
second order in the coupling strength (not only the damping term).
Then the argumentation, which leads from Eq. 4.18 to Eq. 4.32, is similarly reap-
plied. In Sec. 4.2.4, thereby a strict second order treatment with the focus on the final
RDO level is employed. Based on Eq. F.23, it is now possible to strictly follow the
second order treatment already on the wave function level. After making use again of
the possible simplification in Sec. 4.2.2 and the transformational steps concerning the







ĤS + F̂(t;α, β)− i~D̂T=0(t)
)
|φαβ(t)〉, (F.24)
with the identical force term Eq. 4.34, but the zero temperature damping term Eq. 4.41.
F.4. Alternative Force Function
In Sec. 4.5.3, the alternative noise algorithm F(2)(t) (see Eq. 4.69) is phenomenologically
introduced as an expression to generate a stochastic force which is equivalent to the
one described in Eq. 4.59. Equivalence means here identical stochastic moments. The
F(2)(t) therefore shall obey the relations M̄z[F(2)m (t)] = 0 and M̄z[F(2)m (t)∗F(2)n (t′)] =
δmnCm(t − t′), with M̄z[...] being the mean operation with respect to the stochastic
element in F(2)(t) and Cm(t) being the time–domain correlation function (see, e.g.,
Eq. E.5).
The theory of stochastic noise gives the very general expression of a complex–valued
force (e.g., arising from a thermal bath) [165]:




A(ωk) cos(ωkt+ φk) + iB(ωk) sin(ωkt+ φk)
)
. (F.25)
It describes a Fourier representation of a noise–like process attributed with random
phases φk and frequency steps ωk = k∆ω or equaly ωk = k 2πT . The time variable
t is defined for the interval [0, T ]. The real–valued amplitudes A(ωk) and B(ωk) are
thereby not random and it can be generally proved that it is M̄z[F (t)] = 0. Therefore,
the mean value operation is considered as M̄z[F (t)] = (2π)−1
∫ 2π
0 dφkF (t; {φk}).
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It remains to adapt the amplitudes A(ωk) and B(ωk) under condition that the it is
M̄z[F (t)∗F (t′)] = C(t− t′). The starting point is described by the relation





dφkdφk′F (t; {φk})∗F (t′; {φk′}). (F.26)
Inserting the general force expression Eq. F.25 and making use of several trigonometric
integral relations concerning the occuring products of sine and cosine terms, the latter
correlation expression translates to










To bring the discrete sum in line with the integral expression of C(t) given in Eq. E.5,
it is considered in the limit N,T →∞,











The C(t) in Eq. E.5 is based on the harmonic oscillator modes of the bath, while
Eq. F.28 arises by the statistics of the stochastic noise. Respective comparison allows
finding the prefactors A(ω) and B(ω) and deriving an analytical expression of F (t).





ξ δ(ω−ωξ) (see Eq. E.1), with ω ≥ 0 and Kξ = ~ωξgm(ξ). Based on that,
the Eq. F.28 can be adapted to agree with C(t) in Eq. E.5. Concerning the real part of
Eq. F.28 and Eq. E.5, one finds the condition of A(ω)2+B(ω)2 = 2∆ωπ J(ω) coth(~ωβ/2).








2 coth(~ωβ/2) + 2
)
. (F.29)
To solve this, the ansatz A(ω)2 = a2(coth(~ωβ/2)+b) and B(ω)2 = a2(coth(~ωβ/2)−b)
seems adequate. Insertion into Eq. F.29 gives
(
A(ω) +B(ω)
)2 = a2( coth(~ωβ/2) + 2√coth(~ωβ/2)2 −X2). (F.30)
It immediately shows that it is a = ∆ωJ(ω)/π. The last square root term in Eq. F.30
must become 1 (see Eq. F.29). Therefore, the trigonometric relation coth(x)2−sinh(x)−2 =
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coth(~ωkβ/2) + sinh(~ωkβ/2)−1 cos(ωkt+ φk) (F.33)
+i
√
coth(~ωkβ/2)− sinh(~ωkβ/2)−1 sin(ωkt+ φk)
)
. (F.34)
For the latter obtained force is is M̄z[F (t)∗F (t′)] = C(t− t′). Its generalization to the
molecular site specific force terms F(2)m (t) with M̄z[F(2)m (t)∗F(2)n (t′)] = δmnCm(t− t′) is
trivial. By that, the equivalence of Eqs. 4.69 and 4.59 is demonstrated.
Please note further that the complex–valued "quantum noise" in Eq. F.33 becomes
real–valued "classical noise" when taking the limit limT→∞ F (t). In the same way, one
recognizes that it is always B(ω) < A(ω). This means that it is generally Im[F(2)m (t)] <
Re[F(2)m (t)]. In particular, concerning small frequencies, i.e., slowly varying bath vi-
brational motions, it becomes B(ω)  A(ω), which (in dependence on J(ω)) can
significantly reduces the imaginary part of the slowly oscillating amplitudes in F(2)m (t).
The absence of these makes F(2)m (t) to a beneficial force algorithm when simulating the
stochastic Schrödinger equation 4.58 based on the propagation scheme 4.66 (see also
the discussion in Sec. 4.5.3).
229

G. Electronic Structure Computations
In this chapter, detailed information on the electronic structure methods employed in
Chaps. 5 to 8 are provided. The computations related to the para–sexiphenyl molecule,
the C8S3 cyanine dye, the ZnO cluster and the spherical CdSe nanocrystal are docu-
mented.
G.1. para-Sexiphenyl
Diverse electronic charge densities of the 6P are required in the studies on excitation
energy transfer, hole transfer and photoinduced charge separation (see Chaps. 5, 6 and
7, respectively). The molecular singlet ground state, the first singlet excited state and
the cationic state must be concerned. Energies, atomic charges and couplings were
computed based on a combination of (TD)DFT and CIS approaches. For this end, own
software codes extending the GAUSSIAN suite [233] were developed as an essential
part of this thesis.
G.1.1. Molecular energies
The geometry of the para-sexiphenyl is presented in Fig. 2.1a. The molecular excitation
energy, Eeg = E6Pe −E6Pg , introduced in Chap. 5 (see Eq. 5.5) represents the difference
of the S1 excited state energy and the S0 ground state energy of a single 6P. In this
work, the value of Eeg = 4.02 eV was used for the 6P molecule. This gas–phase value
was determined based on 6P measurements in DCM solution [234] (which gave the
value of 3.88 eV) by incorporating a gas–to–solvent shift of -0.14 eV. The latter shift
was computed on the TDDFT level of B3LYP/cc–pVTZ [235, 236] and by making use
of a related polarizable continuum model. This level of DFT setting is specially suited
for molecules with extended π–conjugated systems and known to deliver reasonable
results. Later on, the value of Eeg = 4.02 eV was confirmed by an INDO/CIS com-
putation based on the parametrization of Ref. [133] and a 6P ground state geometry
optimized on the B3LYP/SVP level [235, 237]. The INDO/CIS approach was chosen
since the TDDFT method notoriously lacks on accuracy concerning excitation energies
and in this particular combination the INDO/CIS method is known to deliver precise
excitation energies [238, 135].
Further, the 6P molecular ionization energy, E6PI = E6P+ −E6Pg , must be computed. In
Chap. 6 (see Eq. 6.5), it is defined as the energy difference between the 6P cationic and
neutral ground state. The definition takes into account intramolecular relaxation pro-
cesses. In this fashion, it is superior to an ansatzes based on Koopman’s theorem (i.e.,
when using instead only the LUMO energy of the neutral ground state computation).
A value of E6PI = 6.83 eV was obtained again on the B3LYP/cc–pVTZ level including
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nuclear geometry optimization. This value lies within 10 % deviation of available 6P
solid state data [239, 240].
G.1.2. Atomic centered partial (transition) charges
In Chaps. 5, 6 and 7, the different energies of the isolated 6P molecules are corrected
by electrostatic shifts due to the interaction with their particular surroundings (i.e.,
the other 6P molecules and the ZnO cluster). Throughout this thesis, the respective
Coulomb integrals are strictly treated introducing an atom–atom interaction model (see
discussion in Secs. 5.3.1, 6.2.2 and 7.3.4). For that purpose, atomic centered partial
charges, q(m)a (µ) (with a ∈ {g, e, cat}), are introduced related to the position Rµ of
atom µ in molecule m. They replace the related types of 6P molecular densities n(m)a (r)
(defined here without the nuclei, cf. Eq. 2.26). In similarity, atomic centered partial
transition charges q(m)eg (µ) were introduced to substitute the transition density n(m)eg (r)
(see Eq. 2.30), which describes the transition from the 6P molecular S0 ground to S1
first excited state. The latter are essential to deduce the excitonic coupling terms of
the 6P (see, e.g., Sec. 5.3.1) or its response to an optical excitation (see Sec. 6.2.4).
The sets of charges specific for the S0 ground, S1 excited and +1e cationic state
were computed utilizing the CHELPG electrostatic fitting procedure [241] available
in the Gaussian09 electronic structure kit. This method generates atomic charges
using a space grid fitting procedure of their electrostatic potential to the one of the
continuous density. By that, the CHELPG provides very physical and accurate atomic
charges in case of medium sized organic structures [241]. The corresponding electronic
structures and geometry optimizations were executed again on B3LYP/cc–pVTZ level
of (TD)DFT. A likewise approach concerning the molecular S0 ↔ S1 transition density
was not available, which is why related 6P molecular transition charges were determined
utilizing the popular population analysis based on natural transition orbitals [242]. In
subsequence, the deduced 6P transition charges were rescaled to the exact transition
density based dipole moment of |Deg| = 12.7 D, which was determined parallely.
G.1.3. Transfer integrals for intermolecular hole hopping
Firstly, the vertical π–stacking of 6P molecules studied in Chap. 5 shall be concerned.
The hole hopping transfer integral, VHTmn = δm,n±1VHT, is introduced as part of the
charge separation Hamiltonian in Eq. 6.4 and further discussed in Sec. 6.2.3. In order
to estimate the hopping constant VHT, focus was put on a 6P dimer configuration.
Both 6Ps realized flat geometry. Their intermolecular distance was chosen according
to the set–up given in Sec. 6.2. The monomer and dimer electronic ground states were
computed based on DFT making use of the long–range corrected cam–B3LYP func-
tional [243] in combination with the correlation consistent cc–pVTZ basis set [236]. By
comparing the computations of the 6P dimer with the 6P monomer, a level splitting
∆ε of the monomer HOMO energies was figured out. In a simple picture, this splitting
value gives a typcial measure for the hole transfer that appears among the 6P HOMOs
(energy splitting in dimer technique). Concretely, the relation VHT = ∆ε/2 was ap-
plied. Thanks to the symmetric arrangement of the 6P molecules in the dimer, this
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simple relation gives reasonable results here (see also the discussion given in Sec. 7.3.5).
It follows the description of the computation of the transfer integrals required in
Chap. 7. As illustrated in Fig. 7.3, the lattice structure of the 6P herringbone ag-
gregate simplifies the transfer model. Reminding the usual nearest neighbor coupling,
only three transfer integrals must be determined. However, the related dimer constel-
lations do not obey the mutual symmetry demanded for properly utilizing the former
mentioned energy splitting in dimer technique (see Sec. 7.3.5). In the present case,
the latter could only give vague estimations of the couplings [200]. Therefore, the
projection method was applied instead [213]. Again the electronic structures of the
6P monomer and the three 6P dimer configurations were computed (again on the for-
merly mentioned cam–B3LYP/cc–pVTZ level of DFT). Furthermore, the sophisticated
counterpoise technique was applied. For the projection method, three electronic struc-
tures are required concerning each dimer configuration: the monomer A, the monomer
B and the dimer AB [213]. Though the computations become more costly using the
counterpoise technique, by its mean the basis set superposition error is avoided. It is
highly recommended and supposed to give essentially more accurate results especially
considering very close DA set–ups [213]. The hole transfer integral obtained with the
projection method must be further adapted to the transfer model introduced with the
hole transfer Hamiltonian in Eq. 7.4. The latter is expanded using an orthonormal
state ansatz. The straightly computed VHT, however, gives the transfer integral with
regard to the (in general) overlapping D and A states. The Löwdin symmetrical or-
thogonalization [244, 132, 245] is usually applied to adapt this value to the orthogonal
state model (see also Sec. G.3),
VHT → V
HT − (EA + ED)SAD/2
1− S2AD
. (G.1)
The ED and EA denote the energies of the computed HOMOs of the 6P donor and
acceptor structure. The SAD gives the appearing wave function overlap between both
orbitals according to the dimer configuration.
G.2. C8S3 Cyanine Dye
G.2.1. Monomer
The geometry of the 5,5’,6,6’-tetrachlorobenzimidacarbo-cyanine (C8S3) molecule is
illustrated in Fig. 2.1b. It is employed in Chap. 8 when studying the tubular dye ag-
gregate. The electrostatic interactions between the C8S3 dyes as well as the intermolec-
ular excitonic couplings were determined based on atomic centered partial (transition)
charges (see Eq. 8.4 and 8.14). These were borrowed from earlier studies [122]. The
related electronic structure caluclations of the C8S3 including geometry optimizations
were thereby executed by J. Megow. The geometry optimization of the C8S3 dye was
accomplished on the DFT level with the cam–B3LYP [243] and Ahlrichs’ triple zeta
valence TZVP atomic orbital basis set [246] for all atoms. With the same functional
and basis set, the molecular excitation energy (see Eeg in Eq. 8.1) was determined using
TDDFT. The atomic centered centered partial charges (for the electronic S0 ground
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and S1 first excited state) as well as the atomic transition charges (representing the
S0 ↔ S1 transition) of all heavy atoms (C,N,S,O) were approximately introduced based
on the CHELPG method [241] (see also Appendix G.1).
G.2.2. Molecular Dynamics Simulations of the tubular dye aggregate
As described in Sec. 8.2, in total 828 C8S3 molecules were utilized to construct the
tubular aggregate structure which was then simulated in the periodic box shown in
Fig. 8.3a. The extensive Molecular Dynamics simulations were earlier performed by
J. Megow in the framework of the studies presented in Ref. [122]. For the studies
discussed in Chap. 8, a snap shot of the simulation cell with an equilibrated aggregate
structure was borrowed.
The basic simulation box contained a number of 81672 water and 10746 methanol
solvent molecules. These were distributed properly in the insight and outside of the
aggregate (see top view on the simulation box in Fig. 8.3). The latter molecule num-
bers accord to the experimental solution mixture of both parts (9:1). In total, the
simulation box contained about 350000 atoms. The dimension of the periodic cell ap-
proximately amounts 12.7 × 17.2 × 17.2 nm3. Furthermore, the molecular dynamics
followed lab conditions via simulation under constant pressure and temperature (NPT
ensemble with 1 atm and 300 K, respectively). The simulations were carried out by
using the NAMD software [247] in application of the AMBER force field [248] with the
GAFF parameter set [249] for short–range interactions. The remaining intermolecular
Coulomb interactions were computed with the particle mesh Ewald method [250] based
on atomic centered partial charges of the nuclear optimized ground state configurations
of the C8S3 dye (as described above) and the water and methanol solvent molecule (as
described in Ref. [122] and references within). The nuclear geometry applied in Chap. 8
was achieved after the simulation time of 3 ns, where time–steps of 0.5 fs were carried
out. In course of the simulations, the molecular blueprint (visualized in Fig. 8.3a) was
equilibrated to a stable 300 K configuration. This was in agreement with the cryo–TEM
observations (see Sec. 8.1). The stability of the TDA was confirmed by monitoring the
simulations up to 12 ns without noticing significant changes of the configuration [122].
For the present purpose, that basic simulation box was finally extended to five fold
length along the main cylinder axis (see Fig. 8.3b). By that, a 64 nm long tubular dye
aggregate including 4140 dyes was constructed.
G.3. ZnO Cluster
In this part of the Appendix, computational details to reproduce the electronic structure
of the ZnO cluster are provided. In two very similar shapes the ZnO cluster is part of
the studies discussed in Chaps. 5 and 6. Basic information on the crystal structure are
given first. Subsequently, details on the electronic structure methods are offered. Based
on these, the two sets of valance band (VB)–like and conduction band (CB)–like states
can be determined. Finally, the approximate introduction of atomic centered partial
charges is explained. The latter allow computing very efficiently and in atomistic
resolution the electrostatic interaction as well as the excitonic coupling of the ZnO
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cluster, e.g., with a neighbored molecular aggregate.
G.3.1. Nuclear geometry
Both hemispherical ZnO clusters introduced in Chaps. 5 and 6 are based on the same
wurtzite lattice structure parameterization given in Ref. [137]. The hemispherical shape
was obtained placing the particular (0001) crystal face in the x−y–plane. The wurtzite
lattice is then periodically built up in direction of ±x, ±y and −z. The hemisherical
shape is finally obtained by reducing the generated 3d–structure to atomic positions
R under condition that R ≤ d/2 is realized, where d is the aspired diameter of the
cluster. The hemispherical ZnO cluster applied in Chap. 5 was designed in that way
that only O atoms terminate the curved surface of the cluster (see argumentation
in Sec. 5.1). In Chap. 6, no such specific termination condition was obeyed. In both
studies, nevertheless, the flat "top" surfaces are of main relevance (see Secs. 5.1 and 6.1).
Independent on the particular surface termination, the strict cutting results in so–called
dangling bonds around the clusters. In particular concerning finite ZnO structures,
these non–saturated bonds must be passivated in some way. Therefore, pseudo–H
atoms were added to the cluster surfaces according to an established technique [251]
(equivalently for Chaps. 5 and 6). In detail, the H atoms of the passivation layer
were placed all around the clusters. Concerning the Zn-H and O-H bonding angles,
the set–up of the H atoms complies with the precribed ZnO wurtzite lattice structure.
However, the interatomic distances were alternated to 1.0 Å and 1.14 Å in the case
of the O-H and Zn-H bond, respectively. The latter two values were chosen in such a
way that the ZnO nano structure deviates as little as possible from the bulk structure.
In total, the clusters used in Chaps. 5 and 6 contained the number of 3903 and 3783
atoms, respectively.
G.3.2. Single–particle states
The electronic states and energies of the vast ZnO clusters with by far more than one
thousand states are computed based on a tight–binding (TB) scheme [252]. It de-
livered the electronic single–particle (TB) states and energies related to the neutral
ground state of the cluster. Concerning partial charging features which are specific
on ZnO surfaces, the density functional based tight–binding (DFTB) methodology was
supposed to provide essentially more accurate results than the traditional empirical TB
ansatz. A brief introduction of both is given in Sec. 2.2.1. The particular numerics
were performed by D. Ziemann (see Refs. [80, 253]) based on the open–source DFTB+
software package [136] with the parameterization of Ref. [137]. The two–center approx-
imation and an optimized minimal basis of atomic orbitals (AO’s) were used. The Zn,
O and H atoms were thereby described by 9 AO’s, 4 AO’s and 1 AO, respectively (with
the H atoms of the surface passivation, see above).
Finally, the number of NVB VB–like states ψb and the number of NCB CB–like states
ψ̄a were deduced according to the energetic ordering of the obtained single–particle
states. Concerning Chap. 5, the latter were represented using 18256 AO’s leading to
the numbers of NVB = 12253 and NCB = 6003. The cluster used in Chap. 6 (with
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the other termination technique) resulted in 20035 AO’s and it was NVB = 13750 and
NCB = 6285.
G.3.3. Atomic partial charges of VB–like and CB–like electron states
Atomic centered partial charges and transition charges are determined in relation to
each VB and CB–like state. They describe the electronic single–particle densities and
transition densities between two such single–particle states. For this purpose, an own
software package were developed.
The notation of: χ(µ)i , for the ith AO of the µth atom; ψλ, for the λth VB–like
state; and ψ̄λ̄, for the λ̄th single electron CB–like state is employed (see Sec. 2.2.1).
The excess electron charge distribution ρ̄λ̄(r) is defined in terms of the CB–like state
ψ̄λ̄ (without the nuclear background as well as the other electrons in the VB). It is
introduced in Secs. 2.3.4 and 2.3.5 (see, e.g., Eq. 2.46), but also applied to formulate
the electrostatic interaction energy shifts in Sec. 6.2.2 (see, e.g., Eqs. 6.5) and Sec. 7.3.4
(see, e.g., Eqs. 7.5). In practice, the Coulomb–type integrals based on the density
ρ̄λ̄(r) are translated to expressions based on atomic charges q̄λ̄(µ) (see Appendix D).






where the electronic charges q̄λ̄(µ) are placed at the atomic positions of the cluster Rµ.












j |ψ̄λ̄〉Sµi,νj . (G.3)
These charges would already give a possible discretized charge distribution of state ψ̄λ̄.
The overlap matrix Sµi,νj takes into consideration the non–orthogonality of the AOs
χ
(µ)
i and cares for the normalization condition of the electronic cluster states in the AO
basis set. Although the Mulliken charges in Eq. G.3 sum up to the proper values of
-1, there might occur unphysical charges owing to the overlap matrix. In fact, certain
charges of positiv sign were obtained in the above single–electron charge distributions.
For this reason, the Löwdin symmetrical orthogonalization [244, 245, 132] is applied to











Based on this orthonormal basis set, the Löwdin population analysis delivers more











They are directly utilized for the practical realization of the interaction energy shifts
in Sec. 6.2.2 (see, e.g., Eqs. 6.5). Please note that, for the sake of convenience, the
former notation of Eq. G.3 is kept in Eq. G.5. In similarity, electronic charges are









The latter charges qλ(µ) contribute indirectly as part of the neutral ground state charges
of the cluster (see below).
G.3.4. Atomic partial charges of the neutral ground state
The neutral ground state charge density Ω(r) is introduced in Secs. 2.3.4 and 2.3.5
(e.g., in Eqs. 2.41, 2.49 and 2.54) as the sum of the nuclear charges eZµ at atomic
positions Rµ and the collective density emerging from the occupied VB–like states ψλ.









The utilized charges qλ(µ) (of the VB–like states ψλ) are already introduced in Eq. G.6.
Finally, the atomic centered partial charges




are defined which represent the total ground state of the ZnO cluster and sum up to
zero.
G.3.5. Atomic partial (transition) charges of the electron–hole pair states
Furthermore, electron–hole pair excitations of the ZnO cluster are required in Chap. 5.
In approximation, they describe the excited states of the cluster. Their electrostatic
charge density is directly found in terms of the above single–particle picture. In fact,
each electron–hole pair excitation formulates the electronic structure of the cluster
where a single VB–electron is lifted up into the CB. With respect to the neutral ground
state of the cluster, the charge density of an electron–hole pair hence appears as the
sum of the negatively charged density of a certain CB–like state (occupied by the
excited electron) and the positively charged density of the generated hole in a certain
VB–like state. Making use of the above introduced approximate picture, the latter
can be directly identified by the atomic centered partial charges qe
λ̄
(µ) = q̄λ̄(µ) and
qhλ(µ) = −qλ(µ), respectively. The electron and hole electrostatics simply add up as
performed in Sec. 5.3.2 (see Eq. 5.11).
Besides the electrostatic interaction of the electron–hole pairs, also their excitonic
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transition density is of relevance in Chap. 5 (see Eq. 5.15). In the case of an uncorrelated













In contrast to the above single–particle densities, the transition density gives zero by
integration with respect to r. However, its approximate reduction to related atomic
centered partial transition charges works similarily as demonstrated on the right–hand
side of Eq. G.2. By expanding the single–particle states in the mid of Eq. G.9 again in
the orthonormalized AO basis set (and following the Löwdin population analysis), one










It is based on the same expansion coefficients already needed for the computation of
the electrostatic charges (see Eqs. G.5 and G.6).
G.4. Spherical CdSe Nanocrystal
In Chap. 8, excitation energy transfer from a tubular dye aggregate to a CdSe nanocrys-
tal (NC) is discussed. Finally, Fermi Golden Rule–like transfer rate are developed. For
this end, the energies and transition densities of the Wannier–Mott excitons of the NC
were needed. These are introduced and discussed throughout Sec. 8.6. The particular
data on the NC excitons was greatly delivered by D. Ziemann (see also Ref. [80]).
The description of the NC starts with a spherical crystal structure constructed with
a radii of 2.5 nm. Concretely, this resulted in a number of 819 Cd and 630 Se atoms. In
general, the approach to the NC is similar with the ansatz followed concerning the ZnO
cluster (see Appendix G.3). Surface relaxation effect due to lattice tension, however,
were not relevant concerning the CdSe NC and an additional passivation technique was
not necessary. Further the empirical TB ansatz sufficed here. The number of occupied
states ψλ amounted NVB = 9072. Further, a number of NCB = 5418 unoccupied CB–
like states ψ̄λ̄ were determined. Therefore, a minimum basis set (sp3s∗) was utilized to
prepare Cd and Se AOs. This basis set approach delivered accurate results for CdSe
structures already before [80]. Further, a TB parameterization specially suited for CdSe
NC including spin–orbit coupling was applied [254, 255, 256, 257]. The TB problem,
i.e., the diagonalization of the TB Hamiltonian (see Eq. 2.9) was succeeded based on
an iterative eigenvalue solver adapted to sparse matrix systems provided in the Intel
Math Kernel Library.
In Refs. [254, 255, 256, 257], also general information on the methodology to describe
singly excited states of a NC (especially of CdSe composition) can be found. In order
to determine the Wannier–Mott excitons (correlated electron–hole pairs) of the NC,
these works combine a tight–binding description of the individual electron and hole
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states with a subsequent consideration of the Coulomb–attraction in a CI methodology.
This stepwise approach is also introduced in the framework of the Secs. 2.2.1 and
2.2.2 and applied in Sec. 8.6. Finally, the Wannier–Mott exciton equation 8.32 with
the Wannier–Mott exciton Hamiltonian (see Eq. 8.33) must be solved to obtain the
expansion coefficient Cλλ̄(γ). The latter give message on the shape of the excitons
|Ψγ〉 (see Eq. 8.31) based on all possible electron–hole pair configurations |Ψλ̄λ〉 (see
Eq. 8.30). Their proper superpositing relies on the determination of the electron–
hole pair coupling in the exciton Hamiltonian (see Eq. 8.33), i.e., on both the direct
Coulomb interaction and the exchange interaction terms. The latter two types of terms
are generally introduced in Eqs. 2.14 and 2.15, respectively. In practice, these integral
terms were computed in approximate manner by substituting again related atomic



















Therefore, different atomic centered partial (transition) charges were required related
to the nuclear structure of the NC. The µth atom is positioned at position Rµ. In
Weh,e′h′ , electrostatic charges (with −e
∑
s̄ ψ̄e(x, s̄)∗ψ̄e′(x, s̄) ≈
∑
µ qee′(µ)δ(x − Rµ)
and −e
∑
s ψh(y, s)∗ψh′(y, s) ≈
∑
µ qhh′(µ)δ(y−Rµ) ) of the electron and hole appear
with qee′(µ) and qhh′(µ) under condition that e = e′ and h = h′, respectively. In the
remaining cases, the charges represent the transition densities between the states ψ̄e
and ψ̄e′ (i.e., within the CB) and between the states ψh and ψh′ (i.e., within the VB).
In contrary to that, in the exchange term Keh,e′h′ , exclusively transition charges related
to electron–hole pair excitation and de–excitation appear, i.e., processes between the
VB and CB (with −e
∑




eh (µ)δ(x−Rµ)). These latter type
of charges are furthermore applied in order to finally compute the excitonic coupling
terms between the molecular aggregate and the NC in Sec. 8.7.1 (see Eq. 8.41 with
Eqs. 8.39 and 8.40). The concrete expressions of all these charges confirm with the
forms introduced above in Secs. G.3.3 and G.3.5.
The Wannier–Mott exciton equation describes a mathematical eigenvalue problem.
Its dimensionality was by far too large to be directly solved. Therefore, the Hamilto-
nian in Eq. 8.33 is diagonalized concerning a reduced state space of electron–hole pair
excitations. Starting from both band edges, more and more combinations of hole states
(VB–like) and electron states (CB–like) were successively activated until the eigensys-
tem in the interesting very low–energy region showed adequate convergence. Finally,
the energetically lowest 30 WXs were determined by taking into consideration the en-
ergetically lowest 40 electron and highest 200 hole states. For the diagonalizations, the
LAPACK matrix algebra software package was utilized.
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H.1. Excited States of the para–Sexiphenyl/ZnO Interface
In Sec. 6.4, the full system eigenstates (FSEs) of the para–sexiphenyl/ZnO interface are
aspired to clarify the response of the interface to a weak optical excitation. For this pur-
pose, it is generally required to diagonalize the interface system Hamiltonian Ĥ(t = 0)
given in Eq. 6.4. However, the related Hamiltonian matrix is here of the dimensionality
120081x120081 and diagonalization means a computational obstacle. Instead the rele-
vant interface eigenstates were here determined in an approximate manner by reducing
the basis set to expand the interface Hamiltonian in the first place. In particular, this
concerns the number of charge–separated (CS) states |CSma〉 (see Eq. 6.3).
In the localized state picture, exclusively the 20 6P exited states |LXm〉 interact with
the optical field while the |CSma〉 are only involved by means of the interface coupling
VCTa . Accordingly, it is: the weaker the VCTa the smaller the contribution of the |CSma〉
with m = 1 to the interesting bright FSEs which appear noticable in the interface
absorption spectrum. The contribution of the other |CSma〉 with m ∈ {2, ..., 20} is even
smaller. This latter issue is directly exploited in Sec. 6.4. Namely, in order to facilitate
the diagonalization, the rule of |VCTa | > 1 meV was established. All elements in the
Hamilton matrix related to the states |CSma〉 with m ∈ {1, ..., 20} which do not fulfill
this condition were ignored. Afterwards, the diagonalization procedure was performed
taking into consideration only the remaining (i.e., most relevant) matrix elements. With
this limit it was possible to reduce the total number of 6285 CB–like states to only the
substantial amount of 1689 states. The introduced truncation limit is illustrated in
Fig. 6.2 by the pink coloring. Concerning finally the number of the generated system
eigenstates this corresponds to a reduction from 125720 original states (excluding the
interface ground state) to 33800 essential states. In practice, the reduced eigenvalue
problem was then solved using a sparse matrix algorithm from the LAPACK software
package.
H.2. Time–Domain Simulations
The time–domain simulation discussed in this work were performed using different
numerical propagation techniques. They were implemented in a software packages
which was specially developed in the framework of this thesis.
H.2.1. Coherent wave packet propagation
In the case of coherent wave packet motion, the time–evolution of the system state is
prescribed by the ordinary (time–dependent) Schrödinger equation 3.1. The Cheby-
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shev polynom expansion method is one very efficient method to solve the ordinary
Schrödinger under condition that the system Hamiltonian is time–independent. Basi-
cally, it uses a polynom expansion series to approximate the time–evolution operator
according to Eq. 3.2. The simulated state trajectory is obtained in a successive man-
ner. The larger the time increments are chosen the more terms are required in the
expansion series to obtain converged results. The Chebyshev method is well–known
for its high accuracy and applied to the studies on excitation energy transfer presented
in Chap. 5. Time–steps between 0.1 fs and 50 fs could be utilized in dependence on
the exciton transfer kinetics. The number of polynoms were adapted dynamically to
properly achieve convergence. In the study on ultrafast photoinduced charge separation
kinetics discussed in Chap. 6, the interface Hamiltonian is explicitly time–dependent
(see Eq. 6.6). The very common RK4 method is applied. It describes one of the most
standard explicit iterative methods to directly propagate an intial value problem, here
the time–dependent Schrödinger equation. As such it can take into consideration the
explicit time–dependence of the Hamiltonian. Concerning the latter, the very rapidly
oscillating terms mimicking the laser–pulse action (see again Eq. 6.6) were smoothed
by making use of the rotating wave approximation [146]. This was without a noticable
effect on the resulting kinetics, however, the size of the time–steps could be chosen de-
cisively larger (here between 0.02 and 0.2 fs). Please note finally that the full number
of 125721 interface states were contained in the dynamics.
H.2.2. Integration of the stochastic Schrödinger equations
When a system is conditioned by a surrounding bath, the time–evolution of its state
obeys the stochastic Schrödinger equation (SSE). The dissipative hole and exciton ki-
netics presented in Chaps. 7 and 8 are based on solving the latter. For this purpose,
again the iterative RK4 method is applied. This is generally possible here due to the
fact that the force is implemented in terms of a continuous functional form – though
very fluctuative. The propagation of the linear SSE 4.58 required the renormalization
scheme sketched in Eq. 4.66. The nonlinear SSE 4.62 conserves the vector norm of the
state. It could be integrated straightly based on the RK4. For efficent computation of
the force algorithm given in Eq. 4.59 (based on the noise terms on the right–hand side
of Eqs. 4.56 and 4.57) the FFTW software libary was employed. All random numbers
were produced based on the (most commonly used) Linear Congruential Generator al-
gorithm, where the polar method was further used to obtain complex–valued Gaussian
random numbers [258]. The FFTW was also applied to determine the Fourier trans-
form of the spectral density and the correlation function required in the damping terms
Eqs. 4.35 and 4.41, respectively.
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[225] R. Augulis, A. Pugžlys, and P. H. M. van Loosdrecht. Exciton dynamics in
molecular aggregates. physica status solidi c, 3(10):3400–3403, 2006.
[226] Christian Friedl, Thomas Renger, Hans v. Berlepsch, Kai Ludwig, Marcel
Schmidt am Busch, and Jörg Megow. Structure prediction of self-assembled dye
aggregates from cryogenic transmission electron microscopy, molecular mechan-
ics, and theory of optical spectra. The Journal of Physical Chemistry C, 120(34):
19416–19433, 2016.
[227] Jörg Megow, Thomas Renger, and Volkhard May. Mixed quantum-classical de-
scription of excitation energy transfer in supramolecular complexes: Screening of
the excitonic coupling. ChemPhysChem, 15(3):478–485, 2014.
[228] Doran I. G. Bennett, Pavel Malý, Christoph Kreisbeck, Rienk van Grondelle, and
Alán Aspuru-Guzik. Mechanistic regimes of vibronic transport in a heterodimer
and the design principle of incoherent vibronic transport in phycobiliproteins.
The Journal of Physical Chemistry Letters, 9(10):2665–2670, 2018.
[229] Jonathan E. Halpert, Jonathan R. Tischler, Gautham Nair, Brian J. Walker,
Wenhao Liu, Vladimir Bulović, and Moungi G. Bawendi. Electrostatic forma-
tion of quantum dot/j-aggregate fret pairs in solution. The Journal of Physical
Chemistry C, 113(23):9986–9992, 2009.
[230] Chen Wang and Emily A. Weiss. Sub-nanosecond resonance energy transfer in the
near-infrared within self-assembled conjugates of pbs quantum dots and cyanine
dye j-aggregates. Journal of the American Chemical Society, 138(30):9557–9564,
2016.
[231] Robert Zwanzig. Memory effects in irreversible thermodynamics. Phys. Rev.,
124:983–992, 1961.
[232] Hazime Mori. Transport, Collective Motion, and Brownian Motion*). Progress
of Theoretical Physics, 33(3):423–455, 1965.
261
Bibliography
[233] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.
Cheeseman, G. Scalmani, V. Barone, G. A. Petersson, H. Nakatsuji, X. Li,
M. Caricato, A. V. Marenich, J. Bloino, B. G. Janesko, R. Gomperts, B. Men-
nucci, H. P. Hratchian, J. V. Ortiz, A. F. Izmaylov, J. L. Sonnenberg, D. Williams-
Young, F. Ding, F. Lipparini, F. Egidi, J. Goings, B. Peng, A. Petrone, T. Hen-
derson, D. Ranasinghe, V. G. Zakrzewski, J. Gao, N. Rega, G. Zheng, W. Liang,
M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima,
Y. Honda, O. Kitao, H. Nakai, T. Vreven, K. Throssell, J. A. Montgomery, Jr.,
J. E. Peralta, F. Ogliaro, M. J. Bearpark, J. J. Heyd, E. N. Brothers, K. N. Kudin,
V. N. Staroverov, T. A. Keith, R. Kobayashi, J. Normand, K. Raghavachari, A. P.
Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, J. M. Millam, M. Klene,
C. Adamo, R. Cammi, J. W. Ochterski, R. L. Martin, K. Morokuma, O. Farkas,
J. B. Foresman, and D. J. Fox. Gaussian 16 Revision B.01, 2016. Gaussian Inc.
Wallingford CT.
[234] Björn Kobin, Lutz Grubert, Sylke Blumstengel, Fritz Henneberger, and Stefan
Hecht. Vacuum-processable ladder-type oligophenylenes for organic-inorganic hy-
brid structures: synthesis, optical and electrochemical properties upon increasing
planarization as well as thin film growth. J. Mater. Chem., 22:4383–4390, 2012.
[235] Axel D. Becke. Density-functional thermochemistry. iii. the role of exact ex-
change. The Journal of Chemical Physics, 98(7):5648–5652, 1993.
[236] Thom H. Dunning. Gaussian basis sets for use in correlated molecular calcula-
tions. i. the atoms boron through neon and hydrogen. The Journal of Chemical
Physics, 90(2):1007–1023, 1989.
[237] Ansgar Schäfer, Hans Horn, and Reinhart Ahlrichs. Fully optimized contracted
gaussian basis sets for atoms li to kr. The Journal of Chemical Physics, 97(4):
2571–2577, 1992.
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