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Abstract-Under consideration is a class of even-ordered linear differential equations 
m-1 
(-l)~sAZrn (t) = A c Pi(t)~A2i(4t))> 
i=O 
with Sturm-Liouville boundary conditions 
ai+12 A2” (0) - pi+1zA2i+1 (0) = o, 
y;+#(a(l)) + a;,lzA2’+l(o(l)) = 0, 
for 0 5 i 5 772 - 1. 
The derivative in this dynamic equation is the generalized delta-derivative defined on a measure 
chain. For a pair of eigenvalue problems for this dynamic equation, we first verify the existence of 
smallest positive eigenvalues and then establish a comparison between the smallest eigenvalues of 
each eigenvalue problem. @ 2003 Elsevier Science Ltd. All rights reserved. 
1. INTRODUCTION 
Since the introduction of a mathematical structure designed to study dynamical systems on 
messure chains in the early 1990s by Aulbach and Hilger, results previously proved for the 
continuous-time case and/or the discrete-time case have been extended to this general setting. 
The early works in this area [l-3] serve as the building blocks of this new field of study. In fact, 
the development is at a very young stage and continues in the form of more recent treatises on 
the topic [4-61 and a compilation of some of the basic concepts in book form [7]. In this spirit 
of development and contribution to a growing field, we consider a class of even-ordered dynamic 
equations with Sturm-Liouville boundary conditions. Our main result is a comparison of the 
smallest positive eigenvalues for equations in this class. 
0898-1221/03/s - see front matter @ 2003 Elsevier Science Ltd. All rights reserved. ‘M-et by -4M-W 
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In preparation for our work on a dynamic equation in the measure chain arena, we first present 
some basic definitions and notational information. Our equation will be defined on a generalized 
set known as a time scale defined as follows. 
DEFINITION 1.1. Let T be a closed subsecof R with the subspace topology inherited from the 
Euclidean topology on R. The set T is referred to as a time scale. 
In this setting, a generalized derivative is required. Definition 1.2 characterizes the delta 
derivative used in our structure. 
DEFINITION 1.2. For x : T + R and t E T (if t = sup T, assume t is not left scattered), define the 
delta derivative of x(t), denoted by x*(t), to be the number (when it exists), with the property 
that, for any E > 0, there is a neighborhood, U, oft such that 
1 [x(e)) - x(s)1 - xA@>Ht) - 4 1 I 44t) - 4, 
for all s E U. Note that a(t) is the right jump operator defined by u(t) = inf{s E T : s > t}. 
Higher-order derivatives can be characterized similarly. In particular, the second delta-deriva- 
tive for a function x(t) is defined by 
x@(t) E (x”)” (t). 
The third derivative and beyond are defined in this same fashion. 
Integration of a function h(t) = F*(t) is defined in a natural way by 
J 
t 
h(s)As = F(t) - F(a). 
The time scale we will use in this iork, denoted by T, is a subset of the interval [0, l] contain- 
ing 0 .and 1. 
DEFINITION 1.3. Define the closed interval, [0, l] c T, by 
[O,l] E {t E T IO 5 t I 1) 
Other closed, open, and half-open intervals in T are similarly defined. The set of elements of 
the chain T will also be denoted by the inequality 0 < t 5 1. Throughout, m E Z+ is fixed. 
The class of differential equations of interest to us is an even-ordered dynamic equation, defined 
on a time scale, of the form 
m-1 
(-l)mxAZrn (t) = x 1 Pi(t)xqa(t)), t E [O, 11, * 
i=O 
with Sturm-Liouville boundary conditions 
%+1X AZi (0) - pi+1x*2i+1(o) = 0, 
“li+lx Azi(C7(l)) + 6i+1XA2i+1(C7(l)) = 0, 
for 0 5 i 5 VI - 1, where Oi+l,pi+1,yi+1,6i+l 2 0. 
We will establish the existence of smallest positive eigenvalues Xi and Xz, where 
(1.1) 
for t E [0, l] , and 
m-1 
(-l)mxAZm (t) = Al c pi(t)x*%t)), 
i=o 
m-1 
(-l)mxAZrn (t) = X2 C &(t)XAi(O(t)), 
i=o 
(14 
(1.3) 
for t E [0, 11, and will develop a statement of comparison of Ai and X2. We will make the assump- 
tion that (-l)ipi(t) and (-l)iqi(t) are right-dense continuous nonnegative functions defined on T 
and that pi(t) and qi(t) d o not vanish simultaneously on any subinterval of [0, 11. Also, we will 
assume for each 1 5 i 5 m, 0 < (-l)$i(t) 5 (-l)iqi(t) for t E [O,l]. 
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2. CONES AND UC,-POSITIVE OPERATORS 
Our results will be valid in a particular cone within a partially-ordered Banach space. The 
following definitions and results from cone theory, found in Krasnosel’skii’s book [8], create a 
structure within which we can develop our conclusions. 
First, we define a partially-ordered Banach space and a specified subset of the space, a cone, P. 
DEFINITION 2.1. A Banach space, B, is said to be partially-ordered if there exists a partial 
ordering, 3, on B such that 
(i) u, W, E B, u 3 w implies that tu 3 tv for all t 2 0; 
(ii) 211,~2,211,212~B,~1~2ll,and~2~~2imply211+u~iv1+v2. 
DEFINITION 2.2. Let B be a Banach space over R. A nonempty, closed subset P c B is said to 
be a cone provided 
(i) cru+/?vEPforallu,vEPanda,p>O,and 
(ii) u, -u E P implies u = 0. 
A cone P E B is said to be reproducing if the Banach space, B, can be created from the 
difference set of P; that is, B G (p1 - p2 for all p1, p2 E P}. If the interior of P is nonempty, 
the cone is said to be solid. We shall denote the interior of the cone P by P”. We will induce a 
partial ordering of B, denoted 5, with respect to P by defining the ordering u 5 u if and only 
if v - u E P. In the following definition we extend the ordering to linear operators and define a 
uo-positive linear operator with respect to the cone. 
DEFINITION 2.3. If LI, L2 : B + B are bounded, linear operators, then we say that LI 5 LZ 
with respect to P provided Llu 3 L2u for every u E P. A bounded linear operator L1 : B --+ B 
is called uc-positive with respect to P if there exists u, E P, u, # 0, such that for each nonzero 
u E P there exist /cl(u), lcz(u) such that k1uc 5 Llu 5 k2uc. 
We conclude this section with three results, the first two reported by Krasnosel’skii [8] and the 
third by Keener and Travis [9]. The first in the trio gives sufficient conditions for the existence 
of a uo-positive linear operator. 
THEOREM 2.1. Let B be a Banach space over R and let P c B be a solid cone. If M : B --) B 
is a linear operator such that M : P \ (0) + P”, then M is uc-positive with respect to P. 
Once the existence of a uo-positive linear operator has been verified, the existence of an essen- 
tially unique eigenvector in P can be established under certain conditions described in the next 
theorem. 
THEOREM 2.2. Let B be a Banach space over 3? and let P c B be a reproducing cone. Let 
M : B + B be a compact linear operator that is uo-positive with respect to P. Then M has 
an essentially unique eigenvector in P and the corresponding eigenvalue is simple, positive, and 
larger than the absolute value of any other eigenvalue. 
The final theorem of this section gives a comparison of eigenvalues for two uc-positive operators. 
Our main result is a natural extension of a special case of this theorem. 
THEOREM 2.3. Let B be a Banach space over R and let P c B be a cone. Let M, N : B -+ B 
be bounded linear operators and assume that at least one of the operators is uo-positive with 
respect to P. If M 5 N with respect to P, and if there exists nonzero ul, 212 E P and positive 
real numbers A1 and A2 such that h1u1 5 MuI and Nu2 5 A2u2, then A1 5 h2. Moreover, if 
A1 = I&, then u1 is a scalar multiple of u2. 
1322 B. A. LAWRENCE AND D. T. REID 
3. EIGENVALUE COMPARISONS FOR 
THE BOUNDARY VALUE PROBLEMS 
Our task of comparing eigenvalues necessitates the construction of a Green’s function for the 
homogeneous equation 
(-l)“?P-(t) = 0, (3.1) 
with boundary conditions (1.1). 
For the second-order problem, the Green’s function, denoted Gi(t, s), is defined 
where di E yipi + cribi + aiyicr(l) > 0. 
Now for 1 5 i _< m, we define Gi(t, s), 
1 
Gi(tTs) = di 1 
(ait + P&i(+) - g(s)) + 41, t I s, 
(a&T(s) + &)[Ti(U(l) - t) + &I, a(s) < t, 
where di E Qi + a& + criyig(l) > 0. 
Utilizing Gi(t, s) we can construct the Green’s function, H,(t, s), for (3.1),(1.1) recursively in 
the following manner. For i = 1, define 
HI@, s) = G(t, s), (3.2) 
and for 2 5 i 5 m, define 
4) 
II&, s) = 
J 
Hj-l(t,r)Gj(r, s)Ar. (3.3) 
0 
For j = m, we have the Green’s function for (3.1) , (1. l), defined 
J 41) Kn(4 s) = Kn-l(t,~)Gm(~ s Ar. 0 
From this recursive definition of the Green’s function for the homogeneous equation, H,(t, s), 
two important properties of its delta derivatives can be verified. These we present as Lemmas 3.1 
and 3.2. 
LEMMA 3.1. Let H,(t, s) be the Green’s function for (3.1),(1.1) defined by (3.3) on [0, a(l)] x 
[0, a(l)]. Then for 0 5 i < m - 1, 
(-1)“Hfi2i (t, s) > 0, on (O,dl)) x ((441)). 
LEMMA 3.2. Let H,(t, s) be the Green’s function for (3.1),(1.1). Then for 0 5 i 5 m - 1, 
(-l)%,Zi+l(o, s) > 0, forO<s<l, 
and 
( -l)ij.f”+’ (4), 3) < 0, 0 < s < a(1). 
Our results will rely on the theory of uo-positive operators on a cone. To this end, we construct 
an appropriate Banach space, B, and a cone, P, a particular subset of B. 
We will work within the Banach space defined by 
B := 
{ 
z : [O,a(l)] --+ R 1 cc E d2”-l)[0, l] and satisfies (1.1) } . 
Note that C(2”-‘)[0, l] denotes the existence of (2m - 1) continuous A-derivatives. Within 
this space we define our cone, P, 
P := {z E B 1 (-l)%*” (t) 2 0 for 0 5 t 5 a(l) and 0 5 i 5 m - 1 > . 
In fact, our cone has a nonempty interior. 
Sturm-Liouville Boundary Value Problems 1323 
LEMMA 3.3. The cone P has a nonempty interior and 
Q={ z E P 1 (-l)iF (t) > 0 for 0 < t < a(l), (-l)i~A1’tl(0) > 0 and 
(-IjizA2”+’ (a(1)) < 0, 0 5 i 5 m - 1 c P”. 
We now return to the Green’s function for our system. Utilizing H,(t, s), we define the two 
linear operators M, N : B + B by 
s 41) m-1 Mx(t) = 0 &(t, s) c ~i(s)x*~~(+))As i=o (3.4) 
and 
J 
41) m-1 
Nx(t) = Kn(t, s) c a(s)~*~~(+))As, (3.5) 
0 i=o 
respectively, where &(t, s) is the Green’s function for (3.1),(1.1) defined by (3.2) and (3.3). 
THEOREM 3.1. Let X1 be an eigenvalue of (1.2),(1.1). Let u(t) be the corresponding eigenvector. 
Then 
J 
41) m-1 u(t) = Xl 
0 
H,(t, s) c pi(s)u*=(a(s))As = AlMu( 
i=o 
That is, (l/Xl) u = Mu. Therefore, the eigenvalues of (1.21, (1.1), and (3.4) are reciprocals. 
Also, note that the operators M and N satisfy the uo-positive property with respect to P. We 
verify this claim in the following theorem. 
THEOREM 3.2. The linear operators M and N are uo-positive with respect to P. 
PROOF. Without loss of generality, we prove the statement-true for the operator M. By defini- 
tion, M is a linear operator mapping B to B. From the results of Theorem 2.1, we must show 
that M : P \ (0) -+ P” t o establish that M is uo-positive with respect to P. We now show that 
M:P\{O}+PO. Ch oose 0 # u E P. There exists [a,/?] c T such that u(t) > 0 and pa(t) > 0 
on [(Y, p]. It follows that 
/ 
P m-1 
(-l)i(Mu)A2i(t) 2 (-1)“H,2i(t,s) c pj(s)uAa’(s)As > 0. 
Q j=O 
By Lemma 3.2, (-l)iHiZ”l(O, s) > 0, 0 < s < a(l), and (-l)iHk2”‘* (a(l), s) < 0, for 0 < s < 
a(l) and 0 < i 5 m-l. Thus, it follows that (-l)i(Mu)Az’(0) > 0 and (-l)“(Mu)A”i”(a(l))<O 
for 0 5 i I m - 1. Hence, by Lemma 3.3, Mu E P”. Since M : P \ (0) + PO, M is uo-positive 
with respect to P. I 
By the way the operators are defined, in particular, the fact that M, N : P -+ P, we know 
that M and N axe, bounded. It can be argued using Arzela-Ascoli that M and N are also 
compact operators. Compactness and boundedness of our operators will ensure the existence of 
eigenvectors whose eigenvalues have the desired qualities. 
THEOREM 3.3. Assume for each 0 5 i < m - 1, pi(t) is a right-dense continuous nonnegative 
function on [0, l] and PO(t) does not vanish identically on any subinterval of [0, 11. Then there 
exists an essentially unique eigenvector u E P” for the linear operator M whose eigenvalue is 
positive, simple, and has value Jarger than the absolute value of any other eigenvalue. 
PROOF. The linear operator M defined in (3.4) is a compact operator and, as verified in Theo- 
rem 3.2, is uo-positive with respect to B. The assumptions of Theorem 2.2 are therefore satisfied, 
which ensures the existence of an eigenvalue, A, for M with eigenvector u E P. Applying oper- 
ator M to u and utilizing Lemma 3.1 yields Mu E P”. In fact, from Theorem 3.1 Mu = Au, so 
that u E P”. I 
The stage is now set for our main result. The theorem that follows compares the eigenvalues 
of (3.4) and (3.5). 
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THEOREM 3.4. Suppose pi(t) and qi(t), 0 5 i 2 m - 1, are right-dense continuous nonnegative 
functions on [0, 11. Suppose also that pO(t) and qO(t) do not vanish identically on any subinterval 
of [0, l] and that (-l)$i(t) and (-l)iqi(t) satisfy the inequality (-1)$(t) 5 (-l)iqi(t), for 
0 5 t 5 o(1) and 0 5 i 5 m - 1. If Ar and A2 denote the largest positive eigenvalues of M 
and N, respectively, then hi 5 AZ. The particular case Ai = AZ occurs if and only ifpi = qi(t) 
forO<tslandO<i<m-1. 
PROOF. First note that the cone P, created from the Banach space B, has a partial ordering, 3. 
In fact, for u E P, the assumptions on the functions pi(t) and qi((t) and the definitions of 
operators M and N yield, for each 0 5 i 5 m - 1, 
J 41) 
m-1 
(-l)i(Mu(t))A”” = 
0 
(-l)V.fi(t, s) c (-l)~pj(s)(-l)~uA2’ (o(s))As 
j=o 
5 J 4) 
m-1 
0 
(-l)%,fi(t, s) c (-l)~qj(s)(-l)~~A23(a(s))As 
j=o 
J 41) 
m-1 
= 
0 
(-l)%kzi (t, s) c qj(s)uA2’ (a(s))As 
j=o 
= (-l)i(Nu(t))C 
Therefore, M 3 N with respect to P. 
Also, as a result of the assumptions ofp,(t) and qi(t), 0 < i 5 m-l, and Theorem 3.3, M and N 
have essentially unique eigenvectors ur , u2 E P” with corresponding largest (in absolute value) 
positive eigenvalues Ai and AZ. From Theorem 3.1, the following inequalities are satisfied: 
1 1 
K 
UI I MUI and Nu2 5 - u2. 
A2 
(Note, for later reference, that the eigenvalues of (3.4) are reciprocals of the eigenvalues of equa- 
tions (1.2),(1.1). The same can be said about the relationship between the eigenvalues of (3.5) 
and (1.3),(1.1).) Th ere ore, f the inequalities as well as all other assumptions of Theorem 2.3 are 
satisfied. An application of Theorem 2.3 in the context of operators M and N yields the desired 
relationship between Ar and A,; that is, Ai 5 Aa. 
Finally, we make the claim that the particular case hi = A2 is true if and only if pi(t) E qi(t). 
Assume to the contrary that for some i and some t, E (0,l) 
(-qiPi(to) < (-1h(to). 
Utilizing the definitions of M and N we can establish that (N - M)‘IL~ > 0, and therefore, is 
an element of the interior of P. By construction and definition we also know that ur E P”. 
Therefore, we can find a value of E > 0 small enough to ensure that 
(N - M)ul > ml 
or, equivalently, since Ai is the desired eigenvalue for M, 
Nul > Mu1 + eul = (A, + e)ur. 
All assumptions of Theorem 2.3 are satisfied in the special case when the operator N is used in 
both inequalities of the theorem, and thus, gives us Ar+e < A2 or Ai < AZ. Since we have verified 
its contrapositive, the statement Ai = 112 implies pi(t) = qi(t) for all t E (0, 11, 0 5 i 5 m - 1 is 
true. The opposite direction for the biconditional is straightforward. I 
Utilizing this relationship between the eigenvalues of M and N, we arrive at our desired 
comparison of the eigenvalues of (1.2),(1.1) and (1.3),(1.1). 
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THEOREM 3.5. Assume all hypotheses of Theorem 3.4 are satisfied. Then the linear Sturm- 
Liouville problems (1.2),(1.1) and (1.3),(1.1) h ave smallest positive eigenvalues X1 and AZ, re- 
spectively. In addition, these eigenvalues are simple and smaller in value than the absolute value 
of all other eigenvalues for their respective dynamical systems and satisfy the inequality X1 2 X2. 
The particular case X1 = X2 occurs if and only ifpi E qi(t) on 0 5 t 5 1, 0 5 i 5 m - 1. 
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