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Abstract: In this paper, we investigate the two competing effects of strains and magnetic
fields in single-layer graphene with the aim to explore its impact in various phenomena of
quantum field theory, such as induced charge density, magnetic catalysis, symmetry break-
ing, dynamical mass generation, and magnetization. We show that real and strain-induced
pseudomagnetic fields are the catalysts of dynamical chiral, time-reversal and parity sym-
metry breaking, where the last two symmetry breakings are related to the dynamical
generation of a Haldane mass term. We find that it is possible to modify, by straining
and varying the external magnetic field, the magnetization and the dynamical mass in-
dependently for each valley. Furthermore, we discover that the presence of a non-zero
pseudomagnetic field, unlike the magnetic field, allows us to observe an induced “vacuum”
charge, as well as a parity anomaly in strained graphene. Finally, because the combined
effect of real and pseudomagnetic fields produces an induced valley polarization, the results
presented here may provide new tools to design valleytronic devices.
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1 Introduction
In recent times a number of materials for which quasiparticle excitations behave like rel-
ativistic two-dimensional fermions have appeared in condensed matter. One of the most
fascinating examples of such systems is single-layer graphene, a material consisting of a
single layer of graphite. Graphene exhibits many interesting features among which are the
anomalous quantum Hall effect [1], a record high Young’s modulus [2], ultrahigh electron
mobility [3] as well as very high thermal conductivity [4]. The band structure of single-layer
graphene has two inequivalent and degenerate valleys, K⃗ and K⃗ ′, at opposite corners of
the Brillouin zone. The possibility to manipulate the valley to store and carry information
defines the field of “valleytronics”, similar to the role of spin in spintronics.
One of the most exciting aspects of the physics of single-layer graphene is that sev-
eral phenomena unobservable in experiments of high energy physics may be observed in
graphene system, such as Klein tunneling [5] and Zitterbewegung [6]. From the point
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of view of quantum field theory, graphene exhibits similar features with quantum elec-
trodynamics in three dimensions (QED2+1)1, making it possible, for instance, to explore
sophisticated aspects of three-dimensional quantum field theory, such as magnetic catal-
ysis, symmetry-breaking, dynamical mass generation, and anomalies, among others. It
is possible, in first place, because the two valleys can be associated with two irreducible
representations of the Clifford algebra in three dimensions, in the second place, because
the low-energy regime quasiparticles behave like massless relativistic fermions, where the
speed of light is replaced by the Fermi velocity vF , which is about 300 times smaller than
the speed of light. The presence of a mass gap may turn single-layer graphene from a
semimetal into a semiconductor. This could be accomplished, for example, when a single-
layer graphene sheet is placed on a hexagonal boron nitride substrate [10, 11]. Significantly,
a mass gap suppresses the Klein tunneling in such a way that this fact could be useful in
the design of devices based on single-layer graphene [12].
The phenomenon known as magnetic catalysis appears when a dynamical symmetry
breaking occurs in the presence of an external magnetic field, independent of its intensity
[13, 14]. Since in QED2+1 the mass term breaks the chiral symmetry in a reducible rep-
resentation2, magnetic catalysis rise as m → 0. The dynamical symmetry breaking is a
consequence of the appearance of a nonvanishing chiral condensate ⟨0∣T [Ψ, Ψ¯]∣0⟩, which
leads to the generation of a fermion dynamical mass [13]. In particular, when single-layer
graphene is subjected to an external magnetic field a nonvanishing chiral condensate en-
sures that there will be a dynamical chiral symmetry breaking [13], as well as a dynamical
mass equal for each valley [15, 16].
When the sample of single-layer graphene presents strains, ripples or curvature, the
dispersion relation is modified, in such a way that an effective gauge vector field coupling
is induced in the low energy Dirac spectrum, the so-called pseudomagnetic field [17]. The
mechanical control over the electronic structure of graphene has been explored as a poten-
tial approach to so-called “strain engineering” [18, 19]. Originally, it was observed that
strain produces a strong gauge field that effectively acts as a uniform pseudomagnetic field
exceeding 10 T [20]. Later, a pseudomagnetic field greater than 300 T was experimen-
tally reported. This pseudomagnetic field opens the door to previously inaccessible high
magnetic field regimes [18].
In contrast to the case of a real external magnetic field, the pseudomagnetic field expe-
rienced by the particles in the valleys K⃗ and K⃗ ′, have opposite signs. Hence, when a sample
of strain single-layer graphene is placed in a perpendicular magnetic field, the energy levels
suffer a different separation for each valley, which results in an induced valley polarization
[22]. The previous one is precisely the key requirement for valleytronic devices. Beyond
1Since the electrostatic potential between two electrons on a plane is the usual 1/r Coulomb potential
instead of a logarithmic potential, which is distinctive of quantum electrodynamics in 2 + 1 dimensions
(QED2+1), the theory that describes graphene at low energies is known as reduced quantum electrodynamics
(RQED4,3) [7–9]. In RQED4,3 while the photon propagates in 4 dimensions, the fermion fields are localized
on 3 dimensions.
2Since the chiral symmetry cannot be defined for irreducible representations, it does not make sense to
talk about chiral symmetry breaking.
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theoretical calculations, the presence of Landau Levels in graphene has been experimen-
tally observed by external magnetic fields [23], by strain-induced pseudomagnetic fields
[18, 24] and by the coexistence of pseudomagnetic fields and external magnetic fields [25].
Moreover, the effects of the combination of an external magnetic field and a strain-induced
pseudomagnetic field in different configurations had been studied in order to construct a
valley filter [26–29].
In the first part of this paper, we study how an interplay between real and pseudo-
magnetic fields affects the symmetry breaking and the dynamical mass generation. As we
will see, the presence of these two fields produces not only a breaking of chiral symmetry
but also a parity and time-reversal symmetry breaking. Furthermore, we will show that
there will be a dynamical mass generation of two types, the usual mass (mψ¯ψ) and another
known as Haldane mass [30]. As a result of this, the dynamical fermion masses will be
different for each valley. In this paper, we will use a non-perturbative method, based on
the quantized solutions of the Dirac equation, the so-called Furry picture. The reason for
using this method is not only to obtain non-perturbative results but also because the effec-
tive coupling constant in graphene is of order unity, e2/h̵vF ≈ 2.5, raising serious questions
about the validity of the perturbation expansion in graphene [31].
In the second part, we investigate how the presence of real and pseudomagnetic fields
affects the magnetization. In conventional metals, the magnetism receives contributions
from both spin (Pauli paramagnetism) and orbitals (Landau diamagnetism). In particular,
the orbital magnetization of graphene in a magnetic field has shown a non-linear behavior as
a function of the applied field [32]. To examine how the magnetization and the susceptibility
behave for each valley, in the presence of constant magnetic and pseudomagnetic fields, we
will first obtain the one-loop effective action. In the absence of strains, the one-loop effective
action in 2 + 1 dimensions had been previously calculated, within the Schwinger’s proper
time formalism [33–35] and using the fermion propagator expanded over the Landau levels
[36]. Taking into account that in static background fields the one-loop effective action is
proportional to the vacuum energy [37], which can be calculated in a direct way employing
the furry picture, we study the general case employing this method. As we will show, the
presence of magnetic and pseudomagnetic fields allows us to manipulate the magnetization
and the susceptibility independently for each valley.
Finally, we study the parity anomaly and the induced vacuum charge in strained
single-layer graphene. In quantum field theory if a classical symmetry is not conserved
at a quantum level, then we say that the theory suffers from an anomaly. For instance,
in QED2+1 if one maintains an invariant gauge regularization in all the calculations, with
an odd number of fermion species, the parity symmetry is not preserved by quantum
corrections, i.e. it has a parity anomaly [33, 38, 39]. In this form, the quantum correction
to the vacuum expectation value of the current can be computed to characterize the parity
anomaly. As was pointed out by Semenoff [39], external magnetic fields induce a current
(jµ) of abnormal parity in the vacuum for each fermion species. Unfortunately, for a two
(or even number of) fermion species, the total current is canceled: Jµ+ = jµ1 + jµ2 = 0, and
therefore the induced vacuum current is not directly observable. So, for an even number
of fermion species, it is possible to maintain the gauge and parity symmetries even at the
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quantum level [33]. In the literature, a number of scenarios were proposed to realize parity
anomaly in 2+1 dimensions. Haldane introduces a condensed matter lattice model in which
for critical values of the parameters the parity anomaly can take place [30]. Obispo and
Hott [40, 41] show that graphene coupling to an axial-vector gauge potential exhibit parity
anomaly as well as a fermion charge fractionalization. Zhang and Qiu [42] show that in a
graphene-like system, with a finite bare mass, a parity anomaly related ρ-exciton can be
generated by absorbing a specific photon. Alternatively, as Semenoff remarked [39], one
could consider an “unphysical” field with abnormal parity coupled to the fermions, since
for such field the total induced vacuum current should be different from zero and hence
observable. As we will show, this field is physical, and it is just a pseudomagnetic field
with a simple uniform field profile.
This paper is organized as follows. In section 2 we introduce the Dirac Hamiltonian
which describes fermions with a finite mass gap in single-layer graphene and discuss some
aspects about its symmetries. In section 3 we present the Furry picture for fermions in the
presence of real and pseudomagnetic fields. In section 4 we compute the magnetic conden-
sate and discuss how this characterizes the symmetry-breaking, as well as its connection
with the dynamical mass of each valley. In section 5 the one-loop effective action and the
magnetization are calculate for each valley. In section 6 we find a non-zero total induced
vacuum charge density and hence one-single graphene in the presence of a pseudomagnetic
field exhibits a parity anomaly. In the appendix A we obtain the exact solution of the
Dirac equation for uniform real and pseudomagnetic fields. In the appendix B we compare
the calculation of fermionic condensate in the Furry picture with the method via fermion
propagator and prove that the trace of the fermion propagator evaluated at equal space-
time points must be understood as the expectation value of the commutator of two field
operators. Finally, section 7 contains our conclusions.
2 Dirac Hamiltonian for graphene
The Dirac Hamiltonian in the presence of real (A) and pseudo (a) magnetic potentials is
(h̵ = vF = 1) [43, 44]3
HD[A,a] = Γ0Γi(pi − eAi + ieai) + Γ0m, (2.1)
where m is a mass gap, ai = a35i Γ35, Γ35 = iΓ3Γ54. This 4× 4 Hamiltonian acts on the four-
component “spinor”, ψT = (ψKA , ψKB , ψK′A , ψK′B ), where the components taking into account
both two valleys (K⃗ and K⃗ ′) and the two sublattices (A y B) [47], the quantum number
associated with the two sublattices is usually referred to as pseudospin. If one wants to
3The electric charge e is multiplying the term ai only for dimensional reasons, strictly one could write
eAi = A˜i to emphasize that it is independent of e.
4It turns out that one can identified a35i as one component of a non-Abelian SU(2) gauge field within
the low-energy theory of graphene [45, 46]. The other two components of this non-Abelian SU(2) gauge
field are proportional to Γ3 and Γ5, since they are off diagonal in valley index mixing the two inequivalent
valleys [45, 46]. In this case, the pseudo-gauge potential is ai = a3iΓ3 + a5iΓ5 + a35i Γ35. Assuming a smooth
enough deformation in the graphene sheet, one can keep only the component a35i , which does not mix the
two inequivalent valleys [45]. Hence, Eq. (2.1) captured the physics of low-energy strained graphene.
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include the real spin, the spinor will have eight-components and the Dirac Hamiltonian
will be HD(8×8) = I2⊗HD[A,a] [45]. For subsequent calculations, it is sufficient to consider
HD[A,a], given that include the real spin only increase the degeneration of the Landau
levels by two (gs = 2). As a matter of convenience, here, we choose the Γ-matrices as [48]
Γ0 = σ3 ⊗ σ3 = ( σ3 0
0 −σ3 ) , Γ1 = σ3 ⊗ iσ1 = ( iσ1 00 −iσ1 ) ,
Γ2 = σ3 ⊗ iσ2 = ( iσ2 0
0 −iσ2 ) , Γ3 = iσ1 ⊗ I2×2 = ( 0 iIiI 0 ) ,
Γ5 = −σ2 ⊗ I2×2 = ( 0 iI−iI 0 ) , Γ35 = iσ3 ⊗ I2×2 = ( iI 00 −iI ) , (2.2)
so that (Γ3)2 = −1 and (Γ5)2 = 1, Γ3 and Γ5 anticommute with Γµ, while Γ35 commutes with
Γµ and anticommutes with Γ3 and Γ5. Note that Γµ (µ = 0,1,2) are block-diagonal, where
each block is one of two inequivalent irreducible representations of the Clifford algebra in
2 + 1 dimensions. For odd dimensions there are two inequivalent irreducible representa-
tions of the Dirac matrices, that we denote as R1 and R2. Here, the two inequivalent
representations were chosen as γµ and −γµ for R1 and R2, respectively, where
γ0 = σ3, γ1 = iσ1, γ2 = iσ2. (2.3)
Given that there is no intervalley coupling, we can rewrite Dirac Hamiltonian as HD =
H+[A,a]⊕H−[A,a], thus
H± = iσ3σi(pi − eAi ∓ ea35i ) ± σ3m, (2.4)
where H+ and H− represent the Hamiltonian near of valley K⃗ (representation R1) and
K⃗ ′ (representation R2), respectively. H+ acts in a two-component spinor that describes a
fermion with pseudospin up and an antifermion with pseudospin down, while H− acts in a
two-component spinor that describes a fermion with pseudospin down and an antifermion
with pseudospin up. Thus, we arrive at two decoupled Dirac equations in (2+1)-dimensions
i
∂ψ(x, y, t)
∂t
=H±ψ(x, y, t). (2.5)
Finally, one can write the Lagrangian density for this system as the sum of two Lagrangian
densities one for each valley
L = L+ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightiψ¯KγµD+µψK −mψ¯KψK +
L−ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
iψ¯K
′
γµD−µψK′ +mψ¯K′ψK′ , (2.6)
where D±i = ∂i − ieAi ± iea35i , which can be interpreted as a system describing two species
of two-component spinors, one with mass +m and coupled to eAi−ea35i and the other with
mass −m and coupled to eAi + ea35i .
– 5 –
2.1 Symmetries in the irreducible and reducible representations
Irreducible representations: For irreducible representations it is possible to define the
parity (P), charge conjugation (C), and time-reversal (T ) transformations as following
Pψ(t, x, y)P−1 = −iγ1ψ(t,−x, y), (2.7)T ψ(t, x, y)T −1 = −iγ2ψ(−t, x, y), (2.8)Cψ(t, x, y)C−1 = −γ2(ψ¯(t, x, y))T , (2.9)
where P and C are unitary operators and T is an anti-linear operator [49], i.e. T (c −
number)T −1 = (c−number)∗. One can check that the mass terms in the Dirac Lagrangian
is not invariant under P or T . However, the combined transformation PT leaves the mass
terms invariant, so CPT is a symmetry of the Dirac Lagrangian [50]. Because the γµ form
three 2 × 2 matrices and no other matrix anticommutes with them, the chiral symmetry
cannot be defined for irreducible representations.
Reducible representation: For a reducible representation let us take the four-component
spinor, ψT = (ψK , ψK′)T . As it has been pointed out in Refs. [48, 51], because the free
Lagrangian uses only three Dirac matrices, parity, charge conjugation and time-reversal
transformations can be implemented by more than one operator
Pψ(t, r)P−1 = Pjψ(t, r′), (2.10)T ψ(t, r)T −1 = Tjψ(−t, r), (2.11)Cψ(t, r)C−1 = Cj(ψ¯(t, r))T , (2.12)
r = (x, y), r′ = (−x, y),
where
P1 = −iΓ1Γ3, P2 = −Γ1Γ5, (2.13)
T1 = −Γ2Γ3, T2 = −iΓ2Γ5, (2.14)
C1 = −iΓ0Γ1, C2 = −Γ2. (2.15)
In Tab. 1 we present the transformation properties of some bilinears under P, C and T
transformations. Using these properties one can easily prove that the massive (or massless)
Dirac Lagrangian in 2+1 dimensions for the reducible representation is invariant under P,C and T , regardless of which transformation is used, i.e. the Dirac Lagrangian is invariant
under P1 and P2, C1 and C2, T1 and T2, or even a linear combination of this operator could
be used, with some restrictions [51]. In our Lagrangian only appears the bilinears ψ¯ψ,
ψ¯Γµψ and ψ¯ΓµΓ35ψ, which are independent of j. Therefore, any of the operators Pj , Cj
and Tj can be used to implement P, C and T , respectively. Surprisingly, the transformation
properties of ψ¯Γ3ψ, ψ¯Γ5ψ, ψ¯ΓµΓ3ψ and ψ¯ΓµΓ5ψ depends on j. As a result, we find two non-
equivalent realizations of parity, charge conjugation and time-reversal, which is unusual5.
5In fact, there is an infinite number of non-equivalent realizations of P, C and T since any linear
combination of the two realizations found is an inequivalent realization.
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For example, the terms ψ¯ΓµΓ3ψ and ψ¯ΓµΓ5ψ appears when a non-Abelian SU(2) gauge
field is introduced in graphene [45, 46]. In what follows we will be interested only in the
Lagrangian density (2.6).
Pj Tj Cj
ψ¯ψ(t, r) ψ¯ψ(t, r′) ψ¯ψ(−t, r) ψ¯ψ(t, r)
ψ¯Γµψ(t, r) ψ¯Γ˜µψ(t, r′) ψ¯Γ¯µψ(−t, r) −ψ¯Γµψ(t, r)
ψ¯ΓµΓ35ψ(t, r) −ψ¯Γ˜µΓ35ψ(t, r′) −ψ¯Γ¯µΓ35ψ(−t, r) ψ¯ΓµΓ35ψ(t, r)
ψ¯iΓ35ψ(t, r) −ψ¯iΓ35ψ(t, r′) −ψ¯iΓ35ψ(−t, r) ψ¯iΓ35ψ(t, r)
ψ¯Γ3ψ(t, r) (−1)jψ¯Γ3ψ(t, r′) (−1)j+1ψ¯Γ3ψ(−t, r) (−1)j+1ψ¯Γ3ψ(t, r)
ψ¯Γ5ψ(t, r) (−1)j+1ψ¯Γ5ψ(t, r′) (−1)jψ¯Γ5ψ(−t, r) (−1)jψ¯Γ5ψ(t, r)
ψ¯ΓµΓ3ψ(t, r) (−1)jψ¯Γ˜µΓ3ψ(t, r′) (−1)j+1ψ¯Γ¯µΓ3ψ(−t, r) (−1)j+1ψ¯ΓµΓ3ψ(t, r)
ψ¯ΓµΓ5ψ(t, r) (−1)j+1ψ¯Γ˜µΓ3ψ(t, r′) (−1)jψ¯Γ¯µΓ3ψ(−t, r) (−1)jψ¯ΓµΓ3ψ(t, r)
Table 1. P, C and T transformation properties of some bilinears, here Γ˜µ = {Γ0,−Γ1,Γ2} and
Γ¯µ = {Γ0,−Γi}.
It should be noted that in the literature one can find two different transformations
which are defined as time-reversal. One, Tˆ , which acts as Tˆ ψ(t, x, y)Tˆ −1 = Tˆψ∗(−t, r).
The other, T , which is the one considered here, Eq. (2.11), and is referred as Wigner
time-reversal. The latter transformation was defined consistently with what has been done
in four dimensions by Weinberg (Ch. 5. in [37]), and Peskin and Schroeder (Ch. 3. in
[49]). Moreover, the one that concerns the CPT theorem is T (for a detailed discussion,
see sec. 11.6. in [52]).
The transformation properties of the electromagnetic potential are [50]
PA0(t, x, y)P−1 = A0(t,−x, y),PA1(t, x, y)P−1 = −A1(t,−x, y),PA2(t, x, y)P−1 = A2(t,−x, y),T A0(t, x, y)T −1 = A0(−t, x, y),T A⃗(t, x, y)T −1 = −A⃗(−t, x, y),CAµ(t, x, y)C−1 = −Aµ(t, x, y), (2.16)
which leave the Lagrangian invariant. For pseudo-magnetic potential we should have
Pa351 (t, x, y)P−1 = a351 (t,−x, y),Pa352 (t, x, y)P−1 = −a352 (t,−x, y),T a⃗35(t, x, y)T −1 = a⃗35(−t, x, y),Ca⃗35(t, x, y)C−1 = a⃗35(t, x, y). (2.17)
so that the interaction ψ¯ΓiΓ35a35i ψ in the Lagrangian is invariant.
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For reducible representations, the transformation ψ → eiαµσ˜µψ leaves invariant the ki-
netic term, where the generators σ˜µ = σµ⊗I2×2 = {I4×4,−iΓ3,−Γ5,−iΓ35} are the generators
of a global U(2) symmetry, with σ0 ≡ I2×2 and the αµ constants. The mass term mψ¯ψ
breaks this global symmetry down to U(1)×U(1) symmetry, with the generators I4×4 and−iΓ35 [53]. However, when the mass vanishes, the quantum corrections generate a vacuum
expectation value of ψ¯ψ (to be precise [ψ¯, ψ]/2, see below), then, the symmetry would have
broken down to U(1) ×U(1).
It should be noted that besides the usual mass term mψ¯ψ, there exists a mass term
mτ ψ¯[Γ3,Γ5]ψ/2 = mτ ψ¯iΓ35ψ known as Haldane mass term [30], which is invariant under
the U(2) symmetry. However, this term breaks parity and time-reversal symmetries, see
Tab. 1.
3 Furry picture
In this section, we will present the Furry picture, based on the quantized solutions of the
Dirac equation, and generalize what has been done in Refs. [54, 55] for a Dirac equation
in the presence of a real magnetic field to the case in which the Dirac equation is in the
presence of real and pseudomagnetic fields. In static background gauge fields, the Dirac
equation (2.5) can be rewritten as
⎛⎝ E ∓m −(D±1 − iD±2 )(D±1 + iD±2 ) E ±m ⎞⎠ψ = 0. (3.1)
There are two possible solutions depending on the threshold states (∣E∣ = ±m), the positive-
energy solutions (ψ(+)) are
ψ
(+)±,1 = e−i∣E∣t
¿ÁÁÀ∣E∣ ±m
2∣E∣ ⎛⎜⎝ f−D±1+iD±2∣E∣±m f
⎞⎟⎠ , or ψ(+)±,2 = e−i∣E∣t
¿ÁÁÀ∣E∣ ∓m
2∣E∣ ⎛⎜⎝
D±1−iD±2∣E∣∓m g
g
⎞⎟⎠ , (3.2)
where ψ
(+)+,i refers to the positive-energy solution in the representation R1 and ψ(+)−,i refers
to the positive-energy solution in the representation R2. The negative-energy solutions
(ψ(−)) are
ψ
(−)±,1 = e+i∣E∣t
¿ÁÁÀ∣E∣ ∓m
2∣E∣ ⎛⎜⎝ f−D±1+iD±2∣E∣∓m f
⎞⎟⎠ , or ψ(−)±,2 = e+i∣E∣t
¿ÁÁÀ∣E∣ ±m
2∣E∣ ⎛⎜⎝
D±1−iD±2∣E∣±m g
g
⎞⎟⎠ , (3.3)
where f and g are two functions such that
−(D±1 − iD±2 )(D±1 + iD±2 )f = (E2 −m2)f (3.4)−(D±1 + iD±2 )(D±1 − iD±2 )g = (E2 −m2)g. (3.5)
Note that the threshold states ∣E∣ = m and ∣E∣ = −m, must be specified separately. When∣E∣ = m is a positive (negative) energy solution, the negative (positive) energy threshold
is excluded, because of the factor 1/√∣E∣ −m [54]. For example, for the valley K⃗, or
– 8 –
equivalently the representation R1, the positive-energy solutions for ∣E∣ = m > 0 and ∣E∣ =
m < 0 are respectively
ψ
(+0)+,1 = e−i∣m∣t ⎛⎝ f (0)0 ⎞⎠ , ψ(+0)+,2 = e−i∣m∣t ⎛⎝ 0g(0) ⎞⎠ , (3.6)
where f (0)(x, y) satisfies the first-order threshold equation
(D+1 + iD+2 )f (0) = 0, (3.7)
and g(0)(x, y) satisfies (D+1 − iD+2 )g(0) = 0. (3.8)
It turns out that if the solutions of (3.7) are normalizable, then the solutions of (3.8) are
not, and viceversa [54, 56]. Now, in the absence of pseudo-magnetic field (a35i = 0), one
has that D = D+ = D−. Thus, if ψ(+0)+,1 (ψ(+0)+,2 ) is a positive-energy solution for the valley
K⃗ then the valley K⃗ ′ only has the negative-energy solution ψ(−0)−,2 (ψ(−0)−,1 ). Which leads
to the well-known asymmetry in the spectrum of the states. Remarkably, this does not
necessarily happen when there is a pseudo-magnetic field, since D+ ≠ D−, if the solutions
of (3.7) are normalisable this does not imply that the solutions of (D+1 − iD+2 )g(0) = 0 are
not. Therefore, it can happen that both valleys have positive (or negative) energy states
simultaneously. The Appendix (A) illustrates this point in the case of constant real and
pseudomagnetic fields.
One can calculate the vacuum condensate ⟨ψ¯ψ⟩ (pairing between fermions and an-
tifermions in the vacuum) in 2 + 1 dimensions by expanding out the fermion field in a
complete orthonormal set of the positive- and negative-energy solutions (i =R1,R2)
Ψi(x⃗, t) =∑∫
n
∑∫
p
[ai,n,pψ(+)i,n,p + b†i,n,pψ(−)i,n,p]. (3.9)
The solutions are labeled by two quantum numbers (n, p), in which the label n refers to
the eigenvalue En, while the label p distinguishes between degenerate states. In general
both n and p may take discrete and/or continuous values [54]. The ai,n,p and b
†
i,n,p are the
fermion annihilation operator and antifermion creation operator, respectively, which obey
the anticommutation relations
{ai,n,p, a†j,n′,p′} = {bi,n,p, b†j,n′,p′} = δij δ¯nn′ δ¯pp′ , . (3.10)
where δ¯α,α′ , is the Kronecker delta if α takes discrete values or is the Dirac delta if it takes
continuous values. Using the commutation relations (3.10) the vacuum expectation value⟨Ψ¯iΨi⟩ can be written as
⟨0∣Ψ¯i(x)Ψi(x)∣0⟩ ≡ tr⟨Ψ¯i,αΨi,β⟩ =∑∫
n
∑∫
p
ψ¯
(−)
i,n,p(x)ψ(−)i,n,p(x), (3.11)
i.e the fermion condensate is a sum over occupied negative-energy states. The tr is over
the spinorial indices {α,β}. Let us also write the condensate ⟨ΨiΨ¯i⟩, which will be relevant
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to what follows, as
⟨0∣Ψi(x)Ψ¯i(x)∣0⟩ ≡ tr⟨Ψi,βΨ¯i,α⟩ =∑∫
n
∑∫
p
ψ¯
(+)
i,n,p(x)ψ(+)i,n,p(x), (3.12)
i.e this condensate is a sum over occupied positive-energy states.
In the Appendix B, we compare the calculation of fermionic condensate in the Furry
picture with the method via fermion propagator. We prove that the trace of the fermion
propagator evaluated at equal space-time points must be understood as the expectation
value of the commutator of two field operators, the Schwinger’s choice [57], which is equiv-
alent to perform the coincidence limit symmetrically on the time coordinate [58], i.e.
1
2
⟨0∣[Ψ¯i,Ψi]∣0⟩ = −trSF (x,x) ≡ −⎛⎜⎝tr limx0→y+0
x→y SF (x, y) − tr limx0→y−0x→y SF (x, y)
⎞⎟⎠ . (3.13)
In addition, we argue that this must be the order parameter for chiral (or parity) symmetry
breaking and not the fermionic condensate as is commonly assumed in the literature.
4 Fermion condensate
Chiral symmetry-breaking in (2+1)- and (3+1)-dimensional theories has been a subject of
intense scrutiny over the past two decades [13, 15, 16, 35, 54, 59–75]. In the presence of an
uniform magnetic field, the appearance of a nonvanishing chiral condensate ⟨Ψ¯Ψ⟩ ≠ 0, in
the limit m→ 0, produce spontaneous chiral symmetry breaking [13, 59, 60]. For example
[13, 61], in the Nambu-Jona-Lasinio (NJL) model, the spontaneous symmetry breaking
occurs when the coupling constant exceeds some critical value, i.e. when λ > λc. With an
external uniform magnetic field λc → 0, independent of the intensity of the magnetic field
B, hence, the magnetic field is a strong catalyst of chiral symmetry breaking (see Ref. [14]
for review).
The exact expression for a fermion propagator in an external magnetic field in 3 + 1
dimensions was found for the first time by Schwinger using the proper-time formalism [57].
For 2 + 1 dimensions the fermion propagator was presented, in the momentum represen-
tation, by Gusynin et al. [13]. Using the expression of the fermion propagator in the
presence of an uniform magnetic field, the vacuum condensate has been computed in the
reducible representation (four-component spinor) [13, 59, 62]. On the other hand, Das
and Hott introduced an alternative derivation of the magnetic condensate using the Furry
Picture. This method has been used to calculate the magnetic vacuum condensate in 3+ 1
dimensions [76], at finite temperature [53, 55, 65, 68] and as well as in the presence of
parity-violating mass terms [76]. In appendix B.1, we compute the vacuum condensate in
the presence of external magnetic field for the two irreducible representations and show
that theses two methods are consistent if we take the definition of the propagator in equal
times as the one introduced by Schwinger in [57]. Furthermore, we discuss why the vac-
uum expectation value of the commutator of two field operators is the appropriate order
parameter to describe chiral (or parity) symmetry breaking.
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In order to study the effect of strains, in the following we consider a sample of graphene
in the presence of constant real (B) and pseudo (b) magnetic fields6. In this case, we choose
A⃗ = (0,Bx) and a⃗35 = (0, bx). The explicit solution can be found in the Appendix (A). In
similar way as shown in appendix B.1, we compute the vacuum expectation value of the
commutator in the two irreducible representations for arbitrary values of m, eB and eb
1
2
⟨[Ψ¯±,Ψ±]⟩B = −sgn(m) ∣eB ± eb∣
4pi
− ∣eB ± eb∣
2pi
∞∑
n=1
m∣E±n ∣
= sgn(m) ∣eB ± eb∣
4pi
−m√2∣eB ± eb∣
4pi
ζ (1
2
,
m2
2∣eB ± eb∣) (4.1)
with ∣E±n ∣ = √m2 + 2∣eB ± eb∣n and where the (−) refers to the representation R1 (valley
K⃗) and the (+) refers to the representation R2 (valley K⃗ ′). Here ζ(s, q) is the Hurwitz
zeta function defined by
ζ(s, q) = ∞∑
n=0
1(n + q)s . (4.2)
The commutator can be rewritten in an integral representation
1
2
⟨[Ψ¯±,Ψ±]⟩B,b = − m
4pi
3
2
∫ ∞
0
dte−m2tt− 12 ∣eB ± eb∣ coth(∣eB ± eb∣t), (4.3)
here we have used that
∫ ∞
0
dte−m2tt− 12 ∣ω∣ coth(∣ω∣t) = (2∣w∣pi) 12 ⎛⎝ζ (12 , m22∣w∣) − ∣w∣
1
2
2
1
2 ∣m∣⎞⎠ , (4.4)
which can be obtained after regularization with the -integration technique [77]. Although
Eq. (4.5) is divergent, the divergences are already present for zero external field
1
2
⟨[Ψ¯±,Ψ±]⟩0,0 = − m
4pi
3
2
∫ ∞
0
dte−m2tt− 32 . (4.5)
Therefore by subtracting out the vacuum part, a finite result is obtained [15, 74, 77]
µ± = 1
2
⟨[Ψ¯±,Ψ±]⟩B,b − 1
2
⟨[Ψ¯±,Ψ±]⟩0,0
= − m
4pi
3
2
∫ ∞
0
dte−m2tt− 12 (∣eB ± eb∣ coth(∣eB ± eb∣t) − 1
t
) . (4.6)
To evaluate in a simple form Eq. (4.5), let us note that although this integral is divergent,
Eq. (4.1) has a finite limit as ∣eB±eb∣→ 0 if we used the analytic continuation of the Hurwitz
zeta function so 12⟨[Ψ¯±,Ψ±]⟩0,0 = sgn(m)m2pi , which coincides with the regularization by
6We noted that the pseudomagnetic field considered here is mathematically equivalent to considering a
Dirac oscillator potential in (2 + 1)-dimensions [21]. Consequently, a constant pseudomagnetic field can be
seen as a physical realization of the two-dimensional Dirac oscillator.
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Figure 1. (color online). The c-condensates as a function of a external magnetic field, µ−/(m∣m∣)
(dashed line) and µ+/(m∣m∣) (continuous line), for eb/m2 = 5. Since µ±(eB ± eb,m)/(m∣m∣) =
µ± ( eB±eb
m2
,1) it is satisfied when the mass is changed only occurs a widening of the “parabolic”
form of the function.
using the -integration technique [77]. Henceforth, we will refer to µ± as the c-condensates,
which in terms of the analytically continue Hurwitz zeta function are given by
µ± = −sgn(m) ∣eB ± eb∣
4pi
−m√2∣eB ± eb∣
4pi
ζ (1
2
,1 + m2
2∣eB ± eb∣) − ∣m∣m2pi (4.7)
One can show that there is no critical value of the fields in which the µ±/m changes sign.
Notably, if B ≠ 0 or b ≠ 0, the values of the µ± for each valley are different and when ∣B∣ = ∣b∣
one of the two is zero, Fig. 1. Finally, let us take the limit m→ 0
µ± = −sgn(m) ∣eB ± eb∣
4pi
. (4.8)
As we will see below this is related to a breaking of chiral, parity and time-reversal sym-
metry.
4.1 Dynamical mass
Dynamical mass generation in QED2+1 has been the subject of study in the past three
decades [13, 15, 16, 66, 78, 79]. As shown in Ref. [16] the dynamical mass with a two-
component fermion in a uniform magnetic field, in the so-called constant-mass approxima-
tion, is
mdyn = 2αW ⎛⎝e−γE/2
√
2∣eB∣
2α
⎞⎠ , (4.9)
with γE the Euler constant, α = e2/(4pi) and W (x) the Lambert W function. In the above
formula, it is necessary that ∣eB∣ ≫ m2dyn for consistency. On the other hand, for weak
magnetic field the dynamical mass have a quadratic behavior, mdyn =m0 +m2(∣eB∣)2 + . . .
[80]. In general the dynamical mass should be given by mdyn = g(∣eB∣), where g is a general
– 12 –
20 40 60 80 100
1.6
1.8
2.0
2.2
2.4
2.6
2.8
Figure 2. (color online) Dynamical masses in the constant-mass approximation versus external
magnetic field, m+dyn/α (continuous line) and m−dyn/α (dashed line), for eb/α2 = 7. In the plotted
region it is satisfied that ∣eB ± eb∣ ≫m2dyn, and thus the approximation is consistent.
function, which has as its limit the aforementioned cases. It is straightforward to extend
this result to include the pseudomagnetic field. Hence, the dynamical mass would read as
mdyn = g(∣eB ± eb∣), for example, when ∣eB ± eb∣ ≫m2dyn we obtain
m±dyn = 2αW ⎛⎝e−γE/2
√
2∣e(B ± b)∣
2α
⎞⎠ . (4.10)
According to these findings, the dynamical fermion mass is different for each valley, m+dyn for
K⃗ ′ and m−dyn for K⃗ (see Fig. 2). This is not surprising since the c-condensates, µ+ and µ−,
are different if a pseudomagnetic field is included. Furthermore, it is possible to construct
a Lagrangian describes two species of fermions, each with different mass, introducing the
usual mass term (m) and a Haldane mass term (mτ ):
Lm =mψ¯ψ +mτ ψ¯iΓ35ψ, (4.11)
in this case the two masses will be m±mτ , here ψ is a four-component spinor. In our case,
the interplay between the real and pseudomagnetic fields allow us generate these two terms
dynamically. With the help of Eq. (4.8), one can realize that
1
2
⟨[ψ¯, ψ]⟩B,b − 1
2
⟨[ψ¯, ψ]⟩0,0 = −sgn(m)
4pi
(∣eB + eb∣ + ∣eB − eb∣), (4.12)
while
1
2
⟨[ψ¯, iΓ35ψ]⟩B,b − 1
2
⟨[ψ¯, iΓ35ψ]⟩0,0 = −sgn(m)
4pi
(∣eB + eb∣ − ∣eB − eb∣), (4.13)
in the limit m→ 0. Therefore, the usual mass term is always generated independently of B
and b, whereas the Haldane mass term is only generated if B ≠ 0 and b ≠ 0 simultaneously.
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Note that when B = b (or B = −b) one of the c-condensates is zero and the dynamical mass
of this valley will be independent of B and b.
Finally, it is important to realize that for zero pseudomagnetic field the mass term
in irreducible representations breaks parity and time-reversal symmetries while in a re-
ducible representation it breaks chirality. Thus the c-condensate (µ = µ+ = µ−) is the
order parameter of the dynamical parity and time-reversal symmetry breaking, for irre-
ducible representations, and the dynamical chiral symmetry breaking, for reducible rep-
resentations. However, for a non-zero magnetic and pseudomagnetic fields the dynamical
symmetry breaking for reducible representations is not only of the chiral symmetry but
also of the parity and time-reversal symmetry7. The reason for this is that by including
pseudomagnetic field, the dynamical mass is different for each valley generating a Haldane
mass term which breaks parity and time-reversal8.
5 One-loop effective action and magnetization
In this section we will compute the effective action and the magnetization in the presence
of uniform real and pseudomagnetic fields. Consider the fermionic part of the generating
functional for each valley
Z± = eiW± = ∫ DΨ¯±DΨ± exp(i∫ d3x[Ψ¯±(i /∂ + e /A ∓ e/a35 −m)Ψ±]) , (5.1)
and let us introduce the one-loop effective Lagrangian L(1)± via lnZ± = i ∫ d3xL(1)± (x). In
the presence of a static background field the one-loop effective action is proportional to
the vacuum energy (Ch. 16. in [37]). The vacuum energy of the Dirac energy field can be
computed using the formula [82]
Evac = 1
2
⎛⎝− ∑En>0En + ∑En<0En⎞⎠ , (5.2)
which depends upon the zero-point energies of both positive- and negative-energy states9.
In our case, it is straightforward to obtain the density vacuum energy for each valley
E±vac(B, b) = E±vacA = − ∣eB ± eb∣4pi ∣m∣ − ∣eB ± eb∣2pi ∞∑n=1√m2 + 2∣eB ± eb∣n
= ∣eB ± eb∣
4pi
∣m∣ − ∣eB ± eb∣ 32
2
1
2pi
ζ (−1
2
,
m2
2∣eB ± eb∣) , (5.3)
7In the Ref. [43], it had been suggested that the flux of the non-Abelian pseudomagnetic field serves as
a catalyst of the time-reversal symmetry breaking.
8The Haldane mass term, for example, can also be dynamically generated in graphene at sufficiently
large strength of the long-range Coulomb interaction [81].
9Provided that for each eigenvalue En there is an eigenvalue −En the two sums in Eq. (5.2) reduces to
the sum over the Dirac sea
Evac = ∑
En<0En.
This equation is always satisfied by a charge conjugation invariant background, however this is not our case.
The use of this equation in a magnetic field background has led to erroneous conclusions in Ref. [68, 83].
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Figure 3. (color online) (a) Magnetization vs the external magnetic field, M+ (continuous line),
M− (dashed line) and the total magnetization M =M++M− (dotted line). The magnetization (M+)
in the valley K⃗ is zero in eB/m2 = −10 while the magnetization (M−) in the valley K⃗ ′ is zero in
eB/m2 = 10. (b) Magnetic susceptibility vs the external magnetic field, χ+ (continuous line), χ−
(dashed line) and the total magnetization χ = χ+ + χ− (dotted line). Here eb/m2 = 10.
where we have used that the Landau degeneracy per unit area is ∣eB ± eb∣/(2pi). In order
to calculate the purely magnetic field effect, we need to subtract the zero-field part. Thus,
the one-loop effective Lagrangian density isL(1)± = −(E±vac(B, b) − E±vac(0,0))
= − ∣eB ± eb∣
4pi
∣m∣ + ∣eB ± eb∣ 32
2
1
2pi
ζ (−1
2
,
m2
2∣eB ± eb∣) + ∣m∣36pi . (5.4)
Using Eq. (4.4), one can rewritten the one-loop effective Lagrangian in an integral repre-
sentation as L(1)± = − 1
8pi
∫ ∞
0
dt
pi1/2 e−m2tt−
5
2 (∣eB ± eb∣t coth(∣eB ± eb∣t) − 1) .
For b = 0, the result is in agreement with what was found in Ref. [33–36]. In particular
when m→ 0, we arrive at
L(1)±,m=0 = ∣eB ± eb∣ 32
2
1
2pi
ζ (−1
2
) . (5.5)
Here ζ(x) is the Riemann-zeta function. One can compute the orbital magnetization for
each valley (M±) employing the one-loop effective Lagrangian, namely M± = ∂L(1)±∂B . A
straightforward calculation gives
M± = − e
8pi
∫ ∞
0
dt
pi1/2 e−m2tt−
3
2 (coth(∣eB ± eb∣t) − ∣eB ± eb∣t
sinh2(∣eB ± eb∣t)) sgn(eB ± eb), (5.6)
which can also be written as
M± = [−e∣m∣
4pi
− em2√
32pi∣eB ± eb∣1/2 ζ (12 , m22∣eB ± eb∣)
+3e ∣eB ± eb∣ 12√
8pi
ζ (−1
2
,
m2
2∣eB ± eb∣)
⎤⎥⎥⎥⎥⎦ sgn(eB ± eb). (5.7)
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Therefore, the orbital magnetization displays nonlinear behavior in the magnetic and pseu-
domagnetic fields (see Fig. 3a). For b = 0, the result is in agreement with Refs. [32, 34, 36]
and in the limit m→ 0 the magnetization is
M± = 3e ∣eB ± eb∣ 12√
8pi
ζ (−1
2
) sgn(eB ± eb), (5.8)
for each valley10. Notably, the value and sign of magnetization are different for each valley.
Thus, they can be modified by strain or varying the applied magnetic field. In particular,
the magnetization of one valley could be zero while the other does not, Fig. 3a.
Having calculated M±, one can compute the magnetic susceptibility for each valley in
the presence of magnetic and pseudomagnetic fields, which is simply given by χ± = ∂M±∂B ,
thus
χ± = e
16
√
2pi∣eB ± eb∣ 52 [12∣eB ± eb∣2ζ (−12 , m
2
2∣eB ± eb∣) − 4m2∣eB ± eb∣ζ (12 , m22∣eB ± eb∣)
−m4ζ (3
2
,
m2
2∣eB ± eb∣)] (5.9)
In the presence of a magnetic and pseudomagnetic fields the total susceptibility has two
minimums, see Fig. 3b, which is a distinctive feature compared with the case eb = 0 [32].
Finally, in the limit m→ 0 the susceptibility is
χ± = 3eζ(−1/2)√
32pi∣eB ± eb∣1/2 , (5.10)
which is divergent when B = ±b. Since χ±(B ± b = 0,m ≠ 0) is finite, it can be concluded
that the mass acts as a regulator.
6 Induced charge density
In this section, we will derive an expression for the induced charge density in the presence
of uniform real and pseudomagnetic fields. We first noticed, that as in the case of the
fermionic condensate, the formula −trγµS(x,x) = ⟨0∣jµ∣0⟩, also deserves to be revised. The
current must be understood as
jµ →∶ jµ(x) ∶=∶ eΨ¯(x)γµΨ(x) ∶= e
2
[Ψ¯(x), γµΨ(x)] = 1
2
γµα˙α[Ψ¯α˙(x),Ψα(x)], (6.1)
which is the correct definition of the current operator, where it has been subtracted an
infinite charge of the vacuum state [58]. Analogously to what was done before, we can find
that in the Furry picture the vacuum expectation value of the current operator is
⟨0∣ ∶ jµi (x) ∶ ∣0⟩ = e2⟨0∣[Ψ¯i(x), γµΨi(x)]∣0⟩ (6.2)= e
2
∑∫
n
∑∫
p
(ψ¯(−)i,n,p(x)γµψ(−)i,n,p(x) − ψ¯(+)i,n,p(x)γµψ(+)i,n,p(x)) .
10It should be noted that Eq. (5.8) also corresponds to the dominant term in the strong field expansion.
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For constant real and pseudomagnetic fields, using the orthogonality of Hermite polyno-
mials, one can show that
⟨0∣ ∶ ji±(x) ∶ ∣0⟩ = 0, (i = 1,2), (6.3)
i.e the induced current vanishes. A nonvanishing vacuum current would arise in the pres-
ence of an external electric field [34]. On the other hand, the induced charge density is
given by
⟨0∣ρ(x)±∣0⟩ = ⟨0∣ ∶ j0±(x) ∶ ∣0⟩ = ±sgn(m)4pi e2(B ± b). (6.4)
Curiously, in contrast to µ± the induced charge density only receives contributions from
the lowest Landau level (LLL), even if m ≠ 0. An alternative technique to compute the
charge density is through spectral function, it can be shown that the induce charge [84, 85]
Q± = ∫ d2x⟨0∣ρ(x)±∣0⟩ = −e
2
lim
s→0+ η(H±, s), (6.5)
where
η(H±, s) =∑
n
∣E±n ∣−ssgn(E±n). (6.6)
is the η invariant of Atiyah, Patodi, and Singer. Using the Landau degeneracy per unit
area and noting that except for the LLL for each eigenvalue E±n there is an eigenvalue −E±n ,
we obtain Eq. (6.4) as we should. Thus, the total induced charge density is
⟨0∣ρ(x)∣0⟩ = ⟨0∣ρ(x)+∣0⟩ + ⟨0∣ρ(x)−∣0⟩ = sgn(m)
4pi
e2(B + b) − sgn(m)
4pi
e2(B − b)
= sgn(m)
2pi
e2b, (6.7)
what makes this observable to non-zero pseudomagnetic field. This is remarkable since it is
not possible in the case of a pure magnetic field [39]. Eq. (6.7) shows that in the presence
of pseudomagnetic field the system has a parity anomaly, even with two fermionic species.
Eqs. (6.3) and (6.4) are related with the Chern-Simons relation, which in the case of zero
pseudomagnetic field reads [39]
⟨0∣ ∶ jµ±(x) ∶ ∣0⟩ = ± e2
8pi
sgn(m)µνλFνλ, (6.8)
from which it is clear that when the two representations are present, the vacuum expecta-
tion value of the total current is always zero.
7 Conclusions
In summary, we have examined the Dirac Hamiltonian in 2 + 1 dimensions and found
that exist an infinite number of non-equivalent realizations of parity, charge conjugation,
and time-reversal transformations, for reducible representation. We then have explored
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how the interplay between real and pseudomagnetic fields affects some aspects of three-
dimensional quantum field theory. For the case of uniform magnetic and pseudomagnetic
fields, employing a non-perturbative approach, we have found that: (i) The c-condensate
is the order parameter for the breaking of chiral, parity and time-reversal symmetries. (ii)
One can control the magnetization, susceptibility and the dynamical mass independently
for each valley by straining and varying the applied magnetic field. (iii) The dynamical
mass generated is due to two terms, the usual mass term (mψ¯ψ) and a Haldane mass term
(mτ ψ¯iΓ
35ψ), the latter is the one that breaks parity and time-reversal symmetries, when
the two fields are simultaneously different from zero. (iv) For non-zero pseudomagnetic
field, the total induced “vacuum” charge density is not null. This implies that strained
single/layer graphene exhibits a parity anomaly.
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A Exact solutions of the Dirac equation in the presence of uniform real
and pseudomagnetic fields
In the presence of a constant real (B) and pseudo (b) magnetic fields, one can choose the
real potential and the pseudo-potential as A⃗ = (0,Bx) and a⃗35 = (0, bx), respectively. For
the valley K⃗ and with m ≥ 0, it is straightforward to find the spectrum and the solutions
of Eq. (2.5). However, we need to find them independently for the cases e(B − b) > 0 and
e(B − b) < 0. For the first case e(B − b) > 0, the spectrum and solutions are given by
E−n = ±√m2 + 2∣eB − eb∣n, (A.1)
ψ
(+)
K = N−n e−i∣E−n∣t+ipy ⎛⎝ (∣E−n ∣ +m)I−(n, p, x)−√2∣eB − eb∣nI−(n − 1, p, x) ⎞⎠ , (A.2)
ψ
(−)
K = N−n ei∣E−n∣t−ipy ⎛⎝
√
2∣eB − eb∣nI−(n,−p, x)(∣E−n ∣ +m)I−(n − 1,−p, x) ⎞⎠ , (A.3)
where
N±n = 1√
2∣E±n ∣(∣E±n ∣ +m) , (A.4)
I±(n,x, p) = ∣eB ± eb∣ 14√
2nn!pi
1
4
Hn [√∣eB ± eb∣ (x − p∣eB ± eb∣)] × e− ∣eB±eb∣2 (x− p∣eB±eb∣)2 (A.5)
with I(n = −1, p, x) = 0 and E+n = ±√m2 + 2∣eB + eb∣n. Note that the lowest Landau level
(LLL), describes particle (fermion) states with energy E0 = m ≥ 0. In order to find the
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solutions for the case e(B − b) < 0, one can use the charge-conjugate operator, Eq. (2.9),Cψ = −γ2(ψ¯)T = σ1ψ∗ [86], so, the solutions are given by
ψ
(+)
K = −N−n e−i∣E−n∣t+ipy ⎛⎝ (∣E−n ∣ +m)I−(n − 1, p, x)√2∣eB − eb∣nI−(n, p, x) ⎞⎠ , (A.6)
ψ
(−)
K = −N−n ei∣E−n∣t−ipy ⎛⎝ −
√
2∣eB − eb∣nI−(n − 1,−p, x)(∣E−n ∣ +m)I−(n,−p, x) ⎞⎠ , (A.7)
Now the LLL, describes hole (antifermion) states.
For the valley K⃗ ′, one can find the solution noting that the change of representation
is equivalent to the change m→ −m and B − b→ B + b, in the solutions (A.2), (A.3), (A.6)
and (A.7). For the point K⃗ ′, the LLL, describes an hole (antifermion) state for e(B+b) > 0
and a particle (fermion) state for e(B + b) < 0. Hence, we can have a fermion (antifermion)
state in the LLL simultaneously to K⃗ and K⃗ ′ if the condition eb < eB < −eb (eb > eB > −eb)
is satisfied.
B Magnetic condensate
In this Appendix, we will compare the calculation of fermionic condensate in the Furry
picture with the method via fermion propagator. Thus, we demonstrate that the method
via the fermion propagator does not calculate the vacuum expectation value of the product
of two field operators (magnetic condensate), but rather a vacuum expectation value of
the commutator of two field operators. Finally, we show that the commutator is the order
parameter is for chiral (or parity) symmetry breaking and not the magnetic condensate as
is often asserted in the literature.
B.1 Magnetic condensate via furry picture
Let us consider the fermionic condensate via de Furry picture in a constant background
magnetic field. The explicit solution can be found in the Appendix (A), taking b = 0.
Inserting Eq. (A.3) into Eq. (3.11) we obtain that for the irreducible representation R1
(valley K⃗), for eB > 0 and m > 0, the fermion condensate is
⟨0∣Ψ¯KΨK ∣0⟩ = ∞∑
n=0∫ dpN
2
n
2pi
[2∣eB∣nI(n,−p, x)2 − (∣En∣ +m)2I(n − 1,−p, x)2]
= − ∣eB∣
2pi
∞∑
n=1
m∣En∣ , (B.1)
with ∣En∣ = √m2 + 2e∣B∣n and where we use that
∫ dpI(n − 1, p, x)2 = ⎧⎪⎪⎨⎪⎪⎩ 0 if n = 0,∣eB∣ if n > 0, (B.2)
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and that for n = 0 all the terms are zero. Now, for eB < 0 inserting Eq. (A.7) into Eq.
(3.11) yields
⟨0∣Ψ¯KΨK ∣0⟩ = = ∞∑
n=0∫ dpN
2
n
2pi
[2∣eB∣nI(n − 1,−p, x)2 − (∣En∣ +m)2I(n,−p, x)2]
= − ∣eB∣
2pi
− ∣eB∣
2pi
∞∑
n=1
m∣En∣ , (B.3)
it was clear now that n = 0 contribute to the condensate. In a similar way the condensates
in the irreducible representation R2 (valley K⃗ ′) are
⟨0∣Ψ¯K′ΨK′ ∣0⟩ = − ∣eB∣
2pi
− ∣eB∣
2pi
∞∑
n=1
m∣En∣ , (B.4)
⟨0∣Ψ¯K′ΨK′ ∣0⟩ = − ∣eB∣
2pi
∞∑
n=1
m∣En∣ , (B.5)
for eB > 0 and eB < 0, respectively. In the fermion condensates the term ∑∞n=1 1∣En∣ is in
general divergent. However, the results are understood by means of an appropriate analytic
continuation.
Eqs. (B.1) and (B.4) are in agreement with what was found in Ref. [68]. When m < 0
one just need to exchange results in Eq. (B.1) with the one of Eq. (B.3), and Eq. (B.4)
with Eq. (B.5). In the limit m→ 0+, i .e. for massless fermions, the fermionic condensates
are
⟨0∣Ψ¯KΨK ∣0⟩ = ⎧⎪⎪⎨⎪⎪⎩ −∣eB∣/(2pi) if eB < 0,0 if eB > 0, (B.6)
and
⟨0∣Ψ¯K′ΨK′ ∣0⟩ = ⎧⎪⎪⎨⎪⎪⎩ 0 if eB < 0,−∣eB∣/(2pi) if eB > 0. (B.7)
Notably, only if the LLL has negative energy states there is a non-vanished magnetic
condensate. The condensate in the 4 × 4 reducible representation is simply the sum of the
irreducible representations
⟨0∣Ψ¯Ψ∣0⟩ = ⟨0∣Ψ¯KΨK ∣0⟩ + ⟨0∣Ψ¯K′ΨK′ ∣0⟩ = − ∣eB∣
2pi
, (B.8)
which is in agreement with the results of Refs. [15, 53–55, 68, 76].
B.2 Magnetic condensate via the fermion propagator
Now we consider the usual way to calculate the vacuum condensate using the fermion
propagator [13]
SF (x, y) = ⟨0∣T [Ψ(x)Ψ¯(y)]∣0⟩, (B.9)
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where T is the time-ordering operator
⟨0∣T [Ψ(x)Ψ¯(y)]∣0⟩ = θ(x0 − y0)⟨0∣Ψ(x)Ψ¯(y)∣0⟩ − θ(y0 − x0)⟨0∣Ψ¯(y)Ψ(x)∣0⟩, (B.10)
being θ(x) the Heaviside step function. In the presence of a magnetic field, SF (x, y) can
be calculated by using the Schwinger (proper time) approach [57]
SF (x, y) = exp [∫ y
x
dxµA
µ
ext] S˜(x − y), (B.11)
where the integral is calculated along the straight line, and the Fourier transform of SF (x)
(in Euclidean space) is (k3 = −ik0)
S˜(k) = −i∫ ∞
0
ds exp [−s(m2 + k23 + k2 tanh(eBs)eBs )]× (−kµγµ +m1 − i(k2γ2 − k1γ2) tanh(eBs)) (1 − iγ1γ2 tanh(eBs)) , (B.12)
with 1 and γµ the 4 × 4 (2 × 2) identity matrix and the 4 × 4 (2 × 2) γ-matrices in the
reducible (irreducible) representations. The magnetic condensate has been calculated as
[13, 59, 62]
⟨0∣Ψ¯(x)Ψ(x)∣0⟩S = − lim
x→y trSF (x, y), (B.13)
where the superscript S emphasizes that the condensate is computed via the propagator.
For the reducible representations, in the limit m→ 0, the condensate is [13]
⟨0∣Ψ¯(x)Ψ(x)∣0⟩S = − ∣eB∣
2pi
, (B.14)
which is in agreement with Eq. (B.8). However, for the irreducible representations the
magnetic condensate is
⟨0∣Ψ¯K(K′)(x)ΨK(K′)(x)∣0⟩S = − ∣eB∣
4pi
, (B.15)
which is the same for both representations, but it differs from what was obtained previously,
Eqs. (B.6) and (B.7). To explain why the condensates are different, let us critically review
the calculation through propagator11. If one part of the definition of the propagator Eqs.
(B.9) and (B.10), it is clear that limx→y trS(x, y) depends on how one takes the limit,
namely
tr lim
x0→y+0
x→y SF (x, y) = ⟨0∣Ψi(x)Ψ¯i(x)∣0⟩S , (B.16)
tr lim
x0→y−0
x→y SF (x, y) = −⟨0∣Ψ¯i(x)Ψi(x)∣0⟩S . (B.17)
11 Using the so-called Ritus eigenfunctions method, has recently been found Eq. (B.15), however, this
method also uses the propagator to calculate the condensate.
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Using Eq. (3.12) one can show that, in the limit m → 0+, the fermion condensates ⟨ΨiΨ¯i⟩
for the irreducible representations are
⟨0∣ΨK(x)Ψ¯K(x)∣0⟩ = ⎧⎪⎪⎨⎪⎪⎩ 0 if eB < 0,∣eB∣/(2pi) if eB > 0, (B.18)
⟨0∣ΨK′(x)Ψ¯K′(x)∣0⟩ = ⎧⎪⎪⎨⎪⎪⎩ ∣eB∣/(2pi) if eB < 0,0 if eB > 0, (B.19)
and
⟨0∣Ψ(x)Ψ¯(x)∣0⟩ = ⟨0∣ΨK(x)Ψ¯K(x)∣0⟩ + ⟨0∣ΨK′(x)Ψ¯K′(x)∣0⟩ = ∣eB∣
2pi
, (B.20)
for the reducible representation. It is clear that for irreducible representations neither⟨Ψ¯K(K′)ΨK(K′)⟩ nor ⟨ΨK(K′)Ψ¯K(K′)⟩ coincide with ⟨Ψ¯K(K′)Ψ¯K(K′)⟩S . The calculation of
the condensate in Refs. [13, 59], was actually calculated by taking x = y. Formally this
will lead to calculate the propagator in x0 = y0 which depends on θ(0). In the literature
there is not a consensus of what should be the value of θ(0). For instance, θ(0) can be 1, 0
or 1/2 (page 24 in [87]). However, the only consistent value with Eqs. (B.6), (B.7), (B.8),
(B.18), (B.19) and (B.20) is the value of 1/2, since
trSF (x,x) = ⟨0∣Ψ(x)Ψ¯(x)∣0⟩
2
− ⟨0∣Ψ¯(x)Ψ(x)∣0⟩
2
= 1
2
⟨0∣[Ψ(x), Ψ¯(x)]∣0⟩ (B.21)
so,
⟨0∣Ψ¯(x)Ψ(x)∣0⟩ = ⟨0∣Ψ(x)Ψ¯(x)∣0⟩ − 2trSF (x,x), (B.22)
which gives us the correct value for all condensates. In fact this last choice was the
Schwinger’s choice: “the average of the forms obtained by letting y approach x from the
future, and from the past” [57]. Therefore, the Heaviside step function in the fermion
propagator should be understood as
θ(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if t < 0
1/2 if t = 0
1 if t > 0. (B.23)
In summary, −trSF (x,x) ≠ ⟨0∣Ψ¯(x)Ψ(x)∣0⟩. We believe that this has not been notice before
since, in particular, when the condensate is computed in 2 + 1 dimensions, in a reducible
representation, the two values match, which as we showed is just a coincidence12.
B.3 Order parameter
It is widely claimed in the literature that by the reducible representations the fermion
condensate, ⟨Ψ¯Ψ⟩, is the order parameter of dynamical chiral symmetry breaking [13, 54,
12One can show that in 3 + 1 dimensions the two values also match, see Ref. [61] for the calculation via
fermion propagator and reference [76] for the calculation in the Furry picture.
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55, 59, 60]. However, as we have just shown, a part of the literature calculates ⟨Ψ¯Ψ⟩ and
another part calculates ⟨[Ψ¯,Ψ]⟩/2 as the order parameter, always assuming that is being
calculated ⟨Ψ¯Ψ⟩. Thus, we may ask what is the order parameter for chiral (or parity)
symmetry breaking. Since in reducible representations the two values match, we will use
the irreducible representations to solve this puzzle.
Although in irreducible representations we have not a chiral symmetry, as we mentioned
above, the mass term breaks parity and time-reversal symmetry. If the fermion condensate
is the order parameter of dynamical parity and time-reversal symmetry breaking, Eqs.
(B.6) and (B.7) would lead us to conclude that these broken symmetries depend on the
orientation of the magnetic field. Moreover, since the fermionic condensate is zero for
eB > 0 (eB < 0) in the representation R1 (R2) there would not be a dynamical symmetry
breaking in this case and therefore would not have a magnetically induced mass. However,
if the order parameter is the commutator, which is independent of the orientation of the
magnetic field and the representation, we would obtain a magnetically induced mass for
eB ≠ 0.
In QED2+1 the dynamical mass generation has already been investigated [13, 15, 16,
66, 78, 79]. In particular, the dynamical mass generation with a two-component fermion
was examined [16, 78]. From the results of these works, it can be concluded that there
is no evidence that the dynamical mass depends on the orientation of the magnetic field.
Moreover, under some assumptions an explicit formula was found for the dynamical mass
when it is much smaller than the magnetic field [16]. One can show that the dynamic mass
found is independent of the orientation and the representation of the γ-matrices. Therefore,
the order parameter for parity (or chiral) symmetry breaking is not the vacuum expectation
value of the product of two field operators (magnetic condensate), but rather a vacuum
expectation value of the commutator of two field operators. The latter is equivalent to the
trace of the fermion propagator evaluated at equal space-time points.
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