Abstract. It is now well known that non-local observables in critical statistical lattice models, polymers and percolation for example, may be modelled in the continuum scaling limit by logarithmic conformal field theories. Fusion rules for such theories, sometimes referred to as logarithmic minimal models, have been intensively studied over the last ten years in order to explore the representation-theoretic structures relevant to nonlocal observables. Motivated by recent lattice conjectures, this work studies the fusion rules of the N = 1 supersymmetric analogues of these logarithmic minimal models in the Neveu-Schwarz sector. Fusion rules involving Ramond representations will be addressed in a sequel.
Background and conventions
The N = 1 superconformal algebras may be defined as the Lie superalgebras spanned by the even (bosonic) modes L n and C, and the odd (fermionic) modes G k , subject to the commutation relations
(2.1)
In (2.1), we will take m, n ∈ Z and j, k ∈ Z + 1 2 , stipulating that we are studying the Neveu-Schwarz algebra. Taking j, k ∈ Z results in the Ramond algebra instead. The central element C will be taken to act in all representations as a fixed multiple c of the identity operator, called the central charge. Formally, we thus consider the quotient of the universal enveloping algebra of the Neveu-Schwarz algebra by the ideal generated by C − c id; we will also refer to this quotient as the Neveu-Schwarz algebra.
In field-theoretic terms, the Neveu-Schwarz superalgebra extends the Virasoro algebra by the modes of a fermionic primary field of conformal weight 3 2 . More precisely, the fields generated by the bosonic and fermionic modes are, respectively, the energy-momentum tensor T (z) and its superpartner G(z):
2)
The operator product expansions equivalent to (2.1) then take the form
supplemented by the locality condition T (z)G(w) = G(w)T (z).
2.1. Highest-weight modules. Neveu-Schwarz highest-weight theory works as one would expect. The triangular decomposition splits the superalgebra into the span of the positive modes L n and G j , with n, j > 0, the negative modes L n and G j , with n, j < 0, and the zero modes L 0 and C = c id. A highest-weight vector v h is therefore characterised by its conformal weight h (we regard the central charge of the module as implicitly fixed) and satisfies L n v h = G j v h = 0 for n, j > 0;
The Verma module V h is then constructed from v h as an induced module and it has a unique simple quotient that we shall denote by L h . These Neveu-Schwarz modules are naturally Z 2 -graded by choosing the parity of the highest-weight vector to be even or odd. Structurally, this choice makes no difference, but it is sometimes useful to keep the parity explicit. When this is the case, we affix a superscript sign ± to the module, with the sign matching the parity chosen for v h . We will generalise this convention to all the indecomposable Neveu-Schwarz modules considered here by matching the superscript sign to the (common) parity of the vectors of minimal conformal dimension.
The standard parametrisation suggested by the Neveu-Schwarz analogue of the Kac determinant formula is c = 15 2 − 3 t + t −1 , h r,s = r 2 − 1 8 5) where t ∈ C \ {0}. The Verma module V r,s ≡ V hr,s is then reducible when r and s are positive integers satisfying r = s mod 2.
1 If t is rational, then this parametrisation may be written in the form
1 In contrast, Verma modules for the Ramond algebra turn out to be reducible for positive integers r and s satisfying r = s mod 2. where one customarily takes p = p ′ mod 2 and gcd p, [2, 34, 55] are built from the Neveu-Schwarz simple highest-weight modules L r,s ≡ L hr,s with 1 r p−1, 1 s p ′ − 1 and r = s mod 2, as well as their Ramond counterparts. However, we are not studying these minimal models, so we do not insist, for example, that p, p ′ 2. In most respects, the highest-weight theory for the Neveu-Schwarz algebra parallels that of the Virasoro algebra. In particular, the submodules of a Verma module are generated by singular vectors and the maximal dimension of the space of singular vectors of any given conformal weight is 1. The submodule structure of a Verma module V h then reduces to knowing its singular vectors and here the possibilities exactly mirror those of the Virasoro Verma modules [7, 8] . We reproduce the structures diagrammatically in Figure 1 . As mentioned above, if h = h r,s for any positive integers r and s with r = s mod 2, then V h is simple. On the other hand, if t is irrational, then the maximal proper submodule of the V h with h = h r,s , r = s mod 2, is always simple. It is generated by a singular vector of depth 1 2 rs, meaning that its conformal weight is h r,s + 1 2 rs. We will exclusively focus on the case in which t = p/p ′ is rational and positive, with h = h r,s and r = s mod 2.
If r is a multiple of p, or s is a multiple of p ′ , then the singular vector structure of V h is represented by the infinite chain diagram in Figure 1 . Otherwise, the structure corresponds to the infinite braid diagram; this latter case is the one relevant to the study of minimal models. In both cases, a singular vector is always present at depth 1 2 rs, though there may be other singular vectors at other depths. All of this information may be conveniently summarised in the Neveu-Schwarz analogue of the extended Kac table, see Figure 2 . This simply tabulates the values of h r,s as r and s run through the positive integers, subject to r = s mod 2.
2 To make contact with the above structural results, we partition the extended Kac table into three subsets as follows:
• If p divides r and p ′ divides s, then we say that (r, s) is of corner type in the extended Kac table.
• If p divides r or p ′ divides s, but not both, then (r, s) is said to be of boundary type.
• If p does not divide r and p ′ does not divide s, then (r, s) is said to be of interior type.
Summarising, corner and boundary type Verma modules have singular vectors arranged in chains whereas interior type Verma modules have a braided pattern of singular vectors. We remark that when p = 1 or p ′ = 1, there are no interior entries in the extended Kac table, and if p = p ′ = 1, then there will be no boundary entries either. We illustrate this with three pertinent examples of extended Neveu-Schwarz Kac tables in Figure 2 .
2.2. Neveu-Schwarz Fock spaces. The N = 1 superconformal algebras have a free field realisation in terms of a free boson and a free fermion, the latter taken in the free fermion Neveu-Schwarz or Ramond sector to obtain the corresponding superconformal sectors. In particular, the Neveu-Schwarz algebra acts on the tensor product of any bosonic Fock space with the vacuum fermionic Fock space. We shall refer to such tensor products as Neveu-Schwarz Fock spaces.
At the level of operator product expansions, one starts with a free boson field a(z) = n∈Z a n z −n−1 and a free fermion field b(z) = j∈Z−1/2 b j z −j−1/2 satisfying a(z)a(w) ∼ 1
These are then used to construct the energy-momentum tensor and its superpartner: Here, : · · · : denotes normal ordering. It is straightforward to check that these fields satisfy the operator product expansions (2.3) with c = 3 2 − 3Q 2 . To match the central charge of (2.6), we set
The Neveu-Schwarz Fock space F λ , being the tensor product of a free boson Verma module with the free fermion vacuum module, is generated by a highest-weight vector v λ satisfying a n v λ = b j v λ = 0 for n, j > 0;
This generator v λ then has conformal weight
which will coincide with a weight h r,s of the extended Kac table, given in (2.6), when λ = λ r,s ≡ −α ′ (r − 1) + α(s − 1). (2.12)
Here, we have introduced the quantities (2.13) and note the symmetries λ r+p,s = λ r,s − 1 2 pp ′ , λ r,s+p ′ = λ r,s − 1 2 pp ′ ⇒ λ r+p,s+p ′ = λ r,s , (2.14)
for later use.
Fock spaces are always simple as modules over the product of the free boson and fermion (universal enveloping) algebras. However, this need not remain true upon restricting to the Neveu-Schwarz algebra. Specifically, the Fock space F λ will only be simple as a Neveu-Schwarz module when λ = λ r,s for any r, s ∈ Z with r = s mod 2. For t ∈ Q + , we describe the submodule structure of F λ as islands, a chain, or a braid, illustrating the possibilities in Figure 3 . These structures mirror those of the Feigin-Fuchs modules of the Virasoro algebra. More precisely, when (r, s) is a corner/boundary/interior type entry of the extended Kac table, then the submodule structure of F r,s ≡ F λr,s is of islands/chain/braid type. There are two possible structures for chain and braid type Fock spaces F r,s , corresponding to the fact that these Neveu-Schwarz modules are not isomorphic to their contragredient duals F Q−λr,s = F −r,−s . We shall describe the detailed structure of the F r,s in the rest of this section. ). Each black circle represents a subsingular vector and the arrows represent the action of the algebra as in Figure 1 . The two braid diagrams are actually reflections of one another, but the repetition reminds us that braid type Fock spaces are not self-contragredient.
It is important to note that, unlike the Verma modules of the previous section, the submodules of the NeveuSchwarz Fock spaces are not necessarily generated by singular vectors. Instead, submodules may be associated with subsingular vectors, these being vectors which become singular in an appropriate quotient of the parent module. Unlike singular vectors, the Fock space subsingular vectors are not usually unique up to normalisation because subsingularity is preserved by adding any element of the submodule by which one quotients to obtain a singular vector. In Figure 3 , we may regard each black circle as representing a subsingular vector, modulo the aforementioned non-uniqueness, generating submodules of the Fock space.
It is natural to associate subsingular vectors with the simple quotient of the submodule that they generate.
The circles in Figure 3 thus also represent the (simple) composition factors of the Fock space. For point and islands type Fock spaces, there are no arrows in the associated diagrams, indicating that these Fock spaces are semisimple. For chain and braid type Fock spaces, the composition factors may be partitioned into three classes according as to whether the arrows incident on the corresponding circle are all pointing towards it, all pointing away from it, or there are some pointing towards and some pointing away. The latter class is empty for chaintype modules. When all arrows point towards the circle, it represents a singular vector generating a simple submodule. The direct sum of the composition factors in this class therefore gives the maximal semisimple submodule, also known as the socle of the Fock space. Similarly, the maximal semisimple quotient, also called the head of the Fock space, is the direct sum of the composition factors in the class corresponding to all arrows pointing away.
The conformal weights of the subsingular vectors of the Fock spaces F r,s , with r, s ∈ Z >0 and r = s mod 2, coincide with those of the singular vectors in the Neveu-Schwarz module V r,s . It therefore follows that F r,s has a subsingular vector of depth 1 2 rs and that its contragredient dual F −r,−s does too. One can verify that this subsingular vector is always associated to either the socle or the head of the Fock space (its circle in Figure 3 has either all arrows pointing towards it or all arrows pointing away from it, respectively). With the parametrisation (2.12) that we chose above, it turns out that the depth 1 2 rs subsingular vector is always associated with the head for r, s ∈ Z + and with the socle for r, s ∈ Z − . This structural identification may be extended to all r, s ∈ Z by using the symmetries (2.14) .
This realisation fixes the structure of a chain type Fock space F r,s uniquely. One only has to determine whether the depth 1 2 rs subsingular vector belongs to the socle or the head and find the number of subsingular vectors of lesser depth; this is sufficient to distinguish between the two possibilities in Figure 3 . When F r,s is of braid type, this information is not quite sufficient. At every other horizontal level in the braid type pictures in Figure 3 , there is one singular and one (non-singular) subsingular vector (at the other horizontal levels, excepting the highest, no vector is singular). To identify which is which, given their depths, the following fact is germane: if the depth of the singular vector at a given horizontal level is greater than that of the subsingular vector at the same level, then it will also be greater at the other horizontal levels (and vice versa). One may then check which has greater depth in a given module because one knows the nature of the depth 1 2 rs subsingular vector.
2.3. Kac modules. The reducible Fock spaces F r,s , with r, s ∈ Z and r = s mod 2, are not themselves the modules of central interest here. Rather, it is a certain related class of modules that we shall call (NeveuSchwarz) Kac modules, following [20] [21] [22] , that take centre stage. These are indexed by positive integers r and s.
Over the Virasoro algebra, Kac modules were introduced non-constructively in [23, 26, 27, 56] in order to describe the boundary sectors of the scaling limits of certain integrable lattice models. Their characters were determined in many examples and the results were compatible with Kac modules being identified with certain quotients of Verma modules. However, more recent consistency checks have led to a different proposal [20] for the identity of Virasoro Kac modules, at least for some models, as submodules of Fock spaces rather than as quotients of Verma modules. This proposal has been generalised in [22] where evidence verifying this identification in many non-trivial examples is presented.
Neveu-Schwarz Kac modules were recently considered from a lattice point of view in [14] . Although this analysis only studied the action of L 0 on certain examples and so obtained only a bare minimum of structural information, it is reasonable to expect that these Neveu-Schwarz Kac modules may likewise be identified with submodules of Neveu-Schwarz Fock spaces. Extrapolating the results of [22] leads us to define the NeveuSchwarz Kac module K r,s , with r, s ∈ Z + and r = s mod 2, to be the submodule of the Neveu-Schwarz Fock space F r,s that is generated by the subsingular vectors of depth strictly less than We illustrate this definition with examples of Kac modules for (p, p ′ ) = (2, 4) (c = 0). First, we determine the structure of the corresponding Fock spaces in Figure 4 . Remembering that F r,s = F r+p,s+p ′ , by the symmetries (2.14), we arrive at the Kac module structures depicted in Figure 5 . For general p and p ′ , with gcd p, 1 2 (p ′ − p) = 1, the structure of the Kac module K r,s is indicated, for small r and s, in Figure 6 .
A Verlinde formula
For rational theories, a relatively efficient route to computing the fusion rules is to first determine the modular S-transformation of the characters of the simple modules and then apply the Verlinde formula. For logarithmic theories, such a formula cannot compute the fusion multiplicities themselves, because characters cannot distinguish between an indecomposable module and the direct sum of its composition factors. Instead, it is natural to require that a logarithmic Verlinde formula computes the structure constants of the projection of the fusion ring onto an appropriate ring of characters.
3 In many cases, this character ring may be identified with the Grothendieck ring of fusion, in which indecomposable modules are identified with the sum of their composition factors. 4 The expectation is therefore that the Verlinde formula determines the character, or equivalently the composition factors, of a fusion product.
The are a few provisos to this claim. Technically, a Grothendieck ring of fusion will only exist if fusing with any given Neveu-Schwarz module defines an exact functor from our chosen category of Neveu-Schwarz modules to itself. While this is not true for general Neveu-Schwarz modules (the first example over the Virasoro algebra was given in [33] ), the modules for which it is true form a subring of the fusion ring [64] (assuming that fusion defines a tensor structure on the appropriate category of Neveu-Schwarz modules). It has been conjectured that modules defining boundary sectors in a consistent boundary conformal field theory do define exact functors 0 Figure 2 . If p = 1 or p ′ = 1 (or both), then the possible structures correspond to removing the rows or columns (or both) that contain interior labels. under fusing. We will therefore assume that the Kac modules have this property; consequently, this property will be shared by the modules that are generated from the Kac modules by fusion.
3.1. Modular transformations. We turn to the study of the modular transformation properties of NeveuSchwarz characters. We start with those of the Fock spaces:
Here, h λ denotes the minimal conformal weight of F λ and we employ the Dedekind eta and Jacobi theta functions
Note that the character formula (3.1) does not distinguish between F λ and its contragredient dual F Q−λ .
The modular S-transformation of these characters is then
where we restrict the range of the integral to [Q/2, ∞) in order to integrate over linearly independent characters.
This may be easily verified using a standard gaussian integral, convergent for Im τ > 0. However, because this S-transform requires a continuous family of Fock space characters, we expect to encounter singular distributions at some point. As it can be confusing to allow endpoints to the integration domain when computing with these generalised functions, we will redefine the above S-transformation, once and for all, so that the integration range is open:
The price to pay for extending to all µ ∈ R is that we must now identify F µ and its contragredient F Q−µ in all computations involving characters, in particular when we employ the Verlinde formula.
We remark that the kernel S F λ → F µ of this S-transform, the analogue of the S-matrix for rational theories, is symmetric (S F λ → F µ = S F µ → F λ ) and unitary:
Here, the final equality is justified by the fact that we must identify λ and Q − λ in such computations. Because the S-transformation kernel is real, this computation also proves that S squares to the identity operator. In other words, conjugation is trivial in this theory (at the level of characters), as one would expect.
These results accord with our general expectations for good modular properties and indicate that we may expect meaningful results from the Verlinde formula. Indeed, in the general formalism for the modularity of logarithmic conformal field theories proposed in [48] and refined in [49] , the F λ may be regarded as the standard modules: They are simple for almost all λ ∈ R, with respect to the Lebesgue measure used in (3.4); the simple F λ are termed the typical modules. The atypical modules are then those corresponding to λ = λ r,s , for r, s ∈ Z.
In particular, the F r,s are not simple, hence are atypical.
The Kac modules K r,s of Section 2.3 are therefore also atypical and their characters are given by
We immediately obtain their S-transformations:
Note that the result of S-transforming the character of a Kac module is an integral over the Fock space characters. As the Fock spaces are the standard modules of the theory, their characters give the canonical topological basis in which to express all characters. 5 In particular, it is not clear that the quantity S K r,s → K r ′ ,s ′ is well defined. We will therefore perform all subsequent computations in the basis of standard characters without further comment.
Finally, we recall that Kac modules were only defined for r, s ∈ Z + . If the character formula (3.6) is extended to general r, s ∈ Z, then we obtain
These formulae are important for interpreting the results of general Verlinde computations.
3.2. Verlinde products. Assuming, as discussed above, that the fusion product "×" descends to a well defined product "⊠" on the Grothendieck ring of characters, we may decompose a character product into a linear combination of Fock space characters:
Here, M and N are Neveu-Schwarz modules and we recall that the Fock space characters are the preferred 
Here, K 1,1 plays the role of the vacuum module. Note that this Kac module is generated by a highest-weight vector of conformal weight 0 that is annihilated by both L −1 and G −1/2 .
It is now straight-forward to compute the character of fusion products. The unitarity of the S-transformation implies that the vacuum module K 1,1 is the unit of the character product:
A somewhat less trivial example involves the fusion of K 3,1 with an arbitrary Fock space:
Using Equation (3.6), we obtain the corresponding products with arbitrary Kac modules:
Here, we must employ (3.8) if the labels on the Kac modules of the right-hand side are not positive integers.
It follows from these character products that the Kac characters span a unital subring of the Grothendieck ring of Neveu-Schwarz characters and that this subring is generated by ch K 3,1 , ch K 2,2 and ch K 1,3 .
6 Associativity then leads to an explicit general formula for Kac character products:
Here, the primed sums indicate that the summation variable increases in steps of two. We mention, for later purposes, the following special case:
4. An explicit fusion product
In this section, we use an example to illustrate the steps involved in completely decomposing a fusion product and identifying its (indecomposable) direct summands. To construct the fusion product itself, we utilise the Nahm-Gaberdiel-Kausch fusion algorithm, referring to Appendix A for further details concerning this technology.
The example is fairly involved and we have chosen it in order to illustrate a wide variety of the features and 6 There is a simple exception when c =
methods that we employ to analyse more general fusion rules. Some rather more simple arguments are presented in Section 5.1 (though stripped of the explicit Nahm-Gaberdiel-Kausch computations).
As our example, we consider the fusion of the Neveu-Schwarz Kac module K 1,3 with itself at central charge c = 0 (p = 2 and p ′ = 4). A part of the extended Neveu-Schwarz Kac table for c = 0 appears in Figure 2 . We remark that K 1,3 , unlike most Kac modules, is a highest-weight module; indeed, it is generated by a highestweight vector v of conformal weight h 1,3 = 0. We may therefore identify K 1,3 as the quotient of the Verma module V 0 by the submodule generated by the singular vector of conformal weight 3 2 . Thus,
. For simplicity, we shall assume throughout that v is even. First, we determine the character of the fusion product using the Verlinde formula. Specifically, Equa-
However, each of the Kac modules appearing on the right-hand side is reducible, with two (simple) composition factors each, so we learn that the fusion product has six composition factors in all:
Here, L h denotes the simple highest-weight module whose highest-weight vector has conformal weight h, as in Section 2.1. To understand how these six simple modules are glued together to form the fusion product, we will partially construct the product module and explicitly analyse the action of the Neveu-Schwarz algebra upon it.
To construct the fusion product of K 1,3 with itself, we first calculate its special subspace. This is defined (see Appendix A.2) to be the (vector space) quotient of K 1,3 by the action of the algebra generated by the Virasoro modes L n , with n −2, and superfield modes G j , with j − 
must be set to 0 in the special subspace; generalising this shows that the special subspace is three-dimensional:
We will first determine the depth 0 truncation of the fusion product K The depth 0 truncated fusion product is constructed within the tensor product of these two spaces. Thus,
The basis vectors here have been partitioned into even and odd parities, using a vertical delimiter, recalling that v has been assumed to be even. To determine which subspace of this three-dimensional tensor product is the depth 0 fusion product, we search for spurious states. These are linear dependence relations (see Appendix A.2) that may be derived in K
when we impose the Neveu-Schwarz algebra action defined by the fusion coproduct formulae. Inspection of the composition factors (4.3) shows that there must be two vectors of conformal weight 0 in the depth 0 product, hence there can be at most one spurious state.
We search for spurious states by implementing the singular vector relation (4.1). This will require the following cases of the master formulae (A.18) derived in Appendix A.1:
Here, ∆ is the fusion coproduct, µ 1 = ±1 is the parity of w 1 when the formula is applied to w 1 ⊗ w 2 , and the dots stand for infinite numbers of omitted terms which will not contribute to this calculation. First, we note that all Virasoro and Neveu-Schwarz modes, except L 0 , will act as the zero operator on a depth 0 space. In
In this calculation, we have used (4.7c), (4.1), (4.7b), (4.7a), then the commutation relations (2.1), (4.1) again, (4.7d), and finally (4.7a) again. We have also assumed that the highest-weight vector v has even parity. In any case, the right-hand side of (4.8) is identically zero which means that we have failed to find a spurious state. We therefore assert that there are no spurious states to find and that the depth 0 fusion product is threedimensional. It only remains to determine the action of L 0 , that of the other modes being trivial. To this end, we need three additional auxiliary formulae:
The last is a consequence of the singular vector relation (4.1). The action of L 0 is now given by
With respect to the ordered basis (4.6), we have
where we have partitioned the matrix to indicate the separation into even and odd basis elements. We conclude that the depth 0 fusion product is spanned by two vectors of conformal weight 0, one even and one odd, and one even vector of weight To distinguish between them, we must construct the fusion product to greater depth.
We therefore turn to the depth 1 2 calculation in which vectors are set to zero if they may be obtained from other vectors by acting with linear combinations of Neveu-Schwarz monomials whose indices are negative and sum to at most −1. The special subspace of K 1,3 does not change, but now we consider its depth 1 2 truncation which is spanned by v and G −1/2 v. Thus, the depth 1 2 fusion product will be contained within a six-dimensional space:
Comparing with the three possible structures (4.12) for the fusion product, we see that allowing descendants by G −1/2 , as well as the depth zero vectors, always leads to five depth The calculation proceeds in much the same manner as before. The difference is that because we are computing to depth 1 2 , we may no longer assert that ∆ G −1/2 = 0 (nor that ∆ G +1/2 = 0). Using (4.7c), (4.1) and (4.7b), we quickly arrive at
(4.14)
The right-hand side has been expressed in terms of the basis elements (4.13) and the fact that it does not vanish identically means that we have found a spurious state. More precisely, it means that this relation must be imposed in the depth 1 2 fusion product. We have searched for more independent spurious states, but found none in accord with the structural arguments above.
Imposing this relation reduces the dimension of the depth 
where we also indicate the Jordan canonical form. While we do find the expected conformal weights, more interesting is the presence of a rank 2 Jordan block for the weight 1 2 , indicating the presence of a staggered submodule in the fusion product (see Appendix B).
To determine which of the three possibilities of (4.12) is realised by the fusion product, we can repeat the above computations to depth 3 2 and show that the fusion product has no submodule isomorphic to L 0 , that is that no weight 0 vector is annihilated by both singular combinations
This fact implies that the fusion product corresponds to the leftmost possibility in (4.12). We mention that the required computation is rather tedious by hand, involving one spurious state in a 12-dimensional space, but is practically instantaneous in our computer algebra implementation.
The full structure of the fusion product is 0: 5:
where S 0,1 1,4 denotes a staggered module described by the short exact sequence
The notation here derives from (4.17) in that S 0,1 1,4 has a submodule isomorphic to the Kac module with labels (r, s) = (1, 4) − (0, 1) = (1, 3) and the quotient by this submodule is isomorphic to the Kac module with labels (r, s) = (1, 4) + (0, 1) = (1, 5). We will use the obvious extension of this notation to describe more general staggered modules in what follows (see Appendix B.1).
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With our depth 3 2 computation, we are now able to check every aspect of (4.16) except for explicitly verifying the arrow from the subsingular vector of conformal weight 5 to the L 0 -eigenvector of weight 1 2 . Unfortunately, this would require computing fusion truncations to depth 5 which is well beyond the current limits of our computer. Below, we will discuss an alternative means of checking that this arrow is present.
However, having determined that the fusion product involves a staggered module S 2 fusion product by computing ∆ G −1/2 and ∆ G +1/2 . In the basis consisting of the first five elements of the right-hand side of (4.13), we find that 
The element x ∈ S 0,1 1,4 may be identified (in the depth 1 2 product) with the vector (0, 0, 0
T has conformal weight 1. Now, this appears to contradict the fact that G 1/2 y must be proportional to x. This is down to a subtlety with the computation of ∆ G 1/2 . This mode should not be regarded as mapping the depth 1 2 fusion product into itself, but rather as a map from the depth 1 2 product into the depth 0 product. The vector z, being of conformal weight 1 and thus not in the depth 0 product, should therefore be set to 0 in order to arrive at the correct result: G 1/2 y = −x. We therefore conclude that β 0,1 1,4 = −1 and identify the fusion product as
Actually, we can refine this even further by keeping track of parities. We assumed in our computations that the minimal conformal weight vectors of both copies of K 1,3 were even. The same is true for the summand K 1,1 found above, though the vector x of minimal conformal weight in S 0,1 1,4 (−1) is odd. A maximally precise version of (4.17) and (4.19) is therefore
We have also confirmed the logarithmic coupling β 0,1 1,4 = −1 using the method described in [31] . This succeeds because, in this case, the exact sequence (4.17) fixes the isomorphism class of the staggered module S 0,1 1,4 completely. We omit the rather tedious calculations. Instead, we indicate how to confirm this value using the heuristic formula (B.5) developed in [65] . For this, we first perturb the parameter t, hence the central charge c and Kac weights h r,s , as in (B.4) to t(ε) = t + ε = 1 2 + ε. We then compute the scalar product
(4.21) 7 We emphasise that this notation differs from a similar notation R a,b r,s that has been used to indicate certain modules over the Virasoro [26, 27] and Neveu-Schwarz [14] algebras. These modules are believed to arise in the continuum scaling limit of certain statistical models via a lattice fusion prescription and are conjectured to have Jordan blocks for L 0 of rank 2, if exactly one of a and b is non-zero, and rank 3, if both a and b are non-zero. If the rank-2 module R in the (poorly characterised) perturbed theory in which x(ε) is a highest-weight vector of conformal weight h 1,3 (ε) = ε. Substituting into (B.5), we obtain 22) in agreement with the explicit depth 1 2 fusion construction. Finally, we point out that one can also arrive at the leftmost possibility in (4.12), without performing depth 3 2 calculations, by instead appealing to the theory of staggered modules (Appendix B). This is generally far more efficient than explicitly constructing the truncated fusion product, especially when the depth required for a complete identification becomes large. First, there are two independent vectors of conformal weight 1 2 and we know that only one, w say, is descended from a weight 0 vector. As the weight 0 vectors are eigenvectors of L 0 , so is w. Thus, w is the L 0 -eigenvector in the Jordan block at weight One can similarly rule out the middle diagram using some deeper structural results for staggered modules. In this case, the purported staggered module S (−1) would be described by the following exact sequence:
Here, we indicate the required logarithmic coupling which was obtained from a depth ′ with this new exact sequence may be shown to exist (and be unique up to isomorphism) using the same methods that were employed in [54] for Virasoro staggered modules. Moreover, a staggered module S (−1) with sequence 1,4 (−1). However, this is easy to rule out because all of the positive weight vectors in the submodule generated by x actually belong to that generated by G −1/2 x. More generally, we may appeal to the Neveu-Schwarz generalisation of the Projection Lemma [54, Lem. 5.1] to identify the targets of such arrows (assuming we have shown that said arrows exist).
Results
In this section, we summarise the results that we have obtained by combining the character product rules (3.14) with explicit Nahm-Gaberdiel-Kausch fusion computations and the structure theory of staggered modules. As was explained in the previous section, this combination allows us to significantly reduce the depth to which the fusion algorithm must be applied in order to completely identify the product. For brevity, we have only considered fusion rules between Kac modules, restricting to the central charges c = 5.1. Fusing K r,1 with K 1,s . Perhaps the simplest Kac module fusion products are those involving a "first row" module and a "first column" one. In this case, the proposed fusion formalism for the underlying lattice models [14, 22] requires the following fusion rule for consistency:
This is certainly consistent with the corresponding character product rule (3.15) and we have verified it explicitly, using the Nahm-Gaberdiel-Kausch algorithm, in many cases (see below). The evidence is, in our opinion, sufficient to conjecture that (5.1) holds in complete generality. Whilst this accords with the proposed lattice fusion calculations, we view the result as also confirming, indirectly, that we have made the correct abstract definition for Kac modules. We remark that when confirming the fusion product (5.1), the case in which K r,s is a corner type module, hence is semisimple, is the most computationally intensive. To explicitly verify that each composition factor splits off as a direct sum, thereby forming the required collection of islands (as indicated in Figure 6 ), we must compute to the depth given by the maximal difference between the conformal weights of consecutive composition factors (when they are ordered by their conformal weight). This quickly becomes infeasible with our implementation as r and s grow, so the direct evidence for corner type modules is somewhat less compelling than for the other cases.
We also note here that the computational complexity of the fusion algorithm means that we were only able to successfully confirm (5.1) when the required depth was at most 4. However, as p or p ′ increases, the labels r and s requiring a given depth calculation tend to increase leading to an overall steady decrease in the feasible depths due to the increasing complexity of the singular vectors for high r and s. For (p, p ′ ) = (2, 8) and (3, 5),
we were therefore limited to depths at most 2.
Including parity in the fusion rule (5.1) is easy: In each case, explicit computation confirms that
More generally, if the parities of K r,1 and K 1,s coincide (differ), then that of K r,s will be even (odd). This observation does not appear to have a simple explanation in terms of the fusion algorithm, although it is in accord with the well known principle of conservation of fermion numbers. We will show in [12] that it follows readily from a fermionic version of the Verlinde formula. From the lattice, it follows from considerations of the parity of the system size [14] .
To illustrate some of the simpler issues that arise with fusion computations of the form (5.1), we consider the example K 3,1 × K 1,3 , for (p, p ′ ) = (2, 4) (c = 0). The Verlinde formula tells us that the character is that of K 3,3 which means that the fusion product has two composition factors, L 1/2 and L 3 . However, there are three inequivalent structural possibilities: The first possibility is K 3,3 , the expected result, the second is its contragredient dual, and the third is the direct sum L 1/2 ⊕ L 3 . Constructing K 3,1 × K 1,3 to depth 0 leads to a one-dimensional truncated space. Comparing with the possible structures, we see that this is consistent with K 3,3 where the L 3 factor is descended from L 1/2 , hence does not appear at depth 0. Moreover, the depth 0 truncations of the other two structural possibilities are two-dimensional. For this reason, a depth 0 calculation alone is sufficient to confirm that
A slightly more complicated example is the (p,
The character is that of K 3,5 , so the composition factors of the product are L 1/2 , L 5/2 and L 4 . Depth 0 computations reveal a two-dimensional truncated space with conformal weights 1/2 and 5/2. It follows from the general structure theory that L 4 is descended from L 5/2 , so it only remains to decide whether L 1/2 splits off as a direct summand or whether it is generated from L 5/2 through the action of the positive modes. This requires computing to depth 2 and the result indicates that L 1/2 is not a direct summand. The structure is therefore In the braided case, there may be further obstacles to overcome in completely identifying the structure of the fusion product. For example, the product K 3,1 × K 1,5 at (p, p ′ ) = (2, 4) (c = 0) involves six composition factors: vectors do not exist. This is a relatively efficient calculation for a computer; in particular, we do not need to invoke the Nahm-Gaberdiel-Kausch algorithm. In this way, we arrive at the structure from which we conclude that K 3,1 × K 1,5 = K 3,5 .
5.2.
Fusing near the edge. We do not have enough data to make conjectures concerning the general fusion rules of the Kac modules (see the following section for some complicated examples). However, we have observed some patterns that seem to be followed when the Kac modules to be fused lie sufficiently close to the edges of the extended Kac table. Below, we will indicate what this means precisely. For brevity, we will refer to this situation as fusing "near the edge" (of the extended Kac table) .
Recall the following specialisations of the Kac character rules (3.14): 3) If there does, then replace K r ′′ ,s ′ and K ρ ′′ ,s ′ (K r ′ ,s ′′ and K r ′ ,σ ′′ ) in the list by the staggered module
). Any logarithmic coupling must be determined through other means. Computing the logarithmic coupling using Nahm-Gaberdiel-Kausch fusion or (B.5) then gives
4) Repeat with
Similar arguments for (p, p ′ ) = (2, 4) result in
We mention that in these examples, the original list of Kac modules did not by itself uniquely determine which list members are combined to form a staggered module. This is where it is important to start the above procedure with the smallest value of the appropriate Kac label. For example, with K 1,5 × K 1,5 , we combined K 1,1 with K 1,7 to correctly identify S 0,3 1,4 (−4) as a direct summand, instead of combining K 1,7 with K 1,9 . The parities of the modules obtained by fusing near the edge of the extended Kac table are easily determined. Assuming that the Kac modules being fused are both assigned an even parity, we find that the parities of the Kac modules in the ordered list constructed in step 1) above always alternate, starting (and therefore ending) with even parity. This is also consistent with lattice expectations [14] . As an example, take (p, p ′ ) = (2, 4) (c = 0) and consider the fusion product K from which we deduce that the first and last Kac modules combine to form a staggered module. As h 2,2 = h 2,6 and both K 2,2 and K 2,6 are highest-weight modules (see Figure 5) , there is no logarithmic coupling to find and the final result is As in the previous section, this parity rule will be derived in [12] from a fermionic Verlinde formula.
The (conjectural) procedure described above for fusing near the edge of the extended Kac table implies that the resulting fusion products may only admit Jordan blocks of rank at most 2 for the action of L 0 . More precisely, it implies that these products always decompose as direct sums of Kac modules and staggered modules. We have observed such staggered modules in every model considered except for that with (p, p ′ ) = (1, 1) (c =
2 ). This exceptional case is discussed separately in Section 5.5 below.
Finally, the procedure proposed above, for determining Kac fusion rules near the edge of the extended Kac an explicit calculation shows that the first two and last two members combine to form staggered modules as one would expect from the boundary reflection principle:
Further examples like this are common for larger p and p ′ and we have checked in several cases that the fusion decompositions do lead to staggered modules whenever two Kac modules in the list (not ordered in these examples) are related by reflection about a boundary, see Appendix C. However, the number of examples that we are able to fully analyse is not particularly large, explaining why we have not included these observations in the conjectured procedure.
5.3.
Fusing away from the edge. We first consider an interesting product,
2 ), which takes us slightly out of our comfort zone near the edge of the corresponding extended Kac However, K 2,3 is of corner type, so one might expect that the result is the staggered module S 0,1 2,3 (with some logarithmic coupling). It is, at first, surprising that the fusion product is actually found to be the staggered module S 0,1 1,6 (−2) of (5.8). However, there is no contradiction as the structures are identical: The fact that G −1/2 annihilates the weight 0 vector of K 2,4 means that its action on the preimage of this vector in S 0,1 2,3 will be proportional to the weight 1 2 vector of the K 2,2 submodule. The fusion algorithm merely shows that the proportionality constant is not zero. In this case, the conjectured procedure of the previous section does predict the correct answer. However, it indicates strongly that a theory of staggered extensions of Kac modules, rather than highest-weight modules, will be needed to properly understand the Kac fusion rules away from the edge.
The next example is a much more structurally intricate fusion product for which the conjecture of the previous section fails spectacularly. Here, we consider K 2,2 × K 2,4 at (p, p ′ ) = (2, 4) (c = 0), the result of which is sufficiently complicated that we have not unravelled its full structure. First, the corresponding character rule suggests that the product should involve the following Kac modules (which take us well away from the edge of the extended Kac In particular, this implies that the composition factors (including multiplicities) of the fusion product are 2 L 0 ,
. If the result were the direct sum of these Kac modules, then we would see five linearly independent eigenvectors when computing with the Nahm-Gaberdiel-Kausch algorithm to depth 0, three of eigenvalue 1 2 and two of eigenvalue 0. However, the special subspace of K 2,2 is only four-dimensional, so such a direct sum is ruled out. Indeed, explicit computation shows that the depth 0 truncation of the fusion product has conformal weights 0 and We have confirmed this placement by computing to depth 3 2 . However, determining the placement of the L 3 factors using the fusion algorithm is too computationally demanding at present. We are therefore left with the question of where to place the composition factors 2 L 3 , 2 L 5 and L 21/2 . The first thing to note is that L 21/2 can only appear as a descendant of both an L 3 and an L 5 . We are able to further restrict the possibilities by appealing to staggered module theory. 9 The Jordan block structure thereby narrows the structural possibilities down to just two (though this is before upwards-pointing arrows are considered): However, we note that even if we were able to decide between these structures (by computing to greater depths, for example), then it is still not clear if there are additional parameters, generalising the logarithmic couplings of staggered modules, required to completely identify the isomorphism class of this indecomposable module. The existence of indecomposable Neveu-Schwarz modules like these is not unexpected given that similar modules have been investigated over the Virasoro algebra [29] . However, a full understanding of a single example of these modules is still missing (see [48, Sec. 6 .4] for a recent discussion), hence attempts to further explore these structures here would be misguided.
Nevertheless, an obvious feature of K 1,3 × K 2,2 at c = 0 is that the Kac modules (5.13) suggested by the character product are related by boundary reflections of different orientations. For example, K 1,3 reflects onto K 1,5 about the boundary type (Ramond) module K 1,4 , but it also reflects onto K 3,3 about the boundary module K 2,3 . With this observation, it is not surprising that the procedure conjectured in Section 5.2 does not suffice.
It would be interesting to further investigate whether this procedure gives correct fusion results whenever this multiple orientations phenomenon is absent. An issue to address here is what happens when the (expected) structure of the fusion product includes non-cyclic Kac modules, meaning that the module is not generated by a single subsingular vector. Non-cyclicity is generic for Kac modules (see Figure 6 ), but current computational limits mean that our fusion calculations do not shed any light on this issue.
Fusion subrings.
As a (finitely generated) fusion ring is commutative and associative, it may be presented as a quotient of the polynomial ring over Z in which the indeterminates are the generators. In this section, we derive conjectures for such presentations of the fusion subrings generated by either K 3,1 or K 1,3 , generalising similar conjectures for Virasoro fusion subrings made in [66] .
We begin by discussing polynomial presentations for the ring of Kac characters equipped with the Verlinde product of Section 3.2. In this case, the character product (3.14) exhibits an obvious sl 2 symmetry that suggests a presentation in terms of Chebyshev polynomials. Indeed, it is easy to check that the subrings generated by ch K 3,1 and ch K 1,3 are isomorphic to Z[x] and Z[y], respectively, and that explicit isomorphisms are given by ch 16) where U n denotes the n-th Chebyshev polynomial of the second kind. Despite the square roots, the images of the Kac characters are polynomials of degrees i and j, in x and y, respectively. We remark that the subring generated by ch K 3,1 and ch K 1,3 is obviously isomorphic to Z[x, y], but that this does not contain the Neveu-Schwarz Kac characters with even indices. To rectify this, one may introduce a new generator z corresponding to ch K 2,2 and show that the full Kac character ring admits the following presentation:
Before we can lift (5.16) to presentations of the fusion subrings generated by either K 3,1 or K 1,3 , there are a few matters to address. First, we mention that p = 1 implies that the fusion subring generated by K 3,1 is semisimple (see Section 5.5 below). In particular, it is isomorphic to the character ring generated by ch K 3,1 . The story is identical for p ′ = 1 and K 1,3 . Second, the case p = 2 also requires a separate treatment because fusing two (non-trivial) elements of K 3,1 , such as K 3,1 × K 3,1 , never gives K 3,1 as a direct summand. Again, the story is identical for p ′ = 2 and K 1,3 . For simplicity, we will therefore assume that p 3 or p ′ 3 when analysing the fusion subring generated by K 3,1 or K 1,3 , respectively.
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From here on, we will restrict to the fusion subring generated by K 3,1 as the results for the subring generated by K 1,3 then follow by interchanging labels and swapping p for p ′ . Consider the n-fold iterated fusion product
The (conjectured) procedure of Section 5.2 states that for n ⌊ p−1 2 ⌋, this iterated fusion product will decompose as a direct sum of Kac modules K 2i+1,1 , with i ∈ 0, 1, . . . , ⌊ p−1 2 ⌋ . However, when n = ⌊ p+1 2 ⌋, the fusion product will have a staggered module as a direct summand. Unfortunately, we have not computed any fusion rules in which one of the modules being fused is staggered.
If p is sufficiently large, however, the fusion rules of the staggered modules may be derived using associativity. For example, if p 5 is odd, then
implies that
where we ignore any logarithmic couplings. 11 A similar calculation shows that if p 6 is even, then
One can also obtain the fusion rules involving other Kac modules and those of staggered modules with one another (for sufficiently large p). Calculations of this nature lead us to conjecture that the indecomposable modules appearing in the fusion subring generated by K 3,1 are precisely as follows:
Here, we again ignore any logarithmic couplings. Note that if p is even, the K mp,1 do not belong to this subring. Combining the (conjectured) results of Section 5.2 with associativity leads to a general conjecture for the fusion rules of the (unital) subring generated by K 3,1 . This is conveniently encoded in the following polynomial ring structure, generalising that presented above for the corresponding character subring. In particular, we lift (5.16) from characters to the Kac modules in (5.21): 
where T n denotes the n-th Chebyshev polynomial of the first kind. Lifting this to modules, we arrive at
2,0 p,1 obtained, for example, from K 3,1 × K p,1 is the same as that obtained from K 5,1 × K p, 1 . The evidence that we have collated to date indicates that the answers are always yes.
As the degrees of the images in (5.22) and (5.24) − 1 + a) , respectively, and as the coefficient of the highest degree term of each image is 1, we see that these maps define a Z-module isomorphism from the fusion subring K 3,1 to Z[x]. Our conjecture for the fusion rules is that this is actually a ring isomorphism. Similarly, we conjecture that the map from K 1,3 to Z[y], defined by
is a ring isomorphism.
To illustrate these conjectures, we consider how (5.25) allows us to compute the fusion rule K 1,3 × K 1,3 when (p, p ′ ) = (2, 4):
The result agrees with (4.19), up to the logarithmic coupling of the staggered module. It is very easy now to predict more complicated fusion rules, as long as the modules being fused belong to either of the subrings considered above. For example, (5.25) predicts the (p, p ′ ) = (2, 4) fusion rule
We remark that these conjectures may be incorporated into the procedure described in Section 5.2 for fusion near the edge of the extended Kac table. If either of the modules to be fused is staggered, S a,b r,s say, then one replaces it by K r−a,s−b ⊕ K r+a,s+b when applying the character decomposition (3.14) in the first step. . In the exceptional case where (p, p ′ ) = (1, 1), every Kac module has the islands structure, hence they are all semisimple. The fusion rules therefore reduce to those for the simple Kac modules and these are exhausted, up to isomorphism, by the K 1,s (in particular, K r,1 ∼ = K 1,r ). According to the conjectured prescription in Section 5.2, the fusion products of these simple modules always decompose into a direct sum of Kac modules K 1,s ′′ because corner type modules do not have reflections about boundaries. It follows that, in this case, the general character rules (3.14) lift to the genuine fusion rules 28) where the primes on the direct sum symbols indicate that the summation variables increase in steps of two.
We remark that one can derive this result from the isomorphism K r,s ∼ = K s,r (specific to this model), the conjectured fusion rule (5.1), and the definition of corner type Kac modules. Indeed, we have
Of course, semisimplicity also proves that the character product (3.15) lifts to the fusion rule (5.1), when c = 
Discussion and Outlook
The results presented in this article demonstrate that the paradigm of fusion product computations using the Nahm-Gaberdiel-Kausch algorithm is as successful for the Neveu-Schwarz algebra as for the Virasoro algebra.
In particular, our computations have allowed us to formulate several conjectures for Kac module fusion rules in the logarithmic N = 1 superconformal minimal models. We have seen that staggered Neveu-Schwarz modules, upon which L 0 has rank 2 Jordan blocks, are readily encountered and that more complicated indecomposable modules can be generated on which L 0 has rank 3 blocks. These results provide, among other things, strong evidence for the conjectures made in [14] from numerical lattice-theoretic studies. On the other hand, the reader may have noticed that our results and conjectures bear a striking resemblance to their counterparts for the Virasoro algebra, see [22, 27, 29, 30] . This accords with expectations, as there are many instances in which the representation theories of the Neveu-Schwarz and Virasoro algebras mirror one another.
From this point of view, the key advance made in this paper is not so much the explicit results themselves, but rather the development of the formalism that led to them. This should be understood in the context of the extension of this formalism, to include the Ramond algebra, that will appear in [12] . In this case, the standard module development that led to the logarithmic Verlinde formula will need to be generalised to accommodate supercharacters, ultimately resulting in a fermionic Verlinde formula generalising that of [67] . More tellingly, the Nahm-Gaberdiel-Kausch fusion algorithm will require significant modifications because the Ramond sector, consisting of twisted modules, forces one to deal with non-integer field-theoretic monodromies. The required changes have been partially addressed in [36] , but this work requires refinement (and simplification) before the twisted version of this algorithm can be efficiently coded and utilised.
Let us recall that the representation theory of the Ramond algebra can be significantly more involved than that of the Virasoro or Neveu-Schwarz algebras. In particular, the relation G 2 0 = L 0 − c/24 means that G 0 may act nilpotently, hence possibly non-semisimply, on weight spaces. Such a non-semisimple G 0 -action is observed, for example, on the Ramond Verma module of highest-weight c/24. Because it seems that the majority of the difficulties in the Ramond sector may be traced back to this observation, and because nilpotent actions are the norm for the odd generators of the N > 1 superconformal algebras, it is reasonable to regard the N = 1 Ramond sector as a non-trivial, but accessible, toy model for the representation theory of these important superalgebras. This gives a separate motivation for studying logarithmic N = 1 models: They give us an idea of what one can expect in the N > 1 case. As logarithmic behaviour is now recognised to be generic (rather than pathological) for conformal field theories, it makes sense to look for logarithmic structures when investigating poorly understood representation theories. 12 We mention that such superconformal algebra studies fit rather naturally into a bigger research programme that is currently being actively pursued (see [69] for further details). Here, the point is that the superconformal algebras may be naturally constructed as quantum hamiltonian reductions of certain affine Lie superalgebras [70] . For the N = 1 superconformal algebras, the corresponding affine Lie superalgebra is osp(1|2). The conformal field theories corresponding to these affine superalgebras are expected to be logarithmic, in general, and the relatively tractable affine symmetry suggests that these theories will be very valuable for understanding general logarithmic behaviour. Unfortunately, little is known about these models (but see [42, [71] [72] [73] [74] [75] ). A more thorough understanding of these affine theories is therefore warranted and we expect that the structural features of the logarithmic superconformal models will aid in this undertaking (and vice-versa).
This work also relates to affine models through the celebrated coset construction of Goddard, Kent and Olive [76, 77] . It is well known that the simple modules of the N = 1 minimal models arise when considering admissible highest-weight modules [78, 79] of the sl(2) components of the coset. However, as proposed in [80] , one expects to similarly realise N = 1 Kac modules, in particular, by extending these considerations to the analogues of Kac modules over sl (2) . As this approach is also applicable to the infinite hierarchy of extended 12 We mention an example of where this looking has paid off: The longstanding issue of negative "fusion coefficients" for fractional level sl(2) models, see [43, 68] .
minimal models [81] [82] [83] [84] [85] [86] , this will give important insight into their logarithmic counterparts. These ideas are also currently being actively pursued.
Finally, it would be of interest to explore whether our results admit a W-extended picture, generalising the situation [25, 33, [87] [88] [89] [90] [91] [92] [93] [94] for the Virasoro logarithmic minimal models. From the lattice [95] [96] [97] , this would amount to identifying a W-extended vacuum boundary condition for the Neveu-Schwarz algebra and devising the appropriate lattice implementation of fusion of the W-extended representations. Presumably, this would give rise to W-extended Neveu-Schwarz representations whose characters could then be compared with the recent results of Adamović and Milas [19, 98, 99] .
In what follows, we will omit the index j labelling the chiral field for simplicity. We also introduce arbitrary fields ψ 1 w 1 and ψ 2 w 2 that are local with respect to S z :
Here, µ i ∈ C \ {0} is the mutual locality index of S with ψ i (this index also depends on S; the notation likewise keeps this implicit for simplicity).
We deduce coproduct formulae for fusion by determining the natural action of the modes S n on the (radially ordered) products ψ 1 w 1 ψ 2 w 2 . This will define an action of the S n on the tensor product of the corresponding states ψ 1 ⊗ ψ 2 , the latter being interpreted (after quotienting) as a state in the fusion product. The starting point of the computation is the contour integral
where the contour Γ encloses 0, w 1 and w 2 , Ω is the vacuum, and φ is an arbitrary spectator state. We remark that φ may even depend on other insertion points, noting that because of radial ordering, such insertion points are not enclosed by Γ.
We will assume that the fields ψ 1 w 1 and ψ 2 w 2 correspond to untwisted representations of the chiral algebra, referring to [12, 36] for the twisted case. In other words, their operator product expansions with S z are characterised by modes S m with m ∈ Z − h:
Inserting these operator product expansions into (A.3), we see that there are no branch cuts in the integrand. We may therefore split the contour into three simple contours around each of the (potential) singularities w 1 , w 2 and 0. The residue at w 1 is computed by substituting the operator product expansion of S z and ψ 1 w 1 :
The residue at w 2 is similarly computed, though we must first apply (A.2) before we are able to substitute the operator product expansion S z ψ 2 w 2 :
Note that (A.6) follows readily from (A.5) upon swapping w 1 with w 2 and then making the replacements
If n −h + 1, then the integrand of (A.3) has no pole at z = 0 and the coproduct formula for S n is just ∆ w1,w2 S n = n m=−h+1
Here, we have extracted the action of S m on the fields in the correlator so that, for example,
It should be clear now why we have insisted on the spectator state φ even though it plays no role whatsoever in the analysis. If n −h, then there is a pole at z = 0 and we can evaluate the corresponding residue by using either operator product expansion:
We remark that z is supposed to make a small circle around 0, while inserting the appropriate operator product expansion requires that z be close to either w 1 or w 2 . We conclude that (A.9a) is only valid when w 1 is close to 0 whereas (A.9b) is only valid when w 2 is close to 0. We will later send w 1 or w 2 to 0 to arrive at a simplified form for the fusion coproducts.
Evaluating the integral in (A.9a), we see that the z = 0 contribution to the fusion coproduct ∆ w1,w2 S n , with n −h, takes the form
Here, we have used the binomial coefficient identity
which is valid when m −h + 1 and n −h. It is clear that the first sum on the right-hand side of (A.10) precisely cancels the contribution (A.5) from z = w 1 , when n −h. Similarly, starting from the evaluation of (A.9b) shows that the contribution (A.6) from z = w 2 is cancelled.
In this way, we arrive at two formulae for the fusion coproduct of S n with n −h:
Of course, these formulae should coincide in some sense. However, they are only supposed to be valid when w 1 or w 2 is small, respectively, so we make the substitutions w 1 = 0 and w 2 = −w in the first and w 1 = w and w 2 = 0 in the second to obtain
We remark that we can set w 1 = 0 or w 2 = 0 in the first or second coproduct formula above because the binomial coefficient −m−h −n−h vanishes if m > n. We would not have been able to make these simplifications if the residue at z = 0 did not partially cancel the contribution from z = w 1 or z = w 2 .
To summarise, the fusion coproduct formulae (for untwisted representations) may be expressed as
w,0 S n = n m=−h+1
These formulae are related by translation:
Using L −1 , S n = −h + 1 − n S n−1 , we derive inductively the following formulae:
(A.16) Consequently, one has .17) which leads to the three master equations for untwisted fusion:
Here, we let ∆ denote ∆
w,0 for brevity. In practice, such as when performing the explicit computations reported in this work, we would set w to 1 to further simplify these formulae. However, this masks the natural grading of these formulae by conformal weight in the same way that choosing insertion points masks the conformal grading of operator product expansions.
We remark that the interpretation of fusion as a quotient of the (vector space) tensor product is captured in Equation (A.15). This formula is actually a requirement imposed by the locality of operator product expansions on the coproduct formulae. Thus, we may define the fusion product (as a vector space) of two chiral algebra modules M and N to be the quotient 19) where the ideal is the sum of the images for all chiral modes S n (and all w). Of course, this is the same as the intersection of the corresponding kernels. The point is that M × N is defined to be the largest quotient of M ⊗ C N upon which the coproduct actions coincide. We expect that this can be interpreted as a universality property for fusion as is imposed in [101] .
Finally, we remark that the cancellation between the contributions to the integral (A.3) from the residues at z = 0 and z = w 1 or z = w 2 is best understood analytically in terms of the regularity of the integrand at infinity. Explicitly, if we use the operator product expansion S z ψ 1 w 1 , then the sum of the contributions is, for fixed m −h + 1 and n −h, proportional to the integral 20) because m−n−1 −h+1+h−1 = 0. In the above derivation, we have chosen to instead derive the cancellation of these contributions algebraically, using binomial coefficient identities, because this method readily generalises to the twisted sector [12] , whereas the contour analysis becomes rather more subtle there due to the presence of branch cuts.
A.2. The Nahm-Gaberdiel-Kausch Fusion Algorithm. One important insight [28, 50] into the definition (A.19) of the fusion product is that it admits consistent truncations which are easier to construct explicitly.
For this, we consider subalgebras U of the universal enveloping algebra of the chiral algebra. One important example is that generated by all the chiral modes with index not greater than minus their conformal weight:
For the Neveu-Schwarz algebra, this subalgebra is generated by the L n , with n −2, and the G j , with j − 3 2 . The second example, actually a family of examples labelled by d ∈ Z, that we shall employ is that spanned by monomials of weight greater than d in the chiral modes:
The integer d will be referred to as the depth.
The ability to consistently truncate the fusion product amounts to the following claim [28, 50] for the chiral algebra modules M and N :
The first factor on the right-hand side defines the special subspace M ss of M and the second factor defines the depth d subspace N d of N (even though both are defined as quotients). The claim is therefore succinctly
We remark that fusion is commutative, so one may swap the roles of M and N if desired.
The proof of the claim (A.23) amounts to showing that any v ⊗ w representing the left-hand side may be written as a linear combination of elements of the right-hand side by using the master coproduct formulae (A.18) . This is demonstrated through the following algorithm which is applied, at each step, to each term v ⊗ w of the result of the previous step: • If w / ∈ N d , so w = U w ′ , where U is a monomial in the chiral modes of weight greater than d, then combine ∆ U = 0, coming from the left-hand side of (A.23), with (A.18a) and (A.18b) to replace v ⊗ w by a linear combination of terms of the form U ′ v ⊗ w ′ , where the U ′ are monomials in the chiral modes of weight strictly smaller than that of U . Repeat until each of the resulting terms have w ∈ N d , using relations in N .
• Repeat the above two steps as required. Termination is guaranteed for modules whose weights are bounded below over a large class of chiral algebras, the Neveu-Schwarz algebra included, because each step requires that the sum of the weights of the factors in each term strictly decreases.
We remark that these steps are also used when computing fusion products to a given depth d. An explicit example illustrating this is detailed in Section 4. 
Appendix B. Staggered Modules and Logarithmic Couplings
Staggered modules form a particular class of indecomposable modules upon which the Virasoro zero mode L 0 acts non-semisimply. In a sense, they form the simplest class of such modules and they are responsible for the logarithmic structure of most of the best understood logarithmic conformal field theories. The term was introduced for Virasoro modules in [53] , where some classification results were reported, shortly after the first examples had been exhibited [28] . A full classification of staggered modules over the Virasoro algebra was completed in [54] . This notion has been recently developed [48] for other chiral algebras, though only a few results have been proven at this level of generality. In this appendix, we discuss the situation for the Neveu-Schwarz superconformal algebra and explain the results that we use in the course of identifying the fusion products reported in Section 5.
One particularly important feature of staggered modules is that they are generally not determined, up to isomorphism, by the structural diagrams commonly used to depict them. In the simplest examples over the Virasoro algebra, one requires an additional parameter β to fix the isomorphism class completely. This was first recognised in [28] , but a general invariant definition of β does not seem to have appeared until [30] , where it was christened the logarithmic coupling. Other commonly used nomenclature for β includes "beta-invariant" [54] and "indecomposability parameter" [65] . Here, we define logarithmic couplings for the Neveu-Schwarz algebra and describe the methods we use to compute these parameters in this paper.
B.1. Staggered Modules.
A staggered module is normally defined to be an extension of highest-weight modules upon which L 0 acts non-semisimply. Given the results reported here, and in [20, 22] , we believe that it will be necessary to generalise this to extensions of Kac modules. However, most of the rigorous results [53, 54] about staggered modules were proven for extensions of highest-weight modules over the Virasoro algebra and we expect that these results will lift to the Neveu-Schwarz algebra without difficulty. Moreover, the simplest Kac modules are also highest-weight modules, so that many of the staggered modules we explicitly analyse will be of highest-weight type. We will therefore make use of Virasoro results, lifted to the Neveu-Schwarz algebra, that apply to highest-weight type staggered modules, deferring rigorous proofs of these lifts to a future publication.
Let us therefore define a Neveu-Schwarz staggered module to be an extension of a Kac module by another Kac module upon which L 0 acts non-semisimply. The short exact sequence characterising the staggered module S is then
where the injection ι and surjection π are Neveu-Schwarz module homomorphisms. We will customarily label the staggered module with two sets of indices S k,ℓ i,j such that the Kac quotient is K i+k,j+ℓ and the Kac submodule is K i−k,j−ℓ . In the above exact sequence, we would therefore write
We remark that this labelling need not completely specify the staggered module up to isomorphism. When necessary, we shall append the required additional labels in parentheses; for example, S k,ℓ i,j (β). We also mention that the staggered modules S k,ℓ i,j that we have encountered in our fusion computations all have either k = 0 or ℓ = 0. However, staggered modules with both k and ℓ non-zero do exist.
Most of the staggered modules analysed in this paper have the property that both the Kac submodule and quotient appearing in (B.1) are highest-weight modules (an example where this is not the case is discussed in Section 5.3). In this case, we have the following result.
Proposition B.1. If the Kac modules K r,s and K ρ,σ in (B.1) are highest-weight, then their minimal conformal weights must satisfy h ρ,σ h r,s and h ρ,σ − h r,s ∈ If this condition on the minimal conformal weights is not met, then there is no staggered module S making (B.1) exact. The requirement that the Kac modules be highest-weight is necessary as the example discussed in Section 5.3 shows. In contrast, the following results hold for general staggered modules. Proposition B.3. Let w, y ∈ S be elements of a rank 2 Jordan block for L 0 satisfying (L 0 − h)y = w. If πy is annihilated by some U in the universal enveloping algebra of the Neveu-Schwarz algebra, then U w = 0. In particular, if πy ∈ K ρ,σ is singular of conformal weight h, then w is singular or zero in ι(K r,s ).
Proof. We may assume, without loss of generality, that U is homogeneous, meaning that L 0 , U = −nU for some n ∈ Z. Since πU y = U πy = 0, we have U y ∈ ι(K r,s ) by exactness, hence U y is an eigenvector of L 0 with eigenvalue h − n. Thus, U w = U (L 0 − h)y = (L 0 − h + n)U y = 0. The last statement now follows by combining this result for U = L 0 − h with that for U a positive mode.
Note that if K ρ,σ is highest-weight with highest-weight vector πy of conformal weight h, then w = (L 0 − h)y cannot be 0 if there are to be any Jordan blocks at all. It follows that, in this case, w is singular.
B.2. Logarithmic Couplings. In this section, we assume that the Kac submodule and quotient of each staggered module is highest-weight. With this restriction, we can follow [48, 54] in discussing parametrisations of the isomorphism classes of the staggered modules (B.1) with K r,s and K ρ,σ fixed. The parametrisations for general staggered modules are beyond the scope of this paper.
When the highest-weight vectors of the (highest-weight) modules K r,s and K ρ,σ have equal conformal weight, h r,s = h ρ,σ , then this sequence determines the staggered module up to isomorphism (assuming that it exists). This follows easily from the fact that such staggered modules are quotients [54, Cor. 4.7] of universal "Vermalike" staggered modules. However, the exact sequence typically does not determine the isomorphism class uniquely when h ρ,σ > h r,s . This seems to have been first recognised in the Virasoro examples constructed in [28] , where an additional parameter β was introduced to specify the module structure. The claim that this parameter determines the isomorphism class was subsequently demonstrated for a class of Verma-like Virasoro staggered modules in [53] . Extending this work to general Virasoro staggered modules required a general invariant definition of β [30] and was completed in [54] .
The staggered modules typically encountered in fusion computations have the following structure: Let x denote the highest-weight vector of the submodule ι(K r,s ) and let w = U x denote its singular descendant of conformal weight h ρ,σ (unique up to rescaling). The existence of w is guaranteed by Proposition B.3, so we may choose y such that (L 0 − h ρ,σ )y = w. It follows that U † y must be proportional to x and we define [30] this constant to be the logarithmic coupling β . The choice of y is generally only unique up to adding elements of ι(K r,s ) (with conformal weight h ρ,σ ); however, these are annihilated by U † as U x is singular. The logarithmic coupling is therefore independent of such choices once we fix a normalisation for the singular vector w. For the Neveu-Schwarz algebra, it is not hard to show that the coefficient of the monomial involving only G −1/2 is non-zero [7] , hence we let w = G With the (antilinear) adjoint generated by L † n = L −n and G † j = G −j , we see that renormalising w by a factor of a leads to a renormalisation of β by a factor of |a| 2 . We will often denote the logarithmic coupling of a staggered module S k,ℓ i,j , obtained from fusion calculations, by β k,ℓ i,j for convenience. Logarithmic couplings are therefore fundamental representation-theoretic quantities. Their physical interest in logarithmic conformal field theory lies in the fact that they also appear in the coefficients of certain operator product expansions and correlation functions, often accompanied by the factors with logarithmic singularities.
One can compute the value of any logarithmic coupling by explicitly constructing the staggered module to sufficient depth as in the Nahm-Gaberdiel-Kausch fusion algorithm. However, this is, computationally, very intensive. An alternative method proposed in [31] , but typically limited to staggered modules involving braid type highest-weight modules, is to consider staggered modules for which the quotient K ρ,σ is replaced by its Verma cover. The desired staggered module may then be realised as a quotient of the Verma-like one if the latter possesses a singular vector of the appropriate conformal weight. Checking explicitly for the existence of such a singular vector fixes β (in the braid type case); see [54] for the proofs.
To the best of our knowledge, the most efficient means of computing the logarithmic coupling in a fusion product is the field-theoretic, though somewhat heuristic, method outlined in [65] (noting the important clarifications described in [102, App. D] ). This builds on earlier work [103] addressing the so-called "c → 0 catastrophe" that is reviewed in [104, 105] . The computation for the staggered module appearing in (B.1) realises its logarithmic coupling β as a limit -the parameter t is perturbed away from the desired value t(0), hence the perturbed central charge c and Kac weights h r,s take the form where x(ε) is normalised so that x(ε), x(ε) = 1. We provide an example illustrating the use of this formula in Section 4.
Appendix C. Further explicit fusion computations
In this appendix, we list a selection of the fusion products that we have computed by combining the information provided by the Verlinde formula with explicit Nahm-Gaberdiel-Kausch calculations and staggered module theory. As it can be difficult to verify explicitly that a sum is direct (the depths required can be very large), we introduce a symbol "
? ⊕" for these fusion rules to indicate that the sum indicated may, or may not, be direct. We do not indicate parity -see Section 5 for this information. All logarithmic couplings have been independently verified using (B.5).
(p, p ′ ) = (1, 3) (c = −
2
). 
