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4Resumen
El trabajo llevado a cabo en esta tesis se encuentra dentro del marco de la fsica de la
materia condensada y, mas precisamente, se centra en los sistemas electronicos fuertemente
correlacionados cuya dimension espacial es menor que tres.
Los sistemas fuertemente correlacionados son sistemas electronicos en los cuales la inter-
accion coulombiana no puede ser tratada perturbativamente en comparacion con los otros
grados de libertad del sistema. Como consecuencia, estos sistemas son verdaderos \siste-
mas de muchos cuerpos" y en la mayora de los casos, es necesario utilizar tanto tecnicas
numericas como analticas para poder hacer frente a su estudio. Mas aun, las correlaciones
inducidas por las interacciones son drasticamente amplicadas a medida que la dimension
del sistema es reducida, lo cual hace que el estudio de los sistemas en una y dos dimensiones
sea de gran relevancia.
En muchos sistemas electronicos, las interacciones electronicas pueden producir efectos drasti-
cos llevando a un completo colapso del estado metalico, incluso cuando la banda de conduc-
cion esta parcialmente ocupada. El caso mas simple es la conocida fase de aislador de Mott
[1] en el cual hay unicamente un electron por celda unidad cristalina, y por lo tanto se espe-
rara una banda de conduccion metalica a medio llenado.
Durante las ultimas dos o tres decadas, experimentos realizados con distintos tipos de ma-
teriales han evidenciado que las correlaciones fuertes son un ingrediente central para la
comprension de sus propiedades fsicas. Entre estos materiales estan los superconductores
de alta temperatura crtica, materiales que presentan magnetorresistencia colosal (CMR),
efecto Hall cuantico fraccionario (FQHE), nanotubos de carbono, una variedad de metales
organicos, conductores y dielectricos, entre otros. En particular, las propiedades fsicas de
sistemas en bajas dimensiones han impulsado innumerable investigaciones en gran parte de
siglo pasado, y se han convertido en uno de los primeros temas de interes en investigacion
de materia condensada.
Dentro de la problematica de electrones fuertemente correlacionados, aquellos sistemas en
los cuales los grados de libertad relevantes son los espines de los electrones constituyen el
magnetismo cuantico. Estos sistemas se modelan usualmente utilizando hamiltonianos de
Heisenberg con interacciones de intercambio (J  10meV ) dominantes entre espines loca-
lizados que determinan una red periodica cuya geometra es decisiva para sus propiedades
fsicas. Dos ingredientes basicos pueden identicarse como cruciales en el comportamiento
de estos sistemas: las interacciones fuertes y la frustracion. La combinacion de estos dos
ingredientes conduce a elevadas uctuaciones cuanticas que pueden dar lugar a una varie-
dad muy rica de fases magneticamente ordenadas que se observan a bajas temperaturas en
diferentes materiales, incluyendo desde las ondas de espn hasta la exotica fase de vidrio
de espn. En particular en los sistemas de espines de baja dimensionalidad las uctuacio-
nes cuanticas tienen efectos mas relevantes que en tres dimensiones: la competencia entre el
orden (para minimizar la energa) y el desorden (por uctuaciones cuanticas) es delicada y
generalmente no se establece a temperatura cero un orden de largo alcance, esto signica
que espines ubicados en sitios de la red cuya separacion es varias veces el espaciamiento
5de la red, no presentan correlacion entre s. En particular, existen materiales en los cuales
la red de espines en interaccion resulta una estructura unidimensional (cadenas de espines),
cuasi-unidimensional (escaleras de espines) o bidimensional (planos de espines), esencialmen-
te desacoplada del resto del sistema. El caso paradigmatico de este fenomeno es la estructura
de planos de cobre y oxgeno en los superconductores de alta temperatura, que forman una
red cuadrada con interacciones antiferromagneticas entre primeros vecinos.
La aparicion de fases cuanticas exoticas en sistemas descritos por antiferromagnetos con frus-
tracion (por ejemplo, sistemas que presentan interacciones competitivas antiferromagneticas)
es actualmente objeto de intensa investigacion.
La presente tesis esta enfocada al estudio de las propiedades del estado fundamental de sis-
temas tanto de electrones como de espines en bajas dimensiones. En la primera parte nos
centramos en la problematica de los sistemas de electrones y de espines en una dimension
espacial, y analizamos el rol que juegan los fonones y la frustracion magnetica. En cuanto
a los fonones, son considerados unicamente en el lmite adiabatico en el que sus frecuencias
son sucientemente bajas como para descartar la dinamica de estos. Consecuentemente, ellos
son tratados como variables clasicas relacionadas con peque~nos desplazamientos de los sitios
de la red. Trabajos previos tanto en sistemas de electrones como de espines, han mostrado
que la inclusion de los fonones tiene como consecuencias la aparicion de fases exoticas.
En la segunda parte analizamos el rol de la frustracion en las propiedades magneticas de los
sistemas magneticos bidimensionales haciendo hincapie en la busqueda de fases desordenadas
conocidas como lquidos de espines.
La tesis esta organizada de la siguiente manera. En el captulo 1 a modo de introduccion,
sentamos los fundamentos teoricos de los sistemas cuanticos estudiados. Primero introduci-
mos modelos para los sistemas fuertemente correlacionados. En particular, presentamos el
modelo de Hubbard y algunos de sus lmites como el hamiltoniano de Heisenberg. Ademas,
analizamos las propiedades generales de tales modelos. Discutimos brevemente algunos re-
sultados experimentales de sistemas fuertemente correlacionados en bajas dimensiones que
muestran propiedades muy interesantes a bajas temperaturas. El captulo 2 contiene una
descripcion de los metodos analticos y numericos que hemos empleados en los estudios rea-
lizados, resaltando el alcance de estos y sus limitaciones. Los captulos 3 y 4 estan dedicados
al estudio de sistemas correlacionados en una dimension. En el captulo 3 estudiamos las
propiedades electronicas del estado fundamental del modelo de Hubbard a llenado 1=4, en
presencia de fonones adiabaticos. El captulo 4 estudiamos las propiedades del estado funda-
mental del modelo de Heisenberg antiferromagnetico en presencia de frustracion magnetica
y acoplamiento espn-fonon.
El captulo 5 esta dedicado al estudio de los sistemas magneticos frustrados en dos dimen-
siones. Primero comentamos las motivaciones actuales para estudiar estos sistemas. Poste-
riormente estudiamos las propiedades magneticas del modelo de Heisenberg frustrado sobre
la red de Kagome y la red hexagonal, en funcion de los distintos acoplamientos y la magni-
tud del espn S. En el captulo 6 presentamos las conclusiones generales y las perspectivas
sobre futuros trabajos relacionados con los temas aqu tratados. Finalmente, presentamos
las referencias usadas y los apendices.
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Captulo 1
Fundamentos teoricos y resultados
previos
En este captulo y el siguiente se establecen los fundamentos teoricos para estudiar di-
versos sistemas fuertemente correlacionados que seran utilizados en los proximos captulos
como herramientas para el analisis de los modelos propuestos.
Por muchos a~nos, la teora de perturbaciones diagramatica ha sido la mayor herramien-
ta teorica para tratar las interacciones en metales, semiconductores, magnetos itinerantes, y
superconductores. Esta consiste en esencia, en un desarrollo en el lmite de acoplamiento debil
considerando estados de cuasi-partculas. Sin embargo, una gran cantidad de descubrimien-
tos experimentales durante las ultimas decadas, incluyendo fermiones pesados, efecto Hall
cuantico fraccionario, superconductividad de alta temperatura, y cadenas de espines cuanti-
cas, no son (en la mayora de lo casos) realmente accesibles desde el lmite de acoplamiento
debil. Esto ha impulsado a desarrollar como alternativa, herramientas no perturbativas para
poder manejar las fuertes interacciones electron-electron.
En particular, nos vamos a concentrar en dos paradigmas basicos de sistemas cuanticos fuer-
temente interactuantes: el modelo de Hubbard y el modelo de Heisenberg. Estos modelos son
vehculos para comprender conceptos fundamentales, tales como hamiltonianos efectivos de
modelos mas complicados, estados fundamentales variacionales, fenomenos tales como ruptu-
ra espontanea de simetra y desorden cuantico. En adicion, ellos son usados como laboratorio
para varios esquemas de aproximaciones no perturbativos que han encontrado aplicaciones
en diversas areas de la fsica teorica.
En el marco del modelo de Hubbard, exponemos los lquidos electronicos y discutimos el
efecto de las correlaciones como funcion de la dimension espacial del sistema. Revisaremos el
modelo de lquido de Fermi que describe sistemas bidimensionales y tridimensionales y por
otro lado, presentaremos el lquido de Luttinger para sistemas unidimensionales. Como ve-
remos, en una dimension los efectos de las correlaciones son extremadamente importantes a
tal punto que las excitaciones fundamentales se vuelven colectivas, y por lo tanto no pueden
ser descritas en termino de excitaciones individuales como ocurre en un lquido de Fermi.
Posteriormente discutiremos el origen de la interacciones magneticas y presentaremos el mo-
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delo de Heisenberg. Expondremos brevemente la posibilidad de orden magnetico, la ruptura
de simetra, los sistemas que presentan estados magneticamente desordenados conocidos co-
mo lquidos de espines y el papel que juega la temperatura en dichos sistemas presentando
el teorema de Mermin y Wagner. En la parte nal introduciremos el concepto de frustracion
magnetica que sera mencionado ampliamente en el resto de la tesis. En particular, examina-
remos los dos posibles orgenes de frustracion: (a) debido la geometra de la red , y (b) a las
interacciones competitivas.
1.1. Interaccion electronica en solidos
En esta seccion revisaremos algunos de los modelos mas utilizados para describir sistemas
en materia condensada. Comenzaremos con el modelo de electrones libres en una red, luego
incluiremos la interaccion coulombiana y nalmente obtendremos el hamiltoniano de Hub-
bard de una banda que sera ampliamente discutido. Presentaremos brevemente las hipotesis
que son usadas en este modelo.
Comencemos con el caso en que la interaccion entre los electrones no es tenida en cuenta.
Supongamos un sistema de Ne electrones en una red periodica de volumen V = Lx  Ly  Lz
(donde Lx; Ly; Lz son las longitudes del sistema en las tres dimensiones espaciales) que re-
presenta la estructura de un cristal. La ecuacion de Schrodinger para un electron en un
potencial periodico Vion(r) esta dada por:
  }
2
2m
r2 + Vion(r)

';k(r) = E(k)';k(r) (1.1)
Las soluciones de la ecuacion anterior corresponden a las funciones de Bloch ';k [2, 3, 4],
donde  es el ndice de banda y k es el vector de onda denido en la primera zona de
Brillouin (PZB). La supercie de Fermi esta denida por E(k) = EF , donde EF es la
energa de Fermi. Las funciones de Bloch estan denidas como el producto de una onda
plana describiendo un electron libre veces una funcion u;k(r) que tiene la misma simetra
de traslacion que la red. As, la funcion de Bloch queda
';k(r) = u;k(r)  eikr: (1.2)
Teniendo en cuenta todas las bandas de energa, el operador de campo de un electron con
espn  en el sitio r puede ser expresado como [4]
 y(r) =
X
;k
';k(r)c
y
;k;: (1.3)
De esta manera, podemos escribir el hamiltoniano de la ecuacion (1.1) en terminos de ope-
radores de creacion y aniquilacion como:
Hlibre =
X
;k
E(k) c
y
;k; c;k;: (1.4)
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En sistemas en donde la densidad de electrones es muy baja o bien la repulsion coulombiana
es fuertemente apantallada, el hamiltoniano denido en la ecuacion (1.4) es una muy buena
aproximacion para describir tanto propiedades electronicas como magneticas de muchos sis-
temas [5].
Consideremos ahora la interaccion entre los electrones V int(r; r0). Ademas de la parte libre
(1.4), el hamiltoniano contendra el termino de interaccion dado por
Hint = 1
2
X
i6=j
V int(ri; rj) (1.5)
Al incluir este termino, surge el problema de que la interaccion es de largo alcance y entonces
cada partcula del sistema interactua con el resto. As, el hamiltoniano no puede ser mas
tratado como una suma de terminos independientes y es necesario realizar aproximaciones
[4]. Muchos de los efectos de la interaccion de Coulomb pueden ser incorporados dentro del
termino cinetico modicando el potencial ionico,
Hlibre ! ~Hlibre =
NeX
i=1

  }
2
2m
r2i + Vion(ri) + Veff [ri; ]

(1.6)
donde Veff [ri; ] es una funcional de la densidad electronica del estado fundamental y que
puede ser calculada mediante metodos aproximados [4].
La interaccion residual es
~V int(ri; rj) = V int(ri; rj)  [Veff [ri; ] + Veff [rj; ]]=Ne (1.7)
se denomina termino de screening (o termino de apantallamiento). El lector interesado, puede
consultar mas detalles a cerca del termino de apantallamiento (ver por ejemplo Auerbach
[4] y referencias). A partir de ahora y posteriormente cuando presentemos el modelo de
Hubbard, consideraremos electrones interactuando a traves de la interaccion apantallada.
Utilizando los operadores de campo de los electrones, el hamiltoniano de interaccion que
incluye el potencial apantallado ~V int(r; r0) queda,
Hint =
Z
dr dr0  y(r) 
y
0(r
0)~V int(r; r0) 0(r0) (r) (1.8)
Uno de los enfoques mas conocidos en fsica del estado solido es el que se conoce como tight-
binding. En este, las funciones de onda de los electrones se encuentran bien localizadas en
cada sitio de la red, y el solapamiento de funciones de onda localizadas en sitios vecinos es
muy debil; as, en vez de trabajar con las funciones de Bloch que son deslocalizadas en el
espacio real, uno dene un nuevo conjunto de funciones denominadas funciones de Wannier
[6], que son localizadas alrededor de los sitios atomicos j (j = 1; :::; N). Estas estan denidas
como transformadas de Fourier de las funciones de Bloch,
(r  rj) = 1p
N
X
k2PZB
e ikrj'kj ;(r): (1.9)
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La misma transformada dene los operadores de Wannier (cy;j; y c;j;), con los cuales el
operador de campo de un electron esta dado por
 y(r) =
X
;j
rj ;(r) c
y
;j;; (1.10)
donde  es el ndice de banda.
Cuando las escalas de energa involucradas en los procesos que tienen lugar en el sistema
(como la temperatura, frecuencias externas, etc.) son peque~nas frente a la separacion entre
bandas (o mas precisamente, con la separacion entre la banda de conduccion y la siguiente),
unicamente la ultima resulta relevante para la descripcion del sistema dado que no hay modo
de producir excitaciones que pueblen las bandas superiores. En este caso, podemos escribir
 y(r) =
X
j
rj(r) c
y
j; (1.11)
Esta aproximacion debe ser mejorada en los sistemas llamados multi-bandas, como compues-
tos de tierras raras (metales con electrones-f), en donde los parametros de interaccion son
del mismo orden de magnitud que la separacion entre bandas.
Bajo estas suposiciones, el hamiltoniano completo (termino cinetico y de interaccion) en
termino de los operadores de Wannier queda,
HWannier =  
X
i;j;
tij

cyi;cj; + h:c:

+
X
i;j;k;l;;0
Uijkl (c
y
i; c
y
j;0 ck;0 cl; + h:c:) (1.12)
tij =
1
N
X
k2PZB
e i(rj ri)kE(k) (1.13)
Uijkl =
1
2
Z
dr dr0 ri(r)

rj
(r0) ~V int(r; r0)rk(r0)rl(r); (1.14)
donde la sigla PZB indica la primera zona de Brillouin [3], los parametros tij > 0 se denomi-
nan elementos de la matriz de hopping (o constante de hopping) y Uijkl son los parametros
de interaccion entre los electrones.
Puesto que el potencial de interaccion apantallado, ~V int(r; r0) es de corto alcance, este de-
crece rapidamente cuando la separacion jr   r0j aumenta. As, la aproximacion mas simple
consiste en tomar Uijkl = 0 que corresponde a electrones libres; como correccion se conside-
ra la interaccion coulombiana en el sitio, Uiiii  U y nalmente se puede tener en cuenta
parametros de hopping e interaccion coulombiana a siguientes vecinos.
1.2. Modelo de Hubbard
Esta seccion es dedicada a uno de los modelos mas simples para describir sistemas de
muchos cuerpos y que no puede ser reducido a una teora de partcula independiente: el
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modelo de Hubbard [7, 8]. Introduciendo los operadores numeros ni; = c
y
i;ci;,  ="; # y
reemplazando Uiiii  U , el hamiltoniano de Hubbard es
HHubbard =  
X
<i;j>;
tij

cyi;cj; + h:c:

+ U
X
i
ni;" ni;#   
X
i;=";#
ni; (1.15)
donde hemos introducido el multiplicador de Lagrange  (potencial qumico) que regula el
llenado del sistema (el numero de electrones), y el smbolo < i; j > indica que que la suma es
a primeros vecinos. Una de las motivaciones para estudiar el modelo de Hubbard, es que este
resulta ser la generalizacion mas simple, mas alla de la descripcion de la teora de bandas en
solidos, y sin embargo, captura las caractersticas fsicas mas importantes de muchos sistemas
[8].
A pesar de su aparente simplicidad, no existe ningun tratamiento que permita estudiar el
modelo de manera general para cualquier rango de los parametros y en cualquier dimension
espacial. Sin embargo, hay dos casos particulares en los cuales muchas de sus propiedades
son calculables de manera exacta, ellos son los casos extremos del numero de coordinacion de
la red: dos e innito. En el primer caso, que corresponde a una red o cadena unidimensional,
el modelo de Hubbard tiene una caracterstica particular: es integrable, es decir, se puede
resolver de manera exacta. Este problema fue resuelto por Lieb y Wu [9] utilizando una
extension del ansatz de Bethe [10] para fermiones. As, la energa del estado fundamental a
medio llenado (un electron por sitio) esta dada por
E0
Ne
=  jtj
Z 1
0
dx J0(x) J1(x)
x [1 + exp(xU=jtj)] ; (1.16)
donde Jn(x) es la funcion de Bessel. El estado fundamental en el lmite U << t (lmite de
banda) es
E0
Ne
=  jtj jtj

+
U
4
  0:0017U
2
jtj ; (1.17)
mientras que en el lmite atomico U >> t, es
E0
Ne
=  4 jtj2 log 2: (1.18)
El estado fundamental a medio llenado es un aislador para todos los valores de U=t. Esto
se debe a que el potencial qumico requerido para agregar un electron + es mas grande que
el potencial para remover uno  . La relacion + >   es tpica para un aislador con un gap
de energa entre las bandas llena y vaca. La funcion de onda exacta del estado fundamental
esta dada por el ansatz de Bethe y posee una estructura complicada que puede ser simpli-
cada en el lmite U ! 1 cuando los estados de doble ocupacion en cada sitio pueden ser
excluidos.
En el lmite de coordinacion innita, dimension espacial d!1, las soluciones no-triviales
para el modelos de Hubbard fueron encontradas por Metzner y Vollhardt [11]. En este lmite
la autoenerga se vuelve local [12]:
ij(w) = (w) ij (1.19)
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Esto hace posible construir una teora de campo medio no trivial (que es exacta en el lmite
d ! 1) que presenta los principales resultados esperados en d = 3: la transicion metal-
aislador, el orden antiferromagnetico en el caso de medio llenado, el comportamiento tipo
lquido de Fermi (ver seccion 1.2.3) en la fase metalica. Existen varios trabajos dedicados al
lmite d!1 del modelo de Hubbard [13, 14, 15].
En casos mas generales, el estado fundamental y las excitaciones, tanto del modelo de Hub-
bard como de sus variantes (como por ejemplo, la inclusion de campo magnetico, interaccion
con fonones, desorden,...,etc.), han sido estudiados de varias maneras. En una dimension
espacial (d = 1), existen varios metodos analticos entre los cuales podemos citar: boso-
nizacion abeliana (el cual desarrollaremos posteriormente), metodos de teora de campos,
modelos de Tomonaga-Luttinger y grupo de renormalizacion perturbativo. Del lado de meto-
dos numericos podemos citar el algoritmo de Lanczos, el metodo de diagonalizacion de la
matriz densidad (DMRG) y Montecarlo cuantico (los primeros dos, seran desarrollados en
el captulo siguiente). En el caso de dos dimensiones (d = 2), no existen metodos analti-
cos similares a los de d = 1, sin embargo los progresos se han hecho en varios regmenes
del espacio de parametros usando combinacion de teoremas, aproximaciones controladas, y
resultados numericos (como diagonalizacion exacta y Montecarlo cuantico) extrapolados a
redes grandes.
1.2.1. Simetras del modelo de Hubbard unidimensional
El hamiltoniano de Hubbard posee muchas simetras. Algunas de ellas, como la simetra
de traslacion que surge al considerar hoppings homogeneos (tij = t) o la simetra frente a la
inversion del indice de espn  !  , son comunes. Sin embargo, hay otras que son menos
usuales.
En esta seccion vamos a mencionar algunas de las simetras mas importantes. Para mas
detalles sobre el tema, se puede consultar una gran cantidad de bibliografa ([8, 16]).
La transformacion partcula-hueco
ci; ! ( 1)i cyi; (1.20)
deja inalterados los terminos cineticos y de interaccion, mientras que cambia !  .
De esta manera, es equivalente estudiar el sistema con dopaje de electrones o huecos.
La transformacion de escala o calibre, mas comunmente llamada transformacion de
gauge,
~ci; ! ei  ci;
corresponde a una transformacion U(1) en los operadores fermionicos. Esta simetra
es una consecuencia de la conservacion de la carga (o el numero de electrones).
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Una simetra muy interesante que surge a medio llenado, es la simetra partcula-hueco
sobre una de las especies fermionicas, es decir
ci;# ! ( 1)i cyi;#
ci;" ! ci;"
Esta transformacion deja el termino cinetico sin cambios pero cambia U !  U ob-
teniendo un termino atractivo. En este caso para grandes valores de U , se espera que
pares de electrones con espines opuestos, formen singletes en cada sitio. De esta ma-
nera, se podra esperar que en dimension d = 3, estos estados de caracter bosonico (al
estar formados por dos fermiones) podran condensar llevando al sistema a una fase
supercondutora.
El sector de espn tiene invariancia SU(2). Para considerar esta simetra denimos el
operador de espn en el sitio i,
S
(a)
i =
1
2
X
;0
cyi;(
(a))0ci;0 (1.21)
con a = x; y; z y  (a) las matrices de Pauli,
x =

0 1
1 0

; y =

0  i
i 0

; z =

1 0
0  1

: (1.22)
El espn total del sistema es igual a
S
(a)
tot =
X
i
S
(a)
i :
Los operadores S
(a)
tot conmutan con los terminos cineticos y de interaccion del hamil-
toniano 1.15, lo que signica que el hamiltoniano de Hubbard posee una invarianza
frente a rotaciones globales en el subespacio de espn. Los numeros cuanticos son las
proyecciones z de S
(z)
tot y el valor del espn total Stot(Stot + 1) con el operador de espn
S2tot = S
(x)2
tot + S
(y)2
tot + S
(z)2
tot
Para un dado numero de electronesNe y sitiosN , uno puede encontrar un valor maximo
del espn total
Smax =

Ne=2 0  Ne  N
N  Ne=2 0  N  Ne  2N;
siendo los posibles valores de Stot
Stot = 0; 1; :::; Smax (Stot = 1=2; 3=2; :::; Smax) (1.23)
para un numero par (impar) de electrones.
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Pseudo-espn.
El modelo de Hubbard posee una simetra adicional llamada de Pseudo-espn. El vector
de pseudo-espn se dene de manera similar al de la ecuacion (1.21):
Ti =
1
2
	yi;;0	i;0 (1.24)
con  = ( (x);  (y);  (z)) y el espinor de dos componentes 	i; dado por
	i =

ci;"
( 1)i cyi;#

: (1.25)
Estos operadores forman un algebra de SU(2) y siguen las usuales relaciones de con-
mutacion. A partir de estos se puede denir el operador de pseudo-espn total
T
(a)
tot =
X
i
T
(a)
i
T 2tot = T
(x)2
tot + T
(y)2
tot + T
(z)2
tot (1.26)
Las siguientes relaciones de conmutacion,
[HHubbard; T (z)tot ] = [HHubbard; T 2tot] = 0 (1.27)
muestran la conservacion de T
(z)
tot y T
2
tot. En el caso de medio llenado, ademas de la
componente z, conmutan las demas componentes x; y. La combinacion las simetra de
espn y pseudo-espn resulta en el grupo de simetra SO(4).
1.2.2. Lmites particulares
En esta seccion comentaremos brevemente dos lmites particulares del modelo de Hub-
bard, los cuales conducen a dos de los modelos efectivos mas ampliamente estudiados en
materia condensada.
El modelo t   J . En el lmite de repulsion fuerte (U=t  1), podemos derivar un
hamiltoniano efectivo que gobierna las excitaciones de baja energa. En este lmite,
los estados con doble ocupacion (un electron con espn " y otro con espn # en un
mismo sitio) son energeticamente desfavorables, mientras que el principio de exclusion
de Pauli previene que un electron \salte" a un sitio vecino a menos que el electron
en el sitio vecino tenga ndice de espn opuesto. La repulsion fuerte tiende a ordenar
magneticamente y obtenemos un sistema en que los electrones pueden moverse entre
sitios, mientras que el termino de repulsion deviene en un acoplamiento espn-espn
antiferromagnetico J .
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El hamiltoniano efectivo que se obtiene proyectando sobre el sub-espacio sin doble
ocupacion se conoce como el modelo t  J y al orden mas bajo en t=U esta dado por,
Ht J = Ps (T +H + J 0)Ps (1.28)
donde Ps es un proyector en el sub-espacio de ocupacion simple o nula (descartando la
doble ocupacion).
Los tres terminos que sobreviven despues de la proyeccion son,
- T es el termino de hopping dado por
T =  
X
<i;j>;
tij (c
y
i; cj; + h:c:); (1.29)
- H es el hamiltoniano de Heisenberg con acoplamiento J = 4 t2ij
U
H =
X
<i;j>
Jij

Si  Sj   ni nj
4

(1.30)
donde el operador de espn en el sitio j esta denido como en la ecuacion (1.21),
- y nalmente J 0
J 0 =   1
2U
i 6=jX
i;j;k
tij tjk
"X

(cyi;ck; nj)  cyi~ ck  cyj~ cj
#
(1.31)
En la literatura, este ultimo termino es frecuentemente omitido asumiendo que
sus efectos son mas peque~nos en comparacion con los del hopping [4].
Como se puede ver, el modelo t   J , incluye tanto la dinamica de los electrones en
el termino de hopping T , como as tambien la interaccion magnetica entre los espines
intrnsecos de estos. Como mencionamos antes, el hamiltoniano (1.28) corresponde al
orden mas bajo en t=U . La inclusion de o'rdenes superiores, introduce terminos de
hopping entre sitios mas alla de primeros vecinos, interaciones magneticas a segundos
y terceros vecinos y terminos de plaquetas, entre otros [17].
Modelo de Heisenberg. El modelo t   J tiene una caracterstica particular a medio
llenado (un electron por sitio). En este caso, el proyector Ps anula los terminos T y el J 0.
El unico que sobrevive a la proyeccion de Ps es el que incluye la interaccion magnetica
involucrada en el hamiltoniano H, dando como resultado el modelo de Heisenberg
cuantico,
HHeisenberg =
X
<i;j>
Jij SiSj (1.32)
=
X
<i;j>
Jij

1
2
(S+i S
 
j + S
+
j S
 
i ) + Si;zSj;z

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As, en el lmite de medio llenado, los grados de libertad de carga se \congelan" y como
consecuencia se abre un gap en el espectro de las excitaciones electronicas en el nivel
de Fermi, mientras que el grado de libertad de espn permanece sin gap. Este lmite del
modelo de Hubbard, se lo conoce como fase de aislador de Mott. A diferencia de los
aisladores convencionales o aisladores de banda, el fenomeno es puramente cuantico y
se debe unicamente al principio de exclusion de Pauli.
1.2.3. Lquidos de Fermi y Luttinger
En esta seccion presentamos las caractersticas generales de dos conceptos muy importan-
tes en fsica de materia condensada: lquido de Fermi y su contra parte lquido de Luttinger.
Mientras que el primero esta presente en la fsica de sistemas de electrones interactuantes en
dos y en tres dimensiones espaciales; el segundo es un fenomeno puramente unidimensional
[8, 18, 19, 20, 21].
Lquido de Fermi
Landau desarrollo a nales de los a~nos 50' la Teora del lquido de Fermi [22].
Esta se ocupa de las propiedades de los sistemas fermionicos de muchos cuerpos a bajas
temperaturas (kB T mucho menor que la energa de Fermi) en el estado normal, es de-
cir, a temperaturas por encima de cualquier transicion de fase que rompa alguna simetra
(superconductividad, magnetismo, u otros). Esta teora puede ser aplicada incluso en siste-
mas en donde la interaccion entre los electrones sea del mismo orden de magnitud que el
termino cinetico, donde la teora estandar de perturbaciones no podra ser aplicada. Landau
mostro que las propiedades macroscopicas de los metales en dos y tres dimensiones son muy
similares a las de un gas de electrones libres, tal que la presencia de interacciones no produce
cambios drasticos en las propiedades del sistema. En lugar de considerar los electrones reales,
que son fuertemente interactuantes, la teora de Landau considera partculas de caracter fer-
mionico que corresponden a electrones \vestidos" con uctuaciones de densidad de carga.
Estas partculas son denominadas cuasi-partculas y parte de la interaccion es absorbida en
la denicion de sus parametros (tales como su masa efectiva). Sin embargo, sigue existiendo
una interaccion residual entre las cuasi-partculas la cual queda descrita por medio de los
denominados parametros de Landau que no detallaremos aqu [22].
El concepto de cuasi-partculas tiene un cierto numero de limitaciones, principalmente de-
bido que el tiempo de vida media  de las cuasi-partculas es nito. Sin embargo, para
excitaciones cerca del nivel de Fermi uno tiene 1= / (   F )2, es decir, el tiempo de vida
media crece mientras mas cerca del nivel de Fermi esta su energa, y las cuasi-partculas
de esta forma estan bien denidas. En la practica, esto signica que la teora de Landau
es muy usada para fenomenos a escalas de energas mucho mas peque~nas que la energa de
Fermi, pero inaplicable si esto no se cumple. En un gas de electrones libres a temperatura
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kF k
n(k)
A(k, w)
ww = ξk
kF k
n(k)
Z
A(k, w)
w
w = E(k2) w = E(k1)
(a) (b)
(c) (d)
Figura 1.1: (a-b) Electrones libres: el numero de ocupacion nk tiene una discontinuidad de
amplitud 1 en la supercie de Fermi. La funcion espectral A(k; w) es una funcion delta,
mostrando que las excitaciones poseen una relacion frecuencia-momento w(k) = (k) bien
denida. (c-d) Lquido de Fermi: el numero de ocupacion es esencialmente similar al gas de
electrones libres, presentando una discontinuidad de magnitud Z en el nivel de Fermi. Los
picos anchos en la funcion espectral, revelan que las cuasi-partculas tienen un tiempo de
vida medio nito. Figura extrada de Giamarchi [18].
cero, todos los estados dentro de la supercie de Fermi (estados con energa (k) < F )
1 se
encuentran ocupados, mientras que todos aquellos fuera de la region estan desocupados. La
distribucion n(k) de fermiones libres con momento k obedece la estadstica de Fermi-Dirac:
a temperatura cero esta presenta una discontinuidad de amplitud 1 en el nivel de Fermi con
n(k) = 1 si (k) < F , y cero en el otro caso (gura (1.1a)). Una excitacion elemental del
sistema, consiste en crear (respectivamente aniquilar) una partcula con momento bien de-
nido k en un estado justo por encima (respectivamente por debajo) del nivel de Fermi. Tales
excitaciones son llamadas de partculas (respectivamente huecos). Ellas son autoestados del
hamiltoniano y por lo tanto su tiempo de vida media es innito.
Para caracterizar estas excitaciones uno puede introducir la funcion espectral A(k; w) que
es la probabilidad de encontrar un estado con frecuencia w y momento k:
A(k; w) =   1

ImGret(k; w): (1.33)
Para el caso de fermiones libres la funcion espectral corresponde a una distribucion delta
de Dirac (ver gura (1.1b)) indicando que los electrones libres tienen la relacion frecuencia-
momento w = k bien denida.
A(k; w) =   (w   k); k = (k)   (1.34)
donde  es el potencial qumico.
En el caso interactuante, parte de la interaccion entre las partculas originales se absorbe en la
1(k) identica la energa de partcula libre, k es la energa relativa al potencial qumico  y para el caso
de partculas interactuantes la energa es E(k)
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denicion de las cuasi-partculas. Estas son tratadas como partculas con masa renormalizada
por la interaccion, que interactuan a traves de una interaccion residual. Al igual que en caso
puramente libre, la distribucion de momentos tiene una discontinuidad en la supercie de
Fermi, sin embargo, la amplitud de esta discontinuidad es igual a un numero Z < 1 que
disminuye a medida que se aumenta la interaccion (ver gura (1.1c)) y se puede interpretar
como la \fraccion" del electron que permanece en este estado de cuasi-partcula. La velocidad
de las cuasi-partculas en la supercie de Fermi (la velocidad de Fermi) esta dada por
vF =
@E(k)@k

k=kF
(1.35)
La masa efectiva de la cuasi-partcula es entonces denida por2
vF =
jkF j
m
(1.36)
En la vecindad de la supercie de Fermi, la energa de las cuasi-partculas toma la forma
E(k)  E(kF ) + jkF j
m
jk  kF j: (1.37)
La funcion espectral para cuasi-partculas aun exhibe picos como en el caso de fermiones
libres, sin embargo estos presentan una distribucion tipo Lorentziana (ver gura (1.1d))
centrada en w = E(k) y con un ancho 1= . Estos picos son mas agudos para partculas con
energas muy cercanas a EF .
La funcion de Green para un fermion interactuante es:
G(k; w) =
1
(k)  w + (k; w) (1.38)
donde (k; w) es la autoenerga originada a partir de la interaccion entre los electrones. La
autoenerga (k; w) es una cantidad compleja cuya parte real modica la energa (k) !
(k) + Re(k; w), la parte imaginaria Im(k; w), mide la inversa del tiempo de vida media
 1 de los fermiones. La existencia de cuasi-partculas demanda que la autoenerga sea
sucientemente peque~na como para poder ser expandida en la vecindad del nivel de Fermi.
La funcion de Green es entonces reescrita cerca del nivel de Fermi permitiendo calcular Z.
Un tratamiento mas detallado de la teora de Landau puede ser encontrado en [18, 22, 23].
La pregunta que nos hacemos ahora es, >cuanto de la teora de lquido de Fermi sobrevive
en una dimension?. Lo que veremos es que el concepto de cuasi-partcula no es valido en los
sistemas electronicos unidimensionales. Estos sistemas son descritos por un nuevo estado de
la materia conocido como lquido de Luttinger
2A lo largo de la tesis vamos a tomar } = 1; de esta manera tenemos vF = jpF jm =
} jkF j
m  jkF jm
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Lquido de Luttinger
Sin realizar ningun calculo es facil anticipar que en los sistemas unidimensionales (d = 1),
las interacciones tienen drasticas consecuencias en comparacion con dimensiones mas altas.
En una dimension, como se muestra de manera esquematica en la gura (1.2b), un electron
que trata de propagarse tiene que \empujar" sus vecinos debido a la interaccion coulombia-
na. No es posible movimiento individual; cualquier excitacion individual tiene que devenir en
colectiva. Estas correlaciones entre las excitaciones son el origen de la mayor diferencia entre
el mundo unidimensional y el de dimensiones mas altas. En el caso de fermiones con espn,
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Figura 1.2: (a) En altas dimensiones, cerca de excitaciones cuasi-libres, estas partculas lucen
como partculas individuales. (b) En una dimension, en un sistema interactuante, un electron
no puede moverse sin empujar al resto de los electrones. Entonces, unicamente pueden existir
excitaciones colectivas.
la situacion es aun mas sorprendente. Dado que unicamente pueden existir excitaciones co-
lectivas, implica que una unica excitacion fermionica tiene que separarse en una excitacion
colectiva llevando carga y otra llevando espn. Estas excitaciones tienen en general diferentes
velocidades. Estas propiedades, completamente distintas a las del lquido de Fermi, son la
esencia del lquido de Luttinger, y seran retomadas en la seccion 2.1.4 cuando estudiemos
con mas detalle el modelo de Hubbard unidimensional.
Finalmente, vamos a mencionar una peculiaridad de las excitaciones del caso unidimensional,
que no ocurre en dimensiones mayores. Comencemos analizando lo que ocurre en dimension
d = 2. El componente crucial de las excitaciones de un gas de electrones es la denominada
excitacion hueco-partcula donde un electron es tomado debajo del nivel de Fermi y promo-
vido por encima de este. Puesto que para crear una excitacion de este estilo, es necesario
destruir una partcula con momento k y crear una partcula con momento k+q, el momento
de la excitacion esta bien denido y es igual a q. La energa de la excitacion, por el con-
trario, depende de ambos k y q. De esta manera, la energa de la excitacion hueco-partcula
como funcion de q revela un continuo de energa. As, para jqj < 2 jkF j uno puede crear una
excitacion de energa arbitraria al aniquilar una partcula en un punto justo por debajo de
la supercie de Fermi y crear otra justo por arriba de la supercie de Fermi en otro punto,
como se muestra en la gura 1.3a.
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Por el contrario, en d = 1 la supercie de Fermi se reduce a dos puntos y uno no puede
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Figura 1.3: Espectro de excitaciones partcula-hueco para sistemas bi- y tri-dimensionales (a)
y para uni-dimensionales (b). En una dimension, al contrario de lo que ocurre en dimensiones
mas altas, las excitaciones partcula-hueco de baja energa, tienen restringidas la energa y
el momento.
jugar con angulos para incrementar el momento q sin pagar energeticamente. Puesto que
la unica manera de obtener excitaciones de baja energa es destruir y crear pares cerca de
la \supercie" de Fermi, los unicos lugares donde la energa hueco-partcula puede tomar el
valor cero es en q = 0 y q = 2kF . El comportamiento del espectro hueco-partcula en una
dimension es mostrado en la gura 1.3b. Dado el comportamiento lineal de la relacion de
dispersion de las partculas cerca del nivel de Fermi, los pares hueco-partcula poseen una
dispersion muy aguda cerca de q = 0 y de esta manera pueden propagarse coherentemente.
En otras palabras, la partcula y el hueco tienen casi la misma velocidad de grupo a bajas
energas y se propagan juntas. Cualquier debil atraccion hueco-partcula es entonces obligada
a tener dramaticos efectos, es decir, ligar el par en una entidad que se propaga de manera
coherente: una nueva partcula.
No entraremos ahora mas en detalle sobre la teora de Lquido de Luttinger puesto que
sera estudiada con la tecnica de bosonizacion en el captulo 2.1.
1.3. Modelo de Heisenberg
En la seccion 1.2.2, discutimos como el modelo de Heisenberg de espn S = 1=2 emerge
como un hamiltoniano efectivo para los aisladores de Mott, donde el operador de espn S
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puede ser representado en termino de los operadores electronicos. Sin embargo, uno puede
concebir situaciones donde el espn Sj situado en el sitio j es realizado por un objeto dife-
rente (en particular por un atomo con momento magnetico no nulo) cuya magnitud puede
ser mayor a S = 1=2. Para los propositos de nuestra discusion, no necesitamos especicar la
realizacion concreta del espn.
Una cuestion central en el estudio de sistemas fuertemente correlacionados es la clasicacion
de todas las posibles fases aisladoras de Mott a temperatura cero. La estrategia general
para describir las posibles fases asociadas con los grados de libertad de espn (denominado
magnetismo cuantico) de los aisladores de Mott consiste en analizar modelos de espines
localizados tales como el modelo de Heisenberg antiferromagnetico:
H =
X
<i;j>
Jij Si  Sj + :::; (1.39)
La notacion < i; j >, signica que en la suma solo intervienen terminos conectados por sitios
vecinos i; j con un acoplamiento antiferromagnetico Jij > 0. El modelo de Heisenberg es
un modelo cuantico, donde Si es el operador de espn en el sitio i (i = 1; :::N sitios) con
componentes (Sxi ; S
y
i ; S
z
i ) que satisfacen el algebra de SU(2),
[Saj ; S
b
k] = i "
abc Sck jk (1.40)
donde 2abc es el tensor completamente antisimetrico.
Los puntos ::: representan terminos adicionales que pueden ser tenidos en cuenta, como inte-
raccion a segundos vecinos o interaccion de varios espines (conocida como ring exchange). En
general, el hamiltoniano (1.39) es un modelo fundamental tanto para el magnetismo cuantico,
como para otros fenomenos que pueden ser descritos de manera efectiva por operadores
cuanticos de espn.
H es invariante SU(2) (es decir, invariante frente a una rotacion de espn global) dado que
conmuta con cada de las tres componentes del espn total,
Stotal =
NX
i=1
Si: (1.41)
Entonces, los autoestados de H se deben encontrar en subespacios de la forma
	 = jStotal;M; :::i
Stotal  N S; (1.42)
M =  Stotal; Stotal + 1; :::; Stotal (1.43)
donde M es el autovalor de la magnetizacion total Sztotal, y
S2total = Stotal(Stotal + 1) (1.44)
Ademas del modelo cuantico, podemos obtener "el modelo clasico\ si consideramos S como
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un vector clasico. El modelo clasico "es limitado" para sistemas con espines grandes. Esto
se puede ver al reescribir Si en terminos de un operador de espn normalizado 
i, S =
S(S + 1)
i, con lo cual (1.40) queda
[
aj ;

b
k] =
i 2abc
S(S + 1)

ck jk: (1.45)
Tomar el lmite de espn grande S !1, conduce a que los operadores de espn normalizados
conmuten y de esta manera pueden ser considerados como vectores clasicos. Por lo general,
uno usa este lmite para contrastar otras tecnicas al menos para valores grandes del espn.
El facil vericar que el estado fundamental del modelo de Heisenberg clasico ferromagneti-
co (Jij < 0 en ecuacion (1.39)), se consiste en la conguracion con todos los espines apuntando
en una misma direccion (ver gura 1.4a); cualquier vector que apunte en otra direccion que
no sea la del resto aumenta la energa.
En el caso cuantico, el estado construido a partir del producto directo de los autoestados
j "ii del operador Szi en el sitio i con mayor autovalor Szi j "ii = 12 j "ii dado por
j iFerro0 = j "i1 
 :::
 j "iN (1.46)
es realmente un autoestado del hamiltoniano y corresponde al estado fundamental.
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Figura 1.4: Conguraciones del estado fundamental del modelo de Heisenberg clasico en una
red cuadrada, (a) ferromagnetico y (b) antiferromagnetico.
El caso antiferromagnetico es un problema mucho mas complicado, aun el lmite clasico.
Como ejemplo, consideremos el hamiltoniano de Heisenberg clasico en una red cuadrada
donde los acoplamientos Jij > 0 mas importantes son unicamente primeros vecinos. En ese
caso, el estado fundamental clasico corresponde a la conguracion donde todos los sitios
vecinos tienen espines (vectores) apuntando en direcciones opuestas (ver gura 1.4b). Este
estado es llamado estado de Neel, despues de que L. Neel en 1932 [24], propuso la posibilidad
orden antiferromagnetico.
En cuanto al modelo cuantico, se puede construir una conguracion analoga a la clasica dada
por
j iAntiFerro0 = j "i1 
 j #i2 
 j "i3; :::
 j #iN (1.47)
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sin embargo, esta conguracion no es mas ya un autoestado del hamiltoniano. Podemos
ver directamente el problema con el ejemplo de dos espines. En efecto, introduciendo los
operadores escalera Si = S
x  iSy, y escribiendo
2Si  Sj = (S+i S j + S i S+j ) + 2Szi Szj (1.48)
es evidente que no es un autoestado porque
2Si  Sj j "ii 
 j #ij = j #ii 
 j "ij   1
2
j "ii 
 j #ij: (1.49)
1.3.1. Origen microscopico de las interacciones magneticas
En esta seccion discutiremos brevemente algunos tipos de interacciones magneticas que
son responsables de las propiedades que se observan en un gran numero de materiales. Estas
propiedades se basan en el hecho que los momentos magneticos interactuan con cada uno de
sus vecinos, dando como resultado, que el sistema pueda adquirir orden de largo alcance.
La primera interaccion es la \interaccion de intercambio". Esta es consecuencia de un efecto
puramente cuantico y se debe a la interaccion de Coulomb y el principio de exclusion de
Pauli. La situacion en la cual dos electrones en atomos magneticos vecinos interactuan de
manera directa se conoce como \Interaccion de intercambio directo" porque la interaccion
se da sin la necesidad de atomos intermediarios.
Por el contrario, la \Interaccion de intercambio indirecto" entre dos atomos magneticos
es mediada por un atomo no magnetico. Si el solapamiento de las funciones de onda in-
volucradas es peque~no (por ejemplo, atomos metalicos de tierras raras con electrones 4f
localizados) entonces el acoplamiento por intercambio directo no es el mecanismo dominante
para las propiedades magneticas. Para esta clase de sistemas el acoplamiento de \intercam-
bio indirecto" es responsable del magnetismo. El tipo de \intercambio indirecto" depende
signicativamente de la clase de material magnetico. As, podemos identicar tres tipos:
Interaccion de super intercambio:
Este tipo de interaccion ocurre en iones solidos. La interaccion de intercambio ocurre
entre iones magneticos que no son vecinos, es mediada por medio de iones no magneticos
que se encuentran localizados entre ellos.
Interaccion de intercambio RKKY:
La interaccion RKKY (Ruderman, Kittel, Kasuya, Yosida) ocurre en metales con mo-
mentos magneticos localizados. El intercambio es mediado por los electrones de valen-
cia. El acoplamiento es caracterizado por la dependencia con la distancia de la integral
de intercambio JRKKY (r):
JRKKY (r) / F (2 kF r) (1.50)
con
F (x) =
sin x  x cosx
x4
(1.51)
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Este tipo de acoplamiento es de largo alcance y anisotropico que frecuentemente resulta
en arreglos complicados de espines. Ademas, este posee un comportamiento oscilatorio.
Entonces, el tipo de acoplamiento Ferro- o Antiferromanetico, surge en funcion de la
distancia entre momentos magneticos. Un ejemplo es representado por los metales de
tierras raras con sus electrones localizados en las bandas 4f .
Interaccion de doble intercambio:
En algunos oxidos los iones magneticos mezclan valencias, es decir se presentan di-
ferentes estados de oxidacion que resulta en un arreglo ferromagnetico. Un ejemplo
corresponde a la manganta (Fe3O4) que incluye tanto iones Fe
2+ como Fe3+.
1.3.2. Orden de largo alcance: teorema de Mermin-Wagner
En esta seccion mencionamos brevemente el rol de la temperatura en los estados magneti-
camente ordenados de espines. Para ello necesitamos introducir lo que se conoce como funcion
de correlacion. La funcion de correlacion es una cantidad que determina si alguna variable
especca del sistema, presenta algun tipo de orden. As, en el caso de un sistema de N es-
pines a temperatura T , en un campo magnetico externo de ordenamiento h el hamiltoniano
H(h) esta dado por
H(h) =
X
hiji
JijSri  Sri   h
X
i
Szri ; (1.52)
la funcion de correlacion espn-espn a campo cero (o simplemente correlacion espn-espn)
esta dada por
G(ri; rj) = hSri  Srji
= lm
h!0
lm
N!1
1
Z NTr

e H(h)=TSri  Srj

; (1.53)
donde Z = Tr e H(h)=T . Dependiendo del comportamiento de la correlacion hSri  Srji, el
sistema puede presentar orden de largo alcance, cuasi orden de largo alcance o nalmente
ser desordenado magneticamente. As,
si el lmjri rj j!1hSri  Srji 6= 0, el sistema presenta orden de largo alcance. En ese
caso, el parametro de orden magnetico (la magnetizacion escalonada con vector de
ordenamiento q)
lm
h!0
m(q; h) = lm
h!0
lm
N!1
1
Z NTr

e H(h)=TSzq

donde Szq =
X
i
eiq:riSzri (1.54)
es no nulo.
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si lmjri rj j!1hSri  Srji = 0 como una ley de potencias,
hSri  Srji

jri rj j>>0 
1
jri   rjj ;
se dice que el sistema presenta cuasi-orden de largo alcance.
nalmente, si lmjri rj j!1hSri Srji = 0 con un decaimiento tipo exponencial, el sistema
presenta orden de corto alcance o es desordenado magneticamente.
Es de esperar que los estados excitados termicamente reduzcan las correlaciones entre
espines y que para kBT mucho mayor que el rango de energas caracterstico del sistema
(J) los espines se descorrelacionen a grandes distancias y se anule el parametro de orden.
Existira entonces una temperatura Tc, por encima de la cual se produce una transicion entre
una fase ordenada y una desordenada. Sin embargo, la dimensionalidad del sistema tiene
un drastico efecto sobre esta ruptura de simetra. Mermin y Wagner [25], demostraron que
en modelos uni- y bidimensionales con interacciones de corto alcance, cuyos estados fun-
damentales rompen alguna simetra continua del hamiltoniano, la temperatura crtica es
estrictamente igual a cero. Es decir el orden de largo alcance es inestable, para todo S, ante
la presencia de uctuaciones termicas.
Teorema de Mermin- Wagner:
Para el modelo cuantico de Heisenberg (ec. 1.52) con interacciones de corto alcance que
obedecen
J =
1
2N
X
ij
jJijj jxi   xjj2 <1; (1.55)
no puede haber ruptura espontanea de simetra en una y dos dimensiones a T > 0, esto es
lm
h!0
m(q; h) = 0 (1.56)
El resultado principal que se obtiene (ver referencia [4]) es una cota superior para la magne-
tizacion en dimension d como funcion de la temperatura T y el campo de ordenamiento h:
Para h cerca de cero, en d = 1, se tiene:
m(q; h)  cteS(S + 1)
J1=3
T 2=3
h1=3 (1.57)
que se anula cuando h! 0 y T > 0, mientras que para d = 2:
m(q; h)  cteS(S + 1)
J1=2
T 1=2
1pjln(h)j (1.58)
que tambien se anula para h ! 0 y T > 0. Para el caso de d = 3, un resultado similar
conduce a la posibilidad de encontrar una temperatura nita para la cual se satisface la
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desigualdad. Por lo tanto, la ruptura espontanea de simetra y la aparicion de una fase
ordenada es esperada en d = 3 a temperatura T > 0 para el hamiltoniano de Heisenberg, lo
cual se observa en sistemas reales.
El teorema de Mermin-Wagner no se aplica a T = 0, sin embargo las uctuaciones cuanticas
juegan un rol similar en cuanto a que compiten con el orden magnetico.
Un resultado importante es que si el espectro de excitaciones presenta un gap, esto es
Em   E0 > ; 8 m 6= 0; (1.59)
donde  es independiente de h y N , el estado fundamental del modelo de Heisenberg es
desordenado. Como ejemplo, la cadena de espn entero antiferromagnetica exhibe el gap de
Haldane en el espectro de excitaciones. Los modelos que poeen gap, no poseen verdadero
orden de largo alcance en su estado fundamental. El analisis del modelo sigma no lineal
predice que las funciones de correlacion decaen exponencialmente a largas distancias [4].
La implicacion inversa (excitaciones sin gap presentan verdadero orden de largo alcance) no
es cierta. Por ejemplo el modelo de Heisenberg para la cadena de espn semi-entero antife-
rromagnetico, presenta un espectro de excitaciones sin gap sin embargo no hay verdadero
orden de largo alcance puesto que las funciones de correlacion decaen como ley de potencias.
1.3.3. Sistemas desordenados y lquidos de espines
Un tema central de los ultimos a~nos dentro del magnetismo cuantico, comenzando en la
propuesta de Anderson [26], ha sido la busqueda de los lquidos de espines (SL), es decir,
fases sin orden magnetico del tipo Neel de largo alcance. Es de sospechar que las fases SL se
estabilicen a bajas dimensiones o en presencia de frustracion (ver seccion 1.3.4), es decir, en
situaciones donde las uctuaciones cuanticas puedan suprimir fuertemente el magnetismo.
En este marco se espera una fsica muy rica con excitaciones exoticas de baja energa que
requiere, en la mayora de los casos, el uso de tecnicas no perturbativas para determinar
completamente sus propiedades.
En una dimension, a T = 0 las uctuaciones cuanticas tienden a desordenar el estado
fundamental. De esta manera, en una dimension se espera que el estado fundamental este en
una fase SL. Sin embargo, esto no sucede siempre y las propiedades del estado fundamental
dependen del modelo estudiado. Como ejemplo podemos mencionar dos casos muy estudia-
dos: el hamiltoniano de Heisenberg con acoplamientos a primeros vecinos y el hamiltoniano
de Majumdar-Ghosh (ambos de espn S = 1=2),
HJ = J
NX
i=1
Si  Si+1
HMG = J
NX
i=1
(Si  Si+1 + 1
2
Si  Si+2) (1.60)
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En el primer caso, el estado fundamental no presenta orden de largo alcance y corresponde
a un lquido de Luttinger. En este caso la funcion de correlacion decae como una ley de
potencias de la forma,
hSr  S0i    1
4  r2
+ ( 1)r=a cte
r
(1.61)
mientras que el espectro de excitaciones no posee gap.
En el segundo caso, el estado fundamental es doblemente degenerado y las excitaciones
presentan un gap en su espectro. Estos estados estan formados por productos de singletes
de la forma
jGSi = 1
2N=2
N=2Y
n=1
(j "i2nj #i2n1   j #i2nj "i2n1) (1.62)
Se puede vericar que ninguno de los estados presentan orden magnetico calculando la co-
rrelacion espn-espn; sin embargo (1.62) posee otro tipo de orden conocido como orden de
dmeros. Este tipo de orden se puede observar a partir de otro tipo de funcion de correlacion
conocida como correlacion dmero-dmero.
El operador de dmero entre un par de sitios (i; j) esta dado por
dri;rj =
(1  Pri;rj)
2
(1.63)
donde Pri;rj = 2(Sri  Srj + 14) es el operador de permutacion. Con esta denicion, en un
estado como (1.62), el operador de dmero vale 1 si entre los sitios (i; j) hay formado un
singlete, y 1=4 entre los demas sitios.
La correlacion dmero-dmero entre un par de sitios de referencia (i; j) y otro par de sitios
(k; l) es
p(ri;rj ;rk;rl) =
hdri;rjdrk;rki   hdri;rjihdrk;rli
hdri;rji(1  hdrk;rli)
(1.64)
Si p(ri;rj ;rk;rl) = 1 la presencia de un singlete entre los sitios (i; j) implica la existencia de un
singlete entre (k; l); si p(ri;rj ;rk;rl) = 0 hay una ausencia de correlaciones entre singletes entre
los pares de sitios (i; j) y (k; l). Si p(ri;rj ;rk;rl) < 0, un singlete en el par de sitios (i; j) induce
una tendencia de correlacion ferromagnetica entre los sitios (k; l). A modo de comparacion,
en la gura (1.5) se muestran funciones de correlacion espn-espn (crculos) y dmero-dmero
(cuadrados) calculadas en el estado fundamental del hamiltoniano de Majumdar-Ghosh. Se
puede observar que el estado fundamental no presenta orden magnetico de largo alcance,
mientras que s posee orden de dmeros de largo alcance.
Desde el punto de vista tecnico, el caso unidimensional es extremadamente favorable
puesto que existen muchas herramientas no perturbativas para caracterizar completamente
las propiedades fsicas de diferentes SL. Entre ellas podemos nombrar, teoras de campos
conformes [28, 29], bosonizacion [30], y calculos numericos tales como grupo de renormali-
zacion de la matriz densidad (DMRG) y diagonalizacion exacta.
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Figura 1.5: Funciones de correlacion espn-espn (crculos) y dmero-dmero (cuadrados)
calculadas mediante diagonalizacion exacta en el estado fundamental del hamiltoniano de
Majumdar-Ghosh.
La determinacion de las propiedades de los lquidos de espines unidimensionales no es un
problema puramente academico puesto que muchas realizaciones experimentales de cadenas
de espines han sido sintetizadas en los ultimos a~nos [31, 32].
En el caso de dos dimensiones, se han encontrado sistemas que no presentan orden
magnetico, mostrando otros tipos de ordenes como el de dmeros, antes mencionado. Sin
embargo, la comprension de los sistemas magneticos cuanticos bidimensionales es mucho mas
limitada que en el caso unidimesnional. El numero de resultados experimentales inexplica-
bles es extremadamente grande, y lamentablemente las herramientas teoricas son bastantes
limitadas. Entre las tecnicas mas conables para estudiar sistemas en dos dimensiones, se
pueden nombrar por el lado de las tecnicas analticas: el metodo de ondas de espn lineal, la
teoras de campo medio de representaciones bosonicas (campo medio de bosones de Schwin-
ger), fermionicas (campo medio de fermiones de Abrikosov), de representanciones mixtas,
generalizaciones tipo Large-N y modelos efectivos de teoras de campo. Por el lado de tecni-
cas numericas podemos nombrar expansiones en serie, diagonalizacion exacta, Montecarlo
cuantico.
Ademas de los resultados obtenidos de los metodos citados, se encuentra en la literatura que
mediante diversos metodos complementarios uno encuentra al menos cuatro clases de fsica
distinta en sistemas en dos dimensiones:
Fases semi-clasicas tipo Neel
y tres tipos de de fases \puramente cuanticas" basadas en la formacion de singletes.
Las propiedades de estas cuatro fases son resumidas en la tabla (1.1). Las fases cuanticas
aparecen en situaciones donde hay interacciones competitivas, un alto grado de frustracion
magnetica y un numero de coordinacion bajo.
Este tema lo volveremos a tratar en el captulo 5 cuando estudiemos el modelo de Heisenberg
en redes bidimensionales.
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Simetra rota Parametro
Fases en el de orden Excitaciones
fundamental
SU(2)
Semi-clasico, Grupo espacial Magnetizacion Magnones sin gap
Orden de Neel Inversion temporal escalonada
Dmero-Dmero LRO Excitaciones con gap,
Valence Bond Grupo espacial o plaquetas S=0 Espinones connados
Crystal LRO
Lquido de espines Degeneracion Parametro de orden Excitaciones con gap
R.V.B. topologica no local Espinones deconnados
(Type I)
Lquido de espines Degeneracion Parametro de orden Excitaciones sin gap
R.V.B. topologica no local tipo singlete,
(Type II) Gap en excitaciones
de tripletes,
Espinones deconnados
Entropa a T=0
Cuadro 1.1: Posibles fases de sistemas magneticos bidimensionales. Tabla extrada de Claire
Lhuillier, Gregoire Misguich arXiv:cond-mat/0109146v1.
1.3.4. Sistemas frustrados
El concepto de frustracion fue denido por Villain y Toulouse [33, 34] a nales de a~nos
700s en el contexto de vidrios de espn, que marcaron el comienzo de una extensa investigacion
de los sistemas frustrados hasta la actualidad. La frustracion puede deberse a dos posibles
causas:
Interacciones competitivas
Frustracion geometrica
Frustracion geometrica
Para simplicar el problema, vamos a comenzar analizando el hamiltoniano de espines de
Ising para entender la idea de frustracion. El hamiltoniano de Ising de dos espines esta dado
por
HIsing = J Sz1 :Sz2 : (1.65)
Dado que en el hamiltoniano de Ising solo intervienen las componentes z de los operado-
res de espn, este es diagonal en la base canonica del espacio de espn, fj1i 
 ::: 
 jNig
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( jii ="; # ), y por lo tanto las variables de espn se pueden representan por cantidades es-
calares de magnitud 13.
Si la constante de interaccion es negativa J < 0 (caso ferromagnetico), el mnimo de la
energa corresponde a la conguracion en la cual ambos espines son paralelos ( toman el
mismo valor de Sz) y su valor es E =  jJ j. Si por el contrario, J es positivo (interaccion
antiferromagnetica), el mnimo de la energa corresponde a la conguracion donde los espines
son antiparalelos.
Consideremos el caso de un sistema de tres espines acoplados ferromagneticamente como se
muestra en la gura 1.6 - Es facil ver que en el sistema de 3 sitios con interacciones ferro-
S1
S2
S3
Figura 1.6: Arreglo de tres espines.
magneticas, el estado fundamental corresponde a la conguracion en que todos los espines
estan paralelos. Cada par de espines en interaccion toman la conguracion cuya energa es la
misma que la del sistema de dos espines. En este caso se dice que la interaccion de cada par
esta completamente satisfecha. Esta propiedad se cumple para cualquier tipo de red, siempre
y cuando los acoplamientos sean ferromagneticos.
Si J > 0 (caso antiferromagnetico), se puede ver que no hay manera de que todos los pares
de acoplamientos sean satisfechos. El estado fundamental es seis veces degenerado corres-
pondiente a las conguraciones
jGSia = j "i1 
 j "i2 
 j #i3
jGSib = j "i1 
 j #i2 
 j "i3
jGSic = j #i1 
 j "i2 
 j "i3
jGSid = jGSiaj"$#
jGSie = jGSibj"$#
jGSif = jGSicj"$#
con una energa E0 =  J . En este caso se dice que el sistema esta frustrado.
En el caso del hamiltoniano de Heisenberg (operadores de espn con tres componentes),
la situacion es muy similar. En el caso de 2 espines con S = 1=2 acoplados ferromagneti-
camente, la energa del estado fundamental es E0 =   jJ j4 (para J < 0) y el estado tiene la
conguracion j "i1
j "i2. En el caso antiferromagnetico, la energa es E0 =  3 J4 y el estado
3La eleccion los valores de Szi = 1 es estandar y cualquier otra eleccion solo modica mediante una
constante al hamiltoniano.
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corresponde al singlete 1p
2
(j "i1 
 j #i2   j #i1 
 j "i2).
En el caso de 3 espines acoplados ferromagneticamente, la energa del estado fundamental es
E0 =  3 jJ j4 siendo esta la energa de los tres enlaces satisfechos. En el caso antiferromagneti-
co, el estado fundamental es cuatro veces degenerado con una energa E0 =  3 J4 . Una de las
4 posible conguraciones es
1p
2
(j "i1 
 j #i2   j #i1 
 j "i2)
 j "i3 (1.66)
As, el efecto de la frustracion sobre los espines del triangulo es el de acomodar en estado
singlete entre dos de ellos dejando libre el tercero.
La combinacion de frustracion y efectos cuanticos hace a estos sistemas grandes candi-
datos para encontrar fsica no convencional. Sin embargo, la frustracion geometrica por si
sola no es suciente para desestabilizar el orden magnetico. El primer ejemplo de un modelo
frustrado y que presenta orden magnetico, corresponde al modelo de Heisenberg en la red
triangular. Una gran cantidad de trabajos analticos y numericos [35] han revelado que el
sistema presenta un orden tipo Neel como se muestra en la gura 1.7. Este orden, es analogo
al que presenta el modelo clasico de Heisenberg sobre la red triangular lo cual indica que
las uctuaciones cuanticas no son sucientemente grandes como para desestabilizarlo en el
modelo cuantico.
Figura 1.7: Orden tipo Neel en la red triangular antiferromagnetica.
Las redes mas estudiadas que no presentan orden antiferromagnetico a nivel clasico y que
podran llegar a presentar desorden magnetico son las llamadas corner-sharing-lattices, de las
cuales las mas conocidas son Kagome, checkerboard y pyrochlore (gura 1.8). Estas redes
estan compuestas de unidades frustradas, triangulos y tetraedros, conectadas unicamente
por los vertices. Esta baja conectividad detiene como consecuencia una alta degeneracion
para el estado fundamental clasico. Esto puede ser ilustrado en la red de Kagome en la
gura 1.8a. Una plaqueta triangular con espines clasicos en los vertices, es mnimamente
frustrada si los tres espines permanecen en el mismo plano formando un angulo de 120o
entre ellos. El plano comun puede ser especicado por un vector unitario v perpendicular a
este, cuya direccion (saliente o entrante al plano) queda denida por la orientacion de los
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(a) Kagome´ (b) Checkerboard (c) Pyrochlore
Figura 1.8: Redes frustradas tipo corner-sharing.
espines en el triangulo (ver gura 1.9a). Entonces, una conguracion de espines de mnima
energa (formando un angulo de 120o entre ellos) puede ser identicada por un unico espn y
el vector unitario correspondiente v. Dado que dos triangulos vecinos comparten unicamente
un sitio, sus vectores unitarios son independientes: un plano asociado a un triangulo puede ser
rotado alrededor del espn compartido sin costo de energa. La unica restriccion que se debe
cumplir involucra a seis vectores v's de los triangulos que lo rodean a un hexagono como se
muestra en la gura 1.9a: estos vectores determinan como transforma la orientacion local de
los espines al desplazarse de sitio en sitio alrededor del hexagono, y la transformacion total
al recorrer un crculo completo debe ser la identidad. Dado que el numero de hexagonos
es el doble del numero de triangulos en una red de Kagome, unicamente la mitad de los
vectores v's quedan determinados. Consecuentemente, hay transformaciones continuas que
transforman un estado fundamental clasico en otro, con lo que la degeneracion clasica crece
con el tama~no del sistema.
120o120o
120o
(a)
v5
v6
v1
v2
v3
v4
(b)
Figura 1.9: (a) El plano denido por los espines clasicos puede ser identicado por un vector
perpendicular a este, orientado acordando a la "regla de la mano derecha" con respecto a la
direccion en que la orientacion de los espines cambia en +120. (b) Seis vectores de quiralidad
v1:::v6 alrededor de una plaqueta hexagonal
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Interacciones competitivas
Consideremos la otra situacion donde un sistema de espines puede ser frustrado: este es el
caso de diferentes clases de interacciones que entran en conicto y de esta manera el estado
fundamental no corresponde al mnimo de cada una de las interacciones. Por ejemplo, consi-
deremos el hamiltoniano de Heisenberg unidimensional donde la interaccion entre los espines
a primeros vecinos J1 es ferromagnetica mientras que la interaccion a segundos vecinos J2 es
antiferromagnetica. Siempre que J2 < jJ1j=4, el estado fundamental es ferromagnetico: cada
enlace J1 es satisfecho energeticamente pero los enlaces J2 no lo son. Por supuesto, cuando J2
excede un valor crtico, el estado fundamental ferromagnetico ya no es favorecido energeti-
camente y de esta manera, ambos enlaces J1 y los J2 no son completamente satisfechos.
Analogamente, existe una gran variedad de redes que presentan frustracion debido a interac-
ciones competitivas tanto cuasi-unidimensionales como bidimensionales (gura 1.10). Si bien
1 3 5
2 4 6
J
J
′
~e1
~e2
A
B
NN NNN NNNN
(a)
(b)
(c)
Figura 1.10: Redes frustradas geometricamente. (a) Escalera de espines frustrados por acopla-
mientos antiferromagneticos J , J1 y J2. (b) Cadena de triangulos antiferromagneticos J > 0
acoplados con J 0 > 0, y (c) red hexagonal frustrada con acoplamientos antiferromagneticos
a primeros, segundos y terceros vecinos.
en la discusion anterior hemos hablado de frustracion entre interacciones competitivas de la
forma J (Si  Sj), el concepto de frustracion puede ser aplicado a otros tipos de interaccio-
nes tales como la interaccion de Dzyaloshinski-Moriya D (Si ^ Sj), interaccion de plaquetas
k (Si  Sj)(Sk  Sl),..etc.
Mas adelante volveremos a tocar el tema de frustracion cuando discutamos el problema
de sistemas cuasi-unidimensionales de espines Heisenberg frustrados en el captulo 4, y del
modelo de Heisenberg frustrado en dos dimensiones en el captulo 5.
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1.4. Acoplamiento electron-fonon
Uno de los ingredientes que adicionaremos en esta tesis a los modelos unidimensionales de
Hubbard y Heisenberg corresponde a los fonones adiabaticos. Como veremos en los captulos
3 y 4, el acoplamiento de los grados de libertad de carga o espn con los fonones tiene con-
secuencias importantes sobre el sistema, modulando los ordenes de carga y magnetizacion
respectivamente.
En esta seccion, haremos un breve resumen sobre fonones e introduciremos el lmite adiabati-
co que es el que vamos a estudiar.
Consideremos el hamiltoniano unidimensional de N atomos que describe las vibraciones
armonicas de una red,
Hfon0on =
X
j

p2j
2m
+
m
2
w2o 
2
j

(1.67)
j = u(rj+1)  u(rj); fonones acusticos (1.68)
j = u(rj); fonones opticos (1.69)
donde m es la masa de cada atomo y wo es la frecuencia de vibracion. Aqu, uj representa los
desplazamientos de los iones respecto de sus posiciones de equilibrio y pj son sus momentos
conjugados.
Los fonones acusticos, corresponden a ondas de sonido en la red y la relacion de dispersion
no posee gap en su espectro (gura 1.11).
Por el contrario, los fonones opticos, siempre tienen una frecuencia de vibracion mnima
0 Π
a
-
Π
a
2 wo
k
ΕHkL
Figura 1.11:
incluso para longitudes de onda largas.
En el lmite adiabatico, se considera que los grados de libertad de los fonones \se conge-
lan". Esto es, la frecuencia de vibracion tiende a cero mientras que la masa de los atomos a
innito,
fwo ! 0;m!1g ) K  mw2o = constante (1.70)
De esta manera, el hamiltoniano de los fonones queda unicamente descrito por las variables
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clasicas y estaticas j,
Hfonon = K
2
X
j
2j : (1.71)
La interaccion ya sea de los grados de libertad de espn (en el modelo de Heisenberg), como
de carga (en el modelo de Hubbard) con los fonones es modelada por una expansion lineal
de los acoplamientos de intercambio, Jij (Heisenberg) o de hopping, tij (Hubbard) alrededor
de los valores homogeneos, es decir
HHeisenberg =
X
i;j
JijSi  Sj
'
X
i;j
J(1 + s f (uj   ui))Si  Sj
+
Hespn-fonon 
X
i;j
s f (uj   ui)Si  Sj (1.72)
donde s f es una contante que mide la interaccion espn-fonon. En el caso del modelo de
Hubbard tenemos
HHubbard =  
X
i;j;
tij (c
y
i; cj; + h:c:)
'  
X
i;j;
t(1 + e f (uj   ui))(cyi; cj; + h:c:)
+
Helectron-fonon 
X
i;j;
e f (uj   ui)(cyi; cj; + h:c:) (1.73)
donde e f es una contante que mide la interaccion electron-fonon.
Peierls mostro en los 500s que en presencia de acoplamiento electron-fonon y bajo ciertas
condiciones, los sistemas de electrones unidimensionales presentan una inestabilidad hacia
fases ailadoras [36]. En particular, a medio llenado, en un sistema de electrones acoplados a
fonones, la red se dimeriza y se abre un gap en el espectro. Esta inestabilidad de conoce como
inestabilidad de Peierls. De manera similar, el hamiltoniano de Heisenberg unidimensional
acoplado con fonones, y a campo magnetico externo cero, presenta una inestabilidad en la
cual, los sitios se dimerizan y el orden antiferromagnetico es reemplazado por un estado de
singletes. Esta transicion se conoce como transicion de \espn-Peierls\ [37]. La transicion
de espn-Peierls fue inicialmente estudiada en los a~nos 70's, tanto teorica como experimen-
talmente. Sin embargo, la primera realizacion experimental fue observada en el compuesto
organico CuGeO3 por Hase et. al en 1993 [38].
Ademas del acoplamiento de Peierls, existen materiales como los cristales moleculares
(ver ejemplos en el captulo 3), donde es importante otro tipo de interaccion electron-fonon
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que se conoce como "acoplamiento de Holstein" [39]. Esta interaccion esta presente en los
compuestos moleculares, y se debe a las vibraciones internas de las moleculas en cada sitio
del cristal. Las vibraciones de las moleculas producen una desproporcion local de la densidad
de carga modicando la energa en el sitio. Este fenomeno puede tenerse en cuenta por medio
del termino de Holstein dado por,
H 0electron-fonon 
X
i
 i ni (1.74)
donde ni es la densidad electronica en el sitio i, ni = ni;" + ni;#.
Captulo 2
Metodos Analticos y Numericos
En este captulo presentaremos algunas de las tecnicas mas utilizadas para estudiar sis-
temas fuertemente correlacionados en bajas dimensiones. La primera parte sera dedicada al
el metodo conocido como Bosonizacion abeliana que es una de las herramientas mas uti-
lizadas para estudiar sistemas fermionicos interactuantes unidimensionales. Existe mucha
bibliografa sobre el tema y nosotros solo expondremos, en este captulo y en el apendice A,
las ideas y resultados mas importantes.
Posteriormente vamos a presentar dos transformaciones que permiten tratar sistemas de
espines en terminos de variables bosonicas: la primera conocida como transformacion de
Holstein-Primako y la segunda transformacion de Schwinger. Estas tecnicas tienen la ven-
taja de que permiten estudiar sistemas mas alla de d = 1.
2.1. Bosonizacion Abeliana, d = 1.
La idea basica de bosonizacion se basa en el hecho de que las excitaciones hueco-partcula
de baja energa son de caracter bosonico (ver seccion 1.2.3), y de esta manera el espectro
del gas de electrones puede se estudiado en termino de estas excitaciones. La cuestion fue
planteada por F. Bloch en 1934, pero Tomonaga mostro en 1950 que esto puede ser verdad
solo en una dimension (espacial). La razon es simple: Consideremos la gura 1.3b. En la parte
izquierda se ilustra la creacion de un par partcula-hueco de momento k. En la derecha, se
muestra el espectro de las excitaciones partcula-hueco creadas por encima del nivel de Fermi
(ambas cantidades medidas con respecto al estado fundamental). Debido a la dispersion lineal
cerca del nivel de Fermi, los pares tienen dispersion tipo-cuasi-partcula cerca de momento
cero, as estas pueden propagarse de manera coherente. En otras palabras, la partcula y el
hueco tienen aproximadamente la misma velocidad de grupo a bajas energas y se propagan
juntas. Cualquier atraccion por debil que sea, tiene una gran consecuencia, es decir, liga al
par a una propagacion coherente: \una nueva partcula". En particular, en el lmite de bajas
energas, las excitaciones partcula-hueco en una dimension son exactamente coherentes.
En la gura 1.3a se muestra la situacion correspondiente en dos dimensiones, con una
supercie de Fermi circular. Esta claro que un par partcula-hueco con un dado momento
k puede tener un espectro continuo de energas comenzando en cero. Esto se debe a que
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uno puede aniquilar una partcula en un punto por debajo del nivel de Fermi y crearla en
cualquier punto desde 0 a 2kF . Entonces, al ser continuo el espectro partcula-hueco, las
interacciones tienen una dura tarea en formar coherentemente pares partcula-hueco. Esto
implica que denir la teora en terminos de variables bosonicas es mucho menos obvio en
dimensiones mayores que uno.
La pregunta que surge es: >existe algun operador asociado al par en termino de operadores
de los electrones?
2.1.1. Fermiones libres
Para responder a la pregunta antes planteada, comenzamos con un gas de electrones
libres sin espn sobre una red unidimensional de N sitios, descrita por un hamiltoniano
Ht  =  t
NX
j=1
(cyj+1  cj + h:c:) + 
X
j
nj (2.1)
La trasformada de Fourier del hamiltoniano libre esta dada por:
Ht  =
Z
k2PZB
dk
2
" (k) cy(k)  c(k) (2.2)
" (k) =  2 t cos(k a) +  (2.3)
c(k) =
1p
N
NX
j=1
ei a j k cj (2.4)
fck; cyk0g = 2 (k   k0) (2.5)
donde cy(k) (respectivamente c(k)) crea (aniquila) un fermion con vector de onda k. Como
estamos interesados en el lmite de baja energa del modelo (2.1), que es donde las excita-
ciones partcula-hueco son coherentes, denimos operadores de creacion y aniquilacion (k)
y (k), en la vecindad de los puntos de Fermi kF (ver gura 2.1) como sigue:
(k) = c(kF + k)
( k) = c( kF + k)
(k) = cy(kF   k)
( k) = cy( kF + k) (2.6)
donde k > 0. Luego restringimos la integracion alrededor de los puntos de Fermi adicionando
un cuto ultravioleta  que depende de la constante de red a ( kF ) tal que jkj  .
El hamiltoniano no interactuante 2.2 toma la forma:
Ht  =
Z
dk
2
vF jkj

y(k)  (k) + y(k)  (k) (2.7)
(2.8)
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Figura 2.1: Relacion de dispersion para un gas de electrones en d = 1.
donde hemos introducido la velocidad de Fermi vF , que no es otra cosa que la pendiente de
la aproximacion lineal en kF y es el unico parametro remanente de la teora microscopica,
d"(k)
dk

k=kF
= 2 t a sin(kf a) = vf : (2.9)
La energa es ahora denida con respecto al estado fundamental y la integracion se realiza
entre   y . En el espacio de coordenadas, el desarrollo alrededor de los puntos de Fermi
permite introducir campos suaves  R(x) y  L(x) denominados quirales, correspondientes a
los puntos +kF y  kF respectivamente,
c(x)  cjp
a
  R(x) ei kF x +  L(x) e i kF x + : : : (2.10)
donde x = j a y ::: indican correcciones de orden superior cerca de los puntos de Fermi.
El desarrollo de los campos  R;L(x) en terminos de los operadores 
0s y 0s es
 R(x) =
Z
k>0
dk
2

ei k x (k) + e i k x y(k)

 L(x) =
Z
k<0
dk
2

ei k x (k) + e i k x y(k)

(2.11)
El factor
p
a por un lado, se introduce para dar la correcta relacion de anticonmutacion tipo
delta, y por otro reeja su dimension:
f R(x) ;  yR(x0)g = (x  x0)
f L(x) ;  yL(x0)g = (x  x0)
f R(x) ;  yL(x0)g = 0 (2.12)
En el lmite continuo, podemos reescribir el hamiltoniano no interactuante (2.2) en termi-
nos de campos fermionicos como:
Ht  = i vF
Z
dx
h
 yR(x) @x R(x)   yL(x) @x L(x)
i
(2.13)
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Hay que aclarar que la ecuacion (2.11) es enga~nosa: puede hacer pensar que los modos
positivos son continuos hacia los modos negativos, sin embargo este no es el caso debido al
cut o en las integrales y por lo tanto ambos sectores estan separados en 2kF .
A partir de estos campos se denen los operadores densidad
JR(x) =  
y
R(x) R(x); JL(x) =  
y
L(x) L(x): (2.14)
Para la descripcion de electrones, es necesario considerar fermiones con espn  ="; #. En
este caso, el procedimiento es exactamente igual que el antes descrito. El operador fermionico
cerca del nivel de Fermi (kF;" para el sector " y kF;# para el #) esta dado porque
c(x)  cj;p
a
  R;(x) ei kF; x +  L;(x) e i kF; x + : : : (2.15)
donde los puntos indican terminos de orden superior. Por lo general, estas correcciones no
son incluidas en el estudio de baja energa de modelos como el de Hubbard, Heisenberg,
t   J , debido a que solo aportan terminos menos relevantes1 y por lo tanto no modican
el analisis. Sin embargo, como veremos en el captulo 3, estas correcciones juegan un papel
muy importante en la descripcion de baja energa del modelo de Hubbard acoplado a fonones
adiabaticos.
El resultado nal consiste de dos copias desacopladas con distinto ndice de espn:
Ht  = i
X
=";#
Z
dx vF;
h
 yR;(x) @x R;(x)   yL;(x) @x L;(x)
i
(2.16)
donde la velocidad de Fermi y los vectores de Fermi satisfacen vF;" = vF;# = vF y kF;" =
kF;# = kF en el caso de campo magnetico externo h = 0 (ver apendice A).
2.1.2. Fermiones interactuantes
La interaccion mas general de dos cuerpos entre electrones en una dimension (de una
banda unicamente) es
Hint = 1
2
X
;0
X
k1;k2;k3;k4
V;0 c(k1; k2; k3; k4) c
y
(k1) c
y
0(k2) c0(k3) c(k4) (2.17)
En el lmite de baja energa, los procesos de dispersion estan naturalmente restringidos a la
vecindad de los puntos de Fermi, y se restringen a unicamente cuatro tipos, ilustrados en la
1En el apendice A discutimos la idea de operadores relevantes e irrelevantes.
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gura 2.2. En terminos de campos continuos, las correspondientes densidades hamiltonianas
son:
h1 = vf g1
X

 yR;(x) L;(x) 
y
L; (x) R; (x)
hc2 = vf g2;c (JR;"(x) + JR;#(x)) (JL;"(x) + JL;#(x))
hs2 = vf g2;s (JR;"(x)  JR;#(x)) (JL;"(x)  JL;#(x))
h3 =
1
2
vf g3
X

 yR;(x) 
y
R; (x) L;(x) L; (x) + h:c:
hc4 =
1
2
vf g4;c

(JR;"(x) + JR;#(x))
2 + (JL;"(x) + JL;#(x))
2
hs4 =
1
2
vf g4;s

(JR;"(x)  JR;#(x))2 + (JL;"(x)  JL;#(x))2

(2.18)
g1 g2
g3 g4
backward dispersion
forwardUmklapp
Figura 2.2: Los cuatro procesos posibles para electrones en una dimension moviendose desde
la derecha (lnea continua) y desde la izquierda (lnea a trazos).
El proceso g1 se denomina backscattering y acopla fermiones de un punto de la supercie
de Fermi con el otro. Los fermiones cambian de rama despues de la interaccion.
g2 (dispersion), al igual que g1 acopla fermiones R y L. Sin embargo, luego de la
interaccion estos permanecen del mismo lado.
g3 corresponde al proceso umklapp y es permitido unicamente a llenado n = 1.
g4 corresponde a forward scattering y acopla fermiones del mismo lado.
Veamos ahora que procesos aparecen por la interaccion coulombiana en el sitio:
HU = U
X
j
nj;"  nj;#: (2.19)
44 Bosonizacion Abeliana, d = 1.
Usando las expresiones (2.10) y (2.14) el lmite continuo de este termino es
HU = a2 U
Z
dx (JR;" + JL;")(JR;# + JL;#)
+ a2 U
Z
dx ( ei 4 kF x  yR;"(x) L;"(x) 
y
R;#(x) L;#(x) + h:c: )
+ a2 U
Z
dx ( yR;"(x) L;"(x) 
y
L;#(x) R;#(x) + h:c: ): (2.20)
El termino que contiene ei 4 kF x corresponde al proceso umklapp y es inconmensurado en el
sentido que integra a cero, a menos que kF = =2, que corresponde a medio llenado n = 1
2.
2.1.3. Reglas de bosonizacion
En esta seccion presentaremos las reglas de Bosonizacion [18, 30, 40, 41, 42] y dejamos
para el apendice A la muchos de los detalles tecnicos.
La equivalencia entre excitaciones de pares hueco-partcula y excitaciones bosonicas, se for-
maliza mediante un mapeo de los fermiones quirales  R; y  L; a campos bosonicos quirales
R; y L;,
 R; = R;
1p
2 a
: ei
p
4 R; : (2.21)
 L; = L;
1p
2  a
: e i
p
4 L; : (2.22)
donde los factores m; (m = R;L) son Hermticos y se conocen como factores de Klein;
estos factores obedecen el algebra de Cliord
f; g = f; g = 2  f; g = 0; ;  = (R; ";L; ";R; #;L; #) (2.23)
donde y se introducen para que las distintas especies fermionicas anticonmuten. El espacio
de Hilbert sobre el que estos actuan, tiene una mnima dimension que depende del numero
de especies fermionicas. Con cuatro especies (R "; L "; R #; L #), la dimension mnima es
cuatro, al igual que las matrices de Dirac un espacio-tiempo de 3+1 dimensiones. Dado que
los factores de Klein actuan sobre un espacio de Hilbert que diere del espacio de los bosones
quirales, el producto de factores puede ser diagonalizado y reemplazado por alguno de sus
autovalores.
La notacion : : indica orden normal de operadores mientras que los operadores ei   se co-
nocen como operadores de vertice [29]. Los productos de operadores fermionicos se vuelven,
despues de la bosonizacion, en producto de operadores de vertice. Si los campos bosonicos
2A campo magnetico externo h = 0, kF;" = kF;# = n=2, donde el llenado esta dado por n = Ne=N .
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tienen diferentes grados de libertad de (R;L y ) estos productos son simplemente expo-
nenciales de la suma. De otra manera, debido al orden normal, se tiene que tener en cuenta
la funcion de Green de la teora bosonica. El resultado nal queda (ver detalles en apendice
A):
: ei r;(z) :: ei r;(w) : = jz   wj4 : ei r;(z)+i r;(w) : (2.24)
con3 r = R;L, z =  i(x  vF t) y w =  i(y   vF t).
Ademas, el orden normal de productos denidos en el mismo punto es calculado mediante:
:  yr;(z) r;(z) : = lm
"!1

 yr;(z + ") r;(z)  h yr;(z + ") r;(z)i

(2.25)
Usando la expresion anterior, se puede mostrar que las corrientes denidas en (2.14) quedan
expresadas como:
JR(z) =   ip

@zR;(z)
JL(z) =
ip

@zL;(z) (2.26)
A partir de los campos R; y L;, se introducen otros dos que seran de gran importancia
posteriormente: el campo ' y su dual  como:
'(x) = R;(x) + L;(x) (2.27)
(x) = R;(x) + L;(x): (2.28)
El campo (x) se conoce como boson dual y su derivada espacial dene el momento canonico
de '(x) a traves de la relacion @x(x) =   1v@t'(x).
En la seccion siguiente utilizaremos las reglas de bosonizacion presentadas en esta seccion y
las aplicaremos a dos modelos que utilizamos en los captulos 3 y 4: el modelo de Hubbard
y el modelo de Heisenberg.
2.1.4. Bosonizacion del Modelo de Hubbard y Heisenberg
En esta seccion vamos a presentar las versiones bosonizadas del modelo de Hubbard y de
Heisenberg unidimensional.
3En el apendice A introducimos las coordenadas complejas z =  i(x   vF t) y z = i(x + vF t), muy
convenientes para realizar los calculos.
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Modelo de Hubbard
Usando las reglas de bosonizacion, la parte no interactuante del hamiltoniano de Hubbard
en el sector de baja energa denido en la ecuacion (2.16) queda:
Ht  = i vF
X
=";#
Z
dx
h
 yR;(x) @x R;(x)   yL;(x) @x L;(x)
i
= vF
X
=";#
Z
dx

(@xR;(x))
2 + (@xL;(x))
2
=
vF
2
X
=";#
Z
dx

(@x'(x))
2 + (@x(x))
2 : (2.29)
La expresion anterior muestra que a bajas energas, el hamiltoniano fermionico no interac-
tuante equivale al de bosones libres con velocidad vF .
La parte de interaccion (2.20) es bosonizada como:
HU = aU

Z
dx @x'" @x'# +
U
22 a
Z
dx : cos
p
4 ('"   '#) :
+
U
22 a
Z
dx : cos
p
4 ('" + '#) : (2.30)
recordemos que el ultimo termino corresponde al proceso Umklapp, permitido unicamente a
medio llenado (es decir un electron por sitio).
El punto interesante aqu es que, en los cosenos, la dependencia en los campos es ('"   '#)
y ('" + '#) respectivamente. De esta manera, podemos denir nuevos campos denominados
de "carga" y "espn" como
'c =
'" + '#p
2
; 's =
'"   '#p
2
(2.31)
Usando estos nuevos campos, el hamiltoniano es completamente separable y podemos escribir
HHubbard = Ht  +HU = Hc +Hs como
Hc =
Z
dx
vF
2

(@xc)
2 +

1 +
U
 vF

(@x'c)
2

+
U
22 a
cos
p
8 'c (2.32)
Hs =
Z
dx
vF
2

(@xs)
2 +

1  U
 vF

(@x's)
2

+
U
22 a
cos
p
8 's (2.33)
Deniendo unos nuevos parametros, el hamiltoniano se puede escribir como:
Hc =
Z
dx
vc
2

Kc (@xc)
2 +
1
Kc
(@x'c)
2

+ gc cos
p
8 'c (2.34)
Hs =
Z
dx
vs
2

Ks (@xs)
2 +
1
Ks
(@x's)
2

+ gs cos
p
8 's (2.35)
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donde
Kc =

1 + aU
vF 
 1=2
vc = vF
q
1  aU
vF 
gc =
U
22 a
Ks =

1  aU
vF 
 1=2
vs = vF
q
1 + aU
vF 
gs =
U
22 a
(2.36)
donde Kc;s y vc;s son el parametro de Luttinger y la velocidad para el sector de carga y espn.
El primer termino corresponde a un lquido de Luttinger con parametros de Luttinger Kc;s y
velocidad vc;s, mientras que el coseno corresponde al termino de autointeraccion. Reescritos
de esta manera, tanto el sector de carga como el de espn quedan descriptos por el modelo
conocido como seno-Gordon, una de las teoras de campos unidimensionales mas estudiadas
[43].
Dependiendo de los valores de Kc;s, el coseno puede abrir un gap de carga o espn, si este
es un operador relevante en el sentido del grupo de renormalizacion. Para saber esto, es
necesario calcular la dimension conforme  denida en el apendice A; este sera relevante si
 < 2, marginal si  = 2 e irrelevante si  > 2.
En nuestro caso tenemos, con U > 0 (ver detalles en el apendice A):
c =
2
1 + aU
 vF
< 2; (2.37)
s =
2
1 + aU
 vF
> 2 (2.38)
(2.39)
indicando que el sector de carga el sistema posee un gap mientras que en el sector de espn
corresponde a un lquido de Luttinger con parametros vs y Ks.
Modelo de Heisenberg
El siguiente modelo que vamos a estudiar mediante bosonizacion es el modelo de Heisen-
berg unidimensional dado por el hamiltoniano
HJ Jz =
NX
i=1

J
2
(S+i S
 
i+1 + S
+
i+1 S
 
i ) + Jz S
z
i  Szi+1

(2.40)
donde las interacciones son solo entre primeros vecinos, y J > 0. Este modelo tiene solucion
exacta mediante el ansatz de Bethe, revelando que el modelo no tiene gap en sus excitaciones
para  J  Jz  J , y existe una transicion de fase hacia un fase con gap (Jz > J) en el
punto isotropico Jz = J .
Para los modelos de espn S = 1=2 en d = 1, existe una transformacion que permite mapear
los operadores de espn a operadores fermionicos. Esta transformacion se conoce como trans-
formacion de Jordan-Wigner [44] y se basa en el hecho de que cada espn S = 1=2 tiene dos
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estados en cada sitio, " y #. El mapeo identica estos estados, en terminos de los estados
de fermiones en donde un espn # corresponde a un sitio desocupado y un espn " a un sitio
ocupado. Para implementar esto, se dene un operador fermionico de fi en cada sitio y se
construye la siguiente representacion para los operadores de espn:
Szi = f
y
i fi   1=2 = ni   1=2
S i = ( 1)i fi ei 
Pi 1
j=1 nj (2.41)
El factor exponencial de la suma de operadores, llamado operador de string, tiene que in-
cluirse para que, mientras fermiones en distintos sitios anticonmutan, espines en distintos
sitios conmuten. Uno puede chequear, que efectivamente se satisfacen las relaciones de con-
mutacion de SU(2)y anticonmutacion
[Si ; S
z
j ] = 
1
2
Sj i;j
ffi; f yj g = i;j
ffi; fjg = 0 (2.42)
Ahora reescribimos el hamiltoniano (2.40) en terminos de fermiones, obteniendo
HJ Jz =  
J
2
X
j
h
f yj e
i  nj fj+1 + h:c:
i
+ Jz
X
j
[(nj   1=2) (nj+1   1=2)]
=  J
2
X
j
h
f yj fj+1 + h:c:
i
+ Jz
X
j
[(nj   1=2) (nj+1   1=2)] (2.43)
Notemos que el termino (S+i S
 
i+1 + h:c:) del hamiltoniano de espines, reescrito en terminos
de los operadores fermionicos f 's, es analogo al hopping en el hamiltoniano electronico y
corresponde a la parte cinetica; mientras que la interaccion Sz   Sz, que equivale a una
interaccion cuartica en fermiones, es analoga al termino de repulsion coulombiana.
Utilizando las reglas de bosonizacion (2.10) y (2.22), la parte cinetica del hamiltoniano (2.43)
queda
HJ =  i vF
Z
dx
h
 yR@x R    yL@x L
i
= vF
Z
dx

(@xR(x))
2 + (@xL(x))
2
=
vF
2
Z
dx

(@x'(x))
2 + (@x(x))
2 (2.44)
donde vF = 2 a J sin(kF a), kF = =2 a campo magnetico externo cero.
El termino Jz se incluye como una perturvacion del hamiltoniano libre y en el lenguaje
fermionico se escribe
HJz = Jz
X
j
: f yj fj : : f
y
j+1 fj+1 : (2.45)
Metodos Analticos y Numericos 49
En el lmite de baja energa, reescribimos los operadores fermionicos usando (2.10) como
HJz = a2 Jz
Z
dx

(x) + ( 1)x=aD(x)  (x+ a) + ( 1)1+x=aD(x+ a) (2.46)
donde (x) =:  yR R : + 
y
L L : y D(x) =  
y
L R +  
y
R L.
Expandiendo a primer orden en a y eliminando terminos oscilatorios obtenemos:
HJz = a2 Jz
Z
dx
h
4 JR(x) JL(x) + J
2
R(x) + J
2
L(x) 

( yL(x) R(x))
2 + h:c:
i
:(2.47)
Usando (2.22) obtenemos
HJz = a2 Jz
Z
dx
1


4 @xL @xR   (@xR)2   (@xL)2

+
Jz
22
Z
dx cos(2
p
4 (R + L)) (2.48)
nalmente el hamiltoniano HJ Jz queda
HJ Jz =
Z
dx
v
2

K (@x)
2 +
1
K
(@x')
2

+ g cos 2
p
4 '
K =
 
1  3 a Jz
 vF
1 + a Jz
 vF
!1=2
(2.49)
v = vF
s
1  3 a
2 Jz
v2F 
2
  2 a Jz
 vF
(2.50)
g =
Jz
2 2 a
: (2.51)
Al igual que en el caso del modelo de Hubbard, podemos calcular las dimensiones de escala
del operador coseno
 = 2
 
1  3 a Jz
 vF
1 + a Jz
 vF
!1=2
(2.52)
Mas alla de que uno pueda observar la dependencia en Jz, tiene que recordar que el resul-
tado es valido unicamente a bajas energas, y por lo tanto para valores peque~nos de Jz. La
dependencia exacta de K en terminos de Jz, se puede obtener comparando con el resultado
del ansatz de Bethe en el rango  J < Jz  J [45], dado por:
K =

2(   ) ; v =

2
sin 

(2.53)
donde cos  = Jz, y para Jz peque~no, recuperamos la expresion (2.51).
En la gura (2.3) se compara el parametro de Luttinger K en funcion de Jz obtenido me-
diante bosonizacion (ecuacion (2.49)) y ansatz de Bethe. Como paso nal mencionamos que
50 Bosonizacion Abeliana, d = 1.
0.0 0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Jz
K
Bosonización
Ansatz de Bethe
Figura 2.3: En esta gura se compara la dependencia del parametro de Luttinger K en
funcion de Jz (J = 1), obtenido mediante bosonizacion con el resultados exacto del ansatz
de Bethe.
utilizando la transformacion de Jordan-Wigner (2.41) y las reglas de bosonizacion (2.10),
(2.22) es facil obtener el mapeo en el lmite continuo entre los operadores de espn y los
campos bosonicos [45],
Sz(xj) =
1p

@xj'+ a : cos(2 kF xj +
p
4  ') : +
hMi
2
(2.54)
S(xj) = ( 1)x : e i
p
4 

b cos(2 kF xj +
p
4  ') + c

: (2.55)
donde kF depende del llenado de los fermiones de Jordan-Wigner (ecuacion (2.41)) y por lo
tanto de la magnetizacion del sistema
kF =

2
(1  hMi): (2.56)
En la ecuacion (2.55), : : indica orden normal con respecto al estado fundamental con magne-
tizacion hMi, que deja el termino constante en (2.55). El prefactor 1
2
surge de la normalizacion
de la magnetizacion con respecto a saturacion hMi = 1. Utilizando las reglas de bosoniza-
cion es posible obtener expresiones de las constantes a; b y c en terminos de las constantes
microscopicas del modelo, sin embargo las expresiones que se obtengan son solo aproxima-
ciones de baja energa y la dependencia a toda escala de energa no puede ser obtenida por
este camino. Por esta razon, estas constantes se dice que son constantes no universales y
pueden ser determinadas de manera indirecta y numericamente a partir de varias funciones
de correlacion. Utilizando (2.55) es facil mostrar que la densidad de energa en el lmite
continuo toma la forma
lm
jxj xij!0
S(xi)S(xj)! (x) ' 1 @x '+ 1 : cos(2 kF x+
p
4 ') :
+2 (@x ')
2 + 2 : cos(4 kF x+ 2
p
4 ') : +::: (2.57)
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las constantes 0s y 0s dependen del valor de la magnetizacion hMi, mientras que los puntos
::: indican armonicos superiores que pueden surgir como consecuencia de las interacciones
del modelo [46], y en algunas situaciones deberan ser tenidos en cuenta.
2.2. Bosonizacion de los operadores de espn, d > 1.
En esta seccion describimos en detalle dos metodos analticos que permiten estudiar sis-
temas de espines en dimensiones d > 1. Introducimos las representaciones de bosones de
Holstein-Primako y bosones de Schwinger para los operadores de espn. La primera repre-
sentacion, es de gran utilidad para describir uctuaciones cuanticas de fases magneticamente
ordenadas, mientras que la segunda se utiliza para describir tanto fases ordenadas como de-
sordenadas.
En el captulo 5, estas tecnicas nos permitiran estudiar el estado fundamental del modelo de
Heisenberg antiferromagnetico en redes frustradas.
2.2.1. Bosones de Holstein-Primako y ondas de espn
El operador de espn es un operador vectorial. En una fase con simetra SU(2) rota,
al menos una de sus componentes tiene valor medio no nulo. Es natural describir la fase
ordenada en terminos de peque~nas uctuaciones de los espines alrededor de sus valores de
expectacion. Lo que acabamos de comentar es la base de la teora de ondas de espn. Para
comenzar, consideremos el caso del hamiltoniano de Heisenberg ferromagnetico,
H =  J
X
hm;ni
Sm  Sn (2.58)
donde J > 0, hm;ni denota que la sumatoria se realiza entre sitios vecinos de una red y
Saj representa la a-esima componente del operador de espn en el sitio j, que satisfacen el
algebra
[Saj ; S
b
k] = i 2a b c Scj j k (2.59)
con a; b; c ndices que toman los valores x; y; z y j; k ndices de red.
Ahora, debido a la positividad de la constante de acoplamiento J , el hamiltoniano favorece
conguraciones donde los espines en sitios vecinos estan alineados en la misma direccion (ver
gura 2.4a). Un posible estado fundamental del sistema esta dado por
j
i  
m j "mi;
donde j "mi representa un estado con maxima componente de z del espn: Szmj "mi = S j "mi.
Hemos escrito \un" estado fundamental en vez \del" estado fundamental, porque el sistema
es altamente degenerado: un cambio simultaneo de la orientacion de todos los espines no
cambia la energa del estado fundamental, es decir el sistema posee una simetra global. Esto
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Figura 2.4: (a) estado fundamental ferromagnetico \perfectamente alineado". (b) Excitacio-
nes de baja energa que surgen como uctuaciones de larga longitud de onda.
se puede observar calculando el valor de expectacion del hamiltoniano (2.58) en los estados
j
i y ji denidos como
ji = exp(i:S)j
i (2.60)
donde S es el operador de espn total S =
P
m Sm, y  es un vector de tres componentes
que dene los angulos en las tres direcciones. Las excitaciones corresponden a uctuaciones
de longitud de onda  respecto de la conguracion clasica (gura 2.4b). Para explorar cuali-
tativamente la fsica de estas \ondas de espn", vamos a adoptar una imagen clasica, donde
el espn S  1. En este lmite, la rotacion de los espines alrededor de la conguracion del
estado fundamental es equivalente a una rotacion \clasica" de momentos magneticos.
En el lmite de S grande, y en el caso de excitaciones de baja energa, es natural describir
la fase ordenada en terminos de peque~nas uctuaciones de espn alrededor de su valor de
expectacion. Para llevar a cabo esto, Holstein y Primako desarrollaron una representacion
de los operadores de espn en terminos de operadores bosonicos de aniquilacion y creacion b
y by:
S+j =
p
2S
 
1  b
y
j bj
2S
!1=2
bj
S j =
p
2S byj
 
1  b
y
j bj
2S
!1=2
Szj = S   byj bj (2.61)
(2.62)
Usando la relacion de conmutacion de los operadores bosonicos, [bi; b
y
j] = i;j, es facil mostrar
que los operadores de espn (2.62) obedecen las relaciones de conmutacion de SU(2) (ecuacion
(2.59)).
El espacio fsico de los operadores, es solo un subespacio del espacio de Fock de los operadores
b y esta generado por los estados
fjnbig = fj0i; j1i : : : j2Sig (2.63)
donde nb es el numero de bosones y satisface b
y bjnbi = nb jnbi. Es necesario introducir la
restriccion no-holonomica 0  nb  2S para poder mapear correctamente los estados fsicos
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de espn en los bosonicos. La utilidad de esta representacion es clara cuando el valor del
espn es grande. El procedimiento usual consiste en expandir las races en potencias de 1=S
(2.62),
p
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j bj
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2
32S2
: : :
!
(2.64)
Insertando (2.64) en el hamiltoniano de Heisenberg ferromagnetico, y ordenando en potencias
de 1=S se obtiene
H =  J S2
X
hm;ni

Szm S
z
n +
1
2
 
S+m S
 
n + S
 
m S
+
n

H =  J S2
X
mn

1 +
1
S
h^1[b
y; b] +
1
S2
h^2[b
y; b; by; b] +O

1
S3

(2.65)
donde h^1 y h^2 son terminos cuadraticos y cuarticos en los operadores bosonicos. As, al orden
mas bajo (1=S) se obtiene un hamiltoniano cuadratico de "ondas de espn" no interactuantes
que se puede diagonalizar mediante una transformacion para-unitaria (ver detalles en el
apendice B). En el caso de una cadena periodica de N sitios, con interacciones a primeros
vecinos, es facil demostrar que el hamiltoniano diagonal queda
H =  J N S2 + S2
 X
k2BZ
wk b
y
k bk +O(
1
S2
):::
!
(2.66)
donde S2wk = 4 J S sin
2(k=2). En particular, en el lmite k ! 0, la energa de las excita-
ciones elementales se anulan. Estas excitaciones de baja energa, se conocen como magnones
y describen las excitaciones de espn de un ferromagneto. Los terminos de orden superior
introducen interacciones entre los magnones. El truncamiento del desarrollo trae como con-
secuencia acoplar subespacios fsicos con no fsicos. Sin embargo, la aproximacion lineal de
ondas de espn ha demostrado tener un notable exito para estudiar fases ordenadas tanto
del hamiltoniano de Heisenberg ferro- como antiferromagnetico.
Ahora veamos lo que ocurre en el caso del hamiltoniano de Heisenberg Antiferromagnetico
(AF):
H = J
X
hm;ni
Sm  Sn (2.67)
donde J > 0.
Mas alla de que el hamiltoniano AF \solo" diera del ferromagnetico en el signo de la
constante de acoplamiento, la diferencia en la fsica del problema es drastica. Primero, la
fenomenologa desarrollada por el AF depende sensiblemente de la gometra de la red en la
cual se encuentra: por ejemplo en el caso del modelo clasico sobre una red bipartita como la
red cuadrada (gura 2.5a), el estado fundamental del modelo de Heisenberg AF, adopta una
conguracion alternada, conocida como \estado de Neel", donde todos los espines vecinos
estan \orientados" de manera antiparalela. En contraste, en redes no bipartitas tales como
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la triangular mostrada en la gura 2.5b , no es posible encontrar un arreglo de espines en
donde cada uno de los bonds recupere la energa total J . Los modelos de espines de esta clase
se denominan Frustrados (ver seccion 1.3.4).
Volviendo al caso de la cadena unidimensional, podemos notar que la cadena es trivialmente
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Figura 2.5: (a) Ejemplo de una red bidimensional bipartita. (b) red no bipartita.
bipartita y por lo tanto el estado fundamental clasico corresponde al de Neel (gura 2.6a).
Mas alla de que este no es un autoestado del hamiltoniano cuantico, cuando S  1 el estado
fundamental clasico sirve como un estado de referencia de manera tal que las uctuaciones
cuanticas pueden ser examinadas con la representacion de Holstein-Primako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Figura 2.6: (a) Conguracion tipo Neel de una cadena de espines. (b) Imagen ilustrativa de
una onda de espn antiferromagnetica.
expandir el hamiltoniano en terminos de los operadores bosonicos, es conveniente aplicar
una transformacion canonica al hamiltoniano en que los espines en una subred, digamos B,
son rotados 180o alrededor de un eje, por ejemplo SxB ! ~SxB = SxB, SyB ! ~SyB =  SyB y
SzB ! ~SzB =  SzB. De esta manera, cuando representamos en termino de los operadores
bosonicos, el estado de Neel equivale a un estado ferromagnetico, con todos los espines
alineados. Es de esperar que una distorsion gradual de este estado producira el analogo
antiferromagnetico de las ondas de espn como en el caso ferromagnetico.
Representado en terminos de los operadores transformados, el hamiltoniano queda
H =  J S2
X
hm;ni

Szm ~S
z
n  
1
2

S+m ~S
+
n + S
 
m
~S n

(2.68)
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As, aplicando la transformacion de Holstein-Primako en la aproximacion cuadratica obte-
nemos el hamiltoniano:
H =  J N S2 + J S2
0@X
hm;ni
1
S
(bym bm + b
y
n bn + bm bm + b
y
m b
y
m) +O(
1
S2
)
1A (2.69)
despues de una transformacion de Fourier, bm = N
 1=2P
k e
i k xm bk, este toma la forma
H =  J N S(S + 1) + J S2
0@X
hm;ni
1
S

byk; b k
 1 k
k 1

bk
by k

+O(
1
S2
)
1A
donde k = cos(k). Para remover el termino b
yby, realizamos una transformacion de Bogo-
liubov4 [4]
~bk = cosh(k) bk   sinh(k) by k: (2.70)
De esta manera, el hamiltoniano (a primer orden en 1=S) queda
H =  N J S2 + 2 J S2
 X
k
1
S
j sin(k)j

~byk ~bk +
1
2
!
(2.71)
Cabe notar, en contraste con el caso ferromagnetico, que las excitaciones de de ondas de
espn en el modelo antiferromagnetico revelan un comportamiento lineal en el lmite k ! 0.
2.2.2. Metodo de Bosones de Schwinger
En la representacion de Schwinger [47] cada variable de espn es reemplazada por dos
bosones bi; ( ="; #) de acuerdo a:
Si =
1
2
byi    bi (2.72)
donde  = (x; y; z) son las matrices de Pauli y bi =
  bi;"
bi;#

.
Las componentes del espn se escriben entonces
Szi =
1
2
(byi;"bi;"   byi;#bi;#);
S+i = b
y
i;"bi;#;
S i = b
y
i;#bi;": (2.73)
4Este tipo de transformaciones es frecuentemente aplicada en magnetismo cuantico, superconductividad,
y en todos los problemas donde el numero de partculas no es una cantidad conservada.
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Es facil vericar que tal denicion, satisface el algebra de SU(2) (ecuacion (2.59)). La mag-
nitud del espn S dene el subespacio fsico
fjn"; n#i : n" + n# = 2Sg: (2.74)
El subespacio esta dado por la restriccion holonomica
(byi;"bi;" + b
y
i;#bi;#   2S) = 0: (2.75)
En el espacio proyectado, la magnitud del espn esta bien denida,
S2 = S(S + 1): (2.76)
mientras que los estados de espn (espn S y proyeccion ms) se obtienen de los estados
bosonicos segun [4]
jS;msii =
(byi;")
S+ms(byi;#)
S msp
(S +ms)!(S  ms)!
j0i: (2.77)
Los bosones de Schwinger tienen, por construccion, asociada una invariancia de gauge bi; !
bi; e
i i , que no modica el valor de los observables.
Al utilizar el mapeo (2.73) y la restriccion (2.75), el hamiltoniano bosonico que se obtiene
a partir del hamiltoniano de Heisenberg, presenta terminos cuarticos en operadores bosonicos
siendo necesario realizar alguna aproximacion para poder tratar este problema.
Aproximacion de campo medio
Hay varias maneras de formular una teora de campo medio a partir de un hamiltoniano
bosonico cuartico: bien puede ser en el contexto de las teoras llamadas large-N , o como un
enfoque variacional. Nosotros vamos a utilizar el enfoque variacional en el captulo 5; sin
embargo antes de desarrollar el metodo, vamos a comentar las ideas del primer enfoque, las
cuales, de alguna manera, justican el segundo.
Las teoras llamadas large-N , generalizan el modelo de interes a una familia de modelos
donde el numero de grados de libertad internos se caracteriza por un numero entero N . El
lmite N ! 1, conduce a un modelo que puede ser resuelto mas facilmente, y donde las
propiedades de N nito, pueden ser obtenidas a partir de una expansion en serie de potencias
de 1=N .
Estas teoras son bien conocidas en la fsica de partculas, y en teoras de fermiones pesados
[48, 49, 50]. Estas fueron introducidas en magnetismo cuantico por Aeck y Marston [51, 52],
que usaron una representacion para los operadores de espn en terminos de fermiones para
tratar los modelos de Hubbard y Heisenberg (de espn S = 1=2) al extender la simetra SU(2)
a SU(N ), preservando la invariancia rotacional del hamiltoniano bajo SU(N ). Desde enton-
ces, otras extensiones de SU(2) han sido usadas, incluyendo Sp(N ) [53]. Las teoras large-N
fermionicas capturan el lmite cuantico extremo, S=N  1, donde el estado fundamental
es siempre desordenado. Estas son utilizadas para estudiar las posibles fases desordenadas
del estado fundamental, pero no para determinar si un modelo particular presenta una fase
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desordenada. Para ello, uno necesita una representacion bosonica de los operadores de espn,
donde el orden de largo alcance corresponde a la condensacion de los bosones en un vector de
onda particular k. Arovas y Auerbach introdujeron la teora SU(N ) bosonica [54], que puede
tratar valores arbitrarios de S=N , y tanto estados magneticos ordenados como desordenados.
Esta teora fue un gran exito para describir ferromagnetos y antiferromagnetos bipartitos,
pero incapaz para tratar magnetos frustrados. Para resolver esto, Sachdev y Read extendie-
ron la teora para acoplamientos arbitrarios antiferromagneticos por limitar la invariancia
rotacional al grupo Sp(N ) [55]. Sin embargo, ninguna de estas teoras son invariantes frente
a inversion temporal. Recientemente R. Flint y P. Coleman [56] desarrollaron una nueva
generalizacion del modelo de Heisenberg al que llamaron symplectic-N .
En todas estas teoras el lmite de large-N constituye una manera de obtener una teora de
campo medio que es controlada por el parametro 1=N .
Como mencionamos antes, en esta tesis vamos a usar el enfoque variacional guiados por
[56] que nos va a proporcionar una manera unicada para estudiar el efecto de diferentes
interacciones.
Consideremos el hamiltoniano de Heisenberg
H =
X
hiji
Ji;j Sri  Srj : (2.78)
En terminos de los bosones de Schwinger, la interaccion espn-espn queda
Sri  Srj =
1
4
byri; ;0 bri;0 b
y
rj ;
; 0 brj ; 0 (2.79)
con la restriccion del numero de bosones en cada sitioX

byri; bri; = 2S: (2.80)
Dado que el hamiltoniano de Heisenberg tiene simetra SU(2), necesitamos obtener una
descomposicion de campo medio que conserve explcitamente el caracter invariante rotacional
del modelo. Para ello, denimos la siguiente matriz
ri =
 
bri;"  byri;#
bri;# b
y
ri;#
!
As denida, ri transforma ante rotaciones como 
0
ri
= R :ri , donde R 2 SU(2). Utilizan-
do las reglas de conmutacion bosonicas y las propiedades de las matrices de Pauli se puede
mostrar que
Sri  Srj =
1
8
: Tr(z 
y
ri
rj z 
y
rj
ri) : (2.81)
donde : : indica orden normal de operadores y z =

1 0
0  1

. Con esto, el acoplamiento
espn-espn puede escribirse como
Sri  Srj =: Byri;rjBri;rj :  Ayri;rjAri;rj ; (2.82)
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donde5
Byri;rj =
1
2
X

byri;brj ;; A
y
ri;rj
=
1
2
X

~ byri;b
y
rj ; : (2.83)
con  =  y : O : indicando orden normal de los operadores. El operador Ayri;rj actuando
sobre el vaco de Fock, crea un singlete de espn 1=2 entre los sitios ri y rj, es decir:A
y
ri;rj
j0i =
1
2
(j "i #ji   j #i "ji); mientras que Byri;rj crea un \enlace ferromagnetico" Byri;rj j0i = 12(j "i"ji + j #i #ji). La interpretacion fsica de los operadores de A0s y B0s es mas evidente si
escribimos estos en terminos de los operadores de espn:
Ayri;rj Ari;rj =
1
4
 
Sri   Srj
2
Byri;rj Bri;rj =
1
4
 
Sri + Srj
2
(2.84)
as, el valor medio de Ayri;rjAri;rj mide el orden antiferromagnetico mientras que el valor
medio de Byri;rjBri;rj mide el ferromagnetico.
Para desacoplar la parte cuartica, efectuamos la siguiente descomposicion de campo medio
(MF) invariante rotacional:
(Sri  Srj)MF =
1
4
Tr(
ri;rj 
y
rj
ri) +
1
4
Tr(yri rj 
rj ;ri) 
1
2
Tr(
ri;rj z 
rj ;ri z): (2.85)
La matriz de parametros de orden esta dada por

ri;rj =
1
2
z hyri rjiz =

Bri;rj Ari;rj
 Ari;rj Bri;rj

;
donde Ari;rj y Bri;rj son los valores medios de los operadores (2.83) tomados con la funcion de
onda del estado fundamental. Finalmente, el hamiltoniano de Heisenberg se puede expresar
de la forma
HMF =
X
ij
Jij(Sri  Srj)MF
=
X
ij
Jij(Bri;rjB
y
ri;rj
  Ari;rjAyri;rj + h:c:)  Jij (Sri  Srj)MF
+
X
i
i
X

(byri;bri;   S) (2.86)
donde (Sri  Srj)MF = jBri;rj j2   jAri;rj j2.
En el ultimo termino, i es un multiplicador de Lagrange que impone, en valor medio, la
restriccion del numero de bosones (2.75) en cada sitio de la red. En general, este termino
diculta los calculos tanto numericos como analticos y comunmente se implementa una
aproximacion que permite simplicar el problema. Esta consiste en relajar la restriccion de
5El tilde en una letra griega como ~ indica que un termino como
P
 ~OO  =
P
(OO  O O)
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local a global, i  . En el caso de que la red este formada por varias subredes (esto equivale
a que hay varios sitios por celda unidad), la restriccion se hace global a cada subred i  a,
j  b, k  c ... con i 2 subred A, j 2 subred B, k 2 subred C ...etc.
El problema que nos queda es el de un hamiltoniano cuadratico en bosones con parametros
que deben calcularse de manera autoconsistente
Ari;rj = hAri;rji
Bri;rj = hBri;rji: (2.87)
sujetos a la condicion
hbyri;"bri;" + byri;#bri;#i = 2S (2.88)
Debido a la presencia de terminos que no conservan el numero de bosones el hamiltoniano
debe diagonalizarse mediante una transformacion de Bogoliubov (ver apendice B).
En el captulo 5 utilizaremos tanto el mapeo a bosones Holstein-Primako como el de bosones
de Schwinger para estudiar las fases del estado fundamental en dos modelos de sistemas
bidimensionales: el hamiltoniano de Heisenberg sobre la red de kagome y la red hexagonal.
2.3. Metodos Numericos
En esta seccion abordaremos dos tecnicas numericas que en los ultimos a~nos han mos-
trado ser de gran utilidad en una amplia gama de problemas de materia condensada; en
particular en sistemas fuertemente correlacionados. Estas tecnicas son: Lanczos [6] y DMRG
(Density Matrix Renormalization Group) [57]. Estas son imparciales en el sentido que no
asumen ningun tipo de naturaleza para el estado fundamental del sistema permitiendo es-
tudiar modelos como el de Heisenberg, el t   J y el de Hubbard, entre otros. Sin embargo,
cada uno de estas tecnicas tienen sus limitaciones: la mas importante de todas es que con
estas se pueden estudiar sistemas con un numero nito de sitios.
En ambas tecnicas, la idea central consiste en construir una representacion matricial del
hamiltoniano para un dado numero de sitios en una dada base apropiada y posteriormente
diagonalizar la matriz mediante algun algoritmo apropiado. Una vez diagonalizado el ha-
miltoniano se pueden calcular distintas cantidades como correlaciones espn-espn de carga,
...etc. Para entender por que estas tecnicas son necesarias para estudiar los modelos men-
cionados, supongamos el modelo de Heisenberg en una red de L sitios. Cada sitio tiene dos
posibles estados: espn " y #. Una red con L sitios tiene 2L estados y esta es la dimension de
la matriz del hamiltoniano. Similarmente, para el modelo t  J y de Hubbard tenemos 3L y
4L estados, respectivamente. Debido al comportamiento exponencial con L, incluso en redes
peque~nas, el hamiltoniano es demasiado grande para poder ser manejado en las computado-
ras de hoy en da.
Una manera de reducir las dimensiones de trabajo es a traves de las simetras del modelo.
Muchos modelos exhiben la conservacion del espn total, componente z del espn total, carga
total, numero de partculas, simetras de traslacion y rotacion, etc. Es decir,H;S2total = [H; Sztotal] = [H;N] = 0 (2.89)
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donde H es el hamiltoniano y
Stotal =
X
i
Si; N =
X
i
ni (2.90)
Por otra parte, estos operadores tambien pueden conmutar entre si,
S2total; S
z
total

= [Sztotal;N] =

S2total;N

= 0: (2.91)
En ese caso, los autovalores de H, Stotal, Sztotal y N son simultaneamente buenos numeros
cuanticos (denotados por E; S(S + 1); Sz y N respectivamente). En un dado tratamiento
numerico de un dado modelo es posible considerar autoestados que simultaneamente dia-
gonalizen todos los operadores asociados con sus simetras. La manera mas eciente de
aprovechar esto, es trabajar en una base en que los operadores asociados a las simetras
son siempre diagonales, seleccionando un subespacio o sector del espacio de Hilbert con un
determinado conjunto de autovalores de esos operadores, y diagonalizar H en ese sector
particular. La diagonalizacion se realiza luego dentro de cada uno de estos bloques lo cual
implica logicamente un menor esfuerzo.
Finalmente si uno realiza el estudio con distintos tama~nos, lo cual va a depender de las
caractersticas del sistema, puede extrapolar los resultados al lmite termodinamico. Este
procedimiento llamado escaleo de tama~no nito [58] es especialmente utilizado regmenes
cercanos a transiciones de fase puesto que en ese caso, las cantidades fsicas poseen una
fuerte dependencia en el tama~no del sistema [59]. Sin embargo, mediante este procedimiento
es posible extraer una gran informacion del lmite termodinamico examinando unos pocos
tama~nos.
2.3.1. Algoritmo de Lanczos
La idea basica del algoritmo de Lanczos [60, 61] es que se puede construir una base especial
donde la matriz H del hamiltoniano tiene una representacion tridiagonal. As, el estado
fundamental puede ser calculado mediante tecnicas ecientes para este tipo de matrices. La
matriz tridiagonal es construida iterativamente. Primero se construye un vector normalizado
arbitrario ji del espacio de Hilbert de dimension Nh, luego bajo la aplicacion sucesiva del
hamiltoniano, se construye el conjunto de vectoresji; Hji; H2ji; :::; HNk ji	
Este conjunto de vectores pertenece a un subespacio, denominado subespacio de Krylov de
orden Nk, del espacio de Hilbert. Una base posible de este subespacio se obtiene ortonor-
malizando los vectores del conjunto generado mediante la siguiente relacion de recurrencia
jqi+1i = Hjqii   ijqii   ijqi 1i (2.92)
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i = hqijHjqii
 = jjqijj
Los elementos de la base del subespacio de Krylov se pueden expresar en forma matricial
como
QNhNk = [jq1i; :::; jqNki]
en donde hemos simplicado la notacion sobrentendiendo que cada columna esta compuesta
por las componentes de jqii en la base en la que esta expresado el hamiltoniano. En esta base,
la representacion matricial H del hamiltoniano resulta tridiagonal. Esta transformacion se
obtiene realizando la siguiente operacion unitaria de cambio de base
H
(NkNk)
TD = Q
T (NkNh)H(NhNh)Q(NhNk) (2.93)
OT HTD
H Q
Figura 2.7: Reduccion de la matriz del hamiltoniano.
Esta transformacion esta esquematizada en gura 2.7. La matriz tridiagonal H
(NkNk)
TD , que
puede ser diagonalizada facilmente para obtener el autovalor, y autovector correspondiente,
del estado fundamental, posee la forma
HTD =
0BBBB@
1 1
1 2 2
2 3 3
3 : :
: : :
1CCCCA
En cada iteracion de metodo de Lanczos el subespacio de Krylov es ampliado hasta que
la diferencia en la energa fundamental entre dos iteraciones sucesivas sea menor que una
tolerancia impuesta, lo que signica que se ha convergido al estado fundamental. Si bien
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depende de cada problema en particular, el numero de iteraciones requeridos para lograr
convergencia al autovalor mas bajo con una precision de 1012 es tpicamente del orden de
una centena.
2.3.2. Metodo de Renormalizacion de la Matriz Densidad: DMRG
En la seccion anterior, describimos brevemente del algoritmo de Lanczos, el cual permite
hallar el estdo fundemental del hamiltoniano de una manera ecaz. Sin embargo, la limita-
cion mas grande del metodo es el gran numero de estados de la base. La idea basica para
superar las limitaciones del tama~no es usar una base en que el estado fundamental pueda ser
representado unicamente por pocos estados. En otras palabras, encontrar un procedimiento
que permita determinar o construir los estados mas importantes y despreciar o descartar
todos los otros tal que la pieza del espacio de Hilbert con la que uno esta trabajando sea
lo sucientemente peque~no. El Grupo de Renormalizacion de la Matriz Densidad (DMRG)
es un algoritmo numerico que implementa un truncamiento ecaz del espacio de Hilbert.
Este metodo fue desarrollado originalmente por S. White quien propuso exitosamente que
el criterio para conservar y eliminar estados del espacio de Hilbert deba ser basado en la
matriz densidad [62]. Desde su invencion, este metodo ha sido utilizado para estudiar a una
extensa cantidad de modelos con resultados altamente precisos, por lo que se ha constituido
en un metodo muy utilizado actualmente en el estudio de sistemas de electrones fuertemente
correlacionados de baja dimensionalidad [57, 63]. A diferencia del metodo de Lanczos, el
DMRG puede ser implementado con alta precision en sistemas con un maximo numero de
sitios L de algunas centenas.
Recientemente, el DMRG ha sido extendido desde su implementacion original en propie-
dades estaticas de temperatura cero, permitiendo el calculo de propiedades dinamicas y
termodinamicas con resultados conables. Ademas, su campo de aplicacion, en activo desa-
rrollo, ha sido ampliado a otras areas de la fsica mas alla de la fsica de materia condensada
[63].
El procedimiento del DMRG se puede resumir en dos etapas:
Etapa de crecimiento.
Etapa de barridos complementarios.
De manera general, el proceso comienza considerando un sistema de cuatro sitios como se
observa en la g. 2.8. Cada estado del sistema se expresa como una combinacion de estados
j i =
X
i;;;j
 i;;;jji; ; ; ji (2.94)
donde i y j son los ndices de los estados de los sitios extremos izquierdo y derecho respectiva-
mente (denominados bloques), y  y  corresponden a los de los sitios centrales (denominados
sitios de crecimiento). Cada bloque mas el sitio central correspondiente es denominado bloque
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extendido (indicado con un recuadro de trazo punteado en la g. 2.8). y los estados j i de
la ec. (2.94) se denominan estados de superbloque. Luego, la matriz del hamiltoniano H
Figura 2.8: Etapa de crecimiento del metodo DMRG.
expresada en la base de estados del superbloque es diagonalizada (en general mediante el
metodo de Lanczos). El estado fundamental del superbloque obtenido puede ser expresado
en terminos de la base de bloques extendidos como
j 0i =
X
lm
 lmjSli 
 jEmi (2.95)
en donde jSli corresponde al bloque extendido izquierdo, denominado sistema y jEmi al
derecho, denominado entorno. El proceso de truncacion del espacio de Hilbert consiste en
seleccionar los estados del sistema que seran conservados en la siguiente iteracion en la
que el tama~no total del sistema se incrementa y eliminar los estados restantes. En este
truncamiento la dimension del espacio de Hilbert del sistema se mantiene por debajo de
un valor adoptado m. Los estados del sistema que se conservan son los que poseen mayor
contribucion al estado fundamental del superbloque. Esta eleccion se realiza utilizando la
matriz densidad del sistema en el estado fundamental del superbloque que se expresa como
ll0 =
X
m
 lm 

l0m (2.96)
Esta matriz densidad es diagonalizada para obtener todos sus autovalores con sus corres-
pondientes autovectores. Los autovalores de la matriz densidad dan la probabilidad con la
cual sus respectivos autovectores pueden ser encontrados en el estado fundamental. As, los
estados retenidos son aquellos de mayor autovalor en la matriz densidad. La etapa de cre-
cimiento consiste en agregar dos nuevos sitios de crecimiento, tal como indica la gura 2.8,
y conectarlos con los estados retenidos del sistema que ahora pasa a ser considerado como
nuevo bloque. La matriz del hamiltoniano H es entonces expresada en la base del nuevo
superbloque y el proceso descrito mas arriba se repite. Si bien depende del modelo hamil-
toniano en particular bajo estudio y de la cantidad de estados retenidos m adoptada, la
truncacion del espacio de Hilbert en s comienza a realizarse luego de algunas iteraciones ya
que en las iteraciones iniciales es posible retener el espacio de Hilbert completo.
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Una vez alcanzado el tama~no L del sistema que se desea estudiar, es necesario com-
plementar la etapa de crecimiento con una nueva etapa que consiste en realizar barridos
complementarios para mejorar la precision. Como hemos visto, el superbloque esta com-
puesto por dos bloques extendidos. En el primer paso del barrido un nuevo superbloque se
conforma haciendo crecer el bloque extendido izquierdo y conectandolo con el bloque exten-
dido derecho seleccionado entre los bloques de crecimiento en orden de mantener constante
el tama~no L del superbloque. Este procedimiento puede ser observado en la g. 2.9. Un
nuevo superbloque es obtenido, y el proceso de seleccion de estados de la matriz densidad
vuelve a ser realizado. Una vez que se alcanza el extremo del sistema, la direccion del ba-
rrido se invierte y ahora comienza a crecer el bloque extendido derecho, que pasa ahora a
ser considerado como sistema, con entornos izquierdos calculados en el barrido anterior. Los
estados que se utilizan para describir al bloque extendido que se va reduciendo se calculan
renando estados que han sido calculados en iteraciones anteriores en las que se realizo el
truncamiento del bloque de crecimiento cuando posea el mismo numero de sitios, y que
deben ser almacenados para tal n.
Figura 2.9: Etapa de barrido del metodo DMRG.
Los barridos a derecha e izquierda se pueden repetir y el proceso concluye cuando se
satisface algun criterio de convergencia impuesto sobre alguna de las propiedades fsicas
calculadas o el numero de barridos alcanza un maximo deseado. Una caracterstica del DMRG
es que no se mantiene en una base especca del espacio de Hilbert, sino que optimiza la
base que utiliza en cada iteracion. Una desventaja de este proceder es que la descripcion de
un estado requiere la medicion de observables y para el proceso de medicion es necesario
conocer la representacion de los operadores en la base alcanzada en la iteracion nal. En
consecuencia cada operador que uno quiere evaluar debe ser almacenado durante al calculo,
y cada vez que se cambia de base este debe ser transformado a la nueva base.
Actualmente hay implementaciones de uso libre de estas tecnicas, aplicables a modelos
como los considerados en esta tesis. Entre ellos se destacan ALPS y SPINPACK.
El proyecto ALPS [64] (Algorithms and Libraries for Physics Simulations) tiene como objeti-
vo proporcionar codigos de alto nivel para resolver modelos cuanticos de sistemas fuertemente
correlacionados. SPINPACK [65] es un paquete tambien de acceso libre que permite calcular
los autovalores y autovectores mas bajos y varios valores de expectacion (correlaciones de
espn,... etc ) de sistemas de espines cuanticos.
Parte I
Sistemas unidimensionales acoplados
con la red
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Captulo 3
Modelo de Hubbard acoplado con la
red
En este captulo presentamos el estudio de las propiedades electronicas de sistemas unidi-
mensionales en el lmite de baja energa por medio de bosonizacion abeliana. En la primera
parte, hacemos una revision de la teora efectiva de baja energa del modelo conocido como
modelo de Hubbard extendido el cual incluye interaccion coulombiana entre sitios vecinos.
Comentamos algunos resultados generales y conexiones con experimentos. Entonces discu-
timos el caso particular de sistemas con llenado 1=4 (un electron cada dos sitios) acoplados
con fonones en el lmite adiabatico. Dos tipos de acoplamientos considerados: tipo Holstein,
que modica la energa en el sitio, y tipo Peierls, que modula la longitud de los enlaces.
Sin las deformaciones, ambos sectores de espn y carga no poseen gap en el espectro de
excitaciones a llenado 1=4. Posteriormente mostramos que la inclusion de ambos tipos de
acoplamientos con la red, da como resultado una amplia variedad de fases aisladoras electro-
elasticas dependiendo de los valores de la relacion de acoplamientos. Tambien estudiamos el
efecto de de la deformacion de Peierls en la repulsion coulombiana a primeros vecinos, que
puede estar presente en materiales donde la interaccion de Coulomb apantallada depende
fuertemente de la distancia. Discutimos la aparicion de diferentes fases de ondas de carga y
nalmente comparamos con algunos resultados numericos previamente obtenidos.
3.1. Orden de carga en conductores moleculares y de-
formaciones de la red subyacente.
Las propiedades electronicas de sistemas de electrones en bajas dimensiones han tenido
gran interes por muchas razones, la inicial es que en muchas ocasiones pueden ser utilizados
para analizar el comportamiento de sistemas en dimensiones mas altass. Tpicamente esta
conexion puede se encarada por medio de acoplar sistemas 1D para construir sistemas di-
mensionalmente mas grandes. Por otro lado muchos materiales muestran un comportamiento
unidimensional o cuasi-unidimensional en cierto rango de temperaturas donde los acopla-
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mientos que aumentan la dimensionalidad del sistema pueden ser despreciados. Las sales de
Bechgaadrs son una serie de sales organicas (TMTSF)2X donde el anion X es una molecula
inorganica monovalente (PF6, AsF6, ClO4, ReO4, NO3, FSO3, SCN, etc.) y TMTSF una
molecula plana donora [66]. Las sales de Bechgaadrs son isoestructurales con (TMTTF)2X
conocida como sales de Fabre. Ambos (TMTSF)2X y (TMTTF)2X cristalizan como paquetes
de moleculas (TM=TMTSF o TMTTF) separados por los iones X (ver gura 3.1(a)).
Calculos de primeros principios muestran que la relacion de los parametros de hopping a lo
largo de la direccion de la molecula t== y en la direccion perpendicular t? es del orden de
t?=t==  0:1 [18] permitiendo la descripcion de estos compuestos en terminos de modelos
unidi o cuasi-unidimensionales. Ademas, dado que estos compuestos poseen un ion por cada
dos moleculas TM la cadena efectiva se encuentra a llenado 1=4.
En la gura 3.1(b) se muestra un diagrama de fases esquematico de la familia de compuestos
TMTSF y TMTTF en funcion de la temperatura y la naturaleza de ion X o bien presion
externa.
Estos compuestos presentan una gran variedad de fases como orden de carga (CO), an-
teferromagnetismo (AF) (seccion 1.3), superconductividad (SC), espn-Peierls (SP)1, lquido
de Fermi (FL) y lquido de Luttinger (LL) (ver seccion 1.2.3 para estos dos ultimos). A
presion ambiente algunos de los compuestos (TM)2X, tales como (TMTTF)2PF6 presentan
fases aisladoras y mediante el incremento de la presion externa es posible llevar el sistema
hacia una fase conductora. El punto principal para el estudio de estos compuestos es de-
terminar la naturaleza del orden de carga en las fases aisladoras y esto ha sido objeto de
considerables estudios tanto teoricos [67, 68, 69, 70, 71, 72, 73, 74] como experimentales
[75, 76, 77, 78, 79, 80, 81, 82, 83]. Una gran variedad de tecnicas experimentales como por
ejemplo dispersion de rayos X muestran que la familia de compuestos TM exhiben fases
donde los bonds presentan distorsiones de perodo dos (4kF ) y cuatro (2kF ).
Estos materiales involucran repulsion coulombiana tanto en el sitio como a primeros vecinos
(con magnitud U y V respectivamente) y como dijimos presentan llenado 1=4, es decir un
electron cada dos sitios de la red. Debido a la repulsion de Coulomb a primeros vecinos, es
de esperar que estos materiales presenten un tipo de orden alternado similar a   o   o,
donde  y o corresponde a un sitio ocupado y desocupado respectivamente. Este tipo de or-
den corresponde al denominado Charge-Density-Wave 4kF -CDW donde kF = =4 a siendo
a la constante de red. El nombre 4kF se debe a que las ondas de densidad de carga poseen
un perodo.
Sin embargo para valores grandes de V , el estado fundamental corresponde a un orden
    o  o [67, 68, 71, 72, 73, 74]. Este orden de carga corresponde a una tetramerizacion
2kF CDW y como veremos puede coexistir ya sea con una modulacion periodica 2kF de la
distancia entre sitios, llamada Bond-Ordered-Wave (BOW) o con una mezcla de ordenes de
carga 2kF +4kF BOW. Este orden de carga es llamado en la literatura Bond-Charge Density
Wave (BCDW).
1La fase de espn-Peierls se establece a partir de una transicion magneto-elastica en materiales antife-
rromagneticos cuando la energa magnetica decrece debido a la fomracion de pares de singletes de espn
produciendo como resultado la dimerizacion del arreglo o red regular. En el captulo 4 es dedicado al estudio
de estas faseses.
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Figura 3.1: (a) Estructura de las sales de Bechgaadrs y Fabre. El arreglo plano de las molecu-
las organicas TM con sus orbitales es representada entre peque~nas aniones. (b) Diagrama
de fases generico de las sales de Bechgaard/Fabre como funcion de la temperatura y presion
( 1=U) o sustitucion de X de aniones. Las distintas fases observadas son: LL: lquido de
Luttinger, MI: aislador de Mott, CO: orden de carga, SP: espn-Peierls, AF: antiferromag-
netismo, SC: superconductividad, FL: lquido de Fermi.
Teniendo en cuenta que estos sistemas pueden presentar una modulacion geometrica en los
bonds, es de esperar que si la interaccion coulombiana efectiva entre dos sitios i y j es
exponencialmente de corto alcance, o sea de la forma
exp[ ji  jj]
ji  jj con ;  > 0; (3.1)
las distorsiones de la red pueden tener un efecto importante en la modulacion de las cons-
tantes de acoplamiento. Un analisis profundo del diagrama de fases 3.1 y las diferentes fases
presentes esta mas alla del alcance del presente manuscrito y para una revison de los aspectos
teoricos y experimentales generales de las fases aisladoras en compuestos moleculares ver por
ejemplo [84].
Motivados por la discucion anterior, en este captulo estudiamos, mediante bosonizacion
abeliana (seccion 2.1) y una analisis semiclasico de la teora efectiva, el diagrama de fases
del estado fundamental del modelo de Hubbard sometido a dos tipos de interaccion electron-
fonon en el lmite adiabatico (ver seccion 1.4): el acoplamiento de Peierls en el termino de
hopping y el de Holstein en la densidad local de carga. La inclusion de ambos acoplamientos
en el hamiltoniano de Hubbard dene lo que se conoce como el modelo de Peierls-Holstein-
Hubbard. Ademas de estos dos terminos, incluimos el efecto de la deformacion de Peierls en
el termino de repulsion coulombiana a primeros vecinos el cual puede producir un cambio
importante en las propiedades electronicas de sistemas cuya interaccion coulombiana es de
la forma (3.1). Mostramos que el estado fundamental a temperatura cero presenta varios
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patrones de deformaciones de perodo dos y cuatro que rompen espontaneamente la simetra
de traslacion del sistema, dependiendo de la magnitud de los parametros microscopicos del
modelo (ver gura 3.2). Cuando el efecto de la deformacion de los bonds es tenido en cuenta
en el termino de repulsion coulombiana, el diagrama de fases presenta cambios importantes
indicando que este termino debe ser considerado a la hora de contrastar con resultados
experimentales.
3.2. Hamiltoniano de Hubbard extendido
En esta seccion presentamos el modelo de Hubbard extendido acoplado con fonones
adiabaticos, y su tratamiento analtico. En tal lmite, el sector de los fonones es descrito por
deformaciones clasicas y analizamos los posibles patrones.
Consideremos el modelo de Hubbard extendido con hamiltoniano dado por:
H =  
X
j;
tj;j+1[c
y
j;cj+1; + c
y
j+1;cj;]
+U
X
j
nj;"nj;# +
X
j
Vj;j+1 njnj+1
+
X
j
j

nj   1
2

(3.2)
donde cj; denota el operador de aniquilacion de un electron con espn (="; #) en el j-esi-
mo sitio, y nj = nj;" + nj;# es la densidad de carga con nj; = c
y
j;cj;. ti;i+1 es la integral
de hopping, los parametros U(> 0) y Vj;j+1(> 0) denotan las magnitudes de la interaccion
coulombiana efectiva en el sitio y a primeros vecinos respectivamente; mientras que j re-
presenta la deformacion molecular interna. Como mencionamos antes, nos enfocamos en el
caso de llenado 1=4 que corresponde una densidad promedio hni = 1=2.
La interaccion del sector electronico con los fonones en el lmite adiabatico (ver seccion 1.4)
se obtiene por medio de una expansion lineal de tj;j+1 alrededor de t,
tj;j+1 ' t(1  gP P;j)
donde P;j mide la distorsion de la constante de red entre los sitios j, j + 1 y gP mide la
interaccion electron-fonon correspondiente al acoplamiento de Peierls.
Por otro lado, las vibraciones de las moleculas producen cambios locales en la energa y
pueden ser tenidos en cuenta por el termino de Holstein (ver seccion 1.4)
gH
X
j
H;j

nj   1
2

; (3.3)
donde gH es la constante de acoplamiento y H;j mide la deformacion molecular interna en
el sitio j (en la ecuacion 3.2 realizamos el cambio j ! gH H;j).
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Ademas de los terminos de interaccion antes descritos, incluimos el efecto de la llamada
deformacion de Peierls en el termino de la repulsion coulombiana a primeros vecinos V
que puede ser de real importancia cuando el decaimiento es exponencialmente decreciente
de la forma (3.1). En ese caso, una peque~na variacion en la distancia produce un cambio
importante en la interaccion. Mas especcamente, realizamos una expansion lineal de los
acoplamientos Vj;j+1 alrededor del valor homogeneo V ,
Vj;j+1 ' V (1  gV P;j)
donde gV es la constante de acoplamiento que mide el efecto de la deformacion de los enlaces
sobre la repulsion de Coulomb. Finalmente, el hamiltoniano completo, incluyendo la energa
elastica en la aproximacion adiabatica esta dado por:
H =  t
X
j;
(1  gP P;j)[cyj;cj+1; + cyj+1;cj;]
+U
X
j
nj;"nj;# + V
X
j
(1  gV P;j) njnj+1
+gH
X
j
H;j

nj   1
2

+
KP
2
X
j
2P;j +
KH
2
X
j
2H;j (3.4)
donde los parametros KH y KP son las constantes elasticas para las deformaciones tipo
Holstein y Peierls respectivamente.
Como mencionamos en la introduccion del captulo (seccion 3.1), se han llevado a cabo
varios estudios numericos (diagonalizacion exacta, DMRG) de sistemas similares al propuesto
en este trabajo. En esta parte vamos a realizar un breve resumen de los resultados obtenidos
por Clay et al [85] mediante diagonalizacion exacta del modelo (3.4) sin acoplamiento de las
deformaciones de Peierls en la repulsion coulombiana a primeros vecinos, i.e. gV = 0.
Este trabajo fue realizado por medio de diagonalizacion exacta de cadenas de hasta 16
sitios con condiciones de contorno periodicas con un procedimiento autoconsistente para
determinar el patron de las deformaciones del estado fundamental. El metodo consiste en
minimizar la energa total E(i) respecto del conjunto de distorsiones i resolviendo las
siguientes ecuaciones acopladas de manera iterativa
KP P;j + t gP
X

hcyj;cj+1; + cyj+1;cj;i = 0 (3.5)
KH H;j + gH hnj   1
2
i = 0 (3.6)
donde h: : : i es el valor medio obtenido en el estado fundamental electronico.
En la gura 3.3 se muestra el diagrama de fases del estado fundamental en el plano  2
2 = g
2
P =tKP y  = g
2
H=tKH
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Figura 3.2: Deformaciones de la red y estados con orden de densidad de carga del modelo
(3.4) de a llenado 1=4. Los crculos en gris, negro y blanco corresponden a sitios con carga
hnii = 0:5, 1 y 0, respectivamente. El patron (a) representa el estado 4kF BOW con enlaces
dimerizados y densidad de carga uniforme, (b) representa el estado BCDW, con orden de
enlaces 2kF > 4kF y orden de carga       o  o. (c) corresponde a un orden de carga 4kF
CDW con    o     o y enlaces uniformes. (d) muestra el estado 4kF CDW-2kF PD, con
orden de carga    o      o y orden de los enlaces 2kF . Para gV = 0:2, en (e) tenemos
un orden de carga i.e. 4kF CDW-4kF PD con    o      o junto con una dimerizacion en
los enlaces. Finalmente, la fase (f) denotada por (4kF CDW-4kF PD + 2kF CDW-2kF PD)
presenta una mezcla de ordenes 2kF y 4kF tanto en la densidad de carga como en los enlaces.
para una cadena periodica de 16 sitios. En primer lugar, podemos observar que para valores
peque~nos de ; , el sistema no se deforma; esto es una consecuencia del tama~no del sistema
y dicha region disminuye a medida que se incrementa el valor de V .
Para valores grandes de  (mucho mayores que ) el sistema presenta un orden de carga
similar al mostrado en la gura 3.2(b) (BCDW); para    el estado fundamental co-
rresponde al 4kF CDW mostrado en la gura 3.2(c).
En la siguiente seccion vamos a derivar un hamiltoniano efectivo para el modelo (3.4) por
medio de bosonizacion y analizaremos las fases posibles del estado fundamental incluyendo
la interaccion gV > 0.
3.3. Bosonizacion y analisis semiclasico
En esta seccion analizamos las propiedades de baja energa del modelo (3.4) utilizando
el metodo de bosonizacion abeliana descrito en la seccion 2.1.
En el apendice A mostramos que, dentro del lenguaje de bosonizacion, las deformaciones de
perodo cuatro son las unicas que causan conmensurabilidad de perturbaciones relevantes
a llenado hni = 1=2 y proveen un mecanismo para la formacion de un gap en el sector de
carga [86]. De esta manera el metodo de bosonizacion selecciona patrones de deformacion
para las cantidades a;j (a = P;H y j = 1; :::; N) en la ecuacion (3.4). Estos resultados
han sido conrmados mediante metodos numericos autoconsistentes [85] revelando que las
deformaciones de perodo cuatro predominan por sobre el resto.
A llenado 1=4, la deformacion mas general de perodo cuatro (sin desplazamientos colectivos)
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Figura 3.3: Diagrama de fases del modelo (3.4) en el plano   para U = 8t y (a) V = 2t;
(b) V = 3t ; y (c) V = 4t para una cadena periodica de 16 sitios.
que selecciona bosonizacion puede ser parametrizada como
P;j = P;d cos(

a
xj) + P;t cos(

2a
xj +    
4
)
H;j = H;d cos(

a
xj) + H;t cos(

2a
xj   ) (3.7)
donde xj = j a es la posicion del j-esimo sitio, a es el espaciamiento de la red que por
simplicidad vamos a jar a 1 en el resto del captulo. Las fases  y  determinaran los patrones
espaciales de la tetramerizacion P;t y H;t respectivamente, mientras que P;d y H;d son las
amplitudes de dimerizacion de la red y en el sitio. La ecuacion (3.7) dene la parametrizacion
mas general que selecciona bosonizacion. Para facilitar el analisis adimensionalizamos los
parametros usando t como escala de energa como sigue:
gP ! ~gP = (t=KP )1=2gP ; P;s ! ~P;s = (KP=t)1=2P;s
gH ! ~gH = (t=KH)1=2gH ; H;s ! ~H;s = (KH=t)1=2H;s
gV ! ~gV = (t=KP )1=2gV ;
(3.8)
con s = d; t.
Para U; V 6= 0, la teora de baja energa correspondiente a (3.4) escrita en terminos de los
campos bosonicos R;L; tiene un forma complicada, mezclando las componentes " y #. Sin
embargo, introduciendo los campos ' = R; + L; (ver seccion 2.1.3) y las combinaciones
lineales de '" y '# para describir el sector de carga y espn,
'c =
1p
2
('" + '#) ; 's =
1p
2
('"   '#) ; (3.9)
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podemos reescribir H = R L
0
dx h desacoplando ambos sectores excepto en un termino de
interaccion entre ellos como
h = helastico + hlibre + Vefectivo (3.10)
donde helastico es la densidad de energa elastica correspondiente a las deformaciones de Peierls
y Holstein
helastico =
1
2
(
1
2
~2P;t +
~2P;d) +
1
2
(
1
2
~2H;t +
~2H;d); (3.11)
hlibre contiene la parte libre o gaussiana correspondiente a los sectores de carga y espn
hlibre =
vc
2

1
Kc
(@x'c)
2 +Kc(@xc)
2

+
vs
2

1
Ks
(@x's)
2 +Ks(@xs)
2

(3.12)
donde los parametros vc y vs son las velocidades de las excitaciones de carga y espn, y Kc y
Ks son los correspondientes parametros de Luttinger. Finalmente el potencial de interaccion
llamado Vefectivo incluye tres terminos
Vefectivo = Vc + Vs + Vint (3.13)
los primeros dos corresponden a la autointeraccion en los sectores de carga y espn,
Vc = ~g1=4 cos 4
p
2 'c   1 ~gP ~P;d sin 2
p
2 'c + 2 ~gH ~H;d cos 2
p
2 'c
+3 ~gV ~P;d cos 2
p
2 'c
V = ~gs cos 2
p
2 's
(3.14)
mientras que el tercero mezcla ambos sectores,
Vint =  ~gP ~P;t cos
p
2 'c + 

cos
p
2 's   ~gH ~H;t sin
p
2 'c + 

cos
p
2 's
 4 ~gV ~P;d cos 2
p
2 'c cos 2
p
2 's + 5 ~gV ~P;t cos
p
2 's sin

3
p
2 'c +    
4

 6 ~gV ~P;t cos
p
2 's sin
p
2 'c    + 
4

(3.15)
En las ecuaciones (3.12)-(3.15) 'c y 's son los campos bosonicos correspondientes al sector
de carga y espn respectivamente, c;s son los campos duales denidos por @xc;s = @t'c;s y
las fases  y  a calcular determinan el patron espacial de la tetramerizacion (ver ecuacion
(3.7)).
Como mostramos en el apendice A, los parametros de Luttinger determinan las dimensiones
de escala de los operadores que aparecen en la ecuacion (3.15). Realizando un analisis similar
se puede mostrar que:
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Figura 3.4: Energas mnimas de cada fase electro-elastica en terminos de ~gP para valores
jos de ~g1=4 =  1:5, ~gH = 2:2 y ~gV = 0.
En el termino Vc, las dimensiones de escala estan respectivamente dadas por 8Kc, 2Kc,
2Kc y 2Kc.
En el termino Vs la dimension es 2Ks.
Finalmente en el termino Vint las dimensiones de cada termino son Kc=2 + Ks=2,
Kc=2 +Ks=2, 2Kc + 2Ks, Ks=2 + 9Kc=2 y Kc=2 +Ks=2 respectivamente.
Todos estos operadores son relevantes (esto es, la dimension de escala es menor que 2) si
Kc < 1=4 y Kc +Ks < 1.
Las constantes de acoplamientos efectivas en las ecuaciones (3.14) y (3.15) se relacionan con
lo parametros microscopicos por
~g1=4 _ U2(U   4V ) 3 _ (U  D2)V
~gs _ U (1  4D1 (U=2  V )) 4 _ V
1 _ U 5 _ U V
2 _ U 6 _ (U  D3)V
(3.16)
donde D1  1, D2 = 8 y D3 = 2=8.
El potencial Vefectivo en la ecuacion (3.15), dene una teora multi-seno-Gordon caracteri-
zada por la presencia de varios terminos cosenos con diferentes frecuencias. Este tipo de
toeras han sido estudiadas anteriormente [87, 88, 89, 90, 91, 92] enfocandose principalmente
la competencia entre los diferentes armonicos.
En nuestro estudio realizamos un analisis semiclasico de la teora efectiva considerando con-
guraciones estaticas de los campos bosonicos, permitiendonos obtener un diagrama de fases
cualitativo del estado fundamental. Un tratamiento mas completo podra incluir uctuacio-
nes cuanticas para introducir correcciones a los bordes de las fases obtenidas semiclasicamen-
te. Sin embargo este tratamiento escapa del presente analisis y puede quedar como futuro
trabajo.
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Para determinar los diferentes patrones de carga utilizamos el operador densidad que puede
ser representado en el lenguaje de bosonizacion como (ver apendice A)
n(x) =  y"(x) "(x) +  
y
#(x) #(x)
=
1
2
+
r
2

d'c(x)
dx
  C sin
h
2 kFx+
p
2 'c(x)
i
cos
hp
2 's(x)
i
 C 0 cos
h
4 kFx+ 2
p
2 'c(x)
i
(3.17)
donde C y C 0 son constantes no-universales y el momento de Fermi toma el valor de kF = =4
a llenado 1=4.
Usamos los coecientes obtenidos perturbativamente C;C 0 y asumimos la dependencia de las
constantes de acoplamientos ~g1=4, ~gs y los 's en terminos de los parametros microscopicos
mostrada en las ecuaciones (3.16).
El analisis de la teora efectiva denida por las ecuaciones (3.10)-(3.15) consiste en tratar
los terminos de autointeraccion (3.15) como un potencial clasico a ser evaluado congura-
ciones constantes de los campos 's;c correspondiendo al estado fundamental. Dentro de esta
aproximacion la parte libre (3.12) puede ser descartada y la energa que se obtiene es
 = Helastico + Veff (~P;d; ~P;t; ~H;d; ~H;t; 'c; 's; ; ) (3.18)
Este tipo de analisis ha mostrado ser muy efectivo a la hora de determinar fases ordenadas
tanto de sistemas electronicos como de espines [46, 91, 92, 93].
El objetivo es entonces buscar las posibles deformaciones que minimizan la energa denida
por la ecuacion (3.18) con respecto al caso no deformado (~P;d = ~P;t = ~H;d = ~H;t = 0).
Para ello debemos resolver el conjunto de ecuaciones acopladas
~a;t
2
+
@Vefectivo
@a;t
= 0 (3.19)
~a;t +
@Vefectivo
@a;d
= 0 (3.20)
@Vefectivo
@
= 0 (3.21)
@Vefectivo
@
= 0 (3.22)
@Vefectivo
@'b
= 0 (3.23)
(3.24)
donde a = P;H y b = c; s.
Dependiendo de los coecientes ~g1=4, ~gs y 's que a su vez dependen de los parametros
microscopicos del modelo, uno de los puntos crticos determinados por las ecuaciones (3.19)-
(3.24) es seleccionado como el mnimo global y determina la fase electro-elastica del estado
fundamental. Para ilustrar el analisis realizado, en la gura 3.4 se muestra la evolucion de
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las energas como funcion del acoplamiento tipo Peierls ~gP para ~g1=4 =  1:5, ~gH = 2:2 y
~gV = 0. El cruce de las diferentes soluciones determina el borde de las distintas fases. Los
resultados obtenidos son resumidos en la gura (3.5). Para facilitar la notacion realizamos
un escaleo de los campos bosonicos (c; s)! 1p2 (c; s) en la ecuacion (3.15).
3.4. Resultados
Para comenzar, analicemos con el caso gV = 0, que corresponde a no incluir el efecto
de la deformacion de Peierls en la repulsion coulombiana a primeros vecinos. Para empezar
notemos que, sin la inclusion de las deformaciones de Peierls y Holstein, de la expresion (3.16)
se desprende que ~g1=4 es positivo para V peque~no y se vuelve negativo V sucientemente
grande. En ese caso las soluciones de mnima energa arrojan
c = =4, para ~g1=4 > 0
c = 0, para ~g1=4 < 0.
Ahora veamos el efecto de los acoplamientos ~gP y ~gH . En la gura 3.5(a) jamos ~g1=4 > 0 (o
U > 4V ), y aumentamos ~gP desde cero (para un valor jo y peque~no de ~gH).
En este caso la solucion corresponde a
4kF BOW:
(c; s) = (

4
; 
2
), (independientemente de ; ),
En este caso los enlaces presentan un patron de perodo cuatro (4kF ) mientras que la densidad
de carga en cada sitio permanece uniforme (hnii = 1=2). Esta fase es esquematizada en la
gura 3.2(a).
Cuando ~gP supera un valor crtico ~gP & ~gcP (~gH) el estado fundamental corresponde a la fase
BCDW, obteniendo
BCDW:
(; ; c; s) = (

4
; 
4
; 
4
; )
el estado fundamental adquiere un orden de carga es de la forma o         o, mientras
que, los enlaces presentan un patron de la forma t(1 + 1), t(1   2), t(1 + 1), t(1 + 3)
(con i > 0).
Ahora consideremos la situacion cuando ~gH supera un valor crtico ~g
c
H(~gP ). En este caso la
solucion selecciona
4kF CDW:
(c; s) = (0;

2
) (independiente de ; )
con orden de carga    o      o y enlaces uniformes (gura 3.2(c). La fase 4kF CDW-2kF
PD en donde 2kF PD denota una deformacion de Peierls de perodo cuatro, es mostrada en
la gura 3.2(d) y ocurre unicamente para valores grandes de ~gH y ~gP seleccionando
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4kF CDW-2kF PD:
(; ; c; s) = (

2
; ; 0; )
En la gura 3.5 podemos observar el cambio que se produce cuando el acoplamiento efectivo
~g1=4 < 0 (o bien V > U=4). Primero, el ancho de la region 4kF BOW disminuye considera-
blemente mostrando que cuando la interaccion electron-fonon es sucientemente grande, la
tendencia \natural" para el orden de carga es    o   o, para ~gP peque~no. Por la misma
razon, los anchos de las regiones 4kF CDW y 4kF CDW-2kF PD se incrementan conside-
rablemente cuando ~g1=4 es negativo. Hasta aca se puede observar que las fases encontradas
coinciden con las obtenidas mediante diagonalizacion exacta de sistemas peque~nos mencio-
nadas en la seccion anterior. Ademas los diagramas de fases para ambos metodos muestran
las mismas regiones al menos cualitativamente sustentando nuestra aproximacion.
Finalmente analicemos el efecto de la deformacion de Peierls en la interaccion coulombiana
a partir del acoplamiento ~gV . Notemos que el efecto de este termino es mas importante para
valores grandes de la interaccion V . El resultado que se obtiene es que es que las fases que
presentan orden de carga 4kF dominan el diagrama de fases por sobre las fases sin orden o
con orden 2kF . Por ejemplo, para ~gV = 0:2 y ~g1=4 < 0 se puede observar que la region 4kF
BOW \desaparece" y para ~gP . 0:5 la solucion selecciona
4kF CDW-4kF PD:
(; ; c; s) = (f1;

2
; 0; )
donde f1 es una funcion de los multiples acoplamientos del modelo demasiado extensa como
para presentarla aqu. La diferencia mas grande es que aparece una peque~na dimerizacion
4kF en los bonds (ver gura 3.2(e)). Por otro lado para 0:5 . ~gP . 1:5 la solucion arroja
4kF CDW-4kF PD + 2kF CDW-2kF PD:
(; ; c; s) = (f2;

2
; 0; ).
donde nuevamente f2 es una funcion de los multiples acoplamientos demasiado extensa como
para presentarla aqu.En esta ultima solucion se observa una mezcla de ordenes de carga y
enlaces 4kF y 2kF con la amplitud 4kF mayor que la 2kF (ver gura 3.2(f)).
3.5. Conclusiones
El modelo de Hubbard extendido a llenado 1=4 es un buen candidato para describir
materiales organicos como las sales de Bechgaard y sales de Fabre. Estos sistemas exhi-
ben diagramas de fases muy interesantes, incluyendo varios tipos de ordenes de carga. En
este captulo hemos investigado el diagrama de fases del estado fundamental de del mode-
lo de Hubbard extendido a llenado 1=4 (n = 1=2) acoplado a fonones en la aproximacion
adiabatica que incluye interacciones tipo Holstein y Peierls. Ademas de los terminos conven-
cionales, hemos incluido los efectos de la deformacion de Peierls en el termino de interaccion
coulombiana efectiva a primeros vecinos. Este ultimo termino tiene efectos importantes en
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Figura 3.5: Diagrama de fases esquematico en el plano ~gP vs ~gH para diferentes valores de
~gV . (a) ~g1=4 = 1, ~gV = 0; (b) ~g1=4 =  3, ~gV = 0; (c) ~g1=4 =  3, ~gV = 0:2. Los bordes de
las fases se obtienen a partir del cruce de las diferentes soluciones en la gura (3.4). La fase
con ~g1=4 > 0 y ~gV > 0 es similar al caso (a) y por lo tanto no se muestra aqu. El efecto de
la deformacion de Peierls en la repulsion coulombiana a primeros vecinos es mas importante
para V grande, que es equivalente a jar ~g1=4 < 0.
la modulacion de las constantes de acoplamiento si la interaccion coulombiana es de corto
alcance (ver ecuacion (3.1)). Hemos implementado el metodo de bosonizacion abeliana para
estudiar las propiedades de baja energa del modelo y posteriormente hemos realizado un
analisis semiclasico de la teora efectiva para identicar las posibles fases electro-elasticas del
estado fundamental. Como resultado, encontramos varios tipos de ordenes de carga combina-
dos con deformaciones de la red dependiendo de los parametros microscopicos del sistema U ,
V y de la magnitud de los acoplamientos electron-fonon ~gP , ~gH y ~gV . En cada una de estas
fases, se favorece una deformacion elastica no trivial que agrupa bloques de dos o cuatro
sitios, mientras que el sector de carga adopta una de las siguientes fases a temperatura cero:
Para U > 4V (~g1=4 > 0), ~gV = 0 y para valores peque~nos de ~gP y ~gH , el estado funda-
mental tiene los enlaces dimerizados 4kF Bond-Order-wave (BOW) con una densidad
de carga uniforme (gura 3.2(a)). Si ~gP es sucientemente grande (~gH jo), hay una
segunda dimerizacion, dejando un estado tipo BCDW ( una superposicion de ordenes
2kF y 4kF BOWs), acompa~nados por el orden de carga     o  o como en la gura
3.2(b). Por otro lado, para valores grandes de ~gH y peque~nos de ~gP , se establece un
orden 4kF CDW, con enlaces uniformes como en la gura 3.2(c). Si se incrementa el
valor de ~gP , el estado fundamental viene a 4kF CDW-2kF SP, donde el orden de carga
   o  o es acompa~nado por una distorsion de la red 2kF como en la gura 3.2(d).
Para V > U=4 (~g1=4 < 0), la fase 4kF BOW disminuye debido a la fuerte repulsion
coulombiana V y las fases con orden de carga dominan el diagrama de fases.
Para V > U=4 (~g1=4 < 0), ~gV > 0, la fase 4kF BOW desaparece porque la repulsion de
coulombiana entre primeros vecinos se incrementa como consecuencia de la deformacion
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de Peierls. Las fases CDW poseen una peque~na contribucion del orden 4kF BOW
combinada con el original 2kF , produciendo dos nuevas fases: 4kF CDW-4kF SP y 4kF
CDW-4kF SP + 2kF CDW-2kF SP
Captulo 4
Modelo de Heisenberg acoplado con la
red
4.1. Introduccion
El estudio de las excitaciones de baja energa de los sistemas cuanticos frustrados ha
sido un campo muy investigado en las ultimas decadas debido a que la estructura de las
excitaciones de baja energa de estos sistemas se ve reejada directamente en la cantidades
observadas experimentalmente tales como la curva de magnetizacion.
Sin embargo, en general, no es facil revelar el rol de la frustracion en los sistemas cuanticos
de espines teoricamente, donde las uctuaciones cuanticas y la frustracion afectan coopera-
tivamente las excitaciones de baja energa.
De todos los sistemas frustrados, uno de los modelos mas estudiados y paradigmaticos
es la cadena de espines J1   J2 representada en la gura 4.1 conocida como cadena zig-
zag [94, 95, 96, 97, 98, 99, 100], y puede ser realizada en compuestos como SrCuO2 [101],
Cu(ampy)Br2 [102], F2PIMNH [103] and (N2H5)CuCl3 [104].
b
b
b
b
b
b
b
b
J1 J2
Figura 4.1: Cadena zig-zaz J1   J2 antiferromagnetica. Los puntos en gris representan los
sitios.
El hamiltoniano de la cadena zig-zag posee una estructura muy simple, sin embargo este
captura una gran variedad de efectos inducidos por la frustracion. En efecto, la cadena zig-zag
en un campo magnetico ha sido estudiada activamente [105, 106, 107, 108, 109, 110, 111] mos-
trando un plateau o meseta de magnetizacion aM = 1=3 acopa~nada de la rupura espontanea
de la simetra de traslacion. Estos estudios muestran que el estado fundamental describe una
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fase tipo Tomonaga-Luttinger (TL) para 0 < J2=J1 < c = 0:56
1. Para c < J2=J1 . 1:25
existe un plateau en la curva de magnetizacion en M = 1=3. En la region del plateau, los
estudios numericos muestran que el estado fundamental es triplemente degenerado, donde
la simetra de traslacion es espontaneamente rota a una conguracion de la forma f"; "; #g
(las otras posibles son f"; #; "g, f#; "; "g). En la gura (4.2) se muestra el diagrama de fases
del estado fundamental (izquierda) en funcion de la relacion de acoplamientos y el campo
magnetico externo; en la gura (4.2) (derecha) se muestra como ejemplo la curva de mag-
netizacion para J2=J1 = 0:7 para una cadena de N = 192 sitios mostrando el plateau de
magnetizacion a 1=3 del valor de saturacion.
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D
0 0.5 10
0.25
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(b)
Figura 4.2: (izquierda) Diagrama de fases magnetico para la cadena J1 J2; (derecha) curva
de magnetizacion para J2=J1 = 0:7 y N = 192 sitios calculada por DMRG. Las fases TL1 y
TL2, representan lquidos de Luttinger con diferente estructura mientras D indica una fase
dimerizada. Figuras extradas de K. Okunishi, T. Tonegawa, J. Phys. Soc. Jpn. 72 (2003)
479.
Ademas de los compuestos antes menciondaos el compuesto CuGeO3 ha recivido una
gran atencion donde, ademas de la frustracion, el acoplamiento de los espines con los fo-
nones desempe~na un rol crucial en la propiedades magneticas [38]. Debido al interaccio-
nes que presenta el material antes mencionado, la competencia entre la modulacion que
puede presentar el acoplamiento magnetico y la frustracion ha estimulado considerables es-
fuerzos para estudiar sistemas puramente magneticos, en particular a magnetizacion cero
[113, 114, 115, 116, 117]. Recientemente se demostro que la inclusion de fonones en esca-
leras zig-zag frustradas puede abrir un plateau en la curva de magnetizacion, no solo a
magnetizacion cero, sino tambien para otros valores racionales M respecto de saturacion
(M = 1=3; 1=2:::) [118]. En tal situacion, lo que se observa es una modulacion en el aco-
plamiento de intercambio, con un patron espacial asociado con la simetra de traslacion del
estado fundamental.
1El valor crtico para J2=J1 tambien ha sido reportado como 0.487 usando la tecnica conocida como level
spectroscopy, ver Ref. [112]
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En este captulo investigamos las fases magneticas de sistemas unidimensionales de espi-
nes S = 1=2 en el lmite de baja energa por medio de bosonizacion abeliana y diagonalizacion
exacta.
En la primera parte estudiamos un sistema de trmeros de espines acoplados antiferro-
magneticamente a magnetizacionM = 1=3 y analizamos la competencia entre modulacion de
las constantes de acoplamiento magnetico y frustracion geometrica. El analisis lo abordamos
desde dos lmites particulares: (i) el lmite de frustracion fuerte que corresponde a la situacion
de trmeros debilmente acoplados y donde la frustracion tiene consecuencias drasticas en las
propiedades del estado fundamental; y (ii) el lmite de modulacion debil que corresponde a
la situacion de acoplamientos cuasi-homogeneos, y de esta manera el problema posee una
relacion directa con la cadena zig-zag. Como veremos la competencia entre modulacion y
frustracion conduce a diversas fases magneticas que se establecen en el estado fundamental.
En la segunda parte, continuando con las ideas previamente desarrolladas estudiamos la ca-
dena antiferromagnetica J1 J2 acoplada con fonones en el lmite adiabatico a magnetizacion
M = 1=3, con el objetivo de identicar las posibles fases magnetoelasticas del estado funda-
mental en funcion del grado de frustracion del sistema, e intentamos revelar si la inclusion
de los fonones puede producir nuevas fases magneticas.
4.2. Transiciones de fase cuanticas en cadenas trimeri-
zadas.
Para ilustrar las consecuencias de la presencia de frustracion magnetica vamos a anali-
zar el sistema de espines ( de magnitud S ) frustrado mas sencillo: un trmero de espines
acoplados antiferromagneticamente como se muestra en la gura 4.3.
S1
S2
S3
Figura 4.3: Trmero de espines acoplados antiferromagneticamente.
El hamiltoniano de Heisenberg del trmero esta dado por
H0 =
X
i<j
J Si Sj ; i = 1; 2; 3: (4.1)
donde Si es el operador de espn en el sitio i-esimo y J es la constante de acoplamiento
antiferromagnetica J > 0. Dado a que los acoplamientos entre los espines son iguales el
hamiltoniano se puede reescribir en terminos del operador de espn total ST = S1+S2+S3,
H0 = J
2
(S1 + S2 + S3)
2   3
2
JS(S + 1)
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Las dimensiones de las representaciones en las que se descompone el producto directo de
los tres espines, se pueden obtener va la descomposicion de Clebsh-Gordan. As para espn
S = 1=2 tenemos
1
2

 1
2

 1
2
=
1
2
 1
2
 3
2
(4.2)
mostrando que el estado fundamental es cuatro veces degenerado, puesto que esta formado
por dos subespacios de dimension igual a 21
2
+ 1 = 2.
Claramente el conjunto de operadores que conmutan H0; (ST )2; STz no es completo puesto
que solo permiten distinguir seis de los ocho autoestados del hamiltoniano. La degeneracion
extra esta asociada a la simetra de permutacion de los sitios del trmero. Esto se puede
apreciar deniendo los operadores de permutacion, P1; P2 y P3 dados por
P1 = 2(
1
4
+ S2:S3); P2 = 2(
1
4
+ S1:S3); P3 = 2(
1
4
+ S1:S2) (4.3)
que satisfacen
[STa ; Pj] = 0 j = 1; 2; 3 y a = x; y; z: (4.4)
Puesto que el operador de espn total conmuta con las seis permutaciones posibles de los
tres espines, la doble degeneracion de cada uno de los estados fundamentales (con un dado
valor de STz = 12) puede ser representada por operadores, asociados a una representacion
bidimensional del grupo de permutaciones. Asociado a tal simetra se introduce el operador
pseudo-escalar  , denido como:
 =
2p
3
S1:(S2  S3) (4.5)
que satisface: H0;  = 0: (4.6)
El observable asociado al operador  se conoce como quiralidad u operador de pseudo-espn,
ya que su signo distingue la orientacion de la terna S1;S2;S3. De esta manera los autoestados
del problema, se pueden identicar por el conjunto de numeros cuanticos asociados a los
operadores:
fH0; (ST )2; STz ; g: (4.7)
En la tabla (4.1) se detalla la relacion entre los autoestados del problema y los estados de la
base canonica
B = fj+++i; j++ i; j+ +i; j+  i; j  ++i; j  + i; j    +i; j     ig; (4.8)
junto con los autovalores de ST , de la componente z del espn total y del operador quiralidad:
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Estado Energa STz Quiralidad(z)
j1i j+++i 3
4
J 3
2
0
j2i 1p
3
 
j++ i+j+ +i+j ++i

3
4
J 1
2
0
j3i 1p
3
 
j++ i+j+ +i+j ++i

3
4
J   1
2
0
j4i j   i 3
4
J   3
2
0
j5i 1p
3
 
j+ +i+wj++ i+w2j ++i

  3
4
J 1
2
1
2
j7i 1p
3
 
j+ +i+w2j++ i+wj ++i

  3
4
J 1
2
  1
2
j6i 1p
3
 
j + i+wj  +i+w2j+  i

  3
4
J   1
2
1
2
j8i 1p
3
 
j + i+w2j  +i+wj+  i

  3
4
J   1
2
  1
2
Cuadro 4.1: Autovectores del Hamiltoniano H0, caracterizados por los autovalores de la
componente z de los operadores de espn total y quiralidad de un triangulo (w = ei
2
3 ).
Claramente cualquier combinacion lineal de los cuatro estados j5i; j6i; j7i; j8i se encuentra
dentro del subespacio que forma el estado fundamental del problema. Si por ejemplo armamos
la combinacion lineal
1p
2

iw2j5i   iwj7i; (4.9)
el resultado que se obtiene es exactamente un singlete formado a partir de los sitios 1 y 2
mientras que el espn restante queda frustrado al no poder acomodarse con sus vecinos.
1p
2
(j+; i1;2   j ;+i1;2)j+i3 (4.10)
As el efecto de la frustracion de los espines del triangulo es el de acomodar un singlete
entre dos de ellos cualesquiera y dejar libre el tercero para minimizar la energa. De manera
analoga se pueden armar otras combinaciones lineales para formar singletes entre dos sitios
dejando la libertad de estar " o # al espn restante.
Notemos ademas que el subespacio correspondiente al estado fundamental posee una pro-
yeccion z del espn total igual a 1=2, mientras que la maxima proyeccion posible en un
triangulo es 3=2. Esto quiere decir que el valor absoluto de la magnetizacion normalizada
respecto de saturacion (del valor maximo) corresponde a M = 1=3,
magnetizacion normalizada =
j  1
2
j
j  3
2
j
=
1
3
: (4.11)
Motivados por las ideas y los resultados presentados en las secciones anteriores surgen
algunas preguntas:
> Como modica la estructura magnetica del estado fundamental la inclusion de la
modulacion de los acoplamientos magneticos en un sistema de N espines acoplados?,
y > como inuye la frustracion en las caractersticas del estado fundamental?
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> Es posible que las distintas fases magneticas que surgen debido a la modulacion de
los acoplamientos se establezcan debido a la interaccion con los espines con fonones
en el lmite adiabatico? y de ser el caso, > que tipo de orden magneto-elastico es
seleccionado?.
4.2.1. Frustracion vs modulacion
En esta seccion nos concentraremos en de la competencia entre la modulacion del aco-
plamiento magnetico y la frustracion en una escalera de espines tipo zig-zag con modicada
debido a la presencia de modulaciones de las constantes de acoplamientos que rompen la
simetra de traslacion en el sector de magnetizacion M = 1=3.
Como mencionamos en la introduccion del captulo en ausencia de modulacion (es decir la
cadena zig-zag con acoplamientos J1   J2 como en la gura (4.1)), el modelo presenta un
plateau de magnetizacion a M = 1=3. Ademas, el estado fundamental es tres veces dege-
nerado y la simetra de traslacion en un sitio de red esta espontaneamente rota hacia una
conguracion del tipo ""#. Este resultado fue obtenido numericamente [111] mostrando que
los valores de espectacion en el estado fundamental de los operadores Szi presentan una con-
guracion similar a la que se muestra en la gura (4.4). Basandonos en estos resultados, una
|Ne´el1〉 = · · · ↑↓↑↑↓↑↑↓↑↑↓↑ · · ·
|Ne´el2〉 = · · · ↑↑↓↑↑↓↑↑↓↑↑↓ · · ·
|Ne´el3〉 = · · · ↓↑↑↓↑↑↓↑↑↓↑↑ · · · .
Figura 4.4: j Nelli1;2;3 representan las conguraciones de los valores de espectacion de Szi en
el estado fundamental triplemente degenerado.
deformacion de las posiciones de los sitios de la red viene dada por un patron de perodo
tres de la forma
ui =  sin(
2
3
i  0); (4.12)
donde ui representa la coordenada escalar relevante que describe el desplazamiento del i-
esimo sitio secuencialmente numerado en una cadena unidimensional. En particular, nos
vamos a concentrar en una deformacion con amplitud  > 0 y una fase 0 =  3 causa
que los sitios 1 y 3 se acerquen al sitio 2, y as sucesivamente con los demas sitios como se
muestra en la gura (4.5). Tambien vamos a asumir que los acoplamientos magneticos varan
linealmente con los desplazamientos relativos para poder estimar la modulacion resultante
tanto para los acoplamientos a primeros vecinos como a segundos vecinos. De esta manera,
los sitios 1, 2 y 3 estan magneticamente acoplados en igual amplitud J formando trmeros.
Las lneas discontinuas son mas debiles y la identicamos por J 0.
Notemos que esta modulacion de los acoplamientos selecciona trmeros con acoplamientos
internos fuertes como unidades basicas, los cuales estan debilmente acoplados entre ellos. La
situacion limite, en el cual los trmeros se encuentran debilmente acoplados sera considerada
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Figura 4.5: Descripcion esquematica de la escalera de espines trimerizada. En este caso, tanto
los acoplamientos a primeros como a segundos vecinos son modulados.
en la siguiente seccion y veremos como la frustracion genera un plateau de magnetizacion.
Por otro lado, en la situacion con  < 0 (en este caso los acoplamientos favorecidos pasan a
ser las lneas discontinuas en la gura (4.5) ) el sistema corresponde a una cadena de espines
con acoplamientos mayores a primeros vecinos y menores a segundos, terceros y cuartos. El
limite J=J 0 = 0 es la usual cadena de espines, la cual no presenta ningun plateau en la curva
de magnetizacion.
Basados en este analisis, vamos a investigar la estructura magnetica del estado fundamental
a magnetizacion M = 1=3 del sistema antes mencionado en el caso de espn S = 1=2. El
hamiltoniano de Heisenberg con una modulacion de los acoplamientos de periodo tres tanto
a primeros como a segundos vecinos esta dado por
H =
X
i
(Ji;i+1 Si  Si+1 + Ji;i+2 Si  Si+2); (4.13)
donde Si denota el operador de espn en el sitio i-esimo. La modulacion esta dada por acopla-
mientos a primeros vecinos Ji;i+1 > 0 que siguen la secuencia fJ; J; J 0; J; J; J 0; :::g formando
una secuencia de periodo tres como la que se muestra en la gura (4.5), y acoplamientos
Ji;i+2 > 0 tambien formando una secuencia de periodo tres de la forma fJ; J 0; J 0; J; J 0; J 0; :::g
como la que se muestra en la gura (4.5).
Como veremos la competencia entre frustracion y modulacion da como resultado un rico
diagrama de fases para el estado fundamental incluyendo un numero de transiciones de fases
de distintos ordenes, incluyendo estados como el plateau clasico donde los valores de especta-
cion de hSzi i poseen una estructura similar a up-up-down; plateau cuantico y estados quirales.
Resumiendo, veremos que el sistema adopta un unico estado fundamental up-up-down para
 = J 0=J > 1 separado por una transicion de fase de primer orden en 3 = 1 hacia una fase
Z2 que se extiende hasta  ligeramente menor que 1. En algun valor nito 2 encontramos
una transicion de fase de segundo orden tipo Ising a un unico estado tipo plateau cuantico.
En el lmite de frustracion fuerte  1, encontramos otra transicion en 0 < 1 < 2 hacia
una fase crtica quiral con magnetizacion uniforme en el estado fundamental. El diagrama de
fases del estado fundamental nal se muestra en la gura (4.6). El analisis se basa en boso-
nizacion abeliana, teora de perturbaciones por bloques y diagonalizacion exacta de sistemas
peque~nos utilizando el algoritmo de Lanczos.
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Figura 4.6: Diagrama de fases esquematico del estado fundamental del sistema de espines
mostrado en la gura 4.5. Ms corresponde al parametro de orden magnetico dado por la
ecuacion 4.32.
4.2.2. Lmite de frustracion fuerte
Para poder analizar el estado fundamental del sistema en el limite de frustracion fuerte
vamos a considerar el sistema como consistiendo de trmeros frustrados de espn S = 1=2
debilmente acoplados antiferromagneticamente por J 0 > 0. Por conveniencia, en esta seccion
2 3
1 2
1
3
J
J
′
n
n+1
1
Figura 4.7: Descripcion esquematica del sistema en el regimen de frustracion fuerte, con
J 0  J indicado por trmeros de lneas gruesas.
vamos a enumerar los trmeros con un ndice n y vamos renombrar los espines como San
(a = 1; 2; 3 dentro de cada trmero, ver gura 4.7) para escribir el hamiltoniano (4.13) como
H =
X
n
J
 
S1n  S2n + S2n  S3n + S3n  S1n

+
X
n
J 0
 
S1n  S2n+1 + S3n  S1n+1 + S3n  S2n+1

: (4.14)
Experimentalmente existen candidatos de sistemas similares en cuanto a la estructura de
acoplamientos conocidos como tubos de espines [119]. Entre ellos podemos mencionar el
oxido de vanadio Na2V3O7 [120, 121, 122] que corresponde a un tubo de espines de nueve
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patas (gura 4.8a), y el compuesto [(CuCl2tachH)3Cl]Cl2 [123, 124] formado por tres las
de espines acoplafos como se muestra en la gura 4.8a.
J
J’
J’’
J
(a) (b)
J’
Figura 4.8: Modelos de tubos de espn (a) Na2V3O7 y (b) [(CuCl2tachH)3Cl]Cl2.
Volviendo a nuestro caso, para estudiar el lmite J 0  J del hamiltoniano (4.14) vamos a
realizar un desarrollo perturbativo por bloques [125, 126] alrededor del estado fundamental
exponencialmente degenerado de trmeros desacoplados (J 0 = 0). A bajas energas y en el
subespacio de espn total de cada trmero ST = 1=2 (correspondiente al subespacio del estado
fundamental), los operadores de espn en cada vertice de un trmero pueden ser factorizados
en terminos del espn total y del operador de pseudo-espin (ecuacion (4.5) ) como
San =
2
3
STn (
1
2
  T an ); (4.15)
donde
STn = S
1
n + S
2
n + S
3
n (4.16)
es el operador de espn total del n-esimo trmero proyectado en el sector de baja energa.
Los operadores T an actuan sobre el sector quiral como
T 1n = 
+
n + 
 
n ;
T 2n = !
2+n + !
 
n ;
T 3n = !
+
n + !
2 n ; (4.17)
donde n = 
x
n  i yn y ! = ei 2=3.
Para estudiar el estado fundamental del sector de magnetizacion M = 1=3, consideremos
al sistema bajo la accion de campo magnetico externo h > 0 que selecciona el subespacio de
hSz;Tn i = 1=2 en cada trmero, pero que es lo sucientemente peque~no como para descartar
excitaciones de espn S = 3=2 en cada trmero (gura 4.9). Bajo esta restriccion, la magne-
tizacion total del sistema es M = 1=3 dejando como hamiltoniano efectivo el de una cadena
de pseudo-espines describiendo excitaciones no-magneticas.
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Figura 4.9: Evolucion de los ocho niveles de energa del tr'mero de espines en funcion del
campo magnetico externo h.
A primer orden en perturbaciones por bloques [125], se obtiene un hamiltoniano del tipo
XY con interacciones a primeros vecinos,
H
(1)
eff =
p
3
9
J 0
X
n
 
e i

6 +n 
 
n+1 + e
i
6 +n+1
 
n

+ cte: (4.18)
Realizando una transformacion de gauge
+n ! e i n

6 +n ;
 zn !  zn; (4.19)
que preserva las relaciones de conmutacion de SU(2), se logra eliminar las fases en el ha-
miltoniano (4.18). Luego, utilizando las transformacion de Jordan-Wigner se puede mapear
las excitaciones no magneticas quirales en un teora de fermiones libres sin espn. El estado
fundamental es entonces descrito por una banda semi-llena de fermiones.
Este modelo efectivo, describe las excitaciones no magneticas del estado fundamental, que
forman un espectro continuo sin gap, y estado fundamental no degenerado. Usando las ecua-
ciones (4.16), (4.17) y(4.19) uno puede evaluar valores de expectacion de diferentes funciones
de correlacion. La densidad de espn en la direccion paralela al campo aplicado es uniforme
y simplemente igual al promedio de magnetizacion,
hSz an i = 1=6; (4.20)
mientras que la componente en el plano transversal se anula. La funcion de correlacion
espn-espn en la direccion paralela al campo externo esta dada por:
hSz an Sz bm i =
1
36
+
constp
n m cos((n m)

6
+
2
3
(a  b)); (4.21)
con a; b = 1; 2; 3, mostrando orden de largo alcance (cada trmero en un estado de espn
+1=2), mas oscilaciones con decaimiento algebraico. En el plano XY , la correlacion espn-
espn decaen exponencialmente. Estos resultados son de esperar debido a que las excitaciones
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no magneticas no poseen gap en el espectro.
De la discusion anterior, uno puede establecer que para J 0  J el sistema de espines a
M = 1=3 presenta una fase sin gap correspondiente a los grados de libertad quirales no
magneticos describiendo un lquido de Luttinger con K = 1.
Para poder estudiar una region mas extensa alrededor de J 0=J = 0 calculamos el siguiente
orden perturbativo . La derivacion requiere un calculo mas elaborado y tedioso, y provee
interacciones a segundos vecinos. Saltando los detalles, la correccion a segundo orden toma
la forma:.
H
(2)
eff=J = 
2
(
2
27
X
n
[+n + 
 
n ]+ (4.22)
+
5
162
X
n
[e i
2
3 +n 
 
n+1 + e
i 2
3 +n+1
 
n ] 
 1
3
X
n
 zn
z
n+1 +
+
2
81
X
n
[ei
2
3 +n 
 
n+2 + e
 i 2
3 +n+2
 
n ] 
  2
27
X
n
[+n 
+
n+1 + 
 
n+1
 
n ] 
  4
81
X
n
[+n 
+
n+1
+
n+2 + 
 
n+2
 
n+1
 
n ]
)
+ cte; (4.23)
donde  = J 0=J . Los terminos en la segunda lnea son similares a aquellos que surgen del
primer orden en la ecuacion (4.18), para lo cual proponemos una transformacion de gauge
diferente para eliminar las fases en los terminos XY
+n ! ei()n +n ;
 zn !  zn; (4.24)
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donde () = arctan[
p
3(5 18)
5+54
], quedando el hamiltoniano efectivo de la siguiente forma
Heff=J =  ()
X
n
[
1
2
(+n 
 
n+1 + 
+
n+1
 
n ) + 
z() zn
z
n+1] +
+
2
81
2
X
n
[e i2(() 

3
)+n 
 
n+2 + h:c:] +
+
2
27
2
X
n
[ei()n+n + h:c:] 
  2
27
2
X
n
[ei()(2n+1)+n 
+
n+1 + h:c:] 
  4
81
2
X
n
[ei 3()(n+1)+n 
+
n+1
+
n+2 + h:c:]; (4.25)
donde z() = 
2
3()
y () = =81
p
972 + 252.
En la ecuacion (4.25) la primera y segunda lnea representan un modelo de Heisenberg
anisotropico con interacciones a primeros y segundos vecinos para los operadores de pseudo-
espn. Los acoplamientos a primeros vecinos poseen anisotropa dada por z(), mientras
que los acoplamientos de segundos vecinos son unicamente XY . De las expresiones de los
coecientes se observa que 0 < z() < 1 y que los acoplamientos a segundos vecinos
son mas peque~nos que los de primeros vecinos. Todos los otros terminos incluyen fases que
dependen de la posicion, y se cancelan en el lmite termodinamico, restaurando la simetra
U(1). Esta cancelacion de los terminos oscilatorios, se puede ver mas claramente utilizando
bosonizacion para describir el comportamiento de baja energa.
Aplicando el procedimiento estandar de bosonizacion derivamos el hamiltoniano de baja
energa,
Heff  v
2
Z
dx
 1
K
(@x')
2 +K(@x)
2

  
Z
dx cos[2
p
4']; (4.26)
donde la velocidad de Fermi, el parametro de Luttinger y el acoplamiento   dependen de
J 0=J . Para J 0=J peque~no, la perturbacion armonica es fuertemente irrelevante, y la teora
efectiva describe una fase sin gap como se obtuvo mediante la teora de perturbaciones
por bloque a primero orden. A medida que incrementamos J 0=J , la dimension conforme de
la perturbacion armonica disminuye, y segun la ecuacion (4.26) uno espera un transicion
de segundo orden tipo Berezinskii-Kosterlitz-Thouless (BKT), hacia una fase masiva. Un
calculo detallado de la dependencia de la dimension conforme con respecto a J 0=J muestra
que la perturbacion se vuelve relevante para J 0=J  0:5. En la siguiente seccion vamos a
estudiar el problema ahora desde el otro lmite correspondiente a modulaciones debiles, es
decir J 0=J  1, en donde ya no es posible aplicar el metodo perturbativo.
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4.2.3. Lmite de modulacion debil
Para estudiar la region J 0  J es conveniente enumerar de una manera distinta los sitios
para facilitar la notacion. Para ello vamos a utilizar la descripcion dada en la gura (4.5). En
ese caso, el hamiltoniano microscopico para el sistema de espines se puede reescribir como
H =
X
i
h
(J   
2
)Si  Si+1 + (J   )Si  Si+2
i
 
X
i
cos(i
2
3
)Si  Si+1
+
X
i
cos((i  1)2
3
)Si  Si+2; (4.27)
donde  = 2(J   J 0)=3.
La primera lnea describe una cadena homogenea con J1 = J   =2 y J2 = J   , mientras
que el resto es una perturbacion modulada de periodo tres. En el sector de magnetizacion
M = 1=3, implementando el metodo de bosonizacion abeliana descrito en la seccion 2.1.4,
la parte homogenea \es bien descrita\ [46, 93] en terminos de un hamiltoniano seno-Gordon
dado por:
H0 =
v
2
Z
dx

1
K
(@x')
2 +K (@x)
2

  g cos[3
p
4 ']; (4.28)
donde ' es un campo bosonico real, v es la velocidad de ondas de espn,  es el campo dual de-
nido por @x = @t' y K es el arametro de Luttinger. La presencia del tercer armonico en la
Eq. (4.28) surge del triple proceso de dispersion Umklapp, con momento kF = =3 jo a mag-
netizacion M = 1=3. Es conocido numericamente [111, 112] que el hamiltoniano magnetico
homogeneo H0 describe una fase tipo Tomonaga-Luttinger (TL) para 0 < J2=J1 < c = 0:56.
Para c < J2=J1 . 1:25 existe un plateau en la curva de magnetizacion en M = 1=3. En
termino de los parametros de la bosonizacion, para que ocurra esto debe ser KL > 2=9 para
J2=J1 . c, ya que esto implica que la perturbacion en Eq. (4.40) sea irrelevante. Entonces
el coeciente g3 "uye" a cero al aplicar el grupo de renormalizacion y la teora efectiva
describe una fase TL. Por otro lado, para c . J2=J1 . 1:25, debe ser KL < 2=9, hacien-
do (4.40) una perturbacion relevante. Entonces este termino abre un gap en el espectro de
excitaciones magneticas generando un plateau en la curva de magnetizacion [46] observada
en este rango. Mas aun, en la region con gap, los estudios numericos muestran que el estado
fundamental es triplemente degenerado, donde la simetra de traslacion es espontaneamente
rota a una conguracion de la forma f"; "; #g [111](las otras posibles son f"; #; "g, f#; "; "g).
Tales conguraciones son descritas al jar el campo bosonico en uno de los mnimos de la
ecuacion (4.40) considerado como la energa potencial semiclasica [46] siempre que g3 > 0.
Consideremos ahora un analisis semiclasico de la teora similar al presentado en el captulo
3. Dentro de esta aproximacion, el tercer armonico  g cos[3p4 '] es considerado como un
potencial; este tiene posee tres mnimos no equivalentes para el boson ', como se muestra en
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la gura 4.10 indicando que el estado fundamental es triplemente degenerado en acuerdo con
los resultados numericos previos utilizando DMRG [111]. El mapeo de las variables bosonicas
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Figura 4.10: Potencial semiclasico para el sistema homogeneo J = J 0 (en unidades arbitra-
rias). Hay tres mnimos en el rango compacticado ( 
p

2
;
p

2
), correspondiendo las los tres
estados no equivalentes mostrados en la gura (4.4).
a variables de espn [45], muestra que cada uno de los mnimos para ' corresponde a los
estados de plateau clasico mostrados en la gura (4.4) relacionados por traslaciones de la red
i! i+ 1; i+ 2. La segunda y tercer lnea en la ecuacion (4.27) representa una perturbacion
modulada al problema antes descrito. El punto crucial es que despues utilizar las reglas de
bosonizacion en estos terminos se obtiene una contribucion efectiva dada por
Hmod  
Z
dx
h
C cos[
p
4']  cos[2
p
4']
i
; (4.29)
donde C = 1 + 2
3
. La dimension conforme de estos armonicos es menor que la del tercer
armonico, de esta manera resultan ser perturbaciones relevantes en la teora. La teora efec-
tiva denida por H0 + Hmod es conocida como el modelo triple seno-Gordon [127]. Se han
realizado numerosos analisis de la competencia entre diferentes armonicos principalmente del
doble seno-Gordon [88, 90, 128, 129]. Para estudiar las propiedades del estado fundamental
del modelo denido por las ecuaciones (4.28) y (4.29) vamos a realizar un analisis semiclasico
considerando todas las perturbaciones relevantes.
Para J 0 > J el armonico basico domina el mnimo del potencial (gura 4.11, panel izquier-
do), tal que la perturbacion selecciona una unica conguracion ' = 0 correspondiendo a
uno de los estados f"; "; #g (el que los espines # estan en los sitios 3 i + 2 gura 4.4). Por
otro lado, un rico escenario ocurre para J 0 < J cuando el primer y segundo armonico entran
en \conicto" con tercer armonico (gura 4.11, panel derecho). En este caso el mnimo del
potencial pasa, en una primera etapa, de ser triplemente a doblemente degenerado debido a
una peque~na perturbacion. De las tres posibles conguraciones para ', se seleccionan dos co-
rridas de sus conguraciones conmensuradas correspondientes a algun estado f"; "; #g. Esta
fase esta caracterizada por una simetra de reexion Z2, espontaneamente rota en cada uno
de los mnimos del potencial. Cuando J 0=J es inferior a un cierto valor nito, estos mnimos
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Figura 4.11: Modicacion del potencial semiclasico debido a las perturbaciones relevantes.
Para J 0 > J (panel izquierdo), el mnimo central ja el sistema en un estado particular up-up-
down. Para J 0 < J (panel derecho), la estructura del mnimo pasa primero a ser doblemente
degenerado y entonces, a partir de un valor crtico de J 0=J , a un unico estado fundamental
desplazado en
p
=6 con respecto a la posicion no perturbada. Este corrimiento selecciona
un estado tipo plateau cuantico no conectado con los estadosup-up-down.
colapsan en un unico mnimo en ' =
p
=2   p=2, levantando la degeneracion com-
pletamente. Mas aun, la posicion del mnimo es corrida hacia una conguracion del campo
que corresponde a un \maximo" en el caso homogeneo (J 0 = J). En terminos de espines, el
sistema adquiere una conguracion muy diferente, conocida como estado de plateau cuanti-
co cuya estructura se muestra en la gura 4.12. Esta conguracion esta caracterizada por
|MQ〉 = · · · • • ↑ •• ↑ •• ↑ · · ·PC
Figura 4.12: Conguracion de plateau cuantico.
singletes alternando con sitios con espn " (en nuestro caso, los espines " se encuentran en los
sitios 3 i+2 en la gura 4.5). Dada la simetra y degeneracion a ambos lados del punto criti-
co, uno puede conjeturar que la transicion pertenece a la clase de universalidad de Ising [129].
El presente analisis de la teora bosonizada indica la presencia de una transicion de fase
de primer orden en el punto J 0 = J y una transicion de fase de segundo orden perteneciente
a una clase de universalidad de Ising en algun valor nito 2 = J
0=J , donde dos mnimos
degenerados se fusionan en uno solo. En la siguiente seccion mostramos el analisis numerico
realizado mediante diagonalizacion exacta de sistemas peque~nos mediante el algoritmo de
lanczos (ver seccion 2.3.1) con la intencion de conrmar los resultados obtenidos hasta el
momento.
4.2.4. Analisis numerico
En esta seccion vamos a explorar el regimen intermedio de J 0=J no cubierto por la teora
de perturbaciones alrededor de J 0=J = 0 y J 0=J = 1, en sistemas nitos por medio de diago-
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nalizacion exacta de 18 y 24 espines con condiciones de contorno periodicas. Esta parte del
trabajo fue realizada en colaboracion con el Dr. Marcelo D. Grynberg.
Primero hemos conrmado la presencia del plateau de magnetizacion en M = 1=3 en todo
el rango de acoplamientos desde J 0=J = 0 y J 0=J = 2. El diagrama de fases magnetico 4.13
muestra el campo h necesario para el cruce de niveles entre distintos sectores de magnetiza-
cion de donde se puede observar lo robusto que es el sector de magnetizacion M = 1=3. Por
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Figura 4.13: (izquierda) Diagrama de fases magnetico obtenido por diagonalizacion exacta
de sistemas nitos con 12 (lnea punteada), 18 (lnea cortada) y 24 espines (lnea llena).
recuadro: curva de magnetizacion tpica. (derecha) Excitaciones no magneticas n para 24
espines con condiciones de contorno periodicas por encima del estado fundamental 0, a
M = 1=3 , para n = 1 (lnea punteada), 2 (lnea llena), y 3 (lnea cortada). El recuadro
muestra los resultados correspondientes para 18 espines.
otro lado, ademas del estado fundamental hemos calculado las primeras tres excitaciones no
magneticas en el sector M = 1=3 en un amplio rango de acoplamientos 0 < J 0=J < 1:5 y los
resultados son mostrados en la gura (4.13). La triple degeneracion del estado fundamental
es, dentro de los efectos de tama~no nito, cualitativamente observada en el punto J 0=J = 1
en acuerdo con referencia [111]. Mas aun, asumiendo que el estado fundamental es triple-
mente degenerado en el limite termodinamico, nuestros datos numericos son compatibles con
el resultado obtenido mediante bosonizacion, en el cual para J 0=J > 1 el estado fundamental
es unico. De la misma manera, para J 0=J . 1 la triple degeneracion parece ser parcialmente
corrida a una doble donde uno de los niveles rapidamente se separa mientras que el otro se
mantiene cerca del estado fundamental, y nalmente la degeneracion remanente se levanta
completamente. Este analisis es consistente con los resultados de bosonizacion en el limite
de modulacion debil mostrados en la gura (4.11).
Uno puede estimar la localizacion de los puntos de las transiciones de fases tipo Ising y BKT
mencionadas en la seccion 4.2.3 y 4.2.2 por considerar la funcion- de Callan-Symanzik
desarrollada en el contexto del grupo de renormalizacion fenomenologico por Roomany and
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Wyld [130]. Esta tecnica puede ser aplicada en situaciones en la cual la transicion de fase
no esta necesariamente caracterizada por un decaimiento como ley de potencias del gap del
espectro, es decir, una ordinaria transicion de fase de segundo orden o tambien una singu-
lar de la forma de BKT. En el primer caso la funcion- se anula mientras que en la otra
situacion se anula con una singularidad algebraica. Esta funcion puede se estimada de los
datos numericos para tama~nos nitos mediante la aproximacion de Roomany-Wyld, que en
nuestra notacion queda
RW() =  ln

N + 6
N
N+6()
N()

= (4.30)
ln

N + 6
N

1 +
1
2
 @ ln [(N + 6)N+6()N N() ]

;
donde N es el gap del espectro por sitio. Notemos que cuando la condicion de renorma-
lizacion fenomenologico (N + 6)N+6() = NN() es satisfecha, la funcion- se anula.
Ademas, su comportamiento es de la forma ()  ( c)=, de donde la pendiente en c
esta relacionada al exponente de la transicion de segundo orden. Por el contrario, en la vecin-
dad de una transicion singular de la forma  / exp ( c) , uno tiene   ( c)1+
que permite determinar tanto c como . En la gura 4.14 se muestra la aproximacion RW
calculada para 18 y 24 espines. La curva de la izquierda caracteriza una transicion singular
con 1  0:35 y   0:7 (aunque no se observa un cero estricto posiblemente debido a efectos
de tama~no nito) compatible con la transicion BKT, mientras que de la curva de la derecha
uno identica un transicion convencional en 2  0:88 con   0:67 consistente con la clase
de Ising.
La transicion BKT tambien puede ser estimada mediante la espectroscopia de cruce de nive-
les [131, 132, 133] de los estados de baja energa con diferentes simetras. En la gura 4.14,
se muestran las excitaciones escaleadas NE(N) como funcion de J 0=J para sistemas de
N = 18 y N = 24 espines. La interseccion entre las primer y segunda excitacion es inter-
pretada [132] como la transicion de fase quiral sin gap-quiral con gap en el punto 1(N) y
ocurren en  = 0:29 y  = 0:36 respectivamente. El escaleo de tama~no nito de 1(N) es
expresado como sigue [131]
1(N) = 1(1) + constN 2; (4.31)
sugiriendo una cruda extrapolacion a 1(1)  0:47.
Estas estimaciones numericas son consistentes con la existencia de una transicion BKT en 1
en el rango 0:3 0:5 y una transicion tipo Ising en 2 alrededor de 0:9. Sin embargo, un cruce
de niveles no predicho por el tratamiento analtico, es visto en la gura 4.13 en J 0=J  0:18
en el sistema de 24 espines pero no en el de 18. Su presencia puede ser chequeado en sistemas
mas grandes, puesto que esta puede ser una consecuencia de terminos altamente oscilatorios
en la ecuacion (4.25) que puede ser determinante en sistemas peque~nos. De ser conrmado,
esto podra indicar que la transicion BKT que separa la fase sin gap descrita en el limite de
frustracion fuerte de la fase de plateau cuantico en el limite de modulacion debil puede se
reemplazada por un de primer orden en el limite termodinamico.
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Figura 4.14: (izquierda) Aproximacion de Roomany-Wyld(N = 24; 18) de la funcion de 
de Callan-Symanzik (crculos). Las curvas izquierda y derecha son respectivamente con la
transicion de fase BKT en 1  0:35 y con una transicion tipo Ising en 2  0:88. Las curvas
entrecortadas ajustan los datos numericos con parametros referidos en el texto. (derecha)
Estados excitados y cruce de niveles usados en el analisis.
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Para caracterizar las fases separadas por la mencionada transicion, podemos calcular los per-
les de magnetizacion del estado fundamental. Encontramos tres diferentes fases periodicas
dependiendo del valor de J 0=J Como el perl es periodico, solo mostramos la conguracion
generica de un triangulo, etiquetando los sitios a = 1; 2; 3 en acuerdo con la gura 4.7. Un
graco de los perles locales de magnetizacion del estado fundamental para J 0=J hasta 1:4
se muestra en la gura 4.15 (panel superior). Notemos que los sitios a = 2; 3 muestran la
misma magnetizacion.
En el limite de frustracion fuerte, observamos un perl de magnetizacion uniforme para
0 < J 0=J . 0:18 (por ejemplo Sz 1;2;3 = 0:018; 0:016; 0:016 en J 0=J = 0:1). En con-
traste, para 0:18 < J 0=J . 1 encontramos una fase tipo plateau cuantico (el: Sz 1;2;3 =
0:470; 0:015; 0:015 en J 0=J = 0:5) y nalmente para J 0=J & 1 una fase tipo up-up-down
(ej: Sz 1;2;3 =  0:075; 0:288; 0:288 en J 0=J = 1:2). Encontramos claros signos de un cruce
de niveles en J 0=J = 1.
Uno puede apreciar un cambio repentino en la magnetizacion en el punto del cruce de niveles
J 0=J = 0:18; magnetizacion uniforme para 0 < J 0=J . 0:18 (Sz  0:166 en cada sitio) y
fase de plateau cuantico para 0:18 < J 0=J . Los resultados numericos pueden resumirse por
el parametro de orden
Ms =
X
i
cos(
2
3
(i  2)) < Szi > (4.32)
En la gura 4.15 (panel inferior), este parametro permite identicar las tres fases menciona-
das anteriormente. Notemos que al estar caracterizadas por uctuaciones de largo alcance,
las transiciones de segundo orden son particularmente difciles de detectar en sistemas de
tama~no nito.
4.2.5. Resultados y discusion
En esta seccion hemos analizado las transiciones de fase cuanticas en una cadena trimeri-
zada a magnetizacion a magnetizacion M = 1=3. Hemos encontrado que la triple degenera-
cion del estado fundamental en el plateau 1=3 en el caso de la cadena homogenea es levantada
dando lugar a varias fases magneticas separadas por transiciones de primer y segundo or-
den. El analisis numerico mediante diagonalizacion exacta de sistemas peque~nos conrman
los resultados analticos. Otra transicion separa el regimen de modulacion debil del regimen
de frustracion fuerte. Partiendo del lmite de acoplamiento debil hasta mas alla del punto
homegemeo, el diagrama de fases del estado fundamental es esquematicamente mostrado
en la gura (4.6) muestra: una fase con magnetizacion uniforme descrita por excitaciones
quirales no magneticas sin gap; luego una transicion a un estado fundamental no degenerado
tipo plateau cuantico; luego una transicion de segundo orden, en la clase de universalidad
de Ising, a un estado fundamental doblemente degenerado y nalmente una transicion de
primer orden en el punto homogeneo a un estado fundamental tipo ""#. La naturaleza de
la transicion entre la fase quiral y el plateau cuantico no es posible determinar con nuestros
datos numericos; esta zona es dejada en blaco en el diagrama como un problema abierto.
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Figura 4.15: (a): magnetizacion local del estado fundamental para 24 sitios como funcion del
parametro de acoplamiento. Los cuadrados (crculos) corresponden al sitio medio (1)(extre-
mos (2), (3)) de los trmeros. El panel (b) muestra respectivamente estos resultados para
18 espines (aqu, la fase uniforme esta ausente). (c): parametro de orden en ecuacion (4.32)
describiendo magnetizaciones moduladas para 18 (crculos) y 24 (triangulos) espines. De
izquierda a derecha este exhibe los estados de magnetizacion uniforme, plateau cuantico y
""#.
4.3. Fases tipo espn-Peierls en cadenas de espines a
M = 1=3.
Continuando con el estudio previo de sistemas magneticos a M = 1=3, vamos a inves-
tigar la posibilidad de que deformaciones elasticas de cadenas antiferromagneticas de espn
S = 1=2 a magnetizacionM = 1=3 produzcan modulaciones en los acoplamientos magneticos
similares a las consideradas en la seccion 4.2, mediante el mecanismo conocido como espn-
Peierls. En particular vamos a estudiar las deformaciones posibles de la red acoplada a los
grados de libertad de espines en el lmite adiabatico. Para llevar a cabo este estudio, utiliza-
mos bosonizacion abeliana y diagonalizacion exacta de sistemas peque~nos. Ambos metodos
predicen la existencia de fases magneto-elasticas dependiendo del grado de frustracion en el
sistema.
4.3.1. Introduccion
Los sistemas de espines han sido continuamente explorados en los ultimos a~nos. Frus-
tracion magnetica es considerado como un ingrediente fundamental para inducir ordenes
magneticos poco convencionales o incluso fases desordenadas con excitaciones exoticas. Co-
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mo representativo de cadenas homogeneas geometricamente frustradas, uno puede citar la
cadena zig-zag antiferromagnetica de espn S = 1=2 realizada en compuestos como: CuGeO3
[134], LiV2O5 [135] o SrCuO2 [136].
En este contexto, tanto los estudios experimentales como teoricos han crecido debido al
descubrimiento del compuesto CuGeO3 que presenta una transicion de espn-Peierls a mag-
netizacion cero [38]. Esta transicion es una inestabilidad debida al acoplamiento de la red
con los grados de libertad de espn, y que se caracteriza (por debajo de la temperatura crtica
TSP ) por abrir un gap de espn en el espectro de excitaciones y la aparicion de una distor-
siones dimerizada a M = 0, con la consecuencia de una modulacion en los acoplamientos
magneticos (ver 4.16). Un fenomeno similar puede ser analizado en sistemas magneto-elasti-
Figura 4.16: Esquema de una fase de espn dimerizada.
cos a magnetizacion no nula, siendo los mas interesantes los sistemas que presentan plateaux
de magnetizacion. Mas aun, recientemente se ha mostrado que la interaccion espn-fonon en
cadenas zig-zag produce una la apertura de un gap de espn en el espectro de excitaciones,
as como la presencia de plateaux de magnetizacion en el lmite de baja frustracion [118].
Tales plateaux de magnetizacion se deben a un mecanismo de conmensurabilidad entre dis-
torsiones de la red y modulaciones de espn.
Con respecto a la situacion de cadenas no elasticas a magnetizacion M = 1=3, en la sec-
cion anterior mostramos que peque~nas modulaciones de los acoplamientos magneticos con
perodo tres pueden conducir a la transiciones magneticas desde un estado fundamental tres
veces degenerado hacia uno de los siguientes dos estados: uno de ellos conocido como plateau
clasico, donde la conguracion de espines se asimila a un estado tipo Ising de la forma ""#,
o bien hacia el estado conocido como plateau cuantico cuya conguracion es de la forma
" (singlete-espn-up). Recientemente se han realizado estudios tanto experimentales como
teoricos de sistemas que presentan plateaux cuanticos a magnetizacion M = 1=3 para el
compuesto Cu3(P2O6OH)2 [137] que es bien descrito por un modelo de Heisenberg antiferro-
magnetico con S = 1=2 y acoplamientos magneticos modulados de perodo tres.
Una idea acerca del estado fundamental magneto-elastico puede ser obtenida a partir de la
modulacion mencionada a M = 1=3. Cuando uno considera una cadena J1   J2 con acopla-
mientos con la red solo a primeros vecinos, una deformacion de la red en la cual se acercan
dos sitios vecinos a un mismo sitio (ver gura 4.17 panel superior) induce una modulacion en
los acoplamientos J1 formando trmeros. El caso lmite de un trmero aislado, con S
total
z = 1=2
indica [93] que el estado fundamental corresponde a una de las conguraciones "#" en cada
trmero. Sin embargo, si por el contrario, dos de cada tres sitios se agrupan juntos formando
dmeros (ver gura 4.17 panel inferior) el caso lmite de dmeros aislados y sitios interca-
lados, el estado fundamental corresponde a ", formados por un singlete en cada dmero.
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Figura 4.17: El panel superior describe la deformacion de la red que forma trmeros; panel
inferior la deformacion permite la formacion de dmeros.
Motivados por la discusion anterior, en esta seccion estudiamos las posibles fases magneto-
elasticas en el modelo de Heisenberg antiferromagnetico J1   J2 a magnetizacion M = 1=3.
En particular investigamos el sistema incluyendo acoplamiento espn-fonon tanto a prime-
ros como a segundos vecinos en el lmite adiabatico. Mostramos que el estado fundamental
(a temperatura T = 0) favorece patrones de distorsion de la red, derivados a partir de la
competicion entre energa elastica y magnetica. Estos patrones rompen espontaneamente la
simetra de traslacion, con diferentes fases dependiendo de la relacion entre el acoplamiento
a primeros y segundos vecinos J2=J1, y del valor del acoplamiento espn-fonon. Como sugiere
la gura 4.17, el sistema presenta esencialmente dos situaciones diferentes: (i) una tendiendo
a agrupar tres sitios consecutivos para formar trmeros y (ii) otra tendiendo a agrupar dos de
cada tres sitios para formar dmeros. Para cada patron de deformacion, dependiendo de los
parametros microscopicos, el sector de espn adopta ya sea: (a) una conguracion de plateau
clasica, o bien (b) una conguracion de plateau cuantica.
4.3.2. Descripcion del modelo y bosonizacion
Para comenzar, consideremos el hamiltoniano de Heisenberg de S = 1=2 con acoplamien-
tos a primeros y segundos vecinos,
HM =
X
n
(Jn;n+1Sn  Sn+1 + Jn;n+2Sn  Sn+2   hSzn) : (4.33)
La interaccion de los espines en una cadena homogenea (Jn;n+1 = J1, Jn;n+2 = J2) con los
fonones se obtiene expandiendo los acoplamientos magneticos alrededor de los valores no
distorsionados J1 y J2 (ver seccion 1.4) dando como resultado
Jn;n+1  J1(1  A(un+1   un));
Jn;n+2  J2(1 B(un+2   un)); (4.34)
donde un es coordenada escalar relevante para el desplazamiento del ion n respecto de la
posicion de equilibrio, mientras que A y B son las constantes de acoplamiento espn-fonon a
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primeros y segundos vecinos respectivamente. El hamiltoniano total, incluyendo la energa
elastica en la aproximacion adiabatica, esta dado por
HT =
1
2
K
X
n
(un+1   un)2 +
+
X
n
n
J1 Sn:Sn+1 + J2 Sn:Sn+2
o
 
 
X
n
n
J1A(un+1   un)Sn:Sn+1 +
+J2B (un+2   un)Sn:Sn+2
o
; (4.35)
donde K es la constante elastica. En la ecuacion (4.35) la primera lnea corresponde la
energa elastica de los fonones clasicos (HCP ); la segunda lnea al hamiltoniano homogeneo
magnetico (HM) y el resto a la interaccion espn-fonon (HI),
HT = HCP +HM +HI : (4.36)
Por conveniencia para el analisis numerico posterior, adimensionalizamos los parametros
usando J1 como escala de energa como sigue:
A ! ~A = (J1=K)1=2A
B ! ~B = (J1=K)1=2B
un ! ~un = (K=J1)1=2un
J1; J2 !  = J2=J1 (4.37)
Para estudiar semi-cuantitativamente las propiedades de baja energa del modelo (4.35), em-
pleamos el metodo de bosonizacion abeliana desarrollado en la seccion 2.1. Para llevar a cabo
esto, comenzamos con el hamiltoniano magnetico HM y seguimos los mismos pasos desarro-
llados en la seccion seccion 2.1.4. Primero mediante la transformacion de Jordan-Wigner
(ver seccion 2.1.4) introducimos fermiones sin espn  n; entonces uno escribe una aproxi-
macion lineal alrededor del nivel de Fermi (a magnetizacion M = 1=3, kF = =3 a donde
a es el espaciamiento de la red) de estos fermiones en terminos de fermiones \izquierdos\ y
\derechos\
 n  ein=3 R(na) + e in=3 L(na): (4.38)
Luego de pasar al continuo introduciendo la coordenada continua x = n a y aplicando las
reglas de bosonizacion, el hamiltoniano HM es nalmente mapeado en un hamiltoniano
gaussiano
v
2
Z
dx
 1
KL
(@')2 +KL (@)
2

: (4.39)
En la ecuacion (4.39), ' es un boson compacticado denido en un crculo, '  ' +p, y
 es su campo dual denido por @x = @t'. Los parametros v y KL (velocidad de Fermi y
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parametro de Tomonaga-Luttinger respectivamente) dependen de los parametros microscopi-
cos del hamiltoniano HM ; v es proporcional a aJ1, mientras que KL es adimensional.
Un comportamiento particular que ocurre aM = 1=3 y que hemos mencionado en la seccion
4.2.3, es que el momento de Fermi kF = =3 a permite que el proceso triple Umklapp [93] se
vuelva conmensurado, dando como resultado, una perturbacion al termino gaussiano dado
por
  g3 v
22a2
Z
dx cos(3
p
4') (4.40)
donde el coeciente g3 es no universal. Como mencionamos en la seccion 4.1 el hamilto-
niano magnetico homogeneo HM describe una fase tipo Tomonaga-Luttinger (TL) para
0 < J2=J1 < c = 0:56. En la region c < J2=J1 . 1:25 existe un plateau en la curva
de magnetizacion en M = 1=3. En terminos de los parametros de la bosonizacion, para que
ocurra esto debe ser KL > 2=9 para J2=J1 . c, ya que esto implica que la perturbacion en
Eq. (4.40) sea irrelevante. Entonces el coeciente g3 "uye" a cero al aplicar el grupo de renor-
malizacion y la teora efectiva describe una fase TL. Por otro lado, para c . J2=J1 . 1:25,
debe ser KL < 2=9, haciendo (4.40) una perturbacion relevante. Entonces este termino abre
un gap en el espectro de excitaciones magneticas generando un plateau en la curva de mag-
netizacion. Mas aun, en la region con gap la simetra de traslacion es espontaneamente rota
a una conguracion de la forma "; "; #. Tales conguraciones son descritas al jar el campo
bosonico en uno de los mnimos de la ecuacion (4.40) considerado como la energa potencial
semiclasica [46], siempre que g3 > 0.
En consecuencia, representamos cualitativamente el plateau de magnetizacion por el com-
portamiento del coeciente no universal g3  0 siendo este no nulo para c . J2=J1 . 1:25,
con un maximo en algun punto intermedio de J2=J1. Como aclaracion, nosotros no estudia-
mos la region J2=J1 > 1:25, donde el plateau de magnetizacion M = 1=3 no esta presente;
esta region puede se analizada mejor proponiendo como punto da partida dos cadenas de
espines con acoplamiento J2, debilmente acopladas por la interaccion J1. Ahora considere-
mos las deformaciones de la red. Partiendo del conocimiento del estado fundamental del
caso homogeneo J1   J2 a M = 1=3 con J2=J1 > c, uno puede argumentar que la defor-
macion adiabatica de la red causada por el acoplamiento espn-fonon en la ecuacion (4.35)
tendra perodo tres. Este \ansatz" es soportado por bosonizacion, siempre que la deforma-
cion sea conmensurada con kF = =3a.
La deformacion mas general de perodo tres (ver apendice A) esta dada por
un =
u0p
3
sin(
2
3
n  ); (4.41)
con amplitud u0 y una fase relativa  como parametros libres. Nuestro proposito es buscar
la deformacion que minimiza la energa magneto-elastica. Una vez que un mnimo es en-
contrado, u0 indicara la amplitud de la deformacion y la fase  relacionara el patron de la
deformacion al correspondiente estado fundamental del sector de espn caracterizado por el
valor de ' en el mnimo del potencial.
De la ecuacion (4.41), la distorsion de los acoplamientos a primeros vecinos entre los sitios
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n y n+ 1, denotado por n = un+1   un queda
n = u0 cos
 2
3
 
n+
1
2
  ; (4.42)
mientras que la distorsion a segundos vecinos es
n+1 + n = u0 cos
 2
3
 
n+ 1)  : (4.43)
La energa elastica asociada a las deformaciones en (4.41) es
HCP=J1 =
1
4
N ~u20: (4.44)
Finalmente consideremos el termino de interaccion espn-fonon HI inducido por las deforma-
ciones de la red en la ecuacion (4.41). Siguiendo el procedimiento de bosonizacion, se genera
el siguiente termino
~u0 v
22a2
Z
dx

f1 cos(
p
4'+ ) + f2 cos(2
p
4'  )

; (4.45)
que introduce un primer y segundo armonico del campo bosonico con coeciente proporcional
a la amplitud de la deformacion ~u0. Notemos que estos operadores son mas relevantes que
el tercer armonico en la ecuacion (4.40), y por lo tanto deben ser tenidos en cuenta tanto
en el regimen J2=J1 > c como para J2=J1 < c, siempre que KL < 1=2. Mas alla que los
coecientes son no universales, es muy util notar que al mas bajo orden perturbativo se tiene
f1  ~A(1  C1 J2=J1)
f2    ~A(1 + C2 q J2=J1); (4.46)
donde q = ~B= ~A y C1; C2 son constantes positivas con C2  C1.
Para una descripcion cualitativa, vamos a asumir que f1 y f2 dependen de los parametros
microscopicos de la manera sugerida por esta ecuacion.
Juntando todo, podemos escribir la teora efectiva como
HT = HCP +Hfree + Veff (4.47)
donde HCP es la contribucion a la energa elastica dada en la ecuacion (4.44),
Hfree =
v
2
Z
dx
 1
KL
(@')2 +KL (@)
2

(4.48)
es la parte gaussiana del hamiltoniano bosonico y
Veff =
v
22a2
Z
dx

~u0 f1 cos(
p
4'+ ) (4.49)
+~u0 f2 cos(2
p
4'  )  g3 cos(3
p
4')

es el potencial de autointeraccion que dene una teora denominada "triple seno-Gordon"
[127]. Para nuestro proposito sera suciente realizar un tratamiento semi-clasico analogo al
realizado en captulo 3, y en el presente captulo seccion 4.2.3.
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4.3.3. Analisis semiclasico de la teora efectiva
Como mencionamos anteriormente, el objetivo consiste es buscar las posibles deforma-
ciones elasticas de minimizan la energa magneto-elastica con respecto al caso homogeneo
no deformado. Dentro de esta aproximacion semiclasica la energa por sitio depende de tres
parametros que denen la conguracion, ~u0, ' y , y es facilmente evaluable a
(~u0; '; )  E
J1 N
=
1
4
~u20  
g3
22
cos(3
p
4') (4.50)
+
~u0
22
(f1 cos(
p
4'+ ) + f2 cos(2
p
4'  ));
tal que el mnimo puede ser encontrado analticamente. Notemos que esta expresion es in-
variante bajo los corrimientos simultaneos
p
4 ' !
p
4 '+ 2=3
 !   2=3 (4.51)
en relacion con la estructura de perodo tres de la cadena. Esto permite restringir el analisis
a 0 <
p
4'  2=3 sin perder generalidad. Tambien un corrimiento de  !  +  es
equivalente a cambiar el signo de u0, permitiendo considerar 0   < .
La energa que minimiza el potencial efectivo es siempre encontrado en una de las siguientes
situaciones:
1.
p
4' = 2=3,  = =3, ~u0 = (f1 + f2)=
2, donde la energa es evaluada a
 =   g3
22
  (f1 + f2)
2
44
: (4.52)
2.
p
4' = =3,  = 2=3, ~u0 = (f1   f2)=2, donde la energa es evaluada a
 =
g3
22
  (f1   f2)
2
44
: (4.53)
Antes de mostrar el diagrama de fases resultante, vamos a discutir el contenido fsico de las
posibles fases. Siguiendo las reglas usuales de bosonizacion para mapear ' a variables de
espn [45], el valor
p
4' = 2=3 en la primera solucion indica que el sector de espn adopta
una conguracion tipo plateau clasico (que llamaremos CP ), que corresponde a seleccionar
uno de los tres estados fundamentales del tipo ""#. Vamos a llamar a su energa CP . La
fase relativa  = =3 y el signo de ~u0 determinan la deformacion elastica. Para f1 + f2 > 0
uno encuentra una deformacion que agrupa bloques de tres espines en trmeros (T , ver
gura 4.17, panel superior); en el caso opuesto se forman grupos de dos espines formando
dmeros, alternando dos espines cerca con dos espines mas separados (D, ver gura 4.17,
panel inferior). En la segunda solucion, el valor
p
4' = =3 no es uno de los mnimos del
potencial efectivo para el caso homogeneo, es decir, que corresponde a una solucion que surge
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debido a las deformaciones e indica ademas que el sector de espn adopta una conguracion
tipo plateau cuantico  " [93] QP . La correspondiente energa la llamamos QP . La fase
relativa  = 2=3 en esta solucion indica que la deformacion de la red forma dmeros (D)
para f1 f2 > 0 y trmeros (T ) en el otro caso. Dependiendo de los coecientes f1, f2 y g3, que
a su vez dependen de los parametros microscopicos, una de estas soluciones sera seleccionada
como un mnimo global y determina la fase magneto-elastica del estado fundamental. Para
presentar un diagrama de fases esquematico, asumimos que la dependencia fenomenologica
de f1, f2 y g3 en los parametros microscopicos detallados en la seccion previa. Siguiendo la
referencia [138] hemos escogido una relacion ~B = 1:5 ~A, que es usada en el resto del analisis,
como representativo de materiales donde el acoplamiento espn-fonon entre segundos vecinos
juega una rol importante. Finalmente, las fases magneto-elasticas \son mostradas\ en la
gura 4.18.
Αc Αc1 1
J2J1
0.5
1
A

B

=1.5 A
D,QP
T,CP D,CP
T,QP
Αc2
Figura 4.18: Diagrama de fases magneto-elastico con acoplamientos espn-fonon a primeros
y segundos vecinos relacionados por ~B = 1:5 ~A. Las fases del estado fundamental tipo ""#
y plateau cuantico son identicadas por CP y QP respectivamente. Las fases elasticas con
dmeros y trmeros son identicadas por D y T . Los patrones magneto-elasticos en cada fase
son mostrados por diagramas esquematicos.
Para comprender mejor el como obtuvimos el diagrama 4.18, en la gura 4.19 mostramos
la evolucion de la energas CP ; QP como funcion del acoplamiento a primeros vecinos ~A,
~B = 1:5 ~A, jando J2=J1 = 0:7. El cruce de energas en ~Ac ' 0:65 muestra una transicion
de desde la fase magnetica CP a la QP . Cabe aclarar que la transicion que observamos es
muy diferente a la que hemos observado en la seccion 4.2.1, donde el sistema pasa de la fase
CP a la fase Z2 y posteriormente a la fase QP a traves de una transicion de fase de segundo
orden.
Dentro de cada fase magnetica se pueden identicar las diferentes fases elasticas. Dado ~A,
encontramos los valores crticos de J2=J1 donde ~u0 cambia de signo: en la fase CP , la ecua-
cion f1(c1) =  f2(c1) dene una lnea crtica J2=J1 = c1 tal que para J2=J1 < c1 el
sistema adopta una distorsion de la red forman trmeros T mientras que para J2=J1 > c1 la
deformacion agrupa dmeros D. En contraste, en la fase QP encontramos una lnea crtica
c2 donde f1(c2) = f2(c2), siendo la distorsion del tipo D para J2=J1 < c2 y tipo T para
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Figura 4.19: Energas semiclasicas para el mnimo de ambos tipos de fases (plateau clasico
y cuantico) en terminos del acoplamiento espn-fonon ~A, para ~B = 1:5 ~A y J2=J1 = 0:7.
El recuadro muestra la energa del estado fundamental obtenida mediante diagonalizacion
exacta de un sistema de 24 sitios, despues de jar el cero de referencia.
J2=J1 > c2. Usando las expresiones para f1; f2 mostradas en (4.46), estas lneas crticas no
dependen de ~A.
Un analisis similar puede ser hecho para J2=J1 . c. La diferencia mas importante es que
en esta region el parametro de Tomonaga-Luttinger es KL > 2=9 y el tercer armonico es
irrelevante. Representamos esta situacion jando g3 = 0. A diferencia del caso previo, no hay
cruce entre QP y CP ; el mnimo absoluto de la energa siempre corresponde a QP , seleccio-
nando la fase magnetica QP . Tambien encontramos (f1   f2) > 0 en la region completa, de
modo que la fase corresponde a la tipo D.
La posicion relativa de las deformaciones elasticas y los perles de magnetizacion en cada
fase es determinada por los correspondientes valores de ' y , como puede ser encontrado
usando la ecuacion (4.41) y las formulas de bosonizacion.
Los diferentes valores de ~B= ~A pueden ser analizados de manera similar. Lo que hemos ob-
servado, es que al disminuir su valor se produce un incremento en la region caracterizada
por el plateau clasico y las deformaciones trimerizadas, con valores mas altos de ambos c1
y ~Ac.
Es importante notar que la amplitud de la deformacion ~u0 es proporcional a f1, f2, que a
su vez son proporcionales a los acoplamientos adimensionales ~A, ~B. En la gura 4.18, el
patron elastico evoluciona hacia el lmite homogeneo a medida que ~A! 0. Por construccion,
la teora efectiva en las ecuaciones (4.48), (4.49) describe en este lmite una fase corres-
pondiente a un lquido de Luttinger para J2=J1 < c y una teora tipo seno-Gordon con un
estado fundamental triplemente degenerado para J2=J1 > c.
Es interesante mencionar que si nuestra aproximacion permanece valida en el lmite J2=J1 !
0, describiendo una cadena de espines con interacciones solo a primeros vecinos, el sistema
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adopta una deformacion elastica trimerizada cuyo patron sera: dos enlaces debiles y uno fuer-
te (ver gura 4.17, panel inferior). Este modelo fue recientemente estudiado numericamente
con Montecarlo Cuantico motivados por el compuesto Cu3(P2O6OH)2 [137], encontrando
precisamente una fase de plateau cuantico.
4.3.4. Analisis numerico
En esta seccion mostramos los resultados del analisis numerico que realizamos del ha-
miltoniano (4.35) mediante diagonalizacion exacta de sistemas peque~nos, con el objetivo
contrastar los resultados mostrados en la seccion previa. Dicho analisis se llevo a cabo uti-
lizando el algoritmo de Lanczos para sistemas de hasta N = 24 sitios con condiciones de
contorno periodicas2.
La estrategia fue la siguiente: las deformaciones de perodo tres son parametrizadas por dos
distorsiones independientes, digamos 1 = u2 u1 y2 = u3 u2, mientras que 3 =  1  2
y n+3 = n. Para cada valor de J2=J1 y ~A, jando ~B= ~A y M = 1=3, calculamos el esta-
do fundamental del hamiltoniano (4.35) para un amplio rango de deformaciones elasticas
(1; 2; 3) y entonces seleccionamos el mnimo absoluto.
Encontramos que, en acuerdo con los resultados de la bosonizacion, la conguracion con la
energa mas baja es siempre obtenida a una de las distorsiones mostradas en la gura 4.17:
1. (1; 2; 3) = ( 12; 12;) que corresponde a una fase de trmeros (T ), o
2. (1; 2; 3) = (
1
2
; 1
2
; ) que corresponde a una fase de dmeros (D).
Para poder caracterizar las fases magneticas, calculamos la magnetizacion local < Szn > del
estado fundamental. El parametro de orden
MS =
1
N
X
n
cos(
2
3
(n  2)) < Szn > (4.54)
es positivo en la fase correspondiente a el plateau cuantico (QP) y negativo en el plateau
clasico (CP). Realizamos un escaneo exhaustivo del plano ~A > 0; J2=J1 > 0 para N = 24
sitios, manteniendo ~B = 1:5 ~A. El diagrama de fases encontrado es mostrado en la gura
4.20. Escaneos representativos en J2=J1 = 0:3; 0:6; 0:9 son mostrados en la gura 4.21,
mostrando 1, 2, 3 y MS como funcion de ~A. Notemos que la amplitud de la deformacion
decrece para valores peque~nos de ~A (un lmite que corresponde a grandes valores de K);
debido a los efectos de tama~no nito [139] el sistema no es inestable frente a las deformaciones
para valores muy peque~nos de ~A. El escaneo para J2=J1 = 0:3 muestra las fases D; QP para
todo ~A. En el caso J2=J1 = 0:6 se puede observar una transicion en algun valor de ~A (que
en general depende de J2=J1), con un salto nito ambos en las deformaciones como en el
parametro de orden magnetico, desde las fase T; CP a la fase D; QP . Lo mismo sucede
en el caso J2=J1 = 0:9, en el que una transicion desde la fase D; CP a la fase T; QP . La
2Esta parte del trabajo fue realizada con la colaboracion del Dr. Marcelo D. Grynberg.
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Figura 4.20: Diagrama de fases magneto-elastico obtenido mediante diagonalizacion exacta
de N = 24 sitios. La relacion entre los acoplamientos espn-fonon es jada a ~B= ~A = 1:5.
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Figura 4.21: Distorsiones de la red 1;2;3 y parametro de orden MS como funcion de ~A para
~B= ~A = 1:5 y J2=J1 = 0:3 (panel superior), 0:6 (panel medio), 0:9 (panel inferior). Cada
panel corresponde a un recorrido vertical en la gura 4.20. Los valores peque~nos de ~A no son
accesibles debido a efectos de tama~no nito.
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region 0:8 < J2=J1 < 0:9 muestra que la lnea crtica para la transicion entre las fases T y
D dependen levemente de J2=J1; comparando con la gura 4.18 indica que los efectos de
renormalizacion en los coecientes f1; f2 no son sucientemente fuertes como para impedir
nuestro analisis cualitativo.
Adicionalmente hemos analizado diferentes acoplamientos espn-fonon, conrmando las pre-
dicciones de bosonizacion que disminuyendo la relacion de ~B= ~A produce un incremento de la
region caracterizada por la fase de plateau clasico y la deformacion trimerizada (c.f. gura
4.18), con valores mas altos tanto de c1 como de ~Ac.
4.3.5. Conclusiones
En la presente seccion investigamos la posibilidad de que el acoplamiento del sector de
espn en la cadena antiferromagnetica J1   J2 de S = 1=2 a magnetizacion M = 1=3, con
fonones en el lmite adiabatico produzca modulaciones que seleccionen las fases magneticas
estudiadas en la seccion 4.2.1: plateau clasico y plateau cuantico. Realizamos una analisis
semiclasico de la teora efectiva obtenida por medio de bosonizacion abeliana, apoyado por
diagonalizacion exacta de sistemas peque~nos de hasta 24 espines. Encontramos varias fases
del tipo \espn-Peierls" que describen el estado fundamental del sistema, dependiendo de
los parametros microscopicos J2=J1 y de los acoplamientos espn-fonon. En cada una de
estas fases una deformacion elastica no trivial es favorecida, agrupando bloques de dos o tres
espines, mientras que el sector magnetico adopta estados de plateau clasico o cuantico.
Realizamos un analisis detallado de un caso particular, escogido como representativos de
materiales donde la relacion de acoplamientos espn-fonon a segundos y primeros vecinos
[138] es grande, mostrando los siguientes resultados:
(i) una fase magnetica ""# con una distorsion de la red trimerizada cuando la frustracion es
sucientemente grande y el acoplamiento espn-fonon es peque~no.
(ii) una fase magnetica ""# con distorsion de la red dimerizada para mayor frustracion y
acoplamiento espn-fonon peque~no.
(iii) una fase magnetica tipo plateau cuantico con una distorsion dimerizada para valores
grandes del acoplamiento espn-fonon y debil frustracion.
(iv) una fase magnetica tipo plateau cuantico con una distorsion trimerizada para valores
grandes del acoplamiento espn-fonon y alta frustracion.
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Captulo 5
Propiedades Magneticas del Modelo
de Heisenberg en 2D
En los capitulos anteriores estudiamos las propiedades del estado fundamental de sistemas
unidimensionales modelados por hamiltonianos de Hubbard y Heisenberg a temperatura ce-
ro. La ventaja de estudiar estos sistemas se basa en que estos pueden ser analizados mediante
una gran variedad de tecnicas analiticas y numericas, que permiten explorar con mucha pro-
fundidad sus propiedades. En contraste, el caso de sistemas bidimensionales es mucho mas
delicado debido a que, por un lado las tecnicas analiticas poseen distintos rangos de aplicabi-
lidad y estas dependen fuertemente del modelo estudiado; y por otro las tecnicas numericas
son limitadas a estudiar tama~nos muy peque~nos dando solo indicios del comportamiento de
un sistema macroscopico. Estas limitaciones tienen como consecuencia un desconocimiento
general de los sistemas bidimensionales y que muchas de sus propiedades esten bajo discusion
acualmente .
En este captulo revisaremos las propiedades magneticas del modelo de Heisenberg en
dos redes bidimensionales. En la primera parte estudiamos el modelo de Heisenberg en la
red de Kagome utilizando la teora de campo medio de bosones de Schwinger. Ademas
del acoplamiento estandar a primeros vecinos, consideramos un acoplamiento a terceros
vecinos enfocandonos en la inuencia de este sobre la propiedades magneticas del estado
fundamental. Parte de la motivacion surge por el descubrimiento de nuevos materiales con
la estructura de la red de Kagome con estos tipos de acoplamientos.
En la segunda parte, presentamos el estudio realizado1 del modelo de Heisenberg en la red
hexagonal con interacciones antiferromagneticas a primeros, segundos y terceros vecinos,
enfocandonos principalmente en la busqueda de fases magneticamente desordenadas.
1Este trabajo se realizo en colaboracion con el Dr. Daniel Cabra y el Lic. Carlos Lamas, y puede ser
encontrado en la tesis doctoral de este ultimo.
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5.1. Modelo de Heisenberg en la red de Kagome.
5.1.1. Introduccion
Los sistemas cuanticos antiferromagneticos geometricamente frustrados en dos dimensio-
nes (2D) son considerados como posibles candidatos para desarrollar un estado fundamental
desordenado magneticamente a temperatura cero. El primer candidato sugerido como lquido
de espn fue la red triangular debido a que su geometra es considerada menos conducente
a desarrollar orden magnetico en comparacion por ejemplo con la red cuadrada antiferro-
magnetica. Sin embargo numerosos estudios han revelado el modelo de Heisenberg con in-
teracciones solo a primeros vecinos exhibe un orden de largo alcance donde los valores de
espectacion de los operadores de espn muestran una estructura conocida como orden de 120
[140, 141, 142, 143, 144]. Posteriormente se han llevado a cabo estudios numericos incluyen-
do en el modelo anisotropa o introduciendo interacciones adicionales como ring exchange
[145, 146, 147, 148].
En los ultimos a~nos la red de Kagome antiferromagnetica se ha vuelto el centro de atencion
en esta area, tanto desde punto de vista experimental como teorico. La actividad en la red
de Kagome antiferromagnetica inicialmente surgio como modelo para describir dos sistemas
experimentales: el compuesto aislador SrCr8 xGa4+xO19, donde los iones de Cr con espn
S = 3=2 forman arreglos bidimensionales con la estructura de la red de Kagome separa-
dos por capas de redes triangulares [149]; y un segundo sistema formado por 3He absorbido
en grato [150] con espn S = 1=2. Desde el punto de vista teorico el modelo cuantico es
particularmente interesante debido a que su contraparte clasica, es decir el hamiltoniano
de Heisenberg clasico (ver seccion 1.3), presenta un estado fundamental macroscopicamente
degenerado (ver seccion 1.3.4) y un bajo numero de coordinacion (z = 4).
Recientemente Janson et al [151, 152] realizaron calculos de DFT (Density functional theory)
en dos nuevos materiales isoestructurales con la red de Kagome de espn S = 1=2 - kapellasite
Cu3Zn(OH)6Cl2 y haydeeite Cu3Mg(OH)6Cl2 - mostrando que ademas del modelo basado
en acoplamientos a primeros vecinos (J1), estos materiales presentan un acoplamiento adi-
cional relevante Jd > 0 a lo largo de las diagonales de los hexagonos de la red (gura 5.2)
encontrando que la relacion de acoplamientos son Jd=J1 ' 0:36 para kapellasite y Jd=J1 ' 1
para haydeeite. Con esto, el hamiltoniano de Heisenberg que puede describir los compuestos
antes mencioandos esta dado por
H = J1
X
hi;ji
Sri :Srj + Jd
X
hhi;jii
Sri :Srj ; (5.1)
donde i y j son los ndices de sitios y Sr son los operadores de espn. La notacion hi; ji
(hhi; jii) indica que la suma se hace entre sitios a primeros (terceros) vecinos.
Como hemos mencionado anteriormente el estado fundamental del modelo de Heisenberg
clasico2 en la red de kagome pura (Jd = 0) posee una degeneracion macroscopica (ver seccion
1.3). Es de esperar que el acoplamiento adicional Jd reduzca esta degeneracion drasticamente
2Recordemos que cada vez que hacemos mencion del modelo clasico de Heisenberg, nos estamos reriendo
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Figura 5.1: Planos de Kagome en la estructura de Kapellasite (haydeeeite). Las plaquetas de
CuO4 son mostradas en amarillo, los octaedros ZnO6 (MgO6) son mostrados en azul. Figura
extrada de J. Phys.: Conf. Ser. 145 012008 [151].
seleccionando alguna conguracion determinada. En particular, recientes trabajos sobre el
modelo clasico sugieren que tal conguracion corresponde a un orden no planar de los espines
[151] como se muestra en la gura 5.2.
En cuanto al modelo de Heisenberg cuantico, Janson et al [151] calcularon las correlaciones
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Figura 5.2: Red de Kagome de N = 36 sitios. Las lneas solidas representan los acoplamientos
J1 y las lineas a trazos Jd. Los crculos coloreados indican las orientaciones de los espines
del estado fundamental del modelo clasico para Jd > 0. A lo largo de las cadenas formadas
por los bonds diagonales hay un alineamiento antiparalelo. Dentro de cada arreglo triangular
formado por los acoplamientos J1 los espines forman un angulo de 120
. Figura extrada de
J. Phys.: Conf. Ser. 145 012008 [151].
espn-espn mediante diagonalizacion exacta de redes de hasta 36 sitios con el objetivo de
identicar el tipo de orden magnetico del estado fundamental. En la gura 5.3 se observa
que para Jd ' 0 todas las correlaciones espn-espn excepto hS0S1i son despreciables. Para
0:55 . Jd=J1 las correlaciones hS0S3i, hS0S6i y hS0S9i son las mas importantes revelando
a la situacion en la cual los espines son tratados como vectores de magnitud S. En muchas situaciones el
estudio de este modelo es de gran ayuda a la hora de analizar los estados magneticamente ordenados del
modelo cuantico.
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un orden tipo Neel a lo largo de las lineas diagonales.
Es nuestro interes analizar la inuencia de Jd en el lmite termodinamico, para lo cual en
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Figura 5.3: Correlacion espn-espn hS0Sji en funcion de Jd=J para la red nita de N = 36
sitios mostrada en la gura 5.2. Los ndices de sitio j = 1; 3; 4; 6; 9; 13; 24 corresponden a
aquellos de la gura 5.2. Figura extrada de J. Phys.: Conf. Ser. 145 012008 [151].
la seccion siguiente vamos a estudiar el hamiltoniano (5.1) utilizando el metodo de campo
medio de bosones de Schwinger desarrollado en la seccion 2.2.2.
5.1.2. Metodos de bosones de Schwinger
En esta seccion presentamos el estudio realizado del hamiltoniano (5.1) que va en paralelo
con un trabajo previo [153] utilizando el metodo de bosones de Schwinger introducido en la
seccion 2.2.2. Utilizando el mapeo de los operadores de espn en terminos de los operadores
bosonicos dado por las ecuaciones (2.82) y (2.83) el hamiltoniano puede ser expresado como
H =
X
hi;j;a;bi
J1

: By;a;bri;rj Ba;bri;rj :  Ay;a;bri;rj Aa;bri;rj

+
X
hhi;j;a;bii
Jd

: By;a;bri;rj Ba;bri;rj :  Ay;a;bri;rj Aa;bri;rj

+
X
i;a
ari (b
y;a
ri;"b
a
ri;" + b
y;a
ri;#b
a
ri;#   2S); (5.2)
donde los ndices i; j recorren la red de Bravais periodica (una red triangular); a y b son
ndices internos de subred u; v o w como se indican en la gura (5.4), y la notacion h i y hh ii
signican todos los posibles pares de sitios a primeros y terceros vecinos respectivamente.
N es el numero de celdas primitivas (as, el numero total de sitios en la red es 3N) y ri
son multiplicadores de Lagrange introducidos para realizar la restriccion (en valor medio) del
numero de bosones en cada sitio, y : O : indicando orden normal de los operadores. Debido
a la invarianza traslacional vamos a jar ari = . Finalmente los operadores de bonds Ari;rj
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Figura 5.4: Celda primitiva y primera zona de Brillouin de la red de Kagome. Los vec-
tores primitivos de la red directa y reciproca son
 
e1 = (1=2;
p
3=2); e2 = (1=2;
p
3=2)

y 
b1 =  2(1; 1=
p
3);b2 =  2(1; 1=
p
3)

; respectivamente.
y Bri;rj estan dados por
Aa;bri;rj 
1
2
(bari;"b
b
rj ;#   bari;#bbrj ;") (5.3)
Ba;bri;rj 
1
2
(by;ari;"b
b
rj ;" + b
y;a
ri;#b
b
rj ;#); (5.4)
Para poder resolver este problema, ahora cuartico en bosones, se procede a un desacople
en campo medio de los operadores de bonds introduciendo los parametros hAa;bri;rji = A y
hBa;bri;rji = B ( = 1; 2 primeros y terceros vecinos) desarrollado en la seccion 2.2.2. Luego
de transformar Fourier los operadores bosonicos, para cada modo k es conveniente introducir
el vector de operadores 	(k) = (buk;"; b
v
k;"; b
w
k;"; b
y;u
 k;#; b
y;v
 k;#; b
y;c
 k;#). Con esto podemos reescribir
el hamiltoniano en la aproximacion de campo medio de una forma mas compacta
HMF = 0 +
X
k BZ
	y(k) M(k) 	(k) (5.5)
donde
0
N
=

6 J1(B
2
1   A21) + 3 Jd(B22   A22)
  3 (2S + 1) (5.6)
y las matrices M(k), P (k) y R(k) estan dados por
M(k) =

 I33 +R(k)  P (k)
 P y(k)  I33 +R(k)

;
P (k) =
24 J2A2D2(k) J1A1  1( k)  J1A1  3(k) J1A1  1(k) J2A2D3(k) J1A1  2( k)
J1A1  3( k)  J1A1  2(k) J2A2D1(k)
35 ;
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con  j(k) = e
ik:~ej=2 +  e ik:~ej=2 y Dj(k) =  2 i sin(k:~ej), y
R(k) = 2
24 J2B2 cos(k:~e2) J1B1 cos(k:~e1=2) J1B1 cos(k:~e3=2)J1B1 cos(k:~e1=2) J2B2 cos(k:~e3) J1B1 cos(k:~e2=2)
J1B1 cos(k:~e3=2) J1B1 cos(k:~e2=2) J2B2 cos(k:~e1)
35 ;
Para determinar los autovalores del hamiltoniano (5.5), procedemos a diagonalizar mediante
una transformacion de Bogoliubov generalizada o tambien llamada paraunitaria mostrada
en el apendice B, tal que 	(k) = T ~	(k) introduciendo un nuevo conjunto de operadores
~bak; como se detalla en el apendice B.
Finalmente el hamiltoniano de campo medio (5.5) queda
HMF = 0 + 2
X
k;="#
w1 (k)

~by;uk; ~b
u
k; +
1
2

+ w2(k)

~by;vk; ~b
v
k; +
1
2

+w3(k)

~by;wk; ~b
w
k; +
1
2

(5.7)
y la energa del estado fundamental se obtiene a partir del valor de espectacion del hamilto-
niano HMF en el vaco del espacio de Fock de los nuevos bosones ~b,
EGS = hHMF i
= 0 +
X
kBZ

w1 (k) + w2 (k) + w3 (k)

(5.8)
donde w(k) son bandas de energas que dependen de los parametros de campo medio A,
B y del multiplicador de Lagrange  a ser determinados autoconsistentemente a partir de
los valores medios de los operadores A y B
A1 =
1
6N
X
hri;rji
hby;ari;"by;brj ;#   by;ari;#by;brj ;"i (5.9)
A2 =
1
3N
X
hhri;rjii
hby;ari;"by;brj ;#   by;ari;#by;brj ;"i (5.10)
B1 =
1
6N
X
hri;rji
hby;ari;"bbrj ;# + by;ari;#bbrj ;"i (5.11)
B2 =
1
3N
X
hhri;rjii
hby;ari;"bbrj ;# + by;ari;#bbrj ;"i (5.12)
junto con la ecuacion que ja el numero de bosones en cada sitio
1
N
X
ri;
hby;ari; bari;i = 2S: (5.13)
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Obtener las soluciones numericas de las ecuaciones (5.12) y (5.13) involucra resolver cua-
tro ecuaciones acopladas para los parametros A0s y B0s, mas la ecuacion de ligadura para
determinar el valor de . El procedimiento autoconsistente consiste en proponer valores ini-
ciales para los parametros A0 y B
0
, y determinar la cota mnima 
(0)
min del multiplicador
de Lagrange para el que todas las matrices M(k) en ecuacion (5.5) son denidas positivas.
Resolvemos la ecuacion (5.13) en el intervalo [
(0)
min;1) para determinar el valor crtico (0)c .
Con los valores de los parametros de campo medio y el multiplicador de Lagrange calculamos
la energa y los nuevos parametros A
(1)
 y B
(1)
 . Con estos nuevos valores, determinamos el
nuevo 
(1)
min y determinamos el 
(1)
c y los nuevos parametros A
(2)
 y B
(2)
 . El procedimiento es
repetido hasta que los parametros A
(n)
 , B
(n)
 y 
(n)
c convergen, as como la energa converge al
valor mnimo. La necesidad de resolver numericamente limita estudiar sistemas nitos pero
sucientemente grandes como parea extrapolar los resultados al lmite termodinamico3.
5.1.3. Resultados
La evaluacion numerica de las ecuaciones (5.29) y (5.30) muestran que para para 0 
Jd=J1  1 el modelo (5.1) no posee gap en su espectro de excitaciones para valores de espn
S  1=2 indicando la presencia de orden de largo alcance en el estado fundamental. Por lo
tanto Jd estabiliza orden magnetico descartando la posibilidad de una fase desordenada tipo
lquido de espines.
Como ejemplo en la gura 5.5 se muestra la banda de energa mas baja de las cuasipartculas
en el plano kx   ky y un graco de densidad para Jd=J1 = 0:3 y espn S = 1=2. Se observa
que los ceros de la relacion de dispersion w(k) = 0 se ubican en los puntos k = (4
3
; 0)
y k = (2
3
; 2p
3
). A partir del calculo de los valores de espectacion de los operadores de
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Figura 5.5: (Izquierda y centro) Espectro de cuasi-partculas y graco de densidad para
Jd=J1 = 0:3. El espectro posse puntos sin gap, es decir w(k
) = 0 en k = (4
3
; 0) y
k = (2
3
; 2p
3
) que corresponden al orden magnetico
p
3 p3. (Derecha) Orden p3 p3
establecido para 0  Jd=J1  1.
espn en terminos de los operadores bosonicos originales se puede inferir el tipo de orden que
presenta el estado fundamental. Los resultados muestran que la inclusion del acoplamiento Jd
3 Generalmente, los resultados para sistemas mas grandes que 3600 sitios no muestran fuerte dependencia
con el tama~no.
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estabiliza el estado ordenado conocido en la literatura como
p
3p3 [154] esquematizado en
la gura (5.5 panel izquierdo) pudiendo ser contrastado experimentalmente en los compuestos
anteriormente citados kapellasite Cu3Zn(OH)6Cl2 y haydeeite Cu3Mg(OH)6Cl2.
5.2. Modelo de Heisenberg en la red hexagonal.
En la seccion anterior estudiamos el estado fundamental de la red de Kagome con la
inclusion de una acoplamiento adicional Jd el cual estabiliza un orden magnetico. Original-
mente la red de Kagome (con Jd = 0) atrajo mucha atencion debido a que la red en s es
frustrada y ademas el modelo clasico posee una degeneracion macroscopica en el estado fun-
damental. Estos ingredientes se cree que pueden ser mecanismos para la formacion de una
fase desordenada o lquido de espn del modelo cuantico (ver seccion 1.3.3). Otro candidato
para testear estas ideas es el modelo de Heisenberg antiferromagnetico en la red hexagonal
o panal de abejas debido al bajo numero de coordinacion que posee (z = 3 el menor posible
en redes bidimensionales) y por lo tanto se espera que las uctuaciones cuanticas puedan ser
sucientemente grandes como para destruir el orden de largo alcance. Numerosos estudios
muestran que el estado fundamental del modelo cuantico en la red hexagonal es ordenado
con una estructura similar al estado de Neel mostrado en la gura (5.9). Cabe preguntar-
se si la inclusion de acoplamientos a siguientes vecinos que introduzcan frustracion pueden
competir con el orden.
El estudio de los magnetos cuanticos en la red hexagonal tiene ademas varias motivaciones
experimentales: por un lado, recientes experimentos de ESR (Electron Spin Resonance) [155]
en campos magneticos elevados en el compuesto Bi2Mn4O12(NO3), que es descrito por un
modelo de Heisenberg en la red hexagonal con espn S = 3=2, han conjeturado que la
frustracion magnetica puede jugar un rol importante para remover el orden de largo alcance
[156]. Por otro lado, orden de corto alcance debajo de 50K ha sido observado en otro material
con estructura hexagonal InCu2=3V1=3O3 (gura 5.7(a)) donde los iones no magneticos de
Vanadio pueden conducir a frustracion magnetica [157]. Finalmente mencionamos que el
material Na3Cu2SbO6 [158] que posee una gap de espn posee una estructura que aun se
encuentra bajo debate pero podra ser descrita por una red hexagonal anisotropica como se
muestra en la gura 5.7(b)).
El modelo de Heisenberg en la red hexagonal con acoplamientos antiferromagneticos a
primeros (J1), segundos (J2) y terceros J3 vecinos [159] esta dado por,
H = J1
X
hi;ji
S~ri  S~rj + J2
X
hhi;jii
S~ri  S~rj + J3
X
hhhi;jiii
S~ri  S~rj (5.14)
donde S~ri es el operador de espn en el sitio i-esimo y hi, hhii y hhhiii indican que las sumas
involucran sitios i; j a primeros, segundos y terceros vecinos respectivamente (ver gura
(5.7)).
Mas alla que la frustracion se debe al acoplamiento J2, como veremos la inclusion de J3 tiene
una consecuencia importante. El lmite clasico (S ! 1) del hamiltoniano (5.14) ha sido
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Figura 5.6: (a) Vista perspectiva de la estructura cristalina del compuesto InCu2=3V1=3O3.
En el centro se muestra un plano de Cu-V representando la estructura de la red hexagonal.
(b) Figura esquematica de la red formada por Cu2+ y los acoplamientos J1 , J
0
1 y J2 entre
los espines Cu2+.
estudiado por varios autores [159, 160]. Este posee diferentes fases ordenadas a temperatura
cero [159, 160] las cuales son mostradas en la gura (5.8). El diagrama de fases posee existe
un punto particular tri-crtico en J2 = J3 =
J1
2
en donde todas las fases limitan. En este
punto el hamiltoniano puede ser reescrito, salvo un termino constante, como una suma sobre
el espn total de hexagonos de la forma
H = cte +
J1
2
X

jSj2; (5.15)
donde S =
P
k2 Sk es el espn total en el hexagono . En este punto particular cualquier
estado con espn total cero por hexagono es un estado fundamental clasico, dando como
resultado un numero macroscopico de conguraciones para estado fundamental. Esta clase
de degeneracion es analoga a que sucede en la red cuadrada J1   J2 para el caso J2 = J1=2
que ha sido extensamente estudiado mediante muchas tecnicas como expansiones en serie
[161, 162, 163, 164, 165, 166, 167], diagonalizacion exacta [168, 169, 170] y Montecarlo
Cuantico [171, 172, 173]. Motivados por esta analoga, vamos a estudiar de manera exhaustiva
la region del diagrama de fases J2 = J3 que contiene el punto tri-crtico J2 = J3 = J1=2 con
el objetivo de comprender la naturaleza del estado fundamental del modelo cuantico (5.14).
5.2.1. Aspectos clasicos y semi-clasicos
En esta seccion estudiamos el lmite clasico del modelo (5.14) y posteriormente, utilizando
el mapeo a bosones de Holsetin-Primako en la aproximacion lineal, adicionamos uctuacio-
nes cuanticas al problema clasico con el objetivo de analizar la estabilidad de las diferentes
fases del estado fundamental cuantico a temperatura cero.
Para comenzar introducimos una representacion de un espn clasico como
~S~R; = S
 
cos

~Q  ~R + 

e1 + sin

~Q  ~R + 

e2

(5.16)
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Figura 5.7: La red hexagonal formada por dos subredes: A y B. Los vectores ~e1 = (
p
3
2
; 1
2
) y
~e2 = (
p
3
2
; 1
2
) son los vectores primitivos de la red directa y  = (0; 1) es el vector interno
de la celda unidad formado por dos sitios: uno \tipo" A y otro \tipo" B. J1, J2 y J3 son los
acoplamientos antiferromagneticos a primeros, segundos y terceros vecinos.
donde ~R es el vector posicion de la celda unidad, ~e1, ~e2 son los vectores primitivos de la
red directa y  = A;B es un ndice interno en cada sub-red (ver gura (5.7)). El vector ~Q
llamado vector de ordenamiento y de la fase interna  determinan el tipo orden del estado
fundamental. Utilizando la ecuacion (5.16) en el hamiltoniano (5.14) se obtiene la energa
clasica
"(J1; J2; ~Q; A; B); (5.17)
cuyo mnimo global determina los parametros ~Q; A; B. La soluciones muestran que para
0  J2=J1 < 0:5 el estado fundamental presenta una fase de Neel, con vector de ordenamiento
~Q = (0; 0) y A   B = . La conguracion de espines se corresponde con dos subredes
triangulares ordenadas paralelamentes como en la gura (5.9); para J2=J1 > 0:5 el estado
fundamental posee una fase colineal con ~Q = (2
p
3; 0) y A   B = . El ordenamiento
consiste de cadenas zig-zag ordenadas paralelamentes acopladas de manera antiparalelas (
ver gura (5.9)). El punto J2=J1 = 0:5 que separa ambas fases corresponde a una transicion
de fase de primer orden debido a que la transicion entre ambas fases se produce por un cruce
niveles.
Usando la teora de ondas de espn lineal desarrollada en la seccion 2.2.1 adicionamos uc-
tuaciones cuanticas y estudiamos la estabilidad de las fases clasicas. Antes de utilizar el
mapeo entre operadores de espn y operadores bosonicos se debe realizar una rotacion de los
operadores de espn en cada una de las fases ordenadas. As para 0  J2=J1 < 0:5 realizamos
una rotacion en  de una de las subredes,
Sx~ri ! Sx~ri = ~Sx~ri ;
Sy~ri ! S
y
~ri
=   ~Sy~ri ;
Sz~ri ! Sz~ri =   ~Sz~ri (5.18)
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Figura 5.8: Diagrama de fases clasico del modelo (5.14). Hay tres fases diferentes esquema-
tizadas: La fase de Neel (I) tiene dos (antiparalelos) subredes triangulares (esferas azules
y rojos), la fase colineal (II) donde las cadenas antiferromagneticas se encuentran antipa-
ralelas; y la fase espiral (III). Nos enfocamos en la lnea entrecortada correspondiendo a
J2 = J3 que incluye el punto de gran interes (J2 = J3 = J1=2) donde el estado fundamental
es innitamente degenerado.
con i 2 sub-red B; mientras que para J2=J1 > 0:5 la rotacion se aplica sobre las enteras de
espines de manera alternada (ver gura 5.9).
Sx~ri ! Sx~ri = ~Sx~ri ;
Sy~ri ! S
y
~ri
=   ~Sy~ri ;
Sz~ri ! Sz~ri =   ~Sz~ri (5.19)
El parametro de orden m en la fase de Neel corresponde a la magnetizacion alternada;
mientras que en la fase colineal corresponde a la magnetizacion total en las direcciones
\zig-zag" y magnetizacion alternada en la direccion perpendicular.
mNeel = h
X
i2A
Sz~ri  
X
j2B
Sz~rji (5.20)
mColineal = h
X
i2 cadena "
Sz~ri  
X
j 2 cadena #
Sz~rji (5.21)
Utilizando el mapeo de operadores de espn a operadores bosonicos de Holstein-Primako
mostrada en la seccion 2.2.1, y manteniendo solo los terminos al orden (1=S) se obtiene un
hamiltoniano cuadratico bosonico dado por
H = 0 + S
X
k2BZ
 yk M(k)   k (5.22)
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Figura 5.9: Figuras que representan los ordenes clasicos: Fase de Neel (izquierda); fase colineal
(derecha).
donde 0 es una funcion de J1; J2 y corresponde a la energa clasica. En la region 0 < J2=J1 <
0:5 tenemos
M(k) =
3
2
0BB@
dN(k) 0 0 

13(k)
0 dN(k) 13(k) 0
0 13(k) dN(k) 0
13(k) 0 0 dN(k)
1CCA ;
dN(k) = J1 + J2 (2(k) + 

2(k)  1)
2(k) =
J1
3
(e i
p
3 kx + e
i
2
(
p
3 kx 3 ky) + e
i
2
(
p
3 kx+3 ky))
13(k) =
J1
3
(e
i
2
(ky 
p
3 kx) + e
i
2
(ky+
p
3 kx) + e i ky) (5.23)
+
J2
3
(e i (ky+
p
3 kx) + ei (
p
3 kx ky) + e2 i ky) (5.24)
mientras que en la region 0:5 < J2=J1 tenemos
M(k) =
1
2
0BB@
dC(k) h
(k) (k) (k)
h(k) dC(k) (k) (k)
(k) (k) dC(k) h(k)
(k) (k) h(k) dC(k)
1CCA
dC(k) =  J1 + 5 J2 + 2 J2 cos(
p
3 kx)
h(k) = e
i
2
( p3 kx+ky) + e
i
2
(
p
3 kx+ky)
(k) = J1 cos
 p
3 kx + 3 ky
2
!
+ 2 J2 cos
 p
3 kx   3 ky
2
!
(k) = J1 e
 i ky + J2

e i (
p
3 kx+ky) + ei (
p
3 kx ky) + e2 i ky

(5.25)
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Siguiendo los pasos desarrollados en el apendice B diagonalizamos mediante una transforma-
cion paraunitaria el hamiltoniano cuadratico (5.22) obteniendo las relaciones de dispersion
de los bosones
Fase de Neel
w(k) =
3
2
h
(J1 + J2)
2   j13(k)j2 + 2 J2(J1 + J2)( 2J1 + 2Re(2(k)))
+J22 ( 2J1 + 2Re(2(k)))2
i1=2
Fase Colineal
w(k) =
1
2
n
d(k)2 + jh(k)j2   (k)2   j(k)j2

h 
h(k)(k)
2
+ h(k)

4d(k)2h(k)  2h(k)j(k)j2   4d(k)(k)(k)

+(k)

(k)h2(k)  4d(k)h(k)(k) + 42(k)(k)
i1=2o1=2
(5.26)
En la gura (5.10) se muestra el diagrama de fases del estado fundamental en la aproximacion
de ondas de espn lineal en funcion de la magnitud del espn S y la relacion de acoplamientos
J2=J1. El hecho de considerar a la magnitud del espn como una variable continua S se debe a
que de esta manera podemos explorar la transicion desde el regimen clasico, correspondiente
a S !1, hasta el lmite cuantico extremo S = 1=2.
La linea purpura a trazos determina las regiones de estabilidad de las fases ordenadas.
Para un dado valor de J2=J1 existe un valor de espn Sc tal que para el modelo con espn
S > Sc la fase ordenada es estable, mientras que para S < Sc las uctuaciones cuanticas son
sucientemente grandes como para destruir el orden. Los bordes de las fases ordenadas se
obtienen encontrando el valor de J2=J1 (y del espn S) para el cual el parametro de orden se
anula. Los resultados muestran que las uctuaciones reducen notablemente la estabilidad de
la fase de Neel alrededor de J2=J1 = 1=2. Para el caso de espn S = 1=2, el orden de Neel es
estable (al menos dentro de la aproximacion lineal de ondas de espn) para 0 < J2=J1 . 0:29,
mientras que el orden colineal se muestra estable para 0:55 . J2=J1. En la region intermedia
0:29 . J2=J1 . 0:55 las uctuaciones cuanticas son lo sucientemente grandes (al menos al
orden lineal en 1=S) como para desestabilizar el orden magnetico dando la posibilidad a una
fase desordenada. Sin embargo, el metodo de ondas de espn lineal no permite analizar la
estructura de tal fase. Este tema es abordado en la siguiente seccion utilizando la tecnica de
bosones de Schwinger y diagonalizacion exacta.
5.2.2. Metodo de bosones de Schwinger
En esta seccion presentamos el estudio realizado el hamiltoniano cuantico (5.14) utili-
zando el metodo de bosones de Schwinger en la aproximacion de campo medio desarrollado
en la seccion 2.2.2. La ventaja que tiene el utilizar este metodo consiste que a diferencia de
la aproximacion de ondas de espn lineal, que considera correcciones cuanticas respecto de
un estado clasico ordenado, el metodo de bosones de Schwinger no considera a priori ningun
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Figura 5.10: Inversa del espn crtico Sc como funcion de J2: La lnea de trazos y puntos
muestra el borde obtenido que separa las regiones ordenadas y desordenadas, obtenidas
por medio del metodo de ondas de espn lineal. Por encima de esta lnea, las uctuaciones
cuanticas destruyen el orden magnetico, y la magnetizacion alternada se anula. Para S = 1=2
(lnea llena negra) hay un peque~no rango 0:29 . J2=J1 . 0:55 donde no hay orden magnetico.
La lnea llena azul corresponde al borde obtenido mediante bosones de Schwinger. Para
el caso S = 1=2, existe un rango 0:41 . J2=J1 . 0:6 donde el sistema tiene un gap de
espn indicando la presencia de una fase desordenada (ver gura (5.13)). La lnea punteada
corresponde al lmite clasico S ! 1 donde el estado fundamental presenta orden de Neel
para J2=J1 < 0:5, mientras que colineal para J2=J1 > 0:5.
tipo de estado inicial. Los pasos para obtener el hamiltoniano de campo medio no son mos-
trados de manera detallada siendo equivalentes a los desarrollados en la seccion 5.1.2. Luego
de utilizar el mapeo a bosones de Schwinger y el desacople de campo medio, el hamiltoniano
puede ser reescrito como
HMF = o +
X
k
by(k) M(k)  b(k) (5.27)
donde 0 esta dado por
0 = J1Nc
3X
i=1
(A2p;i  B2p;i) + J2Nc
6X
i=1
(A2s;i  B2s;i) + J2Nc
3X
i=1
(A2t;i  B2t;i)
 Nc (2S + 1)(A + B) (5.28)
yM(k) es una matriz hermtica cuyos elementos dependen de los parametros de campo medio
A0s yB0s y de los multiplicadores de Lagrange A;B a ser determinados autoconsistentemente.
En la expresion (5.28) Nc es el numero de celdas en la red, los ndices p; s; t etiquetan los
parametros de campo medio a primeros, segundos y terceros vecinos respectivamente, y A,
B son los multiplicadores de Lagrange introducidos para jar el numero de bosones en cada
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sub red 4. Tomando el valor medio de los operadores A y B obtenemos
A;a = hAri;rji
B;a = hBri;rji
(5.29)
donde los sitios ri; rj conectan sitios a primeros, segundos y terceros vecinos (respectivamente
 = p; s; t) en las direcciones correspondientes a = 1; 2; 3 (primeros y terceros vecinos) y
a = 1; :::; 6 (segundos vecinos) como se muestra en la gura (5.7).
Estas ecuaciones deben ser resueltas de manera autoconsistente junto con la ecuacion que
ja el numero de bosones en cada sitio
1
Nc
X
ri;
hbyri; bri;i = 2S (5.30)
donde Nc es el numero total de celdas. Las ecuaciones (5.29) y (5.30) involucran resolver
un sistema 24 ecuaciones acopladas para los parametros A0s y B0s, mas las ecuaciones de
ligadura para determinar los valores de . El analisis numerico fue realizado para sistemas
nitos de hasta 3200 sitios y posteriormente extrapolados al lmite termodinamico.
5.2.3. Resultados de la teora de campo medio.
El procedimiento autoconsistente consiste en proponer valores iniciales para los parame-
tros A0s y B0s entonces determinar los nuevos parametros a partir de las ecuaciones (5.29)
y (5.30) hasta que la energa y los parametros convergen. Despues de que alcanzar la con-
vergencia del metodo, se pueden calcular varias cantidades de interes como la energa, la
correlacion espn-espn y el espectro de excitaciones. Con esta informacion realizamos un
diagrama de fases tentativo del estado fundamental.
A partir de los valores obtenidos de los parametros A0s y B0s se observa una imagen similar
a las fases clasicas como en la gura (5.9). Es decir, para cada par de sitios con una con-
guracion "" los parametros B0s son un orden de magnitud mayor que los parametros A0s
indicando la presencia de orden ferromagnetico, mientras que para una conguracion de la
forma #" se observa el caso contrario revelando orden antiferromagnetico.
Para soportar los resultados analticos obtenidos para sistemas de muchos sitios, hemos reali-
zado calculos mediante diagonalizacion exacta del hamiltoniano de espn original (5.14) para
N = 18; 24 y 32 sitios con condiciones de contorno periodicas para el caso S = 1=2 utilizan-
do las libreras de SPINPACK [65]. En la gura (5.11-izquierda) se muestra la energa del
estado fundamental por celda unidad como funcion de la frustracion para N = 32 sitios, cal-
culado por medio de SBMFT y diagonalizacion exacta. Es interesante notar el buen acuerdo
que tienen los resultados obtenidos mediante diagonalizacion exacta y de la teora de campo
4A diferencia del caso de la red de kagome estudiada en la primera parte del captulo permitimos que
los parametros de campo medio puedan tomar diferentes valores segun la direccion en la red y ademas
introducimos un multiplicador de Lagrange por cada subred A;B .
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Figura 5.11: (a): Energa del estado fundamental por celda unidad como funcion de J2=J1
para una red de 32 sitios. Los crculos son resultados exactos (lanczos) y los cuadrados son
los resultados de SBMFT. (b): Correlacion espn-espn vs distancia X en la direccion zig-zag
obtenida mediante. Para 0 < J2=J1 . 0:41, la correlacion espn-espn acuerda con una fase
de Neel con orden de largo alcance (LRO); para 0:41 . J2=J1 . 0:6 las correlaciones son
de corto alcance indicando una zona de con gap en la excitaciones y orden de corto alcance
(SRO).
medio. En la gura (5.12) se muestra el modulo de los parametros de campo medio antiferro-
magneticos a primeros vecinos como funcion de J2=J1. En (5.12) se comparan los parametros
de campo medio jAj a primeros vecinos calculados mediante diagonalizacion exacta y por
medio de la teora de campo medio. Ambos resultados muestran un comportamiento similar
en la zona de la transicion: una discontinuidad abrupta para un valor determinado de J2=J1
(el mismo comportamiento presentan los parametros ferromagneticos jBj no mostrado aqu).
Esta discontinuidad indica la presencia de una transicion de primer orden entre fases con
diferentes simetras.
En el lmite termodinamico Nc ! 1 un estado que posee orden de largo alcance se
caracteriza, en el lenguaje de los bosones de Schwinger, por una condensacion de los bosones
en algun vector de onda Q0. Esto implica que la relacion de dispersion de los bosones en una
fase ordenada no posee gap. Como mencionamos anteriormente las ecuaciones de autocon-
sistencia (5.29) y (5.30) se resuelven numericamente para sistemas nitos, por lo tanto para
detectar las regiones con gap calculamos este como funcion de J2=J1 para diferentes tama~nos
y posteriormente realizamos un escaleo. La estrapolacion del gap de las excitaciones como
funcion de J1=J1 se muestra e la gura (5.13). En el rango 0:45 < J2=J1 < 0:6 el sistema
presenta un gap nito indicando una region sin orden magnetico.
En la gura (5.11-derecha) se muestran los resultados de las correlaciones espn-espn hS1Sji
a lo largo de dos direcciones particulares. Para 0 < J2=J1 . 0:45 las correlaciones pre-
sentan una estructura que se corresponde con fase ordenada tipo Neel, mientras que para
0:6 . J2=J1 las correlaciones revelan orden ferromagnetico en la direccion zig-zag corres-
pondiendo a la fase colineal. El resultado mas interesante se observa en la region intermedia
0:45 . J2=J1 . 0:6 donde los resultados son consistentes con la presencia de un gap. En esta
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Figura 5.12: Parametros de antiferromagneticos jAj vs J2=J1 para espn S = 1=2, (derecha):
diagonalizacion exacta N = 24 sitios; (izquierda) campo medio. La discontinuidad de los
parametros cerca de J2=J1 = 0:6 da indicios de una transicion de primer orden entre la fase
desordenada y la fase colineal con orden de largo alcance.
region hemos encontrado correlaciones antiferromagneticas de corto alcance. Como ejemplo,
en la gura 5.11 se muestran las correlaciones para J2=J1 = 0; 0:2 y 0:6 en la direccion zig-zag
de la red.
Los resultados del analisis se resumen en la gura 5.10 que muestra el diagrama de fases
del estado fundamental como funcion de 1=S y J2=J1. Por un lado, para 1=S mas chico que
una valor crtico 1=Sc(J2=J1) el sistema posee orden de largo alcance caracterizado por una
condensacion de bosones en un vector de ordenamiento Q0. Por otro lado, cuando 1=S es
mayor que 1=Sc(J2=J1) el sistema no posee orden magnetico. Del analisis anterior surge la
siguiente pregunta: >La fase con gap, es desordenada o presenta algun tipo de orden distinto
al magnetico?. Para responder esta pregunta, no es suciente con la correlacion espn-espn;
es necesario calcular otra cantidad. Un tipo de orden que se puede presentar es el que se
conoce como "orden de dmeros". El operador de dmero de un par de sitios (i; j) esta dado
por (ver ecuacion (1.63) seccion 1.3.3)
dri;rj =
(1  Pri;rj)
2
(5.31)
donde Pi;j = 2(Sri  Srj + 1=4) es el operador de permutacion de espn. Este operador es
mayor (menor) que 0:25 cuando la correlacion de espn es negativa (positiva), igual a 1 en
un singlete y a 0 en un triplete. La correlacion "dmero-dmero" entre sitios (i; j) y (k; l) es
p(ri;rj);(rk;rl) =
hdri;rj drk;rli   hdri;rji hdrk;rli
hdri;rji   hdri;rji hdrk;rli
(5.32)
Si p(i;j);(k;l) = 1 la presencia de un dmero en el par (i; j) implica la existencia de una dmero
en el par (k; l); si p(i;j);(k;l) = 0 los pares de sitios no estan correlacionados. Si p(i;j);(k;l) es ne-
gativo, un singlete en el par (i; j) induce una tendencia hacia una correlacion ferromagnetica
en el par (k; l). En la gura (5.14) se muestran las correlaciones espn-espn correspondientes
a cada sector del diagrama de fases; en la gura (5.15) se muestra el patron de correlaciones
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Figura 5.13: (a): Gap de las excitaciones en funcion de J2=J1 para S = 1=2. En la region
J2=J1  0:6 el sistema permanece con gap. Recuadro: escaleo de tama~no nito para el gap.
(i) J2=J1 = 0:5 ( = 0:6451), (ii): Los crculos corresponden a J2=J1 = 0:05 ( = 0:911) y
los cuadrados corresponden a J2=J1 = 0:35 ( = 0:758).
para dmeros para J2=J1 = 0:56. Ambos calculos fueron realizados mediante diagonalizacion
exacta para N = 24 sitios en J2=J1 = 0:56. Mas alla de que el tama~no no es sucientemente
grande como para ser concluyente, se puede observar que tanto las correlaciones espn-espn
como las dmero-dmero decaen rapidamente con la distancia indicando desorden. Este re-
sultado da indicios de que efectivamente la fase sin gap corresponde a una fase tipo lquido
de espines5.
5.2.4. Discusion y Conclusiones
Para resumir, los resultados obtenidos con diferentes tecnicas sugieren la existencia de una
region (en el regimen de frustracion intermedia) donde el sistema no muestra orden magnetico
para S = 1=2. Por un lado, el analisis de ondas de espn lineal predice que la region con orden
de Neel de largo alcance se extiende hasta J2=J1  0:29 y la fase colineal antiferromagnetica
esta presente hasta J2=J1 & 0:55. Por otro lado, los resultados con SBMFT predicen una
region desordenada magneticamente para 0:41 . J2=J1 . 0:6. En esta region, la relacion de
dispersion de los bosones presenta un gap y el analisis de las funciones de correlacion espn-
espn revelan orden de corto alcance tipo Neel seguido por una fase colineal para J2=J1 & 0:6.
Finalmente, el calculo de las correlaciones dmero-dmero mediante la diagonalizacion exacta
del hamiltoniano de espn para sistemas de N = 32 sitios, muestra que la fase desordenada
aun en discusion podra corresponder a un estado tipo valence bonds cristal.
5Este analisis esta aun bajo discusion como parte de un trabajo en colaboracion con el Dr. Daniel Cabra,
Dr. Carlos Lamas, Dr. Piere Pujol.
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Figura 5.14: Correlacion espn-espn, para tres valores particulares de J2=J1. (arriba) J2=J1 =
0:25: se observa la estructura tipo Neel. (centro) J2=J1 = 0:5: la estructura es una mezcla
Neel-colineal con correlaciones que van rapidamente a cero. (abajo) J2=J1 = 0:75: se observa
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las de espines ordenadas.
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Figura 5.15: Correlacion dmero-dmero, p(1;2)(k;l) para J2=J1 = 0:56 entre los pares de sitios
(1; 2) y (k; l) en el estado fundamental de N = 24 sitios. Los numeros arriba de los links (k; l)
son los valores de p(1;2)(k;l). Las lneas negras (naranjas) indican valores positivos (negativos)
de p(1;2)(k;l).
Captulo 6
Conclusiones generales y perspectivas
Finalizamos estas tesis con algunos comentarios generales sobre la metodologa empleada
y con un breve resumen de los principales resultados obtenidos.
6.0.5. Tecnicas empleadas.
En el captulo 2 presentamos algunas de las tecnicas mas utilizadas para estudiar siste-
mas fuertemente correlacionados en bajas dimensiones. La primera parte del captulo, fue
dedicada al metodo conocido como Bosonizacion que es una de las tecnicas analticas mas
utilizadas para estudiar sistemas fermionicos interactuantes unidimensionales. Para poder
estudiar los sistemas de espines S = 1=2 en redes unidimensionales, estudiamos el mapeo de
variables de espn a variables fermionicas conocido como transformacion de Jordan-Wigner.
La segunda parte fue dedicada a los metodos analticos que permiten estudiar sistemas en
2 y 3 dimensiones. En particular, nos centramos en dos metodos muy importantes: la teora
de \ondas de espn lineal" y la de \ bosones de Schwinger", las cuales permiten estudiar
distintos tipos de fases del estado fundamental del modelo de Heisenberg. La parte nal
del captulo fue dedicada a la descripcion de dos tecnicas numericas para tratar sistemas
fuertemente correlacionados. Estas tecnicas son Lanczos, que es un algoritmo que permite
diagonalizar matrices de dimensiones muy grandes (ej. 236  236); y DMRG, que es una
tecnica que permite estudiar el estado fundamental de sistemas unidimensionales de hasta
centenas de sitios dependiendo del problema en cuestion.
6.0.6. Modelos estudiados.
En los captulos 3, 4 y 5, presentamos el estudio de varios modelos para sistemas fuerte-
mente correlacionados. En el captulo 3, consideramos el modelo de Hubbard con interaccio-
nes electronicas y acoplamientos con la red, para intentar describir las propiedades aisladoras
del estado fundamental (a temperatura cero) de diversos compuestos organicos. En el captulo
4, investigamos el modelo de Heisenberg de sistemas de espines frustrados magneticamente,
acoplados con los grados de libertad de la red. Analizamos las propiedades de las posibles
fases magnetoelasticas del estado fundamental y como dependen estas de la frustracion y del
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acoplamiento con la red. Finalmente, en el captulo 5, estudiamos las propiedades del mode-
lo de Heisenberg en dos dimensiones en dos tipos de redes. En la primera parte estudiamos
el estado fundamental del modelo de Heisenberg en la red de Kagome con interacciones a
primeros y terceros vecinos, revelando que la inclusion del acoplamiento a terceros vecinos
estabiliza un orden magnetico. En la segunda parte, analizamos el modelo de Heisenberg en
la red hexagonal con interacciones a primeros, segundos y terceros vecinos. Nuestros resul-
tados indican que la inclusion de frustracion desestabiliza el orden magnetico permitiendo la
formacion de una fase tipo lquido de espines en la region altamente degenerada del modelo
clasico.
6.0.7. Trabajos en ejecucion y perspectivas futuras.
Actualmente estan en ejecucion o proximos a iniciarse diversos estudios relacionados con
los trabajos aqu presentados. Entre ellos merecen mencionarse los siguientes:
Inuencia de terminos anarmonicos en el acoplamiento espn-fonon en cadenas de espi-
nes unidimensionales. Utilizando bosonizacion y simulaciones numericas con DMRG,
estudiamos el rol de los terminos anarmonicos en la curva de magnetizacion.
Estados desordenados en la red de Kagome con interacciones bicuadraticas. Esto nos
permitira determinar la estabilidad de la fase desordenada del estado fundamental, y
si la competencia de varias interacciones permite seleccionar distintos tipos de fases.
Analisis de la curva de magnetizacion del modelo de Heisenberg en la red hexagonal.
Esta extension tiene como objetivo principal estudiar la posibilidad de determinadas
fases desordenadas para valores racionales de magnetizacion.
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Apendice A
.1. Bosonizacion Abeliana, d = 1
En este apendice damos mas detalles tecnicos sobre Bosonizacion Abeliana. Las conven-
ciones usadas para los signos en la expresion de los campos fermionicos es muy variada en
la literatura. Nosotros usamos las reglas usadas en las referencias [45, 174]. En la prime-
ra seccion reescribimos el hamiltoniano de Hubbard en el lmite continuo, en terminos de
campos fermionicos. La segunda seccion es dedicada a la bosonizacion del hamiltoniano de
Hubbard. Finalmente, el tercera seccion agregamos la interaccion con la red, que requiere
una bosonizacion con mas armonicos [86, 176, 177].
.1.1. Teora efectiva de baja energa del modelo de Hubbard
Consideremos el hamiltoniano de Hubbard unidimensional
Ht U  =  t
X
";#
NX
j=1
(cy;j  c;j+1 + h:c:) + U
NX
j=1
n";j n#;j + 
NX
j=1
nj (1)
Para el caso U = 0, correspondiente al hamiltoniano de fermiones libres, el estado funda-
mental se obtiene ocupando todos los estados de partcula independiente con energa menor
que la energa de Fermi, o bien trabajando en el espacio de impulsos, corresponde a ocupar
estados con impulsos en el intervalo ( kF;; kF;) (ver seccion 2.1.1). kF; (con  ="; #) son
los vectores de Fermi de cada sector de espn. A partir de estos, se pueden denir nuevos
vectores de onda k relacionados con la densidad del sistema y la magnetizacion
k+ = kF;" + kF;#   n
k  = kF;"   kF;#   hMi (2)
donde n es la densidad de electrones n = Ne=N , y hMi la magnetizacion normalizada del
sistema dada por hMi = (N" N#)=Ne. En el caso sin campo magnetico externo, los vectores
kF; son iguales quedando
kF;"  kF;#  kF  n
2
k  = 0
k+ = n (3)
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Dado que las excitaciones de baja energa son construdas al considerar partculas con
impulsos en la vecindad de los puntos de Fermi kF;, vamos a descomponer el campo
fermionico en las componentes izquierda (kF;) y derecha (kF;).
Como discutimos en la seccion 2.1, los operadores de creacion y aniquilacion en terminos de
los campos fermionicos izquierdos y derechos se expresan
c(x)  cjp
a
  R(x) ei kF x +  L(x) e i kF x : : : (4)
donde : : : indican terminos de orden superior en el desarrollo de baja energa. Los campos
 R(x) y  L(x) se pueden reescribir terminos de nuevos operadores de electrones y huecos
(k) y (k) ( ="; #) alrededor de los puntos de Fermi,
 R;(x; t) =
Z
k>0
dk
2

ei k (t x) (k) + e i k (t+x) y(k)

 L;(x; t) =
Z
k<0
dk
2

e i k (t+x) (k) + e i k (t+x) y(k)

(5)
Nosotros estamos interesados en el caso independiente del tiempo (o bien t = 0), tal que los
campos dependen unicamente de la variable x = ma, donde m 2 Z y a es el espaciamiento
de la red. La inclusion de la coordenada temporal querara clara cuando introduzcamos coor-
denadas complejas.
Ahora vamos a reescribir el producto de operadores de creacion/aniquilacion en termino de
los operadores de campo:
1
a
cy;j c;j =  
y
(x) (x)
= ei kF; a JL;(x) + e
 i kF; a JR;(x)
+a ei kF; a yL;(x) @x L;(x) + a e
 i kF; a yR;(x) @x R;(x)
+e i kF;(2x+a) yL;(x) R;(x) + e
i kF;(2x+a) yR;(x) L;(x)
+a ei kF;(2x+a) yR;(x)@x L; + a e
 i kF;(2x+a) yL;(x)@x R; (6)
donde los terminos Jr;(x) (r = R;L) son las densidades de los campos quirales:
Jr;(x)   yr;  r; (7)
De manera analoga, en el lmite continuo, el operador numero que aparece en el potencial
qumico queda
1
a
nr; =  
y
r; r;
= JR;(x) + JL;(x) + e
 i 2 kF; x yL;(x) R;(x) + e
i 2 kF; x yR;(x) L;(x) (8)
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De las expresiones (6) y (8) se puede observar que hay terminos no oscilatorios y otros
oscilatorios cuya longitud de onda depende de kF;. Si un dado hamiltoniano contiene estos
terminos sin singuna funcion dependiente de la posicion, solo los factores no oscilatorios
son relevantes en el sentido que no integran a cero [40]. Sin embargo, como veremos en la
seccion (.1.4) cuando incluyamos la interaccion con deformaciones de la red (fonones en el
lmite adiabatico), estos factores pueden conmensurar jugando un papel muy importante en
la descripcion de baja energa de sistema.
Caso no interactuante (U = 0)
Primero nos vamos a enfocar en el gas de electrones libres en una red unidimensional de
N sitios, con una integral de hopping t y potencial qumico  que ja el numero de electrones
Ne,
Ht  =  t
X
";#
NX
j=1
(cy;j  c;j+1 + h:c:) + 
NX
j=1
nj (9)
En el siguiente resultado, los terminos escilatorios son directamente descartados por el argu-
mento mencionado al nal de la seccion anterior. Utilizando las expresiones de los operadores
fermionicos en terminos de los campos fermionicos (6) y (8) en le lmite continuo, el hamil-
toniano (9) queda
Ht  =  t
X

Z
dx
h
ei kF; aJL;(x) + e
 i kF; aJR;(x)
a

ei kF; a yL;(x) @x L;(x) + e
 i kF; a yR;(x) @x R;(x)

+ h:c:
i
+
X

Z
dx [JL;(x) + JR;(x)] (10)
El potencial qumico a temperatura cero es igual a la energa de Fermi:
 = 2 t cos(kF a) (11)
de esta manera, se puede ver que al tener ambos terminos (cinetico y de potencial qumico),
las corrientes Jr sigma se cancelan mutuamente quedando
Ht  = i vF
X

Z
dx
h
 yR;(x)@x R;(x)   yL;(x)@x L;(x)
i
(12)
donde la velocidad de Fermi vF juega el rol de la velocidad de la luz y esta dada por
1.
@(k)
@k

k=kF
 2 t a sin(kF a)  vF (13)
1En caso de tener un termino de acoplamiento con un campo magnetico, la consecuencia seria que los
sectores "# tendran velocidades vF" = vF#
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Caso interactuante (U 6= 0)
Consideremos ahora adicionalmente el termino de interaccion coulombiana,
HU = U
X
j
n" j n# j: (14)
Usando (8) y removiendo los factores oscilatorios obtenemos
HU = aU
Z
dx [(JR;" + JL;")(JR;# + JL;#)
+

ei 2 k+ x yR;" L;" 
y
R;# L;# + h:c:

+

ei 2 k  x yR;" L;" 
y
L;# R;# + h:c:
i
= aU
Z
dx [(JR;" + JL;")(JR;# + JL;#)
+

ei 4 kF x yR;" L;" 
y
R;# L;# + h:c:

+

ei 4 kF x yR;" L;" 
y
L;# R;# + h:c:
i
(15)
donde hemos usado que k+ = 2 kF y k  = 0.
Fuera de medio llenado (es decir, n 6= 1), los terminos oscilatorios / ei 4 kF x pueden ser
descartados y el hamiltoniano queda
HU = aU
Z
dx
h
(JR;" + JL;")(JR;# + JL;#) +

 yR;" L;" 
y
L;# R;# + h:c:
i
(16)
A medio llenado (n = 1), el termino / ei 4 kF x = 1 es conmensurado y corresponde a la
dispersion de partculas desde un lado de la supercie de Fermi hacia el otro. Este proceso
de dispersion se denomina umklapp:
Humklampp = aU
Z
dx

ei 4 kF x yR;" L;" 
y
R;# L;# + h:c:

= aU
Z
dx

 yR;" L;" 
y
R;# L;# + h:c:

(17)
.1.2. Teoras conformes
Antes de mostrar las reglas de bosonizacion, es necesario introducir algunos conceptos
muy importantes como simetra conforme y dimension conforme de operadores. En esta
seccion vamos a presentar brevemente algunos conceptos basicos y necesarios para poder
desarrollar la tecnica de bosonizacion abeliana. Para una explicacion mas completa y deta-
llada el lector interesado puede consultar amplia bibliografa del tema, por ejemplo J. Cardy
[175] o P. Di Francesco el al [29].
Un punto jo de una teora, denida por el conjunto de acoplamientos g1; :::; gn, corres-
ponde a un punto en el espacio de parametros, tal que la teora es invariante frente al cambio
de cualquier tipo de escala). Una teora con invariancia frente a rotaciones, traslaciones y
cambios de escala se dice que tiene invariancia conforme. Para el tratamiento mas formal
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de las teoras conformes, es conveniente introducir coordenadas complejas z y z denidas en
terminos de la coordenada espacial x y el tiempo imaginario  = i t,
z =  i (x  v t) = v    i xz =  i (x+ v t) = v  + i x
con las correspondientes derivadas
@z =   i
2
(
1
v
@t   @x) @x =  i(@z   @z)
@z =   i
2
(
1
v
@t + @x) @t =  iv(@z + @z)
(18)
Un operador O(z; z) perteneciente a una teora de campos conforme es llamado primario si
este escalea bien bajo una transformacion conforme, es decir
O0( z;  z) =  h 
hO(z; z): (19)
Las constantes h y h son una propiedad fundamental del operador O y son llamadas dimen-
siones conformes izquierdas y derechas respectivamente. Bajo una dilatacion pura ( = ),
el operador escalea como O0( z;  z) =  O(z; z), donde  =  +  es la dimension de
escala ordinaria de un operador. Bajo una rotacion, tal que  = ei  y  = e i , el operador
transforma como O0(ei  z; e i ; z) = ei s O(z; z), donde s = h  h es llamada espn conforme
del operador.
La dimension de escala de un operador aparece directamente en la funcion de correlacion del
operador, que es jada por argumentos de escala, salvo una constante multiplicativa, como:
hO(z; z)Oy(0; 0)i = 1
z2h
1
z2 h
(20)
Efecto de las perturbaciones
Consideremos la accion perturbada
S = So + g
Z
dt dxO(x; t) (21)
donde So es la accion de una teora en un pnto jo y O denota un operador con dimension
de escala . Se puede mostrar que bajo un paso innitesimal del grupo de renormalizacion,
con un factor de escala  = 1 + d= actuando sobre los vectores de onda; la inversa del
factor de escala actua sobre las coordenadas, y si x y t representan las nuevas coordenadas
reescaleadas; sucientemente cerca del punto jo tenemos
S 0 = So + g
Z
d(t) d(x)O(x; t)
= So + g 
2 
Z
dt dxO(x; t) (22)
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Integrando tal tranformacion innitesimal de escala, se puede mostrar que la constante de
acoplamiento escalea de la forma
g
go
=

o

2 
(23)
donde  y o son las longitudes de correlacion. Luego, la perturbacion es relevante si  < 2,
irrelevante si  > 2 y marginal si  = 2.
.1.3. Reglas de bosonizacion
Las componentes izquierda y derecha de los campos fermionicos,  L; y  R; introducidos
en la ecuacion (4), estan denidos en terminos de los respectivos campos bosonicos L; y
R; como
 R;(z) =
1p
2 a
R; : e
i
p
4 R;(z) : (24)
 L;(z) =
1p
2 a
L; : e
 ip4 L;(z) : (25)
donde los operadores ei
p
4 r; son llamados operadores de vertice [29]. La notacion : ei
p
4 r; :
indica orden normal de operadores. Esta consiste en poner todos los operadores de aniquila-
cion a la derecha de los operadores de creacion en la expansion de los operadores de vertice.
Las cantidades r; (r = L;R) son los factores de Klein que garantizan las relaciones de
anti-conmuntacion de los campos fermionicos bosonizados.
A partir de los campos bosonicos quirales izquierdos y derechos, se introducen los campos
bosonicos  y su dual ,
'(x; t)  '(z; z) = R;(z) + L;(z) (26)
(x; t)  (z; z) = R;(z)  L;(z) (27)
mientras que las derivadas con respecto a z y z son
@z'(z; z) = @zR;(z) (28)
@z'(z; z) = @zL;(z) (29)
Las funciones de correlacion de los campos  R;(z) y  L;(z) estan dada por [29]
hR;(z)R;(w)i =   1
4
log(z   w) (30)
hL;(z)L;(w)i =   1
4
log(z   w) (31)
hR;(z)L;( w)i = 0 (32)
Los productos de fermiones vienen, despues de bosonizar, en producto de operadores de
vertices. Si los campos bosonicos que intervienen en los exponentes poseen diferentes grados
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de libertad, es decir distinto ndice de espn  6= 0 o de sector R;L, estos productos son
simples productos de exponenciales. En caso contrario, debido al orden normal de operadores,
uno tiene que tener en cuenta las correlaciones entre los campos bosonicos
: ei  ;R(z) : : ei  ;R(w) : = : ei (;R(z)+ ;R(w)) : e  h;R(z);R(w)i
= : ei (;R(z)+ ;R(w)) : jz   wj4 (33)
: ei  ;L(z) : : ei  ;L( w) : = : ei (;L(z)+ ;L( w)) : jz   wj4 (34)
Con estas identidades y la ecuacion (20) podemos calcular las dimensiones conformes de
los operadores de vertice
h: ei  ;R(z) :  : e i  ;R(w) :yi = e  24 log jz wj
=
1
jz   wj24
(35)
h: ei  ;L(z) :  : e i  ;L( w) :yi = 1
jz   wj24
(36)
de donde se extrae que la dimensiones de los operadores de vertices
dim

ei  ;a(z)

=
2
8
(37)
dim

ei '(z;z)

=
2
4
(38)
Bosonizacion con mas armonicos.
En la seccion 2.1.1 presentamos una expresion del operador fermionico  (x) (ecuacion
(2.15)) alrededor del nivel de Fermi en termino de operadores  L;(x) y  R;(x). En un
trabajo reciente D. Cabra et. al [86] presentaron un desarollo mas general construido a
partir de las expresiones de las funciones de correlacion del modelo de Hubbard [176, 177].
Este desarrollo esta dado porque
 #(x) = e i kF;# x  R;#(x)
h
r1 + r2 e
 i 2 kF;"x  yL;"(x) R;"(x) + r3 e
2 i kF;"x  yR;"(x) L;"(x) + :::
i
+ei kF;# x  L;#(x)
h
l1 + l2 e
2 i kF;"x  yR;"(x) L;"(x) + l3 e
 2 i kF;"x  yL;"(x) R;"(x) + :::
i
 "(x) = #" (39)
donde
 R; =
R;p
2
ei
p
 R;(x)
 L; =
L;p
2
e i
p
 L;(x) (40)
En (39), ri, li son constantes numericas no-universales. Mediante calculos perturbativos [86]
se conoce que para el hamiltoniano de Hubbard, r1; l1  1 + U y r2; r3; l2; l3  U .
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Utilizando las ecuaciones (39) y (40) se puede mostrar que la expresion bosonizada del
operador densidad (sin campo magnetico externo) es,
n(x) =  y"(x) "(x) +  
y
#(x) #(x)
=
1
2
+
1p

d('"(x) + '#(x))
dx
 4 r1 l1 sin

2 kFx+
p
 ('"(x) + '#(x))

cos
p
 ('"(x)  '#(x))

 4(r1 l2 + r2 l1) cos
h
4 kFx+
p
4 ('"(x) + '#(x))
i
(41)
.1.4. Bosonizacion del acoplamiento electron-fonon, espn-fonon.
En esta parte utilizaremos las reglas de bosonizacion para tratar el termino de interaccion
de los fonones en el lmite adiabatico (seccion 1.4), con los electrones y espines (ecuaciones
(1.73) y (1.72) respectivamente). Para comenzar vamos a tratar el termino de acoplamiento
espn-fonon que es mas sencillo y nalmente vamos tratar el acoplamiento electron-fonon.
Acoplamiento espn-fonon.
Consideremos una cadena unidimensional, y para simplicar vamos a tomar la interaccion
solo a primeros vecinos. En ese caso, segun la ecuacion (1.72) tenemos
Hespn-fonon  
NX
j=1
(uj+1   uj)Sj  Sj+1
 
NX
j=1
j Sj  Sj+1: (42)
Tomando el lmite continuo y utilizando la ecuacion (2.57) obtenemos
Hespn-fonon  
Z
dx (x) (x) (43)
donde (x) esta dado por (2.57).
La contribucion mas importante en el lmite de baja energa viene de la interferencia cons-
tructiva entre la modulacion (x) y la densidad de energa (x).
Supongamos un patron periodico con perodo Lp a magnetizacionM , tal que (x+Lp) = (x).
Si Lp es par, el ansatz mas general para el termino de modulacion esta dado porque
(x) = Lp
2
cos( x) +
Lp
2
 1X
n=1
n cos

n
2  x
Lp
+ n

(44)
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M = 0 M = 1=3 M = 1=2
Lp 4 6 8
kF =2 =3 =4
Nw 2 3 4
frecuencias 2kF 2kF 2kF y 4kF
posibles
Cuadro 1: Frecuancias posibles para las deformaciones de la red (x) para magnetizaciones
M = 0, 1=3 y 1=2.
donde Lp
2
, n son las amplitudes y n las fases de los diferentes terminos de la expansion. Si
Lp es impar, el primer termino es cero y la suma va de n = 1 a n =
(Lp 1)
2
.
A partir de las ecuaciones (2.57) y (44), vemos que el producto de los dos terminos es
conmensurado unicamente si las frecuencias caractersticas son proporcionales, es decir
n
2 
Lp
= kF
=

2
(1 M) (45)
) Lp = 4n
1 M (46)
con n 2 entero y M 6= 1. Consecuentemente, el numero de frecuencias Nw en la expansion
de (x) es
Nw =
8<:
h
Lp
2
i
, si Lp es parh
(Lp 1)
2
i
, si Lp es impar
(47)
Usando el desarrollo de (x), el termino de interaccion toma la forma
Hespn-fonon =
Nw+4X
n=0
n
Z
dx cos(n kFx+
p
2 '(x) +  n) (48)
donde  n es una funcion de n, y n es una funcion de n y n.
De la expresion anterior, solo van a contribuir aquellos terminos no oscilatorios, es decir
n kF = 2 z (con z entero).
En la tabla El ansatz para (x) que surge al pedir conmensurabilidad en la expresion bosoni-
zada de la interaccion espn-fonon, ha sido ampliamente vericado numericamente mediante
calculos numericos autoconsistentes siguiendo el procedimiento debido Feiguin, et al [139].
Acoplamiento electron-fonon.
Para el caso de la interaccion electon-fonon, el procedimiento es muy similar que se
describio en la seccion anterior. Para un patron de deformaciones (x) de perodo Lp, la
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expresion mas general esta dada por la ecuacion (44). La diferencia que surge, es que en el
caso de electrones kF = n

2
donde n es la densidad del sistema.
En el caso particular de llenado 1=4 (n = 1=2), que es el que trataremos con mas detalle en
el captulo 3. Vamos a considerar dos clases de acoplamiento electron-fonon: acoplamiento
de Peierls, que modula los acoplamientos de hopping tij, y acoplamiento de Hosltein que
modica la energa en el sitio.
Utilizando la expresion (39), los factores oscilatorios de los terminos de hopping y de densidad
en el sitio quedan
(cy(x)c(x+ a) + h:c:) =  1 sin(

2
x+

4
+
p
2 'c) cos(
p
2 's)
 2 sin( x+ 2
p
2 'c) (49)
cy(x)c(x) =  01 sin(

2
x+
p
2 'c) cos(
p
2 's)
 02 cos( x+ 2
p
2 'c) (50)
La deformacion mas general a llenado 1=4 exhibe dos armonicos:
(x) = 2 cos(2 kF x+ 2) + 4 cos(4 kF x+ 4) (51)
donde 2 y 4 son constantes que determinan el patron de la deformacion, mientras que 2 y 2
miden la amplitud de cada modo. Finalmente, la expresion bosonizada de los acoplamientos
de Peierls y Holstein son:
(cyi;ci+1; + h:c:) =  
21
2
sin(
p
2 'c + 2 +

4
) cos(
p
2 's)
 4 2 sin(2
p
2 'c)
(cyi;ci; + h:c:) = 2 
0
1 sin(2  
p
2 'c) cos(
p
2 's)
 2 4 02 cos(2
p
2 'c)
(52)
Apendice B
.2. Diagonalizacion paraunitaria.
Muy pocos problemas de muchos cuerpos admiten una solucion exacta. Entre ellos, uno
de las formas mas comunes son hamiltonianos cuadraticos que consisten de operadores de
creacion y aniquilacion. En este apendice mostramos brevemente el caso de hamiltonianos
bosonicos siendo el caso de fermiones muy similar en cuanto al procedimiento.
La diagonalizacion de un hamiltoniano bosonico cuadratico de la forma
H =
X
k
	yk M(k) 	k (53)
	k = (a
(1)
k ; a
(2)
k ; :::; a
(N)
k ; a
(1)y
 k ; a
(2)y
 k ; :::; ; a
(N)y
 k ) (54)
con N el numero de especies bononicas y M(k) una matriz hermtica requiere mas que una
simple transformacion unitaria, debido a la necesidad de preservar las relaciones de con-
mutacion bosonicas de los nuevos operadores. Se necesita entonces una transformacion de
Bogoliubov generalizada (diagonalizacion paraunitaria), cuyos detalles pueden ser consulta-
dos en [178]. Para diagonalizar el hamiltoniano (54), denimos una transformacion
k = T 	k (55)
k = (b
(1)
k ; b
(2)
k ; :::; b
(N)
k ; b
(1)y
 k ; b
(2)y
 k ; :::; ; b
(N)y
 k ): (56)
Tanto los operadores a0s y b0s deben satisfacer las relaciones de conmutacion bosonicas,
[	k;;	
y
k0;] = k;k0 (
3); (57)
[k;;
y
k0;] = k;k0 (
3); (58)
donde
3 =

INN 0
0  INN

usando las ecuaciones (55) y (58) tenemos
[	k;;	
y
k0;] = T; (T
y);[k;;
y
k0;] (59)
+ (60)
3 = T  3  T y: (61)
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Utilizando esta transformacion en el hamiltoniano (54) tenemos
H =
X
k
yk 3 T 3M(k)T
 1k (62)
donde 3 T 3M(k)T
 1 = ~M(k) es una matriz diagonal.
Finalmente el hamiltoniano diagonal queda
H =
X
k
yk  ~M(k) k
H =
X
k;
2w(k)

b
()y
k  b()k +
1
2

(63)
(64)
donde  = 1; :::; N y w(k) son los autovalores de la matriz ~M(k).
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