Gradual Patterns allow to express frequent patterns like "the older an employee, the higher his/her income". After having been extensively used for fuzzy command (e.g., "the closer the wall, the harder the break"), they are currently grasping the attention of the data mining community, where the focus is put on the scalability of the methods when addressing very large databases (e.g. biology). However, it is often the case that the information is not contained at the upper and lower boundaries (min/max), but rather hidden in-between. For instance, the most interesting rule could be "the closer the age of an employee to 46, the higher his/her income". In this paper, we introduce several methods for automatically defining fuzzy modalities and we compare the results obtained when considering the various solutions.
Introduction
Gradual patterns are of the form "the more/less A 1 , . . ., the more/less A k " [8] , [12] . For instance, "the older an employee, the higher his/her income" refers to such a pattern. They have been recently reintroduced in the literature as one of the types of patterns that data mining techniques can be of help to discover [3] , [6] , [7] , [20] .
Standing within fuzzy settings, fuzzy gradual patterns are of the form "the more/less A 1 is F 1 . . ., the more/less A k is F k " [8] , [12] , as for instance in "the more an employee is almost 46 years old, the more his/her income is almost 37,000 euros per year", where almost 46 years old and almost 37,000 euros are fuzzy sets described by their respective membership functions. The fuzzy set theory, introduced by Zadeh [23] , allows to deal with natural language and to imprecise concepts like young or almost X years old. A membership function μ of a fuzzy set A is an application from the domain D of the attribute being considered (e.g., ages from 0 to 125) to [0, 1] . Considering a value x ∈ D, μ(x) ranges in [0, 1] and indicates to which extent x belongs to the fuzzy set A.
Discovering fuzzy gradual patterns can be of benefit to many application areas. For instance, in biology, it is of paramount interest to retrieve the information that "the closer the expression of gene i to .32, the closer the expression of gene j to −.12".
In this paper, we aim at building fuzzy modalities that seems to be the most relevant. Instead of building a complete partition, we rather focus on a fuzzy modality that is meant to gather the identity of the numerical attribute being considered. For doing this, our idea is to define fuzzy modalities that describe to which extent the value of an attribute is close to this attribute's median.
For instance, Table 1 displays sample data that describes people regarding their identifier, their age, their annual income, and the number of their cars. Unfortunately, it is not possible to retrieve gradual patterns from this table. However, if considering the fuzzy modalities almost 46 years old and almost 37,000 euros as sketched by Figure  1 , the table can be transformed as showed by Table 2 . Thus, the pattern "the more an employee is almost 46 years old, the more his/her income is almost 37,000 euros per year" appears to be true: the lines can be ordered considering the list of id < 1, 5, 2, 3, 4 > and it can be seen that the pairs of values (degree of age almost 46, degree of income almost 37,000) appears to be ordered by a precedence order. Indeed, if we consider that a tuple t precedes another tuple t (denoted as t t ) whenever all the components can be ranked in this order, then we have that tuples defined by projecting the database on (degree of age almost 46, degree of income almost 37,000) are ordered: (0, 0) (0, .25) (.25, .25) (.5, .5) (1, 1).
Our objective is then to automatically retrieve fuzzy modalities that allow to discover relevant fuzzy gradual patterns. We thus begin by recalling below some preliminaries about gradual patterns and automatic fuzzy partition building, before introducing our contribution for building fuzzy modalities in the framework of fuzzy gradual patterns. Experiments have been carried on real datasets and are reported in the penultimate section. The last section concludes this paper and sketches some issues for future work.
Related Work
In this section, we present an overview of approaches dealing with gradual patterns. We also present an overview of different strategies for building fuzzy membership functions.
Gradual Patterns
Gradual patterns are extracted from datasets described over m attributes (X 1 , . . ., X m ) defined on numerical domains dom(X i ). A dataset D is a set of rows (m-tuples) in dom(X 1 )×, . . ., × dom(X m ). In the case of fuzzy data, the X i attributes are fuzzy linguistic variables associated to linguistic values defined through fuzzy sets. Let us consider an attribute corresponding to the speed of vehicles. In the crisp case, it contains the numerical values of the measured speeds. Whereas, in the fuzzy case, it will be associated to linguistic variables, e.g., "slow", "normal", and "fast". These linguistic variables or modalities are defined by their membership degrees (according to a membership function) indicating the extent to which their speeds belong to each modality. Extracting gradual patterns grasped the interest of many researchers [6] , [7] , [17] , [18] , [20] and various definitions were proposed to assess the support value of a gradual pattern.
A gradual pattern or gradual itemset is defined as a nonempty set of several gradual items. A gradual item is defined as a pair of an attribute and a variation * ∈ {≤, ≥}. Let A be an attribute, then the gradual item (A, ≥) means that the attribute A is increasing. It can be interpreted by "the more A". Here, the attribute A can be crisp or fuzzy. For instance (Speed, ≥) is a crisp gradual item, as well as (Fast Speed, ≥) which is a fuzzy gradual item.
A gradual rule, denoted by M ⇒ M , is defined as a pair of gradual itemsets on which a causality relationship is imposed. Different measures and semantics have been proposed to extract and assess such kind of rules. Nevertheless, many semantics have been formalized to define the cases where such a rule can be said to hold or not. The authors in [18] propose a method to extract so called gradual dependencies denoted by A t B. A linear regression analysis is performed on the contingency diagram depicted from the data set. The validity of the rule is assessed on the basis of the regression coefficients α, β of the line that approximates the points in the contingency diagram and the quality of the regression as given by the R 2 coefficient. A tendency rule contains one or more attributes in the condition part and only one in the conclusion part. When it contains many attributes in the condition part, the authors propose to use a logical conjunction modeled by means of a socalled t-norm. The gradual tendency is then understood as a covariance constraint between the aggregated membership degrees.
Another definition has been proposed in [3] . The semantics of a gradual dependence is quite different, since the authors only consider the fulfilment variation. The authors define a gradual dependence as being similar to a functional dependence. However, in a functional dependency, the equalities between the values are considered while in a gradual dependency the variations of degrees between two objects are of interest. According to [3] , the gradual dependence A ⇒ B holds in a database D if ∀ o=(x, y) and o =(x , y ) ∈ D, A(x) < A(x ) implies B(y) < B(y ). It should be noted that this definition does not take into account any comparison between data rows. A new definition of gradual dependencies was proposed in [21] using fuzzy association rules. The authors take into account the variation strength in the degree of fulfilment of an imprecise property by different objects. Hence, a gradual dependency holds in a database
, where v * is a variation degree of an attribute between two different rows. In both propositions [3] and [21] , the authors propose to build a modified data set D that contains as many rows as there are pairs of distinct objects in the initial data set D in order to identify such gradual dependencies.
Another definition was proposed in [6] . As pointed out in the introduction, the support of a gradual itemset A * 1 1 , . . . , A * p p is defined as the maximal number of rows {r 1 , . . . , r l } for which there exists a permutation π such that
More formally, denoting L the set of all such sets of rows the support of a gradual itemset is defined as follows. Let s=A * 1 1 , . . . , A * p p be a gradual itemset, we have:
The authors propose a heuristic to compute this support for gradual itemsets, in a levelwise process that considers itemsets of increasing lengths. The authors in [7] propose the GRITE method 1 which is an efficient method based on the precedence graph and binary matrices for data representation.
In [20] , the authors proposed a novel definition of the support of gradual patterns based on rank correlation (concordant and discordant pairs of rows from the data). The authors use the same algorithm and data binary representation as cited above.
Another type of fuzzy gradual rules was proposed in [5] . The authors propose to mine gradual rules enriched with a clause introduced by the expression "all the more": such rules of the form "the more X is A, the more Y is B, all the more Z is C" offer additional precisions on the relation between the attributes. For instance the pattern "the closer the wall, the harder the brakes are applied, all the more the higher the speed" means that the pattern "the closer the wall, the harder the brakes are applied" is more true when the speed is high than when the speed is not high. It should be noted that many interpretations and computations could be proposed in this framework.
We focus below on the methods that have been proposed for building membership functions.
Building Fuzzy Modalities
In this respect, most of the methods build either a triangular, trapezoidal or gaussian function. If considering the problem of building a triangular membership function, then the problem will be to delimit the support and kernel of the fuzzy set. Let us consider that the support is defined 1 . GRITE stands for GRadual ITemset Extraction. Figure 2) . The function is defined by:
The values have to satisfy the following condition:
If considering the problem of building a trapezoidal membership function, then the support is defined in the interval [x 1 , x 4 ] and the kernel is [x 2 , x 3 ] (see Figure 3) . The function is defined by:
If considering the problem of building a gaussian membership function, then we consider a center x 2 and parameters x 2 and x 3 (see Figure 4) . The function is defined by: Many methods were proposed in the literature to build fuzzy membership functions. These methods have been classified into four categories in [1] : automatic methods, statistical and probabilistic methods, psychometric methods and geometric methods, as reviewed below.
2.2.1. Automatic Methods. Automatic methods to construct membership functions are based on a two-step process that first defines a primary membership function (e.g., by random) that is then adjusted in the second step.
The second step relies on an optimization performed by methods such as neural networks or evolutionary algorithms. Evolutionary algorithms are inspired by biological evolution (reproduction, selection, mutation) [14] , [16] . They rely on a population that is enhanced step by step by combining the elements and by selecting the best ones. A fitness function must be defined in order to rank the elements regarding their performance. For instance, in the context of data mining, the aim may be to increase the number of large itemsets and/or rules discovered or their confidence [19] , [2] .
Regarding the problem of building membership functions, the elements of the population (i.e., the chromosomes) are randomly generated and each chromosome represents the parameters describing a membership function.
After the encoding step, these chromosomes undergo through a selection (individual solutions are selected through a fitness-based process) and reproduction steps. In this later step, a second population is generated from those selected through genetic operators (crossover, and mutation). This generational process is repeated until a termination condition has been reached (e.g., a number of runs, or a indicator that the membership function is satisfactory).
Clustering Methods.
When using clustering, the membership functions are generated either during the process of the clustering [4] , or on the basis of certain parameters diverted from the obtained clusters [10] . In these methods, membership functions can represent the adequacy rate of each element to the cluster to which it is attached. It can also be the distance between every element and the center of gravity of its cluster.
Statistical and Psychometric Methods.
Statistic methods rely on the study of the distribution of the values to build the membership function. For instance, histograms are used and a smooth function is designed on them. "Yes-No" methods consist in asking every member of the population a question having yes or no answer. The membership degree of an element to a fuzzy set is built as being equal to the number of the "yes" answers [11] , [13] , [15] . In a statistical method based on set estimation, the degrees of membership functions are directly given by individuals. The question "what is the degree of membership of an element x in the fuzzy set A?" is repeated several times in different moments to one or several person(s). A variable is used to register the obtained answers. The membership function is then defined by a conditional distribution function f (y/x) where y is a variable registering the answers [22] .
Discovering Fuzzy Gradual Patterns
We recall that our goal is to compare the gradual patterns obtained on numerical databases when applying the existing approaches on fuzzified data. We aim at discovering patterns including linguistic terms that describe values that are inbetween the two extremes of the minimum and maximum values of the attributes, e.g., patterns like "the closer the age of an employee to 46, the closer his/her income to 37,000 euros per year".
Building the Fuzzy Modalities
We study here some means to define the fuzzy set. Several possibilities are explored.
It is important to note that it would be hardly possible to ask an expert to design a fuzzy partition or fuzzy modality on all the attributes of a database, for instance a genomic database containing the expression of thousands of genes. The expert would then been asked to define a single fuzzy description that will be applied on the whole dataset, which we argue to be non relevant.
Here the aim is rather to obtain automatically the best fuzzy modality. However, it is very difficult to define what would be this best fuzzy modality. We argue here that this modality must allow to discover some interesting patterns that would not have been retrieved by existing methods, either because no partition was defined, as in the crisp approaches [6] , or because the fuzzy partition being considered is pre-defined and not automatically built [3] .
Moreover, this fuzzy description must cover the whole universe and must be interpretable as "almost v" in order to simplify the reading of the fuzzy gradual patterns to be extracted.
Finally, our method must remain scalable, as this is one of the main challenges of fuzzy data mining.
We thus focus on a method which is based on the definition of a function describing a smooth transition between all the values. As the values are split around the median, we consider the median as the central point of our fuzzy description and we then describe all the values depending on the extent to which they are similar to the median. For this purpose, several possibilities are explored. We may consider then several ways to build membership functions, for instance gaussian membership function or triangular membership function where the center is the median and the width is the whole universe in cover all the values.
However, there is no difference in the ranking of the values when we consider triangular or gaussian functions if considering the same value to the center as they are piecewise monotonic.
It should be noted that we aim at retrieving the most interesting fuzzy modality for every attribute. It can thus be the case that two attributes describe the same type of data (e.g., expression of gene), but that the fuzzy modality is not the same one for both of them. This allows to distinguish our method to classical ones and to be as close as possible to the dataset.
Some other methods could be considered to build the membership functions, as for instance genetic programming. However, these methods are very time consuming and could not scale on databases containing thousands of attributes.
The median may be replaced by the average of the variable or by the most frequent value (although this is usually hardly reasonable on quantitative attributes), and we may consider the standard deviation for defining the width of the support, instead of covering all the universe. However, this would not change much the algorithms described below.
Algorithms
Our method stands within a pre-treatment step, that can be applied before all existing algorithms for gradual pattern discovery. The runtimes are thus not an indicator of the quality of the method building the fuzzy modalities but they must remain as short as possible. This pre-treatment has been implemented using the R software 2 , which makes it possible to efficiently manage large databases within reasonable runtimes.
The algorithm 1 proceeds in two steps as described below. The first one (i.e.; Algorithm 2) corresponds to fuzzy modalities building and Algorithm 3 refers to classical algorithm to extract gradual patterns, as that given in [7] . The BuildF uzzM od function as described in Algorithm 2 computes the key parameters of the fuzzy modality of each attributes of the original dataset. After that it returns the membership degree of each value of the attribute to the corresponding fuzzy modality that has been found. 
Experimental Results
Our approach has been tested on several databases. One of them contains data on NBA players 3 containing 17 dimensions (player regular season). A second one describes the behavior of 500 genes for a biological study on breast cancer, while a third one describes data about wine [9] (13 columns) where the class attribute has been removed.
All these three datasets are pre-treated in order to replace every attribute by a fuzzy set describing to which extent the initial value is close to the median. For instance, Table  3 Table 4 displays the number of patterns discovered with and without considering a fuzzy modality for two different values of minimum support. In fact, crisp gradual patterns are of the form "the more/less A 1 , . . ., the more/less A k ", while fuzzy gradual patterns are of the form "the more/less A 1 is almost X, . . ., the more/less A k is almost Y ". In order to discover crisp patterns, the GRITE method [7] has been used. It can be seen that our method allows to retrieve some patterns that could not be extracted before. Table 3 reports some of the patterns discovered using Return F our method. For the wine database, attributes Total phenols and Flavanoids are not linked with the crisp approach, while building a fuzzy modality allows to discover that they are correlated when considering The more/less the Total phenols is almost 98 and The more/less the Flavanoids is almost 2.355. Based on this correlation, patterns containing 9 attributes have been built.
For the NBA database, no pattern was built for a minimum support of 100% while 275 patterns were built considering the fuzzy modalities. For instance, attributes 1 and 12 have been retrieved to be correlated: the more Games Played is almost 122, the less Field Goals Attempted is almost 626. To sum up, we can conclude that our approach allows to discover potentially useful hidden knowledge in large datasets that crisp approach can not discover.
Conclusion
In this paper, we propose a method for automatically building fuzzy modalities from numerical datasets in order to build fuzzy gradual patterns. Many perspectives are linked to this work. Other methods and statistics may be used. The goal may also be changed in order, for instance, to build the fuzzy membership function that allows to retrieve the highest number of rules, or the most discriminant rules for classifying data (e.g., wine). Moreover, each attribute may be divided into several fuzzy subsets, for building a complete fuzzy partition and exploiting it. Genetic programming may also be used to automatically build the partition, as done for fuzzy association rules. Finally, user preferences may be taken into account, together with closed patterns, so as retrieving as few patterns as possible, in order to avoid drowning the user in the resulting patterns while retrieving the most relevant ones.
