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iAbstract
Protein-protein interactions play a central role in many cellular pro-
cesses, such as signal transduction, gene regulation andmolecular bio-
energetics. A wide variety of complexes is needed to fulﬁll the entity of
interaction types ranging from strong binding complexes to weakly in-
teracting ones like transient complexes. Transient protein complexes
are particularly found in photosynthesis, facilitating electron transfer
reactions. A rapid complex formation coupled to a fast reaction and
protein dissociation is crucial to ensure the electron transfer not be-
ing limited in turnover. The association process of such dynamic com-
plexes can be described by a two-step model. Initially, proteins are
separated, attracting each other only by means of long-range, electro-
static interactions. Proteins approach each other to form the so-called
encounter complex. In this state the interaction partners can assume
different orientations within the complex prior to the formation of the
active complex. The proteins then sample each others surface with
the objective to form the well-deﬁned complex, where the reaction
can take place. This second step of association is dominated by short-
range interactions. In order to study the inﬂuence of charge-charge
interactions on complex formation, the analysis of the encounter com-
plex is fundamental. A combination of chemical shift perturbation
(CSP), paramagnetic NMR experiments, ensemble docking as well as
Monte Carlo (MC) docking simulations is used to investigate and to
visualize the complex orientations at the encounter state. In param-
agnetic NMR experiments a protein is labeled with a spin label, that
causes paramagnetic relaxation enhancements (PREs) on nuclei in its
direct vicinity. This method is highly dependent on the distance and
enables the visualization of lowly populated states, making it most
suitable for studying the encounter complexes. Within this work the
programMontyDock—a useful tool to simulate the ﬁrst state of the as-
sociation process—is presented. MontyDock is a rigid protein docking
program, which evaluates the protein interactions solely by consider-
ing electrostatic interactions. The program is demonstrated, using the
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well-established complex of cytochrome c and cytochrome c peroxi-
dase. The analyzed complexes differ widely in the strength of electro-
static interactions. First, several plastocyanins (Pcs)—distinct in their
surface charge distribution—were analyzed in complex with short,
strongly charged, synthetic peptides marked with a paramagnetic spin
label. The association of the peptides to the Pcs show a high depen-
dency to electrostatic interactions. The NMR measurements of Pcs
from Populus nigra and Dryopteris crassirhizoma reveal a good agree-
ment with the docking results of MontyDock. In the visualized en-
counter complex themain ensembles are present at the highly charged
regions of Pc, located at the eastern patch. Subsequently, the inﬂuence
of a decrease in electrostatic stabilization is investigated with the com-
plex of cytochrome f (Cytf ) and Pc from the cyanobacterium Nostoc
sp. PCC 7119. Here the MC docking results do not ﬁt the experimental
measurements very well. Only a subordinate accordance suggests a
partial reorientation of Pc to Cytf based on electrostatic interactions.
The dynamics of the complex and the binding orientation of Pc sug-
gest hydrophobic interactions being the major stabilizing factor in the
formation of this complex. Electrostatic interactions, however, still
contribute a small part to the complex stabilization. The common de-
scription of the encounter complex by three distinct states is blurred
by these ﬁndings and can be better represented by a smooth transition
between the different states. This theory is emphasized by the analy-
sis of the cross complex of Phormidium laminosum Pc and Nostoc Cytf .
For Phormidium Pc, electrostatic interactions are even of less impor-
tance than for the Nostoc Pc. The cross complex shows a decreased
aﬃnity and a more dynamic encounter complex compared to the Nos-
toc wild type. Nevertheless, the still-observable dependency on ionic
strength is an evidence that the complex is inﬂuenced to some extent
by electrostatic attraction. As a result, a model is proposed where the
charges orient Pc to Cytf in order to bring the hydrophobic regions in
the vicinity of each other. Additionally, the cytochrome c6-Cytf com-
plex from Nostoc was compared analytically to the Pc-Cytf complex.
The ensemble ﬁtting indicates that the ensemble distribution cannot
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be described by a single, well-deﬁned complex but by a pure encounter
state. The different types of complexes show that an encounter com-
plex formation can only partially be described by electrostatic interac-
tions alone. An interaction model is suggested where the interplay of
hydrophobic interactions and electrostatic interactions regulates the
dynamics and the speciﬁcity, resulting in indistinct states. This leads
to an existence of various possibilities to conduct an electron transfer
between transiently interacting proteins.
Keywords: Transient complex, Encounter complex, Electrostatics,




Protein-Protein Interaktionen spielen in vielen zellulären Prozessen
eine zentrale Rolle, zum Beispiel für Signalweiterleitung, Genregula-
tion oder für molekulare Bioenergetik. Um die unterschiedlichen Re-
aktionsarten abzudecken, wird eine Vielzahl verschiedener Komple-
xe benötigt, welche von starken, teilweise irreversiblen Bindungen bis
hin zu schwachen, kurzlebigen Interaktionen reichen können. Kurzle-
bige Proteinkomplexe kann man unter anderem in Photosynthesepro-
zessen ﬁnden, wo sie vor allem an Elektronentransferreaktionen be-
teiligt sind. Die Kombination aus schneller Komplexbildung und schnel-
ler Dissoziation ist entscheidend um die Geschwindigkeit der Elektro-
nenübertragungen nicht zu limitieren. Der Assoziationsprozess solch
dynamischer Proteine wird meist durch ein Zwei-Stufen-Assoziations-
Modell beschrieben. Zu Beginn der Reaktion liegen die Proteine ge-
trennt voneinander vor und beeinﬂussen sich lediglich durch weit-
reichende, elektrostatische Wechselwirkungen. Die Proteine nähern
sich einander an, um den sogenannten “Encounter Komplex” auszu-
bilden. In diesem Schritt wird der Komplex zweier Interaktionspart-
ner durch eine Vielzahl von Strukturen beschrieben. Hier tasten die
Proteine gegenseitig ihre Oberﬂächen ab, um einen speziﬁschen Kom-
plex auszubilden, in welchem die Reaktion stattﬁnden kann. Im zwei-
ten Schritt der Komplexbildung wächst der Einﬂuss der kurzreichen-
den Wechselwirkungen. Um den Einﬂuss elektrostatischer Wechsel-
wirkungen auf die Komplexbildung zu untersuchen ist die Analyse des
Encounter Komplexes von zentraler Bedeutung. Hierfür wird in die-
ser Arbeit eine Kombination aus experimentellen Kernspinresonanz
(NMR) Messungen sowie theoretischen Methoden wie Ensemble Do-
cking undMonte Carlo Docking verwendet. Für die paramagnetischen
NMR-Experimentewird ein Proteinmit einer Spinsondemarkiert, wel-
che in seiner unmittelbaren Umgebung paramagnetische Relaxations-
effekte (PRE) bedingt. Diese Eigenschaft prädestiniert die paramagne-
tische NMR für die Analyse des hochdynamischen Encounter Kom-
plexes. In dieser Arbeit wird das Programm MontyDock vorgestellt,
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welches zur Simulation des Assoziationsverhaltens zweier, voneinan-
der getrennter Proteine, dem ersten Teilschritt einer Komplexbildung,
verwendetwerden kann.MontyDock behandelt Proteine als starre Kör-
per und bewertet die Proteinwechselwirkungen ausschließlich auf elek-
trostatischer Basis. Das Programm wird am Beispiel des Cytochrom c-
Cytochrom c Peroxidase Komplexes vorgestellt. Die analysierten Kom-
plexe unterscheiden sich dabei stark in ihren elektrostatischen Eigen-
schaften. Im ersten Teil wird die Komplexbildung verschiedener Plas-
tocyanine (Pc), die sich in ihrer Oberﬂächenladungsverteilung unter-
scheiden, mit kurzen, stark geladenen, synthetischen Peptiden unter-
sucht. Die Peptide wurden hierfür mit einer paramagnetischen Spin-
sonde markiert. Die Komplexbildung der Peptide mit Pc zeigt eine ho-
he Abhängigkeit von elektrostatischen Interkationen. Dabei stimmen
die NMR-Messungen der Pcs, aus den Organismen Populus nigra und
Dryopteris crassirhizoma, gut mit den Simulationen von MontyDock
überein. Hierbei treten dieWechselwirkungen hauptsächlichen in den
stark geladenen Regionen von Pc auf. Des weiteren wird am Beispiel
von Cytochrom f (Cytf ) und Pc, aus dem Cyanobakterium Nostoc sp.
PCC 7119 untersucht, wie sich die Abnahme der elektrostatischen Sta-
bilisierung auf die Komplexbildung auswirkt. Die MC Docking Ergeb-
nisse zeigen hier eine geringe Überstimmung zu den experimentel-
len Messungen. Lediglich die Übereinstimmungen einzelner gelade-
ner Reste, deutet auf eine partielle Neuausrichtung von Pc zu Cytf ba-
sierend auf elektrostatischerWechselwirkungen hin. Die Dynamik des
Komplexes und die Bindungsorientierung von Pc weisen darauf hin,
dass hydrophobe Wechselwirkungen den größten stabilisierenden Ef-
fekt bei der Komplexbildung haben. Durch diese Ergebnisse verwischt
die bisher übliche Darstellung des Encounter Komplexes durch drei
getrennte Zustände. Der Assoziationsprozess lässt sich stattdessen bes-
ser durch einen ﬂießenden Übergang zwischen den einzelnen Zustän-
den beschreiben. Dieser Ansatz wird durch die Analyse desMischkom-
plexes, aus Phorimidium lamniosum Pc und Nostoc Cytf , vertieft. Elek-
trostatische Wechselwirkungen spielen bei Phormidium Pc eine noch
geringere Rolle als beiNostoc Pc. DerMischkomplex zeigt im Vergleich
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zum Nostoc Wildtypkomplex eine geringere Aﬃnität und einen dy-
namischeren Encounter Komplex. Eine Abhängigkeit der Komplexbil-
dung von Ionenstärken zeigt jedoch, dass der Komplex noch gering-
fügig durch elektrostatische Interaktionen stabilisiert wird. Folglich
wird ein Interaktionsmodell postuliert, bei dem Ladungswechselwir-
kungen Pc in Richtung Cytf ausrichten, um die hydrophoben Bereiche
der Proteine zueinander zu bringen. In dieser Arbeit wurde weiter-
hin der Cytochrom c6 Cytf -Komplex aus Nostoc untersucht und mit
dem Pc-Cytf -Komplex verglichen. Hier zeigt sich, dass die Verteilung
des Komplexes nicht durch einem speziﬁschen Komplex ausgedrückt
werden kann. Die Verteilung der Strukturen kann vielmehr durch das
Auftreten eines reinen Encounter-Zustands erklärt werden. Die Er-
gebnisse aus den unterschliedlichen Untersuchungen zeigen, dass ein
Encounter Komplex nur bedingt mittels elektrostatischer Wechselwir-
kungen beschrieben werden kann. Die Dynamik und Speziﬁtät eines
Encounter Komplexes kann besser durch ein Modell beschrieben wer-
den, bei dem eine Kombination aus hydrophoben und elektrostati-
schenWechselwirkungen die Bildung regulieren. Bei Elektronentrans-
ferproteinen führt dies dazu, dass man nicht mehr einen einzelnen
fest deﬁnierten Zustand betrachtet, der katalytisch aktiv ist, sondern
viele verschiedene, kurzlebige Strukturen, die einen Elektronentrans-
fer ermöglichen.
Schlagwörter: Transienter Komplex, Encounter Komplex, Elektro-







1 Photosynthesis and its key to eﬃciency 1
2 Mechanism of Protein Association 5
3 Theoretical and experimental approaches for approxima-
tion of an encounter complex 9
3.1 Simulation of the free protein ensemble . . . . . . . . . . . 9
3.2 Approximation of the encounter complex . . . . . . . . . . 12
3.2.1 NMRmethods for analysis of the encounter complex 12
3.2.2 Ensemble docking for ensemble ﬁtting . . . . . . . 15
4 Characteristics of studied electron transfer proteins 17
4.1 Plastocyanin . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Cytochrome c6 . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.3 Cytochrome f . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.4 Complex of Plastocyanin or Cytochrome c6 with Cyto-
chrome f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5 Manuscript Overview 25
5.1 Motivation and Synopsis . . . . . . . . . . . . . . . . . . . . 25
5.2 Contributions to the Joint Publications . . . . . . . . . . . . 34
6 Manuscript A 37
ix
x
7 Manuscript B 69
8 Manuscript C 89
9 Manuscript D 111
10 Manuscript E 127




Photosynthesis and its key to
eﬃciency
Photosynthesis is among the greatest inﬂuences on the evolution of life
on Earth. Without photosynthesis life as we know it would not be pos-
sible. About 2.5 billion years ago, prokaryotic organisms—cyanobacte-
ria and green sulfur bacteria—started to use sunlight as a source of
energy.1 A side product of this metabolic process was the secretion
of oxygen. Over time, the highly reactive oxygen enriched in the at-
mosphere and caused mass mortality for organisms that could not
cope with this change. The oxygenic atmosphere allowed also the evo-
lution of a new kind of cells, namely eukaryotes, which utilize the
oxygen to produce energy.2 Nowadays a multitude of organisms use
photosynthesis to conserve light energy like i.e. plants and bacteria.
Throughout the numerous organisms using photosynthesis, various
types of proteins facilitating the light harvesting and electron trans-
fer reactions, as well as different subcellular arrangements can be
found.3 Nevertheless, the fundamental mechanism for photosynthe-
sis remains the same. Energy delivered by sun light is converted to
chemical energy that is used for biomass production. Photosynthesis
is a cascade of reactions, consisting of several coupled exciton, inter-
and intramolecular electron transfers and proton translocation reac-
tions.4 A schematic illustration of this process can be seen in Figure 1.1
for cyanobacteria. It starts with the light harvesting reaction at the
1
2Figure 1.1. Overview of the photosynthetic process in cyanobacteria. The
transmembrane proteins PSI, cytochrome b6f , PSII and ATP-Synthase are in-
volved in the electron transport chain of oxygenic photosynthesis to conserve
energy in biomolecules. Formation of the transmembrane proton electro-
chemical gradient coupled to the electron transport extending from H2O ox-
idation to NADP+ reduction, in which H+ is translocated in the protein com-
plexes of the PSII reaction center and cytochrome b6f ; this H+ gradient is
utilized for ATP synthesis by the ATP synthase. PDB accession for structure
data: cytochrome b6f (PDB ID: 2E745), Fd (PDB ID: 1EWY6), ferredoxin; FNR
(PDB: 1EWY6), ferredoxin-NADP+-reductase; PC (PDB: 2Q5B), plastocyanin;
PSII (PDB: 3ARC7) and PSI (PDB: 1JB08), reaction center complexes. Reprinted
from Publication Hasan et al.9 with permission from Elsevier.
photosystem II (PSII), where a photon excites bacteriochlorophyll a
molecules followed by an energy transduction towards the reaction
center P680. Here the light energy is used to split H2O in oxygen and
protons, while the remaining electrons are transferred to plastoqui-
none (PQH2). This molecule stabilizes the additional electron by bind-
ing a proton and transfers the electron to the cytochrome b6f complex.
From cytochrome f (Cytf ), which is part of the cytochrome b6f com-
plex, the electron is transfered by amobile protein, either plastocyanin
(Pc) or cytochrome c6 (Cytc6), to the photosystem I (PSI). The electron
is after the excitation then transfered over Ferredoxin to Ferredoxin-
NADP+-reductase, where the reductive potential is stored at the ﬁnal
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acceptor NADPH. In the reaction cascade also a membrane potential is
generated, where protons gather on the lumen side of the membrane,
which are generated by the splitting of water or by proton transloca-
tion processes in the cytochrome b6f complex. By translocating the
superset of protons and with this degrading the membrane potential,
the protein ATP-synthase utilizes the proton gradient for generating
ATP, which is the universal intracellular energy carrier in nearly all
living cells. Considering all steps in the energy cascade, photosynthetic
eﬃciency regarding energy conversion is not higher than about two
percent. Nature optimized each single step in this process in order to
generate a downhill energy gradient to make the whole process ener-
getically favorable. In order to ensure the energetic downhill gradient
throughout the reaction cascade, each chromophor is embedded in a
different, very speciﬁc chemical environment.10 Besides the tuning of
intramolecular pigments, also the electron transfer reaction between
the transmembrane proteins, namely PSII, cytochrome b6f and PSI,
is optimized by nature. The speed of complex formation is ensured
not to be the limiting turnover factor for electron transfer reactions.
Nature optimized this process to ﬁnd a reasonable balance between
speciﬁcity of binding and rapidity of electron transfer. This is empha-
sized in the interaction of Pc with the transmembrane proteins cyto-
chrome b6f and PSI play a crucial role for the turnover rate in photo-
synthesis.11,12 The complex formation of electron transfer proteins can
not be described in the classical way. In the next chapter complexes
are distinguished concerning their stability and their complex forma-
tion in terms of their transient nature, in order to give an overview of
different types of protein complexes. In addition, a model to describe





Protein complexes can be described according to physical and chem-
ical properties of the proteins, as well by means of binding aﬃnity,
complex stability, complex lifetime or by the number of proteins in-
volved in complex formation. Nooren and Thornton13 provided an
overview for different types of protein-protein interactions:
(i) Homo- and hetero-oligomeric complexes
(ii) Non-obligate and obligate complexes
(iii) Transient and permanent complexes
This work focuses primarily on transient complexes. Permanent pro-
tein complexes, also known as static complexes, form a stable bond,
while transient complexes are in equilibrium between association and
dissociation. Permanent complexes consist of very strong interacting
proteins. The binding interface is highly stabilized by electrostatic in-
teractions, salt bridges, Van der Waals interactions and complemen-
tary surface structures, also described as key-lock-principle.14 Lowdis-
sociation rates (KD) in the nM range are characteristic for this kind of
complexes leading to a very tight binding, often without notable dis-
sociation.15 A well known example is the antigen-antibody binding or
the binding of an inhibitor to an enzyme. Transient complexes behave
5
6Figure 2.1. Two-step kinetic model for the description of protein-protein
complex formation in the context of a productive transient complex: In the
ﬁrst step, free proteins form an encounter complex (AB*) mostly driven by
long-range electrostatic interactions or random collisions. In the second step,
short range interactions like Van der Waals interactions, electrostatics or hy-
drogen bonds contribute to the formation of the well-deﬁned complex (AB).
in the opposite way. A transient complex has a much higher dissocia-
tion rate with a KD in µM to mM range.16 Depending on the outcome
of a productive transient complex, the class can be divided in strong
and weak subgroups. In very weak transient complexes one protein
scans the surface of another protein and dissociates without formation
of a productive complex. In strong transient complexes, the proteins
also scan each others surface but form a stable, productive complex.
The formation of a productive transient complex can be described by
a two-step model, which is schematically shown in Figure 2.1.17,18 This
model is also described as an encounter complex formation. This com-
plex formation was early described as Velcro model,19 which rejects
the key-lock-principle of permanent complexes. In this model the pro-
tein kinetics in equilibrium can be described by an association con-
stant KA = kon
koff
and its inverse, the dissociation constant KD. The rate
of dissociation is represented by koff , which can be described with a
combination of rate constants from Figure 2.1 under the assumption
of AB* being in steady state with koff = k−1k−2
k−1 + k2
.20 The association rate
kon is described as kon = k1k2
k−1 + k2
, respectively. In the ﬁrst step of the
model, the two proteins forming a complex are separated from each
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other. At this stage mainly long range interactions, like electrostatic
attraction or repulsion, play a major role.21 Guided by charge-charge
attractions, the proteins approach each other, followed by scanning
each others surface for an energetically stabilized orientation or ge-
ometric complementarity. At this point, short range interactions get
more important and lead to the stabilization of the complex, although
they are signiﬁcantly weaker compared to the forces in strong com-
plexes. The microscopic distribution of charges is another important
factor for complex stabilization. As long as the proteins are far apart,
the individual proteins perceive the charges as an overall average. By
approaching the surface of the binding partner, local charges become
more important causing a relative rearrangement of the protein ori-
entation. The goal of the surface scan is to get to the ﬁnal complex,
where the reaction between the two proteins can take place. Depend-
ing on the nature of the formed complex, the equilibrium can differ
between the free proteins, the encounter state and the well-deﬁned
complex. While some proteins can form a speciﬁc complex,22 others
are only present in an encounter state.23–25 To visualize the structure
of the speciﬁc complex, crystal structures or NMR models are used as
an approximation. The complexes solved by crystal structures rep-
resent densely packed proteins in energetically favorable orientation.
Compared to that, for the NMR models, a combination of several mea-
surement techniques is used to calculate an ensemble of structures
with a low energy and smallest violations of the NMR data sets.
The two–step kinetic model for protein–protein complex formation
is well suited to describe the interaction between mobile photosyn-
thetic proteins and their reaction partners, the transmembrane com-
plexes, both introduced in the previous chapter. To guarantee an ef-
ﬁcient electron reaction, fast dissociation is needed to make room for
new electron donors and acceptors whereby the ﬂow of electrons is
kept running. With the electron transfer playing a crucial role in the
photosynthesis, this work attempts to analyze how the complex for-
mation process of transient complexes can be visualized and used for





of an encounter complex
An encounter complex is not easy to study due to its transient charac-
ter. To approximate the whole process of protein association with its
individual steps (see Figure 2.1) several different computational and
experimental techniques are utilized. In order to describe the free
proteins and their long range attraction, Monte Carlo docking with
its main focus on electrostatic interactions is used. The encounter
complex is detected and visualized by a combination of several nu-
clear magnetic resonance (NMR) spectroscopy techniques and ensem-
ble docking. For the speciﬁc complex either NMR structures are uti-
lized or, if applicable, X-ray crystallography can be used.
Simulation of the free protein ensemble
In the beginning of this section, some approximations are explained,
which are used for a description of molecules on atomic level. In gen-
eral, all interaction of atoms rely on the interaction of electrons with
protons and their distribution. On molecular basis the distribution of
electrons, which interact with the atomic nucleus, can be calculated
through quantum chemistry resulting in the most probable structure.
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Figure 3.1. Part A: Schematical representation of spatial subdivision in the
continuum electrostatic model. The protein with its partial charges is shown
in green and represented with a dielectricum εprot, while the solvent with
ions is shown in blue (εsolv). The ions in the solvent are in equilibrium.
Part B. Schematical overview of a Monte Carlo docking event. The ligand
protein (blue) interacts with the electrostatic potential of the receptor (red).
This method is very limited by the size of the system because quantum
chemistry calculations are computationally very expensive. Alterna-
tively, the distribution of electrons can be approximated by a charge
density or partial charges. Several force ﬁelds26–28 were developed to
describe the charge distribution in proteins using partial charges. To
account for different polarization effects, space is divided in regions
with different dielectric constants,29 which describe the electrostatic
permittivity of every individual region (Figure 3.1A). Considering pro-
teins as rigid with the charges ﬁxed at their position and hence having
a deﬁned chemical environment, a low dielectric constant of ε = 4 is
used. In contrast solvent molecules, mostly water, which are highly
mobile, are described a dielectric value of 80. The high value for wa-
ter accounts for the high polarizability and its mobility, which results
in a shielding of electric ﬁeld. The partial charge description of pro-
teins and solvents with the polarizability effects can be combined in
the continuum electrostatics model.30,31 The Poisson-Boltzmann equa-
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tionmathematically describes the continuum electrostatics model and
relates the spatial charge distribution to the dielectric regions with the















where ε is the absolute permittivity, ci the concentration of ionic charges,
Zi the net charge of the ion and e0 the elementary charge with e0 =
1.602 · 10−19 C. The potential of the ion part ρions depends on the temper-
ature T and the universal gas constant R. For low electrostatic poten-
tials a linearized version of this equation can be obtained:
∇[ε(r)∇Φ(r)] = −4piρprot(r) + κ2(r)Φ(r) (3.2)
where κ is the inverse Debye length with κ = 8piNAe20I
kBT
and I being the





i . The linearized version allowsthe calculation of electrostatic potential for different charge distribu-
tion separately and relates them afterwards by addition, as long as
the spatial distribution of die dielectric permittivity does not change.32
The electrostatic description by linearized Poisson-Boltzmann equa-
tion33 can be used to describe or predict the association of two sep-
arated proteins. The interaction between two molecules is evaluated
by calculating the point charges of “molecule A” in the electrostatic





where na is the number atoms of molecule a with the respective par-
tial charge qa and Φb the electrostatic potential of molecule b at the
position of the charge qa. If the sum over all atoms is negative, the
two molecules attract each other, while if the sum is positive, the two
molecules repel each other in this orientation. In this way a relative
position of two molecules to each other can be evaluated, whether the
interaction is energetically favorable, even when the two proteins are
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apart from each other. This long range attraction or repulsion can be
used as an approximation for the interactions of the free proteins in
an encounter complex.21,34 In order to generate an ensemble of ener-
getically favorable structures describing the interacting proteins, the
program MontyDock was developed. The program MontyDock is ex-
plained in detail in Manuscript A, including its algorithm. In the sim-
ulation a ligand moves randomly in the electric ﬁeld of a receptor. A
schematic representation of this process is shown in Figure 3.1B. For
every step the electrostatic interaction energy is calculated by Equa-
tion 3.3. The energy is then either accepted or declined with a proba-
bility p, deﬁned by the Metropolis Monte Carlo criteria, where 1 means
accepted and 0 rejected:35
p =
1 if ∆Eints 5 0 ∨ (e∆E
int
s < Ran() ∧ ∆Eints > 0)
0 if ∆Eints > 0 ∧ e∆Eints > Ran() (3.4)
The simulation result is an ensemble of structures, which are purely
weighted according to their electrostatic interaction. This method has
already been successfully applied in encounter complex studies be-
fore.22,36
Approximation of the encounter complex
The dynamics of an encounter complex can best be described by the
combination of theoretical methods together with NMR spectroscopy.
NMR measurements are used for the analysis of dynamics and are
therefore predestined to investigate the encounter complex. In the
following section, it will be highlighted how different informations of
NMR experiments are used in combination with ensemble docking to
get a better insight in the dynamics of transient complexes.
NMRmethods for analysis of the encounter complex
In NMR each atom of a protein gives rise to a unique signal, which
is inﬂuenced by its chemical environment. One frequently used ex-
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periment is the 1H-15N hetero spin quantum coherence (HSQC) exper-
iment, where a signal represents the spin coupling between a 15N la-
beled amide and the bound proton. In the fast exchange regime on the
NMR time scale, a peak in the HSQC represent an averaged signal of all
species present in then sample, including the free or bound form of the
observed protein and all possible orientations that the protein can as-
sume within a complex. When two proteins bind to each other, the
chemical environment of the amino acids in the binding site changes,
which leads to a shift of the signal. The amplitude of the shift is a mea-
surement for the binding strength and accounts for the dynamics in a
complex.23,25 If two proteins bind very tightly, it will result in a large
shift of the signal. Chemical shift perturbations (CSP) provide informa-
tion on the dynamics of the complex including the calculation of KA,
the aﬃnity constant, and KD, the dissociation constant. This method
for interaction analysis is also called chemical shift perturbation anal-
ysis. By mapping the change of chemical shifts to the amino acids in
a protein, regions highly contributing to complex formations can be
identiﬁed.
Another method for the analysis of encounter complexes is param-
agnetic NMR spectroscopy. The paramagnetic effect has already been
used in electron paramagnetic resonance (EPR) measurements for a
long time. In the last few years the paramagnetic effect has also proven
to be a very powerful tool in NMR analysis, especially for proteins in
the fast exchange regime.37–42 Battiste and Wagner37 developed a site-
directed spin labeling technique to derive distance restraints for struc-
tural calculations. Paramagnetic spin labels have unpaired electrons
owing a large magnetic moment. By magnetic dipolar coupling of the
unpaired electron with the nucleus, the nuclear transversal spin re-
laxation R2 is increased, which leads to line broadening and hence to
intensity decrease of the signal in the spectrum. This paramagnetic












where γ and ωh represents the nuclear gyromagnetic ratio and the
14
Lamor frequency; g, the electronic g-factor; β, the Bohr magneton; and
r, the distance between the nucleus and the paramagnetic source. The
PRE effect is inverse proportional with the sixth power to the distance
of the nucleus to the spin label. This results in a high sensitivity to dis-
tance, which makes the visualization of lowly populated states up to a
distance of 35 Å possible.43 Due to this effect, PRE is very suitable to an-
alyze the encounter complex described in Section 2.36,44 The spin labels
can be separated in two groups, namely the isotropic and anisotropic
spin labels. While the isotropic spin labels give rise only to PREs,
anisotropic spin labels induce PREs as well as pseudocontact shifts
(PCSs) and residual dipolar couplings (RDCs). The PCSs arise from
the direction of the speciﬁc g-tensor of the unpaired electron, which
causes dipolar couplings between the magnetic moment of the elec-
tron and the nucleus of the protein. An example for an isotropic spin
label is the widely used MTSL ((1-oxyl-2,2,5,5-tetramethyl-3-pyrroline-
3-methyl)methanethiosulfonate), while for an anisotropic label caged
metals can be named.45–47 MTSL has a stabilized nitroxid radical as a
single unpaired electron.48 As an anisotropic label also protein intrin-
sic metal centers, like the iron of a heme cofactor, can be used. In the
experiments with PREs, two measurements need to be made, one with
a paramagnetic active label (MTSL) and one with a diamagnetic con-
trol MTS ((1-acetyl-2,2,5,5-tetramethyl-3-pyrroline-3-methyl)methane-
thiosulfonate). The ratio between the paramagnetic signal intensity
Ipara and the diamagnetic intensity Idia shows the fraction effected by








The combination of equation 3.5 and 3.6 enables the calculation of dis-
tance constrains, which can be used in a further step—the ensemble
docking—to visualize the encounter complex.
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Ensemble docking for ensemble ﬁtting
Interaction in protein complexes are hard to investigate with only a
single method. Instead an interplay of computational and experimen-
tal methods is used for a better interpretation of a multivariate system
like the formation of an encounter complex. Structural data, for ex-
ample provided by NMR, X-ray crystallography or small angle X-ray
scattering, can be used for structure calculations, complex modeling,
docking simulations or kinetic models. In the case of NMR, experimen-
tal data sets are used as a constrain for structure calculations. Here a
best ﬁt to experimental data is obtained by getting the structure with
the lowest energy and the lowest constrain violations. Referring to the
encounter complex, a single structure often cannot be used to describe
the extent and diversity of an encounter complex. It can better be de-
scribed as an ensemble of structures, that are in equilibrium between
the encounter state and the well-deﬁned complex.49 For this a rigid
body docking method is used, where a diverging number of structures
is docked to a receptor at the same time to obtain the lowest violation
of experimental data. This method has already been successfully ap-
plied in different systems to visualize their encounter states.22,50,51 As
a restrain for the ensemble docking PRE data sets are used. The proce-
dure to get an approximation of the encounter ensemble is described




of studied electron transfer
proteins
Up to this point the model for the formation of an encounter complex
and several methods for the analysis of such complexes have been de-
scribed. To give an overview of the proteins subject of this thesis, the
individual proteins will be highlighted in the following section. The
detailed structure of Pc and Cytc6, two mobile proteins which play an
important role in the electron transfer during photosynthesis, as well
as the structure of Cytf , one of their reaction partners, is described.
Following to that, the complexes formed by these proteins are high-
lighted.
Plastocyanin
Pc is the main interaction partner of Cytf and serves as an electron
carrier to the chlorophyll of PSI.52 The length of Pc varies from 97 to
105 amino acids, depending on the organism, and forms a secondary
structure consisting of seven β-sheets. The variants with up to 105
amino acids mainly occur in cyanobacteria. Pc belongs to the type I
copper protein family, containing a redox active copper, coordinated
by two histidines, one methionine and one cystein. The protein has
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Figure 4.1. The structure of Pc consists of seven β-sheets and has a copper
atom as a cofactor. Pc has two signiﬁcant regions, the hydrophobic and the
basic/acidic (eastern) patch, which play an important role for complex for-
mation with Cytf. The electrostatic potential for the organism Nostoc, Phor-
midium and Poplar are mapped on the surface ranging from a -3 kBT/e0 (red)
to 3 kBT/e0 (blue).
a characteristic blueish color at 597 nm, which is responsible for its
alias ’blue copper protein’. The copper atom is buried 5 Å below the
surface at a region mainly consisting of hydrophobic amino acids and
therefore known as hydrophobic patch.53,54 In Figure 4.1 an overview
for the structural regions of Pc is given. PC includes a slightly charged
region at the side of a hydrophobic patchwhich is commonly known as
eastern patch. This region plays amajor role in the complex formation
procedure with Cytf .40,55 In plants and the cyanobacterium Nostoc sp.
PCC 7119 the eastern patch is complementary charged to Cytf . This
regions contribute highly to the electrostatically stabilization of the
complex formation and to the relative protein orientation within the
complex.56,57 For the thermophilic Phormidium laminosum, where the
19
eastern patch is less charged, the binding orientation is different. The
low presence of electrostatic interaction causes the transient complex
in Phormidium to be much more dynamic than in plants or Nostoc.
Cytochrome c6
Cytc6 is the second electron transfer protein interacting with the cy-
tochrome b6f complex. It is suggested, that depending on the envi-
ronmental factors the bacteria switches for the electron transfer re-
action from Pc to Cytc6 especially when there is an deﬁciency of cop-
per.58,59 Cytc6 has a similar redox potential as Pc ranging from 335-390
mV,60,61 and is therefore well suited to substitute Pc as an electron car-
rier from Cytf complex to PSI.60,62 In higher plants a Cytc6 analogue
was found, that has a lower redox potential.63 This makes it unsuited
for the oxidation of Cytf and is hence presumably not involved in pho-
tosynthesis.64 The structure of Cytc6 is well studied and several crystal
structures from various organisms including cyanobacteria, algae and
terrestrial plants are known.65–67 The length of Cytc6 ranges from 83
to 90 amino acids and its secondary structure consists mainly of α-
Figure 4.2. Cytochrome c6 is a globular shaped protein consisting mainly of
α-helices. The cofactor heme is shown in red, the protein backbone in gray.
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helices forming a ternary structure of globular shape. An overview of
the Cytc6 structure is shown in Figure 4.2. Cytc6 belongs to the class I
cytochrome c family, where a single cytochrome c cofactor is bound to
the protein by a CXXCH motive with the ﬁfth and sixth residues coor-
dinating the heme-iron being histidine and methionine. Considering
the primary and secondary structure few parallels can be seen to Pc.
In spite of the structural differences, Cytc6 and Pc show a similar iso-
electric point.68 The interaction of Cytc6 with Nostoc Cytf is slightly
reduced, compared to the one of Pc, which can be explained by the
charges being regionally not as highly concentrated as for Pc.
Cytochrome f
Cytf is part of the cytochrome b6f complex, a homo-dimeric transmem-
brane protein, located in the thylakoid membrane in chloroplasts of
plants, algae and cyanobacteria.69,70 Cytf is the soluble part of the cyto-
chrome b6f complex anchored to the transmembrane part of the com-
plex by a helix of 30 hydrophobic amino acids. An overview of the
cytochrome b6f complex with Cytf highlighted in red can be seen in
Figure 4.3. As mentioned before, Cytf is the direct interaction partner
of Pc or Cytc6, which transfers the electron yielded by Cytf to the PSI
complex.52 The protein has a molecular weight of about 28 kDa and
an elongated shape, which is directed along the thylakoid membrane.
Macroscopically Cytf consists of two domains, a big and a small one.71
Just like Cytc6, Cytf belongs to the c-type cytochrome family with the
c-type heme bound in the big domain.72 This heme acts as the elec-
tron donor for its redox partner and thus the region surrounding the
heme is the active site for an electron transfer. The cofactor is cova-
lently bound to the protein by two thioethers and the heme iron is
additionally coordinated by a histidine and the N-terminus of the pro-
tein chain.73 The heme is buried in a hydrophobic region at the edge
between the two domains of Cytf , which represents one of the bind-
ing sites for Pc and Cytc6.72 At the upper ridge of the small domain, an
acidic or basic patch is located, which is electrostatically stabilizing the
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Figure 4.3. Overview of the homo-dimeric cytochrome b6f complex an-
chored to the thylakoid membrane. The complex is colored according its pro-
tein chains. The cofactors bound to cytochrome b6f are highlighted in yellow.
The soluble part Cytf (red) is located on the thylakoid side. In Cytf the region
around the c-type heme (black) binding site is called hydrophobic patch. The
small protein domain has a region, that is differently charged depending on
the organism also known as acidic or basic patch.
complex formation of Pc and Cytf . As well as in Pc the charged regions
of the proteins vary depending on the organism. In detail, while the
cyanobacterium Nostoc has a negatively charged patch in the small
domain of Cytf and a positive one in the opposing counterpart, the
same region in plants is charged contrariwise. A special role has Cytf
in Phormidium, also a cyanobacterium, where in both proteins, Cytf
and Pc, highly charged regions are lacking.
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Complex of Plastocyanin or Cytochrome c6
with Cytochrome f
One of the ﬁrst complex structures for Pc and Cytf was solved by Ub-
bink et al.40 with paramagnetic NMR in 1998. Since then several struc-
tures of photosynthetic complexes fromdifferent organisms have been
determined using classical NMR methods.38,39,74 Soon the research in-
terest was directed towards the structural differences of this complex
in various organisms. Amongst the cyanobacterial complexes, the one
of Nostoc38,74 and Phormidium41 was solved as well as for plants the
cross complexes, consisting of poplar or spinach Pcwith turnip Cytf .39,40
In the productive complex consisting ofNostoc Pc and Cytf , Pc is orien-
tated in a “side-on” orientation at the acidic patch of Cytf .38 An overview
of the different complex orientations of Nostoc, plants and Phormi-
dium can be seen in Figure 4.4. Several studies have shown, that the
H87 is a key residue for the formation of the complex.40,75,76 H87 was
stated to be also a key residue for the complex formation in plants.39,40
Comparing the complex formation on basis of aﬃnity studies, Nos-
toc Pc with Cytf showed a KA of 26 mM−1 with an eﬃcient electron
transfer rate of 13.4 · 10−3 s−1.56 Similar observations can be made
for the plant complex composed out of turnip Cytf and spinach Pc.40
Compared toNostoc the plant complex has oppositely charged patches
and an aﬃnity constant KA of 6.9 mM−1 in the order of magnitude
with a second order rate constant of 1.76 · 108 M−1 s−1 for complex
formation.78 With the charged patch contributing highly to the bind-
ing orientation and stabilization, the complex appears in a “side-on”
orientation (Figure 4.4C), similar to that observed in Nostoc. On the
contrary in Phormidium, where electrostatics and eastern patch play a
minor role in the speciﬁc complex formation, Pc binds in a ’head-on’
orientation with the northern patch pointing in the direction of the
Cytf heme (Figure 4.4B). Not a highly charged region, but individual
charged residues in the vicinity of the hydrophobic patch stabilize this
orientation. Regarding the aﬃnity, the Phormidium complex is also
different from the mentioned organisms with a KA of 0.3 mM−1.41,79,80
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Figure 4.4. Comparison of the binding orientation of Pc (blue) to Cytf (red)
for different organism. A. Speciﬁc complex of Nostoc (PDB: 1TU238). B. Mod-
eled complex for Phormidium based on Crowley et al.41 C. Speciﬁc complex
of Poplar Pc with Turnip Cytf (PDB: 1TKW39). In Nostoc and plant, Pc is ori-
entated to Cytf in a ’site-on’ orientation, while for Phormidium Pc binds in a
’head-on’ orientation. All complexes were determined by NMR spectroscopy.
Figure 4.5. Comparison of the binding orientation for Pc-Cytf complex (A)
(PDB: 1TU238) to the Cytc6-Cytf complex (B).77 Pc and Cytc6 are colored blue
and gray, respectively. Cytf is shown in red.
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While the complex of Pc-Cytf has been subject of several studies, the
interactions of cytochrome c6 with Cytf are signiﬁcantly less analyzed.
Considering the differences in primary, secondary and ternary struc-
ture of Cytc6 compared to Pc a quite different binding and catalytic be-
haviour could be assumed. Crowley et al.81 found an aﬃnity constant
forNostoc Cytc6-Cytf of 8.0mM−1 to 10.0mM−1, which is in the range of
the Pc-Cytf complex, though slightly smaller. This value was aﬃrmed
by a later study.77 A reason for the decrease in aﬃnity might be the hy-
drophobic regions contributing to the encounter complex. A compari-
son of the speciﬁc Cytc6-Cytf complexwith the one of Pc-Cytf 77 forNos-
toc, shows a similar orientational alignment of the hydrophobic part,
where the heme cofactor is located (Figure 4.5). The main binding site
seems also to be electrostatically stabilized by charges. This makes
the complex formation comparable to the Pc-Cytf complex. With the
Cytc6-Cytf complex having a higher variance in complex formation for
different types of organism, this gives rise of different electron trans-
fer mechanism than in Pc-Cytf ,81 though relatively little research has
been conducted on this subject.
Chapter 5
Manuscript Overview
Motivation and Synopsis of the manuscripts
The formation of a close complex is necessary to achieve an effec-
tive electron transfer. Marcus82,83 showed, that the probability for a
successful electron transfer decreases exponentially with increasing
distance between the reaction centers of the electron transfer part-
ners. Hence only few possibilities for a successful electron transfer
are available. If an electron transfer process would be regulated by
random collision of proteins, the probability for a successful electron
transfer would be too low to maintain the physiologically necessary
electron ﬂow. Nature therefore needs a driving force to modulate
the speciﬁcity and the dynamics of electron transfer complex forma-
tion. The analysis of different criteria contributing to the formation
of a dynamic complex is not an easy task. The encounter complex
model represents an approach that tries to summarize all occurring
structures and intermediates in an ensemble of structures. The analy-
sis of the encounter complex is important; it provides an understand-
ing of the synergy between speciﬁc and unspeciﬁc interactions and
how they contribute to protein association. Each individual step of
the complex formation is therefore described; from the free proteins,
to the encounter complex itself and to the speciﬁc, well-deﬁned com-
plex. The main focus of this work is the simulation of the initial step of
the encounter complex formation, namely the long range electrostatic
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interactions between free, separated proteins. The program Monty-
Dock, described in Manuscript A, was used to calculate these interac-
tions. MontyDock uses the electrostatic interactions of two proteins
as its sole criteria for evaluating a protein complex and is therefore
well suited for describing the initial phase of the encounter state. The
program is demonstrated on the experimentally and theoretically well
studied complex of cytochrome c and cytochrome c peroxidase. For
this complex, it is well established that complex formation is highly de-
pendent on charge-charge interactions.22,84,85 Several studies on a vari-
ety of electron transfer complexes and their relation to the encounter
complex were performed in this work. In the following manuscripts
different types of Pc or Cytc6 complexes are analyzed with respect to
the analogy on the encounter complex model. The inﬂuence of elec-
trostatic interactions as well as short range interactions are tested in
detail for several individual complexes. As an analysis tool the com-
bination of paramagnetic NMRmeasurements and ensemble dockings
are used to study the extent of the encounter complex. Manuscript B
focuses on the complex formation of different Pc derivates with highly
charged peptides. This resembles an extreme case, where the complex
formation is dependent almost exclusively on the charge-charge inter-
action of the molecules. In manuscript C and D, the focus shifts to the
more dynamic complex consisting ofNostoc Pc andNostoc Cytf , which
is stabilized by short range interactions. In order to investigate the
charge inﬂuence inmore detail for this type of complex,Nostoc Pc was
exchanged by the less charged Phormidium Pc (PhPc) (Manuscript D).
With electrostatic interactions being nearly absent in PhPc, the man-
ner in which individual encounter complex states change can be com-
pared to that of the native Nostoc Pc-Cytf complex. From the electro-
static interaction point of view, another intermediate complex—Cytc6
and Cytf from Nostoc—is analyzed in manuscript E. The Cytc6-Cytf
complex is less stabilized by charges than the one with Pc as a ligand.
It is demonstrated that the free proteins can be well described by
MontyDock, which depend highly on electrostatic interactions. How-
ever, with increasing importance of hydrophobic or short range in-
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teractions, the encounter complex lacks the pure electrostatic inﬂu-
ence in the ﬁrst stage and cannot be separated in a two-step kinetic
model anymore. The MC ensemble then only partially agrees with the
NMR data and gives rise of only single residues electrostatically con-
tributing to the complex formation. The ranged charge-charge inter-
actions mainly affect the complex formation by reorienting the pro-
teins, which results in the hydrophobic patches of Pc and Cytf being in
the vicinity of each other. For complexes, where charges play a minor
role, short range charge-charge interactions still contribute to the ﬁnal
complex stabilization. Thus, the whole complex formation cannot be
separated in distinct steps anymore, but can be seen as a ﬂuent tran-
sition between states. The encounter complex formation, until now,
is described as a two-step model, where the association step is mainly
described depending on electrostatic interactions. With the increased
importance of short range interactions, it is questionable whether this
model is still applicable for electron transfer complexes like those in
Nostoc, where the encounter complex only partially can be described
by electrostatic interactions. For this kind of complexes the charge-
charge interaction seems to play a subordinated role. This is in confor-
mity with ﬁndings, that electron transfer reactions are possible from
multiple binding conﬁgurations.86
Manuscript A:MontyDock - A Computational Tool forMapping Tran-
sient Protein-Protein Complexes
In manuscript A, the program MontyDock is introduced and its main
feature—the analysis of transient complex interactions—is explained.
InMontyDock, a ligandmoves randomly in the electric ﬁeld of a recep-
tor. The driving force for protein association is limited to the electro-
static attraction or repulsion. This enables to analyze the ﬁrst part
of the two-step kinetic model in the encounter complex formation.
Here the interaction of two proteins is meant to be dominated by long
range charge-charge interactions. With the introduction of a Metropo-
lis Monte Carlo weighting, even energetically unfavorable states can
be populated, which is a good approximation for a natural distribu-
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tion of complexes. A productive complex formation is unlikely, if it is
only diffusion-controlled. MontyDock introduces a directed approach
to simulate a protein complex formation based on electrostatic inter-
actions. In order to cover a high amount of possible interaction orien-
tations, all degrees of freedom are sampled for the relative protein ori-
entation. The programwith all its analysis options was exempliﬁed on
cytochrome c (Cc) and cytochrome c peroxidase (CcP). Previous studies
showed, that this complex is highly controlled by electrostatic interac-
tions and therefore well suited to provide insight on the functionality
of MontyDock.22,84,85 By means of MontyDock, the inﬂuence of ionic
strength on protein binding, different oxidation states as well as the in-
ﬂuence of the oxidation on the binding behavior can be demonstrated.
This can be of major interest especially for electron transfer proteins,
where the purpose of interaction, the electron transfer, is necessar-
ily accompanied by a change of the oxidation state. With the help of
different analysis tools provided by MontyDock, lowly populated en-
semble changes can be visualized and investigated. This functionality
is further demonstrated on the ternary complex consisting of two Cc
molecules and one CcP molecule. It can be shown, that an oxidation
state change of a bound Cc has an inﬂuence on the interaction of CcP
with a second, unbound Cc. Upon changes in the oxidation state, a
repulsion of the two Cc molecules can be observed, which suggests a
consecutive model for an electron transfer.
In order to test the two-step model of an encounter complex, the
program is applied to different types of electron transfer complexes.
In manuscript B a system, where the complex formation is mainly sta-
bilized by electrostatic interactions is discussed and thereby describ-
ing one side of the story for a complex formation. In the manuscripts
C, D and E, complexes with less dependency to electrostatic interac-
tions than the one shown in manuscript B are analyzed and discussed
in relation to the two-step kinetic model of an encounter complex.
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Manuscript B: An ensemble of rapidly interconverting orientations
in electrostatic protein-peptide complexes characterized by NMR
spectroscopy
In this work, three distinct types of Pc were analyzed for the encounter
complex formation with short synthetic peptides consisting of four
consecutive lysine molecules and the paramagnetic label 2,2,6,6-tetra-
methyl-N-oxyl-4-amino-4-carboxylic acid (TOAC). The short peptides
are highly charged and therefore are well suited to analyze the effect
of strong electrostatic interactions on the encounter complex forma-
tion. The chosen Pcs differ in their charge distribution. The two Pcs of
the plant domain, Populus nigra (PoPc) and Dryopteris crassirhizoma
(DPc), have a negatively charged eastern patch. DPc represents an in-
termediate role, where the negative charges are not only limited to
the eastern patch but are distributed over the surface. The negative
charges are located in the vicinity of the hydrophobic patch. PhPc was
taken as a low charge density analogue. In order to analyze the com-
plex formation and association behavior a combination of CSP and
paramagnetic NMR spectroscopy as well as Monte Carlo and ensem-
ble docking was used. The MC docking showed a good qualitative
agreement with the residues majorly affected by paramagnetic NMR
as well as with the CSPs. This indicates that the same regions of the
Pc surface in the MC docking were sampled by the peptides in the ex-
perimental measurements, conﬁrming the electrostatic relevance of
the complex formation. The quantitative deviation of the paramag-
netic measurements can be explained with the PREs being very sen-
sitive to the local environment and in the MC sampling, the peptides
cannot get as close to the surface of the protein. Another explana-
tion could be that though the peptides are highly charged, also lowly
populated hydrogen bond formations or transient short range inter-
actions with the TOAC molecule are present. The visualization of the
encounter complex with the ensemble docking showed that the pre-
dominant cluster of the TOAC molecules is for PoPc and DPc located
around the charged eastern patches. On the contrary, the ensemble of
PhPc showed primarily a random character of the association. This be-
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havior was expected due to for Phormidium electrostatic interactions
were reported to play a minor role.41 The interaction hotspots iden-
tiﬁed by NMR experiments, which are distributed across the surface
of PoPc and DPc, could be very well correlated to the MontyDock sim-
ulations. This study indicates that the MontyDock simulations agree
very well with the experimental measurements in the context of en-
counter complexes and shows that MontyDock can be well applied for
encounter complexes assessing strong electrostatic interactions. In the
following manuscripts C, D and E, details on the change in MC docking
and the complex formation upon decrease of electrostatic interactions
are presented.
Manuscript C: Role of hydrophobic interactions in the encounter
complex formation of the plastocyanin and cytochrome f complex
revealed by paramagnetic NMR spectroscopy
Manuscript D: Loss of electrostatic interactions causes increase of
dynamics within the plastocyanin-cytochrome f complex
Both manuscripts, C and D, have the complex of Pc and Cytf as their
topic and are therefore presented together. In the former study, the
native complex consisting of Nostoc Pc and Nostoc Cytf is analyzed,
while in the latter, this complex is related to the cross complex of PhPc
with Nostoc Cytf and the Phormidium wild type complex. A previous
study74 showed that formation of the Nostoc Cytf -Pc complex is very
dynamic. Therefore the encounter complex nor can be characterized
by a single structure neither can the complex formation exclusively
be described by electrostatic interactions.74 Manuscript C connects to
that and investigates the encounter complex by a higher surface sam-
pling of Cytf with paramagnetic labels and by inspecting the stabiliz-
ing effects of the encounter complex. Similar to the study in manu-
script B, a combination of different NMR techniques, Monte Carlo and
ensemble docking is used. It becomes clear that with electrostatic in-
teractions alone, this encounter complex cannot be described. In MC
docking Pc was widely spread over the surface of Cytf , while a higher
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density of encounters can be seen at the charged groups surround-
ing the heme binding site. The PREs agreed with the CSP measure-
ments and showed that Pc binds at several spin label positions with
the hydrophobic patch facing towards Cytf . Comparing the NMR ex-
periments with the MC docking, a good ﬁt cannot be obtained. This
indicates that the charge-charge interaction plays only a minor role
for this complex formation. Nevertheless, residues in the vicinity of
the interaction interface are matching some in the MC docking, which
is a hint for electrostatic interactions contributing to the preorienta-
tion of Pc to the surface of Cytf . The diffuse distribution of negative
charges on Cytf causes an orientation where the hydrophobic regions
are the main stabilizing factor for the interaction. The shape of the
encounter complex, modeled by ensemble docking shows that Pc sam-
ples Cytf over a whole region leading to a higher populated ensemble
in the heme region. The gradual increase of the hydrophobic interac-
tions smoothly leads to a productive electron transfer complex at the
heme site of Cytf . The formation of the encounter complex cannot be
separated in individual steps but is a smooth transition that blurs the
distinction between the ﬁnal complex and the encounter complex.
The balance of electrostatic and hydrophobic interactions is exam-
ined in more detail in manuscript D, where the cross complex of Nos-
toc Cytf with the lowly charged variant PhPc was analyzed and related
to the native complexes of Nostoc and Phormidium. The decrease of
electrostatic interactions in the cross complex results in an even more
diffuse encounter complex than for the Nostoc wild type. It can be
seen that an increase of ionic strength leads to a decrease of the sig-
nal for residues in the region of the hydrophobic patch. This indicates
that even for the electrostatically less inﬂuenceable complex of Phor-
midium, electrostatic stabilization contributes to the complex forma-
tion. This rises the question to what extent the charge-charge inter-
actions are involved in the formation of the cross complex. A closer
analysis of the MC ensemble shows that even though the average sur-
face charge of PhPc is almost neutral, the affected residues are mainly
located in the vicinity of the hydrophobic patch. In total, half of theMC
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encounter contributes to the hydrophobic patch localization. A value
of around 19% for the energetic complex stabilization arises from elec-
trostatic interactions for the cross complex. Compared to that, a con-
tribution of about 33% comes from electrostatic stabilization for the
Nostoc complex under low ionic strength conditions. Under physio-
logical conditions, this contribution is probably smaller. In a nutshell,
this study showed that even small electrostatic interactions affect the
association by bringing the hydrophobic parts in each others vicinity,
though only to a minor extent. In encounter complexes, where hy-
drophobic interactions are the prominent stabilizing force, a distinc-
tion in several encounter complex steps is not applicable anymore.
Manuscript E: The dynamic complex of cytochrome c6 and cyto-
chrome f studied with paramagnetic NMR spectroscopy
In the two studies described above, the effect of hydrophobic interac-
tions was analyzed and how the combination of hydrophobic and elec-
trostatic interactions inﬂuences the encounter complex formation of
electron transfer proteins. In manuscript E, the model of the two-step
encounter complex formation is reevaluated on the basis of the com-
plex formation of Nostoc Cytc6 and Cytf . In order to avoid Cytc6 self-
reduction reactions87 during measurements, the mutants M58C and
M58H of Cytc6 were created. The M58C variant leads to a reduction of
the midpoint redox potential by 570 mV and therefore to an inert re-
dox state. The mutations were successfully introduced and the crystal
structures were solved, revealing no major structural changes com-
pared to the wild type. PRE experiments, in accordance with the CSP
measurements, showed that the similar residues of Cytc6 are affected
for all spin label positions of Cytf . In detail, the hydrophobic heme
region of Cytc6 is always rotated towards the surface of Cytf . The vi-
sualization of the NMR data with ensemble docking showed, that the
Cytf -Cytc6 complex cannot be described by a single well-deﬁned com-
plex, but instead by a pure encounter state. The results of the MC
docking simulations do not show a good agreement with the ensem-
ble docking results, emphasizing that the complex is less inﬂuenced
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by electrostatic interactions. The MC shapes roughly follow the ex-
perimental values, though quantitatively did not represent the exper-
imental data. Merging all data reveals that Cytc6 preorients to Cytf
upon approaching the surface and with this rapidly the importance of
hydrophobic interactions grows. Comparing the Cytc6-Cytf complex to
the Pc-Cytf one, the complex herein seems to be even more depend-
ing on hydrophobic interactions. Both studies regarding the Nostoc
complexes, show a high contribution of hydrophobic interactions to
the encounter complex.88 This rises the question, whether the two-step
model for the encounter complex can still be applied with the ﬁrst step
solely represented by electrostatic interactions.
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Contributions to the Joint Publications
Manuscript A
Johannes M. Foerster†, Ina Poehner† and G. Matthias Ullmann (2017)
MontyDock - A Computational Tool for Mapping Transient Protein-
Protein Complexes. Manuscript submitted SID: ct-2018-00003c
† Contributed equally to this work
The MontyDock calculations presented in the manuscript were done
by myself. The calculations concerning the structure preparation and
protonation probability calculations were done by I. Poehner. The
results of my calculations were analyzed by me and G. Matthias Ull-
mann. Most parts of the manuscript were written by me, with the
help of G. Matthias Ullmann. Ina Poehner wrote the manuscript part
regarding the surface mapping of the contact maps.
Manuscript B
Jia-Ying Guan, Johannes M. Foerster, Jan W. Drijfhout, Monika Tim-
mer, Anneloes Blok, G. Matthias Ullmann andMarcellus Ubbink (2014)
An ensemble of rapidly interconverting orientations in electrostatic
protein-peptide complexes characterized by NMR spectroscopy. Chem-
biochem. 15 (4), 556-566.
My work consisted of the structure preparation andMonte Carlo dock-
ing simulations. The results of my calculations were analyzed by me
and G. Matthias Ullmann. The protein puriﬁcation and NMR experi-
ments, as well as its analysis was done by Jia-Ying Guan. The manu-
script was prepared by Jia-Ying Guan andMarcellus Ubbink. Theman-
uscript part of the Monte Carlo simulations was written by me and G.
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Abstract
MontyDock is a docking tool particularly well suited for analyzing formation of transient
macromolecular complexes. The program applies a Monte Carlo docking strategy, where the
ligand moves randomly in the electrostatic field of the receptor. By applying importance sam-
pling, the major interaction sites are mapped. The software provides a broad range of analysis
options which allow to relate the simulations to experimental data and to interpret them on a
structural level. The application of MontyDock is exemplified by the electron transfer com-
plex of cytochrome c peroxidase and cytochrome c from baker’s yeast. The functionality of
MontyDock and the visualization of simulation data are in particular demonstrated by studying
the dependence of the association on ionic strength and on the oxidation state of the binding
partner. Furthermore, microscopically, a repulsion of a second ligand can be seen in the ternary
complex upon change of the oxidation state of the bound cytochrome c. The software is made




Protein-protein interactions play a central role in many cellular processes such as signal trans-
duction, gene regulation, and molecular bioenergetics. In general, protein association processes
can be separated in two or three association steps. If the two molecules are far away from each
other, mainly long range interactions like electrostatics are important for attractive forces bringing
them in the vicinity of each other.1 When the proteins are in contact distance, they can scan each
others surfaces.2 This phase of the association is often described by an ensemble of energetically
favorable orientations. During this phase, short range interactions like hydrogen bonds and hy-
drophobic interactions become more and more important and contribute to the complex formation
and stabilization of the final complex.3,4
Various experimental techniques have been developed aiming to influence the association be-
havior.5,6 One approach is to stabilize the final complex at the known binding patch with short-
range interactions like hydrogen bonds. This approach requires already a more or less detailed
information on the complex structure. However, to get a first idea of binding, mainly long-range
interactions need to be considered. Interactions like electrostatic attraction and repulsion mainly
contribute to the primal complex formation and direct the proteins towards the binding areas. In
order to analyze the stability of the complex, not only the association of the proteins but also the
dissociation of the complex needs to be taken into account. Protein complexes can be very stable
with low dissociation rates as for instance in the case of antigen-antibody complexes, or they can
be very short living, having only a transient nature, as for instance in the case of electron-transfer
protein complexes. Especially for electron transfer protein complexes it is important to find a
reasonable balance between directional association to ensure correct pairing of partners and the
possibility of quick exchange.7,8 Thus, the interactions between the electron transfer proteins are
often very dynamic compared to other complexes.9–11
The theoretical analysis of protein-protein association is a major challenge, especially for tran-
sient protein complexes. Many different approaches are commonly used.12 An example of a widely
used tool for evaluating binding affinities to a certain extent are docking simulations. For many
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docking tools it is however a major challenge to predict yet unknown binding sites. Different tools
have been applied for finding and validating first guesses of docking sites, for example molecu-
lar dynamics simulations,13–16 Brownian dynamics17,18 and Monte Carlo (MC) dockings involving
random movements.19–21
In this paper, we present the docking software MontyDock which allows to analyze protein-
ligand binding using a Metropolis MC algorithm.22 The program can be used as a tool to identify
binding sites in a rigid-body docking approach, especially if the association is driven by electro-
static interactions, which is often the case for protein-protein complexes. As a ligand, a small
molecule, another protein or a nucleic acid can be used. For demonstrating the usage and the ca-
pabilities of the software, we analyze the well-studied complex of Cytochrome c Peroxidase (CcP)
and cytochrome c (Cc) from Saccharomyces cerevisiae. CcP and Cc are located in the intermem-
brane section of mitochondria, where the ferrous form of Cc forms a complex with CcP to reduce
hydrogen peroxide to water.23,24 The complex formation of the two electron transfer proteins is
mainly driven by electrostatics. Thus, long-range charge-charge attraction allows for preorienta-
tion of proteins and thus limits the conformational search for the final complex formation.25 In
the first section of the paper, we introduce the algorithm used in MontyDock and the methods for
analyzing the docking results. In the second part, we illustrate the analysis of the docking simu-
lations. In particular, we analyze the association of CcP and Cc in different oxidation states and
at different ionic strength values. In previous studies, we could demonstrate that the MC simu-
lations can be well correlated with experimental data, namely with NMR studies, in which spin-
labels causing paramagnetic relaxation enhancements have been attached to the proteins.4,11,25–30




Monte Carlo Docking simulation. The program MontyDock is based on a docking method,
which can be used to identify binding sites of macromolecular complexes,19 both in the context
of protein-protein interactions and with other types of ligands. Since the program samples all
translational and rotational degrees of freedom, MontyDock can even be applied if little is known
about the binding site. The protein structures of the two partners, which we from now on refer
to as ligand and receptor, are kept fixed during the MC simulation while translational and rota-
tional movements are allowed. In the MC simulation, the ligand moves in the electrostatic field
of the receptor. A general overview of the workflow of MontyDock can be seen in Figure 1. For
computational reasons, it is advantageous to use the smaller docking partner as the ligand. The
structures have to be provided in the PQRM-format, which is a modified PDB-format containing
partial charges, radii, and masses of the atoms in the last three columns after the xyz coordinates.
Such a PQRM-file can for instance be obtained from CHARMM31 results with the help of the
converter program psfcrd2pqr, which is provided together with MontyDock. The electrostatic
potentials are provided as OpenDX-files (a format for representing volumetric data) that can for
instance be calculated by the program APBS,32 which solves the Poisson-Boltzmann equation for
a heterogeneous dielectric environment.33 The electrostatic potential is provided on two grids, a
large coarse grid and a small fine grid. The fine grid allows a more detailed representation of the
electrostatic potential when the two proteins are in closer proximity.
The overall flowchart of the MC algorithm is shown in Figure 2. A schematic representation of
a MontyDock run is depicted in Figure 3. In the beginning of a simulation, the center of mass of
the ligand is randomly placed on the surface of a sphere with the radius Rin. The center of mass of
the receptor is placed at the center of this sphere. The electrostatic potential of the receptor at this
sphere should be very close to zero or at least have a spherical symmetry to a good approximation
in order to avoid a bias in the calculation stemming from the initialization. The interaction energy
Eint between ligand and receptor is obtained by multiplying the charges qn,lig of the ligand with
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qn,lig · Φrec(rn) (1)
where Nlig is the number of atoms of the ligand. The potential Φrec at the position rn of the charge
qn,lig is obtained by linear interpolation of the surrounding grid points. Subsequently, the ligand
is randomly translated and rotated and the energy is reevaluated using eq 1. This random move
is accepted or rejected according to the Metropolis criterion.34 The next steps in the simulation
are performed equivalently. In order to allow for a more detailed sampling of the interaction
surface in the vicinity of the proteins, the MC moves are scaled down. In each MC move, it is
checked whether the ligand reaches a specified distance Rout originating from the center of mass
of the receptor. If the ligand reaches this distance, it is being considered to be too far away from
the receptor for a proper interaction and the ligand is reinitialized at the starting surface with the
radius Rin.
In addition to the evaluation of the electrostatic energy, it has to be made sure that the two
molecules do not penetrate each other. The usage of a Lennard-Jones type of energy term would
be computationally too expensive, since it would require Nlig ×Nrec distance evaluations. Instead
we use a so-called exclusion grid, which is a regular grid describing the shape of the receptor. The
exclusion grid is generated by the program make-excl and saved as a binary file. Each point of
the exclusion grid is flagged being either in the receptor or in the solvent. If during the simulation,
the distance between ligand and receptor is such that the two molecules can collide, the exclusion
grid is invoked. Thereby it is tested if a surface atom of the ligand is entering a grid cell of the
exclusion grid that is occupied by the receptor. If that is the case, the move is rejected. The test
is computationally very inexpensive and requires only a few rounding processes to identify the
appropriate grid points. Moreover, the number of operations just scales linearly with the number
of surface atoms of the ligand. In case of several consecutive rejections, it is assumed that the
simulation got stuck in a (local) minimum and the ligand is reinitialized at the starting radius Rin.
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The MC simulation proceeds till the maximum number of MC runs is reached. The ensemble
is stored in a so-called orientation-file which contains information on the energy and the coordinate
transformation required for generating the orientation from the initial structure. Each line of this
orientation-file, which is a compressed ASCII file, contains one orientation. Storing the ensemble
in this form has several advantages. Besides of saving storage space compared to a storage of full
structures, it is also possible to use only a subset of the original structure, for instance only the
prosthetic groups, for the generation of the orientation. This method substantially speeds up the
analysis. Moreover, this orientation-file can for instance be resorted by energy, facilitating only to
use orientations with energies below a certain threshold for further investigation. Thus, the way
how MontyDock saves its generated ensemble gives a large flexibility for the subsequent analysis.
The runtime of the docking simulation does not depend on the size of the receptor but mainly
depends on the atom number of the ligand. Hence it is recommended to use the smaller molecule
as a ligand to speed up the simulation. In our example, a MontyDock simulation with a ligand of
1772 atoms and 103 MC runs, each run consisting of 2.5 x 104 MC steps, results in about 2.6 x 104
different orientations and takes approximately 20 minutes on a single core Intel R© CoreTM i7-4790
with a speed of 3.6 GHz.
Ensemble Analysis and Processing. The MontyDock suite provides a couple of tools to
analyze the docking ensemble. The main utility for processing the docking results is the program
print-coor. This program can on the one hand be used for generating representations of the
ensemble, which can be visualized with molecular viewers like VMD35 or PyMOL.36 On the other
hand, print-coor can reduce the encounter ensemble to highlight regions of interest. In the
way MontyDock stores the docking ensemble, i.e. representing each structure of the ensemble by
a linear transformation of the reference orientation, the distribution of ensemble structures can not
only be inspected with respect to the receptor, but also vice versa with respect to the ligand. This
possibility allows for the easy identification of high affinity binding patches on the surface of either
ligand or receptor.
The program print-coor can analyze the ensemble contained in the orientation-file of Mon-
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tyDock in different modes. One possibility is to generate each individual orientation of the ligand
or of the receptor, which allows to analyze individual orientations directly. Another way to analyze
the docking ensemble is to generate the center of mass of either the ligand around the receptor or
the receptor around the ligand. This information can also be visualized as a density (in OpenDX-
format). This density gives a fast overview of the docking results and can be inspected with many
molecular viewers in different representations such as iso-contour plots or volume density slices.
An example for such representations can be seen in Figure 4.
The program print-coor can not only help to visualize the docking ensemble, but also
reduce it as follows. Print-coor creates subensembles, which make a deeper inspection of
specific regions easier. For this purpose, the program determines the distance between the ligand
and the receptor and only orientations in which the distance between any given atom of the ligand
and receptor is smaller than a given threshold d are taken into account for this subensemble. An-
other way to alter the docking ensemble is to invoke a so-called inclusion grid. The idea thereby
is similar to the procedure for excluding structures in case of protein collisions as described in
the section of the MontyDock algorithm. Instead of excluding a ligand orientation entering the
region that is occupied by the receptor, all orientations entering the regions that are defined by
an inclusion grid are saved in a new subensemble. The inclusion grid presents a more efficient
way for estimating whether certain regions of ligand and receptor are in proximity of each other
upon complex formation. Like the exclusion grid, the inclusion grid can be generated by the pro-
gram make-excl; the probe sphere radius needs to be adjusted to include larger regions around
the receptor. This approach is computationally efficient and particularly of interest if the receptor
molecule is non-spherical.
An overview of the docking simulations can also be obtained by creating a contact map his-
togram of all orientations, allowing to map major interaction regions to single atoms or amino
acids. If the distance of an amino acid or atom of the ligand to an amino acid or atom of the
receptor is smaller than a specified threshold, the counter in the 2D histogram is increased. The
resulting histogram is written as an ASCII file which can be plotted with PyCoALA (the Python
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Contact Area Localization and Analysis tool, distributed with MontyDock) or any plotting tool
like for instance GMT37 or alternatively be further processed. For relating histograms of different
simulations to each other, each histogram is normalized to the total amount of orientations saved in
the individual MC simulation. This normalization can be easily performed with PyCoALA. This
prevents misinterpretation by comparing simulations resulting in ensembles which are differing in
size. For a better representation, the histogram is then scaled such that the maximal occurrence is
set to one.
Together with MontyDock, with PyCoALA, we provide a tool that supports a representation
of a contact map histogram on the protein structure using two different modes, namely (i) hot
spot visualization or (ii) difference mapping by histogram subtraction. For both types of modes,
contact map histograms are used as input, which can either have atomic or amino acid resolution.
The contact surface regions of interest are represented on the respective protein surface. For this
purpose, the residues that are involved in more than a certain number of contacts are colored on the
surface of receptor and ligand by a PyMOL script.36 If differences between various docking runs
need to be examined, a subtraction of the results can help to identify the areas where the major
differences occur. Positive values of the subtracted data are visualized in blue, negative values in
red. Similar as for the heatmap representation, the contact differences can be mapped back on
the protein surface. An example for a visualization with the PyCoALA back-mapping strategy is
described in the example below.
An Example: Docking of yeast Cytochrome c Peroxidase (CcP) and yeast
Cytochrome c (Cc)
In this section, we want to demonstrate the usage of the MontyDock suite by applying the soft-
ware to the complex of CcP and Cc. This complex has been analyzed in many previous experimen-
tal and also some theoretical studies.38–43 Moreover, structurally, this complex was characterized
by X-ray crystallography44 and NMR.25,28,45 The complex shows many interesting features. Most
notably, its association is largely governed by electrostatic interactions. Consequently, the asso-
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ciation depends strongly on the ionic strength of the solution. Moreover, since the two reaction
partners perform an electron transfer reaction, their association is influenced by the redox state
of the reaction partners. In the following parts, we will demonstrate how the influence of these
different parameters can be simulated, analyzed and visualized using MontyDock.
Influence of Ionic Strength on the Association. The complex formation of CcP and Cc
depends strongly on electrostatic interactions and is therefore well suited to be studied with Mon-
tyDock. In order to determine how protein association is influenced by the salt concentrations,
we studied complex formation at 0 mM, 10 mM, 20 mM, 50 mM and 100 mM ionic strength. A
change in the ionic environment can result in a relocation of binding sites. An overview of such a
docking analysis for different ionic strength values is shown in Figure 5. At lower ionic strength,
two binding sites can be seen, a major one at a negatively charged surface area of CcP at the crys-
tallographic binding site and a minor one at the site distal from the primary site.25,45 Inspection
of the density of Cc around CcP and vice versa shows that the specific interaction surface of Cc
shrinks with increasing ionic strength causing random encounters being more populated at higher
ionic strength.
Since CcP and Cc are electron transfer proteins, the distance between the redox cofactors,
namely the hemes, is an important parameter that can be analyzed in the docking ensemble. If one
plots the probability of occurrence of encounter complexes in dependence of the shortest heme-to-
heme distance of CcP and Cc and the corresponding energy, two minima can be identified at low
ionic strength. These two minima represent two preferred binding orientations. With increasing
ionic strength, the interaction weakens, though the previously identified hot spots still are present
to an extent of about 20%. To inspect the interacting regions and the binding orientations in more
detail, we generate contact map histograms. Such histograms for Cc and CcP at an ionic strength
of 0 mM and 100 mM are depicted in Figure 6. Comparing the contact map histogram of 0 mM
with the contact map of the crystal structure, it can be seen that the contacts of the crystal structure
can be well reproduced (Figure 6A and B). Some additional contacts can be identified which arise
from the analysis of the whole ensemble of complex formations. These contacts are located on
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the surface in the vicinity of main interacting residues. When key residues are engaged in contacts
stemming from many different orientations, neighboring residues also get involved to a certain
extent. These more distributed interactions underline the transient character of the encounter com-
plex. Interestingly, for the key residues D148 and K149 of the secondary binding site contacts with
a population up to 11 - 25% can also be identified at low ionic strength. At 100 mM the total dock-
ing events decrease, while the relative specificity of individual amino acids can still be sustained,
as is expected with increasing ionic strength (Figure 6C). However, subtracting the normalized
contact map histograms at 0 mM and 100 mM from each other allows identification of differences
between the docking ensembles at different ionic strength values and highlights which residues are
less involved in contacts at higher salt concentrations (Figure 6D). With the combination of contact
map histograms and energy distribution plots, we can show that the experimentally characterized
loss of the lowly populated binding sites and the shift of the contact surface induced by a higher
salt concentration39,42 can be reproduced by our MC simulations. The various analysis and plotting
methods provide a powerful tool to connect experimental data with structural information derived
from the MC simulation.
Influence of Cc heme oxidation states on the formation of the complex. An important
parameter that influences the association of electron transfer proteins is their oxidation state. Ex-
perimentally, such an influence is often hard to access, since many experimental methods are only
applicable in certain redox states. Simulations are therefore a good alternative for analyzing the
influence of this parameter. In MontyDock, different redox states are modeled by assigning appro-
priate partial charges to the redox centers. For CcP, reduced Cc (Fe2+ state) is the natural electron
donor. In order to guarantee a high turn over, it would be biologically advantageous if oxidized
Cc (Fe3+) would not bind as tightly. To probe this possibility, we simulated the association of CcP
with both oxidized and reduced Cc at an ionic strength of 100 mM.
At first glance, the density distributions obtained for the two oxidation states of Cc are quite
similar. However, the differences can be seen when the docking density obtained for oxidized
Cc is subtracted from the density obtained for reduced Cc (Figure 7A and B). The binding site
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of reduced Cc is more distributed, while the oxidized form with its more positive charge is more
focused on the main interaction patch (Figure 7C and D).
While the difference map gives a reasonable approximation of the extent of the encounter com-
plexes, the surface mapping tool PyCoALA grants a more detailed overview which residues are
mainly contributing to the complex formation. Utilizing PyCoALA, the difference between contact
map histograms for the different oxidation states can be plotted and mapped to the protein surface.
The residues which show a difference are depicted in Figure 8. It becomes clear that many inter-
acting residues on CcP are the same for both oxidized and reduced state of Cc (shown in purple),
however, the contacting areas of Cc shift slightly. With the interaction difference mapped on the
surface, two distinct separated regions on Cc can be identified. While K87 and K89 exclusively
show many interactions with the peroxidase for reduced Cc, the interaction profile shifts to a region
located around R13 and G83 for the oxidized Cc. Even if this change in the binding area is not
dramatic, a difference between the oxidized and reduced ensemble can be seen, which may also
influence the binding affinity.
Ternary Complexes. For the reduction of hydrogen peroxide to water, two electrons are re-
quired. Since CcP may bind several copies of Cc,42,46 two different mechanistic scenarios are
possible. Either, two reduced molecules of Cc bind consecutively, i.e. the first Cc dissociates after
the first electron transfer, giving way to a second Cc as an electron donor. Or, two reduced Cc
molecules bind to CcP at the same time and the two electron transfers occur without the necessity
for dissociation.
We use our MC docking method to test if two copies of Cc could bind simultaneously to CcP.
For this purpose, we use the crystal structure of the complex between CcP and Cc44 as the receptor
for two different docking simulations. In one simulation, we assume that the bound Cc is reduced,
in the other simulation it is oxidized. The ligand, i.e. Cc that binds to the binary complex of Cc
and CcP, is always assumed to be reduced. For the simulation in which the bound Cc is reduced
(Figure 9A), we obtained two binding spots: a small one near the interface between the bound Cc
and CcP and a more extended one at the position of the secondary binding site.25,43 In the simula-
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tion with the bound oxidized Cc, the small binding spot instead virtually disappears (Figure 9B).
In order to visualize the difference between the simulations, the density for the oxidized state was
subtracted from the density for the reduced state (Figure 9C). The difference density confirms the
lower population of the binding spot near the interface, but also shows that the outer part of the
secondary binding site has a higher population in the reduced state. It seems that if a Cc molecule
is already bound to the main binding site of CcP, the secondary binding site is highly promoted
for interactions. The small binding spot near the interface can be explained by the influence of
the remaining potential of the main binding site of CcP. The potential of CcP is not completely
neutralized by the bound Cc and attracts a second Cc molecule. The changed binding behavior
of the ligand to the different redox states of the CcP-bound Cc can also be seen in the population
diagrams, where the energies of the different orientations are related to the distances between lig-
and heme and CcP heme (Figure 9D) and their probability of occurrence. The distributions look
similar for both oxidation states with the energetically favored encounters being higher populated
and more widely spread in the reduced form. Apparently, the oxidized form of Cc repels another
Cc molecule more strongly, which can be seen by less low energy encounters and a shift of the
distribution to a higher heme-to-heme distance. Considering the plot of the distances between the
ligand heme and CcP heme and the one between ligand heme and bound Cc heme (Figure 9E), we
can clearly identify two clusters being predominant for the reduced simulation. Upon oxidation
of the bound Cc, a shift of the hot spots from a short distance to a widely spread cluster equally
distant to Cc and CcP heme can be observed. These findings agree with the idea that two binding
Cc molecules repel each other electrostatically.40,47
Our simulation leads to a view that the oxidation state in the ternary complex influences the
binding behavior of a second Cc molecule. From our analysis we would support a model in which
two Cc molecules bind at the same time. The binding is electrostatically favored and even promotes
the binding of Cc to the secondary binding site, while for a consecutive binding the interactions
are slightly destabilized, as long as an oxidized Cc molecule is still bound to CcP.
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Conclusion
In this paper, we introduced the software suite MontyDock and demonstrated the usage of the
software for protein-protein docking. The software uses a rigid-body docking approach and is
particularly well suited for analyzing transient protein complexes for instance involved in electron
transfer processes. In MontyDock, a MC method with a ligand moving randomly in the elec-
trostatic field of a receptor, is applied. Acceptance of MC moves and thereby weighting of the
electrostatic interaction energies is done according to the Metropolis MC criterion, resulting in
a more natural distribution of the energies. Moreover, this approach allows for the identification
of orientations, which are energetically not favored but still have a certain likelihood of occur-
rence. The program comes with a variety of analysis options which we demonstrate in this paper.
These analysis tools help to relate the simulation results to experimental data which can then be
explained on a structural level. In particular, with PyCoALA, we present an analysis method to
rapidly link 2D contact histograms to 3D structures of receptor and ligand. This allows to analyze
predicted protein protein interaction hot spots for their spatial properties and their electrochemical
nature. In the context of growing efforts to find drugs modulating interactions between proteins,
an application of such an analysis strategy in a drug design context is conceivable. Furthermore,
the possibility of mapping difference hot spots between two related simulations to the protein sur-
faces provides insight in microscopic factors contributing to altered system behavior and may find
application not only in the context of studying the impact of redox states but also, for example
post-translational modifications or mutations, on a docking ensemble. In addition to the herein
demonstrated analysis of protein-protein interaction, MontyDock is well suited to analyze also
heavily charged molecules, like DNA or RNA. In order to cope with the longitudinal shape and
the high charge density, the boundary conditions, namely the grid size and grid spacing, need to be
adjusted accordingly. MontyDock also opens the possibility to linearly scale up the docking sim-
ulation. In the way MontyDock saves orientations, all MC runs are independent of each other. By
this means, MontyDock can be executed multiple times in parallel with (the same parameters but)
different starting seeds in order to get one big docking ensemble. In the application to the complex
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of CcP and Cc, we demonstrate how for instance the ionic strength of the solution or oxidation
states of proteins can influence the binding. Moreover, our simulations suggest that a second Cc
molecule can be repelled by a bound Cc in the ternary complex and vice versa. These results give
insight into how the complex formation is microscopically managed and how theoretical modeling
can be used as a computational microscope for a better understanding of experimental data.48
Material and Methods
Preparation of the Protein Models. The structure of the yeast complex Cc::CcP (PDB code:
2PCC, chain A and B)44 was used in our analysis. We used the fitting method CHELPG49 within
ORCA50 to derive partial charges for cofactor and amino acid states, which were not part of the
CHARMM force field.51 For Cc, we derived charges for a c-type heme, typically linked to the
protein by two cysteines and coordinated by histidine and methionine in both states, reduced (Fe2+)
and oxidized (Fe3+).
We added hydrogens and energy minimized their position using CHARMM31 with steepest
descent and conjugate gradient methods in cycles of 500 steps each. During minimization, heavy
atoms were kept fixed. The protonation states of all amino acids were determined with titration
studies using an in-house modified version of MEAD52 and GMCT.53 The residues E11, D224,
D235 and E267 in CcP were found to be protonated at pH=7 and were treated as such in further
analysis.
Calculation of the Electrostatic Potentials. Electrostatic potentials were calculated using
APBS.32 The ionic strength was set to 0 mM, 10 mM, 20 mM, 50 mM and 100 mM. A relative
permittivity constant of 4 and 80 was used for the protein and the solvent, respectively. For the
MC simulation, the electrostatic potential was represented on cubic grids with 225 grid points in
each direction and a grid spacing of 2.0 Å and 1.0 Å for the coarse and the fine grid, respectively.
The temperature was set 300 K. A radius of 1.4 Å and 2.0 Å was used for the ion and the solvent,
respectively.
Docking Simulations with MontyDock. For protein-protein docking, we used MontyDock,
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our software for performing MC docking simulations presented herein. We performed 104 runs
with a total of 105 MC steps each for 0 mM, 10 mM, 20 mM, 50 mM and 100 mM ionic strength,
respectively. The simulations were initiated with a center of mass separation of Rin = 130 Å
between receptor and ligand. A maximum center of mass separation of Rout = 180 Å was allowed.
The MC run was reseted after 50 consecutively rejected MC steps. The temperature was set to 300
K. The electrostatic potential maps with a grid spacing of 1 Å and 2 Å were used as inner and outer
potential grids, respectively. A maximal displacement of 3 Å and a maximal rotation of 5 rad were
used. Calculations using OpenDX files (such as for instance subtractions of densities) were done
using the tool DXMATH which is a part of APBS.32
Analysis of the Docking Results. For analyzing all orientations of a docking ensemble,
print-coor was used. For generating the contact map histograms, a distance of 8.0 Å was
chosen. The heme-to-heme distances were calculated with the subprogram min-dist, which
determines the minimal distance between two given structures or structural elements. In order to
compare MontyDock runs with a different number of orientations in the encounter ensemble, the
histograms were normalized to the total number of orientations. In this way the histograms can
be subtracted from each other to identify differences. For a better graphical representation, the
histograms were scaled by the inverse of the highest absolute value of the histogram to lead to a
maximal value of one for all histograms. For visualizing residues with major differences in the
contacts between two simulations, PyCoALA and PyMOL were used.36
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Figure 1: Overall workflow diagram for the usage of MontyDock: MontyDock needs structural
information, the electrostatic potentials and an exclusion grid as a starting point. After the docking
simulation, the results are processed with print-coor. Depending on the chosen analysis, the
docking results can either be visualized with the focus on the receptor or on the ligand. Alterna-
tively, the whole simulation can be analyzed by contact map histograms.
60
Figure 2: Flowchart of the algorithm implemented in MontyDock: The simulation starts by placing
the ligand on the surface of the inner sphere (see Figure 3). Then the ligand moves randomly in
space. If the proteins do not collide, the ligand energy is calculated and the step is evaluated by the
Metropolis MC criterion. This cycle is repeated until the maximum number of steps is reached.
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Figure 3: Schematic illustration of two exemplary MC runs. The inner and outer boxes around the
receptor represent its electrostatic potential on a fine and coarse grid, respectively. In trajectory
1, the ligand starts at radius Rin and proceeds to the surface of the receptor with each MC step
visualized by connected lines. In trajectory 2, the ligand starts at a different position on Rin and
moves to the radius Rout, where the MC run is aborted.
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Figure 4: Overview of different representations of the center of mass density obtained from the
MC docking simulations. CcP is represented with the electrostatic potential mapped on the surface
ranging from -5 (red) to 5 kcal/e◦ (blue). Cc is shown in silver with the heme highlighted in red.
The green isosurface represents the positions where the center of mass of Cc was found at least
100 times in the ensemble. The blue color in the background illustrates a slice through the volume
of the docking ensemble ranging from 0 (white) to at least 40 (dark blue) orientations.
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Figure 5: MC docking results for Cc (left) and CcP (middle) in dependency of ionic strength (0, 10,
20, 50, 100 mM). The green isosurfaces represent the count of the center of mass of CcP (left) and
Cc (middle). The cutoff was set to 150 for the representation. The electrostatic potential is mapped
on the surface of CcP and Cc ranging from -5 (red) to 5 kcal/e◦ (blue). The plots on the right show
the scaled normalized population of the docking ensemble in dependency of the heme-to-heme
distance of Cc and CcP and the energy of the orientation.
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Figure 6: Contact map for the crystal structure (PDB: 2PCC) (A) and contact map histograms
of the docked CcP-Cc complexes at 0 mM (B) and 100 mM (C) ionic strength. The difference
between the contact map histograms at 0 mM and 100 mM can be seen in part D. The x- and y-axis
correspond to the amino acids of the respective protein. Any contact within a distance of 8 Å or
less is counted and counts are color coded as shown in the legends.
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Figure 7: MC docking results for different oxidation states of Cc with CcP at an ionic strength of
100 mM. The docking ensemble is shown as original ensemble (A, B) and as a difference between
the Fe2+ and the Fe3+ (C, D) ensemble: The docking density of CcP around Cc (A/C) and vice
versa (B/D). The total docking density is highlighted in green for Fe2+ and in iceblue for Fe3+. The
difference density in red shows the region with a difference of at least -6 (C) or -40 (D) docking
events, i. e. docking events of the Fe3+ oxidation state were predominant in these regions. A
difference of +6 (C) or +40 (D) is shown as a blue isosurface.
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Figure 8: The differences between oxidized and reduced state of Cc visualized with the most
affected residues highlighted: Part A: Difference of the contact map histogram between amino
acids of CcP and Cc after subtraction of Cc Fe3+ oxidation state from Cc Fe2+ oxidation state
results. Part B: Overview of the complex between Cc and CcP with the regions with the highest
differences between both oxidation states color coded. Residues highlighted in red have the most
negative values in the subtraction, i. e. they are more populated for Fe3+ oxidation state, while
residues in blue show the most positive values. Residues highly populated in both oxidation states
are colored purple. The major binding region is highlighted separately on the surfaces of Cc (C)
and CcP (D). The amino acids are labeled like in the crystal structure.
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Figure 9: Docking results for the ternary complex consisting of the crystal complex CcP-Cc (PDB:
2PCC) and an additional Cc molecule as ligand. In one simulation the bound Cc is oxidized (A), in
the other it is reduced (B). The isosurfaces represent half the maximal density of all orientations.
The difference between the ensembles (Fe2+ − Fe3+) are shown in part C, with the positive and
the negative isosurface colored blue and red respectively. For each simulation the shortest heme-
to-heme distance for the ligand to the CcP is plotted versus the electrostatic interaction energy (D).
Another way to identify orientational changes is to analyze the population of the various heme-to-
heme distances from the ligand Cc to the complex Cc as a function of the heme-to-heme distance
of the ligand Cc to CcP. In all distance mappings, the ensemble distribution seems to have a clear
edge at the top border. This edge is caused by the maximal separation of the ligand and the receptor
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Introduction
According to current models, formation of a specific protein
complex is preceded by that of an encounter complex.[1] It is
believed that, in this state, the partners assume multiple orien-
tations to enhance the probability of finding the specific bind-
ing site.[2] Often in the encounter complex, charge–charge in-
teractions dominate, whereas the specific (final) state is stabi-
lized by various short-range interactions. The assumed pres-
ence of multiple orientations in the encounter state is based
on the theoretical notion of charged surface patches. Like
Velcro,[3] such patches can bind in many orientations with simi-
lar energy and thus all are assumed to be populated. The pres-
ence of multiple orientations and the dynamic exchange be-
tween them in the charge-driven encounter state is, however,
not easy to demonstrate experimentally.
The aim of this study was to create a pure, charge-driven
encounter state and demonstrate the existence of a rapidly
changing set of binding orientations. We chose to study the
complex of plastocyanin (Pc) and short, charged peptides
(Lys4), assuming that the interaction would be dominated by
the strong positive charges of the peptides. The peptides are
an artificial binding partner, so Pc will not have an optimized
binding site, and a specific complex is unlikely to be formed.
Pc is a type I blue copper protein involved in the electron
transport process in oxygenic photosynthesis, functioning as
an electron carrier between cytochrome f (Cyt f) of the b6 f
complex and P700+ of photosystem I (PSI). Structures are avail-
able for Pc from various plants and bacteria.[4–11] One of the his-
tidine residues that is a copper ligand is considered to be the
electron entrance, that is, it provides a strong coupling path-
way toward the copper. It is located at the so-called “northern”
side of the protein, within a hydrophobic patch. Pc is acidic in
higher plants[5,9–12] and green algae,[13–15] possessing two highly
conserved negatively charged surface regions (acidic patches)
formed by amino acids at positions 42–44 and 59–61 on the
so-called “eastern” side. A typical example of Populus nigra Pc
(PoPc) is shown in Figure 1A. Compared to typical plant Pcs,
the structure of Pc from the fern Dryopteris crassirhizoma (DPc)
has the same global structure (Figure 1B), but a large acidic
arc extends to the northern side surface near the hydrophobic
patch, resulting in distinct electrostatic properties.[7] In cyano-
bacteria, Pc can also be almost neutral[6,16] such as in Phormidi-
um laminosum[6] (Figure 1C), or basic, such as in Nostoc sp.
PCC7119.[17–19]
Charged peptides have proved useful for studying interact-
ing sites in electron transfer proteins, including Pc, Cyt f, and
Cyt c.[20–26] Experimental results showed that positively charged
polylysine peptides interact with the clustered acidic residues
on Pc and competitively inhibit electron transfer from Cyt c or
Cyt f to Pc.[20,22] This competitive inhibition was explained by
neutralization of charges by the formation of the Pc–peptide
complexes.[20] The binding of polylysine peptides to Pc can
also subtly perturb the active-site geometry and the redox
potential.[20,23] Little information, however, is available for the
Protein complex formation involves an encounter state in
which the proteins are associated in a nonspecific manner and
often stabilized by interactions between charged surface
patches. Such patches are thought to bind in many different
orientations with similar affinity. To obtain experimental evi-
dence for the dynamics in encounter complexes, a model was
created using the electron transfer protein plastocyanin and
short charged peptides. Three plastocyanins with distinct sur-
face charge distributions were studied. The experimental re-
sults from chemical shift perturbations, paramagnetic relaxa-
tion enhancement (PRE) NMR, and theoretical results from
Monte Carlo simulations indicate the presence of multiple
binding orientations that interconvert quickly and are dominat-
ed by long-range charge interactions. The PRE data also sug-
gest the presence of highly transient orientations stabilized by
short-range interactions.
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binding interface and the underlying degree of dynamics in
the interaction.
Paramagnetic relaxation enhancement (PRE) NMR spectros-
copy has been used as a sensitive tool to detect lowly populat-
ed intermediates in biomolecular complexes.[27,28] The large
magnetic moment of the unpaired electron from the paramag-
netic center causes relaxation of nuclear spins in the vicinity.
This effect diminishes very rapidly, being proportional to the
inverse sixth power of the distance between the electron and
the nucleus. TOAC (2,2,6,6-tetramethyl-N-oxyl-4-amino-4-car-
boxylic acid) has been shown to be useful for PRE NMR studies
of protein–peptide interactions.[29] One of the advantages of
TOAC over side chain-attached spin labels is that TOAC can be
directly incorporated into the peptide backbone in automated
peptide synthesis. There has been growing interest in using
TOAC in peptide–protein and peptide–nucleic acid interactions
and in combination with other physical techniques, such as
electron paramagnetic resonance (EPR), circular dichroism (CD),
fluorescence, Fourier-transform infrared (FT-IR), NMR, and X-ray
crystallography, to understand molecular interactions.[30]
In this study, the transient complexes formed by tetralysine
peptides and three different Pcs were studied using chemical
shift perturbation (CSP) analysis, PRE NMR spectroscopy, en-
semble docking, and Monte Carlo (MC) simulations. The CSP
data corresponded well with the electrostatic MC docking cal-
culations, clearly showing that binding is dominated by charge
interactions. The PRE data indicated that, within the electro-
static ensemble, the peptides assume multiple orientations in
a dynamic fashion. The PRE data also provide evidence for the
presence of orientations that are slightly more favored than ex-
pected from pure charge–charge interactions, perhaps due to
transient hydrogen bond formation with TOAC or weak hydro-
phobic interactions. Overall, the experimental and simulation
results provide direct evidence for dynamics in an encounter
complex dominated by charge–charge interactions.
Results
Backbone assignments
To study the three Pcs by NMR,
the proteins were isotopically la-
beled with 15N for PRE measure-
ments and 15N/13C for resonance
assignments. To eliminate the
paramagnetic effect of Cu2+ , Zn-
substituted Pc was used. For
DPc and PoPc, backbone amide
resonances were assigned by
using HNCACB experiments on
13C/15N-labeled proteins. The
assignments of CuI-DPc (BMRB
code 7370)[31] and CuI-PoPc
(BMRB code 4019) were used as
the starting points. Data for
backbone assignments (H, N, Ca,
Cb) have been deposited to BMRB under codes 19236 (DPc)
and 19247 (PoPc). Assignments of Zn-substituted PhPc were
kindly provided by Dr. Sandra Scanu (Leiden University). For
DPc, the resonance of Ser92 was not found in the spectra. For
PoPc, some residues close to the N terminus have double
peaks. These double resonances exist for Ile1, Asp2, Val3,
Ser20, Ile21, Ser22, Pro23, Gly24, Glu25, Lys26, Ile27, Val28,
Lys30, Met57, Thr69, Phe70, Glu71, Val72, Leu74, and Gly78.
Similar observations were described for Cd-PoPc.[32] The double
signals were attributed to partial processing of the N-terminal
methionine in the bacterial cytoplasm, as these residues are
located near the N terminus in the three-dimensional structure
of the protein.[32]
Chemical shift perturbations
To study the interaction of Pc with lysine peptides, four types
of peptides were used. For the PRE experiment described
below, a TOAC residue (X) was introduced at the N or C termi-
nus (X-Lys4 and Lys4-X). As controls for the introduction of
TOAC, Ala-Lys4 and Lys4-Ala were also used. First, the interac-
tions of these peptides with the three Pc variants were studied
using CSP analysis.
Each 15N-Pc was titrated with the four peptides individually
in a low ionic strength buffer (I=10 mm), and 1H,15N HSQC
spectra were acquired at each titration point. For these studies,
TOAC was reduced to eliminate its paramagnetic effects. Addi-
tion of the peptides gave rise to small CSPs in the 1H,15N HSQC
spectra of all Pcs, with maximum observed average shifts
(jDdavej) of 0.07 ppm for PoPc, 0.05 ppm for DPc, and 0.01 ppm
for PhPc (Figure 2). Single, averaged resonances were observed
for all amides, indicating fast exchange between the free and
bound Pc on the NMR time scale. Binding maps, obtained by
coloring the protein residues according to the size of CSP,
show similar patterns for different peptides for the same Pc
(Figure 2 for Lys4-X and Figure S1 for the other peptides). The
similar patterns observed for Lys4-X and X-Lys4 indicate that
Figure 1. Electrostatic potential maps of Pc surface models (PDB IDs: 1TKW,[32] 1KDI,[7] and 2Q5B). The surface
colors correspond to the electrostatic potential calculated by the program APBS[63] at an ionic strength of 10 mm,
pH 6.5, 300 K, to match the experimental conditions. The electrostatic potentials are colored and contoured from
8 (intense red) to +8 kT/e (intense blue). Hydrophobic residues (Ala, Val, Ile, Leu, Phe, Pro, Tyr, and Met) are col-
ored in green. Several relevant residues are labeled. Pictures were generated using PyMOL.[64]




the CSPs are caused by interactions with the four lysines. The
binding maps of Ala-Lys4 and Lys4-Ala were also similar to
those of X-Lys4 and Lys4-X, indicating no significant effect of
TOAC on peptide binding (Figure S1).
In PoPc and DPc, most CSPs occurred around the regions
with the acidic patches, in agreement with the assumption
that the positively charged peptides interact with the acidic
residues of Pc.[20, 33] The largest CSPs for PoPc occurred for resi-
dues Asp44, Ser45, Asp51, Ile55, and Gln88. Among these resi-
dues, Asp44 belongs to the acidic patch. For DPc, the largest
CSPs occurred for residues Val3 and Glu8. Glu8 is located at
the acidic arc on the northern side. Although the observed
CSPs are very small for PhPc, similar effects were still observed
from both TOAC-containing peptides (Figure 2C). The small
perturbations of the resonances of the copper ligand residues
(His37, Cys84, His87, and Met92 for PoPc; His37, Cys87, His90,
and Met95 for DPc; His39, Cys89, His92, and Met97 for PhPc)
indicate that the copper site is not the main binding site of
the peptides. Similar magnitudes of perturbations and binding
maps caused by a tetralysine peptide (without an additional
TOAC) were observed for Pc from the seed plant Silene praten-
sis.[34]
Binding constants were obtained by fitting the CSP curves
for the most affected residues (Figure 3, Figures S2 and S3, and
Table 1). For PhPc, the magnitudes of the observed CSPs were
too small (jDdH j 0.01 ppm) to determine a dissociation con-
stant.
The binding curves for PoPc fitted well to a single binding
site model (Figure 3A). Interestingly, there were two types of
dissociation constants observed in DPc titrations. The residues
that are involved in stronger binding (lower Kd) were clustered
on the northern side of DPc (Figure 2E and Figure S3B). This
might be due to the unusual surface charge distribution of
DPc compared with other plant Pcs. It is possible that there is
internal competition between the two binding sites for the
peptides. Clearly, a 1:1 binding model is not appropriate to ex-
plain this observation. Therefore, a two-site binding model was
used to obtain the Kd values for DPc (Figure 3B and C, Fig-
ure S2B and C, and Figure S3C–F).
For most peptides, the Kd values for the same Pc are similar,
indicating that the TOAC caused no significant changes in the
affinity of the peptides for Pc. Only Lys4-X has a somewhat
lower Kd for PoPc than Lys4-Ala, but the difference is within the
error margins.
Figure 2. A)–C) Plots of NMR chemical shift perturbations measured for Pc backbone amides in the presence of TOAC-containing peptides. Extrapolated
values (to 100% bound) for PoPc and DPc, and observed values for PhPc, are shown. D) and E) CSPs (extrapolated to 100% bound, see Table 1 for bound
fractions) mapped onto the protein surfaces from the binding of Lys4-X to PoPc (panel D, PDB ID: 1TKW
[32]) and DPc (panel E, PDB ID: 1KDI[7]). Red, Ddave
0.04 ppm; orange, 0.04>Ddave0.02 ppm; yellow, 0.02>Ddave0.01 ppm; white, Ddave<0.01 ppm; Gray, no data or overlapping resonances. Binding maps
for the other peptides are shown in Figure S1.
Table 1. Dissociation constants of the complexes formed between Pc(Zn) and tetralysine peptides and their calculated bound fractions at the end point of
the titrations.
Pc Lys4-Ala Lys4-X Ala-Lys4 X-Lys4
Kd [mm] Fraction Kd [mm] Fraction Kd [mm] Fraction Kd [mm] Fraction
PoPc 15040 0.95 9030 0.97 11020 0.97 13040 0.96
DPc (strong) 11020 0.97 11020 0.97 11020 0.98 11020 0.96
DPc (weak) 30040 0.91 30050 0.90 34040 0.94 300100 0.94





The paramagnetic TOAC was introduced to determine whether
the bound peptide possesses a single, well-defined orientation
or several orientations. If the peptide orientation is well-de-
fined, the strong distance dependence of the PRE should result
in highly localized effects. The TOAC was placed at the N or
C terminus of the tetralysine peptide in order to interfere mini-
mally with binding.[29] The attached spin labels were thus ex-
pected to yield PRE of nuclei on nearby Pc residues. If the
peptides bind in a specific orientation, the N- and C-terminal
TOACS should generate different PRE patterns.
PREs were observed for some residues, as shown in Figure 4.
Binding of these peptides to the three Pcs is in the fast-ex-
change regime, so the observed PRE is a weighted average of
free Pc (no PRE) and bound Pc. By dividing the observed PRE
by the fractions bound, calculated from the Kd, the PRE for
100% bound Pc was obtained. For DPc, the weak-binding Kd
values were used, because most residues showed weak bind-
ing.
For PoPc binding to Lys4-X, the resonances that were broad-
ened beyond detection were those of Gly49, Glu59, and the
side chain of Gln88. For PoPc binding with X-Lys4, the reso-
nance of an additional residue (Glu43) was completely broad-
ened. These residues are located on the same side as the
acidic patches, which include Glu43 and Glu59. Resonances of
many residues located around the acidic patch also experi-
enced PRE at various magnitudes. This observation indicates
that the binding sites of the peptides on Pc are not restricted
to the acidic patch residues only, but also extend to other
polar or charged residues around this region and even to the
hydrophobic patch, including some positive residues such as
Lys26, Lys54, and Lys66 (Ipara/Idia ratio: 0.60–0.84). This observa-
tion suggests that the peptides sample a large area of the pro-
tein surface and demonstrates the superior sensitivity of PRE
for transient interactions.
For the interaction of DPc with Lys4-X and X-Lys4, the reso-
nances of three residues disappeared from the spectra: Gly33,
Gly36, and Glu68. Resonances of two other acidic residues
(Glu34 and Asp69) were broadened but still visible in the spec-
tra (Ipara/Idia ratio: 0.59–0.82). These five residues are close to-
gether on the acidic arc at the northern side of DPc, indicating
that the cluster of negative charges on the protein attracted
the peptides by charge–charge interactions.
For PhPc, only one resonance (Thr75) had a clearly signifi-
cant PRE (Ipara/Idia ratio: 0.5) under the experimental conditions
(peptide/protein ratio: 1:1). The Ipara/Idia ratios of Val48, Leu55,
His61 and Gln63 were 0.84, 0.83, 0.84, and 0.83, respectively.
These values are close to the defined threshold for unaffected
residues (Ipara/Idia ratio: 0.85).
The PRE effects of tetralysine peptides on DPc are smaller
than on PoPc in general. This is due to a smaller bound frac-
tion. The nuclei that experience the largest CSP in DPc are not
those that exhibit the largest PRE, probably because CSP moni-
tors the effects from all atoms within the peptides, whereas
PRE indicates the effects from the paramagnetic center only.
It is interesting to note that strongly affected residues have
unaffected neighbors. One such example is Ala73 of PoPc,
which is affected by PRE, while the neighboring Val72 and
Leu74 are not. Similarly, Ala75 of DPc, located in between the
residues with PREs (Lys74 and Lys76), remains unaffected.
Another example is seen with Asp61 and Glu62 of DPc, both
located on the acidic arc. Asp61 is affected, but Glu62 is unaf-
fected. These findings suggest highly localized effects and will
be discussed in more detail later.
Ensemble docking
Visualization of the encounter state on the basis of PRE data
can be carried out quantitatively by using the ensemble dock-
ing approach.[28] Calculations were performed using 1–15
copies of a pseudoatom that represents the paramagnetic
center. Experimental PREs were converted into distances for
ensemble docking. For DPc, the Kd values used here are the
low affinity values, as most residues belong to the low affinity
group. The high affinity residues were completely broadened;
therefore, their target distance ranges are the same using
Figure 3. Chemical shift changes of selected Pcs resonances as a function of
increasing [peptide]/[Pc] . The dissociation constants of the corresponding
peptides (Table 1) were obtained by simultaneous fitting to a 1:1 binding
model for PoPc (solid lines) and by simulation of two-site binding for DPc.
Error bars represent 0.005 ppm. A) Lys4-X with PoPc; B) Lys4-X with DPc,
strong binding residues; C) Lys4-X with DPc, weak binding residues.




either Kd value. Violations were defined as the absolute differ-
ences between the distance back-calculated from the entire
ensemble (by using r6 averaging) and the experimental dis-
tance. Figure 5 shows the results of ensemble docking for Lys4-
X binding to PoPc and DPc with increasing ensemble size.
Large distance violations occurred when using a single repre-
sentation of the paramagnetic center (Figure 5, N=1), indicat-
ing that multiple orientations are required to describe the
data. As a result of increasing degrees of freedom, the distance
violations were reduced with increasingly larger ensembles.
For PoPc (Figure 5A), no significant reduction in violation oc-
curred at N8. For DPc, the violation curve flattened at N=5
(Figure 5B).
The resulting ensembles for N=6 are shown in Figure 6.
Most of the paramagnetic centers are located in well-defined
positions and not in a “cloud” of orientations. This correlates
with the observation that some amides of Pc are strongly
affected by PRE, whereas others that are nearby are not. That
can be explained by assuming that the paramagnetic center
spends a short time being very
close to the affected amide.
Most of the affected amides
have a considerable accessible
surface area (ASA), which ena-
bles a close contact with the
TOAC. In general, no major dif-
ferences were observed for X-
Lys4 and Lys4-X.
Monte Carlo simulations
Previous studies have shown
that many encounter complexes
are predominantly stabilized by
electrostatic forces,[2] although in
some cases, short-range hydro-
phobic interactions may also
contribute.[35] Visualization of the
encounter complex of Cyt c and
Cyt c peroxidase was successfully
achieved using PRE data and
rigid-body MC simulations.[36]
The results showed that forma-
tion of this encounter complex
was driven by charge–charge in-
teractions. In MC simulations,
one protein is docked to the
other, guided by an electrostatic
field and MC sampling.[37] In this
way, charge–charge interactions
represent the only force that
brings the binding partners to-
gether. Rigid-body MC docking
simulations were performed for
the Pc–peptide complexes, and
a Boltzmann distribution of ori-
entations of the peptide in com-
plex with Pc was obtained. The paramagnetic centers of the
peptides in this distribution are shown as green (Lys4-X) and
blue (X-Lys4) spheres around Pc in Figure 7.
The results for PoPc (Figure 7A) and DPc (Figure 7B) show
that the peptides are located close to the acidic patches. For
PhPc, the population is more randomly distributed, with a rela-
tively higher density at the side of PhPc that is farthest from
the hydrophobic patch (Figure 7C).
The distances from the nitroxy oxygen of the TOAC to the
Pc amide hydrogens were measured and averaged (using r6
averaging) for an ensemble existing of 2000 orientations ran-
domly selected from the entire distribution. The distances ob-
tained were compared with the experimental values. The viola-
tions calculated for the MC docking ensemble were 2.08, 1.70,
0.68, and 0.56 for PoPc–Lys4-X, PoPc–X-Lys4, DPc–Lys4-X, and
DPc–X-Lys4, respectively. All violations are in the middle of the
range of values shown in Figure 5A and B and Figure S5A and
B). Thus, the MC docking ensemble does not fully agree with
the PRE data. Figure 8 shows the back-calculated average dis-
Figure 4. PRE effects in Pc–Lys4-X complexes. The paramagnetic peptide was added to Pc at a peptide/Pc molar
ratio of 0.5 for DPc and 1 for PoPc and PhPc, resulting in fractions of bound Pc of 14% for DPc and 35% for
PoPc. The bound fraction for PhPc is unknown but expected to be very small. Left : A) PRE maps of PoPc (PDB ID:
1TKW[32]), B) DPc (PDB ID: 1KDI[7]), and C) PhPc (PDB ID: 2Q5B) bound to the Lys4-X peptide. Surface model colors :
red, Ipara/Idia<0.1; orange, 0.1 Ipara/Idia<0.85; white, Ipara/Idia0.85; gray, prolines, unassigned, and overlapping res-
onances. Right: relative 1H,15N HSQC intensities of the backbone amide of A) PoPc (including side chains, which
are shown as blue squares), B) DPc, and C) PhPc in complex with TOAC-containing peptides. Error bars denote
twofold standard deviations, derived from spectral noise levels using standard error propagation procedures. For
most data points, the error bars are within the symbol.




tances for each Pc residue in comparison with the PRE-derived
distances. Although MC docking clearly places the paramag-
netic center close to the affected residues, the simulation un-
derestimates the PRE for these residues.
Figure 9 shows the plots of electrostatic interaction energy
distribution for the Pc–Lys4-X complexes. PoPc (Figure 9A) and
DPc (Figure 9B) have similar patterns. The highest population
in DPc was at 6 kcalmol1, whereas in PoPc it was at 7 kcal
mol1. For PhPc (Figure 9C), it is clear that the charge–charge
interaction is much weaker (highest population at 2 kcal
mol1). Histograms for the Pc–X-Lys4 complexes are shown in
Figure S5. The highest populations appeared at 8, 7, and
2 kcalmol1 for PoPc, DPc, and PhPc, respectively.
Discussion
The aim of the present work was to experimentally character-
ize the dynamics in encounter complexes. The rationale was to
create a pure encounter complex by ensuring that electrostat-
ics dominate the interactions. For this purpose, the complexes
formed by charged tetralysine peptides and three Pcs with dis-
tinct surface charge properties were studied. At pH 6.5, the net
charges of PoPc, DPc, and PhPc are 7, 5, and 1, respec-
tively, and the charge distributions differ markedly between
these Pcs.
Previously, the interaction between the seed plant S. praten-
sis Pc and lysine peptides of varying lengths was studied using
circular dichroism, UV–visible absorption, resonance Raman
spectroscopy, and cyclic voltammetry. Minor changes in the
geometry of the copper site were observed upon peptide
binding.[20,23] The peptides also competitively inhibited electron
Figure 5. Averaged distance violations against a number of paramagnetic
pseudoatoms (N=1–6, 8, 10, 15) in the ensemble docking. A) Lys4-X–PoPc,
B) Lys4-X–DPc. The dashed horizontal lines indicate the average violations
calculated from MC dock.
Figure 6. Ensemble docking. A) and B) Correlation of experimental distances (black dots) and back-calculated average distances (green dots with green con-
necting lines) from the ensemble docking (N=6, 20 lowest energy structures) of Lys4-X bound to A) PoPc and B) DPc, with error bars representing the stan-
dard deviation. Right y-axes indicate the accessible surface area (ASA) of each amide proton, shown as blue dots with blue connecting lines. Gray areas indi-
cate the error margins of the experimental distances. C) and D) PRE-based ensemble docking results (N=6) of C) PoPc (396 solutions for Lys4-X and 594 for X-
Lys4) and D) DPc (630 solutions for Lys4-X and 360 for X-Lys4). The paramagnetic centers from TOAC are shown as spheres, with Lys4-X in green and X-Lys4 in
blue. Protein surfaces are colored the same as in PRE maps (Figure 4).




transfer from Cyt f[22] and Cyt c.[20] Mutagenesis of Pc showed
that the interaction and electron-transfer inhibition by lysine
peptides decreased significantly as the net charge of the Pc
negative patch decreased,[20] showing that charge interaction
contributed to the binding. The authors of this study proposed
a specific and effective interaction between the positively
charged peptides and the negative patches of Pc.[20] These
studies monitored spectroscopic changes caused by peptide
binding but could not directly observe the binding interface
and the dynamics of the interaction. Other studies of highly
charged electron transfer proteins with small- or medium-sized
molecules also emphasized the importance of charge–charge
interactions in binding. Increasingly tight binding to Cyt c was
observed for porphyrins with an increasing number of carboxy-
lates, even with subnanomolar Kd values.
[38, 39] Structural charac-
terization of the complex of Cyt c with similar, though more
weakly binding porphyrins (high micromolar range) by CSP
analysis suggested mobility of the porphyrin on the protein
surface.[40] Cyt c has also been shown to interact with calixar-
enes. When decorated with many negative charges, these
compounds compete effectively with natural protein partners
for binding to Cyt c.[41] A recent and elegant structural study
showed that calixarenes interact with several amino groups of
lysines, taking several specific conformations on the surface of
the cytochrome.[42]
Charge–charge interactions
To establish whether charge–charge interactions were the
dominating interaction force in the Pc–Lys4 complexes, the in-
teraction surface was mapped using CSPs and compared with
the results from the electrostatically driven MC simulations. In
PoPc and DPc, CSPs were largest in the acidic regions. The Kd
values were about 100 mm for PoPc and 110 mm and 300 mm
for the two binding sites on DPc. For PhPc, peptide binding re-
Figure 7. MC docking results showing 2000 solutions of Lys4-X and X-Lys4
bound to A) PoPc, B) DPc, and C) PhPc. The paramagnetic centers of the
peptides are shown as green (Lys4-X) and blue (X-Lys4) spheres. Protein sur-
faces are colored according to the PRE maps (Figure 4). The 2000 orienta-
tions in each ensemble were selected randomly for the entire MC docking
solution set.
Figure 8. Comparison of experimental distances (dots) and back-calculated
average distances (circles with connecting lines) between Pc amides and the
TOAC nitroxy oxygen atoms in the ensembles from MC simulations (2000
structures). A) PoPc–Lys4-X; B) DPc–Lys4-X.
Figure 9. Histograms showing the electrostatic interaction energy distribu-
tion of 2000 structures randomly selected from the MC simulations. A) PoPc–
Lys4-X, B) DPc–Lys4-X, C) PhPc–Lys4-X.




sulted in very small CSPs, suggesting a low affinity. No dissocia-
tion constant could be determined. These results are in good
agreement with the MC simulations. The electrostatic ensem-
bles match well with the CSP-derived binding maps for PoPc
and DPc. The electrostatic interaction energies indicated that
these two Pcs have a strong interaction, whereas for PhPc, the
affinity was quite weak. The data indicate that charge-driven
binding is a good first description of the complexes.
Paramagnetic relaxation effects
To determine whether the peptides assume a single, well-de-
fined orientation or exhibit multiple orientations, the paramag-
netic amino acid TOAC was incorporated at the N or C termi-
nus of tetralysine peptides. Control peptides with Ala instead
of TOAC were used to assess the effect of TOAC incorporation
on peptide binding to Pc. No significant difference between
the binding affinities of TOAC- and Ala-tetralysine peptides
was observed, indicating that TOAC has little influence on the
thermodynamics of peptide binding.
In PoPc, the presence of TOAC caused PREs mainly in the
neighborhood of the acidic patches as well as for some of the
hydrophobic patch residues. Almost no CSPs were observed in
the hydrophobic patch, which suggests that the PREs for those
residues represent peptide orientations that are sparsely popu-
lated. The PRE is highly sensitive for minor states in which the
paramagnetic center is brought within close proximity of the
nucleus. Apparently, transiently peptide–protein interactions
that are not dominated by electrostatic forces were present. In
DPc, the area affected by PREs is smaller and more localized
than in PoPc. The largest PREs were detected around the top
of the acidic arc, close to the copper site. The PRE and CSP
maps were similar in this case. For PhPc, few PREs and CSPs
were observed, in accordance with the weak affinity for tetra-
lysine peptides.
Dynamics in the complexes
It is believed that the overall size of the CSP is a measure for
the degree of dynamics in a protein complex. Large CSPs are
caused by a single, well-defined orientation in the complex, in
which desolvation of the interface and multiple short-range
interactions occur. Small CSPs indicate averaging of multiple
orientations in the encounter state, with minimal desolvation.
Small CSPs have been observed in several complexes of redox
proteins that are thought to be highly dynamic, including
Cyt b5–myoglobin,
[48] Cyt c–adrenodoxin,[49] Cyt c–Pc,[50] and
Cyt c–Cyt b5.
[51] In this study, similarly small CSPs were observed
in all Pc–peptide complexes. Small CSPs can be caused by a
dynamic interaction or simply low affinity. In the case of PoPc
and DPc, the CSPs could be extrapolated to 100% on the basis
of the Kd value, demonstrating that the CSPs are indeed small
for the fully bound Pc. For PhPc the CSPs were too small even
to derive a reliable Kd value. To support the hypothesis that
small overall CSP values correlate with dynamic interactions,
we used PRE mapping. The observed PREs were scattered over
the Pc surface, and both for PoPc and DPc, they could not be
satisfied by a single orientation of the peptides. Furthermore,
the N- and C-terminal TOAC-containing peptides gave very
similar PRE maps, which is not to expected for peptides bind-
ing in well-defined orientations. Thus, qualitatively, the PRE re-
sults strongly support a dynamic binding model in which the
peptide assumes many orientations relative to Pc and intercon-
verts between these orientations faster than the NMR time-
scale defined by the maximum CSP (exchange rate @250 s1).
Back-calculated distances using the ensemble docking ap-
proach with multiple orientations showed a good correlation
with the experimental PREs for ensemble sizes much larger
than 1, which is in line with dynamics within the complex.
Also, the average distances between TOAC and Pc amides of
the MC docking ensembles matched the experimental distan-
ces qualitatively but not quantitatively; the TOAC molecules
were, on average, not close enough to the affected Pc amide
groups to explain the observed PREs. This observation could
be a consequence of the limitations of the docking method,
such as the use of an exclusion grid to avoid steric hindrance.
Alternatively, it could point toward small contributions of inter-
actions other than electrostatics, perhaps very transient hydro-
gen bond formation between the exposed amide protons and
the oxygen of TOAC. Evidence for the latter explanation comes
from the PRE pattern. It is remarkable that the NMR resonances
of several residues were broadened beyond detection due to
a PRE, whereas those of neighboring amides were (almost) un-
affected. The distance between neighboring amides is about
4 , so the PRE ratio for two amide residues is at most propor-
tional to r6/(r+4)6, where r is the distance between the nitro-
xy radical and the nearest amide proton. It can be shown that,
at least for some amides, this must imply that the TOAC nitro-
xy group approaches very closely, within several ngstrçms for
a short fraction of the time, which suggests that the sensitivity
of PRE for minor states provides evidence for weak and transi-
ent short-range interactions. In physiological systems of pro-
tein–protein complexes such interactions must occur in the
encounter complex next to the dominant charge–charge inter-
actions for the complex to proceed to the final, well-defined
complex.
Conclusions
The binding of tetralysine peptides to Pcs with different sur-
face charge properties was characterized by a combination of
CSP, PRE NMR, and MC simulations. The high similarity of CSP
maps for the different peptides used in the study, as well as
the small magnitudes of CSPs, strongly suggests a high degree
of dynamics. Also, the scattered distribution of PREs indicates
the presence of multiple orientations. The peculiar distribution
of peptide positions obtained from ensemble docking with
high densities in small areas only qualitatively matches the
electrostatic docking simulations, suggesting that the PRE
approach picks up very transient, short-range interactions be-
tween the peptide and the protein, in which the TOAC closely
approaches specific amide protons.





Peptide synthesis and preparation: Fmoc-TOAC-OH was pur-
chased from Iris Biotech (Germany). Synthetic peptides Ala-Lys4,
Lys4-Ala, TOAC-Lys4 (X-Lys4), and Lys4-TOAC (Lys4-X) were prepared
as described,[29] with N-terminal acetylation and C-terminal amida-
tion. Peptide purity was verified by rpHPLC, and peptide integrity
was assessed by MALDI-TOF mass spectrometry. The peptides were
dissolved in 10 mm NaPi, pH 6.5. The fraction of paramagnetic pep-
tide was checked by EPR and found to be close to 100%. The
quantity of trifluoroacetic acid (TFA) in the samples was confirmed
by 19F NMR with trifluorotoluene as the internal reference. A TFA/
peptide molar ratio of 5:1 was used to calculate the peptide con-
centration.
Protein expression and purification
General procedure: 15N-enriched M9 minimal media was prepared
as described previously.[52] For PoPc and PhPc, copper was exclud-
ed during bacterial growth. For additional 13C labeling, the minimal
medium was supplemented with 2 gL1 13C-glucose. Cells were har-
vested by centrifugation and lysed with a French pressure cell
(Stansted Fluid Power Ltd.) in the presence of 1 mg lysozyme,
3.75 mg DNase, 1 mm PMSF, and ZnCl2 (100 mm for PoPc and DPc,
5 mm for PhPc). For PoPc and DPc, an additional 250 mm of ZnCl2
was added after passing through the French press. Cell debris was
removed by centrifugation at 7000g for 25 min, and membranes
were removed by ultracentrifugation at 25000g for 1 h. All col-
umns used for purification were purchased from GE Healthcare
Biosciences. PoPc and DPc concentrations were determined using
the Bradford assay (Bio-Rad) with bovine serum albumin as the
standard. Pc was considered pure when the protein migrated as
a single band on SDS-PAGE (15%, 200 V, 50 min).
PoPc: The PoPc gene from plasmid pETPc[32] was subcloned into
a pET28 plasmid with an additional glycine residue at the N termi-
nus. 15N-labeled PoPc was essentially produced as described[32]
with the following modification: the protein was expressed in
E. coli (Rosetta 2) in M9 minimal medium (1 L, 0.5 L per 2 L Erlen-
meyer flask). Protein production was induced by adding IPTG to
a final concentration of 0.5 mm. Incubation was continued at 16 8C
overnight. The protein was purified using 35 mL HiTrap-DEAE FF
ion-exchange columns in 20 mm sodium phosphate, pH 7.0. The
protein was eluted with a gradient of 0–500 mm NaCl. Fractions
containing PoPc were concentrated and purified by a Superdex G-
75 size-exclusion column in 20 mm sodium phosphate, pH 6.8,
100 mm NaCl. The yield of pure protein was 1.5 mgL1 of culture
for 15N-PoPc and 0.75 mgL1 of culture for 15N,13C-PoPc.
DPc: 15N- and 15N/13C-labelled recombinant DPc containing zinc
was produced in E. coli BL21(DE3) and purified as described
before[31] with the following modifications: all copper salts were re-
placed by ZnCl2 during purification. The protein was purified using
35 mL HiTrap-Q HP ion-exchange columns in 10 mm sodium
phosphate, pH 5.8 at 4 8C. The impurities were eluted with a gradi-
ent of 0–100 mm NaCl at 4 mLmin1, and the Pc protein was
eluted in 100 mm NaCl at 0.5 mLmin1. Then, size-exclusion chro-
matography with a Superdex G-75 column was performed in a
buffer of 10 mm sodium phosphate, pH 6.5 and 100 mm NaCl. The
yield of pure protein was 149 mgL1 of culture for 15N-DPc and
19 mgL1 of culture for 15N,13C-DPc.
PhPc: Uniformly 15N-enriched PhPc was produced without the
leader peptide and purified as described[53] with the following
modifications: after cell lysis and ultracentrifugation, the superna-
tant was dialyzed against 0.5 mm ZnCl2 and 5 mm Tris·HCl, pH 7.5
overnight at 4 8C. Pc concentrations were determined using e280=
5.00 cm1mm1 on a Cary 50 spectrophotometer (Varian). The yield
of pure protein was 3.5 mgL1 of culture for 15N-PhPc.
NMR measurements: All Pcs were concentrated by ultrafiltration
(Amicon, Mw-cutoff 3 kDa). The sample buffer was 10 mm sodium
phosphate, pH 6.5, and 6% D2O. For peptide titrations, the protein
concentrations were 200 mm for 15N-DPc(Zn) and 15N-PhPc(Zn) and
110 mm for 15N-PoPc(Zn). The samples for fern Pc and poplar Pc
backbone assignments consisted of 2.4 mm and 0.25 mm 13C/15N-
labeled protein, respectively. Peptide solutions were prepared in
10 mm sodium phosphate, pH 6.5. All NMR spectra were recorded
at 300 K on a Bruker AVIII600 spectrometer equipped with a triple-
resonance TXI-Z-GRAD cryoprobe, or a Bruker 600 MHz Avance
DRX spectrometer equipped with a 5 mm TCI cryoprobe. Data
were processed with TopSpin (Bruker) and analyzed in SPARKY.[55]
Resonances in the HSQC spectra of DPc and PoPc were assigned
using 3D HNCACB experiments. The side chain resonance assign-
ments of PoPc were taken from PoPc(Cd).[32] NMR assignments
have been deposited to the BMRB, entry codes 19236 (DPc) and
19247 (PoPc).
PRE analysis: The paramagnetic X-Lys4 and Lys4-X peptides were
added into 15N-labelled Pc separately, and 1H,15N HSQC spectra
were recorded. Each paramagnetic peptide was added to Pc at
a peptide/Pc molar ratio of 0.5 for DPc and 1 for PoPc and PhPc.
Under these conditions, the fractions of bound Pc were 14% for
DPc and 35% for PoPc. Diamagnetic spectra were recorded by re-
ducing the peptides with sodium ascorbate (5 equiv). PREs were
determined according to the procedure of Battiste and Wagner.[54]
The intensity ratio (Ipara/Idia) of the Pc resonances in the presence of
X-Lys4 or Lys4-X was normalized by dividing by the average value
of the ten largest Ipara/Idia values. The scaling factors for each Pc–
peptide were 0.92, 0.87, 0.93, 1.07, 0.94, and 0.95 for PoPc–Lys4-X,
PoPc–X-Lys4, DPc–Lys4-X, DPc–X-Lys4, PhPc–KKKX and PhPc–X-Lys4,
respectively.






R dia2 þ Rpara2
ð1Þ
The transverse relaxation rates in the diamagnetic sample (R dia2 )
were calculated from the line width at half height obtained from
a Lorentzian peak fit in the direct dimension using SPARKY. The
symbol t denotes the time for transverse relaxation during the
pulse sequence (9 ms).
Calculation of dissociation constants: Peptide binding was ob-
served through the changes of protein resonances in the
1H,15N HSQC spectrum upon titration with the peptide. CSP analysis
was carried out as described before.[56] The dissociation constants
(Kd) for PoPc were determined using a two-parameter nonlinear re-
gression curve fitting based on
a one-site binding model as de-
scribed previously.[57] The fraction of
bound ligand was calculated using
the dissociation constant. For DPc,
resonance overlap was observed for
Thr79/Glu25 and Ala23/Phe12 during
the titrations. These four residues
were excluded from the Kd calcula-
tion. The peptide–DPc interaction
was modeled with two independent
binding sites (Scheme 1). P and L in-
Scheme 1. Two-site binding
model of DPc. P, protein; L,
ligand; Kd1 and Kd2, dissocia-
tion constants.




dicate the free protein and the free peptide, respectively. (PL)1 and
(PL)2 are the 1:1 complexes formed by peptide binding to sites
1 and 2 on DPc, respectively. PLL is the protein with two peptides
bound. Kd1 and Kd2 are the dissociation constants for sites 1 and 2,
respectively. The binding curves were simulated numerically with
varying values for Kd1, Kd2, and the Dd at 100% bound Pc using Mi-
crosoft Excel.
Ensemble docking: For DPc, PhPc, and PoPc, the PDB IDs 1KDI,[7]
2Q5B, and Pc from 1TKW model 1[32] were used, respectively. The
structure of Pc in 1TKW originated from PDB 5PCY.[4] The RMSD of
all atoms between Pc in 1TKW and 5PCY is 0.15 .
The PREs were converted into distances for structure calculations
as described previously.[56] tc was taken to be 5.54 ns for DPc,
5.14 ns for PoPc, and 5.93 ns for PhPc, on the basis of the HY-
DRONMR[58] prediction of the rotational correlation time for each
Pc. For each peak, R2 was estimated from the width at half-height
(Dn1/2) of a Lorentzian fit in the proton dimension by using R2=
pDn1/2. PRE values were calculated after normalization of the Ipara/
Idia ratios and extrapolated to 100% bound by dividing the values
by their bound fractions (35% for PoPc and 14% for DPc). Three
classes of PRE restraints were included in the calculations:[29] 1) For
amide residues whose resonances disappear in the paramagnetic
spectrum, an upper limit for Ipara was estimated from the standard
deviation of the noise level of the spectrum. The upper bound PRE
(Rpara2 ) value was set to 500 s
1 and the distance set to 9 . 2) For
residues with Ipara/Idia>0.85, the lower bound distance was set to
15 . 3) For residues with Ipara/Idia between 0.1 and 0.85, the distan-
ces (r) calculated according to a previously described equation[56]
were used, with upper and lower bounds of (r0.1) . Violations
were defined as the absolute differences between the calculated
distance and the experimental distance including the correspond-
ing upper and lower bound margins for the three classes. An addi-
tional restraint ensures that the TOAC nitroxy oxygen atom and
the Pc center of mass are at a distance between 10 and 30 . The
structure calculations were done in XPLOR-NIH.[59] The accessible
surface area (ASA) of each amide proton was calculated with
a Python-based implementation of the Shrake–Rupley algorithm.[60]
Monte Carlo simulations: The peptide coordinates of X-Lys4 and
Lys4-X were generated from the PRODRG server,
[61] and the confor-
mations were optimized in Swiss PDB-Viewer[62] to separate the
charges as far as possible (Figure S6). For DPc, PhPc, and PoPc the
PDB IDs 1KDI,[7] 2Q5B, and 1TKW model 1[32] were used, respective-
ly. Structure preparation and the rigid-body MC simulation[37] were
performed as described.[35,36] The electrostatic potential was calcu-
lated with APBS[63] for an ionic strength of 0.01 m and a tempera-
ture of 300 K to match the experimental conditions. An ensemble
of 2000 peptide orientations, randomly selected from the entire
run of 2.2106 saved structures, was considered for the calcula-
tions. The averaged distances were derived from the ensemble and
compared to the experimental distances.
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Figure S1: CSPs (extrapolated to 100% bound) mapped onto the protein surfaces from 
the binding of Lys4-X (panels A and B), Lys4-Ala (panels C and D) and Ala-Lys4 
(panels E and F) to PoPc (left, PDB entry 1TKW
[1]
) and DPc (right, PDB entry 
1KDI
[2]
). Color representations: red, ave ≥ 0.04 ppm; orange, 0.04 >ave ≥ 0.02 
ppm; yellow, 0.02 >ave≥ 0.01 ppm; white,ave < 0.01 ppm; grey, no data or 





Figure S2: Chemical shift changes of Pcs resonances as a function of increasing 
[peptide]/[Pc] for peptides X-Lys4 and Lys4-X. The dissociation constants of the 
corresponding peptides (Table 1) were obtained by simultaneous fitting to a 1:1 
binding model for PoPc (solid lines) and by simulation for 2-site binding for DPc. (A) 
X-Lys4 with PoPc; (B) X-Lys4 with DPc, strong-binding residues; (C) X-Lys4 with 
DPc, weak-binding residues; (D) Lys4-X with PhPc; (E) X-Lys4 with PhPc. The 
titration points for each residue in (D) and (E) are connected with dashed lines. Error 




Figure S3: Chemical shift changes of Pcs resonances as a function of increasing 
[peptide]/[Pc] for peptides Lys4-Ala and Ala-Lys4. The residues which showed largest 
perturbations are shown. The dissociation constants of the corresponding peptides 
(Table 1) were obtained by simultaneous fitting to a 1:1 binding model for PoPc (solid 
lines) and by simulation for 2-site binding for DPc. (A) Lys4-Ala with PoPc; (B) 
Ala-Lys4 with PoPc; (C) Lys4-Ala with DPc, strong-binding residues; (D) Ala-Lys4 
with DPc, strong-binding residues; (E) Lys4-Ala with DPc, weak-binding residues; (F) 
Ala-Lys4 with DPc, weak-binding residues; (G) Lys4-Ala with PhPc; (B) Ala-Lys4 
84
4 
with PhPc. The titration points for each residue in (G) and (H) are connected with 
dashed lines. Error bars represent ± 0.005 ppm. 
 
Figure S4: PRE effects in Pc- X-Lys4 complexes. Left: PRE maps of PoPc (A, PDB 
entry 1TKW
[1]
), DPc (B, PDB entry 1KDI
[2]
) and PhPc (C, PDB entry 2Q5B) bound 
to X-Lys4 peptide, color-coded on surface models of Pc: red, Ipara/Idia < 0.1; orange, 
0.1 ≤Ipara/Idia < 0.85; white, Ipara/Idia ≥ 0.85; grey, prolines, unassigned, and overlapping 




N]-HSQC intensities of amides PoPc (A), DPc(B) 
and PhPc(C) in the complex with TOAC-containing peptides. For PoPc, the side 
chains are also included (blue squares). The dashed horizontal lines indicate Ipara/Idia = 
85
5 
0.85 (orange lines) and 0.1 (red lines). The error bars denote 2× standard deviations, 
derived from spectral noise levels using standard error propagation procedures. 
 
 
Figure S5: (A-B) Averaged distance violations against number of X-Lys4 peptides 
(N=1-6,8,10,15) in the ensemble docking for PoPc (A) and DPc (B). (C-D) 
Correlation of experimental distances (black dots) and back-calculated average 
distances (green circles with connecting lines) from the ensemble docking (N=6) of 
86
6 
X-Lys4 bound to PoPc (C) and DPc (D). The average distances from the 20 
lowest-energy solutions of the PRE driven ensemble docking are shown as black 
circles connected by black lines with error bars representing the standard deviation. 
Right y axes show the accessible surface area (ASA) of each amide. Grey areas 
indicate the error margins of the experimental distances. (E-F) Comparison of 
experimental distances (black dots) and back-calculated average distances (green dots 
with connecting lines) between Pc amides and the 2000 ensembles of peptide 
paramagnetic oxygen atoms from MC simulations for PoPc (E) and DPc (F). Grey 
areas indicate the error margins of the experimental distances. (G-I) Histograms 
showing the energy distribution of 2000 ensembles from MC simulations: (G) PoPc- 




Figure S6: Modeled structures of tetralysine peptides with TOAC (X). (A) Lys4-X; 
(B) X-Lys4. The conformations were optimized in Swiss PDB-Viewer to separate the 
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ABSTRACT: Protein complex formation is thought to be at
least a two-step process, in which the active complex is
preceded by the formation of an encounter complex. The
interactions in the encounter complex are usually dominated
by electrostatic forces, whereas the active complex is also
stabilized by noncovalent short-range forces. Here, the
complex of cytochrome f and plastocyanin, electron-transfer
proteins involved in photosynthesis, was studied using
paramagnetic relaxation NMR spectroscopy. Spin labels were
attached to cytochrome f, and the relaxation enhancements of
plastocyanin nuclei were measured, demonstrating that a large
part of the cytochrome f surface area is sampled by
plastocyanin. In contrast, plastocyanin is always oriented
with its hydrophobic patch toward cytochrome f. The complex was visualized using ensemble docking, showing that the
encounter complex is stabilized by hydrophobic as well as electrostatic interactions. The results suggest a model of electrostatic
preorientation before the proteins make contact, followed by the formation of an encounter complex that rapidly leads to
electron-transfer active conformations by gradual increase of the overlap of nonpolar surface areas on cytochrome f and
plastocyanin. In this model the distinction between the encounter and active complexes vanishes, at least in the case of electron-
transfer complexes, which do not require a high degree of speciﬁcity.
■ INTRODUCTION
A general model for protein−protein interactions describes
protein association as a stepwise process in which the formation
of the ﬁnal complex is preceded by that of a transient, lowly
populated state encounter complex.1 In the ﬁrst step of
association, when the freely diﬀusing proteins approach each
other, they are steered toward certain encounter orientations by
long-range electrostatic interactions. In the encounter state,
proteins still show few speciﬁc interactions. They rather tend to
assume multiple orientations to sample the surface of the
partner and reduce the dimensionality of the search for the
speciﬁc binding site.2 The ﬁnal complex is dominated by short-
range, speciﬁc interactions, which stabilize it in a single
orientation. An encounter complex will not always proceed
toward the ﬁnal complex. In some cases it is futile and will
dissociate again.3,4 The applicability of this model has been
theoretically and experimentally demonstrated for complexes
with electrostatic-assisted association, both when the inter-
action partners showed high overall charge complementarity5,6
and when opposite charges are more localized in speciﬁc
regions on the surface of the reactants.7,8 At the same time,
given the wide variety in the electrostatic surface properties of
proteins, this model cannot readily be generalized for all protein
complexes. For complexes in which the interaction partners do
not present charge complementarity or apparent dipolar
interactions, a desolvation-mediated association has been
suggested on the basis of theoretical work,9,10 in which
hydrophobic interactions guide both encounter complex
formation and stabilization of the ﬁnal complex. Experimental
evidence of a predominantly hydrophobic-driven binding event
is rare, although some has been reported.11,12
To investigate the contribution of the diﬀerent forces
involved in the molecular recognition process for transient
complexes involved in electron transfer (ET), the complex
formed by plastocyanin (Pc) and cytochrome f (Cyt f) from the
cyanobacterium Nostoc sp. PCC 7119 was studied. Pc and Cyt f
are redox partners in oxygenic photosynthesis in plants, green
algae, and cyanobacteria. Pc transfers electrons from Cyt f of
the cytochrome b6 f complex to photosystem I (PSI).
13 In both
proteins the redox active sites are buried below extensive
hydrophobic surface patches, which form the speciﬁc binding
site. The overall electrostatic properties of the proteins vary
signiﬁcantly between diﬀerent species and inﬂuence the ﬁnal
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orientation of the complex. In plants, the ﬁnal complex has
been shown to be electrostatically stabilized in a “side-on”
orientation by complementary localized charges on the protein
surfaces, negative in Pc and positive in Cyt f.14,15 Comple-
mentary charges tilt Pc toward the long side of Cyt f and align
the hydrophobic binding sites, thus facilitating the ET reaction.
In the cyanobacterium Phormidium laminosum, the ﬁnal
complex assumes a “head-on” orientation.12 Pc is oriented
perpendicular to the heme plane and comes into contact with
Cyt f only with the hydrophobic patch. The “side-on”
orientation was also observed in the complexes from the
cyanobacteria Nostoc16 and Prochlorothrix hollandica,17 in which
the charges are inverse compared to the plant counterparts,
being positive in Pc and negative in Cyt f. Site-directed
mutagenesis of key interface residues important for the overall
electrostatic potential of the proteins from Nostoc demonstrated
that electrostatic interactions heavily regulate the kinetics of
complex formation.18,19 Interestingly, the loss of negatively
charged residues in Cyt f, in which charges are spread over a
large part of the surface instead of being localized in a speciﬁc
region, caused only small changes of the association rate
constant,19 whereas mutations of positively charged residues in
a conserved region in Pc showed these charges to be
fundamental for fast association.18 The surface charge proper-
ties of Pc and Cyt f appear to inﬂuence the degree of dynamics
within the complexes.20 The Ph. laminosum and Pr. hollandica
complexes showed to be highly dynamic.12,17 The solution
structures of the above-mentioned complexes have been
obtained by taking advantage of the pseudocontact shift
(PCS) caused by the paramagnetic heme iron of Cyt f on
backbone amide protons of Pc. PCS from the heme are not
very sensitive to dynamics, although the presence of many
diﬀerent Pc orientations will cause a decrease in the observed
average PCS. In a recent paramagnetic relaxation enhancement
(PRE) NMR study on the Nostoc system, we demonstrated that
the Pc−Cyt f complex is more dynamic than was suggested by
PCS, indicating the presence of a signiﬁcantly populated
encounter state.21
PRE NMR spectroscopy has proven to be a sensitive
technique for the detection and visualization of lowly populated
intermediates in protein−DNA22 and protein−protein com-
plexes.8,23,24 PREs arise from magnetic dipolar interactions
between the unpaired electron of a paramagnetic center and the
observed nucleus, which causes an increase in the relaxation of
the latter. Due to the large magnetic moment of the unpaired
electron and the inverse sixth power distance dependence of
the PRE, it is very large for nuclei that spend time in close
proximity of the paramagnetic center. The sensitivity of PRE
for lowly populated states is due to the fact that in the NMR
fast exchange regime the observed PRE rate is a population
weighted average of all species present in solution.25 If in the
lowly populated state the nucleus is close to the paramagnetic
center, a PRE can be detected on the exchange averaged signal,
even if the population is as low as 1%. Intermolecular PREs can
thus be used to investigate transient intermediates in protein−
protein complexes.23 The observed PREs provide explicit
qualitative evidence of the presence of the encounter state, but
they do not provide a complete description of the encounter
complex. Furthermore, the visualization of the encounter
complex is an ‘inverse’ problem since many possible solutions
can correspond to the observed PREs. To depict the encounter
complex, experimental data need to be supported by theoretical
models, generated by computational approaches. In the
ensemble docking approach, multiple conformers of a protein
are simultaneously docked to the other protein on the basis of
the experimental PRE.23 The encounter complex is visualized as
an ensemble of orientations that ﬁt the experimental restraints.
In purely theoretical methods, such as Brownian dynamics
(BD) and Monte Carlo (MC) simulations, in which proteins
are docked only on the basis of electrostatic interactions,7,26 the
encounter complex is given as a distribution of the favorable
electrostatic orientations.8
In our previous study on the Nostoc complex,21 three spin
labels were attached to Cyt f at sites surrounding the binding
site for plastocyanin. It was demonstrated that those spin labels
did not aﬀect the Pc chemical shift perturbation (CSP) map
caused by binding to Cyt f. The PRE data were not in
agreement with a single binding orientation of Pc, because the
aﬀected amide groups on Pc were very similar for each of the
spin labels, despite their diﬀerent locations on Cyt f. This
ﬁnding showed that Pc was sampling multiple orientations
within the complex. To map the range of the encounter
orientations of Pc, in the present study the number of spin label
positions was extended to nine. The results were used to
visualize the encounter complex by ensemble docking, and this
model was compared with MC simulations. The comparison
indicates that long-range electrostatic interactions preorient Pc
with the hydrophobic patch toward Cyt f and that Pc maintains
the same orientation while sampling the surface of Cyt f. The
ensemble docking visualization of the encounter complex
showed that the encounter complex is stabilized by hydro-
phobic as well as electrostatic interactions. We propose a model
for Pc−Cyt f complex formation in which long-range
electrostatic interactions preorient the unbound proteins before
they make contact. Pc diﬀusively binds to Cyt f forming an
extended encounter complex stabilized by the overlap of the
respective nonpolar surface areas, and the encounter complex
rapidly evolves to ET active conformations. The ambiguous
distinction between the encounter and the active complex in
this system will be discussed in the context of the physiological
cytochrome b6 f complex.
■ EXPERIMENTAL SECTION
Protein Production and Puriﬁcation. 15N enriched, Zn-
substituted Pc was produced and puriﬁed as described before.21 The
concentration of the protein was determined by absorbance spectros-
copy using ε280 = 5 mM
−1 cm−1. The yield of pure protein was 10 mg/
L of culture.
The pEAF-WT plasmid, containing the gene of the soluble domain
(residue 1−254) of Nostoc sp. PCC7119 Cyf f was kindly provided by
Prof. Dr. Miguel A. De la Rosa (University of Seville). Cyt f mutants
were obtained using pEAF-WT plasmid as template for mutagenesis.
The mutations to cysteine were introduced by using the QuikChange
Site-Directed Mutagenesis kit (Stratagene). The primers used for the
mutations at the positions N71, Q104, and S192 were described
before.21,27 The primers employed for the introduction of a cysteine at
the positions Q7, Q38, A63, Q125, S181, and Q242 are reported in
Table S1.
Truncated Cyt f was produced in E. coli MV1190 (D(lac-proAB),
thi, supE, D(srl-recA) 306::Tn10 (tetr) [F′:traD36, proAB+,
lacIqZΔM15]), transformed with pEAF-WT or mutant plasmids, and
cotransformed with pEC86, containing a cassette for c-type
cytochrome overexpression.28 Production and puriﬁcation of the
protein and spin label attachment of (1-acetoxy-2,2,5,5-tetramethyl-δ-
3-pyrroline-3-methyl) methanethiosulfonate (MTS) or (1-oxyl-2,2,5,5-
tetramethyl-δ-3-pyrroline-3-methyl) methanethiosulfonate (MTSL)
were performed as previously reported.18,21 The yield of protein
production ranged from 1 to 2 mg/L of culture. The expression of
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Q125C mutant was not reproducible, and only a small amount of
protein was obtained and used for NMR experiments. The
concentration of the protein was determined by absorbance spectros-
copy using ε556 = 31.5 mM
−1 cm−1 for ferrous Cyt f.
NMR Experiments. All NMR samples contained MES (20 mM,
pH 6) and 6% D2O for lock. The ferric state of Cyt f was preserved by
addition of K3[Fe(CN)6] (50 μM). The pH of the sample was
adjusted with small aliquots of HCl (0.5 M) and NaOH (0.5 M). For
the chemical shift perturbation experiments Cyt f was titrated into Zn-
substituted 15N Pc (50 μM). Spectra were recorded at multiple Cyt
f:Pc molar ratios (0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 2.5, 5.0). CSP experiments
were not performed for Q125C Cyt f because of lack of protein.
Samples for PRE measurements contained 33 μM Cyt f for the Q125C
mutant and 66 μM for the other mutants, labeled with either MTS or
MTSL. Samples also contained Zn-substituted 15N Pc, 100 μM in the
complex with Q125C Cyt f and 200 μM for the other Cyt f mutants.
All NMR spectra were recorded at 298 K on a Bruker Avance III 600
MHz spectrometer equipped with a TCI-Z-GRAD Cryoprobe. The
1H−15N HSQC spectra were acquired with 1024 and 80 complex
points in the direct and indirect dimensions, respectively.
NMR Data Analysis. The NMR spectra were processed with
NmrPipe29 and analyzed with CcpNMR Analysis.30 Chemical shift
perturbation analysis was carried out as described before.21
The PREs were determined according to the procedure described
by Battiste and Wagner.31 The intensity ratio Ip/Id of the Pc
resonances in the presence of MTSL-Cyt f (Ip) and MTS-Cyt f (Id)
was normalized by dividing them by the average value of the 10 largest
Ip/Id values (1.28 for Q7C, 1.63 for Q38C, 1.16 for A63C, 1.13 for
N71C and Q104C, 1.37 for Q125C, 0.83 for S181C, and 1.06 for
S192C and 0.92 for Q242C). The PRE (Γ2) values were calculated










R2d represents the transverse relaxation rate in the diamagnetic sample,
which was calculated from the line width at half height obtained from a
Lorentzian peak ﬁt in the direct dimension, by using FUDA (this
software was kindly provided by Dr. D. Fleming Hansen, University
College London). The symbol t indicates the time for transverse
relaxation during the pulse sequence (9 ms). The Γ2 values were
extrapolated to the 100% bound state using the experimentally
obtained KD.
Monte Carlo Simulations of the Encounter Complex. The
structure of the soluble part of Cyt f (residues 1−254) used for the
calculation was taken from the crystal structure of the cytochrome b6 f
complex from Nostoc sp. PCC 7120, PDB entry 2ZT9.32 The amino
acidic sequences of Cyt f from Nostoc sp. PCC 7120 and sp. PCC 7119
are identical. The structure ﬁle for Pc was taken from the PDB entry
2GIM.33 The hydrogen atoms were added with the module
HBUILD34 of Charmm.35 To preserve the original structure, only
the hydrogen atoms were minimized with the Charmm force ﬁeld,36
while the other atoms were kept ﬁxed in their original position. The
iron of Cyt f and the copper of Pc were considered to be in the
oxidized state, like in the experiments. The electrostatic potentials for
the single proteins were calculated with APBS.37 The dielectric
constants for Cyt f and the water were set to 4 and 80, respectively.
For all electrostatic potentials, a box with a diameter of 225 Å in x, y,
and z directions, with Cyt f centered at the origin of the coordinates
frame, was deﬁned. The ionic strength was set to 0.02 M and the
temperature to 298 K. The electrostatic potential was calculated with
the linearized Poisson−Boltzmann equation.
The docking was performed with the program MC-Dock26 and was
carried out in a similar way as was done before.8 Cyt f was chosen as
the receptor, and Pc was the ligand to dock. The simulation consisted
of 250 runs with 1 × 106 steps each and was carried out at a
temperature of 298 K. Only structures that respected the Metropolis
MC criterion38 were saved resulting in about 2.3 × 106 Cyt f-Pc
orientations. The main diﬀerence to the previous simulation consisted
in the use of an inclusion grid. The inclusion grid was created by
deﬁning a grid with a distance to the surface of Cyt f of 3 Å and a grid
point separation of 0.5 Å. If any atom of Pc is located within this
inclusion grid, the structure was included in the ﬁnal encounter
ensemble, otherwise the orientation was not considered. An ensemble
of 5000 Pc orientations, randomly selected, was considered for the
calculations. The averaged distances were derived from the ensemble
and compared to the experimental distances.
Ensemble Docking. Mutations and spin labels were modeled on
the structure of Cyt f (PDB entry 2ZT9),32 and four conformations
were used to represent the mobility of the spin label.39 The structure
of Pc was taken from PDB entry 2GIM.33
























Where r is the distance between the oxygen atom of MTSL and the Pc
amide proton, γ is the proton gyromagnetic ratio, g is the electronic g-
factor, β is the Bohr magneton, ωh is the Larmor frequency of the
proton, and τc is the rotational correlation time of the MTSL oxygen-
proton vector. τc was taken to be 30 ns on the basis of the
HYDRONMR40 prediction of the rotational correlation time for the
Pc−Cyt f complex.
The restraints for the calculations were obtained according to eq 3:











The ensemble Γ2 (Γ2ens) was calculated as the diﬀerence between
observed Γ2 (Γ2obs) and back-calculated Γ2 from the model of the ﬁnal
complex (model 1, PDB entry 1TU2) (Γ2final). The calculations were
carried out with f 2 values of = 0, 0.15, 0.25, 0.35, 0.5, 0.65, 0.75, 0.85,
0.95, and 1. The restraints were grouped into three classes as described
before.21
A description of the encounter complex was obtained with
restrained rigid-body docking in Xplor-NIH 2.9.941 to minimize the
diﬀerence between observed and back-calculated distances for all spin
labels. Calculations were carried out using either a single Pc conformer
or an ensemble of Pc molecules, with between 2 and 20 copies. The
distances (r) between an amide proton and the oxygen atom of MTSL
were r−6 averaged for all MTSL orientations and all Pc conformers.
Cyt f and Pc were both considered as rigid bodies, the coordinates of
Cyt f were ﬁxed, and Pc ensemble members were allowed to move
individually in a restrained rigid-body molecular dynamics calculation.
Overlap of Pc copies was allowed, since the ensemble represents a
distribution of states. Similarly, overlap of MTSL conformers with
other MTSL or Pc copies was allowed. For the visualization of the ﬁnal
encounter complex ensemble 150 dockings were performed, yielding
144 ensembles of 7 Pc conformers, with a diﬀerence in the total
restraint energy ≤20%.
The ensembles from separate dockings were evaluated by
calculating the average violation over all experimental distances.
Class 1 and 3 restraints are not easily expressed in a Q value. Violations
provide a better representation of the ﬁt of all three classes of
restraints. Class 2 violations were deﬁned as the absolute diﬀerence
between experimental and calculated distances for a certain amide
nucleus. Class 1 and 3 violations were deﬁned as that diﬀerence only
for back-predicted distances that were above 14 Å and below 23 Å,
respectively. The ensemble violation is the average violation for all
residues and all spin labels.
■ RESULTS
Introduction of Paramagnetic Probes on Cyt f . To
determine the extent of surface area of Cyt f being sampled by
Pc in the encounter complex, 9 cysteine mutants of Cyt f were
made for the attachment of nitroxy spin labels. The Cyt f
mutants were created for the positions Q7, Q38, A63, N71,
Journal of the American Chemical Society Article
dx.doi.org/10.1021/ja4015452 | J. Am. Chem. Soc. 2013, 135, 7681−76927683
92
Q104, Q125, S181, S192, and Q242. The mutation sites Q7,
A63, N71, Q104, and S192 are near to the Pc binding site
indicated by the solution model,16 whereas the remaining four
mutations are located elsewhere (Figure 1, central panel). To
preserve the original electrostatic potential of Cyt f, only polar,
uncharged amino acids and one Ala were selected for mutation
to cysteine. The copper in 15N Pc was substituted by ZnII to
eliminate the paramagnetic eﬀect and possible interference of
the ET reaction caused by the presence of CuII.42
To test whether the presence of spin label interferes with the
Pc−Cyt f binding, CSP analysis was performed for Pc bound to
Cyt f wild-type and mutants conjugated to the diamagnetic
control label MTS. Cyt f was thus titrated into a solution of 15N
Zn-Pc and HSQC spectra were acquired at each titration point.
The CSP curves for the most aﬀected residues were ﬁtted to
obtain a dissociation constant for each complex (Figure S1).
The KD values are listed in Table 1.
The KD value for the wt complex of 8 ± (3) × 10
−5 M is
similar to the reported values of 4 × 10−5 M for Cu-Pc43 and 6
× 10−5 M for Cd-substituted Pc.43
Most of Cyt f variants yielded KD values within the
experimental error of that of the wild-type. Moreover, the
binding maps, obtained by coloring the protein residues
according to the size of CSP, present a pattern similar to the
wild-type, indicating that the mutations and the attachment of
MTS at these positions cause no signiﬁcant eﬀects on the
aﬃnity of Pc for Cyt f and orientation of Pc with the respect to
Cyt f in the complex. In each case Pc binds predominantly via
Figure 1. PRE in the Pc−Cyt f complex. Central panel. Location of the spin labels (green sticks) modeled on the Nostoc sp. PCC 7119 Pc−Cyt f
complex (PDB entry 1TU2, model 1).16 Pc is shown in cyan Cα trace and the copper as a blue sphere. Cyt f is shown as white surface. This image
and others of molecular structures were made with Discovery Studio Visualizer 2.5 (Accelrys). Side panels. The Ip/Id ratios (red dots) are plotted
against the Pc residue number for each of the spin label position on Cyt f.
Table 1. Dissociation Constants of the Complexes Formed
by Nostoc Zn-Pc with Wild-Type and MTS-Conjugated Cyt
f a











aThe errors are indicated in parentheses and represent the precision of
the ﬁt.
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the hydrophobic patch and the region around Arg 93 (Figure
S2), similarly to previously reported data on Cd-substituted Pc
in the presence of reduced Cyt f.16 The Q38C-MTS and A63C-
MTS Cyt f variants exhibited KD values of 2 ± (1) × 10
−5 M,
which represent a small increase of binding aﬃnity. In the case
of Q38C-MTS Cyt f, the average size of the CSP and binding
map were similar to wild-type. The spin label position is located
far from the ﬁnal binding site (Figure 1), so the reason for the
lower KD values remains unclear. Larger perturbations of the
resonance positions were observed for binding of Pc to Cyt f
A63C-MTS than in the other studied cases. The largest CSPs
were about twice as large as those in the presence of wild-type
Cyt f (Figure 2A). Interestingly, the binding map is still similar
to that of wt, although the eﬀects of binding are stronger
(Figure 2B). Under the assumption that CSPs predominantly
represent the ﬁnal state,44,45 this observation suggests that Pc
binds Cyt f A63C-MTS in the same orientation as wt Cyt f but
that the ﬁnal state is more populated and the encounter state
less.
Paramagnetic Relaxation Enhancements. To determine
whether PREs could arise from unspeciﬁc interactions, free
MTS (diamagnetic) and MTSL (paramagnetic), with a
concentration corresponding to that of spin labeled Cyt f (66
μM, see below), were mixed with 15N-labeled Zn-Pc (200 μM).
No line broadening of the resonances was observed in the
presence of the paramagnetic spin label, indicating that
unspeciﬁc interactions with the label are not signiﬁcant under
these conditions.
Then, MTSL was attached to each of the nine Cyt f mutants,
and the tagged proteins were titrated to Pc to a molar ratio of
1:0.3 for Pc:Cyt f. At this ratio, the average fraction of Pc bound
to Cyt f is 24%. The CSP studies indicated that association and
dissociation are in the fast exchange regime, so the observed
PREs are a weighted average of free Pc, encounter complex and
ﬁnal complex. Thus, the PREs can be extrapolated to the 100%
bound state (encounter complex + ﬁnal complex) by dividing
by the fraction of bound Pc.
Spin labels attached to Cyt f near the binding site for Pc in
the ﬁnal complex, namely at the positions Q7, A63, N71, Q104,
and S192, caused an extensive broadening of Pc resonances,
reﬂected in a decrease of the Ip/Id ratio, the ratio of peak
intensities in the spectra of the paramagnetic and diamagnetic
samples (Figure 1). Surprisingly, mutants with the spin label
located on the backside of Cyt f relative to the binding site also
yielded moderate to strong PREs. For three of these mutants,
Q38C, S181C, and Q242C, only moderate eﬀects were
observed, whereas the spin label at position 125 caused strong
PRE on two Pc residues, L14 and L64, which are part of the
hydrophobic patch. From the Ip/Id ratios, the PRE (Γ2) were
determined and extrapolated to 100% bound Pc. The PREs
were mapped on the surface of Pc, shown in Figure 3.
The PRE patterns observed in the presence of spin label
attached near the main binding site are very similar. This result
is surprising, because the labels are located on diﬀerent sides of
Cyt f in the structure of the ﬁnal complex as shown in Figure 1,
and thus it is expected that diﬀerent regions of Pc would be
aﬀected. The results suggest that Pc samples an extensive area
of Cyt f predominantly with one face oriented toward it, since
no strong PREs were observed on the back-side of Pc (Figure
S3). The maps also resemble the CSP maps in Figure 2,
conﬁrming that the hydrophobic patch and the region around
Arg 93 are the interaction sites of Pc in the complex with Cyt f.
The comparison of the PRE maps with the charge distribution
map of Pc (Figure 3, top left) indicates that among the
residues, which experience most PRE, only the minority is
negatively (E90) or positively (K11, K35, and R93) charged,
Figure 2. The interaction of Nostoc Zn-substituted Pc with wild-type Cyt f and Q38C and A63C MTS-conjugated variants. (A) Binding curves for
selected residues were ﬁtted globally to a 1:1 binding model.21 (B) Chemical shift perturbation maps color-coded on a surface model of Pc (PDB
entry 2GIM),33 with red, Δδavg ≥ 0.10 ppm; orange, Δδavg ≥ 0.05 ppm; yellow, Δδavg ≥ 0.02 ppm; and blue, Δδavg < 0.02 ppm. Prolines and residues
with overlapping resonances are in white.
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whereas the majority has a hydrophobic nature. Residues L13,
L14, V36, L64, A95, and V98 are part of the hydrophobic patch,
which also represents the main binding site and the likely site
for ET.16
MC Simulations. Visualization of the encounter state on
the basis of the PRE data is not straightforward, because the
data represent a weighted average of all orientations of Pc
within the complex, and thus, an inﬁnite number of ensembles
can produce the experimental data set. The encounter complex
of Cyt c and Cyt c peroxidase was successfully visualized by
combining PRE data and rigid-body MC simulations,8 showing
that the formation of this encounter complex is solely driven by
electrostatic interactions. In MC docking, a mobile protein is
docked to a target molecule under the inﬂuence of an
electrostatic ﬁeld and MC sampling.26 In this way, charge−
charge interactions represent the only force that brings together
the proteins. Following the same rationale, MC simulations for
Pc−Cyt f complex were performed, and the Boltzmann
distribution of orientations of Pc in complex with Cyt f, and
vice versa, was obtained. The centers-of-mass of Pc (Figure
S4A) and Cyt f (Figure S4B) are shown as blue and green
spheres, respectively, around the interaction partner, shown as
surface model. In the MC ensemble Pc is widely spread over
the surface of Cyt f in correspondence with the negative charges
distribution. Cyt f is overall negative with most charges in the
region surrounding the heme on the large domain and lower
charge density on the surface opposite of the heme. These
results are inconsistent with the PREs observed in the presence
of spin labels located at positions far from the heme, such as
Q125 (backside) and S181C (small domain). The distribution
of Cyt f around Pc is oﬀ-center from the CSP map obtained for
binding to Cyt f. Thus, qualitatively the MC ensembles are not
in complete agreement with the experimental data.
The observed PREs result from the contributions of both the
encounter and the ﬁnal complexes, whereas the MC ensemble
is assumed to represent mostly the encounter state. To separate
the PRE contributions of the two states, the PREs from the
solution model of the ﬁnal complex were back-calculated and
subtracted from experimental PREs assuming a population of
the ﬁnal state ( f 2) varying from 0 to 1. The resulting PREs
represent the encounter state at decreasing population, and
these were converted into distances and compared with the
average distances calculated from the MC ensemble (see
Experimental Section for details). Ensembles composed of the
100, 1000, 2500, and 5000 randomly selected structures were
considered for the analysis. Independent of the size of the MC
ensemble and of the population of the two states, no good
match with experimental data was found (Figure S5). These
ﬁndings suggest that the formation of the Pc−Cyt f encounter
complex is not exclusively driven by electrostatic forces. Other
contributions must play a signiﬁcant role, and therefore, MC
simulations cannot provide a complete description of this
encounter complex.
Ensemble Docking. The quantitative interpretation of PRE
for the visualization of transient encounter complexes requires
the use of PRE restraints in docking calculations.25 An
ensemble of orientations that represents the encounter state
and agrees with the data is generated by docking several
conformers of a protein (Pc in this work) simultaneously while
minimizing the diﬀerence between the back-calculated PRE
averaged over all conformers and the experimental data. This
procedure is repeated many times, and because many diﬀerent
ensembles ﬁt the experimental data, the result is a ‘cloud’ of
orientations.23,46−51 An ensemble of non-interacting Pc
structures was generated, and docking calculations were
performed with PRE restraints arising from all nine spin labels
at the same time. Though variants Cyt f Q38- and A63C-MTSL
appeared to have some inﬂuence on the aﬃnity or the
equilibrium between encounter state and ﬁnal complex (see
above), they were included in the calculations, because we
found that the description of the encounter complex was
similar, whether or not these restraints were included in the
Figure 3. PRE maps of Zn-substituted Pc bound to MTSL-conjugated Cyt f, color-coded on a surface model of Pc (PDB entry 2GIM). The sites of
spin label attachment are indicated in Figure 1, central panel. Red, Γ2 ≥ 200 s−1; orange, 10 s−1 < Γ2 < 200 s−1, and yellow Γ2 ≤ 10 s−1. Prolines and
residues with overlapping resonances are white. Top left, the charge distribution of Pc with negatively and positively charged side chains shown in
red and blue, respectively. Hydrophobic side chains are shown in green, and polar side chains are in white.
Journal of the American Chemical Society Article
dx.doi.org/10.1021/ja4015452 | J. Am. Chem. Soc. 2013, 135, 7681−76927686
95
calculations. When the restraints derived either from variant
Cyt f A63-MTSL or from both variants Cyt f Q38- and A63C-
MTSL were excluded from the calculations, the distribution
and the ﬁt of the experimental data did not improve, yielding
average ensemble violation values of 1.9 and 1.8, respectively,
for N = 7 and f1 = 1 (see below). In our hands, converting PREs
to distances worked best, probably because Pc approaches some
spin labels closely. Due to inverse sixth power distance
dependence, very small movements at short distance result in
very large PRE changes that skew the outcome of the
calculations. A repulsion function to avoid steric collision
between Cyt f and the Pc molecules was the only other
interaction included in the calculations. Calculations were
performed by varying the size (N) of the docked ensemble,
which ranged from 1 to 20 copies of Pc. The generated
ensembles were evaluated by calculating the average violation
over all experimental distances (see Experimental Section for
details). As can be seen in Figure 4, a large decrease of the
Figure 4. Plot of the average violation of all experimental distances versus the number (N) of Pc copies used in ensemble docking (A) and versus the
ensemble percentage included in the restraints for the calculations (B). Error bars represent 2 × SD of the average violations obtained from three
independent calculations performed with N = 1 + 7 and an encounter percentage of 50% ( f1 = 0.5).
Figure 5. Ensemble docking. Experimental and back-calculated average distances between Pc amide protons and oxygen atoms of MTSL conjugated
to Cyt f are plotted against the Pc residue number. The green circles and lines represent the experimental distances, and the gray areas indicate the
error margins. The average distances back-calculated from 20 ensembles are shown as a red line with error bars representing the SD. Calculations
were performed with N = 7 and f1 = 1.0.
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average violation was observed, going from a single copy of Pc
up to N = 7, while further increase of the number of Pc
molecules (N > 7) did not improve the ﬁtting. Thus, a
combined docking of seven Pc copies simultaneously can
produce a population distribution that can mostly satisfy the
experimental PREs.
The solution structure of the ﬁnal complex was previously
reported,16 taking advantage of intermolecular PCS generated
by the paramagnetic FeIII of Cyt f on Pc nuclei. However, the
results in Figure 4A show that a single orientation cannot
account for the PRE data. In a earlier study we showed that the
model of the ﬁnal complex is already insuﬃcient to explain the
PRE data of only three nearby spin labels.21 Thus, the PRE data
describe a combination of the ﬁnal state and encounter
complex. Following this rationale, calculations were carried out
with N = 1 + 7, where 1 represents the ﬁnal complex and 7 the
number of copies in the ensemble.48 The contribution of the
ﬁnal complex to the experimental PREs was subtracted to
obtain the PREs of the encounter state only, in analogy to what
was done for the MC calculations. Thus, the back-calculated
PREs from the solution model16 were subtracted from the
experimental values, assuming a population of the ﬁnal complex
( f 2) between 0 and 1. The resulting PREs were converted to
distances and used for ensemble docking. Figure 4B presents
the average violation as a function of the fraction of encounter
state ( f1). The violations unequivocally indicate that the
measured PREs do not derive from the ﬁnal structure alone.
Interestingly, a small fraction of encounter state is suﬃcient to
decrease the average violation sharply. The average violation
decreases slightly from 2.15 for f1 = 0.05 encounter complex to
1.55 for f1 =1. In Figure 5 the results from the simulation
carried out using seven conformers of Pc (N = 7) and assuming
a pure encounter state ( f1 = 1) are shown.
The ensemble structures were used to back-calculate the
distances between the oxygen atom of MTSL and Pc amide
protons (red line), and these were compared with the
experimental distances (green circles and line). The generated
encounter complex ﬁts the experimental data well, being within
the error margins for most residues, although small deviations
are observed for some residues at several spin label positions.
The considerable standard deviations observed for the distances
for the generated ensembles (error bars for red line) are
noteworthy, because it is a clear illustration that rather diﬀerent
ensembles of seven Pc copies can ﬁt the large experimental data
set equally well, emphasizing the nature of the ‘inverse problem’
mentioned above.
Estimation of the Fraction of the Encounter Complex.
The structure of the ﬁnal complex was based on experimental
PCS, not on PRE, and consists of a single orientation of Pc
relative to Cyt f, so by reducing the contribution of the ﬁnal
complex, it is expected that it is easier to create an ensemble
that matches the experimental PREs. Therefore, the small
decrease of the average violation with increasing fraction of the
encounter complex (Figure 4B) may not be signiﬁcant,
indicating that the PRE data cannot distinguish between a
fraction of the encounter complex of 5% and 100%. Since both
PCS and PRE account for minor species present in solution,
PCSs were back-calculated for the generated encounter
complexes and compared with the experimental PCS data.
To correlate experimental and back-calculated PCS, a Q factor
(eq S2) was calculated for diﬀerent fractions of ﬁnal structure
( f 2) (Figure S6). The size of the axial component of the
magnetic susceptibility anisotropy (Δχax) of Cyt f FeIII is not
known precisely, so a range of values was tested. For a ﬁnal
complex only ( f1 = 0), the best ﬁt of the PCS is found for Δχax
values <50% of the one derived from EPR data, in line with
earlier ﬁndings.16 The low-lying excited states for a low-spin
ferric heme explain why the g tensor at 10 K cannot readily be
used to calculate the Δχax at 298 K. For all but very low values
of Δχax, the combination of ﬁnal complex and encounter
ensemble (determined using the PRE ensemble docking)
improves the ﬁt between experimental and back-calculated
PCS. Unfortunately, the lowest Q value achievable is always
about 0.1 (see Figure S6), and this minimum is found at
increasing values of f1 for larger Δχax values. Therefore,
establishing the encounter state fraction on the basis of PCS is
not possible as long as Δχax cannot be established. For
comparison, Δχax for Cyt c is about 3.3 × 10−32 m3.
52 If Δχax of
Cyt f would be the same, the fraction f1 would be 0.25.
Visualization of the Encounter Complex. To represent
the encounter complex, an ensemble of 144 solutions, for a
total of 1008 Pc molecules was generated (N = 7; f 2= 0). As
shown in Figure 6, Pc visits a large area of Cyt f. The density
plot (Figure 6A) shows the centers-of-mass of Pc colored
according to the density, with red and blue representing the
most and least populated positions, respectively.
Two deﬁned encounter locations can be distinguished. The
ﬁrst one is close to the binding site in the ﬁnal complex, and the
second on the other side of Cyt f, opposite to the binding site
in the ﬁnal complex. These locations are discussed further
below. It should be noted that even with nine spin labels, it was
not possible to sample the encounter state at all locations on
the Cyt f surface suﬃciently. The cytochrome is a very
elongated protein, and from the spin label positions in Figure 1
(central panel), the regions that were not sampled can be
identiﬁed. It cannot be excluded that the area sampled in the
encounter complex is still larger than the surface area covered
in our experiments. Nevertheless, from the current analysis, it is
obvious that Pc samples quite a signiﬁcant fraction of the
surface of its partner.
It is thought that in ET systems the formation of the
encounter complex reduces the dimensionality of the search for
the active site and increases the probability of ET.2 To
determine which of the encounter complex orientations were
Figure 6. Encounter complex of the Pc−Cyt f complex. Cyt f is shown
as a white surface and spin labels as green sticks. Pc centers-of-mass are
represented by spheres. (A) Pc centers of mass are color-coded to
indicate the density of the distributions, decreasing from red to blue.
Densities were determined by counting the number of neighbors
within 2.5 Å. (B) Pc centers-of-mass are color-coded to indicate the
distance between Cu in Pc and Fe in Cyt f, increasing from red to blue
(red ≤ 16 Å; orange ≤ 18 Å; yellow ≤ 20 Å; green ≤ 22 Å; blue > 22
Å).
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compatible with rapid ET, the distances between Cu, in Pc, and
Fe, in Cyt f, were calculated, and the centers-of-mass of Pc were
color-coded accordingly (Figure 6B). Structures with Cu−Fe
distance ≤ 16 Å (red dots), thus in principle suitable for fast
ET,53 are exclusively located in front of the heme, in the vicinity
of the ﬁnal structure.
■ DISCUSSION
The structure of Pc−Cyt f ﬁnal complex from the
cyanobacterium Nostoc sp. PCC7119 was solved by NMR on
the basis of PCS data.16 The results were consistent with a
conformation that accounts for the ET reaction between the
two proteins. A recent PRE study21 on the same system
demonstrated that the complex exists partly in a dynamic
ensemble of orientations. That study was limited by the
number and location of the spin labels, which were close to the
site of the speciﬁc binding of Pc. It inspired the current study,
in which we characterized the encounter complex of Pc and Cyt
f by attaching the spin label MTSL to nine sites on Cyt f. MTSL
is a small hydrophobic molecule, and its presence in particular
regions of the protein could inﬂuence the complex formation
with the interaction partner. Some interference by the spin label
in the Pc−Cyt f complex formation was observed only at the
position Q38 and A63. The exclusion of the data either from
one (A63) or both (Q38 and A63) the spin labels had little
inﬂuence on the results. PREs were mainly observed for spin
labels situated near to the binding site indicated by the PCS-
based model, although eﬀects were also measured for the
remaining spin label positions. The detection of widespread
PREs clearly indicates that Pc samples a large surface area. The
similarity of PRE patterns observed in the presence of spin
labels close to the binding site (Figure 3) suggests that Pc is
approaching Cyt f with the residues forming the hydrophobic
patch and the region around R93. Independent of the location
of the paramagnetic probes, the residues that experience the
strongest PREs reside in these regions, implying that Pc is
always oriented in the same way toward Cyt f.
The general model of protein association states that the
formation of the encounter complex is an electrostatically
driven process.2 On the basis of this assumption, computational
approaches, such as BD and MC docking, have been developed
to describe the encounter complex as end-point of electrostatic
steering toward the interacting partners.26,54 These methods
successfully described the encounter complex in cases of
protein association guided by charge−charge interac-
tions.6−8,54−56 The MC simulations of the Pc−Cyt f encounter
complex did not produce a result in accordance with the
experimental data. It is important to note that despite the
overall electrostatic potential of Pc and Cyt f being positive and
negative, respectively, Pc shows a deﬁned charge distribution,
but Cyt f has a diﬀuse surface charge. For interaction partners
with weak charge complementarity, it has been demonstrated
that electrostatics do not play an exclusive role in protein
association, but desolvation is the main driving force in
binding.9 Furthermore, the interface of the encounter complex
can bury a signiﬁcant solvent-accessible surface area, suggesting
a role for hydrophobic interactions in the stabilization of the
encounter complex.57 In the Pc−Cyt f complex from the
cyanobacterium Ph. laminosum, the association is dominated by
hydrophobic interactions, and only hydrophobic contacts
stabilize the ﬁnal complex.12 In the Nostoc Pc−Cyt f system,
the speciﬁc binding interface and the putative ET sites on both
proteins comprise hydrophobic regions,16 similar in size and
composition to the Ph. laminosum counterparts, but electro-
static forces play a signiﬁcant role in the association
reaction18,19 and in the orientation of the ﬁnal complex.43
Since already in the encounter complex Pc is oriented toward
Cyt f with its hydrophobic patch, we propose that during the
initial stage of the encounter complex formation, long-range
electrostatics preorient Pc toward Cyt f, and hydrophobic
interactions keep Pc close to the surface of Cyt f and help to
stabilize the encounter state.
The simulation of the encounter complex on the basis of the
experimental PREs resulted in two distinct encounters: One is
located at the side of the speciﬁc binding surface of Cyt f and
the other one at the opposite side. In Figure 7 the encounter
complex is superimposed with the cytochrome b6 f complex, as
it is found in the thylakoid membrane, with the Pc centers-of-
mass colored on the bases of the Cu−Fe distance.
The encounter complex located opposite to the ET site
places Pc inside the thylakoid membrane. The Cyt f soluble
part was shown to be only lightly ﬂexible in the thylakoid
lumen,58 suggesting that Pc cannot interact with Cyt f at this
site under the physiological conditions. The observation of
encounters at this site is likely an artifact due to the use of the
soluble part of Cyt f in isolation and not embedded in the
thylakoid membrane. The encounters located in front of the
binding site diﬀusely extends from the heme to the end of the
small domain of Cyt f. In other studies, diﬀusive encounter
complexes have also been described.59 Either the partners
sample large areas or form encounters at several more deﬁned
regions on the surface of the partner.3,4,60,61 Due to the diﬀuse
distribution of negative charges on Cyt f, Pc probes a large part
of the surface, instead of being attracted to speciﬁc sites by
localized charges.
The formation of an encounter complex in many cases does
not lead to a productive association, hence fruitful and futile
encounter complexes can be distinguished.3 The encounter
Figure 7. Encounter complex of the Pc−Cyt f complex superimposed
on the structure of the cytochrome b6 f complex (PDB entry 2ZT9),
embedded in the thylakoid membrane. Cytochrome b6 f complex is a
dimer, but only a monomer is shown. Cyt f is shown as a white surface,
and Pc centers-of-mass are represented by spheres, which are color-
coded to indicate the distance between Cu in Pc and Fe in Cyt f, as in
Figure 6B. The remaining components of the b6 f complex are shown
as ribbons.
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ensemble shows a high density in the region directly in front of
the heme, suitable for ET (red dots in Figures 6B and 7). These
orientations can obviously be considered fruitful encounters.
For many other encounters, the distances between the redox
centers are unfavorable for ET, but not all of these are futile.
The further away from the ET active site Pc binds, the less
chance it has to diﬀuse to an ET active orientation before
dissociation from Cyt f. Thus, the distinction between fruitful
and futile encounter is a gradual one, and it is diﬃcult to tell
when these complexes can rearrange into a productive
orientation.
The population of the encounter state, in relation with the
ﬁnal state population, signiﬁcantly varies among diﬀerent
complexes. In some non-ET complexes the population of the
encounter state has been determined to be 10%,23,57 and in the
ET complex Cyt c−Cyt c peroxidase, it has been shown to be
30%.8 For Pc−Cyt f complex from Nostoc, it was not possible to
establish the fraction accurately. Complexes that only exist in
the encounter state have also been described for myoglobin-Cyt
b5
44 and adrenodoxin-Cyt c.60 In Nostoc, the existence of the
complex as merely an encounter state seems unrealistic. The
size of CSP in the wild-type complex16 and in the presence of
spin labeled Cyt f also in this study is indicative of the
formation of a stereospeciﬁc complex. Moreover, PCS from the
heme generated a converged structure stabilized in a deﬁned
orientation,16 in which hydrophobic contacts and electrostatic
interactions are optimized within the structure. The sensitivity
of this approach to lowly populated states is limited, but it
clearly demonstrates the existence of a ﬁnal state.
At the same time, the diﬀuse nature of the encounter
complex on Cyt f surface suggests that in this system a ﬁnal
orientation may not be a fundamental requirement for the
functionality of the complex. In fact, the eﬃcient turnover
required for rapid ET through the photosynthetic redox chain62
precludes the formation of a tight complex and favors the
conditions for the existence of the ET active complex in
multiple orientations63 to enhance the probability of ET.2
Against this background, the ﬁnding that hydrophobic contacts
play a role not only in the ﬁnal complex but also in the
encounter complex is interesting. It blurs the distinction
between both states and would allow for a smooth transition
from encounter to ﬁnal complex via a gradual optimization of
the hydrophobic contacts in the interface (Figure 8, solid line).
This model of protein complex formation allows for more rapid
formation of the ﬁnal complex than in the case of a model with
an activation energy barrier between both states (Figure 8,
dashed line), used for other protein complexes.3 The interface
area of Cyt f in encounter complex at the ‘front side’ of Cyt f
comprises two hydrophobic patches: one located in the big
domain (Y1, F3, W4, A63, V68, P118, L119, P120, Y161, and
P162), and the other in the small domain (A184, L196, V197,
V206, V207, P212, and A213). To test the proposed model, it
could be of interest to mutate these residues to polar ones or
smaller hydrophobic site chains. Substitution of residues that
are only part of the encounter complex is expected to reduce
the association rate, whereas mutations close to the heme can
disrupt the formation of ET active complexes, reducing the ET
rate and shifting the balance toward the non-ET active
conformations.
■ CONCLUSIONS
The combination of paramagnetic NMR spectroscopy and
theoretical calculations has enabled the characterization of the
encounter complex of Cyt f and Pc. With nine spin label
positions it was shown that the encounter complex is extended
over a large area of Cyt f and even includes futile complexes far
from the binding site, which are probably nonphysiological. It
serves as a reminder that the natural context must be
considered when studying the extent of surface areas sampled
in the encounter complex. The MC docking calculations
indicate that charge interactions play a role but are not
dominant; instead hydrophobic contacts appear to guide Pc to
the ET active positions on Cyt f. We speculate that the
hydrophobic interactions in the encounter complex may ensure
a relative ﬂat energy landscape during all phases of association,
without a clear distinction between the encounter and the
active complexes. A ﬂat energy landscape ensures rapid
transitions between all states, which is relevant for systems
that do not require a high degree of speciﬁcity, such as ET
complexes.
Figure 8. Free energy diagrams of proteins association pathways with high (dashed black line) and no (solid red line) energy barrier for the
transition state from the encounter to the ﬁnal complex.
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Role of hydrophobic interactions in the encounter complex formation of 
plastocyanin and cytochrome f complex revealed by paramagnetic NMR 
spectroscopy 
 






Details on mutagenesis 
 
Table S1 gives the sequences of the primers used for mutagenesis. In each primer a silent 
mutation (bold) was designed to remove or to introduce an extra restriction site. In the 
cases of Q7C and Q38C mutations, the codon-changing mutations (bold, underlined) 
introduced at the same time a restriction site for the enzyme ApaLI and removed a 
restriction site for MnlI, respectively. For A63C and A125C mutations, restriction sites for 
the enzymes BstXI and XmaI, respectively, were introduced at the 5' end of the forward 
primers. In the primers for the S181C mutation, the restriction site for the enzyme MnlI 
was inserted at the 3' end of the forward primer. In the case of the Q242C mutant, the 
restriction site for the enzyme TaqI was introduced next to the codon for the cysteine 
mutation. The presence of the mutations was verified by DNA sequencing. 
 
Table S1. Nucleotide sequence of the primers used in site-directed mutagenesis of Cyt f. 
Codon-changing mutations are shown in bold, italic and underlined; silent mutations are 
in bold. 
 
Mutation Primer sequence 
Q7C FWD: 5'-gcatatcctttctgggcgcagtgcacttacccag-3' 
Q38C FWD: 5'-gcccacagaagttgaagttccttgctccgtactacccgacaccg-3' 
A63C FWD: 5'-ccagcgtccaacaagttggttgcgatggctctaagg-3' 
Q125C FWD: 5'-cccggggaacagtattgcgaaatcgtcttccctgttctttctcccaacccc-3' 
S181C FWD: 5'-gcgctgctgctaccggtacaatttgcaagattgctaaacaagagggcg-3' 




Calculation of PCS 
 
The average intermolecular PCS from the ferric heme iron of Cyt f to the backbone amide 
atoms in all Pc conformers was calculated and compared with the experimental PCS 
previously measured in the wild type complex.S1 The equation used for the PCS 
calculation, assuming an axial magnetic susceptibility tensor oriented along the Fe-Y1 
vector,S2 was:  




PCS           (Equation S1) 
In which ΔδPCS is the size of the PCS, r is the distance between heme iron and observed 
Pc nucleus, and θ is the angle between Pc nucleus, heme iron and the nitrogen of the 
amine group of Y1 in Cyt f. Δχax is the size of the axial magnetic component of the 
susceptibility tensor, derived from the g-tensor values measured by EPR spectroscopy on 
plant Cyt f and taken to be 7 × 10-32 m3, as previously reported for Nostoc Cyt f.S1 To 
correct for the possible difference in tensor size for the temperatures of EPR and NMR 
measurements, 10 K and 298 K, respectively, the Δχax was varied from 0.7 to 8.4 × 10-32 
m3. 
 The agreement between observed (PCSobs) and calculated (PCScalc) PCS was expressed 






















Figure S1. The interaction of Nostoc Zn-substituted Pc with wild-type Cyt f and MTS-






Figure S2. Chemical shift perturbation maps of Nostoc Zn-substituted Pc in the presence 
of wild-type and MTS-conjugated Cyt f, colour-coded on a surface model of Pc (PDB 
entry 2GIM), with red, Δδavg ≥ 0.10 ppm; orange, Δδavg ≥ 0.05 ppm; yellow, Δδavg ≥ 0.02 






Figure S3. PRE maps of Zn-substituted Pc bound to MTSL-conjugated Cyt f, color-
coded on a surface model of Pc (PDB entry 2GIM), the sites of spin label attachment are 
indicated in Figure 1, central panel. Red, Γ2≥ 200 s-1; orange, 10 s-1< Γ2< 200 s-1 and 




Figure S4. Encounter complex of the Nostoc Pc-Cyt f complex obtained by random 
selection of 2000 structures from the MC simulations. A) Cyt f is shown as a white 
surface and Pc centers-of-mass are represented by blue spheres. B) Pc is shown as a 
surface color-coded according to the CSP in the presence of wild-type Cyt f and Cyt f 





Figure S5. Comparison between back-calculated averaged distances from 2000 randomly 
selected structures of the MC simulation (red line) assuming f1= 1 and the experimental 






Figure S6. Q factors calculated for a combination of experimental PCS measured for the 
specific complex and back-calculated PCS from the encounter complex obtained at 
different fraction population of the encounter complex (f1). The Q factors were calculated 
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ABSTRACT: Recent studies on the electron transfer complex
formed by cytochrome f and plastocyanin from Nostoc revealed
that both hydrophobic and electrostatic interactions play a role
in the process of complex formation. To study the balance
between these two types of interactions in the encounter and
the ﬁnal state, the complex between plastocyanin from
Phormidium laminosum and cytochrome f from Nostoc sp.
PCC 7119 was investigated using NMR spectroscopy and
Monte Carlo docking. Cytochrome f has a highly negative
charge. Phormidium plastocyanin is similar to that from Nostoc,
but the net charge of the protein is negative rather than
positive. NMR titrations of Zn-substituted Phormidium
plastocyanin and Nostoc cytochrome f indicated that a complex with an aﬃnity intermediate between those of the Nostoc and
Phormidium complexes is formed. Plastocyanin was found in a head-on orientation, as determined using pseudocontact shifts,
similar to that in the Phormidium complex, in which the hydrophobic patch represents the main site of interaction on
plastocyanin. However, the interaction in the cross-complex is dependent on electrostatics, similar to that in the Nostoc complex.
The negative charge of plastocyanin decreases, but not abolishes, the attraction to cytochrome f, resulting in the formation of a
more diﬀuse encounter complex than in the Nostoc case, as could be determined using paramagnetic relaxation spectroscopy.
This work illustrates the subtle interplay of electrostatic and hydrophobic interactions in the formation of transient protein
complexes. The results are discussed in the context of a model for association on the basis of hydrophobic contacts in the
encounter state.
Protein association involves the formation of a dynamicencounter complex that is in equilibrium with the ﬁnal,
single-orientation complex.1 In the encounter state, the proteins
sample the surface of the partner, thus reducing the
dimensionality of the search for the speciﬁc binding site.2
Protein complex formation has been commonly described with
a general model, in which the formation of the encounter
complex is dominated by long-range electrostatic interactions,
whereas the ﬁnal state is determined by short-range
interactions.3 However, theoretical studies demonstrated that
desolvation can be a dominant interaction in the process of
complex formation for systems with weak charge complemen-
tarity.4−6 Furthermore, partial desolvation of the binding
interface was reported for some encounter complexes.7,8 The
recent characterization of the encounter state of cytochrome f
(NCyt f) and plastocyanin (NPc) complex from the cyanobac-
teria Nostoc sp. PCC 7119 (N−Ncomplex) demonstrated
experimentally that electrostatic interactions alone cannot
describe the encounter complex, suggesting that hydrophobic
interactions also contribute to its formation.9 In the proposed
model, long-range electrostatics result in the preorientation of
NPc relative to NCyt f, and hydrophobic interactions stabilize
the encounter complex by promoting the overlap of the
extended nonpolar surfaces of both proteins. NPc can diﬀuse in
the hydrophobic interface and smoothly reach orientations
capable of electron transfer (ET). The identiﬁcation of
hydrophobic interactions in the encounter state contrasts the
view in which short-range interactions occur only in the ﬁnal
complex.2
Pc and Cyt f are photosynthetic redox partners in oxygenic
organisms, such as plants, green algae, and cyanobacteria. Pc is a
soluble electron carrier, which shuttles electrons from Cyt f of
the cytochrome b6 f complex to photosystem I.
10−12 The
association of Pc and Cyt f is on the border between
electrostatic-assisted13 and desolvation-mediated association,4
therefore representing a good model to elucidate the balance
between electrostatic and hydrophobic interactions in protein
complex formation. In vitro, electrostatic interactions enable fast
association,14−19 and nonpolar interactions favor the stabiliza-
tion of the complex in an ET active conformation.20−22 The
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characterization of Pc-Cyt f complexes from several organisms
revealed that small diﬀerences in the electrostatic surface
properties of the proteins in the individual proteins strongly
inﬂuence both the binding equilibrium and the ﬁnal
orientations of the complexes. Both in plants20,23 and in the
cyanobacteria Nostoc22 and Prochlorothrix hollandica,24 electro-
static interactions inﬂuence the ﬁnal orientation of Pc with
respect to Cyt f within the complex and tilt the long side of Pc
toward the small domain of Cyt f in the so-called side-on
orientation. The complex from the cyanobacterium Phormidium
laminosum (Ph‑Phcomplex) was found instead in the head-on
orientation, in which solely the hydrophobic ET site represents
the binding site.21 Neutralization of charged residues on the
surface of PhPc16 and NPc18 has shown to have greater eﬀect on
the kinetics of the reaction than similar modiﬁcations on PhCyt
f17 and NCyt f,19 respectively. PhCyt f and NCyt f are
electrostatically similar, with an overall charge of −13 and
−15,25 respectively, and a rather even distribution of the
negative charges over the surfaces. The two Pc’s show 63%
amino acid sequence identity and very similar three-dimen-
sional structures, but they vary considerably in their electro-
static properties. NPc is overall positively charged with six
lysines (K6, K11, K20, K24, K35, and K100) forming an
extended charged patch, which juxtaposes the long side of NCyt
f in the side-on orientation. In PhPc, K11 and K20 are
substituted by serine and asparagine, respectively, and the
positively charged patch is composed of four lysines (K6, K30,
K35, and K100), yielding a protein with a net negative charge
(−1 at pH 6). To evaluate the eﬀects that these electrostatic
diﬀerences between the two Pc’s can cause along the association
pathway of Cyt f and Pc, the complex of NCyt f and PhPc
(N‑Phcomplex) was studied using NMR spectroscopy and
computational approaches. The consequences for binding
aﬃnity, ﬁnal complex orientation, and encounter complex are
discussed in light of the recent ﬁndings for the N−Ncomplex.9
■ EXPERIMENTAL SECTION
Protein Production and Puriﬁcation. The plasmid
pET11PC,26 which contains the gene for wild-type PhPc, was
transformed in E. coli BL21 pLysS. 15N enriched-Zn substituted
Pc was produced as described before for NPc,27 with the
diﬀerence that ampicilline (100 mg/L) and chloramphenicol
(20 mg/L) were added to the growth media instead of
kanamycin. The puriﬁcation procedure was reported before.21
The concentration of the protein was determined by
absorbance spectroscopy using ε280 = 5 mM
−1cm−1. The yield
of pure protein was 4 mg/L of culture.
The pEAF-WT plasmid, containing the gene of the soluble
domain (residue 1−254) of Nostoc sp. PCC 7119 Cyf f was
kindly provided by Professor Dr. Miguel A. De la Rosa
(University of Seville). Cyt f mutants were obtained using
pEAF-WT plasmid as template for mutagenesis as described
before.9,27,28 Production and puriﬁcation of the protein and
spin label attachment were performed as previously re-
ported.9,18,27
NMR Experiments. All NMR samples contained 2-(N-
morpholino) ethanesulfonic acid (MES, 20 mM, pH 6) and 6%
D2O for lock. The pH of the sample was adjusted with small
aliquots of HCl (0.5 M) and NaOH (0.5 M). For the chemical
shift perturbation (CSP) experiments, Cyt f was titrated into
Zn-substituted 15N Pc (40 μM). Spectra were recorded at
multiple Cyt f/Pc molar ratios (0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 2.5,
5.0, 7.5, and 10). For measurements of the pseudocontact shifts
(PCSs), HSQC spectra of the free Pc and in the presence of
ferric and ferrous Cyt f were acquired on the same sample.
Ferric Cyt f was oxidized with K3[Fe(CN)6] and loaded on a
PD10 column to remove the oxidant, concentrated, and then
added to Pc (ﬁnal concentration of 135 μM) to a Cyt f/Pc
molar ratio of 3:1. Ferric Cyt f was then reduced by adding 10
mol equiv of ascorbic acid directly into the sample. For the
paramagnetic relaxation enhancement (PRE) experiments, the
ferric state of Cyt f was preserved by the addition of
K3[Fe(CN)6] (50 μM). These samples contained 135 μM
Cyt f for the Q125C mutant and 300 μM for the other mutants,
labeled with either (1-acetoxy-2,2,5,5-tetramethyl-δ-3-pyrroline-
3-methyl) methanethiosulfonate (MTS) or (1-oxyl-2,2,5,5-
tetramethyl-δ-3-pyrroline-3-methyl) methanethiosulfonate
(MTSL). Samples also contained Zn-substituted 15N Pc, 45
μM in the sample with Q125C Cyt f, and 100 μM for the other
Cyt f mutants. All NMR spectra were recorded at 298 K on a
Bruker Avance III 600 MHz spectrometer equipped with a
TCI-Z-GRAD CryoProbe. The 1H−15N HSQC spectra were
acquired with 1024 and 80 complex points in the direct and
indirect dimensions, respectively.
NMR Data Analysis. The NMR spectra were processed
with NmrPipe29 and analyzed with CcpNMR Analysis.30 CSP
analysis was carried out as described before.27 PCS was deﬁned
as the chemical shift diﬀerence for a resonance in the presence
of paramagnetic and diamagnetic Cyt f, according to previously
reported procedures.20,22
The PREs were determined according to the procedure
described by Battiste and Wagner.31 The intensity ratio Ip/Id of
the Pc resonances in the presence of MTSL-Cyt f (Ip) and
MTS-Cyt f (Id) were normalized by dividing them by the
average value of the 10 largest Ip/Id values (1.09 for Q7C, 1.05
for Q38C, 2.21 for N71C, 1.41 for Q125C, 1.16 for S181C, and











R2d represents the transverse relaxation rate in the diamagnetic
sample, which was calculated from the line width at half height
obtained from a Lorentzian peak ﬁt in the direct dimension by
using FuDA (this software was kindly provided by Dr. D.
Fleming Hansen, University College London). The symbol t
indicates the time for transverse relaxation during the pulse
sequence (9 ms). The Γ2 values were extrapolated to the 100%
bound state using the experimentally obtained KD. The
uncertainty for Ip/Id ratios (ΔσIp/Id) was determined by error
propagation according to eq 2 in which σp and σd represent the
noise level of paramagnetic and diamagnetic spectra,
respectively.:
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The noise level of each spectrum is represented by the standard
deviation of the intensities measured at 10 randomly chosen
positions on the baseline.
Docking Calculations. The structure of the soluble part of
Cyt f (residues 1−254) used for the calculation was taken from
PDB entry 2ZT932 as described before.27 The structure of PhPc
was taken from PDB entry 2Q5B. The orientation of PhPc in
complex with NCyt f was determined by rigid body docking
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using solely PCS restraints with the option PARAstraints33 in
Xplor-NIH 2.9.9.34 For this reason, the observed 1HΔδPCS were
extrapolated to 100% bound Pc by dividing them by the
fraction bound (0.47). The size of the axial magnetic
component of the magnetic susceptibility anisotropy tensor
(Δχax) was derived from the g-tensor values measured by EPR
spectroscopy on plant Cyt f (7 × 10−32 m3).22 However, the
value required to obtain convergence of the structure
calculations is much smaller. One reason for this is the
temperature diﬀerence between the EPR measurements (10 K)
and NMR spectra (taken at 298 K). The second reason is an
averaging eﬀect occurring in the encounter state, which reduces
the PCS considerably. The Δχax was varied in the range (0.61−
3.3) × 10−32 m3. The best convergence was found for Δχax =
0.87 × 10−32 m3, whereas it was taken to be 3.8 × 10−32 m3 in
the N−Ncomplex.22 The intermolecular PCSs from the ferric
heme iron of Cyt f to the backbone amide atoms in Pc were
back-calculated from the best 20 structures and compared with
the experimental PCSs. Equation 3 was used for the PCS
calculation, assuming an axial magnetic susceptibility tensor
oriented along the vector deﬁned by the iron and the N-atom











In eq 3, ΔδPCS is the PCS, r is the distance between the heme
iron and the observed Pc nucleus, and θ is the angle among the
Pc nucleus, heme iron, and the nitrogen of the amine group of
Y1 in Cyt f. The degree of agreement between observed
(PCSobs) and back-calculated (PCScalc) PCSs was determined
by the PCS Q factor, deﬁned as follows:
= ∑ −∑ | | + | |Q
(PCS PCS )




Ensemble docking was performed as described for the
N−Ncomplex with seven Pc copies per docking.9 The restraints
for the calculations were obtained according to equation 5:
Γ = Γ + Γf f2obs 1 2ens 2 2final (5a)
+ =f f 11 2 (5b)
The ensemble Γ2 (Γ2ens) was calculated as the diﬀerence
between observed Γ2 (Γ2obs) and average back-calculated Γ2
from the models of the PCS-based ﬁnal complex (Γ2final). The
calculations were carried out with f 2 values = 0, 0.15, 0.25, 0.35,
0.5, 0.65, 0.75, 0.85, 0.95, and 1. The restraints were grouped
into three classes as described before.27 For the visualization of
the encounter complex ensemble, 150 docking runs were
performed, yielding 148 ensembles of 7 Pc conformers, with a
diﬀerence in the total restraint energy ≤20%.
The ensembles from separated dockings were evaluated by
means of the averaged violation for all experimental restraints as
described before.9
Monte Carlo Simulations of the Encounter Complex.
The structure ﬁles for Cyt f and Pc were taken from the PDB
entries 2ZT932 and 2Q5B, respectively. Monte Carlo (MC)
simulations generate a Boltzmann distribution of encounter
complexes according to their electrostatic interaction energy.35
The simulations were performed using a previously described
approach.9,36
Figure 1. Interaction of Zn-substituted 15N PhPc with NCyt f. (A) CSP curves for Zn PhPc binding to NCyt f for selected residues ﬁtted to a 1:1
interaction model. (B) Binding map of PhPc in the presence of wild-type NCyt f (Fe III), color-coded on a surface model of Pc (PDB entry 2Q5B).
The red color corresponds to ΔδAVG≥ 0.030 ppm, orange to ΔδAVG≥ 0.015 ppm, yellow to ΔδAVG≥ 0.0075 ppm, and blue to ΔδAVG≤ 0.0075 ppm.
Prolines and overlapping residues are colored in light gray. This image and others of molecular structures were made with Discovery Studio
Visualizer 2.5 (Accelrys). (C,D) Chemical shift perturbations of PhPc resonances upon the binding of NCyt f (Fe II). The CSPs in 1H dimension (C)
and in 15N dimension (D) observed for the N‑Phcomplex are shown as black dots, for the N−Ncomplex as black circles, and for Ph‑Phcomplex as gray
triangles.
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■ RESULTS AND DISCUSSION
Aﬃnity and Binding Site. For the characterization of the
nonphysiological cyanobacterial N‑Phcomplex formed by NCyt f
and PhPc, 15N-enriched Zn-PhPc was titrated to either oxidized
NCyt f (FeIII) or reduced NCyt f (FeII) to molar ratios Pc/Cyt f
1:10 and 1:3, respectively. PhPc was produced with Zn rather
than the Cu in the binding site to avoid the eﬀects of ET and
the disappearance of important resonances due to the line-
broadening caused by the paramagnetic Cu.37 Each titration
point was monitored through the acquisition of 15N−1H HSQC
spectra. Upon addition of Cyt f, a number of resonances shifted
in the spectrum, indicating complex formation. The appearance
of shifting resonances indicates that free and bound Pc are in
fast exchange on the NMR time scale. The binding curves for
the most aﬀected residues were obtained by plotting the
chemical shift perturbation (CSP, ΔδH) versus Cyt f(FeIII)/Pc
molar ratio, as shown in Figure 1A.
The CSP curves did not reach saturation, indicating a low
aﬃnity. The global ﬁt of the binding curves to a 1:1 binding
model yielded a dissociation constant of 4 (±1) × 10−4 M. This
value is in-between the reported values for the Ph‑Phcomplex and
N−Ncomplex, being ≈10 × 10−4 M21 and 0.8 × 10−4 M,27
respectively. Whereas the cross-complex formed by PhCyt f and
NPc (Ph‑Ncomplex) was reported to have similar aﬃnity to the
N−Ncomplex (KD = 0.8 × 10
−4 M),25 the N‑Phcomplex shows an
aﬃnity intermediate to that of the two physiological complexes
but closer to that of the Ph‑Phcomplex. The experimental KD was
used to determine whether the fraction of PhPc bound to NCyt f
at the last point of the titration was 0.52, and the average amide
CSPs (ΔδAVG) were extrapolated to the 100% bound form. The
CSP map of Zn-PhPc was obtained by color coding each residue
according to the size of ΔδAVG (Figure 1B). The largest eﬀects
were observed for residues surrounding the metal binding site,
namely, A9, L14, L36, H39, L64, H92, R93, and G94, colored
in red. Most of these residues are hydrophobic and make up the
hydrophobic patch of Pc, which was also identiﬁed as the main
binding site in the structural models of the N−Ncomplex and
Ph‑Phcomplex.21,22 Clearly, the hydrophobic patch plays a
fundamental role in the formation of the Cyt f-Pc complexes.
The CSP map is qualitatively similar to that of the N−Ncom-
plex22,27 with a prominent perturbation for R93, known to be
involved in the binding in both the N−Ncomplex18,19,22 and
Ph‑Phcomplex.16 Interestingly, a signiﬁcant CSP was also
observed for K46 in the N‑Phcomplex. K46 is located far from
the hydrophobic patch, well below R93, and kinetic studies
suggested its involvement in the electrostatic modulation of the
binding of Ph‑Phcomplex.16
Structure of the Final Complex. The orientation of the
PhPc in complex with NCyt f was determined by taking
advantage of the intermolecular PCSs caused by the para-
magnetic oxidized iron of Cyt f on Pc backbone amide protons,
in a way similar to that done previously for other Pc-Cyt f
complexes.20,21,23,24 PCSs arise from the through-space
interaction between the spin of the unpaired electron and
that of the observed nucleus. PCS is distance and orientation
dependent and provides restraints for structural calculations.
The calculations converged to an ensemble of structures. The
best 20 structures exhibit a diﬀerence in the restraint energy of
less than 6% and are shown in Figure 2A.
The resulting model shows a high degree of variability, but in
all structures, the hydrophobic patch of Pc is making contact
with the hydrophobic patch surrounding the heme of Cyt f and
represents the entire complex interface. All structures showed
an interaction between H92 of Pc and F3 of Cyt f, also found in
the Ph‑Phcomplex21 and N−Ncomplex.22 The binding interface is
composed of polar and hydrophobic residues, located in the
regions 11−14, 36−39, 64−68, and 90−95 on PhPc. R93
represents the only charged interfacial residue. The averaged
Cu−Fe distance in the ensemble was 15.3 (±0.5) Å. In Figure
3A, the observed (black dots) and the back-calculated PCSs for
the best 20 structures (gray lines) are plotted versus Pc residue
numbers.
For most residues, experimental and back-calculated PCSs
agree within the error margins. Small deviations are observed
for F16, V29, W31, V32, and A90, which form the edge of the
hydrophobic binding site, and M97, which coordinates the
metal. Considering the relative vicinity of these residues to the
heme, it is possible that the approximations made for the size,
axiality, and orientation of the magnetic susceptibility tensor
cause these deviations. The overall quality of the structures was
evaluated by calculating a quality (Q) factor for the back-
calculated PCSs for each structure of the ﬁnal model and the
experimental PCSs (see Experimental Section, eq 4). The
average Q value was calculated to be 0.23 (±0.01).
The orientation of Pc in the complex is more similar to the
head-on orientation found in the Ph‑Phcomplex (Figure 2C) than
to the side-on orientation of the N−Ncomplex (Figure 2B). PhPc
is oriented perpendicular to the heme with a slight tilt toward
the small domain of NCyt f. In the N−Ncomplex, the speciﬁc
electrostatic contacts between K57 and K62 of NPc and E189
and D64 of NCyt f appear to be responsible for the long side of
Pc to be tilted toward Cyt f.22,25 In PhPc, these lysines are
substituted with D57 and S62, respectively, and the loss of
these important electrostatic contacts may lead to the head-on
orientation in the N‑Phcomplex. In the N‑Phcomplex, only the
bottom part of PhPc (relative to the hydrophobic patch) is
turned toward the small domain of NCyt f, probably as a
consequence of the charge−charge interaction between K46 of
PhPc and E189 and D190 of NCyt f. The soluble part of PhCyt f
is shorter than NCyt f, comprising 249 instead of 254 residues.
Figure 2. Comparison of the structures of Pc-Cyt f complexes,
showing the structure obtained for the N‑Phcomplex (A), the
physiological N−Ncomplex (PDB entry 1TU222) (B), and Ph‑Phcomplex
(C).21 NCyt f and PhCyt f are shown as white surface models of PDB
entries 2ZT9 and 1CI3,38 respectively, and Pc is represented by the
ensemble of the 20 (A), 10 (B), and 25 (C) lowest energy
conformations, shown as cyan Cα traces.
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This causes the small domain to be less extended and not in
direct contact with Pc in the Ph‑Phcomplex.21 In the N‑Phcomplex,
K46 is in a favorable position to have electrostatic interactions
with E189 and D190 in the prominent small domain of Cyt f.
Since PCSs depend on the orientation of the observed
nucleus with respect to the paramagnetic iron, the presence of
multiple orientations is expected to inﬂuence the size of PCSs.
In the Pc-Cyt f complex from Prochlorothrix hollandica, the
mutation of Y12 and P14 in Pc to Gly and Leu, respectively,
caused an increase of dynamics, as judged by the decrease of
PCSs for nuclei in certain regions of Pc.24 In Figure 3B, the
observed 1HΔδPCS of the N‑Phcomplex were compared with the
reported values for the N−Ncomplex22 and Ph‑Phcomplex,21 each
extrapolated to the 100% bound state. The pattern of the
1HΔδPCS is similar for all complexes, but the sizes of 1HΔδPCS
are comparable only for the two physiological complexes,
whereas they are considerably lower for the N‑Phcomplex. This
indicates that in the N‑Phcomplex the dynamics of Pc is larger
than that in both the N−Ncomplex and the Ph‑Phcomplex.
Encounter Complex. To map the distribution of the
encounter intermediates on the NCyt f surface in the N‑Phcom-
plex, six spin labels were attached on NCyt f, one at a time, and
PREs were measured on the amide backbone protons of PhPc.
Cyt f was added to Pc in a molar ratio Pc/Cyt f of 1:3. PRE
causes line broadening of Pc resonances resulting in a low ratio
of peak intensities in the spectra of the paramagnetic and
diamagnetic samples (Ip/Id). In Figure 4 (central panel), the
positions of spin labels are shown on a surface model of Cyt f
with respect to Pc oriented as found in the lowest energy
structure of the PCS-based ﬁnal complex (cyan Cα trace). Spin
labels attached to Cyt f on the same side as the binding site for
Pc, at positions Q7, N71, and S192, caused a large decrease of
Ip/Id ratios of Pc resonances.
It is noteworthy also that spin labels attached on the backside
of Cyt f, at the positions Q38 and Q125, or located far away,
S181, showed a moderate to large decrease for some
resonances. The large error bars calculated for the ratios in
the presence of the Q125C mutant are due to the lower
concentration of Pc in this sample (45 μM) as compared to that
in the other mutants (100 μM) resulting in a low signal-to-
noise ratio. The Ip/Id ratios were used to determine the PRE
(Γ2). In the fast exchange regime (see above), the observed
PREs are weighted averages of free Pc, the encounter complex,
and the ﬁnal complex. The PREs were extrapolated to the 100%
bound state (encounter complex + ﬁnal complex) by dividing
by the fraction of bound Pc. The PREs caused by each spin
label were mapped on the surface of Pc (Figure 5).
Even though the three spin labels located at the same side of
Cyt f as the binding site (Q7C, N71C, and S192C) are
relatively far from each other, the PRE patterns are very similar
and resemble the CSP map in the presence of wild-type Cyt f
(Figure 1B). The qualitative similarity of the PRE patterns
suggests that Pc samples a large area of the Cyt f surface, while
maintaining the same relative orientation to Cyt f. The highest
PREs were observed for residues located in the hydrophobic
patch of Pc, indicated as main binding site in the PCS-based
ﬁnal complex. Most of these residues are hydrophobic or polar,
with the exception of R93 that was strongly aﬀected by PRE in
the presence of spin labels in N71 and S192. The same residue
exhibited a high CSP in the presence of wild-type Cyt f (Figure
1B). Interestingly, for most of these residues moderate PREs
were also observed in the presence of spin labels attached to the
backside of Cyt f with respect to the PCS-based binding site of
Pc, indicating that Pc also visits this part of Cyt f.
The encounter complex was visualized by ensemble docking.
This approach is based on the fact that PREs result from the
weighted average contribution of all species in solution, both
the encounter and the ﬁnal complexes.39 To represent all
species that contribute to the observed PREs, multiple
conformers of a protein are simultaneously docked on the
other protein to obtain a population distribution that ﬁts the
experimental data. Each docking yields a unique ensemble of
orientations that account for the experimental PREs. To
separate the PRE contribution of the complex in the ﬁnal state,
the averaged back-calculated PREs from the PCS-based models
of the ﬁnal complex were subtracted from experimental PREs,
and the resulting PREs were used. A series of ensemble docking
calculations were then carried out by varying the population of
the ﬁnal state ( f 2) from 1 to 0. The resulting ensembles were
evaluated by calculating the average distance violation over all
experimental distances. The average distance violations were
plotted versus the percentage of the encounter complex (Figure
S1, Supporting Information). The violations show that the
observed PREs are not explained by the PCS-based structure
alone. A signiﬁcant decrease in the average violation is already
observed when the encounter complex is taken to be 5%.
Further increase of the encounter complex fraction in the
restraints did not improve the ﬁt of the data. For all generated
ensembles, an average violation of about 2 Å was observed.
The calculations for the representation of the encounter
complex were performed assuming a pure encounter state ( f1 =
1). The comparison of the back-calculated distances between
the oxygen atom of the spin labels and the amide protons of all
Figure 3. Evaluation of N‑Phcomplex. In panel A, the observed
1HΔδPCS, which were extrapolated to 100% bound Pc, are shown as
black dots, and the back-calculated 1HΔδPCS for the 20 lowest PCS
energy structures are shown as gray lines. The error bars represent the
estimated experimental errors in the resonance positions. In panel B,
the observed 1HΔδPCS for the N‑Phcomplex are shown as black dots, for
the N−Ncomplex22 as black circles, and for the Ph‑Phcomplex21 as gray
triangles. All PCSs were extrapolated to the 100% bound form and
plotted versus Pc residue numbers.
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Pc conformers of the generated encounter complex (red line in
Figure 6) and the back-calculated distances in the PCS-based
models of the ﬁnal complex (blue line) shows that only the
generated encounter complex ﬁts the experimental distances
(green dots and line).
The main deviation is represented by S192C, indicating that
PhPc spends more time close to this spin label than expected
from the PCS-based models. This suggests that PREs from
S192C mainly arise from the encounter complex. Most of
calculated distances from the generated encounter complex lie
within the error margins of the experimental values. Deviations
were observed for the spin label Q125C, likely due to the poor
data quality (see above).
To represent the encounter complex, an ensemble from 145
docking solutions, with a total of 1015 Pc conformers was
generated (Figure 7A).
The centers of mass (CoMs) of Pc were colored according to
the density of distribution, with red and blue representing the
largest and smallest densities, respectively. It should be noted
that the incomplete coverage of spin labels on the Cyt f surface
implies that also other Cyt f surface areas could be involved in
the encounter complex. The current analysis shows that the
encounter complex is at least distributed over three extensive
areas of Cyt f surface. The most extended area is located in the
vicinity of the binding site found in the ﬁnal complex models,
the second is in front of the small domain of Cyt f, and the third
on the backside relative to the ﬁnal complex. The third area is
an artifact due to the use of the soluble part of NCyt f. In vivo,
Cyt f is embedded on the thylakoid membrane that will prevent
Pc from binding on this side.9 In all three areas, the interface
comprises large patches of polar and hydrophobic residues.
Despite the fact that in this study a less extensive portion of the
Cyt f surface was monitored, the encounter complex resembles
the one found for the N−Ncomplex (Figure 7B). The encounter
ensemble of N‑Phcomplex is more extensive and covers a larger
area of the hydrophobic regions of Cyt f. In the N−Ncomplex,
stronger charge interactions may lead to more deﬁned
encounter regions. In the N−Ncomplex, one continuous diﬀusive
encounter region is present on the side of the binding site,
while in the N‑Phcomplex, two distinct diﬀusive encounter areas
can be seen. To evaluate the distribution of the ET active
complexes, the CoMs of PhPc are colored according to the
calculated distance between Cu in Pc and Fe in Cyt f, with red
and blue representing the smallest and largest distances,
respectively (Figure S2A, Supporting Information). As for the
N−Ncomplex (Figure S2B, Supporting Information), the
encounter complex orientations compatible with rapid ET
(red dots, Cu−Fe distance ≤16 Å) are located only in front of
the heme, in close vicinity of the binding site found in the ﬁnal
complex.
Role of Electrostatic Interactions in Complex For-
mation. The eﬀect of ionic strength (I) on the binding shifts of
PhPc in the presence of reduced NCyf f at a Cyf f/Pc molar ratio
of 3:1 was investigated at NaCl concentrations of 100 mM (I =
110 mM) and 200 mM (I = 210 mM). The CSPs (ΔδH) were
deﬁned relative to the control measurements recorded on free
Figure 4. PRE in the N‑Phcomplex. Central panel: location of the spin labels (green sticks) modeled on the NCyt f (PDB entry 2ZT9). Cyt f is shown
as a white surface, and Pc is represented as a cyan Cα trace, oriented as the PCS-based ﬁnal complex. Side panels: the Ip/Id ratios are plotted versus
the Pc residue number for each of the spin label positions on Cyt f. The error bars represent the uncertainty for Ip/Id ratios based on the noise levels
of the spectra. For most points, the error bar is within the symbol.
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PhPc at the same NaCl concentration. The ΔδH values at the
diﬀerent salt concentrations were plotted versus PhPc residue
numbers (Figure 8A).
The addition of 200 mM NaCl did not aﬀect the
perturbation pattern observed in the absence of salt. The
residues showing the strongest ionic strength dependence,
namely, V15, F16, V32, L36, H39, A90, and M97, are located in
the loops that make up the hydrophobic patch. Similarly to
what was observed for the N−Ncomplex,25 all major shifts (ΔδH
≥ 0.03 ppm) decreased by about 60% upon the addition of 200
mM NaCl. These ﬁndings suggest that at low ionic strength
favorable electrostatic interactions play a role also in N‑Phcom-
plex formation but do not inﬂuence the relative orientation of
the proteins within the ﬁnal complex. Apparently, attractive
interactions exist despite the fact that NCyt f and PhPc both have
an overall negative charge at pH 6. This observation suggests
that charge distribution plays a critical role in the association
process at low ionic strength. For this reason, MC simulations
were performed.
In rigid-body MC simulations, the association of two proteins
is simulated on the basis of their electrostatic potentials.35 On
the assumption that the formation of the encounter complex is
purely driven by long-range electrostatic forces,2 PRE and MC
simulations were successfully combined for the visualization of
the encounter complex of cytochrome c and cytochrome c
peroxidase, demonstrating that the formation of this complex
could be explained by electrostatic interactions alone.36 The
same approach on the N−Ncomplex was revealed to be
inadequate to describe the encounter complex, which appears
to be stabilized by electrostatic as well as hydrophobic
interactions.9 At the same time, MC simulations provided
evidence of the electrostatic preorientation of Pc toward Cyt f,
as was found on the basis of CSP and PRE data. MC
simulations were performed for the N‑Phcomplex to establish
whether electrostatic preorientation of PhPc can occur despite
the negative charge of both proteins. The calculations produced
an ensemble consisting of the Boltzmann distribution of
orientations of Cyt f around Pc. An ensemble of 5000 structures
was randomly selected from the entire set of two million
solutions, and the positions of Cyt f CoMs were plotted in
Figure 8C. The position in the plot is determined by two
angles. The ﬁrst is the cone angle (α) formed by the Cyt f
CoM, the Pc CoM, and the Nε atom of copper ligand H92,
taken as the center of the hydrophobic patch. The larger this
angle is, the further the Cyt f CoM is rotated away from the
hydrophobic patch. The α angle is represented by the circles in
Figure 8C and D. The second angle, β, indicates the position
on the cone and represents the side of Pc to which the Cyt f
CoM is rotated. The hydrophobic patch is delineated by a red
line marked with residue numbers. Figure 8C shows that Cyt f
binds in a diﬀusive manner but more toward the hydrophobic
patch side of PhPc than toward the other end. Clearly,
preorientation occurs due to electrostatic interactions. This
ﬁnding is also illustrated in Figure 8B. The cumulative fraction
of Cyt f CoMs for the α angle is plotted (black bars). The red
line represents the cumulative fraction for a completely random
distribution around a sphere. The fraction of CoMs with α
angles of less than 90° is larger than 50%; therefore, more than
half of the CoMs is present around the half of Pc that comprises
the hydrophobic patch due to electrostatic preorientation. This
Figure 5. PRE maps of 15N enriched Zn-substituted PhPc in the presence of MTSL-conjugated NCyt f, color-coded on a surface model of Pc (PDB-
entry 2Q5B). Experimental PREs were extrapolated to 100% bound Pc. Residues with Γ2 ≥ 200 s−1 are colored in red, with 10 s−1< Γ2< 200 s−1 in
orange and with Γ2 ≤ 10 s−1 in light yellow. Prolines and residues with overlapping resonances are colored in white. On the top left, Pc is colored
according to its charge distribution. Negatively and positively charged residues are shown in red and blue, respectively. Hydrophobic residues are in
green and polar residues in white.
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suggests that despite the net negative charge of PhPc, the
localization of positive charges promotes the formation of an
oriented complex. For comparison, the same calculations, on
the basis of an earlier study,9 are shown for the N−Ncomplex in
Figures 8B (gray bars) and 8D. For this complex, the
preorientation is stronger and shows a more deﬁned binding
spot for α = 60°−80° and β = 30°−120°. The primary reason
for this diﬀerence between the complexes of NCyt f with NPc
and PhPc is the presence of two Lys residues (K11 and K20) in
this region of NPc, which are substituted by serine and
asparagine, respectively, in PhPc.
To compare the importance of ionic strength on the
formation of the diﬀerent Cyt f-Pc complexes, MC simulations
were performed for the N−Ncomplex, the N‑Phcomplex, and the
Ph‑Phcomplex at ionic strength values of 10 mM, 110 mM, and
210 mM (Figure 8E−G). In the cases of the N‑Phcomplex
(Figure 8F) and Ph‑Phcomplex (Figure 8G), very sparsely
distributed encounter complexes were observed at higher values
of I. For the N−Ncomplex (Figure 8E), though the increase in
ionic strength resulted in the production of more diﬀusive
encounters, in which the Cyt f distribution covers a wider area
of the Pc surface than observed at low ionic strength, a
preferable docking area could be still recognized and related to
the electrostatic properties of NPc. The histograms of the
electrostatic interaction energies show that at an ionic strength
of 210 mM (green bars), the N‑Phcomplex (Figure 8F) and
Ph‑Phcomplex (Figure 8G) have lost all electrostatic attraction.
For the N−Ncomplex (Figure 8E), it is strongly reduced but not
completely zero.
Comparison among Cyt f-Pc Complexes. Recently, we
proposed a model for the formation of the N−Ncomplex on the
basis of the available kinetic and NMR data. Upon approach of
the proteins, NPc is rotated by electrostatic interactions to face
NCyt f with its hydrophobic patch leading to the formation of
the encounter complex. This state is stabilized not only by
charge interactions but also hydrophobic interactions, allowing
a smooth transition from encounter to ET-capable orientations
by gradual increase of the hydrophobic overlap and sliding over
the hydrophobic interface. It is interesting to interpret the data
for the N‑Phcomplex in light of this model.
The most important diﬀerence between NPc and PhPc is the
net positive and negative charges, respectively. Given the highly
negative charge on NCyt f, a poor interaction with PhPc is
expected if charge interactions are dominant. It was found that
the aﬃnity is 5-fold lower for PhPc, suggesting that charges
Figure 6. Ensemble docking. Experimental and back-calculated average distances between Pc amide protons and oxygen atoms of MTSL conjugated
to Cyt f are plotted against the Pc residue number. The green circles and lines represent the experimental distances, and the gray areas indicate the
error margins. The average distances back-calculated from the 20 lowest-energy solutions of the PRE driven ensemble docking are shown as a red
line with error bars representing the SD. The average back-calculated distances from the PCS-based ﬁnal complex models are shown as a blue line.
Calculations were performed with f1 = 1.
Figure 7. Comparison of the encounter complexes of N‑Phcomplex (A)
and N−Ncomplex (B). NCyt f is shown as a white surface and spin labels
as green sticks. Pc CoMs are represented by spheres, color-coded to
indicate the density of the distributions, decreasing from red to blue.
Densities were determined by counting the number of neighbors
within 2.5 Å.
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indeed play a role. This is also supported by the MC
calculations that show less preorientation for PhPc than for
NPc. Nevertheless, some preorientation is still observed,
indicating that the dipolar nature of the charge distribution is
important in complex formation at low ionic strength. The MC
results are supported by the CSP and PCS data, which clearly
demonstrate that the hydrophobic patch is the side of PhPc that
is in contact with NCyt f. However, the MC results do not agree
quantitatively with the PRE data, indicating that electrostatic
interactions alone are not suﬃcient to describe the encounter
ensemble and the ﬁnal complex.
The PCS-based ﬁnal complex shows predominantly hydro-
phobic contacts, and the PhPc orientation is diﬀerent from that
in the N−Ncomplex, which can be explained by the substitution
of several Lys residues on PhPc, resulting in the absence of
several charge−charge interactions with negative residues on
NCyt f. The encounter complex produced using PRE-driven
ensemble docking is similar to that of the N−Ncomplex, though
even more diﬀusive. In both encounter complexes, Pc is found
in contact with the nonpolar surfaces of Cyt f, strongly
suggesting that hydrophobic interactions indeed contribute to
the encounter complex.
Figure 8. Role of electrostatic interactions in Cyt f-Pc complexes. (A) Ionic strength dependence of ΔδH for PhPc backbone amide protons in the
presence of reduced NCyt f at 0 mM NaCl (black dots), 100 mM NaCl (black circles), and 200 mM NaCl (gray triangles). (B,C,D) Analysis of the
encounter complex generated by MC simulations. (B) The cumulative fraction of Cyt f CoMs for the α angle is plotted for the N‑Phcomplex (black
bars) and N−Ncomplex (gray bars). The red line represents the cumulative fraction for a completely random distribution around a sphere. Plots of the
position of the NCyt f CoMs with respect to PhPc (C) and NPc (D) in the MC ensembles. The red line connects the positions of hydrophobic patch
residues. The Nε of H92 is at the center of the plots in panels C and D. (E,F,G) Electrostatic interaction energy histograms for MC simulations
performed at I = 10 mM (black bars), I = 100 mM (red bars), and I = 200 mM (green bars) for N−Ncomplexes (E), N‑Phcomplexes (F), and
Ph‑Phcomplexes (G).
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The PCS are much smaller in the N‑Phcomplex than in the
N−Ncomplex, suggesting that the encounter complex is more
populated. The size of PCS strongly depends on the distance
between the heme iron and the Pc nucleus that experiences the
PCS. Thus, it is expected that in the encounter complex, which
is spread over a large surface area of Cyt f, the PCS will be
smaller than that in the ﬁnal complex. Orientation averaging
may reduce the PCS further. The size of the PCS is about 3-
fold less for PhPc than for NPc (Figure 3B).
In encounter complexes that are of an electrostatic nature,
CSPs are very small, compared to those in the ﬁnal
complex,40,41 and increasing the fraction of the encounter
complex strongly reduces the average size of the CSP in those
complexes.42 The CSPs for PhPc in complex with NCyt f are also
reduced compared to those of NPc (Figure 1C,D) but not by
very much, much less than 3-fold. This is an important
observation because signiﬁcant CSPs may be expected also in
the encounter complex if it is stabilized by hydrophobic
contacts. The chemical shift of amide groups is particularly
sensitive to polarity and hydrogen bond formation; therefore,
the desolvation of the protein surface that accompanies the
formation of hydrophobic contacts is expected to cause
signiﬁcant CSPs.
It is interesting to compare the eﬀects of ionic strength in the
N−Ncomplex, N‑Phcomplex, and Ph‑Phcomplex. The addition of
200 mM NaCl to the Ph‑Phcomplex (I = 210 mM) had
essentially no eﬀect on the fraction of bound Pc,21 suggesting
that hydrophobic contacts strongly dominate the interaction.
Our simulations are in line with that observation (Figure 8G).
The KD was diﬃcult to determine accurately and was reported
to be about 1 mM. Here, we use a range of 1−3 mM. If it is
assumed that the hydrophobic contribution to the binding is
similar in the three complexes, the contribution of the
electrostatic interactions can be estimated for the N−Ncomplex
and the N‑Phcomplex. An aﬃnity of 1−3 mM equals a change in
free energy of binding of 4.1−3.4 kcal/mol. The KD values for
the N−Ncomplex and the N‑Phcomplex are 8027 and 400 μM in
the absence of salt (I = 10 mM), suggesting an additional
contribution from the charge interactions of 1.5−2.2 kcal/mol
and 0.55−1.2 kcal/mol, respectively. Thus, the electrostatic
interaction represents 27%−38% and 12%−26% of the total
binding energy in the N−Ncomplex and the N‑Phcomplex.
The addition of 160 mM NaCl (I = 170 mM) to the
N−Ncomplex reduced the fraction bound by about 50%,25 and it
can be calculated on the basis of the protein concentrations
used in that experiment that the binding energy decreased with
1.6 kcal/mol, nearly abolishing the charge−charge contribution.
The same is observed for the N‑Phcomplex, where the addition
of 200 mM NaCl (I = 210 mM) reduces the fraction bound by
60%, which translates to a loss of −0.8 kcal/mol of binding
energy under the given experimental conditions. Thus, under
the assumption that the hydrophobic contribution is conserved
among these complexes, it can be concluded that the
electrostatic contribution represents one-third of the binding
energy for the N−Ncomplex at low ionic strength and much less
at more physiological values. For the N‑Phcomplex, this fraction
is even smaller. The trend is qualitatively supported by the
electrostatic interaction histograms from the MC calculations
(Figure 8E−G). This is an important ﬁnding in relation to
earlier in vivo studies, in which no signiﬁcant eﬀects of mutation
of charged residues in the interface of an algal Cyt f-Pc complex
could be detected in the activity assay.43,44 These results
suggest that charge interactions are not relevant for the
complex. However, the results on the cross-complex show that
even weak electrostatic interactions are eﬀective in preorienting
Pc to face Cyt f with its hydrophobic patch. Furthermore, many
charged residues on both proteins are conserved, especially
among plants, suggesting that at least under some circum-
stances the charge interactions contribute signiﬁcantly to the
electron transfer process in photosynthesis.
In conclusion, the current study fully supports the model
complex formation described for the N−Ncomplex. In the
N‑Phcomplex, the role of charges has not been abolished at low
ionic strength, but it is reduced in favor of hydrophobic
contacts, creating a complex with biophysical properties that is
a mixture of the N−Ncomplex and the Ph‑Phcomplex. The
variation that is observed between mechanisms of complex
formation observed for the same complex from diﬀerent species
shows that several ways exist to achieve both fast ET and rapid
turnover in protein complexes. The common denominator may
be low aﬃnity and low energy barriers between the subsequent
states in the reaction.
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Loss of electrostatic interactions causes increase of dynamics within the 
plastocyanin-cytochrome f complex 
 





Figure S1. Plot of the average violation of all experimental distances versus the ensemble 
percentage included in the restraints for the calculations. Error bars represent 2 × SD of 
the average violations obtained from three independent calculations performed with N= 7 
and f2= 0. 
 
Figure S2. Comparison of the encounter complexes of N-Phcomplex (A) and N-Ncomplex 
(B). Cyt f is shown as a white surface and spin labels as green sticks. Pc CoMs are 
represented by spheres. Pc CoMs are color-coded to indicate the distance between Cu in 
Pc and Fe in Cyt f, increasing from red to blue (red ≤ 16 Å; orange ≤ 18 Å; yellow ≤ 20 
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The rapid transfer of electrons in the photosynthetic redox chain is achieved by the formation of short-lived com-
plexes of cytochrome b6f with the electron transfer proteins plastocyanin and cytochrome c6. A balance must
exist between fast intermolecular electron transfer and rapid dissociation,which requires the formation of a com-
plex that has limited speciﬁcity. The interaction of the soluble fragment of cytochrome f and cytochrome c6 from
the cyanobacterium Nostoc sp. PCC 7119 was studied using NMR spectroscopy and X-ray diffraction. The crystal
structures of wild type, M58H and M58C cytochrome c6 were determined. The M58C variant is an excellent low
potential mimic of the wild type protein and was used in chemical shift perturbation and paramagnetic relaxa-
tion NMR experiments to characterize the complex with cytochrome f. The interaction is highly dynamic and
can be described as a pure encounter complex, with no dominant stereospeciﬁc complex. Ensemble docking cal-
culations and Monte-Carlo simulations suggest a model in which charge–charge interactions pre-orient cyto-
chrome c6 with its haem edge toward cytochrome f to form an ensemble of orientations with extensive
contacts between the hydrophobic patches on both cytochromes, bringing the two haem groups sufﬁciently
close to allow for rapid electron transfer. This model of complex formation allows for a gradual increase and de-
crease of the hydrophobic interactions during association and dissociation, thus avoiding a high transition state
barrier that would slow down the dissociation process.
© 2014 Elsevier B.V. All rights reserved.
1. Introduction
Protein complex formation is at least a two-step process [3] inwhich
the formation of a ﬁnal, well-deﬁned complex – dominated by short-
range interactions – entails the initial formation of a dynamic encounter
complex. The lifetime of the protein complex is determined by the
dissociation rate. Highly transient complexes, with lifetimes on the
order of milliseconds, exhibit moderate or low binding afﬁnities, with
dissociation constants in the μM–mMrange. Electron transfer (ETI) reac-
tionsmediated by soluble redox proteins exchanging electrons between
largemembrane complexes in photosynthesis and respiration are excel-
lent examples of transient interactions. The purpose of the protein com-
plex formation in these cases is two-fold. A complex must be formed
that is sufﬁciently speciﬁc to allow rapid electron transfer and at the
same time the complex needs a high dissociation rate to enable rapid
turn-over in order not to limit the ﬂow of electrons through the redox
chain. The electron transfer rate is exponentially dependent on the dis-
tance between the redox centres. Thus, bringing the centres in close ap-
proximation (b16 Å) [4] is essential, but the formation of a well-deﬁned
complex is not required if multiple orientations exist in which ET can
occur. In fact, such a speciﬁc complex is not desirable from the point of
view of fast dissociation, because a well-deﬁned state has a lower free
energy than all similar states and thus a higher transition state energy
to be overcome to dissociate. In other words, high speciﬁcity opposes
rapid turnover. The study of transient complexes enables the under-
standing of the biophysical mechanisms that exist to reach the right
compromise between these two properties of a complex.
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In oxygenic photosynthesis, the ET from the cytochrome b6f
(Cb6f) complex to Photosystem I (PSI) – both membrane-embedded
complexes – is carried out by two solublemetalloproteins, plastocyanin
(Pc) and cytochrome c6 (Cc6) [5–8]. Most cyanobacteria and green
algae synthesize either Pc or Cc6, depending on the availability of cop-
per and iron, their respective cofactor metals [9,10]. Higher plants
only contain Pc, although a Cc6-like protein has been identiﬁed in
Arabidopsis [11], but it is unable to transfer electrons to PSI [12].
The hetero-oligomeric Cb6f complex contains eight tightly bound
polypeptide subunits that couple the ET to proton translocation, gener-
ating a proton electrochemical potential gradient necessary for ATP syn-
thesis. The three-dimensional crystal structure has been determined for
the Cb6f complex from the green alga Chlamydomonas reinhardtii [13],
the cyanobacteria Mastigocladus laminosus [14] and Nostoc sp. PCC
7120 [15]. Themain difference between the cyanobacterial Cb6f crystal-
lographic structures is the acetylation of the Nostoc Rieske Fe–S protein
at the N terminus, a post-translational modiﬁcation unprecedented in
cyanobacterial membrane and ET proteins [15]. Cytochrome f (Cf) is a
subunit of the Cb6f complex, anchored to the thylakoid membrane by
a C-terminal transmembrane helix leaving a 28-kDa soluble portion ex-
posed to the lumen with a clear two-domain structure. The large do-
main harbours the haem and the small domain possesses a patch of
charged residues. Cf is considered an unusual c-type cytochrome be-
cause of its β-sheet structure, elongated form and particular haem
axial coordination with the amino group of the N-terminus, residue
Tyr1 [13–17].
Cc6 is a more typical 10-kDa single haem c-type cytochromewith
the cofactor covalently bound to the cysteine residues in a CXXCH
motif. The Fe atom is hexacoordinated with His and Met residues
acting as axial ligands, as revealed by the available cyanobacterial
and green algal Cc6 structures [18–22]. One of the most important
functional characteristic of Cc6 is its midpoint redox potential
(Em) around +335 mV at physiological pH value, with the ex-
ception of that present in plants whose Em is substantially lower
(ca. +100 mV) despite having the same axial ligands [23]. This
ﬁnding can be partly explained by the replacement of a highly con-
served Gln in cyanobacterial Cc6 by a Val residue in the plant Cc6-
like protein, which regulates the Fe–S(Met) bond stability and
causes a 100 mV-drop in the Em [20,24]. A more drastic Em change
occurs when the sixth axial ligand Met is substituted by His, lead-
ing to inhibition of both the spontaneous self-reduction of Cc6
mutant and its reduction by the Cb6f complex [25].
Cc6-involving physiological interactions have been extensively
studied in recent years as a model to understand the nature of
protein–protein interactions in ET chains. The Cc6–PSI interaction
from Nostoc has been well-characterized from the structural and func-
tional point of view [26–30]. Fast-kinetics studies combined with
Brownian dynamics using a Chlamydomonas Zn–Cc6 derivative and Cf
have been reported [31,32], concluding that the nature of this complex
is dynamic and that hydrophobic contacts are important. Two NMR-
based structural approaches using haem proteins from different
cyanobacterial sources also suggest that the binding site on Nostoc Cc6
involves the predominantly hydrophobic patch surrounding the Cf
haem [33,34]. In silico data on Chlamydomonas Cc6–Cf complex show
not only the relevance of hydrophobic and electrostatic interactions in
bringing both haem proteins sufﬁciently close to allow efﬁcient ET [35,
36], but also the key role of the Cf small domain in binding to Cc6, sug-
gesting that Cc6 explores different positions on Cf [37].
Here, experimental approaches using NMR spectroscopy are com-
bined with charge-driven docking simulations to study the molecular
recognition processes in ET complexes, using the physiological Nostoc
Cc6–Cf interaction as a model system. Our paramagnetic relaxation en-
hancement (PRE) NMR data are not compatible with a well-deﬁned
Cc6–Cf complex. The complex is best described by a highly dynamic en-
semble, ﬁrst formed by electrostatic pre-orientation and stabilized
mainly by hydrophobic contacts.
2. Materials and methods
2.1. Mutagenesis
The expression vector pEAC-WT forwt Cc6 fromNostoc sp. PCC 7119
[38] was used as the template for site-directed mutagenesis to obtain
the M58H and M58C variants using the QuikChange PCR protocol
(Stratagene, La Jolla, CA). The following primer pairs were used: 5′
CGGTAAGAACGCCCACCCTGCTTTCAAAGG and its complement for
M58H and 5′ CGGTAAGAACGCCTGCCCTGCTTTCAAAGG and its comple-
ment for M58C. For the introduction of Cys residues in Cf, the pEAF-wt
[39] expression plasmid encoding the soluble domain of Cf from Nostoc
sp. PCC7119 was used as template. The single-cysteine variants Q7C,
A63C, N71C, Q104C and S192C have been described before [40,41]. All
constructs were veriﬁed by DNA sequencing.
2.2. Protein production and puriﬁcation
Uniformly 15N-labelled Nostoc sp. PCC 7119 Cc6 wt and its mutants
were produced as described before [26] in Escherichia coli JM109 cells
co-transformed with pEAC-WT [38] and pEC86 [42]. Culture conditions
and protein puriﬁcation methods were as reported previously [26,33].
Protein concentrationswere determined by absorption spectrophotom-
etry using a ε553 of 26.2mM−1 cm−1 for the ferrous form of Cc6wt [38],
a ε554 of 20.8 mM−1 cm−1 for the ferrous form of M58H and a ε540 of
7.2 mM−1 cm−1 for the ferric form of M58C mutant. The Cc6 wt ε278
was estimated using protein concentration values from Bradford assays.
A A278/A553 ratio of 1.05 of the wt ferrous Cc6 indicated sufﬁcient purity
for characterization by NMR.
To obtain a high yield of holo-Cf and promote the correct insertion of
the haem group, E. coli strain MV1190 (Bio-Rad) was co-transformed
with plasmids pEC86 and (mutated) pEAF plasmid. The cells were plat-
ed on Lysogeny Broth (LB) medium plates and incubated at 37 °C for
24 h. All media were supplemented with 20 mg/L ampicillin and chlor-
amphenicol. Several pre-cultures were prepared in 100 mL ﬂasks with
20 mL of LB medium and incubated at 37 °C and 250 rpm for 5–6 h.
The pre-cultures with the highest OD600 were used to inoculate 1.7 L
(in 2 L Erlenmeyerﬂasks) of LB, ratio 1:100. The cultureswere incubated
at 25 °C and 150 rpm under semi-anaerobic conditions and high antibi-
otic pressure by adding further ampicillin and chloramphenicol after 20
h and 40 h. Expression was induced 20 h after the inoculation of the
large culture using 1 mM IPTG (isopropyl-β-thiogalactopyranoside).
More than 80 h after the induction the cultures appeared brown be-
cause of the presence of Cf. The cells were harvested by centrifugation
and the periplasmic fraction was extracted by osmotic shock. The pink
water fraction (about 200 mL per 1.7 L of culture), was dialyzed against
2 L of 5 mM Tris–HCl buffer, pH 8 and 3 mM dithiothreitol (DDT). The
yield in the periplasmatic fraction was 10 mg/L of culture of protein
for N71C and Q7C and 5mg/L for Q104C, S192C and A63C. The resulting
dialysate was cleared by centrifugation and loaded on a DEAE column
equilibrated in the same buffer. Elution was performed with a gradient
of 20–500 mM NaCl and 3 mM DTT. The fraction containing the Cf was
concentrated and loaded on a gel-ﬁltration (G75 Superdex) column
and eluted in the samebuffer containing 150mMNaCl. The protein frac-
tions were pooled, concentrated, dialyzed against 5 mMMES, pH 6 and
3 mM DTT and loaded on a DEAE column equilibrated in the same
buffer. The Cf was eluted with a gradient of 0–500 mMNaCl. Pure frac-
tions showed a A280/A556 of 1.3 under reducing conditions. Protein con-
centrations were determined by optical spectroscopy using ε419 of
85.5 mM−1 cm−1 for Cc6 M58C and ε556 = 31.5 mM−1 cm−1 for re-
duced Cf [39].
2.3. Labelling of Cf with spin labels
For attachment of spin label to Cf, DTT was ﬁrst removed by ultraﬁl-
tration (Amicon, MW cut-off 10 kDa). The protein was subsequently
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exchanged to 10 mM sodium phosphate, pH 6.0 and concentrated to
~40 μM. The protein was oxidized by a 100-fold excess of K3[Fe(CN)6]
and a 10-fold excess was added of either MTSL [(1-oxyl-2,2,5,5-
tetramethyl-3-pyrroline-3-methyl)-methanethiosulfonate] or MTS [(1-
acetyl-2,2,5,5-tetramethyl-3-pyrroline-3-methyl)-methanethiosulfonate]
(TRC, North York, Ontario, Canada). Stock solutions of 0.1 M MTS(L)
in DMSO were used. The protein solution was kept for 2 h at RT and
O/N at 4° after which the excess K3[Fe(CN)6] and MTS(L) were re-
moved by ultraﬁltration.
2.4. Electrochemistry
The redox potential value for the haem group in each Cc6 wt and
mutants was determined as reported previously [38], for which the
differential absorbance changes at 553 minus 570 nm were followed.
Menadione, diaminodurol and ρ-benzoquinone, at 20 μM ﬁnal concen-
tration,were used as redoxmediators. Errors in the experimental deter-
minations were less than 20 mV.
2.5. Crystallization and data collection
Crystals were obtained with the sitting drop method. The ﬁnal pro-
tein concentration was 10 mg/mL in the following solutions: Cc6 wt:
0.1 M Tris/HCl pH 7.0, 2.3 M ammonium sulphate, 0.1 M lithium sul-
phate; Cc6 M58H: 0.1 M Tris/HCl pH 8.0, 2.5 M ammonium sulphate,
0.1 M lithium sulphate; and Cc6 M58C: 0.1 M citrate pH 5.0, 2.5 M am-
monium sulphate. The crystals were frozen and diffraction data for the
wild type and M58H crystals were collected at the BM16 beamline of
the ESRF synchrotron on a MAR 165 CCD detector at the peak wave-
length of the iron (1.5418 Å), whereas M58C crystals were collected
in-house on an Enraf-Nonius FR591 generator and MAD 345 image
plate detector. All crystals were collected with a 1.0° oscillation at
100 K. For the wild type crystals 360 images were collected, for the
M58H crystals 230 and for the M58C crystals 200 images. All data sets
were processed by MOSFLM [43] and SCALA [44] from CCP4 [45].
Molecular replacement for the wild type Cc6 structure was unsuc-
cessful due to the presence of translational non-crystallographic sym-
metry, as noted by a large off-origin peak in the Patterson map.
However, the anomalous signal from the intrinsic iron atoms was sufﬁ-
cient for structure determination by SAD phasing. The CRANK [46] soft-
ware pipeline was used to solve the structure and CRUNCH2 was used
[47] for substructure detection, BP3 [46] for heavy atom reﬁnement,
and density modiﬁcation by DM [48] estimates. Automated model
building with ARP/wARP [49] using the iterative reﬁnement with the
SAD target [50] in REFMAC [51] provided a good quality model of the
structure consisting of 483 backbone residues, 478 of which were (cor-
rectly) docked in the 6 wild type molecules present in the asymmetric
unit. Some of the chains traced missed several residues from either
the C- or N-terminus, however, one chain contained all the residues
ﬁttingwell in the electron density. The haem groupwas ﬁttedmanually
into the chain that was built completely at this stage. The resulting
completely built Cc6moleculewas superimposed on theﬁve other cyto-
chrome molecules present in the asymmetric unit to ﬁt in any missed
residues present in the density as well as the other haem groups. The
model obtained in this waywas reﬁned by REFMAC5with tight NCS re-
straints. Manual corrections to the model were performed with
XtalView [52], followed by reﬁnement with REFMAC with loose NCS
restraints.
The point mutation M58C crystal was isomorphic to the wild type
crystal, thus the ﬁnal wild type model was used as a starting model in
the reﬁnement of the M58C mutant. The structure of M58H Cc6 was
solved by molecular replacement using the wild type structure and
contained twomolecules in the asymmetric unit. Manual ﬁtting and re-
ﬁnement of both mutant structures was done with COOT [1] and
REFMAC. Data collection and reﬁnement statistics are reported in
Table 1. The coordinates have been deposited in the protein data bank
with PDB IDs: 4GYD for wildtype, 4H0J for M58C, and 4H0K for M58H
Cc6.
2.6. NMR spectroscopy and data analysis
Cc6wt andM58Cmutant protein solutionswere concentrated to the
required volume by ultraﬁltration methods (Amicon, YM3 membrane)
and exchanged into 10 mM sodium phosphate, pH 6.0, H2O/D2O 95:5
(v/v) solutions. The soluble domain of Cf was concentrated using an
Amicon YM10 membrane and exchanged into 10 mM sodium phos-
phate, pH 6.0, 3 mM sodium ascorbate, H2O/D2O 95:5 solutions. A
3.7 mM ferrous Cf stock solution with a A278/A556 ratio of 0.9 was
used. Cf was kept in a reduced form with a few equivalents of sodium
ascorbate and was stable in this form for days. The ferric formwas pre-
pared by the addition of a 5-fold excess of potassium ferricyanide (K3
[Fe(CN)6]) followed by gel ﬁltration (Amersham Biosciences Superdex
G75) to remove ferrocyanide. Complete oxidation was veriﬁed by the
disappearance of the absorption band at 556 nm. Then, a 2.0 mM ferric
Cf stock solution was prepared.
All NMR experiments were performed on a Bruker DMX 600 NMR
spectrometer with a TXI or TCI-cryo triple resonance probehead operat-
ing at 298 K. The 1H and 15N assignments of the backbone amide reso-
nances from ferric Nostoc M58C Cc6 mutant (Table S1) were
elucidated by recording 2D 1H,15N HSQC-NOESY with 150 ms mixing
time and 2D 1H,15N HSQC-TOCSY with 80-ms mixing time spectra. The
effects of complex formation on M58C were followed by acquiring 2D
1H,15N HSQC spectra during titrations of aliquots of Cf stock solutions
into a solution of 0.2 mM 15N-labelled M58C. For the measurements of
PRE, samples contained 0.3 mM 15N M58C Cc6 and 0.1 mM Cf-MTS(L).
All data processing was performed with AZARA 2.7 (www2.ccpn.ac.
uk/azara), and spectral analysis was performed with Ansig [53,54]. The
spectra were calibrated against the internal standard [15N]acetamide
(0.5 mM).
Titration curves were obtained by plotting chemical-shift perturba-
tions (ΔδBind) against the molar ratio of Cf and Cc6 M58C for the most
strongly affected signals. Non-linear least squares ﬁts to a 1:1 binding
model [55] were performed in Origin 8.0 (Microcal Inc.). The
chemical-shift perturbations (CSP) observed in the complex M58C-Cf
with 3 eq. of Cf were extrapolated to 100% bound for all residues using
the Ka obtained from the ﬁts. The average chemical-shift perturbation
(Δδavg) of each amide was calculated using the following equation:
Δδavg = (((ΔδN / 5)2 + (ΔδH)2) / 2)1/2 in which ΔδN is the change in
the 15N chemical shift, and ΔδH is the change in the 1H chemical shift
when the protein is 100% bound to Cf.
PREs were derived from the ratio of intensities in the spectra from
paramagnetic and diamagnetic samples and converted into distances,
as described [56,57]. The correlation time assumed for the Cf and Cc6
complex was 20 ns. PREs are only observed for the fraction of Cc6 that
is bound to Cf. The binding is in fast exchange, so the PREs are weighted
by the fraction bound. Therefore, the PREs were extrapolated to the
100% bound state of Cc6 for docking calculations.
2.7. Ensemble docking
Cf fromNostoc sp. PCC 7120 is identical to that of PCC 7119. The crys-
tal structure of Cf of the former species from PDB ID 2ZT9 [15], residues
1–254, was modiﬁed to introduce Cys residues andMTSL spin labels for
Gln 7, Ala 63, Asn 71, Gln 104 and Ser 192. Each spin label was built in
four orientations, to represent its mobility [58]. For Cc6 the structure
from the wt protein from Nostoc sp. PCC 7119 (this study) was used.
Protons were added to both structures.
In the combined single structure/ensemble docking, ﬁrst the exper-
imental distances were assigned as restraints between the oxygens of
the fourMTSL conformers of a spin label and an amide proton of a single
copy of Cc6. During the docking, the spin labelswere free to rotate. After
docking, the distances were measured in the lowest energy structure
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and converted back to PREs. These back-calculated values were
subtracted from the experimental PREs and the difference served as
the input for the ensemble docking. Five copies of Cc6 were used and
the input PREs were assigned as distance restraints between the nitroxy
oxygens and theﬁve copies of the amide protons simultaneously. All av-
eragingwas done using the sixth power of the distance. The Cf structure
resulting from the single-structure dockingwas used as the input for the
ensemble docking and the spin label orientations were ﬁxed during the
ensemble docking. Because of this, the compatibility between the two
stages of the docking is ensured. The top ten ensembles were used to
calculate the average distance violations. To ensure that the ensemble
docking is not strongly inﬂuenced by the starting structure, the ensem-
ble docking was repeated several times using the next best structure
from the single structure docking as input and repeating the entire pro-
cedure. These results yielded the average distance violation and error
margins (SD) shown in Fig. 3. For the 0% and 100% ensemble fractions,
only a single-structure or ensemble docking was used, respectively,
and the experimental PREs served as the restraints. All docking calcula-
tions treated the proteins as rigid bodies, using the rigid body dynamic
routine in XPLOR-NIH [59]. PREs were divided into three classes, as de-
scribed before [57]. Resonances that were not signiﬁcantly affected
yielded a distance that served as lower bound only. Resonances that
were affected but not completely broadened yielded a distance (with
and upper and lower bound of 3 Å in the docking calculations) and sig-
nals that were strongly affected (PRE of 100% bound state N 200 s−1) or
completely broadened provided only an upper bound distance. The dis-
tance violations were deﬁned as the difference between the target dis-
tance or range and the back-calculated value. For the ﬁrst and the
third class, this criterion means a violation for values below or above
the distance bound, respectively, and for the second class the violations
are the absolute difference between target and back-calculated values
(so the error margins were not considered for the violation).
2.8. Monte Carlo docking
In the Monte-Carlo simulations the PDB IDs 2ZT9 [15] and 4GYD
(this work) were used for Cf and Cc6, respectively. The structure prepa-
ration and the Monte Carlo simulation [60] was similarly performed as
was done before [40,61]. The iron of Cf and Cc6 were considered to be
in the oxidized state. In order to match the experimental conditions,
the electrostatic potential was calculated for an ionic strength of 0.01
M and a temperature of 298 K with APBS [62]. 10,000 randomly chosen
encounters of the simulation were used for the analysis.
3. Results
3.1. Self-reduction of Cc6 and ligand mutagenesis
For the characterization of the complex of Cf and Cc6, paramagnetic
relaxation enhancement (PRE) was used.With this method intermolec-
ular PREs of Cc6 nuclei are measured that are caused by spin labels at-
tached to the surface of Cf at various positions. The PREs are then
converted into distance restraints for docking calculations. The spin
label MTSL is linked to site-speciﬁc Cys residues engineered on Cf via a
disulphide bridge. To maintain the spin label in the paramagnetic state
and thedisulphide bridge intact, it is essential that both cytochromes re-
main in the oxidized, ferric state. In the past we experienced rapid self-
reduction with c-type cytochromes, a phenomenon that has been de-
scribed also by others for yeast iso-1-cytochrome c [63]. To avoid the
problem, it was decided to use a mutant Cc6 with a much lower redox
potential to prevent self-reduction. Two mutants were produced in
which the purposed axial Met ligand (M58) to the haem iron was re-
placed with either His or Cys.
The midpoint potential of wt Cc6 is 335 mV at pH 7.0 [38]. Both
mutations result in a very large decrease of the midpoint potential,
with Em =−140 mV (pH 7.0) and−235 mV (pH 6.5) [25] for M58H
and M58C Cc6, respectively. Thus, the replacement of the Met with a
Cys ligand decreases the potential by 570 mV. To determine the effect
of the mutation on the structure, the crystal structures were deter-
mined. Table 1 reports the reﬁnement statistics and Fig. 1A illustrates
the quality of the data. The structure of the wt Cc6 of Nostoc sp. PCC
7119 consists of the classic Cc fold, with 4 α-helices and 3 coils. The
haem group is attached covalently to Cys14 and Cys17, and His18 and
Met58 coordinate the iron. The structure is very similar to Cc6 from
other sources, including green algae [18–22]. The closest resemblance
is to Cc6 from Phormidium laminosum with an RMSD for the backbone
heavy atoms of 0.58 Å (PDB ID: 2V08) [20]. The structures of the mu-
tants are similar to that of the wt Cc6, with backbone RMSDs of 0.95
and 0.13 Å for M58H and M58C, respectively. Clearly, the M58C Cc6
structure is essentially identical to that of the wild type, although the
thiolate–iron distance in M58C is longer for all six of the Cc6 molecules
in the asymmetric unit (the average distance is 3.27 ± 0.04 Å) than the
distance between the iron and the Sδ of the Met ligand (2.38 ± 0.06 Å).
A picture of the electron density in this region for one of the molecules
in shown in Fig. 1A.
Signiﬁcant differences are observed for M58H Cc6 (Fig. 1, panels B
and C). The His 58 Nε is coordinated to the iron (2.02 Å), resulting in a
backbone change around Lys 55, rotating it to a more solvent-exposed
Table 1
Data collection and reﬁnement statistics for Cc6 crystals.
Wild type M58C M58H
Space group P 21 21 2 P 21 21 2 P 32 2 1
Cell dimensions
a, b, c (Å) 77.72, 79.80, 80.15 78.82, 80.16, 80.15 60.37, 60.37, 95.37
Resolution (Å) 18.00–1.80 (1.90–1.80)a 28.33–2.00 (2.10–2.00)a 35.23–1.95 (2.06–1.95)a
Rpim 0.026 (0.113) 0.021 (0.129) 0.022 (0.221)
I/σI 27.0 (10.1) 23.8 (6.3) 18.8 (3.4)
Completeness (%) 97.3 (94.0) 98.6 (93.8) 99.7 (99.1)
Redundancy 3.4 (2.4) 7.5 (5.2) 12.4 (11.4)
N° unique reﬂections 44311 32761 14317
N° molecules in ASU 6 6 2
Rwork/Rfree 0.182/0.216 0.207/0.246 0.213/0.268
R.m.s. deviations
Bond lengths (Å) 0.021 0.017 0.018
Bond angles (°) 1.92 1.72 1.96
Ramachandran favoredb 90.7% 93.7% 91.6%
Ramachandran outliersb 0.40% 0.20% 2.99%
a Values from the highest resolution shell are given in brackets.
b As deﬁned by COOT.
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orientation. Surprisingly, also Trp85 and the C-terminal residue Lys86,
on the other side of the protein, far from the His58, show a large dis-
placement compared to the wt structure.
It was decided to useM58C Cc6 as a redox inactive substitute for the
wt protein, because of its lowmidpoint potential and structural similar-
ity. M58C Cc6 was enriched in 15N and the amide nuclei were assigned
on the basis of NOESY-15N HSQC (150 ms mixing time) and TOCSY-15N
HSQC spectra with 80 ms mixing. For the M58C Cc6 variant, no self-
reduction was observed, as expected from its low midpoint potential.
The backbone amide assignments are reported in Table S1 in the
supplementary information. Those corresponding to the two loops sur-
rounding the haemedge are partly missing or tentative. Sequential con-
nectionswere difﬁcult tomake in these regions,most likely due to some
dynamics on the micro-millisecond timescale.
3.2. Dissociation constant and chemical shift map
To determine the afﬁnity between M58C Cc6 and Cf a titration was
performed. Ferrous Cf was titrated into M58C Cc6 and HSQC spectra
were recorded at every point. Fig. 2, panel A shows the chemical-shift per-
turbations of several Cc6 amide nuclei plotted as a function of the Cf–Cc6
ratio. The curves can beﬁttedwith a 1:1 bindingmodel, yielding a binding
constant of 7(2)mM−1, identical within error to that for the wt complex,
8(2) mM−1 [34]. Panel B in Fig. 2 shows the binding map, in which the
surface of the protein has been coloured according to the size of the aver-
age amide chemical-shift perturbation for each residue, extrapolated to
the 100% bound state of Cc6 (ΔδAvg). The map is similar to the one
reported for wt Cc6 binding to Nostoc [34] as well as P. laminosum Cf
[33] and shows that the complex uses mainly the haem edge region for
binding, although some residues at the other sides of the protein are af-
fected,most notably Glu 68. The overall size of the shifts and this distribu-
tion of residues on the surface suggest that Cc6 mostly binds with one
side toward Cf, in a relatively well-deﬁned orientation [64]. Whether it
binds on a single site of Cf cannot be established on the basis of these data.
3.3. Paramagnetic relaxation enhancements
To obtain intermolecular PREs for docking and structure determina-
tion of the complex, ﬁvemutants of Cf were produced inwhich cysteine
residues were introduced on the surface of Cf in the region surrounding
the haem. To avoid changes in the pI, which could affect the protein–
protein interactions, only neutral amino acid residues were selected,
Gln7, Ala63, Asn71, Gln104 and Ser192. Either the paramagnetic spin
label MTSL or the non-paramagnetic analogue MTS was linked to the
Cys residues. By measuring the intensity ratio of Cc6 M58C amide reso-
nances in spectra recorded on samples with MTSL-Cf and MTS-Cf, the
PRE was determined [56]. All the spin labels have large effects on Cc6
signals (Fig. S1). Interestingly, the effects are all found in the same re-
gion of Cc6, the loops centred around residues 20 and 55, which is
also the area exhibiting the largest chemical-shift perturbations
(Fig. 2). This observation suggests that Cc6 is always oriented toward
Cf with this surface patch, comprising the region where the haem pen-
etrates the surface, the haemedge. It also implies that Cc6 samples a sig-
niﬁcant surface area of Cf with this patch, because it is affected by the
Fig. 1. Comparison of Cc6 structures. A) Electron density contoured at 2.2 sigmawith the ﬁnalM58C Cc6model in the region around the haem iron. This ﬁgurewas createdwith COOT [1].
B) Overlay of Cα traces of wt (blue),M58C (yellow) andM58H (green). Residue 58 and the haemare shown in sticks. The arrows indicate the large differences betweenM58H andwt Cc6.
C) Surface representations of M58C (left), wt (middle) and M58H (right). The surface is coloured according to the surface potential from red to blue (negative to positive, calculatedwith
DeepView (http://www.genebee.msu.su/spdbv). Non-polar residues are in brown and the haem is in green.
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spin labels at every position. If it would assume a single orientation on
Cf, located between the spin label positions, PREs from each spin label
would affect a different side of Cc6.
3.4. Docking Cc6 in a single orientation
The PREs were converted into distances and docking calculations
were performed. The spin label dynamics were represented by using
four orientations per spin label [58] and the spin labels were allowed
to rotate during the docking to avoid steric clashes with Cc6. The pro-
teinswere treated as rigid bodies. It turned out that Cc6 docks so closely
to the spin labels (see below) that tiny distance variations led to very
large changes in PRE, a consequence of dependence of the PRE on the
sixth power of the distance between nucleus and spin label. For this rea-
son it was preferable to use the PRE-based distances and not the PREs
themselves as restraints in the docking calculations and evaluation of
the quality of the ﬁt with the observed data.
First, a simple model of Cc6 and Cf interaction was tested, by assum-
ing that the PREs represent only a single, well-deﬁned orientation of the
proteinswithin the complex. The resultant structure that bestﬁts the ex-
perimental data is physically unrealistic, because Cc6 does notmake con-
tact with Cf, but rather remains at a distance of several Ångström from
the surface. The degree towhich the structure represents the experimen-
tal data was expressed as the average distance violation, which repre-
sents the difference between the experimental and the back-calculated
distances for all residues and all spin labels (the deﬁnition is given in
the Materials and methods section). Thus, the larger the average viola-
tion, the poorer the quality of the ﬁt. Fig. 3A shows that the average dis-
tance violation for the simple model, with a fraction of a well-deﬁned
structure of 100% (p= 0), is 2.0 Å. Figs. 4A and S2 plot the experimental
and back-calculated distances for each residue. Several regions of Cc6 ex-
perience more paramagnetic effects than predicted by this model and
these residues are expected to be closer to the spin label than is found
in the model. It is clear that the PRE data cannot be described by Cc6 in
a single orientation within the complex with Cf.
3.5. Ensemble docking
Ensemble dockingwas used to obtain a better ﬁt to the experimental
data. This approach assumes that the complex exists in more than a
Fig. 2. Binding ofM58C Cc6 to Cf. A) Binding curves for the interaction ofM58Cmutantwith ferrous Cf. The data were ﬁtted globally to a 1:1model (non-linear, least-squares), yielding an
association constant of 7 (±2)103M−1. B) Chemical shift perturbationmap. Residues forwhich aΔδAvg (ppm)was calculated are colour-coded on the structure ofM58Cmutant according
to the following categories: blue for b0.025 ppm, yellow for ≥0.025 ppm, orange for ≥0.050 ppm, red for ≥0.125 ppm. Prolines are shown in grey and the haem group in dark green.
Residues are identiﬁed with the single-letter amino acid code, and the surfaces have been rotated in anti-clockwise 90° steps around the vertical axis, with respect to the one on the
left. Surface representations were generated using MOLMOL [2].
Fig. 3. Average violation plots. A) The average distance violation plotted for increasing en-
semble size. B) The average distance violation is plotted for different ensemble fractions
(p). The results for the average violation for the single structure only (open symbols)
and for the combination of single structure and ensemble (solid symbols) are shown.
For p = 1, the complex consists entirely of an ensemble. The ensemble size used in
these calculations was ﬁve. The deﬁnition of the error bars is given in the Materials and
methods section.
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single orientation and can be represented by an ensemble of orienta-
tions [65]. Several copies of Cc6 were docked simultaneously, driven
by the PRE-derived distances. The average distance between the spin
label and the set of identical nuclei in the ensemble was compared
with the experimental distance and minimized, resulting in an ensem-
ble of orientations of Cc6 around Cf. This procedure was repeated
many times, creating a cloud of orientations. The quality of the ﬁt is
expressed as the average violation of the experimental distances. The
size of the ensemble, which is the number of copies of Cc6 used in the
docking, was varied, demonstrating that the ﬁt improvement by adding
more copies levels off quickly (Fig. 3A). In the subsequent calculations
an ensemble size of ﬁve Cc6 copies was used. Adding more copies
does not signiﬁcantly improve the ﬁts and results in superﬂuous copies
of Cc6 that are placed far from the surface of Cf.
The ensemble docking can be executed assuming that all the PREs
derive from this ensemble (100% ensemble, p = 1) or that a two-state
model is applicable, with a dynamic encounter state and a well-
deﬁned state (0 b p b 1). In the latter case, a single Cc6 molecule is
docked ﬁrst, assuming a certain population, for example 40%, and then
the back-calculated PRE effects for this structure are subtracted from
the observed PREs and the remaining PREs are input for the subsequent
ensemble docking to obtain the encounter complex that represents the
remaining 60% of the complex [66]. The back-calculated distances from
the combined single structure + ensemble are compared with the ex-
perimental distances to evaluate the quality of the ﬁt. Fig. 3B shows
the results for such calculations. The average distance violation is plot-
ted as a function of the fraction of encounter complex (p), for the single
structures only (open symbols) and for the single structure + ensem-
ble, representing the entire complex (solid symbols). As expected, en-
semble docking yields lower average violations, because more degrees
of freedom are added in such calculations. Interestingly, the ﬁt does
not improve for p-values up to 0.6. That means that a large fraction of
the PRE is attributable to the encounter complex. The best results are
found for p= 1.0, so in the absence of a single, well-deﬁned orientation
of Cc6. These results suggest that a single dominant orientation is not
present and that the complex of Cf and Cc6 is best described by an en-
semble of orientations.
The average distances back-predicted from the ensemble (p = 1.0)
ﬁt the experimental distance much better than the single structure
(Figs. 4B and S3), indicating that the ensemble is an acceptable repre-
sentation of the PRE data.
3.6. Monte Carlo docking calculations
We then wondered whether the ensemble is of purely electrostatic
nature. Before, it had been shown that the encounter complex of cyto-
chrome c peroxidase and cytochrome c could be described by a theoret-
ical ensemble obtained via Monte Carlo (MC) calculations that only
considered electrostatic interactions between the proteins [61]. Similar
calculationswere performed for the Cf–Cc6 complex and a large ensem-
blewas created. From this ensemble the average distances from the Cc6
amide protons and the spin labels were calculated and compared with
the experimental distances (Figs. 4C and S4). The distance patterns
roughly follow the experimental ones, but it is clear that theMC ensem-
ble cannot describe the experimental data very well. In most of the MC
orientations Cc6 is orientedwith its haemedge face oriented toward the
Cf surface, in line with the conclusion from the experimental PRE pat-
terns. Thus, it can be concluded that Cc6 pre-orients this face toward
Cf upon its approach, due to electrostatic interactions. However, the
poor quantitative match with the experimental distances indicates
that the places where Cc6 is located on the Cf surface in the MC ensem-
ble do not agree well with the real complex, suggesting that within the
encounter complex, other interactions than electrostatics contribute
signiﬁcantly.
3.7. Analysis of the ensemble
The centres-of-mass of the 610 Cc6 molecules obtained from 122
runs of ensemble docking show that Cc6 visits an area including and
surrounding the hydrophobic surface patch near the haem of Cf
(Fig. 5, green). Clearly, a single structure cannot describe this ensemble.
It is possible that the Cc6 samples an even larger area, because the ﬁve
spin labels did not cover the whole surface of Cf, so in the calculations
Fig. 4. Fitting of the experimental distances. The average distances between the oxygen
atomof spin label N71C andCc6 amideprotonswere back-calculated from various ensem-
bles (thick line and solid symbols), plotted against the residuenumber and comparedwith
the experimental distances (open symbols). The grey areas indicate the experimental
errormargins. In (A, B) the solid line represents the averages for the tenbest structures ob-
tained from docking a single copy (A), or ten ensembles of ﬁve copies (B) of Cc6. In (C), it
represents the averages from three sets of 10,000 randomly selected structures from the
MC ensemble. The error bars indicate the SD of the ensembles.
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there are no restraints to guide Cc6 to those regions. The charge distri-
bution on Cf shows that it has an overall negative charge, with strong
negative potential around the hydrophobic patch. Cc6 has a ring of pos-
itive charges around its hydrophobic patch, close to the haem edge
(Fig. 1C). Cc6 is always oriented with this region toward Cf, as can be
seen in Fig. 5. The blue spheres represent the iron atoms of Cc6 in the
ensemble. These atoms are always closer to Cf than the centres-of-
mass (yellow spheres), indicating that Cc6 has a preferred binding
orientation.Most of the Cc6molecules are found to interactwith the hy-
drophobic patch of Cf, not with the charged regions, in accord with the
ﬁnding that the MC calculations, which are based purely on charge–
charge interactions, do not produce an ensemble that ﬁts the experi-
mental data well.
4. Discussion
Characterization of the complex of Cf and Cc6 was hindered by self-
reduction of Cc6 during NMR experiments. A solution was found by re-
placement of the methionine ligand of the haem iron. Substitution with
a His or a Cys residue resulted in a large decrease of themidpoint poten-
tial. The crystal structures of the Nostoc wt Cc6 and both variants were
determined. In particular the Cysmutant is remarkably similar in struc-
ture to the wt protein, despite the shorter side chain length of Cys. Mu-
tant M58C was used in the interactions studies with Cf, because its low
midpoint potential abolished the problem of self-reduction. Substitu-
tion of haem ligands by Cys has been reported for haem enzymes to
study the effects on enzyme activity ([67] and references therein) and
the spectroscopic characterization of semi-synthetic Cc with a Cys re-
placing the ligandMet has been described [68,69]. Very recently, an ex-
tensive study of yeast Cc with a co-ordinating Cys was published.
Replacement of the Thr at position 78 by Cys yielded a protein that
was more stable than Met80Cys Cc [70]. It is difﬁcult to produce
redox-inactive cytochrome c analogues by metal substitution, because
removal of the haem iron can only be achieved under harsh conditions,
requiring denaturation and refolding of the protein. The substitution of
Met co-ordination by that with a Cys thiolate can be used as a conve-
nient alternative. In each of the described cases themidpoint potentials
dropped by many hundreds of mV.
The PRE data indicate that the complex is not dominated by a single
well-deﬁned orientation, but instead it is best described by an ensemble
of orientations. The chemical-shift perturbation results as well as the
PRE data indicate that Cc6 pre-orients upon approaching Cf. It is expect-
ed that the long-range electrostatic attraction causes Cc6 to orient with
its positive charges toward the overall negative Cf. Given the dipolar na-
ture of Cc6, this movement results in Cc6 facing Cf with its hydrophobic
patch located around the haem edge. It has been known for a long time
that the haemedge provides strong coupling for electron transfer, so the
pre-orientation primes Cc6 for rapid electron transfer from the Cf haem.
At a short distance, hydrophobic interactions appear to be important,
because the ensemble that ﬁts the PRE data is located mostly above
the hydrophobic region around the Cf haem group. Contrary to the en-
counter complex of the electron transfer complex of cytochrome c and
cytochrome c peroxidase, which can be described with electrostatic in-
teractions only [57,61], the Cf–Cc6 complex also involves hydrophobic
interactions. These ﬁndings are in line with recent studies on the Cf–
Pc complex from the same Nostoc species [40,41]. Also in that case the
complex is at least partly in an encounter state and electrostatic MC
calculations cannot fully describe the PRE data. In this complex hydro-
phobic interactions appear to play a similarly important role, which be-
came clear from a recent comparative study on Cf–Pc complexes from
Nostoc and P. laminosum [71]. Other studies on Cc6 from Nostoc and
C. reinhardtii, using NMR, kinetic measurements and docking calcula-
tions also indicated the importance of hydrophobic interactions with
its partners, Cf [31–33], photosystem I [26,29] and cytochrome c oxidase
[72]. The data further suggest that the Cf–Cc6 complex consists predom-
inantly or entirely of an ensemble of orientations, whereas in the Cf–Pc
complex a stereospeciﬁc complex is also present for a signiﬁcant
amount of the time.
These studies raise the question whether the two state model of an
electrostatic encounter complex and a well-deﬁned complex, with spe-
ciﬁc hydrophobic interactions, hydrogen bonding and van der Waals
forces as well as electrostatic interactions, is generally applicable to
electron transfer complexes. At least in the Nostoc case, of Cf reacting
with Cc6 and Pc, the complex is better described by electrostatic pre-
orientation when the proteins are still approaching and an ensemble
of orientations inwhich the proteins exhibit a form of hydrophobic slid-
ing, with increasing desolvation of the hydrophobic patches and thus a
gradual transition to the most stably bound orientation (Cf–Pc) or ori-
entations (Cf–Cc6) [40]. The model is illustrated in Fig. 6. Such a hydro-
phobic searchmechanismhas been suggested on the basis of theoretical
studies by Camacho and co-workers [73,74]. Although the encounter
complex is normally considered to be dominated by electrostatic inter-
actions [3,75,76], the involvement of hydrophobic contacts in the en-
counter state has been reported before [40,66,71,77].
In the ensemble some orientations will exhibit optimal coupling be-
tween the redox centres, resulting in rapid electron transfer. As long as
the distance between the haems is short and the space jump between
the proteins is small, electron transfer will be fast. A single, well-
deﬁned orientation is not required in that case. In fact, it is not desirable,
because a well-deﬁned complex needs to be stabilized by multiple
Fig. 5. The ensemble of Cc6 around Cf shown in two orientations. Cf is shown in surface representation with the haem in magenta spheres. Negative, positive and hydrophobic residues
(including Tyr and Trp) of Cf are displayed in red, marine and green, respectively. The yellow and dark blue spheres represent the centres-of-mass and iron atoms of Cc6 in the ensemble,
respectively.
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interactions, making it too stable for rapid dissociation. The view that in
some complexes multiple orientations, part of a larger ensemble, are
suited for ET, is similar to the dynamic docking model described for
myoglobin and cytochrome b5, although that complex appears to be
dominated by charge–charge interactions [78,79]. It is supported by a
recently published kinetic studydemonstrating thatmultiple conforma-
tions of Cc6 contribute to electron transfer within the Cf–Cc6 complex
[31]. In the described model of gradual desolvation, the reverse process
happens upon dissociation. Gradual resolvation avoids a high transition
state barrier between the electron transfer active state and the free pro-
teins, thus ensuring rapid dissociation. For photosynthetic electron
transfer proteins, a high off-rate is as important as fast electron transfer
to avoid product inhibition and reduction of the electronﬂow rate in the
redox chain [80]. The relatively low afﬁnity between Cf and its partners
is in line with the idea that rapid turn-over is important. In the thyla-
koids, Cf is present in a tilted orientation, with the side shown in Fig. 5
facing the lumen. The other side is close to themembrane andnot acces-
sible to Cc6 and Pc. Given the considerable conﬁnement within the
lumen, it is expected that the local concentrations are high and afﬁnity
is not a stringent requirement for complex formation.
5. Conclusions
The ﬁndings on the complexes of Cf with Pc and Cc6 show that en-
counter complexes represent an important part of the photosynthetic
ET protein complexes. Experimental evidence for a role of hydrophobic
interactions in the encounter complex is accumulating, blurring the dis-
tinction between encounter complex and stereospeciﬁc complex. This is
true in particular for ET complexes, because a distance between the
metal ions that is sufﬁciently short for rapid ET is all that is required
for activity, so there is no reason for the presence of a single active ori-
entation within the complex.
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