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ПРЕДИСЛОВИЕ
Учебное пособие предназначено слушателям факультета повыше­
ния квалификации преподавателей математики в вузах при Уральском 
государственном университете. Оно рассчитало на расширение и углу­
бление познаний в области линейной алгебры. Пособие содержит сжа­
тое, но достаточно полное изложение основных идей и методов линей­
ной алгебры и охватывает почти все ее традиционные разделы. Упраж­
нения в тексте ж приведенные в конце каждой главы задачи^носящие в 
основном теоретический характер, способствуют не только более глу­
бокому усвоению основных понятий и результатов, но и расширяют 
познания в области линейной алгебры.
В отличие от учебника для студентов пособие рассчитало на чита­
теля, в основном знакомого с элементами линейной алгебры. Отсюда 
сжатость и лаконичность изложения материала, требующие от чнтвг 
теля определенных усилий и опыта в понимании математических ка­
тегорий.
Пособие состоит из шести глав, каждая глава разбита на парагра­
фы. Внутри параграфа леммы, теоремы,следствия и упражнения име­
ют свою нумерацию. Для сокращения в ряде мест используются про­
стейшие логические символы. Определения используемых в пособии 
теоретико множественных понятий и обозначения приведены в начале 
пособия. Список основных обозначений приведен в конце пособия.
Основой пособия явился курс лекций,читавшийся автором слуша­
телям ФПК Уральского университета.
Автор признателен научному редактору Ю.МВаженжну: беседы 
с жим, его советы налит позитивное отражение в настоящем издаг 
жии. Компьютерный набор пособия с большим старанием выполни­
ла сотрудница ФПК УрГУ М НГаева Выражаю Марине Николаевне 
сердечную благодарность. Благодарю А А Булатова, который оказал 
большую помощь в наборе наиболее сложных мест текста пособия.
В настоящее, третье, издание пособия включена глава, посвящен­
ная матрицам и определителям. Модифицированы доказательства не­
которых теорем, дополнены разделы, посвященные задачам.
ВМЕСТО ВВЕДЕН И Я
В основе изложения линейной алгебры лежат понятия множества 
и его элемента» которые являются первичными и потому не сводятся 
к ранее определенным понятиям. Здесь приводятся обозначения и не­
которые понятия» связанные с понятием множества н операциями над 
множествами.
1) Запись а € А означает» что элемент а принадлежит множе­
ству А  Множество задается либо перечислением его элементов А =  
{аі,. ..»о*»...}» лібо указанием определяющего свойства; таль запись 
{дг, Р(х)} обозначает множество таких объектов л» которые обладают 
свойством Р.
2) Если любой элемент множества А  является элементом множе­
ства В» то А  называется подмножеством В  ж пишется А С В. Если 
А С В ж В с А » т о А ж В  называются равными» в записи А =  В.
3) Объединение Аи В  ж пересечение А п В  множеств Аж В  опреде­
ляются равенствами
Л и В =  {л;л € А  или л € В}; Л п  В  =  {л*»л € Л ж л € В}.
Если задано семейство множеств {Л»; і € /}» то» естественно» опре­
деляются объединение иЛ* і € I  и пересечение пЛ* і € /  множеств 
заданного семейства.
4) Запись f  : X  -+ Y  означает; что /  есть отображение множества 
X в множество У, т.е. каждому элементу л  из X  f  приводит в соот­
ветствие единственный элемент у =  /(л ) € К  Если АС Л", то образ А  
при отображении / ,  обозначаемый через /(Л ), определяется формулой 
/(Л ) =  {/(а); а € Л}. Если В  С У, то полный прообраз В» обозначае­
мый через /  (В^определяется формулой f ~ l(B) =  {л; л € ЛГ: /(л ) € 
В}, в частности» если 6 € У» /"^ (6) =  {л» л € ЛГДл) =  6}.
5) Пусть /  : X  -► У и /(ЛГ) =  У» в этом случае говорят» что /  
есть отображение X  на У. Если f ~ l(y) Д™ каждого элемента у из У 
состоит лишь из одного элемента множества X» то /  называют взаимно 
однозначным отображением иди биекцией X  на У. В этом случае /~* 
будет биекцией У на X, отображение называют обратным к / .
6) Пусть f  \ X  Yy д \ Y  Z. Отображение» сопоставляющее 
элементу л из ЛГ элемент у (/(л)) из Z % называют произведением (су­
перпозицией) отображений /  и д ж обозначают g f : ( g * /)(л) =  у (/(л)). 
Если А: Z  -* Uy то легко показать» что А • (у * / )  =  (А- у) • / .
7) Через As х А* х , . .  х Л* обозначают декартово произведение п 
множеств А»,A t,. . . ,  А*» те. множество всех г*-ок (аь а«». . . , а»), где
ai € Ai, аз € А>,... ,о» € А *:
А 1х А 2х . . .х А л  ={дг,х =  (а1,оа, . . . , а ж);аі € Аі,Оз€ A ., . . . ,a » €  А«}
Если A i== Аз =  . . .  *  А* =  А, то декартово произведение Ах А х .. • х А 
обозначают через А* н называют п-ft декартово! степенью множества 
А
ГЛАВА 1
М АТРИЦЫ  И ОПРЕДЕЛИТЕЛИ  
§1.1. Матркцы к операции с ними
Прямоугольная таблица
/  <*із ••• <*і* \
0(31 <*33 • • • <*2*
• : ; •
\  <*ml <*m3 * • * <*т* /
состоящая нз т  строк <ь =  (од, о д , . . . ,  о д )1 < і < т  ж я столбцов
элементы которой од  принадлежат некоторому множеству К у называ­
ется матрицей над К  размера т х я; кратко ( т х  я) -матржце!.(ях яѴ 
матржца называется квадратной порядка п. Множество всех (то х п)- 
матрнц над К  обозначим через К тх%. Чаще всего в качестве К  высту­
пают поле (в частности, числовое поле) или какое-либо ассоциативное 
кольца Матрицы А =  (од) ж Б  =  (Д*) из К шхл называются равными, 
если о д  в  Д*, 1 < і < т о ,1 < А : < я .
Цусть F  - поле ж А € Р Х*,В € F"1**. Суммой матриц А ж Б  
называют матрицу (од+Д*) из F*** * ж обозначают А + Б : (од+Д*) =  
А +  Б.
Теорема 1. Если А ,Б  ж С - матрицы из F***, тогда
1. А + Б = Б + А -  коммутативность сложения
2. (А 4- Б ) +  С =  A -f ( Б + С) - ассоциативность сложения.
А Для матрицы Оу состоящей из нулей, справедливо равенство А +  
О =в А  для любой матрицы А.
4. Для любой матрицы Л существует противоположная -А , талая, 
тго А -Ь(—А) =  О
Произведением матрицы А =  (с**) на элемент Л поля F  называют 
матрицу (Aofijk) и обозначают А А : ( А с * * )  =  А А
Теорема 2. Если A, Au Aq - матрицы из F"***, Alt А* - элементы 
поля Fy 1 - единица F, тогда
( А і  4 * А 3) А  =  А і А  4" А 3 А  j 2 . A ( A i  4 “ A i ) =  A A x  4* A A 3 /
a  A x ( A 3 A )  =  ( A j A a ) A ;  4 . 1 . A  =  A  .
Доказательства перечисленных в теоремах 1 и 2 свойств прямо сле­
дуют из определений и соответствующих свойств в поле.
Для введения умножения матриц определим сначала произведение
- ( * ]
строк* (  =  (Сі,6 , * столбца, г? =  | . j по формуле £7 =
\ V n J
(iVi +£а»?з+ • ••+ £ • ’?»*
Пусть теперь Д е  F mX*, В  € а, «  (а^ , сч3> • • •»<*»«)* 1 < » <
/  ßik
- строк* матрицы 6* =
Даі
, 1 < it < р - столбцы матрицы В.
\  Д а
Произведением матрицы А  на матрицу Б  называют матрицу С  =  
(7а )  *3 .Р * * , где 7і* =  Оі • 6* =  ааД и  + » іаД ц + . . .  + а;*Д а * обаанвг 
лают Д • В. Таким образом, ,
А  В  =
а, -61 а , -63 . . .  а , \  
aj Ь1 02 Ь3 . . .
k Ora-F1 Om ••• Om •6'  
Рассмотрим примеры: 1. ^ ^ )  0*>4) =  ^ ß g )  •
и В Д
2. П у с і ъ Л = (  ° з ) * В = ( 1 з ) - ІЯ * » Л в - (  I
- ( і  Ä) -
Таким образом, свойство коммутативности даже при умножении 
квадратных матриц не имеет места.
Теорема 5. Пусть А, Ли  А3 - матрицы из F 7***; Д  Д ,  - матри­
цы из F *xp и С  - матрица из Fpxq> тогда
1. (Аі ■+■ А2)В  =  А \В + А3Д
2, А(Ві -f- Д ) =  А Д  4" АД;
а  а(АВ) =  (аА)Б =  А(аВ);
4. (АЯ)С =  А(ЯС).
Равенства, приведенные в теореме, доказываются путем сравне­
ния соответствующих элементов матриц, стоящих в левой и правой 
частях. Для примера покажем справедливость равенства 1  Пусть ах 
- i-я строка матрицы A,£rJ и Ь% - k-е столбцы соответственно маг 
триц Д , Д , А(Д -f Д ) =  (Ліь) н АД 4- АД =  (fo). Для строки £ 
и столбцов rji ж rj2 равенство ^  ^  очевидно. Тогда
AlJk =а»(Ь^ +  &J) =  +  Oib% = fa . Что и требовалось
Следствие. Множество F*** всех квадратных матриц порядка п 
над полем F  относительно сложения и умножения является ассоциа»- 
тивным кольцом с единицей.
Единицей кольца F *XÄ является матрица, все диагональные эле­
менты которой равны 1, а остальные - нулю. Такая матрица называл 
ется единичной н обозначается Е  и Д ,  где п - ее порядок.
Для произвольной матрицы А матрица Ат , полученная из А заме­
ной строк ее столбцами, называется транспонированной к А
Теорема 4. Для любых матриц Аж В  имеют место равенства
1.(АТ)Т =  А; 2. (А +  В)Т =  АТ +  Ят ;
а(<*А)т =  ofAT; 4. (АВ)Т =  Д 1 Ат.
Первое равенство очевидно. Легко проверяется выполнимость par 
венств 2 и а  Докажем справедливость равенства 4. Пусть А =  (<*4*) 6 
F"1**; В  = (ßik)€ F*xp; А- В =  (A.*); (АВ)Т =  (й,*) € Л ””" и, 
нец, ЕРАТ = (тцк) € F**m. Tax, 6ік =  Аы, то йік =  akißu+ akiß2i+ .. .+  
otkmßrm- Левая часть равенства есть ??,* : 5а =  т̂ д. Что и требовалось
§1.2. Определители 2-го и 3-го порядка
Поводом для введения понятия определителя послужила, задана о 
решении системы линейных уравнений. Сначала рассмотрим систему 
двух линейных уравнений с двумя неизвестными,
CLiX +  Ь\у =  Сі; &гх 4- Ъ2у =  с̂ . (1)
Исключая неизвестную у} а затем и неизвестную х у получим новую 
систему
{(ІіЬ2 — d 2b\)x  =  С\Ь2 — СзбГ) ( d i  63 — d a 6 i) y  =  d\C2 — Л д С і, (2)
вообще говоря, не равносильную системе(1), но полезную для анализа 
решений системы (1).В системе (2) коэффициенты при х  ж у равны 
di63 -  d2bl =  А, а правые части похожи по форме на А.
Даучленаібз-Озбі называют определителем матрицы ^ ^  ^  J 
ж обозначают
—  & 2  Ь і  =
dl &1
" Ч  S t ) -da 63
Для решения линейной системы трех уравнений
d i • X 4 * bi ■ у  +  Сі * z  =  d i\  da • X +  63 • у +  C3 • 2 =  (fc;
d 3 - л  +  63 • У +  С3 • г  = d 3 
умножим первое уравнение на
ж сложим. Получим&1 Сітретье на J ^
(3)
63 Сз 6і Сі
Ьз
, второе на -
6э Са
dl
63 Сз
6з с3
I ь2
1 6з
Сз
Сз
- d a 6і
ь>
Сі
сз
+ а 3
| - < Ь
61
6э
Сі
Сз b2
Сі
Сз
М *  =
12 Сз )
(4)
фициент А Ь2
Ьэ
с2
сз -О з
Ьі сг 
Ьз с3
6l Cl
b2 сз при X назы­
вается определителем матрицы
( аі bi Ci \  
h  Сз I j e  
аз Ь2 Сз /
А  и обозначается
а>1 bi Сі I
а2 b2 Сз =  detA =  \А\.
аз 63 Сз I
Аналогично, исключая неизвестные z }x  ил , у, получим систему
Д г  =  Л і, Д у = Д з  , Д  2 = Д з ,  (5)
где Д* - определитель, полученный из определителя Д заменой &-го 
столбца к 6 {1,2,3} столбцом свободных членов системы (3). Бели 
Д Ф 0, то отношения и решают не только систему (5),но и
(что легко проверить) являются решениями системы(З). Отмеченная 
полезность определителя матрицы третьего порядка для решения си­
стемы (3) показывает, что необходимо указать способы формирования 
каждого из шести слагаемых этого определителя:
аі bi Ci
Л3 63 С3
&3 63 Сз
=  a\b2Cz -И1363С3 4-Лзбі Сз -  <L\b^c2— 0361С3— a2b2C\. (6 )
Такая запись определителя 3-го порядка показывает, что слагае­
мые со знаком соответственно со знаком составляются в со­
ответствии со схемами ( правило треугольников)
Второй способ записи слагаемых определителя связан с двухин- 
дексной нумерацией элементов определителя. В соответствии с равен­
ством (6), располагая множители в порядке возрастания первых ин­
дексов, имеем
<Хц аіз Ліз Г
Озі а22 азз =  {
а3і а3 з <*33
ацОззазэ 4-аізОзэа3і -f 013^31̂ 33
— Л і з Д з з Л з і  — f t i 3 & 3 i < X 33 — Л ц Л з з Д з з
Таким образом, слагаемые определителя в равенстве (7) однознач­
но определяются перестановками множества {1,2,3}:
(öiOjOfe) <=^ (aior.^aajasa,),
причем знак слагаемого определяется числом беспорядков в пере­
становке вторых индексов при натуральном расположении первых ин­
дексов. Слагаемые с четным числом беспорядков вторых индексов (1 
2 3),(2 3 1), (3 1 2) снабжаются знаком плюс с нечетным числом 
беспорядков: (3 2 1),(2 1 3),(1 3 2) - знаком минус .
Подмеченная закономерность записи слагаемых определителя 3-го 
порядка дает возможность подойти к введению понятия определителя 
тігго порядка. Для этого изучим элементы теории перестановок.
§1.3. Перестановки
В основе теории перестановок - множество п первых натуральных 
чисел: М  — {1,2, . . . .  п}. Элементы М % записанные в определенном по­
рядке ••><*») =  а, называют перестановкой множествам.
Пара (<*„<**) элементов перестановки а  образует инверсию, если при 
i < ko ti>  oik. Число всех инверсий в перестановке а  обозначим через 
5(огі, оі2у • •«> <**)• Перестановка с четным числом инверсий называется 
четной, в противном случае - нечетной. Перемена местами двух эле­
ментов в перестановке называется транспозицией в этой перестановке.
Теорема 1. Если в перестановке а  проделать одну транспозицию, 
то число инверсий в полученной перестановке ß  отличается от числа 
инверсий в перестановке а  на нечетное число;
S(fi) = S(a) + 2k + U
где к - некоторое целое число.
Доказательство. Запишем перестановку о, выделив переставляе­
мые элементы р и q :
а =  (а ь . . . ,  a w ß u  ■ .  -ß tq iu -■. ,7nt).
Тогда /? =  ( « ! , . . . , a* ,9, 7m).
Очевидно, что до и после транспозиции число инверсий, которые 
образуют р и q с числами . . . ,  or* и 71, , . . , 7m» остается неизменным. 
При і  =  0 S(ß) =  S(о?) ± 1. Если /  > 0, через І х обозначим число чисел
среди ßu .. ., ßty которые с р не имеют инверсий, а через і 2 - число 
чисел среди ß x которые с g не имеют инверсии. Тогда
S(ß) *  5(a) +  Л -  ( / - / , ) + / * -  ( / -  / 2) ±  1.
Следовательно, 5(/?) =  S(cx)+2k± 1, где А =  £х + /2- А что и требовалось 
доказать.
Следствие. Если в перестановке а  проделать к транспозиций, то 
полученная перестановка будет иметь ту же четность, что и а, если к 
- четно, и противоположную, если к - нечетно.
Методом индукции по числу переставляемых элементов нетрудно 
доказать следующую теорему.
Теорема 2. 1. Число всех перестановок п элементов равно
л! =  1 • 2 •...« п .
2. Совокупность всех п\ перестановок можно упорядочить таким * 
образом, что каждая следующая получается из предыдущей путем од­
ной транспозиции.
Следствие. Число четных перестановок п элементов равно числу 
нечетных перестановок и равно *л!.
§1.4. Определители пгпорядка: 
определение и основные свойства
Пусть Л-квадратная матрица порядка п над полем F :
А  =  (аа)-1 < і < щ І < к < п .
Определителем матрицы А  (определителем порядка п) называется 
алгебраическая сумма всевозможных произведений элементов матри­
цы, взятых по одному из каждой строки,* каждого столбца. Множите­
ли в таном произведении записываются в порядке возрастания первых 
индексов, а произведение снабжается знаком плюс , если перестанов­
ка вторых индексов четная, ж знаком минус - в противном случае. 
Очевидно, построенный многочлен от п2 переменных о,* содержит п! 
слагаемых, половина из которых входит со знаком плюс . В буквен­
ных обозначениях имеем
Он Оі2 ♦• • ох* Оі
detA =  1 А| =
021 022 • . . 021
=
02
0*1 0*2 • О** о*
(orjQra..̂ ,)
Теорема 1. Если t- я  строка а,, 1 < і < п определителя А есть 
сумма, двух строк а[ к а", то Л равен сумме двух определителей Л ' и 
А” , причем t-я строка в первом есть а- н а-'-во втором, а остальные 
строки этих определителей те же, что и в определителе А. 
Доказательство. По определению
д =  Е  И )* “1 =  
(и,..Лж)
=  (— »1 
(аг|..лж)
''«к», • • • • • «U • . . .  Опа̂ -Н
+  Е  ( - і ) 5(в'""в*)аі<»1
(ОЦ..А,)
• . . .  • .
dl <*1
/
Очевидно, первая сумма равна =  А ', а вторая равна <
On
А". Доказанное свойство, называемое свойством аддитивности опре­
делителя относительно любой его строки, может быть записано в виде 
формулы
ах
а; +  < = + <
Лп On On
и обобщено на случай, когда t-я строка есть сумма нескольких слагаг 
емых.
Теорема 2. Если все элементы і-й строки о, определителя обла­
дают общим множителем: а» =  Аа*, то А можно вынести за знак опре­
делителя:
ах
Н SS А •
ч
Оп ап
Это свойство называется свойством однородности ж доказывается 
аналогично доказательству свойства ад дитивности.
Теорема 5. Определитель с двумя одинаковыми строками равен 
нулю.
Доказательство. Пусть у определителя Л =  |од| і - я  и ; - я  стро­
ки равны: а, =  а; , т.е ац =  aju <ч2 =  . • •, а»ч =  можно считать,
что і < ; .  Возьмем произвольное слагаемое определителя:
  «.)аіЛі ■...<Ьс.і -а»«.-
Рассмотрим еще одно слагаемое определителя А :
(-І)« -» -* * — *••-.)а1аі • . . .  • а* ,  . . . . .  а,*. в , . . .
Так как at«f =  а;а , и aJQIt =  , то множители взятых слагаемых одни
и те же, а снабжены они противоположными знаками. Следовательно, 
слагаемые эти уничтожаются. Но первое слагаемое взято произвольно, 
поэтому Д  =  0.
Что и требовалось. Последующие свойства определителей n-го по­
рядка легко следуют из теорем 1,2,3.
Следствие 1. Определитель с двумя пропорциональными строка­
ми равен нулю.
Следствие 2(теорема Якоби). Если к элементам ;-й  строки опре­
делителя А прибавить соответствующие элементы і-й строки і ф 
умноженные на некоторый скаляр из F , то полученный определитель 
равен исходному А.
Следствие 5. Бели в определителе А поменять местами две стро­
ки, то полученный определитель А г отличается лишь знаком от А : 
Ді =  —А.
Доказательство. Пусть в определителе А оі и а, - переставляе­
мые строки. Требуемое утверждение непосредственно следует из легко
проверяемого равенства:
<*1 *1 ai
Оі +  а, Лі aj
• = • + j
а<+а7 Oi
*я n Л»
Лемм&( о знаке слагаемого определителя ).
Произведете аАтіаЛ ъ • . . .  • ад.-,., где ß  =  0 ? і,.. .,/?«), 7  =  
(7 і і "mTW) -  перестановки чисел 1, 2. . . . ,  п, входит слагаемым в опре­
делитель А =  |аа | оо знаком ( - i p w ’),
Доказательство. Для того чтобы узнать знак, с которым прожзве- 
денжеаду, •.. . а^ж7ж входит слагаемым в А, необходимо перестановкой 
сомножителе! расположить их в порядке возрастания первых индек­
сов; тогда искомы! знак определится числом инверсий вторых индек­
сов. Перестановка двух сомножителей сспрсвсждаетгя транспозиция­
ми как первых, так и вторых индексов. Поэтому сумма Slß) +  S(y) 
меняется при этом на четное числа Следовательно, ( - I ) 5#)*5*?) Е€ 
изменяется при любом изменении порядка сомножителе!. Располагая 
в исходном произведении множители в порядке возрастания первых 
индексов, получим равенство
а РхУ\а Р%Уг * • • • • а 0пУш =  а 1ацЛЗог, * • •• * Ляа,»
Тогда
Что ж требовалось.
Теорема 4 (о транспонированном определителе). Для любо! кваг 
дратной матрицы А  имеет место равенство |АГ| =  \А\.
Доказательство. Так как номера строк матрицы А  -  это номера 
столбцов матрицы Ат и номера столбцов матрицы А  - это номера строк 
матрицы Ату то слагаемое входит слагаемым как
определителя |Ж  так ж определителя \АТ\ с одним и тем же зкаком 
( - 1)5(°гі,..пог.н.^(Ді--А), ^го  ж требовалось.
Следствие. Свойства определителя п-го порядка, установленные 
в теоремах 1,2,3 ж следствиях 1,2Д справедливы и для столбцов опре­
делителя.
Применение свойств определителей х вычислению конкретных опре­
делителей требует определенной изобретательности. Рассмотрим при­
меры.
Пример 1. Вычислить нижний треугольный определитель ^ 
ац  0 . . .  О
ОЗІ Ода . . .  О
А* =
<**1 • • • Д*.
Так как ац  • Озз • . . .  • о** - единственное слагаемое в Дх, которое 
может быть отлично от нуля, то Д* =  ацОзз. . .  а*«.
Пример £. Вычислить определитель D* порядка п вида
A .=
ß  « 
«  0
. . .  а  
. . .  а  
• •
x « а  а
• «
Пржбавям вое строп  А» к первой. Получим
А . = ( / ? + ( * - -! )« )•
1 1 
от ß
. . .  1 
. . .  а
а  а
Умножим первую строку на -а  и прибавим ко всем остальным.
1 1 . . .  1
О £ - с г  . . .  О
А» =  ( /? + (» -1)а)- — (ß + (n~ l )a )(ß~  а )"
О 0 . . .  ß -  а
Пример J. Вычислить определитель Ваядермонда:
1 Хі x f . . .  xf~
W*(Xi, &2l • • •» ®») =
1 X3 х^ . . .  x j“
1 3?» ^2 • • • 1
Так как W2(x1} Хз) =  Хз -  x lf НЪ(*і» xa, x3) =  (x3 -  X!)(x3 -  Хі)(хз -  
x2)y то возникающее предположение
W *(X i, Х^,. . . ,  X* ) =  J J  (Xi ~  X j)
можно подтвердить методом математической индукции, предваритель­
но получив рекуррентное равенство
Wn(xu x2>. . . ,  Хп) =  (х2-  х ^ х у -  х г) . . .  - T j ) .  . . . ,  хж).
§1*5. Миноры и алгебраические дополнения
Минором Мік элемента о»*» определители
А =  |а^ | n-го порядка называют определитель п -  1-го порядка, полу­
ченный из А вычеркиванием і-й строки и &-го столбца. А лгебраичесхим 
дополнением Aik к элементу од определителя А называют минор Мц> 
этого элемента, взятый со знаком ( - 1)*+*; Aik =  ( - l ) t+*Afo.
Лемма. Если в определителе А все элементы і-й строки, кроме, 
быть может, од, равны нулю, то А =  одА*«
Доказательство. Сначала рассмотрим случай* =  £ =  1. По опре-
дслсджхО
А =
а п 0 . . .  О
а 3 1  . . .  о д
тіл
=  5 3  ( ~ 1)5(1,<*, "‘“ ")а п а а а ,..-в ім г .
(1а3..хки)
=  ®и 5 3  (—1У®С"**""*>ааогэ• *-«»or- = a u A fn = a n A u .
(ога..л,)
Пусть теперь t и к - любые 1 < і < л, 1 < Ä < п.. Переместим 
од в данном определителе в левый верхний угол. Для этого і-ю стро­
ку поменяем последовательно со всеми выше стоящими, затем анало­
гичную процедуру проделаем с А-м столбцом. Определитель обретает 
множитель ( - I ) 1-1**"1, и, учитывая рассмотренный случай, получим 
А =  ( - l ) %+kOikMik =  о д А ь  Что и требовалось.
Теорема ( о разложении определителя по элементам строки ). 
Сумма произведений элементов і-й строки определителя А =  |од | на 
их алгебраические дополнения равна этому определителю:
А і 4* &йАэ Ч* • • • Ч> ОДА* — A., 1 < t < л.
Доказательство, і -ю  строку о< представим в виде
бц =  (од -f 0-К • •-1-0,0-f од Ч-... 4*0, ...,0 + 0 -К ..Ч -о д ).
В сжлу аддитивности Л по отношению к і-й  строке А можно пред­
ставить в виде суммы п определнтелейгД =  А х +  А3 + . .  • 4* А*. По 
доказанной лемме А х =  ацАц, А? =  . . . ,  А* =  ОіяДяі 4TO и
требовалось.
По теореме о транспонированном определителе аналогичное утвер­
ждение имеет место для А:-го столбца:
aikAik+aikAik  + . . . +  ОткЛщк =  A, l < f c < n .
Следствие« Сумма, произведений элементов какой-либо строки 
(столбца.) на алгебраические дополнения соответствующих элементов 
другой строки (другого столбца) определителя равна нулю:
4“• • • +  &«яД« = 0  і ф і
(iikAa 4-...  +  ОткАи =  0 кф С
Доказательство. По теореме о разложении определителя по эле­
ментам J—й строки имеем
а>х\ Aj 1 4* а,зAj2 4-. *. 4- ОізД.з =
а ц a i 2 .
а п Oi2 - • din.
Ыі 0x2 . • din.
dm • . dnn
=  0,
так как на месте ; - й  строки получается i- я  строка определителя.
§1.6* Определитель произведения двух квадратных матриц
Пусть А  € £ Fmxm ц С  € F mxn. Матрица D вида D =
(  С  В  )  называется ступенчатой матрицей.
Теорема і(об определителе ступенчатой матрицы).
А = А О С В =  |А |.|В |.
Доказательство проведем методом математической индукции по по­
рядку матрицы А  =  (ап). №  леммы предыдущего параграфа следует 
справедливость базы индукции. По теореме из §1.5 имеем
Д =  <Хц Д ii +  <*ізДіа +  • • • +  i*,
где Д а  - алгебраические дополнения к элементу оа в определителе 
Д. По индуктивному предположению Д а  =  (-1  )1+*А#а • |В|, где 3#а~ 
минор элемента оа в определителе \А\. Отсюда получаем, что
Д =  (оцАц -f а\ъА\2 +  • +
где Aik -  алгебраические дополнения к о»* определителя |А|. Таким 
образом, Д =  |.А| • |Б|.
Ѵпр. 1 . Показать, что для матриц, разбитых на блоки, выполня­
ются следующие равенства:
(А А > ( £ ) - * « . + * * (  £ ) ( * « . ) = (  ^  )
(  М  \  (  В \ - в з  Л   А і В і  +  A ^ J S a  - A i f t  4 - A 2 B *  \
\  Лш А* ) \  В* В* ) - \  Л з В і 4 Л 5 з
Предполагается, что произведения А к£*, встречающиеся в равенствах, 
имеют смысл.
Упр. 2. Пусть »€ {1,2},4€ {1,2JsJ?- квадратные матрицы 
едкого ж того же порядка, тогда(матржчный вариант теоремы Якоби)
А п А і2 I М+ ВАм M l + B A q2
Л2і А22 1 1 А п Мл
- К Е в \ А M i  \ |
- к 0 Е ) V Мх M i ) \ -
Теорема 2 (об определителе произведения двух квадратных ма­
триц). Для любых матриц А  =  (оа) и В  =  (6а )  имеет место равенство
Доказательство . Построим матрицу ^ ^  ^  ^ порядка 2 п .  Ее
определитель 
нжя 2, получки
^  =  |і4| • |Б |. Учитывая равенство кз унражне-
А  О
- Е  В - | (  0 в ) ' {  - Е  2 ) 1“
О A B  I _  , jv,j A B  О 
- Е  В  " Ч  Ч  В  - Е
Последней определитель получен из третьего перестановками столб­
цов: первый с (п +  1)-м, второй с (» +  2)-м и т.д. Таким образом, 
|А| ♦ \В\ =  (-1)*|АВ|| -  Е\ =  |АВ|, что и требовалось доказать.
Ясно, что результат теоремы 2 верен х для произведений любого 
конечного ч и с т  матриц.
§1.7. Обратная матрица и теорема Крамера
Пусть А  =  (от) - квадратная матрица порядка п над полем F, 
Матрица X  из F 4*4 называется обратной для матрицы А, если Х А  =  
АХ =  Е. Матрица А  называется обратимой^ если она обладает хотя 
бы одной обратной матрицей.
Предложение. Если квадратная матрица А  обратима, то обратная 
матрица для А единственна.
Доказательство. Пусть Х г ж Х3-матрицы, обратные для А : 
Х \А  =  АХі =  Е, Х3А =  АХ3 =  Е. Ассоциируя в произведении Хі АХ3 
множители ХАі и АХ3, получим
Х3 =  (Xt А)Х3 = Хі(Л Х2) =  Xt .
Что и требовалось.
Теорема(кржтерий обратимости). Дня того чтобы матрица А из 
Е*ХЛ была обратима, необходимо и достаточно, чтобы ее определитель 
был отличен от нуля.
Доказательство. Необходимость. Пусть матрица А обратима и X  
- обратная для А матрица. Тогда из равенства А Х  =  Е  имеем | АХ| =  
|Е|, |А| * |Х| =  1, следовательно |А| ф 0.
Достаточность. Рассмотрим матрицу, элементами которой явля­
ются алгебраические дополнения к элементам определителя |А|:
f Ац A3i ...  А*! \
Ai3 А33 • * • А*3
А =
\ Ai* Л* А** /
Матрицу А называют присоединенной к матрице А. Нетрудно подсчи­
тать, что А • А =  А • А =  | А| ■ Е. Если |А| ^  0, то |А|~1 А =  X будет 
матрицей^обратной для А. Что и требовалось доказать.
Если матрица А обратима, то однозначно определенная матрица, 
обратная для А, обозначается А-1. Матрицу, определитель которой
отличен ст нуля, называют неособенной или невыраженной. В силу 
теоремы невырожденность и обратимость в кольце матриц F ÄXÄ над 
полем F  равносильны. Отметим некоторые свойства обратной матри­
цы.
Теперь рассмотрим систему п линейных алгебраических уравнений 
с п неизвестными:
ацЛі -faiaTa - К .. -M i*sn =  61»
<*п1*1 -f" &nn%9. =  6Я*
Системе(9) сопутствуют: матрица, составленная из коэффициентов 
при неизвестных
столбец Ь =  (6Х 63, . .  6» )т свободных членов и столбец х  =  (хг х2. . .  хп)т 
неизвестных. Систему (9) можно записать в матричном виде: А- г  =  6.
Столбец £ = (бСа- • называют решением системы (9),если А£ =  6.
Определитель А =  | А| называют определителем системы (9).
Теорема Крамера. Если определитель А системы (9) отличен от 
нуля, то система (9) имеет единственное решение и это решение можзет 
быть вычислено по формулам
где А* - определитель, полученный из А заменой А—го столбца столб­
цом свободных слагаемых Ь.
Доказательство. По условию определитель А системы (10) отли­
чен от нуля; тогда матрица А  системы обратима. Покажем, что столбец 
£ =  А_16 является решением системы '
В М 1.
f <*11 <*12 
Озі Озз
<*m \
А =
\  <*лі <*п2 ••• <*лл /
А£ =  А(А- 16) =  (А А -г)Ь =  £6 =  6. 
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Пусть г} - какое-либо решение системы (9):А • г) =  6. Умножив обе 
части этого равенства на А-1, получим т} =  А~1Ь. Осталось показать 
справедливость формул (10), называемых формулами Крамера.
Так как А" 1 =  |А|~1А, то равенство
есть матричная запись формул Крамера. Теорема Крамера доказала.
Система п уравнений с п неизвестными Ах  =  0, где в - нулевой 
столбец, называется однородной системой. Однородная система разре­
шима, так как Ѳ является ее решением.
Следствие к теореме Крамера. Бели однородная система А х  =  Ѳ 
имеет ненулевое решение,то определитель системы равен нулкх) А| =  0.
1. Найти все матрицы в Я3х3 перестановочные с матрицей А :
2. Вели А и В  - квадратные матрицы одного и того же порядка, то
3. В кольце С2*2 найти все матрицы, квадраты которых равны еди­
ничной матрице.
4. Доказать, что любую квадратную матрицу А  из Я71*71 можно 
представить,н притом единственным образом, в виде А =  S +  С, где 5 
- симметрическая, а С  - кососимметрическая матрицы.
5. Пользуясь определением, записать определитель четвертого по­
рядка в развернутой форме.
6.. Найти значения і  и к  так, чтобы произведение
£ =  А~1Ь =  |А|"'1А- 6
З а д а ч и
(А +  В ) (А -В )  =  А3 ~ В 3 <=> AB — В  А.
входило в определитель 7-го порядка со знаком плюс.
7. Пользуясь только определением, показать, что
О 0 0 а1п
О 0 . . .  а2п-і ъіп* 71-1 *2
*я-1 п-1 *%-1ѣ
*п »-1 <*»»*711 *п2
& Еслж к каждому столбцу определителя Д Пгто порядка пряба- 
вжть предыдущий, а к первому прибавить последний то полученный 
определитель Д х =  (1 Показать!
9. Вычислить определители
Оо - 1 0
- 1
. . .  0 0 1 2 3  . . . п - 1 п
й\ X . . .  0 0 2 3 4 п 1
0 X . . .  0 0 3 4 5 . . . 1 2
• • • • • 1 . . . • .
а * - і 0 0 . . .  X - 1 п 1 2 л -  2 п - 1
О* 0 0 . . .  0 X
10. Показать, что матрицы вида ^ ^  ^ , {*і, Ка} С С  образу­
ю т кольцо б ез  дел и телей  нули.
И. Пусть
ац  аіз
Д  =
Oai а «
0*1 &ч2
&ІѢ
(hn
<*»»
Доказать, что
а п  ... Ох* Уі
: :
0*1 . . . о** У*
Хі ... 2
:Z Д -лД у,где  л  =  ( л і .. .л*); у =  (у і.. .у*)г .
12. Решить систему
—2агі -I- • •. +  +#*  =  1,
Л! -  2х 2 + . . .  +  s * - i  +  л* =  2 ,
4*#2 4*... — 2л* =  it.
13. Джазатцчто если Л-нилыютентиая матрица, те. такая матри­
ца, что существует натуральное число ку для которого Ак =  0, то 
СЕ - А ) ~ 1 = Е + А  +  . . . + А к
14. Найти матрицу Л”1, обратную для матрицы А  =  ( ?  в  ) ■ *
E k* E t-  единичные матрицы порядковых/ соответственно,^ € Я* 
а  вое остальные элементы равны нулю
15. Пусть £i,. . . ,  £а единственные решения систем
ацхг 4*... +  а1пхя ж Ь1} а 4- . . .  +ая1уп =  си
a » i * i  + . . .  +  О п ѣ Х ѣ  =  & *> Д  1*Уі +  • -  4 * Л * » У *  =  С » .  
Доказать, что Сі£і 4 - . . .4 -Сщ£я =  6^1 +  . . . 4-6*77* = С ТЛ 1Б  =
t t j i  . . . а і а  b l
а*і . . .  а*л 6»
С! . . .  с* О
16. Элементарными преобразованиями матрицы из jFmxn называл
юг.
1. Умножние строки на элемент а ноля F :  сг ^  0.
2. Прибавление к одной строке другой,умноженной на любой эле­
мент из F.
3  Перестановку двух строк.
Элементарными матрицами из F**n называют матрицы £*(а);а? € 
Fot^Q y Fij(a); Е і}> полученные из единичной матрицы соответствен­
но заменой единицы на і-м месте элементом а : £*(<*); заменой нуля в 
і-й строке и ;-м столбце элементом а  : £*/(«); перестановкой і-й и ;-й 
строк: £ij.
Показатьдоо:
1*. Элементарные преобразования строк матрицы А  могут быть по­
лучены умножением слева на соответствующие элементарные матри­
цы. Еі(с*)Ау Eij(ot)A и EijA.
2*. Элементарными преобразованиями строк неособенную квадрат­
ную матрицу А  можно преобразовать в единичную матрицу; иными 
словами, существуют такие элементарные матрицы J5i, . . . ,  Ев, что 
Ê \Bj2 ' '  EgА  =  Е.
3*. Решение X  =  А 1 В  матричного уравнения А Х  =  В, где А- 
неособенная матрица порядка п В  € /^"^м аж ет быть получено при­
ведением матрицы (А, В) элементарными преобразованиями строк к 
виду (Еу X )
4*. Бели А  - неособенная матрица порядка п, то, приводя матрицу 
(Ау Е) элементарными преобразованиями строк к виду (Е1 Л"), получим 
Х  = А ~ \
ГЛАВА 2
ЛИНЕЙНЫ Е ПРОСТРАНСТВА
§2.1. Аксиомы и примеры
В различных разделах математики мы имеем дело с объектами, ко­
торые складываются и умножаются на скаляр. Например, в геометрии 
- это векторы обыкновенного пространства; в анализе - вещественные 
функции, заданные на промежутке. Несмотря на существенное разли­
тие объектов в приведенных примерах, сложение их и умножение на 
скаляр обладают общими алгебраическими закономерностями. Целе­
сообразно все также примеры изучить с единой позиции. Для этого мы 
введем главный объект изучения линейной алгебры - линейное про­
странство.
Непустое множество X  называется линейным пространством над 
полем F, если на X  выполняются следующие аксиомы.
1. Аксиомы сложения
Іі. Дня любой дары элементов а и 6 из X  однозначно определен 
элемент а + Ь из А, называемый суммой элементов а и 6.
І3. а -f Ь = 6  +а  для всех а и b из X  - коммутативность суммы.
13. a - f  (6 -|-c) =  (a-f 6)Ч-с для всех а , і  и с из X - ассоциативность 
суммы.
14. В X  существует такой элемент 0*, что для любого а из А
а +  Ох =  а-
lg, Для любого элемента ажз X  найдется в X  такой элемент - а , 
что а +  ( -а )  =  Ох-
II. Аксиомы умножения на скаляр
Пі. Для любых элементов а из А ж or из F  однозначно определен 
элемент аа из Х у называемый произведением а на скаляр а .
П3. cr(a-H>) =  для всех аж 6 из X h o th s F -  дистрибутивность
по отношению к сложению в X.
Пз. ( a - f =  era-f^9a для всех а  и из F n  а из X  - дистрибу­
тивность по отношению к сложению в ноле F.
ЕЦ. a(ßa) =  (aß)a для всех аж /? из F  ж а из X.
Пв. Если t - единица ноля F, то ea =  а для любого а из X.
Нетрудно убедиться, что нулевой элемент Ох, определенный в L», 
единственный в X, поэтому формулировка аксиомы І6 корректна. Лег­
ко также показать, что сумма конечного числа элементов из X  не заг 
висит от порядка слагаемых и от способа расстановки скобок.
Ѵ пр.і. Показать, что для любой пары элементов а и b m X  в X 
существует, и притом только один, такой элемент л, чтр а+ х  =  Ь. Ъ:от 
элемент обозначают 6 -  а и называют разностью элементов 6 и а.
Упр.2. Показать, что для любых а ж b жз Х> а ж ß  хз F  имеют 
место равенства: а(а-Ь) =  аа-иЪ, (a-ß)a, = ota-ßa, (-сх)а =  а ( -а )  =  
—оа, аОх =  Оа =  Ох-
Примеры. 1ч. Рассмотрим 71-ю декартову степень F* произвольно­
го шаля Fy т.е. совокупность всех строк вида (а І9. . . ,  о**), где oft € F  
Сложение строк и умножение на скаляр определим формулами
(с*!,.. . ,U'Ä )+(/?!,.. .,/?*) =(üfi + ßu  .. Müf] -f /?*), 
/7(ari,. . . ,  otn) =  (fiotxy ...y ßotn).
Легко проверить, что аксиомы Іі_я и Пі_в выполняются и, таким 
образом, F* является линейным пространством над F  В ряде случаев 
удобно пользоваться пространством столбцов, обозначая его так же - 
FV
2. Пусть М  - произвольное непустое множество, F  - ноле. Рассмо 
грим совокупность Ф(М. F) всех функций, определенных на. М  со зна­
чениями в F. Сложение двух функций /  и \р щ умножение функций /■ 
йа скаляр сг из поля F  определим формулами
( /  +  ¥>)(*) =  / ( * ) + vH*). (<*/)<»=»(/(*),
Легко проверить, что и здесь аксиомы Іі_Б и Пі_Б выполняются; 
таким образом, Ф(M yF) является линейным пространством над F
3. Рассмотрим совокупность F\t] всех многочленов от переменной 
t с коэффициентами из поля F  : at£> от, 6 F. Сложение двух 
многочленов и умножение многочлена на скаляр из поля F  определим 
формулами
( £  + G C ä O = Х Х “ і + А ) М ( £  *<<*) =  5 3 (Да.)«*.
і t і t I
Очевидно, и F[t] является линейным пространством над полем F.
§2.2« Линейная зависимость
Понятие линейной зависимости является одним из основных ин­
струментов изучения линейных пространств. Конечная система А  =  
{аь  02> • •., о*} элементов линейного пространства А называется ли­
нейно зависимой, если в поле F  найдутся также элементы а х>. . ап% 
из которых хотя бы один отличен от нуля, что <*!<*! 4- . . .  4* 0*0* =  
Ох- Если такой зависимости нет, т.е. если из всякою соотношения 
сцаі 4 . . .  4 аѣа* =  Ох следует сг2 =  0, . . . ,а »  = 0, то система А  назы­
вается линейно независимой.
Очевидно, если какая-либо часть системы А  линейно зависима, то и 
вся система линейно зависима. Следовательно, в линейно независимой 
системе все ее подсистемы линейно независимы.
Элемент Ь пространства X  называется линейной комбинацией эле­
ментов системы А  =  {аі,...,о*} , если Ь можно представить в виде 
Ь =  агійі 4 .. • +ог*а*, а, 6 F. Если В -  система из X, то запись АН В  
означает, что каждый элемент из В  является линейной комбинацией 
элементов системы А
У пр.1. Пусть A B  и С  - также конечные системы пространства А, 
что A h В  и В Ь С. Показать, что A h  С,
Системы элементов А и В из А называются линейно эквивалент­
ными (в записи А ~ В), если А г В и В  h А
Упр.2. Проверить, что отношение линейной эквивалентности ре­
флексивно, симметрично и трапзжтквно.
Лемма. Пусть А =  {аи . . . , о*} ж В  =  {Ьи . . . , 6т } - такие системы 
элементов линейного пространства А, что В  линейно независима, а  
система {аі,. . . ,  о*,Ьи . . . ,  6т } линейно зависима, тогда в А найдется 
такой элемент <ц, что
(В и (А \о О )Н * .
Доказательство. По условию в ноле F  найдутся такие элементы
А) • • •» ßmy ®1) •••> ЧТО
ß\b\ *4 . . . 4 -ßmbm 4 otі<*і 4*• • • 4*ot îi» =  Ох»
Ткк как система В  линейно независима, то среди коэффициентов 
а* имеется хотя бы един, отличный от нуля. Пусть ат* ^О. Tb- 
гда наше равенство можно разрешить относительно <ц. Это означает, 
ч т о (В и (А \о і) )4  о*.
Теорема о замене. Пусть А =  {аі,...,о*} ж В  =  -
такие подсистемы линейного пространства А, что A h В  ж В  линейно
независима, тогда п > т  и в А найдется таяая подсистема Аь  что 
Б и ( А \  Лі) ~ А
Доказательство проведем индукцией по то. Пусть В  =  {6і} и 
Ь\ Ф Ох» Tax кая A  h 6Ь то п > 1 и система {Ьі»аь .. •><*»} линей­
но зависима. Поэтому в системе А  (по лемме) найдется такой а;, тго 
{61>Л\а^} Ь оі. Тахим образом, (6Ь А\(ц}  ~ А  Пусть В =  {6і,. ..,Ьт } 
и т > 1, Täx кая Ah то по индуктивному предположе­
нию п > т о - 1 ж в А  найдется такая подсистема Ао, что |Ао| =  то - 1 
и
О =  . . . ,  bm- 1, А \  Ао} ~  А.
Тая как С  Ь 6т , то п > то и система?? =  Б и(А \ Ао) линейно зависима 
Поэтому в А\Ао (по лемме) найдется такой элемент ал  тго <?\ау h ay. 
Если Ai =  Ао U {ay}, то В  U (А \  Аі} - искомая система, линейно 
эквивалентная системе А  Теорема о замене доказала
Следствие 1. Если А =  {аі,... ,а*} и В  =  {^і»**м^т} - такие 
системы из , что А Ь Б ж т о > л , т о Б  линейно зависима
Следствие 2. Если Аж В  тахие конечные системы из X , что А -  Б  
и обе линейно независимы, то |А| =  |В|.
§2.3. Подпространства
Вюрым важным инструментом изучения линейных пространств 
является обращение к таяим их частям, которые сами являются линей­
ными пространствами относительно операций, определенных во всем 
пространстве. Такие части называются подпространствами. Чтобы 
убедиться, что подмножество М  линейного пространства X  есть под­
пространство в X , достаточно проверить выполнимость лишь ахсном 
Іі ,Пі. Таяим образом, непустое подмножество М  из X  будет тогда и 
только тогда подпространством, когда 1) для каждой пары х ж у эле­
ментов из М  X -f у € М .; 2) для любых хж зМ ж а ж ъ Р а х^М .
Примеры. 1. Пусть N  - непустое подмножество произвольного мно­
жества М , а F  - поле. Тогда совокупность всех отображений /  из 
Ф (М ,/^, для которых /(х )  =  0, для всех х из N  является подпро­
странством из Ф(M ,F).
2. Если Ох - нулевой элемент линейною пространства Х у то {Ох} 
ж само X  являются подпространствами в X.
3. Обозначим через F»[*] совокупность всех многочленов из F[<], 
степень которых < п. Легко видеть, что Fn[t] - подпространство из
т -
4. Пусть Т л - i  <*ik Zk =0> i € {1,. •., m} - система m  линейных од­
нородных уравнений с коэффициентами из ноля F. Нетрудно показать, 
нто совокупность SQ всех решений этой системы является подпростран­
ством из F*.
5. В пространстве всех вещественных функций, определенных на 
отрезке [а,6], совокупность С[а>Ь] всех непрерывных на [а,6] функций 
является подпространством.
Рассмотрим два достаточно общих приема построения подпрост­
ранств. Пусть М і,. . Af* - некоторый набор подмножеств линейного 
пространства X  Их суммой называется совокупность Мі 4- . . .  4- Af* 
всех элементов вида х г 4- . . .  4- х*, где хі е  Af,. Нетрудно проверить, 
что если М1у. . . уМл - подпространства, то М  =  Мі + . . .  4- Af* будет 
подпространством из X, причем Af, С М. Подпространство М  назовем 
прямой суммой подпространств М1э. . . ,  Af*, если М  =  Mi «f. . .  4~Af* и 
М іПЖ і =  {Ojf} для любого к € {1, . .  .>п}, где 70^ есть сумма данных 
подпространств за исключением Af*. В этом случае мы будем писать 
м =м1+...+м*.
Теорема* Подпространство М  линейного пространства X будет 
прямой суммой подпространств Afb . .. ,A fe, М і С М  тогда w толь­
ко тогда, когда для любого л из М  существует^ и притом только один, 
набор Хі,...,х* таких элементов, чтох =  Хі + ...4-Х*, л* € Af*.
Доказательство* Достаточно показать однозначность представле­
ния X в виде X =  Хі 4- . . .  + х лу х* € Af*. Пусть еще уі 4 - . . .4 -у * = х ,  
у* € Af*. Тогда
*к -  У* =  £ (У і -  «О € Af* пТІ?*, 
і+к
следовательно, хк =  у*> А: € {1,.. .,л}. Обратно, пусть х € A4 П 70*. 
Тогда найдутся такие у і£  М ^ іф  А, что х =  ]Сі** у;. В силу однознач­
ности представления х  в виде суммы элементов из Мъ . . . , Af* имеем 
X =  О^. Что и требовалось доказать.
Упр. 1 . Доказать: если в сумме Afi 4- *. • 4- Af* из равенства хг +  
. . . 4-х* =  0* , ху € Мк следует Хі =  О*,. . . , х% =  0* , то эта сумма 
прямая.
Упр.2. Пусть А!і,М з,М  - подпространства линейного простран­
ства ЛТ, причем X  =  Afi+Afa, Afi С Af. Показать, что Af =  Afi-ЦМ п 
М,).
Пусть теперь Л =  {а1}. . . ,  а™} - подмножество линейного простран­
ства X. Обозначим через С(А) совокупность всех линейных комбинат 
ций элементов из А :
£ ( А )  =  { o f i a i  4 - . . .  4 - Q f m O m ,  < * i €  F } - .
Легко видеть, тю  £(А) является подпространством из Х> содержа­
щим А  £(А) называют линейной оболочкой системы А ъ  X  жлж под­
пространством, порожденным элементам! а і , . . . ,  о*.
Упр.5. Если Аж В  -  две конечные системы из Я, то верны импли­
кации A b В  <=> £(А) Э £(В). Таким образом,
А ~  В  *=> £(А) =  £(Б).
У пр.4. Бели А  Ь В, то £(Аи Б) =  £(А).
Упр. 5. Пересечение произвольною набора подпространств линей­
ного пространства X  является подпространством. Отсюда £( А) совпал 
дает с пересечением всех подпространств из Я, содержащих А
У пр.в. Объединение двух подпространств тогда ж только тогда бу­
дет подпространством,, когда одно из них содержится в другом.
У пр. 7. Пусть А - конечная система элементов линейного простран­
ства Ху а € А, Аі =  А\а, и ж ѵ - элементы из £( А), ѵ ф £( Ах). Пэказать, 
что найдется такой скаляр А, что и -  At;6 £(Aj).
§2.4. Конечномерные пространства
Для определения базы линейною пространства понятие линейной 
независимости и линейной комбинации, данные в §2.2 для конечных 
систем, распространим на бесконечные системы. Произвольную систе­
му элементов будем называть линейно независимой, если любая ее 
конечная часть линейно независима Пусть Аж В  - произвольные под­
множества линейною пространства Условимся писать A Ь В, если для 
любого 6 из В  найдется в А такая конечная подсистема А и что А г Ь 6. 
Множество В  линейною пространства X  называется базой (базисом) 
Ху если В  линейно независимо к В  Ь X, Опираясь на леМму Цррна, 
можно показать, что каждое линейное пространство над произвольным 
полем обладает базой. Если линейное пространство обладает конечной 
базой, то оно называется конечномерным.
Любые две базы конечномерною линейною пространства, очевид­
но, конечны, линейно эквивалентны и потому равномощны. Число эле­
ментов базы конечномерною пространства (не зависящее от выбора 
базы) называется размерностью пространства и обозначается dim АС. 
Условимся считать dim{0*} =  0.
Примеры. 1. Любые три некомплаяарных вектора, как показано в 
аналитической геометрии, являются базой пространства "направлен­
ных отрезков". Таким образом, его размерность равна трем.
2. Система Т  =  {1, i, пространства многочленов /^tj ли­
нейно независима i T h  F[tj. Следовательно, T  является базой F[t], а 
F[t] не будет конечномерным.
3. Пусть F  - произвольное ноле. Элементы ег = (1 ,0 , . . . ,  0), е? =  
(0 ,1 ,..., 0 ),..., е* =  (0 ,0 ,..., 1) пространства строк F* линейно неза­
висимы, а любая строка а =  (ofl t . . . , otn) является линейной комбинат 
дней их: а =  а гег +  . . .  -f- a?*a*. Таким образом, система {еь . . . ,  е*} 
является базой F*, условимся называть ее стандартной, и dimF* =  п.
4. Матрицу Л =  (с*а),і€ { 1 > . { 1 , , . м п} размеров тпх п 
с элементами otxk из поля F  можно мыслить как строку длиной т п) 
записанную в виде таблицы. Поэтому союкупностъ F wtx * всех матриц 
размеров т х  п относительно сложения (с*а) + ($ * )  =  (oik + ßik) * 
умножения \{otik) — (Xotik) на скаляр А из F  является линейным про­
странством над F  размерности тгь
5. Поле комплексных чисел С  есть линейное пространство над по­
лем Ä вещественных чисел размерности 2. Однако произвольное поле 
Р  является линейным пространством над Р  размерности L
Пусть X  - конечномерное линейное пространство размерности щ из 
теоремы о замене вытекают следующие два свойства X  :
1. Каждая система из X, содержащая n-fl элемент ж более, линейно 
зависима.
2. Каждую линейно независимую подсистему из X  можно допол­
нить до базы X.
В самом деле, возьмем какую-либо базу В  =  (6г . . . ,  6Л} простран­
ства X и систему Л =  { < Х і , сц*}. Если т > п -h 1, то А  линейно 
зависима, так как В h Л. Пусть теперь Л линейно независима, тогда 
т  < п. Если m =  тц то Л уже является базой X. Если m < л, то по 
упомянутой теореме в J3 найдется такая подсистема ВХ| что |В і| =  |Л| 
и Л и (В \ Ві) ~ В. Таким образом, В \  В г - искомое дополнение Л до 
базы пространства X
Vпр.1. Если М  - подпространство конечномерного пространствах, 
то М  также конечномерно, причем dimAf < dim X  Если же dimAf =  
dimX, то М  =  Х.
Введем еще одно понятие. Пусть Л - конечная система элементов 
линейного пространства. Подмножество М  из Л называется макси­
мальной линейной независимой подсистемой в Л, если М  линейно незаг 
висимо, а каждое содержащее М  подмножество из Л линейно зависимо 
либо Äf =  Л. Так как М  Ь Л, то М  является базой линейной оболочки 
£(Л). Следовательно, число элементов во всех максимальных линейно 
независимых подсистемах одно и то же. Это число называют рангом 
системы Л и обозначают г (А). Очевидно, г(Л) =  dim£( Л).
Упр.2. Если Аж В  - конечные системы, то верны следующие им­
пликации: 1. А  Ь В ==» г(А) > г(Б). Таким образом, А ~ В  => 
г(А) =  г(В).
Z  А \-В = * г (А и В )= т (А ) .
3. A h В, и г(А) =  т(В) => А ~  В.
Теорема о координатах. Если В  =  {6Ь . . . , 6і} - база линейного 
пространства X, то для любого элемента х  из X  найдется, и притом 
только одна, такая строка^ =  (£и . . . ,  £*) из F*, что х  =  £і£>і-Ь.
Доказательство. Так как ß  Ь х) то достаточно показать одно­
значность определенной в теореме строки. Если х — г}гЬг + . . .  +  ??*6Л, 
то (& -  rfi)bi Ч-.. .  -f (£ * - %)6Л as Ох. Но система В  линейно незави­
сима, поэтому £і -  7}і =  0 , . . . ,  £л -  т?* =  0. Легко видеть, что постро­
енное отображение л -► £ является биекцией пространства Л- на F*. 
Строку £ называют строкой координат элемента л, а £* - координа­
тами X относительно базы В. Биекция X  -+ F* отражает не только 
теоретико-множественную связь между X  и F*, но имеет и глубокий 
алгебраический смысл. ч
Дополнение к теореме о координатах. Если £ и г/ - строки ко­
ординат элементов л и у из Л’, А € F, то £ Ч-т? и А£ являются строками 
координат элементов х  +  у и Ал соответственно.
Доказательство. Так как л =  £*в1 £ 6, и у =  то
л Ч- у  =  Учитывая однозначную определенность ко­
ординатной строки, имеем л -I-у —*> £ Ч- т?. Аналогично доказывается 
второе утверждение.
ТЪорема о координатах приводит нас к важному понятию изо­
морфизма. Пусть X  ж У - два линейных пространства над одним и 
тем же нолем F  Отображение <р : X  -+ Y  называется изоморфным 
отображеяжем(изоморфизмом), если ір является биекцией X  на Y  и 
у>(лг Ч- =  <р(х 0  +  * ?>(Ал) =  Ау>(л) Для любых ль  л2, хжз X
и любого А из F. Отображение л -+ £, построенное в теореме о коорди­
натах ж дополнении к ней, является изоморфизмом X  на F*.
Упр.З. Показать, что отношение изоморфизма линейных про­
странств рефлексивно, симметрично и траязжтнвно.
Если имеется какой-либо изоморфизм пространств А и У, то пишут 
ДГйУ.
У пр.4. Линейное пространство У, изоморфное конечномерному 
пространству Х у само конечномерно. Д ва конечномерных простран­
ства изоморфны тогда и только тогда, когда их разномерностж равны.
Если u s { u I r „ , Пщ] и V =  {ѵь . . . ,  ѵя} - две базы пространстваХ } 
4 то Vk =  ЧкЩ- Матрицу Т  =  (7̂ )  называют матрицей перехода от 
базы и к базе ѵ.
Ynp.s Показать, что определитель матрицы Т  отличен от нуля. 
Пусть £ ж rf - столбцы координат элемента, х  из X  относительно баз и 
и V соответственно. Показать, что £ =  Т - rj.
В заключение приведем и докажем теорему о размерности сум м ы  
двух подпространств.
Если Мі ж М2 - конечномерные подпространства линейного про­
странства Mi 4  М2 также конечномерно и
diin(Mi 4 М2) = dim Mi -f dimM3 -  dim(Mi n М2).
Доказательство. Если пересечение Mi П M3 не нулевое, то его 
базу { а і , . . а^} дополним до базы 6̂ , . . . ,  простран­
ства Мі и дополним до базы {а2«•"»OtfyCtf+i,..*, Cm*} пространства 
М3. Дрстаточно показать, что система
S  =  {аі,. . . ,  а^, bfo i , . . . ,  6m i , c<f+x,. . . ,  c^ , }  
линейно независима, так как отношение 5  Ь М* 4M ? очевидно. Пусть 
ОіЛі - f . . '+Otdad+ßd+lbd+l 4- • *4-/?»», bmx -f7<*+Ic<Ä+l +• • •47m,Cm* =  Ox, 
где{а?1, . . . ,  0?<{, ßd+ly • • • > ßm\ у 7<Й-1» • • •» 7m* }C Л
1 i t
Отсюда элемент 7(і+іс<й-і *f • • • 4  7m, Cm* содержится в Mi n M3, следо­
вательно, 1d+lCd+l + . . . +7m, Cm, =  ÔCLx - f . .. 4 0 ^ * ,  ГДв {ü^ . . ,  , 0̂ } С 
F  Так как система {ді,, . . ,  а<*, с^-ы». . . ,  Ста} линейно независима, то 
orim = . . .  as afa ss 7^ !  =  . . .  == 7m3 =  0. Поэтому из исходного равен­
ства следует а\ =  . ,.  =  otd =  Ді+і =  . . .  =  /?т , =  0. Таким образом, 
diin(Mi 4  М3) =  |5| =  ггы 4- (m2 -  d).
Если же Mi П M3 =  {0^}, то, как легко убедиться, объединение баз 
подпространств Мі ж М3 будет базой Мг 4  М3, и тем самым теорема 
также справедлива
Задачи
1. Привести пример алгебраической системы, в которой выполня­
ются аксиомы Іі_5 и Пх-4, но не выполняется аксиома П*.
2. Каждое линейное пространство Х (С ) над полем комплексных 
чисел С  можно рассматривать как линейное пространство Х(Н) над 
полем вещественных чисел А  Если размерность комплексного про­
странства Х(С) равна я, то какова размерность вещественного про­
странства Х(Я)?
3. Показать, что для каждого подпространства М  конечномерно­
го линейного пространства X  найдется такое подпространство N> что 
X  =  M+N. Однозначно лж определяется это дополнение JV?
4. Пусть MlfM i ,M  - подпространства линейного пространства 
ДГ,Мі П (М3 -ЬМз) =  Li н (Мі П М3) -f (Mi n М3) =  Lx. Дрказахь, что: 
ъ) L \D  Lb\ можно лж утверждать, что La =  Lx? 6) если^М? С Мі, то
5. Пусть .ДГ - конечномерное линейное пространство размерности 
п. Показать, что а  элементов пространства X  линейно зависимы тогда 
и только тогда, когда определитель, составленный из координат этих 
элементов относительно некоторой базы, равен нулю.
в. Пусть (р - жзоморфное отображение пространства X  на простран­
ство У, { а і , . . . , а*} - система из X, Показать, что г((^аг) , . . . ,  у>(д*)) =
К®»* •••»<*»)•
7. Цусть F[x 1, . . .  ,Хя] - пространство всех многочленов от перемен­
ных л?і,. • ., X* над полем F. Найти: а) размерность его подпростран­
ства всех многочленов степени < к ; 6) размерность подпространства 
однородных многочленов степени к.
8. Обозначим через F" пространство всех бесконечных последова­
тельностей с элементам! из поля F. Дрказахь, что в пространствах R* 
ж СУ являются подпространствами: а) совокупность К  всех фундаг 
ментальных последовательностей; б) совокупность Г всех последоваг 
тельностей {&»•••» £*>• ••}> удовлетворяющих условию Гильберта: ряд
161* сходится. ,
Цусть L  подпространстю линейного пространства^, а х0 - фикси­
рованный его элемент. Множество М  в X
М  =г л?о 4" L  =  {а?о +  /; /  € L}
называется многообразием пространства X , определенным х0 ж L. В 
последующих задачах Мг =  Xi +  Li, М3 =  х3 +  І^-многообразия 
линейного пространства X
9. Показать выполнимость следующих импликаций: а) МіП М2 Ф 
0  <==► х3 -  х г € Li -f Ьх\ б) если X  =  Li+La, то Mi П М3 же пусто 
и одноэлементно; в) Мх С М3 <=> «2 -  € La и Li С La; г) Mi =  
Ма х3 — д?і € Lx и Li =  La«
10. Вели ігіжЬх конечномерны: dimLi =  Пі, dim La == па, то най­
дется такое многообразие М3 =  х3 +  Ls, что Мг и М3 С М3; при этом 
Lx =  Li -f- La, если а =  x3 — Xi, € Li -Ь La к Lx == Li 4- La +  £(•*)» если 
а € Li +  £»a.
11. Ha множестве X fL  всех многообразий пространства X над по-
I
лен F  определяем опералм
f a  4* L) +  (од -f L) =  (ai +  &2 4* £)> <*(а +  L) =  era -f L
для любнх жз ДГ ж a  из F. Показать, что
а) X /L  относятелъно определенных операа^гіі является линейным 
пространством над полем F. Х /L  называется фактор-пространством 
простралства X  по L;
б) если X  конечномерно, то Х /L  также конечномерно н
dimX =  dimL +  dun(X/L).
‘V ; : ' * Ч чх' - ••; •
ГЛАВА 3
ЛИНЕЙНЫ Е ОТОБРАЖ ЕНИЯ  
§3.1 Пространство линейных отображений
Пример 2, рассмотренный в §2.1, допускает следующее обобщение. 
Пусть X  - произвольное непустое множество, У- линейное простран­
ство над полем F. Через Ф(ХУ Y) обозначим совокупность всех функций 
/ ,  определенных на X  со значениями в Y. Сумму двух функций /  и 
и умножение функций /  на скаляр а  из поля F  определим формулами
( /  +  4>)(х) =  /О )  +  «к*), (<*/)(*) =  а(/(х)), аг € X
Легко проверить, что на Ф(Я,У) выполняются вое аксиомы Іг_5 и 
Пі_б- Проверим, например, выполнимость аксиомы П3. Для этого не­
трудно убедиться в справедливости следующих равенств:
К /  +  ¥>))(*) =  “ ( ( /  +  ?)(*)) =  « (/(* ) +  *>(*)) =
=  <*(/0)) +  <*(И») =  (<*/)0) +  (otifi)(x) =  ( а /  +  а<р)(х),
Таким образом, Ф(Х} Y ) является линейным пространством над по­
лем F.
В геометрии показано, что компонента а* вектора а яа_прямую или 
плоскость обладает свойством (а +  6)' =  а' 4- 6', (с*5)' =  се а'. Аналогич­
ными свойствами обладают производная дифференцируемой функции 
и интеграл интегрируемой функции. Абстрагируясь от этих и других 
подобных примеров, мы приходим к понятию линейного отображения. 
Пусть X  и У - произвольные линейные пространства над одним и тем 
же полем F. Отображение А : X  -► Y  называется линейным, если 
выполняются равенства
А(л 1 +  х 2) =  А(л 1) +  А(лз) -  аддитивность А,
А(ал) =  с* А(х) -  однородность А
для любых элементов xlf л3 и х  из X  и любого о из F.
Совокупность всех линейных отображений из X  в У обозначим че­
рез #(Х ,У ).
Упр.1. Если А 6 Н(Х,  У), то имеют место следующие равенства 
АОх =  0у, А(хі -  л2) =  Ахі -  Ах2 
AiotxXi + . . .  4- л*) =  о-1 АхI 4-... 4- а*Ах*,
где {of|| • • • , о»} С {^ij •••) С X.
Теорема 1. Совокупность Н (Х У У) всех линейных отображений из 
X  в У является подпространством пространства * (Х } У).
Доказательство* Пусть {^,5} С Я{Х,У}к{хі,*і} С X . Легко 
убедиться в справедливости следующих равенств:
(А 4*£)0&і4Ха) =  А(Хі4 Г2)+#(Г і+Гз) e  (AX\+AX2)+(BSi +BX2) =
= (Axi 4  Bx1) 4  (Axa 4- =  (A 4  # )*i +  (A +  £)*!*>
(,A 4  B)(ptxi) m А(ахі)+В(ахі) =  a(Axj)4of(j0Xi) =  cr((A 4  ot € F.
Следовательно, A 4 #  € Я(Х,У). Аналогично можно показать, что 
если А € Я(ДГ,У) и а  € F, то аА € H (X fY).
Примеры. 1. Если /  =  £*-о * многочлен из ЯЭД, то отображе­
ния
/  -* 27/ =  Ofi 4 2 a at 4 . . .  4 п о £ ~ Ч  
/  -  5 /  =  сю*4  Jo n *  4 .  • • 4
являются линейными отображениями E[t] в /2[t].
2. Для сложения и умножения матриц имеет место закон дистри­
бутивности. Поэтому отображение, сопоставляющее колонку £ из F* 
со столбцом 77 =  А£ € F " \  где А € F"1* 1, является линейным отобраг 
жением F* в F " \
3. Если X  - линейное пространство над нолем F, то элемен­
ты из H (X )F) называют динейкъши функционалами. Их совокуп­
ность H(XyF) является линейным пространством. Оно называется 
пространством, сопряженным с Х } к обозначается^.
4. Рассмотрим пространство X  вещественных функций / ,  инте­
грируемых на отрезке [0, 1]. Положим SJ  =  /0* J(t)dL  Как показано в 
курсе математического анализа, отображение S : Х -+  R  линейно.
Познакомимся с одним из способов построения линейных отобраг 
жепнй.
Лемма* Пусть X  - конечномерное линейное пространство над по­
лем F  размерности n,{ui,. . . ,  и*} - его база, У - произвольное линейное 
пространство над тем же полем. Тогда для любой системы {ѵі,.. .,u*} 
элементов из У найдется, ж притом только одно, такое линейное ото­
бражение А, что А \ X  -+Yy Ащ  =  г ,̂ i € { l , . . . , n } .
Доказательство* Отображение А, сопоставляющее элемент л =  
ЕГ-1 из X с элементом Ах =  £*ш1 113 ^  очевидно, линейно ж
обладает требуемым свойством. Пусть 5-такое лжнейное отображенже 
кз X  в У, что Вщ =  ѵ». Тогда
я я
І*1 і-1
для любого X кз X. Следовательно, В ш А  Ню к требовалось до­
казать.
Другой способ построения линейных отображений связан с их маг 
трнчным представлением.
Пусть X  жУ - конечномерные линейные пространства над полем 
F  размерностей п и т  соответственно и u — - база Х }
V =  {ѵъ . . . ,  vm} - база У. Бели А  - лжнейное отображение из X  в У, то
m
А щ  = ^ Г а ц,Ѵі, a*€{1, . . . ,п} .
im  1
Эта система равенств позволяет отображение /  однозначно сопо­
ставить с матрицей А  =  (сг^) € F ”***. Столбцами матрицы Л служат 
координаты образов Диь . . базисных элементов Ui,..Mu» про­
странства X  относительно базы Ѵі,, . . , ^  пространства У. Эту матри­
цу будем называть матрицей линейного отображения А относительно 
базисов и и ѵу а полученное отображенже # (Х , У) в F"1** записывать
л И а
Теорема 2. Отображение >1 А является изоморфным отобраг 
жеяием пространства Н (Х, У) на пространство матриц /****.
Доказательство. Сначала покажем» что -4 Л является би­
екцией Щ Х, YJ  на F™7*. Пусть А  =  (с*;*)» 1 < * < г с ц 1 < & <  
я - произвольная матрица из Построим систему элементов
{u/i»..м и%} С У, где Wk =  Тогда по лемме найдется, и
притом только одно, такое лжнейное отображение Л кз Л' в У, что 
А щ  =  Wk, 1 < к < я. Очевидно, А А  Пусть теперь А ж В - два 
линейных отображения из X  в У и А  «  (ста),# =  (ft*) - им соответ­
ствующие матрицы. Тогда
то то то
(>  +  в )щ  ЖЛи* + В гік= ^2  в **и‘ +  ] £  =  5 Z(“ »*
і»1 »•! i«l
Таким образом, А  +  5  (а;* +  ft*) « А  +  В. Аналогично можно
показать, что если а  - элемент поля F, то аА а  А  Что ж требоваг
лжсь доказать.
Следствие 1. Еслж X  и У - конечномерные пространства, dim-Y =  
тіу сйтУ =  га, то <іітЯ(Л') У) =  тп.
Следствие 2. Если X  - конечномерное пространство размерности 
пу то пространство, сопряженное с ним, имеет также размерность п .
Напомним определение произведения матриц. Пусть А  =  Ы  € 
FmxnyB = (ßik) € F*K*. Матрица С  =  (7^ )  € F rTtx̂  называется про­
изведением матриц Ли В : С = А Ву если
'S *
Я- . .j,"
7а = «»А*» 1< і <
v * * l
Теорема 3. Пусть в пространствах JSC и У выбраны базы и и ѵу 
элементы х £ Х }у е У  жА€  H (X }Y). Еслж Л Ä  Л, то
у = А х *=> Т? =  Л£,
где £ и 77-столбцы координат элементов х  ж у  относительно баз и и ѵ 
соответственна
Д о к азател ьств  Условимся равенства, характеризующие матри 
цу А  отображения Л, записывать в матричной форме: Л и =  ѵ • Л, где 
Ли =  (Лиь .,.,Лип)- Из соотношения х  =  £jUj +  . . .  +  £ЛіЦ. =  и • £ 
получаем Лт =  Ли *£. Поэтому Лаг =  (ѵ • Л) • £ =  ѵ * (Л£). Отсюда легко 
следует справедивость требуемых импликаций.
У пр.2. Пусть и и и1 - базы пространства Ху ѵ и х/ - базы простран­
ства У, S и Т  - матрицы перехода о т и к и ' ж о т и к г /  соответственно. .
Показать: если А Аж А  В, то Л- 5  = Т - В, в частности, еслж 
y =  ^ i u  =  t/,u' =  t/, то 5  =  Т и  ЛТ =  ТВ, илж В  =  Г " 1ЛТ.
§3.2. Ядро и область значений
Как и выше, ЛГ ж У - два линейных пространства над одним и тем 
же полем FyA € Н(Ху У). С Л связаны два важных подпространства 
- ядро и область значений. Совокупность Х А таких элементов х  из 
Ху что А х  =  0у, называют ядром отображения Л. Совокупность А Х  
элементов жз У вида АХу когда т  пробегает Ху называют областью 
значений отображения А или образом Л.
Теорема 1. Ядро Хл ж область значений А Х  являются подпро­
странствами, если А € H(XyY). Если X  конечномерно, то конечно­
мерны Х л ж АХ.
Доказательство* Ясно, что Х а  является подпространством X. 
Пусть теперь у і жуг -  элементы из АХ. В X  найдутся также х г ж х2у 
ято У і  =  Дхі,уа =  А х 2 . Тогда Уі +  у* =  4 -  Д * з  =  Д(а?і +  х 2 ) \
тажжм образом^/і +  у3 € ДХ. Еслж у =  Д т € А Х  ж а  € F, то 
<*у яв а(Ах) ж Д(ат); cry € ДХ.
Если X  конечномерно, то ж Х д  конечномерно, так как Х д  С X. 
Пусть - база X  Легко показать, что
следовательно, ж А Х  конечномерна
dim Х д  называют дефектом отображения А ж обозначают і д  <ИтДХ 
называют рангом А  ж обозначают г д .
Теорема 2. Для любого А  € # (Х , У) , 604111 dimX =  п,то і д + г д =
f t .
Доказательство. ПустьсначалаХд ̂  {Ох}. Базу {ui,. . . ,  и*}(для 
простоты залжсж считаем d =  ід )  ядра Х д дополним элементами 
до базы пространства X  Покажем, что элементы 
Дн*+-і,..., Ди» из К линейно независимы. Если
д а я а г ^ і , . . . ,« *  H 3 F ,T o a ^ i ^ i - f * *  <**и*€ Х д  Отсюда otd+i =  
Q,...,or* = 0. Так как
то система {Ди<^ц,...,Ди»} является базой АХ. Следовательно, 
<ІітДХ =  ft -  d. Но сІітДХ =  г д  таким образом, гд  =  ft -  dд  Если 
Х д  =  {Ох}, то сіітДХ =  и as г д  Теорема 2 доказана.
Упр .1 . Пусть X  и У - конечномерные линейные пространства, А  - 
матрица линейного отображения А  из X в У. Показать, что гд  равен 
рангу г(Д) соответствующей А  матрицы А.
Упр.2. Пусть X  ж У - конечномерные линейные пространства над 
полем F  размерности п ж т ,  Д € Я(Х,У), гд  =  г. Показать, что в 
X ж У найдутся танже базы и ж ѵ, что матрица А) отображения А 
относительно этих баз имеет вид
Отсюда следует, что для любой матрицы А  из F "1 ** найдутся также 
обратимые матрицы Т  ж S, что T ^ A S  имеет вид Аь
А Х  — £(Д иі,.«., Ди*),
+ . . .  +  а ? * ( Д и » )  Ш  0 г
А Х  — £(Aud+u • • •,
Упр.&г Пусть X  - конечномерное пространство, Хі - его подпро­
странство, А € H(X>Y). Доказать, что
dim-4X i -fdim(Xi П Х л ) =  dimXi.
Используем полученные результаты для анализа систем лилейных 
уравнений. Каждую линейную систему можно записать в виде
А -* =  6, где А  ав(otik) € F"1**,
X =  (x iy .. .}xn)T - столбец неизвестных, Ь =  ..>ßm)T - столбец
свободных членов.
Однородную систему А * х =  Op«, называют присоединенной к си­
стеме A  - Z = Ь. Колонку £ € F* называют решением этой системы, 
если A4 =  6. Если эта система имеет хотя бы одно решение, то она 
называется совместной.
Вспомним отображение £ г) =  А£ пространства F* в F * , обозна* 
чим его через А; оно линейно, и матрица А  относительно стандартных 
баз в F* и F ”1 есть А  Пусть г - ранг матрицы Аі а  значит, и отобра­
жения А.
C?-orokутгчооть 5j} всех решений однородной системы А  • з? ~  Ор— 
совпадает с ядром отображения А. Поэтому dimSo =  п — г. Вазу про­
странства 50 называют фундаментальной системой решений однород­
ной системы А  • т  «  Op«.
Если {а1, . . . ,а*}  - столбцы матрицы А, то AF* =  £(ах, . • • >а*)- 
Очевидно, система Аг =  6 совместна тогда и только тогда, когда 
6 € AF*. Отсюда следует критерий совместности линейных алгебра­
ических систем: система А х  =  6 совместна тогда и только тогда, ко­
гда ранг матрицы А совпадает с рангом расширенной матрицы (А, 6). 
Пусть S* - совокупность всех решений совместной системы А х  =  6, 
£° - какое-либо ее решение. Легко показать, что S* =  £° +  So. Сели 
{ / i t♦ Д -r} - база пространства S0, то все решения системы А х  =  b 
могут быть получены по формуле
*? =£° -М і/і +  • .. -Mn-f/n-ft 
где t,*, 1 < i < n -  г пробегают вое элементы поля F.
§3.3. Произведение линейных отображений
Произведение (суперпозиция) отображений - понятие теоретико­
множественное. Наша задача - изучить алгебраические закономерно­
сти, связанные с этим понятием.
Пусть XyYyZ  - линейные пространства над одним и тем же полем 
F  Если А € Ф(ЛГ, У), В € Ф(У> Z \  то их произведение Я А определяется 
формулой (ВА)х =  Б(Ах), X € X
Теорема 1. Если -4 € У), Я € #(У> 2), то FA € Я(-У, Z ).
Доказательство. Для {а?і, х2} С X нетрудно убедиться в справед­
ливости следующей серил равенств:
ВА(х 1 -Ья3) =  F(A(xi Ч“Л?з)) =  F(Axi 4-Ал3) =
=  F(A# і) *|* F(Aa?3) =  В Ах I +  ВАх2.
Так же легко проверить и одаорсдаостк£М(смг) =  а(ВАх).
Теорема 2. Пусть {Аі,А3,А} С Н(Х,У)> {Ви В2, В} С H(YyZ) и 
сх e F y тогда имеют место равенства:
1. F(Ai 4"А3) “  ВАі +ВА2\
2. (В\ +  В2)А =  FiA ■+■ F3A',
3. о<FA) = (<*F)A =  F(ofA);
4. П^стъ U - линейное пространство над полем F  и С € H(Z,U)) 
тогда C(FA) =  {С В) А.
Доказательство. Ассоциативность верна для любых трех отобра­
жений. Первые три равенства доказываются по одной схеме. Докажем, 
например, первое. Пусть х  - произвольный элемент из Х у тогда из спра­
ведливости равенств
В(^А̂  А 2)х  =  F((Aj -Ь А3)я?) ~ В(Аі Х -j- A3j?) =
=  F ^ x )  +  В(А2х ) =  (FAi>? +  (ВЛ2)х =  (FAi +  FA3)a:
следует, что 5(Аг +  А3) =  ВА\ -f FA3. Заметим, что линейность ото­
бражений Aj н А2 не использована. При проверке справедливости сле­
дующих равенств обратите также на это внимание.
Предположим теперь, что пространства Х,У, Z  конечномерны^ =  
{tt|,. . . ,  и*} - база Х } V =  {і/і,. . . ,  Vm} - база У, го =  {и>ь . . . ,  и^} - база 
Z.
Теорема 3. Если А € H (X yY )yB € H(YyZ) к Л А =  (о*;*) € 
В €  F**m к В А  Ä C G  тоС  =  £ -А .
Таким образом, матрица произведения FA линейных отображений 
А и В равна произведению В • А матриц сомножителей.
Доказательство. По условию Au =  ѵ-А, Вѵ =  иьВ, (FA)u =  u/C. 
Так как Au* =  то FAu* =  очкВѵі. Поэтому (FA)u =
Fv • А =  (и; • В) • А =  и> • (В  • А). Отсюда С =  В • А  Что и требовалось 
доказать.
Следствие. Пусть {А,Аі,А3} С Frrtxn> {Б, Д , Д*} С F*xrrt, С  € 
F 3** и Of € F, тогда имеют место равенства:
1. B(Ai -f ^ 2) =  BA\ -f- BAi\
2» {Bi -f Bx)A =  B iA  + BjAi)
а ot(BA) = (otB)A = B(otA)'y
4. C(BA) =  (C B)A
Доказательство. Сопоставим с каждой из матриц, участвующих 
в равенствах І,2Д4, однозначно определенное линейное отображение, 
а затем воспользуемся теоремами 2 из §а 1; 3 я 2 жэ § аа
Для формулировки следующей теоремы необходимы пространства: 
произвольное Z  и конечномерные X yY  размерностей п и т  соответ­
ственно.
Теорема 4. Если А € Н( Х } У), В € Я(У, Z)} то 
г,4 +  г„ -  m < гВА < т л{гА>гв}.
Доказательство. Тал кал (ВА)Х  == С BY} то гв,д < гв.
Очевидно, при линейном отображении размерность пространства не 
увеличивается, поэтому <timB(AX) < dim ^X , т.е.гВд < гА. Второе 
неравенство доказано.
Обозначим через Вг ограничение отображения В на подпростран­
ство АХ. Следовательно,г8, =  тВА% =  diin(.4A)Bl ж по теореме 2 
§&2 rBl +  dBi =  гА. Очевидно, dBt < dß. Отсюда rA -  rBA < m -  rB. 
Теорема 4 доказала.
Тал кал ранг линейного отображения совпадает с рангом соответ­
ствующей ему м&гриды, то имеем
Следствие. Если A s  F mnnyB £  F qxtny то
r(i4) +  r(ß ) -  m <  r(BA) < тіп{г(Л),г(В)}(неравенствоСильвестра).
Следствие 2. Если А  € F mxny S  и Тобратимые матрицы порядков 
m и п, то г(5А) =  г(>£Г) =  r(A).
' Ѵпр. 1 . Если А € Н(Ху У), В € Я(У, Z), то dBA < dA 4-dB.
Упр. 2. Если М іМ з} С H(XyY)y тогдѵ+Ді < г^, +Цд,. 
§3.4. Инвариантные подпространства 
и собственные векторы линейных операторов
Параграф посвящен более детальному изучению линейных отобра­
жений пространств в себя. Если X  - линейное пространство над полем 
F} то элементы из Н ( Х УХ)  =  Н(Х)  будем называть линейными опе­
раторами. Операции сложения, произведения линейных операторов, 
умножения на скаляр из поля всегда выполнимы в Н(Х),  Отметим
сначала свойства Щ Х ) } которые прямо следуют жз результатов, по­
лученных в предыдущих параграфах.
1. Щ Х )  является линейным пространством над полем F; если X  
конечномерно н имеет размерность п, то ЩХ)  изоморфно F*** ж по­
этому діт Н (Х) =  п2.
2. Щ Х )  является ассоциативным кольцом; если X  конечномерно я 
имеет размерность л, то кольцо Щ Х )  изоморфно матричному кольцу
Упр.1 . Пусть A-элемент из ЩХ).  Оператор А  назовем обрати­
мым, если найдется такой оператор В из Щ Х ) У что ЛВ = 5 А =  Е, где 
£ - оператор, оставляющий все элементы на месте. Оператор В в этом 
случае назовем обратным к А. Для того чтобы линейный оператор был 
обратим ̂ необходимо и достаточно, чтобы Х д  — {0*} и А Х  =  X.  Если 
X  конечномерно, то для обратимости А достаточно выполнимости од­
ного жз этих условий: очевидно также, что А  обратим тогда ж только 
тогда, когда матрица, ему соответствующая, имеет отличный от нуля 
определитель. Доказать.
Замечание. Если А  - линейное отображение конечномерного про­
странства X  в себя, то для определения матрицы, соответствующей 
А,  нет необходимости фиксировать два базиса. Если и =  {ии 
- базис пространства Х } то матрица отображения А  определяется par 
веяством л
Л щ  =  5 3  “ *'*“*> (а,*) € F***.
•ШІ
3. Если и и V - две базы пространства Jf, А и В  - соответственно 
матрицы линейного оператора Л относительно этих баз, то В  =  S“4 AS, 
где S - матрица перехода от базы и к базе ѵ.
Упр. 2. Матрица В  называется подобной матрице А, если найдется 
такая обратимая матрица S, что В  =  S “ 1 AS. Показать, что отношение 
подобия матриц на F*** рефлексивно, симметрично н традзктивна
В основе изучения линейных операторов лежат понятия инвари­
антного подпространства і  собственного вектора. Подпространство N  
линейного пространства X  называется инвариантным относительно 
линейного оператора А, если для любого элемента х жз N  элемент А х  
также принадлежит N.
Лемма 1* Если линейные операторы А ж В перестановочны: 
AB  =  ВА} то ядро Х в  ж область значений В Х  оператора В инвариант­
ны относительно А.
Доказательство. Для хжз Х в  имеем 5(Ах) =  (5А)х =  (А£)х =  
А(Вх) =  АО* =  О^. Следовательно, В(Ах) =  0* и Ах € Х в  Инвари­
антность ВХ  доказывается аналогично.
Пусть /  =  oto -I- ait 4». . .  +  otntK - многочлен нз кольца F[t] ж A € 
H(X)y тогда линейный оператор а0£ +&ЛА + . .. otnA* будем называть 
значением многочлена /  для оператора А и обозначать /(-4).
Следствие. Если }  6 F[i], то Х ца) и f ( A ) X  инвариантны от­
носительно А. В частности, инвариантны и ХА- ае для всех ое из 
F> X Aky А кХ  для любою &€ {1,2,...}.
Зафиксируем скаляр о» из поля F. Если Х Л- ае Ф {0х}> то а  назы­
вают собственным значением оператора А, а каждый отличный от О* 
элемент х  из называют собственным вектором оператора А,
соответствующим ot. Таким образом,о из F  является собственным знаг 
чением оператора А, если найдется такой х ф  Ох из X, что А х  =  агт.
Теорема 1. Собственные векторы линейного оператора, соответ­
ствующие различным собственным значениям, линейно независимы.
Доказательство проведем индукцией по числу собственных век­
торов. Ваза индукции верна по определению. Пусть хг, . . . ,  :с* - соб­
ственные векторы линейного оператора А, соответствующие попарно 
различным собственным значениям а і , .. •, а я, п > 1. Предположим, 
что для систем собственных векторов с числом элементов < п - 1 наше 
утверж дение доказано.
Пусть
4-•• • 4" Аж_ 1 4“ Хпхп =  Ох 
дли {Аь . . . ,  АЛ_ 1, АЛ} С F. Тогда
Ох =  (А “  #«.5)0х =  (А *“ о і % £ 4" • • * 4* Aft_iXÄ_i 4* АЛд?Л) =
— Аі(о?і — o?Ä)xi 4"• • ♦ 4*Лп-і(ал-і “
Так как ак~&пФ  0, 1 < к < п -  1 но индуктивному предложению 
Хі =  0, Аа_г =  0. Теперь в исходном равенстве Хлх л =  Ох элемент 
хп ф Ох, поэтому АЛ =  0. Что и требовалось доказать.
Для формулировки следующей теоремы и последующего изучения 
свойств линейных операторов введем одно из центральных понятий 
линейной алгебры. Пусть А = (ац) € F*xn. Раскрыв определитель 
|А -  ДJE7|, получим многочлен
Ч>А =  (-1)* А* +  ( - 1 ) - :15г А - 1 4- . . .  4-  5Л,
где 5і =  Ylimi • • • > =  И |. Многочлен называют характери­
стическим многочленом матрицы А, а совокупность всех его корней 
(некоторые из них могут не принадлежать F) назовем спектром маг 
тржды А и обозначим через 5(A).
Лемма 2. Если матрица В  подобна матрице А, то у>в =  4>л*
Доказательство« Пусть Т -такая обратимая матрица из что
В =  Т~*АГ. Легко убедиться в справедливости следующих равенств:
<рв = \ В -  А23| =  ІТ ^ А Г -  Г^(АВ)Т1 =  |Т“ г(^  -  АВ)Г| *
= \Т-*\<рл\Т\ = \Т-*Т\. ч>л=Ч>+
Пусть теперь А  -  линейный оператор пространства Х } и =  
{ui,...,u*} - база X  жЛе F*™* - матрица оператора Л относительно 
базы и. ДГарахтердетичдеки* многочленом оператора А будем назы­
вать характеристический многочлен его матрицы: <р а  =  Tök как 
матрицы оператора Д, отвечающие разным базам пространства» подоб­
ны» то введенное определение характеристическою многочлена линей­
ного оператора корректно. Таким образом, имеет смысл говорить и о 
спектре линейного оператора: S(A)  «  5(Л).
Зафиксируем матрицу А  линейно го оператора А конечномерно­
го пространства X  над полем F  относительно некоторой базы и =
Теорема 2. Дня того чтобы скаляр а  из F  был собственным эяаг 
чешем оператора -Л» необходимо и достаточно» чтобы от был корнем 
характеристического многочлена <дд оператора А.
Доказательство. Необходимость. Пусть х  - собственный век­
тор оператора А, отвечающий а  : (Л -  а£)л =  Ох* Если (  - стол­
бец координат элемента х  относительно базы щ то (А -  аЕ)£ =  Op« 
(смтеорему 3 §3.1). Так как х  ф Ох» то столбец £ ненулевой; поэтому 
определитель матрицы А -  о<Е должен быть равен нулю. Следователь­
но» <рА(а) =  \А -  а . Я| ж 0.
Достаточность. Предположим теперь» что <pj(ot) =  0. Тогда одно­
родная система (і4-сг£?Ххі> • • •»*»)T =  (0, . . . ,  0)г  линейных уравнений 
имеет ненулевое решение. Цусть ненулевой столбец £ =  (&>••’>£*)Т 
решает эту сжстему.(Д -  otE)£ =  Op«. Тогда для ненулевого элемента
я  =  1 + & из+** -+£***»
будет справедливо равенство (Л -  а£ )т  =  Ох- Следовательно, а  - соб­
ственное значение оператора А> а построенный элемент х  - собствен­
ный вектор Ау отвечающий от.
Доказанная теорема сводит отыскание собственных значений ли­
нейного оператора А  конечномерного пространства X  к вычислению 
коржей многочлена ч>д расположенных в поле F, а отыскание соб­
ственных векторов А  - к решению системы однородных линейных урав­
нений с матрицей А  -  а Е. Матрицу А  -  \ Е  принято называть харак­
теристической матрицей матрицы А
Следствие. Еслж N  - конечномерное кнваркаятное относительно 
линейного оператора А подпространство линейного пространства X  
над полем комплексных чноел С, то А обладает собственным вектором, 
расположенным в JV.
Не каждый линейный оператор обладает собственными вектора­
ми. Например, оператор пространства Л?, определенный матрицей
. Ее характеристический многочлен <рл = ( 1 -  А)а -4-4 не
имеет корней в поле А
В приведенных ниже упражнениях X  - конечномерное линейное 
пространство над полем Fy А € Я(Х). Пусть N  - инвариантное от­
носительно А  подпространство из X . Через ^  обозначим характери­
стический многочлен ограничения А  на JV; ірА *
Упр. 5. Матрица А линейного оператора А относительно базы 
пространства X  тогда н только тогда имеет полураспав-
шийся вид
(  О1 Аз )  ,-Аі€ * < л »
когда подпространство ЛГ =  £ ( u инвариантно относительно 
А. Какой вид имеет матрица, есци и Л/ =  С(щ+іУ. . . ,  и») инвариантно 
относительно А?
Упр. 4. Показать, что Еслж X  является прямой суммой
шжпросір&нств X i y, . . yXsi  инвариантных относительно А, то <рА «
К - - < Р л -  w  ,
Многочлен /  из F[A] называется А - аянулятором элемента г  из
X, еслж /(А )х =  Ох, А - аянудятор элемента л наименьшей степени, 
имеющий старший коэффициент ранный единице, называется мини­
мальным А - аянулятором я  и обозначается через m j. Аналогично 
определяются А - аянулятор пространства X  ж минимальный А - ая- 
иулятор X, который обозначим m j.
Упр. 8. Для л 6 X  ж А € Я (Х ) построим последовательность: 
хо *= л, х* sä A x k -u k  € {1Д . . .} .  Если система {х0,х і$. . м х9. і } 9 
линейно независима, а
•
Ах#_ 1 =  сгоХо +  сгіХі + . . .  +  аг#- іх#- 1,
то AT =  £(x0,x i f . . . ,x t - i )  инвариантно относительно A, m j =* А5 -  
сг#-іА#~1 - а?0 и =  ( - l ) #m£.
Упр. б. Показать: если - база пространстваX, то
mA
№  упражнений 4,5 ж 6 следует
1 2 
- 2  1
Теорема Гамильтона - Кели. Каждый линейный оператор А ко­
нечномерною пространства является "корнем” своего характеристиче­
ского многочлена ц>а(А) =  0 ) где О-такой оператор, что Ох — Ох для 
любого X из X.
Линейный оператор А пространства X  называется диагоналиэуе- 
мьш (оператором простой структуры), если в X  имеется база из соб­
ственных векторов А.
Ѵпр. 7. Пусть 5(Л) =  С F} кі =  4  *
кратность корня а,. Доказать что: а) кі < Д; б) для того чтобы 
линейный оператор А был диагонализуем, необходимо и достаточно, 
чтобы кі =  для всех і 6 ( 1, . . . ,  з}.
§3.5. Нормальные формы
Каждому линейному оператору А  конечномерного линейного про­
странства X  над полем F  отвечает класс подобных матриц из F* * *, где 
я =  dim X  Естественно в этом классе найти наиболее простую матри­
цу, иными словами, в пространстве X  найти такую базу, относительно 
которой матрица оператора А  наиболее простая. Такой матрицей бу­
дет матрица Жордана, если спектр S(*4) оператора А  лежит в поле 
F.
Пусть а  - элемент поля F, Квадратную матрицу порядка п вида
/  Of
О
О О 
О о
о \  
о
1
сг /
называют клеткой Жордана. Если <*і,.. м аг - набор скаляров поля 
F, пи . . . ,  Пт - натуральные числа, то матрицу вида
, . . м я . т  —
о
Gv*
О 
О
Gi: }
называют матрицей Жордана.
Теорема о Ж ор дано вой нормальной форме. Если -А-такой 
линейный оператор конечномерного линейною пространства Х у что
S(A)  С F, то в X существует такая база, относительно которой матри­
ца оператора А есть матрица Жордана.
Для доказательства этой теоремы нам потребуется ряд вспомога­
тельных утверждений и новых понятий.
Ради простоты записи введем обозначения: Д  =  Х А, - ядро и М* =  
А 'Х  - область значений оператора А%у і € {1,2 . . . ,} .  Очевидно, І \  С 
Li+iy Мі Э Мі+і,при этом считаем {Ох} =  I* и  X  =  Mo-
Лемма 1. Если для натурального k L k=  Д + і,  то а) І*+і =  F*+i+i 
для любого і € {0, 1, . . . ,} ;  б) Мк пЬк  =  {Ох}; в) если размерность X 
конечна, то X  =  Af*
Доказательство, а) Пусть найдется такое г > 1, что разность 
Lk+i+1 \  Lk+i содержит элемент т. Тогда элемент у =  А‘х лежит в 
\  L*. Для доказательства б) возьмем элемент у из М* П JV В X  
имеется такой элемент я, что у =  Акх . Тогда х 6 Lik' Но Lj* =  L*, 
поэтому у =  Ох. Утверждение в) следует из известного равенства
dimX =dhnLjfc +  dimAf*.
Ѵпр.і. Показать, что если ІѴ - такое инвариантное относительно 
А  подпространство, что X  =  N+L*, то N  =  М*.
Лемма 2. Пусть АжВ-  перестановочные операторы произвольного 
линейного пространства Х у тогда если Хд п Х 3 =  (0х}> то для любых
к ж 1 Х л > п Х вс = {0хЬ
Доказательство. Сначала покажем, что для любого натурального 
/  Хл  П Х ві =  {Ох}. Цусть X € Дд П Х„< ж X Ф Ох, то существует такое
< /, что X € Х віу \ X Bit - I , т.е. 5*1 х =  Ох, но у =  *х £  Ох- Всжлу 
инвариантности Хд относительно В, у € Хд- Но по построению у у € 
Хв. Что противоречит условию. Аналогично доказывается равенство 
п Х ві =  {Ох} для любого натурального к.
Пусть спектр S(A)  =  {оп,... ,» ,} линейного оператора А простран­
ства X содержится в поле F  Таким образом,
*  ( -  !)*( А -  *i)Ä| * * • • * (л -  <*’)*'> + • • •+ » #  =  » =  dimX.
Обозначим через оператор А - ог^, 1 < </ < #. Ткк как простран­
ство X конечномерно, то найдется такое к^ > 1, что
{Ох} =Хдо С Х л \¥ С . ..  С Х^»„ :вХд».+і.
Подпространство К ѵ =  Х^*. называют корневым, соответствую­
щим erV, а его элементы - корневыми векторами оператора. А.
Теорема о корневом разложении. Если - корневые
подпространства оператора А } соответствующие элементам спектра
5(,Ч) — {<*1, ♦ • • > <*•}$
х ^ к А . - . + к , .
Доказательство. Тъх как прж ѵ ф ц  Хд, П Х д  =  {Ох}» то К* П 
Kfi =  {Ох}* Покажем теперь» что Кщ С =  Л*'Х, ѵ ф ц. Можно 
считать, что /і =  1. По лемме І.Ь для любого z  жз К 9 найдутся также 
иж зКіж ѵшзМи что к =  и+ѵ. Отсюда,.**** =  Л**и+Л** ѵ =  Ох* ТЬк 
как ІСі к Afi инвариантны относительно Д ,э то Л** и =  0х ж Ау*ѵ =  Ох* 
Таким образом,и  € К г П К ѵ\ поэтому * =  ѵ € Afi. Снова по лемме І . Ь  
X  =  Jf34*Af3; тогда включение К 2 С Мг влечет М  =  П Af3);
следовательно,
X  =  Кі+М г =  Л  Af3).
Продолжая этот процесс, получим
X  SS • • 4-/C*4-Af, гдеМ =  Mi л . . .  Л  М,.
Но каждое ненулевое инвариантное относительно «4 подпростран­
ство нетривиально пересекается с одним из собственных (потому х 
корневых) подпространств; поэтому Af =  {Ох}* Теорема о корневом 
разложении доказана.
Пусть Af - подпространство из X  Систему { о і , . . . ,^ }  элементов 
из X  называют линейно независимой над Af, если из аі<іі-Ь • €
Af, а, € F  следует с*і =  0 ,.. . ,  <*m =  0.
Лемма 3. Если система (л*, . . . ,  Хщ} элементов из І*+і линейно не­
зависима над Li, то система {Ах1}. . . ,  Да^} из Li линейно независима 
над І і - і .
Доказательство. Пусть сгі(-4л?і) +  , . .  +  crm(*4xm) € Lt-*, или 
A(qt!XX + .  * * +  otmxm) € Li-t* Поэтому OfjXi + . . .  +  (*mxm € Li* Oi^ 
сюда по условию =  0, . . . ,  arm =  0.
Система (u i , . . , ,  гц*} элементов пространства X  называется базой 
X  над подпространством Af, если {ui,. . . ,  Um} линейно независима 
над Af и
X s ^ U i,. . . ,! ^ ) -* -  Af.
Лемма 4. Пусть Af - подпространство конечномерного простран­
ства X; тогда каждую линейно независимую над Af систему {a i,. . . ,  о^} 
можно дополнить до базы X  над Af.
Доказательство. Если ( х і , . . . , хт} - база подпространства Af, то 
система {хи . . . ,  хШі аг . . . ,  а*} линейно независима в X. Дрполнжм ее 
добазы Х  элементами {&і..., 6/}. Система { a i,.. . ,a * ,6i . . . , 6/} будет 
искомой базой X  над Af.
Доказательство теоремы о Жордановой нормальной форме ли­
нейного оператора достаточно провести для корневого подпростран­
ства этого оператора, например К\.
В Кі =  Х л ьл берем базу к =  к\ этого простран­
ства над Х Аш- \ . Линейно независимую над Х Аы-г систему u j” 1 =  
=  А\ѵ$ѣ дополним элементами , . . . , и* до баг 
зы Х А*-і над Х Ак-ъ. Применим к элементам 
. . . ,  } оператор Д і и полученную линейно независимую над Х А*-і
систему дополним до базы Х Аш-і над Х Ал-ш. Продолжая этот процесс 
до построения базы пространства Х л%, тем самым завершим постро­
ение базы корневого пространства К х. Элементы этой базы распола­
гаем следующим образом:
-J-1* м*-і ->-1
ttj, .. ••• ••• Ur»4-1>*
K \ ^ X Ak является прямой суммой инвариантных относительно Л 
линейных оболочек элементов этой базы, стоящих в столбцах таблицы, 
а матрицы оператора А  на этой лилейной оболочке есть клетка Жор­
дана Проиллюстрируем это на =  Z v  .AiuJ =  и*-1 или
Au\ =  oilX4j  +  u j“1, V € {1, 2 при этом считаем, что u? =  О*. 
Таким образом, оператору А  на Z x относительно базы {и}, 
отвечает матрица
toil 1 . . .  О 0 \
Oofi... О О
=  : : Ч  :  :
0 0 ., .сгі 1 
( 0 0 . . .  0 oil/ *
Теорема о Жордаловой нормальной форме доказана
Следствие. Если А  € F** 4 и S(Ä) С Fy то существует такая обра­
тимая матрица Т е  F***} что T~1AT=^Ga - матрица Жордана .
З а д а ч и
1. Пусть X  - конечномерное,У - любое линейное пространства По­
казать, что:
а) для любого подіростраястваЯжзХ найдется такое А  € Я(Х,У), 
что Xjk =  Н\
б) для любого конечномерного подпространства К  жз У dim/C < 
dimX найдется такое В € Я(Х, У), что 5Х  =  К.
2. Цусть X  ж Y  - линейные пространства, u =  {ui,...,u»} и ѵ  =  
{ v i,. .. ,t4 } - нх базы, а =  {ах, . . . ,  а*} - линейно независимая система 
из Ху Ъ =  {6і , . . . ,  Ья} - прозвольная из У, Л и В  - матрицы из столбцов 
элементов жз а ж Ь соответственно в базах и и г/ (в задней а = ѵ-Л,6 = 
ѵ-В), -Л - такое линейное отображение из X вУ, что Л<ц = 6*, 1 < і < п 
(кратно Ла =  6). Показать: если -Л Д Д  С, то С =  ВЛ“*.
3. Цусть А  € Я(Х ,У) к L -  подпространство из Л’, тогда
а ) л - * ( л г ) ~ Е + Х л ;
б) если L n  Х,д =  {Ох}, то L a  Л(Е).
4. Пусть /  - ненулевой линейный функционал, определенный на 
линейном пространстве X. Показать, что для любого а ж зХ \Х / спраг 
эедливо прямое разложение: X  =  Х /+£(а).
5. Показать, что для любого А из Я(Х, У) можно найти такое ли­
нейное пространство Z, что Л можно представить в виде Л =  СВУ где 
5  - линейное отображение X на Z, С  - изоморфное вложение Z в У. 
Если Г.Д- конечен, то гс  =  гв =  г,д =  dimZ.
6. Доказать: для того чтобы матрица Л € F "1* 1 имела ранг г, необ­
ходимо и достаточно, чтобы А  =  В  С, где Б  € С*€ г(В) =*
г(С) =  г. ТЬкое представление Л называется скелетным разложением 
матрицы А
7. Пусть А ж В - отображения пространства многочленов F[tJ, опре­
деленные формулами
і
Показать: а) линейность А ж В\
б) AB  =  Sy ВА Ф Е\
в) А не обладает обратным.
8. Если Л такой линейный оператор пространства X, что Л3 =
л ( л 3 = 0 > т о х  =  х ^ Х л - К *  «  Х м е + X j^ ) .
9. Пусть Л и В  - также матрицы из Е***, что А2 =  Л ж В3 =  В(Л3 =  
В3 =  Е). Д  оказать: дня того чтобы Л и В былж подобны, необходимо 
ж достаточно, чтобы г (Л -  Е) =  r ( B -  Е).
10. Пусть относительно некоторой базы пространства X  матрица 
оператора А диагояальна с различными диагональными элементами. 
Найти все инвариантные относительно А  под пространства из Х \  понаг 
эатъ, что их число равно 2*; n =  dim X
И. Дрказать: если каждый элемент пространства X  над полем F  
является собственным вектором линейного оператора *4, то в F  най­
дется такой скаляр аг, что А  =  а£.
12. Доказать, если линейный оператор А  пространства X  над F  
перестановочен со всеми лжнейнымж операторами Х у т о А  =  аг£, or € F.
13. Цусть X - конечномерное пространство над полем С  .Д € #(ЛГ). 
Показать, что в X  имеется такой ряд инвариантных относительно А  
подпространств
{ О х }  =  І ю  С  . . .  С  £ * - 4  С  L * ~ X }
что dimLjk =  к . Какова матрица Д относительно базы { u i , и»} про­
странства JT, ѳслж L k \  / * - 1*
14. НаЙтж Жорданову матрнцу линейного оператора Д конечномер­
ного пространства над нолем F, если А  имеет сднс^ж притом одномер­
ное ̂ собственное пространство.
15. Дифференцирование V  является линейным оператором про­
странства F»[t] всех многочленов над нолем F  степени < в. Найти:
а) собственные значения и собственные векторы Ѵ\
б) все инвариантные относительно V  подпространства;
в) матрицу Жордана оператора V .
16. П у с т ь  линейный оператор А  конечномерного пространства X  
является оператором простой структуры. Показать, что X  =  Л>МДГ.
17. Д  оказать: линейный оператор А конечномерного пространства 
X  над нолем С  тогда н только тогда имеет диагональную матрнцу 
относительно некоторого базиса, когда для любого а  из 5(^4) имеет 
место равенство X j ^ e  =  X ^ j ^ S )».
18. Найтк Жорданову форму матрицы
- 1  0 - 10\
0 - 1 0 0  
-1  0 - И  
0 0 - 11/
19. Цусть X  ж Y  - произвольные линейные пространства, Л - лж­
нейное отображение из X  в У, причем имеются также подпространства 
Ржз X  я Q жзУ, что ДГ =  ДГ.4+Р, У =  ЛДГ-к?.
Показать, что ограничение А \ отображения А яъ. Р  есть биекция 
Р  на Д Х  Обозначим через к проекцию Y  на А Х  параллельно Q ) че­
рез 2- тождественное вложение Р  в X  ж положим В = IA J”1t .  Пока­
зать, что A B  =  я, ДА =в А - проекция X  на Р  параллельно Х д  х 
А 5А = А ,ЗА Я  =  А
Отображение В называют додуобратмым к А относительно подпро­
странств Р  жі^.
20. Пусть А н В - также линейные отображения соответственно нз 
Х в У ж н з У в Х ,  что А0А = А  ж ВАВ =  А Положим Р  ж 5У  х 
Q = Y& Показать, что 5  является полуобратным отображением к А 
относительно Р  ж Q.
21. Показать, что отображение / :  X  Х /Я , /(а )  =  а + Я , а €  X 
является ли нрДнші.
22. Цусть X  ж У - произвольные линейные пространства^ € 
Я(Х,У). Показать, что отображение у>: Х /Х д -► АХ, <р(х +  Хд) =  
Ах, X € X  является изоморфным отображением Х /Х д на АХ. Если 
X  - конечномерно, то dimX =  dimAX +  сІітХ д (сравни с теоремой 2
жз§а2)
2а  Пусть Я  ж Я-подпространства линейного пространства X. По­
казать, что (Я  4- К )!К  а  Я /(Я  П Я). Получить отсюда теорему о 
размерности суммы двух конечномерных подпространств.
ЕВКЛИДОВЫ  И УНИТАРНЫЕ  
ПРОСТРАНСТВА  
§4.1. Аксиомы и примеры
Многообразие свойств геометрических фигур объясняется в основ­
ном возможностью измерения длин отрезков и углов между ними. Тео­
рия линейных пространств не улавливает свойства изучаемых ею объ- 
ектов> связанные с измерениями. Такие свойства принято называть 
метрическими. Основой изучения метрических свойств обычного про­
странства является понятие скалярного произведения ж его свойства- 
коммутативность, дистрибутивность, однородность ж положительная 
определенность. Желая распространить идеи и методы метрической 
геометрии на линейные пространства, естественно в основу формиро­
вания аксиом, дополняющих аксиомы линейного пространства, поло­
жить отмеченные свойства скалярного произведения. Тем самым мы 
п р и х о д и м  к понятию евклидова пространства.
Линейное пространство X  над полем вещественных чисел R  наг 
зывается евклидовым пространством, если наряду с аксиомами Іі_6 и 
Пі_б линейного пространства выполняются следующие аксиомы.
Ші Для любой пары элементов а и 6 из X  однозначно определено 
число (а, 6) из А
Hb (а ,6) =  (6,а )д л я в с е х а и 6 из X.
Щз (аі-Наз,Ь) =  (аі,6)4-(аз,6) для всех <іі,аз ж b из X,
Ші (а а ,6) =  а (а,6) для всех сг из Я, ажЬжз X.
Шв Для любого элемента а из А^еслн а Ф Ох, то (а, а) > 0.
Число (а, Ь)у удовлетворяющее аксиомам Ші_ь, называют скаляр­
ным произведением элементов а и 6 пространства X.
Упр.1 . Показать, что для произвольных элементов . . . ,  хШ) 
Уи• • •>Уп евклидова пространства X  и любых вещественных чисел 
агіэ. . . ,  Qfm> ßiy'.'tßn, имеет место формула
(У .  5 3  ä w ) = 5 3  5 3  w)*
і - 1  j »  I  i m 1 j - 1
Vnp. 2. Показать,что
1) для любых а и 6 из X  (а, Ох) =  (Ох, Ь) =  0;
2) если для любого элемента, х  из X  (ху а) =  (х, 6), то а =  Ь.
Примеры. 1. Пространство V  векторов относительно скалярного
произведения (об) =  |а| • |6| • оое(а, 6) является евклидовым простран­
ством. Выполнимость аксиом Ш і_в доказывается в векторной алгебре.
2. В пространстве R* вещественных колонн скалярное произведение 
двух его элементов (  =  (& ,.. .,{»)т  и =  . . . , т?Л )т  определим по
формуле
(6 n) =  6 »h+•••»&>?* = (ТѴ-
Нетрудно проверить, что аксиомы Ш ^ б выполняются.
а  В пространстве С[а, 6] вещественных функций, заданных и не­
прерывных на отрезке [а, 6], скалярное произведение функций /  и у> 
определим по формуле
№  свойств определенного интеграла следует выполнимость аксиом 
евклидова пространства.
4. В пространстве В? всех бесконечных числовых последовательно­
стей выделим подпространство Щ  тех последовательностей, у которых 
лишь конечное число координат отлично от нуля. Для произвольных 
двух элементов (  =  (&) и г? =  (т*) из Щ  скалярное произведение опре­
делим по формуле
& » ? ) = £  б * -
і
Как и в предыдущих примерах, выполнимость аксиом Ші_Б прове­
ряется без особого труда.
§4.2. Длина и ортогональность
Длиной (модулем, нормой) элемента л евклидова пространства X  
называется скаляр |л| =  >/(л,л). Легко подсчитать, что |ол| =  |сг||л| 
для а  € А  Элемент, длина которого равна единице, называется нор­
мированным. Т&к как для любого х ф 0Х ЦлІ^л) =  1, то каждый 
ненулевой элемент можно нормировать.
Более плодотворным для построения теории евклидовых пространств 
является понятие ортогональности. Элемент х  будем называть орто­
гональным элементу у (в записи х  J. у), если (л, у) =  0. Очевидно, если 
л 1 у у то у ± X.
Упр.1. Записать длину элемента и условие ортогональности двух 
элементов в пространствах А 1 и С[ауЬ].
Теорема 1. Система х и . . . ,  ж* ненулевых, попарно ортогональных 
элементов евклидова пространства линейно независима.
Доказательство* Пусть имеет место равенство otiX\ - f . . *-f а %х% =  
Ox. Умножая обе части этого равенства на хі, і €  {1, 2 . . . ,  л}, получим 
я») =  0. Отсюда а» =  0.
Пусть Af - произвольное непустое подмножество евклидова про­
странства X . Ортогональным дополнением к М  ъ X  называют мно­
жество Л/-1“ всех элементов из Х } которые ортогональны к каждому 
элементу из М :
ЛГХ =  { Х ,Ж 6  д л я  л ю б о г о  у  €  М ,а г Х  у } .
У пр.2. Дня любого подмножества Af из X  ортогональное дополне- 
і Af-*-K Af является подпространством X  ж пересечение AfnAf-*“ либо
р
пне J
пусто, либо совпадает с {Ох}. В частности, если Af - подпространство 
ЛГ, то Af П  Af-1 =  {Ох}.
Теорема Пифагора* Для любого евклидова пространства X  и 
любой пары его элементов а и 6 справедливы импликации
а ± Ь ^ \ а * Ь ' ?  = \а\2 + \Ь\\
Доказательство* Справедливость обеих импликаций следует из 
равенств
|а +  Ь|3 в  (а +  6, а +  Ь) =  |а |3 +  2(а, 6) + 16|3.
Система элементов А  евклидова пространства X называется орто­
гональноА, если любые два различных элемента из А  ортогональны. 
Система А называется ортонормированной, если она ортогональна и 
все ее элементы имеют длину, равную 1.
Теорема об ортогонализадви* Для любой линейно независи­
мой последовательности { « і,...,« * ,...}  пространства AT (конечной 
или бесконечной) можно построить такую ортогональную последоваг 
тельность {уі>.. м у » ,...}, что для любого натурального п системы 
{а?і,. . . ,  Хщ} и {уі,. . . ,  у*} линейно эквивалентны.
Доказательство* Полагаем у\ в  х%. Далее построение необходи­
мой последовательности идет по индукции. Пусть уже построена ор­
тогональная система {уі,. . . , у*}, эквивалентная системе {жі,. . . ,  ж*}. 
Положим
Ук+і =  Xk+i +  о?іуі + . . .  -f otkVky er, € А
Ук+і Ф Ох, жначе {хі,...,х*} h х*+і. Легко проверить, что для 
любых <*і >...,<** системы {хь . . .  ,х*,х*+1} и {уи ...  ,у*,у*+і} линейно 
эквивалентны. Ортогональность yk+i каждому Уі,. . . ,  у* выполнится,
если положить а» =  1 < » < /f. Индуктивное построение
проведено,к теорема об ортогонализацин доказала полностью.
Замечание. Бели система {а?і,...ѵді,хъ+і} ортогональна, то по 
построению уі =  хъ ...,у *  =  х* иу*+і = *k+i-
Ѵпр.З. Если {хх,. . , ,x m, . . .,}  линейно независимая последоваг 
тельность элементов евклидова пространства Х у а {уи • • м У** • • •} и 
{иі,. . . ,  к».. .}-такие ортогональные последовательности элементов из 
Х } что для любого натурального п системы {ух, . . . ,  у*} и {ги . . . ,  к»} 
линейно эквивалентны системе {хх>.. .  > х»}, то для любого натураль­
ного к найдется такое вещественное or*, что к* =  аг*у*.
§ 4 .3 *  К о н е ч н о м е р н ы е  е в к л и д о в ы  п р о с т р а н с т в а
Евклидово пространство называется конечномерным, если оно как 
линейное пространство конечномерна №  теоремы об ортогоналнзаг 
доследует
Теорема 1« Всякую ортогональную систему элементов конечно­
мерного евклидова пространства Л можно дополнить до ортогональ­
ной базы X.
Следствие. Каждое конечномерное евклидово пространство обла­
дает ортонормжроваяной базой (ОНВ).
Теорема 2. Цусть {ei,...,e*} - ОНВпространстваX .
1, Если £ =  (£и*.ч£л)т - столбец координат элемента х относи­
тельно { е і,..м е*}, то& «(х ,е*), 1 < і < » .
2. Если £ =  * *? =  - столбцы координат
элементов х н у  соответственно, то
- (* ,і0*  =  £  =  £т  •»?=(£• п )я -
і-І
Доказательство. Элемент х =  £ * в1 £>е> перемножим с е» н полу­
чим
я
(х, е,) =  ^ 2  £і(е>» =  &>
і - і
/ «*
так как (е^е,) =  6*. Нетрудно вывести н второе равенство. Бслн по 
ходу изложения встречается не одно евклидово пространство, то в 
обозначение скалярного произведения вводим дополнительную букву,
означающую то пространство, в котором определено это скалярное 
произведете. Из отмеченной в упражнении 1 формулы имеем
л —
(х>у)х =  ^  СіЧІг(Аі ̂ ;) =  £і*?і +  • • • +£*7?* =  (£>
і«і і - і
Правая часть этого равенства есть скалярное произведение столб­
цов £ и ту, определенное в /Г1.
Формула для расчета скалярного произведения по координатам 
множителей приводит нас к понятию изоморфизма евклидовых про­
странств. Отображение у> евклидова пространства X  в евклидово про­
странство Y  называется изоморфным отображением X  на У, если :
1) <р есть изоморфизм X на У как линейных пространств X  ж У;
2) <р ’’сохраняет скалярное произведение”, т.е. для любой пары х г ж х2 
элементов пространства X  имеет место равенство
ѵ (ъ ))г  =  (*ъ ®з)х-
Вюрое утверждение теоремы 2 означает, что отображение л -* £ 
конечномерного пространства X размерности л на пространство столб­
цов А* является изоморфизмом X на А* как евклидовых пространств.
Упр.1 . Два конечномерных евклидовых пространства изоморфны 
тогда и только тогда, когда их размерности равны.
Цусть и =  {ui,. . . ,  и*} и V =  { ѵі,. . . ,  - ОНБ пространства X н
V* =  J2imi ѴікѴі- Как нам известно, матрица S  =  (о\±) из А**1 перехода 
от базы и к базе ѵ обратима. В данном случае можно дать более точную 
характеристику этой матрицы.
Теорема 3. Если 5 есть матрица перехода от ОНБ п к ОНБ ѵ, то 
ST -5=£7.
Доказательство. Так как (ѵ*, ѵ/) =  £j(, то £*в1 сгаЪ/ =
Эта система из ѵ? равенств означает, что S T * 5 =  Е.
Матрицу 5 из А*** называют ортогональной, если ST S = Е.
Упр.2. Если S  - ортогональная матрица, то 5 • 5Т =  Е ж |5 | =  ±1.
§4.4. О п р е д е л и т е л ь  Г р а м а  
и т е о р е м а  об  о р т о г о н а л ь н о м  д о п о л н е н и и
. ...... V . ;, \Л  . ' -
Пусть А =  {аи . . . ,  а*} - система элементов евклидова пространства
X. Определитель вида
(ai>ai)(au <h)-*.(Auak)
(о*, ai) (03, 03) . . .  (о*, а*)
(ац,аг)(а|к,а 9) . . . ( а 4,а 4) 
называется определителем Грома системы Л и обозначается
1Хаь „ м о*) =  1Ш
Теорема 1. Для того чтобы система {аь . . м а±} была линейно 
зависимой, необходимо и достаточно, чтобы Г( А) =  0.
Доказательство* Пусть Г (аі,. • ., а*) =  0. Тогда строки определи­
теля Грама линейно зависимы. Следовательно, найдется такая система 
{ А і , А* }  вещественных чисел (из которых хотя бы одно отлично от 
нуля), что
в») "f  Аз(e®t в») *4* • • • Ч* А *(а * , л ,) =  0, 1 <  i <  к.
Внесем скаляры под знал скалярного произведения к первому мно­
жителю, а  второй вынесем за скобки:
(A ia i+ ... +  A*a*,fli)=0, 1 < i < fc
Теперь i~e равенство умножим на А, ж сложим:
( A i ö i  Ч - . . . + А * а * ,  А і Л і  +  •.. Ч - А  д а * )  =  0.
Отсюда А і а і  Ч-••• Ч-AfcOk =  Ох* ТЪлжм образом, система { а х , о*} 
линейно зависима Необходимое, ъ  условия очевидна,тал как линейная 
зависимость системы {a i,...,a*}  влечет линейную зависимость строк 
определителя Грама /
Подпространство М  евклидова пространства X  называется орто­
гонально дополняемым, если Jlf+Д/ =  X.
Теорема 2. Любое конечномерное подпространство М  евклидова 
пространства X  ортогонально дополняемо.
Доказательство* Пусть {иь . . . ,  и*} - некоторая ОНБ простран­
ства А£ Для элемента х  из X  построим элемент хм  =  
из М. Легко убедиться, что для любого к 6 f 1 , . . п] (х  -  хм> щ ) =  0. 
Поэтому х - х и  € Соотношение M n А#-1 =  {0х} завершает дока 
зательство теоремы 2.
Теорема 3* Пусть М-ортогонально дополняемое псдпространство 
евклидова пространства X. Тогда а) для любого х  из X  найдется такой 
однозначно определенный элемент х м  из М, что х  -  хм  €
б) для любого у из М  \х -  хм\ < к  -  УІ> прячем равенство выпол­
няется в том н только в том случае, когда у =
в) М ±± = М .
Доказательство. Утверждение "а" следует из прямого разложе­
ния X  =  М +М 1. Если у £ М } то по теореме Пифагора |я -  у\2 =  
к  — +  к м  ~  у\2- Отсюда к  -  2/1 <  к  “  х м\> а  равенство выпол­
няется в том и только в том случае, когда к м  -  у\2 =  0 Наконец, 
равенство M J-х П М А =  {0*} показывает справедливость "в". Теорема 
3 доказала
Элемент хм> построенный в теореме 3, называется ортогональной 
проекцией элемент х  на подпространство М, а отображение V : Ѵх =  
лм называется ортопроектором X  на М. Число h = \х -  хм\ может 
служить мерой близости элемента хм  к аг.
Упр.1. Пусть{ui,...,Un} - ОНВподпространстваМ пространства 
X, Показать, что для любого х  из X
Имея в виду приложения, укажем способ вычисления ортогональ­
ной проекции хт элемента х  на конечномерное подпространстю М  =
£(хи . . . , х т).Tax как х - х м € М х к х м  то
Отсюда для вычисления коэффициентов і і , . . . ,  получаем сле­
дующую систему равенств;
Эта система, как следует из теорем 2 и 3, всегда разрешима относи­
тельно £ і,. . . ,  im- Если {агі,. . . ,  агте} - база пространства М ) то система
(11) однозначно разрешима, так как ее определитель - определитель 
Грама Г(л?і,. . . ,  хт) - отличен от нуля.
Дня вычисления k заметим, что
А3 =  (ж -  Хм, X -  Хм) = ( х -  ХМ, =  ( х) -  (хм ,
Подставим в это равенство ( :Хі +  . ..  +  ̂ т хт  вместо хм, получим
kl* > К*, «й )І*+• • • + К®, “*)І3-
т
(ж - 53&х„хіО = 0»
(П)
& (* !» * )  +  • • • +  £m(Zm, ж) -  (ж, Ж) +  0.
Дрполним этим равенством систему (11). Расширенная система par 
веяств показываем что последняя колонка определителя
А =
(*1> ®l) * * * (^m> ̂ і) (#> #і)
(*1» *(!»)• ••(*»>*«) (Ж, 
(хи х) ... (rm,ar)
является линейной комбинацией т  первых колонок, поэтому А =  0. 
Легко видеть, что А =  Ц * и т тух ) -  Г(х1у. . . , Хщ) • Л3.
Таким образом, нами доказала следующая теорема.
Теорема 4. Пусть {хи . . . ,  х т) - база псдпростралства М  евкли­
дова пространства Х у х  - произвольный элемент из X.
Тогда координаты элемента хм  могут быть найдены из системы
т
$ 2  О., Хк)іі =  о ,  л»), 1 <
І«1
h =  |# -  хм\ рассчитывается по формуле 
La _  Г(^і> • • * >
У пр.1. Для любой системы элементов {хх, . . . ,  хт } евклидова про­
странства X  Т \хи .. ,уХт) > 0, причем равенство выполняется в том 
и только в том случае, когда система { s i,. . . ,  хт} линейно зависима.
Ѵпр.2(теорема Коши - Буняковского). Для любой пары ажЬ эле­
ментов евклидова пространства X  |(а, 6)| < \а\ • |6|, причем равенство 
выполняется в том и только в том случае, когда элементы а и Ь ли­
нейно зависимы.
В заключение рассмотрим три приложения.
А. Квадратичные приближения. Зафиксируем в пространстве-ЯГ =  
С[ауЬ] линейно независимую систему функций =  Ф*
Элементы а 0у>о 4- . . .  4- а т >̂я, с*і € Я линейной оболочки М  =  £(Ф) 
называют обобщенными полиномами. По теореме 3 для любой функ­
ции /  из С[а,6] в £(Ф) найдется,и притом только один, полином /м , 
который ближе к / ,  нежели любой другой полином из £(Ф), в смысле 
метрики, определенной скалярным произведением в С[а, 6]. Координат 
ты с*о> <*!> — ,<** многочлена /м  могут быть найдены из системы
<Рк)°ч =  (/>¥>*), о <
2 Г(уо
На практике чаще всего используется либо стеленная £п},
либо тригонометрическая {l,ooe£,sin£,...,ooe£,sin£} система функ­
ций. В первом случае мы получим квадратичные приближения функ­
ций алгебраическими многочленами, во втором - тригонометрически­
ми.
Если система функций {^0> Фи • • •» ѴѴ} ортогональна, то координаг 
ты /м  подсчитываются из системы =  (/>^*)> 0 < ^ < п*
Таким образом,
Коэффициенты этого многочлена о?* =  называются коэ#-
фициентами Фурье функции /  относительно системы {</>0, (ріУ. . . ,  </>*}.
Из соотношения для к2 имеем А2 =  (А /)  -  А  Отсюда
ücwO
№  этой формулы видно, что с увеличением числа функций в орто­
гональной системе к2 монотонно убывает.
R  Интерполирование с. наименьшей квадратичной погрешностью.
Через Ф[а, 6] обозначим совокупность всех вещественных функций, 
заданных на отрезке [а, 6], а =  £ь> *і> • • • > tn =  b - фиксированные точ­
ки этого отрезка, /2*[£] - совокупность всех многочленов степени < к 
с вещественными коэффициентами,А; < п. Задача интерполирования _ 
с наименьшей квадратичной погрешностью: для произвольной функ­
ции F  из Ф[а, Ь] найти такой многочлен Р  из что квадратичное 
уклонение k \ F y Р) функции F  от Р
=  £ № ) - * №
минимально. Для решения этой задачи воспользуемся результатами, 
вытекающими из теоремы об ортогональном дополнении. Отображен не 
ш линейного пространства Ф[д, 6] на Я**1, определенное формулой
F  ^  f  =  ( F\t0), F(U)) 6 Я*+1,
является линейным; ядро Ф0 =  кепи состоит из функций F  со свой­
ством F\to) =  О, F(ti) =  0, . . . ,  P(t*) =  0. Тая кая Ф0 п Я*[*] =  {0}> то 
ограничение ы на Я*[*] есть изоморфное вложение Ä*[t] в ІР+1. Обозна­
чим через М  образ ifc[t] при отображении и. Очевидно, dimM =  і+ 1 .  
Определим скалярное произведение строк /  и у в Я*+1, где f = u ( F )  
ж д = ЦС), по формуле
( / , < ? ) = £ а д - О Д .
і«0
Цусть теперь /м  - ортогональная проекция /  на М  Тогда в Rk[t] 
найдется однозначно определенный многочлен Р, что
при этом | /  -  р| < | /  -  ? | для любого многочлена Q из w(P) =  
р, u>(Q) =  д. Таким образом, построенный многочлен Р  решает поста­
вленную задачу. Укажем способ его вычисления. Пусть ро,Рі,... ,р*- 
каяая-либо база Af; в частности, это могут быть образы степеней 
при отображении ш. Коэффициенты линейной комбинации 
£оРо +£іРі +  • • • +  ІкѴк =  р определяются из системы 
к
5^(РйР>)& =  (/>Р>)> 0 < j < к>
і—0
а мера близости h2(Ft Р) может быть рассчитана по формуле
Если база {ро>Рі> • *•>?*} подпространства Af ортогональна, то
Сі =  о < і < * ,  ла = ( / , / ) -  £  6-te,p.)-
R  Решения несовместных систем, псеѳдорешения. Задачи, связан­
ные с выводом эмпирических формул, расчетом нивелирных сетей, 
отысканием коэффициентов линейных зависимостей по результатам 
измерений, часто приводят к несовместным системам линейных урав­
нений.
Цусть дана система линейных алгебраических уравнений
п
£< **»»  =/?„ 1 < і < т, 6 Я, € А
кш\
Еслж А =  (otik) - матрица системы, а* =  (ага*• • •»<*т*)г  -  fc- я  ко­
лонка матрицы Д  то данная система может быть записана в виде
/ А \
хіа1 +  ...+ х * а*  = i,6 = s I : I жлж Ах =  6, х =  I : I .
\ ß j  U /
Для анализа поставленной задачи удобно рассмотреть упомянутое 
в §3.1 линейное отображение пространства колонн Я* в пространство 
JP* : £ — ► А£ € Я"*, £ € Я*. Пространство Af =  £(a1l . . MaÄ) из 
/Г 1 совпадает с областью значений АН* =  {А£,£ € Я*} построенного 
отображения. Очевидно, система Ах =  6 несовместна тогда и только 
тогда, когда 6 ^ М  =  АН*. По теоремам 2 и 3 об ортогональном допол­
нении в М  =  АН* найдется, и притом только один, элемент Ьм =  А£, 
для некоторого £ из Я*, что j6 -  6mJ < |6 -  с| для любого с из Af. Ины­
ми словами, в Я* существует такая колонка £, что |6 -  А£| < \Ь -  Arj\ 
для любой колонки у из Я*, причем равенство выполняется только в 
случае А£ =  Ат/. Таким образом, построенная колонка £ минимизиру­
ет функционал \Ь -  Ах|а =  Ф0(х), называемый функционалом невязки. 
Элемент £ из Я*, минимизнрукщнй функционал невязки,называют 
псевдорешением системы Ах =  Ь. Дня доказательства теоремы, позво­
ляющей вычислить псевдорешения, потребуются следующие равенства:
(А£> =  (Et -АТ»?)я- дам любых Е € Я", т/ 6 Я "; (А /Г)х  =  Я ^ ,.
Справедливость первого равенства устанавливается вычислением крае­
вой ж левой частей. Теперь импликации
Т) €  (АЯ*)Х <=» (Ѵ£ € Я*, (Аг JJ.E)«- =  (ч, АЕ)я- =  0) •*=>■ Аг »? =  0
доказывают справедливость второго равенства
Теорема 5. Для того чтобы столбец £ из Я* был псевдорешеннем 
уравнения Ах =  6, необходимо и достаточно, чтобы
АТА£ =  АТЬ.
Доказательство. Необходимость. Еслж £ - псевдорешение урав­
нения Ах =  6, то 6 -  А£ € (AR*)-1 =  Я£г . Отсюда Ат (£ -  А£) =  0. Что 
и требовалось.
Достаточность. Если АГА£ =  Ат 6, то b — А£ € (АЯ*)-к Отсюда 
следует; что £ минимизирует функционал Фо- Теорема 4 доказала
Матричное уравнение АтАх = АТЬ называют нормальным  уравне­
нием для системы Ах  =  Ь. Дальнейшая теория псевдорешенжй будет
изложена в следующей главе. Теперь же рассмотрим часто встречаю­
щийся на практике случай, когда ранг матрицы А совпадает с числом 
ее столбцов: г(А) =  п. В этом случае матрица А ТА  обратима, так как 
ее определитель\АТА\ =  Д а 1, . . . , аЛ). Поэтому псевдорешенле £ урав­
нения Ах  =  b однозначно определяется нормальным уравнением
І  = (АТА)~1АЬ.
В этом случае матрицу (АТА)~1А  называют лссвдообратной к матри­
це А и обозначают А+. Таким образом,£ =  А+Ь. Если матрица А кваг 
дратная и обратимая, то А+ =  А“1, а псевдорешение системы Ах =  6 
совпадает с единственным решением А ' 1Ь этой системы.
§4.5. Унитарные пространства
Дня нужд комплексного анализа и изучения свойств линейных опе­
раторов с комплексными элементами спектра целесообразно ввести 
метрику в линейные пространства над полем комплексных чисел С. 
Прямой перенос аксиом скалярного произведения, характеризующих 
евклидовы пространства, на комплексные пространства приводит  ̂как 
легко обнаружить, к противоречию. Опыт введения скалярного произ­
ведения в пространство С* комплексных строк приводит к следующе­
му определению.
Линейное пространство X  над полем комплексах чисел С  назы­
вается унитарным пространством, если наряду с аксиомами і і _ б и  
ГІі- б линейного пространства выполяются следующие аксиомы.
Ші. Для любой пары элементов а и b из X  однозначно определено 
число (а, 6) из С. *
Ш3. (а, 6) я  (57а) для любых а и Ь из X.
Шз. (аі +  а2і Ь) =  (аі, і) +  (аз> 6) для любых аи аз, Ь из X.
ПІ4. (аа,6) =  а(а,6) для любых элементов а к 6 из н любого а  
жз С.
Ш«. (а, а) > 0 для любого, отлпного от Ох, элемента а нз
Ѵпр.1. Показать, тго для произвольных элементов х ь . . . ,х т , 
У і у . . . у п  унитарного пространства X  н любых комплексных чисел 
а и . . . ,  ат, ß u .- .tß *  имеет место формула
£  ß m )  =  53  Е
Im 1 1 /.1(Ekm 1
Классическим примером унитарного пространства является про­
странство строк Сл} в котором скалярное произведение строк £ =  
(&»*‘м€т) я »7 =  (»?1,-..,Т 7Л) определяется по формуле
(£»^)c«=6W  +  . . . + ^ .
Выполнимость аксиом Ш і_6 легко проверяется.
Основные метрические понятия: длина, ортогональность, ОНБ, опре­
делитель Грама, ортогональное дополнение, ортогональная проекция 
и другие - непосредственно переносятся на унитарные пространства. 
Легко убедиться, что основные утверждения, доказанные нами выше 
для евклидовых пространств, справедливы и для унитарных. В следу­
ющих упражнениях мы обратим внимание на особенности некоторых 
утверждений для унитарных пространств.
Ѵпр.2. Построить такое унитарное пространство и такие два его 
элемента а и 6, что |а -f b\2 =  |а|3 +  |6|a, но а не ортогонален Ь. Им­
пликация а±Ь =Ф> \а -f 6|3 =  |а |3 +  |6|3 справедлива и для унитарного 
пространства,
У rip.5. Показать, что если £ и ?? - столбцы координат элементов х  
е у конечномерною унитарного пространства относительно некоторой 
ОНБ, то
А
=  =  (£.*0о-
А» 1
Пусть 5 - матрица из (7** *; через І>Т обозначим матрицу, получен­
ную из 5 заменой элементов на комплексно сопряженные с последую­
щим транспонированием.
Упр.4. Если 5 - матрица перехода от одной ОНБ конечномерною 
унитарною пространства X  к другой ОНБ, то ? Г • S = Е .
Матрицу 5 из Cttxff называют унитарной, если ?>Т • 5 =  Е. Очевид­
но, если 5 - унитарная матрица, то 5 7? =  Е, |5 |3 =  1.
У пр.5. Пусть и =  {tti, . . и*} - база унитарною (евклидова) про 
страдства, Г« - матрица Грама системы а, £ ж т] - столбцы координат 
элементов х  и у относительно базы а.
Показать: а) =  Г*;
б)(дг>У) = і Г Г Ѵ £ .
Задачи
1. Элементы х  и у унитарного пространства X  тогда и только тогда 
ортогональны, когда для любой пары элементов а  и ß  из поля С
\<xz + ßy\3 = \ах\2 +  \ßy\2.
2. Пусть Мі и М2 - подпространства унитарного пространства X. 
Тогда:
а) если Мі С М3> то М^ Э М^ ;
б) (Мг 4 М 3)1 = М 1І ПМ^;
в) М / 4 M3J С (Mj П М3)х j  если же Мх и М2 конечномерны, то 
имеет место равенство М^ 4- М2 =  (М! П М3)х .
а  Дня любой системы элементов {хъ . . . ,  г*} унитарного простран­
ства справедливо равенство
П ...П х£.
4. Пусть X - конечномерное унитарное пространство, а М: и М2 
- также его подпространства, что X  =  Мі4-М3. Показать, что =  
M t+ M i.
5. Пусть процесс; ортогоиалпзациж переводит систему элементов 
{т і,. . . ,  х*] в систему {yt, . . . ,  у*}. Показать справедливость следую­
щих утверждений:
а) Г (х і,...,* » ) =  Г(Уі>-••>?»)“ (Уі .Уі)-
б) если элементы ух, . . . ,  у*_ и к < п  ненулевые, а у* =  0, то система 
{хи • • • >Хк-1} линейно независима и {хи . . г} Ь т*;
в) элемент у* является ортогональной проекцией хь на подпро­
странство
Lk-i =  £ ( > Ar > 1.
6. Пусть А - матрица, составленная из координатных строк эле­
ментов системы {а!, . . . ,  унитарного пространства X  размерности 
7і относительно некоторой OHR Показать, что
Г(а1у.. о*) =  (det A f .
7. Найти псевдорешение системы х  =  0, у =  0, ах + by = ab.
8. Среди квадратных трехчленов сг0 4<*і* 4  ot2t2 найти ближайший 
и функции X =  0061 на отрезке [- у]. Вычислить меру близости.
9. Найти псевдорешение системы
п .
аіХ — ЬиЛіХ=Ь,,..., =  £  |о,І 0.
t*=i
Дать задаче геометрическое толкование.
10. Для любых и w V пространства X  имеет место равенство
ju 4- v\2 +  |tt — v\* =  2(|u|3 4- |v|3).
11. Пусть Г - пространство всех вещественных последовательностей, 
удовлетворяющих условию Гильберта, Н  - подпространство из Г тех 
последовательностей, в которых лишь конечное число координат ф 0. 
Показать:
а) Г относительно скалярною произведения (£, tj) =  СіѴіі {£> Ѵ} С 
R является евклидовым пространством;
б) Нх =  {0г}> H± L =  Г (сравни с теоремами 2 и 3 из §4.4).
ГЛАВА 6
ЛИНЕЙНЫ Е ОПЕРАТОРЫ УНИТАРНЫХ  
И ЕВКЛ И ДО ВЫ Х ПРОСТРАНСТВ  
§5.1. Сопряженный оператор
В основе изучения свойств линейных отображений унитарных или 
евклидовых (слова ”жлж евклидовых1’ мы будем опускать, хотя поня­
тия и свойства, приведенные в §5.1, имеют место и для евклидовых 
пространств) пространств лежит понятие оператора, сопряженного с 
данным. Пусть даны д ва унитарных пространства X  ж Уу Л - отобра­
жение ив X  в У Отображение А 4 ив У в X  называется сопряженным с 
Ау если для любых элементов х  жз X  ж у из Y  выпатняется равенство
(А х ,у > = (х ,А ‘у)х .
Теорема 1. Если для отображения А из X  в Y  существует с ним 
сопряженное А*, то оно однозначно определено ж линейна
Доказательство. Цусть отобржение В жз Y  в X  также сопряжено 
с А . Поэтому для любых х  из X  ж у ns У (хуА 'у)х  *= (ХуВу)х\ отсюда
у s  ж А ' =  5. Возьмем теперь произвольные х  жз Ху уг и у* из 
У. Легко убедиться в справедливости следующих равенств:
(х, А* (уі +  у3))х =* (Ах, Ух +  Уз)у =  (Ах, jft )ѵ +  (Ах, у,)у =
=  ( х , А * у і ) х  + ( * . А * У з ) х  = ( х , А * у і  + А * й ) х .
Отсюда А 4 (у 1 +  уз) =  А4уі +А* у*. Аналогично показывается, что 
•Д*(огу) =х er(А*у)у от € С, у € У  Теорема 1 доказана.
Если д ля отображений А  и В имеются сопряженные, то легко по­
казать справедливость следующих соотношений:
(Л +5)* =А* +*%  (оЧ)# а € С ,
(А5)# =  5* Ж  (А#)# = А .
Теорема 2. Пусть ЛГ - конечномерное, У - произвольное унитарные 
пространства. Тогда для любого линейного отображения А жз X  b Y  
существует^ к притом только одно, с ним сопряженное отображение А4. 
Если (u i , . . . ,  и»} - ОНБ пространства JT, то для любого у жз У имеет 
место равенство
Л*У =  ] [ > ,А « * ) и » .  -  (12)
кші
Доказательство. Покажем, что отображение А’, определенное ра­
венством (12), сопряжено с А. Пусть х  - произвольный элемент из X 
и £ =  (& ,..., £*) - строка координат элемента х  относительно базы и\ 
тогда £* =  (я, ut), 1 < к < я. Теперь легко убедиться в справедливости 
следующих равенств:
п  я
(х,Л*у) =  (х, £ ( у ,  Ащ)  • и*) =  £  ( М ^ і )  • (*.
кш 1 кш\
=̂ Лгік' у ) ( к =  ]Г(Л(&и*)> у) =  у)-
кш 1 *ші
Однозначность .А* показала в теореме 1.
Теорема S. Пусть X  и У - конечномерные пространствами =  
{ии . . , ,  и*} - ОНВ пространства X, ѵ == . . . ,  ѵш} - ОНБ простран­
ства У, А € # (Х , У). Тогда, справедлива импликация
А Ä  A = (otik)€ С’’1*'1 ==► А' Ä / e C * * " 1.
Д о к а з а т е л ь с т в  Если Я —  (А*) €  6 ÄArri - матрица оператора 
А*, то А*ѵ/ =  1 < £ < п- Следовательно, (и*,А*ѵ*) =
~ßu. Аналогично получим (Au*, ѵ/) =  or/*. Поэтому /?*/ =  (А4 ѵ/, u*) =  
(viy Auk) =  (Au*, V/) =  c3?77. Следовательяо,Я =  7IT. Что и требовалось 
доказать.
Если А  € Стхпу то матрицу € Слхт называют эрмитово со­
пряженной с матрицей А и обозначают А \
УпрЛ. Пусть X  и У - конечномерные унитарные (евклидовы) 
пространства, и =  {иь . . . , и*} - база Х у ѵ = { v j - база 
У, А € # (Х , У). Показать, что справедлива импликация
((А Ä  А)и(А* Ä  Я)) => Ат Гѵ =  Г* В.
У пр.2. Пусть А - линейный оператор унитарного пространства X, 
обладающий сопряженным. Показать: если М  - подпространство из X, 
инвариантное относительно А, то M L инвариантно относительно А 9.
§5.2. Нормальный оператор
» *
Пусть X - унитарное или евклидово пространство. Линейный опе­
ратор А, действующий на X и обладающий сопряженным А% назывѵ
ется нормальным, если А А ' =  А* А. Классическими примерами нор­
мальных операторов являются с а м о с о п р я ж е н н ы й  (эрмитов) ж  у н и т а р ­
н ы й  операторы, определяемые равенствами
А 4 =  А и -Л-Л* =  Л* Л =  £ соответственна
Теорема t . Если х  - собственный вектор нормального оператора А 
с собственным значением а, то х  является собственным вектором А* с 
собственным значени ем EF.
Доказательство. как А* перестановочен с ^  -  а£, то ядро 
Х л -ixt инвариантноотнсхнтельдо-Л".
Теперь для любых х и у из ХА _ имеем
(Л ' х, у) =  (х, Ay) -(х, ay) =  (ffx, у).
T'üCHH о6разоіц(Л" -  5£)х,у) =  С. Так как (А' € ХЛ- ае>
то {A' - m ) x  = Qx -
Из доказанной теоремы с учетом результата, упр.2 предыдущего 
параграф имеем
Следствие 1. Если х  - собственный вектор нормального оператора 
Ау го X1 инвариантно относительно А и А4.
Следствие 2. Собственные векторы х  ж у нормального оператора 
Ау соответствующие различным собственным значениям а ж ß, орто­
гональны.
Д о к а з а т е л ь с т в о .  гІЪк как (Ах, у) =  (&х,у) и (х,А*у) =  (х,]3у), то 
(г* -  У) =  °* Поэтому (х, у) =  0.
Теорема 2(о строении нормального оператора конечномерного уни­
тарного пространства). Дня того чтобы линейный оператор А конеч­
номерного у н и т а р н о г о  пространства X  был нормальным, необходимо 
и достаточно, чтобы в X  существовала ОНБ, все элементы которой 
являются собственными векторами А.
Доказательство. Необходимость. Для одномерных пространств 
утверждение теоремы очевидно. Пусть dimX =  п + 1  и налю утвер­
ждение доказано для нормальных операторов* действующих на уни­
тарных пространствах размерности п. Возьмем какой-либо собствен­
ный вектор X оператора А и ему соответствующее собственное знаг 
чеяие Ofi : А х х =  сгххі. Можно считать* что |хі| =  1. Ортогональное 
дополнение x f  =■ (£(хх))А =  Х г инвариантно относительно А ж А*. 
Поэтому ограничение А\ оператора А на Х\ является нормальным 
оператором. По теореме об ортогональном дополнении X  =  £(xj)+X i. 
Следовательно,dimХ г — п. По .индуктивному предположению в Х і 
имеется ОНБ {ха>...  > x»*+i}, состоящая из собственных векторов опе­
ратора Аі> Очевидно, {ль ха,. . . , т л+і} - искомая ОНВ.
Достаточность. Пусть u =  {tii,. ..,и*} - СКВ пространства Х > 
состоящая жз собственных векторов оператора А А щ  =  or* и*, аг* € 
Су 1 < к < п. ІЪгда оператору А  относительно базы и соответствует 
матрица
(<*1 0 . . .  О )
О а* ... О
Д о*
О 0 . . . ая)
Очевидно, A) A J =  A£Aq. Отсюда следует нужное нам равенство 
АД*=А*А.
Естественно матрицу А  € С*** называть нормальной, еслж Д * Д* =  
А*А Фиксируя ОНБ унитарного пространства Ä, сопоставим нормаль­
но! матрице А  линейны! оператор А, он будет нормальным. Теперь 
из теоремы 3 легко получается
Следствие. Дня любо! нормально! матрицы А  из С*** найдется 
такая унитарная матрица S> что •
S~lA S  =  До =
fa t  0 . . .  0 \  
0сг3. . .  0
 ̂ 0 0 . . .  от* ̂
э «к € С  t
и обратно.
Самосопряженный и унитарны! операторы нормальны и поэтому 
обладают приведенными выше свойствами. Отметим характерные осо­
бенности этих операторов.
Лемма, а) Собственные значения самосопряженного оператора 
унитарного пространства X  вещественны.
б) Собственные значения унитарного оператора унитарного или ев­
клидова пространства по модулю равны 1.
Доказательство, а) Пусть от - собственное значение самосопря­
женного оператора А> х  - ему соответствующий собственны! вектор. 
По теореме 1 имеем А*х =  <5х ж А х  =  А*х =  ах. Откуда (от -  <5)х =  Ох 
к 7S =  а, так как х ^  Ох. Аналогично доказывается и второе утвер­
ждение
№  теоремы 1 и леммы вытекает
Теорема &. Для того чтобы линейный оператор А  конечномер­
ного унитарного пространства X  был самосопряженным, необходимо 
и достаточно, чтобы в X  существовала ОНБ из собственных векторов 
оператораА с вещественными собственными значениями.
*
Матрицу А  6 С*** назовем самосопряженной (эрмитовой), если 
А * ~ А
Слсщрхвие 1* Дяя любой самосопряженной матрицы А  найдется 
та*ая унитарная махр&ца S, что
S~*AS =s
/ o?i 0 . . .  О 
О 02 ... О
 ̂ О Ö . . .СГ»̂
, где or* € Я ,
эк образно.
Следствие 2. Корня характеристического многочлена самосопря­
женной (в частности, вещественной симметрической) матрицы веще­
ственны.
Из следствии 2 затекает; что каждый самосопряженный оператор 
конечномерж ю  евклидова пространства, обладает собственным векто­
ром. Теперь, следуя доказательству теоремы 2, без особого труда до-
называется
Т е р е м а  4. Дшг любого ^самосопряженного оператора А конечно­
мерного евклидова пространства X  существует в X  ОНБ из собствен­
ных векторов оператора А  и образна
Следствие. Дня любой вещественной симметрической матрицы 
найдется такая ортогональная матрица 5, что
S - 'A S ^
(ati 0 . . .  О \
О с*2- • • О 
(О 0 ., .о«.)
, огі€ Я ,
ж обратна
Упр.1. Сформулировать ж доказать утверждения аналогично те­
ореме 3 и следствиям 1 и 2 для унитарного оператора и унитарной 
матрицы.
У яр.2. Дрказаты линейный оператор А  унитарного или евклидова 
пространства X  тогда и только тогда является унитарным, когда для 
любых X к у из X  справедливо равенство
(А х,А у) = (х,у).
Самосопряженный оператор А  унитарною (евклидова) простран­
ства X  называется неотрицательным, еслж (Ах, х) > О для любого 
элемента х  из X. Вели (Лл, лг) >  0 для любого х  ф Ох,-4 называется 
положительно определенным.
Теорема I. Вое собственные значения зеотрждательнс^? оператора 
А  неотрицательны. Если все собствеаные значения саіюсгягряжшлогс 
оператора А конечномерного пространства X  неотрицательны, то ж А 
неотрицателен.
Доказательство* Пусть а собственное значение оперетора А } х - 
соответствующий а  собственный вектор. Тогда (Ах, х) =  а(х,х). Так 
как (л ,х )>  0, т о а  > 0. Пусть теперь (u i, . . . ,  и*} - OHR пространства 
X  кз собственных векторов оператора Л, а ь . . . ,  схѣ - сосгсветст^тсщие 
собственные значения. Бслж х  =  £iUj 4»'••£»>и» - пронзва/шшй эле­
мент кз Х } то
(Ах, х) ss ^  SS Ofj|{j|a > 0 .
t - 1  1 - 1
Ѵпр.З. Неотрицательный оператор конечномерного пространства 
тогда ж только тогда положительно определен, когда он обратим.
Дня анализа уравнений вида Ах =  6, где А - линейный оператор 
унитарного (или евклидова) пространства X, b e  X , рассмотрим функ­
ционал
f \ x )  =  (Ах, ж) -  (х, 6) -  (6, х) +  7 , 7 6 Л,
называемый функционалом ошибки оператора А. Нетрудно вывести 
полезную для дальнейшего формулу
F (x + h ) - F (x )  а  (.Лаг-  6, А) +  ( М 4 * -  *) +  М  А , {*>М С X
Будем говорить, что элемент х0 из X  минимизирует функционал 
ошибки F} если F(xq 4- А) -  F (x q ) > 0 для любого А из X
Теорема в* Пусть Л - неотрицательный оператор пространства X  
Элемент х0 минимизирует функционал ошибки F  тогда ж только тогда, 
когда A xq =  6.
Доказательство. Бслж Лх0 =  6, то F(x0 -І-А)—F(3q) =  (Л А, А) для 
любого А из X  Так как (Ah, А) > 0, то х0 минимизирует F.
Пусть теперь х0 минимизирует F, но а =  Лх0 -  Ь Ф Ох- Тогда 
найдется такое А из X, что (а, А) ^  0. В случае, если Л" унитарно, 
(а, А)»  сг(А) -I- і#А),а(А) € Я, ДА) € А
Поэтому
Д хь -f iA) -  F(xo) =  t(2of(A) 4- t(>A, A)).
Учитывая, что (a, iA) =  ДА) -  іДА) имеем
Дхо 4- *іА) -  F(xо) -  <2ДА) 4- <(>А, А)).
Заметим, что о?(- А) =  -<*(А). Следовательно, если ot(h) ф О, можно 
считать o/(h) < 0. Тогда из первого равенства следует, что найдется 
талое t, что F\xQ -f гА) -  F(xo) < °* Аналогично рассуждая в случае 
ß(h) < 0 ж учитывая второе равенство, мы приходим к противоречию. 
Если X  евклидово, ß(h) =  ü, ct(h) ф 0, что,по существу,уже рассмотре­
но. Таким образом, а =  A xq -  b =  0*.
§5.3. Н о р м а л ь н ы е  о п е р а т о р ы  евклидовы х* 
п р о ст р ан ст в
Для выяснения особенностей нормальных операторов, действую­
щих в евклидовых пространствах, приведем следующую лемму.
Лемма 1. Пусть А - линейный оператор конечномерного линейно­
го пространства X  над полем вещественных чисел R. Если X  ф {0*}, 
то в X  существует ненулевое инвариантное относительно А подпро­
странство Х і размерности 1 или 2. Если dimXi =  2, то в Х г имеется 
такая база {у, я}, что
Ay = p y - a z y 
Az  =  ау + pzy
где р 4- і<7 =  а  - комплексный корень характеристического многочлена 
(рл оператора А.
Доказательство. Если характеристический многочлен имеет 
вещественный корень от, то or является собственным значением опера­
тора А. Пусть X - собственный вектор, соответствующий а. ТЬгда £(л) 
- искомое подпространство.
Пусть теперь ог =  р +  иг - комплексный корень многочлена (рА. 
Тык как € Д[А], то 2? =  р -  ісг является также корнем <рл . Обо­
значим через А  матрицу оператора А относительно некоторой базы 
и =  {u i,. . . ,  и*} пространства X. Так как |А -  аЩ =  ^>д(а?) =  0, то 
найдется такая ненулевая колонка £ из С*, что (А -  а£)£  =  0с? или 
А£ =  о?£. В полученном равенстве перейдем к комплексно сопряжен­
ным числам. Так как А =  А, то А£ =  Следовательно, колонки 
£ ж £ из С4 являются собственными векторами оператора умножения 
элементов жз С* на матрицу А слева. Собственные значения этого опе­
ратора от и 7S различны; поэтому £ ж £ линейно независимы. Рассмотрим 
вещественные колонки
ч « 5 « + а .  с = ^ - і ) .
Отсюда £ == т} +  іС> С =  ^ "  1 колонки у? и С также линейно
независимы. Несложный счет приводит к соотношениям
Аг) = рг)- сгС, ЛС =  <п? +  р(.
Для элементов у и г, колонки координат которых т/ и £ соответ­
ственно, имеем
М - Р У -  <*zi A z = ay + pz.
Таким образом) подпространство ДГі =  C(y,z) является искомым. 
Лемма доказана.
Пусть теперь А - нормальный оператор конечномерного простран­
ства Ху а - комплексный корень характеристического многочлена опе­
ратора А . Как в доказательстве леммы і > строим матрицу А  операто­
ра А относительно некоторой ОНД колонки £ ж £ жз С*у г) ж С *з R* 
и элементы у ж z из X. Так как матрица А  нормальна, то оператор 
умножения элементов из Ся на А слева нормален. Следовательно, (  
и £ ортогональны: (£, £ )о  =  0 и ортогональные дополнения £х и £х 
инвариантны относительно оператора умножения элементов жз С* на 
А  слева. 4
Лемма 2. Элементы у ж z ортогональны и имеют одинаковые дли­
ны.
Доказательство. Для доказательства ортогональности у и z не­
трудно проследить за следующей серией равенств:
(у, *)* =  (у?» С)с- =  + £> £- О с- =
4^((£>0 о  “  (С» Ос- 4-(£ ,0с- -  (££ )с-) =0 .
Точно так же можно подсчитать, что |^|2 =  з(£,£)о- =  И 3. Лемма 
2 доказала.
Упр.1. Показать, что ортогональное дополнение £(у, я)х =  П 
жнваржаятно относительно оператора А*
Таким образом, можно считать, что элементы у и z имеют длину, 
равную 1.
Клеточную матрицу вида.
где 41;.. ., А , ~квадретжые матрицы, а 0 - нулевые матрицы, называют 
jw г >;? с ч щ> - Зѵагонал ь ной ж записывают в вкде
А =  уІі -КАз4-. . .  -кД*.
Теореме 1. Для любого нормального оператора А конечномерного 
евклидова пространства. X  найдется в X  такая ОНБ, относительно 
котороМ матрица оператора А имеет вид
где - вещественные н /?, =  р1 +  «%сг2>"мД» =  -
комплексные корни характеристического многочлена оператора А
Справедливо и обратное утверждение.
Доказательство» Пусть л  - нормальный оператор конечномерного 
евклидова пространства X.  Построим такую СНВ пространства X  :Х\ %. . . .  ТкУ\у Zit . . .  3 Угп.) Zm* 'ЪТО
А хѵ =• аьХу\ 1 < V < кгуАур*= P ^y^-v^s^A z^  =  (ТцУц+рцг^ 1 < ß  < m,
где Ofj,• • *>Oik “ вещественные, ß t =  />і +  Ю і,..м Д» =  Pm +**m - ком­
плексные корни характеристического многочлена^ оператора А  Ма­
трица А  оператора Л относительно некоторой ОНБ и =  {ui , . а*} 
пространства X  нормальна. Поэтому оператор (  — ► Д£,£ 6 С* уни­
тарного пространства С* является нормальным оператором. По теоре­
ме 2 из §.5.2 (о строении нормального оператора конечномерного уни­
тарного пространства) в С* существует ОНБ из собственных векторов 
оператора £ — ► 6 » -••& * # » $  • • • .Ь м? т  и
Д&, =  а„&,, АѴ»М =  ß i V v * . =  Д Д .. 1 < М < ”»-
П оложи ^  =  і(Ѵѵ +  C. =  &(Vv -  if„). Тогда(^,С.) =  0 и 
(>?а> =  (Сд> Сд) С011- доказательство леммы 2). Следовательно, систе-
•••i7fc»iC» явлнется ортогональной базой простран­
ства <7*, все элементы которой принадлежат Я*. Поэтому построенная 
система является ортогональной базой и Я% причем
f оіі 0 . . .  О \
С а з . . .  О
Д о -
Вернемся к пространству X  ж построим элементы х ѵ =  и • =
и Жд =  и Гк> лемме 2 yh ж zß имеют одинаковые длины, поэтому 
можно считать, что \yß\ =  \zß\ =  1. А тогда система
{Хі,. .., Xky Уіу Z\y ..., ym> Zyn}
будет искомой OHB пространства X . Обратное утверждение вытекает 
из легко проверяемого равенства Ао Ä% =  Ä£Aq.
Следствие. Для любой нормальной матрицы А из ЯТ1ЖП найдется 
такая ортогональная матрица 5, что
S ' 1A S  =  А о  =
/üfi 0 . . .  0 \
0 Оз. . .  О 
V 0 0 ...arjk/
Ч д й + ~ + (-5 £ ) '
где о?і,. . . ,  о?* - вещественные и рг +  url t .. ., рт  ■+■ і<гта - комплексные 
корни характеристического многочлена матрицы А. Верно и обрат­
ное утверждение.
Отметим характерные особенности самосопряженного и унитарно­
го операторов евклидова конечномерного пространства В предыдущем 
параграфе показано, что корни характеристического многочлена веще­
ственной симметрической матрицы вещественны. Поэтому из доказан­
ной теоремы вытекает приведенная в §5.2 теорема 4 о строении само­
сопряженного оператора конечномерного евклидова пространства и ее 
матричное следствие.
Из результатов предыдущего параграфа-леммы (утверждение 6) и 
упр.1 - следует^ что корни характеристического многочлена ц>а орто­
гональной матрицы А по модулю равны 1. Следовательно, веществен­
ные корни <Ра будут равны I или -1, а комплексные корни могут быть 
записаны в виде ооб </>+t sin</>, sin </> ф 0. Нетрудно убедиться, что спраг 
ведлива следующая
Теорема 2. Для того чтобы линейный оператор А конечномерного 
евклидова пространства X  был унитарным, необходимо и достаточно, 
чтобы в X  существовала ОНБ, относительно которой матрица опера­
тора А имела вид -
А . * + ( - а д + ( . <з 5 , Л 5 ) + . . . + ( л
ООв<рш 81Ь<Рт\ 
SHI <рт СОв фгп)
где Е, ж Et- единичные матрицы порядков s a t  соответственно, сов +  
:8Іпу?і,.. .у сов (pm -hi sin <pm - комплексные корни характеристического 
многочлена оператора А.
Ѵпр.1. Сформулировать ж доказать матричное следствие к теореме 
2 об ортогональной матрице.
Линейный оператор А унитарного или евклидова пространства X  
называется кососиммстрипесхим, если он обладает сопряженным и 
А* =  - А . Матрица, А из С**п (или из Я***) называется эрми­
тово кососимметрической (соответственно кососимметрической), если
=  -А .  Как и выше, легко показать, что каждое собственное знаг 
чение кососимметрического оператора унитарного пространства либо 
равно нулю, либо является чисто мнимым числом; такими же будут 
и корни характеристического многочлена (эрмитово) косесимметржче- 
ской матрицы.
Упр.2. Сформулировать и доказать теоремы о строении кососим- 
метржческого оператора унитарного ж евклидова пространств и соот- 
ветствующие матричные следствия.
§5.4. П с ев д о р е ш ен и я  и п сев д о о б р ащ ен и я
Здесь мы изложим в геометрической форме теорию псевдорешений 
ж связанную с ней теорию псевдообращений операторов. Пусть X  и У - 
унитарные (или евклидовы) пространства, А - линейное отображение 
из X  в Yy обладающее сопряженным А ".
Лемма 1. (А Х У  =У *., Х А = Х А. А.
Доказательство. Первое равенство следует из справедливости им­
пликаций
у € (А Х )Х <=> {Ѵх€ JT,0 =  ( ^ ,з / )  =  (і,Ж у)} «=► А щу = 0 Х-
Включение X A С X A*A очевидно. Пусть х  € Х А-А. Следовательно, 
А х  € Ya . =  (Лх)х . Поэтому А х  =  Оу.
Ѵ прЛ .(Л 4У)х - * д ,  Ъ -  = К ы -
Уравнение Лх =  6, 6 € F  имеет решение тогда ж только тогда, ко­
гда Ъ € А Х . Если уравнение Лх =  b решений не имеет, то разумно в X  
найти такой элемент х0, чтобы А х0 был возможно ближе к 6. В связи 
с этим рассмотрим функционал Ф0(х) =  \А х -  6|3, называемый функ­
ционалом невязки. Элемент х0 из X, минимизирующий функционал 
невязки, называют псевдорешением уравнения А х  =  6, Легко убедить­
ся, что
Фо(х) =  (А* А X, х) -  (х, Л4 6) -  (Л4 6, х) +  (6,6).
Таким образом, функционал невязки является функционалом ошиб­
ки для неотрицательного оператора А* Л элемента А'Ь и скаляра 
7  =  (6,6). Теперь из теоремы 6 §5.3 следует
Лемма 2. Для того чтобы элемент Хо из X минимизировал функ- 
пдонал невязку необходимо х достаточно, чтобы A* Лх0 =  А* 6.
Уравнение Л М х = А*Ь называют нормальным уравненжем для 
уравнения Лх =  6. Через М  обозначим совокупность всех псевдоре- 
шенжй уравнения Лх =  6:
\
Л/* =г{х,х€ Х ;Л 4Лх =  Л*6}.
Теорема 1. Если пространство X  конечномерно, то для любого 
6 жз У уравнение А х  =  6 обладает псевдорешением. Более того, в A4 
существует единственный х0 с минимальной нормой, притом Щ пХ ^  =  
{Хо}.
Доказательство. Пусть 6м ортогональная проекция 6 на конеч­
номерное подпространство М  =  ЛХ к л0 такой элемент жз X, что 
6м  =  Axq. По теореме об ортогональном дополнении |Лх0-6 | < |Л х-6 | 
для любого X из X. Таким образом, построенный х0 минимизирует 
функционал Ф0.
Так как X =  X^-fXJt, то для любого х  жз A4 найдутся такие хг € 
ХА и х0 из Х£, что х =  хх +  х0. Отсюда \х\ > jr0| и Л4 А х  =  Л* Лх0. 
Поэтомул’о € AfcnXjJ. Еслиуь € А 4пХ ^,тоЛ#Л(х0-уь) —А 4Ь -А 4Ь =  
Ох. По лемме л0-уо € Х^. Н эХ ^пХ ^ =  {Ox}> следовательно, у0 =  *о* 
Теорема 1 доказана.
Псевдорешение г0 с минимальной нормой называют нормальным 
псевдорешением уравнения Лх =  6. Когда пространство X конеч­
номерно, доказанная теорема дает возможность указать способ вы­
числения нормального поевдорешенжя уравнения А х  =  6. Так как 
XJt в  (ДфУ г А в  Л4 У» то {х0} яв A4 П ЖУ. Поэтому в У найдется 
такой элемент у0) что х0 =  Л*у0- Отсюда А 4 АА*у0 =  Л#6. Следо­
вательно, для построения нормального псевдорешения х0 необходимо 
найти какое-либо решение уо уравнения -Л4ЛЛ’у =* Л* 6 ж вычислить 
* о = А 4уо-
Отметим два случая, часто встречающихся на практике.
1. Ранг тА отображения А  равен размерности X  : rA =х сіііпЛХ *  
dimX. Отсюда дефект dA =  0 ж Х^-х =  Х^ =  {Ох}* Поэтому оператор 
А 4 А обратим на X  и из нормального уравнения имеем единственное 
поевдорешение х0 =  (Л*Л)~ М*6.
2. РЬяг тА отображения Л равен размерности У : *  <іітУ 
(Здесь предполагается конечномерность пространства У.) В этом слу­
чае ЛХ =  У и Yaa* =  Хд- =  (ЛХ)Х *= {Ох}* Поэтому оператор АЛ* 
обратим на У Из равенства Л*ЛЛ*у0 =  Л#6 имеем (ЛЛ*)(ЛЛ*)у0 “  
Л А  6. Отсюда уо =  (A 4*)' Ч  ж х0 =  Л4 (АЛ*)” 1Ь. Из обратимости ЛЛ* 
легко следует равносильность нормального уравнения ЛЛ*х =  Л*6 ж
исходного А х  =  Ь. Предложенный алгоритм среди всех решений урав­
нения А х  =  Ь выбирает то, которое имеет наименьшую норму.
Для необратимого отображения аналогом обратного может слу­
жить отображение, сопоставляющее элементу у из К нормальное псев 
дорепгсяже уравнения А х  =  у. Приступая к построению этого отобраг 
жения, предполагаем конечномерность пространства X.
Лемма 5, Пусть А\ - ограничение отображения А € # (Х ,У ) на 
Хд. Тогда .4! есть биекдия н а /X .
Доказательство. ТЬк как ЛХ =  Л(Х.д4-Хд) =  ЛзХд> то А\ 
отображает Хд на АХ. Пусть для х1 и ж" из XjJ имеется равенство 
.Лаг' =  Ля". Отсюда ^  — аг" € XĴ  П Х л , таким образом, s' -  г" =  О*.
Обозначим через т ортопроектор У на АХ> через I  - тождественное 
вложение Хд в X и положим
А + ^ І А і 1*.
Очевидно, Л+ - линейное отображение У в X, причем 
Л + У = Х І, Уд+ =(v4X)*L = !> ••
Теорема 2. Для любого у из У элемент х 0 =  Л+у является нор­
мальным псевдорешенжем уравнения ,4л: =  у.
Доказательство. По построению х0 € Х ^ . Покажем, что х0 € Nh. 
Т&к как Лл?0 =  AiXq =  Л і(ІЛ і **)!/ =  ту, то ЛМ^о =  Л 'ху. Но 
у -  *У € (Л Я )1 =  Уд* Поэтому Л" ту =  .4* у. Следовательно, х0 € 
Л ^лХ ^.
Построенное отображение А* : У — ► X называется пссвдообрат- 
кым к отображению -4.
Теорема 5. Псевдообратное отображение Л+ к отображению А и 
только оно удовлетворяет соотношениям
[ м л у  ^ д І Г ^ д + } ( о о 6 ш * ™  П арру»).
Доказательство. Для любою у из У имеем *4.4+у =  А {ІА \ 1 х)у =  
ту. Таким образом, ЛЛ+ =  т-ортопроектор У на *4Х. Следовательно, 
я* =  т. Далее для г  из X  имеем *4+Лх =  (ХЛ[1к)А х — А \ 1Ах. Так 
как X =  xj +  г 0> где Хі € X*, л0 € Xj-, то *4[Мо; =  *4* 1А х0 =  л0. 
Следовательно, Л+Л =  71 есть ортопроектор X на XjJ. Поэтому IV =  
Я. Другие соотношения следуют из равенств
АА+Ах = хА х  = А х  и А+АА+у = ПА+у =А+у 
для любых аг из X и у из У.
Пусть Bi ж В2 - линейные отображения жз У в X  - обладают со­
пряженными к удовлетворяют соотношениям Пенроуза. Покажем» что 
В\ =  53. Положим V = В і -  В2у тогда -4ZM =  О, (2М)* =  2М ж 
(АѴ)* =  -4P. Отсюда следует (£>-4)*ІМ =  (АѴ)*АѴ =  0. Следовѵ 
тельно, ХМ =  ,ЛТ> =  0 и 5і.Х =  53-4, .Д5і =  Л53. Теперь соотношения
5  ̂ =  В\АВ\ ~  В2АВ2 =
завершают доказательство теоремы 3.
У пр.2. Показать» что ЛГ* =  ,4+6 +  (£ -
Ѵпр.З. Показать» что:
а) если г л  =  dimX, то А+ =  (Л М )~1.Д*;
б) если У - конечномерно ж т\д =  <іітУ, то А+ =  Л*(АЛФ)~Х.
Упр.4. Пусть для линейного отображения -4 ; иС — ► У найдутся
также пространство Z, отображения В : X  Z,C : Z  -+Y, обладающие 
сопряженными, что -4 =  СВ, а операторы С*С ж 55* обратимы на Z. 
Тогда
Л+ =  Б*(55*)-1 • (С*С)-+С*.
Между линейными отображениями конечномерных пространств и 
матрицами имеется взаимно однозначное соответствие, сохраняющее 
линейные операции и произведения. Поэтому понятие псевдообратно­
го отображения может быть перенесено на матрицы. Проиллюстри­
руем это соответствие, специальным образом выбирая базы. Пусть 
X  ж У - конечномерные унитарные или евклидовы пространства; 
dimX =  п., dim У =  ггцА - линейное отображение из X  в У ранга г. 
Ортонормжроваяную базу Л =  {ui,. . . ,  м,} подпространства Х д  допол­
ним до базы и пространства X  базой ядра Х д  л ортонормжроваяную 
базу U =  {ѵі,...,Ѵг} подпространства А Х  дополним до базы ѵ про­
странства У базой ( А Х ) .  Так как ограничение Лі отображения А  на 
Х д  есть биекция Х ^  на АХ> то матрица Аг отображения Аі относи­
тельно баз 11 ж V обратима. Теперь, учитывая действие отображения 
А на элементы базы и ж действие -4+ на элементы базы ѵ, мы можем 
записать им соответствующие матрицы
f j 4" 1 „ ° г m~r ) .
\^m —г г m-r /
В заключение сформулируем матричные аналоги утверждений, по­
лученных выше для псеадообратного отображения:
А, Для любой матрицы А псевдообратная матрица А+ ж только она 
удовлетворяет соотношениям Пенроуза.
R  Пусть А- числовая матрица размеров т х п. Тогда если г(А) =  п> 
то А+ =  (A4A)e lA% если г(А) =  га, то А+ =  А4(АА4)“1 ж, наконец» 
если А =  СВ - скелетное разложение матрицы А» то А+ =  Б+С4-.
R Дня столбца 6 столбец х0 =  А+6 является нормальным ггсев- 
дорепрением уравнения Ах  =  6, т.е. решением нормальной системы 
А4 Ал =  А* b с наименьшей нормой.
Дня построения ортонормироваяных баз пространств X  и К, от­
носительно которых матрицы отображений А ж А+ имеют наиболее 
простой вид» существенную роль играют операторы А* А ж А А4, опре­
деленные соответственно ъ Х  ж Y. Они самосопряжены» более того, они 
неотрицательны, так как для любых х  из X  ж у из У
(А* Ат, г) as (Ат» Ат) > 0,J(AA* у, у) =  (А* у, А* у) > 0.
Предположим, что X  конечномерно * dim^C =  п. Тогда для опе­
ратора А4А в X  имеется ортонормироваяный базис { т і , . .м т*} из 
собственных векторов, причем соответствующие собственные значения 
могут быть записаны в виде
р\ у • • *» Р%і Ръ ^  О» A Ах* =  р\^кл 1 < Аі < п. ,/
Лемма 4»
а) Система элементов {А ті,. . . ,  А хя) ортогональна;
б) если Axk Ф Оу, то Ат* - собственный вектор оператора А Х  с 
собственным значением р\\ в) Ат* Ф Оу тогда и только тогда, когда 
РкФ о .
Доказательство. ТДк как (Ат*, Axt) =  (А4Ах*х/) «  р*(х*,х/), то 
(Ат*,Ат/) =  0, если к ф і  и для всех к |Ат*| =  р*. Утвержденжя"а*ж 
’'в "доказаны. Теперь равенства
А Х  (Ат*) =  А(А4 Ат*) =  А(ріхк) =  р\ • Ат*
доказывают справедливость б Г
Так как А Х  =  £(А ть .. м Атп), то число отличных от нуля среди 
А т і,...» А хп равно рангу г отображения А. Можно считать, что р? >
Л  >  • • • >  Л  >  о ,  p , + t  =  о , . . . ,  рл =  о .
Следовательно, система { т і,. . . ,  т , } является ОНБ Х^ , а {хт+х, . , . , хп} 
- ОНБядра Х л . Базис {хь . . . , х ,, тг+ ь . . . , х*} пространства X  назы­
вают первым сингулярным базисоМу числа рх> рз,...» ру - сингулярными 
числами и л и  главными значениями отображения А.
Для более точного описания действия отображений А ,Л \Л +  по­
ложим yit =  p i 1Axk> 1 < к < г. Очевидно, {yi , . . . , у у} - ОНВобласти 
значений А Х  отображения А . Отсюда имеем
Действуя отображением А 4 на .Лх* при 1 < к < г и учитывая, что 
А'Ахк  =  р£х* и (ЛЛГ)Х =  Уд., имеем
А'ук^ркХк, 1 <&<*•; .А’у = 0х, у €(.АЛ0Х-
Из определения псеэдообратного отображения следует, что Л+у =  
Л* *у, если у 6 А Х , и Д+у =  üx, если у € (А Х )Х, где Л і - ограничение 
А на Х%. Следовательно,
Построим теперь нормальное псевдорешение х0 уравнения А х — Ь.
Пусть b =  ß tfi  + . . .  -f /ЗтУт +  5» где у € (ЛЯ)-*- =  Уд. =  Уд+. Тогда 
x0 = w4+6= /? 1̂ +y1 + - . .4 ‘ßrA+Ут -h-4+P =  /?ip71a:i 4-... Ч-АДГ1**.
Таким образом, доказана теорема о координатах нормального псев­
дорешения относительно сингулярного базиса.
Теорема 4« Пусть, {хі,. . . ,  х*} - первый сингулярный базис, ри . . . ,  рт 
- сингулярные, числа отображения А ) xb =  ßLyL 4-.... 4- ßryT - проек­
ция элемента 6 на А Х , тогда нормальное псевдорешение х0 уравнения 
Ах = Ь имеет вид
В случае когда я У конечномерно, дополним базу {уі,, . . ,  ут) облаг 
(гги значений А Х  ортогонормированной базой {уг+ь- • чЗ/m} подпро 
сгранства (А Х )Х. Полученную базу { у і,..м Уз>Уг+і>.-.,Ут} простран­
ства У называют вторым сингулярным базисом отображения А. Имея 
в виду записанные выше соотношения для Ахк и Л+уь нетрудно по­
лучить матрицы отображений А и А*  относительно сингулярных ба­
зисов,
'Теорема 5. Оіжхителъао сингулярных базисов отображения А  и 
А+ имеют соответственно матрицы V  и D+ :
Axk =  ркУку 1 < к < г; Лх* = 0 у , г < к < п .
А*ук =  Р^Хку 1 < fc < г; .Д^у =  0, у € (.ЛЛС^.
У!...  О \  /  Р і1 • * • о \
о
V о /
где РиР2у ч  Pt - сингулярные числа, отображения А.
Полученный результат перенесем на матричный язык.
Следствие« Дня любой матрицы А  из С"1** (жз ІГ1* 1) найдутся 
также унитарные (ортогональные) матрицы S ж Т, что T*AS =  V  - 
матрица вида, описанного в теореме 5.
Доказательство. Пусть X  и У-унитарные (евклидовы) простран­
ства размерностей соответственно п и т .  Фиксируем какие-либо ОНБ 
и и ѵ  этих пространств и сопоставим матрице А  линейное отображение 
А жз X  в У. Построим матрицы 5 и Т  перехода от исходных баз и н ѵ к 
сингулярным соответственно к первой ж второй базам. Тогда T V  =  AS  
или А  = TVS*.
Представление матрицы А  в виде А  =  TDS* называют сингуляр­
ным разложением матрицы А. Столбцы матриц S и Т  по построению 
являются координатными столбцами элементов соответственно перво­
го ж второго сингулярных базисов отображения А .
У пр.5. Показать, что А+ =  SP+T*.
Вычисления нормального псеэдорешенжя н псевдообратного ото­
бражения не обладают устойчивостью по отношению к исходной ин­
формации: малые возмущения в исходных данных А  ж b часто приво­
дят к большим возмущениям в нормальном псеэдорешенжж. Метод ре­
гуляризации позволяет определить нормальное псеедорешенже устой­
чивым способом. Пусть А  - отображение пространства X  в простран­
ство У, Ь 6 У, X 6 X. Дрполнкм функционал невязки Ф0 неотрицатель­
ным слагаемым аг3|х|3, сг > 0. Полученный функционал
Фв(х) =  IА х  -  6|3 +  а 3!*)3
называют регуляризующим функционалом. Легко проверить, что 
Фв(*) =  ((A *A + a2£ )z}z) -  (*, А*Ь) -  ( А \ х )  +  (6,6).
I
Следовательно, регуляржзуюшдй функционал является функцио­
налом ошибки для положительно определенного оператора А*А +  о?£ 
элемента А*Ь ж скаляра (6,6). Из теоремы б §5.2 непосредственно сле­
дует
Лемма 5. Для того чтобы элемент ха жз X  мжнжмжзжровал регу 
ляризующжй функционал, необходимо ж достаточно, чтобы
(A*A+ot2£)xct = A*b.
Предположим теперь, что X  конечномерно. Положительно опре­
деленный оператор А*А +  оі*£ обратим на X. Следовательно, ха =
(Л’Л к  йГ*£’)“]А б  - однозначно определенный элемент из Л’, мини­
мизирующий функционал Ф*. Для оценки близости х# к нормально­
му псеадорешеяжю х0 уравнения А х  =  b найдем представление х0 
относительно перього сингулярною базиса Пусть х,ѵ =  J2l»i ik^k а 
Ь-ft iV i  к . . .  к/Луг к у ,3 €  к*. =(.4ЛС)±. Тогда
{A,A +'X2r)x^  = ^ ( ( k p l + n 1(k)+  Y '  (t<y2T(,
k «= I /«f+l
r
a  ft =  £ / - W * .
Ы1
Учитывая результат леммы ‘2, получим равенства
$к(р'І -ha2) =  /Ѵ ь  L < к < г; & =  0, г < I  < я.
I ледоьателъно*
Pkßk- X*.
.fe «  к<>-
Представление г0 относительно перього сингулярного базиса при­
ведено в теореме 5. Поэтому
„  _ _  Pkßk ч
0 “ д * + ‘>а * ^ М рІ + » л)
Отсюда
ко -  **|3 =  о* £  £ « V ,  где =  £
«CSS і ’ * 4 * Г,
Теорема 6, Нормальное/ псеццоре.игение л0 уравнения Лх  =  6 и 
решение хл уравнения (ИМ 4-orr)x =  A ftr связаны соотношением
ко -  *«| < »2>, где у1 -  І/йГѴі"-
Таким образом, если исходная информация задана точно и точпо 
выпол нено вычисление х,*, то при а — ► О х„ стремится к нормальному 
пссццорешению xQ уравнения Лх — Ь.
З а д а ч и
1. Рассмотрим совокупность X  всех бесконечных и вещественных 
иоследовательпол ѵ. й, у которых почти все эле м еты  равны нулю: X  —
Определим сумму двух последовательностей, умножение носледо- 
вательностей на. скаляр естественным образом и скалярное произве­
дение по формуле (£, 7/) = Очевидно, X  становится евклидо­
вым пространством. Показать, что оператор Л, определенный форму­
лой Л( = (]TÄ £*> 0 .. . 0 , . . линеен и не имеет сопряженного.
2. Пусть М\ и М-2 - такие подпространства конечномерного про­
странства. X, что X  =  М} 4ѵМі и А - ироек'гор X  на Мх параллельно 
Мі. Показать, что X  =  М( Ч-М/ и А4 - проектор X  на. Af3L парал­
лельно M f .
3. Пусть И - линейный генератор унитарною (евклидова.) простран­
ства, X. Показать, чао Л нормален тогда и только тогда, когда для 
любого X из X 14* х\ =  \ А х I.
4. Пусть А - нормальный оператор унитарного пространства Лг. По­
казать, что если М  - к^жечноме*рнс^инвариант^ес»тн»'х:ите/гьноЛ иод- 
нух»страяство из X , гг» М 1 также инвариантно от носительно Л.
5. Пусть Л - нормальный оператор конечномерною унитарного про 
странства Л\ Показать, что (ЛЛ’)1 =  Х А.
9. Если {хь . . . ,  хт} и {уі, . • - ,Ут} - Две ортонормироьаяные систе­
мы элементов п-мерного унитарного пространства Л, то существует 
унитарный оператор, переводящий первую систему во вторую».
7. Пусть А - линейный оператор конечномерного унитарною про­
странства Л’. Показать, что если для лкбой пары элементов х  и у из X  
справедлива импликация х±у  => Ах±.Ау,то найдутся такие скаляр с* 
из С и унитарный оператор Ь\ что А =  аВ.
■8. Пусть Л и 5 - самосопряженные операторы унитарного простран­
ства Л’. Если для любого» элемента х из X (Лх.х) =  (#х,х), то Л =  В.
9. Дня данной матрицы
л  =
( 0 1 1 - 1 \  
1 0 - 1 1  
1 -1 0 1 
- 1 1 1 0 /
зайти такую ортогональную матрицу что матрица. 5 ' 1 AS -  будет 
іід атональна.
10. Показать, что линейный оператор т пространства X  тогда и 
только тогда является ортонроектором, когда и3 =  т и тг* =  т. При 
'лтом X =  тгХфХг, Х^ =  хХ и (яХ)1 =  X w.
11. Пусть А - неотрицательный оператор пространства X, тогда, 
для любою положительного числа. <* оператор A  Ч- положитолыю 
определен.
11. Пусть А - неотрицательный. оператор пространства Х> тогда 
для любого положительного числа о оператор А +  о£ положительно 
определен.
12. Пусть {ui , . ,  u*} - ОНБ пространства X  из собственных век­
торов оператора Д4 Д ; сги . . . ,  <7* - соответствующие собственные знаг 
чения, причем <?і ф 0 , . . . ,  <?ту ф 0, сгт =  0, . . . ,  ач =  0. Показать, чао 
т0 = £***« будет тогда и только тогда нормальным псевдорешени­
ем уравнения Ах  =  Ьу когда £г+і =  0 , . . . ,  £я =  0 и & =  о~ 1(6, А а ,), 1 < 
і<  г.
13. Пусть {Ѵі, . . . ,  г^} - ОНБ пространства Y  из собственных векто­
ров оператора АА*; <ть ...> ат - соответствующие собственные значе­
ния, причем (гх ф 0 , . . . ,  <7, ^  0, <7,+! =  0,..  ., сгш =  0. Показать, что т0 
из X  будет тогда и только тогда нормальным псевдорешением уравне­
ния Ах  =  6, когда т0 =  £іД4 «і + . . .  +  б -4' т̂> где £» =  <т~1 • (Ьу ц), 1 < 
і < r.
14. Пусть Д - нормальный оператор конечномерною унитарною 
пространства^, {иь . ..  it*} - ОНБ из собственных векторов Д, Аь . . . ,  А*
- соответствующие собственные значения Д, причем Ах ф 0, . . . ,  Ат ф 
(X К + 1  =  0,...,А* =  0 и 6 =  4-. .  ,/^u*. Показать, что т0 =
^■Ui 4-.. будет нормальным псевдорешением уравнения А х  =  6.
15. Пусть U и V - унитарные операторы конечномерных пространств 
X  и У; Д € =  ѴД^.
Показать:
а) если т0 - нормальное псе вдо решение уравнения А х  =  6, то Tt =
U* xQ - нормальное нсевдорешение уравнения 5 т  =  Ѵб;
б) 5+ =  £ГД+К.
16. Для любой матрицы А 6 Стхп показать справедливость соот- 
ношений
(А+)* =  (А ')+, (Л+)+ =  Л  ( AA+Y =  .4Л+, (уС А)3 = А+А.
17. Пусть ^  =  (  J J )  -5  =  (  J )  • Показать, что ■ ß )+ Ф Н+С+.
/ 1 —1 2  0 \
18. Для матрицы А = ( - 1 0 - 1 і ) .
V 1 1 0 2 /
Найти:
а) скелетное разложение и вычислить матрицу А+;
б) нормальное нсевдорешение системы Дт =  6, где 6 =  (1 ,2 ,1)т .
19. Найти сингулярные числа матрацы А и сингулярные разложе-
/1111 \ / - 2 1  1 \
а ) Л =  1111 ; б ) Л  =  1 - 2 1 .
\ l l l l /  \  1 1 - 2 /
20. Показать, что сингулярные числа нормального оператора равны 
модулям собственных значений этого оператора
21. Пользуясь регуляриэоваяным нормальным уравнением (см. лемму
5) найти нормальное псевдорешение системы
Гі +  2х 2 = 4, Х\ -f- 2х2 =  6-
22. Среди решений системы J +  * =  1, £ -f * =  1 найти то, которое 
имеет наименьшую длину.
23. Пусть Хі жх2- нормальные псевдорешенжя соответственно урав­
нений А х  =  Ьі и А х  =  Ь2. Показать, что нормальное псевдорешение 
уравнения (аЛ)х =  ß\b\ + ßTbr> будетх0 = а г 1(/7хх х 4- ßoX2\
24. Пусть х0 ж уо - нормальные псевдорешения соответственно урав­
нений А х  =  b ж А 4 у =  а. Показать, что
(*о,а)х =(6,т/о)у.
25. Установить справедливость равенства
(А Л  +  а2£)(А4А +  03£)(ла -  Xß) =  (а3 -  /?*)Л46.
ГЛАВА 6 
К В А Д Р А Т И Ч Н Ы Е  Ф О РМ Ы
§6.1. Определение и сопутствующие понятия
Квадратичная форма - нелинейный объект. Однако он тесно свя­
зал с такими линейными объектами, как матрица, линейная замена 
переменных и др. Поэтому линейные методы при изучении свойств 
квадратичных форм оказались весьма полезными, а порой и опреде­
ляющими.
Однородный многочлен f (x )  второй степени от переменных Хі у. . . ,  хп 
с коэффициентами из некоторого поля F  называется квадратичной 
формой над F  от х \у. . . ,  хп. Квадратную форму можно записать в ви­
де п п
fix') = ̂  ̂ ̂  ̂ U>tk%iZk) &ік = &кі € Fy X = (д?і, • • • у •
іш\ кш 1
Симметричная матрица А =  (о,-*) из £т*п называется матрицей 
формы /(х), а ее определитель jA| - дискриминантом f(x).
Переход от переменных х і}. . . ,  л* к новым переменным у1у. . . ,  уп 
называется линейным, если
ях= ѵцуі +cri2y2 +  . ..  +  "хпУпу 1 < г < п,
ИЛИ х  = S - у,где х =  (хі(. . . ,  х , )т и у =  (.Ѵі,...,У*)Т - колонки со- 
ответствующих переменных, S =  (<Ті*) € F*x*. Матрица 5 называется 
матрицей перехода от переменных л к переменным у. Если Г  матрица 
перехода от переменных у к переменным г, т.е. у = Т- z, то S -Т  будет 
матрицей перехода от х к г. Если jS| ф 0, то переход от х к у называет­
ся неособенным (неособенной заменой переменных х  переменными у). 
Одной из основных задач теории квадратичных форм является зада­
ча о нахождении простейших видов, к которым могут быть приведены 
формы путем неособенной замены переменных.
С каждой квадратичной формой f (x )  связаны п линейных форм
/,(х) =  ОцХх +  . .. +  ОгпЛ*, 1 < І<  П.
I
Легко убедиться в справедливости тождества Эйлера/(х) =  x Yfi{x)+  
z-ifiix) + . . .  +  x nfn(x). Так как А- X — ( /і(х ),. . . , /*(х))т , то хтАх  =  . 
хт (/і(х ),. . . ,  /»(х)) =  /(х).(Огождествим одноэлементную матрицу с 
ее элементом.)
Таким образом, мы получили матричное представление квадрат 
тжчжой формы /(л ) : f (x )  =  хг Ах. Перейдем в квадратичной форме 
к новым переменным у. Бели х  =  Sy, то f(x)  =  f(Sy)  =  yT(S!r AS)y  =  
уТВу> где В  — STAS  - матрица преобразованной формы. Матрица В  
называется конгруэнтной матрице А, если найдется такая обратимая 
матрица S, что В  =  S TAS.
Ѵ п р . 1 . Показать, что отношение конгруэнтности на F*XTl есть от­
ношение эквивалентности.
Квадратичная форма д(у)> полученная из формы /(л ) путем неосо­
бенной замены переменных, называется эквивалентной форме /(л). 
Матрица формы д(у)} эквивалентной форме /(л), конгруэнтна матри­
це фэрмы /(л).
Так как определитель произведения квадратных матриц равен про­
изведению определителей и ранг матрицы является инвариантом умно­
жения на обратимую матрицу слева и справа, мы имеем
П р е д л о ж е н и е *  Бели матрица В  конгруэнтна матрице А , т.е. В  =  
STAS, |S| ф 0, то \В\ =  \А\ • \S\2 и г(В) =  г(А).
Ранг матрицы квадратичной формы будем называть рангом этой 
формы. Эквивалентные квадратичные формы имеют один и тот же 
ранг.
§6.2. Приведение квадратичной формы 
к сумме квадратов
Пусть F- ноле, характеристика которого отлична от 2, ь частности, 
F  может быть числовым полем.
Т е о р е м а  1 . Дня любой квадратичной формы /(л ) над полем F  
существует неособенная замена переменных л =  Sy} которая приводит 
форму /(л ) к виду
f ( S y ) = < К у )  *  + •  • • + W ,
где {Лі,. . . ,  А,] С F  и г - paar формы f(x).
Д о к а з а т е л ь с т в о  (метод Лагранжа). Требуется привести к указан­
ному в теореме виду квадратичную форму
/ ( * )“ Е Ё ll'kX'Xk' ( о а ) е  Р 1**.
і*1 1с=1
При этом возможны дьа случая: а) ф.»рма содержит квадрат хотя 
бы одного переменною; 6) форма не содержит квадратов переменных.
а) Пусть, например, ап  Ф 0. В этом случае форму / ( х) можно 
представить в виде
Д х) =  &11 f i  +  д(?Ьу • • •»£»)>
где д - квадратичная форма от переменных х3> • • • > хп. Введем новые 
переменные по формулам
Z\ =  лцХ\ +  а12х2 4* • • • 4*ЛіцД?ж,
zx =  Хіу 2 < і < n.
Эта, очевидно неособенная,замена преобразует данную форму к 
виду
/(*) =  аи‘*1 +д(,**>
б) Пусть аи  =  0 , . . . ,  а** =  0, но, например, аг2 Ф 0. В этом случае 
форму f(x )  можно представить в виде
/(аг) =  2хі/і +д(х2у.. .,ж*).
Іждем новые переменные по формулам
=  -Х і + а і3Х2 +  • • . +  Лі*лч,
Zi =Xi, 3 <  i < л.
Эта, также неособенная, замела преобразует данную форму к виду
/(* ) =  2zt(zi +  zj) +  2aiaa l3*i*3 +  • • •,
содержащему квадрат переменной *1в
Применяя процесс (а) и в случае надобности дополняя его процес­
сом (б), приведем данную форму f(x )  к сумме квадратов:
<Ку) = *іУі +
Так как ранг квадратичной формы является инвариантом неосо­
бенной замены переменных, то число отличных от нуля коэффициен­
тов при квадратах переменных полученной формы <р(у) равно рангу 
формы /(аг).
Ѵпр.1. Указать границу числа процедур типа (а) и (6), необходи­
мых для приведения квадратичной формы от п переменных к сумме 
квадратов.
Симметричная награда А  яз является матрицей квадратич­
ной формы /(х ) =  хтАх. №  доказанной теоремы и закона изменения 
матрицы квадратичной формы при неособенной замене переменных по 
лучаем
Следствие. Дня любой симметрической матрицы А  из най­
дется такая обратимая матрица 5 из f * * 1, что
/Аі 0 . . .  0 \ / '0 0 ...0 \
0 А ,... 0 I . 00...0
: ; . .  :
\Ö  0 . ..A f/ ^00...0y
где г - ранг матрицы А у Хх ф 0 , . . . ,  А,, ф 0.
Квадратичную форму (р(у) =  Хху$ - f . .. +  А гу*у эквивалентную дан­
ной квадратичной форме /(х), принято называть канонихеским видом 
формы /(х).
Особенности канонического вида вещественных квадратичных форм 
выявляет следующая
Теорема 2 (закон ннерцмж). Пусть <р(у) =  Ххух + . . .  +  Ary* - ка­
нонический вид вещественной квадратичной формы /(х). Тогда число 
положительных (а значит, и число отрицательных) среди коэффици­
ентов Al t . . . ,  А г не зависит от выбора неособенной замены переменных, 
и, таким образом, однозначно определяется исходной формой /(х).
Доказательство. Допустим, что форма /(х ) имеет два различных 
канонических вида:
9І.У) =  <*іУ? +  • • • +  а .У І-  a .+ iy W i- ■ ■ ■ - 04 >  0, 
h^z) — ßiz{ +  . . .  +ßt*it — ßt+ — • • •— ßi > 0, 
причем s < t. Поэтому имеется такая неособенная замена у =  Szy 
что g(y) =  g(Sz) =  h(z)} S  =  Рассмотрим систему линейных 
однородных уравнений
+Оі2 Ъ + .. .+ а п г* = 0  j
Zt+i = 0 ,  ü , = 0  J
Число уравнений в этой системе +  (и -  =  мень­
ше числа неизвестных. Поэтому она имеет ненулевое решение (  =  
(Сі» — »Ct»Ct+i =  0 , . . . ,C. =  0). Найдем равенства^»?) =
ff(5C) =  К О  ™еем
-а.+іттЗѴ, -  . . .  -  агтЦ =  /?і(? +  • • • +  ßtQ.
Тьж как а* > 0 ж /J, > 0, > Q, С? > 0> то Сі =  Оэ. . . эCt =0» та>
противоречит построенжю этжх чжоел. Теорема 2 доказана.
Пусть ж-число положительных, ѵ- число отрицательных среди ко­
эффициентов канонического вида формы /(л). Число (т =  к -  ѵ назы­
вают сигнатурой формы / ( л ) .  Так как г  =  т + и ,  то ранг г  и сигнатура 
а однозначно определяют числа т и гл
Отметим еще одну важную особенность приведения вещественных 
квадратичных форм к каноническому виду, связанную со специфиче­
ским выбором новых переменных. Линейная замена переменных назы­
вается ортогональной, если матрица этой гаметты ортогональна. Цусть 
задала вещественная квадратичная форма /(л ) =  хТАх, Ат =  А  € 
Я**1. Нам известно, что для вещественной симметрической матрицы 
А найдется такая ортогональная матрица S, что
S~*AS =  >4о =
/СП О . . .  0 \  
0 0?2. .. 0
I п о ...С* ) \ */
где »!, а 3). . . ,  а* - корни характеристическою многочлена матрицы Л. 
Введем новые переменные у по формуле л =  Sy, тогда
/(я )  =  (Sy)TA(Sy) =  ут(&Г AS)y -  утАоу =  а гу\ +  . . .  +ar»j£,
так как S7 =  5 -1. Тек самым нами доказана
Т е о р е м а  5 ( о  п р и в е д е н и и  к  г л а в н ы м  о с я м ) .  Для любой веще­
ственной квадратичной формы /(л ) найдется такая ортогональная за*- 
мена переменных х  =  S  • у, что преобразованная форма /(Sy) имеет 
следующий канонический видоху^+агзу^-К. -+ог*у2, где oti, а 3, . . . ,  а* 
- корни характеристического многочлена матрицы формы /(л).
§6.3. Положительно определенные вещественные 
квадратичные формы
Вещественная квадратичная форма /(л ) =  хтАх, А  € Я**** на­
зывается подадоитедьно определенной, если для любою ненулевою 
столбца^ =  (£ і, ..м 6»)Т Я" / ( 0 > ° -
Т е о р е м а  1 . Если квадратичная форма /(л ) является положитель­
но определенной, то всякая форма, ей эквивалентная, также положи­
тельно определенна
Д о к а з а т е л ь с т в о .  Пусть квадратичная форма д(у) эквивалентна 
форме /(л). Это значит, что имеется такая замена переменных л —
5 * у, S € Я*** и |5 | ф 0, что
І(х ) = f(S y ) = д(у).
Если форма д(у) не является положительно определенной, то най­
дется талой ненулевой столбец т? из К*, что 0(77) < 0. Очевидно, стол­
бец £ = S - т} также ненулевой х /(£) =  д(ті) < 0. А это противоречит 
определенности формы /(л).
С л е д с т в и е  I . Для того чтобы квадратичная форма /(л ) была по­
ложительно определенной, необходимо и достаточно, чтобы в ее кано­
ническом виде <̂ (у) =  Ягу* 4 -... -I- anyl все коэффициенты а» были 
положительными.
С л е д с т в и е  2 .  Если вещественная квадратичная форма лт  А х  явля­
ется положительно определенной, то ее дискриминант |А| положите­
лен.
Квадратной матрице А  =  (а**) сопоставим последовательность ми­
норов
Ді =Лц, = ац<ііз
an ai3 . . ,a iÄ
Озі Озз .. .Озп 
Д*1 ̂ *2- • -ßnn
=И І-
Эгж миноры называют угловыми минорами А
Л е м м а  Я к о б и .  Пусть /(л ) =  хтАх  - произвольная квадратичная 
форма над полем F  характеристики ф 2 и Аі Ф 0 ,...,А п  ф 0« То­
гда существует такая замена переменных х  = S • z с унитреугольной 
матрицей S :
/ 1СГіз...СГ1ж\
0 1 ...(7з*
S =  .  .
\0  0 . . .  1 /
что преобразованная квадратичная форма ф(г) — /№ :) имеет вид 
ф(г) =  Агя? -h Аз^ + . . .  4- ГДе А* =  1 < к < л, А 0 =  1
(формула Якоби).
Д о к а з а т е л ь с т в о  проведем индукцией но числу переменных в фор­
ме. База индукции очевидна,так как /(л) =  ацл? =  j £ x v  Пусть для 
всех форм с числом переменных < п наше утверждение доказано и 
/(л ) - форма от 7і переменных. Запишем исходную форму в виде
f i x ) ав ф(х1у. . . ,  л * .,) 4- 2аіпх іх ч 4-... 4- 2a* _ 1 і я* 4- <і**л£,
выделив все слагаемые у>(Х],.. .,Тп_і) , зависимые от переменных 
х и . ..)Хж-і. По индуктивному предположению найдется такая замена 
переменных
/ *1 \1 ППа- . - Пи- Л Ух \
0 1 . _  j У і
^оо.. .  і J \ У п - і )
которая преобразует форму <р(хг, . . . ,  х%- і) в  форму A ^ - k  . .+ Ая_ i j£ - 1* 
Фэрмулы (13) дополним равенством лп =  и полученной заменой 
преобразуем данную форму /(я). В результате получим форму
/(* ) =  + • • • +  А*- іУІ! +  "2кіѣУ\Уп +  • • • +  2fen- ,nyn- іУя +
Запишем эту форму следующим образом:
f (x )  = Хііуі + Х^ЬтУп)2 +  ' . . . + А»-іСѵ*-і - Ь А г6л_ ту»}* +  мз£>
где Цщ, =  6ап -  (А7 16 і. У - . . .  -  (А~і г6п_ 1п)2. Въедем новые переменные 
Ъ =  ух -f X llbxnyn, 1 < і < и -  l, Zn = yn. Эта замена переменных 
вместе с ранее построенной приводит данную форму к виду
/(* ) = ф (г )= \іг [  +
Так как последовательное выполнение двух унитреугольных замен 
является унитреугольной, то осталось показать, что ßn = А*, Дискри­
минанты преобразованной формы и исходной связаны соотношением 
Аі , -. . . -А =  13-И|  =  А* Отспода получаем, что д* =  =  А*.
Лемма доказана
Т е о р е м а  2(критерий Сильвестра положительной определенности 
вещественной квадратичной формы). Дня того чтобы квадратичная 
форма
f ( x ) = x TAx , Ат = Л е Я пхл
была положительно определенной, необходимо и достаточно, чтобы 
для последовательности {А*, 1 < & < п }  угловых миноров матрицы А 
выполнялись неравенства
Аі > 0 , А 3 > 0 , . . . ,  Ап >0.
Доказательство. Достаточность условий, приведенных в теоре­
ме, непосредственно следует из леммы Якоби. Установим их необхо­
димость Положительная определенность данной формы f (x)  влечет
положительную определенность "усеченных” форм:
s s
f S(x) =  £ 5 3  а^кХіХк, 1 < * < 
іш  I 4 - 1
Поэтому дискриминант As формы f s (x) по следствию 2 к теореме 
1 положителен. Критерий Сильвестра доказал.
У п р .  1. Показать, что из положительности последовательных угло­
вых миноров A t, А 3, . . . ,  А* вещественной симметрической матрицы А 
следует положительность всех главных миноров А
§6.4. Пары форм
Пара квадратичных форм Уі(х) и д2(х) называется эквивалентной 
паре /і(х ) и /з(я), еслж найдется такал неособенная замена перемен­
ных x = S y, что
fi(S y) = gi(y), M S y ) = gi(y).
Естественно для пары форм /і(т )  и f 2(x) найти талую замену, ко­
торая одновременно преобразует каждую из форм данной пары к наи­
более простому виду. Мы рассмотрим важную задачу о совместном 
приведении двух вещественных квадратичных форм к сумме квадрат
тов.
Теорема. Для любой пары вещественных квадратичных форм 
f ( z )  =  хТАх  и <р(х) == хтВ х) из которых ѵ>(я) - положительно опреде­
ленная, найдется талая замена переменных х — Pz, что
f(P z)  =  atizf + . . .  + a nz l, <p(Pz) =  + . . .  +
Числа ax ,.. .  f a n с точностью до порядка следования определяются 
однозначно данными формами f ( x )  и (р{х) и не зависят от вида замены 
переменных.
Д о к а з а т е л ь с т в о .  Тал как квадратичная форма <р(х) положитель­
но определенна, то найдется талая замена переменных х  — Sy} что 
<p(Sy) =  у? + . . .  +  у*. Матрица С  =  STA S  - симметрическая, поэтому 
найдется талая ортогональная матрица U> что
V~lCU =
(otx 0 . . .  О \  
О а?з...  О
О 0 . . . а * /
=  CQ.
Покажем, тго замена л =  P zy где Р  =  S  • Uy является искомой. Для 
этого вычислим матрицы форм f(P z )  и (p(Pz):
№  А Р  Ш  VT{STAS)U ш iß'C U  ж Со
Р ^В Р  =  l ^ i ^ B S p  =  =  13.
Таким образом,
/(Р * ) =  Of^J + . . .  +  er*** =  gx(z)
<p(Pz) =  + . . .  Ч- z l  =  Ai(*).
Предположим, тго наряду с построенной заменой х  =* Pz имеется 
другая л « <2у> приводящая пару форм /(л ) и <р(х) к виду
А у ? + . . .+ /? .у ?  =$»(>), у? +••• =»*!»(*)•
Построю* замену г ш Ѵу, где V =  Очевидно уі(Ѵу) =  ра(у)
н Лі(Ѵу) в  Аз(у)- Следовательно, матрицы этих форм связаны ооотно-
ШРТПГЯ1ЛГ
ѵ>е = ѵт еѵ :
Огсжда множества и{агі,..м а»} совпадают кая корни
Одного и того же характеристического многочлена. Что и требовалось
З а д а ч и
(ß i  0. 1 1(аг 0.,•• о \Oft.
н
°м">: . .  0
(,00. •ä J1 !і, 0 0 o t j
1. Квадратичную форму <4 0 jXiXjy оі £ F  привести к
каноническому виду и найти соответствующую замену переменных.
2. Показать, что число классов эквивалентных квадратичных форм 
от п переменных над полем С равно п + 1, а над полем R  равно С2+1.
п 3w Доказать, что для любой положительно определенной формы 
/(л ) =  хРА х найдется такая обратимая вещественная матрица 5, что 
А ж STS и обратно.
4. Замена переменных л =  Sy  называется унитреугольной, если
О 1 ...<та,
\0  0. . .  І /
Легко видеть, что замена у =  S “*x также унжтреуголъна. Показать, 
что угловые миноры матрицы А  квадратичной формы /  (х) =  хт А х  прж 
унжтреугольной замене переменных не меняются.
5. Дрк азатъ, что для  того, чтобы квадратичную форму /(аг) =  xFА х  
ранга г унжтреугольной заменой переменных можно было привести к 
виду
а іЗ /?+ . . .+ а ,у ? ,
где ам Ф 0, 1 < к < г, необходимо я достаточно, чтобы А* ф 0, если 
к < т}я А* «  О, если к > г. При этом коэффициенты о?і,. . . ,  а , опре­
деляются формой / ( г )  однозначно я находятся по формуле
А і  ♦
or* =  ~т » 1 <  к <  г , До =  1.щ -1  * *
6. Вещественная квадратичная форма /(х ) называется ompttqa- 
тельно определенной, если для любого ненулевого столбца £ =  
(£і».*м6») из Я*, /(£) < 0. Дрказатъ, что квадратичная форма 
/(* )  =  тгАху АТ = А  € Я»** тогда и только тогда является от­
рицательно определенной, когда знаки угловых миноров А і , . . . ,А *  
матрицы А чередуются, причем А х < 0.
7. Вещественная квадратичная формад (х \  называется ортогонально- 
эквивалентной форме /(х ), если нажегся такая ортогональная заме­
на переменных х =  Sy , что f(S y )  =  д(у). Дрказатъ, что для ортого­
нальной эквивалентности двух форм необходимо я достаточно, чтобы 
характеристические многочлены их матриц совпадали.
8. Вещественную симметрическую матрицу А  назовем положитель­
но определенной, если квадратичная форма /  (х) =  хТАх  положитель­
но определена. Дрказатъ, что для любой положительно определенной 
матрицы А  найдется такая положительно определенная матрица В, 
что ЕР =  А
9. Дрказатъ, что всякая вещественная обратимая матрица может 
быть представлена в виде произведения ортогональной матрицы ж по­
ложительно определенной матрицы. % »
^ ' А
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Основные обозначения
{ХуХ€ А;Р(х)} — множество всех тех элементов жз А, которые
* обладают свойством Р
F* — пространство ѣ-мерных строк (или л-мерных
столбцов) с координатами жз поли F  
Fm ** — пространство т  х ^матриц с элементами
жз поля F
A b  В  — каждый элемент жз множества В  есть линейная
комбинация элементов жз А  
М  =  Afi4-A#3 — М  - прямая сумма подпространств Мх ж Afa
С(аи . . . , 0^) — линейная оболочка системы {оі,. . . ,  о*}
dimA — размерность линейного пространства А
Ат — матржца,тралспонжроваяная к А
\А\} dust А  — определитель квадратной матрицы А
Е(Еь9П) — единичная матрица (размером д х п )
0(0т>ж) — нулевая матрица (размером т х п )
# (  A, У) — пространство линейных отображений из X  в У
Х а  — ядро
А Х  — область значений отображения А
dimA.4 = d>A — дефект, dim^AA =  та  -ранг линейного 
отображения А
<Ра = \А -  ХЩ — характеристический многочлен матрицы А
М^~ — ортогональное дополнение к подмножеству М
унитарного или евклидова пространства 
Г(аі,. . . ,  Ощ) — определитель Грама системы { а ^ . . . ,  а»}
А  — отображение, сопряженное с отображением А
^ ^ (  * х) — функционал ошибки оператора А из Н( А),
Ь 6 Ху 7 6 R  
Ф0(а?) =  IА х  -  Ь\2 — функционал невязки
А*Ах =  А*Ь — нормальное уравнение для уравнения А х  =  Ь}
АеН( ХуѴ) у  x e X y b e Y
Ф а ( х )  =  \ А х - Ь \ 2 +
-for2\х\2 — регуляризируютий функционал
(А*А f  er2S)x  =
=  A*b — регуляризовалное нормальное уравнение для
уравнения А х  =  b 
А+ — отображение из У в А, псевдообратное *
к отображению А  из А в У 
А  =  TDS* — сингулярное разложение матрицы А  из С1*4*;
S и Т  -  унитарные матрицы, D -  диагональная матрица 
с сингулярными числами матрицы А  по диагонали 
ОНБ — ортонормированием база
Упр. — упражнение -
