We consider a special family of occupation-time derivatives, namely proportional step options introduced by Linetsky in [Math. Finance, 9, 55-96 (1999)]. We develop new closed-form spectral expansions for pricing such options under a class of nonlinear volatility diffusion processes which includes the constant-elasticity-of-variance (CEV) model as an example. In particular, we derive a general analytically exact expression for the resolvent kernel (i.e. Green's function) of such processes with killing at an exponential stopping time (independent of the process) of occupation above or below a fixed level. Moreover, we succeed in Laplace inverting the resolvent kernel and thereby derive newly closed-form spectral expansion formulae for the transition probability density of such processes with killing. The spectral expansion formulae are rapidly convergent and easy-to-implement as they are based simply on knowledge of a pair of fundamental solutions for an underlying solvable diffusion process. We apply the spectral expansion formulae to the pricing of proportional step options for four specific families of solvable nonlinear diffusion asset price models that include the CEV diffusion model and three other multi-parameter state-dependent local volatility confluent hypergeometric diffusion processes.
Introduction
Consider a continuous-time stochastic asset (e.g. stock) price process S = {S t } t≥0 . We recall that the occupation times A Occupation time derivatives were introduced as a more flexible alternative to standard barrier and lookback options. Many types of occupation time options have been proposed such as the step, α-quantile, Parisian, and corridor options (e.g. see [8, 9, 13] ). A family of proportional step options was introduced in [13] as a flexible alternative to knock-out barrier options.
Step options do not lose their value when the barrier is reached. Instead, the payoff function of such options depends continuously on the time that the underlying price spends below or above a given (barrier) level. For a proportional step option, its payoff at maturity is defined as the payoff of a vanilla option discounted by a factor exp (−αA T ), where A T is an occupation time. For maturity time T > 0 and given level L > 0, the payoff functions of the proportional "down-and-out" (f − step ) and "up-and-out" (f + step ) step options for the asset price process {S t } t≥0 take the form:
Here, α > 0 is a parameter and f (S T ) is a payoff of a vanilla option, e.g. (S T − K) + for a European call or (K − S T ) + for a put for a given strike K > 0. We note that for α = 0 the proportional step option is simply a vanilla European option with payoff f (S T ). For any occupation time A T ≥ 0, the factor e −αA T is non-increasing in α. Recall the maximum M T = sup{S t : 0 ≤ t ≤ T } and minimum m T = inf{S t : 0 ≤ t ≤ T } of the process up to time T . By continuity of the process S on R + , for S 0 < L we have e → 1 m T >L a.s., as α → ∞. We hence observe that proportional step options may be regarded as an interesting alternative to knock-out barrier options with less risky payoffs but approach their knock-out barrier counterparts as the discount penalty factor α → ∞.
Closed form pricing and hedging formulae have been found for many types of occupation time derivatives under the assumption that the underlying asset price follows a geometric Brownian motion (e.g. see [8, 9, 10, 13] ). However, analytical pricing of occupation time options is a nontrivial problem for nonlinear diffusion asset price models. Recently, a Laplace transform-based approach to price occupation time derivatives under Kou's double exponential jump diffusion model was presented in [3] . In [12] , the double Laplace transform of the joint probability density function (PDF) of the asset value and occupation time was obtained for the CEV diffusion model.
In this paper, we present an analytical method for pricing proportional step options under a class of solvable diffusion models. The models considered include the constant elasticity of variance (CEV) diffusion model and other confluent hypergeometric processes. Our approach uses a closed-form spectral expansion for the transition density of the process with killing at an exponential stopping time of occupation for the process above or below a fixed level. This is essentially the Feynman-Kac theorem combined with an analytical inversion method for the Laplace transform of the Green's function. The Feynman-Kac theorem has been used in the past to find an expression for joint probability distribution of S T and A L,± T , assuming that {S t } t≥0 follows a Brownian motion. It has also been used to generate analytical prices for occupation time options assuming that the underlying asset follows a GBM in [10, 13] , as well as Kou's model in [3] . In [12] , the FeynmanKac approach is proposed for deriving the double Laplace transform of the joint probability density function (PDF) of S T and A L,± T , assuming that the underlying asset follows a CEV process. In principle, this method can be used to price proportional step options and any other options whose payoff functions depend only on S T and A L,± T , and it can easily be generalized to a class of solvable diffusions. In this paper, we follow the approach similar to that of [12] . In contrast to [12] , we are able to derive computationally tractable pricing formulae for proportional step options. By applying the Feynman-Kac formula, we obtain the Laplace transform of the transition PDF of the asset price process with killing at an exponential stopping time of occupation for the process above or below a fixed level. The residue theorem allows us to invert the Laplace transform. The resulting pricing formula is given in the form of an integral of a spectral series expansion.
Our pricing method for proportional step options does not rely on computing the joint PDF of S T and A L,± T . Although, such a joint PDF is also obtainable by a single Laplace inversion of the above mentioned transition PDF. Moreover, the approach in this paper can be readily generalized to other step options with a different structure of the occupation time (e.g. corridor options) as the the relevant transition densities follow by the same spectral expansion methodology presented in this paper. For example, it can be applied to the case of a double-barrier proportional step option where the payoff depends on the occupation time of the underlying process in between two barriers L 1 and L 2 with L 1 < L 2 (see [14] ). Such an occupation time is given by We also note that the spectral expansion approach in this paper is generally applicable to pricing step options in the presence of knock-out barriers for the solvable models considered.
The organization of our paper is as follows. In Section 2, we present the general framework for the no-arbitrage evaluation of step options and their deltas under solvable diffusion models. This section also contains our main result on the Green's functions and the corresponding closed-form spectral expansions for the transition probability densities with killing at an exponential stopping time of occupation above or below a fixed level. In Section 3, we give explicit analytical expressions for the CEV model [7] and the other solvable nonlinear local volatility models [6] . Section 4 presents the methodology for computing the step options. In particular, the actual implementation of the spectral expansions is given in Subsection 4.1 and a Monte Carlo bridge sampling approximation approach is presented in Subsection 4.2. Numerical results for pricing and hedging proportional step options under the CEV model and other classes of confluent hypergeometric diffusion models are presented in Section 4.3 and some conclusions are drawn in Section 5. Supporting proofs of our main theoretical results are contained in the Appendix.
Analytical Pricing of Step Options
Consider a filtered probability space (Ω, F, {F t } t≥0 , P) and an asset price process S = {S t } t≥0 , as a non-negative diffusion process started at S 0 = S ∈ R + adapted to its natural filtration {F t } t≥0 and having the infinitesimal generator
acting on a bounded twice continuously differentiable function f : R + → R. Here, r ≥ 0 and q ≥ 0 are respectively the constant risk-free interest rate and the constant dividend yield rate. We will denote P as an equivalent martingale measure (i.e. risk-neutral probability measure) with discounted process {e −(r−q)t S t } t≥0 as a P-martingale. In all pricing models considered in this paper this property holds true. The asset price obeys the stochastic differential equation dS t = (r − q)dt + σ(S t )dW t , where {W t } t≥0 is a standard P-Brownian motion. In the sequel, we shall simply set the dividend yield q = 0.
The boundary behavior of the S-process at the origin and infinity depends on the growth behavior of σ(S) as S → 0 and S → ∞, respectively. For the models considered in this paper, S = ∞ is a natural boundary. The point S = 0 can be either natural, or a regular boundary (which we shall specify as killing) or an exit boundary. If the equity price process hits the zero boundary before the maturity date, the equity goes to bankruptcy and a derivative on the equity becomes worthless. Therefore, for a model with default, the payoff in equation (1) takes the form
where τ 0 is the first hitting time at zero. We note that this is equivalent to defining the payoff by equation (1) where f (∂) ≡ 0 and the S-process is given by the cemetery state ∂ upon hitting the origin, i.e. S T ≡ ∂ for T ≥ τ 0 .
It is a typical situation when a solvable model can be obtained from another solvable underlying process, say a diffusion X, by simply applying a change of variables. Such a transformation simplifies our formulation and it proves convenient to work directly with the underlying diffusion X = {X t } t≥0 instead of the asset price process S. We assume that the asset price process S is given by a strictly increasing smooth C 2 (I) map F : I → R + of the process X, i.e. S t = F(X t ), t ≥ 0. The process X is taken to be a one-dimensional time-homogeneous regular diffusion on an interval I ≡ (l, r), −∞ ≤ l < r ≤ ∞. We denote the inverse map by X ≡ F −1 . Since F is strictly increasing, the origin S = 0 and the point at infinity S = ∞ have the same boundary classification as the respective left, l, and right, r, endpoints of X. Moreover, the occupation times for processes S and X are simply related:
where F( ) = L, = X(L) for any level ∈ I, i.e. l < < r. The payoff in equation (1) is then equivalently given in terms of the occupation times for X and its terminal value: f
. We note also that the event corresponding to the Sprocess hitting zero is equivalent to the X-process hitting the left boundary l, at which time the process X is sent to the cemetery state. Hence, for an exit or regular killing boundary l we have X T ≡ ∂ for T ≥ τ 0 and we set h ≡ 0.
Throughout we respectively denote the (risk-neutral) expectation operator and probability measure for X started at X 0 = x by E x and P x . By the map we have the spot S ≡ S 0 = F(x) and x = X(S). The no-arbitrage prices V ± step of proportional step options (with constant interest rate and zero dividend) take the form
Hence, the problem of pricing proportional step options is reduced to evaluating an integral involving the transition PDFp ,+ α for the process X additionally killed according to its (α-proportional) occupation time above level orp ,− α for killing according to its occupation time below level . Let τ ∼ Exp(λ) be an exponentially distributed stopping time with parameter λ > 0, independent of the process X. For λ > 0, the Green's functions give us expressions for the expectations of important related functionals involving the process at the exponentially stopped time τ :
The transition PDFs,p ,± α (t; x, y), x, y ∈ I, t ≥ 0, are given by the Laplace inverse (with respect to complex λ) of the respective Green's functions:
The Green's functions
α (t; x, y) (λ) are given by the Laplace transform of the respective transition PDFs. Note that, throughout our paper, the Green's functions and transition PDFs are defined with respect to the Lebesgue measure. In what follows we firstly derive closed-form analytical expressions for G ,± α (x, y, λ), and hence for the expectations in (4) and (5) . This is the result in Lemma 1. Secondly, we proceed to analytically invert the Laplace transform in (6) and obtain closed-form spectral expansions forp ,± α (t; x, y) in Proposition 1. We note that our results are valid for quite general diffusions. The transition PDFs are later used to compute the option prices given by the integral in (3) .
At this point we remark on the important connection between the above transition PDF and the joint PDF of the occupation time A ,± t,X ∈ [0, t] and the terminal value X t ∈ I for the process started at X 0 = x. In particular, using the joint PDF (for either occupation time above or below level )
At,Xt (u, y|x)du dy the expectation in (6) takes the equivalent form
Hence, p ,± At,Xt (u, y|x) andp ,± α (t; x, y) are Laplace transforms of one another. In particular,
Alternatively, this joint PDF can also be expressed as a double inverse Laplace transform of the Green's function:
Since we are able to analytically invert the Laplace transform with respect to λ, the joint density is given by a single Laplace inverse of the transition PDFp ,± α (t; x, y) as in (7). This single Laplace inversion operation can be readily performed numerically. Being given the joint PDF p At,Xt , the no-arbitrage price of a general derivative contract whose payoff is a function of the occupation time and the terminal asset price, f (A T,S , S T ), can be computed as follows:
Here we also note that this double integral reduces to the single integral in (3) in the particular case of pricing step options. Clearly, equation (3) gives the more direct method for computing step options, both analytically and numerically. If we only had the double Laplace transform of the PDF p At,Xt , the calculation of the derivative price would involve possibly a two-dimensional integral in the double Laplace inverse to obtain p At,Xt and then the two-dimensional integral over time and space. We now proceed with the details of the diffusion processes that we consider in this paper. We begin by assuming that the underlying diffusion X has the infinitesimal generator
acting on a bounded twice continuously differentiable function f : I → R. The (infinitesimal) drift and diffusion coefficient functions are assumed smooth with continuous a(x), a (x), b(x) > 0, b (x) on the open interval I. The diffusion X hence has smooth scale and speed density functions respectively defined by
We recall that the Green's function G(x, y, λ) for process X (with generator in (10)) has the standard form (e.g. see [2] ):
x ∧ y := min{x, y} and x ∨ y := max{x, y}. 
.] These functions are uniquely characterized (within a multiplicative constant) by requiring that, for real values of λ > 0, ψ λ and φ λ are respectively increasing and decreasing functions on I and by additionally posing boundary conditions at regular (non-singular) boundaries of X (see [2] ). For a regular left boundary l, ψ α (l+) = 0 if l / ∈ I is specified as killing or
= 0 if l is specified as reflecting and included in the state space. If l is a singular boundary, the functions have the following boundary properties: if l is entrance(≡entrance-not-exit), then ψ α (l+) > 0,
Analogous conditions hold for the right boundary:
= 0 if r is a natural boundary. In what follows we shall deal with Wronskians of fundamental solutions with differing values of the eigenvalue parameter. Hence, it is convenient to adopt a slightly more compact notation as follows. Let λ, γ ∈ C, then we define:
where
λ,γ (x) and for γ = λ we recover the above Wronskian W φ,ψ λ,λ (x) = W λ s(x). Lemma 1. Let X have the Green's function in (12) with ψ λ and φ λ specified as above. Then, the Green's function
and having boundary conditions as in G, is given by:
Silimarly,
Proof. See Appendix A.1.
Note that in the trivial case where α = 0 we recover the Green's function for process X on I, i.e. G
,±
0 (x, y, λ) = G(x, y, λ). In the limit α → ∞, it can be shown that the above Green's functions respectively recover those for the process killed at a lower or upper level (see the remark just after the proof of Lemma 1).
An analytical inversion of the respective Laplace transforms leads to closed-form spectral expansions for the transition PDFs. The Green's functions in equations (14) and (15) If the Green's function is a meromorphic function that is analytic in λ with the exception of a countable number of isolated simple poles then the corresponding transition PDF has a discrete spectral expansion. In this case we are in so-called Spectral Category I. We refer to [15] for a general discussion and summary of the possible spectral categories and their relation to the boundary classification of the endpoints for a one-dimensional time-homogeneous diffusion. The spectral category and the analytic properties of the fundamental pair {ψ λ , φ λ } are intimately related to the boundary classification. We remark that the boundary classification (i.e. natural, exit, entrance or regular) of the endpoints l, r is the same for process X, with generator G, as for the processesX ,± defined by the respective generatorsG ± in Lemma 1. This fact is easily shown since all processes have the same above scale and speed measure and the additional killing rate, α1 x≥ or α1 x≤ , is a piecewise constant function of x, and hence does not affect the Feller conditions. Moreover, the two Sturm-Liouville (SL) operators −G ± and −G differ only by a piecewise constant function α1 x≥ or α1 x≤ . The so-called potential function in the Liouville normal form of the SL equation associated to the respective sets of operators −G ± and −G also differs only by a piecewise constant function. It follows that an endpoint e ∈ {l, r} is non-oscillatory (NONOSC) for the process X if and only if it is NONOSC for processesX ,± . Moreover, an endpoint e ∈ {l, r} that is O-NO (oscillatory/nonoscillatory) for X will also be O-NO for processesX ,± with spectral cutoff that may be shifted by the amount α.
If both endpoints {l, r} are NONOSC, the eigenspectrum of the SL operator is simple (nonnegative for α ≥ 0) and purely discrete, i.e. we are in Spectral Category I. Non-natural (regular, exit or entrance) boundaries are always NONOSC, while natural boundaries may be NONOSC or O-NO with some spectral cutoff value. In what follows we shall assume that Spectral Category I holds where the endpoints {l, r} of the diffusion X are NONOSC. The Green's functions G ,± α (x, y, λ) in Lemma 1 are meromorphic functions of λ with simple poles at λ = −λ n , n = 1, 2, . . ., where the set of eigenvalues {λ n } n≥1 corresponding to the SL operator −G + (or −G − ) form a monotonically increasing sequence of real values (non-negative for α ≥ 0):λ n ∞ as n ∞. The following result gives us the spectral expansions forp ,± α (t; x, y) in the general case of Spectral Category I. Proposition 1. Assume Spectral Category I with endpoints of the diffusion X as NONOSC. Then, the Green functions G ,± α (x, y, λ) in (14) and (15) are meromorphic functions of λ and the corresponding transition PDFs (i.e. Laplace transform inverses) have the discrete spectral expansions
λ+α,λ ( )| λ=−λn with eigenvalues {λ n } n≥1 as the set of increasing simple zeros solving W
where C By using the spectral expansions in Proposition 1 within the integral in (3), we are now able to compute the no-arbitrage prices of various proportional step options. In this paper, we are interested in pricing proportional step options with call and put payoffs, where f (S T ) is either the vanilla call payoff (S T − K) + or the vanilla put payoff (K − S T ) + . However, our method can be used for any well-behaved payoff function f . From equation (3), the respective pricing of the vanilla step (up/down) call and put options with level L are given by the integrals
Note that the deltas (and gammas) of step options are also readily computed. For instance, by differentiating equation (3) with respect to S we obtain the delta:
As an alternative to spectral expansions, one can make use of the numerical Laplace inversion when computing the no-arbitrage prices of step options. Such an approach leads to computing the following two-dimensional integral:
where all singularities are to left of the Bromwich line λ = c. The numerical inversion of the Laplace transform can be done by employing the Euler numerical algorithm. However, the Green's functions of models considered in this paper are formed of hypergeometric functions which, for complex arguments, are quite complicated to compute. This circumstance makes the numerical Laplace inversion possible, yet not as simple a computational procedure. The use of spectral expansions, which are uniform rapidly convergent series, gives us the added advantage of computingp ,± α to very high accuracy and efficiency, especially for larger values of T .
as initial guesses for computing {λ n } n≥1 . Second, we analyze whether the zeros grow linearly or quadratically. In the latter case, the spectral expansion series converges more rapidly than in the former case and fewer terms are required to achieve a high accuracy of computations.
In the sequel, we present four analytically solvable asset price models with state-dependent volatility functions. The first model to be considered is the well-known constant elasticity of variance (CEV) diffusion model. Three other alternative models are constructed by using the "diffusion canonical transformation" (see [4, 6, 5] for details). In particular, we consider three examples of hypergeometric diffusion models namely the Bessel-K, confluent-U, and UOU models respectively constructed from the squared Bessel, CIR, and Ornstein-Uhlenbeck processes by using the aforementioned method. For all four models considered in the sequel, the discounted asset price process {e −rt S t } t≥0 is a martingale under the risk-neutral probability measure P where we assume zero dividend on the stock.
The CEV Diffusion Model
The constant elasticity of variance (CEV) diffusion, S = {S t } t≥0 ∈ R + is defined by the infinitesimal generator (G S f )(S) ≡ 1 2 δ 2 S 2β+2 f (S) + rSf (S) with δ > 0 and r ∈ R. Here we take r > 0 and assume β < 0. Hence, the point S = ∞ is a natural boundary. For β < −1/2, the point S = 0 is a regular boundary, which we specify as killing, and for −1/2 ≤ β < 0 it is an exit boundary.
Recall that the Cox-Ingersoll-Ross (CIR) model (known also as the squared radial OrnsteinUhlenbeck process, see [2] ) has the infinitesimal generator
with constant parameters γ 0 , γ 1 , and ν > 0. The strictly increasing mapping
reduces the CEV process to the CIR model with the parameters ν = 2, γ 0 = 2 + µ e −γ1x/2 and s(x) = x −µ−1 e γ1x/2 . The left endpoint l = 0 is regular killing for µ ∈ (−1, 0) and is exit for µ ≤ −1; the right endpoint r = ∞ is NONOSC natural. Hence, both endpoints are NONOSC and Proposition 1 is applicable.
The respective fundamental solutions for the CIR process are
where M(a, b, z) and U(a, b, z) are the confluent hypergeometric functions (see [1] ). From known analytic properties of M and U , we note that ψ λ (x) and φ λ (x) are entire in λ. These fundamental solutions satisfy the Wronskian relation W
The corresponding Green's function in equation (12) is meromorphic with simple poles given by the simple zeros of W λ : λ = −λ n = −|γ 1 |n, n = 1, 2, 3, . . .. The zeros {λ n } n≥1 can be used as initial guesses for finding the eigenvalues {λ n } n≥1 . In particular, forp (17) we require formulae for the derivatives of the fundamental functions in (23) with respect to x. Such derivatives are obtained by using the differential recurrences:
Alternative Diffusion Models
The diffusion canonical transformation is defined as a combination of a change of measure and a nonlinear mapping. Consider a solvable underlying time-homogeneous diffusion, say
t } t≥0 , defined on the state space I = (l, r), −∞ ≤ l < r ≤ ∞, and specified by smooth drift, a 0 (x), and diffusion, b(x), coefficients and two fundamental solutions ψ
, λ ∈ C, x ∈ I, subject to appropriate boundary conditions. Ψ ρ and Φ ρ and are respectively increasing and decreasing positive functions of x ∈ I for real values of the parameter ρ > 0. By applying the change of measure, the solvable underlying diffusion is transformed into another diffusion process 1 X = {X t ∈ I} t≥0 with generator as in (10):
is a strictly positive function with constants q 1,2 ≥ 0,
For a more detailed general discussion of this transformation to various solvable diffusions we refer to [4, 6] . We simply note here that this corresponds to a (time-homogeneous) Doob-h transform which is generated by the so-called (ρ-excessive) generating function which is here given by h(x) ≡ u ρ (x).
A transition density p of the diffusion X relates to a transition density p 0 of an underlying diffusion X (0) as follows:
The speed, m(x), and scale, s 
The main important point of this formula is that closed-form transition PDFs,p ± , are obtained directly from the closed-form transition PDFs,p ± 0 , for the solvable underlying process. The latter are given by the spectral expansion formulae in Proposition 1 applied to the simpler analytically solvable underlying process X (0) , i.e. in all terms in equations (16), (17) and (18), we make the obvious replacements: 
1 Such a process X and its generator were denoted more explicitly by {X (ρ)
t } t≥0 and G (ρ) in our previous papers [4, 6, 5] . To avoid excessive use of notation, and to maintain consistency in this paper, we drop the superscript ρ and write X We remark that the formula in (27) is also readily derived by making use of the fact that a pair of fundamental solutions, ψ
Equation (27) then follows from (17) upon applying the basic Wronskian property:
. The eigenvalues are found by obtaining the zeros {Λ n } n≥1 and then adding ρ to them: λ n =Λ n +ρ, n ≥ 1, i.e. the eigenspectrum is simply shifted by the positive amount ρ via the Dooh-h transform as seen in (27).
Finally, the second main step is to obtain a solvable diffusion S = {S t ≡ F(X t ), t ≥ 0}, which is used here as an asset price model. This process is defined by a strictly monotonic real-valued mapping F with F , F continuous on I. The mapping F admits the general quotient form:
The infinitesimal generator of the process S is given by
where S ∈ I S = (min{F(l+), F(r−)}, max{F(l+), F(r−)}). The diffusion coefficient (volatility) function is
and r is a real constant such that ρ + r > 0. The parameter r is equal to the risk-free positive interest rate. As above, X ≡ F −1 denotes the inverse map.
The Bessel-K Model with Killing at an Upper Boundary
Here we specifically consider a 4-parameter Bessel K-family that arises from an underlying (γ 0 -dimensional) squared Bessel process (SQB), where we shall assume positive parameters µ ≡
uρ(x) f (x). The SQB process has speed and scale densities m 0 (x) = 
where c and ρ are independently adjustable positive parameters. F (and its inverse X) maps x ∈ (0, ∞) and S ∈ (0, ∞) into one another. The functions I µ and K µ denote the modified Bessel functions (of order µ) of the first and second kind, respectively (see [1] for definitions and properties). For such a Bessel K-family of processes on R + , the origin is regular for µ ∈ (0, 1) and exit for µ ≥ 1 (i.e. NONOSC) and the point at infinity is O-NO natural. Hence, to guarantee that we have a process with NONOSC endpoints (i.e. so that we are in Spectral Category I and Proposition 1 applies) we introduce additional killing at some upper level h > 0 and consider X = {X t } t≥0 ∈ (0, h). Hence, the transformation (33) leads to a family of processes {S t = F(X t )} t≥0 ∈ (0, H), H = F(h). The boundary S = 0 is exit if µ ≥ 1 or is a regular (specified as killing) boundary if 0 < µ < 1; the boundary S = H = F(h) is a killing boundary. We note that one way to deal with the process on S t ∈ R + is to consider the limiting case where the upper boundary is progressively increased to infinity. As H → ∞ (i.e. h → ∞), the spectral expansions of the transition PDFs, and hence the prices of proportional step options, converge to those for the Bessel K-family on R + .
Differentiating (33), and applying differential relations zI µ (z) = µI µ (z)+zI µ+1 (z) and zK µ (z) = µK µ (z) − zK µ+1 (z), gives the volatility function for the Bessel K-family via equation (32):
where x = X(S) = F −1 (S). The fundamental solutions in (29) follow from those for the SQB process with the above mentioned boundary conditions at the left and right endpoints l = 0 and r = h:
These solutions satisfy the Wronskian relation W
λ,λ+α required in the spectral expansion formulas are also easily computed by applying the above differential relations. To avoid computations of Bessel functions of complex argument, we use the following well-known identities:
where J µ and Y µ are the (ordinary) Bessel functions (of order µ) of the first and second kind, respectively. Firstly, the zeros {Λ n } n≥1 of W Φ,Ψ −λ,−λ (w.r.t. λ) can be computed numerically. These zeros are all positive and grow quadratically. In particular, Λ n = (ν 2 /8h)j 2 n,µ where j n,µ are the positive simple zeros of the ordinary Bessel function, i.e. J µ (j n,µ ) = 0. The set {Λ n } n≥1 is then used as initial guess for computing the eigenvalues {Λ n } n≥1 which are the simple zeros (w.r.t. λ) for either Wronskian W by (27).
The Confluent-U Model
The confluent-U family of diffusions arises by considering the CIR diffusion as the underlying process X (0) ∈ R + with generator G (0) given by (22). Although this family can be defined for a larger set of parameters, here we shall assume positive parameters γ 0 , γ 1 and define υ ≡
The speed and scale densities for the CIR process are m 0 (x) = (κ/γ 1 )x µ e −κx and s 0 (x) = x −µ−1 e κx . Applying the Doob transform with generating function u ρ (x) ≡ U(υ, µ + 1, κx) to the CIR process gives us a diffusion process X = {X t } t≥0 ∈ R + with generator (G f )(
uρ(x) f (x) , where ρ > 0. For the confluent-U family of models, the map F is given by the strictly increasing map
where c > 0. Differentiating (36), while using + 1, b + 1, z) , the volatility function in (32) for the confluent-U family of processes {S t = F(X t )} ∈ R + takes the form
where x = X(S) = F −1 (S). For the confluent-U model the origin S = 0 is exit if µ ≥ 1 and regular killing if 0 < µ < 1; the point at infinity is natural. The fundamental solutions in (29) follow from those for the CIR process:
For the confluent-U model, both endpoints of the state space (0, ∞) are NONOSC so that Spectral Category I holds and Proposition 1 applies. The functions in (38) satisfy the Wronskian relation W
The zeros {Λ n } n≥1 (w.r.t. λ) are simply given by the poles of the Gamma function in the denominator. Hence, the eigenvalues grow linearly and are given by Λ n = γ 1 (n − 1), n = 1, 2, . . .. The set {Λ n } n≥1 is then used as initial guess for computing the eigenvalues {Λ n } n≥1 which are the simple zeros (w.r.t. λ) for either Wronskian W by (27).
The UOU Model
We now consider the regular Ornstein-Uhlenbeck (OU) process X (0) ∈ (−∞, ∞) with constant diffusion coefficient b(x) = ν > 0 and linear drift coefficient a 0 (x) = −γ 1 x, γ 1 > 0. The fundamental solutions for this OU process are
where D ν (·) is Whittaker's parabolic cylinder function (see [1] ). We now apply the diffusion canonical transformation to the OU process with choice of parameters q 1 = 1, q 2 = 0, i.e. with generating function u ρ (x) = Ψ ρ (x) = e
uρ(x) f (x). The choice of function in (30) given by
maps x ∈ R onto S ∈ (0, ∞) and is monotonically increasing. This transformation gives us a family of asset price processes with generator in (31) that is referred to as the unbounded Ornstein-Uhlenbeck (UOU) model with the diffusion coefficient function given by
where x = X(S) ≡ F −1 (S). Both endpoints, S = 0 and S = ∞, of the UOU process are NONOSC natural boundaries. Hence, Spectral Category I holds and Proposition 1 applies.
The fundamental functions above satisfy the Wronskian relation W
−λ where
has simple zeros {Λ n } n≥1 given by Λ n = γ 1 (n − 1), n = 1, 2, . . .. The set {Λ n } n≥1 is then used as initial guess for computing the eigenvalues {Λ n } n≥1 which are the simple zeros (w.r.t. λ) for either Wronskian W 
Numerical Evaluation of Step Option Prices

Spectral Series Expansions
In this section, we discuss the computational details for computing step option prices using (3) and the spectral expansion formula for the transition PDFsp ≡p ,± α (T ; x, y). Given a discount factor α, a level L and spot S (hence = X(L) and x = X(S)), the PDF in (3) is to be computed for varying values of y ∈ [y min , y max ];p is computed on such values by truncating the spectral expansion in (16) to the first N terms, where N is sufficiently large:
The numerical procedure consists of the following basic steps. First, compute numerically the first N eigenvalues, {λ n } 1≤n≤N associated to the process X. For the solvable asset price processes arising from the Doob transform we simply compute the first N eigenvalues {Λ n } 1≤n≤N associated to the underlying process X (0) and thereby obtainλ n =Λ n + ρ. Note that the eigenvalues grow linearly (for the CEV, confluent-U, and UOU models) or quadratically (for the Bessel-K model with killing) as n increases. The computations of the terms in the spectral series expansions can be split in three parts. That is, we can individually compute the parts that only depend on y, x, and , respectively. Partial derivatives of Wronskians with respect to λ can be calculated numerically by using a central finite difference approximation. Upon completing the evaluation of the spectral series, a quadrature rule (e.g. the adaptive Simpson rule) is applied to compute the integral in (3). Clearly, this computational scheme can be easily parallelized at different stages. For most of the above models, including the CEV, the computation of the spectral expansion for the transition PDFp requires many evaluations of the confluent hypergeometric function U(a, b, z) for negative values of a. To avoid introducing numerical errors while computing U , the rescaled version of the confluent hypergeometric function is used:
where a < 0, a ∈ Z, and n = 0, 1, 2, . . .. Here B denotes the Beta function. The parabolic cylinder function D ν can be expressed in terms of the Kummer confluent hypergeometric function M provided that ν ∈ Z. The rescaled version of D is as follows:
where ν > 0, ν ∈ Z, and n ∈ Z. To compute the products of gamma functions (for large values of ν) in the aforementioned formula, we use Euler's reflection formula Γ(1 − z)Γ(z) = π sin(πz) and the following asymptotic series:
Since numerical errors can be introduced when directly computing φ λ (x) and respective Wronskians for large negative values of λ, we can define a rescaled version of φ λ denoted byφ λ that has a better asymptotic behaviour as λ → −∞. For the CEV model we definê
For the Confluent-U model and UOU model, we respectively set
, λ < −ρ.
Monte Carlo Bridge Approximation
We can compare numerical values obtained by using the analytical spectral expansions of the previous section with Monte Carlo approximation values. In [16] , a novel algorithm for the exact simulation of occupation times for a Brownian bridge is constructed. The method is used to approximately sample occupation times for a nonlinear solvable diffusion that admits an exact path simulation. Such an approximation sampling algorithm can be applied to the CEV model and other solvable hypergeometric diffusions (i.e. the Bessel-K, confluent-U, and UOU models) considered in this paper for which an exact path simulation algorithm is available (see [17] ). For example, consider the CEV asset price process S. There exists a strictly increasing mapping X that maps S into the CIR diffusion X whose volatility is a square-root function, ν √ x. The increasing mapping Y(x) = 2 ν √ x reduces the process X to a diffusion Y t = Y(X t ) whose diffusion coefficient is equal to one. Thus, we have
) for all t ≥ 0, where F = X −1 . On short time intervals [t 1 , t 2 ] such a diffusion pinned at points y 1 and y 2 at respective times t 1 and t 2 can be approximated by a Brownian bridge from y 1 to y 2 over [t 1 , t 2 ]. Therefore, occupation times of the S bridge process on short time intervals can be well approximated by Brownian bridge occupation times. Again, we use the fact that a monotone transformation of a random process does not change the occupations times: A L,± t,S = A X(L),± t,X(S) . Our approach for the approximate sampling of occupation times A L,± T,S works as follows. 1. By using an algorithm from [17] , draw a sample path S t1 , . . . , S t M for a given time partition
2. Obtain the respective sample path of the underlying process with unit diffusion coefficient by using the transformation Y ti = Y(X(S ti )) for each i = 0, 1, . . . , M . 
Obtain the approximations
Note that the algorithms developed in [17] allow us to simultaneously sample the first hitting time at zero, τ 0 , and a sample path. If τ 0 < T , then the option is worthless. So the simulation of the occupation time can be skipped whenever τ 0 < T .
Numerical Results
Let us compute prices and deltas of proportional step-down call and step-down put options under four different asset price models. The call and put payoff functions are respectively e Let us begin with the CEV model. It is known from [11] that the negative elasticity values β are typical for stock index options such as S&P 500. We use β = −2. The value of δ is selected so that the local (instantaneous) volatility σ 0 ≡ σ(S 0 )/S 0 at the spot value S 0 = 100 equals 25%:
−β . For β = −2, we have δ = 2500. The CEV model is compared with the other hypergeometric diffusion models with state-dependent volatility function σ(S). The parameters of the models are adjusted so that the local volatility σ(S 0 ) at spot S 0 = 100 is fixed at 25%. The parameters of all four asset price models are summarized in Table 1 . It should be clear that the set used in Table 1 is not the only choice giving σ(S 0 ) = 25%. In fact, there is a continuum of parameter sets for which we can have a fixed value for the local volatility. The different parameter values allow us to adjust the steepness, skewness or smile features afforded by the various models. This is one important attractive feature of these models, particularly for calibration purposes. Figure 1a illustrates the variety of typical shapes of the local volatility functions σ(S)/S when choosing one model over another for given choice of parameters in Table 1 . Within a given model, we can also further adjust the shapes by varying the model parameters. Test 1. First, we calculated the values of step-down call and put options with fixed spot S 0 = 100 and varied strike K ∈ {80, 90, 100, 110, 120} under the four models (as given in Table 1 ). The computations were done in Matlab with the use the QUADV routine, which numerically evaluates integrals using the recursive adaptive Simpson quadrature rule. The absolute error tolerance was set at 10 −8 . Computation of the integrals in (19) and (20) with several strikes K reduces to the numerical evaluation of integrals of the following two forms: Table 2 . Figure 1b provides typical shapes of the stock price PDF p(S) :=p ,− α (T ; x, X(S))X (S) (where T = 1 2 , x = X(S 0 = 100), and = X(L = 90)) computed for the four asset price models.
All computations were done on a Hewlett-Packard(R) Notebook PC with a four-core Intel(R) Core(TM) i7 CPU Q720 @ 1.6GHz and 4 GB of memory. Some details regarding the computational time are provided in Table 3 . Here we use the following notation: N is the number of terms of the truncated spectral expansion, T sp.exp. is the time required to compute the spectrum {λ n } 1≤n≤N and evaluate the functionsφ ,− n,α (x) in (16), and T quad. is the time required to numerically evaluate the integrals in (19)-(20) . Note that the computational time for the Bessel-K model is much smaller than in the other models thanks to fast and robust numerical Matlab routines for computing Bessel functions. Computations could be drastically sped up if the Matlab routines were translated into the machine code, faster and more robust routines for computing confluent hypergeometric functions were available, and the code was further optimized. Test 2. We note that the spectral expansion algorithm allows us to efficiently and simultaneously compute option values and deltas for several different strikes and spots. Thus for the second numerical test we calculated option values and deltas for a range of spot values. To speed up the computations, we used the Simpson quadrature rule with a uniform grid. It allowed us to parallelize the computations of spectral expansions by computing individually the parts that only depend on y, x, and , respectively. The model parameters and problem parameters used here were the same as those for the first test. Figures 2-5 demonstrate the results obtained.
Test 3.
The results obtained for the CEV model are compared with the Monte Carlo (biased) estimates with M = 10 6 sample paths and ∆t = 0.05. The results of the numerical tests are presented in Table 4 . We observe good agreement between the results provided by the spectral expansion method and the Monte Carlo algorithm.
Test 4.
In another numerical test, we study the sensitivity of the step option price under the Bessel-K model as the local volatility function changes its steepness. The steepness of the local volatility was controlled by varying the parameter µ from 0.1 to 0.9. The parameter c was calibrated so that the local volatility at S 0 = 100 is fixed to 25% in all cases. Figure 6 contains both plots of local volatility functions and the step-down put option prices. We observe that an increase in the steepness of the local volatility tends to decrease the step-down put values. This seems rather intuitive as an increase in steepness tends to increase the occupation time below a given level L. Test 5.
Step option prices converge to a barrier option price as α → ∞. In fact, the Green's functions, and hence the respective transition PDFs converge to the respective functions for the process having the given upper or lower killing barrier level L. In the next numerical example ( Figure 7 and Table 5) we show, by computational implementation of the spectral expansions for the transition PDF, how the price and delta sensitivity of a step-down call option changes as α increases. The computations were done for the Bessel-K model using the parameters in Table 1 . The spot price and strike are fixed at 100. Test 6. We studied the convergence of the spectral expansion method as N , the number of terms, increases. Figure 8a illustrates the convergence of the PDFp ,− α given by (43) as N increases. The computations were done for the Bessel-K model whose parameters are specified in Table 1 . The accompanying table in Figure 8b contains the step-down call and put option prices for S 0 = K = 100, corresponding to using the truncated spectral expansion in (43) for relatively small N number of terms. We hence observe typical rapid convergence in the computed prices with the use of the truncated spectral expansion formula.
Test 7.
Recall that the eigenvalues {λ n } n≥1 grow linearly (for the CEV, confluent-U, and UOU models) or quadratically (for the Bessel-K model with killing) as n increases. Therefore, the introduction of a killing upper barrier in a hypergeometric diffusion model allows us to accelerate the convergence of spectral series expansions. Since the step options are here defined such that they become worthless if the upper level h is hit before the maturity time, the option values are biased. In this last numerical test we study how such a bias depends on the level h. Figure 9a contains the graph of the initial price C − step (S 0 = 100, T = 0.5, K = 100) of a step-down call option plotted as a function of the level h. As h ∞, the probability of hitting the level h decreases and the option price increases, asymptotically approaching the option price for the model without killing at an upper level. Again, the computations were done for the Bessel-K model. Table 9b gives the put and call option values when the upper killing level h changes from 150 to 400.
Conclusions
One main contribution of this paper is the development of new analytically closed-form spectral expansion formulae for the transition probability density function under the CEV model, and under various other solvable families of multi-parameter diffusion processes having nonlinear local volatility, in the presence of killing at an exponential stopping time (independent of the process) of occupation above or below any fixed level. The spectral expansions in Proposition 1 are applicable to a general class of diffusions. This paper has successfully implemented the spectral expansions under the CEV model and three other main families of nonlinear local volatility models. As shown in recent papers, the nonlinear local volatility models are useful for describing asset price dynamics and for pricing standard, lookback and barrier options in finance. This paper further succeeds in providing an analytical framework for the risk-neutral pricing of classes of occupation-time options under these models. In particular, numerical test results show that the spectral expansions are rapidly convergent and provide an efficient method to compute the prices of any proportional step-up and step-down options. Moreover, the option Greeks (e.g. delta sensitivity) are also readily and simultaneously calculated by simply taking analytical derivatives of the spectral expansions without any loss of precision. The spectral expansions converge more rapidly with increasing time and hence the prices and Greeks are computed even more efficiently for longer dated options. This offers a significant computational advantage in comparison to any Monte Carlo method.
This paper also derives a general analytical expression for the resolvent kernel (i.e. Green's function) of solvable diffusions with killing at an exponential stopping time. This result, by itself, is also useful for analytically computing the Laplace transform of certain conditional expectations involving functionals of the occupation time for various families of diffusion process above or below a given level. In particular, Lemma 1 gives analytical formulae for the conditional expectations in equations (4) and (5) for any solvable diffusion model. For example, these formulae automatically generate the expressions tabulated in [2] for various drifted Brownian motions, geometric Brownian motion, the (squared) Bessel process, the Ornstein-Uhlenbeck (OU) and radial OU processes. Moreover, by the Doob transform employed in this paper, the respective expressions for the Laplace transform of the conditional expectations now also extend readily to various newly solvable diffusions. The results follow simply from the known fundamental solutions for the underlying process and their Wronskians.
The theoretical development in this paper also sets the foundation for further analytical extensions and applications involving the occupation time of newly solvable diffusion processes. For example, Lemma 1 can also be extended to cover expectation formula for the case of killing in proportion to the occupation time between two levels or a linear combination of occupation times below and above a given level. In turn, Proposition 1 can then be extended to cover such cases. As long as we are in Spectral Category I, the spectral expansion formulae for the relevant transition probability density functions will have a series representation. The inclusion of additionally imposed killing, i.e. the usual restrictions on the supremum or infimum of the process by specifying one or two interior levels, is also readily handled via the fundamental solutions with appropriately posed boundary conditions.
A Proofs
A.1 The proof of Lemma 1
The expectations in (4) and (5) are respectively given by
Hence, by a standard application of the Feynman-Kac formula [e.g. see pages 105-106 in [2] , but here generalized to the diffusion with generator defined in (10) 
The constants A, B, C, D are uniquely determined by requiring that these functions are in C 1 (I), i.e. at x = : 
Here we used the identity W
is then simply given by combining this Wronskian with (44):
for x, y ∈ I. The Green's function in (45) can be recast as in equation (15) by using (44), and the definition for G in (12) , for the four different cases: x, y ≤ , x ≤ ≤ y, x ≥ ≥ y or x, y ≥ . The derivation for G ,+ α in equation (14) follows the same steps as above. A general solution to the equation (G − (λ + α1 x≥ )) G ,+ α = 0 is a linear combination of the pair {ψ λ , φ λ }, for x < , and of the pair {φ λ+α , ψ λ+α } for x ≥ . In analogy with equation (44), a pair of solutions {ψ λ ,φ λ }, with the same left and right boundary conditions as the pair {ψ λ , φ λ } is as follows:
The requirement that these functions are in
. The Wronskian of the two solutions in (46) is readily computed to be
Combining this Wronskian with (46) gives the Green's function:
for x, y ∈ I. The Green's function takes the more explicit form in (14) by using (46), and the definition for G in (12) , for the four different cases: x, y ≤ , x ≤ ≤ y, x ≥ ≥ y or x, y ≥ . This completes the proof.
[Remark: In the limit α → ∞, the Green's functions G ,± α can be proven to converge to the respective Green's functions for the process with killing at an upper (or lower) level . We do not give a proof here, as it is based on the α → ∞ formal asymptotic analysis of the fundamental solutions ψ λ+α (x) and φ λ+α (x). By the leading term asymptotics, ψ λ+α (x)/ψ λ+α (x) → 0 and
Using these limits and the asymptotic properties we can arrive at the asymptotic forms for the Green's functions in equations (14) and (15) of Lemma 1. In particular, as α → ∞:
with G ,+ (x, y, λ) ≡ 0 if x > or y > , and
, are the respective Green's function for the process X < , or X > , with killing imposed at the upper, or lower, level . The generalized cylinder function is defined by
For real λ > 0, S(x, ; λ) (S( , x; λ)) is a decreasing (increasing) positive function for x ≤ (x ≥ ).]
A.2 The proof of Proposition 1
Due to the similar structure of the Green's functions G ,+ α and G ,− α , as observed in equations (14) and (15), we will only present the proof forp ,+ α , i.e. equations (16) and (17) . The PDF is given by the Laplace inversep
α (x, y, λ) (t) which can be computed for all four separate cases in equation (14) with standard use of the Residue Theorem upon closing the Bromwich contour integral on the left-half of the complex λ plane. In particular, ( ) = 0. By analyticity of the fundamental functions (w.r.t. λ), the residue of the Green's function at these simple poles is then given by:
φ λ = A n ψ λ , and hence the Wronskian W φ,φ λ,λ+α ( ) in the numerator is proportional to W φ, ψ λ+α,λ ( ) in the denominator, at λ = −λ n .
The last case where x ≥ , y ≥ follows in very similar fashion. Again, the residues for the set λ = −λ n , n ≥ 1, are all zero and the only nonzero residues are due to the assumed simple poles λ = −λ n , n ≥ 1, where
Again, the same above remarks apply here as for the previous expression just above. Table 2 : Values of the step-down call and put options computed for a range of strikes under the four asset price models. The parameters used are S 0 = 100, T = 0.5, α = 5, L = 90.
Step Calls
Step Step Calls
Step Table 5 :
Step-down call and put option values are computed under the Bessel-K model for increasing values of α. The option parameters are K = 100, T = 0.5, L = 90. The model parameters are specified in Table 1 . The case with α = ∞ corresponds to the double knock-out barrier option with barriers L = 90 and U = 400. When α = 0, the step call and put options reduce to the European call and put options, respectively. α , as function of spot S, for the asset price process with killing at an exponential stopping time of occupation below a fixed level L, are computed for four asset price models specified in Table 1 . The PDFsp Step-down call option values and deltas are computed under the Bessel-K model (as specified in Table 1) for increasing values of α. The option parameters are K = 100, T = 0.5, L = 90. α , as the number of terms N increases. The computations were done for the Bessel-K model whose parameters are specified in Table 1 . The other parameters are T =
