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 MEDIE ASSOCIATIVE 
Il più consueto valore medio che si definisce per una variabile aleatoria X è (se esiste) il valore atteso, o 
speranza matematica 
 
 
E X( ) = xdFX x( )!!  
dove FX x( )  indica la funzione ripartizione di X.  La definizione riportata, nel caso di X discreta, con densità 
discreta 
 x1 x2 … xn …p1 p2 … pn …
!
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( x1,… , xn ,…  sono i valori che X può assumere, con probabilità p1,… ; pkk! = 1 ), dà 
 E X( ) = pk xk
k
! ; 
se invece X è assolutamente continua con densità di probabilità f x( )  (
 
f x( )dx
!! = 1 ) allora 
 
 
E X( ) = x f x( )dx
!! . 
La speranza matematica ha una proprietà che viene indicata con il nome di proprietà associativa, da non 
confondere tuttavia con la proprietà associativa di cui godono certe operazioni binarie.  La proprietà 
associativa della speranza matematica è la seguente.  Se la variabile X viene scomposta in due parti Y, Z (tra 
poco chiariremo il concetto) e una delle due parti, per esempio Y, viene sostituita con un’altra, avente la stessa 
speranza matematica di Y, allora la speranza matematica complessiva rimane immutata. 
Scomposizione di una variabile aleatoria X in due parti. 
Sia FX  la funzione ripartizione di una variabile aleatoria X e G, H le funzioni ripartizione di altre due variabili 
aleatorie Y, Z.  Supponiamo che per certi ! ," > 0  tali che ! +" = 1  risulti !G +"H = FX , diremo che Y, Z 
scompongono X, con pesi ! , ! . 
(Attenzione! Dire che Y, Z scompongono X non significa che X = !Y +"Z : infatti la funzione ripartizione di 
!Y +"Z  non è !G +"H ). 
Ebbene, la speranza matematica della variabile aleatoria composta (cioè di X) non cambia se una componente 
viene sostituita da un’altra, avente la stessa speranza matematica 
Proviamo questa affermazione. 
Supponiamo per esempio che Y venga sostituita con una variabile aleatoria W tale che E W( ) = E Y( ) . 
Supponiamo dapprima che X, Y, Z siano assolutamente continue, con densità di probabilità rispettivamente f, g, 
h.  Allora è f = ! g +"h ; «sostituire Y con W» vuol dire passare dalla variabile X con densità f alla variabile 
X1  con densità f1 = ! g1 +"h , essendo g1  la densità di W.  Abbiamo allora 
 
 
E X1( ) = x f1 x( )dx!! = x " g1 x( ) +#h x( )( )dx!! = " x g1 x( )dx!!
=E W( )
" #$ %$$
+# xh x( )dx
!! =
= " x g x( )dx
!!
=E Y( )
" #$ %$
+# xh x( )dx
!! = x " g x( ) +#h x( )( )dx!! = x f x( )dx!! = E X( ).
 
Nel caso di variabili discrete, supponiamo che Y e Z siano descritte da 
 
valori di Y y1 … yn …
con probabilità p1 … pn … ; pi
i
! = 1 ; 
2 
 
valori di Z z1 … zm …
con probabilità q1 … qm … ; q j
j
! = 1  
Allora la variabile X composta da Y e Z con pesi !  e !  è descritta da 
 
valori di X y1 … yn …; z1 … zm …
con probabilità ! p1 … ! pn …; "q1 … "qm … , ! pi
i
# + "q j
j
# = ! +" = 1  
Ora prendiamo una nuova variabile aleatoria W con densità discreta 
 w1 … wn …r1 … rn …
!
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con   ri
i
' = 1 . 
Sia X1  la variabile aleatoria “ricomposta” da W e Z con coefficienti !  e ! , cioè con i valori ammissibili wi ,  
z j  e distribuzione di probabilità 
 w1 … wn …; z1 … zm …! r1 … ! rn …; "q1 … "qm …
#
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. 
Allora abbiamo 
 
 
E X1( ) = ! ri wi
i
" + #q j z j
j
" = ! ri wi
i
"
=E W( )
!"#
+ #q j z j
j
" = ! pi yi
i
"
=E Y( )
!"$ #$
+ #q j z j
j
" = ! pi yi
i
" + #q j z j
j
" = E X( )
 
quindi l’asserto è provato anche nel caso discreto. 
Altri valori medi per una variabile aleatoria, associativi o no. 
Per determinate applicazioni sono più opportuni indicatori sintetici dell’ordine di grandezza di una variabile 
aleatoria X diversi dalla speranza matematica; per esempio la mediana, valore x  ammissibile per X, se esiste, 
tale che P X < x( ) = P X > x( ) , oppure la media geometrica pesata (per variabili discrete, con valori positivi e 
in numero finito: se X ha distribuzione 
 x1 x2 … xnp1 p2 … pn
!
"#
$
%&
 
tale valore è Xˆ = x1
p1 ! x2
p2 !…! xnpn . 
Ebbene, non è difficile costruire esempi numerici che mostrano la non associatività della mediana; invece la 
media geometrica definita sopra è associativa.  Non dimostriamo esplicitamente questo fatto, perché lo 
ricaveremo come caso particolare di un teorema più generale, che ora andiamo a esporre. 
Sia I un intervallo di  ! ,  u : I! !  una funzione strettamente monotona e sufficientemente regolare.  Sia X una 
variabile aleatoria (discreta o continua) con valori in I.  Chiamiamo valore medio di X associato alla funzione u, 
il numero (se esiste) 
(1) Mu X( ) = u!1 E u X( )( )( ) . 
Teorema.  Mu •( )  è un valore medio associativo. 
Dimostrazione.  Siano Y, Z variabili aleatorie che scompongono X con coefficienti ! ,  !  ! +" = 1( )  cioè, dette 
G, H le funzioni ripartizione di Y e Z, e F quella di X, risulta F = !G +"H .   Sia poi W una variabile aleatoria 
con funzione ripartizione K, tale che Mu Y( ) = Mu W( ) ; vogliamo provare che la variabile aleatoria X1  
ottenuta “componendo” W e Z con coefficienti ! ,  !  (cioè quella la cui funzione ripartizione è !K +"H ) ha 
Mu X1( ) = Mu X( ) .  Distinguiamo, come abbiamo fatto prima, il caso assolutamente continuo e quello discreto. 
Il caso continuo.  Usiamo le stesse notazioni applicate precedentemente. 
3 
 
 
Mu X1( ) = u!1 u x( ) f1 x( )dx!"( ) = u!1 u x( ) # g1 x( ) +$h x( )( )dx!"( ) =
= u!1 # u x( )g1 x( )dx!" +$ u x( )h x( )dx!"( ) = u!1 # u Mu W( )( ) +$ u x( )h x( )dx!"( ) =
= u!1 # u Mu W( )( ) +$ u Mu Z( )( )( ) = u!1 # u Mu Y( )( ) +$ u Mu Z( )( )( ) =
= u!1 # u x( )g x( )dx
!" +$ u x( )h x( )dx!"( ) = u!1 u x( ) # g x( ) +$h x( )( )dx!"( ) =
= u!1 u x( ) f x( )x
!"( ) = Mu X( ) .
 
Il caso discreto.  Di nuovo applicando le stesse notazioni usate in precedenza, abbiamo 
 
Mu X1( ) = u!1 " ri u wi( )
i
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= Mu X( ) .
 
Segnaliamo, senza riportare tale dimostrazione, che si può dimostrare anche il “teorema inverso”; vale a dire: se 
M •( )  è una media associativa, allora esiste una funzione reale u strettamente monotona tale che M •( )  sia 
definita come in (1). 
La speranza matematica si ottiene come Mu  con u x( ) = x ; la media geometrica pesata (caso finito), definita 
come abbiamo già detto da 
 Xˆ = x1
p1 ! x2
p2 !…! xnpn  
si ottiene come Mu  con u x( ) = ln x .  Infatti 
 
u!1 E u X( )( )( ) = exp p1 ln x1( ) +…+ pn ln xn( )( ) = exp ln x1p1( ) +…+ ln xnpn( )( ) = exp ln x1p1 "…" xnpn( )( ) =
= x1
p1 "…" xnpn .
 
Le medie associative diverse dalla speranza matematica si adoperano per esempio per esprimere valori medi più 
adeguati alle applicazioni, quando le variabili aleatorie rappresentano guadagni (o perdite) incerti; la funzione u 
in questi casi assume il significato di funzione utilità, ed è strettamente crescente.  Siccome in queste 
applicazioni si deve, di solito, confrontare due variabili aleatorie, normalmente non si calcolano le 
Mu X( ) = u!1 E u X( )( )( ) , limitandosi a calcolare le utilità attese, ossia le E u X( )( ) , perché essendo u 
strettamente crescente, il confronto tra le Mu •( )  conduce alle stesse conclusioni del confronto fra le utilità 
attese.  Invece bisogna calcolare Mu X( )  per avere un “equivalente monetario certo” del guadagno aleatorio X, 
se si assume di misurare l’utilità di un patrimonio x con la funzione u x( ) . 
Un caso particolare in cui si comprende bene il significato dell’associatività è il seguente: pensiamo a due 
variabili discrete X, Y con identici valori di probabilità, ma valori assunti da X e da Y diversi in alcuni casi, 
uguali in altri: per esempio 
 X  con valori x1 x2 x3 … xne probabilità p1 p2 p3 … pn
     e     Y  con valori y1 y2 x3 … xn
e probabilità p1 p2 p3 … pn
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X e Y differiscono soltanto in X !1( ) = x1 " y1 = Y !1( )  e X !2( ) = x2 " y2 = Y !2( ) .  Ebbene, il confronto tra 
X e Y mediante una qualunque media associativa dipende esclusivamente dai valori x1 , x2 , y1 , y2 ; in 
particolare, se X e Y rappresentano guadagni aleatori e x1 < y1 , x2 < y2 , allora qualunque funzione utilità u farà 
preferire Y a X.  Se invece le disuguaglianze sono discordi, scelte diverse della funzione utilità possono 
condurre a decisioni opposte. 
