Abstract In this study, the contributions from changes in man-made greenhouse gases (GHG), anthropogenic aerosols (AA), and land use (LU), as well as natural solar and volcanic (NAT) forcing changes, to observed changes in surface air temperature (T) and precipitation (P) over global land, especially over arid-semiarid areas, during 1946-2005 are quantified using observations and climate model simulations from the Coupled Model Intercomparison Project Phase 5 (CMIP5). Results show that the anthropogenic (ANT) forcings dominate the ubiquitous surface warming seen in observations and lead to slight increases in precipitation over most land areas, while the NAT forcing leads to small cooling over land. GHG increases are the primary factor responsible for the anthropogenic climate change, while the AA forcing offsets a large part of the GHG-induced warming and P changes. The LU forcing generally contributes little to the T and P changes from 1946 to 2005 over most land areas. Unlike the consistent temperature changes among most model simulations, precipitation changes display a large spread among the models and are incomparable with the observations in spatial distributions and magnitude, mainly due to its large internal variability that varies among individual model runs. Using an optimal fingerprinting method, we find that the observed warming over land during 1946-2005 can be largely attributed to the ANT forcings, and the combination of the ANT and NAT forcings can explain about 85~95% of the observed warming trend over global land as well as over most arid-semiarid regions such as Northern China. However, the anthropogenic influences on precipitation over the past 60 years are Climatic Change (2017) 
Introduction
Human-induced climate change presents a big challenge to the well-being of the human society and the environment, especially for arid-semiarid regions that are already suffering from water scarcity. Under increasing greenhouse gases (GHGs), climate models project decreased precipitation in the twenty-first century for many parts of the mid-latitude and subtropical drylands, together with rapidly rising temperatures and evaporative demand for moisture, which in turn will lead to more drought and increased water stress (Dai 2013a; IPCC 2014; Dai 2015, 2016) . All these changes will result in more severe water shortages, especially in arid-semiarid regions where water scarcity is already a big challenge for development (Mata 2008; Dai 2016) . Such human-influenced climate changes in aridsemiarid areas will have large impacts on their fragile ecosystems, agriculture, food security, and population (IPCC 2014) . Thus, it is important to study anthropogenic climate change and natural variability over arid-semiarid areas.
Many previous studies have shown that increasing GHGs have contributed substantially to surface warming since the mid-twentieth century over most of global land areas (e.g., Allen and Ingram 2002; Stott 2003; Jones et al. 2013; Gillett et al. 2013; Andrews 2014; Chadwick et al. 2014) . At the same time, increases in man-made aerosol emissions during the last several decades would produce a cooling effect that offsets some of the warming caused by the GHG increases (Charlson et al. 1992; Haywood and Boucher 2000; Ramanathan and Carmichael 2008) . Changes in land use have also been identified as an important anthropogenic forcing for climate change, and it can lead to local temperature changes comparable to those related to GHG-induced warming (Brovkin et al. 2013; Kumar et al. 2013; Sun et al. 2014) . Human activities have also impacted the water cycle at global and local scales (e.g., Chou and Neelin 2004; Zhang et al. 2007; Wentz et al. 2007; Guo et al. 2012) , as well as other climate mean states and extreme events (e.g., Gillett et al. 2003; Santer et al. 2003; Barnett et al. 2005; Min et al. 2011; Zhang et al. 2013; O'Gorman 2015) .
Although contribution of human influence on historical climate changes at global or regional scale has been extensively investigated in the previous studies, most of these studies have focused on the combined effects of anthropogenic forcings (e.g., Min et al. 2008; Zwiers et al. 2011; Zhang et al. 2013) , few studies have attempted to assess the relative contribution of single forcings (GHG, AA, and LU). In addition, it has been noted that arid-semiarid regions are most sensitive to global warming due to their large natural climate variability and high sensitivity to radiative forcing (Huang et al. 2012) . One recent study by Guan et al. (2015) shown that the regional anthropogenic radiative forcing can enhance warming in the cold season in the semiarid region over East Asia, but the relative contributions from each individual forcing and their combined effects were not well investigated and quantified. The arid-semiarid areas are significantly more sensitive to the effects of climate variability and human activities on runoff, and result in reduction or increase in water yield (Brown et al. 2005; Jiang et al. 2011 ). Besides these, few studies have paid much attention to quantify the contributions of human activities to the observed climate changes in arid-semiarid regions, as well as the comparison of the anthropogenic effects among different regions.
Quantifying the response of the climate to external forcings is complicated by its large internal variability (Deser et al. 2012; Dai et al. 2015; Dong and Dai 2015) . Therefore, how to identify the externally forced changes and quantify their contributions to recent climate changes remains a scientific challenge (Stott et al. 2010) . In this study, we use multiple climate model simulations from the World Climate Research Programme's Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012 ) along with observational datasets to investigate the contributions to the observed temperature and precipitation changes over land during 1946-2005 from more single-forcing simulations, including GHG, anthropogenic aerosol (AA), and land use (LU) changes, and natural (NAT; solar and volcanic changes) forcing, as well as the combined anthropogenic forcing (ANT). We place a special focus on detection and attribution of recent climate changes over the arid-semiarid areas and the regional differences of the anthropogenic effects.
Datasets and methods
We used monthly data of surface air temperature from the latest version of the Climatic Research Unit Series 3.23 (CRU TS3.23; Harris et al. 2014) as the observations for land temperature. Monthly precipitation data were obtained from the Global Precipitation Climatology Centre (GPCC) full analysis version 7 (Becker et al. 2013) , the University of Delaware precipitation dataset version 4.01 (UDel) (http://climate.geog.udel.edu/~climate/), and the CRU TS3.23. We have compared these three precipitation datasets and found that they generally agree well with each other in spatial distribution and temporal variations at global scale and over several selected regions (see Figs. S1 and S2 in Supplementary) , although large differences exist for the trends since the early 1990s largely due to the small number of raingauges included in the CRU and UDel datasets for the recent years (Trenberth et al. 2014; Dai and Zhao 2016) . We used the three precipitation datasets in our analyses, but we mainly presented the results from the GPCC since most of the results emphasized in this paper are also basically true for using the CRU and UDel datasets. Because temperature and precipitation observations are unavailable before about 1946 in many arid-semiarid regions, we focus on the period from 1946 to 2005.
We used six historical experiments from ten CMIP5 models in this study; they include (1) all external forcings (ALL), (2) natural (NAT) forcing only, (3) anthropogenic (ANT) forcing only, (4) greenhouse gas (GHG) forcing only, (5) anthropogenic aerosol (AA) forcing only, and (6) land use (LU) forcing only (see Supplementary Table S1 ). Additionally, the preindustrial control experiments (piControl) from 43 CMIP5 models (Table S2 ) were used to estimate internal climate variability in the absence of external forcing in our detection and attribution analysis.
To facilitate the analyses and comparisons, the model simulations and observations were mapped onto a common 0.5°× 0.5°longitude-latitude grid using bi-linear interpolation. We first calculated a 5-year non-overlapping mean using annual anomalies, which were computed relative to the 1961-1990 climatology, and then constructed the spatial average over the selected regions to increase the signal-to-noise ratio. Following Zhao et al. (2014) , the aridsemiarid regions were defined as the areas with annual total precipitation less than 500 mm during 1961-1990 based on the GPCC product. Four selected typical arid-semiarid regions are Northern China (NC), Northwest America (NA), Australia (AUS), and North Africa (NAF). Details of the definition and regional geographical boundaries are given in Supplementary (Fig. S3 ).
To quantify the contributions from each individual external forcing over the selected aridsemiarid regions and global land areas, we applied an optimal fingerprinting method (Allen and Stott 2003 ) with a regularized covariance matrix (regularized optimal fingerprint (ROF)), which provides more robust estimates Séférian et al. 2014; Li et al. 2016; Mueller and Zhang 2016 ). This procedure is based on a regression model to represent observed changes as a sum of scaled signals and internal climate variability. We conducted a two-signal analysis using model-simulated responses to ANT and NAT signals. We also adopted a threesignal (four-signal) analysis by regressing the observed spatiotemporal variations onto the response patterns from GHG, AA, and LU (GHG, AA, LU, and NAT). We then used the estimated scaling factors (β) from the detection analysis to adjust the long-term trends derived from the externally forced changes from 1946 to 2005. We only presented the results (in Section 3.2) where the residual consistency test is passed. Details of the optimal fingerprinting method are described in Supplementary (Section S2). Figure 1 shows the surface air temperature (T) changes from 1946 to 1975 to 1976-2005 contributed individually by the GHG, AA, LU, ANT, and NAT forcing, and their combined contribution, as well as the simulated change from the ALL forcing experiments and from observations. It is clear that most models (over 80%) show the same sign of T change in response to each external forcing over most global land areas, although their amplitude varies among the models. The GHG forcing is the largest driver of global land warming, resulting in increases of 0.5~1.2°C over most regions, especially the northern mid-high latitudes (Fig. 1a) . The AA forcing leads to fairly uniform cooling of 0.2~0.6°C over most land areas (Fig. 1b) . The contribution from the LU changes is relatively small (within ±0.1°C) over most land areas (Fig. 1c) . The sum of the individual effect (i.e., GHG + AA + LU) (Fig. 1d) is very close to that from the ANT experiments ( Fig. 1e) (with a pattern correlation of 0.89), which implies that the additive effect of the individual forcing is highly consistent to their combined effect (ANT) in spatial distribution. The ANT forcing results in ubiquitous warming, with a larger magnitude of more than 1°C over most northern mid-high latitudes (Fig. 1e) . The cooling effect of NAT is relatively small and homogeneous, within 0 to −0.2°C (Fig. 1f) . Both the spatial pattern and magnitude of the combined effect from ANT and NAT (ANT + NAT, Fig. 1g ) are in good agreement with those from the historical all forcing experiments (ALL, Fig. 1h) , with a pattern correlation of 0.96 between them. Although the spatial distributions of the temperature changes from ALL ( Fig. 1h ) are generally consistent with the observations (Fig. 1i) , their pattern correlation approaches just 0.25. Besides the differences in magnitude, there are also large spatial variations in the observations with a larger gradient than those in model ensemble mean changes. As shown previously (e.g., Dai et al. 2015) , the observed changes include large internal decadal-multidecadal variations that vary among different realizations (the observations, like one model simulation, are just from one realization) and affect long-term changes significantly, while the model ensemble mean reflects mostly forced response. This is especially true for precipitation (Fig. 2) .
Results

Contribution changes
Unlike the consistent and robust T responses to the external forcings, precipitation (P) changes distribute unevenly with large spatial variations (Fig. 2) . The GHG forcing leads to precipitation increases (up to 100 mm/year) over northern latitudes, South Asia, central Africa, and parts of South America, but decreases over most Australia, southern Africa, the Mediterranean region, the Amazon, and Central America (Fig. 2a) . Except the Middle East, northern Africa, Australia, and southwestern South America, the AA forcing induces slight drying over many land areas, especially Southeast Asia (Fig. 2b) . Meanwhile, P responses to the LU and NAT forcings are relatively small (with ±10 mm/year) over most land areas, although larger decreases are seen over tropical land and some other areas (Fig. 2c, f) . The P response in ANT (Fig. 2e) broadly follows that in GHG (Fig. 2a) , but with a weaker magnitude. In comparison with the combined contributions from GHG, AA, and LU (Fig. 2d) , and those from ANT and NAT (Fig. 2g) , the P decreases in the all forcing simulations (ALL, Fig. 2h ) over southeastern China and southwestern North America are mainly due to the AA forcing (Fig. 2b) , while the drying in other places is more likely due to the combined effects from both GHG and AA. Both the spatial patterns and the magnitude of the precipitation change in the all forcing simulations (Fig. 2h ) are hardly comparable with those in the observations (Fig. 2i) . This suggests that the observed precipitation changes over most land areas are still dominated by internal variability, and the contributions from the external forcings are still too small to be detected. In addition, the precipitation changes in model simulations display larger spreads than the temperature changes, reflecting the effects of large precipitation variability in models as well. On the other hand, the P responses from the individual forcings appear to be largely linear and additive, similar to the T responses.
We further compare the temporal variations in regional T and P due to ANT and NAT forcing with those in observations over selected regions in Fig. 3 . Gradual temperature increases in the ANT experiment agree relatively well with the observed changes for most of the selected regions, in particular for North Africa and Global landmasses. However, there is a greater discrepancy between observations and the multi-model ensemble mean NAT forcing response. Specifically, a slight T decrease is seen in the NAT experiment before the mid-1990s, which is then followed by an increase (left panels in Fig. 3 ). The NAT forcing contributes little to the temperature trend from 1946 to 2005. For precipitation, long-term changes and variations in both the ANT and NAT experiments are broadly comparable to the observed for Northern China (Fig. 3b) , but not for the other regions (Fig. 3d, f, g, j) . Similar to those shown in Figs. 1 and 2 , the model spreads in the externally forced regional precipitation are larger than those for temperature in comparison with their long-term changes.
Detection and attribution analysis
In this section, we firstly apply the ROF method to determine the significance of the contribution from each external forcing to the observed change during 1946-2005 for the selected aridsemiarid regions and the global land as a whole. The long-term trends derived from the externally forced experiments are then adjusted using the scaling factors estimated by this optimal fingerprinting method. To separate the contributions from the individual forcings to the observed change, a two-signal analysis was carried out by regressing the observed spatiotemporal variations onto the response patterns from the NAT and ANT experiments. Figure 4a displays the scaling factors for T over the five selected regions and their 90% confidence intervals from the two-signal detection analysis. In all but one case (Northern China), we found that the effect of anthropogenic forcing is both detectable (i.e., β is different from zero) and consistent in Fig. 3 The 5-year averaged anomalies for temperature (left panels,°C) and precipitation (right panels, mm per month) over Northern China (NC) (a, b), Northwest America (NA) (c, d), Australia (AUS) (e, f), North Africa (NAF) (g, h), and global land over 60°S-60°N (GL) (i, j). The shading indicates the 5-95% range of the ANT (pink) and NAT (light blue) responses in individual simulations, with the overlap in the range shown as magenta color. Note that the anomalies are calculated relative to the mean of , not the same as those calculated relative to the mean of in the detection and attribution analysis discussed in Section 3.2 magnitude (i.e., β is consistent with unity) with observations during (Fig. 4a) . However, the effect of the natural forcing is detected only over Northern China and North Africa (Fig. 4a) . After re-scaling using the scaling factors, the ANT-induced warming ranges from 0.83 to 1.36°C/60 years among these regions, while the trends attributable to the natural forcings are relatively small (from −0.09 to +0.01°C/60 years) ( Fig. 4b and Table 1 ). Meanwhile, their combined (ANT + NAT) warming of 0.84~1.30°C/60 years is largely comparable with the observations (0.86~1.23°C/60 years, Table 1 ). Northern China exhibits the largest warming of 1.23°C/60 years among the regions in the observations, and the models attribute 1.36°C/60 years (90% confidence interval is 1.02~1.70°C/60 years) to ANT forcing and −0.06°C/60 years (−0.12~0°C/60 years) to NAT forcing. Our estimated warming over Northern China or global land from observations is consistent with a previous estimate obtained by comparing changes in China with changes for global land (Sun et al. 2016 ).
To gain insight into which factor affects detection results most, we also performed a foursignal detection analysis (with GHG, AA, LU, and NAT being the four signals) of the 5-year non-overlapping mean of temperature anomalies (Fig. 4c) . It shows that GHG is clearly detected for all the regions except Australia. The magnitude of the scaling factors and their 90% confidence intervals for GHG are comparable to those for ANT from the two-signal analyses (Fig. 4a) . Moreover, the effect of AA is detected over North Africa and global land, while the scaling factor for LU is not different from zero (Fig. 4c) . Figure 4d shows the adjusted trends attributed to the GHG, AA, LU, and NAT, and from observations over selected regions. The GHG-induced warming ranges from 0.82 to 2.20°C/60 years, whereas the other external forcings (mostly AA) reduce the warming by 0.14~0.99°C/60 years over all the regions except Australia. In particular, the AA-induced cooling varies from −0.90 to −0.06°C/ 60 years, while trends attributable to LU are small (−0.13~0.01°C/60 years) (Fig. 4d) . Overall, (Fig. 4a and Table 1) .
A similar two-signal (Fig. 5a, b ) and four-signal (Fig. 5c, d ) detection analyses of the precipitation changes from the individual forcing experiments were performed for the five regions. Among the arid-semiarid regions, the ANT forcing signal seems to be undetectable for all the regions based on the two-signal analysis, while the NAT signal is detectable only for global land (Fig. 5a ). Among the individual forcings, GHG forcing is detected over North Africa, while the AA and LU signals are attributable in global land and Northwest America, respectively (Fig. 5c ). Significant observed trends (Table 1) The values in parentheses are the original trends estimated from the model simulations, those in front of the parentheses are the adjusted trends using the scaling factors, and the asterisk indicates the scaling factors are detected in Figs. 4a and 5a , respectively. Numbers in bold denotes that the original (unscaled) trends of observations and simulations are statistically significant at the 5% level. The original trends are estimated using a nonparametric Mann-Kendall test (Mann 1945; Kendall 1975 ) consistent with the conclusions of Dai (2013a) . Meanwhile, our results also support that of Feng and Zhang (2015) , who showed that Bdry gets drier^is the most significant paradigm in North Africa, with 59.59% of the area becoming drier. Nevertheless, even after adjustments using the scaling factors, the model-simulated precipitation trends are still hardly comparable to the observations for most regions (Fig. 5b, d ).
Further detection analyses with three-signals for GHG, AA, and LU also suggest that the observed warming during 1946-2005 can be significantly attributed to the GHG forcing. However, the observed precipitation changes are still not detectable for most of the aridsemiarid regions (see Fig. S4 in Supplementary) . This is likely because the forced long-term precipitation changes are still small compared with its large internal variability over many land areas. Long-term trends and decadal to multidecadal variations in sea surface temperatures (SSTs) associated with the Atlantic Multidecadal Oscillation (AMO, Liu 2012) and the Interdecadal Pacific Oscillation (IPO, Dai 2013b; Deng et al. 2014; Dong and Dai 2015) may be major drivers for the observed precipitation changes, making it difficult to distinguish the influence of external forcing. In addition, the current CMIP5 model simulations started from random initial conditions, and thus, they could not capture the historical SST variations and thus the resultant precipitation changes.
Summary and discussion
In this study, we analyzed the CMIP5 model-simulated changes in surface air temperature (T) and precipitation (P) over land due to greenhouse gas (GHG), anthropogenic aerosol (AA), land use (LU), and natural (NAT, i.e., solar and volcanic) forcing changes to quantify their contributions to the observed changes from 1946 to 2005. The significance of the contributions from the individual forcings is formally assessed using the ROF for several arid-semiarid regions and global land as a whole. The main findings are summarized as follows.
Results show that the GHG forcing is the primary driver of the surface warming over land since 1946, and it also contributes to precipitation increases over most land areas, especially the northern mid-high latitudes. On the other hand, the AA forcing produces substantial cooling over all land areas and some drying over many land areas. These changes offset a large portion of the GHG-induced warming and wetting. LU changes contribute little to the observed T and P changes over most land areas. The total contributions from the anthropogenic (ANT) forcings show ubiquitous surface warming over land and result in slightly increased precipitation over most land areas. The NAT forcing plays a minor role with small cooling over land. Both the GHG and AA forcings also cause substantial drying over some regions, including Southeast Asia, the Amazon, Central America, and southwestern North America. The model spreads (largely due to internal variability) for precipitation are much larger than those for temperature. As a result, model-simulated ensemble precipitation changes (mostly forced response) are hardly comparable with observations (mostly internal variations) in spatial distribution and magnitude.
Using the ROF method, we further quantified the contributions by the historical forcings to the observed T and P changes during 1946-2005 and assessed their significance over several selected arid-semiarid regions. The anthropogenic forcings have contributed a robust warming trend of 0.83~1.36°C/60 years over these regions, while the natural forcings has had a small impact (within −0.09~0.01°C/60 years). The total contributions from both the ANT and NAT forcings can explain about 85-95% of the observed warming for most of the arid-semiarid regions. Specifically, the GHG-induced warming signal is detected for all the selected regions except Australia, and the cooling effect from the AA forcing is detected over North Africa and global landmass. The LU changes have had little contribution to the T trends from 1946 to 2005. For precipitation, the ANT and NAT fingerprints are undetectable for most of the selected regions. The GHG signal cannot be detected for precipitation in all the selected regions except North Africa. Although the effects are relative weak, the AA and LU signals in precipitation are detectable in global land and Northwest America, respectively. However, the estimated precipitation trends derived from the externally forced CMIP5 model experiments are hardly comparable to the observations over most land areas. This is likely due to the fact that the recent precipitation changes are still dominated by internal climate variability, such as the AMO, IPO, and other decadal climate modes (Liu 2012; Dai 2013b; Dong and Dai 2015) .
We recognize that the results presented above likely contain uncertainties associated with model deficiencies in simulating climate response to a given forcing (e.g., AA changes), as well as uncertainties in the estimated historical forcings used by the CMIP5 model runs. Furthermore, observational data over many land areas are sparse, especially for precipitation (Trenberth et al. 2014; Dai and Zhao 2016) . Even for T, twentieth-century global trends estimated from different datasets can differ noticeably . Thus, large uncertainties may exist in our estimated T and P changes and the resultant detection and attribution results. In addition, the uncertainties in convective parameterizations and cloud microphysics in climate models are considered as a major source for model errors and uncertainties in the accuracies of simulations of precipitation (Mehran et al. 2014; Prein et al. 2015) , and the progress in observations and physical understanding remains equally important. Further investigations are clearly needed into the uncertainties in the influence of anthropogenic forcings on climate variability.
