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ON THE FORMATION OF SHOCK FOR QUASILINEAR WAVE EQUATIONS BY
PULSE WITH WEAK INTENSITY
SHUANG MIAO
Abstract. In this paper we continue to study the shock formation for the 3-dimensional quasilinear wave
equation
−(1 + 3G′′(0)(∂tφ)2)∂2t φ+ ∆φ = 0, (?)
with G′′(0) being a non-zero constant. Since (?) admits global-in-time solution with small initial data, to
present shock formation, we consider a class of large data. Moreover, no symmetric assumption is imposed on
the data. Compared to our previous work [18], here we pose data on the hypersurface {(t, x)|t = −r0} instead
of {(t, x)|t = −2}, with r0 being arbitrarily large. We prove an a priori energy estimate independent of r0.
Therefore a complete description of the solution behavior as r0 → ∞ is obtained. This allows us to relax the
restriction on the profile of initial data which still guarantees shock formation. Since (?) can be viewed as a
model equation for describing the propagation of electromagnetic waves in nonlinear dielectric, the result in this
paper reveals the possibility to use wave pulse with weak intensity to form electromagnetic shocks in laboratory.
A main new feature in the proof is that all estimates in the present paper do not depend on the parameter r0,
which requires different methods to obtain energy estimates. As a byproduct, we prove the existence of semi-
global-in-time solutions which lead to shock formation by showing that the limits of the initial energies exist as
r0 → ∞. The proof combines the ideas in [5] where the the formation of shocks for 3-dimensional relativistic
compressible Euler equations with small initial data is established, and the short pulse method introduced in
[6] and generalized in [15], where the formation of black holes in general relativity is proved.
1. Introduction
In this paper we study the following quasilinear wave equation
− (1 + 3G′′(0)(∂tφ)2) ∂2t φ+ ∆φ = 0, (?)
where G′′(0) is a nonzero constant and φ ∈ C∞(Rt × R3x;R) is a smooth solution. The aim of the paper is to
present an energy-estimate-based proof for the stable shock formation of smooth solutions to (?) generated by
data prescribed at Σ−r0 := {(t, x)|t = −r0} with r0 being arbitrarily large. A classical result by Klainerman
[14] says that the equation (?) admits global-in-time smooth solution with small data, so in order to prove shock
formation, we consider a class of “large” data which will be specified below. As we shall see, the equation (?)
can be regarded as a model equation for the Maxwell equations in nonlinear electromagnetic theory, in which
the shocks can be observed experimentally. The shock formation in nonlinear electromagnetic theory will be
the subject of our forthcoming work.
1.1. Lagrangian formulation of the main equation and its relation to nonlinear electromagnetic
waves. We briefly discuss the derivation of the main equation (?). The linear wave equation in Minkowski
spacetime (R3+1,mµν) can be derived by a variational principle: we take the Lagrangian density L(φ) to be
1
2
(− (∂tφ)2 + |∇xφ|2) and take the action functional L(φ) to be ∫R3+1 L(φ)dµm where dµm denotes the volume
form of the standard Minkowski metric mµν . The corresponding Euler-Lagrange equation is exactly the linear
wave equation −∂2t φ + ∆φ = 0. We observe that the quadratic nature of the Lagrangian density result in the
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linearity of the equation. This simple observation allows one to derive plenty of nonlinear wave equations by
changing the quadratic nature of the Lagrangian density. In particular, we will change the quadratic term in
∂tφ to a quartic term, this will lead to a quasi-linear wave equation.
In fact, we consider a perturbation of the Lagrangian density of linear waves:
L(φ) = −1
2
G
(
(∂tφ)
2
)
+
1
2
|∇φ|2, (1.1)
where G = G(ρ) is a smooth function defined on R and ρ = |∂tφ|2. The corresponding Euler-Lagrange equation
is
−∂t
(
G′(ρ)∂tφ
)
+ ∆φ = 0.
The function G(ρ) is a perturbation of G0(ρ) = ρ and therefore we can think of the above equation as a
perturbation of the linear wave equation. For instance, we can work with a real analytic function G(ρ) with
G(0) = 0 and G′(0) = 1. In particular, we can perturb G(ρ) = ρ in the simplest possible way by adding a
quadratic function so that G(ρ) = ρ+ 12G
′′(0)ρ2. In this situation, we obtain precisely the main equation (?). It
is in this sense that (?) can be regarded as the simplest quasi-linear wave equation derived from action principle.
The main equation (?) is also closely tight to electromagnetic waves in a nonlinear dielectric. The Maxwell
equations in a homogeneous insulator is derived from a Lagrangian L which is a function of the electric field E
and the magnetic field B. The corresponding displacements D and H are defined through L by D = − ∂L∂E and
H = ∂L∂B respectively. In the case of an isotropic dielectric, L is of the form
L = −1
2
G(|E|2) + 1
2
|B|2, (1.2)
hence H = B. The fields E and B are derived from the scalar potential ψ and the vector potential A according
to E = −∇ψ − ∂tA and B = ∇×A respectively. This is equivalent to the first pair of Maxwell equations:
∇× E + ∂tB = 0, ∇ ·B = 0. (1.3)
The potentials are determined only up to a gauge transformation ψ 7→ ψ − ∂tf and A 7→ A+ df , where f is an
arbitrary smooth function. The second pair of Maxwell equations
∇ ·D = 0, ∇×H − ∂tD = 0. (1.4)
are the Euler-Lagrange equations, the first resulting from the variation of ψ and the second resulting from
the variation of A. Fixing the gauge by setting ψ = 0, we obtain a simplified model if we neglect the vector
character of A replacing it by a scalar function φ. Then the above equations for the fields in terms of the
potentials simplify to E = −∂tφ and B = ∇φ. The Lagrangian (1.2) becomes
L = −1
2
G((∂tφ)
2) +
1
2
|∇φ|2
which is exactly (1.1). Therefore, the main equation (?) provides a good approximation for shock formation in a
natural physical model: the shock formations for nonlinear electromagnetic waves. We will discuss the physical
motivation to start with a weak intensity pulse in detail after we introduce the initial data in Section 1.3.
1.2. A geometric perspective for shock formation. To present a geometric picture of shock formation,
we start with the inviscid Burgers Equation
∂tu+ u∂xu = 0. (1.5)
We assume that u ∈ C∞(Rt×Rx;R) is a smooth solution. Given smooth initial data u(0, x)(non-zero everywhere
for simplicity), along each characteristic curve u(0, x)t + x, the solution u(t, x) to (1.5) remains constant. We
now consider two specific characteristics passing through x1 and x2 (x1 < x2). If we choose datum in such a way
that u(0, x1) > u(0, x2) > 0, both the characteristics travel towards the right (see the picture below). Moreover,
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the characteristic on the left (noted as C1) travels with speed c1 = u(0, x1) and the characteristic on the right
(noted as C2) travels with speed c2 = u(0, x2). Since C1 travels faster than C2, C1 will eventually catch up with
C2. The collision of two characteristics causes the breakdown on the smoothness of the solution. In summary,
we have a geometric perspective on shock formation: a “faster” characteristic catches up a “slower” one so that
it causes a collapse of characteristics.
t = 0
x1
x1 + u(0, x1)t
x2
x2 + u(0, x2)t
shock
t = 1
t = 2
The characteristics become dense.
A ”faster” characteristic with speed c1 = u(0, x1).
A ”slower” characteristic with speed c2 = u(0, x2).
∂xu→∞
u is constant along characteristics.
In reality, instead of showing that characteristics collapse, we show that |∂xu| blows up. Instead of being
na¨ıvely a derivative, |∂xu| have an important geometric interpretation. Recall that the level sets of u are exactly
the characteristic curves and the (t, x)-plane is foliated by these curves (see the above picture). Therefore, |∂xu|
is the density of the foliation by the characteristics. As a consequence, we can regard the shock formation as
the following geometric picture: the foliation of characteristic curves becomes infinitely dense.
Let us recall a standard way to prove the blow-up of |∂xu|. The remarkable feature of this standard proof
is that in three dimensions similar phenomenon happens for the main equation (?). Let L = ∂t + u∂x be the
tangent vectorfield of the characteristic curves (for (?), the corresponding vectorfield are tangent vectorfield of
null geodesics on the characteristic hypersurfaces). Therefore, by taking ∂x derivatives, we obtain
L∂xu+ (∂xu)
2 = 0.
This is a Riccati equation for ∂xu and ∂xu blows up in finite time if it is negative initially. However, we would
like to understand the blow-up in another way (which is tied to the shock formation for (?)). We define the
inverse density function µ = −(∂xu)−1, therefore, along each characteristic curve, µ satisfies the following
equation:
Lµ(t, x) = −1,
i.e. Lµ is constant along each characteristic curve so that it is determined by its initial value. Therefore,if µ is
positive initially it will eventually become 0 after finite time. µ→ 0 means that the foliation becomes infinitely
dense (For (?), we will also define an inverse density function µ for the foliation of characteristic hypersurfaces
and show that Lµ(t, x) is almost a constant along each generating geodesic of the characteristic hypersurfaces).
We return to the main equation (?), which can be written as the following geometric form:
− 1
c2
∂2t φ+ ∆φ = 0 (1.6)
with c = (1+3G′′(0)(∂tφ)2)−1/2. If c were a constant, (1.6) would describe the propagation of light in Minkowski
spacetime. In the present situation, we still regard c as the speed of wave propagation which depends on
time and position (t, x) through the unknown φ. We prescribe the initial data φ(−r0, θ), (∂tφ)(−r0, θ) on the
hypersurface Σ−r0 . Let Sr be the sphere centered at the origin of Σ−r0 with radius r and Br be the ball with
Sr as its boundary. We choose the data such that
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(1) The data is trivial inside Br0 . By the Huygens’ Principle, the solution φ is identically zero in the interior
of the backward solid light cone with the base Br0 . If we denote the wave propagation speed along the
incoming characteristic hypersurface emanated from the leaf Sr0 by c1, then in view of the formula
c = (1 + 3G′′(0)(∂tφ)2)−1/2, c1 = 1.
(2) |∂tφ| is approximately of size δ1/2r−10 in the annulus region between Sr0 and Sr0+δ. If we denote the
wave propagation speed along the incoming characteristic hypersurface emanated from the leaf Sr0+δ
by c2, then a Taylor expansion implies that c2 ∼ 1− 32G′′(0)δr−20 +O(δ2r−40 ).
A key point of the paper is to identify a set of initial data such that profile c2(t) ∼ 1− 32G′′(0)δt−2 +O(δ2t−4) is
preserved in the evolution. Another way to understand this is through energy estimates: we can find a specific
set of data so that we can obtain a priori energy estimates. Once we show that the energy (and its higher order
analogue) is almost conserved, we can use Sobolev inequality to show that the pointwise profile of ∂tφ is almost
conserved along the generators of the incoming characteristic hypersurfaces. According to the formula of c,
this also implies the preservation of the profile for wave speed. We are now in a situation that resembles the
Burgers’ picture. The initial distance between the inner most characteristic hypersurface, which is emanated
from Sr0 , and the outer most characteristic hypersurface, which is emanated from Sr0+δ, is δ. We also expect
the “faster”(outer) characteristic hypersurface catching up the “slower”(inner) one. This catching up process
can be described as “distance” =
∫ “time”
−r0 (c2− c1)dt. Since c2− c1 ∼ δt−2 and we regard shock formation as the
collision of characteristic hypersurfaces, we expect the shock formation around t = −1. Finally, we point out
that, as in the case of Burgers’ equation, instead of showing that characteristic hypersurfaces intersect, we show
that the inverse density µ of the foliation by the characteristic hypersurfaces becomes 0, i.e. the foliation turns
to being infinitely dense. Similarly, this can be done by showing that profile of Lµ(t, x) is almost a constant
along each generating geodesic of the characteristic hypersurfaces.
1.3. Main results. We now state the main result of the paper. Let t be the time function in Minkowski
spacetime. We use Σt to denote its level set, which is identified as R3 for each t. We also use Σδ−r0 to denote
the following annulus:
Σδ−r0 :=
{
x ∈ Σ−r0
∣∣r0 ≤ r(x) ≤ r0 + δ} . (1.7)
With the wave speed c :=
(
1 + 3G′′(0)(∂tφ)2
)−1/2
, let L := ∂t − c∂r and L := ∂t + c∂r on Σδ−r0 . We introduce
a pair of functions
(
φ1(s, θ), φ2(s, θ)
) ∈ C∞((0, 1]× S2) and we will call it the seed data.
The seed data
(
φ1(s, θ), φ2(s, θ)
)
can be freely prescribed and once it is given once forever. In particular,
the choice of the seed data is independent of the small parameter δ. As we will see below, even though we call
(φ1, φ2) the seed data, from the proof of the following Lemma 1.1, our initial data depends on φ2 implicitly.
Lemma 1.1. Given seed data (φ1, φ2), there exists a δ
′ > 0 depending only on the seed data, for all δ < δ′, we
can construct another function φ0 ∈ C∞
(
(0, 1]× S2) satisfying the following two properties:
(1) For all k ∈ Z≥0, the Ck-norm of φ0 are bounded by a function of the Ck-norms of φ1 and φ2;
(2) If we pose initial data for (?) on Σ−r0 in the following way:
For all x ∈ Σ−r0 with r(x) ≤ r0, we require
(
φ(−r0, x), ∂tφ(−r0, x)
)
=
(
0, 0
)
; For r0 ≤ r(x) ≤ r0 + δ, we
require that
φ(−r0, x) = δ
3/2
r0
φ0(
r − r0
δ
, θ), (∂tφ)(−r0, x) = δ
1/2
r0
φ1(
r − r0
δ
, θ). (1.8)
Then we have
‖Lφ‖L∞(Σδ−r0) .
δ3/2
r20
, ‖L2φ‖L∞(Σδ−r0) .
δ3/2
r30
. (1.9)
We remark that the condition (1.9) has a clear physical meaning: since Lφ controls the outgoing radiation,
initially the waves are actually set to be incoming and the outgoing radiation is very little, because the L∞-norm
of the outgoing radiation field Lφ is controlled by δ and its L2-norm on Σ−r0 decays to 0 as r0 →∞.
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Proof. As in [18], a direct computation gives
L2φ =
(
2− 3G′′(0)c3∂tφ∂rφ
)(
c2∂2rφ
)
+
(
1− 3G′′(0)c3∂tφ∂rφ
)(2c2
r
∂rφ+
c2
r2
∆/ S2φ
)
+ c∂rc ∂rφ− 2c∂r(∂tφ),
which is rewritten, in terms of φ0 and φ1, as
L2φ|t=−r0 =
(
2− 3G′′(0)c3φ1 ∂sφ0 δ
r20
)(
δ−
1
2
r0
c2∂2sφ0
)
+
(
1− 3G′′(0)c3φ1 ∂sφ0 δ
r20
)(
2c2
r20
∂sφ0 δ
1
2 +
c2
r30
∆/ S2φ0 δ
3
2
)
− 3c4G′′(0)φ1∂sφ1∂sφ0 δ
1
2
r30
− 2c∂sφ1 δ
− 12
r0
.
(1.10)
Claim: We can choose φ0, which may depend on the choice of φ1 but is independent of δ, in such a way that
|L2φ| . δ
3
2
r30
.
To see this, we first observe that since φ1 is given and δ is small, we have |c| . 1. We make the following
ansatz for φ0:
|∂sφ0|+ |∂2θφ0| ≤ C, (1.11)
where the constant C may only depend on φ1 but not on δ or r0. By the ansatz (1.11) and by looking at the
powers in δ and r0, one can ignore all the terms controlled by
δ
3
2
r30
. Therefore, to show |L2φ| . δ
3
2
r30
, it suffices to
consider(
2− 3G′′(0)c3φ1 ∂sφ0 δ
r20
)(
δ−
1
2
r0
c2∂2sφ0
)
+
2c2
r20
∂sφ0 δ
1
2 − 3c4G′′(0)φ1∂sφ1 ∂sφ0 · δ
1
2
r30
− 2c∂sφ1 δ
− 12
r0
=O
(
δ
3
2
r30
)
,
or equivalently,
(
2− 3G′′(0)c3φ1 ∂sφ0 δ
r20
)(
c2∂2sφ0
)
+
2c2
r0
∂sφ0 δ − 3c4G′′(0)φ1∂sφ1 ∂sφ0 · δ
r20
− 2c∂sφ1 = O
(
δ2
r20
)
.
Since
(
2− 3G′′(0)c3φ1 ∂sφ0 δr20
)−1
=
1
2
+
3
4
G′′(0)φ1∂sφ0
δ
r20
+ O
(
δ2
r40
)
, by multiplying both sides of the above
identity by
(
2− 3G′′(0)c3φ1 ∂sφ0 δ
r20
)−1
and using the fact c ∼ 1, it suffices to consider
∂2sφ0 +
(
δ
r0
+
3
2c
G′′(0)φ1
δ
r0
(1 + c2)
)
∂sφ0 =
1
c
∂sφ1 +O
(
δ2
r40
)
To solve for φ0, for s ∈ [0, 1), we consider the following family (parametrized by a compact set of parameters
θ ∈ S2 and the parameters δ and 1
r0
) of linear ordinary differential equations
6 SHUANG MIAO
∂2sφ0 +
(
δ
r0
+
3
2c
G′′(0)φ1
δ
r0
(1 + c2)
)
∂sφ0 − c−1∂sφ1 = δ
2
r40
φ2,
φ0(r0, θ) = ∂sφ0(r0, θ) = 0.
(1.12)
Since the Ck-norms of the solution depends smoothly on the coefficients and the parameters θ, δ and 1r0 , all
Ck-norms of φ0 are of order O(1) and indeed are determined by the solution of
∂2sφ0 − c−1∂sφ1 = 0,
φ0(r0, θ) = 0, ∂sφ0(r0, θ) = 0.
(1.13)
In particular, this shows that the ansatz (1.11) holds if we choose C appropriately large in (1.11) and δ sufficiently
small. Note that although the ODE (1.12) depends on δ and r−10 explicitly, if a priorily we choose δ and r
−1
0 to
be less than 12 , the C
k-norms of φ0 in (1.12) depends on φ1 through (1.13) and some other absolute constants,
therefore indepedent of the final choice of δ and r−10 . So the above construction shows that
|L2φ| . δ
3
2
r30
.
We claim that, by the above choice of initial data, on Σδ−r0 , we automatically have
|Lφ| . δ
3
2
r20
.
Indeed, by replacing ∂t = L+ c∂r in the main equation, we obtain
∂rLφ =
1
2c
(
− L2φ− Lc ∂rφ+ 2c
2
r
∂rφ+
c2
r2
∆/ S2φ
)
.
By the construction of the data, it is obvious that all the terms on the right hand side are of size O
(
δ
1
2
r20
)
. By
integrating from r0 to r with r ∈ [r0, r0 + δ) and Lφ(r0, θ) = 0, we have
|Lφ(r, θ)| ≤ δ ·O
(
δ
1
2
r20
)
. δ
3
2
r20
.

Definition 1.2. The Cauchy initial data of (?) constructed in the lemma (satisfying the two properties) are
called no-outgoing-radiation short pulse data.
The main theorem of the paper is as follows:
Main Theorem. For a given constant G′′(0) 6= 0, we consider
−(1 + 3G′′(0)(∂tφ)2)∂2t φ+ ∆φ = 0.
Let (φ1, φ2) be a pair of seed data and the initial data for the equation is taken to be the no-outgoing-radiation
initial data.
If the following condition on φ1 holds for at least one (s, θ) ∈ (0, 1]× S2:
G′′(0) · ∂sφ1(s, θ) · φ1(s, θ) ≤ −1
3
, (1.14)
then there exists a constant δ0 which depends only on the seed data (φ1, φ2), so that for all δ < δ0, shocks form
for the corresponding solution φ before t = −1, i.e. φ will no longer be smooth.
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Remark 1.3. The choice of φ1 in the proof of Lemma 1.1 is arbitrary. In particular, this is consistent with
the condition (1.14) since φ1 can be freely prescribed.
Remark 1.4. (1) We do not assume spherical symmetry on the initial data. Therefore, the theorem is in
nature a higher dimensional result.
(2) The proof can be applied to a large family of equations derived through action principle. We will discuss
this point when we consider the Lagrangian formulation of (?).
(3) The condition (1.14) is only needed to create shocks. It is not necessary at all for the a priori energy
estimates.
Remark 1.5. The smoothness of φ breaks down in the following sense:
1) The solution and its first derivative, i.e. φ and ∂φ, are always bounded. Moreover, |∂tφ| . δ 12 |t|−1,
therefore (?) is always of wave type.
2) The second derivative of the solution blows up. In fact, when one approaches the shocks, |∂t∂rφ| blows
up.
1.4. A brief discussion on physical motivation. To actually create electromagnetic shocks in laboratory,
one would have to focus sufficiently strong electromagnetic wave pulses into a suitable nonlinear medium. As
a preliminary step for the model equation (?), in [18] we identified a class of large initial data, which can
be thought as a strongly focused wave pulse, on the initial hypersurface {(t, x)|t = −2}, and proved shock
formation before the time slice {(t, x)|t = −1}. This means that pulse has to be strong enough such that shock
can form within a time period approximately 1. However, in reality due to the limitation of lasers, one can
only focus weak wave pulse in experiments, namely, the initial electric field has to be small. For our model
equation, ∂tφ has to be small initially. Mathematically, this can be achieved by choosing δ sufficiently small.
However, physically, if δ, which measures the width the initial pulse, is too small, then wave pulse would have
high frequency and the dispersion effect would dominate. In this case, the system (1.3)-(1.4) would be no longer
accurate to model the physical situation. (See [16].) Therefore the question is whether we can make the initial
pulse (∂tφ|t=−r0) small without increasing its frequency, which is measured by δ−1. Thanks to the profile (1.8)
of the short pulse data, by choosing r0 sufficiently large, this problem is addressed.
1.5. Historical works. The study of singularity formation for quasilinear wave equations dates back to the
work [12], in which he obtained upper bounds for the lifespan of the rotationally symmetric solutions to the
equation −∂2t φ + ∆φ = ∂tφ∂2t φ (see also the survey article [13] and references therein). Later in [3] and [2],
Alinhac removed the symmetric assumption and showed the solution blows up in 2d. Moreover, he gave a
precise description of the solution near the blow-up point.
A major breakthrough in understanding the shock formations in higher dimensional space is made by
Christodoulou in his monograph [5]. He considers the relativistic 3d Euler equations for a perfect irrota-
tional fluid with an arbitrary equation of state. Given the initial data being a small perturbation from the
constant state, he obtained a complete picture of shock formation. A similar result for classical Euler equa-
tions is obtained in [8]. The approaches are based on differential geometric methods originally introduced
by Christodoulou and Klainerman in their monumental proof [7] of the nonlinear stability of the Minkowski
spacetime in general relativity. More recently, based on similar ideas, Holzegel, Klainerman, Speck and Wong
have obtained remarkable results in understanding the stable mechanism for shock formations for certain types
of quasilinear wave equations with small data in three dimensions, see their overview paper [10] and Speck’s
detailed proof [19]. In [5] and [8] the authors obtained sharp lower and upper bounds for the lifespan of smooth
solutions associated to the given data without any symmetry conditions. Prior to [5] [8], most of works on shock
waves in fluid are limited to the simplified case of with some symmetric assumptions, i.e. essentially the one
space dimension case. As an example, we note the work [1] by Alihnac in which the singularity formation for
the compressible Euler equations on R2 with rotational symmetry is studied. Let us also note a recent work [9]
in which a complete description of shock formation for genuinely nonlinear one-dimensional hyperbolic system
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is given. [9] generalizes an influential result [11] which states that no genuinely nonlinear strictly hyperbolic
quasilinear first order system in one dimensional space has a global smooth solution for small enough initial
data.
All the aforementioned works have the common feature that the initial data are small. However, as we have
explained at the beginning of the paper, we need to use a special family of large data–the so called short pulse
data–to create shock for (?). The short pulse data was first introduced by Christodoulou in a milestone work
[6] in understanding the formation of black holes in general relativity. By identifying an open set of initial data
without any symmetry assumptions (the short pulse ansatz), he showed that a trapped surface can form, even
in vacuum spacetime, from completely dispersed initial configurations and by means of the focusing effect of
gravitational waves. Although the data are no longer close to Minkowski data, in other words, the data are no
longer small, he is still able to prove a long time existence result for these data. This establishes the first result
on the long time dynamics in general relativity and paves the way for many new developments on dynamical
problems related to black holes. Shortly after Christodoulou’s work, Klainerman and Rodnianski extends and
significantly simplifies Christodoulou’s work, see [15]. From a pure PDE perspective, the data appeared in
the above works are carefully chosen large profiles which can be preserved by the Einstein equations along the
evolution. Later in [18] the short pulse data was applied to prove shock formation for (?). There based on an
energy estimate, we showed that the hierarchy with respect to the small parameter δ of the short pulse data
is propagated until the shock formation. Since in [18] the energy estimate is proved for a finite time interval
t ∈ [−2,−1], one only needs to track the behavior of solution with respect to δ. However, in the present work,
since the time behavior is crucial of interest, one needs to propagate both the δ and t hierarchy in the energy
estimate. Let us conclude this subsection by noting that recently, Speck, Holzegel, Luk and Wong studied
shock formation for a class of 2d quasilinear wave equation with initial data being a small perturbation of a
plane symmetric solution (see [20], and also its recent generalization [17] to compressible Euler equation with
non-zero vorticity.). Since the size of plane symmetric solution could be large, the derivative of the solution
along one certain direction is allowed to be large. On the other hand, due to the smallness of the perturbation,
the derivatives along other directions are small, which allows the authors to close the energy estimate. Since
plane waves do not disperse, there are no dispersive estimates in [20].
1.6. New features of the proof. Since the equation (?) is invariant under the space and time translations, we
consider its linearized equation which is a linear wave equation with respect to a Lorentzian metric defined by
the solution. Like in [18], the proof of the energy estimates is based on the study of geometry for the incoming
null hypersurfaces with respect to this Lorentizain metric. The shock formation is equivalent to the collapse of
the foliation by these null hypersurfaces. In the energy estimates, we need to use descent scheme to eliminate
the singularity raised by shock formation. (See more details in the introduction of [18].) Here we will discuss
some new features related to the dispersive estimates but not appearing in [18].
(1) A modified multiplier vectorfield. In [18] since we are interested in the behavior of solution in the
time interval t ∈ [−2,−1], no dispersive estimate is needed. Therefore to prove the energy estimate,
it suffice to prove that the L2-norm ‖(∂φ)(t, ·)‖L2(R3) is bounded by initial data. To prove such an
energy estimate we only need to use the standard multiplier ∂t. (In reality, we use the analog of null
vectorfields L := ∂t − ∂r, L := ∂t + ∂r in Minkowski spacetime.) While in the present work, since we
solve the equation from t = −r0, where r0 can be arbitrarily large, to t = −1, pointwise decay estimate
is needed. To this end, we prove that the weighted L2-norm ‖t(∂φ)(t, ·)‖L2(R3) is bounded by initial
data. For wave equations in Minkowski spacetime, the standard way to obtain such estimates is to use
the conformal Killing vectorfield K0 := u
2L + u2L as the multiplier in proving energy estimate. Here
u :=
1
2
(t − r), u := 1
2
(t + r). In this paper we also choose such a vectorfield as the multiplier and of
course the functions u, u and the vectorfields L,L are associated to the Lorentzian metric defined by
the solution. In reality, since we are interested in the solution defined in a region corresponding to a
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small range of u, instead of u2L + u2L, we use an analogy of u2L as the multiplier. (See Remark 5.4
for more discussion)
(2) The scattering data. In the proof we will show that all the constants appearing in the estimates do not
depend on r0. In other words, as r0 →∞, the energy estimates still hold if the initial energies are finite
as r0 → ∞. We will prove that the limits of energies as r0 → ∞ indeed exist. (See Proposition 5.2)
The scattering data is in this sense. The energy estimates imply the semi-global existence of the smooth
solution from t = −∞ all the way up to shock formation. On the other hand, as we have stated, since
r0 can be made as large as we wish, the initial intensity of the pulse, |∂tφ · ∂r∂tφ| (−r0, θ), can be made
as small as possible without shrinking the size of δ, which fits the reality.
(3) Resolve of a logarithmic divergence in estimating geometric quantities. To obtain the L2-estimates
for higher order derivatives, one needs to commute certain vectorfields with the linearized equation.
Since the linearized wave equation is with respect to the Lorentzian metric defined by solution, the
commutator vectorfields are usually no longer Killing or conformal Killing. So we need to estimate the
nonlinear contributions from the deformation tensors of commutators. In particular, the highest order
derivatives of these deformation tensors are the most difficult ones to estimate. Not only that we need
to modify the propagation equations satisfied by them to avoid loss of regularity (This modification
also appears in [5], [8], [10], [19], [18] and [20].), but also the top order derivatives of the deformation
tensors result in a logarithmic divergence:
E(t) . E(−r0) +
∫ t
−r0
(−t′)−2
∫ t′
−r0
(−t′′)−1E(t′′)dt′′dt′ (1.15)
Here E is the L2-norm of highest order derivatives for φ. Since −t ≤ −t′ ≤ −t′′ ≤ r0, the estimate for
E(t) would grow in r0. In fact, let us denote by X(t) the L
2-norm of the top order derivative of the
defomration tensor. Since the contribution of X(−r0) is lower order, we omit it in this rough outline.
Systematically, we have
X ′(t) ≤ (−t)−1E(t) ⇒ X(t) ≤ X(−r0) +
∫ t
−r0
(−t′)−1E(t′)dt′. (1.16)
On the other hand, E(t) depends on X(t) (roughly) through the following inequality:
E(t) ≤ E(−r0) +
∫ t
−r0
(−t′)−2X(t′)dt′. (1.17)
Combining (1.16) and (1.17), we obtain (1.15). To avoid this logarithmic divergence, we use a modified
energy X˜(t) for the top order derivative of deformation tensor, such that X˜(t) ∼ (−t)−1X(t) and X˜ ′(t) ∼
(−t)−1X ′(t). This modification can be achieved by modifying a commutator vectorfield. Therefore the
second inequality in (1.16) becomes
X˜(t) ≤ X˜(−r0) +
∫ t
−r0
(−t′)−2E(t′)dt′, (1.18)
and the inequality in (1.17) becomes
E(t) ≤ E(−r0) +
∫ t
−r0
(−t′)−1X˜(t′)dt′. (1.19)
Combing (1.18) and (1.19), we obtain
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E(t) . E(−r0) +
∫ t
−r0
(−t′)−1
∫ t′
−r0
(−t′′)−2E(t′′)dt′′dt′, (1.20)
and the estimate for E(t) will no longer depend on r0. The rigorous and detailed derivation of this
argument is given in Section 7.
2. The optical geometry
The construction of optical geometry is similar to that in [18]. To let the present paper be self-contained,
here we repeat some necessary discussions in [18].
2.1. The optical metric and linearized equation. We observe that main equation (?) is invariant under
space translations, rotations and the time translation. This can also be seen from the invariance of the La-
grangian L(φ) under these symmetries. We use A to denote any possible choice from {∂t, ∂i,Ωij = xi∂j −xj∂i}
where i, j = 1, 2, 3 and i < j. These vectorfields correspond to the infinitesimal generators of the symmetries of
(?).
To linearize (?), we apply the symmetry generated by A to a solution φ of (?) to obtain a family of solutions
{φτ : τ ∈ R
∣∣φ0 = φ}. Therefore, − 1c(φτ )2 ∂2t φτ + ∆φτ = 0 for τ ∈ R. We then differentiate in τ and evaluate at
τ = 0. We define the so called variations ψ as
ψ := Aφ =
dφτ
dτ
|τ=0 (2.1)
By regarding φ as a fixed function, this procedure produces a linear equation for ψ, which is the linearized
equation of (?) for the solution φ with respect to the symmetry A.
In the tangent space at each point in R3+1 where the solution φ is defined, we introduce the following
Lorentzian metric gµν
g = −c2dt⊗ dt+ dx1 ⊗ dx1 + dx2 ⊗ dx2 + dx3 ⊗ dx3, (2.2)
with (t, x1, x2, x3) being the standard rectangular coordinates in Minkowski spacetime. Since c depends on the
solution φ, so does gµν . We also introduce a conformal metric g˜µν with the conformal factor Ω =
1
c
g˜µν = Ω · gµν = 1
c
gµν . (2.3)
We refer gµν and g˜µν as the optical metric and the conformal optical metric respectively.
A direct computation shows
Lemma 2.1. The linearized equation of (?) for a solution φ with respect to A can be written as
2g˜ψ = 0, (2.4)
where 2g˜ is the wave operator with respect to g˜ and ψ = Aφ.
This lemma can also be proved using a more natural way which is standard in Lagrangian field theory, e.g.
see [4], by showing the linearized Lagrangian density of (1.1) is exactly the Lagrangian density for the linear
wave equation associated to g˜.
2.2. Lorentzian geometry of the maximal development.
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2.2.1. The maximal development. We define a function u on Σ−r0 as follows:
u := r − r0. (2.5)
The level sets of u in Σ−r0 are denoted by S−r0,u and they are round spheres of radii u+r0. The annular region
Σδ−r0 defined in (1.7) is foliated by S−r0,u as
Σδ−r0 :=
⋃
u∈[0,δ]
S−r0,u. (2.6)
Given an initial data set (φ, ∂tφ)
∣∣
t=−r0 defined on B
r0+δ−r0 :=
⋃
u∈[−r0,δ] S−r0,u to the main equation (?) (as
we stated in the Main Theorem), we recall the notion of the maximal development or maximal solution with
respect to the given data.
By virtue of the local existence theorem (to (?) with smooth data), one claims the existence of a development
of the given initial data set, namely, the existence of
• a domain D in Minkowski spacetime, whose past boundary is Br0+δ−r0 ;
• a smooth solution φ to (?) defined on D with the given data on Br0+δ−r0 with following property: For any
point p ∈ D, if an inextendible curve γ : [0, τ)→ D satisfies the property that
(1) γ(0) = p,
(2) For any τ ′ ∈ [0, τ), the tangent vector γ′(τ ′) is past-pointed and causal (i.e., g(γ′(τ ′), γ′(τ ′)) ≤ 0)
with respect to the optical metric gαβ at the point γ(τ
′),
then the curve γ must terminate at a point of Br0+δ−r0 .
By the standard terminology of Lorentzian geometry, the above simply says that Br0+δ−r0 is a Cauchy hyper-
surface of D.
The local uniqueness theorem asserts that if (D1, φ1) and (D2, φ2) are two developments of the same initial
data sets, then φ1 = φ2 in D1
⋂D2. Therefore the union of all developments of a given initial data set is itself
a development. This is the so called maximal development and its corresponding domain is denoted by W ∗.
The corresponding solution is called the maximal solution. Sometimes we also identify the development as its
corresponding domain when there is no confusion.
2.2.2. Geometric set-up. Given an initial data set, we consider a specific family of incoming null hypersurfaces
(with respect to the optical metric g) in the maximal development W ∗. Recall that u is defined on Σ−r0 as
r−r0. For any u ∈ [0, δ], we use Cu to denote the incoming null hypersurface emanated from the sphere S−r0,u.
By definition, we have Cu ⊂W ∗ and Cu
⋂
Σ−r0 = S−r0,u.
Let Wδ be the subset of the maximal development of the given initial data foliated by Cu with u ∈ [0, δ], i.e.,
Wδ :=
⋃
u∈[0,δ]
Cu. (2.7)
Roughly speaking, our main estimates will be carried out only on Wδ. The reason is as follows: since we assume
that the data set is completely trivial for u ≤ 0 on Σ−r0 , the uniqueness of smooth solutions for quasilinear
wave equations implies that the spacetime in the interior of C0 is indeed determined by the trivial solution. In
particular, C0 is a flat cone in Minkowski spacetime (with respect to the Minkowski metric).
We extend the function u to Wδ by requiring that the hypersurfaces Cu are precisely the level sets of the
function u. Since Cu is null with respect to gαβ , the function u is then a solution to the equation
(g−1)αβ∂αu∂βu = 0, (2.8)
where (g−1)αβ is the inverse of the metric gαβ . We call such a function u an optical function.
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With respect to the affine parameter, the future-directed tangent vectorfield of a null geodesic on Cu is given
by
L̂ := −(g−1)αβ∂αu ∂β . (2.9)
However, for an apparent reason, which will be seen later, instead of using L̂, we will work with a renormalized
(by the time function t) vectorfield L defined through
L = µL̂, Lt = 1, (2.10)
i.e., L is the tangent vectorfield of null geodesics parametrized by t.
The function µ can be computed as
1
µ
= −(g−1)αβ∂αu∂βt.
We will see later on that the µ also has a very important geometric meaning: µ−1 is the density of the foliation⋃
u∈[0,δ] Cu.
Given u ≤ δ, to consider the density of null-hypersurface-foliation on Σt
⋂
Wδ, we define
µum(t) = min
(
inf
(u′,θ)∈[0,u]×S2
µ(t, u′, θ), 1
)
. (2.11)
For u = δ, we define
s∗ = sup
{
t
∣∣t ≥ −r0 and µδm(t) > 0}.
From the PDE perspective, for the given initial data to (?) (as constructed in Lemma 1.1), we also define
t∗ = sup
{
τ
∣∣τ ≥ −r0 such that the smooth solution exists for all (t, u) ∈ [−r0, τ)× [0, δ] and θ ∈ S2}.
Finally, we define
s∗ = min{s∗,−1}, t∗ = min{t∗, s∗}. (2.12)
We remark that we will exhibit data in such a way that the solution breaks down before t = −1. This is the
reason we take −1 in the definition of s∗.
In the sequel, we will work in a further confined spacetime domain W ∗δ ⊂Wδ ⊂W ∗ to prove a priori energy
estimates. By definition, it consists of all the points in Wδ with time coordinate t ≤ t∗, i.e.,
W ∗δ = Wδ
⋂( ⋃
−r0≤t≤t∗
Σt
)
.
For the purpose of future use, we introduce more notations to describe various geometric objects.
For each (t, u) ∈ [−r0, t∗)× [0, δ], we use St,u to denote the closed two dimensional surface
St,u := Σt
⋂
Cu. (2.13)
In particular, we have
W ∗δ =
⋃
(t,u)∈[−r0,t∗)×[0,δ]
St,u. (2.14)
For each (t, u) ∈ [−r0, t∗)× [0, δ], we define
Σ
u
t :=
{
(t, u′, θ) ∈ Σt | 0 ≤ u′ ≤ u
}
,
Ctu :=
{
(τ, u, θ) ∈ Cu | −r0 ≤ τ ≤ t
}
,
W tu :=
⋃
(t′,u′)∈[−r0,t)×[0,u]
St′,u′ .
(2.15)
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In what follows when working in W tu, we usually omit the superscript u to write µ
u
m(t) as µm(t), whenever
there is no confusion.
We define the vectorfield T in W ∗δ by the following three conditions:
1) T is tangential to Σt;
2) T is orthogonal (with respect to g) to St,u for each u ∈ [0, δ];
3) Tu = 1.
The letter T stands for “transversal” since the vectorfield is transversal to the foliation of null hypersurfaces
Cu.
In particular, the point 1) implies
Tt = 0. (2.16)
According to (2.8)-(2.10), we have
Lu = 0, Lt = 1. (2.17)
In view of (2.10), (2.17), (2.16) and the fact Tu = 1, we see that the commutator
Λ := [L, T ] (2.18)
is tangential to St,u.
In view of (2.8)-(2.10) and the fact Tu = 1 we have
g(L, T ) = −µ, g(L,L) = 0. (2.19)
Since T is spacelike with respect to g (indeed, Σt is spacelike and T is tangential to Σt), we denote
g(T, T ) = κ2, κ > 0. (2.20)
Lemma 2.2. As in [18], we have the following relations for L, T , µ and κ:
µ = cκ, L = ∂0 − cκ−1T, (2.21)
where ∂0 is the standard time vectorfield in Minkowski spacetime.
Proof. The proof is by direct computations, which can be found in [18]. We omit it here. 
Remark 2.3. On the initial Cauchy surface Σ−r0 , since u = r − r0, we have T = ∂r and κ = 1. Therefore, by
using the standard rectangular coordinates, we obtain that
L = ∂t − c∂r.
This is coherent with the notations and computations in Lemma 1.1.
2.2.3. The optical coordinates. We construct a new coordinate system on W ∗δ . If shocks form, the new coordinate
system is completely different from the standard rectangular coordinates. Indeed, we will show that they define
two differentiable structures on W ∗δ when shocks form.
Given u ∈ [0, δ], the generators of Cu define a diffeomorphism between S−r0,u and St,u for each t ∈ [−r0, t∗).
Since S−r0,u is diffeomorphic to the standard sphere S2 ⊂ R3 in a natural way. We obtain a natural diffeomor-
phism between St,u and S2. If local coordinates (θ1, θ2) are chosen on S2, then the diffeomorphism induces local
coordinates on St,u for every (t, u) ∈ [−r0, t∗)× [0, δ]. The local coordinates (θ1, θ2), together with the functions
(t, u) define a complete system of local coordinates (t, u, θ1, θ2) for W ∗δ . This new coordinates are defined as the
optical coordinates.
We now express for L, T and the optical metric g in the optical coordinates.
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First of all, the integral curves of L are the lines with constant u and θ. Since Lt = 1, therefore in optical
coordinates we have
L =
∂
∂t
. (2.22)
Similarly, since Tu = 1 and T is tangential to Σt, we have
T =
∂
∂u
− Ξ (2.23)
with Ξ a vectorfield tangential to St,u. Locally, we can express Ξ as
Ξ =
∑
A=1,2
ΞA
∂
∂θA
, (2.24)
The metric g then can be written in the optical coordinates (t, u, θ1, θ2) as
g = −2µdtdu+ κ2du2 + /gAB
(
dθA + ΞAdu
) (
dθB + ΞBdu
)
(2.25)
with
/gAB = g
(
∂
∂θA
,
∂
∂θB
)
, 1 ≤ A,B ≤ 2. (2.26)
To study the differentiable structure defined by the optical coordinates, we study the Jacobian 4 of the
transformation from the optical coordinates (t, u, θ1, θ2) to the rectangular coordinates (x0, x1, x2, x3).
First of all, since x0 = t, we have
∂x0
∂t
=1,
∂x0
∂u
=
∂x0
∂θA
= 0.
Secondly, by (2.23), we can express T = T i∂i in the rectangular coordinates (x
1, x2, x3) as
T i =
∂xi
∂u
−
∑
A=1,2
ΞA
∂xi
∂θA
In view of the fact that T is orthogonal to ∂
∂θA
with respect to the Euclidean metric (which is the induced
metric of g on Σt!), we have
4 = det

T 1 T 2 T 3
∂x1
∂θ1
∂x2
∂θ1
∂x3
∂θ1
∂x1
∂θ2
∂x2
∂θ2
∂x3
∂θ2
 = ‖T‖
∥∥∥∥ ∂∂θ1 ∧ ∂∂θ2
∥∥∥∥ = c−1µ√det /g,
where ‖ · ‖ measures the magnitude of a vectorfield with respect to the Euclidean metric in R3 (defined by the
rectangular coordinates (x1, x2, x3)).
We end the discussion by an important remark.
Remark 2.4 (Geometric meaning of µ). In the sequel, we will show that the wave speed function c will be
always approximately equal to 1 in W ∗δ . Since µ = cκ, we may think of µ being κ in a efficient way.
On the other hand, by the definition of T , in particular Tu = 1, we know that κ−1 is indeed the density of
the foliation by the Cu’s. This is because g(T, T ) = κ
2. Since the optical metric coincides with the Euclidean
metric on each constant time slice Σt, by µ ∼ κ, we arrive at the following conclusion:
• µ−1 measures the foliation of the incoming null hypersurfaces Cu’s.
Therefore, by regarding shock formation as the collapsing (i.e. the density blows up) of the characteristics ('
the incoming null hypersurfaces), we may say that
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• Shock formation is equivalent to µ→ 0.
By virtue of the formula 4 = c−1µ√det /g, it is clear (the volume element √det /g will be controlled in the
sequel) that if shock forms then the coordinate transformation between the optical coordinates and the rectangular
coordinates will fail to be a diffeomorphism. Therefore, we can also say that
• Shock formation is equivalent to the fact that the optical coordinates on the maximal development de-
fines a different differentiable structure (compared to the usual differentiable structure induced from the
Minkowski spacetime).
2.3. Connection, curvature and structure equations. The 2nd fundamental forms of St,u ↪→ Cu and
St,u ↪→ Σt are defined as
χ
AB
:= g(∇XAL,XB), θAB := g(∇XA Tˆ ,XB) (2.27)
respectively. Here ∇ is the Levi-Civita connection of g and T̂ := cµ−1T . For χ, sometimes we will treat
the trace/traceless parts with respect to /g separately, which are defined as trχ := (/g
−1)ABχ
AB
and χ̂
AB
:=
χ
AB
− 12/gABtrχ. At each point p ∈ W ∗, the vectorfields {L, T} form a basis of subspace of TpW ∗, which
is orthogonal to TpSt,u. Since by virtue of (2.2) the vectorfield
∂
∂x0
is orthogonal to TpSt,u,
∂
∂x0
is a linear
combination of L and T . Actually
∂
∂x0
= L+ cT̂ and χ = −cθ.
The torsion one forms η
A
and ζ
A
are defined by ζ
A
= g(∇XAL, T ) and ηA = −g(∇XAT, L). They are related
to the inverse density µ by η
A
= ζ
A
+XA(µ) and ζA = −c−1µXA(c).
An outgoing null vectorfield
L := c−2µL+ 2T (2.28)
is introduced so that g(L,L) = −2µ. The corresponding 2nd fundamental form is χAB = g(∇XAL,XB).
Similarly, we define trχ = trg/ χ = g/
AB
χAB and χ̂AB = χAB − 1
2
trχ g/AB .
The covariant derivative ∇ is expressed in the frame (L, T,X1, X2):
∇LL = µ−1(Lµ)L, ∇TL = ηAXA − c−1L(c−1µ)L,
∇XAL = −µ−1ζAL+ χABXB , ∇LT = −ζ
AXA − c−1L(c−1µ)L,
∇TT = c−3µ
(
Tc+ L(c−1µ)
)
L+
(
c−1
(
Tc+ L(c−1µ)
)
+ T
(
log(c−1µ)
))
T − c−1µ/gABXB(c−1µ)XA,
∇XAT = µ−1ηAT + c−1µθAB/gBCXC , ∇LXA = ∇XAL, ∇XAXB = ∇/XAXB + µ−1χABT.
In terms of null frames (L,L,X1, X2), we have
∇LL = −L(c−2µ)L+ 2ηAXA, ∇LL = −2ζAXA,
∇LL = (µ−1Lµ+ L(c−2µ))L− 2µXA(c−2µ)XA, ∇XAL = µ−1ηAL+ χABXB ,
∇XAXB = ∇/XAXB +
1
2
µ−1χ
AB
L+
1
2
µ−1χABL.
Here /∇ is the induced covariant derivative on St,u.
In the Cartesian coordinates, the only non-vanishing curvature components are R0i0j ’s:
R0i0j =
1
2
d(c2)
dρ
∇i∇jρ+ 1
2
d2(c2)
dρ2
∇iρ∇jρ− 1
4
c−2|d(c
2)
dρ
|2∇iρ∇jρ.
In the optical coordinates, the only nonzero curvature components are αAB = R(XA, L,XB , L):
αAB =
1
2
d(c2)
dρ
/∇2XA,XBρ−
1
2
µ−1
d(c2)
dρ
T (ρ)χ
AB
+
1
2
(d2(c2)
dρ2
− 1
2
c−2
∣∣d(c2)
dρ
∣∣2)XA(ρ)XB(ρ).
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We define α′AB =
1
2
d(c2)
dρ
/∇2XA,XBρ+ 12 [d
2(c2)
dρ2 − 12c−2|d(c
2)
dρ |2]XA(ρ)XB(ρ) such that
αAB = −
1
2
µ−1
d(c2)
dρ
T (ρ)χ
AB
+ α′AB . (2.29)
Remark 2.5. As a convention, we say that the first term on the right hand side of (2.29) is singular in µ
(since µ may go to zero). The second term α′AB is regular in µ.
Indeed, in the course of the proof, we will see that α′AB are bounded and αAB behaves exactly as µ
−1 in
amplitude. Therefore, in addition to two equivalent descriptions of the shock formation in Remark 2.4, we have
another geometric interpretation:
• Shock formation is equivalent to the fact that curvature tensor of the optical metric g becomes unbounded.
Compared to the one dimensional picture of shock formations in conservation laws, e.g., for inviscid Burgers
equation, this new description of shock formation is purely geometric in the following sense: it does not even
depend on the choice of characteristic foliation (because the curvature tensor is tensorial!).
In the frame (T, L, ∂
∂θA
), we have the following structure equations in optical coordinates:
L(χ
AB
) = µ−1(Lµ)χ
AB
+ χ
A
Cχ
BC
− αAB , (2.30)
/divχ− /dtrχ = −µ−1(ζ · χ− ζtrχ), (2.31)
/LTχAB = (∇/ ⊗̂η)AB + µ−1(ζ⊗ˆη)AB − c−1L(c−1µ)χAB + c−1µ(θ⊗̂χ)AB , (2.32)
which will be used in proving the main estimates. Here (ζ · χ)B = /gACζAχBC , (∇/ ⊗̂η)AB =
1
2
(∇/AηB +∇/BηA),
(ζ⊗̂η)AB = 12 (ζAηB + ζBηA) and (θ⊗̂χ)AB = 12 (θACχCB + θBCχCA). By taking the trace of (2.30), we have
Ltrχ = µ−1(Lµ)trχ− |χ|2/g − trα. (2.33)
The inverse density function µ satisfies the following transport equation:
Lµ = m+ µe, (2.34)
with m = − 12 d(c
2)
dρ Tρ and e =
1
2c2
d(c2)
dρ Lρ. With these notations, we have αAB = µ
−1mχ
AB
+ α′AB .
Regarding the regularity in µ, we use (2.34) to replace Lµ in (2.30). This yields
L(χ
AB
) = eχ
AB
+ χ
A
Cχ
BC
− α′AB . (2.35)
Compared to the original (2.30), the new equation is regular µ in the sense that it has no µ−1 terms.
2.4. Rotation Vectorfields. Although g
∣∣
Σt
is flat, the foliation St,u is different from the standard spherical
foliation. In the Cartesian coordinates on Σt, let Ω1 = x
2∂3 − x3∂2, Ω2 = x3∂1 − x1∂3 and Ω3 = x1∂2 − x2∂1
be the standard rotations. Let Π be the orthogonal projection to St,u. The rotation vectorfields Ri ∈ Γ(TSt,u)
(i = 1, 2, 3) are defined by
Ri = Π Ωi. (2.36)
Let indices i, j, k ∈ {1, 2, 3}. We use the T k, Lk and XkA to denote the components for T , L and XA in the
Cartesian frame {∂i} on Σt (notice that L has also a 0th component L0 = 1). We introduce some functions to
measure the difference between the foliations St,u and the standard spherical foliations.
The functions λi’s measure the derivation from Ri to Ωi:
λiT̂ = Ωi −Ri. (2.37)
The functions y′k’s measure the derivation from T̂ to the standard radial vectorfield x
i
r ∂i:
y′k = T̂ k − x
k
r
. (2.38)
SHOCK QLW WITH WEAK PULSE 17
We also define (we will show that |yk − y′k| is bounded by a negligible small number)
yk = T̂ k − x
k
u− t . (2.39)
The functions zk’s measure the derivation of L from ∂t − ∂r in Minkowski spacetime:
zk = Lk +
xk
u− t = −
(c− 1)xk
u− t − cy
k.
Finally, the rotation vectorfields can be expressed as
Ri = Ωi − λi
3∑
j=1
T̂ j∂j , λi =
3∑
j,k,l=1
εilkx
lyk, (2.40)
where εijk is the totally skew-symmetric symbol.
3. Initial data, bootstrap assumptions and the main estimates
3.1. Preliminary estimates on initial data. In the Main Theorem, we take the so called short pulse datum
for (?) on Σδ−r0 . Recall that φ(−r0, x) = δ
3/2
r0
φ0(
r−r0
δ , θ) and ∂tφ(−r0, x) = δ
1/2
r0
φ1(
r−r0
δ , θ), where φ0, φ1 ∈
C∞0
(
(0, 1]× S2). The condition (3) in the statement of the Main Theorem reads as
‖Lφ‖L∞(Σ−r0) .
δ3/2
r20
, ‖L2φ‖L∞(Σ−r0) .
δ3/2
r20
.
We now derive estimates for φ and its derivatives on Σ−r0 . These estimates also suggest the estimates, e.g. the
bootstrap assumptions in next subsection, that one can expect later on.
For φ and ψ = Aφ where A ∈ {∂α}, by the form of the data, we clearly have
‖φ‖L∞(Σ−r0 ) .
δ3/2
r0
, ‖ψ‖L∞(Σ−r0 ) .
δ1/2
r0
. (3.1)
We will use Z or Zj to denote any vector from {T,Ri, Q} where Q = tL. On Σ−r0 , Z is simply ∂r, Ωi or
−r0(∂t − ∂r), therefore, we have
‖Zmψ‖L∞(Σ−r0 ) .
δ1/2−l
r0
, (3.2)
with l is the number of T ’s and Z ∈ {T,Ωi, Q}. We remark that throughout the whole argument Q appears at
most twice in the string of Z’s.
We also consider the incoming energy for Zmψ on Σ−r0 . According to (3.2), we have
‖L(Zmψ)‖L2(Σ−r0 ) + ‖/d(Zmψ)‖L2(Σ−r0 ) .
δ1−l
r0
, ‖T (Zmψ)‖L2(Σ−r0 ) . δ−l
where /d denotes for the exterior differential on St,u. In terms of L, for m ∈ Z≥0, we obtain
‖L(Zmψ)‖L2(Σ−r0 ) + ‖/d(Zmψ)‖L2(Σ−r0 ) .
δ1−l
r0
, ‖L(Zmψ)‖L2(Σ−r0 ) . δ−l (3.3)
where l is the number of T ’s in Z’s.
We also consider the estimates on some connection coefficients on Σ−r0 . For µ, since we have g(T, T ) = c
−2µ2
and T = ∂r on Σ−r0 , we then have µ = c on Σr0 . Since c =
(
1 + 2G′′(0)(∂tφ)2
)− 12 , according to (3.1), for
sufficiently small δ, we obtain
‖µ− 1‖L∞(Σ−r0 ) .
δ
r20
. (3.4)
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For χ
AB
, since χ
AB
= −cθAB = − c
r0
/gAB , we have χAB +
1
r0
/gAB = (1− c)
1
r0
/gAB . Hence,
‖χ
AB
+
1
r0
/gAB‖L∞(Σ−r0 ) .
δ
r30
. (3.5)
It measures the difference between the 2nd fundamental form with respect to gαβ and mαβ .
3.2. Bootstrap assumptions and the main estimates. We expect the estimates (3.1), (3.2) and (3.3) hold
not only for t = −r0 but also for later time slice in W ∗δ . For this purpose, we will run a bootstrap argument to
derive the a priori estimates for the Zmψ’s.
3.2.1. Conventions. We first introduce three large positive integers Ntop, Nµ and N∞. They will be determined
later on. We require that Nµ = b 34Ntopc and N∞ = b 12Ntopc + 1. Ntop will eventually be the total number of
derivatives applied to the linearized equation 2g˜ψ = 0.
As in [18], to count the number of derivatives, we define the order of an object. The solution φ is considered
as an order −1 object. The variations ψ = Aφ are of order 0. The metric g depends only on ψ, so it is of order
0. The inverse density function µ is of order 0. The connection coefficients are 1st order derivatives on g, hence,
of order 1. In particular, χ
AB
is of order 1. Let α = (i1, · · · , ik−1) be a multi-index with ij ’s from {1, 2, 3}. We
use Zαψ as a schematic expression of Zi1Zi2 · · ·Zik−1ψ. The order of Zαψ is |α|, where |α| = k − 1. Similarly,
for any tensor of order |α|, after taking m derivatives, its order becomes |α|+m. The highest order objects in
this paper will be of order Ntop + 1.
Let l ∈ Z≥0 and k ∈ Z. We use Olk,j or O≤lk,j to denote any term of order l or at most l with estimates
‖Olk,j‖L∞(Σt) .
δ
1
2k
(−t)j , ‖O
≤l
k,j‖L∞(Σt) .
δ
1
2k
(−t)j .
Similarly, we use Ψlk,j or Ψ
≤l
k,j to denote any term of order l or at most l with estimates
‖Ψlk,j‖L∞(Σt) .
δ
1
2k
(−t)j , ‖Ψ
≤l
k,j‖L∞(Σt) .
δ
1
2k
(−t)j ,
and moreover, it can be explicitly expressed a function of the variations ψ. For example, ∂tφ · ∂iφ ∈ Ψ01,1; A
term of the form
∏n
i=1 Z
αiψ so that max |αi| ≤ m is Ψ≤mn−2l,1, where l is the number of T appearing in the
derivatives. Note that χ and µ can not be expressed explicitly in terms of ψ. The Olk,j terms (or similarly the
Ψlk,j terms) obey the following algebraic rules:
O≤lk,j +O≤l
′
k′,j′ = O≤max(l,l
′)
min(k,k′),min(j,j′), O≤lk,jO≤l
′
k′,j′ = O≤max(l,l
′)
k+k′,j+j′ .
3.2.2. Bootstrap assumptions on L∞ norms. Motivated by (3.2), we make the following bootstrap assumptions
(B.1) on W ∗δ : For all t and 2 ≤ |α| ≤ N∞, 1
‖ψ‖L∞(Σt) + (−t)‖Lψ‖L∞(Σt) + (−t)‖/dψ‖L∞(Σt) + δ‖Tψ‖L∞(Σt) + δl‖Zαψ‖L∞(Σt) . δ1/2M(−t)−1. (B.1)
where l is the number of T ’s appearing in Zα and M is a large positive constant depending on φ. We will show
that if δ is sufficiently small which may depend on M , then we can choose M in such a way that it depends
only on the initial datum.
1For a multi-index α, the symbol α− 1 means another multi-index β with degree |β| = |α| − 1.
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3.2.3. Energy norms. For (t, u) ∈ [−r0, t∗) × [0, δ], let dµ/g be the volume form of /g. For a function f(t, u, θ),
we define ∫
Σ
u
t
f =
∫ u
0
(∫
St,u′
f(t, u′, θ)dµ/g
)
du′,
∫
Ctu
f =
∫ t
−r0
(∫
Sτ,u
f(τ, u, θ)dµ/g
)
dτ.
For a function Ψ(t, u, θ), we define the energy flux through the hypersurfaces Σ
u
t and C
t
u as
E(Ψ)(t, u) =
∫
Σ
u
t
(LΨ)2 + µ
(
(Lψ)2 + (1 + µ)|/dΨ|2) , F (Ψ)(t, u) = ∫
Ctu
(LΨ)2 + µ|/dΨ|2,
E(Ψ)(t, u) = (−t)2
∫
Σ
u
t
µ
((
LΨ +
1
2
t˜rχΨ
)2
+ |/dΨ|2
)
, F (Ψ)(t, u) =
∫
Ctu
(−t′)2
(
LΨ +
1
2
t˜rχΨ
)2
.
(3.6)
Here t˜rχ is the trace of χ with respect to the induced conformal metric /˜g.
For each integer 0 ≤ k ≤ Ntop, we define
Ek+1(t, u) =
∑
ψ
∑
|α|=k−1
δ2lE(Zα+1ψ)(t, u), Fk+1(t, u) =
∑
ψ
∑
|α|=k−1
δ2lF (Zα+1ψ)(t, u),
Ek+1(t, u) =
∑
ψ
∑
|α|=k−1
δ2lE(Zα+1ψ)(t, u), F k+1(t, u) =
∑
ψ
∑
|α|=k−1
δ2lF (Zα+1ψ)(t, u),
(3.7)
and
E≤k+1(t, u) :=
∑
j≤k
Ej+1(t, u), E≤k+1(t, u) :=
∑
j≤k
Ej+1(t, u)
F≤k+1(t, u) :=
∑
j≤k
Fj+1(t, u), F≤k+1(t, u) :=
∑
j≤k
F j+1(t, u)
(3.8)
where l is the number of T ’s appearing in Zα. The symbol
∑
ψ
means to sum over all the first order variations
Aφ of ψ. For the sake of simplicity, we shall omit this sum symbol in the sequel.
For each integer 0 ≤ k ≤ Ntop, we assign a nonnegative integer bk to k in such a way that
b0 = b1 = · · · = bNµ = 0, bNµ+1 < bNµ+2 < · · · < bNtop . (3.9)
We call bk’s the blow-up indices. The sequence (bk)0≤k≤Ntop will be determined later on.
For each integer 0 ≤ k ≤ Ntop, we also define the modified energy E˜k(t, u) and E˜k(t, u) as
E˜k+1(t, u) = sup
τ∈[−r0,t]
{µum(τ)2bk+1Ek+1(τ, u)}, E˜k+1(t, u) = sup
τ∈[−r0,t]
{µum(τ)2bk+1Ek+1(τ, u)}
F˜k+1(t, u) = sup
τ∈[−r0,t]
{µum(τ)2bk+1Fk+1(τ, u)}, F˜ k+1(t, u) = sup
τ∈[−r0,t]
{µum(τ)2bk+1F k+1(τ, u)}
E˜≤k+1(t, u) :=
∑
j≤k
E˜j+1(t, u), E˜≤k+1(t, u) :=
∑
j≤k
E˜j+1(t, u),
F˜≤k+1(t, u) :=
∑
j≤k
F˜j+1(t, u), F˜≤k+1(t, u) :=
∑
j≤k
F˜ j+1(t, u),
(3.10)
where µ
u
m(t) is defined as
µum(t) = min
τ∈[−r0,t]
{
inf
(u′,θ)∈[0,u]×S2
µ(τ, u′, θ), 1
}
(3.11)
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For simplicity, we omit the parameter u to write the weight as µm(t). When we work on the estimates on W
t
u,
the weight µm(t) means µ
u
m(t).
We now state the main estimates of the paper.
Theorem 3.1. There exists a constant δ0 depending only on the seed data φ0 and φ1, so that for all δ < δ0,
there exist constants M0, Ntop and (bk)0≤k≤Ntop with the following properties
• M0, Ntop and (bk)0≤k≤Ntop depend only on the initial datum.
• The inequalities (B.1) holds for all t < t∗ with M = M0.
• Either t∗ = −1 and we have a smooth solution in the time slab [−r0,−1]; or t∗ < −1 and then ψα’s as
well as the rectangular coordinates xi’s extend smoothly as functions of the coordinates (t, u, θ) to t = t∗
and there is at least one point on Σδt∗ where µ vanishes, thus we have shock formation.
• If, moreover, the initial data satisfies the largeness condition (1.14), then in fact t∗ < −1.
3.3. Preliminary estimates based on (B.1). In this subsection, we list the pointwise estimates for compo-
nents of optical metric, connection coefficients as well as deformation tensors associated to various vectorfields
based on (B.1). The proofs are similar to those in [18].
3.3.1. Estimates on metric and connection.
Lemma 3.2. For sufficiently small2 δ, we have
‖c− 1‖L∞(Σt) . δM2(−t)−2,
1
2
≤ c ≤ 2,
(−t)‖Lc‖L∞(Σt) + (−t)‖/dc‖L∞(Σt) . δM2(−t)−2, ‖Tc‖L∞(Σt) .M2(−t)−2.
(3.12)
Lemma 3.3. For sufficiently small δ, we have
‖m‖L∞(Σt) + (−t)‖/dm‖L∞(Σt) .M2(−t)−2, ‖Tm‖L∞(Σt) . δ−1M2(−t)−2, (3.13)
‖e‖L∞(Σt) + (−t)‖/de‖L∞(Σt) . δM2(−t)−2, ‖Te‖L∞(Σt) .M2(−t)−2, (3.14)
‖µ− 1‖L∞(Σt) + (−t)‖Lµ‖L∞(Σt) .M2(−t)−1. (3.15)
Lemma 3.4. For sufficiently small δ, we have
‖Tµ‖L∞(Σt) . δ−1M2(−t)−1, (−t)‖/dµ‖L∞(Σt) .M2(−t)−1. (3.16)
As a corollary of these lemmas, we can show
Corollary 3.5. For sufficiently small δ, we have
‖ζ‖L∞(Σt) . δM2(−t)−2, ‖η‖L∞(Σt) .M2(−t)−2. (3.17)
We now estimate χ
AB
. For this purpose, we introduce
χ′
AB
= χ
AB
+
/gAB
u− t . (3.18)
which measures the deviation of χ
AB
from the null 2nd fundamental form in Minkowski space. We have
Lemma 3.6. For sufficiently small δ, we have
‖χ′
AB
‖L∞(Σt) . δM2(−t)−3. (3.19)
2This sentence always means that, there exists ε = ε(M) so that for all δ ≤ ε, we have ...
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Proof. According to (2.35), we have
L(χ′
AB
) = eχ′
AB
+ χ′
A
Cχ′
BC
− e
u− t/gAB − α
′
AB . (3.20)
Hence, L|χ′|2/g = 2e|χ′|2 − 2χ′ABχ′BCχ′CA +
2|χ′|2
u−t − 2eu−t trχ′ − 2χ′ABαAB . Therefore, we obtain
L((t− u)2|χ′|) . (t− u)2
(
(|e|+ |χ′|)|χ′|+ |e|
u− t + |α
′|
)
(3.21)
Let P(t) be the property that ‖χ′‖L∞(Σt′ ) ≤ C0δM2(−t′)−3 for all t′ ∈ [−r0, t]. By choosing C0 suitably large,
according to the assumptions on initial data, we have ‖χ′‖L∞(Σ−r0 ) < C0δr−30 . It follows by continuity thatP(t) is true for t sufficiently close to −r0. Let t0 be the upper bound of t ∈ [−r0, t0] for which P(t) holds. By
continuity, P(t0) is true. Therefore, for t ≤ t0, we have |χ′(t)| + |e(t)| ≤ (C0 + C1)δM2(−t)−3 for a universal
constant C1. According to the explicit formula of α
′ and (B.1), for sufficiently small δ, there is a universal
constant C3 so that ‖α′‖L∞(Σt) ≤ C3δM2(−t)−4. In view of (3.21), there is a universal constant C4 so that
L((t− u)2|χ′|) ≤ C4(t− u)2
(
(C0 + C1)δM
2(−t)−3|χ′|+ (C1 + C3)δM2(−t)−4
)
. (3.22)
If we define x(t) = (t− u)2|χ′| along the integral curve of L, then we can rewrite (3.22) as dxdt ≤ fx+ g, where
f(t) = C4(C0 + C1)δM
2(−t)−3 and g(t) = C4(C1 + C3)δM2(−t)−2. By integrating from −r0 to t, we obtain
x(t) ≤ e
∫ t
−r0 f(t
′)dt′(
x(−r0) +
∫ t
−r0
e
− ∫ t′−r0 f(t′′)dt′′g(t′)dt′).
Taking into account the facts that
∫ t
−r0 f(t
′)dt′ ≤ C4(C0 + C1)δM2(−t)−1 and
∫ t
−r0 g(t
′)dt′ ≤ C4(C1 +
C3)δM
2(−t)−1, since (t− u)2 ∼ t2 on the support of χ′, for some universal constant C5, we have
‖χ′‖L∞(Σt) ≤C5eC4(C0+C1)δM
2
(−t)−2
(
r20‖χ′‖L∞(Σ−r0 ) + C4(C1 + C3)δM2(−t)−1
)
(3.23)
≤C5eC4(C0+C1)δM2(−t)−3
(
r30‖χ′‖L∞(Σ−r0 ) + C4(C1 + C3)δM2
)
We then fix C0 in such a way that C0 > 2C5C4(C1 + C3) and C0 >
r30‖χ′‖L∞(Σt)
4C5
. Provided δ satisfying
δ < log 2C4(C0+C1)M2 , the estimate (3.23) implies ‖χ′‖L∞(Σt) < C0δM2(−t)−3 for all t ∈ [−r0, t0]. By continuity,
P(t) holds for some t > t0. Hence the lemma follows. 
Remark 3.7 (Estimates related to the conformal optical metric g˜). As in [18], we shall use ˜ to indicate
the quantities defined with respect to g˜.
We expect the quantities (with ˜ ) defined with respect to g˜ have the similar estimates as the counterparts
(without ˜) defined with respect to g. This is clear: the difference can be explicitly computed in terms of c and
hence controlled by the estimates on c. For example, the difference between χ˜′
AB
and χ′
AB
is χ˜
AB
− χ
AB
=
− 12c2L(c)/gAB, based on (3.12) and (3.19), we have∥∥∥∥χ˜AB + /gABu− t
∥∥∥∥
L∞(Σt)
. δM2(−t)−3. (3.24)
3.3.2. Estimates on deformation tensors. Now we consider the deformation tensors of the following five com-
mutation vectorfields: Z1 = T,Z2 = R1, Z3 = R2, Z4 = R3, Z5 = Q. The notation Z
α for a multi-index
α = (i1, · · · , im) means Zi1Zi2 · · ·Zim with ij ∈ {1, 2, 3, 4, 5}. For a vectorfield Z, the deformation tensor (Z)pi
or (Z)pi with respect to g and g˜ is defined by (Z)piαβ = ∇αZβ +∇βZα or (Z)piαβ = 1c (Z)piαβ + Z( 1c )gαβ . As in
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[18], a direct calculation gives the expressions for deformation tensors of T
(T )piLL = 0,
(T )piLL = 4c
−1µT (c−2µ), (T )piLL = −2c−1(Tµ− c−1µT (c)),
(T )piLA = −c−3µ(ζA + ηA), (T )piLA = −c−1(ζA + ηA),
(T )̂˜/piAB = −2c−3µχ̂AB , tr(T ) /˜pi = −2c−3µtr/˜gχ˜.
(3.25)
and those of Q:
(Q)p˜iLL = 0,
(Q)p˜iLL = 4tL(c
−2µ)(c−1µ)− 4c−3µ2, (Q)p˜iLL = −2tL(c−1µ)− 2c−1µ
(Q)p˜iLA = 0,
(Q)p˜iLA = 2tc
−1(ζ
A
+ η
A
),
(Q)̂˜
/piAB = 2tc
−1χ̂
AB
, tr
(Q)
/˜pi = 2c−1ttr/˜gχ˜.
(3.26)
as well as their estimates:
‖µ−1(T )piLL‖L∞(Σt) . δ−1M2(−t)−1, ‖(T )piLL‖L∞(Σt) . δ−1M2(−t)−1, (3.27)
‖µ−1(T )piLA‖L∞(Σt) .M2(−t)−2, ‖(T )piLA‖L∞(Σt) .M2(−t)−2,
‖µ−1
(T )̂˜
/piAB‖L∞(Σt) . δM2(−t)−3, ‖µ−1tr(T ) /˜pi‖L∞(Σt) . (−t)−1.
‖µ−1(Q)p˜iLL‖L∞(Σt) . 1 +M2(−t)−1, ‖(Q)p˜iLL‖L∞(Σt) . 1 +M2(−t)−1, ‖(Q)p˜iLA‖L∞(Σt) .M2(−t)−1,
‖
(Q)̂˜
/piAB‖L∞(Σt) . δM2(−t)−2, ‖tr
(Q)
/˜pi‖L∞(Σt) . 1.
(3.28)
Actually the estimate for tr
(Q)
/˜pi can be improved more precisely. Let us rewrite the following component of
deformation tensor of Q:
tr
(Q)
/˜pi = 2c−1ttr/˜gχ˜ = 2c
−1ttr
/˜g
χ˜′ + 4
c−1u
u− t − 4(c
−1 − 1)− 4
This tells us:
‖tr(Q) /˜pi + 4‖L∞(Σut ) . δ(−t)−1. (3.29)
To derive the pointwise estimates for the deformation tensors of Ri requires more work. First, in view of
(2.40), we have the following expressions:
(Ri)piLL = 0,
(Ri)piTT = 2c
−1µ ·Ri(c−1µ), (Ri)piLT = −Ri(µ), (Ri)piAB = −2λiθAB ,
(Ri)piTA = −c−1µ(θAB − /
g
AB
u− t )Ri
B + c−1µεikjykXAj + λiXA(c−1µ),
(Ri)piLA = −χABRiB + L
kεikjXA
j + cµ−1λiζA = −(χAB +
/gAB
u− t )Ri
B + εikjz
kXA
j + cµ−1λiζA.
(3.30)
The Latin indices i, j, k are defined with respect to the Cartesian coordinates on Σt. To bound deformation of
Ri, it suffices to control the λi’s, y
i’s and zi’s.
First of all, we have
|T̂ i|+ |Li| . 1. (3.31)
The proof is straightforward: g
∣∣
Σt
is flat and T̂ is the unit normal of St,u in Σt, so |T̂ i| ≤ 1. In the Cartesian
coordinates (t, x1, x2, x3), L = ∂t − cT̂ i∂i, so |Li| . 1.
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Let r = (
∑3
i=1 x
i)
1
2 . Since Tr = c−1µ
∑3
i=1
xiT̂ i
r , (3.31) implies that |Tr| . 1+M2(−t)−1. We then integrate
from 0 to u, since r = −t when u = 0 and |u| ≤ δ, we obtain |r+ t| . δM2. In application, for sufficiently small
δ, we often use r ∼ |t|. The estimate can also be written as∣∣∣∣1r − 1u+ |t|
∣∣∣∣ . δM2(−t)−2. (3.32)
To control λi, we consider its L derivative. By definition λi = g(Ωi, T̂ ), we can write its derivative along L as
Lλi =
∑3
k=1(Ωi)
kLT̂ k =
∑3
k=1(Ωi)
kXA(c)XA
k. As |t| ∼ r, we have |Ωi| . |t|, this implies
‖Lλi‖L∞(Σt) . δM2(−t)−2. (3.33)
Since λi = 0 on Σ−r0 , we have
‖λi‖L∞(Σt) . δM2(−t)−1. (3.34)
To control yi’s and zi’s, let y = (y1, y2, y3) and x = (x1, x2, x3), we then have
|y − (1
r
− 1
u− t )x|
2 = |(g(T̂ , ∂r)− 1)∂r|2 + 1
r2
3∑
i=1
λ2i (3.35)
On the other hand, we have 1 − |g(T̂ , ∂r)|2 = 1r2
∑3
i=1 λ
2
i . δM2(−t)−4. While on St,0, Since g(∂r, T̂ ) = 1
on St,0, for sufficiently small δ, the angle between ∂r and T̂ is less than
pi
2 , which implies 1 + g(T̂ , ∂r) ≥ 1.
Therefore,
|1− g(T̂ , ∂r)| . δM2(−t)−4. (3.36)
Together with (3.34) and (3.35), this implies
|yi| . δM2(−t)−2, |y′i| . δM2(−t)−2. (3.37)
We then control zi from its definition
|zi| . δM2(−t)−2. (3.38)
The derivatives of λi on Σt are given by XA(λi) =
(
θAB − /gABu−t
)
RBi − εikjykXjA and T (λi) = −Ri(c−1µ).
Hence,
‖/dλi‖L∞(Σt) . δM2(−t)−2, ‖Tλi‖L∞(Σt) .M2(−t)−1
Finally, we obtain the following estimates for the deformation tensor of Ri:
(Ri)piLL = 0, ‖(Ri)piLT ‖L∞(Σt) .M2(−t)−1, ‖µ−1(Ri)piTT ‖L∞(Σt) .M2(−t)−1,
‖(Ri)piLA‖L∞(Σt) . δM2(−t)−2, ‖(Ri)piTA‖L∞(Σt) . δM4(−t)−2,
‖(Ri) /̂piAB‖L∞(Σt) . δ2M4(−t)−4, ‖tr(Ri)/pi‖L∞(Σt) . δM4(−t)−2.
We use the relation L = c−2µL+ 2T to rewrite the above estimates in null frame as follows:
‖(Ri)piLL‖L∞(Σt) .M2(−t)−1, ‖µ−1(Ri)piLL‖L∞(Σt) .M2(−t)−1,
‖(Ri)piLA‖L∞(Σt) . δM2(−t)−2, ‖(Ri)piLA‖L∞(Σt) . δM4(−t)−2,
‖(Ri) /̂piAB‖L∞(Σt) . δ2M4(−t)−4, ‖tr(Ri)/pi‖L∞(Σt) . δM4(−t)−2.
(3.39)
The deformation tensors of Ri’s with respect to g˜ are estimated by
(Ri)piLL = 0, ‖(Ri)piLL‖L∞(Σt) .M2(−t)−1, ‖µ−1(Ri)piLL‖L∞(Σt) .M2(−t)−1,
‖(Ri)piLA‖L∞(Σt) . δM2(−t)−2, ‖(Ri)piLA‖L∞(Σt) . δM4(−t)−2,
‖(Ri)̂˜/piAB‖L∞(Σt) . δ2M4(−t)−4, ‖tr(Ri) /˜pi‖L∞(Σt) . δM4(−t)−2.
(3.40)
24 SHUANG MIAO
3.3.3. Applications of the estimates on λi and y
i. As in [18], based on calculations in [Ch-Shocks] and [Ch-
Miao], we are able to show that the Ri derivatives are equivalent to the (−t)/d and (−t)∇/ derivative. For a
1-form ξ on St,u, we have
∑3
i=1 ξ(Ri)
2 = r2
(
|ξ|2 − (ξ(y′))2). This is indeed can be derived from the formula∑3
i=1(Ri)
a(Ri)
b = r2(δcd−y′cy′d)ΠacΠbd, where a, b, c, d ∈ {1, 2, 3}. In view of (3.32), (3.37) and the definition of
y′i, for sufficiently small δ, we have
∑3
i=1 ξ(Ri)
2 ∼ r2|ξ|2. Since r is bounded below and above by (−t), we obtain∑3
i=1 ξ(Ri)
2 ∼ t2|ξ|2. Similarly, for a k-covariant tensor ξ on St,u, we have
∑3
i1,i2,··· ,ik=1 ξ(Ri1 , Ri2 , · · · , Rik)2 ∼
t2|ξ|2. In particular, we can take ξ = /dψ, therefore, ∑3i=1(Riψ)2 ∼ t2|/dψ|2. Henceforth, we omit the summation
and write schematically as |Riψ| ∼ (−t)|/dψ|.
We can also compare the Ri-derivatives with the ∇/ -derivatives for tensors. For St,u-tangential 1-form ξ and
vectorfield X, let /LRiξ be the orthogonal projection of the Lie derivative LRiξ onto the surface St,u. Since
(/LRiξ)(X) = (∇/Riξ)(X) + ξ(∇/XRi), we obtain
3∑
i=1
|/LRiξ|2 =
3∑
i=1
|ξ(Ri)|2 + 2
3∑
i=1
ξk(∇/Riξ)a(∇/Ri)ak +
3∑
i=1
ξkξl(∇/Ri)ak(∇/Ri)al.
We also have
∑3
i=1 |∇/Riξ|2 = r2(δcd−y′cy′d)(∇/ ξ)ca(∇/ ξ)da. In view of the estimates on y′i, for sufficiently small
δ, we obtain
3∑
i=1
|∇/Riξ|2 & r2|∇/ ξ|2.
Let εijk be the volume form on Σt and vi be a St,u 1-form with rectangular components (vi)a = Π
b
aεibkξk. By
virtue of the formula ( /∇Ri)kl = Πmk Πnl εinm − λiθkl, we have
3∑
i=1
ξkξl(∇/Ri)ak(∇/Ri)al = |ξ|2 + 2c
3∑
i=1
λiξ · χ · vi + c2|χ · ξ|2
3∑
i=1
λ2i .
In view of the estimates on λi, for sufficiently small δ, we have
∑3
i=1 ξ
kξl(∇/Ri)ak(∇/Ri)al ∼ |ξ|2. Similarly, we
have
∣∣∑3
i=1 ξ
k(∇/Riξ)a(∇/Ri)bk
∣∣ . r|ξ||∇/ ξ|. Finally, we conclude that
|ξ|2 + r2|∇/ ξ|2 .
3∑
i=1
|/LRiξ|2 . |ξ|2 + r2|∇/ ξ|2.
Henceforth, we omit the summation and write schematically as |/LRiξ| ∼ |ξ|+(−t)|∇/ ξ|. Similarly, for a tracefree
symmetric 2-tensors θAB tangential to St,u, we have |θ|+ |∇/ θ| . |/LRiθ| . |θ|+ (−t)|∇/ θ|. This will be applied
to θ = χ̂
AB
later on.
3.3.4. Sobolev inequalities and elliptic estimates. To obtain the Sobolev inequalities on St,u, we introduce
I(t, u) = sup
U∈St,u,
∂U is C1
min
(|U |, |St,u − U |)
|∂U |2
the isoperimetric constant on St,u, where |U |, |St,u − U | and |∂U | are the measures of the corresponding sets
with respect to /g on St,u. Therefore, in view of the fact that Ri ∼ r∇/ , for sufficiently small δ, we have the
following Sobolev inequalities:
‖f‖W 1,4(St,u) . |I(t, u)|
1
4 |St,u|− 34
(‖f‖L2(St,u) + ‖Rif‖L2(St,u) + ‖RiRjf‖L2(St,u)),
‖f‖L∞(St,u) . |I(t, u)|
3
4 |St,u|− 12
(‖f‖L2(St,u) + ‖Rif‖L2(St,u) + ‖RiRjf‖L2(St,u)). (3.41)
where ‖f‖W 1,4(St,u) is defined as ‖f‖W 1,4(St,u) = |St,u|−1/2‖f‖L4(St,u) + ‖/df‖L4(St,u). It remains to control the
isoperimetric constant I(t, u).
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We use T to generate a diffeomorphism of St,u to St,0 which maps U , St,u − U and ∂U to corresponding
sets Uu, St,0 − Uu and ∂Uu on St,0. Let Uu′ , St,u′ − Uu′ , ∂Uu′ be the inverse images of these on each St,u′ for
u′ ∈ [0, u]. Since /LT g/AB = 2c−1µθ = −2c−2µχAB , for u′ ∈ [0, u], we obtain
d
du′
(|Uu′ |) = −∫
Uu′
c−2µtrχdµg/ ,
d
du′
(|∂Uu′ |) = − ∫
Uu′
c−2µχ(ν, ν)ds,
where ν is the unit normal of ∂Uu′ in St,0 and ds the element of arc length of ∂Uu′ . In view of the estimates on
χ and µ derived before, for sufficiently small δ, we have
d
du′
(|Uu′ |) . |Uu′ |, d
du′
(|∂Uu′ |) . |∂Uu′ |.
Therefore, by integrating from 0 to u, we have
|U | ∼ |Uu|, |∂U | ∼ |∂Uu|.
Hence, I(t, u) ∼ I(t, 0) ∼ 1. Finally, since |St,u| ∼ t2, we conclude that
(−t)3/2‖f‖W 1,4(St,u) + (−t)‖f‖L∞(St,u) . ‖f‖L2(St,u) + ‖Rif‖L2(St,u) + ‖RiRjf‖L2(St,u). (3.42)
We remark that, similarly, we have
‖f‖L4(St,u) . ‖f‖L2(St,u) + ‖Rif‖L2(St,u). (3.43)
As in [18], we also have the following elliptic estimates for traceless two-tensors.
Lemma 3.8. If δ is sufficiently small, for any traceless 2-covariant symmetric tensor θAB on St,u, we have∫
St,u
µ2
(|∇/ θ|2 + |θ|2)dµ/g . ∫
St,u
µ2| /divθ|2 + |/dµ|2|θ|2/dµ/g (3.44)
4. The behavior of the inverse density function
As in [18], the behavior of the inverse density function µ also plays an dominant roˆle in this paper. The
method of obtaining estimates on µ is to relate µ to its initial value on Σt=−r0 . Besides the behavior with
respect to δ, in this paper we will also take into account the behavior with respect to t. Since the metric g
depends only on ψ0 = ∂tφ, µ is also determined by ψ0. This leads naturally to the study of the wave equation
2g˜ψ0 = 0. We rewrite it in the null frame as
L(Lψ0) +
1
2
trχ˜ · Lψ0 +
(
−µ∆/ψ0 + 1
2
trχ˜ · Lψ0 + 2ζ · /dψ0 + µ/d log(c) · /dψ0
)
= 0. (4.1)
4.1. The asymptotic expansion for µ.
Lemma 4.1. For sufficiently small δ, we have∣∣(−t)Lψ0(t, u, θ)− r0Lψ0(−r0, u, θ)∣∣ . δ 12M3(−t)−1. (4.2)
Proof. We regard (4.1) as a transport equation for Lψ0. According to (B.1) and the estimates from previous
sections, the L∞ norm of the terms in the big parenthesis in (4.1) is bounded by δ
1
2M3. Hence,
|L(Lψ0)(t, u, θ) + 1
2
trχ˜(t, u, θ) · Lψ0(t, u, θ)| . δ 12M3(−t)−3.
By virtue of (3.24), this implies |L(Lψ0)(t, u, θ)− 1u−tLψ0(t, u, θ)| . δ 12M3(−t)−3. Therefore, we obtain
|L((u− t)Lψ0)(t, u, θ)| . δ 12M3(−t)−2.
Since |u| ≤ δ, we integrate from −r0 to t and this yields the desired estimates. 
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Remark 4.2. The estimates 4.2 also hold for RiLψ0 or RiRjψ0, e.g., see (4.12). To derive these estimates,
we commute Ri’s with (4.1) and follow the same way as in the above proof.
Since L = c−2µL+ 2T , as a corollary, we have
Corollary 4.3. For sufficiently small δ, we have
|(−t)Tψ0(t, u, θ)− r0Tψ0(−r0, u, θ)| . δ 12M3(−t)−1, (4.3)
|(−t)ψ0(t, u, θ)− r0ψ0(−r0, u, θ)| . δ 32M3(−t)−1. (4.4)
We turn to the behavior of Lµ.
Lemma 4.4. For sufficiently small δ, we have
|t2Lµ(t, u, θ)− r20Lµ(−r0, u, θ)| . δM4(−t)−1. (4.5)
Proof. According to (2.34), we write t2Lµ(t, u, θ)− r20Lµ(−r0, u, θ) as(
t2m(t, u, θ)− r20m(−r0, u, θ)
)
+
[
t2 (µ · e)(t, u, θ)− r20(µ · e)(−r0, u, θ)
]
.
In view of (3.14), we bound the terms in the bracket by δM4(−t)−1 up to a universal constant. Therefore,
t2Lµ(t, u, θ)− r20Lµ(−r0, u, θ) =
(
t2m(t, u, θ)− r20m(−r0, u, θ)
)
+O
(
δM4
−t
)
.
Since
t2m(t, u, θ)− r20m(−r0, u, θ) = τ2
3G′′(0)(ψ0(τ, u, θ) · Tψ0(τ, u, θ))
(1 + 3G′′(0)ψ20(τ, u, θ))2
∣∣∣∣τ=t
τ=−r0
.
It is clear that the estimates follow immediately after (4.3) and (4.4). 
We now are able to prove an accurate estimate on µ.
Proposition 4.5. For sufficiently small δ, we have∣∣∣∣µ(t, u, θ)− 1 + r20(1t + 1r0 )Lµ(−r0, u, θ)
∣∣∣∣ . δM4(−t)−2. (4.6)
In particular, we have µ ≤ C0 where C0 is a universal constant depending only on the initial data.
Proof. According to the previous lemma, we integrate Lµ:
µ(t, u, θ)− µ(−r0, u, θ) =
∫ t
−r0
Lµ(τ, u, θ)dτ =
∫ t
−r0
τ2Lµ(τ, u, θ)
τ2
dτ
(4.5)
=
∫ t
−r0
r20Lµ(−r0, u, θ)
τ2
+
O(δM4)
−τ3 dτ
= −(1
t
+
1
r0
)r20Lµ(−r0, u, θ) +O
(
δM4
t2
)
.
Therefore, we can use (3.4) to conclude. 
We are ready to derive two key properties of the inverse density function µ. The first asserts that the shock
wave region is trapping for µ.
Proposition 4.6. For sufficiently small δ and for all (t, u, θ) ∈Wshock, we have
Lµ(t, u, θ) ≤ − 1
4|t|2 . (4.7)
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Proof. For (t, u, θ) ∈ Wshock, we have µ(t, u, θ) < 110 . In view of (4.6), we claim that r20Lµ(−r0, u, θ) < 0.
Otherwise, since 1t +
1
r0
< 0, we would have µ(t, u, θ) ≥ 1 +O(δM2) > 110 , provided δ is sufficiently small. This
contradicts the fact that µ(t, u, θ) < 110 .
We can also use this argument to show that ( 1t +
1
r0
)r20Lµ(−r0, u, θ) ≥ 12 . Otherwise, for sufficiently small δ,
we would have µ(t, u, θ) ≥ 12 +O(δM2) > 110 .
Therefore, we obtain r20Lµ(−r0, u, θ) ≤ 12 r0tr0+t . In view of (4.5), we have
t2Lµ(t, u, θ) ≤ 1
2
r0t
r0 + t
+O
(
δM2
−t
)
.
By taking a sufficiently small δ and noticing that r0tr0+t is bounded from above by a negative number, this yields
the desired estimates. 
Remark 4.7. As in [18], compared to the estimates (3.15) |Lµ| . M2(−t)−2, (4.5) |Lµ| ≤ C0(−t)−2 +
δM2(−t)−3, where C0 depends only on the initial data, gives us a more precise estimate. The improvement
comes from integrating the wave equation 2g˜ψ0 = 0 or equivalently (4.1).
4.2. The asymptotic expansion for derivatives of µ. We start with an estimate on derivatives of trχ˜.
Lemma 4.8. For sufficiently small δ ≤ ε, we have
‖Ltrg˜χ˜‖L∞ .M2(−t)−1, (4.8)
‖/dtrχ˜‖L∞ . δM2(−t)−4. (4.9)
Proof. We derive a transport equation for Riχ
′
AB
by commuting Ri with (3.20):
L(Riχ
′
AB
) = [L,Ri]χ
′
AB
+ eRiχ
′
AB
+ 2χ′
A
CRiχ
′
BC
+ (Rie) · χ′AB −
e
u− tRi/gAB −Ri
( e
u− t
)
/gAB −Riα′AB .
Since [L,Ri]
A = (Ri)piL
A, the commutator term [L,Ri]χ
′
AB
can be bounded by the estimates on the deformation
tensors. We then multiply both sides by Riχ
′
AB
and repeat the procedure that we used to derive (3.19). Since
it is routine, we omit the details and only give the final result
‖Ri
(
χ
AB
+
/gAB
u− t
)
‖L∞ . δM2(−t)−3. (4.10)
In particular, this yields ‖Ritrχ‖L∞ . δM2(−t)−3 which is equivalent to (4.9).
We derive a transport equation for Lχ′
AB
by commuting L with (3.20):
L(Lχ′
AB
) = eLχ′
AB
+ 2χ′
A
CLχ′
BC
+ Leχ′
AB
− e
u− tL/gAB
+ L
( e
u− t
)
/gAB − Lα′AB + L(c−2µ)Lχ′AB + /gCD(ζC + ηD)XC(χ′AB).
We then use Gronwall to derive
‖L
(
χ
AB
+
/gAB
u− t
)
‖L∞ .M2(−t)−3. (4.11)
In particular, this yields ‖Ltrχ‖L∞ .M2(−t)−1. This is equivalent to (4.8). 
We now derive estimates for Riψ0.
Lemma 4.9. For sufficiently small δ, we have∣∣(−t)LRiψ0(t, u, θ)− r0LRiψ0(−r0, u, θ)∣∣ . δ 12M3(−t)−1. (4.12)
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Proof. We commute Ri with (4.1) and we obtain that L(RiLψ0) +
1
2 trχ˜ ·RiLψ0 = N with
N = Ri
(
µ∆/ψ0 − 1
2
trχ˜ · Lψ0 − 2ζ · /dψ0 − µ/d log(c) · /dψ0
)
− 1
2
Ritrχ˜ · Lψ0 + [L,Ri]Lψ0.
According to (B.1) and the previous lemma, N is bounded by δ
1
2M3. Hence,
∣∣L(RiLψ0) + 12 trχ˜ · RiLψ0∣∣ .
δ
1
2M3(−t)−3. We then integrate to derive∣∣|t|RiLψ0(t, u, θ)− r0RiLψ0(−r0, u, θ)∣∣ . δ 12M3(−t)−1.
The commutator [Ri, L]ψ0 is bounded by δM
3(−t)−2 thanks to the estimates on deformation tensors. This
completes the proof. 
Using this lemma, we can obtain a more accurate estimate for /dµ.
Lemma 4.10. For sufficiently small δ, we have
‖/dµ‖L∞(Σt) .
(
1 + δM4
)
t2
. (4.13)
Proof. We commute Ri with Lµ = m+ eµ to derive
L(Riµ) = Rim+ (eRiµ+ µRie+ [L,Ri]µ) .
According to (B.1) and the estimates on LRiψ0 (needed to bound Rim) from the previous lemma, it is straight-
forward to bound the terms in the parenthesis by δM2. Similar to (4.5), we obtain
|(−t)2L (Riµ) (t, u, θ)− r20L (Riµ) (−r0, u, θ)| . δM4(−t)−1. (4.14)
Since ‖[L,Ri]‖L∞ . δM2(−t)−2, we bound Riµ as
Riµ(t, u, θ)−Riµ(−r0, u, θ) (4.14)=
∫ t
−r0
r20L
(
Riµ(r0, u, θ)
)
τ2
+
O(δM4)
−τ3 dτ
= −(1
t
+
1
r0
)r20L
(
Riµ(−r0, u, θ)
)
+
O(δM4)
t2
.
By using the relation between Ri and /d, this inequality yields (4.13) for sufficiently small δ. 
We can also obtain a better estimate for Lµ.
Lemma 4.11. For sufficiently small δ, we have
‖Lµ‖L∞(Σt) .
δ−1 +M4
−t . (4.15)
Proof. By commuting L with Lµ = m+ eµ, we obtain
L(Lµ) = Lm+
[− 2(ζA + ηA)XA(µ) + L(c−2µ)Lµ+ eLµ+ µLe].
According to (B.1), we can bound the terms in the bracket by M4(−t)−3. Hence,
|t|2L(Lµ)(t, u, θ)− |r0|2L(Lµ)(−r0, u, θ) = |t|2Lm(t, u, θ)− |r0|2Lm(−r0, u, θ) + O(M4)−t .
By the explicit formula of m, we can proceed exactly as in Lemma 4.4 and we obtain
||t|2L(Lµ)(t, u, θ)− |r0|2L(Lµ)(−r0, u, θ)| .M4(−t)−1. (4.16)
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We then integrate along L and we have
Lµ(t, u, θ)− Lµ(−r0, u, θ) =
∫ t
−r0
τ2L
(
Lµ(τ, u, θ)
)
τ2
dτ
(4.16)
=
∫ t
−r0
r20L
(
Lµ(r0, u, θ)
)
τ2
+
O(M4)
−τ3 dτ
= −(1
t
+
1
r0
)r20L
(
Lµ(−r0, u, θ)
)
+
O(M4)
t2
.
For sufficiently small δ, this implies (4.15). 
We now relate L2ψ0(t, u, θ) to its initial value.
Lemma 4.12. For sufficiently small δ, we have∣∣|t|L2ψ0(t, u, θ)− r0L2ψ0(−r0, u, θ)∣∣ . δ− 12M3(−t)−1. (4.17)
Proof. We commute L with (4.1) and we obtain the following transport equation for L2ψ0:
L(L2ψ0) +
1
2
trχ˜ · L2ψ0 = −1
2
L
(
trχ˜
) · Lψ0 + [L,L]Lψ0
+ L
(
µ∆/ψ0 − 1
2
trχ˜ · Lψ0 − 2ζ · /dψ0 − µ/d log(c) · /dψ0
)
.
(4.18)
The righthand side of the above equation can be expanded as
Ltrχ˜Lψ0 + L(c
−2µ)LLψ0 + (η + ζ)/dLψ0 +
(
Lµ∆/ψ0 + µL∆/ψ0 + Ltrχ˜Lψ0 + trχ˜LLψ0
+ Lζ/dψ0 + ζL/dψ0 + Lµ · /d log(c) · /dψ0 + µL
(
/d log(c)
) · /dψ0 + µ/d log(c) · L/dψ0).
Since the exact numeric constants and signs for the coefficients are irrelevant for estimates, we replace all of
them by 1 in the above expressions.
Since ζ
A
= −c−1µXA(c), by applying L and using (4.15), we obtain |Lζ| .M2. Therefore, according (4.8),
(B.1) and the estimates derived previously in this section, we can bound all the terms on the right hand side
and we obtain
|L(L2ψ0) + 1
2
trχ˜ · L2ψ0| . δ− 12M3(−t)−3.
We then integrate from −r0 to t to obtain (4.17). 
Following the same procedure, we have:
Lemma 4.13. For sufficiently small δ, we have
‖L2trg˜χ˜‖ .M2δ−1(−t)−1, (4.19)
||t|L3ψ0(t, u, θ)− r0L3ψ0(−r0, u, θ)| . δ− 32M3(−t)−1. (4.20)
We omit the proof since it is routine. Similarly, we commute L twice with Lµ = m + eµ, we can use (4.19)
and (4.20) to obtain
Lemma 4.14. There exists ε = ε(M) so that for all δ ≤ ε, we have
‖L2µ‖L∞(Σt) .
(
δ−2 + δ−1M2
)
(−t)−1 , (4.21)
‖T 2µ‖L∞(Σt) .
(
δ−2 + δ−1M2
)
(−t)−1 . (4.22)
We turn to the improved estimate for µ−1Tµ.
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Proposition 4.15. Let s be such that t < s < t∗. For p = (t, u, θ) ∈Wδ, let
(
µ−1Tµ
)
+
be the nonnegative part
of µ−1Tµ. For sufficiently small δ and for all p ∈Wshock, we have(
µ−1Tµ
)
+
(t, u, θ) . 1|t− s| 12 δ
−1(−t)1/2. (4.23)
Proof. As in [18], by a maximum principle argument, we have:
‖µ−1(Tµ)+‖L∞([0,δ]) ≤
√√√√‖T 2µ‖L∞([0,δ])
inf
u∈[0,δ]
µ(u)
. (4.24)
From the previous lemma, we have:
‖T 2µ‖L∞([−δ,δ]) . 1|t|δ
−2. (4.25)
For inf µ, we assume (t, u, θ) ∈Wshock. According to (4.7), the condition (t, u, θ) ∈Wshock implies |t|2(Lµ)(t, u, θ) ≤
− 14 . Therefore we have
µ(t, u, θ) = µ(s, u, θ)−
∫ s
t
Lµ(τ, u, θ) ≥ −
∫ s
t
Lµ(τ, u, θ)
≥
∫ s
t
1
4τ2
dτ ≥ s− t
4t2
.
Together with (4.24) and (4.25), this completes the proof. 
5. Energy estimates for linear equation
In this section we establish the energy estimates for the following inhomogeneous equation
2g˜ψ = ρ (5.1)
Since g˜ depends on φ, we will need to handle the error terms contributed by the deformation tensors of the
multiplier vectorfields. In addition, since we need to deal with the time decay, we have to modify the multipliers
K0 and K1 in [18], which will be specified later in this section.
5.1. Energy and Flux. As usual, we introduce the energy-momentum tensor, which is the same with respect
to g and g˜:
Tµν(ψ) := ∂µψ∂νψ − 1
2
gµνg
αβ∂αψ∂βψ, (5.2)
and we have the decomposition for Tµν with respect to the null frame (L,L,X1, X2):
TLL = (Lψ)
2, TLL = (Lψ)
2, TLL = µ|/dψ|2, TLA = Lψ ·XA(ψ),
TLA = Lψ ·XA(ψ), TAB = XA(ψ)XB(ψ)− 1
2
/gAB(−µ−1LψLψ + |/dψ|2).
(5.3)
We use two multiplier vectorfields K0 = L+ L and K1 =
(
2(−t)
t˜rχ
)
L. Following a similar argument as in [18],
the associated energy and flux for K0 are given by:
E0(t, u) =
∫
Σ
u
t
1
2c
(
(Lψ)2 + c−2µ(Lψ) + (µ+ c−2µ2)|/dψ|2) , F 0(t, u) = ∫
Cu
t
1
c
(
(Lψ)2 + µ|/dψ|2) , (5.4)
which satisfy
E0(t, u) ∼ E(ψ)(t, u), F 0(t, u) ∼ F (ψ)(t, u)
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The energy estimates will be based on the following identity:
E0(t, u)− E0(−r0, u) + F 0(t, u) =
∫
W
u
t
c−2Q˜0 (5.5)
where
Q˜0 := −ρ ·K0ψ − 1
2
T˜µνpi0,µν ,
with pi0,µν = (LK0 g˜)µν being the deformation tensor of K0. In the above identity, the spacetime integral is
defined as follows: ∫
W
u
t
f =
∫ t
−r0
∫ u
0
(∫
Sτ,u′
µ · f(τ, u′, θ)dµ/g
)
du′dτ. (5.6)
The discussion for K1 is much more complicated. First, a standard calculation as in [18] implies the following
energy flux associated to K1:
E1(t, u) =
∫
Σ
u
t
1
2c
(
2(−t)
t˜rχ
(
c−2µ(Lψ)2 + µ|/dψ|2)+ tψ (c−2µ(Lψ) + Lψ)+ 2c−2µψ2) (5.7)
F 1(t, u) =
∫
Ctu
1
c
(
2(−t′)
t˜rχ
(Lψ)2 + tψ(Lψ) +
1
2
ψ2
)
Again, the energy estimates will be based on the following identity:
E1(t, u)− E1(−r0, u) + F 1(t, u) =
∫
W
u
t
c−2Q˜1 (5.8)
where
Q˜1 := −ρ · (K1ψ − tψ)− 1
2
T˜µνpi1,µν + tg˜
µν∂µψ∂νψ − 1
2
ψ22g˜(t),
which can be written as
Q˜1 := −ρ · (K1ψ − tψ)− 1
2
T˜µνpi′1,µν −
1
2
ψ22g˜(t),
with pi1,µν = (LK1 g˜)µν being the deformation tensor of K1 and pi′1,µν = pi1,µν + 2tg˜µν . However, unlike the
case of K0, it is not straightforward to show that E
1(t, u), F 1(t, u) are equivalent to E(ψ)(t, u), F (ψ)(t, u). So
instead of E1(t, u), F 1(t, u), we work with
E′1(t, u) =
∫
Σ
u
t
1
2c
4(−t)
t˜rχ
(
c−2µ
(
Lψ +
1
2
t˜rχψ
)2
+ µ|/dψ|2
)
, F ′1(t, u) =
∫
Ctu
1
c
4(−t′)
t˜rχ
(
Lψ +
1
2
t˜rχψ
)2
(5.9)
Now it is straightforward to show
E′1(t, u) ∼ E(ψ)(t, u), F ′1(t, u) ∼ F (ψ)(t, u)
So we need to establish an identity for E′1(t, u) and F ′1(t, u) similar to (5.8). A direct calculation implies
E1(t, u)− E′1(t, u) =
∫
Σ
u
t
1
2c
(
2(−t)ψ(Tψ) +
(
c−2µ+
1
2
c−2µtt˜rχ
)
ψ2
)
(5.10)
By using the relations
/LT dµ/g = c−1µtrθdµ/g, trχ = −ctrθ, trχ = c−1µtrθ,
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the difference can be rewritten as:
E1(t, u)− E′1(t, u) =
∫
St,u
1
2c
(−t)ψ2 − I (5.11)
where
I =
∫
Σ
u
t
1
2c
(
1
2
t˜rχ(−t)− c−2µ
)
ψ2 (5.12)
We also compute the difference between F 1(t, u) and F ′1(t, u):
F 1(t, u)− F ′1(t, u) = −
∫
Ctu
1
2c
(
L
(
(−t)ψ2)+ t˜rχ(−t)ψ2) (5.13)
Using the identity:
/LLdµ/g = trχdµ/g
This difference is rewritten as:
F 1(t, u)− F ′1(t, u) = −
∫
St,u
1
2c
(−t)ψ2 +
∫
S−r0,u
1
2c
r0ψ
2 (5.14)
Substituting (5.11) and (5.14) into (5.8), we have:
E′1(t, u) + F ′1(t, u) +
∫
Σ
u
t
1
2c
(
1
2
t˜rχ(−t)− c−2µ
)
ψ2 (5.15)
=E′1(−r0, u) +
∫
Σ
u
−r0
1
2c
(
1
2
t˜rχ(−t)− c−2µ
)
ψ2 +
∫
W
u
t
c−2Q˜1
To estimate the term involving ψ2, one needs the following lemma:
Lemma 5.1. For a ψ which vanishes on C0, we have∫
St,u
ψ2 . δ
∫
Σ
u
t
(Lψ)2 + µ(Lψ)2 . δE(ψ)(t, u),
∫
Σ
u
t
ψ2 . δ2E(ψ)(t, u) (5.16)
The goal of this section is to bound E(t, u), F (t, u) and E(t, u) and F (t, u) in terms of their corresponding
initial data and ρ.
Proposition 5.2. The limits limr0→∞E
0(−r0, u) and limr0→∞E′1(−r0, u) both exist and we have
lim
r0→∞
E0(−r0, u) . 1, lim
r0→∞
E′1(−r0, u) . δ2. (5.17)
Proof. For the proof we choose u = δ and the proof for any u ∈ [0, δ] is similar. In view of the definitions of
E0(−r0, u) and E′1(−r0, u) and the fact that
µ|t=−r0 = c, t˜rχ|t=−r0 = 2L
(
1
c
)
− 2
r0
,
it suffices to prove that the limits limr0→∞ ‖Tψ‖L2(Σδ−r0 ), limr0→∞ ‖r0Lψ‖L2(Σδ−r0 ), limr0→∞ ‖r0/dψ‖L2(Σδ−r0 ),
limr0→∞ ‖r0ψ‖L2(Σδ−r0 ) exist and satisfy
lim
r0→∞
‖Tψ‖L2(Σδ−r0 ) . 1, limr0→∞ ‖r0Lψ‖L2(Σδ−r0 ), limr0→∞ ‖r0/dψ‖L2(Σδ−r0 ), limr0→∞ ‖r0ψ‖L2(Σδ−r0 ) . δ.
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Here we only give a detailed proof for limr0→∞ ‖Tψ‖L2(Σδ−r0 ) and for ψ = ∂tφ. The proof for ψ = ∂iφ and for
L, /d derivatives are similar. According to the initial data constructed in Lemma 1.1, we have
Tψ(−r0, θ) = δ
−1/2
r0
(∂sφ1)
(
r − r0
δ
, θ
)
where ∂s is derivative of φ1(s, θ) with respect to its first argument. A direct computation shows
lim
r0→∞
‖Tψ‖2L2(Σδ−r0 ) = limr0→∞
∫ r0+δ
r0
∫
S2
δ−1r2
r20
(∂sφ1)
2
(
r − r0
δ
, θ
)
dµS2dr
= lim
r0→∞
∫ 1
0
∫
S2
(r0 + δs)
2
r20
(∂sφ1)
2(s, θ)dµS2ds
=
∫ 1
0
∫
S2
(∂sφ1)
2(s, θ)dµS2ds.
Applying the argument in the proof of Lemma 1.1 to ∂tφ instead of φ, one can see that Lψ can also be written
as
(Lψ)(−r0, θ) = δ
1/2
r20
φ3
(
r − r0
δ
, θ
)
for some smooth function φ3(s, θ) which vanishes for s ≤ 0. Therefore the above argument applies to Lψ, /dψ
and ψ. 
Remark 5.3. From the above proof, one can see that Proposition 5.2 is also valid if the commutators Ri, T, tL
are applied on ψ := ∂tφ, ∂iφ. Therefore the higher order initial energies are also finite at t = −∞, and our
energy estimates independent of r0 implies the existence of semi-global-in-time solutions which lead to shock
formation.
5.2. Error terms. Now we study the error terms Q˜0 and Q˜1. The deformation tensor pi0,µν is given by:
pi0,LL =
4
c
µL(c−2µ), pi0,LL = 0
pi0,LL = −2
c
µ
(
µ−1(K0µ)− (K0 log c) + 2L(c−2µ)
)
pi0,LA =
2
c
(
(ζ
A
+ η
A
)− µ /∇A(c−2µ)
)
pi0,LA = −2
c
(ζ
A
+ η
A
)
ˆ˜
/pi0,AB =
2
c
(χˆ
AB
+ χˆAB)
tr/˜pi0 = 2
(
t˜rχ+ t˜rχ
)
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The modified deformation tensor pi′1,µν is given by:
pi′1,LL =
4
c
µ
((
2(−t)
t˜rχ
)
L(c−2µ)− L
(
2(−t)
t˜rχ
))
, pi′1,LL = 0
pi′1,LL = −
2
c
µ
(
µ−1K1µ+ L
(
2(−t)
t˜rχ
)
+ 2t−K1 log c
)
pi′1,LA =
2
c
(
2(−t)
t˜rχ
)
(ζ
A
+ η
A
)− µ /∇A
(
2(−t)
t˜rχ
)
, pi′1,LA = 0
̂˜
/pi
′
1,AB =
2
c
(
2(−t)
t˜rχ
)
χ̂
AB
, tr/˜pi
′
1 = 0
Remark 5.4. As we stated in the introduction, the choice of K1 =
(
2(−t)
t˜rχ
)
L is such that it behaves like u2L
(up to a multiplication by a constant) when |t| is large. On the other hand, the specific choice of the coefficient(
2(−t)
t˜rχ
)
is to guarantee that tr/˜pi
′
1 vanishes, which would cause a divergence in time if it is non-zero.
To calculate Q˜0 and Q˜1, we need to raise the indices for Tµν :
TLL =
(Lψ)2
4µ2
, TLL =
(Lψ)2
4µ2
, TLL =
(/dψ)2
4µ
, TLA = −LψXA(ψ)
2µ
,
TLA = −LψXA(ψ)
2µ
, TAB = /g
AC
/g
BDXC(ψ)XD(ψ)− 1
2
/g
AB(−LψLψ
µ
+ |/dψ|2).
(5.18)
Now we can compute the integrands Q˜0 and Q˜1 explicitly. For Q˜0, we have
c−2Q˜0 = −c−2ρ ·K0ψ − 1
2
Tµνpi0,µν = Q˜0,0 + Q˜0,1 + Q˜0,2 + Q˜0,3 + Q˜0,4 + Q˜0,5
= −c−2ρ ·K0ψ − TLLpi0,LL − TLApi0,LA − TLApi0,LA − 1
2
TABpi0,AB +
1
2
TLLpi0,LL.
(5.19)
The Q˜0,is are given by
Q˜0,1 =
1
2c
(
µ−1K0µ+K0 log(c−1) + L(c−2µ)
)
|/dψ|2,
Q˜0,2 = −c−1
(
XA(c
−2µ)− µ−1(ζ
A
+ η
A
)
)
Lψ ·XA(ψ),
Q˜0,3 = −c−1µ−1
(
ζ
A
+ η
A
)
LψXA(ψ),
Q˜0,4 = −1
2
(̂˜χABXAψXBψ + c2µ−1 (trg˜χ˜+ trg˜χ˜)Lψ · Lψ) ,
Q˜0,5 = −1
2
1
cµ
L(c−2µ) (Lψ)2 .
(5.20)
For Q˜1 we have:
c−2Q˜1 = −c−2ρ · (K1ψ − tψ)− 1
2
Tµνpi′1,µν = Q˜1,0 + Q˜1,1 + Q˜1,2 + Q˜1,3 + Q˜1,4 + Q˜1,5
= −c−2ρ · (K1ψ − tψ)− 1
2
TLLpi′1,LL − TLLpi′1,LL − TLApi′1,LA −
1
2
TABpi′1,AB −
1
2
ψ22g˜(t).
(5.21)
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The Q˜1,i are given by
Q˜1,1 = − 1
2cµ
((
2(−t)
t˜rχ
)
L(c−2µ)− L
(
2(−t)
t˜rχ
))
(Lψ)
2
,
Q˜1,2 =
1
2c
(
µ−1K1µ+ L
(
2(−t)
t˜rχ
)
+ 2t−K1 log c
)
|/dψ|2,
Q˜1,3 = 2µ
−1
(
2
c
(
2(−t)
t˜rχ
)
(ζ
A
+ η
A
)− µ /∇A
(
2(−t)
t˜rχ
))
(Lψ)(XAψ),
Q˜1,4 = −1
c
(
2(−t)
t˜rχ
)
χ̂
AB
(XAψ)(XBψ)
(5.22)
The rest of this section is devoted to the estimates for
∫
W tu
Q˜0 and
∫
W tu
Q˜1. We will make use of (5.6).
5.3. Estimates on Q˜1,2. We separate the estimates on Q˜1,2 from others, which are of lower order. We analyze
the contribution of each term in the parenthesis in the expression of Q˜1,2. By the definition of K1 and (4.1)
(4.2) (4.4), as well as the fact (−t)trχ ∼ t2 we have
‖K1 log c‖L∞ . δ
So the contribution of this term to the spacetime integral is bounded by:
δ
∫ t
−r0
(−t′)−2E(t′, u)dt′ (5.23)
We move to the contribution of the term L
(
2(−t)
t˜rχ
)
+ 2t, a direct calculation implies
L
(
2(−t)
t˜rχ
)
= − 2
t˜rχ
− 2(−t)
(t˜rχ)2
L(t˜rχ)
In view of the expression of E(t, u), the term on the right hand side of above equation behaving like (−t) gives us
the borderline contribution. However, we will show these actually cancel. In view of the propagation equation
(2.35), the second term on the right hand side of above equation can be written as:
2t
(t˜rχ)2
(
etrχ− 1
2
(trχ)2 − |χ̂|2 − trα′ +O (δM2(−t)−3))
The borderline term is (−t) (trχ)
2
(t˜rχ)2
, which can be rewritten as
(−t) (t˜rχ)
2 +O(δM2)(−t)−4
(t˜rχ)2
,
so the borderline term is (−t). On the other hand, in view of (3.24), the borderline term in − 2
t˜rχ
is also (−t).
Therefore there is no borderline term in L
(
2(−t)
t˜rχ
)
+ 2t. And the contribution of this term is bounded as
δM2
∫ t
−r0
(−t′)−2E(t′, u)dt′. (5.24)
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Finally the contribution of the term µ−1K1µ is: In the non-shock region we have, using the fact µ &
1
10
and
|Lµ| . (−t)−2, ∫
W tu
⋂
Wrare
1
2c
(
2(−t)
t˜rχ
)
µ−1Lµ · |/dψ|2 .
∫ t
−r0
(−t′)−2E(t′, u)dt′. (5.25)
In the shock region, by Proposition 4.6, the spacetime integral∫
W tu
⋂
Wshock
1
2c
(
2(−t)
t˜rχ
)
µ−1Lµ · |/dψ|2 := −K(t, u) (5.26)
is negative. Combining (5.23)-(5.26), the spacetime integral involving Q˜1,2 is bounded by:∫ t
−r0
(−t′)−2E(t′, u)dt′ −K(t, u). (5.27)
5.4. Estimates on Q˜0,1. Another term which also needs to be treated separately is Q˜0,1. Again, we will
estimate the contribution of each term in parenthesis. In view of (4.2), (4.4), (4.5) and (4.1), we have:
‖K0 log c‖L∞(Σut ) . (−t)−2, ‖L(c−2µ)‖L∞(Σut ) . (−t)−2.
Therefore the corresponding contributions are bounded by:∫ t
−r0
(−t′)−2E(t′, u)dt′ (5.28)
There are two different terms in µ−1K0µ, µ−1Lµ and µ−1Lµ. We split the contribution from µ−1Lµ as:∫
W tu
⋂
Wshock
1
2c
µ−1Lµ|/dψ|2 +
∫
W tu
⋂
Wrare
1
2c
µ−1Lµ|/dψ|2.
The integral in the non-shock region is bounded through (4.5) by:∫ t
−r0
(−t′)−2E(t′, u)dt′ (5.29)
While by Proposition 4.6, the integrand in the shock region is actually negative, so it does not contribute. For
the contribution from µ−1Lµ, we only need to consider its positive part, namely, µ−1 (Lµ)+, which is bounded
by µ−1 (Tµ)+ +c
−2 (Lµ)+. The contribution from the second term is bounded similarly as (5.29) through (4.5).
In view of Proposition 4.15 the contribution of µ−1 (Tµ)+ is bounded as:∫ t
−r0
‖µ−1 (Tµ)+ ‖L∞(Σut )(−t′)−2E(t′, u)dt′ . δ−1
∫ t
−r0
1
|t′ − s|1/2
(−t′)−3/2E(t′, u)dt′. (5.30)
5.5. Estimates for Q˜1,1. In order to estimate the contribution of Q˜1,1 to the spacetime error integral, we use
the trace of the structure equation (2.32) and (2.35):
T (trχ) +
1
2
c−1µ(θBCχ
C
B
+ θACχ
C
A
) = /divη + µ−1/gABζAηB − c−1L(c−1µ)trχ,
L(trχ) + |χ|2/g = etrχ− trα′.
(5.31)
In view of the formula for Lµ and the pointwise estimate for t˜rχ, the first term in the parenthesis of the first
formula in (5.22) is bounded by an absolute constant. For the second term, recall that L = c−2µL + 2T .
Therefore
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L
(
2(−t)
t˜rχ
)
= c−2µL
(
2(−t)
t˜rχ
)
+ 2T
(
2(−t)
t˜rχ
)
= −2c
−2µ
t˜rχ
− 2(−t)c
−2µL(t˜rχ)
(t˜rχ)2
− 4(−t)T (t˜rχ)
(t˜rχ)2
=: I + II + III.
(5.32)
First, the contribution of I to Q˜1,1 is negative, so we ignore it. For II and III, their contributions from the right
hand side of the two equations in (5.31) are bounded by an absolute constant. We focus on the contributions
from the second term in each of (5.31). Since the difference between t˜rχ and trχ is lower order, we work the
original metric /g. In II this contribution is
2(−t)c−2µ|χ|2/g
(t˜rχ)2
. (5.33)
In view of the fact χ = −cθ, this contribution from III is
−
4(−t)c−2µ|χ|2/g
(t˜rχ)2
. (5.34)
(5.33) and (5.34) together give a negative contribution. Therefore this contribution is ignored. Therefore the
spacetime error integral contributed by Q1,1 is bounded by (up to a constant)
∫ t
−r0
∫ u
0
∫
St′,u′
(
Lψ +
1
2
t˜rχψ
)2
dµ/gdu
′dt′ +
∫ t
−r0
∫ u
0
∫
St′,u′
(
1
2
t˜rχψ
)2
dµ/gdu
′dt′. (5.35)
The first term above is bounded by
∫ u
0
∫ t
−r0
(−t′)2
∫
St′,u′
(
Lψ +
1
2
t˜rχψ
)2
dµ/gdu
′dt′ .
∫ u
0
F (t, u′)du′. (5.36)
In view of (5.16), the second term in (5.35) is bounded by (up to a constant)
∫ t
−r0
∫ u
0
∫
St′,u′
(
1
2
t˜rχψ
)2
dµ/gdu
′dt′
.δ2
∫ t
−r0
(−t′)−2E(t′, u)dt′ + δ
∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
(Lψ)2dµ/gdu
′dt′
.δ2
∫ t
−r0
(−t′)−2E(t′, u)dt′ + δ
∫ u
0
F (t, u′)du′ + δ
∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
(
1
2
t˜rχψ
)2
dµ/gdu
′dt′.
(5.37)
If δ is appropriately small, we have
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∫ t
−r0
∫ u
0
∫
St′,u′
(
1
2
t˜rχψ
)2
dµ/gdu
′dt′
.δ2
∫ t
−r0
(−t′)−2E(t′, u)dt′ + δ
∫ u
0
F (t, u′)du′.
(5.38)
5.6. Estimates for the other error terms.
5.6.1. Estimates for Q˜0,2. The terms in the parenthesis can be written as
µ−1/dµ+O((−t)−2)
The contribution from the second term is bounded as:∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
µ(Lψ)2dµ/gdu
′dt′ +
∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
µ|/dψ|2dµ/gdu′dt′ := I + II
In view of the definition of E(t, u),
|II| .
∫ t
−r0
(−t′)−2E(t′, u)dt′. (5.39)
While I is bounded as
|I| .
∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
µ
(
(Lψ +
1
2
t˜rχψ
)2
dµ/gdu
′dt′
+
∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
µ
(
1
2
t˜rχψ
)2
dµ/gdu
′dt′
.
∫ t
−r0
(−t′)−2E(t′, u)dt′ +
∫ t
−r0
(−t′)−4E(t′, u)dt′.
(5.40)
where in the last step we used (5.16). The contribution of µ−1/dµ is bounded as:∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
(Lψ)2dµ/gdu
′dt′ +
∫
W tu
(−t′)−2µ−1|/dψ|2dµg
The first term above is bounded as:∫ u
0
∫ t
−r0
(−t′)−2
∫
St′,u′
(Lψ)2dµ/gdt
′du′ .
∫ u
0
F (t, u′)du′. (5.41)
While the second term is split as:∫
W tu
⋂
Wrare
(−t′)−2µ−1|/dψ|2dµg +
∫
W tu
⋂
Wshock
(−t′)−2µ−1|/dψ|2dµg,
The contribution in non-shock region is bounded as:∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
µ|/dψ|2dµ/gdu′dt′ .
∫ t
−r0
(−t′)−2E(t′, u)dt′. (5.42)
The contribution in shock region is bounded as:∫
W tu
⋂
Wshock
µ−1(−t′)−2|/dψ|dµg . K(t, u). (5.43)
Here we used the fact that in the shock region Lµ . −(−t)−2. This completes the estimates for Q˜0,2.
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5.6.2. Estimates for Q˜0,3. The estimates for Q˜0,3 is similar to Q˜0,2. Its contribution is bounded by:∫ t
−r0
(−t′)−2E(t′, u)dt′ +
∫ t
−r0
(−t′)−2E(t′, u)dt′ +K(t, u). (5.44)
5.6.3. Estimates for Q˜0,4. In view of (3.24), the contribution of the first term is bounded as:
δM2
∫ t
−r0
(−t′)−3
∫ u
0
∫
St′,u′
µ|/dψ|2dµ/gdu′dt′ . δM2
∫ t
−r0
(−t′)−3E(t′, u)dt′. (5.45)
For the contribution of the second term, in view of (2.28), we have χ˜ = c−2µχ˜+ 2c−1µθ = c−2µχ˜− 2c−2µχ˜ =
−c−2µχ˜. Therefore in view of (3.24) and (4.6), we have:
‖t˜rχ˜+ t˜rχ˜‖L∞(Σut ) = ‖t˜rχ˜(1− c−2µ)‖L∞(Σut ) . (−t)−2
So the contribution of the second term in Q˜0,4 is bounded as:∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
(Lψ)2dµ/gdu
′dt′
+
∫ u
0
∫ t
−r0
(−t′)−2
∫
St′,u′
(Lψ)2dµ/gdt
′du′
.
∫ t
−r0
(−t′)−2E(t′, u)dt′ +
∫ u
0
F (t, u′)du′.
(5.46)
5.6.4. Estimates for Q˜0,5. The estimates for Q˜0,5 is straightforward. In view of (4.5), we have
‖L(c−2µ)‖L∞(Σut ) . (−t)−2.
So this contribution is bounded by:∫ u
0
∫ t
−r0
(−t′)−2
∫
St′,u
(Lψ)2dµ/gdt
′du′ .
∫ u
0
F (t, u′)du′. (5.47)
5.6.5. Estimates for Q˜1,3. The first term in the parenthesis together with the factor µ
−1 can be written as
µ−1/dµO((−t)2) +O(δM2(−t)−1),
The contribution of the second factor above is bounded as:
δM2
∫ t
−r0
(−t′)−1
∫ u
0
∫
St′,u′
µ|/dψ|2dµ/gdu′dt′
+δM2
∫ t
−r0
(−t′)−1
∫ u
0
∫
St′,u′
µ
(
Lψ +
1
2
t˜rχψ
)2
dµ/gdu
′dt′
+δM2
∫ t
−r0
(−t′)−3
∫ u
0
∫
St′,u′
ψ2dµ/gdu
′dt′.
The first two terms above can be bounded as
δM2
∫ t
−r0
(−t′)−3E(t′, u)dt′. (5.48)
While in view of (5.16), the last term is bounded as
δ3M2
∫ t
−r0
(−t′)−3E(t′, u)dt′ (5.49)
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For the contribution of the factor µ−1/dµO((−t)2), we bound the term (Lψ)(XAψ) as:
|(Lψ)(XAψ)| ≤ |/dψ|2 + C(Lψ)2,
where  is a small absolute positive constant which will be determined later. The contribution of the first term
on the right hand side above is bounded as:

∫
W tu
⋂
Wrare
|/dψ|2 + 
∫
W tu
⋂
Wshock
µ−1|/dψ|2
≤
∫ t
−r0
(−t′)−2E(t′, u)dt′ + K(t, u).
(5.50)
The contribution from (Lψ)2 can be bounded as:
C
∫ t
−r0
∫ u
0
∫
St′,u′
(
Lψ +
1
2
t˜rχψ
)2
dµ/gdu
′dt′ +
∫ t
−r0
(−t′)−2
∫ u
0
∫
St′,u′
ψ2dµ/gdu
′dt′
≤C
∫ t
−r0
(−t′)−2E(t′, u)dt′ + Cδ2
∫ t
−r0
(−t′)−2E(t′, u)dt′.
(5.51)
In view of (4.9), the second term in the parenthesis of Q˜1,3 together with the factor µ
−1 is bounded by (−t)−1.
Therefore the contribution of this term is bounded, in the same process as we derive (5.51), by:∫ t
−r0
(−t′)−3E(t′, u)dt′ + δ2
∫ t
−r0
(−t′)−3E(t′, u)dt′. (5.52)
5.6.6. Estimates for Q˜1,4. In view of (3.24), this term is bounded by:
δM2
∫ t
−r0
(−t′)−3E(t′, u)dt′. (5.53)
5.6.7. Estimates for Q˜1,5. Finally we consider the contribution from Q˜1,5. Writing the operator 2g˜ in the null
frame (see (4.1)), we have:
2g˜(t) = −1
2
trχ˜Lt− 1
2
trχ˜L(t) = −1
2
trχ˜
(
c−2µ
)− 1
2
trχ˜ = − (c−2µ− c−1) trχ
In view of (4.6), ∣∣(c−2µ− c−1) trχ∣∣ . (−t)−2
Therefore the contribution of Q˜1,5 is bounded by:
δ2
∫ t
−r0
(−t′)−2E(t′, u)dt′. (5.54)
5.7. Conclusion. In view of (5.5) and the estimates for spacetime integral of Q˜0 (5.28)-(5.30), (5.39)-(5.43),
(5.44), (5.45)-(5.46), (5.47), we have:
E(t, u) + F (t, u) ≤E(−r0, u) + C
∫ u
0
F (t, u′)du′ + C
∫ t
−r0
(−t′)−2E(t′, u)dt′ +
∫
W tu
|ρ ·K0ψ|
+CK(t, u) + C
∫ t
−r0
(−t′)−2E(t′, u)dt′ + Cδ−1
∫ t
−r0
1
|t′ − s|1/2 (−t
′)−3/2E(t′, u)dt′.
(5.55)
Here s ∈ [−2,−1] and −r0 ≤ t′ ≤ t < s. The integral in the last term on the right hand side above can be
bounded as follows:
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∫ t
−r0
(−t′)−3/2
|t′ − s|1/2E(t
′, u)dt′ =
∫ 2s
−r0
(−t′)−3/2
|t′ − s|1/2E(t
′, u)dt′ +
∫ t
2s
(−t′)−3/2
|t′ − s|1/2E(t
′, u)dt′
.
∫ t
−r0
(−t′)−3/2E(t′, u)dt′ +
∫ t
2s
1
|t′ − s|1/2E(t
′, u)dt′.
(5.56)
Using Gronwall we have
E(t, u) + F (t, u) ≤E(−r0, u) + Cδ−1
∫ t
−r0
(−t′)−3/2E(t′, u)dt′ +
∣∣∣∣∣
∫
W tu
ρ ·K0ψ
∣∣∣∣∣
+CK(t, u) + Cδ−1
∫ t
2s
1
|t′ − s|1/2E(t
′, u)dt′.
(5.57)
On the other hand, in view of (5.15) and the estimates for spacetime integral of Q˜1 (5.27),(5.36)-(5.38), (5.48)-
(5.52), (5.53), (5.54) as well as (5.16), we have:
E(t, u) + F (t, u) +K(t, u) ≤E(−r0, u) +
∣∣∣∣∣
∫
W tu
ρ · (K1ψ − tψ)
∣∣∣∣∣+ C
∫ u
0
F (t, u′)du′
+K(t, u) + C
∫ t
−r0
(−t′)−3/2E(t′, u)dt′ + Cδ2
∫ t
−r0
(−t′)−2E(t′, u)dt′.
(5.58)
Using Gronwall we obtain
E(t, u) + F (t, u) +K(t, u) ≤E(−r0, u) +
∣∣∣∣∣
∫
W tu
ρ · (K1ψ − tψ)
∣∣∣∣∣+ Cδ2
∫ t
−r0
(−t′)−2E(t′, u)dt′. (5.59)
Substituting (5.59) into (5.57) we obtain
E(t, u) + F (t, u) .E(−r0, u) + δ−1E(−r0, u) + δ
∫ t
−r0
(−t′)−2E(t′, u)dt′
+ sup
t′∈[−r0,t]
∣∣∣∣∣
∫
W tu
ρ · (K1ψ − tψ)
∣∣∣∣∣+
∣∣∣∣∣
∫
W tu
ρ ·K0ψ
∣∣∣∣∣ ,
(5.60)
which implies
E(t, u) + F (t, u) .E(−r0, u) + δ−1E(−r0, u)
+ sup
t′∈[−r0,t]
∣∣∣∣∣
∫
W t′u
ρ · (K1ψ − tψ)
∣∣∣∣∣+
∣∣∣∣∣
∫
W tu
ρ ·K0ψ
∣∣∣∣∣ . (5.61)
Substituting (5.61) in (5.59) we obtain
E(t, u) + F (t, u) +K(t, u) .E(−r0, u) + δ2E(−r0, u)
+ sup
t′∈[−r0,t]
∣∣∣∣∣
∫
W t′u
ρ · (K1ψ − tψ)
∣∣∣∣∣+ δ2 supt′∈[−r0,t]
∣∣∣∣∣
∫
W t′u
ρ ·K0ψ
∣∣∣∣∣ . (5.62)
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Remark 5.5. Here we remark that the spacetime integral involving K1 in (5.61) and the spacetime integral
involving K0 in (5.62) are lower order compared to the other spacetime integral in the corresponding inequality.
More specifically, in (5.61), if we disregard the behavior with respect to t, K1ψ − tψ ∼ δ1/2,K0ψ ∼ δ−1/2, so
the term involving K0 is lower order. Similar argument applies to (5.62) in which the factor δ
2 makes the term
involving K0 lower order.
6. Estimates for rectangular coordinates as functions of optical coordinates, Estimates
for non-top order terms
Our energy estimates for (?) is with respect to the optical coordinates (t, u, θ). In order to go back to the
rectangular coordinates (t, xi), one needs to investigate the relation between the rectangular coordinates (t, xi)
and the optical coordinates (t, u, θ). In what follows, we will consider xis as functions of (t, u, θ) and estimate
their derivatives with respect to optical coordinates. In the meantime, we also estimate the quantities yk, zk, λi
and their derivatives in optical coordinates. As a by product, we will also obtain estimates for the lower order
objects, i.e., with order < Ntop + 1.
Given a vectorfield V , we define the null components of its deformation tensor as
(V )ZA =
(V )pi(L,XA),
(V )ZA =
(V )pi(L,XA),
(V )/piAB =
(V )pi(XA, XB). (6.1)
The projection of Lie derivative LV to St,u is denoted as /LV . The shorthand notation /LαZi to denote /LZi1 /LZi2 · · · /LZik
for a multi-index α = (i1, · · · , ik). We will show that, for all |α| ≤ N∞, we have (−t)/LαZiχ′, /L
α
Zi
(Zj)Z, /LαZi (Zj)/pi, (−t)−1/L
α
Zi
(Q) (/pi + 4) ∈
O|α|+12−2l,2, where l is the number of T ’s in Zi’s, |α| ≥ 1 and Zj /=T . If Zj = T , then we have (−t)/L
α
Zi
(T )Z, /LαZi (T )/pi ∈
O|α|+1−2l,1 . Similarly, we will derive L2-estimates on objects of order ≤ Nµ. The L2 estimates depend on the L∞
estimates up to order N∞+ 2. In the course of the proof, it will be clear why N∞ is chosen to be approximately
1
2Ntop.
6.1. L∞ estimates. We assume (B.1): for all |α| ≤ N∞, Zα+2i ψ ∈ Ψ|α|+21−2l,1.
Proposition 6.1. For sufficiently small δ, for all |α| ≤ N∞ and t ∈ [−r0, s∗], we can bound
{
(−t)/LαZiχ′,
/LαZi (Zj)Z, /L
α
Zi
(Zj)/pi, (−t)−1/LαZi (Q) (/pi + 4) , Z α+1i yj , (−t)−1Z α+1i λj
} ⊂ O|α|+12−2l,2 and{
(−t)−2Z α+2i xj , (−t)−1Z α+1i T̂ j , (−t)−2/L
α+1
Zi Zj , /L
α
Zi
(T )Z, /LαZi (T )/pi
} ⊂ O|α|+1−2l,1 in terms of Zα+1i ψ which belongs
to Ψ
|α|+2
1−2l,1. Here l is the number of T ’s in Zi’s.
Proof. We do induction on the order. When |α| = 0, the estimates are treated in Section 3. Here we only treat
the estimates when l = 0, when l ≥ 1, we can use the structure equation (2.32) to reduce the problem to the
estimates for µ, which is treated in Proposition 6.2. Given |α| ≤ N∞, we assume that estimates hold for terms
of order ≤ |α|. In particular, we have /L β−1Ri χ′, R βi yj ∈ O|β|+12,2 for all |β| ≤ |α|. We prove the proposition for
|α|+ 1.
Step 1 Bounds Rα+1i x
j . Let δjα+1,i = Ω
α+1
i x
j−Rα+1i xj where Ωi’s are the standard rotational vectorfields
on Euclidean space. It is obvious that Ωαi x
j is equal to some xi, therefore, bounded by r. Since Ri = Ωi−λiT̂ j∂j ,
Rix
j ∈ O00,−1 and by ignoring all the numerical constants, we have
δjα+1,i = R
α
i
(
λiT̂
j
)
= Rαi
(
λi
(
xj
u− t + y
j
))
.
Here the index i is not a single index. It means we apply a string of different Ris. This notation applies in the
following when a string of Ris are considered.
By the induction hypothesis, the right hand side above is in O|α|2,1. Therefore Rα+1i xj ∈ O|α|0,−1.
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Step 2 Bounds on /LαRiχ′. We commute /L
α
Ri with (3.20) to derive
/LL/LαRiχ′ =
[
/LL, /LαRi
]
χ′ + e · /LαRiχ′ + χ′ · /L
α
Riχ
′ +
∑
|β1|+|β2|=|α|
|β2|<|α|
Ri
β1e · /Lβ2Riχ′
+
∑
|β1|+|β2|+|β3|=|α|
|β1|<|α|,|β3|<|α|
/Lβ1Riχ′ · /L
β2
Ri/g
−1 · /Lβ3Riχ′ + /L
α
Ri
(e/gAB
t− u − α
′
AB
)
.
(6.2)
Since e = c−1
dc
dρ
Lρ, Ri
αe is of order ≤ |α| + 1. By (B.1), we have Rβi e ∈ Ψ|α|+12,3 . Similarly, by the explicit
formula of α′AB , we have /L
β
Riα
′
AB ∈ Ψ|α|+22,4 . Since (Ri)piAB = 2c−1λiχAB and /L
β2
Ri/g = /L
β2−1
Ri
(Ri)/piAB , by the
estimates derived in previous sections and by the induction hypothesis, we can rewrite (6.2) as
/LL/LαRiχ′ =
[
/LL, /LαRi
]
χ′ +O12,3 · /LαRiχ′ + Ψ≤|α|+22,4 .
The commutator can be computed as
[
/LL, /LαRi
]
χ′ =
∑
|β1|+|β2|=|α|−1 /L
β1
Ri
/L(Ri)Z /Lβ2Riχ′. Since (Ri)ZA = −χ′ABRiB+
εijkz
jXA
k + λi/dA(c) and z
j = − (c−1)xju−t − cyj , the commutator term is of type O12,2 · /L
α−1
Ri χ
′. Therefore, we
have
/LL/LαRiχ′ = O12,3 · /L
α
Riχ
′ + Ψ≤|α|+22,4 .
By integrating this equation from −r0 to t, the Gronwall’s inequality yields ‖/LαRiχ′‖L∞(Σut ) .M δ(−t)−3.
Step 3 Bounds on Rα+1i y
j and Rα+1i λj . Since Riy
j = (−c−1χA
B
− δABu−t )RAi /dBxj , schematically we have
Rα+1i y
j = Rαi Rky
j = Rαi
((
c−1χ+
δ
u− t
)
·Rk · /dxj
)
.
We distribute Rαi inside the parenthesis by Leibniz rule. (Here again, the index i is not a single index, so
we use index k to distinct the last rotation vectorfield.) Therefore, a typical term would be either /LRi
β1χ ·
/LRi
β2
/g
−1 · /LRi
β3Rk · /dRβ4i xj or /LRi
β1
/g · /LRi
β2
/g
−1 · /LRi
β3Rk · /dRβ4i xj with |β1| + |β2| + |β3| + |β4| = |α|.
There are only two terms where are not included in the induction hypothesis: /LRi
β2
/gAB and
/LRi
β3Rj . The
first term is in fact easy to handle by induction hypothesis and estimates derived in Step 1 and Step 2, since
/LRi/gAB = (Ri)/piAB = 2λic−1χAB . For the second one, we use the following expression:
/LRiRj = −
3∑
k=1
εijkRk + λi
(c−1 − 1
u− t /g − c
−1(χ+
/g
u− t )
)
Rj − λj
(c−1 − 1
u− t /g − c
−1(χ+
/g
u− t )
)
Ri
− λiεjklyk/dxl · /g−1 + λjεiklyk/dxl · /g−1.
Therefore, /LRi
β3Rk = /LRi
β3−1/LRiRk = O|β3|−10,−1 +O|β3|−1≥2,≥2Rβ3i xj . Finally, we obtain that
Rα+1i y
j = O≤|α|+12,2 +O≤|α|2,≥2 · /dRβ4i xj .
Although /dRβ4i x
j and /LRi
β1χ may have order |α|+1, they have been controlled from previous steps. This gives
the bounds on Rα+1i y
j . Then by the fact that λj = jklx
kyl, the estimate for Rα+1i λj follows. This completes
the proof of the proposition. 
Proposition 6.2. For sufficiently small δ, for all |α| ≤ N∞, t ∈ [−r0, s∗], we can bound Zα+1i µ ∈ O|α|+1−2l,1 in
terms of Zα+2i ψ ∈ Ψ|α|+21−2l,1.
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Proof. We do induction on order. The base case |α| = 0 has be treated in Section 3 and Section 4. We
assume the proposition holds with order of derivatives on µ at most |α|. For |α|+ 1, by commuting Zα+1i with
Lµ = m+ µe, we have
LδlZα+1i µ = (e+
(Zi)Z)δlZα+1i µ+ δ
lZα+1i m+
∑
|β1|+|β2|≤|α|+1
|β1|<|α|
δl1Zβ1i µδ
l2Zβ2i e
where la, a = 1, 2 is the number of T ’s in Z
βa ’s and l is the number of T ’s in Zα’s. By the induction hypothesis,
the above equation can be written as:
LδlZα+1i µ = O≤12,2 · δlZα+1i µ+ Ψ≤|α|+20,2
Similar to the estimates derived in the Step 3 in previous section, we can use induction hypothesis and Gronwall’s
inequality to conclude that ‖Zα+1i µ‖L∞(Σt) .M δ−l(−t)−1. 
6.2. L2 estimates. Ntop will be the total number of derivatives commuted with 2g˜ψ = 0. The highest order
objects will be of order Ntop + 1. In this subsection, based on (B.1) and (B.2), we will derive L
2 estimates on
the objects of order ≤ Ntop in terms of the L2 norms of Zα+2i ψ ∈ Ψ|α|+21−2l with |α| ≤ Ntop − 1.
Proposition 6.3. For sufficiently small δ, for all α with |α| ≤ Ntop− 1 and t ∈ [−r0, s∗], the L2(Σut ) norms of
all the quantities listed below
/LαZiχ′, (−t)−1/L
α
Zi
(Zj)Z, (−t)−1/LαZi (Zj)/pi, (−t)−1Z α+1i yj , (−t)−2Z α+1i λj ,
are bounded 3 by δ1/2−l
∫ t
−r0(−t′)−3µ
−1/2
m (t′)
√
E≤|α|+2(t′, u)dt
′, where l is the number of T ’s in Zi’s.
Proof. We use an induction argument on the order of derivatives. When |α| = 0, the result follows from the
estimates in Section 3 and 4. Again, here we only treat the case l = 0. The case l ≥ 1 can be treated using
(2.32). By assuming the proposition holds for terms with order ≤ |α|, we show it holds for |α|+ 1.
Step 1 Bounds on /LαRiχ′. By affording a L-derivative, we have
‖/LαRiχ′‖L2(Σut ) . ‖/L
α
Riχ
′‖L2(Σu−r0 ) +
∫ t
−r0
‖|χ′||/LαRiχ′|+ |/LL/L
α
Riχ
′|‖L2(Σuτ )dτ. (6.3)
We use formula (6.2) to replace /LL/LαRiχ′ by the terms with lower orders. Each nonlinear term has at most one
factor with order > N∞. We bound this factor in L2(Σt) and the rest in L∞. We now indicate briefly how the
estimates on the factors involving e and α′ work.
For α′, since α′AB = c
dc
dρ
/D
2
A,Bρ+
1
2
[d2(c2)
dρ2
− 1
2c2
(dc2
dρ
)2]
XA(ρ)XB(ρ), in view of the definition of E(t, u), for
sufficiently small δ, we have
‖/LαRiα′AB‖L2(Σut ) .
∑
|α|≤k
(−t)−2‖/dRα+1i ψ‖L2(Σut ) .M δ
1
2 (−t)−3µ−1/2m (t)
√
E≤|α|+2(t, u).
For e, since e = c−1
dc
dρ
Lρ, we have
‖Rαi e‖L2(Σut ) .M (−t)−2
∑
|β|≤|α|
(
δ1/2‖/dR|β|−1i ψ‖L2(Σut ) + δ1/2‖/dR
|β|−1
i Qψ‖L2(Σut )
)
.M δ1/2(−t)−3µ−1/2m (t)
√
E≤|α|+1(t, u).
3The inequlaity is up to a constant depending only on the bootstrap constant M .
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By applying Gronwall’s inequality to (6.3), we obtain immediately that
‖/LαRiχ′‖L2(Σut ) ≤ ‖/L
α
Riχ
′‖L2(Σu−r0 ) + CMδ
1/2
∫ t
−r0
(−τ)−3µ−1/2m (τ)
√
E≤|α|+2(τ, u)dτ
Step 2 Bounds on Rα+1i y
j . By the computations in the Step 2 of the proof of Proposition 6.1, Rα+1i y
is a linear combination of the terms such as /LRi
β1χ · /LRi
β2
/g
−1 · /LRi
β3Rj · /dRβ4i xj or as /LRi
β1
/g · /LRi
β2
/g
−1 ·
/LRi
β3Rj · /dRβ4i xj , where |β1|+ |β2|+ |β3|+ |β4| = |α|. Similarly, we bound all factors with order ≤ N∞ by the
L∞ estimates in Proposition 6.1. By the induction hypothesis, this yields the bound on Rα+1i y
j immediately.
The estimates for other quantities follow from the estimates of χ′ and yj . Again, as in [18], In this process, the
terms like Rβi x
j and the leading term in /LRiRj , which can be bounded by a constant C(−t) disregarding the
order of the derivatives, are bounded in L∞. The rest terms in /LRiRj , which depend on χ′ and yj as well as
their derivatives, are bounded in L2 based on the L2 estimates for /LβRiχ′. 
We also have L2 estimates for derivatives of µ.
Proposition 6.4. For sufficiently small δ, for all α with |α| ≤ Ntop − 1 and t ∈ [−r0, s∗], we have
δl(−t)−1‖Zα+1i µ‖L2(Σut ) .Mδl(−r0)−1‖Zα+1i µ‖L2(Σu−r0 )
+δ1/2
∫ t
−r0
(−τ)−2
(√
E≤|α|+2(τ, u) + µ−1/2m (τ)(−τ)−1
√
E≤|α|+2(τ, u)
)
dτ.
Proof. According to the proof of Proposition 6.2, we have
δlL
(
(−t)−1|Zα+1i µ|
)
.δl(−t)−1|Zα+1i m|+ δl(−t)−2|Zα+1i µ|
+δl(|e|+ |(Ri)Z|)(−t)−1|Zα+1i µ|
+
∑
|β1+β2|≤|α|
δl1(−t)−1|Zβ1i µ|δl2 |Rβ2i e|.
Then the result follows by using Gronwall and an induction argument, which are similar as in the proof of
Proposition 6.2. 
7. Estimates for the top order optical terms
As we already stated, the highest possible order of an object in the paper will be Ntop + 1. The current
section is devoted to the L2 estimates of /dXAR
α−1
i trχ and XAZ
α+1
i µ with |α| = Ntop− 1. Here we choose XA
as the first member of the string of commutators because this avoids a logarithmic divergence in the estimates.
When there is no confusion, we use the notation Rαi := XARα−1i .
7.1. Estimates for the contribution from trχ. Since we deal with top order terms, we can not use the
transport equation (2.33) directly as in the previous section, which causes a loss of derivative. Instead, we derive
an elliptic system coupled with a transport equation for χ̂ and /dtrχ:
L(/dXAR
α−1
i trχ) = χ̂ · /∇LXALα−1Ri χ̂+ · · · , /divLXALα−1Ri χ̂ = /dXARα−1i trχ+ · · · .
The new idea is using elliptic estimates and rewriting the right hand side of the transport equations to avoid
the loss of derivatives. To rewrite the equation, we need to use the inhomogeneous wave equation satisfied by
ρ := ψ20 :
2gρ =
d(log(c))
dρ
gµν∂µρ∂νρ+ 2g
µν∂µψ0∂νψ0 (7.1)
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Then following the same procedure as in [18], we obtain:
L
(
µtrχ− fˇ) = 2Lµtrχ− 1
2
µ(trχ)2 − µ|χ̂|2 + gˇ, (7.2)
with
fˇ = −1
2
d(c2)
dρ
Lρ,
gˇ =
(
2
(
d(c)
dρ
)2
+ c
d2(c)
dρ2
)(
LρLρ− µ|/dρ|2)
+ 2c
d(c)
dρ
((
Lψ0Lψ0 − µ|/dψ0|2
)
+
(
1
4
µ|/dρ|2
c2
− ζA/dAρ
))
.
being of order at most 1 and regular as µ→ 0. So there will be no loss of derivatives by integrating the equation
(7.2). Let us introduce the notation Fα:
Fα = µ/d
(
XARi
α−1trχ
)− /d(XARiα−1fˇ) .
Therefore Fα satisfies the equation:
/LLFα +
(
trχ− 2µ−1Lµ)Fα = (−1
2
trχ+ 2µ−1Lµ
)
/d
(
XARi
α−1fˇ
)− µ/d (XARiα−1 (|χ̂|2))+ gα, (7.3)
with gα in the following schematic expression (by setting all the numerical constants to be 1):
gα = /LXA /LRiα−1g0 +
∑
|β1|+|β2|=|α|−1
/Lβ1Ri /L(Ri)ZFβ2 +
∑
|β1|+|β2|=|α|−1
/Lβ1Ri
((
µRitrχ+RiLµ+ (Ri)Zµ
)
/d
(Riβ2trχ))
+
∑
|β1|+|β2|=|α|−1
/Lβ1Ri
(
Riµ
[
/LL/d
(Riβ2trχ)+ trχ/d(Riβ2trχ)+ /d(Riβ2(|χ̂|2))]+Ritrχ/d(Riβ2 fˇ)).
Here
g0 = /dgˇ − 1
2
trχ /d
(
fˇ − 2Lµ)− (/dµ)(Ltrχ+ |χ̂|2)
and Ri is either Ri or XA. Moreover, in the string of Ri’s, XA appears once exactly and in front of Ri’s. For
any form ξ, since |ξ|L|ξ| = (ξ, /LLξ)− ξ · χ̂ · ξ−
1
2
trχ|ξ|2, we have L|ξ| ≤ |/LLξ|+ |χ̂||ξ| −
1
2
trχ|ξ|. Applying these
to (7.3), we obtain
L|Fα| ≤ (µ−1Lµ− 3
2
trχ+ |χ̂|)|Fα|+
(
2µ−1|Lµ| − trχ)|/dXARiα−1fˇ |+ |µ/dXARiα−1 (|χ̂|2) |+ |gα|. (7.4)
or
L|Fα| ≤ (µ−1Lµ− 3
2
trχ+ |χ̂|)|Fα|+
(
2µ−1|Lµ| − trχ) |/dXARiα−1fˇ |+ g˜α. (7.5)
with
g˜α :=
∣∣µ/dXARiα−1 (|χ̂|2)∣∣+ |gα|
In terms of χ′
AB
= χ
AB
+
/gAB
u−t , we write the above inequality in optical coordinates as:
∂|Fα|
∂t
+
3
t− u |Fα|+
(
−µ−1 ∂µ
∂t
+
3
2
trχ′ − |χ̂|
)
|Fα| (7.6)
≤ (2µ−1|∂tµ| − trχ) |/dXARα−1i fˇ |+ g˜α.
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Multiplying both sides by −(t− u)3, we obtain:
∂t
(
(−t+ u)3 |Fα|
)
+
(
−µ−1 ∂µ
∂t
+
3
2
trχ′ − |χ̂|
)
(−t+ u)3 |Fα|
≤(−t+ u)3 (2µ−1|∂tµ| − trχ) |/dXARα−1i fˇ |+ (−t+ u)3g˜α.
For the term involving −µ−1∂tµ on the left hand side, if µ < 1/10, then ∂tµ < 0, and this term can be dropped.
Otherwise, since µ ≥ 1/10, −µ∂tµ can be bounded in absolute value by C(−t)−2, with C being an absolute
constant. Therefore, in view of the pointwise bounds for χ′ and χ̂, the second term on the left hand side can
be bounded, after it is moved to the right hand side, as:
C(−t)−2 (−t+ u)3 |Fα|.
So this can be treated by Gronwall and we obtain:
(−t+ u)3|Fα(t, u)| ≤C
(∫ t
−r0
(
(−t′ + u)3(2µ−1|∂tµ| − trχ)(t, u)|/dXARα−1i fˇ(t′, u)|
)
dt′
+
∫ t
−r0
(
(−t′ + u)3g˜α(t′, u)
)
dt′
)
:= I + II
Let us now investigate the L2 norms of the quantities appearing in the above inequality. For a smooth function
φ, the L2 norm of it on [0, δ]× S2 is defined by:
‖φ(t)‖L2([0,δ]×S2) :=
√∫
[0,δ]×S2
φ(t, u)2r−20 dµ/g(−r0,0)du
On Σδt , the L
2 norm is defined by:
‖φ(t)‖L2(Σδt ) :=
√∫
[0,δ]×S2
φ(t, u)2dµ/g(t,u)du
The relation between these two norms is:
(−t)‖φ(t)‖L2([0,δ]×S2) . ‖φ(t)‖L2(Σδt ) . (−t)‖φ(t)‖L2([0,δ]×S2)
This discussion also applies to tensors.
Now we give an estimate for (−t)2‖Fα‖L2(Σut ). In view of
(−t)3‖Fα(t)‖l2([0,u]×S2) . (−t)2‖Fα‖L2(Σut ) . (−t)3‖Fα(t)‖l2([0,u]×S2),
we only need to give an estimate for (−t)3‖Fα(t)‖l2([0,u]×S2). We first estimate I:
‖I‖L2([0,u]×S2) .
∫ t
−r0
(−t′)3‖(2µ−1|∂tµ| − trχ)|/dXARα−1i fˇ |(t′, u′)‖L2([0,u]×S2)dt′
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In view of the definition of /dXAR
α−1
i fˇ and (5.16), we have:
‖|/dXARα−1i fˇ |(t′, u)‖L2([0,u]×S2)
.δ1/2(−t′)−3
∑
|β|≤|α|+1
‖TRβi ψ0‖L2([0,u]×S2)
+δ−1/2(−t′)−3
∑
|β|≤|α|
‖Rβi ψ0‖L2([0,u]×S2)
.δ1/2(−t′)−3
∑
|β|≤|α|+1
‖TRβi ψ0‖L2([0,u]×S2)
Let t0 be the first point in evolution for which µm(t0) =
1
10
. When t′ ∈ [−r0, t0], we have µm(t′) ≥ 1/10. The
contribution to ‖I‖L2([0,u]×S2) is bounded by:
Cδ1/2
∫ t0
−r0
(−t′)−1
∑
|β|≤|α|+1
‖TRβi ψ0‖L2([0,u]×S2)dt′
≤Cδ1/2
∫ t
−r0
(−t′)−2
√
E≤|α|+2(t′, u)dt′
≤Cδ1/2
∫ t
−r0
µ
−b|α|+2
m (t
′)(−t′)−2
√
E˜≤|α|+2(t′, u)dt′
In order to treat the case when t′ ∈ [t0, t], we need an analogy to the Lemma 8.1 in [18], concerning the behavior
of (L(logµ))−. Let us define the following quantities:
M(t) := max
(u,θ),(t,u,θ)∈Wshock
∣∣(L(logµ))−(t, u, θ)∣∣,
Ia(t) :=
∫ t
t0
µ−am (τ)M(τ)dτ,
where a ∈ R>0 is a constant.
Lemma 7.1. (1) Given a constant a ≥ 4, for all t ∈ [t0, t∗), we have
Ia(t) . a−1µ−am (t). (7.7)
(2) For a ≥ 4 and δ sufficiently small, there is an absolute constant C0 independent of a, so that for all
τ ∈ [−r0, t], we have
µam(t) ≤ C0µam(τ) (7.8)
Proof. (1) By Proposition 4.6, for t ≥ t0, the minimum of r20(Lµ)(−r0, u, θ) on [0, δ] × S2 is negative and we
denote it by
−ηm = min
(u,θ)∈[0,δ]×S2
{r20(Lµ)(−r0, u, θ)}. (7.9)
We notice that 1 ≤ ηm ≤ Cm where Cm is a constant depending on the initial data. In view of the asymptotic
expansion for (Lµ)(t, u, θ) in Lemma 4.4, we have
µ(t, u, θ) =1−
(
1
t
+
1
r0
)
r20(Lµ)(−r0, u, θ) +O
(
δM4
)( 1
t2
− 1
r20
)
. (7.10)
We fix an s ∈ (t0, t∗) in such a way that t0 ≤ t < s < t∗. There exists (us, θs) ∈ [0, δ]×S2 and (um, θm) ∈ [0, δ]×S2
so that
µ(s, us, θs) = µm(s), r
2
0(Lµ)(−r0, um, θm) = −ηm. (7.11)
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We claim that ∣∣ηm + r20(Lµ)(−r0, us, θs)∣∣ ≤ O(δM4). (7.12)
Indeed, one can apply (7.10) to µ(s, um, θm) and µ(s, us, θs) to derive
µ(s, us, θs) =1−
(
1
s
+
1
r0
)
(−ηm + dms) +O(δM4)
(
1
t2
− 1
r20
)
µ(s, um, θm) =1−
(
1
s
+
1
r0
)
(−ηm) +O(δM4)
(
1
t2
− 1
r20
)
,
(7.13)
where the quantity dms > 0 is defined as
dms := ηm + r
2
0(Lµ)(−r0, us, θs). (7.14)
Since µ(s, us, θs) ≤ µ(s, um, θm), we have
0 < −
(
1
s
+
1
r0
)
dms ≤ O(δM4)
(
1
t2
− 1
r20
)
. (7.15)
Hence,
−
(
1
t
+
1
r0
)
dms ≤ −
(
1
s
+
1
r0
)
dms ≤ O(δM4)
(
1
t2
− 1
r20
)
,
which implies
dms ≤ O(δM4)
(
1
r0
− 1
t
)
≤ O(δM4). (7.16)
With this preparation, one can derive precise upper and lower bounds for µm(t).
We pick up a (u′m, θ
′
m) ∈ [0, δ]× S2 in such a way that µ(t, u′m, θ′m) = µm(t). For the lower bound, by virtue
of Lemma 4.4, we have
µm(t) =µ(t, u
′
m, θ
′
m) = µ(s, u
′
m, θ
′
m) +
∫ t
s
(Lµ)(t′, u′m, θ
′
m)dt
′
≥µm(s) +
∫ t
s
ηm
−t′2 +
O(δM4)
(−t′)3 dt
′
≥µm(s) +
(
ηm − 1
2a
)(
1
t
− 1
s
)
.
(7.17)
In the last step, we take sufficiently small δ so that O(δM4) ≤ 12a .
For the upper bound, in view of Lemma 4.4 and (7.16), we have
µm(t) ≤µ(t, us, θs) = µm(s) +
∫ t
s
(Lµ)(t′, us, θs)dt
′
=µm(s) +
∫ t
s
ηm − dms
−t′2 +
O(δM4)
(−t′)3 dt
′
≤µm(s) +
∫ t
s
ηm
−t′2 +
O(δM4)
t′2
dt′
≤µm(s) +
(
ηm +
1
2a
)(
1
t
− 1
s
)
. (7.18)
In the last step, we also take sufficiently small δ so that O(δM4) ≤ 12a .
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For Ia(t), first of all, we have
Ia(t) .
∫ t
t0
(
µm(s) +
(
ηm − 1
2a
)(
1
t
− 1
s
))−a−1
t′−2dt′
=
∫ τ0
τ
(
µm(s) +
(
ηm − 1
2a
)
(τ − τs)
)−a−1
dτ ′
≤ 1
ηm − 12a
1
a
(
µm(s) +
(
ηm − 1
2a
)
(τ − τs)
)−a
.
Hence,
Ia(t) .
1
a
(
µm(s) +
(
ηm − 1
2a
)(
1
t
− 1
s
))−a
≤1
a
(
µm(s) +
(
ηm − 12a
) (
1
t − 1s
))−a(
µm(s) +
(
ηm +
1
2a
) (
1
t − 1s
))−aµ−am (t)
≤1
a
((
ηm − 12a
) (
1
t − 1s
))−a((
ηm +
1
2a
) (
1
t − 1s
))−aµ−am (t).
(7.19)
Since as a→∞, one has (
ηm − 12a
)−a(
ηm +
1
2a
)−a → e 1ηm .
The limit is an absolute constant. Therefore, (7.19) yields the proof for part (1) of the lemma. The proof for
part (1’) is exactly the same.
(2) We start with an easy observation: if µ(t, u, θ) ≤ 1− 1
a
, then Lµ(t, u, θ) . −a−1. In fact, we claim that
( 1t +
1
r0
)r20Lµ(−r0, u, θ) ≥ 12a−1. Otherwise, for sufficiently small δ (say δ1/4 ≤ a−1), according to the expansion
for µ(t, u, θ), i.e. µ(t, u, θ) = µ(−r0, u, θ)− ( 1t + 1r0 )r20Lµ(−r0, u, θ) +
O(δ)
t , we have
µ(t, u, θ) > 1− 1
2a
− C δ
t
≥ 1− 1
a
.
which is a contradiction. So in view of the fact that
tr0
t+ r0
is bounded above by a negative absolute constant when
t ∈ (−r0,−1], we have r20Lµ(−r0, u, θ) . −a−1. Therefore the expansion of Lµ implies Lµ(t, u, θ) . −a−1t−2.
In particular, this observation implies that, if there is a t′ ∈ [−r0, s∗m], so that µm(t′) ≤ 1 − a−1, then for all
t ≥ t′, we have µm(t) ≤ 1 − a−1. This allows us to define a time t1, such that it is the minimum of all such t′
with µm(t
′) ≤ 1− a−1.
We now prove the lemma. If τ ≤ t1, since µm(t) ≤ 1, we have
µ−am (τ) ≤ (1−
1
a
)−a ≤ C0 ≤ C0µ−am (t).
If τ ≥ t1, then µm(τ) ≤ 1− 1
a
. let µm(τ) = µ(τ, uτ , θτ ). We know that µ(t, uτ , θτ ) is decreasing in t for t ≥ τ .
Therefore, we have
µm(t) ≤ µ(t, uτ , θτ ) ≤ µ(τ, uτ , θτ ) = µm(τ).
The proof now is complete. 
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Let us continue to estimate ‖I‖L2([0,u]×S2). When t′ ∈ [t0, t], the contribution of the term µ−1∂tµ is bounded
through Lemma 7.1 by:
Cδ1/2
∫ t
t0
µ
−b|α|+2
m (t
′)(−t′)−1M(t′)
√
E˜≤|α|+2(t′, u)dt′ ≤ Cδ
1/2(−t)−1
b|α|+2
µ
−b|α|+2
m (t)
√
E˜≤|α|+2(t, u)
Therefore we have the following estimates for I:
‖I‖|L2([0,u]×S2) ≤Cδ
1/2(−t)−1
b|α|+2
µ
−b|α|+2
m (t)
√
E˜≤|α|+2(t, u)
+ Cδ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′u)dt′.
(7.20)
Next we move to the estimate for ‖II‖l2([0,u]×S2). We first investigate the structure of gα, which is the sum
of four terms. In order to estimate the first term, /LαRig0, we rewrite g0 in another way. Taking the trace of the
equation (2.35), we can rewrite the last term in g0 as
−(/dµ) (Ltrχ+ |χ|2) = −(/dµ) (etrχ− trα′) .
Therefore the contribution of last term in g0 to ‖/LαRig0‖L2([0,δ]×S2) is ‖/L
α
Ri(/dµ)
(
etrχ− trα′) ‖L2([0,δ]×S2). Since
the top order is |α| + 2, there is no top order optical terms in this contribution. In regard to the L2 norms of
lower order optical terms, we introduce the following notations:
Aul (t) : = max|α|=l ‖/L
α
Riχ‖L2(Σut ),
A′ul (t) : = max|α|=l ‖/L
α
Riχ
′‖L2(Σut ),
Bum,l+1(t) : = max|β|+|γ|=l ‖R
β+1
i T
γµ‖L2(Σut ),
Au≤l(t) : =
l∑
k=1
Auk(t),
A′u≤l(t) : =
l∑
k=1
A′uk (t),
Bu≤m,≤l+1(t) : =
∑
m′≤m,l′≤l
Bum′,l′+1(t).
(7.21)
It’s obvious that
‖Rαi trχ‖L2([0,δ]×S2) = ‖Rαi trχ′‖L2([0,δ]×S2) for |α| ≥ 1.
To estimate the factor ‖/LαRi
(
(/dµ)(etrχ)
) ‖L2(Σut ), we need to use the Leibniz rule. If more than half of the
derivatives hit e, then the corresponding contribution is bounded by:
Cδ1/2(−t)−5
∑
|β|≤|α|
(
‖Rβi Qψ0‖L2(Σut ) + ‖R
β
i ψ0‖L2(Σut )
)
≤Cδ3/2(−t)−5
√
E≤|α|+2(t, u)
≤Cδ3/2(−t)−5µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
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in view of the pointwise estimates of /dRβi µ, R
β
i trχ and R
β
i ψ, R
β
i Qψ when |β| ≤ N∞. Similarly, if more than
half of the derivatives hit trχ and /dµ, their corresponding contribution are bounded by:
δ(−t)−5A′≤|α|(t) and δ(−t)−5B0,≤|α|+1(t)
respectively.
On the other hand, in view of Proposition 6.3 and 6.4, we have the following estimates for A′≤|α|(t) and
B0,≤|α|+1(t):
A′≤|α|(t) .δ1/2
∫ t
−r0
(−t′)−3µ−1/2m (t′)
√
E≤|α|+2(t′, u)dt
′,
.δ1/2(−t)−2µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u);
(−t)−1B0,≤|α|+1(t) .(−r0)−1B0,≤|α|+1(−r0)
+δ1/2
∫ t
−r0
(−τ)−2
(√
E≤|α|+2(τ, u) + µ−1/2m (τ)(−τ)−1
√
E≤|α|+2(τ, u)
)
dτ,
.(−r0)−1B0,≤|α|+1(−r0)
+(−t)−1
(
µ
−b|α|+2
m (t)
√
E˜≤|α|+2(t, u) + µ
−b|α|+2−1/2
m (t)(−t)−1
√
E˜≤|α|+2(t, u)
)
.
Combining the above estimates, we have:
‖/LαRi
(
(/dµ)(etrχ)
) ‖L2(Σut ) .δ(−t)−5B0,≤|α|+1(−r0)
+Cδ3/2(−t)−5µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
+Cδ3/2(−t)−6µ−b|α|+2+1/2m (t)
√
E˜≤|α|+2(t, u).
(7.22)
For the last term in /LαRig0, we are still left with the term ‖/L
α
Ri
((
/dµ
)
trα′
) ‖L2(Σut ). If more than half of the
derivatives hit /dµ, the estimates are exactly the same as the previous case. If more than half of the derivatives
hit trα′, then the contribution is bounded by:
δ1/2(−t)−4‖/dRα+1i ψ0‖L2(Σut ) . δ1/2(−t)−5µ−1/2m (t)
√
E≤|α|+2(t, u) (7.23)
Combining (7.22) and (7.23), we have
‖/LαRi
(
(/dµ)(etrχ− trα′)) ‖L2(Σut ) .δ(−t)−4B0,≤|α|+1(−r0)
+Cδ3/2(−t)−4µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
+Cδ1/2(−t)−5µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u).
(7.24)
Next we consider the contribution from the second term in the expression of g0, whose L
2 norm is given by
‖/LαRi
(
trχ · /d (fˇ − 2Lµ)) ‖L2(Σut ). For the first term ‖/LαRi (trχ · /dfˇ) ‖L2(Σut ), if more than half of the derivatives
hit trχ, then it is bounded by
(−t)−3A′≤|α|(t) . δ1/2(−t)−5µ
−b|α|+2−1/2
m (t)
√
E˜≤|α|+2(t, u). (7.25)
If more than half of the derivatives hit /dfˇ , then this term is bounded by:
δ1/2(−t)−3
√
E˜≤|α|+2(t, u) . δ1/2(−t)−3µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u). (7.26)
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Here we also used (5.16) if most of the derivatives hit ψ0 instead of Lψ0. The treatment for the second term
‖/LαRi
(
trχ · /dLµ) ‖L2(Σut ) is similar. If more than half of the derivatives hit trχ, the estimate is exactly the same
as (7.25). If more than half of the derivatives hit /dLµ, then this term is bounded by
δ1/2(−t)−3µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u) + δ1/2(−t)−4µ−b|α|+2−1/2m (t)
√
E≤|α|+2(t, u). (7.27)
Combining (7.25), (7.26) and (7.27), we have:
‖/LαRi
(
trχ · /d (fˇ − 2Lµ)) ‖L2(Σut )
.δ1/2(−t)−3µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u) + δ1/2(−t)−4µ−b|α|+2−1/2m (t)
√
E≤|α|+2(t, u).
(7.28)
To complete the estimates for the contribution from /LαRig0, we finally estimate the contribution from gˇ:
‖/LαRi
(
/dgˇ
) ‖L2(Σut ). Recall the expression of gˇ:
gˇ =
1
2
d2(c2)
dρ2
[
LρLρ− µ|/dρ|2]− 1
2
d(c2)
dρ
Ω−1
dΩ
dρ
[
LρLρ− µ|/dρ|2]
+
d(c2)
dρ
[
Lψ0Lψ0 − µ|/dψ0|2
]
+
d(c2)
dρ
[
1
4
c−2µ|/dρ|2 − ζA · /dAρ
]
.
Here we will only treat the top order terms, namely, when all the derivatives hit one factor. The estimates for
other lower order terms follow in the same manner. We first consider the contribution from the term LρLρ.
When all of /LαRi hit Lρ, the contribution is bounded by:
δ3/2(−t)−4
√
E≤|α|+2(t, u) ≤ δ3/2(−t)−4µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u). (7.29)
Here we also used (5.16) when /LαRi hit ψ0.
When all of /LαRi hit Lρ, the contribution is bounded by:
δ1/2(−t)−3‖LRα+1i ψ0‖L2(Σut ) .δ1/2(−t)−4‖LRα+1i ψ0 + νRα+1i ψ0‖L2(Σut )
+δ3/2(−t)−5
√
E≤|α|+2(t, u)
.δ1/2(−t)−5µ−1/2m (t)
√
E≤|α|+2(t, u)
+δ3/2(−t)−5
√
E≤|α|+2(t, u)
.δ1/2(−t)−5µ−1/2−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
+δ3/2(−t)−5µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u).
(7.30)
Here (5.16) is used when /LαRi hit ψ0.
Next we consider the contribution of µ|/dρ|2. This is bounded by
δ3/2(−t)−4
√
E≤|α|+2(t, u) . δ3/2(−t)−4µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u). (7.31)
By the definition of ζ, the contribution from ζA · /dAρ enjoys the same bound.
Now we move to the contribution from µ|/dψ0|2. This is bounded by:
δ1/2(−t)−4
√
E≤|α|+2(t, u) . δ1/2(−t)−4µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u). (7.32)
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Finally we estimate the most difficult term: /d (Lψ0Lψ0). When all of /LαRi and /d hit Lψ0, this contribution is
bounded by:
δ1/2(−t)−3
√
E≤|α|+2(t, u) . δ1/2(−t)−3µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u). (7.33)
When /LαRi and /d hit Lψ0, the treatment is different. The spacetime integral we want to estimate is (Remember
Ri ∼ (−t)/d,Ri ∼ (−t)XA.):∫ t
−r0
(−t′)‖Lψ0LRα+1i ψ0‖L2(Σu
t′ )
dt′ ≤ Cδ−1/2
∫ t
−r0
(−t′)−1‖LRα+1i ψ0‖L2(Σu
t′ )
dt′.
In order to use the flux F (t, u), the right hand side of the above is bounded through (5.16) by:
δ−1/2
∫ t
−r0
(−t′)−1‖LRα+1i ψ0 + νRα+1i ψ0‖L2(Σu
t′ )
dt′ + δ1/2
∫ t
−r0
(−t′)−2
√
E≤|α|+2(t′, u)dt′.
The second term above is bounded in the same way as the contribution of (7.33) to the spacetime integral. We
focus on the first term above. By using Ho¨lder inequality, this term is bounded by:
δ−1/2
(∫ t
−r0
(−t′)−3dt′
)1/2(∫ t
−r0
(−t′)2
∫ u
0
∫
S2
(
LRα+1i ψ0 + νR
α+1
i ψ0
)2
dµ/gdu
′dt′
)1/2
.δ−1/2(−t)−1
(∫ u
0
F≤|α|+2(t, u
′)du′
)1/2
.
(7.34)
Now we summarize our estimates for the contribution of the first term in /LαRig0. The L2 norm of II on Σut is
bounded as:
‖II‖L2([0,u]×S2) ≤
∫ t
−r0
(−t′)3‖g˜α(t′, u)‖L2([0,u]×S2)dt′ .
∫ t
−r0
(−t′)2‖g˜α‖L2(Σu
t′ )
dt′. (7.35)
Combining (7.29)-(7.34) and (7.28), (7.24), the contribution of /LαRig0 to right hand side of above is bounded
by:
δ
∫ t
−r0
(−t′)−2B0,≤|α|+1(−r0)dt′ + δ−1/2(−t)−1
(∫ u
0
F≤|α|+2(t, u
′)du′
)1/2
+
δ1/2
∫ t
−r0
(−t′)−2
(
µ
−b|α|+2
m (t
′)
√
E˜≤|α|+2(t′, u) + µ
−b|α|+2−1/2
m (t
′)
√
E˜≤|α|+2(t′, u)
)
dt′.
(7.36)
Next we consider the second term in gα, which is a sum of the terms as follows:
/LβRi /L(Ri)ZFα−β−1,
which can be systematically rewritten as:
/L(Ri)ZFα−1 +
∑
β
/L[/LβRi ,(Ri)Z]Fα−β−1.
Here the terms in the sum on the right hand side of the above, which are of lower order, come from the
commutator [/LRj , /L(Ri)Z ]. The first term, which is of principal order, can be bounded as follows (see [5] and
[8])
|/L(Ri)ZFα−1| ≤C(−t)−1
(
|(Ri)Z||Fα|+ |/dXARα−1k fˇ |+ |Riµ||/d(XARα−2k trχ)|
+|/LRj (Ri)Z|(|Fα−1|+ |/dXARα−2k fˇ |
)
.
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The first term on the right hand side is in terms of the unknown Fα. In view of the estimate for
(Ri)Z:
|(Ri)Z| . δ(−t)−2,
the contribution of this term can be bounded by Gronwall. While the contribution of the second term is bounded
by:
δ1/2
∫ t
−r0
(−t′)−2
√
E≤|α|+2(t′, u)dt′ . δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′. (7.37)
For the third term of the right hand side, we employ the estimates for A′≤|α|(t) to obtain the contribution of
this term is bounded by:
δ1/2
∫ t
−r0
(−t′)−3µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′. (7.38)
By Proposition 6.1, we have |/LRj (Ri)Z| . δ(−t)−2, |/LXA (Ri)Z| . δ(−t)−3, |/LRj (XA)Z| . δ(−t)−3. Therefore
the other two terms in the pointwise estimate for |/L(Ri)ZFα−1| are of lower order. So the contribution of the
second term in gα to ‖II‖L2([0,u]×S2 is bounded by:
δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′ + δ1/2
∫ t
−r0
(−t′)−3µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′. (7.39)
Now we move to the third term in gα. Again, using Leibniz Rule, the L
2-norm of this term on Σ
u
t is bounded
by:
(−t)−3A′≤|α|(t) + δ(−t)−5
√
E≤|α|+2(t, u) + δ(−t)−6B0,≤|α|+1(t).
The first term is bounded in the same manner as (7.38) and the rest terms are of lower order, in view of
Proposition 6.3 and 6.4. The last term in gα has a similar structure and can treated in the same way.
Finally we need to consider the contribution from the term µ/d(Rαi |χˆ|2). If not all /LαRi hit one single χˆ, then
the estimates for A′≤|α|(t) implies the estimates of the contribution to II, which is similar to those of the second
term in gα. If all /LαRi hit one single χ̂, we need to use the elliptic system for χ̂:
/divχ̂ =
1
2
/d(trχ) + µ−1
(
ζ · χ− 1
2
trχζ
)
.
The elliptic estimate (3.44) implies:
‖µ| /D/̂L
α
Ri χˆ|‖L2(Σut ) ≤ C‖µ/d(XARα−1i trχ)‖L2(Σut ) + ‖µ|Hα|‖L2(Σut ) + ‖/dµ‖L∞(Σut )‖ /̂L
α
Ri χˆ‖L2(Σut ). (7.40)
Here /̂LRi is the traceless part of /LRi . Hα is given by
Hα =
(
/LRi +
1
2
tr(Ri)/pi
)α(
µ−1ζ · χ̂− 1
2
µ−1ζ trχ
)
+
∑
|β1|+|β2|=|α|−1
(
/LRi +
1
2
tr(Ri)/pi
)β1(
tr(Ri)/pi · /d(Riβ2trχ) +
(
/div(Ri) /̂pi
) · /̂LRiβ2 χ̂)
+
∑
|β1|+|β2|=|α|−1
(
/LRi +
1
2
tr(Ri)/pi
)β1((Ri) /̂pi · ∇/ /̂LRiβ2 χ̂).
Using the estimates:
|µ−1ζ| . δ(−t)−3, |tr(Ri)/pi| . δ(−t)−2, |χ′| . δ(−t)−3,
56 SHUANG MIAO
the right hand side of (7.40) is bounded by:
‖Fα‖L2(Σut ) + δ1/2(−t)−2µ
−b|α|+2
m (t)
√
E˜≤|α|+2(t, u) + δ3/2(−t)−3µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u).
Therefore we have:
‖µ/d(XARα−1i |χ̂|2)‖L2(Σut ) .δ(−t)−3‖Fα‖L2(Σut )
+δ3/2(−t)−5µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
+δ3/2(−t)−6µ−b|α|+2+1/2m (t)
√
E˜≤|α|+2(t, u)
The contribution to II of the first term on the right hand side is bounded by using Gronwall. The contributions
from the rest two terms are bounded as:
δ3/2
∫ t
−r0
µ
−b|α|+2
m (t
′)(−t′)−3
√
E˜≤|α|+2(t′, u)dt′
+δ3/2
∫ t
−r0
µ
−b|α|+2−1/2
m (t
′)(−t′)−4
√
E˜≤|α|+2(t′, u)dt
′.
(7.41)
Combining (7.36), (7.39) and (7.41), we have:
‖II‖L2([0,u]×S2) ≤
∫ t
−r0
(−t′)3‖g˜α(t′, u)‖L2([0,u]×S2)dt′ ≤
∫ t
−r0
(−t′)2‖g˜α‖L2(Σu
t′ )
dt′
.δ
∫ t
−r0
(−t′)−2B0,≤|α|+1(−r0)dt′
+δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
+δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+δ−1/2(−t)−1µ−b|α|+2m (t)
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(7.42)
Now we are ready to give the final estimate for (−t)2‖Fα(t, u)‖L2(Σut ) ∼ (−t)3‖Fα(t, u)‖L2([0,u]×S2). Combining
(7.20) and (7.42), we have:
(−t)3‖Fα(t, u)‖L2([0,u]×S2) ≤Cδ
∫ t
−r0
(−t′)−2B0,≤|α|+1(−r0)dt′
+
Cδ1/2(−t)−1
b|α|+2
µ
−b|α|+2
m (t)
√
E˜≤|α|+2(t, u)
+Cδ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
+Cδ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+Cδ−1/2µ−b|α|+2m (t)(−t)−1
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(7.43)
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This also implies an estimate for /dXAR
α−1
i trχ:
(−t)2‖/dXARα−1i trχ‖L2(Σut ) ≤Cδ
∫ t
−r0
(−t′)−2B0,≤|α|+1(−r0)dt′
+Cδ1/2(−t)−1µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
+Cδ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
+Cδ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+Cδ−1/2µ−b|α|+2m (t)(−t)−1
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(7.44)
Here we assume b|α|+2 ≥ 4.
7.2. Estimates for the contribution from µ. Here as in [18], to avoid the loss of derivatives when we
estimate the top order spatial derivatives of µ, we need to commute /∆ with the propagation equation of µ.
Thanks to the following commutation formulas,
[L, /∆]φ+ trχ/∆φ = −2χ̂ · /̂D
2
φ− 2 /divχ̂ · /dφ,
[T, /∆]φ+ c−1µtrθ /∆φ = −2c−1µθ̂ · /̂D
2
φ− 2 /div(c−1µθ̂) · /dφ,
(7.45)
we have
L/∆µ =− 1
2
dc2
dρ
/∆Tρ+ µ /∆e+ e /∆µ
+/dµ · /de− trχ/∆µ− 2χ̂ · /̂D
2
µ− 2 /divχ̂ · /dµ.
(7.46)
According to (7.1),
2gρ =
d log(c)
dρ
(
µ−1LρLρ+ /dρ · /dρ)+ 2µ−1Lψ0Lψ0 + 2/dψ0 · /dψ0.
Therefore, by multiplying µ, we have
µ /∆ρ = L(Lρ) +
1
2
Lρtrχ+
1
2
Lρtrχ+
d log(c)
dρ
(
LρLρ+ µ/dρ · /dρ)+ 2Lψ0Lψ0 + 2µ/dψ0 · /dψ0.
We commute T and obtain
µ /∆Tρ =L(TLρ) +
1
2
Lρ(T trχ) +
1
2
Lρ(T trχ)
+[T, L]Lρ+
1
2
trχTLρ+
1
2
TLρtrχ
+T
(
d log(c)
dρ
(
LρLρ+ µ/dρ · /dρ)+ 2Lψ0Lψ0 + 2µ/dψ0 · /dψ0)
+c−1µtrθ /∆ρ+ 2c−1µθ̂ · /̂D
2
ρ+ 2 /div(c−1µθ̂) · /dρ− (Tµ) /∆ρ.
(7.47)
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Therefore
−1
2
dc2
dρ
µ /∆Tρ =L
(
−1
2
dc2
dρ
TLρ
)
− 1
2
dc2
dρ
(
1
2
Lρ(T trχ) +
1
2
Lρ(T trχ)
)
−1
2
dc2
dρ
(
[T, L]Lρ+
1
2
trχTLρ+
1
2
TLρtrχ
)
−1
2
dc2
dρ
T
(
d log(c)
dρ
(
LρLρ+ µ/dρ · /dρ)+ 2Lψ0Lψ0 + 2µ/dψ0 · /dψ0)
−1
2
dc2
dρ
(
c−1µtrθ /∆ρ+ 2c−1µθ̂ · /̂D
2
ρ+ 2 /div(c−1µθ̂) · /dρ− (Tµ) /∆ρ
)
+L
(
1
2
dc2
dρ
)
TLρ.
(7.48)
In view of the commutator formula, we also have
µ2 /∆e =L
(
µ2
2c2
dc2
dρ
/∆ρ
)
+
µ2
c2
dc2
dρ
(
χ · /D2ρ+ /divχˆ · /dρ
)
− L
(
µ2
2c2
dc2
dρ
)
/∆ρ
+µ2
d
dρ
(
1
c2
dc2
dρ
)
/dρ · /dLρ+ µ2
(
d
dρ
(
1
2c2
dc2
dρ
)
/∆ρ+
d2
dρ2
(
1
2c2
dc2
dρ
)
|/dρ|2
)
Lρ.
(7.49)
With the same notation as in [18], we define:
fˇ ′ := −1
2
dc2
dρ
TLρ+
µ2
2c2
dc2
dρ
/∆ρ, F ′ := µ /∆µ− fˇ ′. (7.50)
and we have the following propagation equation for F ′:
LF ′ +
(
trχ− 2µ−1Lµ)F ′ = −(1
2
trχ− 2µ−1Lµ
)
fˇ ′ − 2µχˆ · /ˆD2µ+ gˇ′. (7.51)
where
gˇ′ =
(
−/dµ+ µ
c2
dc2
dρ
/dρ
)
· (µ/dtrχ)+ Ψ≤2≥−2,3 +O≤10,1Ψ≤2≥−2,2 + Ψ≤2≥0,4. (7.52)
Similarly as in [18], we have used the structure equation (2.32) to cancel the contribution from the term
1
2
Lρ(T trχ) +
1
2
Lρ(T trχ) in (7.47) and the term (Lµ) /∆µ when we write L(µ /∆µ) = µL( /∆µ) + L(µ) /∆µ. We
also remark that the L2 norm of all derivatives on /divχ̂ has been estimated from previous subsection. In such
a sense, it can also be considered as a Ψ≤22,4 term and we use (2.31) to replace /divχ by /dtrχ + · · · . The term
Ψ≤2≥−2,3 comes from the contribution of Lψ0Lψ0 and O≤10,1Ψ≤2≥−2,2 comes from −
1
4
dc2
dρ
TLρtrχ in (7.48). Since we
already applied T to Lψ0Lψ0 once in (7.48), instead of using flux F (t, u) as we did in the last subsection, we
only need to use the energy E(t, u) to control the contribution of this term. For the higher order derivatives
F ′α,l = µXARi
α′−1T l /∆µ−XARiα′−1T lfˇ ′ with |α′|+ l = |α|, we have:
LF ′α,l +
(
trχ− 2µ−1Lµ)F ′α,l = −(12trχ− 2µ−1Lµ
)
XARi
α′−1T lfˇ ′ − 2µχ̂ · /LXA /L
α′−1
Ri
/LlT /̂D2µ+ gˇ′α′,l. (7.53)
where gˇ′α′,l is given by
gˇ′α′,l =
(
−/dµ+ µ
c2
dc2
dρ
/dρ
)
· µ/d
(
XARi
α′−1T ltrχ
)
+ l · ΛF ′α,l−1 + (Ri)ZF ′α−1,l
+O≤|β|+1−k,≥1 O≤|α|−|β|+1≥2−2l+k,≥4 + Ψ≤|α|+2≥−2l−2,4 +O≤|β|+1−k,1 Ψ≤|α|+2−|β|≥−2l−2+k,3 + Ψ≤|α|+2≥−2l,4 .
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Note that F ′α,l is a scalar function instead of a 1-form, so the inequality for |F ′α,l(t, u)| is slightly different from
that of |Fα| as in the last subsection. We have:
L|F ′α,l|+
(
trχ− 2µ−1Lµ) |F ′α,l| ≤ (−12trχ+ 2µ−1|Lµ|
) ∣∣∣XARiα′−1T lfˇ ′∣∣∣+ ˜ˇg′α′,l, (7.54)
with
˜ˇg′α′,l := 2 ∣∣∣∣µχ̂ · /LXA /Lα′−1Ri /LlT /̂D2µ∣∣∣∣+ |gˇ′α,l|
∂t
(
(−t+ u)2 |F ′α,l|
)
+
(
trχ− 2µ−1Lµ) (−t+ u)2 |F ′α,l|
≤(−t+ u)2 (2µ−1|∂tµ| − trχ) |XARα′−1i T lfˇ ′|+ (−t+ u)2 ˜ˇg′α′,l, (7.55)
Integrating (7.55) and taking the L2 norm on [0, u]× S2, we obtain:
(−t)2δl+1‖F ′α,l(t)‖L2([0,u]×S2) .r20δl+1‖F ′α,l(−r0)‖L2([0,u]×S2)
+δl+1
∫ t
−r0
(−t′ + u)2 (2µ−1|∂tµ| − trχ) ‖XARα′−1i T lfˇ ′(t′)‖L2([0,u]×S2)dt′
+δl+1
∫ t
−r0
(−t′ + u)2‖ ˜ˇg′α′,l(t′)‖L2([0,u]×S2)dt′ := I ′ + II ′ + III ′.
(7.56)
Since I ′ depends only on initial data, here we will focus on II ′ and III ′. In view of the definition of fˇ ′ (7.50),
δl+1‖XARα
′−1
i T
lfˇ ′‖L2(Σut ) . δ1/2(−t)−2
√
E≤|α|+2(t, u) + δ3/2(−t)−3
√
E≤|α|+2(t, u).
This together with Lemma 7.1 and the pointwise estimates for trχ as well as Lµ, we have:
II ′ .δ1/2µ−b|α|+2m (t)(−t)−1
√
E˜≤|α|+2(t, u) + δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+δ3/2
∫ t
−r0
(−t′)−3
√
E≤|α|+2(t′, u)dt
′.
(7.57)
Next we move to the L2 norm of gˇ′α′,l. First, in view of the pointwise estimates |Λ| . (−t)−2, |(Ri)Z| . δ(−t)−2,
the two terms l · ΛF ′α,l−1, (Ri)ZF ′α−1,l are controlled by Gronwall. If l = 0, in view of (7.44) and the pointwise
estimates for /dµ and /dρ, the contribution of the first term in the expression of gˇ′α′,l to III
′ can be bounded as
δ3/2µ
−b|α|+2
m (t)(−t)−1
√
E˜≤|α|+2(t, u)
+δ3/2
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
+δ3/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+δ1/2µ
−b|α|+2
m (t)(−t)−1
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(7.58)
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If l ≥ 1, then in view of Proposition 6.4, the pointwise estimates for /dµ, /dρ and the structure equation (2.32),
the contribution of this term is bounded as:
δ2
∫ t
−r0
(−t′)−3
(
Bl−1,≤|α|+2(t′) +
√
E≤|α|+2(t′, u) + µ−1/2m (t
′)
√
E˜≤|α|+2(t′, u)
)
dt′
.δ2
∫ t
−r0
(−t′)−3
(
Bl−1,≤|α|+2(−r0) +
√
E≤|α|+2(t′, u) + µ−1/2m (t
′)
√
E˜≤|α|+2(t′, u)
)
dt′.
(7.59)
Now we move to the second line of the expression of gˇ′α′,l. Again, the term O≤|β|+1−k,≥1 O≤|α|−|β|+1≥2−2l+k,≥4 can be
absorbed by O≤|β|+1−k,1 Ψ≤|α|+2−|β|≥−2l−2+k,3. So we only need to consider the last three terms in this expression. In view
of Proposition 6.3 and Proposition 6.4, the contributions of these terms to III ′ are bounded as follows:
δl+1
∫ t
−r0
(−t′)‖Ψ≤|α|+2≥−2l−2,4‖L2(Σu
t′ )
dt′ . δ1/2
∫ t
−r0
(−t′)−2
√
E≤|α|+2(t′, u)dt′ (7.60)
δl+1
∫ t
−r0
(−t′)‖O≤|β|+1−k,1 Ψ≤|α|+2−|β|≥−2l−2+k,3‖L2(Σu
t′ )
dt′
.δ1/2
∫ t
−r0
(−t′)−2
√
E≤|α|+2(t′, u)dt′ + δ1/2
∫ t
−r0
(−t′)−2µ−1/2m (t′)
√
E≤|α|+2(t′, u)dt
′.
(7.61)
and
δl+1
∫ t
−r0
(−t′)‖Ψ≤|α|+2≥−2l,4‖L2(Σu
t′ )
dt′ .δ1/2
∫ t
−r0
(−t′)−2µ−1/2m (t′)
√
E≤|α|+2(t′, u)dt
′
+δ3/2
∫ t
−r0
(−t′)−2
√
E≤|α|+2(t′, u)dt′.
(7.62)
Now combining (7.56) and (7.57)-(7.62), we obtain the following estimates:
δl+1(−t)‖F ′α,l(t)‖L2(Σut ) .δl+1r0‖F ′α,l(−r0)‖L2(Σu−r0 )
+δ1/2µ
−b|α|+2
m (t)(−t)−1
√
E˜≤|α|+2(t, u)
+δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
+δ1/2µ
−b|α|+2
m (t)(−t)−1
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(7.63)
SHOCK QLW WITH WEAK PULSE 61
These in terms imply the estimates for δl+1‖µRα′T l /∆µ‖L2(Σut ):
δl+1‖µRα′T l /∆µ‖L2(Σut ) .δl+1r0‖F ′α,l(−r0)‖L2(Σu−r0 )
+δ1/2µ
−b|α|+2
m (t)(−t)−1
√
E˜≤|α|+2(t, u)
+δ3/2(−t)−2µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
+δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
+δ1/2µ
−b|α|+2
m (t)(−t)−1
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(7.64)
8. Commutator estimates
In this section, we shall estimate the error spacetime integrals contributed by commutators.
Let ψ be a solution of the inhomogeneous wave equation 2g˜ψ = ρ and Z be a vector field, one can commute
Z with the equation to derive
2g˜ (Zψ) = Zρ+
1
2
trg˜
(Z)pi · ρ+ c2divg (Z)J (8.1)
where the vector field (Z)J is defined by
(Z)Jµ =
(
(Z)piµν − 1
2
gµνtrg
(Z)pi
)
∂νψ.
We remark that the raising indices for (Z)piµν are with respect to the optic metric g.
In applications, we use the above formulas for homogeneous wave equations 2g˜ψ = 0 and commute some
commutation vector fields Zi’s several times. Therefore, we need the following recursion formulas:
2g˜ψn = ρn. ψn = Zψn−1, ρ1 = 0,
ρn = Zρn−1 +
1
2
trg˜
(Z)pi · ρn−1 + c2divg (Z)Jn−1,
(Z)Jµn−1 =
(
(Z)piµν − 1
2
gµνtrg
(Z)pi
)
∂νψn−1.
(8.2)
Remark 8.1. When we derive energy estimates for 2g˜ψn = ρn, due to the volume form of the conformal optic
metric g˜, the integrands ρ˜n appearing in the error terms is slightly different from ρn. The rescaled source terms
ρ˜n are defined as follows:
ρ˜n =
1
c2
µρn = Zρ˜n−1 + (Z)δ · ρ˜n−1 + (Z)σn−1,
ρ˜1 = 0,
(Z)σn−1 = µ · divg (Z)Jn−1, (Z)δ = 1
2
trg˜
(Z)pi − µ−1Zµ+ 2Z( log(c)). (8.3)
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Then the error spacetime integrals corresponding to K0 = L + L and K1 =
2(−t)
t˜rχ
L containing ρn are as
follows:
−
∫
W tu
1
c2
ρnK0ψndµg =−
∫
W tu
ρ˜n (Lψn + Lψn) dtdudµ/g
−
∫
W tu
1
c2
ρn (K1ψn − tψn) dµg =−
∫
W tu
ρ˜n (K1ψn − tψn) dtdudµ/g
We first consider the contribution of (Z)σn−1 in ρ˜n. We write (Z)σn−1 in null frame (L,L,
∂
∂θA
):
(Z)σn−1 =− 1
2
L((Z)Jn−1,L)− 1
2
L((Z)Jn−1,L) + /div(µ
(Z)
/Jn−1)
− 1
2
L(c−2µ)(Z)Jn−1,L − 1
2
trχ(Z)Jn−1,L − 1
2
trχ(Z)Jn−1,L,
Then with the following expressions for the components of (Z)Jn−1 in the null frame:
(Z)Jn−1,L =− 1
2
tr
(Z)
/˜pi(Lψn−1) +
(Z)
Z˜ · /dψn−1
(Z)Jn−1,L =− 1
2
tr
(Z)
/˜pi(Lψn−1) +
(Z)
Z˜ · /dψn−1 − 1
2µ
(Z)p˜iLL(Lψn−1)
µ
(Z)
/J
A
n−1 =−
1
2
(Z)
Z˜A(Lψn−1)− 1
2
(Z)
Z˜
A
(Lψn−1)
+
1
2
((Z)p˜iLL − µtr(Z) /˜pi)/dAψn−1 + µ(Y ) /˜piAB/d
B
ψn−1
Based on the above expressions, we decompose:
(Z)σn−1 = (Z)σ1,n−1 + (Z)σ2,n−1 + (Z)σ3,n−1
where (Z)σ1,n−1 contains the products of components of
(Z)pi with the 2nd derivatives of ψn−1, (Z)σ2,n−1 contains
the products of the 1st derivatives of (Z)pi with the 1st derivatives of ψn−1, and (Z)σ3,n−1 contains the other
lower order terms. More specifically, we have:
(Z)σ1,n−1 =
1
2
tr
(Z)
/˜pi(LLψn−1 +
1
2
tr
/˜g
χ˜Lψn−1)
+
1
4
(µ−1(Z)p˜iLL)L2ψn−1
− (Z)Z˜ · /dLψn−1 − (Z)Z˜ · /dLψn−1
+
1
2
(Z)p˜iLL /∆ψn−1 + µ
(Z)̂˜pi · /D2ψn−1
(8.4)
(Z)σ2,n−1 =
1
4
L(tr
(Z)
/˜pi)Lψn−1 +
1
4
L(tr
(Z)
/˜pi)Lψn−1
+
1
4
L(µ−1(Z)p˜iLL)Lψn−1
− 1
2
/LL
(Z)
Z˜ · /dψn−1 − 1
2
/LL
(Z)
Z˜ · /dψn−1
− 1
2
/div
(Z)
Z˜Lψn−1 − 1
2
/div
(Z)
Z˜Lψn−1
+
1
2
/d(Z)p˜iLL/dψn−1 + /div(µ
(Z)̂˜
/pi) · /dψn−1
(8.5)
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and
(Z)σ3,n−1 =
(1
4
trχtr
(Z)
/˜pi +
1
4
trχ(µ−1(Z)p˜iLL)
+
1
2
(Z)
Z˜ · /d(c−2µ))Lψn−1 − 1
4
(L log(c−1))tr
(Z)
/˜piLψn−1
− ((1
2
trχ+ L(c−2µ))
(Z)
Z˜ +
1
2
trχ
(Z)
Z˜
)
/dψn−1
(8.6)
With these expressions for (Z)σn−1, we are able to investigate the structure of ρ˜n. Basically, we want to use the
recursion formulas in (8.3) to obtain a relatively explicit expression for ρ˜n.
On the other hand, for the energy estimates, we consider the following possible ψn:
ψn = R
α+1
i ψ, ψn = R
α′
i T
l+1ψ, ψn = QR
α′
i T
lψ
Here ψn is the nth order variation and n = |α|+ 1 = |α′|+ l + 1 and ψ is any first order variation. The reason
that we can always first apply T , then Ri, and finally a possible Q is that the commutators [Ri, T ], [Ri, Q], and
[T,Q] are one order lower than RiT, TRi; QRi, RiQ; and QT, TQ respectively. Moreover, all these commutators
are tangent to St,u. Since we let Q be the last possible commutator, there will be no Q’s in ψn−1 in the second
term on the right hand side of (8.4). Therefore we only need to commute Q once.
Now suppose that we consider the variations of order n = |α|+ 2 in the following form:
ψ|α|+2 := Z|α|+1...Z1ψ.
We have the inhomogeneous wave equation:
2g˜ψ|α|+2 = ρ|α|+2
As we pointed out in Remark 8.1, we define:
ρ˜|α|+2 =
µ
c2
ρ|α|+2
Then by a induction argument, the corresponding inhomogeneous term ρ˜|α|+2 is given by:
ρ˜|α|+2 =
|α|∑
k=0
(
Z|α|+1 +
(Z|α|+1)δ
)
...
(
Z|α|−k+2 +
(Z|α|−k+2)δ
)
(Z|α|−k+1)σ|α|−1+k (8.7)
8.1. Error Estimates for the lower order terms. Consider an arbitrary term in the sum (8.7). There
is a total of k derivatives with respect to the commutators acting on (Z)σ|α|−1+k. In view of the fact that
(Z)σ|α|−1+k has the structure described in (8.4), (8.5) and (8.6), in considering the partial contribution of
each term in (Z)σ1,|α|−1+k, if the factor which is a component of (Z)p˜i receives more than
[ |α|+ 1
2
]
derivatives
with respect to the commutators, then the factor which is a 2nd order derivative of ψ|α|+1−k receives at most
k − [ |α|+ 1
2
]− 1 order derivatives of commutators, thus corresponds to a derivative of the ψ of order at most:
k− [ |α|+ 1
2
]
+1+ |α|−k = [ |α|
2
]
+1, therefore this factor is bounded in L∞(Σut ) by the bootstrap assumption.
Also, in considering the partial contribution of each term in (Z)σ2,|α|+1−k, if the factor which is a 1st derivative
of (Z)p˜i receives more than
[ |α|+ 1
2
]− 1 derivatives with respect to the commutators, then the factor which is
a 1st derivative of ψ|α|+1−k receives at most k −
[ |α|+ 1
2
]
derivatives with respect to the commutators, thus
corresponds to a derivative of the ψα of order at most k−
[ |α|+ 1
2
]
+1+ |α|−k = [ |α|
2
]
+1, therefore this factor
is again bounded in L∞(Σut ) by the bootstrap assumption. Similar considerations apply to
(Z)σ3,|α|+1−k. We
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conclude that for all the terms in the sum in (8.7) of which one factor is a derivative of the (Z)p˜i of order more
than
[ |α|+ 1
2
]
, the other factor is then a derivative of the ψα of order at most
[ |α|
2
]
+ 1 and is thus bounded
in L∞(Σut ) by the bootstrap assumption. Of these terms we shall estimate the contribution of those containing
the top order spatial derivatives of the optical entities in the next subsection. Before we give the estimates for
the contribution of the lower order optical terms to the spacetime integrals:
−δ2k
∫
W tu
ρ˜≤|α|+2
(
Lψ≤|α|+2 + Lψ≤|α|+2
)
dtdudµ/g, −δ2k
∫
W tu
ρ˜≤|α|+2
(
2(−t′)
t˜rχ
Lψ≤|α|+2 − t′ψ≤|α|+2
)
dtdudµ/g,
(8.8)
we investigate the behavior of these integrals with respect to δ. Here k is the number of T s in string of
commutators. For the multiplier K1 =
2(−t)
t˜rχ
L, the associated energy inequality is
E≤|α|+2(t, u) + F≤|α|+2(t, u) +K≤|α|+2(t, u) . E≤|α|+2(−r0, u) +
∫
W tu
Q˜1,≤|α|+2. (8.9)
The quantities K≤|α|+2(t, u) are defined similar as K(t, u):
K≤|α|+2(t, u) :=
∑
|α′|≤|α|+1
δl
′
K(t, u)[Zα
′
ψ],
Again, l′ is the number of T ’s in Zα
′
.
In Q˜1,≤|α|+2, there are contributions from the deformation tensors of two multipliers, which has been treated
in Section 5. There are also contributions from the deformation tensors of commutators, which are given by
(8.7). Now we investigate the terms which are not top order optical terms, namely, the terms containing χ and
µ of order less than |α|+ 2. In view of the discussion in Section 5, the left hand side of (8.9) is of order δ, so we
expect these lower order terms in the second integral of (8.8) is at least of order δ. In fact the integration on W tu
gives us a δ and the contribution from the variation δk
(
2(−t′)
t˜rχ
Lψ≤|α|+2 − tψ≤|α|+2
)
is of order δ1/2. For the
behavior of δkσ, we take a look at σ1 as an example. Let k
′ be the number of T s applied to
(
LLψl +
1
2 t˜rχLψl
)
.
(4.1) implies
δk
′
(
LLψl +
1
2
t˜rχ˜Lψl
)
∼ δ1/2 + δk′ρl.
Since ρ1 = 0, an induction argument implies that
δk
′
(
LLψl +
1
2
t˜rχ˜Lψl
)
∼ δ1/2.
Then in view of (3.25), (3.26) and (3.30), the first term in σ1 behaves like δ
1/2. Following the same procedure,
one sees straightforwardly that all the other terms in σ1, σ2 and σ3 behave like δ
1/2 (one keeps in mind that
if Z = T , then we multiplier a δ with the corresponding deformation tensor.) except the term L
(
tr(Z) /˜pi
)
Lψl.
For this term we use the argument deriving (3.29) and Proposition 6.1 to see actually we have:
‖L(tr(Q) /˜pi)‖L∞(Σut ) . δ.
This completes the discussions for σ associated to K1.
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The same argument applies to the energy inequality associated to K0:
E≤|α|+2(t, u) + F≤|α|+2(t, u) . E≤|α|+2(−r0, u) +
∫
W tu
Q˜0,≤|α|+2. (8.10)
and we conclude that the lower order optical terms in the error spacetime integrals have one more power in δ
than the energies on the left hand side.
Now we summarize the spacetime error estimates for the terms which come from the L2 norms of the lower
order optical quantities. In view of the proof for Proposition 6.3 and 6.4 and the bootstrap assumption on
L∞ norms of variations, the contribution to the spacetime error integral from the L2 norms of the lower order
optical terms is bounded as:
∫ t
−r0
(−t′)−2
 ∑
|α′|≤|α|+1
δ1/2+l‖/dZα′i ψ‖L2(Σu
t′ )
+ δ1/2
√
E≤|α|+2(t′, u)
 dt′
· δ1/2
∫ t
−r0
(−t′)−1
∥∥∥∥(Lψ|α|+2 + 12 t˜rχψ|α|+2
)∥∥∥∥
L2(Σ
u
t′ )
dt′
.
∫ t
−r0
(−t′)−2
 ∑
|α′|≤|α|+1
δ2+2l‖/dZα′i ψ‖2L2(Σu
t′ )
+ δ2E≤|α|+2(t′, u)
 dt′
+
∫ u
0
F≤|α|+2(t, u
′)du′
.δ2
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′ +
∫ u
0
F≤|α|+2(t, u
′)du′ + δ2K≤|α|+2(t, u) for K1.
(8.11)
and
∫ t
−r0
(−t′)−2
 ∑
|α′|≤|α|+1
δ1/2+l‖/dZα′i ψ‖L2(Σu
t′ )
+ δ1/2
√
E≤|α|+2(t′, u)
 dt′
· δ1/2
∫ t
−r0
(−t′)−3/2 ∥∥Lψ|α|+2 + Lψ|α|+2∥∥L2(Σu
t′
dt′
.
∫ t
−r0
(−t′)−2
 ∑
|α′|≤|α|+1
δ1+2l‖/dZα′i ψ‖2L2(Σu
t′ )
+ δE≤|α|+2(t′, u)
 dt′
+ δ
∫ t
−r0
(−t′)−3/2E≤|α|+2(t′, u)dt′
.δ
∫ t
−r0
(−t′)−3/2E≤|α|+2(t′, u)dt′ + δK≤|α|+2(t, u), for K0.
(8.12)
Next we consider the case in which the deformation tensors receive less derivatives such that they can be
bounded in L∞. More specifically, we consider the terms in the sum (8.7) in which there are at most
[ |α|+ 1
2
]
derivatives hitting the deformation tensor
(Z)
/˜pi, thus the spatial derivatives on χ is at most
[ |α|+ 1
2
]
and the
spatial derivatives on µ is at most
[ |α|+ 1
2
]
+ 1, which are bounded in L∞(Σut ).
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Let us start with the contribution associated to K1. In view of (3.27), (3.29) and (3.40), the contribution
from the first line in (8.4) is bounded by
∫ u
0
F≤|α|+2(t, u
′)du′. (8.13)
In view of (3.27), (3.28) and (3.40), the contribution from the second line in (8.4) is bounded by (up to a
constant)
∫ u
0
F≤|α|+2(t, u
′)du′ + δ
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′. (8.14)
The contribution from the first term in the third line of (8.4) enjoys the same estimate as (8.14), while the
contribution of the second term is bounded by (up to a constant)
δ
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′ +
∫ u
0
F≤|α|+2(t, u
′)du′ (8.15)
in view of (3.27) and (3.40). The contribution from the last line in (8.4) is bounded by (up to a constant)
δ1/2K≤|α|+2(t, u) + δ−1/2
∫ u
0
F≤|α|+2(t, u
′)du′ +
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′. (8.16)
Here besides (3.27), (3.28) and (3.40), we also used the inequality ab ≤ 12
(
δ1/2a2 + δ−1/2b2
)
.
The contribution of the third, fourth and fifth lines in (8.5) is bounded in the similar way as the third and
fourth lines in (8.4). The second term in the first line of (8.5) can be bounded in the similar way as the first
line of (8.4). The contributions from the first term in the first line and the second line of (8.5) are bounded by
(up to a constant)
∫ u
0
F≤|α|+2(t, u
′)du′ + δ
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′. (8.17)
Since the contributions from (8.6) are of lower order compared to the contributions of (8.4) and (8.5), we
omit the details. Therefore the contributions associated to K1 are bounded by (up to a constant)
δ1/2K≤|α|+2(t, u) + δ−1/2
∫ u
0
F≤|α|+2(t, u
′)du′
+
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′ + δ
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′.
(8.18)
Similarly to the contributions associated to K1, these contributions are bounded by (up to a constant)
δ−1/2
∫ u
0
F≤|α|+2(t, u
′)du′ + δ1/2
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′ + δ1/2K≤|α|+2(t, u). (8.19)
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8.2. Top Order Optical Estimates. Now we estimate the contributions from the top order optical terms to
the error spacetime integrals. In estimating the top order optical terms, we need to choose the power of µm(t)
large enough. Therefore from this subsection on, we will use C to denote an absolute positive constant so that
one can see the largeness of the power of µm(t) more clearly.
The top order optical terms come from the term in which all the commutators hit the deformation tensors
in the expression of (Z1)σ1, namely, the term:
(Z|α|+1 +
(Z|α|+1)δ)...(Z2 +
(Z2)δ)(Z1)σ1
more precisely, in:
Z|α|+1...Z2
(− 1
2
L((Z1)J1,L)− 1
2
L((Z1)J1,L) + /div(µ
(Z1)/J)
)
when the operators L,L, /div hit the deformation tensors in the expression of (Z1)J .
Now we consider the top order variations:
Rα+1i ψ, R
α′
i T
l+1ψ, QRα
′
i T
lψ
where |α| = Ntop − 1 and |α′|+ l + 1 = |α|+ 1. Then the corresponding principal optical terms are:
ρ˜|α|+2(R
α+1
i ψ) :=
1
c
(Rα+1i trχ
′) · Tψ, ρ˜|α|+2(Rα
′
i T
l+1ψ) :=
1
c
(Rα
′
i T
l /∆µ) · Tψ
ρ˜|α|+2(QRα
′
i T
lψ) :=
tµ
c
(
/dRα
′
i trχ
′) · /dψ + tµ
c
(/dRα
′
i /∆µ) · Lψ, if l = 0
ρ˜|α|+2(QRα
′
i T
lψ) :=
tµ
c
(
/dRα
′
i T
l−1 /∆µ
) · /dψ + tµ
c
(/dRα
′
i T
l /∆µ) · Lψ, if l ≥ 1
Here we used the structure equation (2.32)
/LT trχ = /∆µ+O≤1≥0,2
Now we briefly investigate the behavior of the above terms with respect to δ and t. Note that Rαi Qψ has
the same behavior as Rα+1i ψ with respect to δ and t, while for their corresponding top order optical terms
tµ
c
(
/dRαi trχ
′) · /dψ and 1
c
(
Rα+1i trχ
′) · Tψ, the former behaves better than the latter with respect to δ and t:
| tµ
c
(
/dRαi trχ
′) · /dψ| ∼ |µ(Rα+1i trχ′)|δ1/2(−t)−1, |1c (Rα+1i trχ′) · Tψ| ∼ |(Rα+1i trχ′)|δ−1/2
We see that not only the former behaves better with respect to δ, but also has an extra µ, which makes
the behavior even better when µ is small. This means that we only need to estimate the contribution of
1
c
(
Rα+1i trχ
′) · Tψ. The same analysis applies to the terms involving Lψ as well as the comparison between
Rα
′
i Tψ and QR
α′
i Tψ, which correspond to
1
c
(
Rαi /∆µ
) · Tψ and tµ
c
(
Rα
′+1
i
/∆µ
) · /dψ. So in the following, we do
not need to estimate the contributions corresponding to the variations containing a Q.
8.2.1. Contribution of K0. In this subsection we first estimate the spacetime integral:∫
W tu
1
c
|Rα+1i trχ′||Tψ||LRα+1i ψ|dt′du′dµ/g .∫ t
−r0
sup
Σ
u
t′
(µ−1|Tψ|)(−t′)‖µ/dRαi trχ′‖L2(Σu
t′ )
‖LRα+1i ψ‖L2(Σu
t′ )
dt′.
(8.20)
Here we do not include the contribution from LRα+1i ψ in the definition of K0, because compared to the spacetime
error integral associated to K1, this contribution is lower order with respect to the behavior in t. We will see
how this contribution is bounded when we estimate the spacetime integral for K1.
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By (7.44), we have, in view of the monotonicity of E˜≤|α|+2(t, u) in t:
(−t)‖/dRαi trχ‖L2(Σut ) ≤Cδ
∫ t
−r0
(−t′)−2B0,≤|α|+1(−r0)dt′
+Cδ1/2µ
−b|α|+2
m (t)(−t)−1
√
E˜≤|α|+2(t, u)
+Cδ1/2
√
E˜≤|α|+2(t, u)
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)dt′
+Cδ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt′
+Cδ−1/2µ−b|α|+2m (t)(−t)−1
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(8.21)
Without loss of generality, here we assume that there is a t0 ∈ [−r0, t∗) such that µm(t0) = 110 and µm(t′) ≥ 110
for t ≤ t0. If there is no such t0 in [−r0, t∗), then µm(t) has an absolute positive lower bound for all [−r0, t∗)
and it is clear to see that the following argument simplifies and also works in this case. In view of part (1’) and
part (2) in Lemma 7.1 and the fact µm(t
′) ≥ 110 for t′ ∈ [−r0, t0], we have∫ t0
−r0
µ
−b|α|+2−1/2
m (t
′)dt′ .µ−b|α|+2+1/2m (t0) ≤ µ−b|α|+2+1/2m (t),∫ t
t0
µ
−b|α|+2−1/2
m (t
′)dt′ . 1(
b|α|+2 − 1/2
)µ−b|α|+2+1/2m (t).
Therefore the third term in (8.21) are bounded by:
δ1/2µ
−b|α|+2+1/2
m (t)
√
E˜≤|α|+2(t, u).
Substituting this in (8.20), and using the fact that |Tψ| . δ−1/2(−t)−1, we see that the spacetime integral
(8.20) is bounded by (up to a constant):
∫ t
−r0
(−t′)−2µ−b|α|+2−1m (t′)
√
E˜≤|α|+2(t′, u)‖LRα+1i ψ‖L2(Σu
t′ )
dt′
+
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)‖LRα+1i ψ‖L2(Σu
t′ )
dt′
+
∫ t
−r0
δ−1(−t′)−2µ−b|α|+2−1m (t′)
√∫ u
0
F˜≤|α|+2(t′, u′)du′‖LRα+1i ψ‖L2(Σu
t′ )
dt′
+
∫ t
−r0
(−t′)−1µ−b|α|+2−1m (t′)
(∫ t′
−r0
(−t′′)−2
√
E˜≤|α|+2(t′′, u)dt′′
)
‖LRα+1i ψ‖L2(Σu
t′ )
dt′.
(8.22)
For the factor ‖LRα+1i ψ‖L2(Σut ), we bound it as:
‖LRα+1i ψ‖L2(Σut ) ≤
√
E|α|+2(t, u) ≤ µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u),
To estimate (8.22) we split the integral as
∫ t0
−r0 +
∫ t
t0
, which we call the “non-shock” and “shock” parts re-
spectively. In view of the second part of Lemma 7.1, the “non-shock” part of (8.22) is bounded by (up to a
constant)
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µ
−2b|α|+2+1/2
m (t)
∫ t0
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′
+ δ−2µ−2b|α|+2m (t)
∫ u
0
F˜≤|α|+2(t, u
′)du′
+ µ
−2b|α|+2
m (t)
∫ t0
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′
(8.23)
Following the proof of Lemma 7.1, we have, for any a > 0
∫ t
t0
µ−a−1m (t
′)(−t′)−2dt′ ≤ C
a
µ−am (t). (8.24)
Therefore the “shock part” of (8.22) is bounded by (up to a constant)
µ
−2b|α|+2
m (t)
2b|α|+2
E˜≤|α|+2(t, u) +
µ
−2b|α|+2+1/2
m (t)
2b|α|+2 − 1/2 E˜≤|α|+2(t, u) +
δ−2µ−2b|α|+2m (t)
2b|α|+2
∫ u
0
F˜≤|α|+2(t, u
′)du′. (8.25)
Remark 8.2. The boxed term is from the estimates for the top order term Fα. In view of (7.3), the number
of top order terms contributed by the variations is independent of δ and |α|, so is the constant C in the boxed
term. Later on in the top order energy estimates we will choose b|α|+2 in such a way that Cbtop ≤ 110 . (The
purpose of doing this is to make sure that this term can be absorbed by the left hand side the energy inequality.)
Therefore we can choose btop = {10, C20}. In particular btop is independent of δ.
Next we consider the spacetime integral:
δ2l+2
∫
W tu
1
c
|Rα′i T l /∆µ||Tψ||LRα
′
T l+1ψ|dt′du′dµ/g . (8.26)
δ2l+2
∫ t
−r0
sup
Σ
u
t′
(
µ−1|Tψ|)‖µRα′i T l /∆µ‖L2(Σu
t′ )
‖LRα′T l+1ψ‖L2(Σu
t′ )
dt′.
In view of (7.64) and Lemma 7.1 we have
δl+1‖µRα′T l /∆µ‖L2(Σut ) .δl+1r0(−t)−1‖F ′α,l(−r0)‖L2(Σu−r0 )
+δ1/2µ
−b|α|+2
m (t)(−t)−1
√
E˜≤|α|+2(t, u)
+δ3/2(−t)−2µ−b|α|+2m (t)
√
E˜≤|α|+2(t, u)
+δ1/2µ
−b|α|+2
m (t)
∫ t
−r0
(−t′)−2
√
E˜≤|α|+2(t′, u)dt′
+δ1/2µ
−b|α|+2+1/2
m (t)
∫ t
−r0
(−t′)−2
√
E˜≤|α|+2(t′, u)dt
′
+δ1/2µ
−b|α|+2
m (t)(−t)−1
(∫ u
0
F˜≤|α|+2(t, u
′)du′
)1/2
.
(8.27)
Substituting this to (8.26) and using the fact that |Tψ| . δ−1/2(−t)−1, we see that (8.26) is bounded by (up to
a constant)
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∫ t
−r0
µ
−2b|α|+2−1
m (t
′)(−t′)−2E˜≤|α|+2(t′, u)dt′
+
∫ t
−r0
µ
−2b|α|+2−1
m (t
′)(−t′)−3
√
E˜≤|α|+2(t′, u)
√
E˜≤|α|+2(t′, u)dt′
+
∫ t
−r0
µ
−2b|α|+2−1
m (t
′)(−t′)−1
∫ t′
−r0
(−t′′)−2
√
E˜≤|α|+2(t′, u)dt′′
√
E˜≤|α|+2(t′, u)dt′
+
∫ t
−r0
µ
−2b|α|+2−1
m (t
′)(−t′)−2
(∫ u
0
F˜≤|α|+2(t
′, u′)du′
)1/2√
E˜≤|α|+2(t′, u)dt′.
(8.28)
As before we split the spacetime integral (8.28) as the “non-shock” and “shock” parts. In view of Lemma 7.1,
the “non-shock” part is bounded by (up to a constant)
µ
−2b|α|+2
m (t)
∫ t0
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′
+ µ
−2b|α|+2
m (t)
∫ t0
−r0
(−t′)−3E˜≤|α|+2(t′, u)dt′
+ µ
−2b|α|+2
m (t)
∫ u
0
F˜≤|α|+2(t
′, u′)du′.
(8.29)
The “shock” part is bounded by (up to a constant)
µ
−2b|α|+2
m (t)
2b|α|+2
E˜≤|α|+2(t, u) +
µ
−2b|α|+2
m (t)
2b|α|+2
E˜≤|α|+2(t, u) +
µ
−2b|α|+2
m (t)
2b|α|+2
∫ u
0
F˜≤|α|+2(t, u
′)du′. (8.30)
8.2.2. Contribution of K1. We now turn to estimate the contributions of top order optical terms associated to
K1. Let us start with the following absolute value of a spacetime integral:∣∣∣∣∣
∫
W tu
1
c
2(−t)
t˜rχ
(Rα+1i trχ
′) · (Tψ) · (LRα+1i ψ +
1
2
t˜rχRα+1i ψ)dt
′du′dµ/g
∣∣∣∣∣ . (8.31)
In view of the relation between /g and /˜g, the above integral can be written as∫
W tu
2(−t)
t˜rχ
(Rα+1i trχ
′) · (Tψ) · (LRα+1i ψ +
1
2
t˜rχRα+1i ψ)dt
′du′dµ
/˜g
. (8.32)
For a smooth function f we have
∂
∂t
(∫
St,u
fdµ
/˜g
)
=
∫
St,u
(
Lf + t˜rχf
)
dµ
/˜g
,
which implies ∫
W tu
(
Lf + t˜rχf
)
dµ
/˜g
du′dt′ =
∫
Σ
u
t
fdµ
/˜g
du′ −
∫
Σ
u
−r0
fdµ
/˜g
du′.
This inspires us to write the spacetime integral (8.32) as
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∫
W tu
(Rα+1i trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)
· (LRα+1i ψ + t˜rχRα+1i ψ)dt′du′dµ/˜g
− 1
2
∫
W tu
t˜rχ(Rα+1i trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
=
∫
W tu
(
L+ t˜rχ
)[
(Rα+1i trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)
]
dt′du′dµ
/˜g
−
∫
W tu
(L+
1
2
t˜rχ)
[
(Rα+1i trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)]
· (Rα+1i ψ)dt′du′dµ/˜g.
We conclude that (8.32) equals:∫
Σ
u
t
(Rα+1i trχ
′) ·
(
2(−t)
t˜rχ
Tψ
)
· (Rα+1i ψ)du′dµ/˜g
−
∫
Σ
u
−r0
(Rα+1i trχ
′) ·
(
2r0
t˜rχ
Tψ
)
· (Rα+1i ψ)du′dµ/˜g
−
∫
W tu
(L+
1
2
t˜rχ)
[
(Rα+1i trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)]
· (Rα+1i ψ)dt′du′dµ/˜g.
We will be using the following lemma for integration by parts:
Lemma 8.3. Let f, g be arbitrary smooth functions defined on St,u and X be a vectorfield tangent to St,u. We
have: ∫
St,u
f(Xg)dµ
/˜g
= −
∫
St,u
g(Xf)dµ
/˜g
− 1
2
∫
St,u
tr
(X)
/˜pidµ
/˜g
.
We first consider the hypersurface integral which, integrating by parts using the above lemma, equals:
−H0 −H1 −H2
where:
H0 =
∫
Σ
u
t
(Rαi trχ) ·
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+2i ψ)du′dµ/˜g
H1 =
∫
Σ
u
t
2(−t′)
t˜rχ
(Rαi trχ
′) · (RiTψ) · (Rα+1i ψ)du′dµ/˜g
H2 =
∫
Σ
u
t
(Tψ) · (Rα+1i ψ) · (Rαtrχ′)
(
2Ri
(
(−t′)
t˜rχ
)
+
1
2
tr
(Ri)
/˜pi
)
du′dµ
/˜g
.
Since we bound both Tψ and RiTψ in L
∞ norm, compared to H0, H1 is a lower order term with respect to the
order of derivatives. While for H2, we use the estimate:
2
∣∣∣∣∣Ri
(
(−t′)
t˜rχ
)∣∣∣∣∣+ |tr(Ri) /˜pi| . δ
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to see that it is a lower order term with respect to both the behavior of δ, (−t′) and the order of derivatives
compared to H0. This analysis tells us that we only need to estimate H0.
|H0| ≤
∫
Σ
u
t
(−t)3|Tψ||Rαi trχ′||/dRα+1i ψ|du′dµ/˜g ≤ δ−1/2(−t)2‖Rαi trχ′‖L2(Σut′ )‖/dR
α+1
i ψ‖L2(Σu
t′ )
.δ−1/2(−t)‖Rαi trχ′‖L2(Σu
t′ )
µ−1/2m (t)
√
E≤|α|+2(t, u)
.δ−1/2(−t)‖Rαi trχ′‖L2(Σu
t′ )
µ
−b|α|+2−1/2
m (t)
√
E˜≤|α|+2(t, u).
(8.33)
Even though Proposition 6.3 gives an L2-estimate for Rαi trχ
′, here we give an alternative proof which will be
used later. In view of (2.33) and the relation (3.18) we have
Ltrχ′ − 2
u− t trχ
′ = etrχ− |χ′|2/g − trα′ := ρ0. (8.34)
Applying Rαi to this equation we have
LRαi trχ
′ − 2
u− tR
α
i trχ
′ = Rαi ρ0 +
∑
|β|≤|α|
Rα−βi
(Ri)ZRβ−1i trχ
′, (8.35)
which can be rewritten as
L
(
(t− u)2Rαi trχ′
)
= (t− u)2
Rαi ρ0 + ∑
|β|≤|α|
Rα−βi
(Ri)ZRβ−1i trχ
′
 := ρα. (8.36)
In view of
‖(Ri)Z‖L∞(Σut ) . δ(−t)−2
and Proposition 6.3 we have
‖(t− u)2Rα−βi (Ri)ZRβ−1i trχ′‖L2(Σut ) .δ3/2
∫ t
−r0
(−t′)−3µ−1/2m (t′)
√
E≤|α|+2(t′, u)dt
′
.δ3/2
∫ t
−r0
(−t′)−3µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
.δ3/2(−t)−2µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u).
(8.37)
Also by Proposition 6.1, 6.3, the contribution of the second term in ρ0 to the L
2(Σ
u
t )-norm of ρα is also bounded
by (8.37). In view of the definition of e the contribution of the first term in ρ0 to the L
2(Σ
u
t )-norm of ρα is
bounded by
δ1/2(−t)−2µ−1/2m (t)
√
E≤|α|+2(t, u) . δ1/2(−t)−2µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u). (8.38)
In view of the definition of α′, the L2(Σut )-norm of other contributions of ρ0 to ρα is bounded by
δ1/2(−t)−1µ−1/2m (t)
√
E≤|α|+2(t, u) . δ1/2(−t)−1µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u). (8.39)
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Integrating the propagation equation (8.36) we have
(−t)‖Rαi trχ′‖L2(Σut ) . (−t)2‖Rαi trχ′(t)‖L2([0,u]×S2)
.
∫ t
−r0
‖ρα(t′)‖L2([0,u]×S2)dt′ .
∫ t
−r0
(−t′)−1‖ρα‖L2(Σu
t′ )
dt′
.δ1/2
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′.
(8.40)
Substituting this in (8.33) |H0| is bounded by
µ
−2b|α|+2−1/2
m (t)
√
E˜≤|α|+2(t, u)
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)dt
′. (8.41)
As before, we consider the “shock part
∫ t0
−r0” and “non-shock part
∫ t
t0
”, which are denoted by HS0 and H
N
0 ,
separately.
For t′ ∈ [−r0, t0] we have µ−1m (t′) ≤ 10. Therefore the time integral in the “non-shock” part is bounded by
∫ t0
−r0
µ
−b|α|+2−1/2
m (t
′)(−t′)−2
√
E˜≤|α|+2(t′, u)dt
′
=
∫ t0
−r0
µ−1m (t
′)µ−b|α|+2+1/2m (t′)(−t′)−2
√
E˜≤|α|+2(t′, u)dt
′
.
∫ t0
−r0
µ
−b|α|+2+1/2
m (t
′)(−t′)−2
√
E˜≤|α|+2(t′, u)dt
′
.
∫ t0
−r0
(−t′)−2
√
E˜≤|α|+2(t′, u)dt
′ · µ−b|α|+2+1/2m (t).
Here in the last step we used Lemma 7.1. Therefore, using Holder’s inequality we have
|HN0 | ≤ C
∫ t0
−r0
(−t′)−2
√
E˜≤|α|+2(t′, u)dt
′ · µ−2b|α|+2m (t)
√
E˜≤|α|+2(t, u)
≤ µ−2b|α|+2m (t)E˜≤|α|+2(t, u) + Cµ−2b|α|+2m (t)
∫ t0
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′
For the “shock part”, by the monotonicity of E˜≤|α|+2(t, u) we have
|HS0 | .
√
E˜≤|α|+2(t, u)
∫ t
t0
µ
−b|α|+2−1/2
m (t
′)(−t′)−2dt′ · µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u)
. E˜≤|α|+2(t, u)µ
−b|α|+2−1/2
m (t)
∫ t
t0
µ
−b|α|+2−1/2
m (t
′)(−t′)−2dt′
. 1(
b|α|+2 − 1/2
)µ−b|α|+2−1/2m (t)E˜≤|α|+2(t, u) · µ−b|α|+2+1/2m (t)
=
1(
b|α|+2 − 1/2
)µ−2b|α|+2m (t)E˜≤|α|+2(t, u).
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We obtain the following estimate for |H0|:
|H0| ≤ C(
b|α|+2 − 1/2
)µ−2b|α|+2m (t)E˜≤|α|+2(t, u)
+ Cµ
−2b|α|+2
m (t)
∫ t0
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′ + µ−2b|α|+2m (t)E˜≤|α|+2(t, u).
(8.42)
Next we consider the spacetime integral:
∫
W tu
(L+
1
2
t˜rχ)
[
(Rα+1i trχ) ·
(
2(−t′)
t˜rχ
Tψ
)]
· (Rα+1i ψ)dt′du′dµ/˜g
=
∫
W tu
(
(L+ t˜rχ)(Rα+1i trχ
′)
) ·(2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
+
∫
W tu
(Rα+1i trχ
′) · (L+ 1
2
t˜rχ)
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
−
∫
W tu
(t˜rχ)(Rα+1i trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g := I + II + III.
We start with III. Using Lemma 8.3 we rewrite III as
∫
W tu
(t˜rχ)(Rαi trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+2i ψ)dt′du′dµ/˜g
+
∫
W tu
(Rit˜rχ)(R
α
i trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
+
∫
W tu
(t˜rχ)(Rαi trχ
′) ·Ri
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
+
1
2
∫
W tu
tr
(Ri)
/˜pi(t˜rχ)(Rαi trχ
′) ·
(
2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
=:III1 + III2 + III3 + III4.
Compared to III3, III2 and III4 are lower order due to the factor Rit˜rχ+
1
2 tr
(Ri)
/˜pi. While III3 is lower order
compared to III1 since ψ receives less derivatives. So we only need to estimate III1. In view of 8.40 III1 can
be bounded as
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δ−1/2
∫ t
−r0
(−t′)‖Rαi trχ′‖L2(Σu
t′ )
‖/dRα+1i ψ‖L2(Σu
t′ )
dt′
.
∫ t
−r0
(∫ t′
−r0
(−t′′)−2µ−b|α|+2−1/2m (t′′)
√
E˜≤|α|+2(t′′, u)dt
′′
)
·
µ
−b|α|+2−1/2
m (t
′)(−t′)−1
√
E˜≤|α|+2(t′, u)dt
′
.
∫ t
−r0
(−t′)−2µ−2b|α|+2−1m (t′)E˜≤|α|+2(t′, u)dt′
. 1
2b|α|+2
µ
−2b|α|+2
m (t)E˜≤|α|+2(t, u) + µ
−2b|α|+2
m (t)
∫ t0
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′.
(8.43)
As before, here we split the time integral into the “shock” and “non-shock” parts and use Lemma 7.1.
Now let us move to II. Note that the factor involving Tψ can be rewritten as
2(−t′)
t˜rχ
(L+
1
2
t˜rχ)(Tψ)− 2(−t
′)
(t˜rχ)2
L(t˜rχ)Tψ := T1 + T2.
By the equation (2.35), the contribution of T2 to II is lower order with respect to δ compared to III. On the
other hand, the equation (4.1) implies the pointwise estimate
‖(L+ 1
2
t˜rχ)(Tψ)‖L∞(Σut ) . δ1/2(−t)−3, (8.44)
which shows that the contribution from T1 to II is also lower order with respect to δ and t compared to III.
For I, we first note that
(L+ t˜rχ)(Rα+1i trχ
′) = Ri(L+ t˜rχ)(Rαi trχ
′) + (Ri)ZRαi trχ
′ −Ri(trχ′)Rαi trχ′ + l.o.t. (8.45)
The lower order term above is lower order compared to the second term above. By the pointwise estimate for
(Ri)Z and Proposition 6.1, the contributions of the second and the third term are lower order with respect to δ
and t compared to III.
For the contribution of the first term in (8.45), we use Lemma 8.3 to write it as
−
∫
W tu
(
(L+ t˜rχ)(Rαi trχ
′)
) ·Ri(2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
−
∫
W tu
(
(L+ t˜rχ)(Rαi trχ
′)
) ·(2(−t′)
t˜rχ
Tψ
)
· (Rα+2i ψ)dt′du′dµ/˜g
−
∫
W tu
tr
(Ri)
/˜pi
(
(L+ t˜rχ)(Rαi trχ
′)
) ·(2(−t′)
t˜rχ
Tψ
)
· (Rα+1i ψ)dt′du′dµ/˜g
=− I11 − I12 − I13.
(8.46)
Again, due to the pointwise estimates for Ritrχ and tr
(Ri)
/˜pi, I11 and I13 are lower order with respect to δ and
t compared to I12. By the equation (8.35),
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(L+ t˜rχ)(Rαi trχ
′) =
(
L+
2
t− u
)
(Rαi trχ
′) + l.o.t. =
ρα
(t− u)2 + l.o.t..
Here l.o.t. is bounded as
‖l.o.t.‖L2(Σu
t′ )
. δ(−t′)−3‖Rαi trχ′‖L2(Σu
t′ )
, (8.47)
whose contribution to I12 is lower order compared to III1. In view of (8.37)-(8.39),∥∥∥∥ ρα(t− u)2
∥∥∥∥
L2(Σ
u
t′ )
. δ1/2(−t′)−3µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u). (8.48)
Thus the principal contribution in I12 is bounded by∫ t
−r0
(−t′)−2µ−2b|α|+2−1m (t′)E˜≤|α|+2(t′, u)dt′
. 1
2b|α|+2
µ
−2b|α|+2
m (t)E˜≤|α|+2(t, u) + µ
−2b|α|+2
m (t)
∫ t0
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′.
(8.49)
This completes the estimate for the spacetime integral (8.32).
Next we consider the top order optical contribution of the variation Rα
′
T l+1ψ, where |α′|+ l + 1 = |α|+ 1,
which is the following spacetime integral:
δ2l+2
∣∣∣ ∫
W tu
2(−t′)
t˜rχ
(Tψ) · (Rα′i T l /∆µ) · ((L+
1
2
t˜rχ)Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
∣∣∣ (8.50)
Again, we rewrite the above spacetime integral as:
δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ) · (Rα′i T l /∆µ) ·
(
(L+ t˜rχ)(Rα
′
i T
l+1ψ)
)
dt′du′dµ
/˜g
− δ2l+2
∫
W tu
(−t′)
t˜rχ
(Tψ) · (Rα′i T l /∆µ) ·
(
t˜rχ(Rα
′
i T
l+1ψ)
)
dt′du′dµ
/˜g
which is:
δ2l+2
∫
W tu
(L+ t˜rχ)
(2(−t′)
t˜rχ
(Tψ)(Rα
′
i T
l /∆µ)(Rα
′
i T
l+1ψ)
)
dt′du′dµ
/˜g
− δ2l+2
∫
W tu
(
(L+
1
2
t˜rχ)
(
2(−t′)
t˜rχ
Tψ
))
(Rα
′
i T
l /∆µ)(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
− δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ)
(
(L+ t˜rχ)(Rα
′
i T
l /∆µ)
)
(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
+ δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ)
(
t˜rχ(Rα
′
i T
l /∆µ)
)
(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
=:H ′ + I ′ + II ′ + III ′.
As before, the spacetime integral in the first line above can be written as:
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δ2l+2
∫
Σ
u
t
2(−t)
t˜rχ
(Tψ)(Rα
′
i T
l /∆µ)(Rα
′
i T
l+1ψ)du′dµ
/˜g
− δ2l+2
∫
Σ
u
−r0
2r0
t˜rχ
(Tψ)(Rα
′
i T
l /∆µ)(Rα
′
i T
l+1ψ)du′dµ
/˜g
The integral on Σ
u
t can be written as
− δ2l+2
∫
Σ
u
t
2(−t)
t˜rχ
(Tψ)(Rα
′−1
i T
l /∆µ)(Rα
′+1
i T
l+1ψ)du′dµ
/˜g
− δ2l+2
∫
Σ
u
t
(
Ri
(
2(−t)
t˜rχ
Tψ
)
+
1
2
tr
(Ri)
/˜pi
)
(Rα
′−1
i T
l /∆µ)(Rα
′
i T
l+1ψ)du′dµ
/˜g
:= −H ′0 −H ′1
In view of the estimates
‖tr(Ri) /˜pi‖L∞(Σut ) . δ(−t)−2, ‖Ritrχ‖L∞(Σut ) . δ(−t)−3,
H ′1 is lower order with respect to δ and the order of derivatives compared to H
′
0. So we only estimate H
′
0. In
view of Proposition 6.4, a preliminary estimate for H ′0 is given by
|H ′0| .δ−1/2+l+1(−t)‖Rα
′−1
i T
l /∆µ‖L2(Σut )µ
−b|α|+2−1/2
m (t)
√
E˜≤|α|+2(t, u)
.δ
∫ t
−r0
(−t′)−2
(
µ
−b|α|+2
m (t
′)
√
E˜≤|α|+2(t′, u) + (−t′)−1µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)
)
dt′·
µ
−b|α|+2−1/2
m (t)
√
E˜≤|α|+2(t, u).
(8.51)
As before we split the time integral as “shock” and “non-shock” parts. The contribution from the “non-shock”
part is bounded by
δµ
−b|α|+2+1/2
m (t)
∫ t0
−r0
(−t′)−2
(√
E˜≤|α|+2(t′, u) +
√
E˜≤|α|+2(t′, u)
)
dt′ · µ−b|α|+2−1/2m (t)
√
E˜≤|α|+2(t, u)
.δµ−2b|α|+2m (t)E˜≤|α|+2(t, u) + δµ
−2b|α|+2
m (t)
∫ t0
−r0
(−t′)−2
(
E˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′.
(8.52)
The contribution from the “shock” part is bounded by
δµ
−2b|α|+2+1/2
m (t)
b|α|+2 − 1
√
E˜≤|α|+2(t, u)
√
E˜≤|α|+2(t, u) +
δµ
−2b|α|+2
m (t)
b|α|+2 − 1/2 E˜≤|α|+2(t, u).
(8.53)
Next let us turn to the spacetime integrals I ′, II ′, III ′. We start with III ′. Using Lemma 8.3 III ′ can be
written as
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− δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ)
(
t˜rχ(Rα
′−1
i T
l /∆µ)
)
(Rα
′+1
i T
l+1ψ)dt′du′dµ
/˜g
− δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ)
(
(Rit˜rχ)(R
α′−1
i T
l /∆µ)
)
(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
− δ2l+2
∫
W tu
Ri
(
2(−t′)
t˜rχ
(Tψ)
)(
t˜rχ(Rα
′−1
i T
l /∆µ)
)
(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
− δ2l+2
∫
W tu
(
tr
(Ri)
/˜pi
)
(−t′)
t˜rχ
(Tψ)
(
t˜rχ(Rα
′−1
i T
l /∆µ)
)
(Rα
′
i T
l+1ψ)dt′du′dµ/˜g
=:− III ′1 − III ′2 − III ′3 − III ′4.
(8.54)
In view of the pointwise estimates for tr
(Ri)
/˜pi and Rit˜rχ, III
′
2 and III
′
4 are lower order with respect to δ, t and
the order of derivative compared to III ′1. Also the pointwise estimate for Rit˜rχ implies that III
′
3 is lower order
with respect to the order of derivative compared to III ′1. So here we only estimate III
′
1. Using Proposition
6.4, a preliminary estimate for III ′1 is given by
|III ′1| .δ1/2
∫ t
−r0
δl‖Rα′−1i T l /∆µ‖L2(Σu
t′ )
µ
−b|α|+2−1/2
m (t
′)
√
E˜≤|α|+2(t′, u)dt
′
.δ
∫ t
−r0
∫ t′
−r0
(−t′′)−2µ−b|α|+2m (t′′)
(√
E˜≤|α|+2(t′′, u) + µ−1/2m (t
′′)(−t′′)−1
√
E˜≤|α|+2(t′′, u)
)
dt′′
· µ−b|α|+2−1/2m (t′)(−t′)−1
√
E˜≤|α|+2(t′, u)dt
′
.δ
∫ t
−r0
µ
−2b|α|+2−1/2
m (t
′)(−t′)−1
√
E˜≤|α|+2(t′, u)
√
E˜≤|α|+2(t′, u)
∫ t′
−r0
(−t′′)−2dt′′dt′
+ δ
∫ t
−r0
µ
−2b|α|+2−1
m (t
′)(−t′)−1E˜≤|α|+2(t′, u)
∫ t′
−r0
(−t′′)−3dt′′dt′.
(8.55)
In the last step we used the second part of Lemma 7.1 and the monotonicity of E˜≤|α|+2(t, u) and E˜≤|α|+2(t, u).
Splitting the time integral as “non-shock” and “shock” parts, III ′1 is bounded by
δ
∫ t
−r0
µ
−2b|α|+2−1/2
m (t
′)(−t′)−2
√
E˜≤|α|+2(t′, u)
√
E˜≤|α|+2(t′, u)dt
′
+ δ
∫ t
−r0
µ
−2b|α|+2−1
m (t
′)(−t′)−2E˜≤|α|+2(t′, u)dt′
.δµ−2b|α|+2m (t)
∫ t0
−r0
(−t′)−2
(
E˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′
+
δµ
−2b|α|+2+1/2
m (t)
2b|α|+2 − 1/2 E˜≤|α|+2(t, u) +
δµ
−2b|α|+2
m (t)
2b|α|+2
E˜≤|α|+2(t, u).
(8.56)
In view of (8.44) and the propagation equation for trχ, I ′ is lower order with respect to t′ compared to III ′.
Finally we consider the estimate for II ′. Regarding to the contribution from the factor (L+ t˜rχ)Rα
′
T l /∆µ, we
rewrite systematically
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Rα
′
i T
l /∆µ = /∆Rα
′
i T
lµ+ /D
2
Rα
′−1
i T
lµ+ /D
2
Rα
′
i T
l−1µ+O≤20,1
(
/dRα
′−1
i T
lµ+ /dRα
′
i T
l−1µ
)
.
in view of (7.45). Here we abuse the notation by using /d and /D
2
to denote
∂
∂θA
and
∂2
∂θA∂θB
respectively.
Obviously the contribution of the last term above is lower order compared to the other three terms. While the
contribution of the third term above is lower order with respect to δ compared to the first two terms. The
contribution of the second term is
−δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ)
(
(L+ t˜rχ)( /D
2
Rα
′−1
i T
lµ)
)
(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
. (8.57)
In particular the contribution from the term involving “t˜rχ” is lower order compared to III ′1, which has been
estimated. For the contribution from the term involving “L”, the propagation equation for µ implies
L( /D
2
Rα
′−1
i T
lµ) = /D
2
Rα
′−1
i T
lm+ /D
2
Rα
′−1
i T
l(µe) + (Ri)Z/dRα
′−1
i T
lµ+ Λ /D
2
Rα
′−1T l−1µ. (8.58)
The contributions of the last two terms are lower order compared to III ′1 and so are the terms in the second
term for which e and its derivatives can be bounded in L∞. The contributions from the first term is bounded
by ∣∣∣∣∣δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ)( /D
2
Rα
′−1
i T
lm)(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
∣∣∣∣∣
.δ
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)µ
−b|α|+2−1/2
m (t
′)
√
E˜≤|α|+1(t′, u)dt
′,
(8.59)
which enjoys the same estimate as (8.56). The contribution from the terms in which the derivatives of e are
bounded in L2 is bounded by (Here we only consider the case that all the derivatives fall on e, which is the
principal term.) ∣∣∣∣∣δ2l+2
∫
W tu
2(−t′)
t˜rχ
(Tψ)(µ /D
2
Rα
′−1
i T
le)(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
∣∣∣∣∣
.δ
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)µ
−b|α|+2−1/2
m (t
′)
√
E˜≤|α|+1(t′, u)dt
′,
(8.60)
which also enjoys the same estimate as (8.56).
Finally we consider the contribution from the factor (L+ t˜rχ)
(
/∆Rα
′
i T
lµ
)
to II ′. Let us denote by /˜div the
divergence operator on St,u with respect to /˜g. A direct computation implies
(L+ t˜rχ)
(
/∆
/˜g
Rα
′
i T
lµ
)
= (L+ t˜rχ)
(
/˜div
(
( /∇
/˜g
Rα
′
i T
lµ)
)
= /˜div(L+ t˜rχ)
(
/∇
/˜g
Rα
′
i T
lµ
))
. (8.61)
On the other hand since /∆
/˜g
= c /∆, we have
(L+ t˜rχ)
(
/∆Rα
′
i T
lµ
)
= L
(
1
c
)
c /∆Rα
′
i T
lµ+
1
c
(L+ t˜rχ)
(
/∆
/˜g
Rα
′
i T
lµ
)
. (8.62)
The contribution of the first term on the right hand side above to II ′ is
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−δ2l+2
∫
W tu
2c(−t′)
t˜rχ
L
(
1
c
)
(Tψ)( /∆Rα
′
i T
lµ)(Rα
′
i T
l+1ψ)dt′du′dµ
/˜g
, (8.63)
which is lower order with respect to δ and t compared to III ′. The contribution of the second term in (8.62)
is bounded by
− δ2l+2
∫
W tu
2(−t′)
ct˜rχ
(Tψ) /˜div
(
(L+ t˜rχ)
(
/∇
/˜g
Rα
′
i T
lµ
))
(Rα
′
T l+1ψ)dt′du′dµ
/˜g
=δ2l+2
∫
W tu
2(−t′)
ct˜rχ
(Tψ)
(
(L+ t˜rχ)
(
/∇
/˜g
Rα
′
i T
lµ
))
( /∇
/˜g
Rα
′
T l+1ψ)dt′du′dµ
/˜g
+ δ2l+2
∫
W tu
/∇
/˜g
(
2(−t′)
ct˜rχ
(Tψ)
)(
(L+ t˜rχ)
(
/∇
/˜g
Rα
′
i T
lµ
))
(Rα
′
T l+1ψ)dt′du′dµ
/˜g
(8.64)
In view of the fact /∇
/˜g
= c /∇, the second term on the right hand side above is similar to (8.57) and therefore is
also bounded as (8.56). The only difference between the first term on the right hand side above and (8.57) is
that the variation /∇
/˜g
Rα
′
i T
l+1ψ is top order, while the variation in (8.57) is one order less. Therefore similar to
(8.59) and (8.60), this contribution is bounded as
δ
∫ t
−r0
(−t′)−2µ−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)µ
−b|α|+2−1/2
m (t
′)
√
E˜≤|α|+2(t′, u)dt
′
+δ
∫ t
−r0
(−t′)−2µ−b|α|+2−1/2m (t′)
√
E˜≤|α|+2(t′, u)µ
−b|α|+2−1/2
m (t
′)
√
E˜≤|α|+2(t′, u)dt
′,
(8.65)
which is finally bounded as (8.56).
9. Top Order Energy Estimates
Now we are ready to complete the top order energy estimates, namely, the energy estimates for the variations
of order up to |α|+ 2. As we have pointed out, we allow the top order energies to blow up as shock forms. So
in this section, we prove that the modified energies E˜≤|α|+2(t, u), E˜≤|α|+2(t, u) and F˜≤|α|+2(t, u), F˜≤|α|+2(t, u)
are bounded by initial data. Therefore we obtain a rate for the possible blow up of the top order energies.
9.1. Estimates associated to K1. We start with the energy inequality for Z
α′+1
i ψ as we obtained in Section
6. Here Zi is any one of Ri Q and T .∑
|α′|≤|α|
δ2l
′(
E[Zα
′+1
i ψ](t, u) + F [Z
α′+1
i ψ](t, u) +K[Z
α′+1
i ψ](t, u)
)
≤ C
∑
|α′|≤|α|
δ2l
′
E[Zα
′+1
i ψ](−r0, u) + C
∑
|α′|≤|α|
δ2l
′
∫
W tu
c−2Q˜1,|α′|+2
where l′ is the number of T s’ appearing in the string of Zα
′
i . In the spacetime integral
∫
W tu
c−2Q˜1,α′+2 we have
the contributions from the deformation tensor of K1, which have been investigated in Section 6. Actually, if we
choose Ntop to be large enough, then we can bound ‖/dZβi µ‖L∞(Σut ) in terms of initial data by using the same
argument as in Section 4.2 for |β| ≤ N∞ + 1.
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Another contribution of the spacetime integral
∫
W tu
c−2Q˜1,|α′|+2 comes from
∫
W tu
1
c
ρ˜|α′|+2 ·LZα
′+1
i ψ, namely,
the deformation tensor of commutators, which has been studied intensively in the last section. Among these we
first consider the lower order optical contributions, which are bounded by (See (8.11) and (8.18)):
δ1/2K≤|α|+2(t, u) + δ−1/2
∫ u
0
F≤|α|+2(t, u
′)du′
+
∫ t
−r0
(−t′)−2E(t′, u)dt′ + δ
∫ t
−r0
(−t′)−2E≤|α|+2(t′, u)dt′
.µ−2b|α|+2m (t)
(
δ1/2K˜≤|α|+2(t, u) + δ−1/2
∫ u
0
F˜≤|α|+2(t, u
′)du′
+
∫ t
−r0
E˜≤|α|+2(t
′, u)dt′ + δ
∫ t
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′
)
.
(9.1)
Here we define the following non-decreasing quantity in t:
K˜≤|α|+2(t, u) := sup
t′∈[−r0,t]
{µ2b|α|+2m (t′)K≤|α|+2(t′, u)} (9.2)
By (8.42), (8.43), (8.49), (8.52), (8.53), (8.56), the top order optical contributions associated to K1 is bounded
by (up to a constant)
1
b|α|+2 − 1/2µ
−2b|α|+2
m (t)E˜≤|α|+2(t, u) + µ
−2b|α|+2
m (t)E˜≤|α|+2(t, u)
+ Cµ
−2b|α|+2
m (t)
∫ t
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′ + δµ−2b|α|+2m (t)E˜≤|α|+2(t, u)
+ δµ
−2b|α|+2
m (t)
∫ t
−r0
(−t′)−2
(
E˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′
+
δµ
−2b|α|+2+1/2
m (t)
b|α|+2 − 1
√
E˜≤|α|+2(t, u)
√
E˜≤|α|+2(t, u)
+
δµ
−2b|α|+2+1/2
m (t)
2b|α|+2 − 1/2 E˜≤|α|+2(t, u).
(9.3)
Substituting these contributions into the energy inequality, and use the fact that µm(t) ≤ 1, we obtain:
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µ
2b|α|+2
m (t)
∑
|α′|≤|α|
δ2l
′(
E[Zα
′+1
i ψ](t, u) + F [Z
α′+1
i ψ](t, u) +K[Z
α′+1
i ψ](t, u)
)
.µ2b|α|+2m (t)
∑
|α′|≤|α|
δ2l
′
E[Zα
′+1
i ψ](−r0, u) +
1
b|α|+2 − 1/2 E˜≤|α|+2(t, u)
+ E˜≤|α|+2(t, u) + C
∫ t
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′ + δE˜≤|α|+2(t, u)
+ δ
∫ t
−r0
(−t′)−2
(
E˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′
+
δ
b|α|+2 − 1
√
E˜≤|α|+2(t, u)
√
E˜≤|α|+2(t, u) +
δ
2b|α|+2 − 1/2 E˜≤|α|+2(t, u).
Now the right hand side of the above inequality is non-decreasing in t, so the above inequality is also valid
if we replace “t” by any t′ ∈ [−r0, t] on the left hand side:
µ
2b|α|+2
m (t
′)
∑
|α′|≤|α|
(
E[Zα
′+1
i ψ](t
′, u) + F [Zα
′+1
i ψ](t
′, u) +K[Zα
′+1
i ψ](t
′, u)
)
.µ2b|α|+2m (t)
∑
|α′|≤|α|
δ2l
′
E[Zα
′+1
i ψ](−r0, u) +
1
b|α|+2 − 1/2 E˜≤|α|+2(t, u)
+ E˜≤|α|+2(t, u) + C
∫ t
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′ + δE˜≤|α|+2(t, u)
+ δ
∫ t
−r0
(−t′)−2
(
E˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′
+
δ
b|α|+2 − 1
√
E˜≤|α|+2(t, u)
√
E˜≤|α|+2(t, u) +
δ
2b|α|+2 − 1/2 E˜≤|α|+2(t, u).
For each term in the sum on the left hand side of above inequality, we keep it on the left hand side and ignore all
the other terms. Then taking supremum of the term we kept with respect to t′ ∈ [−r0, t]. Repeat this process
for all the terms on the left hand side, we finally obtain:
E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u) + K˜≤|α|+2(t, u)
.µ2b|α|+2m (t)
∑
|α′|≤|α|
δ2l
′
E[Zα
′+1
i ψ](−r0, u) +
1
b|α|+2 − 1/2 E˜≤|α|+2(t, u)
+ E˜≤|α|+2(t, u) + C
∫ t
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′ + δE˜≤|α|+2(t, u)
+ δ
∫ t
−r0
(−t′)−2
(
E˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′
+
δ
b|α|+2 − 1
√
E˜≤|α|+2(t, u)
√
E˜≤|α|+2(t, u) +
δ
2b|α|+2 − 1/2 E˜≤|α|+2(t, u).
The control on the boxed term relies on Remark 8.2–since Cb|α|+2 is suitably small, the boxed term can be
absorbed by the left hand side. So if δ and  are appropriately small, we obtain
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E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u) + K˜≤|α|+2(t, u)
.µ2b|α|+2m (t)
∑
|α′|≤|α|
δ2l
′
E[Zα
′+1
i ψ](−r0, u) +
δ
b|α|+2 − 1 E˜≤|α|+2(t, u)
+
∫ t
−r0
(−t′)−2
(
δE˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′,
(9.4)
which implies, by Gronwall,
E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u) + K˜≤|α|+2(t, u)
.µ2b|α|+2m (t)
∑
|α′|≤|α|
δ2l
′
E[Zα
′+1
i ψ](−r0, u)
+
δ
b|α|+2 − 1 E˜≤|α|+2(t, u) +
∫ t
−r0
(−t′)−2δE˜≤|α|+2(t′, u)dt′.
(9.5)
9.2. Estimates associated to K0. Now we turn to the top order energy estimates for K0. We start with the
energy identity for Zα
′+1
i ψ, where Zi is any one of Ri, Q and T :∑
|α′|≤|α|
δ2l
′ (
E[Zα
′+1
i ψ](t, u) + F [Z
α′+1
i ψ](t, u)
)
.
∑
|α′|≤|α|
δ2l
′
E[Zα
′+1
i ψ](−r0, u) +
∑
|α′|≤|α|
∫
W tu
c−2Q˜0,|α′|+2
Again, l′ is the number of T s’ in the string of Zα
′+1
i .
In the spacetime integral
∫
W tu
c−2Q˜0,α′+2 we have the contributions from the deformation tensor of K0,
which have been investigated in section 6 and also the contribution of the spacetime integral from
∫
W tu
1
c
ρ˜|α′|+2 ·
LZα
′+1
i ψ, namely, the deformation tensor of commutators, which has been studied intensively in the last section.
We first consider the lower order optical contributions, which are bounded by (See (8.12), (8.19) and (9.5) and
provided that δ is sufficiently small):
µ
−2b|α|+2
m (t)
(∫ t
−r0
(−t′)−3/2δ1/2E˜≤|α|+2(t′, u)dt′ + δ1/2K˜≤|α|+2(t, u) + δ−1/2
∫ u
0
F˜≤|α|+2(t, u
′)du′
)
.E≤|α|+2(−r0, u) + µ−2b|α|+2m (t)
(∫ t
−r0
(−t′)−3/2δ1/2E˜≤|α|+2(t′, u)dt′ + δ
3/2
b|α|+2 − 1 E˜≤|α|+2(t, u)
)
.
(9.6)
Here we used the following fact: Since the right hand side of (9.5) is non-decreasing in u, supu′∈[0,u]{F˜≤|α|+2(t, u′)}
is also bounded by the right hand side of (9.5).
By (8.23), (8.25), (8.29), (8.30) and (9.5), the top order optical contributions are bounded by (up to a
constant)
µ
−2b|α|+2
m (t)
2b|α|+2
E˜≤|α|+2(t, u) + µ
−2b|α|+2
m (t)
∫ t
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′. (9.7)
Substituting (9.6) and (9.7) into the energy inequality we obtain
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µ
2b|α|+2
m (t)E≤|α|+2(t, u) + µ
2b|α|+2
m (t)F≤|α|+2(t, u)
.E≤|α|+2(−r0, u) + E≤|α|+2(−r0, u)
+
1
2b|α|+2
E˜≤|α|+2(t, u) +
∫ t
−r0
(−t′)−3/2E˜≤|α|+2(t′, u)dt′,
(9.8)
which, using the fact that the right hand side above is non-decreasing in t, implies
E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u)
.E≤|α|+2(−r0, u) + E≤|α|+2(−r0, u)
+
1
2b|α|+2
E˜≤|α|+2(t, u) +
∫ t
−r0
(−t′)−3/2E˜≤|α|+2(t′, u)dt′.
(9.9)
Using Gronwall and taking b|α|+2 large enough implies
E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u) . E≤|α|+2(−r0, u) + E≤|α|+2(−r0, u). (9.10)
Substituting this into (9.5) we obtain
E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u) + K˜≤|α|+2(t, u)
.E≤|α|+2(−r0, u) + δE≤|α|+2(−r0, u).
(9.11)
This completes the top order energy estimates. If we denote the initial energies by
Du|α|+2 := E≤|α|+2(−r0, u) + δ−1E≤|α|+2(−r0, u), (9.12)
then the top order energy estimates can be summarized as
E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u) + K˜≤|α|+2(t, u) .δDu|α|+2
E˜≤|α|+2(t, u) + F˜≤|α|+2(t, u) .Du|α|+2.
(9.13)
10. Descent Scheme
In the previous section, we have shown that the modified energies E˜≤|α|+2(t), E˜≤|α|+2(t) for the top order
variations are bounded by the initial energies Du|α|+2. According to the definition, the modified energies go to
zero when µm(t) goes to zero. This means the energy estimates obtained in the last section are not sufficient for
us to close the argument when shock forms. However, based on those estimates, we shall show in this section,
that if the order of derivative decreases, the power of µm(t) needed in the definition of modified energies also
decreases. The key point is that after several steps, this power could be zero and the energies which do not go
to zero as shock forms can be bounded.
10.1. Next-to-top order error estimates. We first investigate the estimates associated to K1. To improve
the energy estimates for the next-to-the-top variations, we consider the spacetime integral (Keep in mind that
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the top order quantities are of order |α|+ 2):∣∣∣∣∣
∫
W tu
1
c
2(−t)
t˜rχ
(Tψ) · (Zαi trχ′) ·
(
LZαi ψ +
1
2
t˜rχZαi ψ
)
dt′du′dµg˜
∣∣∣∣∣
.δ−1/2
∫
W tu
(−t′)|Zαi trχ′|
∣∣∣∣LZαi ψ + 12 t˜rχZαi ψ
∣∣∣∣ dt′du′dµg˜
.δ−1/2
(∫
W tu
|Zαi trχ′|2dt′du′dµ/˜g
)1/2
·
(∫
W tu
(−t′)2
(
LZαi ψ +
1
2
t˜rχψ
)2
dt′du′dµ
/˜g
)1/2
.δ−1/2
(∫ t
−r0
‖Zαi trχ′‖2L2(Σu
t′ )
dt′
)1/2
·
(∫ u
0
F [Zαi ψ](t, u
′)du′
)1/2
(10.1)
Throughout this subsection, Zi is either Ri or Q.
By Proposition 6.3,
‖Zαi trχ′‖L2(Σut ) . δ1/2
∫ t
−r0
(−t′)−3µ−1/2m (t′)
√
E|α|+2(t′, u)dt
′
. δ1/2
∫ t
−r0
(−t′)−3µ−1/2−b|α|+2m (t′)
√
E˜≤|α|+2(t′, u)dt
′
. δ1/2
√
E˜≤|α|+2(t, u)
∫ t
−r0
µ
−b|α|+2−1/2
m (t
′)(−t′)−3dt′
. δ1/2(−t)−1
√
E˜≤|α|+2(t, u)
∫ t
−r0
µ
−b|α|+2−1/2
m (t
′)(−t′)−2dt′
. δ1/2µ−b|α|+2+1/2m (t)(−t)−1
√
E˜≤|α|+2(t, u).
(10.2)
Then by the top order energy estimates obtained in the last section, the integral in the first factor of (10.1) is
bounded by (up to a constant):
δ
∫ t
−r0
µ
−2b|α|+2+1
m (t
′)(−t′)−2E˜≤|α|+2(t′, u)dt′
.δE˜≤|α|+2(t, u)
∫ t
−r0
µ
−2b|α|+2+1
m (t
′)(−t′)−2dt′
.δ2µ−2b|α|+2+2m (t)Du|α|+2
On the other hand, the second factor in (10.1) is bounded by:
∫ u
0
F [Zαi ψ](t, u
′)du′ ≤ µ−2b|α|+1m (t)
∫ u
0
sup
t′∈[−r0,t]
{µ2b|α|+1m (t′)F [Zαi ψ](t′, u′)}du′
where b|α|+1 = b|α|+2 − 1. Therefore (10.1) is bounded by (up to a constant):
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δ1/2µ
−2b|α|+1
m (t)
√
Du|α|+2
√∫ u
0
F˜≤|α|+1(t, u′)du′
.δ2µ−2b|α|+1m (t)Du|α|+2 + Cδ−1µ
−2b|α|+1
m (t)
∫ u
0
F˜≤|α|+1(t, u
′)du′.
(10.3)
Next we consider the spacetime integral
δ2l
′+2
∣∣∣∣∣
∫
W tu
1
c
2(−t′)
t˜rχ
(Tψ) · (Zα′i T l
′
/∆µ) ·
(
LZα
′
i T
l′+1ψ +
1
2
t˜rχZα
′
i T
l′+1ψ
)
dt′du′dµ
/˜g
∣∣∣∣∣
.δ−1/2
(∫ t
−r0
δl
′+1‖Zα′i T l
′
/∆µ‖2L2(Σu
t′ )
)1/2(∫ u
0
δl
′+1F [Zα
′
i T
l′+1ψ](t, u′)du′
)1/2 (10.4)
with |α′|+ l′ ≤ |α| − 1. By Proposition 6.4,
δl
′+1‖Zα′i T l
′
/∆µ‖L2(Σut )
.δ1/2(−t)−1
∫ t
−r0
(−t′)−2
(√
E≤|α|+2(t′, u) + µ−1/2m (t
′)(−t′)−1
√
E≤|α|+2(t′, u)
)
dt′
.δ1/2(−t)−1
∫ t
−r0
(−t′)−2
(
µ
−b|α|+2
m (t
′)
√
E˜≤|α|+2(t′, u) + µ
−b|α|+2−1/2
m (t
′)
√
E˜≤|α|+2(t′, u)
)
dt′
.δ1/2(−t)−1
(
µ
−b|α|+2+1/2
m (t)
√
E˜≤|α|+2(t, u) + µ
−b|α|+2+1
m (t)
√
E˜≤|α|+2(t, u)
)
.
(10.5)
Then by the top order energy estimates obtained in the last section, the integral in the first factor of (10.4) is
bounded by (µm(t) ≤ 1):
δ
∫ t
−r0
µ
−2b|α|+2+1
m (t
′)(−t′)−2
(
E˜≤|α|+2(t′, u) + E˜≤|α|+2(t
′, u)
)
dt′
.δ
(
E˜≤|α|+2(t) + E˜≤|α|+2(t, u)
)∫ t
−r0
µ
−2b|α|+2+1
m (t
′)(−t′)−2dt′
.δµ−2b|α+2+2m (t)
(
E˜≤|α|+2(t, u) + E˜≤|α|+2(t, u)
)
.δµ−2b|α+2+2m (t)Du|α|+2.
Again, with b|α|+1 = b|α|+2 − 1, the spacetime integral (10.4) is bounded by (up to a constant):
µ
−2b|α|+1
m (t)
√
Du|α|+2
√∫ u
0
F˜≤|α|+1(t, u′)du′
.δµ−2b|α|+1m (t)Du|α|+2 + Cδ−1µ
−2b|α|+1
m (t)
∫ u
0
F˜≤|α|+1(t, u
′)du′.
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We proceed to consider the spacetime error integral associated to K0. We first consider the spacetime integral:∫
W tu
|Tψ||Zαi trχ′||LZαi ψ|dt′du′dµ/˜g
. δ−1/2
∫ t
−r0
(−t′)−1‖Zαi trχ′‖L2(Σu
t′ )
‖LZαi ψ‖L2(Σu
t′ )
dt′
Substituting the estimates:
‖Zαi trχ′‖L2(Σu
t′ )
. δ1/2µ−b|α|+2+1/2m (t′)(−t′)−1
√
E˜≤|α|+2(t′, u)
. δµ−b|α|+2+1/2m (t)(−t′)−1
√
Du|α|+2,
‖LZαi ψ‖L2(Σu
t′ )
. µ−b|α|+1m (t′)
√
E˜≤|α|+1(t′, u)
with b|α|+1 = b|α|+2 − 1, and using the fact that E˜≤|α|+1(t) are non-decreasing in t, we see that the spacetime
integral is bounded by (µm(t) ≤ 1):
δ1/2
√
Du|α|+2
√
E˜≤|α|+1(t, u)
∫ t
−r0
µ
−2b|α|+1−1/2
m (t
′)(−t′)−2dt′
.δ1/2µ−2b|α|+1+1/2m (t)
√
Du|α|+2
√
E˜≤|α|+1(t, u)
.µ−2b|α|+1m (t)Du|α|+2 + δµ
−2b|α|+1
m (t)E˜≤|α|+1(t, u)
(10.6)
Finally, we consider the spacetime integral:
δ2l
′+2
∫
W tu
|Zα′i T l
′
/∆µ||Tψ||LZα′i T l
′+1ψ|dt′du′dµ
/˜g
.δ2l′+2−1/2
∫ t
−r0
(−t′)−1‖Zα′i T l
′
/∆µ‖L2(Σu
t′ )
‖LZα′i T l
′+1ψ‖L2(Σu
t′ )
dt′
(10.7)
for |α′|+ l′ ≤ |α| − 1. Again, substituting the estimates (µm(t) ≤ 1):
δl
′+1‖Zα′i T l
′
/∆µ‖L2(Σu
t′ )
. δ1/2µ−b|α|+2+1/2m (t′)(−t′)−1
(√
E˜≤|α|+2(t′, u) +
√
E˜≤|α|+2(t′, u)
)
with b|α|+1 = b|α|+2 − 1, the same argument implies that the spacetime integral is bounded by:√
Du|α|+2
√
E˜≤|α|+1(t, u)
∫ t
−r0
µ
−2b|α|+1−1/2
m (t
′)(−t′)−2dt′
.µ−2b|α|+1+1/2m (t)
√
Du|α|+2,l′
√
E˜≤|α|+1(t, u)
≤Cµ−2b|α|+1m (t)Du|α|+2 + E˜≤|α|+1(t, u).
(10.8)
Here  is a small absolute positive constant.
10.2. Energy estimates-next to top order. Throughout this subsection Zi could be Ri, Q and T . Now we
consider the other contributions from the spacetime error integrals associated to K1. For the variations Z
α′
i ψ
where |α′| ≤ |α|, the contributions similar to (8.18) are bounded by (up to a constant)
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δ1/2K≤|α|+1(t, u) + δ−1/2
∫ u
0
F≤|α|+1(t, u
′)du′
+
∫ t
−r0
(−t′)−2E≤|α|+1(t′, u)dt′ + δ
∫ t
−r0
(−t′)−2E≤|α|+1(t′, u)dt′
.δ1/2µ−2b|α|+1m (t)K˜≤|α|+1(t, u) + δ−1/2µ
−2b|α|+1
m (t)
∫ u
0
F˜≤|α|+1(t, u
′)du′
+ µ
−2b|α|+1
m (t)
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′ + δµ−2b|α|+1m (t)
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′.
(10.9)
In view of (10.3), (10.6), (10.9) and multiplying µ
2b|α|+1
m (t) on both sides of the energy inequality associated to
K1 for Z
α′
i ψ with |α′| ≤ |α| gives us∑
|α′|≤|α|
µ
2b|α|+1
m (t)δ
2l′
(
E[Zα
′
i ψ](t, u) + F [Z
α′
i ψ](t, u) +K[Z
α′
i ψ](t, u)
)
.
∑
|α′|≤|α|
δ2l
′
E[Zα
′
i ψ](−r0, u) + δ−1
∫ u
0
F˜≤|α|+1(t, u
′)du′ +
∫ t
−r0
(−t′)−2E˜(t′, u)dt′
+ δ
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′ + δ1/2K˜≤|α|+1(t, u) + δDu|α|+2
Arguing as in the previous section, this inequality holds t is replaced by t′ ∈ [−r0, t] on the left hand side.
Taking the supremum with respect to t′ ∈ [−r0, t] we obtain
E˜≤|α|+1(t, u) + F˜≤|α|+1(t, u) + K˜≤|α|+1(t, u)
. δDu|α|+2 + δ−1
∫ u
0
F˜≤|α|+1(t, u
′)du′ +
∫ t
−r0
(−t′)−2E˜≤|α|+2(t′, u)dt′
+ δ
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′ + δ1/2K˜≤|α|+1(t, u).
Choosing δ sufficiently small and using Gronwall implies
E˜≤|α|+1(t, u) + F˜≤|α|+1(t, u) + K˜≤|α|+1(t, u) . δDu|α|+2 + δ
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′. (10.10)
Next we consider the energy estimates associated to K0. We start with the variation Z
α′
i ψ with |α′| ≤ |α|.
The contributions similar to (8.19) is bounded by (up to a constant)
δ−1/2
∫ u
0
F≤|α|+1(t, u
′)du′ + δ1/2
∫ t
−r0
(−t′)−2E≤|α|+1(t′, u)dt′ + δ1/2K≤|α|+1(t, u)
.δ−1/2µ−2b|α|+1m (t)
∫ u
0
F˜≤|α|+1(t, u
′)du′ + δ1/2µ−2b|α|+1m (t)
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′
+ δ1/2µ
−2b|α|+1
m (t)K˜≤|α|+1(t, u)
.δ3/2µ−2b|α|+1m (t)Du|α|+2 + δ3/2µ
−2b|α|+1
m (t)
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′.
(10.11)
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Here in the last step we used (10.10). (10.11) together with (10.8) gives the following estimate
∑
|α′|≤|α|
µ
2b|α|+1
m (t)δ
2l′
(
E[Zα
′
i ψ](t, u) + F [Z
α′
i ψ](t, u)
)
.Du|α|+2 + E˜≤|α|+1(t, u) + δ1/2
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′,
which implies
E˜≤|α|+1(t, u) + F˜≤|α|+1(t, u)
.Du|α|+2 + E˜≤|α|+1(t, u) + δ1/2
∫ t
−r0
(−t′)−2E˜≤|α|+1(t′, u)dt′
Choosing  sufficiently small and using Gronwall, we finally have:
E˜≤|α|+1(t, u) + F˜≤|α|+1(t, u) . Du|α|+2 (10.12)
Now substituting (10.12) to the right hand side of (10.10), we have:
E˜≤|α|+1(t, u) + F˜≤|α|+1(t, u) + K˜≤|α|+1(t, u) . δDu|α|+2
Summarizing, we have:
E˜≤|α|+1(t, u) + F˜≤|α|+1(t, u) + K˜≤|α|+1(t, u) .δDu|α|+2
E˜≤|α|+1(t, u) + F˜≤|α|+1(t, u) .Du|α|+2.
(10.13)
10.3. Descent scheme. We proceed in this way taking at the nth step:
b|α|+2−n = b|α|+2 − n, b|α|+1−n = b|α|+2 − n− 1
in the role of b|α|+2 and b|α|+1 respectively, the argument beginning in the paragraph containing (10.1) and
concluding with (10.13) being step 0. The nth step is exactly the same as the 0th step as above, as long as
b|α|+1−n > 0. If we choose
b|α|+2 = [b|α|+2] +
3
4
(10.14)
where [b|α|+2] is the integer part of b|α|+2, then b|α|+1−n > 0 is equivalent to n ≤ [b|α|+2]− 1. For each of such
n, we need to estimate the integrals:∫ t
−r0
µ
−b|α|+2−n−1/2
m (t
′)(−t′)−2dt′,
∫ t
−r0
µ
−2b|α|+2−n+1
m (t
′)(−t′)−2dt′
As in the previous sections, we split the interval [−r0, t] into two parts: t′ ∈ [−r0, t0] and t′ ∈ [t0, t] where
µm(t0) =
1
10 . If t
′ ∈ [−r0, t0], we have∫ t0
−r0
µ
−b|α|+2−n−1/2
m (t
′)(−t′)−2dt′ .
∫ t0
−r0
µ
−b|α|+2−n+1/2
m (t
′)(−t′)−2dt′ . µ−b|α|+2−n+1/2m (t)∫ t0
−r0
µ
−2b|α|+2−n+1
m (t
′)(−t′)−2dt′ .
∫ t0
−r0
µ
−2b|α|+2−n+2
m (t
′)(−t′)−2dt′ . µ−2b|α|+2−n+2m (t).
(10.15)
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Here we used the fact that µm(t
′) ≥ 1
10
for t′ ∈ [−r0, t0] and the second part of Lemma 7.1. For t′ ∈ [t0, t],
since
b|α|+2−n = [b|α|+2−n] +
3
4
≥ 1 + 3
4
=
7
4
,
which implies
ηm − 1
2(b|α|+2−n − 1/2) ≥ c0 > 0
for some absolute constant c0. Here ηm is defined by (7.9). Therefore the proof of Lemma 7.1 goes through and
we have
∫ t
t0
µ
−b|α|+2−n−1/2
m (t
′)(−t′)−2dt′ . µ−b|α|+2−n+1/2m (t)∫ t
t0
µ
−2b|α|+2−n+1
m (t
′)(−t′)−2dt′ . µ−2b|α|+2−n+2m (t).
(10.16)
So indeed, we can repeat the process of 0th for n = 1, ..., [b|α|+2]−1. Therefore we have the following estimates:
E˜≤|α|+1−n(t, u) + F˜≤|α|+1−n(t, u) . Du|α|+2
E˜≤|α|+1−n(t, u) + F˜≤|α|+1−n(t, u) + K˜≤|α|+1−n(t, u) . δDu|α|+2.
(10.17)
We now make the final step n = [b|α|+2−n]. In this case we have b|α|+2−n = 34 . Using the same process as in
(10.2) and (10.5), the optical terms are bounded by:
‖Zα′trχ′‖L2(Σut ) . δµ−1/4m (t)(−t)−1
√
Du|α|+2 with |α′|+ 2 ≤ |α|+ 1− [b|α|+2]
‖Zα′i T l
′
/∆µ‖L2(Σut ) . δ1/2µ−1/4m (t)(−t)−1
√
Du|α|+2 with |α′|+ l′ + 2 ≤ |α|+ 1− [b|α|+2]
(10.18)
with Zi = Ri or Q. As before, in order to bound the corresponding integrals:∫ t
−r0
‖Zα′i trχ′‖2L2(Σu
t′ )
dt′,
∫ t
−r0
‖Zα′i T l
′
/∆µ‖2L2(Σu
t′ )
dt′
we need to consider the integral:∫ t
−r0
µ−1/2m (t
′)(−t′)−2dt′ ≤
∫ t0
−r0
µ−1/2m (t
′)(−t′)−2dt′ +
∫ t
t0
µ−1/2m (t
′)(−t′)−2dt′ with µm(t0) = 1
10
For the “non-shock part
∫ t0
−r0”, since µm(t0) ≥
1
10
,∫ t0
−r0
µ−1/2m (t
′)(−t′)−2dt′ . 1.
Let s be such that t0 ≤ t′ ≤ t < s < t∗. Following the same arguments as in (7.17) and (7.18), we have
µm(t) ≥ µm(s) +
(
ηm −O(δM4)
)(1
t
− 1
s
)
, (10.19)
and
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µm(t) ≤ µm(s) +
(
ηm +O(δM
4)
)(1
t
− 1
s
)
. (10.20)
If δ is sufficiently small, a similar argument as deriving (7.19) implies
∫ t
t0
µ−1/2m (t
′)(−t′)−2dt′ . µ1/2m (t) . 1. (10.21)
So we have the following bounds:(∫ t
−r0
‖Zα′trχ′‖2L2(Σu
t′ )
dt′
)1/2
. δ
√
Du|α|+2 with |α′|+ 2 ≤ |α|+ 1− [b|α|+2],(∫ t
−r0
‖Zα′i T l
′
/∆µ‖L2(Σu
t′ )
dt′
)1/2
. δ1/2
√
Du|α|+2 with |α′|+ l′ + 2 ≤ |α|+ 1− [b|α|+2].
Therefore we can set:
b|α|+1−n = b|α|+1−[b|α|+2] = 0
in this step. Then we can proceed exactly the same as in the preceding steps. We thus arrive at the estimates:
E˜≤|α|+1−[b|α|+2](t, u) + F˜≤|α|+1−[b|α|+2](t, u) . Du|α|+2
E˜≤|α|+1−[b|α|+2](t, u) + F˜≤|α|+1−[b|α|+2](t, u) + K˜≤|α|+1−[b|α|+2](t, u) . δD
u
|α|+2.
(10.22)
These are the desired estimates, because from the definitions:
E˜≤|α|+1−[b|α|+2](t, u) : = sup
t′∈[−r0,t]
{E≤|α|+1−[b|α|+2](t′, u)}
E˜≤|α|+1−[b|α|+2](t, u) : = sup
t′∈[−r0,t]
{E≤|α|+1−[b|α|+2](t′, u)}
F˜≤|α|+1−[b|α|+2](t, u) : = sup
t′∈[−r0,t]
{F≤|α|+1−[b|α|+2](t′, u)}
F˜≤|α|+1−[b|α|+2](t, u) : = sup
t′∈[−r0,t]
{F≤|α|+1−[b|α|+2](t′, u)}
K˜≤|α|+1−[b|α|+2](t, u) : = sup
t′∈[−r0,t]
{K≤|α|+1−[b|α|+2](t′, u)}
(10.23)
the weight µm(t
′) has been eliminated.
11. Completion of Proof
11.1. Proof of Theorem 3.1. Let us define:
S2[φ] :=
∫
St,u
(
|φ|2 + |Ri1φ|2 + |Ri1Ri2φ|2
)
dµ/g
And also let us denote by Sn(t, u) the integral on St,u (with respect to dµ/g) of the sum of the square of all the
variation ψ = δl
′
Zα
′
i ψγ up to order |α| + 1 − [b|α|+2], where l′ is the number of T ’s in the string of Zα
′
i and
γ = 0, 1, 2, 3. Then by (5.16) we have:
S|α|−[b|α|+2](t, u) . δ
(
E|α|+1−[b|α|+2](t, u) + E|α|+1−[b|α|+2](t, u)
)
for all (t, u) ∈ [−r0, t∗)× [0, δ].
Hence, in view of (10.22) and (10.23),
S|α|−[b|α|+2](t, u) . δDu|α|+2 for all (t, u) ∈ [−r0, t∗)× [0, δ]. (11.1)
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Then for any variations ψ of order up to |α| − 2− [b|α|+2] we have:
S2[ψ] ≤ S|α|−[b|α|+2](t, u) (11.2)
Then by the isoperimetric inequality in (3.41), (11.1) and (11.2), we have:
δl
′
sup
St,u
|Zα′i ψα| = sup
St,u
|ψ| . δ1/2
√
Du|α|+2 ≤ C0δ1/2 (11.3)
where C0 depends on the initial energy Du|α|+2, the constant in the isoperimetric inequality and the constant in
(5.16) as well as the constants in (10.22), which are absolute constants. If we choose |α| large enough such that[ |α|+ 1
2
]
+ 3 ≤ |α| − 2− [b|α|+2]
then (11.3) recovers the bootstrap assumption (B.1) for (t, u) ∈ [−r0, t∗)× [0, δ].
To complete the proof of Theorem 3.1, it remains to show that the smooth solution exists for t ∈ [−r0, s∗),
i.e. t∗ = s∗. More precisely, we will prove that either µm(t∗) = 0 if shock forms before t = −1 or otherwise
t∗ = −1.
If t∗ < s∗, then µ would be positive on Σδt∗ . In particular µ has a positive lower bound on Σ
δ
t∗ . Therefore
by Remark 2.4, the Jacobian 4 of the transformation from optical coordinates to rectangular coordinates has
a positive lower bound on Σδt∗ . This implies that the inverse transformation from rectangular coordinates
to optical coordinates is regular. On the other hand, in the course of recovering bootstrap assumption we
have proved that all the derivatives of the first order variations ψα extend smoothly in optical coordinates to
Σδt∗ . Since the inverse transformation is regular, ψα also extend smoothly to Σ
δ
t∗ in rectangular coordinates.
Once ψα extend to functions of rectangular coordinates on Σ
δ
t∗ belonging to some Sobolev space H
3, then the
standard local existence theorem (which is stated and proved in rectangular coordinates) applies and we obtain
an extension of the solution to a development containing an extension of all null hypersurface Cu for u ∈ [0, δ],
up to a value t1 of t for some t1 > t
∗, which contradicts with the definition of t∗ and therefore t∗ = s∗. This
completes the proof of Theorem 3.1.
11.2. Data leading to shock formation. Finally, let us identify a class of initial data constructed in Lemma
1.1 which guarantee shock formation. As we have seen in Remark 2.4, to let shock form before t = −1, we need
to let µ vanish before t = −1. By Proposition 4.5 we have
µ(t, u, θ) = µ(−r0, u, θ)−
(
1
t
+
1
r0
)
r20Lµ(−r0, u, θ) +O
(
δ
t2
)
. (11.4)
Note that since we already recovered all the bootstrap assumptions, the large parameter M in Proposition 4.5
goes away here. In view of the fact µ(−r0, u, θ) = 1 + O
(
δ
r20
)
, the propagation equation for µ as well as the
pointwise estimates for ψ and its derivatives, we rewrite (11.4) as
µ(t, u, θ) = 1 + 3r20
(
1
|t| −
1
r0
)(
G′′(0)φ1
(
r − r0
δ
, u, θ
)
∂sφ1
(
r − r0
δ
, u, θ
))
+O
(
δ
t2
)
. (11.5)
Here ∂s is the partial derivative with respect to the first argument of the function φ1(s, θ). Therefore if (1.14)
holds, µ(t, u, θ) becomes zero before t = −1. This completes the proof of the main theorem of the paper.
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