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 Abstract—Compressed sensing is a signal processing technique. 
The entity signal can be efficiently reconstructed if the sparse
representation is determined. The sparse representations of all the test 
images are determined with respect to the training set by computing 
the l1-minimization. However, sparse representation which involves 
high dimensional feature vector is computationally expensive. Thus, 
discriminative features that could perform accurately for the face 
recognition system under visual variations, such as illumination, 
expression and occlusion have to be selected carefully. In this paper, 
feature selection method in the application of face recognition based 
on sparse representation classifier (SRC) is proposed. The proposed 
technique first divides the images of a few subjects into chunks. 
Then, it selects the feature subsets based on distance based 
measurement, the residual, and recognition performance, the 
accuracy. Extensive experiments with visual variations are carried out 
by using ORL, AR and Yale databases. 
Keywords—Sparse representation, face recognition, compressed 
sensing, feature selection.
I. INTRODUCTION
ACE recognition has been studied extensively in machine 
learning, computer vision, and biometrics [1]-[3] due to 
the evolution of human visual system [4], and the 
applications of face recognition in current technologies.  
An imagery data is normally of high dimension, and it is 
computationally expensive when processing images with high 
resolution. Also, when there is large scale data, system could 
often lead to catastrophic interference and the curse of 
dimensionality. Catastrophic interference here refers to the 
tendency to forget the previous trained data when the latest 
data is trained [5] whereas the curse of dimensionality refers to 
the phenomena occurs in high dimensional space that do not 
happen in low dimensional settings [6]. On the other hand, 
organizing and searching data depends on looking for the 
similar properties within the data. If the data is of high 
dimensions, the volume of the space will be high as well. As a 
result, this will cause the available data to be very sparse and 
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dissimilar in many ways, preventing the same group data to be 
classified efficiently. In addition, the high dimension data will 
increase the computational cost and the complexity of the 
backend classifiers. For example the nearest neighbor 
classifier which considers the distance of all the data points 
and the neural network where the dimensions would directly 
increase the number of neurons and the connectionist to 
process the information within the network.  
In pattern classification, the central question is that which 
are the important and informative features in recognition? 
Most of the time there are redundant features in the raw data 
that is irrelevant to the classification. Identifying those features 
play a key role in object based recognition and pattern 
classification. There are plenty of efforts in the research of 
feature extraction techniques where high dimensional features 
are transform to a lower dimensions, such as the subspace 
analysis and the manifold learning [7]-[8], and researchers 
have investigated on frequency domain extraction [9]. All 
these approaches are aimed to promisingly extract 
discriminative features for classification. It is noticed that in 
the presence of variations such as illumination or pose 
changes, the most dominant features could also degrade the 
recognition performance [9]. However, it is difficult to 
determine which feature components are bounded with specific 
factors [10]. Thus, choosing relevant features that contribute to 
high recognition rate are then considered as an important prior 
step to classification.
Sparse representation has been a powerful tool for signal 
processing applications where the entity signal can be 
reconstructed based on the sparse signal. It has been 
successfully developed in image processing applications [11]
and recently to face recognition [12]-[16]. Also, sparse 
representation has the basic principles of working with images 
with much lower dimensions without significantly 
compromising the performance of the recognition [15]. The 
face recognition framework introduced by Wright et al. [13]
based on compressed sensing theory have successfully shown 
that the introduced method could perform accurately and 
efficiently compared to the traditional methods [7]-[8]. Wright 
et al.’s idea of utilizing compressed sensing theory, namely 
Sparse Representation based Classification (SRC) algorithm 
has shown robust performance by representing the features 
with sparse representation that is less sensitive to outliers such 
as the occlusions and expression variations [15]. However, the 
main disadvantage is that SRC has very high computational 
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cost due to its high dimensional vector representation. The l1-
regularized optimization problem utilized by [13] in SRC 
involves all the number of the pixels of an image resulting 
SRC to be computationally expensive. 
Thus, in this paper, feature selection based on SRC is 
proposed. Firstly, the images are divided into a few chunks, 
and applied to SRC to find the first few chunks of features 
with highest accuracy and smallest residual. This is done under 
extensive experiments with different variations using ORL 
[17], AR [18] and Yale [19] databases for illumination, 
occlusion and expression variations. After that, the subsets of 
features that contributed most to the face recognition with 
different visual variations are selected. 
The paper is organized as follows: Section 2 describes the 
Sparse Representation Classifier (SRC), Section 3 discusses 
the proposed feature selection method in detail, experiments 
and results are shown in Section 4, and conclusion in Section 
5. 
II. SPARSE REPRESENTATION CLASSIFIER
Generally in face recognition, it is conceived that there is a 
face subspace formed by a face image under visual variations. 
Thus, linear approaches can be used to represent these 
subspace analysis. The sparse representation based face 
recognition is basically based on this hypothesis where all the 
training images are used to span a face subspace [16].
This model is aimed to reconstruct an unknown test image 
sparsely based on the training datasets, the dictionary. Any 
new test image for a subject will approximately lie in the linear 
span of the training samples of the associated subject [16].
For example, for a database with k classes: 
},,,,,{ ,1,,11,1 1 knkkn AAAAA LLL=     (1) 
Here, Ai,l represents the l
th
 image in the class i, and ni is the 
number of images in that class. All the images are stacked 
together to form column vectors vi,l where each column vector 
represents an image and is denoted as: 
NL
nkkn k
vvvvA ´ÂÎ= ],,,,,,[ ,1,,11,1 1 LLL   (2) 
Here, L is the number of pixel of an image with the size of 
h´w, and N is the total number of the images for all k classes. 
 A test image, y is represented using the linear combination 
of the dictionary: 
0Axy =           (3) 
For an ideal case, it is assumed that the face subspace of 
subject i is sufficient to represent a test image, y for subject i,
and the coefficients x0 are in the form of: 
]0,0,,,,,0,,0[ ,2,1,0 LLL iniiix aaa=     (4) 
Where x0 should have non-zero values at the positions 
corresponds to all the images with the same subject as the test 
image, and zero values on the rest of the positions. With this, 
even when the test image’s identity is unknown, sparsity with 
heuristic principle can be used to solve (3).Thus, an objective 
is required to measure this sparsity. It is known that the l1-
norm in the compressed sensing theory can produce the sparse 
solutions [18], hence, l1-norm optimization is used: 
yAxtsxx
x
== ..minargˆ
11
       (5) 
Equation (5) is used in the SRC algorithm as shown below: 
Algorithm 1. Sparse Representation Classifier by [13] 
1. Input: Training images, A, for k classes as shown in 
(2), a test image y
1´
ÂÎ
L
. 
2. Normalize all the columns in A to unit l2-norm. 
3. Solve the l1-norm problem as shown in (5). 
4. Compute the per-class residuals 
2
)()( xAyyr pp d-= for p = 1, …, k
For i = 1, …, N,
Otherwise
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p
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5. Output: identity(y) = )(minarg yrp
p
III. PROPOSED FEATURE SELECTION BASED ON SPARSE 
REPRESENTATION CLASSIFIER
It is noticed from Algorithm 1 that a test image, y is 
reconstructed from the sparse coefficient x0, and minimum 
distance between the test image and the reconstructed image is 
computed to determine the identity of y. Thus, this residual 
computation plays an important role in the whole classification 
process, and it is treated as one of the requirements in selecting 
the feature subsets. Besides, another requirement that is 
important to the classification is the feature subsets that 
contribute most to the recognition with high accuracy 
performances. 
Before selecting any feature subset, an image is divided into 
t chunks with R pixels (R << L). Then each chunk is 
rearranged into a vector form and is treated as the dictionary of 
(3). 
The outputs of all t chunks features for all the testing images 
are sorted based on the residuals and classification accuracy. 
The first few chunks that provide minimum residuals with 
highest accuracy are selected as the features for the 
recognition. 
The performance measurements of each chunk are 
computed as follows: 
Residual = Sum of the Residuals corresponds to its Identity 
for all the images / Total Number of Images (6) 
Accuracy (%) = (Number of Correct Identified Image /  (7) 
Total Number of Images) ´ 100%
The residual is computed based on the distance between the 
test image and the reconstructed test image as shown in (3). 
Smaller residual distance indicates smaller error and thus 
features with small residuals is one of the requirements in 
selecting the features. 
The algorithm for the proposed feature selection is 
summarized in Algorithm 2. 
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Algorithm 2. Proposed Feature Selection based on SRC 
1. Input: Training images, A
NL´
ÂÎ , and testing images,
Y
NL´
ÂÎ , with t chunks for each image. 
2. SRC (Algorithm 1) for all the testing images. 
3. Summed up ))(( yidentityrp and determine the 
identity for all the testing images for each chunk. 
4. Sort summed up residual in ascending order and 
Accuracy in descending order for all t chunks. 
5. Select first n chunks with low residual and high 
Accuracy.
6. Select these few chunks only for all the training and 
testing images. 
7. Repeat Algorithm 1. 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, the performance of the proposed feature 
selection method for the application of face recognition is 
evaluated. There are two experiments in this section. The first 
experiment shows the relationship between the residual and the 
accuracy for ORL database based on 5 subjects only, while the 
second experiment shows how the selected features based on 
the proposed feature selection method vary with the number of 
chunks chosen for full databases with visual variations. 
A. Experimental Setting 
For all the experiments, images are close-cropped and well-
aligned. They are resized to resolution of 32×32 pixels with 
bicubic interpolation. After that, all the images of both training 
and testing sets are divided into 16 chunks due to the reason 
that each one of the 16 chunks are explicit and informative 
enough to represent the whole image for the recognition. The 
division of 16 chunks is shown in Fig. 1.
Fig. 1 An image is divided into 16 chunks
The features are selected based on the first 5 subjects from 
the training and testing sets of each dataset before applying the 
method to the whole database to reduce the computational time 
and find the generality of the proposed technique for each 
dataset. The details of the datasets are explained in Part B. 
B. Databases  
ORL, AR and Yale databases are used to test the robustness 
of the proposed method under pose changes (ORL), expression 
variations (AR and Yale), illumination differences (AR and 
Yale), and occlusion (AR). The details of each database are 
shown below. 
1. The ORL Database of Faces 
This database is used to test on pose changes images. There 
are 40 subjects, each with 10 different images varies from 
facial expressions, and pose details. The first five images are 
used for training and another five images are used for testing. 
2. The AR Face Database 
This database is used to test on expression variations, 
illumination changes and occluded images. There are 100
subjects, each subject comes with 26 different images captured 
in two sessions. The first session has 13 images, and is 
numbered from 1 to 13, comprising (1-4) different 
expressions, (5-7) illumination variations, (8-13) occlusions 
under illumination variations while the second session is 
having the same conditions as the first session. Four testing 
sets are carried out to investigate the robustness of the 
proposed feature selection method. Images 1-7 of session 1 are 
used for training for all the experiments. The testing images of 
the four testing sets are stated below:
1. AR_Expression : Images 2-4 of session  2  
2. AR_Illumination : Images 5-7 of session 2  
3. AR_OcclusionSunglasses : Images 8-10 of session 2  
4. AR_OcclusionScarf: Images 11-13 of session 2  
3. The Yale face database 
This database is used to test on expression and illumination 
affected images. There are 15 subjects, each with 11 different 
images with the following conditions; with glasses, without 
glasses, neutral, center-light, left light, right light, sleepy, 
happy, sad, wink, and surprised. Two testing sets are carried 
out to investigate the performance of the proposed feature 
selection method. The neutral image and the central light 
image are used for training for both experiments. The 
conditions of the testing images of the two testing sets are 
stated below:
1. Yale_Expression : With glasses, without glasses, 
sleepy, happy, sad, wink, and surprised 
2. Yale_Illumination : Left light, and right light 
C. Experiment 1: The relationship between the residual and 
the accuracy 
This experiment shows the relationship between the 
selection criteria – the residual and the accuracy for ORL 
database based on the first 5 subjects from the training and the 
testing sets. The residual and the accuracy are computed based 
on the average of the number of chunks selected. These chunks 
are selected based on the smallest residual and highest 
accuracy.  
TABLE I 
THE  RESIDUAL AND THE ACCURACY OF THE PROPOSED FEATURE SELECTION 
METHOD FOR THE FIRST 5 SUBJECTS IN ORL DATABASE
n (number of 
chunks)
Residual Accuracy (%)
2 257.4 90.0
4 243.1 84.0
6 262.6 81.3
8 277.5 77.0
16 354.8 67.6
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TABLE II
THE ACCURACY OF THE PROPOSED FEATURE SELECTION METHOD FOR ORL, AR AND YALE DATABASES
Method Dimension Pose 
Variation
Expression Variation Illumination Variation Occlusion
ORL AR_
Expression
Yale_
Expression
AR_
Illumination
Yale_
Illumination
AR_Occlusion
Sunglasses
AR_Occlusion
Scarf
Proposed 
Technique 
(Algorithm 2)
128 39.0 63.3 81.0 66.7 13.3 66.0 62.3
256 56.0 75.3 80.0 79.3 43.3 61.0 60.7
384 68.0 73.3 90.5 69.7 46.7 53.7 55.0
512 77.5 64.0 85.7 73.0 10.0 42.0 47.3
Original 
Technique [13]
1024 84.5 71.3 85.7 72.3 6.7 19.7 22.0
It is shown that the residual decreases with the increase of 
the accuracy, this is due to the reason that smaller residual 
indicates smaller error between both training and testing 
images, and thus contributes to higher accuracy. This 
experiment is conducted to the rest of the datasets in the same 
way. 
D. Experiment 2: The performance of the proposed feature 
selection method with varying number of chunks  
In this experiment, the performance in terms of accuracy 
with different dimensions of the proposed feature selection 
method is evaluated. Before applying the proposed method to 
the full database, it is first applied to the first 5 subjects for 
both training and testing sets in ORL, AR_Expression, 
AR_Illumination, AR_OcclusionSunglasses, 
AR_OcclusionScarf, Yale_Expression and Yale_Illumination 
datasets as shown in Part C to select the most discriminant 
features. The selected features are then applied to all the 
subjects for both training and testing sets for each dataset. 
Table II shows the result for all databases. 
E. Discussion 
From Table II, the performance decreases with the decrease 
of the dimensions selected for ORL database. The coefficients 
of the linear model in (3) do not contribute much to ORL 
database with pose details that might contain the nonlinear 
properties. This may cause the selected features could not 
recognize an identity robustly in ORL database and the 
accuracy degrades when the dimension is decreased.  
On the other hand, for AR_Expression and AR_Illumination 
datasets, the overall performance for all the dimensions are 
high, and there is no significant improvement when the 
proposed feature selection method is applied. This may due to 
the setting of the datasets which involves the same conditions 
images for both training and testing sets in this case. The 
images with expression and illumination variations from the 
first session are included in the training set for all the AR 
datasets, and the testing set for AR_Expression and 
AR_Illumination are having the same conditions as the 
training set, but the images were from second session (taken in 
14 days later). However, it is still noticed that the performance 
are higher compared to the method from Wright et. al. when 
the dimension is at 256-d for both testing sets. Even there is no 
significant improvement, the proposed feature selection 
method is still able to select the discriminative features which 
contributes to » 70.6% for both datasets.  
For Yale_Expression dataset, even though there are only 
two normal expression images included in the training set, 
when a subset of 384-d is selected, the proposed method is still 
able to increase the accuracy up to 90.5% when the system is 
tested with seven images with different expressions. Whereas 
for Yale_Illumination variations, there is a significant 
improvement of 40% when a subset of 384-d are selected. 
Also, there is much higher accuracies for reduced dimensions. 
This is due to the precisely chosen features based on the sparse 
reprentation that do not include the feature subsets with large 
variation.  
For the AR_OcclusionSunglasses and AR_OcclusionScarf,
there is » 40.3% improvement when a subset of 128-d are 
selected for both datasets. Besides, the performance of the 
reduced dimensions outperform the method from [13].The 
sparse representation in (3) has recovered the signal even 
under occluded images. Thus, with this sparse representation, 
discriminative and informative features (mostly the features 
which do not include the variation part) can be selected. 
Overall, it can be noticed that with the proposed feature 
selection method, the images for all the databases with 
variations have improved their performance in terms of 
accuracy in reduced dimensions especially when a subset of 
256-d or 384-d is selected. Although for AR_Occlusion testing 
sets, the accuracy is the best when a subset of 128-d is 
selected, the accuracy at 256-d is still considered robust. 
However, the system is no longer promising for pose 
variations images. Since SRC is of linear model, pose 
variations may more likely to depend on the nonlinear methods 
such as kernel that would transform the nonlinearity in the face 
structures to make it linearly separable [15]. 
The accuracy improved in the reduced dimensions due to 
the reason that the redundant features has been eliminated, and 
the proposed feature selection method has selected only the 
relevant features that is decisive enough for face recognition.
There will be large differences for the images with large 
variability even when they are of same subject. The training 
images would not cover the whole space of all the possibilities 
[15], so the distance of the test image and the train images are 
unlikely to be closed in this case. Thus, SRC based on 
compressed sensing theory has reconstructed the images even 
with the small number of measurement with its non-zero 
values that concentrates on the training images with the same 
subject as the test image, and this makes the proposed feature 
selection method based on SRC a robust feature selection 
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technique when its criteria are used to select the relevant 
feature subsets.. 
V. CONCLUSION
One of the challenges in face recognition is the large 
variations that caused by the environments, such as occlusion 
and expression variations. Thus, discriminative features which 
could differentiate an image better from the rest of the features 
which are not only redundant but degrade the classification 
performance should be carefully selected. By using the 
proposed feature selection method based on Sparse 
Representation Classifier, features can be reconstructed even 
with sparse measurements. The reconstructed features with 
minimum residual and high accuracy are then selected as the 
relevant features. From the experiments, the system 
performance could be further improved with visual variations 
due to the sparsity that is properly harnessed and the important 
criteria included when selecting the discriminative features.  
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