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NOTATIONS
Vitesse de la lumière dans le vide c = 2.998× 108 [m/s]
Permittivité électrique du vide ε0 = 8.854× 10−12 [F/m]
Permeabilité magnétique du vide µ0 = 4π × 10−7 [H/m]
Permittivité électrique ε [F/m]
Permeabilité magnétique µ [H/m]
Conductivé électrique σ [S/m]
Permittivité électrique relative εr = 1ε0
(
ε+ iσ
ω
)
[−]
Permeabilité magnétique relative µr = µ/µ0 [−]
Impédance du vide Z0 =
√
µ0/ε0 [Ω]
Conductance du vide Y0 = Z−10 [S]
Nombre d’onde dans le vide k = ω
√
ε0µ0 [rad/m]
Pulsation ω = 2πf [rad/s]
Fréquence f [Hz]
Indice de réfraction d’un milieu n [−]
Longueur d’onde dans le vide λ0 = c/f [m]
Longueur d’onde λ = λ0/n [m]
Champ électrique en régime temporel E [V/m]
Champ magnétique en régime temporel H [A/m]
Champ électrique en régime harmonique E [V/m]
Champ magnétique en régime harmonique H [A/m]

Introduction Générale
Cette thèse s’inscrit dans la continuité des études en Recherche et Développement menées
dans le domaine de l’électromagnétisme par les ingénieurs et anciens doctorants du CEA-
DAM - centre du CESTA.
Contexte
La Direction des Applications Militaires (DAM) du Commissariat à l’Énergie Atomique et
aux Énergies Alternatives (CEA) a la responsabilité de concevoir, fabriquer, maintenir en
condition opérationnelle et démanteler les armes assurant la force de dissuasion nucléaire
française. Aﬁn d’assurer sur le long terme la sûreté et la ﬁabilité des armes sans recours
aux essais nucléaires (arrêt déﬁnitif depuis 1996), le CEA-DAM a lancé depuis quelques
années le programme « Simulation ». Le Cesta s’appuie sur des moyens scientiﬁques et tech-
nologiques exceptionnels qui lui ont permis d’acquérir une compétence importante dans la
conduite de grandes expériences de physique dans plusieurs domaines : thermomécaniques,
rentrée atmosphérique, furtivité, agressions gamma, rayons X, neutrons etc. Codes de cal-
culs et grandes installations (chambres anéchoïques, complexes d’essais en environnement,
moyens d’irradiation, etc.) sont ainsi utilisées pour les moyens propres des programmes de
la DAM et régulièrement mis à disposition des industriels. D’un point de vue historique,
c’est l’étude des phénomènes d’impulsion électromagnétique (IEM), dans les années 1960
à 1980, qui a initié le développement d’outils de simulation (codes, supercalculateurs, mé-
thodes). C’est à la suite de ces études que l’on constate la création des premiers congrès
consacrés à l’électromagnétisme (L. Gardner et R. Gardner [55]). Mais dès les années 1980,
ce sont principalement les problèmes de furtivité qui dominent l’activité en électromag-
nétisme.
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La modélisation de ces phénomènes conduit généralement à la résolution des équations
de Maxwell en domaine non-borné (Annexe-A). Longtemps, les principales diﬃcultés de
résolution ont été contournées par l’emploi, malgré tout diﬃcile, de solutions sous la forme
de fonctions ou de séries analytiques remarquables. Cependant, la conception d’objets tou-
jours plus complexes a rendu ces approches irréalisables et a ainsi demandé le développe-
ment de méthodes innovantes adaptées à leurs caractéristiques physiques. Dans tous les
cas, de telles méthodes doivent concilier plusieurs impératifs : la rigueur mathématique, la
complexité de la physique et les moyens de calculs. C’est pourquoi, dans un contexte de
développement exigeant en terme de précision et de temps calcul, l’étude de la furtivité
radar nécessite des moyens scientiﬁques et techniques de plus en plus importants.
Motivation
Depuis les années 1980, des recherches sont réalisées au sein des laboratoires du CEA pour
résoudre numériquement des problèmes de furtivité radar aux caractéristiques diverses.
Citons par exemple les plus courantes :
– régime temporel transitoire (dit temporel) ou régime temporel établi (dit harmonique) ;
– objet éventuellement invariant par translation ou rotation ;
– matériau homogène ou hétérogène.
Dans cette thèse, nous nous intéressons tout particulièrement aux problèmes de diﬀraction
d’ondes électromagnétiques dans le domaine fréquentiel par des objets complexes in-
variants par rotation. Une telle particularité géométrique a l’avantage de permettre la
réduction d’un problème 3D à un ensemble dénombrable de problèmes 2D. Les coûts des
simulations numériques (en mémoire et en temps CPU) sont ainsi extrêmement réduits
en contrepartie d’une augmentation de la complexité mathématique du problème. Ceci
est vrai indépendamment du domaine d’application considéré : on trouve par exemple de
nombreux travaux exploitant l’invariance par rotation en mécanique des ﬂuides. Aussi, il
est important de noter que l’invariance par rotation ne simpliﬁe aucunement les problèmes
mais permet simplement de réduire le coût lié à leur résolution numérique.
Problématique
L’une des diﬃcultés des problèmes de furtivité est qu’ils sont souvent posés en domaine
non borné dit « inﬁni » ou « libre ». En vue d’une résolution numérique, nous sommes
donc obligés de limiter le domaine de calcul. D’un point de vue pratique, des méthodes de
troncature doivent ainsi être appliquées tout en assurant que la solution obtenue soit le
12
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plus proche possible de la solution en espace libre. Pour cela, elles se doivent de minimiser
les eﬀets de réﬂexion des ondes. D’autre part, les études sont faites sur une large gamme de
fréquences et pour des objets fortement hétérogènes. Il est donc nécessaire de tenir compte
du caractère local des matériaux. De plus, les indices de réfraction des matériaux et les
fréquences peuvent être élevés ce qui implique que la longueur d’onde dans l’objet peut
être très variable. Il est courant de prendre environ sept à huit points par longueur d’onde
pour construire la discrétisation géométrique. Dans ce cas, si la longueur d’onde est petite
par rapport à la taille de l’objet, alors les tailles des systèmes numériques à résoudre et les
temps de calcul deviennent excessifs et cela induit une limitation de la simulation. Nous
pouvons ainsi constater que les diﬃcultés sont nombreuses. Par conséquent, l’élaboration
d’une méthode qui soit capable de tenir compte de toutes ces spéciﬁcités simultanément
n’est pas chose facile et soulève beaucoup de questions pour y parvenir.
Solution proposée
Pour résoudre de tels problèmes, les méthodes les plus populaires sont sans conteste les
méthodes de couplage entre équations aux dérivées partielles et équations intégrales. Les
équations intégrales sont en soit une solution qui permet non seulement de réduire le do-
maine de calcul à l’essentiel mais également de tenir compte exactement de la condition de
radiation. L’approche par des équations aux dérivées partielles en volume a elle l’avantage
de traiter les milieux hétérogènes complexes aisément. Dans ce travail, nous nous proposons
d’étendre un couplage de ces deux méthodes établi par V. Levillain dans sa thèse [42] pour
des objets quelconques, au cas d’objets complexes (forme, structure, matériaux) à symétrie
de révolution. Nous verrons comment cette approche nous conduit à étudier et résoudre
un ensemble de problèmes posés dans un domaine méridien en deux dimensions via des
développements en séries de Fourier des champs inconnus. Aussi, nous présenterons une
nouvelle méthode d’éléments ﬁnis d’ordre élevé aﬁn d’augmenter la qualité d’approximation
de chacun des coeﬃcients de Fourier et lever la contrainte de discrétisation géométrique
(nombre de points par longueur d’onde). La validation et la ﬁabilité de nos méthodes seront
alors assurées par l’étude progressive de problèmes particuliers : objets parfaitement con-
ducteurs, problèmes de cavité et comparaisons analytiques pour des problèmes aux valeurs
propres spéciﬁques.
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État de l’art
Les contributions sont nombreuses et traitent des diﬀérentes conﬁgurations possibles des
objets. La littérature étant très vaste sur le sujet, il est diﬃcile d’en donner une vision com-
plète. Nous pouvons en rappeler les références essentielles en commençant par les études
des objets quelconques puis celle des objets à symétrie de révolution. Deux types sont
généralement distingués : les objets parfaitements conducteurs et les diélectriques.
Pour le premier type, citons quelques travaux de J. R. Mautz & R. F. Harrington [35, 36]
qui sont à la base des méthodes de résolution par équations intégrales. Plus récemment, A.
Buﬀa & R. Hiptmair [8] et O. Steinbach & M. Windisch [60] ont développé des méthodes
similaires mais qui assurent l’existence et l’unicité des solutions. Le second type est lui
considéré comme plus complexe. Pour des objets homogènes, M. Costabel & F. Le Louër
[18, 43] ont proposé une méthode d’équations intégrales bien posée mais le cas hétérogène
fait l’objet de beaucoup de recherche selon la complexité des matériaux. La thèse de V. Lev-
illain [42] est un élément de réponse qui suggère un couplage entre équations aux dérivées
partielles (EDP) et équations intégrales de surface. Cependant, d’autres pistes peuvent être
envisagées comme le proposent M. Costabel, E. Darrigrand & E. H. Koné [44] avec une
méthode encore peu connue d’équations intégrales de volume. Pour la partie EDP, rap-
pelons l’apport important de P. Monk [47] qui est reconnu comme le spécialiste mondial
des méthodes numériques pour le calcul des solutions de Maxwell en régime harmonique
ainsi que D. Colton & R. Kress pour leur analyse des méthodes d’équations intégrales et
leurs applications [19, 20].
Parallèlement à ces études, les problèmes à symétrie de révolution ont fait l’objet d’un
grand nombre de travaux. Quel que soit le domaine d’application, ces problèmes con-
duisent au choix d’une méthode et à l’étude des espaces de solutions des coeﬃcients de
Fourier. Le livre de Y. Maday, C. Bernardi & M. Dauge [9] en est un exemple très impor-
tant. Dans la continuité de B. Mercier & G. Raugel [26], ils présentent une analyse des
espaces fonctionnels et en appliquent la théorie sur plusieurs problèmes modèles : Laplace,
Stokes et Navier-Stokes. Pour les problèmes de diﬀraction d’ondes électromagnétiques, P.
Bonnemason & B. Stupfel ont étudié diﬀérentes méthodes pour des objets parfaitements
conducteurs [52] ou diélectriques []. Pour les problèmes de cavité, de nouvelles méthodes
ont été proposées ces dernières années par F. Assous, P. Ciarlet Jr. & S. Labrunie [5, 4, 38]
ainsi que D. M. Copeland, J. Gopalakrishnan & J. E. Pasciak [21, 22, 29]. Ils proposent
une formulation mixte « div-rot » dont l’approximation des solutions est réalisée par des
éléments ﬁnis nodaux, dits de Lagrange. Plus récemment encore, les travaux de E. Dunn,
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J-K Byun, E. Branch and J-M Jin [23, 25] ont suggéré une approche similaire à celle de V.
Levillain dans sa thèse [42].
Objectifs de la thèse
Un des premiers objectifs de cette thèse est l’étude et l’extension de ces méthodes de
résolution en trois dimensions au cas d’objets axisymétriques. Pour chacune d’elles, nous
devons développer des méthodes d’éléments ﬁnis d’ordre quelconque, c’est-à-dire d’ordre
élevé. Par ailleurs, nous devons élaborer et implémenter un code de calcul performant qui
devra être adapté aux technologies mises à disposition au CEA et prendre appui sur des
méthodes numériques innovantes. Le tout doit être validé étape par étape aﬁn d’assurer
la ﬁabilité des méthodes et des résultats obtenus de la situation la plus simple à la plus
compliquée.
Plan du manuscrit
Nous présentons à travers ce manuscrit l’ensemble des travaux réalisés pour la résolu-
tion de problèmes de diﬀraction d’ondes planes par des objets complexes à symétrie de
révolution. Ce mémoire est composé de cinq chapitres : les deux premiers ont pour voca-
tion d’étudier séparément les parties dites intérieur (l’objet) et extérieur du problème ; le
troisième détaille la méthode de couplage en réponse à notre problématique ; le suivant est
consacré aux méthodes d’intégration spéciﬁques à l’utilisation des équations intégrales et
le dernier présente les avantages de la décomposition modale pour la résolution en parallèle
des diﬀérents systèmes.
Chapitre 1 - Un problème intérieur - Equations de Maxwell harmoniques avec
conditions d’impédance
Nous nous intéressons dans ce chapitre à la résolution d’un système de Maxwell
harmonique en domaine borné particulier étudié par exemple par P. Monk [47]
ainsi que plus récemment par R. Hiptmair, A. Moiola et I. Perugia [56]. Nous
introduisons la propriété d’invariance par rotation et analysons les problèmes
variationnels obtenus dans un domaine méridien. Une nouvelle méthode d’élé-
ments ﬁnis d’ordre élevé est ensuite développée à partir d’un changement d’in-
connues pour discrétiser les champs électromagnétiques complets. La ﬁabilité
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et la précision de nos méthodes sont ﬁnalement présentées dans le cadre de
plusieurs applications numériques.
Chapitre 2 - Un problème extérieur - Diffraction d’ondes planes par un objet
parfaitement conducteur
Dans ce second chapitre, nous étudions un problème de diﬀraction d’ondes
planes par des objets parfaitement conducteurs à symétrie de révolution. Le
problème est ainsi posé en domaine non borné, supposé homogène isotrope,
dans lequel les équations intégrales s’utilisent naturellement. Nous montrons
comment introduire la propriété d’invariance par rotation dans les trois for-
mulations variationnelles les plus connues (J. R. Mautz et R. F. Harrington
[35, 36]). A partir des résultats du Chapitre-1, nous développons une méthode
d’éléments ﬁnis d’ordre élevé pour discrétiser les courants surfaciques, inconnus
des équations intégrales. Enﬁn, nous présentons la performance de la méthode
à partir de résultats numériques.
Chapitre 3 - Le problème couplé - Diffraction d’ondes planes par un objet
diélectrique
Ce troisième chapitre présente une méthode de couplage entre équations inté-
grales et équations aux dérivées partielles qui répond à la problématique prin-
cipale de la thèse. Le point de départ de ce couplage est la thèse de V. Levillain
[42]. Nous y introduisons la propriété de symétrie de révolution de l’objet et
utilisons les méthodes développées aux Chapitre-1 et Chapitre-2 pour discré-
tiser les diﬀérentes inconnues (champs et courants associés) par une méthode
des éléments ﬁnis d’ordre élevé. Les résultats numériques montrent que cette
méthode est adaptée aux problèmes industriels complexes et que nous pouvons
en garantir la précision.
Chapitre 4 - Méthode d’intégration numérique des opérateurs intégraux
Dans ce chapitre, nous nous attachons à étudier plus particulièrement les mé-
thodes d’intégration utilisées pour évaluer numériquement les diﬀérents termes
de la partie équations intégrales. Ces intégrales étant singulières, voir hyper-
singulières, une méthode spéciﬁque doit être employée pour garantir un maxi-
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mum de précision. Nous examinons plusieurs méthodes pour lesquelles les avan-
tages et les limites sont exposés.
Chapitre 5 - Mise en oeuvre et parallélisation
Enﬁn, dans ce dernier chapitre, nous présentons les diﬀérents algorithmes et les
méthodes mis en oeuvre dans le code AxiMax que nous avons implémenté en
Fortran 90. Il prend appui sur plusieurs bibliothèques de calculs haute perfor-
mance (HPC) et utilise à son maximum l’avantage de la décomposition modale
à travers un premier niveau de parallélisation. Un second niveau de paralléli-
sation est ensuite mis en place pour la résolution de chacun des systèmes à
résoudre. Les performances sont alors illustrées sur quelques exemples.
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Chapitre 1
Un problème intérieur - Equations de
Maxwell harmoniques avec condition
d’impédance
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Introduction
D
ans ce chapitre, nous étudions un système d’équations de Maxwell harmoniques avec
condition d’impédance pour des domaines bornés supposés à symétrie de révolution.
En trois dimensions, plusieurs études de ce système ont été réalisées par P. Monk [47] et
récemment par R. Hiptmair et al. [56]. L’objectif de notre étude est de présenter une mé-
thode permettant de prendre en compte de tels domaines et de développer une méthode
d’éléments ﬁnis d’ordre élevé pour résoudre ce système.
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N
ous présentons tout d’abord le modèle étudié (section-1.1) et les diﬀérents éléments
nécessaires pour exploiter l’invariance par rotation du domaine (section-1.2). Puis,
nous énonçons la formulation variationnelle en 3D dans laquelle nous appliquons les élé-
ments développés pour considérer des domaines axisymétriques (section-1.3). Nous mon-
trons que nous sommes alors conduits à étudier et résoudre un ensemble dénombrable de
problèmes posés en 2D. Pour chacun de ces problèmes, nous développons une méthode
d’éléments ﬁnis d’ordre élevé (section-1.5) qui prend appui sur des éléments ﬁnis usuels
(section-1.4). Enﬁn, nous présentons des applications de ce modèle (section-1.6) à des pro-
blèmes de cavités résonantes et de diﬀraction d’ondes planes en utilisant, pour ce dernier,
une méthode de conditions aux limites absorbantes de plus bas degré. Pour chacune de ces
applications, des résultats numériques sont présentés et montrent l’eﬃcacité de la méthode
d’éléments ﬁnis d’ordre élevé.
1.1 Le problème modèle
1.1.1 Présentation
Soient ω et ωp deux domaines bornés contenus dans R2+ := R+ × R formant un domaine
dit « méridien » et ∂ω la réunion de trois parties disjointes notées γ, γ0 et γp telles que :
γ0 = ∂ω ∩ {r = 0} ; γp = ∂ωp\{r=0} et ω ∩ ωp = γp. Notons que dans la pratique γ0 est non
vide.
Ωp Ω
z
Γ
Γp
z
y
x
(a) En 3D pour le domaine axisymétrique
ωp ω
z γ
γp
z
r
(b) En 2D pour le domaine méridien
Figure 1.1 – Représentation schématique des domaines 3D & 2D méridien
Considérons Ω et Ωp comme étant les domaines à symétrie de révolution de R3 obtenus par
rotation de ω et ωp autour de l’axe (Oz) d’équation r = 0. De même, les frontières Γ et Γp
sont déﬁnies par rotation de γ et γp respectivement. Le domaine Ωp représente un obstacle
parfaitement conducteur alors que Ω est le domaine de propagation, qui peut éventuelle-
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ment contenir des matériaux. Notons également µr le tenseur de perméabilité relative et
εr le tenseur de permittivité relative associés aux matériaux. Ils sont supposés invariants
par rotation autour de l’axe (Oz) mais éventuellement dépendants de la position dans le
domaine méridien ω. La notation k désigne le nombre d’onde dans le vide, Z0 l’impédance
du vide et Y0 la conductance du vide telle que Z0 Y0 = 1.
Pour les champs électromagnétiques fondamentaux E et H, fonction de la position x et du
temps t, nous avons choisi comme convention un régime harmonique en e−iωt, c’est-à-dire :
∀(x, t) ∈ Ω× R, E(x, t) = R(E(x) e−iωt) et H(x, t) = R(H(x) e−iωt). (1.1)
L’objectif de ce chapitre est de trouver et simuler le champ électrique E et le champ
magnétique H solutions du système d’équations de Maxwell harmoniques avec condition
d’impédance
(P )

rotE− ikZ0µrH = 0, dans Ω (1.2a)
rotH+ ikY0εr E = Ja, dans Ω (1.2b)
E× n = 0, sur Γp (1.2c)(
µ−1r rotE
)
× n− ikλET = g, sur Γ (1.2d)
où Ja représente la densité de courant appliquée, λ le coeﬃcient d’impédance et g un
champ de vecteurs tangent à Γ. Les quantités Ja, λ et g sont les données du problème.
La discrétisation du système d’équations (1.2a) à (1.2d) par une méthode d’éléments ﬁ-
nis nécessite l’écriture d’une formulation variationnelle adaptée. En ce sens, nous allons
considérer la même formulation variationnelle que celle énoncée dans les travaux de R.
Hiptmair et al. [56] et de P. Monk [47]. Nous en rappelons l’énoncé, la construction ainsi
qu’un résultat d’existence et d’unicité dans la section (1.1.2).
1.1.2 Méthode variationnelle en trois dimensions
La construction de la formulation variationnelle repose sur l’utilisation des équations de
Maxwell harmoniques du second ordre en champ E (1.3a). Ce choix arbitraire entre E
et H nous permet ainsi d’éliminer le champ magnétique H du système (P ) constitué des
équations (1.2a) à (1.2d) et d’obtenir un nouveau système d’équations noté (P˜ ) :
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(P˜ )

rot
(
µ−1r rotE
)
− k2εr E = F, dans Ω (1.3a)
E× n = 0, sur Γp (1.3b)(
µ−1r rotE
)
× n− ikλET = g, sur Γ (1.3c)
où F = ikZ0 Ja. Après résolution, le champ de vecteurs H est alors obtenu à partir de
l’équation (loi de Faraday)
H = −iY0 (kµr)−1 rotE, dans Ω. (1.4)
Tout d’abord, nous considérons l’espace de Lebesgue L2(Ω) des fonctions mesurables, com-
plexes et de carré intégrable sur Ω muni du produit scalaire (·, ·) et de la norme ‖ · ‖0.
(u, v) =
∫
Ω
u v dΩ ‖ u ‖0=
(∫
Ω
|u|2 dΩ
) 1
2
(1.5)
Dans le cas de champs de vecteurs à valeurs dans CN , cet espace est noté L2(Ω) :=(
L2(Ω)
)N
. Nous déﬁnissons également un espace fonctionnel
X (Ω) =
{
u ∈ H(rot,Ω) : (u× n)|Γp = 0 et uT ∈ L2(Γ)
}
(1.6)
dans lequel le champ électrique est naturellement déﬁni, où l’on a posé
H(rot,Ω) =
{
u ∈ L2(Ω) : rot u ∈ L2(Ω)
}
. (1.7)
En utilisant le principe des méthodes de Galerkin appliquées à l’équation (1.3a), où E ∈
X (Ω), avec un champ test E t ∈ X (Ω) et une formule de Green pour le rotationnel, nous
obtenons,∫
Ω
{
µ−1r rotE · rotE t − k2εr E · E t
}
dΩ+
∫
∂Ω
n×
(
µ−1r rotE
)
·E tT d (∂Ω) =
∫
Ω
F ·E t dΩ.
La prise en compte dans cette équation des conditions aux limites (1.3b)-(1.3c), respec-
tivement sur Γp et Γ, nous conduit à l’équation∫
Ω
{
µ−1r rotE · rotE t − k2εr E · E t
}
dΩ−ik
∫
Γ
λET ·E tT dΓ =
∫
Ω
F·E t dΩ+
∫
Γ
g·E tT dΓ.
La donnée du champ de vecteurs F dans L2(Ω) et du champ de vecteurs g tangents à Γ
dans L2(Γ) ainsi que le choix de régularité du champ électrique dans l’espace X (Ω) perme-
ttent de garantir que les intégrales sont toutes bien déﬁnies. Par conséquent, nous pouvons
énoncer la formulation variationnelle associée au système d’équation (P˜ ) sous la forme de
la Déﬁnition-1.1.
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Définition 1.1 (Formulation variationnelle en trois dimensions)
Étant donnés deux champs de vecteurs F ∈ L2(Ω) et g ∈ L2(Γ), trouver un champ de
vecteurs E ∈ X (Ω) tel que pour tout E t ∈ X (Ω) :
∫
Ω
{
µ−1r rotE · rotE t − k2εr E · E t
}
dΩ− ik
∫
Γ
λET · E tT dΓ
=
∫
Ω
F · E t dΩ +
∫
Γ
g · E tT dΓ.
(1.8)
Pour le moment, nous n’avons pas énoncé de conditions particulières sur la régularité des
domaines, des surfaces ou encore des caractéristiques électromagnétiques des matériaux εr
et µr. Néanmoins, l’existence et l’unicité d’une solution à cette formulation sont soumises à
certaines conditions comme l’a montré P. Monk dans [47]. Nous en rappelons ici les détails.
Définition 1.2 (Hypothèse de régularité (H))
Le domaine Ω est polyhédrique, lipschitz, borné et simplement connexe tel que :
– Ω =
⋃P
p=1Ωp ;
– si p 6= q alors Ωp ∩ Ωq = ∅ ;
– pour tout p ∈ {1, ..., P}, Ωp est connexe de frontière lipschitz.
La surface ∂Ω est constituée de deux parties connexes, disjointes, notées Γp et Γ. Les car-
actéristiques εr et µr sont suffisamment régulières et vérifient sur chaque sous-domaine :
– µr est constant sur Ωp ;
– la restriction de εr à Ωp est une fonction de H 3(Ωp) ;
– il existe une constante cp > 0 telle que : soit ℑ(εr) ≥ cp, soit ℑ(εr) = 0 sur Ωp.
Sous les hypothèses (H) données par la Déﬁnition-1.2, P. Monk démontre dans [47] un
résultat d’existence et d’unicité d’une solution de la formulation variationnelle (1.8). Le
lecteur y trouvera également quelques commentaires sur ces hypothèses. Comme R. Hipt-
mair et al. dans [56], nous reprenons le résultat du Théorème-4.17 de [47].
Remarque 1.1
Dans [47], P. Monk précise que l’on peut étendre le Théorème-1.1 aux cas où les carac-
téristiques électromagnétiques sont des matrices réelles supposées symétriques, définies
positives, bornées, fonctions de la position dans Ω et définies dans L∞(Ω).
23
1.2. L’INVARIANCE PAR ROTATION EN VOLUME
Théorème 1.1 (Existence et Unicité)
Supposons les conditions (H) vérifiées. Pour toute valeur du nombre d’onde k > 0,
la formulation variationnelle donnée par la Définition-1.1 admet une unique solution
E ∈ X (Ω). De plus, il existe une constante C > 0 indépendante de E, F et g mais
dépendante de k telle que :
‖ E ‖X (Ω)≤ C
(
‖ F ‖L2(Ω) + ‖ g ‖L2(Γ)
)
. (1.10)
Nous disposons maintenant d’une formulation variationnelle en trois dimensions adaptée à
notre problème modèle. Une étude plus complète de cette formulation vient d’être réalisée
par R. Hiptmair et al. [56].
1.2 L’invariance par rotation en volume
Cette section a pour but d’introduire les outils mathématiques nécessaires pour prendre en
considération un objet invariant par rotation. Dans un premier temps, nous présentons le
système de coordonnées le plus adapté pour traiter une telle conﬁguration et la principale
diﬃculté qu’il engendre. Puis nous énonçons un développement en séries de Fourier des
champs inconnus qui permet de réduire le problème 3D à un ensemble inﬁni dénombrable
de problèmes 2D. Enﬁn, nous verrons que sous certaines hypothèses de régularité, nous
pouvons déterminer le comportement de ces diﬀérents coeﬃcients de Fourier au voisinage
de l’axe de révolution.
1.2.1 Coordonnées cylindriques
Le système de coordonnées le plus adapté pour traiter ce type de géométrie est le système
de coordonnées cylindriques. En eﬀet, par déﬁnition ce système introduit une variable
représentant la rotation autour de l’axe (0z). Elle est notée θ et est souvent appelée vari-
able azimuthale. Nous déﬁnissons ici quelques notations pour la suite de notre étude.
Soit U un champ de vecteurs déﬁni en coordonnées cartésiennes (variables x, y, z) et
u ce même champ de vecteurs déﬁni en coordonnées cylindriques (variables r, θ, z), c’est-
à-dire dans une base locale
rˆ =

cos θ
sin θ
0
 , θˆ =

− sin θ
cos θ
0
 , zˆ =

0
0
1
 , (1.11)
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dépendante du point considéré (x, y, z) = (r cos θ, r sin θ, z). Les champs de vecteurs sont
alors liés par la relation
U(x, y, z) =

Ux(r, θ, z)
Uy(r, θ, z)
Uz(r, θ, z)
 = Rθ u(r, θ, z) (1.12)
où,
Rθ =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1
 et u(r, θ, z) =

ur(r, θ, z)
uθ(r, θ, z)
uz(r, θ, z)
 . (1.13)
Sur ce même principe, nous pouvons aisément déﬁnir l’équivalent du rotationnel en coor-
données cartésiennes rot en coordonnées cylindriques rotcyl tel que :
rot(U) = Rθ rotcyl(u) (1.14)
où l’on vériﬁe que
rotcyl(u) =

+r−1 (∂θuz − ∂z(r uθ))
∂zur − ∂ruz
−r−1 (∂θur − ∂r(r uθ))
 . (1.15)
Ce rappel est essentiel pour présenter les notations que nous allons utiliser par la suite,
mais également pour faire apparaître une des principales diﬃcultés de l’axisymétrique :
l’axe de révolution d’équation r = 0 . En eﬀet, comme on vient de le voir, nous avons
introduit un changement de variable et un opérateur différentiel indéfinis en tout
point de l’axe (Oz).
1.2.2 Décomposition en séries de Fourier
Présenté rapidement dans la sous-section (1.2.1), nous savons que le passage aux coordon-
nées cylindriques introduit une variable azimuthale θ. Cette variable a comme propriété
d’être 2π-périodique et nous permet ainsi d’utiliser les développements en série de Fourier
sur nos champs électromagnétiques. Dans la continuité des travaux de P. Lacoste [39, 40],
nous considérons un développement en série de Fourier adapté à de possibles propriétés de
symétrie et d’antisymétrie des champs de vecteurs par rapport à un méridien du domaine.
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Définition 1.3
Soit u un champ de vecteurs en coordonnées cylindriques, 2π−périodique en la variable
θ et (r, θ, z) un point du domaine. Le champ de vecteurs u admet un développement
en série de Fourier de la forme :
u(r, θ, z) =

u0r(r, z)
u0θ(r, z)
u0z(r, z)
+ ∑
n∈N∗


unr (r, z) cosnθ
unθ (r, z) sin nθ
unz (r, z) cosnθ
+

u−nr (r, z) sinnθ
u−nθ (r, z) cos nθ
u−nz (r, z) sinnθ

 . (1.16a)
Pour tout n ∈ Z, on note
un(r, z) =

unr (r, z)
unθ (r, z)
unz (r, z)
 . (1.16b)
Le champ de vecteurs un représente le nième « harmonique » ou « mode » de Fourier
du développement (1.16a).
Pour des comparaisons avec des méthodes variationnelles et des codes de calcul utilisant des
séries de Fourier usuelles en « einθ », nous pouvons utiliser les relations suivantes obtenues
par simple développement des expressions de la Déﬁnition-1.3, pour tout n ∈ N∗ :
e˜±nr =
1
2
(
enr ∓ i e−nr
)
(1.17a)
e˜±nθ =
1
2
(
e−nθ ∓ i enθ
)
(1.17b)
e˜±nz =
1
2
(
enz ∓ i e−nz
)
(1.17c)
où, e˜±nr , e˜
±n
θ et e˜
±n
z représentent les coeﬃcients des séries de Fourier usuelles. Pour le mode
fondamental n = 0, il est évident que les coeﬃcients sont identiques.
La connaissance des coeﬃcients de Fourier pour tous les modes de Fourier sur un do-
maine méridien ω de l’objet nous permet alors d’obtenir la valeur du champ de vecteurs
associé en tout point du domaine axisymétrique Ω . Cependant, il est important de noter
que la série de Fourier est une série inﬁnie et que, par conséquent, la qualité de la solution
après synthèse de Fourier est très dépendante du nombre de modes considérés.
En utilisant maintenant la décomposition présentée dans la Déﬁnition-1.3, le calcul montre
que l’opérateur rotcyl appliqué à un champ de vecteurs admet lui aussi une décomposition
en une série particulière dont l’énoncé est fait dans la Propriété-1.1.
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Propriété 1.1
Soit (r, θ, z) un point du domaine ω et u un champ de vecteurs décomposé en série de
Fourier selon la Définition-1.3. Le rotationnel en coordonnées cylindriques rotcyl de u
admet le développement suivant :
rotcyl u = rot0 u0 +
∑
n∈N∗


(rotn u−n)r cosnθ
(rotn u−n)θ sin nθ
(rotn u−n)z cosnθ
+

(rotn un)r sinnθ
(rotn un)θ cosnθ
(rotn un)z sin nθ

 . (1.18a)
Pour tout n ∈ Z, on note
rotn un =

−r−1 (nunz + ∂z(r unθ ))
(∂zunr − ∂runz )
r−1 (nunr + ∂r(r u
n
θ ))
 . (1.18b)
Comme pour le rotationnel en coordonnées cylindriques, l’opérateur différentiel rotn
est indéfini sur l’axe de révolution d’équation r = 0.
Remarque 1.2
Pour ne pas alourdir la présentation du développement en série du rotationnel en co-
ordonnées cylindriques, la dépendance en les variables (r, z) des coefficients de Fourier
a été volontairement omise.
1.2.3 Comportement au voisinage de l’axe de révolution
Si nous regardons les équations en trois dimensions, nous pouvons remarquer que l’axe de
révolution n’a rien de particulier et ne pose donc aucun problème spéciﬁque. En revanche
l’axe (Oz) apparaît naturellement en axisymétrique. En eﬀet, le changement de variables
et les opérateurs diﬀérentiels qui interviennent dans ces équations y deviennent singuliers.
Par conséquent, il est nécessaire de s’intéresser au comportement des champs de vecteurs
au voisinage de l’axe de révolution.
Soit u un champ de vecteurs en coordonnées cylindriques, supposé continu dans un voisi-
nage de (Oz) et vériﬁant la décomposition de la Déﬁnition-1.3. Considérons également un
méridien du domaine pour un angle θ ﬁxé et notons lθ la limite de u quand r tend vers 0.
lim
r−→0 u(r, θ, z) = lθ(z) (1.19)
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En utilisant la décomposition de lθ dans la base cartésienne
lθ = lxθ xˆ + l
y
θ yˆ + l
z
θ zˆ (1.20)
et les relations entre bases cartésiennes et bases cylindriques
xˆ = cos θ rˆ− sin θ θˆ , yˆ = sin θ rˆ+ sin θ θˆ, (1.21)
nous obtenons que lθ se décompose dans la base des coordonnées cylindriques associée à
l’angle θ sous la forme
lθ(z) =

lxθ (z) cos θ
−lxθ (z) sin θ
0
+

lyθ(z) sin θ
lyθ(z) cos θ
0
+

0
0
lzθ(z)
 . (1.22)
Par identiﬁcation avec les coeﬃcients de Fourier donnés par la décomposition présentée
dans la Déﬁnition-1.3, nous pouvons déterminer que les coeﬃcients du développement
vériﬁent les relations suivantes sur l’axe de révolution : u
|n|6=1
r = u
|n|6=1
θ = u
|n|6=0
z = 0 ; (1.23a)
un=±1r = ∓un=±1θ . (1.23b)
Nous avons simplement supposé que le champ de vecteurs u était continu au voisinage
de l’axe (Oz). Cependant, celui-ci peut être bien plus régulier, ce qui nous conduirait
à de nouvelles conditions sur les dérivées partielles des coeﬃcients de Fourier comme le
présentent C. Bernardi, M. Dauge & Y. Maday dans leur ouvrage [9].
1.3 Méthode variationnelle réduite
Les outils nécessaires à la prise en compte d’une propriété d’invariance par rotation dévelop-
pés, nous étudions dans cette section une méthode permettant d’obtenir un ensemble inﬁni
dénombrable de formulations variationnelles réduites à un domaine méridien ω générateur
de l’objet Ω par révolution.
1.3.1 Notations et résultats préliminaires
Pour tout α ∈ R, nous commençons par déﬁnir quelques espaces de Sobolev à poids
essentiels pour la suite de notre étude en accord avec les notations utilisées par C. Bernardi
et al. dans [9]. Soit L2α(ω) l’espace des fonctions mesurables w tel que :
L2α(ω) :=
{
w est mesurable sur ω : ‖ w ‖L2α(ω)<∞
}
(1.24)
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muni de la norme
‖ w ‖L2α(ω)=
(∫
ω
|w(r, z)|2 rα drdz
) 1
2
. (1.25)
Notons aussi Hsα(ω) l’espace des fonctions w de L
2
α(ω) tel que toutes les dérivées partielles
d’ordre ≤ s sont également L2α(ω), c’est-à-dire
Hsα(ω) :=
{
w ∈ L2α(ω) : ∀ l,m ∈ N, 0 ≤ l +m ≤ s, ∂lr∂mz w ∈ L2α(ω)
}
, (1.26)
muni de la norme et de la semi-norme telles que,
‖ w ‖Hsα(ω)=
(
s∑
l=0
| w |Hlα(ω)
) 1
2
et | w |Hsα(ω)=
(
s∑
l=0
‖ ∂lr∂s−lz w ‖L2α(ω)
) 1
2
(1.27)
ainsi que le sous-espace de Hsα(ω)
Vsα(ω) =
{
w ∈ Hsα(ω) : ∀ l,m ∈ N, 0 ≤ l +m ≤ E(s), rl+m−s ∂lr∂mz w ∈ L2α(ω)
}
. (1.28)
où E(s) désigne la partie entière de s. Dans la suite, quelques espaces particuliers ont un
rôle important, c’est pourquoi nous en rappelons les énoncés :
1. V11(ω) =
{
w ∈ L2−1(ω) : ∇w ∈ L21(ω)
}
muni de la norme
‖ w ‖V11(ω)=
[∫
ω
( | w |2
r
+ r | ∇w |2
)
dω
] 1
2
; (1.29)
2. H11(ω) =
{
w ∈ L21(ω) : ∇w ∈ L21(ω)
}
muni de la norme
‖ w ‖H11(ω)=
[∫
ω
(
| w |2 + | ∇w |2
)
r dω
] 1
2
; (1.30)
3. H1−1(ω) =
{
w ∈ L2−1(ω) : ∇w ∈ L2−1(ω)
}
muni de la norme
‖ w ‖H1
−1(ω)
=
[∫
ω
(
| w |2 + | ∇w |2
)
r−1 dω
] 1
2
. (1.31)
1.3.2 Espaces fonctionnels 2D des coefficients de Fourier
Nous avons déﬁni précédemment un espace fonctionnel X (Ω) de solutions pour le champ
électrique en trois dimensions. L’utilisation d’un développement en série de Fourier des
éléments de X (Ω) nécessite alors de caractériser les espaces fonctionnels déﬁnis sur ω dans
lesquels vivent les diﬀérents coeﬃcients de la série de Fourier. On vériﬁe aisément par un
calcul direct la Proposition-1.1.
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Proposition 1.1
Soit l’espace fonctionnel X(n)(ω) défini pour n ∈ Z par
X(n)(ω) :=
{
w ∈ L21(ω) : rotnw ∈ L21(ω), (w× n˜)|γp = 0 et wT ∈ L21(γ)
}
(1.32a)
et muni de la norme
‖ w ‖2X(n)(ω) := ‖ w ‖2L21(ω) + ‖ rotnw ‖
2
L21(ω)
+ ‖ wT ‖2L21(γ) . (1.32b)
Un champ de vecteur w ∈ X (Ω) si et seulement si, pour tout n ∈ Z, ses coefficients de
Fourier wn ∈ X(n)(ω) et ∑
n∈Z
‖ wn ‖2X(n)(ω)<∞. (1.32c)
Dans ce cas, ‖ w ‖2X (Ω)=
∑
n∈Z
‖ wn ‖2X(n)(ω).
L’espace X(n)(ω) ainsi déﬁni n’est pas très « parlant » en ce sens où il fait intervenir
des opérateurs diﬀérentiels inhabituels, singuliers sur l’axe de révolution et dépendants du
mode de Fourier. L’idée de notre travail consiste à proposer une méthode qui est utile à la
fois pour la théorie et la pratique. Comme nous allons le voir, elle nous conduit à étudier
des espaces de Sobolev à poids plus classiques. A ce stade, il est important de rappeler les
résultats établis par P. Ciarlet Jr & S. Labrunie dans [38] qui prennent appui sur le livre
de C. Bernardi, M. Dauge & Y. Maday dans [9] :
w ∈ Hs(Ω)⇐⇒ ∀n ∈ Z, wn ∈ Hs(n)(ω) et
∑
n∈Z
‖ wn ‖2Hs
(n)
<∞, (1.33)
où les espaces des coeﬃcients de Fourier sont alors caractérisés pour s = 0,
H0(n)(ω) = L
2
1(ω) :=
(
L21(ω)
)3
, (1.34)
et pour s = 1,
H1( 0)(ω) =
{
(wr, wθ, wz) ∈ V11(ω)× V11(ω)×H11(ω)
}
,
H1(±1)(ω) =
{
(wr, wθ, wz) ∈ H11(ω)× H11(ω)×V11(ω) : wr ± wθ ∈ L2−1(ω)
}
,
H1( n)(ω) =
{
(wr, wθ, wz) ∈ V11(ω)× V11(ω)×V11(ω)
}
, ∀ | n |≥ 2.
(1.35)
Leur travaux sont certes déﬁnis dans un cadre fonctionnel diﬀérent du nôtre mais leur
démarche en est très proche. Alors qu’une déﬁnition directe des espaces H1(n)(ω) peut
laisser penser qu’on a aﬀaire à une inﬁnité dénombrable d’espaces tous diﬀérents les uns des
autres, l’analyse montre ﬁnalement qu’ils sont tous identiques à partir du mode n = 2. Nous
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pouvons constater que l’étude de ces espaces se ramène à étudier deux espaces particuliers :
V11(ω) et H
1
1(ω), tout deux indépendants du mode de Fourier. Notre objectif est d’établir un
résultat similaire pour les espaces X(n)(ω) de la Proposition-1.1. Avant cela, nous pouvons
remarquer que le cadre fonctionnel X (Ω) est plus grand que H1(Ω) et plus petit que l’espace
L2(Ω), c’est-à-dire que
H1(Ω) ⊂ X (Ω) ⊂ L2(Ω). (1.36)
Nous pouvons ainsi en déduire que chacune des composantes des coeﬃcients de Fourier est
au moins L21(ω) par simple application des relations (1.33), (1.34) et (1.35).
Remarque 1.3
Sous certaines hypothèses de régularités, nous avons déterminé dans la sous-section 1.2.3
le comportement des coefficients de Fourier associés aux champs électromagnétiques au
voisinage de l’axe de révolution. En utilisant un résultat dû à B. Mercier et G. Raugel
dans [26] spécifiant que toutes les fonctions de l’espace V11(ω) ont une trace nulle sur γ0
∀w ∈ V11(ω), (w)|γ0 = 0, (1.37a)
il est intéressant de voir que toutes les fonctions w ∈ H1(Ω) ont leurs coefficients de
Fourier qui satisfont les conditions aux limites sur l’axe de révolution w
|n|6=1
r = w
|n|6=1
θ = w
|n|6=0
z = 0, (1.37b)
w±1r ± w±1θ = 0. (1.37c)
établies dans la sous-section (1.2.3). D’une part, la relation (1.37b) est une conséquence
directe de (1.37a) appliquée aux définitions des espaces H(n)(ω). D’autre part, la relation
(1.37c) s’obtient à partir des relations wr ± wθ ∈ L2−1(ω) et (wr, wθ) ∈ H11(ω)× H11(ω)
qui ensemble impliquent wr ± wθ ∈ V11(ω) et donc (1.37c) via (1.37a).
Nous distinguons deux conﬁgurations possibles, le mode fondamental de Fourier n = 0 et
les modes non nuls.
1.3.2.1 Le mode n = 0
Rappelons tout d’abord l’expression de la norme sur l’espace X(0)(ω) des solutions w pour
le mode fondamental n = 0 des séries de Fourier,
‖ w ‖2X(0)(ω)=
∫
ω
(
| w |2 + | rot0w |2
)
r dω +
∫
γ
| wT |2 r dγ (1.38)
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qui une fois développée donne :
‖ w ‖2X(0)(ω) =
∫
ω
(
w2r + w
2
θ + w
2
z +
1
r2
[∂z(rwθ)]
2 + (∂zwr − ∂rwz)2 + 1
r2
[∂r(rwθ)]
2
)
r dω
+
∫
γ
(
| wθ |2 + | [wr, wz]T · τˆ |2
)
r dγ (1.39)
Considérons maintenant deux nouvelles inconnues subsidiaires qui séparent la composante
azimuthale de la partie méridienne d’un coeﬃcient de Fourier.
Définition 1.4 (Nouvelles inconnues subsidiaires pour le mode zéro)
Pour tout w ∈ X(0)(ω), nous définissons U un champ de vecteurs de R2 dans R2 et v
une fonction scalaire de R2 dans R tels que :
v = wθ et U =
 wr
wz
 . (1.40)
Par déﬁnition des nouvelles inconnues, nous obtenons que la norme devient :
‖ w ‖2X(0)(ω) =
∫
ω
(
| U |2 + | v |2
)
rdω +
∫
ω
(
| r−1∇(rv) |2 + | rotU |2
)
rdω
+
∫
γ
(
| U · τˆ |2 + | v |2
)
rdγ (1.41)
soit,
‖ w ‖2X(0)(ω) =
∫
ω
(
| U |2 + | rotU |2
)
r dω +
∫
γ
| U · τˆ |2 r dγ
+
∫
ω
(
| rv |2 + | ∇(rv) |2
)
r−1 dω +
∫
γ
| rv |2 r−1 dγ. (1.42)
Par conséquent, il apparaît naturel qu’en plus des espaces fonctionnels précédemment déﬁ-
nis, nous introduisions l’espace
H1(rot, ω) =
{
U ∈ L21(ω) : rotU ∈ L21(ω)
}
, (1.43)
comme un sous-espace de L21(ω) muni de la norme
‖ U ‖H1(rot,ω)=
[∫
ω
(
|U|2 + |rotU|2
)
rdrdz
] 1
2
, (1.44)
ainsi que quelques sous-espaces particuliers munis des normes induites
H˜1(rot, ω) =
{
U ∈ H1(rot, ω) : (U · τˆ)|γp = 0 et ‖ U · τˆ ‖L21(γ)<∞
}
, (1.45)
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et
H˜
1
−1(ω) =
{
w ∈ H1−1(ω) : (w)|γp = 0 et ‖ w ‖L2−1(γ)<∞
}
. (1.46)
La norme sur l’espace X(0)(ω) peut alors s’écrire comme une combinaison linéaire des
normes induites sur H˜1(rot, ω) et H˜
1
−1(ω) :
‖ w ‖X(0)(ω)=
[
‖ U ‖2
H˜1(rot,ω)
+ ‖ rv ‖2
H˜
1
−1(ω)
] 1
2
. (1.47)
La propriété (1.47) nous permet alors d’identiﬁer l’espace X(0)(ω) à partir de l’espace
Y˜(0)(ω) tel que :
Y˜(0)(ω) =
{
(U, v) ∈ L21(ω)× L21(ω) : U ∈ H˜1(rot, ω) et (rv) ∈ H˜
1
−1(ω)
}
, (1.48)
muni de la norme
‖ (U, v) ‖2Y˜(0)(ω) = ‖ U ‖
2
H1(rot,ω) + ‖ rv ‖2H1−1(ω) + ‖ U · τˆ ‖
2
L21(γ)
+ ‖ rv ‖2L2
−1(γ)
. (1.49)
Il est par construction naturel que l’application associée au passage aux nouvelles incon-
nues subsidiaires soit une application bijective de X(0)(ω) dans Y˜(0)(ω) car nous ne faisons
qu’isoler les composantes du champ de vecteurs en une partie méridienne U et une partie
azimuthale v. De plus, les normes sur les espaces X(0)(ω) et Y˜(0)(ω) sont équivalentes du
propre fait de (1.47).
Remarque 1.4
1. L’utilisation des nouvelles notationsU et v montre que la caractérisation obtenue
de l’espace X(0)(ω) ne peut pas être faite composante par composante comme P.
Ciarlet Jr. & S. Labrunie [38] l’ont fait pour l’espace H1(0)(ω) (1.35).
2. De plus, S. Labrunie nous a récemment fait remarquer que l’on pouvait montrer
la propriété :
∀ w ∈ L21(ω), (r w) ∈ H1−1(ω)⇔ w ∈ V11(ω). (1.50)
Cette remarque est importante puisqu’elle permet de montrer que la composante
azimuthale d’un coeffcient de Fourier dont le champ 3D associé est choisi dans
l’espace X (Ω) est nulle sur l’axe de révolution pour le mode n = 0. On retrouve là
le même résultat que celui énoncé dans P. Ciarlet Jr. & S. Labrunie [38] pour un
champ choisi dans H1(Ω). Bien que nous n’ayons pas utiliser l’équivalence (1.50)
dans la caractérisation de l’espace X(0)(ω), nous verrons dans la partie consacrée
à la méthode de discrétisation que nous retrouvons ce comportement sur l’axe de
révolution pour les coefficients discrets.
33
1.3. MÉTHODE VARIATIONNELLE RÉDUITE
Finalement, pour le mode fondamental n = 0 des séries de Fourier, nous obtenons le
résultat :
Lemme 1.1
L’espace fonctionnel X(0)(ω) peut-être défini sous la forme :
X(0)(ω) =
w ∈ L21(ω) :
 wr
wz
 ∈ H˜1(rot, ω) et (rwθ) ∈ H˜1−1(ω)
 , (1.51a)
ou, avec les nouvelles inconnues,
Y˜(0)(ω) =
{
(U, v) ∈ L21(ω)× L21(ω) : U ∈ H˜1(rot, ω) et (rv) ∈ H˜
1
−1(ω)
}
. (1.51b)
1.3.2.2 Les modes |n| 6= 0
Dans le cas présent, nous allons voir qu’il est également possible d’écrire une caractérisation
similaire de l’espace X(n)(ω). Comme précédemment, rappelons tout d’abord que la norme
sur l’espace X(n)(ω), pour un mode des séries de Fourier n 6= 0, est déﬁnie par :
‖ w ‖2X(n)(ω)=
∫
ω
(
| w |2 + | rotnw |2
)
r dω +
∫
γ
| wT |2 r dγ (1.52)
qui une fois développée donne :
‖ w ‖2X(n)(ω) =
∫
ω
( 1
r2
[nwz + ∂z(rwθ)]2 + (∂zwr − ∂rwz)2 + 1
r2
[nwr + ∂r(rwθ)]2
)
r dω
+
∫
ω
(
w2r + w
2
θ + w
2
z
)
r dω +
∫
γ
(
| wθ |2 + | [wr, wz]T · τˆ |2
)
r dγ. (1.53)
Le principe est alors similaire au cas du mode fondamental n = 0. Considérons deux
nouvelles inconnues subsidiaires liées aux coeﬃcients des séries de Fourier. Ce choix est
réalisé dans la continuité des travaux de P. Lacoste & J. Gay [39, 40] qui ont précédé ce
manuscrit de thèse (nous renvoyons par ailleurs à la Remarque-1.8 pour la comparaison
avec un autre choix possible d’inconnues subsidiaires).
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Définition 1.5 (Nouvelles inconnues subsidiaires pour les modes non nuls)
Pour tout w ∈ X(n)(ω) et n ∈ Z∗, nous définissons U un champ de vecteurs de R2 dans
R2 et v une fonction scalaire de R2 dans R tels que :
v = wθ et U = n
 wr
wz
+∇ (r wθ) . (1.54)
Il est intéressant de remarquer que, si on applique ce changement d’inconnues aux coeﬃ-
cients de Fourier du champ électrique, U est étroitement lié aux composantes méridiennes
du champ magnétique. En eﬀet, en posant pour un mode n ∈ Z∗
v = enθ et U = n
 enr
enz
+∇ (r enθ ) . (1.55)
et en considérant l’équation de Faraday en régime harmonique
rotE− ikZ0 µrH = 0 (1.56)
dans laquelle nous introduisons les développements en série de Fourier, nous obtenons les
équations 
−r−1 Uz − ikZ0 µr h−nr = 0
−n−1 rotU− ikZ0 µr h−nθ = 0
r−1 Ur − ikZ0 µr h−nz = 0
(1.57)
qui impliquent  −Uz
Ur
 = ikZ0µr r
 h−nr
h−nz
 . (1.58)
Une expression similaire pouvant être formulée dans le cas de matériaux orthotropes. Ces
inconnues subsidiaires ont donc une interprétation physique. Notre choix d’inconnues n’est
pas simplement le champ électrique dans toutes ses composantes, mais les composantes
méridiennes du champ magnétique et la composante azimuthale du champ électrique.
Par déﬁnition des nouvelles inconnues, nous obtenons que la forme développée (1.53) de la
norme sur l’espace X(n)(ω) devient :
‖ w ‖2X(n) =
∫
ω
( 1
r2
| U |2 + 1
n2
| rot U |2 + 1
n2
| U−∇(rv) |2 + | v |2
)
r dω
+
∫
γ
(
| v |2 + 1
n2
| [U−∇(rv)] · τˆ |2
)
r dω (1.59)
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soit,
‖ w ‖2X(n)(ω) =
∫
ω
( | U |2
r
+
r
n2
| rotU |2
)
dω +
∫
ω
| v |2 rdω + 1
n2
∫
ω
| U−∇(rv) |2 rdω
+
∫
γ
(
| v |2 + 1
n2
| [U−∇(rv)] · τˆ |2
)
rdγ. (1.60)
A ce niveau, il est diﬃcile de dégager de cette expression une égalité qui sépare la partie
en U de celle en v comme cela a été le cas pour le mode fondamental n = 0. Il apparaît
tout de même important et utile de considérer l’espace fonctionnel
V11(rot, ω) =
{
U ∈ L2−1(ω) : rot U ∈ L21(ω)
}
(1.61)
muni de la norme
‖ U ‖V11(rot,ω)=
[∫
ω
( | U |2
r
+ r | rot U |2
)
dω
]1
2
. (1.62)
Nous allons maintenant énoncer un résultat d’équivalence entre normes mais au préalable
nous avons besoin de déﬁnir l’espace
Y(ω) =
{
(U, v) ∈ L21(ω)× L21(ω) : U ∈ V11(rot, ω) et (rv) ∈ V11(ω)
}
(1.63)
qui permet d’introduire l’espace Y˜(ω) déﬁni comme l’ensemble{
(U, v) ∈ Y(ω) : (U · τˆ)|γp = (v)|γp = 0 et ‖ v ‖2L21(γ) + ‖ [U−∇(rv)] · τˆ ‖
2
L21(γ)
< ∞
}
(1.64)
muni de la norme
‖ (U, v) ‖Y˜(ω) =
[
‖ U ‖2V11(rot,ω) + ‖ rv ‖
2
V11(ω)
+ ‖ v ‖2L21(γ) + ‖ [U−∇(rv)] · τˆ ‖
2
L21(γ)
] 1
2 .
(1.65)
Nous pouvons ainsi montrer l’équivalence entre la norme sur l’espace fonctionnel X(n)(ω)
et celle du domaine Y˜(ω).
Propriété 1.2
Pour tout n ∈ Z∗ et (U, v) un couple d’inconnues subsidiaires défini via la Définition-
1.5 et lié à un élément w ∈ X(n)(ω). Le couple (U, v) appartient alors à l’espace Y˜(ω)
et nous obtenons l’équivalence de norme :
c1 ‖ (U, v) ‖Y˜(ω) ≤ ‖ w ‖X(n)(ω) ≤ c2 ‖ (U, v) ‖Y˜(ω) (1.66)
où c1 et c2 sont des constantes réelles dépendantes de n et de l’espace ω.
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Démonstration
Soit n ∈ Z∗ et (U, v) un couple d’inconnues subsidiaires défini via la Définition-1.5 et lié
à un élément w ∈ X(n)(ω). La démonstration de l’inégalité de droite repose sur l’inégalité
‖ a+ b ‖2≤ 2
(
‖ a ‖2 + ‖ b ‖2
)
(1.67a)
qui permet de montrer aisément que
∫
ω
| U−∇(rv) |2 rdω ≤ 2max
[
1, max
(r,z)∈ω
r2
] (
‖ U ‖2V11(rot,ω) + ‖ rv ‖
2
V11(ω)
)
, (1.67b)
En majorant simplement le terme en 1
n2
par 1 nous obtenons la première partie du résultat
avec une constante égale à :
c2 = 1 + 2max
[
1, max
(r,z)∈ω
r2
]
. (1.67c)
L’autre partie nécessite d’établir une inégalité intermédiaires qui se construit à partir de la
petite astuce
‖ ∇(rv) ‖L21(ω)=‖ U−∇(rv) +U ‖2L21(ω) . (1.67d)
Par application des inégalités triangulaire et arithmético-géométrique sur l’égalité (1.67d),
nous obtenons l’inégalité
‖ ∇(rv) ‖2
L21(ω)
≤ 2
(
‖ U−∇(rv) ‖2
L21(ω)
+ ‖ U ‖2
L21(ω)
)
, (1.67e)
qui implique
‖ ∇(rv) ‖2
L21(ω)
≤ c
( 1
n2
‖ U−∇(rv) ‖2
L21(ω)
+ ‖ U ‖2V11(rot,ω)
)
(1.67f)
où c = 2max
[
n2, max
(r,z)∈ω
r2
]
. On montre alors aisément que l’inégalité
‖ (U, v) ‖2Y˜(ω) ≤ max
[
1, n2
] ∫
ω
( | U |2
r
+
r
n2
| rot U |2
)
dω (1.67g)
+ ‖ v ‖2L21(ω) + c
( 1
n2
‖ U−∇(rv) ‖2
L21(ω)
+ ‖ U ‖2V11(rot,ω)
)
(1.67h)
+ ‖ v ‖2L21(γ) + n
2
( 1
n2
‖ [U−∇(rv)] · τˆ ‖2L21(γ)
)
(1.67i)
est vérifiée. Nous obtenons ainsi l’inégalité de gauche avec une constante réelle c1 définie
par :
1 = max
[
1, n2, c
]
c1. (1.67j)
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Nous obtenons ainsi le résultat recherché. 
L’utilisation de ces inconnues subsidiaires et le contrôle de la norme sur l’espace fonctionnel
X(n)(ω) par la relation d’équivalence (1.66) nous amène au Lemme-1.2.
Lemme 1.2
L’espace fonctionnel X(n)(ω) peut-être défini sous la forme
X(n)(ω) =
w ∈ L21(ω) :
n
 wr
wz
+∇(rwθ), wθ
 ∈ Y˜(ω)
 . (1.68a)
Contrairement aux résultats établis par P. Ciarlet Jr & S. Labrunie dans [38] pour les
espaces H1(n)(ω), nous n’avons pas établi une caractérisation des éléments de X(n)(ω) en tant
qu’espace produit, composante par composante. Cependant, le résultat le plus important
est préservé : pour tout mode de Fourier n 6= 0, l’analyse de l’espace fonctionnel X(n)(ω)
est ramenée à l’étude du seul espace fonctionnel Y˜(ω).
1.3.3 Formulations variationnelles axisymétriques
La démarche que nous suivons dans cette sous-section n’est pas spéciﬁque à notre pro-
blème. Elle peut être retrouvée dans les travaux de P. Bonnemason et al. [52], de E. A.
Dunn et al. [23, 25] ainsi que dans le livre de C. Bernardi et al. [9] pour le cas des équations
de Stokes et de Navier-Stokes. Cependant, contrairement à la méthode exposée dans [9],
nous avons choisi comme point de départ la formulation variationnelle 3D (1.8) et non pas
le système (P˜ ) énoncé en coordonnées cylindriques.
L’idée consiste à passer aux coordonnées cylindriques (voir sous-section 1.2.1) dans les inté-
grales (1.8) et à substituer les champs de vecteurs en trois dimensions par leurs développe-
ments en séries de Fourier (voir sous-section 1.2.2). Les simpliﬁcations entre les modes de
Fourier sont alors dues à un résultat classique de l’intégration en la variable azimuthale θ
d’un produit de fonctions trigonométriques élémentaires :
∫ 2π
0
cosnθ. sinn′θ dθ = 0 (∀n, n′ ∈ Z) (1.69)
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et,
∫ 2π
0
cosnθ. cosn′θ dθ =
∫ 2π
0
sin nθ. sinn′θ dθ =

π si n = n′ 6= 0,
2π si n = n′ = 0,
0 si n 6= n′.
(1.70)
Nous ne détaillons pas ici les calculs car ceux-ci sont simples, mais longs et fastidieux, c’est
pourquoi nous donnons seulement le résultat. On vériﬁe que le coeﬃcient de Fourier en du
champ électrique satisfait, pour tout champ test en,t l’égalité variationnelle suivante :

∑
n∈Z
∫
ω
{
µ−1r rotn e
n · rotn e n,t − k2εre n · e n,t
}
r dω − ik∑
n∈Z
∫
γ
λ e nT · en,tT r dγ
=
∑
n∈Z
∫
ω
fn · e n,t r dω +∑
n∈Z
∫
γ
g n · e n,tT r dγ.
(1.71)
Remarque 1.5
Il est important de noter que l’opérateur (·)T est maintenant associé à la normale
extérieure à ω notée n˜ (indépendante de θ).
Le fait qu’il n’apparaisse pas de terme sur le bord Γ0 dans l’égalité (1.71) est logique car
l’axe de révolution n’est qu’une frontière artiﬁcielle du point de vue d’une représentation
de l’objet Ω en trois dimensions.
Finalement, nous déﬁnissons la formulation variationnelle axisymétrique pour le n-ième
mode de Fourier associée à la formulation donnée par la Déﬁnition-1.1 par :
Définition 1.6 (Formulation variationnelle axisymétrique)
Pour tout n ∈ Z, étant donnés deux champs de vecteurs fn ∈ L21(ω) et g n ∈ L21(γ),
trouver un champ de vecteurs e n ∈ X(n)(ω) tel que pour tout e n,t ∈ X(n)(ω) :
A(e n, e n,t) =
∫
ω
fn · e n,t r dω +
∫
γ
gn · e n,tT r dγ. (1.72)
où l’on a posé :
A(u,v) =
∫
ω
{
µ−1r rotn u · rotn v− k2εr u · v
}
r dω − ik
∫
γ
λuT · vT r dγ. (1.73)
Nous pouvons donner une formulation équivalente du problème précédent, faisant intervenir
les inconnues subsidiaires (U, v). On distinguera le cas du mode d’indice n = 0 du cas
général n 6= 0.
39
1.3. MÉTHODE VARIATIONNELLE RÉDUITE
Définition 1.7 (Formulation variationnelle en (U, v) pour le mode n = 0)
Étant donnés deux champs de vecteurs f0 ∈ L21(ω) et g0 ∈ L21(γ), trouver un champ de
vecteurs (U, v) ∈ Y˜(0)(ω) tel que pour tout (U t, v t) ∈ Y˜(0)(ω) :
A˜0
(
(U, v), (U t, vt)
)
= ℓ˜0
(
U t, vt
)
(1.74a)
où l’on a posé :
A˜0
(
(U, v), (U t, v t)
)
=
∫
ω
µ−1r
[∇(r v) · ∇(r v t)
r2
+ rotU · rotU t
]
r dω
− k2
∫
ω
εr
[
U ·U t + v. v t
]
r dω
− ik
∫
γ
λ
[
v. v t + (U · τˆ).(U t · τˆ)
]
r dγ. (1.74b)
et
ℓ˜0
(
U t, v t
)
=
∫
ω
(
f 0mer · U t + f 0θ v t
)
r dω +
∫
γ
(
(g 0mer · τˆ ) · (U t · τˆ) + g 0θ v t
)
r dγ,
(1.74c)
Définition 1.8 (Formulation variationnelle en (U, v) pour les modes | n |6= 0)
Pour tout n ∈ Z, n 6= 0, étant donnés deux champs de vecteurs fn ∈ L21(ω) et gn ∈
L21(γ), trouver un champ de vecteurs (U, v) ∈ Y˜(ω) tel que pour tout (U t, v t) ∈ Y˜(ω) :
A˜n
(
(U, v), (U t, v t)
)
= ℓ˜n
(
U t, v t
)
(1.75a)
où l’on a posé :
A˜n
(
(U, v), (U t, v t)
)
=
∫
ω
µ−1r
U ·U t
r2
+
1
n2
rotU.rotU t
 r dω
− k2
∫
ω
εr
n2
[
(U−∇ (r v)) ·
(
U t −∇
(
r v t
))
+ n2 v. v t
]
r dω
− ik
∫
γ
λ
{
v. v t
}
r dγ
− ik
n2
∫
γ
λ
{
([U−∇ (rv)] · τˆ ) ·
([
U t −∇
(
r v t
)]
· τˆ
)}
r dγ.
(1.75b)
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et
ℓ˜n
(
U t, v t
)
=
1
n
∫
ω
[
fnmer ·
(
U t −∇
(
r v t
))
+ n fnθ v t
]
r dω
+
1
n
∫
γ
[
(gnmer · τˆ ).
([
U t −∇
(
r v t
)]
· τˆ
)
+ n gnθ v t
]
r dγ, (1.75c)
Une question naturelle est maintenant de savoir si les problèmes que nous avons déﬁnis ci-
dessus sont bien posés. Il est facile de répondre par l’aﬃrmative dans le cas où le domaine
d’intérêt est occupé par un matériau dissipatif. C’est le cas que nous traitons dans le premier
paragraphe. Le cas non dissipatif est comme toujours plus délicat : nous donnerons dans
le second paragraphe les principales idées de la démonstration du caractère Fredholm des
problèmes (1.74a) et (1.75a).
1.3.4 Existence et unicité dans le cas de matériaux dissipatifs
Nous supposons tout d’abord que tous les matériaux occupant le domaine d’intérêt sont
tels que les parties imaginaires de leurs caractéristiques électromagnétiques sont non nulles,
c’est-à-dire,
inf
ω
{ Im(µr) , Im(εr)} > 0. (1.76)
De plus nous supposons que le paramètre λ dans la condition d’impédance traduit un
phénomène dissipatif, ce qui impose
inf
γ
Re(λ) > 0. (1.77)
Considérons tout d’abord le cas du mode d’indice n = 0. On a pour tout (U, v) ∈ Y˜(0)(ω) :
A˜0 ((U, v), (U, v)) =
∫
ω
µ−1r
[ | ∇(rv) |2
r2
+ | rotU |2
]
rdω
−k2
∫
ω
εr
[
| U |2 + | v |2
]
rdω
−ik
∫
γ
λ
[
| v |2 + | U · τˆ |2
]
rdγ,
d’où :
ℑ
(
A˜0 ((U, v), (U, v))
)
=
∫
ω
ℑ
(
µ−1r
) [ | ∇(rv) |2
r2
+ | rotU |2
]
rdω
−k2
∫
ω
ℑ (εr)
[
| U |2 + | v |2
]
rdω
−k
∫
γ
ℜ(λ)
[
| v |2 + | U · τˆ |2
]
rdγ.
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En utilisant la minoration | z | ≥ | ℑ(z) |, nous montrons ﬁnalement que :
| A˜0 ((U, v), (U, v)) |≥ c ‖ (U, v) ‖2Y˜(0)(ω) . (1.78)
où c est une constante strictement positive donnée par :
c = min
(
inf
ω
{ ℑ(µr)
| µr |2 , k
2ℑ(εr)
}
, k inf
γ
ℜ(λ)
)
. (1.79)
Autrement dit, la forme bilinéaire A˜0 est coercive sur Y˜(0)(ω). L’existence et l’unicité
s’obtiennent alors par application du théorème de Lax-Milgram. On peut traiter de façon
similaire le cas des modes d’indice n non nul. En eﬀet, on a pour tout (U, v) ∈ Y˜(ω) :
A˜n ((U, v), (U, v)) =
∫
ω
µ−1r
[ | U |2
r2
+
1
n2
| rotU |2
]
rdω
−k2
∫
ω
εr
n2
[
| U−∇(rv) |2 +n2 | v |2
]
rdω
−ik
∫
γ
λ
{
| v |2 + 1
n2
| (U−∇(rv)) · τˆ |2
}
rdγ,
d’où l’on déduit à nouveau la coercivité de A˜n :
| A˜n ((U, v), (U, v)) |≥ c ‖ (U, v) ‖2Y˜(ω) . (1.80)
où c est cette fois donnée par :
c = min
(
inf
ω
{
Im(µr)
| µr |2 , k
2 Im(εr)
}
, k inf
γ
Re(λ)
)
c21 (1.81)
avec c1 la constante positive intervenant dans la Propriété-1.2 qui présente l’équivalence
des normes sur les espaces Y˜(ω) et X(n)(ω).
1.3.5 Existence et unicité dans le cas de matériaux non-dissipatifs
Lorsque le milieu est non dissipatif, ou que les matériaux dissipatifs n’occupent qu’une
partie du domaine d’intérêt, l’approche habituelle pour les problèmes d’ondes en régime
harmonique consiste à montrer que les formulations relèvent de l’alternative de Fredholm.
On montre ensuite l’unicité en exploitant la condition d’impédance ou la présence locale
de matériaux dissipatifs, et un principe de prolongement unique, et l’on conclut ainsi au
caractère bien posé du problème.
Dans le cas particulier des équations de Maxwell, une diﬃculté est que l’espace H(rot)
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ne s’injecte pas de façon compacte dans L2. La solution se trouve dans le fait d’exploiter
l’équation vériﬁée par la divergence du champ électrique. Pour ﬁxer les idées, nous sup-
posons (en reprenant les notations de (1.2d)) que divJa = 0 dans Ω, de sorte que
div (εr E) = 0 dans Ω. (1.82)
Il nous faut donc tout d’abord traduire cette équation sur la divergence en terme modal.
1.3.5.1 Décomposition modale de la divergence
On vériﬁe aisément pour cela la
Propriété 1.3
Soit (r, θ, z) un point du domaine ω et u un champ de vecteurs décomposé en série de
Fourier selon la Définition-1.3. La divergence en coordonnées cylindriques divcyl de u
admet le développement suivant :
divcyl u = div0 u0 +
∑
n∈N∗
divn un cosnθ +
∑
n∈N∗
div−n u−n sin nθ (1.83a)
où, pour tout n ∈ Z, on note
divn un =
1
r
∂r(runr ) + ∂zu
n
z +
n
r
unθ . (1.83b)
1.3.5.2 Le cas du mode n = 0
Considérons tout d’abord le cas du mode d’indice n = 0. En combinant (1.82), (1.3)
et la déﬁnition des inconnues subsidiaires, on montre aisément que la solution (U, v) du
problème (1.74a) doit vériﬁer :
div0(εrU) = 0 dans ω, (1.84)
qui s’écrit aussi à partir de l’opérateur de divergence classique divU = ∂rUr + ∂zUz :
div(εrrU) = 0 dans ω. (1.85)
Ceci nous conduit à considérer le nouveau problème suivant : étant donnés deux champs
de vecteurs f0 ∈ L21(ω) et g0 ∈ L21(γ), trouver un champ de vecteurs (U, v) ∈ Z˜(0)(ω) tel
que pour tout (U t, v t) ∈ Z˜(0)(ω) :
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A˜0
(
(U, v), (U t, v t)
)
= ℓ˜0
(
U t, v t
)
(1.86)
où l’on a posé :
Z˜(0)(ω) =
{
(U, v) ∈ Y˜(0)(ω) : div(εrrU) = 0 dans ω
}
(1.87)
Il est clair que toute solution de (1.74a) est solution de (1.86). Pour donner une idée simple
de la réciproque et du caractère bien posé du problème, nous allons nous restreindre au
cas où le domaine ne touche pas l’axe de révolution (c’est le cas par exemple d’un domaine
toroïdal). L’extension au cas général est l’une des perspectives de cette thèse.
Théorème 1.2
Supposons que infω r > 0. Alors les problèmes (1.74a) et (1.86) sont équivalents. De
plus, le problème (1.86) relève de l’alternative de Fredholm.
Démonstration
Montrons d’abord l’équivalence des deux problèmes. Soit (U, v) une solution de (1.86).
Pour montrer que c’est aussi une solution de (1.74a), il nous faut vériﬁer que l’égalité
A˜0
(
(U, v), (U t, v t)
)
= ℓ˜0
(
U t, v t
)
(1.88)
est vraie pour tout champ test (U t, v t) de Y˜(0)(ω), et non pas seulement pour les champs
à divergence nulle. Soit donc (U t, v t) ∈ Y˜(0)(ω). Alors il existe ϕ ∈ H10(ω) tel que pour
tout ϕt ∈ H10(ω), ∫
ω
εr∇ϕ · ∇ϕt r dω = −
∫
ω
εrU t · ∇ϕt r dω. (1.89)
Autrement dit :
div0(εr
(
U t +∇ϕ
)
) = 0 dans ω. (1.90)
On a donc :
A˜0
(
(U, v), (U t +∇ϕ, v t)
)
= ℓ˜0
(
U t +∇ϕ, v t
)
. (1.91)
Il suﬃt pour conclure de remarquer que
A˜0 ((U, v), (∇ϕ, 0)) = ℓ˜0 (∇ϕ, 0) = 0, (1.92)
ce qui résulte de la formule de Green suivante :∫
ω
εrU · ∇ϕ r dω = −
∫
ω
div(εrrU)ϕ dω. (1.93)
Pour montrer que le problème relève de l’aternative de Fredholm, on décompose la forme
bilinéaire A˜0 sous la forme
A˜0
(
(U, v), (U t, v t)
)
= A˜coer0
(
(U, v), (U t, v t)
)
+ A˜comp0
(
(U, v), (U t, v t)
)
(1.94)
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avec
A˜comp0
(
(U, v), (U t, v t)
)
=
∫
ω
(1 + k2εr)
(
U ·U t + v. v t
)
r dω. (1.95)
On vériﬁe alors aisément que A˜coer0 est coercive sur Z˜(0)(ω). Pour montrer que A˜comp0 est
compacte, on remarque que l’injection de Z˜(0)(ω) dans L2(ω) est compacte, ce qui est une
application directe du théorème de Rellich (qui dit que l’injection de H1(ω) dans L2(ω)
est compacte) et du résultat de Weber [65], qui s’applique ici car on a supposé que r ne
s’annule pas. 
Remarque 1.6
Le cas statique (k = 0) correspondant au mode n = 0 a été étudié par D. M. Copeland
et al. dans [22]. La situation générale où r peut s’annuler est traitée, en exploitant le
résultat de Weber en trois dimensions.
1.3.5.3 Le cas des modes n 6= 0
Cette fois, on montre en combinant (1.82), (1.3) et la déﬁnition des inconnues subsidiaires
que la solution (U, v) du problème (1.75a) doit vériﬁer :
div(εrr (U−∇(rv))) + n2εrv = 0 dans ω. (1.96)
Ceci conduit à considérer le nouveau problème suivant : étant donnés deux champs de
vecteurs fn ∈ L21(ω) et gn ∈ L21(γ), trouver un champ de vecteurs (U, v) ∈ Z˜(n)(ω) tel que
pour tout (U t, v t) ∈ Z˜(n)(ω) :
A˜n
(
(U, v), (U t, v t)
)
= ℓ˜n
(
U t, v t
)
(1.97)
où l’on a posé :
Z˜(n)(ω) =
{
(U, v) ∈ Y˜(ω) : div(εrr (U−∇(r v))) + n2εrv = 0 dans ω
}
(1.98)
On peut alors établir un résultat similaire au Théroème-1.2 :
Théorème 1.3
Supposons que infω r > 0. Alors les problèmes (1.75a) et (1.97) sont équivalents. De
plus, le problème (1.97) relève de l’alternative de Fredholm.
1.4 Éléments finis usuels en deux dimensions
Cette section est destinée à présenter rapidement les méthodes des éléments ﬁnis que nous
utilisons dans la suite de ce chapitre. Le lecteur non familiarisé avec ces notions pourra
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consulter, par exemple, l’ouvrage de J-L. Guermond & A. Ern [2], celui de P. G. Ciarlet
[13] ou encore I. Dolezˆel et al [54] pour obtenir plus de détails.
1.4.1 Éléments finis conformes dans H1(ω)
Ces éléments ﬁnis, dit nodaux ou de Lagrange, sont les plus classiques de la littérature. Ils
permettent de construire des fonctions scalaires continues, ou vectorielles à composantes
continues, de façon unique sur les éléments géométriques élémentaires qui constituent
le maillage (segment, triangle, quadrangle, cube, prisme, ...). Considérons une inconnue
scalaire notée v et déﬁnie dans H1(ω). La présentation des éléments ﬁnis passe générale-
ment par la déﬁnition d’un élément ﬁni déﬁni sur une maille dite de référence. Dans notre
cas, ce sera le triangle unité noté Tˆ.
Tˆ
(0, 1)
(1, 0)
(0, 0)
Cet élément ﬁni de référence peut être énoncé sous la forme donnée par la Propriété-1.4.
Propriété 1.4
Soit Tˆ le triangle de référence et Pˆ = Pk l’espace des polynômes d’ordre k sur Tˆ.
L’ensemble des degrés de liberté locaux Σˆ est constitué des
N =
(k + 1)(k + 2)
2
(1.99)
formes linéaires suivantes :
σˆij : Pˆ −→ R
pˆ 7−→ pˆ(aˆij) (1.100)
où, pour tout (i, j) ∈ N2 vérifiant i+ j ≤ k,
aˆij =
(
i
k
,
j
k
)
. (1.101)
Le triplet (Tˆ, Pˆ , Σˆ) est un élément fini de Lagrange.
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L’obtention d’un élément ﬁni sur une maille T en situation utilise la notion de transfor-
mation géométrique. Dans ce qui suit, on s’en tient au cas où la transformation FT du
triangle unitaire Tˆ vers un triangle quelconque T de sommets (r1, z1), (r2, z2) et (r3, z3) est
aﬃne :
FT(rˆ, zˆ) =
 r2 − r1 r3 − r1
z2 − z1 z3 − z1
  rˆ
zˆ
+
 r1
z1
 . (1.102)
Tˆ
(0, 1)
(1, 0)
(0, 0)
T
(r1, z1)
(r2, z2)
(r3, z3)
FT
Elle permet de simpliﬁer la déﬁnition analytique des fonctions de bases pour des éléments
géométriques de formes complexes et/ou des méthodes d’ordre élevé. A partir de FT nous
sommes alors en mesure de déﬁnir l’élément ﬁni en situation.
Propriété 1.5 (Eléments finis de Lagrange sur un triangle)
Soit T une maille triangulaire et (Tˆ, Pˆ , Σˆ) l’élément fini de référence défini dans la
Propriété-1.4. Notons :
T = FT(Tˆ) , P =
{
p = pˆ ◦ F−1T : pˆ ∈ Pˆ
}
, (1.103)
et Σ l’ensemble des degrés de liberté constitué des
N =
(k + 1)(k + 2)
2
(1.104)
formes linéaires suivantes :
σij : P −→ R
p 7−→ σˆij
(
pˆ ◦ F−1T
)
(1.105)
où, pour tout (i, j) ∈ N2 vérifiant i+ j ≤ k,
aij = FT(aˆij). (1.106)
La transformation FT étant une application continue, bijective de R2 dans R2 et Tˆ un
compact de R2, le triplet (T, P,Σ) est un élément fini de Lagrange.
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L’exemple ci-dessous illustre l’élément ﬁni pour une variable scalaire dont l’approximation
est d’ordre k = 1 sur le triangle de référence Tˆ .
Exemple 1.1 (E.F. nodaux de plus bas degré)
Soit Tˆ le triangle unitaire dont les sommets sont notés aˆ1, aˆ2 et aˆ3. L’espace des
polynômes d’ordre 1 sur Tˆ est défini par
Pˆ1(Tˆ ) = {αˆ1 + αˆ2 rˆ + αˆ3 zˆ : ∀i ∈ {1, 2, 3}, αi ∈ R} (1.107)
L’ensemble des degrés de liberté locaux Σˆ1 est constitué des formes linéaires suivantes
∀i ∈ {1, 2, 3}, σˆi : Pˆ1(Tˆ ) −→ R
pˆ 7−→ pˆ(aˆi) (1.108)
Les fonctions de bases de cet élément fini sont telles que, pour tout (rˆ, zˆ) ∈ Tˆ
φˆ1(rˆ, zˆ) = 1− rˆ − zˆ, φˆ2(rˆ, zˆ) = zˆ, φˆ3(rˆ, zˆ) = rˆ, (1.109)
et vérifient pour tout i = 1, 2 ou 3 : φˆi(aˆj) = δij .
Soit Th une subdivision (un maillage) du domaine d’étude en Nh triangles T. Une discréti-
sation conforme de v, noté vh, peut ainsi être réalisée en considérant vh dans l’espace de
dimension ﬁnie
Vh =
{
vh ∈ C0(ω¯) : ∀T ∈ Th, vh|T ∈ Pk
}
. (1.110)
Ainsi, tous les éléments de H1(ω) ainsi que leurs gradients peuvent être approchés de façon
conforme par un polynôme vh ∈ Pk déterminé localement sur un triangle T par un élément
ﬁni (T, P,Σ). Nous obtenons alors :
vh ◦ FT =
N∑
i=1
αi φˆi et ∇vh ◦ FT =
N∑
i=1
αi (dFT)−T ∇ˆφˆi (1.111)
où les φˆi sont les fonctions de bases sur le triangle unitaire (par exemple celles déﬁnies en
(1.109)) et où les coeﬃcients complexes αi sont à déterminer.
1.4.2 Éléments finis conforme dans H(rot, ω)
En général, cet élément ﬁni est dit mixte de H(rot) ou encore élément ﬁni d’arête de part
sa nature. Il en existe deux présentations équivalentes : l’une est due à Whitney [66] et
l’autre à Nédélec [48, 49]. Dans cette thèse, nous avons fait le choix d’utiliser la première
famille des éléments ﬁnis d’arête présentée dans [48]. Nous en rappelons la déﬁnition.
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Définition 1.9 (Éléments finis mixtes sur un triangle)
Soit T un triangle de sommets a1, a2, a3. Pour k′ ≥ 1, posons P = Rk′ où Rk′ est
l’espace des polynômes tel que
Rk′ = P2k′−1 ⊕ Sk′ , N ′ := dim Rk′ = k′ (k′ + 2) (1.112)
Sk′ =
{
p ∈ P˜k′ : [r , z]T · p = 0
}
, dim Sk′ = k′ (1.113)
et P˜k′ est l’espace des polynômes homogènes, à deux variables, de degré k′. Notons
Σ l’ensemble des N ′ formes linéaires, notées σSi et σT , telles que
∀i = 1, 2, 3, ∀q ∈ Pk′−1, σSi : Rk′ −→ R
p 7−→
∫
Si
(p · τi) .q dSi (1.114)
∀q ∈ P2k′−2, σT : Rk′ −→ R
p 7−→
∫
T
p · q dT (1.115)
où Si désigne la i-ième arête du triangle T de vecteur unitaire tangent τi. Le triplet
(T, P,Σ) est un élément fini de classe H(rot) d’ordre k′.
L’exemple ci-dessous illustre l’élément ﬁni pour une variable vectorielle dont l’approxima-
tion est d’ordre k′ = 1 sur le triangle unitaire Tˆ .
Exemple 1.2 (E.F. d’arêtes de plus bas degré)
Soit Tˆ le triangle unitaire dont les sommets sont notés aˆ1, aˆ2 et aˆ3. L’espace des
polynômes d’ordre 1 sur Tˆ est défini par
Rˆ1(Tˆ ) =

 βˆ1 − βˆ3 zˆ
βˆ2 + βˆ3 rˆ
 : ∀i ∈ {1, 2, 3} , βi ∈ R
 (1.116)
L’ensemble des degrés de liberté locaux Σˆ1 est constitué des formes linéaires suivantes
∀i ∈ {1, 2, 3} , σSˆi : Rˆ1(Tˆ ) −→ R
p 7−→
∫
Sˆi
p · τˆi dSˆi (1.117)
Les fonctions de bases de cet élément fini sont telles que, pour tout (rˆ, zˆ) ∈ Tˆ :
ψˆ1(rˆ, zˆ) =
 zˆ
1− rˆ
 , ψˆ2(rˆ, zˆ) =
 zˆ
−rˆ
 , ψˆ3(rˆ, zˆ) =
 −1 + zˆ
−rˆ
 . (1.118)
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Soit Th une subdivision (un maillage) du domaine d’étude en Nh triangles T. Une discréti-
sation conforme de U, noté Uh, peut ainsi être réalisée en considérant Uh dans l’espace de
dimension ﬁnie
Wh =
{
Uh ∈ H(rot, ω¯) : ∀T ∈ Th, Uh|T ∈ Rk′
}
. (1.119)
Ainsi, tous les élements de H(rot, ω) et leurs rotationnels en deux dimensions peuvent être
approchés de façon conforme par un polynôme Uh ∈ Rk′ déterminé localement sur un
triangle T par un élément ﬁni (T, P,Σ). Nous obtenons alors :
Uh ◦ FT =
N ′∑
j=1
βj (dFT)−T ψˆj (1.120)
et
rotUh ◦ FT =
N ′∑
j=1
βj
1
det dFT
ˆrot ψˆj (1.121)
où les ψˆj sont les fonctions de bases sur le triangle unitaire (par exemple celles déﬁnies en
(1.118)) et où les coeﬀcients complexes βj sont à déterminer.
1.5 Discrétisation par éléments finis d’ordre élevé
La méthode des éléments ﬁnis ﬁgure parmi les méthodes d’approximation les plus connues
et utilisées dans le domaine de la simulation numérique. Pourtant, son application s’avère
être délicate dans le cas de problèmes axisymétriques. Nous savons construire des espaces
éléments ﬁnis pour des inconnues dont l’espace de déﬁnition est un espace de Sobolev
classique mais pas directement pour les espaces X(n)(ω). C’est pourquoi nous nous sommes
eﬀorcés au paragraphe 1.3.2 de donner une déﬁnition équivalente des espaces X(n)(ω) faisant
intervenir des espaces de Sobolev plus classiques, à savoir les espaces H1 et H(rot).
Il reste cependant une diﬃculté liée à la présence de l’axe de révolution sur lequel le poids
r s’annule. L’objectif est de construire une approximation éléments ﬁnis qui prenne en
compte le mieux possible le comportement des champs au voisinage de cet axe. L’idée que
nous présentons dans cette section repose sur la construction de sous-espaces particuliers
des espaces déﬁnis dans le paragraphe 1.3.2, et dans lesquels nous sommes en mesure d’ap-
pliquer toute la théorie connue des méthodes d’éléments ﬁnis. Il y a néanmoins des risques
à faire cela, ces sous-espaces pourraient être trop petits pour garantir que le problème reste
bien posé. Cependant, pour limiter ces risques nous avons choisi de tenir compte du com-
portement connu des coeﬃcients de Fourier de la solution (supposée régulière) sur l’axe
de révolution pour construire ces sous-espaces. Les résultats numériques montreront par la
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suite que cette idée conduit à des résultats d’une grande précision et que nos choix sont
pertinents.
1.5.1 Méthode des éléments finis pour le mode zéro
Nous avons vu dans la sous-section 1.3.2 que l’espace X(0)(ω) pouvait être déﬁni à partir des
espaces fonctionnels H˜1(rot, ω) et H˜
1
−1(ω). Dans ces deux espaces, les opérateurs diﬀérentiels
sont classiques, mais la présence d’un poids en la mesure rdrdz et en r−1drdz nous conduit
à développer des méthodes particulières. On remarque d’abord que l’on a la
Propriété 1.6
Pour toute configuration du domaine méridien ω :
1. l’espace H(rot, ω) est un sous-espace de H˜1(rot, ω) ;
2. l’espace H˜
1
−1(ω) est un sous-espace de H
1(ω).
Le premier point de la Propriété-1.6 montre qu’une discrétisation par des éléments ﬁnis con-
formes dans H(rot, ω) permet également de déﬁnir une méthode conforme dans H˜1(rot, ω).
Le deuxième point est lui plus contraignant. Il montre qu’une discrétisation par des élé-
ments ﬁnis conformes dans H1(ω) ne permet pas de garantir que la méthode déﬁnie sera
conforme dans H˜
1
−1(ω).
Au voisinage de l’axe de révolution, nous savons que dans certains cas les composantes
des coeﬃcients de Fourier d’un champ électromagnétique ont un comportement en o(rδ)
pour un δ ﬁxé dépendant du mode. Il en va donc de même des inconnues subsidiaires U et
v associées aux coeﬃcients de Fourier de ce champ et données selon la Déﬁnition-1.4. C’est
une des raisons pour lesquelles nous allons exprimer U et v sous la forme particulière :
U = rα U˜ et v = rβ v˜ (1.122)
où,
1. α et β sont des paramètres à déterminer ;
2. U˜ et v˜ sont dans des espaces usuels à déﬁnir du type H(rot, ω) et H1(ω).
Dans ce but, nous allons constuire, à partir de ces nouvelles expressions de U et v, des
sous-espaces particuliers de H˜1(rot, ω) et H˜
1
−1(ω).
51
1.5. DISCRÉTISATION PAR ÉLÉMENTS FINIS D’ORDRE ÉLEVÉ
1.5.1.1 Construction d’un ensemble de sous-espaces de H˜1(rot, ω)
Considérons un élément w de H˜1(rot, ω) tel que
w =
 wr
wz
 . (1.123)
Nous supposons également w de la forme
w = rα w˜ (1.124)
où α ∈ Z est un paramètre et w˜ une fonction appartenant à un espace usuel, tous deux à
déterminer. Par déﬁnition de la norme induite sur l’espace H˜1(rot, ω) appliquée à w et par
application de la relation (1.124), nous obtenons, sous une écriture développée :∫
ω
r2α+1
[
| w˜ |2 +
(
α
r
)2
| w˜z |2 + | rot w˜ |2 +2α
r
w˜z rot w˜
]
dω+
∫
γ
r2α+1 | w˜ · τˆ |2 dγ <∞.
(1.125)
On vériﬁe alors aisément par le calcul le Lemme-1.3.
Lemme 1.3
L’espace fonctionnel Wα(ω) défini par
Wα(ω) =
{
w = rα w˜ où w˜ ∈ H(rot, ω), (w˜ · τˆ )|γp = 0 et ‖ w˜ · τˆ ‖L2(γ)< ∞
}
(1.126)
est un sous-espace de H˜1(rot, ω), pour tout paramètre α satisfaisant(
α = 0 ou α ≥ 1
2
)
. (1.127)
1.5.1.2 Construction d’un ensemble de sous-espaces de H˜
1
−1(ω)
Comme précédemment, nous considérons un élément w de H˜
1
−1(ω) que nous supposons de
la forme :
w = rβ w˜ (1.128)
où β ∈ Z est un paramètre et w˜ une fonction appartenant à un espace usuel, tous deux
à déterminer. Par déﬁnition de la norme induite sur l’espace H˜
1
−1(ω) appliquée à w et par
application de la relation (1.128), nous obtenons :∫
ω
r2β−1
(1 + β2
r2
)
| w˜ |2 + | ∇w˜ |2 +2β
r
 w˜
0
 · ∇w˜
 dω + ∫
γ
r2β−1 | w˜ |2 dγ <∞.
(1.129)
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L’inégalité (1.129) nous amène à envisager plusieurs possibilités pour le choix de l’espace
fonctionnel de w˜ et du paramètre entier relatif β qui permettent de conserver (1.129) :
1. si w˜ ∈ H1(ω) alors β doit être pris tel que β ≥ 3
2
;
2. si w˜ ∈ H1(ω) et (w˜)|γ0 = 0 alors β doit être pris tel que β ≥ 12 .
La première est assez naturelle et peut-être vériﬁée par simple calcul (inégalité de Cauchy-
Schwarz). Pour la seconde, nous utilisons la proposition établie par B. Mercier & G. Raugel
dans [26] dont nous rappelons l’énoncé dans la Proposition-1.2.
Proposition 1.2
Il existe une constante C > 0 telle que, pour tout u ∈ H1(ω) vérifiant u|γ0 = 0, on ait :(∫
ω
u2
r2
drdz
) 1
2
≤ C|u|H1(ω). (1.130)
Pour résumer, nous obtenons le Lemme-1.4.
Lemme 1.4
Les espaces fonctionnels V(1)β (ω) et V(2)β (ω)
V(1)β (ω) =
{
w = rβ w˜ où w˜ ∈ H1(ω) w˜|γp = 0
}
; (1.131)
V(2)β (ω) =
{
w = rβ w˜ où w˜ ∈ H1(ω), w˜|γ0∪γp = 0
}
(1.132)
1.5.1.3 Discrétisation par éléments finis
Prenons l’exemple du coeﬃcient de Fourier pour le mode n = 0 associé au champ électrique,
noté e0, tel que :
∀(r, z) ∈ ω, e0(r, z) =

e0r(r, z)
e0θ(r, z)
e0z(r, z)
 . (1.133)
Le résultat établi dans la sous-section 1.3.2, pour les inconnues subsidiairesU et v, associées
maintenant à e0 ∈ X(0)(ω), montre que :
U ∈ H˜1(rot, ω) et rv ∈ H˜1−1(ω). (1.134)
Comme nous avons supposé U et v sous la forme (1.122), nous allons utiliser les sous-
espaces Wα, V(1)β et V(2)β pour développer une méthode de discrétisation de U et v. Dans
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la suite, nous notons Uh et vh les discrétisations associées à U et v que nous choisissons
telles que :
1. Uh ∈ Wα(ω) ;
2. rvh ∈ V(1)β (ω) ou rvh ∈ V(2)β (ω).
où les paramètres α et β restent encore à déterminer. Il existe donc U˜h ∈ H(rot, ω) et
v˜h ∈ H1(ω) satisfaisant la relation
Uh = rα U˜h et rvh = rβ v˜h (1.135)
ainsi que des conditions de trace qui sont automatiquement vériﬁées pour des polynômes.
Par application des méthodes présentées dans la section 1.5 pour les inconnues discrètes
U˜h et v˜h, nous obtenons :
U˜h ∈ Rk et v˜h ∈ Pk′, (1.136)
où k ∈ N∗ et k′ ∈ N∗ sont des paramètres représentant l’ordre de la méthode des éléments
ﬁnis. L’écriture polynômiale de Uh et vh, à partir de (1.135) et (1.136), nous permet
d’observer que le choix des paramètres α et β a une inﬂuence directe sur le comportement
de Uh et vh sur l’axe de révolution. Il est par conséquent nécessaire de bien choisir ces
paramètres. Pour cela, nous allons exploiter la condition au limite développée dans la
sous-section 1.2.3
e0θ = e
0
r = 0 (1.137)
vériﬁée sur l’axe de révolution.
Choix du paramètre α
D’après le Lemme-1.3, nous savons que Wα(ω) est un sous-espace de H˜1(rot, ω) pour un
paramètre α tel que α = 0 ou α ≥ 1
2
. Comme U˜h est discrétisée par des polynômes de Rk,
choisir α ≥ 1
2
implique que
Uh −→
r−→0 0. (1.138)
Autrement dit, par déﬁnition de U et donc de Uh, nous obtenons
e0h,r −→r−→0 0 (1.139)
et
e0h,z −→r−→0 0. (1.140)
Or, la propriété limite (1.140) sur e0h,z peut poser problème. La solution physique recherchée
est connue pour être régulière et nous savons que dans ce cas, la composante e0h,z est non
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nécessairement nulle (voir sous-section 1.2.3). Le choix α > 1
2
est donc écarté aﬁn de
donner plus de liberté à la solution discrète e0h,z sur l’axe de révolution. Le choix restant,
qui consiste à prendre α = 0, ne présente pas cet inconvénient et sera par conséquent retenu
dans la méthode que nous proposons. Nous retrouvons là le point 1 de la Propriété-1.6.
Choix du paramètre β
A son tour, le Lemme-1.4 présente deux sous-espaces V(1)β (ω) et V(2)β (ω) de H˜
1
−1(ω) pour
diﬀérentes valeurs du paramètre entier relatif β. A priori, nous avons donc deux possibilités
de discrétisation pour rvh pour lesquelles v˜h est toujours discrétisé par des polynômes de
Pk′. Si nous développons les expressions polynomiales dans les deux cas, nous obtenons :
1. pour V(1)β ,
rvh = rβ
 ∑
i+j≤k′
cij r
i zj
 avec β ≥ 3
2
; (1.141)
2. pour V(2)β ,
rvh = rβ+1
 ∑
i+j≤k′−1
c′ij r
i zj
 avec β ≥ 1
2
(1.142)
qui est équivalent à
rvh = rβ
′
 ∑
i+j≤k′−1
c′ij r
i zj
 avec β ′ ≥ 3
2
(1.143)
où cij et c′ij sont des coeﬃcients complexes avec i, j ∈ N. Il apparaît donc que les formes
discrétisées de vh sont similaires. De plus, pour ces deux choix nous avons :
lim
r−→0 vh = 0 (1.144)
qui, par déﬁnition de v et donc de vh, donne dans les deux cas et pour toutes valeurs du
paramètre β
lim
r−→0 e
0
h,θ = 0. (1.145)
Du point de vue de la discrétisation, ce résultat montre qu’imposer la condition à la limite
v˜h = 0 sur l’axe de révolution, ce qui n’est a priori pas nécessaire, sera vériﬁé si on choisit
le paramètre β dans l’intervalle
[
1
2
, 3
2
[
. C’est pourquoi, nous avons choisi rvh dans l’espace
Vβ(ω) déﬁni par :  Vβ(ω) = V
(1)
β (ω) si β ≥ 32 , (1.146)
Vβ(ω) = V(2)β (ω) si 32 > β ≥ 12 . (1.147)
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Méthode de discrétisation
Nous avons choisi de prendre Uh et vh telles que :
Uh ∈ Wα(ω) et rvh ∈ Vβ(ω). (1.148)
Par déﬁnition de ces espaces, il existe U˜h et v˜h appartenant respectivement à H(rot, ω) et
H1(ω) vériﬁant :
Uh = rα U˜h et vh = rβ
′
v˜h. (1.149)
où β ′ = β − 1. Le principe est alors de discrétiser U˜h et v˜h par des méthodes des éléments
ﬁnis conformes correspondant à leurs espaces de déﬁnition H(rot, ω) et H1(ω) respective-
ment. Nous obtenons ainsi deux types de fonctions de bases notées :
– ~Ni associé à la première famille des éléments ﬁnis de Nédélec conformes dans H(rot, ω) ;
– Nj associé aux éléments ﬁnis de Lagrange conformes dans H1(ω) ;
où i et j sont les numéros des fonctions de bases des diﬀérentes méthodes. La discrétisation
de e0 ∈ X(0)(ω) peut alors être énoncée sous la forme e0h,r
e0h,z
 (r, z) = Nn∑
i=1
ai r
α ~Ni(r, z) et e0h,θ(r, z) =
Nl∑
j=1
bj r
β′ Nj(r, z), (1.150)
où,
1. Nn est le nombre de fonctions de base ~Ni et Nl le nombre de fonctions de base Nj ;
2. ai, bj sont les coeﬃcients complexes de la méthode des éléments ﬁnis à déterminer ;
3. les paramètres α et β ′ = β−1 de la méthode sont choisis en accord avec la Table-1.1.
Choix du paramètre α Choix du paramètre β ′ Condition à l’axe
|n| = 0 α = 0.0 β
′ ≥ 0.5 aucune
β ′ ∈ [−0.5, 0.5[ v˜h = 0
Table 1.1 – Choix des paramètres α et β ′ pour le mode n = 0
1.5.2 Méthode des éléments finis pour les modes non nuls
La sous-section 1.3.2 montre que l’espace X(n)(ω) peut être déﬁni à partir de l’espace
fonctionnel Y˜(ω). Comme précédemment, cet espace est décrit à partir d’opérateurs dif-
férentiels ordinaires mais la présence d’un poids en la mesure rdrdz et en r−1drdz nous
conduit à développer des méthodes particulières. A nouveau et pour les mêmes raisons,
nous cherchons les inconnues subsidaires sous la forme :
U = rα U˜ et v = rβ v˜ (1.151)
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où,
1. α et β sont des paramètres à déterminer ;
2. U˜ et v˜ sont dans des espaces usuels à déﬁnir du type H(rot, ω) et H1(ω).
A partir de ces nouvelles expressions de U et v, nous allons construire un sous-espace
particulier de X(n)(ω).
1.5.2.1 Construction d’un ensemble de sous-espaces de X(n)(ω)
Nous conservons ici la notation de U et v où (U, v) ∈ Y˜(ω). Par déﬁnition de la norme
induite sur l’espace Y˜(ω) et par application de la relation (1.151), nous obtenons, sous une
écriture développée :
∫
ω
r2α−1
(
| w˜ |2 +α2 | w˜z |2 +r2 | rotw˜ |2 +2αrw˜zrotw˜
)
dω < ∞, (1.152)
∫
ω
r2β+1
[1 + (β + 1)2] | v˜ |2 +r2 | ∇v˜ |2 +2(β + 1)r
 v˜
0
 · ∇v˜
 dω < ∞, (1.153)
∫
γ
r2β+1 | v˜ |2 dγ < ∞, (1.154)
et pour le terme croisé
∫
γ
rαU˜ · τˆ − (β + 1)rβ
 v˜
0
 · τˆ − rβ+1∇v˜ · τˆ
2 rdγ < ∞. (1.155)
Sur le même principe que le cas où n = 0, nous choisissons de prendre U˜ ∈ H(rot, ω) et
v˜ ∈ H1(ω) ainsi que les conditions de trace sur γ :
‖ U˜ · τˆ ‖L2(γ)< ∞ et ‖ ∇v˜ · τˆ ‖L2(γ)< ∞. (1.156)
Le développement de chacune des expressions et l’utilisation du théorème de Cauchy-
Schwarz montrent une nouvelle fois que le Lemme-1.5 est satisfait.
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Lemme 1.5
L’espace fonctionnel Z(n)α,β(ω) est un sous-espace de Y˜(ω), où
Z(n)α,β(ω) =

(U, v) ∈ L21(ω) : U = rα U˜, v = rβ v˜, U˜ ∈ H(rot, ω),
v˜ ∈ H1(ω), v˜|γp =
(
U˜ · τˆ
)
|γp
= 0
 (1.157)
pour tout paramètre α tel que
α ≥ 1
2
(1.158)
et pour tout paramètre β satisfaisant
β ≥ −1
2
. (1.159)
De plus, si on impose v˜ = 0 sur l’axe de révolution, nous avons une condition plus faible
pour le paramètre β :
β ≥ −3
2
. (1.160)
Remarque 1.7
La dépendance modale de l’espace Z(n)α,β(ω) est présente au niveau de la définition de
l’inconnue subsidiaire U comme présentée dans la Définition-1.5.
Nous allons maintenant utiliser ce sous-espace pour construire une méthode des éléments
ﬁnis conforme dans X(n)(ω). Dans l’objectif d’aﬃner le choix des paramètres α et β, nous
allons exploiter les conditions à l’axe déﬁnies dans la sous-section 1.2.3.
1.5.2.2 Discrétisation par éléments finis
Prenons l’exemple du coeﬃcient de Fourier pour un mode n ∈ Z∗ associé au champ élec-
trique, noté en, tel que :
∀(r, z) ∈ ω, en(r, z) =

enr (r, z)
enθ (r, z)
enz (r, z)
 . (1.161)
Sur le même principe que le mode de Fourier n = 0, nous supposons que la discrétisation
de ce coeﬃcient de Fourier (à n ﬁxé) est dans le sous-espace Z(n)α,β(ω) de X(n)(ω). Par
58
1.5. DISCRÉTISATION PAR ÉLÉMENTS FINIS D’ORDRE ÉLEVÉ
conséquent, les inconnues subsidiaires discrètes Uh et vh associées à enh sont telles que :
(Uh, vh) ∈ Y˜(ω) (1.162)
et
Uh = rα U˜h et vh = rβ v˜h. (1.163)
où U˜h ∈ H(rot, ω) et v˜h ∈ H1(ω), plus les conditions de trace, qui vont automatiquement
être vériﬁées pour des formes polynomiales. La méthode de discrétisation appliquée à U˜h
et v˜h est alors la même que dans le cas du mode n = 0 :
U˜h ∈ Rk et v˜h ∈ Pk′ (1.164)
où k ∈ N∗ et k′ ∈ N∗ sont des paramètres entiers représentant l’ordre de la méthode
des éléments ﬁnis. Reste alors à aﬃner le choix des paramètres α et β en utilisant le
comportement des coeﬃcients de Fourier sur l’axe de révolution. Choisir un paramètre α
en accord avec la description du Lemme-1.5, c’est-à-dire α ≥ 1
2
et U˜h ∈ Rk nous assure la
condition limite
Uh −→
r−→0 0. (1.165)
Les conditions sur l’axe de révolution n’étant pas les mêmes pour les modes |n| = 1 et
|n| > 1, nous allons pour chacun d’eux faire des choix distincts.
Choix des paramètres pour |n| = 1
Dans la section (1.2.3), nous avons montré que les coeﬃcients de Fourier vériﬁent sur l’axe
de révolution et pour |n| = 1 :
en=±1r = ∓en=±1θ et en=±1z = 0. (1.166)
Par déﬁnition de Uh et d’après la propriété à la limite sur l’axe de révolution (1.165), les
coeﬃcients de Fourier discrétisés sont tels que :
±
 e±1h,r
e±1h,z
+∇(r e±1h,θ) −→r−→0 0. (1.167)
soit,
±
 e±1h,r
e±1h,z
+
 e±1h,θ
0
+ r∇(e±1h,θ) −→r−→0 0. (1.168)
Pourvu que ∇(e±1h,θ) ait une limite ﬁnie sur l’axe de révolution, nous retrouvons la condition
limite (1.166) appliquée à la discrétisation du coeﬃcient de Fourier
±
 e±1h,r + e±1h,θ
e±1h,z
 −→
r−→0 0. (1.169)
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Il est donc important que e±1h,θ conserve une forme polynomiale et pour cela, par déﬁnition
de vh, il est nécessaire que β ≥ 0. Dans ce cas, imposer v˜ = 0 sur l’axe de révolution ne
paraît pas vraiment utile, voire trop restrictif. De plus, la condition (1.166) montre que la
composante e±1h,θ est non nécessairement nulle sur l’axe. Il faut donc éviter le cas où β > 0
qui reviendrait à obtenir, pour v˜h ∈ Pk′,
vh −→
r−→0 0 (1.170)
soit
e±1h,θ −→r−→0 0. (1.171)
Par conséquent, nous choisissons d’imposer que les paramètres réels α et β soient tels que :
pour n = ±1, α ≥ 1
2
et β = 0. (1.172)
Choix des paramètres pour |n| > 1
Dans le cas présent, les résultats de la section (1.2.3) montrent que les coeﬃcients de
Fourier vériﬁent sur l’axe de révolution les conditions suivantes :
enr = e
n
θ = e
n
z = 0. (1.173)
Nous ne développons pas les calculs, mais nous pouvons constater aisément que la discréti-
sation satisfait elle aussi les conditions (1.173) pour des paramètres α et β tels que :
α ≥ 1
2
et β > 0. (1.174)
Si, de plus, nous imposons la condition v˜h = 0 sur l’axe de révolution, alors le paramètre
β peut être choisi tel que :
β > −1. (1.175)
Dans l’objectif d’avoir un espace discret le plus complet possible, nous choisissons d’imposer
v˜h = 0 uniquement si le paramètre β ∈ ]− 1, 0].
Méthode de discrétisation
Les notations et les méthodes des éléments ﬁnis sont les mêmes que dans le cas n = 0
pour la discrétisation des inconnues U˜h et v˜h. La discrétisation de en ∈ X(n)(ω) peut être
énoncée sous la forme enh,r
enh,z
 (r, z) = 1
n
Nn∑
i=1
air
α ~Ni(r, z)−
Nl∑
j=1
bj ∇(rβ+1Nj)(r, z)
 (1.176)
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et
enh,θ(r, z) =
Nl∑
j=0
bjr
βNj(r, z), (1.177)
où,
– Nn est le nombre de fonctions de base ~Ni et Nl le nombre de fonctions de base Nj ;
– ai, bj sont les coeﬃcients complexes de la méthode des éléments ﬁnis à déterminer ;
– les paramètres α et β de la méthode sont choisis en accord avec la Table-1.2.
Choix du paramètre α Choix du paramètre β Condition à l’axe
|n| = 1 α ≥ 1
2
β = 0 aucune
|n| > 1 α ≥ 1
2
β > 0 aucune
β ∈]− 1, 0] v˜h = 0
Table 1.2 – Choix des paramètres α et β pour les modes |n| 6= 0
Remarque 1.8
Récemment, nous avons trouvé dans la littérature d’autres travaux réalisés par E.
A. Dunn & J-M Jin [23, 25] qui conduisent également à une méthode des éléments
finis d’ordre élevé. Dans leurs études, des fonctions de bases sont énoncées et leurs
définitions s’avèrent être proches des nôtres. La raison est simple, indépendament les
uns des autres, nous nous sommes tous appuyés sur l’idée proposée dans les travaux de
P. Lacoste & J. Gay [40], plus ou moins directement. Il est intéressant de voir comment
une même idée peut être déclinée différemment. Pour obtenir leur méthode, il nous
suffit de considérer une définition de U et v légèrement différente :
pour |n| = 0, U =
 e0r
e0z
 et v = e0θ ; (1.178)
pour |n| = 1, U =
 n enr + enθ
n enz
 et v = enθ ; (1.179)
pour |n| > 1, U =
 n enr
n enz
 et v = enθ . (1.180)
Les paramètres α et β sont alors choisis tels que :
pour |n| = 0, α = 0 et β = 0 ; (1.181)
pour |n| = 1, α = 1 et β = 0 ; (1.182)
pour |n| > 1, α = 1 et β = 0. (1.183)
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Nous retrouvons là des expressions familières pour certaines valeurs de α et β. Cepen-
dant, en reportant ces expressions dans la définition de la norme induite sur l’espace
X(n)(ω), nous avons constater qu’il n’était pas possible d’établir un résultat équivalent
à la Propriété-1.2. Par conséquent, cette méthode ne semble pas être suffisante pour
garantir le contrôle de la norme de l’espace X(n)(ω). Cependant, leurs résultats sont en
adéquation avec les nôtres.
1.5.3 Exemple de la méthode de plus bas degré
Considérons les méthodes des éléments ﬁnis de plus bas degré présentées dans la section
1.4. Les paramètres k et k′ déterminant l’ordre des méthodes sont choisis tels que :
k = 1 et k′ = 1. (1.184)
L’ensemble des deux types de degrés de liberté peut alors être représenté par la Figure-1.2.
D.D.L. méthode de Nédélec 2D
D.D.L. méthode de Lagrange 2D
Figure 1.2 – Représentation schématique des D.D.L. de la méthode de plus bas degré
Le principe de la méthode revient à discrétiser en premier lieu U˜h et v˜h à partir des
méthodes des éléments ﬁnis de Nédélec et de Lagrange. Les fonctions de base sont choisies
respectivement dans R1 et P1 dont nous rappelons la déﬁnition :
R1 =
p(r, z) =
 γ1 − γ3z
γ2 + γ3r
 : γ1, γ2, γ3 ∈ R
 , (1.185)
et
P1 = {p(r, z) = γ4 + γ5r + γ6z : γ4, γ5, γ6 ∈ R} . (1.186)
Par déﬁnition des inconnues subsidiaires U et v, nous sommes alors en mesure d’énoncer
simplement les méthodes des éléments ﬁnis conformes dans X(n)(ω) et ce, pour tout n ∈ Z.
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Propriété 1.7 (Eléments finis à 6 degrés de liberté pour le mode |n| = 0)
Soit P l’espace des polynômes p de la forme :
p(r, z) =

rα (γ1 − γ3z)
rβ
′
(γ4 + γ5r + γ6z)
rα (γ2 + γ3r)
 . (1.187)
L’ensemble des degrés de liberté locaux Σ est constitué des formes linéaires suivantes :
∀i ∈ {1, 2, 3}, σSi : P −→ R
p 7−→
∫
Si
r−α
 pr
pz
 · τˆ dSi (1.188)
∀i ∈ {1, 2, 3}, σi : P −→ R
p 7−→
(
r−β
′
pθ
)
(ri, zi) (1.189)
Le triplet (T,P,Σ) est un élément fini conforme dans X(0)(ω) à 6 degrés de liberté.
Propriété 1.8 (Eléments finis à 6 degrés de liberté pour les modes |n| 6= 0)
Soit P l’espace des polynômes p de la forme :
p(r, z) =

n−1
(
rα (γ1 − γ3z)− rβ ((β + 1)(γ4 + γ6z) + (β + 2)r γ5)
)
rβ (γ4 + γ5r + γ6z)
n−1
(
rα (γ2 + γ3r)− rβ+1 γ6
)
 . (1.190)
L’ensemble des degrés de liberté locaux Σ est constitué des formes linéaires suivantes :
∀i ∈ {1, 2, 3}, σSi : P −→ R
p 7−→
∫
Si
r−α
n
 pr
pz
+∇(r pθ)
 · τˆ dSi (1.191)
∀i ∈ {1, 2, 3}, σi : P −→ R
p 7−→
(
r−β pθ
)
(ri, zi) (1.192)
Le triplet (T,P,Σ) est un élément fini conforme dans X(n)(ω) à 6 degrés de liberté.
L’obtention des méthodes d’ordre plus élevé s’eﬀectue sur le même principe. Dans la pra-
tique, nous déﬁnissons les Nn+Nl fonctions de bases de la méthode d’éléments ﬁnis, notées
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par exemple
ϕi(r, z) =

ϕi,r(r, z)
ϕi,θ(r, z)
ϕi,z(r, z)
 (1.193)
comme suit :
pour |n| = 0
 ~ϕi,t = rα ~Ni et ϕi,θ = 0 si 1 ≤ i ≤ Nn ;~ϕi,t = 0 et ϕi,θ = rβ′ Nj si Nn + 1 ≤ i ≤ Nn +Nl ; (1.194)
pour |n| 6= 0
 ~ϕi,t =
1
n
rα ~Ni et ϕi,θ = 0 si 1 ≤ i ≤ Nn ;
~ϕi,t = − 1n∇(rβ+1Nj) et ϕi,θ = rβ
′
Nj si Nn + 1 ≤ i ≤ Nn +Nl ;
(1.195)
où j = i−Nn et, pour simpliﬁer l’énoncé,
~ϕi,t =
 ϕi,r
ϕi,z
 . (1.196)
Nous n’en faisons pas la démonstration mais il est facile de voir que ces fonctions sont, par
construction, les fonctions de bases de ces éléments ﬁnis.
1.6 Applications et résultats numériques
Nous allons considérer dans cette section deux applications importantes. La première con-
siste à déterminer les fréquences de résonance d’une cavité électromagnétique recouverte
d’une couche de conducteur parfait. Elle a fait l’objet de nombreuses études parmi lesquelles
nous pouvons citer les travaux de A. Buﬀa et al. [1], de M. F. Wong [45] ou encore de N.
V. Venkatarayalu [63, 62]. Les deux derniers traitent plus particulièrement des objets à
symétrie de révolution. Enﬁn, dans une deuxième application nous allons résoudre un pro-
blème de diﬀraction d’ondes planes par des objets à symétrie de révolution. Nous utilisons
pour cela une condition aux limites absorbante de plus bas degré énoncée par exemple par
A. Oumansour [50] ou encore M. Sesques [59].
1.6.1 Problème de cavités résonantes
Dans une grande partie des applications de notre méthode, la solution du problème en
3D requiert une synthèse de Fourier sur tous les modes. Par conséquent, il peut s’avérer
être assez diﬃcile de valider une méthode éléments ﬁnis mode par mode (précision, con-
vergence). Cependant, nous allons voir qu’estimer les fréquences de résonance d’une cavité
électromagnétique (axisymétrique) recouverte d’une couche de conducteur parfait, nous
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permet de tester la méthode sur chacun des modes de Fourier.
Notre objectif est de trouver un nombre d’onde noté k non nul et un vecteur propre
non identiquement nul (encore noté E) associé à la valeur propre k2, solution du système
d’équations suivant
(Pr)
{
rot(µ−1r rotE)− k2εr E = 0 dans Ω, (1.197a)
E× n = 0 sur Γ, (1.197b)
La fréquence associée au nombre d’onde k solution du problème (Pr) est alors appelée
fréquence de résonance. Sous une forme variationnelle, nous obtenons alors, pour tout
champ test Et, le problème aux valeurs propres suivant,∫
Ω
{
µ−1r rotE · rotEt − k2 εr E · Et
}
= 0. (1.198)
Pour des matériaux sans pertes, ce problème est connu (Théorème-4.18 de [47]) pour ad-
mettre un ensemble inﬁni discret de valeurs propres {kj}j∈N telles que :
0 < k0 ≤ k1 ≤ ..., et lim
j−→∞
kj =∞. (1.199)
En général, une condition div(εr E) = 0 est imposée dans Ω pour assurer qu’il y ait un
nombre ﬁni de solutions linéairement indépendantes du problème (Pr) quand k = 0. Elle
est également imposée quand la méthode de discrétisation utilise des éléments ﬁnis de
Lagrange aﬁn d’éviter la présence de « modes parasites » dans le spectre de résonance.
Une comparaison entre une méthode de « divergence-free constraint » et un cas parti-
culier de notre méthode de discrétisation a été publié par N. V. Venkatarayalu [63] en
2009. Elle montre que notre méthode n’engendre pas de modes parasites et qu’elle conduit
à des résultats précis avec un ordre de convergence préservé pour tous les modes de Fourier.
En utilisant les résultats développés dans ce chapitre, nous pouvons montrer simplement
que résoudre la formulation (1.198) revient à résoudre, pour tout n ∈ Z,∫
ω
{
µ−1r rotn e
n · rotn en,t − k2 εr en · en,t
}
r dω = 0. (1.200)
L’estimation numérique d’une partie du spectre des valeurs propres {kj}j∈N, nous conduit
alors à résoudre pour tous les modes de Fourier un problème aux valeurs propres tel que :
KX − λM X = 0 (1.201)
où les matrices symétriques réelles K et M sont déﬁnies par :
Kij =
∫
ω
µ−1r rotn e
n
i · rotn enj r dω et Mij =
∫
ω
εr eni · enj r dω (1.202)
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Le spectre de résonance en 3D s’obtient alors par union de tous les spectres de résonance
obtenus à partir de (1.201) pour tout n ∈ Z. Une synthèse de Fourier sur les vecteurs
propres de (1.201), associés à une même valeur propre, permet d’obtenir également chacun
des vecteurs propres 3D.
Dans la suite, nous prenons pour exemple le cas d’un cylindre de rayon a = 150 mm
et de hauteur h = 294 mm recouvert d’une couche de conducteur parfait. Les fréquences
de résonance, noté fr, de cet objet sont connues analytiquement pour un diélectrique (cf.
A. Ishimaru [33] Sec.4-14) et sont données par la formule suivante
2π fr ε
1
2
r
c
=
(
k2ρnl + k
2
zp
) 1
2 (1.203a)
où kρnl et kzp sont des coeﬃcients tels que :
Jn(kρnl a) = 0 , kzp =
pπ
h
, n ∈ N , p ∈ N pour le mode TM (1.203b)
J ′n(kρnl a) = 0 , kzp =
pπ
h
, n ∈ N , p ∈ N∗ pour le mode TE (1.203c)
Les résultats numériques sont obtenus en utilisant l’algorithme de la « puissance itérée »
et une méthode de « shift » pour résoudre le problème aux valeurs propres (1.201). Pour
plus de détails sur ces algorithmes, nous renvoyons le lecteur au livre de K. Bathe et E.
Wilson [6] par exemple.
1.6.1.1 Influences des paramètres α et β
La Table-1.1 et la Table-1.2 présentent les diﬀérentes possibilités de choix de valeurs pour
les paramètres α et β. Nous allons donc étudier ici l’inﬂuence de ces paramètres sur l’esti-
mation numérique de plusieurs fréquences de résonance. Pour chacun des modes de Fourier,
nous utilisons ces résultats expérimentaux pour déterminer des paramètres α et β permet-
tant d’assurer la stabilité et la précision de la méthode.
Tout d’abord, nous considérons le cas du mode de Fourier n = 0 et nous estimons
numériquement quelques solutions du problème aux valeurs propres pour ce mode. Nous
rappelons que les paramètres ont été choisis de sorte que le paramètre α soit toujours nul
(α = 0) et que le paramètre β ′ vériﬁe
β ′ ≥ 1
2
si aucune condition sur l’axe ; (1.204)
β ′ ∈ [−1
2
,
1
2
[ si v˜h = 0 sur l’axe. (1.205)
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Le fait que le paramètre α doit être nul est vériﬁé dans toutes nos simulations. Pour une
valeur diﬀérente de ce paramètre, nous avons pu constater que l’algorithme ne donne que
des estimations erronées (voire aucune convergence) des fréquences de résonance que nous
souhaitions obtenir. Il est par conséquent nécessaire que le paramètre α soit nul. Pour
le paramètre β ′, nous allons utiliser une méthode éléments ﬁnis de plus bas degré pour
diﬀérentes valeurs du paramètre β ′ et pour diﬀérentes fréquences.
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Figure 1.3 – Estimation de fréquences de résonance pour le mode 0 à l’ordre R1-P1
La Figure-1.3 représente les résultats obtenus pour plusieurs fréquences de résonance.
Comme nous le pensions, les résultats pour une fréquence valant 1322.082769 Mhz et
1590.228745 Mhz conﬁrment que le paramètre β ′ a une grande inﬂuence sur les estimations
numériques. Si la valeur du paramètre β ′ est trop grande alors l’estimation des fréquences
de résonance devient de plus en plus incorrecte. Dans les deux cas, nous pouvons constater
que les résultats sont bien plus précis pour une valeur du paramètre β ′ avoisinant 0. C’est
pourquoi cette valeur sera retenue dans la suite de cette thèse. Préalablement à l’étude de
convergence, nous pouvons également constater l’amélioration de toutes les estimations de
fréquences de résonance par raﬃnement de maillage.
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Cependant, quand nous regardons les deux autres fréquences de la Figure-1.3, nous pouvons
constater que le paramètre β ′ n’inﬂuence nullement leur estimation numérique. L’origine
de ce comportement se trouve dans le découplage de la discrétisation en deux inconnues
subsidiaires U et v indépendante l’une de l’autre pour ce mode de Fourier. En eﬀet, dans
une conﬁguration de numérotation des degrés de liberté idéale, le problème aux valeurs
propres (1.201) peux s’énoncer de façon équivalente sous la forme :
 KU˜ 0
0 K v˜
 XU˜
X v˜
− λ
 M U˜ 0
0 M v˜
 XU˜
X v˜
 = 0 (1.206)
Autrement dit, nous avons deux problèmes aux valeurs propres indépendants à résoudre :
(
KU˜ − λM U˜
)
XU˜ = 0 (1.207a)(
K v˜ − λM v˜
)
X v˜ = 0 (1.207b)
Nous pensons que les valeurs propres pour le mode n = 0 dont l’estimation numérique
est indépendante de la valeur du paramètre β ′ viennent du problème (1.207a). En eﬀet,
le paramètre β ′ sert à déﬁnir la discrétisation de v et il intervient uniquement dans le
problème (1.207b). La preuve consiste à regarder le vecteur propre associé et à voir que
les coeﬃcients associés aux degrés de liberté de v sont tous nuls. N’étant pas dans une
telle conﬁguration de numérotation, regarder localement chacun de ces coeﬃcients est fas-
tidieux, c’est pourquoi nous admettrons ce résultat qui apparaît comme naturel.
Considérons maintenant le cas du mode de Fourier n = 1. Nous rappelons que les paramètres
α et β doivent être choisis tels que :
α ≥ 1
2
et β = 0 (1.208)
sans aucune condition sur l’axe. Le choix β = 0 est un choix que nous avons fait pour
que la solution discrète vériﬁe une certaine condition sur l’axe de révolution, il est donc
important d’en vériﬁer la validité.
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Figure 1.4 – Estimation d’une fréquence de résonance pour un paramètre α ﬁxé en
fonction du paramètre β (mode n = 1)
La Figure-1.4 montre, par exemple pour une fréquence de résonance de 1176.735887 Mhz,
que ce choix est le plus « stable » vis-à-vis de l’autre paramètre α. Deux discrétisations
géométriques sont considérées :
1. à gauche, hi = 11.505 mm, hc = 24.376 mm, rt = 0.476023 ;
2. à droite, hi = 05.735 mm, hc = 12.045 mm, rt = 0.472029.
où hi est le rayon moyen des cercles inscrits à un triangle, hc celui des cercles circonscrits
et enﬁn rt le ratio moyen du rapport hi/hc sur chacun des triangles.
La Figure-1.5 montre, pour β = 0, les résultats obtenus pour plusieurs fréquences de
résonance sur des maillages similaires à ceux du mode n = 0. Contrairement au cas précé-
dent, les discrétisations des composantes enr et e
n
z du champ électrique dépendent à la fois
de celle de U et de v. Il s’en suit une variation de l’estimation des fréquences de réso-
nance en fonction du paramètre α. Les résultats obtenus montrent, comme pour le mode
n = 0, qu’un paramètre trop important induit une estimation numérique de moins en
moins précise. Dans certains cas, nous avons même constaté quelques instabilités dans les
calculs ainsi que des problèmes de convergence. C’est pourquoi choisir le paramètre α tel
que α = 1
2
nous a semblé être un choix convenable, et qui plus est, le minimum théorique
admissible.
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Figure 1.5 – Estimation de fréquences de résonance pour le mode 1 à l’ordre R1-P1
Enﬁn, nous considérons les modes de Fourier tels que |n| > 1. Dans le cas présent, les
paramètres α et β sont choisis de sorte que le paramètre α vériﬁe
α ≥ 1
2
(1.209)
et {
β > 0 si aucune condition sur l’axe ; (1.210)
β ∈ [−1, 0] si v˜h = 0 sur l’axe. (1.211)
La Figure-1.6 présente diﬀérentes estimations de fréquences de résonance réalisées pour des
paramètres α et β variables. Les discrétisations géométriques utilisées sont les mêmes que
celles décrites pour la Figure-1.4. Il est intéressant de constater qu’un couple de paramètres
(α, β) de la méthode vériﬁant β ∈ [0, βstab] où :
βstab =
(n− 1)
2
pour tout n ∈ N∗, (1.212)
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semble conduire au résultat les plus stables vis-à-vis de l’autre paramètre α.
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Figure 1.6 – Estimation d’une fréquence de résonance pour un paramètre α ﬁxé en
fonction du paramètre β (mode n > 1) - partie 1
Nous remarquons également qu’au delà de cette valeur limite les estimations deviennent
globalement instables et que l’erreur relative a tendance à augmenter pour tout choix de
valeur du paramètre α. Le cas où β < 0 présente le même défaut mais seulement si les
valeurs du paramètre α sont trop élevées. La zone la plus stable et qui assure un maximum
de précision correspond à l’intervalle [0, βstab] indiqué par ←→ sur les diﬀérentes ﬁgures.
Nous vériﬁons alors cette interprétation sur les autres modes de Fourier pour lesquels nous
regardons l’estimation d’une fréquence de résonance. Les résultats sont présentés sur la
Figure-1.7.
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Figure 1.7 – Estimation d’une fréquence de résonance pour un paramètre α ﬁxé en
fonction du paramètre β (mode n > 1) - partie 2
Cette étude de l’inﬂuence des paramètres α et β est la dernière réalisée dans cette thèse.
Nous avons ainsi pu généraliser la méthode présentée par P. Lacoste & J. Gay dans [40]
ainsi que celle présentée par E. A. Dunn & J-M. Jin dans [25, 23]. Mais nous n’avons pas eu
le temps de tenir compte de ces derniers résultats pour les tests présentés dans les chapitres
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suivants. Pour la suite de notre travail, nous avons choisi de prendre les paramètres α et β
en accord avec la Table-1.3.
Mode de Fourier Choix du paramètre α Choix du paramètre β ′ Condition à l’axe
|n| = 0 α = 0 β ′ = 0 v˜h = 0
|n| = 1 α = 1 β = 0 aucune
|n| > 1 α = 1 β = 0 v˜h = 0
Table 1.3 – Synthèse du choix des paramètres de discrétisation α et β pour les diﬀérents
mode de Fourier
Il serait maintenant intéressant de regarder leur inﬂuence sur les résultats présentés dans
le reste de cette thèse. Une possibilité serait de choisir la valeur des paramètres α et β en
fonction du mode de Fourier : par exemple, β = βstab. Un autre point reste à étudier et
consiste à évaluer la stabilité de ces choix pour des ordres de la méthode des éléments ﬁnis
plus importants. Cependant, par manque de temps, nous en restons aux choix de la Table-
1.3 qui respecte la zone de stabilité présentée et qui correspondent aux choix personnels
faits au début de cette thèse.
1.6.1.2 Convergence de la méthode E.F. d’ordre élevé
Nous considérons ici plusieurs maillages et plusieurs méthodes des éléments ﬁnis et nous
regardons l’inﬂuence du raﬃnement de maillage par rapport à la montée en ordre dans la
méthode des éléments ﬁnis.
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Figure 1.8 – Comparaison montée en ordre et raﬃnement de maillage pour l’estimation
de fréquences de résonance
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Il est important de noter que l’axe des ordonnées est inversé uniquement pour des raisons
de présentation : plus les barres de l’histogramme sont élevées, moins l’erreur relative sur
l’estimation d’une fréquence de résonance est importante. Dans les deux cas, les résultats
sont ceux escomptés : la convergence est réalisée aussi bien par raﬃnement de maillage
que par augmentation de l’ordre de la méthode des éléments ﬁnis. De plus, nous pouvons
observer que l’utilisation de la méthode d’ordre élevé permet d’obtenir une meilleure préci-
sion que le raﬃnement de maillage pour un nombre de degrés de liberté moins important ;
c’est le cas par exemple de la méthode R2-P2. Pour l’ordre R3-P3, l’augmentation de la
précision n’est pas signiﬁcative car nous avons atteint les limites de la précision de l’algo-
rithme. Même avec un maillage ﬁn à l’ordre R1-P1 (205 001 d.d.l) nous n’avons pas pu
atteindre cette précision.
Bien-sûr chaque cas est unique, la précision des résultats varie toujours en fonction de la
nature de l’objet (forme, matériaux, etc ...), du mode des séries de Fourier et des fréquences
à estimer. Toutefois, cet exemple illustre très bien l’excellent comportement de la méthode
des élements ﬁnis d’ordre élevé et l’eﬀet du raﬃnement de maillage que nous avons pu
constater dans toutes nos simulations.
1.6.2 Problème de diffraction d’ondes planes - C.L.A. d’ordre 0
Pour faire le lien avec la suite des chapitres de cette thèse, nous considérons dans cette
application un problème de diﬀraction d’ondes planes traité par une condition aux lim-
ites absorbante (C.L.A.) de plus bas degré. Nous renvoyons le lecteur au Chapitre-2 et
au Chapitre-3 pour la description du problème de diﬀraction d’ondes planes et pour les
diﬀérentes notations. Dans la suite, nous considérons des objets sphériques parfaitement
conducteurs recouvert d’une couche d’air plus ou moins importante. Le système d’équations
associé à ce problème est le suivant :
rotE− ikZ0µrH = 0, dans Ω (1.213a)
rotH+ ikY0εr E = 0, dans Ω (1.213b)
E× n = 0, sur Γp (1.213c)(
µ−1r rotE
)
× n− ikET = g, sur Γ (1.213d)
où g est un champ de vecteurs tangent à Γ tel que :
g =
(
µ−1r rotE
i
)
× n− ik
(
Ei
)
T
. (1.213e)
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Dans ce type d’application, la grandeur physique que l’on cherche généralement à es-
timer est la Surface Equivalente Radar (S.E.R.) qui caractérise la furtivité d’un objet (voir
Annexe-C). Son estimation nécessite de connaître les courants électromagnétiques en tout
point d’une surface englobant l’objet d’étude. Dans le cas présent, après la résolution nous
disposons de l’information pour le courant magnétique (M = E×n) sur la frontière artiﬁ-
cielle sur laquelle est imposée la C.L.A.. Il nous faut donc reconstruire le courant électrique
(J = n×H) sur cette même surface. Pour cela, nous allons utiliser la condition aux limites
absorbantes (1.213d) utilisée pour ce problème :
Z0 (H× n)− n× (E× n) = Z0
(
Hi × n
)
− n×
(
Ei × n
)
. (1.214)
Ceci peut être reformulé en terme de courant surfacique :
J = −Y0 n×M−
(
Hi × n
)
+ Y0 n×
(
Ei × n
)
. (1.215)
A partir des décompositions en séries de Fourier des courants électromagnétiques en trois
dimensions, nous pouvons déﬁnir la valeur des coeﬃcients de Fourier pour le courant élec-
trique en fonction de ceux du courant magnétique et des champs incidents. Pour tout n ∈ Z
un mode de Fourier, les coeﬃcients de Fourier du courant électrique sont déterminés par
la relation : 
jnθ = −Y0m−nrz +
 hi,−nr
hi,−nz
 · τˆ + Y0 (ei,nθ ) (1.216)
jnrz = +Y0m
−n
θ −
(
hi,−nθ
)
+ Y0
 ei,nr
ei,nz
 · τˆ (1.217)
où τˆ est le vecteur unitaire tangent à la surface.
Il est important de noter qu’utiliser la condition aux limites absorbante pour déterminer le
courant électrique revient à calculer la S.E.R. à partir des courants déﬁnis sur la frontière
où cette condition est imposée. Ce n’est pas vraiment le meilleur choix car c’est là que nous
sommes supposés commettre le plus d’erreur et par conséquent l’estimation numérique de
la S.E.R. perd en précision. Pour assurer la précision de l’estimation, il serait intéressant
de calculer les courants sur la frontière de l’objet. Cependant, cela reste plus complexe à
mettre en oeuvre et inutile pour mettre en avant l’eﬃcacité de la méthode. L’intérêt de
cette C.L.A. réside dans la connaissance de la solution analytique des courants surfaciques
et de la S.E.R. associée, pour un objet sphérique parfaitement conducteur recouvert d’une
couche régulière d’air. Il est donc inutile d’éloigner la frontière artiﬁcielle de l’objet pour
obtenir des solutions physiquement admissibles car nous n’étudions pas ici l’eﬃcacité de
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cette condition aux limites. Nous allons maintenant illustrer la méthode des éléments ﬁnis
d’ordre élevé que nous proposons sur une telle conﬁguration.
Données de la sphère :
1. r = 0.245m pour le rayon de l’objet parfaitement conducteur ;
2. d = 0.005m pour l’épaisseur de la couche d’air.
Paramètres de la simulation :
1. la fréquence de l’onde incidente est de 8 Ghz puis 12 Ghz ;
2. l’angle d’incidence de l’onde est de 45 degrés (voir Annexe-B).
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Figure 1.9 – Ordre de convergence pour des fréquences de 8 Ghz à gauche et 12 Ghz à
droite
En supposant que le maillage soit adapté à la fréquence de l’onde, nous avons pu constater
dans la pratique que l’ordre de convergence des méthodes est quasiment identique à l’ordre
des méthodes illustrées à partir de la Figure-1.9. Autrement dit, pour une méthode d’ordre
Rk-Pk nous avons une convergence pour les courants en o(hk) avec k ∈ {1, 2, 3}.
Considérons maintenant un objet identique éclairé par une onde plane dont l’angle d’inci-
dence est de 0 degré et regardons la signature radar dans toutes les directions. La Figure-
1.10 et la Figure-1.12 présentent la convergence de l’estimation numérique de la S.E.R.
pour des fréquences de 8 Ghz et 12 Ghz.
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Figure 1.10 – Etude de l’estimation numérique de la S.E.R. pour une fréquence de 8
Ghz et pour un angle d’incidence de 0 degré
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Figure 1.11 – Etude de l’estimation numérique de la S.E.R. pour une fréquence de 12
Ghz et pour un angle d’incidence de 0 degré
Nous déﬁnissons dans ce cas l’erreur relative sous la forme :
e =
√√√√∑ | σi − σ˜i |2∑ | σi |2 . (1.218)
où σi est la S.E.R. analytique pour le iième angle d’observation et σ˜i son estimation
numérique. Notons que jusque là les résultats présentés sont associés à la polarisation dite
transverse électrique (TE) de l’onde incidente. Dans le cas de la polarisation dite transverse
magnétique (TM) les résultats sont similaires mais il semble que la polarisation TE soit la
plus « sensible » au raﬃnement de maillage et à l’ordre élevé des méthodes.
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Figure 1.12 – Evolution de l’erreur relative en fonction du nombre de degré de liberté
pour des fréquences de 8 Ghz et 12 Ghz respectivement
Remarque 1.9
Les résultats de convergence pour le calcul de la S.E.R. ont été réalisés avec un angle
d’incidence de 0 degré uniquement pour simplifier l’étude. En général, nous avons pu
constater que, pour toute valeur de l’incidence, le comportement de la convergence de
l’estimation est le même.
Sur ces deux exemples d’applications, il apparaît comme indéniable que la méthode des
éléments ﬁnis d’ordre élevé conduit à des résultats d’une grande précision aussi bien pour
le calcul des courants électromagnétiques que celui de la surface équivalente radar.
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Conclusion
Dans ce premier chapitre, nous nous sommes intéressés à la résolution d’un problème de
cavité électromagnétique pour des géométries à symétrie de révolution. Pour résoudre ce
problème nous avons choisi d’exploiter la formulation variationnelle présentée par P. Monk
dans [47] qui est connue pour être la méthode la plus adaptée pour traiter des objets
complexes. Nous avons alors présenté une forme de développement en série de Fourier des
champs électromagnétiques qui permet la réduction du problème posé en 3D à un ensemble
dénombrable de problèmes posés sur un domaine 2D dit méridien.
Nous avons montré que le développement d’une méthode des éléments ﬁnis n’était pas
chose aisée par une approche directe. En étudiant les espaces de Sobolev à poids asso-
ciés aux diﬀérents coeﬃcients de Fourier et en utilisant leurs comportements sur l’axe de
révolution, nous avons contourné cette diﬃculté. La méthode d’approximation que nous
proposons peut ainsi être considérée comme une généralisation de la méthode présentée
par P. Lacoste & J. Gay [40]. Elle a l’avantage de permettre non seulement l’adaptation
de la méthode au comportement de la solution, mais également de permettre l’utilisation
de toute la culture éléments ﬁnis existante sur les espaces usuels H(rot, ω) et H1(ω).
Enﬁn, nous avons comparé la méthode des éléments ﬁnis pour diﬀérentes valeurs des
paramètres α et β aﬁn de déterminer celles qui assurent la précision et la stabilité des
résultats ainsi que la validité des choix faits pendant le développement de la méthode. Fi-
nalement, nous avons appliqué la méthode sur diﬀérents types de problématiques qui ont
permis d’illustrer l’intérêt et la précision de la méthode d’éléments ﬁnis d’ordre élevé.
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Chapitre 2
Un problème extérieur - Diffraction
d’ondes planes par un objet
parfaitement conducteur
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Introduction
C
e chapitre est consacré à l’étude de problèmes de diﬀraction d’ondes planes par des
objets parfaitements conducteurs ayant une propriété d’invariance par rotation. Une
des diﬃcultés de ce problème est qu’il est généralement posé sur un domaine non borné.
Le milieu extérieur à l’objet étant supposé homogène, nous savons que la méthode des
équations intégrales permet de réduire le problème à un domaine borné. L’estimation des
champs électromagnétiques solutions à l’extérieur de ce domaine est alors exacte si cer-
taines quantités surfaciques le sont. Longtemps étudiée, cette méthode a fait l’objet de
nombreux articles parmis lesquels nous pouvons citer les travaux de références de J.R.
Mautz et R.F. Harrington [35, 36].
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D
ans une première section, nous présentons le problème modèle et la méthode des
équations intégrales (section-2.1) qui nous permettent d’énoncer trois types de for-
mulations variationnelles en trois dimensions (section-2.2). Puis, comme au Chapitre-1,
nous développons les éléments théoriques nécessaires à la considération de la symétrie de
révolution de la surface (section-2.3) aﬁn d’obtenir un ensemble dénombrable de formu-
lations posées sur la génératrice de cette surface (section-2.4). Nous présentons alors la
méthode d’éléments ﬁnis d’ordre élevé que nous avons développée pour résoudre notre
problème de diﬀraction (section-2.5). Enﬁn, à partir de résultats numériques (section-2.6),
nous montrons des résultats de convergence et de précision de la méthode pour diﬀérentes
applications.
2.1 Description du problème modèle
2.1.1 Présentation du problème de diffraction
Soit ωp un domaine borné contenu dans R2+, appelé domaine « méridien » et assimilé à un
noyau parfaitement conducteur. La frontière de ce domaine est une nouvelle fois notée γp et
est déﬁnie telle que γp = ∂ωp\{r=0}. Le domaine extérieur, noté ωc, est supposé homogène
isotrope et composé d’air.
Ωp
Ωc
z
Γp
z
y
x
(a) En 3D pour le domaine axisymétrique
ωp
ωc
z
γp
z
r
(b) En 2D pour le domaine méridien
Figure 2.1 – Représentation schématique des domaines 3D & 2D méridien
Comme pour le Chapitre-1, nous considérons Ωp et Ωc comme étant les domaines à symétrie
de révolution de R3 obtenus par rotation de ωp et ωc autour de l’axe (Oz) d’équation r = 0.
De même, la frontière Γp est déﬁnie par rotation de γp. Le domaine Ωp représente l’objet par-
faitement conducteur et Ωc le domaine de propagation. La Figure-2.1 illustre ces notations.
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Dans ce chapitre, nous focalisons notre étude sur les problèmes de diﬀraction d’ondes élec-
tromagnétiques par un objet parfaitement conducteur Ωp. Nous supposons dans la suite
que les ondes oscillent avec une seule fréquence et par conséquent que :
∀ (x, t) ∈ Ωc ×R, E(x, t) = R(E(x)e−iωt) et H(x, t) = R(H(x)e−iωt) (2.1)
La propagation des ondes est alors décrite par le système des équations de Maxwell en
régime harmonique,
(P )

rotE− ikZ0H = 0, dans Ωc (2.2a)
rotH+ ikY0E = 0, dans Ωc (2.2b)
E× n = 0, sur Γp (2.2c)
lim
|x|−→∞
|x|
(
|Ed + Z0 x|x| ×H
d|
)
= 0, (2.2d)
où les champs électromagnétiques se décomposent en la somme d’une partie incidente et
d’une partie diﬀractée,
E = Ei + Ed et H = Hi +Hd. (2.3)
Pour prendre en compte précisément le comportement des champs électromagnétiques dans
le domaine extérieur, nous avons choisi d’utiliser la méthode des équations intégrales.
Cette méthode est devenue depuis de nombreuses années la méthode de référence pour
la résolution de problèmes en domaine non borné supposé homogène. Comme nous allons
le voir, elle est essentielle pour des applications en furtivité et nous allons maintenant en
rappeler les principaux résultats.
2.1.2 La méthode des équations intégrales
La méthode que nous allons décrire dans cette sous-section est assez courante aujourd’hui
et repose sur une hypothèse d’homogénéité du domaine dans lequel nous souhaitons l’appli-
quer. Le principe consiste à développer des formules permettant de connaître la valeur des
solutions dans tout le domaine en fonction uniquement de la connaissance d’informations
déterminées sur le bord de ce domaine. L’avantage est que la simulation en domaine non
borné est ainsi ramenée à la détermination de quantités surfaciques. Le domaine de calcul
est ainsi réduit à l’essentiel. Cependant, nous allons voir que cette méthode induit une
complexité des formules de représentations (2.6) et (2.7) ainsi qu’une importante diﬃculté
numérique pour l’évaluation des noyaux de Green (2.10). Ce dernier point fait l’objet du
Chapitre-4 dans lequel nous verrons que la qualité des résultats est fortement dépendante
de l’estimation numérique des noyaux.
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Ω−
Ω+
n
S
Figure 2.2 – Déﬁnition des domaines
Dans un souci de généralité, nous considérons maintenant de nouvelles notations (Figure-
2.2). Soit Ω− un domaine borné dont le complémentaire Ω+ dans R3 est supposé homogène
et constitué d’air (µr = εr = 1). Considérons un couple de champs (E±,H±) solution des
équations de Maxwell harmoniques dans Ω± qui est la superposition d’un champ diﬀracté
et d’un champ incident (Ei,Hi). Notons également J le saut du courant électrique et M le
saut du courant magnétique à la traversée de la frontière S entre les deux domaines.
J := [n×H]S =
(
n×H−
)
|S −
(
n×H+
)
|S (2.4)
M := [E× n]S =
(
E− × n
)
|S −
(
E+ × n
)
|S (2.5)
Les formules de représentations intégrales, dites de « Stratton-Chu », nous permettent
alors de déterminer la solution (E,H) dans R3\S en fonction des sauts des courants élec-
tromagnétiques J et M sur S. Pour x ∈ R3\S, l’énoncé de ces formules est le suivant :
E(x) = Ei(x) + iZ0 T˜J(x) + K˜M(x) (2.6)
H(x) = Hi(x) + iY0 T˜M(x)− K˜J(x) (2.7)
où les opérateurs intégraux sont donnés par les formules :
T˜J(x) =
∫
S
{
kG(x,y)J(y) +
1
k
grad
x
G(x,y) divSy J(y)
}
dSy (2.8)
K˜M(x) =
∫
S
{
grad
y
G(x,y)×M(y)
}
dSy (2.9)
et où le noyau de Green et son gradient sont déﬁnis par :
G(x,y) =
eik|x−y|
4π|x− y| et gradx G(x,y) =
eik|x−y|
4π|x− y|2 (ik|x− y| − 1) (x− y) (2.10)
Pour plus de détails, le lecteur pourra consulter par exemple les ouvrages de D. Colton et
R. Kress [19, 20] sur lesquels nous avons souvent pris appui.
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En passant à la limite vers un point x de la frontière, nous pouvons construire les traces des
équations (2.8) et (2.9) sur S. Pour cela, nous utilisons le fait que les potentiels de simple
et double couches, T˜ et K˜, sont respectivement continus et discontinus à la traversée de la
frontière S. Pour tout x ∈ S, nous avons :
lim
y −→ x
y ∈ Ω±
n(x)×
(
T˜J(y)× n(x)
)
= TJ(x), (2.11)
lim
y −→ x
y ∈ Ω±
n(x)×
(
K˜J(y)× n(x)
)
= KJ(x)± 1
2
(n× J) (x), (2.12)
où les potentiels de surfaces notés T et K sont déﬁnis par :
TJ(x) =
∫
S
kG(x,y)J(y) dSy + 1
k
grad
Sx
(∫
S
G(x,y) divSy J(y) dSy
)
, (2.13)
KJ(x) =
∫
S
grad
y
G(x,y)× J(y) dSy. (2.14)
Finalement, nous obtenons en tout point x ∈ S les formules de traces dans Ω± :
(E)±T = E
i
T (x) + iZ0(TJ)T (x) + (KM)T (x)±
1
2
(n×M) (x), (2.15)
(H)±T = H
i
T (x) + iY0(TM)T (x)− (KJ)T (x)∓
1
2
(n× J) (x). (2.16)
Pour tout point x ∈ S, l’opérateur (·)±T désigne la trace tangentielle extérieure (+) et
intérieure (−) sur la surface S déﬁnie par
( f )±T = lim
y −→ x
y ∈ Ω±
n(x)× ( f (y)× n(x)) .
Pour résoudre notre problème de diﬀraction d’ondes par des conducteurs parfaits, nous al-
lons étudier maintenant quelques méthodes courantes qui utilisent ces formules de représen-
tations intégrales.
2.2 Méthode variationnelle
Dans la littérature, il existe de nombreuses méthodes d’équations intégrales pour résoudre
le système d’équations (2.2a)-(2.2d). Le principe de ces méthodes consiste à choisir un
prolongement de la solution dans Ω− en imposant une condition aux limites particulière.
Généralement, le prolongement est choisi comme étant nul de sorte que les sauts J et M
puissent être identiﬁés (à une constante multiplicative près) comme le courant électrique
et magnétique sur la frontière S. Dans cette idée, nous allons étudier les trois méthodes
les plus connues pour réaliser un tel prolongement.
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2.2.1 Méthode de type Electric Field Integral Equation - EFIE
Dans cette méthode, nous imposons une condition particulière à la trace tangentielle du
champ électrique dans Ω− sous la forme :
(E)−T = 0 sur S. (2.17)
Le problème aux limites correspondant dans Ω− s’énonce alors comme suit :
rotE− ikZ0H = 0, dans Ω− (2.18a)
rotH+ ikY0E = 0, dans Ω− (2.18b)
(E)−T = 0, sur S (2.18c)
Ce système d’équations admet une solution unique (E,H) = (0, 0) dans Ω− pourvu que le
nombre d’onde ne soit pas associé à une fréquence de résonance de ce même problème (cf.
[20]). Hormis pour de telles fréquences, les sauts des courants à la traversée de la frontière
se réduisent alors à :
J = −
(
n×H+
)
|S et M = −
(
E+ × n
)
|S (2.19)
En utilisant la formule de représentation (2.15) et la condition aux limites (2.17) nous
obtenons l’équation
EiT (x) + iZ0(TJ)T (x) + (KM)T (x)−
1
2
(n×M) (x) = 0 sur S, (2.20)
qui peut se reformuler
EiT (x)− iZ0(TJ+)T (x)− (KM+)T (x) +
1
2
(
n×M+
)
(x) = 0 sur S (2.21)
où
J+ =
(
n×H+
)
|S et M
+ =
(
E+ × n
)
|S . (2.22)
De plus, dans le cas présent, nous choisissons la frontière S de telle sorte qu’elle coïncide
avec la frontière extérieure du conducteur parfait Γp. Par conséquent, il s’en suit queM+ =
0 sur S. Finalement, l’équation (2.21) se réduit à :
iZ0(TJ+)T (x) = EiT (x) sur Γp. (2.23)
L’application des méthodes de Galerkin nous permet alors d’énoncer l’équivalent de l’équa-
tion (2.23) sous une forme variationnelle donnée par la Déﬁnition-2.1.
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Définition 2.1 (Formulation EFIE)
Trouver J ∈ H− 12 (divΓp ,Γp) tel que, pour tout J t ∈ H−
1
2 (divΓp ,Γp), on ait :
iZ0
∫
Γp
(TJ)(x) · J t(x) dΓp,x =
∫
Γp
Ei(x) · J t(x) dΓp,x (2.24)
oùH−
1
2 (divΓp ,Γp) peut par exemple être défini comme l’espace image de l’espace H(rot,Ωp)
par l’application de trace (· × n).
Remarque 2.1
Par abus, nous conservons la notation J au lieu de J+ dans le seul but de ne pas alourdir
l’énoncé de la formulation variationnelle.
Le problème intérieur (2.18a)-(2.18c) n’admettant pas une unique solution pour certaines
fréquences, il est connu que la formulation variationnelle (2.24) associée à la méthode EFIE
n’a également pas de solution unique pour ces mêmes fréquences de résonance. De plus, nous
savons que les courants parasites engendrés par cette absence d’unicité ne rayonnent pas à
l’inﬁni, c’est-à-dire que les champs lointains générés par ces courants sont identiquements
nuls. Par conséquent, pour des études en furtivité radar, cette inconvénient n’est donc
théoriquement pas gênant puisqu’il n’inﬂuence pas les estimations de surface équivalente
radar (S.E.R.). Cependant, d’un point de vue numérique il n’est pas possible d’évaluer
parfaitement ces courants. C’est pourquoi, cette dernière propriété est vériﬁée seulement
si les courants parasites sont évalués par une méthode très précise. Dans le cas contraire,
au voisinage de chacune de ces fréquences de résonance les résultats sont perturbés. Nous
illustrerons ce phénomène numérique dans la section (2.6). Remarquons aussi que cette
formulation présente l’avantage d’être symétrique et qu’elle peut être employée pour des
problèmes avec une frontière ouverte. Les coûts d’assemblage, de stockage et de résolution
sont par conséquent fortement réduits, ce qui peut être très intéressant selon les applications
considérées.
2.2.2 Méthode de type Magnetic Field Integral Equation - MFIE
Une autre méthode consiste à imposer une condition à la trace tangentielle du champ
magnétique dans Ω− sous la forme :
n× (H)−T = 0 sur S. (2.25)
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Nous obtenons alors un problème aux limites dans Ω− déﬁni par :
rotE− ikZ0H = 0, dans Ω− (2.26a)
rotH+ ikY0E = 0, dans Ω− (2.26b)
n× (H)−T = 0, sur S (2.26c)
Comme pour le cas précédent, ce système admet une solution unique (E,H) = (0, 0) dans
Ω− sauf pour les fréquences de résonance de ce problème. Nous obtenons également, à
partir de la formule de représentation (2.16) appliquée à la condition (2.25), l’équation
(n×Hi)(x) + iY0(n× (TM))(x)− (n× (KJ))(x)− 12J(x) = 0 sur S. (2.27)
Sachant que J− = 0, M− = 0 et S = Γp (d’où M+ = 0), nous pouvons conclure que
l’équation (2.27) se réduit à :
(n× (KJ+))(x) + 1
2
J+(x) = −(n×Hi)(x) sur S. (2.28)
L’écriture variationnelle de cette équation peut donc être énoncée sous la forme donnée
par la Déﬁnition-2.2.
Définition 2.2 (Formulation MFIE)
Trouver J ∈ H− 12 (divΓp,Γp) tel que, pour tout J t ∈ H−
1
2 (divΓp ,Γp), on ait :
−
∫
Γp
(KJ)(x) ·
(
n× J t
)
(x) dΓp,x+
1
2
∫
Γp
J(x) ·J t(x) dΓp,x =
∫
Γp
Hi(x) ·
(
n× J t
)
(x) dΓp,x
(2.29)
Remarque 2.2
Là encore, nous gardons la notation J au lieu de J+ afin de simplifier l’énoncé de la
formulation variationnelle.
Comme pour la formulation de type EFIE, nous avons un problème d’unicité de la solu-
tion pour les fréquences de résonance du problème intérieur (2.26a)-(2.26c). Cependant,
contrairement à la formulation EFIE, les courants parasites de cette méthode rayonnent à
l’inﬁni. La résolution numérique est par conséquent beaucoup plus sensible à ces fréquences
même avec des méthodes numériques précises. De plus, elle ne peut pas être utilisée pour
la résolution de problèmes avec une frontière ouverte car elle nécessite de pouvoir déﬁnir la
normale. En comparaison avec la méthode EFIE, nous pouvons également constater que
le système matriciel est non symétrique et que les coûts de résolution sont plus importants.
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Cette méthode n’est jamais vraiment utilisée seule pour des applications industrielles mais
il est nécessaire de la connaître pour présenter la méthode qui combine les méthodes EFIE
et MFIE. Elle est généralement connue sous le nom de Combined Field Integral Equation
et nous allons en rappeler le principe.
2.2.3 Méthode de type Combined Field Integral Equation - CFIE
L’idée de cette dernière méthode consiste à décaler le spectre des fréquences de résonance
dans le plan complexe en fonction d’un paramètre α ∈ C. Dans ce but, nous imposons une
condition aux limites, combinaison des deux précédentes, telle que :
α
Z0
(E)−T + (1− α) n× (H)−T = 0 sur S (2.30)
où α est tel que Re( α
1−α) > 0. Le problème aux limites associé dans Ω
− est alors :
rotE− ikZ0H = 0, dans Ω− (2.31a)
rotH+ ikY0E = 0, dans Ω− (2.31b)
α
Z0
(E)−T + (1− α) n× (H)−T = 0, sur S (2.31c)
En utilisant l’équation de Maxwell harmonique du second ordre en E puis en H dans Ω−,
nous pouvons montrer que ce système admet une unique solution (E,H) = (0, 0) pour
toute fréquence réelle et Re( α
1−α) > 0. De façon analogue aux deux méthodes précédentes,
nous obtenons :
iα(TJ+)T (x)− (1− α)
[
(n×KJ+) + 1
2
J+
]
(x) =
α
Z0
EiT (x) + (1− α)(n×Hi)(x). (2.32)
Finalement, la formulation variationnelle est donnée par la Déﬁnition-2.3.
Définition 2.3 (Formulation CFIE)
Trouver J ∈ H− 12 (divΓp,Γp) tel que, pour tout J t ∈ H−
1
2 (divΓp ,Γp), on ait :
iα
∫
Γp
TJ(x) · J t(x) dΓp,x + (1− α)
[∫
Γp
KJ(x) ·
(
n× J t
)
(x) dΓp,x − 12
∫
Γp
J(x) · J t(x) dΓp,x
]
= α Y0
∫
Γp
Ei(x) · J t(x) dΓp,x − (1− α)
∫
Γp
Hi(x) ·
(
n× J t
)
(x) dΓp,x (2.33)
Remarque 2.3
Une dernière fois, nous utilisons à nouveau la notation J au lieu de J+ pour ne pas
alourdir l’énoncé de la formulation variationnelle.
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Nous pouvons constater que cette méthode ne peut pas être appliquée pour des objets
dont la frontière est ouverte à cause de sa partie MFIE. De plus, cette méthode repose
sur l’équation (2.30) qui est mathématiquement mal posée dans le sens où nous faisons la
sommation de deux éléments appartenant à des espaces distincts, duaux l’un de l’autre :
1. (E)−T ∈ H−
1
2 (rotΓp ,Γp) ;
2. n× (H)−T ∈ H−
1
2 (divΓp ,Γp) .
C’est pourquoi il n’existe pas de résultat théorique sur la convergence des méthodes de
discrétisation associées à une formulation de type CFIE. Cependant, la garantie d’une
solution unique (pour toute fréquence réelle) fait que cette méthode est aujourd’hui la plus
utilisée dans les applications industrielles.
Nous venons d’énoncer les méthodes les plus connues et utilisées pour résoudre un pro-
blème de diﬀraction. Chacune de ces méthodes a ses avantages et ses inconvénients. La
section suivante présente les éléments théoriques qui permettent d’introduire la propriété
d’invariance par rotation dans chacune d’elle.
2.3 L’invariance par rotation en surface
Dans le Chapitre-1, nous avons montré comment réduire un problème de Maxwell 3D
posé en une formulation volumique, en un ensemble dénombrable de problèmes 2D. Pour
cela, nous avons traduit les opérateurs diﬀérentiels cartésiens en coordonnées cylindriques
et développé nos inconnues en série de Fourier. Dans cette section, nous allons suivre un
principe similaire pour, par exemple, réduire les formulations variationnelles de type EFIE,
MFIE et CFIE à des formulations posées sur la génératrice (1D) de la frontière de l’objet.
2.3.1 Définition d’un repère local à la surface
Nous avons précédemment déﬁni une base orthonormée directe {rˆ, θˆ, zˆ} pour le système
des coordonnées cylindriques. L’utilisation des équations intégrales nécessite de déﬁnir un
repère local à une surface. Considérons un point de coordonnées cylindriques (r, θ, z) et
l’abscisse curviligne s le long de la génératrice de cette surface, par exemple γp. Ce repère
est noté (τˆrz, τˆθ, τˆn) et forme une base orthonormée directe dont chacun des vecteurs est
déﬁni par :
τˆrz = η−1

∂sr cos θ
∂sr sin θ
∂sz
 , τˆθ =

− sin θ
cos θ
0
 , τˆn = η−1

−∂sz cos θ
−∂sz sin θ
∂sr
 , (2.34)
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où η =
√
(∂sr)
2 + (∂sz)
2. La Table-2.1 représente les produits scalaires entre base cylin-
drique et base surfacique dont nous aurons besoin par la suite.
· τˆrz τˆθ τˆn
rˆ η−1 ∂sr 0 −η−1 ∂sz
θˆ 0 1 0
zˆ η−1 ∂sz 0 η−1 ∂sr
Table 2.1 – Produits scalaires entre base cylindrique et base surfacique
2.3.2 Expression des opérateurs surfaciques
Les équations intégrales font intervenir des opérateurs surfaciques qui doivent être déﬁnis
dans un repère local à la surface. Nous rappelons tout d’abord que les opérateurs surfaciques
sont déﬁnis par :
gradΓ v = grad v˜ − (n · grad v˜) n, (2.35)
divΓ u = div u˜− [Jac(u˜)]n · n, (2.36)
rot Γ v = gradΓ v × n. (2.37)
où u˜ et v˜ sont les prolongements par zéro dans R3 des inconnues surfaciques u et v. Ensuite,
en utilisant la Table-2.1, nous pouvons déﬁnir le gradient et le rotationnel surfaciques dans
la base {τˆrz, τˆθ, τˆn} par
gradΓ v =
(
η−1 ∂sv
)
τˆrz +
(1
r
∂θv
)
τˆθ, (2.38)
rot Γ v =
(1
r
∂θv
)
τˆrz −
(
η−1 ∂sv
)
τˆθ. (2.39)
L’expression de la divergence surfacique s’obtient alors en utilisant la formule de Stokes
(cf. F. Le Louër [43]), ∫
Γ
(gradΓ v · u) dΓ +
∫
Γ
v. divΓ u dΓ = 0. (2.40)
Après développement des expressions intégrales, nous obtenons simplement que
divΓ u =
1
r
[
η−1∂s(r urz) + ∂θuθ
]
. (2.41)
Nous allons voir maintenant une décomposition modale de ces diﬀérents opérateurs.
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2.3.3 Série de Fourier des champs tangents
L’utilisation des équations intégrales requiert de manipuler des champs de vecteurs tan-
gents à une surface. Comme pour les champs de vecteurs utilisés dans les formulations
volumiques des équations de Maxwell (Chapitre-1), nous avons besoin de décomposer les
champs de vecteurs tangents en série de Fourier aﬁn de prendre en considération la pro-
priété d’invariance par rotation de l’objet. La Déﬁnition-2.4 énonce le développement que
nous avons choisi d’exploiter dans la base locale à la surface (τˆrz, τˆθ, τˆn).
Définition 2.4 (Série de Fourier des courants surfaciques)
Soit v un champ de vecteurs tangent à une surface Γ dont la génératrice par révolution
est paramétrée par une abscisse curviligne notée « s ». Dans la base {τˆrz, τˆθ, τˆn} , locale
à cette surface, le champ de vecteurs v admet un développement en série de Fourier :
v(r(s), θ, z(s)) =
 v0rz(s)
v0θ(s)
+ ∑
n∈N∗
 vnrz(s) cosnθ
vnθ (s) sinnθ
+
 v−nrz (s) sinnθ
v−nθ (s) cosnθ
 (2.42a)
Pour tout n ∈ Z, on note
vn(s) =
 vnrz(s)
vnθ (s)
 . (2.42b)
Le champ de vecteurs vn représente le nieme « harmonique » ou « mode » de Fourier
du développement (2.42a).
Propriété 2.1
Soit u un champ de vecteurs défini dans Ω et v un champ de vecteurs tangent à
une surface Γ définis à partir de la Définition-1.3 et de la Définition-2.4. Notons γ la
génératrice par révolution de la frontière Γ et supposons que :
v = (u× n)Γ (2.43a)
Pour tout n ∈ Z et sous ces hypothèses, les coefficients de Fourier vérifient :
vnrz = (u
-n
θ )γ et v
n
θ = −
 u-nr
u-nz
 · τˆ

γ
(2.43b)
où τˆ est le vecteur unitaire tangent à la génératrice γ,
τˆ = η−1 [∂sr, ∂sz]
T . (2.43c)
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Les champs de vecteurs tangents utilisés dans la suite sont déﬁnis comme la trace des
champs électromagnétiques. Il est donc utile de connaître les relations entre les coeﬃcients
des diﬀérents développements en séries de Fourier. La Propriété-2.1 présente ces relations
pour tous les modes de Fourier. Comme nous le verrons plus tard, cette propriété est à
l’origine de la méthode d’éléments ﬁnis que nous allons développer pour résoudre les formu-
lations variationnelles réduites. En utilisant la déﬁnition de la divergence surfacique (2.41)
et le développement en série de Fourier que nous venons d’énoncer (2.42a), nous obtenons
la Propriété-2.2.
Propriété 2.2
Soit v un champ de vecteurs tangent à une surface Γ dont la génératrice par révolution
est notée γ. Supposons que v soit décomposé en série de Fourier selon la Définition-2.4.
La divergence surfacique de ce champ admet alors le développement suivant :
divΓ v = divaxi, γ v0 +
∑
n∈N∗
divaxi, γ v n cosnθ +
∑
n∈N∗
divaxi, γ v-n sinnθ (2.44a)
où pour tout n ∈ Z, on a :
divaxi, γ v n =
1
r
(
η−1∂s(r vnrz) + n v
n
θ
)
. (2.44b)
Remarque 2.4
Dans la Propriété-2.1, nous avons présenté les relations entre coefficients de Fourier
d’un champ et ceux d’un courant associé. Cette relation semble introduire un lien entre
les modes de Fourier n et −n mais il est important de noter que c’est juste un choix
de notation. Nous voulions qu’un mode n représente la partie symétrique et −n la
partie antisymétrique de tout développement en série de Fourier. Cette relation fait
simplement apparaître la transformation de la partie symétrique d’un champ en la
partie antisymétrique du champ tangent associé via l’opérateur de trace (· × n).
2.4 Formulation variationnelle réduite
L’invariance par rotation induit une décomposition modale des opérateurs intégraux. Dans
cette section, nous allons tout d’abord présenter la décomposition modale de chacune des
formes intervenant dans les formulations variationnelles de type EFIE, MFIE et CFIE.
Puis, nous énonçons les formulations variationnelles réduites associées aux formulations
variationnelles présentées dans la section-2.2.
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2.4.1 Décompositions modales des opérateurs intégraux
Considérons les formes bilinéaires associées aux opérateurs intégraux :
AT (U,V) :=
∫
Γx
TU(x) ·V(x) dΓx, (2.45)
AK (U,V) :=
∫
Γx
KU(x) ·V(x) dΓx, (2.46)
AS (U,V) :=
∫
Γx
U(x) ·V(x) dΓx, (2.47)
dans lesquelles les champs tangents U et V sont choisis comme J ou encore n × J. Nous
commençons par introduire plusieurs déﬁnitions et notations. Tout d’abord, notons γ la
génératrice associée à la surface Γ comme le support de l’inconnue U, et σ cette même
génératrice mais associée aux supports des fonctions tests V de la méthode variationnelle.
Ces deux frontières sont toutes deux paramétrées par une abscisse curviligne notée respec-
tivement sγ et sσ. Notons alors :

rγ := r(sγ)
zγ := z(sγ)
cosγ := η−1γ ∂srγ
sinγ := η−1γ ∂szγ
et

rσ := r(sσ)
zσ := z(sσ)
cosσ := η−1σ ∂srσ
sinσ := η−1σ ∂szσ
(2.48)
La décomposition modale des opérateurs intégraux est alors réalisée en utilisant le développe-
ment en série de Fourier (2.42a) et la Table-2.2 des produits scalaires entre les bases locales
des frontières γ et σ,
· τˆσrz τˆσθ τˆσn
τˆγrz cosγcosσ cosφ+ sinγsinσ cosγ sin φ −cosγsinσ cosφ+ sinγcosσ
τˆγθ −cosσ sin φ cosφ sinσ sin φ
τˆγn −sinγcosσ cosφ+ cosγsinσ −sinγ sin φ sinγsinσ cosφ+ cosγcosσ
Table 2.2 – Produits scalaires entre bases locales
ainsi que les relations trigonométriques (2.49a) à (2.49d), entre l’angle θ pour la frontière
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γ et l’angle θ′ pour la frontière σ, obtenues en posant φ = θ − θ′.
∫ 2π
0
∫ θ+2π
θ
cosnθ. cosn′θ′ dθ dθ′ = +
∫ π
−π
cosnφ dφ (2.49a)∫ 2π
0
∫ θ+2π
θ
cosnθ. sinn′θ′ dθ dθ′ = −
∫ π
−π
sin nφ dφ (2.49b)∫ 2π
0
∫ θ+2π
θ
sin nθ. cosn′θ′ dθ dθ′ = +
∫ π
−π
sin nφ dφ (2.49c)∫ 2π
0
∫ θ+2π
θ
sinnθ. sinn′θ′ dθ dθ′ = +
∫ π
−π
cosnφ dφ (2.49d)
2.4.1.1 Décomposition modale de AT
Par déﬁnition de l’opérateur intégral T (2.13), nous savons que la forme bilinéaire AT se
développe comme suit :
AT =
∫
Γx
∫
Γy
kG(x,y)U(y) ·V(x) dΓx dΓy
+
1
k
∫
Γx
gradΓx
(∫
Γy
G(x,y) divΓy U(y) dΓy
)
·V(x) dΓx.
Une formule de Green sur la deuxième intégrale simpliﬁe l’expression de AT sous la forme :
∫
Γx
∫
Γy
G(x,y)
{
kU(y) ·V(x)− 1
k
divΓy U(y). divΓx V(x)
}
dΓy dΓx (2.50)
Considérons maintenant que les champs tangents U et V sont développés en séries de
Fourier selon la Déﬁnition-2.4. L’idée consiste à substituer les inconnues par leurs développe-
ments après être passé aux coordonnées cylindriques dans les intégrales (2.50). La simpli-
ﬁcation à un ensemble dénombrable de problèmes 2D s’obtient en utilisant la Table-2.2
et les équations (2.49a)-(2.49d). Par des calculs simples mais fastidieux, nous obtenons le
résultat :
AT(U,V) =
∑
n∈Z
AnT(un,vn). (2.51)
Les formes bilinéaires modales AnT sont déﬁnies par :
AnT(un,vn) =
2∑
i=0
∫ 1
0
∫ 1
0
k bTi [u
n
γ ,v
n
σ](sγ , sσ) Φ
n,k
i (sγ , sσ) rγrσηγησ dsγdsσ
−
∫ 1
0
∫ 1
0
1
k
bT3 [u
n
γ ,v
n
σ](sγ , sσ) Φ
n,k
0 (sγ, sσ) rγrσηγησ dsγdsσ (2.52)
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où,
bT0 [u
n,vn](sγ, sσ) := (cosγcosσ + sinγsinσ) unrz(sγ) v
n
rz(sσ) + u
n
θ (sγ) v
n
θ (sσ) (2.53a)
bT1 [u
n,vn](sγ, sσ) := (cosγcosσ) unrz(sγ) v
n
rz(sσ) + u
n
θ (sγ) v
n
θ (sσ) (2.53b)
bT2 [u
n,vn](sγ, sσ) := (cosγ) unrz(sγ) v
n
θ (sσ) + (cosσ) u
n
θ (sγ) v
n
rz(sσ) (2.53c)
bT3 [u
n,vn](sγ, sσ) := divaxi, γ un(sγ). divaxi, σ vn(sσ) (2.53d)
et où les fonctions modales simples Φn,ki sont telles que :
Φn,k0 (rγ , zγ, rσ, zσ) := +
∫ π
0
Gk(R(rγ, zγ , rσ, zσ, φ)) cosnφ dφ (2.54)
Φn,k1 (rγ , zγ, rσ, zσ) := +
∫ π
0
Gk(R(rγ, zγ , rσ, zσ, φ)) cosnφ (cos φ− 1) dφ (2.55)
Φn,k2 (rγ , zγ, rσ, zσ) := −
∫ π
0
Gk(R(rγ , zγ, rσ, zσ, φ)) sin nφ sin φ dφ (2.56)
avec, pour x ∈ R,
Gk(x) =
eikx
4πx
(2.57)
et la fonction R est donnée par :
R(rγ, zγ , rσ, zσ) =
√
(zσ − zγ)2 + r2γ + r2σ − 2rγrσ cosφ. (2.58)
Remarque 2.5
Par simple relation trigonométrique, il est aisé de montrer que certaines relations entre
fonctions modales sont vérifiées :
Φn,k1 =
1
2
(
Φn+1,k0 + Φ
n−1,k
0
)
− Φn,k0 ; (2.59a)
Φn,k2 =
1
2
(
Φn+1,k0 − Φn−1,k0
)
. (2.59b)
Ces relations sont d’un très grand intérêt car elles ramènent l’évaluation numérique des
fonctions modales simples à la seule fonction modale Φn,k0 .
2.4.1.2 Décompositon modale de AK
Par déﬁnition de l’opérateur intégral K (2.14), la forme bilinéaire AK se développe comme
suit :
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AK =
∫
Γx
∫
Γy
grad
y
G(x,y)×U(y) ·V(x) dΓy dΓx. (2.60)
La méthode est parfaitement similaire à celle énoncée pour la décomposition modale de
AK et nous donne :
AK (U,V) =
∑
n∈Z
AnK (un,vn) . (2.61)
Les formes bilinéaires modales AnK sont déﬁnies par :
AnK
(
un,v−n
)
= −
2∑
i=0
∫ 1
0
∫ 1
0
bKi [u
n,v−n](sγ, sσ) Ψ
n,k
i (sγ, sσ) rγrσηγησ dsγdsσ (2.62)
où,
bK0 [u
n,v−n](sγ , sσ) := (sinσ(rσ − rγ)− cosσ(zσ − zγ)) unθ (sγ) v−nrz (sσ)
+ (sinγ(rγ − rσ) + cosγ(zσ − zγ)) unrz(sγ) v−nθ (sσ) (2.63a)
bK1 [u
n,v−n](sγ , sσ) := (sinσrσ − cosσ(zσ − zγ)) unθ (sγ) v−nrz (sσ)
+ (sinγrγ + cosγ(zσ − zγ)) unrz(sγ) v−nθ (sσ) (2.63b)
bK2 [u
n,v−n](sγ , sσ) := (sinσcosγrσ − sinγcosσrγ − cosγcosσ(zσ − zγ)) unrz(sγ) v−nrz (sσ)
+ (zσ − zγ) unθ (sγ) v−nθ (sσ) (2.63c)
et où les fonctions modales doubles Ψn,ki sont telles que :
Ψn,k0 (rγ, zγ , rσ, zσ) = +
∫ π
0
G′k(R(rγ , zγ, rσ, zσ, φ)) cosnφ dφ (2.64)
Ψn,k1 (rγ, zγ , rσ, zσ) = +
∫ π
0
G′k(R(rγ , zγ, rσ, zσ, φ)) cosnφ (cosφ− 1) dφ (2.65)
Ψn,k2 (rγ, zγ , rσ, zσ) = −
∫ π
0
G′k(R(rγ, zγ , rσ, zσ, φ)) sin nφ sin φ dφ (2.66)
où, pour x ∈ R, le gradient du noyau de green est déﬁni par :
G′k(x) =
eikx(ikx− 1)
4πx3
=
1
x
∂
∂x
(
eikx
x
)
(2.67)
et la fonction R est donnée par :
R(rγ , zγ, rσ, zσ) =
√
(zσ − zγ)2 + r2γ + r2σ − 2rγrσ cosφ (2.68)
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Remarque 2.6
A nouveau, par simple relation trigonométrique, nous avons que certaines relations
entre fonctions modales sont vérifiées :
Ψn,k1 =
1
2
(
Ψn+1,k0 +Ψ
n−1,k
0
)
−Ψn,k0 ; (2.69a)
Ψn,k2 =
1
2
(
Ψn+1,k0 −Ψn−1,k0
)
. (2.69b)
Ces relations sont utiles car elles ramènent également l’évaluation numérique des fonc-
tions modales doubles à la seule fonction modale Ψn,k0 .
2.4.1.3 Décompositon modale de AS
Rappelons que cette forme bilinéaire est déﬁnie par :
AS =
∫
Γx
U(x) ·V(x) dΓx. (2.70)
Encore une fois, la méthode est la même, bien que plus simple que les précédentes. Nous
obtenons :
AS(U,V) =
∑
n∈Z
AnS(un,vn). (2.71)
où les formes bilinéaires modales AnS sont déﬁnies par :
AnS(un,vn) =
∫ 1
0
(unrz.v
n
rz + u
n
θ .v
n
θ ) rγηγ dsγ . (2.72)
2.4.2 Enoncé des formulations réduites
Nous venons de déﬁnir la décomposition modale des formes bilinéaires associées aux opéra-
teurs intégraux. Nous pouvons donc énoncer simplement les formulations variationnelles
réduites de type EFIE, MFIE et CFIE. Mais avant toute chose, il est important de
bien choisir l’espace fonctionnel sur lequel nous allons poser ces formulations. Pour cela,
commençons par rappeler que le courant électrique J est déﬁni comme
J = (n×H)|Γ (2.73)
et que l’opérateur de trace (· × n) vériﬁe la Propriété-2.3.
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Propriété 2.3
L’application
(· × n)|Γ : D(Ω)3 −→ L2t (Γ) (champs tangents à Γ)
u 7−→ (u× n)|Γ (2.74)
peut être prolongée en une application linéaire surjective de H(rot,Ω) vers H−
1
2 (div,Γ).
Cette propriété est très intéressante puisqu’il est généralement considéré que la régularité la
moins stricte que l’on puisse imposer au champ magnétiqueH est de le choisir dans l’espace
H(rot,Ω) où Ω désignerait le volume de l’objet. Ainsi, en utilisant la Propriété-2.3 nous
sommes naturellement conduit à chercher le courant électrique J dans l’espace H−
1
2 (div,Γ).
Pour les espaces des coeﬃcients de Fourier, le principe est le même. Intuitivement, la
relation entre les diﬀérents coeﬃcients de Fourier des champs et des courants (Propriété-
2.1) nous amène à penser que l’on a besoin d’étudier l’application de trace :
T× : X(n)(ω) −→ H(n)(γp)
un 7−→
 − (unmer · τˆ)|γ
(unθ)|γ
 . (2.75)
De ce fait, il est nécessaire d’étendre la théorie connue sur l’analyse des équations intégrales
au cas des formes bilinéaires modales précédentes aﬁn d’en prouver la validité sur l’espace
image de X(n)(ω) via l’application de trace T× que l’on note H(n)(γp). Cette étude a déjà
été mené à bien par D. M. Copeland, J. Gopalakrishnan & J. E. Pasciak pour le mode de
Fourier n = 0 et fait l’objet de la Proposition 2.2 de [22]. Pour les autres modes de Fourier,
nous avons supposé le bien-fondé de cette idée dans la suite de cette thèse.
A partir des décompositions modales des formes AT, AK et AS, nous avons établi par
le calcul les trois formulations variationnelles réduites équivalentes aux formulations vari-
ationnelles de type EFIE, MFIE et CFIE.
Définition 2.5 (Formulation EFIE réduite)
Pour tout n ∈ Z, trouver jn ∈ H(n)(γp) tel que, pour tout jn,t ∈ H(n)(γp), on ait :
iZ0 AnT
(
jn, jn,t
)
= Aninc
(
en,i, jn,t
)
. (2.76)
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Définition 2.6 (Formulation MFIE réduite)
Pour tout n ∈ Z, trouver jn ∈ H(n)(γp) tel que, pour tout jn,t ∈ H(n)(γp), on ait :
−AnK
(
jn,n× jn,t
)
+
1
2
AnS
(
jn, jn,t
)
= Aninc
(
h-n,i,n× jn,t
)
(2.77)
Définition 2.7 (Formulation CFIE réduite)
Pour tout n ∈ Z, trouver jn ∈ H(n)(γp) tel que, pour tout jn,t ∈ H(n)(γp), on ait :
iα AnT
(
jn, jn,t
)
+ (1− α)AnK
(
jn,n× jn,t
)
− (1− α)
2
AnS
(
jn, jn,t
)
= αY0 Aninc
(
en,i, jn,t
)
− (1− α)Aninc
(
h-n,i,n× jn,t
)
(2.78)
L’objectif est alors de développer une méthode de discrétisation par éléments ﬁnis qui soit
conforme dans l’espace H(n)(γp) pour résoudre ces diﬀérentes formulations variationnelles.
2.5 Discrétisation par éléments finis d’ordre élevé
Pour construire une méthode d’éléments ﬁnis d’ordre élevé conforme dans l’espace H(n)(γp),
nous allons utiliser la caractérisation de cet espace comme la trace de l’espace X(n)(ω) via
l’application de trace T×. Dans cette section, et par souci de généralisation, nous conservons
la notation γ pour désigner une frontière quelconque.
H(rot,Ω) H−
1
2 (div,Γ)
X(n)(ω) H(n)(γ)
2.5.1 Construction d’une discrétisation conforme dans H(n)(γ)
Prenons l’exemple du champ magnétique H et commençons par rappeler l’expression de la
discrétisation de ses coeﬃcients de Fourier en fontion de la valeur du mode :
• pour le mode |n| = 0, h0r
h0z
 = Nn∑
i=1
ai r
α ~Ni et h0h,θ =
Nl∑
j=1
bj r
β′ Nj;
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• pour les modes non nuls |n| 6= 0,
 hnr
hnz
 = 1
n
Nn∑
i=1
ai r
α ~Ni −
Nl∑
j=1
bj ∇(rβ+1Nj)
 et hnh,θ = Nl∑
j=1
bj r
βNj . (2.79)
où,
• Nn est le nombre de fonctions de base ~Ni d’un élément ﬁni d’ordre k conforme dans
H(rot, ω) ;
• Nl est le nombre de fonctions de base Nj d’un élément ﬁni d’ordre k′ conforme dans
H1(ω).
Les coeﬃcients de la méthode d’éléments ﬁnis sont notés respectivement ai et bj . Pour
les valeurs des paramètres α, β et β ′ nous renvoyons le lecteur au Chapitre-1 et nous en
rappelons les diﬀérentes possibilités dans la Table-2.3.
mode paramètres condition sur l’axe de révolution
| n |= 0 α = 0 β
′ ≥ 1
2
aucune
β ′ ∈ [−1
2
, 1
2
] condition de Dirichlet sur l’axe
Nl∑
j=1
βjNj = 0
| n |= 1 α ≥ 1
2
β = 0 aucune
| n |> 1 α ≥ 1
2
β > 0 aucune
β ∈]− 1, 0] condition de Dirichlet sur l’axe
Nl∑
j=1
βjNj = 0
Table 2.3 – Résumé des possibilités de valeur pour les paramètres de la méthode
A présent, notre objectif est d’étendre cette discrétisation aux diﬀérents coeﬃcients de
Fourier du courant électrique J. Dans un premier temps, nous utilisons la déﬁnition de
l’application de trace (2.75) qui nous permet d’obtenir les expressions suivantes :
• pour le mode |n| = 0,
j0rz = −
 Nl∑
j=1
bj r
β′ Nj

|γ
(2.80)
j0θ =
[(
Nn∑
i=1
ai r
α ~Ni
)
· τˆ
]
|γ
(2.81)
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• pour les modes non nuls |n| 6= 0,
jnrz = −
 Nl∑
j=1
bj r
β Nj

|γ
(2.82)
jnθ =
1
n
Nn∑
i=1
ai r
α ~Ni −
Nl∑
j=1
bj ∇(rβ+1Nj)
 · τˆ

|γ
(2.83)
où les indices rz et θ désignent les composantes tangentielle et azimuthale dans la base
locale à la surface (τˆrz, τˆθ, τˆn) ; la composante normale étant nécessairement nulle. L’idée
consiste maintenant à utiliser des propriétés de trace sur le bord aﬁn de réduire l’expression
des discrétisations de j0rz, j
0
θ , j
n
rz et j
n
θ .
T
S
Nous savons que les fonctions de base ~Ni et Nj sont choisies respectivement dans les espaces
polynomiaux Rk et Pk′ sur une maille triangulaire notée T. Supposons que l’intersection
entre la maille T et la génératrice γ constitue une arête notée S paramétrée par une abscisse
curviligne notée s et telle que : 
r(s) = r1 s+ r0
z(s) = z1 s+ z0
(2.84)
où les couples (r0, z0) et (r1, z1) déﬁnissent les coordonnées géométriques des extrémités
de S. Les propriétés suivantes sont alors vériﬁées pour toutes les fonctions de base :
∀i ∈ N∗ : 1 ≤ i ≤ Nn,
(
~Ni · τˆ
)
|S =
1
η
k−1∑
p=0
ai,p s
p (2.85)
et
∀j ∈ N∗ : 1 ≤ j ≤ Nl, (Nj)|S =
k′∑
q=0
bj,q s
q (2.86)
où les coeﬃcients réels ai,p et bj,q sont à déterminer pour chacune des fonctions de base. Ce
résultat est essentiel car il permet de montrer que les fonctions de base intérieures vériﬁent
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les propriétés suivantes : (
rα ~Ni · τˆ
)
|S = 0;
(
rβ
′
Nj
)
|S = 0; (2.87)(
rβNj
)
|S = 0;
(
∇(rβ+1Nj) · τˆ
)
|S = 0. (2.88)
L’objectif est alors de pouvoir déterminer, indépendamment de T, les diﬀérents coeﬃcients
réels ai,p et bj,q pour les fonctions de base restantes. En utilisant la déﬁnition des méthodes
d’éléments ﬁnis associées aux fonctions ~Ni et Nj , nous pouvons montrer que ces coeﬃcients
sont solutions des systèmes d’équations :
∀i, l ∈ N∗ : 1 ≤ i ≤ k, 0 ≤ l ≤ k − 1,
k−1∑
p=0
ai,p
∫ 1
0
sp sl ds = δi,l+1 (2.89)
et
∀j, l ∈ N∗ : 1 ≤ j, l ≤ k′ + 1,
k′∑
q=0
bj,q (sl)q = δj,l avec sl =
l − 1
k′
. (2.90)
Par conséquent, la déﬁnition d’une méthode d’éléments ﬁnis de frontière vient naturelle-
ment, mais elle nécessite de déﬁnir des espaces polynomiaux particuliers selon le mode de
Fourier :
P0k,k′ =
q : qrz = −rβ′
k′∑
q=0
βq s
q et qθ =
rα
η
k∑
p=0
αp s
p
 (2.91)
et
Pnk,k′ =
q : qrz = −rβ
k′∑
q=0
βq s
q et n qθ − 1
η
∂
∂s
(rqrz) =
rα
η
k∑
p=0
αp s
p
 . (2.92)
Les éléments ﬁnis de frontière peuvent ainsi être énoncés sous la forme de la Déﬁnition-2.8
pour le mode |n| = 0 et de la Déﬁnition-2.9 pour les modes non nuls |n| 6= 0.
Définition 2.8 (Eléments finis de frontière pour |n| = 0)
Soit S une maille de la génératrice, P0k,k′ l’espace des polynômes dont la définition est
donnée par (2.91) que l’on munit de l’ensemble Σ des « k+k’+1 » formes linéaires :
∀i ∈ N∗ : 1 ≤ i ≤ k, σNi : q 7−→
∫ 1
0
(
r−α qθ
)
si−1 η ds, (2.93)
∀j ∈ N∗ : 1 ≤ j ≤ k′ + 1, σLj : q 7−→ −r−β
′
qrz(sj), (2.94)
où sj =
j−1
k′
. Le triplet (S,P0k,k′,Σ) est un élément fini conforme dans H(0)(γ) et
unisolvant par construction.
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Définition 2.9 (Eléments finis de frontière pour |n| 6= 0)
Soit S une maille de la génératrice, Pnk,k′ l’espace des polynômes dont la définition est
donnée par (2.92) que l’on munit de l’ensemble Σ des « k+k’+1 » formes linéaires :
∀i ∈ N∗ : 1 ≤ i ≤ k, σNi : q 7−→
∫ 1
0
r−α
(
n qθ − 1
η
∂
∂s
(rqrz)
)
si−1 η ds, (2.95)
∀j ∈ N∗ : 1 ≤ j ≤ k′ + 1, σLj : q 7−→ −r−β qrz(sj), (2.96)
où sj =
j−1
k′
. Le triplet (S,Pnk,k′,Σ) est un élément fini conforme dans H(n)(γ) et
unisolvant par construction.
Ces déﬁnitions peuvent sembler diﬃciles à aborder mais il est important de garder plusieurs
éléments à l’esprit. Les degrés de libertés de ces éléments ﬁnis sont la simple traduction
de ceux utilisés dans les éléments ﬁnis de Nédélec conforme dans H(rot, ω) et de Lagrange
conforme dans H1(ω) portant sur une arête liée à la frontière γ. Bien que dans la pratique,
le calcul des fonctions de base apparaît comme un point délicat, il suﬃt en réalité de
résoudre les équations (2.89) et (2.90). Une fois résolues, ces équations nous permettent de
déﬁnir plusieurs fonctions :
• pour le mode |n| = 0,
∀j ∈ N∗ : 1 ≤ j ≤ k′ + 1, q0,Lj =
−rβ′ k′∑
q=0
bj,q s
q
 ~τrz,
∀i ∈ N∗ : 1 ≤ i ≤ k, q0,Ni =
+rα
η
k−1∑
p=0
ai,p s
p
 ~τθ, (2.97)
• pour les modes non nuls |n| 6= 0,
∀j ∈ N∗ : 1 ≤ j ≤ k′ + 1, qn,Lj =
−rβ k′∑
q=0
bj,q s
q
 ~τrz +
− 1
nη
∂
∂s
rβ+1 k′∑
q=0
bj,q s
q
 ~τθ,
∀i ∈ N∗ : 1 ≤ i ≤ k, qn,Ni =
+ rα
nη
k−1∑
p=0
ai,p s
p
 ~τθ. (2.98)
Par déﬁnition des éléments ﬁnis ainsi que celle des fonctions q0,Lj , q
0,N
i , q
n,L
j et q
n,N
i , nous
pouvons montrer que, pour tous les modes de Fourier n ∈ Z :
jn =
k∑
i=1
ai q
n,N
i +
k′∑
j=1
bj q
n,L
j (2.99)
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et les fonctions q0,Lj , q
0,N
i , q
n,L
j et q
n,N
i sont les fonctions de base de nos méthodes. Notons que
nous avons conservé les exposants N et L pour faire le lien avec les méthodes d’éléments ﬁnis
utilisées pour les coeﬃcients de Fourier des champs. L’illustration de quelques méthodes
va nous permettre de mieux appréhender ces éléments ﬁnis de frontière conformes dans
l’espace H(n)(γ) par construction.
2.5.2 Exemple de méthode de discrétisation
Les expressions précédentes peuvent paraître assez complexes. C’est pourquoi nous allons
illustrer comment les mettre en oeuvre sur quelques exemples de méthode de discrétisation
à l’ordre R1-P1 et R2-P2.
2.5.2.1 Méthode d’ordre R1-P1
Nous commençons tout d’abord par résoudre le système d’équations (2.89) et (2.90) permet-
tant d’obtenir les coeﬃcients ai,p, bj,q. Pour cela, il nous faut résoudre les équations :
a1,0 = 1 et
 1 0
1 1
  b1,0 b2,0
b1,1 b2,1
 =
 1 0
0 1
 . (2.100)
dont les solutions sont :
a1,0 = 1 et
 b1,0 b2,0
b1,1 b2,1
 =
 1 0
−1 1
 . (2.101)
Les fonctions de base de la méthode se déﬁnissent alors comme suit :
• pour le mode |n| = 0,
q0,L1 =
[
−rβ′ (1− s)
]
~τrz (2.102)
q0,L2 =
[
−rβ′ s
]
~τrz (2.103)
q0,N1 =
[
rα
η
]
~τθ (2.104)
• pour les modes non nuls |n| 6= 0,
qn,L1 =
[
−rβ (1− s)
]
~τrz +
[
− 1
nη
∂
∂s
(
rβ+1(1− s)
)]
~τθ (2.105)
qn,L2 =
[
−rβ s
]
~τrz +
[
− 1
nη
∂
∂s
(
rβ+1s
)]
~τθ (2.106)
qn,N1 =
[
rα
nη
]
~τθ (2.107)
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Nous obtenons ainsi une transposition entre éléments ﬁnis du méridien et du bord, illustré
pour l’ordre R1-P1 par la Figure-2.4.
T
S
Figure 2.3 – Correspondance éléments ﬁnis méridien-bord pour la méthode d’ordre
R1-P1
2.5.2.2 Méthode d’ordre R2-P2
Selon le même principe que la méthode d’ordre R1-P1, il nous faut résoudre les équations :
 1 12
1
2
1
3
  a1,0 a2,0
a1,1 a2,1
 =
 1 0
0 1
 (2.108)
et 
1 0 0
1 1
2
1
4
1 1 1


b1,0 b2,0 b3,0
b1,1 b2,1 b3,1
b1,2 b2,2 b3,2
 =

1 0 0
0 1 0
0 0 1
 . (2.109)
Après calcul, les fonctions de base de la méthode se déﬁnissent de la façon suivante :
• pour le mode |n| = 0,
q0,L1 =
[
−rβ′ (1− 3s+ 2s2)
]
~τrz (2.110)
q0,L2 =
[
−rβ′ (4s− 4s2)
]
~τrz (2.111)
q0,L3 =
[
−rβ′ (−s + 2s2)
]
~τrz (2.112)
q0,N1 =
[
rα
η
(+4− 6s)
]
~τθ (2.113)
q0,N2 =
[
rα
η
(−6 + 12s)
]
~τθ (2.114)
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• pour les modes non nuls |n| 6= 0,
qn,L1 =
[
−rβ (1− 3s+ 2s2)
]
~τrz +
[
− 1
nη
∂
∂s
(
rβ+1(1− 3s+ 2s2)
)]
~τθ (2.115)
qn,L2 =
[
−rβ (4s− 4s2)
]
~τrz +
[
− 1
nη
∂
∂s
(
rβ+1(4s− 4s2)
)]
~τθ (2.116)
qn,L3 =
[
−rβ (−s+ 2s2)
]
~τrz +
[
− 1
nη
∂
∂s
(
rβ+1(−s + 2s2)
)]
~τθ (2.117)
qn,N1 =
[
rα
nη
(+4− 6s)
]
~τθ (2.118)
qn,N2 =
[
rα
nη
(−6 + 12s)
]
~τθ (2.119)
Nous obtenons une nouvelle transposition entre éléments ﬁnis du méridien et du bord,
illustrée pour l’ordre R2-P2 par la Figure-2.4.
T
S
Figure 2.4 – Correspondance éléments ﬁnis méridien-bord pour la méthode d’ordre
R2-P2
2.6 Applications et résultats numériques
Dans un premier temps, nous allons étudier un problème aux valeurs propres faisant in-
tervenir les opérateurs intégraux. Ce problème nous permet de valider la construction des
matrices éléments ﬁnis ainsi que la discrétisation des courants surfaciques. Puis, nous ap-
pliquons les résultats de notre étude à plusieurs objets axisymétriques pour lesquels nous
montrons que la méthode d’éléments ﬁnis d’ordre élevé donne d’excellents résultats. Une
étude de convergence de la méthode est alors réalisée.
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2.6.1 Décomposition des opérateurs intégraux sur une sphère
Dans cette application, nous allons nous intéresser à la résolution d’un problème aux valeurs
propres particulier. Ce n’est pas vraiment une application du problème de diﬀraction mais
plutôt une étape de validation de la méthode éléments ﬁnis appliquée à chacun des opéra-
teurs intervenant dans les équations intégrales. Ainsi, nous pouvons valider à la fois la
méthode d’éléments ﬁnis surfaciques et l’assemblage des matrices associées à la discrétisa-
tion.
Considérons S2a une sphère de rayon a et notons Pl(x) le polynôme de Legendre d’ordre l
ainsi que P nl (x) la fonction de Legendre associée déﬁnie par :
∀ n ∈ {0, 1, ..., l}, P nl (x) = (1− x2)
n
2
dn Pl(x)
dxn
. (2.120)
De plus, nous déﬁnissons dans un système de coordonnées sphériques r = (r, θ, ϕ), de base
rˆ =

cos θ sinϕ
sin θ sinϕ
cosϕ
 , θˆ =

− sin θ
cos θ
0
 , ϕˆ =

cos θ cosϕ
sin θ cosϕ
− sinϕ
 , (2.121)
la fonction « harmonique sphérique » suivante
Y˜ nl (r) = P
|n|
l (cosϕ) e
inθ, l ≥ 0, |n| ≤ l (2.122)
et le coeﬃcient réel
dl,n =
1
4π
(l − |n|)!(2l + 1)
(l + |n|)!l(l + 1) . (2.123)
Pour des objets sphériques, F. Collino a montré dans [14] que les opérateurs intégraux T
et K se diagonalisent de la façon suivante
T
(
u±l,n
)
= t±l
(
u±l,n
)
et K
(
v±l,n
)
= ±kl
(
v±l,n
)
(2.124)
où les valeurs propres et les vecteurs propres associés sont déﬁnis par :
t+l = iξ
(1)′
l (ka)ψ
′
l(ka), (2.125a)
t−l = iξ
(1)
l (ka)ψl(ka), (2.125b)
kl =
i
2
(
ξ
(1)′
l (ka)ψl(ka) + ξ
(1)
l (ka)ψ
′
l(ka)
)
(2.125c)
et
u+l,n(r) = d
1/2
l,n
(
∇S2a Y˜ nl
)
(r), (2.125d)
u−l,n(r) = d
1/2
l,n
(
rˆ×∇S2a Y˜ nl
)
(r), (2.125e)
v±l,n(r) = u
+
l,n(r)± u−l,n(r). (2.125f)
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Par déﬁnition de la fonction harmonique sphérique, nous pouvons montrer que chacun des
vecteurs propres u±l,n et v
±
l,n se décompose en seulement deux modes de Fourier d’indice n
et −n.
L’objectif de cette application est d’évaluer numériquement une partie du spectre aux
valeurs propres des opérateurs intégraux et de comparer les valeurs obtenues aux valeurs
analytiques (2.125a) à (2.125c). Pour cela, nous utilisons le principe des méthodes de
Galerkin pour construire un ensemble de problèmes aux valeurs propres (A− λB)X = 0.
2.6.1.1 Problème aux valeurs propres associé à l’opérateur T
Pour l’opérateur intégral T nous savons que :
T
(
u±l,n
)
= t±l
(
u±l,n
)
. (2.126)
Prenons maintenant deux champs tests u t et v t déﬁnis sur Γ. En utilisant une méthode
variationnelle avec la notation u := u+l,n et v := u
−
l,n, nous obtenons :∫
Γx
T(u) ·u t dΓx = t+l
∫
Γx
(u) ·u t dΓx et
∫
Γx
T(v) ·v t dΓx = t−l
∫
Γx
(v) ·v t dΓx. (2.127)
Nous retrouvons là les expressions des formes bilinéaires associées aux opérateurs inté-
graux :
AT(u,u t) = t+l AS(u,u t) et AT(v,v t) = t−l AS(v,v t). (2.128)
En développant les vecteurs u et v en séries de Fourier, nous obtenons pour tout n ∈ Z :
AnT(u n,un,t) = t+l AnS(u n,un,t) et AnT(vn,vn,t) = t−l AnS(v n,v n,t). (2.129)
Une discrétisation par une méthode d’éléments ﬁnis permet d’énoncer les problèmes aux
valeurs propres en fonction du mode de Fourier. Pour tous les modes de Fourier n ∈ Z, le
système matriciel s’énonce : (
A− t+l C
)
α = 0 (2.130)(
A− t−l C
)
β = 0 (2.131)
où les matrices sont déﬁnies par,
Aij = AnT(ϕni , ϕn,tj ), (2.132)
Cij = AnS(ϕni , ϕn,tj ). (2.133)
Par conséquent, il nous suﬃt de résoudre :
(A− λC)x = 0 (2.134)
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Les coeﬃcients α et β représentent les coeﬃcients de la discrétisation par éléments ﬁnis
des coeﬃcients de Fourier un et v n respectivement. Les fonctions de base de la méthode
sont notées ϕni et ϕ
n
j . Les ﬁgures (2.5), (2.6) et (2.7) présentent les résultats de l’estimation
numérique des spectres de valeurs propres, obtenus avec une méthode de plus bas degré et
pour les premiers modes de Fourier. Nous pouvons constater que les spectres analytiques
et numériques coïncident pour diﬀérentes valeurs de ka mais également pour diﬀérentes
valeurs du mode de Fourier.
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Figure 2.5 – Spectres de l’opérateur T pour le mode 0 de Fourier
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Figure 2.6 – Spectres de l’opérateur T pour le mode 1 de Fourier
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Figure 2.7 – Spectres de l’opérateur T pour le mode 2 de Fourier
Au cours de notre étude nous avons vériﬁé sur un grand nombre de conﬁgurations, de
fréquences et de modes de Fourier, que les résultats étaient équivalents et ce, quel que soit
l’ordre de la méthode d’éléments ﬁnis utilisé.
2.6.1.2 Problème aux valeurs propres associé à l’opérateur K
Pour l’opérateur intégral K nous savons que :
K
(
u+l,n
)
= kl
(
u−l,n
)
et K
(
u−l,n
)
= kl
(
u+l,n
)
. (2.135)
Prenons maintenant deux champs tests u t et v t déﬁnis sur Γ. En utilisant une méthode
variationnelle avec la notation u := u+l,n et v := u
−
l,n, nous obtenons :∫
Γx
K(u) · u t dΓx = kl
∫
Γx
(v) · u t dΓx et
∫
Γx
K(v) · v t dΓx = kl
∫
Γx
(u) · v t dΓx. (2.136)
Nous retrouvons là les expressions des formes bilinéaires associées aux opérateurs inté-
graux :
AK(u,u t) = kl AS(v,u t) et AK(v,v t) = kl AS(u,v t). (2.137)
En développant les vecteurs u et v en série de Fourier, nous obtenons pour tout n ∈ Z :
AnK(u n,u-n,t) = kl AnS(v-n,u-n,t) et AnK(v-n,v n,t) = kl AnS(u n,v n,t). (2.138)
Une discrétisation par une méthode d’éléments ﬁnis permet d’énoncer les problèmes aux
valeurs propres en fonction du mode de Fourier. Pour un mode de Fourier non nul, nous
obtenons :  A 0
0 B
 − kl
 0 C
D 0
  α
β
 = 0 (2.139)
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où les sous-blocs matriciels sont déﬁnis par,
Aij = AnK
(
ϕni , ϕ
-n
j
)
, Bij = AnK
(
ϕ-ni , ϕ
n
j
)
, (2.140)
Cij = AnS
(
ϕ-ni , ϕ
-n
j
)
, Dij = AnS
(
ϕni , ϕ
n
j
)
. (2.141)
Les coeﬃcients α et β représentent les coeﬃcients de la discrétisation par éléments ﬁnis
des coeﬃcients de Fourier un et v-n respectivement. Les fonctions de base de la méthode
sont notées ϕni , ϕ
n
j , ϕ
-n
i et ϕ
-n
j . Pour le mode de Fourier n = 0, le problème est similaire :
 A 0
0 B
 − kn
 C 0
0 D
  α
β
 = 0 (2.142)
où les sous-blocs matriciels sont déﬁnis par,
Aij = A0K
(
ϕ0i , ϕ
0
j
)
, Bij = A0K
(
ϕ0i , ϕ
0
j
)
, (2.143)
Cij = A0S
(
ϕ0i , ϕ
0
j
)
, Dij = A0S
(
ϕ0i , ϕ
0
j
)
. (2.144)
Les ﬁgures (2.8), (2.9) et (2.10) présentent les résultats obtenus avec une méthode de plus
bas degré pour les premiers modes de Fourier. Nous pouvons constater que les spectres
analytiques et numériques concordent pour diﬀérentes valeurs de ka. Comme pour l’opéra-
teur T, nous avons également vériﬁé la validité de notre méthode sur de nombreux cas et
les conclusions ont été similaires.
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Figure 2.8 – Spectres de l’opérateur K pour le mode 0 de Fourier
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Figure 2.9 – Spectres de l’opérateur K pour le mode 1 de Fourier
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Figure 2.10 – Spectres de l’opérateur K pour le mode 2 de Fourier
2.6.2 Diffraction par une sphère parfaitement conductrice
Considérons le problème de la diﬀraction d’ondes planes par un objet sphérique parfaite-
ment conducteur de rayon 0.250m. Nous allons nous intéresser à la convergence des mé-
thodes d’ordre élevé aussi bien pour le calcul des courants électromagnétiques que pour
celui de la surface équivalente radar (S.E.R.) qui caractérise la furtivité d’un objet.
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2.6.2.1 Le choix de la formulation
La question du choix de la formulation variationnelle est un élément essentiel des simula-
tions numériques. Comme nous l’avons vu dans la sous-section-2.4.2, il en existe plusieurs
et nous n’en présentons que quelques unes. Pour la majorité de nos simulations, notre choix
s’est porté sur la méthode de type CFIE. En eﬀet, nous avons vu qu’il n’y a pas unicité
des solutions pour les formulations de types EFIE et MFIE. Nous allons donc comparer
les formulations et illustrer les conséquences de ce problème sur l’estimation numérique de
la surface équivalente radar.
Paramètres de la simulation :
1. le balayage fréquentiel de l’onde incidente s’étend de 1.5 Ghz jusqu’à 3 Ghz avec un
pas de 0.1 Mhz ;
2. l’angle d’incidence de l’onde est de 45 degrés (voir Annexe-B) ;
3. le calcul de la S.E.R. est monostatique (i.e direction incidence = direction observa-
tion).
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Figure 2.11 – Comparaison de l’estimation des surfaces équivalentes radars obtenues par
des méthodes de type EFIE et MFIE
Le choix d’un pas de balayage aussi ﬁn est volontaire car nous voulons faire apparaître
clairement les défauts des diﬀérentes méthodes. Avec les critères utilisés au C.E.A., nous
avons à résoudre un nombre total de 222 363 systèmes modaux. La solution de référence
(analytique) est obtenue par les séries de MIE.
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Analysons tout d’abord les méthodes de types EFIE etMFIE. L’observation de la Figure-
2.11 montre que ces deux méthodes présentent des perturbations pour certaines valeurs de
la fréquence. Ces fréquences correspondent aux résonances des problèmes intérieurs qui
impliquent l’abscence de propriété d’unicité de la solution. Cependant, l’impact de ce pro-
blème n’est pas le même suivant la méthode employée. La méthode MFIE semble plus
sensible à ces fréquences et cela pour une raison connue théoriquement. Les solutions par-
asites apparaissant pour ces fréquences ne rayonnent pas à l’inﬁni pour une méthode de
type EFIE à la seule condition qu’elles soient évaluées exactement. C’est pour cela qu’une
méthode de type EFIE sera toujours privilégiée à une méthode de type MFIE.
Pourtant, les estimations de la méthode EFIE montrent des défauts similaires. L’explica-
tion vient du fait qu’il n’est pas possible d’évaluer de façon parfaite les solutions parasites.
La qualité d’estimation dépend fortement de la méthode d’intégration utilisée (voir le
Chapitre-4) mais aussi de la fréquence, de la méthode de discrétisation et du nombre de
points par longueur d’onde. Un moyen simple pour les voir est de se placer au plus près
et de relâcher les critères géométriques qui rendent la précision numérique plus diﬃcile à
obtenir. C’est pourquoi nous avons choisi un pas de balayage aussi ﬁn.
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Figure 2.12 – Estimation des surfaces équivalentes radars obtenues par la méthode de
type CFIE
Reste alors la méthode de type CFIE. Bien que fondamentalement mal posée, cette mé-
thode permet de garantir l’unicité d’une solution ce qui est primordial. Contrairement aux
deux autres méthodes, les résultats sont ainsi parfaitement réguliers comme le présente
la Figure-2.12. Dans la pratique, nous avons constaté sur de nombreuses simulations que
choisir le paramètre α = 0.5 donnait la meilleure précision.
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Dans la suite de ce chapitre, nous avons donc choisi de mettre en oeuvre la méthode de
type CFIE pour présenter l’analyse de la méthode d’éléments ﬁnis d’ordre élevé. Notons
toutefois qu’au travers des travaux et simulations menés durant cette thèse, nous avons pu
constater qu’en dehors des fréquences de résonances, le gain apporté par les éléments ﬁnis
d’ordre élevé restait sensiblement le même pour la méthode de type EFIE.
2.6.2.2 Etude de la convergence de l’estimation des courants surfaciques
Etudions maintenant la convergence de l’estimation numérique du courant électrique J (le
courant magnétique M étant dans ce cas nul). Nous utilisons pour cela la synthèse de
la série de Fourier (2.42a) aﬁn de reconstruire le courant tridimentionnel en coordonnées
cartésiennes.
Paramètres de la simulation :
1. formulation de type C.F.I.E. ;
2. la fréquence de l’onde incidente est de 8 Ghz ;
3. l’angle d’incidence de l’onde est de 45 degrés (voir Annexe-B).
Figure 2.13 – Module du courant électrique J pour une fréquence de 8 Ghz - | ℜ(J) | à
gauche et | ℑ(J) | à droite
Avec les critères utilisés au C.E.A., nous avons à résoudre un nombre total de 36 systèmes
modaux. Le courant électrique solution de cette simulation est donné par la Figure-2.13 et
représente la solution de référence (analytique) obtenue par les séries de MIE.
La solution illustrée par la Figure-2.13 correspond à la polarisation transerve magnétique
(TM). Pour obtenir la polarisation transerve électrique (TE) il suﬃt d’appliquer une rota-
tion de π
2
autour de l’axe d’incidence de l’onde. La convergence de la méthode d’éléments
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ﬁnis d’ordre élevé est présentée par la Figure-2.14 pour des méthodes d’ordres R1-P1,
R2-P2 et R3-P3.
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Figure 2.14 – Convergence de l’erreur relative L2 sur le courant J en fonction du pas de
maillage (à gauche) et du nombre de degrés de liberté (à droite)
A partir de la Figure-2.14, nous pouvons constater que la décroissance de l’erreur est
dépendante de l’ordre d’approximation de la méthode d’éléments ﬁnis. Si nous regardons
plus précisément, pour obtenir une erreur relative en norme L2 inférieure à 1% (seuil indiqué
en pointillé) la méthode de plus bas degré demande un pas de maillage d’environ 1.487mm
soit environ 1250 degrés de liberté. De leur côté, la méthode d’ordre R2-P2 demande un
pas d’environ 3.966mm pour 833 degrés de liberté et la méthode d’ordre R3-P3 demande
un pas d’environ 15.863mm pour 313 degrés de liberté. Ce comportement dans l’évolution
de l’erreur relative a été constaté dans toutes nos simulations pourvu que le pas de maillage
soit adapté au degré des polynômes d’approximation et à la longueur d’onde.
Remarque 2.7
Dans le cas présent, il faut être prudent lors de la montée en ordre. Nous avons pu con-
stater que plus le degré de la méthode est important plus les résultats sont précis. C’est
pourquoi, les estimations à l’ordre élevé deviennent plus vite sensibles à la géométrie
discrète. Pour une sphère, cela tend à écarter la solution numérique de la solution an-
alytique. Notons que ce n’est en rien un défaut puisque les solutions analytiques sont
obtenues sur une géométrie parfaitement régulière dépourvue de coin alors que les solu-
tions numériques le sont sur une géométrie discrétisée. L’évolution de la convergence est
par conséquent légèrement ralentie pour des méthodes d’ordre élevé mais la précision
n’en reste pas moins meilleure. Une solution pour éviter ce type de problème serait de
développer une méthode d’éléments finis isoparamétrique permettant l’approximation
de frontières courbes de formes complexes.
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Ainsi, ces résultats montrent que la montée en ordre dans la méthode d’éléments ﬁnis est
un atout évident pour l’estimation numérique des courants électromagnétiques.
2.6.2.3 Influence de l’ordre élevé sur l’estimation de la S.E.R.
Le gain apporté sur l’estimation du courant électrique nous amène à penser que le com-
portement de l’estimation de la S.E.R. sera le même puisque son calcul prend directement
appui sur l’estimation du courant électrique J. C’est pourquoi nous allons maintenant nous
intéresser à l’inﬂuence de la montée en ordre sur l’estimation de la surface équivalente radar
(S.E.R.). Nous considérons pour cela un large spectre de fréquence.
Paramètres de la simulation :
1. formulation de type C.F.I.E. ;
2. le balayage fréquenciel de l’onde incidente s’étend de 1 Ghz jusqu’à 14 Ghz par pas
de 5 Mhz ;
3. l’angle d’incidence de l’onde est de 45 degrés (voir Annexe-B) ;
4. le calcul de la S.E.R. est monostatique (i.e direction incidence = direction observa-
tion).
Avec les critères utilisés au C.E.A., nous avons à résoudre un nombre total de 89 178 sys-
tèmes modaux, chacun associé à un mode de Fourier et à une fréquence. La Figure-2.15
représente les résultats obtenus sur la même sphère que précédemment, discrétisée avec un
pas moyen d’environ 10mm. Les résultats sont répartis en quatre sous-ﬁgures correspon-
dant chacune à un nombre minimum de points par longueur d’onde. Comme nous pouvons
le constater sur la Figure-2.15, l’estimation de la S.E.R. devient de plus en plus imprécise
avec la montée en fréquence. Ce comportement est dû à la réduction de la longueur d’onde
qui nécessite de mailler plus ﬁnement la géométrie. En général et pour des méthodes de
plus bas degré, il est conseillé d’avoir entre 7 et 10 points par longueur d’onde pour que la
géométrie soit considérée comme adaptée à la longueur d’onde.
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Figure 2.15 – Balayage fréquentiel pour le calcul de la S.E.R. d’un objet sphérique
parfaitement conducteur
La Figure-2.16 montre très nettement qu’en deçà de 5 pts par longueur d’onde les résultats
sont de plus en plus incorrects pour la méthode de plus bas degré R1-P1 mais restent précis
pour des méthodes d’ordre élevé. Bien que nous n’ayons qu’environ un ou deux pts par
longueur d’onde, nous pouvons constater qu’il faut des fréquences très élevées pour que les
estimations à l’ordre R2-P2 et R3-P3 commencent à devenir imprécises alors que l’ordre
R1-P1 l’est dès le début.
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Figure 2.16 – Balayage fréquentiel pour le calcul de la S.E.R. d’un objet sphérique
parfaitement conducteur (suite)
L’explication vient clairement de l’ordre des polynômes d’approximation de la méthode qui
permet de relâcher le nombre de points nécessaires par longueur d’onde. Nous montrons
ainsi un autre avantage important de la montée en ordre : permettre de relâcher les critères
de discrétisation géométrique associés à la longueur d’onde. La gamme de fréquences acces-
sibles à la simulation peut ainsi être augmentée puisque des longueurs d’ondes très petites
demandaient jusque là des maillages extrêmement ﬁns et parfois trop complexes à mettre
en oeuvre du fait d’un trop grand nombre d’inconnues.
2.6.3 Diffraction par un cylindre parfaitement conducteur
Dans ce nouvel exemple, nous allons étudier l’eﬀet d’une singularité de type arête sur
l’ordre de convergence des méthodes d’éléments ﬁnis d’ordre élevé. Nous considérons pour
cela un cylindre parfaitement conducteur dont la hauteur est de 0.500m et dont la base a
un rayon de 0.250m.
2.6.3.1 Etude de la convergence de l’estimation des courants surfaciques
Comme dans le cas de la sphère, nous considérons une fréquence particulière pour laquelle
nous regardons le comportement de l’erreur L2 sur l’estimation du courant électrique.
Paramètres de la simulation :
1. formulation de type C.F.I.E. ;
2. la fréquence de l’onde incidente est de 5 Ghz ;
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3. l’angle d’incidence de l’onde est de 45 degrés (voir Annexe-B).
Pour cet exemple, nous avons besoin de résoudre un nombre total de 25 systèmes modaux.
Le courant électrique solution de cette simulation est donné pour une fréquence de 5 Ghz
par la Figure-2.17 et représente la solution de référence (polarisation TM). Elle est obtenue
sur un maillage dont la densité de raﬃnement est 100 fois plus importante au niveau des
singularités et est constitué d’un total d’environ 16 000 degrés de liberté à l’ordre R3-P3.
Figure 2.17 – Module du courant électrique J pour une fréquence de 5 Ghz - | ℜ(J) | à
gauche et | ℑ(J) | à droite
La convergence de la méthode d’éléments ﬁnis d’ordre élevé est présentée dans la Figure-
2.18. Contrairement au cas de la sphère où les singularités géométriques dues au maillage
étaient faibles et ne perturbaient que légèrement la convergence, le cylindre présente une
importante singularité qui ralentit la convergence des diﬀérentes estimations. L’ordre élevé
reste néanmoins avantageux. Pour obtenir une précision d’au moins 5%, il nous faut un
pas de maillage de 1.003mm pour une méthode d’ordre R1-P1 (1995 degrés de liberté), de
4.032mm pour l’ordre R2-P2 (993 degrés de liberté) et de 8.065mm pour l’ordre R3-P3
(745 degrés de liberté).
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Figure 2.18 – Convergence de l’erreur L2 sur l’estimation du courant J en fonction du
pas de maillage (à gauche) et du nombre de degrés de liberté (à droite)
La Figure-2.18 montre également l’eﬀet de la singularité géométrique sur l’ordre de conver-
gence pour un pas de discrétisation petit. Après une légère oscillation dans la décroissance
de l’erreur due aux singularités, celle-ci se stabilise avec un ordre quasiment similaire.
2.6.3.2 Influence de l’ordre élevé sur l’estimation de la S.E.R.
Tout d’abord, nous considérons les mêmes données de simulation que dans le cas précédent
et estimons la surface équivalent radar associée. La Figure-2.19 présente les résultats de
convergence obtenus pour diﬀérents pas de discrétisation. La solution de référence est es-
timée par une méthode d’éléments ﬁnis d’ordre R3-P3 sur un maillage dont le raﬃnement
est environ 20 fois supérieur au niveau des singularités géométriques que dans le reste du
maillage. Le pas de discrétisation le plus important est de h = 0.868mm et le nombre de
degrés de liberté total est de 13 826. A nouveau, nous pouvons observer que l’estimation de
la S.E.R. est d’autant plus précise lorsqu’on augmente l’ordre dans la méthode d’éléments
ﬁnis. Comme pour l’estimation du courant électrique J (Figure-2.18), il apparaît que l’ordre
de convergence de toutes les méthodes se stabilise sous l’eﬀet de la singularité géométrique.
L’oscillation dans la convergence pour un pas de discrétisation tel que log10(h) ≥ −1.7 est
elle aussi due à cette singularité.
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Figure 2.19 – Convergence de l’erreur relative sur l’estimation de la S.E.R. en fonction
du pas de maillage (Polarisation TE à gauche et TM à droite)
Finalement, nous pouvons constater qu’augmenter l’ordre de la méthode d’éléments ﬁnis
ne résout pas tous les problèmes. Bien que cela permette d’obtenir des résultats plus précis
pour un maillage ﬁxé, cela ne doit pas se faire au détrimant du raﬃnement de maillage
qui doit être adapté aux singularités géométriques. Par conséquent, nous conseillons dans
la pratique de trouver un équilibre entre :
1. la discrétisation géométrique de l’objet à modéliser pour représenter au mieux l’objet
d’étude ;
2. le choix du pas de discrétisation ou de l’ordre de la méthode pour l’adaptation à la
longueur d’onde de la simulation ;
3. le raﬃnement autour des singularités géométriques les plus importantes pour éviter
que la convergence numérique des méthodes soit lente.
Ainsi, en tenant compte de ces trois critères, nous avons toujours pu obtenir des résultats
précis lors de toutes nos simulations.
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Conclusion
Dans ce chapitre nous avons présenté les principales méthodes qui peuvent être employées
pour résoudre un problème de diﬀraction d’ondes planes par des objets à symétrie de révo-
lution parfaitement conducteurs. Sur le même principe que le Chapitre-1, nous avons utilisé
des développements en séries de Fourier aﬁn d’aboutir à des formulations variationnelles
réduites posées sur l’espace H(n)(γ). C’est en utilisant les propriétés de l’application de
trace T× et la déﬁnition de la méthode d’éléments ﬁnis conforme dans X(n)(ω) que nous
avons pu construire une méthode d’éléments ﬁnis conforme dans H(n)(γ).
Dans la partie consacrée aux simulations numériques, nous avons comparé cette méthode
pour diﬀérents ordres et nous avons montré à travers ces exemples que l’ordre élevé a de
nombreux avantages. Au vu des résultats, nous avons pu déterminer qu’il était préférable
d’utiliser au moins une méthode d’ordre R2-P2 puisqu’elle fournit nettement plus de pré-
cision que celle de plus bas degré R1-P1. L’utilisation des méthodes d’ordre plus élevé est
toujours possible mais il serait judicieux d’adapter l’ordre de la méthode à la plus petite
longueur d’onde sans quoi le gain ne pourrait pas être assez signiﬁcatif.
Récemment, de nouvelles méthodes ont été publiées. Citons par exemple le travail de
A. Buﬀa & R. Hiptmair [8] ainsi que celui de O. Steinbach & M. Windisch [60]. Dans
[8], l’idée est de faire intervenir un opérateur compact régularisant qui permet d’éviter le
problème des résonances. Contrairement à une méthode de type CFIE, la méthode est
mathématiquement bien posée et permet une analyse des méthodes d’approximations. De
plus, comme pour une méthode de type CFIE, elle permet de garantir que le problème
est bien posé pour toute fréquence. Tous ces avantages en font une méthode intéressante
et vu que les formulations variationnelles développées sont posées sur l’espace fonction-
nel H−
1
2 (div,Γ), nous pensons que notre méthode d’éléments ﬁnis pourrait très bien s’y
appliquer et fournir d’encore meilleurs résultats.
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Le problème couplé - Diffraction
d’ondes planes par un objet
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Introduction
D
ans ce chapitre, nous allons étudier le problème qui a motivé cette thèse. Nous allons
nous intéresser à un problème de diﬀraction d’ondes planes par des objets à symétrie
de révolution de nature complexe. En eﬀet, dans le cadre des projects industriels actuels,
ces objets sont généralement homogènes ou hétérogènes, avec ou sans noyau parfaitement
conducteur. Il est donc impératif de tenir compte de ces caractéristiques aﬁn de réaliser des
simulations de qualité. Plusieurs approches permettent de résoudre ce problème et nous
avons choisi de suivre l’idée proposée par V. Levillain dans sa thèse [42]. La méthode con-
siste en un couplage entre une approche « directe » en volume et une méthode d’équations
intégrales pour la prise en compte du domaine extérieur.
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3.1 Le problème modèle
Pour déﬁnir le modèle, nous reprenons les notations utilisées dans les chapitres précédents.
Rappelons que ω et ωp sont deux domaines bornés contenus dans R2+ := R+ × R formant
le domaine « méridien ». Le milieu extérieur est noté ωc et nous déﬁnissons à nouveau les
diﬀérentes frontières entre les domaines sous la forme : γ0 = ∂ω ∩ {r = 0}, γp = ∂ωp\{r=0}
et γ = ∂ω\{γp ∪ γ0}. Notons que, pour nos objets d’études, la frontière γ0 est généralement
non vide et que le domaine méridien est réduit à l’essentiel, c’est-à-dire l’objet.
Ωc
Ωp Ω
z
Γ
Γp
z
y
x
(a) En 3D pour le domaine axisymétrique
ωc
ωp ω
z
γ
γp
z
r
(b) En 2D pour le domaine méridien
Figure 3.1 – Représentation schématique des domaines 3D & 2D méridien
Par symétrie de révolution autour de l’axe (Oz), nous obtenons les domaines et frontières
Ω, Ωc, Ωp, Γ et Γp à partir de ω, ωc, ωp, γ et γp respectivement (cf. Figure-3.1). Le domaine
Ωp représente la partie parfaitement conductrice de l’objet alors que le domaine Ω doit
au moins contenir toutes les hétérogénéité de l’objet d’étude. Il peut cependant être plus
grand et avoir, par exemple, une partie constituée d’air. Le domaine Ωc est associé au milieu
extérieur et est supposé homogène isotrope (constitué en général d’air). Notons également
µr le tenseur de perméabilité relative et εr le tenseur de permittivité relative associés aux
matériaux présent dans Ω. Ils sont supposés invariants par rotation autour de l’axe (Oz)
et éventuellement dépendants de la position x dans Ω. La notation k désigne le nombre
d’onde dans le vide, Z0 l’impédance du vide et Y0 la conductance du vide telle que Z0 Y0 = 1.
Pour les champs électromagnétiques fondamentaux E et H, fonctions de la position x
et du temps t, nous avons choisi comme convention un régime harmonique en e−iωt, c’est-
à-dire :
∀(x, t) ∈ Ω× R, E(x, t) = R(E(x) e−iωt) et H(x, t) = R(H(x) e−iωt). (3.1)
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De manière générale, les champs électromagnétiques E et H dénotent les champs élec-
tromagnétiques totaux, c’est-à-dire qu’ils sont la somme d’un champ diﬀracté (d) et d’un
champ incident (i) :
E = Ed + Ei et H = Hd +Hi. (3.2)
L’objectif de ce chapitre est de trouver et de simuler le champ électrique E et le champ
magnétique H générés par des champs électromagnétiques incidents Ei et Hi. Nous devons
pour cela résoudre le système d’équations de Maxwell harmoniques (P ).
(P )

rotE− ikZ0µrH = 0, dans Ω (3.3a)
rotH+ ikY0εr E = 0, dans Ω (3.3b)
rotE− ikZ0H = 0, dans Ωc (3.3c)
rotH+ ikY0E = 0, dans Ωc (3.3d)
E× n = 0, sur Γp (3.3e)
[E× n] = 0, sur Γ (3.3f)
[H× n] = 0, sur Γ (3.3g)
lim
|x|−→∞
|x|
(
|Ed + Z0 x|x| ×H
d|
)
= 0. (3.3h)
3.2 Le choix d’une méthode
Il existe de nombreuses façons de procéder pour la résolution de ce problème. Citons tout
d’abord quelques exemples qu’il est important de connaître aﬁn de contextualiser le choix
que nous avons fait par la suite.
Dans [67], P. Ylä-Oijala & E. Somerlo ont proposé d’utiliser la méthode d’équations inté-
grales (voir Chapitre-2) dans chacune des parties homogènes du domaine Ω mais également
pour la prise en compte du domaine extérieur Ωc. Cette méthode est intéressante puisque
théoriquement la solution est alors exacte dans chacune des sous-parties homogènes. L’in-
convénient est qu’en fonction de la complexité de l’objet, la taille des systèmes éléments ﬁnis
à inverser pour obtenir la solution devient trop conséquente. Notons que récemment, M.
Costabel & F. Le Louër [18] ont proposé plusieurs couplages « équation intégrale-équation
intégrale » pour le cas où l’objet est homogène, et ont procédé à leur analyse théorique.
Sur le même principe, nous trouvons aussi les travaux de P. A. Martin & P. Ola [46]. Pour
une conﬁguration homogène de l’objet, cette idée est parfaitement adaptée mais dans nos
applications industrielles, de tels objets sont rares ce qui exclut de l’utiliser.
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Pour palier aux inconvénients des méthodes de [67] ou [18], une autre idée fort intéres-
sante a été suggérée par M. Costabel, E. Darrigrand & E. H. Koné [44]. Elle consiste à
utiliser une méthode d’équations intégrales de volume et de surface. La méthode est sé-
duisante puisque la prise en compte des hétérogénéités de l’objet est faite de façon exacte
via une plus grande complexité des formules intégrales. Cependant, les intégrales devien-
nent fortement singulières et demandent alors des méthodes d’intégrations numériques très
précises qui se révèlent très coûteuses et diﬃciles à mettre en oeuvre.
Il existe bien évidemment d’autres méthodes mais en général, c’est la manière de traiter la
partie volumique qui nous a semblé ne pas convenir à nos objectifs. C’est pourquoi nous
avons choisi une approche diﬀérente dans la continuité des travaux réalisés par P. Lacoste
au CEA. Comme pour les méthodes présentées jusqu’ici, l’idée pour traiter le milieu ex-
térieur est d’utiliser la méthode des équations intégrales qui sont connues pour fournir les
résultats les plus précis. La diﬀérence réside dans le choix de la méthode employée pour le
milieu intérieur et à la façon de coupler les deux.
Nous avons choisi une méthode dite directe dans la littérature puisqu’il s’agit d’appliquer
dans le volume une méthode variationnelle et une formule de Green à la forme du second
ordre des équations de Maxwell, en champ E par exemple. Cette méthode a été proposée
pour la première fois par V. Levillain [42] ainsi que J. Gay & Y. Haugazeau [34] dans le
même temps. Elle conduit à chercher le champ électrique E dans l’espace H(rot,Ω) et les
courants électromagnétiques J, M dans l’espace des traces H−
1
2 (div,Γ). Comme le dit si
bien V. Levillain dans sa thèse « on ne voit pas quels espaces plus vastes pourraient convenir
». Notons que nous pourrions également envisager la méthode proposée par exemple par
C. Hazard & M. Lenoir [31]. Un des avantages est que les représentations intégrales sont
moins singulières et que le terme de régularisation dans la partie volumique permet une
meilleure analyse du problème. En comparaison avec la méthode proposée par V. Levillain
[42], cette méthode conduit malheureusement à une plus grande complexité de la discréti-
sation qui s’appuie sur des éléments ﬁnis de Lagrange puisque qu’elle nécessite l’ajout de
conditions de transmission sur les surfaces de discontinuité entre les diﬀérents matériaux.
3.3 Méthode variationnelle couplée
Nous allons présenter maintenant le modèle variationnel établi dans la thèse de V. Levillain
[42] dont nous rappelons les principales idées. Puis, en utilisant les résultats établis dans le
Chapitre-1 et le Chapitre-2, nous introduisons la propriété de symétrie de révolution dans
ce modèle aﬁn d’obtenir un ensemble dénombrable de formulations variationnelles réduites
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à un domaine méridien de l’objet. L’utilisation des méthodes d’éléments ﬁnis construites
dans ces chapitres se présente alors comme naturelle et avantageuse.
3.3.1 L’objet
La considération d’un milieu hétérogène complexe implique de tenir compte du caractère
local des caractéristiques électromagnétiques du milieu : εr et µr. Le principe dans [42]
est de commencer par écrire une formulation variationnelle en partant des équations de
Maxwell du second ordre en champ électrique E,
(P˜in)

rot
(
µ−1r rotE
)
− k2εr E = F, dans Ω (3.4a)
E× n = 0, sur Γp (3.4b)
Min = E× n, sur Γ (3.4c)
où F = ikZ0 Ja. Après résolution, le champ de vecteurs H est alors obtenu à partir de
l’équation (loi de Faraday)
H = −iY0 (kµr)−1 rotE, dans Ω. (3.5)
Le principe variationnel appliqué avec un champ test E t déﬁni dans le domaine Ω et une
formule de Green permettent d’obtenir la formule variationnelle :∫
Ω
µ−1r rotE · rotE t dΩ− k2
∫
Ω
εrE · E t dΩ = −
∫
∂Ω
(
µ−1r rotE× E t
)
· nd(∂Ω) (3.6)
qui est équivalente à l’équation∫
Ω
µ−1r rotE · rotE t dΩ− k2
∫
Ω
εrE · E t dΩ = −ikZ0
∫
∂Ω
Jin ·E t d(∂Ω) (3.7)
si l’on pose Jin = n ×H. Finalement, en tenant compte des conditions sur les diﬀérentes
frontières et en imposant au champ test E t des conditions similaires, nous obtenons∫
Ω
µ−1r rotE · rotE t dΩ− k2
∫
Ω
εrE · E t dΩ = ikZ0
∫
Γ
(n× Jin) ·M t dΓ (3.8)
où M t = E t × n sur Γ.
3.3.2 Le milieu homogène extérieur
Dans ce milieu, nous allons utiliser la méthode des équations intégrales décrite au Chapitre-
2 dans la sous-section 2.1.2. On choisit la frontière S de sorte qu’elle soit confondue avec
la frontière Γ qui sépare l’objet et le milieu extérieur.
Ω+ = Ωc et Ω− = R3\Ωc (3.9)
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Le domaine de calcul est par conséquent réduit à son minimum. Rappelons que nous
obtenons en tout point x ∈ S les formules de traces dans Ω± :
(E)±T = E
i
T (x) + iZ0(TJ)T (x) + (KM)T (x)±
1
2
(n×M) (x), (3.10)
(H)±T = H
i
T (x) + iY0(TM)T (x)− (KJ)T (x)∓
1
2
(n× J) (x). (3.11)
avec J le saut du courant électrique et M le saut du courant magnétique à la traversée de
la frontière S entre les deux domaines.
J := [n×H]S =
(
n×H−
)
|S −
(
n×H+
)
|S (3.12)
M := [E× n]S =
(
E− × n
)
|S −
(
E+ × n
)
|S (3.13)
L’objectif est alors de s’assurer que les courants Jin etMin sont les courants d’un problème
de Maxwell posé dans le milieu extérieur à une constante multiplicative près. Nous savons
qu’il suﬃt pour cela d’imposer que les prolongements des solutions dans Ω− soient tous nuls,
autrement dit que le projecteur de Calderon intérieur soit nul. Une conséquence immédiate
est que :
(E)−T = 0 et (H)
−
T = 0 (3.14)
De plus, par continuité des traces tangentielles des champs aux interfaces entre les milieux,
c’est à dire Jin = n×H+ et Min = E+ × n, nous obtenons
J = −Jin et M = −Min. (3.15)
A partir des équations (3.10), (3.11) et (3.14), nous pouvons énoncer le système d’équations
sur Γ
(P˜ex)

0 = EiT (x)− iZ0(TJ)T (x)− (KM)T (x) +
1
2
(n×M) (x) sur Γ, (3.16a)
0 = HiT (x)− iY0(TM)T (x) + (KJ)T (x)−
1
2
(n× J) (x) sur Γ. (3.16b)
où nous conservons la notation J et M pour déﬁnir les courants surfaciques au lieu de Jin
etMin. L’application d’une méthode variationnelle au système d’équations (P˜ex) avec deux
fonctions tests notées J t et M t permet d’obtenir que :
∫
Γ
 iZ0T K
K −iY0T
  J
M
 ·
 J t
M t
 dΓ
−1
2
∫
Γ
[
(n×M) · J t + (n× J) ·M t
]
dΓ
=
∫
Γ
EiT · J t dΓ−
∫
Γ
HiT ·M t dΓ
(3.17)
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3.3.3 La méthode de couplage
A partir des systèmes d’équations (P˜in) et (P˜ex), plusieurs couplages sont possibles et V.
Levillain en étudie un certain nombre dans sa thèse [42]. Parmi les méthodes qu’il propose,
une nous a intéressé tout particulièrement. Dans un premier temps, notons que le système
d’équations (P˜in) conduit à la formulation∫
Ω
µ−1r rotE · rotE t dΩ− k2
∫
Ω
εrE · E t dΩ = ikZ0
∫
Γ
(n× J) ·M t dΓ (3.18)
et fait apparaître le terme ∫
Γ
(n× J) ·M t dΓ (3.19)
à l’origine de la non symétrie de la formulation (3.17). L’idée est maintenant de décomposer
ce terme sous la forme :∫
Γ
(n× J) ·M t dΓ = 1
2
∫
Γ
(n× J) ·M t dΓ + 1
2
∫
Γ
(n× J) ·M t dΓ (3.20)
qui permet de réécrire l’équation (3.18) sous la forme
−1
2
∫
Γ
(n× J) ·M t dΓ = iY0
∫
Ω
[
(kµr)−1rotE · rotE t − kεrE · E t
]
dΩ
+
1
2
∫
Γ
(n× J) ·M t dΓ. (3.21)
Par substitution dans la formulation variationnelle (3.17) de l’équation (3.21), nous obtenons
sous une écriture un peu plus développée :
∫
Γ
[
iZ0 (TJ) · J t − iY0 (TM) ·M t + (KM) · J t + (KJ) ·M t
]
dΓ
−1
2
∫
Γ
[
(n×M) · J t − (n× J) ·M t
]
dΓ
iY0
∫
Ω
[
(kµr)−1rotE · rotE t − kεrE · E t
]
dΩ
=
∫
Γ
EiT · J t dΓ−
∫
Γ
HiT ·M t dΓ.
(3.22)
Cette formulation représente le couplage que nous avons choisi entre une équation aux
dérivées partielles et les équations intégrales. Elle possède de nombreux avantages. L’util-
isation des équations intégrales garantit que le comportement de la solution à l’extérieur
de l’objet est pris en compte de façon exacte. De plus, pour la partie volumique, l’avantage
le plus important est qu’elle permet de prendre en compte de façon précise et avec une
grande facilité un milieu hétérogène complexe. La Déﬁnition-3.1 présente l’énoncé détaillé
du problème variationnel correspondant.
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Définition 3.1 (Formulation Levillain)
Trouver (E,J) ∈ H(rot,Ω)×H− 12 ( divΓ ,Γ) tels que, pour tout couple de fonctions tests
(E t,J t) ∈ H(rot,Ω)×H− 12 ( divΓ ,Γ), on ait :
+iZ0
∫
Γx
∫
Γy
G(x,y)
{
k J(y) · J t(x)− 1
k
divΓ J(y) divΓ J t(x)
}
dΓy dΓx (3.23a)
−iY0
∫
Γx
∫
Γy
G(x,y)
{
kM(y) ·M t(x)− 1
k
divΓM(y) divΓM t(x)
}
dΓy dΓx (3.23b)
+
∫
Γx
∫
Γy
grad
y
G(x,y) ·
{
J(y)×M t(x) +M(y)× J t(x)
}
dΓy dΓx (3.23c)
−iY0
∫
Ω
{
kεrE(x) · E t(x)− 1
kµr
rotE(x) · rotE t(x)
}
dΩ (3.23d)
+
1
2
∫
Γ
{
J(x)×M t(x)−M(x)× J t(x)
}
· n dΓ (3.23e)
=
∫
Γ
{
Hi(x) ·M t(x)−Ei(x) · J t(x)
}
dΓ. (3.23f)
Nous ne détaillons pas le développement des calculs puisque d’une part ils sont classiques
dans la littérature sur les équations intégrales, mais aussi parce que les détails sont présentés
dans la thèse de V. Levillain [42].
Remarque 3.1
Cette formulation est aujourd’hui présentée dans plusieurs articles mais il arrive qu’un
écart de signe apparaisse entre les différents auteurs. Par exemple, si l’on regarde la
formulation telle qu’elle a été énoncée par J. Gay & Y. Haugazeau dans [34], nous
pouvons constater que le signe du terme (3.23c) change. Cette différence s’explique
simplement par le fait que le gradient du noyau de Green vérifie la relation :
∇yG(x,y) = −∇xG(x,y). (3.24)
Par conséquent, suivant les conventions employées pour définir l’opérateur intégral K,
c’est-à-dire suivant le choix entre ∇x et ∇y, nous pouvons aboutir à des différences de
signe. D’un point de vue plus pratique, il est donc important d’y faire attention afin
d’éviter des bug parfois difficiles à identifier.
Avec cette technique de couplage entre les équations intégrales et les équations aux dérivées
partielles, nous sommes conduits à résoudre un problème dont les inconnues sont le champ
électrique E restreint à Ω et le courant électrique J dont le support est la frontière Γ.
Le champ tangent M représente le courant magnétique mais n’est pas une inconnue du
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problème puisqu’il se déﬁnit comme la trace tangentielle du champ électrique E. Les champs
tangents M et M t doivent donc être considérés comme de simples notations. Il existe
une alternative à ces inconnues. Lorsque nous avons présenté la technique utilisée pour
l’obstacle, nous avons pris comme point de départ les équations de Maxwell du second
ordre en champ électrique E mais nous aurions pu choisir la forme en champ magnétique
H. Suivant le même principe de construction, le résultat aurait été :
Définition 3.2 (Formulation Alternative en champ H)
Trouver (H,M) ∈ H(rot,Ω) × H− 12 ( divΓ ,Γ) tels que, pour tout couple de fonctions
tests (H t,M t) ∈ H(rot,Ω)×H− 12 ( divΓ ,Γ), on ait :
+iZ0
∫
Γx
∫
Γy
G(x,y)
{
k J(y) · J t(x)− 1
k
divΓ J(y) divΓ J t(x)
}
dΓy dΓx (3.25a)
−iY0
∫
Γx
∫
Γy
G(x,y)
{
kM(y) ·M t(x)− 1
k
divΓM(y) divΓM t(x)
}
dΓy dΓx (3.25b)
+
∫
Γx
∫
Γy
grad
y
G(x,y) ·
{
J(y)×M t(x) +M(y)× J t(x)
}
dΓy dΓx (3.25c)
+iZ0
∫
Ω
{
kµrH(x) ·H t(x)− 1
kεr
rotH(x) · rotH t(x)
}
dΩ (3.25d)
−1
2
∫
Γ
{
J(x)×M t(x)−M(x)× J t(x)
}
· n dΓ (3.25e)
=
∫
Γ
{
Hi(x) ·M t(x)−Ei(x) · J t(x)
}
dΓ. (3.25f)
Les inconnues eﬀectives sont dans ce cas le champ magnétique H restreint à Ω et le courant
magnétique M dont le support est la frontière Γ. Le courant électrique J devient alors à
son tour une simple notation désignant la trace tangentielle du courant magnétique. Le
choix entre les deux formulations n’a donc pas d’importance particulière.
3.3.4 Existence et Unicité
Dans [42], V. Levillain étudie l’unicité de la formulation variationnelle dans le cas où les
matériaux qui composent l’objet sont tous dissipatifs, c’est ce qu’il appelle l’hypothèse
Hεµ. En remarque, il précise alors que ses résultats peuvent être éventuellement étendus
à des caractéristiques électromagnétiques dans L∞(Ω), sans en faire la démonstration.
Dans la suite, nous avons voulu nous assurer qu’en dehors des fréquences de résonance
du problème intérieur et dans le cas où aucun des matériaux n’a de perte, le problème
reste bien posé. C’est pourquoi, dans cette section nous supposons que les caractéristiques
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électromagnétiques des matériaux sont telles que :
∀x ∈ Ω, ℑ (εr) = 0 et ℑ (µr) = 0. (3.26)
3.3.4.1 Unicité
Théorème 3.1
Soient Ei et Hi des champs incidents définis dans H−
1
2 (rot Γ ,Γ) (le dual de
H−
1
2 ( divΓ ,Γ)). Supposons que le nombre d’onde k est tel que k2 n’est pas une valeur
propre du problème intérieur à Γ (cf. Chapitre-2, équations 2.18a à 2.18c) et que, pour
tout x ∈ Ω,
ℑ (εr) = 0 et ℑ (µr) = 0. (3.27)
La formulation variationnelle donnée par la Définition-3.1 admet une solution unique.
Dans l’objectif de démontrer le Théorème-3.1, nous allons montrer que la formulation vari-
ationnelle n’admet qu’une solution nulle dans le cas où le second membre est également
supposé nul. Le principe est classique dans le cas d’équations linéaires mais n’est pas tou-
jours évident. Nous étudions donc le cas où il n’y pas d’ondes électromagnétiques incidentes,
c’est-à-dire :
Ei = 0 et Hi = 0. (3.28)
Sous de telles hypothèses, la formulation variationnelle devient sous sa forme non dévelop-
pée :

∫
Γ
 iZ0T K
K −iY0T
  J
M
 ·
 J t
M t
 dΓ + 1
2
∫
Γ
{
J×M t −M× J t
}
· n dΓ
= iY0
∫
Ω
{
kεrE · E t − 1
kµr
rotE · rotE t
}
dΩ.
(3.29)
De plus, nous pouvons montrer par simple jeu d’écriture que

∫
Γ
 T K
K T
  J
M
 ·
 J t
M t
 dΓ + 1
2
∫
Γ
{
J×M t −M× J t
}
· ndΓ
= −
∫
Ω
{
kεrE · E t − 1
kµr
rotE · rotE t
}
dΩ.
(3.30)
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où nous avons à nouveau noté par abus de notation :
J =
√
iZ0 J , J t =
√
iZ0 J t,
M = (
√
iZ0)−1 M , M t = (
√
iZ0)−1 M t,
E = (
√
iZ0)−1 E , E t = (
√
iZ0)−1 E t.
(3.31)
Choisissons maintenant un couple de fonctions tests (E t,J t) = (E,J), nous obtenons :
∫
Γ
 T K
K T
  J
M
 ·
 J
M
 dΓ + 1
2
∫
Γ
{
J×M−M× J
}
· ndΓ
= −
∫
Ω
{
kεrE ·E− 1
kµr
rotE · rotE
}
dΩ.
(3.32)
En prenant uniquement la partie imaginaire de l’équation (3.32), nous obtenons :
ℑ
∫
Γ
 T K
K T
  J
M
 ·
 J
M
 dΓ
 = 0. (3.33)
puisque l’on peut montrer aisément que les termes suivants vériﬁent :
1
2
∫
Γ
{
J×M−M× J
}
· n dΓ = −1
2
∫
Γ
{
(n×M) · J+
(
n×M
)
· J
}
dΓ ∈ R (3.34)
et, sous l’hypothèse (3.26),∫
Ω
{
kεrE ·E− 1
kµr
rotE · rotE
}
dΩ =
∫
Ω
{
kεr | E |2 − 1
kµr
| rotE |2
}
dΩ ∈ R. (3.35)
A partir de là, nous allons exploiter les résultats montrés par F. Collino & B. Després dans
[16] mais il est nécessaire de déﬁnir au préalable quelques notations et opérateurs associés
aux champs lointain a∞ et A∞. Soit dˆ une direction donnée sur la sphère unité que l’on
note S2. Pour deux champs J etM tangents à la surface Γ, nous déﬁnissons les opérateurs
associés au champ lointain par :
a∞ : J 7−→ a∞ J = k
4π
∫
Γ
dˆ×
(
J(x)× dˆ
)
e−ik x·dˆ dΓ (3.36a)
et
A∞ : (J,M) 7−→ A∞ (J,M) = a∞ J− idˆ× a∞M. (3.36b)
Notons qu’implicitement ces opérateurs sont associés à une direction dˆ donnée. Il est alors
montré dans [16] que
ℑ
∫
Γ
 T K
K T
  J
M
 ·
 J
M
 dΓ
 = ∫
S2
A∞ (J,M) ·A∞ (J,M) dS2. (3.37)
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Or, d’après l’équation (3.33), nous obtenons∫
S2
A∞ (J,M) ·A∞ (J,M) dS2 = 0 (3.38)
et par conséquent,
A∞ (J,M) = 0. (3.39)
Nous sommes alors en mesure de déﬁnir les champs électromagnétiques induits par les
courants J et M dans Ωc :  E
pot = iZ0 T˜ J+ K˜M,
Hpot = − K˜ J+ iY0T˜M.
(3.40)
Par construction, nous savons que ces champs sont une solution sortante du système de
Maxwell sur l’extérieur du domaine Ω et d’après (3.39), cette solution ne rayonne pas. Le
Théorème-6.9 de [20] nous permet de conclure que (Epot,Hpot) est identiquement nul sur
le domaine Ωc et en particulier que la trace tangentielle du champ électrique Epot est nulle,
c’est-à-dire (
Epot
)
T
= 0. (3.41)
Cette trace vériﬁant la formule de représentation intégrale déﬁnie par :(
Epot
)
T
= ikZ0TJ+KM+
1
2
n×M (3.42)
nous obtenons nécessairement que
0 = ikZ0TJ+KM+
1
2
n×M. (3.43)
De plus, nous savons que la formulation est construite sous l’hypothèse où les projecteurs
de Calderon intérieurs sont nuls (3.16a) et par conséquent avec des champs incidents nuls,
nous obtenons :
0 = ikZ0TJ+KM− 12 n×M. (3.44)
Par diﬀérente entre les équations (3.43) et (3.44), nous pouvons en déduire que le champ
M tangent à la surface Γ vériﬁe :
M = 0. (3.45)
On en déduit ensuite que
TJ = 0 (3.46)
et nous savons que si k n’est pas associé à une fréquence de résonance du problème intérieur
au domaine dont Γ est la frontière extérieure, alors l’opérateur T est inversible et par
conséquent
J = 0. (3.47)
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Ainsi, nous pouvons aﬃrmer que le champ électrique E dans Ω est solution d’un problème
de Maxwell en domaine borné avec conditions de type conducteur parfait sur les frontières
Γp et Γ ainsi que la condition HT = 0 sur la frontière Γ. Le champ électrique E est donc
nul sur Ω et ﬁnalement
(E,J,M) = 0 (3.48)
Finalement, nous pouvons conclure que dans le cas où tous les matériaux n’ont pas de perte
et si k n’est pas une fréquence de résonance d’un problème intérieur alors le problème initial
est injectif.
3.3.4.2 Existence
Dans le cas où l’on utilise la méthode des équations intégrales, démontrer l’existence d’une
solution demande généralement d’utiliser l’alternative de Fredholm (cf. Chapitre-1). Pour
utiliser ce théorème, on montre que la forme variationnelle peut être décomposée en un
opérateur compact et un isomorphisme. Le seul problème pour exploiter les résultats de
[42] est de montrer que la forme bilinéaire B déﬁnie par :
B
(
(E,J), (E t,J t)
)
= +iZ0
∫
Ω
{
kµrH(x) ·H t(x)− 1
kεr
rotH(x) · rotH t(x)
}
dΩ
− iY0
∫
Γx
∫
Γy
G0(x,y)
{
kM(y) ·M t(x)− 1
k
divΓM(y) divΓM t(x)
}
dΓy dΓx
− 1
2
∫
Γ
{
J(x)×M t(x)−M(x)× J t(x)
}
· ndΓ
+ iZ0
∫
Γx
∫
Γy
G0(x,y)
{
k J(y) · J t(x)− 1
k
divΓ J(y) divΓ J t(x)
}
dΓy dΓx (3.49)
où
G0(x,y) =
1
4π | x− y | , (3.50)
est toujours un isomorphisme, même sous l’hypothèse donnée par (3.26). La méthode qui
est utilisée dans [42] nécessite de tenir compte de l’hypothèse Hεµ mais il est aussi indiqué
que d’autres moyens peuvent être employés pour éviter cette contrainte. Cependant, dans
le cadre de cette thèse, nous n’avons pas poussé notre étude plus loin et admettons ce
résultat.
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3.3.5 La forme variationnelle réduite
En utilisant les résultats établis dans le Chapitre-1 et le Chapitre-2, nous sommes en mesure
de déﬁnir très simplement le problème variationnel réduit. Comme pour ces chapitres, le
problème est ainsi réduit à un ensemble dénombrable de problèmes posés dans un domaine
méridien générateur de l’objet par symétrie de révolution, chacun des problèmes étant as-
socié à un mode de Fourier particulier.
La formulation variationnelle donnée par la Déﬁnition-3.3 étant construite par décomposi-
tion modale des inconnues, il est naturel de penser qu’elle hérite du problème des fréquences
de résonance. Bien que cela reste encore à démontrer théoriquement, nous verrons dans
la partie consacrée aux résultats numériques que c’est en eﬀet le cas et qu’il existe, pour
chaque mode de Fourier, un ensemble de fréquences de résonance lié également au problème
intérieur.
Définition 3.3 (Formulation Levillain réduite)
Pour tout n ∈ R, trouver (en, jn) ∈ X(n)(ω)× H(n)(γ) tel que pour tout (e n,t, jn,t) ∈
X(n)(ω)×H(n)(γ), on ait :
+iZ0 AnT
(
jn, jn,t
)
− iY0 AnT
(
m-n,m-n,t
)
−
[
AnK
(
jn,m-n,t
)
+AnK
(
m-n, jn,t
)]
+
1
2
[
AnS
(
jn,m-n,t
)
−AnS
(
m-n, jn,t
)]
= Aninc(h-n,i,m-n,t)−Aninc(en,i, jn,t)
(3.51)
où nous rappelons que m-n = (e n × n˜)|γ et m-n,t = (e n,t × n˜)|γ.
3.4 Discrétisation par éléments finis d’ordre élevé
L’idée pour discrétiser la formulation variationnelle réduite (Déﬁnition-3.3) par une mé-
thode d’éléments ﬁnis est assez naturelle. En utilisant les résultats établis dans le Chapitre-
1 pour les champs dans X(n)(ω) et ceux du Chapitre-2 pour les champs tangents dans
H(n)(γ), nous pouvons discrétiser chacune des inconnues en et jn du problème par leur
méthode respective. De plus, par déﬁnition de m-n et de l’opérateur de trace, nous avons
que m-n ∈ H(n)(γ) et par conséquent, par construction des méthodes d’éléments ﬁnis dans
les espaces X(n)(ω) et H(n)(γ), nous obtenons que la discrétisation est la même entre m-n
et celle du champ tangent jn (à un signe près).
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L’intérêt de procéder de cette manière est d’une part la simplicité de mise en oeuvre,
et d’autre part la réduction de la taille des systèmes éléments ﬁnis modaux au minimum.
En eﬀet, par construction nous avons établi au Chapitre-2 que les éléments ﬁnis de frontière
étaient la trace des éléments ﬁnis utilisés dans le méridien et cela, par l’application T×. Or, si
nous n’avions pas cette propriété alors la taille des systèmes matriciels associés à la méthode
d’éléments ﬁnis serait plus importante puisqu’il faudrait rajouter une matrice de passage
entre la discrétisation du champ électrique modal e n et celle du courant magnétique modal
m-n. Tous cela bien évidemment si on choisit d’appliquer la même discrétisation entre jn
et m-n, ce qui est le meilleur choix pour garder une certaine indépendance de l’assemblage
de la partie « volume » et de la partie équation intégrale de la formulation. La Figure-3.2
représente de façon très schématique la forme de la matrice que l’on obtient dans ce cas là.
P
P
e nω\γ e
n
γ m-n jn
e n,tω\γ
e n,tγ
m-n,t
jn,t 0
0
0
00
0
Matrice
creuse
Matrice
pleine
Figure 3.2 – Représentation schématique de la matrice dans le cas où il n’y a pas de
raccord entre les deux discrétisations
Maintenant, dans le cas où on respecte le choix que nous avons fait, la matrice de passage
P est égale à la matrice identité. Il n’est donc plus utile de garder un tel système et par
raccord des fonctions de base de la méthode, nous obtenons ﬁnalement la représentation
des systèmes matriciels donnée par la Figure-3.3.
139
3.5. RÉSULTATS NUMÉRIQUES SUR UNE SPHÈRE
e nω\γ m-n jn
e n,tω\γ
m-n,t
jn,t 0
0Creux
Plein
Figure 3.3 – Représentation schématique de la matrice dans le cas où il y a raccord
entre les deux discrétisations
Finalement, le système matriciel de la Figure-3.3 est bien plus réduit que celui de la Figure-
3.2. De plus, il est également plus approprié pour l’utilisation de la méthode de « complé-
ment de Schur » que nous détaillons dans le Chapitre-5.
3.5 Résultats numériques sur une sphère
Pour cette partie, nous allons concentrer notre étude sur un objet sphérique, mais dans la
pratique les résultats ont toujours été du même ordre dans nos simulations. Nous voulons
simplement présenter l’eﬃcacité de la méthode de couplage sans représenter pour autant
une étude aussi détaillée que celle du Chapitre-2. Les remarques et les conclusions obtenues
dans ce dernier s’étendent entièrement à ce couplage, par exemple : une meilleure précision
en montant en ordre dans la méthode d’éléments ﬁnis, eﬀet de palier dans la convergence
des méthodes due aux singularités géométriques.
Illustrons tout de même la précision et l’eﬃcacité de la méthode sur un cas particulier de
validation. Considérons le problème de la diﬀraction d’ondes planes par un objet sphérique
parfaitement conducteur de rayon r = 0.245m et recouvert d’une couche de matériau
d’épaisseur d = 0.005m. Comme dans le Chapitre-2, nous allons nous intéresser à la con-
vergence des méthodes d’ordre élevé pour le calcul des courants électromagnétiques J et
M ainsi que celui de la surface équivalente radar.
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3.5.1 Etude de la convergence sur l’estimation des courants
Contrairement aux exemples du Chapitre-2, nous avons ici à estimer à la fois le courant
électrique J et le courant magnétique M. Pour l’étude de l’erreur relative en norme L2(Γ),
nous utilisons la synthèse des séries de Fourier aﬁn de reconstruire les solutions tridimen-
tionnelles en coordonnées cartésiennes.
Paramètres de la simulation :
1. la fréquence est choisie à 2Ghz ;
2. la couche de matériau est prise comme homogène de caractéristiques εr = 3 et µr = 2 ;
3. l’angle d’incidence de l’onde est de 25 degrés (voir Annexe-B).
Avec les critères utilisés au C.E.A, nous avons à résoudre un nombre total de 11 systèmes
modaux. Les courants électrique et magnétique solutions de cette simulation sont donnés
par la Figure-3.4 et la Figure-3.5 respectivement. Ces ﬁgures représentent la solution de
référence (analytique) obtenue par les séries de MIE.
Figure 3.4 – Module du courant électrique J pour une fréquence de 2 Ghz - | ℜ(J) | à
gauche et | ℑ(J) | à droite
141
3.5. RÉSULTATS NUMÉRIQUES SUR UNE SPHÈRE
Figure 3.5 – Module du courant magnétique M pour une fréquence de 2 Ghz - | ℜ(M) |
à gauche et | ℑ(M) | à droite
Les solutions illustrées sur ces ﬁgures correspondent à la polarisation transverse magnétique
(TM) de l’onde incidente. Pour obtenir la polarisation transverse électrique (TE), il suﬃt
d’appliquer une rotation des solutions de π
2
autour de l’axe d’incidence de l’onde.
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Figure 3.6 – Convergence de l’erreur relative L2 sur le courant J (à gauche) et le
courant M (à droite) en fonction du pas de maillage
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Nous avons présenté sur la Figure-3.6 uniquement les résultats de convergence pour la po-
larisation (TM) car ceux de la polarisation (TE) sont quasiment identiques. Nous pouvons
constater, comme pour les cas étudiés dans le Chapitre-2, qu’au-delà d’un certain niveau
de raﬃnement il se produit comme un eﬀet de palier dans la convergence des méthodes
d’ordre élevé. L’explication vient du fait que nous commençons à atteindre la précision
machine et que la représentation discrète de la géométrie n’est pas parfaitement sphérique.
Nous constatons tout de même que les résultats sont d’autant plus précis que l’on monte
en ordre. Si l’on se ﬁxe une erreur relative en norme L2(Γ) de l’ordre de 1% à la fois sur
l’estimation de J et sur celle de M, alors il suﬃt d’avoir un pas moyen de discrétisation
supérieur à h = 16mm pour la méthode d’ordre R3-P3 contre des pas de h = 8mm et
h = 1mm pour des méthodes d’ordre R2-P2 et R1-P1 respectivement. En terme de degrés
de liberté, la Table-3.1 indique le nombre associé à chacune de ces valeurs de h pour les
ordres correspondants.
R1-P1 R2-P2 R3-P3
nb ddl volume 50623 2455 1229
nb ddl frontiere 1665 417 313
Table 3.1 – Correspondance entre pas de maillage et nombre de degrés de liberté
Au vu de ces résultats, il est clair que la montée en ordre est toujours très intéressante.
Avec une discrétisation géométrique moins ﬁne et moins de degrés de liberté, nous arrivons
à obtenir une précision supérieure en montant en ordre dans la méthode d’éléments ﬁnis.
Le fait que la précision ne soit pas exactement la même entre le courant électrique J et
le courant magnétique M vient peut-être de l’algorithme utilisé pour résoudre chacun des
systèmes (Complément de Schur - voir Chapitre-5). La qualité d’approximation n’en reste
pas moins bonne dans les deux cas.
3.5.2 Influence de l’ordre élevé sur l’estimation de la SER
Nous allons nous intéresser à l’inﬂuence de la montée en ordre sur l’estimation des sur-
faces équivalentes radar pour diﬀérents types de balayages. Comme dans le cas des objets
parfaitements conducteurs (Chapitre-2) et pour une fréquence ﬁxée, le comportement de
la décroissance de l’erreur relative sur l’estimation de la S.E.R. est semblable à celui des
courants avec quelques variations sur le coeﬃcient de décroissance. Ce résultat reste logique
puisque l’estimation de la S.E.R. prend directement appui sur l’estimation des courants
électrique J et magnétiqueM. Ce qui nous intéresse principalement, c’est l’eﬀet de la mon-
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tée en ordre sur un large spectre de fréquence et pour diﬀérents types de matériaux.
Paramètres de la simulation :
1. le balayage fréquenciel est choisi de 1Ghz à 10Ghz avec un pas de 1Mhz ;
2. la couche de matériau est prise comme homogène de caractéristique
εr = 3 + 2i et µr = 2 + i ;
3. l’angle d’incidence de l’onde est de 25 degrés (voir Annexe-B) ;
4. calcul de la S.E.R. monostatique (i.e direction incidence = direction observation).
Les informations liées à la méthode d’éléments ﬁnis sont données par la Table-3.3, et celles
sur la discrétisation géométrique de l’objet le sont par la Table-3.3.
nombre de d.d.l. dans ω nombre de d.d.l. sur γ
R1-P1 465 157
R2-P2 1391 313
R3-P3 2779 469
Table 3.2 – Informations sur le nombre de degrés de liberté des méthodes d’éléments
ﬁnis
hi 0.004048 m
hc 0.010331 m
he 0.010069 m
Table 3.3 – Informations sur la discrétisation de la sphère
Plusieurs notations sont utilisées : hi (resp. hc) est le rayon moyen des cercles inscrits (resp.
circonscrits) aux mailles triangulaires qui composent ω et he est la longueur moyenne des
segments de la génératrice γ. Toujours avec les critères utilisés au C.E.A, nous avons à ré-
soudre un nombre total de 168 121 systèmes modaux. La solution de référence est obtenue
par les séries de MIE.
La Figure-3.7 présente les résultats obtenus pour trois méthodes d’éléments ﬁnis : R1-P1,
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R2-P2 et R3-P3. Une première conclusion est évidente, la montée en ordre de la méthode
permet de prendre en compte des longueurs d’ondes très petites avec des maillages sou-
vent dits grossiers (moins de 7pts par λ). Ce comportement est nettement visible entre la
méthode d’ordre R1-P1 et celles d’ordre R2-P2 et R3-P3.
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Figure 3.7 – Estimation de la S.E.R. d’une sphère parfaitement conductrice recouverte
d’un matériau homogène obtenue par balayage fréquentiel
De plus, la dégénérescence de la méthode d’ordre R1-P1 avec la montée en fréquence mets
en évidence la présence des fréquences de résonance ; légèrement sur la Figure-3.8(b) mais
de façon nette sur la Figure-3.8(c). Cependant, nous pouvons remarquer sur la Figure-
3.8(c) et la Figure-3.8(d) que, malgré une dégradation de l’approximation de la S.E.R.
avec une méthode d’ordre R2-P2, aucune irrégularité due aux résonances n’est observée.
L’explication vient du fait que nous évaluons mieux les courants parasites en montant en
ordre et par conséquent l’inﬂuence des fréquences de résonance est moins visible.
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Figure 3.8 – Décomposition des résultats de la Figure-3.7 sur plusieurs parties du
spectre fréquentiel
Ainsi, nous pouvons conclure sur ce cas que la montée en ordre est d’un grand intérêt pour
l’estimation des surfaces équivalentes radar puisqu’elle permet d’obtenir, pour de petites
longueurs d’ondes et avec des maillages grossiers, des résultats très précis et ce même si
les niveaux de signatures radars à estimer sont très faibles. L’exemple en est donné par la
méthode d’ordre R3-P3 pour chacune des sous-ﬁgures de la Figure-3.8.
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Conclusion
Nous venons de présenter dans ce chapitre une méthode de couplage entre équations aux
dérivées partielles et équations intégrales pour la résolution de problèmes de diﬀraction
d’ondes planes par des objets hétérogènes à symétrie de révolution. Cette méthode est
issue de la thèse de V. Levillain [42] et notre travail a consisté à intégrer la propriété d’ax-
isymétrie dans la formulation variationnelle proposée. En prenant appui sur les méthodes
et les résultats des chapitres précédents (Chapitre-1 et Chapitre-2), nous avons pu con-
struire une méthode de discrétisation par éléments ﬁnis très naturellement.
Les résultats numériques ont alors montré que la méthode était précise aussi bien pour
l’estimation des courants surfaciques que pour celle de la surface équivalente radar. Cepen-
dant, cette méthode a le défaut des fréquences de résonance. Bien que ce problème n’ait
jamais été gênant dans nos simulations, un des objectifs restants est de modiﬁer la formu-
lation variationnelle aﬁn de pouvoir garantir les résultats numériques obtenus pour toutes
fréquences. Comme le présente N. Zerbib dans sa thèse [68], une idée serait d’enrichir l’es-
pace d’éléments ﬁnis pour pouvoir déﬁnir correctement la composition de l’opérateur de
rotation avec un opérateur intégral. Sur le même principe qu’au Chapitre-2, cela permet-
trait d’appliquer une méthode de type CFIE.
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Chapitre 4
Méthode d’intégration numérique des
opérateurs intégraux
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Introduction
L
’utilisation des équations intégrales requiert, comme nous l’avons vu au Chapitre-2
et au Chapitre-3, de savoir intégrer numériquement et avec une grande précision les
noyaux de Green modaux ainsi que leurs gradients, sans quoi les codes de modélisation ne
peuvent fournir des résultats précis. Dans le cas contraire, l’erreur d’intégration peut être
prépondérante par rapport à l’erreur d’approximation de la méthode d’éléments ﬁnis et
ainsi dégrader la précision des résultats.
C
e chapitre présente diﬀérentes techniques en fonction de plusieurs conﬁgurations géomé-
triques. Dans la première section nous présentons la première méthode que nous avons
mise en oeuvre du fait de sa simplicité qui est due à M. Duruﬂé [24] ainsi qu’une méthode
très courante en trois dimensions et dont l’adaptation au cas axisymétrique est due à P.
Bonnemason (section-4.2). Puis, nous présentons une méthode d’intégration qui prend ap-
puie sur les travaux réalisés par F. Collino [15] (section-4.3). Enﬁn, une mise en concurrence
149
4.1. PRÉSENTATION DU PROBLÈME
de ces méthodes est réalisée en ﬁn de chapitre (section-4.4) et nous permet de choisir la
mieux adaptée selon les situations.
4.1 Présentation du problème
Considérons deux éléments Sγ et Sσ qui appartiennent à la discrétisation de la génératrice
associée à la frontière du domaine à symétrie de révolution Ω. Chacun des éléments est
décrit dans le plan méridien à partir de ses sommets de coordonnées
(r0γ, z
0
γ), (r
1
γ , z
1
γ) pour Sγ et (r0σ, z0σ), (r1σ, z1σ) pour Sσ. (4.1)
Les abscisses curvilignes qui paramétrisent Sγ et Sσ sont notées respectivement sγ et sσ ;
leur domaine de variation est [0, 1]. Dans le cas où l’élément est un segment, nous avons :
[Sγ ] :
 rγ(s) = (r1γ − r0γ) sγ + r0γzγ(s) = (z1γ − z0γ) sγ + z0γ [Sσ] :
 rσ(s) = (r1σ − r0σ) sσ + r0σzσ(s) = (z1σ − z0σ) sσ + z0σ . (4.2)
Nous allons présenter dans ce chapitre diﬀérentes méthodes d’intégration aﬁn d’évaluer des
intégrales de la forme
I =
∫
Sγ
∫
Sσ
∫ π
0
F (sγ, sσ)
eikR(sγ ,sσ,φ)
R(sγ , sσ, φ) cos (nφ) dφ dSσ(sσ) dSγ(sγ) (4.3)
et
~I =
∫
Sγ
∫
Sσ
∫ π
0
F (sγ, sσ)
(ikR(sγ , sσ, φ)− 1)eikR(sγ ,sσ,φ)
R3(sγ , sσ, φ) cos (nφ) dφ dSσ(sσ) dSγ(sγ) (4.4)
où F est une fonction régulière et R est la fonction déﬁnie par :
R(sγ , sσ, φ) =
√
r2γ + r2σ + (zγ − zσ)2 − 2rγrσ cos (φ) (4.5)
ou sous une forme équivalente
R(sγ, sσ, φ) =
√√√√(rγ − rσ)2 + (zγ − zσ)2 + 4 rγ rσ sin2
(
φ
2
)
. (4.6)
L’intégrale sur Sγ (resp. Sσ) sera dite intégrale extérieure (resp. intérieure) et liée à l’ab-
scisse curviligne sγ (resp. sσ). Ces intégrales sont évidemment singulières au point (sγ, sσ, φ)
lorsque R(sγ , sσ, φ) = 0, ce qui peut survenir quand Sγ et Sσ s’intersectent. Ainsi, la diﬃ-
culté de l’intégration numérique sera diﬀérente selon la position relative des segments ; on
sera amené à distinguer diﬀérents cas :
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1. Sγ et Sσ sont disjoints
Sγ ∩ Sσ = ∅; (4.7)
2. Sγ et Sσ sont voisins
Sγ ∩ Sσ =
{
(r1γ , z
1
γ)
}
=
{
(r0σ, z
0
σ)
}
(4.8)
3. Sγ et Sσ sont confondus sans toucher l’axe de révolution
Sγ = Sσ; (4.9)
4. Sγ et Sσ sont confondus et touchent l’axe de révolution
Sγ = Sσ et r0γ = r0σ = 0. (4.10)
On a choisi de distinguer deux classes de méthodes. La première consiste à considérer l’in-
tégrale I comme une intégrale triple et à chercher des méthodes de quadrature appropriées
pour son évaluation. On comparera deux démarches : la première qui consiste à accumuler
des points de Gauss vers les singularités si celles-ci existent (méthode de M. Duruﬂé [24]),
la seconde utilise un découpage du domaine d’intégration et un changement de variables qui
ôte la singularité (méthode de J. Gay & P. Bonnemason). L’exposition et la comparaison
est l’objet de la section-4.2. Dans la seconde méthode, on utilise des formules explicites à
base de séries impliquant des fonctions spéciales pour évaluer l’intégrale en φ ; on est alors
ramené à eﬀectuer une quadrature des intégrales doubles dont les singularités éventuelles
sont plus faibles. Ceci sera l’objet de la section-4.3.
4.2 Intégration par quadrature de l’intégrale triple
4.2.1 Accumulation de points
Dans cette section, nous allons présenter une méthode étudiée dans la thèse de M. Duruﬂé
[24]. L’idée générale consiste à accumuler des points de Gauss sur la ou les singularités.
Nous n’avons pas pour vocation ici d’entrer dans les détails de la thèse mais de présenter
la méthode. Dans [24], l’auteur illustre la méthode sur le cas de l’intégrale I pour les
quatre types de conﬁgurations des paires de segements. L’extension de la méthode au cas
de l’intégrale ~I peut alors être réalisée sur le même principe d’intégration mais avec un plus
grand nombre de points d’intégration. D’une façon générale, la méthode repose sur le choix
d’un paramètre p qui est un entier à partir duquel on peut déduire la règle d’intégration ;
plus p est grand, plus grande est la précision.
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4.2.1.1 Eléments dits disjoints
r= 0
Sγ Sσ
Dans cette situation, si nous regardons la position des segments sur la génératrice de la
frontière de l’objet, les segments ne partagent aucun point commun. De fait, il n’y a donc
aucune singularité. L’idée est alors d’utiliser une méthode de quadrature classique à partir
de points de Gauss-Legendre entre [0,1]. Le nombre de ces points est pris égal à p+1 points
à la fois pour l’intégrale extérieure (sγ) et intérieure (sσ), c’est-à-dire
Nγ = Nσ = p+ 1. (4.11)
L’intégration en φ est eﬀectuée avec Nφ + 1 points de Gauss sur l’intervalle [0, π] où Nφ
est déﬁni par :
Nφ = 2(n+ 4 f rmax) (4.12)
avec f = k
2π
et rmax est la distance la plus grande entre la frontière de l’objet et l’axe de
révolution. Le facteur 2n est utilisé pour bien intégrer l’oscillation de la fonction cos (nφ)
et le facteur 4frmax sert à intégrer les oscillations du noyau. On aura donc (p + 1)2Nφ
évaluation de la fonction de Green modale où p est le paramètre de la méthode.
4.2.1.2 Eléments dits voisins ou adjacents
r= 0
Sγ Sσ
Les deux segments d’intégration Sγ et Sσ présentent un point commun en sγ = 1 et en
sσ = 0 qui est également un point de singularité du noyau pour φ = 0. La singularité
n’étant présente qu’en un point uniquement, M. Duruﬂé a suggéré l’utilisation de points
de Gauss-Legendre sur [0, 1] comme pour le cas d’une paire de segments disjoints. Les points
de Gauss-Legendre ne prennant jamais les valeurs 0 et 1, il n’y a donc pas de singularité
a priori. Le nombre de points à considérer en sγ et en sσ doit cependant être ﬁxé à une
valeur plus importante :
Nγ = Nσ = 2p+ 1. (4.13)
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Le nombre Nφ de points d’intégration en la variable φ reste lui inchangé.
4.2.1.3 Eléments dits confondus non-axiaux
r= 0
Sγ
Sσ
Dans cette conﬁguration les éléments sont les mêmes et les singularités du noyau de Green
sont placées sur la droite {sγ = sσ ; φ = 0}. Dans cette méthode, il est proposé d’intégrer
une partie de l’intégrale comme dans le cas disjoint et d’eﬀectuer un traitement particulier
pour l’autre partie. Pour ce faire, on décompose l’intégrale en φ en une intégrale sur [0, φ1]
et une autre sur [φ1, π] où φ1 est un paramètre de la méthode. On obtient :
I = I1 + I2 (4.14)
où les intégrales I1 et I2 sont déﬁnies par
I1 =
∫
Sγ
∫
Sσ
∫ φ1
0
F (sγ, sσ)
eikR(sγ ,sσ,φ)
R(sγ, sσ, φ) cos (nφ) dφ dSσ(sσ) dSγ(sγ) (4.15)
et
I2 =
∫
Sγ
∫
Sσ
∫ π
φ1
F (sγ , sσ)
eikR(sγ ,sσ,φ)
R(sγ , sσ, φ) cos (nφ) dφ dSσ(sσ) dSγ(sγ). (4.16)
Le paramètre φ1 est choisi de sorte que l’intervalle [0, φ1] soit inférieur à une demi-période
de l’oscillation du noyau de Green, soit :
φ1 =
π
m+ 4frmax
. (4.17)
La méthode de quadrature pour l’intégrale I2 est la même que dans le cas d’une paire de
segments disjoints avec Nφ+1 points de Gauss en la variable φ pris dans l’intervalle [φ1, π]
et
Nγ = Nσ = 2p+ 1. (4.18)
Pour la partie I1, le traitement est un peu plus complexe. Le nombre de points de Gauss
en sγ est encore une fois choisi tel que :
Nγ = Nσ = 2p+ 1. (4.19)
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Notons {ξi, ωi}i=1,Nγ l’ensemble des Nγ points et poids de Gauss-Legendre sur [0, 1]. L’é-
valuation de l’intégrale I1 se calcule alors par la formule
I1 =
Nγ∑
i=1
ωi
∫
Sσ
F (ξi, sσ)
∫ φ1
0
eikR(ξi,sσ,φ)
R(ξi, sσ, φ)
cos (nφ) dφ dSσ(sσ). (4.20)
L’intégrale I1 est alors singulière pour tous les points (sσ, φ) = (ξi, 0). L’idée est de décom-
poser l’intégrale intérieure en trois parties telles que :∫ 1
0
=
∫ ξi
0
+
∫ 2ξi
ξi
+
∫ 1
2ξi
. (4.21)
Les points et poids de quadrature de l’intégrale intérieure sont alors choisis de sorte qu’ils
s’accumulent sur le point singulier ξi :
ξ
(1)
j = ξi(1− ξˆ2j ) et ω(1)j = 2ξˆjξiωˆj sur l’intervalle [0, ξi],
ξ
(2)
j = ξi(1 + ξˆ
2
j ) et ω
(2)
j = 2ξˆjξiωˆj sur l’intervalle [ξi, 2ξi],
ξ
(3)
j = (1− 2ξi)ξˆ2j + 2ξi et ω(3)j = 2(1− 2ξi)ξˆjωˆj sur l’intervalle [2ξi, 1].
où {ξˆj, ωˆj}j=1,Nσ sont des points et poids de Gauss déﬁnis sur [0, 1]. L’évaluation par
quadrature du terme I1 devient :
I1 =
Nγ∑
i=1
Nσ∑
j=1
3∑
l=1
ωi ω
(l)
j F
(
ξi, ξ
(l)
j
) ∫ φ1
0
eikR(ξi,ξ
(l)
j
,φ)
R(ξi, ξ
(l)
j , φ)
cos (nφ) dφ. (4.22)
Finalement, la dernière intégrale en φ est évaluée avec Nφ = Nσ points et poids de Gauss-
Legendre s’accumulant sur la singularité azymuthale φ = 0. On construit ces points et
poids par la relation :
φq = φ1ξˆ2q et ωq = 2ξˆqφ1ωˆq sur l’intervalle [0, φ1]. (4.23)
Ainsi, l’évaluation numérique de I1 est faite par la formule :
I1 =
Nγ∑
i=1
Nσ∑
j=1
Nφ∑
q=1
3∑
l=1
ωi ω
(l)
j ωq F
(
ξi, ξ
(l)
j
) eikR(ξi,ξ(l)j ,φq)
R(ξi, ξ
(l)
j , φq)
cos (nφq). (4.24)
4.2.1.4 Eléments dits confondus axiaux
r= 0
Sγ
Sσ
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Le cas présent ne se produit généralement que deux fois mais constitue le cas le plus con-
traignant de tous : les singularités sont les mêmes que dans le cas précédent avec toutefois
un ensemble de singularités supplémentaires déﬁni par {sγ = sσ = 0 ; ∀φ ∈ [0, 2π]}. L’inté-
gration numérique devient par conséquent plus complexe à réaliser. Dans [24], M. Duruﬂé
propose simplement d’évaluer l’intégrale extérieure avec
Nγ = 3p+ 1 (4.25)
points et poids de Gauss-Legendre, s’accumulant sur la singularité sγ = 0, déﬁnis par :
ξi = ξˆ2i et ωi = 2ξˆiωˆi sur l’intervalle [0, 1]. (4.26)
Pour l’intégration restante sur [0, 1]× [0, π], la décomposition reste la même que dans le cas
précédent avec toutefois un plus grand nombre de points de Gauss-Legendre utilisé pour
l’intégration en la variable φ. Ce nombre est choisi tel que :
Nφ = max(3p+ 1, 2m+ 1). (4.27)
4.2.2 Changements de variables
Nous allons présenter ici une méthode développée il y a quelques années par J.Gay dans le
cas de l’intégration des noyaux de Green en trois dimensions. Cette méthode a été adaptée
par J. Gay et P. Bonnemason au sein du CEA pour l’intégration des noyaux de Green et
de leurs gradients sur les géométries axisymétriques.
Considérons que l’intégrale I peut être réduite à la forme suivante
I =
∫ 1
0
∫ 1
0
∫ π
0
F(sγ, sσ, φ)
R(sγ , sσ, φ) dsγ dsσ dφ (4.28)
qui est bien plus appropriée pour présenter cette méthode d’intégration de façon plus
générale. Par commodité, nous faisons le choix d’utiliser également quelques nouvelles
notations :
t1 = sγ ; t2 = sσ ; t3 =
φ
π
. (4.29)
L’intégrale I devient ainsi :
I = π
∫ 1
0
∫ 1
0
∫ 1
0
F(t1, t2, πt3)
R(t1, t2, πt3) dt1 dt2 dt3 (4.30)
Dans le cas où la paire de segments est constituée d’éléments disjoints, il n’y a pas de
méthode particulière on applique une méthode identique à celle de M. Duruﬂé qui est dans
ce cas la plus naturelle. Seul le nombre de points de quadratures en t1, t2 et t3 peut être
diﬀérent. Nous allons donc nous intéresser uniquement aux autres conﬁgurations possibles.
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4.2.2.1 Eléments dits voisins ou adjacents
r= 0
Sγ Sσ
Dans le cas présent, la singularité du noyau est placée en t1 = 1, t2 = 0 et t3 = 0. Elle peut
être représentée de la façon suivante sur le cube unité :
t2
t1
t3
Figure 4.1 – Singularité des éléments adjacents
Le principe de la méthode de Gay-Bonnemason est de faire apparaître un jacobien dans
l’intégrale pouvant compenser le comportement singulier de l’intégrande. Pour cela, on
choisit de décomposer le cube unité selon la Figure-4.2
t2
t1
t3
(T1)
t2
t1
t3
(T2)
t2
t1
t3
(T3)
Figure 4.2 – Décomposition du cube unité pour les éléments adjacents
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où,
T1 =
{
(t1, t2, t3) ∈ [0, 1]3 ; 1− t1 ≤ t2 , t3 ≤ t2
}
(4.31)
T2 =
{
(t1, t2, t3) ∈ [0, 1]3 ; t2 ≤ 1− t1 , t3 ≤ 1− t1
}
(4.32)
T3 =
{
(t1, t2, t3) ∈ [0, 1]3 ; t2 ≤ t3 , t3 ≤ 1− t1
}
(4.33)
L’intégrale I devient :
I = π
3∑
i=0
∫
Ti
F(t1, t2, π t3)
R(t1, t2, π t3) dt1 dt2 dt3. (4.34)
Sur chacun des tetraèdres T1, T2 et T3, nous construisons un changement de variables
particulier déﬁni tel que :

(1− s1) + s1s2 = t1 ; s1 = t2 ; s1s3 = t3 sur T1,
(1− s2) = t1 ; s1s2 = t2 ; s2s3 = t3 sur T2,
(1− s3) + s3s2 = t1 ; s1s3 = t2 ; s3 = t3 sur T3.
(4.35)
Dans la suite, nous notons Ci l’application de changement de variables sur un tétraèdre Ti
qui a un couple (s1, s2, s3) ∈ [0, 1]3 associe un couple (t1, t2, t3) ∈ Ti.
Ci : [0, 1]3 −→ Ti
(s1, s2, s3) 7−→ (t1, t2, t3)
Pour chacun de ces tétraèdres, ces changements de variables transforment ces derniers en
un cube unité et le point singulier (t1, t2, t3) = (1, 0, 0) en un domaine de singularité déﬁni
par
Di=1,2,3 =
{
(s1, s2, s3) ∈ [0, 1]3 : si = 0
}
. (4.36)
Nous avons donc « éclaté » la singularité présente au point (t1, t2, t3) = (1, 0, 0) sur toute
une face du cube unité comme le montre la Figure-4.3.
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t2
t1
t3
(T1)
t2
t1
t3
(T2)
t2
t1
t3
(T3)
s2
s1
s3
s2
s1
s3
s2
s1
s3
Figure 4.3 – Eﬀet des changements de variables sur la singularité
L’avantage est que chacun des changements de variables conduit à un jacobien égal à s2i et
permet d’énoncer l’expression de l’intégrale I sous la nouvelle forme
I = π
3∑
i=0
∫
[0,1]3
F˜(s1, s2, s3)
R˜(s1, s2, s3)
s2i ds1 ds2 ds3 (4.37)
où F˜ = F ◦Ci et R˜ = R◦Ci. L’intérêt de cette expression est qu’elle n’a plus de singularité.
Auparavant, le terme contraignant était R(t1, t2, π t3) qui pouvait être nul et conduire à
une intégrale singulière mais maintenant, nous pouvons montrer que le problème ne se pose
plus puisque :
pour tout i = 1, 2, 3, lim
si→0
(R˜ (s1, s2, s3)
si
)
6= 0. (4.38)
Pour démontrer ce résultat nous prenons pour exemple le cas du tétraèdre T1. Rappelons
que nous avons par déﬁnition
R˜ (s1, s2, s3)
s1
=
√√√√(rγ(t1)− rσ(t2)
s1
)2
+
(
zγ(t1)− zσ(t2)
s1
)2
+ 4
rγ(t1)rσ(t2)
s21
sin2
(
π t3
2
)
.
L’idée de la démonstration consiste à montrer que
lim
s1→0
(rγ(t1)− rσ(t2)
s1
)2
+
(
zγ(t1)− zσ(t2)
s1
)2 = l1 (4.39)
158
4.2. INTÉGRATION PAR QUADRATURE DE L’INTÉGRALE TRIPLE
et
lim
s1→0
[
4
rγ(t1) rσ(t2)
s21
sin2
(
π t3
2
)]
= l2 (4.40)
où l1 et l2 sont des réels strictement positifs. Ainsi la propriété (4.38) est vériﬁée. Mon-
trons maintenant que les équations (4.39) et (4.40) sont satisfaites. Pour la première, par
développement des expressions et en utilisant la relation
‖ a+ b ‖2 = ‖ a ‖2 + ‖ b ‖2 +2ℜ (a · b)
nous obtenons,
(
rγ(t1)− rσ(t2)
s1
)2
+
(
zγ(t1)− zσ(t2)
s1
)2
= ‖ (1− s2) ~Sγ + ~Sσ ‖2 . (4.41)
Autrement dit, le premier terme de l’équation limite (4.39) est indépendant de s1. Pour
que l1 soit non nul il faut donc que(
rγ(t1)− rσ(t2)
s1
)2
+
(
zγ(t1)− zσ(t2)
s1
)2
6= 0. (4.42)
Raisonnons par l’absurde, pour que (4.42) ne soit pas vériﬁée, il faut d’après l’équation
(4.41) que
‖ (1− s2) ~Sγ + ~Sσ ‖2= 0 (4.43)
et par conséquent que les vecteurs ~Sγ et ~Sσ soient colinéaires avec un coeﬃcient de col-
inéarité dans [−1, 0] vu que s2 ∈ [0, 1]. Or, pour une paire de segments adjacents c’est
impossible puisque les segments ne peuvent avoir qu’un point commun et aucun des deux
n’est réduit à un simple point. La condition (4.42) est donc remplie dans ce cas ce qui
implique que (4.39) est vériﬁé. De plus, par propriété de la fonction « sinus » nous avons
très naturellement que
lim
s1→0
[
4
rγ(t1) rσ(t2)
s21
sin2
(
π t3
2
)]
= 4 rγ(1) rσ(0) (π s3)
2 . (4.44)
où rγ(1), rσ(0) et s3 sont des réels stritement positifs. Finalement, nous obtenons que la
deuxième équation (4.40) est vériﬁée ce qui conclut la démonstration de (4.38).
4.2.2.2 Eléments dits confondus
Dans les diﬀérentes notes laissées par J. Gay & P. Bonnemason au C.E.A., cette conﬁgu-
ration prend pour hypothèse de départ que la singularité est placée en t1 = t2 et t3 = 0.
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Il est donc évident qu’il s’agit d’éléments confondus non-axiaux et que le cas de l’axe est
écarté puisqu’il ajouterait un ensemble de singularité déﬁni par
{
(t1, t2, t3) ∈ [0, 1]3 : ∀t3 ∈ [0, 1], t1 = t2 = 0
}
. (4.45)
Le cas d’éléments confondus axiaux sera donc traité dans la suite comme le cas d’éléments
confondus non-axiaux mais il est important de garder à l’esprit que c’est insuﬃsant et qu’il
faudrait enrichir la méthode. Pour le moment, nous nous plaçons dans le cas non-axial qui
implique que :
∀ s ∈ [0, 1], r(s) > 0. (4.46)
Cette hypothèse est importante car elle permettra comme nous allons le voir de conclure
à la levée de la singularité pour ce cas précis.
r= 0
S = Sγ = Sσ
Pour cette conﬁguration de segments, la singularité du noyau est placée en t1 = t2 et
t3 = 0. Contrairement au cas précédent où nous avions ’simplement’ une singularité, ce
cas présente une droite de singularité pour laquelle l’intégration devient plus compliquée à
réaliser.
t2
t1
t3
Figure 4.4 – Singularité des éléments confondus
Comme dans le cas précédent, nous allons utiliser une décomposition géométrique aﬁn de
faire apparaître le changement de variables qui nous intéresse. Tout d’abord, on décompose
en deux triangles T1 et T2 le carré unité associé à l’intégration en les variables t1 et t2
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t1
t2
T1
T2
où,
T1 =
{
(t1, t2) ∈ [0, 1]2 : t2 ≤ t1
}
(4.47)
T2 =
{
(t1, t2) ∈ [0, 1]2 : t1 ≤ t2
}
(4.48)
L’intégrale I devient :
I = π
2∑
i=1
∫ 1
0
∫
Ti
F(t1, t2, π t3)
R(t1, t2, π t3) dt1 dt2 dt3 (4.49)
Sur chacun de ces triangles, on eﬀectue le changement de variables t1 = (1− s1)s2 + s1 ; t2 = (1− s1)s2 sur T1t1 = (1− s1)s2 ; t2 = (1− s1)s2 + s1 sur T2 . (4.50)
Celui-ci induit la formation d’un jacobien égal à (1 − s1) dans les deux cas. De plus, la
singularité est transformée en :
D1 =
{
(s1, s2, t3) ∈ [0, 1]3 : s1 = 0 et t3 = 0
}
. (4.51)
La droite de singularité est donc transformée en une arête du cube unité.
t2
t1
t3
s2
s1
t3
Figure 4.5 – Eﬀet du premier changement de variables sur la droite des singularités
Nous obtenons ainsi une nouvelle expression pour l’intégrale I donnée par :
I = π
2∑
i=1
∫
[0,1]3
F˜(s1, s2, π t3)
R˜(s1, s2, π t3)
(1− s1) ds1 ds2 dt3 (4.52)
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A ce niveau, le changement de variables est insuﬃsant et l’idée consiste, comme précédem-
ment, à isoler cette fois l’intégration en les variables s1, t3 et à décomposer le carré unité
en deux triangles T ′1, T
′
2.
s1
t3
T ′1
T ′2
où,
T ′1 =
{
(s1, t3) ∈ [0, 1]2 : t3 ≤ s1
}
, (4.53)
T ′2 =
{
(s1, t3) ∈ [0, 1]2 : s1 ≤ t3
}
. (4.54)
L’intégrale I devient :
I = π
2∑
i=1
2∑
j=1
∫ 1
0
∫
T ′
j
F˜(s1, s2, π t3)
R˜(s1, s2, π t3)
(1− s1) ds1 ds2 dt3. (4.55)
Sur chacun, nous eﬀectuons le nouveau changement de variables suivant : s1 = u1 ; t3 = u1s3 sur T ′1s1 = u1s3 ; t3 = u1 sur T ′2 . (4.56)
qui conduit à un jacobien sur chacun des triangles égal à u1 et permet d’énoncer l’intégrale
I sous la forme
I = π
2∑
i=1
2∑
j=1
∫
[0,1]3
F˜(u1, s2, s3)
R˜(u1, s2, s3)
(1− s1)u1 du1 ds2 ds3 (4.57)
où la singularité est ﬁnalement placée en u1 = 0 dans tous les cas.
t2
t1
t3
s2
s3
u1
Figure 4.6 – Eﬀet du second changement de variables sur la droite des singularités
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Il est intéressant de constater qu’encore une fois et comme dans le cas précédent, le change-
ment de variables permettant de lever la singurarité est obtenu une fois que l’on a réussi
à projeter la singularité sur une face du cube unité. Dans la Table-4.1, nous résumons les
expressions complètes des variables (t1, t2, t3) en fonction de (u1, s2, s3).
i=1 i=2
j=1 j=2 j=1 j=2
t1 (1− u1)s2 + u1 (1− u1s3)s2 + u1s3 (1− u1)s2 (1− u1s3)s2
t2 (1− u1)s2 (1− u1s3)s2 (1− u1)s2 + u1 (1− u1s3)s2 + u1s3
t3 u1s3 u1 u1s3 u1
(1− s1)u1 (1− u1)u1 (1− u1s3)u1 (1− u1)u1 (1− u1s3)u1
Table 4.1 – Résumé de l’expression du changement de variables dans le cas d’une paire
de segments confondus
Comme pour le changement de variables dans le cas d’une paire de segments disjoints, nous
pouvons montrer que l’équation suivante est vériﬁée :
pour tout i = 1, 2 et j = 1, 2, lim
u1→0
(R˜(u1, s2, s3)
u1
)
6= 0. (4.58)
L’idée de démonstration repose également sur le même principe. Nous utilisons le fait que :
t1 − t2 =

u1 si i = 1 et j = 1;
u1s3 si i = 1 et j = 2;
−u1 si i = 2 et j = 1;
−u1s3 si i = 2 et j = 2.
(4.59)
pour montrer que
(
r(t1)− r(t2)
u1
)2
+
(
z(t1)− z(t2)
u1
)2
=

‖ ~S ‖2 si i = 1, 2 et j = 1
s23 ‖ ~S ‖2 si i = 1, 2 et j = 2
. (4.60)
De plus, nous avons également
lim
u1→0
[
4 r(t1) r(t2)
u21
sin2
(
π t3
2
)]
=

(π s3)
2 r2(s2) si i = 1, 2 et j = 1
π2 r2(s2) si i = 1, 2 et j = 2
. (4.61)
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Nous obtenons ainsi par déﬁnition de la fonction R˜ que
lim
u1→0
[R˜(u1, s2, s3)
u1
]2
=

‖ ~S ‖2 +(π s3)2 r2(s2) si i = 1, 2 et j = 1
s23 ‖ ~S ‖2 +π2 r2(s2) si i = 1, 2 et j = 2
. (4.62)
C’est maintenant qu’entre en compte l’hypothèse (4.46) puisqu’elle implique qu’il y ait
toujours dans (4.62) un terme strictement positif qui justiﬁe (4.58). Finalement, l’utilisa-
tion de ce changement de variables permet de lever la singularité dans le cas d’une paire
de segments confondus non-axiaux.
Ainsi se termine notre présentation sur les méthodes de traitement des singularités des
intégrales à estimer numériquement. La méthode de changements de variables est une al-
ternative a celle de M. Duruﬂé [24] pour le traitement des paires de segments confondus ou
adjacents. La comparaison de leur performance respective sera réalisée dans la section-4.4
de ce chapitre.
4.3 Méthode avec calcul analytique de la fonction de
Green azimutale
Nous présentons dans cette section une alternative à la démarche exposée dans la section-
4.2, qui s’appuie sur une intégration quasi analytique de l’intégrale en la variable angulaire ;
on se ramène alors à intégrer par quadrature une intégrale sur une paire de segments. Nous
allons reformuler pour notre présentation l’intégrale I sous une forme plus appropriée :
I =
∫
Sγ
∫
Sσ
B(sγ , sσ)Φn,k0 (sσ, sγ) dsγdsσ. (4.63)
où nous rappelons (voir Chapitre-2) que la fonction de Green azimutale Φn,k0 est déﬁnie par
Φn,k0 (sγ, sσ) =
∫ π
0
eikR(sγ ,sσ,φ)
R(sγ , sσ, φ) cos (nφ) dφ. (4.64)
On sépare alors clairement le problème en deux parties : trouver un procédé de calcul de
la fonction de Green azimutale Φm,k0 et intégrer correctement sur la paire de segments.
En pratique nous avons surtout utilisé cette approche pour calculer des solutions de
référence, ce qui s’est avéré très confortable pour, par exemple, comparer les méthodes
présentées dans la section-4.2 de ce chapitre. Néanmoins, il devrait être possible d’ex-
ploiter plus avant cette méthodologie pour aboutir à une intégration numérique bien mieux
maîtrisée. Nous donnerons quelques éléments allant dans ce sens en ﬁn de paragraphe.
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4.3.1 Evaluation de la fonction de Green azimutale
L’évaluation de la fonction de Green azimutale a fait l’objet de plusieurs travaux. On
peut citer par exemple l’apport de G.Matviyenko qui établit une récurrence en n à quatre
niveaux pour Φn,k0 dans [28]. Son résultat peut s’énoncer sous la forme du
Théorème 4.1 (G. Matviyenko [28])
Soit a et b deux réels positif a > b ; définissons
Gn(a, b) =
1
2π
∫ 2π
0
ei
√
a−b cosϕ
√
a− b cosϕ e
imϕ dϕ. (4.65a)
Supposons n de module strictement supérieur à 1, alors on a
Gn(a, b)− b2a (Gn+1(a, b) +Gn−1(a, b))−
b
4na
(Gn+1(a, b)−Gn−1(a, b))
+
b2
16n2a
(
n
n+ 1
Gn+2(a, b)− 2n
2
n2 − 1 Gn(a, b) +
n
n− 1 Gn−2(a, b)
)
= 0.
(4.65b)
On fait facilement le lien entre Gn(a, b) et Φ
n,k
0 (sσ, sγ) via un changement de variables ; on
a
Φn,k0 (sσ, sγ) = πk Gn (a(sσ, sγ), b(sσ, sγ)) , (4.66)
avec
a(sσ, sγ) = k2
(
(zγ(sγ)− zσ(sσ))2 + r2σ(sσ) + r2γ(sγ)
)
, (4.67)
et
b(sσ, sγ) = 2k2 rσ(sσ)rγ(sγ). (4.68)
Ces formules sont intéressantes car elles permettent a priori d’évaluer Φn,k0 pour tout n
dés que Φn,k0 est connu pour quatre valeurs consécutives de n ou encore dès que n = 0 et
n = 1 sont connues grâce à la parité en n de Φn,k0 . Il est toutefois diﬃcile d’exploiter cette
formule et ce pour deux raisons : la première tient à l’instabilité de la récurrence pour
certaines valeurs du couple a et b ; Matviyenko écrit “ A somewhat involved analysis (sic)
shows that (4.65b) is stable for both backward and upward recurrences if 1 < n < r−, is
stable for downward and unstable for upward recurrences if r− < n < r+ and is unstable
for both upward and dowward recurrences if n > r+ with r± = bt
±
2
and t± = a
b
±
√
a2
b2
− 1
”. Ainsi, la récurrence ne peut être que d’utilisation limitée. La seconde raison est que la
récurrence mélange les modes ce qui peut nuire à la parallélisation d’un code de calcul qui
exploite justement l’indépendance des problèmes modaux.
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Un autre point intéressant, étudié par G. Matviyenko, porte sur la dérivation de formules
permettant de déduire la valeur des gradients de Gn(a, b) par rapport à a et b à partir de
la seule connaissance des Gn′(a, b) pour n′ plus petit que n+ 5 ; le résultat s’écrit
Théorème 4.2 (G. Matviyenko [28])
Pour tout a > b et m ≥ 2, on a
∂aGn−2(a, b) =
An
n(a2 − b2) + a4 − b4 =
An
a− b
1
(a+ b)(n + a2 + b2)
, (4.69a)
où
An = (2na2−(n−1)b2)(bpn−1+apn)−a2(n−1)(bpn+1+apn+2)+4(n2−1)a4sn, (4.69b)
pn = (n− 12)Gn(a, b)−
b
8n
(Gm+1(a, b)−Gm−1(a, b)) , (4.69c)
sn =
1
2b
(Gn+1(a, b)−Gn−1(a, b)) . (4.69d)
On a également
∂bGn(a, b) = −12(∂aGn+1(a, b) + ∂aGn−1(a, b)). (4.69e)
Ainsi, on peut déduire les valeurs des Ψn,k0 à partir de celles des Φ
n,k
0 .
D’autres auteurs ont travaillé sur d’autres aspects de la fonction de Green azimutale.
Par exemple, Conway et Cohl donnent dans [17] un calcul explicite sous forme de séries
dont les termes font apparaître des fonctions de Bessel/Hankel et de Legendre. Ces mêmes
auteurs établissent des équations diﬀérentielles du quatrième ordre en certains paramètres
satisfaites par les fonctions de Green azimutales. Dans notre travail, nous n’avons pas ex-
ploité ces résultats car nous n’en avons pris connaissance que tardivement.
Un autre travail sur lequel nous nous sommes appuyé est celui de F.Collino [15], qui a
proposé une étude assez poussée des fonctions de Green azimutales. Dans son rapport
technique, il étudie leurs comportements en fonction de n et des deux autres arguments
qui permettent de les déﬁnir. Ce qui a retenu notre attention est l’utilisation de formules
multipôles 2-D et 3-D qui permettent de les expliciter sous forme de séries impliquant là
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encore des fonctions spéciales. Les notations sont encore diﬀérentes, F. Collino utilise
G˜n(u, β) =
1
2π
∫ 2π
0
eiu
√
1+β2−2β cosϕ
u
√
1 + β2 − 2β cosϕ cos (nϕ) dϕ, (4.70)
et le lien est alors
Φn,k0 (sσ, sγ) = πk G˜n (u(sσ, sγ), β(sσ, sγ)) , (4.71)
où (u(sσ, sγ), β(sσ, sγ)) est l’unique solution dans [0,∞[×[0, 1] de
k
√
(zσ(sσ)− zγ(sγ))2 + rγ(sγ)2 + rσ(sσ)2 = u
√
1 + β2,
k
√
rγ(sγ)rσ(sσ) = u
√
β.
(4.72)
Pour établir ses formules, il sépare la partie réelle de la partie imaginaire et établit
ℜG˜n(u, β) =
∞∑
q=0
εq(−1)qJ2q(u(1 + β)) Λqn(u, β) (εq 6=0 = 2, ε0 = 1), (4.73)
Jq(t) désignant la fonction de Bessel d’argument u et d’ordre q, tandis que les Λqn(u, β)
sont déﬁnis par
Λqn(u, β) =
1
2π
∫ 2π
0
cos(2qΘ(ϕ))
u
√
1 + β2 − 2β cosϕ cos (nϕ)dϕ, (4.74)
avec l’angle Θ(ϕ) donné via
cosΘ(ϕ) =
√
1− κ2 cos2 ϕ
2
, κ2 =
4β
(1 + β)2
< 1. (4.75)
Puis, il utilise des propriétés de l’intégrande dans la déﬁnition des Λqn pour établir la
récurrence
2Λ1n − 2Λ0n = −κ2
(
Λ0n+1 + 2Λ
0
n + Λ
0
n−1
)
, (4.76)
et
Λq+1n − 2Λqn + Λq−1n = −κ2 (Λqn+1 + 2Λqn + Λqn−1) . (4.77)
Ainsi tout se ramène à l’évaluation de Λ0n. On a
Λq=0n (u, β) ==
1
2π
∫ 2π
0
cos (nϕ)
u
√
1 + β2 − 2β cosϕ dϕ =
1
πu
√
β
Qn− 1
2
(
1
2
(β +
1
β
)
)
, (4.78)
où Qn− 1
2
(t) est la fonction de Legendre de seconde espèce d’argument t et d’ordre n − 1
2
qui, d’après le Handbook de M. Abramowitz & I. A. Stegun [3, page 336], vériﬁe :
1
π
Qn− 1
2
(
1
2
(β +
1
β
)
)
=
 n∏
q=1
(
1− 1
2q
) βn+ 12F (1
2
, n +
1
2
; 1 + n; β2), (4.79)
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et où la fonction hypergéométrique F s’écrit
F (
1
2
, n+
1
2
; 1 + n; β2) =
∞∑
i=0
 i∏
q=1
(
1− 1
2q
)(
1− 1
2(n+ q)
) β2i. (4.80)
Pour calculer le nombre de termes Λqm nécessaires pour obtenir une précision donnée, il
utilise des estimations d’erreur sur la série de Jacobi Anger tronquée pour représenter cor-
rectement le terme eiu(1+β) cos Θ(ϕ) : on trouve qu’il faut d’autant plus de termes que u(1+β)
est grand (cf. Q. Carayol & F. Collino [10]). Pour résumé, le calcul consiste à intégrer un
schéma qui est tout à fait similaire à un schéma espace temps pour la propagation d’une
onde 1D. Le calcul est alors composé de :
– l’évaluation de Q = Q(u(1 + β), ǫ) fonctions de Bessel, ǫ étant la précision ;
– l’évaluation de Q+ n fonctions de Legendre pour évaluer Λ0m′ , m
′ = 0, ..., Q+ n ;
– l’évaluation sur un demi-cône de plus en plus resserré des Λqn ;
– enﬁn, la sommation sur q.
Remarque 4.1
Dans [17], T. Conway et al. dérivent une série tout à fait différente pour la partie réelle
de G˜n(u, β) ; ils obtiennent (cf. formules (47) et (43))
ℜG˜n(u, β) = (−1)
n
u
√
β
∞∑
p=0
(
u2
4
(1− β2)
)p Qp
n− 1
2
(
1
2
(β + 1
β
)
)
p! Γ(p− n+ 1
2
) Γ(p+ n+ 1
2
)
. (4.81)
Cette formule est rapidement convergente dans la zone
u2
4
(1− β2) ≤ 1. (4.82)
Ainsi, pour les “petits” u, (4.81) est peut être plus efficace que la série à base de
fonctions de Bessel, tout au moins si l’on dispose d’un calcul efficace des fonctions de
Legendre modifiées de seconde espèce Qp
n− 1
2
(t), t = 1
2
(β + β−1) > 1, par exemple en
partant de la formule (cf. I. S. Gradshteyn & I. M. Ryzhik [30, page 961])
Qp
n− 1
2
(
1
2
(β +
1
β
)
)
=
(−1)pΓ(p+ 1
2
)
√
β√
π
(
1− β2
)p ∫ π
0
cos (nϕ) dϕ
(β2 + 1− 2β cosϕ)p+ 12 . (4.83)
Une alternative à ces calculs repose sur l’utilisation de formules multipôles 3-D, c’est à
dire du théorème d’addition dit de Gegenbauer, dont on trouve par exemple l’énoncé dans
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l’ouvrage de G. N. Watson [64] ou encore celui de D. Colton & R. Kress [20]. Sur ce principe,
une alternative est établie dans les rapports de F.Collino [15] et de G.Matviyenko [28], ce
dernier attribuant le résultat pour le mode n = 0 à A. Berton & R.P. Bills [7]. Elle s’écrit
G˜n(u, β) =
ik
2
∞∑
l=n
(2l + 1)jl(βu) h
(1)
l (u)[P˜
n
l (0)]
2, (4.84)
où apparaissent les fonctions de Bessel et de Hankel sphériques et les fonctions de Legendre
(normalisées) évaluées en 0 :
[P˜ nl (0)]
2 =
l+n∏
q=1
(
1− 1
2q
)  l∏
q=1
(
1− 1
2q
) . (4.85)
L’utilisation pratique de cette formule est un peu délicate car à u et β ﬁxés les fonctions
jl(βu) d’une part et la partie imaginaire de h
(1)
l (u) (qui est yl(u)) d’autre part ont, pour
l grand, un comportement évanescent pour les premières et explosif pour les secondes, le
produit des deux restant contrôlé par βl. C’est pourquoi, nous n’avons pas retenu cette
formule pour évaluer la partie réelle de la fonction de Green azimutale. Par contre, la série
est agréable à utiliser pour évaluer sa partie imaginaire ; on a
ℑG˜n(u, β) = k2
∞∑
l=n
(2l + 1)jl(βu)jl(u)[P˜ nl (0)]
2, (4.86)
et on peut eﬀectuer la troncature en l à l’indice pour lequel la fonction de Bessel n’est
plus représentable en machine ou encore en utilisant les lois de troncatures établies par Q.
Carayol & F. Collino dans [11] lorsque u est grand.
4.3.2 Partie imaginaire de la fonction de Green Azimutale
On termine ce paragraphe en reproduisant la dérivation d’une autre formule qui nous a
semblé très prometteuse dans le travail de F. Collino [15]. Celle-ci permet d’écrire la partie
imaginaire de la fonction de Green azimutale comme une somme de fonctions à variables
séparées. Nous commençons par reproduire sa dérivation. Le point de départ est la formule
d’addition établie par D. Colton & R. Kress dans [20]. Choisissons un paramètre réel z0
quelconque et posons Rγ =
√
r2γ + (zγ − z0)2,
cos (θγ) =
zγ−z0
Rγ
,
et
 Rσ =
√
r2σ + (zσ − z0)2,
cos θσ = zσ−z0Rσ .
(4.87)
Un calcul simple montre que l’on a
Φn,k0 (sγ, sσ) =
∫ 2π
0
eik
√
R2σ+R
2
γ−2RσRγ cosΘγ,σ(ϕ)√
R2σ +R2γ − 2RγRσ cosΘγσ(ϕ)
cos (nϕ) dϕ, (4.88)
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où on a introduit l’angle entre la direction de xσ(sσ) et de xγ(sγ) tourné par application
de la rotation Rϕ
cosΘγσ(ϕ) = cos θσ cos θγ + sin θσ sin θγ cosϕ. (4.89)
Quitte à permuter Sσ et Sγ on suppose que Rγ est plus petit que Rσ ; faisons l’hypothèse
supplémentaire que l’inégalité est stricte
Rγ < Rσ; (4.90)
on aura alors
eik|xσ−Rϕxγ |
|xσ −Rϕxγ | = ik
∞∑
l=0
(2l + 1)jl(kRγ) h
(1)
l (kRσ)Pl(cosΘγσ(ϕ)), (4.91)
où Pl(t) est le polynôme de Legendre d’indice l et d’argument t. On exprime le cosinus de
l’angle comme un produit scalaire
cosΘγσ(ϕ) =

sin θσ
0
cos θσ
 ·

sin θγ cosϕ
sin θγ sinϕ
cos θγ
 = xˆ · yˆ, (4.92)
et on utilise le Théorème d’addition,
Pl(cos(xˆ · yˆ)) =
l∑
q=0
εqP˜
q
l (cos θσ)P˜
q
l (cos θγ) cos (qϕ), (4.93)
avec
P˜ ql (t) = (−1)q
√√√√(l − q)!
(l + q)!
P ql (t), (4.94)
et P ql (t) est la fonction de Legendre associée :
P ql (t) = (1− t2)
q
2
dqPl(t)
dtq
; (4.95)
d’où l’expression
Φn,k0 (sγ, sσ) = ikπ
∞∑
l=n
[√
2l + 1jl(kRγ)P˜ nl (cos θγ)
] [√
2l + 1h(1)l (kRσ)P˜
n
l (cos θσ)
]
. (4.96)
Ce qui est séduisant avec cette formule, c’est que l’on peut observer une séparation de
variables
Φn,k0 (k; sσ, sγ) =
ik
2
∞∑
l=n
Mnl (sγ)N
n
l (sσ). (4.97)
Supposons que la série puisse être tronquée à N termes et que l’on ait Ng points xγ et Ng
points yσ ; le coût du calcul des interactions pour n = 0, 1, . . .M sera de l’ordre de
NgNCbes +MNgCleg +NmoyMN2gCelem, (4.98)
où Cbes, Cleg et Celem sont respectivement relatifs aux coûts pour le calcul des fonctions de
Bessel, de Legendre et pour eﬀectuer quelques opérations élémentaires.
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4.3.3 Intégration sur une paire de segments
Une fois la fonction de Green azimutale intégrée, il reste à eﬀectuer l’intégration sur la
paire de segments. Notons que cette intégrale reste singuliére lorsque les segments sont
confondus ou ont un point commun, mais la singularité est beaucoup plus faible que dans
le cas de la quadrature en la variable azimutale. On a
Φn,k0 (sσ, sγ) ∼ Φ0,k=00 (sσ, sγ), sσ − sγ ∼ 0 (4.99)
et on est ramené à analyser la singularité de
Φ0,k=00 (sσ, sγ) =
∫ 2π
0
1√
(zσ − zγ)2 + r2γ + r2σ − 2rγrσ cosϕ
dϕ. (4.100)
Il s’agit d’une intégrale elliptique dont on connaît l’asymptotique. On a
Φ0,00 (sσ, sγ) =
1
π
√
(zγ − zσ)2 + (rγ + rσ)2
∫ π
2
0
1√
1− κ2 sin2 ψ
dψ (4.101a)
=
K(κ)
π
√
(zγ − zσ)2 + (rγ + rσ)2
(4.101b)
avec
κ2 =
4rγrσ
(zγ − zσ)2 + (rγ + rσ)2 , 1− κ
2 =
(zγ − zσ)2 + (rγ − rσ)2
(zγ − zσ)2 + (rγ + rσ)2 (4.102)
et
K(κ) =
∫ π
2
0
1√
1− κ2 sin2 ψ
dψ =
1
2
log
( 16
1− κ2
)
(1 +O((1− κ2)). (4.103)
Par conséquent, lorsque sσ − sγ ∼ 0, nous obtenons
Φn,k0 (sσ, sγ) ∼
1
π
K
(
2
√
rγrσ√
(zγ−zσ)2+(rγ+rσ)2
)
√
(zγ − zσ)2 + (rγ + rσ)2
(4.104)
soit,
Φn,k0 (sσ, sγ) =
1
2π
log
(
16 (zγ−zσ)
2+(rγ+rσ)2
(zγ−zσ)2+(rγ−rσ)2
)
√
(zγ − zσ)2 + (rγ + rσ)2
1 +O

√
(zγ − zσ)2 + (rγ − rσ)2√
(zγ − zσ)2 + (rγ + rσ)2
 . (4.105)
Cette asymptotique n’est utilisable que si rγ et rσ sont voisins et non nuls. On a alors une
singularité logarithmique du noyau. Si rγ et rσ sont voisins et petits (du même ordre que
zγ − zσ), on ne peut pas éviter la fonction elliptique.
Un calcul précis des intégrales nécessiterait de traiter convenablement cette singularité
dans le cas de conﬁgurations non éloignées. On peut penser par exemple à :
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– prendre des points de quadrature choisis de façon à être adaptés aux noyaux logarith-
miques de type log(|sσ − sγ|) ;
– utiliser une technique analogue à celle de J.Gay et P. Bonnemason mais adaptée au cas
2-D pour enlever la singularité ;
– exploiter des propriétés d’homogénéité des noyaux comme le font M. Lenoir & N. Salles
dans [58] pour l’intégration du noyau de Green d’Helmholtz sur une paire de triangles.
Pour notre part, et par manque de temps, nous avons adopté une démarche beaucoup
plus simple qui consiste à prendre un grand nombre de points de Gauss-Legendre pour
le traitement de l’intégration sur chacun des segments et en veillant à ne pas prendre la
même règle pour les segments confondus. En augmentant ce nombre de points de Gauss,
nous avons pu observer une bonne convergence et nous avons donc choisi de prendre 16
points sur l’intégrale extérieure et 24 points sur l’intégrale intérieure. Autrement dit, avec
les notations précédentes, on a :
Nγ = 16 et Nσ = 24. (4.106)
4.4 Mise en oeuvre et comparaison numérique des
méthodes
Nous avons établi dans le Chapitre-2 des formules de représentation des champs électro-
magnétiques en fonction des champs tangents induits. D’un point de vue théorique, ces
formules sont exactes si les champs tangents le sont, mais numériquement ce n’est pas le
cas. Deux éléments principaux inﬂuencent la précision des formules de représentation :
1. la méthode de discrétisation des champs tangents par une méthode d’éléments ﬁnis ;
2. la méthode d’intégration numérique.
Le premier point a déjà fait l’objet de développement dans le Chapitre-2. Dans ce chapitre,
nous avons présenté diﬀérentes techniques pour traiter le second point et nous allons main-
tenant réaliser une comparaison de ces techniques pour en déterminer les avantages et la
valeur des paramètres.
L’exemple que nous choisissons est un des nombreux cas que nous avons eu à traiter
pendant la thèse. Nous considérons que cet exemple est suﬃsamment représentatif puisque
les conclusions et les remarques faites sur les méthodes d’intégration ont toujours été les
mêmes pour toutes nos simulations.
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Considérons une sphère de rayon 250mm dont la surface est discrétisée par pas de 5mm.
On se ﬁxe un choix de cinq segments sur la génératrice pour l’intégrale sur Sγ répartis sur
cette dernière comme présenté sur la Figure-4.7. Dans la suite, nous noterons ces choix :
Choix-1, Choix-2, Choix-3, Choix-4 et Choix-5 conformément à la Figure-4.7.
1
2
3
4
5
z
(0,0)
r = 0.250mm
Figure 4.7 – Représentation schématique du choix des 5 segments pour Sγ
Remarque 4.2
Les résultats pour les segments numéro 4 et 5 ne seront pas présentés du fait de la
propriété de symétrie de la sphère par rapport à l’axe (0r). Ils nous ont simplement servis
à vérifier cette propriété de symétrie sur la matrice élémentaire : MSγ ,Sσ =MSσ,Sγ .
L’objectif est alors d’évaluer pour chacun de ces choix en Sγ, et pour un Sσ quelconque sur
la génératrice, l’erreur relative en norme inﬁnie commise sur les matrices élémentaires de la
méthode EFIE (cf. Chapitre-2,Déﬁnition-2.5) pour diﬀérentes valeurs des paramètres des
méthodes. Commençons par rappeler que le calcul des matrices élémentaires fait intervenir
les fonctions de Green modales
Φn,k0 (rγ, zγ , rσ, zσ) := +
∫ π
0
Gk(R(rγ , zγ, rσ, zσ, φ)) cosnφ dφ (4.107)
Φn,k1 (rγ, zγ , rσ, zσ) := +
∫ π
0
Gk(R(rγ , zγ, rσ, zσ, φ)) cosnφ (cosφ− 1) dφ (4.108)
Φn,k2 (rγ, zγ , rσ, zσ) := −
∫ π
0
Gk(R(rγ , zγ, rσ, zσ, φ)) sin nφ sin φ dφ (4.109)
qui vériﬁent les relations,
Φn,k1 =
1
2
(
Φn+1,k0 + Φ
n−1,k
0
)
− Φn,k0 (4.110)
Φn,k2 =
1
2
(
Φn+1,k0 − Φn−1,k0
)
(4.111)
où, pour x ∈ R,
Gk(x) =
eikx
4πx
(4.112)
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et la fonction R est donnée par :
R(rγ, zγ , rσ, zσ) =
√
(zσ − zγ)2 + r2γ + r2σ − 2rγrσ cosφ. (4.113)
Pour évaluer les méthodes, nous déﬁnissons l’erreur relative e∞ commise sur la matrice
élémentaire par :
e∞ = max
i,j
| MSγ ,Sσquadrature(i, j)−MSγ ,Sσreference(i, j) |
| MSγ ,Sσreference(i, j) |
, (4.114)
où MSγ ,Sσ désigne une matrice élémentaire associée au segment Sγ et Sσ. La matrice
élémentaire de référence MSγ ,Sσreference est estimée par une méthode analytique en la variable
azimuthale avec Nγ = 16 et Nσ = 24. La matrice élémentaire MSγ ,Sσquadrature est obtenue par
une des deux méthodes étudiées. Les résultats que nous présentons ont été obtenus pour
une fréquence de 3 Ghz.
4.4.1 Comparaison dans le cas de segments disjoints
Dans le cas présent où les intégrales ne sont pas supposées singulières lorsque R tend vers
zéro, il n’y a pas besoin de changement de variables et la méthode proposée par M. Duruﬂé
est naturelle (cf. sous-section-4.2.1.1). Cependant, le critère pour le nombre de points en
φ qu’il propose, c’est-à-dire (4.12), n’est pas le même que celui mis en oeuvre au CEA.
Nous avons donc voulu comprendre l’origine de ces deux critères et nous avons ﬁnalement
développé un critère qui nous est propre. Il est intéressant de comparer notre critère et
celui de M. Duruﬂé. Pour cela, nous nous plaçons dans le même schéma d’assemblage, dit
« par diagonales », que celui employé dans les codes CEA.
L’idée est d’assembler les matrices élémentaires en fonction de l’identiﬁant ID associé
à une paire de segments. Nous déﬁnissons ID comme l’entier qui représente l’écart de
numérotation entre les segments de la paire de segments. Autrement dit, en supposant la
numérotation adaptée, nous avons :
– ID = 0 correspond aux segments confondus ;
– ID = 1 est associé aux segments adjacents ;
– ID ≥ 2 se rapporte aux segments disjoints.
Notons IDγ et IDσ les numéros des segments Sγ et Sσ respectivement. L’indice de diagonale
est alors déﬁni par
ID = | IDγ − IDσ | . (4.115)
Si l’on suppose que les segments ont une numérotation qui suit l’abscisse curviligne de
la courbe représentant la génératrice d’un obstacle connexe, il est clair que l’indice de
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diagonale est pertinent pour indiquer la proximité des deux segments. Dans le cas de mail-
lages non uniformes ou encore de géométries composées de plusieurs courbes plus ou moins
proches, ce concept n’est plus judicieux et il faudrait réﬂéchir à en concevoir un autre.
Pour notre défense, la plupart des géométries correspondant à des applications réelles sont
composées d’une courbe simple, pour laquelle nos hypothèses sont satisfaites.
L’objectif est alors de déterminer le nombre de points de quadrature en φ nécessaire pour
chacune des diagonales. Pour cela, nous utilisons un résultat de M. Duruﬂé qui montre
dans sa thèse que la phase du produit des fonctions oscillantes est donnée par :
kR+ nφ. (4.116)
Comme celui-ci le précise l’angle maximum correspond à φ = π mais contrairement à ce
qu’il énonce, la variableR peut varier en dehors de l’intervalle [0, 2rmax] où rmax est le rayon
maximum du domaine méridien. En eﬀet, R représente la distance en deux points (rγ , zγ)
et (rσ, zσ) de la génératrice, tourné d’un angle φ l’un vis-à-vis de l’autre. La Figure-4.8
illustre cette idée et nous pouvons aisément constater le bien-fondé de notre remarque.
r
z
(rγ, zγ)φ=0
(rσ, zσ)φ=0(rσ, zσ)φ=π
rotation d’angle π
R1R2
Figure 4.8
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Par conséquent, la distance R entre deux points peut varier dans l’intervalle [R1, R2], la
phase maximale est donc de :
k (R2 − R1) + nπ. (4.117)
En choisissant d’utiliser δ points d’intégration par longueur d’onde pour évaluer les fonc-
tions oscillantes, nous obtenons que le nombre de points d’intégration en la variable az-
imuthale est pris tel que :
Nφ =
δ
2π
[k (R2 −R1) + nπ] (4.118)
soit avec les notations de M. Duruﬂé,
Nφ = δ
[
f (R2 −R1) + n2
]
(4.119)
qui correspond au critère du code que nous avons développée (AxiMax). Le critère établi,
il nous faut éviter de recalculer Nφ points de Gauss-Legendre pour chacune des paires de
segments. C’est là qu’intervient l’assemblage par diagonale. Pour une diagonale ID, nous
prenons le maximum du nombre de points Nφ estimé pour les paires de segments associées
à ID. Nous sommes donc assurés de toujours avoir suﬃsamment de points en φ pour que
la condition (4.119) soit toujours satisfaite. L’algorithme est le suivant :
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! !$... On se fixe un paramètre δ :
δ = 5 ; ! !$ par exemple
! !$... On estime le nombre de points pour une diagonale ID donnée :
LOOP_GAMMA : do edge_gamma = 1, nb_edge - ID
| edge_sigma = edge_gamma + ID ;
| ! !$... On recupere les informations géométriques
| r0γ = edge_gamma.r0 ; r1γ = edge_gamma.r1) ;
| z0γ = edge_gamma.z0 ; z1γ = edge_gamma.z1) ;
| r0σ = edge_sigma.r0 ; r1σ = edge_sigma.r1) ;
| z0σ = edge_sigma.z0 ; z1σ = edge_sigma.z1) ;
| ! !$...
| rγ = 0.5 ∗ (r0γ + r1γ) ;
| zγ = 0.5 ∗ (z0γ + z1γ) ;
| rσ = 0.5 ∗ (r0σ + r1σ) ;
| zσ = 0.5 ∗ (z0σ + z1σ) ;
| ! !$...
| R1 =
√
(rγ − rσ)2 + (zγ − zσ)2 ;
| R2 =
√
(rγ − rσ)2 + (zγ − zσ)2 + 4 rγ rσ ;
| Rmax = max {Rmax, | R2 −R1 |} ;
end do LOOP_GAMMA
! !$... On s’assure de prendre un minimum de points
Nφ = max
{
20, δ
(
k
2π
Rmax + n2
)
+ 1
}
;
! !$... fin de l’estimation de la diagonale ID
Figure 4.9 – Algorithme d’estimation du nombre de points Nφ pour une diagonale ID
donnée
Suivant ce principe, nous choisissons de faire varier le paramètre p, représentant le nombre
de points de Gauss-Legendre sur la paire de segments, pour les deux critères de points en φ
aﬁn de déterminer la valeur de p la plus appropriée. La Figure-4.10 présente la variation du
nombre de points en φ en fonction de l’indice ID pour diﬀérents modes de Fourier et pour
chacun des critères proposés. Nous pouvons constater que l’évolution du nombre de points
est très diﬀérente entre les deux méthodes. Celle de M. Duruﬂé ne tient pas compte de
l’éloignement des segments alors que la seconde demande un plus grand nombre de points
pour des segments « proches » et moins pour des segments « éloignés ».
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Figure 4.10 – Comparaison du nombre de points en φ en fonction de l’indice de
diagonale ID pour les deux méthodes dans le cas adjacents
Pour commencer, regardons les résultats obtenus pour le mode de Fourier n = 0. Nous
constatons sur la Figure-4.11 que le paramètre p a une grande inﬂuence sur la qualité
de quadrature des matrices élémentaires et ce, de façon dépendante de la conﬁguration
géométrique des paires de segments (proches ou éloignés). De plus, la Figure-4.11 montre
que la diﬀérence entre les critères du nombre de points Nφ n’apporte pas d’amélioration
signiﬁcative des estimations numériques excepté pour une valeur du paramètre p élevée et
dans le cas de segments proches (ID ≤ 10). Nous reviendrons sur ce point plus loin.
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(a) Choix-1 - M. Duruflé
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(b) Choix-1 - Ref. AxiMax
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(c) Choix-2 - M. Duruflé
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(d) Choix-2 - Ref. AxiMax
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(e) Choix-3 - M. Duruflé
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(f) Choix-3 - Ref. AxiMax
Figure 4.11 – Evolution de l’erreur e∞ pour chacun des critères en Nφ dans le cas
disjoints, pour le mode de Fourier n = 0 et pour une méthode d’éléments ﬁnis d’ordre
R1-P1
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Le Choix-1 et le Choix-3 étant suﬃsamment représentatifs du comportement de l’estimation
numérique, nous ne présentons dans la suite que les résultats obtenus sur ces deux choix
par le critère que nous avons développé. Nous fournissons dans l’Annexe-E les résultats
complets de comparaison pour les modes n = 1 et n = 2 (la Figure-E.1 et la Figure-E.2
respectivement).
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(b) Choix-1 - mode 2
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(c) Choix-3 - mode 1
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Figure 4.12 – Evolution de l’erreur e∞ dans le cas disjoints pour les modes de Fourier
n = 1 (à gauche) et n = 2 (à droite) avec une méthode d’éléments ﬁnis d’ordre R1-P1
L’équivalent de ces résultats pour une méthode d’éléments ﬁnis d’ordre supérieur (R2-P2)
est donné par la Figure-4.13 pour les modes de Fourier n = 0, n = 1 et n = 2. Une nouvelle
fois, les ﬁgures complètes de comparaison entre les deux critères pour Nφ se trouvent dans
l’Annexe-E : Figure-E.3, Figure-E.4 et Figure-E.5.
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(a) Choix-1 - mode 0
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(b) Choix-3 - mode 0
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(d) Choix-3 - mode 1
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(e) Choix-1 - mode 2
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Figure 4.13 – Evolution de l’erreur e∞ dans le cas disjoints en fonction du Choix, du
mode et pour une méthode d’éléments ﬁnis d’ordre R2-P2
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Quel que soit l’ordre de la méthode, nous constatons que l’évolution de l’erreur relative e∞
peut être très variable en fonction de l’indice de diagonale ID. La précision à nombre de
paires de points de Gauss ﬁxe diminue lorsque ID diminue également. Par exemple, si l’on
regarde le comportement lorsque l’indice ID devient proche de 2 (le minimum pour être
disjoint), nous pouvons constater une augmentation progressive et signiﬁcative de l’erreur
relative aussi bien pour le critère de M. Duruﬂé en Nφ que pour celui utilisé dans le code
AxiMax. L’augmentation étant moins rapide pour ce dernier. L’explication vient de la
distance minimale qui sépare les deux segments, c’est-à-dire, la plus petite valeur de
R(rγ, zγ , rσ, zσ, φ) (4.120)
où (rγ , zγ) ∈ Sγ , (rσ, zσ) ∈ Sσ et φ ∈ [0, π]. Pour illustrer cette idée, considérons une paire
de segments adjacents noté également Sγ et Sσ.
Sγ Sσ
Comme nous l’avons présenté précédemment, il y a un point de singularité dans une telle
conﬁguration de la paire de segments et il faut utiliser une technique particulière. Or,
imaginons que le maillage sur lequel nous faisons le calcul soit raﬃné de sorte que l’on ait :
S1γ S2γ S1σ S2σ
Dans ce cas, les matrices élémentaires MS1γ ,S1σ , MS1γ ,S2σ et MS2γ ,S2σ sont considérées comme
régulières et seule la matriceMS2γ ,S1σ est singulière. C’est pourquoi, choisir d’appliquer une
méthode uniquement en fonction de la position des paires de segments n’est pas correct
et nécessite de la prudence. Pour mieux faire, il faudrait par exemple tenir compte de la
distance qui sépare ces deux segments et adapter les nombres de points Nγ , Nσ et Nφ en
conséquence.
La Figure-4.10 montre que notre critère suit cette idée pour Nφ contrairement à celui de
M. Duruﬂé mais les autres résultats montrent que le problème n’est pas entièrement résolu
pour autant par des méthodes de quadrature. La méthode analytique en φ est justement
une solution qui va entièrement dans ce sens puisqu’elle utilise la position des points de
quadrature sur Sγ et Sσ pour déterminer au mieux l’estimation de la solution. Cependant,
cette méthode est beaucoup trop coûteuse pour être exploitée dans le cadre de simulations
industrielles mais s’avère importante pour le calcul des solutions de références. Une mé-
thode de quadrature en sγ , sσ et φ est certe moins précises mais a l’avantage d’être rapide
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et relativement précise comme le montrent nos résultats.
En conclusion, pour le cas disjoint nous avons appliqué pendant la thèse la méthode de M.
Duruﬂé (quadrature par points de Gauss-Legendre) pour toutes nos simulations, y compris
celles du manuscrit, en prenant comme paramètre
p = max {k , k′}+ 1 (4.121)
soit,
Nγ = Nσ = max {k , k′}+ 2 (4.122)
où k et k′ représentent l’ordre des méthodes d’éléments ﬁnis (cf. Chapitre-2). Pour ce qui
est du nombre de points Nφ, nous utilisons à nouveau notre critère donné par la condition
(4.119).
4.4.2 Comparaison dans le cas de segments adjacents
Pour constuire les matrices élémentaires, l’idée est de séparer la matrice en deux parties :
une régulière et une singulière. Nous utilisons pour cela la déﬁnition de chacune des fonc-
tions modales. Le point de départ étant que la fonction modale Φn,k0 peut être décomposée
sous la forme
Φn,k0 (rγ , zγ, rσ, zσ) =
∫ π
0
[
eikR(rγ ,zγ ,rσ,zσ,φ) − 1
4πR(rγ, zγ , rσ, zσ, φ)
]
cosnφ dφ+
∫ π
0
cosnφ
4πR(rγ, zγ , rσ, zσ) dφ
(4.123)
ou encore,
Φn,k0 (rγ, zγ , rσ, zσ) =
∫ π
0
eikR(rγ ,zγ ,rσ,zσ,φ) cosnφ− 1
4πR(rγ , zγ, rσ, zσ, φ) dφ+
∫ π
0
1
4πR(rγ , zγ, rσ, zσ) dφ.
(4.124)
Il est facile de vériﬁer que, dans chacune des décompositions (4.123) et (4.124), le premier
terme est régulier pour toutes conﬁgurations des paires de segments et que le second est
lui singulier quand la fonction R tend à être nulle (les cas adjacents et confondus).
Notons que la deuxième décomposition (4.124) permet de montrer que les fonctions modales
Φn,k1 et Φ
n,k
2 peuvent être séparées en parties uniquement régulières puisqu’en utilisant
(4.124) appliquée aux relations (4.110) et (4.111), nous obtenons,
Φn,k1 =
∫ π
0
(
1
2
[
eikR cos ((n+ 1)φ)− 1
4πR +
eikR cos ((n− 1)φ)− 1
4πR
]
− e
ikR cos (nφ)− 1
4πR
)
dφ
(4.125)
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et
Φn,k2 =
∫ π
0
(
1
2
[
eikR cos ((n+ 1)φ)− 1
4πR −
eikR cos ((n− 1)φ)− 1
4πR
])
dφ. (4.126)
Cependant, B. Stupfel a montré dans [61] que l’isolement de la singularité selon une dé-
composition du type (4.124), dite IS1 dans son rapport, conduit à une convergence moins
rapide de l’estimation de Φn,k0 en comparaison de la méthode (4.123), dite IS2. Dans la
pratique, nous avons pu constater quelques eﬀets numériques allant dans ce sens et c’est
pourquoi nous avons choisi de suivre les conclusions de B. Stupfel [61] en retenant la dé-
composition (4.123) dans la suite de ce chapitre.
Pour chacune des méthodes comparées, énoncé de M. Duruﬂé et changement de variables,
nous eﬀectuons le calcul des matrices élémentaires de la façon suivante :
– selon l’énoncé développé par M. Duruﬂé dans sa thèse [24], nous n’utilisons pas de dé-
composition en partie singulière/régulière et nous appliquons la même méthode que dans
le cas d’une paire de segments disjoints, sans utiliser les relations (4.110) et (4.111), mais
avec 2p+ 1 points de quadrature sur chacune des intégrales ;
– pour la méthode de changement de variables proposée par J. Gay & P. Bonnemason,
nous utilisons les relations (4.110) et (4.111) en appliquant à la fonction modale Φn,k0 la
décomposition
Φn,k0 = Φ
n,k
0,reg + Φ
n,k
0,ire (4.127)
avec
Φn,k0,reg(rγ , zγ, rσ, zσ) =
∫ π
0
[
eikR(rγ ,zγ ,rσ,zσ,φ) − 1
4πR(rγ, zγ , rσ, zσ, φ)
]
cosnφ dφ (4.128)
et
Φn,k0,ire(rγ, zγ , rσ, zσ) =
∫ π
0
cosnφ
4πR(rγ , zγ, rσ, zσ) dφ. (4.129)
La matrice élémentaire est ainsi divisée en deux parties. Pour la partie associée aux ter-
mes Φn+1,k0,reg , Φ
n,k
0,reg et Φ
n−1,k
0,reg , nous utilisons une méthode d’intégration classique comme
celle du cas disjoint avec Nγ = Nσ = p′+1. Pour la seconde partie, constituée des termes
restant en Φn+1,k0,ire , Φ
n,k
0,ire et Φ
n−1,k
0,ire , nous réutilisons les mêmes points de Gauss pour la
méthode de changement de variables.
Les coeﬃcients entiers p et p′ restant alors à déterminer, nous eﬀectuons les mêmes tests
que précédemment pour les modes de Fourier n = 0, n = 1 et n = 2. La Table-4.2 présente
les résultats à l’ordre R1P1 pour le mode n = 0 avec la méthode de M. Duruﬂé et la
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Table-4.3 ces mêmes résultats obtenus par la méthode de changement de variables. Dans le
premier cas, le nombre de points Nφ reste le même que celui du cas de segments disjoints :
Nφ = 23 pour n = 0, Nφ = 25 pour n = 1 et Nφ = 27 pour n = 2. Dans le second, nous
utilisons une fois de plus le nombre de points de la condition (4.119) : Nφ = 50 pour n = 0,
Nφ = 55 pour n = 1 et Nφ = 60 pour n = 2.
Mode n = 0 QUADRATURES DIRECTES
2p+1 Choix-1 Choix-2 Choix-3
p = 0 1 0.1223E + 01 0.6233E − 01 0.5728E − 01
p = 1 3 0.2517E − 01 0.9438E − 03 0.1329E − 02
p = 2 5 0.3720E − 02 0.2026E − 03 0.9773E − 03
p = 3 7 0.1033E − 02 0.2158E − 03 0.9803E − 03
p = 4 9 0.3997E − 03 0.2155E − 03 0.9803E − 03
Table 4.2 – Evolution de l’erreur relative e∞ en fonction du paramètre p obtenue par la
méthode de M. Duruﬂé, pour le mode de Fourier n = 0 et dans le cas de segments
adjacents
Mode n = 0 CHANGEMENT DE VARIABLES
p’+1 Choix-1 Choix-2 Choix-3
p’ = 0 1 0.1246E + 02 0.3062E + 00 0.3300E + 00
p’ = 1 2 0.5366E + 00 0.3094E − 01 0.3001E − 01
p’ = 2 3 0.6180E − 02 0.5836E − 02 0.6109E − 02
p’ = 3 4 0.4111E − 03 0.2125E − 03 0.1954E − 03
p’ = 4 5 0.4318E − 04 0.8156E − 04 0.4996E − 04
Table 4.3 – Evolution de l’erreur relative e∞ en fonction du paramètre p′ obtenue par la
méthode de changement de variables, pour le mode de Fourier n = 0 et dans le cas de
segments adjacents
Première constatation, la méthode de changement de variables donne des résultats plus
précis mais cela a inévitablement un coût. Pour ce mode de Fourier, le nombre d’évaluations
de la méthode de M. Duruﬂé est déterminé par :
Nφ ∗Nγ ∗Nσ ∗ Celem (4.130)
alors que dans le cas de la méthode de changement de variables, nous avons :
Nφ ∗Nγ ∗Nσ
(
C˜regelem + 3 ∗ C˜ireelem
)
. (4.131)
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Naturellement, le coût de calcul Cregelem ∼ Celem et Cireelem ∼ Celem ∗ fCV où fCV est le facteur
de calcul du changement de variables. Par conséquent, le coût de calcul de la méthode de
J. Gay & P. Bonnemason est environ (1 + 3 ∗ fCV ) fois supérieur à celui de M. Duruﬂé à
condition que le nombre de points soit le même sur les segments et en φ. Or, dans ce cas :
Ngayφ ∼ 2 ∗Ndurφ (4.132)
et pour une précision ﬁxée, il faut environ 2 fois plus de points par segments pour la
méthode de M. Duruﬂé mais cet écart a tendance à se réduire avec l’augmentation du
mode de Fourier comme le montre la Table-4.4, la Table-4.5, la Table-4.6 et la Table-
4.7. Il est donc diﬃcile de choisir entre les deux méthodes. Une étude plus poussée des
temps calcul permettrait certainement de faire basculer la balance sur une méthode. En
attendant, nous avons choisi de suivre la démarche faite au CEA en utilisant la méthode
de changement de variables. La question du choix de la méthode reste cependant encore
ouverte. La valeur des paramètres retenu est la suivante :
p = max {k , k′} et p′ = max {k , k′}+ 1 (4.133)
soit pour la méthode de changement de variables,
Nγ = Nσ = max {k , k′}+ 2. (4.134)
Dans le cas de la méthode de changement de variables, une solution pour éviter cette
dégénérescence consisterait à prendre par exemple le paramètre p′ tel que :
p′ = max {k , k′}+ n+ 1. (4.135)
Mode n = 1 QUADRATURES DIRECTES
2p+1 Choix-1 Choix-2 Choix-3
p = 0 1 0.6844E + 01 0.5930E − 01 0.5380E − 01
p = 1 3 0.2330E − 01 0.8463E − 03 0.1094E − 02
p = 2 5 0.3054E − 02 0.5081E − 04 0.5421E − 03
p = 3 7 0.8251E − 03 0.6414E − 04 0.5496E − 03
p = 4 9 0.3153E − 03 0.6408E − 04 0.5495E − 03
Table 4.4 – Evolution de l’erreur relative e∞ en fonction du paramètre p obtenue par la
méthode de M. Duruﬂé, pour le mode de Fourier n = 1 et dans le cas de segments
adjacents
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Mode n = 1 CHANGEMENT DE VARIABLES
p’+1 Choix-1 Choix-2 Choix-3
p’ = 0 1 0.2702E + 01 0.2055E + 00 0.2001E + 00
p’ = 1 2 0.4442E + 00 0.3213E − 01 0.3232E − 01
p’ = 2 3 0.2491E − 01 0.4862E − 02 0.4944E − 02
p’ = 3 4 0.7951E − 03 0.2064E − 02 0.2026E − 02
p’ = 4 5 0.3699E − 04 0.8599E − 03 0.6593E − 03
Table 4.5 – Evolution de l’erreur relative e∞ en fonction du paramètre p′ obtenue par la
méthode de changement de variables, pour le mode de Fourier n = 1 et dans le cas de
segments adjacents
Mode n = 2 QUADRATURES DIRECTES
2p+1 Choix-1 Choix-2 Choix-3
p = 0 1 0.6564E + 01 0.5446E − 01 0.5677E − 01
p = 1 3 0.5474E − 01 0.6086E − 03 0.9822E − 03
p = 2 5 0.8213E − 02 0.5969E − 05 0.2571E − 03
p = 3 7 0.2235E − 02 0.6943E − 05 0.2699E − 03
p = 4 9 0.8342E − 03 0.5901E − 05 0.2696E − 03
Table 4.6 – Evolution de l’erreur relative e∞ en fonction du paramètre p obtenue par la
méthode de M. Duruﬂé, pour le mode de Fourier n = 2 et dans le cas de segments
adjacents
Mode n = 2 CHANGEMENT DE VARIABLES
p’+1 Choix-1 Choix-2 Choix-3
p’ = 0 1 0.6535E + 01 0.1758E + 00 0.1768E + 00
p’ = 1 2 0.2813E + 01 0.4047E − 01 0.4383E − 01
p’ = 2 3 0.7215E + 00 0.1619E − 01 0.1687E − 01
p’ = 3 4 0.8460E − 01 0.1022E − 02 0.1107E − 02
p’ = 4 5 0.6140E − 02 0.9434E − 03 0.8731E − 03
Table 4.7 – Evolution de l’erreur relative e∞ en fonction du paramètre p′ obtenue par la
méthode de changement de variables, pour le mode de Fourier n = 2 et dans le cas de
segments adjacents
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4.4.3 Comparaison dans le cas de segments confondus
Dans cette situation, la méthode développée par M. Duruﬂé, dites Gauss-Squared, consiste
à prendre plus de points sur les segments pour le Choix-1 puisque celui-ci est sur l’axe
de révolution. Nous ne présentons pas les essais faits pour les modes n = 1 et n = 2 à
l’ordre R1P1 ou R2P2 qui aboutissent à la même conclusion que dans le cas du mode de
Fourier n = 0 à l’ordre R1P1. La séparation de la matrice élémentaire en partie régulière
et singulière est faite exactement de la même manière que dans la situation des segments
adjacents.
Mode n = 0 QUADRATURES DIRECTES
2p+1 3p+1 (*) Choix-1 Choix-2 Choix-3
p = 0 1 1 0.1996E + 03 0.1086E + 01 0.1081E + 01
p = 1 3 4 0.2554E + 01 0.3216E + 00 0.4646E + 00
p = 2 5 7 0.1619E + 01 0.3272E + 00 0.4586E + 00
p = 3 7 10 0.1355E + 01 0.3284E + 00 0.4588E + 00
p = 4 9 13 0.1128E + 01 0.3284E + 00 0.4588E + 00
Table 4.8 – Evolution de l’erreur relative e∞ en fonction du paramètre p obtenue par la
méthode de M. Duruﬂé, pour le mode de Fourier n = 0 et dans le cas de segments
confondus
(*) uniquement pour le Choix-1
Mode n = 0 CHANGEMENT DE VARIABLES
p’+1 Choix-1 Choix-2 Choix-3
p’ = 0 1 0.1733E + 01 0.2685E − 01 0.2664E − 01
p’ = 1 2 0.4874E + 00 0.3377E − 02 0.3368E − 02
p’ = 2 3 0.2279E + 00 0.3144E − 02 0.3166E − 02
p’ = 3 4 0.1265E + 00 0.3125E − 02 0.3147E − 02
p’ = 4 5 0.7580E − 01 0.3119E − 02 0.3142E − 02
Table 4.9 – Evolution de l’erreur relative e∞ en fonction du paramètre p′ obtenue par la
méthode de changement de variables, pour le mode de Fourier n = 0 et dans le cas de
segments confondus
Comme le montre la Table-4.8 et la Table-4.9, la méthode de Gauss-Squared est très im-
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précise, surtout sur l’axe de révolution qui est le cas le plus singulier de tous. Même si la
méthode de changement de variables n’est pas faite pour traiter totalement le cas d’une
paire de segments confondus sur l’axe de révolution, cette méthode converge et donne des
résultats relativement précis. Pour les cas non-axiaux, la diﬀérence est indéniable entre
les deux méthodes. C’est pourquoi nous n’avons pas choisi d’employer la technique de M.
Duruﬂé pour les simulations faites pendant la thèse. Nous utilisons à la place la méthode
de changement de variables avec les paramètres suivant :
– dans le cas d’une paire de segments confondus non-axiaux,
p′ = max {k , k′}+ 2 soit Nγ = max {k , k′}+ 3 (4.136)
– dans le cas d’une paire de segments confondus axiaux,
p′ = max {k , k′}+ 3 soit Nγ = max {k , k′}+ 4 (4.137)
Le nombre de points Nσ est lui choisi tel que Nσ = Nγ + 2 aﬁn d’éviter que la règle
de quadrature sur les deux segments soit la même et donc que les points de quadrature
soient identiques. Notons que de façon similaire au cas des segments adjacents, nous avons
observé une dégradation de l’erreur relative en montant en ordre et qu’il serait judicieux
d’introduire une dépendance modale dans le paramètre p′ de la méthode.
4.4.4 Application aux calculs de la matrice élémentaire de la
méthode MFIE
Jusqu’à présent, nous avons présenté des méthodes d’intégration pour des intégrales de la
forme de I. Cependant, dans les formulations variationnelles que nous étudions dans le
Chapitre-2 et le Chapitre-3, nous avons besoin de mettre en oeuvre des méthodes d’inté-
gration sur le cas d’intégrale de la forme ~I. Ces intégrales sont au nombre de trois et sont
respectivement associées aux fonctions modales Ψn,k0 , Ψ
n,k
1 et Ψ
n,k
2 qui sont déﬁnies par :
Ψn,k0 (rγ, zγ, rσ, zσ) = +
∫ π
0
G′k(R(rγ, zγ , rσ, zσ, φ)) cosnφ dφ (4.138)
Ψn,k1 (rγ, zγ, rσ, zσ) = +
∫ π
0
G′k(R(rγ, zγ , rσ, zσ, φ)) cosnφ (cos φ− 1) dφ (4.139)
Ψn,k2 (rγ, zγ, rσ, zσ) = −
∫ π
0
G′k(R(rγ , zγ, rσ, zσ, φ)) sin nφ sin φ dφ (4.140)
où, pour x ∈ R, le gradient du noyau de green est déﬁni par :
G′k(x) =
eikx(ikx− 1)
4πx3
=
1
x
∂
∂x
(
eikx
x
)
(4.141)
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et la fonction R est donnée par :
R(rγ, zγ , rσ, zσ) =
√
(zσ − zγ)2 + r2γ + r2σ − 2rγrσ cosφ. (4.142)
Comme pour les fonctions modales simples, ces fonctions vériﬁent les relations :
Ψn,k1 =
1
2
(
Ψn+1,k0 +Ψ
n−1,k
0
)
−Ψn,k0 ; (4.143)
Ψn,k2 =
1
2
(
Ψn+1,k0 −Ψn−1,k0
)
. (4.144)
qui vont nous être très utiles.
4.4.4.1 Le cas disjoint
Dans ce cas, il n’y a pas de singularité mais il est nécessaire de prendre plus de points de
Gauss puisque la fonction intégrée est encore plus oscillante. Par expérience et en toute
logique, nous avons également observé à travers nos simulations que les remarques faites
pour les matrices élémentaires de la méthode EFIE restent valables. Dans l’objectif de
limiter les coûts de calcul, nous avons cependant utilisé exactement le même nombre de
points de quadrature dans la pratique.
4.4.4.2 Le cas adjacent
C’est là que les choses commencent à se compliquer. Nous avons vu que la méthode de
changement de variables permettait de prendre en compte une singularité d’ordre 2 en
R mais pour ce cas précis la singularité est d’ordre 3. Nous utilisons donc des propriétés
particulières aﬁn de réduire le problème :
1. nous pouvons montrer en utilisant une formule de Green que la fonction modale Ψn,k2
vériﬁent
Ψn,k2 (rγ , zγ, rσ, zσ) =
n
rγ rσ
Φn,k0 (rγ , zγ, rσ, zσ) (4.145)
et nous venons de voir que la méthode de changement de variables s’adapte plutôt
bien au cas de Φn,k0 . Le poids en (rγ rσ)
−1 est lui compensé par le poids de l’intégrale.
2. nous décomposons la fonction modale Ψn,k0 sous la forme
Ψn,k0 = Ψ
n,k
0,ref +Ψ
n,k
0,ire (4.146)
où
Ψn,k0,ref(rγ, zγ , rσ, zσ) =
∫ π
0
eikR(·,φ) [ikR(·, φ) cos (nφ)] + (kR(·,φ))2+1
2
4πR(·, φ)3 dφ (4.147)
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et
Ψn,k0,ire(rγ , zγ, rσ, zσ) = −
∫ π
0
(kR(·, φ))2 + 1
8πR(·, φ)3 dφ. (4.148)
Là encore, la fonction modale Ψn,k1 se décompose en deux parties régulières comme
dans le cas (4.125) pour la fonction modale Φn,k1 .
4.4.4.3 Le cas confondu
Cette conﬁguration est a priori la plus complexe et la plus singulière mais si nous regardons
de plus près ce que nous devons intégrer dans son ensemble, alors c’est quasiment plus
simple que le cas de segments adjacents. En eﬀet, pour le calcul de nos matrices élémentaires
associées par exemple à la méthode MFIE, nous devons estimer :
−
2∑
i=0
∫
Sγ
∫
Sσ
biK(rγ, zγ , rσ, zσ) Ψ
n,k
i (rγ , zγ, rσ, zσ) rγ rσ dSγ dSσ (4.149)
Nous renvoyons le lecteur au Chapitre-2 pour le détail sur les formes bilinéaires. Notons
que, dans ce cas précis, on peut montrer par le calcul que la forme bilinéaire b0K est iden-
tiquement nulle ce qui élimine la nécessité d’intégrer Ψn,k0 . De plus, en ajoutant à cela la
même méthode que dans le cas adjacents (4.145) et (4.146) pour les fonctions modales Ψn,k1
et Ψn,k2 respectivement, tous le problème se ramène au cas présenté pour l’assemblage de
la matrice élémentaire EFIE.
Finalement, en utilisant quelques propriétés nous arrivons à nous ramener à une forme
simpliﬁée, traitée dans la partie sur l’assemblage des matrices élémentaires EFIE. Bien
que le nombre de points ne soit pas choisi comme plus conséquent par rapport au cas
précédent et ce pour des raisons de performances du code de calcul, tous nos tests nous ont
montré que la précision était relativement bonne. En toute logique, la convergence reste
légèrement plus lente que pour l’estimation de la EFIE.
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Conclusion
Nous venons de montrer dans ce chapitre qu’il existe un grand nombre de méthode d’inté-
gration pour évaluer des intégrales singulières. Ces méthodes vont de la simple quadrature
au développement en série multipôles et font encore l’objet de recherche. Bien que nous
donnons des critères pour l’utilisation de ces techniques d’intégration, il est nécessaire de
garder en mémoire qu’il y a beaucoup d’empirisme dans ces choix. Pour résumer, nous
avons vu que les méthodes analytiques en la variable azimuthale φ était complexe et diﬃ-
cile à mettre en oeuvre. Elles apportent un avantage certain pour l’étude de méthode en
fournissant des solutions de référence très précises. D’un point de vue pratique, on aurait
envie d’exploiter les récurrences mais le parallélisme sur les modes de Fourier bloque cette
démarche. Nous avons alors regardé deux des techniques de quadrature les plus connues :
la méthode d’accumulation de points de Gauss-Legendre de M. Duruﬂé [24] et la méthode
de changement de variables de J. Gay & P. Bonnemason [51]. Dans les deux cas, nous avons
eﬀectué une comparaison avec les formules multipôles et avons établi des règles pour ﬁxer
le nombre de points à utiliser sur les intégrales. Finalement, la méthode de changement de
variable a été celle que nous avons retenue pour toutes les simulations de la thèse et du
manuscrit. Aujourd’hui d’autres pistes restent à explorer comme par exemple la méthode
étudiée par M. Lenoir et N. Salles [41, 57] qui conduit également à des formules analytiques
basées sur des fonctions spéciales.
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Introduction
Dans ce dernier chapitre, nous présentons brièvement les éléments techniques nécessaires
au développement d’un code de calcul chargé de résoudre les problèmes que nous venons
d’étudier jusqu’ici. Nous ne détaillons pas les expressions matricielles liées à chacun des
chapitres et à chacune des méthodes puisqu’il suﬃt d’appliquer le principe des méthodes
d’éléments ﬁnis et que ça ne ferait qu’alourdir la présentation. Nous commençons par
quelques précisions sur les algorithmes de troncature des séries de Fourier pour ensuite
regarder les diﬀérents principes de parallélisation sur lesquels nous nous sommes appuyés.
Enﬁn, nous illustrons les performances de la parallélisation et du code que nous avons
développé sur quelques exemples simples.
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5.1 La troncature sur le nombre de modes de Fourier
Nous avons vu tout au long des chapitres précédents que la considération de la propriété
de symétrie de révolution se faisait par le biais des séries de Fourier. Ces développements
nous ont permis de réduire le problème 3D à un ensemble inﬁni dénombrable de problèmes
posés dans un domaine méridien 2D. La question de la troncature de la série se pose alors
naturellement et il est important de savoir sur quel critère nous pouvons et devons tronquer
la série aﬁn de maîtriser l’erreur de troncature. Pendant la thèse, nous avons utilisé deux
critères : le premier repose sur l’expérience du CEA dans ce domaine et le second sur une
analyse menée par F. Collino dans un de ses rapports techniques [15]. Pour compléter les
informations présentées dans ce manuscrit, nous avons choisi d’en donner un bref résumé.
5.1.1 Le premier critère
Ce premier critère est, comme nous l’avons dit, basé sur l’expérience du CEA. Le seul
cas où la troncature est parfaite correspond à une incidence de l’onde plane dans l’axe de
révolution de l’objet. Dans ce cas,
αinc = 0 [π] (5.1)
et le nombre de modes est égale à 2. Il faut résoudre les problèmes modaux tels que
| n |= 1. La démonstration est assez simple, il suﬃt pour cela de substituer la valeur de
l’angle d’incidence dans les expressions des diﬀérents coeﬃcients de Fourier des champs
incidents (voir Annexe-B). On montre alors que les seconds membres sont tous nuls sauf
pour des modes qui satisfont à | n |= 1. Ce résultat reste évidemment valable pour le
second critère. Dans les autres cas l’algorithme consiste à prendre le nombre de modes via
la formule :
Nmode = max
αinc
{6 + k rmax sinαinc} . (5.2)
Remarque 5.1
Notons que ce que nous appelons ici (un peu improprement) le nombre de modes Nmode
est l’indice absolu de troncature dans la série de Fourier. Si l’on se souvient que cette
série court sur des indices positifs et négatifs, le nombre de modes pris en compte devrait
plutôt être défini comme 2Nmode + 1 sauf dans le cas d’une incidence axial où celui-ci
est égal à 2.
5.1.2 Le second critère de F. Collino
Dans ce critère, F. Collino précise qu’il se ﬁxe une erreur de troncature de l’onde plane en
norme L∞ car cette norme est plus facile à manipuler que la norme H
1
2 qui serait pourtant
194
5.1. LA TRONCATURE SUR LE NOMBRE DE MODES DE FOURIER
mieux adaptée au problème. Son étude repose sur la troncature de la série de Jacobi-Anger
eit cosϕ =
∞∑
n=0
εn i
n Jn(t) cosnϕ, (5.3)
où εn est le facteur de Neumann tel ε0 = 1 et εn = 2 pour tout n 6= 0, Jn est la fonction de
Bessel d’argument t et d’ordre n. Dans [10], Q. Carayol & F. Collino ont établi la formule
suivante :
N εmode(t) > t+
1
2
(3
2
W
( 2
3πε2
)) 2
3
t
1
3 (5.4)
où N εmode est le nombre de modes qui permet une synthèse de Fourier de l’onde plane à
moins de ε et ce, de façon uniforme sur tous les angles. La fonction de Lambert W est
déﬁnie comme l’unique solution de
W (u) eW (u) = u (5.5)
et ε le critère de précision. Plusieurs conclusions sont alors énoncées :
1. Le nombre de modes de Fourier doit toujours être plus grand que la partie entière de
t ;
2. Le nombre de termes supplémentaires «t − N εmode(t)» croît comme la puissance un
tiers de t ;
3. La constante de proportionnalité croît moins vite qu’une fonction sous-logarithmique
de la précision demandée.
5.1.3 Quelques remarques
Pour faire le lien avec le critère précédent, nous avons dans la pratique,
t = k r sinαinc. (5.6)
Notons que l’on retrouve une partie de l’expression du premier critère. Pour l’autre partie,
le critère de F. Collino semble plus adapté puisque le terme « 6 » dans le premier critère
est complètement empirique et a été réévalué à la hausse ces dernières années. Dans la
pratique, pour pouvoir faire des comparaisons avec les codes déjà existants au CEA, nous
avons choisi de suivre le premier critère tout en gardant à l’esprit l’idée du second. Pour
les résultats présentés dans cette thèse, le première critère est utilisé. Généralement, pour
l’obtention des solutions de référence, les résultats ont aussi été obtenus avec les deux
critères aﬁn d’être certain des résultats présentés.
Pour rendre éventuellement plus ﬁable les simulations, l’idée serait maintenant de com-
biner cette approche avec une analyse de troncature de la solution établie sur le même
modèle que P. Ciarlet Jr. & S. Labrunie [38].
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5.2 La parallélisation du code de calcul - Premier
niveau
Paralléliser les codes de calculs est un élément essentiel dans les simulations industrielles
actuelles car nous traitons des cas toujours plus complexes et coûteux. Le premier atout
est la résolution en domaine fréquentiel qui est très utile numériquement puisque nous
pouvons résoudre chacun des problèmes indépendamment. Dans le cas temporel, les pas
de temps sont liés les uns aux autres et il est donc diﬃcile de répartir les calculs. De plus,
l’avantage des problèmes axisymétriques réside dans le fait que chacun des problèmes 3D
est réduit à un ensemble ﬁni (après troncature) de problèmes modaux indépendants. La
liste des problèmes à résoudre peut alors être représentée sous la forme de la Figure-5.1.
[f1, n1] [f1, n2] [f2, n1] [f2, n2] [f2, n3] [f3, n1] [f3, n2] ...
Figure 5.1 – Liste des problèmes à résoudre classés par fréquences et par modes
où [fi, nj ] représente le problème associé au nj-ième mode de Fourier pour la fréquence
fi. Nous obtenons alors le premier niveau de parallélisation. Considérons que l’on ait un
ensemble de Nproc processus répartis en Nssgroup sous-groupes de processus. La répartition
peut ne pas être équitable entre les sous-groupe comme nous l’avons illustré sur la Figure-
5.2 pour Nproc = 12 et Nssgroup = 3.
Problème 2D
[f1, n1]
Problème 2D
[f1, n2]
Problème 2D
[f2, n1]
+ + +
P0
P1 P2
P3
P4 P5P6
P7
P8 P9P10
P11
Figure 5.2 – Un exemple de distribution des processus
L’idée est alors de trouver un équilibre dans la répartition des processus aﬁn de garantir un
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maximum d’eﬃcacité. Il faut choisir le bon nombre de processus par sous-groupe en fonction
de la taille des systèmes linéaires à résoudre mais également choisir un nombre de sous-
groupes important pour accélérer le temps de calcul réel. La taille des systèmes matriciels
étant dans notre cas toujours la même, nous avons choisi une répartition équitable entre
les sous-groupes, le nombre de processus variant alors en fonction des limitations mémoire.
Dans la continuité de l’exemple précédent, nous avons dans notre cas :
Problème 2D
[f1, n1]
Problème 2D
[f1, n2]
Problème 2D
[f2, n1]
+ + +
P0
P1 P2
P3
P4
P5 P6P7
P8
P9 P10P11
Figure 5.3 – Une répartition équitable dans les sous-groupes de processus
Pour le nombre de sous-groupes, cela dépend des disponibilités de la machine de calcul. Une
fois que chaque sous-groupe a résolu son problème alors il passe au prochain disponible,
c’est-à-dire n’ayant pas déjà été traité par un autre sous-groupe, jusqu’à la résolution totale
du problème. Pour l’exemple de la Figure-5.1 nous obtenons la répartition donnée par la
Figure-5.4 où Gi désigne le i-ième sous-groupe.
[f1, n1] [f1, n2] [f2, n1] [f2, n2] [f2, n3] [f3, n1] [f3, n2] ...
G1 G2 G3 G1 G2 G3 G1 ...
Figure 5.4 – Répartition des résolutions eﬀectuées par un sous-groupe donné
A ce niveau l’algorithme pour la résolution et la répartition des problèmes 2D peut s’énoncer
sous la forme suivante :
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id_tache = 0
LOOP_FREQ : do id_freq = 1, nb_freq
| freq = freq_deb + (id_freq-1)*freq_pas
| id_tache = id_tache + 1
| LOOP_MODE : do mode = mode_deb(id_freq), mode_fin(id_freq)
| * if( id_ss_group == mod(id_tache-1,Nssgroup) + 1 ) then
| * ...
| * ! !$... Résolution du problème 2D
| * ...
| * else
| * cycle LOOP_MODE
| * end
| end do LOOP_MODE
end do LOOP_FREQ
Figure 5.5 – Algorithme d’exécution de la simulation - Premier niveau de parallélisation
Nous allons voir maintenant sur le cas du Chapitre-3 comment nous pouvons résoudre
le problème variationnel via un deuxième niveau de parallélisation. La méthode pour le
Chapitre-1 et le Chapitre-2 est une simplication du cas que nous allons traiter.
5.3 La méthode du « Complément de Schur »
e nω\γ m-n jn
e n,tω\γ
m-n,t
jn,t 0
0Creux
Plein
Figure 5.6 – Représentation schématique de la matrice dans le cas où il y a raccord
entre les deux discrétisations
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Rappelons tout d’abord la forme d’un des systèmes matriciels que l’on aurait à résoudre
dans le cas d’un problème issu du Chapitre-3. Comme nous pouvons le constater sur cette
représentation schématique de la matrice, une partie de la matrice est creuse et l’autre est
dense avec un bloc de recouvrement. L’idée est donc de proﬁter de cette disposition pour
utiliser d’un coté un solveur pour matrices creuses et de l’autre un solveur pour systèmes
denses.
5.3.1 L’algorithme du complément de Schur
Sous une forme matricielle, la représentation précédente peut s’énoncer telle que :
A11 A12 0
AT12 A22 A23
0 AT23 A33


x1
x2
x3

=

0
b1
b2

(5.7)
où le bloc A22 peut être décomposé sous la forme d’une somme de deux parties A˜22 (creuse)
et Aˆ22 (dense). Nous obtenons alors le système à résoudre :
A11 x1 + A12 x2 = 0,
AT12 x1 + A˜22 x2 + Aˆ22 x2 + A23 x3 = b1,
AT23 x2 + A33 x3 = b2.
(5.8)
La première équation nous donne une relation importante entre les blocs x1 et x2 sous la
forme,
x1 = −A−111 A12 x2 (5.9)
qui une fois introduite dans la deuxième équation, nous permet d’obtenir :
(
A˜22 −AT12 A−111 A12
)
x2 + A23 x3 = b1,
AT23 x2 + A33 x3 = b2.
(5.10)
Les personnes habituées à ce type de système auront reconnu là le terme matriciel dit «
complément de Schur ». Ce terme est souvent noté S et est déﬁni tel que :
S = −AT12 A−111 A12. (5.11)
Notons que S est un système dense et par conséquent le système à résoudre A22 + S A23
AT23 A33
  x2
x3
 =
 b1
b2
 (5.12)
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ne fait plus intervenir que des matrices denses dont la résolution peut être réalisée par un
solveur direct approprié du type de la librairie ScaLAPACK. Reste alors à calculer le
terme S. Pour cela, nous avons mis en place plusieurs possibilités. La première utilise la
librairie de calcul PaStiX (Parallel Sparse matriX package) développé par l’INRIA. La
deuxième utilise la librairie de calcul MUMPS (MUltifrontal Massively Parallel sparse
direct Solver) développé principalement au CERFACS [53]. Les deux sont capables de
calculer le complément de Schur avec plus ou moins d’eﬃcacité (mémoire, temps) et de
facilité. Le choix entre les deux sera guidé par ScaLAPACK comme nous allons le voir.
5.3.2 La parallélisation de la partie « pleine »
Commençons par la partie la plus simple. Chacun des processus possède les informations
géométriques et éléments ﬁnis liés à la génératrice de l’objet. Les degrés de liberté étant
tous couplés les uns aux autres, eﬀectuer une répartition géométrique est inutile. Nous
allons donc utiliser le principe de répartition des termes matriciels sous forme d’une grille
cyclique à la base des algorithmes de résolution de ScaLAPACK. En reprenant l’exem-
ple précédent avec 4 processus dans un sous-groupe, nous obtenons une répartition de la
matrice à assembler et à inverser, illustrée par la Figure-5.7
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
P0 P1
P2 P3
Figure 5.7 – Distribution cyclique d’une matrice dense sur une grille de processus 2x2
Pour ce qui est du choix optimal de la taille des blocs, nous ne pouvons que conseiller de
faire en sorte que le cache mémoire associé au coeur de calcul puisse au moins contenir
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deux fois le bloc élémentaire de taille Nb × Nb. Une partie pour le bloc à inverser et une
autre pour les contributions des autres processus. Pour l’assemblage, nous intégrons dans
la boucle sur les diagonales (cf. Chapitre-4) un critère qui évalue si le calcul de la matrice
élémentaire aura une contribution pour le processus en cours. Si celle-ci n’en a pas alors
elle ne sera pas assemblée. La consommation mémoire ainsi que les temps d’assemblage
et d’inversion du système sont ainsi fortement réduits. Pour le déploiement dans le code
de calcul, nous renvoyons le lecteur à la documentation utilisateur « ScaLAPACK user’s
guide » où tous les détails sont développés.
5.3.3 La parallélisation de la partie « creuse »
Que ce soit MUMPS ou PaStiX, le principe est le même. Nous subdivisons le maillage
en diﬀérentes parties pour lesquelles chacun des processus sera chargé d’eﬀectuer l’assem-
blage. Après quoi, des communications entre processus auront lieu pour eﬀectuer le calcul
de S. La Figure-5.8 illustre sur un exemple simple une répartition sur 4 processus.
P0
P1
P2
P3
Figure 5.8 – Distribution des éléments géométriques pour l’assemblage et l’inversion
d’une matrice creuse par un sous-groupe de 4 processus
Bien que dans la pratique la répartition soit une conséquence de la numérotation des
éléments géométriques par le mailleur, une distribution aussi chaotique est rare. Un des
avantages de ces deux librairies de calcul H.P.C. (High Performance Computing) est qu’elles
sont munis d’algorithme de numérotation permettant l’amélioration des temps de calcul
et une meilleure gestion de la mémoire même sur une telle répartition. L’assemblage des
matrices élémentaires et de la matrice globale est alors réalisé de façon classique dans la
pratique des méthodes d’éléments ﬁnis. Le format pour la contribution d’un processus à
la matrice globale est fait sous forme C.S.C. (Compressed Sparse Column) pour PaStiX
et Y.S.M (Yale Sparse Matrix), souvent dit format IJ ou ligne-colonne, pour MUMPS.
Notons que ce dernier à également l’avantage pour les utilisateurs de se charger lui-même de
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regrouper les diﬀérentes contributions sur le processus adéquat. Nous évitons ainsi quelques
diﬃcultés techniques pouvant être complexes.
5.3.4 L’algorithme
Pour la résolution du problème général, l’idée est de commencer par assembler la matrice
creuse (la contribution du processus). Une fois les éléments assemblés, nous demandons à
une des deux librairie de nous donner la matrice S relative au complément de Schur. C’est
là qu’intervient une grosse diﬀérence entre les deux librairies. Nous voulons que la matrice
S soit directement donnée sous la forme distribuée de la matrice dense avec une corre-
spondance exacte entre les processus. Dans le cas contraire, d’importants coûts mémoire
et de communication entre processus sont requis. C’est justement le cas de PaStiX qui ne
peut pas réaliser une telle tâche pour l’instant. C’est pourquoi, nous utilisons MUMPS
dans les simulations de ce manuscrit et depuis quelques temps maintenant dans nos autres
simulations. Le complément de Schur obtenu et après assemblage de la partie dense, nous
eﬀectuons les résolutions nécessaires à l’obtention du vecteur de solution [x2, x3] puis de
x1 dans un second temps. Pour résumer vis-à-vis de la méthode du Chapitre-3, nous avons
dans l’algorithme donné par la Figure-5.5 :
! !$... Résolution du problème 2D
[1] Assemblage distribué de la partie volumique du système
[2] Calcul du complément de Schur S par MUMPS compatible ScaLAPACK
[3] Assemblage distribué de la partie équations intégrales du système
[4] Factorisation de la matrice dense
LOOP_INC : do id_inc = 1, nb_inc
| inc = inc_deb + (id_inc-1)*inc_pas
| [5] Assemblage des seconds membres
| [6] Résolution du système réduit
| [7] Calcul de la solution intérieur x1
| ! !$.......
| ! !$.......Post-traitement des résulats
| ! !$.......
end do LOOP_INC
! !$...
Figure 5.9 – Algorithme d’exécution de la simulation - Deuxième niveau de
parallélisation
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5.4 Exemples de temps de calcul
Un premier test de comparaison peut être fait entre un code 3D développé au CEA et le
code AxiMax pour un objet à symétrie de révolution dont seul AxiMax tient compte.
5.4.1 Comparaison avec un code 3D
Considérons le cas d’un objet parfaitement conducteur recouvert d’une couche de 0.05m
d’un matériau homogène dont les caractéristiques électromagnétiques sont les suivantes :
εr = 1 + i et µr = 1 + i. (5.13)
L’objectif est d’estimer la surface équivalente radar bistatique pour un angle d’incidence
de l’onde de π
4
rad. et pour une fréquence de 1Ghz. Le balayage angulaire va de 0 à 2π et
il est nécessaire de résoudre 12 modes de Fourier. La Figure-5.10 présente le résultat et le
Table-5.1 résume les temps de calcul et le nombre de degrés de liberté.
(a) La géométrie et son
maillage
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-20
-10
 0
 10
 20
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 40
-50 -40 -30 -20 -10  0  10  20  30  40
-10-20-30-35
Polar TE
Polar TM
(b) S.E.R. bistatique
Figure 5.10 – Informations géométriques et résultat
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#DDL Volume #DDL Bord Temps CPU Nombre de Procs
Code 3D 1 288 825 175 455 3 337 s 128
AxiMax 32 094 1 123 272 s 1
... ... ... 137 s 2
... ... ... 69 s 5
... ... ... 43 s 6
... ... ... 30 s 12
Table 5.1 – Tables des résultats des deux codes
Constatons tout d’abord l’intérêt des codes axisymétriques. Nous avons illustré les dif-
férences en temps et en nombre de degrés de liberté sur un cas simple. Le nombre de
processus par sous-groupe est ici ﬁxé à 1 et nous faisons varier le nombre de sous-groupe.
Déjà, à précision équivalente, nous pouvons constater que même en séquentiel AxiMax
est capable de fournir un résultat similaire en 12 fois moins de temps que le code 3D avec
128 coeurs de calcul. L’erreur relative du calcul étant dans les deux codes d’environ 1%. De
façon générale, le gain est toujours considérable mais dépend bien évidemment du nombre
de modes utilisés.
Notons également que les temps de calcul devenant tellement petits, nous perdons en
performance avec un trop grand nombre de processus puisque nous commençons à avoir
plus de communication que de calcul eﬀectif pour la partie Post-Traitement des résultats. Il
faut donc garder un certain équilibre entre la taille du problème et le nombre de processus
utilisés.
5.4.2 Scalabilité pour un grand nombre de modes
Considérons l’exemple d’un problème de diﬀraction d’onde plane par une sphère de rayon
0.245m recouverte d’une couche d’un matériau homogène d’épaisseur 0.005m. Nous voulons
estimer la S.E.R. pour un balayage fréquentiel allant de 1Ghz à 10Ghz par pas de 5Mhz
et pour une incidence de l’onde d’angle αinc = 0. Autrement dit, nous avons un problème
modal pour chacune des fréquences, soit un total de 1801 systèmes.
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Nombre de processus (*) Temps de calcul (s)
1 16453
2 8263
4 4141
10 1670
50 344
100 179
1000 20
1801 11
Table 5.2 – Résultat pour un grand nombre de modes
(*) 1 seul processus par sous-groupe
La répartition des résolutions de chacun des problèmes modaux sur diﬀérents processus
nous permet d’obtenir une bonne performance du parallélisme de premier niveau comme le
montre la Table-5.2. Moins il y a de calcul par sous-groupe et plus nous limitons le nombre
de processus en attente, plus les temps de calcul sont réduits. Dans cette exemple, nous
n’avons pas été plus loin que le nombre de problème modaux car la taille des systèmes est
petite pour nécessiter une parallélisation de second niveau. Cependant, nous avons vériﬁé
dans la pratique sur des cas industriels plus complexes et plus importants en nombre de
degrés de liberté, que la combinaison des deux niveaux de parallélisation permettait d’avoir
de très bon temps de calcul. La scalabitité est alors liée à la répartition des sous-groupes
sur les problèmes modaux mais aussi à la scalabitité des résolutions de PaStiX,MUMPS
et ScaLAPACK.
Le CEA disposant d’une machine dotée de plus de 100 000 coeurs de calcul (TERA 100),
nous avons pu réaliser dans la thèse des simulations sur des milliers de coeurs pour des pro-
blèmes modaux nombreux (≥ 200000) avec des systèmes matriciels de grandes dimensions :
par exemple, plus de 16 000 colonnes dans la matrice dense des équations intégrales.
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Conclusion
Nous venons de présenter brièvement dans ce chapitre les méthodes de résolution et les
algorithmes utilisés dans le code AxiMax que nous avons pris soin de développer pendant
ces trois années de thèse. Nous avons montré sur un exemple assez simple que la diﬀérence
entre considérer ou non une propriété de symétrie de révolution avait une très grande
inﬂuence sur les temps de calcul. Il apparaît également que les problèmes axisymétriques
sont bien adaptés à la parallélisation puisque nous pouvons paralléliser à diﬀérents niveaux
ce qui n’est pas le cas dans les codes 3D. Techniquement, il faudrait maintenant équilibrer la
répartition des processus sur les diﬀérents problèmes modaux à résoudre. Bien que les tailles
mémoires ne change pas d’un mode à l’autre et ce, pour toutes les fréquences, le temps
d’assemblage est lui plus coûteux lorsque nous augmentons la fréquence. Ce comportement
est tout à fait logique mais cela implique que certain processus ﬁnissent plus vite que
d’autres et passent en standby jusqu’à la ﬁn du programme. C’est pourquoi, la question de
trouver un équilibre dans la répartition reste ouverte encore aujourd’hui.
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Conclusion
Synthèse des travaux
Au cours de cette thèse, nous nous sommes intéressé à la modélisation de problèmes de
diﬀraction d’ondes radar par des objets complexes à symétrie de révolution. Nous avons
eu pour objectif de développer des méthodes innovantes, précises et performantes pour ré-
soudre les problèmes de furtivité radar rencontrés. Ce travail nous a conduit à développer
de nombreuses méthodes mathématiques, numériques et informatiques qui ont demandées
beaucoup d’eﬀorts de conception, d’analyse et de programmation. L’aboutissement étant
aujourd’hui le nouveau code de calcul AxiMax disponible au CEA-DAM sur la nouvelle
machine petaflopique TERA 100.
Dans ce manuscrit, nous avons montré comment il était possible de résoudre ce problème
de furtivité radar en le décomposant en sous-problèmes particuliers. Pour chacun d’entre
eux, nous avons développé des méthodes de résolution et de validation adaptées.
Dans le Chapitre-1, nous nous sommes intéressés à l’étude d’un problème de Maxwell
harmonique en domaine borné. La méthode que nous avons mise en oeuvre a été choisie
de sorte que l’on puisse traiter le plus simplement possible des objets hétérogènes com-
plexes. L’idée étant de s’aﬀranchir du cadre non borné de la simulation principale et de
se concentrer sur la prise en compte de l’objet. La base de ce chapitre repose sur la for-
mulation énoncée par P. Monk [47] et analysée par R. Hiptmair et al [56] en 3D. Nous y
avons introduit la propriété de symétrie de révolution par l’usage de série de Fourier non
conventionnelle, nous conduisant à résoudre une ensemble inﬁni dénombrable de formu-
lations réduites à un domaine méridien, générérateur de l’objet 3D par révolution autour
de l’axe (Oz). Après une analyse mathématique approfondie de chacun des ces problèmes,
nous avons développé une nouvelle méthode d’éléments ﬁnis d’ordre élevé dont la validité,
la précision et l’intérêt ont été illustré à partir de résultats numériques.
Dans le Chapitre-2, nous avons étudié un problème de diﬀraction d’ondes radar par des
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objets parfaitement conducteurs. Le domaine de simulation est alors le domaine extérieur
puisque l’objet n’est vu qu’au travers d’une condition à la limite particulière. Une des dif-
ﬁcultés de ce problème tient dans le caractère non-borné du milieu sur lequel nous concen-
trons l’étude. Pour eﬀectuer une simulation par des codes de calculs, il est par conséquent
nécessaire de se ramener à un domaine borné. Nous avons pour cela choisi d’utiliser les
méthodes d’équations intégrales que nous savons être les plus adaptées à la modélisation de
ces problèmes. Nous avons alors présenté plusieurs méthodes courantes de la littérature et
avons montré comment il était possible d’introduire à nouveau la propriété d’axisymétrie
dans chacune d’entre elles. Le développement d’une méthode d’éléments ﬁnis de frontière
et d’ordre élevé pour chacun des problèmes modaux a été réalisé par extension des élé-
ments ﬁnis du premier chapitre via l’application de trace qui lie les coeﬃcients de Fourier
des courants surfaciques et des champs électromagnétiques.
Puis, dans le Chapitre-3 qui se trouve être au centre du manuscrit mais également au
coeur des problématiques industrielles, nous avons traité du problème couplé. Nous avons
pris pour appui la méthode proposée par V. Levillain [42] et à partir des résultats des
deux chapitres précédents, nous avons obtenu les formulations variationnelles réduites cor-
respondantes. Pour chacune de ces formulations, les méthodes d’éléments ﬁnis, que nous
avons développé dans le Chapitre-1 et le Chapitre-2, s’appliquent naturellement. Nous
avons également montré que la formulation initiale avait le défaut d’avoir des fréquences
de résonance. Numériquement, nous avons illustré l’impact de ce défaut sur les résultats
de surface équivalente radar et avons montré qu’il était possible de limiter son inﬂuence.
Enﬁn, dans le Chapitre-4, nous avons focalisé notre étude sur les méthodes d’intégra-
tion numérique nécessaires pour la mise en place des méthodes d’équations intégrales dans
un code de calcul. C’est une des principales diﬃcultés techniques rencontrées pendant le
développement d’AxiMax. Plusieurs méthodes ont été comparées pour déterminer celle
qui conviendrait le mieux : accumulation de points de Gauss, changement de variables,
développements en séries multipôles. Au vue des résultats, nous en avons conclu que la
plus adaptée pour le moment était la méthode de changement de variables mais il est cer-
tain que l’augmentation de la précision des codes de modélisation reposera à l’avenir sur
les formules multipôles.
Pour conclure, dans le Chapitre-5, nous avons énoncé les diﬀérents algorithmes néces-
saires à la mise en oeuvre des méthodes élaborées au cours de la thèse dans un code de
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calcul : troncature du nombre de modes, parallélisation de l’assemblage et de la résolution
des problèmes modaux. La présentation a été faite sur les problèmes issus du Chapitre-3
mais l’extension aux autres problèmes modaux, du Chapitre-1 et du Chapitre-2, est fon-
damentalement la même avec quelques simpliﬁcations supplémentaires.
Perspectives
Aujourd’hui, nous sommes en mesure d’envisager plusieurs axes d’améliorations qui per-
mettront très certainement à l’avenir d’obtenir des résultats d’une plus grande précision et
des temps de calculs réduits. Les principales idées peuvent être énoncées en quelques points.
• Au cours de ce manuscrit, nous avons montré que nos éléments ﬁnis donnaient des ré-
sultats d’une grande précision et que l’ordre élevé était un atout important pour la
simulation. Le nombre de points nécessaires par longueur d’onde en est un exemple des
plus important. Cependant, le fait de discrétiser des géométries courbes a tendance à
ralentir la convergence des méthodes par rapport à une solution analytique (le cas de la
sphère). Ce comportement s’explique par le fait que nous introduisons des singularités
géométriques non physiques. Une façon de corriger ce problème serait d’étendre les mé-
thodes d’éléments ﬁnis développées à des éléments ﬁnis d’ordre élevé isoparamétriques.
A nouveau, l’utilisation des inconnues subsidiaires permet de rendre cette approche aisé
puisque nous pouvons utiliser la littérature sur le sujet.
• Dans la pratique, les codes de modélisation utilisent un assemblage des matrices élémen-
taires sous la forme d’une matrice complexe. Toutefois, nous avons vu dans la partie
intégration numérique développée au Chapitre-4 qu’il était possible d’utiliser une for-
mule analytique pour la partie régulière des noyaux. Cette formule est précise pour
toutes paires de segments et permet d’augmenter la précision des calculs en réduisant
les coûts d’assemblage suivant la troncature de la série. Cet axe de recherche a été en
partie développé dans AxiMax en séparant l’assemblage en deux matrices élémentaires
réelles : une pour la partie singulière obtenue par quadrature et l’autre, pour la par-
tie régulière obtenue par série analytique. Par manque de temps, cette étude nécessite
d’être encore plus approfondie. Les premiers résultats ont montré une augmentation de
la précision mais pour réduire les temps de calcul, il faut travailler sur la troncature de
la série et les méthodes de précalculs.
• Dans le cas du Chapitre-2, nous avons développé plusieurs méthodes d’équations inté-
grales pour la résolution de problèmes de diﬀraction d’ondes planes par des conducteurs
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parfaits. Comme nous l’avons déjà précisé, il serait intéressant d’appliquer notre mé-
thode d’éléments ﬁnis au cas de la formulation variationnelle proposée par A. Buﬀa &
R. Hiptmair [8] mais aussi celle de O. Steinbach & M. Windisch [60]. Les deux permet-
tant l’obtention d’un cadre mathématique mieux posé.
• Dans la situation où l’objet d’étude est complexe et hétérogène, la méthode présentée
dans le Chapitre-3 présente un léger défaut lié aux fréquences de résonance que nous
pourrions éventuellement corriger en utilisant une méthode d’équations intégrales de
type CFIE. Cependant, pour que la formulation soit correctement déﬁnie, il faudrait
utiliser une technique de régularisation des éléments ﬁnis proche de celle énoncée dans
la thèse de N. Zerbib [68].
Le code AxiMax
Un eﬀort et un soin tout particulier ayant été apporté au développement du code de calcul
pendant toute la durée de cette thèse. Nous nous devions donc de conclure ce manuscrit
sur AxiMax. Ce code est aujourd’hui mis à disposition du CEA et permet entre autres
de réaliser toutes les simulations que nous avons présentées ici.
Techniquement, il présente de nombreux avantages :
– formulations variationnelles adaptées ;
– éléments ﬁnis d’ordre élevé ;
– parallélisation sur plusieurs niveaux (mode, assemblage et résolution) ;
– techniques d’intégrations numériques variées.
Il est capable de résoudre des problèmes de furtivité très complexes de diﬀérentes façon
suivant la nature de l’objet. Il a été développé étape par étape, chacune ayant fait l’objet
de lourde procédure de validation permettant d’en démontrer la ﬁabilité et la stabilité.
Cette partie de mon travail de thèse, situé à la frontière de l’informatique et du calcul
scientiﬁque, avec une prise en compte d’un environnement industriel donnée, sort quelque
peu du cadre académique. Elle me semble néanmoins essentielles pour donner tout son sens
au qualiﬁcatif appliquées dans l’expression Mathématiques Appliquées.
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Annexe A
Les équations de Maxwell
La modélisation d’un phénomène électromagnétique passe par la détermination de plusieurs
grandeurs physiques telles que : le champ électrique E , l’induction électrique D, le champ
magnétique H, et l’induction magnétique B. D’un point de vue macroscopique, les équa-
tions de Maxwell permettent de caractériser ces champs en tout point de l’espace x ∈ R3
et à tout instant t ∈ R. Dans cette section, nous allons tout d’abord présenter les équations
de Maxwell de façon assez généraliste, puis nous verrons comment une hypothèse dite « de
régime harmonique » permet de simpliﬁer ces équations.
Notations
Dans la suite de cette section, nous noterons ε la permittivité électrique, µ la perméabilité
magnétique et σ la conductivité du milieu. Elles ont la propriété d’être fonctions de la
position x dans les matériaux inhomogène et sont constantes dans le cas contraire. De
plus, ces paramètres sont considérés comme des tenseurs dans le cas d’un milieu anisotrope
et scalaire pour un milieu isotrope. Dans la pratique, σ = ∞ caractérise les conducteurs
parfaits et σ = 0 les diélectriques parfaits.
A.1 Le modèle instationnaire
La littérature est riche sur les équations de Maxwell et les présentations variées mais
équivalentes. Le lecteur pourra consulter par exemple les ouvrages de D. Colton & R.
Kress [20], de P. Monk [47], et de J. Jin [37]. Le fondement des équations de Maxwell
reposent sur :
– des notions physiques telles que la charge électrique et la densité de courant ;
– des lois de comportements : conservation de la charge, loi de Faraday ;
– des lois constitutives qui caractérisent le milieu.
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Définition A.1 (Système des équations de Maxwell)
De manière générale, les équations de Maxwell peuvent être énoncé par :
rot E + ∂B
∂t
= 0 (loi de Faraday) (A.1a)
rotH− ∂D
∂t
= J (loi de Maxwell-Ampere) (A.1b)
divD = ρ (loi de Gauss) (A.1c)
divB = 0 (loi de Gauss magnétique) (A.1d)
où ρ définit la densité volumique de charge et J la densité de courant. La conservation
de la charge est fixé par l’équation fondamentale suivante qui lie ρ et J :
divJ + ∂ρ
∂t
= 0 (A.2)
Les équations (A.1a) à (A.2) ne sont pas toutes indépendantes. Prenons l’exemple de la loi
de Gauss magnétique et de la conservation de la charge, elles peuvent être reconstruite à
partir des trois autres lois. En eﬀet, en prenant la divergence de la loi de Maxwell-Ampère
(A.1b) et en utilisant la loi de Gauss (A.1c) nous obtenons la loi de conservation de la
charge (A.2). La loi de Gauss magnétique s’obtient en prenant la divergence de la loi de
Faraday (A.1a) et en imposant une condition initiale qui vériﬁe cette même loi. Le nombre
d’équations étant inférieur au nombre d’inconnues, le système de Maxwell est à ce niveau
indéﬁni et requiert l’ajout des lois constitutives associées au milieu aﬁn d’être « complet ».
Définition A.2 (Lois constitutives des milieux linéaires)
Les lois constitutives en un milieu linéaire, énoncées ci-dessous, permettent de définir
les propriétés macroscopiques du milieu dans lequel évolue le champ électromagnétique :
D = εE ; (A.3a)
B = µH ; (A.3b)
J = σE + Ja (loi d’Ohm) (A.3c)
où Ja décrit la densité de courant.
En utilisant la déﬁnition (A.2) dans le système d’équations de Maxwell donnée par la déf-
inition (A.1), nous obtenons :
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Propriété A.1 (Système d’équations de Maxwell en milieu linéaire)
Soit E le champ électrique et H le champ magnétique. Le système d’équations de
Maxwell en milieu linéaire est défini comme :
rot E + µ∂H
∂t
= 0 ; (A.4)
rotH− ε∂E
∂t
= σE + Ja ; (A.5)
div (εE) = ρ ; (A.6)
div (µH) = 0 ; (A.7)
où ρ définit la densité volumique de charge et Ja décrit la densité de courant.
A.2 Conditions limites et interfaces
Dans le cas de matériaux hétérogènes, les caractéristiques relatives εr et µr sont discon-
tinues. De fait, les équations (A.13a) et (A.13b) ne sont pas satisfaites à la frontière entre
ces matériaux. Pour que le système d’équations de Maxwell (Déﬁnition A.1) soit satisfait
sur une telle conﬁguration, il est nécessaire d’introduire des relations de transmission (ou
de raccord) à l’interface entre les matériaux.
Prenons l’exemple de deux milieux homogènes Ω1 et Ω2 qui partagent une interface com-
mune notée S telle que Ω1 ∩ Ω2 = S et notons n la normale à S. Les conditions aux
interfaces sont déﬁnis par :
n× [E ]S = 0 (A.8a)
n · [D]S = ρS (A.8b)
et
n× [H]S = JS (A.8c)
n · [B]S = 0 (A.8d)
où [·]S désigne le saut à travers l’interface S. JS déﬁnit la densité de courant et ρS la
densité de charge associé à la surface S telles que :
TJ = J + JS δS
Tρ = ρ+ ρS δS
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Idée de démonstation voir les thèses de A. Catella [12] et de H. Fahs [27]
L’idée principale consiste à écrire les équations de Maxwell au sens des distributions en
utilisant les formules de dérivation suivantes :
divTA = divA+ n · [A]S δS, (A.9a)
rotTA = rotA+ n× [A]S δS. (A.9b)
Le résultat s’obtient alors en identiﬁant une à une les équations avec le système de la déf-
inition (A.3) écrit au sens des fonctions usuelles. 
Dans le cas qui nous intéresse : milieu linéaire, régime harmonique, sans discontinuité
de J et ρ ; ces conditions s’écrivent :
n× [E]S = 0, (A.10a)
n · [εrE]S = 0, (A.10b)
n× [H]S = 0, (A.10c)
n · [µrH]S = 0. (A.10d)
Ainsi, les composantes tangentielles des champs électrique et magnétique sont continues à
travers toute surface. Par contre, même en l’absence de charge, les composantes normales
des champs électrique et magnétique ne sont généralement pas continues.
Cas d’un milieu parfaitement conducteur σ =∞
Une couche métallique est généralement assimilée à un modèle dit de conducteur parfait.
De la loi d’Ohm (A.3c), nous pouvons constater que si la conductivité σ du milieu tend
vers l’inﬁni et que J est toujours borné, alors le champ électrique E tend vers zéro. C’est
pourquoi, dans le cas d’un conducteur parfait, le phénomène « eﬀet de peau » n’est pas
pris en considération et que le champ est supposé nul.
n×E = 0, (A.11a)
n · E = 0, (A.11b)
n×H = 0, (A.11c)
n ·H = 0. (A.11d)
Ce modèle a l’avantage d’être simple à mettre en oeuvre et assez précis pour la majorité
des cas.
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A.3 Le modèle harmonique
Dans certaines applications, le champ électromagnétique a une dépendance harmonique en
temps pour une fréquence donnée. C’est le cas par exemple pour les études de furtivité
radar. Les équations de Maxwell prennent alors une nouvelle forme dans laquelle la variable
temps t disparaît.
Définition A.3 (Système des équations de Maxwell en régime harmonique)
Sous l’hypothèse de dépendance harmonique en temps des grandeurs physiques,
E(x, t) = R
(
E(x) e−iωt
)
H(x, t) = R
(
H(x) e−iωt
)
(A.12a)
Ja(x, t) = R
(
Ja(x) e−iωt
)
ρ(x, t) = R
(
ρ(x) e−iωt
)
(A.12b)
les équations de Maxwell énoncées dans la Propriété (A.1) deviennent :
rotE− ikZ0µrH = 0, (A.13a)
rotH+ ikY0εrE = Ja, (A.13b)
où εr et µr sont les caractéristiques relatives associées à ε, µ, σ définies par :
εr =
1
ε0
(
ε+
iσ
ω
)
et µr =
µ
µ0
(A.14)
Notons que les lois de Gauss :
div (εrE) + ik−1Z0div (Ja) = 0, (A.15a)
div (µrH) = 0, (A.15b)
sont redondantes dans le modèle continu pour tout instant t strictement positif du moment
que des conditions initiales vériﬁent ces contraintes. Dans ces conditions, elles peuvent
être obtenues en prenant la divergence des équations (A.13a) et (A.13b). Toutefois, il
faudra faire attention à ce que les méthodes d’approximation prennent en considération
les conditions (A.15a) et (A.15b) qui ne sont pas automatiquement satisfaites du point de
vue de la discrétisation.
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Annexe B
Décomposition de Fourier des
champs incidents
Soit einc et hinc les champs incidents électrique et magnétique en coordonnées cylindriques
associés à ces mêmes champs en 3D. Dans le but d’obtenir une formulation variationnelle
en axisymmétrique, il est tout d’abord nécessaire de développer les champs incidents de
la même façon que les champs inconnus. L’objectif de cette section est d’énoncer les con-
ventions d’usages pour la description de l’onde incidente et de déterminer les diﬀérents
coeﬃcients du développement en série de Fourier de chacun des champs incidents.
B.1 Conventions
La déﬁnition des champs incidents nécessite en premier lieu de bien déﬁnir certaines con-
ventions aﬁn d’éviter des diﬀérences de résultats. Considérons une onde plane déﬁnie par le
triplet
(
k,Einc,Hinc
)
caractéristique d’un éclairement radar : k une direction d’incidence,
Einc le champ électrique incident et Hinc le champ magnétique incident, tous deux déﬁnis
en coordonnées cartésiennes.
Les angles qui servent à déﬁnir l’éclairement sont les angles habituels du système de coor-
données sphériques où α joue le rôle θ aﬁn d’éviter toutes confusions avec l’angle des séries
de Fourier :
• le premier α est l’angle que fait le vecteur d’onde k avec l’axe (Oz) ;
• le second ϕ est l’angle entre la projection du vecteur d’onde k dans le plan (OxOy) et
l’axe (Ox).
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Figure B.1 – Conventions d’incidences
B.1.1 Les unités
– la géométrie est en mètre [m],
– la fréquence f est donnée en hertz [Hz],
– les angles en degré.
B.1.2 Le vecteur d’onde
Dans un repère de coordonnées cartésiennes, nous déﬁnissons le vecteur d’onde d’incidence
k par :
k =

− sinα cosϕ
− sinα sinϕ
− cosα
. (B.1)
Compte tenu de la symétrie de révolution des objets, il est d’usage de choisir le vecteur
d’onde d’incidence dans le plan méridien. Par conséquent,
ϕ = 0 et k =

− sinα
0
− cosα
(B.2)
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Dans ce repère et pour un point de l’espace noté x déﬁni à partir de ces coordonnées
cylindriques, c’est-à-dire x = (r cos θ, r sin θ, z), nous avons que le produit scalaire
k · x = −r sinα cos θ − z cosα. (B.3)
Déﬁnissons les termes suivant :
ε(r) = −kr sinα et A(r) = −ikz cosα. (B.4)
B.1.3 Les polarisations
Les deux polarisations pour le champ électromagnétique incident sont la polarisation par-
allèle, également appelée « polar 1» ou polarisation « transverse électrique » (TE), et la
polarisation orthogonale aussi appelée « polar 2 » ou polarisation « transverse magnétique
» (TM). La décomposition de l’onde électromagnétique incidente (Ei,Hi) peut alors être
énoncée sous la forme,
Ei = λ~ETE + µ~ETM ; (B.5)
Hi = λ ~HTE + µ ~HTM ; (B.6)
où les vecteurs de la base associés à chacune des polarisations sont déﬁnis par :
~ETE = eA(z) eiε(r) cos θ

− cosα cos θ
cosα sin θ
sinα
 ~HTE = Y0 eA(z) eiε(r) cos θ

sin θ
− cos θ
0

~ETM = eA(z) eiε(r) cos θ

− sin θ
cos θ
0
 ~HTM = Y0 eA(z) eiε(r) cos θ

− cosα cos θ
cosα sin θ
sinα

(B.7)
dans le repère des coordonnées cylindriques (rˆ, θˆ, zˆ).
B.2 Coefficients de Fourier des champs incidents
Par application de la décomposition de Fourier (Chapitre-1,Déﬁnition-1.3), nous obtenons
que les champs incidents se décomposent sous la forme suivante, dans un repère de coor-
229
données cylindriques :
ei(r, θ, z) =

ei,0r (r, z)
ei,0θ (r, z)
ei,0z (r, z)
+ ∑
n∈N∗

ei,nr (r, z) cos (nθ)
ei,nθ (r, z) sin (nθ)
ei,nz (r, z) cos (nθ)
+ ∑
n∈N∗

ei,−nr (r, z) sin (nθ)
ei,−nθ (r, z) cos (nθ)
ei,−nz (r, z) sin (nθ)

(B.8)
hi(r, θ, z) =

hi,0r (r, z)
hi,0θ (r, z)
hi,0z (r, z)
+ ∑
n∈N∗

hi,nr (r, z) cos (nθ)
hi,nθ (r, z) sin (nθ)
hi,nz (r, z) cos (nθ)
+ ∑
n∈N∗

hi,−nr (r, z) sin (nθ)
hi,−nθ (r, z) cos (nθ)
hi,−nz (r, z) sin (nθ)

(B.9)
Notations Aﬁn de simpliﬁer la présentation, nous considérons :
ei,0 =
[
ei,0r , e
i,0
θ , e
i,0
z
]T
(B.10)
ei,n =
[
ei,nr , e
i,n
θ , e
i,n
z
]T
(B.11)
ei,−n =
[
ei,−nr , e
i,−n
θ , e
i,−n
z
]T
(B.12)
De même pour hi,0,hi,n et hi,−n pour tout n ∈ N∗.
Propriété B.1
Pour la polarisation « transverse électrique », les coefficients de Fourier pour le champ
électrique ei sont donnés par les relations suivantes :
ei,0te (r, z) =

i cos (α)eA(z)B1(ε(r))
0
− sin (α)eA(z)B0(ε(r))
 , ei,nte (r, z) =

− cos (α)eA(z)B(1)(n, ε(r))
cos (α)eA(z)B(2)(n, ε(r))
− sin (α)eA(z)B(3)(n, ε(r))

(B.13)
et ei,−nte = ~0C. De même, les coefficients de Fourier du champ magnétique h
i sont
déterminés par :
hi,0te (r, z) =

0
−iY0eA(z)B1(ε(r))
0
 , hi,−nte (r, z) =

Y0e
A(z)B(2)(n, ε(r))
Y0e
A(z)B(1)(n, ε(r))
0
 . (B.14)
et hi,nte = ~0C.
230
Propriété B.2
Pour la polarisation « transverse magnétique », les coefficients de Fourier pour le champ
électrique ei sont donnés par les relations suivantes :
ei,0tm(r, z) =

0
−ieA(z)B1(ε(r))
0
 , ei,−ntm (r, z) =

eA(z)B(2)(n, ε(r))
eA(z)B(1)(n, ε(r))
0
 (B.15)
et ei,ntm = ~0C. De même, les coefficients de Fourier du champ magnétique h
i sont déter-
minés par :
hi,0tm(r, z) =

−iY0 cos (α)eA(z)B1(ε(r))
0
Y0 sin (α)eA(z)B0(ε(r))
 hi,ntm(r, z) =

Y0 cos (α)eA(z)B(1)(n, ε(r))
−Y0 cos (α)eA(z)B(2)(n, ε(r))
Y0 sin (α)eA(z)B(3)(n, ε(r))

(B.16)
et hi,−ntm = ~0C.
Les diﬀérentes décompositions de la Propriété-B.1 et de la Propriété-B.2 font intervenir
plusieurs fonctions spéciales déﬁnies par :
– B0, B1, Bn sont les fonctions de Bessel d’ordre 0, 1 et n respectivement,
– B(1),B(2),B(3) sont des fonctions telles que, pour tout z ∈ R et n ∈ N, nous avons,
B(1)(n, z) = in+1 (Bn−1(z)−Bn+1(z)) (B.17)
B(2)(n, z) = in+1 (Bn−1(z) +Bn+1(z)) (B.18)
B(3)(n, z) = 2inBn(z) (B.19)
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Annexe C
Surface Equivalent Radar en
axisymmétrique
Tout au long de ce manuscrit, nous nous sommes intéressés à l’estimation de la surface
équivalente radar (parfois appelé « écho radar ») qui caractérise la furtivité d’un objet
soumis à l’éclairage d’une onde radar. Pour cela, il est nécessaire de bien pouvoir estimer
les champs électromagnétiques diﬀractés dans le milieu extérieur à l’objet. L’utilisation
des méthodes d’équations intégrales permettent justement d’eﬀectuer ce calcul avec une
aisance remarquable et une grande précision. Nous ne donnons pas ici tous les détails mais
simplement les formules exploitées dans notre code. Pour plus de détails sur les développe-
ments des calculs, nous renvoyons par exemple le lecteur à la thèse J-P. Héliot [32].
Définition C.1
La Surface Équivalent Radar dans une direction ~ξ, notée σ(~ξ), est déterminée par la
relation suivante :
σ(~ξ) = 4π lim r →∞
r2 | Ed(r~ξ) |2| Ei(r~ξ) |2
 . (C.1)
L’utilisation des représentations intégrales des champs électromagnétiques présentées dans
le Chapitre-2 permet de ramener l’expression de σ(~ξ) à une expression intégrale qui dépend
uniquement des courants surfaciques J et M.
σ(~ξ) =
1
4π
| S(~ξ) |2 (C.2)
où,
S(~ξ) = ikZ0
∫
Γ
e−ik
~ξ·y
[
J− 1
ik
~ξ divΓJ− Y0 ~ξ ×M
]
dΓy. (C.3)
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Le développement de ces courants en séries de Fourier tel que nous l’avons présenté dans
le Chapitre-2, nous conduit alors à estimer des quantités modales qui une fois sommées
donnent le résultat escompté. Notons Sn(~ξ) la contribution du n− ième mode de Fourier.
Par simple calcul, nous pouvons montrer que :
S(~ξ) =
∑
n∈Z
Sn(~ξ) (C.4)
avec
Sn(~ξ) = i(πkZ0)
(
Vn(~ξ)− ~ξ ∗
(
~ξ · Vn(~ξ)
))
− Y0An(~ξ). (C.5)
Notons « s » l’abscisse curviligne associée à la frontière γ sur laquelle les coeﬃcients de
Fourier des courants électromagnétiques sont connus. L’angle d’observation associé à ~ξ est
noté α obs et en utilisant des notations similaires à celles de l’Annexe-B, nous déﬁnissons
A(z) = −ikz cosα obs (C.6)
ε(r) = −kr sinα obs (C.7)
et obtenons, après quelques simpliﬁcations trigonométriques, les expressions suivantes pour
les termes Vn et An en fonction de la polarisation de l’onde incidente :
– pour | n |6= 0 et pour la polarisation TE, on a
V TEn>0(~ξ) =
∫
γ

jnθ η B(2)(n, ε(r))− jnrz∂sr B(1)(n, ε(r))
0
jnrz ∂sz B(3)(n, ε(r))
 rds (C.8)
et
ATEn>0(~ξ) =

+cosα obs
0
− sinα obs
 ∫
γ
(
m−nrz ∂sr B(2)(n, ε(r)) +m−nθ η B(1)(n, ε(r))
)
rds. (C.9)
et
V TEn<0 = A
TE
n<0 = 0; (C.10)
– pour | n |6= 0 et pour la polarisation TM,
V TMn<0 (~ξ) =
∫
γ

0
−jnθ η B(1)(n, ε(r))− jnrz ∂srB(2)(n, ε(r))
0
 rds (C.11)
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et
ATMn<0(~ξ) =
∫
γ

0
−m−nrz
(
∂sr cosα obs B(1)(n, ε(r)) + ∂sz sinα obs B(3)(n, ε(r))
)
+ ...
...+m−nθ η cosα obs B(2)(n, ε(r))
0
 rds
(C.12)
et
V TMn>0 = A
TM
n>0 = 0; (C.13)
– pour | n |= 0 et pour les deux polarisations,
V0(~ξ) = 2
∫
γ
eA(z)

i j0rz ∂sr B1(ε(r))
i j0θ η B1(ε(r))
j0rz ∂sz B0(ε(r))
 rds (C.14)
et
A0(~ξ) = 2
∫
γ
eA(z)

−i cosα obsm0θ η B1(ε(r))
m0rz (∂sr cosα obs iB1(ε(r))− ∂sz sinα obsB0(ε(r)))
+i sinα obsm0θ η B1(ε(r))
 rds. (C.15)
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Annexe D
Quelques fonctions spéciales à la base
des séries multipôles
Introduisons tout d’abord les fonctions de « Bessel Sphériques » d’argument t et d’ordre n
jn(t) =
∞∑
p=0
(−1)p tn+2p
2p p! 1 · 3 · · · (2n + 2p+ 1) , (D.1)
ainsi que les fonctions de « Neumann Sphériques » d’argument t et d’ordre n
yn(t) =
(2n)!
2n n!
∞∑
p=0
(−1)p t2p−n−1
2p p!(−2n+ 1) · (−2n + 3) · · · (−2n + 2p− 1) . (D.2)
Les combinaisons linéaires de la forme
h(1)n (t) = jn(t) + iyn(t), (D.3)
déﬁnissent les fonctions de « Hankel sphériques » de première espèce. Ces fonctions sont
reliées aux fonctions de Bessel ordinaires d’ordre demi-entier par un facteur commun de
proportionnalité
jn(t) =
√
π
2t
Jn+ 1
2
(t), yn(t) =
√
π
2t
Yn+ 1
2
(t), hn(t) =
√
π
2t
H(1)n (t). (D.4)
Par ailleurs, nous déﬁnissons les polynômes de « Legendre » (notés Pn(t)) tels que
1√
1− 2tr + r2 =
∞∑
n=0
Pn(t) rn (D.5)
et qui satisfont aux relations de récurrence de Bonnet
P0(t) = 1, P1(t) = t, (n+ 1)Pn+1(t) = (2n + 1) tPn(t)− nPn−1(t). (D.6)
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Les polynômes de Legendre sont des polynômes de degré n orthogonaux sur l’intervalle
[−1, 1] au sens ∫ 1
−1
Pn(t)Pm(t) dt = 0 pour n 6= m (D.7)
et sont tels que
max
t
|Pn(t)| = 1 (D.8)
dont le maximum est atteint en ±1 :
∀n ∈ N, Pn(1) = 1, Pn(−1) = (−1)n. (D.9)
Pour tout entier positif plus petit ou égal à n, considérons également les fonctions
Pmn (t) = (1− t2)
m
2
dmPn(t)
dtm
(D.10)
pour lesquelles nous introduisons la normalisation
P˜mn (t) = (−1)m
√√√√(n−m)!
(n+m)!
Pmn (t), (D.11)
de façon à obtenir les relations d’orthogonalité∫ 1
−1
P˜mn (t) P˜
m
q (t) dt =
2
2n + 1
δqn. (D.12)
Ces fonctions sont paires pour n−m pair et impaires pour n−m impair. Elles peuvent se
calculer comme les polynônes de Legendre par des relations de récurrence
√
n2 −m2P˜mn (t) = (2n− 1)tP˜mn−1(t)−
√
(n− 1)2 −m2P˜mn−2(t) (D.13)
en sachant que
P˜mm−1(t) = 0, P˜
m
m = (−1)m(1− t2)
m
2
m∏
q=1
√
1− 1
2q
. (D.14)
Nous obtenons en particulier :
P˜mm+2k+1(0) = 0, P˜
m
m+2k(0) = (−1)k
k∏
q=1
√√√√(1− 1
2(m+ q)
)(
1− 1
2q
)
P˜mm (0) (D.15)
et
P˜mm (0) = (−1)m
m∏
q=1
√
1− 1
2q
(D.16)
L’intérêt des fonctions de Legendre réside dans le « Théorème d’addition » qui est à la base
des méthodes utilisées dans la section-4.3 du Chapitre-4 :
Pn(cos (x · y)) =
n∑
m=0
εm P˜
m
n (cos θx)P˜
m
n (cos θy) cos (m(ϕx − ϕy)). (D.17)
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Annexe E
Complément de résultats pour le
Chapitre-4
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Figure E.1 – Comparaison des méthodes de M. Duruﬂé (GS à gauche) et de J. Gay & P.
Bonnemason (CV à droite) dans le cas disjoints, pour le mode de Fourier n = 1 et pour
une méthode d’éléments ﬁnis d’ordre R1-P1
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Figure E.2 – Comparaison des méthodes de M. Duruﬂé (GS à gauche) et de J. Gay & P.
Bonnemason (CV à droite) dans le cas disjoints, pour le mode de Fourier n = 2 et pour
une méthode d’éléments ﬁnis d’ordre R1-P1
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Figure E.3 – Comparaison des méthodes de M. Duruﬂé (GS à gauche) et de J. Gay & P.
Bonnemason (CV à droite) dans le cas disjoints, pour le mode de Fourier n = 0 et pour
une méthode d’éléments ﬁnis d’ordre R2-P2
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Figure E.4 – Comparaison des méthodes de M. Duruﬂé (GS à gauche) et de J. Gay & P.
Bonnemason (CV à droite) dans le cas disjoints, pour le mode de Fourier n = 1 et pour
une méthode d’éléments ﬁnis d’ordre R2-P2
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(d) Choix 2 - Changement de variables (CV)
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(e) Choix 3 - Gauss-Squared (GS)
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(f) Choix 3 - Changement de variables (CV)
Figure E.5 – Comparaison des méthodes de M. Duruﬂé (GS à gauche) et de J. Gay & P.
Bonnemason (CV à droite) dans le cas disjoints, pour le mode de Fourier n = 2 et pour
une méthode d’éléments ﬁnis d’ordre R2-P2
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Résumé
Dans ce travail de thèse, nous nous sommes intéressés à la modélisation des phénomènes de
diﬀraction d’ondes électromagnétiques par des objets à symétrie de révolution complexes
et fortement hétérogènes. La méthode que nous développons ici consiste en un couplage
entre équations aux dérivées partielles (EDP) et équations intégrales (EI). Cette idée est
essentiellement connue pour avoir deux avantages. Le premier est que les hétérogénéités
de l’objet sont prises en compte naturellement dans la formulation du problème. Le deux-
ième est dû à l’utilisation des équations intégrales qui donnent une représentation exacte
des solutions dans le milieu extérieur en fonction des courants surfaciques. Le domaine de
simulation peut ainsi être ramené à l’objet lui-même. L’utilisation de développements en
séries de Fourier combinés à la proriété d’invariance par rotation de l’objet permet alors la
réduction du problème global 3D à un ensemble dénombrable de problème 2D.
L’étude de ces problèmes nous a conduit à décomposer notre analyse en plusieurs parties,
chacune ayant à traiter une partie du problème complet ou les méthodes d’intégrations
numériques. Ces dernières étant diﬃciles à réaliser dans le cas des équations intégrales.
Nous avons tout d’abord étudié un problème de Maxwell intérieur pour lequel nous avons
développé une nouvelle méthode d’éléments ﬁnis d’ordre élevé dont nous avons montré
l’eﬃcacité et la précision sur de multiples exemples. Puis, nous avons étudié le problème
de diﬀraction d’ondes planes pour des objets parfaitement conducteurs. La méthode d’élé-
ments ﬁnis de frontière employée est alors construite par extension de la méthode précé-
dente via l’opérateur de trace tangentielle. En combinant ces deux études, nous avons
résolu le problème couplé en introduisant la propriété de symétrie de révolution dans une
formulation variationnelle bien choisie. Par construction, les éléments ﬁnis qui y sont util-
isés sont alors naturellement adaptées. L’algorithme de parallélisation de la méthode de
couplage est ﬁnalement présentée et des comparaisons entre notre code AxiMax et un
code 3D sont illustrées. Dans tous les cas, nous montrons que la méthode d’éléments ﬁnis
d’ordre élevé permet d’obtenir des résultats d’une grande précision en fonction de la qualité
des paramètres de simulation.
Mots-Clefs
Électromagnétisme, équations de Maxwell harmoniques, équations intégrales, éléments ﬁnis
d’ordre élevé, symétrie de révolution, séries de Fourier, couplage équations aux dérivées
partielles et équations intégrales, intégration numérique d’intégrales singulières.
High order finite element methods and integral
equations to solve scattering problems by
axisymmetric bodies
Abstract
In this thesis, we are interested in modeling diﬀraction of electromagnetic waves by ax-
isymmetric and highly heterogeneous objects. Our method consists in a coupling between
partial diﬀerential equations and integral equations. This idea is mainly interesting for two
reasons : heterogeneities are handled naturally in the formulation and integral equations
give an analytical representation of solutions outside the object based on surface currents.
These advantages allow us to limit the domain of simulation to the object itself. In addi-
tion, using Fourier series combined with the rotational invariance property of the object,
the 3D problem is reduced to a countable set of 2D problems.
The study of these problems is split into several parts. Each part has to deal with a
speciﬁc problem as for example the numerical integration of singular integrals which is dif-
ﬁcult to achieve. As a ﬁrst step, we study time-harmonic Maxwell’s equations in a bounded
domain for which we develop a new high-order ﬁnite element method and present its ef-
ﬁciency and accuracy on many examples. Secondly, we consider the diﬀraction of plane
waves by perfect electric conductors to analyse integral equations for these kind of object.
The boundary ﬁnite element method applied is deﬁned by extension of the previous one via
tangential trace operator. Then, we solve the coupled problem using a well chosen formula-
tion based on the previous studies for which our ﬁnite element method is naturally adapted
by construction. In order to evaluate its eﬃciency, a comparison is performed between our
program « AxiMax » and one based on a purely 3D model. To conclude, in the last two
chapters, we present the numerical integration method and the multi-processing algorithm
developed in AxiMax. In all cases, we put forward the fact that our ﬁnite element method
provides accurate results depending on the quality of the simulation parameters.
Keywords
Electromagnetism, time harmonic Maxwell’s equations, integral equations, high-order ﬁnite
element, symmetry of revolution, Fourier series, coupling method, singular integrals.
