A scalable adaptive optics (AO) control system architecture composed of asynchronous control clusters based on the stochastic parallel gradient descent (SPGD) optimization technique is discussed. It is shown that subdivision of the control channels into asynchronous SPGD clusters improves the AO system performance by better utilizing individual and/or group characteristics of adaptive system components. Results of numerical simulations are presented for two different adaptive receiver systems based on asynchronous SPGD clustersone with a single deformable mirror with Zernike response functions and a second with tip-tilt and segmented wavefront correctors. We also discuss adaptive wavefront control based on asynchronous parallel optimization of several local performance metrics-a control architecture referred to as distributed adaptive optics (DAO). Analysis of the DAO system architecture demonstrated the potential for significant increase of the adaptation process convergence rate that occurs due to partial decoupling of the system control clusters optimizing individual performance metrics.
INTRODUCTION
Adaptive optics (AO) systems often comprise several wavefront corrector types (tracking and beam steering mirrors, several deformable mirrors, and/or liquid crystal phase modulators) that have quite different dynamical (time-response) characteristics. [1] [2] [3] This "nonuniformity" of wavefront corrector time responses significantly complicates control system architecture and commonly results in a simplified approach being taken where the control loops for all wavefront correctors are "synchronized" based on the temporal dynamics of the wavefront corrector with the slowest time response-"the slowest sets the pace." This artificially induced slowdown of AO system operation may have a significant impact on an adaptive system's capability for compensation of fast-changing atmospheric-turbulence-induced phase aberrations in various AO applications. A desired solution of this problem would be development of adaptive optics architectures composed of asynchronously operating wavefront control subsystems (AO clusters). The need for asynchronous parallel wavefront control in the form of AO clusters also emerges in such applications as adaptive free-space laser communication and relay-mirror-based laser beam projection systems. In both of these system types, adaptive wavefront distortion compensation is performed in remotely located AO subsystems. In these wavefront control configurations the remotely located AO subsystems are quite difficult to synchronize without data exchange (e.g., using additional optical or rf communication channels 4 ). On the other hand, the absence of synchronization between remotely located wavefront control systems may result in undesired cross talk between their control loops and compensation process instability.
One more example of the technical challenges faced by conventional AO control techniques is feedback control of super-high-resolution AO mirror arrays consisting hundreds or even thousands of actuators-the so-called extreme adaptive optics. 5 With the conventional phaseconjugation-based wavefront control approach, a key bottleneck for these extreme-AO systems is the time delay between the wavefront sensor's data measurements and the completion of control signals computation. Typically, the time required for the wavefront sensor data processing increases proportionally to the square of the number of wavefront corrector (AO mirror) actuators. 6 For this reason the high-resolution phase-conjugation-type AO technique faces serious problems in providing the operational speed required for most atmospheric AO applications. Compensation operational speed can be an even more serious problem in the alternative to phase-conjugationtype systems based on optimization of a system performance metric (e.g., Strehl ratio, 1 sharpness functions, 7 or image quality metrics 8 ). The metric optimization is commonly performed using iterative wavefront control algorithms such as gradient descent, multidithering, and stochastic parallel gradient descent (SPGD). 1, 8, 9 With these wavefront control techniques the iterative process convergence speed-on which the AO system compensation bandwidth depends-rapidly decreases with increasing control channel number or, equivalently, AO compensation spatial resolution. From this viewpoint, subdivision of the AO system's control channels into parallel weakly coupled control clusters, each with a smaller number of control channels, may significantly improve convergence speed and the AO system's bandwidth. 10 The AO wavefront control architectures described here are based on the use of asynchronous SPGD AO clusters. It is shown that wavefront control based on asynchronous SPGD AO clusters represents an attractive alternative to traditional AO wavefront control approaches for various adaptive optics applications.
STOCHASTIC PARALLEL GRADIENT DESCENT CONTROL CLUSTERS: PROBLEM STATEMENT
The notional schematic of an AO receiver system with control clusters is shown in Fig. 1 . In this system the control channels are distributed between N c asynchronously operating control clusters with M j , ͑j =1, . . . ,N c ͒ channels in each cluster. There is an advantage (but not a requirement) to assign AO system control channels to individual clusters based on some common characteristic such as, for example, wavefront corrector actuator time responses as mentioned, actuator physical locations (e.g., control channels belonging to different wavefront correctors can be assigned to separate clusters) or spatial resolution of phase distortion compensation (so that Zernike aberrations of different orders are compensated using different control clusters). A group of control channels associated with a high-resolution wavefront corrector [AO mirror or liquid crystal phase spatial light modulator (SLM)] segment can be a cluster as well as a group of control channels associated with adaptive subapertures of a tiled optical system.
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Assume that wavefront distortion compensation in an AO system composed of N c clusters is based on optimization of a measured performance metric J. In the AO system schematic shown in Fig. 1 , the performance metric is proportional to received light power inside a small pinhole located at the coordinate origin of the lens focal plane (Strehl metric). The metric value J depends on the control voltages ͕u l,j ͖ applied to AO system actuators, where indices l ͑l =1, . . . ,M j ͒ and j ͑j =1, . . . ,N c ͒ are associated with the control channel and cluster numbers, correspondingly. Thus the performance metric J is a function of
Consider first an AO control system architecture based on performance metric optimization using the conventional SPGD algorithm. 8, 12, 13 SPGD wavefront control uses cyclic (iterative) updates of the control voltages ͕u l,j ͖ computed based on measurements of the performance metric perturbations ␦J ͑n͒ , where index n =0,1,. . ., corresponds to the adaptation (optimization) process iteration number. The metric perturbation ␦J ͑n͒ results from small amplitude random control voltage changes (perturbations) ͕␦u l,j ͖ applied simultaneously to all AO system wavefront corrector electrodes. In the original SPGD approach, control voltage perturbations ͕␦u l,j ͖ are assumed to be delta-correlated, random values with zero mean. 8, 13 In more recent "SPGD clones," the perturbations ͕␦u l,j ͖ can be statistically dependent (correlated) random variables, so that the wavefront phase perturbations ␦u͑r͒ originating from the control voltage perturbations ͕␦u l,j ͖ are statistically correlated with phase aberrations the AO system intends to compensate. 3, 12 The SPGD control voltage update rule is given by the expression
where ͕␥ j ͑n͒ ͖ Ͼ 0 are update coefficients (gain coefficients).
In the conventional SPGD control algorithm, all the perturbations ͕␦u l,j ͑n͒ ͖ in Eq. (1) are applied simultaneously and the corresponding metric perturbation ␦J ͑n͒ is measured after the delay time, ജ max l,j ͕ l,j ͖ where ͕ l,j ͖ are time responses of the individual channels. This "the slowest sets the pace" time-delay rule is used to guarantee that all transition processes in wavefront corrector actuators and control circuits caused by the applied perturbations or control voltage updates do not impact metric measurements. This means that the SPGD iteration (clock) rate is determined by the time response of the slowest control channel. This requirement poses a problem when using the SPGD wavefront control approach in AO systems having multiple wavefront correctors with different operational bandwidths. Fig. 1 . Schematic of an AO receiver system with wavefront control channels distributed between AO control clusters. Propagation of optical wave A 0 through a distorting layer results in phase aberration ͑r , t͒ of received input wave A in ͑r ,t͒ that enters the optical receiver system (shown by a cylinder). Here r = ͕x , y͖ is a coordinate vector orthogonal to the AO system's optical axis and t is the time. The receiver system optical train contains one or more wavefront correctors (not shown). The receiver output wave A out ͑r ,t͒ with phase ␦͑r ,t͒ (residual phase) enters a system performance metric sensor sensitive to the residual phase aberration. The metric signal J is sent to controllers (control clusters) that compute voltages ͕u l,j ͖ that are applied to the wavefront corrector's electrodes. (a) Gray-scale images at right are examples of the pupil plane phase aberration, (b) the phase correction at each subaperture of the segmented wavefront corrector (described in the text) having seven subapertures, and (c) the residual phase distortion.
In the case of sequential addressing of individual actuators (elements) of a high-resolution AO mirror array or liquid crystal phase SLM, the time delay in metric measurements is determined by the corrector frame update time f -the time required to address all wavefront corrector elements-but not the time response ac of individual actuators that can be significantly shorter than f . Thus, the SPGD control technique, as well as any other metric optimization technique used for adaptive wavefront control, follows the most conservative operational times management approach: the control voltage update rate is chosen based on the slowest temporal processes occurring in the system-"the slowest sets the pace." Dividing the control channels into parallel asynchronously operating control clusters as discussed in Section 3 intends to improve AO system performance by better utilizing individual and/or group characteristics of adaptive system elements.
DYNAMICAL MODEL OF ASYNCHRONOUS STOCHASTIC PARALLEL GRADIENT DESCENT CLUSTERS
Assume that control loops (actuators and/or control circuits) belonging to the jth cluster have near the same time response j , where j =1, . . . ,N c . Describe dynamics of the controlling elements in the jth cluster by the following first-order dynamical model:
where u j ͑t͒ = ͕u l,j ͑t͖͒, ͑l =1, . . . ,M j , j =1, . . . ,N c ͒ is the vector of control voltages (controls) applied to wavefront corrector actuators in the jth cluster and v j ͑t͒ = ͕ l,j ͑t͖͒ is the vector of phase modulation amplitudes resulting from these controls. The wavefront phase u͑r , t͒ generated in response to applied controls can be represented as
where S j ͑r͒ = ͕S l,j ͑r͖͒ and S l,j ͑r͒ are the actuators' response functions. Dynamics of the sensor used for the performance metric J͑t͒ measurements (metric-sensor) can be described by the equation
where J is the sensor's integration time and I͑t͒ is the light intensity entering the sensor. For example, for the metric-sensor composed of a lens with a small pinhole located at its focus as shown in Fig. 1 , the intensity I͑t͒ is proportional to the Strehl ratio St͑t͒-a widely used performance metric in adaptive optics. Consider the SPGD control voltage update rule [Eq. (1)] independently (asynchronously) applied to individual clusters
where t n,j are the moments in time when control vector updates occur, and ␦u͑t n,j ͒ are the control vector perturbations for the jth cluster at the nth iteration. Assume that control vector updates at different clusters occur asynchronously, that is, time differences ⌬ n,j = t n,j+1 − t n,j between updates in different clusters are changing over the time (or over the iteration number n): ⌬ n,j = ⌬ j ͑n͒. The time differences ͕⌬ j ͑n =0͖͒ are referred to here as the initial time offset parameters. The time durations ͕T j ͖ between subsequent control voltage updates performed by each cluster control loop depend on the corresponding time responses ͕ j ͖ in Eq. (2) . Ideally the times ͕T j ͖ should be significantly longer than the clusters' response times ͕ j ͖ ͑T j ӷ j ͒ to ensure that all control loop transition processes are ended prior to the next control voltage updates. On the other hand, the update times ͕T j ͖ define the clusters' operational speeds (iteration rates) and from this viewpoint it is desirable to make ͕T j ͖ short (but still without causing AO compensation performance degradation). It is convenient to link the update and response times for all clusters by the following expressions T j = ␤ T j , where ␤ T ജ 1 is a feedback delay factor.
The control cycle time diagram for the SPGD cluster operation is shown in Fig. 2 for two clusters. In the jth cluster it begins at moment t n,j , corresponding to the control vector u͑t n,j ͒ update as shown in Fig. 2(a) . Performance metric measurement J͑t n,j + T j ͒ is performed after the time delay T j . Assume that control perturbations ␦u͑t n,j ͒ are applied to the cluster's actuators at moment t n,j + T j simultaneously with the metric measurement. Measurement of the perturbed metric value J͑t n,j +2T j ͒ as well as the computation of the metric perturbation ␦J j ͑n͒ = J͑t n+1,j ͒ − J͑t n,j + T j ͒ occurs at moment t n+1,j = t n,j +2T j , that is, after delay T j in respect to applied control voltage perturbation. The next control voltages update occurs at the time t n+1,j + ␦t, where ␦t is a small time delay required for computations of the new controls. In most cases the computation time ␦t can be ignored ͑␦t Ӷ T j ͒. Thus the control cycle (iteration) duration for the jth cluster equals to 2T j .
The SPGD control loops for different clusters are coupled through the metric values J͑t͒ that depend on control voltage changes occurring in all clusters. Thus, owing to the use of a metric common for all channels, the clusters are coupled.
ANALYSIS
The key question to answer is, "Why should the asynchronously operated network of SPGD AO clusters as described above provide performance metric optimization?" To address this question, consider metric perturbation ␦J j ͑n͒ = J͑t n,j +2T j ͒ − J͑t n,j + T j ͒ resulting from the applied perturbations and control voltage updates that occurred in all clusters during the time interval ͑t n,j + T j , t n,j +2T j ͒.
The metric perturbation ␦J j ͑n͒ is computed at t = t n+1,j and used directly for the control voltages update only in the jth cluster. Note that the metric perturbation value ␦J j ͑n͒ is influenced by all control voltages changes occurring between moments t n,j + T j and t n,j +2T j including not only the control voltage perturbations ␦u͑t n,j ͒ performed by the jth cluster, but also the perturbations ␦u͑t m,q ͒ and control voltage updates ⌬u͑t m Ј ,q Ј ͒ corresponding to all other clusters for which time moments t m,q and t m Ј ,q Ј belong to the interval ͑t n,j + T j , t n,j +2T j ͒. The contributions to metric perturbation ␦J j ͑n͒ originating from these other clusters characterize the intercluster cross talk. Despite this intercluster cross talk, the applied perturbation ␦u͑t n,j + T j ͒ and the metric perturbation measurement ␦J j ͑n͒ at t n,j +2T j are always separated by the "correct" (in respect to the actuators dynamics of jth cluster) time interval T j for only the jth cluster. All other influences on metric perturbations coming from other clusters that are not synchronized with the jth cluster are random and occur at random moments inside the interval ͑t n,j + T j , t n,j +2T j ͒. On average, the influence of the intercluster cross talk appears to be significantly smaller than the synchronized in time perturbations and metric measurements of the jth cluster. This qualitative explanation is supported by the following mathematical arguments.
Consider the control voltage update ⌬u l,j ͑n͒ = u l ͑t n+1,j ͒ − u l ͑t n,j ͒ corresponding to the lth control channel in the jth cluster. In accordance with the SPGD update rule [Eq.
Taylor series expansion of ␦J j ͑n͒ at the moment t n,j + T j , represent the product ␦J j ͑n͒ ␦u l,j ͑n͒ in the form
͑6͒
To simplify notation, we omitted in approximation (6) the iteration index n. In the Taylor series expansion [approximation (6)], we keep only the first order terms in respect to the control voltage perturbations and updates terms, assuming that both are small. The first two terms in approximation (6) describes impact on metric perturbation originated from perturbations of control voltages at the jth cluster. The other two terms are due to the intercluster cross talk caused by perturbations and control voltage updates occurred during the time interval ͑t n,j + T j , t n,j +2T j ͒. Because the clusters are not synchronized the double sums in approximation (6) include only contributions from the control voltage perturbations and updates corresponding to the time moments t k,q and t k Ј ,q Ј belonging to the interval ͑t n,j + T j , t n,j +2T j ͒. Thus the sums do not include contributions from all control channels. If the chosen perturbations are random and statistically independent, the second and the third terms in approximation (6) reduce to zero in expected values. Assuming that the perturbations ͕␦u l,j ͖ in jth cluster and the updates ͕⌬u k Ј ,q Ј ͖ ͑qЈ j͒ occurring in other clusters at time interval ͑t n,j + T j , t n,j +2T j ͒ are statistically independent, the expected value of the last term in approximation (6) also can be neglected as the sum of statistically independent terms. Thus, the approximation (6) reduces in the expected value to ␦J j ␦u l,j Х͑‫ץ‬J j / ‫ץ‬u l,j ͒͑‫ץ‬u l,j ͒ 2 . The expected value of the SPGD update term in Eq. (5) then can be represented in the form
͑7͒
This means that the control voltage update is proportional (on average) to the metric J true gradient component in respect to the control variable ␦u l,j ͑n͒ , and the iterative dynamics of asynchronous control clusters results in updates that lead to decrease (for positive ␥) or increase (for negative ␥) of the metric J value at every iteration step, assuming that the perturbations and ␥ are suitably small in amplitude. 
NUMERICAL SIMULATIONS A. Adaptive Receiver with Zernike Stochastic Parallel Gradient Descent Clusters
Consider an AO receiver system with wavefront control based on asynchronous SPGD clusters as shown in Fig. 1 . Assume for simplicity that phase aberrations ͑r , t͒ originate from a thin phase-distorting layer (phase screen) located at the system's pupil plane, z = 0. The complex amplitude of the input field after passing through the phase screen is A in ͑r , t͒ = A 0 exp͓i͑r , t͔͒, where A 0 is the complex amplitude of a plane wave entering the phase screen. Propagation through the system optical train results in an additional (controllable) wavefront phase modulation u͑r , t͒ introduced by a single or by multiple wavefront correctors. The system's output wave with complex amplitude A out ͑r , t͒ = A 0 exp͓i␦͑r , t͔͒, where ␦͑r , t͒ = ͑r , t͒ + u͑r , t͒ is the residual phase, enters the performance metric sensor (Strehl ratio sensor) composed of a lens with a small pinhole located in front of a photodetector at the lens's focal plane coordinate origin as shown in Fig. 1 . The optical field complex amplitude in the lens focal plane is proportional to the two-dimensional Fourier transform of the field A out entering the lens. Thus the measured metric J͑t͒ is proportional to the output field intensity inside a small pinhole that, in its turn, is proportional to the output field zero-spectral component squared modulus 
The same counting rule is applied for both the aberration amplitudes v j ͑t͒ = ͕v l,j ͑t͖͒ and controls u j ͑t͒ = ͕u l,j ͑t͖͒.
Assume that the evolution of the amplitudes v j ͑t͒ in response to applied controls u j ͑t͒ is described by the system of equations [Eq. (2) ] and that time responses ͕ j ͖ are shorter for the clusters controlling higher-order aberrations. This sequence of time responses is associated with the corresponding sequence of characteristic times for the atmospheric turbulence induced phase aberration components. For these components the power spectrum bandwidth increases with the order of aberration. 1 In the numerical simulations the sequence of time responses ͕ j ͖ obeyed the following general scheme:
where max =max j ͕ j ͖, ⌬ is a response time offset between the first cluster (the slowest one that corresponds to compensation of first M 1 Zernike aberrations) and the second cluster, N c =min j ͕ j ͖ = min is the fastest control cluster that corresponds to the highest-order aberrations compensation, and ⌬ is the response time difference between the group of neighboring clusters excluding the first and the second clusters. The examples of the response time diagrams corresponding to Eq. (10) are shown in Fig. 3 . Define ␤ = max / min as the ratio between the slowest (first) and the fastest (last) clusters, and ␤ ⌬ = ⌬ / ͑ max − min ͒ as the normalized time offset between the first (slowest) and the second clusters. The initial time differences ͕⌬ j ͖ between control voltage updates (initial intercluster time offset parameters) are chosen randomly inside the corresponding time intervals ͕ j ͖. The feedback delay factor ␤ T = T j / j characterizing time delays ͕T j ͖ between control voltage change and the corresponding metric measurements was set the same for all clusters.
Thus in our example the temporal characteristics of the network of SPGD clusters used in the numerical simulations is described by the following set of parameters: ␤ T = T j / j , ␤ ⌬ = ⌬ / ͑ max − min ͒, ␤ = max / min , and ␤ c = ⌬ / ͑ max − min ͒-the normalized response time offset between the neighboring clusters.
In the numerical simulations, the parameters ␤ and ␤ T were fixed (␤ = 5 and ␤ T = 2) while the parameters ␤ ⌬ and ␤ c were varied. The following intercluster time response distributions, shown in Figs Consider first the numerical simulation results for an AO system composed of N c = 7 asynchronous Zernike SPGD clusters and N Z = 32 is the total number of Zernike polynomials the AO system intends to compensate. The first cluster performs compensation of only wavefront tiptilt aberrations ͑M 1 =2͒. Each other control cluster includes control of five sequential Zernike aberrations. The pupil plane phase aberration (phase screen)is considered a random function with a power spectrum corresponding to the Kolmogorov atmospheric turbulence model. 14 The aberration strength is characterized by the ratio D / r 0 , where D is the receiver aperture diameter and r 0 is the Fried parameter for a plane wave. 15 The asynchronous SPGD cluster network dynamics is described by the system of Eqs. (2)- (5) and (8) . The computation of Strehl ratio metric evolution curves St͑t͒ during the adaptation process (instantaneous adaptation curves) is performed for fixed phase screen realizations ͕͑r͖͒ over the time t = 500 1 . Efficiency of adaptive compensation is characterized by the atmospheric-average dependence ͗St͑t͒͘, obtained by averaging the instantaneous curves St͑t͒ obtained for N = 50 different phase screen realizations. For simplicity we assumed that the metric sensor integration time, J in Eq. (4), is significantly smaller than the characteristic time min and can be neglected. The numerical simulation of input wave propagation through the adaptive receiver system optical train was performed on a 256ϫ 256 numerical grid. The adaptation process evolution curves ͗St͑t͒͘ are shown in Fig. 4 for the conventional SPGD control system corresponding to a single cluster with time response 1 (curve 1), and for an AO system with seven asynchronous SPGD Zernike control clusters (curves 2-4) having different time response parameters ␤ ⌬ and ␤ c . In all cases, considered AO wavefront control based on asynchronous SPGD clusters demonstrated faster convergence that the conventional SPGD algorithm (compare curves 2-4 with curve 1). The fastest convergence rate is achieved in the system with ␤ ⌬ = 1 and ␤ c = 0 shown in Fig. 4 by curve 2. In this case, the clusters corresponding to high-order aberration compensation (all clusters except the first) have the fastest time response: j = min = 0.2 max for j = 2 , . . . , 7 [see time-response diagram in Fig. 3(b) ]. With the redistribution of time responses within the interval min ഛ j ഛ max (by keeping the ratio ␤ = max / min = 5 unchanged) the adaptation rate drops as illustrated in Fig. 4 (compare curve 3 and 4 with curve 2) but still remains better than for the conventional SPGD (single cluster) control system architecture. The advantage in the convergence rate achieved using the AO compensation with asynchronous SPGD clusters versus conventional control algorithm remains with variation of atmospheric turbulence strength as described by the D / r 0 ratio. The atmospheric average adaptation curves obtained for different D / r 0 values using the conventional and asynchronous SPGD control are shown in Fig. 5 .
The adaptation curves in Figs. 4 and 5 demonstrate that despite the intercluster cross talk, the wavefront phase control using asynchronous SPGD clusters results in a stable monotonic convergence process. Contrary to the conventional SPGD approach for which the convergence rate is determined by the slowest control channel ("the slowest sets the pace" strategy), in AO systems based on parallel asynchronous SPGD clusters the convergence rate depends on characteristic response times of all clusters. The presence of "fast" clusters speeds up convergence for the entire system thus taking advantage of fast control loops.
B. Adaptive Optical Receiver with Segmented and Tip-Tilt Mirrors
Assume that the optical train of an adaptive receiver system in Fig. 1 includes the following two wavefront correctors: a tip-tilt (beam steering) mirror and a segmented mirror. The segmented mirror is composed of N c circular subapertures of diameter d densely packed into a composite receiver aperture of diameter D. An example of a segmented mirror aperture comprising seven segments (subapertures) is shown in Fig. 1(b) .
Assume that each subaperture has N Z actuators that can provide independent control of N Z low-order Zernike aberrations within the subaperture regions ͕⍀ j ͖ defined by the expressions ͕͉r − r j ͉ ഛ d͖, where ͕r j ͖ are the subaperture center points. The control voltages u j ͑t͒ = ͕u l,j ͑t͖͒ ( l =1, . . . ,N Z and j =1, . . . ,N c ) applied to jth subaperture, result in the phase modulation u j ͑r , t͒ inside the corresponding subaperture region ⍀ j .
It is convenient to represent u j ͑r , t͒ as the sum of the subaperture average phase u j p ͑r , t͒ (piston-type aberration), where u j p ͑r , t͒ = u j p ͑t͒ for ͉r − r j ͉ ഛ d and zero otherwise, and the aberration u j a ͑r , t͒ composed of the Zernike polynomials ͕Z l ͑r͖͒ of higher than zero order:
Here j ͑t͒ = ͕ l,j ͑t͖͒ are Zernike aberration amplitudes resulting from the applied control voltages ͕u l,j ͑t͖͒. In Eq. (11) the Zernike polynomials ͕Z l ͑r − r j ͖͒ are defined inside ⍀ j . Note that for the zero-order polynomial Z 0 ͑r − r j ͒ =1. The amplitudes 0 ͑t͒ = ͕ 0,j ͑t͖͒ are associated with the piston-type aberration and referred to here as the spatially uniform phase shifts (or just phase shifts). The phase modulation u SM ͑r , t͒ introduced by the segmented mirror is given by the expression
for ͉r − r j ͉ ഛ d /2 ͑j =1, . . . ,N c ͒ and u SM ͑r , t͒ = 0 otherwise. We represent the phase modulation component introduced by the tip-tilt mirror in the form u TM ͑r , t͒ = T ͑t͒r, where v T ͑t͒ = ͕v x ͑t͒ , v y ͑t͖͒ and u T ͑t͒ = ͕u x ͑t͒ , u y ͑t͖͒ are the tip-tilt amplitude and control vectors, respectively. The complex amplitude of the optical wave that passes the receiver system optical train and enters the metric sensor (see Fig. 1 ) is given by
where ␦͑r , t͒ is the uncompensated (residual) phase aberration.
Assume that temporal dynamics of both the segmented and tip-tilt mirrors can be described by the system of equations, similar to Eq. (2), coupling the phase modulation amplitudes and controls:
where u j ͑t͒ = ͕u l,j ͑t͖͒ and v j ͑t͒ = ͕v l,j ͑t͖͒ are vectors of the controls and phase modulation amplitudes for the jth subaperture, SM is the time response of the segmented mirror control channels (excluding control of the piston-type aberration), and p and TM are time responses of pistontype and tip-tilt aberrations, respectively. Assign the AO system control channels to N c + 2 SPGD clusters operating in parallel. The first N c clusters, each composed of N Z control channels, control individual segmented mirror subapertures (except piston control). An additional control cluster is dedicated to control of only piston-type aberration. This cluster includes N c control channels. The last cluster combines the two control channels of the tip-tilt mirror.
In the numerical simulations, we considered a segmented mirror composed of N c = 7 closely located circular subapertures as shown in Fig. 1(b) . The input-wave phase distortions are modeled using pupil plane phase screens corresponding to the Kolmogorov turbulence model. An example of a random phase screen is shown Fig. 1(a) . The output signal of the Strehl ratio sensor, J͑t͒ =St͑t͒, defined by Eq. (8), was used as the input signal for all control clusters as illustrated in the optical system schematic in Fig. 1 . For simplicity we assumed that the metric sensor's integration time, J in Eq. (4), is significantly smaller than the characteristic times SM , p , and TM and can be neglected.
The dynamics of the segmented and the tip-tilt mirrors were modeled using the discrete-time version of Eqs. (14)- (16) . The computations of the control voltage update in the asynchronous SPGD clusters were performed using Eq. (5). The parameters ␤ = max / min , and ␤ T = T / max (time delay factor) characterizing temporal characteristics of the control clusters were fixed (␤ = 4 and ␤ T = 2) for all cases considered. Here max and min are maximum and minimum values of the response times SM , p and TM .
The atmospheric-average performance metric evolution curves ͗St͑t͒͘ are shown in Fig. 6 for the following cases: (a) max = SM , min = TM = p (slow low-order aberrations control at the segmented mirror subapertures), (b) max = p , min = SM = TM (slow piston control), (c) max = TM , min = SM = p (slow tip-tilt control), (d) min = TM = SM = p (equally fast control channels), (e) max = TM = SM = p (equally slow control channels, that corresponds to the conventional SPGD with ␤ = 1 and ␤ T = 2). In the last case the slowest channels set the pace, so that all time responses were set to max .
As seen from the comparison of the metric evolution curves in Fig. 6 , subdivision of the AO system control channels into asynchronously operated SPGD clusters results in significant improvement of the adaptation convergence rate. The general tendency is that the convergence speed is dependent on the total number of the slow operating control channels.
C. Distributed Stochastic Parallel Gradient Descent Control of Adaptive Receiver with Segmented and Tip-Tilt Mirrors
The adaptation convergence rate can be significantly improved by combining the asynchronous SPGD cluster based wavefront control concept considered here with the distributed adaptive optics (DAO) concept. 10, 11 Assume that a single metric sensor is replaced by an array of the metric sensors that can provide an estimation of phase aberration compensation performance for the individual subapertures of the segmented mirror. An example of such an array of metric sensors is shown in Fig. 7 . The sensor is composed of a lens array with a photo array located at its focal plane. The lenslets capture the output wavefront only inside regions corresponding to the segmented mirror subapertures ͕⍀ j ͖. Thus, the subapertures of both the segmented mirror and the metric sensor (lenslet apertures) are geometrically matched. For simplicity, assume that both the aperture sizes and the center points ͕r j ͖ of the lenslets and subapertures coincide. Assume that the photo-array pixel size is smaller than the diffraction limited focal spot size corresponding to the segmented mirror subaperture size d. Efficiency of phase aberration compensation for the wavefront local regions ͕⍀ j ͖ can be characterized using photocurrent measurements ͕J j ͑t͖͒ ͑j =1, . . . ,N c ͒ obtained from a set of photo-array pixels located at the lenslet focal plane points ͕r j ͖. The signals ͕J j ͑t͖͒, referred to here as the local metrics, are proportional to the Strehl ratios associated with the Fig. 6 . Strehl ratio atmospheric-average adaptation curves ͗St͑t͒͘ for the control system architecture shown in Fig. 1 with a segmented mirror (seven subapertures) and a tip-tilt mirror. A single metric (Strehl ratio) is used to control all channels. Control is based on asynchronous SPGD clusters for (a)-(d) and the conventional SPGD approach for (e). Numerical simulations are performed for D / r 0 =4, N Z = 32, ␤ = max / min = 4 and ␤ T =2. Fig. 7 . Schematic of the AO receiver system with distributed control based on asynchronous SPGD clusters. The system includes a segmented mirror with seven subapertures and a tiptilt mirror. For both the piston and tip-tilt control clusters the global metric J is used. The local metrics ͕J j ͖ that correspond to the segmented mirror subapertures are used for controlling of low-order aberrations at the segmented mirror subapertures.
segmented mirror subapertures. Note that the metric sensor in Fig. 7 is similar to Shack-Hartman sensors commonly used in AO systems for wavefront phase measurements. In the case considered, the Shack-Hartman-type sensor is used for measurements of the local metrics values but not to determine wavefront phase. As shown in Fig. 7 , the local metrics ͕J j ͑t͖͒ are used only by the SPGD control clusters performing compensation of Zernike aberrations at the segmented mirror subapertures. Note that the local metrics ͕J j ͑t͖͒ cannot be used for compensation of the piston-type aberration as the constant phase shifts introduced by the piston control does not impact the local metric values. Compensation of the piston-type aberration can be performed using the Strehl ratio metric J͑t͒ =St͑t͒, which is here referred to as the global metric. The metric St͑t͒ is defined over the entire segmented mirror aperture area [see Eq. (8)]. The global metric St͑t͒ can be measured using an additional metric sensor (not shown in Fig. 7 ) that shares the AO system output wavefront. Note that St͑t͒ can be also calculated using the focal-plane intensity distribution measurements performed by the photo array. For the AO system schematic shown in Fig.  7 , the global metric St͑t͒ is also used for tip-tilt mirror control.
Results of the numerical simulation analysis of the AO system with DAO control described are presented in Fig.  8 . In all cases considered, the use of distributed control resulted in significant improvement of the adaptive system performance-compare the atmospheric-average curves for DAO control [curves (a), (b), and (c)] with the corresponding evolution curves obtained using asynchronous SPGD optimization with a single metric [curves(d), (e), (f)] in Fig. 8 .
CONCLUSION
In this paper we show that the problem of synchronization of multiple control loops of adaptive optics systems composed of several wavefront correctors with different time responses can be resolved without sacrificing performance of the entire adaptive system by setting the adaptation "clock" based on the slowest control channels. In the analyzed adaptive system architecture the control loops are combined into groups (clusters) that can be operated independently and asynchronously using the SPGD optimization algorithm. The physical reason why the asynchronously operating clusters do not interfere with each other in the sense that they preserve stability of the entire control system originates from the nature of the SPGD control. The asynchronous control voltage updates occurring in different SPGD clusters result in random variations of the system performance metric that are indistinguishable from the corresponding metric variations resulting from the control voltage perturbations normally used by SPGD control systems for the stochastic gradient estimation.
The results of the numerical simulations of two different adaptive receiver systems-one composed of a deformable mirror controlling Zernike aberrations and the second having both a tip-tilt mirror and a segmented wavefront corrector-show that the control system architectures based on asynchronously operated SPGD clusters can provide stable convergence of the optimization metric with a convergence rate exceeding that of a conventional AO system with an update rate based on the slowest wavefront control element present in the system.
The cluster-type structure of an adaptive control system also has an advantage from the hardware development viewpoint, as it offers scalable electronics control architectures. The SPGD clusters electronic control blocks can be easily combined in various configurations dependent on the specific requirements for wavefront distortion compensation without the need for reconfiguration of the entire control system. It is also shown that if the adaptation goal can be achieved by optimization of a set of metrics measured in parallel, asynchronous SPGD control clusters can provide simultaneous optimization of these metrics. This control system architecture, referred to as the distributed AO system (DAO), allows the system control channels to be partially decoupled and hence increase the adaptation process convergence rate. The analysis of the DAO system composed of an array of adaptive subapertures and the associated metric sensors controlled by the asynchronously operated clusters demonstrated significant adaptation performance improvement when compared with single-metric asynchronous SPGD cluster control.
Some AO applications, e.g., laser beam projection configurations using a relay mirror or laser communication systems, require remotely located adaptive systems to be operated in parallel. Wavefront control in these systems can be based on the cooperative sharing of the metric information. 16 In these system types, wavefront control in both remotely located systems is performed using optimization of metrics measured locally and sent to other location via an optical or rf communication link. These systems can use asynchronous cluster SPGD control without the need for synchronization of clocks at both AO system locations. Recent experiments performed with free-space AO laser communication antennas using asynchronous control of an eight-channel deformable mirror at each end of the communication link provide experimental verification of the wavefront control technique introduced here. In these experiments the SPGD control clusters were used for optimization of the remotely measured metrics (received power). Metric exchange is performed through a full duplex rf communication channel. The results of these experiments will be presented in a subsequent paper.
