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Abstract
Aggregated Relational Data, known as ARD, capture information about a social
network by asking a respondent questions of the form “How many people with
characteristic X do you know?” rather than asking about connections between each
pair of individuals directly. Despite widespread use and a growing literature on
ARD methodology, there is still no systematic understanding of when and why ARD
should accurately recover features of the unobserved network. This paper provides
such a characterization. First, we show that ARD provide sufficient information to
consistently estimate the parameters of a common generative model for complete
graphs. Then, we characterize conditions under which ARD should recover individ-
ual and graph level statistics from the unobserved graph.
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1 Introduction
The empirical study of social networks has grown rapidly across a variety of disciplines
including but not limited to economics, public health, psychology, statistics, and sociol-
ogy. The aim ranges from researchers trying to understand features of network structure
across populations, to parameters in models of network formation, to how network fea-
tures affect socio-economic behavior, to how interventions can affect the structure of the
social network. Studying network structure and its relationship to other phenomena can
be demanding particularly in contexts where survey based research methods are used:
obtaining high quality network data from large populations can be expensive and often
infeasible.
Aggregated Relational Data, abbreviated henceforth as ARD, solicit summaries of
respondents’ connections by asking about the number of people a respondent knows
with a particular characteristic. See DiPrete et al. (2011); Scutelniciuc (2012); Jing et
al. (2014), and Feehan et al. (2017) for examples of use. ARD questions take the form
“How many nodes with trait X are you linked to?” Critically, rather than enumerating
all links between every member of the network, ARD simply requires soliciting counts
of links between respondents and groups of potential connections, or alters. ARD can
be integrated into standard probability-based survey sampling schemes, resulting in
a substantial reduction in cost. Breza et al. (Forthcoming) contains a comprehensive
discussion.
Recent methodological work on ARD has focused on linking responses to ARD ques-
tions with models on the complete graph. McCormick and Zheng (2015) established a
connection between ARD and the latent distance model, a common statistical approach
for modeling complete network data. The key result is that ARD are sufficient to identify
parameters in a generative model for graphs, allowing inference about the distribution
of graphs that plausibly correspond to the ARD. Breza et al. (Forthcoming) exploit this
connection to generate a distribution over network statistics, such as the centrality of an
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individual, the average path length of the graph, and show examples where using statis-
tics generated from ARD gives similar results to using statistics from the completely
observed graph.
Despite these advances, there is still no systematic characterization of when and
why ARD should work. That is, for what network feature or estimation goals should a
researcher expect the procedure to work well and in what settings may it fail to perform.
In this paper, we provide such a taxonomy. First, we show that, with sufficient data, we
can consistently estimate the parameters of the latent distance model. Next, we develop
a straightforward characterization of the circumstances when ARD should work. The
intuition is that, for sufficiently large graphs, some statistics on graphs converge to their
expected value, where the expectation is taken over graphs from the same generative
process. In such cases, ARD suffices to recover the value of the graph statistics. That is,
ARD has enough information to recover the parameters of the generative distribution,
but not the specific realization that is the real world network. For statistics that approach
their expectation, though, the information in ARD is sufficient since the expectation
remains constant across draws from a distribution.
We investigate this both theoretically and empirically in two settings. The first is
when researchers can consistently estimate features of the underlying, unobserved net-
work structure itself. Examples include centrality measures or clustering for nodes. This
analysis studies the case of a single large network. The second is when researchers can
consistently estimate response functions of or by the network. That is, how do changes
in network features correspond to changes in socio-economic outcomes or how might an
intervention affect the structure of the network. This analysis studies the case of many
networks.
3
2 Consistent estimation of complete-graph parameters with
ARD
To begin, take an undirected, unweighted graph, g = (V, E) that consists of a vertex, or
node, set V and edge, or link, set E. There are n =| V | nodes, with gij = 1{ij ∈ E}.
Researchers have a sample of Aggregated Relational Data (ARD) from m ≤ n nodes.
For the simplicity of exposition, we assume the sample is selected uniformly at random.
ARD responses are given by yik and assumed to be yik = ∑j∈Gk gij where Gk ⊂ V consists
of all nodes with trait k. We assume there are K > 3 such traits. Henceforth let Y denote
the m× K matrix of ARD responses.
A fundamental statistical challenge in modeling social network data arises because
of high-order dependence in the likelihood of forming connections. Friends of friends
are likely to be friends, for example. Hoff et al. (2002) proposed using a latent variable
approach to model this dependence. Each node has a position in a low dimensional
geometric “social space,” with the propensity to connect being inversely proportional to
the distance between the nodes in this geometric space. Further, the likelihood of seeing
two links is independent conditional on the positions of the individuals in the latent
space. McCormick and Zheng (2015) demonstrated that the parameters of this model
are related to ARD responses. Specifically, the network g is drawn from a distribution
given by the following formation model
P(gij = 1 | ν0i , ν0j , ζ0, z0i , z0j ) ∝ exp(ν0i + ν0j − ζ0d(z0i , z0j )). (1)
Here ν0i ∈ V are person-specific random effects that capture heterogeneity in linking
propensity where V ⊂ R is compact. The latent positions of nodes, z0i and z0j , are on the
surface of p dimensional simply connected, complete Riemannian manifold of constant
curvature, Mp(κ). This means the space is either Euclidean, spherical, or hyperbolic.
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The motivation for this is that by considering a wider class of latent spaces, it allows
the researcher to cover a larger set of realistic network topologies ranging from sparse
and highly clustered graphs to those containing numerous trees, each of which require
different latent geometries (Krioukov et al., 2010; McCormick and Zheng, 2015; Asta
and Shalizi, 2014). For convenience, let θ0 = (ν01 , . . . , ν
0
n, z01, . . . , z
0
n, ζ0) be the vector of
generative model parameters. Since this is a probabilistic generative model, there will be
differences between realizations from this process. In our context, a researcher observes
ARD collected on one realization drawn from this generative process.
Under this set-up we have our first main result.
Theorem 2.1 Consider a sequence of graphs with gn drawn according to distributions in (1)
with (z0i , ν
0
i )
n
i=1 being drawn independent and identically distributed according to an absolutely
continuous distribution onMp(κ)×R. The researcher only observes ARD Yn×K. Then θˆ0 −→p
θ0 as n→ ∞.
That is, a researcher who observes ARD can expect to consistently recover the pa-
rameters of the network formation in (1) with a sufficiently large graph. We leave formal
proof of Theorem 2.1 to the supplementary material. Our argument builds on work by
Shalizi and Asta (2017) who show that, when the complete graph is observed, it is pos-
sible to consistently estimate the latent components of the formation model. We extend
their result in two ways. First, we show that the consistency argument applies not just to
the latent component but to the entire parameter vector, θ0. To do this, we show that the
uniform consistency argument given in Shalizi and Asta (2017) holds in the presence of
a vector of fixed effects. Second, we adapt the proof so that the consistency extends to
cases where, rather than observing the entire graph, a researcher observes ARD. This re-
sult uses the definition of ARD as summing across multiple (conditionally) independent
binary variables representing edges, leading to a Poisson rather than Logistic likelihood.
Changing the likelihood necessitates using a different set of concentration inequalities
to show uniform convergence, but we show that the result from Shalizi and Asta (2017)
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still holds with ARD.
3 A taxonomy for estimating graph statistics
In this section we construct a taxonomy for when we expect ARD to recover statistics
that match the underlying graph from which the ARD were collected. We assume that
data arise from a formation model of the form presented in (1) and that the ARD pro-
cedure tightly identifies the model parameters. That is, we leverage Theorem 2.1 and
assume θ0 is consistently estimated throughout this section. These assumptions allow
us to focus on when the expectation of the network statistic is sufficiently informative
about any given graph realization. We separate our discussion into two cases: (1) the
researcher has a single large network with n nodes; (2) the researcher has many indepen-
dent networks. The results we present rely only on the relationship between parameters
in a generative model and statistics from a single (unobserved) realization. They are,
therefore, applicable not just in the context of ARD but in any case where a researcher
does not observe a specific graph realization but is able to compute the expectation of
the statistic of interest of the graph.
3.1 Single Large Network
First, consider the case where there is a single large network, and the researcher is in-
terested in measuring a specific network statistic, Si (g) for node i computed on graph
g. For simplicity we write this as a function of a single node, though it can easily be
extended to functions of multiple nodes. For the purposes of this argument, there is
one actual realization of the graph, g∗. This realization is what we would have observed
if we had collected information about all actual connections between members of the
population, rather than collecting ARD. Importantly, the researcher collecting ARD can-
not observe g∗. This actual network realization does, however, come from a generative
6
model that has parameters that can, by the result in the previous section, be estimated
from ARD. The researcher can, therefore, simulate graph realizations from the underly-
ing data generating process under the parameter vector, θ0, and construct an estimate
for E
[
Si (g) | θ0
]
. This expectation is over the possible graphs generated from the model
with parameters θ0. Recall, in practice, we will observe a n×K matrix of ARD, Yn, rather
than θ0 (for simplicity here we set m = n). This expectation, then, is E [Si (g) | Yn] or,
if part of the graph is observed as part of the data generating process (through e.g. an
egocentric strategy), E
[
Si (g) | Yn, gobs
]
, where g is missing completely at random with
g =
{
gobs, gunobs
}
. To simplify notation, we will omit the conditioning for the remainder
of this section.
To recap, if a researcher collected information about all links in the population, she
could compute Si(g∗) directly. With ARD, however, she can recover an expectation over
graphs generated with a given set of parameters, E [Si (g)]. We are interested in cases in
which knowing E [Si (g)] is sufficient for learning about Si(g∗). That is, cases where, if
we can get a good estimate for E [Si (g)] using ARD, we can say with confidence that we
have recovered a statistic that is very similar to the statistic the researcher would have
observed had she collected data on the entire graph. More formally, for any realized
graph, g, does Si (g)→p E [Si (g)]?
If this condition holds, then when the population of individuals, n, is large, the
statistic of interest, Si (g), will be close to its expectation for any realization of the graph,
including the one that is the researcher’s population of interest, g∗. We have, therefore,
that the statistic computed from the realized but unobserved graph and the statistic
estimated using ARD are both close to the expectation and must, therefore, be close
to each other and have small mean-squared error. Similarly, if the statistic from a given
realization does not converge to its expectation, then even after more nodes are observed,
there is not increasing information, and thus the mean-squared error of the estimate
should not shrink. The key feature of the result is that we do not need to know the exact
7
structure of the graph that the researcher would have observed using a network census,
g∗. Instead, we rely on the notion that the statistic will be close to its expectation for a
sufficiently large graph and that this is true for any realization of the graph from a given
generative process.
We formalize this intuition using the straightforward proposition below. Though the
proposition is uncomplicated to prove, it cements the condition required of the statistic
of interest for us to reasonably expect that our ARD estimates will be similar to what
a researcher would have observed by directly computing the statistic from the fully-
elicited graph. Further, it serves to demystify how ARD can work to recover network
statistics with such limited information on the graph. After stating the proposition,
we provide examples of statistics where ARD should and should not perform well.
We demonstrate our result for these statistics mathematically and confirm our intuition
through simulations in Section 4.
Proposition 3.1 Consider a sequence of distributions of graphs on n nodes given by our afore-
described model and n×K ARD Y. Assume θ0 is known. Let Si (g∗) be the (unobserved) statistic
of the underlying network and let E [Si (g)] be the expected same statistic computed from graph
g, drawn from the distribution with parameters θ0. Finally, assume that Si (g) →p E [Si (g)] .
Then the MSE is
E
[
(E [Si (g)]− Si (g∗))2
]
= op(1).
For completeness, we give the straightforward proof of the above Proposition in the
Supplementary Material. To clarify when this applies and when this fails, we provide
several pedagogical examples. Our first example is a failure of Proposition 3.1.
Corollary 3.1 Under the aforementioned assumptions, given an (unobserved) graph of inter-
est, g∗, and non-degenerate linking probabilities 0 < pθ0ij < 1, then the MSE for E [Si (g)] =
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E
[
gij
]
, the expectation of a draw from the distribution of any single link gij is
E
[(
E
[
gij
]− g∗ij)2] = pθ0ij (1− pθ0ij ).
Irrespective of n, this cannot tend to zero. When a link exists, the mean-squared error
is (1− pθ0ij )2 and when it does not, the MSE is (pθ
0
ij )
2.
Corollary 3.2 Si (g)→p E [Si (g)] for the following statistics:
1. Density (normalized degree): Define density as di(g)/n := ∑j gij/n. Then,
di (g)
n
→p E
[
di (g)
n
]
.
2. Diffusion centrality (nests eigenvector centrality and Katz-Bonacich centrality): Define
DCi (g; qn, T) := ∑j
[
∑Tt=1 (qng)
t
]
ij
. For parameter sequence qn = Cn and any T,
DCi (g; qn, T)→p E [DCi (g; qn, T)] .
3. Clustering: Define clusteri(g) :=
∑j,k∈N(i) gjk
|N(i)|·(|N(i)|−1) where N(i) := {j : gij = 1}. Then
clusteri(g)→p E [clusteri(g)]
A few remarks are worth mentioning. First, diffusion centrality is a more general
form which nests eigenvector centrality when qn ≥ 1λn1 , and because the maximal eigen-
value is on the order of n, this meets our condition. It also nests Katz-Bonacich centrality.
In each of these, T → ∞. It also captures a number of other features of finite-sample
diffusion processes that have been used particularly in economics (Banerjee et al., 2019,
2013). Each of these notions relate to the eigenvectors of the network—objects that are
ex-ante not obviously captured by the ARD procedure but ex-post work because the
models are such that in large samples the statistics converge to their limits.
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These results give two practical extreme benchmarks. ARD should not perform well
at all for estimating a realization of any given link in the network. In contrast, it should
perform quite well for statistics such as degree or eigenvector centrality. Other statistics
may fall somewhere in the middle of this spectrum. For example, a notion of centrality
such as betweenness, which relies on the specifics of the exact realized paths in the
network, is unlikely to work well because even for large n, the placement of specific
nodes may radically change its value. Section 4 explores these predictions empirically
using simulations.
3.2 Many Independent Networks
Now consider the setting where the researcher has R independent networks each of
size nr. We’ll take nr = n for simplicity, though the results presented here do not
require this. We also have an ARD sample Yn,r for every network r = 1, ..., R. Every
network is generated from a network formation process with true parameter θ0r . In this
case of many networks, we consider how well the ARD procedure performs when the
researcher wants to learn about network properties, aggregating across the R graphs.
This is the case in a large literature (Cai et al., 2013; Beaman et al., 2016). We assume N
is sufficiently large to have convergence of the formation model parameters, so we can
treat it as effectively fixed. Otherwise, we would require that N grows at a sufficiently
fast rate relative to the number of networks so that the second order expansions due to
the error in the estimation of the network formation process itself vanishes.
Let S∗r := S (g∗r ) be a network statistic from the R unobserved graphs generating the
ARD. For any given graph from the data generating process, define Sr := S (gr). For
notational simplicity, we consider network-level statistics, but the argument can easily
be extended to node, pair, or subset-based statistics.
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Assume the goal of the researcher is to estimate some model
or = α+ βS∗r + er
where or is some socio-economic outcome of interest and and the parameter of interest is
β. As before, S∗r is unobserved because g∗r is unobserved and the researcher must make
do with ARD, Yr. The researcher instead estimates the expectation of the statistic given
using ARD, S¯r := E(Sr). The regression becomes:
or = α+ βS¯r + ur.
Under standard regularity conditions, we can consistently estimate β. The intuition is
that the deviation of the conditional expectation S¯r from Sr is by definition orthogonal to
the conditional expectation and independent across r. So one can think of the conditional
expectation as an instrumental variable for the true Sr where the first-stage regression
has a coefficient of 1.
Similarly, we can consider the network feature to be the outcome of interest and study
how it responds to an intervention given by Tr:
S∗r = α+ γTr + er.
Consistent estimates for γ can be obtained from
S¯r = α+ γTr + er.
Proposition 3.2 As R → ∞, (1) assume the design matrix has full rank, E[OS] < ∞, E[O] <
∞, E[S] < ∞, then βˆ −→p β and (2) assume the design matrix has full rank, E[S] < ∞, then
γˆ −→p γ.
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To illustrate, take the most extreme example of a single link, where we know its presence
cannot be identified in a single large network. This means that even if we were interested
in a regression of y12,r = α+ βg12,r + er, where whether nodes 1 and 2 are linked affects
some outcome variable of interest, and we are interested in this across all R networks,
we can use pθ
0,r
12 := E [g12,r | Yr] instead in the regression to consistently estimate β.
In contrast to the single network case, where we were interested in recovering g12,r
itself, and even with large n the MSE would not tend to zero, here simply having the
conditional expectation is enough to be able to estimate the economic slope of interest,
β. Therefore, with many graphs, the ARD procedure should work well regardless of the
properties of the given network statistic.
4 Simulation Results
4.1 Single Large Graph.
We next explore the results for a single large graph through a simulation exercise. We
first generate 250 graphs from the generating process in Equation (1), then randomly
assign each node characteristics. Each network consists of 250 nodes, similar to the size
of villages observed in Banerjee et al. (2019). We then draw a sample of nodes from the
graph and construct ARD using node characteristics. Our simulation does not reflect
error in the ARD, which in practice may arise if, for example, a person is a member of
a group but the respondent does not have this information (see for example Killworth
et al. (2003), Zheng et al. (2006), Ezoe et al. (2012), or Feehan et al. (2016) for further
discussion). We then estimate graph statistics using the procedure outlined in Breza et
al. (Forthcoming).
Figure 1 plots the mean squared errors of our estimation procedure across a range of
common network statistics. In order to make the MSEs comparable across statistics, we
scale by 1/E[Si]2. Figure 1a focuses on node level statistics. We compute ten node level
12
l l l l l l l l l l
l
pro
xim
ity
av
gp
ath
len
gth
clo
se
ne
ss
de
gre
e
dif
fus
ion
ce
ntr
alit
y
dis
tfro
ms
ee
d
su
pp
ort
clu
ste
rin
g
be
twe
en
ne
ss link
 
0.
00
1
 
0.
00
1
 
0.
00
3
 
0.
02
9
 
0.
03
7
 
0.
04
0
 
0.
05
1
 
0.
05
3
 
0.
18
4
 
0.
18
6
10
.9
78
0
5
10
15
20
sc
a
le
d 
M
SE
(a) Node-level
l l l l l
l
l
l
fra
cgi
an
tco
mp
pro
xim
ity
av
gp
ath
len
gth
dia
me
ter
pe
rce
ntc
ut
m
ax
eig
en
clu
ste
rin
g
nu
m
co
m
p
2.
8e
−0
7
1.
1e
−0
4
1.
4e
−0
4
1.
5e
−0
4
6.
0e
−0
4
1.
2e
−0
3
3.
2e
−0
3
1.
8e
−0
2
0.00
00.0
050
.010
0.01
50.0
200
.025
0.03
0
sc
a
le
d 
M
SE
(b) Graph-level
Figure 1: Scaled MSE of node-level and graph-level network features. These results
corroborate the theoretical intuition developed in Section 3.1. We show in Corollary 3.1
that the MSE should be large for a single link and, in Corollary 3.2 that MSE should
diminish for (normalized) degree and diffusion at the node level and clustering at the
graph level.
statistics: (1) degree (the number of links); (2) eigenvector centrality (the ith entry of the
eigenvector corresponding to the maximal eigenvalue of the adjacency matrix for node
i); (3) betweenness centrality (the share of shortest paths between all pairs j and k that
pass through i); (4) closeness centrality (the average inverse distance from i over all other
nodes); (5) clustering (the share of a node’s links that are themselves linked); (6) support
(as defined in Jackson et al. (2012) – whether linked nodes ij have some k as a link in
common); (7) whether link ij exists; (8) proximity (average of inverse of shortest paths);
(9) average path length; (10) the average distance from a randomly chosen “seed” (as in
a diffusion experiment where the “seed” has a new technology or piece of information);
and (11) diffusion centrality (as defined in Banerjee et al. (2013) – an actor’s ability to
diffuse information through all possible paths) The results from the simulation are con-
sistent with the theoretical results in the previous section. Statistics such as density and
centrality take values for each realization that are nearly their expectation, meaning that
we can recover the statistics with low MSE. For a single link this is not the case and,
correspondingly, the simulations show higher MSE.
Figure 1b focuses on graph-level statistics. The graph level statistics are as follows: (1)
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diameter; (2) average path length; (3) average proximity (average of inverse of shortest
paths); (4) share of nodes in the giant component; (5) number of components; (6) max-
imal eigenvalue; (7) clustering; and (8) the share of links across the two groups relative
to within the two groups where the cut is taken from the sign of the Fiedler eigenvector
(this reflects latent homophily in the graph). We again see a pattern that confirms the
theoretical results from the previous section.
4.2 Many Independent Networks.
We now explore results on regression coefficients and treatment effects when researchers
collect ARD in multiple, independent networks. Settings with multiple independent net-
works are often used for experiments, so in this simulation we simulate an experimental
setting where we assign graph level treatment randomly to half of the graphs. Graphs in
the control group has expected degree generated from N (µ = 15, σ = 5), while graphs
in the treatment group has expected degree generated from N (µ = 25, σ = 5). Graphs
are again of size 250 nodes. All graphs have a minimum expected degree of 5 and a
maximum expected degree of 35. Due to the association between density and treatment,
we expect treatment effects on graph-level statistics, such as average path length and di-
ameter. The average sparsity over all graphs is 20/250=0.08, which is a value similar to
Karnataka data discussed in Breza and Chandrasekhar (2019). For individual measures,
50 actors are randomly selected in each network. For link measure between a pair of
actors, 1000 pairs are randomly selected in each network. For network level measures,
there is one measure per network, so the regression consists of R data samples, where R
is the number of independent networks.
Figure 3 shows results for the simulation exercise with multiple independent net-
works. Relying on the consistency results in Section 2, we use formation model pa-
rameters, θ0, to get S¯ij,r or S¯r. We also include in the supplementary material results
where we use estimated formation model parameters. We present results with R = 200,
14
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Figure 2: Boxplots for the simulation experiments with multiple independent networks.
In the left two panels the network statistic is used to predict an outcome of interest. In
the right, treatment status predicts the network statistic. These results corroborate the
theoretical intuition developed in Section 3.2.
but also include results that are substantively similar when R = 50, 100, 200 in the sup-
plementary material. We generate er from a normal distribution with zero mean, and
var(er) = var(S∗ij,r) so that we maintain a 0.5 noise to signal ratio.
The first two panels in Figure 3 show the distribution of the estimate of β in a re-
gression where the network statistic predicts an outcome of interest. The middle line
of each boxplot is the medium βˆ, and the borders of boxes denote first and third quar-
tiles. All boxplots have outliers removed. The leftmost panel gives results for individual
level measures while the center panel gives network level measures. Among the node
level statistics we see that all estimated βˆs are close to the simulation value of one. The
individual link measure, though empirically similar, is not centered around the true
simulated value. The downward bias is an example of attenuation bias or regression
dissolution, since there is variability in the network statistic acting as the covariate. The
indicator of the presence/absence of a single link is the most variable of the network
measures and, thus, bias persists for the link measure when it does not for the others.
For graph level measures, all estimated coefficients are centered around the generated
values.
The rightmost panel in Figure 3 shows results for the case where the network statistic
is the outcome and is predicted by another covariate, in this case treatment status. The
percentage error is defined as (γˆ− γ)/γ. The red vertical line sits at zero, which means
15
no error. We see that percent cut and diameter has large variation of percent errors than
the other measures. This is due to the fact that the treatment effect, density differences
between treatment and control groups, has a smaller effect on percent cut and diameter
than on other measures. To see this, the average percent of variation explained by treat-
ment in Sr for percent cut and diameter is around 0.3, while it is around 0.5 for other
measures.
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Supplementary material
A Proofs
We begin with a Lemma that is useful in proving Theorem 1.
Lemma A.1 Suppose that we observe complete graph data generated from a formation model
noted as a Continuous Latent Space (CLS) model in Shalizi and Asta (2017). Specifically, let
P(gij = 1 | ν0, z0, β0) ∝ exp(ν0i + ν0j + β0
′
Xij − dMp(zi, zj))
where dMp(zi, zj)) is the distance between the latent position of person i and person j on the
latent simply connected, complete Riemannian manifold of constant curvature κ, Mp(κ). Our
goal is to show that we can consistently estimate ν0, z0, β0 given Mp(κ). Let Xij ∈ Rh so
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β ∈ Rh. Let Vn ⊂ (−∞, 0)n a compact subset with (ν1, ...νn) ∈ Vn. Then, under the same
conditions as Shalizi and Asta (2017), we have
(νˆ, zˆ, βˆ)→p (ν0, z0, β0)
where
(νˆ, zˆ, βˆ) = argmax
ν,z,β∈Vn×Mp×Rh
`(ν, z, β),
the maximum likelihood estimates.
Proof of Lemma A.1.
Recall
P(gij = 1 | ν0, z0, β0) ∝ exp(ν0i + ν0j + β0
′
Xij − dMp(zi, zj))
and our goal is to show that (νˆ, zˆ, βˆ) →p (ν0, z0, β0) where (νˆ, zˆ, βˆ) are the maximum
likelihood estimates. Our proof mirrors Shalizi and Asta (2017), with the exception that
we include individual effects, ν and coefficients β. For simplicity, throughout the proof
we use single variable notation to denote equivalence classes based on latent distances.
As Shalizi and Asta (2017) note, we can only identify equivalence classes up to isome-
tries. We also need to show that the metric space associated withMp(κ) is rigid which
we do at the end of the proof.
We want to show the following:
1. Identification: the true parameters maximize the expected likelihood
(ν0, z0, β0) = argmax
ν,z,β∈Vn×Mp×Rh
E[`(ν, z, β)]
2. Uniform convergence of the observed likelihood to its expectation:
17
sup
ν,z,β
(| `(ν, z, β)− E[`(ν, z, β)]) |→p 0.
We first establish identification. Our proof here follows Lemma 13 of Shalizi and Asta
(2017). The likelihood is
P(g | θ) =∏
i<j
pij(ν, z, β)gij(1− pij(ν, z, β))1−gij
where we denote pij(ν, z, β) ∝ exp(νi + νj − dMp(κ)(zi, zj) + β′Xij). The log-likelihood is
then
` (ν, z, β) =
(
n
2
)−1
∑
i<j
gij log(pij(ν, z, β) + (1− gij) log(1− pij(ν, z, β))
=
(
n
2
)−1
∑
i<j
log(1− pij(ν, z, β)) + gij log
[
pij(ν, z, β)
1− pij(ν, z, β)
]
The logit term in the above expression corresponds to λn(νi, νj, zi, zj, β) given in (17)
of Shalizi and Asta (2017).
We will establish identification using the cross-entropy. For further description of
cross-entropy and the decomposition used below, we refer the reader to Cover and
Thomas (2012). We first show that the expected log likelihood is equal to the cross-
entropy. First, cross-entropy for two random variables p and q with observations x is
defined as as H(p, q) = ∑x∈X p(x) log q(x). We now show the expected log likelihood
matches this form, specifically
18
E[` (ν, z, β)] =
(
n
2
)−1
∑
i<j
pij(ν0, z0, β0) log(pij(ν, z, β))
+ (1− pij(ν0, z0, β0)) log(1− pij(ν, z, β))
=
(
n
2
)−1
∑
i<j
∑
a∈{0,1}
P(gij = a | ν0, z0, β0) log(P(gij = a | ν, z, β)),
where the last expression matches the form of cross-entropy for each dyad. As in Shalizi
and Asta (2017), we further define
− ∑
a∈{0,1}
P(gij = a | ν0, z0, β0) log(P(gij = a | ν, z, β)) =H(P(gij | ν0, z0, β0))
+ D(P(gij | ν0, z0, β0) || P(gij | ν, z, β))
where D(·) denotes the KL divergence and H(·) denotes the entropy. The left hand
side is minimized when P(gij | ν0, z0, β0) = P(gij | ν, z, β). These results hold only up to
an equivalence class defined by distance (see condition 1 in Definition 1 in Shalizi and
Asta (2017)). Previous work using latent distance models (e.g. Hoff et al. (2002)) discuss
identification to the equivalence class. Leveraging conditional independence given latent
positions and noting entropy and KL divergence are both additive over independent
random variables gives the result.
We now move to the second part of the Lemma, uniform convergence. The uniform
convergence argument will proceed in two steps. Pointwise convergence by establishing
a concentration inequality and then a move to uniformity by passing to the supremum
over all parameters to show there is a concentration inequality that applies jointly. We
follow the arguments of Lemmas 14 and 15 of Shalizi and Asta (2017) to establish point-
wise convergence and Theorem 16 for the extension to uniform convergence.
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As in Shalizi and Asta (2017), we begin with a concentration inequality. Recall from
the likelihood above that the data enters the likelihood only through a single term and
the latent random variables we are conditioning on consist of ν, z and X and is a non-
random triangular array. Further, define λn(νi, νj, zi, zj, β) := log
[
pij
1−pij
]
. Now, from the
form of the likelihood we see that the maximum change in the likelihood that results
from changing one gij and leaving the rest the same is, as in Shalizi and Asta (2017),
bounded by 2n(n−1)λn(νi, νj, zi, zj, β). This bound arises from the form of the likelihood
and is not altered by the additional parameters for individual effects and coefficients.
We appeal to the bounded difference theorem (McDairmid’s inequality) for the sum.
This gives us, denoting pij(ν, z, β) as pij for simplicity,
P (|`(ν, z, β)− E[`(ν, z, β)]| > e) ≤ const.× exp
(
− 2e
2
∑p<q c2pq
)
= const.× exp
(
− 2e
2(n2)
2
∑p<q λ2n
)
Note by assumption that since pij has a lower and upper bound, this is actually
converging to zero because the numerator is a factor n2 than the denominator since λn
is bounded above and below. The next result immediately follows by logit boundedness
in any case, which is implied by the assumptions (after all the boundedness of the link
function implies that vn = o(n) since it is actually order constant).
We can proceed simply using a constant then as an upper bound
P (|`(ν, z, β)− E[`(ν, z, β)]| > e) ≤ const.× exp
(
−Const.
(
n
2
)
e2
)
.
The above logic follow directly from Lemmas 14 and 15 from Shalizi and Asta (2017).
Equipped with this concentration inequality we want to show that this is uniform over
the parameter space.
To pass to uniformity, we use an argument based on complexity. For a normed space
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(with norm ‖·‖ and a subset of the space Θ, an e-covering is finding a union of balls of
radius e which covers the subset: Θ ⊂ ∪ni=1Bi(e). The covering number is the minimal
number n∗ of such balls needed to cover Θ. Consistent with Shalizi and Asta (2017), we
denote this as N (Θ, ‖·‖, e). Further, let Ln denote the class of log-likelihood functions,
so we are interested in covering Ln: N (Ln, L1, e). The goal is to argue that the covering
number is slowly growing relative to the concentration inequality term, thereby allowing
for a uniformity result.
The space Ln is C∞ and has dimension n dim(Mp) for latent effects (present in Shal-
izi and Asta (2017)) and n dimR for individual νi effects (not present in Shalizi and
Asta (2017)). For simplicity, we exclude the regression parameters, β, here, though our
argument directly extends to the case where they are present. Shalizi and Asta (2017)
establish a bound on the pseudo-dimension of Ln using the number of connected com-
ponents (Proposition 11 and Theorem 12). This argument applies directly here, yielding
a bound of
2 log2 BMp + 2(n(p + 1)) log2 e.
where BMp is the number of connected components of the isometry of Mp. The result
follows directly the inequality argument of Shalizi and Asta (2017).
We now show the rigidity ofMp(κ) and the only piece to show is the finite number
of connected components of isom(Mp(κ)). Shalizi and Asta (2017) consider Euclidean
space and a 2-hyperbolic space and show that the number of connected components
is finite. We use a sphere to represent the latent space and, thus, extend the proof
for spheres. First, observe that isom(Sp) = O(p + 1), where S p is the surface of the
hypersphere and O(p + 1) is the orthogonal group in dimension p + 1. The orthogo-
nal group, O(p + 1), is a subgroup of the Euclidean group E(p + 1) (see Theorem 1.12
in Parkkonen (2012)). Further, O(p + 1) has two connected components with positive
and negative determinants. Let O(p + 1, 1) be the orthogonal group of the Minkowski
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bilinear form (see Parkkonen (2012)). Denote O+(p + 1, 1) as the index 2 subgroup of
O(p+ 1, 1) consisting of those transformations which preserve the components. By The-
orem 1.3.1 in Paupert (2016) the Hyperbolic space, Hp, has the following relationship
with O(p + 1, 1): isom(Hp) = O+(p, 1) (see also Theorem 1.12 in Parkkonen (2012)) The
result follows because the latter has a finite number of connected components.
The above completes the proof of the Lemma.
Proof of Theorem 1 . In Lemma A.1, we extend the results by Shalizi and Asta (2017)
to include not only latent parameters but also individual specific effects. This result
shows consistency of all formation model parameters for cases when the entire graph
is observed. Now, we show that there is sufficient information in ARD to consistently
estimate these parameters.
The proof again adapts Shalizi and Asta (2017) who study and follows a similar
structure as Lemma A.1. The ARD case uses a Poisson likelihood since the observed
data are counts rather than binary:
l(z1:n, Y) =
1
n2K
n
∑
p=1
K
∑
k=1
Poisson(λpk) =
1
n2K
n
∑
p=1
K
∑
k=1
−λpk + ypk logλpk − log(yk!)
where λpk = Nk · E[Λ(d(zp, zq) | q ∈ Gk] and Λ(·) is the link function. We use similar
arguments to Shalizi and Asta (2017) about identification and uniform convergence of
the likelihood. The proof uses the properties of maximum likelihood estimators and the
metric space Mp(κ), but does not rely on the specific definition of λ. McCormick and
Zheng (2015) derive a tractable form for when the latent geometry is a (hyper)sphere,
but this is not required for our proof. First we show that the argmax of the likelihood is
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the true vector of locations (Lemma 13 of Shalizi and Asta (2017)):
[z01:n] = argmax
z1:n∈Mn
l¯(z1:n)
where l¯(z1:n) = E[l(z1:n)]. Following the same argument, let pipk(a) = P(ypk = a |
zp, zq∈Gk), pi
∗
pk(a) = P(ypk = a | µ) so l¯(z1:n) = 1n2K
n
∑
p=1
K
∑
k=1
Nk
∑
a=0
pi∗pk(a) logpipk(a). Since we
can write the summand in terms of the entropy and KL-divergence, −
Nk
∑
a=0
pi∗pk(a) logpipk(a) =
H[pi∗pq] + D[pi∗pq || pipq], it follows that −l¯(z1:n) = H[pi∗] + D(pi∗ || pi), and so [z01:n] =
argmax
z1:n∈Mn
l¯(z1:n) by taking pi = pi∗.
Second, we show uniform convergence of the sample likelihood to its expectation
(Theorem 16 of Shalizi and Asta (2017))
sup
z1:n
|l(z1:n)− l¯(z1:n)| →p 0
by developing a concentration inequality (adapting Lemmas 14 and 15 to the ARD set-
ting). We first show a concentration inequality for the likelihood for a given parameter
vector and then we pass to uniformity using a complexity argument. The difference in
our argument relative to that in Shalizi and Asta (2017) is that we have a Poisson random
variable rather than a sub-Gaussian random variable. The likelihood for ARD, therefore,
does not satisfy bounded differences well-enough to apply McDairmid’s inequality. In-
stead, we appeal to inequalities for sub-exponential random variables.
The difference of interest is
l(z1:n)− l¯(z1:n) = 1n2K
n
∑
p=1
K
∑
k=1
(ypk − λpk) logλpk − (log(yk!)− E[log(yk!)]).
We can use Stirling’s approximation log(ypk!) ≈ ypk log(ypk)− ypk and so in addition to
a summand that is linear in ypk we will have a term ypk log(ypk) and its expectation. It
is easy to check that ypk log(ypk)− E[ypk log(ypk)] is sub-exponential (by condition 2 of
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Theorem 2.13 in Wainwright (2019)). For simplicity, we take λpk = λ ∀p, k. Using the
sub-exponential inequality we can calculate
P
((
| 1
n2K
n
∑
p=1
K
∑
k=1
(ypk − λ) logλ
)
|≥ e
)
= P
((
|
n
∑
p=1
K
∑
k=1
(ypk)− nKλ
)
|≥ en
2K
logλ
)
≤ 2 exp
(
− e
2n3K
2 logλ(λ logλ+ ne)
)
.
Similarly, letting Sn := ypk log(ypk) and E[Sn] = nKE[y log y] we have
P
((
| 1
n2K
n
∑
p=1
K
∑
k=1
(Sn − E[Sn])
)
|≥ e
)
= P
(
eθ(Sn−E[Sn]) ≥ eθen2K
)
≤ e−θen2KE[eθ(Sn−E[Sn])]
= e−θen
2K
nK
∏
i=1
E[eθ(Zi−E[Zi ])]
≤ e−θen2K
nK
∏
i=1
e
ν2θ2
2 = exp
(
−θen2K + nK ν
2θ2
2
)
.
We notice that −θen2K+ nK ν2θ22 is a quadratic function of θ, and is minimized at θ = enν2 .
Therefore a tighter bound is
P
(
1
n2K
(| Sn − E[Sn]) |≥ e
)
≤ exp
(
−e
2n3K
2ν2
)
. (2)
Finally, to pass to uniformity, the result follows from the proof of Theorem 16 in Shalizi
and Asta (2017) which itself parallels the argument in Theorem 17.1 in Anthony and
Bartlett (1999), where instead of the concentration inequality developed using bounded
differences, we use the sub-exponential based inequality developed above. It immedi-
ately follows that
P
(
sup
z1:n
| l(z1:n)− l¯(z1:n) |≥ e
)
≤ 4N1(Ln, L1, e/16) exp
(
− e
2n3K
16(2 logλ(λ logλ+ ne))
)
where N1(Ln, L1, e/16) is the covering number of the space of likelihoods Ln with balls
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of size e/16. By the same argument the covering number is O(n log 1/e) whereas the
exponential term exponentially declines at rate n2 so overall the probability tends to 0 as
n→ ∞.
Proof of Proposition 1. Observe that
E
[
(Si (g)− Si (g∗))2
]
= E
[
((Si (g)− E [Si (g)]) + (E [Si (g)]− Si (g∗)))2
]
≤ E
[
(Si (g)− E [Si (g)])2
]
+ 2E [(Si (g)− E [Si (g)])] (E [Si (g)]− Si (g∗)) + (Si (g∗)− E [Si (g)])2 .
We can readily see that each of these terms are op (1).
Proof of Corollary 1. This is straightforward to calculate:
E
[(
E[gij]− g∗ij
)2]
= E
[
E[gij]2 − 2E[gij]g∗ij + g2ij∗
]
= pθij
(
1− 2g∗ij
)
+ g∗ij
which completes the proof.
Proof of Corollary 2. For part 1, density, we have
∑
j∈{1,...,n},j 6=i
var(gij)
(n− 1)2 = ∑j∈{1,...,n},j 6=i
pθij
(
1− pθij
)
(n− 1)2 ≤ ∑j∈{1,...,n},j 6=i
1
(n− 1)2 =
1
n− 1 → 0
so the Kolmogorov condition is satisfied and
di
n
− E [di]
n
→a.s. 0
which satisfies the conditions of Proposition 1.
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In part 2 we turn to diffusion centrality. Recall that.
DCi (g; qn, T) :=∑
j
[
T
∑
t=1
(qng)
t
]
ij
=∑
j
T
∑
t=1
Ct
nt ∑j1,...,jt−1
gij1 · · · gjt−1 j.
For any t, we have
var
(
1
nt ∑j
∑
j1,...,jt−1
gij1 · · · gjt−1 j
)
=
1
n2t ∑j
∑
j1,...,jt−1
var(gij1 · · · gjt−1 j)
+
1
n2t ∑j
∑
j1,...,jt−1
∑
k
∑
k1,...,kt−1
cov(gij1 · · · gjt−1 j, gik1 · · · gkt−1k)
where j0 = k0 = i and js = j, ks = k. var(gij1 · · · gjt−1 j) has variance∏ts=1 pjs−1 js
(
1−∏ts=1 pjs−1 js
) ≤
1 and cov(gij1 · · · gjt−1 j, gik1 · · · gkt−1k) ≤ 1. In order for cov(gij1 · · · gjt−1 j, gik1 · · · gkt−1k) 6=
0, gij1 · · · gjt−1 j and gik1 · · · gkt−1k need to have at least one edge in common. Notice that
gij1 · · · gjt−1 j has nt combinations since i is given. Therefore, given a fixed common edge
that gij1 · · · gjt−1 j and gik1 · · · gkt−1k share, gij1 · · · gjt−1 j has nt−2 free choices of actors in
the path, and gik1 · · · gkt−1k also has nt−2 free choices of actors in the path. Therefore,
for a given fixed common edge, there are n2(t−2) non-zero covariance terms. Since there
are n2 choices of a common edge, there are a total of n2t−2 non-zero covariance terms.
Therefore,
var(
1
nt ∑j
∑
j1,...,jt−1
gij1 · · · gjt−1 j) ≤
nt + n2t−2
n2t
.
Let DCi,t = 1nt ∑j ∑j1,...,jt−1 gij1 · · · gjt−1 j, we have
P(| DCi,t − E[DCi,t] |≥ e) ≤ n
t + n2t−2
n2te2
by Chebyshev’s inequality
P(| DCi,t − E[DCi,t] |< e) ≥ 1− n
t + n2t−2
n2te2
→ 1 as n→ ∞
26
Therefore,
DCi,t
P→ E[DCi,t] as n→ ∞
By continuous mapping theorem,
DCi (g; qn, T) =
T
∑
t=1
Ct · DCi,t P→ E[DCi (g; qn, T)].
For part 3, clustering, the argument is identical to the convergence of clustering in
Erdos-Renyi graphs because every link is conditionally edge independent. Let N(i)
denote the set of neighbors of actor i and | N(i) | denote the size of neighbors, then
clusteringi(g) =
∑j,k∈N(i) gjk
| N(i) | ·(| N(i) | −1)
Similar to the proof for density, we have
∑
j,k∈N(i)
var(gjk)
(| N(i) | ·(| N(i) | −1))2 = ∑j,k∈N(i)
pθjk
(
1− pθjk
)
(| N(i) | ·(| N(i) | −1))2
≤ ∑
j,k∈N(i)
1
(| N(i) | ·(| N(i) | −1))2 =
1
| N(i) | ·(| N(i) | −1) → 0
so the Kolmogorov condition is satisfied and
clusteringi(g) −→p Ezj,νj,zk,νk|j,k∈N(i)
[
P(gjk = 1 | νj, νk, zj, zk)
]
.
Proof of Proposition 2. For (1), we show that β is still consistently estimated when
using S¯r as a regressor rather than Sr. First, expand the error term,
yr = α+ βS∗r + er = α+ βS¯r +
{
er + β (S∗r − S¯r)
}
.
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By iterated expectations we can see that
E [S¯r (S∗r − S¯r)] = E [E [S¯r (S∗r − S¯r) | `r]] = E [S¯r (E [S∗r | `r]− S¯r)] = E [S¯r (S¯r − S¯r)] = 0.
The result immediately follows.
βˆ
P→ cov(y, S¯)
var(S¯)
= β+
cov(S¯, β (S∗ − S¯))
var(S¯)
= β
For (2), we see that
S∗r = α+ γTr + er
which transforms to
S¯r = α+ γTr + er + S¯r − S∗r
γ̂→p cov (S¯, T)var (T) =
cov (S∗, T)
var (T)
+
cov (S¯− S∗, T)
var (T)
= γ
where we use that the estimation error is independent of the treatment assignment since
E[(S¯− S∗)T] = E[E[(S¯− S∗)T | T]] = E[T · E[(S¯− S∗) | T]] = E[T · 0] = 0.
B Additional simulation results
In this section we present additional simulation results. We present results with differ-
ent numbers of simulated networks. We also present results when the parameters are
estimated using the procedure in Breza et al. (Forthcoming), rather than assumed to be
consistently estimated.
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Figure 3: Boxplot of βˆ for β in regression yij,r = α + βS¯ij,r + er, where Sij,r and S¯ij,r
represent a true and mean individual-level measure, respectively. Each box represents
the distribution of βˆ for one measure and use of R=50, 100 or 200 networks in regression.
50 actors and 1000 pairs (for link) are randomly selected for each network. The middle
line of the boxplot denotes medium, and borders of the boxes denote first and third
quartile. The red line denotes the true β = 1 used to generate yij,r = α+ βS∗ij,r + er in the
simulation. These results corroborate the theoretical intuition developed in Section 3.2.
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Figure 4: Boxplot of βˆ for β in regression yr = α+ βS¯r + er, where Sr and S¯r represent a
true and mean network-level measure, respectively. Each box represents the distribution
of βˆ for one measure and use of R=50, 100 or 200 networks in regression. The middle line
of the boxplot denotes medium, and borders of the boxes denote first and third quartile.
The red line denotes the true β = 1 used to generate yr = α+ βS∗r + er in the simulation.
These results corroborate the theoretical intuition developed in Section 3.2.
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Figure 5: Boxplot of percentage errors of γˆ for γ in regression S¯r = α+ γTr + er, where
Sr and S¯r represent a true and mean network-level measure, respectively. Each box
represents the distribution of percentage errors for one measure and use of R=50, 100 or
200 networks in regression. The middle line of the boxplot denotes medium, and borders
of the boxes denote first and third quartile. These results corroborate the theoretical
intuition developed in Section 3.2.
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