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Abstract: Like computer vision before, remote sensing has been radically changed by the introduction
of deep learning and, more notably, Convolution Neural Networks. Land cover classification, object
detection and scene understanding in aerial images rely more and more on deep networks to achieve
new state-of-the-art results. Recent architectures such as Fully Convolutional Networks can even
produce pixel level annotations for semantic mapping. In this work, we present a deep-learning based
segment-before-detect method for segmentation and subsequent detection and classification of several
varieties of wheeled vehicles in high resolution remote sensing images. This allows us to investigate
object detection and classification on a complex dataset made up of visually similar classes, and
to demonstrate the relevance of such a subclass modeling approach. Especially, we want to show
that deep learning is also suitable for object-oriented analysis of Earth Observation data as effective
object detection can be obtained as a byproduct of accurate semantic segmentation. First, we train
a deep fully convolutional network on the ISPRS Potsdam and the NZAM/ONERA Christchurch
datasets and show how the learnt semantic maps can be used to extract precise segmentation of
vehicles. Then, we show that those maps are accurate enough to perform vehicle detection by simple
connected component extraction. This allows us to study the repartition of vehicles in the city. Finally,
we train a Convolutional Neural Network to perform vehicle classification on the VEDAI dataset,
and transfer its knowledge to classify the individual vehicle instances that we detected.
Keywords: deep learning; vehicle detection; semantic segmentation; object classification
1. Introduction
Deep learning for computer vision grows more popular every year, especially thanks to
Convolutional Neural Networks (CNN) that are able to learn powerful and expressive descriptors
from images for a large range of tasks: classification, segmentation, detection, etc. This ubiquity of
CNN in computer vision is now starting to affect remote sensing as well, as they can tackle many tasks
such as land use classification or object detection in aerial images. Moreover, new architectures have
appeared, derived from Fully Convolutional Networks (FCN) [1], able to output dense pixel-wise
annotations and thus able to achieve fine-grained classification. Such architectures have quickly
become state-of-the-art for popular datasets such as PASCAL VOC2012 [2] and Microsoft COCO [3].
In an Earth Observation context, these FCN models are now especially appealing, as dense prediction
allows us performing semantic mapping without requiring any preprocessing tricks. Therefore, using
FCN for Earth Observation means we can shift from superpixel segmentation and region-based
classification [4–6] to fully supervised semantic segmentation [7].
Remote Sens. 2017, 9, 368; doi:10.3390/rs9040368 www.mdpi.com/journal/remotesensing
Remote Sens. 2017, 9, 368 2 of 18
FCN models have been successfully applied for remote sensing data analysis, notably land cover
mapping on urban areas [7,8]. For example, FCN-based models are now the state-of-the-art on the
ISPRS Vaihingen Semantic Labeling dataset [9,10]. Therefore, even though remote sensing images
do not share the same structure as natural images, traditional computer vision deep networks are
able to successfully extract semantics from them, which was already known for deep CNN-based
classifiers [11]. This encourages us to investigate further: can we use deep networks to tackle an
especially hard remote sensing task, namely object segmentation? Therefore, this work focuses on
using deep convolutional models for segmentation and classification of vehicles using optical remote
sensing data.
To deal with this problem, we design a three-step pipeline for segmentation, detection and
classification of vehicles in aerial images. First, we use the SegNet architecture [12] for semantic
labeling on various remote sensing datasets. The predicted map is a pixel-level mask from which
we can extract connected components to detect the vehicle instances. Then, using a CNN trained for
vehicle classification on the VEDAI dataset [13], we classify each instance to infer the vehicle type and
to eliminate false positives. We then show how to exploit this information to provide new knowledge
about vehicle types and vehicle localization in the scene.
2. Related Work
This work studies how object-based analysis can be extracted from a dense semantic segmentation
in remote sensing data, using deep convolutional neural networks, with an application to vehicles.
The idea of using deep networks for classification of remote sensing data is not novel and has been
thoroughly investigated in the last few years. For example, Penatti, O.A.B. et al. [11] examined transfer
learning from pre-trained convolutional neural networks (CNN) on traditional red-green-blue (RGB)
images to remote sensing data. This work has been later consolidated by [6] to better understand
CNN-based classification of Earth Observation images. Lagrange, A. et al. [14] used CNN-based
superpixel classification to perform semantic segmentation and obtained competitive results on the
IEEE GRSS Data Fusion Contest 2015.
However, classification is usually very coarse, even with region-based methods. Dense classification
through semantic segmentation has been tackled by the computer vision community with significant
improvements thanks to deep learning. Recently, architectures derived from the fully convolutional
networks (FCN) [1] obtained state-of-the-art results on datasets such as Pascal Visual Object Classes
2012 (VOC) [2] and Microsoft Common Objects in Context (COCO) [3]. Indeed, the FCN model
has been improved to include multi-scale and spatial regularization, e.g., with Conditional Random
Fields [15,16]. Although these architectures were introduced for semantic segmentation of multimedia
images, usually to discriminate foreground objects versus background, they have also been successfully
used for remote sensing data on several datasets [7,17–19].
Finally, vehicle detection and vehicle classification are two problems that have been widely
investigated in the literature. Studies on vehicle detection in high resolution remote sensing
data included histograms of gradients (HOG) with Support Vector Machines (SVM) [20,21],
deformable parts models [22], pose estimation using projected 3D models [23], rotationally invariant
mixture of models [24] and HOG [25] and multi-scale deep CNN [26]. However, few works
investigated both detection and classification. While at the same time introducing the VEDAI
dataset, Razakarivony, S. et al. [13] proposed a baseline for detection and classification of vehicles
in aerial images using expert features and SVM classifiers. Earlier works include [27] that used a
multiresolution segmentation and fuzzy rulesets for classification and [28] that used segmentation and
Linear Discriminant Analysis (LDA). Especially, the authors of [28] argue that segmentation before
detection helps rule out many false alarms. Our work here follows the same logic, but using deep
learning instead of handcrafted features and rules. We try to reconcile semantic segmentation, object
detection and fine-grained classification of vehicles using a coarse-to-fine approach. Thus, we go further
than bounding box regression, as we want to infer both vehicle shapes and types. We dub our method
Remote Sens. 2017, 9, 368 3 of 18
segment-to-detect, as vehicle detection easily comes as a free byproduct of our semantic segmentation.
To the best of our knowledge, our method is the first to apply deep convolutional networks for vehicle
segmentation and detection on aerial images. This work extends [29] by providing new insights on
band selection when working with multispectral data, thorough analysis of our method on two new
datasets for segmentation, detection and classification and the introduction of a re-normalization
strategy to improve vehicle classification.
3. Proposed Method
In this work, we introduce a three-step segment-before-detect pipeline to perform vehicle extraction
and classification in very high resolution (VHR) remote sensing data over urban areas. Our method
consists of three parts, illustrated in Figure 1:
1. Semantic segmentation to infer pixel-level class masks using a fully convolutional network;
2. Vehicle detection by regressing the bounding boxes of connected components;
3. Object-level classification with a traditional convolutional neural network.
In the following sections, we will present how to use fully convolutional neural networks for
semantic segmentation and explain how those can be used on VHR remote sensing images. Then,
we will briefly present how we regress vehicle bounding boxes from the semantic maps obtained in
the first step. Finally, we will present our CNN for individual vehicle classification.
















































repeat on new tile
Figure 1. Illustration of our segment-before-detect pipeline for segmentation, detection and classification.
3.1. SegNet for Semantic Segmentation
The computer vision literature abounds with deep network architectures for semantic
segmentation. Based on preliminary experimental results, we choose SegNet [12] as our deep network.
As illustrated in Figure 2, SegNet has a symetrical encoder-decoder architecture. The encoder is
based on the convolutional layers of the VGG-16 model [30]. VGG-16 was designed for the ILSRVC
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competition and was trained on the ImageNet dataset [31]. Both the encoder and the decoder are made
of convolutional blocks, of two or three convolutional layers with a 3× 3 kernel followed by batch
normalization [32] and rectified linear units (ReLU). Each block is then sent either into a max pooling
layer (encoder) or an unpooling layer (decoder). The maximum pooling operation is used to reduce
dimensions and induce translation invariance. The unpooling operation replaces the pooling in the
decoder and is the dual operation of the max pooling layer. It relocates the value of the activations into
the mask of the maximum values (“argmax”) computed at the pooling stage, which are fed-forward by
a skip connection directly into the decoder. Such an upsampling results in a sparse activation map that
is then densified by the consecutive decoding convolutions. This allows the network to upsample the
feature activations coming out of the decoder up to the original input size, so that the final feature
maps have the same dimensions as the input. Therefore, SegNet performs direct pixel-level inference.
We argue that, thanks to the precise relocation of abstract features on low level saliency points using
















conv + BN + ReLU + pooling
Decoder





Figure 2. SegNet architecture as introduced in [12].
We build our segmentation training set by sliding a 128× 128 px window over each high resolution
tile with an overlap of 75% (i.e., a 32 px stride). This overlap acts as data augmentation. For this
experiment, we use all the classes from the ground truth. This means that we not only train the
model to predict the vehicle mask, but also to assign a label to each pixel according to each class,
e.g., “building” or “vehicle”.
At testing time, we process the tiles with a sliding window of 128× 128 px with an overlap of 50%
(i.e., a 64 px stride). Overlapping predictions are averaged to smooth predictions along the window
edges, thus avoiding a “mosaic” effect.
During training, we initialize SegNet’s encoder using weights of a pre-trained VGG-16 on
ImageNet. Following the conclusions of [19], we set the learning rate for the encoder as half the
learning rate for the decoder. We train the network with Stochastic Gradient Descent (SGD).
3.2. Small Object Detection
Assuming that we will work on VHR aerial images on which a human observer can distinguish
cars, the semantic maps predicted by SegNet should be accurate enough to avoid the merging of
neighboring cars into a single blob. If this hypothesis is verified, finding vehicle instances in the
pixel-level mask is only a matter of extracting connected components. Then, it is possible to regress
the bounding box of the vehicle under the mask.
However, predictions from SegNet can be noisy, as CNN tends to have blurred transitions between
classes [34]. Therefore, to alleviate perturbations in the predictions coming out of the network, we first
operate morphological opening with a small radius to erode the vehicle mask. Second, we eliminate
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the objects smaller than a threshold to remove potential false positives due to segmentation artifacts
such as vents on roofs or clutter on the street that might have been misclassified as vehicles. Despite its
simplicity, this morphological opening, combined with the connected component extraction, is enough
to perform efficient vehicle detection.
3.3. CNN-Based Vehicle Classification
Assuming that we have identified a candidate vehicle, the most relevant object-level information
that we seek is its type, e.g., if the vehicle is a car, a truck, a van, etc. This is a standard image
classification problem that can be addressed by CNN. CNNs are artificial neural networks [35]
where convolutions stacked with non-linearities (such as tanh or the rectified linear unit max(0, x),
also called ReLU) act as learnable feature extractors. Pooling layers are intertwined with the
convolutions. Finally, the flattened activations are classified using traditional fully connected layers.
Following common practices [6,36], we will consider a pre-trained CNN on ImageNet [31], and we
will fine-tune it on our dataset of aerial images of vehicles. Considering that lots of CNN models of
increasing complexity have been proposed over the years, we will compare the most cited ones to better
understand how to choose a specific pre-trained network for small object ('30 × 30) classification in
remote sensing data. Especially, we choose to compare LeNet [35], AlexNet [37], and VGG-16 [30].
As our goal is to train our vehicle classifier on a larger dataset and then perform classification
on unseen data from a different dataset, we expect to be faced with an overfitting problem. Indeed,
we are trying to transfer knowledge from one dataset to another, which is linked to domain adaptation.
To increase the generalization power of a classifier, two techniques can be used: data normalization
and data augmentation. Data normalization tries to minimize the differences between the training and
testing datasets. Data augmentation generates new synthetic images from the original ones to improve
the classifier’s robustness.
As a data normalization strategy, we propose to normalize the direction of all vehicles both at
training and testing times. At training time, we use the bounding boxes from the annotations to extract
the vehicle main direction, and then apply a rotation around the center of the vehicle so that all vehicles
have the same principal direction, e.g., horizontal. At testing time, the same will be done but on the
inferred vehicle masks extracted from the segmentation results.
As a data augmentation strategy, we propose to perform geometrical operations in order to
increase the network’s resilience to such perturbations. Therefore, for each image, we also include
variants with translations (±10 px), zooms (up-to 1.25x), rotations (90◦, 180◦ and 270◦) and axial
symmetries, as illustrated by Figure 3. Only the 180◦ rotation is used in combination of the data
normalization strategy to enforce consistency in the vehicle directions.
(a) (b) (c) (d) (e) (f) (g)
Figure 3. Data augmentation on a vehicle from the VEDAI dataset. (a) original; (b) 90◦ rotation;




The VEDAI dataset [13] is comprised of 1268 RGB tiles (1024 × 1024 px) and the associated
infrared (IR) image at 12.5 cm spatial resolution. For each tile, annotations are provided with the
vehicle class, the coordinates of center and the four corners of the bounding polygons for all the
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vehicles in the image. VEDAI is used to train a CNN for vehicle classification. This CNN will then be
used to classify the vehicles segmented on the other dataset. Results on this dataset are cross-validated
using 2/3 of the images for training and 1/3 for testing.
4.1.2. ISPRS Potsdam
The ISPRS Potsdam Semantic Labeling dataset [9] is comprised of 38 ortho-rectified aerial
IRRGB images (6000× 6000 px) at 5 cm spatial resolution, taken over the city of Potsdam (Germany).
A comprehensive pixel-level ground truth is provided for 24 tiles, which are the tiles we work on
(cf. Figure 4a). We train a SegNet on this dataset and then classify the detected vehicles using the CNN
trained on VEDAI. Results on this dataset are cross-validated on a three-fold train/test split (18 tiles
for training, six tiles for testing). Resolution is downsampled to 12.5 cm/pixel to match VEDAI.
On this dataset, we manually build an enhanced ground truth by further dividing the “car”
class into several subcategories from the VEDAI dataset: “cars”, “vans”, “trucks” and “pick ups”.
We discard other vehicles that are present in the optical data, such as construction vehicles, but were
labeled as “clutter” in the original ground truth. As illustrated in Table 1, this dataset is dominated by
the “car” class (94%).
(a) (b)
Figure 4. Excerpts from the datasets used for vehicle analysis. (a) ISPRS Potsdam dataset (RGB);
(b) NZAM/ONERA Christchurch dataset (RGB).
Table 1. Vehicle counts by class in the presented datasets.
Dataset/Class Car Truck Van Pickup Boat Camping Car Other Plane Tractor
VEDAI 1340 300 100 950 170 390 200 47 190
NZAM/ONERA Christchurch 2267 73 120 90 - - - - -
ISPRS Potsdam 1990 33 181 40 - - - - -
4.1.3. NZAM/ONERA Christchurch
The Christchurch dataset consists of 10 cm/pixel ortho-rectified aerial red-green-blue (RGB)
images captured after the earthquake that struck the town of Christchurch (New Zealand) on
22 February 2011. Four images (≈5000 × 4000 px per image) were annotated by ONERA/DTIS [22]
with the following classes: “buildings” (797 objects), “cars” (2357 objects), and “vegetation”
(938 objects). All objects are given a polygonal bounding box, which makes these annotations coarser
than the dense pixel-level ground truths from the ISPRS Potsdam (cf. Figure 4b).
As for the ISPRS Potsdam dataset, we build an enhanced ground truth by manually annotating
trucks, vans and pick-ups. As illustrated in Table 1, this dataset is dominated by the “car” class (94%).
We train a SegNet on this dataset and then classify the detected vehicles using the CNN trained on
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VEDAI. Results are cross-validated on a three-fold train/test split (three tiles for training, one tile for
testing). As previously, resolution is downsampled to 12.5 cm/pixel.
4.2. Semantic Segmentation
4.2.1. ISPRS Potsdam
We report in Table 2 the F1 scores and the overall accuracy on our validation set of the ISPRS
Potsdam dataset. Theses metrics are computed on an alternative ground truth obtained by eroding the
class borders by a disk of radius 3 px, as per the dataset instructions. SegNet trained on the downscaled
tiles at 12.5 cm/pixel is able to perform very precise semantic segmentation on all the classes, with an
overall accuracy of more than 90% using the RGB images on our validation set. As a comparison,
current state-of-the-art on the held-out test set is at 90.3% using both IRRG and the Digital Surface
Model (DSM) [17]. Our results are competitive with the 89.7% overall accuracy obtained by [17] using
the 5 cm/pixel IRRG information only, including a Conditional Random Field (CRF) regularization
(which we do not use). We also report the results obtained by one of our SegNet trained on the IRRG
5 cm/px tiles on a held-out test set, which achieves a 90.0% overall accuracy, which is even better than
previous FCN or the ResNet on optical data only (“DST_2” and “CASIA” lines from the leaderboard
http://www2.isprs.org/potsdam-2d-semantic-labeling.html). In our case, even using the downscaled
12.5 cm/pixel images, vehicles are especially well segmented with a pixel-wise accuracy of 82.3% and
an F1 score on the eroded ground truth at 95.7%, which is promising for the connected component
extraction part. The intersection over union score on the dataset for vehicles reaches 82.4%. Processing
one tile on the ISPRS Potsdam dataset takes around 60 s using an NVIDIA Tesla K20c. Qualitative
results are displayed in the Figure 5.
(a) (b) (c)
Figure 5. Segmentation results (top row: NZAM/ONERA Christchurch, bottom row: ISPRS Potsdam).
(a) RGB image, (b) Ground truth, (c) SegNet prediction. Legend: white: impervious surfaces; blue:
buildings; cyan: low vegetation; green: trees; yellow: vehicles; red: clutter; black: undefined.
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Table 2. Semantic segmentation results on the Potsdam dataset (F1 scores and overall accuracy (OA)).
Dataset Method Imp. Surfaces Building Low veg. Tree Cars OA
Validation 12.5cm/px SegNet RGB 92.4% ± 0.6 95.8% ± 1.9 85.8% ± 1.3 83.0% ± 2.1 95.7% ± 0.3 90.6% ± 0.6
Test
5cm/px
SegNet IRRG 92.4% 95.8% 86.7% 87.4% 95.1% 90.0%
FCN + CRF [17] 91.8% 95.9% 86.3% 87.7% 89.2% 89.7%
ResNet-101 [CASIA] 92.8% 96.9% 86.0% 88.2% 94.2% 89.6%
4.2.2. NZAM/ONERA Christchurch
As the NZAM/ONERA Christchurch dataset only has (possibly overlapping) bounding boxes
annotations for vegetation (mostly trees), buildings and vehicles, we have to refine this ground truth
into a dense pixel-wise annotation. To do so, we define four classes: “background”, “building”,
“vegetation” and “vehicle”. We build the ground truth by first labeling the pixels from the “building”
bounding boxes, then “vehicles” and finally “vegetation”. We chose this order as some vehicles are on
rooftops and trees can occlude some vehicles. To take into account the uncertainties of the bounding
boxes, we set the borders as undefined, e.g., we erode the bounding boxes by 5 px (15 px for the
buildings) and we do not learn on those pixels.
As illustrated in Table 3, SegNet trained on NZAM/ONERA Christchurch reaches 61.9%
pixel-wise accuracy on the vehicles, which is competitive compared to the ISPRS Potsdam results,
considering that the annotations are significantly coarser than the pixel-level ground truth from this
dataset. This is especially interesting, as it shows that semantic segmentation is affordable with
coarse annotations, even bounding boxes originally designed for detection. Processing one tile on the
Christchurch dataset takes around 120 seconds using an NVIDIA Tesla K20c. Qualitative results are
displayed in the Figure 5.
Table 3. Semantic segmentation results on the Christchurch dataset (pixel-wise accuracies).
Source Background Building Vegetation Vehicle OA
RGB 75.6% ± 8.9 91.7% ± 1.3 55.2% ± 11.6 61.9% ± 2.4 84.4% ± 2.6
4.3. Detection Results
For both datasets, we apply a morphological opening with a radius of 3 px (' 35 cm uncertainty
in the predicted shapes for the vehicles) to isolate potentially merged cars and we remove isolated
components with a surface smaller than 100 px. Then, we perform a connected component extraction
and we regress the bounding boxes around each component. For the ISPRS Potsdam dataset, as the
ground truth annotations were originally dense pixel labels, we regressed a bounding box for each
component, where we manually corrected occasional errors.
Following common practices in object detection [2], we define a true positive as a predicted
bounding box for which the intersection over union (IoU) with a bounding box from the ground truth
is over 0.5. If there are several predictions for the same vehicle, we keep the one with the highest IoU
and consider the other predictions as false positives. For the NZAM/ONERA Christchurch, we tested
our method on the same tile as the work from [24], which used a Discriminatively trained Model
Mixture (DtMM) comprised of five models, each taking care of one principal orientation in order to be
rotationally invariant.
To evaluate the effect of the morphological processing on the instance segmentation problem,
we report in Table 4 the mean instance-wise intersection over union (mIoU) and final detection
precision/recall for different preprocessing strategies. This shows that, although the direct component
extraction achieves a respectable detection accuracy and a 70% instance-level IoU, using a simple
morphological opening significantly helps to isolate cars and improves both the detection and the
instance-level segmentation by removing many false positives and strongly increasing the precision.
This is especially true for the NZAM/ONERA dataset where the coarse annotations result in coarser
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semantic maps. Moreover, removing small objects further increases the detection accuracy by
eliminating classification artifacts, e.g., very small objects wrongly assigned to the “car” class during
inference. The full pipeline achieves an instance-level IoU of more than 74% on the ISPRS Potsdam
dataset and more than 70% on the NZAM/ONERA dataset.
Finally, we report the various vehicle detection results in Table 5. On NZAM/ONERA
Christchurch, our segment-before-detect pipeline performs significantly better than both DtMM and
HOG + SVM-based methods. Although no results for vehicle detection on the ISPRS Potsdam exist to
the best of our knowledge, we report both precision and recall on this dataset as our method seems to
perform very well on these images. Some qualitative visualizations are shown in Figure 6.
(a) (b) (c)
Figure 6. Detection samples on ISPRS Potsdam and NZAM/ONERA Christchurch (true positives are
in green, false positives in red and real bounding boxes in blue). (a) vehicle detection on Christchurch;
(b) vehicle detection on Christchurch; (c) vehicle detection on Potsdam.
Table 4. Instance segmentation and vehicle detection results for different morphological preprocessing
(mean intersection over union (mIoU), precision and recall).
Dataset Preprocessing mIoU Precision Recall
NZAM/ONERA Christchurch
∅ 60.0% 0.597 0.797
Opening 69.8% 0.817 0.791
Opening + remove small objects 70.7% 0.833 0.791
ISPRS Potsdam
∅ 70.1% 0.748 0.842
Opening 73.3% 0.866 0.842
Opening + remove small objects 74.2% 0.907 0.841
Table 5. Vehicle detection results on the ISPRS Potsdam and NZAM/ONERA datasets.
Dataset Method Precision Recall
NZAM/ONERA Christchurch
HOG + SVM [20] 0.402 0.398
DtMM (5 models) [24] 0.743 0.737
Ours 0.833 0.791
ISPRS Potsdam Ours 0.907 0.841
Christchurch is a more challenging city for two reasons. First, the vehicle density is higher than
for Potsdam, with lots of cars packed in small areas. Second, the coarse annotations amplify the FCN
inclination to predict blurred transitions between classes, which results in coarser vehicle masks than
for the ISPRS dataset as shown in Figure 5 (the object-level average IoU on Christchurch reaches 66.6%,
compared to more than 80% for Potsdam). This combination makes it harder to extract individual
vehicles, although our simple morphological opening approach still works well. Thus, even though
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SegNet performs well on the Christchurch dataset for vehicle segmentation, the classifier has to deal
with ill-conditioned bounding boxes, occasionally covering more than one vehicle. We stress out that
our deep network was trained using the exact same data that were previously used for object detection,
i.e., the bounding boxes. We only refined the ground truth by eroding the borders and removing these
uncertain pixels from the training set. Therefore, it is quite interesting to see that using segmentation
as a proxy for vehicle detection can be a reasonable approach with better performances than previous
complex methods of the state-of-the-art. The connected component extraction bottleneck could later be
improved by investigating a more robust bounding box extraction, either by using finer morphological
approaches such as watershed segmentation of the distance map [38], or by integrating the instance
prediction in the network [39].
4.4. Learning a Vehicle Classifier
For vehicle classification, we compare three CNN architectures of increasing complexity:
LeNet [35], AlexNet [37] and VGG-16 [30]. LeNet-5 is a small CNN that will be trained from scratch
on our vehicle dataset, with input patches at resolution 32× 32. AlexNet and VGG-16 are bigger CNN
and winner of the ImageNet competition in 2012 and 2014. Preliminary experiments show that the
CNN overall accuracy is improved by 10% when using pre-trained weights on the ImageNet dataset,
which is consistent with results from [6,11]. Therefore, those CNN will be simply fine-tuned with input
patches at resolution 224× 224 and 227× 227, respectively. Note that the dimensions of the input
patches are chosen so that we are able to keep the pre-trained weights of the fully connected layers.
However, our true patches will be extracted using the inferred vehicle bounding boxes and therefore
will be smaller, as most vehicles are around 25× 25. Practically, we use patches centered on the vehicle
bounding boxes including an additional spatial context of 16 pixels in all directions as this receptive
field gave the best results in preliminary experiments. A smaller receptive field decreases accuracy as
less contextual cues as provided, while a bigger receptive field can include several vehicles in the same
patch. The patches are then upsampled by bilinear interpolation along the largest dimension to match
the expected resolution of our CNN, while the smallest dimension is padded with white noise.
All models are trained (or fine-tuned) for 20 epochs, i.e., 20 full passes on the training data from
our vehicle dataset using Stochastic Gradient Descent (SGD) and backpropagation using a batch size of
128 for AlexNet and LeNet, 32 for VGG-16 due to memory limitations. We train using the step policy
and therefore divide the learning rate by 10 at 75% of the training. When fine-tuning, we retrain the
whole network, except for the last layer, which is learnt from scratch and that has a 10 times higher
learning rate. We also use dropout [40] in the last fully connected layers to ensure better generalization.
Unsurprisingly, the better the CNN performed on ImageNet, the better it performs on VEDAI,
as illustrated in Table 6. However, the most complex network (VGG-16) increases the accuracy only
slightly, while strongly slowing down the computations. Bear in mind that our pipeline does not
depend on any particular CNN architecture and could be adapted to any other deep network, including
the powerful but more memory expensive ResNet [41].
Table 7 details vehicle classification results on VEDAI according to different data preprocessing
strategies. Data augmentation by geometrical transformations (denoted “DA”) improves the overall
accuracy and increases the overall stability of the predictions, although with a high sensitivity
on the “Plane” class. Re-normalization (denoted “R”) also tends to improve the classification
results, including the average accuracy, which makes it more robust than data augmentation alone.
The combination of the two offers the best results. Therefore, our final results on the ISPRS Potsdam and
NZAM/ONERA Christchurch datasets will be obtained using AlexNet and both data augmentation
and renormalization strategies.
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Table 6. Classification results of various CNN on VEDAI (in %).
Model Car Truck Ship Tractor Camping Car Van Pickup Plane Vehicle OA Time (ms)
LeNet 74.3 54.4 31.0 61.1 85.9 38.3 67.7 13.0 47.5 66.3 ± 1.7 2.1
AlexNet 91.0 84.8 81.4 83.3 98.0 71.1 85.2 91.4 77.8 87.5 ± 1.5 5.7
VGG-16 90.2 86.9 86.9 86.5 99.6 71.1 91.4 100.0 77.2 89.7 ± 1.5 31.7
Table 7. Classification results on VEDAI using AlexNet with several preprocessing (in %).
Model Car Truck Ship Tractor Camping Car Van Pickup Plane Vehicle OA AA
Baseline 90.4 66.7 80.4 89.5 96.6 63.3 78.7 92.6 75.0 83.9 ± 2.7 81.5 ± 1.9
DA 88.2 82.2 78.4 82.5 97.4 63.3 85.1 66.7 73.3 85.6 ± 1.4 77.3 ± 8.7
R 87.9 71.1 86.3 84.2 97.4 73.3 87.2 100.0 75.0 86.1 ± 0.9 84.7 ± 1.7
DA + R 91.4 85.6 88.2 87.6 97.4 70.0 87.2 100.0 81.7 89.0 ± 0.5 87.7 ± 1.5
DA = data augmentation, R = renormalization.
4.5. Transfer Learning for Vehicle Classification
Now that we are able to detect vehicles, we can move onto individual vehicle classification.
In Table 8, we report the classification results of our CNN trained on VEDAI and applied on the
detected vehicles inferred by SegNet on the ISPRS Potsdam and NZAM/ONERA Christchurch datasets.
Results are aggregated on the same three-fold split used to cross-validate the semantic segmentation
from Section 4.2. Furthermore, as the initial datasets are heavily dominated by cars compared to
the other classes (more than 90%), we also report the metrics for a constant output dummy classifier
that would only predict the “car” class. This constant classifier would be correct 94% of the time,
but would never predict anything else than cars. This constant classifier already achieves an excellent
accuracy; however its average accuracy is of course very bad. This baseline is denoted “Cars only” in
the Table 8. The CNN based classifiers manage to extract some meaningful information about the types
of vehicles, significantly improving the AA and being competitive in OA. Especially, VGG-16 even
manages to be quite effective for the vehicle type classification on the NZAM/ONERA Christchurch
dataset. Figure 7 shows some examples of correct segmentation but subsequent misclassification,
while Figure 8 illustrates some vehicle instances where our deep network-based segmentation and
classification pipeline was successful.
(a) (b) (c) (d)
Figure 7. Successful segmentation but misclassified vehicles in the Potsdam dataset. (a) van predicted
as truck; (b) van predicted as truck; (c) car (SUV) predicted as van; (d) pick up predicted as van.
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(a) (b) (c) (d)
Figure 8. Successful segmentation and classification of vehicles in the Potsdam dataset. (a) pick up;
(b) van; (c) truck; (d) car.
Table 8. Classification results on the enhanced vehicle ground truths.
Dataset Classifier Car Van Truck Pick up OA AA
Potsdam
Cars only 100% 0% 0% 0% 94% 25%
AlexNet 98% 66% 67% 0% 95% 58%
VGG-16 92% 66% 75% 33% 89% 67%
Christchurch
Cars only 100% 0% 0% 0% 94% 25%
AlexNet 94% 40% 67% 89% 93% 73%
VGG-16 97% 80% 67% 78% 96% 80%
The fact that the average accuracy of the models on Potsdam are lower than results reported
on VEDAI might be a consequence of the high statistical sensitivity of the results with respect to
the unbalance of the classes. Indeed, each split for the cross-validation only contains '15 examples
of trucks and pickups. However, the model was trained on the more balanced VEDAI dataset and
directly applied on Potsdam. Therefore, the test bias on the prior for cars cannot be stronger than the
bias learnt on VEDAI during training. On the contrary, we assume that our networks suffered from
overfitting on the vehicle appearance from VEDAI as the datasets use images taken from two similar
but subtly different environments using different sensors. Indeed, Potsdam is an urban European city,
whereas VEDAI images have been shot over Utah, in a more rural American environment.
To alleviate the difference in sensor calibration, we projected the color scheme from the test image
to match the statistics from VEDAI, using the following formula:
Xtrans f ormed =
X−mtest set
σtest set
× σtrain set + mtrain set, (1)
where m denotes the mean of pixel values in the dataset, σ the standard deviation pixel-wise and X
the image to be processed. This operation is applied for each channel. However, this is not enough as
this only takes care of colorimetry.
Brands and vehicle appearances still matter a lot, as illustrated by the better results in Christchurch,
which is a town in New Zealand with cars and pick-ups with an American look. Vehicle brands
and different land covers around the cars might influence the classifiers by introducing unforeseen
perturbations. This is particularly true for rarer vehicles such as pick-ups and trucks, which
significantly differ in the US and Europe.
More comprehensive regularization during fine-tuning and/or training on a more diverse
dataset would help alleviate this phenomenon. More generally, the transfer learning issue relates to
unsupervised domain adaptation [42], which is still under heavy investigation for remote sensing data,
with techniques such as [43]. On a dataset with a larger variety of vehicles than the ISPRS Potsdam
and NZAM/ONERA Christchurch, it should be feasible to fine-tune the VEDAI trained CNN to work
around this adaptation problem.
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4.6. Traffic Density Estimation
Now that we have extracted individual vehicles from the image, the most basic task that we can
perform is estimating the number of objects in a designated area. For fair comparison, we subdivide
the testing sets for the two datasets into 1000× 1000 grids (i.e., 125× 125 m2 area) and we compute the
relative errors in the vehicle count by comparing the number of vehicles extracted from SegNet’s mask
against the ground truth, i.e.:
| # predicted vehicles− # actual vehicles |
# actual vehicles
. (2)
Averaged results (rounded to the nearest integer) for each dataset are detailed in Table 9. On both
ISPRS Potsdam and NZAM/ONERA Christchurch datasets, the vehicle count is less than 10%
(predictions are right ±5 vehicles). Christchurch estimations have a higher error, although they
might still be accurate enough for a first approximation.
Table 9. Average error when estimating the number of vehicles in 125×125 m2 area.
Dataset ISPRS Potsdam NZAM/ONERA Christchurch
Absolute error (average error/ground truth total) 3/52 6/66
Relative error 7.9% 9.1%
As we also have the spatial location of all the predicted vehicles, we can go further than simple
vehicle counting and spatialize this information by computing vehicle density maps across each tile,
as illustrated in Figures 9 and 10. This vehicle heat map could then be used with other geo-information
systems (GIS), such as OpenStreetMap to automatically find potential parking lots [25], busy roads, etc.
(a) (b)
(c) (d)
Figure 9. Visualizing vehicles in the ISPRS Potsdam dataset (best viewed in color). (a) RGB data
(Potsdam); (b) vehicle density map (Potsdam); (c) vehicle ground truth (Potsdam); (d) predicted
vehicles (Potsdam).
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(a) (b)
(c) (d)
Figure 10. Visualizing vehicles in the NZAM/ONERA Christchurch dataset (best viewed in color).
(a) RGB data (Christchurch); (b) vehicle density map (Christchurch); (c) vehicle ground truth
(Christchurch); (d) predicted vehicles (Christchurch).
5. Conclusions
In this work, we presented a three-step framework segment-before-detect to segment, detect and
classify vehicles from aerial RGB images using deep learning. More precisely, we showed that deep
networks designed for semantic segmentation such as SegNet are useful for scene understanding of
remote sensing data and can be used to segment even small objects, such as cars and trucks. Moreover,
we showed that vehicle detection came without effort from this high resolution segmentation using
simple connected component extraction, with results superior to previously used expert methods.
We illustrated this fine segmentation on two challenging remote sensing datasets on the cities of
Potsdam and Christchurch in various environments. Using a simple morphological approach for
connected components extraction, we showed that these high resolution semantic maps were sufficient
to extract object-level boundaries that outperform traditional vehicle detection methods. Future work
on this step could involve integrating contour prediction in the segmentation network [34] or moving
to direct instance prediction using recurrent attention [39,44].
In addition, we presented a simple deep learning based method to further improve this analysis
by classifying the different types of vehicles present in the scene. We trained several deep CNN on the
VEDAI dataset and transferred their knowledge to the Potsdam and Christchurch datasets. Although
with some difficulties due to challenging unsupervised domain adaptation tasks, our models managed
to classify vehicles with an average accuracy of more than 67% on the ISPRS Potsdam dataset and
80% on the NZAM/ONERA Christchurch dataset. This could be even further improved thanks to
better regularization methods, such as unsupervised representation learning [45] on larger datasets or
domain adaptation techniques such as optimal transport [43].
Finally, this work meant to provide useful pointers for applying deep learning to scene
understanding in Earth Observation with an object-oriented approach. We showed that deep fully
convolutional networks achieve excellent results for semantic mapping and that these models can also
be used to extract useful information at an object level, with a direct application on vehicle detection
and classification in very high resolution images. We showed that it is possible to enumerate and
extract individual object instances from the semantic map in order to analyze the vehicle distribution
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in the images, leading to the localization of points of interest such as high traffic roads and parking
lots. This has many applications in traffic monitoring and urban planning, such as analyzing parking
lots occupancy, finding polluting vehicles in unauthorized zones (combined with a classifier), etc.
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IRRGB Infrared-Red-Green-Blue
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