Abstract: This article compares the optimization algorithms included with ANSYS Software for optimizing the dimensions of a large steel framework to minimize weight while maintaining stiffness. A finite element model of the structure was prepared, and the section parameters were optimized using the Sub-problem and First-order algorithms. These reduce the weight of the structure by 33.8%. The Sub-problem algorithm and the First-order algorithm are explained from the rationale, iteration method and convergence criterion. According to the optimized result, these two algorithms were compared. The results show that the Sub-problem algorithm is faster and can control the overall design space, and the First-order algorithm is more precise.
D r a f t D r a f t (Zarko et al.2018; Zhang et al.2018; Burman et al.2018) , and is realized through the numerical calculation. Among them, the optimization algorithm is the key to realize the structural optimization.
As a kind of optimization search method, it has been a hot research topic in the field since it appeared and it involves many fields of application problems (Lee et al.2018; Mehdi et al.2018; Esmaelian et al.2018; Ghodoosi et al.2018) .). Unconstrained algorithm and constrained algorithms can be used for structural optimization (Lakshmanan et al.2017; Segura et al.2016; Rao et al.2012 ).
The former includes one-dimensional search, Powell's method, Newton's method, and the variable-scale method. The latter includes random walks, the complex method, and penalty functions (Dong et al.2010) . Several optimization modules are included with the general-purpose finite element analysis software ANSYS. The Sub-problem and First-order optimization algorithms and several search tools, such as the random search method, the step-search method, the multiplier method and the optimal-gradient method (Bennegadi et al.2013; Demir et al.2014; Wang et al.2007 ).
These tools can effectively solve most engineering analysis and optimization problems. For special problems, ANSYS also allows the user to use external optimization software (Cao et al.2014 ). D r a f t 3 are H beams with middle flange, GL HM400×250×12×14 (Fig.2-b) . The diagonal bar acting as a cross support between the beams and columns is welded into a rigid tie rod with 14# equilateral angle steel XG 2-∠140×140×12 ( Fig. 2-c) . The supporting ends are welded to steel plates (Fig. 1 ).
The steel framework structure is high-order, statically indeterminate, and rigid. Its total length is 10.860 m, the total width is 7.04 m and the total height is 7.52 m. This structure is typically used for supporting the upper parts of mechanical components or holding up the weight of internally hanging mechanical components. The large size of this structure means that its load is complex. The design has the advantages of uniform distribution of forces, good integrity, high stiffness, good stability, and strong seismic performance. When subjected to external forces, so long as some of the components are mostly intact, the structure remains stable and ensures the safety of its structural load.
Parameter optimization
Finite element analysis was used to minimize the weight of the structure under the constraint of a minimum strength. According to the analysis results, the component section parameters are optimized to yield most reasonable section sizes. To minimize material costs, the weight of the steel frame is reduced as much as possible.
(1) Design variables Structural optimization is achieved by changing the values of the design variables, which are the independent variables in our calculations. As shown in Fig. 2 , the steel frame has 10 independent parameters, which are labeled I, II… and X. Due to the combination of the support frame and other structures, I and VI are not optimized and are excluded as design variables. In addition to I and VI, the other eight dimensions are treated as the design variables in the optimization calculations, and form the design variable vectors X = [II, III, IV, V, VII, VIII, IX, X] 
The state variables are assessed as design constraints, acting as the dependent variables in the optimization calculations. According to the results of finite element analysis and the fourth strength theory, the von Mises stress of the support frame is selected as the state variable vector Y. The design constraint for optimization is therefore that the deformation of the structure remains within some limit.
(3) Objective function
The overall weight of the steel frame is taken as the objective function f(X).
(4) Mathematical model
The optimization problem can be expressed as a general mathematical programming problem once the design variables, state variables, and objective function are determined.
The state variable vector is Y, the design variable vector is X= [II, III, IV, V, VII, VIII, IX, X] T .
The objective function f(X) is minimized.
(5) Optimization results
The optimization analysis model was coded in ANSYS Parametric Design Language (APDL), and then the Sub-problem and First-order algorithms were used to optimize the parameters. The details of the optimization procedure and the APDL optimization procedure are omitted here for the sake of brevity. Table 1 lists detailed results for the design variables as given by the two algorithms. Fig. 3 plots the value of the objective function over many iterations to illustrate the descent of the two algorithms. Fig. 3 shows that the objective function decreases steadily toward the lightest structure. Table 1 results from the two algorithms. Based on the relevant standards and after rounding, the steel column is optimized for a steel box column GJZ-400×400 ×9×9. The H steel beam flange D r a f t 5 with HM was optimized for narrow-flange HN steel, identified as GL HN400×185×9×9, and the cross-support rods were optimized for the 10# rigid tied equilateral steel angle XG 2-∠100×100×10 (Chinese National Standard-GB/T 9787-1988). Table 1 shows that the design variables are decline steadily over the iterations. The total weight of the model is 15374.4 kg before optimization. The weight is reduced by 5191 kg after optimization, a reduction of 33.8%.
Structural deformation control
In the optimization process, only one parameter is set as the state variable, the von Mises stress, which obviously does not conform to engineering practice. The control index for structural optimization should also take account of structural deformation. This study focused on only one state variable so that the optimization calculations would converge more easily. Our focus on a single state variable also highlights the differences in how the two algorithms approach the optimum parameter set.
To address the problem of deformation control, the parameter sets were validated after optimization. The stiffness of the steel structure was analyzed, and the whole structure and local deformations are checked against a threshold. The BEAM188 element, included in ANSYS, was used for simulating the rod and beam components of the main structure. It was used for analyzing the structure's standing-lateral or transverse load. The ratio of length to cross-sectional area was largest in this direction. Table 2 .
The uniformity of the coloration in Fig. 4 and the data in Table 2 , show that the structural deformation is uniform, the deformation is small, and the structure is stable after optimization.
Under the condition of elastic deformation, the optimized structure meets the field specifications for stiffness.
Optimization algorithm analysis
Aside from optimization methods, the traditional search methods include the analytic method, the enumeration method, and the random method. The enumeration method is the simplest. In principle, it can be used only if a limited number of search points are relevant. Random sampling methods can also give good results. Analytic methods have been thoroughly studied and applied.
They can be grouped into direct and indirect methods.
The Sub-problem algorithm and the First-order algorithm of ANSYS both use analytic methods. The Sub-problem algorithm is a direct method and uses the gradient information of the optimization problem to approach local extrema from the steepest direction. The First-order algorithm is an indirect method, and is an extension of the classical differential method. This algorithm seeks to reduce the gradient of the objective function to zero. This task reduces to solving a set of nonlinear algebraic equations using iterative approximations. In essence, the first-order optimization algorithm is an extension of the concept of differentiation in calculus.
Constraint transformation
Optimization problems in engineering are usually constrained, with a state variable and design variables. The two optimization algorithm convert the constraint into an unconstrained optimization problem by adding a penalty function to the objective function. Such a translation is stated formally in (1):
is the contrast. is the penalty function. f(X) is the
and are functions of both and ,
and are the penalty factors that are adjusted with the number of iterations.
and are the penalty terms. As the number of iterations K
increases, the influence of the penalty lessens. Formula (1) contains both the original objective function and the constraints.
Sub-problem algorithm
This method is referred to as "zero order" because it considers only the dependent variables (state variables and objective functions), without using their partial derivatives.
(1) Approximation
The program uses several design variables to calculate the objective function, and then obtains the least-square fit to the data points to establish a relationship between the objective function and the design variables. The resulting curve (or plane) is an approximation. The algorithm generates a new approximation in each iteration, and the objective function is updated accordingly.
State variables are also approximated and updated after each cycle.
The algorithm then adapts all existing design sets to form an approximate H 3 . In practice, the user controls the approximate curve of optimization. Linear (H 1 ) fitting, two-square (H 2 ) fitting or two item + cross term (H 3 ) fitting can be specified. Under some circumstances, the two square (H2) is used to fit the state variables and the two item + cross term (H 3 ) fits the objective function. (2) Convergence criteria
At the end of each cycle, the Sub-problem algorithm must be checked. If the current design, front design or optimal design are reasonable and meet the following conditions, the problem is convergent:
(a) The current change to the design value is less than the objective function tolerance;
(b) The difference between the last two values is less than that of the objective function;
(c) The current design to the best reasonable design of all design variables are less than the value of their respective tolerance;
(d) The last two designs all design variables are less than their respective tolerance.
Convergence of the Sub-problem algorithm does not mean that an actual minimum has been obtained, but only that one of the above criteria has been satisfied. Therefore, the user must determine whether the current optimization results are acceptable.
In two cases the solution process terminates before vanishing: the specified number of cycles is reached, or the specified number of consecutive unreasonable designs are produced.
These above problems can be avoided by changing the threshold or how the state variables are D r a f t 9 approximated.
First-order algorithm
The First-order algorithm uses the partial derivatives of the dependent variables in the design variable to determine the search direction and obtain the optimal result. This algorithm is more accurate than the Sub-problem algorithm.
(1) Iterative method
Unlike the Sub-problem algorithm, the First-order algorithm minimizes exact finite element results, rather than operating on approximate values.
During each iteration, the gradient is calculated with the maximum gradient method or the conjugate direction method to determine the search direction, and the line search method is then used to minimize the unconstrained problem.
The user can specify the range of design variables for the specified gradient calculation and the range of the line search step length.
(2) Convergence criteria
The First-order algorithm ends after convergence or when interrupted. If the current design sequence satisfies any of the following conditions, the problem converges:
(a) The variation of the objective function value from the best reasonable design to the current design is less than that of the objective function.
(b) The variation of the objective function value between the current design and the previous design is less than the tolerance.
The First-order algorithm requires the last iteration to use a maximum gradient search, otherwise additional iterations will be carried out.
If the solution is not convergent after a maximum number of iterations, the solving process is D r a f t 10 interrupted.
Comparison
Principled analysis and optimization tests allow us to compare the two built-in optimization algorithms.
(1) Optimization method Fig. 3 shows that the results of the Sub-problem algorithm curve fluctuate and the overall trend is downward. On the other hand, the First-order algorithm objective function curve drops consistently. The optimization processor of the Sub-problem algorithm initializes its approximation of the state variables and objective function with a random search. In the process of optimization, some unreasonable designs will emerge.
The First-order algorithm uses the partial derivative of the dependent variable against the design variable. In each iteration, the gradient is calculated to determine the direction of search and the line search method is then used to minimize the unconstrained problem. It minimizes the real finite element results, rather than operating the numerical approximation. If the problem is well posed, the design sequences in all iterations will be reasonable, and usually converge or end in the last or the penultimate steps.
The Sub-problem algorithm used 15 iterations in the optimization of supporting frames.
Among them, 4 iterations were irrational. Meanwhile, the First-order algorithm used 9 iterations and all were reasonable.
(2) Solving precision
The Sub-problem algorithm works with approximations, so is obviously less precise than the first-order algorithm. Each iteration in the first-order algorithm has a series of sub-iterations, for the gradient calculation and then linear search. Each optimization iteration therefore has multiple D r a f t 11 analysis loops.
From Table 1 , excepting the design variable V, the optimization results of the other design variables are more accurate than the First-order algorithm, and the accuracy is up to seven decimal places. In addition to the design variables V, the optimization results of other design variables are more accurate with the First-order algorithm, and the accuracy reaches seven decimal points. The final results from the two algorithms are quite close.
(3) Cycle time
High precision is bound to consume more computing time.
The calculations in this study were performed on a graphics workstation. The support model contains 6545 nodes. The Sub-problem algorithm uses 15 iterations and the calculation takes 5 minutes and 18 seconds, while The First-order algorithm uses 9 iterations and the calculation takes 1 hours 21 minutes 45 seconds. The latter takes more than 15 times longer than the former. It is conceivable that if a large model is calculated, the first-order optimization would take days.
(4) Discussion
The two algorithms have their own advantages and disadvantages and the choice of algorithm depends on the situation.
If the accuracy of the engineering problem is very important, the Sub-problem algorithm is not suitable. The First-order algorithm should be used if sufficient computational power is available.
The Sub-problem algorithm should only be used when speed or computational efficiency are important. According to the optimization results for the steel frame tested above, the First-order algorithm is only about 0.2 percent more accurate than the Sub-problem algorithm.
The Sub-problem algorithm is better than the First-order algorithm for searching the entire parameter space. If the First-order algorithm starts from a sequence of design specifications and the D r a f t starting point is near a local minimum, the algorithm settle quickly on the local minimum. When no reasonable design parameters are available, the first-order algorithm may converge on an irrational design sequence. In this case, the Sub-problem algorithm must be used, or reinitialize the search with randomization to start closer to a reasonable design sequence.
In practice, these two methods can only find a local optimal solution of the problem, not a global solution. Both the gradual approximation in the Sub-problem algorithm and the iteration of nonlinear equations in the First-order algorithm depend to the initial value. The algorithms also require the objective function to be continuous and smooth (i.e., differentiable). To avoid these problems, when using ANSYS for optimization, users can also use more appropriate algorithms, such as the sequential two-times and adaptive genetic algorithms (Yu et al.2014; Wang et al.2015) .
Conclusion
Based on the performance of the two optimization algorithms, we conclude that the Sub-problem algorithm and the first-order algorithm have different iterative processes, and have different advantages and disadvantages for solving precision and computation speed. The algorithm should be selected according to the specific problem and environment. If the precision of the engineering problem is more important, the first-order algorithm is more appropriate. If the computation time is more important, the sub-problem algorithm is more appropriate. 
