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A NEW CONSTRUCTION OF FACTORS OF TYPE III1
CYRIL HOUDAYER
Abstract. We give in this paper a new construction of factors of type III1. Under certain
assumptions, we can, thanks to a result by Popa, give a complete classification for this
family of factors. Although these factors are never full, we can nevertheless, in many cases,
compute Connes’ τ invariant. We obtain a new example of an uncountable family of pairwise
non-isomorphic factors of type III1 with the same τ invariant.
Introduction
Let N be a type II∞ factor endowed with a trace-scaling one-parameter automorphism
group denoted by (αs)s∈R∗
+
. Let Γ be a countable, dense subgroup of R∗+. The crossed
product of N by Γ under the action α, denoted by N ⋊αΓ, is a factor of type III1; this factor
has almost-periodic states and its invariant Sd is included in Γ (see [2] for further details).
We want to generalize this construction to the case of a virtual subgroup of R: for (X,µ)
a measure space with µ a finite or infinite measure, and (γt)t∈R a measure-preserving, free,
ergodic action of R on (X,µ) by automorphisms, we shall give the right definition of the
crossed product of N by the virtual subgroup (L∞(X), γ).
We present the main result of this paper. First, we start with a factor P of type III1.
Its core P ⋊σω R is a factor of type II∞ and does not depend on the choice of the state
(or weight) ω. Consider also a free, ergodic, measure-preserving flow γ : R y (X,µ). The
object of study is essentially the von Neumann algebra (L∞(X) ⊗ P ) ⋊γ⊗σω R. This von
Neumann algebra turns out to be a factor of type III1 whose core is canonically isomorphic
to (L∞(X)⋊γ R)⊗ (P ⋊σω R) (see Theorem 1.8). Under this identification, the dual action
is given by θs = γ̂−s ⊗ θ
ω
s , with γ̂ the dual action of γ and θ
ω the dual action of σω. Notice
that since γ is free, ergodic and measure-preserving, and R is amenable, L∞(X)⋊γ R is the
hyperfinite type II∞ factor.
We shall prove a result of complete classification for this family of factors in the case the
core P ⋊σω R is a full factor. For this, we shall use a very nice result by Popa on unique
tensor product decomposition of McDuff II1 factors. The following theorem is at the heart
of this paper:
Theorem 0.1. [10] Let R1 and R2 be two copies of the hyperfinite type II1 factor; let N1 and
N2 be two full factors of type II1. Let us assume that the factor N has both of the following
decompositions: N = R1 ⊗N1 = R2 ⊗N2. Then there exist t > 0 and a unitary u ∈ N such
that R2 = u
∗(R1)
1/tu and N2 = u
∗(N1)
tu.
We can give an equivalent version of this theorem in the type II∞ case:
Theorem 0.2 (Mc Duff II∞ factors). Let R
∞
1 and R
∞
2 be two copies of the hyperfinite type
II∞ factor; let N
∞
1 and N
∞
2 be two full factors of type II∞. Let α : R
∞
1 ⊗N
∞
1 → R
∞
2 ⊗N
∞
2
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be an isomorphism. Then, there exist a unitary u ∈ R∞2 ⊗ N
∞
2 and two isomorphisms
β : R∞1 → R
∞
2 , γ : N
∞
1 → N
∞
2 such that for any x ∈ R
∞
1 ⊗N
∞
1 , u
∗α(x)u = (β ⊗ γ)(x).
We can now give our main result concerning the complete classification of the construction
in the case P ⋊σω R is a full factor.
Theorem 0.3. Let P be the factor of type III1 whose core is isomorphic to L(F∞)⊗ B(H)
and the dual action is given by the trace-scaling one-parameter automorphism group (αt)t∈R
from Ra˘dulescu [11]. Let (Xi, µi, γ
i) (i = 1, 2) be two measure spaces endowed with measure-
preserving, free, ergodic flows. Denote Mi = (L
∞(Xi) ⊗ P ) ⋊γi⊗σω R (i = 1, 2). Then M1
and M2 are isomorphic if and only if γ
1 and γ2 are conjugate.
Since the construction is canonical, it is obvious that if γ1 and γ2 are conjugate then M1
and M2 are isomorphic. Let us give a few ideas about the proof of the converse. Assume
thatM1 andM2 are isomorphic. Then, we know that the cores of M1 and M2 are isomorphic
and the dual actions are cocycle conjugate (see [18, 19] for further details). But for i =
1, 2, the core of Mi, denoted by Core(Mi), is isomorphic to the McDuff type II∞ factor
(L∞(Xi)⋊γi R)⊗ (P ⋊σω R). If we apply the result by Popa (Theorem 0.2), we get on the
“first leg”of the tensor product decomposition of Core(M1) and Core(M2) an isomorphism
pi : L∞(X1)⋊γ1 R→ L
∞(X2)⋊γ2 R and a family (vs)s∈R of unitaries in Core(M1) such that
for any z ∈ L∞(X1)⋊γ1 R
pi−1
(
γ̂2s(pi(z))
)
⊗ 1 = vs(γ̂1s(z)⊗ 1)v
∗
s .
Using classical techniques, we show that there exists a family of unitaries (ws)s∈R which is a
one-cocycle for γ1 and such that
pi−1γ̂2spi = wsγ̂
1
sw
∗
s .
At last, using classical results by Takesaki [18, 19], we prove that γ1 and γ2 are necessarily
conjugate. Consequently, if the factor P satisfies the assumptions of Theorem 0.3 (and more
generally if the core of P is full), the factor of type III1, (L
∞(X) ⊗ P ) ⋊γ⊗σω R, entirely
remembers the flow γ.
Finally, when P is a free Araki-Woods factor [17], we will compute Connes’ τ invariant for
the factor (L∞(X) ⊗ P )⋊γ⊗σω R. We will exhibit a new example of an uncountable family
of pairwise non-isomorphic factors of type III1 with the same τ invariant.
1. The General Construction
Notation. We want to introduce here all the notations we will use in this paper. Let
(A, (αt)t∈R) and (B, (βt)t∈R) be two von Neumann algebras endowed with a one-parameter
automorphism group. Let F : L2(R) → L2(R) be the Fourier transform on R: for f ∈
L1(R) ∩ L2(R), F(f) = ξ 7→
∫
R
f(t) exp(−itξ)dt. So, if ρ = Ad(F) : L∞(R) → B(L2(R)),
we get for any t ∈ R, ρ(eit·) = ρt, with ρt the translation operators on L
2(R). Let
α : A → A ⊗ L∞(R) defined by: for any x ∈ N and any t ∈ R, α(x)(t) = α−t(x). Let
β : B → L∞(R)⊗B defined by: for any y ∈ B and any t ∈ R, β(y)(t) = β−t(y).
Definition 1.1. We define the crossed product of A and B under α and β in the following
way: it is the von Neumann subalgebra of A⊗B(L2(R))⊗B generated by (α(A)⊗1∪1⊗β˜(B)),
with β˜ = (ρ⊗ 1)β. We shall denote it by Aα⋊⋉βB.
It is clear that Aα⋊⋉βB is canonically isomorphic to the von Neumann subalgebra of A⊗
B(L2(R))⊗B generated by (α˜(A)⊗ 1∪ 1⊗ β(B)), with α˜ = (1⊗ ρ)α. Let (γt)t∈R be a free,
2
ergodic flow on (X,µ) and let (N, (αt)t∈R) be a factor of type II∞ endowed with a trace-
scaling one-parameter automorphism group. Let P be the factor of type III1, N ⋊α R. Let
τN be a faithful, semi-finite, normal trace on N (this trace is unique up to a scalar λ > 0) and
let ω be the dual weight on P of τN under the action α; let σ
ω be the modular automorphism
group of the weight ω and β the action γ⊗σω of R on L∞(X)⊗P . We shall denote by C the
crossed product Nα⋊⋉γL
∞(X) of N and L∞(X) under α and γ. We will prove in Proposition
1.2 that C⊗B(L2(R)) is canonically isomorphic to (L∞(X)⊗P )⋊γ⊗σωR. We shall denote by
φ the n.f.s. weight τ ⊗ω on L∞(X)⊗P , and φ˜ the dual weight of φ on (L∞(X)⊗P )⋊γ⊗σωR
under the action β. Moreover, most of the time L∞(X)⊗ P ⊗B(L2(R)) will be denoted by
M ; the canonical embedding of (L∞(X)⊗P )⋊γ⊗σω R into M will be denoted by pi. At last
we know, according to Proposition 8.4 in [19], that (N ⋊αR)⋊σωR is canonically isomorphic
to N ⊗ B(L2(R)), i.e. P ⋊σω R = N ⊗ B(L
2(R)). We shall always identify both of these
factors.
The following proposition gives a justification to Definition 1.1.
Proposition 1.2. Let (A, (αt)t∈R) and (B, (βt)t∈R) be two von Neumann algebras endowed
with a one-parameter automorphism group. Let C = Aα⋊⋉βB.
(1) If B = L∞
(
Γ̂
)
, with Γ subgroup of R and (βt)t∈R is the action of R by translations,
then C is canonically isomorphic to A⋊α Γ.
(2) If A = A0 ⋊α0 R and α is the dual action of α
0, then C is canonically isomorphic to
(A0 ⊗B)⋊α0⊗β R.
Proof. (1) Let B = L∞
(
Γ̂
)
, with (βt)t∈R the action of R by translations. Let G = Γ̂. For
γ ∈ Γ, let uγ ∈ L
∞(G) defined by uγ(g) = 〈g, γ〉. Then for any t ∈ R,
βt(uγ)(g) = 〈g − t, γ〉
= exp(−itγ)〈g, γ〉
= exp(−itγ)uγ(g).
Thus, for any γ ∈ Γ, uγ is an eigenvector associated with βt for the eigenvalue exp(−itγ).
Therefore, β˜(uγ) = ρ−γ ⊗ uγ and consequently
(1⊗ β˜(uγ))(α(a) ⊗ 1)(1⊗ β˜(uγ))
∗ = (1⊗ ρ−γ)α(a)(1 ⊗ ρ−γ)
∗ ⊗ 1
= α(α−γ(a)) ⊗ 1.
As L∞(G) is spanned by the operators uγ for γ ∈ Γ, it is clear that Aα⋊⋉βB is canonically
isomorphic to A⋊α Γ.
(2) Let A = A0⋊α0 R and let α be the dual action of α
0. We still denote by α0 : A0 → A,
the mapping defined by: for any x ∈ A0 and any t ∈ R, α
0(x)(t) = α0−t(x). We shall denote
by λt ∈ A the unitaries which implement the action α
0 of R on A0. By definition of the dual
actions [19], for any a ∈ A0 and any t ∈ R, we get:
α˜(α0(a)) = α0(a)⊗ 1
α˜(λt) = λt ⊗ ρt.
The von Neumann algebra Aα⋊⋉βB is generated by α˜(α
0(A0)) ⊗ 1, α˜(λt) ⊗ 1 for t ∈ R and
1 ⊗ β(B). But α˜(A0) ⊗ 1 is isomorphic to A0, 1 ⊗ β(B) is isomorphic to B, and α˜(A0) ⊗ 1
and 1⊗ β(B) commute in Aα⋊⋉βB. Moreover, for any a ∈ A0 and any b ∈ B, we have
α˜(λt)α˜(α
0(a))α˜(λt)
∗ = α0(α0t (a))
(α˜(λt)⊗ 1)(1 ⊗ β(b))(α˜(λt)⊗ 1)
∗ = 1⊗ β(βt(b)).
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Finally, after trivial identifications, we get that Aα⋊⋉βB is canonically isomorphic to (A0 ⊗
B)⋊α0⊗β R. 
From now on, let (N,α) be a factor of type II∞ endowed with a trace-scaling one-parameter
automorphism group and let (γt)t∈R be a finite or infinite measure-preserving, free, ergodic
flow on the measure space (X,µ). Let P = N⋊αR and β = γ⊗σ
ω. According to the theorem
of duality by Takesaki, we know that P ⋊σω R is canonically isomorphic to N ⊗ B(L
2(R)).
Thus, we get thanks to Proposition 1.2 that C ⊗ B(L2(R)) is canonically isomorphic to
(L∞(X) ⊗ P ) ⋊β R, with C the crossed product Nα⋊⋉γL
∞(X). From now on, we shall
identify C ⊗ B(L2(R)) with (L∞(X) ⊗ P ) ⋊β R. For any weight ψ, we shall denote by ∆ψ
the modular operator associated with ψ. Let τ be the faithful, normal, semifinite trace on
L∞(X) given by the measure µ (preserved by the flow (γt)t∈R). It is clear that φ = τ ⊗ ω is
a faithful, normal, semifinite weight on L∞(X) ⊗ P . As τ is preserved by the action γt and
ω by σωt , it is obvious that φ is preserved by the action βt = γt ⊗ σ
ω
t . Let φ˜ the dual weight
of φ on (L∞(X) ⊗ P ) ⋊β R under the action β and λs the unitaries which implement the
action β of R on L∞(X) ⊗ P . According to Proposition 5.15 in [19], we know that σφ˜ acts
on (L∞(X)⊗ P )⋊β R in the following way: for any x ∈ L
∞(X)⊗ P and s ∈ R,
σφ˜t (piβ(x)) = piβ(σ
φ
t (x))
σφ˜t (λs) = λs.
Let us denote by L2(X,µ) and L2(P, ω) the Hilbert spaces on which L∞(X) and P act
canonically. Hence, the Hilbert space on which (L∞(X) ⊗ P ) ⋊β R acts is nothing but
L2(X)⊗L2(P, ω)⊗L2(R); by definition of the dual weight φ˜ on (L∞(X)⊗P )⋊βR (see [19]
for further details), we have
∀t ∈ R, ∆it
φ˜
= ∆itφ ⊗ 1
= 1⊗∆itω ⊗ 1.
On the other hand, as the family (λt) is in the centralizer of the weight φ˜, it is a one-cocycle
for the action σφ˜. We know according to Theorem 1.2.4 of [4] that there exists a faithful,
normal, semifinite weight ψ on (L∞(X)⊗ P )⋊β R such that:
∀t ∈ R, σψt = λ
∗
tσ
φ˜
t λt.
We denote by U the unitary representation of R on L2(X,µ) which implement the action γ
of R on L∞(X). For any x ∈ L∞(X)⊗ P , we have
σψt (piβ(x)) = λ
∗
tσ
φ˜
t (piβ(x))λt
= λ∗tpiβ(σ
φ
t (x))λt
= piβ(β−t(σ
φ
t (x)))
= piβ((γ−t ⊗ id)(x)).
Hence, by definition of the modular operator,
(1) ∀t ∈ R, ∆itψ = U−t ⊗ 1⊗ 1.
Thus, from the Equation (1), it is not difficult to see that, since the action γ is ergodic,
the centralizer of ψ (denoted by Cent(ψ)) is the von Neumann algebra (piσω (P ) ∪ λ(R))
′′
spanned by piσω (P ) and λ(R); after trivial identifications, it is nothing but N ⊗ B(L
2(R))
and consequently Cent(ψ) is a factor of type II∞. We are now able to prove the following
theorem:
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Theorem 1.3. Let (N,α) be a factor of type II∞ endowed with a trace-scaling one-parameter
automorphism group and (γt)t∈R be a finite or infinite measure-preserving, free, ergodic flow
on (X,µ). Then the crossed product C = Nα⋊⋉γL
∞(X) is a factor of type III1.
Proof. Let us prove first that C is a factor. We remind that C ⊗ B(L2(R)) is canonically
isomorphic to (L∞(X)⊗P )⋊βR. We denote by pi the natural embedding of (L
∞(X)⊗P )⋊βR
intoM = L∞(X)⊗P⊗B(L2(R)). As P is a factor of type III1, we know according to Theorem
XII 1.7 of [18] that
{P ⊗B(L2(R))} ∩ (P ⋊σω R)
′ = C.
So, it is not very difficult to see that
{(L∞(X) ⊗ P )⋊γ⊗σω R} ∩ (1⊗ pi(P ⋊σω R))
′ ⊂ L∞(X)γ ⊗ 1⊗ 1,
with L∞(X)γ the fixed points subalgebra of L∞(X) under the action γ. But, as γ is ergodic,
we know that L∞(X)γ = C. Consequently, we obtain that
(2) {(L∞(X)⊗ P )⋊γ⊗σω R} ∩ (1⊗ pi(P ⋊σω R))
′ = C
and C is a factor.
Furthermore, we want to prove that C is a factor of type III. Indeed, suppose that C were
semifinite. Then (L∞(X) ⊗ P ) ⋊β R would be semifinite and the modular automorphism
group σψt would be inner. Hence, there would exist unitaries ut ∈ (L
∞(X) ⊗ P ) ⋊β R such
that σψt = Ad(ut) for any t ∈ R. But, this implies that ut ∈ (L
∞(X) ⊗ P )⋊β R ∩ Cent(ψ)
′,
and thanks to Equation (2), we get σψt = Id for any t ∈ R. That means exactly that ψ would
be a trace and consequently ∆ψ = Id. Thus, according to Equation (1), Ut = 1 for any t ∈ R
which contradicts the fact that (γt) is free. Therefore, C is a factor of type III. Moreover, as
Cent(ψ) is a factor, we know according to Corollary 3.2.7 of [4], that C cannot be a factor of
type III0. So now, if we want to find out the under-type of C, we can compute T invariant
of Connes [4]. We remind that we have showed that σψt (piβ(x)) = piβ((γ−t ⊗ id)(x)) for any
x ∈ L∞(X)⊗P . As the flow (γt) is supposed to be free, it cannot be periodic; moreover, for
the same reasons as before, σψt cannot be inner. Therefore T (C) = {0} and C is a factor of
type III1. 
Before proceeding, we are going to remind the definition of a strongly ergodic action of a
locally compact group, the definition of a full factor and state a well-known theorem.
Definition 1.4. [12, 13] Let G be a locally compact group which acts on a probability space
X by (γg) in a finite measure preserving way. This action is said to be strongly ergodic
when for any sequence of projections (pn) in L
∞(X), if the sequence (γg(pn)− pn) tends to 0
∗−strongly uniformly on compacts sets, then the sequence (pn−τ(pn)1) tends to 0 ∗−strongly.
Definition 1.5. [2] Let C be a factor. Let (xn)n∈N be a bounded sequence in C. The
sequence (xn) is said to be centralising if for any normal state φ on C, ‖[xn, φ]‖ → 0 when
n→ +∞; it is said to be trivial if there exists a sequence of complex numbers (λn)n∈N such
that xn−λn → 0 ∗−strongly. At last, the factor C is said to be a full factor if any centralising
sequence in C is trivial.
Theorem 1.6. [12, 13] Let G be a locally compact group. If G has Kazhdan property (T ),
then any ergodic action of G on a probability space is strongly ergodic. If G is amenable, then
it cannot act strongly ergodically on a probability space.
We are now able to state the following general proposition:
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Proposition 1.7. Let (N,α) be a factor of type II∞ endowed with a trace-scaling one-
parameter automorphism group and (γt)t∈R be a finite measure-preserving, free, ergodic flow
on (X,µ). Then the crossed product C = Nα⋊⋉γL
∞(X) is a non-full factor.
Proof. We still denote byM the von Neumann algebra L∞(X)⊗P⊗B(L2(R)) and we remind
that C⊗B(L2(R)) is canonically isomorphic to the factor (L∞(X)⊗P )⋊γ⊗σωR. We remind
that pi is the embedding of (L∞(X)⊗P )⋊βR into M . In order to prove that C is not a full
factor, we have thus to find a centralising sequence which is not trivial. The action (γt) of R
on L∞(X) is not strongly ergodic because R is abelian and thus amenable. Therefore, there
exists a sequence of projections (pn) in L
∞(X) such that (γt(pn)−pn) tends to 0 ∗−strongly,
uniformly on compact sets, but (pn − τ(pn)1) does not tend to 0 ∗−strongly. We have now
to study the behaviour of (pn) in (L
∞(X) ⊗ P ) ⋊β R. The fact that (γt(pn) − pn) tends to
0 ∗−strongly, uniformly on compact sets implies that in M , (pi(pn) − pn ⊗ 1 ⊗ 1) tends to
0 ∗−strongly. Furthermore, every single element pn ⊗ 1⊗ 1 is central in M and therefore it
commutes trivially with any normal form on M : hence (pn⊗ 1⊗ 1) is a centralising sequence
in M . As (pi(pn)−pn⊗1⊗1) tends to 0 ∗−strongly, (pi(pn)) is also a centralising sequence in
M . Consequently, (pn) is also a centralising sequence in (L
∞(X) ⊗ P )⋊β R. Moreover, one
can easily prove that (pn) is not a trivial sequence in (L
∞(X)⊗P )⋊βR because (pn−τ(pn)1)
does not tend to 0 ∗−strongly. Consequently, C is not full. 
We can notice that C may be full when the preserved measure µ is infinite. For example, if
R acts by translations on (R, λ), then Nα⋊⋉γL
∞(R) is isomorphic to P = N ⋊αR according
to Proposition 1.2, which is full if N is full [15]. We are now going to give a precise description
of the core of the factor C.
Theorem 1.8. Let (N,α) be a factor of type II∞ endowed with a trace-scaling one-parameter
automorphism group and (γt)t∈R be a finite or infinite measure-preserving, free, ergodic flow
on (X,µ). Then the crossed product C = Nα⋊⋉γL
∞(X) is a factor of type III1 whose core is
isomorphic to
(L∞(X)⋊γ R)⊗N.
Under this identification, the dual action of R on the core of C, denoted by (θs), is given by
θs = γ̂−s ⊗ αs, with γ̂ the dual action of γ.
Proof. For the convenience of the proof, we shall denote by N1 the crossed product P ⋊σω R;
we know that N1 is nothing but N ⊗ B(L
2(R)), and according to Theorem 4.6 in [19], the
dual action of σω on N1 is nothing but αt ⊗Ad(ρ
∗
t ) with ρt the left regular representation of
R on B(L2(R)). We remind that τ is the faithful, normal, semifinite trace on L∞(X) given
by the measure µ (preserved by the flow (γt)t∈R). It is clear that φ = τ ⊗ ω is a faithful,
normal, semifinite weight on L∞(X)⊗ P . As τ is preserved by the action γt and ω by σ
ω
t , it
is obvious that φ is preserved by the action βt = γt ⊗ σ
ω
t . Let φ˜ be the dual weight of φ on
(L∞(X)⊗ P )⋊β R under the action β. Let us denote by H = L
2(X,µ) et K = L2(P, ω) the
Hilbert spaces on which L∞(X) and P act canonically. Hence, (L∞(X) ⊗ P ) ⋊β R acts on
L2(R,H⊗K). Let us denote by Core((L∞(X)⊗ P )⋊β R) the core of the factor (L
∞(X)⊗
P )⋊β R. By definition, we have Core((L
∞(X) ⊗ P ) ⋊β R) = ((L
∞(X) ⊗ P ) ⋊β R)⋊σφ˜ R.
The core of (L∞(X)⊗P )⋊βR acts on the Hilbert space L
2(R×R,H⊗K), and it is spanned
by pi
σφ˜
(N) and ρ(R), if we denote by ρs the unitaries which implement the action σ
φ˜ of R
on (L∞(X) ⊗ P ) ⋊β R. Therefore, Core((L
∞(X) ⊗ P ) ⋊β R) is spanned by three types of
operators:
(1) a˜⊗ b = pi
σφ˜
◦piβ(a⊗ b), for a ∈ L
∞(X) and b ∈ P ; for any ζ ∈ L2(R×R,H⊗K), we
have ((a˜⊗ b)ζ)(s′, t′) =
(
γ−t′(a)⊗ σ
ω
−(s′+t′)(b)
)
ζ(s′, t′).
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(2) ut = piσφ˜(λt), for t ∈ R; for any ζ ∈ L
2(R × R,H ⊗ K), we have (utζ)(s
′, t′) =
ζ(s′, t′ − t).
(3) vs = ρs, for s ∈ R; for any ζ ∈ L
2(R×R,H⊗K), we have (vsζ)(s
′, t′) = ζ(s′− s, t′).
Let U be the following unitary:
U :
L2(R,H) ⊗ L2(R,K) → L2(R×R,H ⊗K)
ξ ⊗ η 7→ {(s′, t′) 7→ ξ(t′)⊗ η(s′ + t′)}
.
Let us denote by piγ(L
∞(X)) and λg(R) the images of L∞(X) and R in the crossed product
L∞(X,µ) ⋊γ R; in the same way, we denote by piσω(P ) and λ
d(R) the images of P and R
in P ⋊σω R = N1. But now the question is: what is the behaviour of our three types of
operators when we intertwine them by the unitary U? Let ξ ∈ L2(R,H), η ∈ L2(R,K), s,
s′, t and t′ ∈ R. We have(
U∗a˜⊗ bU(ξ ⊗ η)
)
(s′, t′) = γ−t′(a)ξ(t
′)⊗ σω−s′(b)η(s
′)
(U∗utU(ξ ⊗ η)) (s
′, t′) = ξ(t′ − t)⊗ η(s′ − t)
(U∗vsU(ξ ⊗ η)) (s
′, t′) = ξ(t′)⊗ η(s′ − s).
Using notations we have just introduced, we easily obtain:
U∗a˜⊗ bU = piγ(a)⊗ piσω(b)(3)
U∗utU = λ
g
t ⊗ λ
d
t(4)
U∗vsU = 1⊗ λ
d
s .(5)
Therefore at this stage, we have proved that the core of (L∞(X) ⊗ P )⋊β R, intertwined by
U , is equal to
(L∞(X)⋊γ R)⊗N1.
It remains us to understand what the dual action of σφ˜ (denoted by θs) is. According to [19],
for any g ∈ R and s, t ∈ R, we have:
θg(a˜⊗ b) = a˜⊗ b
θg(ut) = ut
θg(vs) = e
−isgvs.
For any g ∈ R, let θ′g = U
∗θgU ; we notice, thanks to Equations (3), (4) and (5) that:
θ′g (piγ(a)⊗ piσω0 (b)) = piγ(a)⊗ piσω0 (b)
θ′g (λ
g
t ⊗ 1) = e
itg (λgt ⊗ 1)
θ′g
(
1⊗ λds
)
= e−isg
(
1⊗ λds
)
.
Finally, as αt ⊗ Ad(ρ
∗
t ) is the dual action of σ
ω, we know according to [19] that the dual
action θ′g is given by:
∀g ∈ R, θ′g = γ̂−g ⊗ αg ⊗Ad(ρ
∗
g).
As C⊗B(L2(R)) is canonically isomorphic to (L∞(X)⊗P )⋊βR, after trivial identifications,
we obtain that the core of C is nothing but (L∞(X)⋊γ R)⊗N and the dual action is given
by γ̂−s ⊗ αs. 
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2. Classification in the Case N is a Full Factor
In this section, we shall assume that N is a full factor of type II∞ endowed with a trace-
scaling one-parameter automorphism group denoted by (αt)t∈R and (γt)t∈R is a free, ergodic,
measure-preserving flow on (X,µ). The first example of such a full factor N has been given
by Ra˘dulescu in [11]: it is L(F∞) ⊗ B(H). We can notice that other examples exist thanks
to the theory of free Araki-Woods factors developed by Shlyakhtenko in [14, 15, 17].
Before stating the main theorem of this section, let us introduce a few notations. Let
(X,µ) and (X ′, µ′) be two measure spaces on which R acts by γ and γ′ in a free, ergodic
and measure-preserving way. Let (N,α) and (N ′, α′) be two full factors of type II∞, both of
them endowed with a trace-scaling one-parameter automorphism group denoted by α and α′.
According to [19], the covariant systems (N,α) and (N ′, α′) are said to be weakly equivalent,
if there exist an isomorphism pi : N → N ′ and a strongly continuous family of unitaries (us)
of N such that (us) is a one-cocycle for the action α and for any x ∈ N and any s ∈ R,
pi−1α′spi(x) = usαs(x)u
∗
s.
Takesaki proved in [19], Corollary 8.4, that it is equivalent to say that the factors N ⋊α R
and N ′ ⋊α′ R are isomorphic. Let us denote by C the crossed product Nα⋊⋉γL
∞(X) and C ′
the crossed product N ′α′⋊⋉γ′L
∞(X ′). As our construction is canonical in a obvious way, it is
clear that if the flows (X, γ) and (X ′, γ′) are conjugate and (N,α) and (N ′, α′) are weakly
equivalent, then C and C ′ are isomorphic (this claim is true even if N and N ′ are not full).
We want to prove the converse here, when N and N ′ are full:
Theorem 2.1. If C and C ′ are isomorphic, then (N,α) and (N ′, α′) are weakly equivalent,
and the flows (X, γ) and (X ′, γ′) are conjugate, i.e. there exists an isomorphism pi : L∞(X)→
L∞(X ′) such that for any t ∈ R, piγt = γ
′
tpi.
First of all, we want to prove an important result about full factors of type II1.
Lemma 2.2. Let M be a full factor of type II1 and N be any type II1 factor. Then, for any
net of unitaries (ui) in M ⊗N such that ‖xui − uix‖2 → 0 for all x ∈M ⊗N ,
sup
x∈M,‖x‖≤1
‖ui(x⊗ 1)− (x⊗ 1)ui‖2 → 0.
Proof. Let JM be the canonical anti-unitary on L
2(M) associated with the trace τM . Let
(ui) be a net of unitaires in M ⊗ N such that ‖xui − uix‖2 → 0 for all x ∈ M ⊗ N . We
are going to prove that ‖ui − 1 ⊗ EN (ui)‖2 → 0 with EN : M ⊗ N → N the conditional
expectation defined by EN = τM ⊗ Id. It will prove our result; indeed, for any x ∈ M , as
x⊗ 1 commutes with 1⊗EN (ui), we get ‖(x⊗ 1)ui − ui(x⊗ 1)‖2 = ‖(x⊗ 1)vi − vi(x⊗ 1)‖2,
with vi = ui − 1⊗ EN (ui). Moreover, for any x ∈M , ‖x‖ ≤ 1, we have
‖(x⊗ 1)vi − vi(x⊗ 1)‖2 ≤ ‖(x⊗ 1)vi‖2 + ‖vi(x⊗ 1)‖2
≤ ‖(x⊗ 1)vi‖2 + ‖(JMx
∗JM ⊗ 1)vi‖2
≤ ‖x‖ ‖vi‖2 + ‖JMx
∗JM‖ ‖vi‖2
≤ 2‖vi‖2.
Consequently, we get
sup
x∈M, ‖x‖≤1
‖(x⊗ 1)ui − ui(x⊗ 1)‖2 ≤ 2‖ui − 1⊗ EN (ui)‖2 → 0.
We shall denote by ΩM ∈ L
2(M) and ΩN ∈ L
2(N) the images of 1M ∈ M and 1N ∈ N
associated with the GNS constructions respectively for M and N . For any x ∈ M and
x′ ∈M ′, [ui, xx
′⊗1] = (x′⊗1)[ui, x⊗1]. Therefore, as (ui) is a bounded net in B(L
2(M))⊗N ,
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we get that for any y ∈ C∗(M,M ′), [ui, y ⊗ 1] → 0 ∗−strongly. According to Theorem 2.1
in [3], as M is a full factor of type II1, we know that K(L
2(M)) ⊂ C∗(M,M ′). Thus, if
we denote by PΩM ∈ B(L
2(M)) the rank-one projection onto CΩM , we have proved that
[ui, PΩM ⊗ 1]→ 0 ∗−strongly.
We still denote by ΩM : C→ L
2(M) the map which sends λ onto λΩM . It is easy to notice
that ΩMΩ
∗
M = PΩM : L
2(M)→ L2(M). We can notice that EN (ui) = (Ω
∗
M ⊗ 1)ui(ΩM ⊗ 1),
thus
EN (ui)
∗EN (ui) = (Ω
∗
M ⊗ 1)u
∗
i (PΩM ⊗ 1)ui(ΩM ⊗ 1)
= (Ω∗M ⊗ 1)(PΩM ⊗ 1)(ΩM ⊗ 1)− (Ω
∗
M ⊗ 1)u
∗
i [ui, PΩM ⊗ 1](ΩM ⊗ 1).
Finally, we get
‖ui − 1⊗ EN (ui)‖
2
2 = 〈(ui − 1⊗ EN (ui))(ΩM ⊗ ΩN ), (ui − 1⊗ EN (ui))(ΩM ⊗ ΩN )〉
= 1− τN (EN (ui)
∗EN (ui))
= 〈u∗i [ui, PΩM ⊗ 1](ΩM ⊗ ΩN ), (ΩM ⊗ ΩN )〉
≤ ‖[ui, PΩM ⊗ 1](ΩM ⊗ ΩN )‖.
As we know that ‖[ui, PΩM ⊗ 1](ΩM ⊗ ΩN )‖ → 0, the proof is complete. 
Before proceeding, we want to remind a few things on basic constructions. Let B ⊂ N be
an inclusion of type II1 factors; we denote by eB : L
2(N)→ L2(B) the orthogonal projection,
and EB : N → B the unique trace-preserving conditional expectation from N onto B. If we
denote by JN the canonical anti-unitary on L
2(N) associated with the trace τN , it is well
known that
〈N, eB〉 = (N ∪ eB)
′′
= JN{B
′ ∩B(L2(N))}JN .
Moreover, as eB commutes with B and as for any x ∈ N , eBxeB = EB(x)eB , NeBN turns
out to be a ∗−algebra; as the central support of eB is 1, NeBN is weakly dense in 〈N, eB〉.
Then we can define a semifinite canonical trace Φ on 〈N, eB〉 in the following way:
∀x, y ∈ N Φ(xeBy) = τN (xy).
According to [6], we remind that if a type II1 factor M is decomposed as M = M1 ⊗M2
for some type II1 factors M1, M2 and t > 0 then, modulo unitary conjugacy, there exists a
unique decomposition M =M t1 ⊗M
1/t
2 , such that p1M1p1 ∨ p2M2p2 and q1M
t
1q1 ∨ q2M
1/t
2 q2
are unitary conjugate in M for any projections pi ∈ Proj(Mi), i = 1, 2 and q1 ∈ Proj(M
t
1),
q2 ∈ Proj(M
1/t
2 ), with τ(p1)/τ(q1) = τ(q2)/τ(p2) = t.
We are now able to state the result by Popa of conjugation of subfactors in type II1 factors
mentioned in the introduction (see [6] for other results of the same kind). Our complete
classification is based on the following theorem. We wish to gratefully thank Sorin Popa for
allowing us to present it here. We should mention that Sorin Popa has recently given a proof
of his result in [10]. For the sake of completeness, we shall give a proof of this theorem.
Theorem 2.3. Let R1 and R2 be two copies of the hyperfinite type II1 factor; let N1 and
N2 be two full factors of type II1. Let us assume that the factor N has both of the following
decompositions: N = R1 ⊗N1 = R2 ⊗N2. Then there exist t > 0 and a unitary u ∈ N such
that R2 = u
∗(R1)
1/tu and N2 = u
∗(N1)
tu.
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Proof. First of all, we are looking at the inclusion N1 ⊂ R1⊗N1 = N ; we know now, according
to Lemma 2.2, that for any central sequence of unitaries (ui) in N ,
sup
x∈N1, ‖x‖≤1
‖(x⊗ 1)ui − ui(x⊗ 1)‖2 → 0.
If we write the hyperfinite type II1 factor R2 =
⊗
n≥1(Mat2(C), τ), and if we denote by R
(n0)
2
the product
⊗
n≥n0
(Mat2(C), τ), we get immediatly that for any n0 ≥ 1, R2 = Mat2n0 (C)⊗
R
(n0)
2 . Therefore, as N = R2 ⊗N2, we obtain that
∀ε > 0 ∃n0 ∈ N ∀u ∈ U(N1) ∀v ∈ U(R
(n0)
2 ) ‖uv − vu‖2 < ε.
Let ε = 12 . So, we know there exists n0 ∈ N such that for any u ∈ U(N1) and any v ∈
U(R
(n0)
2 ), ‖uv − vu‖2 <
1
2 . For an inclusion B ⊂ N of type II1, we know according to
Proposition 1.3.2 in [9], that for any x ∈ N
EB′∩N (x) ∈ co
w{u∗xu, u ∈ U(B)}.
Here, let B = N1, then B
′∩N = R1. Noticing that for any u ∈ U(N1) and any v ∈ U(R
(n0)
2 ),
‖uv − vu‖2 = ‖v − u
∗vu‖2, we get that for any v ∈ U(R
(n0)
2 ), ‖v − ER1(v)‖2 ≤
1
2 (the same
technique is used in [8]). Let now a ∈ cow{v∗eR1v, v ∈ U(R
(n0)
2 )} of minimal ‖ · ‖2,Φ−norm.
We are going to prove that a is not 0. From the one hand, for any u ∈ N , the basic
construction for R1 ⊂ N gives us eR1u
∗eR1ueR1 = ER1(u
∗)ER1(u)eR1 . From the other hand,
as for any v ∈ U(R
(n0)
2 ), ‖v − ER1(v)‖2 ≤
1
2 , we get for any v ∈ U(R
(n0)
2 ), ‖ER1(v)‖2 ≥
1
2 .
Thus, for any v ∈ U(R
(n0)
2 ),
Φ(eR1v
∗eR1veR1) = Φ(ER1(v
∗)ER1(v)eR1)
= τN (ER1(v
∗)ER1(v))
= ‖ER1(v)‖
2
2
≥
1
4
,
therefore Φ(eR1aeR1) ≥
1
4 , and a 6= 0. Furthermore, as a is of minimal ‖ · ‖2,Φ−norm,
necessarily we have for any v ∈ U(R
(n0)
2 ), a = v
∗av. Finally, we have found a ∈ 〈N, eR1〉
+ ∩
(R
(n0)
2 )
′ with a 6= 0 and Φ(a) < ∞. We can notice that 〈N, eR1〉 = R1 ⊗ B(L
2(N1)); so, if
we denote by e the spectral projection of a corresponding to the interval [‖a‖/2, ‖a‖], then
e is a finite non-zero projection in R1 ⊗ B(L
2(N1)), which commutes with R
(n0)
2 . We can
proceed by using the proof of Proposition 12 of [6]. The Hilbert space H = eL2(N) is an
R
(n0)
2 − R1 Hilbert bimodule and dimHR1 < ∞. As R
′
1 ∩ N = N1 is a factor, Proposition
12 of [6] claims that there exists s > 0 and u ∈ U(N) such that uR
(n0)
2 u
∗ ⊂ Rs1. Thus, up
to a conjugation by a unitary in N , we get R
(n0)
2 ⊂ R
s
1. But by construction, we know that
R2 = Mat2n0 (C) ⊗ R
(n0)
2 , so up to a conjugation by a unitary in N , we get R
1/2n0
2 ⊂ R
s
1,
i.e. up to a conjugation by a unitary in N , we have R2 ⊂ R
s′
1 with s
′ = 2n0s. So, we get
that N2 = R0 ∨N
1/s′
1 with R0 = R
′
2 ∩R
s′
1 . Since N2 = R0 ⊗N
1/s′
1 , R0 is a subfactor of R
s′
1 .
As N2 is a full factor, R0 has to be finite-dimensional. If d
2 = dimR0, t = d/s
′, and if we
decompose N as R
1/t
1 ⊗N
t
1, we obtain up to a conjugation by a unitary in N that N2 = N
t
1
and R2 = R
1/t
1 . 
The following lemma is an easy consequence of the previous theorem. It is this result we
will use in the proof of Theorem 2.1.
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Lemma 2.4. Let R∞1 and R
∞
2 be two copies of the hyperfinite type II∞ factor; let N
∞
1 and
N∞2 be two full factors of type II∞. Let α : R
∞
1 ⊗N
∞
1 → R
∞
2 ⊗N
∞
2 be an isomorphism. Then,
there exist a unitary u ∈ R∞2 ⊗ N
∞
2 and two isomorphisms β : R
∞
1 → R
∞
2 , γ : N
∞
1 → N
∞
2
such that for any x ∈ R∞1 ⊗N
∞
1 , u
∗α(x)u = (β ⊗ γ)(x).
Proof. Let α be an isomorphism from R∞1 ⊗N
∞
1 onto R
∞
2 ⊗N
∞
2 . Let e1 and f1 be two finite
projections in R∞1 et N
∞
1 . It is clear that α(e1 ⊗ f1) is a finite projection in R
∞
2 ⊗N
∞
2 ; thus
there exist two finite projections e2 and f2 in R
∞
2 and N
∞
2 such that α(e1 ⊗ f1) ∼ e2 ⊗ f2.
If we denote by p1 the projection α(e1 ⊗ f1), as R
∞
2 ⊗N
∞
2 is a properly infinite factor, there
exists a family (pn) of pairwise orthogonal and mutually equivalent projections such that∑
pn = 1. If we do again the same thing with q1 = e2 ⊗ f2, we obtain another family (qn)
of pairwise orthogonal and mutually equivalent projections such that
∑
qn = 1. But, as
p1 ∼ q1, we obtain for any n ∈ N, pn ∼ qn. Let un ∈ R
∞
2 ⊗N
∞
2 be the partial isometry such
that u∗nun = pn and unu
∗
n = qn; then u =
∑
un is a unitary in R
∞
2 ⊗ N
∞
2 and up1u
∗ = q1.
Consequently, up to a conjugation by a unitary, we can assume that α(e1 ⊗ f1) = e2 ⊗ f2.
From now on, we denote by R1 the factor (R
∞
1 )e1 and N1 the factor (N
∞
1 )f1 . We obtain
immediately that α(R1 ⊗N1) = (R
∞
2 )e2 ⊗ (N
∞
2 )f2 , because α(e1 ⊗ f1) = e2 ⊗ f2. According
to Theorem 2.3, as α(R1 ⊗ f1), (R
∞
2 )e2 are two copies of the hyperfinite factor of type II1,
and a(e1 ⊗ N1), (N
∞
2 )f2 are two full factors of type II1, we know there exists a unitary
u ∈ α(R1 ⊗N1) and t > 0 such that:
uα(R1 ⊗ f1)u
∗ = {(R∞2 )e2}
1/t
and uα(e1 ⊗N1)u
∗ = {(N∞2 )f2}
t .
Moreover, there exist a projection e′1 in R
∞
2 and a projection f
′
1 in N
∞
2 such that:
{(R∞2 )e2}
1/t = (R∞2 )e′1 and {(N
∞
2 )f2}
t = (N∞2 )f ′1 .
Consequently, we have proved:
uα(R1 ⊗ f1)u
∗ = (R∞2 )e′1 ⊗ f
′
1
and uα(e1 ⊗N1)u
∗ = e′1 ⊗ (N
∞
2 )f ′1 .
Thus, up to a conjugation by a unitary, we can assume that:
α(R1 ⊗ f1) = (R
∞
2 )e′1 ⊗ f
′
1
and α(e1 ⊗N1) = e
′
1 ⊗ (N
∞
2 )f ′1 .
Let (eij)i,j≥1 be a system of matrix unit in R
∞
1 such that e11 = e1, R
∞
1 = V
∗
(
R1 ⊗B(l
2)
)
V
with the unitary V defined in the following way (we shall assume that R∞1 acts on the Hilbert
space H):
V :
H → e1H⊗ l
2
h 7→ (e1nh)
.
In the same way, we denote by (fij)i,j≥1, (e
′
ij)i,j≥1, (f
′
ij)i,j≥1 the systems of matrix unit
associated respectively with N∞1 , R
∞
2 , N
∞
2 . Let us denote by U the unitary
∑
i,j(e
′
i1 ⊗
f ′j1)α(e1i ⊗ f1j). The computation of Uα(eik ⊗ fjl)U
∗ gives us:
Uα(eik ⊗ fjl)U
∗ = (e′i1 ⊗ f
′
j1)α(e1i ⊗ f1j)α(eik ⊗ fjl)α(ek1 ⊗ fl1)(e
′
1k ⊗ f
′
1l)
= (e′i1 ⊗ f
′
j1)α(e11 ⊗ f11)(e
′
1k ⊗ f
′
1l)
= (e′i1 ⊗ f
′
j1)(e
′
11 ⊗ f
′
11)(e
′
1k ⊗ f
′
1l)
= (e′ik ⊗ f
′
jl).
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Let β : R∞1 → R
∞
2 defined in the following way: β(x) = α(x) for all x ∈ R1 and β(eij) = e
′
ij
for all i, j ≥ 1. It is clear that β is an isomorphism from R∞1 onto R
∞
2 . In the same way,
we define γ : N∞1 → N
∞
2 by: γ(x) = α(x) for all x ∈ N1 and γ(fij) = f
′
ij for all i, j ≥ 1.
Once again, γ is an isomorphism from N∞1 onto N
∞
2 . Finally, with these notations, for any
x ∈ R∞1 ⊗N
∞
1 , we have:
Uα(x)U∗ = (β ⊗ γ)(x).

Proof of Theorem 2.1. We keep the notations introduced at the beginning of this section,
C = Nα⋊⋉γL
∞(X) and C ′ = N ′α′⋊⋉γ′L
∞(X ′). We have seen, according to Theorem 1.8,
that the core of C is isomorphic to (L∞(X) ⋊γ R) ⊗ N and the dual action θs is given by
θs = γ̂−s ⊗ αs. The same thing is true for C
′. As C ≃ C ′, (Core(C), θ) and (Core(C ′), θ′)
are weakly equivalent, according to Corollary 8.4 of [19]. That means that there exist an
isomorphism pi : Core(C) → Core(C ′) and a strongly continuous family of unitaries (us) of
Core(C) such that (us) is a one-cocycle for θs and for any x ∈ Core(C) and any s ∈ R,
pi−1θ′spi(x) = usθs(x)u
∗
s.
But, according to Lemma 2.4, we know that there exist a unitary u ∈ Core(C ′) and two
isomorphisms pi1 : L
∞(X)⋊γR→ L
∞(X ′)⋊γ′R, pi2 : N → N
′ such that for any x ∈ Core(C),
upi(x)u∗ = (pi1 ⊗ pi2)(x).
Thus we obtain, for any x ∈ Core(C) any s ∈ R:
θ′s(pi(x)) = pi(us)pi(θs(x))pi(us)
∗
θ′s(u)
∗θ′s((pi1 ⊗ pi2)(x))θ
′
s(u) = pi(us)u
∗(pi1 ⊗ pi2)(θs(x))upi(us)
∗.
If vs = (pi1 ⊗ pi2)
−1(θ′s(u)pi(us)u
∗), for any x ∈ Core(C) and any s ∈ R, we have
(pi1 ⊗ pi2)
−1θ′s((pi1 ⊗ pi2)(x)) = vsθs(x)v
∗
s .
If we take now x = z ⊗ 1, for z ∈ L∞(X) ⋊γ R, we have
(pi1)
−1
(
γ̂′−s(pi1(z))
)
⊗ 1 = vs(γ̂−s(z)⊗ 1)v
∗
s .
Let us denote βs = (pi1)
−1γ̂′−spi1γ̂s; it is an automorphism of L
∞(X) ⋊γ R. Moreover, for
any y ∈ L∞(X)⋊γ R, we have
(βs(y)⊗ 1)vs = vs(y ⊗ 1).
Now, we are going to use a classical technique. Let φ ∈ N∗; we have, for any y ∈ L
∞(X)⋊γR,
the equality:
βs(y)(id⊗φ)(vs) = (id⊗φ)(vs)y.
As vs 6= 0, there exists necessarily φ ∈ N∗ such that (id⊗φ)(vs) 6= 0. A classical lemma
allows us to claim that βs is an inner automorphism of L
∞(X)⋊γ R. Therefore, there exists
a family of unitaries (ws) in L
∞(X) ⋊γ R (we can choose it strongly continuous because
s 7→ βs is a continuous map), such that for any z ∈ L
∞(X)⋊γ R,
(6) (pi1)
−1γ̂′spi1(z) = wsγ̂s(z)w
∗
s .
But, we have to be careful here because (ws) is not in general a one-cocycle for γ̂; for s and
t ∈ R,
(pi1)
−1γ̂′sγ̂
′
tpi1 = Ad(wsγ̂s(wt))γ̂s+t
and (pi1)
−1γ̂′s+tpi1 = Ad(ws+t)γ̂s+t.
Consequently, Ad(wsγ̂s(wt))γ̂s+t = Ad(ws+t)γ̂s+t, and we obtain that w
∗
s+twsγ̂s(wt) is in the
center of L∞(X)⋊γR; As L
∞(X)⋊γR is a factor, we have finally proved that w
∗
s+twsγ̂s(wt) ∈
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T. Hence, there exists ω(s, t) ∈ T, such that ws+t = ω(s, t)wsγ̂s(wt). Moreover, we can easily
see that ω(s, t) satisfies a 2-cocycle relation. But, it is well-known that Z2(R,T) = B2(R,T),
therefore ω(s, t) is a coboundary and there exists a map λ : R→ T, such that for any s, t ∈ R,
ω(s, t) = λ(s+ t)λ(s)λ(t). We can notice that if we multiply ws by λ(s), λ(s)ws becomes a
one-cocycle for γ̂ and we do not change the Equation (6). Finally, up to a multiplication by
a scalar λ(s) ∈ T, we can assume that ws is a one-cocycle for γ̂.
We can apply now Proposition 4.2 of [19]. We obtain the existence of an isomorphism
p˜i : L∞(X)⊗B(L2(R))→ L∞(X ′)⊗B(L2(R)) which intertwines both of the bidual actionŝ̂γ and ̂̂γ′, i.e. for any x ∈ L∞(X)⊗B(L2(R)),
p˜î̂γs(x) = ̂̂γ′sp˜i(x).
Moreover we have both of the equalities ̂̂γs = γs ⊗ Ad(λ∗s) and ̂̂γ′s = γ′s ⊗ Ad(λ∗s). We can
notice that L∞(X) = Z(L∞(X)⊗B(L2(R))) and L∞(X ′) = Z(L∞(X ′)⊗B(L2(R))). Let us
denote by ρ : L∞(X) → L∞(X ′) the isomorphism obtained from p˜i by taking restrictions to
the centers. Finally, we obtain for any s ∈ R and x ∈ L∞(X),
ργs(x) = γ
′
sρ(x).
Therefore, we have proved that the flows (X, γ) and (X ′, γ′t) are conjugate; we can prove
exactly in the same way that (N,α) and (N ′, α′) are weakly equivalent. 
3. Computation of Connes’ τ Invariant
For this section, we are going to keep the same notations as before. We shall denote by C
the factor of type III1, Nα⋊⋉γL
∞(X); we remind that C⊗B(L2(R)) is canonically isomorphic
to (L∞(X)⊗P )⋊γ⊗σωR with P = N⋊αR. We assume that the flow γ is free and ergodic and
finite or infinite measure-preserving; the action γ ⊗ σω will be still denoted by β and λs are
the unitaries which implement the action of R on L∞(X)⊗P . Furthermore, we shall assume
that P is a free Araki-Woods factor [17]; but N is not necessarily full. At last, we shall denote
by σ the canonical embedding of (L∞(X) ⊗ P ) ⋊β R into M = P ⊗ L
∞(X) ⊗ B(L2(R)).
First of all, let us remind the definition of Connes’ τ invariant.
Definition 3.1. Let C be a factor of type III1. Let ε : Aut(C)→ Out(C) = Aut(C)/ Inn(C)
be the canonical projection. Let ψ be any weight on C. The mapping δ : R → Out(C), with
δ(t) = ε(σψt ) is independent of the choice of the weight ψ thanks to Theorem 1.2.1 of [4].
The τ invariant of C, denoted by τ(C) is the weakest topology on R that makes the map δ
continuous.
Although C is not a full factor, we can nevertheless give an explicit computation of Connes’
τ invariant in many cases. We want to remind a few things about free Araki-Woods factors
[17]. Let HR be a real Hilbert space and (Ut) be an orthogonal representation of R on HR.
LetH = HR⊗RC be the complexified Hilbert space. If A is the infinitesimal generator of (Ut)
on H, we remind that j : HR →H defined by j(ζ) = (
2
A−1+1
)1/2ζ is an isometric embedding
of HR into H. Let KR = j(HR). For ξ ∈ H, we denote by l(ξ) the creation operators on the
Fock space F(H) and s(ξ) their real part. By definition, Γ(HR, Ut)
′′ = {s(ξ), ξ ∈ KR}
′′.
Definition 3.2. Let HR be a real Hilbert space and (Ut) be an orthogonal representation of
R on HR. Let P = Γ(HR, Ut)
′′ be the free Araki-Woods factor associated with (Ut) and HR
[17]. We shall say that P satisfies the condition (M) of mixing if there exist ξ, η ∈ HR, such
that the continuous function f defined by f(t) = 〈Utjξ, jη〉 vanishes at infinity and f 6= 0.
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For example, if HR = L
2(R,R) and Ut = λt for any t ∈ R, the factor Γ(L
2(R,R), λt)
′′
satisfies the condition (M). We remind that Γ(L2(R,R), λt)
′′ is nothing but N ⋊α R, with
N = L(F∞)⊗B(H) and α the trace-scaling automorphism group of Ra˘dulescu [11, 16]. The
aim of this section is to prove the following theorem:
Theorem 3.3. Let P = Γ(HR, Ut)
′′ be a free Araki-Woods factor satisfying the condition
(M). For C = Nα⋊⋉γL
∞(X), τ(C) = the weakest topology on R that makes the map t 7→ γt
continuous for the u-topology on Aut(L∞(X)).
The proof of this result is based on a kind of “14ε lemma”, it will be stated in the Appendix
(Lemma 4.1).
From now on, we are going to use notations and results of [2]. For C our factor of type
III1, for any normal faithful state ϕ on C and for any free ultrafilter ω on N, we shall
denote by Aϕ,ω the norm closed ∗−subalgebra of l
∞(N, C) of all sequences (xn)n∈N such
that ‖[xn, ϕ]‖ → 0 when n → ω. Let Iω = {(xn)n∈N, xn → 0 ∗ −strongly when n → ω}. It
is a two-sided ideal of l∞(N, C). Moreover, Aϕ,ω ∩ Iω is a two-sided ideal of the C
∗−algebra
Aϕ,ω, and the canonical quotient map will be denoted by ρϕ,ω. We shall denote by C
ω the
ultraproduct of C along ω, i.e. the quotient of l∞(N, C) by the two-sided ideal Iω; we shall
denote by Cϕ,ω the quotient of the C
∗−algebra Aϕ,ω by the two-sided ideal Aϕ,ω ∩ Iω. We
know, according to Proposition 2.2 of [2], that Cϕ,ω is a finite von Neumann algebra. Let
ϕ be a given faithful normal state on C and D the set of faithful normal states on C with
αϕ ≤ ψ ≤ α−1ϕ for some α > 0. Let
Cω =
⋂
ψ∈D
ρϕ,ω(Aϕ,ω ∩Aψ,ω).
According to Theorem 2.9 of [2], Cω is a finite von Neumann called the asymptotic centralizer
of C at ω. Before proceeding, we want to remind a classical result on compact operators on
the Hilbert space L2(R).
Proposition 3.4. Let A ⊂ B(L2(R)) be a unital C*-algebra. Assume that for any t ∈ R,
λt ∈ A and that there exists f ∈ Co(R), f 6= 0, such that Mf ∈ A (Mf is the multiplication
operator). Then K(L2(R)) ⊂ A.
Proof. We identify g with Mg for any g ∈ Co(R). Since f 6= 0 and all its translations
belong to A ∩Co(R), A ∩Co(R) is a sub−C
∗−algebra of Co(R) which separates the points.
Consequently, A ∩ Co(R) = Co(R) and thus Co(R) ⊂ A. Moreover, C
∗
r (R) ⊂ A because for
any t ∈ R, λt ∈ A. Therefore, K(L
2(R)) = [C∗r (R)Co(R)] ⊂ A. 
For any subset E ⊂ C and a sequence (xk) of elements in C, we shall say that (xk) almost
commutes with E if for any a ∈ E, [xk, a]→ 0 ∗−strongly. Let C = Nα⋊⋉γL
∞(X); we know
that C⊗B(L2(R)) is canonically isomorphic to (L∞(X)⊗P )⋊βR. We remind that we have
denoted by φ˜ the dual weight on (L∞(X)⊗P )⋊βR of the weight φ = τ ⊗ω on L
∞(X)⊗P .
Let λt be the unitaries in (L
∞(X) ⊗ P )⋊β R which implement the action β = γ ⊗ σ
ω of R
on L∞(X) ⊗ P . As the family (λt) is in the centralizer of the weight φ˜, it is a one-cocycle
for the action σφ˜. We know according to Theorem 1.2.4 of [4] that there exists a faithful,
normal, semifinite weight ψ on (L∞(X)⊗ P )⋊β R such that:
∀t ∈ R, σψt = λ
∗
tσ
φ˜
t λt.
We remind that we have shown in the first section that for any t ∈ R and any x ∈ L∞(X)⊗P ,
(7) σψt (piβ(x)) = piβ((γ−t ⊗ id)(x)).
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Thanks to Equation (7), we know that Cent(ψ) = (piσω (P ) ∪ λ(R))
′′ ≃ P ⋊σω R. We are
proving now, thanks to Proposition 4.2, the following technical lemma which will turn out to
be essential in proof of Theorem 3.3:
Lemma 3.5. Let C be as in Theorem 3.3, and ψ the weight on (L∞(X) ⊗ P ) ⋊β R which
satisfies Equation (7). Let ω be any free ultrafilter on N. Any bounded sequence (un) of
(L∞(X) ⊗ P ) ⋊β R which almost commutes with Cent(ψ) is centralising. In a shorter way,
we have the following equality:
((L∞(X)⊗ P )⋊β R)
ω ∩ Cent(ψ)′ = ((L∞(X)⊗ P )⋊β R)ω.
Proof. The inclusion ⊃ is trivial. We have just to prove ⊂. We assume as in Theorem 3.3, that
P = Γ(HR, Ut)
′′ is the free Araki-Woods factor associated with the orthogonal representation
(Ut). Let Ω be the vacuum vector and let ϕU = 〈·Ω,Ω〉 be the free quasi-free state on P ,
and (σt) the modular group associated with ϕU . We remind that we have for any t ∈ R, and
any ζ ∈ KR, σt(s(ζ)) = s(Utζ). We remind that we take M = P ⊗ L
∞(X) ⊗B(L2(R)) and
the embedding of (L∞(X) ⊗ P ) ⋊β R into M is denoted by σ. Let (un) be a sequence of
elements in (L∞(X)⊗P )⋊βR which almost commutes with Cent(ψ) and such that ‖un‖ ≤ 1
for any n ∈ N. Thus (σ(un)) almost commutes with σ(Cent(ψ)) and in particular (σ(un))
almost commutes with σ(P ). Hence, according to Proposition 4.2, there exists a bounded
sequence (vn) of elements in L
∞(X) ⋊γ R such that σ(un) − 1 ⊗ vn → 0 ∗−strongly in
M = P ⊗ L∞(X) ⊗ B(L2(R)) and ‖vn‖ ≤ 1 for any n ∈ N. Actually, vn is nothing but
E(un), for any n ∈ N, with E :M → L
∞(X)⊗B(L2(R)) the conditional expectation ϕU⊗Id.
We have somewhat reduced the difficulty of the problem: instead of looking at the sequence
(un) in (L
∞(X) ⊗ P ) ⋊β R, we are looking at the sequence (vn) in L
∞(X) ⋊γ R. But we
want to go further; we want to prove that there exists a sequence (wn) in L
∞(X) such that
σ(un)− 1⊗wn ⊗ 1→ 0 ∗−strongly in M . If we are able to prove such a result, we are done.
Indeed, as 1 ⊗ wn ⊗ 1 ∈ Z(M) for any n ∈ N, the sequence (1 ⊗ wn ⊗ 1) turns out to be
centralising inM ; but as σ(un)−1⊗wn⊗1→ 0 ∗−strongly inM , (σ(un)) is also centralising
in M . Therefore, (un) is centralising in (L
∞(X) ⊗ P )⋊β R.
As σ(un) − 1 ⊗ vn → 0 ∗−strongly in M and (un) almost commutes with Cent(ψ), for
any y ∈ Cent(ψ), [1 ⊗ vn, y13] → 0 ∗−strongly in M (we are regarding y as a element in
M = P ⊗L∞(X)⊗B(L2(R)), that is why it is denoted by y13). Thus for any normal state φ
on P , [vn, 1⊗(φ⊗id)(y)]→ 0 ∗− strongly in L
∞(X)⊗B(L2(R)). Let B = C∗((φ⊗Id)(y), y ∈
P ⋊σω R, φ ∈ P∗). We see that B ⊂ B(L
2(R)) is a unital C∗−algebra, and for any t ∈ R,
λt ∈ B. Now, since P satisfies condition (M), we know that there exist ξ, η ∈ HR such
that the continuous function f defined by f(t) = 〈Utξ, η〉 vanishes at infinity and f 6= 0. Let
ξ′ = j(ξ) and η′ = j(η). Let φ = ϕU (s(η
′)·) ∈ P∗ and x = (σt(s(ξ
′)))t∈R ∈ Core(P ), with
Core(P ) = P ⋊σω R. We get immediatly that for any t ∈ R,
(φ⊗ Id)(x)(t) = 〈s(η′)σt(s(ξ
′))Ω,Ω〉
= 〈σt(s(ξ
′))Ω, s(η′)Ω〉
= 〈s(Utξ
′)Ω, s(η′)Ω〉
=
1
4
〈Utξ
′, η′〉.
Consequently, (φ ⊗ Id)(x) ∈ Co(R) and (φ ⊗ Id)(x) 6= 0. Then, according to Proposition
3.4, K(L2(R)) ⊂ B. Hence we have proved that for any y ∈ K(L2(R)), [vn, 1 ⊗ y] → 0
∗−strongly. Let ξ ∈ L2(R) such that ‖ξ‖ = 1; for any µ ∈ L2(R) we shall denote again by µ
the map from C into L2(R) such that for any λ ∈ C, µ(λ) = λµ. Thus for µ, µ′ ∈ L2(R),
θµ′,µ = µ
′ ◦ µ∗ is a rank-one operator and it is exactly 〈·, µ〉µ′. In particular, these operators
are compact. For any n ∈ N, let wn be the element of L
∞(X) defined by (1 ⊗ ξ∗)vn(1 ⊗ ξ).
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For any η ∈ L2(X), we have
‖wnη‖
2 = 〈w∗nwnη, η〉
= 〈(1 ⊗ ξ∗)v∗n(1⊗ ξ)(1 ⊗ ξ
∗)vn(1⊗ ξ)η, η〉
= 〈v∗n(1⊗ θξ,ξ)vn(η ⊗ ξ), η ⊗ ξ〉
= 〈v∗n((1⊗ θξ,ξ)vn − vn(1⊗ θξ,ξ))(η ⊗ ξ), η ⊗ ξ〉+ ‖vn(η ⊗ ξ)‖
2.
Therefore, we get∣∣‖wnη‖2 − ‖vn(η ⊗ ξ)‖2∣∣ ≤ ‖(vn(1⊗ θξ,ξ)− (1⊗ θξ,ξ)vn)(η ⊗ ξ)‖ ‖η‖.
For any η ∈ L2(X) and µ ∈ L2(R), we have
‖(vn − wn ⊗ 1)(η ⊗ µ)‖ = ‖(vn − wn ⊗ 1)(1 ⊗ θµ,ξ)(η ⊗ ξ)‖
≤ ‖(vn(1⊗ θµ,ξ)− (1⊗ θµ,ξ)vn)(η ⊗ ξ)‖
+‖(1⊗ θµ,ξ)(vn −wn ⊗ 1)(η ⊗ ξ)‖
≤ ‖(vn(1⊗ θµ,ξ)− (1⊗ θµ,ξ)vn)(η ⊗ ξ)‖
+‖(vn − wn ⊗ 1)(η ⊗ ξ)‖ ‖µ‖.
But ‖(vn − wn ⊗ 1)(η ⊗ ξ)‖
2 = ‖vn(η ⊗ ξ)‖
2 − ‖wnη‖
2. Thus, using the several inequalities
we obtained above and the fact that for any y ∈ K(L2(R)), [vn, 1 ⊗ y] → 0 ∗−strongly, for
any ε > 0, there exists n0 ∈ N large enough such that for any n ≥ n0,
‖(vn − wn ⊗ 1)(η ⊗ µ)‖ ≤ ε.
That means exactly that (vn −wn ⊗ 1)→ 0 strongly. We can do the same thing with v
∗
n and
w∗n instead of vn and wn. Hence we have proved that (vn − wn ⊗ 1) → 0 ∗−strongly. The
proof is complete. 
Proof of Theorem 3.3. Here, as usual, Aut(C) is endowed with the u-topology. Let us denote
by τ the weakest topology on R that makes the map t 7→ γt continuous for the u-topology
on Aut(L∞(X)). According to Equation (1), as (γ−t) and the restriction of (σ
ψ
t ) on the
von Neumann algebra L∞(X) are exactly the same, it is clear that for any sequence of real
numbers (tn), if tn → 0 w.r.t. the topology τ then tn → 0 then w.r.t. the topology τ(C). We
are going to prove the converse. Let (tn) be a sequence of real numbers such that tn → 0 w.r.t.
the topology τ(C). There exists a sequence of unitaries (un) in C such that Ad(un)◦σ
ψ
tn → Id
in Aut(C). Then the sequence (un) almost commutes with Centψ. So according to Lemma
3.5, (un) is centralising in C. That means exactly that Ad(un)→ Id in Aut(C), thus σ
ψ
tn → Id
in Aut(C). Therefore tn → 0 w.r.t. the topology τ . 
We wish to end this section by giving a consequence of the previous result. First, we are
going to remind a few things about mixing actions on a probability space.
Definition 3.6. [7] Let (X,µ) be a probability space, and let γ be a measure-preserving
transformation of (X,µ). Let τ be the canonical trace on L∞(X) given by the probability
measure µ. The transformation γ is said to be mixing if for any f , g ∈ L2(X,µ),∫
X
(f ◦ γn)gdµ→ τ(f)τ(g) when |n| → +∞.
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Example. Let r ∈]0, 1[. Let X0 = {0, 1} with µ
r
0(0) = r and µ
r
0(1) = 1− r. Let (Xr, µr) be
the probability space
∏
Z
(X0, µ
r
0), and let γr be the Bernoulli shift on (Xr, µr) defined by:
∀(cn)n∈Z ∈ X, γr · (cn)n∈Z = (cn+1)n∈Z.
It is well-known that γr is a measure-preserving, free, ergodic, mixing transformation. So,
we obtain a measure-preserving, free, ergodic, mixing action of Z on the probability space
(Xr, µr). Moreover, according to [7], the entropy of the transformation γr is given by H(γr) =
−(r log2(r)+(1−r) log2(1−r)). Therefore, we obtain a continuum of pairwise non-conjugate
measure-preserving, free, ergodic, mixing actions.
From now on, let (γn)n∈Z be a measure-preserving, free, ergodic, mixing action of Z on
L∞(X,µ). We are going to induce this action up to R in the following way. Let
A = L∞(R×X)Z
= {F ∈ L∞(R×X), n · F = F,∀n ∈ Z}
= {F ∈ L∞(R×X), F (t, γn(x)) = F (t+ n, x),∀(n, x, t) ∈ Z×X ×R} .
We consider the action (σt) of R on A defined by: for any s, t ∈ R, x ∈ X and F ∈ A,
(σtF )(s, x) = F (s− t, x). It is well known according to [19] that (σt) is a measure-preserving,
free, ergodic action of R on A, and A⋊σR is isomorphic to (L
∞(X)⋊γZ)⊗B(L
2(R/Z)). We
can identify A with L∞(Y, ν) where (Y, ν) isomorphic to ([0, 1[, λ) × (X,µ) as a probability
space. More precisely, for any t ∈ R, let t = [t] + {t}, with [t] the entire part of t. The
mapping θ : L2([0, 1[, λ) ⊗ L2(X,µ) → L2(Y, ν) defined by, θ(ξ ⊗ η)(t, x) = ξ({t})η(γ[t](x)),
for ξ ∈ L2([0, 1[, λ) and η ∈ L2(X,µ) is an isomorphism of Hilbert spaces. Through this
isomorphism, we can identify L2([0, 1[, λ) ⊗ C1 with L2(R/Z, λ). We shall denote by H0
the orthogonal of L2(R/Z) in L2(Y, ν), i.e. H0 is nothing but L
2([0, 1[) ⊗ (L2(X,µ) ⊖C1).
Moreover, the action (σt) of R on A = L
∞(Y ) gives rise to a unitary representation (Ut) of R
on the Hilbert space L2(Y, ν): if the canonical embedding of L∞(Y ) into L2(Y, ν) is denoted
by η, (Ut) is defined by Utη(y) = η(σ−t(y)) for any y ∈ L
∞(Y ). We want to go further and
prove the following result:
Proposition 3.7. With the previous notations, we have for any ζ1, ζ2 ∈ H0, 〈ζ1, Utζ2〉 → 0
when |t| → +∞.
Proof. It suffices to show that for any ξ1, ξ2 ∈ L
2([0, 1[, λ) ∩ L∞([0, 1[) and any η1, η2 ∈
(L2(X,µ)⊖C1)∩L∞(X), 〈ξ1⊗η1, Ut(ξ2⊗η2)〉 → 0 when |t| → +∞. Let ξ1, ξ2 ∈ L
2([0, 1[, λ)∩
L∞([0, 1[), η1, η2 ∈ (L
2(X,µ)⊖C1) ∩ L∞(X) and t ∈ R. We get
〈ξ1 ⊗ η1, Ut(ξ2 ⊗ η2)〉 =
∫∫
[0,1[×X
ξ1({s})η1(γ
[s](x))ξ2({s + t})η2(γ
[s+t](x))dµ(x)dλ(s)
=
∫
[0,1[
ξ1({s})ξ2({s + t})
(∫
X
η1(γ
[s](x))η2(γ
[s+t](x))dµ(x)
)
dλ(s).(8)
As the action (γn)n∈Z is mixing, it is clear that with s ∈ R fixed,∫
X
η1(γ
[s](x))η2(γ
[s+t](x))dµ(x)→ 0
when |t| → +∞, because η1, η2 ∈ (L
2(X,µ) ⊖ C1) ∩ L∞(X). The function f : s 7→
ξ1({s})ξ2({s + t})
(∫
X η1(γ
[s](x))η2(γ
[s+t](x))dµ(x)
)
is such that for any s ∈ R, |f(s)| ≤
‖ξ1‖‖ξ2‖‖η1‖‖η2‖ which is integrable on [0, 1[ with respect to the Lebesgue measure λ. Fi-
nally, thanks to the dominated convergence theorem applied to f with Equation (8), we have
proved that 〈ξ1 ⊗ η1, Ut(ξ2 ⊗ η2)〉 → 0 when |t| → +∞. 
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For the flow (σt)t∈R on the probability space (Y, ν), let τ(σ) be the weakest topology on
R that makes the map from R to Aut(L∞(Y )), which sends t onto σt, continuous (notice
that Aut(L∞(Y )) is endowed with the u-topology). We can prove the following result:
Proposition 3.8. For the flow (σt)t∈R on the probability space (Y, ν) as before, the topology
τ(σ) is the usual topology on R.
Proof. Let (tk)k∈N be a sequence of real numbers such that tk → 0 with respect to the
topology τ(σ). Then, σtk → Id in Aut(L
∞(Y )) with respect to the u-topology. In particular,
for any ζ ∈ L2(Y ) ⊖ L2(R/Z), ζ 6= 0, 〈ζ, Utkζ〉 → ‖ζ‖
2 6= 0 when k → +∞. Consequently,
we get, thanks to Proposition 3.7, that (tk) is necessarily bounded. Moreover, for any cluster
point t of the sequence (tk), we must have σt = Id. As the flow (σs)s∈R is free, t = 0
necessarily. Therefore, tk → 0 w.r.t the usual topology on R. 
At last, it is easy to prove the following claim: let σ1 and σ2 be two flows which come from
two actions of Z, γ1 and γ2; if the flows σ1 and σ2 are conjugate, then the actions γ1 and γ2
are conjugate. Therefore, we have proved the following result:
Theorem 3.9. Let N be L(F∞)⊗B(H) endowed with the one-parameter automorphism group
(αt)t∈R scaling the trace from Ra˘dulescu [11]. For r ∈]0, 1/2], let γr be the Bernoulli shift
on (Xr, µr) defined as before, and σr the flow on L
∞(Yr) obtained from γr after induction
to R. With the family (Nα⋊⋉σrL
∞(Yr))r∈]0,1/2], we get an uncountable family of pairwise
non-isomorphic factors of type III1. All these factors are non-full but they have the same τ
invariant: it is the usual topology on R. In particular, they have no almost periodic weights.
4. Appendix
In this last section, we are going to prove a kind of “14ε lemma” which can be viewed as a
new version of Lemma 4.1 in [20] and Lemma 4.1 in [21], which were also a generalization of
14ε lemma due to Murray & von Neumann [5] (see [1] for another version of this lemma in case
of a free product of two von Neumann algebras of type III). We will denote by (P, ω) a free
Araki-Woods factor with its free quasi-free state ω: we remind that ω is given by 〈·Ω,Ω〉 with
Ω the vacuum vector (see [17] for further details). We shall denote by A the von Neumann
algebra L∞(X)⊗B(L2(R)). Let σ be the canonical embedding of (L∞(X)⊗P )⋊γ⊗σωR into
P ⊗ A; in particular, for any y ∈ P , σ(y) = (σω−t(y))t∈R and thus σ(y) ∈ P ⊗ L
∞(X). Let
E : P⊗A→ A be the conditional expectation defined by E = ω⊗id. Let K = L2(X)⊗L2(R)
be the Hilbert space on which A acts; let ξ ∈ K such that ‖ξ‖ = 1, and ωξ the vector state on
A associated with ξ. We shall denote by ‖·‖ω⊗ωξ the semi-norm with respect to the normal
state ω ⊗ ωξ on P ⊗A.
Lemma 4.1. Let (Pi, ωi) be two von Neumann algebras endowed with a faithful normal state
ωi (i = 1, 2) such that we can write (P, ω) = (P1, ω1) ∗ (P2, ω2). Let a ∈ P1 and b, c ∈ P2.
Assume that a, b, c are analytic with respect to the state ω. For any x ∈ P ⊗ A and any
ξ ∈ K, ‖ξ‖ = 1,
‖x− E(x)‖ω⊗ωξ ≤ E(a, b, c)max
{
‖[σ(a), x]‖ω⊗ωξ , ‖[σ(b), x]‖ω⊗ωξ , ‖[σ(c), x]‖ω⊗ωξ
}
+F(a, b, c) ‖x‖
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with
E(a, b, c) = 6‖a‖3 + 4‖b‖3 + 4‖c‖3,
F(a, b, c) = 3C(a) + 2C(b) + 2C(c) + 12|ω(c∗b)| ‖c∗b‖,
C(a) = 2‖a‖3‖a− σωi/2(a)‖ + 2‖a‖
2‖σ(a)(a∗ ⊗ 1)− 1‖2ω⊗ωξ
+3(1 + ‖a‖2)‖a∗a− 1‖+ 6|ω(a)| ‖a‖.
Proof. For each Pi let us denote by Hi the Hilbert space which comes from the GNS represen-
tation of ωi and let ξi be the associated cyclic vector. Let us take (H,Ω) = (H1,Ω1)∗(H2,Ω2).
We remind [22] that
H = CΩ⊕ (H˚1 ⊗H(2, l)) ⊕ (H˚2 ⊗H(1, l))
with H˚i = Hi ⊖CΩi,
H(2, l) = CΩ⊕ H˚2 ⊕ (H˚2 ⊗ H˚1)⊕ (H˚2 ⊗ H˚1 ⊗ H˚2)⊕ · · · ,
H(1, l) = CΩ⊕ H˚1 ⊕ (H˚1 ⊗ H˚2)⊕ (H˚1 ⊗ H˚2 ⊗ H˚1)⊕ · · · .
Moreover we shall denote by H˜1 and H˜2 the Hilbert spaces H˚1⊗H(2, l)⊗K and H˚2⊗H(1, l)⊗
K.
Let x ∈ P ⊗A and let us define η = x · (Ω⊗ ξ). We write η = (1⊗E(x)) · (Ω⊗ ξ) + µ+ γ
with µ ∈ H˜1 and γ ∈ H˜2. We define for ζ ∈ H and y ∈ P , ζ · y = Jy
∗J · ζ, and we notice that
(zΩ) ·σωi/2(y) = zyΩ for y ∈ D(σ
ω
i/2). Let x˚ = x− 1⊗E(x), η0 = µ+ γ, η˜ = σ(a) · η · (a
∗⊗ 1),
γ˜ = σ(a) · γ · (a∗ ⊗ 1), µ˜ = σ(a) · µ · (a∗ ⊗ 1) and ζ˜ = η0 − γ − γ˜. First of all, we are going to
assess the quantity ‖η˜ − η‖ω⊗ωξ . We have
η˜ = σ(a) · η · (a∗ ⊗ 1)
= σ(a)x · (Ω⊗ ξ) · (a∗ ⊗ 1)
= [σ(a), x] · (Ω⊗ ξ) · (a∗ ⊗ 1) + xσ(a) · (Ω⊗ ξ) · (a∗ ⊗ 1)
= [σ(a), x] · (Ω⊗ ξ) · (a∗ ⊗ 1) + xσ(a) · (Ω⊗ ξ) · ((a∗ − σωi/2(a
∗))⊗ 1)
+xσ(a) · (Ω ⊗ ξ) · (σωi/2(a
∗)⊗ 1)
= [σ(a), x] · (Ω⊗ ξ) · (a∗ ⊗ 1) + xσ(a) · (Ω⊗ ξ) · ((a∗ − σωi/2(a
∗))⊗ 1)
+xσ(a)(a∗ ⊗ 1) · (Ω⊗ ξ).
Thus, we get immediatly
‖η˜ − η‖ω⊗ωξ ≤ ‖a‖ ‖[σ(a), x]‖ω⊗ωξ + ‖x‖‖a‖‖a − σ
ω
i/2(a)‖(9)
+‖x‖ ‖σ(a)(a∗ ⊗ 1)− 1‖ω⊗ωξ .
Moreover, a straightforward computation gives us∣∣‖γ‖2 − ‖γ˜‖2∣∣ ≤ (1 + ‖a‖2)‖a∗a− 1‖ ‖x˚‖2ω⊗ωξ ,
|〈µ˜, γ˜〉| ≤ (1 + ‖a‖2)‖a∗a− 1‖ ‖x˚‖2ω⊗ωξ .
Let us denote by Q2 the projection onto the Hilbert space H˜2. As a ∈ P1, we can easily see
that
‖Q2(σ(a)(JaJ ⊗ 1) · γ)‖ ≤ |ω(a)|‖(JaJ ⊗ 1) · γ‖.
Thus, we obtain the following inequality
|〈γ˜, γ〉| ≤ |ω(a)|‖a‖‖x˚‖2ω⊗ωξ .
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Because µ ⊥ η, we get immediately |〈ζ˜ , γ〉| = |〈γ˜, γ〉|. We still have to assess the quantity
|〈ζ˜ , γ˜〉|. Before doing that, we can notice that as a ∈ P1, σ(a
∗)(1⊗E(x))(Ω⊗ ξ) ∈ CΩ⊕ H˜1.
Hence
〈η − η0, γ˜〉 = 〈(1⊗ E(x)) · (Ω⊗ ξ), σ(a) · γ · (a
∗ ⊗ 1)〉
= 〈σ(a∗)(1 ⊗ E(x)) · (Ω⊗ ξ), γ · (a∗ ⊗ 1)〉
= 0.
We can prove exactly in the same way that
〈η˜ − η˜0, γ˜〉 = 0.
Now
〈ζ˜ , γ˜〉 = 〈η0 − γ − γ˜, γ˜〉
= 〈η − γ − γ˜, γ˜〉
= 〈η − η˜, γ˜〉 − 〈γ, γ˜〉+ 〈η˜ − γ˜, γ˜〉
= 〈η − η˜, γ˜〉 − 〈γ, γ˜〉+ 〈η˜0 − γ˜, γ˜〉
= 〈η − η˜, γ˜〉 − 〈γ, γ˜〉+ 〈µ˜, γ˜〉
because 〈η − η0, γ˜〉 = 〈η˜ − η˜0, γ˜〉 = 0. Thus, thanks to Equation (9), we get an inequality for
|〈ζ˜ , γ˜〉|. Of course
‖µ‖2 + ‖γ‖2 = ‖ζ˜ + γ + γ˜‖2
≥ ‖ζ˜‖2 + ‖γ‖2 + ‖γ˜‖2 − 2|〈ζ˜ , γ〉| − 2|〈ζ˜ , γ˜〉| − 2|〈γ, γ˜〉|
≥ 2‖γ‖2 −
∣∣‖γ‖2 − ‖γ˜‖2∣∣− 2|〈ζ˜ , γ〉| − 2|〈ζ˜ , γ˜〉| − 2|〈γ, γ˜〉|.
Finally, noticing that ‖x˚‖ω⊗ωξ ≤ ‖x‖ω⊗ωξ because E = ω ⊗ id, and using all the previous
inequalities we obtained above, we have
(10) ‖γ‖2 ≤ ‖µ‖2 + 2‖a‖3‖[σ(a), x]‖ω⊗ωξ‖x˚‖ω⊗ωξ + C(a)‖x‖‖x˚‖ω⊗ωξ .
We can do now exactly the same thing as before with b and c instead of a. Indeed, let
η′ = σ(b) · η · (b∗⊗ 1), η′′ = σ(c) · η · (c∗⊗ 1), µ′ = σ(b) ·µ · (b∗⊗ 1) and µ′′ = σ(c) ·µ · (c∗⊗ 1).
We define ζ ′ = η0 − µ− µ
′ − µ′′. We find that
‖µ‖2 + ‖γ‖2 ≥ 3‖µ‖2 −
∣∣‖µ‖2 − ‖µ′‖2∣∣− ∣∣‖µ‖2 − ‖µ′′‖2∣∣− 2|〈ζ ′, µ〉| − 2|〈ζ ′, µ′〉|
−2|〈ζ ′, µ′′〉| − 2|〈µ, µ′〉| − 2|〈µ, µ′′〉| − 2|〈µ′, µ′′〉|.
Once again, we assess the negative terms and we get
2‖µ‖2 ≤ ‖γ‖2 + 2‖b‖3‖[σ(b), x]‖ω⊗ωξ + 2‖c‖
3‖[σ(c), x]‖ω⊗ωξ‖x˚‖ω⊗ωξ(11)
+ (C(b) + C(c) + 6|ω(c∗b)|‖c∗b‖) ‖x‖‖x˚‖ω⊗ωξ .
As ‖µ‖2 + ‖γ‖2 = ‖x˚‖2ω⊗ωξ , a combination of inequalities (10) and (11) gives the inequality
of the lemma. 
Let Pi be two free Araki-Woods factors endowed with their free quasi-free state ωi, (i = 1, 2)
such that (P, ω) = (P1, ω1) ∗ (P2, ω2). We know, thanks to Lemma 4.3 in [20], that P1
contains a bounded sequence of elements (an) analytic w.r.t. the state ω and which satisfy
‖σωi/2(an) − an‖ → 0, ‖a
∗
nan − 1‖ → 0, ω(an) → 0 and σ(an)(a
∗
n ⊗ 1) − 1 → 0 ∗−strongly.
We know besides that P2 contains bounded sequences (bn) and (cn) which satisfy the same
condition as (an) and the condition ω(c
∗
nbn)→ 0. We can now state the following proposition,
used in proof of Lemma 3.5:
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Proposition 4.2. Let (xk) be a bounded sequence in C
σ
⊂ M = P ⊗ L∞(X) ⊗ B(L2(R))
which almost commutes with σ(P ). Then E(xk)− xk → 0 ∗−strongly.
Proof. The proof of this proposition is a straightforward application of Lemma 4.1. Let
ξ ∈ K, ‖ξ‖ = 1, ε > 0, and M = sup {‖an‖, ‖bn‖, ‖cn‖, ‖xk‖}. As σ(an)(a
∗
n ⊗ 1) − 1 → 0
∗-strongly, it is clear that ‖σ(an)(a
∗
n ⊗ 1) − 1‖ω⊗ωξ → 0. So, there exists n ∈ N such that
F(an, bn, cn) <
ε
M . Then with this particular n, as (xk) almost commutes with σ(P ), there
exists k0 ∈ N such that for any k ≥ k0,
max
{
‖[σ(an), xk]‖ω⊗ωξ , ‖[σ(bn), xk]‖ω⊗ωξ , ‖[σ(cn), xk]‖ω⊗ωξ
}
<
ε
14M3
.
Hence, we have proved that
∀ξ ∈ K ∀ε > 0 ∃ k0 ∈ N ∀k ≥ k0 ‖xk − E(xk)‖ω⊗ωξ ≤ ε.
That means exactly that xk − E(xk) → 0 strongly in M . We can do the same thing for x
∗
k.
Thus, we have proved that xk − E(xk)→ 0 ∗−strongly in M . 
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