Assessing the ability of the 2D Fisher-KPP equation to model cell-sheet wound closure by Habbal, Abderrahmane et al.
Assessing the ability of the 2D Fisher-KPP equation to
model cell-sheet wound closure
Abderrahmane Habbal, He´le`ne Barelli, Gre´goire Malandain
To cite this version:
Abderrahmane Habbal, He´le`ne Barelli, Gre´goire Malandain. Assessing the ability of the 2D
Fisher-KPP equation to model cell-sheet wound closure. Mathematical Biosciences, Elsevier,
2014, 252, pp.45-59. <hal-00923588>
HAL Id: hal-00923588
https://hal.inria.fr/hal-00923588
Submitted on 3 Jan 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Assessing the ability of the 2D Fisher-KPP equation to
model cell-sheet wound closure
Abderrahmane Habbala,∗, He´le`ne Barellib, Gre´goire Malandainc
aUniv. Nice Sophia Antipolis, CNRS, LJAD, UMR 7351, Parc Valrose, 06108 Nice, France
bUniv. Nice Sophia Antipolis, CNRS, IPMC, UMR 7275, 06560 Sophia Antipolis, France
cINRIA, 2004 route des Lucioles, 06900 Sophia Antipolis, France
Abstract
We address in this paper the ability of the Fisher-KPP equations to render some of the
dynamical features of epithelial cell-sheets during wound closure.
Our approach is based on nonlinear parameter identification, in a two-dimensional
setting, and using advanced 2D image processing of the video acquired sequences. As
original contribution, we lead a detailed study of the profiles of the classically used
cost functions, and we address the ”wound constant speed” assumption, showing that
it should be handled with care.
We study five MDCK cell monolayer assays in a reference, activated and inhibited
migration conditions. Modulo the inherent variability of biological assays, we show
that in the assay where migration is not exogeneously activated or inhibited, the wound
velocity is constant. The Fisher-KPP equation is able to accurately predict, until the
final closure of the wound, the evolution of the wound area, the mean velocity of the
cell front, and the time at which the closure occurred. We also show that for activated
as well as for inhibited migration assays, many of the cell-sheet dynamics cannot be
well captured by the Fisher-KPP model. Finally, we draw some conclusions related to
the identified model parameters, and possible utilization of the model.
Keywords: MDCK, cell-sheet, Fisher-KPP, 2D simulation, image processing, wound
edge dynamics.
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1. Introduction
Morphogenesis, embryogenesis and wound healing processes involve complex move-
ments of epithelial cell sheets. As well, more than 90% of malignant tumors in adult
mammalians occur in epithelial tissues. The growth, aggressiveness and lethality of
these carcinomas is intimately related to the machinery of the collective cell migration
and proliferation triggered in epithelial lines.
Migration and proliferation of epithelial cell sheets are the two keystones under-
lying the collective cell dynamics in these biological processes. It is then of utmost
importance to understand their underlying mechanisms.
The cells in epithelial sheets (a.k.a. monolayers) maintain strong cell-cell contact
during their collective migration. Although it is well known that under some exper-
imental conditions apical and basal sites play distinctive important roles during the
migration, as well as the substrate itself [1], we consider here assays where the apico-
basal polarization does not take place. Thus, the cell monolayer can be considered as a
2 dimensional continuous structure. These epithelial monolayers, among which are the
Madin-Darby Canin Kidney (MDCK) cells [2, 3] are universally used as multicellular
models to study the migratory mechanisms, most of them being triggered by scratching
with a pipette cone or blades during wound healing assays.
Immediately after a wound is created in an MDCK monolayer plate, the cells start
to move in order to fill in the empty space. This movement, the wound closure, is a
highly-coordinated collective behavior yielding a structured cohesive front, the wound
leading edge.
The wound closure involves biochemical processes and mechanical forces, still far
from being well understood, which are distributed over the whole monolayer [4, 1].
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They also strongly depend on the specific geometrical constraints of the cells environ-
ment [5]. Regardless of these complex processes, much particular attention was paid
to the specific study of the movement of the leading edge.
In most cases, wound edge-specific quantitative studies amount to the determina-
tion, under different assay conditions, of the rate of migration and averaged velocity of
the cells located on the wound front. The assay conditions generally intend to study
the impact of migration activators like the Hepatocyte Growth Factor (HGF) [6, 7] or
inhibitors like phosphoinositide 3-kinase (PI3K) inhibitors. HGF, also known as scatter
factor (SF), is a mesenchymal-derived or stromal-derived multifunctional growth factor
with motogenic, and morphogenic activities. HGF plays an important role in the de-
velopment and progression of cancer. Particularly, HGF promotes tumor metastasis by
stimulating motility and invasion [8]. HGF enhances cell migration and HGF-induced
migration depends on PI3K/Akt signaling pathway [9]. The activation of PI3K/Akt
pathway induced by HGF is involved in the downregulation of cell adhesion molecules
and in changes in actin organisation, contributing to the attenuation of cell-cell adhe-
sion and promoting the enhanced motility and migration of epithelial or melanoma cells
[10, 11]. LY294002, a PI3K inhibitor, is able to inhibit HGF-induced cell migration.
Here, in our assays, we used HGF and LY 294002, among hundreds of proteins
which directly or by mediation influence cell migration. HGF is able to induce motility
and cellular rearrangements within a confluent monolayer without compromising the
paracellular barrier function. This property may be particularly pertinent to processes
such as wound healing in tissues [14]. It allows to consider the monolayer even in
stimulated condition as a single entity because all the cells stay interconnected.
The recourse to validated mathematical models dedicated to the simulation of wound
edge dynamics may be a twofold benefit to the biologists: save experimental trials, and
get access to hidden parameters (while keeping in mind the limits of the validity of the
model). Validated models may be used to perform sophisticated (i.e. may reveal more
discriminating) classification of migration-related proteins through the classification of
the model-dependent calibrated parameters [15].
Epithelial cell-sheet movement is complex enough to undermine most of the math-
ematical approaches based on locality, that is mainly traveling wavefront-like partial
differential equations. In [16] it is shown that MDCK cells extend cryptic lamellipodia
to drive the migration, several rows behind the wound edge. In [17] MDCK mono-
layers are shown to exhibit similar non local behavior (long range velocity fields, very
active border-localized leader cells).
Nonetheless, we presently address one of these approaches, stressing its abilities
and failures in faithfully predicting at least in a kinematic viewpoint the cell-sheet
movement. We have selected one of the simplest models, the Fisher-KPP equation de-
tailed in the section 2.2, amongst the general family of semilinear reaction-diffusion
equations. These are widely used to set a phenomenological description of the time
and spatial changes occurring within cell populations that undergo scattering (mov-
ing), spreading (expanding cell surface) and proliferation, three of the most important
mechanisms during the wound closure. The reaction-diffusion equations, coupled to
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visco-elasticity mechanics, may account as well for chemotaxis and haptotaxis among
other cell movement characteristics, see e.g. [18, 19, 20, 21]. Of course, there are
many mathematical models other than the reaction-diffusion ones, e.g. in [22] where
the MDCK cell-sheet is considered as a visco-elastic medium. In [23], the authors de-
rive a continuum approximation for a one dimensional individual-based model which
describes a system of adherent cells. A particle-based with stochastic motion model is
studied in [24] , and in [25] the authors investigate the minimal requirements needed
for the emergence of a collective behavior of epithelial cells, highlighting the role of
cell motility and cell-cell mechanical interactions.
To our knowledge, the first works investigating the validity of -one dimensional-
Fisher-KPP equation to model the wound edge velocity of cell-sheets are [26] and [27].
In [28] the cell-sheet is modeled as a two-dimensional compressible fluid flow, physical
assumptions made therein amount to consider a final equation, which turns out to be
of Fisher-KPP type, with free boundary formulation. Similar to our methodology, the
authors lead an optimization routine, to perform the calibration of the model dependent
parameters. In [29] the authors develop a multiscale (at population and cell levels) ap-
proach, where they consider a Fisher-KPP equation with a nonlinear density-dependent
diffusion, to take into account the contact inhibition effect. They proved that at the cell
level the contact inhibition model was able to capture experimentally observed differ-
ences in the behavior of cells located at front and cells behind it, while the Fisher-KPP
equation with constant diffusion is unable to do so. Close to our methodology, in the
paper [30], image processing and Fisher-KPP model were used to quantify the migra-
tion and proliferation of skeletal cell types including MG63 and human bone marrow
stromal cells (HBMSCs). The authors showed that the Fisher-KPP equation is appro-
priate for describing the migration behaviour of the HBMSC population, while for the
MG63 cells a sharp front model is more appropriate. In [31], the authors use a lattice-
based discrete model and the Fisher-KPP model, for a circular barrier assay. They
obtain independent estimates of the random motility parameter and the intrinsic prolif-
eration rate. The authors investigate how the relative roles of motility and proliferation
affect the cell spreading.
Briefly speaking, our methodology is as follows. Image processing of video se-
quences of a given biological assay yields a specific sequence of segmented binarized
wound front images. We use a subset of these sequences to identify the Fisher-KPP
model parameters. The identified are then used to assess the prediction power of the
mathematical model, by comparing, on a different (complementary) subset of images,
the computed (predicted) sequences to the biological ones.
The paper is organized as follows. In section-2, we outline the experimental and
mathematical methodologies. First, the cell-sheet assays are briefly described. Then,
we introduce the used image processing procedure, Fisher-KPP equations and model
calibration, id est identification by optimization techniques of the diffusion parameterD
and proliferation rate r. Then, important computational issues are addressed in section-
3, among which is the study of the profiles of cost functions.
The optimization approach, the image processing algorithms and the detailed study
of the cost functions profiles, as well as the stressing of the popular use of the assump-
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tion ” wound velocity = 2
√
rD” form, to our knowledge, an original contribution.
In order to assess the validity of the Fisher-KPP model, we consider five MDCK
assays in section-4. In a first part, three qualitatively different assays which lead the
wound to closure are studied. In the second part, the model calibration is performed
for two assays which fail to close due to the addition of migration inhibitors. Finally,
a concluding section-5 discusses the validity limits of the mathematical model and its
”notwithstanding” usefulness.
2. Methodology
2.1. Experimental methodology
We first shortly describe the conditions for the biological assays, then we detail the
main steps of the used image processing techniques.
The cell-sheet assays
MDCK cells were plated on plastic dishes coated with collagen I at 3 µg/ml to
form monolayers. Confluent monolayers were wounded by scraping with a tip, rinsed
with media to remove dislodged cells, and placed back into MEM (Minimum Essential
Medium) with 5% FBS (Fetal Bovine Serum). Cell sheet migration into the cleared
wound area (the notch is 350 µm width by 22 mm length) was recorded using a Zeiss
Axiovert 200M inverted microscope equipped with a thermostated incubation chamber
maintained at 37 ◦C under 5% CO2. Digital images were acquired every 2 min for 12
h using a CoolSnap HQ CCD camera (Princeton, Roper Scientific). Examples of such
images are presented in Figure-2(a).
Five different assays were recorded, yielding five data sets, composed each of 360
images. From each data set, we extracted a sequence of 120 2D images of 1392×1040
pixels (a pixel size represents 0.645×0.645µm2), encoded on 2 bytes, corresponding
to a time step of 6 min between 2 consecutive images.
The assays are classified as follows:
• Assay-I: control conditions
• Assay-II and Assay-III control conditions + HGF (Hepatocyte Growth Factor)
• Assay-IV and Assay-V control conditions + inhibitor
By putting all the images of the sequence into a stack, we obtained a 3D image,
with two spatial dimensions (X and Y ), the third one, T , being temporal (the voxel
thickness is of 6 min). It is then possible to extract XT cross-sections, or kymographs,
(as presented in Figure-6(f)) that allows to visually assess the dynamics of the wound
edge (compare for instance Figures 6(f), 11(f), and 13(f)).
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Figure 1: Left, original stack exhibiting illumination inhomogeneities across 2D images. Right, after inten-
sity homogenization.
If necessary, intensity inhomogeneities between images (see Figure-1) are cor-
rected with the approach described in [32].
We next give a few details on the main image processing tasks, which yield the
experimental wound edge speed values, as well as usable (for computational needs)
binarized monolayer sequences.
Wound edge detection
To quantify the propagation speed of the wound edge, we first detect the latter in
the images. To that end, we use the following operations, illustrated by Figure-2.
1. We enhance both the cell walls and nuclei. We use first a top-hat operator: this
mathematical morphology [33] operation is the difference between the image
and its opening (with a 2D disk of radius 30 pixels as structuring element), and
enhances the cell walls (Figure-2(b)). A conjugated top-hat operator (difference
between the closing and the image (with a 2D disk of radius 20 as structuring ele-
ment) is also performed on the original image to enhance the cell nuclei (Figure-
2(c)). The maximum value of the two operations yields the final enhanced image
(Figure-2(d)).
2. Each section is thresholded: the same threshold, chosen by the user, is used for
all the sections of a sequence (Figure-2(e)).
3. At this stage, each slice has been processed independently. To add some co-
herency from slice to slice, we process the whole stack as a 3D volume, and
we perform a morphological opening (Figure-2(f)) followed by a morphological
closing (Figure-2(g)), both with a 6-neighborhood [34], which is a 3D structure,
as a structuring element.
4. The last step consists in eliminating the smallest 4-connected components in each
section, i.e. the ones with less than 10,000 pixels (Figure-2(h)).
2.2. Mathematical methodology
In the present section, we introduce the ingredients of the mathematical model,
namely the Fisher-KPP equations. Then follows a short presentation of the optimiza-
tion framework set for the identification (or calibration) of the model parameters.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2: The different steps of the image processing pipeline. The upper left image is an original section,
while the lower right one is the binarized wound front. See the text for the details.
Fisher-KPP equations
Fisher-KPP equation is a semilinear parabolic partial differential equation, intro-
duced in 1937 by Fisher [35] and Kolmogoroff-Petrovsky-Piscounoff [36] which mod-
els the interaction of Fickian diffusion with logistic-like growth terms.
First, let us introduce the equation in its most classical presentation, before dis-
cussing its main features and relevance to model the wound healing of monolayers.
We denote by Ω a rectangular domain, typically an image frame of the monolayer,
by ΓD its vertical sides and by ΓN its horizontal ones.
We assume that the monolayer is at confluence, and consider the cell density rela-
tively to the confluent one. The Fisher-KPP equation then reads
∂u
∂t
= D∆u+ ru(1−u) in Ω (1)
where u = u(t,x) = cell density
cell density at confluence
denotes the relative cell density at time t and
position x = (x,y) ∈ Ω. The parameter D is the diffusion coefficient and r is the linear
growth rate. The two latter parameters are assumed constant. The operator ∆ = ∂
2
∂x2
+
∂2
∂y2
is the Laplace operator.
To complete the formulation of the Fisher-KPP equation, initial and boundary con-
ditions must be specified. Classically, at t = 0 one has at hand an initial (binarized)
monolayer image u0(x). Then, one simply sets:
u(0,x) = u0(x) over Ω. (2)
Boundary conditions are more delicate to set. If we refer to our own case-study, see
the computational domain setting as sketched in Figure-3, there are always cells on the
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vertical sides, so that we may set:
u(t,x) = 1 on ΓD (3)
and the cell flux across the horizontal sides is assumed to be negligible:
∂u
∂n
(t,x) = 0 on ΓN (4)
where
∂u
∂n
is the normal derivative of u.
Figure 3: The computational domain Ω is a restriction of the overall scraped area. MDCK cells always
show on the vertical sides of the image frame, and it is assumed that the amount of cells traveling across the
horizontal ones is negligible. Dimensions of a typical dish are 350µm width by 22mm length.
This latter assumption is particularly relevant when the image is only a part of a
larger scraped observation area. We then are more or less assuming a local symme-
try condition, that is, the migration velocity is normal to the leading edge near the
horizontal sides where the domain cutoff was performed. Although questionable, the
above choice of boundary conditions proved to lead to computational experiments in
good agreement with the biological observed ones.
One of the main features of the Fisher-KPP equation is that it drives initial stiff
fronts (e.g. an 1-0 Heaviside-like function) to closure, id est to the stable steady solu-
tion u = 1 everywhere, by propagating the front with a constant velocity Vth = 2
√
rD
(up to a short transition time). This mathematical feature is central in our present study.
In the following, we detail the steps of our procedure of identification of the (r,D)
parameters for the Fisher-KPP equation.
Identification of the Fisher-KPP parameters
Let us denote by Ω the rectangular domain which defines the images frame, and
by [T0,T ] the time window used to calibrate the constant parameters r and D. This
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time window is a subset of the overall acquisition duration [0,TF ] where TF is the final
available observed time (in our case, TF = 720 min).
In order to validate the mathematical model, it is common to use experimental data
observed during the early [T0,T ] time interval to identify the parameters, and then use
the identified parameters to predict quantities like as wound area or velocity variations,
and compare the computational results to the non exploited experimental data observed
during the time interval [T,TF ].
Let us denote by (uexp(t,x)) the sequence of experimental cell density images (seg-
mented and binarized), and let be the observation-error function J defined by
J(r,D; v) =
∫ T
T0
∫
Ω
|v(t,x)−uexp(t,x)|2dxdt.
To justify the mathematical meaning of the difference v(t,x)− uexp(t,x) (the first
term is continuous while the second is binary), let us recall that the present study fo-
cuses on wound front dynamics. The F-KPP equation, starting with a binarized initial
solution, is expected to propagate the front, showing a thin transition interface (due to
the diffusion term). Thus, the continuous solution v is made of ?1? and ?0? surfaces
linked by this thin interface, being almost of the same kind than the binarized uexp.
The identification method is classical, it amounts to minimize, subject to specified
constraints, the following cost function j:
j(r,D) = J(r,D; u(r,D)) (5)
where u(r,D) is the unique solution to the Fisher-KPP system (1)-(2)-(3)-(4).
The constraints are of bound type:
rmin ≤ r ≤ rmax ; Dmin ≤ D≤ Dmax
where the above lower and upper bounds may be e.g. estimated from experimental
published data (or simply taken as the smallest and largest biophysically relevant ones).
Performing the numerical minimization of the cost j may be computationally ex-
pensive even though the space of parameters is of very small dimension, since each cost
evaluation requires the numerical solution of the time-dependent Fisher-KPP semilin-
ear partial differential equation. It is then of importance to save computational time
whenever it is possible. To this end, the computation of the gradient of the cost may
help to efficiently use fast gradient descent minimization algorithms, and compute ac-
curate approximate cost functions of higher order (using e.g. Hermite polynomials)
which are cheap to evaluate. It is a classical theoretical result that the cost function is
differentiable with respect to (r, D). We give hereafter the steps to rapidly compute the
exact gradient of j, based on the adjoint state method, see for instance the book [37].
Let us, for instance, define the (Fisher-KPP system) adjoint state solution as the
unique solution p to the retrograde linear partial differential equation:
−∂p
∂t
= D∆p+ r(1−2u)p+2(u−uexp) in Ω (6)
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with the following boundary conditions, consistent with the ones stated above for the
Fisher-KPP solution u:
p(t,x) = 0 over ΓD
∂p
∂n
(t,x) = 0 over ΓN (7)
and with a final condition prescribed at t = T :
p(T,x) = 0 in Ω. (8)
The adjoint state formula yields the gradient of the cost function j:
∂ j
∂r
(r,D) =
∫ T
T0
∫
Ω
u(1−u)pdxdt, (9)
∂ j
∂D
(r,D) =−
∫ T
T0
∫
Ω
∇u∇pdxdt. (10)
To solve the Fisher-KPP system, we used an explicit Euler forward finite difference
in time, and centered second order five points finite difference in space. The numerical
scheme is convergent provided a stability condition. The latter condition is satisfied
thanks to the relative small magnitude of the considered diffusion and proliferation
coefficients with respect to the typical time and space steps used in the present compu-
tational experiments. Indeed, spatial step is one pixel in both directions, and time step
is a fraction (tenth) of the image acquisition lapse time.
We implemented our own finite difference code to solve the Fisher-KPP equations,
and used the matlab optimization (fmincon) toolbox. Let us underline that the numerical
approximation of the retrograde adjoint state equation (6) requires careful treatment. In
particular, because of the lack of intermediate values of uexp for time steps used by the
numerical scheme that are not acquisition times (time interpolation is necessary). As
well, the gradient formulae (9)-(10) have to be handled carefully because of the nature
of the solution u which shows a stiff profile nearby the wound edge, where the whole
gradient information is concentrated.
The cost function j has a strongly non-linear implicit dependence on the parameters
r and D. It is then not straightforward to draw any conclusion related to the uniqueness
of the minima (which do exist in the compact set defined by the bounds). Thus, in
order to perform efficient numerical optimization, it is useful if not mandatory to lead
a preliminary study of the profile of the cost functions.
3. Preliminary analysis
We first list the parameters, experimentally estimated or computed, which are in-
volved in the model validation method. Then, we lead a detailed study of the profiles
of the cost functions commonly used to identify the parameters. In the final part of
the present section, we address the relevance of the assumption which states that ex-
perimental wound edge velocity should be a priori imposed as equal to the theoretical
wavefront velocity.
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3.1. Experimental and computed variables
On original images, 1pixel= 0.416µm2 = (0.645µm)2, but due to computational
restrictions on the image size, original images are down resized by a rescaling factor
of 8×8. On resized images, 1pixel= 8×8×0.416µm2, so the leading edge velocity
and diffusion parameters units must be rescaled accordingly:
• Diffusion unit: 1pixel.min−1 = 1.6 10−3mm2.h−1 = 1600 µm2.h−1
• Velocity unit: 1pixel1/2.min−1 = 309.10−3mm.h−1
The bounds for the proliferation and diffusion parameters are set as follows, for the
preliminary study as well as for the main identification calculations:
rmin = 10
−6, rmax = 0.5 (min−1) Dmin = 10−8, Dmax = 0.15 (pixel.min−1)
[T0−T] (increments of 6 min) is the subset of images used to calibrate the model
parameters r and D;
r (min−1) and D (pixel/min) are the proliferation rate and diffusion coefficient;
J is the optimal cost function. Otherwise specified, we used J = JU/w0 where w0 is
the initial wound area (see section 3.2 for the definition of JU );
Vexp (pixel
1/2/min) is the experimental wound closure speed defined as the slope of
the linear regression w.r.t. time of the leading-edge (averaged in the i-coordinates)
velocities;
Vcomp (pixel
1/2/min) is the computed wound closure speed defined as for Vexp, using
the PDE model leading-edge evolution;
Vth = 2
√
rD (pixel1/2/min) is the theoretical wavefront velocity of the Fisher-KPP
model;
MRexp (pixel/min) is the experimental migration rate defined as the slope of the linear
regression w.r.t. time of the experimental wound area;
MRcomp (pixel/min) is the computed migration rate defined as for MRexp, using the
PDE model area evolution.
Notice that, throughout the paper, the experimental and computational velocities we
refer to are the horizontal components of the velocity vectors, which are approximately
the components perpendicular to the wound edge. Considering an Eulerian view of the
wound edge rather than a Lagrangian one, the assumption is reasonable. We do not
take into account the mechanical strains that are endured by the cell rows behind the
edge, so that the edge tangential velocity does not affect the wound edge geometry.
11
3.2. Profile of the cost functions
For a given assay, we denote by (uexp(t,x)) the sequence of experimental cell
monolayer images, segmented and binarized, and by (Wexp(t)) the corresponding ex-
perimental wound area.
We have considered as cost functions to be minimized the following:
Cell density error : JU (r,D) =
∫
[T0,T ]
∫
Ω
|u(t,x)−uexp(t,x)|2dxdt (11)
Wound area error : JA(r,D) =
∫
[T0,T ]
|W (t)−Wexp(t)|2dt (12)
where u is the computed solution of the Fisher-KPP equations for a given pair of pa-
rameters (r,D) andW (t) =
∫
Ω
(1−u(t,x))dx is the computed wound area.
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Figure 4: Surface plot of costs (a) JU and (b) JA as function of the parameters (r,D) where r ∈ [rmin,rmax]
and D∈ [Dmin,Dmax]. (c) Image set of (JA(r,D),JU (r,D)) is plotted for the same set of parameters. The costs
show globally some correlated variation. Close to their minima, the relative position of the values located at
the image set boundary indicates that indeed they are conflicting.
The cost function JA is introduced in order to study its relevance to be used as an
error-function, that is, its ability to yield correct model parameters at its minimal value.
We performed the computation of the cost functions surfaces for several assays.
The results were all similar. We present here one that corresponds to an inhibited
migration, a case which illustrates a pathological behaviour of the cost JA.
A characteristic common to all our studied assays is that the cost surfaces plotted in
Figure-4 (a)(b) show that both the minima of JU and JA are located at the confluence of
extremely flat narrow valleys. Consequently, one has to choose a robust and accurate
numerical optimizer. We used the SQP (Sequential Quadratic Programming) algorithm
of the ’fmincon’ module from Matlab.
We plotted in Figure-4 (c) the profile of (JA(r,D),JU (r,D)) for a uniform 40× 40
sampling of [rmin,rmax]× [Dmin,Dmax]. Globally, the two costs JA and JU show some
correlated variation; Interestingly, close to their minima, which is the region of interest
for our study, these two functions are quite antagonistic. In order to help us answer
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the question: which cost function is the most relevant for the parameter identification?
we led different studies, essentially numerical because of the intricate implicit relation
satisfied by the two functions with respect to the parameters r and D.
Indeed, many authors (see e.g. [26]) assume that the experimentally measured
leading edge velocities are close to Vth = 2
√
rD, the theoretical velocity of the Fisher-
KPP wavefront, and then use the latter to compute the diffusion coefficient D given the
cell proliferation rate r (doubling time tables excerpt from published data) through the
formula Vexp ≈ 2
√
rD. So, we found it interesting to investigate the dependance of the
considered costs with respect to the difference in velocities Vgap =
Vexp−Vth
Vexp
where Vexp
is the experimentally measured one using the sequence of binarized images.
The study of the dependence of the wound area cost JA and cell density one JU with
respect to the parameter Vgap led us to the following observations, see Figure-5:
(i) for all assays, the global minimum of JA as a function of
√
rD always occurred
at Vgap(r,D)≈ 1, id est at D= Dmin.
(ii) for inhibited migration assays, the assumption Vgap ≈ 0 was irrelevant to yield
the optimal values of the model parameters.
Thus, we abandoned the recourse to the wound area cost function JA (and convex
combination with the cost JU turned out to be useless), and as well we abandoned
the a priori constraining of Vgap(r,D) to zero. Remarkably, we nevertheless observed,
from our numerical results, that for migration assays, which are neither activated nor
inhibited, the approximation Vexp ≈Vth holds a posteriori, see Table-1 .
4. Results
We performed the assessment of the validity of the F-KPP mathematical model on
five MDCK monolayer assays : a reference one, two activated and two inhibited mi-
gration conditions. Two different situations are considered, depending on the success
or failure of the wound closure.
4.1. Wound closure occurs
In the following, the results of three different MDCK cell-sheet assays are dis-
cussed. They have in common that the scraped wound closed. The first one referred
to as Assay-I is a reference one, also known as control assay, where no migration
activators or inhibitors were used. In the two other assays, Assay-II and Assay-III,
HGF (Hepatocyte Growth Factor) a well known migration activator of epithelial cells
is added to the control (Assay-I) setting.
For the three assays, we first comment in a few words the profiles computed by
exploiting the experimental data, using the segmented and binarized image sequences.
Then, we compare the experimental profiles and parameters to the corresponding com-
puted ones.
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Figure 5: Plot of the image set (JU ,JA) of costs JU and JA with respect to the velocity gap Vgap =
Vexp−Vth
Vexp
for a uniform 40×40 sampling of [rmin,rmax]× [Dmin,Dmax]. (a) (c) Plot of (JU (r,D),Vgap(r,D)) and a close
view of the ”Paradise bird’s” head. (b) (d) Plot of (JA(r,D),Vgap(r,D)) and a close view of the ”Paradise
bird’s” head. Remark that the segment Vgap(r,D) = 1 as visible on the top of (d) corresponds to the minimal
value D= Dmin.
A reference assay: regular wound closure
We have plotted in Figure-6(a) the evolution of the wound area for a total duration
of 120× 6 min. The wound closed shortly after 70× 6 min. The discontinuity slope
of the wound area observed around 40× 6 min is due to the segmentation algorithm
which performs poorly when the opposite wound edges touch each other at some point.
The discontinuity observed in Figure-6(b) and the peak observed in Figure-6(e)
(they occur around T = 48×6mn) correspond also to the first contact between wound
opposite edges. The edge mean velocity profile in Figure-6(e) is rather constant until
the opposite parts of the wound edge enter into contact (until the peak).
Figure-6(d) shows that if one records the time-averaged speed of the pixels located
at the wound edge, then some cells (that is, some collection of neighbor pixels) exhibit
higher speeds, in more precisely three distinct locations. This observation may have a
link with the so-called leader cells, see [17].
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Figure 6: Assay-I (a) Time evolution of wound area (in pixel). (b) Time evolution of the leading-edge length
(in pixel). (c) 3D XT view at first and mid-rows. (d) Mean (in time) velocity of pixels located at the leading
edge (in pixel/min). (e) Averaged (in space) leading-edge velocity (in pixel/min). (f) 2D XT view at first and
mid-rows.
In Figure-6(c) , we have plotted the XT slices (kymographs) with as 3rd dimension
the pixel intensity in order to picture how far the cell-sheet migration is from a pure
scattering dynamics. Indeed, without mitosis, apoptosis and maybe some videoscopy
defocalization, we would observe lines of continuous smooth ridges. We project the
3D view in a 2D one in Figure-6(f), to get a visual representation of the speed profile
for first and mid-range rows of the image sequences.
Assay-I: Computational results compared to experimental data
Table-1 and Figure-7 show a very good accordance between the observed biological
parameters and the model predicted ones, notably the Fisher-KPP model accurately
predicted total closure time (shortly after 70×6 min).
An activated migration: speedy wound closure
The MDCK monolayer Assay-II corresponds to an HGF activated migration case.
The evolution of the wound area during the closure depicted in Figure-8(a) shows
that there are two distinct phases: the first one occurs roughly speaking during the
image interval [1-20], and the second one occurs around [20-36] with a larger slope.
15
Vexp Vcomp Vth MRexp(±std) MRcomp(±std) r D J T0−T
0.0619 0.0668 0.0832 20.35(±7.77) 20.98(±7.76) 0.070 2.48E-02 0.02 1-20
0.0722 0.0745 0.0918 23.78(±8.54) 24.08(±7.94) 0.056 3.77E-02 0.02 1-30
0.0738 0.0771 0.0902 23.58(±8.00) 25.00(±7.69) 0.058 3.52E-02 0.03 1-35
0.0743 0.0770 0.0795 24.26(±7.22) 25.09(±6.54) 0.071 2.22E-02 0.03 1-45
Table 1: Assay-I. Comparison of experimental and computed velocities and migration rates (plus standard
deviations for migration rates) for the optimally calibrated model parameters. Rows correspond to results
computed over a dataset subset [T0−T ] of the total [1-120] images. Refer to section-3.1 for significance of
variables and used units.
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Figure 7: Assay-I. Computational vs experimental wound evolution. (a) Time variation of experimental
(blue) versus computed (red) wound area (in pixel). (b) Time variation of the experimental (blue-dot) versus
computed (red) migration rate (in pixel/min). (c) 3D XT view at first and mid-rows.
The wound edge mean velocity plotted in Figure-8(e) corroborates this distinction, and
one may observe that the velocity magnitude is slightly greater than 0.10 during the
[20-36] interval, 36 being the image at which opposite edges come into contact.
Compared to the reference assay, the topology of the ridges shown in Figure-8(c)
look more hectic, and the 2D projected image Figure-8(f) shows a velocity profile
(the contour of the homogeneously grey region) which is not a rectilinear triangle as
observed in Figure-6(f).
The total length of the leading edges Figure-8(b) seems to have lower fluctuation
than in the reference case, except close to the occurrence of the fronts contact.
The distribution of the mean (time-averaged) front velocity with respect to the pix-
els location is plotted in Figure-8(d). Cells located at the mid and bottom rows tend to
be faster, but no obvious localized leading regions, except the middle, arises from the
profile.
Assay-II: Computational results compared to experimental data
Taking into account our remark on the two-phase evolution of the wound area,
we have performed two numerical experiments. The first one presented in Figure-9
corresponds to the parameters identified using the image interval [1-20], and the second
one shown in Figure-10 uses the larger image interval [1-36].
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Figure 8: Assay-II (a) Time variation of wound area (in pixel). (b) Time variation of the leading-edge length
(in pixel). (c) 3D XT view at first and mid-rows. (d) Mean (in time) velocity of pixels located at the leading
edge (in pixel/min). (e) Averaged (in space) leading-edge velocity (in pixel/min). (f) 2D XT view at first and
mid-rows.
Vexp Vcomp Vth MRexp(±std) MRcomp(±std) r D J T0−T
0.0671 0.0692 0.0471 22.38(±7.02) 21.92(±6.36) 0.196 2.83E-03 0.02 1-20
0.0904 0.0916 0.1177 30.43(±12.06) 29.72(±9.53) 0.049 7.13E-02 0.03 1-36
Table 2: Assay-II. Comparison of experimental and computed velocities and migration rates (plus standard
deviations for migration rates) for the optimally calibrated model parameters. Rows correspond to results
computed over a dataset subset [T0−T ] of the overall [1-120] images. Refer to section-3.1 for significance
of variables and used units.
The numerical results shown in Table-2 illustrate how critical may be the choice of
the fitting experimental dataset. Indeed, since the time evolution of the wound area is
no more linear-wise, even experimental velocity and migration rate data are sensitive
to the used experimental dataset [T0−T ].
We observe in Figure-9 that for the first computational experiment using the image
interval [1-20], the mathematical model Fisher-KPP is unable to predict the wound
evolution beyond the used fitting interval (which is the least one should expect).
Interestingly, the computational area profile does however unstick from the experi-
mental one (see Figure-9(a)), precisely at the initiation of the second faster phase cited
above, that is, around image 20. Thus, performing the model-dependent parameter
identification using early experimental data may discriminate distinct evolution phases,
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in a more easier ”visual” way (the unsticking) than could e.g. a first derivative profile
which is generally quite noisy.
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Figure 9: Assay-II using dataset [1-20] for calibration. Computational vs experimental wound evo-
lution. (a) Time variation of experimental (blue) versus computed (red) wound area (in pixel). (b) Time
variation of the experimental (blue-dot) versus computed (red) migration rate (in pixel/min). (c) 3D XT
view at first and mid-rows.
Observe also that in Figure-10(c), the XT slices show a left-right stiff front with
monotonic decreasing from 1 to 0 which is drifted by steady translation along the ”tri-
angle” edges, while in Figure-9, the triangle sides show some unexpected oscillations.
These oscillations seem to be closely related to the small magnitude in diffusion coef-
ficient, see the case-study of Assay-V.
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Figure 10: Assay-II using dataset [1-36] for calibration. Computational vs experimental wound evo-
lution. (a) Time variation of experimental (blue) versus computed (red) wound area (in pixel). (b) Time
variation of the experimental (blue-dot) versus computed (red) migration rate (in pixel/min). (c) 3D XT
view at first and mid-rows.
An activated migration: accelerating wound closure
As for Assay-II, in the MDCK cell-sheet Assay-III we have added HGF to the
reference conditions.
The Hepatocyte Growth Factor also induced a visible faster wound closure com-
pared to the reference Assay-I, but this assay exhibited remarkably different dynamics
compared to the Assay-II.
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Figure 11: Assay-III (a) Time variation of wound area (in pixel). (b) Time variation of the leading-edge
length (in pixel). (c) 3D XT view at first and mid-rows. (d) Mean (in time) velocity of pixels located at the
leading edge (in pixel/min). (e) Averaged (in space) leading-edge velocity (in pixel/min). (f) 2D XT view at
first and mid-rows.
The time evolution of the wound area is clearly nonlinear as can be seen from
Figure-11(a) which, comparably to Assay-II, tends to show two different stages, the
first one in the range [1-20] and the second one in the range [20-36]. These two regimes
are more visible from Figure-12(a) when around image 20 the mathematical model
prediction unsticks from the experimental measurements.
However, slightly differently from Assay-II, we observe a much more convincing
invariance of the total length of the wound edge during the closure, see Figure-11(b).
One also observes a patent accelerating wound front visible from Figure-11(e). Indeed,
despite the averaged experimental velocity shown in Table-3, the mean edge velocity
during the time interval from 30 to 35 (×6 min) lies between 0.150 to 0.180 (twice the
velocity magnitudes observed in Assay-II).
From Figure-11(d) where is plotted the mean velocity (from initiation to closure) of
each row pixel located on the wound edge, we can also observe an important difference
with Assay-II. Here, two visible leading regions arise which are disjoint and located at
1/3 and 2/3 of the image row width.
The 3D XT view in Figure-11(c) and its 2D projection in Figure-11(f) visually
show even more hectic ridges than for the Assay-II, but we did not assess it quantita-
tively.
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Assay-III: Computational results compared to experimental data
We observe that as for Assay-II, and contrarily to the reference Assay-I, the optimal
model parameters strongly depend on the portion of data used for the identification
process, and also are, but to a lesser extent, the mean velocities and migration rates, as
can be seen from Table-3.
Vexp Vcomp Vth MRexp(±std) MRcomp(±std) r D J T0−T
0.0646 0.0648 0.0849 21.55(±9.01) 20.38(±7.62) 0.063 2.86E-02 0.02 1-20
0.1028 0.0950 0.1327 34.67(±16.87) 30.93(±10.40) 0.036 1.21E-01 0.04 1-36
Table 3: Assay-III. Comparison of experimental and computed velocities and migration rates (plus standard
deviations for migration rates) for the optimally calibrated model parameters. Rows correspond to results
computed over a dataset subset [T0−T ] of the total [1-120] images. Refer to section-3.1 for significance of
variables and used units.
The comparison of experimental versus computational wound areas, as plotted in
Figure-12(a), show that the Fisher-KPP model using the optimal parameters sticks on
the experiment only during the time used for the calibration. The model is unable
to follow the wound area evolution as it enters an accelerated phase. Of course, the
latter is all but unexpected, since the Fisher-KPP equation with the logistic growth
term cannot behave differently than following with constant velocity the initial front,
as tend to show the rectilinear-sided triangles in Figure-12(c).
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Figure 12: Assay-III. Computational vs experimental wound evolution. (a) Time variation of experi-
mental (blue) versus computed (red) wound area (in pixel). (b) Time variation of the experimental (blue-dot)
versus computed (red) migration rate (in pixel/min). (c) 3D XT view at first and mid-rows.
4.2. Wound closure fails
We present in this section two assays, Assay-IV and Assay-V, where we added
to the control conditions an inhibitor of the cell-sheet migration, the LY 294002 (more
precisely, LY29 inhibits PI3-kinase). For the two assays, both experimental and model-
computed mean front velocities, migration rates and wound area profiles are to some
extent comparable. A noticeable difference lies in the range of the calibrated model
parameters. Wound edge mean velocity is, for both Assay-IV and Assay-V, two to five
times smaller than the reference assay; but for Assay-IV the diffusion coefficient D is
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comparable in order to the reference ones, while it is two to three orders less in the case
of Assay-V.
An inhibited migration with a normal diffusion parameter
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Figure 13: Assay-IV (a) Time variation of wound area (in pixel). (b) Time variation of the leading-edge
length (in pixel). (c) 3D XT view at first and mid-rows. (d) Mean (in time) velocity of pixels located at the
leading edge (in pixel/min). (e) Averaged (in space) leading-edge velocity (in pixel/min). (f) 2D XT view at
first and mid-rows.
The wound area depicted in Figure-13(a) first slowly decreases until approximately
image 80. Then it enters a stagnation phase during the dataset interval [80-120]. During
this interval, the wound velocity is close to zero as shown Figure-13(e).
The profile of the wound front length Figure-13(b) shows an increase in magnitude
and in total variation, indicating a possible persistent front cells (lamellipodial) activity.
Assay-IV: Computational results compared to experimental data
From Table-4 we observe that velocities, migration rates and model parameters
are more or less half the values of the corresponding reference assay. We show in
Figure-14(a) the time variation of the model-computed wound area compared to the
experimental one. The model parameters were fitted using only the dataset [1-20], but
the model correctly predicts the wound evolution during the interval [20-40] that is
for two hours later. The unsticking of the model from the experimental area becomes
thereafter increasingly more visible.
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Vexp Vcomp Vth MRexp(±std) MRcomp(±std) r D J T0−T
0.0240 0.0250 0.0429 7.76(±3.07) 7.94(±3.15) 0.030 1.53E-02 0.01 1-20
0.0313 0.0322 0.0461 10.27(±3.74) 10.57(±3.63) 0.025 2.10E-02 0.02 1-40
0.0317 0.0345 0.0406 10.18(±3.11) 11.34(±3.18) 0.023 1.76E-02 0.04 1-80
Table 4: Assay-IV. Comparison of experimental and computed velocities and migration rates (plus standard
deviations for migration rates) for the optimally calibrated model parameters. Rows correspond to results
computed over a dataset subset [T0−T ] of the total [1-120] images. Refer to section-3.1 for significance of
variables and used units.
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Figure 14: Assay-IV using dataset [1-20]. Computational vs experimental wound evolution. (a) Time
variation of experimental (blue) versus computed (red) wound area (in pixel). (b) Time variation of the
experimental (blue-dot) versus computed (red) migration rate (in pixel/min). (c) 3D XT view at first and
mid-rows.
Let us remark that the Fisher-KPP equations used in the present setting to model
the wound front progression do not predict anything else than an ineluctable wound
closure, be it in short or very long time. So, the use of mathematical models of the
Fisher-KPP kind for inhibited migration assays must be carefully handled. We show
here and for the next assay, that the Fisher-KPP model is unable to render the whole
story, because of the inhibition effect. If a given inhibitor has an effect of only slowing
the migration without freezing it at some point, then Fisher-KPP prediction may reveal
more efficient than for the present case. As illustrated by Assay-II and Assay-III, the
same remark holds as is for the activation case.
An inhibited migration with a small diffusion parameter
The experimental profiles for the inhibited migration Assay-V are shown in Figure-
15. Wound area (a) slows during the interval [1-80] then stagnates during the [80-120]
time interval. The stagnation is obvious from (e) the mean wound edge velocity profile
which vanishes during the latter interval. The length of the leading edge (b) does
barely increase in the course of the assay. As for Assay-IV, we observe in (d) localized
-roughly speaking, three- leading regions of pixels.
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Figure 15: Assay-V. (a) Time variation of wound area (in pixel). (b) Time variation of the leading-edge
length (in pixel). (c) 3D XT view at first and mid-rows. (d) Mean (in time) velocity of pixels located at the
leading edge (in pixel/min). (e) Averaged (in space) leading-edge velocity (in pixel/min). (f) 2D XT view at
first and mid-rows.
Assay-V: Computational Results compared to experimental data
The three first rows in Table-5 are the results obtained for the cost J = JU , and the
last one is for the wound area cost J = JA. We comment on the last row at the end of
the current section. As seen before, the results are very sensitive to the choice of the
dataset used for the identification of the model parameters. Contrarily to the reference
assay, we observe a critical absence of consistency in the magnitudes of the model
parameters, despite the relative consistency of the experimental versus computational
mean velocities and migration rates.
The Fisher-KPP model is clearly unable to predict the evolution of the wound area
beyond the fitting interval, as shown in Figure-16(a). Moreover, enlarging the fitting
dataset from [1-20] to [1-90] does not improve the prediction, compare with Figure-
17(a). As already pointed out, the Fisher-KPP model always achieves the wound clo-
sure in finite time Figure-17(c). The comparison of the experimental versus computa-
tional wound areas show in Figure-17(a) that the diffusion coefficient (D = 3.710−2)
identified with the dataset [1-90] is too large, leading to the irrelevant computational
early closure.
The fourth row in Table-5 shows a case study with J = JA as cost function (gap be-
tween experimental and model wound areas, averaged with respect to the total duration
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Vexp Vcomp Vth MRexp(±std) MRcomp(±std) r D J T0−T
0.0354 0.0381 0.0205 11.69(±3.65) 12.23(±3.58) 0.148 7.05E-04 0.01 1-20
0.0337 0.0351 0.0058 11.54(±2.72) 11.73(±3.98) 0.231 3.68E-05 0.02 1-40
0.0294 0.0360 0.0486 9.86(±2.89) 11.86(±3.59) 0.016 3.74E-02 0.07 1-90
0.0307 0.0330 0.0026 10.43(±2.50) 11.24(±4.83) 0.268 6.41E-06 JA = 0.05 1-80
Table 5: Assay-V. Comparison of experimental and computed velocities and migration rates (plus standard
deviations for migration rates) for the optimally calibrated model parameters. Rows correspond to results
computed over a dataset subset [T0−T ] of the total [1-120] images. The last row, with used dataset [1-80]
the used cost is the wound area gap J = JA. Refer to section-3.1 for significance of variables and used units.
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Figure 16: Assay-V using dataset [1-20]. Computational vs experimental wound evolution. (a) Time
variation of experimental (blue) versus computed (red) wound area (in pixel). (b) Time variation of the
experimental (blue-dot) versus computed (red) migration rate (in pixel/min). (c) 3D XT view at first and
mid-rows.
of the used dataset). We already mentioned in section 3.2, devoted to a preliminary
computational study, that we were not confident in the relevance of the JA cost as a
calibration indicator.
The numerical results are shown in Figure-18. As expected, the profile of the model
wound area (a) matches the experimental one clearly better than shown in Figure-16(a)
with the cost JU . But this matching is obtained through quite periodic small oscilla-
tions, which seem to constraint the Fisher-KPP solution to behave in a non standard
(that is, monotonic) way. The computational migration Figure-18(b) rate shows strong
oscillations up and down of the experimental ones. And the 3D XT slices (c) show
transversally waving walls. We have paid attention to make sure that these observed os-
cillations are not due to the classical numerical instability of our explicit Euler scheme.
Indeed, the use of refined spatial and temporal step-sizes, as well as implicit Euler,
Crank-Nicholson and second order splitting schemes led to the same observations.
The observed oscillating profiles do not exist in our cell-sheet experiments. Indeed,
the optimization process yielded a large value for the proliferation rate r and a small
value for the diffusion parameter D (notice however that the optimal D = 6.10−6 is
greater than the minimal bound Dmin = 10
−8). We postulate (ongoing work) that, for
the Fisher-KPP equations, there is a link between the rising of these oscillations for
particular values of the model parameters, namely large enough r and small enough
D which result from the minimization of the cost JA, and the oscillatory behavior ob-
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Figure 17: Assay-V using dataset [1-90]. Computational vs experimental wound evolution. (a) Time
variation of experimental (blue) versus computed (red) wound area (in pixel). (b) Time variation of the
experimental (blue-dot) versus computed (red) migration rate (in pixel/min). (c) 3D XT view at first and
mid-rows.
served for Fisher-KPP equations with delay terms. We think that some finite difference
schemes may mimic such a behavior for a small enough diffusion coefficient.
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Figure 18: Assay-V using dataset [1-80] with J = JA. Computational vs experimental wound evolution.
(a) Time variation of experimental (blue) versus computed (red) wound area (in pixel). (b) Time variation of
the experimental (blue-dot) versus computed (red) migration rate (in pixel/min). (c) 3D XT view at first and
mid-rows.
5. Conclusion
We addressed in this paper the ability of the Fisher-KPP equation, a two-parameter
mathematical model, to render some of the dynamical features of epithelial cell-sheets
during wound closure. We based our approach on a nonlinear parameter identification
formulation, in a two-dimensional setting, and using 2D image processing (segmen-
tation, binarization) of the video acquired sequences. The overall computational ma-
chinery was used to study five MDCK monolayer assays in a reference, activated and
inhibited migration conditions.
We found that for the reference assays, that is assays where migration was not ex-
ogeneously activated or inhibited, as several previous works pointed out, the wound
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velocity was constant. We also proved that the Fisher-KPP equation was able to ac-
curately predict, until the final closure of the wound, the evolution of the wound area,
the mean velocity of the cell front, and the time at which the closure occurred. We
observed the consistency of the identified parameters for different choices of the exper-
imental datasets used to feed the identification process. Remarkably, we observed that
both the experimental and computational mean velocity of the wound edge were close
to the theoretical Fisher-KPP wavefront speed, without imposing it a priori.
Afterwards, we found that for activated as well as for inhibited migration assays,
many of the cell-sheet dynamics could not be well captured by the mathematical model.
Indeed, it is not surprising that accelerating or decelerating wound fronts cannot be
well approximated by constant speed fronts. Quantities like as the mean velocity of
the wound edge or rate of migration were still relevant and in good accordance with
their experimental corresponding data, but the identified model parameters were very
sensitive to the dataset used for the calibration process. Though, we may say that the
Fisher-KPP model could help us in spotting possibly different regimes of the wound
closure, at least when they deviate (unstick) from a regular ”Fisher-KPP” one, if we
term by such a regime whose evolution is well rendered by the calibrated Fisher-KPP
equation.
Let us also stress the role of the Fisher-KPP parameters. Although these two param-
eters, denoted by r and D are termed the proliferation rate and the diffusion coefficient,
careful attention should be paid to their biophysical meaning in the present context.
Here, the parameter r barely represents the genuine cell proliferation rate. Even in a
rough approximation, the latter should be of the magnitude of the early exponential
growth rate, related to the doubling time TD through the relation r ≈ ln2/TD. So, even
for the shortest MDCK doubling times found in the literature, around 10 hours, the
parameter r should be at least one to two orders below the actually computed optimal
values. The diffusion parameter D has to be small enough to preserve the stiffness of
a likely initial wound profile, which requirement is in contradiction with the use of too
small proliferation rates if one seeks a theoretical or even a numerical front speed close
to the experimental one. The theoretical speed Vth = 2
√
rD would be too small com-
pared to the experimental one. Moreover, diffusion coefficients D, even small enough
to keep the stiff front propagation, still locally diffuse lamellipodial and filopodial pro-
trusions (thanks to the normal flow generated by the Laplace operator), leading to their
early fading in the mathematical simulations, while still present in the biological pro-
cess. The diffusion parameter accounts for only partially tenable approximation of the
complex cell spreading and scattering processes.
Thus, in our opinion, in view of our numerical experiments, the model parameters
r and D should be regarded as rather abstract yet discriminating model parameters,
which nevertheless yield correct (compared to the experimental ones) migration rate
and wound mean velocities. Handled with care, both Fisher-KPP equations and the
optimally calibrated parameters may be used for the classification of cell-sheet wound
closures.
Finally, our study has shown that the use of error functions based on the differ-
ence between experimental versus model-computed wound area may lead to numerical
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pathological bias, that is, the apparition of non biological oscillations. To our knowl-
edge, this is the first time such oscillations are observed for the Fisher-KPP classical
system, and we consider as a positive byproduct the mathematical challenge posed by
the understanding and justification of such behavior.
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