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DIRECTED POLYMERS IN A RANDOM ENVIRONMENT WITH A
DEFECT LINE
KENNETH S. ALEXANDER AND GO¨KHAN YILDIRIM
Abstract. We study the depinning transition of the 1+1 dimensional directed polymer
in a random environment with a defect line. The random environment consists of i.i.d.
potential values assigned to each site of Z2; sites on the positive axis have the potential
enhanced by a deterministic value u. We show that for small inverse temperature β the
quenched and annealed free energies differ significantly at most in a small neighborhood
(of size of order β) of the annealed critical point uac = 0. For the case u = 0, we
show that the difference between quenched and annealed free energies is of order β4
as β → 0, assuming only finiteness of exponential moments of the potential values,
improving existing results which required stronger assumptions.
1. Introduction.
1.1. Physical Motivation. The directed polymer in a random environment (DPRE)
models a one-dimensional object interacting with disorder. The 1+1 dimensional version
of the model first appeared in the physics literature in [21] as a model for the interface in
two-dimensional Ising models with random exchange interaction. Since then it has been
used in models of various growth phenomena: formation of magnetic domains in spin-
glasses [21], vortex lines in superconductors [30], turbulence in viscous incompressible
fluids (Burger turbulence)[8], roughness of crack interfaces [20], and the KPZ equation
[25].
A related problem is the competition between extended and point defects as reflected
in pinning phenomena, arising for example in the context of high-temperature supercon-
ductors [7, 10]. On a lattice this can be described by a random potential, typically i.i.d. at
each lattice site, representing the point defects, with an additional fixed potential u added
for sites along some line, representing the extended defect. The polymer must choose
between roughly following the extended defect, or finding the best path(s) through the
point defects. As u is decreased, one expects a depinning transition at some critical uc
where the polymer ceases to follow the extended defect.
In the (nonrigorous) physics literature, there have been disagreeing predictions as to
whether uc = 0. Kardar [24] examined this problem numerically and found that uc > 0 for
the 1 + 1 dimensional DPRE with defect line. On the other hand, Tang and Lyuksyutov
in [31] argued that the same model satisfies uc = 0, and claimed that uc > 0 only above
1+1 dimensions. Their conclusion was supported by Balents and Kardar [2], numerically
and via a functional renormalization group analysis, and later by Hwa and Natterman
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[22] in another renormalization group analysis. It is hoped that a mathematically rigorous
analysis can eventually resolve the question.
1.2. Mathematical Formulation of the Problem. The DPRE in 1 + d dimensions
is formulated as follows. Let Pν be the distribution of the symmetric simple random
walk (SSRW) S = {Sj, j ≥ 0} on Zd with initial distribution ν, and let Eν be the
corresponding expectation. We write Px, Ex when ν = δx, and P,E for P0, E0. The
polymer configuration is represented by the path {(j, Sj)}nj=1 in N × Zd. The random
environment, or bulk disorder, is given by mean zero, variance one i.i.d. random variables
V = {v(i, x) : i ≥ 1, x ∈ Zd} with law denoted Q satisfying
(1.1) Λ(β) = logEQ[eβv(i,x)] <∞ for all β ∈ R.
The Hamiltonian for paths s is
HN (s) =
N∑
j=1
v(j, sj),
and the quenched polymer measure µβ,qN is defined in the usual Boltzmann-Gibbs way:
(1.2)
dµβ,qN
dP
(s) =
1
Zβ,qN
eβHN (s),
where β > 0 is the inverse temperature and Zβ,qN = E0
[
eβHN (S)
]
is the quenched partition
function.
The first rigorous mathematical work on directed polymers in 1 + d dimensions was
done by Imbrie and Spencer [23], proving that in dimension d ≥ 3 with Bernoulli disorder
and small enough β, the end point of the polymer scales as n1/2, i.e. the polymer is
diffusive. Bolthausen [6] considered the nonnegative martingale W β,qn = Z
β,q
n /EQ[Z
β,q
n ]
and observed that the almost sure limit W∞ = limn→∞W
β,q
n is subject to a dichotomy:
there are only two possibilities for the positivity of the limit, Q(W∞ > 0) = 1 (known
as weak disorder) or Q(W∞ = 0) = 1 (known as strong disorder), because the event
{W∞ = 0} is a tail event. Bolthausen also improved the result of Imbrie and Spencer
to a central limit theorem for the end point of the walk, which means that in d ≥ 3
entropy dominates at high enough temperature, in that the polymer behaves almost as if
the disorder were absent. Comets and Yoshida [12, 11], showed that there exists a critical
value βc = βc(d, v) ∈ [0,∞] with βc = 0, for d = 1, 2 and 0 < βc ≤ ∞ for d ≥ 3, such that
Q(W∞ > 0) = 1 if β ∈ {0} ∪ (0, βc), and Q(W∞ = 0) = 1 if β > βc. In particular, for the
1 + 1 dimensional case we consider here, disorder is always strong. See [13] for a survey.
There has been substantial investigation of pinning models in which disorder is present
only in the defect line {0} × N; see ([17, 18] and [32]) for surveys. In such models (which
we call pinning models with defect-line potential), the energy gains from pinning compete
only with the entropy loss inherent in the class of pinned paths. Here, by contrast, we
enhance the potential in the DPRE by a fixed amount u at each site of the defect line, so
that energy gains from the enhancement for pinned paths also compete with the possibility
of better energy gains from the potential v(i, x) along depinned paths compared to pinned
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ones. Specifically, we define the Hamiltonian and the quenched polymer measure by
HuN (s) =
N∑
j=1
(v(j, sj) + u1sj=0) = HN (s) + uLN (s),(1.3)
(1.4)
dµβ,u,qN
dP
(s) =
1
Zβ,u,qN
eβH
u
N (s),
where
LN (s) =
N∑
j=1
1sj=0, Z
β,u,q
N = E0
[
eβH
u
N
(S)
]
are the local time and the quenched partition function, respectively. Here P is the distri-
bution of the SSRW with S0 = 0.
In general for a partition function Z, the restriction to a set Ω of SSRW paths will
be denoted Z(Ω); we add a subscript ν when the SSRW has initial distribution ν, and
include V as an argument of Z when we wish to emphasize the dependence on the disorder
configuration V . Thus for example,
Zβ,u,qN,ν (Ω, V ) := Eν
(
eβH
u
N
(S)1Ω(S)
)
.
When ν = δx we write x in place of ν.
Our results concern only d = 1 so we restrict to that case henceforth. Our first result
is on the existence of the quenched free energy of the model:
Theorem 1.1. For every β > 0 and u ∈ R,
f q(β, u) = lim
N→∞
1
N
logZβ,u,qN = limN→∞
1
N
EQ[logZβ,u,qN ](1.5)
exists Q-a.s. and in Q-mean.
The annealed polymer measure µβuN is obtained by taking the expected value over the
disorder of the quenched Boltzmann-Gibbs weight, yielding
(1.6)
dµβuN
dP
(s) =
1
Zβ,uN
eβuLN (s)+Λ(β)N ,
where
ZγN = E0(e
γLN (S)), Zβ,uN = Z
βu
N e
Λ(β)N = E0(e
βuLN (S)+Λ(β)N )
is the annealed partition function. Note that µβuN depends only on the product βu. Letting
F(γ) = lim
N→∞
1
N
logZγN ,
the annealed free energy is
fa(β, u) = lim
N→∞
1
N
logZβ,uN = F(βu) + Λ(β).
Here F(·) is the free energy of the pinning model with homogeneous defect-line potential,
that is, with disorder v ≡ 0.
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The quenched and annealed critical points are
uqc(β) = inf{u : f q(β, u) > f q(β, 0)}, uac(β) = inf{u : fa(β, u) > fa(β, 0)}.
Note that the last inequality is equivalent to F(βu) > 0, so βuac (β) does not depend on β.
In fact, it is standard (see [17]) that in the present situation uac(β) = 0 for all β because
the random walk on Z with distribution P is recurrent. When u > uqc(β) the quenched
polymer is said to be pinned. Note also that f q(β, u) ≤ fa(β, u) by Jensen’s inequality.
As mentioned above, physicists have differed on the question of whether uqc(β) = 0, for
d = 1. One approach which at least provides a bound for uqc(β) is to find a value ∆0(β)
such that for u > ∆0(β), the quenched and annealed free energies are approximately the
same; in particular this means the quenched free energy is strictly greater than Λ(β) and
thus also strictly greater than f q(β, 0), meaning that u > uqc(β). We thereby obtain that
uqc(β) ≤ ∆0(β). This is the approach taken in [1] for the pinning model with defect-line
potential; in the case where the underlying process is 1-dimensional SSRW one has ∆0(β)
of order at most e−K/β2 for some constant K, for small β. Here our main result has
a similar form, but with bound ∆0(β) of order β. This larger size of ∆0(β) is rooted
in the larger overlap present in the DPRE—overlap is counted throughout the bulk of
Z
2, as opposed to just on the axis. (Here by overlap we mean intersections between two
independent copies of the path—see (3.7).) We do not know whether ∆0(β) of order β
is optimal; the physicists’ predictions in ([2],[22],[31]) point toward uc(β) = 0. Analogs
of uc(β) = 0 were in fact proved for the randomized polynuclear growth model [5] (see
also [4]) and recently also for the longest increasing subsequence problem and last passage
percolation [3]. At any rate, the theorem says in effect that the disorder alters the free
energy significantly at most for u in a neighborhood of size O(β) of the annealed critical
point uac (β) = 0.
We can now state our main results.
Theorem 1.2. Consider the 1+ 1 dimensional DPRE with defect line, with Hamiltonian
as in (1.3). Suppose that the disorder variables V = {v(i, x) : i ≥ 1, x ∈ Zd} are i.i.d. mean
zero variance one random variables which satisfy the condition (1.1).
Then given 0 < ǫ < 1, there exists a K = K(ǫ) as follows. Provided that β and βu are
sufficiently small and u ≥ Kβ, we have
(1.7) Λ(β) + F(βu) ≥ f q(β, u) ≥ Λ(β) + (1− ǫ)F(βu).
Further, for small β,
(1.8) 0 ≤ uqc(β) ≤ K(ǫ)β.
With minor modifications, the proof of Theorem 1.2 also proves the following.
Theorem 1.3. Under the hypotheses of Theorem 1.2, there exist constants C1, C2 such
that for sufficiently small β,
(1.9) C1β
4 ≤ fa(β, 0) − f q(β, 0) ≤ C2β4.
Lacoin [27] proved (1.9) in the case of Gaussian disorder, and proved a similar statement
with an upper bound of C2β
4(1 + (log β)2) for the general disorder we consider here.
Watbled [34] extended (1.9) to infinitely divisible disorder.
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The full strength of assumption (1.1) is used only to establish the existence of the
free energy for all β > 0, in Theorem 1.1. For Theorems 1.2 and 1.3 we need only that
Λ(β) <∞ for small β.
In the following sections, the K ′is are universal constants, except where they depend on
a parameter, which is shown in parentheses.
2. Proof of Theorem 1.1:Existence of the Free Energy
In the case u = 0, the existence of the quenched free energy is a consequence of the
concentration of logZβ,0,qN around its mean, together with superadditivity of E
Q(logZβ,0,qN )
in N , which yields a limit for N−1EQ(logZβ,0,qN ); see [9], [12]. For u 6= 0, though, the
superadditivity fails because EQ(logZβ,u,qN ) is inhomogeneous, in the sense that if we start
paths at some (j, x) instead of (0, 0), the distribution depends on x. Let us write ZN (x) or
ZN (x, V ) for Z
β,u,q
N,x , and ZN for Z
β,u,q
N (suppressing the β, u, q for notational convenience),
and define
ZN (x, y) = ZN (x, y;V ) := Ex
[
e
∑N
j=1 β(v(j,Sj)+u1Sj=0)1SN=y
]
,
where Px is the SSRW measure when S0 = x. As we will see below, for general u one can
easily obtain superadditivity of EQ(logZN (0, 0)), and the proof of concentration of logZN
around its mean requires little change; the main task is to bound the difference between
EQ(logZN ) and
1
2E
Q(logZ2N (0, 0)).
2.1. The Constrained Model. In the constrained model (quenched or annealed), we
restrict to paths ending at sN = 0, so the quenched partition function is ZN (0, 0).
Due to the periodicity of SSRW, we assume that N,M are even integers for this section.
Let θn,y be the space-time shift operator on the environment V :
(θn,yv)(k, x) = v(k + n, x+ y).
From the Markov property of SSRW, we have
ZN+M (0, 0;V ) ≥ ZN (0, x;V )ZM (x, 0; θN,0V ) for all N,M,x.(2.1)
For N =M , after taking logs and expectations this yields
(2.2) EQ[logZN (0, x;V )] ≤ 1
2
EQ[logZ2N (0, 0;V )] for all N,x.
Similarly we obtain
EQ[logZN+M (0, 0;V )] ≥ EQ[logZN (0, 0;V )] + EQ[logZM (0, 0;V )].(2.3)
This superadditivity establishes the existence of the limit
lim
N→∞
1
N
EQ[logZN (0, 0;V )] = sup
N≥1
1
N
EQ[logZN (0, 0;V )].
It follows from (2.1), with x = 0, and the subadditive ergodic theorem [26] that the
constrained free energy exists and Q-a.s. constant:
f q,c(β, u) = lim
N→∞
1
N
logZN (0, 0;V ) = lim
N→∞
1
N
EQ[logZN (0, 0;V )].
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The non-randomness (a.s.) of f q,c(β, u) is called the self-averaging property of the quenched
free energy.
2.2. The Unconstrained Model. Since ZN (0, 0) ≤ ZN , if we show
(2.4) EQ[logZN ] ≤ 1
2
EQ[logZ2N (0, 0)] + o(N),
it follows that
(2.5) lim
N→∞
1
N
EQ[logZN (0, 0)] = lim
N→∞
1
N
EQ[logZN ].
Inside the proof of ([12], Proposition 2.5), the following is established for the case u = 0:
the deviation from the mean can be expressed as a sum of martingale differences,
logZN − EQ(logZN ) =
N∑
j=1
WN,j ,
satisfying
EQ
(
e|WN,j |
)
≤ K0(β) <∞ for all N, j.
This proof extends to ZN (0, x) simply by restricting to paths ending at x, and it extends
to general u by adding βuLN to the exponent in the definition of eˆN,j in the proof in [12].
Then by ([28] Theorem 3.6), there exists K1(β, p) such that for all t > 0 and all N,x,
Q
(∣∣∣ 1
N
logZN (0, x) − 1
N
EQ[logZN (0, x)]
∣∣∣ ≥ t) ≤ K1(β, p)
tpNp/2
.(2.6)
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We can now establish (2.4). Let ΛN = {(i, x) : 1 ≤ i ≤ N, |x| ≤ i, x− i even}. Then using
(2.2)
EQ[logZN ] = E
Q

log

 ∑
x:(N,x)∈ΛN
elogZN (0,x)




= EQ

log

 ∑
x:(N,x)∈ΛN
eE
Q[logZN (0,x)]e(logZN (0,x)−E
Q[logZN (0,x)])




≤ 1
2
EQ[logZ2N (0, 0)] + E
Q

log

 ∑
x:(N,x)∈ΛN
e(logZN (0,x)−E
Q[logZN (0,x)])




≤ 1
2
EQ[logZ2N (0, 0)] + E
Q
[
log
(
(2N + 1) max
x:(N,x)∈ΛN
e(logZN (0,x)−E
Q[logZN (0,x)])
)]
≤ 1
2
EQ[logZ2N (0, 0)] + log(2N + 1)
+ EQ
[
max
x:(N,x)∈ΛN
(logZN (0, x) − EQ[logZN (0, x)])
]
≤ 1
2
EQ[logZ2N (0, 0)] + log(2N + 1)
+
∫ ∞
0
Q
(
max
x:(N,x)∈ΛN
| logZN (0, x) − EQ[logZN (0, x)]| ≥ s
)
ds.
(2.7)
For qN > 0 we can bound the last integral using (2.6) with p = 3:
∫ ∞
0
Q
(
max
x:(N,x)∈ΛN
| logZN (0, x)− EQ[logZN (0, x)]| ≥ s
)
ds
≤ qN + (2N + 1)
∫ ∞
qN
max
x:(N,x)∈ΛN
Q
(
| logZN (0, x) − EQ[logZN (0, x)]| ≥ s
)
ds
≤ qN + (2N + 1)N
∫ ∞
qN/N
max
x:(N,x)∈ΛN
Q
(
| logZN (0, x) − EQ[logZN (0, x)]| ≥ Nt
)
dt
≤ qN + 3K1(β, 3)N1/2
∫ ∞
qN/N
t−3 dt
≤ qN + 3
2
K1(β, 3)N
5/2q−2N .
Choosing qN = N
5/6 we see that the integral on the right side of (2.7) is O(N5/6), and
hence (2.4) holds. Therefore so does (2.5).
The Borel-Cantelli lemma, and (2.6) with p > 2, then establish the equality of the free
energies in the original and constrained models.
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3. Proof of Theorem 1.2
3.1. Proof Outline. We take a block length N which is a multiple (of order ǫ−2) of the
annealed correlation length, so that the associated finite-volume annealed free energy is
large. We use the second moment method to show that on scale N , the quenched partition
function is with high probability within a constant of the annealed one; here the condition
u ≥ K(ǫ)β allows necessary control of the overlap. This remains true if we restrict the
partition functions to a set ΩN of paths which stay inside an N × 4
√
N box centered on
the axis, and end within
√
N/4 of the axis. Having paths end close to the axis facilitates
concatenating a large number L of the boxes together to make a length-LN corridor in
such a way that the corresponding partition function is approximately the product of the
L single-box partition functions.
Certain boxes in this corridor, though, may have very small values for the associated
quenched partition function, making this product of single-box partition functions unac-
ceptably small relative to the annealed one. This requires re-routing the corridor through
off-axis boxes in places, to avoid “bad” on-axis boxes; bad off-axis boxes must also be
avoided in this process. The result is a dependent percolation problem on coarse-grained
scale; one needs an infinite directed path of “good” boxes, with most of these boxes being
on-axis, where the extra potential u is relevant. We use results of [14], [19] and [29] to es-
tablish the existence of such a path. The restriction of the quenched partition function to
length-LN paths following the corresponding (non-coarse-grained) corridor then provides
a lower bound for the full quenched partition function at length LN , and taking a limit
as L→∞ yields the desired result.
3.2. Further Preliminaries. Recall that F(γ) denotes the free energy of the homoge-
neous (or annealed) model with defect-line potential. As observed in ([1], equation (2.7)),
γ + logE0(e
γLn) is subadditive in n for all γ ≥ 0. It follows that
(3.1) E0(e
γLN ) ≥ e−γeNF(γ) for all N ≥ 1.
In what follows, in service of clean notation, we omit (but implicitly assume) integer
part notation for large quantities which in fact must be integers, such as M in the next
lemma.
The following is essentially the same as ([1], equation (2.22)).
Lemma 3.1. There exist K2,K3 > 0 such that
∀j ≥ 1, γ > 0, E0(eγLjM ) ≤ K2jeK3j,
where M = 1/F(γ) is the correlation length.
For the proof of the following see [17] or [18].
Proposition 3.2. The free energy F(γ) has the following properties:
a) F(γ) is 0 on (−∞, 0] and strictly increasing and positive on (0,∞).
b) for some K4 > 0, F(γ) ∼ K4γ2, as γ → 0+.
For any x ∈ Z, γ ≥ 0, conditioning on the hitting time of 0 yields
(3.2) Exe
γLN ≤ E0eγ(LN+1).
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For k > 1, conditioning on S(k−1)N , applying (3.2) and iterating we obtain
(3.3) Exe
γLkN ≤
(
E0e
γ(LN+1)
)k
.
The following is a straightforward consequence of Donsker’s invariance principle.
Lemma 3.3. For one dimensional SSRW, we have
Aforward := lim inf
N→∞
inf
|x|≤
√
N
4
Px
(
max
1≤i≤N
|Si| ≤ 2
√
N, |SN | ≤
√
N
4
)
> 0,
Aup := lim inf
N→∞
inf
|x|≤
√
N
4
Px
(
max
1≤i≤N
|Si| ≤ 2
√
N, |SN −
√
N | ≤
√
N
4
)
> 0,
Adown := lim inf
N→∞
inf
|x|≤
√
N
4
Px
(
max
1≤i≤N
|Si| ≤ 2
√
N, |SN +
√
N | ≤
√
N
4
)
> 0.
The proof of the following is due to S.R.S. Varadhan [33].
Lemma 3.4. There exists a constant 0 < ǫ0 < 1, such that for γ > 0, for all sufficiently
large N and |x| ≤
√
N
4 ,
Ex
(
eγLN 1ΩN
)
≥ ǫ0Ex
(
eγLN
)
,
where
ΩN = {s : max
1≤i≤N
|si| ≤ 2
√
N, |sN | ≤
√
N
4
}.
Proof. We define a polymer measure on the space of SSRW paths:
µγN,x(A) :=
Ex[e
γLN 1A]
Ex[eγLN ]
.
Let W (n, x) = Ex[e
γLn ].
Under µγN,x(·) we have a non-stationary Markov process with transition probabilities
from z to y = z ± 1 at time k < N given by
π(z, y, k,N, γ) =
Ex[e
γLN 1Sk=z1Sk+1=y]
Ex[eγLN 1Sk=z]
=
Ex[e
γLk1Sk=z]Ez[e
γLN−k1S1=y]
Ex[eγLk1Sk=z]Ez[e
γLN−k ]
=
1
2
eγδ0(y)Ey[e
γLN−k−1 ]
Ez[eγLN−k ]
=
eγδ0(y)
2
W (N − k − 1, y)
W (N − k, z) .(3.4)
For all z,
(3.5) W (N − k, z) = 1
2
eγδ0(z+1)W (N − k − 1, z + 1) + 1
2
eγδ0(z−1)W (N − k − 1, z − 1)
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while for z ≥ 1 we have monotonicity in z:
W (N − k − 1, z + 1) ≤W (N − k − 1, z) and W (N − k − 1, 1) ≤ eγW (N − k − 1, 0),
which follows from the fact that the hitting time of 0 is stochastically smaller when starting
from a lower height z ≥ 0. Similarly for z ≤ −1,
W (N − k − 1, z) ≤W (N − k − 1, z + 1) and W (N − k − 1,−1) ≤ eγW (N − k − 1, 0).
Therefore for z ≥ 1, the second term on the right in (3.5) is the larger one, and by (3.4)
we thus have
π(z, z − 1, k,N, γ) ≥ 1
2
,
while for z ≤ −1, similarly,
π(z, z + 1, k,N, γ) ≥ 1
2
.
Hence, the µγN,x chain can be coupled to the Px chain (i.e. SSRW) in a such a way that
the µγN,x chain is always smaller or equal in magnitude. Therefore
µγN,x(ΩN ) ≥ Px(ΩN ),
and the result then follows from Lemma 3.3. 
Let
τx = inf{n ≥ 1 : Sn = x}.
Lemma 3.5. Let 0 < ǫ < 1 be given. Then, for sufficiently large N and |x| ≤
√
N
4 , for all
γ > 0,
Ex
(
eγLN
)
≥ 1
2
P(ξ ≥ 1
4
√
ǫ
)e(1−ǫ)NF(γ),
where ξ denotes a standard normal random variable.
Proof. For a given 0 < ǫ < 1, there exists an N0 = N0(ǫ) such that for all N ≥ N0 and for
0 < x ≤
√
N
4 ,
Px(τ0 ≤ ǫN) = P0(τx ≤ ǫN)
≥ P0(SǫN ≥
√
N
4
)
≥ 1
2
P(ξ ≥ 1
4
√
ǫ
).(3.6)
The right side of (3.6) is also a lower bound for the left side for −
√
N
4 ≤ x < 0 by
symmetry, and for x = 0 after increasing N0 if necessary. Therefore, for sufficiently large
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N and |x| ≤
√
N
4 , using (3.1) and (3.6),
Ex
(
eγLN
)
≥
ǫN∑
k=x
eγE0
(
eγLN−k
)
Px(τ0 = k)
≥
ǫN∑
k=x
e(1−ǫ)NF(γ)Px(τ0 = k)
= e(1−ǫ)NF(γ)Px(τ0 ≤ ǫN)
≥ 1
2
P(ξ ≥ 1
4
√
ǫ
)e(1−ǫ)NF(γ).

For SSRW paths s1, s2, define the overlap
(3.7) BN (s
1, s2) =
N∑
i=1
1s1
i
=s2
i
For independent copies S1, S2 of the Markov chain S, (S1, S2) is also a Markov chain, so
as a special case of (3.2),
(3.8) E⊗2(x,x′)e
γBN ≤ E⊗2(0,0)eγ(BN+1),
and as a special case of (3.3), for k ≥ 1, γ ≥ 0, and x, x′ ∈ Z, we have
(3.9) E⊗2(x,x′)e
γBkN ≤
(
E⊗2(0,0)e
γ(BN+1)
)k
.
We need information about the excursion length distribution of (p, q)-walks. First, a
definition:
Definition 3.6. A (p, q)-walk is a random walk in which the steps Xi have distribution
P(X1 = b) = P(X1 = −b) = p/2 ∈ (0, 1/2) and P(X1 = 0) = q > 0, where p+ q = 1 and
b is a positive integer.
Let S¯N = S
1
N − S2N , where S1N , S2N are independent SSRWs. Then (S¯N )N≥1 is a
(1/2, 1/2)-walk with b = 2, and BN (S
1, S2) = LN (S¯).
For the proof of the following, see [16] and [17].
Proposition 3.7. For any (p, q)-walk, p ∈ (0, 1), we have
P(τ0 = n) ∼
√
p
2π
n−3/2 as n→∞.
For (1, 0)-walk,
P(τ0 = 2n) ∼
√
1
4π
n−3/2 as n→∞.
Let us define
(3.10) Φ(β) = Λ(2β) − 2Λ(β)
where Λ(β) = logEQ[eβv(i,x)].
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The next result is similar to ([1] equation (2.40)), but specialized to the present situation.
Proposition 3.8. Let 0 < a < 1 be given. Then there exists a constant K5 = K5(a) > 0
such that for sufficiently small β and R ≤ K5β−4 we have
(3.11) E⊗2(0,0)
(
e2Φ(β)(BR(S
1,S2)+1) − 1
)
≤ a.
Proof. Let Ei denote the length of the i
th excursion of S¯ = S1 − S2 from 0 (that is, the
time from the (i− 1)st to the ith visit to 0.) Then
P (BR + 1 > k) ≤ P ( max
1≤i≤k
Ei ≤ R) = (1− P (E1 > R))k for all k ≥ 1.
By Proposition 3.7, P (E1 > R) ∼ (πR)−1/2 as R→∞, so for sufficiently large R,
P (BR + 1 > k) ≤
(
1− 1√
2πR
)k
for all k ≥ 1.(3.12)
Therefore BR + 1 is stochastically dominated by a geometric random variable with pa-
rameter
(3.13) pR = (2πR)
−1/2 ≥ β
2
√
2πK5
Therefore for R large and β small,
E⊗2(0,0)
(
e2Φ(β)(BR(S
1,S2)+1) − 1
)
≤ pRe
2Φ(β)
1− (1− pR)e2Φ(β)
− 1,(3.14)
provided that
(3.15) pR > 1− e−2Φ(β).
To bound (3.14) by the given a, we need
(3.16) pR ≥ a+ 1
a
(1− e−2Φ(β)).
Since Λ(β) ∼ β2/2, and hence Φ(β) ∼ β2, as β → 0, if K5(a) is taken sufficiently small,
then (3.15) and (3.16) follow from (3.13). This proves (3.11) for R ≤ K5β−4 with R large.
Since the left side of (3.11) is monotone in R, R ≤ K5β−4 alone is sufficient.

3.3. The Coarse Grained Lattice LCG. In this section, we introduce a coarse grained
lattice
LCG := {(I, J) ∈ Z2 : I ≥ 0, 0 ≤ J ≤ I}.
Note this is really a “half lattice” since we only consider J ≥ 0.
Recall that the annealed correlation length is M = 1/F(βu). Let N = k0M , with k0
to be specified. For notational convenience we assume that N and
√
N are integers. We
use capital letters (I, J) for a site in the coarse grained lattice which corresponds to the
vertical window
R(I, J) := {(k, l) ∈ Z2 : k = IN, (J − 1
4
)
√
N ≤ l ≤ (J + 1
4
)
√
N}
in the original lattice Z2.
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The box starting from the window R(I, J) is the following region in Z2 :
B(I, J) := [IN, (I + 1)N ] × [(J − 2)
√
N, (J + 2)
√
N ].
We say that there is a link between sites (I, J) and (I +1, L) if |L− J | ≤ 1. The link is
down, forward or up according as L = J −1, J or J +1. A path Γ = Γ(I,J)→(K,L) from site
(I, J) to site (K,L) in LCG is a sequence of sites (I, J) = (I0, J0), (I1, J1), · · · , (IN , JN ) =
(K,L) such that there is a link between (Ii, Ji) and (Ii+1, Ji+1) for all i < N . Γ(Ii) will
denote the second coordinate Ji of the unique site (Ii, Ji) in the path Γ. We will use the
alternate notation Γ(I,J) for Γ(0,0)→(I,J). Given paths Γ1,Γ2 from some (I, J) to (K,L),
we say that Γ1 is closer to the x-axis than Γ2 if
Γ1(Ii) ≤ Γ2(Ii) for each I ≤ Ii ≤ K.
Suppose each site (I, J) ∈ LCG is designated as open or closed. We then say a path
Γ(I,J)→(K,L) is
(i) open if its all sites are open;
(ii) maximal if it has the maximum number of open sites among all paths from site
(I, J) to site (K,L);
(iii) optimal if it is the maximal path which is closest to the x-axis.
Γ∞(I,J) denotes a generic infinite open path from the site (I, J). There is exactly one optimal
path for given sites (I, J) and (K,L) and we denote it by Γopt(I,J)→(K,L).
When an infinite open path from a site (I, J) exists, the one which is closest to the
x-axis among all such paths is called the infinite good path from the site (I, J), and we
denote it by ΓG,∞(I,J). Γ
G,∞ denotes the infinite good path from the site (0, 0), when it exists.
For 0 ≤ I ≤ K, ΓG,∞I→K will denote the segment of the path ΓG,∞ between the sites with
first coordinates I and K. Note that if the site (I0, J0) is on the infinite good path from
(0, 0), then
(3.17) Γopt(0,0)→(I0,J0) = Γ
G,∞
0→I0 .
Given a path Γ = Γ(0,0)→(I,J) = {(L, JL) : L ≤ I} in LCG, we identify a subset Ω(I,J) of
the SSRW paths of length IN in the following way:
Ω(I,J) := Ω(I,J)(Γ) :=
{
s = {(n, sn)}n≤IN : s0 = 0, sLN ∈ R(L, JL) ∀L ≤ I, s ⊂ ∪L<IB(L, JL)
}
.
When ΓG,∞ = {(L, JGL ) : L ≥ 0} exists, for 0 ≤ I ≤ K we define
ΩG,∞I→K :=
{
s = {(n, sn)}IN≤n≤KN : sLN ∈ R(L, JGL ) ∀I ≤ L ≤ K, s ⊂ ∪I≤L<KB(L, JGL )
}
,
otherwise we define ΩG,∞I→K := φ. We define quenched probability measures on the windows
R(I, J), using SSRW paths associated to the optimal coarse-grained path to that window,
as follows: for I ≥ 1 and x ∈ R(I, J), let
(3.18) νq(I,J)(x) :=
Zβ,u,qIN
(
Ω(I,J)(Γopt(0,0)→(I,J)) ∩ {sIN = x}
)
Zβ,u,qIN
(
Ω(I,J)(Γopt(0,0)→(I,J))
) , x ∈ R(I, J),
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and let νq(0,0) := δ0. The measure
ν˜q(I,J)(x) = ν
q
(I,J)((IN, JN) + x), x ∈ R(0, 0),
is the translate of νq(I,J) to R(0, 0).
Define the following sets of SSRW paths, corresponding to up, forward and down links
in a coarse-grained path:
ΩupN := {(s0, · · · , sN ) : |s0| ≤
√
N
4
, |sN −
√
N | ≤
√
N
4
, |si| ≤ 2
√
N, 1 ≤ i ≤ N},
ΩforwardN := {(s0, · · · , sN ) : |s0| ≤
√
N
4
, |sN | ≤
√
N
4
, |si| ≤ 2
√
N, 1 ≤ i ≤ N},
and
ΩdownN := {(s0, · · · , sN ) : |s0| ≤
√
N
4
, |sN +
√
N | ≤
√
N
4
, |si| ≤ 2
√
N, 1 ≤ i ≤ N}.
Note that the up, forward and down sets of SSRW paths start at the window R(I, J), stay
in the box B(I, J), and end at the window R(I + 1, J + l), l = +1, 0,−1, respectively.
Of particular interest are the link partition functions
Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN (V )), g = up, forward, down,
corresponding to SSRW paths in the box B(I, J) from the window R(I, J) to R(I+1, J+l),
with l = 1, 0,−1 according to the value of g. When J = 0 and g = forward, we refer to
the link or partition function as on-axis, otherwise it is off-axis.
3.4. Open and Closed Sites in the Coarse Grained Lattice. Define the filtrations
FI := σ({v(i, x) : 1 ≤ i ≤ IN, x ∈ Z}), I ≥ 1,
and note that the measures νq(I,J) are FI -measurable for all J ≥ 0. One expects on-axis link
partition functions to be larger than off-axis ones in general, and we will specify constants
Uon ≥ Uoff which will serve as lower bounds for these partition functions, satisfying
Uon ≤ 1
2
EQ
(
Zβ,u,q
N,ν˜q
(I,0)
(
ΩforwardN , θIN,0(V )
) ∣∣ FI) Q− a.s. for each I ≥ 0,
and for I > 0, J ≤ I and g = forward, up, down,
Uoff ≤ 1
2
EQ
(
Zβ,u,q
N,ν˜q
(I,J)
(
ΩgN , θIN,JN (V )
) ∣∣ FI) Q− a.s.
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For I ≥ 1, by Lemma 3.5 and 3.4, for sufficiently small βu, Q-a.s.
EQ
(
Zβ,u,q
N,ν˜q
(I,0)
(
ΩforwardN , θIN,0(V )
) ∣∣∣∣ FI)
=
∑
x∈R(0,0)
ν˜q(I,0)(x)E
Q
(
Ex
[
e
β
∑N
k=1
(
v(IN+k,Sk)+u1Sk=0
)
1Ωforward
N
])
=
∑
x∈R(0,0)
ν˜q(I,0)(x)e
Λ(β)NEx
[
e
∑N
k=1 βu1Sk=01Ωforward
N
]
≥
∑
x∈R(0,0)
ν˜q(I,0)(x)e
Λ(β)N ǫ0
2
P(ξ ≥ 1
4
√
ǫ
)e(1−ǫ)NF(βu)
≥ ǫ0
2
P(ξ ≥ 1
4
√
ǫ
)e(Λ(β)+(1−ǫ)F(βu))N .
Hence we define
(3.19) Θon := Θon(ǫ) :=
ǫ0
4
P(ξ ≥ 1
4
√
ǫ
), Uon := Θone
(Λ(β)+(1−ǫ)F(βu))N .
For sufficiently small βu > 0, for all I ≥ 0, J ≥ 1 and for g = forward, up, down, by
Lemma 3.3 we have Q-a.s.
EQ
(
Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN(V ))|FI
)
≥ EQ
(
Zβ,0,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN(V ))|FI
)
≥ eΛ(β)N
∑
x∈R(0,0)
ν˜q(I,J)(x)Px
(
ΩgN
)
≥ 1
2
eΛ(β)N min(Aforward, Aup, Adown).
Hence we define
(3.20) Θoff := Θoff(ǫ) :=
1
4
min(Aforward, Aup, Adown, 4Θon), Uoff := Θoffe
Λ(β)N .
We can then define open sites inductively on I. The site (0, 0) is called open if
Zβ,u,qN (Ω
up
N ) ≥ Uoff and Zβ,u,qN (ΩforwardN ) ≥ Uon,
otherwise (0, 0) is closed. Assume that all the sites (K,L), for 0 ≤ K < I and 0 ≤ L ≤ K
have been defined as open or closed. Then the site (I, 0) is open if
Zβ,u,q
N,ν˜q
(I,0)
(ΩupN , θIN,0(V )) ≥ Uoff and Zβ,u,qN,ν˜q
(I,0)
(ΩforwardN , θIN,0(V )) ≥ Uon,
and the site (I, J), 0 < J ≤ I, is open if
(3.21) Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN(V )) ≥ Uoff, g = up, forward, down,
otherwise (I, J) is closed. Note the inductive definition is necessary because the previ-
ously defined open/closed values determine the optimal path from (0, 0) to (I, J), which
determines ν˜q(I,J). Let X(I,J) = 1{(I,J) is open}.
16 KENNETH S. ALEXANDER AND GO¨KHAN YILDIRIM
3.5. Second Moment Method and Probability of an Open Site. We will use the
second moment method to show the probability of a closed site is small. In general, for
Y a random variable with finite mean and variance, and θ, ǫ ∈ (0, 1), by Chebychev’s
Inequality we have
(3.22) P ((1− θ)EY ≤ Y ≤ (1 + θ)EY ) ≥ 1− ǫ,
provided that
(3.23)
V ar(Y )
(EY )2
≤ θ2ǫ.
Hence for a site (I, 0) on the x-axis, applying (3.22) and (3.23) with θ = 1/2 we see that,
Q-a.s.,
(3.24) Q(X(I,0) = 1|FI) ≥ 1− ǫ,
provided
(3.25)
V arQ
(
Zβ,u,q
N,ν˜q
(I,0)
(ΩgN , θIN,0(V ))
∣∣ FI)(
EQ
(
Zβ,u,q
N,ν˜q
(I,0)
(ΩgN , θIN,0(V ))
∣∣ FI))2 ≤
ǫ
8
, g = forward, up.
Similarly, for (I, J) with J ≥ 1, we see that, Q-a.s.,
Q(X(I,J) = 1|FI) ≥ 1− ǫ,(3.26)
provided
(3.27)
V arQ
(
Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN(V ))
∣∣ FI)(
EQ
(
Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN (V ))
∣∣ FI))2 ≤
ǫ
12
, g = up, forward, down.
For SSRW paths s1 and s2, we have
(3.28)
EQ
(
eβHN (s
1)+βuLN (s
1)eβHN (s
2)+βuLN (s
2)
)
= eβuLN (s
1)eβuLN (s
2)eΦ(β)BN (s
1,s2)e2Λ(β)N .
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Recall N = k0M . Using (3.3), (3.9), the Cauchy-Schwartz inequality and the fact that
(t− 1)2 ≤ t2 − 1 for t ≥ 1, for all (I, J) we get Q-a.s.
V arQ
(
Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN (V ))|FI
)
= e2Λ(β)N
∑
x,x′∈R(I,J)
ν˜q(I,J)(x)ν˜
q
(I,J)(x
′)E⊗2(x,x′)
((
eΦ(β)BN (S
1,S2) − 1
)
eβuLN (S
1)eβuLN (S
2)1Ωg
N
×Ωg
N
)
≤ e2Λ(β)N
∑
x,x′∈R(I,J)
[
ν˜q(I,J)(x)ν˜
q
(I,J)(x
′)
(
E⊗2(x,x′)
(
e2Φ(β)BN (S
1,S2) − 1
))1/2
·
(
Exe
2βuLN (S
1)
)1/2 (
Ex′e
2βuLN (S
2)
)1/2 ]
≤ e2Λ(β)N
((
E⊗2(0,0)e
2Φ(β)(BM (S
1,S2)+1)
)k0 − 1)1/2 (E0e2βu(LM+1))k0
= e2Λ(β)N
((
E⊗2(0,0)
(
e2Φ(β)(BM (S
1,S2)+1) − 1
)
+ 1
)k0 − 1)1/2 (E0e2βu(LM+1))k0 .
(3.29)
For the denominator, by Lemma 3.3, for some K6 > 0, Q-a.s.
EQ
(
Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN (V ))|FI
)
=
∑
x∈R(I,J)
ν˜q(I,J)(x)E
Q
(
Ex
[
e
β
∑N
k=1
(
v(IN+k,Sk)+u1Sk=0
)
1Ωg
N
])
≥ eΛ(β)N
∑
x∈R(I,J)
ν˜q(I,J)(x)Px
(
ΩgN
)
≥ eΛ(β)NK6.(3.30)
By Proposition 3.2, we have M = M(βu) ≤ 5M(2βu) for small βu. Therefore by
Lemma 3.1, for K2,K3 from that lemma,
E0e
2βu(LM+1) ≤ 6K2e5K3 =: K7.
Combining this with (3.29) and (3.30) we obtain that the left side of (3.27) is bounded by
(3.31) K−26 K
k0
7
((
E⊗2(0,0)
[
e2Φ(β)(BM (S
1,S2)+1) − 1
]
+ 1
)k0 − 1)1/2 .
Hence for our given 0 < ǫ < 1, we wish to apply Proposition 3.8 with
(3.32) R =M =
1
F(βu)
, a =
( K46ǫ2
122K2k07
+ 1
)1/k0 − 1;
since 0 < K6 < 1 and K7 > 1, we indeed have a < 1 as needed. From Proposition 3.2(b),
for β small, provided u ≥ (2/K4K5(a))1/2β we have R ≤ K5β−4, so Proposition 3.8 does
apply. We then obtain from (3.31) that the left side of (3.27) (and also of (3.25)) is
bounded by ǫ/12. Thus (3.24) and (3.26) hold, for β and βu small.
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3.6. Lipschitz Percolation. Lipschitz percolation, the existence of open Lipschitz sur-
faces, was first introduced and studied in [14] and [19]. In this section, we briefly summarize
and adapt some of their results for dimension d = 2, to use in our context.
The independent site percolation model in Z2 is obtained by independently designating
each site x ∈ Z2 open with probability p, otherwise closed. The corresponding probability
measure on the sample space Ω = {0, 1}Z2 will be denoted by Pp, and expectation by Ep.
Let Z+0 = {0, 1, 2, 3, . . . }. A function L : Z → Z+0 is called Lipschitz if for all x, y ∈ Z
with |x − y| = 1, we have |L(x) − L(y)| ≤ 1. L is called open if for each x ∈ Z, the site
(x,L(x)) ∈ Z2 is open.
Remark 3.9. In [14] and [19], it was assumed that L ≥ 1, but here it is more convenient
to consider L(·) ≥ 0, which of course does not change the results.
Let ALip be the event that there exists an open Lipschitz function L : Z → Z+0 . Since
ALip is invariant under horizontal translation, we have Pp(ALip) = 0 or 1. Since ALip is
also an increasing event, there exists a pL ∈ [0, 1] such that
Pp(ALip) =
{
0 if p < pL,
1 if p > pL.
It was proved in [14] that 0 < pL < 1 for general dimension, but for the present 2-
dimensional case Lipschitz percolation is a special type of oriented percolation, so standard
contour arguments similar to ([15] Section 10) suffice to show pL < 1. For any family F
of Lipschitz functions, the lowest function
L¯(x) = inf{L(x) : L ∈ F}
is also Lipschitz. Hence if there exists an open Lipschitz function, then there exists a lowest
open Lipschitz function, and it will be again denoted by L. From [14], (L(x) : x ∈ Z) is
stationary and ergodic.
Let D be the set of all x ∈ Z for which L(x) > 0. Let D0 be the connected component
of 0 in D, where connectedness is via adjacency in Z. We define D0 = ∅ if 0 /∈ D.
Theorem 3.10. ([14],[19]) Let L be the lowest open Lipschitz function. For p > pL, there
exists α = α(p) > 0 such that
Pp(L(0) > n) ≤ e−α(n+1), n > 0.
There exists p′L < 1 such that for p ≥ p′L
exp (−λn) ≤ Pp(|D0| ≥ n) ≤ exp (−γn), n ≥ 1,
where λ = λ(p) and γ = γ(p) are positive and finite.
Remark 3.11. By Theorem 3.10, if the random field X stochastically dominates inde-
pendent site percolation of a sufficiently high density, then with positive probability there
exists an infinite good path starting from (0, 0) in LCG.
By Theorem 3.10, for p ≥ p′L and n ≥ 1 we have
1− Pp(L(0) = L(1) = 0) ≤ Pp(|D0| > n) + Pp((i, 0) is closed for some i ∈ (−n, n))
≤ e−γ(p)n + (2n− 1)(1 − p).(3.33)
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We may assume γ(p) is nondecreasing in p. Then given ǫ > 0, we can first apply (3.33)
with p = p′L, and choose n large enough so e
−γ(p′
L
)n < ǫ/2. Then for p sufficiently close to
1, both terms on the right side of (3.33) are bounded by ǫ/2, so by the ergodic theorem,
(3.34) lim
N→∞
1
N
N∑
i=1
1(L(i−1)=L(i)=0) = Pp(L(0) = L(1) = 0) > 1− ǫ, Pp − a.s.
3.7. Stochastic Domination. To obtain the domination referenced in Remark 3.11 we
will need the following result of Liggett, Schonmann and Stacey [29].
Theorem 3.12. Let (Xs)s∈Z be a collection of 0-1 valued k-dependent random variables,
and suppose that there exists a p ∈ (0, 1) such that for each s ∈ Z
P(Xs = 1) ≥ p.
Then if
p > 1− k
k
(k + 1)k+1
,
then (Xs)s∈Z is dominated from below by a product random field with density 0 < ρ(p) < 1.
Furthermore, ρ(p)→ 1 as p→ 1.
Fix ǫ > 0 and choose p < 1 so that an open Lipschitz function exists a.s. and (3.34)
holds. Then choose η with ρ(1 − η) > p (with ρ(·) from Theorem 3.12.) For fixed
I ≥ 1, the boxes B(I, J), B(I, J ′) are disjoint for |J − J ′| > 4, so conditionally on FI ,
{X(I,J) : 0 ≤ J ≤ I} is a 4-dependent collection of random variables. From (3.24) and
(3.26), for sufficiently small βu > 0 and β > 0 with u ≥ K8(η)β,
Q(X(I,J) = 1|FI) ≥ 1− η Q− a.s. for each I ≥ 1, J ≥ 0.
We can apply Theorem 3.12 inductively on I to see that there exists a collection of i.i.d. 0-1
valued random variables {Y(I,J) : (I, J) ∈ LCG} with Q(Y(I,J) = 1) = ρ(1− η) and
(3.35) Q(X(I,J) ≥ Y(I,J)|FI) = 1 Q− a.s.
and therefore also unconditionally, X(I, J) ≥ Y (I, J) a.s. It follows that the configurations
{X(I,J) : (I, J) ∈ LCG} and {Y(I,J) : (I, J) ∈ LCG} also a.s. have lowest open Lipschitz
functions LX ≤ LY . With positive probability we have LX(0) = 0, in which case
LX = ΓG,∞ is the infinite good path from (0, 0).
3.8. Final Steps. Let
RL :=
L∑
I=1
1{ΓG,∞(I−1)=ΓG,∞(I)=0}.
Since ΓG,∞ ≤ LX ≤ LY on Z+0 , it follows from (3.34) applied to LY that when ΓG,∞
exists,
(3.36) α = α(βu) := lim inf
L→∞
RL
L
> 1− ǫ.
Recall that
Uoff = Θoffe
Λ(β)N , Uon = Θone
(Λ(β)+(1−ǫ)F(βu))N ,
20 KENNETH S. ALEXANDER AND GO¨KHAN YILDIRIM
where
(3.37) Θon = Θon(ǫ) =
ǫ0
4
P(ξ ≥ 1
4
√
ǫ
) ∼ ǫ0
√
ǫ√
2π
e−1/32ǫ as ǫ→ 0
and Θoff is the minimum of Θon and a constant. Define Θ0 = Θ0(ǫ) = −(α logΘon + (1−
α) log Θoff) > 0. For some K9 > 0 we have
(3.38) Θ0(ǫ) ≤ K9
ǫ
, ǫ ∈ (0, 1).
For L ≥ 1 when an infinite good path from (0, 0) exists we have
1
LN
logZβ,u,qLN ≥
1
LN
logZβ,u,qLN (Ω
G,∞
0→L)
and using (3.17),
(3.39)
Zβ,u,qLN (Ω
G,∞
0→L) =
L∏
I=1
Zβ,u,qIN (Ω
G,∞
0→I )
Zβ,u,q(I−1)N (Ω
G,∞
0→I−1)
=
L∏
I=1
Zβ,u,q
N,ν˜q
(I−1,ΓG,∞(I−1))
(ΩG,∞I−1→I , θI−1,ΓG,∞(I−1)V )
where Zβ,u,q0 := 1. Note that (3.17) also guarantees that the measures ν˜
q
(I−1,ΓG,∞(I−1)) on
the right side of (3.39) are the ones used in the definition of open/closed coarse-grained
sites.
Let p0,∞ > 0 be the probability that there is an infinite good path from (0, 0) in the
configuration X. When such a path exists, by (3.39) we have for all L ≥ 1
(3.40) Zβ,u,qLN ≥ Zβ,u,qLN (ΩG,∞0→L) ≥ URLon UL−RLoff .
Therefore
Q
( 1
LN
logZβ,u,qLN ≥
1
LN
logURLon U
L−RL
off for all L ≥ 1
)
≥ p0,∞.
Since the quenched free energy is self-averaging, recallingN = k0M = k0/F(βu), f
a(β, u) =
F(βu) + Λ(β) and Uoff ≤ Uon, using (3.38) we get
f q(β, u) ≥ α 1
N
logUon + (1− α) 1
N
logUoff
= α ((1− ǫ)F(βu) + Λ(β))− 1
N
Θ0 + (1− α)Λ(β)
≥ Λ(β) + α(1 − ǫ)F(βu)− K9
k0ǫ
F(βu).(3.41)
By choosing k0 = ⌊K9ǫ−2 + 1⌋, we make the third term on the right side of (3.41) greater
than −ǫF(βu). This and (3.36) show that
(3.42) f q(β, u) ≥ Λ(β) + (1− 3ǫ)F(βu) > Λ(β) = fa(β, 0) ≥ f q(β, 0),
proving (1.7) and (1.8).
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4. Proof of Theorem 1.3.
We describe here the necessary modifications to the proof of Theorem 1.2. We need
only prove the upper bound, as the lower bound is proved in [27].
In place of separate “on” and “off” constants, we use simply (cf. (3.20))
Θ =
1
4
min(Aforward, Aup, Adown), U := ΘeΛ(β)N .
A site (I, J) is now called open if (cf. (3.21))
(4.1) Zβ,u,q
N,ν˜q
(I,J)
(ΩgN , θIN,JN (V )) ≥ U, g = up, forward, down.
Given ǫ > 0 we obtain a as in (3.32) and then K5(a) from Proposition 3.8, and take
M˜ = K5(a)β
−4. We otherwise repeat the proof of Theorem 1.2 but with u = 0 and M˜
in place of M throughout, and k0 = 1 so that N = M˜ . The density of open sites can be
made arbitrarily close to 1 by taking ǫ small, and then there is a positive probability that
an infinite good path exists. In that case we have the lower bound (cf. (3.40))
Zβ,u,qLN ≥ UL, L ≥ 1,
which as in (3.41) yields
f q(β, 0) ≥ 1
N
logU = fa(β, 0) − 1
N
log
1
Θ
≥ fa(β, 0) −C2β4,
concluding the proof.
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