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Entropy of probability kernels from the
backwards tail boundary
Tim Austin
Abstract
A number of recent works have sought to generalize the Kolmogorov-
Sinai entropy of probability-preserving transformations to the setting of
Markov operators acting on the integrable functions on a probability space
(X,µ). These works have culminated in a proof by Downarowicz and Frej
that various competing definitions all coincide, and that the resulting quan-
tity is uniquely characterized by certain abstract properties.
On the other hand, Makarov has shown that this ‘operator entropy’ is
always dominated by the Kolmogorov-Sinai entropy of a certain classical
system that may be constructed from a Markov operator, and that these
numbers coincide under certain extra assumptions. This note proves that
equality in all cases.
Let (X, µ) be a standard Borel probability space, and let P : X −→ PrX be
a probability kernel which preserves µ. When it is needed, ΣX will denote the σ-
algebra ofX . The triple (X, µ, P ) is a random probability-preserving (‘p.-p.’)
system. Such a P may be identified with a Markov operatorLp(µ) −→ Lp(µ) for
any p ∈ [1,∞] (that is, an operator fixing 1X and preserving both non-negativity
and the integral), and the assumption that X is standard Borel implies that any
Markov operator arises this way ([7, Subsection 1.2]).
If T : X −→ X is a µ-preserving measurable transformation, then one may
define a probability kernel UT by setting UT (x, · ) := δTx. As a Markov operator
this is simply the Koopman operator of T . In this way classical p.-p. systems give
examples of random p.-p. systems. These classical examples will sometimes be
distinguished by calling them non-random.
Several recent works have sought to generalize the Kolmogorov-Sinai entropy
of non-random p.-p. systems to the setting of random p.-p. systems. This effort
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began with developments in quantum dynamical systems [1], and continued with
several proposals for the ‘operator entropy’ of probability kernels (equivalently,
Markov operators) [6, 9, 11]. In [3], it was shown that these quantities all coin-
cide, by showing that they have in common a list of properties which determine
the relevant function uniquely. These developments are summarized in [2, Chap-
ter 11].
For Makarov’s definition of operator entropy (and hence also all the others),
he showed in [11] that it is always dominated by the Kolmogorov-Sinai entropy
of a naturally-associated deterministic system: the backwards tail boundary of
the associated shift-invariant measure on path space. This note will show that
these numbers are actually always equal.
This will need only some basic properties of operator entropy. The following
can all be found, for instance, in [2, Chapter 11]. Firstly, one has
hop(µ, P ) = sup
F
hop(F , µ, P ),
where F runs over finite families of measurable functions X −→ [0, 1], and
where hop(F , µ, P ) is a function defined on such data. In addition:
(P1: consistency under factors) if pi : (X2, µ2, P2) −→ (X1, µ1, P1) is a fac-
tor map of random p.-p. systems and F is a finite family of measurable
functions X1 −→ [0, 1], then
hop({f ◦ pi | f ∈ F}, µ2, P2) = hop(F , µ1, P1);
(P2: consistency with KS entropy) for a non-random p.-p. system (X, µ, T ),
one has
hop(µ, UT ) = hKS(µ, T ),
where hKS denotes the Kolmogorov-Sinai entropy;
(P3: continuity in L1) for every k ∈ N and ε > 0 there is a δ > 0 for which the
following holds: if F = {f1, . . . , fk} and G = {g1, . . . , gk} are two finite
families of measurable functions X −→ [0, 1], then
k∑
i=1
‖fi − gi‖1 < δ =⇒ |hop(F , µ, P )− hop(G , µ, P )| < ε;
(P4: invariance under P ) for any (X, µ, P ) and F one has
hop(F , µ, P ) = hop(PF , µ, P ).
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The backwards tail boundary is a very classical construction in the study of
abstract Markov chains. It is recalled as a σ-algebra in [11, Section 2]. For the
present paper, the wide-ranging survey [7] offers a suitable basic reference (al-
though beware that the entropy discussed in [7, Section 3] is quite unrelated to
that studied here). Similar material can also be found in some standard probabil-
ity texts, such as in [12, Chapter IV].
Given a random p.-p. system (X, µ, P ), one first defines the correspond-
ing shift-invariant measure µ˜ on the path space XZ by specifying its finite-
dimensional marginals, thus:
(0.1) µ˜(X(−∞;i) × Ai ×Ai+1 × · · · ×Aj−1 × Aj ×X(j;∞))
=
∫
Ai
∫
Ai+1
· · ·
∫
Aj
P (xj−1, dxj)P (xj−2, dxj−1) · · ·P (xi, dxi+1)µ(dxi).
Giving XZ the product σ-algebra Σ⊗ZX , and letting S : XZ −→ XZ be the left-
ward coordinate-shift, this results in a non-random p.-p. system (XZ, µ˜, S). This
probability space is called the path space associated to (X, µ, P ). Abundant,
simple examples show that the KS entropy of the shift on the path space need
not equal hop(µ, P ).
Next, let µ˜− be the marginal of µ˜ on X(−∞;0]. The rightward-shift, S−1, de-
scends to a well-defined transformation R : X(−∞;0] −→ X(−∞;0], but R is no
longer invertible. Instead, its adjoint as an operator on L1(µ˜−) is given by the
probability kernel
P˜ ((. . . , x−1, x0), · ) := P (x0, · ).
The obvious coordinate projections now give the factor maps for a tower of ran-
dom p.-p. systems:
(XZ, µ˜, S)
pi(−∞;0]
−→ (X(−∞;0], µ˜−, P˜ )
pi0−→ (X, µ, P ).
Lastly, within Σ⊗(−∞;0]X , consider the σ-subalgebras
Φ≤n := Σ
⊗(−∞;n] ⊗ {∅, X}⊗(n;0]
for each n ∈ (−∞; 0]. The reverse filtration (Φ≤n)n≤0 is the backwards fil-
tration, and Φ−∞ :=
⋂
nΦ≤n is the backwards tail σ-algebra. Regarded as
a σ-subalgebra of Σ⊗ZX , the backwards tail is shift-invariant, so defines a factor
(XZ,Φ−∞, µ˜|Φ−∞ , S). Since XZ is standard Borel, this factor may be generated
up to negligible sets by an equivariant map, say
ϕ : (XZ, µ˜, S) −→ (X̂, µ̂, Ŝ),
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whose target is another standard Borel system called the backwards tail bound-
ary of (X, µ, P ). Since Φ−∞ ≤ Σ⊗(−∞;0]X , it follows that, up to a µ˜-negligible
set, this equivariant map factorizes through the coordinate projection XZ −→
X(−∞;0]. We have therefore produced a diagram of factor maps
(XZ, µ˜, S)
pi(−∞;0]

(X(−∞;0], µ˜−, P˜ )
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
pi0
((P
PP
PP
PP
PP
PP
PP
(X̂, µ̂, Ŝ) (X, µ, P ).
Theorem 1. In the above situation, one has
hop(µ, P ) = hop(µ˜
−, P˜ ) = hKS(µ̂, Ŝ).
Proof. The inequality hop(µ, P ) ≤ hKS(µ̂, Ŝ) is [11, Theorem 2.8]. It follows
from the convergence
(P˜ ∗)nP˜ n −→ Eµ˜−( · |Φ−∞) as n −→∞
in the strong topology of operators on L2(µ˜−): see [11, Lemmas 2.6 and 2.7].
Awareness of this convergence is actually at least as old as Rota’s work [13].
Next, the inequality hKS(µ̂, Ŝ) ≤ hop(µ˜−, P˜ ) is immediate, because
• by (P2), one has hKS(µ̂, Ŝ) = hop(µ̂, UŜ), and
• (X̂, µ̂, UŜ) is a factor of (X(−∞;0], µ˜−, P˜ ), and hop is monotone under fac-
tor maps, since it is defined as a supremum over finite families of measur-
able functions, and for these we may apply (P1).
It only remains to show that hop(µ˜−, P˜ ) ≤ hop(µ, P ). Makarov proves this
in a special case in [11, Theorem 3.1]; we will now do so without his extra
assumptions.
Let G be a finite set of measurable functions X(−∞;0] −→ [0, 1]. It suffices to
show that
hop(G , µ˜
−, P˜ ) ≤ hop(µ, P ),
since hop(µ˜−, P˜ ) is then defined by supremizing over G on the left-hand side.
By (P3), it suffices to prove this for all finite G contained in some ‖ · ‖1-
dense subset of the space of measurable functions X(−∞;0] −→ [0, 1]. We may
therefore assume that there is some m ≥ 0 such that every g ∈ G depends on
only the coordinates x−m+1, x−m+2, . . . , x0 of x ∈ X(−∞;0].
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Having made this assumption, the Markov property of the law µ˜ gives that, for
a random string (. . . , x−1, x0) drawn from µ˜−, the distributions of (x−m+1, . . . , x0)
and (xn)n≤−m−1 are conditionally independent given x−m. This implies that for
every g ∈ G , the conditional expectation E(g |Φ≤−m) is of the form Qg(x−m)
for some Qg : X −→ [0, 1], and hence P˜mg = E(g |Φ≤−m) ◦ Sm = Qg ◦ pi0.
Letting F := {Qg ◦ pi0 | g ∈ G }, an m-fold appeal to (P4) now gives
hop(G , µ˜
−, P˜ ) = hop(P˜
m
G , µ˜−, P˜ ) = hop(F , µ˜
−, P˜ ).
Since all members of F are lifted from the random p.-p. system (X, µ, P ), this
last quantity is bounded above by hop(µ, P ), by (P1). 
Remark. If X is a finite set, then for any shift-invariant measure µ˜ on XZ the
above σ-algebra Φ−∞ defines the Pinsker factor of (XZ, µ˜, S), which is the max-
imal factor of entropy zero. However, in case X is a general state space, this
theory does not apply, and the factor Φ−∞ may have any entropy in [0,∞]. ⊳
The following properties of hop are known, but may also be deduced quickly
from Theorem 1:
• One always has hop(µ, P ) ≤ hKS(µ˜, S). This was previously deduced
in [5]. However, it also follows already from Makarov’s inequality hop(µ, P ) ≤
hKS(µ̂, Ŝ), since (X̂, µ̂, Ŝ) is a factor of (XZ, µ˜, S).
• If (Xi, µi, Pi) are two random p.-p. systems for i = 1, 2, and one defines
P1 ⊗ P2 : X1 ×X2 −→ Pr(X1 ×X2) by
(P1 ⊗ P2)((x1, x2), · ) := P1(x1, · )⊗ P2(x2, · ),
then
hop(µ1 ⊗ µ2, P1 ⊗ P2) = hop(µ1, P1) + hop(µ2, P2).
This was previously shown in [4]. It now follows from the corresponding
result for KS entropy, since the backwards tail boundary is functorial under
products.
Theorem 1 also suggests an obvious definition of conditional operator entropy
on a factor, as requested in [2, Question 13.1.2]: if
(X1, µ1, P1) −→ (X2, µ2, P2),
then the functoriality of the backwards tail boundary gives a factor map
(X̂1, µ̂1, Ŝ1) −→ (X̂2, µ̂2, Ŝ2),
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suggesting that the conditional entropy of the former extension should be the
conditional Kolmogorov-Sinai entropy of the latter. It might be interesting to find
a formula for this conditional entropy which does not require the construction of
the backwards tail boundaries.
Given a random p.-p. system (X, µ, P ), one may also construct a non-random
p.-p. system directly as a factor of it, without first ascending to (X(−∞;0], µ˜−, P˜ ).
There is a maximal such factor, constructed via the deterministic σ-algebra of
(X, µ, P ):
Ψ∞ :=
⋂
m≥1
{A ∈ ΣX | P
(m)(x,A) ∈ {0, 1} for µ-a.e. x}
(see [10]). The map
Ψ∞ −→ ΣX : A 7→ {x ∈ X | P (x,A) = 1}
takes values in Ψ∞, and in fact defines a µ-preserving automorphism of that σ-
subalgebra. It therefore results from a factor map ψ : X −→ (X ′, µ′, S ′) to
a non-random p.-p. system, and one may check easily that any member of ΣX
lifted from a non-random factor of (X, µ, P ) must be a member of Ψ∞, so this
construction gives the maximal non-random factor of (X, µ, P ).
If one applies this construction to (X(−∞;0], µ˜−, P˜ ), then it simply gives the
backwards tail σ-algebra again. Since (X, µ, P ) is itself a factor of (X(−∞;0], µ˜−, P˜ ),
the maximal non-random factor of the former must be contained in the maximal
non-random factor of the latter, and so we obtain a factor map of non-random
systems
(X̂, µ̂, Ŝ) −→ (X ′, µ′, S ′).(0.2)
It is worth observing that this factor map is sometimes not the identity, and
that one must use (µ̂, Ŝ) rather than (µ′, S ′) in Theorem 1. This can be seen in the
following classical family of examples, which are essentially those in the closing
pages of [12, Section IV.4] or in [11, Section 4]. Let p := (pk)k∈Z ∈ [0, 1]Z, and
let
νp :=
⊗
k∈Z
((1− pk)δ0 + pkδ1) ∈ PrZ
Z
2 ,
where Z2 := Z/2Z. Let S : ZZ2 −→ ZZ2 be the leftward shift, as previously, and
define an associated probability kernel Pp : ZZ2 −→ ZZ2 by
Pp(x, · ) := δSx ∗ νp.
Thus, as a doubly stochastic operator, Pp is the composition of S with the con-
volution by νp. Let µ := (12δ0 +
1
2
δ1)
⊗Z
, and µ+ := (1
2
δ0 +
1
2
δ1)
⊗[0;∞); clearly µ
is Pp-invariant for every p.
6
The analyses in [12, Section IV.4] or [11, Section 4] give the following.
Proposition 2. If p 6= 0, then these examples enjoy the following alternative:
i) if there is some k0 such that pk = 0 for all k < k0, then one has a commu-
tative diagram
(X̂, µ̂, Ŝ)

∼=
// ({0, 1}Z, µ, shift)
coord.proj.

(X ′, µ′, S ′) ∼=
// ({0, 1}[0;∞), µ+, shift)
ii) if there are arbitrarily large k for which p−k 6= 0, but
∑
k<0 pk <∞, then
(X̂, µ̂, Ŝ) ∼= ({0, 1}Z, µ, shift)
but
(X ′, µ′, S ′) ∼= trivial;
iii) if∑k<0 pk =∞, then
(X̂, µ̂, Ŝ) ∼= (X ′, µ′, S ′) ∼= trivial

Proposition 2 can also be applied to the future tails of (X, µ, P ) and (XZ, µ˜, S),
giving the analogous description of those tails depending now on pk for k −→
∞. Since these may be chosen independently of p−k as k −→ ∞, this shows that
the backward and future tails need not be related.
A different example, also giving a backward tail boundary equal to a Bernoulli
shift and a trivial forward tail boundary, is given in [7, Theorem 4.4] (although
his ‘forward’ and ‘backward’ are the reverse of ours).
A modification of the preceding example shows that while hop behaves well
under Cartesian products, it does not enjoy any obvious inequalities for general
joinings.
Corollary 3. There is a diagram of random p.-p. systems
(X, µ, P )
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
(X1, µ1, P1) (X2, µ2, P2)
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such that the two factors generate (X, µ, P ), but hop(µ1, P1) = hop(µ2, P2) = 0
while hop(µ, P ) > 0.
Proof. Let X := ZZ2 ×ZZ2 with the two obvious projections to X1 := X2 := ZZ2 .
Let µ1 = µ2 be the Haar measure on ZZ2 and let µ := µ1 ⊗ µ2. Finally, let
ν :=
(1
2
δ(0,0) +
1
2
δ(1,1)
)⊗Z
∈ PrX,
and let P (x, · ) := δSx ∗ ν. Then the two coordinate projections X −→ Xi
are both factor maps from P to Pp, the kernel defined previously, with p =
(. . . , 1/2, 1/2, . . .), and by Proposition 2 this has trivial tail boundary and hence
zero operator entropy. However, the group homomorphism
X −→ ZZ2 : (x1, x2) 7→ x1 − x2
is also a factor map from P , this time to the non-random leftward shift S on ZZ2 .
Therefore, by monotonicity, hop(µ, P ) is at least the KS entropy of the Bernoulli
shift S on ZZ2 , which is log 2. (In fact, just a little more care shows that they are
equal in this case.) 
This corollary suggests that there is no simple analog for hop of the notion of
the Pinsker factor for a non-random p.-p. system, since the above example gives
two factors of (X, µ, P ) which both have zero entropy, but cannot be contained
in a single factor of zero entropy. (See [2, Question 13.1.4].)
We finish by collecting some directions for further investigation.
• Firstly, one could easily generalize some of the definitions of hop to the
setting of a µ-preserving continuous-time semigroup (P t)t≥0 of Markov
operators. All of the arguments above should go through in that setting,
using the standard analogous machinery for continuous-time Markov pro-
cesses in the appropriate places: see, for instance, [8, Chapter 20].
• In [3], Downarowicz and Frej also introduced a topological (as opposed
to measure-preserving) version of operator entropy for a suitable class of
Markov operators on compact metric spaces, and showed that it retains
various classical properties of topological dynamical entropy. It would be
interesting to see whether it, too, could be reduced to an instance of that
classical notion, perhaps using some kind of topological boundary.
• In [2, Question 13.1.6], Downarowicz asks how operator entropy behaves
under convex combination of probability kernels. It is not at all clear how
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the convex structure here interacts with backwards tail boundaries. Mostly
simply, given (X, µ) and two µ-preserving transformations S, T : X −→
X , it is not clear why the tail of P (x, · ) := 1
2
(δSx + δTx) should bear
any relation to S or T themselves. However, if S and T commute and are
invertible, then one can say something: in that case a simple appeal to the
norm ergodic theorem gives
P nf = 2−n
∑
p,q≥0, p+q=n
(
n
p
)
SpT qf ∼ E(f |Λ) ◦ T n in ‖ · ‖1,
where Λ ≤ ΣX is the σ-algebra of S−1T -invariant sets. This implies that
the backward tail boundary of P is just (X,Λ, µ|Λ, S), which is a factor
of both (X, µ, S) and (X, µ, T ) and so has KS entropy bounded by either
of their KS entropies. If S and T commute but are not invertible, then we
obtain this asymptotic behaviour upon ascending to the natural extension
of the N2-action generated by S and T , and this does not change the KS
entropies of S and T .
• Finally, motivated by Proposition 2, I think it might be interesting to an-
swer the following:
Question 4. Which extensions of non-random p.-p. systems can arise as
the extension in (0.2) for some (X, µ, P )?
Using examples such as in Proposition 2 as a building-block, it is easy to
obtain any relatively Bernoulli extension this way. On the other hand, I
suspect this extension is always relatively mixing, so there are some re-
strictions.
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