Abstract. Given r ∈ N, let λ be a partition of r with at most two parts. Let F be a field of characteristic 3. Write M λ for the FSrpermutation module corresponding to the action of the symmetric group Sr on the cosets of the maximal Young subgroup S λ . We construct a full set of central primitive idempotents in EndFS r (M λ ) in this case.
Introduction
Given r ∈ N, let S r denote the symmetric group on r letters. Let λ be a partition of r, and write S λ for the Young subgroup of S r corresponding to λ. Given a field F, denote by M λ the FS r -permutation module corresponding to the action of S r on the cosets of S λ . The modules M λ are of central interest in the representation theory of the symmetric group. Over any field the Specht module S λ can be defined as a submodule of M λ . It is known that over the rational field the Specht modules are the irreducible QS n -modules (see for instance [10, §4] ).
Our case of interest is when F is a field of positive characteristic. In this case James' Submodule Theorem [10, Theorem 4.8] implies that, up to isomorphism, there is a unique indecomposable summand of M λ containing S λ . We write Y λ for this summand, and we refer to this module as the Young module labelled by λ. Write ☎ for the dominance order of partitions. It is known (see [6, Theorem 1] ) that M λ is in general isomorphic to a direct sum of Young modules Y µ such that µ ☎ λ. We can therefore write
where [M λ : Y µ ] denotes the number of indecomposable summands of M λ isomorphic to Y µ . We refer to the multiplicity [M λ : Y µ ] as a p-Kostka number. A complete characterisation of the p-Kostka numbers appears to be out of reach, however we mention a significant case in which they are known. The modules in this case are those that we consider in this paper. Let λ and µ be partitions of r with at most two parts such that µ ☎ λ. Write λ = (λ 1 , λ 2 ) and µ = (µ 1 , µ 2 ). Define m = λ 1 − λ 2 and g = λ 2 − µ 2 . Observe that m ≥ 0 as λ is a partition, and g ≥ 0 as µ ☎ λ. The main theorem in [8] is that the p-Kostka number [M (λ 1 ,λ 2 ) : Y (µ 1 ,µ 2 ) ] is non-zero if and only if the binomial coefficient B(m, g) := m + 2g g is non-zero modulo p. This result is proved using a result of Donkin [1, (3.6) ] based on Klyachko's multiplicity formula [12, Corollary 9.2] . In the case that Y (µ 1 ,µ 2 ) is a summand of M (λ 1 ,λ 2 ) , it also proved that the corresponding pKostka number equals one (see [8, Lemma 3.2] ).
In [3] it is shown that the binomial coefficient B(m, g) can also be used to construct the central primitive idempotents in S F (λ) := End FSr (M (λ 1 ,λ 2 ) ) when F is a field of characteristic 2. The first main result in this paper is Theorem 1.2, which constructs the central primitive idempotents in S F (λ) when F is a field of characteristic 3. Our second main result is Theorem 1.3, which determines the Young modules that the primitive idempotents constructed in Theorem 1.2 correspond to. This gives a construction of the Young modules Y (µ 1 ,µ 2 ) over a field of characteristic 3.
We remark that the proofs of our main theorems utilise various ideas from [3] . Indeed in [3] the authors give a presentation of S F (λ) for any field F. We use the basis and corresponding multiplication formula in this presentation to construct the primitive idempotents in our case. Our construction of the primitive idempotents in S F (λ) uses the same idea as [3] of giving a correspondence between particular elements of S F (λ) and the binomial coefficients of the form a b , where 0 ≤ b ≤ a < p. The number of binomial coefficients of this form clearly increases with p, and so it seems difficult to determine such a correspondence for fields of characteristic p ≥ 5. It is remarked in [3, §1] that explicitly constructing the primitive idempotents appears difficult even when p = 3. We completely solve the problem in this case. We also note that the argument used to prove that the idempotents are primitive is based on the counting argument in §2. 4 of [3] . Moreover, the proof of Theorem 1.3 is taken directly from the proof of Theorem 7.1 in [3] . We repeat the proof here in order to make this paper more self contained.
We now describe where our ideas differ to those in [3] . We will see in Lemma 1.1 that the multiplication structure of S F (λ) depends only on m, whereas our construction of the primitive idempotents depends on B(m, g). We are therefore required to determine the critical parameter m given m+2g and g. An important observation in [3] is that if g has binary expansion g = i≥0 g i 2 i , then 2g has binary expansion 2g = i≥1 g i−1 2 i . Furthermore, the proof of the Idempotent Theorem in [3] uses that the sum of any two idempotents is an idempotent over a field of characteristic 2. These two observations only hold when p = 2, and so we take a different approach when proving the analogous results in our case (see §4 and §5).
In order to state our main theorems, we require background on the Schur algebra, which we give in §1.1 below. For details on the various connections between the representation theories of the symmetric group and the general linear group via the Schur algebra, we refer the reader to [7] and [13] .
1.1. The Schur algebra. Given n, r ∈ N, fix an n-dimensional F-vector space E with F-basis {v 1 , . . . , v n }. Form the r-fold tensor product E ⊗r , on which the symmetric group S r acts by place permutation. We extend this action linearly to the group algebra FS r , and define the Schur algebra
We now realise the permutation module M λ as an FS r -submodule of E ⊗r . Define
Given a composition λ of r, we say that (i 1 , . . . , i r ) ∈ I(n, r) has weight λ if
, where ℓ(λ) denotes the number of parts of λ. For instance, the elements in I(2, 3) of weight (2, 1) are (1, 1, 2), (1, 2, 1) and (2, 1, 1).
Then M λ is isomorphic to the F-span of the set
. . , i r ) has weight λ}.
Observe that this construction defines M λ when λ is a composition of r. It is easy to see that given a composition λ of r, there is an isomorphism of FS r -modules M λ ∼ = M λ , where λ is the partition of r obtained by writing the parts of λ in non-increasing order. Then there is a decomposition of FS r -modules
where Λ(n, r) denotes the set of compositions of r with at most n parts. We are interested in partitions of r with at most two parts, and so we fix n = 2 throughout the rest of the paper. The main result in [5] is an explicit presentation of S Q (2, r) as a quotient of the universal enveloping algebra U (gl 2 ). This result can be used to give an explicit presentation of the endomorphism algebra S F (λ), which we now describe. Following the notation in [3] and [5] , define e = e 21 , f = e 12 , H 1 = e 11 , and H 2 = e 22 , where e ij is the standard matrix unit in gl 2 . As in [5, 3.4], given ℓ ∈ N 0 and an element T in an associative Q-algebra with 1, we define
Then given λ = (λ 1 , λ 2 ) ∈ Λ(2, r), define
It is proved in [2, Lemma 5.3] that 1 λ is an idempotent in S Q (2, r), and that 1 λ E ⊗r = M λ . Given i ∈ N 0 , we now define
The following lemma completely describes S F (λ) as an associative Falgebra. We remark that this lemma is an equivalent restatement of Proposition 3.6 in [3], chosen to make it obvious that S F (λ) is commutative. Lemma 1.1 ([3, Proposition 3.6]). Given r ∈ N, let λ = (λ 1 , λ 2 ) ⊢ r, and define m = λ 1 − λ 2 . Then S F (λ) has an F-basis given by the set
Moreover, the multiplication of the basis elements is given by the formula
where we set b(a) = 0 if a > λ 2 .
We refer to the basis given in this lemma as the canonical basis of S F (λ). We make some remarks regarding this lemma. The presentation of the Schur algebra in [5] is over the field Q. Nevertheless b(i) is well-defined over a field of characteristic p. Moreover, the structure constants given in Lemma 1.1 are integers. Therefore the above multiplication formula holds over a field of characteristic p by reducing the coefficients modulo p. Furthermore, the QS r -module M λ is multiplicity free, and so S Q (λ) is a commutative algebra. This implies that S F (λ) is also a commutative algebra. Also a direct computation using the multiplication formula shows that b(0) is the identity in S F (λ), and we write 1 for b(0).
Throughout the rest of this section, we assume that F is a field of characteristic 3. We now define the elements e m,g ∈ S F (λ), which are the subject of The chosen notation for the index sets on the previous page may not seem intuitive upon first reading, but the results in §4 will make this clear.
Define
As stated in Lemma 1.1, if b(a) in this product is such that a > λ 2 , then we set b(a) = 0. Given t ∈ N 0 , we define (e m,g ) ≤t by taking the products defining e m,g over the u in each index set such that u ≤ t. We define (e m,g ) <t in the analogous way. We give an example of e m,g in §2.
We are now ready to state our first main theorem.
The set of elements e m,g , with B(m, g) non-zero modulo 3 and g ≤ λ 2 , is a complete set of central primitive idempotents for S F (λ). Theorem 1.2 implies that e m,g M λ ∼ = Y µ for some µ = (µ 1 , µ 2 ) ⊢ r such that µ ☎ λ. Our second main theorem determines µ in this case.
Then e m,g is the primitive idempotent in S F (λ) such that e m,g M λ ∼ = Y µ .
1.2.
Outline. In §2 we state the notation used throughout the paper. We highlight that we define the p-adic expansion of a binomial coefficient a b , as e m,g is implicitly constructed using the 3-adic expansion of B(m, g).
In §3 we consider more closely the multiplication structure of S F (λ). In particular, we define the element ψ m,u , where u ∈ N 0 . The product of (e m,g ) <u (defined on the previous page) and ψ m,u is fundamental in the proof of Theorem 1.2.
As can be observed in Lemma 1.1, the critical parameter in the multiplication formula for S F (λ) is m. In §4 we therefore relate the 3-adic expansion of B(m, g) to the 3-adic expansion of m. We see that this depends on the carries in the ternary addition of m and g.
In §5 we prove Theorem 1.2. We prove Proposition 5.1, which states that the elements (e m,g ) ≤u are idempotents for all u ∈ N 0 . Before we prove Proposition 5.1, we show how it implies that the elements e m,g are idempotents in S F (λ). The proof of Proposition 5.1 is by induction on u. We give the base case of this induction in §5.1, and we complete the inductive step in §5.2. In §5.3 we show that the elements e m,g are mutually orthogonal. A simple counting argument then shows that these elements give a complete set of primitive orthogonal idempotents in S F (λ), which completes the proof of Theorem 1.2.
In §6 we prove Theorem 1.3. The proof is by induction on r, and we follow the exposition in [3] . Observe that m and g are invariant under adding the partition (1 2 ) to both λ and µ. In the inductive step we therefore
. We remark that this is an algebraic realisation of the column removal phenomenon for the decomposition matrices of symmetric groups proved by James (see [11] ).
Notation
Let p be a prime number. Given c ∈ N 0 with p-adic expansion c = t u=0 c u p u , we write c = p [c 0 , c 1 , . . . , c t ]. Given s ∈ N, we write c <s for
We refer to the factorisation on the right hand side as the p-adic expansion of Recall from §1.1 that S F (λ) has an F-basis equal to
and that 1 denotes b(0) = 1 S F (λ) . We also define the order ≤ on the b(i) by
We remark that we can define e m,g ∈ S F (λ) by assigning elements to each factor of B(m, g) 3 , and multiplying the elements according to the factors of B(m, g) 3 (see Example 2.2 below). The assignment is as follows:
and assigning zero to any other factor of B(m, g) 3 .
Observe that if B(m, g) = 0, then e m,g = 0 according to this definition. Therefore e m,g is now defined even when it does not correspond to a non-zero summand of M (λ 1 ,λ 2 ) . We also define factor u of e m,g as the factor of e m,g corresponding to factor u of B(m, g) 3 .
We give an example of e m,g below. Before we do this, we state the following useful lemma from [3]. Therefore e 23,13 equals
Lemma 2.1 ([3, Lemma 3.7]). Let p be a prime number, and let
As b(a) = 0 for a > 13 in S F ((36, 13)), only finitely many factors in this infinite product are not equal to 1. Then by Lemma 2.1
in S F ((36, 13)).
Multiplication in S F (λ)
Throughout this section fix m ∈ N 0 , and fix a partition λ = (λ 1 , λ 2 ) such that m = λ 1 − λ 2 . Assume that F is a field of characteristic 3. Observe that factor u of e m,g can be expressed in terms of the elements
where u ∈ N 0 . In the proof of Theorem 1.2, we show that (e m,g ) 2 ≤u = (e m,g ) ≤u . To this end we need to determine the squares of the elements in (3.1). In this section we therefore assume that λ 2 ≥ 2 · 3 u , and we consider the products
Also define ψ m,0 = 0.
We remark that our motivation for defining ψ m,u is twofold. The immediate reason is that we can express the products b(3 u ) 2 , b(2 · 3 u ) 2 , and b(3 u )b(2 · 3 u ) in terms of ψ m,u . Also, as stated in the outline, the product of ψ m,u with (e m,g ) <u is fundamental in the proof of Theorem 1.2.
Consider first b(3 u ) 2 . Lemma 1.1 gives
A direct computation using this formula and Lucas' Theorem shows that the coefficient of
, and that the coefficient of b(2 · 3 u ) equals 1. Also observe that in this sum if 3 u < h < 2 · 3 u , then we can write h = 3 u + k, where 0 < k < 3 u . Then by Lucas' Theorem, for all
and so using Lemma 2.1 we can write
Consider now
Observe that if h ≥ 3 u+1 in this sum, then the ternary addition of 2 · 3 u and h − 2 · 3 u is not carry free. It follows that
. Moreover, if 2 · 3 u < h < 3 u+1 , then we can write h = 2 · 3 u + k, where 0 < k < 3 u . Again by Lucas' Theorem, for all such h
By another application of Lemma 2.1, we obtain
An entirely similar argument gives
If j is maximal such that b(j) appears with non-zero coefficient in one
2), (3.3) and (3.4) show that j < 3 u+1 . We therefore have the following lemma, which will be used in the inductive step of the proof of Proposition 5.1.
Lemma 3.1. Let u ∈ N be such that 2 · 3 u ≤ λ 2 . Then the F-span of the set
is a proper subalgebra of S F (λ).
We end this section with the following lemma, which determines when e m,g is non-zero in S F (λ) when B(m, g) is non-zero modulo 3. We remark that the first statement of the lemma can be observed in Example 2.2.
for some α i ∈ F 3 . In particular, e m,g is non-zero in S F (λ) if and only if g ≤ λ 2 .
Proof. Write e m,g as a linear combination in the canonical basis of S F (λ) given in Lemma 1.1. As the index sets defining e m,g are mutually disjoint, Lemma 2.1 implies that the smallest term in e m,g is the product of the smallest term in each factor (see §2) of e m,g . By the construction of e m,g immediately before Lemma 2.1, the smallest term in factor u of e m,g is b(g u 3 u ) with coefficient
. It follows that the smallest term in e m,g
). The second statement of the lemma now follows as the largest element in the canonical basis of S F (λ) is b(λ 2 ).
Analysis of the binomial coefficient B(m, g)
Fix a prime number p, and let m, g ∈ N 0 be such that B(m, g) is nonzero modulo p. In this section we use the p-adic expansion of B(m, g) to understand m. We do this using the p-ary addition of m and g.
We require the following notation. Given a prime number p, consider the following representation of the p-ary addition of m and g:
. .], and the analogous statements hold for g and m+g.
Given u ∈ N 0 , define x u ∈ {0, 1, 2, . . . , p − 1} to be such that
so that x u is the carry leaving column u in this addition. Therefore for all u ∈ N, x u−1 is the carry entering column u in this addition. We set x −1 = 0.
Remark 4.1. The carries x u serve two purposes in this paper. The first, as we will see in this section, is that we can determine m u using x u−1 . The second is that the product (e m,g ) <u ψ m,u can be determined entirely by the carry x u−1 (see Lemma 4.5.3). We admit that it remains mysterious to us as to why this product depends only on x u−1 .
The following example demonstrates the link between B(m,
where the notation is such that the rightmost factor appearing is factor ν.
In all cases we can therefore write
The final statement in Example 4.2 follows from the more general property that m u is determined by factor u in B(m, g) p via the carries in the p-ary addition of m and g. We are able to determine each m u in this way as the addition of m + g and g is carry free.
In the following lemma we determine the possible values of x u .
Lemma 4.3. Suppose that in the p-ary addition of m and g the carry x u is non-zero for some u ∈ N 0 . Then x u = 1.
Proof. We proceed by induction on u. The base case is when u = 0. In this case
and so x 0 is at most 1. Let u > 1, and assume inductively that
which is a contradiction.
In our next lemma, we determine the possibilities for m u given factor u of B(m, g) p . 
Proof of Theorem 1.2
Fix m, g ∈ N 0 such that B(m, g) is non-zero modulo 3, and let λ = (λ 1 , λ 2 ) be such that m = λ 1 − λ 2 . Throughout the rest of this paper, F is assumed to be a field of characteristic 3. We prove the following proposition by filling in the details of the outline in §1.2.
Proposition 5.1. Given u ∈ N 0 , (e m,g ) ≤u is idempotent in S F ((m + 3 u+1 − 1, 3 u+1 − 1)).
We remark that Proposition 5.1, together with Lemma 3.1, implies that (e m,g ) ≤u is also idempotent in S F ((m + a, a) ) for all a ≥ 3 u+1 .
We prove Proposition 5.1 by induction on u, in which the base case is u = 0. Before we do this, we show how the proposition implies that e m,g is an idempotent in S F (λ). By Lemma 1.1, S F (λ) has a basis given by the set
Let u be the unique non-negative integer such that 3 u ≤ λ 2 < 3 u+1 . If e m,g is non-zero in S F (λ), then Lemma 3.2 gives that g ≤ λ 2 . Therefore g < 3 u+1 , and so by construction, (e m,g ) ≤u = e m,g when viewed as an element of S F (λ). Since the multiplication structure of S F (λ) depends only on m, Proposition 5.1 gives (e m,g ) 2 = ((e m,g ) ≤u ) 2 = (e m,g ) ≤u = e m,g ∈ S F (λ), as required We now proceed with the proof of Proposition 5.1. 
Case ( 
as required.
5.2. The inductive step. Throughout this section fix u ∈ N. Assume inductively that (e m,g ) ≤t is idempotent in S F (λ) for all t < u. We require the following preliminaries.
Lemma 5.2. Let t ∈ N 0 be such that t < u. Suppose that v := (e m,g ) ≤t w is idempotent in S F (λ). Then
Proof. We have assumed that (e m,g ) ≤t is idempotent in S F (λ), and so
as required. The proof of the other statement is entirely similar.
Recall from §4 that x t denotes the carry leaving column t in the ternary addition of m and g, and that
for t ∈ N and ψ m,0 = 0.
Lemma 5.3. Let t ∈ N 0 be such that t ≤ u. Then
Proof. We proceed by induction on t. The base case is when t = 0, where the product defining (e m,g ) <0 is empty. Therefore (e m,g ) <0 = 1. By definition x −1 = 0 and ψ m,0 = 0, and so the result holds in this case. Suppose now that t ≥ 1 and that the result holds for all s < t. By Lemma 2.1 we can write
Applying similar arguments for all 3 t−1 ≤ k ≤ 3 t − 1 shows that
We now distinguish three cases, determined by m t−1 . Case ( 
which by the inductive hypothesis of this lemma equals (e m,g ) <t−1 w for both possibilities of w. Therefore (e m,g ) <t ψ m,t = (e m,g ) <t . As m t−1 +x t−2 +g t−1 = 3+g t−1 ≥ 3, it follows from the second statement of Lemma 4.4 that x t−1 = 1 for both possible factors. The result therefore holds in this case.
We now complete the inductive step of the proof of Proposition 5.1.
Proof of the inductive step. We consider each possible factor u of B(m, g) 3 in turn.
Case (1a). Suppose that factor u of B(m, g) 3 equals 
where the final equality holds by (3.2), (3.3) and (3.4). It is now sufficient to prove that 
where the final equality holds by (3.2), (3.3) and (3. 
where the final equality holds by (3.3). It is now sufficient to prove that 
where the final equality holds by (3.2), (3.3) and (3.4). It is now sufficient to prove that This follows from Lemma 5.3.
Remark 5.4. Given t ∈ N, we can generalise the definition of ψ m,t when p is an arbitrary prime. Furthermore, the recursive formula in (5.1) generalises in an entirely similar way. However it is a special feature for p ∈ {2, 3} that we can always write either (e m,g ) <t ψ m,u = (e m,g ) <t w, or (e m,g ) <t ψ m,u = (e m,g ) <t (1 − w), where w equals factor t − 1 of (e m,g ) <t . This is generally not the case when p is at least 5, and so we cannot apply Lemma 5.2 to obtain the analogue of Lemma 5.3.
5.3.
The elements e m,g are orthogonal and primitive. Let g, d ∈ N 0 be such that both B(m, g) and B(m, d) are non-zero modulo 3, and suppose that g = d. Write
Let u be minimal such that g u = d u , and so (m + 2g) <u = (m + 2d) <u . As in §4, let x u−1 (resp. y u−1 ) denote the carry leaving column u−1 in the ternary addition of m and g (resp. m and d), where recall that the columns in both additions are indexed starting from 0. It follows that We now count the number of non-zero e m,g in S F (λ). By Lemma 3.2, e m,g is non-zero in S F (λ) if and only if g ≤ λ 2 . Therefore the number of non-zero e m,g in S F (λ) is equal to |{g : g ≤ λ 2 and B(m, g) is non-zero modulo 3}|.
By Theorem 3.3 in [8] this equals the number of indecomposable summands of M λ . It therefore follows that the set of e m,g such that g ≤ λ 2 is a complete set of central primitive idempotents for S F (λ).
The correspondence between idempotents and Young modules
Throughout this section assume that B(m, g) is non-zero modulo 3. Let λ = (λ 1 , λ 2 ) and µ = (µ 1 , µ 2 ) be partitions of r satisfying the hypothesis of Theorem 1.3.
We prove Theorem 1.3 by induction on r by following [3, §7]. The base cases are r = 0 and r = 1. In both cases the only possibility is λ = µ = (r, 0). Therefore in §6.1 we consider the case when µ = (r, 0) for arbitrary r and λ ∈ Λ(2, r), which proves the base case. We then complete the inductive step in §6.2.
6.1. The case µ = (r, 0). We distinguish two cases determined by λ.
If λ = (r, 0), then M (r,0) is indecomposable and the only primitive idempotent in S F ((r, 0)) is 1. In this case B(m, g) = r 0 , and so
where r = 3 [r 0 , . . . , r t ]. By Lemma 3.2, for some α i ∈ F 3 ,
as required. Observe that this proves the base case of the induction. Recall from §1.1 that 1 λ is an idempotent in S F (2, r) such that 1 λ E ⊗r = M λ . If λ = (m + g, g) ⊢ r, then we show that there exist u, v ∈ S F (2, r) such that uv = e m,g and vu = 1 (r,0) . Then e m,g and 1 (r,0) are idempotents such that e m,g = u1 (r,0) v and 1 (r,0) = ve m,g u. It follows from [14, (1.1) ] that e m,g M λ = e m,g E ⊗r ∼ = 1 (r,0) E ⊗r = M (r,0) = Y (r,0) . Now define
In order to calculate uv and vu, we follow parts (b) and (c) in the proof of [3, Proposition 7.2] . Indeed define the simple root α = (1, −1). By Theorem 2.4 in [4] if ν ∈ Λ(2, r), then e 1 ν = 1 ν+α e if ν + α is a composition, 0 otherwise
Moreover, Proposition 3.6 in [4] states that H i 1 λ = λ i 1 λ for i ∈ {1, 2}. Define h = H 1 − H 2 , and so h1 λ = m 1 λ . As (r, 0) + (1, −1) is not a composition, the above relations give e (a) 1 (r,0) = 0 for all a ∈ N. Also with λ = (m + g, g)
It follows from the relations in (6.1) and Lemma 3.2 that
Also it follows from the relations in (6.1) and [9,
where the final congruence holds as B(m, g) is non-zero modulo 3.
6.2. The inductive step. Assume throughout this section that Theorem 1.3 holds inductively for all partitions in Λ(2, r) for some r ∈ N. Let λ and µ be partitions of r + 2 with at most two parts satisfying the hypothesis of the theorem. The argument for the case when µ 2 = 0 is given in §6.1, so assume that µ 2 > 0. Then λ = λ + (1 2 ) and µ = µ + (1 2 ), where λ and µ are the partitions of r such that m = λ 1 − λ 2 and g = λ 2 − µ 2 . The inductive step is complete once we prove Proposition 6.2 overleaf, which is the result of Theorem 7.3 in [3] . To this end define the map j : E ⊗r → E ⊗r+2 by
where we remind the reader that {v 1 , v 2 } is a fixed basis of E. Observe that j is injective. Also it follows from the definition of M λ given in §1.1 that j(M λ ) = M λ+(1 2 ) . We then have the following lemma.
Lemma 6.1. Given x ∈ M λ , we have je m,g (x) = e m,g j(x).
Proof. We prove that jb(a)(x) = b(a)j(x) for all x ∈ M λ and a ∈ N 0 . Note that on the left hand side of this equality b(a) is viewed as an element of S F (λ), and on the right hand side it is viewed as an element of S F (λ + (1 2 )). The Lie algebra action of e on v 1 ⊗ v 2 − v 2 ⊗ v 1 is as follows:
, and so j commutes with the action of e (a) and f (a) for all a ∈ N. Also considering the Lie algebra action of the product f (a) e (a) on M λ and M λ+(1 2 ) shows that f (a) e (a) preserves M λ and M λ+(1 2 ) . As 1 λ and 1 λ+(1 2 ) are the projections onto E ⊗r corresponding to M λ and M λ+(1 2 ) , respectively, it follows that 
Therefore jb(a)x = b(a)j(x), as required.
Before we state and prove Proposition 6.2, we introduce the following notation. Given i = (i 1 , i 2 , . . . , i r ) ∈ I(2, r), Proof. As F is a field of characteristic 3 and both λ and µ have at most two parts, Theorem 13.13 in [10] implies that Hom FSr (S µ , M λ ) is onedimensional. Equivalently the copy of S µ in M λ is unique, and the analogous statement holds for S µ+(1 2 ) and M λ+(1 2 ) by the same argument. By the defining property of the Young module Y µ , it sufficient to prove that if e m,g (S µ ) = 0, then e m,g (S µ+(1 2 ) ) = 0. We do this using polytabloids (see [10, Chapter 4] for details).
Write u for µ 2 +1. Let t 1 and t 2 respectively denote the following standard µ and µ + (1 2 )-tableaux: . . . 2u
.
Write R t i for the row stabiliser of each t i . Also write C t i for the column stabiliser of each t i , and define {C t i } − = π∈Ct i sgn(π)π. It is easy to see that {C t 2 } − = (1 − (1 2)){C t 1 } − .
Observe that the column stabiliser of t 1 is a subgroup of the symmetric group on {3, 4, . . . , r + 2}. Thus given σ ∈ Sym({3, 4, . . . , r + 2}), we define σ ⋆ ∈ Sym({1, 2, . . . , r}) to be the permutation such that σ ⋆ (ℓ) = σ(ℓ + 2) − 2 for 1 ≤ ℓ ≤ r. Then there is a natural action of σ ∈ Sym({3, 4, . . . , r + 2}) on x ∈ M λ given by xσ = xσ ⋆ .
Let ω 1 = v i , where the sum runs over all i ∈ I(2, r) such that i has weight λ and i ρ = 2 whenever ρ + 2 is in the second row of t 1 . Observe that ω 1 is fixed by R t 1 , and so we define the polytabloid ε t 1 = ω 1 {C t 1 } − .
Note that the actions of R t 1 and {C t 1 } − on ω 1 are as defined in the previous paragraph. Then ε t 1 generates the unique copy of S µ in M λ .
Similarly let ω 2 = v i , where the sum runs over all i ∈ I(2, r + 2) such that i has weight λ and i ρ = 2 whenever ρ is in the second row of t 2 . Again ω 2 is fixed by R t 2 , and so define the polytabloid ε t 2 = ω 2 {C t 2 } − . Note that the actions of R t 2 and {C t 2 } − on ω 2 are given by the usual place permutation defined in §1.1. Then ε t 2 generates the unique copy of S µ+(1 2 ) in M λ+(1 2 ) . By definition of j
where in the final line the action of {C t 1 } − is again by the usual place permutation defined in §1.1.
where the third equality holds as ω 2 = v 1 ⊗ v 2 ⊗ ω 1 . If e m,g (S µ ) = 0, then it follows that e m,g (ε t 1 ) = 0. The map j is injective and so j(e m,g (ε t 1 )) = 0. It now follows from Lemma 6.1 that e m,g (ε t 2 ) = e m,g (j(ε t 1 )) = j(e m,g (ε t 1 )) = 0, and so e m,g (S µ+(1 2 ) ) = 0. It follows that e m,g (Y µ+(1 2 ) ) = 0, which completes the proof.
