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Abstract
Using tensor products of Banach couples we study a class of interpolation functors with the prop-
erty that to every Banach couple of Banach algebras they give an interpolation space which is a
Banach algebra. For the real θ,1-method we give a complete answer to the question of when the
interpolation space is unital.
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1. Introduction
Since the sum-space of two Banach algebrasA0 and A1 is usually not a Banach algebra,
the standard setting of interpolation theory is not well adapted for interpolation of Banach
algebras. In [4] a different setting was used, where a Banach couple of Banach algebras
(BCBA) was defined in terms of a common intersection, rather than a common superspace.
A consequence of this setting is that the interpolation spaces are seen as completions (for
a smaller norm) of the intersection space (which is a Banach algebra) and not as subspaces
of the sumspace. An interesting question that arises in this setting is to determine under
what condition an interpolation algebra is unital. It turns out that this is always the case
when the intersection algebra is unital, but as was pointed out (by a referee) in [4], it may
happen that even if both algebras A0 and A1 are unital, then the intersection may not exist.
Furthermore, even if none of the original algebras A0 and A1 are unital, an interpolation
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considered as ideals in unital couples, and that the unit problem will therefore be a special
case of a more general “interpolation of subspaces of finite codimension” problem.
The more general problem of describing the relation between interpolation of subspaces
(of finite codimension) and interpolation of the original couple has been studied in several
papers, e.g., [2,5–7].
2. Interpolation of Banach algebras
We shall in this paper use the nonstandard convention of denoting Banach couples with
bold letters, and the individual spaces in the couple by ordinary letters. We shall say that a
Banach couple A = (A0,A1) is a BCBA (Banach couple of Banach algebras) if A0 and A1
are Banach algebras and if the multiplication agrees on the intersection. In interpolation
theory we usually begin with two Banach spaces and a Hausdorff topological vector space
in which the Banach spaces are embedded. That is, we start with the triple (A0,A1,Σ(A))
together with injections σ0 :A0 → Σ(A) and σ1 :A1 → Σ(A), but if A is a BCBA we
know that ∆(A) is a BA (Banach algebra) but usually it is not true that Σ(A) is a BA. This
suggests that we should instead begin with a triple (A∗,A0,A1) together with injections
(which should in this case be algebra homomorphisms) δ0 :A∗ :→A0 and δ1 :A∗ :→ A1.
We can then always embed A0 and A1 into the pushout of the diagram (A∗,A0,A1, δ0, δ1).
If δ0(A∗) is dense in A0 and δ1(A∗) is dense in A1, then A′0 and A
′
1 can both be embedded
into A′∗ so the dual spaces form a Banach couple. We can then embed both the spaces A0
and A1 into the dual of the space (A′∗) (and since A′∗ is already a dual space, it turns out
that the natural embedding is actually into the predual).
Remark 1. In classical interpolation theory, i.e., when the main problem was to obtain
bounds for operators on Lp-spaces, this approach was in fact quite common, since opera-
tors were often defined on the space of “simple functions.”
A first question now is for which interpolation methods F must F(A) be a BA when
A is BCBA. Two known classes of such methods are the complex method and the real
J (Θ,1) method. In [1] the J (Θ,1) was generalized to the J (ρ,1) method, where ρ is a
quasiconcave submultiplicative function. J (ρ,1,A) is defined by the norm
‖a‖ρ = inf
{ ∞∫
0
ρ(1/t)J
(
t, f (t)
) dt
t
∣∣∣∣ a =
∞∫
0
f (t)
dt
t
}
,
and it was proved in [1] that J (ρ,1,A) is a BA if A is a BCBA.
One reason why “real (J,1)-methods” and the lower complex method are suitable for
interpolation of Banach algebras, is that the “critical couples” for these methods are in fact
Banach couples of commutative Banach algebras. We shall in this paper mainly consider
the “discrete real method” so we shall start by presenting this as an example.
Example 1. Let A0 = Aˆ(T) and A1 = Aˆ(2T) denote the Banach algebras of functions
with absolutely convergent Fourier series on, respectively, the unit circle and the circle
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1 |z| 2} and let Aˆ(W) be the algebra consisting of those analytic functions in W that
are continuous up to the boundary and whose boundary values belong to, respectively, A0
and A1. It is easy to see that A0 and A1 are simply the Fourier transforms of the standard
spaces 1 and 1(2n). We define the maps δi : Aˆ(W)→ Ai to be the restrictions to the
boundaries. In the following we shall write Aˆ (and sometimes 1) to denote this Banach
couple (or BCBA).
Another closely related example, which is however connected to the (discrete) complex
method, rather than the real method is the following
Example 2. Let A0 = C(T) and A1 = C(2T) denote the Banach algebras of continuous
functions on, respectively, the unit circle and the circle with radius 2 (and the origin as
center) both in the complex plane. Let further (as above) W = {z | 1  |z|  2} and let
A(W) be the algebra of continuous functions on W that are analytic in the interior. We
define the maps δi :A(W)→Ai to be the restrictions to the boundaries. In order to obtain
a Banach couple we next embed both spaces Ai into the dual space of H 1(W) (or even
into the dual space of the space of finite Laurent series). It turns out that ∆(A)= A(W).
In the following we shall write A(W) to denote this Banach couple.
Another question of interest when considering interpolation of Banach algebras is to
determine for which interpolation functors F and couples A the interpolated algebra F(A)
is unital. This is always true if the intersection is unital but it is, in fact, not true that F(A)
(or even ∆(A)) is necessarily unital if A0 and A1 are unital and F(A) may very well be
unital even if not both of A0 and A1 are unital.
In the above examples all the three algebras ∆(A), A0, and A1 are unital, and so are
also all algebras obtained by interpolation. Our next example is slightly different.
Example 3. Returning to our first example, we let Bi = Aˆi but for a given a, 1 < |a|< 2,
we choose as our intersection space the space Bˆa(W) = {f Aˆ(W) | f (a) = 0}. In this
case the sum-space is difficult to describe so we simply define it as a push-out. Finally it
turns out that ∆(B)= Bˆa(W).
It is clear that in this example both algebras B0 and B1 are unital, while ∆(B) is not.
Applying the real J (θ,1)-method or the (lower) complex method with parameter θ to this
couple it will turn out that, e.g., J (θ,1,B) is unital unless 2θ = |a|.
If we instead let
∆(B)=Aa1,a2,...,an(W)=
{
f A(W) | f (a1)= · · · = f (an)= 0
}
,
we get the result that Bθ,1 is unital iff θ < min{γ1, γ2, . . . , γn} or θ > max{γ1, γ2, . . . , γn}
where |aj | = 2γj .
As a guiding example, in the following we shall consider the case when n = 2 and
|a1| = 2α, | a2| = 2β .
The main problem that we shall consider in this paper is to determine when an algebra
obtained by interpolation is unital. We shall do this by adjoining units, and this will lead
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same method, but on different couples, one with and one without an adjoined unit. To study
this problem we shall use two results from [4], the first of which describes the process of
adjoining units to a BCBA.
The starting point is the fact that as the preceding examples show, the spaces A0 and
A1 in the couple A may very well be unital, while ∆(A) is nevertheless nonunital. In the
following we shall say that a BCBA is semi-unital if at least one of the end-point spaces
is unital, but the intersection is not. If both the spaces are unital, the couple will be called
strictly semi-unital. We have now the following
Proposition 1. (a) Let B be a strictly semi-unital BCBA. Then there exists a unital BCBA A,
such that Ai = Bi , i = 0,1, while ∆(A) is the unitization of ∆(B) (and in particular ∆(B)
is a maximal ideal (of codimension 1) in ∆(A)).
(b) If B is semiunital with B1 unital, butB0 nonunital, then there exists a unital BCBA A,
such that A1 = B1 and A0 and ∆(A) are the unitizations of B0 and B1, respectively.
For a proof see [2].
To study the unit problem we shall investigate the multiplicative linear functional cor-
responding to ∆(B) considered as a maximal ideal in ∆(A). To do this we shall use a
simplified version of a lemma from [4].
Proposition 2. Let A = (A0,A1) be a BCBA, ∆(A) be the intersection, m ∈ (∆(A))′ be
a multiplicative linear functional on ∆(A) and K(t,m) be the Peetre K-functional for m.
Then:
(1) min(1, t)K(t,m)max(1, t) and in particular K(1,m)= 1;
(2) If m ∈M0 then K(t,m) 1, if m ∈M1 then K(t,m) t , and if m ∈M0 ∩M1 then
K(t,m)= min(1, t);
(3) K(s,m)K(t,m)K(st,m).
The most important statement of the proposition is (3) which simply states that the
function K is super-multiplicative. This implies that logK is super-additive as a function
of log t . We shall next introduce the function θ(t,m)= logK(t,m)/ log t, t = 1. The main
properties of this function are given by the next proposition.
Proposition 3. The function θ(t)= θ(t,m) has the following properties:
(1) 0 θ(t) 1;
(2) If m ∈M0 then θ(t,m)= 0 for t > 1 while if m ∈M1 then θ(t,m)= 1 for t < 1, and
if m ∈M0 ∩M1 then θ(t,m)= 1 for t < 1 and θ(t,m)= 0 for t > 1;
(3) θ(t) has limits θ0 and θ∞ when t tends to 0, respectively, ∞ and furthermore θ∞  θ0.
See [4] for a proof. In the following the interval [θ∞, θ0] will be called the exponent
range of m. It follows from these two propositions that for s > 1 it is always true that
K(s,m) sα and that for every ε > 0 there exists S > 1 such that s > S implies that there
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for s < 1.
Remark 2. The corresponding dual result states that if ρ is quasi-concave and sub-multi-
plicative then there exist α and β such that ρ(t) max(tα, tβ) (with α  β) and that for
every ε > 0 there exists S > 1 such that s > S implies that ρ(s) sβ+ε .
Remark 3. Observe that if k is quasi-concave and super-multiplicative and if ρ(t) = 1/
k(1/t) then ρ is quasi-concave and sub-multiplicative.
If m ∈ (∆(A))′ is multiplicative in the following we shall define ρm by ρm(t) = 1/
K(1/t,m).
3. Tensor products
In [3] tensor products of Banach couples were defined (in the more general context of
Dolittle diagrams). We shall here consider tensor products of BCBAs and we shall see that
they will turn out to be useful for the study of the unit problem. In the following a “tensor
product of Banach spaces” is “by default” the projective tensor product.
Definition 1 (see [3]). Let X and Y be Banach couples. The tensor product X⊗Y is
defined as the Banach couple generated by the triple (∆(X)⊗∆(Y),X0 ⊗ Y0,X1 ⊗ Y1).
Remark 4. In [3] the main attention was given to the space Σ(X⊗Y), a space that is also
characterized by the fact that its dual space is the space L(X,Y′). In the present situation
this space is of less interest, while, on the other hand, the intersection space will turn out
to be quite useful.
The intersection space is easiest to define as the completion of the space ∆(X)⊗∆(Y)
for the norm ‖ · ‖∆ = max(‖ · ‖X0⊗Y0 ,‖ · ‖X1⊗Y1).
An interesting and useful example of a tensor product is given in the following
Example 4. Let Aˆ be the BCBA considered above and let X be any Banach couple.
The tensor product Aˆ ⊗ X is the Banach couple generated by the triple (∆(Aˆ) ⊗
∆(X), 1(X0), 1(X1,2n). In this case, (∆(Aˆ⊗X) is the space consisting of those Σ(X)-
valued functions inW that have a representation of the form f (z)=∑∞−∞ xnzn such that∑∞
−∞ J (2n, xn) <∞.
Remark 5. If X is a BCBA, then the tensor product Aˆ⊗X is also a BCBA, and furthermore
the interpolation space J (θ,1,X) may be identified with the space
∆(Aˆ⊗X)/I (2θ ),
where I (2θ ) is the subspace of all f ∈∆(Aˆ⊗X) such that f (2θ )= 0.
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Proposition 4. (i) Let A and B be BCBAs and let λ and µ be multiplicative linear
functionals on ∆(A), respectively, ∆(B). Let further [α,β] and [γ, δ] be the exponent
ranges of λ, respectively, µ. Then λ⊗µ is continuous on ∆(A⊗B) only if [α,β]∩[γ, δ] =
[ε,ϕ] = ∅.
(ii) In the tensor product Aˆ ⊗ A if 1  |a| = 2γ  2 and if the exponent range of λ is
the interval [α,β] then δa ⊗ λ is continuous if α  γ  β .
Proof. We shall first prove that if [α,β] ∩ [γ, δ] = [ε,ϕ] = ∅ then λ ⊗ µ is not norm-
bounded on the algebraic tensor product ∆(A) ⊗ ∆(B). To do this we shall prove that
given R > 1 we have K(1, λ ⊗ µ) = ‖λ ⊗ µ‖Σ > R, and this follows if we can find
a⊗ b ∈∆(A)⊗∆(B), ‖a ⊗ b‖ 1 such that |〈λ⊗µ,a⊗ b〉|>A.
By symmetry we may assume that β = θ0(λ) < θ∞(µ) = γ . Putting 6δ = γ − β , we
first choose S > 1 such that for s > S, K(s,µ) > sγ−δ and K(1/s,λ) > sβ+δ . Then we
can find a ∈∆(A) such that J (s, a) 1 and |〈λ,a〉|> (1/s)β+2δ and b ∈∆(B) such that
J (1/s, b) 1 and |〈µb〉| > sγ−2δ . It follows that ‖a ⊗ b‖ 1 while |〈λ⊗ µ,a ⊗ b〉| >
sγ−β−4δ = s2δ . It follows that |〈λ⊗µ,an⊗bn〉|> s2nδ and choosing n so that 2nδ log s >
logR this finishes the proof of (i).
To prove (ii) we take f (z)=∑∞−∞ xnzn such that
‖f ‖ =
∞∑
−∞
J (2n, xn) <∞.
Then we have
∣∣〈δa ⊗ λ,f 〉∣∣=
∣∣∣∣∣
∞∑
−∞
〈λxn〉an
∣∣∣∣∣
∞∑
−∞
K(2−n, λ)J (2n, an)|a|n  ‖f ‖
(since K(2−n, λ)|a|n  1), and this proves the proposition. ✷
4. The unit problem
In this section we shall prove the following
Theorem 1. Let B be a semi-unital BCBA, and let A be its unitization. Let m ∈ (∆(A))′ be
the multiplicative linear functional associated to the maximal ideal∆(B), and suppose that
the exponential range of m is [α,β], and let finally Bθ = J (θ,1,B) and Aθ = J (θ,1,A).
Then:
(i) If θ /∈ [α,β] then Bθ is isomorphic to Aθ (with equivalent norms);
(ii) If α < θ < β then Bθ is isomorphic to the maximal ideal in Aθ consisting of all a such
that 〈m,a〉 = 0;
(iii) If θ = α or θ = β thenBθ is non unital and is isomorphic to a dense (but in general not
closed) subspace in the maximal ideal in Aθ consisting of all a such that 〈m,a〉 = 0.
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known result of Beurling [1].
Lemma 1. Let ρ be a quasi-concave submultiplicative function on [0,∞[, with semi-ex-
ponents α and β , 0  α  β  1 and let 1(ρ) be the Banach space consisting of all
sequences {xk}∞k=−∞ such that
∑∞
−∞ ρ(2k)xk <∞. Then 1(ρ) is a Banach algebra and
may be identified with the algebra of those analytic functions in the annulus {z | 2α  |z|
 2β} whose Laurent series belongs to 1(ρ).
We shall write Aˆρ to denote the algebra F(1(ρ)) and if f ∈ Aˆρ then we shall write
‖f ‖ρ to denote its norm.
Our next lemma is inspired by the arguments used by Ivanov and Kalton in [2].
Lemma 2. Let Aˆρ be as above and f (z)=∑N−N xnzn be a finite Laurent series. Let fur-
ther (i)
g(z)= f (z)
z− a .
Then if |a| /∈ [2α,2β ] it holds that g(z) ∈ Aˆρ and ‖g‖ρ C‖f ‖ρ .
(ii) If 2α < |a|< 2β let
g(z)= f (z)− f (a)
z− a .
Then g(z) is again a finite Laurent series and furthermore ‖g‖ρ  C‖f ‖ρ .
(iii) If, on the other hand, |a| ∈ {2α,2β} then g(z) is a finite Laurent series and if
ρ˜(2k)= ρ(2k)/k then ‖g‖ρ˜ C‖f ‖ρ .
Proof. Since Aˆρ = F(1(ρ)) and g depends linearly on f it is enough to consider
f (z)= zn. Since furthermore all spaces are invariant under rotations, we may assume that
a is positive. For (i) we shall (since the arguments are essentially the same) only consider
the case |a|> 2β . We have then
−g(z)= f (z)
a − z =
zn
a
∞∑
k=0
(
z
a
)k
,
so that
‖g‖ρ = 1
a
∞∑
k=0
a−kρ(2n+k) ρ(2
n)
a
n∑
k=0
a−kρ(2k)
and since ρ(2n)≈ 2nβ , the last sum is convergent.
For (ii) we consider again f (z)= zn and we separate the cases n 0 and n < 0. In the
first case the bound follows from the fact that |a|< 2β and in the second case it follows
from the fact that |1/a|< 2α . If finally |a| = 2α or |a| = 2β then we get an extra n (corre-
sponding to a derivative), and this proves the lemma. ✷
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a semi-unital Banach couple B and its unitization A. We next form the tensor products
Aˆ ⊗ B and Aˆ ⊗ A, and consider their ∆-spaces. Letting a = 2θ we may observe that
the interpolation spaces J (θ,1,B) and J (θ,1,A) may be defined by homomorphisms
δa⊗ IdB :∆(Aˆ⊗B)→ Bθ,1 (respectively, from ∆(Aˆ⊗A) to Bθ,1). In order to distinguish
the couples B and A, next we consider the homomorphism m associated with the
unitization and we define another homomorphismhm = IdAˆ ⊗m going from∆(Aˆ⊗A) and
taking values, e.g., in the algebra of formal Laurent series. We observe that by definition
the kernel of hm is ∆(Aˆ⊗B).
Before stating our next lemma we also recall that if m is a multiplicative functional then
ρm(t)= 1/K(1/t,m) is submultiplicative so that the space Aρm = J (ρ,1,A) is a Banach
algebra. Now we have
Lemma 3. Let B, A, m, α and β be as in the theorem and let further (as above) ∆(Aˆ⊗A)
be the Banach algebra of all functions f :W→Σ(A) of the form f (z)=∑∞−∞ anzn such
that
∑∞
−∞ J (2n, xn) <∞. Let further hm = IdAˆ ⊗m be as above. Then the range of hm is
the algebra Aˆρm .
Proof. Given f ∈∆(Aˆ⊗A), say f (z)=∑∞−∞ anzn, it is clear that
hm(f )(z)=
∞∑
−∞
〈m,an〉zn
and since 〈m,an〉K(2−n,m)J (2n, an), it is clear that
∞∑
−∞
〈m,an〉
K(2−n,m)

∞∑
−∞
J (2n, an)= ‖f ‖,
and this proves that hm(f ) ∈ Aˆρm . To see that hm is onto we choose a sequence
{uk}∞−∞ such that 〈m,uk〉 = 1 and J (2k, uk) < 2/K(2−k,m) = 2ρm(2k). It is clear
that if
∑∞
−∞ αnzn = ϕ(z) ∈ Aˆρm and if f (z) =
∑∞
−∞ αnunzn then f ∈ ∆(Aˆ ⊗ A) and
hm(f )= ϕ, and this proves the lemma. ✷
Combining the above lemmas, now we can prove our theorem.
Proof. We shall first prove (i), i.e., we shall prove that θ lies outside of the exponential
range of m, then Bθ is isomorphic to Aθ . Since Bθ ⊂ Aθ , it is sufficient to prove that
also Aθ ⊂ Bθ , so we take a ∈ Aθ and choose a representation a =∑an2θn. Denoting∑
anz
n by ϕ, we next consider f = hm(ϕ) and as we saw above f ∈ Aˆρm . By (i) in
Lemma 2 above, g(z) = f (z)/(z − 2θ ) is also in Aˆρm , so by Lemma 3 we can find ψ
in ∆(Aˆ⊗A) such that hm(ψ)= g. But then, since hm is a homomorphism, it follows that
hm((z − 2θ )ψ(z)) = (z − 2θ )g(z) = f (z) and, therefore, hm(ϕ(z)− (z − 2θ )ψ(z)) = 0.
Since furthermore ϕ(2θ )− (2θ − 2θ )ψ(2θ )= a, it follows that a ∈ Bθ .
To prove (ii) we let a, ϕ and f be as above, but since we assume that α < θ < β ,
we use instead (ii) of Lemma 2 so we define g(z) = (f (z) − f (2θ ))/(z − 2θ ) and
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hm(ϕ(z) − (z − 2θ )ψ(z)) = 0 and again it follows that a ∈ Bθ . Finally, since m is
continuous on Aθ , it is clear that Bθ ⊂ Ker(m) so that 1 /∈ Bθ .
It remains to prove (iii). Towards this we first observe that m is bounded on Aθ , so
that Bθ ⊂ Ker(m) and then observe that if 〈m,a〉 = 0 and if there is a representation a =∑
an2θn such that
∑
(1 + |n|)J (2n, an) <∞ then we may use (iii) in Lemma 2 to define
a suitable ψ and it follows that a ∈Bθ . ✷
Remark 6. In case (iii) of the theorem it is probably true that Bθ is never closed in Aθ .
However, we only know this about our explicit examples.
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