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We propose that symmetry protected topological (SPT) phases with crystalline symmetry are
formulated by equivariant generalized homologies hGn (X) over a real space manifold X with G a
crystalline symmetry group. The Atiyah-Hirzebruch spectral sequence unifies various notions in
crystalline SPT phases such as the layer construction, higher-order SPT phases and Lieb-Schultz-
Mattis type theorems. Our formulation is applicable to interacting systems with onsite and crys-
talline symmetries as well as free fermions.
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I. INTRODUCTION
Symmetry protected topological (SPT) phase is the notion of topological distinction among gapped short-
range-entangled (SRE) quantum states with symmetry. [1–16] For the infinite system in d-space dimensions,
two SRE states are considered as equivalent when there exists a continuous path of Hamiltonian with
preserving a finite energy gap between the ground and first excited states. For SPT phases protected solely
3by onsite symmetry, the classification scheme was well-developed. The group (and supergroup) cohomology
produces explicit lattice Hamiltonians and topological action of nonlinear σ models in discretized Euclidean
spacetime [1, 6] so that gauging onsite symmetry yields the twisted discrete pure gauge theory. [2, 17] The
cobordism group gives the classification of low-energy effective response actions of SPT phases. [13–15, 18]
A physical feature of nontrivial SPT phases is the quantum anomaly in boundary states: In the presence
of the real space boundary, the topological response action is not invariant under the gauge transformation,
yielding to the existence of low-energy degrees of freedom living on the boundary with the opposite ´t Hooft
anomaly to recover the gauge invariance of the total system.
After the discovery of SPT phases, it was shown and has been widely recognized that crystalline symme-
try also serves as the topological protection of SRE states. [19, 20] Two systematic approaches to classify
crystalline SPT phases have been proposed. Song et al. discussed how SRE states at high-symmetric points
of crystalline symmetry are trivialized by SRE states in adjacent higher-dimensional cells to get the classi-
fication of SPT phases. [21] Later, this idea was applied to the classification of Lieb-Schultz-Mattis (LSM)
theorem as the boundary of an SPT phase [4, 22] and a comprehensive classification of bosonic SPT phases
with space group symmetry. [23] Thorngren and Else [24] proposed a useful picture of the interplay of crys-
talline symmetry and SPT phases. They discussed that if the spatial scale of crystalline symmetry (such
as the lattice vector) is regarded to be large enough compared to the correlation length of the ground state
wave function, the crystalline symmetry behaves as onsite symmetry for a TQFT, then the classification of
crystalline SPT phases would be recast as the classification of SPT phases with onsite symmetry.
In crystalline SPT phases, the notion of higher-order SPT phases is of importance to highlight the difference
from SPT phases protected only by onsite symmetry. [25–35] An n-th order SPT phase in d-space dimensions
is an SPT phase showing an anomalous surface state localized on a (d−n)-dimensional spatial region on the
boundary. At first, the higher-order SPT phases are discovered in free fermionic SPT phases and later re-
interpreted in known SPT phases from the perspective of the layer construction. Trifunovic and Brouwer [35]
found a fundamental structure behind the crystalline SPT phases: there is a filtration 0 ⊂ F0hGn ⊂ · · · ⊂
Fdh
G
n = h
G
n (X) for the classification of crystalline SPT phases (the notation here is introduced in Sec. IV)
with respect to the space dimension of which the layer construction is defined, and the quotient Fph
G
n /Fp−1h
G
n
is the classification of (d−p+1)-dimensional higher-order SPT phases. In Sec. IV, we show that the filtration
structure holds true for SPT phases including many-body interaction and can be formulated properly.
For a generic mathematical framework to describe SPT phases, Kitaev [36, 37] pointed out and proposed
that the “space of SRE states” obeys the Ω-spectrum in the generalized cohomology. [38–40] The nature
of degrees of freedom such as bosons or fermions is encoded in the Ω-spectrum. Kitaev proposed that the
classification of d-dimensional SPT phases with onsite Gi symmetry is given by the generalized cohomology
hd(BGi), where h
∗(−) is the generalized cohomology theory associated with the Ω-spectrum and BGi is the
classifying space of Gi.
In this paper, we assume SRE states with any onsite symmetry (including anti-unitary symmetry) form a
Ω-spectrum. With this, we propose that the classification of SPT phases over a real space X protected by
crystalline symmetry G is given by the equivariant generalized homology hGn (X) made from the Ω-spectrum
where the symmetry group G acts both on the real space X and the Ω-spectrum. To support this proposal,
we apply the Atiyah-Hirzeburch spectral sequence (AHSS) to the generalized homology hGn (X) and discuss
various physical consequences. We see that the technology developed by Song et al. [21] is nothing but the
first differential in the AHSS.
The AHSS is one of spectral sequences to compute a generalized (co)homology theory h∗(X) (resp.
h∗(X)). [41] The first step of the AHSS is to collect the local data of topology for each cell per a cell-
decomposition of the space X. To get the global information of topology, in the AHSS, we compare the local
topology in between different dimensional cells and glue together appropriately, which is called “differen-
tials” in the spectral sequence. Iterating differentials, we get the so-called E∞-page (resp. E∞-page) and it
approximates the generalized (co)homology theory hG∗ (X) (resp. h
∗
G(X)) in the fashion of filtration. Solving
4the short exact sequences, we get the generalized (co)homology theory hG∗ (X) (resp. h
∗
G(X)). We would
empathize that, in crystalline SPT phases, differentials and group extensions in the AHSS are physically
well-defined, meaning that even for higher-order degrees the differentials in the AHSS can be computed and
the group extension can be determined.
The organization of this paper is as follows. Sec. II is devoted to introducing the viewpoint of the Ω-
spectrum which Kitaev pointed out, and its connection to the adiabatic pump and an emergent SRE state
trapped on a texture. In Sec. III, we define the equivariant generalized homology for a given Ω-spectrum of
SRE states. Some generic properties of a generalized homology are given. We formulate the AHSS in Sec. IV
in the detail. We collect physical implications of the AHSS in Sec. IV F. The connection to the higher-order
SPT phases and various LSM-type theorems are described there. Sec. V and VI present various examples
of the computation of the AHSS. Sec. V is for interacting crystalline SPT phases. For free fermions, the
generalized homology is recast as the K-homology. We describe the AHSS for free fermions in Sec. VI. We
summarize this paper and give outlook in Sec. VII.
Notation— In this paper, “SREd” and “SPTd” mean “d-dimensional SRE” and “d-dimensional SPT”, re-
spectively.
II. SRE STATES AS A SPECTRUM
The essence of the generalized cohomology approach for SPT phases by Kitaev is the following relationship
among SRE states with different space dimensions [36]
Fd = ΩFd+1. (2.1)
Here, Fd is the based topological space consisting of SRE
d states protected by onsite symmetry, where the
base point is the trivial tensor product state denoted by |1〉. ΩFd+1 =
{
` : S1 → Fd+1|`(0) = `(1) = |1〉
}
is
the based loop space of Fd+1, the SRE
d+1 states. The classification of SPTd phases is given by disconnected
parts of Fd, the generalized cohomology h
d(pt) = [pt, Fd].
A. Canonical construction of Fd = ΩFd+1
The relation (2.1) states that an adiabatic cycle in SREd+1 states which begins and ends at the trivial state
is uniquely labeled by an SREd state (up to homotopy equivalence). Especially, the topological classification
of such adiabatic processes is given by [S1, Fd+1]∗ = [pt,ΩFd+1] = [pt, Fd] = hd(pt), the classification of
SPTd phases. Kitaev provided a canonical construction of the relation (2.1), [36] which is best understood
from Fig. 1[a] and described below. Let |χ〉 ∈ Fd be an SREd state and |χ¯〉 ∈ Fd be its conjugate so that the
tensor product of them is adiabatically equivalent to a trivial state |χ〉 ⊗ |χ¯〉 ∼ |1〉 ⊗ |1〉. The existence of
the “inverse” in this sense is a characteristic of SRE states. At the initial time λ = 0, we consider the layer
of trivial states |λ = 0〉 = ⊗j∈Z |1〉j along the xd+1-direction. During the adiabatic time evolution in a half
period, for a given SREd state |χ〉 ∈ Fd, we take the adiabatic deformation |1〉2j−1 ⊗ |1〉2j ∼ |χ〉2j−1 ⊗ |χ¯〉2j
for adjacent two sites 2j and 2j + 1 to get the SREd+1 state∣∣∣∣λ = 12
〉
=
⊗
j∈Z
(
|χ〉2j−1 ⊗ |χ¯〉2j
)
. (2.2)
Next, we take the inverse adiabatic deformation |χ¯〉2j ⊗ |χ〉2j+1 ∼ |1〉2j ⊗ |1〉2j+1 with switching bipartite
sublattices. The resulting SREd+1 state goes back to the trivial state |λ = 1〉 = |λ = 0〉, which achieves an
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FIG. 1: [a] An adiabatic cycle in SREd+1 states labeled by an SREd state |χ〉. [b] A SREd state localized
as the texture of SREd+1 states.
adiabatic cycle labeled by an SREd state |χ〉 which begins at the trivial SREd+1 state. For an open system
in the xd+1-direction, an adiabatic cycle pumps the SRE
d state |χ〉 from the right to the left boundary (See
Fig. 1 [a]).
The condition of adiabatic cycles so that the initial state is the trivial SREd+1 state is crucial to have
a canonical construction of Fd = ΩFd+1. In fact, for the free loop space LFd+1 = Map(S1, Fd+1), the
initial state may be topologically nontrivial, and since topologically nontrivial SREd+1 states can not be
decomposed into the tensor product of SREd states on sites j ∈ Z we do not expect a canonical construction
of adiabatic cycles.
The relation ΩFd+1 = Fd can be also interpreted as an SRE
d state trapped on a texture of SREd+1 state
in between a trivial SREd+1 state. Let H(λ ∈ [0, 1]) be an adiabatic Hamiltonian realizing the adiabatic
cycle |λ ∈ [0, 1]〉. With this, we have a semiclassical Hamiltonian H(λ = xd+1) which slowly varies compared
with the correlation length along the xd+1-direction. Nontrivial cycle labeled by the SRE
d state |χ〉 implies
the existence of the localized SREd state |χ〉 at the texture represented by the Hamiltonian H(xd+1) (See
Fig. 1[b]). A simple example is the following tensor product state
· · · 1111χχ¯χχ¯ · · ·χχ¯χχ¯χ · · · χ¯χχ¯χ1111 · · · , (2.3)
where there exists a single SREd state |χ〉 per a texture.
B. Canonical construction of Fd = Ω
2Fd+2
It would be instructive to see the physical meaning of the iterated based loop space
Fd = ΩFd+1 = Ω
2Fd+2 = {` : S2∗ → Fd+2|`(∗) = |1〉}. (2.4)
An element of Ω2Fd+2 represents a two-parameter adiabatic cycle. By applying the canonical construction
of Fd = ΩFd+1 twice, we have that for Fd = Ω
2Fd+2. For a given SRE
d state |χd〉, we have an adiabatic
cycle |χd+1(t1)〉 moving in topologically trivial SREd+1 states so that a one period of adiabatic cycle pumps
the state |χd〉. Also, at each time t1, there is an adiabatic cycle |χd+2(t1, t2)〉 moving in topologically trivial
SREd+2 states so that a one period of the second parameter t2 gives a pump of the state |χd+1(t1)〉. The
parameter space (t1, t2) becomes the 2-sphere (see Fig. 2 [a]) compactified to the trivial SRE
d+1 state. As
6[a] [b]
[c] [d]
FIG. 2: [a] Adiabatic parameters (t1, t2) living in the 2-sphere. [b] The subsequent adiabatic pumps for the
t2 and t1 time directions. [c] Adiabatic pump of the t1 direction with a texture. [d] A texture
induced SREd state.
in the case of adiabatic pumps with a single time, one can see that on a rectangular system, subsequent
adiabatic cycles of t1 and t2 give the pump of the SRE
d state |χd〉: Let us consider topologically trivial
SREd+2 states |χd+2(t1, t2)〉 parametrized by S2 on a rectangular open system along the xd+1- and xd+2-
directions as shown in Fig. 2 [b]. First we take an adiabatic cycle for t2, resulting in the topologically trivial
SREd+1 states |χd+1(t1)〉 and its conjugate |χ¯d+1(t1)〉 on the boundary. Then, an adiabatic cycle of t1 gives
the SREd states |χd〉 and |χ¯d〉 at the four corners.
Adiabatic parameters can be replaced by semiclassical variables representing a texture in the real space.
When t2 is replaced by the semiclassical parameter slowly depending on the xd+2-direction, an adiabatic
deformation at the time t1 corresponds to the topologically trivial SRE
d+1 state |χd+1(t1)〉 localized at the
kink along the xd+2-direction. The adiabatic cycle of the time t1 gives the localized SRE
d states |χd〉 and
|χ¯d〉 on the boundary of the kink (See Fig. 2 [c]). If both the adiabatic parameters t1 and t2 are replaced by
the texture variables, the semiclassical state |χd+2(n(xd+1, xd+2))〉, n ∈ S2, represents a skyrmion induced
SREd state |χd〉. In a similar way to (2.3), for a bipartite 2-dimensional lattice a simple realization is given
by putting an SREd state |χd〉 at the center and wrapping the center with trivial pairs |χd〉⊗|χ¯d〉 (See Fig. 2
[d]). The SREd state |χd〉 trapped at a single skyrmion-like texture is stable under a perturbation leaving
the system gapped.
III. CRYSTALLINE SPT PHASES AND GENERALIZED HOMOLOGY
Let {Fd}d∈Z be the Ω-spectrum so that Fd is the space of SREd states with a given onsite symmetry. Let
X be a real space manifold. X is typically the infinite Euclidean space X = Rd in the context of SPT phases,
but X can be an arbitrary real space manifold. Let G be a symmetry group which acts on the real space X
and also the SREd states, that is, the spectrum Fd. For a pair (X,Y ) of G-equivariant real spaces X and Y
7with Y ⊂ X, the G-equivariant generalized homology theory hGn (X,Y ) is mathematically defined by [42, 43]
hGn (X,Y ) := colim
k→∞
[
Sn+k, (X/Y ) ∧ Fk
]
G
, (3.1)
where G trivially acts on the sphere Sn+k. When Y = ∅, we simply write hGn (X) = hGn (X, ∅).
The group hGn (X,Y ) enjoys the axioms of the equivariant generalized homology theory. They are dual to
those of equivariant generalized cohomology theory described for example in 44, and are shown by general-
izing. [42]
• (homotopy) If G-equivariant maps f, f ′ : X → X ′ are G-equivariantly homotopic by a homotopy which
carries Y ⊂ X into Y ′ ⊂ X ′ all the way, then the induced maps f∗, f ′∗ : hGn (X,Y ) → hGn (X ′, Y ′) are
the same: f∗ = f ′∗.
• (excision) For A,B ⊂ X, the inclusion A → A ∪ B induces an isomorphism hGn (A,A ∩ B) → hGn (A ∪
B,B).
• (exactness) For Y ⊂ X, there is a long exact sequence · · · → hGn (Y ) → hGn (X) → hGn (X,Y ) →
hGn−1(Y )→ · · · .
• (additivity) For Yλ ⊂ Xλ parametrized by a set Λ = {λ}, the inclusions Xλ → unionsqλXλ induces an
isomorphism
∏
λ h
G
n (Xλ, Yλ)→ hGn (unionsqλXλ,unionsqλYλ).
In the above, the spaces and their subspaces are assumed to be G-CW complexes and their subcomplexes
(see [45] for the definition).
By design, the counterpart of the dimension axiom is hGn (pt) = h
−n
G (pt) = pi0(F
G
−n), where F
G
−n ⊂ F−n
consists of G-fixed points. Here we assumed that Fd is an equivariant Ω-spectrum, which would be the
general assumption in the context. From the axiom, we can derive various exact sequences. For instance,
we have the Mayer-Vietoris exact sequence · · · → hGn+1(X)→ hGn (A ∩B)→ hGn (A unionsqB)→ hGn (X)→ · · · for
a cover X = A ∪ B. We also have hGn (X ×Dd, X × ∂Dd) ∼= hGn−d(X), where Dd is the d-dimensional disk
endowed with trivial G-action.
In the sequel, we will use the following property of the generalized homology, which is called “rolling and
unrolling” in 24:
• For any normal subgroup H ⊂ G which acts on X freely and the Ω-spectrum trivially, we have
hGn (X)
∼= hG/Hn (X/H).
Note that this is independent of the axioms of generalized homology theory.
Let us see the physical meaning of the integer grading n ∈ Z. When X is the d-dimensional disc Dd,
Y is its boundary ∂Dd, and the crystalline symmetry group G is trivial G = {e}, the Poincare´-Lefschetz
duality implies that hn(D
d, ∂Dd) ∼= hd−n(Dd) ∼= hd−n(pt) = [pt, Fd−n]. That is, the generalized homology
hn(D
d, ∂Dd) gives the classification of SPTd−n phases. From this reason, we call the integer degree n ∈ Z
the degree of SPT phenomena. Similarly, with crystalline symmetry G, the generalized homology hGn (X,Y )
is understood as the classification of degree n SPT phenomena over X up to degree (n− 1) SPT phenomena
over Y . For examples,
• hG0 (X,Y ) is the classification of SPT phases over X which can have anomalies over Y .
8• hG1 (X,Y ) is the classification of adiabatic cycles over X which can change SPT phases nonadiabatically
over Y .
• hG−1(X,Y ) is the classification of anomalies over X which can have “sources and sinks of anomalies”
over Y .
In the rest of this section, we interpret the exactness axiom and Mayer-Vietoris sequences in the viewpoint
of SPT physics.
A. Exactness
Let X and Y , Y ⊂ X, be a pair of G-symmetric real spaces. Associated with the inclusions f : Y → X
and g : (X, ∅)→ (X,Y ), we have the long exact sequence
· · · ∂
n+1
−−−→ hG|Yn (Y )
fn∗−−→ hGn (X)
gn∗−→ hGn (X,Y ) ∂
n
−−→ hG|Yn−1(Y )
fn−1∗−−−→ · · · (3.2)
The existence of this sequence is an axiom of the generalized homology. Let us illustrate the definitions of
homomorphisms fn∗ , g
n
∗ and ∂
n for SPT phases, i.e. n = 0.
The homomorphism f0∗ is defined by embedding an SPT phase over Y into X:
The homomorphism f−1∗ is defined in the same way.
The homomorphism g0∗ is defined as follows. For a given SPT phase x over X, cutting out Y from X leads
to anomalies localized on Y . Then, the SPT phase x over X\Y which can have anomalies on Y defines an
element of g0∗(x) ∈ hG0 (X,Y ):
For an SPT phase x ∈ hG0 (X,Y ) on X which can be anomalous on Y , the boundary map ∂0(x) ∈ hG−1(Y )
9is defined as the anomaly of x on Y :
For the exactness of the sequence, Im ⊂ Ker for n = 0 is readily confirmed. An SPT phase on Y has no
anomaly on Y , meaning Im f0∗ ⊂ Ker g0∗. In the same way, an SPT phase on X has no anomaly, leading to
Im g0∗ ⊂ Ker ∂0. Since an anomaly ∂0(x) ∈ hG−1(Y ) given by the boundary map ∂0 from (X,Y ) should be
represented as the boundary of an SPT phase over X\Y , ∂0(x) is nonanomalous as an anomaly on X. (Note
that, by definition, an SPT phase x ∈ hG0 (M) on M has no anomaly even if M has a boundary ∂M 6= ∅.)
1. Boundary map ∂0: the bulk-boundary correspondence
When X has a boundary ∂X, the boundary map ∂0 : hG0 (X, ∂X) → hG−1(∂X) is what we call the bulk-
boundary correspondence. With crystalline symmetry, not every SPT phase on X implies a boundary
anomaly on ∂X. Conversely, not every anomaly on ∂X implies a bulk SPT phase on X. The precise
relationship among bulk SPT phases and boundary anomalies is that for an SPT phase x ∈ hG0 (X, ∂X) in
bulk the boundary anomaly of the SPT phase x is given by the element x 7→ ∂0(x) ∈ hG−1(∂X).
B. Mayer-Vietoris sequence
Let us introduce a G-symmetric cover X = U ∪ V for a real space X. Associated with the sequence of
inclusions
−−−−→ −−−−→
U ∩ V i−−−−→ U unionsq V j−−−−→ X = U ∪ V
(3.3)
we have the long exact sequence called the Mayer-Vietoris sequence of generalized homology [46]
· · · ∂
n+1
−−−→ hG|U∩Vn (U ∩ V )
in∗−→ hG|Un (U)⊕ hG|Vn (V )
jn∗−→ hGn (X) ∂
n
−−→ hG|U∩Vn−1 (U ∩ V )
in−1∗−−−→ · · · , (3.4)
where G|A ⊂ G is the symmetry group which is closed in A ⊂ X. The symmetry groups are chosen so that
G|U∩V ⊂ G|U/V ⊂ G. We illustrate the homomorphisms in∗ , jn∗ and ∂n in (3.4) for SPT phases (n = 0, says).
Other homomorphisms with n 6= 0 are understood similarly.
The homomorphism i0∗ is defined as follows. First, for a given SPT phase x ∈ hG|U∩V0 (U ∩ V ) we adiabat-
ically create a pair of SPT phases x and its conjugate x¯ = −x inside U ∩ V . Next, move the SPT phase x
to the interior of U and (−x) to the interior of V , which defines the homomorphism i0∗ : x 7→ (x|U ,−x|V ) ∈
10
h
G|U
0 (U)⊕ hG|V0 (V ), where x|U and x|V represent the SPT phases of x as those in the real spaces U and V ,
respectively.
Similarly, the homomorphism i−1∗ is defined by making a pair of anomalies x and x¯ = −x inside U ∩ V
belonging to h
G|U∩V
−1 (U ∩ V ) and moving those anomalies to U and V .
The homomorphism j0∗ is defined by embedding the SPT phases x over U and y over V into the total real
space X. This defines the homomorphism j0∗ : (x, y) 7→ x|X + y|X ∈ hG0 (X).
The boundary homomorphism ∂0 is defined by the anomaly of SPT phases. For an SPT phase x over
X, cutting the real space X to the two pieces U and V yields the anomaly localized on the boundaries
∂U that belongs to the generalized homology h
G|U∩V
−1 (U ∩ V ). This defines the boundary homomorphism
∂0 : x 7→ x|∂U ∈ hG|U∩V−1 (U ∩ V ).
Some parts of the exactness of the Mayer-Vietoris sequences are readily confirmed. It holds that Im i0∗ ⊂
Ker j0∗ , since an adiabatically created pair of SPT phases x and x¯ = −x over U ∩ V is a trivial SPT phase
over X. Im j0∗ ⊂ Ker ∂0 holds true since an SPT phase over U has no anomaly unless cutting U , and so
is an SPT phase over V . Similarly, we find that Im ∂0 ⊂ Ker i−1∗ holds true since the anomaly over U ∩ V
created by the boundary homomorphism ∂0 becomes non-anomalous over U and V . We should note that to
prove the exactness, we should further show the inverse inclusions.
IV. ATIYAH-HIRZEBRUCH SPECTRAL SEQUENCE
A useful tool to compute a generalized (co)homology hGn (X,Y ) is the AHSS. For SPT phases, X is a real
space manifold with a finite dimension. In such cases the Er-page of the spectral sequences converges at
E∞ = Ed+1, where d is the dimension of X. In this section we illustrate the AHSS for crystalline SPT
phenomena. Especially, we describe how to compute, in the viewpoint of physics, the differentials dr of the
AHSS and how to solve the short exact sequences by E∞-page to get the generalized homology. It turns out
that the AHSS is the mathematical structure behind prior works [21–23, 35].
A. Cell decomposition and E1-page
Let X be a d-dimensional space manifold and G be a symmetry group acting on the space X. Let Y ⊂ X
be a G-symmetric subspace. The first step of the AHSS is to introduce a G-symmetric filtration of X,
X0 ⊂ X1 ⊂ · · · ⊂ Xd = X, (4.1)
where p-dimensional subspace Xp is called p-skeleton. If we have a G-symmetric cell decomposition of X,
associated with its cell decomposition, the p-skeleton Xp is given inductively by
X0 = {0-cells}, Xp = Xp−1 ∪ {p-cells}. (4.2)
Here, p-dimensional open cells composing the cell decomposition are called p-cells. It should be remarked in
the construction of AHSS that the spectral sequence itself is constructed from a filtration of a space which
may be not associated to a cell decomposition, and a cell structure is only necessary in a useful expression
of the spectral sequence.
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In the rest of this section, we assume a G-symmetric cell decomposition so that the little group GDpj ⊂ G
for a p-cell Dpj does not change the real space position in D
p
j , i.e. the group GDpj behaves as an onsite
symmetry inside the p-cell Dpj .
The E1-page of the AHSS is defined as
E1p,−q = h
G
p−q(Xp ∪ Y,Xp−1 ∪ Y ). (4.3)
By using the cell decompositions of X and Y , we can express E1p,−q as
E1p,−q =
∏
j∈Ip
h
GDp
j
p−q (D
p
j , ∂D
p
j ) =
∏
j∈Ip
hqGDp
j
(pt) = “SPTq phases on p-cells”, (4.4)
where j runs the set (denoted by Ip) of inequivalent p-cells of X that are not in Y , and GDpj is the little
group that fixing the p-cell Dpj . The E
1-page expresses the collection of “local data of SPT phases”, which
we write it in the following table
...
...
...
...
...
q = 0 SPT0 SPT0 SPT0 SPT0 · · ·
q = 1 SPT1 SPT1 SPT1 SPT1 · · ·
q = 2 SPT2 SPT2 SPT2 SPT2 · · ·
q = 3 SPT3 SPT3 SPT3 SPT3 · · ·
...
...
...
...
...
E1p,−q p = 0 p = 1 p = 2 p = 3 · · ·
B. First differential and E2-page
Because the topological information contained in the E1-page is spatially local, these data should be glued
in between different cells properly. To do so, we define the first differential
d1p,−q : E
1
p,−q → E1p−1,−q, (4.5)
that is,
d1p,−q : “SPT
q phases on p-cells” → “SPTq phases on (p− 1)-cells”, (4.6)
as trivializing SPTq phases on (p − 1)-cells by pair-creation of SPTq phases on adjacent p-cells. [21] Let’s
see some first differentials in low-space dimensions. The physical meaning of d1p,−q depends on the degree of
SPT phenomena n = p− q.
• d11,0: “SPT0 phases on 1-cells” → “SPT0 phases on 0-cells”
An SPT0 phase |χ〉 in a 1-cell D1j is identified with the adiabatic pump labeled by the SPT0 state |χ〉.
SPT0 phases on 0-cells adjacent to the 1-cell may be trivialized by the pair-creation of the SPT0 state
|χ〉 and its conjugate |χ¯〉:
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The point is that this trivialization is doable within a unique gapped ground state. This yields the
equivalence relation E10,0/Im (d
1
1,0).
Note that d11,0 is also identified with the consistency condition Ker (d
1
1,0) ⊂ E11,0 for adiabatic cycles
inside 1-cells. This is because if there remains an edge SPT0 state at 0-cells per a adiabatic cycle, such
an adiabatic cycle produces an SPT0 state at the 0-cell, meaning the resulting SRE state adiabatically
differs from the initial state.
• d12,−1: “SPT1 phases on 2-cells” → “SPT1 phases on 1-cells”
The homomorphism d12,−1 represents how SPT
1 phases on 2-cells trivialize SPT1 phases on adjacent
2-cells. This trivialization exists since inside a 2-cell one can make an SPT1 phase localized on a circle
within a unique gapped ground state, which results in the equivalence relation E11,−1/Im (d
1
2,−1):
At the same time, d12,−1 yields the consistency condition, Ker (d
1
2,−1) ⊂ E12,−1, to have a nontrivial
adiabatic cycle to produce an SPT1 phase in 2-cells, otherwise there remains a nontrivial SPT1 phase
somewhere after a period of adiabatic cycle.
There is a strong constraint on SPT1 phases created by an adiabatic cycle of d12,−1. A pumped SPT
1
phase over a circle should have no flux inside the circle, i.e. the pumped SPT1 phase is a disc state
created from the vacuum through the imaginary time path-integral:
Vacuum
Put differently, the twisted boundary condition of the pumped SPT1 state is trivial.
• d11,−1: “SPT1 phases on 1-cells” → “SPT1 phases on 0-cells”
An SPT1 phase over a 0-cell represents an anomalous 0d edge state realized on the 0-cell. Not every
Hilbert space belonging to edges of SPT1 phases over 0-cells contained in E10,−1 is truly anomalous
over the whole space X, since some of which become anomaly free. If a 1-cell admits nontrivial SPT1
state, there exists the nonanomalous process to produce left and right anomalous edge states γL and
γR, and they can trivialize the anomalous edges states at the adjacent 0-cell:
(4.7)
This defines the trivialization E10,−1/Im (d
1
1,−1). It should be noticed that this process is anomaly free,
i.e. does not change the anomaly of the Hilbert space.
Moreover, the homomorphism d11,−1 is also viewed as the consistency condition to put SPT
1 phases
on 1-cells. An anomaly free combination of SPT1 phases over 1-cells should be in the subgroup
Ker (d11,−1) ⊂ E11,−1, otherwise an anomalous edge state remains somewhere, which means the resulting
Hilbert space can not carry a unique gapped ground state.
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• d12,−2: “SPT2 phases on 2-cells” → “SPT2 phases on 1-cells”
The abelian group E11,−2 represents anomalous 1d edge states on 1-cells. The homomorphism d
1
2,−2
indicates how these anomalous edge states are canceled out with the edge anomaly of SPT2 phases
adiabatically created in 2-cells:
This yields the equivalence relation E11,−2/Im (d
1
2,−2). The point is that this process is anomaly free:
The resulting state after trivialization acquires the tensor product of a nontrivial SPT phase, but it
does not matter whether the Hilbert space in question is anomalous or not.
The homomorphism d12,−2 imposes the consistency condition on the set E
1
2,−2 of SPT
2 phases locally
defined on 2-cells. An element in E12,−2 must be trivial under the homomorphism d
1
2,−2, otherwise there
remains an anomoius edge state somewhere. This gives the consistency condition Ker (d12,−2) ⊂ E12,−2.
It is of importance that an SPT2 phase over a disc inside a 2-cell created by d12,−2 should have no flux
inside the disc. Otherwise, an SPT2 phase with a flux may have an anomalous edge state localized at
the flux, which breaks the anomaly free condition of d12,−2.
• d11,−2: “SPT2 phases on 1-cells” → “SPT2 phases on 0-cells”
The abelian group E10,−2 represents SPT
2 phases at 0-cells, it can be understood as “sources and sinks”
of anomalous 1d edge states (the anomaly of anomalies, says). The homomorphism d11,−2 can be viewed
as how the source of anomalous 1d edge states at 0-cells is trivialized by anomalous edge states on
adjacent 1-cells, which is expressed as E10,−1/Im (d
1
1,−2). Also, the homomorphism d
1
1,−2 represents the
consistency condition for anomalous 1d edge states on 1-cells to extend those states to adjacent 0-cells,
which is expressed as Ker (d11,−2) ⊂ E11,−1. See the following figure.
Similarly, we have the physical pictures for all the first differentials d1p,−q.
The first differential obeys that the boundary of boundary is trivial
d1p−1,−q ◦ d1p,−q = 0. (4.8)
This holds true: an SPTq phase on a (p − 1)-cell made from an adjacent p-cell via the adiabatic cycle is
anomaly free. Taking the homology of d1 we have the E2-page
E2p,−q := Ker (d
1
p,−q)/Im (d
1
p−1,−q). (4.9)
The term E2p,−q has the following physical meaning: SPT
q phases in p-cells which cannot be trivialized by
adjacent (p + 1)-cells adiabatically and can extend to adjacent (p − 1)-cells without showing an anomalous
state.
14
C. Higher differentials
This is not the end of story. In general, there exist r-th order trivialization and obstruction, the trivial-
ization of SPTq phases in p-cells by (p − r)-cells and the obstruction to extend SPTq phases in p-cells to
(p+ r)-cells. In the AHSS, this is expressed by the r-th differential
drp,−q : E
r
p,−q → Erp−r,−q+r−1, (4.10)
i.e.,
drp,−q : “SPT
q phases on p-cells” → “SPTq−r+1 phases on (p− r)-cells”
The r-th differential also obeys that
drp−r,−q+r−1 ◦ drp,−q = 0, (4.11)
and its homology defines the Er+1-page
Er+1p,−q := Ker (d
r
p,−q)/Im (d
r
p+r,−q−r+1). (4.12)
If X is d-dimensional, the Er-page converges at Ed+1-page
E1 ⇒ E2 ⇒ · · · ⇒ Ed+1 = Ed+2 = · · · =: E∞. (4.13)
The converged page is called the limiting page and denoted by E∞. The physical meaning of E∞p,−q is SPT
q
phases in p-cells which cannot trivialized by any adjacent high-dimensional cells adiabatically and can extend
to any adjacent low-dimensional cells without anomaly.
In the context of SPT phases, the higher-differentials of the AHSS can be defined explicitly. We describe
the physical definitions of some higher-differentials in order.
• d22,−1: “SPT1 phases on 2-cells” → “SPT0 phases on 0-cells”
Since E22,−1 ⊂ Ker d12,−1, an adiabatically created SPT1 phase in 2-cells belonging to E22,−1 can glue
together on 1-cells. However, it is nontrivial if its SPT1 phase can collapse at 0-cells. The SPT1 phase
of E22,−1 may have an SPT
0 charge around 0-cells, it behaves as the obstruction to collapse the SPT1
state:
This defines the homomorphism d22,−1 : E
2
2,−1 → E20,0.
In fact, some sort of rotation symmetry around a 0-cell enforces nontrivial symmetry flux at the 0-cell.
In the presence of such flux, an SPT1 phase may possess an SPT0 phase localized at the flux. This
phenomenon is well-known in bosonic SPT phases and formulated by the slant product of the group
cohomology. [17, 47]
See Sec. V B 2 for a nontrivial example of d22,−1.
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• d22,−2: “SPT2 phases on 2-cells” → “SPT1 phases on 0-cells”
Similarly, the homomorphism d22,−2 : E
2
2,−2 → E20,−1 measures the obstruction for the collapse of the
SPT2 phase in 2-cells at 0-cells:
(4.14)
There may exist an anomalous SPT1 edge state localized at the hole of the SPT2 phase. It behaves as
the obstruction to shrink the SPT2 phase at the 0-cell, which defines the homomorphism d22,−2.
See Secs. V B 2, V G and V H 1 for nontrivial examples of d22,−1.
• d23,−2: “SPT2 phases on 3-cells” → “SPT1 phases on 1-cells”
Suppose we have an SPT2 phase on a cylinder S1 ×R wrapping a 1-cell. In the presence of a rotation
symmetry enforcing a symmetry flux along this 1-cell, the dimensional reduction of the SPT2 phase to
the 1-cell may lead to a nontrivial SPT1 phase along the 1-cell:
This defines the homomorphism d23,−2 : E
2
3,−2 → E21,−1.
• d23,−3: “SPT3 phases on 3-cells” → “SPT2 phases on 1-cells”
Similarly, the homomorphism d23,−3 : E
2
3,−3 → E21,−2 measures the obstruction to collapsing SPT3
states in 3-cells on 1-cells. In the presence of the flux enforced by the symmetry, an SPT3 phase may
have anomalous SPT1 edge state localized at the 1-cell, which defines the homomorphism d23,−3:
• d33,−2: “SPT2 phases on 3-cells” → “SPT0 phases on 0-cells”
The definition of the homomorphism d33,−2 : E
3
3,−2 → E30,0 is analogous to d22,−1. E33,−2 ⊂ Ker d23,−2 ⊂
Ker d13,−2 implies that an SPT
2 phase created adiabatically in a 3-cell glues together except for adjacent
0-cells. The homomorphism d33,−2 measures the obstruction to collapsing the SPT
2 phase at the 0-cells:
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In general, the presence of a sort of inversion symmetry around the 0-cell may enforce a monopole
flux inside the 2-sphere enclosing the 0-cell. In the presence of such a monopole flux, the SPT2 state
defined on the 2-sphere may have a nontrivial SPT0 charge, which defines the homomorphism d33,−2.
See Sec. VI G for an example of nontrivial d23,−2.
• d33,−3: “SPT3 phases on 3-cells” → “SPT1 phases on 0-cells”
Similarly, the homomorphism d33,−3 : E
3
3,−3 → E30,−1 is defined as the obstruction to collapsing an
SPT3 phase in a 3-cell at 0-cells:
D. Limiting page and filtration
The limiting page E∞p,−q approximates the generalized homology h
G
p−q(X,Y ), the classification of the degree
n = (p−q) SPT phenomena over the real space X with the symmetry G up to the degree (n−1) = (p−q−1)
SPT phenomena over the subspace Y . Let hGn (Xp, Xp∩Y )(∼= hGn (Xp∪Y, Y )) be the generalized homology over
the pair of p-skeleta (Xp, Xp ∩Y ). hGn (Xp, Xp ∩Y ) represents the classification of degree n SPT phenomena
over the p-skeleton Xp up to anomaly over Y , and it is understood as the collection of k-dimensional layer
constructions where k is equal to or lower than p. With this, we introduce the filtration of hGn (X,Y ) as in
Fphn := Im [h
G
n (Xp, Xp ∩ Y )→ hGn (X,Y )], (4.15)
0 ⊂ F0hn ⊂ · · · ⊂ Fdhn = hGd (X,Y ). (4.16)
Here, the quotient Fphn/Fp−1hn is isomorphic to the limiting page E∞p,n−p,
Fphn/Fp−1hn ∼= E∞p,n−p. (4.17)
The reason is as follows. E∞p,n−p is the set of SPT
p−n phases on p-cells which are not trivialized by high-
dimensional adjacent cells and consistent with low-dimensional adjacent cells. On the one hand, Fphn
(Fp−1hn) is the layer construction of the degree n SPT phenomena on the p-skeleton ((p − 1)-skeleton).
Therefore, an element of the quotient Fphn/Fp−1hn represents a degree n SPT phenomena which is realized
as a pure p-dimensional layer construction, which is equivalent to E∞p,n−p. We should note that the structure
of the filtration (4.16) of SPT phases in the presence of a crystalline symmetry and its relation to higher-order
SPT phases (see Sec. IV F 2) were pointed out in 35. It is useful to rewrite the relations (4.16) and (4.17) in
the manner of short exact sequences:
0 −−−−→ Fd−1hn −−−−→ hGn (X,Y ) −−−−→ E∞d.n−d −−−−→ 0,
0 −−−−→ Fd−2hn −−−−→ Fd−1hn −−−−→ E∞d−1.n−d+1 −−−−→ 0,
· · ·
0 −−−−→ E∞0,n −−−−→ F1hn −−−−→ E∞1,n−1 −−−−→ 0.
(4.18)
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FIG. 3: Physical meaning of the group extension (4.19).
E. Group extension
The group extension of E∞p,n−p by Fp−1hn in the short exact sequence
0→ Fp−1hn → Fphn → E∞p,n−p → 0 (4.19)
states that a degree n SPT phenomenon inside p-cells classified by E∞p,n−p may be be nontrivially extended
by an degree n SPT phenomenon on the (p− 1)-skeleton Xp−1.
To make the point clear, we explain the group extension for SPT phases i.e. n = 0. (The following
discussion does apply to general degrees n ∈ Z.) The abelian group E∞p,−p represents nontrivial SPT phases
inside p-cells which can not be trivialized by higher-dimensional cells and can extend to lower-dimensional
cells. Let us consider an SPT phase x ∈ E∞p,−p with k-th order, i.e. kx = 0 as an element of E∞p,−p. The
triviality of kx ∈ E∞p,−p implies that the SPT phase kx is trivial within in p-cells. However, the SPT phase
kx may remain nontrivial in lower-dimensional cells, i.e. the (p− 1)-skeleton Xp−1 in which SPT phases are
classified by Fp−1h0. See Fig. 3 for a schematic picture. If this is the case, the SPT phase kx should be
equivalent to a nonzero element y ∈ Fp−1h0, and the group extension of E∞p,−p by Fp−1h0 becomes nontrivial.
See Sec. V A 1 for a simple example where the group extension is nontrivial.
F. Physical properties of AHSS
In this subsection we collect relationships among the mathematical structure of the AHSS and physics of
SPT phases.
1. All crystalline SPT phases are layer construction
The generalized homology formulation of crystalline SPT phases is based on the picture by Thorngren
and Else that in the topological limit the spatial scale of crystalline symmetry a can be regarded to be large
enough than the correlation length of bulk ξ. [24] Once we accept the Thorngren and Else prescription, we
should conclude that
• Every crystalline phase is a layer construction.
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This can be explicitly seen in the filtration (4.16) of the homology hGn=0(X,Y ), where an SPT phase belongs
to either of subgroups Fphn=0 that composed of p-dimensional layers or layers with dimension lower than p.
2. Higher-order SPT phenomena
Let X = Rd be the d-dimensional infinite space and G be a point group symmetry acting on X. The
p-th order SPT phases protected by a point group symmetry are SPT phases having an anomaly localized
on a (d − p)-dimensional subspce in the boundary. Especially, we define the d-th order SPT phases as
SPT phases without an anomalous boundary state. Since the existence of (d − p)-dimensional anomalous
boundary state is originated from a (d−p+1)-dimensional SPT phase protected by onsite symmetry defined
on a (d−p)-dimensional layer, we can conclude that the limiting page E∞p,−p is nothing but the classification
of (d− p+ 1)-th order SPT phases. More generally, we conclude that
• The classification of p-th order degree n SPT phenomena over a real spaceX is given by E∞d−p+1,n−d+p−1.
We should note that the classification of p-th order degree n SPT phenomena itself does not implies the
classification of the degree n SPT phenomena, since as discussed in Sec. IV E, the group extension (4.19)
can be nontrivial.
3. LSM theorem as the boundary of an SPT phase
Let X be a d-dimensional space and G be a point or space group acting on X. Let us focus the d-th
order anomalies, i.e., anomalous edge degrees of freedom classified by the abelian group F0h−1 ∼= E∞0,−1. In
a Hilbert space H belonging to E∞0,−1 there remains an anomaly to not have a unique gapped ground state,
since, from the quotient by Im drr,−r to make the limiting page, the anomaly of H can not be trivialized
by higher-dimensional cells. This phenomenon is known as the LSM theorem as the boundary of an SPT
phase. [4, 22, 48–53] We conclude that
• The classification of the LSM theorem as the boundary of an SPT phase is given by E∞0,−1.
We would like to empathize that the E2-page is insufficient to conclude that a given system is anomalous.
To see this, let us begin with the E1-page for 3-space dimensions
q = 1 SPT1 SPT1
q = 2 SPT2 SPT2 SPT2
q = 3 SPT3 SPT3
E1p,−q p = 0 p = 1 p = 2 p = 3
(4.20)
The first differential d11,−1 : E
1
1,−1 → E10,−1 represents how anomalous edge states at 0-cells are trivialized
by SPT1 phases on 1-cells (see (4.7)). Taking the homology of the first differentials, we get the E2-page
q = 1 E20,−1
q = 2 E22,−2
q = 3 E23,−3
E2p,−q p = 0 p = 1 p = 2 p = 3
(4.21)
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In the E2-page, E20,−1 is the set of anomalous edge states at 0-cells which cannot trivialized from SPT
1
phases on 1-cells. The second differential d22,−2 : E
2
2,−2 → E20,−1 represents how anomalous edge states at
0-cells are trivialized by SPT2 phases in 2-cells. This is possible in general. If for an SPT2 phase a symmetry
flux enforced by crystalline symmetry traps an anomalous edge state, one may remove anomalous edge state
at 0-cells via the pair-annihilation. Taking the homology of d2, we get the E3-page
q = 1 E30,−1
q = 2
q = 3 E33,−3
E3p,−q p = 0 p = 1 p = 2 p = 3
(4.22)
The third differential d33,−3 : E
3
3,−3 → E30,−1 can be also nontrivial. It represents how anomalous edge states
at 0-cells are trivialized by SPT3 phases in 3-cells. Eventually, we get the E∞ = E4-page
q = 1 E40,−1
q = 2
q = 3
E4p,−q p = 0 p = 1 p = 2 p = 3
(4.23)
For 3-space dimensions, E∞0,−1 = E
4
0,−1 gives the classification of the LSM theorem as the boundary of an
SPT phase.
4. LSM-type theorem to enforce a nontrivial SPT phase
Let us focus on the r-th differential
drr,−r : E
r
r,−r → Er0,−1 (4.24)
discussed in Sec. IV F 3. The physical meaning of a Hilbert space H belonging to Im drr,−r ⊂ Er0,−1 is that
the edge anomalies localized at 0-cells of H can be removed by an SPTr phase in r-cells. See (4.14) for r = 2.
Put differently, if we have a unique gapped ground state |χ〉 in the Hilbert space H, the state |χ〉 should be
a nontrivial SPTr phase composed of a r-dimensional layer construction. This is the mechanism to have the
LSM theorem enforcing an SPT phase discussed in 54 and 55. In sum,
• The classification of the LSM theorem enforcing a nontrivial r-dimensional SPT phase for a Hilbert
space is given by Im drr,−r.
5. LSM type theorem with U(1) symmetry
In the presence of the U(1) particle number conservation and a space group symmetry G, the U(1) charge
per unit cell, called the filling number ν, is well-defined. We here also assume the absence of particle-hole
symmetry flipping the U(1) charge. In such systems, the LSM theorem [56] and its generalizations [57–59]
give a constraint on filling number ν to have a gapped unique ground state. We also have the LSM theorem
to enforce a nontrivial SPT phase which is not an atomic insulator by a filling number. [55, 60]
Let us formulate the LSM type theorem in the presence of the U(1) particle number conservation in the
viewpoint of generalized hohmology. Atomic insulators are classified by the term E∞0,0 which is generated by
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Wyckoff orbitals. The possible filling numbers ν ∈ nAIZ of atomic insulators are determined by E∞0,0. For
generic insulators classified by hG0 (X), a filling number ν can be a fractional ν ∈ (nAI/p)Z when the filling
number nAIZ ∈ E∞0,0 leads a nontrivial group extension (4.18) of SPT phases in higher-dimensional cells. We
have two consequences
• If the filling number ν is not in (nAI/p)Z, then the system has no unique gapped symmetric ground
state.
• For a unique gapped symmetric ground stete, If the filling number ν is a fractional number qpnAIZ with
q ∈ {1, . . . p− 1}, the ground state is an SPT phase defined on a d-dimensional layer with d ≥ 1.
V. INTERACTING CRYSTALLINE SPT PHASES
In this section we present case studies of the AHSS for interacting SPT phases. We leave the AHSS for
free fermions to Sec. VI.
A. Interacting fermions with inversion symmetry: the case of I2 = (−1)F
As a benchmark test of the generalized homology framework and the AHSS, we calculate the fermionic
SPT phases with inversion symmetry (x1, . . . xd) 7→ (−x1, . . . ,−xd) obeying the algebra I2 = (−1)F , where
(−1)F is the fermion parity. The corresponding generalized homology is written by hZ4n (Rd, ∂Rd) where Rd
is the real space and Z4 acts on Rd as the inversion. (The mathmatically precise meaning of the homology
hZ4(Rd, ∂Rd) is the homology of the pair of the one point compacitification Rd ∪{∞} and the infinity {∞}.)
The classification of SPT phases is known to be Z8 for 1d and Z16 for 3d.
1. 1d fermions
Let us consider 1d fermions over the infinite real space R. The inversion symmetric cell decomposition is
given as Fig. 4[a] that is composed of the 0-cell A and the 1-cell a. The E1-page is given by
q = 0 Z4 Z2
q = 1 0 Z2
E1p,−q p = 0 p = 1
(5.1)
Here, E10,0 = Z4 is generated by the occupied state f† |0〉 of a complex fermion f† with the inversion eigenvalue
If†I−1 = if†, where |0〉 is the Fock vacuum. Similarly, E11,0 = Z2 is generated by the occupied state f† |0〉.
E11,−1 = Z2 is generated by the topologically nontrivial Kitaev chain on the 1-cell a. The reason of that
E10,−1 = 0 is as follows: Due to the Z4 permutation symmetry generated by I, edge Majorana fermions
should appear as a pair {γ1, γ2} with Iγ1I−1 = γ2 and Iγ2I−1 = −γ2. The Majorana fermions forms a
complex fermion f = (γ1 + iγ2)/2, making the Hilbert space nonanomalous.
The first differential d11,0 is found to be trivial d
1
1,0 = 0. The first differential d
1
1,0 represents a pair creation
of complex fermions f†1f
†
2 at the 1-cell a and its inversion image f
†
3f
†
4 , and moving fermions to the center
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[a] [b] [c]
FIG. 4: [a],[b] and [c]: inversion symmetric cell decompositions of R1, R2 and R3, respectively.
and the infinite with preserving the inversion symmetry:
(5.2)
At the inversion center, the inversion symmetric pair f†1f
†
3 of complex fermions may trivialize a part of
the SPT0 phase classified by E10,0. However, the state f
†
1f
†
3 is trivial since the Z4 structure of inversion
I2 = (−1)F implies that I is the permutation If†1I−1 = f†3 and If†3I−1 = −f†1 and it means the trivial U(1)
phase If†1f
†
3I
−1 = f†1f
†
3 under I.
The first differential d11,−1 is trivial because E
1
0,−1 = 0. This means a pair of topologically nontrivial
Kitaev chains defined locally on the 1-cell a and the inversion image can glue together at the inversion center
without breaking the inversion symmetry.
The E2-page is the same as E1 and it is the limiting page E∞. The classification of SPT phases fits into
the short exact sequence
0→ Z4︸︷︷︸
E∞0,0
→ hZ40 (R, ∂R)→ Z2︸︷︷︸
E∞1,−1
→ 0. (5.3)
To determine the group extension, we ask if the double of Z2 nontrivial Kitaev chains inside the 1-cell is
equivalent to the generator of E∞0,0 = Z4, a complex fermion at the inversion center. The only facts necessary
for calculating the group extension are
• For four Majorana fermions {a, b, c, d} there is a 1-parameter family of gapped Hamiltonian H(θ) which
switches the inter-Majorana hopping terms
H(θ) = cos θ(iab+ icd) + sin θ(iac− ibd). (5.4)
Especially, H(0) = iab+ icd is adiabatically deformed to H(±pi/2) = ±(iac− ibd).
• The nontrivial Kitaev chain with the periodic boundary condition (corresponding to the pi-flux piercing
the chain) has the odd fermion parity. [61]
A Hamiltonian for the topologically nontrivial Kitaev chain classified by E∞1,−1 is given by
Hν = 2
∑
x∈Z+1/2
f†x+1,ν(fx,ν + f
†
x,ν) + h.c. =
∑
x∈Z+1/2
ibx,νax+1,ν , (5.5)
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FIG. 5: [a] The double nontrivial Kitaev chains preserving the inversion symmetry. [b] An adiabatically
equivalent Hamiltonian effectively consisting only of four sites around the inversion center.
with the inversion symmetry If†x,νI
−1 = if†−x,ν and ν the flavor index. We have introduced the Majorana
fermions by ax,ν = fx,ν +f
†
x,ν and bx,ν = −i(fx,ν−f†x,ν), and the inversion acts on them by Iax,νI−1 = b−x,ν
and Ibx,νI
−1 = −a−x,ν . It should be noticed that the inversion of the Kitaev chain representing E∞1,−1 is
the bond center inversion, since E21,−1 is defined by gluing the left and right edge Majorana fermions at the
inversion center (See Fig. 5[a]). Now we consider the two Kitaev chains H↑ + H↓. Applying the equivalent
relation (5.5) to two quartets of Majorana fermions {b− 32 ,↑, a− 12 ,↑, b− 32 ,↓, a− 12 ,↓} and {b 12 ,↑, a 32 ,↑, b 12 ,↓, a 32 ,↓}
with preserving the inversion symmetry, we find that the Hamiltonian H↑ + H↓ decouples at x = −1 and
x = 1. By moving the decoupled Kitaev chains at |x| > 1 to the infinite, the Hamiltonian H↑ +H↓ is recast
as the Kitaev chain composed of 8 Majorana fermions (Fig. 5[b])
H↑ +H↓ ∼ ib− 12↑a 12↑ + ib− 12↓a 12↓ + ia− 12↓a− 12↑ + ib 12↓b 12↑. (5.6)
Notice that the inversion symmetry imposed on the relative sign in between ia− 12↓a− 12↑ and ib 12↓b 12↑ to be
1. The r.h.s. of (5.6) obeys the periodic boundary condition, i.e. the pi-flux inserted in the Kitaev chain.
Therefore, we conclude that the Hamiltonian H↑ +H↓ traps an odd fermion parity at the inversion center,
implying that H↑ + H↓ is equivalent to an odd state 1 or 3 ∈ E∞0,0 = Z4. This means the group extension
(5.3) is nontrivial. The homology group becomes hZ20 (R) = Z8, which is consistent with the pin− cobordism
group Ω
pin−
2 = Z8. [14]
It is instructive to derive the same result using the Dirac Hamiltonian in the continuous system. Near
the critical point, the Kitaev chain is described by the Dirac Hamiltonian H = −i∂xτy + mτz on the basis
of the Nambu fermion Ψ(x) = (f(x), f†(x))T . We assume that m < 0 for nontrivial and m > 0 for trivial
phases. The inversion is defined by If†(x)I−1 = if†(−x). It is found that the double stack of Hamiltonians
H↑ ⊕H↓ admits a inversion symmetric mass term M(x) as in
H = −i∂xτy +mτz +M(x)τxσy, M(−x) = −M(x), (5.7)
where σα(α ∈ 0, x, y, z) is the Pauli matrix for the layer indices {↑, ↓}. At the inversion center, there exists
a single kink. For a kink with M(x) > 0 for x > 0, the two Jackiw-Rebi soliton modes(
1
0
)
τ
⊗
(
1
i
)
σ
e−
∫ xM(x′)dx′ ,
(
0
1
)
τ
⊗
(
1
−i
)
σ
e−
∫ xM(x′)dx′ (5.8)
appear and the effective low-energy Hamiltonian within the localized modes reads Heff = mτz. The localized
modes contribute to the ground state via the creation operator
f†loc ∼
∫
dxe−
∫ xM(x′)dx′ {f†↑(x)− if†↓(x)} . (5.9)
This has the inversion eigenvalue If†locI
−1 = if†loc, meaning that the localized mode f
†
loc generate E
1
0,0 = Z4.
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2. 2d fermions
Let us consider 2d fermions with inversion symmetry I : (x, y) 7→ (−x,−y) with I2 = (−1)F . An inversion
symmetric cell decomposition of the infinite real space R2 is given as Fig. 4[b]. The E1-page is
q = 0 Z4 Z2 Z2
q = 1 0 Z2 Z2
q = 2 Z Z
E1p,−q p = 0 p = 1 p = 2
(5.10)
Here, E1p∈{1,2},−2 = Z is generated by the (px + ipy) superconductor. E
1
0,−2 remains blank since it does
not matter to SPT phases. It is easy to see the first differentials are found to be trivial in this table. For
example, the first differential d12,−2 : Z → Z represents how the boundary anomalies of (px + ipy) states in
2-cells contribute to anomalous edges in 1-cells. An inversion symmetric pair of chiral edges cancels out, it
means d12,−2 = 0:
(5.11)
The E2-page is
q = 0 Z4 Z2 Z2
q = 1 0 Z2 Z2
q = 2 Z
E2p,−q p = 0 p = 1 p = 2
(5.12)
(E21,−2 is not determined since we did not specify d
1
1,−2.) In this table, d
2
2,−1 can be nontrivial. It represents
how an adiabatically created nontrivial Kitaev chain enclosing the inversion center A trivializes SPT0 state
at the inversion center A. We find that d22,−1 is trivial. This is because I
2 = (−1)F implies the anti-periodic
boundary condition (NS sector) of the Kitaev chain and its ground state is the disc state of the invertible spin
TQFT, meaning that the ground state of the Kitaev chain with the inversion symmetry with I2 = (−1)F
can collapse. 1 As a result, the E2-page displayed in (5.12) is the limit.
The homology group hZ40 (R2, ∂R2), the classification of SPT phases, fits into the short exact sequences
0→ F 1h0 → hZ40 (R2, ∂R2)→ Z︸︷︷︸
E∞2,−2
→ 0,
0→ Z4︸︷︷︸
E∞0,0
→ F 1h0 → Z2︸︷︷︸
E∞1,−1
→ 0. (5.14)
We have already determined the latter extension F 1h0 = Z8 in Sec. V A 1, yielding to hZ40 (R2, ∂R2) = Z8×Z.
1 Explicitly, the ground state of the Kitaev chain Hamiltonian composed by an even number sites enclosing the inversion
center A is written as
|GSns〉 =
∑
j∈even
∑
1≤p1≤···≤pj≤2L
f†p1 · · · f†pj |0〉 . (5.13)
Under the inversion If†xI−1 = if†x+L, this state has no U(1) phase.
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3. 3d fermions
Let us consider 3d fermions with inversion symmetry I : (x, y, z) 7→ (−x,−y,−z) with I2 = (−1)F . An
inversion symmetric cell decomposition of the infinite real space R3 is given as Fig. 4[c]. The E1-page is
q = 0 Z4 Z2 Z2 Z2
q = 1 0 Z2 Z2 Z2
q = 2 Z Z Z
q = 3 0 0 0
E1p,−q p = 0 p = 1 p = 2 p = 3
(5.15)
The first differential d13,−2 : Z → Z, which represents how adiabatically created (px + ipy) states in 3-cells
trivialize ones in 2-cells, is nontrivial. Because the inversion does not change the Chern number, we find
that d13,−2 = 2:
The homology of d1 gives the E2-page
q = 0 Z4 Z2 Z2 Z2
q = 1 0 Z2 Z2 Z2
q = 2 Z2 0
q = 3 0 0 0
E2p,−q p = 0 p = 1 p = 2 p = 3
(5.16)
For SPT phases the E2-page is sufficient to give the E∞ terms. The homology group hZ40 (R3, ∂R3) fits into
the exact sequences
0→ F 2h0 → hZ40 (R3, ∂R3)→ 0︸︷︷︸
E∞3,−3
→ 0,
0→ F 1h0 → F 2h0 → Z2︸︷︷︸
E∞2,−2
→ 0,
0→ Z4︸︷︷︸
E∞0,0
→ F 1h0 → Z2︸︷︷︸
E∞1,−1
→ 0.
(5.17)
We already solved the third extension in Sec. V A 1. The above exact sequences are recast into
0→ Z8︸︷︷︸
F 1h0
→ hZ40 (R3, ∂R3)→ Z2︸︷︷︸
E∞2,−2
→ 0. (5.18)
One can fix the extension of E∞2,−2 by F
1h0 in a way similar to Sec V A 1. It is useful to describe the (px+ipy)
state by the coupled wire
Hν =
∑
x∈Z+1/2
∫
dy {Lx,ν(y)i∂yLx,ν(y)−Rx,ν(y)i∂yRx,ν(y)}+
∑
x∈Z+1/2
it
∫
dyRx,ν(y)Lx+1,ν(y). (5.19)
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[a] [b]
[c]
Nontrivial Kitaev chain
FIG. 6: [a] The coupled wire Hamiltonian H↑ +H↓. [b] A coupled wire Hamiltonian equivalent to [a]. [c]
An alternative process to the nontrivial Kitaev chain from the double layered (px + ipy) states.
First we rotate a (px + ipy) state by pi-angle to get the nonchiral (px + ipy)⊕ (px − ipy) state.
Next, we induces an inversion symmetric mass term, resulting in the nontrivial Kitaev chain.
Here, Lx,ν(y) and Rx,ν(y) are left and right mover chiral Majorana fermions along the y-direction at the
wire x ∈ Z + 1/2 with ν the flavor index. The second term is the inter-wire hopping term to make the
system gapped. Since the (px + ipy) state of E
∞
2,−2 is made from gluing local (px + ipy) states at the
2-cell and its inversion image, the site index x should be in odd integers. The inversion is defined by
I(Lx,ν(y), Rx,ν(y))I
−1 = (R−x,ν(−y),−L−x,ν(−y)). We use the following facts to calculate the group ex-
tension:
• For two pairs of left- and right-mover chiral Majorana fermions {R1(y), L1(y), R2(y), L2(y)}, there is
a 1-parameter family of gapped Hamiltonian H(θ) which switches the hopping terms
H(θ) =
∑
a=1,2
∫
dy {La(y)i∂yLa(y)−Ra(y)i∂yRa(y)}
+ cos θ
∫
dyit {R1(y)L1(y) +R2(y)L2(y)}
+ sin θ
∫
dyit {R1(y)L2(y)−R2(y)L1(y)} .
(5.20)
• For the (px ± ipy) state defined on a cylinder S1 × R with the pi-flux piercing S1, the dimensional
reduction along S1 gives the nontrivial Kitaev chain.
The latter is due to the existence of a Majorana zero mode localized at the pi-flux defect in the (px±ipy) state.
Now let us consider the two-layered (px + ipy) states H↑ +H↓ (see Fig. 6[a]). Applying the adiabatic defor-
mation (5.20) to two quartets of chiral Majoranas {R− 32 ,↑, L− 12 ,↑, R 12 ,↓, L 32 ,↓} and {R− 32 ,↓, L− 12 ,↓, R 12 ,↑, L 32 ,↑}
with preserving the inversion symmetry, we find that the Hamiltonian H↑+H↓ is decomposed into the three
layers of (px + ipy) states (see Fig. 6[b]). Moving the inversion symmetric pair of (px + ipy) states to the
infinite z = ±∞, the Hamiltonian H↑ +H↓ is found to be equivalent to the (px + ipy) state localized at the
inversion center
H˜ = (kinetic terms) + it
∫
dy
{
R− 12 ,↑L 12 ,↑ +R 12 ,↑L− 12 ,↓ +R− 12 ,↓L 12 ,↓ +R 12 ,↓L− 12 ,↑
}
(5.21)
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Here, the relative sign of the coefficients in between itR 1
2 ,↑L− 12 ,↓ and itR 12 ,↓L− 12 ,↑ is fixed to be 1 from the
inversion symmetry. The boundary condition of the Hamiltonian H˜ is periodic, meaning H˜ is equivalent
to the nontrivial Kitaev chain along the y-direction, the generator of F 1h0 = Z8. Therefore, the extension
(5.18) is nontrivial and fixed as hZ40 (R3, ∂R3) = Z16, which is consistent with the pin+ cobordism group
Ω
pin+
4 = Z16. [14]
The same conclusion can be derived by using the continuous Dirac Hamiltonian. Here we show this with
a slightly different (but equivalent) manner. The single layer of the (px + ipy) state is described by the BdG
Hamiltonian
H = −i∂xτx − i∂yτy +mτz, C = τxK, I = iτz, (5.22)
with m < 0, where τµ∈{x,y,z} is the Pauli matrix for the Nambu space. Because the generalized homology
hZ40 (R3, ∂R3) classifies SPT phases over the disc D3 ∼ R3 which may be anomalous on the boundary
∂D3 ∼ ∂R3 of the disc, one can rotate the (px + ipy) layer around the inversion center without breaking the
inversion symmetry. [31] The pi rotation around the y-axis makes the Hamiltonian H a (px − ipy) state H′,
H ∼ H′ = i∂xτx − i∂yτy +mτz, C = τxK, I = iτz. (5.23)
Then, the double layer of (px + ipy) states H⊕H is equivalent to the non-chiral state
H⊕H′ = −i∂xτxσz − i∂yτy +mτz, C = τxK, I = iτz, (5.24)
where σµ is the Pauli matrix for the layer indices. See Fig. 6[c]. This Hamiltonian admits an inversion
symmetric mass term
M(x)τxσy, M(−x) = −M(x), (5.25)
which induces the localized doublet modes at x ∼ 0
{φloc,1(x, y), φloc,2(x, y)} ∼
{(
1
0
)
τ
,
(
0
1
)
τ
}
⊗
(
1
1
)
σ
e−
∫ x dx′M(x′). (5.26)
in the case where M(x) > 0 for x > 0. The effective low-energy Hamiltonian within the doublet reads
Hloc = −i∂yτy +mτz, C = τxK, I = iτz. (5.27)
This is the nontrivial Kitaev Hamiltonian, the generator of F 1h0 = Z8.
B. Interacting fermions with inversion symmetry: the case of I2 = 1
Next, we consider the inversion symmetric fermionic systems again, but the inversion square is I2 = 1,
the identity operator. Because the fermion permutation operator U12, U12f1U
−1
12 = f2, U12f2U
−1
12 = −f1,
satisfies U212 = (−1)F , the algebraic relation I2 = 1 implies a pi-flux line ending at the inversion center. Put
differently, I2 = 1 enforces the pi-flux. In the following we see that the higher differentials dr in the AHSS
reflect the constraint from I2 = 1.
At the inversion center the inversion symmetry behaves as Z2 onsite symmetry. The classification of
SPTd phases is given by the Anderson dual to the spin cobordism which is noncanonically isomorphic to
TorΩSpind+1 (BZ2)×FreeΩSpind+2 (BZ2), where the free part represents the Chern-Simons term from the theta term
in (d+ 2)-spacetime dimensions. [14, 15]
In this section, we also present the classification of anomalies hZ2−1(Rd, ∂Rd) for d = 1, 2, 3.
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1. 1d fermions
Let us consider 1d fermions over the infinite line R. We shall compute the homology hZ2n (R, ∂R) where Z2
acts on R by the inversion x 7→ −x. The E1-page is given by
q = 0 Z2 × Z2 Z2
q = 1 Z2 × Z2 Z2
q = 2 Z× Z8 Z
E1p,−q p = 0 p = 1
(5.28)
Here, E10,0 = Z2 × Z2 is generated by the occupied state f†± |0〉 of a complex fermion with inversion parity
If†±I
−1 = ±f†±. Similarly, E10,−1 is generated by a Majorana femrion γ± with the inversion parity Iγ±I−1 =
±γ±. E10,−2 = Z × Z8 is generated, in the viewpoint of anomaly, a right-mover chiral Majorana fermion
R+(y) with the trivial Z2 onsite symmetry action for the subgroup Z, and a pair (R+(y), L−(y)) of right-
and left-mover chiral Majorana fermions with the even and odd parities under the Z2 onsite symmetry,
respectively, for Z8.
The first differential d11,0 is defined as the trivialization of SPT
0 phases at the 0-cell from 1-cells. See
Fig. (5.2). Unlike the case of I2 = (−1)F , the inversion symmetric pair has the odd inversion parity
If†1f
†
3 |0〉 = −f†1f†3 because If†1I−1 = f†3 and If†3I−1 = f†1 , which means d11,0 = (1, 1). In the same
way, we find that d11,−1 = (1, 1). The first differential d
1
1,−2 is computed as follows: [21] An inversion
symmetric pair (R1(y), R3(y)), IR1(y)I−1 = R3(y) and IR3(y)I−1 = R1(y), of right-mover chiral Majorana
fermions has the inversion parity IR±(y)I−1 = ±R±(y) where R±(y) = (R1(y) ± R3(y))/
√
2 is the linear
combination. Therefore, by adding the trivial state R−(y)⊕L−(y), the inversion symmetric pair is equivalent
to (R+(y), R−(y)) ∼ (R−(y)) ⊕ (R−(y)) ⊕ (R+(y), L−(y)), the anomalous state (−2, 1) in Z × Z8, which
means d11,−2 = (−2, 1). The homology of d1 gives us the E2-page
q = 0 Z2 0
q = 1 Z2 0
q = 2 Z16 0
E2p,−q p = 0 p = 1
(5.29)
With this, we find that SPT phases are classified by Z2 and it is generated by a complex fermion f† |0〉 at
the inversion center. We also conclude that the 1d anomalies with inversion symmetry is classified by Z2
and it is generated by a single Majorana fermion at the inversion center.
2. 2d fermions
Let us consider 2d fermions with inversion symmetry I : (x, y) 7→ (−x,−y) with I2 = 1. This corresponds
to even (odd) parity 2d superconductors in spinless (spinful) fermions. The E1-page is
q = 0 Z2 × Z2 Z2 Z2
q = 1 Z2 × Z2 Z2 Z2
q = 2 Z× Z8 Z Z
q = 3 0 0 0
E1p,−q p = 0 p = 1 p = 2
(5.30)
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By the same discussion as in the previous section V B 1, the E2-page is computed as
q = 0 Z2 0 Z2
q = 1 Z2 0 Z2
q = 2 Z16 0 Z
q = 3 0 0 0
E2p,−q p = 0 p = 1 p = 2
(5.31)
In this table, the second differentials d22,−1 and d
2
2,−2 can be nontrivial.
The second differential d22,−1 : E
2
2,−1 → E20,0 represents how an adiabatically generated nontrivial Kitaev
chain in the 2-cell α trivializes the Z2 fermion parity at the inversion center with preserving the inversion
symmetry. Put differently, d22,1 measures the obstruction whether the Kitaev chain enclosing the inversion
center collapses or not. See the following figure:
In the above figure the blue lines represent the nontrivial Kitaev chains. In the middle of the figure, the top
and bottom Kitaev chains go to infinite. Thanks to d12,−1 = 0, it is guaranteed that the Kitaev chains in
the upper and lower half planes related by the inversion symmetry can glue together at 1-cells. However,
it is nontrivial if the Kitaev chain on the circle enclosing the 0-cell (the right in the above figure) collapses
in unique and gapped ground states. We find that d22,−1 is actually nontrivial. Because the square of
the inversion is identified with the 2pi-rotation, the Kitaev chain enclosing the 0-cell A obeys the periodic
boundary condition, i.e. the pi-flux inside the chain. It is well-known that the topologically nontrivial Kitaev
chain with the periodic boundary condition has the odd fermion parity 〈GSPBC|(−1)F |GSPBC〉 = −1 for the
ground state |GSPBC〉, [61] which implies the nontrivial second differential d22,−1 : 1 7→ 1. Another viewpoint
is that the nontrivial Kitaev chain with the inversion symmetry with I2 = 1 must accompanies a pi-flux
defect inside the closed chain and the pi-flux defect behaves as the obstruction for collapsing.
The nontriviality of the second differential d22,−2 : E
2
2,−2 → E20,−1 is found in a similar way to d22,−1. It
represents how an (px + ipy)-wave superconductor generated in the 2-cell α without chaining the anomaly
of the system trivializes the Z2 Majorana fermion at the 0-cell A in the presence of the inversion symmetry.
See the following figure:
In the above figure the blue regions represent the (px + ipy) superconductors preserving the inversion sym-
metry. Thanks to d12,−2 = 0, the upper and lower (px + ipy) superconductors can glue together at 1-cells.
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However, it is nontrivial if they glue together at the 0-cell, the inversion center. As for the Kitaev chain en-
closing the 0-cell, the (px + ipy) superconductor with I
2 = 1 must have a pi-flux defect piercing the inversion
center to make the boundary condition of the chiral Majorana fermion periodic (the Ramond sector). It is
well-known that there is an exact zero Majorana mode localized at the pi-flux reflecting the bulk topology,
which implies that the second differential is nontrivial d22,−2 : 1 7→ 1.
We get the E3 = E∞-page
q = 0 0 0
q = 1 0 0 0
q = 2 Z16 0 2Z
q = 3 0 0 0
E3p,−q p = 0 p = 1 p = 2
(5.32)
We conclude that the classification of SPT phases is hZ20 (R2, ∂R2) = 2Z which is generated by the (px +
ipy)⊕ (px + ipy) superconductor. Also, the E∞-page indicates the absence of nontrivial anomaly.
3. 3d fermions
Let us consider 3d fermions with inversion symmetry I : (x, y, z) 7→ (−x,−y,−z) with I2 = 1. This
corresponds to even (odd) parity 3d superconductors in spinless (spinful) fermions. The E1-page is
q = 0 Z2 × Z2 Z2 Z2 Z2
q = 1 Z2 × Z2 Z2 Z2 Z2
q = 2 Z× Z8 Z Z Z
q = 3 0 0 0 0
q = 4 0 0 0 0
E1p,−q p = 0 p = 1 p = 2 p = 3
(5.33)
The E2-page is computed as
q = 0 Z2 0 Z2 Z2
q = 1 Z2 0 Z2 Z2
q = 2 Z16 0 Z2 0
q = 3 0 0 0 0
q = 4 0 0 0 0
E2p,−q p = 0 p = 1 p = 2 p = 3
(5.34)
Here, d13,−2 = 2 is found by the same discussion in Sec. V A 3. We have the E
3-page
q = 0 0 0
q = 1 0 0 0 Z2
q = 2 Z16 0 0 0
q = 3 0 0 0 0
q = 4 0 0 0 0
E3p,−q p = 0 p = 1 p = 2 p = 3
(5.35)
We conclude that both the classification of SPT phases and anomalies are trivial.
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FIG. 7: The cell decomposition of 2d space with the n-fold rotation symmetry.
C. 2d fermion with U(1) and n-fold rotation symmetry
In this section, we shall discuss the classification of 2d SPT phases of fermions with U(1) charge conser-
vation and n-fold rotation symmetries. There are four cases of n-fold rotation: (i) Cn rotation preserving
the U(1) charge, (ii) magnetic CnT rotation where T is the time-reversal transformation, (iii) CnC rotation
where C is the particle-hole transformation, and (iv) CnCT rotation where CT is an anti-unitary PHS. The
n-fold rotation symmetric cell decomposition of infinite 2d space is shown in Fig. 7. For Cn rotation, we give
the complete classification in Sec. V C 1. For other rotations, we pick up examples.
1. Cn rotation symmetry
It was discussed that the SPT phases with n-fold rotation symmetry is closely related to those with onsite
Zn-symmetry, where the classification is given by the spinc cobordism TorΩspin
c
3 (BZn)×FreeΩspin
c
4 (BZn). [21,
24, 62] Thanks to the U(1) symmetry, without loss of generality, one can assume the n-fold rotation symmetry
is normalized as (Cn)
n = 1. The E1-page relevant to SPT phases is given by
q = 0 Z× Zn Z
q = 1 0 0 0
q = 2 Z×2 Z×2
E1p,−q p = 0 p = 1 p = 2
(5.36)
Here, E10,0 = Z × Zn represents an integer-valued U(1) charge and a Zn eigenvalue of the Cn-rotation, and
E11,−2 = E
1
2,−2 = Z×2 represents Chern insulators and Bosonic integer quantum Hall states. There is an
even-odd effect in the first differential d11,0 : Z→ Z× Zn. d11,0 represents how adiabatically created complex
fermions f†1 , . . . , f
†
n on 1-cells trivialize SPT phases at the rotation center, where the complex fermions are
related by the Cn rotation as Cnf
†
jC
−1
n = f
†
j+1 with f
†
n+1 = f
†
1 . The n-plet Ψ := f
†
1 . . . f
†
n has the U(1)
charge n ∈ Z, and the Zn charge CnΨC−1n = −Ψ for even n and CnΨC−1n = Ψ for odd n, which means
d11,0 : 1 7→
{
(n, n/2) for even n
(n, 0) for odd n
. (5.37)
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Also, we have d12,−2 = 0 because the Cn-rotation does not change the charge and thermal Hall conductivities.
The homology of d1 gives the E2-page
q = 0 Z2n × Zn2 0
q = 1 0 0 0
q = 2 Z×2
E2p,−q p = 0 p = 1 p = 2
for even n, (5.38)
q = 0 Zn × Zn 0
q = 1 0 0 0
q = 2 Z×2
E2p,−q p = 0 p = 1 p = 2
for odd n, (5.39)
where Z2n×Zn2 (Zn×Zn) is generated by SPT phases (1, 0), (2, 1) ∈ E10,0 ((1, 0), (0, 1) ∈ E10,0) at the rotation
center when n is even (odd). (The (0, 1) state is understood as the particle and hole excitation f†f ′ with
Cnf
†C−1n = e
2pii
n f† and Cnf ′C−1n = f
′.) The E2-page is the limiting page for SPT phases. Since the exact
sequences to get the homology hZn0 (R2, ∂R2) from the E∞-page split, we have the classification
hZn0 (R
2, ∂R2) =
{
Z×2 × Z2n × Zn2 for even n,
Z×2 × Zn × Zn for odd n. (5.40)
This agrees with the spinc coborism group Ωspin
c
∗ (BZn) for onsite Zn symmetry. [62, 63]
2. C2T rotation symmetry
In this section we give the AHSS for magnetic rotation symmetry C2T . There are two cases: (i) (C2T )
2 = 1
and (ii) (C2T )
2 = (−1)F . Due to the additional U(1) phase factor (C2)2 = (−1)F for fermionic systems, in
the TQFT limit, the former case would be equivalent to class AII TRS T 2 = (−1)F , while the latter case
would be the class AI TRS T 2 = 1. At the rotation center the C2T rotation behaves as the onsite TRS. In
this section, we also address the classification of anomalies on 2d systems, the surface of 3d SPT phases with
C2T rotation symmetry.
The case of (C2T )
2 = 1— In this case the E1-page relevant to SPT phases and anomalies is given by
q = 0 Z Z Z
q = 1 Z2 0 0
q = 2 0 Z×2 Z×2
q = 3 0 0 0
E1p,−q p = 0 p = 1 p = 2
(5.41)
We have used the classification results in, for example, 15 and 64 for the E1-page at the rotation center.
E10,−1 = Z2 is generated by the 1d bosonic SPT phase with TRS, the Haldane chain. The first differential
d11,0 : Z → Z is given by d11,0 : 1 → 2, since the doublet f†1f†2 of C2T invariant complex fermions on 1-cells
has the fermion number 2. Also, d12,−2 : Z×2 → Z×2 is found as d12,−2 : (n,m)→ (2n, 2m), since the charge
and thermal Hall conductivities change to those inverse under the time-reversal rotation C2T . As the result,
we have the E2-page
q = 0 Z2 0 Z
q = 1 Z2 0 0
q = 2 0 (Z2)×2 0
q = 3 0 0 0
E2p,−q p = 0 p = 1 p = 2
(5.42)
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We find that 2d SPT phases are classified by hZ20 (R2, ∂R2) = Z2, which is consistent with that for onsite
class AII TRS. Also, the classification of anomalies hZ2−1(R2, ∂R2) fits into the short exact sequence
0→ Z2 → hZ2−1(R2, ∂R2)→ (Z2)×2 → 0. (5.43)
This is also consistent with the (Z2)×3 classification of 3d SPT phases of class AII insulators. [12, 15]
The case of (C2T )
2 = (−1)F— In this case the E1-page relevant to SPT phases anomalies is given by
q = 0 Z Z Z
q = 1 0 0 0
q = 2 Z2 Z×2 Z×2
q = 3 (Z2)×3 0 0
E1p,−q p = 0 p = 1 p = 2
(5.44)
At the rotation center, the C2T symmetry becomes the onsite class AII TRS. E
1
0,−2 = Z2 is generated by
the quantum spin Hall insulator. The first differential d11,0 : Z→ Z is given by the identity map d11,0 : 1→ 1,
since E10,0 = Z is generated by the Kramers doublet of two complex fermions and it can go away to the
infinity without breaking the C2T symmetry. Also, d
1
2,−2 : Z×2 → Z×2 is the same as for (C2T )2 = 1.
The first differential d11,−2 : Z×2 → Z2 is nontrivial: a C2T symmetric pair of chiral edge states of Chern
insulators forms the quantum spin Hall state, implying d11,−2 : (n,m)→ n (mod 2). We have the E2-page
q = 0 0 0 Z
q = 1 0 0 0
q = 2 0 Z2 0
q = 3 0 0 0
E2p,−q p = 0 p = 1 p = 2
(5.45)
The absence of nontrivial SPT phases hZ40 (R2, ∂R2) = 0 is consistent with that for 2d class AI insulators.
On the one hand, unexpectedly, we have a nontrivial anomaly hZ4−1(R2, ∂R2) = Z2, which can be compared
with 2d class AI anomalies where the classification is trivial.
D. 3d fermions with U(1) and inversion symmetry
Let us consider 3d fermions with U(1) charge conservation and inversion symmetry which preserves the
U(1) charge. The inversion symmetric cell decomposition of the infinite 3d space R3 is shown in Fig. 4 [c].
We focus on SPT phases. The E1-page is given by
q = 0 Z× Z2 Z Z Z
q = 1 0 0 0 0
q = 2 Z× Z Z× Z Z× Z
q = 3 0 0 0
E1p,−q p = 0 p = 1 p = 2 p = 3
(5.46)
Here we left some terms blank since those terms do not contribute to SPT phases. E
p∈{1,2,3},1
1 = Z × Z
is generated by the Chern insulator (σxy = 1, κxy = 1) and bosonic integer quantum Hall state (σxy = 8,
κxy = 0).
The first differential d11,0 represents a pair creation of complex fermions with a unit charge e and −e at
1-cell a and moving the fermion with charge e to the inversion center and that with −e to the infinite (See
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Fig. (5.2)). One can fix the inversion to be I2 = 1. Then, the inversion symmetric pair of complex fermions
has the odd inversion parity If†1f
†
3I
−1 = −f†1f†3 . We find that d11,3 : 1→ (2, 1) ∈ Z×Z2. The first differential
d12,1 is trivial, since the boundary anomalies of SPT
2 phases in the 2-cells canceled out (See Fig. (5.11)). The
first differential d13,1 is nontrivial: E
1
3,1 = Z × Z means that a Z × Z SPT2 phase on a 2-sphere is created
adiabatically in the 3-cell V . The north and the south SPT phases contribute to SPT2 phases on the 2-cell
α with an equal weight, since the inversion transformation does not change the Hall conductivity. We have
d13,1 : (n,m) 7→ (2n, 2m).
Taking the homology of the first differentials, we get the E2-page
q = 0 Z4 0
q = 1 0 0 0 0
q = 2 Z2 × Z2 0
q = 3 0 0 0
E2p,−q p = 0 p = 1 p = 2 p = 3
(5.47)
Here, the generator of E20,3 = Z4 is [(1, 0)] with (1, 0) ∈ Z×Z2, that is, a complex fermion with a unit charge.
This is the limiting page for the homology hZ20 (R3, ∂R3). We find that the classification of the 2nd-order
SPT phases is Z2 × Z2, and it is generated by the Chern insulator and Bosonic integer quantum Hall state
on the inversion symmetric plane.
The classification of SPT phases fits into the exact sequence
0→ Z4 → hZ20 (R3, ∂R3)→ Z2 × Z2 → 0. (5.48)
The group extension is determined in a way similar to Sec. V A 3. Using the coupled wire construction of the
Chern insulator, one can show that the two layers of Chern insulators are equivalent to the Chern insulator
compactified on S1 × R with pi-flux (the periodic boundary condition) piercing S1. Because of the absence
of edge anomaly in SPT1 phases of complex fermions, one can cut the Chern insulator at y > 0 and −y < 0.
The resulting Chern insulator is defined on the 2-sphere with the periodic boundary condition along S1,
meaning an odd monopole charge inside S2. Due to the quantum Hall effect, the Chern insulator defined
on a closed manifold with a magnetic monopole mg has the U(1) charge mg × ch, where ch is the Chern
number. This implies that the two layers of Chern insulators are eventually equivalent to the generator of
E∞0,0 = Z4.
The above observation is also verified by the continuous Dirac Hamiltonian with a texture of the mass
term. Taking the pi-rotation to a single layer of the Chern insulator as in Fig. 6[c], we find that the double
layer of inversion symmetric Chern insulators H⊕H is equivalent to a nonchiral state
H⊕H′ = −i∂xτxσz − i∂yτy +mτz, I = τz, (5.49)
where σµ is the Pauli matrix for the layer indices. In the same way as Sec. V A 3, by adding a mass term
M(x)τxσy with M(−x) = −M(x), the effective low-energy Hamiltonian reads
Hloc = −i∂yτy +mτz, I = τz. (5.50)
In the absence of particle-hole symmetry, we further have a mass term varying the y-direction
M ′(y)τx, M ′(−y) = −M ′(y), (5.51)
which yields a single mode φ˜loc(x, y) localized at the inversion center. The low-energy effective Hamiltonian
for this single mode is H˜ = m with I = 1. Therefore, for m < 0 the ground state is the occupied state f˜†loc |0〉
of the localized mode φ˜loc(x, y) with the even parity I = 1, which is the generator of E
∞
0,0 = Z4.
Also, since there is no localized mode at the inversion center for the double layer bosonic integer quantum
Hall states, the extension of the bosonic integer quantum Hall state by E∞0,0 is trivial. We conclude that
hZ20 (R3) ∼= Z8 × Z2, which is consistent with the pinc cobordism group ΩPin
c
4 = Z8 × Z2.
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FIG. 8: The cell-decomposition of 1d real space with translation and reflection symmetry. The figure shows
a unit cell.
E. 1d boson with Z2 onsite and ZR2 reflection symmetry
In this section we present an example of the AHSS for a bosonic system. Let us consider the 1d bosonic
system with Z2 onsite and ZR2 reflection symmetry x 7→ −x. We denote the generator of Z2 by σ and that of
ZR2 by r. We assume σr = rσ, i.e. the total symmetry group is Z2 × ZR2 . Some basic calculation techniques
in the AHSS for bosonic systems can be seen in this example. We will compare the symmetry class in the
present section with a slightly different symmetry class in the next section, which highlights some features
of the AHSS and the LSM type theorems in bosonic systems.
The reflection symmetric decomposition of the 1d space R was shown in Fig. 4 [a]. The little groups Gp
of p-cells (p = 0, 1) are G0 = Z2 × ZR2 and G1 = Z2. The E1-page is
q = 0 Z2 × Z2 Z2
q = 1 Z2 0
E1p,−q p = 0 p = 1
(5.52)
Here, E1p∈{0,1},0 ∼= H1group(Gp, U(1)) is generated by 1-dimensional irreps. at the p-cell with the little group
Gp, and E1p∈{0,1},−1 ∼= H2group(Gp, U(1)) is generated by nontrivial projective representations at p-cells.
The first differential d11,0 is determined from the induced representation explained as follows. Let |〉 ,  ∈
{1,−1}, be the basis of the 1-dimensional irrep. at the right 1-cell a so that σˆ |〉 =  |〉. We formally
introduce rˆ |〉 as the basis of 1-dimensional irrep. for the left 1-cell. We ask what the 1-dimensional irrep.
of the tensor product |〉 ⊗ rˆ |〉 as a 1-dimensional irrep. of Z2 × ZR2 is. Noting that
(σˆ ⊗ σˆ)(|〉 ⊗ rˆ |〉) = |〉 ⊗ rˆ |〉 , (5.53)
(rˆ ⊗ rˆ)(|〉 ⊗ rˆ |〉) = rˆ |〉 ⊗ |〉 = |〉 ⊗ rˆ |〉 , (5.54)
we find that the tensor product irrep. is the trivial irrep. of Z2 × ZR2 . This means d11,0 = 0. Therefore,
E1-page is the limiting page.
We find SPT phases are classified by h
Z2×ZR2
0 (R, ∂R) ∼= E20,0 = Z2 × Z2 and they are generated by 1-
dimensional irreps. at the reflection center. Also, E20,−1 = Z2 means the presence of the LSM theorem as a
boundary of an SPT phase in the sense of Sec. IV F 3. This means the Hilbert space composed of a nontrivial
projective representation at the reflection center must not have a unique gapped symmetric ground state.
To make the point clear, we consider the LSM theorem with the translation symmetry in the following.
1. With translation symmetry
In addition to the Z2 × ZR2 symmetry, we add the translation symmetry Z, Z 3 n : x 7→ x + n. The
total symmetry becomes (ZoZR2 )×Z2 where r ∈ ZR2 acts on Z as reflection. The reflection and translation
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symmetric cell decomposition is shown in Fig. 8, it is composed of 0-cells (reflection centers) {A,B} and a
1-cell {a}. The E1-page is given by
q = 0 Z×22 × Z×22 Z2
q = 1 Z2 × Z2 0
E1p,−q p = 0 p = 1
(5.55)
and this becomes the E2-page because d11,0 = 0.
Let us focus on E20,−1 = Z2×Z2, which indicates the LSM theorem classified by Z2×Z2. The former (latter)
Z2 × Z2 is generated by a nontrivial projective irrep. at the refection center A (B). It should be noticed
that (1, 1) ∈ Z2 × Z2 Hilbert space, which is composed of an projective irrep. at A and also at B, remains
anomalous even if the Hilbert space per a unit cell has two projective irreps. (i.e. a linear representation per
a unit cell), which is consistent with literature [22, 23].
F. 1d boson with Z2 onsite and ZR4 reflection symmetry
In this section we consider a slightly different symmetry from that in the previous section. Let us consider
1d bosonic systems with Z2 onsite and ZR4 reflection symmetry, in which the square r2 of reflection r ∈ ZR4
is another onsite Z2 symmetry. We assume σr = rσ, i.e. the total symmetry group is Z2 × ZR4 . The little
groups are G0 = Z2 × ZR4 for the 0-cell and G1 = Z2 × ZR
2
2 for the 1-cell. The E
1-page becomes
q = 0 Z2 × Z4 Z2 × Z2
q = 1 Z2 Z2
E1p,−q p = 0 p = 1
(5.56)
The first differential d11,0 : E
1
1,0 → E10,0 is computed as follows. Let {|1, 2〉}1,2∈{1,−1} be the basis of the
1-dimensional irrep. with σˆ |1, 2〉 = 1 |1, 2〉 and r̂2 |1, 2〉 = 2 |1, 2〉 for the right 1-cell a. We formally
introduce rˆ |1, 2〉 as the basis of 1-dimensional irrep. for the left 1-cell. We ask what the 1-dimensional
irrep. of the tensor product |1, 2〉 ⊗ rˆ |1, 2〉 is. Noting that
(σˆ ⊗ σˆ)(|1, 2〉 ⊗ rˆ |1, 2〉) = |1, 2〉 ⊗ rˆ |1, 2〉 , (5.57)
(rˆ ⊗ rˆ)(|1, 2〉 ⊗ rˆ |1, 2〉) = 2(|1, 2〉 ⊗ rˆ |1, 2〉), (5.58)
we find that the tensor product irrep. has a nontrivial ZR4 phase −1 when 2 = −1. This means d11,0 :
Z2 × ZR22 → Z2 × Z4, (n,m) 7→ (0, 2m).
The calculation of d11,−1 is similar to d
1
1,0. Let |j〉j∈{↑,↓} be a nontrivial projective irrep. of Z2 × ZR
2
2 at
the right 1-cell so that
σˆ |j〉 = |i〉 [Dσ]ij , r̂2 |j〉 = |i〉 [Dr2 ]ij , DσDr2 = −Dr2Dσ. (5.59)
We formally introduce the basis rˆ |j〉 for the left 1-cell which is the induced representation so as to satisfy
σˆ(rˆ |j〉) = (rˆ |j〉)α[Dσ]ij , r̂2(rˆ |j〉) = (rˆ |j〉)β[Dr2 ]ij , (5.60)
where α and β are unfixed U(1) phases. We ask the factor system of the tensor product representation
|j1〉 ⊗ rˆ |j2〉 is nontrivial or not. The representation matrices for the tensor product representation read as
(σˆ ⊗ σˆ)(|j1〉 ⊗ rˆ |j2〉) = (|i1〉 ⊗ rˆ |i2〉)[Dσ⊗σ]i1i2j1j2 , [Dσ⊗σ]i1i2j1j2 = α[Dσ]i1j1 [Dσ]i2j2 , (5.61)
(rˆ ⊗ rˆ)(|j1〉 ⊗ rˆ |j2〉) = (|i1〉 ⊗ rˆ |i2〉)[Dr⊗r]i1i2j1j2 , [Dr⊗r]i1i2j1j2 = β[Dr2 ]i1j2δi2j1 , (5.62)
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from which we find that σ anticommutes with r, Dσ⊗σDr⊗r = −Dr⊗rDσ⊗σ. This means the tensor product
representation belongs to a nontrivial projective representation of Z2 × ZR4 , and so d11,−1 : Z2 → Z2, n 7→ n.
Also, from tr [Dr2⊗r2 ] = β2tr [Dr⊗r]2 = 0, we find that the tensor product representation is the direct sum
of the two projective irreps. of Z2×Z4. We also notice that, as a projective representation of G1 = Z2×ZR22 ,
the tensor product state is linear.
The homology of d1 gives the E2-page
q = 0 Z2 × Z2 Z2
q = 1 0 0
E2p,−q p = 0 p = 1
(5.63)
From this table we find that SPT phases are classified by h
Z2×ZR4
0
∼= E20,0 = Z2 × Z2 and they are generated
by 1-dimensional irreps. at the reflection center. E20,−1 = 0 implies that the absence of LSM theorem as a
boundary of SPT phases in the sense of Sec. IV F 3.
We observed that the first differential d11,−1 is nontrivial. In the basis of terminology in Sec. IV F 4, this
means the LSM theorem to enforce being an SPT phase if the Hilbert space is composed of a nontrivial
projective representations of the onsite symmetry Z2×ZR4 at the reflection center. To make the point clear,
we consider this LSM theorem in the presence of the translation symmetry.
1. With translation symmetry
In addition to the Z2 × ZR4 symmetry, we add the translation symmetry Z. The total symmetry becomes
(Z o ZR4 ) × Z2 where r ∈ ZR4 acts on Z as reflection. The reflection and translation symmetric cell decom-
position is shown in Fig. 8, and it is composed of 0-cells {A,B} and a 1-cell {a}. The E1- and E2-pages are
given as
q = 0 (Z2 × Z4)× (Z2 × Z4) Z2 × Z2
q = 1 Z2 × Z2 Z2
E1p,−q p = 0 p = 1
, (5.64)
q = 0 Z×32 × Z4 Z2
q = 1 Z2 0
E2p,−q p = 0 p = 1
(5.65)
Here, the first differentials are d11,0 : (n,m) 7→ (0, 2m, 0, 2m) and d11,−1 : n 7→ (n, n). Here, E21,0 = Z2 is
understood as the usual LSM theorem to forbid a system having a unique gapped ground state if the Hilbert
space contains a nontrivial projective representation per unit cell.
Let us consider the physical consequence of the nontrivial first differential d11,−1. As we introduced in
Sec. IV F 4, Im d11,−1 6= 0 yields the LSM theorem enforcing a nontrivial SPT phase. The Hilbert space
H belonging to (1, 1) ∈ Im d11,−1 ⊂ E10,−1 is composed of a nontrivial projective irrep. per a reflection
center A and B. Im d11,−1 6= 0 means that if we have a unique symmetric state |ψ〉 in the Hilbert space
H, |ψ〉 should be the Haldane chain state, i.e. |ψ〉 shows a projective representation of the onsite Z2 × ZR22
symmetry at the edge. Let us demonstrate it. As a projective representation of Z2 × ZR4 at A and B, we
consider two Ising spins σˆj(j = 1, 2) obeying σˆσˆj σˆ
−1 = σzj σˆjσ
z
j , rˆσˆ1rˆ
−1 = σˆ2, and rˆσˆ2rˆ−1 = σx1 σˆ1σ
x
1 under
Z2 × ZR24 for each A and B. We can not make a unique state within the Hilbert space of two Ising spins
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due to a nontrivial factor system, however, we may be able to create singlet bonds in between sites A and
B without breaking the symmetry to form a unique state. Let us denote the Ising spin at the inversion
center by σˆj(n) with n ∈ Z,Z + 1/2. The full symmetry acts on Ising spins as Tˆ σˆj(n)Tˆ−1 = σˆj(n + 1),
σˆσˆj(n)σˆ
−1 = σzj (n)σˆj(n)σ
z
j (n), rˆσˆ1(n)rˆ
−1 = σˆ2(−n), and rˆσˆ2(n)rˆ−1 = σx1 (−n)σˆ1(−n)σx1 (−n), where Tˆ is
the lattice translation. We have a tensor product of singlet bonds
|ψ〉 = · · · ( |↑〉2,n− 12 |↓〉2,n − |↓〉2,n− 12 |↑〉2,n )( |↑〉1,n |↓〉1,n+ 12 − |↓〉1,n |↑〉1,n+ 12 ) · · · (5.66)
as a symmetric unique state. This is equivalent to the Haldane state protected by onsite Z2×ZR22 symmetry.
G. 2d boson with Z4 two-fold rotation symmetry
In this section we see an example of the nontrivial group extension from E∞-page in a bosonic system.
Let us consider the 2d bosonic system with C2-rotation symmetry of which the square is an onsite symmetry
C22 = U . The total symmetry is Z
C2
4 and it is orientation-preserving, hence the classification of SPT phases
is expected to be H3(BZ4;U(1)) ∼= Z4.
The C2-rotation symmetric cell-decomposition was shown in Fig. 4 [b]. The E
1-page is
q = 0 Z4 Z2 Z2
q = 1 0 0 0
q = 2 Z4 Z2 Z2
E1p,−q p = 0 p = 1 p = 2
(5.67)
Let us focus on the E2-page relevant to the classification of SPT phases. In the same way as Sec. V F, we
find d11,0 : 1→ 2. Also, d12,−2 = 0 because the little groups of 1- and 2-cells are the same. The E2-page is
q = 0 Z2 0 Z2
q = 1 0 0 0
q = 2 Z2
E2p,−q p = 0 p = 1 p = 2
(5.68)
To determine the classification of SPT phases h
ZC24
0 (R2, ∂R2), we should solve the extension problem
0→ Z2︸︷︷︸
E20,0
→ hZ
C2
4
0 (R
2, ∂R2)→ Z2︸︷︷︸
E22,−2
→ 0, (5.69)
that is, we ask whether or not the double layer of the Levin-Gu Z2 SPT phase with the pi-flux piercing
the rotation center (this is enforced by the symmetry algebra C22 = U) is equivalent to a 0d SPT phase
(i.e. a linear representation) with a U(1) phase i or −i under the ZC24 rotation. Because the double stack
of Z2 Levin-Gu state becomes a trivial state as a 2d SPT phase in a generic region, the C2-eigenvalue can
be calculated by the partial C2-rotation acting on a disc. [62] Since the contribution from each layer is in
common, the C2-eigenvalue is equivalent to the 2pi-rotation on a single layer. Therefore, the C2-eigenvalue
is the same as the topological spin eiθa of the anyon a yielding the twisted boundary condition on the edge
CFT, which is known to be a fourth root of unity eiθa = ±i. Therefore, we conclude that the extension
(5.69) is nontrivial and h
ZC24
0 (R2, ∂R2) ∼= Z4 as expected.
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FIG. 9: Symmetry defect lines for magnetic translation symmetry with g2 = 1. Marks with the red cross
represent magnetic g-fluxes.
H. Magnetic translation symmetry
It is shown that the magnetic translation symmetry gives rise to various LSM type theorems to enforce a
nontrivial SPT phase solely from degrees of freedom per a unit cell. [54, 55, 65, 66] We describe how such
LSM type theorems in the presence of the magnetic translation symmetry is formulated in the AHSS.
Magnetic translation symmetry is defined so that the lattice translations Tx and Ty are accompanied with
an Aharonov-Bohm flux per a unit cell
T−1y T
−1
x TyTx = g, (5.70)
where g is an onsite unitary symmetry with a finite order gn = 1. A useful way to visualize the g-flux is to
introduce background g-symmetry open lines which start and end at the magnetic g-fluxes. In this section,
we only discuss the cases of order-two magnetic flux, i.e. g2 = 1. The AHSS discussed in this section is
straightforwardly generalized to general magnetic translation symmetry. See Fig. 9 for an example of the
configuration of g-symmetry lines for g2 = 1. Fig. 9 also shows the cell decomposition of unit cell. It is
composed of 0-cell {A}, 1-cells {a, b} and 2-cell {α}.
1. Fermion with magnetic translation symmetry
In this section, we illustrate the AHSS for 2d ferminic SPT phases with magnetic translation symmetry
with pi-flux per unit cell
TxTy = (−1)FTyTx, (5.71)
where (−1)F is the fermion parity. For fermions, the pi-flux enforces the periodic boundary condition of
fermions enclosing the pi-flux. The LSM type theorem were discussed in Ref 55. The E1-page is given by
q = 0 Z2 Z2 × Z2 Z2
q = 1 Z2 Z2 × Z2 Z2
q = 2 Z Z× Z Z
E1p,−q p = 0 p = 1 p = 2
(5.72)
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Because the first differential does not see the pi-flux, all the first differentials d1p,−q are zero, and it holds that
E2 = E1 as for usual translation symmetry without magnetic flux. The second differentials can be nontrivial.
As discussed in Sec. V B 2, in the presence of the pi-flux, we have that (i) nontrivial Kitaev chain enclosing
the pi-flux has the fermion parity (−1)F = −1, and (ii) a (px + ipy)-superconductor traps a Majorana zero
mode at the pi-flux. These mean
d22,−1 : Z2 → Z2, 1 7→ 1, (5.73)
d22,−2 : Z→ Z2, 1 7→ 1. (5.74)
We have the E3-page
q = 0 0 Z2 × Z2
q = 1 0 Z2 × Z2 0
q = 2 Z× Z 2Z
E3p,−q p = 0 p = 1 p = 2
(5.75)
The classification of SPT phases is given by hZ
×2
0 (R2) ∼= 2Z × Z2 × Z2, where 2Z is generated by the
superconductor with chiral central charge c − c¯ = 1. It should be noticed that SPT phases represented by
the homology hZ
×2
0 (R2) are made in a non-anomalous Hilbert space, where odd Majorana fermions per unit
cell are forbidden.
According to the terminology in Sec. IV F 4, the nontrivial second differential d22,−2 : E
2
2,−2 → E20,−1 implies
the LSM theorem to enforce the 2d SPT phase. E20,−1 = Z2 is generated by the anomalous Hilbert space
composed of a Majorana fermion per a unit cell. d22,−2 : 1 7→ 1 means that the (px+ipy) superconductor with
pi-flux per unit cell belongs to the same anomaly as E20,−1, an odd number of Majorana fermions per unit cell.
Because the (px+ipy) superconductor is unique gapped state, it holds that if, under the magnetic translation
symmetry, in the Hilbert space composed of odd Majorana fermions per unit cell, a unique gapped ground
state should be a nontrivial SPT state with a half-integer chiral central charge c− c¯ ∈ Z+ 1/2. [55]
2. Class AII insulators with magnetic translation symmetry
Let us consider 2d fermionic systems with U(1) symmetry and TRS T with Kramers T 2 = (−1)F . Also,
we assume the magnetic translation symmetry (5.71) with pi-flux per unit cell. The E1-page relevant to SPT
phases is given by
q = 0 2Z 2Z
q = 1 0 0 0
q = 2 Z2 Z2
E1p,−q p = 0 p = 1 p = 2
(5.76)
Because the first differential does not see the pi-flux, d1 = 0. Also, the second differential d2 is trivial in the
table (5.76), the E1-page is already the E3-page. The classification of SPT phases fits into the short exact
sequence
0→ 2Z︸︷︷︸
E30,0
→ hZ×20 (R2)→ Z2︸︷︷︸
E32,−2
→ 0, (5.77)
where E30,0 is generated by a pair of complex fermions forming the Kramers degeneracy per a unit cell, and
E32,−2 is generated by the quantum spin Hall state. We find that the group extension (5.77) is nontrivial.
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Mirror
FIG. 10: The mirror symmetric decomposition of 3d real space R3.
The key is that the pi-flux in the quantum spin Hall state traps a mid-gap localized state with the fermion
parity (−1)F = −1. [67, 68] Thanks to the magnetic translation symmetry, the bound state energies of
mid-gap localized states at pi-fluxes are in common, and so are localized fermion numbers. Therefore, the
double stack of the quantum spin Hall states with magnetic pi-flux is adiabatically equivalent to an atomic
insulator with the Kramers degeneracy per a unit cell, that is, the generator of E30,0. This means the group
extension (5.77) is nontrivial and the homology is given by hZ
×2
0 (R2) ∼= Z. According to the terminology in
Sec. IV F 5, the mismatch of the fermion number per a unit cell between the atomic insulator E30,0 = 2Z and
the generator of SPT phases hZ
×2
0 (R2) = Z leads the LSM theorem for filling-enforced SPT phases: if a pure
state has an odd fermion number per unit cell, this state should be the quantum spin Hall state. [55]
I. 1-form ZN and mirror symmetry in 3d
In this section we present an example of the AHSS for SPT phases with ZN 1-form symmetry [69] in 3-space
dimensions. In addition to the 1-form ZN symmetry, we consider the mirror symmetry which commutes with
the ZN 1-form charge of the line object, which is CPT dual to the TRS. Such symmetry is realized in the
SU(N) pure Yang-Mills theory.
To calculate the AHSS, we introduce the mirror symmetric decomposition of the infinite real space R3
as shown in Fig. 10 where there is no 0- and 1-cell. We regard the 1-form ZN symmetry as onsite symme-
try. As the classification of d-dimensional SPT phases on each p-cell, we consider the ordinary cohomology
Hd+2(B,Z) over the corresponding classifying space B. (Adapting the ordinary cohomology as the classifi-
cations of SPT phases implies to omit the gravitational contribution to SPT phases.) Some low-dimensional
cohomologies for ZN 1-form and Z2 0-form symmetries are given as follows. (See Appendix A for a deriva-
tion.)
d = −2 d = −1 d = 0 d = 1 d = 2 d = 3 d = 4
Hd+2(BZ2;Z) Z 0 Z2 0 Z2 0 Z2
Hd+2(K(ZN∈even, 2);Z) Z 0 0 ZN 0 Z2N Z2
Hd+2(K(ZN∈odd, 2);Z) Z 0 0 ZN 0 ZN 0
. (5.78)
Here, K(ZN , 2) is the Eilenberg-MacLane space. H3(K(ZN , 2);Z) = ZN is generated by the charged line
object with a unit ZN 1-form symmetry charge. H5(K(ZN , 2);Z) represents 3-dimensional SPT phase with
the ZN 1-form symmetry and, at the same time, 2-dimensional anomalies generated by the SU(N)1 Chern-
Simons theory. [69] H6(K(ZN∈even, 2);Z) = Z2 means the existence of an unknown 4-dimensional SPT
phase and 3-dimensional anomaly from 1-form ZN∈even symmetry. On the mirror plane, the classification of
d-dimensional SPT phases is given by Hd+2(K(ZN , 2)×BZ2;Z).
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1. Odd N
Using the Ku¨nneth formula we have the E1-page
q = 0 0 0 Z2 0
q = 1 0 0 ZN ZN
q = 2 0 0 Z2 0
q = 3 0 0 ZN ZN
q = 4 0 0 Z2 0
E1p,−q p = 0 p = 1 p = 2 p = 3
(5.79)
Because the SU(N)1 Chern-Simons theory is compatible with the mirror reflection, the first differential
d13,−3 : ZN → ZN should be d13,−3 = 2. Then, because N is odd, d13,−3 is an isomorphism. Similarly, we have
d13,−1 = 2. We have the E
2-page
q = 0 0 0 Z2 0
q = 1 0 0 0 0
q = 2 0 0 Z2 0
q = 3 0 0 0 0
q = 4 0 0 Z2 0
E2p,−q p = 0 p = 1 p = 2 p = 3
(5.80)
We find that there is no SPT or anomalous phase protected by the ZN 1-form symmetry in 3-space dimen-
sions. The absence of anomaly for odd N is consistent with the classification of the topological action. [69]
2. Even N
The Ku¨nneth formula gives the E1-page
q = 0 0 0 Z2 0
q = 1 0 0 ZN ZN
q = 2 0 0 Z×22 0
q = 3 0 0 Z2N × Z2 Z2N
q = 4 0 0 Z×42 Z2
E1p,−q p = 0 p = 1 p = 2 p = 3
(5.81)
Here, E12,−3 is generated by SU(N)1 Chern-Simons theory labeled by the mirror parity Z2 = {+,−}. The
first differential d13,−3 is found to be d
1
3,−3 : 1 7→ (2, 0), because the quasi particle (anyon) s↑/↓ of the SU(N)1
Chern-Simons theory living in upper/lower planes are mutually commuted, i.e. the mirror parity of composite
s↑s↓ is even. We have a part of E2-page
q = 0 0 0 Z2 0
q = 1 0 0 Z2 0
q = 2 0 0 Z×22 0
q = 3 0 0 Z2 × Z2 0
q = 4 0 0
E2p,−q p = 0 p = 1 p = 2 p = 3
(5.82)
We find the existence of the second-order anomaly E∞2,−3 for even N , which is consistent with the mixed
’t Hooft anomaly among the ZN 1-form and time-reversal symmetries in SU(N) pure Yang-Mills with
θ = pi. [70]
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VI. FREE FERMIONS
In this section we study the real space homological description of SPT phases of free fermion. For free
fermions the Ω-spectrum for SRE states with onsite symmetry is the K-theory spectrum, [9] which results in,
in the presence of crystalline symmetry G, the K-homology KGn (X,Y ) over a pair of real space (X,Y ) with
crystalline symmetry G acting on the real space X and the K-theory spectrum. There are two characteristics
in free fermion SPT phases that are not in generic SPT phases in many-body Hilbert spaces. In free fermions
an integer grading n ∈ Z of the K-homology group KGn (X,Y ), which we have called the degree of SPT
phenomena in Sec. III, has a different meaning: An integer n ∈ Z also means the shift of the symmetry class
(called the Altland-Zirnbauer (AZ) symmetry class [8, 71]) by adding n chiral symmetries (see Sec. VI A).
Another feature is that the K-homology KGn (Rd) over the infinite real space Rd with a (magnetic) space group
symmetry G is isomorphic to a twisted equivariant K-cohomology group φKτ−nP (T
d) over the Brillouin zone
torus T d, where P includes point and AZ symmetry group and τ represents nonprimitive lattice translation
of the space group symmetry G. [10, 72–75] We see that the AHSS in real space K-homologies provides
a different filtration of the K-group KGn (Rd) ∼= φKτ−nP (T d), which helps us to determine the K-group
algebraically.
A. Integer grading and Altland-Zirnbauer symmetry class
The purpose of this section is to provide the connection between the integer grading n ∈ Z in the K-
homology group KGn (X,Y ) and the AZ symmetry classes of free fermions. For initial grading n = 0, the
K-homology group KG0 (X,Y ) is represented by a family of differential operator H(x), which we call a
Hamiltonian, depending continuously on the real space x ∈ X and acting on the internal degrees of freedom
at x ∈ X. For a symmetry group G acting on the real space X, as for the case of the twisted and equivariant
K-theory by Freed and Moore, [10] we introduce the two homomorphisms φ, c : G→ Z2 = {1,−1} and the
factor system τ as follows. Let Ug be the g-action on the internal degrees of freedom. For our purpose to
formulate the free fermion crystalline SPT phases, one can assume that Ug does not depend on real space
coordinates x ∈ X. Per the homomorphism φg, Ug is written as
Ug =
{ Ug (φg = 1)
UgK (φg = −1) (6.1)
with Ug a unitary matrix and K the complex conjugate. The factor system τ determines the algebra among
g-actions
UgUh = e
iτg,hUgh, e
iτg,h ∈ U(1). (6.2)
The factor system belongs to the two-group cocycle τ ∈ Z2(G,U(1)φ) where U(1)φ means the left G-module
U(1) with the g-action so that g.z = zφg for z ∈ U(1). The homomorphism cg specifies whether Ug commutes
or anticommutes with the Hamiltonian H(x), i.e.
UgH(x)U
−1
g = cgH(gx). (6.3)
The K-homology group KG0 (X,Y ) represents “the topological classification of gapped Hamiltonian H(x)
over X which can be gapless on Y ”. 2
2 A precise description of the K-homology is as follows. We illustrate this for the zeroth relative homology group K0(X,Y )
without crystalline symmetry. The group K0(X,Y ) is represented by a triple (H, pi, F ) consisting of a Z2-graded Hilbert space
H, pi : C(X)→ B(H), and an odd self adjoint operator F ∈ B(H) satisfying that [F, pi(f)] and pi(f)(F 2 − 1) are compact for
all f ∈ C(X) s.t. f |Y = 0. With the “Dirac Hamiltonian” D, F is written as F = D(1 +D2)−
1
2 . For example, K0(R2, ∂R2)
is generated by a triple with H = L2(R2,C2) with the Z2-grading labeled by σz = ±1, pi is the left scaler multiplication, and
F is given by the Dirac operator D = −iσx∂x − iσy∂y . Also, there is an isomorphism KK−1(R2/∂R2, (0, 1)) ∼= K0(R2, ∂R2)
where the KK−1(R2, (0, 1)) is generated by the 1-parameter family of massive Hamiltonian D = −iσx∂x− iσy∂y +mσz with
m ∈ (0, 1), which is what we call the classification of gapped Hamiltonians. KS thank Yusuke Kubota for teaching me these
points.
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As for the case of K-cohomology, [74, 75] the symmetry for n > 0 is defined by adding chiral symmetries
Γi(i = 1, . . . n) as in
ΓiH(x)Γ
−1
i = −H(x), (6.4)
{Γi,Γj} = 2δij , (6.5)
ΓiUg = cgUgΓi, (6.6)
where Γi are unitary matrices. We define the nth K-homology group K
G
n (X,Y ) as the classification of
gapped Hamiltonians on X with the symmetries (6.3) and (6.4) up to gapless states on Y . For example,
when the initial symmetry class n = 0 is composed only of the class AI TRS T with T 2 = 1, we find that
the symmetry for n > 0 run over the real AZ symmetry classes as in the following table,
n AZ class T C K-spectrum
n = 0 AI T 2 = 1 BO × Z
n = 1 BDI T 2 = 1 C2 = 1 O
n = 2 D C2 = 1 O/U
n = 3 BDI T 2 = −1 C2 = 1 U/Sp
n = 4 AII T 2 = −1 BSp× Z
n = 5 CII T 2 = −1 C2 = −1 Sp
n = 6 C C2 = −1 Sp/U
n = 7 CI T 2 = 1 C2 = −1 U/O
(6.7)
where the empty columns mean the absence of the symmetry.
B. E1-page
The E1-page of the K-homology is straightforwardly given by counting the number of irreps. at p-cells,
i.e. high-symmetric points in the real space. The definition is parallel to the case of SPT phases introduced
in Sec. IV A
E1p,n := K
G
p+n(Xp ∪ Y,Xp−1 ∪ Y )
=
∏
j∈Ip
K
GDp
j
p+n (D
p
j , ∂D
p
j )
=
∏
j∈Ip
K
GDp
j
n (pt).
(6.8)
Here, j runs the set (denoted by Ip) of inequivalent p-cells of X that are not in Y , and GDpj is the little
group that fixing the p-cell Dpj . The first differential
d1p,n : E
1
p,n → E1p−1,n (6.9)
is viewed as how free fermion SPT phases with AZ class (p + n) in (p − 1)-cells are trivialized by ones
in (p − 1)-cells. Unlike the AHSS for interacting SPT phases developed in Sec. IV B, there is a simple
formula to compute the first differential d1. It is found that the first differential d1p,n is determined by the
induced representations of the little group GDp−1j
at a (p − 1)-cell by the adjacent p-cells with the little
groups GDp
j′
⊂ GDp−1j , i.e. the first differential d
1
p,n can be read off solely by the character of the little
groups. This is analogous to the compatibility relation to compute the first differential d1 in the AHSS in
the K-cohomology. [75–78]
In the rest of this section, we present various examples of the real space AHSS for free fermions.
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C. 1d Real AZ classes with mirror reflection symmetry
Let us consider 1d free fermions with reflection symmetry in addition to TRS T and/or PHS C. We assume
that the square of reflection is R2 = −1 and R commutes with T and C so that the antiunitary operators
T and C exchanges the reflection eigenvalues R = i and R = −i. For a complex fermion creation operator
ψ†(x) over the 1d real space, the symmetries and their inter relations are summarized as
Tψ†(x)T−1 = ψ†(x)UT , T 2 ∈ {1,−1} (6.10)
and/or
Cψ(x)C−1 = ψ†(x)UC , C2 ∈ {1,−1} (6.11)
and the reflection symmetry
Rψ†(x)R−1 = ψ†(−x)UR, R2 = −1, (6.12)
TR = RT, CR = RC. (6.13)
The reflection symmetric cell decomposition of the infinite 1d space is given as in Fig. 4[a]. At the reflection
center A, the reflection symmetry behaves as a Z2 onsite symmetry. Let us set the initial symmetry class to
T and R with T 2 = 1. We shall compute the relative K-homology group K
ZT2 ×ZR2
n (R, ∂R). The E1-page and
the first derivative d1 are straightforwardly determined as
CI n = 7 0 0
C n = 6 Z 0
CII n = 5 0 0
AII n = 4 Z 2Z
DIII n = 3 0 0
D n = 2 Z Z2
BDI n = 1 0 Z2
AI n = 0 Z Z
E1p,n p = 0 p = 1
, (6.14)
d11,0 = 1, d
1
1,4 = 2. (6.15)
The homology of d1 gives the E2-page
CI n = 7 0 0
C n = 6 Z 0
CII n = 5 0 0
AII n = 4 Z2 0
DIII n = 3 0 0
D n = 2 Z Z2
BDI n = 1 0 Z2
AI n = 0 0 0
E2p,n p = 0 p = 1
(6.16)
This is the limiting page. We got the classification of 1st and 2nd order SPT phases. Except for class D
(n = 2) the K-groups K
ZT2 ×ZR2
n (R, ∂R) have been fixed.
For class D, there exist two possible group extensions for the short exact sequence
0→ Z︸︷︷︸
E20,2
→ KZT2 ×ZR22 (R, ∂R)→ Z2︸︷︷︸
E21,1
→ 0. (6.17)
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The symmetry class for n = 2 is the same one discussed in Sec. V A 1. Therefore, we conclude that the group
extension (6.17) is nontrivial and the K-group is K
ZT2 ×ZR2
2 (R, ∂R) = Z, which is consistent with the result
by the K-cohomology. [79–81]
D. 2d Real AZ classes with C2-rotation symmetry
Let us consider 2d spinless free fermions with antiunitary symmetry of real AZ classes and C2-rotation
symmetry C2 : (x, y) 7→ (−x,−y) which commutes with TRS T and/or PHS C. For complex fermion creation
and annihilation operators, the symmetries are summarized as
Tψ†(x, y)T−1 = ψ†(x, y)UT , T 2 ∈ {1,−1} (6.18)
and/or
Cψ(x, y)C−1 = ψ†(x, y)UC , C2 ∈ {1,−1} (6.19)
and the C2-rotation symmetry
C2ψ
†(x, y)C−12 = ψ
†(−x,−y)UC2 , C22 = 1, (6.20)
TC2 = C2T, CC2 = C2C. (6.21)
A C2-symmetric cell decomposition of the infinite 2d real space is shown in Fig. 4[b]. The C2-rotation
symmetry remains only at the 0-cell A, the rotation center. The E1-page and the first derivative d1 are
straightforwardly determined to be
CI n = 7 0 0 0
C n = 6 0 0 0
CII n = 5 0 0 0
AII n = 4 (2Z)×2 2Z 2Z
DIII n = 3 0 0 0
D n = 2 (Z2)×2 Z2 Z2
BDI n = 1 (Z2)×2 Z2 Z2
AI n = 0 (Z)×2 Z Z
E1p,n p = 0 p = 1 p = 2
(6.22)
d11,0 = d
1
1,1 = d
1
1,2 = d
1
1,4 = (1, 1), (6.23)
d12,0 = d
1
2,1 = d
1
2,2 = d
1
2,4 = 0. (6.24)
Taking the homology of d1, we get the E2-page
CI n = 7 0 0 0
C n = 6 0 0 0
CII n = 5 0 0 0
AII n = 4 2Z 0 2Z
DIII n = 3 0 0 0
D n = 2 Z2 0 Z2
BDI n = 1 Z2 0 Z2
AI n = 0 Z 0 Z
E2p,n p = 0 p = 1 p = 2
(6.25)
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Comparing this table with the known result of the K-cohomology group, [81] we find that the second
differentials d22,0 and d
2
2,1 must be nontrivial. The second differentials d
2
2,0 and d
2
2,1 are the same ones as
d22,−2 and d
2,−1 we have computed in Sec. V A 2, where the C2 rotation square is the identity. The homology
of d2 gives the E3 = E∞-page
CI n = 7 0 0 0
C n = 6 0 0 0
CII n = 5 0 0 0
AII n = 4 2Z 0 2Z
DIII n = 3 0 0 0
D n = 2 0 0 Z2
BDI n = 1 0 0 0
AI n = 0 Z 0 2Z
E3p,n p = 0 p = 1 p = 2
(6.26)
The even integers of E30,2 reflects that an odd Chern number is forbidden in even parity class D supercon-
ductors. Except for class AII insulators, the K-groups K
ZT2 ×ZC22
n (R2, ∂R2) were fixed.
For class AII, the K-group fits into the short exact sequence
0→ 2Z︸︷︷︸
Fermion number at the rotation center
→ KZT2 ×Z
C2
2
4 (R
2)→ Z2︸︷︷︸
Quantum spin Hall state
→ 0. (6.27)
There exist two inequivalent group extensions
(i) 0→ 2Z n 7→(n,0)−−−−−→ 2Z× Z2 (n,m)7→m−−−−−−→ Z2 → 0, (6.28)
(ii) 0→ 2Z n 7→2n−−−−→ Z n 7→n−−−→ Z2 → 0. (6.29)
To fix the group extension (6.27), we ask if the double stack of C2-symmetric quantum spin Hall states is
adiabatically equivalent to a Kramers pair at the rotation center or not. Two layered quantum spin Hall
states are modeled as
H = −i∂xsxσxµ0 − i∂ysyσxµ0 +mσzµ0 +M1(x, y)σyµy +M2(x, y)szσxµy, (6.30)
T = syK, C2 = σz, (6.31)
where sα, σα, and µα (α ∈ {0, x, y, z}) are Pauli Matrices for spin, orbital, and layer degrees of free-
doms, respectively. To preserve the C2-rotation symmetry, the spatially varying mass terms should satisfy
Mj(−x,−y) = −Mj(x, y) for j = 1, 2. Thanks to the mass gap m, the mass texture of Mj∈1,2(x, y) can be
turned on adiabatically. In the presence of a single vortex of the mass texture (M1(x, y),M2(x, y)) with the
C2-rotation symmetry, there appears a localized ingap doublet with the effective Hamiltonian Heff = ms0
with C2 = s0 and T = syK, i.e. a Kramers pair. Therefore, the group extension (6.27) is nontrivial and
the K-group for class AII is K
ZT2 ×ZC22
4 (R2, ∂R2) ∼= Z, which is consistent with the known result by the
K-cohomology. [81]
E. C4T -rotation symmetry
Let us consider, as the symmetry class for n = 0, a magnetic point group symmetry C4T composed of
C4-rotation C4 : (x, y) 7→ (−y, x) and a time-reversal transformation T . We also assume (C4T )4 = −1 as for
47
spinful systems. According to the recipe in Sec VI A, the symmetries for n > 0 read as
n = 0 :
{
(C4T )H(x, y)(C4T )
−1 = H(−y, x)
(C4T )
4 = −1, (6.32)
n = 1 :

(C4T )H(x, y)(C4T )
−1 = H(−y, x)
ΓH(x, y)Γ−1 = −H(x, y)
(C4T )
4 = −1,
Γ(C4T ) = (C4T )Γ.
(6.33)
n = 2 :
{
(C4T )H(x, y)(C4T )
−1 = −H(−y, x)
(C4T )
4 = −1, (6.34)
n = 3 :

(C4T )H(x, y)(C4T )
−1 = −H(−y, x)
ΓH(x, y)Γ−1 = −H(x, y)
(C4T )
4 = −1,
Γ(C4T ) = −(C4T )Γ.
(6.35)
Here, we have used that in the presence of a pair of chiral symmetries Γ1 = σx and Γ2 = σy a Hamiltonian
takes a form of H = H˜ ⊗ σz and the symmetry is recast as for H˜. [74] The symmetry for n = 4 is the same
as n = 0, meaning the periodicity n ∼ n+ 4.
A C4T -symmetric cell decomposition of the infinite real space R2 is shown as follows.
The E1-page and the 1st differentials are found as
n = 3 0 0 0
n = 2 Z Z Z
n = 1 0 0 0
n = 0 Z Z Z
E1p,n p = 0 p = 1 p = 2
(6.36)
d10,1 = 2, d
1
1,2 = 0, d
1
2,0 = 0, d
1
2,2 = 2. (6.37)
Some comments are in order. The 1st differentials d11,n from 1-cells to the 0-cell are given by the induced
representation. The 1st differential d12,0 (d
1
2,2) represents how the chiral edge states of Chern insulators in
2-cells contributes to the anomalous edge states on 1-cells in the symmetry class n = 2 (n = 0). Since for
n = 2 (n = 0) the C4T -rotation is a particle-hole (time-reversal) type, chiral edge states cancel out (sum
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up) at a 1-cell. See the following figure.
We have the E2-page
n = 3 0 0 0
n = 2 Z Z2 0
n = 1 0 0 0
n = 0 Z2 0 Z
E2p,n p = 0 p = 1 p = 2
(6.38)
and this is the limit. We find that there is a second order topological insulator E∞1,2 = Z2 in the symmetry
class n = 3. E∞1,2 also describes the second order anomaly in the symmetry class n = 0, the magnetic 4-fold
rotation symmetry C4T , where the anomalous edge state is localized at a 1-skeleton: [28]
F. Glide symmetry
Let us consider 2d free fermions with a spatial Z symmetry generated by the glide transformation G :
(x, y) 7→ (x + 1/2,−y). Also, we assume a TRS T , T 2 = 1, commuting with the glide symmetry as the
symmetry class for n = 0. We shall compute the classification of free fermion SPT phases with glide and AZ
symmetries that is represented by the K-homology K
ZT2 ×ZG
n (R2,R× {±∞}) with R× {±∞} the infinity at
y = ±∞. The glide-symmetric filtration of the 2d space R2 is shown as follows:
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We have shown a unit cell along the x-direction. Notice that there is no 0-cell. The E1-page and the first
differentials are
CI n = 7 0 0 0
C n = 6 0 0 0
CII n = 5 0 0 0
AII n = 4 0 2Z 2Z
DIII n = 3 0 0 0
D n = 2 0 Z2 Z2
BDI n = 1 0 Z2 Z2
AI n = 0 0 Z Z
E1p,n p = 0 p = 1 p = 2
(6.39)
d12,0 = d
1
2,4 = 2, d
1
2,1 = d
1
2,2 = 0. (6.40)
Here, d12,0 = d
1
2,4 = 2 is because the glide reflection changes the chirality of the Chern insulator. Taking the
homology of d1 gives the E2-page
CI n = 7 0 0 0
C n = 6 0 0 0
CII n = 5 0 0 0
AII n = 4 0 Z2 0
DIII n = 3 0 0 0
D n = 2 0 Z2 Z2
BDI n = 1 0 Z2 Z2
AI n = 0 0 Z2 0
E2p,n p = 0 p = 1 p = 2
(6.41)
This is the limiting page E∞ = E2. E∞2−k,−2+k+n represents the classification of k-th order topological
insulators/superconductors for the symmetry class n, and at the same time, the classification of k-th order
anomalies for the symmetry class n+ 1. Except for n = 3, the K-homology groups K
ZT2 ×ZG
n (R2,R×{±∞})
are fixed.
For n = 3, the K-group fits into the short exact sequence
0→ Z2︸︷︷︸
E∞1,2
→ KZT2 ×ZG3 (R2,R× {±∞})→ Z2︸︷︷︸
E∞2,1
→ 0. (6.42)
Let us compute the group extension in the view of anomaly in class AII system. The anomalous state
described by E∞2,1, the surface state on top of the 3d class AII topological insulator, preserving the glide
symmetry is given by
H = −i∂xsy − i∂ysx, T = syK, G = isy. (6.43)
Doubling the anomalous states allows the surface to have a texture mass term
H = −i∂xsyµ0 − i∂ysxµ0 +m(x)szµy (6.44)
with µα(α ∈ {0, x, y, z}) is the Pauli matrices for two layers. The glide symmetry implies m(x + 1/2) =
−m(x), that is, enforcing a kink per the interval [x, x+ 1/2]. The low-energy effective Hamiltonian localized
at a kink is a helical edge state that is in the same anomaly as E∞1,2. Therefore, the extension (6.42) is
nontrivial and we have K
ZT2 ×ZG
3 (R2,R × {±∞}) = Z4. This is consistent with the classification by the
K-cohomology. [82]
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G. 3d complex AZ classes with time-reversal inversion symmetry
Here we present an example where a third differential d3 becomes nontrivial. Let us consider, as the
symmetry class for n = 0, 3d complex fermions with the time-reversal inversion symmetry TI,
(TI)ψ†(x, y, z)(TI)−1 = ψ†(−x,−y,−z)UTI , (TI)2 = 1, (6.45)
Fig. 4[c] showed an inversion symmetric cell decomposition of the real space R3. The E1-page and symmetry
classes are summarized as
n = 7 0 0 0 0 (TI)2 = 1 (CI)2 = −1
n = 6 0 Z Z Z (CI)2 = −1
n = 5 0 0 0 0 (TI)2 = −1 (CI)2 = −1
n = 4 2Z Z Z Z (TI)2 = −1
n = 3 0 0 0 0 (TI)2 = −1 (CI)2 = 1
n = 2 Z2 Z Z Z (CI)2 = 1
n = 1 Z2 0 0 0 (TI)2 (CI)2 = 1
n = 0 Z Z Z Z (TI)2 = 1
E1p,n p = 0 p = 1 p = 2 p = 3 TI CI
(6.46)
Here, CI is particle-hole inversion symmetry. The first differentials are found to be
d11,0 = 2, d
1
1,2 = 1, d
1
1,4 = 1, (6.47)
d12,0 = d
1
2,4 = 0, d
1
2,2 = d
1
2,6 = 2, (6.48)
d13,0 = d
1
3,4 = 2, d
1
3,2 = d
1
3,6 = 0. (6.49)
The E2-page is
n = 7 0 0 0 0 (TI)2 = 1 (CI)2 = −1
n = 6 0 Z2 0 Z (CI)2 = −1
n = 5 0 0 0 0 (TI)2 = −1 (CI)2 = −1
n = 4 0 0 Z2 0 (TI)2 = −1
n = 3 0 0 0 0 (TI)2 = −1 (CI)2 = 1
n = 2 0 2Z 0 Z (CI)2 = 1
n = 1 Z2 0 0 0 (TI)2 (CI)2 = 1
n = 0 Z2 0 Z2 0 (TI)2 = 1
E2p,n p = 0 p = 1 p = 2 p = 3 TI CI
(6.50)
In this table, d22,0 : E
2
2,0 → E20,1 can be nontrivial and is found to be nontrivial d22,0 = 1 in a way similar
to d22,1 in Sec. VI D: E
2
2,0 represents a Chern insulator with an odd Chern number in the 2-cell α, and the
symmetry (CI)2 = 1 for n = 2 implies that the boundary condition of the chiral edge state is periodic,
yielding an exact zero energy state generating E20,1.
The homology of d2 gives the E3-page
n = 7 0 0 0 0 (TI)2 = 1 (CI)2 = −1
n = 6 0 Z2 0 Z (CI)2 = −1
n = 5 0 0 0 0 (TI)2 = −1 (CI)2 = −1
n = 4 0 0 Z2 0 (TI)2 = −1
n = 3 0 0 0 0 (TI)2 = −1 (CI)2 = 1
n = 2 0 2Z 0 Z (CI)2 = 1
n = 1 0 0 0 0 (TI)2 (CI)2 = 1
n = 0 Z2 0 0 0 (TI)2 = 1
E3p,n p = 0 p = 1 p = 2 p = 3 TI CI
(6.51)
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In this table, d33,6 : E
3
3,6 → E30,0 can be nontrivial. Let us derive d33,6 in the viewpoint of adiabatic pump in
the symmetry class of n = 0. E33,6 represents the creation of a Chern insulator with a unit Chern number on
a sphere S2 inside the north and south 3-cells. Since d13,6 = d
2
3,6 = 0, these Chern insulators can glue together
at 2- and 1-cells. Hence, the problem is if the Chern insulator enclosing the inversion center preserving the
time-reversal inversion symmetry with (TI)2 = 1 has a unit U(1) charge or not. For complex fermions on
2-sphere, it is known that in the presence of a monopole charge mg inside the sphere the z-component of the
angular momentum is quantized into (i) odd integers if mg ∈ 2Z and (ii) even integers if mg ∈ 2Z + 1. On
the one hand, the symmetry algebra (TI)2 = 1 implies that the 2pi-rotation is the identity, i.e. the angular
momentum should be an even integer. Therefore, the symmetry algebra (TI)2 = 1 enforces an odd monopole
charge mg ∈ 2Z + 1 inside the 2-sphere. Then, from the quantum Hall effect, on the 2-sphere with an odd
monopole charge mg, the Chern insulator with a unit Chern number has an odd U(1) charge mg, [83] the
generator of E30,0 = Z2. Therefore, we conclude that d33,6 = 1.
We arrived at the E4 = E∞-page
n = 7 0 0 0 0 (TI)2 = 1 (CI)2 = −1
n = 6 0 Z2 0 2Z (CI)2 = −1
n = 5 0 0 0 0 (TI)2 = −1 (CI)2 = −1
n = 4 0 0 Z2 0 (TI)2 = −1
n = 3 0 0 0 0 (TI)2 = −1 (CI)2 = 1
n = 2 0 2Z 0 Z (CI)2 = 1
n = 1 0 0 0 0 (TI)2 (CI)2 = 1
n = 0 0 0 0 0 (TI)2 = 1
E4p,n p = 0 p = 1 p = 2 p = 3 TI CI
(6.52)
The K-groups and the classification of higher-order topological insulators/superconductors are consistent
with 35 and 81.
H. 3d complex AZ classes with space group P222
In this and subsequent two sections we illustrate the AHSS for 3d space group symmetry.
Let us consider the K-homology KGn (R3) for complex AZ classes with the space group G = P222 (No.
16). The space group P222 is composed of the primitive 3d lattice translations Tµ : x 7→ x+ xˆµ(µ = x, y, z)
and the point group D2 = {1, 2100, 2010, 2001} which is generated by 2100 : (x, y, z) 7→ (x,−y,−z) and
2010 : (x, y, z) 7→ (−x, y,−z). We here consider spinless systems. A P222-symmetric cell decomposition of
the real space R3 is shown in Fig. 11, and it is composed of
0-cells = {A,B,C,D,E, F,G,H},
1-cells = {a, b, c, d, e, f, g, h, i, j, k, l},
2-cells = {α, β, γ, δ, },
3-cells = {vol}.
(6.53)
The little groups are D2 at 0-cells and Z2 at 1-cells. Counting the number of irreps. we have the E1-page
AIII n = 1 0 0 0 0
A n = 0 (Z×4)×8 (Z×2)×12 Z5 Z
E1p,n p = 0 p = 1 p = 2 p = 3
(6.54)
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FIG. 11: A P222-equivariant cell decomposition of the real space R3. The figure shows the independent
region which is one quarter of a unit cell.
From the induced representations, the first differentials are straightforwardly given as
d
1
1,0 =
a b c d e f g h i j k l
1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t
−1 0 −1 0 −1 0 1 A
0−1 −1 0 0−1 t1
−1 0 0−1 0−1 t2
0−1 0−1 −1 0 t1t2
1 0 −1 0 −1 0 1 B
0 1 −1 0 0−1 t1
1 0 0−1 0−1 t2
0 1 0−1 −1 0 t1t2
−1 0 1 0 −1 0 1 C
0−1 1 0 0−1 t1
−1 0 0 1 0−1 t2
0−1 0 1 −1 0 t1t2
1 0 1 0 −1 0 1 D
0 1 1 0 0−1 t1
1 0 0 1 0−1 t2
0 1 0 1 −1 0 t1t2
−1 0 −1 0 1 0 1 E
0−1 −1 0 0 1 t1
−1 0 0−1 0 1 t2
0−1 0−1 1 0 t1t2
1 0 −1 0 1 0 1 F
0 1 −1 0 0 1 t1
1 0 0−1 0 1 t2
0 1 0−1 1 0 t1t2
−1 0 1 0 1 0 1 G
0−1 1 0 0 1 t1
−1 0 0 1 0 1 t2
0−1 0 1 1 0 t1t2
1 0 1 0 1 0 1 H
0 1 1 0 0 1 t1
1 0 0 1 0 1 t2
0 1 0 1 1 0 t1t2
, (6.55)
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d
1
2,0 =
α β γ δ 
1 1 a
1 t
1 1 b
1 t
−1 1 c
−1 t
1 1 d
1 t
−1 1 1 e
−1 1 t
−1 −1 1 f
−1 −1 t
1 −1 1 g
1 −1 t
−1 1 1h
−1 1 t
−1 1 1 i
−1 1 t
1 −1 1 j
1 −1 t
−1−1 1 k
−1−1 t
1 1 1 l
1 1 t
, (6.56)
and d13,0 = 0. Here, {1, t} in 1-cells meant trivial and the sign irreps. of Z2, and {1, t1, t2, t1t2} in 0-cells are
four irreps. of D2. We can check that d
1
2,0d
1
3,0 = d
1
1,0d
1
2,0 = 0. Taking the homology of d
1 gives the E2-page
AIII n = 1 0 0 0 0
A n = 0 Z×13 × Z2 0 0 Z
E2p,n p = 0 p = 1 p = 2 p = 3
(6.57)
Because d2 = 0, E2 = E3. In the E3-page, the third differential d33,0 : Z→ Z×13 × Z2 can be nontrivial.
Interestingly, comparing the E3-page (6.57) with the E∞-page [75]
A n = 0 Z×13 Z2 0 Z
AIII n = 1 0 0 0 0
Ep,−n∞ p = 0 p = 1 p = 2 p = 3
(6.58)
of the K-cohomology group K−nD2 (T
3) isomorphic to KGn (R3), we find that d33,0 must remove the Z2 subgroup
of E30,0, otherwise the K-group K
G
n (R3) ∼= K0D2(T 3)(= Z×13) has a torsion. We have the E∞ = E4-page
AIII n = 1 0 0 0 0
A n = 0 Z×13 0 0 2Z
E4p,n p = 0 p = 1 p = 2 p = 3
(6.59)
Here, E43,0 = 2Z means that a class AIII insulator putting in 3-cells compatible with the P222 space group
symmetry must have an even 3d winding number. Also, based on the terminology introduced in Sec. IV F 4,
the nontrivial third differential d33,−3 leads to the LSM type theorem to enforce a nontrivial topological
insulator: If a class AIII system composed of anomalous zero energy degrees of freedom living in Z2 ⊂ E20,0
forms a fully gapped state, this state must have an odd 3d winding number. From the E4-page, the K-groups
are determined as
KG0 (R3) ∼= Z13, KG1 (R3) ∼= 2Z. (6.60)
It should be also noticed that this result gives us the correct group extension of the E∞-page of the K-
cohomology K−nD2 (T
3) for class AIII
0→ Z︸︷︷︸
E3,0∞
→ K−1D2 (T 3)︸ ︷︷ ︸
∼=Z
→ Z2︸︷︷︸
E1,0∞
→ 0. (6.61)
The E∞-page of the K-homology and the E∞-page for the dual K-cohomology are quite complementary.
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FIG. 12: A P212121-equivariant cell decomposition of the infinite space R3. The figure shows the
independent region which is one quarter of unit cell.
I. 3d complex AZ classes with space group P212121
The next example of space group is P212121 (No. 19) that is composed of the primitive 3d lattice trans-
lations and D2 group action generated by 2100 : (x, y, z) 7→ (x + 1/2,−y + 1/2,−z) and 2010 : (x, y, z) 7→
(−x, y + 1/2,−z + 1/2). A P212121-symmetric cell decomposition is in Fig. 12 where we have shown one
quarter of unit cell. p-cells are
0-cells = {A,B},
1-cells = {a, b, c, d, e, f},
2-cells = {α, β, γ, δ, , η},
3-cells = {vol1, vol2}.
(6.62)
Because the space group P212121 acts on the real space R3 freely, the irrep. at each p-cell is unique. We
have the E1-page
AIII n = 1 0 0 0 0
A n = 0 Z×2 Z×6 Z×6 Z×2
E1p,n p = 0 p = 1 p = 2 p = 3
(6.63)
From the induced representations, the first differentials are given as
d11,0 =
a b c d e f
1 −1 1 −1 −1 −1 A
−1 1 −1 1 1 1 B
, (6.64)
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d12,0 =
α β γ δ  η
−2 1 −1 a
−1 1 −2 b
2 1 −1 c
−1 1 2 d
2 1 −1 e
−2 1 −1 f
, d13,0 =
vol1 vol2
1 −1 α
−1 1 β
1 −1 γ
−1 1 δ
−1 1 
1 −1 η
, (6.65)
which satisfy d1 ◦ d1 = 0. The homology of d1 gives the E2-page
AIII n = 1 0 0 0 0
A n = 0 Z Z×24 0 Z
E2p,n p = 0 p = 1 p = 2 p = 3
(6.66)
The 3rd differential d33,0 : Z→ Z can be nontrivial. Comparing this with the E∞-page [75]
A n = 0 Z Z×34 0 Z
AIII n = 1 0 0 0 0
Ep,−n∞ p = 0 p = 1 p = 2 p = 3
(6.67)
of the dual K-cohomology Kτ−nD2 (T
3), we find that d33,0 = 0. Therefore, E
2 = E∞. The K-homology group
is fixed as
KG0 (R3) ∼= Z, KG1 (R3) ∼= Z× Z×24 . (6.68)
It should be noticed again that the AHSSs for the K-cohomology and homology are complimentary. The
E∞- and E∞-page implies that the K-cohomology group for class AIII obeys the nontrivial extension
0→ Z 4−→ Kτ−1D2 (T 3)
mod 4−−−−→ Z×34 → 0. (6.69)
J. 3d complex AZ classes with space group F222
The final example is the 3d complex AZ classes with the space group F222 (No. 22) that is generated by the
3d lattice translations by (0, 1, 1), (0, 1, 0), and (0, 1, 1) of F222 and the D2 point group. A F222-symmetric
cell decomposition is in Fig. 13. p-cells are composed of
0-cells = {A,B,C,D,E, F,G,H, I, J},
1-cells = {a, b, c, d, e, f, g, h, i, j, k, l,m, n, o, p, q, r},
2-cells = {α, β, γ, δ, , ζ, η, θ, ι},
3-cells = {vol}.
(6.70)
Let us consider spinful fermions, meaning that at the high-symmetric points {A,B,C,D} of the D2 group
obeys the nontrivial projective representation of D2. We have the E
1-page
AIII n = 1 0 0 0 0
A n = 0 Z×16 Z×30 Z×9 Z
E1p,n p = 0 p = 1 p = 2 p = 3
(6.71)
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FIG. 13: A F222-symmetric cell decomposition of the infinite space R3. The left figure shows the
face-centered cubic lattice. The right figure shows an independent region.
The first differentials are given as d13,0 = 0,
d
1
1,0 =
a b c d e f g h i j k l m n o p q r
1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t 1 t
−1−1−1−1 −1−1 A
−1−1−1−1 −1−1 B
−1−1−1−1 −1−1 C
−1−1−1−1 −1−1 D
1 0 1 0 −1 −1 1E
0 1 0 1 −1 −1 t
1 0 1 0 −1 −1 1 F
0 1 0 1 −1 −1 t
1 0 1 0 −1 1 1G
0 1 0 1 −1 1 t
1 0 1 0 −1 1 1H
0 1 0 1 −1 1 t
1 0 1 0 1 1 1 I
0 1 0 1 1 1 t
1 0 1 0 1 1 1 J
0 1 0 1 1 1 t
, (6.72)
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d
1
2,0 =
α β γ δ  ζ η θ ι
1 −1 1 a
1 −1 t
−1 1 1 b
−1 1 t
−1 1 c
−1 t
1 1 d
1 t
−1 1 e
−1 t
1 1 f
1 t
−1 1 g
−1 t
−1 1 h
−1 t
−1 1 1 i
−1 1 t
1 −1 1 j
1 −1 t
1 −1 1 k
1 −1 t
1 1 1 l
1 1 t
−1−1 1 m
1−1−1 n
1−1 o
−1 1 p
1−1 −1 1 q
−1 1 1 1 r
. (6.73)
These satisfy d11,0 ◦ d12,0 = 0. The homology of d1 gives the E2 = E3-page
AIII n = 1 0 0 0 0
A n = 0 Z× Z2 Z×6 0 Z
E2p,n p = 0 p = 1 p = 2 p = 3
(6.74)
The 3rd differential d33,0 can be nontrivial. Comparing the E
3-page with the E∞-page [75]
A n = 0 Z Z×6 Z2 Z
AIII n = 1 0 0 0 0
Ep,−n∞ p = 0 p = 1 p = 2 p = 3
(6.75)
of the K-cohomology group Kτ−nD2 (T
3), we find that d33,0 is trivial. Therefore, E
2 = E∞. The K-homology
group is fixed as
KG0 (R3) ∼= Z× Z2, KG1 (R3) ∼= Z× Z×6. (6.76)
E∞0,0 = Z×Z2 tells us that the Z2 nontrivial model in class A insulators is an atomic insulator, even if the Z2
invariant in the momentum space defined on the 2-skeleton include the integral of the Berry curvature. [75]
The origin of the Z2 in atomic insulators is found in the structure of the 1-skeleton in the real space R3. See
Fig. 13. The 1-skeleton X1 is the disjoint union of the two sub 1-skeletons, one of which includes the 0-cell A
and the other includes B. The K-group KG0 (R3) ∼= Z×Z2 is generated by two inequivalent atomic insulators
|A〉 and |B〉 defined by the projective irrep. of D2 located at A and B, respectively. The Z2 structure is from
that the direct sum |A〉 ⊕ |A〉 of irrep. at A is deformable to |B〉 ⊕ |B〉, the two irreps. at B.
VII. CONCLUSION
In the present paper, we studied a mathematical structure behind SPT phases and LSM type theorems
protected by crystalline symmetry. Our approach is based on the same sprit of the Kitaev’s proposal
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that the family of SRE states forms an Ω-spectrum. [36, 37] Once an Ω-spectrum is given, one can define
the generalized (co)homology theory. In this paper, we proposed and demonstrated that the classification
of a crystalline SPT phase is a generalized homology over the real space manifold on which a physical
system is defined. This approach divides the problems of crystalline SPT phases into two aspects, one of
which is SPT phases protected by onsite symmetry as building blocks, and other is the role of crystalline
symmetry. In the generalized homology description, onsite symmetry is inherited in the Ω-spectrum, and
the topological nature compatible with the crystalline symmetry is described by the mathematical structure
of the equivariant generalized homology. In this sense, the generalized homology approach can be applied
to any SPT phases including fermionic systems. The underling physical picture of our approach is that
regarding topological phenomena the correlation length of a bulk SRE state can be considered to be much
smaller than the spatial length of crystalline symmetry such as lattice translation. [24]
We have shown that the AHSS, the spectral sequence associated with a crystalline symmetric cell de-
composition of the real space, is the perfect generalization of the prior developed machinery to classify SPT
phases and LSM type theorems in the presence of crystalline symmetry. [21–23] The AHSS successfully unifies
various notions in crystalline SPT phases such as the layer construction, higher-order SPT phases, [28] LSM
theorems as the boundary of an SPT phase, [22] and LSM type theorem to enforce an SPT phase. [54, 55]
For free fermions, the generalized homology for free fermion SPT phases is attributed to the K-homology.
It turns out that the AHSS for real space K-homology is quite complementary to that for momentum space
K-cohomology. [75] As seen in Sec. VI, these AHSSs present different limiting pages that converge at the
same K-group, which helps us to determine the K-group without explicitly solving the exact sequences
among the limiting page.
Let us close by mentioning a number of future directions.
• In this paper we mainly focused on SPT phases on the infinite real space manifold, however, the
generalized homology hGn (X) is well-defined for any pairs of real space manifolds (X,Y ). For examples,
SPT phases on a sphere, Klein bottle, Mo¨bius strip, etc. It is interesting to explore the topological
nature of SPT phases defined on topologically nontrivial real space manifolds which can be engineered.
• The physics of SPT phases gives us a practical definition to compute the differentials of the AHSS in
generalized homology. It is also be interesting to reinterpret known (co)homological definitions of the
differentials in the AHSS for the K-theory and some cobordisms in the viewpoint of SPT physics.
• The Ω-spectrum structure of SRE states relates an adiabatic cycle or a kink texture which begins
and ends at the trivial (d + 1)-dimensional SRE state to a d-dimensional SRE state. Therefore, the
Ω-spectrum structure does not tell about the quantum number localized at a topological texture (kink,
skyrmion, etc.) within a nontrivial SPT phase (See, for example, 84). In addition to the based loop
space ΩFd+1, it should be of importance to understand the generic structure of the free loop space
LFd+1 = {` : S1 → Fd+1} of (d+ 1)-dimensional SRE states, the space of adiabatic cycles which begin
and end at an arbitrary (d+ 1)-dimensional SRE state.
• For crystalline bosonic SPT phases without the E8 phase as a building block, the AHSS of the corre-
sponding generalized homology hG0 (R3) with a 3d space group G is attributed to the strategy by Huang
et al. [23] On the one hand, the classification result of Ref. 23 completely matches the cohomology
theory H4G(R3, U(1)ori) ∼= H4(BG,U(1)ori) by Thorngren and Else, [24] where the equivariant coho-
mology H4G(R3, U(1)ori) is regarded as the classification of G symmetric topological response theories
over the real space manifold R3. This agreement suggests the existence of a sort of (twisted) generalized
cohomology formulation of crystalline SPT phases over the real space X, which should be the Poincare´
dual to the homological formulation. A possible route to get it would be the homological AHSS based
on the dual cell decomposition of the real space X and reinterpreting the AHSS as a cohomological
one.
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construction of higher-order crystalline bosonic SPT phases.
Appendix A: The cohomology of K(ZN , 2) in low degree
The Eilenberg-MacLane space K(ZN , 2) is a topological space which is, up to homotopy, uniquely char-
acterized by its homotopy groups pi2(K(ZN , 2)) ∼= ZN and pii(K(ZN , 2)) = 0 for i 6= 2. We here give some
details of the computation of its integral cohomology group Hn(K(ZN , 2);Z) in low degree.
1. Up to degree 3
The main stratergy is to apply the Leray-Serre spectral sequence [88] to the so-called path fibration
ΩK(ZN , 2) → PK(ZN , 2) → K(ZN , 2). Here PK(ZN , 2) is the space consisting of paths which starts at a
base point. Because the path space PK(ZN , 2) is contractible, the based loop space ΩK(ZN , 2) is homotopy
equivalent to the classifying space of principal ZN -bundles K(ZN , 1) ' BZN . Its integral cohomology groups
in low degree are H0(BZN ;Z) = Z, H1(BZN ;Z) = 0, and H2(BZN ;Z) = ZN and H3(BZN ;Z) ∼= 0.
Theorem A.1. For positive integer N , we have
n = 0 n = 1 n = 2 n = 3
Hn(K(ZN , 2);Z) Z 0 0 ZN
Proof. By the Hurewicz theorem [46], we haveH0(K(ZN , 2);Z) = Z, H1(K(ZN , 2);Z) = 0, andH2(K(ZN , 2);Z) =
ZN . Applying the universal coefficient theorem [46], we conclude H0(K(ZN , 2);Z) = Z, H1(K(ZN , 2);Z) =
0, H2(K(ZN , 2);Z) = 0. To determine H3(K(ZN , 2);Z), we use the Lerray-Serre spectral sequence to the
path fibration. Its E2-term
Ep,q2 = H
p(K(ZN , 2);Hq(BZN ;Z))
is summarized as follows.
q = 2 ZN 0
q = 1 0 0 0 0
q = 0 Z 0 0
Ep,q2 p = 0 p = 1 p = 2 p = 3
From this, we find that E0,22 = E
0,2
3 and E
3,0
2 = E
3,0
3 . We also find that E
0,2
4 = E
0,2
∞ and E
3,0
4 = E
3,0
∞ ,
both of which must be trivial, since Hn(PK(ZN , 2);Z) = 0 for n = 2, 3. For this to be true, the differential
d3 : E
0,2
3 → E3,03 must be an isomorphism, so that
H3(K(ZN , 2);Z) = E3,02 = E
3,0
3
∼= E0,23 ∼= E0,22 ∼= ZN ,
and the proof is completed.
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2. Degree 4
Theorem A.2. H4(K(ZN , 2);Z) = 0 for any N > 0.
Proof. It is known that the cohomology ring of the classifying space BZN is the following quotient of the
polynomial ring:
H∗(BZN ;Z) = Z[u]/(Nu),
where u ∈ H2(BZN ;Z) = ZN is a generator. Then the E2-term of the Leray-Serre spectral sequence for the
path fibration
Ep,q2 = H
p(K(ZN , 2);Hq(BZN ;Z))
can be summarized as follows:
q = 3 0 0 0 0 0
q = 2 ZN 0
q = 1 0 0 0 0 0
q = 0 Z 0 0 ZN
Ep,q2 p = 0 p = 1 p = 2 p = 3 p = 4
It then turns out that H4(K(ZN , 2);Z) = E4,02 = E4,0∞ . To keep the consistency with the fact that
H4(PK(ZN , 2);Z) = 0, we must have E4,0∞ = 0.
3. Degree 5 and 6
Lemma A.3. For N > 0, the following holds true for H5(K(ZN , 2);Z).
• If N is odd, then H5(K(ZN , 2);Z) ∼= ZN .
• If N is even, then H5(K(ZN , 2);Z) is either ZN ⊕ Z2 or Z2N .
Proof. The E2-term of the Leray-Serre spectral sequence for the path fibration reads:
q = 5 0 0 0 0 0 0
q = 4 ZN 0 ZN ZN
q = 3 0 0 0 0 0 0
q = 2 ZN 0 ZN ZN
q = 1 0 0 0 0 0 0
q = 0 Z 0 0 ZN 0
Ep,q2 p = 0 p = 1 p = 2 p = 3 p = 4 p = 5
For p + q = 4, the differential d2 : E
p,q
2 → Ep+2,q−12 is trivial, so that Ep,q2 = Ep,q3 in this case. Then we
have possibly non-trivial differentials d3 : E
0,4
3 → E3,23 and d3 : E2,23 → E5,03 . It is straight to see that
d3 : E
2,2
3 → E5,03 is injective. Therefore
E5,05 = E
5,0
4 = Coker[d3 : E
2,2
3 → E5,03 ].
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To compute d3 : E
0,4
3 → E3,23 , recall that Z is a ring. Then, as a matter of fact about the Leray-Serre
spectral sequence, the differential d3 acts as a derivation. If u ∈ H2(BZN ;Z) = ZN is a generator, then
so is u2 ∈ H4(BZN ;Z) = ZN . We can regard u ∈ E0,22 = E3,02 , so that u2 ∈ E0,42 = E0,43 . We know
that d3 : E
0,2
3 → E3,03 is an isomorphism. This implies that ud3(u) ∈ E3,03 is a generator. We have
d3(u
2) = d3(u)u+ ud3(u) = 2ud3(u). Thus, if N is odd, then d3 : E
0,4
3 → E3,23 is an isomorhism ZN ∼= ZN ,
so that 0 = E0,44 = E
0,4
5 and E
5,0
∞ = E
5,0
5 = E
5,0
4 . Then E
5,0
∞ = 0 implies that d3 : E
2,2
3 → E5,03 is isomorphic,
and
H5(K(ZN , 2);Z) = E5,02 = E
5,0
3
∼= E2,23 = E2,22 = ZN .
To the contrary, if N is even, then E0,45 = E
0,4
4 = Z2. To have E5,0∞ = E
5,0
6 = 0, the map d5 : E
0,4
5 → E5,05
must be bijective. As a result, we have an exact sequence
0→ ZN → E5,02 → Z2 → 0.
The isomorhpism classes of extensions of Z2 by ZN are classified by the Ext group [88] Ext(Z2,ZN ) = Z2.
Hence E5,02 = H
5(K(ZN , 2);Z) is Z2 ⊕ ZN or Z2N .
To complete the computation of H5(K(ZN , 2);Z), we appeal to the following fact [89].
Proposition A.4. Let f ≥ 1. The cohomology ring of K(Z2f , 2) with coefficients in Z2 is the polynomial
ring
H∗(K(Z2f , 2);Z2) ∼= Z2[w2, w3, w5, w9, w17, . . .]
generated by elements wd ∈ Hd(K(Z2f , 2);Z2) of degree d = 2 +
∑r
i=0 2
i with r = 0, 1, 2, · · · .
Theorem A.5. The following holds true for N > 0
H5(K(ZN , 2);Z) =
{
ZN , (N odd)
Z2N . (N even)
Proof. The universal coefficient theorem gives
H4(K(ZN , 2);Z2) ∼= Tor(H5(K(ZN , 2);Z),Z2).
Suppose that N is even, so that N = 2fq with f positive and q odd. Applying the universal coefficient
theorem to the results of Hn(K(Zq, 2);Z) so far, we find:
n = 0 n = 1 n = 2 n = 3 n = 4
Hn(K(Zq, 2);Z2) Z2 0 0 0 0
Applying the Ku¨nneth formula to K(ZN , 2) = K(Z2f , 2)×K(Zq, 2), we have
H4(K(ZN , 2);Z2) = H4(K(Z2f , 2),Z2),
which is Z2 by Proposition A.4. Thus, we conclude H5(K(ZN , 2);Z) = Z2N .
We remark that H5(K(ZN , 2);Z) ∼= H4(K(ZN , 2);R/Z) can be identified with the group of quadratic
functions [90].
Corollary A.6. The following holds true for N > 0
H6(K(ZN , 2);Z) =
{
0, (N odd)
Z2. (N even)
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Proof. Let us see the spectral sequence:
q = 5 0 0 0 0 0 0 0
q = 4 ZN 0 ZN ZN
q = 3 0 0 0 0 0 0 0
q = 2 ZN 0 ZN ZN
q = 1 0 0 0 0 0 0 0
q = 0 Z 0 0 ZN 0
Ep,q2 p = 0 p = 1 p = 2 p = 3 p = 4 p = 5 p = 6
For E6,0∞ to be killed, the homomorphism d3 : E
3,2
3 → E6,03 must be surjective. Also, since 0 = E3,2∞ = E3,24 ,
we have an exact sequence
E0,43
d3→ E3,23 d3→ E6,03 .
Putting these results together, we have
E6,02 = E
6,0
3
∼= E3,23 /Ker[d3 : E3,23 → E6,03 ]
= E3,23 /Im[d3 : E
0,4
3 → E3,23 ].
As is seen, if N is odd, then d3 : E
0,4
3 → E3,23 is bijective, so that E6,02 = 0. If N is even, then the image of
d3 is 2ZN ⊂ ZN , so that E6,02 = ZN/2ZN = Z2.
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