Abstract. We investigate the stability of nonlinear differential equations of the form y (n) (x) = F (x, y(x), y ′ (x), . . . , y (n−1) (x)) with a Lipschitz condition by using a fixed point method. Moreover, a Hyers-Ulam constant of this differential equation is obtained.
Introduction and preliminaries
In 1940, S. M. Ulam [49] posed the following question concerning the stability of group homomorphisms before a Mathematical Colloquium: When can we assert that the solutions of an inequality are close to one of the exact solutions of the corresponding equation?
A year later, D. H. Hyers [15] dealt with ε-additive mapping by direct method, which gave a partial solution to the above question. The result was extended by T. Aoki [2] , D. G. Bourgin [4] and Th. M. Rassias [40] . We mention here that the interest of this topic has been increasing since it came into being, some other results concerning functional equations one can find, e.g., in [9, 10, 11, 19, 37, 42, 43] and some related information (e.g., ε-isometries, superstability of functional equations and the stability of differential expressions) we refer to [3, 5, 6, 8, 14, 16, 17, 18, 36, 47] .
To the best of our knowledge, the first one who pay attention to the stability of differential equations is M. Ob loza [34, 35] . Thereafter, C. Alsina and R. Ger [1] proved that the stability holds true for differential equation y ′ (x) = y(x). Then, a generalized result was given by S.-E. Takahasi, T. Miura and S. Miyajima [48] , in which they investigated the stability of the Banach space valued linear differential equation of first order (see also [31, 33] ). A more general result on the linear differential equations of first order of the form y ′ (t) + α(t)y(t) + β(t) = 0 was given by S.-M. Jung [22] and the stability of linear differential equations of second order was established by Y. Li et al. (see [12, 27, 28, 29] ). There are a number of results concerning the stability of the linear ordinary differential equations, which prompts the question: Can we assert that all of the linear ordinary differential equations have the Hyers-Ulam stability?
Indeed, P. Gǎvruţǎ, S.-M. Jung and Y. Li [12] proved that the differential equation y ′′ = 0 does not have the Hyers-Ulam stability on the whole domain. For some examples of differential equations which have the Hyers-Ulam stability on unbounded interval we refer the reader to [1, 20, 32, 38] , which show that it is a very special case that the Hyers-Ulam stability holds true for general differential equations on the whole domain.
Recently, Jung [44] proved that the generalized Hyers-Ulam stability holds for the case of general linear differential equations, and the stability of nonlinear differential equations
with a Lipschitz condition on a local interval was investigated by a fixed point method:
. Given c ∈ R and r > 0, let I = [c − r, c + r] and let F : I × R → R be a continuous function that satisfies a Lipschitz condition
for all x ∈ I and y, z ∈ R, where L is a constant with 0 < Lr < 1. Then the differential equation y ′ (x) = F (x, y(x)) has the Hyers-Ulam stability with a Hyers-Ulam stability constant ′ (x) = F (x, y(x)) has the Hyers-Ulam stability when the relevant domain is an infinite interval.
In this paper, we adopt the ideas of V. Radu [39] , S.-M. Jung [23] and Y. Li [27, 29] to investigate the generalized Hyers-Ulam stability as well as the Hyers-Ulam stability of the nonlinear differential equations of the form
on an interval [a, b] , where n ∈ N + , and the question raised by Jung [23] will be answered incidentally.
We now introduce the definition of the generalized metric on a nonempty set X .
The following theorem is a very useful tool for proving our main theorems.
Theorem 1.3 ([7]
). Let (X , d) be a generalized complete metric space and let T : X → X be a strictly contractive operator with the Lipschitz constant L < 1. If there is a nonnegative integer k such that d T k+1 x, T k x < ∞ for a given x ∈ X , then (i) The sequence {T n x} n converges to a fixed point x * of T ; (ii) x * is the unique fixed point of T in
(iii) For every y ∈ X * , it holds that
Main results
In this section, we investigate the generalized Hyers-Ulam stability and the Hyers-Ulam stability of differential equation (1.1).
For a given closed interval I := [a, b] and ϕ(x) ∈ C I, R + , we define a set
equipped with the metric
Proposition 2.1. X is a complete generalized metric space.
Proof. We prove that (X , d) is a generalized metric space. For all f, g, h ∈ X , we have
) holds for some f, g, h ∈ X . Then, by the definition, there exists an x 0 ∈ I with max 0≤i≤n−1
for every i ∈ {0, 1, . . . , n − 1}, which is a contradiction. We will now prove that (X , d) is complete. Let {h k } k be a Cauchy sequence in (X , d). Then, for any ε > 0, there exists an integer N ε > 0 such that d(h m , h l ) ≤ ε for all m, l ≥ N ε . It further follows from the definition of d that ∀ε > 0, ∃N ε ∈ N such that for all m, l ≥ N ε and every x ∈ I, max 0≤i≤n−1 h
Cauchy sequence in R for each i ∈ {0, 1, . . . , n − 1}. Since R is complete, for every fixed i, h
k (x) k converges for each fixed x ∈ I. Thus, we can define a function H i : I → R, i ∈ {0, 1, . . . , n − 1}, by
Since ϕ is bounded on I, h
is continuous and
for i ∈ {0, 1, . . . , n − 2}, which implies that H 0 is (n − 1) times continuously differentiable, and hence, (
We should give the definitions of the Hyers-Ulam stability and the generalized Hyers-Ulam stability of Eq. (1.1). Definition 2.2. We say that Eq. (1.1) has the Hyers-Ulam stability if there exists a constant K > 0 with the following property:
For every ε > 0, y(x) ∈ C n (I, R), if
then there exists some u(x) ∈ C n (I, R) satisfying the corresponding equation such that |y(x) − u(x)| ≤ Kε. We call such K a Hyers-Ulam stability constant for Eq. (1.1). Definition 2.3. We say that Eq. (1.1) has the generalized Hyers-Ulam stability if it has the following properties:
For every positive continuous function ϕ(x) and y(x) ∈ C n (I, R), if
then there exists some u(x) ∈ C n (I, R) satisfying the corresponding equation such that |y(x) − u(x)| ≤ Φ(x), where Φ(x) is a function not depending on f and u explicitly.
For a given c ∈ I, we define an operator
for all x ∈ I and f ∈ C(I, R). We remark that V depends on c.
Lemma 2.4. Let K and L be positive constants with 0 < KL < 1. Assume that F : I × R n → R is a continuous function which satisfies a Lipschitz condition
for any x ∈ I and y 1i , y 2i ∈ R, i ∈ {1, 2, . . . , n}. If an n-times continuously differentiable function y(x) satisfies
for each x ∈ I, where ϕ : I → (0, ∞) is a continuous function with
for each x ∈ I and i ∈ {1, 2, . . . , n}, then there exists an n times continuously differentiable function u : I → R which satisfies Eq. (1.1) and
for all x ∈ I, whereK is a positive constant.
Proof. We define operators Λ j inductively by
for all f ∈ X and i ∈ {2, 3, . . . , n}, where w i , i ∈ {1, 2, . . . , n}, is an arbitrary given real number. Then, we define Λ := Λ n and it is easy to prove that Λy ∈ X . For any y 1 , y 2 ∈ X , let C y1y2 = d(y 1 , y 2 ), that is,
for any x ∈ I and i ∈ {0, 1, . . . , n − 1}. It then follows from (2.1), (2.3), (2.4), and the definitions of d and Λ that
for all x ∈ I and i ∈ {0, 1, . . . , n − 1}, that is, d(Λy 1 , Λy 2 ) ≤ KLC y1y2 . Hence, we can conclude that d(Λy 1 , Λy 2 ) ≤ KLd(y 1 , y 2 ) for any y 1 , y 2 ∈ X , where we note that 0 < KL < 1.
It follows from the assumptions that for an arbitrary y 0 ∈ X , there exists a constant 0 ≤ C < ∞ with max 0≤i≤n−1
for all x ∈ I, since F ·, y 0 (·), y Therefore, according to Theorem 1.3, there exists an (n − 1) times continuously differentiable function u ∈ X such that Λ k y 0 → u as k → ∞ and
for each x ∈ I. Consequently, u is a solution to (1.1).
To prove the uniqueness, we will now verify that {g ∈ X | d(y 0 , g) < ∞} = X . For any g ∈ X , since g (i) is bounded on I for all i ∈ {0, 1, . . . , n − 1} and min x∈I ϕ(x) > 0, there exists a constant 0 < C g < ∞ such that
for any x ∈ I and all i ∈ {0, 1, . . . , n − 1}. Hence, we have d(g, y 0 ) < ∞ for all g ∈ X . Then, {g ∈ X | d(y 0 , g) < ∞} = X , which implies that u is the unique solution of Λu = u in X .
On the other hand, it follows from (2.2) that
for all x ∈ I. If we integrate each term in the above inequality from c to x for i times, then we obtain that
for any x ∈ I and i ∈ {1, 2, . . . , n}, where V 0 denotes identity mapping. Recall the definition of Λ, and thus
for each x ∈ I and i ∈ {0, 1, . . . , n − 1}.
Since for any i ∈ {0, 1, . . . , n − 1},
is bounded on I and min x∈I ϕ(x) > 0, there exists a positive constantK(K, ω 1 , ω 2 , . . . , ω n ) < ∞ such that d y(x), (Λy)(x) ≤K.
Finally, Theorem 1.3 together with the above inequality implies that
which completes our proof. Corollary 2.7. Assume that F : I × R n → R is a continuous function which satisfies the Lipschitz condition (2.1). If an n-times continuously differentiable function y(x) satisfies inequality (2.2) for each x ∈ I, then there exists an n times continuously differentiable function u : I → R which satisfies Eq. (1.1) and
for all x ∈ I, where ϕ satisfies condition (2.3) on I.
The following theorem is the main theorem of this paper which shows that condition (2.3) is not necessary. Theorem 2.8. Assume that F : I × R n → R is a continuous function which satisfies the Lipschitz condition (2.1). If an n-times continuously differentiable function y(x) satisfies
for each x ∈ I, where ϕ : I → (0, ∞) is a continuous function, then there exists an n times continuously differentiable function u : I → R which satisfies Eq. (1.1) and
for all x ∈ I, whereK(x) is a nonnegative function depending on ϕ(x) only.
Proof. Let K be an arbitrary positive number with KL < 1. Since ϕ(x) > 0 for every x ∈ I, we have sup x∈I ϕ(x) < ∞ and inf x∈I ϕ(x) > 0. Then for any given constant c ∈ [a, b], there exists a δ > 0 not depending on c such that
for every x ∈ [c − δ, c + δ] ∩ I and i ∈ {1, 2, . . . , n}. (Operator V depends on c.) Let {a 0 , a 1 , . . . , a m } be a partition of interval I with the properties: (i) a 0 = a, a m = b, and 0
According to Lemma 2.4 and Remark 2.6, there exists a unique n times continuously differentiable function u 1 (x) satisfying Eq. (1.1) and u
for every x ∈ I 1 . Similarly, by Lemma 2.4 and Remark 2.5, we obtain a unique solution u i ∈ X on I i , i ∈ {1, 2, . . . , m}, such that
for every x ∈ I i and
i−1 (a i−1 ) for every i ∈ {2, 3, . . . , m} and k ∈ {0, 1, . . . , n − 1}. Moreover, since
Now, we define u : I → R by u(x) = u i (x) on I i for each i ∈ {1, 2, . . . , m}. The function is well defined and is n times continuously differentiable.
If we defineK(x) :=K i on I i for each i ∈ {1, 2, . . . , m}, we have
for each x ∈ I, which completes the proof.
Let I denote either (−∞, b] or R or [a, ∞). We obtain the theorem for the case of unbounded intervals. Proof. It is not difficult to prove this corollary by using a similar technique of the proof of Theorem 3.2 in [23] and the result given in Theorem 2.8 in this paper.
As a corollary of Theorem 2.8, we prove the Hyers-Ulam stability of the differential equation (1.1) on a finite closed interval. 
for each x ∈ I and for some ε ≥ 0, then Eq. (1.1) has the Hyers-Ulam stability on I. 
, where δ = min Remark 2.13.
is not necessarily the best Hyers-Ulam stability constant of a differential equation of first order with the Lipschitz condition, e.g.
. For more detail concerning the best Hyers-Ulam stability constant, we refer to [13] .
Remark 2.14. When Lipschitz constant L = 0, Eq. (1.1) is equivalent to We investigated the stability of nonlinear equations of the form (1.1) in this paper, it is an open problem that whether it is possible to find some condition to ensure that the Hyers-Ulam stability holds for the case of general nonlinear differential equations in the form of F y (n) , y (n−1) , . . . , y ′ , y, x = 0.
