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The equations of motion of a point particle interacting with its own field are defined in terms of
a certain regularized self-field. Two of the leading methods for computing this regularized field are
the mode-sum and effective-source approaches. In this work we unite these two distinct regulariz-
ation schemes by generalizing traditional frequency-domain mode-sum calculations to incorporate
effective-source techniques. For a toy scalar-field model we analytically compute an appropriate
puncture field from which the regularized residual field can be calculated. To demonstrate the
method, we compute the self-force for a scalar particle on a circular orbit in Schwarzschild space-
time. We also demonstrate the relation between the worldtube and window function approaches to
localizing the puncture field to the neighborhood of the worldline and show how the method reduces
to the well-known mode-sum regularization scheme in a certain limit. This new computational
scheme can be applied to cases where traditional mode-sum regularization is inadequate, such as in
calculations at second perturbative order.
I. INTRODUCTION
With the age of gravitational wave astronomy almost
upon us, interest in the general relativistic two-body
problem has surged over the past decade. Two body sys-
tems are expected to be amongst the brightest sources
of gravitational waves. Despite this, waveform templates
are still required in order to accurately disentangle the
signal from the detector noise. There now exist a wide
range of approaches to modeling general relativistic two-
body systems, each applicable to a different regime of the
problem.
For the case where one of the components of the sys-
tem is substantially more massive than the other a per-
turbative treatment can be made, expanding in powers
of the mass ratio. Treating the smaller component as a
point particle, the first-order-in-the-mass-ratio dissipat-
ive dynamics are now well understood [1–3], and there
has been steady progress in understanding conservative
corrections to the orbital motion [4–8]. Knowledge of the
conservative dynamics has proven particularly fruitful, as
it has allowed for exchanges and comparisons with other
approaches to the two-body problem [9–12].
It has recently been proposed that the range of mass
ratios for which black hole perturbation theory is valid
may be broad enough to include so-called intermediate-
mass-ratio inspirals [12]. Excitingly, such systems are
candidates for detection in the forthcoming generation of
advanced gravitational wave observatories [13]. For fu-
ture space-based detectors, black hole perturbation the-
ory will be key to modeling so-called extreme-mass-ratio
inspirals [14].
In both cases it is desired to track the phase evolution
of the binary to order unity over many hundreds or thou-
sands of orbits [15]. To achieve such a high level of accur-
acy, it is necessary to include second-order-in-the-mass-
ratio corrections to the motion [16]. Beyond improved
waveform models, calculation of the second-order correc-
tions will provide another rich seam of information that
can be compared with results from other approaches to
the two-body problem. Such a calculation is also timely
as the theoretical framework required to make a second-
order-in-the-mass-ratio calculation has recently been laid
[17–19]. Before considering how to approach a second-
order calculation, it is instructive to review the methods
used at first order.
Owing to the point particle model, the first-order-
in-the-mass-ratio metric perturbation is divergent at
the particle’s location. The appropriate regularization
scheme to compute the backreaction, or self-force, on the
particle was first laid down by Mino, Sasaki and Tanaka
[20] and Quinn and Wald [21] and has been elucidated
upon by a number of authors since [22–24] (see Pois-
son et al. for a review [25]). The original regularization
scheme involved integrating the retarded Green function
from past infinity up to, but not including, the current
time. This formulation of the regularization procedure is
challenging to work with directly, though there has been
progress recently [26, 27]. Most self-force calculations
to-date have used reformulations of the original regular-
ization procedure. The particular details of each scheme
depend principally on how the metric perturbation is ob-
tained.
One option is to decompose the retarded metric per-
turbation into spherical-harmonic modes. One then finds
that the individual multipole modes of the metric per-
turbation are finite at the location of the particle. This
observation led to the development of the mode-sum reg-
ularization scheme, which subtracts an appropriate sin-
gular field from the retarded field mode-by-mode [28].
For perturbations of Schwarzschild spacetime such a de-
composition is also advantageous as the individual mul-
tipole modes of the metric perturbation decouple from
one another. In the axially symmetric Kerr spacetime
the multipole modes remain coupled and, though it is
possible to proceed with a calculation of this form [29],
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2researchers have devoted considerable effort into 2+1
and 3+1 decompositions. In these formulations the
retarded metric perturbation remains divergent at the
particle’s location and so, in order to compute the self-
force, effective-source approaches were devised [30–32].
In these approaches the singular component of the field
is approximated in a neighborhood of the particle. This
approximation is then used to construct a sourced field
equation, so that far from the particle the retarded field is
obtained and nearby the particle a residual field, loosely
the retarded field minus the singular field, is directly
solved for.
The effective-source approach has been successfully ap-
plied to 1+1 [32], 2+1 [33, 34] and 3+1 [35] schemes but
as yet has not been applied to frequency domain cal-
culations. The primary reason for this is that at first
order in the mass ratio it is not necessary; the met-
ric perturbation is finite at the particle within a fre-
quency domain decomposition1. At second order in the
mass ratio, even within a spherical-harmonic decomposi-
tion, the metric perturbation is divergent at the particle
and, as such, the mode-sum method cannot be applied.
Instead an effective-source approach must be pursued.
Furthermore, the effects of the second-order metric per-
turbation will be very small, being suppressed by two
orders of the mass ratio relative to test body effects.
This suggests a frequency domain treatment of the prob-
lem where one encounters ordinary differential equations
(ODEs) which are relatively easy to compute numeric-
ally to high accuracy. Another reason for considering
a frequency-domain approach is that time-domain codes
for evolving the Lorenz-gauge gravitational perturbation
equations exhibit instabilities in the monopole and di-
pole modes [34, 36]. Though there has been progress in
resolving these issues [34] there is currently no robust
formalism to stably evolve the low multipole modes in
the time domain. These three observations are the main
motivations for developing a frequency-domain effective-
source approach to self-force calculations.
To develop the method, we present in this work a toy
scalar-field calculation which provides a clear worked ex-
ample of our approach in Schwarzschild spacetime. In a
second paper we will apply the method to Lorenz gauge
gravitational perturbations [37]. The format of this paper
is as follows. In Sec. II we present the scalar field equa-
tions and their retarded solution. In Sec. III we provide a
brief overview of the mode-sum and effective-source ap-
proaches to regularization. In Sec. IV we demonstrate
how to apply the effective-source approach to frequency
domain calculations, presenting some sample results in
Sec. V. We then discuss, in Sec. VI, the relation between
the effective-source approach and the mode-sum method,
1 At first order in the mass ratio the effective-source approach is
not required within a 1+1 decomposition either. Vega & Det-
weiler [32] worked with a 1+1 decomposition as a toy model for
developing the effective-source approach.
showing how the latter can be derived from the former
by taking appropriate limits. We conclude with a few
remarks in Sec. VII.
Throughout this work we use geometrized units such
that the gravitational constant and the speed of light are
equal to unity. We denote the black hole’s mass by M ,
use metric signature (−+++) and use standard Schwar-
zschild coordinates (t, r, θ, ϕ).
II. SCALAR FIELD EQUATION AND
RETARDED SOLUTION FOR A PARTICLE ON A
CIRCULAR ORBIT
Consider a particle of mass µ carrying a scalar charge,
q, moving on a circular geodesic about a Schwarzschild
black hole. In this work we shall ignore the effects of
the particle’s gravitational self-interaction and focus on
the self-force arising from the particle’s scalar field. Fur-
thermore, we will not consider the backreaction to the
particle’s motion arising from this force. Instead we seek
to calculate the instantaneous force felt by a particle that
has spent its entire past history moving along a circular
orbit of fixed radius.
Let us denote the particle’s worldline by xµp (τ) and its
four-velocity by uµ = dxµp/dτ where τ is the particle’s
proper time. For a particle on a circular orbit of ra-
dius r = r0, u
r = 0 and, without loss of generality, we
shall assume the motion to be in the equatorial plane
(θ = pi/2, uθ = 0). Defining f ≡ 1− 2M/r, the particle’s
(specific) energy, E0 = −ut, and angular momentum,
L0 = uϕ, are given by
E0 = f0
(
1− 3M
r0
)−1/2
, L0 = r0
√
M√
r0 − 3M
, (2.1)
where hereafter a subscript “0” denotes a quantity’s value
at r = r0. The azimuthal frequency with respect to co-
ordinate time is given by
Ωϕ =
dϕp
dt
=
(
M
r30
)1/2
, (2.2)
and the azimuthal phase accumulates as ϕp(t) = Ωϕt.
As we are considering a scalar field theory, there is a
wide scope for choosing the field equation [38]. In this
work we proscribe that the particle’s scalar field, Φ, obeys
the field equation
Φ ≡ ∇α∇αΦ = −4piρ, (2.3)
where ∇ is the covariant derivative with respect to the
background metric and ρ is the particle’s scalar charge
density. Modeling the particle as a delta function along
its worldline gives
ρ(t, r, θ, ϕ) = q
∫
δ4(xµ − xµp (τ))[−g(x)]−1/2 dτ
=
q
r20u
t
δ(r − r0)δ(ϕ− ϕp)δ(θ − pi/2), (2.4)
3where g = −r4 sin2 θ is the metric determinant and the
t dependence comes through ϕp. The source can be de-
composed into spherical harmonic and frequency modes
in the form
ρ(t, r, θ, ϕ) =
∫ ∞∑
`=0
∑`
m=−`
ρˆ`m(r)Y`m(θ, ϕ)e
−iωt dω,
(2.5)
where Y`m(θ, ϕ) = cˆ`mP
m
` (cos θ)e
imϕ are the standard
scalar spherical harmonics with Pm` the associated Le-
gendre polynomial and cˆ`m =
√
2`+1
4pi
(`−m)!
(`+m)! . Our choice
of normalization for the spherical harmonics gives∮
Y`m(θ, ϕ)Y
∗
`′m′(θ, ϕ) dΩ = δ
`′
` δ
m′
m , (2.6)
where dΩ = sin θ dθdϕ, δn2n1 is the usual Kronecker delta
and a ∗ denotes complex conjugation. The periodicity of
the orbit implies that each Fourier mode frequency is an
integer multiple overtone of the base orbital frequency,
i.e., ω = nΩϕ for integer n. The radial dependence of
the source can then be calculated via
ρˆ`m(r) =
1
Tϕ
∫ Tϕ
0
∮
ρ cˆ`mP
m
` (cos θ)e
i(n−m)Ωϕt dΩdt
=
q
r20u
t
cˆ`mP
m
` (0)δ(r − r0)δnm, (2.7)
where Tϕ = 2pi/Ωϕ. We thus see that each azimuthal
mode contains a single Fourier harmonic of frequency
ωm = mΩϕ. (2.8)
Knowing the discrete spectrum of the source we can
write the field as a sum over spherical harmonic and Four-
ier modes in the form
Φ(t, r, θ, ϕ) =
∞∑
`=0
∑`
m=−`
φ`m(r)Y`m(θ, ϕ)e
−iωmt. (2.9)
Decomposing the wave operator into spherical harmonic
and frequency modes, and dividing by f , we define
`m ≡ d
2
dr2
+
2(r −M)
fr2
d
dr
+
1
f
(
ω2
f
− `(`+ 1)
r2
)
.
(2.10)
The field equation for the radial field, φ`m(r) is then given
by
`mφ`m = κ`mδ(r − r0), κ`m = − 4piqE0r20
cˆ`mP
m
` (0).
(2.11)
This equation can be solved for mode-by-mode, with the
retarded solution constructed by selecting appropriate
boundary conditions on the horizon and at spatial in-
finity. As the source is confined to the equatorial plane,
only the modes with `+m even contribute to the sum in
Eq. (2.9).
Let us denote the inner and outer homogeneous solu-
tions to Eq. (2.11) by φ˜− and φ˜+, respectively. For the
radiative modes (m 6= 0) we introduce the tortoise radial
coordinate, r∗, defined by dr∗dr = f
−1, giving explicitly
r∗ = r + 2M log
( r
2M
− 1
)
, (2.12)
where we have specified the constant of integration such
that r∗ and r coincide at r∗ = r = 4M . In this coordinate
system spatial infinity is at r∗ =∞ and the event horizon
is at r∗ = −∞. The asymptotic boundary conditions for
the retarded field are then given by
φ˜`m(r∗ → ±∞) = e±iωr∗ , (2.13)
which ensures radiation is outgoing at spatial infinity and
ingoing at the event horizon. In general there are no
closed form solutions for the radiative modes, and so we
will solve for these modes numerically as we describe be-
low in Sec. V.
The time independence of the static (m = 0) modes
implies that the advanced and retarded solutions are the
same with regularity at the boundaries being sufficient
to select the correct homogeneous solutions. In this case
it is also possible to give analytic solutions:
φ˜+`0 = Q`(r/M − 1), (2.14)
φ˜−`0 = P`(r/M − 1), (2.15)
where P` and Q` are the Legendre polynomials of the
first and second kinds, respectively.
For both the radiative and static modes the inhomo-
geneous solution to Eq. (2.11) can be constructed via the
standard variation of parameters approach. With this
method the retarded inhomogeneous field, φret`m, is con-
structed via
φret`m(r) = c
+ret
`m (r)φ˜
+
`m(r) + c
−ret
`m (r)φ˜
−
`m(r). (2.16)
The weighting functions, c±ret`m (r), are given by
c+ret`m (r) =
∫ r
2M
φ˜−`m(r
′)
W (r′)
Sret`m dr
′, (2.17)
c−ret`m (r) =
∫ ∞
r
φ˜+`m(r
′)
W (r′)
Sret`m dr
′, (2.18)
where the source Sret`m = κ`mδ(r − r0) and W (r) is the
Wronskian of homogeneous solutions
W (r) = φ˜−`mφ˜
+
`m,r − φ˜+`mφ˜−`m,r. (2.19)
The delta function in the source means the integration
can be done analytically and the inhomogeneous solution
can be written explicitly as
φret`m(r) =
{
φ+ret`m (r) r ≥ r0,
φ−ret`m (r) r ≤ r0,
(2.20)
where
φ±ret`m = c
±
`m0φ˜
±
`m , with c
±
`m0 = κ`m
φ˜∓`m0
W0
, (2.21)
and W0 is the Wronskian evaluated at r = r0.
4III. REGULARIZATION
An appropriate regularization procedure for calculat-
ing the self-force on a point particle coupled to a scalar
field in a curved spacetime was first given by Quinn [38].
Later, Detweiler and Whiting gave an alternative per-
spective to regularization [22]. In their description the
self-force is computed from a regular field, ΦR, via
F selfα (xp) = q∇αΦR(xp). (3.1)
The regular field is constructed by subtracting an appro-
priate singular field, ΦS , from the usual retarded field
Φret, i.e.,
ΦR(xp) = lim
x→xp
[
Φret(x)− ΦS(x)] . (3.2)
The precise construction of an appropriate singular field
is discussed at length in Refs. [22, 25]. One of the key
features of the three fields Φret/R/S is that they obey the
field equations
Φret/S = −4piρ , ΦR = 0, (3.3)
from which we see that both Φret and ΦS diverge in the
same way at the particle’s location, whereas their differ-
ence, ΦR, remains finite. From Eqs. (3.1) and (3.2) we
can write the self-force as
F selfα (xp) = q lim
x→xp
[∇α(Φret(x)− ΦS(x))]
= lim
x→xp
[
F retα (x)− FSα
(
x)], (3.4)
where
F ret/Sα (x) ≡ q∇αΦret/S(x). (3.5)
The divergence of Φret/S at the particle makes this equa-
tion challenging to work with directly and so over the
years it has been recast into forms more amenable to
practical calculation. Two of these recastings, the mode-
sum scheme and effective-source approach, we discuss
now.
A. Mode-sum scheme
The first step in the mode-sum approach to practical
regularization is to decompose the right hand side of
Eq. (3.4) into spherical-harmonic modes. The key fea-
ture of this decomposition is that the two angular integ-
rals “smooth out” the delta-function source so that the
individual multipole modes of the field and its derivatives
are finite at the particle’s location. Explicitly we have
F selfα (xp) = lim
x→xp
∞∑
`=0
[
F (ret)`α (x)− F (S)`α (x)
]
, (3.6)
where a superscript ` denotes a quantity’s decomposition
into spherical-harmonic modes and summed over m, i.e.,
F (ret/S)`α =
∑`
m=−`
Y`m(pi/2, ϕp)
∮
F ret/Sα Y
∗
`m(θ, ϕ) dΩ.
(3.7)
In taking the limit to the worldline in Eq. (3.6) some care
is required. Though the individual `-mode contributions
F
(ret/S)`
α are finite at the particle, in general, their sided
limits r → r±0 give two different values, which we denote
by F
(ret/S)`
α± , respectively. For circular orbits there is no
closed-form solution for F retα , and typically it is computed
numerically. The singular field, on the other hand, is
amenable to an analytical treatment. The local structure
of the singular field was first analyzed by Mino et al. [20],
and the mode-sum method was developed shortly after
by Barack and Ori [28]. The formula they obtained for
the regularized field and self-force is given by
ΦR(xp) =
∞∑
`=0
(
Φret` −Bfield − CfieldL−1
)
, (3.8)
F selfα (xp) =
∞∑
`=0
(
F
(ret)`
α± −Aα±L−Bα − CαL−1
)
,
(3.9)
where α = {t, r, θ, ϕ} and L = 2`+ 1. The `-independent
A,B,C are known as regularization parameters and their
value is known for generic geodesic orbits in Schwarz-
schild [28] and Kerr spacetime [39]. In general Cα =
Cfield = 0 and, for circular orbits, the other nonzero reg-
ularization parameters are given by
A±r = ∓ q
2
2r20
E0
f0V
, (3.10)
Br =
q2
r20
E20 [E(w)− 2K(w)]
pif0V 3/2
, (3.11)
Bfield = q
2K(w)
pi
√
L20 + r20
, (3.12)
where K(w) =
∫ pi/2
0
(1 − w sin2 θ)−1/2 dθ and E(w) =∫ pi/2
0
(1−w sin2 θ)1/2 dθ are the complete elliptic integrals
of the first and second kinds, respectively, and
w ≡ L
2
0
L20 + r20
, V ≡ 1 + L
2
0
r20
. (3.13)
As the series in Eqs. (3.8) and (3.9) is truncated at `−1,
the residual series converges like `−2. It is possible to de-
rive higher-order regularization parameters that serve to
increase the convergence rate of the mode-sum. It is com-
mon practice in mode-sum calculations to fit for these
terms numerically. Analytically, Detweiler et al. [40]
made the first calculation of a higher-order parameter
for a scalar particle on a circular orbit about a Schwarz-
schild black hole, and recently Heffernan et al. computed
5the next 3 or 4 parameters for scalar, electromagnetic
and gravitational particles for generic geodesic motion in
Schwarzschild [41] and Kerr geometry [42].
B. Effective-source approach
The effective-source approach provides an alternat-
ive method for handling the divergence of the retarded
field. Rather than first computing the retarded field and
then subtracting the singular piece as a postprocessing
step, one can instead work directly with an equation for
the regular field. This idea, independently proposed by
Barack and Golbourn [30] and by Vega and Detweiler
[32] has the distinct advantage of involving only regu-
lar quantities, making it applicable in a wider variety of
scenarios than the mode-sum scheme.
Using Eq. (3.2) to rewrite Φret in terms of ΦR and ΦS ,
we can rewrite Eq. (2.3) as
ΦR = (Φret − ΦS)
= −4piρ−ΦS . (3.14)
If ΦS is exactly the Detweiler-Whiting singular field, then
the two terms on the right hand side of this equation can-
cel and ΦR would be a homogeneous solution of the wave
equation. However, one typically does not have access
to an exact expression for ΦS . Indeed, the Detweiler-
Whiting singular field is defined through a Hadamard
parametrix which is not even defined globally. Instead,
the best one can typically do is a local expansion which
is valid only in the vicinity of the worldline. Denoting
an approximation to ΦS by ΦP , the corresponding ap-
proximate regular field is a solution of the sourced wave
equation with an effective source given by
Seff = −4piρ−ΦP . (3.15)
This effective source is finite everywhere, but has limited
differentiability on the worldline.
An additional level of complexity arises from the fact
that the approximation to the singular field is valid only
in the vicinity of the worldline. To avoid ambiguities
in its definition far from the worldline, one must ensure
that the singular field goes to zero there. This is most
easily achieved by multiplying ΦP by a window function,
W, with properties such that multiplying it by ΦP only
modifies terms higher order in the local expansion about
the worldline than those which are explicitly given in ΦP .
In our particular case, it suffices to choose W such that
W(xp) = 1, W ′(xp) = 0, W ′′(xp) = 0 and W = 0 far
away from the worldline. The residual field then obeys
Φres = −4piρ−(WΦP ) ≡ Seff, (3.16)
and has the properties
Φres(xp) = Φ
R(xp), ∇αΦres(xp) = ∇αΦR(xp),
Φres(x) = Φret(x) for x 6∈ supp(W). (3.17)
As the residual field coincides with the retarded field
far from the particle we can use the usual retarded field
boundary conditions when solving Eq. (3.16).
IV. EFFECTIVE SOURCE IN THE
FREQUENCY DOMAIN
We now describe the application of the effective-source
approach to frequency-domain calculations of the self-
force. We first compute a suitable puncture. We
then show how to compute the effective source using a
worldtube-like window function. Finally we demonstrate
how the effective-source method can be used to construct
the residual field.
A. Construction of the puncture field
We seek a suitable radial puncture function φP`m which
must satisfy the property that when summed over spher-
ical harmonic `,m modes it agrees with the Detweiler-
Whiting singular field and its first derivative when evalu-
ated on the worldline. To construct an appropriate punc-
ture function, we begin with a local coordinate series ap-
proximation to the Detweiler-Whiting singular field, ob-
tained in terms of Riemann normal coordinates centered
on the particle’s worldline using the methods of Ref. [41].
We then adapt methods developed for the mode-sum reg-
ularization approach [39, 41, 43, 44] to analytically de-
compose the result into spherical-harmonic modes. Fi-
nally, we transform the spherical-harmonic components
to components in the unrotated coordinate frame.
1. Riemann normal coordinate expansion of the
Detweiler-Whiting singular field
Using (r, θ′, ϕ′) to represent the spherical coordinates
in a rotated coordinate system, we orient the coordin-
ates such that the particle is instantaneously located at
(r0, 0, 0) and the tangent to its worldline is pointing along
the θˆ′ direction. Using (r, θ, ϕ) to represent the stand-
ard spherical coordinates where the worldline is on the
equator, (r0, pi/2, ϕp), the two coordinate systems are re-
lated by
sin θ cos(ϕ− ϕp) = cos θ′,
sin θ sin(ϕ− ϕp) = sin θ′ cosϕ′,
cos θ = sin θ′ sinϕ′. (4.1)
This is equivalent to a rotation by Euler angles
(ϕp, pi/2, pi/2). The first rotation (by an angle ϕp around
the z-axis) ensures that the particle is at ϕ = 0, the
second rotation (by pi/2 about the new y-axis) aligns the
north pole with the particle’s position, and the third rota-
tion (by pi/2 about the new z-axis) orients the coordin-
ates such that the tangent to the worldline is pointing
along θˆ′.
6Working in these rotated coordinates, a coordinate
series approximation to the Detweiler-Whiting singular
field may generally be written in a way such that all terms
have the form A
(n+m)
i1···im ρ
n
0 ∆x
i1 · · ·∆xim , where A(n+m)i1···im is
a function of the worldline parameters only, m+n is the
order of the term in the expansion, n is odd,
ρ20 ≡ (gij + uiuj)∆xi∆xj = B(δ2 + 1− cos θ′), (4.2)
∆xi ≡ (r − r0, 2 sin θ′2 cosϕ′, 2 sin θ
′
2 sinϕ
′), B is a func-
tion of the particle’s position, four-velocity and sin2 ϕ′,
and δ2 ∝ ∆r2 with the proportionality constant depend-
ing on B and sin2 ϕ′.
For our frequency-domain effective source, it suffices
to keep only the leading two orders in the expansion so
that it has the form
ΦP = q
(
1
ρ0
+
1
ρ30
Aijk∆x
i∆xj∆xk
)
. (4.3)
This approximation is sufficient for directly computing
the regularized self-force without any postprocessing reg-
ularization step. The effect of neglecting the higher-order
terms in the expansion is to limit the mode-sum to quad-
ratic — as opposed to exponential — convergence. While
it would be possible to include the higher-order terms in
the puncture to improve convergence, it turns out not to
be necessary to do so. As we show later, a better solution
in terms of computational efficiency is to use the standard
mode-sum regularization parameters given in Ref. [41].
2. Spherical-harmonic decomposition
We next seek to decompose this puncture into
spherical-harmonic modes labeled by ` and m′. This pro-
ceeds in the same spirit as the standard approach to the
computation of regularization parameters [41]. The ad-
vantage of working in a rotated coordinate frame is now
apparent; only the m′ = 0 spherical-harmonic modes are
nonvanishing on the polar axis2 so we can obtain an ap-
proximate decomposition valid near the worldline by con-
sidering only m′ = 0. We therefore need to compute the
integrals
φPl,m′=0(t, r) =
∫ pi
−pi
∫ pi
0
ΦP (t, r, θ′, ϕ′)Y ∗l,m′=0(θ
′, ϕ′)dΩ
=
√
2`+ 1
4pi
∫ pi
−pi
∫ pi
0
ΦP (t, r, θ′, ϕ′)P`(cos θ′)dΩ.
(4.4)
2 Strictly speaking, since the effective source involves a second-
order differential operator acting on φP`m one would also require
the modes m′ = ±1,±2. However, that turns out not to be
the case here; the spatial portion of the wave operator depends
only on `, and the time derivatives are given analytically by
multiplication by −iωm.
The integrals over θ′ are most easily computed by find-
ing expansions of odd-integer powers of ρ0 in terms of Le-
gendre polynomials [40]. Using the generating function
for the Legendre polynomials we can expand the right
hand side of Eq. (4.2) to get
ρn0 = B
n/2
∑∞
`=0An/2` (δ)P` (cos θ′) . (4.5)
The integration is then trivially given by the orthogon-
ality relations∫ 1
−1
P` (x)P`′ (x) dx =
2
2`+ 1
δ``′ . (4.6)
In the traditional mode-sum regularization approach, at
this point one would evaluate this at δ = 0. How-
ever, since we require an extended puncture function in
a neighborhood of the worldline we instead use a power
series in δ. For the second-order puncture, the required
expansions are
A−1/2` (δ) =
√
2− (2`+ 1)δ +O(δ2),
A−3/2` (δ) =
2`+ 1
δ
+O(1). (4.7)
The integration over the azimuthal angle, ϕ′, now re-
duces to integrals which either vanish or contain only in-
teger and half-integer powers of χ ≡ 1 − k2 sin2 ϕ′, with
k being a function of the particle’s position and four-
velocity. These integrals all yield hypergeometric func-
tions
1
2pi
∫ 2pi
0
χ−ndϕ′ = 2F1(n,
1
2
; 1; k) ≡ Fn(k). (4.8)
For integer powers, these may be trivially evaluated as
polynomials in k and (1−k)−1/2. For n = ± 12 , the integ-
rals are complete elliptic integrals of the first and second
kinds, respectively. For all other half-integer n, the hy-
pergeometric functions can be manipulated to the com-
plete elliptic integral form using the recurrence relation
in Eq. (15.2.10) of [45],
Fp+1(k) = p− 1
p (k − 1)Fp−1(k) +
1− 2p+ (p− 12) k
p (k − 1) Fp(k).
(4.9)
The final result is an expression for φPl,m′=0(t, r) as a
power series in ∆r with coefficients which depend on the
worldline both explicitly and through complete elliptic
integrals whose arguments are functions of the worldline.
3. Rotation of the coordinate system
The final step in the construction of the puncture is the
conversion of the spherical-harmonic components in the
rotated coordinate frame to components in the unrotated
frame. Under a rotation of the coordinate system which
7is represented by the Euler angles α, β, γ, the spherical-
harmonic components transform according to
φ`m =
∑`
m′=−`
D`mm′(α, β, γ)φ`m′ , (4.10)
where D`mm′(α, β, γ) is the Wigner-D matrix [46]. Here,
we use the convention that the Euler angles correspond
to a z − y − z counterclockwise rotation and our con-
vention3 for D`mm′(α, β, γ) is consistent with Rose [48].
Using these conventions, the Wigner-D matrix satisfies
D`m1m2(α, β, γ) = e
−im1α−im2γD`m1m2(0, β, 0). (4.11)
Since we are including only the m′ = 0 modes, we require
the Wigner-D matrix only with m′ = 0, in which cases
it is most conveniently written in terms of the spherical
harmonics.
D`m0(α, β, γ) =
√
4pi
2`+ 1
Y ∗`m(β, α). (4.12)
We are interested in the particular rotation by the angles
(ϕ0, pi/2, pi/2) in which case things simplify even further
and the nonconstant piece of the rotation is a trivial
phase factor,
D`m0(ϕ0, pi/2, pi/2) =
√
4pi
2`+ 1
Y`m(pi/2, 0)e
−imϕ0 .
(4.13)
4. Puncture for circular orbits in Schwarzschild spacetime
For the case of a particle in a circular orbit in Schwar-
zschild spacetime, the local expansion of the three-
dimensional puncture has the simple expression
ΦP =q
{
1
ρ0
+
1
ρ30
[
M
2(r0 − 2M)2 ∆r
3
+
(
2r0 − 4r0(r0 − 2M)
r0 − 3M χ
)
∆r sin2
θ′
2
]}
,
(4.14)
where
ρ20 =
r0
r0 − 2M∆r
2 +
2r20(r0 − 2M)
r0 − 3M χ(1− cos θ
′), (4.15)
and χ ≡ 1− Mr0−2M sin2 ϕ′. We then have that
δ2 =
(r0 − 3M)∆r2
2r0(r0 − 2M)2χ, (4.16)
3 This convention is different from that of Mathematica [47] and
Wigner [46]. Our D`
mm′ (α, β, γ) is related to theirs by a change
in the signs of m and m′ [48].
and
B =
r0∆r
2
(r0 − 2M)δ2 . (4.17)
Decomposing this puncture into spherical harmonics,
we obtain the approximate spherical-harmonic modes of
the puncture in the rotated frame as
φP`,m′=0 =q
√
4pi
2`+ 1
{
− (2`+ 1)|∆r|
2r0(r0 − 2M)
√
1− 3M
r0
+
1
pir0
√
r0 − 3M
r0 − 2M
[
2K +
(E − 2K)
r0
∆r
]}
,
(4.18)
where, recall, K and E are the complete elliptic integrals
of the first and second kinds, respectively, with argument
M/(r0 − 2M).
To relate this to the puncture in regular Schwarzschild
coordinates where the particle is on the equatorial plane,
we simply multiply by the Wigner-D matrix. We then
find that the rotation gives the puncture for the m 6= 0
modes as a simple rescaling of the m = 0 mode:
φP`m(t, r) =
(√
4pi
2`+ 1
Y`m(pi/2, 0)
)
eimΩϕtφP`,m′=0,
(4.19)
where there is no sum over `,m. Finally, the explicit
dependence on t here makes a further decomposition into
Fourier modes trivial:
φP`m(r) =
1
2pi
∫ ∞
−∞
φP`m(t, r)e
−iωtdt
= δ(ω −mΩϕ)φP`m(0, r). (4.20)
B. Construction of the effective source
There is considerable freedom in the choice of window
function, W, used to confine the definition of the punc-
ture to the neighborhood of the worldline. The most
straightforward option is to use a simple Gaussian win-
dow function. This choice is simple to implement and al-
lows for a smooth transition from the residual field near
the particle to the retarded field far away. The downside
is that it leads to a noncompact effective source, which
formally leads to an integral over an infinite domain when
using the method of variation of parameters to construct
the inhomogeneous fields. One alternative would be to
use the window function of Vega et al. [49] which leads
to a compact effective source and allows for a smooth
transition from the residual to the retarded field. An-
other alternative, which also provides a compact source,
is to use the worldtube approach of Barack and Golbourn
[30]. In this work we opt to use the latter technique but
we approach it from a window function point of view.
In doing so we concretely identify the equivalence of the
window function and worldtube approaches.
8Making use of the Heaviside Π function defined by
Π(x) =
{
1 |x| < 1/2,
0 |x| > 1/2, (4.21)
we define our window function to extend from r = ra <
r0 to r = rb > r0,
W = Π(x(r)) where x(r) = r − (rb + ra)/2
rb − ra . (4.22)
The effective source is then given by
Seff`m =κ`mδ(r − r0)−`m(WφP`m)
≡SI`mΠ(x) + SB`m, (4.23)
where we have separated the effective source into two
terms, one coming from the interior of the puncture re-
gion and the other from the boundary. In Schwarzschild
spacetime, these two terms are given explicitly by
SI`m = κ`mδ(r − r0)−
d2φP`m
dr2
− 2(r −M)
fr2
dφP`m
dr
− 1
f
(
ω2m
f
− `(`+ 1)
r2
)
φP`m = κ`mδ(r − r0)−`mφP`m, (4.24)
SB`m = −
[
δ′ (xa) + δ′ (−xb)
(rb − ra)2 +
2(r −M) (δ (xa)− δ (xb))
fr2(rb − ra)
]
φP`m −
2 (δ (xa)− δ (xb))
rb − ra
dφP`m
dr
, (4.25)
where
xa =
ra − r
ra − rb , xb =
rb − r
ra − rb . (4.26)
and a prime denotes differentiation with respect to the
argument. Note that the term involving δ(r − r0) can
be ignored in practice as it exactly cancels an equal term
contained inside `mφP`m.
C. Construction of the residual field
In constructing the inhomogeneous residual field we
once again turn to the variations of parameters approach.
Using the two homogeneous fields as a basis, the inhomo-
geneous solution is constructed via
φres`m(r) = c
+res
`m (r)φ˜
+
`m(r) + c
−res
`m (r)φ˜
−
`m(r), (4.27)
where recall φ˜−`m and φ˜
+
`m are the inner and outer ho-
mogeneous solutions to the radial equation (2.11). The
weighting functions, c±res`m (r), are given by
c+res`m (r) =
∫ r
2M
φ˜−`m(r
′)
W (r′)
Seff`m dr
′, (4.28)
c−res`m (r) =
∫ ∞
r
φ˜+`m(r
′)
W (r′)
Seff`m dr
′, (4.29)
where W (r) is the Wronskian of homogeneous solutions.
In general we only have access to φ˜±`m numerically. The δ
and δ′’s that appear in SB`m make it challenging to numer-
ically evaluate the weighting functions c±res`m . Instead, we
analytically determine the contributions from the δ and
δ′’s, as functionals of φ˜±`m, which leaves the remaining
contribution free of singularities and accessible to stand-
ard numerical integration routines. Splitting the effective
source into boundary and interior terms, as in Eq. (4.23),
and integrating the term containing SB`m against some
test function, g(r), gives a practical formula for comput-
ing the weighting functions:
c+res`m (r) =

0 r < ra
LB`m[φ
−
`m/W ] ra ≤ r < rb
LB`m[φ
−
`m/W ] +R
B
`m[φ
−
`m/W ] r ≥ rb
+ Π(x(r))
∫ r
ra
φ˜−`m
W
SI`m dr
′, (4.30)
c−res`m (r) =

0 r > rb
RB`m[φ
+
`m/W ] rb ≥ r > ra
LB`m[φ
+
`m/W ] +R
B
`m
[
φ+`m/W
]
r ≤ ra
+ Π(x(r))
∫ rb
r
φ˜+`m
W
SI`m dr
′, (4.31)
where the functionals LB`m and R
B
`m are given by
LB`m[g(r)] =
∫ r+a
r−a
g(r)SB`m dr
= α`m(ra)g(ra) + β`m(ra)g
′(ra), (4.32)
RB`m[g(r)] =
∫ r+b
r−b
g(r)SB`m dr
= −α`m(rb)g(rb)− β`m(rb)g′(rb), (4.33)
with
α`m(x) = − 2(x−M)
x(x− 2M)φ
P
`m(x)−
dφP`m
dr
(x), (4.34)
β`m(x) = φ
P
`m(x). (4.35)
Splitting things in this way yields an interesting insight
into the effective-source method. By integrating the δ-
function terms analytically, we find that the scaling coef-
ficients are equivalent to worldtube jumps. The window
function scheme of Vega and Detweiler is in fact equival-
ent to Barack and Golbourn’s worldtube method when
9one makes the particular choice of window function given
in Eq. (4.22).
Outside the source region the weighting coefficients are
constants given by
c−res`m (r) =
{
c−`m0 r ≤ ra
0 r > rb
, (4.36)
c+res`m (r) =
{
0 r < ra
c+`m0 r ≥ rb
. (4.37)
We thus see that outside the source region the residual
field and the retarded field coincide.
The source we have used in this work is sufficiently
regular to allow for the calculation of the radial self-force
by simply taking the derivative of the residual field at the
particle. Differentiating Eq. (4.27) and using the defini-
tion of c±res`m from Eqs. (4.28) and (4.29) gives this deriv-
ative as
φres
′
`m (r) = c
+res
`m (r)φ˜
+′
`m(r) + c
−res
`m (r)φ˜
−′
`m(r), (4.38)
where the terms proportional to c±res
′
`m (r) have cancelled.
V. NUMERICAL IMPLEMENTATION AND
RESULTS
The scalar-field self-force for a particle moving on a
circular orbit about a Schwarzschild black hole was first
calculated by Burko [50]. Explicit numerical results can
be found in the work of Diaz-Rivera et al. [51]. In both
works the retarded field was calculated numerically and
regularized using the mode-sum scheme. In this work
our goal is to demonstrate that our approach gives the
same results. Our numerical scheme is described below;
afterwards we present some sample results.
A. Numerical algorithm
The following steps describe how we compute the re-
sidual and retarded fields in practice.
1. (For m 6= 0) Construct the boundary conditions at
r = rout and r = rin as described in Appendix A.
2. (For m 6= 0) Using standard ODE integration
routines, numerically solve the homogeneous radial
equation (2.11) for φ˜±`m between the boundaries and
r = ra. Let us denote the value of the field and its
radial derivative at r = ra by φ˜
±
`ma and φ˜
±
`ma
′ re-
spectively.
3. (For m 6= 0) Numerically solve the following
coupled set of ordinary differential equations
`mφ˜±`m = 0, (5.1)
dc±`m
dr
=
φ˜±`m
W
SI`m, (5.2)
from r = ra to r = rb with boundary conditions
φ˜±`m(ra) = φ˜
±
`ma, φ˜
±
`m
′(ra) = φ˜±`ma
′, c±`m(ra) = 0.
Let c±`mb ≡ c±`m(rb), LB±`m ≡ LB`m(φ˜±`m/W ) and
RB±`m ≡ RB`m(φ˜±`m/W ). The residual field weight-
ing coefficients are then given by
c+res`m (r) =

0 r < ra,
LB+`m + c
+
`m(r) ra ≤ r < rb
LB+`m +R
B+
`m + c
+
`mb rb ≥ r
, (5.3)
c−res`m (r) =

0 r > rb,
c−`mb +R
B−
`m − c−`m(r) rb ≥ r > ra
LB−`m +R
B−
`m + c
−
`mb r < ra
, (5.4)
4. (For m = 0) The homogeneous radial fields are
given analytically by Eqs. (2.14) and (2.15). The
residual field weighting coefficients are directly
computed using Eqs. (4.30) and (4.31).
5. The residual radial field, φres`m, is then construc-
ted via Eq. (4.27). If the radial derivative is re-
quired Eq. (4.38) is used. The full residual field is
constructed using Eq. (2.9) with the replacement
φ`m(r) → φres`m(r). As our scalar field is real the−m contributions to the sum are simply the com-
plex conjugate of the +m solutions.
6. For comparison, the retarded radial field, φret`m, is
constructed via Eq. (2.20) and the individual `-
modes of Eq. (2.9) (with the replacement φ`m(r)→
φret`m(r)) are regularized using Eqs. (3.8) and (3.9).
B. Results
Using the above algorithm we can compute the resid-
ual field at r = r0. We find the result of this calculation
agrees with the value of the regularized field, computed
via the standard mode-sum approach, to a relative ac-
curacy of better than 10−11. Furthermore, the puncture
we have provided in this work is sufficiently regular to
allow for the calculation of the radial self-force. By tak-
ing the radial derivative of the residual field at r = r0 we
find our method computes the radial self-force to a relat-
ive accuracy of better than 10−9. In Table I we present
some sample results.
A key consideration in our calculation is the place-
ment of the puncture boundaries ra and rb. Formally,
so long as 2M < ra < r0 < rb the precise location
of the boundaries will not effect the computed value of
the self-force. In our practical numerical implementation
though we find it best to arrange the boundaries such
that |r0−r{a,b}| < 3M and ra > 3M . Placing the bound-
aries within these constraints we find that the error in the
computed self-force remains essentially constant (and in
line with the results presented in Table I). The reason
we find it necessary to place these constraints is that the
magnitude of the effective-source grows rapidly beyond
this region and this causes difficulties for our numerical
10
r0/M eff. source×103 mode-sum×103 rel. diff.
Φres0 6 5.454828078581 5.454828078597 3× 10−12
∂rΦ
res
0 6 0.16772830795 0.16772830804 5× 10−10
Φres0 10 −1.049793165979 −1.049793165983 4× 10−12
∂rΦ
res
0 10 0.013784482250 0.013784482234 2× 10−09
Table I. Sample results at r0 = 6M and r0 = 10M . In
both cases thirty `-modes were computed and the effective-
source boundaries where placed at r0±2M . The third column
gives the results of a C-code using the effective-source scheme
presented in this work. The data in the fourth column was ob-
tained using the same code to compute the retarded field and
regularizing using the standard mode-sum procedure. The
fifth column shows the relative difference between the results
of the two calculations. For both orbits our results agree with
those of Diaz-Rivera et al. [51]. Note that the data in this
table has been adimensionalized (i.e., Φres0 here ≡M/q×Φres0 ).
routines. If a wider source region is required then there
are two immediate strategies that present themselves.
Firstly, a higher-order puncture could be used in con-
structing the effective-source. This would act to smooth
out the effective-source and could widen the region where
it is small in magnitude. Secondly, an alternative win-
dow function would be employed that would attenuate
the magnitude of the source away from the particle. If
a formally compact source is not required then a simple
Gaussian window-function might be suitable. Otherwise
a compact smoothly attenuating source, such as that
given in Ref. [49], could be used. In this work we em-
ployed a Heaviside Π function in order to make clear the
connection between the window function and worldtube
approaches. In other numerical schemes there may be
more appropriate choices of window function.
For both the effective-source and mode-sum calcu-
lations the higher-order regularization parameters of
Ref. [41] were used to accelerate the convergence of `-
mode sum. We envisage such an approach could be taken
with a second-order-in-the-mass-ratio gravitational cal-
culation; once the effective-source method has rendered
the `-modes of the fields finite, regularization parameters
could be derived to increase the convergence rate of the
`-mode sum.
In Fig. 1 we plot the retarded, residual and regularized
field value for the (`,m) = (1, 1) mode for a sample or-
bit. The inset plot demonstrates the agreement between
the regularized field calculated using the mode-sum and
effective-source approaches.
VI. RELATION BETWEEN THE PUNCTURE
SCHEME AND THE MODE-SUM METHOD: THE
“ZERO-WIDTH WORLDTUBE” APPROACH
We now show that by carefully taking the limits ra →
r0 and rb → r0 the usual mode-sum regularization pro-
cedure can be recovered from the above effective-source
scheme. We also develop a “zero-width worldtube” ap-
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Figure 1. The (`,m) = (1, 1) retarded and residual fields and
the regularized field value for a particle at r0 = 6M . The
puncture boundaries are placed at ra = 4M and rb = 8M .
The dashed (red) curve shows the retarded field. Overlaid,
the solid (blue) curve shows the residual field. Outside the
puncture region the retarded and residual fields coincide. At
r = r0 the residual field takes the value of Φ
reg
11 ≡ Φret11 −
Bfield ≈ 2.17628 × 10−3. The inset plot shows the difference
between the residual and regularized field value (solid, blue
curve). Also shown in the inset is the derivative of the residual
field at r = r0 (dashed, red line). The slope of this line
(≈ −2.72955×10−4) gives the ` = 1 contribution to the radial
self-force (there is no contribution from the (`,m) = (1, 0)
mode as only the ` + m = even modes are non-zero).
proach in which we use alternative weighting coefficients
to rescale the homogeneous fields to give the regular field
on the worldline, without first having to construct the
retarded field. In the proceeding discussion we find it
useful to make the following definitions:
c+R`m0 ≡ LB`m
[
φ˜−`m
W
]
ra=r
−
0
, c−R`m0 ≡ RB`m
[
φ˜+`m
W
]
rb=r
+
0
,
c+S`m0 ≡ RB`m
[
φ˜−`m
W
]
ra=r
±
0
, c−S`m0 ≡ LB`m
[
˜φ`m
+
W
]
rb=r
±
0
.
(6.1)
The + and − superscripts on r0 indicate that the at-
tached quantity should be evaluated by taking the ap-
propriate directed limit to the worldline. The r±0 cases
can be evaluated in either direction so long as the direc-
tion is taken consistently for both c+S`m0 and c
−S
`m0.
By comparing Eqs. (2.21) and (2.16) and considering
Eqs. (4.30) and (4.31) in the limit of {ra, rb} → r0 we can
write the retarded field scaling coefficients, c±`m0, in terms
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of the puncture boundary functionals in the following way
c±`m0 = c
±R
`m0 + c
±S
`m0
=
[
α`m(r
−
0 )− α`m(r+0 )
] φ˜∓`m0
W0
+
[
β`m(r
−
0 )− β`m(r+0 )
]( φ˜∓`m
W
)′
r=r0
=
[
φ′P`m(r
+
0 )− φ′P`m(r−0 )
] φ˜∓`m0
W0
= κ`m
φ˜∓`m0
W0
, (6.2)
where the third equality is seen to follow from Eqs. (4.34)
and (4.35) and the fourth equality is obtained by ex-
plicitly substituting for φ′P`m. The retarded field at the
particle is then given, as before, by
φret`m0 = c
+
`m0φ˜
+
`m0 = c
−
`m0φ˜
−
`m0
= κ`m
φ˜+`m0φ˜
−
`m0
W0
. (6.3)
A more interesting use of the weighting coefficients
defined above is to construct the regular field at the loca-
tion of the particle. By examining Eqs. (4.30) and (4.31)
it can be seen that the regular field at the particle, φR`m0,
is given by
φR`m0 = c
+R
`m0φ˜
+
`m0 + c
−R
`m0φ˜
−
`m0. (6.4)
We call this method for calculating the regular field on
the worldline the “zero-width worldtube” approach. We
now show that this is identical to the usual mode-sum
method and highlight an interesting property of the ra-
dial puncture. Using Eqs. (6.1) and (4.32), φR`m0 can be
written as
φR`m0 =
[
α`m(r
−
0 )− α`m(r+0 )
] φ˜+`m0φ˜−`m0
W0
− β`m(r0)
= κ`m
φ˜+`m0φ˜
−
`m0
W0
− φP`m
= φret`m0 − φP`m0. (6.5)
We thus see that in the limit ∆r → 0 the radial punc-
ture acts as an `m-mode regularization parameter for the
radial field. This leads to an `m-mode regularization for-
mula for the full field:
ΦR(xp) = q
∞∑
`=0
∑`
m=−`
(
φret`m0 − φP`m0
)
Y`m(pi/2, ϕp)e
−iωtp .
(6.6)
The standard mode-sum regularization parameter can be
derived from the above by summing over m. Since the
` modes are invariant under rotations, this is equivalent
to the standard procedure for computing regularization
parameters, where one sums over m′ in the rotated co-
ordinate frame. Explicitly this gives
Bfield =
∑`
m=−`
φP`m0Y`m(pi/2, 0)
= φP`,m′=0(r0)Y`,m′=0(0, 0). (6.7)
Similarly, the regularization parameters for the self-force
are given by
(2`+ 1)Ar +Br =
∑`
m=−`
∂rφ
P
`m0Y`m(pi/2, 0)
= ∂rφ
P
`,m′=0
∣∣
r=r0
Y`,m′=0(0, 0). (6.8)
For completeness, the `m-mode contribution to the sin-
gular field (i.e., the `m-mode regularization parameter
given above) can be computed using the weighting coef-
ficients in Eqs. (6.1) via
φS`m0 = φ
ret
`m0 − φR`m0 = c+S`m0φ˜+`m0 + c−S`m0φ˜−0 , (6.9)
Explicitly computing this quantity, as with c±`m0 and φ
R
`m0
above, gives
φS`m0 = β`m(r0) = φ
P
`m0. (6.10)
VII. CONCLUDING REMARKS
In this paper we have formulated the effective-source
self-force approach in the frequency domain and shown
how it can be used to compute the self-force in the case
of a scalar charge on a circular orbit of a Schwarzschild
black hole. The approach allows us to implement regu-
larization of individual `,m modes of the retarded field
including an arbitrary number of derivatives. We valid-
ated our results against those obtained with mode-sum
calculations on a mode-by-mode basis, with differences
which can be attributed to machine round-off. An obvi-
ous next step is to apply the method to the gravitational
case of the self-force on a point mass. In that case, the
method proceeds in essentially the same way, albeit with
additional complexity from the tensor nature of the field
— the full details of this calculation will be presented in
a subsequent paper [37].
The true advantage of our new method is not apparent
in a first order calculation; after all, the standard mode-
sum scheme is perfectly adequate for a first order self-
force calculation and there is little benefit to the use of
an effective-source approach. However, with the method
well-developed, its true use is its ability to handle situ-
ations where a mode decomposition alone is insufficient
to render the fields finite. For example, in gravitational
self-force calculations at second perturbative order [52]
there are terms which involve ρ−20 , which will result in
the spherical-harmonic modes of the field diverging as
log |∆r|. Indeed, the field equation for the retarded field
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is not even well defined for ∆r → 0, and an effective-
source approach is essential.
For the example given here, we chose to use a second-
order puncture as an approximation to the singular field.
With higher-order punctures being readily available, it
may seem logical to incorporate these higher orders into
the effective source. However, it turns out that do-
ing so is neither necessary nor beneficial. Since we
have shown here the equivalence of the mode-sum and
effective-source schemes, a much more straightforward,
and computationally efficient approach is to stick with
a second order puncture and achieve improvements in
accuracy by subtracting the standard higher-order reg-
ularization parameters as a post-processing step. This
retains the accuracy benefits while keeping the compu-
tational cost of evaluating the effective source to a min-
imum.
Although the focus of this paper has been on imple-
menting the effective-source scheme in the frequency do-
main, the methods developed may also be of use in im-
proving the accuracy of time domain calculations. Ex-
isting time domain approaches have relied on either nu-
merical evolutions in 2 + 1 or 3 + 1 dimensions, or on
1 + 1 evolutions with a source which has been decom-
posed into spherical-harmonic modes through numerical
integrations [32]. This severely limits the efficiency of any
code as the potentially-complicated effective source must
always be evaluated on a three dimensional grid. The
punctures developed for our frequency-domain scheme
present an ideal solution to the problem; by decompos-
ing analytically into spherical-harmonic modes the com-
putation of the effective source is made more efficient by
orders of magnitude, enabling the use of accurate 1 + 1
time domain calculations without the previous limitation
of having a complicated and computationally expensive
effective source to evaluate.
Finally, we have focused here only on the relatively
straightforward case of a non-spinning Schwarzschild
black hole. One would eventually want to apply the
method to the more astrophysically relevant case of a
spinning Kerr black hole. The missing piece in that case
would be the adaption of the methods described here
to the use of a spheroidal harmonic basis. While many
of the methods would carry over unchanged, it is likely
that the decomposition of the puncture would be more
involved.
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Appendix A: Boundary conditions for the scalar field
In our numerical calculation the radial domain extends
from r = rin to r = rout (how these are chosen in prac-
tice we will discuss below). In order to place boundary
conditions at these finite radii we expand the asymptotic
boundary conditions, given in Eq. (2.13), in the form
φ+`m =
eiωmr
out
∗
r
k+max∑
k=0
a+`mk (ωmrout)
−k, (A1)
φ−`m =
e−iωmr
in
∗
r
k−max∑
k=0
a−`mk (rin/M − 2)k, (A2)
where rout∗ = r∗(rout), r
in
∗ = r∗(rin) and k
±
max are trunca-
tion indices.
Substituting these expansions into the radial equation
(2.11) gives recursion relations for the series coefficients
a±k :
a+`mk =
i
2k
[
(k(1− k) + `(`+ 1))a+k−1
+2Mωm(k − 1)2a+k−2
]
, (A3)
a−`mk =
−1
2k(k − 4iMωm) [((2k − 1)(k − 2)− `(`+ 1)
− 12iMωm(k − 1))a−k−1 + ((k − 2)(k − 3)/2
−`(`+ 1)/2− 6iMωm(k − 2))a−k−2
−iMω(k − 3)a−k−3
]
. (A4)
In constructing the homogeneous solutions to the radial
equation we set a±0 = 1 after which all the other terms in
the series are uniquely determined by taking a±k<0 = 0.
The truncation indices are chosen so that the relative
contribution of the k = k±max term, with respect to the
first term, is below 10−14.
The extent of the radial domain is chosen so that
ωrout  1 and rin/M − 2  1 which ensures the series
(A1) and (A2) converge rapidly. In practice we find that
setting rin = 2.001M and rout = 10/ω suffices.
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