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Abstract
In this paper we investigate the ability of diﬀerent models to produce useful VaR-estimates
for exchange rate positions. Our analysis shows that it is important to take into account
parameter uncertainty, since this leads to uncertainty in the predicted VaR. We make this
uncertainty in the VaR explicit by means of simulation. Our empirical results suggest that
more sophisticated tail-modeling approaches come at the cost of more uncertainty about the
VaR-estimate itself. We show how to adjust VaR calculations in order to take the parameter
uncertainty into account. This is accomplished through a data-driven method to deliver not
just a point estimate of the VaR, but a region.
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A practical risk management tool for ﬁnancial institutions nowadays is Value-at-
Risk (VaR). It is prescribed by the Basle Committee to report to the (international)
supervisorandisalsoused as aninternalmanagement tool tosee, amongother things,
whether traders remain within their limits. VaR is deﬁned as an amount lost on
a portfolio with a given probability over a ﬁxed number of days. The conﬁdence level
reﬂects ‘extreme market conditions’ with a probability of, for example, 99%. In other
words,inonly1%ofthecaseswillwelosemorethanthereportedVaRofourportfolio.
For modeling ﬁnancial returns and determining the downside risk of ﬁnancial
positions, exact knowledge of the frequency of extreme events is crucial. In the
current study, we propose a data-driven method, based on the uncertainty of the
estimated parameters of a distribution function for ﬁnancial returns, to deliver not
just a point estimate of a VaR quantile, but a region. Our focus is on extreme
deviations in exchange rate positions. Diﬀerent models have been proposed in the
literature to model such extreme exchange rate returns. These models often include
distribution functions that allow for fat tails, like the Student-t distribution, and
time-varying volatility speciﬁcations, such as the GARCH speciﬁcation. In the
context of the latter type of speciﬁcation, a large unexpected shock leads to an
increase in the level of consecutive volatilities. The choice of an adequate distribution
function is an important one: if a particular distribution does not allow for an
empirical phenomenon which is present in the data, then the accuracy of VaR
predictions will correspondingly suﬀer.
The class of GARCH models has been very successful in modeling signiﬁcant
volatility clustering and other properties of ﬁnancial returns data (Bollerslev et al.,
1994). Various studies show the improvement in VaR estimations associated with
GARCH models with disturbances that follow fat-tailed distributions. Pownall and
Koedijk (1999) extend the standard J.P. Morgan RiskMetrics  approach and allow
for conditional leptokurtosis using a tail estimator to determine the degrees of
freedom of the Student-t distribution. Mittnik and Paolella (2000) and Mittnik et al.
(2000) demonstrate that more general GARCH structures and skewed fat-tailed
distributions (a skewed Student-t or a skewed stable distribution) improve the
precision of out-of-sample VaR calculations.
These ﬁndings may encourage the adoption of sophisticated distribution
functions, which embody diﬀerent fat-tail characteristics, and of complicated models
to allow for heteroskedasticity. In this paper we argue that this is not necessarily the
preferred approach. In VaR-applications, it is not only the distribution functions
that play an important role, but also the parameter values of these distribution
functions. Parameters are usually estimated based upon historical data. When a
particular phenomenon is not present in the historical data, the parameters of the
distribution function that are intended to account for the phenomenon are estimated
with considerable uncertainty, as reﬂected by the standard errors of the parameter
estimates.
Uncertainty in the parameter estimates leads to uncertainty in the underlying
distribution function and, hence, uncertainty in the implied VaR. In the empirical
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estimates will include an average or expected VaR, a median VaR, and conﬁdence
intervals that reﬂect the uncertainty around the expected VaR. We will show that it is
important to take estimation risk into account. Estimation risk refers to the fact that
point estimates of parameters, resulting from an estimation procedure, do not
necessarily correspond to the underlying true parameters. There is still uncertainty
about these true values. Ignoring it may lead to an over- or an underestimation of the
actual VaR. Barberis (2000) also takes parameter uncertainty into account when
considering predictability in future stock returns. The trade-oﬀ between the location
and the precision of reported VaR provides a ﬁrst yardstick to evaluate the adequacy
of VaR-models.
In this paper we focus on out-of-sample selection for VaR-models.
2 There are at
least two reasons why an in-sample selection method does not lead to the optimal
VaR-model. First, this method is not applicable for models that are non-nested.
Second, the fact that a particular model ﬁts historical data best does not mean that
it also provides the best VaR-forecast. In the out-of-sample approach we split the
data sample into two parts. The ﬁrst part is used to estimate the models. The
second part is used to compare the forecasted VaRs with corresponding
realizations. Repeating this comparison for many diﬀerent sub-samples allows us
to evaluate whether the realizations are consistent with the predicted VaR at the
given conﬁdence level.
The aim of this paper is to provide an empirical selection approach to arrive at
the most suitable VaR-model for a given dataset. The purpose of such a model is
extreme loss forecasting. In our view, such an approach should deal with
uncertainty in the reported VaR that stems from parameter uncertainty. The out-
of-sample selection method described in the previous paragraph is in our view
suitable to arrive at the appropriate VaR-model. First, it focuses on the purpose of
the model. Second, it allows for a comparison of alternative models, and, third, it
can take into account the uncertainty in the forecasted VaR. Furthermore, we
propose an adjustment to the ‘best estimate’-predicted VaR to account for
parameter uncertainty. In order to illustrate our approach, we will focus on VaR-
estimates in the context of exchange rate positions from the point of view of
a currency trader.
In the next section we set up the econometric framework, in Section 3 we describe
the data, Section 4 provides the empirical results and Section 5 concludes.
2. Econometric framework
Usually, ﬁnancial time series are not modeled in terms of prices but in terms of
returns. In the empirical part of the paper we deal with exchange rates returns. We
2 The so-called backtesting approach is recommended by the Basle Committee on Banking Supervision
(1996) and also used in Pownall and Koedijk (1999) and Mittnik and Paolella (2000).
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Also, restricted versions of these two types are taken into consideration. The ﬁrst
model is an AR(1)-GARCH(1,1) with (scaled) Student-t innovations (Bollerslev,
1986; Bollerslev et al., 1992). This is a popular description of ﬁnancial return series,
which has been advocated by Mittnik and Paolella (2000) and McNeil and Frey
(2000), among others. The model reads:















where rt denotes the return at time t, m is the expected return and r is the mean-
reversion parameter. The error term 3t is Student-t distributed with scale parameter
s2
t at time t, and degrees of freedom q. Eq. (3) describes the essence of a GARCH(1,1)
process. Special cases of this ﬁrst type of model are the random walk speciﬁcation
(rZ 0), the normal distribution (q/N) and the constant volatility model
(b1Zb2Z0).
The second family of models that are taken into consideration is the family of
stable Paretian distributions. Stable Paretian distributions have a long history in
modeling ﬁnancial returns; see, e.g., Mandelbrot (1963),a n dFama and Roll (1968).
The encompassing model for this stable family reads:








The error terms, ht, follow a stable Paretian distribution with tail index a. The
scale parameter is denoted by ct. Note that the tail behavior, as well as the shape in
the center of the distribution, is determined by the parameter a, which is referred to
as the characteristic exponent. Heteroskedasticity is modeled in Eq. (6) by a power-
GARCH model, in which the parameter d is estimated along with the other
parameters (Ding et al., 1993). The reason for using this particular speciﬁcation is
that the characteristic exponent a of the stable distribution gives a restriction on the
number of moments that exist. Note that d Z a is the limiting case and is not deﬁned.
Mittnik et al. (2000) ﬁrst derived a closed form expression for a symmetric power-
GARCH process with stable innovations. They show that as d approaches a, the
process is no longer covariance stationary. Some GARCHestable models in the
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measure of stationarity (the paper by Liu and Brorsen (1995) is a recent example). In
general the power-GARCH process leads to a more ﬂexible speciﬁcation than the
usual GARCH-model in which this parameter is restricted (dZ2). The normal
distribution is a special case of the stable distribution, which follows by setting aZ2.
The stable distribution is not known in analytical form. Accurate numerical
values for the density of the stable distributions can be calculated by Fourier-
transforming the characteristic function, and evaluating the integral numerically. We
used Romberg integration, which allows speciﬁcation in advance of the tolerated
error and, in fact, calculation of the density as precisely as is necessary (see Lambert
and Lindsey, 1999). The characteristic function of the stable Paretian distribution is












   
0!a%2; ð7Þ
where (a, b, l, c) are the parameters that characterize each stable distribution. The
parameter l˛ ( N, N) is said to be the location parameter, b˛ ( N, N) is the
skewness index,a n da ˛ (0, 2] is the characteristic exponent. Remember that c is
the scale parameter. In the empirical application we estimate parameters for the
stable distribution. This second family of distributions allows for more complex
behavior in the tails than the ﬁrst family of distributions, the GARCHeStudent-t
family.
The two families of models that are presented in Eqs. (1)e(3) and (4)e(6),
respectively, are non-nested, so an in-sample approach to check which of the two
best describes the data is not a viable way to proceed. By choosing the two families of
distributions as given above, we seek to demonstrate the strengths and weaknesses of
a complicated VaR-model [Eqs. (4)e(6)] relative to a more standard type of model
[Eqs. (1)e(3)]. The same approach is applicable to other types of distributions. A
complicated model allows for more complex shapes of the tails and, hence, has the
potential advantage of better describing the VaR. At the same time the more
complicated model may (or may not) lead to more uncertainty in the parameters and
hence in the VaR-estimate itself.
Let p denote the vector of unknown parameters and let ln LðpÞ denote







  1         
pZ^ p
; ð8Þ
where ^ p denotes the vector of maximum-likelihood point estimates for the unknown
parameters. In the out-of-sample algorithm that we propose, this covariance matrix
plays a crucial role since it reﬂects parameter uncertainty. We will use it to quantify
the uncertainty in the VaR.
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where W0 is the initial value of the position, and rt denotes the continuously
compounded exchange rate return at time t. Because the parameter values in the
underlying return generating process (and the uncertainty therein) have an impact on
the VaR, we have made this relationship explicit by writing the VaR as a function of
p. Finally, Q1 qð$Þ denotes the quantile-operator that calculates the ð1   qÞ-th
quantile of the random variable between parentheses. Usually, an analytical
expression for the quantile-operator is not available and we have to rely on
simulation instead. A sample path of returns is generated by plugging the parameter










t denote the associated cumulative return. An estimate for the
ð1   qÞ-th quantile follows by ﬁrst sorting the D cumulative returns in ascending
order, and then choosing the ð1   qÞD-th element of this sorted series, denoted as
^ Q1 q. The associated VaR follows easily from Eq. (9).
Parameter uncertainty may be incorporated by sampling from the parameter
distribution. Asymptotic distribution theory leads to the following distribution for
the parameter estimates:
^ pwNðp;CÞ; ð10Þ
where ^ p are the parameter values that maximize the log-likelihood function, and C
denotes the associated covariance matrix of the parameter estimates. In a Bayesian






Consider M samples, which are denoted as pð1Þ;.; pðMÞ. For all these para-
meter values we calculate the VaR following the procedure outlined above. This







instead of arriving at one VaR, we now have an entire sample of VaRs. The
uncertainty in the VaR may be quantiﬁed by calculating the conﬁdence intervals of
the VaRs. The expression of the VaR in Eq. (9) shows that both the return
distribution and the parameters may be treated as random variables that impact on
the size and the uncertainty in the estimated VaR.
To test the adequacy of the return model for VaR-purposes, we propose an
out-of-sample analysis in which the data series is split into two parts. Let T1
denote the length of the ﬁrst part. In the k-th sub-sample of the ﬁrst part we use
the observations rk;.;rkCT1 to determine the parameters of the return model,
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suﬃce to calculate the magnitude of, and the uncertainty in, the VaR from the






k Þ. This procedure may be
repeated for other sub-samples kZ1;.; K. Associated with the k-th sub-sample is
a second part of the data, which covers the observations rT1Ck;.; rT. From these
returns we are able to calculate the actual change of the position in a period of











By comparing the predicted VaR with the actual change in the position for
a particular sub-sample, we may calculate the number of violations of the predicted
VaR. Because of uncertainty in the predicted VaR, the number of violations is
diﬀerent when we use the average predicted VaR instead of using some worst-case
VaR. Suppose that for all sub-samples we choose the l-th quantile to represent the










where Qlð$Þ denotes the quantile-operator that determines the l-th quantile from the
random variable between parentheses. Let the total number of violations associated














where If$g is the indicator function. The numbers that result from Eq. (14) allow us
to verify below whether a particular quantile of the predicted VaR leads to an
appropriate number of violations in our empirical applications. Also, they may lead
to an adjustment of the best estimate VaR in order to account for uncertainty in the
parameters.
3. Data
Our dataset consists of daily prices of foreign currencies in terms of the US dollar.
The currencies include the Deutschmark (DM), the British pound (BP), the Japanese
yen (JY) and the Swiss franc (SF). The time span includes the period from January
1986 to September 1999, a total of T Z 3445 observations. The data are obtained
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where ERt denotes the exchange rate at time t. Summary statistics (not reported)
indicate that all currencies’ returns exhibit excess kurtosis.
4. Empirical results
In this section we analyze the properties of the alternative VaR-models that are
under consideration. We start with an in-sample analysis. Next, VaR-estimates are
Table 1
VaR results Student-t model
a
Nq (%) DM BP JY SF
5 99 Mean 4.84 5.20 5.79 5.19
Median 4.84 5.20 5.79 5.19
[LB, UB] [4.48, 5.24] [4.78, 5.62] [5.33, 6.25] [4.78, 5.61]
95 3.23 3.34 3.69 3.50
3.23 3.34 3.67 3.49
[3.02, 3.45] [3.11, 3.57] [3.43, 3.95] [3.26, 3.75]
90 2.47 2.52 2.76 2.67
2.46 2.52 2.76 2.66
[2.30, 2.64] [2.34, 2.70] [2.57, 2.95] [2.48, 2.86]
10 99 Mean 6.67 7.01 7.85 7.27
Median 6.66 7.01 7.85 7.25
[LB, UB] [6.16, 7.16] [6.44, 7.51] [7.22, 8.40] [6.69, 7.78]
95 4.59 4.72 5.21 4.90
4.57 4.71 5.18 4.90
[4.27, 4.95] [4.39, 5.10] [4.85, 5.63] [4.56, 5.29]
90 3.55 3.66 3.95 3.78
3.55 3.65 3.95 3.78
[3.28, 3.83] [3.37, 3.95] [3.63, 4.27] [3.48, 4.08]
20 99 Mean 9.20 9.72 10.85 9.94
Median 9.20 9.71 10.82 9.93
[LB, UB] [8.42, 9.98] [8.94, 10.60] [9.98, 11.83] [9.14, 10.84]
95 6.47 6.77 7.34 6.98
6.45 6.77 7.33 6.97
[5.89, 7.04] [6.16, 7.38] [6.67, 8.00] [6.35, 7.61]
90 5.07 5.32 5.67 5.43
5.06 5.31 5.65 5.43
[4.56, 5.58] [4.78, 5.86] [5.10, 6.24] [4.88, 5.97]
a The table reports VaR-results for diﬀerent horizons (N in days) and at diﬀerent conﬁdence levels (q).
The mean and median VaRs are reported. The uncertainty in the VaR is reﬂected by the lower bound (LB)
and upper bound (UB) of the distribution of simulated VaR-estimates. The LB and UB are the 2.5% and
97.5% quantiles, respectively.
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diﬀerent time-spans. A measure of the reliability of the reported VaR is presented
with the VaR-estimates. Finally, an out-of-sample analysis of the models is carried
out, in which the estimated VaR is compared with realized changes in the currency
position for diﬀerent sub-periods. This allows us to evaluate how the alternative
models perform in practice.
Inlinewiththeliterature,likelihoodratiotests(notreported),basedonpreliminary
in-sample estimation results, rejectthe Student-t model in favor of the GARCH(1,1)e
Student-tmodel,andrejecttheGARCH(1,1)eNmodelinfavoroftheGARCH(1,1)e
Student-t model. Testing the power-GARCH(1,1)estable model against the
GARCH(1,1)eN model results in a preference for the former model. These in-sample
model comparisons suggest that the GARCH(1,1)eStudent-t and the power-
GARCH(1,1)estable models are preferred over restrictive versions of these models.
Table 2
VaR results GARCH(1,1)eN model
a
Nq (%) DM BP JY SF
5 99 Mean 3.67 2.85 4.73 4.13
Median 3.67 2.85 4.73 4.12
[LB, UB] [3.44, 3.90] [2.67, 3.02] [4.43, 4.98] [3.89, 4.36]
95 2.55 1.99 3.30 2.88
2.55 1.99 3.29 2.88
[2.40, 2.72] [1.85, 2.12] [3.08, 3.50] [2.69, 3.06]
90 1.98 1.55 2.57 2.23
1.97 1.55 2.56 2.23
[1.84, 2.52] [1.44, 1.67] [2.38, 2.75] [2.08, 2.40]
10 99 Mean 5.16 4.07 6.60 5.85
Median 5.16 4.06 6.60 5.85
[LB, UB] [4.80, 5.52] [3.78, 4.35] [6.14, 7.10] [5.44, 6.26]
95 3.58 2.86 4.63 4.06
3.58 2.86 4.63 4.06
[3.31, 3.86] [2.63, 3.09] [4.26, 5.00] [3.74, 4.38]
90 2.78 2.25 3.62 3.18
2.78 2.24 3.62 3.17
[2.53, 3.03] [2.05, 2.46] [3.29, 3.95] [2.89, 3.46]
20 99 Mean 7.26 5.88 9.16 8.23
Median 7.26 5.88 9.15 8.22
[LB, UB] [6.73, 7.82] [5.43, 6.32] [8.47, 9.85] [7.61, 8.85]
95 5.06 4.14 6.41 5.76
5.05 4.13 6.41 5.76
[4.62, 5.51] [3.77, 4.55] [5.83, 7.05] [5.24, 6.34]
90 3.94 3.26 5.02 4.48
3.93 3.26 5.02 4.47
[3.51, 4.37] [2.90, 3.62] [4.47, 5.57] [3.99, 4.97]
a The table reports VaR-results for diﬀerent horizons (N in days) and at diﬀerent conﬁdence levels (q).
The mean and median VaRs are reported. The uncertainty in the VaR is reﬂected by the lower bound (LB)
and upper bound (UB) of the distribution of simulated VaR-estimates. The LB and UB are the 2.5% and
97.5% quantiles, respectively.
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VaR-estimates. In Tables 1e4, VaR-estimates are presented for diﬀerent
forecasting horizons (NZ5; 10; 20 days) and for diﬀerent conﬁdence levels
(qZ90%; 95%; 99%). Parameter uncertainty leads to uncertainty in the reported
VaR. This uncertainty is quantiﬁed by reporting conﬁdence regions for the VaRs
within parentheses. The conﬁdence regions are based on lower and upper bounds
that result from our simulations. Note that the lower bound (LB) and the upper
bound (UB) represent the 2.5% and 97.5% quantiles, respectively. They are
not based on standard errors. In general, the VaR is higher at higher conﬁdence
levels and also for longer forecasting periods. Comparison of the reported VaRs that
result from the diﬀerent models, shows two eﬀects. First, there is a level eﬀect:
because models with stable or Student-t distributed error terms include fatter
tail-speciﬁcations, the reported VaR is also higher. The VaR may even be overstated,
because the slow power-law decay of the ﬁtted stable or Student-t distribution
Table 3
VaR results GARCH(1,1)eStudent-t model
a
Nq (%) DM BP JY SF
5 99 Mean 4.77 3.86 6.95 5.29
Median 4.75 3.84 6.91 5.28
[LB, UB] [4.40, 5.27] [3.55, 4.25] [6.39, 7.61] [4.87, 5.82]
95 3.11 2.51 4.25 3.41
3.11 2.50 4.25 3.41
[2.88, 3.32] [2.33, 2.69] [3.95, 4.55] [3.17, 3.65]
90 2.35 1.89 3.15 2.60
2.35 1.89 3.14 2.60
[2.19, 2.52] [1.76, 2.02] [2.93, 3.37] [2.42, 2.78]
10 99 Mean 6.83 5.62 10.05 7.49
Median 6.80 5.60 10.01 7.48
[LB, UB] [6.28, 7.49] [5.17, 6.13] [9.24,10.96] [6.89, 8.16]
95 4.48 3.65 6.23 4.96
4.47 3.65 6.21 4.95
[4.15, 4.86] [3.39, 3.94] [5.79, 6.73] [4.61, 5.36]
90 3.40 2.82 4.59 3.75
3.40 2.82 4.59 3.75
[3.12, 3.68] [2.57, 3.05] [4.18, 4.96] [3.41, 4.06]
20 99 Mean 9.96 8.49 14.98 10.71
Median 9.91 8.46 14.92 10.68
[LB, UB] [8.89,11.19] [7.55, 9.51] [13.33,16.78] [9.53,11.99]
95 6.55 5.54 9.18 7.08
6.54 5.53 9.17 7.07
[5.94, 7.16] [5.04, 6.05] [8.35,10.01] [6.44, 7.72]
90 4.99 4.19 6.75 5.38
4.99 4.19 6.74 5.38
[4.49, 5.51] [3.77, 4.65] [6.08, 7.49] [4.84, 5.97]
a The table reports VaR-results for diﬀerent horizons (N in days) and at diﬀerent conﬁdence levels (q).
The mean and median VaRs are reported. The uncertainty in the VaR is reﬂected by the lower bound (LB)
and upper bound (UB) of the distribution of simulated VaR-estimates. The LB and UB are the 2.5% and
97.5% quantiles, respectively.
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uncertainty in the parameter estimates that account for the fat-tail behavior (q and
a), the uncertainty in the reported VaR is also greater for these models. For the
power-GARCH(1,1)estable model, an additional source of uncertainty is the d-
exponent in the volatility model. A huge amount of data are necessary to obtain
a precise estimate for the d-exponent. This leads to more parameter uncertainty and
hence to more uncertainty in the associated VaR. The empirical results suggest that
more sophisticated tail-modeling approaches come at the cost of more uncertainty
about the VaR-estimate itself.
In the last part of the empirical analysis we focus on the out-of-sample behavior
of the alternative VaR-models. The parts of the dataset that are used to estimate the
alternative VaR-models always have the same length of T1Z1
2TZ1722. Given the
parameter estimates, the VaRs are calculated for out-of-sample periods of
NZ5; 10; 20 days. This procedure is repeated for KZ1700 sub-samples that appear
Table 4
VaR results GARCH(1,1)estable model
a
Nq (%) DM BP JY SF
5 99 Mean 4.90 4.11 6.78 5.19
Median 4.90 4.09 6.75 5.19
[LB, UB] [4.14, 5.72] [3.49, 4.80] [5.76, 7.57] [4.41, 6.07]
95 2.83 2.11 3.41 3.01
2.83 2.11 3.40 3.01
[2.42, 3.18] [1.81, 2.36] [2.93, 3.82] [2.59, 3.37]
90 2.11 1.66 2.45 2.28
2.11 1.66 2.45 2.27
[1.80, 2.35] [1.41, 1.84] [2.08, 2.72] [1.94, 2.53]
10 99 Mean 7.17 6.08 10.04 7.66
Median 7.15 6.05 10.04 7.65
[LB, UB] [6.05, 8.35] [5.11, 7.05] [8.43,11.65] [6.43, 8.89]
95 4.12 3.25 5.02 4.44
4.12 3.25 5.02 4.43
[3.60, 4.59] [2.83, 3.61] [4.37, 5.57] [3.86, 4.93]
90 3.06 2.43 3.61 3.20
3.06 2.43 3.61 3.20
[2.67, 3.41] [2.11, 2.72] [3.14, 4.08] [2.78, 3.58]
20 99 Mean 10.37 8.95 14.91 11.47
Median 10.34 8.91 14.85 11.43
[LB, UB] [8.67,12.23] [7.52,10.26] [12.52,17.59] [9.64,13.53]
95 5.97 4.85 7.32 6.52
5.97 4.84 7.31 6.50
[5.21, 6.63] [4.22, 5.38] [6.37, 8.13] [5.67, 7.24]
90 4.43 3.58 5.18 4.83
4.43 3.58 5.18 4.83
[3.86, 4.93] [3.11, 4.01] [4.51, 5.80] [4.20, 5.41]
a The table reports VaR-results for diﬀerent horizons (N in days) and at diﬀerent conﬁdence levels (q).
The mean and median VaRs are reported. The uncertainty in the VaR is reﬂected by the lower bound (LB)
and upper bound (UB) of the distribution of simulated VaR-estimates. The LB and UB are the 2.5% and
97.5% quantiles, respectively.
954 D. Bams et al. / Journal of International Money and Finance 24 (2005) 944e958as moving windows. Parameter uncertainty is explicitly taken into account: from the
diﬀerent VaR-values that arise because of parameter uncertainty, we report the
average VaR, the median VaR, and lower and upper bounds. Again, the lower
bound (LB) and the upper bound (UB) represent the 2.5% and 97.5% quantiles,
respectively. In Tables 5e8 we report the percentages of violations in the out-of-
sample periods.
We start with an analysis of the violations without taking parameter uncertainty
into account. This means that we only consider the number of violations of the
average reported VaR. The Student-t model and the GARCH(1,1)eN model
underestimate the actual VaR on a 99% conﬁdence level for the Japanese yen and
the Swiss franc for weekly, biweekly and monthly forecasts, while they provide
adequate results for the Deutschmark and the British pound. It is well known that
the normal distribution underestimates large events and the result is not surprising in
Table 5
Out-of-sample violations Student-t model
a
N Violations DM BP JY SF
5 Mean 0.8% 0.8% 1.1% 1.4%
Median 0.8% 0.8% 1.1% 1.4%
[LB, UB] [0.4%, 1.8%] [0.3%, 1.7%] [0.4%, 1.6%] [0.2%, 1.8%]
10 Mean 0.7% 0.6% 1.3% 0.8%
Median 0.7% 0.6% 1.4% 0.8%
[LB, UB] [0.5%, 1.6%] [0.4%, 1.7%] [1.0%, 2.2%] [0.3%, 1.9%]
20 Mean 1.2% 1.1% 1.6% 1.3%
Median 1.3% 1.2% 1.8% 1.3%
[LB, UB] [0.6%, 2.1%] [0.7%, 1.6%] [0.8%, 3.1%] [0.4%, 2.1%]
a The table reports the percentage of violations of the reported VaR with qZ99%. Violations for
diﬀerent horizons (N in days) and diﬀerent VaRs (mean, median, lower bound (LB) and upper bound
(UB)) are reported. The LB and UB are the 2.5% and 97.5% quantiles, respectively.
Table 6
Out-of-sample violations GARCH(1,1)eN model
a
N Violations DM BP JY SF
5 Mean 1.2% 1.1% 2.1% 1.6%
Median 1.2% 1.1% 2.1% 1.6%
[LB, UB] [0.8%, 2.1%] [0.5%, 1.9%] [1.6%, 3.5%] [1.3%, 2.5%]
10 Mean 0.9% 0.8% 2.6% 1.8%
Median 0.9% 0.8% 2.6% 1.8%
[LB, UB] [0.4%, 1.4%] [0.4%, 1.4%] [2.1%, 3.4%] [0.8%, 2.8%]
20 Mean 1.2% 1.1% 3.7% 1.5%
Median 1.2% 1.1% 3.7% 1.5%
[LB, UB] [0.5%, 2.1%] [0.8%, 1.5%] [2.5%, 5.6%] [0.9%, 2.6%]
a The table reports the percentage of violations of the reported VaR with qZ99%. Violations for
diﬀerent horizons (N in days) and diﬀerent VaRs (mean, median, lower bound (LB) and upper bound
(UB)) are reported. The LB and UB are the 2.5% and 97.5% quantiles, respectively.
955 D. Bams et al. / Journal of International Money and Finance 24 (2005) 944e958the case of the Japanese yen and the Swiss franc. The Student-t model gives a better
description of the tail fatness in FX return data, but the constant volatility model is
not ﬂexible enough to capture the behavior of more volatile heteroskedastic time
series. The GARCH(1,1)eStudent-t model in general overestimates the actual VaR
except for the Japanese yen at weekly (NZ5) and biweekly (NZ10) horizons. For
NZ20, it leads to no violation on average. The overestimation of the
GARCH(1,1)eStudent-t model for four out of ﬁve exchange rates is a result of
the power-law tails of the Student-t distribution. For exchange rate data the really
extreme events are rare. Because of the functional speciﬁcation, really extreme
returns are generated much more frequently than is the case in the historical data. As
a result, these extreme returns are the source for the overestimation of the actual
VaR, especially for monthly forecasts. The same is true for the power-
GARCH(1,1)estable model and the results are similar. Based on the average
Table 8
Out-of-sample violations power-GARCH(1,1)estable model
a
N Violations DM BP JY SF
5 Mean 0.6% 0.5% 1.1% 0.9%
Median 0.7% 0.5% 1.1% 0.9%
[LB, UB] [0.1%, 1.9%] [0.1%, 1.7%] [0.4%, 2.4%] [0.2%, 2.2%]
10 Mean 0.3% 0.4% 1.3% 0.5%
Median 0.3% 0.5% 1.4% 0.6%
[LB, UB] [0.1%, 1.8%] [0.0%, 1.9%] [0.0%, 2.5%] [0.1%, 2.2%]
20 Mean 0.4% 0.3% 0.1% 0.4%
Median 0.5% 0.4% 0.4% 0.6%
[LB, UB] [0.1%, 1.9%] [0.0%, 2.0%] [0.0%, 3.3%] [0.1%, 2.2%]
a The table reports the percentage of violations of the reported VaR with qZ 99%. Violations for
diﬀerent horizons (N in days) and diﬀerent VaRs (mean, median, lower bound (LB) and upper bound
(UB)) are reported. The LB and UB are the 2.5% and 97.5% quantiles, respectively.
Table 7
Out-of-sample violations GARCH(1,1)eStudent-t model
a
N Violations DM BP JY SF
5 Mean 0.7% 0.6% 0.9% 0.9%
Median 0.7% 0.6% 1.0% 0.9%
[LB, UB] [0.5%, 1.3%] [0.4%, 1.1%] [0.5%, 1.4%] [0.2%, 1.4%]
10 Mean 0.7% 0.6% 1.1% 0.5%
Median 0.8% 0.6% 1.1% 0.5%
[LB, UB] [0.5%, 1.5%] [0.5%, 1.5%] [0.5%, 1.8%] [0.1%, 1.1%]
20 Mean 1.0% 0.9% 0.0% 0.4%
Median 1.1% 0.9% 0.2% 0.5%
[LB, UB] [0.7%, 2.1%] [0.6%, 1.7%] [0.0%, 1.5%] [0.1%, 1.4%]
a The table reports the percentage of violations of the reported VaR with qZ 99%. Violations for
diﬀerent horizons (N in days) and diﬀerent VaRs (mean, median, lower bound (LB) and upper bound
(UB)) are reported. The LB and UB are the 2.5% and 97.5% quantiles, respectively.
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underestimation of the greatest possible loss in the tail because tail behavior is not
modeled adequately, and the unconditional Student-t model underestimates the
frequency of large events for more volatile processes. The GARCH(1,1)eStudent-t
and power-GARCH(1,1)estable models overestimate the risk in the tail. This is due
to the fact that parameter estimates do not adequately represent the behavior in the
upper tail due to lack of extreme historical observations.
More parameter uncertainty leads to wider conﬁdence intervals for the reported
VaR. In particular the GARCH(1,1)eStudent-t and power-GARCH(1,1)estable
models lead to wide conﬁdence intervals. This suggests that it is not useful to adopt
models with more complex tail-properties, because it will only lead to more
uncertainty in the reported VaR. Parameter uncertainty also explains the over-
estimation of the reported VaR in case of the GARCH(1,1)eStudent-t. Instead of
focusing on the average VaR, we may also give more attention to the upper bound.
This has the eﬀect that we acknowledge that tails are less fat than the point estimates
would imply. This leads to rejection rates that come closer to the conﬁdence levels of
the VaR. In case of the power-GARCH(1,1)estable model there is so much
parameter uncertainty that the upper bound (the 97.5% quantile) of the predicted
VaR leads to an underestimation. More sophisticated risk adjustments are required
in this case.
5. Concluding remarks
In this paper we have focused on VaR-model selection for exchange rate
positions. On the one hand, fat-tail behavior is present in exchange rate returns, but
on the other hand, there are very few observations far in the tail. Models that take
account of tail behavior are required, since otherwise the reported VaR leads to an
underestimation of the risk in the tail. Complex tail models often lead to
overestimation of the VaR, because these models assume more probability mass in
the tail of the distribution than is actually present. This is due to the fact that very
few extreme observations occur and hence tail behavior is measured with relatively
great uncertainty. For the GARCH(1,1)eStudent-t distribution, taking our
adjustment into account leads to rejection rates that are close to the conﬁdence
levels of the predicted VaR. This makes the GARCH(1,1)eStudent-t distribution an
adequate model to correctly assess extreme losses for exchange rate positions.
Models with more sophisticated tail behavior lead to more parameter uncertainty,
which in turn leads to greater uncertainty in the predicted VaRs.
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