Let G be a connected semisimple linear algebraic group over C. Let H be a spherical subgroup of G such that G/H admits a nice compatification. In this paper, we present a decomposition of the category of Harish-Chandra modules (= compatible (g, H)-modules of finite length) of G with infinitesimal character −ρ by using B-equivariant geometry of G/H. This is a generalization of Vogan's decomposition [Duke Math. J. 46 (1979), 805-859] in the case of symmetric spaces.
Introduction
Let G be a connected semisimple linear algebraic group over C. Let H be a reductive spherical subgroup of G such that N G (H) = H. (Our actual setting is much wider. Here we restrict the situation for simplicity.) We have the following diagram: • If the eigenvalue of the monodromy of two B-equivariant regular holonomic D-modules on G/H are different along X w , then there is no homomorphism or extension among them. Hence, we can decompose D B rh (G/H) in terms of the eigenvalue of the monodromy.
Unfortunately, the set of eigenvalues of the monodromy along general X w is difficult to compute. To remedy this, we interpret the eigenvalues of the monodromy as a class of some highest weights of the space of global sections of objects of D The proof of Theorem B is divided into three pieces: First, we describe the "highest weights" of the space of global sections of standard modules and irreducible modules in §3. Main technical ingredients are certain filtrations arising from the above local structure (3.7) and the fact that the projective coordinate ring of each B-orbit closure is big enough (3.13). Its most important consequence is that the affine subspace of X * (T ) C formed by the Zariski closure of the distribution of such "highest weights" has the largest possible dimension. In order to have a non-zero map between standard modules, we need coincidences of highest weights of their global sections modulo the action of the Weyl group. By the comparison of "highest weight distributions" rather than single highest weights, we conclude that such a map exists only if they share the same monodromy class (4.2). Once the "Hom-vanishing" is established, Theorem B follows from a rather formal induction argument ( §5). The technical difficulty in the structure of the proof partly lies on the fact that we need to prove the well-definedness of m simultaneously (4.1).
Let HC be the category of Harish-Chandra modules (i.e. the category of compatible (g, H)-modules of finite length) with infinitesimal character −ρ (cf. 6.2). 
. It has four B-orbits and seven irreducible B-equivariant regular holonomic D-modules (7 = 3 + 1 × 2 2 ). Theorem B decomposes these seven irreducible modules into blocks with six irreducible modules and one irreducible module. The same holds for HC. The category HC is equivalent to the category of admissible P GL(3, R)-modules with infinitesimal character −ρ. (Cf. [Vo82] p947.) Geometric approach to the structure of Harish-Chanda modules have a long and rich history. However, the most of the results use H-orbits in the flag variety (at present). Thus, we give a rather long recall of technical facts about regular spherical varieties in §1, which might be rather unfamiliar even to some experts of geometric representation theory.
A next problem is the description of each block. In terms of a certain kind of the nearby cycle functor, we can embed each block into a certain variant of the category O. I hope to present the precise characterization of their images in my subsequent works.
Preliminaries

(Notation and Terminology).
• G : a connected semisimple linear algebraic group over C;
• B ⊃ T : a Borel subgroup of G and its maximal torus;
• X * (S) and X * (S) : the character and co-character groups of a torus S;
• R ⊃ R + : the root system and its positive part with respect to (T, B, G);
• Π : the set of simple roots of (R + , R);
• ρ := 1 2 α∈R + α : Harish-Chandra's ρ; • Uα ⊂ G : the unipotent one-parameter subgroup of G with respect to α ∈ R;
• Pα : the parabolic subgroup of G generated by U−α and B for α ∈ Π;
• LαU (α) : the Levi decomposition of Pα s.t. T ⊂ Lα (i.e. Lα is the Levi factor);
• T (α) := {t ∈ T ; α(t) = 1};
• W := NG(T )/T : the Weyl group of G;
• sα ∈ W : the reflection with respect to α ∈ R;
• ℓ : W → Z ≥0 : the length function of W with respect to (R + , R);
• G • : the identity component of an algebraic group G;
• Gx : the stabilizer of G at x ∈ X (for a G-variety X );
• X G : the fixed point set of the G-action on X ;
• D G rh (X ) : the category of G-equivariant regular holonomic D-modules on X ; • l : the Lie algebra of an algebraic group L;
• U (l) : the enveloping algebra of l; 2) The pair (G, H) is called a quasi-projective spherical pair if and only if G/H is a quasi-projective algebraic variety;
3) Let B G/H be the set of B-orbits in G/H. We define B
G/H as its subset consisting of codimension one orbits;
4) The spherical closure of H ⊂ G is defined as: 1.3. In the below, we fix B and H as in Definition 1.2. In particular, here we have fixed a Borel subgroup B. Let [H] be the point of G/H corresponding to 1. We put P := {g ∈ G; gBH = BH}. This is a parabolic subgroup of G. Let P = LU be the Levi decomposition of P such that T ⊂ L. There exists a G-equivariant smooth compactification X of G/H such that:
• Every G-orbit closure in X is smooth and is of the form ∩ i∈I D i for some I ⊂ {1, 2, . . . , r};
• X has a unique closed G-orbit.
Moreover, there exists a maximal torus T ⊂ B such that:
is a smooth T -subvariety of X.
Theorem 1.5 (Local structure theorem cf. [BLV] 
of P -varieties such that:
• Z is a locally closed subset of X;
• [L, L] acts on Z trivially;
• We have Z ∼ = A r as toric varieties with respect to a quotient torus of T (or L).
By rearranging T if necessary, we can assume
We denote the LHS of (1.1) by X 1 . Let P − be the opposite parabolic subgroup of P with respect to L. Then, the unique closed G-orbit of X is isomorphic to G/P − . Moreover, we have
We denote [P − ] by x 1 .
1.6. In the below, we fix X, T, L, U, X 1 , Z, and x 1 as in 1.3, Theorems 1.4 and 1.5.
(Affinization of the situation).
Since G/H is quasi-projective, there exists a G-equivariant embedding G/H ֒→ P N (Sumihiro's theorem). Hence, we have an induced embedding
The LHS is homogeneous under the action ofG × G m , whereG is a certain covering group of G. We put
. We define a maximal torus of G as T :=T × G m , whereT is the pullback of T toG.
(Arguments from Knop
denote the union of B-eigenspaces of V . For each Y ∈ B G/H , we define its character lattice as
Let T Y be the torus corresponding to the character group X * (T )/X * (Y ). The subtorus T Y ⊂ T is the maximal stabilizer of T among all points in Y .
1.9. The action of N G (T ) on the set of T -stable subvarieties in X descends to W . Hence, we have the notion of W -translation of X 1 and x 1 . Put X w := wX 1 and x w := wx 1 for every w ∈ W . We denote X w ∩ G/H by X − w . Let O w be the (B-) Schubert cell of G/P − which contains x w . Define
For each w ∈ W , we put
U wα and U w := α∈RU ,wα<0
U wα .
By their expression, they form subgroups of wU w −1 . We have
properly with every G-orbit of X.
1.12 (Bruhat order). We define a partial Bruhat order
Corollary 1.13. Under the same settings as in Theorem 1.10, we have W (Y ) = ∅.
1.14 (Arguments from Brion [Br01] ). For each w ∈ W , we define a U wequivariant contraction mapq
We have a natural P -equivariant surjectionp :
We denote the composition map
By abuse of notation, we may drop the superscript Y if the meaning is clear.
• Y w is a T U w -homogeneous space;
has a two-elementary Galois group;
1.16. Keep the notation of Theorem 1.15. Let π : G/H → G/H be the natural surjection. We define
We denote the stabilizer of the T-action on f Y w by T Y,w . We have wT
there are four possibilities:
(N) P α Y consists of two B-orbits Y and Y ′ and we have
where
The following two assertions are essentially due to Brion [Br01] §1 and §3. We provide a proof since the author could not find out appropriate reference points for their proofs.
Proof. Apply Lemma 1.18 to a reduced expression of w −1 .
Monodromy class
We retain the setting of the previous section.
(Dot actions).
We define the dot action of W on X * (T ) as w.λ := wλ + wρ − ρ w ∈ W, λ ∈ X * (T ).
We define the ddot action of W on X * (T ) as w..λ := wλ − wρ + ρ w ∈ W, λ ∈ X * (T ).
(Enhanced little Weyl group).
We define
Our group W 
(Equivalence relation ∼). Let
We define an equivalence relation ∼ on X * (C) as follows: For each c 1 , c 2 ∈ X * (C), we have c 1 ∼ c 2 if and only if 
Proof. By Theorem 1.15, the group wT 
for every p ≥ 0. Since Y is affine, we have
By the induction equivalence, we have Pic
Since the identity component of the stabilizer acts on the fiber of an equivariant D-module trivially, we have
2.9. Let Y ∈ B G/H and let w ∈ W (Y ). Let L be a rank one B-equivariant regular holonomic D-module on Y . We define
By means of Lemma 2.6, we have
Definition 2.10 (Monodromy class). We define the set of monodromy classes as The B-orbit Y is uniquely determined by a standard module M. We call it the core support of M. For a standard module M, we denote its pullback to the core support by M. Since every B-orbit is affine, a standard module is generated by its global sections.
Proposition 2.13. For each Y ∈ B G/H , we have a direct sum decomposition
Proof. If we admit Proposition 4.1, the assertion follows from 2.7. The statement and the proof of Proposition 4.1 is given later.
Global sections of standard modules
We retain the setting of previous section. 
In particular, every B-eigensection of Γ(Y, M) gives rise to a highest weight vector of Γ(G/H, M) as (g, B)-modules.
as T -equivariant vector bundles. Taking its highest exterior power, we obtain the result.
Lemma 3.4. Let M be a standard module with core support Y . Let w ∈ W (Y ).
We have
Here the last isomorphism is a vector space isomorphism.
We have u w ⊗ O Yw ∼ = N Yw as T -equivariant vector bundles. Thus, we conclude
Pulling it back by π, we obtain the result. 
Let Y ∈ B G/H and let w ∈ W (Y ). We have
We define an exhausting family of subsets of
Proposition 3.7. Let M be a standard module with core support Y . Let w ∈ W (Y ). There exists an exhausting family of U (g)-stable subsets
These subsets form a decreasing filtration with respect to the partial order ≥ w .
. Let δ be the weight such that δ +wρ−ρ is the T-weight of s 0 . We have δ ∈ wX * (T/T
• [H]
). Let D be the reduced union of boundary divisors of X. The action of G on G/H induces a map (cf. Bien-Brion
where T is the set of wT U w −1 -invariant vertical vector fields of wpw −1 . Let T 1 be the set of T U w -invariant vertical vector fields of q Y w . By tensoring with
By means of the pullback, we conclude the action of G on G/H induces a map
Since the second term acts on C[Y w ] ≥λ , the subsets
are g-stable. This is an exhausting decreasing filtration with respect to the partial order ≥ w . Since
s 0 , this filtration is independent of the choice of s 0 .
Corollary 3.8. Under the same setting as in Proposition 3.7, let s
0 ∈ π −1 Γ(Y, Ω ∨ Y ⊗ M) (B) . Then, every T -weight of C[Y] Uw s 0 is a highest weight of a subquotient of Γ(G/H, π * M) as (g, B)-modules. Proof. The inclusion Γ(G/H, π * M) ⊂ Γ(X − w , π * M
) defines an induced filtration consisting of (g, B)-modules. Each T-weight vector of C[Y]
Uw s 0 defines a highest weight vector of the graded quotient of the induced filtration. 3.10. Let V be a vector space equipped with a family of subspaces
Assume that they form a decreasing filtration with respect to the partial order ≥ w . Then, we define
Definition 3.11 (Weight distributions). Assume the same setting as in Proposition 3.7 and Corollary 3.8 . For a (g, B) -module V , we define Φ(V ) as the set of highest weights of all subquotients of V . We define
Let L be the minimal extension of π * M on G/H. We define 
Proof. We assume the notation of the proof of Proposition 3.7. We define
Since w is the shortest element in wW L , we con-
where M (γ) is the Verma module with highest weight γ. This implies that
where g β ( = 0) has weight β and t γ has weight γ. We define
Uw by applying a suitable element of U (u w ) of weight δ − λ. Hence, we have
. By rearranging h 1 and h 2 if necessary, we can assume that both h 1 and h 2 are T-eigenfunctions. It follows that Λ ex h1 = Λ ex h2 + λ. In particular, every element of X * (T/T Y,w ) is written as a difference of Ξ as desired.
Corollary 3.14 (of Proposition 3.7). Under the same setting as in Proposition 3.7, we put
is either empty or Zariski dense in w.X
It follows that the former space is C[Y]-torsion free. Hence, the set Ψ(M, w) is stable under the addition of elements of Ξ in Lemma 3.13.
Morphisms between standard modules
We work in the same setting as in the previous section. This section is devoted to the proof of the following two assertions, which form the technical heart of this paper: 
which is surjective along Y .
Proof. We define Y + to be the dense open B-orbit of P α Y . We have p : P α Y → P α Y , where• means we have mod out • by T (α)U (α). By 1.17, we have
sα and a standard moduleṀ onṖ α Y such that χ ⊗ p * Ṁ ∼ = j * PαY M. Hence, it is enough to construct a standard moduleṀ + with core support Ẏ + which surjects ontoṀ. (Since M + := (j PαY ) * (χ ⊗ C p * Ṁ+ ) is the desired standard module.) The spaceṖ α Y is isomorphic to one of SL(2)/T 0 , SL(2)/N SL(2) (T 0 ), or SL(2)/F U , where T 0 is the diagonal torus, U is a unipotent radical, and F is a finite abelian group which normalizes U . In the first case, SL(2)/F U is a quotient bundle of the basic bundle over the flag variety. Hence, the existence ofṀ + is standard. In the latter two cases, the situation is equivalent to the T 0 or N SL(2) (T 0 )-equivariant perverse sheaves on P 1 . Hence, the push-forward of the trivial sheaf on the open orbit yieldsṀ + . 
By construction, the natural map
We have a non-trivial map
Let w ∈ W (Y ). We put Ψ := Ψ(M, w). Let µ ′ ∈ Ψ. Corollary 3.12 asserts that there exist an indecomposable (g, B)-submodule V (µ
with a highest weight µ
) has an irreducible (g, B)-module constituent with a highest weight in W.µ ′ . By the comparison of infinitesimal characters, we conclude that
The order of W is finite. Let v ∈ W be an element such that the set
By rewriting this, we deduce
By taking the Zariski closure of the both sides, we conclude X * (T/T
This proceeds the induction and we obtain the result.
Proof of Proposition 4.1 and Theorem 4.2. By 3.2 and Lemma 3.13, we deduce that
Here λ means the restriction of λ ∈ X * (T/T
• [H] ) to X * (C). Therefore, Proposition 4.5 yields Proposition 4.1. Hence, the argument in the inductive step of the proof of Proposition 4.1 proves Theorem 4.2.
Decomposition of D-modules
We retain the setting of previous section. Example 5.3. Consider the complex symmetric space X := P SL(n, C)/ P SO(n, C). The number of our blocks is:
(if n is odd) .
Analyzing the structure of M(X), we further obtain that the number of blocks consisting of a unique irreducible object are 0 (n ≡ 2 mod 4), 1 (n: odd), or 2 (n ≡ 0 mod 4).
The rest of this section is devoted to the proof of Theorem 5.2. HC m .
Consider an increasing sequence
∅ = Y 0 = Y 1 ⊂ Y 2 ⊂ · · · ⊂ Y N = G/
Comparison with Vogan's decomposition
We work under the setting of the previous section.
7.1. Let G 0 be a real form of G and let K 0 be the maximal compact subgroup of G. Let θ be the Cartan involution of G 0 . In the below, a group with subscript 0 is a real algebraic group and we understand that removing the subscript 0 is the complexification.
Theorem 7.2. For each m ∈ M(G/K), the category HC m is indecomposable.
In the rest of this section, we prove Theorem 7.2.
7.3. To prove Theorem 7.2, we compare our parameters with that of Vogan. By the repeated use of Lemma 4.3, each D B rh (G/K) m contains an irreducible object which is supported on the whole space. In Vogan's notation, the corresponding fact is that every block contains a standard module which is induced from a maximally split torus. This is true since a standard module consists of modules in the same block ([Green] 9.2.10) and every irreducible admissible module is a submodule of a standard module induced from a minimal parabolic subgroup. (The Casselman submodule theorem.) Definition 7.4 (Regular characters). Let P 0 = M 0 A 0 N 0 be the minimal parabolic subgroup of G 0 . Let H 0 = T 0 A 0 be a θ-stable maximally split maximal torus. Let R(m, t) be the root system associated to (m, t). A regular character γ := (Γ, γ) is a pair of characters of H 0 and h such that 1. γ| t ∈ √ −1t * 0 is nonsingular with respect to R(m, t); 2. dΓ = γ + ρ m − 2ρ m∩k .
Here ρ m and ρ m∩k are the half sum of positive roots of R(m, t) or R(m ∩ k, t), respectively.
Notice that we consider only regular characters corresponding to the maximally split θ-stable torus.
A regular character corresponds to a simple Harish-Chandra module. We identify a regular character with the corresponding simple Harish-Chandra module. 
