Objective: The objective was to describe and validate construction of a population-based, longitudinal cohort of injured older adults from 9-1-1 call to 1-year follow-up using existing data sources, probabilistic linkage, and multiple imputation.
T he era of big biomedical data and electronic heath records has arrived, bringing increased availability and access to electronic data from a variety of sources. The National Institutes of Health defines "big data" as "more than just very large data or a large number of data sources," but rather "the complexity, challenges, and new opportunities presented by the combined analysis of data."
1 However, there are major barriers to assembling data across phases of care using existing data sources. Some of these barriers include lack of a single, unique, patient-level identifier; limited data sharing between agencies and organizations; data confidentiality concerns; issues related to data quality and missing values; and obtaining long-term follow-up. These issues are particularly evident for patients served through the 9-1-1 system, who may be cared for by multiple emergency medical services (EMS) agencies, multiple emergency departments (EDs), multiple hospitals with repeat 9-1-1 activations over time, and have inherent challenges to tracking long-term outcomes.
There is a need for literature detailing practical and valid methods for navigating the challenges inherent to compiling big data across multiple phases of care. We have previously described use of existing electronic data, 2 probabilistic linkage, 3, 4 and multiple imputation 5, 6 as complementary strategies for building population-based cohorts across phases of care. 7 These efforts included validation of probabilistic linkage, 8 multiple imputation, 9 and all-electronic creation of variables. 2 However, many issues remain in providing a roadmap for constructing longitudinal cohorts from existing data sources, including quantifying linkage match rates from different data sources, assessing selection bias between patients with matched and unmatched records, the degree of redundancy between matched record sources, validity of variables constructed from existing data, and validity of multiple imputation for handling missing values from existing data sources.
We describe construction of a population-based cohort of injured older adults from 9-1-1 call to 1-year follow-up using nine existing data sources, probabilistic linkage, and multiple imputation. We also validate the accuracy (sensitivity and specificity) of probabilistic linkage, variables created from linked electronic records, and multiply imputed values. We sought to provide a roadmap for investigators seeking to create similar emergency care cohorts using existing data sources. This project describes the methodology for assembling a comprehensive database used to evaluate the emergency care system for injured older adults, including field triage processes, ambulance transport patterns, resource use, and short-and long-term outcomes.
METHODS

Study Design
This was a secondary analysis of a cohort assembled from multiple existing data sources. The study was reviewed and approved by institutional review boards (IRBs) in all study sites, which waived requirement for informed consent.
Study Setting and Patient Population
We conducted the study in seven counties in Oregon and Washington from January 1, 2011, through December 31, 2011, with follow-up through December 31, 2012. The primary cohort included all injured adults ≥ 65 years served by 44 EMS agencies. The EMS data were originally collected as part of a prospective cohort study validating the national field triage guidelines. 10 The counties include urban, suburban, and rural settings, with established "footprints" for EMS agency service areas and previously validated data routines for capturing EMS patient care reports (ePCRs). 2, 7 Multiple EMS agencies (e.g., public fire departments and private ambulance companies) serve these regions and often care for the same patients.
Data Sources and Data Processing
We used nine sources of existing data. A conceptual model of the phases of care and data sources is depicted in Figure 1 .
EMS Data. Each of the 44 EMS agencies uses ePCRs and is able to export aggregate data. We combined EMS records for the same patient and used the resulting data file to define the primary EMS cohort, which served as the primary database into which all other record sources were linked. We restricted the primary cohort to transported patients to provide a consistent denominator of patients expected to have an ED or hospital record. We coded EMS data fields based on standardized definitions in the National EMS Information System (NEMSIS) 11 for patient, event, and treatment information.
State Trauma Registries. We used data from two statewide trauma registries, including 30 trauma centers (three Level I trauma centers, seven Level II trauma centers, 10 Level III trauma hospitals, nine Level IV hospitals, and one Level V hospital). Trauma registries are rich sources of data for injured patients, although only a minority of injured patients are ultimately entered into these registries. 7 Registry variables include demographics, physiologic measures, procedures, ICD-9 diagnosis codes, injury severity measures (Abbreviated Injury Scale [AIS] scores 12 and Injury Severity Score [ISS] 13 ), in-hospital outcomes, and additional treatment information. For consistency between trauma registry data and other data sources, we did not use registry-based, hand-abstracted injury severity measures.
State Discharge Databases. We included two statewide hospital discharge databases, which contain administrative data for patients admitted to nonfederal hospitals and follow data standards defined in the Agency for Healthcare Research and Quality (AHRQ) Healthcare Utilization Project (HCUP).
14 In addition to demographics, these data include ICD-9 diagnosis and procedure codes, transfer status, and hospital disposition (including in-hospital mortality). We restricted these files to patients admitted through the ED. For our sample, the data included 57 hospitals that served our cohort (30 trauma centers and 27 nontrauma hospitals). State discharge data complement trauma registries by capturing injured patients admitted to trauma and nontrauma hospitals, including many patients missed by trauma registries. 15 State Death Registry Data. To provide 12-month mortality data for each patient, we used two state death registries (vital statistics data). In addition to date of death, these data include causes and location of death.
Medicare Data. We used Medicare claims data (both fee-for-service and Medicare Advantage members), which provided information 1 year before and 1 year after the initial 9-1-1 call. To secure and match Medicare records, we worked with the Centers for Medicare and Medicaid Services (CMS) Research Data Assistance Center (ResDAC). Deterministic record matching was done by an external data contractor, as required by CMS. Medicare data included ICD-9 diagnosis and procedure codes, transfer status, mortality to 1 year, comorbidities, pre-9-1-1 medication use, resource use (EMS transports, ED visits, readmissions, outpatient care, skilled nursing care, rehabilitation, and hospice), and costs.
Physician
Orders for Life-sustaining Treatment (POLST) Data. End-of-life decision making is common among older adults and failure to consider end-of-life decisions can bias survival analyses in trauma research. 16 Therefore, we included the Oregon statewide electronic POLST registry. These data came primarily from Oregon residents and provided information about do-not-attempt-resuscitation status, end-of-life preferences (e.g., limited interventions vs. comfort measures only), and real-time calls from acute care personnel seeking to access the forms to guide patient care.
Hand-abstracted Validation Sample. As part of the parent study, 10 trained research assistants abstracted ED and hospital charts for a random subsample of 3,140 patients using a standardized data collection form. Our chart review methods followed published guidelines, 17, 18 including use of trained abstractors, regular monitoring of abstractors, abstractor blinding to key exposure variables, precise definitions of variables, use of a standardized data collection form with previous pilot testing, and inter-rater reliability assessment. These data provided a unique opportunity to compare variables created from multiple sources of existing electronic data (including multiply imputed values) against hand-abstracted data for the same patients. We considered hand-abstracted values the "criterion standard" for data quality. All investigators and data analysts were blinded to the hand-abstracted values during construction of the electronic database.
Variables
The primary variables used for probabilistic linkage included first and last name, age, date of birth, sex, home zip code, date of service, hospital name, and social security number. For description and comparison purposes, we focused on key variables from the index ED/hospital visit: ISS, AIS, major nonorthopedic surgery (brain, neck, spine, thoracic, and abdominal-pelvic regions), orthopedic surgery, blood transfusion, and in-hospital mortality. Because injury severity is not included in administrative data sources, we used a mapping function (ICDPIC module for Stata v11, StataCorp) to convert ICD-9-CM diagnoses from all available data sources into AIS and ISS values. 19 We have previously validated the use of ICD-PIC to generate ISS values. 20 For procedural data, we mapped ICD-9-CM procedure codes and Healthcare Common Procedure Coding System (HCPCS) codes to the AHRQ Clinical Classification System (CCS) 14 and then consolidated these data into the procedural groups described above.
Regulatory Aspects
There were many regulatory aspects involved in this project. We worked with 44 EMS agencies, state agencies in Oregon and Washington, and CMS to gain access to each of the necessary data sources. These activities required approval and oversight by IRBs in each state and the primary institutions and data use agreements (legal contracts outlining use of the data and confidentiality requirements for using the data). Because protected health information (PHI) was necessary for record linkage, there was an additional level of scrutiny and protection required, including description of data handling procedures, processes for linkage, confidentiality protections, secure data transfer and storage, and plans for destroying PHI following linkage. While most state agencies were willing to securely send us the PHI file for matching, one agency required that all linkage be done on site for further confidentiality protection. CMS required use of their own data contractor for record matching.
Data Analysis Probabilistic Linkage. We used probabilistic linkage 3, 4 to match records from the nine databases (LinkSolv, Strategic Matching, Inc., Morrisonville, NY). We have previously used probabilistic linkage to match trauma registries, state ED and discharge data, POLST registry data, and vital statistics data into EMS records. 2, 7, 8, [21] [22] [23] We first matched records from multiple EMS agencies caring for the same patient during the same 9-1-1 incident using record linkage and then "self-matched" the resulting EMS data file using the same methods to account for repeat EMS transports for the same patients over the 12-month study period. We also self-matched the trauma registry and hospital discharge data files before linking to the EMS data file (this was not necessary for the death registries, POLST registry, or Medicare data). We defined the first EMS transport for a given patient as the "index" event, representing time zero for entry into the cohort. Defining this time point was important in creating a consistent timeline for tracking pre-and post-9-1-1 events, 12-month follow-up, and in conceptualizing creation of the master data file.
While the methods of probabilistic linkage have been detailed elsewhere, 4, 8 we briefly summarize them here. We initially assigned estimates of error (the expected probability of mismatch among records known to be true matches) and match weights to each of the linkage variables. We then applied tolerance parameters to account for expected differences in variables between the data sets (e.g., AE1 day for dates) and adjusted variables with codependence (e.g., age and date of birth) to avoid inflating the probability of a match. We used blocking variables to restrict each linkage "pass" to records with exact matches on certain variables (e.g., date, age, last name, date of birth) for computational efficiency. For all matches with a cumulative match weight above 90% probability of match, we reviewed the match results to refine the linkage analysis, maximize the number of true matches, and omit mismatches. Figure 2 provides a schematic depicting the linkage process and matched records from each data source. We further describe the processes used for probabilistic linkage in Data Supplement S1 (available as supporting information in the online version of this paper, which is available at http://onlinelibrary.wiley.com/doi/10.1111/acem. 13512/full).
Multiple Imputation. Following completion of record linkage and creation of all variables, we used multiple imputation 5, 6 to handle missing values. Multiple imputation is critical in minimizing bias, [24] [25] [26] preserving a population-based sampling design, and maximizing study power. 5, 6 Multiple imputation uses observed values to generate a range of plausible values for each missing data point based on existing correlations and relationships between variables, provided that certain assumptions are met. 5, 6 We imputed 10 values for each missing data point using 50 demographic, out-of-hospital, in-hospital, and time-to-death variables in flexible chains regression models 27 (IVEware, University of Michigan). This process yielded 10 multiply imputed data sets, which we analyzed independently, and combined the results using Rubin's rules. 5 We retained all continuous and ordinal variables in their original form 9, 21 and used different types of multivariable models (logistic, linear, and mixed) based on the type of variable being imputed and its distribution. Details of the multiple imputation process, models used, and related code are provided in Data Supplement S2 (available as supporting information in the online version of this paper, which is available at http://onlinelibrary.wiley.com/doi/10.1111/ace m.13512/full).
Validation of Linkage and Data Quality. We calculated the contribution of matched records from each of the eight data sources into the EMS data file, which we term "match rate," separated into overall (any matched record during the 12-month study period) and index event (initial EMS transport).
We also calculated the agreement match weight for the different variables used for linkage, reflecting the numeric contribution of each variable to the overall probability of a match (a measure of importance in the linkage process). Finally, we calculated the sensitivity and specificity of probabilistic linkage by having a physician blinded to the linkage process hand review a random sample of matches and nonmatches. These accuracy measures were calculated for any match (correct person-to-person match, regardless of date of incident) and index event match (correct person-to-person match and correct date of the index incident).
To validate variables generated from matched electronic records (including observed and multiply imputed values), we compared electronic values to hand-abstracted values among the randomly sampled subset of 3,140 patients. Using hand-abstracted values as the criterion standard, we calculated sensitivity and specificity for categorical variables and the intraclass correlation coefficient (ICC) for ordinal and continuous variables. We used modified Bland-Altman plots to visually compare electronic values to hand-abstracted values across the full range of each variable. All analyses were conducted using SAS (v 9.4, SAS Institute, Cary, NC).
RESULTS
Probabilistic Linkage
The primary cohort included 15,649 injured older adults transported by EMS. We matched 13,661 (87.3%) records into the cohort (Figure 2) . In Table 1 , we demonstrate the linkage variables used, the proportion of observed (nonmissing) values, and the contribution of records from each data source to the primary cohort. There were 9,337 (59.7%) records that matched to the index event. The contribution of each record source to the primary cohort ranged from 12.6% (state trauma registries) to 70.7% (Medicare).
We used 1,350 randomly sampled records for linkage validation (n = 1,154 state discharge records, n = 196 trauma registry records Figure 2 . Schematic of building an emergency care cohort using probabilistic linkage. EMS = emergency medical services; POLST = Physician Orders for Life-Sustaining Treatment. Data are reported as n (%). *The Medicare data were matched by a CMS external data contractor using deterministic methods and social security number, first and last name, date of birth, and home zip code. The proportion of values available for Medicare data are assumed to be 100%, but were not available for calculation. †These nine variables were used for record linkages between the EMS cohort and other data sources.
ACADEMIC EMERGENCY MEDICINE
Linkage specificity for state discharge records was 95.7% (95% CI = 93.7%-97.2%) for any match and 100% (95% CI = 99.2%-100%) for index matches. For state trauma registries, linkage specificity was 100% (95% CI = 95.8%-100%) for any match and 97.6% (95% CI = 87.4%-99.9%) for index matches. Figure 3 shows agreement match weights and the proportion of observed, nonmissing values available for each linkage variable. While social security number had the highest match weight, it was only available in 10.6% of EMS charts and therefore played a relatively minor role in the match process. Last name and date of birth had similarly high agreement match weights. First name and date of service had the next highest match weights, followed by home zip code, age, and hospital. Sex had the lowest match weight. After social security number, home zip code had the next highest proportion of missing values (63.3%). The 95% interval around the median match weight for each variable illustrates the range of match weights for each variable, with more common values having lower match weights.
In Table 2 , we estimate selection bias between EMS patients with matched versus unmatched hospital records for the index 9-1-1 event. While demographics were similar between the groups, matched patients more commonly met field triage criteria (15.5% vs. 1.8%) and had slightly higher proportions of hypotension, low Glasgow Coma Scale, and abnormal respiratory rate. These differences reflect matches to state trauma registries, where triage-negative patients (lower acuity) were unmatched. The matched group therefore represents a slightly higher acuity group than unmatched patients, which could result in selection bias if unmatched patients were excluded from the analysis. There were no appreciable differences in the proportion of observed values for linkage variables between the two groups. Figure 4 demonstrates the redundancy of matches to different data sources, separated by overall matches ( Figure 4A ) and matches to the index event (Figure 4B) . Among the 13,661 patients who matched to any record, 4,854 (35.5%) patients matched to two record sources, while 40 (0.3%) patients matched to five different record sources. Medicare data provided the greatest contribution of matches. For the 9,337 matching to an index ED/hospital record, 3,336 (35.7%) patients matched to two record sources and no patients matched to all five record sources.
In Table 3 , we list the proportion of observed values for key variables in the primary cohort after compiling and processing all linked record sources. The 
End-of-life preferences, specified through matched POLST form|| 1,412 (9.0) ---X --AIS = Abbreviated Injury Scale; BVM = bag-valve mask; ISS = Injury Severity Score; SES = socioeconomic status; POLST = Physician Orders for Life-Sustaining Treatment. *Data are reported as n (%). †Based on patient home zip code. ‡These variables only apply to patients who died. Of 3,175 deaths, 3,037 (95.6%) had cause and location information available from matched death certificates. §Medication information was based on patients with a matched Medicare record and continuous Medicare Part D coverage for the 3 months prior to the index event.
||The Oregon POLST registry only applies to Oregon residents and a small number of Washington residents in adjacent counties who receive medical care in Oregon. *ISS is a measure of overall injury severity, ranging from 0 to 75. AIS score is a measure of injury severity in specific body regions, ranging from 0 to 6. Major nonorthopedic surgery included brain, neck, chest, abdominal-pelvic, and spine surgeries.
proportion of observed values ranged from 100% (age) to 7.9% (POLST). For mortality data, we estimate the match rate to be 97.4%, based on comparison to the 3,140 patients with hand-abstracted values. While comorbidity data had a high proportion of observed values (81.6%), preexisting medication data had notably less (41.3%). These proportions provide realistic estimates for the availability of data for key variables after completion of a composite, fully linked data file.
Validation of Electronically Generated Variables, Including Imputed Values
In Table 4 (available as supporting information in the online version of this paper, which is available at http://online library.wiley.com/doi/10.1111/acem.13512/full). For patients with missed serious abdominal-pelvis injury, the majority of cases were due to an electronic AIS value of 2 (compared to a hand-abstracted value of 3 or 4). For patients with missed major surgical interventions, the majority had thoracic or spinal surgery. In Figure 5 , we present modified Bland-Altman plots comparing electronically generated values against hand-abstracted values for ISS (observed, multiply imputed, and combined). Electronic values tended to overestimate low abstracted ISS values and underestimate high abstracted ISS values. When averaged across the full range of ISS, the mean difference of abstracted minus electronic values was -2.0 (95% interval of differences = -11.5 to 7.4). When ISS was categorized to ISS < 16 versus ISS ≥ 16, differences were reduced, resulting in 82.0% sensitivity and 95.6% specificity ( Table 4 was similar to that of ISS (Data Supplement S4, available as supporting information in the online version of this paper, which is available at http://onlinelibra ry.wiley.com/doi/10.1111/acem.13512/full).
DISCUSSION
These results provide an applied, realistic portrayal of and roadmap for combining "big data" from multiple existing data sources from 9-1-1 call to 1-year followup. Patients served through the 9-1-1 emergency care system provide an ideal example of such data processes because their care spans multiple locations, organizations, providers, and time points. Including each of these aspects of care is crucial to creating an accurate, representative portrayal of how such patients move through the health care system. We quantify the contribution of different data sources to the master data file, validate linkage processes, and validate the resulting variables against hand-abstracted values.
Our findings demonstrate the feasibility of creating a population-based longitudinal cohort from existing data, coupled to key analytic methods. Probabilistic linkage had high sensitivity and specificity, with good capture and few mismatches. However, there were large differences in the contribution of each data source to the master data file, illustrating that matching to a single database for hospital information and outcomes is unlikely to be sufficient. We also quantify realistic match rates to each data source, including overall matches and matches specific to the index visit. The index event match rate was lower than the overall match rate because matching to a time-based incident (i.e., the index 9-1-1 call) narrows the match window and requires accurate coding for date, hospital name, hospital order (for patients with subsequent transfer), plus nonmissing EMS data for key linkage variables. If information from the EMS chart is incomplete or inaccurate for a certain incident, this incident will have a lower probability of matching to other record sources. Regardless of the completeness of ED/hospital data sources, the limitations of incomplete or inaccurate EMS charts (which are relatively common) cannot be circumvented. For linkage processes, social security number had a high match weight, but was missing in the majority of EMS records, so it played a relatively minor role in the linkage process. A pragmatic linkage strategy would be to focus on name, date of birth, home zip code, date of service, and hospital name, all of which were available in EMS records and had reasonably high match weights in the linkage process.
We also show the importance of preserving the full sample, including matched and unmatched records, as restriction to matched records would have introduced selection bias to our cohort. Comparison of characteristics between matched and unmatched patients reflects the data sources into which EMS records are being matched. While Medicare and state inpatient data covered a broad group of patients, the state trauma registries were restricted to higher acuity and more seriously injured patients. We see these characteristics reflected in matched patients. If subsequent analyses were restricted to matched-only records, the sample would be biased toward sicker patients. This concept has been demonstrated in the context of sampling patients with available EHR data (i.e., laborattory and medication order data), 28 illustrating that restricting a sample to patients with available data (or matched records) biases the sample toward sicker patients. Multiple imputation played an important role in handling missing values and allowing us to retain unmatched patients in the cohort, thereby reducing selection bias.
There have been questions about the validity of variables generated through the combination of multiple existing electronic data sources. Our findings provide a rare opportunity to validate the resulting variables and their imputed values. Overall agreement was high for most electronic variables, with electronic values comparing favorably against hand-abstracted values. However, for patients with serious abdominal-pelvic injury or requiring major nonorthopedic surgery, the electronic processes failed to identify a notable proportion of patients (specificity was preserved). When compared visually using modified Bland-Altman plots, the differences between electronic and hand-abstracted values were generally small, but differed across the spectrum of injury severity. Electronic values for AIS and ISS tended to overestimate minor injury and underestimate higher injury severity. However, these differences became more muted when injury severity was categorized (i.e., AIS < 3 vs. ≥ 3, ISS < 16 vs. ≥ 16), ultimately resulting in reasonable sensitivity and specificity for these terms. The inclusion of multiply imputed values resulted in minimal changes in overall agreement. Because multiply imputed values are not intended for interpretation at the individual level, but are rather used to reduce bias in estimates for the entire sample, these results favor the use of multiple imputation. The methods we demonstrate in this study illustrate a relatively efficient plan for maximizing patient capture with good preservation of data quality and validity.
LIMITATIONS
Two substantial limitations to this approach for building a longitudinal cohort are the timing and availability of data. To create a master data file requires use of existing data sources that have been previously collected and available for use. While ePCR data from all-electronic EMS agencies can be available within 24 hours using efficient data systems, most state-level hospital data sources are not available until 6 to 12 months after the end of a calendar year. Performing linkage and creating an analytic data set results in a timeline far slower than most investigators desire. The processes we outline are sufficient for certain research studies, but are not timely enough for clinical trials or learning health systems, 29 which require ongoing, realtime feedback to investigators, providers, hospitals, and other stakeholders. While generation of real-time data across multiple sources and systems are complex, such technology is being developed. For example, information exchanges are being implemented to process and combine data across large regions in a timely manner to allow real-time use for clinical care. Such exchanges may provide a more timely complement to the methods we describe here.
Other than Medicare records, we did not have a source of ED records, as there were no statewide ED databases available in these states. This removed a key source of records for transported patients who were subsequently discharged from the ED. We have demonstrated higher overall match rates among sites with access to statewide ED databases. 7 Including as many sources of information as possible, especially complementary and redundant data, is likely to increase overall match rates, increase the proportion of observed values for key variables, and reduce missingness.
CONCLUSIONS
We describe creation of a population-based cohort of injured older adults from 9-1-1 contact to 1-year follow-up using existing data sources, probabilistic linkage, and multiple imputation. We also validate the analytic methods used in this context. Our results and processes provide a roadmap for using a big data approach to identify and track patients moving through multiple phases of the health care system, harnessing the power and efficiency of electronic data for tracking longitudinal care.
