Abstract-Given a wireline transmitter/receiver pair with fixed parameters (modulation and coding methods, transmission, bandwidth, receiver noise floor, etc.) that achieves a certain bit rate on a single pair of wires, one might expect that using two pairs of wires (and two sets of transceivers) would double the bit rate. However, the presence of crosstalk induced by the coupling of the energy across the wire pairs may cause significant reduction in the expected bit rate. In this paper, we present a multiple-input multiple-output (MIMO) discrete multitone (DMT) system that achieves double the bit rate of a traditional single transmitterreceiver system when using 2 transmitters and 2 receivers operating over two wires. The improvement has been achieved both in desktop simulation and in a real-time testbed. The testbed also allows rapid exploration of many design tradeoffs in a DMT system.
I. INTRODUCTION
Discrete Multitone (DMT) modulation uses multiple orthogonal subcarriers to transmit data over a wideband channel. The wideband channel is thus transformed into a set of narrowband channels with magnitude responses that become more flat as the number of subcarriers increases. By using proper training sequences, the frequency response of the channel is measured as well as the noise levels across subchannels. This allows the transmitter to allocate different number of bits on each subcarrier depending on their Signal to Noise Ratio (SNR) levels. Bit allocation ensures that a DMT system could avoid using subcarriers that fall into nulls of the channel. Using the measured frequency response of the channel a DMT receiver can perform frequency domain equalization more easily on the narrowband channels individually than on the entire wideband channel directly.
Given a fixed set of transceiver parameters/constraints such as modulation and coding schemes, bandwidth, receiver noise floor and transmitted energy, a maximum achievable bit rate exists. One way to increase the bit rate beyond this limit is to use multiple pairs of wires to transmit the bit stream. Ideally, a system using two pairs of wires (and two sets of transceivers) would double the bit rate over a single transceiver system assuming that the pairs of wires result in two identical wideband channels.
When using multiple pairs of wires in close proximity (i.e. in a bundle), the achievable bit rate could be significantly lower than ideal due to near-end echo, near-end crosstalk (NEXT) and far-end crosstalk (FEXT). As shown in Fig. I The receiver in the testbed is designed to compensate the effects of the channel. Upon startup, the DMT transmitter and receiver execute a training phase that allows the receiver to estimate the frequency response of the direct channel and the various crosstalk components. These estimates allow the receiver to design equalizer(s) to combat the effect of the channel. DMT systems use a cyclic prefix that allows the channel to be equalized in the frequency domain via the fast Fourier transform (FFT) [2] , [3] . However, this is only possible when the channel impulse response is shorter than the cyclic prefix length (plus one). In wireline DMT systems, the channel impulse response is usually significantly longer in duration than the cyclic prefix. The cyclic prefix must be kept short so that it does not negatively impact the maximum achievable bit rates. Thus, increasing the length of the cyclic prefix to match the channel response is generally inefficient.
We have implemented a classic DMT equalization approach that filters the samples received from the analog-to-digital (A/D) converter with an finite impulse response (FIR) filter commonly called a time-domain equalizer (TEQ) [2] , [3] . After the TEQ, the cyclic prefix is discarded and an FFT operation is performed on the symbol. After the FFT, the frequency domain equalizer (FEQ) scales each FFT output (tone) by a complex value (which was estimated during training). Alternate equalization structures, such as dual-path TEQ and per-tone equalization, were not considered here [2] , [3] .
During training, the receiver also estimates the noise power on each subchannel and performs bit/gain loading. Bit/gain loading is the process where the receiver determines the bit rate on each subchannel and the allocation of transmitter power. All subchannels need not be used nor do they need to have equal transmitter power. These operations allow the receiver to make effective use of the channel for high-speed data transmission. A block diagram of the DMT transmitter and receiver implemented is shown in Fig. 2 and maximize the total number of bits allocated across all tones resulting in the maximum data rate possible, whereas Margin Adaptive algorithms distribute a fixed total number of bits across all tones so as to maximize the gap resulting in low probability of bit error. The two types of bit allocation algorithms implemented in the testbed are: 1) Uniform Gain Bit Loading: The uniform gain method of bit allocation is a trivial non-optimal method of bit allocation in DMT. Each tone gets equal amount of energy and depending on the consequent SNR in the tone, the number of bits to be allocated on the tone are decided. This method is highly sub-optimal, but has the least design and implementation complexity.
2) Hughes-Hartog Bit Loading [1] ]: The Hughes-Hartog bit gain algorithm is an optimal bit loading algorithm. In [4] , Optimal Spectrum Balancing (OSB) [5] - [9] , Static Spectral Allocation (SSA), and Exclusive Spectrum Allocation (ESA). (SSA and ESA are suboptimal.) Table 1 gives the complexity of different algorithms considered. K is no. of tones, N is no. of pairs of wires, I is number of iterations for Hughes-Hartog algorithm, I5g is no. of iterations for subgradient search, and B is no. of bit levels. Iterations are only necessary during training. Because of low complexity during training and better communication performance than SSA and OSA algorithms, we evaluated only Vectored DMT (V-DMT) methods in the real-time testbed.
Simulations were performed for the four FEXT cancellation methods for N = 2 wire pairs. Roughly 10-20 iterations were needed for Hughes-Hartog and subgradient search algorithms. In high crosstalk environments, based on our simulations, huge performance gains (around 100%) of V-DMT vs. the other methods can easily justify the increase in complexity of training and decoding, and is thus the recommended method. In low cross-talk environments, OSB outperforms V-DMT while having lower per-symbol processing requirements. Thus, if training complexity is not an issue, OSB is recommended in these environments. Finally, if computational complexity is the primary concern, then ESA is recommended in low crosstalk environments, and SSA is recommended in high cross-talk environments.
Using our 2x2 MIMO DMT testbed, we implemented V-DMT using QR decomposition and V-DMT using Successive Interference Cancellation. The crosstalk occurring in a MIMO DMT system can be modeled mathematically as a matrix multiplication of the received signal vector by a channel matrix H. Crosstalk cancellation involves removing the effect of H to get back the original transmitted signal vector. Both V-DMT methods are based on inverting the channel matrix H. This inversion is performed on a per-subcarrier (i.e. per-tone) basis. The QR-Decomposition operation is computed by using a series of Givens Rotations, which is a computationally efficient and more importantly, numerically stable technique. Successive Interference Cancellation slices the received symbol at the ith receiver and uses the sliced symbols received at the 1st to ith receivers to remove the interference terms at the (i + l)st receiver. Fig. 4 shows the results. Note that switching from singlechannel to two-channel operation without FEXT cancellation significantly reduces the overall bit rate. With V-DMT however, the bit rate increases to 1.99X of the single channel case, which is close to the ideal (2X).
IV. CONCLUSIONS
The maximum bit rate in single-channel wireline communications systems is inherently limited by the channel's available bandwidth. For high data-rate applications, a single-channel communication system may not be sufficient. A natural solution is to use multiple transceivers communicating over multiple channels (pairs of wires) which are usually in close
In this paper, we show that the "Vectored DMT" method can effectively cancel FEXT. We have constructed a 2 x 2 MIMO DMT prototype communication system using commercial offthe-shelf (COTS) hardware. Experimental tests on a 1000ft cable with strong crosstalk (FEXT) show that the Vectored DMT method used on a 2 x 2 MIMO DMT system can provide 1.99x the bit rate of a similar single-channel DMT transceiver.
Vectored DMT is highly effective in canceling FEXT with low computation and memory requirements. Experimental tests involving strong FEXT with Vectored DMT yielded bit rates very close to a crosstalk-free scenario. We canceled FEXT using two methods. One method simply inverts the channel matrix, and the other method was successive interference cancellation (SIC). In our experiments, SIC yielded improvements of up to lOOkbit/s or 2.5% in bit rate over the channel matrix inversion method, while still maintaining a similar level of computational complexity at the receiver.
