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" . Praejudicia sunt et scientiam non pariunt":~ 
Sir Isaac Newton (1713) 
Abstract--We prove mathematically that the least squares regression scheme is of little use for 
identification from inexact data, even in the low noise case. Its results depend solely on the prejudice~ 
concerning which subsets of variables are chosen as "regressands" and which as "regressors" from a given 
set of data variables. In practice least squares regression results are always biased and depend on the 
relative noise levels, while even the signs of the "estimates" are completely determined by the arbitrary 
choice of the regressands if the number of underlying relationships i misspecified. The principal 
components (or statistical common factor) scheme fares a similar fate, since the choice of how many 
principal components (or common factors) to retain is essentially prejudiced and not determined by the 
data. Both schemes produce artificial and unexplained correlations among the residuals. For the principal 
components scheme this occurs because it usually violates Wilson's inequality. Afortiori  we prove exactly 
why in practice factor indeterminancy occurs. The exact (ideal) multiple common factor scheme of Frisch 
and Thurstone has not yet been solved, except for small numbers (six and less) of data variables. 
1. INTRODUCTION 
Least squares regression and principal components analysis have been the mainstay techniques for 
empirical data analysis in econometrics ince its foundation in the early 1930s (see, for example, 
the references in some representative t xtbooks like Dhrymes [2, pp. 1-217], Johnston [3, pp. 1-203] 
and Malinvaud [4, pp. 3-340] and in many other observational, non-experimental sciences. 
Common factor analysis has been the mainstay technique for empirical data analysis in psycho- 
metrics since the beginning of this century and particularly since the late 1920s. (See, for example, 
the references in some representative textbooks like Harman [5] and Mulaik [6].¶) 
Principal components and common factor analysis have often been used as ad hoc approaches 
to deal with problems arising in empirical applications of least squares regressions, such as "errors 
in variables", which result in biased regression estimates, or "multicollinearity", which often results 
in unstable regression estimates. Unfortunately, only few theoreticians have ever attempted to 
discuss such problems, which occur in similar fashion in econometrics and psychometrics, in a 
common framework. Scott [7], Goldberger [8] and, most recently, Anderson [9] are a few notable, 
although not necessarily correct, exceptions. 
We find that all three identification schemes--least quares regression, principal components 
analysis and (statistical) common factor analysis--are so severely prejudiced towards the noise 
(error) characteristics of empirical economic data and psychological test results, as to make them 
virtually useless for serious identification of noisy (= inexact) data. The results of their application 
?With thanks to Rudolf E. Kalman, who showed me the via luminis. This paper is one result of our collaborative effort 
to illuminate the noisy identification problem, as emphasized by the use of the first person plural throughout the paper. 
The comments of Phoebus J. Dhrymes, G. S. Maddala and other participants in the Econometrics Workshops at 
Columbia University and the University of Florida are very much appreciated. The original paper was written while 
I was still a Senior Economist of the Federal Reserve Bank of New York, which is hereby absolved of any responsibility 
for this paper. It was presented in the symposium From Data to Model of the International Institute for Applied Systems 
Analysis (IIASA), Laxenburg, Austria, July 1987, and at the 6th International Conference on Mathematical Modelling, 
St Louis, Missouri, August 1987. 
~:This statement can be translated, most illuminatingiy, as "They are prejudices and do not engender (good) science". 
§Newton's technical term prejudice -- a priori assumption, ot obtained from the data, or testable against he data. It was 
used again as a technical term in Kalman [1, p. 163]. 
¶In this paper we do not want to imply that these textbooks are of low quality or even wrong. They are considered some 
of the best textbooks offered to their respective fields of research and are standard reference works. But we do intend 
to prove that their content may, unintentionally, be misleading, even though they are logically impeccable. 
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are, as we will demonstrate mathematically, solely dependent on certain hidden prejudices which 
cannot be checked directly against he data. These prejudices are often forgotten about by the 
empirical researchers, only to haunt them in the form of the usual regression problems as 
"multicollinearity" and "heteroskedasticity", or, in the case of principal component and (statisti- 
cal) common factor analysis, as unexplained and artificial correlations among the residuals (noise 
terms). 
In addition, since the late 1920s desperate ad hoc attempts have been made to deal with another 
consequence of some hidden presumptions--the infamous "factor indeterminacy" problem in 
statistical factor analysis, which has recently recaptured the attention of psychometricians [10, 11], 
even though it should have been obvious from the conjectures by Wilson [12] and Ledermann [13] 
why this trivial form of factor indeterminacy occurs: factor analysis violate in practice Wilson's 
[12] inequality. Wilson also showed that, even when his inequality is not violated, non-trivial factor 
indeterminacy may occur when there are multiple unique solutions for the exact common factor 
scheme for more than five variables. 
Our main conclusion is that Pearson's [14, p. 560] original problem of objectively identifying 
linear systems in clouds of data points remains, as yet, unsolved in all its generality, contrary to 
what the thorough review article by Anderson [9] may want us to believe. However, recently some 
results have been obtained for identifying single equation systems from a finite number of data 
variables as well as for identifying simple multi-equation systems for very small numbers (six and 
less) of data variables [l 5]. The details of these results fall outside the scope of this paper and will 
be discussed elsewhere [16, 17]. 
We want to mention that we do not view our mathematical critique purely as a cleansing 
operation, since we expect hat bringing these unresolved problems anew to the attention of the 
respective professions will produce new, more successful identification schemes. "Scientists do 
not debunk only to cleanse and purge. They refute older ideas in the light of a different view 
about the nature of things" and "Science advances primarily by replacement, not by addition" 
[18, p. 322]. We learn by debunking. Our mathematical pparatus and computing capabilities have 
now advanced far beyond what was available in the 1920s and 1930s when these problems were 
first discussed, but never satisfactorily resolved. In our opinion it will be an extremely valuable 
exercise to reexamine the unresolved identification problems of the pre-Second World War era, 
since the adopted, prejudiced, statistical ad hoc "solutions" impede currently the further progress 
of objective science. 
We will first investigate and expose the implications of the prejudices of the least squares 
scheme in Section 2, followed by a similar analysis of the prejudices of the principal components 
and common factor schemes in Sections 3 and 4, and we will conclude with some short remarks 
in Section 5. 
2. LEAST SQUARES SCHEME 
Consider the inexact data xt, t = 1 . . . . .  T, where x, is a (T x n) matrix. Assume, for simplicity, 
that all variables are expressed as deviations from their data means, so that the data sum 
~xt=0.  
t 
Then we can always write x, -- ~, + ~t, where ~, is called the exact component of the data x,, while 
it is the inexact (= noise or residual) component.t Thus, in the exact case, ~, -- 0. Consider next 
the empirical data convariance matrix 
I:=F~x~xt. 
I 
tNoise may mean one or all of many things: inaccuracy, measurement errors, unknown effects, random effects, nonlinear 
effects (when dealing with linear problems), and, in general, any deviation from the exact case. It is important to 
understand that noise is the unmodeled, "unexplained" quantity, otherwise it would be part of the system and 
"explained" and therefore not be noise. Noise is not necessarily stochastic. 
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Evidently, X is a symmetric, non-negative and, in fact, (generically) positive definite (n x n) matrix. 
Partition now the coordinates of xt arbitrarily into two sets, x, = (x,t, x#,). Being compatible with 
the zero-mean assumption, the partition induces a partition of X~ as 
__ VX** X** ] q X-LX, x,, -~ n -q  
q n - -q  
where there are q elements in the subset • and n -q  elements in the subset #.  Define S = X -~. 
Then S has a decomposition analogous to X~ as 
s=r s** s,~ ] q 
Ls** s , ,  J n -q  
q n -q  
and we can formulate the following least squares identification theorem for inexact data which tells 
us exactly what the least squares cheme consists of. 
Theorem I
Least squares identification is equivalent to the following identification scheme for inexact data: 
(i) A = S.  1 (S**S.#) = (I S** t S..~); 
(ii) ~.** = S~,!; [;, = ~, .  = ~,~ ="0; 
(iii) ~ = X;-  ~, wh~re both ~, ~- are non-negative definite matrices; 
(iv) A:~ = 0; 
(v) Rank(A) = q (arbitrary). 
Proof Follows from the inversion lemma for partitioned matrices, to be found in any major 
econometrics textbook, for example in Dhrymes [2. pp. 358-459]. [] 
The proof and the arbitrariness of the least squares identification results are illustrated by the 
following four examples. 
Example 1 
Ordinary least squares (OLS) or elementary, classical regression as, for example, originally 
advertised by Haavelmo [19], assumes one relationship among the n variables and designates one 
among these variables to be the "regressand" and the n - 1 other variables to be the "regressors". 
Thus we have the system (= mathematical model) At '  = 0, where £ = (~, X) and A = (1, -I! ') in 
the classical econometric (Cowles Commission) notation; 9 is a (T x 1) vector, X a (T x (n - 1)) 
matrix and x, therefore, a (T x n) matrix. It is emphasized, that it is at the discretion of the 
empirical researcher to designate which among the n variables will be the regressand y. It is 
definitely not dictated by the data. This issue, as far as we know, is nowhere discussed in the major 
econometric textbooks, except for an occasional reference to the a priori belief (sic!) that some 
variables are "exogenous" or "independent". But it is empirical, statistical data independence that 
counts in the factual identification analysis, not theoretical prejudice. 
What implications does this arbitrary selection have for the empirical identification results? Let 
us first look at the data covariance matrix 
= F y'y ~:~n×,,) LX,y 
1 
From the matrix inversion lemma we have 
y'X I 1 
X'X n - 1 
n - I  
S** = (y'y - y'X(X'X)-IX'y)-i = Sml (a scalar); 
S , ,  -- S~,. = - s,ly'X(X'X)-l, 
-1 ~___ _y,X(X,X)-I _ ,~,~.**. so that S**S,,, = ~ -t 
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In similar fashion to Theorem 1 we have ad (i), (v) A = [1, - y'X(X'X) -~] and rank (A) = q ---- 1 
(as a priori assumed!); ad ( i i ) ,  ( iv )  ~** = 1Is, (scalar noise variance) with I~.¢ = !~¢. = :~#~ = 0 
by assumption, so that ~ is nonnegative definite; ad (iii), (iv) 
~=~-~=FY'YLx'y Y'X1-[(Y'Y-Y'X(0X'X)-IX'Yx'xJ 00] 
Fy'X(X'X)-'X'y y 'Xq=[ -~.  E~.  £*~7 
=L X'y x'xj L *z,, z,,j 
which is also nonnegative definite; ad (iv) it is easy to check that A~ -- [0 0]. In fact we have just 
proved the remarkable: 
Corollary 1 
All n ordinary (elementary) least squares (q = 1) identification solutions are provided by the rows 
(columns) of the inverse data covariance matrix S = E-~. 
Proof. See Kalman [15, pp. 149-155] for a more detailed discussion. [] 
For comparison purposes, the n solutions may be normalized on the first column (S.~ = 1) by 
dividing each row by its first element. 
What is remarkable in the discussion so far is that nowhere is minimization required! But we 
can relate these results to the more usual notions in the treatment of least squares by looking at 
the implied projection operator P, which achieves the required decomposition i x, = Jtt + it by ~ = Px~.  
Corollary 2 
The least squares operator P = ~TI, -~ has the following properties: (i) 
E00 ] - -S ,  ,#  p= q n-q  
q n -q  
(ii) P = p2, i.e. P is a projection operator. 
Proof. P = (~, - !~)~-~ = (I - !~E-l) and (i) follows from applying Theorem 1 to !EX-~. For P 
to be a projection operator, it has to be idempotent, i.e. P = P~, since then ~E-~= ~-~E- '  
implying that the conditional covariance Cov(J[/x) = ~-  ~E-~ = 0 since E is positive definite.'f 
In other words, a//the information in ~ is contained in x and the data covariance matrix E. P is, 
indeed, an idempotent matrix, as can be easily verified from (i) by substitution. [] 
This result means that P projects x onto ~, which lies on a hyperplane of corank q = rank(A), 
since A~'= APx '= A~I~-t = 0.~t This implies the classical east squares orthogonality property 
since A~'x = AJ~'(J~ + :~) = 0, but AJ~'J~ = A~ = 0 so that AJ~'~ = 0 and J~i = 0 for any A ~ 0. The 
least squares property from which this identification scheme originally derived its name is then also 
implied. 
Corollary 3 
Among the linear operators of the form ~E-1, the least squares operator produces a minimal 
trace(!E). 
Proof. Suppose there is another linear operator H = P + C, where P is the least squares operator 
and C a matrix of constants uch that C~', = 0 and g' = Hx' = Px' + Cx' = (I + C)£'. Here, J~ is 
the exact component resulting from the least squares identification. Then 
"_x'~_ = (x  - ~) ' (x  - ~_) 
= (x  - ~ - iC ' ) ' (x  - ~ - ~C ' )  
= i ' t  - i '~C '  - C J~ ' i  + C£ '~C' .  
tOne may assume, by analogy, that £ and x are jointly Gaussian, 
~Corank = nullity in the older terminology. 
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Because for least squares, t ' i=O,  it follows that _~=~+e~e'  which implies that 
trace(L) ~< trace(~_). In other words, the sum of the least squares noise (residual) variations is 
smaller than, or equal to, the sum of the noise variations of any other linear operator of the form 
~X-~, implying that the total least squares noise variation is minimal. [] 
Example 2 
For OLS q = 1 and we have the classical result 
, . [ :  .x,xx, ][x.] [.X,XxX, x ] 
Or, in terms of the regressand coordinate of i: ~ = X(X'X)-IX'y and the OLS residual variance is 
given by trace(Z) = 1/S~l. 
The OLS prejudices have very serious practical consequences in cases where these prejudices are 
not satisfied by the data (and they very often are not), as will be illustrated by the following two 
examples. 
Example 3 
In cases where all variables contain inexact components, the computed parameter values are 
always biased. This is a well-known result in the statistical literature, where it is discussed under 
the headings of either "reverse regressions", "errors-in-variables" or "latent variables" models (for 
example, in Dhrymes [2, pp. 242-266, in particular, pp. 244, 259, 260, 265, and 266], or in the survey 
article of these models by Aigner et al. [20]. We will illustrate the problem with the simplest example 
where n = 2. 
Consider the data generated by the (exact) one equation system: ~,  + [3-x2, = 0 (which can also 
be written as .~, = -[3£2. or as 22, = - 1/[3~,. The variables ~, are exact, but the actual, observed 
data consists of observed values of the noisy variables x~, = .~, + ~i,, i = 1, 2; t = 1 . . . . .  T. The two 
variables have zero means and the noise terms ~, have fixed (unknown) variances and are 
uncorrelated with the exact ~,, between each other, as well as with respect to t. The (2 x 2) 
covariance matrix ~ of the exact variables is clearly of rank 1 (and corank 1): 
[ ' 
L0,12 0,22J 1/[3 
We parametrize this matrix and the following matrices in this and the next example by the unknown 
~.  In accordance with our noise assumptions, the noise matrix X; = #.  diag(6, El[32) where 6 and 
E are arbitrary positive numbers. Hence, we may write the covariance matrix of observed ata as 
X=~+~,  or 
[l ,,,l [,01 0,,2] = 
L0,m 0"223 --1/[3 1/[32.J 0 E/[32" 
In actual applications, of course, only matrix ~ is known, but not its explicit structure shown here, 
nor ~..  Recall that ~ has full rank, but ~ not. Apply now OLS to the data (x~,, i = 1,2; 
t = 1 . . . . .  T), forgetting the fact that we know how it was generated, to analyse the practical 
consequence of the OLS prejudice that only one of the two variables is assumed to be inexact. The 
OLS scheme provides us with a "point estimate" for b in the regression equation 1 • x~t + b~2, = -~lt 
according to the estimation formula 
(b , )us  = -0 , ,2a~ ~ = fl/(l + E) < ft. 
Thus (b,)us is always downward biased for the case n = 2. Similarly, the reverse stimate 
(l/b*)LS = --0,,20,fi' = l/[3(1 + 6) < 1/[3, 
implying that its inverse (b *)us >/3 is upward biased [see Fig. 1 where b.  = tan(q~) and b * = tan(O)]. 
Thus, there are two OLS estimates: b. ,  which takes x2, as exact (x2t = x:t, or x:t = 0), and b *, which 
takes xjt as exact (xjt = x~t, or 2t, = 0). Of course, the true parameter value lies between these two 
extreme, biased results: b .  < fl < b*. This result can easily be extended in an appropriate fashion 
to the case of more than two variables. The closed uncertainty interval [b., b*] for fl, which is large 
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when the noise levels are high, cannot objectively be removed when applying OLS, only by 
appealing to some additional "information" about the noise variances, which is seldom available 
in practice.~" 
Example 4 
Consider data generated by the simple (and exact) two equation system 
21' + [322t = ~ } whichcana lsobewr i t tenas  ~ xS' = - l / fl yqt 
Yqt + YYc3t (x3, = - 1/y fq," 
The variables ~. are again exact, but the actual observed ata consists of observed values of the 
noisy variables x, = ~, + ~,, i = 1, 2, 3; t = 1 . . . . .  T. We make similar assumptions about the noise 
terms ~, as before. Given this set up, we are again in the privileged position to know exactly the 
(3 × 3) covariance matrix ~ of the exact variables, which is clearly of rank 1 (and corank 2): 
- l/r 1/& 1/Hi 
In accordance with our noise assumptions, the noise matrix X = 611 diag(6, elfl 2, 7/)/2) where 6, E and 
~/are again arbitrarily small, but positive numbers. Hence, we may write the covariance matrix of 
the observed ata as I; = ~ + ~, or 
= - lip 0 + l/p  _] 
0"13 0"53 0"33-] L -- 1/7 l/fly (1 + r/)/y: 
Apply again OLS to the data [x,: i = 1, 2, 3; t = 1 . . . . .  T], forgetting the fact that we know how 
it was generated, to analyse the practical consequences of the two OLS prejudices: (1) the number 
of linear relations is assumed to be one and (2) only one variable is assumed to be inexact. The 
OLS scheme provides us now with "point estimates" for b and c in the regression equation: 
1 • xl, + bx2t W cx3, = -~lt 
according to the formula 
.['tr22 tr23]- 
(b, C)LS , = -y 'X (X 'X)  -1 = - (o"12 ala)La2a assl " 
Similarly we can also compute (b, C)LS2, taking x2t as the regressand, and (b, C)LS3, taking x:t as the 
regressand, in both cases normalizing the regression results on xl,. 
tA few exceptions are when x.  = 1 or when x. -- t for all t; then 0. = 0. Kepler and Learner [21, p. 174] have come to a 
similar conclusion, although they are clearly too optimistic when they state, apparently unperturbed by their own 
conclusions: "The situation is not as bleak as it appears when it is recognized that in the average application the 
researcher may possess considerable prior information c~,ncerning the seriousness of the measurement error in the 
observed regressors [p. 175]". We raise the immediate and obvious question: from where does the researcher obtain 
such precious information? 
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We will only discuss the case of low noise data to make the theoretical results "sharp". Thus 
the results stated below will hold with an accuracy of at least 0 (&, 6r/, Er/) in the limit. 
Proposition 
In the low-noise case the OLS estimates (b, C)LSI , i = 1, 2, 3 have the following properties: 
(i) (b, C)LS, = (qfl, E~)/(E + '7); 
(ii) (b, e)LS2 = ((1 + 6/tl)fl, -- (6/q)y); 
(iii) (b, C)LS3 = (--(6/q)fl, (1 4- 6/E)~); 
(iv) All estimates lie on the straight line b/fl + c/~ = 1 in the (b, c)-plane. 
In short, all three "point estimates" lie on a straight line, but their exact position on this line is 
determined solely by the relative sizes of the respective noise variances in the data (= the relative 
noise levels). 
Proof. ad (i), 
I-(l +,#)/~, ~ - l/tl~, -1 /7:~': 
(b, C)LS, = 0//7, 1/~') L - 1//7~ (1 + E)/tl _l [(1 + Q(1  + r/) -- 1] 
= (nl13~ ~, E I I~)  13~I(E + ,I) 
= (,1P, E~)/(E + '7). 
The results for (ii) and (iii) follow in similar fashion. It is easy to check that each of the three 
solutions lies indeed on the straight line b/fl + c/~ -- 1 by substitution for b and c. [] 
To fix the signs in this example we assume that 0 < fl and 0 < ~. We then have the following 
remarkable results: 
(a) If our choice is that xj, is the regressand, then the point estimate (b, C)LSz lies, according to 
(i), always in the first quadrant (see Fig. 2). Analysis of repeated ata sets would confirm this. In 
fact the statistical variability of (b, C)LS, would usually be small and mainly caused by sampling 
errors, provided the noise variances are reasonably stable over the different data sets. But if 
we choose x:, to be the regressand, the point estimate (b, C)LS2 lies, according to (ii), always in the 
second quadrant, while (b, C)LS3 lies always in the fourth quadrant. The signs of the regression 
estimates are therefore completely determined by the prejudiced choice of the regressand in the case 
that there is, mistakenly, one linear relationship specified, while there are actually two, unknown, 
independent linear relations. 
(b) To be precise, no single linear relation may be identified from the data since, given two 
independent linear relations, any linear combination of these (consistently normalized) relations 
is also a valid relation. Two independent linear relations are abstractly equivalent o the line 
b/fl 4- c/~ = 1 in the (b, c)-plane. What can be identified is the line, not a point on it. In other words, 
the set of "estimates" is unbounded! 
(c) Stated differently, the fact that all three point estimates (b, C)LS,, i = 1, 2, 3 lie on a line 
is equivalent o the fact that the number of exact independent linear relations involved is 2 
c 
Fig. 2 
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[= q = corank(~)]. This basic informational content in the data can not be identified by OLS, 
because in that scheme we must assume, by definition (and, hence, by prejudice, not having 
consulted the data at all), that there is only one such relation. 
(d) But this awkward result has some fruitful practical implications. If we find in practice that 
the three least squares points lie in different orthants of the (b, c)-plane, we know that q = 2, and 
by fitting a line through these three points we can determine the true values of fl and ~ of the two 
exact relations from where this line cuts through the b- and c-axes (see Fig. 2).t 
Let us now summarize the most significant mathematical f cts of the least squares identification 
scheme for inexact data: 
(1) Least squares identification works for any arbitrary partition of the data set x, into the 
subsets (x.t, x,,) and always identifies a hyperplane with presumed corank q = rank(A) = number 
of coordinates in x.,. This means that least squares is, in general, useless for the scientific 
identification of a system from the data. The results depend solely on the prejudice concerning 
which variables are designated "regressands" (.) and which "regressors" (#). The results do not 
depend on the information content of the data at all, since this scheme always works for any positive 
definite data covariance matrix r.. 
(2) The variables included in the subset #,  the "regressors", have a peculiar property. They 
are, by definition, noise-free or exact. We notice this from the least squares scheme which 
decrees that ~, = £ -~**  = 0, identically) This is a very severe prejudice since, in general, *# .~* 
there is no justification for assuming that any measured ata variable is completely noise- 
free or exact. Precisely because of the general applicability (it "always works"!), least squares 
provides no criterion to indicate which variables have a smaller inexact component variance than 
others. 
(3) Since 9~ is a nonnegative definite matrix we have, in the case of OLS, 
0 <~ 0# = 1/s, < ~ii = Y'Y 
where oii and 0ti are the diagonal elements of ~ and ~, respectively, corresponding to the chosen 
regressand. It follows that 1 < o~s,, which is the usual form of the uncertainty relation in physics. 
A related concept is the so-called coefficient of determination i  classical statistical analysis, or 
index of completeness of factorization i  factor analysis: R~ = 1 - (o#s#)-~, which indicates the 
minimal percentage of variation in the observed variable x# attributable to variation in the exact, 
but unknown, variable ~.  
(4) In case of reduced form simultaneous equation estimation, [22], q is prejudicially chosen to 
be larger than one, 1 < q < n, but the least squares prejudice of exact regressors continues to hold. 
The resulting residual covariances in the submatrix ~** are artificial and partly implied by the 
chosen normalization. 
3. PR INCIPAL  COMPONENTS SCHEME 
Our treatment of Hotelling's [23] principal components identification scheme is similar to that 
of the least squares cheme., Since the data covariance matrix X is a symmetric, positive definite 
matrix, we can decompose it trivially as 2: = UAU', where A is a diagonal matrix with positive 
entries on the diagonal and U is an orthogonal matrix, customarily assumed to be normalized so 
that U'U = I (= identity matrix; i.e. U is an orthonormal matrix). The normalization itself is a 
prejudice, rendering the principal components unique. 
Let A. denote the diagonal matrix with q non-zero diagonal elements equal to q eigenvalues 
of A (for example, the q smallest eigenvalues) and all other elements equal to zero. Similarly, 
let A# have the remaining n - q eigenvalues ofA as its only non-zero diagonal elements. We require 
A = A. + A# and we have the following: 
t it  appears that this result can be appropriately generalized for the cases with more than three variables. 
:~A well-known application of the principal components scheme to econometric simultaneous equation modeling can be 
found in Kloek and Mennes [24]. 
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Theorem 2 
Principal components identification is equivalent o the following identification scheme for 
inexact data: 
(i) A = A ,U ' ;  
(ii) ~ -- UA~U'; 
(iii) ~ = UA,U'; 
(iv) 9~ 2 ; -  ~, where both 9~, ~ are non-negative definitive matrices; 
(v) A£ = 0; 
(vi) Rank(A)= q (arbitrary, but with a tendency to be made large). 
Proof. The spectral decomposition underlying this scheme can be found in many elementary 
econometric textbooks, for example in Dhrymes [2, pp. 466--480; see also pp. 198-201 and 
232-240]. [] 
It is easy to check that, in similar fashion to Theorem 1, we have ad (iv) £ = UAU'= UA~U' 
+ UA,U' = 9~ + ~; ad (v) A~ = A,U'UA,U'  = A,A,U '  = 0; ad (vi) rank(A) = corank(~) = 
rank(A) - rank(A#) = n - rank(A~) = q. 
Example 5 
Principal components analysis is sometimes applied as an alternative to OLS. Thus we have the 
system AJ~' = 0, where the latent variable ~ = (~, X) and A = (1, - I i ' )  with the same dimensions as 
before. Which variable is chosen as the "regressand" remains a prejudiced choice. We can write 
x~' = xl3A, = z.g,, = 0, where ~. = ~U is the (T x n) matrix containing n - q principal components 
(the other components are zero); the first column contains the scoring values of the first principal 
component, he second column the scoring values of the second one, etc. The diagonal matrix 
~'~ = U'~'~U = U'~U = A s contains then the largest eigenvalues of 2~. The U matrix contains the 
so-called scoring coefficients. 
Example 6 
Principal components are linear combinations of the data. The covariances of all components 
with the various variables are given by x'z = x'xU = £U = UA, if we retain all eigenvalues. It is 
easy to show how the variation in each variable may be decomposed into the contribution due to 
each component, since x'zU'I~-m = 2~2~-1 = I, where the terms on the left-hand side diagonal are 
the unit sums of the squares of the coefficients of correlation between the components z and the 
variables x. Thus the proportion of variation in each variable associated with the various 
components i given by these squared correlation coefficients. 
It is now recognized by most professional econometricians that the choice of which eigenvalues 
are smallest, and which could therefore be deleted as being almost zero, is arbitrary. For example, 
Judge et al. ([25], pp. 470--471) state: "In fact, the use of testing procedures for selecting a principal 
components estimator where the components are not interpretable only delays problems by one 
analytical step since the range under which the preliminary test estimator is superior to the least 
squares estimator, depends upon unknown population parameters." While Johnston [3, p. 543] 
asks, rhetorically: "How should we decide on the number of components to retain? Purely 
subjective decision on the size of the latent roots . . . . .  is hardly satisfactory." Simultaneous with 
this recognition, the popularity of principal components analysis has declined in econometrics and 
this scheme is currently used mostly as an arbitrary data summarizing technique.I" 
Corollary 4 
The principal components operator P = ~I~-~ has the following properties: (i) P = UL~A-~U'; 
(ii) P = p2, i.e. P is a projection operator. 
Proof. P=~£- I=UA,U ' (UAU' ) -~- - -UA~A-~U ' by the orthonormality of U and p2= 
UA#A-'U'UA~A-~U' = U(A-  A,)A-IA,A-~U' = UAsA-IU'  = P, implying, similarly as in the 
proof of Corollary 2, that P is a projection operator, since cov(J~/x)= f : -  ~£-~9. = 0, where 
~=Px.  [] 
tFor example it is often arbitrarily required that trC~/tr(X)) -- 0.90, i.e. that the retained principal components "explain" 
90% of the generalized variation of the data variables. 
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In the total principal components scheme all variables are inexact: g has no zero diagonal 
elements. This property removes at least one of the least squares prejudices: it does not differentiate. 
between inexact regressands and exact regressors. Unfortunately, the principal components cheme 
introduces some other prejudices: 
(1) The principal components cheme is prejudiced since there is no direct, simple way of finding 
a natural value for n - q, the number of retained principal components, from the data alone. 
Additional unverifiable assumptions or arbitrary decisions have to be made. 
(2) Arbitrary covariances are implied for the noise matrix 2 = UA,U’. These correlations are 
implied by the spectral decomposition (and the normalization), which is a mathematical truism 
solely dependent on the squareness and positive definiteness of the data covariance matrix Z, but 
not on its specific information content, i.e. the individual data covariances. 
4. COMMON FACTOR SCHEME 
The common factor scheme, while virtually ignored by econometricians, is widely accepted 
among psychometricians. It has many features in common with the principal components cheme.7 
The most important features are that all data variables are equally treated and that the number 
of retained common factors is arbitrary (prejudicial) in the statistical version of the scheme. 
But, even before we enter this controversial subject area, we want to make the following 
preliminary observation. In the common factor scheme the identification customarily proceeds on 
the basis of the correlation matrix instead of the covariance matrix, to eliminate the influence of 
large variances on the computed eigenvalues. It should be emphasized, however, that such a 
nonlinear transformation of the original data introduces distortions of the true covariation. The 
measured correlation coefficient rri. is such that 
where i, is the coefficient of correlation between the true (exact) variables &, and gj,, i #j, since 
the diagonal elements of the data covariance matrix eii = 6,, + d,, where 0 < 8,, 6, G cr,,. Thus the 
measured correlations are less than, or equal to, in absolute value, the true corre1ations.J Since 
this problem is not relevant for the rest of our discussion (which could be conducted in terms of 
the covariance or even the sum-of-squares matrix), we will adhere to the prevalent mode of 
psychometric research behavior and consider C from now on a correlation matrix, i.e. a covariance 
matrix of standarized variables, so that the diagonal elements Gii = 1. 
Theorem 3 
Exact (ideal) common factor identification is equivalent to the following identification scheme 
for inexact data: 
(i) f3 = U,U; = U&U’; 
(ii) Z is diagonal; 
(iii) 2 = Z - c, where both 2, z are non-negative matrices; 
(iv) AZ = 0; 
(v) Rank(A) = q maximal. 
Proof, Obvious from the following historical discussion and references. Cl 
tThe only serious applications of common factor analysis to macroeconomic data arc the famous article by Stone [26], 
which was sanctioned in the accompanying discussion by Cyril Burt, and the pioneering and controversial article in 
development economics by Adclman and Morris [271. 
$For this statement we assume that the covariances ay contain no noise (= are exactly measured) other than sampling errors, 
since 
Uij = Z:r x$,1 = Z, (9, + tJ(*j, + 4) = Z, *i$jt 
in the context of this section, where the data means are zero and the inexact components are assumed to be orthogonal 
to each other. 
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For historical reasons this exact common factor scheme should be called the Frisch scheme, since 
Frisch [28], p. 52] made explicit the reasonable requirement that the noise matrix ~ be diagonal, 
but ignored the issues arising from sampling. Sampling is not relevant in most empirical economic  
research. Frisch was well aware of the developments in common factor analysis (see, for example, 
Frisch [28, p. 49]), and Griliches [29, p. 972] also notes: "Frisch's work can be read as an early 
contribution to the principal components and factor analysis literature though it seems to have had 
little effect on or recognition in psychometrics." The Cholesky decomposition of the non-negative 
definite matrix ~ in (ii) is always possible [2, pp. 486-487] but the preservation of the diagonality 
of ~, only under very restrictive conditions. This fundamental theorem of exact common factor 
identification for multiple common factors is due to Thurstone [30, p. 70; also in his expanded 
version, 31, p. 78] and can be found in the contemporaneous textbooks of Harman [5, p. 32] and 
Mulaik [6, p. 101]. 
Contrary to both the popular and the professional opinion of most empirical researchers, 
Theorem 3 has not been solved exactly in all generality, except for a few cases with q --- 1 for finite 
n or with q = 1, 2 for n < 6 [15-17]. We defer the discussion of this difficult and controversial issue 
until after the following two examples. These examples provide psychometricians (and others) the 
familiar terminology of the common factor identification scheme in the context of our notation, 
to facilitate future discussion. 
Example 7 
In the common factor identification scheme l~ is the so-called reduced correlation matrix of the 
orthogonal common factors i# = iU,~, which are obviously not unique, while g is the correlation 
matrix of the, ideally, orthogonal unique factors. The diagonal elements of ~, 6~ = 1 -~,  
i - 1 , . . . ,  n are the communalities. Thus we have the "fundamental equation of factor analysis" 
[6, p. 100]: x = i + i = i#U'~ + i ,  where i,~ is the matrix of common factors and U,~ is the factor 
pattern; it contains the factor loadings. In the customary scheme the common factors are 
orthogonal since i~i,~ = U~i ' iU# = U~,~U# = U~U~A#U~U,~ = A#, a diagonal non-negative 
matrix.i 
The number of positive diagonal elements in A~ is n -q  = m: the number of retained largest 
eigenvalues of :~. Principal components identification can be viewed as a special case of common 
factor identification, since the initial principal component scheme results when :~ equals zero in the 
common factor scheme, i.e. when all n common factors are retained. The principal components 
scheme differs from the exact factor analysis cheme in that it does not impose the requirement 
(ii) that ~ be diagonal in subsequent analysis. 
Example 8 
In the course of the past five decades everal statistical methods of determining f~ and ~., 
often in iterative, approximating fashion, have been developed. All of these methods are 
prejudiced and therefore unsatisfactory for achieving progress in science. In practice they all delete 
the requirement (ii) that ~, be diagonal (as noted by Sch6nemann and Wang [10, p. 62]). They form 
the statistical common factor identification schemes, to be distinguished from the exact or ideal 
scheme of Theorem 3. Besides principal component analysis there are, for example: principal-factor 
analysis, iterated principal factor analysis, unweighted least-squares factor analysis, maximum 
likelihood (canonical) factor analysis, MINRES, alpha factor analysis, image component analysis 
and Harris component analysis (see Harman [5, Table 6.1], for more details). 
As a first attempt o find the unknown communalities one often uses the squared multiple 
correlation coefficients, or coefficients of determination, so that ~ = R~, resulting from the simple 
OLS regression of variable i on all n - 1 other variables. Consequently, the so-called uniquenesses, 
or diagonal elements of $;, are 8~ = 1 - R~. It is clear that this procedure of determining prior 
communalities and noise variances will, in general, lead to too large noise variances ince we know 
that R~ ~< g~i, while the procedure does not guarantee the diagonality of ¢-. In fact, none of the 
tAlthough the discussion of oblique common factors proceeds very easily within this matrix framework, we do not want 
to digress from our main line of critique and leave therefore such a discussion outside the scope of this paper. Oblique 
rotation only superimposes another prejudice upon the adopted statistical scheme. 
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currently available statistical methods guarantees the exact diagonality of E. The resulting g will 
always contain artificial cross correlations, however small they may be. 
Other ud hoc approaches to the determination of the communalities are, for example, to set 
8, = max rri for all j = 1, . . . , n, or to set, initially, 6, = r_rii = 1 (the so-called Heywood case), so that 
d, = 0. (That is equivalent to principal components analysis on the correlation, instead of the 
covariance, matrix.) 
In the professional iterature one finds such cautionary remarks as: “no computer program is 
capable of reliably determining the optimal number of factors since the decision is ultimately 
subjective” and therefore it is recommended to “use uour own judgment to make an intelligent 
decision” [32, p. 3511 since “A simple standard for (when to stop factoring) has not been developed” 
(Harman, footnote [5, p. 261). The question is: why? 
This problem of factor indeterminacy has bothered theoreticians and empirical researchers 
alike for more than five decades [l I]. The answer is obvious, but, maybe, surprising for 
practising researchers. The answer was already conjectured by Wilson [ 12, p. 1561, although he did 
not prove it: in order to obtain a real, exact solution for the common factor identification scheme, 
the exact number of common factors m = n - q = rank@) must be such that the following 
inequality holds: d(n, q) = n - q(q + 1)/2 2 0, otherwise we will obtain non-generic solutions 
[33, pp. 115 and 1161. 
If Wilson’s inequality is not satisfied, it will-for the simple reason of free parameter account- 
ing-not be possible to obtain a real, generic solution with a nonnegative diagonal matrix e. The 
maximization of q, i.e. the minimization of m = n - q = rank@), will objectively and unavoidably 
lead to Spearman’s [34] unacceptable result of one common factor, i.e. rank@.) = 1, unless the 
researcher interferes by interposing a statistical prejudice on the residual correlations of E. 
Example 9 
After some elementary manipulation, Wilson’s inequality d(n, q) 2 0 can also be presented in the 
more recognizable form for psychometricians: 
[(2n + 1) - (8n + 1)“*]/2 < m, 
as can be checked by subsitution for m = n - q in Wilson’s inequality. 
Obviously, m < n, always. (Harman [5, p. ‘731 provides the correct formula, for the exact common 
factor scheme, but he reverses his stance on the next page [p. 741, and proceeds from then on 
incorrectly.) It is clear that Wilson’s inequality put a high lower bound to the number of common 
factors, in particular for a large number of variables (=psychological tests, in the context of 
psychometrics). Therefore, in the 1930s Wilson’s inequality, and the exact common factor scheme, 
was consciously violated, in particular by Thurstone [30, p. 761, who proposed a mathematically 
indefensible, but, unfortunately, widely accepted “principle of overdeterminacy” to obtain 
“uniqueness” of the solutions (see Ledermann [13] for an early and clear mathematical discussion 
of the issue.) 
Researchers have ever since sought to construct a multitude of approximating, and always 
prejudiced, non-exact, statistical schemes, in which the off-diagonal elements of the residual matrix 
2 are, wrongly-on the suggestion of Spearmann [35, p. 149+attributed to sampling errors. It is 
interesting to observe that Mulaik [6, pp. 136 and 1371 recognizes that in order to obtain an ideal 
exact solution one would have to impose -d(n, q) exact constraints on the given (sic!) data 
correlations,t and writes then, incorrectly [6, p. 1381: 
m < [(h + 1) - (8n + 1)‘/*]/2. 
That amounts to a sign reuersul in Wilson’s inequality, which, however, is now proved to be 
correct. Wilson’s conjectured inequality was incompletely proved by Ledermann [13] for special 
values of the correlation coefficients and using Kronecker’s theorem of the rank of a matrix and 
tNeither he, nor Spearman [35], nor any other factor analyst ever indicates how arbitrarily giwn data correlations, afier 
their obseruurion, will satisfy these exact constraints. Of course, they had to argue that these constraints can only be 
satisfied “approximately”, that is, statistically, ergo prejudicially, since it presumes the concept of “sampling”. Kalman 
[36 pp. 29-37 criticizes the concept of sampling as being “metaphysical” in the context of nonreplicated observations. 
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non-vanishing minors. Recently Shapiro [37] provided a general and complete, but very difficult, 
lengthy and opaque proof. For inexplicable reasons Shapiro puts the problem in a sampling 
framework. It was again proved completely by Baratchart and Kalman [38] in a transparent, short 
and elegant proof, applying Thorn's topological transversality heorem. 
Although it is not fruitful to reproduce the complete proof for Wilson's inequality in this paper, 
the implied algebraic issue of free parameter accounting can be easily clarified by the following 
important theorem, which captures the essence of linear identification from inexact data. 
Theorem 4 
Let the reduced covariance matrix ~ be partitioned such that 
" F£** 1 q 
~=1_£** ~**.~ n -q '  
q n -q  
where ~, ,  has full rank n -q .  The the resolution of any linear identification scheme for inexact 
data must satisfy the nonlinear matrix equation ~** - [1 , ,  ~,~, ~, .  = 0 subject o the nonnega- 
tivity conditions (iii) of Theorem 1, 2 or 3 with q maximal. 
Proof. Since ~ has less than full rank, we can always represent the system equation by 
A~ = [~** + B:~.#; ~.~ + B~,~ ] = 0 since the columns in the left block are linearly dependent on 
the columns in the right block. From the right-hand side of this equation it follows that 
B = -~** I :~ ,  ~,, since ~¢~  has full rank and is invertible and the assertion follows by substitution 
of the coefficient matrix B into the left-hand side of the system equation. [] 
The number of unknowns in the Frisch/Thurstone scheme is n communalities--the diagonal 
elements of ~; in particular, the q diagonal elements of ~** and the n - q diagonal elements of 
~ ,  ~. The number of individual equations implied by the nonlinear matrix equation is q(q + 1)/2 
since ~** is a (q × q) symmetrix matrix.t Therefore, there are n - q(q + 1)/2 free parameters. For 
these free parameters to be real (nonimaginary), it is required that q(q + 1)/2 ~< n, i.e. Wilson's 
inequality! 
There is currently no general solution for the Frisch problem of Theorem 4, although we have 
obtained explicit solutions for the cases where n ~< 6. When d(n, q) = 0, there are no free parameters 
and the resolution of the exact common factor scheme, if possible at all, is unique, although this 
does not necessarily mean that there shall be one solution.:~ As Wilson and Worcester [39, p. 74] 
showed, the case of (n, q) = (6, 3), for which d(n, q) = 0, is the simplest case in which the possibility 
of multiple distinct real solutions arises. "It may well be that the actual determination f any or 
all solutions in a particular case would be of no value, but it does seem to be of some value to 
recognize that the method of factor analysis as a mathematical method admits a plurality of 
solutions in some cases" [37, p. 76]. 
This is the nontrivial problem of factor indeterminacy of the exact common factor scheme. 
However, we emphasize that the usual sense in which the problem of factor indeterminacy is 
discussed is quite different from the above. The usual problem of statistical (i.e. prejudicial) factor 
indeterminacy is trivial, since the violation of Wilson's inequality implies the abandonment of the 
diagona!ity of ~, if one insists on real, i.e. non-imaginary solutions. It would imply imaginary 
solutions--for example, negative BE--if the diagonality of ~ were maintained. But then the common 
factors are indeterminate since we have the following: 
Corollary 5 
When :~ is not required to be diagonal, (i) factor identification is equivalent to principal 
components identification and (ii) the common factors are trivially indeterminate. 
Proof. ad (i). From the principal component scheme (Example 5 above) in combination with 
the fundamental equation of common factor analysis (Example 7 above), we have x---R + i = 
~U + :i = ~,U,  + i where t is the matrix of principal components. Set t~ = #D the matrix 
tA  complete proof of Wilson's inequality requires that these q(q + 1)/2 equation are proven to be independent, which is 
a nontrivial task, as shown by Baratehart and Kalman [38]. 
:l:An (n, q) = (3, 2) ease, for which d(n, q) ffi 0, and for which there is one solution only, is discussed in detail in Los [16], 
and the d(n, q) = d(4, 2) ffi I ease with one free parameter in Los and Kell [17]. 
1282 C.A. Los 
of common factors, such that DD = A~ 1 (diagonal) and U# = DU is the matrix of factor 
loadings. 
ad (ii). The common factors have unit variance since i~9., = Dg.'tD = DA~,D =I .  We have 
already seen in Section 3 that the choice of how many eigenvalues (principal components, or 
common factors) to retain is essentially arbitrary, or prejudiced. Of course, common factors are 
never unique since we can always write: x = ~ + ~ = i~,MMU~ + i where MM = I. In other words, 
we can always apply an orthogonal rotation and write completely equivalent, but different, common 
factors ~.,M with factor loadings MU~, which produce exactly the same decomposition of x into 
and ~. Thus the common factors are completely indeterminate, not only because q, the number 
of deleted eigenvalues i prejudicially chosen (= the statistical indeterminacy), but also because 
orthogonal rotations can create an infinite number of solutions (= the indeterminacy of 
interpretation). This last form of indeterminacy can be expressed by stating that the frame of 
reference (or normalization) is mathematically arbitrary. [] 
The distinction between the exact and inexact (statistical) factor scheme and the three 
concommittant forms of factor determinacy--the non-trivial one and the two trivial ones--are 
mentioned by Schrnemann and Wang [10], but they discuss in detail only the inexact scheme with 
the non-diagonal residual covariance matrix ~,. Their "factor model fits statistically, but not 
exactly" Lo. 63]. All thirteen empirical factor analytic studies reanalyzed by Schrnemann and Wang 
[10, ~ Table 1] violate Wilson's inequality and the statistical results are acknowledged to be 
ambiguous. Consequently, they comment hat "the (statistical) factor model has serious limita- 
tions" [p. 87]. 
Let us now summarize the most significant mathematical facts of the common factor 
identification scheme. 
(1) The exact common factor (or Frisch, or Thurstone) identification scheme puts a very high 
lower bound, i.e. Wilson's bound, to the number of common factors for a generic solution; that 
is, a solution with a diagonal residual correlation matrix '~. There is currently no general solution 
procedure for this exact scheme, although we have obtained solutions for small (n ~< 6) numbers 
of variables. 
(2) When the exact common factor scheme is abandoned by violation of Wilson's inequality, 
the resulting statistical common factor scheme, which is widely used among psychometricians and 
where ~ is allowed to be non-diagonal, is prejudiced, since there is no direct, simple way of finding 
a natural value for n - q, the number of retained common factors, from the data alone. 
(3) In the statistical common factor scheme, arbitrary correlations among the residuals are 
implied in the residual covariance matrix ~. These correlations are implied by the Cholesky 
decomposition (and the normalization) of the reduced correlation matrix ~,, which is a mathe- 
matical truism solely dependent on the squareness and the non-negative definiteness of ~, but not 
on the specific information content of 1~, i.e. the covariances of the observed ata variables. 
5. CONCLUDING REMARKS 
In conclusion, we can state that almost 90 years of intensive research ave still not produced 
an exact unprejudiced general (linear) identification scheme for inexact data. Pearson's [14, p. 560] 
problem is still not solved objectively. We surmise that this is an extremely important field of 
research, since, in our opinion, scientific data analysis for the system sciences, like economics, 
psychology, sociology, or biology, will not progress further, unless such a scheme is found. The 
facile resort to statistical prejudices cannot provide us with objective scientific results. 
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