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1. INTRODUCTION 
In [4], the author described how to associate, to any finite projective 
plane of order n, a certain K-algebra, where K is any field of characteristic 
p dividing n. The purpose of this paper is to show that we can generalise 
the definition of the multiplication given there to give K-algebras for any 
field K, whatever the characteristic. In fact, we work over the integers, and 
define a commutative ring associated with any finite projective plane. The 
K-algebra is then obtained by tensoring (over Z) with the field K. If the 
characteristic of K divides n, the K-algebra is a local algebra, otherwise the 
K-algebra is semi-simple. This paper is mainly concerned with the study of 
the commutative ring itself. We give a concrete representation of the ring as 
diagonal matrices. Alternatively, we show that it can be viewed as a con- 
crete subring of a ring direct sum of (n’ + n + 2) copies of E. Finally, we 
show that nonisomorphic planes give rise to nonisomorphic rings. In fact, 
given the ring abstractly, we can recover the projective plane from it in a 
unique way. 
The importance of the definition of the ring is that it gives the potential 
of applying the machinery of commutative algebra to the study of finite 
projective planes. 
2. THE RING AND THE ASSOCIATED ALGEBRAS 
Let X be the set of points of a finite projective plane of order n. Thus, X 
contains n2 + n + 1 elements. Adjoin an extra formal symbol 1 to X to 
obtain a set X*. Consider the formal sums C a,x, where x ranges through 
X* and the coefficients a, are integers. Add in the obvious way. Define a 
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multiplication on the elements of X* as follows, and extend in a bilinear 
way: 
(i) if a and b are distinct points of X and 1 is the line joining them, 
ub=(C,.,x)-nl; 
(ii) if aEX, a’=na; 
(iii) lx = x for all x E X*. 
It is routine to verify that the multiplication so defined is associative. (We 
recall that, in a plane of order n, each line contains n + 1 points and each 
point has n + 1 lines through it.) Thus, we obtain a ring R. If A c X, denote 
the element C, E A x of R simply by A. In particular, if 1 is a line in the 
plane, I denotes C, t, x, while X denotes C,, x x. We can summarise the 
definition of the product of distinct points: ab = I - nl. The following 
lemma lists various multiplication formulae. These are all straightforward 
consequences of the definitions; a is a point and I, m are lines of the plane. 
LEMMA2.1. d=nU+tZ-n21 if UEI; d=tZU+X-tZ(tZ+l)l if U$E; 
Im=n(Z+m+X)-n2(n+2)1 if lfm; Z2=n(n+2)1-n2(n+1)1; uX= 
n(n + 1) a + nx- n’(n + 1) 1; lX=n(n+ 1)(1+X-n(n+ 1) l}; x2= 
n(n2+2n+2)X-n2(n+l)(n2+n+l)l. 
For each line I of the plane, let el = nl- X + nl. There are n2 + n + 1 such 
elements, since this is the number of lines in the plane. Let 
e, = X- n(n + 1) 1. These special elements have very nice multiplicative 
properties, which we list in the following lemma. Again we omit the proof, 
since it is routine computation using Lemma 2.1. 
LEMMA 2.2. 
ef = n3e1, e2 =n3e x x2 
e,em=O ifI#m, e,e, = 0, 
nei ue, = 
1 
ifUEl 
0 otherwise’ 
uex = ne,, 
e,+Ce,=n31. 
I 
For each line 1 of the plane, let fi= I- nl. Note that for two distinct 
points a, b on 1 we have ub =fi. Also, nf/ = e, + e,. 
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LEMMA 2.3. 
fJ, = nex if1 # m, 
ah= 
nfliifaEI 
e, otherwise 
f,ex = n2e,. 
Let L be the Z-submodule of R generated by the n2 + n + 1 elements fi 
together with the element e,. Let N be the Z-submodule generated by all 
the elements e, together with e,. Since e, = nfl - e,, NG L. The n2 + n + 1 
elements e, together with e, form a free basis of N. (For suppose 
C, c,e, + cxex= 0 for integers c,, cX, m ranging over all lines of the 
plane. Multiplying by e,, we obtain cln3el = 0 by Lemma 2.2. Hence, c, = 0 
for all 1. Thus, cX = 0.) It follows immediately that the elements f, together 
with e, form a free basis of L. (For suppose C, cd, + cxex = 0 then, mul- 
tiplying by n and using nf,=e,+e,, we obtain 
XI c,e, + (x, cI + ncX) e, = 0. Hence all c, = 0 and cX = 0.) The submodules 
N and L are in fact ideals of R, as can be seen from the formulae for ael, 
af,, ae, in Lemmas 2.2 and 2.3. Note, in fact, that Ze, is an ideal of R, as is 
Ze,, and N = @XI He,@ Be,. Since N and L are both submodules of the 
same rank n2 + n + 2 as R, both are ideals with finite quotient ring. Since 
nf,= e,+ e, for all n2 + n + 1 lines I, 1 L/N1 = r~~‘+~+‘. We can, in fact, 
determine 1 R/N 1 precisely. 
THEOREM 2.4. R/N is a finite ring of order n(3’2’(nZ+n+2’. 
Prooj Let A be the incidence matrix of the plane (where the columns 
are labelled by the points and the rows by the lines) and let J be the 
matrix, all entries of which are 1. The matrix of coefficients obtained by 
expressing the basis elements e, (as 1 varies) and e, of N in terms of the 
original basis of R (namely the elements of X*) is 
... 1 -njn+l) 
It is well known that 1 R/N) is equal to the absolute value of the deter- 
minant of this matrix. If we add all the other columns to the last, and then 
subtract this new last column from each of the other columns, we obtain a 
matrix with last row (O,..., 0, 1) in which the block nA -J has been trans- 
formed to n(A - J). Hence the required determinant is nn2+n+1 det(A -J). 
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Now (A -J)(A’-J’)=nZ+n(n- 1)J. Thus, det(A - .Z)2 = 
&+“+I det(Z+ (n - 1) J). In the matrix Z+ (n - 1) J, if we subtract the first 
row from each of the other rows and then add to the first column the sum 
of all the other columns, we obtain the matrix 
n3 n-l ... n-l 
0 
id 0 . I . 6 
with determinant n3. Hence, the determinant of our original matrix has 
absolute value n(3’2)(n2 + n + 2). 
This finite quotient ring is an important ring associated with the plane. 
Although the quotient ring R/L has smaller order, namely n(“2)(n2+nf4), its 
structure as a ring depends only on n. This follows since, given distinct 
points a, b of the plane, ti6= 0 in the quotient ring RJL. Also, if Ii,..., l,, i 
are all the lines through a point a, then fi, + . . . +f,“+, = na + e,. Thus, 
na E L for all points a. Hence, c12 = 0 in R/L. So the multiplication in R/L is 
almost trivial (i is, of course, the identity). In addition, the ring structure 
of L depends only on n and not on the particular geometry of the plane 
(see the formulae of Lemma 2.3). We show in Section 3, however, that the 
structure of the ring R does depend on the particular geometry of the 
plane. In fact, nonisomorphic planes give rise to nonisomorphic rings. 
We remark that there are many examples of non-Desarguesian planes 
(see, e.g., L-21). All known examples of finite projective planes, however, do 
have order equal to a power of a prime. The Bruck-Ryser theorem [1] 
rules out the existence of a plane of order n if n = 1,2 (mod 4) and n is not 
the sum of two squares of integers (for example, there cannot be a plane of 
order 6). The first open existence question occurs for n = 10. For a 
hypothetical plane of order 10, the quotient ring R/N of Theorem 2.4 would 
have order 1016’. 
We now define the associated algebras. Let K be any field. Consider all 
formal sums C a,x where x ranges over X*, as previously, but now let the 
coefficients a, be elements of K. Define the multiplication of the elements of 
X* precisely as before, and extend bilinearly. In this way, we obtain a K- 
algebra, which we shall denote RK. In terms of tensor products of algebras, 
R, = K Oz R. If K is a field of characteristic p dividing n, then n = 0 in K 
and the definitions reduce to: ab = I if a #b; a2 = 0. In this case, RK is just 
the K-algebra studied in 141. In particular, R, is a local algebra with 
maximal ideal M and dim(M2) = K-rank of the incidence matrix of the 
plane. For the four known planes of order 9, the Desarguesian plane has 
COMMUTATIVERINGOFA PLANE 299 
incidence matrix of 3-rank 37, while the other three have incidence matrices 
of 3-rank 41 [S]. In particular, the algebra RGFc3) for the Desarguesian 
plane cannot be isomorphic to any of the GF(3)-algebras for the other 
three planes (and hence the same is true of the ring R itself). 
Consider the case where K is a field of characteristic not dividing n (this 
includes, of course, characteristic 0). Defining the special elements e, for 
each line I and e, as previously, the formulae of Lemma 2.2 still hold. Since 
n # 0, n-l exists in K. Let 6, = ale, for each 1 and let t, = n13eX. Then the 
n* + n + 1 elements &, together with P, form a set of orthogonal idem- 
potents in the algebra R, by Lemma 2.2. Moreover, XI P, + t, = 1 so that 
we have immediately the following theorem. 
THEOREM 2.5. If K is a field of characteristic not dividing n, then R, is 
semi-simple. 
We now describe the ring R in the Desarguesian case. Let V be a 3- 
dimensional vector space over a finite field GF(q). Consider the integral 
group ring ZV of the additive group of I’. Let c1 be a primitive element of 
GF(q). The map v H au induces a ring endomorphism 4 of Z V. Let S be the 
fixed subring of 4. 
THEOREM 2.6. The ring R associated with the Desarguesian plane of order 
q is isomorphic to S. 
Proof For each point a in the plane, let U be the corresponding one- 
dimensional subspace of V and define $(a) = C,, U u. Define II/( 1) = 0. This 
defines uniquely a Z-linear map $: R + Z V. If U, and U, are distinct one- 
dimensional subspaces which generate the two-dimensional subspace W of 
V, then in the group ring ZV, (Cu,Eu, ~l)(C,,Eu2 u~)=L ww= 
C" Es" U) - q0, where the final summation is over all one-dimensional 
subspaces U of W. Thus, if a, b are distinct points of the plane, then 
@(a) $(b) = $(Z- ql) = $(ab). Similarly, (x.,, U, u)* = q C,, U, u in ZV, and 
hence $(a)* = $(qa)= +(a*). Thus, + is a ring homomorphism. Clearly, 
ker $ = 0 and im II/ E S. Since a is a primitive element of GF(q), the orbits 
of the action of (a) =GF(q)* on V are (0) and the sets U* = U- {0}, 
where U ranges over the one-dimensional subspaces of V. Hence, the 
elements 0 and C,, U l u generate S as a h-submodule. Thus, im tj = S and 
$ is the required isomorphism. 
3. A FAITHFUL REPRESENTATION OF THE RING 
Consider the ring D of all diagonal integral matrices of order n* + n + 2. 
Label the first n* + n + 1 diagonal positions by the lines of the plane. Define 
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a map $: R + D in the following way. If a is a point of the plane, define 
b(a) to be the diagonal matrix with n in the positions labelled by the lines 
through a, n in the last diagonal position, and zeros elsewhere. Define 4(l) 
to be the identity matrix. This defines a unique Z-linear map of R into D. If 
a and b are distinct points of the plane, then d(a) b(b) is the diagonal 
matrix with n2 in the position labelled by the line 1 joining a and 6, n2 in 
the last place, and zeros elsewhere. On the other hand, &I) is the diagonal 
matrix with n(n + 1) in the position labelled by 1 and in the last position, 
and n in the other diagonal positions (since 1 contains n + 1 points, each of 
which has n further lines through it, giving all lines of the plane). Thus, 
&a) d(b) =&I) - nl= #(f - nl) = q5(ab). Clearly, #(u)~ = nqS(a) = qS(na) = 
&a2). Hence, 4 is actually a ring homomorphism. Thus, we obtain a 
representation of the ring R. 
The ring D is isomorphic in the obvious way to the ring direct sum 
rn@Z@ ‘.. 0 Z (n’ + n + 2 copies). Let A be the incidence matrix of the 
plane, and consider the square matrix B of order n2 + n + 2, where 
B= 
The rows of B may be viewed as elements of Z 0 Z 0 . . . 0 Z (n2 + n + 2 
copies), and correspond to the images of the points of the plane and 1 in 
the composite map i,k R f D 3 Z @ Z 0 . . . @ Z. Note that the incidence 
matrix A appears transposed in B, and hence the first n2 + n + 1 columns of 
B are labeled by the lines of the plane. If we subtract the last column of B 
from each of the other columns, we see that det B = det n(A - J), which has 
absolute value n(3’2)(n2+n+2) (see the proof of Theorem 2.4). In particular, 
the integral matrix B is non-singular, and hence its rows are Z-linearly 
independent. Hence, each of 4, t,G is a monomorphism. Thus, 4 is a faithful 
representation of the ring R into D, and # is a faithful representation of R 
into the ring Z@Z@ ... 0 Z (n’ + n + 2 copies). This latter representation 
gives a very concrete way of viewing the ring R. We summarise the result 
as a theorem. 
THEOREM 3.1. Let B be the integral matrix described above. Then, the lat- 
tice A spanned by the rows of B is closed under componentwise mul- 
tiplication, and hence is a ring. The ring A is isomorphic to the ring R. 
It is easily verified that IC/(e,)= (0 ,..., 0, n3, 0 ,..., 0), where n3 is in the 
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position labelled by 1, and that $(ex) = (O,..., 0, n3). If N is the ideal of R 
defined in Section 2, then $(N) is the set of all elements of Z 0 Z $ * * * @ Z 
with all coordinates divisible by n 3. Hence, the quotient ring R/N is 
isomorphic to the concrete ring of Theorem 3.1 viewed modulo n3, 
Let A, be the sublattice of A spanned by the rows of the matrix obtained 
from B by replacing the last row by (n, n,..., n). Clearly, .4, has index n in 
A Let y be a vector of shape n n+20n2 in A, that is y has precisely n + 2 non- 
zero coordinates, each of which equals n. If rl ,..., r,z + n + 2 denote the rows 
of B, then y=c,r, + ... +c,z+,,+~~,z+.+~ for some integers cl,..., c,z+,,+~. 
Hence, reducing mod n, we see that cn2 + n + 2 E O(mod n) Thus, y E A,. Let 
y* = (l/n) y. Then y* is a vector of shape 1 ‘+*On2 in the lattice spanned by 
the rows of the matrix 
B*= 
If n is not a power of 2, choose an odd prime p dividing n. Then, the 
GF(p)-code spanned by the rows of B* contains a vector of weight (n + 2). 
By [3, Theorem 2.71, this code has minimum weight n + 2 and, moreover, 
the codewords of minimum weight are precisely the multiples of the rows of 
B*, other than the last. Hence, y* must be a row of B*. Then, y must be a 
row of B. If n is a power of 2, n # 2, the same argument holds for the 
GF(2)code spanned by the rows of B*, since in this case n = 0 (mod 4) and 
the remark following the proof of Theorem 2.7 in [3] applies. We have 
proved: 
LEMMA 3.2. Let A be the lattice spanned by the rows of B. Zf n # 2, the 
only vectors of shape n n+20n2 in A are the rows of B, other than the last. 
The result is false, of course, for the case n = 2, since then we can sub- 
tract from the last row of B each of the other rows to obtain vectors of 
shape 2404. 
We shall call a set of n2 + n + 2 nonzero elements e, , e2 ,..., e,,2 + n + 2 of R a 
distinguished subset if (i) eiej= 0 if i #j and (ii) e: = n3ei for 
i,j = l,..., n* + n + 2. Then we have: 
LEMMA 3.3. The set consisting of the n* + n + 1 elements e, together with 
e, is the unique distinguished subset of R. 
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ProoJ It is sufficient to prove the result for the ring A. Condition (ii) 
forces the coordinates of each element of a distinguished subset to be n3 or 
0. Condition (i) ensures that no two distinct elements of a distinguished 
subset have n3 in the same coordinate position. Since the elements are non- 
zero, and the number of them is n2 + n + 2, the distinguished subset must 
be the set of all elements with precisely one nonzero coordinate, equal to 
fa3. This establishes the uniqueness. Clearly, this is a distinguished subset. In 
the ring R, this set corresponds (via the isomorphism ti/) to the set of all 
elements e, together with e,. 
LEMMA 3.4. Let E be the distinguished subset of R. If n # 2, there are 
precisely n2 + n + 1 elements r of R satisfying: 
(i) IAnn(r)nEl =n2; 
(ii) for x E E, x 4 Ann(r), YX = nx. 
These elements are just the elements of X. 
Proof. Again, it is sufficient to prove the result for the ring A. The dis- 
tinguished subset is described in the proof of the previous lemma. The con- 
ditions on the element r are equivalent to asserting that r is a vector of 
shape nn+’ 0 ” f m the lattice A. Since n # 2, there are precisely n2 + n + 1 
such elements, namely the rows of the matrix 3 other than the last 
(Lemma 3.2). These rows correspond (via $) to the elements of X. 
THEOREM 3.5. The rings associated with two nonisomorphic planes are 
nonisomorphic. 
ProoJ: Note that planes of different orders have associated rings of dif- 
ferent rank (as Z-modules), and hence the rings are certainly non- 
isomorphic. Since there is a unique plane of order two (up to 
isomorphism), we need only consider planes of order greater than two. By 
Lemmas 3.3 and 3.4, if R is the ring associated with a plane X of order 
greater than two, then the free basis X* can be identified uniquely amongst 
all possible free bases for R by abstract ring properties of R. But once this 
particular free basis has been identified, the lines of the plane X can be 
determined by the product of the basis elements. Thus, the projective plane 
can be recovered in a unique way from the abstract ring. This proves the 
theorem. 
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