In this paper, the authors investigate the growth of solutions of a class of higher order linear differential equations
Introduction and results
We shall assume that reader is familiar with the fundamental results and the standard notations of the Nevanlinna's value distribution theory of meromorphic functions (see e.g. [11, 15] ). In addition, we will use the notation σ (f ) to denote the order of growth of entire function f (z), τ (f ) to denote the type of f (z) with σ (f ) = σ , is defined to be We use σ 2 (f ) to denote the hyper order of f (z), is defined to be (see [18] )
We use mE to denote the linear measure of a set E ⊂ (0, +∞) and use m l E to denote the logarithmic measure of a set E ⊂ [1, +∞). If P (z) is a polynomial, we use the notation deg P to denote the degree of P (z).
For second order linear differential equations f + B(z)f + A(z)f = 0, (1.1) many authors have investigated the growth of solutions of (1.1), where A(z) ≡ 0 and B(z) are entire functions of finite order. It is well known that if either σ (B) < σ (A) or σ (A) < σ (B) 1/2, then every solution f ≡ 0 of (1.1) is of infinite order (see [9, 13] ). For the case σ (A) < σ (B) and σ (B) > 1/2, many authors have studied the problem. In 2000, I. Laine and P.C. Wu proved the following result.
Theorem A. (See [16].) Suppose that σ (A) < σ (B) < ∞ and that T (r, B) ∼ log M(r, B) as r → ∞ outside a set of finite logarithmic measure. Then every non-constant solution f of (1.1) is of infinite order.

Thus a natural question is: what condition on A(z), B(z) when σ (A) = σ (B)
will guarantee that every solution f ≡ 0 of (1.1) has infinite order? For second order linear differential equations,
in 1996, K.H. Kwon investigated the growth of the solutions of (1.2) for the case deg P = deg Q and obtained the following result.
Theorem B.
(See [14] .) Let P (z) = a n z n + · · ·, Q(z) = b n z n + · · · (a n b n = 0) be non-constant polynomials, h 1 (z) and h 0 (z) ≡ 0 be entire functions with σ (h j ) < n (j = 0, 1), if arg a n = arg b n or a n = cb n (0 < c < 1), then every solution f ≡ 0 of (1.2) has infinite order with σ 2 (f ) n.
In 2001, Z.-X. Chen investigated the problem and proved the following theorem. [2] .) Let A j (z) ≡ 0 (j = 0, 1) be entire functions with σ (A j ) < 1, a, b be complex numbers such that ab = 0 and a = cb (c > 1). Then every solution f ≡ 0 of the equation
Theorem C. (See
has infinite order.
Combining Theorems B and C, we obtain that if ab = 0 and a = b, then every solution f ≡ 0 of (1.3) has infinite order. Can we get the similar result in higher order linear differential equations which has the same form as (1.3)? The following Corollary 3 gives the affirmative answer.
For higher order linear differential equations
Z.-X. Chen obtained the following theorems.
Theorem D.
(See [6] .) Let A j (z) (j = 0, . . . , k − 1) be entire functions such that The aim of our paper is to investigate the growth of the solutions of (1.4) when most coefficients in (1.4) have the same order with each other, and we obtain the following results.
Corollary 2.
Let h j (z) (j = 0, . . . , k − 1) be entire functions with σ (h j ) < n, and let A j (z) = h j (z)e P j (z) , where
Remark 1. Theorem 1 is an extension of Theorem D. For example, when k = 2, f 1 (z) = e e z and f 2 (z) = e z e e z are two linearly independent solutions of equation 
) be not all vanishing entire functions with σ (h j ) < n, and let
Remark 3. Theorem 3 is an extension of Theorem B, since Theorem B is just the case for k = 2, arg a 1n = arg a 0n or
From Theorem 3, we know that every solution f ≡ 0 of equation f (4) + e 5iz f (3) 
So Theorem 3 is a complement to Theorem 1. 
Remark 4. Theorem 4 is an extension of Theorem E, since Theorem E is just the case for n = 1, θ s = 0, θ l = π , 0 < s < l k − 1. Theorem 4 is also an extension of Theorem F, since Theorem F is just the case for n = 1, s = l, a s1 = a l1 , θ s = θ l = 0.
In Theorem 4, we can only obtain that every transcendental solution of (1.4) satisfies σ (f ) = ∞, but the sharper result σ 2 (f ) = n remains open. In Theorem 4, Eq. (1.4) may have polynomial solutions, for example, f (5) + 2e 3iz f (4) + e 5iz f (3) 
Question 1. Can we get the same result as Theorem 1 when all the coefficients in (1.4) are analytic in the unit disc {z: |z| < 1} (see Theorem 1.5 in [12] ). [8] .) Let f (z) be a transcendental meromorphic function, and let α > 1 be a given constant, for any given ε > 0, (i) there exist a set E ⊂ [0, ∞) that has finite logarithmic measure and a constant B > 0 that depends only on α such that for all z satisfying |z| = r / ∈ E, we have 
Lemmas for the proofs of theorems Lemma 1. (See
Proof. Using the Wiman-Valiron theory, we can easily prove Lemma 3. 
Lemma 5. (See [1] .) Let P (z) be a polynomial of degree n 1, where P (z) = (α + βi)z n + · · ·, δ(P , θ) = α cos nθ − β sin nθ , α, β ∈ R, and let ε be a given constant, then we have 
Lemma 7. (See [7] .) Let k 1, P 1 , P 2 , . . . , P k be non-constant polynomials with degree Therefore, we complete the proof of this lemma. 2
Proof of Theorem 1
Assume that f (z) is a non-trivial solution of (1.4). From (1.4) we have
By Lemma 1(i), we know there exist a set E 1 ⊂ [0, ∞) that has finite logarithmic measure and a constant B > 0 such that
holds for all |z| = r / ∈ E 1 and for sufficiently large r. If σ (A j ) < σ (j = 0), by Lemma 2, there exists a set E 2 ⊂ [1, ∞) having finite logarithmic measure such that for all z satisfying |z| = r / ∈ E 2 , we have 
Proof of Theorem 2
Assume that f (z) is a transcendental solution of (1.4), we show that σ (f ) = ∞. Suppose to the contrary that σ (f ) = σ < ∞. By Lemma 4, there exists a set E 3 ⊂ [0, 2π) with linear measure zero, such that if θ ∈ [0, 2π)\E 3 , there is a constant R 1 = R 1 (θ ) > 1, such that for all z satisfying arg z = θ and |z| = r > R 1 , we have
Set a jn = |a jn |e iϕ j , and E 4 = {θ ∈ [0, 2π):
, by Lemma 5, there exists a set H j ⊂ [0, 2π) with linear measure zero, such that if z = re iθ , θ ∈ [0, 2π)\H j , and for sufficiently large r, then A j satisfies (2.5) or (2.6). Set E 5 = k−1 j =0 H j , then E 5 is also a set having linear measure zero. For any given θ ∈ [0, 2π)\(E 3 ∪ E 4 ∪ E 5 ), we have
Since a jn are distinct complex numbers, there exists only one s ∈ {0, . . . , k − 1} such that δ(P s , θ) = max{δ(P j , θ):
We divide the proof into two cases:
Case (i). δ > 0. By Lemma 5, for any given constant ε 1 (0 < 3ε 1 
, we obtain for sufficiently large r, on arg z = θ . Case (ii). δ < 0. By (1.4), we get 
By Lemma 5, for any given constant ε 2 (0 < ε 2 < 1 2 ), we have
Then by (4.9) and (4.10), we have for sufficiently large r m holds on arg z = θ . Combining (4.7), (4.13) and the fact that E 3 ∪ E 4 ∪ E 5 has linear measure zero, by the standard Phragmén-Lindelöf theorem, we obtain that f (z) is a polynomial, which contradicts our assumption. Therefore σ (f ) = ∞.
In the following, we show that any non-constant polynomial cannot be a solution of (1. 
Proof of Theorem 3
Assume that f (z) is a non-trivial solution of (1.4). By (1.4), we have
We suppose that a j 1 n , . . . , a j m n (j α ∈ {1, . . . , s − 1, s + 1, . . . , k − 1}) satisfy a j α n = d j α a 0n (α = 1, . . . , m) and arg a jn = θ s for j ∈ {1, . . . , s − 1, s + 1, . . . , k − 1}\{j 1 , . . . , j m }. Choose a constant c satisfying max{d j 1 , . . . , d j m } < c < 1. We divide the proof into two cases:
Case (a). c < 0. From [17, pp. 253-255] , there exist constants θ 1 , θ 2 , α, R 2 satisfying θ 1 , θ 2 ∈ [0, 2π), θ 1 < θ 2 , α > 0, R 2 > 0 such that for all z satisfying |z| = r > R 2 and arg z = θ ∈ (θ 1 , θ 2 ), we have
By Lemma 5, for any given constant ε 3 (0 < ε 3 < 1 2 ) and for sufficiently large r, we have
By Lemma 1(ii), we know there exist a set E 6 ⊂ [0, 2π) with linear measure zero and constants B > 0, R 3 > 1 such that for all z satisfying arg z = θ ∈ (θ 1 , θ 2 )\E 6 and |z| = r > R 3 , we have 
Proof of Theorem 4
Assume that f (z) is a transcendental solution of (1.4), we show that σ (f ) = ∞. Suppose to the contrary that σ (f ) = σ < ∞. By Lemma 4, there exists a set E 3 ⊂ [0, 2π) with linear measure zero, such that if θ ∈ [0, 2π)\E 3 , there is a constant R 1 = R 1 (θ ) > 1, such that for all z satisfying arg z = θ and |z| = r > R 1 , we have f (j ) (z) f (i) (z) |z| kσ (k j > i 0). (6.1)
Set E 7 = {θ ∈ [0, 2π): |a sn | cos(θ s + nθ ) = δ(P s , θ) = δ(P l , θ) = |a ln | cos(θ l + nθ )}, since θ s = θ l , then mE 7 = 0. For any given θ ∈ [0, 2π)\(E 3 ∪ E 7 ), we have
