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In this paper we study the boundary behavior of solutions to
equations of the form
∇ · A(x,∇u)+ B(x,∇u) = 0,
in a domain Ω ⊂ Rn , assuming that Ω is a δ-Reifenberg ﬂat
domain for δ suﬃciently small. The function A is assumed to be of
p-Laplace character. Concerning B , we assume that |∇ηB(x, η)|
c|η|p−2, |B(x, η)| c|η|p−1, for some constant c, and that B(x, η) =
|η|p−1B(x, η/|η|), whenever x ∈ Rn , η ∈ Rn \ {0}. In particular,
we generalize the results proved in J. Lewis et al. (2008) [12]
concerning the equation ∇ · A(x,∇u) = 0, to equations including
lower order terms.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In [13,14] a number of results concerning the boundary behavior of positive p-harmonic functions,
1 < p < ∞, in a bounded Lipschitz domain Ω ⊂ Rn were proved. In particular, a boundary Harnack
inequality, as well as the Hölder continuity for ratios of positive p-harmonic functions, 1 < p < ∞,
vanishing on a portion of ∂Ω were established. Furthermore, the p-Martin boundary problem at
w ∈ ∂Ω was resolved under the assumption that Ω is either convex, C1-regular or a Lipschitz domain
with small constant. Also, in [15] these questions were resolved for p-harmonic functions vanishing
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B. Avelin et al. / J. Differential Equations 250 (2011) 264–291 265on a portion of certain Reifenberg ﬂat and Ahlfors regular NTA-domains. In [12], the second and third
author, together with John Lewis, began the generalization of the result in [13–15] to more general
operators of p-Laplace type allowing for variable coeﬃcients. In particular, in [12], new results con-
cerning boundary Harnack inequalities and the Martin boundary problem, in Reifenberg ﬂat domains,
for operators of p-Laplace type of the form ∇ · A(x,∇u) = 0 were established. The purpose of this
paper is to take the analysis in [12] one step further by establishing the corresponding results for
operators of the form ∇ · A(x,∇u) + B(x,∇u) = 0, i.e., we here allow for lower order terms. From a
technical point of view, several of the estimates proved in this paper are proved, as outlined in the
bulk of the paper, by scaling arguments and by perturbing off the corresponding results in [12]. As
a general motivation for this study and for the generalization of boundary Harnack inequalities to
p-Laplace operators ‘as general as possible’ we mention the importance of these type of results to the
study of free boundary problems. In particular, we refer to [16–20] where several problems of free
boundary character for the p-Laplace operator are resolved.
To state our results we need to introduce some notation. Points in the Euclidean n-space Rn are
denoted by x = (x1, . . . , xn) or (x′, xn) where x′ = (x1, . . . , xn−1) ∈ Rn−1. Let E¯ , ∂E , diam E , be the
closure, boundary, diameter, of the set E ⊂ Rn and let d(y, E) equal the distance from y ∈ Rn to E .
〈·, ·〉 denotes the standard inner product on Rn and |x| = 〈x, x〉1/2 is the Euclidean norm of x. Put
B(x, r) = {y ∈ Rn: |x − y| < r} whenever x ∈ Rn , r > 0, and let dx be the Lebesgue n-measure on Rn .
We let
h(E, F ) = max(sup{d(y, E): y ∈ F}, sup{d(y, F ): y ∈ E})
be the Hausdorff distance between the sets E, F ⊂ Rn . If O ⊂ Rn is open and 1  q ∞, then by
W 1,q(O ) we denote the space of equivalence classes of functions f with distributional gradient ∇ f =
( fx1 , . . . , fxn ), both of which are qth power integrable on O . Let ‖ f ‖1,q = ‖ f ‖q + ‖|∇ f |‖q be the
norm in W 1,q(O ) where ‖ · ‖q denotes the usual Lebesgue q-norm in O . Next let C∞0 (O ) be the set
of inﬁnitely differentiable functions with compact support in O and let W 1,q0 (O ) be the closure of
C∞0 (O ) in the norm of W 1,q(O ). By ∇· we denote the divergence operator.
We now introduce the operators of p-Laplace type which we consider in this paper.
Deﬁnition 1.1. Let p,α1,α2, β1, β2 ∈ (1,∞) and γ ∈ (0,1]. Let A = (A1, . . . , An) : Rn × Rn → Rn , B :
Rn ×Rn → R, assume that A = A(x, η), B = B(x, η) are continuous on Rn × (Rn \ {0}) and that A, B , for
ﬁxed x ∈ Rn , are continuously differentiable in ηk , for every k ∈ {1, . . . ,n}, whenever η ∈ Rn \ {0}. We
say that the pair (A, B) belongs to the class Mp(α1,α2, β1, β2, γ ), (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for
short, if the following conditions are satisﬁed for j ∈ {1, . . . ,n} whenever x, y, ξ ∈ Rn and η ∈ Rn \ {0}:
(iA) α
−1
1 |η|p−2|ξ |2 
n∑
i, j=1
∂ Ai
∂η j
(x, η)ξiξ j  α1|η|p−2|ξ |2,
(iiA)
∣∣A(x, η)− A(y, η)∣∣ α2|x− y|γ |η|p−1,
(iiiA) A(x, η) = |η|p−1A
(
x, η/|η|),
(iB)
∣∣∣∣ ∂B∂η j (x, η)
∣∣∣∣ β1|η|p−2,
(iiB)
∣∣B(x, η)∣∣ β2|η|p−1,
(iiiB) B(x, η) = |η|p−1B
(
x, η/|η|).
If β2 ≡ 0 we write, for short, (A,0) ∈ Mp(α1,α2, γ ).
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domain G we say that u is (A, B)-harmonic in G provided u ∈ W 1,p(G) and∫ 〈
A
(
x,∇u(x)),∇θ(x)〉+ B(x,∇u(x))θ(x)dx = 0 whenever θ ∈ W 1,p0 (G). (1.1)
As a short notation for (1.1) we write ∇ · A(x,∇u)+ B(x,∇u) = 0 in G .
To comment on Deﬁnitions 1.1 and 1.2 we note that the case (A,0) ∈ Mp(α1,α2, γ ), i.e., the case
without lower order terms, was treated in [12] and the statement that u is (A,0)-harmonic in G is
equivalent to the statement that u is A-harmonic in G in the sense of [12]. Moreover, we recall that
if A(x, η) = |η|p−2(η1, . . . , ηn), and B ≡ 0, then u is p-harmonic in G .
Next we introduce the geometric notions used in this paper, i.e., the notions of non-tangentially
accessible domains and Reifenberg ﬂat domains.
Deﬁnition 1.3. A domain Ω is called non-tangentially accessible (NTA) if there exist constants M  2
and r0 > 0 such that the following are fulﬁlled:
(i) corkscrew condition: for any w ∈ ∂Ω , 0 < r < r0, there exists ar(w) ∈ Ω satisfying M−1r <
|ar(w)− w| < r, d(ar(w), ∂Ω) > M−1r,
(ii) Rn \ Ω¯ satisﬁes the corkscrew condition,
(iii) Harnack chain condition: given  > 0, w1,w2 ∈ Ω , d(w j, ∂Ω) >  , and |w1 − w2| < c , there is
a Harnack chain from w1 to w2 whose length depends on c but not on  .
For more on the notion of NTA-domains we refer to [9]. In the following we will let M and r0
denote the NTA-constants of Ω . To continue, we deﬁne
Deﬁnition 1.4. Let Ω ⊂ Rn be a domain. Then ∂Ω is said to be uniformly (δ, r0)-approximable by
hyperplanes, provided there exists, whenever w ∈ ∂Ω and 0 < r < r0, a hyperplane Λ containing w
such that
h
(
∂Ω ∩ B(w, r),Λ ∩ B(w, r)) δr.
We let F(δ, r0) denote the class of all domains Ω which satisfy Deﬁnition 1.4. Let Ω ∈ F(δ, r0),
w ∈ ∂Ω , 0< r < r0, and let Λ be as in Deﬁnition 1.4. We say that ∂Ω separates B(w, r), if
{
x ∈ Ω ∩ B(w, r): d(x, ∂Ω) 2δr}⊂ one component of Rn \Λ. (1.2)
Deﬁnition 1.5. Let Ω ⊂ Rn be a bounded domain. Then Ω and ∂Ω are said to be (δ, r0)-Reifenberg
ﬂat provided Ω ∈F(δ, r0) and (1.2) hold whenever 0< r < r0 and w ∈ ∂Ω .
For short we say that Ω and ∂Ω are δ-Reifenberg ﬂat whenever Ω and ∂Ω are (δ, r0)-Reifenberg
ﬂat for some r0 > 0. We note that an equivalent deﬁnition of Reifenberg ﬂat domains is given in [11].
As in [11] one can show that a δ-Reifenberg ﬂat domain is a NTA-domain with constant M = M(n)
provided 0< δ < δˆ and δˆ = δˆ(n) is small enough. In the following we will let δˆ denote this constant.
In this paper we prove the following theorems.
Theorem 1. Assume that Ω ⊂ Rn is a (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume that
(A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Let w ∈ ∂Ω , 0< r < r0 , and suppose that u, v are
positive (A, B)-harmonic functions in Ω ∩ B(w, r), continuous on Ω¯ ∩ B(w, r), u  v in Ω¯ ∩ B(w, r), with
u = 0 = v on ∂Ω ∩ B(w, r). Then there exist δ˜ ∈ (0, δˆ) and c ∈ [1,∞), both depending only on p, n, α1 , α2 ,
β1 , β2 , γ , such that if 0< δ < δ˜ and r˜ = r/c, then
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v(ar˜(w))
 u(x)− v(x)
v(x)
 c u(ar˜(w))− v(ar˜(w))
v(ar˜(w))
whenever x ∈ Ω ∩ B(w, r˜).
Corollary 1. Assume that Ω ⊂ Rn is a (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume
that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Let w ∈ ∂Ω , 0 < r < r0 , and suppose that
u, v are positive (A, B)-harmonic functions in Ω ∩ B(w, r), continuous on Ω¯ ∩ B(w, r), with u = 0 = v on
∂Ω ∩ B(w, r). Then there exist δ˜ ∈ (0, δˆ), σ ∈ (0,1] and c ∈ [1,∞), all depending only on p, n, α1 , α2 , β1 ,
β2 , γ , such that if 0< δ < δ˜, then
∣∣∣∣log u(x)v(x) − log u(y)v(y)
∣∣∣∣ c
( |x− y|
r
)σ
whenever x, y ∈ Ω ∩ B(w, r/c).
Theorem 2. Assume that Ω ⊂ Rn is a bounded (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and
assume that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Then there exists r1 , 0 < r1  r0 ,
depending only on p, n, α1 , α2 , β1 , β2 , γ , r0 such that if w ∈ ∂Ω and if 0 < 2r′ < r1 , then the following is
true. Suppose that u, v are positive (A, B)-harmonic functions in Ω \ B(w, r′), continuous on Ω¯ \ B(w, r′),
with u = 0 = v on ∂Ω \ B(w, r′). Then there exist δ˜ ∈ (0, δˆ), σ ∈ (0,1] and c ∈ [1,∞), all depending only on
p, n, α1 , α2 , β1 , β2 , γ , such that if 0< δ < δ˜, then
∣∣∣∣log u(x)v(x) − log u(y)v(y)
∣∣∣∣ c
(
r′
min{min{r0,1}/c, |x− w|, |y − w|}
)σ
whenever x, y ∈ Ω \ B(w, cr′).
Using the terminology of the Martin boundary problem, let w ∈ ∂Ω and assume that u is a positive
(A, B)-harmonic function in Ω with u = 0 continuously on ∂Ω \ {w}, then u is called a minimal
positive (A, B)-harmonic function in Ω relative to w . Moreover, the (A, B)-Martin boundary of Ω is
the set of equivalence classes of positive minimal (A, B)-harmonic functions relative to all boundary
points of Ω . Two minimal positive (A, B)-harmonic functions are in the same equivalence class if
they correspond to the same boundary point and one function is a constant multiple of the other
function. By letting r′ → 0 in Theorem 2 we obtain, with this terminology:
Corollary 2. Assume that Ω ⊂ Rn is a bounded (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and
assume that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Then there exists δ˜ ∈ (0, δˆ), depending
only on p, n, α1 , α2 , β1 , β2 , γ , such that if 0< δ < δ˜, then the (A, B)-Martin boundary is identiﬁable with ∂Ω .
We emphasize that in the case (A,0) ∈ Mp(α1,α2, γ ), the above theorems are proved in [12,
Lemma 6.10, Theorem 1, Lemma 5.35 and Theorem 2]. Concerning proofs we ﬁrst note that once
Theorem 1 is proved, then one can use a Moser type argument, exactly as in [12, pp. 264–265], to
prove Corollary 1. In particular, the proof of Corollary 1 follows from Theorem 1, basic estimates for
(A, B)-harmonic functions and the fact that if u is an (A, B)-harmonic function then also cu, where c
is an arbitrary constant, is an (A, B)-harmonic function. The latter is guaranteed by Deﬁnition 1.1 (iiiA)
and (iiiB). Moreover, Corollary 2 follows directly from Theorem 2 by letting r′ → 0. In conclusion, in
the bulk of the paper we will only supply the proof of Theorems 1 and 2. Our proofs of Theorems 1
and 2 are based on the same set of ideas and to outline these we here brieﬂy outline the proof of
Theorem 1. To do so we need some more notation. As a convention, in this paper, unless otherwise
stated, c will denote a constant  1, not necessarily the same at each occurrence, depending only on
n, p, α1, α2, β1, β2, γ . For short we write that a constant depends on Mp to indicate its dependence
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the truncated cylinders,
Qa,b(w) =
{
x = (x′, xn): ∣∣x′ − w ′∣∣< a, |xn − wn| < b},
Q +a,b(w) =
{
x = (x′, xn): ∣∣x′ − w ′∣∣< a, 0< xn − wn < b},
Q −a,b(w) =
{
x = (x′, xn): ∣∣x′ − w ′∣∣< a, −b < xn − wn < 0}. (1.3)
Furthermore, if a = b then we let Qa(w) = Qa,a(w), Q +a (w) = Q +a,a(w) and Q −a (w) = Q −a,a(w). The
proof of Theorem 1 is based on results and ideas from [12], a crucial scaling type argument described
below and boundary estimates for linear degenerate elliptic equations with lower order terms. In
Steps I–III below we let Ω , w , r, u and v be as in the statement of Theorem 1.
Step I. (The ‘fundamental inequality’.) There exist δ˜ and c1 depending only on n and Mp such that
if 0< δ < δ˜, then
c−11
u′(x)
d(x, ∂Ω)

∣∣∇u′(x)∣∣ c1 u′(x)
d(x, ∂Ω)
(1.4)
whenever x ∈ Ω ∩ B(w, r/c1) and u′ ∈ {u, v}, see Lemma 3.5 below. The proof of (1.4) proceeds in
several steps and the starting point is to prove (1.4) in the setting of Q +1 (0). Note that in [12,
Lemma 3.25] it is proved, in the setting of Q +1 (0), that (A,0)-harmonic functions satisfy (1.4). To
use this result we let 0 < r˜ < 1 be a small degree of freedom and we let, given u deﬁned on the
closure of Q +r˜ (0), u1 be the (A,0)-harmonic function in Q
+
r˜/2(0) with boundary values equal to u on
∂Q +r˜/2(0). We now use a scaling type argument to show that u1 approximates u well, in the sense of
Lemma 3.1, if r˜ is small enough. In particular, we perform the scaling x → r˜x and we let uˆ(x) = u(r˜x)
and uˆ1(x) = u1(r˜x) whenever x ∈ Q +1 (0) and Q +1/2(0) respectively. Then uˆ and uˆ1 are ( Â, B̂)-harmonic
functions in their corresponding domains of deﬁnition, see Lemma 2.7, with
Â(x, η) = r˜ p−1A(r˜x, r˜−1η) and B̂(x, η) = r˜ p B(r˜x, r˜−1η). (1.5)
In particular, ( Â, B̂) ∈ Mp(α1,α2, r˜β1, r˜β2, γ ), and hence, by Deﬁnition 1.1, |̂B(x, η)|  r˜β2|η|p−1
whenever x ∈ Q +1 (0) and η ∈ Rn . Hence, choosing r˜ small will allow us to assume that the lower
order term is small in the sense stated and we will be able to make use of certain estimates valid
only for operators with small lower order terms. In particular, in this setting we can apply Lemma 3.1
below, to uˆ and uˆ1, to conclude, by scaling back, that u and u1 are close, in the sense of Lemma 3.1,
in a subset of Q +r˜/2(0). We can then, using that u1 satisﬁes the fundamental inequality and by using
Lemma 3.2 stated below, conclude, in the setting of these cylinders, that the ‘fundamental inequality’
also holds for u, see Lemma 3.4. To complete the proof of (1.4) in the setting of Reifenberg ﬂat do-
mains we then use, in analogy with [12, Lemma 3.35], an approximation type argument based on the
corresponding estimates in the truncated cylinders discussed.
Step II. (Extension of (|∇u| + |∇v|)p−2 to an A2-weight.) There exist δ˜ and c2, depending only on
n and Mp , such that if 0 < δ < δ˜, then (|∇u| + |∇v|)p−2 extends to an A2-weight in B(w, r/(c1c2)),
with A2-constant depending only on n and Mp . For the deﬁnition of an A2-weight, see Section 3.2.
The proof uses, in analogy with [12, Lemmas 4.9 and 6.6], a Whitney cube decomposition of Rn \ Ω¯ ,
the ‘fundamental inequality’ in Step I and the following boundary estimate for the (A, B)-harmonic
functions u and v . Let  > 0 be given. There exist δ˜ > 0 and c, depending only on n, Mp and  , such
that if 0< δ < δ˜, then
c−1
(
rˆ
r
)1+
 u
′(arˆ(w))
u′(a (w))
 c
(
rˆ
r
)1−
, (1.6)r
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scaling type argument described in Step I.
Step III. (Boundary Harnack inequalities for degenerate elliptic equations with lower order terms.)
By using Deﬁnition 1.1, the ‘fundamental inequality’ in Step I and (A, B)-harmonicity of u and v we
can conclude, see (3.36), that ζ = u − v is a weak solution to a linear degenerate elliptic equation
L̂ζ = 0 with lower order terms, in Ω ∩ B(w, r/c1) where c1 is the constant from Step I, of the form
L̂ζ(x) =
n∑
i, j=1
∂
∂xi
(
aij(x)ζx j
)+ n∑
j=1
b j(x)ζx j , (1.7)
where
aij(x) =
1∫
0
∂ Ai
∂η j
(
x, t∇u(x)+ (1− t)∇v(x))dt, for 1 i, j  n,
b j(x) =
1∫
0
∂B
∂η j
(
x, t∇u(x) + (1− t)∇v(x))dt, for 1 j  n. (1.8)
Moreover, from the structure assumptions on A and B in Deﬁnition 1.1 it follows that there exists a
constant c, depending only on n and Mp , such that
(i) c−1λ(x)|ξ |2 
n∑
i, j=1
aij(x)ξiξ j  cλ(x)|ξ |2,
(ii)
∣∣b j(x)∣∣ cλ(x), (1.9)
whenever x ∈ Ω ∩ B(w, r/c1) and where λ(x) = (|∇u(x)| + |∇v(x)|)p−2. Furthermore, using Step II
we see that λ(x) extends to an A2-weight in B(w, r/(c1c2)). In particular, L̂ is a linear second order
degenerate elliptic operator with lower order terms and the ellipticity of L̂, as well as the size of
the lower order terms, are bounded, locally, by the A2-weight λ. The idea is now to complete the
proof of Theorem 1 by, in analogy with [12, Lemma 6.10], use some ideas in [27] and by using
boundary estimates and, in particular, boundary Harnack inequalities for non-negative solutions to
the operator L̂. In [12] we could here simply quote results established in [3–5]. In the present case,
when we allow for lower order terms, we have to extend the corresponding results in [3–5] to also
allow for lower order terms. That is carried out in Section 2.2 below and is of independent interest.
The rest of the paper is organized as follows. In Section 2 we ﬁrst state, and in some cases also
prove, a number of basic estimates for non-negative (A, B)-harmonic functions. We then prove esti-
mates, in NTA domains Ω ⊂ Rn , for degenerate elliptic equations with lower order terms. Section 3 is
devoted to the proof of Theorem 1 and Section 4 is devoted to the proof of Theorem 2.
2. Preliminaries
In this section we state, and in some cases also prove, a number of basic estimates for non-negative
(A, B)-harmonic functions as well as some results concerning degenerate elliptic equations with lower
order terms in NTA-domains. Concerning conventions and constant, in this paper, c will, unless oth-
erwise stated, denote a constant  1, not necessarily the same at each occurrence, depending only
on n, p, α1, α2, β1, β2, γ . For short we write Mp to indicate the dependence on the parameters p,
α1, α2, β1, β2 and γ . In general, c(a1, . . . ,am) denotes a constant  1 which may depend only on n,
Mp and a1, . . . ,am , not necessarily the same at each occurrence. If A ≈ B then A/B is bounded from
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we let maxE u, minE u be the essential supremum and inﬁmum of u on E whenever E ⊂ Rn and u
is deﬁned on E . We put (w, r) = ∂Ω ∩ B(w, r) whenever w ∈ ∂Ω , 0 < r, and ei , 1 i  n denotes
the point in Rn with one in the ith coordinate position and zeros elsewhere. Finally ar(w) will always
denote an interior ‘corkscrew’ point of Ω guaranteed for a NTA-domain. In particular, ar(w) satisﬁes
M−1r < d(ar(w), ∂Ω) and d(ar(w),w) < r where M denotes the NTA-constant of Ω .
2.1. Estimates for (A, B)-harmonic functions
Lemma 2.1. Let p ∈ (1,∞) be given and assume that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 ,
β2 , γ . Assume that u is a positive (A, B)-harmonic function in B(w,2r). Then there exists c, depending only
on n and Mp, such that
(i) rp−n
∫
B(w,r)
|∇u|p dx c
(
max
B(w,2r)
u
)p
,
(ii) max
B(w,r)
u  c min
B(w,r)
u.
Furthermore, there exists α ∈ (0,1], depending only on n and Mp, such that if x, y ∈ B(w, r), then
(iii)
∣∣u(x)− u(y)∣∣ c( |x− y|
r
)α
max
B(w,2r)
u.
Proof. The proof of (i) follows by taking ψ = ηpu, where η is an appropriate smooth cut of function,
as a test function in (1.1). The statements (ii) and (iii) are proved in [24, Theorems 5–9] for more
general operators. 
Lemma 2.2. Assume that Ω ⊂ Rn is a bounded domain and let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for some α1,α2, β1, β2, γ . Let ψ ∈ W 1,p(Ω) ∩ C(Ω¯). Then the following statements
are true.
(i) There exists a unique continuous bounded weak solution u to the equation ∇ · A(x,∇u) + B(x,∇u) = 0
in Ω such that u −ψ ∈ W 1,p0 (Ω).
(ii) If Ω ⊂ Rn is a NTA-domain, then limx∈Ω,x→y u(x) = ψ(y) for all y ∈ ∂Ω .
Proof. Existence follows from the more general result given in [23, Theorem 1.2] and uniqueness
follows from the comparison principle. Statement (ii) follows from the more general result given in
[7, Theorem 2.5]. 
Lemma 2.3. Assume that Ω ⊂ Rn is a NTA-domain and let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for someα1 ,α2 , β1 , β2 , γ . Let w ∈ ∂Ω , 0< r < r0 and suppose that u is a non-negative
(A, B)-harmonic function in Ω ∩ B(w,2r), continuous on Ω¯ ∩ B(w,2r) and with u = 0 on (w,2r). Then
there exists c, depending only on n and Mp, such that
(i) rp−n
∫
Ω∩B(w,r)
|∇u|p dx c
(
max
Ω∩B(w,2r)
u
)p
.
Furthermore, there exists α ∈ (0,1], depending only on n and Mp, such that if x, y ∈ Ω ∩ B(w, r), then
(ii)
∣∣u(x)− u(y)∣∣ c( |x− y|
r
)α
max
Ω∩B(w,2r)
u.
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argument. Statement (ii) follows by the same arguments as in [8, Theorem 6.44, Lemma 6.47] together
with (ii) in Lemma 2.2. 
Lemma 2.4. Assume that Ω ⊂ Rn is a bounded domain and let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Let u, v ∈ C0(Ω¯) ∩ C1(Ω) be (A, B)-harmonic functions
in Ω and assume that u  v on ∂Ω . Then u  v in Ω .
Proof. This follows from a remark following the proof of [6, Theorem 10.7]. 
Lemma 2.5. Assume that Ω ⊂ Rn is a NTA-domain and let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Let w ∈ ∂Ω , 0 < r < r0 , and suppose that u is a non-
negative (A, B)-harmonic function inΩ∩B(w,2r), continuous on Ω¯∩B(w,2r) andwith u = 0 on(w,2r).
There exists c, depending only on n and Mp, such that if r˜ = r/c, then
max
Ω∩B(w,r˜)
u  cu
(
ar˜(w)
)
.
Proof. A proof of Lemma 2.5 for linear elliptic PDE can be found in [1]. The proof uses only analogues
of Harnack’s inequality, (ii) in Lemma 2.3 and the comparison principle for linear PDEs as well as the
NTA properties of the domain. In particular, the proof also applies in our situation. 
Lemma 2.6. Assume that Ω ⊂ Rn is a NTA-domain and let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Let w ∈ ∂Ω , 0 < r < r0 , and suppose that u is a non-
negative continuous (A, B)-harmonic function in Ω¯ ∩ B¯(w,4r) and that u = 0 on (w,4r). Extend u to
B(w,4r) by deﬁning u ≡ 0 on B(w,4r) \ Ω . Then u has a representative in W 1,p(B(w,4r)) with Hölder
continuous partial derivatives of ﬁrst order in Ω ∩ B(w,4r). In particular, there exist σ ∈ (0,1] and c, both
depending only on n and Mp, such that if x, y ∈ B(wˆ, rˆ/2), B(wˆ,4rˆ) ⊂ Ω ∩ B(w,4r), then
c−1
∣∣∇u(x)− ∇u(y)∣∣ ( |x− y|
rˆ
)σ
max
B(wˆ,rˆ)
|∇u| crˆ−1
( |x− y|
rˆ
)σ
max
B(wˆ,2rˆ)
u.
Proof. This follows from the more general result given in [26]. 
Lemma 2.7. Assume that G ⊂ Rn is a domain, let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Let F : Rn → Rn be the composition of a translation, a ro-
tation and a dilation x → r˜x, r˜ ∈ (0,1]. Suppose that u is (A, B)-harmonic in G and deﬁne uˆ(x) = u(F (x))
whenever F (x) ∈ G. Then uˆ is ( Â, B̂)-harmonic in F−1(G) and ( Â, B̂) ∈ Mp(α1,α2, β1, β2, γ ). Moreover, if
F is a dilation x → r˜x, r˜ ∈ (0,1], then in addition ( Â, B̂) ∈ Mp(α1,α2, r˜β1, r˜β2, γ ). Finally, let a,b be real
numbers and deﬁne u˜ = au + b. Then u˜ is (A, B)-harmonic in G.
Proof. Suppose that F (x) = x + w for some w ∈ Rn . In this case the conclusion follows with
( Â(x, η), B̂(x, η)) = (A(x + w, η), B(x + w, η)). In the case of a rotation, i.e. F (x) = Γ x, where
Γ is an orthogonal matrix with det(Γ ) = 1, the conclusion follows with ( Â(x, η), B̂(x, η)) =
(A(Γ x,Γ η), B(Γ x,Γ η)). Finally, suppose that F (x) = r˜x for some r˜ ∈ (0,1]. Then uˆ is ( Â, B̂)-harmonic
in F−1(G) if we put
Â(x, η) = r˜ p−1A(r˜x, r˜−1η) and B̂(x, η) = r˜ p B(r˜x, r˜−1η).
Observe the higher exponent of r˜ in the B̂ term due to the scaling ∇ → ∇/r˜. This implies that we
have ( Â, B̂) ∈ Mp(α1,α2, r˜β1, r˜β2, γ ), which is a key point in the scaling argument used to treat the
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dilation, simply note that
∣∣ Â(x, η) − Â(y, η)∣∣ α2r˜γ |x− y|γ |η|p−1  α2|x− y|γ |η|p−1
whenever r˜ ∈ (0,1]. To prove that u˜ = au + b is (A, B)-harmonic in G it suﬃces to note that both A
and B are homogeneous of the same order in η, see (iiiA) and (iiiB) in Deﬁnition 1.1. This completes
the proof of Lemma 2.7. 
2.2. Degenerate elliptic equations with lower order terms
Let w ∈ Rn , 0 < r and let λ(x) be a positive real valued Lebesgue measurable function deﬁned
almost everywhere on B(w,2r). The function λ(x) is said to belong to the class A2(B(w, r)) if there
exists a constant γ such that
r˜−2n
∫
B(w˜,r˜)
λ(x)dx ·
∫
B(w˜,r˜)
λ(x)−1 dx γ (2.1)
whenever w˜ ∈ B(w, r) and 0 < r˜  r. If λ(x) belongs to the class A2(B(w, r)) then λ(x) is referred
to as an A2(B(w, r))-weight. The smallest γ such that (2.1) holds is referred to as the A2 constant
of λ(x). In the following we let Ω ⊂ Rn be a NTA-domain with NTA-constants M , r0. Further, let
w ∈ ∂Ω , 0< r < r0, and consider the operator
L =
n∑
i, j=1
∂
∂xi
(
aij(x)
∂
∂x j
)
+
n∑
i=1
bi(x)
∂
∂x j
(2.2)
in Ω ∩ B(w,2r). We assume that the coeﬃcients {aij(x)}, {bi(x)} are Lebesgue measurable functions
deﬁned almost everywhere on B(w,2r). Moreover, we assume, for some constant cˆ,
(i) cˆ−1λ(x)|ξ |2 
n∑
i, j=1
aij(x)ξiξ j  cˆ|ξ |2λ(x),
(ii)
∣∣bi(x)∣∣ cˆλ(x) for i ∈ {1, . . . ,n}, (2.3)
for almost every x ∈ B(w,2r), where λ(x) ∈ A2(B(w, r)). By deﬁnition L is a second-order degenerate
elliptic operator (in divergence form) with lower order terms of ﬁrst order in B(w,2r), with ellipticity
measured by the function λ(x) and with coeﬃcients in the lower order term bounded by λ(x). If
O ⊂ B(w,2r) is open then we let W˜ 1,2(O ) be the weighted Sobolev space of equivalence classes of
functions v with distributional gradient ∇v and norm
‖v‖˜21,2 =
∫
O
v2λ(x)dx+
∫
O
|∇v|2λ(x)dx< ∞. (2.4)
Let W˜ 1,20 (O ) be the closure of C
∞
0 (O ) in the norm W˜
1,2(O ). We say that u is a weak solution to
Lu = 0 in O provided u ∈ W˜ 1,2(O ) and∫
O
(∑
i, j
ai j vxiφx j +
∑
i
bi vxiφ
)
dx = 0 (2.5)
whenever φ ∈ C∞0 (O ). In the following we develop a number of estimates for the operator L.
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Lu = 0 in B(w,2r). Then there exists a constant c, depending only on n and γ , such that
(i) max
B(w,r)
u  c min
B(w,r)
u.
Moreover, there exists α ∈ (0,1], depending only on n and γ , such that if x, y ∈ B(w, r), then
(ii)
∣∣u(x)− u(y)∣∣ c( |x− y|
r
)α
max
B(w,2r)
u.
Proof. This follows from the more general result given in [2, Theorem 3.3 and Corollary 3.7], after a
redeﬁnition in a set of Lebesgue measure zero. 
Lemma 2.9. Assume that Ω ⊂ Rn is a bounded domain and let λ be an A2-weight with constant γ in Rn. Let
ψ ∈ W˜ 1,2(Ω)∩ C(Ω¯). Then the following statements are true.
(i) There exists a unique weak solution to Lu= 0 in Ω such that u −ψ ∈ W˜ 1,20 (Ω).
(ii) If Ω ⊂ Rn is a NTA-domain, then limx∈Ω,x→y u(x) = ψ(y) for all y ∈ ∂Ω .
Proof. Statement (i) follows from [2, Theorem 3.2]. To prove (ii) we use the following trick to get rid
of the lower order terms. Let u ∈ W˜ 1,20 (Ω) be the weak solution given by (i) and consider u¯ = u as a
function of the n+ 1 variables x¯= (x1, x2, . . . , xn, xn+1), with xn+1 ∈ (−1,1), but independent of xn+1.
Then u¯ is a weak solution to a PDE in Ω × (−1,1) without lower order terms. In particular, if we let
K be a constant to be chosen later, then we see, after some straightforward calculations, that u¯ solves
L¯u¯ = 0 in the weak sense, where
L¯ :=
n+1∑
i, j=1
∂
∂xi
(
a¯i j(x¯)
∂
∂x j
)
:=
n∑
i, j=1
∂
∂xi
(
aij(x)
∂
∂x j
)
+
n∑
i=1
∂
∂xn+1
(
xn+1bi(x)
∂
∂xi
)
+
n∑
j=1
∂
∂x j
(
xn+1b j(x)
∂
∂xn+1
)
+ Kλ(x) ∂
2
∂x2n+1
. (2.6)
We intend to ﬁrst prove that L¯ is a degenerate elliptic operator in the sense of [4,5,3]. Let ξ¯ =
(ξ, ξn+1) = (ξ1, ξ2, . . . , ξn+1) ∈ Rn+1, then we see from (i) in (2.3), the restriction xn+1 ∈ (−1,1) and
by Cauchy’s inequality, that
−cˆλ(x)(|ξ |2 + −1ξ2n+1) n∑
i=1
xn+1bi(x)ξiξn+1  2cˆ|ξ¯ |2λ(x), (2.7)
where cˆ is the constant from (2.3) and  > 0 is a degree of freedom. Hence, from (ii) in (2.3) and
by (2.6) we conclude that
λ(x)
((
cˆ−1 − 2cˆ)|ξ |2 + (K − 2cˆ−1)ξ2n+1) n+1∑
i, j=1
a¯i j(x¯)ξiξ j 
(
Kξ2n+1 + 4cˆ|ξ¯ |2 + cˆ|ξ |2
)
λ(x).
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tence of a constant c, depending only on cˆ, such that
c−1λ(x)|ξ¯ |2 
n+1∑
i, j=1
a¯i j(x¯)ξiξ j  c|ξ¯ |2λ(x) whenever x¯ ∈ Rn+1 × (−1,1), ξ¯ ∈ Rn+1. (2.8)
It follows that if we assume that L¯ is also symmetric, i.e. a¯i j(x) = a¯ ji(x), 1 < i, j,< n, then L¯ is
an operator in the sense of [4,5,3]. However, we note that symmetry is not needed for the results
that we will use below, see Remark 2.14. Next, let y ∈ ∂Ω and let η be a test function such that
η ∈ C∞0 (B((y,0),1)) and η = 1 on B((y,0),1/2) where B((y,0), r), for r > 0 and y ∈ Rn , is the ball in
Rn+1 with center at (y,0) ∈ Rn+1 and radius r > 0. Given ψ ∈ W˜ 1,2(Ω)∩C(Ω¯) we let ψ¯(x¯) = ψ(x) for
x¯ = (x1, x2, . . . , xn, xn+1) and we note that, by construction, ψ¯ ∈ W˜ 1,2(Ω × (−1,1)) ∩ C(Ω¯ × [−1,1])
and (u¯ − ψ¯)η ∈ W˜ 1,20 (B((y,0),1)). Moreover, we note, using Deﬁnition 1.3, that Ω × (−∞,∞) is a
NTA-domain. We can therefore proceed as in [4] and as in the proof of [21, Lemma 3.3] to construct
a barrier at y. Moreover, from the same argument as in the proof of [21, Lemma 3.2] we see, using
Lemma 2.11, that
lim
x∈Ω,x→y u(x) = limx∈Ω,x→y u¯(x,0) = ψ¯(y,0) = ψ(y), (2.9)
which completes the proof of (ii) in Lemma 2.9. 
Lemma 2.10. Assume that Ω ⊂ Rn is a NTA-domain, w ∈ ∂Ω , 0 < r < r0 and let λ is an A2(B(w,2r))-
weight with constant γ . Suppose that u is a positive weak solution to Lu = 0 in Ω ∩ B(w,2r), continuous on
Ω¯ ∩ B(w,2r) and with u = 0 on (w,2r). Then there exist α ∈ (0,1] and c, both depending only on n,M
and γ , such that if x, y ∈ Ω ∩ B(w, r), then
∣∣u(x)− v(y)∣∣ c( |x− y|
r
)α
max
Ω∩B(w,2r)
u.
Proof. This follows by the same arguments as in [8, Theorem 6.44, Lemma 6.47] together with (ii) in
Lemma 2.9 and (ii) in Lemma 2.8. 
Lemma 2.11. Assume that Ω ⊂ Rn is a bounded NTA-domain and let λ be an A2-weight with constant γ
in Rn. Let u, v be weak solutions to L in Ω , continuous on Ω¯ , such that u  v on ∂Ω . Then u  v in Ω .
Proof. This follows from linearity and [2, Corollary 3.6]. 
Lemma 2.12. Assume that Ω ⊂ Rn is a NTA-domain and let λ be an A2(B(w, r))-weight with constant γ .
Let w ∈ ∂Ω , 0< r < r0 , and suppose that u and v are two positive weak solutions to Lv = 0 in Ω ∩ B(w, r),
continuous on Ω¯ ∩ B(w, r) with u = 0 = v on (w, r). Then there exists c, depending only on n, M and γ ,
such that
c−1 u(ar(w))
v(ar(w))
 u(x)
v(x)
 c u(ar(w))
v(ar(w))
whenever x ∈ Ω ∩ B(w, r/c).
Proof. This result follows from [5] by the same argument as in the proof of Lemma 2.9. In particular,
consider the functions u¯ = u and v¯ = v as functions of x¯ = (x1, x2, . . . , xn, xn+1). Then u¯ and v¯ solve
L¯w = 0 in Ω × (−1,1), in the weak sense, where L¯ is as in (2.6). Now, since the operator L¯ satisﬁes
the hypothesis of the boundary Harnack inequality proved in [5], the result follows. 
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for the operator L¯, and therefore it implies the analogue of Corollary 1 for the operator L¯, i.e. the
Hölder continuity of the ratio u/v .
Remark 2.14. Note that in the proof of Lemmas 2.9 and 2.12 above we use results from, in particu-
lar, [3–5] to infer conclusions concerning solutions to the equation L¯u = 0 where L¯ is the operator
introduced in the proof of Lemma 2.9. This operator is a degenerate elliptic operator, see (2.8), but
is not necessarily symmetric. Still, in [3–5] it is assumed that the operator is symmetric. However,
the assumption in [3–5] concerning symmetric coeﬃcients is not essential and was not needed in
the proof of the results and lemmas we used above. For more information on related issues, see the
discussion in Section 1 in [10] for non-symmetric uniformly elliptic divergence form PDE.
Remark 2.15. In the following we give some historical remarks concerning the development of bound-
ary estimates for degenerate elliptic equations. To start with we recall that in 1963 a Wiener test for
uniformly elliptic equations with bounded and measurable coeﬃcients was proved in [21]. In 1965,
this result was generalized to operators with lower order terms in [25] and in 1968, in [22], the
existence of the Green function, and some properties of the Green function, for degenerate elliptic
operators with lower order terms were proved. Furthermore, around 1982 several results, relevant for
this paper, concerning boundary behavior for degenerate elliptic operators were established in [3–5].
These results included a Wiener test and a boundary Harnack inequality, both which we use in our
proofs outlined above. Moreover, in 1996, parts of these results where generalized, see [2], to degen-
erate elliptic operators with lower order terms. As outlined above, we refer to [2] for the comparison
principle, the interior Harnack’s inequality, interior Hölder continuity as well as for the existence of
weak solutions to degenerate elliptic operators with lower order terms of the type considered in this
paper. However, to the best of our knowledge there is no literature devoted to a complete general-
ization of the results in [3–5] to operators with lower order terms. Hence, from this perspective the
results presented in this section concerning degenerate elliptic equations with lower order terms add
to the literature.
3. Proof of Theorem 1
3.1. Non-degeneracy of |∇u|
Recall the deﬁnition of the truncated cylinders introduced in (1.3). We here ﬁrst prove the follow-
ing lemma.
Lemma 3.1. Let p ∈ (1,∞) be given and assume that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 ,
γ with β2 =  < 1/2. In particular, we assume that
∣∣B(x, η)∣∣ |η|p−1 whenever x, η ∈ Rn.
Let u2 be a non-negative (A, B)-harmonic function in Q
+
1 (0), continuous on the closure of Q
+
1 (0), and with
u2 = 0 on ∂Q +1 (0)∩ {xn = 0}. Moreover, let u1 be the (A,0)-harmonic function in Q +1/2(0) which is continu-
ous on the closure of Q +1/2(0) and which coincides with u2 on ∂Q
+
1/2(0). Then there exist, given ρ ∈ (0,1/16),
c, c˜, θ > 0, and τ > 0, all depending only on n and Mp, such that
∣∣u2(x)− u1(x)∣∣ cθu2(en/2) c˜θρ−τ u2(x) whenever x ∈ Q +1/4(0) \ Q +1/4,ρ(0).
Proof. We follow the idea in the proof of [12, Lemma 3.1]. We start by noting that existence of u1
follows from Lemma 2.2. Next, observe that for x ∈ Rn , λ ∈ Rn , ξ ∈ Rn \ {0}, and (A,0) ∈ Mp(α1,α2, γ ),
we have
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n∑
j=1
(λ j − ξ j)
1∫
0
∂ Ai
∂η j
(
x, tλ+ (1− t)ξ)dt (3.1)
for i ∈ {1, . . . ,n}. Using (3.1) and Deﬁnition 1.1 (iA) we see that
c−1
(|λ| + |ξ |)p−2|λ− ξ |2  〈A(x, λ)− A(x, ξ), λ − ξ 〉 c(|λ| + |ξ |)p−2|λ− ξ |2. (3.2)
Moreover, from (3.2) we deduce that if
I =
∫
Q +1/2(0)
|∇u2 − ∇u1|p dx,
then
I  c J , J :=
∫
Q +1/2(0)
〈
A(x,∇u1)− A(x,∇u2),∇u2 − ∇u1
〉
dx (3.3)
whenever p  2. Also, if 1< p < 2, we see, after some calculations, that (3.2) and Hölder’s inequality
yield
I  c J p/2
( ∫
Q +1/2(0)
|∇u1|p + |∇u2|p dx
)1−p/2
, (3.4)
where J is as deﬁned in (3.3). As ∇ · A(x,∇u1) = 0 and ∇ · A(x,∇u2) = −B(x,∇u2) weakly whenever
x ∈ Q +1/2(0) and as θ = u2 − u1 ∈ W 1,p0 (Q +1/2(0)), we see from the deﬁnition of J in (3.3) and the
assumption on |B(y, η)| stated in the lemma, that
J =
∫
Q +1/2(0)
B(x,∇u2)(u2 − u1)dx 
∫
Q +1/2(0)
|∇u2|p−1|u2 − u1|dx. (3.5)
Hence, using (3.3), (3.5) and Hölder’s inequality we can conclude, for p  2, that
I  c
∫
Q +1/2(0)
|∇u2|p−1|u1 − u2|dx
 c
( ∫
Q +1/2(0)
|∇u2|p dx
)1−1/p( ∫
Q +1/2(0)
|u1 − u2|p dx
)1/p
. (3.6)
Next, using the Poincaré inequality we see that
∫
Q +1/2(0)
|u1 − u2|p dx I  c
( ∫
Q +1/2(0)
|∇u2|p dx
)1−1/p( ∫
Q +1/2(0)
|u1 − u2|p dx
)1/p
.
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∫
Q +1/2(0)
|u1 − u2|p dx c
∫
Q +1/2(0)
|∇u2|p dx. (3.7)
Also, for 1< p < 2, we can use (3.4) and Hölder’s inequality to ﬁnd that
I  cp/2
( ∫
Q +1/2(0)
(|∇u1|p + |∇u2|p)dx)1/2( ∫
Q +1/2(0)
|u1 − u2|p dx
)1/2
. (3.8)
Now from the observation above (3.5), (3.2) with ξ = 0, and Cauchy’s inequality we see that
∫
Q +1/2(0)
|∇u1|p dx c
∫
Q +1/2(0)
〈
A1(x,∇u1),∇u2
〉
dx
 1
2
∫
Q +1/2(0)
|∇u1|p dx+ c
∫
Q +1/2(0)
|∇u2|p dx.
Thus,
∫
Q +1/2(0)
|∇u1|p dx c
∫
Q +1/2(0)
|∇u2|p dx. (3.9)
From (3.8), (3.9) and the Poincaré inequality we can conclude that (3.7) is valid, with  replaced by
p/2, in the case 1 < p < 2. Let a = min{1, p/2}. Then, using (3.7), with  replaced by a , and (i) in
Lemma 2.3, we see that
∫
Q +1/2(0)
|u1 − u2|p dx ca
(
u2(en/2)
)p
.
The rest of the proof of Lemma 3.1 is identical to the proof of Lemma 3.1 in [12]. 
Lemma 3.2. Assume that O ⊂ Rn is an open set and let p ∈ (1,∞) be given and assume that (A1, B1),
(A2, B2) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Also, suppose that u1 , u2 are non-negative
functions in O , that u1 is (A1, B1)-harmonic in O and that u2 is (A2, B2)-harmonic in O . Let a  1, x ∈ O
and assume that
a−1 u1(x)
d(x, ∂O )

∣∣∇u1(x)∣∣ a u1(x)
d(x, ∂O )
.
Let ˜−1 = (ca)(1+σ)/σ , where σ is as in Lemma 2.6. If
(1− ˜)L  u2
u
 (1+ ˜)L in B
(
x,
1
100
d(x, ∂O )
)
1
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1
ca
u2(x)
d(x, ∂O )

∣∣∇u2(x)∣∣ ca u2(x)
d(x, ∂O )
.
Proof. This lemma was proved in [12, Lemma 3.18] for a smaller class of functions. However the
proof uses only analogue of Lemma 2.6 and Harnack’s inequality. In particular, the proof also applies
in this situation. 
From [12] we get the following lemma for (A,0)-harmonic functions.
Lemma 3.3. Let p ∈ (1,∞) be given and assume that (A,0) ∈ Mp(α1,α2, γ ) for some α1 , α2 , γ . Suppose
that u is a positive (A,0)-harmonic function in Q +1 (0), continuous on the closure of Q
+
1 (0), and that u = 0
on ∂Q +1 (0)∩ {xn = 0}. Then there exists c, depending only on p, n, α1 , α2 , γ , such that
c−1 u(x)
xn

∣∣∇u(x)∣∣ c u(x)
xn
whenever x ∈ Q +1/c(0).
Proof. This follows immediately from [12, Lemma 3.25]. 
Armed with Lemmas 3.1, 3.2 and 3.3 we next prove the ‘fundamental inequality’ for (A, B)-
harmonic functions, vanishing on a portion of a half space.
Lemma 3.4. Let p ∈ (1,∞) be given and assume that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 ,
β2 , γ . Suppose that u is a positive (A, B)-harmonic function in Q
+
1 (0), continuous on the closure of Q
+
1 (0),
and that u = 0 on ∂Q +1 (0)∩ {xn = 0}. Then there exists c, depending only on n and Mp, such that
c−1 u(x)
xn

∣∣∇u(x)∣∣ c u(x)
xn
whenever x ∈ Q +1/c(0).
Proof. We prove this lemma by using the scaling argument outlined in Step I in the introduction. Let
0< r˜ < 1 be a degree of freedom to be chosen and let u1 be the (A,0)-harmonic function in Q
+
r˜/2(0)
which is continuous on the closure of Q +r˜/2(0) and which coincides with u on ∂Q
+
r˜/2(0). Existence of
u1 follows from Lemma 2.2. We now perform the scaling x → r˜x. In particular, we let uˆ(x) = u(r˜x) and
uˆ1(x) = u1(r˜x) whenever x belongs to the closure of Q +1 (0) and Q +1/2(0) respectively. From Lemma 2.7
we conclude that uˆ is ( Â, B̂)-harmonic in Q +1 (0) and uˆ1 is ( Â,0)-harmonic in Q
+
1/2(0), where,
Â(x, η) = r˜ p−1A(r˜x, r˜−1η) and B̂(x, η) = r˜ p B(r˜x, r˜−1η).
From Deﬁnition 1.1 we obtain
∣∣B̂(x, η)∣∣ r˜β2|η|p−1 whenever x, η ∈ Rn. (3.10)
From Lemma 3.3 we see that there exists c1 such that
c−11
uˆ1(x)
xn

∣∣∇uˆ1(x)∣∣ c1 uˆ1(x)
xn
whenever x ∈ Q +1/c1(0). (3.11)
To prove the same estimate for uˆ, we let r˜ be so small that  = r˜β2 < 1/2 and we apply Lemma 3.1
with  = r˜β2 to uˆ and uˆ1. We then get, for ρ ∈ (0,1/16) given, the existence of constants c˜, θ > 0
and τ > 0, all depending only on n and Mp , such that
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(
1− c˜(r˜β2)θρ−τ
)
 uˆ(x)
uˆ1(x)
 2
(
1+ c˜(r˜β2)θρ−τ
)
whenever x ∈ Q +1/4(0) \ Q +1/4,ρ(0). (3.12)
We now choose r˜ according to c˜(r˜β2)θρ−τ = ˜ , where ˜ is the constant deﬁned in Lemma 3.2. Then
r˜ depends only on n, Mp and ρ . Next, we let ρ = 1/(3c1), then from (3.11), (3.12) and Lemma 3.2 we
see that there exists c such that
c−1 uˆ(x)
xn

∣∣∇uˆ(x)∣∣ c uˆ(x)
xn
whenever x ∈ Q +1/c1(0)∩
{
xn > 1/(2c1)
}
. (3.13)
By scaling back we can conclude that (3.13) holds for u in Q +r˜/c1 (0) ∩ {xn > r˜/(2c1)}. By iterating this
argument and by using the invariance of the class Mp(α1,α2, β1, β2, γ ) with respect to translations
and dilations, see Lemma 2.7, we conclude that (3.13) is true also if x ∈ Q +1/c(0) for some c, depending
only on n and Mp . This completes the proof of Lemma 3.4. 
Finally, as in [12] we use Lemma 3.4 to establish the main result of this section.
Lemma 3.5. Assume thatΩ ⊂ Rn is a (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume that
(A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 , β2 , γ . Let w ∈ ∂Ω , 0 < r < r0 and suppose that u is a
positive (A, B)-harmonic function in Ω ∩ B(w, r), that u is continuous on Ω¯ ∩ B(w, r), and that u = 0 on
(w, r). There exist δ˜ and c, both depending only on n and Mp, such that if 0< δ < δ˜, then
c−1 u(x)
d(x, ∂Ω)

∣∣∇u(x)∣∣ c u(x)
d(x, ∂Ω)
whenever x ∈ Ω ∩ B(w, r/c).
Proof. Having established Lemma 3.4 the proof of this lemma is very similar to the proof of
Lemma 3.35 in [12]. Therefore we omit further details. 
3.2. Extension of (|∇u| + |∇v|)p−2 to an A2-weight
Lemma 3.6. Let p ∈ (1,∞) be given and assume that (A,0) ∈ Mp(α1,α2, γ ) for some (α1,α2, γ ). Suppose
that u is a positive (A,0)-harmonic function in Q +1 (0), continuous on the closure of Q
+
1 (0), and that u = 0
on ∂Q +1 (0)∩ {xn = 0}. Then there exists, for  > 0 given, c, depending only on p, n, α1 , α2 , γ and  , such that
c−1r1+u(en/4) u(ren) cr1−u(en/4)
whenever 0< r < 1/16.
Proof. This follows from Lemma 2.7 and the more general result proved in [12, Lemma 4.8]. 
Lemma 3.7. LetΩ ⊂ Rn be a (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for some (α1,α2, β1, β2, γ ). Let w ∈ ∂Ω , 0 < r < r0 and suppose that u is a positive
(A, B)-harmonic function in Ω ∩ B(w, r), u is continuous on Ω¯ ∩ B(w, r), and u = 0 on (w, r). Then there
exist, for  > 0 given, δ˜ and c, both depending only on n, Mp and  , such that if 0< δ < δ˜, then
c−1
(
rˆ
r
)1+
 u(arˆ(w))
u(ar(w))
 c
(
rˆ
r
)1−
whenever 0< rˆ < r/4.
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Proof. First we note that we can assume δ˜  δˆ and hence that Ω is a NTA-domain. Next, we observe
that it suﬃces to prove the lemma when δ = δ˜. By using Lemma 2.7 we assume, as we may, that
w = 0, r = 4 and u(a1(0)) = 1. We extend u to B(0,4) by letting u = 0 in B(0,4) \Ω . Let r˜, 0< r˜ < 1
be a scaling parameter to be chosen later. By Reifenberg ﬂatness we see that there exists a hyperplane
P = {x ∈ Rn: xn = 0} such that
h
(
P ∩ B(0,4r˜), ∂Ω ∩ B(0,4r˜)) 4r˜δ˜. (3.14)
Further, since ∂Ω separates B(0,4r˜), see (1.2), we have, with δ¯ = 4δ˜, that
B(0,4r˜)∩ {(x′, xn): xn  2r˜δ¯}⊂ Ω,
B(0,4r˜)∩ {(x′, xn): xn −2r˜δ¯}⊂ Rn \Ω. (3.15)
Moreover, by Harnack’s inequality we see that to prove Lemma 3.7 it suﬃces to show that
c−1rˆ1+  u
(
arˆ(0)
)
 crˆ1− whenever 0< rˆ < 1. (3.16)
Recall the notation introduced in (1.3). In the following we let
Q̂ +a,b := Q +ab,(a−2δ¯)b(2δ¯ben) and Q̂ −a,b := Q +ab,(a+2δ¯)b(−2δ¯ben).
To begin the proof of (3.16) we introduce some auxiliary functions, see Fig. 1. In particular, deﬁne
u+2 to be the (A, B)-harmonic function in Q̂
+
2,r˜ with continuous boundary values on ∂ Q̂
+
2,r˜ deﬁned as
follows:
u+2 (x) = u(x) if x ∈ ∂ Q̂ +2,r˜ ∩ {x: 4δ¯r˜  xn},
u+2 (x) =
(xn − 2δ¯r˜)
2δ¯r˜
u(x) if x ∈ ∂ Q̂ +2,r˜ ∩ {x: 2δ¯r˜  xn < 4δ¯r˜}.
Next we deﬁne u+1 to be (A,0)-harmonic in Q̂
+
1,r˜ with continuous boundary values u
+
1 = u+2 on ∂ Q̂ +1,r˜ .
Moreover we deﬁne u−2 to be the (A, B)-harmonic function in Q̂
−
˜ which satisﬁes u
−
2 = u on ∂ Q̂ −˜ ,2,r 2,r
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−
1,r˜ which satisﬁes u
−
1 = u−2 on ∂ Q̂ −1,r˜ . We note
that existence of these functions follows from Lemma 2.2. From the comparison principle it follows
that u+2  u  u
−
2 whenever u
+
2 , u, u
−
2 are deﬁned.
We start by proving the inequality on the right-hand side in (3.16). We will use Lemma 3.1 to
bound u−2 from above by u
−
1 on small scales and then we apply Lemma 3.6 to u
−
1 . We perform the
scaling x → r˜x, in particular, we let uˆ−i (x) = u−i (r˜x) and uˆ(x) = u(r˜x) whenever x belongs to Q̂ −i,1,
i ∈ {1,2} and B(0,4/r˜) respectively. From Lemma 2.7 we conclude that uˆ−2 is ( Â, B̂)-harmonic and uˆ−1
is ( Â,0)-harmonic in their corresponding domains with
Â(x, η) = r˜ p−1A(r˜x, r˜−1η) and B̂(x, η) = r˜ p B(r˜x, r˜−1η).
From Deﬁnition 1.1 we obtain
∣∣B̂(x, η)∣∣ r˜β2|η|p−1 whenever x, η ∈ Rn. (3.17)
By construction of uˆ−2 and uˆ
−
1 and by Lemma 3.1 we see, by choosing  = r˜β2 and ρ = δ¯, that there
exists c˜, θ and τ , all depending only on n and Mp , such that
∣∣uˆ−2 (x)− uˆ−1 (x)∣∣ c˜(r˜β2)θ δ¯−τ uˆ−2 (x) whenever x ∈ Q̂ −1/2,1 ∩ {xn −δ¯}. (3.18)
Now choose the scaling r˜ according to the relation c˜(r˜β2)θ δ¯−τ = 1/2, δ¯ to be chosen later. Observe
that then r˜ depends only on n, Mp , δ¯ and r˜ is increasing in δ¯. Further, by (3.18) we have
uˆ−2 (x) 2uˆ
−
1 (x) whenever x ∈ Q̂ −1/2,1 ∩ {xn −δ¯}. (3.19)
Let  be as in the statement of the lemma and pick ∗ = /2, then from (3.19), Harnack’s inequality,
Lemma 3.6 applied to uˆ−1 and by construction we get, for δ¯ small enough, that
uˆ−1 (δ¯en) c(3δ¯)
1−∗ uˆ−1 (en/4), (3.20)
with c depending only on n,Mp and  . By scaling back, and by the comparison principle, we ob-
tain u(aδ¯r˜(0))  u−2 (aδ¯r˜(0))  2u
−
1 (aδ¯r˜(0))  cδ¯1−
∗
u−1 (r˜en/4). Moreover, by construction, the maxi-
mum principle, Lemma 2.5 applied to u−2 , u and Harnack’s inequality, we conclude that u
−
1 (r˜en/4)
cu(ar˜(0)). Hence
u
(
aδ¯r˜(0)
)
 cˆδ¯1−∗u
(
ar˜(0)
)
, (3.21)
where cˆ depends only on n, Mp and  . We now proceed by induction and we assume, for some
integer k, that
u
(
aδ¯kr˜(0)
)
 cˆk δ¯k(1−∗)u
(
ar˜(0)
)
. (3.22)
From Reifenberg ﬂatness we then see that there exists a plane P ′ containing 0 such that
h
(
P ′ ∩ B(0,4δ¯kr˜), ∂Ω ∩ B(0,4δ¯kr˜)) 4δ¯kr˜δ˜. (3.23)
We can now, thanks to Lemma 2.7, repeat the above argument from (3.14), with P replaced by P ′ and
4r˜ replaced by 4δ¯kr˜. In this case we make the coordinate transformation x → δ¯kr˜x, instead of x → r˜x.
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Furthermore, in this case we obtain, instead of (3.21), the inequality
u
(
aδ¯k+1 r˜(0)
)
 cˆδ¯1−∗u
(
aδ¯kr˜(0)
)
 cˆk+1δ¯(k+1)(1−∗)u
(
ar˜(0)
)
, (3.24)
where the second inequality is from the assumption (3.25). Thus by induction the inequality (3.22) is
true for all positive integers k. By the normalization and Lemma 2.5 we get
u
(
aδ¯kr˜(0)
)
 cˆk δ¯k(1−∗). (3.25)
Next we let δ¯ be so small that δ¯−∗  cˆ where cˆ is the constant in (3.25). Note that now δ¯ and r˜ are
both ﬁxed and their values depend only on n, Mp and  . Given 0 < rˆ < 1 let k be the integer such
that δ¯rˆ  δ¯kr˜  rˆ. Then we can connect arˆ(0) with aδ¯kr˜(0) with a Harnack chain depending only on
our choice of δ¯. From (3.25) and our choice of δ¯ we therefore get
u
(
arˆ(0)
)
 cu
(
aδ¯kr˜(0)
)
 ccˆk δ¯k(1−∗)  crˆ1−2∗ = crˆ1− (3.26)
for some c depending only on n, Mp and  . Inequality (3.26) completes the proof of the right-hand
side of (3.16).
To prove the left-hand inequality in (3.16), we again use the scaling argument, induction and
this time we apply Lemma 3.1 to uˆ+2 and uˆ
+
1 which are deﬁned similar as uˆ
−
2 and uˆ
−
1 . In particu-
lar, to obtain the starting step, we use Lemma 3.1 with  = r˜β2, ρ = δ¯ and r˜ is chosen such that
c˜(r˜β2)θ δ¯−τ = 1/2. We obtain
∣∣uˆ+2 (x)− uˆ+1 (x)∣∣ 12 uˆ+2 (x) whenever x ∈ Q̂ +1/2,1 ∩ {xn  3δ¯}. (3.27)
Let  be as in the statement of the lemma and pick ∗ = /2, from (3.27), the comparison principle
and Lemma 3.6 applied to uˆ+1 we conclude, if δ¯ is small enough,
c−1δ¯1+∗ uˆ+1 (en/8)
2
3
uˆ+1 (4δ¯en) uˆ
+
2 (4δ¯en) uˆ(4δ¯en). (3.28)
To bound uˆ+1 (en/8) from below, observe from the construction of u
+
2 , by (iii) in Lemma 2.1 and by
Lemma 2.5 that whenever x ∈ ∂ Q̂ +2,1,
uˆ(x) uˆ+2 (x)+ cδ¯α maxB(0,16) uˆ  uˆ
+
2 (x)+ cδ¯α uˆ
(
a1(0)
)
. (3.29)
By the comparison principle (3.29) is true in Q̂ +2,1. From this and from (3.27) we obtain uˆ(en/8) −
cδ¯α uˆ(a1(0))  uˆ+2 (en/8)  2uˆ
+
1 (en/8) and therefore, by Harnack’s inequality and by taking δ¯ small
enough we end up with c−1uˆ(a1(0))  uˆ+1 (en/8). From this inequality, (3.28), Harnack’s inequality
and by scaling back we get
cˇ−1δ¯1+∗u
(
ar˜(0)
)
 u
(
aδ¯r˜(0)
)
, (3.30)
where cˇ depends only on n, Mp and  . As in the proof of the right-hand inequality in (3.16) we now
proceed by induction. In particular, assume that for some integer k
cˇ−kδ¯k(1+∗)u
(
ar˜(0)
)
 u
(
aδ¯kr˜(0)
)
. (3.31)
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then (3.30) becomes cˇ−1δ¯1+∗u(aδ¯kr˜(0)) u(aδ¯k+1 r˜(0)). Hence by assumption
cˇ−(k+1)δ¯(k+1)(1+∗)u
(
ar˜(0)
)
 u
(
aδ¯k+1 r˜(0)
)
, (3.32)
and we have proved (3.31) for all integers k. To complete the proof, pick δ¯ be so small that δ¯
∗  cˇ−1.
Let rˆ be given, 0< rˆ < 1 and choose k such that rˆδ¯  δ¯kr˜  rˆ. Then we can connect arˆ(0) with aδ¯kr˜(0)
with a Harnack chain depending only on our choice of δ¯. The same is true for ar˜(0) and a1(0), hence
from (3.31) we ﬁnally get
c−1rˆ1+  c−1(rˆδ¯)1+2∗u
(
a1(0)
)
 δ¯k∗ δ¯k(1+∗)u
(
ar˜(0)
)
 u
(
aδ¯kr˜(0)
)
 cu
(
arˆ(0)
)
(3.33)
for some c depending only on n, Mp and  . Inequality (3.33) completes the proof of Lemma 3.7. 
Lemma 3.8. LetΩ ⊂ Rn be a (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume that (A, B) ∈
Mp(α1,α2, β1, β2, γ ) for some (α1,α2, β1, β2, γ ). Let w ∈ ∂Ω , 0< r <min{r0,1}, and suppose that u and
v are positive A-harmonic functions in Ω ∩ B(w, r), u, v are continuous on Ω¯ ∩ B(w, r), and u = 0 = v on
(w, r). Then there exist δ˜ and c, both depending only on n and Mp such that if 0< δ < δ˜ and r∗ = r/c, then
(|∇u| + |∇v|)p−2 extends to an A2(B(w, r∗))-weight with constant depending only on n and Mp.
Proof. To prove this we can use Lemmas 3.5 and 3.7 to proceed as in [12, Lemmas 4.9 and 6.6]. We
omit further details. 
3.3. The ﬁnal proof
Let Ω , w , r, u and v be as in the statement of Theorem 1. We start by proving that ζ = u − v
satisﬁes the linear PDE L̂ζ = 0 introduced in the introduction and that L̂ is an operator of the form
introduced in Section 2.2. In particular, from Deﬁnition 1.1 we see, for x ∈ Rn , λ, ξ ∈ Rn \ {0}, that
Ai(x, λ) − Ai(x, ξ) =
1∫
0
d
dt
Ai
(
x, tλ+ (1− t)ξ)dt
=
n∑
j=1
(λ j − ξ j)
1∫
0
∂ Ai
∂η j
(
x, tλ+ (1− t)ξ)dt (3.34)
for i ∈ {1, . . . ,n} and that
B(x, λ)− B(x, ξ) =
1∫
0
d
dt
B
(
x, tλ+ (1− t)ξ)dt
=
n∑
j=1
(λ j − ξ j)
1∫
0
∂B
∂η j
(
x, tλ+ (1− t)ξ)dt. (3.35)
In view of (3.34), (3.35), the ‘fundamental inequality’ proved in Lemma 3.5 and by (A, B)-harmonicity
of u, v , we deduce that ζ = u − v is a weak solution, in Ω ∩ B(w, r/c1), where c1 is the constant
from Lemma 3.5, to the equation
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= L̂ζ :=
n∑
i, j=1
∂
∂xi
(
aij(x)ζx j
)+ n∑
j=1
b j(x)ζx j = 0, (3.36)
where
aij(x) =
1∫
0
∂ Ai
∂η j
(
x, t∇u + (1− t)∇v)dt,
b j(x) =
1∫
0
∂B
∂η j
(
x, t∇u + (1− t)∇v)dt. (3.37)
Moreover, from the structure assumptions on A and B , see Deﬁnition 1.1, we ﬁnd that there exists c,
depending only on n and Mp , such that
(i) c−1λ(x)|ξ |2 
n∑
i, j=1
aij(x)ξiξ j  cλ(x)|ξ |2,
(ii)
∣∣b j(x)∣∣ cλ(x), (3.38)
with λ(x) = (|∇u(x)|+|∇v(x)|)p−2, whenever x ∈ Ω∩B(w, r/c1). By Lemma 3.8 we conclude that λ(x)
extends to an A2-weight in B(w, r∗), where r∗ is as in Lemma 3.8, and with A2-constant depending
only on n and Mp . Hence, we conclude that ζ = u − v satisﬁes a degenerate elliptic PDE in the sense
of Section 2.2.
Armed with the properties listed in Lemmas 2.11–2.12 we can now proceed as in [27] to complete
the proof of Theorem 1. We start with the left-hand inequality in Theorem 1. To do so we show the
existence of constants Λ ∈ [1,∞) and cˆ ∈ [1,∞), such that if r′ = r∗/cˆ and if
e(x) = Λ
(
u(x)− v(x)
u(ar∗(w))− v(ar∗(w))
)
− v(x)
v(ar∗(w))
(3.39)
for x ∈ Ω ∩ B(w, r∗), then
e(x) 0 whenever x ∈ Ω ∩ B(w, r′). (3.40)
To do this, we initially allow Λ and cˆ to vary in (3.39), and near the end of the argument, these
constants are ﬁxed. Put
u′(x) = Λu(x)
u(ar∗(w))− v(ar∗(w)) , v
′(x) = Λv(x)
u(ar∗(w))− v(ar∗(w)) +
v(x)
v(ar∗(w))
.
Observe from (3.39) that e = u′ − v ′ . Using Lemma 2.7 we see that u′, v ′ are (A, B)-harmonic func-
tions. Let L˜ be an operator deﬁned as in (3.36) based on u′ , v ′ , instead of u, v and note that we then
have L˜e = 0 in Ω ∩ B(w, r∗). Let e1, e2 be the solutions to L˜ei = 0, i = 1,2, in Ω ∩ B(w, r∗), with
continuous boundary values
e1(x) = u(x)− v(x)∗ ∗ , e2(x) =
v(x)
∗
, (3.41)u(ar (w))− v(ar (w)) v(ar (w))
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we get, for some c+  1 and r+ = r∗/c+ , that
c−1+
e1(ar+(w))
e2(ar+(w))
 e1(x)
e2(x)
 c+
e1(ar+(w))
e2(ar+(w))
(3.42)
whenever x ∈ Ω ∩ B(w, r+). We now put
cˆ = c+, r′ = r+, Λ = cˆ e2(ar′(w))
e1(ar′(w))
,
and observe from (3.42) that
Λe1(x)− e2(x) 0 whenever x ∈ Ω ∩ B
(
w, r′
)
. (3.43)
Let eˆ = Λe1 − e2 and note from linearity of L˜ that eˆ and e both satisfy the same linear locally
uniformly elliptic PDE in Ω ∩ B(w, r∗). Also, these functions have the same continuous boundary
values on ∂(Ω ∩ B(w, r∗)). Hence, using Lemma 2.11 it follows that e = eˆ and then by (3.43) that
e(x) 0 in Ω ∩ B(w, r′). To complete the proof of the left-hand inequality in Theorem 1 with r˜ = r′,
we need to show that Λ  c. To do so we ﬁrst note from Harnack’s inequality that e2(a′r(w))  c,
second, we apply the Harnack inequality for the operator L̂ to ζ = u − v to obtain e1  1/c in
∂B(w, r∗) ∩ B(ξ, r∗/100) where ξ ∈ ∂B(w, r∗) and d(ξ, ∂Ω) c−1. We can then use Lemma 2.10, the
comparison principle and Harnack’s inequality to conclude that e1(a′r(w)) 1/c for some c depending
only on n and Mp . The proof of the right-hand inequality in Theorem 1 is similar.
4. Proof of Theorem 2
The proof of Theorem 2 follows the similar ideas as the proof of Theorem 1. Let r˜0 = min{r0,1} and
assume that r′ satisﬁes 0< r′  r˜0.
4.1. Non-degeneracy of |∇u|
As in the proof of Theorem 1, we will reuse a result from [12].
Lemma 4.1. Let Ω be a bounded (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume that
(A,0) ∈ Mp(α1,α2, γ ) for some (α1,α2, γ ). Suppose w ∈ ∂Ω and that u is a positive (A,0)-harmonic func-
tion inΩ \ B(w, r′), continuous on Rn \ B(w, r′), with u ≡ 0 on Rn \ (Ω ∪ B(w, r′)). Then there exist δ˜ and c,
both depending only on p, n, α1 , α2 , γ , such that if 0< δ < δ˜, then
c−1 u(x)
d(x, ∂Ω)

∣∣∇u(x)∣∣ c u(x)
d(x, ∂Ω)
(4.1)
whenever x ∈ Ω ∩ (B(w, r˜0/c) \ B¯(w, cr′)).
Proof. This follows from [12, display (5.38)]. 
Lemma 4.2. Let Ω be a bounded NTA-domain with constants r0 and M. Let p ∈ (1,∞) be given and assume
that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some (α1,α2, β1, β2, γ ). Suppose w ∈ ∂Ω and that u is a positive
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let s, t, 0 < s < t < r0/2 be given. Then there exist φ ∈ (0,∞) and c, both depending only on n, Mp and M,
such that if x ∈ Ω \ B(w, t), then
u(x) c
(
s
t
)φ
u
(
as(w)
)
. (4.2)
Proof. In the following we let Bi = B(w,2i s) for i = 0,1,2, . . . . Furthermore, we let η ∈ (0,1) be
a small number to be chosen, and we deﬁne, for i = 0,1,2, . . . , Ω iη = Ω ∩ {x | d(x, ∂Ω)  2i sη}
and Mi = maxΩ iη∩∂Bi u. By (ii) in Lemma 2.3, Harnack’s inequality and Lemma 2.5 we can conclude
that
u(x) cˇηαu
(
a2i s(w)
)
 cˇηαMi whenever x ∈ ∂Bi ∩
(
Ω \Ω iη
)
, (4.3)
for a constant cˇ depending only on n, Mp and M . Fix η such that cˇηα = 1/2. Then η depends only
on n, Mp and M . By our choice of η, and the comparison principle, we see that Mi − u is a positive
(A, B)-harmonic function in Ω \ B¯ i . By Harnack’s inequality we obtain, for a constant cˆ depending
only on n,Mp and M ,
Mi − u(x) max
∂Bi+1∩Ω iη
(Mi − u) cˆ min
∂Bi+1∩Ω iη
(Mi − u) (4.4)
whenever x ∈ ∂Bi+1 ∩ Ω iη . Hence, by (4.3), and our choice of η, we can ﬁrst conclude that Mi/2 
cˆ(Mi − Mi+1) and thus
Mi 
(
cˆ − 1/2
cˆ
)i
M0. (4.5)
By taking i such that 2i s  t < 2i+1s it follows that there exists φ > 0 and c, depending only on n,
Mp and M , such that Mi  c(s/t)φM0  c(s/t)φu(as(w)). Finally (4.3) and the comparison principle
complete the proof of Lemma 4.2. 
Using Lemmas 4.1 and 4.2 we next prove the following lemma.
Lemma 4.3. Let Ω be a bounded (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume that
(A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some (α1,α2, β1, β2, γ ). Suppose w ∈ ∂Ω and that u is a positive (A, B)-
harmonic function inΩ \ B(w, r′), continuous on Rn \ B(w, r′), with u ≡ 0 on Rn \ (Ω ∪ B(w, r′)). Then there
exist δ˜ and c, both depending only on n and Mp, such that if 0< δ < δ˜, then
c−1 u(x)
d(x, ∂Ω)

∣∣∇u(x)∣∣ c u(x)
d(x, ∂Ω)
(4.6)
whenever x ∈ Ω ∩ (B(w, r˜0/c) \ B¯(w, cr′)).
Proof. We start by assuming that δ˜  δˆ and hence Ω is a NTA-domain. Observe that from Lemma 3.5
there exist δ˜ and c˜, depending only on n and Mp , such that if 0 < δ < δ˜, then for each xˆ ∈ ∂Ω \
B(w, c˜r′),
c˜−1 u(x) 
∣∣∇u(x)∣∣ c˜ u(x) whenever x ∈ Ω ∩ B(xˆ, |xˆ− w|/c˜)∩ B(w, r˜0). (4.7)d(x, ∂Ω) d(x, ∂Ω)
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Using this fact we see that if 0 < δ < δ˜ then there exists η˜, depending only on n and Mp , such that
if we deﬁne a non-tangential approach region at w ∈ ∂Ω , denoted Ω˜(w, η), by Ω˜(w, η) := {x ∈ Ω:
d(x, ∂Ω) η|x− w|}, then
u satisﬁes (4.7) in
[
Ω \ Ω˜(w, η˜)]∩ [B(w, r˜0) \ B(w, c˜r′)]. (4.8)
We now intend to prove the ‘fundamental inequality’ in Ω˜(w, η˜/2)∩ [B(w, r˜0/c) \ B¯(w, cr′)]. We ﬁrst
note, see Lemma 2.7, that we can assume, without loss of generality, that w = 0. Furthermore, in
the following we let b  1 be a degree of freedom to be chosen, we let 0 < r˜  1, and we assume
2r′ < r˜ and that 16c+r˜ < br˜ < r˜0/c+ , where we here let c+ denote the constant c appearing in the
statement of Lemma 4.1. Let v be (A,0)-harmonic in Ω \ B¯(0, r˜) with continuous boundary values
equal to u, see Fig. 2. Existence of v follows from Lemma 2.2. To simplify notation we in the following
let Ω̂(a1,a2) := Ω ∩ [B(0,a2) \ B¯(0,a1)] whenever 0< a1 < a2. Using this notation we then ﬁrst note,
using Lemma 4.1, that
c−1 v(x)
d(x, ∂Ω)

∣∣∇v(x)∣∣ c v(x)
d(x, ∂Ω)
whenever x ∈ Ω̂(c+r˜,br˜), (4.9)
where c depends only on p, n, α1, α2, γ . Next, let h be the (A,0)-harmonic function in Ω̂(r˜,br˜),
with continuous boundary values equal to u on the boundary of Ω(r˜,br˜). Existence of h again follows
from Lemma 2.2. We ﬁrst prove that
c−1 h(x)
d(x, ∂Ω)

∣∣∇h(x)∣∣ c h(x)
d(x, ∂Ω)
whenever x ∈ Ω˜(0, η˜/2)∩ Ω̂(c+r˜,4c+r˜), (4.10)
where c depends only on p, n, α1, α2, γ , if b is large enough. To prove this we start by observing,
using Lemma 4.2 with s = r˜ and t = br˜, that there exists φ > 0 such that u′(x)  cb−φu(ar˜(0)) on
∂B(0,br˜)∩Ω for u′ ∈ {u, v}. In particular, by construction we can conclude that
v(x)− cb−φu(ar˜(0)) h(x) cb−φu(ar˜(0))+ v(x) on ∂(Ω̂(r˜,br˜)). (4.11)
By the comparison principle it then follows that (4.11) also holds in Ω̂(r˜,br˜). Moreover, from Har-
nack’s inequality and Hölder continuity up to the boundary we deduce that there exists c such that
u
(
ar˜(0)
)
 cv(x) whenever x ∈ Ω˜(0, η˜/3)∩ Ω̂(2r˜,8c+r˜). (4.12)
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1− cb−φ  h(x)
v(x)
 1+ cb−φ whenever x ∈ Ω˜(0, η˜/3)∩ Ω̂(2r˜,8c+r˜). (4.13)
Now ﬁx b so large that cb−φ < ˜ , where ˜ is as in Lemma 3.2, and we observe that both ˜ and b
depend only on n and Mp . We can now deduce (4.10) from (4.9), (4.13) and Lemma 3.2.
To proceed we next note the following lemma. Let Ĥ(a1,a2) = {xn > 0}∩[B(0,a2)\ B(0,a1)] when-
ever 0< a1 < a2.
Lemma 3.1*. Let p ∈ (1,∞) be given and assume that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some α1 , α2 , β1 ,
β2 , γ with β2 =  < 1/2 and let c+  1 be given. In particular, we assume that
∣∣B(x, η)∣∣ |η|p−1 whenever x, η ∈ Rn.
Let u2 be a non-negative (A, B)-harmonic function in Ĥ(1/2,2b), continuous in the closure of Ĥ(1/2,2b).
Moreover, let u1 be the (A,0)-harmonic function in Ĥ(1,b) which is continuous in the closure of Ĥ(1,b) and
which coincides with u2 on ∂(Ĥ(1,b)). Then there exist c and θ , depending only on n, Mp and η˜, such that
∣∣u2(x)− u1(x)∣∣ cθu2(x) whenever x ∈ Ω˜(0, η˜/2)∩ Ĥ(2,b/2).
Proof. This follows by the same argument as in the proof of Lemma 3.1.
We next obtain a version of (4.9) but for u. To be able to apply Lemma 3.1* we assume that
Ω ∩ B(0, r˜0) lies in the hyperplane {xn = 0}. We now apply Lemma 3.1* and the scaling argument
outlined in Section 1. In particular, we perform the scaling x→ r˜x and we let uˆ(x) = u(r˜x) and hˆ(x) =
h(r˜x). Then uˆ and hˆ are ( Â, B̂)- and ( Â,0)-harmonic, respectively, with Â, B̂ deﬁned according to
(3.17), see Lemma 2.7. Next we apply Lemma 3.1* to uˆ and hˆ with  = r˜β2 to obtain
∣∣uˆ(x)− hˆ(x)∣∣ cˇ(r˜β2)θu(x) whenever x ∈ Ω˜(0, η˜/2)∩ Ω̂(2,b/2).
We now let ˜ be as in Lemma 3.2 and we restrict r˜ to satisfy r˜ < min{β−12 (˜/cˇ)1/θ , r˜0/(bc+)}, then
we can conclude that
1− ˜  hˆ(x)
uˆ(x)
 1+ ˜ whenever x ∈ Ω˜(0, η˜/2)∩ Ω̂(2,b/2).
Hence, by (4.10), Lemma 3.2 and by scaling back we obtain that
c−1 u(x)
d(x, ∂Ω)

∣∣∇u(x)∣∣ c u(x)
d(x, ∂Ω)
whenever x ∈ Ω˜(0, η˜)∩ Ω̂(3c+r˜,4c+r˜), (4.14)
for some c depending only on n and Mp . Since r˜ is arbitrary in this argument, subject to the above
restrictions though, we can conclude that (4.8) and (4.14) complete the proof of Lemma 4.3 under
the assumption that Ω ∩ B(0, r˜0) lies in the hyperplane {xn = 0}. To remove this assumption we can
proceed as in the proof of [12, Lemma 3.35] and we omit further details. 
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To prove Theorem 2 we use the following analogy of Theorem 1.
Theorem 1*. Let Ω ⊂ Rn be a bounded (δ, r0)-Reifenberg ﬂat domain. Let p ∈ (1,∞) be given and assume
that (A, B) ∈ Mp(α1,α2, β1, β2, γ ) for some (α1,α2, β1, β2, γ ). Let w ∈ ∂Ω and suppose that u, v are
positive (A, B)-harmonic functions in Ω \ B(w, r′), continuous on Ω¯ \ B(w, r′), u  v in Ω¯ \ B(w, r′) and
u = 0 = v on Rn \ (Ω ∪ B(w, r′)). Then there exist δ˜ < δˆ and c¯, both depending only on n and Mp, such that
if 0< δ < δ˜, then, with r¯ = r˜0/(2c¯),
c¯−1 u(ar¯(w))− v(ar¯(w))
v(ar¯(w))
 u(x)− v(x)
v(x)
 c¯ u(ar¯(w))− v(ar¯(w))
v(ar¯(w))
whenever x ∈ Ω ∩ (B(w, r˜0/c¯) \ B(w, c¯r′)).
Proof. From Lemmas 3.7 and 4.3 and by the same argument as in the proof of Lemma 3.8 we
conclude that λ(x) = (|∇u| + |∇v|)p−2 extends to an A2-weight in (B(w, r˜0/c1) \ B(w, c1r′)) where
the A2-constant and c1 depend only on n and Mp . Lemma 4.3 guarantees that we can now pro-
ceed as in (3.34)–(3.38) to conclude that ζ = u − v satisﬁes the linear PDE L̂ζ = 0, deﬁned in
(3.36), in Ω \ B(w, r′). Moreover, we can conclude, by using Harnack’s inequality for the opera-
tor L̂, that the appropriate version of the boundary Harnack inequality in Lemma 2.12 holds true
in (B(w, r˜0/c2) \ B(w, c¯2r′)) for some c2 depending only on n and Mp . We can now proceed similar
to (3.39)–(3.43) to complete the proof of Theorem 1*. 
To complete the proof of Theorem 2 we proceed as in [12, pp. 264–265]. Let uˆ, vˆ be the (A, B)-
harmonic functions with boundary values
uˆ = max{u, v} and vˆ = min{u, v} on ∂[Ω ∩ (B(w, r0) \ B(w, r′))]. (4.15)
From the comparison principle we then have vˆ  uˆ in Ω ∩ (B(w, r0) \ B(w, r′)) and hence we can
apply Theorem 1* to conclude that
c¯−1 uˆ(ar¯(w))
vˆ(ar¯(w))
 uˆ(x)
vˆ(x)
 c¯ uˆ(ar¯(w))
vˆ(ar¯(w))
whenever x ∈ Ω ∩ (B(w, r˜0/c¯) \ B(w, c¯r′)),
where we here by c¯ denote the constant from Theorem 1*. Using the deﬁnitions of uˆ and vˆ and the
above inequality we conclude that
u(x)
v(x)
 c¯ u(y)
v(y)
whenever x, y ∈ Ω ∩ (B(w, r˜0/c¯) \ B(w, c¯r′)). (4.16)
Next we deﬁne, for r′c¯ < 1/ρ ,
M(ρ) := sup
Ω\B(w,1/ρ)
u
v
and m(ρ) := inf
Ω\B(w,1/ρ)
u
v
. (4.17)
Let ρ be ﬁxed such that c¯/ρ < r˜0/(2c¯) and let uˆ = u and v˜ =m(ρ)v . From Lemma 2.7 we see that v˜
is (A, B)-harmonic and v˜  u˜ in Ω \ B(w,1/ρ), hence we can apply Theorem 1* to u˜ and v˜ with r′
replaced by 1/ρ to obtain, with xˆ = r˜0/(2c¯)en ,
M(ρ/c¯)−m(ρ) c¯
(
u(xˆ)
v(xˆ)
−m(ρ)
)
. (4.18)
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M(ρ/c¯)−m(ρ) c¯(m(ρ/c¯)−m(ρ)). (4.19)
Likewise, if we u¯ = M(ρ)v and v¯ = u, then v¯  u¯ in Ω \ B(w,1/ρ) and we can again apply Theo-
rem 1* to v¯ and u¯ with r′ replaced by 1/ρ to conclude
c¯−1
(
M(ρ)
v(xˆ)
u(xˆ)
− 1
)
 M(ρ) v(x)
u(x)
− 1 c¯
(
M(ρ)
v(xˆ)
u(xˆ)
− 1
)
(4.20)
whenever x ∈ Ω ∩ (B(w, r0/c¯) \ B(w, c¯/ρ)). From this inequality we see that
M(ρ)−m(ρ/c¯) c(M(ρ)− M(ρ/c¯)). (4.21)
Now let osc(t) := M(t)−m(t) and add the inequalities (4.19) and (4.21). We then obtain the existence
of γ ∈ (0,1), independent of ρ , such that
osc(ρ/c¯) γ osc(ρ). (4.22)
We can now use (4.22) and a standard argument, see [6, Lemma 8.23], to conclude that there exist σ
and c, both depending only on n and Mp , such that,
osc(ρ) c
(
ρr′
)σ
osc
(
1/
(
c¯r′
))
. (4.23)
Finally, let x, y ∈ Ω \ B(w,2c¯r′) and choose ρ according to 1/ρ = min{|x− w|, |y − w|, r˜0/(3c¯2)}. By
(4.16) and(4.23) we can then ﬁnally conclude, with r¯ = r˜0/(2c¯), that
∣∣∣∣u(x)v(x) − u(y)v(y)
∣∣∣∣ c
(
r′
min{|x− w|, |y − w|, r˜0/c}
)σ u(ar¯(w))
v(ar¯(w))
(4.24)
whenever x, y ∈ Ω \ B(w,2c¯r′). Inequality (4.24) completes the proof of Theorem 2. 
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