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ON THE DIMENSION OF POINTS WHICH ESCAPE TO INFINITY AT
GIVEN RATE UNDER EXPONENTIAL ITERATION
KRZYSZTOF BARAN´SKI AND BOGUS LAWA KARPIN´SKA
Abstract. We determine the Hausdorff and packing dimension of sets of points which
escape to infinity at a given rate under non-autonomous iteration of exponential maps. In
particular, we generalize the results proved by Sixsmith in 2016 and answer his question on
annular itineraries for exponential maps.
1. Introduction
In this paper we study the iteration of exponential maps
Eλ(z) = λe
z, z ∈ C, λ ∈ C \ {0}
and, more generally, the non-autonomous exponential iteration
· · · ◦ Eλn ◦ · · · ◦ Eλ1 ,
where λ1, λ2, . . . ∈ Λ for a set Λ ⊂ C \ {0}. We study the dimension of sets of points
z ∈ C which escape to infinity (at least in average) at a prescribed speed, meaning that
an ≤ |Eλn ◦ · · · ◦ Eλ1(z)| ≤ bn for given sequences an, bn.
For a transcendental entire map f : C→ C the escaping set I(f) is defined as
I(f) = {z ∈ C : |fn(z)| → ∞ as n→∞},
while the Julia set J(f) is the set of points z ∈ C, where the iterates fn do not form a
normal family in any neighbourhood of z. There is a close relationship between the Julia set
and escaping set – the set J(f) is equal to the boundary of I(f), as proved by Eremenko in
[Ere89]. Furthermore, Eremenko and Lyubich showed in [EL92] that for functions f in the
class
B = {transcendental entire maps with a bounded set of critical and asymptotic values},
in particular for exponential maps, the escaping set is contained in the Julia set, so J(f) =
I(f).
The dimension of the Julia sets of transcendental entire functions was first considered by
McMullen in [McM87], who proved that all Julia sets of exponential maps have Hausdorff
dimension (dimH) equal to 2. Since then, the question of the size of the Julia and escaping
sets and their dynamically defined subsets has attracted a lot of attention (see, among others,
the references mentioned in this section).
In fact, in [McM87] it was showed that dimH(A(Eλ)) = 2, where
A(f) = {z ∈ I(f) : |fn+l(z)| ≥Mnf (R), n ∈ N, for some l ≥ 0}
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is the fast escaping set of f , introduced by Bergweiler and Hinkkanen in [BH99] and then
studied by Rippon and Stallard in [RS12]. Here R > 0 is a large fixed number, Mf (r) =
max|z|=r |f(z)| for r > 0 and Mnf denotes the n-th iterate of Mf (·). In fact, the result
by Bergweiler, Karpin´ska and Stallard [BKS09] and Rippon and Stallard [RS14] imply that
dimH A(f) = 2 for all transcendental entire f ∈ B of finite order or ‘not too large’ infinite
order. It is then a natural question to determine the dimension of subsets of J(f) ∩ I(f)
consisting of points escaping to infinity at a slower rate or other dynamically defined subsets
of J(f) ∩ I(f) \A(f). A number of such sets, including slow escaping set
L(f) =
{
z ∈ I(f) : lim sup
n→∞
1
n
log |fn(z)| <∞
}
and moderately slow escaping set
M(f) =
{
z ∈ I(f) : lim sup
n→∞
1
n
log log |fn(z)| <∞
}
have been defined and studied in recent years (see e.g. [RS14, RS11]).
To fix notation, for a transcendental entire map f and sequences a = (an)
∞
n=1, b = (bn)
∞
n=1
with 0 < an ≤ bn let
Iba(f) = {z ∈ C : an ≤ |fn(z)| ≤ bn for every sufficiently large n ∈ N}
Ib(f) = {z ∈ C : |fn(z)| ≤ bn for every sufficiently large n ∈ N}.
To guarantee that the sets I
b
a(f) are not empty, one usually assumes that the sequence a is
admissible, which roughly means an+1 < Mf (an) (with a precise definition depending on the
context). Surprisingly, a natural question of determining the dimension of the sets I
b
a(f) has
not been answered completely even for the well-known exponential family. Let us summarize
what is known about the size of the sets I
b
a(Eλ) and, more generally, the sets I
b
a(f) for f ∈ B.
In [Rem06] Rempe proved that I
b
a(Eλ) 6= ∅ for every admissible sequence a = (an)∞n=1 with
an → ∞ and bn = can, c > 1. The result was generalized by Rippon and Stallard in [RS11]
to the case of arbitrary transcendental entire (or meromorphic) maps f . Moreover, they
showed that if bn → ∞, then Ib(f) ∩ I(f) 6= ∅. In [BP13] Bergweiler and Peter proved
that dimH(I(f) ∩ Ib(f)) ≥ 1 for every transcendental entire map f in the class B, provided
bn →∞.
A motivation for our work was the paper [Six16] by Sixsmith, who proved several results on
the dimension of the sets I
b
a(Eλ). He showed that dimH I
b
a(Eλ) ≤ 1 for admissible sequences
a = (an)
∞
n=1 with an → ∞ as n → ∞ and bn = can for c > 1. Moreover, he proved that
dimH I
b
a(Eλ) = 1 in the following cases:
(a) an = c1R
n and bn = c2R
n, for c1, s2 > 0, R > 1,
(b) an = n
(log+)p(n) and bn = R
n, where (log+)p denotes the p-th iterate of log+ =
max(log, 0), for p ∈ N, R > 1,
(c) an = e
nlog+
p
(n) and bn = e
epn for p ∈ N,
(d) an →∞ as n→∞, (an)∞n=1 is admissible, log an+1log(a1···an) = 0 and bn = can for sufficiently
large c > 1.
Note that in the cases (a)–(b) the sets I
b
a(Eλ) are contained in the slow escaping set L(Eλ),
while in the cases (c)–(d) they are contained in the moderately slow escaping set M(Eλ).
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In [Six16, Remark 2] the author stated a question, whether the condition in (d) can be
weakened. In this paper we answer this question, extending the results described in (a)–
(d). The results are presented in a more general settings of non-autonomous iteration of
exponential maps. Furthermore, the points under consideration are not necessarily escaping.
Generally, we only assume that (an)
∞
n=1 is admissible, (a1 · · · an)1/n → ∞ and bn ≥ can
for c > 1. After proving general estimates for the Hausdorff and packing dimension of
I
b
a(Eλ) (Theorems 2.1 and 2.5 and Corollary 2.6), and providing conditions under which the
dimensions achieve extremal values 1, 2 (Corollary 2.8) we show that the sets I
b
a(Eλ) with
moderately slow escaping rate (Theorem 2.10) and the ones with any given exact growth
rate (Theorem 2.13) have Hausdorff dimension 1. Then we provide exact formulas for the
Hausdorff and packing dimension in the case log bnlog an → 1 (Theorem 2.14) and show that the
packing dimension of I
b
a(Eλ) can achieve any value in the interval [1, 2] (Theorem 2.15).
In [Six16], the mentioned result (d) was described in the language of annular itineraries,
which are the sequences of non-negative integers sn defined by the condition f
n(z) ∈ Asn for
a partition of the plane by a sequence of concentric annuli As, s ≥ 0, with radii growing to
infinity as s → ∞. In [RS15] Rippon and Stallard proved that for all transcendental entire
maps f there exist escaping points with any given admissible annular itinerary. In our paper
we also take up this approach, determining the dimension of sets of points sharing given
annular itinerary under non-autonomous exponential iteration for various sequences of the
annuli As (Theorems 3.1 and 3.4).
Remark 1.1 (Topological structure). It is well-known (see e.g. [DK84, DT86, AO93,
SZ03]) that escaping sets of exponential maps contain disjoint hairs (simple curves converging
to∞ with some special properties). For exponential maps with an attracting fixed point and,
more generally, for maps of finite order from the class B with a unique Fatou component, the
Julia set is the union of hairs together with their endpoints (see [Kar99b, Bar07, RRRS11]). In
[RRS10] Rempe, Rippon and Stallard showed that for all transcendental entire f ∈ B of finite
order, the hairs without endpoints are contained in A(f). Therefore, for exponential maps
with an attracting fixed point, the set I(Eλ) \ A(Eλ) is contained in the union of endpoints
of the hairs.
Remark 1.2 (Points with bounded trajectories). Let Jbd(f) denote the set of points
in the Julia set of f with bounded trajectories. In [Kar99a] it is proved that the Hausdorff
dimension of Jbd(Eλ) is larger than 1. Furthermore, in [UZ03] it is showed that dimH(J(Eλ)\
I(Eλ)) ∈ (1, 2) for all hyperbolic exponential maps Eλ. More generally, dimH(Jbd(f)) > 1 for
every transcendental entire map in the class B (see [BKZ09]) and dimH(J(f)\(I(f)∪Jbd(f)) >
1 for every transcendental entire map f in the class B (see [OS16]).
Remark 1.3. In [KU06] Karpin´ska and Urban´ski studied the Hausdorff dimension of sub-
sets of the escaping set for exponential maps consisting of points whose symbolic itineraries
(describing of the imaginary part of Enλ (z)) grow in modulus to infinity at a given rate. They
found that the Hausdorff dimension of these sets can achieve any number in the interval
[1, 2]. As noted in [Six16], the subsets of I(Eλ) considered in [KU06] are contained in the fast
escaping set A(Eλ).
2. Results
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2.1. Preliminaries. We consider a non-autonomous exponential iteration
Eλ = (Eλn ◦ · · · ◦ Eλ1)∞n=1
for λ = (λn)
∞
n=1 ⊂ ΛN, where Λ ⊂ C \ {0}. We assume that Λ is a compact subset of C \ {0}
and set
λmin = inf
λ∈Λ
|λ|, λmax = sup
λ∈Λ
|λ|.
By assumption,
0 < λmin ≤ λmax <∞,
We extend the definition of the sets I
b
a(f) to the non-autonomous setup, setting
Iba(Eλ) = {z ∈ C : an ≤ |Eλn ◦ · · · ◦ Eλ1(z)| ≤ bn for every sufficiently large n ∈ N}.
for a = (an)
∞
n=1, b = (bn)
∞
n=1 with 0 < an ≤ bn. Note that, in general, the sequences an and
bn need not be increasing and need not tend to infinity.
Our results concern the Hausdorff and packing dimension (see e.g. [Fal03, Mat95] for defi-
nitions), which are denoted, respectively, by dimH and dimP . Recall that
dimH ≤ dimP
and note that by [RS05, Theorem 1.2] and [Fal03, Corollary 3.9], we have
dimB(I
b
a(Eλ) ∩ D(0, r)) = dimP Iba(Eλ)
for every large r > 0, where dimB denotes the upper box dimension.
2.2. General estimates. Our first result provides an upper estimate of the Hausdorff di-
mension of the sets I
b
a(Eλ). The proof is contained in Section 5.
Theorem 2.1. If a = (an)
∞
n=1, b = (bn)
∞
n=1 with an > 100λmax for sufficiently large n and
(1) lim inf
n→∞
(
log bn+1an+1
a1 · · · an
) 1
n
= 0,
then dimH I
b
a(Eλ) ≤ 1.
Remark 2.2. It is straightforward to check that (1) holds provided
lim
n→∞(a1 · · · an)
1/n =∞ and lim inf
n→∞
log log bn+1an+1
log(a1 · · · an) < 1
or
lim sup
n→∞
(a1 · · · an)1/n =∞ and lim sup
n→∞
log log bn+1an+1
log(a1 · · · an) < 1.
Remark 2.3. In Theorem 2.1 we can allow λmin = 0.
Definition 2.4. We say that a sequence (an)
∞
n=1 is admissible, if an > 100λmax and an+1 ≤
|λn+1|eqan for sufficiently large n, where q < 1 is a constant. Note that if an →∞ as n→∞,
then the condition reduces to an+1 ≤ eqan , q < 1, for large n.
Notice that the above definition may slightly differ from the ones in other papers.
The second result provides lower and upper estimates of the Hausdorff and packing dimen-
sion of the sets I
b
a(Eλ). The proof is contained in Section 6.
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Theorem 2.5. If a = (an)
∞
n=1 is admissible, limn→∞(a1 · · · an)
1/n = ∞ and b = (bn)∞n=1 with
lim inf
n→∞
bn
an
> 1, then
1 + inf
x
lim inf
n→∞ φn(x) ≤ dimH I
b
a(Eλ) ≤ 1 + sup
x
lim inf
n→∞ φn(x),
1 + inf
x
lim sup
n→∞
ψn(x)≤ dimP Iba(Eλ) ≤ 1 + sup
x
lim sup
n→∞
ψn(x),
where x = (x1, x2, . . .) ∈ [a1, b1]× [a2, b2]× · · · and
φn(x) =
log
(
min(log b2a2 , x1) · · ·min(log bnan , xn−1)
)
log(x1 · · ·xn)− log min(log bn+1an+1 , xn)
,
ψn(x) =
log
(
min(log b2a2 , x1) · · ·min(log
bn+1
an+1
, xn)
)
log(x1 · · ·xn) .
The above theorems imply the following two corollaries. The first one shows, among others,
that under our general assumptions the Hausdorff dimension of the sets I
b
a(Eλ) is at least 1.
Corollary 2.6. If (an)
∞
n=1 is admissible, limn→∞(a1 · · · an)
1/n =∞ and lim inf
n→∞
bn
an
> 1, then
1 ≤ dimH Iba(Eλ) ≤ 1 + lim infn→∞
log
(
log b1a1 · · · log bnan
)
log(a1 · · · an−1) + log+ anlog(bn+1/an+1)
,
1 ≤ dimP Iba(Eλ) ≤ 1 + lim sup
n→∞
log
(
log b1a1 · · · log
bn+1
an+1
)
log(a1 · · · an) .
If, additionally,
(2) lim sup
n→∞
log bn+1an+1
an
<∞,
then
dimH I
b
a(Eλ) = 1, dimP I
b
a(Eλ) ≥ 1 + lim sup
n→∞
log
(
log b1a1 · · · log
bn+1
an+1
)
log(b1 · · · bn) .
Proof. First, we prove dimH I
b
a(Eλ) ≥ 1. Note that the denominator in the definition of φn in
Theorem 2.5 is not smaller than log(a1 · · · an−1). Moreover, by assumptions, min(log bnan , an−1) ≥
c for large n and some constant c > 0, so the numerator in the definition of φn is larger than
Cn for a constant C ∈ R. Thus,
φn ≥ − |C|n
log(a1 · · · an−1) ,
which tends to 0 since (a1 · · · an)1/n →∞. Hence, lim infn→∞ φn ≥ 0, so dimH Iba(Eλ) ≥ 1.
The remaining assertions follow from Theorem 2.1, Remark 2.2 and Theorem 2.5 in a
straightforward way. 
Remark 2.7. For admissible sequences (an)
∞
n=1, the condition (2) in Corollary 2.6 holds
provided lim sup
n→∞
log bn
log an
<∞.
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Proof. If lim supn→∞
log bn
log an
< ∞, then bn+1 ≤ acn+1 for large n and a constant c > 1. This
together with the admissibility implies
log bn+1an+1
an
≤ (c− 1) log an+1
an
≤ (c− 1)
(
q +
log |λn+1|
an
)
≤ (c− 1)
(
q +
log λmax
100λmax
)
for large n. 
The following fact provides conditions under which the Hausdorff and packing dimension
of I
b
a(Eλ) achieve extremal values 1 or 2.
Corollary 2.8. Suppose (an)
∞
n=1 is admissible, limn→∞(a1 · · · an)
1/n =∞ and lim inf
n→∞
bn
an
> 1.
(a) If lim sup
n→∞
log log
bn+1
an+1
log an
= 0, then dimH I
b
a(Eλ) = dimP I
b
a(Eλ) = 1.
(b) If lim inf
n→∞
log log
bn+1
an+1
log an
< 1, then dimH I
b
a(Eλ) = 1.
(c) If lim inf
n→∞
log log
bn+1
an+1
log bn
≥ 1, then dimP Iba(Eλ) = 2.
(d) If lim inf
n→∞
log log
bn+1
an+1
log bn
> 1, then dimH I
b
a(Eλ) = dimP I
b
a(Eλ) = 2.
Remark 2.9. The assertion (b) holds under the weaker assumption lim inf
n→∞
log log
bn+1
an+1
log(a1···an) < 1,
while (d) holds under the weaker assumption lim inf
n→∞
log
bn+1
an+1
bn
> 0.
Proof of Corollary 2.8 and Remark 2.9. The assertion (a) follows from Corollary 2.6, while
the assertion (b) under the weaker assumption from Remark 2.9 holds by Theorem 2.1,
Remark 2.2 and Corollary 2.6. To show (c), take a small ε > 0 and note that by assumption,
there exists n0 > 0 such that
log log
bn+1
an+1
≥ (1− ε) log bn
for n ≥ n0, so for xn ∈ [an, bn], n ≥ n0, we have
log
(
min
(
log
bn+1
an+1
, xn
))
≥ min((1− ε) log bn, log xn) ≥ (1− ε) log xn.
Hence, for ψn from Theorem 2.5,
ψn(x1, x2, . . .) ≥ C + (1− ε)(log xn0 + · · ·+ log xn)
log x1 + · · ·+ log xn
for a constant C ∈ R, which tends to 1 since (a1 · · · an)1/n →∞. This implies lim supn→∞ ψn ≥
1, so (c) holds by Theorem 2.5.
To show the assertion (d) under the weaker assumption from Remark 2.9, note that if
lim infn→∞ log
bn+1
an+1
/bn > 0, then there exist n0, c > 0 such that
log
bn+1
an+1
≥ c log bn
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for n ≥ n0,
log log
bn+1
an+1
≥ log bn + log c
and for xn ∈ [an, bn], n ≥ n0, we have
log
(
min
(
log
bn+1
an+1
, xn
))
≥ min(log bn + log c, log xn) ≥ log xn − | log c|.
Hence, for φn from Theorem 2.5,
φn(x1, x2, . . .) ≥ C − | log c|n+ log xn0 + · · ·+ log xn−1
log x1 + · · ·+ log xn−1 − | log c| ,
for a constant C ∈ R, which tends to 1 as (a1 · · · an)1/n →∞. This gives lim supn→∞ φn ≥ 1,
and (d) holds by Theorem 2.5. Note that lim infn→∞ log
bn+1
an+1
/bn > 0 is indeed a weaker
assumption, since the condition lim infn→∞ log log
bn+1
an+1
/ log bn > 1 and the admissibility imply
log bn+1an+1
bn
> bcn ≥ (100λmax)c
for large n and a constant c > 0.

2.3. Moderately slow escaping points. Let
M(Eλ) =
{
z ∈ I(Eλ) : lim sup
n→∞
1
n
log log |Eλn ◦ · · · ◦ Eλ1(z)| <∞
}
be the moderately slow escaping set for Eλ.
Theorem 2.10.
(a) If an > 100λmax for sufficiently large n, lim
n→∞(a1 · · · an)
1
n =∞ and lim inf
n→∞ (log bn)
1/n <
∞, then dimH Iba(Eλ) ≤ 1.
(b) If, additionally, (an)
∞
n=1 is admissible and lim infn→∞
bn
an
> 1, then dimH I
b
a(Eλ) = 1.
In particular, if (an)
∞
n=1 is admissible, lim infn→∞
bn
an
> 1 and I
b
a(Eλ) is contained in the mod-
erately slow escaping set M(Eλ), then dimH I
b
a(Eλ) = 1.
Proof. The assertion (a) holds by Theorem 2.1. The assertion (b) follows from (a) and
Corollary 2.6. 
Remark 2.11. Theorem 2.10 extends the results from [Six16] mentioned in the introduction.
2.4. Points with exact growth rate.
Definition 2.12. We say that the iterations of a point z ∈ C under Eλ have growth rate a
for a sequence a = (an)
∞
n=1, if an/c ≤ |Eλn ◦ · · · ◦Eλ1(z)| ≤ can for large n and some constant
c > 1, which can be written as z ∈ Icaa/c(Eλ).
Corollary 2.8 immediately implies the following.
Theorem 2.13.
(a) If a = (an)
∞
n=1 is admissible and limn→∞(a1 · · · an)1/n = ∞, then the set of points
with growth rate a has Hausdorff dimension 1.
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(b) If a = (an)
∞
n=1 is admissible and limn→∞ an = ∞, then the set of points with growth
rate a has Hausdorff and packing dimension 1.
2.5. Precise dimension formulas. In the case lim
n→∞
log bn
log an
= 1 we can exactly determine the
Hausdorff and packing dimension of I
b
a(Eλ).
Theorem 2.14. If (an)
∞
n=1 is admissible, limn→∞(a1 · · · an)
1/n =∞, lim inf
n→∞
bn
an
> 1 and lim
n→∞
log bn
log an
=
1, then
dimH I
b
a(Eλ) = 1, dimP I
b
a(Eλ) = 1 + lim sup
n→∞
log
(
log b1a1 · · · log
bn+1
an+1
)
log(a1 · · · an) .
Proof. If limn→∞ log bnlog an = 1, then
lim
n→∞
log(b1 · · · bn)
log(a1 · · · an) = 1
by the Stolz–Cesa`ro Theorem. Therefore, the theorem follows directly from Corollary 2.6 and
Remark 2.7. 
The following result provides examples of sets I
b
a(Eλ) of any packing dimension in the
interval [1, 2].
Theorem 2.15. For every D ∈ [1, 2] there exist a = (an)∞n=1, b = (bn)∞n=1 with an → ∞,
bn
an
> c for c > 1 and lim
n→∞
log bn
log an
= 1, such that
dimH I
b
a(Eλ) = 1, dimP I
b
a(Eλ) = D.
To prove Theorem 2.15, we use the following corollary, which is a direct consequence of
Theorem 2.14 and the Stolz–Cesa`ro Theorem.
Corollary 2.16. If (an)
∞
n=1 is admissible, limn→∞(a1 · · · an)
1/n =∞, lim inf
n→∞
bn
an
> 1, lim
n→∞
log bn
log an
=
1 and lim
n→∞
log log
bn+1
an+1
log an
= d for d ∈ [0, 1], then dimH Iba(Eλ) = 1 and dimP Iba(Eλ) = 1 + d.
The following example shows that the assumptions of Corollary 2.16 are actually satisfied
for some sequences (an)
∞
n=1, (bn)
∞
n=1, which proves Theorem 2.15.
Example 2.17. If a1 = c for a large c > 0, an+1 = e
nadn for d ∈ [0, 1) and bn = a1+
1
n
n , then
dimH I
b
a(Eλ) = 1, dimP I
b
a(Eλ) = 1 + d. If an+1 = e
na
(n−1)/n
n , bn = a
1+ 1
n
n , then dimH I
b
a(Eλ) =
1, dimP I
b
a(Eλ) = 2.
Proof. It is a direct calculation to check that (an)
∞
n=1, (bn)
∞
n=1 satisfy the assumptions of
Corollary 2.16. 
Remark 2.18. It would be of interest to determine whether there exist sets I
b
a(Eλ) with
dimH I
b
a(Eλ) ∈ (1, 2).
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3. Annular itineraries
Sets of the form I
b
a(f) appear naturally in the study of annular itineraries s(z) = (sn)
∞
n=0
of points z ∈ C under f defined by
fn(z) ∈ Asn , n ≥ 0, where As = {z ∈ C : Rs ≤ |z| < Rs+1}, s ≥ 0,
for some sequence 0 = R0 < R1 < R2 < · · · , with Rs → ∞ as s → ∞. Such annular
itineraries, for Rs = M
s−1
f (R1), were studied by Rippon and Stallard in [RS15]. In [Six16],
Sixsmith, considering exponential maps, used the annuli defined by Rs = R
s for a large R > 1.
We extend the notion of annular itineraries to the non-autonomous setup, setting
s(z) = (sn)
∞
n=0, where fλn ◦ · · · ◦ fλ1(z) ∈ Asn .
We assume sn > 0 for n ≥ 0. For given symbolic sequence s = (sn)∞n=0 let
Is(fλ) = {z ∈ C : s(z) = s}
Note that
dim Is(fλ) = dim Iba(fλ) for an = Rsn , bn = Rsn+1.
where dim denotes the Hausdorff or packing dimension.
We will say that a sequence s = (sn)
∞
n=0 is admissible, if the sequence a = (an)
∞
n=1,
an = Rsn , is admissible.
3.1. CaseRs = R
s. Consider annular itineraries s = (sn)
∞
n=0 of points under non-autonomous
iteration of Eλ described in Section 2, with respect to annuli
As = {z ∈ C : Rs ≤ |z| < Rs+1},
for a large R > 1, s ≥ 0.
Theorem 3.1. The following statements hold.
(a) If lim sup
n→∞
s1+···+sn
n =∞, then dimH Is(Eλ) ≤ 1.
(b) If s is admissible and lim
n→∞
s1+···+sn
n =∞, then dimH Is(Eλ) = dimP Is(Eλ) = 1.
Proof. As noted above, we have dim Is(Eλ) = dim Iba(Eλ) for
an = R
sn , bn = R
sn+1.
In particular, a1 · · · an = Rs1+···+sn and bnan = R. The admissibility of s means sn+1 ≤
q
logRR
sn
for a constant q < 1 and large n. Hence, the assertions follow immediately from Theorem 2.1
and Corollary 2.6. 
Remark 3.2. The first statement of Theorem 3.1 holds also in the case λmin = 0.
Remark 3.3. In [Six16] it was proved that dimH Is(Eλ) ≤ 1 for admissible s with sn → ∞
and dimH Is(Eλ) = 1 for admissible s with sn →∞ and sns1+···+sn−1 → 0.
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3.2. Case Rs = R
sκ. Consider now annular itineraries s = (sn)
∞
n=0 with respect to annuli
As = {z ∈ C : Rsκ ≤ |z| < R(s+1)κ},
for a large R > 1, κ > 1, s ≥ 0.
Theorem 3.4. The following statements hold.
(a) If lim sup
n→∞
sκ1+···+sκn
n =∞ and s is admissible, then dimH Is(Eλ) ≤ 1.
(b) If lim
n→∞sn =∞ and s is admissible, then:
dimH Is(Eλ) = 1,
dimP Is(Eλ) = 1 + κ− 1
logR
lim sup
n→∞
log sn+1
sκ1 + · · ·+ sκn
,
dimP Is(Eλ) < 2− 1
κ
.
Proof. In this case we have dim Is(Eλ) = dim Iba(Eλ) for
an = R
sκn , bn = R
(sn+1)κ .
In particular, a1 · · · an = Rsκ1+···+sκn . We have
log an+1
log an
=
sκn+1
sκn
,
and the admissibility means
(3) sn+1 ≤
( q
logR
) 1
κ
R
sκn
κ
for a constant q < 1 and large n. Moreover,
bn
an
= R(sn+1)
κ−sκn ≥ Rκsκ−1n ≥ Rκ > 1
and
log bn
log an
=
(
1 +
1
sn
)κ
.
We have
log
bn+1
an+1
= ((sn+1 + 1)
κ − sκn+1) logR
which implies (by Mean Value Theorem)
(4) (κ− 1) log sn+1 − c1 ≤ log log bn+1
an+1
≤ (κ− 1) log sn+1 + c1
for a constant c1 > 0. By (3),
(5) log sn+1 ≤ s
κ
n
κ
logR+ c2
for a constant c2 > 0. By (4) and (5),
lim sup
n→∞
log log bn+1an+1
log(a1 · · · an) ≤
κ− 1
κ
lim sup
n→∞
sκn +
κ
κ−1
c1+c2(κ−1)
logR
sκ1 + · · ·+ sκn
≤ κ− 1
κ
< 1,
which proves (a) by Theorem 2.1, since lim supn→∞(a1 · · · an)1/n =∞ by assumptions.
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The first assertion of (b) follows from (a) and Theorem 2.5. To prove the other ones, note
that if sn →∞, then log bnlog an → 1, so by Theorem 2.14 and (4),
dimP Is(Eλ) = 1 + κ− 1
logR
lim sup
n→∞
log s1 + · · ·+ log sn+1
sκ1 + · · ·+ sκn
.
Since
log s1 + · · ·+ log sn
sκ1 + · · ·+ sκn
→ 0,
we have
dimP Is(Eλ) = 1 + κ− 1
logR
lim sup
n→∞
log sn+1
sκ1 + · · ·+ sκn
,
and by (5), dimP Is(Eλ) < 2− 1κ , which proves the second and third assertion of (b). 
Corollary 3.5. If lim
n→∞
log sn+1
sκn
= d logRκ−1 for d ∈ [0, 1− 1κ), then s is admissible and dimP Is(Eλ) =
1 + d.
Proof. Follows directly from statement (b) of Theorem 3.4 and (3). 
Example 3.6. If sn+1 = R
d
κ−1 s
κ
n for d ∈ [0, 1 − 1κ), then s is admissible and dimP Is(Eλ) =
1 + d.
4. Proofs of Theorems 2.1 and 2.5 – preliminaries
Let
JN = {z ∈ C : aN+n ≤ |EλN+n ◦ · · · ◦ EλN (z)| ≤ bN+n for every n ≥ 0}
for N ∈ N. By definition,
Iba(Eλ) = J1 ∪
∞⋃
N=2
(EλN−1 ◦ · · · ◦ Eλ1)−1(JN )
and
JN1 ⊂ (EλN2−1 ◦ · · · ◦ EλN1 )−1(JN2)
for every N1 < N2. As Eλn are non-constant holomorphic, we have dimJN1 ≤ dim JN2 for
N1 < N2 and
(6) dim Iba(Eλ) = dim
( ∞⋃
N=1
JN
)
= sup
N∈N
dim JN = lim
N→∞
dim JN ,
where dim denotes the Hausdorff or packing dimension. Therefore, to estimate the dimensions
of sets I
b
a(Eλ) it is sufficient to bound the dimensions of JN for large N .
Fix a large N and write J for JN . For n ≥ 0 let
(7) An = log
aN+n
|λN+n| , Bn = log
bN+n
|λN+n| , ∆n = Bn −An.
and
Sn = {z ∈ C : An ≤ Re(z) ≤ Bn}
for n ∈ N. Note that
z ∈ Sn ⇐⇒ aN+n ≤ |EλN+n(z)| ≤ bN+n,
so
(8) J = {z ∈ C : z ∈ S0, EλN+n ◦ · · · ◦ EλN (z) ∈ Sn+1 for every n ≥ 0}.
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For n ≥ 0 and a small fixed δ > 0 let
Vj = {z ∈ C : jδ ≤ Re(z) < (j + 1)δ},
H
(n)
k =
{
z ∈ C : −pi
2
−Arg λN+n + 2kpi ≤ Im(z) ≤ pi
2
−Arg λN+n + 2kpi
}
for j ≥ 0, k ∈ Z, with Arg λN+n ∈ [0, 2pi). Set
K
(n)
j,k = Vj ∩H(n)k
and
K(n) = {K(n)j,k : j ≥ 0, k ∈ Z}.
Set also
U
(n)
j = EλN+n(K
(n)
j,k ) = {z ∈ C : |λN+n|ejδ ≤ |z| < |λN+n|e(j+1)δ, Re(z) ≥ 0},
and, for n ≥ 1,
K(n)j = {K ∈ K(n) : K ∩ U (n−1)j ∩ Sn 6= ∅},
K˜(n)j = {K ∈ K(n) : K ⊂ U (n−1)j ∩ Sn}.
Let
Q
(n)
k = {z ∈ C : An ≤ Re(z) ≤ Bn, ∆nk ≤ Im(z) ≤ ∆n(k + 1)}
for n ≥ 0, k ∈ Z and
Q(n)j = {Q(n)k ∩ U (n−1)j : k ∈ Z, Q(n)k ∩ U (n−1)j 6= ∅}
for j ≥ 0, n ∈ N.
Sn
K
(n)
j,k
Q
(n)
k
An Bn
Figure 1. The sets Sn, Q
(n)
k and K
(n)
j,k .
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Finally, let
H =
⋃
j≥0
U
(n)
j = {z ∈ C : Re(z) ≥ 0, z 6= 0}
and
g
(n)
k : H→ H(n)k
for k ∈ Z be inverse branches of EλN+n .
EλN EλN+1 EλN+n−1 EλN+n
S1 Sn+1Sn
U
(n−1)
jn−1 U
(n)
jn
K
(0)
j0,k0
K
(1)
j1,k1
K
(n)
jn,kn
K
(n+1)
jn+1,kn+1
U
(0)
j0
g
(0)
k0
g
(1)
k1
g
(n−1)
kn−1 g
(n)
kn
Figure 2. Successive images of the sets K
(n)
j,k .
5. Proof of Theorem 2.1
Note first that the assumption lim infn→∞ an > 100λmax implies
(9) An > ln 100
for n ≥ 0 (if we take N sufficiently large), which gives
Sn ⊂ {z ∈ C : Re(z) ≥ ln 100}.
Moreover, the assumption lim inf
n→∞
(
log
bn+1
an+1
a1···an
) 1
n
= 0 yields
(10) lim inf
n→∞
log ∆n+1 − (A1 + · · ·+An)
n
= −∞.
Fix j0 ≥ 0, k0 ∈ Z and suppose z ∈ J ∩K(0)j0,k0 . By (8), EλN+n ◦ · · · ◦ EλN (z) ∈ Sn+1 for
every n ≥ 0. Moreover,
EλN+n−1 ◦ · · · ◦ EλN (z) ∈ E−1λN+n(Sn+1) = E−1λN+n
( ⋃
j≥0
Q(n+1)j
)
⊂
⋃
K(n).
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Hence, there exist j1, . . . jn ≥ 0, k1, . . . , kn ∈ Z and Q ∈ Q(n+1)jn such that
(11)
EλN+m−1 ◦ · · · ◦ EλN (z) ∈ K(m)jm,km ∩ Sm ∩ U
(m−1)
jm−1 for every 1 ≤ m ≤ n,
EλN+n ◦ · · · ◦ EλN (z) ∈ Q.
Define
E(n) = {g(0)k0 ◦ · · · ◦ g
(n−1)
kn−1 (Q) : K
(1)
j1,k1
∈ K(1)j0 , . . . ,K
(n−1)
jn−1,kn−1 ∈ K
(n−1)
jn−2 , Q ∈ Q
(n)
jn−1
j1, . . . , jn−1 ≥ 0, k1, . . . , kn−1 ∈ Z}.
for n ∈ N. Note that by definition, if z ∈ g(0)k0 ◦ · · · ◦ g
(n)
kn
(Q) ∈ E(n+1), then z ∈ K(0)j0,k0 and
(11) is fulfilled.
Lemma 5.1. For every n ∈ N the family E(n) is a cover of J ∩K(0)j0,k0.
Proof. Note that the diameters of the sets K ∈ K(n) are equal to d0 =
√
δ + pi2 < 72 if we
choose δ small enough. By (9), if a set V of diameter smaller than d0 intersects Sn for some
n ∈ N, then the branches g(n−1)k , k ∈ Z, are well-defined on V and
|(g(n−1)k )′|V | ≤
1
infz∈V |z| ≤
1
An − d0 <
1
ln 100− 7/2 < 1,
so diam g
(n−1)
k (V ) ≤ diamV < d0. Therefore, for every z ∈ J∩K(0)j0,k0 andQ, j1, . . . , jn, k1, . . . , kn
satisfying (11) we can inductively show that the branch g
(0)
k0
◦ · · · ◦ g(n)kn is well-defined on Q,
with z ∈ g(n)k0 ◦ · · · ◦ g
(n)
kn
(Q) and EλN+m−1 ◦ · · · ◦ EλN (z) ∈ g(m)km ◦ · · · ◦ g
(n)
kn
(Q) for 1 ≤ m ≤ n.
This ends the proof. 
Since
Sn ⊂
⋃
An
δ
−1≤j≤Bn
δ
Vj ,
we can write
E(n+1) ⊂
⋃
A1
δ
−1≤j1≤B1δ
· · ·
⋃
An
δ
−1≤jn≤Bnδ
E(n+1)j1,...,jn ,
where
E(n+1)j1,...,jn = {g
(0)
k0
◦ · · · ◦ g(n)kn (Q) : K
(1)
j1,k1
∈ K(1)j0 , . . . ,K
(n)
jn,kn
∈ K(n)jn−1 , Q ∈ Q
(n+1)
jn
, k1, . . . , kn ∈ Z}.
As U
(m)
jm
⊂ {z ∈ C : |Im(z)| ≤ |λN+m|e(jm+1)δ} for m ≥ 0, we have
(12)
#E(n+1)j1,...,jn ≤ #Q
(n+1)
jn
#{(k1, . . . , kn) ∈ Zn : |km| ≤ c1ejm−1δ for every 1 ≤ m ≤ n}
≤ cn2
eδ(j1+···+jn)
∆n+1
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for some constants c1, c2 > 0. Moreover, since diamQ =
√
2∆n+1, for every E = g
(0)
k0
◦ · · · ◦
g
(n)
kn
(Q) ∈ E(n+1)j1,...,jn we have
(13)
diamE ≤ diamQ sup
Q
|(g(n)kn )′|
n∏
m=1
sup
g
(m)
km
◦···◦g(n)kn (Q)
|(g(m−1)km−1 )′|
≤
√
2∆n+1
|λN+n|eδjn
n∏
m=1
1
inf
z∈U(m)jm−1
|z| − diam g(m)km ◦ · · · ◦ g
(n)
kn
(Q)
≤
√
2∆n+1
|λN+n|eδjn
n∏
m=1
1
|λN+m−1|eδjm−1 − d0 ≤
cn3 ∆n+1
eδ(j1+···+jn)
for some constant c3 > 0.
Fix D > 1 and let
Pn =
∑
E∈E(n+1)
(diamE)D
for n ∈ N. By (12) and (13),
Pn ≤ cn4
∑
A1
δ
−1≤j1≤B1δ
· · ·
∑
An
δ
−1≤jn≤Bnδ
∆D−1n+1
eδ(D−1)(j1+···+jn)
≤ cn5
(
∆n+1
eA1+···+An
)D−1
for some constants c4, c5 > 0. Hence,
logPn ≤ (D − 1)(log ∆n+1 − (A1 + · · ·+An)) + n log c5.
Since by (10),
log ∆n+1 − (A1 + · · ·+An) < −n log c5
D − 1
for infinitely many n, we have lim infn→∞ logPn ≤ 0, so lim infn→∞ Pn ≤ 1. As E(n) is
a sequence of covers of J ∩ K(0)j0,k0 with diameters tending to 0, by the definition of the
Hausdorff measure we have dimH(J ∩K(0)j0,k0) ≤ D for any j0 ≥ 0, k0 ∈ Z and D > 1, so in
fact dimH J ≤ 1. By (6), dimH Iba(Eλ) ≤ 1, which proofs Theorem 2.1.
6. Proof of Theorem 2.5
Note first that the assumption of admissibility of the sequence (an)
∞
n=1 can be written as
(14) An+1 ≤ q|λN+n|eAn
for n ∈ N and some q < 1 (if we fix N sufficiently large). Moreover, the assumption
limn→∞(a1 · · · an)1/n =∞ gives
(15) lim
n→∞
A0 + · · ·+An−1
n
=∞.
Finally, the assumption lim infn→∞ bnan > 1 implies
(16) ∆n > c1
for n ∈ N and some constant c1 > 0.
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Fix j0 ≥ 0, k0 ∈ Z such that K(0)j0,k0 ⊂ S0 and for every n ≥ 0 define families G(n), n ≥ 0,
by
G(0) = {Kj0,k0} for Kj0,k0 = K(0)j0,k0
and
G(n) = {∅ 6= Kj0,k0,...,jn,kn = K(0)j0,k0 ∩ g
(0)
k0
(K
(1)
j1,k1
) ∩ . . . ∩ g(0)k0 ◦ · · · ◦ g
(n−1)
kn−1 (K
(n)
jn,kn
) :
K
(1)
j1,k1
∈ K(1)j0 , . . . ,K
(n)
jn,kn
∈ K(n)jn−1 , j1, . . . , jn ≥ 0, k1, . . . , kn ∈ Z}
for n ∈ N. Now define
F (n) = {Kj0,k0,...,jn,kn ∈ G(n) : there exist jn+1, kn+1, jn+2, kn+2, . . . ,
such that Kj0,k0,...,jm,km ∈ G(m) for every m > n}.
By definition, the sets Kj0,k0,...,jn,kn ∈ F (n) are pairwise disjoint for distinct (j0, k0, . . . , jn, kn).
Furthermore, every Kj0,k0,...,jn+1,kn+1 ∈ F (n+1) is contained in Kj0,k0,...,jn,kn ∈ F (n). Also, by
definition, every Kj0,k0,...,jn,kn ∈ F (n) contains at least one set Kj0,k0,...,jn+1,kn+1 ∈ F (n+1).
Define also families F˜ (n), n ≥ 0, by
F˜ (0) = {K˜j0,k0} for K˜j0,k0 = K(0)j0,k0
and
F˜ (n) = {K˜j0,k0,...,jn,kn = g(0)k0 ◦ · · · ◦ g
(n−1)
kn−1 (K
(n)
jn,kn
) : K
(1)
j1,k1
∈ K˜(1)j0 , . . . ,K
(n)
jn,kn
∈ K˜(n)jn−1
j1, . . . , jn ≥ 0, k1, . . . , kn ∈ Z}.
Again, the sets K˜j0,k0,...,jn,kn ∈ F˜ (n) are pairwise disjoint for distinct (j0, k0, . . . , jn, kn), and
every K˜j0,k0,...,jn+1,kn+1 ∈ F˜ (n+1) is contained in K˜j0,k0,...,jn,kn ∈ F˜ (n).
Take K˜j0,k0,...,jn,kn ∈ F˜ (n). Then K(n)jn,kn ⊂ Sn, so δjn ≥ An and EλN+n(K
(n)
jn,kn
) = U
(n)
jn
.
This together with (14) and (16) easily implies that Sn+1∩U (n)jn contains an element of K(n+1),
provided δ is chosen sufficiently small. Hence, every K˜j0,k0,...,jn,kn ∈ F˜ (n) contains at least
one set K˜j0,k0,...,jn+1,kn+1 ∈ F˜ (n+1).
Note that by the definition of the families F (n) and F˜ (n), if Kj0,k0,...,jn,kn ∈ F (n) or
K˜j0,k0,...,jn,kn ∈ F˜ (n), then
(17) A1 − 1 ≤ δj1 ≤ B1 + 1, . . . , An − 1 ≤ δjn ≤ Bn + 1.
Moreover,we have
(18) F˜ (n) ⊂ F (n).
Let
K∞ =
∞⋂
n=0
⋃
F (n), K˜∞ =
∞⋂
n=0
⋃
F˜ (n).
By definition, we have
(19) K˜∞ ⊂ J ∩K(0)j0,k0 = J ∩K
(0)
j0,k0
,
since J is closed.
The proof of the following lemma is the same as for Lemma 5.1 and will be omitted.
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Lemma 6.1.
J ∩K(0)j0,k0 ⊂ K∞.
For Kj0,k0,...,jn,kn ∈ F (n), K˜j0,k0,...,jn,kn ∈ F˜ (n) let
Nj0,k0,...,jn,kn = #{(jn+1, kn+1) : Kj0,k0,...,jn+1,kn+1 ∈ F (n+1)},
N˜j0,k0,...,jn,kn = #{(jn+1, kn+1) : K˜j0,k0,...,jn+1,kn+1 ∈ F˜ (n+1)}.
By elementary geometry, using (17), we obtain
(20) Nj0,k0,...,jn,kn ≤ #K(n+1)jn ≤ c2D
(n+1)
jn
eδjn ,
for some constant c2 > 0 and
(21) D
(n)
j = min(∆n, |λN+n−1|eδ(j+1) −An).
Similarly, by (14), (16) and (17),
(22) N˜j0,k0,...,jn,kn = #K˜(n+1)jn ≥ c3D
(n+1)
jn
eδjn
for a constant c3 > 0, provided δ was chosen sufficiently small.
For every n ≥ 0 and Kj0,k0,...,jn,kn ∈ F (n), K˜j0,k0,...,jn,kn ∈ F˜ (n) choose points
uj0,k0,...,jn,kn ∈ Kj0,k0,...,jn,kn , u˜j0,k0,...,jn,kn ∈ K˜j0,k0,...,jn,kn
and define inductively two sequences of probability measures µn, µ˜n, n ≥ 0 setting
µ0 = δuj0,k0 , µ˜0 = δu˜j0,k0
and
µn+1 =
∑
(jn+1,kn+1):Kj0,k0,...,jn+1,kn+1∈F(n+1)
µn(Kj0,k0,...,jn,kn)
Nj0,k0,...,jn,kn
δuj0,k0,...,jn+1,kn+1 ,
µ˜n+1 =
∑
(jn+1,kn+1):K˜j0,k0,...,jn+1,kn+1∈F˜(n+1)
µ˜n(K˜j0,k0,...,jn,kn)
N˜j0,k0,...,jn,kn
δu˜j0,k0,...,jn+1,kn+1 .
Here δu denotes the Dirac measure at u. By definition,
µm(Kj0,k0,...,jn,kn) = µn(Kj0,k0,...,jn,kn) for Kj0,k0,...,jn,kn ∈ F (n), m ≥ n,
µ˜m(K˜j0,k0,...,jn,kn) = µ˜n(K˜j0,k0,...,jn,kn) for K˜j0,k0,...,jn,kn ∈ F˜ (n), m ≥ n.
Hence, taking weak limits of these two sequences of measures, we define Borel probability
measures µ, µ˜ supported, respectively, on K∞, K˜∞, such that
µ(Kj0,k0,...,jn,kn) ≥ µn(Kj0,k0,...,jn,kn), µ(intKj0,k0,...,jn,kn) ≤ µn(intKj0,k0,...,jn,kn),
µ˜(K˜j0,k0,...,jn,kn) ≥ µ˜n(K˜j0,k0,...,jn,kn), µ˜(int K˜j0,k0,...,jn,kn) ≤ µ˜n(int K˜j0,k0,...,jn,kn)
for Kj0,k0,...,jn,kn ∈ F (n), K˜j0,k0,...,jn,kn ∈ F˜ (n). Recall that for every Kj0,k0,...,jn+1,kn+1 ∈ F (n+1)
we have
Kj0,k0,...,jn+1,kn+1 ⊂ Kj0,k0,...,jn,kn ⊂ · · · ⊂ Kj0,k0 ,
18 KRZYSZTOF BARAN´SKI AND BOGUS LAWA KARPIN´SKA
where Kj0,k0 ∈ F (0), . . . ,Kj0,k0,...,jn+1,kn+1 ∈ F (n+1). Therefore, by (20),
µn+1(Kj0,k0,...,jn+1,kn+1) =
µn(Kj0,k0,...,jn,kn)
Nj0,k0,...,jn,kn
= · · · = µ0(Kj0,k0)
Nj0,k0 · · ·Nj0,k0,...,jn,kn
≥ c
−(n+1)
2
D
(1)
j0
· · ·D(n+1)jn eδ(j0+···+jn)
,
so
(23) µ(Kj0,k0,...,jn+1,kn+1) ≥
c
−(n+1)
2
D
(1)
j0
· · ·D(n+1)jn eδ(j0+···+jn)
.
Similarly, for every K˜j0,k0,...,jn+1,kn+1 ∈ F˜ (n+1) we have
K˜j0,k0,...,jn+1,kn+1 ⊂ K˜j0,k0,...,jn,kn ⊂ · · · ⊂ K˜j0,k0 ,
where K˜j0,k0 ∈ F˜ (0), . . . , K˜j0,k0,...,jn+1,kn+1 ∈ F˜ (n+1), so by (22),
µ˜n+1(K˜j0,k0,...,jn+1,kn+1) =
µ˜n(K˜j0,k0,...,jn,kn)
N˜j0,k0,...,jn,kn
= · · · = µ˜0(K˜j0,k0)
N˜j0,k0 · · · N˜j0,k0,...,jn,kn
≤ c
−(n+1)
3
D
(1)
j0
· · ·D(n+1)jn eδ(j0+···+jn)
,
which gives
(24) µ˜(int K˜j0,k0,...,jn+1,kn+1) ≤
c
−(n+1)
3
D
(1)
j0
· · ·D(n+1)jn eδ(j0+···+jn)
.
Take z ∈ K∞. Then there exist infinite sequences j0, j1, . . . ≥ 0 and k0, k1, . . . ∈ Z such
that Kj0,k0,...,jn,kn ∈ F (n), K(n)jn,kn ∈ K
(n)
jn−1 and z is the unique point of
∞⋂
n=0
Kj0,k0,...,jn,kn =
∞⋂
n=0
g
(0)
k0
◦ · · · ◦ g(n)kn (K
(n)
jn,kn
).
We will write
z = zj0,k0,j1,k1,....
With this convention, for n ∈ N let
rn =
c4
|(EλN+n−1 ◦ · · · ◦ EλN )′(z)|
for some large constant c4 > 0. Take now a small r > 0 and let n be such that
(25) rn+1 ≤ r < rn.
and let
w = EλN+n ◦ · · · ◦ EλN (z), R = c5|(EλN+n ◦ · · · ◦ EλN )′(z)|r
and
R
(n)
− = c5|(EλN+n ◦ · · · ◦ EλN )′(z)|rn+1, R(n)+ = c5|(EλN+n ◦ · · · ◦ EλN )′(z)|rn.
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for some small constant c5 > 0. Note that if r varies in [rn+1, rn), then R varies in [R
(n)
− , R
(n)
+ ).
Since EλN+m ◦ · · · ◦ EλN (z) ∈ U (m)jm for m = 0, . . . , n, we have
1
cn+16
eδ(j0+···+jn) ≤ |(EλN+n ◦ · · · ◦ EλN )′(z)| ≤ cn+16 eδ(j0+···+jn),
for some constant c6 > 0, so
(26)
1
c5c
n+1
6
R
eδ(j0+···+jn)
≤ r ≤ c
n+1
6
c5
R
eδ(j0+···+jn)
.
and
(27) R
(n)
− = c4c5 R
(n)
+ = c4c5|w| ∈ [c4c5c−16 eδjn , c4c5c6eδjn ].
Note that
sup⋃K(n+1)jn
|(g(n)kn )′| ≤
c7
eδjn
≤ c7λmax|w| = c7λmax|(g
(n)
kn
)′(w)|,
sup
K
(n)
jn,kn
|(g(0)k0 ◦ · · · ◦ g
(n−1)
kn−1 )
′| ≤ c7|(g(0)k0 ◦ · · · ◦ g
(n−1)
kn−1 )
′(g(n)kn (w))|
for a constant c7 > 0 (the second estimate is by the Koebe Distortion Theorem, see e.g. [CG93]),
so
diam g
(0)
k0
◦ · · · ◦ g(n)kn (D(w,R) ∩
⋃
K(n+1)jn ) ≤
c27λmaxR
|(EλN+n ◦ · · · ◦ EλN )′(z)|
= c5c
2
7λmaxr,
so if we choose c5 sufficiently small, then
g
(0)
k0
◦ · · · ◦ g(n)kn (D(w,R) ∩
⋃
K(n+1)jn ) ⊂ D(z, r).
Recall that w ∈ K(n+1)jn+1,kn+1 and K
(n+1)
jn+1,kn+1
intersects U
(n)
jn
∩ Sn+1. Taking c4 sufficiently large
(after fixing c5), we can assume by (27) that R
(n)
− < D
(n+1)
jn
< R
(n)
+ , and D(w,R) contains
at least one set from K(n+1)jn . It is then an elementary computation, using (17), (18) and the
definition of K(n+1)jn , to check that D(w,R) contains at least M sets K ∈ K
(n+1)
jn
with pairwise
disjoint closures, where
M =
{
c8R
2 if R ≤ D(n+1)jn
c8D
(n+1)
jn
R if R > D
(n+1)
jn
for some constant c8 > 0. Hence, D(z, r) contains at least M sets Kj0,k0,...,jn+1,kn+1 ∈ F (n+1)
with pairwise disjoint closures. Hence, by (23),
µ(D(z, r)) ≥

c8c
−(n+1)
2 R
2
D
(1)
j0
···D(n+1)jn eδ(j0+···+jn)
if R ≤ D(n+1)jn
c8c
−(n+1)
2 R
D
(1)
j0
···D(n)jn−1e
δ(j0+···+jn)
if R > D
(n+1)
jn
,
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so by (26),
(28)
logµ(D(z, r))
log r
≤
1 +
log(D
(1)
j0
···D(n+1)jn )−logR+c9(n+1)
δ(j0+···+jn)−logR−c9(n+1) if R ≤ D
(n+1)
jn
1 +
log(D
(1)
j0
···D(n)jn−1 )+c9(n+1)
δ(j0+···+jn)−logR−c9(n+1) if R > D
(n+1)
jn
for some c9 > 0. Note that the denominators at the right-hand side of the above inequalities
are positive for large n by (15) and (27).
We can write
log(D
(1)
j0
· · ·D(n+1)jn )− logR+ c9(n+ 1)
δ(j0 + · · ·+ jn)− logR− c9(n+ 1) = h1,n(R) + h2,n(R),
where
h1,n(x) =
log(D
(1)
j0
· · ·D(n+1)jn )− δ(j0 + · · ·+ jn)− (δ + log λmax)(n+ 1)
δ(j0 + · · ·+ jn)− log x− c9(n+ 1) + 1,
h2,n(x) =
(2c9 + δ + log λmax)(n+ 1)
δ(j0 + · · ·+ jn)− log x− c9(n+ 1)
for x > 0. By (21), the function x 7→ h1,n(x) for given n is decreasing, while by (15), (17)
and (27), we have h2,n(R) → 0 as n → ∞. Furthermore, it is obvious that the function
x 7→ log(D
(1)
j0
···D(n)jn−1 )+c9(n+1)
(j0+···+jn)δ−log x−c9(n+1) is increasing for x > 0. Using these facts together with (14),
(15) and (27), we see that (28) gives
(29)
lim inf
r→0
logµ(D(z, r))
log r
≤ 1 + lim inf
n→∞
log(D
(1)
j0
· · ·D(n)jn−1)
δ(j0 + · · ·+ jn)− logD(n+1)jn
,
lim sup
r→0
logµ(D(z, r))
log r
≤ 1 + lim sup
n→∞
log(D
(1)
j0
· · ·D(n+1)jn )
δ(j0 + · · ·+ jn) .
Take now z˜ ∈ K˜∞. Then there exist infinite sequences j0, j1, . . . ≥ 0 and k0, k1, . . . ∈ Z
such that K˜j0,k0,...,jn,kn ∈ F˜ (n), K(n)jn,kn ∈ K˜
(n)
jn−1 and z˜ is the unique point of
∞⋂
n=0
K˜j0,k0,...,jn,kn =
∞⋂
n=0
g
(0)
k0
◦ · · · ◦ g(n)kn (K
(n)
jn,kn
).
We write
z˜ = z˜j0,k0,j1,k1,....
Let
r˜n =
c˜4
|(EλN+n−1 ◦ · · · ◦ EλN )′(z˜)|
for some small constant c˜4 > 0 and take r > 0 with
(30) r˜n+1 ≤ r < r˜n.
Let
w˜ = EλN+n ◦ · · · ◦ EλN (z˜), R˜ =
1
2c˜4
r|(EλN+n ◦ · · · ◦ EλN )′(z˜)|
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and
R˜
(n)
− =
1
2c˜4
r˜n+1|(EλN+n ◦ · · · ◦ EλN )′(z˜)|, R˜(n)+ =
1
2c˜4
r˜n|(EλN+n ◦ · · · ◦ EλN )′(z˜)|,
so that R˜ varies in [R˜
(n)
− , R˜
(n)
+ ). We have
(31)
2c˜4
c˜n+16
R˜
eδ(j0+···+jn)
≤ r ≤ 2c˜4c˜n+16
R˜
eδ(j0+···+jn)
for some constant c˜6 > 0 and
(32) R˜
(n)
− =
1
2
, R˜
(n)
+ =
1
2
|w˜| ∈
[ 1
2c˜6
eδjn ,
c˜6
2
eδjn
]
.
By the Koebe Distortion Theorem,
diam g
(0)
k0
◦ · · · ◦ g(n)kn (D(w˜, R˜)) ≥
c˜7R˜
|(EλN+n ◦ · · · ◦ EλN )′(z˜)|
=
c˜7
2c˜4
r
for some constant c˜7 > 0, so if we choose c˜4 sufficiently small, then
g
(0)
k0
◦ · · · ◦ g(n)kn (D(w˜, R˜)) ⊃ D(z˜, r)
and we can assume by (32) that
D(w˜, R˜) ⊂ U (n+1)jn−1 ∪ U
(n+1)
jn
∪ U (n+1)jn+1 .
Similarly as previously, we check that D(w˜, R˜) intersects at most M˜ sets K ∈ K(n+1), where
M˜ =
{
c˜8R˜
2 if 12c˜4 R˜ ≤ D
(n+1)
jn
c˜8
2c˜4
D
(n+1)
jn
R˜ if 12c˜4 R˜ > D
(n+1)
jn
for some constant c˜8 > 0, and all these sets belong to K˜(n+1)jn−1 ∪K˜
(n+1)
jn
∪K˜(n+1)jn+1 . Hence, D(z˜, r)
intersects at most M˜ sets K˜j0,k0,...,jn+1,kn+1 ∈ F˜ (n+1). In the same way as previously, using
(24), (30) and (31), we obtain
(33)
lim inf
r→0
log µ˜(D(z˜, r))
log r
≥ 1 + lim inf
n→∞
log(D
(1)
j0
· · ·D(n)jn−1)
δ(j0 + · · ·+ jn)− logD(n+1)jn
,
lim sup
r→0
log µ˜(D(z˜, r))
log r
≥ 1 + lim sup
n→∞
log(D
(1)
j0
· · ·D(n+1)jn )
δ(j0 + · · ·+ jn) .
(Note that in this case we can have D
(n+1)
jn
≥ R˜(n)+ , but then by (32), D(n+1)jn ≤ cˆR˜
(n)
+ for a
constant cˆ > 0, so the values of M˜ for R˜ = D
(n+1)
jn
and R˜ = R˜
(n)
+ are comparable up to a
multiplicative constant, and the formulas (33) remain valid).
Take now z = zj0,k0,j1,k1,... ∈ K∞ or z˜ = z˜j0,k0,j1,k1,... ∈ K˜∞. By (14) and (17), for n ∈ N
we have
log(|λN+n|eδ(jn+1) −An+1) ≥ log(|λN+n|eδ(jn+1) − q|λN+n|eAn)
≥ δ(jn + 1) + log |λN+n|+ log(1− q)
for a constant q < 1. Moreover, obviously,
log(|λN+n|eδ(jn+1) −An+1) < δ(jn + 1) + log |λN+n|.
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These inequalities give
min(log ∆n, δjn−1)− c9 < logD(n)jn−1 < min(log ∆n, δjn−1) + c9
for some constant c9 > 0, which together with (15), (17), (29) and (33) implies
(34)
lim inf
r→0
logµ(D(z, r))
log r
≤ 1 + lim inf
n→∞ Φn(δj0, . . . , δjn),
lim sup
r→0
logµ(D(z, r))
log r
≤ 1 + lim sup
n→∞
Ψn(δj0, . . . , δjn),
lim inf
r→0
log µ˜(D(z˜, r))
log r
≥ 1 + lim inf
n→∞ Φn(δj0, . . . , δjn),
lim sup
r→0
log µ˜(D(z˜, r))
log r
≥ 1 + lim sup
n→∞
Ψn(δj0, . . . , δjn),
where
Φn(x0, . . . , xn) =
min(log ∆1, x0) + · · ·+ min(log ∆n, xn−1)
x0 + · · ·+ xn −min(log ∆n+1, xn) ,
Ψn(x0, . . . , xn) =
min(log ∆1, x0) + · · ·+ min(log ∆n+1, xn)
x0 + · · ·+ xn .
By (19) and Lemma 6.1, (34) holds for every z ∈ J ∩K(0)j0,k0 and µ˜-almost every z˜ ∈ J ∩K
(0)
j0,k0
.
By (15) and (17), we can assume that (δj0, . . . , δjn) varies in [A0, B0]× · · · × [An, Bn]. Then
standard dimension estimates (see e.g. [Mat95, PU10]) show that
(35)
1 + inf
x
lim inf
n→∞ Φn(x) ≤ dimH J ≤ 1 + supx lim infn→∞ Φn(x),
1 + inf
x
lim sup
n→∞
Ψn(x) ≤ dimP J ≤ 1 + sup
x
lim sup
n→∞
Ψn(x)
for x = (x0, x1, . . .) ∈ [A0, B0]× [A1, B1]× · · · . This together with (7) proves Theorem 2.5.
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