Conditions for the existence of a common solution X for the linear matrix equations U i XV j W i j for 1 i, j k with i j k, where the given matrices U i , V j , W i j and the unknown matrix X have suitable dimensions, are derived. Verifiable necessary and sufficient solvability conditions, stated directly in terms of the given matrices and not using Kronecker products, are also presented. As an application, a version of the almost triangular decoupling problem is studied, and conditions for its solvability in transfer matrix and state space terms are presented.
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Jacob van der Woude so-called "column space" and "row space" of a matrix. However, in line of the system theory application, where the notions of "image" and "kernel" are most common, we have chosen to use the latter notions.
The present paper is largely based on an unpublished chapter of [6] .
2. Main result. Let F be an appropriate field. We say that a matrix is injective if it has full column rank. A matrix is called surjective if it has full row rank.
2.1. Some preliminaries. The following results are well-known and/or easy to prove, cf. [4] . 
and Γ ij :
Then the main result of this paper is the following. 
For all
Proof. From Lemma 2.1:2, it follows that statements 2 and 3 are equivalent. Statement 1 is equivalent to the existence of a matrix X È F b¢c such that Γ i k¡i Λ i X∆ k¡i for all i È k ¡ 1. So, statement 1 implies statement 2. Hence, the proof of the theorem is complete if we can prove that statement 2 or 3 implies statement 1.
To prove that statement 3 implies statement 1, observe that ∆ j Ö∆ j¡1 , V j × for all j È k ¡ 1, where we define ∆ 0 to be void (a matrix with zero columns/ rows) and
Also note that Ö Ö
is a surjective matrix. 
It follows that (see Lemma 2.2:1)
By a dual reasoning we can prove that for all i È k ¡ 1 and j È k ¡ i,
By combining the latter results, the proof of the claim can be completed. Now define U :
and W :
Recall that U is a surjective matrix and V is an injective matrix. Therefore, there exists a matrix X such that U XV W (see Lemma 2.1:1). We claim that the matrix X satisfies the following:
Proof. Let i, j È k ¡ 1 be such that i j k. With the invertible matrices S i and T j introduced before, note that 
Because S i and T j are invertible matrices, claim 2.5 is now immediate.
In fact, we have proved statement 3 implies statement 1 and, consequently, we have completed the proof of the theorem.
From the proof of Theorem 2.3 the following corollary is immediate. Corollary 2.6. Given the matrices in (1.1), (2.1) and (2.2) , the following statements are equivalent.
1. There is a matrix X È F b¢c such that for all i È k ¡ 1:
3. Application. To present an application of the previous result we consider the linear system The interconnection of the system (3.1-3.3) and compensator (3.4-3.5) yields a closed loop system with µ exogenous inputs and µ exogenous outputs, described by
Let T ÔsÕ denote the transfer matrix of the closed loop system (3.6-3.7). Then T ÔsÕ can be partitioned according to the dimensions of the exogenous inputs and outputs as T ÔsÕ ÔT i j ÔsÕÕ, i, j È µ, where T i j ÔsÕ H i,e ÔsI ¡ A e Õ ¡1 G j,e denotes the transfer matrix between the j-th exogenous input and the i-th exogenous output in the closed loop system (3.6-3.7).
We denote the transfer matrices in the open loop system (3.1-3.3) by An easy calculation shows that in the closed loop system (3.6-3.7)
Note that the inverse in the latter expression exists as a rational matrix because I ¡ F ÔsÕPÔsÕ is a bicausal rational matrix (cf. [2] ). A bicausal rational matrix is a proper rational matrix with a proper rational inverse. 1 A proper rational matrix is bicausal if and only if its determinant does not vanish at infinity. It is clear that here XÔsÕ is a proper rational matrix and that F ÔsÕ XÔsÕÔI P ÔsÕXÔsÕÕ ¡1 .
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On the Matrix Equations
In this section, we study the following problem, see [3] for a related problem, where ¤ denotes the H norm for stable (proper) rational matrices.
Definition 3.1. The almost triangular decoupling problem by measurement feedback, denoted ATDPM µ , for system (3.1-3.3) consists of finding, for all ε 0, a measurement feedback compensator (3.4-3.5 ) such that in the closed loop system (3.6-3.7) there holds T i j ÔsÕ ε for all i, j È µ with i j.
The following corollary is immediate. From [4] it is known that solvability of a linear rational matrix equation over the rational matrices is equivalent to approximate solvability of the same equation over the proper rational matrices, see also [6] or [7] . Therefore, the following corollary is obvious. Taking F equal to the field of rational functions, Theorem 2.3 can be used to express the solvability of the ATDPM µ in terms of easily verifiable conditions using transfer matrices, or, as it turns out, certain specific subspaces in state space.
To see how these conditions look like, we introduce some terminology and subspaces, see [1] , [4] , [5] and [6] , formulated for a system given by x Ax Bu.
We say that x 0 has a Ôξ, ωÕ-representation if there are rational vectors ξÔsÕ and ωÔsÕ of appropriate sizes such that x 0 ÔsI ¡ AÕξÔsÕ ¡ BωÔsÕ. In this section, we will use the following largest almost controlled invariant subspace related to ker H, defined as V ¦ b Ôker H; A, BÕ : Øx 0 È R n x 0 has a Ôξ, ωÕ-representation such that HξÔsÕ 0Ù. Also we will use the following smallest almost conditioned invariant subspace related to im G, defined as S ¦ b Ôim G; A, CÕ : ÔV ¦ b Ôker G Â ; A Â , C Â ÕÕ Ã , where ELA 474 Jacob van der Woude we recall the following important theorem from [5] . The theorem is crucial in the translation of the solvability conditions in terms of transfer matrices into certain subspace inclusions in state space terms.
To present the solvability conditions for the ATDPM µ , we define for i È µ ¡ 1 Õ ∆ i ÔsÕ :
