INTRODUCTION
Phytoplankton play a pivotal role in marine ecosystems -collectively fuelling the food web, sometimes forming nuisance blooms, and being implicated in climate control. Knowledge of their population dynamics, distribution and abundance in the world's oceans is crucial. There is therefore a need for a technique capable of providing detailed descriptions of the species composition of phytoplankton populations from water samples. Research has been hampered by the limitations of traditional identification and enumeration techniques. Microscopic analysis in the laboratory is laborious and time-consuming, abundance estimates are uncertain due to limitations on the number of cells that can be counted, and interesting phenomena cannot be followed up directly because analysis is often performed a long time after sampling. The use of image analysis is one possibility, and has been used successfully to discriminate 23 dinoflagellate species (Culverhouse et al. 1996) . It is, however, computationally intensive. HPLC has been used as a chemotaxonomic technique for bulk samples, but it has limited use as a diagnostic tool because it cannot provide fine resolution of taxa (Jeffrey et al. 1997) . It is also slow.
Analytical flow cytometry (AFC) may provide a solution to this problem. Light scatter, diffraction and fluorescence parameters are measured on indvidual cells, at rates of up to 103 cells S-' (Burkill& Mantoura 1990) , pro-ducing sets of characteristic 'signature ' data patterns et al. 1994 ' data patterns et al. , Wilkins et al. 1994a ' data patterns et al. ,b, 1996 , but, apart (1 for each cell) which may allow taxa to be discrimifrom 1 study (Boddy et al. 1994) , only a few taxonomic nated. The use of a sorter module allows individual cells, categories have been discriminated. Scaling up is not a for which the data pattern satisfies selected criteria, to be trivial task. We examine the issues involved in the collected for further culture and microscopic analysisapplication of a particular ANN type, the radial basis a significant advantage over the other techniques.
function (RBF) network, for the discrimination of up to AFC has already proved a valuable research tool 72 phytoplankton species. RBF ANNs have been at (Jonker et al. 1995) , but its potential cannot be fully least as successful as other types in analysis of biologirealised until appropriate ways of analysing the vast cal data (Wilkins et al. 1994b of multivariate data that it generates have 1998). Moreover, they train rapidly and detect 'novel' been developed. Commonly, bivariate scatter plots of patterns, for which the identity is not known to the netone flow cytometric parameter against another are still work . utilised (e.g. Hofstraat et al. 1991 , Jonker et al. 1995 , but this loses much of the information content of the signatures. Multivariate statistical methods have been RADIAL BASIS FUNCTION ARTIFICIAL NEURAL applied (e.g. Demers et al. 1992 , Carr et al. 1996 ; NETWORKS while these can work well where the data distribution can be approximated by a simple parametric model, RBF ANNs are composed of 3 interconnected layers this is often not the case for AFC data, which are freof 'nodes', analogous to neurons ( Fig. 1 ): an 'input layer' quently multimodal. Non-parametric statistical density containing 1 node per character (in this case AFC paraestimation methods such as Parzen windows and meter), a 'hidden layer', and an 'output layer' containk-nearest neighbours (Schalkoff 1992) can overcome ing 1 node per possible identity (in this case correthis but are computationally intensive, posing probsponding to biological taxa). lems if the result of the analysis is to be used to drive a A data pattern is presented to the input layer, which real-time cell sorter module.
serves merely to distribute input data to the hidden An extremely powerful alternative is to employ artilayer. Each hidden layer node (HLN) represents a sepficial neural networks (ANNs) (Fu 1994 , Haykin 1994 , arate basis function (a function for which the value which are both non-parametric and computationally depends solely on the distance between the input data efficient in use. ANNs were first developed to mimic pattern and a fixed point, termed the basis function the storage and analytical operations of the brain. centre). The basis function centres are collectively po-(Detailed treatment is provided by, for example, sitioned so as to represent the distribution of the data distance metric produces hyperspherical (radially symmetric) basis functions about the basis function centres. By independently scaling each dimension of the data, these generalise to hyperellipsoidal (nonradially-symmetric) basis functions for which the principal axes are constrained to lie along the axes of the data space. The Euclidean distance metric is a restricted form of the more general but significantly more computationally intensive Mahalanobis distance metric, which allows the hyperellipsoids to adopt any orientation that best fits the data distribution (Haykin 1994) . The initial locations of the basis function centres may be randomly chosen, or be the result of some form of clustering algorithm, e.g. learning vector quantisation (Kohonen 1990 ). The spatial extent of each basis function may either be constant or be determined by the data. The number of HLNs can be found automatically by starting with a large number of candidate HLNs and selecting from this an optimal subset, e.g. using an orthogonal least squares algorithm (Chen et al. 1991) .
The response of all of the hidden layer basis functions is combined by the output layer to form a posterio n estimates of the likelihood that the given input pattern belongs to each of the taxa known to the network (Richard & Lippmann 1991) . Each output layer node corresponds to a different possible identity, and the most likely identity is found by selecting the output layer node with the highest output value. The decision boundaries formed between taxa (along which the 2 most likely taxa are equally probable) can be arbitrarily complex, depending on basis function locations, number and size.
METHODS
Phytoplankton cultures. Data were collected on 2 separate occasions during the course of 2 marine flow cytometry projects, giving rise to 2 independent data sets denoted A (containing 61 species, 1 of which [Emiliania huxleyi] was present as 2 strains) and B (contalning 54 species) (see Tables 1 & 2) . Forty-three species were common to both data sets. Together the species cover a wide range of morphologies and sizes (approx. 1 to 45 pm) representative of natural nanophytoplanktodflagellate communities in Northern European seas. Phytoplankton cultures, obtained from the Plymouth Culture Collection (Marine Biological Association, UK) and the Alfred Wegener Institute (Bremen, Germany), were maintained at 15°C (+ 1°C) and were illuminated on a 12:12 h 1ight:dark cycle at 50 (A) or 130 (B) pm01 quanta m-2 S-'. Batch cultures were grown for several weeks before analysis in 250 m1 conical flasks (A) or in 1 1 polycarbonate bottles (NalgeneT"') (B), and were sub-cultured every 3 to 4 d to maintain cultures in exponential growth. F/10 medium was generally used for culturing, although some cultures were grown in F/2 medium (Guillard & Ryther 1962), with or without soil extract.
Flow cytometric analysis. All cultures were analysed by flow cytometry (AFC) using a Becton Dickinson F A C S O~~~" flow cytometer equipped with a vertically polarized 15 mW argon ion laser emitting blue light at 488 nm and F~C S t a t i o n~" acquisition and analysis software, and using instrument settings that had previously been found to allow good discrimination of the type of particle encountered in plankton analysis. Data acquisition was triggered on chlorophyll fluorescence using laboratory cultures of Micromonas pusilla (1 to 3 pm) to set the lower analysis threshold. The flow cytometer detector array consisted of 2 fluorescence photo-multiplier tubes (PMTs), 2 light scatter PMTs and a photodiode for forward light scatter. For each particle detected by the cytometer, measurements were made for cellular forward light scatter, integrated and peak chlorophyll fluorescence (>650 nm), the width of the chlorophyll fluorescence pulse or time-of-flight (a measure of particle length), peak phycoerythrin fluorescence (585 2 21 nm), and side scatter and depolarised light scatter (to enhance the discrimination of coccolithophores). Each measurement of these 7 parameters collectively forms a data pattern characterising an individual cell (or chaidaggregate of cells). Samples were run for 4 min at a flow rate of l00 * 6 p1 min-', with analogue signals from the detectors being digitally converted and stored on computer as listmode data. Instrument drift was monitored by analysing Coulter Flowset calibration particles several times each day.
Software. The software used comprised 2 applications developed during the AIMS (Automated Identification and Characterisation of Microbial Populations) project, running on a Pentium PC under Windows95. CytoWave is a flow cytometnc data visualisation program, allowing the data to be displayed on multiple 2-D dotplots, and clusters of events in the data to be defined and excluded if desired. AimsNet is a multivariate data analysis program incorporating RBF ANNs, allowing ANNs to be trained to discriminate between selected phytoplankton species and groups of species. The 2 applications are closely integrated, allowing the user to select data within CytoWave, pass it to a trained ANN within AimsNet for neural network analysis, and display the results of the analysis superimposed on the original data.
Preprocessing cytometric data. The flow cytometry data for each selected culture was 'gated' using CytoWave to remove any clusters of events originating from 'noise particles' such as inorganic particles, bacterial contaminants, cellular debris, etc. This was generally achieved by omitting all events with low red fluorescence signals, since such 'noise' particles contain no photosynthetic pigments. The data for some cultures were multimodal, reflecting the presence of clumps of 2 or more cells and cells at different stages of development.
Before presentation to the network the data were linearly rescaled. This procedure is commonly required by neural networks to ensure that equal emphasis is placed by the network on each input parameter when forming an identification; were this not done, the network would tend to make most use of the parameter with the largest absolute range of values, while ignoring the rest, even if they contained useful discriminatory information. In fact, the absolute signal intensities contain no information, since most flow cytometric parameters are measured in arbitrary units that depend on factors such as instrument settings and the optical alignment. The distribution of the training data set was analysed, and a linear transformation calculated such that the distribution of each parameter of the training data set after transformation had a mean of 0.0 and a standard deviation of 1.0. This transformation was subsequently applied to all data presented to the network.
Training and testing procedures for RBF ANNs. AimsNet was used to train RBF ANNs to discriminate between the species in both d.ata sets and in a combined data set (see below). All networks were trained using 500 randomly selected data patterns for each species (i.e. data from 500 randomly selected individuals of that species).
The training procedure started by defining 6 candidate HLNs to represent each of the species. The basis function centres were positioned using Kohonen learning-vector quantisation (Kohonen 1990 ). The spatial extents of the basis functions were determined by allocating each data pattern of the training data to the closest basis function centre, and calculating the covariance matrix of the cluster of patterns allocated to each basis function; the inverse of this matrix is then used in the calculation of the Mahalanobis distance for that basis function. An optimal subset of these HLNs was selected by means of the orthogonal least-squares elimination technique (Chen et al. 1991) . The output layer weights were then calculated using matrix inversion. Finally the network performance was optimised to reduce the network output error by 10 iterations of a conj.ugate directions gradient descent learning procedure; similar proced.ures have been shown to significantly improve recognition performance (Wettschereck 8 Dietterich. 1992).
Once trained, the networks were tested using an independent set of 500 rand.0d.y selected data patterns for each species, and the results recorded in a 'misidentification matrix' M, the elements mi, of which indicated the proportion of test patterns for taxon i that were identified by the network as belonging to taxon j. From this misidentification matrix, 2 sets of probabilities were recorded for each taxon: (1) the probability of correct identification of a taxon; (2) the identification confidence of a taxon. The former is the a priori probability that a randomly selected individual belonging to that taxon will be correctly identified. For taxon i this is estimated by m;,, the proportion of correctly identified test patterns from that taxon. The identification confidence of a taxon is the likelihood that a randomly selected individual identified as belonging to that taxon really does belong to that taxon, assuming that all taxa are a p n o n equally likely to occur. For taxon i this is estimated by where N is the number of taxa.
Constructing a dendrogram. The presence of taxa with overlapping AFC distributions inevitably reduces the identification confidence, because a proportion of identifications made by the network will be wrong. This is not a consequence of any deficiency in the network, but becduse the AFC data contain insufficient information to completely resolve between taxa. To improve the overall identification confidence (i.e. increase the a prior1 probability that the network's recognition of the pattern will be correct), at the expense of decreased specificity (i.e. the information obtained is less detailed), taxa which cannot be consistently discriminated from one another can be grouped together during training. These patterns would then be identified with less precision than other patterns; however, a reliable indication that a cell belongs to taxon X or Y, but not specifically which of the two, is often preferable to an unreliable identification as, say, taxon X.
The misidentification matrix can be analysed to produce a dendrogram (e.g. Fig. 2 ) that shows the natural order in which the taxa recognised by the network can be grouped together. This can be used as an objective way of finding the groupings of taxa that should be used to achleve a desired level of reliability.
Given 2 groups of taxa, denoted by G, and Gal we define the mutual misidentification probability (i.e. the probability that a pattern belonging to a taxon in G, will be misidentified as belonging to a taxon in G2 or vice-versa) by where N is the total number of taxa in the combined group G, + GP, p ( i ) is the a p n o n probability of a pattern from taxon i (if all taxa are assumed to be a pnori equally likely, this is equal to l/N), and p(jli) = m,, (the At the left hand end of the dendrogram, all the taxa element i, j of the misidentification matrix) is the a priare in separate groups (1 taxon per group). At each on probability that a pattern from taxon i will be stage, the groups which have the highest mutual misidentified as taxon j. The indices i and j are over the rnisidentification probability are merged; this reduces taxa in G, and G2 respectively. the probability that the network's recognition is wrong Imantonia sp (1 l"01
A. pigmentosum (15 ",,) C, polylepis (17x1, P. poucheti (11 %) C. chiton ( 1 1 YO), P. pouchetii (18",8b) by the largest amount possible. As the groups are proeach dimension) and 5 using the Mahalanobis distance gressively merged the probability that the network's metric. All initially had 6 candidate HLNs per taxon, identification is wrong falls towards zero (at the right i.e. 372 HLNs total. hand end of the dendrogram, at which point all taxa
Performance with large numbers of taxa. Three nethave been merged into 1 group).
works were trained and tested; one on data set A (62 Comparison of distance metrics. Ten networks were taxa), one on data set B (54 taxa) and one on the comtrained and tested on data set A, 5 using the Euclidean bined data set A+B (72 taxa). The latter data set was distance metric (allowing for independent scaling of generated by combining sets A and B together, with data drawn equally from A and B to represent species common to both data sets. 43 species common to both data sets A and B. These new data sets were denoted A' and B' respectively. Three networks were trained: one on data set A', one on ability to identify the species from both A' and B' data set B', and one on the combined data set A'+ B' generated as above (all containing 43 taxa). All 3 used the Mahalanobis distance metric, initially with 6 candidate HLNs per taxon, I.e. 258 HLNs total. All 3 networks were tested using both A' and B'. Effect of grouping taxa on overall identification success. The test results of one of the networks trained on data set A HLNs per taxon (totals of 248, 216 and 216 HLNs) respectively.
Effect of biological variation on identification accuracy. Two new data sets were created using only the data for the were analysed and the corresponding dendrogram plotted (Fig. 2) . Five further networks were trained and tested on data set A, using the following grouping schemes: grouping species within a genus together if their mutual misidentification probability was greater than 5 %, giving 50 taxa; grouping all species within a genus together, giving 37 taxa (genera); and grouping the species in the manner indicated by points 1, 2, and 3 on the dendrogram in Fig. 2, giving 
rufescens).
All networks used the Mahalanobis distance metric, initially with 6 candidate HLNs per taxon.
RESULTS
tified was similar, 80 and 77% respectively (Table 3) . There were, however, large differences in success for 7 Comparison of distance metrics of the species: Aureodiniurn pigmentosum, Stichococcus bacillaris, Tetraselrnis striata and T, verrucosa
The variation between the 5 replicate optimized netwere considerably better identified within data set A', works was low ( Table 1) . In'terms of overall successful and Chrysochron~ulina cymbiurn, Nephroselmis rotunidentification rate the networks employing the Mahada, and Ochrosphaera neopolitana were better identilanobis distance metric consistently outperformed fied in data set B'. those employing the scaled Euclidean distance metric
When the same networks were tested on data from by about 4 %. For individual species there was often litthe opposite set from that on which they had been tle difference, but for Hemiselmis brunnescens, Tetratrained, overall successful identification for both was selmis verrucosa, Chlorella salina, Stichococcus bacilless than 20% (Table 3) . Nonetheless, a few species laris, Ochrosphaera neopolitana and Gymnodinium were identified well: the network trained on A' could veneficum there was at least 10% and sometimes over identify Amphora coffaeformis (77 %) and Micromonas 20% greater success with Mahalanobis than with Eupusilla (100%) from B', while that trained on B' could clidean distance.
identify Hemiselmis brunnescens (90 %), H. virescens (79 %) and Prorocentrum minimum (90 %) from A'. When the network trained on the combined data set Performance with large numbers of taxa A' + B' was tested on data from A' and B', overall successful identification was 77 and 70 % respectively. Successful identification rate of the network trained However, a quarter of the species were still poorly on data set A (62 taxa, 135 HLNs) was 77%; that identified (<?0% success); the species poorly identitrained on data set B (54 taxa, 132 HLNs) was 73 %; fied differed between the 2 sets ( Table 3 ). and that trained on A+B (72 taxa, 147 HLNs) was 70% (Table 2) . Nine, 15 and 23 species respectively were identified with <60% success. When percentage Effect of grouping taxa on overall correct identification was high, so too usually was identification success confidence of correct identification. Exceptions include Gymnodiniurn veneficum, with 8 1 % correct idenGrouping together species that were misidentified as tification but only 52% confidence of correct identifione another improved overall percentage of correct cation, and Tetraselmis verrucosa, with 84 % successidentification (Table 4) . Grouping together all species ful identification but only 63% confidence of correct in a genus resulted in an overall success similar to identification. Though many species were identified when only species within a genus were grouped if equally well or equally poorly by all of the networks they were considerably misidentified (>5%) with each in which they were included, about 18 species were other, even though the former resulted in 37 groups identified with considerably different success by one and the latter in 50 groups. Grouping according to the of the networks (Table 2) . Notable examples are: dendrogram resulted in a success similar to that preGymnodinium vitiligo identified with 69 and 56% dicted by the dendrogram (compare Table 4 with success respectively by the data set A and B net- Fig. 2 ). works, but only with 11 % success by the network trained On the data set Table 4 . Effect of different groupings of species from data set A on the A+B; Aureodinium pigmentosum with performance of Mahalanobis RBF networks 86% success in the data set A network, but only 44 and 53% success respectively by the networks for data set B and for A+B.
Effect of biological variation on performance accuracy
When the networks trained on data sets A' and B' (43 taxa) were tested on the data set on which they had been trained, the overall percentage of cells correctly iden- (Wilkins et al. 1996) can be estimate of occurrence in mixed population~. scaled to a large number of species. Identification of Species which were successfully identified by netphytoplankton by RBF networks employing the Mahaworks trained on all 3 data sets clearly have discrimilanobis distance metric (termed ARBF) are superior to natory flow cytometric 'fingerprints', whereas those networks using the scaled Euclidean distance, which which are consistently identified with low success do allows for the differen.t individual variances of the data not. The reasons are less clear cut as to why the sucalong each dimension but uses none of the covariance cessful identification rate of some of the species should structure. Considerably better ~dentification of some differ considerably between the 2 data sets. It is species when using the Mahalanobis distance probaunlikely to be due to any inherent problems with the bly results from the arbitrary orientation of the Maha-ANN approach, as variation between replicates was lanobis basis function better modelling the underlying low (Table 1) . Occasionally it may simply be due to difflow cytometry parameter distributions for these speferent positioning of the decision boundaries between cies.
species produced by the networks. This is certainly Overall successful identification in excess of 70% for likely to be the case where species not common to both 72 species compares favourably with results of prelimdata sets are identified more successfully by the netinary studies: 84 % for 12 species using ARBF (Wilkins work trained on the combined data set than by the netet al. 1994b), 92 % for 34 species with ARBF (Wilkins et work trained only on the data set in which they al. 1999), and with 75 % for 42 strains (40 species) using occurred, e.g. Gymnodinium veneficium, Hemiselmis a multilayer perceptron (MLP or back propagation) rufescens, Platychrysis sp. and Tefraselmis verrucosa ANN (Boddy et al. 1994 ). The very high success in the (Table 2 ). For example, in the case of Platychrysis sp., earlier study with 34 species (Wilkins et al. 1999) was which is recognised with 43% accuracy by the netattributable to the fact that both marine and freshwater work trained on B alone but with 72 % accuracy by the species having different characteristics were used and network trained on A+B, the discrepancy is explained that 11 flow cytometric parameters were available as principally by the fact that the network trained on B opposed to the 7 used here. alone misidentifies 28% of Platychrysis sp. as Prymne-
The high confidence of correct identification obsium parvum (Table 2) : the reason for this can be seen tained for most species identified successfully is very by examining the flow cytometric distributions (Fig. 3) . The network trained on the combined data set moves the decision boundary between the species such that only 3 % of Platychrysis sp. is misidentified as P. parvum; this however means that the proportion of P. parvum identified correctly falls from 61 to 37%.
Where the identification of a species by the network trained on the combined data set is (Y worse than that by the network trained on ' d
either data set alone, the discrepancy may also be explained by species present in the other data set having overlapping character distributions. For some species common to both data . *.--sets, identification rates differed substantially between the data sets (Tables 2 & 3) .
PC1
This is almost certainly due to the same species having different flow cytometric signa- sp. and P. parvum from data set B overlap considerably. When the distribution for P parvum includes data from data set A (which does not significantly overlap the distribution of Platychrysissp.) the optimal decision boundary is moved and the correct identification rate for Platychrysis sp. increases larger quantity of photosynthetic pigments than for B, yielding higher fluorescence signals. The different flow cytometric signatures can be seen in Aureodinium pigmento-sum and Chrysochromulina camella, for example, by plotting the first principal component against the second (Fig. 4) . With the latter, although the populations have different flow cytometric characteristics, identification success is still high in all networks, presumably because both fingerprints are different from those of other species. When the basis f.unctions have modelled the data well (e.g with an optimized ARBF ANN), misidentifications result from overlap of character distributions. To improve identification success of species whose character distributions overlap, different and/or additional discriminatory characters are required. Grouping together taxa that were misidentified as one another appears to be a good approach to increasing overall successful identification. If it is necessary to discriminate further between species that have been grouped together, and no additional flow cytometric measurements can be obtained, the parameter values that discriminate the group from the rest of the cells in a sample can be used to trigger the flow cytometer's sorting facility. Sorted cells could then be examined using more traditional identification approaches.
The poor performance of networks in making identifications from data sets collected at different times and under different growth conditions highlights a major problem in using this approach for identification of natural mixed populations. Clearly, different populations (i.e. a strain grown under different conditions, or different strains) of a species may have different flow cytometric character distributions (Fig. 4 ) . So long as all of the biological variation is covered in the training data set then good identification can be achieved, as evidenced by the success when training data were selected from both data sets. The high identification success for a few species can be explained by the character distributions (or at least the discriminatory set of characters) remaining similar when the cells were 6 grown under different conditions. For example, Micromonas pusilla is easily discriminated because it is considerably smaller than all other species.
CONCLUSIONS
RBF ANN analysis of flow cytometric data phytoplankton populations provides a powerful quantitative, discriminatory tool. To produce a system capable of identifying field samples, it will be essential to cover the whole spectrum of biological variation within a species encountered in the natural environment in the training data set. It may be possible to achieve this by culturing under a range of conditions, though obtaining training data from actual field samples may be a better alternative. This could be achieved, for example, by performing a statistical (Sneath & Sokal 1973 , Dunn & Everitt 1982 or neural (Kohonen 1990 , Wilkins et al. 1994a ) cluster analysis on a natural sample and then sorting samples into clusters for microscopic identification. Once taxonomic identities can be placed on clusters, these data can form a training set for an ANN, which can subsequently be used for rapid identification of large numbers of cells.
Research into methods for obtaining training data sets from field samples must be a high priority for the future.
A second issue to be addressed is to ensure that the trained ANNs are not tied to any individual cytometer instrument. A solution may be to use standardised calibration beads to define mathematical transformations capable of reducing data captured on specific cytometers, at specific instrument settings, to a standard form. These transformations can then be applied to all data before presentation to the ANN. Any parameters missing from the data will need to be estimated .
Finally, it also remains to establish a procedure for converting the results of an ANN analysis of a mixed sample into an estimation of the relative proportions of the different species components, together with reliable confidence limits on the proportion estimates. This work is currently ongoing.
