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Preface
The work presented in this thesis has been done during the period from
August 2003 till March 2006 at the Department of Physics and Astronomy,
Louisiana State University, under the supervision of Dr. Mette Gaarde.
This thesis contains the theoretical study of high harmonic generation
(HHG) from atoms driven by an intense, femtosecond laser pulse. In Chapter
1, I give the general introduction to this subject, discussing the major experiments done and the theories developed so far. Then, in Chapter 2, I show
the calculation of high harmonic spectra from the numerical solution of onedimensional time-dependent Schrödinger equation (TDSE) to demonstrate the
mathematical techniques I use in the rest of my thesis with more elaborate
multi-dimensional TDSE calculations.
Chapters 3 and 4 are my major works published in the following papers.
• M. Murakami, J. Maurittson, A. L’Huillier, K. J. Schafer, and M. B.
Gaarde: ”Calculation and manipulation of the chirp rates of high-order
harmonics,” Phys. Rev. A 71, 013410 (2005). (Chapter 3)
• M. Murakami, J. Mauritsson, and M. B. Gaarde: ”Frequency-chirp rates
of harmonics driven by a few-cycle pulse,” Phys. Rev. A 72, 023413
(2005). (Chapter 4)
In these two chapters, I study the time-dependent instantaneous frequency
(chirp) of high harmonic fields in the time-frequency domain.
High harmonic radiation has a potential to be a coherent source of attosecond light pulses. Such short pulses (∼ 10−18 seconds) can induce and probe
the ultrashort dynamics of an electron. In Chapter 5, I study some examples
of attosecond electron dynamics, i.e., attophysics. In particular, the rapid
ionization of an atom driven by a few-cycle laser pulse and its effect on HHG
(Section 5.2) is the subject of another publication in progress, which is
• M. B. Gaarde and M. Murakami: ”Spatial separation of large dynamical
blueshift and harmonic generation driven by few cycle laser pulses,” in
preparation for Phys. Rev. A (2006).
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Abstract
High harmonic generation (HHG) is a process in which noble gas atoms
excited by an intense laser field at frequency ω1 emit radiation of higher frequencies that are odd integer multiples of ω1 . Driven by an infrared laser,
high harmonic radiation can span from the optical into the extreme ultraviolet (XUV) frequency range. In this thesis, I study HHG using short laser
pulses by solving the time-dependent Schrödinger equation (TDSE). In particular, I will focus on calculating and controlling the time-dependent instantaneous frequency (chirp) of high harmonics. The harmonic chirp is a direct
consequence of the atom-field interaction during HHG, and its behavior in
the time-frequency domain reveals the fundamental physics in the strong laser
field. In addition, controlling the harmonic chirp is essential for practical applications such as when high harmonic radiation is used as a seed for soft X-ray
lasers. Moreover, I will discuss how to find the ionization probability of an
atom exposed to few-cycle laser pulses. This is important in order to understand the propagation effects on high harmonics as their driving pulse goes
through a rapidly ionizing medium. Finally, I will consider high harmonics as
a source of attosecond pulses. Such short pulses (∼ 10−18 seconds) could induce and probe the dynamics of electrons in atoms and solids. In the last part
of my thesis, I will examine some examples of attosecond electron dynamics.
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Chapter 1. Introduction
Everyone who works in the field of laser physics cheered with pride when
the Nobel Prize in Physics was announced in October 2005. Roy J. Glauber,
who founded the theory of laser in the 60’s, received one half of the prize [1].
The other half was shared by two experimental physicists, John L. Hall and
Theodor W. Hänsch, who invented the frequency comb technique for precision
spectroscopy in the terahertz (T Hz = 1012 Hz) range by using mode-locked,
femtosecond (f s = 10−15 s) laser pulses [2, 3].1
At the 2005 annual meeting of Optical Society of America, held only a couple of weeks after the Nobel Prize announcement, Hänsch gave a talk about his
quest for the hydrogen 1S-2S transition frequency [4, 5, 6, 7]. He quoted his
advisor, Arthur L. Schawlow, who had said, “Never measure anything but frequencies,” meaning that the frequency can be measured with higher precision
than any other physical quantities. Before the invention of the frequency comb
technique, however, it was a challenge to measure the frequency beyond the
microwave range (∼ GHz = 109 Hz) where the field oscillation is too fast to
count electronically. Today, the broadband frequency comb from femtosecond
laser pulses allows us to measure any optical frequencies (. 300 T Hz) with
uncertainties (∝ linewidth, signal-to-noise ratio) ranging from 10−13 and 10−15
[8, 9].
On the other hand, the resolution of time-domain measurements is approaching the sub-femtosecond level due to the progress in the field of high
harmonic generation (HHG) and its application to attosecond (as = 10−18 s)
pulse synthesis. First discovered in the end of 80’s [10, 11], HHG is a process in which noble gas atoms are driven by an intense laser field of frequency
ω1 and produce radiation of higher frequencies q ω1 , where q is an odd integer
(Figure 1.1). Driven by infrared (IR) lasers, the harmonic radiation can span a
frequency range from the optical and into the extreme ultraviolet (XUV) [12].
HHG is therefore a coherent, directional, and short-pulsed source of XUV
radiation, whose applications include the time-dependent XUV spectroscopy
[13, 14] and the XUV interferometry [15]. In addition, the harmonic radiation
1

The term mode locking means that there is a fixed phase relationship between the
longitudinal modes of a laser cavity. The mode-locked laser produces a periodic train of
ultrashort pulses.
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Figure 1.1: High Harmonic Generation. When the intense, short-pulsed
laser of frequency ω1 is sent into a gas jet of noble atoms (such as He, Ne,
Ar, Xe), high harmonic fields whose frequencies are odd-integer multiples of
ω1 are generated.
is an excellent seed for a soft X-ray laser [16].
If a number of high harmonic fields are phase-locked (i.e., with a fixed
phase relationship among them) and added together, then we obtain a train
of sub-femtosecond pulses of coherent light separated by half the driving laser
cycle [17]. Furthermore, if driving laser pulse is only a few-cycle long, then we
may obtain a single burst of coherent XUV radiation [18]. Such an isolated
pulse of sub-femtosecond duration can be very useful to induce and probe the
electron dynamics inside atoms and solids. In 2004, by using an extremely
short (∼ 5 f s, 2 optical cycles per pulse) driving laser, Ferenc Krausz and
his collaborators created a single XUV pulse of duration 250 attoseconds,
comparable to the Bohr orbital period of a bound electron (∼ 150 as), and
measured it in the time domain [19, 20]. Their work is pioneering the field of
attophysics, i.e., the physics of generation, control, detection, and application
of sub-femtosecond laser pulses [21]. The first, proof-of-principle experiment
of attophysics was conducted by Krausz’s group in 2002,when the lifetime of
Auger decay in a krypton atom was measured 7.9 +1.0
−0.9 f s in the time domain
by using a single XUV pulse of duration ∼ 900 as [22].
In the last couple of years, Hänsch and Krausz joined their forces to go even
higher in frequency and shorter in time. In their collaboration, the frequency
comb technique has been used to stabilize the pulse-to-pulse offset of driving
laser in HHG, which turned out to be crucial in the single attosecond-pulse
synthesis [23]. In 2005, they demonstrated that HHG inside a high finesse
optical resonator can dramatically increase the conversion efficiency [24]. The
same effect was discovered independently by J. Ye (who’s a former student of
Hall) and his collaborators as well [25]. Their method is capable, in principle,
of producing many times more intense XUV output than the traditional HHG
schemes, so that both the petahertz (P Hz = 1015 Hz) precision spectroscopy
2

[26] and the real-time measurement of atomic processes [22, 27] may soon be
made into reality at every laboratory.

1.1 Pre-History of Attophysics
In the early 60’s, the laser pulses had duration of hundred nanoseconds
(ns = 10−9 s). After the invention of mode-locked lasers in 1966 [28], it was reduced to picoseconds (ps = 10−12 s), and Fork et.al. demonstrated the compression of dye-laser pulses into 6 f s using a combination of prisms and diffraction
gratings in 1987 [29]. Currently, the pulsed lasers are most efficiently implemented in mirror-dispersion-controlled (MDC), Kerr-lens mode-locked (KLM),
titanium-induced sapphire (Ti:S) laser oscillators and hollow-fiber chirped mirror compressors [30]. The KLM/MDC Ti:S lasers routinely generate sub-10 f s
pulses of wavelength 700 − 800 nm at typical pulse energy levels of a few nanojoules and multi-MHz repetition rates. Then, the subsequent amplification in
a gas-filled hollow fiber and compression through chirped mirrors yield ∼ 5 f s
pulses of energy 0.7 − 0.8 millijoules at a repetition rate of a few kHz. The
evolution of ultrashort laser and its technology are reviewed in [31, 32].
The frequency comb technique was first demonstrated by Hänsch and his
collaborators in the late 70’s using picosecond lasers [33]. Their experiments
showed that the mode-locked laser produces a sequence of pulses that are
separated by the cavity round-trip time TR = 2L/vg , where vg is the group
velocity of the pulses (Figure 1.2). In the frequency domain, such laser pulses
form a comb of evenly spaced peaks separated by the fundamental mode ωR in
the laser cavity, which can be used as a frequency ruler (Figure 1.3). Because
the duration of each pulse τ from mode-locked lasers varies inversely with their
bandwidth ∆ω, however, it was only after the advent of femtosecond lasers in
the 90’s that the frequency combs directly covered the THz frequencies [34,
35]. The frequency comb technique is now an indispensable tool for precision
measurements of optical resonances in cold atoms and trapped ions [36].
Besides having revolutionized the precision measurements in the frequency
domain, femtosecond laser pulses have also been applied to create a wavepacket

Figure 1.2: Mode-locked laser.
3

Figure 1.3: Frequency comb.
of molecular states and measure its temporal energy levels via mass-spectroscopy.
In 1987, by sending the two co-propagating femtosecond laser pulses with controlled relative delays (pump and probe) into a molecular gas, Ahmed H. Zewail was able to record the molecular dissociation (∼ 200 f s) in time [37].
The time-resolved observation of chemical processes using short laser pulses is
called femtochemistry in general. By the time Zewail won the Nobel Prize in
Chemistry in 1999, the pump-probe experiments with mode-locked lasers had
advanced enough to study such complex systems as proteins, probing their solvation and legand-recognition, or DNA, their electron-transfer and dynamics
[38].
Laser pulses used for pump-probe type experiments must be short enough
to resolve the characteristic time scale of the dynamics in question. The
sub-10 f s resolution reached by mode-locked lasers is sufficient for chemical
processes, such as vibration and rotation of molecules. The time-evolution of
electrons, however, happens on much shorter time scale, and therefore its measurement requires sub-femtosecond pulses. For typical IR lasers (∼ 800 nm),
the shortest possible pulse duration is τ ∼ 2.5 f s since the duration of a pulse
cannot be shorter than the oscillation period of the electromagnetic field. The
coherent radiation of higher frequency available in HHG holds a promise for
the sub-femstosecond laser pulses to study electron dynamics in real time.
The major limitation of HHG as a coherent light source has been its low
conversion efficiency.2 In particular, ionized electrons in HHG make the media
2
There is more than one limiting factor for the conversion efficiency of HHG. For example,
the temporal and spacial variations of the driving-laser intensity create a phase mismatch
among the high harmonic fields [39]. Furthermore, to achieve the high intensity required
in HHG (∼ 1014 W cm−2 ), the available laser power is concentrated into a small number of
ultrashort pulses per second, which limits the repetition rates of HHG to a few kHz. In

4

absorbent and dispersive, which leads to the reduction of coherent length over
which harmonic radiation can grow [40]. Krausz’s group demonstrated in the
late 90’s that the driving laser pulse which lasts only for a few cycles minimize
ionization and optimize HHG [41, 42]. Furthermore, Christov et.al. predicted
in 1997 that temporal confinement of harmonic radiation using the few-cycle
driving pulses could produce a single XUV pulse of sub-femtosecond duration
[43]. Since then, HHG driven by a few-cycle laser pulse has attracted a lot of
attentions [31].
From the first measurement of HHG in the late 80’s [10, 11], theoretical
studies and experiments of HHG have progressed hand in hand throughout the
90’s until today. Not only did they help advancing the ultrashort laser technology and metrology, but they also provided the fundamental understanding
of the physics in the process, namely, the interaction of atoms with a strong
laser field [39, 44, 45, 46, 47]. I will discuss the major theories and landmark
experiments of HHG research in the next section.

1.2 High Harmonic Generation
The high harmonic spectrum has characteristic features (Figure 1.4). That
is, its frequency range extends well beyond the ionization potential Ip of the
source atom with fairly uniform intensity (the plateau) and then abruptly falls
off (the cutoff ). The spacing between the harmonics is regular and precisely
twice as large as the driving laser frequency ω1 .
The first theoretical breakthrough of HHG came in 1992 when Krause
et.al. showed, by solving the time-dependent Schrödinger equation (TDSE)
numerically, that the position of cutoff in the high harmonic spectrum is given
2
by the universal law, Ip + 3 Up , where Up = 4Eω11 2 (in atomic units) is the socalled ponderomotive energy, which is the cycle-averaged kinetic energy of an
electron in the laser electric field E1 (t) = E1 sin ω1 t [48]. The potential energy
due to the high-intensity driving field used for HHG (1013 − 1016 W cm−2 ) is
comparable to the atomic binding energy (∼ 10 eV ). The perturbation theory
is therefore irrelevant for HHG, and one must instead solve the TDSE exactly.
The calculations of Krause et.al. were based on the single active electron (SAE)
model, in which harmonic spectra are attributed to the dynamics of a valence
electron subject to both the binding potential of its parent ion and the timedependent laser field [49]. The remaining electrons are assumed to be frozen
inside the atom, which contribute an repulsive term in the atomic hamiltonian
(Appendix C). The probability of multiple ionization of a noble gas atom
during HHG is very small and can be neglected. The hamiltonian due to the
2005, HHG at higher repetition rate (& 100 M Hz) has been demonstrated by putting a
driving laser inside an optical resonator filled with a nonlinear medium [24, 25].
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Figure 1.4: High harmonic spectra.
driving laser field is treated semi-classically as a dipole interaction, which is
valid for a process in the intense laser field where numerous photons present.
The simple man’s theory of HHG, proposed in 1993, gives us an intuitive,
semi-classical picture of physical processes during HHG [50, 51]. According to
this theory, high-harmonics are generated in the following 3 steps (Figure 1.5).
First, an electron is tunnel-ionized when the binding potential of its parent
atom is distorted by a laser electric field E1 (t). Second, the ionized electron
acquires kinetic energy while traveling in the laser field. Third, the electron
comes back to the nucleus and returns to its ground state, upon which the
ionization potential and the accumulated kinetic energy of the electron are
released in the form of radiation. This 3-step process repeats every half cycle
of the driving laser field, giving rise to the 2 ω1 periodicity of the harmonic
spectrum (1 ω1 , 3 ω1 , 5 ω1 , and so on). Furthermore, if we assume that the
ionized electron has zero initial velocity, then Newton’s 2nd law predicts that
the maximum kinetic energy of the electron upon returning to the nucleus is
equal to 3.17 Up , in agreement with the TDSE calculation.
The quantum-mechanical generalization of the simple man’s theory was
given by Lewenstein et.al. in 1994 using the path integral and the saddle-point
method [52]. In their calculation, the strong field approximation (SFA) was
introduced as follows.
• The contributions from bound states to the evolution of the system are
neglected except for the ground state.
• In the continuum, the electron is treated as a free particle moving in the
laser electric field with no effect of the atomic binding potential.
In addition to successfully deriving the cutoff law, the SFA theory showed
that, for any q-th harmonic below the cutoff, there are several relevant electron
paths which bring the electron back to the nucleus. That is, in every half-cycle
of the driving field, a valence electron can be released from the source atom
6

Figure 1.5: Simple man’s theory. An electron is 1) tunnel-ionized, 2) driven
out and in by the oscillating electric field E1 (t), and 3) returns to the ground
state (GS).
at different times. The subsequent motion of the electron in the continuum
depends on the field strength which changes sinusoidally in time. Accordingly,
some of the electrons released at different times within the half-cycle may
return with the same energy and contribute to the same harmonic. They can be
ordered according to their traveling time ∆tq,j in the driving field (j = 1, 2, · · ·).
Yet, of all these degenerate electron paths, the dominant contributions to
the harmonic spectrum come only from the two shortest ones, j = 1 and
j = 2, that can be traveled in less than one cycle of the driving field [53].
By convention, they are called the short and long paths. The long path is
always released earlier and returns later than the short path, regardless of the
harmonic order. Beyond the cutoff, the short-path solution become unphysical,
so that the cutoff harmonic has only the long-path contribution.
The SFA predicts that the phase of the induced Ratomic dipoles, called
the dipole phase, is given by the quasiclassical action dt L(~r(t)) of the electrons acquired along their relevant trajectories ~r(t) [52]. In the lowest-order
2
∆tq,j , where Up (t) = |E41ω(t)|
is
approximation, it is given by Φq,j (t) ' − Uωp (t)
2
1
1
the time-dependent ponderomotive energy of the pulsed driving field E1 (t) =
|E1 (t)| sin ω1 t, and ∆tq,j is the traveling time of the j-th electron path that
contributes to the q-th high harmonic field. Thus, it follows that degenerate electron paths (j = 1, 2, · · ·) induce different dipole phases to the q-th
harmonic below the cutoff. As a result, each harmonic in the plateau region
exhibits irregular interference structures in the spectral domain instead of the
harmonic peaks separated by 2 ω1 . On the other hand, the dependence on harmonic order in the traveling time ∆tq,j means that harmonic fields of different
orders have different dipole phases. This phase mismatch among different harmonics is an obstacle when synthesizing them into a train of attosecond pulses,
which I will discuss more in the following section (Section 1.3.1).
Another important implication of the SFA is that harmonics generated by a
7

Figure 1.6: Origin of dipole chirp. High harmonic fields generated by a
pulsed laser field of peak intensity I1 (t) (drawn in arbitrary scale) are linearly
chirped (inset).
pulsed laser have a time-dependent instantaneous frequency, i.e., chirp. In general, the instantaneous frequency of a laser electric field E(t) = |E(t)|e−iφ(t) +
∂
φ(t), and its time-dependence is called a chirp. The calcuc.c. is given by − ∂t
lation using the saddle-point method shows that the dipole phase Φq,j (t) of the
2
q-th high harmonic is a decreasing function of Up (t) = |E41ω(t)|
and therefore of
2
1
2
the driving laser intensity I1 (t) (∝ |E1 (t)| ) [53]. It then follows that the dipole
chirp, given by −dΦq,j /dt, is proportional to dI1 /dt, the rate of change in the
driving pulse intensity. In the adiabatic approximation, we assume that the
time-dependence of Φq,j (t) comes from the envelope, and not from the rapid oscillation, of I(t). Most electrons tunnel-ionize and gain their actions (∝ dipole
phase) while the envelope of I1 (t) is near the peak and varies quadratically
in time. Therefore, each high harmonic exhibits an approximately liner, negative dipole chirp (Figure 1.6). Chirped pulses are not desirable for practical
applications since they tend to broaden in the spectral domain [54].
When we study HHG in the single-atom level, we find that degenerate
paths (j = 1, 2, · · ·) of an ionized electron contribute different dipole phases
to high harmonic fields below the cutoff. This implies that high harmonic
fields in the plateau region are not locked in phase, that is, there is not a fixed
phase relationship among them. Similarly to the mode-locked laser (Figure
1.2), the phase-locking of high harmonics is crucial in order to form a train of
attosecond pulses from them. To give a complete description of HHG, however,
the single-atom calculation alone is not good enough, and we must account
for the propagation effects as well. This is done by solving the wave equation
for the harmonic fields in parallel with the TDSE. Mathematical formalism of
such calculations was laid down by the Saclay-Livermore-Lund collaboration
shortly after the discovery of the cutoff law [55, 56], and they performed many
experiments to support or refine this comprehensive theory in the following
8

Figure 1.7: Electron-path tuning experiment. The shape of a plateau
spectrum (drawn in the bottom) indicates which of the two shortest paths is
favored by electrons.
years [57, 58, 59, 60, 61, 62]. During this period, Antoine et.al.’s theoretical
paper in 1996 showed that the propagation can select only the short electron
paths (j = 1) and locks plateau harmonics in phase [63]. Their paper was
truly seminal and ignited the effort for sub-femtosecond pulse synthesis from
high harmonics. Experimentally, the long-path component (j = 2) in the high
harmonic radiation can be eliminated if the gas jet is placed after the laser
focus. This effect is caused by the cancellation of the negative dipole phase
in high harmonics with the positive geometric phase of a focused laser beam
[59]. Alternatively, one could place a small aperture in the harmonic beam
to block the long-path component which is spatially more divergent than the
short-path component [64, 65].
Direct evidence of the short and long electron paths in the plateau harmonics was reported for the first time by Bellini et.al in 1998 [64]. They found that
the far-field profile of a plateau harmonic field has two distinct features, one focused and the other diverged, which are the signs of two different electron-path
contributions. Their result was followed by the theoretical analysis by Gaarde
et.al. in 1999, which showed that the contribution from long electron paths
appear divergent because of the large chirp it induces to high harmonics [65].
Then, in 2001, Salierès et.al. observed the change in shape of the harmonic
spectrum as a function of the jet-to-focus distance which acted as a path-tuner
[66]. The amount of chirp can be found from the spectral width because they
increase in proportion to each other. In their results, the spectrum showed
the two distinct features, one narrow and the other broad (Figure 1.7). As the
gas jet moved from after to before the laser focus, the broader feature became
clearer, indicating that more electrons were tuning into the longer paths.
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1.3 Attosecond Pulse Synthesis
There are two frontiers on the attosecond pulse synthesis from high harmonics. One utilizes the broad plateau spectrum and combines a number of
harmonics to form an attosecond pulse train (APT). The other focuses on how
to synthesize single attosecond pulses from harmonics generated with fewcycle laser pulses. The technical difficulties associated with each group are
somewhat different, thus I will discuss them separately.
1.3.1 APT
The synthesis of APTs from high harmonics can be understood in analogy
with mode-locking of a laser (Figure 1.2). In a mode-locked laser, a number
of longitudinal modes in a cavity are combined while keeping a fixed phase
relationship among them. The resulting output is a train of coherent light
pulses separated by the cavity round-trip time. In HHG, the modes are odd
integer multiples of the driving laser frequency, ranging from IR to XUV (Figure 1.4). The broadband spectra available from HHG are ideal for ultrashort
pulse synthesis because the duration τ of each pulse in the train is inversely
proportional to the range of frequencies ∆ω that are combined (Figure 1.3).
To obtain a 100 as pulse, for example, a bandwidth of ∆ω ∼ 40 eV is necessary [21]. By combining a number of high harmonic spectra in the plateau
region, we expect to produce a train of sub-femtosecond pulses, as illustrated
in Figure 1.8. When a selected range (∆ω) of high harmonics are added in

Figure 1.8: Synthesizing high harmonics into attosecond pulses. Phasecontrolled sum of high harmonics yields a train of sub-femtosecond XUV pulses
separated by a half the optical period T of a driving laser. Harmonics of
different orders are emitted from the atom with relative delays (< T /2), but
they are synchronized when traveling through an aluminum film which also
filters out low-frequency harmonics.
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a phase-locked manner, then their sum in the time domain is a sequence of
pulses separated by a half the driving laser period (T /2), each with a duration
∝ ∆ω −1 [21]. I will discuss this in more detail using the one-dimensional SAE
model of HHG in the next chapter (Section 2.3).
Sub-femtosecond pulse synthesis by superposing precisely equidistant optical frequencies was proposed as early as in 1990 by Hänsch [67]. Subsequently,
Farkas and Tóth were the first to suggest HHG be an ideal source of such
frequencies [68]. However, it took a decade to experimentally demonstrate
their ideas because characterizing sub-femtosecond, low-intensity pulses in the
XUV range turned out to be an extremely difficult task. Finally, in 2001, Paul
et.al. succeeded in measuring a train of 250 as pulses synthesized from 5 consecutive high harmonics of argon [69]. Their experiment marked the official
inception of attophysics.
The most important requirement for APT synthesis from plateau harmonics is to select only one of the degenerate electron paths (j = 1, 2, · · ·) per harmonic so that the dipole phase of each harmonic is unique (Section 1.2). This
can be done macroscopically, as discussed in the paper by Antoine et.al. [63].
Secondary, the control of dipole chirps is necessary if these chirps depend on
the harmonic order so strongly that they affect the interference of high harmonics leading to the pulse train. On the contrary, if the chirp is independent
of harmonic order and small, then it causes a mere translation of APT in time
[21]. In 2003, quantitative measurements of dipole chirp were made possible
[71, 72]. Then, Mauritsson et.al. demonstrated in 2004 that the dipole chirp of
each harmonic can be eliminated by adding a compensating chirp to a driving
field [73].
Moreover, in 2003, Mairesse et.al. showed experimentally that the emission
time of high harmonics varies in proportion with their order [74]. This gives
rise to the so-called attochirp, a chirp of the individual pulses in the APT [70].
The attochirp is a chirp of each pulse in an APT and caused by the phasemismatch among the different high harmonics when they are combined to form
an APT. It is different from dipole chirp (Section 1.2) of an individual high
harmonics induced by the intensity variation of the driving laser field during
the HHG.
The attochirp can be understood from the semi-classical model, assuming
that the shortest electron path (j = 1) is selected via propagation. This means
that each harmonic field is emitted only once in every half a cycle of the driving
laser. However, within each half-cycle, the j = 1 path brings electrons with
higher kinetic energies back to the nucleus at later times, causing a phase
mismatch among the high harmonics of different orders. This implies that
attosecond pulses synthesized from high harmonics will exhibit the attochirp,
unless their phase difference is adjusted during the propagation process so that
all the high harmonics are synchronized when they are added [70, 75].
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Fortunately, the attochirp in an APT can be avoided by using a negatively
dispersive medium such as aluminum (Figure 1.8). Even though harmonics of
higher frequency are born later, they travel faster in the negatively dispersive
medium, so that all the harmonics arrive at the same time when they are
added. This was demonstrated by López-Martens et.al. in 2005 [76]. They
used an aluminum foil during the compression process after HHG and, as a
result, synthesized a train of 170 as pulses from plateau harmonics of argon.
1.3.2 Single Attosecond Pulse
For use in time-resolved measurement of atomic processes, it is desirable
to have a single attosecond burst of XUV radiation rather than an APT. In
principle, the APT synthesized from high harmonics driven by multi-cycle
lasers can be isolated into a single pulse by using the polarization gating [77,
78, 79], but no direct time-resolved measurement of a single attosecond pulse
relying on this technique has been reported so far. The alternative scheme is
one demonstrated by Krausz’s group using a few-cycle driving laser [80]. In
their experiments, they start with HHG of neon using a few-cycle (∼ 5 f s)
800 nm driving pulse. Then, the spectral filter set around the cutoff frequency
yields a single attosecond pulse since the fields of energy beyond the cutoff can
be generated only during the one half-cycle in which the driving laser intensity
I1 (t) is at its peak.
In Krausz’s experiment, the manipulation of harmonic chirp was not an
issue because it is neither dependent of electron path nor of harmonic order
beyond the cutoff [53]. Rather, their problem was how to control the carrier
envelope phase (CEP) of few-cycle driving laser pulses (Figure 1.9), for the

Figure 1.9: Few-cycle Laser Electric Field. Phase φ1 of a carrier wave
with respect to its pulse envelope is called the carrier-envelope phase (CEP).
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Figure 1.10: High Harmonics generated with a few-cycle pulse. By
adjusting the CEP (Figure 1.9) of the few-cycle driving pulse, the emission of
the cutoff harmonics can be temporally confined into a single burst, which is
signified by a continuous spectrum.
HHG driven by few-cycle laser pulses is very sensitive to their CEP. In fact,
the spectrum generated with few-cycle pulses is not harmonic but continuous
in the cutoff region (Figure 1.10) if the CEP is so chosen that the amplitude
of the field coincides with the peak of a pulse envelope (as shown with a solid
line in Figure 1.9). This is because the cutoff harmonics are emitted when the
field reaches its peak intensity. When there are two equally strong intensity
peaks in a pulse (dotted linein Figure 1.9), cutoff harmonics are emitted more
than once and their spectrum is harmonic. The CEP can be adjusted so that
the emission of cutoff harmonics is temporally confined into one single burst,
as shown in the right bottom of Figure 1.10. This effect was predicted by
de Bohan et.al. in 1998 [81] but observed only after the pulse-to-pulse offset
of CEP was stabilized by the Hänsch-Krausz collaboration in 2003 [23]. As
illustrated in Figure 1.10, the continuous spectrum is a signature of an isolated
burst of radiation in the time domain, and so the CEP proved to be the finetuning parameter for attosecond pulse synthesis.

1.4 Motivation and Outline of This Thesis
1.4.1 Motivation
In this thesis, I study high harmonics in the time-frequency domain by
using the SAE model of HHG [44, 49]. My particular emphasis will be on
13

characterization and control of the dipole chirps in high harmonics. This was
a very timely topic when I started my dissertation research in 2003. The
measurement of harmonic chirps was made possible for the first time in 2002
by the pioneering effort of two experimental groups, one in Lund, Sweden [71],
and the other in Japan [72]. LSU collaborates with the group in Lund, and my
calculations are meant to provide the theoretical justifications for their results.
The study of harmonic chirps is important from both the fundamental and
practical points of view. The dipole chirps of individual harmonic are directly
related to the dynamics of electrons during HHG and contain information of
all the degenerate electron paths. Their calculation requires a sophisticated
study of the high harmonic field in both the time and the spectral domain using
Fourier transforms. On the practical side, dipole chirps in a high harmonic
field are not desirable since a chirped pulse tends to broaden in the spectral
domain. The calculation of dipole chirp with various driving laser settings
would be useful in predicting the accurate chirp rates which are necessary for
the manipulation of dipole chirp in HHG experiments.
Another question I wanted to address is the effects of a few-cycle driving
pulse to HHG. Currently, the mode-locked laser can produce a coherent short
pulse of duration less than 10f s. When using such a short pulse to drive
HHG, the cycle-by-cycle variation of the driving laser intensity is huge, which
should induce extremely large dipole chirps in high harmonics. Moreover, the
electron dynamics on sub-cycle time scale will become important if the driving
pulse is only a few-cycle long, which brings new, non-adiabatic effects to high
harmonics. In particular, the ionization rate of atoms in a strong laser field in
the few-cycle regime is an important problem when solving the propagation
equation for HHG, and I will investigate it by using the TDSE.
1.4.2 Outline
To begin, I solve one-dimensional (1D) TDSE and calculate the high harmonic spectrum according to the SAE model (Chapter 2). The same numerical
methods as in the multi-dimensional TDSE code we have at LSU will be used.
The numerical solution of the TDSE in 1D is straightforward to implement but
gives correct predictions of the harmonic cutoff. This chapter is also meant to
help understanding the mathematical techniques I use in the rest of the thesis
with the multi-dimensional TDSE code. Using this 1D-model of HHG, I will
show that the negative dipole chirps in high harmonics can be compenstated
by adding a positive chirp to the driving laser. I will also demonstrate how
to synthesize an APT from high harmonic fields or a single attosecond pulse
with a few-cycle driving laser pulse.
In chapters 3 and 4, I will investigate the dipole chirp of high harmonics
from their time-frequency representation (TFR) [82]. First, high harmonics
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generated by multi-cycle (∼ 54 f s) laser pulses are considered (Chapter 3).
Here, I will identify the signature of short and long electron paths in the TFR
of plateau harmonics and find the linear chirp rates associated with different
electron-path contributions separately as a function of harmonic order. The
TDSE results are explained in terms of the path-integral theory based on SFA.
Next, we calculate the chirp rates of the cutoff harmonics driven by few-cycle
(< 10 f s) laser pulses and compare them with SFA predictions (Chapter 4).
Using the TFR, I will show that the adiabatic approximation in the SFA
theory is valid even when the full-width half-maximum (FWHM) duration of
driving laser is only 3 optical cycles. In addition, we’ll find that the positive
chirp we add to eliminate the chirp of cutoff harmonics driven by a few-cycle
laser pulse makes the harmonic spectra shift in the negative direction. This
counterintuitive effect will also be explained according to the SFA theory.
In the last part of my thesis, I will discuss some examples of attophysics
(Chapter 5). In Section 5.1, I will calculate the dipole spectrum of an atom
driven by an intense, single-cycle (∼ 2.7 f s) driving laser pulse using the SAEmodel. We’ll find that the spectrum is not harmonic in the single-cycle regime
but instead shows the interference between the short and the long electron
paths in each half-cycle of the driving laser. We interpret the results using the
classical mechanics of an active electron inside the strong laser field. In Section
5.2, I will study the rapid ionization of an atom during HHG. The calculation
of ionization yield is important in HHG since the ionized electrons from source
atoms make the interaction region dispersive and affects the propagation of
driving laser field. We’ll find that the ionization probability of an atom according to the well-known, analytic formula given by the Ammosov-Delone-Krainov
(ADK) theory [83] does not agree with the 3D-TDSE result when atoms are
driven by a few-cycle pulse. Then, I will propose a new method to calculate
the ionization probability of an atom in the few-cycle regime. In Section 5.3,
we calculate the Wigner distribution [84] of 1D-TDSE for a particle in free
space and observe its evolution in sub-femtosecond time scale. Finally, the
comprehensive summary of my work will be given in Chapter 6.
Throughout this thesis, physical quantities will be expressed in atomic
units. Essential conversions between the atomic units and the SI units are
given in Appendix A.
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Chapter 2. The SAE Model of HHG in
1D
In HHG, noble gas atoms interact with a strong laser field of intensity
1013 − 1016 W cm−2 , whose corresponding potential energy Vlaser is comparable
to the atomic binding potential Vatom . Accordingly, the perturbation theory
fails to describe HHG, and one must directly solve the TDSE for an atom
subject to the time-dependent laser field. The SAE model of HHG based on
the numerical solution of the multi-dimensional TDSE (Section 1.2) has been
very successful in explaining the experimental results [44, 49]. In this chapter,
we will calculate the HHG spectrum using the SAE model but by solving
simply the one-dimensional (1D) TDSE [85].

2.1 1D-atom in a Strong Laser Field
The dynamics of an atomic electron in a strong laser field is mainly along
the direction of the field. Hence, it is reasonable to model the HHG in 1D by
solving the following Schrödinger equation.


∂Ψ
−1 ∂ 2
= H(t) Ψ(x, t) =
+ Vatom (x) + Vlaser (x, t) Ψ(x, t) .
(2.1)
i
∂t
2 ∂x2
To model an atom in 1D, we use the quasi-Coulomb potential
Vatom (x) = √

−1
,
x2 + 1

(2.2)

which was first introduced by Su and Eberly [86] and has been widely used in
the 1D analysis of an atom. It is shown as a dotted line in Figure 2.1. The
~ 1 (t) linearly polarized along the x-axis
potential due to the laser electric field E
is [87]
~ 1 (t) · ~r = −f (t) E1 x sin ω1 t .
Vlaser (x, t) = −E
(2.3)
To model a short-pulsed laser, we shall use a gaussian envelope f (t) given by


2 ln 2 2
f (t) = exp − 2 t ,
(2.4)
τ1
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Figure 2.1: The ground state of an electron in the 1D-atom.
where τ1 is the FWHM (full-width at half-maximum) duration of the driving~ 1 (t)|2 ).
laser intensity I1 (t) (∝ |E
The initial state in TDSE is the ground state (GS) of the system before we
turn on the laser (t = −∞). It is the solution of the eigenvalue problem


−1 ∂ 2
E Ψ(x, 0) = Ho Ψ(x, 0) =
+ Vatom (x) Ψ(x, 0) ,
(2.5)
2 ∂x2
where Ho = H(−∞), and E is the energy of an electron. By using the finite
difference approximation, we can express (2.5) as a linear matrix equation. The
algorithm to find a set of eigenstates which diagonalize Ho is well known, and
we can use LAPACK subroutines DSTEBZ (eigenvalue solver) and DSTEIN
(eigenstates solver) to do the task. Figure 2.1 shows the result, ground-state
solution of (2.5), as a solid line. Its corresponding eigenvalue is found to be
EGS = −18.2 eV . For comparison, the ground state energy of Ne is −21.6 eV ,
and −15.8 eV for Ar.
Equation (2.1) can be solved numerically by using the Crank-Nicholson
scheme (Appendix B) and the LAPACK subroutine ZGTSV (complex tridiagonal matrix solver). To assure the stability of numerical integration, we
let the resolution of time and space be dt = 0.021 and dx = 0.05, so that the
characteristic value for the stability is dt/dx = 0.42, sufficiently less than 1.
The treatment of boundary conditions is discussed in Appendix B.
In this chapter, we assume that the driving laser pulse has
 a FWHM duration of τ1 =10 cycles. As for the peak intensity I1 ∼ E1 2 and the wavelength λ1 (= 2πc ω1 −1 ) of a driving laser field, we choose 3.0×1014 W cm−2 and
800 nm, respectively, which are typical values used in the current HHG experiments. They correspond to an electric field strength of E1 = 4.76 × 108 V cm−1
17
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Figure 2.2: High harmonic spectrum of the 1D-atom. The driving laser
(gaussian, 800 nm) has the peak intensity of 3 × 1014 W cm−2 and the FWHM
duration of 10 cycles.
and a driving frequency of ω1 = 1.55 eV in (2.3). One optical cycle of the
driving laser will therefore be T1 = 2πω1 −1 = 2.67 f s.
Once having found the state Ψ(t) of the system from 1D-TDSE (2.1),
we can calculate the harmonic spectrum as follows [18]. The photo-emission
probability D(ω) of an atom is proportional to the Fourier transform of the
acceleration a(t) of its active electron. That is,
Z ∞
2
1 1
−iωt
dt
e
a(t)
,
(2.6)
D(ω) =
τ1 ω 2 −∞
where a(t) can be obtained by using the following commutator relation.
a(t) =

d2 hxi
= − hΨ(t) | [H, [H, x] ] | Ψ(t)i ,
dt2

(2.7)

where H is the hamiltonian defined in the equation (2.1). The function D(ω)
is called the dipole spectrum, since D(ω) gives the spectral profile measured in
HHG experiments. Moreover, the spectral phase of D(ω) is given by


Re ã(ω)
−1
φ(ω) = tan
,
(2.8)
Im ã(ω)
where ã(ω) is the Fourier transform of the acceleration (2.7).
It is known, both experimentally and theoretically, that the high harmonic
spectrum abruptly falls off beyond the cutoff frequency [50, 51]
Ip + 3.17 Up ,
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(2.9)

where Ip is the ionization energy of the source atom and Up is the ponderomotive energy of an electron inside the laser field E1 (t) = E1 sin ω1 t, given
by
E1 2
Up =
(2.10)
4 ω1 2
With the 800 nm, 3 × 1014 W cm−2 driving laser we use in this chapter, the
predicted cutoff of the 1D-SAE model system is
Ip + 3.17 Up = − EGS + 3.17

E1 2
' 48 ω1 .
4 ω1 2

(2.11)

Figure 2.2 shows D(ω) and its spectral phase φ(ω) obtained from the 1DSAE model calculation. The horizontal axis is the frequency ω of harmonic
radiation in the units of the driving laser frequency ω1 , and the vertical axes
are the value of D(ω) in the logarithmic scale (solid line) and its spectral phase
in radian (dotted line).
The most notable features of the high harmonic spectrum in Figure 2.2
are:
• The radiation intensity falls off significantly beyond the cutoff (= 48 ω1 ).
• Beyond the cutoff, there are well-resolved peaks separated by 2 ω1 . In
general, the spectrum centering around q ω1 is referred to as the q-th
order harmonic.
• The spectrum in the plateau does not exhibit harmonic peaks but shows
very complicated interference structures. This is because there are more
than one electron paths contributing to each harmonic below the cutoff
(Section 1.2). These degenerate electron paths lead to different timedependent dipole phases in the dipole moment, which creates a irregular
substructures within each harmonic spectrum.
All the characteristics listed above are also found in the 3D-TDSE calcultions. Clearly, our simple 1D model works well in explaining the fundamental
processes in a strong laser field. To predict the experimental results, however,
the single-atom calculation with TDSE is not enough, and we must solve the
wave equation as well to account for the effects of propagation through an
ionizing medium [55, 56].

2.2 Manipulation of Harmonic Chirps
In Figure 2.2, we notice that the harmonic peaks beyond the cutoff are
well-resolved but rather broad. In general, a coherent light pulse broadens in
the spectral domain when it has a linear chirp, i.e., the frequency that linearly
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increases in time [54]. To show this, let Eq (t) be the q-th harmonic field with
a gaussian pulse shape and a linear chirp bq t, given by



1
2
2
,
(2.12)
Eq (t) = Eq exp −aq t + i q ω1 t + bq t
2
where aq =

2 ln 2
.
τq 2

By defining Γq ≡ aq − i 12 bq , we may rewrite (2.12) as
Eq (t) = Eq exp[−Γq t2 + i q ω1 t] .

Then, the Fourier transform of Eq (t) is


(ω − q ω1 )2
e
,
Eq (ω) = exp −
4Γq
and therefore the spectral intensity is
"

2 #
2
ω
−
q
ω
1
eq (ω) = exp −4 ln 2
E
,
∆ωq
where ∆ωq is FWHM of the q-th spectrum, given by

 1/2

bq 2
.
∆ωq = (8 ln 2) aq 1 +
4 aq 2

(2.13)

(2.14)

(2.15)

(2.16)

That is, the harmonic spectrum broadens if it is linearly chirped (bq 6= 0).
Assuming that the FWHM duration of Eq (t) generated by a 800 nm, 10 cycles/FWHM driving pulse is about τq = 3 cycles, the minimal spectral width of
eq (ω)|2 when bq = 0 would be ∆ωq ' 570 meV = 0.37 ω1 . The broad spectral
|E
profile (∼ 1 ω1 ) of the cutoff harmonics in Figure 2.2 is therefore an indication
of their linear chirps.
The origin of a linear chirp in high harmonics can be explained in terms of
the path-integral theory of HHG based on SFA (Section 1.2), which predicts
that the action acquired by the electrons in the continuum is transfered to
high harmonics as their dipole phase [52, 53]. Then, the calculation using
the saddle-point method shows that the dipole phase Φq,j of the q-th high
harmonic associated with the j-th electron path is a decreasing function of the
ponderomotive energy Up given in (2.10). Since Up is proportional to the peak
intensity I1 (∝ |E1 |2 ) of a driving laser, we can write the dipole phase of the
q-th high harmonic field as [65]
Φq,j ' −αq,j I1 ,

(2.17)

where αq,j > 0, and the subscript j stands for the j-th electron path (j =
1, 2, · · ·). By convention, the electron paths are ordered according to their
traveling time (j = 1 for the shortest).
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For harmonics driven by a pulsed laser E(t) = E1 f (t) sin ω1 t, the intensity
I1 (t) varies from cycle to cycle, so that the dipole phase of the q-th harmonic
will be time-dependent. That is,
Φq,j (t) ' −αq,j I1 (t) .

(2.18)

In the adiabatic approximation, we assume that the time dependence of
I1 (t) comes from the pulse envelope f (t) of E(t) and not from the field oscillation. That is,
I1 (t) ∼ |E1 (t)|2 = |E1 f (t) sin ω1 t |2 ' E1 2 |f (t)|2 .

(2.19)

Furthermore, if f (t) is gaussian (2.4), then we can expand I1 (t) with Taylor
series and obtain




4 ln 2 2
4 ln 2 2
t + ··· ,
(2.20)
I1 (t) ' I1 exp − 2 t = I1 1 −
τ1
τ1 2
where I1 =
limit is

E1 2
.
2µo c

Hence, the SFA prediction for the dipole chirp in the adiabatic

∂
8 ln 2
Φq,j (t) ' − 2 αq,j I1 t.
∂t
τ1
For clarity, we define the linear dipole chirp rate by
δωq,j = −

bq,j = −

8 ln 2
∂2
Φq,j (t) ' − 2 αq,j I1 ,
2
∂t
τ1

(2.21)

(2.22)

which is negative. Then, we can write the instantaneous frequency of the q-th
harmonic as


∂
1
2
ωq,j (t) =
q ω1 t + bq,j t = q ω1 + bq,j t .
(2.23)
∂t
2
There is a way to eliminate the dipole chirp [88]. That is, we can add a
positive chirp in the driving laser field E1 (t) to compensate for the negative
chirp in Eq (t). The chirped driving frequency ω1 (t) = ω1 + b1 t is up-converted
into high harmonics of frequency q ω1 (t), so that the linear chirp rate of the
q-th harmonic can be controlled by the amount of b1 , according to
∂
ωq,j (t) = q b1 + bq,j .
∂t

(2.24)

In particular, the dipole phase of each harmonic beyond the cutoff has only
the long-path contribution (j = 2). Hence, the dipole chirp in the q-th cutoff
harmonic can be completely eliminated if we add a positive chirp b1 = −bq,2 /q
to the driving laser field.
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Figure 2.3: High harmonics driven by a positively-chirped laser.
The SFA predicts that the dipole phase Φq,j of the q-th harmonic beyond
the cutoff is given by [53]
Φq,2 (t) ' −3.2

Up (t)
,
ω1

(2.25)

which is unique (j = 2) and independent of harmonic order. Therefore, the
proportionality coefficient αq,j in (2.18) for the q-th cutoff harmonic is equal
to
2µo c
,
(2.26)
αq,2 = 3.2
4 ω1 3
where µo and c are the permeability and the speed of light in free space. For
the 800 nm (= 2πc ω1 −1 ) driving laser we use, we have
αq,2 = 1.2 × 10−13 rad W −1 cm2 .

(2.27)

The SFA prediction (2.22) with (2.27) gives the chirp rate of the q-th cutoff
harmonic in Figure 2.2 to be bq,2 = −180 meV f s−1 .
In Figure 2.3, we plot the dipole spectrum generated by a driving laser of
frequency ω1 (t) = ω1 + b1 t with b1 = −(−180 meV f s−1 )/51 = +3.5 meV f s−1 ,
which is meant to eliminate the dipole chirp of the 51th harmonic (51H). Comparison between Figure 2.3 and Figure 2.2 (b1 = 0) shows that the spectral
width of 51H has significantly reduced in Figure 2.3, indicating that its negative chirp rate b51,2 has been compensated by the positive chirp rate 51 b1
which is up-converted from the driving laser pulse.
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2.3 Attosecond Pulse Synthesis
In general, the q-th harmonic field in the time domain is given by backtransforming ã(ω), the Fourier transform of acceleration a(t) [18]. That is,
Z
Eq (t) = dω eiωt ã(ω) W (ω − ωq ) ,
(2.28)
where W (ω) is a square window function of width 2 ω1 , i.e.,
n
1 for −ω1 < ω < ω1
W (ω) =
0 otherwise.

(2.29)

For the distinct harmonics, the shape of the window function is not crucial
[18]. The result is a complex function Eq (t) = |Eq (t)|e−iφq (t) + c.c., where


Im Eq (t)
−1
.
(2.30)
φq (t) = tan
Re Eq (t)
If we let W (ω) in (2.28) be a square window of width 2N ω1 , then we
obtain the APT synthesized from N high harmonics centered around the q-th
harmonic. That is,
Z
EAP T (t) = dω eiωt ã(ω) WN (ω − ωq ) ,
(2.31)
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Figure 2.4: APT synthesized from cutoff harmonics in Figure 2.2.
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Figure 2.5: High harmonic spectrum generated by a 2-cycles/FWHM
laser pulse.
with

1 for −N ω1 < ω < N ω1
(2.32)
0 otherwise.
When all the N harmonics are locked in phase, EAP T (t) is a sequence of pulses
separated by a half the driving laser period, each with a duration ∝ N −1 [21].
In Figure 2.4, we plot the intensity of APT (∝ |EAP T (t)|2 ) synthesized from
the cutoff harmonics in Figure 2.2 (b1 = 0). The APT made from 6 harmonics
(49H-59H) in the cutoff region is plotted with a solid line, and the APT made
of 2 cutoff harmonics (49H and 51H) is with a dotted line. We see that the
duration of each pulse decreases as more harmonics are added.
The harmonics beyond the cutoff whose dipole chirp rate is independent
of order and unique are naturally locked in phase. The linear chirp common
to all harmonics merely leads to a translation in time and does not affect
the duration of attosecond pulses [21]. When we are synthesizing APT from
plateau harmonics, however, the phase-matching among the constituent harmonics becomes a challenge since their dipole chirp rate bq,j is multi-valued
(j = 1, 2, · · ·) and order-dependent. The complete analysis of APT synthesis based on the 3D-TDSE which includes the propagation effects has shown
that the phase-locking among the superposed high-harmonics can be achieved
macroscopically if a proper laser-focusing geometry is chosen [89].
Next, I will demonstrate the single attosecond pulse synthesis using our 1DSAE model. In principle, an isolated single pulse is formed when we synthesize
WN (ω) =

n
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Figure 2.6: Single attosecond pulse. The intensity of a combined field
EAP T (t) synthesized from 6 cutoff harmonics (49H-59H) in Figure 2.5 are
shown for φ1 = 0 (dotted line) and for φ1 = π/2 (solid line).
the harmonics above cutoff that are driven by an extremely short laser pulse (∼
5 f s) [19, 20]. To see this, one should recall the cutoff law (2.9), which suggests
that harmonics beyond the cutoff are generated only when the intensity of a
driving laser pulse is at its peak. In particular, with a few-cycle driving laser
pulse, the electron of energy beyond the cutoff is likely to return to the nucleus
no more than once, so that the temporal profile of the radiation would not be
periodic but a single burst.
Figure 2.5 shows the high harmonic spectrum of the 1D-atom driven by
a 810 nm, 2 cycles/FWHM laser pulse (∼ 5.4 f s). As we have discussed in
Section 1.3.2, the high harmonic spectrum generated by a few-cycle laser is
sensitive to the carrier envelope phase (CEP) in the driving laser field [23,
81]. Therefore, we have added a CEP to the pulsed driving laser field to
demonstrate how it makes a difference in the high harmonic fields. In this
case, the driving laser electric field in our calculation is
E1 (t) = |E1 (t)| sin(ω1 t + φ1 ) ,

(2.33)

which oscillates as a sine function in time when CEP is φ1 = 0 or a cosine
function when φ1 = π/2. The peak driving-laser intensity is kept the same
as before (3 × 1014 W cm−2 ), and therefore the cutoff order predicted by the
cutoff law (2.9) remains the same as in the 10 cycles/FWHM case (= 48 ω1 ).
In Figure 2.5, the spectrum beyond the cutoff is continuous when φ1 = π/2
(cosine driving field, solid line), which indicates the single burst of radiation in
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the time domain. On the contrary, the spectrum is harmonic when φ1 = 0 (sine
driving field, dotted line). This is because there are at least two half-cycles in
the sine driving laser field during which the maximum intensity is high enough
to generate the cutoff harmonics. Their cycle-by-cycle interference leads to
harmonic peaks separated by 2 ω1 .
Finally, in Figure 2.6, I plot the intensity of a combined field EAP T (t) synthesized from the 6 cutoff harmonics (49H-59H) in Figure 2.5. One generated
with the sine driving field (φ1 = 0) is shown as dotted line, and other with
a cosine driving field (φ1 = π/2) with a solid line. In particular with the cosine driving field, the resulting radiation is a single burst of duration of about
∼ 0.16 cycles (= 400 as). The result with the sine driving laser, on the other
hand, shows two bursts separated by a half cycle. One of the bursts is generated during the half-cycle right before the pulse peak, whereas the other is
generated in the next half-cycle that is right after the pulse peak.

2.4 Summary
To summarize, we have calculated the high harmonic spectrum by solving
the 1D-TDSE based on the SAE model of HHG. The atomic potential in 1D is
given by the quasi-Coulomb potential, and it is assumed that there is only one
electron per atom. Despite its simplicity, our calculation successfully predicts
the cutoff law and the negative dipole chirp in the cutoff harmonics. Using our
1D results, we were also able to demonstrate the manipulation of harmonic
chirps and the attosecond pulse synthesis.
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Chapter 3. Time-frequency Analysis of
High Harmonics
In this chapter, we study the time-frequency behavior of the dipole phase
Φq,j (t) of the q-th harmonic in the plateau region where, according to the pathintegral theory based on SFA, the contributions from short (j = 1) and long
(j = 2) electron-paths co-exist (Section 1.2). The high harmonic spectrum is
calculated from the solution of full, three-dimensional (3D) TDSE based on
the SAE approximation [44, 49]. The numerical methods for the 3D-TDSE
are discussed in Appendix C. In order to resolve the different contributions
from degenerate electron paths (j = 1, 2, · · ·) in each plateau harmonic, we
will introduce the time-frequency representation (TFR) of a high harmonic
∂2
field [82]. Using the TFR, we will find the linear chirp rates bq,j = − ∂t
2 Φq,j (t)
associated with each electron path separately and plot them as a function of
harmonic order and explain the results in terms of the SFA theory. In addition,
we will show that dipole chirps can be controlled by the amount of chirp we
add to the driving laser field [73, 88].

3.1 The SFA Predictions of Dipole Chirps
According to the path-integral theory of HHG based on the SFA, the dipole
phase Φq,j (t) of the q-th high harmonic field is given by the quasiclassical
action of an active electron which tunnel-ionizes, accelerates, and returns to
the nucleus [52, 53]. As discussed in Section 2.2, Φq,j (t) is a decreasing function
of ponderomotive energy Up (t) of an electron in a pulsed laser field E1 (t) =
|E1 (t)| sin ω1 t, given by
|E1 (t)|2
.
(3.1)
Up (t) =
4 ω1 2
In the lowest-order approximation, it is
Φq,j (t) ' −

Up (t)
∆tq,j ,
ω1

(j = 1, 2, · · ·)

(3.2)

where ∆tq,j is the traveling time of an electron in the laser field along the j-th
trajectory.
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Figure 3.1: High harmonic spectrum of argon, predicted by the 3DSAE model.
From (3.2), we see that the degenerate electron paths (j = 1, 2, · · ·) contribute different dipole phases Φq,j (t) to each q-th high harmonic field. Such
a multi-valued phase would lead to irregular interference structures in the
spectral domain, and the 3D-TDSE calculation based on the SAE model of
HHG confirms this prediction. For example, let us observe Figure 3.1, where
I plot the high harmonic spectrum found from the 3D-TDSE. The harmonics
are generated from an argon atom driven by a gaussian, linearly polarized,
810 nm laser pulse with a FWHM duration of 20 cycles (∼ 54 f s) and a peak
intensity of 2 × 1014 W cm−2 . The cutoff order predicted by the cutoff law (2.9)
for such a system is 36.
In Figure 3.1, there are no regularly spaced peaks in the plateau region
(11H-29H), which indicates that these plateau spectra are not locked in phase,
i.e., do not have a fixed phase relationship among them. This is in accordance
with the SFA prediction that, for each harmonic below the cutoff, there are
many degenerate electron paths which contribute the same energy but the
different dipole phases to the harmonic field. The SFA also predicts that only
one electron path per harmonic becomes significant beyond the cutoff, which
is why the harmonics above the cutoff in Figure 3.1 are well-resolved.
Since Up (t) is proportional to the driving laser intensity I1 (t) (∝ |E1 (t)|2 ),
we may express the SFA prediction Φq,j (t) ∝ −Up (t) as [65]
Φq,j (t) ' −αq,j I1 (t) ,

(3.3)

where αq,j (> 0) is a function of both the harmonic order and the electron
path. In the adiabatic approximation (2.20), the time-dependence in I1 (t)
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comes from the pulse envelope. Moreover, if we assume the envelope function
f (t) is gaussian (2.4), then I1 (t) can be expanded by Taylor series, giving the
linear dipole chirp rate as (see Section 2.2)
A
bSF
=−
q,j

∂2
8 ln 2
Φq,j (t) ' − 2 αq,j I1 ,
2
∂t
τ1

(3.4)

where τ1 and I1 = I1 (0) are the FWHM duration and the peak intensity of the
gaussian driving laser field.
In the following sections, we will calculate the linear chirp rate of the q-th
high harmonic in the plateau region of Figure 3.1 and compare the results
with the SFA prediction (3.4). The chirp rate calculation of plateau harmonics is important for both fundamental and practical reasons. Fundamentally,
the dipole phase Φq,j (t) comes from the quasiclassical action of an ionized
electron during HHG, and therefore its time-frequency behavior contains valuable information on the electron dynamics. In particular, the linear chirp
∂2
rate bq,j = − ∂t
2 Φq,j (t) is an excellent parameter to use when identifying each
electron-path contribution, as we will see in Section 3.3. On the other hand,
the dipole chirp needs to be avoided in the practical applications of high harmonics since a chirped pulse broadens in the spectral domain (Section 2.2).
In Section 3.4, I will demonstrate how to eliminate the dipole chirp by adding
a compensating chirp in the driving laser field. We will find that the chirp
manipulation requires an accurate prediction of chirp rate in the individual
harmonic, and that the SFA prediction (3.4) serves well for this purpose.

3.2 Time-frequency Representation
The q-th high harmonic field Eq (t) can be found from the 3D-SAE calculation by using (2.28), but its phase (2.30) is difficult to analyze when it is below
the cutoff and has more than one electron-path contribution (j = 1, 2, · · ·). In
order to fully characterize Eq (t) for plateau harmonics, we need to resolve their
different electron-path contributions and find their chirp rates separately. To
this end, we shall introduce the time-frequency representation (TFR) of Eq (t)
as follows [82].
Z
2
0 −iωt0
0
0
Sq (t, ω) =
dt e
Eq (t ) EIR (t − t) ,
(3.5)
where EIR (t) is an IR probe field, given by


t2
EIR (t) = exp −(2 ln 2) 2 − i ω1 t .
τir

(3.6)

In our calculation for this chapter, we let the FWHM duration of a probe pulse
to be τir = 5 cycles (∼ 13.5 f s), which is sufficiently short to resolve Eq (t).
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Figure 3.2: The time-dependent frequency of the 37H in Figure 3.1.
(a) The TFR spreads along a straight line, whose slope is proportional to the
chirp rate. (b) The field intensity |E37 (t)|2 (dotted line) and the instantaneous
frequency −dΦ37 /dt (thick solid line). The chirp rate of 37H can also be found
by fitting a linear function to −dΦ37 /dt (solid line).
When the delay t between the probe and the harmonic pulses is varied,
Sq (t, ω) traces the instantaneous frequency of Eq (t). In particular, if the instantaneous frequency is a linear function of time, then Sq (t, ω) is distributed
along a straight line in the t − ω plane. For each t, the value of ω at which
Sq (t, ω) takes its maximum value can be found and fitted to a straight line,
and its slope bTq F R gives the dipole chirp rate bq , according to [73]
bq =

bTq F R



τir 2
1+ 2
τq


,

(3.7)

where τq is the FWHM duration of the q-th high harmonic field.
In (a) of Figure 3.2, we plot the TFR of the 37th harmonic (37H) of argon
in Figure 3.1 with false colors, and the time-dependent frequency of 37H with
a solid line. The simple linear structure of the TFR indicates that 37H has a
single chirp rate associated with only one electron path. This is a characteristic
common to any harmonics beyond the cutoff, to which only the long (j = 2)
electron path contribute, and they even share the same chirp rate independent
of their order [53]. Furthermore, the time-dependent frequency decreases with
time, which means that 37H is negatively chirped.
Because the high harmonic field Eq (t) beyond the cutoff has a unique chirp
rate (j = 2), its time-dependent frequency can also be found by taking the
time-derivative of


Im Eq (t)
−1
− q ω1 t .
(3.8)
Φq (t) = tan
Re Eq (t)
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Figure 3.3: The time-dependent frequency of 27H in Figure 3.1. (a)
The TFR clearly shows contributions from two different electron paths. (b)
The time-derivative of Φ27 (t) does not resolve each contributions from degenerate electron paths.
In (b) of Figure 3.2, we plot the time-dependent frequency of 37H given by
the direct differentiation of (3.8), which agrees with the TFR result in (a) very
well.
The harmonics in the plateau region, on the other hand, have degenerate
electron-path contributions with different chirp rates. As a result, its TFR
splits up into several linear structures, from which we must estimate the chirp
rates one by one. For example, Figure 3.3 (a) shows the TFR of the 27th
harmonic (27H) of Figure 3.1, which is in the plateau region. Here, we find
at least two different electron-path contributions, one with a small negative
chirp and the other with a much larger negative chirp. The two contributions
in 27H are separately fit to straight lines as shown in the figure. The direct
differentiation of Φ27 (t) shown in (b) of Figure 3.3, on the other hand, does
not allow any straight-forward interpretation of the time-dependent frequency
from degenerate electron paths. This illustrates the fact that the chirp rate of
plateau harmonic cannot be determined in the time-domain alone.

3.3 Different Path Components in the TFR
Figure 3.4 shows the TFR of plateau harmonics (13H-35H) from the spectrum in Figure 3.1. In the upper plateau (19H-29H), contributions from two
different electron paths are clearly visible in their TFRs. The stronger component exhibits a small negative chirp, whereas the weaker component has a
much larger negative chirp. The slopes of these different components in the
TFRs vary from harmonic to harmonic, implying that the magnitude of a
dipole chirp in plateau harmonic depends on the harmonic order as well as on
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Figure 3.4: TFR of plateau harmonics in Figure 3.1.
the electron paths.
For each harmonic in Figure 3.1, we have found the chirp rates of the two
different electron-path contributions separately by using the TFR and plot
them as a function of harmonic order in Figure 3.5. The chirp rate of the
stronger electron-path contribution is shown as filled circle, whereas the rate
of the weaker contribution is shown as open circle. They are calculated from
the slope bTq F R of a linear function fitted to the distinct component of the TFR
in Figure 3.5, according to (3.7). For harmonics beyond the cutoff, the rates
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Figure 3.5: Chirp rates of the high harmonic fields in Figure 3.1.
We plot the chirp rate found from the strongest component in TFR (filled
circle), the secondary component (open circle), and the direct differentiation
(triangle). Also shown is the SFA prediction (dashed lines) for the short (j = 1)
and the long (j = 2) electron paths.
may also be found by the direct differentiation of (3.8), and they are shown as
triangles. The dashed lines are the SFA predictions of chirp rates associated
with the j = 1 and the j = 2 (’short’ and ’long’) quantum paths.
From Figure 3.5, we find that the chirp rates for the strongest contribution
in TFR (filled circles) are in good agreement with the SFA predictions for
the short (j = 1) path. For the 17th and 19th harmonic, the short-path
contribution is still visible in TFR but becomes secondary, and the different
contribution with much larger chirp rate dominates (See Figure 3.1). For the
15th harmonic (15H), the TFR shows complicated interferences among many
different electron paths, and the linear structure is not quite visible. The
33

chirp rates of 15H in Figure 3.5 was found nevertheless from the linear fit to
the frequency ω at which Sq (t, ω) takes the maximum value at each t.
The rates for the secondary contribution (open circles) found in the upper
plateau harmonics, on the other hand, do not follow the SFA predictions for
the long (j = 2) path but predict much larger negative chirps. Although the
strong contributions for 15H-19H seem to follow the long-path contribution,
they may be associated with the higher-order contribution as well. Beyond the
cutoff, both the predictions from TFR and the direct differentiation (triangles)
agree with the SFA prediction.
The SFA predicts that, of all the degenerate electron paths, the most important contributions come from the j = 1 and the j = 2 paths, and they are
shown as dashed lines in Figure 3.5. However, the analysis by Gaarde and
Schafer in 2002 based on the numerical integration of 3D-TDSE showed that
the primary contributions to high harmonics of argon are from the j = 1 and
the j = 3 electron paths and not from the j = 2 path [90]. The chirp rates in
Figure 3.5 found from the TFR (filled and open circles) confirms their result.
The path-integral theory based on SFA correctly gives the chirp rates all the
degenerate paths (j = 1, 2, · · ·) but not the relative importance among them.

3.4 Manipulation of Chirp Rates
Next, I want to demonstrate the principle that the dipole chirp in the q-th
high harmonics can be manipulated by adding a linear chirp b1 t to the driving
laser frequency [88]. As the frequency ω1 (t) = ω1 + b1 t of the driving laser is
up-converted into the q-th high harmonic field Eq (t), the dipole chirp rate of
Eq (t) will be given as q b1 +bq,j (j = 1, 2, · · ·). If b1 is positive, then the negative
dipole chirp rate bq,j can be compensated. The manipulation of dipole chirp
using a chirped driving laser has been demonstrated by using the 1D-SAE
model in Section 2.2. The same principle is also used by experimentalists to
control the time-frequency behavior of APTs [73].
Theoretically, the SFA calculation using the saddle-point method shows
that the dipole phase Φq,j (t) of the q-th high harmonic field is a decreasing
function of the ponderomotive energy Up (t) given in (3.1) [53]. In particular
when the harmonic is beyond the cutoff, only the j = 2 contribution becomes
important, so that the proportionality coefficient αq,j in (3.3) is given by the
equation (2.26). For the 810 nm driving laser we use, it is
αq,2 ' 1.3 × 10−13 rad W −1 cm2 ,

(3.9)

which is independent of atomic species and of harmonic order. In Figure 3.5,
the dipole chirp rate (3.4) calculated with (3.9) is identified as straight dashed
A
line beyond the cutoff (bSF
= −32.5 meV f s−1 ). We see that it agrees with
q,2
the chirp rates predicted from the 3D-TDSE very well.
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Figure 3.6: Chirp rates of cutoff harmonics controlled by a chirped
driving laser. The driving laser is 13 cycle wide and given (a) a positive chirp
rate b1 = +0.50 meV f s−1 and a peak intensity I1 0 = 1.1 × 1014 W cm−2 , or (b)
a negative chirp rate b1 = −0.68 meV f s−1 and a peak intensity I1 0 = 0.72 ×
1014 W cm−2 . The chirp rate (= q b1 + bq,2 ) according to the SFA prediction
are drawn as open circles and the TDSE results as filled circles. Triangles are
the chirp rates up-converted from the driving laser (= q b1 ).
Experimentally, one would measure the chirp rate of Eq (t) for various b1 to
accurately determine the chirp rate bq,2 of high harmonics beyond the cutoff
[73]. We have simulated such experimental processes with two different b1 , one
positive and the other negative, and plot the chirp rates of cutoff harmonics
in Figure 3.6. The chirp is added to the driving laser as it would be in an
experiment, i.e., by stretching the driving pulse to be positively or negatively
chirped, in a way that preserves the energy. This means that the peak intensity
of the chirped pulse decreases as
I1 0 = I1

τ1
,
τ1 0

(3.10)

when the pulse is stretched from its original duration τ1 to the stretched duration τ1 0 .
To generate cutoff high harmonics for Figure 3.6, we start with the unchirped
driving laser pulse of duration τ1 = 13 cycles and peak intensity I1 = 2 ×
1014 W cm−2 . The source atom is argon and the driving laser frequency is
810 nm as before. In (a), the driving pulse is stretched to τ1 0 = 36 cycles, which
leads to a linear chirp rate of b1 = +0.50meV f s−1 and the reduced peak intensity of I1 0 = 0.72 × 1014 W cm−2 . The cutoff order predicted by the cutoff law
(2.9) for (a) is therefore 19.5. The harmonics in (b), on the other hand, are generated with a negatively chirped pulse with b1 = −0.68meV f s−1 , a stretched
duration τ1 0 = 23 cycles, and a reduced intensity of I1 0 = 1.1 × 1014 W cm−2 .
The cutoff order for (b) is then 24.8. In both figures, bq,2 is calculated in two
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Figure 3.7: Elimination of dipole chirp with a chirped driving laser.
(a) The TFR of 35H driven by the field with no chirp. (b) Its chirp diminishes
to zero after we add an appropriate chirp to the driving field. (c) The TFR of
27H harmonic before and (d) after the chirp elimination.
different ways, one using the time-derivative of the dipole phase (3.8), and the
other using the SFA prediction (2.22) with (2.26). They agree well, within
10% difference.
The harmonic field Eq (t) in the plateau has multiple chirp rates, which
makes its manipulation less trivial than when it is beyond the cutoff. Although
adding a single chirp to the driving laser would not entirely control the plateau
harmonic, we can still manipulate it by using the chirp rates bq obtained using
the TFR according to (3.7). In particular, we can eliminate the large portion
of the chirps in a plateau harmonic by setting up b1 (> 0) so as to compensate
for the chirp rate bq (< 0) found from the strongest component of TFR (filled
circles in Figure 3.6). This process is demonstrated in Figure 3.7, where we
plot the TFR of two high harmonics from argon, one at the cutoff (35H)
and the other from the plateau (27H), before and after such manipulations.
The driving laser is 20 cycles/FWHM long, 810 nm, and of peak intensity
2 × 1014 W cm−2 as before.
To compensate the negative chirp in (a) and (c) of Figure 3.7, I simply add
a positive linear chirp b1 t to the driving laser pulse, such that
b1 = −

bq
q

(q = 27, 35) ,

(3.11)

while keeping the same intensity and the pulse duration. This means that we
add bandwidth to the driving pulse. Experimentally, this could be achieved
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Figure 3.8: Effects of a chirped driving laser to plateau harmonics.
Harmonics are generated with a chirped driving laser of Figure 3.7 (d) with
b1 = −b27 /27.
by positively stretching a shorter pulse (12.6 cycles) to the 20 cycle duration.
Since the dipole chirp rate bq is negative, the control chirp rate b1 given by
(3.11) is positive. The chirp rate of the q-th harmonic q b1 + bq will then be
zero.
In (b) and (d), we show the TFR of 27H and 35H after we add a compensating chirp to the driving pulse. The linear chirp rate of 35H found from (3.7) is
−27meV f s−1 (Figure 3.5), and thus we set b1 = −b35 /35 = +0.77meV f s−1 in
the driving field. As a result, we find that the chirp of 35H in (b) has completely
disappeared after the manipulation. We also notice that the bandwidth of harmonics in (a) has significantly reduced after the time-dependent frequency is
eliminated in (b). Similarly, for 27H, we add b1 = −b27 /27 = +0.31meV f s−1
to the driving pulse to eliminate the strongest component of chirp associated
with the short electron path (filled circles in Figure 3.6) in (c). The result (d)
shows that the dominant contribution to the time-dependent frequency has
indeed been compensated.
Finally, in Figure 3.8, we plot the TFR of 5 harmonics around 27H in (d)
of Figure 3.7 to examine the effects of a control chirp b1 = −b27 /27 to the
other plateau harmonics. While the major chirp in 27H is eliminated, the
chirps of neighboring harmonics are also significantly reduced except for the
31st harmonic (31H). (For comparison, see their TFRs without b1 in Figure
3.4.) This is because the dipole chirp rate (Figure 3.5) of harmonics from the
short electron path changes linearly with the harmonic order in the middle of
the plateau (23H-29H), so that the difference in their chirp rate is relatively
small. Their chirp can therefore be nearly compensated by a single control
chirp b1 = −b27 /27.
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3.5 Summary
To summarize, we analyzed the time-frequency behavior of the dipole phase
Φq,j (t) in the q-th high harmonic in the plateau region. Two different electronpaths contributions to each harmonic are identified by using the TFR, and
∂2
their chirp rates bq,j = − ∂t
2 Φq,j (t) are calculated separately as a function of
harmonic order. Our results based on the 3D-TDSE showed that the strongest
contribution to Φq,j (t) of each plateau harmonic comes from the ’short’ electron
path (j = 1), and its chirp rate was found to be in a good agreement with the
SFA prediction. The second strongest contribution according to the 3D-TDSE,
however, is not from the ’long’ path (j = 2) but from some higher-order path.
Moreover, by adding a chirp to the driving pulse, we were able to manipulate
the harmonic chirp rates.
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Chapter 4. Chirp Rate of High
Harmonics Driven by Few-cycle Pulses
In this chapter, we calculate the chirp rate of high harmonics above the
cutoff generated with a few-cycle laser pulse. As in Chapter 3, our calculation
is based on the solution of the 3D-TDSE based on the SAE [44, 49]. Using fewcycle driving laser pulses instead of multi-cycle pulses in HHG is interesting for
many reasons. First of all, the few-cycle driving laser minimizes ionization and
therefore optimize HHG [41, 42]. Moreover, the cutoff harmonics generated
with few-cycle pulses have the potential to be of sub-femtosecond duration
[43, 91]. Such a ultrashort pulse is useful for the time-resolved spectroscopy
of electron dynamics in atoms and solids [22, 27, 92]. Finally, a few-cycle
driving pulse has a rapidly varying intensity, which brings new, non-adiabatic
effects to HHG [81, 93, 94]. In particular, we want to examine if the adiabatic
approximation (2.20) used for multi-cycle driving pulse is still valid in the
few-cycle regime. Although the dipole phase Φq,j (t) of the q-th harmonic
above the cutoff has only the long-path contribution (j = 2), the calculation
of its dipole chirp is not straightforward in the few-cycle regime since the
dipole chirp induced by few-cycle driving pulses is so large that the neighboring
harmonics broaden and overlap with each other. Therefore, to extract the chirp
information of individual harmonics, we must first reduce the negative dipole
chirp according to (2.24). Then, we will show that the dipole chirp rate (2.22)
based on the SFA (Section 1.2) and the adiabatic approximation (2.20) is valid
even when the driving laser (810 nm, gaussian) is as short as 3 cycles (∼ 8.1 f s)
per FWHM. Furthermore, in Section 4.3, we will find that the positive chirp
we add to the driving laser field does not only reduce the dipole chirp but also
causes a non-intuitive negative shift in the high harmonics.

4.1 SFA in the Adiabatic Limit
Recall, from Section 3.1, that the dipole phase Φq,j (t) of the q-th high
harmonic can be expressed as a linear function of driving laser intensity I1 (t)
as follows.
Φq,j (t) ' −αq,j I1 (t) (j = 1, 2, · · ·) .
(4.1)
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Here, αq,j (> 0) is a proportionality factor which depends upon the electron
paths j and the harmonic order q. By convention, the order j of electron paths
ascends as its traveling time ∆tq,j increases. In this chapter, we only consider
the cutoff harmonics, for which we may assume j = 2 since the shortest path
(j = 1) solution becomes unphysical beyond the cutoff whereas the longer
paths (j ≥ 3) are not as significant as the j = 2 path [53, 94].
From (4.1), the dipole chirp of the q-th high harmonic is given by
δωq,j (t) = −

∂Φq,j
dI1
= −αq,j
.
∂t
dt

(4.2)

Beyond the cutoff, αq,2 does not depend on order and given by the equation
(2.26). Using the adiabatic approximation (2.20) and assuming the gaussian
envelope (2.4), we obtain the linear chirp rate of the q-th cutoff harmonic as
(Section 2.2)
8 ln 2
∂2
A
(4.3)
Φq,2 (t) ' − 2 αq,2 I1 ,
bSF
=
−
q
2
∂t
τ1
where I1 and τ1 are the peak intensity and the FWHM duration of the driving
pulse. Hence, in the adiabatic approximation, we find that the dipole chirp is
linear and negative, and its magnitude scales with I1 and with τ1 −2 .
In Chapter 3, we have found that the SFA prediction of the dipole chirp
rate (4.3) for the high harmonics driven by a multi-cycle (20 cycles/FWHM)
laser pulse agrees very well with the 3D-SAE model calculation in both the
plateau and the cutoff region (Section 3.3). However, the SFA prediction (4.3)
is questionable for high harmonics generated with a few-cycle pulse because,
strictly speaking, the adiabatic approximation is valid only in the multi-cycle
regime where the intensity changes slowly from cycle to cycle.
The validity of the adiabatic approximation (2.20) in the few-cycle regime
can be tested against the solution of the 3D-TDSE based on SAE which takes
the non-adiabatic effects into account [44, 49]. As in Chapter 3, we use an
argon atom as a source and let the wavelength and the peak intensity of the
driving laser be 810 nm and 2 × 1014 W cm−2 , respectively. The cutoff energy
predicted by (2.9) for the system is therefore 36 ω1 (= 55 eV ). The driving
laser field is linearly polarized and has a gaussian envelope f (t) given in (2.4).
The numerical methods we use are discussed in Appendix C.
From the solution of 3D-TDSE, we calculate the dipole spectrum (2.6)
while varying the FWHM duration τ1 of a driving laser to be either 20, 10,
5, or 3 cycles.3 For each case, we obtain the high harmonic field Eq (t) in the
3

Since the SFA prediction (4.3) is based on the adiabatic approximation that the dipole
chirp is caused by the cycle-by-cycle variation of the driving laser intensity, it is only meaningful to test those driving laser durations which give rise to more than one burst of highharmonic radiation. In Chapter 2, we have seen the sum of cutoff harmonics generated by
the 2-cycles/FWHM driving laser in the time domain and found that the resulting radiation
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Table 1: Chirp rate of the cutoff harmonics.
Chirp Rate [meV/fs]

Harmonic Order

SFA prediction

35
37
39
41
43

20 cycles
-28.5
-29.2
-29.9
-32.3
-35.1
-32.5

10 cycles
-111.0
-115.6
-119.1
-116.4
-112.9
-130.0

5 cycles
-534.8
-538.8
-534.8
-524.0
-509.1
-520.0

3 cycles
149.9
46.1
49.3
24.9
8.7
-1450.0

cutoff region by using (2.28). Then, the dipole chirp of each cutoff harmonic
is found as the time-derivative of the dipole phase (3.8), and the dipole chirp
rate bq is then found as the slope of a linear function fitted to the dipole
chirp. Table 1 summarizes our result, where we list the dipole chirp rate bq of
each harmonic between the 35th and the 43rd. For each driving-laser FWHM
duration, we also list the SFA prediction (4.3) calculated with αq,2 for the
810 nm driving laser given in (3.9). From Table 1, we find that the TDSE
calculation of the dipole chirp rate of cutoff harmonics (≥ 37H) agrees very
well (within 10% error) with the SFA prediction except when the driving pulse
is 3-cycles/FWHM long.
Before concluding that the SFA prediction based on the adiabatic approximation (2.20) is not valid for the 3-cycles/FWHM driving laser pulse, let us
recall the effect of a linear chirp in the high harmonic spectrum (Figure 2.2)
we have seen in Chapter 2. There, we have shown that the high harmonic
spectrum broadens if it is linearly chirped (Section 2.2). For the 810 nm,
3-cycles/FWHM driving laser (τ1 ∼ 8.1 f s) we use, the chirp rate of cutoff
A
harmonics predicted by (4.3) is bSF
= −1450 meV f s−1 for any q. If we
q
further assume that the FWHM duration of emitted harmonic field Eq (t) is
τq ∼ 2 f s, then its spectral width estimated by the equation (2.16) and (4.3)
is ∆ωq ' 3.0 eV = 2 ω1 . This means that neighboring harmonics substantially
overlap, which makes it hard to distinguish one harmonic from the other. Accordingly, the discrepancy between the SFA prediction and the TDSE calculation may not be attributed to the breakdown of the adiabatic approximation
but to the spectral broadening instead. I will study this in more detail using
the TFR in the next section.
In (a)-(c) of Figure 4.1, I plot the dipole spectra (2.6) of 3 cutoff harmonics
obtained with a driving laser whose FWHM duration is (a) 10 cycles, (b) 5
may not have two significant bursts but one (Figure 2.6). In fact, the spectrum resulting
from only a single burst of radiation no longer exhibits the harmonic structure at all [23].
Therefore, we limit our analysis with the driving laser ≥ 3 cycles/FWHM long.
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Figure 4.1: (a)-(c): The spectral phase (solid line) and dipole spectrum (dotted line) of cutoff harmonics generated by driving an argon atom for (a) 10
cycles, (c) 5 cycles, or (d) 3 cycles per FWHM. (d)-(f ): Time profile of
the 39th harmonic field (39H) in (a)-(c). The time-dependent instantaneous
frequency δω39 (t) of E39 (t) is shown as a thick solid line, and the intensity
|E39 (t)|2 in arbitrary scale is shown as dotted line. Also shown in each figure
are the linear function (solid line) fitted to δω39 (t) and the SFA prediction
(dashed line).
cycles, and (c) 3 cycles. Their spectral phase (2.8) is shown as solid lines,
and their intensities in the logarithmic scale are shown as dotted lines. As
the driving pulse duration decreases from (a) to (c), we notice that both the
spectral width and the curvature of harmonic phase become larger, indicating
that the shorter driving pulse induces the larger dipole chirp in the harmonics.
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This is in agreement with the SFA prediction in the adiabatic limit (4.3). Yet,
in (c), we also notice that the curvature of phase is so large that it seems flat
as if the harmonics had no chirps at all.
Furthermore, in (d)-(f) of Figure 4.1, I plot the time-profile of the 39th
harmonic E39 (t) shown in (a)-(c). In each figure, the dipole chirp (thick solid
line) is obtained by taking the time-derivative of the dipole phase (3.8). The
intensity |E39 (t)|2 in the background (dotted line) shows how the emission time
of E39 (t) decreases as the driving laser field gets shorter. The dipole chirp
rate predicted by the 3D-TDSE calculations (thin solid line) agree very well
with the adiabatic SFA prediction (dashed line) when the FWHM duration
of a driving laser is (d) 10 cycle or (e) 5 cycle but not when it is (f) 3 cycle
long. Their negative slopes in (d) and (e) show that the field has a negative
chirp. In (f), the SFA predicts an extremely large negative chirp, whereas the
TDSE result predicts essentially no chirp. The TDSE result in (f) cannot be
right because it contradicts the extremely broad spectrum in (c). We suspect
therefore that the dipole chirp induced by the 3-cycles/FWHM driving laser
pulses is so large that the harmonic spectrum broadened to the point where
the chirp information of individual harmonics became impossible to determine
by the direct differentiation of a harmonic phase.
In order to investigate the chirp rate of cutoff harmonics driven by a 3cycles/FWHM driving laser, we could resolve the individual harmonic by reducing their large negative dipole chirp with a positive chirp in the driving
pulse, as we did in Chapter 3 (Section 3.4). We will demonstrate this procedure by using the TFR of harmonics in the next section.

4.2 Chirp Rate Determination Using the TFR
In order to investigate the chirp rate of cutoff harmonics driven by a 3cycles/FWHM driving laser, we could resolve the individual harmonic by reducing their large negative dipole chirp with a positive chirp in the driving
pulse, as we did in Section 3.4. To demonstrate this procedure, we will use
the TFR
Z
2

Sq (t, ω) =

0 −iωt0

dt e

0

0

Eq (t ) EIR (t − t) ,

(4.4)

where Eq (t) is the q-th high harmonic field found from the 3D-TDSE calculation by using (2.28), and EIR (t) is a probe field of frequency ω1 , given
by


t2
(4.5)
EIR (t) = exp −(2 ln 2) 2 − i ω1 t .
τir
In this chapter, we let the FWHM width of EIR (t) be τir = 1 optical cycle
(∼ 2.7 f s), which is sufficiently short to resolve Eq (t) generated by a few-cycle
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Figure 4.2: (a)-(c): TFR of the cutoff harmonics generated by a driving laser
whose FWHM duration is (a) 5 cycle, (b) 4 cycle, or (c) 3 cycle. (d) and (e):
The driving laser has the same duration as in (c) but is given a positive chirp
which compensates for the large negative chirp in the 39th harmonic (whose
TFR appears around ω = 38 ω1 in the figures) predicted by the SFA (d) by
half or (e) completely.
laser pulse. In the t − ω plane, Sq (t, ω) distributes along the instantaneous
frequency of Eq (t), and the chirp rate bq can be found from the slope bTq F R of
the distribution using (3.7).
In (a)-(c) of Figure 4.2, we plot the TFR of the cutoff harmonics shown in
(a)-(c) of Figure 4.1. The FWHM duration τ1 of a driving laser is (a) 5 cycles
(b) 4 cycles, or (c) 3 cycles. Because of the negative phase in the probe field
EIR (t), the TFR of q-th harmonic appears around (q − 1) ω1 in the figure. We
see that two consecutive harmonics start to merge in (b) due to the spectral
broadening caused by their large dipole chirp. The SFA prediction of chirp
rate (4.3) is proportional to τ1 −2 , and so the effect of spectral broadening in
(c) should be even more severe than in (b). Although each harmonic in (c) is
clearly separated by 2 ω1 , their chirp rate could be so large that its value is
ambiguous to determine.
To find out if the cutoff harmonics in Figure 4.2 (c) are in fact chirped or
not, we have added a positive control chirp b1 to the 3-cycles/FWHM driving
A
field to compensate for their negative chirp bSF
= −1450 meV f s−1 of the
q
39th harmonic (39H). As we have shown in Section 3.4, the dipole chirp in the
q-th harmonic beyond the cutoff can be eliminated if we let the chirp rate of
A
the driving pulse be b1 = −bSF
/q. In (d) of Figure 4.2, the 3-cycles/FWHM
q
1
−1
A
driving laser is given a positive chirp rate b1 = −bSF
39 /39× 2 = +18.6 meV f s
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which compensates for the negative dipole chirp of the 39H by half. The TFR
in (d) shows a large negative chirp, indicating that those cutoff harmonics have
had an even larger negative chirp in (c). Furthermore, in (e) of Figure 4.2, we
−1
A
to completely remove the dipole
have let b1 = −bSF
39 /39 = +37.2 meV f s
chirp of 39H in (c). The TFR of E39 (t) in (e) is a well-resolved and shows no
chirp, which means that the SFA prediction (4.3) of the dipole chirp rate is
correct even when the driving laser pulse is only 3 cycles/FWHM long.4
Our observations using TFR in this section showed that the high harmonics
driven by the 3-cycles/FWHM driving laser are in fact chirped by the amount
predicted by the SFA in the adiabatic limit, given in (4.3). The reason why
we failed to determine the dipole chirp of individual harmonics driven by the
3-cycles/FWHM laser pulse from the 3D-SAE model (Table 1) is because a
rapid variation of the 3-cycles/FWHM driving laser induces an extremely large
dipole chirp to high harmonics, and the resulting spectral broadening causes
the neighboring harmonics to overlap and prevents us from accessing the phase
information of individual harmonics.

4.3 Effects of a Chirped Fundamental Field
In Figure 4.3, we re-plot the TFR of 39H as we change a compensating
positive chirp in the driving laser pulse from (a) b1 = 0, through (b) b1 =
1
SF A
A
−bSF
39 /39 × 2 , and to (c) b1 = −b39 /39. The curious thing about this figure
is that the central frequency of high harmonics shifts in the negative direction
when a positive chirp has been added to the driving field. The amount of shift
in the central frequency δωo after the complete elimination of dipole chirp in
39H in (c) is almost as large as ω1 .
Why does the positive chirp in the driving laser cause the negative shift
in the high harmonic frequency? To answer this question, let us carefully
consider the way in which we manipulate the dipole chirp. First of all, the
frequency of a chirped driving pulse is given by
ω1 (t) = ω1 + b1 t ,

(4.6)

where b1 is the rate of the control chirp we add. Therefore, the ponderomotive
energy Up (t) of an electron in the driving laser field E1 (t) = |E1 (t)| sin ω1 (t) t
is
I1 (t)
|E1 (t)|2
Up (t) =
=
(2µ
c)
.
(4.7)
o
4 ω1 2 (t)
4 ω1 2 (t)
4

Assuming that 39H is gaussian and has the FWHM duration of ∼ 2 f s in the time domain, its minimal spectral width estimated by the equation (2.16) when b39 = 0 (unchirped)
is ∆ωq ' 910 meV = 0.6 ω1 , which is in good agreement with the spectral width of 39H in
(e) of Figure 4.2.

45

Figure 4.3: The TFR of 39H driven by the 3-cycles/FWHM laser pulse with
SF A
A
(a) no chirp, (b) b1 = − 21 bSF
39 /39, and (c) b1 = −b39 /39. The shift in the
central frequency of the 39H is indicated by δωo .
Notice that the time-dependence of Up (t) comes from the frequency ω1 (t) as
well as the intensity I1 (t) of the driving pulse. Therefore, we must rewrite the
SFA approximation for the time-dependent phase (4.1) as
Φq,j (t) ' −αq,j (t) I1 (t) ,

(4.8)

whenever the driving laser pulse is chirped. Accordingly, the dipole chirp of
the q-th high harmonic field has two nonzero terms, such that
δωq,j (t) = −

∂
∂I1 ∂αq,j
Φq,j (t) = αq,j (t)
+
I1 (t) .
∂t
∂t
∂t

(4.9)

When the control chirp is positive (b1 > 0), the first term in (4.9) gives
the linear chirp bq t (bq < 0), and the second term gives the negative shift δωo
of the central frequency, as we shall show below. The second term gives the
negative shift δωo of the central frequency, as we will show below. The second
term in (4.9), however, would be negligible unless the control chirp b1 we put
in the driving field to eliminate the dipole chirp is extremely large, such as
when we use few-cycle driving laser pulses.
To show the origin of the negative frequency shift, let us write the dipole
phase of the q-th cutoff harmonic as (Section 2.2)
Φq,2 (t) ' −3.2

Up (t)
.
ω1 (t)

(4.10)

Then, the proportionality factor αq,j (t) in (4.8) beyond the cutoff is uniquely
determined as
2µo c
αq,2 (t) = 3.2
.
(4.11)
4 ω1 3 (t)
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Figure 4.4: Time-dependent frequency of the 39th harmonic. Red lines
take into account for the time-dependency of α39,2 (t), while gray lines don’t.
A
Dashed lines are when b1 = 0 and solid lines are when b1 = −bSF
39 /39. The
dotted line in the background is time-profile of a gaussian function which can
be thought of as the intensity of the 39th harmonic field.
If αq,2 (t) were independent of time as given in (2.26), then the timedependent frequency of the 39th harmonic (which is in the cutoff where j = 2)
would be
∂I1
.
(4.12)
δω39 (t) = 39 b1 t + α39,2
∂t
This is shown in Figuer 4.4 using gray lines for for b1 = 0 (dashed) and for
A
b1 = −bSF
39 /39 (solid). Comparing the dashed line with the solid line, we see
that the negative chirp is fully compensated after the chirp manipulation. If
we take into account for the fact that α39 (t) is indeed time-dependent as given
in (4.11), then
δω39 (t) = 39 b1 t + α39,2 (t)

∂I1 ∂α39,2
+
I1 (t) .
∂t
∂t

(4.13)

A
This is shown as red lines for b1 = 0 (dashed) and for b1 = −bSF
39 /39 (solid)
in Figure 4.4. We see that the frequency is shifted to the negative direction
by the same amount δωo as in Figure 4.3.
The dependency of Φq,j (t) on ω1−3 (t) implies that the negative frequency
shift δωo of high harmonics due to a positively-chirped driving pulse would be
substantial when a driving laser has a long wavelength, such as the midinfrared
laser used by DiMauro and his collaborators [95]. We therefore predict that
this effect should be observed experimentally.
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4.4 Summary
To summarize, we studied the time-frequency behavior of cutoff harmonics
generated by few-cycle laser pulses. When the driving pulse is 3 cycles/FWHM
long, we found that the resulting spectra overlap due to their large dipole
chirp, so that the chirp of individual harmonic cannot be determined from the
time-domain analysis alone. By adding a positive chirp which compensates for
the negative chirp of 39th harmonic (39H), we reduced its spectral width and
showed that 39H is indeed chirped as predicted by the SFA. This demonstrates
that the adiabatic approximation is valid even if the driving laser pulse is as
short as 3 cycles per FWHM. Furthermore, we found that the positive chirp
we add to remove the dipole chirp induced by a few-cycle driving pulse causes
a substantial negative shift in the central frequency of cutoff harmonics. This
is because the time-dependent frequency ω1 (t) of the driving pulse alters the
energy scale of the electron dynamics during HHG. The time dependence of
Φq,j (t) due to I1 (t) and positively-chirped ω1 (t) leads to the negative linear
chirp and the negative shift of central frequency, respectively, in the q-th high
harmonic field.
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Chapter 5. Attophysics
In this chapter, we study some dynamical processes on sub-femtosecond
time scale, which might soon become measurable in the time-domain with the
advancement of attosecond pulse synthesis based on HHG (Section 1.3).
In Section 5.1, the wavepacket motion of an active electron driven by a
single-cycle laser pulse will be investigated by using the 3D-SAE model of
HHG [44, 49]. We will find that, when the driving laser is only one-cycle long,
the dipole spectrum shows the evidence of interference between the degenerate
electron paths [81]. Then, we will employ the simpleman’s theory (Section 1.2)
and calculate the electron motion according to Newton’s 2nd law, which gives
wonderful insights to interpret the 3D-SAE results.
In Section 5.2, we will calculate the time-dependent ionization probability
of an atom driven by a few-cycle driving laser pulse according to the 3DSAE model of HHG. The ionization probability is important when solving
the propagation equation for the driving laser of HHG (Section 1.2), as the
refractive index of media depends upon the density of ionized electron in the
interaction region of HHG [56]. We will discuss how to estimate the amount
of ionization induced by the short laser pulse continuously during HHG. We
will also show that the ionization probability calculated using the AmmosovDelone-Krainov (ADK) theory [83] can be corrected in an empirical manners
to reproduce the SAE result.
In Section 5.3, we consider the time evolution of a double gaussian wavepacket
(a.k.a. Schrödinger’s cat state) in 1D free space, where the TDSE is exactly
solvable. The complete description of a wavepacket will be given as a function of both position and momentum, namely, the Wigner distribution [84].
Then, we will find that the time-evolution of the wavepacket progresses on
sub-femtosecond time scale.

5.1 Electron Driven by Single-cycle Pulses
Figure 5.1 shows dipole spectra generated from neon, driven by a gaussian,
810 nm, single-cycle laser pulse (∼ 2.7f s/FWHM) of intensity 1×1015 W cm−2 ,
calculated from the solution of the 3D-TDSE based on the SAE [44, 49]. The
laser is linearly polarized along the z-axis, so that the corresponding atom-laser
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Figure 5.1: Dipole spectra of neon, driven by a single-cycle laser pulse.
The CEP of a sine driving laser is set to (a) zero or (b) π/2.
interaction hamiltonian is
~ 1 (t) = −E1 f (t) (r cos θ) sin(ω1 t + φ1 ) ,
HI = −~r · E

(5.1)

where f (t) is a gaussian envelope given in (2.4), and φ1 is the CEP of the
driving laser field (Section 1.3.2). It is set to (a) φ1 = 0 or (b) φ1 = π/2 for
Figure 5.1. The cutoff order predicted by the cutoff law (2.9) is 141.
The dipole spectra in Figure 5.1 look very different from the multi-cycle
driven dipole spectrum (e.g., Figure 3.1). First of all, the cutoff energy (∼
110 ω1 ) in (a) is much smaller than the cutoff-law prediction (141 ω1 ). The
continuous spectrum of the cutoff harmonics suggests that they are emitted in a
single burst of radiation [43]. Moreover, in both (a) and (b), the spectral peaks
in the upper plateau are not harmonic. In fact, their separation increases with
their energy. We will show later in this section that this increasing separation
of spectral peaks is an evidence of interference between the degenerate electron
wavepackets whose relative delay depends on their energy. Finally, there seem
to be more than one cutoff, which are labeled as 1 and 2 in the figures, and
the intensity before the first cutoff is significantly higher than the one beyond.
According to the simpleman’s theory of HHG (Section 1.2), the atomic
electron driven by an intense laser field evolves in the following 3 steps [50, 51].
50

1

120

0.02

100
80
60

0.01

40
20
0

-1

-0.5

0
0.5
Time [cycle]

1

0

Return Energy [in units of wo]

(a)

2

160

2

140

0.03

(b)

120

0.02

100

1

80
60

0.01

40
20
0

-1

-0.5

0
0.5
Time [cycle]

1

0

Driving Field Intensity [au]

140

Driving Field Intensity [au]

Return Energy [in units of wo]

0.03

160

Figure 5.2: The total energy of a free electron in the laser field when it comes
back to the nucleus is found from Newton’s 2nd law and plotted as a function
of its release time (open circle) or its return time (filled circle). The driving
laser has the same setting as in Figure 5.1 and the CEP of (a) φ1 = 0 or (b)
φ1 = π/2. The driving laser intensity and its envelopes are shown as solid and
dotted lines in the background. The solid lines (labeled as 1 and 2) correspond
to the electron paths contributing the cutoff energy in Figure 5.1.
That is, it (i) tunnel-ionizes from the atom when the field distorts the binding
potential, (ii) gains kinetic energy while being accelerated by the field, and (iii)
transfers its total energy to photon if returning to the ground state. Assuming
zero initial velocity, Newton’s 2nd law predicts the maximum return energy
of an electron inside the laser field of peak strength E1 and frequency ω1 to
be Ip + 3.17 Up , where Ip is the ionization potential of a source atom and
2
Up = 4Eω11 2 is the ponderomotive energy. With a multi-cycle driving laser, this
3-step process repeats itself every half the optical period, which makes the
resulting dipole spectrum to be periodic peaks separated by 2 ω1 . When the
driving laser pulse is only 1-cycle/FWHM long, however, the periodicity of the
3-step processes is lost, and so is the harmonicity of dipole spectrum [81].
To understand why the dipole spectrum exhibits such particular features
as in Figure 5.1 when driven by a single-cycle laser, let us consider the motion
of an electron in the z-direction according to the simpleman’s theory. From
Newton’s 2nd law, z̈ = F (t)/m with F (t) = −e E1 (t). In atomic units, m = 1
and e = 1 so that
z̈ = −E1 sin ω1 t .
(5.2)
Following the simpleman’s theory, we assume that the electron has no initial
velocity when it tunnels out of the atom. For each release time, the subsequent
motion of an electron is different because the electric field strength E1 (t) of
a pulsed laser varies with time. It may or may not come back to the nucleus
(z = 0), but if it does, then we record its kinetic energy at the time of return.
In Figure 5.2, we plot the total energy of an electron (i.e., the kinetic
energy plus the ionization energy) predicted by (5.2), as a function of release
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Figure 5.3: The enlarged view of (a) in Figure 5.2.
In every half
cycle (∼ 1.35 f s) of the driving field, there are two electron paths predicted by
Newton’s 2nd law that lead to the same return energy below the cutoff. One
has shorter traveling time than the other, and therefore they are called ’short’
and ’long’ paths by convention. Selected short and long paths are shown in
dotted and solid lines, respectively.
time (open circles) or of return time (filled circles). The driving laser has a
CEP of (a) φ1 = 0 or (b) φ1 = π/2, and all the other laser settings as in Figure
5.1. From these figures, we can immediately see that the highest cutoff energy
(labeled as 2) of dipole spectra in Figure 5.1 corresponds to the maximum
energy that a returning electron could have. In (a), the amplitude of the
driving laser is zero at the intensity peak, which makes the cutoff energy of
electron fall short of the predicted value (141 ω1 ). In (b), on the other hand,
the lower cutoff (labeled as 1) comes from the electron that is released in the
half-cycle nearest to the peak of a driving pulse. Most electrons are released
during this cycle, which accounts for the high intensity of dipole spectra below
the lower cutoff compared to one below the upper cutoff (labeled as 2).
Figure 5.3 shows the electron paths of Figure 5.2 (a) around the intensity
peak. There are two families of electron paths that lead to the same return
energy below the cutoff, and they are labeled as ’short’ and ’long’ according to
their traveling time in the field. This is in accordance with the path-integral
theory based on the SFA, which predicts that the main contribution to dipole
spectrum comes from the two shortest electron paths that can be traveled in
less than one driving laser cycle [52, 53]. Moreover, we see that the time-delay
between the short-path emission and the long-path emission decreases as the
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return energy increases. When these two paths interfere, then the separation
between each peaks in the spectral domain would increase with the return
energy, as it is in Figure 5.1. With multi-cycle driving laser, the interference
between one half-cycle and another creates the harmonic patterns in the dipole
spectrum. This cycle-by-cycle interference is so strong that the interference of
short and long paths on sub-cycle time scale does not appear in the harmonic
spectrum unless the driving laser is only 1-cycle/FWHM long. The pathintegral theory also predicts that the short paths become unphysical beyond
the cutoff, and thus only the long paths contribute to the cutoff harmonics [53].
The radiation above the cutoff energy is therefore a single burst temporally
confined within the half-cycle nearest to the peak of driving laser pulse. The
continuous spectra above the cutoff in Figure 5.1 confirm this.
Even more convincing evidence of two electron-paths interference is found
in Figure 5.4 and Figure 5.5. Here, solid lines show the intensity of several
spectral peaks in Figure 5.1 (a) and (b) in the time domain. Their peaks should
correspond to the return time of the electron. They are found by multiplying
the dipole spectrum with a square window and inverse-Fourier transforming
it back to the time domain. The spectral range selected by the window is
10 ω1 wide, and its energy ascends from (a) to (h). On the other hand, filled
circles show the return energy of an electron predicted by (5.2) as a function of
return time. Given a range of spectrum (marked by two horizontal lines), their
emission times according to Newton’s 2nd law can be found by intersecting
the horizontal lines with the filled circles.
When the energy of selected spectrum is below the cutoff in Figure 5.4 and
Figure 5.5, there are two distinct emission times corresponding to either the
short (S) or the long (L) electron path. The relative delays between the S and
L emissions become shorter as the return energy of an electron increases, and
they merge into one at the cutoff. After reaching the first cutoff, the emission
time moves to a different half-cycle that is before the pulse peak since the
return energy above the first cutoff can be produced only in that half-cycle.
The radiation yield in the second cutoff, however, is significantly less than in
the first cutoff, as we have seen in Figure 5.1. In addition, it is important
to notice that the emission from the atom predicted by the 3D-TDSE (solid
line) reflects the strength of driving field in each half-cycle and shows which
half-cycle produces most electrons for a given return energy. On the contrary,
Newton’s 2nd law (filled circles) does not predict the relative importance of
each half-cycle.
We now know the fringe pattern in Figure 5.1 is an evidence of the interference between the two electron paths. In fact, since our calculation is based on
the SAE, Figure 5.1 shows that an electron interferes with itself while traveling
through different paths. This is a truly quantum effect, but there is definitely
a close analogy between Figure 5.1 and Young’s double-slit experiment. In
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Figure 5.4: Emitted pulses from neon. When a range of spectrum in
Figure 5.1 (a) is multiplied by a square window of width 10 ω1 and backtransformed into the time domain, we obtain the time profile of their emission.
Two horizontal lines show the selected range, and the solid line shows the
intensity of emitted field as a function of time. Filled circles show the return
time of an electron as a function of return energy, obtained from Newton’s 2nd
law, which allows us to identify the separate contributions from the short (S)
and the long (L) paths.
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Figure 5.5: The same as in Figure 5.4 but for the spectrum in part (b) of
Figure 5.1. (a)-(c): The half-cycle that is just after the pulse peak produces
more returning electrons than any other half-cycles, which is why the dipole
spectrum below 80H has much higher intensity than the ones above in Figure
5.1. (d)-(h): Beyond 80H, on the other hand, the cycle that is right before the
pulse peak produces most of the returning electrons.

55

0.1

70
0.05

60
50

Control Pulse
0

40
Long

30

Short

-0.05

Driving Laser Field [au]

Return Energy [in units of wo]

80

20
10

-0.1
-1

-0.5

0

0.5

Release Time [cycle]

Figure 5.6: Principle of path-control on sub-cycle time scale. When
a single, ultrashort pulse (solid line) is added in coincident with the release
time of short electron paths to the driving laser field (dotted line), electrons
are more likely to follow the short path than the long-path to attain the same
return energy (open circles).
Young’s experiment, the interference pattern on the screen beyond the slit
disappears when one of the slit is closed. Similarly, if we can somehow select
only one of the degenerate electron paths in single-cycle laser field, then the
fringe in the dipole spectrum should disappear.5
The collaboration of LSU and ETH in Zürich found in 2003 that the APT
can microscopically select the short-path contribution to high harmonics of
helium atoms [98]. That is, when the APT is added synchronously to the
driving laser during the HHG of a helium atom, the short-path contribution
can be enhanced by two to four orders of magnitude. In order to effectively
select the short-path contribution, the timing of APT must be adjusted so that
they are in coincident with the release time of short paths in each half-cycle.
Similarly, by using the attosecond control pulse, we should be able to select
the short electron path in a single-cycle laser field and eliminate the fringe
pattern in dipole spectrum.
As an example, let us consider a helium atom driven by a single-cycle laser
pulse of frequency 810 nm, peak intensity 5 × 1014 W cm−2 and zero CEP. The
5
In 2005, a double-slit type experiment in a strong laser field was demonstrated by
Lindner et.al., who measured the cycle-by-cycle interference pattern in the photo-electron
spectrum (i.e., the number of photo-ionized electrons as a function of their kinetic energy)
by using a few-cycle driving pulse [97].
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Figure 5.7: Dipole spectrum of a helium atom, driven by a single-cycle laser
pulse (810 nm, 5 × 1014 W cm−2 ) is calculated from 3D-TDSE. Solid line shows
the spectrum generated with an attosecond control pulse (Figure 5.6) added
to the driving field, and dotted line shows the one without.
cutoff order predicted by the cutoff law for such a system is 79 ω1 . The scheme
for the short-path selection on sub-cycle time scale is illustrated in Figure 5.6.
The control pulse (solid line) will be 0.1 cycle/FWHM long (∼ 270 as) and set
around the release time of short electron paths as predicted from Newton’s 2nd
law (open circles). We set its frequency be 15 ω1 , slightly below the ionization
threshold energy of helium atom. Since we are interested in the interference
between the short and long path on sub-cycle time scale, it is desirable to use
a single burst of attosecond pulse instead of APT to avoid having the cycle-bycycle interference. Furthermore, the pulse must be inside the half-cycle that
is nearest to the peak of a driving laser (dotted line), since most electrons are
released in that half-cycle.
In Figure 5.7, we plot the dipole spectrum of helium generated with and
without control using solid and dotted lines, respectively, according to the
path-control scheme in Figure 5.6. We find that the fringe pattern in the
lower plateau is significantly reduced after the control, indicating that the
short-path selection was successful in this energy range. Furthermore, the
intensity of dipole radiation has increased by more than 2 orders of magnitude
after the short-path selection using an attosecond control pulse.
Finally, in Figure 5.8, we plot the time profile of emitted pulses found by
inverse Fourier transforming a selected range of plateau spectrum in Figure
5.7. The left column shows the pulses from the spectrum generated without
the path control, where the two bursts associated with short (S) and long (L)
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Figure 5.8: Emitted pulse of helium, with or without the path control.
A selected range of dipole spectrum in Figure 5.7 is inverse Fourier transformed
into the time domain. The left column shows the emitted pulses generated
without the attosecond control, and the right column shows the ones with the
control. The selected range is specified by two horizontal lines, and filled circle
shows the return time as a function of return energy predicted by Newton’s
2nd law.
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are clearly visible. In (a-2) and (b-2), on the other hand, the pulses from the
lower plateau spectrum shows only the short-path contribution because of the
path control. However, the short-path selection does not work very well in
(c-2) and (d-2). This is because the temporal separation between the short
and long paths for upper plateau spectrum is too short to resolve with the
270 as control pulse we used.
To summarize this section, we have found that dipole spectrum of atom
driven by a single-cycle pulse is not harmonic but exhibits the interference due
to the short and long paths of an electron. The TDSE results were explained by
using the classical dynamics of electron in a pulsed laser field.6 Moreover, by
sending an attosecond pulse in conjunction with the single-cycle driving pulse
to the atom, we were able to select only the short electron path, which resulted
in the disappearance of the interference pattern in the dipole spectrum.

5.2 Ionization on Sub-cycle Time Scale
When an intense, femtosecond laser pulse interacts with a gas of atoms,
valence electrons can tunnel-ionize and be accelerated by the field. If they
recombine with the parent ions, then their accumulated kinetic and ionization
energies are released as high-harmonic radiation (Section 1.2). The ionization
of target gas atoms is therefore essential to HHG in the single-atom level.
However, the ionization also brings serious limits to conversion efficiency of
HHG. First of all, if the intensity of the driving laser is too high to sustain the
periodic recombination processes, all the atoms will be permanently ionized
without producing any high harmonics at all. Furthermore, a certain number
of free electrons are always present in the interaction region of HHG even
at moderate intensities, and they affect both the spatial and the temporal
~ 1 (~r, t) as it propagates through the
coherence of the pulsed driving field E
ionizing medium [39].
~ 1 (~r, t) propagates forward in space with the phase
In each time step, E
velocity c/n1 , where n1 (< 1) is called the index of refraction. The accurate
calculation of the free electron density Ne (~r, t) is an important problem in HHG
because Ne (~r, t) makes a negative contribution to n1 . The focused driving
laser beam produces more free electrons at on-axis and less at off-axis of the
beam, and the resulting spatial variation in the index of refraction n1 (~r) causes
~ 1 (~r, t) during propagation [99]. This is
defocusing of the driving laser field E
because fields propagating through the ionized media acquire a phase shift that
~ 1 (~r, t) propagates
is proportional to the phase velocity c/n1 [100]. While E
6

The classical calculation of electron dynamics has also been used in the recent papers
by Sansone et.al. to explain the adiabatic effects on high harmonics driven by few-cycle laser
pulses [94]. Their publication (2004) coincided with my study presented in this section and
helped me understand how to interpret my own results in terms of classical mechanics.
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through the gas jet, its phase shift due to free electrons advances more at
~ 1 (~r, t) gains a positive wavefront
on-axis and less at off-axis. As a result, E
curvature and diverges. On the other hand, the rapid ionization of each atom
driven by the short driving pulse leads to the time dependence in the index of
refraction n1 (t). This effect, called the self phase modulation (SPM), is known
to create a blueshift [101, 102] and a positive chirp [103, 104] in the driving
laser frequency.
The SPM-induced blueshift in few-cycle pulses propagating through a gas
of ionized krypton atoms was measured by Krausz and his collaborators recently, and their result showed more than 30 % difference in the driving laser
frequency (from 750 nm to 550 nm in wavelength) when the pulse intensity was
at its peak [105]. The presence of such a substantial blueshift is an evidence
that the ionization driven by a few-cycle pulse is temporally confined to less
than one half-cycle of the driving field (∼ 1 f s) since the amount of blueshift
is proportional to the rate of change in Ne (~r, t) [101].
~ 1 (~r, t)
To find how much SPM-induced blueshift is in the driving laser field E
~ 1 (~r, t) in parallel with the
of HHG, one must solve the wave equation for E
calculation of ionization probability P (t) for individual atoms at various points
in the interaction region [55, 56]. Each point in space has a different singleatom response because of the spatial variation of both atomic density and
driving laser intensity. Then, from these single-atom calculations, the free
electron density Ne (~r, t) at time t is found, which contributes the source term
to the wave equation for the driving laser field as follows [101].
~ 1 (~r, t) −
∇2 E

4π e2 Ne (~r, t) ~
1 ∂2 ~
E
(~
r
,
t)
=
E1 (~r, t) ,
1
c2 ∂t2
c2
m

(5.3)

where m and e are the mass and charge of an electron, and c is the speed of light
in free space. Solving (5.3) is a computationally demanding task if we solve
TDSE for single-atom response to obtain the free-electron density Ne (~r, t).
Instead, we could use the analytic formula predicted by the Ammosov-DeloneKrainov (ADK) theory based on the WKB approximation [83]. This is the
topic of an upcoming publication (in progress). In this section, I will discuss
how to calculate Ne (~r, t) from the TDSE or from the ADK theory.
The free electron density Ne (~r, t) for the wave equation (5.3) is found from
the ionization probability P (t) of an atom at various points in the laser beam.
It is a rapidly changing function of time due to high intensity and short duration of a driving laser pulse. When using the multi-cycle driving pulses, we
can estimate the cycle-averaged ionization probability of an atom from the
ground-state (GS) depletion. The GS population is found by projecting a solution Ψ(~r, t) of the 3D-TDSE for an atom interacting with the laser field onto
its ground state Ψ(~r, 0) (Appendix C). We may evaluate it every half-cycle of
the driving laser field when the field strength is zero. Then, the GS depletion
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in each half-cycle is equal to 1 minus the GS population, i.e.,
Z
2
3
∗
PGS (t) = 1 −
d ~r Ψ (~r, t) Ψ(~r, 0) .

(5.4)

Open circles in Figure 5.9 show the GS depletion PGS (t) of an atom according to the 3D-TDSE. The atom is driven by a pulsed laser (gaussian, sine,
810 nm) whose FWHM duration is set to either 10 cycles or 1 cycle. The
peak-intensities are 1.5 × 1015 W cm−2 for helium, 1 × 1015 W cm−2 for neon,
and 3 × 1014 W cm−2 for argon. If we draw a smooth line through those open
circles, then the slope of the line would correspond to a cycle-averaged ionization rate.
When using few-cycle driving laser pulses, however, the cycle-averaging of
ionization probability becomes questionable because the intensity of a fewcycle laser is very different from one cycle to another, and so is the electron
dynamics in each cycle [106]. This is especially true when the atom is driven
by a single cycle laser as shown in (b), (d) and (f) of Figure 5.9. Here, we
immediately notice that the information from the GS depletion (open circles)
is too sparse to describe the electron dynamics on sub-cycle time scale. Also
worth noting in Figure 5.9 is that the GS depletion significantly decreases
when driven by a single laser pulse. This is in agreement with experiments
using few-cycle laser pulses, which showed that shorter driving laser minimizes
ionization and improves the conversion efficiency of HHG [41, 42].
As an alternative to PGS (t), we could estimate the ionization probability of an atom from the electron density that is sufficiently away from the
nucleus. Each time the GS depletion was found for atoms driven by the 10cycles/FWHM pulse in Figure 5.9, we calculated the density of an active electron outside the 10, 30, and 50 Bohr radii from the center of atomic potential,
as well as the density of electron that is absorbed into a gobbler at the boundary of numerical integration. (For definition of the gobbler, see Appendix C.)
They are shown in (a), (c), and (e) of Figure 5.9 as various kinds of lines.
From those lines, we see that the density profile outside 10 Bohr radii (solid
line) follows the GS depletion (open circles) very well. The density outside 30
and 50 Bohr radii match the GS depletion after some delays, which reflects
the time that an active electron takes to drift into these outer radii after being
excited. The gobbled density (dot-dashed line) eventually converges to the GS
depletion also, which shows that the electron does not return to the core but
frees into infinity once reaching the 10 Bohr radii.
The electron densities outside the various radii and in the gobbler are also
calculated for atoms driven by a single cycle pulse and plotted in (b), (d),
and (f) of Figure 5.9. In these figures, however, the densities are evaluated
not just once but many times per half-cycle to show the electron dynamics on
sub-cycle time scale. For example, the density outside the 10 Bohr radii (solid
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Figure 5.9: The ground-state depletion (open circles) of an atom and the
electron density outside the 10 (solid line), 30 (dotted line), or 50 (dashed
line) Bohr radii are shown. Also shown is the electron density absorbed into
the gobbler at the boundaries (dash-dotted line). The driving laser (gaussian,
sine) is at 810 nm whose corresponding period is 2.7 f s. The source atoms
and the peak intensities are (a) and (b): helium, 1.5 × 1015 W cm−2 , (c) and
(d): neon, 1 × 1015 W cm−2 , and (e) and (f): argon, 3 × 1014 W cm−2 . The left
column shows the result with a 10-cycles/FWHM driving laser, and the right
column shows one with a single-cycle driving laser.
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line) shows that the ionization in each half-cycle progresses stepwise, i.e., a
rapid increase of electron density is followed by a relaxation around when the
driving laser amplitude is zero. Moreover, at larger radii (dotted and dashed
lines), we can observe the effect of an electron wave packet being driven in
and out on sub-cycle time scale as the laser field changes its direction. Yet,
they eventually converge to the GS depletion after sufficient time (not shown),
which indicates that, even with single-cycle driving laser pulses, the electron
does not return to the core once reaching 10 Bohr radii. Therefore, in order
to estimate the ionization probability P (t) of an atom on sub-cycle time scale,
we could use the free electron density outside the 10 Bohr radii found from
the 3D-TDSE.
When solving the propagation equation for HHG, it is more efficient to
estimate the free electron density from simple models and not from the 3DTDSE. Therefore, I will calculate the ionization density using the analytic
formulas next and test their validity against the 3D-TDSE prediction.
The ionization of an atom driven by an intense laser field is said to be in
the tunneling regime when
s
Ip
 1,
(5.5)
γ=
2Up
2

where Ip is the ionization potential of the atom, and Up = 4Eω11 2 is the cycleaveraged ponderomotive energy of an electron in the laser field of peak strength
E1 and frequency ω1 . The parameter γ is called the Keldish parameter [107].
When γ  1, on the other hand, the multi-photon ionization dominates over
the tunneling ionization [45]. In Figure 5.10, we plot γ for helium (He), argon
(Ar), and neon (Ne) as a function of peak driving-laser intensity I1 (∝ Up ).
In general, the ionization probability of an atom is given by
P (t) = 1 − e−

Rt
−∞

w(t0 )dt0

,

(5.6)

where w(t) is the ionization rate of the atom. If the system is in the tunneling
regime (γ  1), then w(t) can be estimated by using the Ammosov-DeloneKrainov (ADK) theory based on the WKB approximation [83]. In particular
with multi-cycle driving laser pulses, the ionization rate predicted by the ADK
theory can be averaged over the laser cycle. In Appendix D, we give the cycleaveraged ADK rate of intense-field ionization w̄ADK (t) which is known to be
valid for a broad range of γ, up to ∼ 0.5 [96].7
Figure 5.11 shows the ionization probability of an atom found from the
cycle-averaged ADK rate (Appendix D). The driving laser (gaussian, sine,
7

For the cycle-averaged ionization rates, analytical expression that is valid for the intermediate regime γ ∼ 1 also exists; for example, see [108, 109].
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Figure 5.10: Keldish Parameter.
810 nm) is 10-cycles/FWHM long for each case. The ground-state (GS) depletions according to the 3D-TDSE are drawn as open circles. The peak
intensities are set to (a) 1.5 × 1015 W cm−2 and (b) 3 × 1015 W cm−2 for helium,
(c) 1 × 1015 W cm−2 and (d) 2 × 1015 W cm−2 for neon, and (e) 3 × 1014 W cm−2
and (f) 5 × 1014 W cm−2 for argon. In (a) and (e), the agreement between the
GS depletion PGS (t) and the ionization probability PADK (t) is not very good.
For HHG driven by a few-cycle laser pulse, it is more appropriate to use
the instantaneous ADK rate than the cycle-averaged ADK rate, which is
−1/2

3 |E1 (t)|
w̄ADK (t) .
(5.7)
wADK (t) =
π(2Ip )3/2
In Figure 5.12, we plot the time profile of PADK (t) (dotted lines) when
atoms are driven by a single-cycle pulse (gaussian, 810 nm). The GS depletion
and the electron density outside the 10 Bohr radii are shown as open circles
and solid lines, respectively. The peak intensities used are 3 × 1015 W cm−2 for
helium, 2 × 1015 W cm−2 for neon, and 5 × 1014 W cm−2 for argon. As we have
seen in Section 5.1, electron dynamics driven by the single-cycle driving pulse
is sensitive to the CEP. The interaction hamiltonian due to the driving laser
field of our calculation varies as a sine function in time, as given in (??). The
left column of Figure 5.12 shows the results obtained when the driving laser
has zero CEP (sine driving field), and the right column shows the ones when
the CEP is π/2 (cosine driving field). As long as the final free electron density
is concerned, however, the difference caused by the CEP of the driving laser
pulse in these figures is negligibly small.
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Figure 5.11: Ionization Probability based on the ADK theory. The
driving laser (gaussian, sine, 810 nm) is 10-cycles/FWHM long. The cycleaveraged ADK prediction (dotted line) and the ground-state depletion according to 3D-TDSE (open circles) are shown for helium with the peak driving-laser
intensity of (a) 1.5 × 1015 W cm−2 and (b) 3 × 1015 W cm−2 , for neon with (c)
1×1015 W cm−2 and (d) 2×1015 W cm−2 , and for argon with (e) 3×1014 W cm−2
and (f) 5 × 1014 W cm−2 .
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Figure 5.12: Ionization probability of an atom driven by a single-cycle
pulse. Open circles are the GS depletion PGS (t), solid lines are the electron
density outside 10 Bohr radii, and the dotted lines are the prediction based
on the instantaneous ADK rates PADK (t). The dashed lines are obtained
by multiplying the relative difference PGS (∞)/PADK (∞) to the instantaneous
ADK prediction (dotted line). The left column shows the results when the
sine driving laser has no CEP, whereas the right column shows the ones when
CEP is π/2. The peak intensities are I1 = 3 × 1015 W cm−2 for helium, I1 =
2 × 1015 W cm−2 for neon, and I1 = 5 × 1014 W cm−2 for argon.

66

Our results in Figure 5.12 show that the instantaneous ADK prediction
(dotted line) overestimates the free electron density compared to the one implied from the GS depletion (open circles). To obtain a reasonable ionization
profile from the instantaneous ADK prediction, we can scale it down by multiplying a fractional difference PGS (∞)/PADK (∞), so that it would match the
GS depletion at time t → ∞. The ADK predictions modified in this way is
shown as dashed lines in Figure 5.12, and they follow the GS depletion very
well.
Figure 5.13 shows the fractional difference PGS (∞)/PADK (∞) as a function
of the peak driving-laser intensity. When the driving pulse is 10-cycles/FWHM
long, PADK (t) is evaluated by using the cycle-averaged ADK. We find that
the ionization probability predicted from the averaged-ADK rates for the 10cycles/FWHM driving pulse significantly deviates from the one according to
the 3D-TDSE whenever the peak intensity is moderately low so that γ > 1
(multi-photon regime). With a single-cycle driving laser pulse, on the other
hand, the PADK (t) is calculated from the instantaneous ADK rates (5.7). Unlike the results evaluated with cycle-averaged ADK, the fractional difference
found with instantaneous ADK rates has a ’dip’ before it converges at high
driving-laser intensities where γ  1.
Finally, in Figure 5.14, we plot the fractional difference PGS (∞)/PADK (∞)
for a neon atom driven by a 2 cycles/FWHM driving laser pulse with two
different CEPs. The results are independent of CEP in the driving laser pulse.
To summarize this section, we calculated the ionization probability P (t)
of an atom while it interacts with a pulsed laser field E1 (t). With a multicycle driving pulse, P (t) is usually found from the GS depletion which is
evaluated twice per cycle during the 3D-TDSE. With a few-cycle driving pulse,
however, we need to calculate the ionization probability on sub-cycle time
scale. Numerically, this can be done by using the ionization density outside
10 Bohr radii. Analytic predictions using the instantaneous ADK rates, on
the other hand, tend to overestimate the free electron yield, and therefore we
proposed to scale it down by multiplying a constant factor. Our calculation
also showed that the CEP of a few-cycle driving pulse does not affect the final
yield of free electrons.
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Figure 5.13: The fractional difference between the GS depletion PGS (t) and
the ionization probability PADK (t) predicted by the ADK rates at time t → ∞
is found as a function of peak driving-laser intensity. Results using the cycleaveraged ADK rates for 10-cycles/FWHM driving laser pulses are shown in the
left column, and the one using the instantaneous ADK rates for 1 cycle/FWHM
pulses are in the right column.
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Figure 5.14: The fractional difference between the ADK and the TDSE results
for neon, driven by a 750 nm, sine, 2-cycles/FWHM laser pulse of zero CEP
(filled circles) or π/2 CEP (open triangles).

5.3 Gaussian Wavepackets in Free Space
One of the goals in attophysics is the direct observation of electron dynamics
using a pair of sub-femtosecond light pulses (pump and probe). Because of the
broad spectral width of the pump pulse, a coherent superposition of eigenstates
of the system is prepared. The subsequent evolution the superposed state of
an electron is measured from the modification of the probe pulse due to the
non-stationary response of the system and recorded as a function of the pumpprobe delay. The scope of attophysics goes even beyond simple observations
and includes the coherent control of the dynamical processes, such as the
selection of electron path (Section 5.1).
In order to have a good physical insight into the time-resolved measurement of attosecond dynamics, it is essential to investigate simple, well-defined
model systems to allow for a direct comparison between theory and experiment. (For prototype studies in the area of coherent control using femtosecond
laser pulses, see [110].) In this section, we consider the time-evolution of a free
particle which has two equally probable spatial coordinates (= states), by using the exact solution of 1D-TDSE for a double gaussian wavepacket [111].
The solution is examined in phase space, where the state is represented as the
Wigner distribution [84]. The same approach is found in a paper by Facchi
et.al., where the effects of an interferometer or a magnetic field to the neutron
has been investigated using the Wigner distribution [112].
Experimentally, the double gaussian wavepacket has been constructed from
a trapped ion [113], a diatomic molecule [114], or an electron [115], by sending
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a sequence of ultrashort laser pulses. Moreover, the internuclear separation
R (position) and velocity vR (momentum) of the dissociating molecules were
measured by 20 f s laser pulses and used to reconstruct the Wigner distribution
[116]. The technique is called the quantum tomography, in analogy with the
tomographic images taken using NMR (nuclear magnetic resonance) in medical
diagnostics. Then, it has been predicted that the interference between the two
states of a diatomic molecule disappears when the driving laser pulses are not
locked in phase [117]. The interference in a superposed state of a particle is
a signature of quantum coherence. The clear interference pattern in Wigner
distribution, however, has not yet been observed. For a sufficient resolution in
quantum tomography, the attosecond pulses would be necessary.
5.3.1 Single Gaussian Wavepacket
When the potential energy of the system is zero throughout a space, the
system is said to be in free space. We consider the free space in 1D, where
the state Ψ of a particle of mass m evolves in time according to the following
Schrödinger equation.
−~2 ∂ 2
∂Ψ
= H Ψ(x, t) =
Ψ(x, t) .
i~
∂t
2m ∂x2

(5.8)

Given an arbitrary initial state Ψ(x, 0) of the particle, its subsequent evolution
is found as
Z ∞
Ψ(x, t) =
dx0 G(x0 , x; t) Ψ(x0 , 0) ,
(5.9)
−∞

where G(x0 , x; t) is the Green’s function for (5.8), given by [118]


r
m(x − x0 )2
m
0
exp −
G(x , x; t) =
.
i2π~(t − t0 )
i2~(t − t0 )

(5.10)

The motion of a particle in a classical mechanics could be compared with
the solution of TDSE that is tightly localized around the point x with a very
certain momentum p.8 In the coordinate representation, the state of minimal
uncertainty in both x = xo and p = ~ko is a gaussian function


1
(x − xo )2
hx|Ψi =
exp −
+ iko x ,
(5.11)
(2πσo 2 )1/4
4σo 2
which is called the gaussian wavepacket in general.
8

It is more appropriate to compare quantum mechanics for a single particle with classical
mechanics of an ensemble of particles [119]. Quantum mechanics is a statistical theory and
cannot predict the outcome of a single measurement. When we repeat the measurements
of identical systems many times, we obtain a distribution in agreement with the TDSE
prediction.
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Figure 5.15: 3D-plot of Wigner distribution of a gaussian wavepacket.
Letting (5.11) be the initial state in the equation (5.9), we obtain
hx|Ψ1 (t)i = Ψ(x, t)
"

2
#

1
−1
~ko
~ko
=
exp
x − xo −
t + iko x −
t
, (5.12)
(2πΣ2 )1/4
4σo Σ
m
2m
where


Σ ≡ σo

i~t
1+
2mσo 2


.

(5.13)

Accordingly, the probability density of a wavepacket is given by
"

2 #
1
−1
~ko
2
P (x, t) ≡ | hx|Ψ1 (t)i | =
exp
x − xo −
t
,
(2πσt 2 )1/2
2σt 2
m
where

"
σt 2 ≡ ΣΣ∗ = σo 2 1 +
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~t
2mσo 2

(5.14)

2 #
.

(5.15)

Figure 5.16: Contour plot of Wigner distribution of a gaussian
wavepacket.
By defining the quantum velocity by
vq ≡

~
,
2mσo

(5.16)

we may as well write
σt 2 = σo 2 + vq 2 t2 .

(5.17)

The momentum representation of a gaussian wavepacket is obtained by
taking the Fourier transform of (5.12); that is,
Z ∞
1
dx e−ikx Ψ(x, t)
hk|Ψ1 (t)i ≡ √
2π −∞
 2 1/4


2σo
i~t 2
2
2
2
=
exp −σo (k − ko ) −
(k − ko ) .
(5.18)
π
2m
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The probability distribution in the momentum space is therefore
 2 1/2


2σo
2
exp −2σo 2 (k − ko )2 ,
P (k, t) ≡ | hk|Ψ1 (t)i | =
π

(5.19)

which is time independent.
The complete description of a state is given by a function of both x and k,
namely, the Wigner distribution. It is defined as follows [119].

 

Z ∞
1
ξ
ξ
ikξ
∗
W (x, k, t) ≡
dξ e Ψ x + , t Ψ x − , t .
(5.20)
2π −∞
2
2
Substituting (5.12), we obtain
"
#

2
~k
1
−1
2
2
x − xo −
W (x, k, t) = exp
t − 2σo (k − ko ) ,
π
2σo 2
m

(5.21)

whose graphs with ~ = 1 = m, xo = 0 = ko and σo = 1 are shown in Figure
5.15 from t = 0 to t = 3 au.9 We plot its contours as well in Figure 5.16. These
figures show that, as time t progresses, W (x, k, t) spreads in the x-direction
but not in the k-direction. In other words, the uncertainty in position of a
particle grows indefinitely in free space according to TDSE.
5.3.2 Double Gaussian Wavepacket
The double gaussian wavepacket (or Schrödinger’s cat state) is defined as
a sum of two gaussian wavepackets (5.11) separated by a distance d. That is,
 



d
d
(2)
Ψ (x) ≡ N Ψ x −
+Ψ x+
,
(5.22)
2
2
where N is a normalization constant, given by
 
 2 −1/2
−d
.
N = 2 1 + exp
8σo 2

(5.23)

For simplicity, we shall let xo = 0 in Ψ(x) of (5.22). Also, we assume no phase
difference between the two wavepackets in (5.22). Then, from (5.9), we obtain
the time evolution of the double gaussian wavepacket to be
h 
N
vo i
Ψ(2) (x, t) =
exp
ik
x
−
t
(2πΣ2 )1/4
2
(
"
"

2 #

2 #)
−1
d
−1
d
x − vo t −
+ exp
x − vo t +
, (5.24)
· exp
4σo Σ
2
4σo Σ
2
9

1 au ∼ 27.2 attoseconds.
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Figure 5.17: 3D-plot of Wigner distribution of a double gaussian
wavepacket.
where Σ is defined in (5.13), and
vo =

~ko
.
m

(5.25)

Notice that (5.24) reduces to (5.12) in the limit of d → 0, as it should.
The probability distribution of a double gaussian wavepacket in the coordinate representation is then given by
P (2) (x, t) ≡ | x|Ψ1 (t)(2) |2
 



N2
d
d
= √
P x − ,t + P x + ,t
2
2
2πσt 2





2
vq td
−1
d
2
+ 2 exp
(x − vo t) +
cos
(x − vo t)
,
2σt 2
4
2σo σt 2

(5.26)

where P (x, t) is the distribution for a single gaussian (5.14). The variables vq
and σt 2 are defined in (5.16) and (5.17), respectively.
The last term in (5.26) is interpreted as the quantum interference between
the two humps of a double gaussian Ψ(2) (x). It is important to note that this
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Figure 5.18: The same as Figure 5.17, but the distribution is cut along x = 0
so that its negative portion can be seen.
interference term is not positive definite and therefore cannot be interpreted
as the probability distribution for the position x of a particle. Rather, it is
the signature of coupling between the two states, and its magnitude shows the
amount of quantum coherence in Ψ(2) (x).
Fourier transform of (5.24) gives
Z ∞
1
(2)
(2)
dx e−ikx Ψ(2) (x, t)
Ψ (k, t) = k|Ψ (t) = √
2π −∞


2 1/4
2σo
= 2N
π2






~ko
d
2
· exp −i
tk exp −σo Σ(k − ko ) cos (k − ko ) ,
(5.27)
m
2
where Σ is defined in (5.13). It then follows that
P

(2)

(2)

2

2

(k, t) = | k|Ψ (t) | = 4N P (k, t) cos

2




d
(k − ko ) ,
2

(5.28)

where P(k,t) is the distribution for a single gaussian, given by (5.19).
The Wigner distribution of a double gaussian wavepacket is obtained by
substituting (5.24) into (5.20). We find
 

d
(2)
2
W (x, k, t) = N W x − , k, t
2



d
+ W x + , k, t + 2 cos[(k − ko )d] W (x, k, t) , (5.29)
2
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Figure 5.19: Contour plot of Wigner distribution of a double gaussian wavepacket. The negative portion is drawn in warm color whereas the
positive portion in cold color.
where W (x, k, t) is the Wigner distribution of a single gaussian wavepacket,
given by (5.21). Figure 5.17 and Figure 5.18 show the Wigner distribution
from t = 0 to t = 6 au. The corresponding contours are shown in Figure
5.19. The interference term appears between the two gaussian humps, which
alternatively takes positive and negative values along the k-direction.
To summarize this section, we calculated the time evolution of a gaussian
wavepacket in free space. The complete solution is given as a Wigner distribution, which shows the probability distribution of position and momentum
simultaneously in the phase space. Our calculation showed that the evolution
of a wavepacket progresses on attosecond time scale. Moreover, we found that
the Wigner distribution of double-gaussian wavepacket contains an interference term, which is a measure of quantum coherence in the system.
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Chapter 6. Conclusion
The main results of my thesis are about the calculation and control of the
time-dependent instantaneous frequency (chirp) in a high harmonic field. In
our analysis, the high harmonic spectrum is obtained from the solution of
TDSE according to the SAE model. The numerical methods for TDSE are
presented in Chapter 2 by using the 1D-SAE calculation as an example.
In Chapter 3, we introduced the TFR of high harmonics, with which the
different electron-path components (j = 1, 2, · · ·) in each plateau harmonic
were identified, and the chirp rates associated with the two most dominant
electron paths were found as a function of harmonic order. The results for the
strongest component in TFR were found to be in a good agreement with the
’short’ electron-path solution (j = 1) predicted by the path-integral theory
based on the SFA approximation. Our result also showed that the second
most important contribution comes from the higher-order electron path and
not from the ’long’ path (j = 2). Also in Chapter 3, we demonstrated that
the amount of negative chirps in a high harmonic can be controlled by adding
a compensating positive chirp to the driving pulse.
In Chapter 4, we calculated the chirp rate of cutoff harmonics generated by
a few-cycle driving pulse and showed that the adiabatic approximation used
with multi-cycle driving pulses is still valid when the driving pulse is only 3cycles/FWHM long. Because the chirp rate of a high harmonic scales with the
inverse square of driving pulse duration, the high harmonics generated with
few-cycle laser pulses have very large chirps. As a result, their spectral peaks
tend to broaden and overlap, which obscures the determination of chirp rate
in each individual harmonic. Therefore, we tried compensating the negative
chirp in high harmonics by adding a positive chirp in the driving pulse to see
if their spectral width reduces in the way predicted by the SFA. Then, the
resulting spectrum was found to be well-resolved and unchirped. In addition,
we found that the positive chirp we add to the driving pulse induces a negative
shift in the central frequency of high harmonics. This result was explained in
terms of the SFA theory as follows. When the driving pulse has no chirp, the
time-dependence of the dipole chirp strictly comes from the temporal variation
of driving laser intensity, which leads to the negative linear chirp in high
harmonics. On the other hand, the chirped driving laser pulse creates an
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additional time-dependence in the dipole phase of high harmonics, which leads
to the negative frequency shift.
One of the potential applications of HHG is the synthesis of high harmonics into attosecond pulses. If successful, the attosecond pulses are going to
capture the electron dynamics in real time, extending the current field of femtochemistry to the next level, i.e., attophysics. In Chapter 5, we studied some
examples of attophysics which may become observable in the future by using
the attosecond pulses. In Section 5.1, the dipole spectrum of atoms driven
by a single-cycle pulse was investigated. Their emission time was found by
inverse-Fourier transforming the spectrum to the time domain. Then, it was
shown that the radiation of an atom driven by a single-cycle pulse has two
bursts which correspond to the return time of ’short’ and ’long’ electron paths
as predicted from the classical mechanics. The difference in their emission
times is less than half-cycle of the driving pulse (∼ 1 f s). Moreover, by sending a 270 as XUV pulse in addition to the IR driving pulse, we selected only
one of the electron paths contributing to plateau harmonics and made the
interference pattern in the resulting spectrum disappear, demonstrating the
principle of coherent control by attosecond laser pulses. In Section 5.2, we discussed how to calculate the ionization probability of an atom interacting with
femtosecond laser pulse as a function of time. When using a few-cycle driving pulse, the ionization progresses in less than half-cycle of field oscillation,
and thus cycle-averaging of ionization rate is not valid. Hence, we proposed
different schemes to find the ionization probability in the sub-cycle time scale,
which can be used to solve the propagation equation for the laser pulse in the
ionizing medium. In Section 5.3, the exact solution of 1D-TDSE was used to
calculate the time-evolution of a double-gaussian wavepacket in free space and
examined it in the phase space by using the Wigner distribution. We found
that the time scale of its evolution was about several tens of attoseconds.
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[85] C. F. M. Faria, M. Dörr, and W. Sandner, ”Time profile of harmonic
generation,” Phys. Rev. A 55, 3961-3963 (1997).
[86] Q. Su and J. H. Eberly, ”Model atom for multiphoton physics,”
Phys. Rev. A 44, 5997-6008 (1991).
[87] M. O. Scully and M. S. Zubairy, Quantum Optics, 148-149 (Cambridge
University Press, 1997).
[88] Z. Chang et.al., ”Temporal phase control of soft-x-ray harmonic emission,” Phys. Rev.A 58, R30-R33 (1998).
[89] M. B. Gaarde and K. J. Schafer, ”Space-time considerations in the phase
locking of high harmonics,” PRL 89, 213901 (2002).
[90] M. B. Gaarde and K. J. Schafer, ”Quantum path distributions for highorder harmonics in rare gas atoms,” Phys. Rev. A 65, 031406(R) (2002).
[91] M. Nisoli et.al., ”Compression of high-energy laser pulses below 5 fs,”
Optics Letters 22, 522-524 (1997).
[92] B. Ferguson and X. C. Zhang, ”Materials for terahertz science and technology,” Nature Materials 1, 26-33 (2002).
[93] M. Nisoli et.al, ”Effects of carrier-envelope phase differences of fewoptical-cycle light pulses in single-shot high-order-harmonic spectra,” PRL
91 213905 (2003).
[94] G. Sansone, et.al., ”Nonadiabatic quantum path analysis of high-order
harmonic generation: Role of the carrier-envelope phase on short and long
paths,” Phys. Rev. A 70, 013411 (2004).
[95] B. Sheehy et.al., ”High harmonic generation at long wavelength,” PRL
83, 5270-5273 (1999).
[96] F. A. Ilkov, J. E. Decker and S. L. Chin, ”Ionization of atoms
in the tunneling regime with experimental evidence using Hg atoms,”
J. Phys. B: At. Mol. Opt. Phys. 25 4005-4020 (2005).
[97] F. Lindner et.al., ”Attosecond double-slit experiment,” PRL 95, 040401
(2005).
[98] K. J. Schafer et.al., ”Strong field quantum path control using attosecond
pulse trains,” PRL 92 023003 (2004).
85

[99] M. Bellini, C. Corsi, and M. C. Gambino, ”Neutral depletion and
beam defocusing in harmonic generation from strongly ionized media,”
Phys. Rev. A 64, 023411 (2001).
[100] J. R. Reitz, F. J. Milford, and R. W. Christy, Foundations of Electromagnetic Theory, 4th ed., 518-519 (Addison-Wesley Publishing Company,
1993).
[101] S. C. Rae and K. Burnett, ”Detailed simulations of plasma-induced spectral blueshifting,” Phys. Rev. A 46 1084-1090 (1992).
[102] H. J. Shin et.al., ”Nonadiabatic blueshift of high-order harmonics from
Ar and Ne atoms in an intense femtosecond laser field,” Phys. Rev. A 63,
053407 (2001).
[103] J. -H. Kim and C. H. Nam, ”Plasma-induced frequency chirp of intense
femtosecond lasers and its role in shaping high-order harmonic spectral
lines,” Phys. Rev. A 65, 033801 (2002).
[104] H. T. Kim et.al., ”Chirp analysis of high-order harmonics from atoms
driven by intense femtosecond laser pulses,” J. Phys. B: At. Mol. Opt.
Phys. 37, 1141-1152 (2004).
[105] M. Hentschel et.al., ”Attosecond metrology,” Nature 414, 509-513
(2001).
[106] G. L. Yudin and M. Y. Ivanov, ”Nonadiabatic tunnel ionization: looking
inside a laser cycle,” Phys. Rev. A 64, 013409 (2001).
[107] L. V. Keldish, ”Ionization in the field of a strong electromagnetic wave,”
Soviet Physics JETP 20, 1307-1314 (1965).
[108] S. F. J. Larochelle, A. Talebpour, and S. L. Chin, ”Coulomb effect in multiphoton ionization of rare-gas atoms,” J. Phys.B: At. Mol. Opt. Phys. 31
1215-1224 (1998).
[109] D. Bauer and P. Mulser, ”Exact field ionization rates in the barriersuppression regime from numerical time-dependent Schrödinger-equation
calculations,” Phys. Rev. A 59 569-577 (1999).
[110] M. Wollenhaupt, V. Engel, and T. Baumert, ”Femtosecond laser photoelectron spectroscopy on atoms and small molecules: Prototype studies in
quantum control,” Annual Review of Physical Chemistry 56 25-56 (2005).
[111] M. Murakami, G. W. Ford, and R. F. O’Connell, ”Decoherence in phase
space,” Laser Physics 13, 180-183 (2003).
86

[112] P. Facchi, A. Mariano, and S. Pascazio, ”Decoherence versus entropy in
neutron interferometry,” Phys. Rev. A 63, 052108 (2001).
[113] C. Monroe et.al., ”A ’Schrödinger Cat,’ superposition state of an atom,”
Science 272, 1131-1135 (1996).
[114] E. Skovsen et.al., ”Imaging and control of interfering wavepackets in a
dissociating molecule,” PRL 89, 133004 (2002).
[115] M. Wollenhaupt et.al., ”Interferences of ultrashort free electron wave
packets,” PRL 89, 173001 (2002).
[116] E. Skovsen et.al., ”Quantum state tomography of dissociating
molecules,” PRL 91, 090406 (2003).
[117] C. Petersen et.al., ”Control and imaging of interfering wavepackets in
dissociating I2 molecules,” Phys. Rev. A 70, 033404 (2004).
[118] E. Mertzbacher, Quantum Mechanics, 3rd ed., 348-351 (John Wiley &
Sons, Inc., 1998).
[119] W. P. Schleich, Quantum Optics in Phase Space, 67-98 (WILLEY-VCH
Verlag Berlin GmbH, 2001).
[120] S. E. Koonin and D. C. Meredith, Computational Physics (Fortran Version), 174-179 (Westview Press, 1990).

87

Appendix A: Atomic Units and
Conversion Factors
A.1 Fundamental Constants
• Planck’s constant : ~ = 1 =

h
2π

= 1.05 × 10−34 J · s

• Electron charge : e = 1 = 1.60 × 10−19 C
• Electron mass : m = 1 = 9.11 × 10−31 kg
• Permittivity : o = (4π)−1 = 8.85 × 10−12 C 2 · J −1 · m−1
• Structure constant : α =

1 e2
4πo ~c

=

1
137

• Speed of light : c = α−1 = 137 = 3.00 × 108 m · s−1
• Permeability : µo = 4πc−2 = 4π × 10−7 N · s2 · C −2
2

~
−11
m
• Bohr radius : ao = 1 = 4πo me
2 = 5.29 × 10

• Rydberg constant : Ry =

1 e2
4πo 2ao

• Compton wavelength : λc =
• Bohr magneton : µB =

e~
2m

2π~
mc

=

1
2

=

m
(αc)2
2

=

1
2

= 2.43 × 10−12 m

= 9.27 × 10−24 J · T −1

• Boltzmann’s constant : kB = 1.38 × 10−23 J · K

A.2 Atomic Units
• Mass : m = 9.11 × 10−31 kg
• Charge : e = 1.60 × 10−19 C
• Length : ao = 5.29 × 10−11 m
• Energy :

e2
ao

= 13.6 eV

= 2Ry = 27.2 eV
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• Anglular Momentum : ~ = 1.05 × 10−34 J · s
• Speed : vo = αc = 2.19 × 106 m · s−1
• Momentum : po = mvo = 1.99 × 10−24 kg · m · s−1
• Time :

ao
vo

= 2.42 × 10−17 s = 24.2 as

• Frequency :

vo
2πao

= 6.58 × 1015 Hz

• Electric potential :

e
1
4πo ao

• Electric field strength :

= 27.2 V

1
e
4πo ao 2

• Light intensity : 12 (µo c)−1



= 5.14 × 109 V · cm−1

1
e
4πo ao 2

2

= 3.5 × 1016 W · cm−2

A.3 Conversion Factors
• 1 Å= 10−10 m
• 1 J = 107 erg
• 1 eV = 1.60 × 10−19 J
• 1 cal = 4.18 J = 2.61 × 1019 eV
• 1 eV corresponds to:
a frequency of ω(2π)−1 = 2.42 × 1014 Hz (from E = ~ω)
a wavelength of λ = 1.24 × 10−6 m (from E = hc/λ)
a temperature of T = 1.16 × 104 K (from E = kB T )
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Appendix B: Crank-Nicholson Scheme
for 1D-TDSE
B.1 Formulation
Let V (x, t) be the potential energy of a system in 1D. Then, the time evolution of a wavefunction Ψ(x, t) is described by the time-dependent Schrödinger
equation (TDSE) as follows.


−1 ∂ 2
∂Ψ
= H Ψ(x, t) =
+ V (x, t) Ψ(x, t).
(B-1)
i
∂t
2 ∂x2
To solve (B-1), we shall employ the Crank-Nicholson scheme which takes
the average of the implicit and the explicit approximations.
According to the Crank-Nicholson scheme, (B-1) is discretized into
!
n+1
n+1
n+1
n
n
n
n
Ψ
−
2Ψ
+
Ψ
Ψn+1
−
Ψ
+
Ψ
−
2Ψ
Ψ
−1
j
j−1
j
j+1
j+1
j
j−1
j
=
+
i
∆t
2
2(∆x)2
2(∆x)2
!
Vjn+1 Ψn+1
Vjn Ψnj
j
+
+
.
(B-2)
2
2
Rearranging terms, we obtain




1
i ∆t
i ∆t
i ∆t
n+1
n+1
Ψj+1 + 1 +
+ Vj
Ψn+1
−
Ψn+1
−
j
2
2
2
4(∆x)
(∆x)
2
4(∆x) j−1




i ∆t
1
i ∆t
i ∆t
n
n
=
Ψj+1 + 1 −
+ Vj
Ψnj +
Ψn . (B-3)
2
2
4(∆x)
(∆x)
2
4(∆x)2 j−1
For clarity, define
i ∆t
α≡
4(∆x)2

and

βjn


≡

1
+ Vjn
(∆x)2



i ∆t
.
2

(B-4)

Then, the equation (B-3) becomes
 n+1
 n
n+1
n
n
n
−αΨn+1
Ψj − αΨn+1
j+1 + 1 + βj
j−1 = αΨj+1 + 1 − βj Ψj + αΨj−1 . (B-5)
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If j ranges from 1 to N, then we must solve a system of N equations for Ψnj
at each timestep n. To this end, we can use the LAPACK subroutine ZGTSV
(tri-diagonal linear equation solver).
It is insightful to define a Hamiltonian matrix by


0
0
···
1
−1
−1

 2(∆x)
+ V2n
0
···
2
(∆x)2
2(∆x)2


−1
−1
1
n
 0
+ V3 2(∆x)2
0
··· 
2(∆x)2
(∆x)2


Ĥ(tn ) ≡ 
 .
.
..




−1
1
−1
n


···
0
2
2 + VN −1
2
2(∆x)

(∆x)

···

2(∆x)

0

0

Then, the equation (B-3) can be expressed as
 


 


∆t
∆t
xj 1̂ + i Ĥ(tn+1 )
Ψ(tn+1 ) = xj 1̂ − i Ĥ(tn )
Ψ(tn ) ,
2
2
(B-6)
where 1̂ denotes the N-by-N identity matrix.
It is now clear that the matrix representation of the time evolution operator
in the Crank-Nicholson scheme is
−1 


∆t
∆t
1̂ − i Ĥ(tn )
,
(B-7)
Û = 1̂ + i Ĥ(tn+1 )
2
2
with which we have
hxj |Ψ(tn+1 )i =

D

E
xj Û Ψ(tn ) .

(B-8)

B.2 Boundary Condition
The value of the wave function at the boundaries remains the same for all
time in the above formulation. In particular, it will remain zero if the initial
state is well-localized around a point sufficiently away from the boundaries.
In order to make the wave function disappear as if it were absorbed by the
boundaries, we multiply the solution at each time-step with a gobbler function
given by

18
g(x) = sin (x) at 0 < x < π/2
(B-9)
1
otherwise.
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Appendix C: Numerical Methods for
the SAE Model of HHG in 3D
The Schrödinger equation in atomic units is
i

∂Ψ
= H Ψ(~r, t).
∂t

(C-1)

We may assume that the solution Ψ(~r, t) is separable in the spherical coordinate as follows.
l
L
X
X
Rl,m (r, t) m
Ψ(r, θ, φ, t) =
Yl (θ, φ) ,
r
l=0 m=−l

(C-2)

where Ylm is the spherical harmonics. Then, the Hamiltonian for a single active
electron subject to the binding potential of its parent atom and the driving
laser field is given by
H = Hol + HI ,
(C-3)
where Hol is the atomic Hamiltonian
Hol = −

l(l + 1) 1
1 ∂2
+
− + Vee (~r),
2
2 ∂r
2r2
r

(C-4)

where Vee is the repulsive potential due to electron-electron interaction inside
the atom, and HI is the atom-field interaction Hamilatonian
~ 1 (t) = −E1 f (t) (r cos θ) sin ω1 t,
HI = −~r · E

(C-5)

~ 1 (t) is assumed to be linearly polarized along
where the laser electric field E
the z-axis, and f (t) is a pulse envelope. We use a gaussian envelope of FWHM
duration τ , and the equation is integrated from t = −2.5τ to t = 2.5τ .
The initial state of the electron Ψ(t = 0) = ψ(r, θ, φ) is the ground-state
solution of
E ψ = Hol ψ ,
(C-6)
which is essentially an 1D problem since the energy E depends solely on the
radial function.
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The equation (C-1) is integrated by the Crank-Nicholson scheme, i.e.,
* 
+
−1 

∆t
∆t
hrj |Ψl,m (tn+1 )i = rj 1̂ + i Ĥ(tn+1 )
1̂ − i Ĥ(tn )
Ψl,m (tn ) ,
2
2
(C-7)
where Ĥ(tn ) is the matrix form of Hamiltonian H at time tn = n∆t (n =
1, 2, · · ·).
In each time-step, the interaction Hamiltonian HI couples the l state with
l ± 1 states, according to
s
s
(l + m + 1)(l − m + 1) m
(l + m)(l − m) m
Yl+1 +
Y , (C-8)
cos θ Ylm =
(2l + 1)(2l + 3)
(2l + 1)(2l − 1) l−1
whereas the azimuthal quantum number m is conserved. On the other hand,
the atomic Hamiltonian Hol connects the value of radial function at rj = j∆r
(j = 1, 2, ...) with neighboring points, according to
Rl,m (rj+1 ) − 2Rl,m (rj ) + Rl,m (rj−1 )
d2
Rl,m (r) ∼
.
2
dr
2(∆r)2

(C-9)

Both HI and Hol are therefore tri-diagonal in their matrix form, so that we
can integrate them separately using the well-known algorithm [120].
To make the solution banish at the boundaries, hrj |Ψl,m (tn+1 )i is multiplied
by a gobbler function g (~r) at each time-step, given by
n
g (~r) = 0 at ~r = ∞
(C-10)
1 otherwise.
In particular, we multiply the sin18 (r) function (0 < r < π/2) on hrj |Ψl,m (tn+1 )i
at the outermost boundary, which effectively absorbs the electron wavepacket
that reaches the boundary.
When using the numerical solution of TDSE to study HHG, the convergence of the code has been checked from the shape of dipole spectrum, given
in (2.6).
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Appendix D: The ADK Prediction of
Cycle-averaged Ionization Rate
The Ammosov-Delone-Krainov (ADK) theory predicts the cycle-averaged
rate of tunneling ionization of an atomic electron driven by the field E1 (t) =
|E1 (t)| sin ω1 t is
!2n−|m|−3/2
r
3/2
2
(2I
)
3
pp
|Cn∗ ,l∗ |2 F (l, m) Ip
w̄ADK (t) =
2π
E1 (t) 1 + γ 2


−2 (2Ip )3/2
G(γ) ,
(D-1)
· Am (ω1 , γ) exp
3E1 (t)
where Ip is the ionization potential of the atom, and γ is called Keldish parameter, given by
s
Ip
,
(D-2)
γ=
2Up
and


n∗  ∗
l∗ +1/2
2
1
4e
n − l∗
2
|Cn∗ ,l∗ | =
,
(D-3)
2πn∗ n∗ 2 − l∗ 2
n∗ + l ∗
where e is a natural number e = 2.71828 · · ·. To define the effective quantum
numbers n∗ and l∗ , let
n = Z(2Ip )−1/2 ,
(D-4)
where Z is the charge of the parent ion. Then,
n∗ = n − δl ,

(D-5)

δl = n − (2Ip )−1/2 ,

(D-6)

l∗ = l − δl = no ∗ − 1 ,

(D-7)

where
and
where l is the orbital quantum number, and no ∗ is the effective principal quantum number of the lowest state for a given orbital quantum number. Moreover,
F (l, m) =

(2l + 1)(l + |m|)!
,
2|m| |m|! (l − |m|)!
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(D-8)

where m is the magnetic quantum number. In particular, we have
F (0, 0) = 1,
and
F (1, 0) = F (1, 1) = 3 .
The rest of the functions in (D-1) are given by
∞
p

4
1
γ 2 X −α(κ−ν)
Am (ω1 , γ) = √
e
w
β(κ
−
ν)
,
m
3π |m|! 1 + γ 2 κ≥ν

where

1

2

e−x t t|m|
dt √
,
1−t
0
2γ
β(γ) = − p
,
1 + γ2
# 
"
2 3
γ
γ
γ1
= 3
α(γ) = 2 sinh−1 γ − p
2(ln 2 γ − 1) γ  1 ,
1 + γ2


1
Ip
1+ 2 ,
ν=
ω1
2γ


Ip
κ=
+ 1 + j (j = 0, 1, 2, · · ·) ,
ω1
x2|m|+1
wm (x) =
2

Z

(D-9)

(D-10)
(D-11)

(D-12)
(D-13)
(D-14)

where the symbols h i means the integer part of the number inside, and
"
# 
p

9
2
1
+
γ
3
1
1 − 1 γ 2 + 280
γ 4 γ  1
= 3 −110
G(γ) =
1 + 2 sinh−1 γ −
γ
ln 2 γ − 12
γ  1.
2γ
2γ
2γ
2
(D-15)
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