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SOMMAIRE 
La production de documents de texte numérisées disponibles dans les organisa-
tions ainsi que sur l'internet a augmenté exponentiellement au cours de ces dernières 
années. Cela rend nécessaire le développement d 'outils de lecture automatique qui 
permettent une exploration et une analyse de contenu rapides. 
Les machines à vecteurs de support et les forêts de décision constituent deux des 
modèles d 'apprentissage automatique de l'état de l'art dont leur nature s'adapte très 
bien pour la classification de documents de texte, et ce, en permettant l'identification 
des termes les plus importants pour cette classification. Avec cette propriété, nous 
avons développé une application qui permet la caractérisation du discours central des 
documents de texte d'une classe donnée, par exemple, les paragraphes d 'un chapitre 
d'un document ou des articles abordant un même sujet. 
À cet effet , nous avons développé un logiciel possédant une interface graphique 
par laquelle l'utilisateur cherche le modèle optimal qui lui permet la meilleure carac-
térisation du contenu du corpus en étude ainsi que son exploration. 
Les résultats de nos expérimentations, effectuées sur un corpus correspondant 
aux chapitres d'une chronique du XIX siècle, ont montré une bonne performance de 
l'outil tant pour sa rapidité d 'analyse que de sa capacité de caractériser le contenu 
des chapitres du livre. 
AVANT-PROPOS 
« Aucun système qui soit plus petit que l'univers au complet sera capable 
de saisir toute la complexité et l'immensité du cosmos. Dans d 'autres 
mots, aucun esprit qui soit plus petite que la réalité qu'il veut analyser 
pourra la comprendre dans sa totalité» Jaffe, Klaus [38]. 
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Au cours des années récentes, la prolifération de dispositifs computationnels nu-
mériques et de leur utilisation dans la communication, a produit une production 
croissante et une grande disponibilité de textes dans divers domaines de l'activité 
humaine en produisant une importante quantité de données textuelles. Ce phéno-
mène a rendu nécessaire le développement de techniques permettant d 'analyser ces 
données en recherchant des patrons utiles et non triviaux qui seraient impossibles de 
trouver par une recherche « à main » effectuée par des personnes. 
On considère, par exemple, le contexte scientifique dans lequel il y a chaque fois 
une plus grande génération d'articles scientifiques et didactiques avec contenu de 
texte numérique, tandis que les bibliothèques numérisent de leur côté leurs patri-
moines de livres et autres documents avec contenu de texte. L'analyse de ce type 
de sources peut représenter une grande occasion de recherche comme l'a démontré 
Don R. Swanson [79] en utilisant des techniques de fouille de texte pour trouver des 
relations entre des symptômes, des drogues et leurs effets à partir des titres et des 
résumés d 'articles scientifiques médicaux de l'entrepôt Medline [14], qui, à la fin de 
l'année 2013, contenait plus de vingt-deux millions d'articles et dont la croissance se 
poursuit de manière exponentielle [34]. 
Toutefois, dans beaucoup d 'autres domaines, l'utilisation de l'analyse automa-
tique de texte n'a pas été encore grandement exploitée et elle constitue un secteur 
d 'occasion pour les organisations dont le 80% de leur information correspond à des 
11 
documents de texte[77]. De même, comme le mentionne [3] « il n 'est pas difficile 
de voir comment presque toute affaire pourrait obtenir des bénéfices éventuels de 
la capacité d 'analyser les documents de millions de personnes pour identifier des 
désirs ou des nécessités de divertissement, de repas, de voyages, vente au détail et 
pratiquement toute chose ». 
Par ailleurs, les chercheurs en sciences sociales peuvent utiliser les sources de 
données de texte pour découvrir des patrons intéressants comme l'ont fait des cher-
cheurs du Vermont [20] qui ont construit un outil pour mesurer le niveau de bonheur 
d'une communauté par rapport aux mots contenus dans les messages twitter de ses 
membres. 
L'analyse automatique de texte est, habituellement, à caractère multidiscipli-
naire, c'est-à-dire qu'elle inclut, en plus des disciplines reliées au type particulier 
d'application, des disciplines telles que la statistique, la récupération d'information 
(information retrieval) , la linguistique computationnelle, le traitement du langage na-
turel et l'apprentissage automatique. Ce dernier, s'est démarqué dans les dernières 
années par l'apparition de nouvelles approches et stratégies qui lui ont permis de 
développer des applications capables d 'effectuer des tâches pratiques telles que, par 
exemple, la classification automatique de spam, ce qui est pourvu ordinairement 
aujourd'hui par les fournisseurs de service de courrier électronique. 
La catégorisation de texte. 
D'après [46 , 65], référés par [13] ,« De nos jours la catégorisation des textes est 
une discipline aux carrefours de l'apprentissage automatique (Machine learning) et 
de la recherche d'information (Information retrieval) et partage certaines des carac-
téristiques avec d'autres tâches comme l'obtention d'information / connaissance à 
partir de textes et la fouille de textes (Text Mining) ». 
Le but principal de la catégorisation des textes est la classification des 
documents dans un nombre fixe de catégories prédéterminées. Chaque 
document sera dans multiples catégorie, ou dans une, ou dans aucune. 
Utilisant l'apprentissage automatique, le but principal est d'apprendre 
des classificateurs à partir des exemples qui effectuent l'assignation de 
catégories automatiquement [13]. 
lU 
La classification automatique de texte est actuellement utilisée dans différents types 
de tâches, telles que le filtrat de documents par importance, l'organisation de docu-
ments, la création automatique de métadonnées , l'analyse de l'ambiguïté des mots et 
l'indexation par ordre de documents selon le vocabulaire utilisé [73, 13, 25]. En plus 
de pouvoir constituer elle-même une technique de fouille de texte, la classification 
automatique de texte peut s'avérer être une étape des techniques de fouille de texte 
plus complexes. 
L'objectif de la recherche. 
L'objectif du présent travail est d 'explorer la performance de deux techniques des 
plus récentes pour la classification automatique de texte: les machines à support de 
vecteurs (MSV ou SVM) et les forêts de décision (FD ou RF) , ainsi que d'évaluer 
leur pertinence pour l'analyse automatique de documents de texte. On réalise une 
application capable de classer différents documents ou segments de texte en fonction 
de la catégorie à laquelle ils appartiennent , et ce, en utilisant les deux différents 
modèles dont la nature nous permettra d 'utiliser le résultat pour explorer le contenu 
central ou caractéristique des documents ou segments de chaque catégorie. On dé-
veloppe aussi un logiciel ayant une interface graphique qui sera intégré au logiciel 
REGASS[17]1. Pour cela on ajoute les modèles d'apprentissage mentionnés comme 
nouveaux outils disponibles du programme. On réalise, finalement, l'expérimentation 
pour mesurer la pertinence des résultats des outils implémentés. 
1. Développé à l'UQTR. 
IV 
Le reste de ce mémoire se déroule comme suit. Le chapitre un décrit l'évolution 
de l'apprentissage automatique. Il présente aussi quelques méthodes de classifica-
tions de l'état de l'art pour comprendre les raisons de l'élection des modèles utilisés 
dans notre recherche. Le chapitre deux décrit la structure commune du processus 
d'optimisation de tous les modèles d 'apprentissage automatique. Nous poursuivons 
avec le chapitre trois, dans lequel on explique la procédure de vectorisation de texte 
pour rendre possible son utilisation par les modèles de classification. Dans les cha-
pitres quatre et cinq, on présente les modèles de machines à support de vecteurs et 
de forêt de décision, respectivement. Dans le chapitre six, on décrit le développe-
ment de l'outil et, dans le sept , ses fonctionnalités. Nous procédons, dans le chapitre 
huit, à l'expérimentation du logiciel développé avec l'analyse automatique d'un texte 
concret. Enfin, dans le dernier chapitre , nous concluons par une synthèse des résultats 
obtenus et des possibles démarches de recherche future. 
Passons maintenant au premier chapitre dans lequel on présente une perspective 
historique de l'apprentissage automatique jusqu'à l'arrivée au paradigme actuel qui 
a permis l'apparition de nouveaux modèles dont certains seront présentés ici. 
Chapitre 1 
L'état de l'art. 
1.1 Les antécédents . 
L'apprentissage automatique a été considéré comme étant une branche de l'in-
telligence artificielle. En prenant ceci en considération, on pouvait faire remonter 
l'origine de l'apprentissage automatique, d'après [71], à 1943, quand W. McCulloch 
et W. Pitts ont effectué le premier travail reconnu en lA dans lequel ils ont proposé 
un modèle constitué par des neurones artificiels au sein duquel chaque neurone se 
caractérisait comme étant activé ou désactivé; ces auteurs introduisent , avec cette 
publication, un des paradigmes les plus importants dans le domaine de l'intelligence 
artificielle: le paradigme de modélisation neuronale (Neural model paradigm [7]) . À 
partir de ce moment , plusieurs approches ont été développées en essayant différentes 
manières d 'aborder des problématiques diverses. 
Un autre paradigme introduit au cours de ces premières années est le paradigme 
d'acquisition symbolique de concepts. 
Le paradigme utilisait des structures de représentation logiques ou 
graphiques au lieu des méthodes et des représentations mathématiques 
ou statistiques. Les systèmes apprenaient des descriptions symboliques 
1 
en représentant des connaissances de haut niveau et ils faisaient de fortes 
hypothèses structurelles sur les concepts à acquérir [7]. 
2 
Les algorithmes génétiques, introduits par John Rolland au début des années 70s 
[53], se basent sur l'idée de simuler des processus de sélection évolutifs, produits 
au moyen de mutations aléatoires, pour obtenir des systèmes qui améliorent leur 
performance ou qui obtiennent un certain apprentissage par cette évolution. 
D'après [67], à partir du début des années 80s, les systèmes experts ont été ca-
pables de résoudre des cas de problèmes récurrents dans des domaines de connais-
sance restreinte en requérant d'avoir une connaissance préalable d'application, ainsi 
que de règles de but particulier qui permettaient des étapes de raisonnement long 
pour arriver à la connaissance cherchée. Ces systèmes ont commencé à être acceptés 
par les grandes industries , lesquelles ont trouvé en ces derniers, une manière d'amélio-
rer leur performance et leur efficacité, leur permettant par le fait même d'économiser 
des frais. À partir de ce moment, l'apparition de nouvelles techniques et de nouvelles 
approches, capables d 'obtenir des très bons résultats, a eu comme conséquence le sur-
gissement de nouvelles disciplines, telle que la fouille de données qui est également 
devenue une importante industrie elle même. 
1.2 L'état de l'art. 
Depuis la fin des années 80s, une révolution s'est produite, tant dans le contenu 
que dans la méthodologie utilisée, dans le domaine de l'Intelligence artificielle et, 
conséquemment, dans celui de l'apprentissage automatique. 
Cette réalisation a été rendue possible principalement grâce à l'incorporation de 
matières comme la théorie du contrôle ou de la statistique en faisant que l'lA fasse 
déjà partie des méthodes scientifiques. Par conséquent , actuellement, pour soutenir 
les hypothèses, celles-ci doivent être soumises à des expériences empiriques et les 
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résultats doivent statistiquement être analysés pour identifier leur importance [9] 
cité par [671. À noter que l'utilisation de l'internet et la répartition de dépôts de 
code source de test permettent de répliquer les expériences[67]. 
David McAllester [51], cité par [67], indique clairement cet important change-
ment: 
Durant les premières années de l'lA il paraissait parfaitement possible 
que les nouvelles formes du calcul symbolique, par exemple les cadres et 
les réseaux sémantiques, fassent que la plus grande partie de la théo-
rie classique devienne désuète. Ceci a porté à Iclassique'IA à une espèce 
d'isolement qui l'a séparée des sciences informatiques. Actuellement on 
abandonne cet isolement. Il existe la croyance que l'apprentissage au-
tomatique ne doit pas être séparé de la théorie de l'information, que 
le raisonnement incertain ne doit pas être séparé des modèles stochas-
tiques, que la recherche ne doit pas être isolée de l'optimisation classique 
et le contrôle, et que le raisonnement automatique ne doit pas se sépa-
rer des méthodes formelles et de l'analyse statistique. Depuis la fin des 
années 80s, une révolution s'est produite, tant dans le contenu que dans 
la méthodologie utilisée, dans le domaine de l'Intelligence artificielle et, 
conséquemment, dans celui de l'apprentissage automatique. 
Cette réalisation a été rendue possible principalement grâce à l'incorporation de 
matières comme la théorie du contrôle ou de la statistique en faisant que l'lA fasse 
déjà partie des méthodes scientifiques. Par conséquent, actuellement, pour soutenir 
les hypothèses , celles-ci doivent être soumises à des expériences empiriques et les 
résultats doivent statistiquement être analysés pour identifier leur importance [9] 
cité par [67]. À noter que l'utilisation de l'internet et la répartition de dépôts de 
code source de test permettent de répliquer les expériences[67]. 
David McAllester [51], cité par [67], indique clairement cet important change-
ment: 
Durant les premières années de l'lA il paraissait parfaitement possible 
que les nouvelles formes du calcul symbolique, par exemple les cadres et 
les réseaux sémantiques, fassent que la plus grande partie de la théo-
rie classique devienne désuète. Ceci a porté à Iclassique'IA à une espèce 
d'isolement qui l'a séparée des sciences informatiques. Actuellement on 
abandonne cet isolement. Il existe la croyance que l'apprentissage au-
tomatique ne doit pas être séparé de la théorie de l'information, que le 
raisonnement incertain ne doit pas être séparé des modèles stochastiques, 
que la recherche ne doit pas être isolée de l'optimisation classique et le 
contrôle, et que le raisonnement automatique ne doit pas se séparer des 
méthodes formelles et de l'analyse statistique. 
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Il est donc important que les nouvelles techniques d'intelligence artificielle et d'ap-
prentissage automatique aient une base théorique mathématique ou statistique ainsi 
qu 'un appui empirique pratique d'application dans de grandes bases de données qui 
leurs permettent une fonctionnalité robuste dans différents domaines [671. 
Finalement, selon [48], un autre facteur qui a promu un grand changement dans la 
manière d'aborder les tâches d'apprentissage, à partir des années 80s, est l'utilisation 
de la connaissance préalable comme entrée pour diriger et restreindre le processus 
d 'apprentissage. Cette connaissance préalable est attachée à la disposition de données 
d'entraînement qui servent d 'entrée afin d 'effectuer l'apprentissage. 
Tout ceci a produit tant la résurgence des anciennes techniques, en utilisant le 
nouveau paradigme, que le surgissement de nouvelles techniques. Nous mentionne-
rons certaines d 'entre elles. 
Il est donc important que les nouvelles techniques d'intelligence artificielle et 
d'apprentissage automatique aient une base théorique mathématique ou statistique 
ainsi qu 'un appui empirique pratique d'application dans de grandes bases de données 
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qui leurs permettent une fonctionnalité robuste dans différents domaines [671 . 
Finalement, selon [48], un autre facteur qui a promu un grand changement dans la 
manière d'aborder les tâches d'apprent issage, à partir des années 80s, est l'utilisation 
de la connaissance préalable comme entrée pour diriger et restreindre le processus 
d'apprentissage. Cette connaissance préalable est attachée à la disposition de données 
d'entraînement qui servent d 'entrée afin d 'effectuer l'apprentissage. 
Tout ceci a produit tant la résurgence des anciennes techniques, en utilisant le 
nouveau paradigme, que le surgissement de nouvelles techniques. Nous mentionne-
rons certaines d'entre elles. 
1.2.1 Les Modèles de Markov Cachés. 
Les modèles de Markov cachés, HMM par leurs sigles en anglais, se basent sur la 
supposition que les données observables proviennent d'une chaîne de Markov dont les 
paramètres sont inconnus et non observables, c'est-à-dire cachés (de là son nom). Par 
opposition aux modèles de Markov, dans lesquels les états sont visibles en permettant 
d'utiliser cette information pour estimer la probabilité de transition entre des états, 
dans les HMM on observe seulement les données résultantes mais pas les états sous-
jacents qui les produisent, en permettant seulement l'utilisation de cette information 
pour estimer les paramètres de la chaîne de Markov sous-jacent. Les algorithmes 
d 'apprentissage automatique qui utilisent cette approche tentent alors d 'estimer les 
paramètres de la chaîne de Markov sous-jacente génératrice des données, pour ainsi 
essayer de prévoir les données suivantes en connaissant une séquence de données 
observées. 
Ces modèles ont été utilisés avec grand succès dans le cadre de la reconnaissance 
vocale. On peut citer la publication très connue de Lawrence R. Rabiner (1989) sur 
l'utilisation des Modèles de Markov Cachés pour la reconnaissance vocale [691 . Ils ont 
été aussi utilisés dans d 'autres types de contextes comme la détection d 'anomalies 
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[75], soit afin de détecter la fraude bancaire ou des intrusions, soit pour la simulation 
du comportement humain dans les jeux de vidéo [78] ou encore dans la traduction 
automatique [50] entre autres. 
1.2.2 L'analyse discriminante. 
Ce modèle est utilisé pour classer automatiquement en K catégories. On modélise 
les données de chaque classe comme étant générées par une loi de probabilité connue, 
par exemple la loi normale, dont les paramètres doivent être estimés avec l'ensemble 
de données d'entraînement appartenant à la classe, puis, pour la classification, c'-
est-à-dire, l'assignation de l'étiquette de classe y aux nouveaux exemples x on utilise 
le théorème de Bayes comme suit: 
A 1fdk (x) 
y = argmaxP (Y = k 1 x); où P (Y = k 1 x) = K (1.1) 
kE{l, .. . ,K} ~ 
~1fdl (x) 
1=1 
où 1fk est la probabilité à priori qu'une observation aléatoirement choisie vient 
de la k-ème classe et qui peut être estimée avec un échantillon aléatoire de valeurs 
y de la population, et fk (x) dénote la fonction de densité de probabilité pour une 
observation x qui vient de la k-ème classe. 
1.2.2.1 Le modèle bayésien naïf (naïve Bayes). 
C'est un cas particulier de l'analyse discriminante, dans lequel on assume l'in-
dépendance conditionnelle des caractéristiques. Cette supposition permet que l'ex-
pression de la distribution fk (x) soit plus simple en réalisant un calcul plus facile et 
rapide. 
Intuitivement, si les caractéristiques sont représentées par des mots, il s'avère 
facile de penser que cette supposition est fausse , étant donné que certains mots 
peuvent être corrélés dans le discours de chaque classe; c'est pour cette raison qu'on 
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emploie le terme naïf. 
Malgré ses fortes suppositions, le modèle bayésien naïf est robuste et fonctionne 
généralement bien. Une justification théorétique de la robustesse des modèles bayé-
siens naïfs est donnée par [21] référé par [25]. 
1.2.3 La régression logistique. 
C'est un vieux modèle statistique de classification qui a été redécouvert et qui a 
récemment gagné une grande popularité grâce à sa bonne performance en ce qui a 
trait à la classification automatique. 
Ce modèle permet de calculer la probabilité d 'appartenance à la catégorie k, 
Pr(Y = klX = x), comme suit: 
e {3x 
P(Y = k 1 x) = . 1 + e {3+x 
où fJ est le vecteur de coefficients de régression qui doivent être estimés avec des 
exemples d 'entraînement en utilisant, par exemple, la méthode de moindres carrés. 
La catégorie assignée sera celle dont la probabilité est la plus grande, c'est-à-dire: 
fi = argmaxP(Y = k 1 x) 
kE{l , ... ,K} 
La régression logistique a bénéficié de beaucoup de travail de recherches et est 
devenue un modèle pratique dans de nombreux systèmes commerciaux à grande 
échelle, en particulier aux grandes sociétés d 'Internet comme Google et Yahoo qui 
l'emploient pour apprendre de grands ensembles de données [36, 16]. 
Ce modèle, en plus de pouvoir être utilisé seul, constitue en outre le bloc fonda-
mental des réseaux neuronaux. 
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1.2.4 Les classeurs paresseux (lazy learners). 
Ils font le calcul direct de la similitude des exemples à classer et de l'ensemble 
de données d 'exemple, appelé l'ensemble d 'entraînement. Son entraînement consiste 
simplement à garder les représentations des données d 'entraînement avec ses éti-
quettes de catégorie. 
Le classeur des k voisins les plus proches est un exemple largement connu de ce 
type de classificateurs. Pour décider si un document x appartient à la catégorie c, cet 
algorithme regarde, entre les données d'entraînement, les k documents les plus sem-
blables (les voisins plus proches) à x et la catégorie à laquelle ceux-ci appartiennent 
en assignant à x la catégorie ayant la plus grande fréquence entre les k voisins les 
plus proches, c'est-à-dire, à laquelle appartient la plus grande proportion d 'entre eux. 
Pour utiliser l'algorithme, on doit définir au début le nombre de k voisins à utiliser 
pour la classification. Le nombre optimal, peut être trouvé en utilisant l'une des 
méthodes de validation (Voir la section 2.4.7). D'autre part, [251 fait référence à des 
tests empiriques montrant que le choix de 30 ::; k ::; 45 donne la meilleure efficacité. 
Le même auteur mentionne que diverses expériences ont montré qu 'augmenter la 
valeur de k ne dégrade pas de manière significative la performance et que c'est l'un 
des classificateurs les plus performants des textes disponibles aujourd 'hui, car il est 
très robuste parce qu'il n'exige pas que les catégories soient linéairement séparées. 
1.2.5 Les arbres et forêts de décision. 
À la fin des années 70s et au début des années 80s, J. Ross Quinlan, un chercheur 
dans l'apprentissage automatique, a développé un algorithme d'arbre de décision 
connu sous le nom d'ID3 (Iterative dichotomiser ). En 1984, un groupe de statisticiens 
(L. Breiman, J. Friedman, R. Olshen, et C. Stone) a publié un livre sur les arbres de 
classification et de régression (CART) , décrivant la génération d'arbres de décision 
binaires. Des améliorations postérieures ont été faites tels que l'algorithme C4.5 , 
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successeur de l'ID3, CHi-squared Automatic Interaction Detector (CHAID) [29] . 
Les arbres de décision sont facilement interprétables, toutefois, la capacité de 
prévision qu'ils ont est presque toujours dépassée par les autres modèles de classifi-
cation. Cette caractéristique a limité son utilisation jusqu'au début des années 2000, 
puis ils ont été repris comme élément de base d'une nouvelle technique, appelée la 
forêt de décision. Cette nouvelle technique utilise de manière combinée les arbres de 
décision et la théorie statistique pour réduire la variance du classeur en calculant la 
moyenne d 'un ensemble d 'arbres de décision en générant des classeurs avec une très 
bonne capacité de prévision. 
Les arbres de décision ont été utilisés dans différentes tâches comme la classifica-
tion d 'images [4] et la détection humaine en temps réel [11] . 
1.2.6 Les machines à vecteurs de support (SVM). 
Elles ont été inventées par Boser, Guyon et Vapnik [5, 10] et présentées pour la 
première fois dans la conférence Computational Learning Theory (COLT) de 1992. 
Les SVM utilisent une approche géométrique pour classer les données en deux 
catégories. En modelant les données comme des points (vecteurs) dans l'espace, elles 
construisent un plan qui sépare les données dans chacune des catégories. 
Une fois la frontière de décision construite, la SVM sera capable de classer de 
nouvelles données en observant de quel côté de la frontière elles tombent, et en 
leur assignant la catégorie correspondante. Finalement, l'utilisation des SVM peut 
facilement être étendue à la classification de plus de deux catégories ainsi qu 'à la 
prévision de valeurs continues. 
Les machines à support de vecteurs ont été appliquées avec succès dans divers 
domaines comme la vérification et la reconnaissance, telle que l'identification de 
visages , [28, 61 , 70], la reconnaissance de caractères manuscrits et des chiffres [63], 
la vérification et reconnaissance du discours et du parlant [22, 82] et la prédiction et 
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le pronostic[37, 74, 30, 85]. 
Les SYM constituent une classe spécifique d'algorithmes qui est caractérisée par, 
d 'après [1 2], l'utilisation de kernels (fonctions noyau) , la capacité d'arriver à un ré-
sultat optimal global, la faible densité de la solution et sa capacité de contrôle en 
agissant sur la marge ou sur une autre quantité « indépendante de la dimension » 
comme le nombre de vecteurs de support. Ces caractéristiques font en sorte qu'elle 
soit une des techniques dont l'application peut être très adéquate pour la classifica-
t ion de texte, comme nous verrons dans la section 4 où on va expliquer les SYM en 
détails. 
1.2.7 Les réseaux de neurones artificiels. 
Comme il a été mentionné au début du chapitre, les premiers modèles de réseaux 
de neurones ont été introduits en 1943 par les neurologues McCulloch et Pitts. Toute-
fois , la technologie de l'époque ne leur a pas permis d'obtenir beaucoup des progrès. 
D'autres chercheurs comme Donald Hebb, qui a présenté en 1949 une série d 'idées 
sur la structure et le fonctionnement des systèmes biologiques de neurones [45] et 
Frank Rosemblatt , qui a développé entre 1957 et 1959 [76, 801 le perceptron, un al-
gorithme neuronal simple, ont contribué au développement de ce type d'algorithmes. 
Toutefois on a dû attendre le milieu des années 1980 pour que cette approche ac-
quiert une nouvelle force , grâce à l'algorithme d'apprentissage de rétro-propagation 
(BackPropagation) introduit par Rumelhart et McClelland en 1986, à partir duquel 
ils ont montré que les réseaux de neurones de multiples couches ont une capacité ex-
ceptionnelle de discrimination en étant capables d'apprendre des patrons complexes 
[64]. 
Pour comprendre le fonctionnement des réseaux de neurones artificiels, il est utile 
de savoir comment fonctionnent les neurones naturels. 
Les neurones naturels reçoivent des signaux par des synapses situées sur 
les dendrites ou membrane du neurone. Quand les signaux reçus sont 
assez forts (surpassant un certain seuil), le neurone est activé et émet 
un signal à travers l'axone. Ce signal pourrait être envoyé à une autre 
synapse, et pourrait activer d'autres neurones.[27]. 
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Inspirés de ce mécanisme, les réseaux de neurones artificiels sont représentés par des 
nœuds qui constituent les « neurones artificiels ». Chaque neurone reçoit 
des signaux d 'entrée (comme les synapses) , pondérées par des poids (in-
tensité des signaux respectifs) et puis calcule, par une fonction mathé-
matique, l'activation (ou non) du neurone. Une autre fonction (qui peut 
être l'identité) calcule la valeur de sortie du neurone artificiel (parfois dé-
pendant d'un certain seuil). Les réseaux de neurones artificiels combinent 
des neurones artificielles pour traiter l'information [27]. 
Le modèle réseau de neurones artificiels est entraîné avec des données d'exemple. 
Après l'entraînement, certains groupes de neurones seront activés en reconnaissant 
certains des patrons appris avec les données d 'exemple, leur permettant ainsi de faire 
des prévisions de nouvelles données, encore non vues, en imitant ainsi le fonctionne-
ment des neurones biologiques. 
U ne des caractéristiques principales des réseaux de neurones est leur capacité 
d 'apprendre des relations complexes non linéaires d 'entrée et de sortie, en utilisant 
des procédures séquentielles. Ils sont, en outre, capables de s'adapter aux données. 
1.2.8 Les modèles d'ensemble. 
Beaucoup parmi les méthodes d'apprentissage, comme les machines à vecteurs de 
support et les arbres de décision, se basent sur la recherche de la meilleure hypothèse 
h dans un espace de possibles hypothèses H , où chaque hypothèse correspond à 
un modèle candidat , et ce, jusqu'à que soit trouvé le modèle optimal du problème 
d'apprentissage. 
D'après Dietterich[19] : 
Les algorithmes d 'ensemble adoptent une approche différente. Plu-
tôt que trouver la meilleure hypothèse pour expliquer les données, ils 
construisent un ensemble avec des hypothèses (parfois appelées un « co-
mité » ou « ensemble » ) et puis obtiennent ces hypothèses « en votant » 
d 'une certaine façon pour prévoir la valeur des nouveaux points de don-
nées. 
Plus précisément, une méthode de comité construit un ensemble d'hy-
pothèses {h 1 , h2 , ... , hk } , choisit un ensemble de poids {Wl ,W2, .. . ,wd 
et construit le classeur « voté » 
Le diagramme 1.1 illustre le fonctionnement des méthodes. 
DOlln(- li d' 
clltrnÎur ll1l' ut 
FIGURE 1.1 - Diagramme de fonctionnement des méthodes d 'ensemble.[29] 
12 
D'après [19], les modèles d'ensemble, ou comité, ont montré, de manière expé-
rimentale, être capables d'obtenir une meilleure performance que l'élection d 'une 
hypothèse unique. Le même auteur indique que ces types de méthodes peuvent ré-
soudre les problèmes des méthodes qui cherchent une seule hypothèse: 
Le problème statistique apparaît quand l'espace d'hypothèse est 
trop grand pour l'ensemble de données d'entraînement. Comme résultat, 
il pourrait y avoir beaucoup d'hypothèses différentes ayant la même pré-
cision avec les données d'entraînement, et, de fait, l'algorithme d'appren-
tissage doit choisir une parmi elles comme résultat. Comme conséquence, 
il existe le risque que l'hypothèse choisie ne puisse pas avoir, de manière 
très précise, le résultat de nouvelles données. Une hypothèse construite 
par une pondération de votes de diverses hypothèses peut réduire ce 
risque-là [19]. 
Le problème computationnel apparaît quand l'algorithme d'ap-
prentissage ne peut pas trouver la meilleure hypothèse possible dans l'es-
pace d 'hypothèse; ceci arrive, par exemple, avec les réseaux de neurones 
et les arbres de classification, dans lesquels, pour choisir une hypothèse, 
étant donné la difficulté computationnelle de tester toutes les hypothèses 
possibles, on utilise des méthodes heuristiques qui peuvent résulter à des 
minimums locaux. Encore une fois , l'hypothèse de la nature construite 
par une méthode d'ensemble peut résoudre le problème [19]. 
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Le problème de représentation apparaît quand l'espace d 'hypothèse ne contient 
aucune hypothèse qui soit un bon rapprochement de la fonction objectif (fonction 
vraie) f. Une hypothèse obtenue par des méthodes d 'ensemble peut étendre l'espace 
d 'hypothèse qui est représenté en permettant une plus grande possibilité de trouver 
une hypothèse résultante qui soit une meilleure approximation à la fonction objectif 
f. 
1.2.9 Les autres modèles. 
Il existe d 'autres méthodes utilisées pour la classification, comme par exemple les 
méthodes de régression et les méthodes Roccio. Le lecteur intéressé peut consulter 
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[25] qui offre une description de l'application de ces méthodes pour la classification 
de texte. 
Les méthodes qu'on a mentionnées sont des méthodes supervisées dans lesquelles 
le classeur a besoin de connaître la classe d 'appartenance des données d'entraîne-
ment. Il existe des méthodes non supervisées, comme les cartes auto adaptatives 
(Self organized maps SOM) ou cartes de Kohonen [47], qui sont une version non 
supervisée des réseaux de neurones artificiels, et les méthodes de conglomération 
(clustering methods), lesquelles permettent la classification sans connaître l'apparte-
nance des données d 'entraînement et en générant elles-mêmes les étiquettes de classe. 
Étant donné que dans ce travail les algorithmes de classification qui seront mis en 
œuvre sont des méthodes supervisées, on se concentrera sur ce type de méthodes, 
en laissant de côté les techniques non supervisées. Le lecteur intéressé peut aussi 
consulter [25] qui consacre un chapitre aux techniques de conglomération appliquées 
à la classification du texte. 
1.3 Pourquoi la SVM et la forêt de décision. 
Après avoir vu certains des modèles les plus pertinent de l'état de l'art pour 
la classification, il faut préciser qu'il n'existe pas une règle générale qui permet de 
savoir quel modèle utiliser. Ceci dépend du type de données disponibles ainsi que 
du domaine et des objectifs particuliers de l'application. On peut se demander alors 
pourquoi, dans le cadre de notre recherche, on a choisi les machines à support de 
vecteurs (SVM) et les forêts de décision. 
Tout d'abord , le choix est dû à leur récente apparition par rapport aux autres 
modèles mentionnés. Par ailleurs, en raison de leurs caractéristiques, comme on verra 
dans les chapitres correspondant à chacun des deux modèles, ceux-ci sont particuliè-
rement bons pour la classification de documents de texte en permettant , en outre, 
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l'identification des mots plus importants pour la classification dans chacune des ca-
tégories. Cette dernière caractéristique est très précieuse puisqu'elle nous permettra 
d 'explorer le contenu des documents de manière automatique, ce qui est le principal 
objectif de la recherche. De plus, à la différence des autres modèles présentés, ils 
n'ont pas besoin d 'assumer aucune fonction de densité de probabilité comme étant 
la fonction génératrice des données, ce qui peut amener à des mauvaises résultats 
si cette assomption n'est pas proche à la réalité. Finalement, notre intérêt est de 
les implémenter dans un logiciel de façon qu'ils soient disponibles dans le logiciel 
REGASS. 
1.4 Résumé. 
On a présenté, de manière chronologique, l'évolution des modèles d 'apprentissage 
automatique de 1943 jusqu'à l'arrivée de l'approche actuelle fondée sur la modélisa-
tion mathématique statistique et le test empirique. Ce nouveau paradigme a produit 
l'apparition de nouveaux modèles d'apprentissage automatique dont certains ont été 
présentés ici pour donner une vision générale des modèles de classification les plus si-
gnificatifs de l'état de l'art actuel. Finalement on justifie l'élection des deux modèles 
qui seront utilisés dans notre recherche. Il est nécessaire, cependant, de comprendre 
la structure générale des modèles d'apprentissage automatique, laquelle constitue 





Dans ce chapitre on présente la structure générale de l'apprentissage statistique 
automatique. 
2.1 L'approche statistique. 
D'après [18, 23], référés par [40] : 
Dans l'approche statistique, chaque exemple est représenté 
par d caractéristiques et est observé comme un point dans un 
espace d-dimensionnel. Le but est de choisir les caractéristiques 
permettant aux vecteurs, appartenant à différentes catégories, 
d 'occuper des régions disjointes dans l'espace de caractéris-
tiques d-dimensionnel. L'efficacité de l'espace de représenta-
tion (ensemble de caractéristiques) est déterminée par la façon 
dans laquelle les exemples de différentes classes peuvent être sé-
parés. Étant donné un ensemble d 'exemples de chaque classe, 
l'objectif est d'établir les frontières de décision dans l'espace 
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de caractéristiques qui peuvent séparer les exemples apparte-
nant à différentes classes. Dans l'approche théorétique de dé-
cision statistique, les frontières de décision sont déterminées 
par les distributions de probabilité du modèle d'appartenance 
à chaque classe, qui doit être spécifié ou appris. 
2.2 Le processus de décision. 
On résume comme suit le processus de décision décrit par [40]) : 
On veut faire une classification dans l'une de c catégories WI, W2, ... ,Wc en se 
basant sur le vecteur de caractéristiques des exemples x = (Xl , X2, . .. ,Xd) . On assume 
que les caractéristiques possèdent une fonction de densité de probabilité ou de masse 
de probabilité conditionnée à la classification des exemples. Ainsi, un exemple x , 
de la classe Wi, est considéré comme une observation aléatoire de la fonction de 
probabilité, conditionnée par classe p (x 1 Wi). Il est alors possible d 'utiliser l'une des 
règles de décision comme celle de Bayes, celle de la vraisemblance maximale ou celle 
de Neyman-Pearson pour définir une frontière de décision dans le but de diminuer 
le risque (valeur attendue de la fonction de perte). Par exemple, en utilisant la règle 
de Bayes, ceci peut être déclaré comme: Assigner l'exemple x , à la classe Wi dont le 
risque conditionnel 
c 
J(Wi 1 x) = LL(Wi, Wj)' P(Wj 1 x) (2.1) 
j=l 
est minimal ; L (Wi , Wj) est la perte commise en décidant Wi quand la véritable classe 
est Wj et P (Wj, x) est la probabilité postérieure [23], référée par [40]. 
Les composants Xi des exemples représentent des valeurs scalaires des caractéris-
tiques, ou des attributs dans le cas des variables discrètes. 
La fonction J à optimiser est aussi appelée fonction objectif, de coût, de perte ou 
fonction d'énergie [15] ; une fois optimisée, on dit qu 'on a un modèle entraîné capable 
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de prévoir des nouveaux exemples. 
2.3 Le choix du modèle. 
La fonction objectif à optimiser est attachée au modèle choisi. Le choix du modèle 
dépend, essentiellement, du but de la recherche ainsi que du type et de la quantité 
de données disponibles. 
2.3.1 L'apprentissage paramétrique ou non paramétrique. 
Si on suppose, ou on connaît, la densité de probabilité conditionnelle de classe de 
la fonction objectif, il est possible d 'utiliser des techniques d 'apprentissage paramé-
triques, lesquelles se basent sur l'estimation des paramètres de la fonction de densité 
pour optimiser la fonction objectif J. Autrement dit, si cette loi de probabilité n'est 
pas connue, ou bien qu' il n 'est pas possible de supposer sa distribution, on doit alors 
recourir à des méthodes d 'optimisation non paramétriques, lesquelles ne se basent 
pas sur des densités de probabilité. 
2.3.2 L'apprentissage supervisé ou non supervisé. 
Si on connaît la classe à laquelle appartiennent les données d'entraînement, on 
peut alors utiliser des techniques d 'apprentissage supervisé. Dans le cas contraire, 
on peut ut iliser des techniques d 'apprentissage non supervisé, lesquelles n'ont pas 
besoin de cette information. 
Les deux méthodes que l'on va explorer dans ce travail-ci, les SVM et les arbres 
de décision, sont des techniques d'apprentissage supervisé non paramétrique, c'est-
à-dire, qu 'elles ont besoin de recevoir des données d'entraînement dont la classe 
d'appartenance est connue mais elles ne considèrent pas les observations comme étant 
générées par une loi de probabilité pour estimer la densité conditionnelle de classe 
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de la fonction de perte. Elles s'appuient plutôt sur une approche géométrique pour 
construire des frontières de décision dans l'espace d'origine permettant de classer les 
données. 
On utilise ce schéma de la figure 2.1 , publié par [40], pour illustrer les différents 





Approches basées sur la 
densité de probabilité 
Approche géométrique. 
SVM et forêts de décision. 
FIGURE 2.1 - Types de modèle. 
2.4 L'optimisation du modèle. 
( elull.r Anlly$is ) 
Peu importe quelle règle de classification utilisée, l'apprentissage est fait au moyen 
de l'expérience acquise avec les données d 'entraînement. Par conséquent, l'entraîne-
ment doit être fait avec les données d'entraînement disponibles. 
2.4.1 La capacité de généralisation. 
La capacité de généralisation d 'un modèle de classification ou de décision, concerne 
sa performance en classant les données encore non vues par le modèle entraîné. 
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2.4.2 La complexité du modèle. 
Il existe des développements théoriques dans la t héorie de l'apprentissage de Vap-
nik- Chervonenkis, selon lesquels la performance d'un classeur dépend essentiellement 
du nombre d'exemples d 'entraînement disponibles, de sa propre complexité ainsi que 
de la complexité du classeur. 
Selon cette théorie, étant donné l'ensemble de données d'entraînement, la com-
plexité du classeur a une grande influence sur la performance finale de celui-ci. D'une 
part , un classeur trop complexe, c'est-à-dire, dont la variance et la sinuosité sont trop 
grandes, s'adaptera excessivement aux données d'entraînement , et il aura par consé-
quence une pauvre performance en classant des nouvelles données encore non vues. 
Cela s'appelle le sur-ajustement du classeur aux données. D'autre part, un classeur 
excessivement lisse est un classeur dont la variance ou la sinuosité sont excessivement 
basses, et il aura une mauvaise performance, en raison de sa faible de représenter les 
données d 'entraînement ayant, par conséquence, une mauvaise capacité de générali-
sation. Ce phénomène s'appelle le sous-ajustement du classeur aux données. 
Pour illustrer ces deux idées, on analyse rapidement la figure 2.2 de points en 
JR2 : le classeur de complexité (sinuosité) minimale correspondrait à une ligne droite 
(figure degré 1) , tandis qu'un classeur plus complexe, par exemple un classeur poly-
nomial d'un plus grand degré, aurait une capacité majeure de s'adapter aux points 
de l'ensemble d 'entraînement, mais, s' il est excessivement complexe, il sur-ajustera 
les données d'entraînement (figure degré 15) . 
On comprendra, par ailleurs, que si les données sont facilement séparables dans 
l'espace, elles peuvent être classées avec des classeurs plus simples, ayant peu de 
variance ou de sinuosité, tandis que si les données sont plus complexes, c'-est-à-
dire, plus mélangées, il sera nécessaire d'utiliser des classeurs d 'une plus grande 
complexité. Toutefois, pour éviter le sur-ajustement en augmentant la complexité 
du classeur, il est nécessaire que la quantité de données d'entraînement soit suffi-
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samment grande. Sinon, le classeur le plus complexe se sur-adaptera aux données 
d 'entraînement en provoquant une mauvaise capacité de généralisation. Finalement, 
si le nombre de caractéristiques est trop grand par rapport au nombre de données 
d'entraînement, généralement, un classeur de haute complexité sera nécessaire pour 
bien classer les données d 'entraînement, mais il pourrait mener à une mauvaise capa-
cité de généralisation. Ce phénomène est appelé la malédiction de la dimensionnalité 
(curse of dimensionality [39], référé par [401. 
Degré 1 Degré 4 Degré 15 
- Modèle - Modèle 
- Fonction vraie - Fonction vraie 
. . • 
••• Données ••• Données 
• 
x x 
FIGURE 2.2 - Exemple sous-ajustement et sur-ajustement. [44] 
2.4.3 Éviter la mauvaise généralisation. 
Pour que le modèle de classification atteigne une bonne capacité de généralisation 
il est nécessaire d 'arriver à un bon compromis entre la complexité du classeur d'un 
côté, et la quantité et la complexité des données de l'autre côté. Pour ce faire, on 
doit observer les stratégies suivantes. 
2.4.4 Soulager le sur-ajustement. 
Le sur-ajustement est dû à l'excessive complexité du classeur par rapport aux 
données d 'entraînement. Il y a trois façons de le résoudre: 
l. Transformer les données, en augmentant la dimension originale d, en une di-
mension plus grande, ce qui permettra d 'utiliser des classeurs plus complexes. 
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On peut ajouter des nouvelles dimensions ou caractéristiques, si elles sont 
disponibles, ou bien carrément les créer à partir des caractéristiques exis-
tantes. Par exemple, si on a des données en deux dimensions , chaque donnée 
d'entraînement aurait la forme (Xl, X2) . Pour augmenter la dimension des 
données, on peut ajouter trois caractéristiques nouvelles de type polynomiale 
xi, x~, Xl· X2. Maintenant l'ensemble de données d'entraînement sera dans un 
espace de plus haute dimension (de taille 5 au lieu de 2) , où chaque point 
a la forme (Xl, X2, xi, x~, Xl . X2), ce qui permettra d 'utiliser un classeur plus 
complexe. 
2. Augmenter le nombre de données d 'entraînement. Plus de données sont dis-
ponibles, plus grande est la complexité possible du classeur. 
3. Diminuer la complexité du classeur en augmentant le valeur du paramètre de 
régularisation ). (voir sec 2.4.6). 
2.4.5 Soulager le sous-ajustement. 
Le sous-ajustement est dû à la faible complexité du classeur par rapport aux 
données d 'entraînement. Il y a deux façons de le résoudre: 
1. Diminuer la dimension des données en enlevant des caractéristiques insigni-
fiantes ou en utilisant une version comprimée des données d'entraînement, par 
exemple, par une décomposition en valeurs singulières SVD (Singular Value 
Decomposition) en projetant les données vers un espace à dimension réduite 
k < d. Dans le nouvel espace, les données pourront être classées avec un 
classeur moins complexe, améliorant ainsi sa capacité de généralisation. 
2. Augmenter la complexité du classeur en réduisant la valeur du paramètre de 
régularisation). (sec 2.4.6). 
23 
2.4.6 La Régularisation. 
La régularisation est utilisée dans les modèles d 'apprentissage automatique pour 
contrôler la complexité des classeurs construits. Elle consiste à ajouter un terme 
R (J) de pénalisation sur la complexité de la fonction objectif J 
J (w 1 X) + À R (J) 
Le terme À, aussi appelé paramètre de régularisation , permet d 'augmenter ou 
diminuer l'importance du terme de pénalisation en variant la complexité du modèle. 
L'élection adéquate du paramètre À est faite en essayant la performance de dif-
férentes valeurs de À par la technique de validation croisée (qui sera expliquée plus 
loin) , en choisissant la valeur dont la performance soit la meilleure. 
2.4.7 La validation. 
Une autre tâche importante permettant d 'éviter le sur-ajustement aux données 
d 'entraînement est d 'utiliser un autre ensemble de données appelé ensemble de test. 
Pour faire un usage optimal des données disponibles , et ainsi éviter d 'avoir plusieurs 
ensembles de données indépendantes, les classeurs sont généralement entraînés avec 
des sous-ensembles des données en utilisant la validation croisée de k itérations (k 
fold cross validaton). 
La validation croisée de k itérations ( k fold validation). Soit n la taille 
de l'ensemble de données disponible. La validation croisée consiste à diviser aléa-
toirement les données disponibles en k sous-ensembles de données , de taille ni k, 
mutuellement exclusives. Ensuite, on entraîne le modèle en utilisant l'un des sous-
ensembles produits comme l'ensemble de données de test et les restants k -1 comme 
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l'ensemble de données d 'entraînement. On répète cette procédure k fois, en utili-
sant , à chaque fois un des sous-ensembles comme ensemble de test . Finalement, on 
obtient la moyenne des k résultats pour produire une évaluation unique de la per-
formance du modèle. Différents modèles peuvent être entraînës de cette manière en 
variant leur complexité, choisissant finalement celui possédant la meilleure perfor-
mance. Une autre façon d'utiliser des sous-ensembles des données est la construction 
de classeurs par la technique de bootsrap agregation ou bagging, qu'on explique dans 
la section 5.4.1. 
On peut alors varier la complexité du classeur par la régularisation et évaluer 
le résultat en utilisant la validation avec les données d'entraînement. Si le résultat 
n'est pas optimal, pour améliorer la performance, on peut répéter le processus en 
augmentant ou en diminuant la complexité du classeur ou des données au besoin. 
2.4.8 Les mesures de performance. 
Il est nécessaire, finalement , de mesurer la performance du classeur afin de prévoir 
ou de classer des données , tant avec les données d'entraînement que les données de 
test. Pour ce faire on présente par la suite certaines des mesures communément 
utilisées, d 'après [42], pour mesurer cette performance. 
Pour mesurer la performance d 'un classeur, il est nécessaire de définir les quantités 
suivantes: 
Positifs vmis (True Positives) (TP) : Ce sont les exemples positifs qui ont été 
correctement classés par le classificateur. 
Négatifs vmis (True Negatives) (TN) : Ce sont les exemples négatifs qui ont 
été correctement classés par le classificateur. 
Faux positifs (FP) : Ce sont les exemples négatifs qui ont été inexactement 
classés comme positifs. 
Faux négatifs (FN) : Ce sont les exemples positifs qui ont été incorrectement 
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classés comme négatifs. 
Ces mesures peuvent être résumées dans une matrice appelée matr-ice de confusion 
MC qui est un outil permettant de se rendre compte à quel point le classificateur 
peut identifier des exemples de différentes classes. 
Par exemple, avec un classeur de texte dont la tâche est de classer des courriels, en 
assignant la valeur 1 numérique dans le cas de spam et de 0 autrement , en supposant 
qu 'on utilise 1000 courriels pour l'entraînement du classeur, on pouvait avoir une 
matrice de confusion MC comme la suivante: 
Prediction Prediction Prediction 
1 o 1 o 1 o 
Actual 1 TP FP Actual 1 130 20 Actual 1 0.13 0.02 
o FN TN o 30 820 o 0.03 0.82 
La matrice de droite exprime les proportions correspondant aux fréquences mon-
trées par la matrice du centre. On observe que pour qu'un classificateur ait une bonne 
performance, idéalement la plupart des exemples doivent être représentés le long de 
la diagonale de la matrice de confusion, correspondant à l'entré MCii . 
Une fois la matrice obtenue, il est également possible de calculer certaines mesures 
communément utilisées pour mesurer et juger de la performance d 'un classeur : 
Mesure 
Exactitud (accuracy, recognition rate) 
Précision (error rate, misclassification rate) 
Sensitivité (sensitivity, true positive rate, recall) 

















Dans ce chapitre on a expliqué la procédure générale de choix et d'optimisation 
des modèles dans l'apprentissage automatique. 
Partant de la représentation vectorielle des exemples, le processus de décision est · 
effectué en utilisant une fonction objectif dont l'optimisation permettra de diminuer 
le risque empirique, c'est-à-dire, la proportion d 'exemples dont la prévision a été 
erronée. 
Le choix du type du modèle (paramétrique, ou non, supervisé ou non) dépendra 
du type de données ainsi que des objectifs de la recherche. 
On a présenté les différentes stratégies pour optimiser le modèle choisi en utilisant 
la validation pour éviter le sur-ajustement aux données d'entraînement. 
Toutefois, dans notre recherche on utilise des documents de texte. Alors, on doit 
être en mesure de les représenter sous forme de matrice numérique afin de pouvoir 
utiliser le modèle d'apprentissage choisi. Dans le chapitre suivant, nous abordons ce 
processus en plusieurs étapes. 
Chapitre 3 
Le prétraitement et la transformation 
du texte. 
Le processus de classification du texte par des modèles d'apprentissage automa-
tique est essentiellement le même que celui utilisé pour la classification d'un autre 
type de données. La principale différence, est constituée par le processus de transfor-
mation de données pour que celles-ci puissent être passées à l'algorithme de classifi-
cation comme une représentation vectorielle numérique. Dans cette transformation, 
il est nécessaire de passer les données du texte pur à une représentation dans la-
quelle les documents de texte sont numériquement représentés dans une matrice que 
le classeur peut interpréter. En se basant sur la description de tâches du processus de 
classification de [13], Illustré par la figure 3.1 , on explique ci-dessous les différentes 





FIGURE 3.1 - Le processus de prétraitement et transformation du texte [13] . 
3.1 L'extraction de termes (Tokenization). 
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Cette tâche consiste essentiellement à diviser le texte qui a été lu dans les struc-
tures de base pour l'analyse future. Ces structures peuvent être des mots (mono-
grammes) , des ensembles de deux ou plusieurs mots adjacents (bigrammes ou m-
grammes), des phrases ou des déclarations, des symboles ou une autre structure de 
base offrant une information utile pour la classification. Le résultat est une liste 
de « tokens », correspondant aux mots, bigrammes, etc. , séparés par des caractères 
d 'espace simple. Les espaces et les signes de ponctuation du texte original pourraient, 
ou non, être inclus dans la liste résultante de tokens. 
3.2 La lemmatisation ou réduction à la tige (Stem-
ming). 
D'après [13] : 
en morphologie linguistique, et dans la recherche d 'information (in-
formation retrieval) , la réduction à la tige est le processus de diminution 
(ou parfois augmentation) de mots déviés à leur tige forme d'origine. La 
tige n'a pas besoin d 'être identique à la racine morphologique du mot. 
Il est habituellement suffisant qu 'elle permet de regrouper des mots avec 
une tige et sens semblable, même si cette tige n'est pas une racine valide. 
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3.3 La suppression de mots fonctionnels (stop words 
remotion). 
Il existe certains mots, appelées fonctionnels , qui apparaissent trop fréquemment 
dans tout type de texte. Cette particularité fait en sorte que leur présence n'apporte 
aucune information utile pour la classification du texte. La présence de ces mots peut, 
au contraire, produire du bruit qui complique la classification précise. C'est la raison 
pour laquelle il est préférable de supprimer ces mots pour ainsi améliorer la capacité 
de classification du modèle qui sera postérieurement utilisé. Ce type de mots inclut 
les connecteurs, les conjonctions, les causes déterminantes , ainsi que des verbes qui 
figurent fréquemment dans toutes les catégories de classification (par exemple le mot 
« permet »). Il existe d 'ailleurs une liste de mots fonctionnels du français publiée par 
[24]. 
3.4 La représentation vectorielle du texte. 
Le texte original peut être vu comme une séquence de mots. Ce type de re-
présentation est actuellement incompréhensible pour les algorithmes d'apprentissage 
automatique qui ont besoin de recevoir des représentations vectorielles numériques 
des entités à classer. La représentation vectorielle consiste à transformer chaque do-
cument en une séquence de nombres , dans laquelle chaque nombre correspond à un 
mot du vocabulaire de l'ensemble des documents ou corpus. Pour transformer les 
documents de texte en vecteurs , on produit d 'abord un vocabulaire avec tous les 
mots contenus dans les textes de l'ensemble d 'entraînement. On produit ensuite une 
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matrice numérique dans laquelle chaque ligne correspond à un des documents de 
texte et chaque colonne correspond à un mot du vocabulaire du corpus. Si le mot 
n'apparaît pas dans le document, on lui assigne le nombre O. Par contre, s'il appa-
raît , on peut lui assigner le nombre 1, ou celui correspondant au total de fois que 
le mot apparaît dans le document. Cette dernière matrice s'appelle la matrice de 
fréquences. La matrice numérique résultante peut être passée alors à l'algorithme de 
classification qui sera capable de l'interpréter et de travailler avec elle. Cette sorte de 
représentation est aussi appelée le sac de mots (bag of words). La figure 3.2 illustre 
ce processus. 
AU~~~~~~~~~~~~~~t~~--------+-~~ 
----~---~..2~~~C ciel --- ~ 
commencement 1 
Et la lumière fut. 
-1. 
t l t2 t3 t4 t5 
:l ( ~l 1 2 2 1 1 Xn 0 1 1 0 0 . .. 
FIGURE 3.2 - Représentation vectorielle du texte. 
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3.5 La transformation des caractéristiques. 
D'une part , on peut penser qu'il pourrait être judicieux de faire une représenta-
tion numérique qui accorde plus d'importance aux mots dont la fréquence est haute 
dans la catégorie à laquelle ils appartiennent et basse dans les autres catégories, 
en vu de pondérer la valeur numérique de chaque mot selon l'information qu 'elle 
apporte pour la classification. Aussi, c'est l'effet produit par la pondération tf-idf, 
introduite par [72], qu 'on utilisera dans la partie pratique de notre recherche. Il y a 
par ailleurs d 'autres pondérations possibles comme le X2 , le X~, le gini index, et le 
gain d 'information, expliquées par [62], qui permettent aussi de capturer cette sorte 
de relations entre mots et documents. 
D'autre part , étant donné que certains des documents peuvent être beaucoup 
plus longs que d 'autres, faisant en sorte que ces vecteurs présentent des fréquences 
de mots plus grandes, il peut être nécessaire de normaliser les vecteurs pour élimi-
ner l'influence de la taille des documents. Normaliser un vecteur signifie le changer 
d'échelle, de telle sorte que sa norme ou longueur soit égale à 1. Pour normaliser 
n'importe quel vecteur v , il faut tout simplement le diviser par sa norme, c'est-à-
dire: 
v 
v = --Il vp Il 
où, pour un vecteur v = (VI , V2,.··, vn ) la norme est, : 
1 ( n ) i Il v 11= ( JI VI Ip + 1 V2 Ip + .. . 1 Vn IP) P = 8 1 VI IP (3 .1) 
appelée la distance de Minkowski ou norme p. La norme constitue une mesure de 
la longueur et il est possible d'utiliser différents types de distance pour la calculer. l' 
une des distances les plus utilisées est la distance euclidienne, appelée aussi distance 
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L2, qui est obtenue avec la valeur de p = 2, dans l'équation 3.1 , c'est-à-dire, 
1 
Il v Il ~ ( JI v, l' + 1 v, l' + q 1 Vn l' ) 1 ~ (t, 1 V I l') 2 (3.2) 
D'autres distances , comme la distance LI, aussi appelée cityblock, taxicab, ou 
Manhattan, illustrée dans la figure 3.3, obtenue en faisant p = 1 dans l'équation 3.1, 
peuvent aussi être utilisées. Il existe encore autres types de normes, qu 'on ne men-
tionnera pas dû au fait qu 'elles ne sont pas très utilisées dans le type d'applications 
réalisées dans notre recherche. 
MldIown 
En' 
La distance euclidienne et de taxi (taxicab). Dans la géométrie taxicab chacune des 
trois lignes décrites (rouge, pourpre et bleu) ont la même longueur a + b tandis que 
la ligne verte, correspondant à la distance euclidienne, qui est de longueur J a2 + b2 
est le plus court chemin unique. 
FIGURE 3.3 - Distance euclidienne et Manhattan. 
Une fois terminé le processus de vectorisation du texte, on peut finalement passer 
à l'étape suivante, aller à l'algorithme d 'apprentissage. 
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3.6 Résumé. 
Dans ce chapitre, on a vu les différentes étapes pour faire la représentation vec-
torielle des documents de texte (extraction de termes, lemmatisation, suppression 
de mots fonctionnels , vectorisation et transformation). Cette représentation sera uti-
lisée lors du processus d'optimisation de la fonction objectif du modèle choisi. En 
conséquence, dans les deux prochains chapitres, on va détailler les caractéristiques 
des machines à support de vecteurs et de la forêt de décision. 
Chapitre 4 
Les machines à vecteurs de support 
(SVM). 
4.1 Le cas quand les données sont linéairement sé-
parables. 
On considère un ensemble d'observations d 'entraînement Xl:n qui peut être consi-
déré comme un ensemble de points dans un espace vectoriel de dimension d dans 
lequel chaque observation X i est un vecteur dans l'espace ]Rd avec son étiquette asso-
cié de classe, Yi. Chaque Yi peut prendre une des deux valeurs, + 1 ou -1 , si le point 
observé appartient à une catégorie ou à l'autre , c'est-à-dire, Y = {-1, 1}. Si les 
points sont linéairement séparables dans l'espace de caractéristiques, il est toujours 
possible de construire un hyperplan H qui sépare les exemples des deux catégories 
en permettant d 'assigner l'étiquette 1 ou -1 selon que le point observé se trouve d'un 
côté ou l'autre de l'hyperplan. La SYM pourra trouver l'Hyperplan de marge 
maximale (Maximum Marginal Hyperplane MMH), c'est-à-dire, l'hyperplan don-
nant une séparation maximale des points appartenant aux différentes catégories. Cet 
hyperplan sera construit par les vecteurs d 'entraînement qui sont les plus difficiles 
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à classifier, et qui seront à la limite de la marge de séparation en étant une espèce 
de support de la marge construite. Ils sont pour cette raison appelés les vecteurs de 
support. 
Un exemple en deux dimensions est montré dans la figure.4.1 (a), où l'hyper-
plan est, dans ce cas-ci, une ligne qui divise un ensemble linéairement séparable des 
données conformées par des données (vecteurs) de dimension 2, ce qui veut dire que 
chaque instance de l'ensemble d 'entraînement possède deux attributs ou caractéris-
tiques. Les vecteurs de support sont tracés avec une ligne plus épaisse. 
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FIGURE 4.1 - SVM exemples séparables et non séparables. 
(a) HMM avec des données séparables. (b) Données non séparables dans l'espace 
original. . 
Par définition , un hyperplan de séparation peut être écrit comme suit: 
wx + b = O (4.1) 
où x = (Xl, X2, ... ,Xd) est un exemple dans l'espace de caractéristiques de di-
mension d, west un vecteur de poids, à savoir, w = (Wl , W2, " ') Wd) et b est une 
scalaire, aussi appelée le biais ou seuil. Il est p1.2ossible de classer les exemples par 
l'expression 4.1 en leur assignant la valeur 1 ou -1 si leur distance à l'hyperplan est 
non nulle , comme il est montré dans la figure 4.1. 
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On admet que p est la longueur de la marge de séparation générée par un hyper-
plan placé juste à la moitié de la distance entre les deux exemples les plus proches 
de l'une et de l'autre catégorie. Alors, pour chaque exemple X i , nous avons 
w
T 
X i + b ~ p / 2 si Yi = -1 
{:} ydwT Xi + b) ? p/2 
w
T 
X i + b ? p/ 2 si Yi = 1 
(4.2) 
Étant donné que west perpendiculaire à l'hyperplan, la distance de l'hyperplan 
à n'importe quel point Xi, en termes de la taille 'de west 
Yi (wTXi + b) 
Ilwll 
Si on note x s , aux points les plus proches à l'hyperplan, c'est-à-dire, ceux qui se 
trouvent dans la limite de la marge, puis en redimensionnant w et b par 2/ p, dans 
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FIGURE 4.2 - Les points d'une catégorie sont représentés en rouge, ceux de l'autre 
sont représentés en vert. [811 
On trouve donc que la distance de l'hyperplan de séparation aux points les plus 
1 
proches d 'un côté de la marge est ~' où Il w Il est la norme euclidienne de w , 
qui est Jww. l Par conséquent, la longueur de la marge est I I~II. On observe que, 
pour maximiser cette expression, il faut minimiser Il w Il. 
Minimiser Il w Il est l'équivalent de minimiser Il w 11 2 malS, cette dernière a 
l'avantage d 'être dérivable partout tandis que Il w Il n'est pas dérivable en Il 0 Il. 
De plus, pour s'assurer que les exemples soient bien classés, on ajoute les contraintes: 
ri = ydwx + b) - 1 ~ 0, \fi E {1, ... , n} 
On fait face au problème de minimiser Il w 11 2 sujet aux ri dont la solution peut 
être trouvée, par la méthode des multiplicateurs de Lagrange qui sert à transfor-
mer un problème d'optimisation de fonction avec des contraintes en un problème 
d 'optimisation de fonction sans contraintes. 
Pour cela, on exprime le lagrangien Lp comme somme de la fonction à minimiser 
(la fonction objectif dans ce cas-ci) et de l'opposé de chaque contrainte ri multiplié 
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par une constante ai E IR+ . Les ai constituent les « multiplicateurs de Lagrange » . 
1 n n 
Lp = Lp (w , b, a) = "2 Il W 11 2 - L aiYi (WXi + b) + L ai 
i=1 i=1 
1 n n 
= "2wTw- L aiYi(WXi+ b) + L ai 
(4.3) 
i=1 i=1 
Lp doit être minimisé par rapport à w. 
Le gradient de LP devant être nul par rapport à W et b, ainsi qu 'en dérivant et 







= L aiYiXi 
i=1 
=0 
De la formulation de L p et de ces deux équations, on arrive à la formulation 
duale du lagrangien: 
n 1 n n 
L D = L D (a) = L ai - "2 L L aiajYiYjXiXj (4.4) 
i=1 i=1 j=1 
Cette fonction n 'est pas non plus fonction de W et doit être maximisée. Le maxi-
mum de LD et le minimum de L p correspondent aux mêmes valeurs de w , b, et 
Pour que w , b et les ai existent , LD doit vérifier les conditions de Karush-Kuhn-
Thcker (KKT), référées par [68] : 
aLp n 
1. -;::;-- =W/) - L aiYix i,/) = 0 Vv = 1, ... , d 
uW/) i=1 
aLp n 
11. -- = - L aiYi = 0 
ab i=1 
lll . Yi (WXi + b) - 1 2 0 Vi = 1, . . . ,n 
IV. ai 2 0 Vi = 1, ... ,n 
v. adydwxi + b) - 1) = 0 Vi = 1, ... ,n 
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Ces conditions sont satisfaites, donc le problème a une solution. 
Les a sont des multiplicateurs de Lagrange. La solution de l'équation (4.4) peut 
être trouvée par un algorithme de programmation quadratique (Quadratic Program-
ming Package [1]) dont le résultat sera les valeurs a des multiplicateurs de Lagrange 
qui optimisent la fonction 4.4. La majorité d'elles auront une valeur de zéro, tandis 
que quelques unes auront des valeurs positives (conformément aux conditions 4. et 5. 
de KKT). On observe que la condition KKT 5 est vraie pour les valeurs a positives, 
si et seulement si, 
(ydwx + b) - 1) = 0 
Ceci signifie qu 'ils sont les seuls vecteurs qui participent dans la construction de 
l'hyperplan en étant eux-mêmes dans la frontière de la marge maximale et en y 
constituant un sorte de «support». C'est la raison pour laquelle ils sont appelés des 
vecteurs de support. 
4.2 La classification d'une nouvelle donnée. 
Une fois construite la frontière de marge maximale, à l'aide de l'ensemble de 
données d 'entraînement, on a une SVM entraînée et prête à classer des nouvelles 
données encore non observées. 
Basée sur la formulation lagrangienne mentionnée ci-dessus , la frontière de déci-
sion peut être réécrite ainsi: 
(4.5) 
où Yi est l'étiquette de classe (1 où -1) du vecteur support Si ; x est une donnée 
d'entraînement, a i et b sont les paramètres numériques qui ont été déterminés au-
tomatiquement par l'optimisation de la fonction 4.4 et N s est le nombre de vecteurs 
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de support. 
Soit une donnée de test x , mise dans l'équation (4.5), on vérifie alors le signe 
résultant , positif ou négatif, afin de savoir de quel côté de la frontière la donnée se 
trouve et, par conséquent, sa catégorie d 'appartenance. Si le signe est positif, la SVM 
prévoit que x appartient à l'une des classes. Si elle est négative, elle appartient à 
l'autre. 
4.3 Le cas quand les données ne sont pas linéaire-
ment séparables. 
Si les données ne sont pas séparables dans l'espace de caractéristiques X = ]Rd, il 
est toujours possible de faire une transformation des données vers un autre espace, 
généralement à plus haute dimension, dans lequel les données sont seront linéairement 
séparables. 
Soit la transformation : 
cI>:X-tZ (4.6) 
C'est-à-dire, une transformation de l'espace des données en un espace des carac-
téristiques Z, avec X < Z. où chacune des caractéristiques ajoutées de Z est une 
combinaison non linéaire des dimensions de X. 
Pour trouver la solution dans le nouvel espace, il est tout simplement nécessaire 
de remplacer les vecteurs originaux X i par les nouveaux vecteurs Z i du nouvel espace 
Z, autant dans l'équation 4.4 que dans les restrictions correspondantes. 
Une fois la solution trouvée, il est possible d'identifier les vecteurs de support dans 
l'espace de caractéristiques original correspondant aux vecteurs X i dont les valeurs Ct 















FIGURE 4.3 - Projection des points vers ]R3 pour trouver la frontière de séparation. 
4.4 La marge souple. 
La SVM peut toujours trouver une frontière qui sépare correctement toutes les 
données d 'entraînement. Toutefois , il est possible que ce type de frontière n 'obtienne 
pas une bonne généralisation si les données ne sont pas linéairement séparables dans 
l'espace original. Il est donc nécessaire d 'utiliser la SVM de marge souple qui, en 
ayant une surface moins sinueuse et aussi en permettant la mauvaise classification 
de certaines des données d 'entraînement, améliorera la capacité de généralisation du 
classeur. La marge souple résout en même temps l'influence de données atypiques[33, 
56], comme le montre la figure 4.4. 
Pour procéder, un jeu de variables mesurant l'erreur est introduit. Ces nouvelles 
variables sont notées ~i et appelées variables ressort (slack variables). 
Si X i dépasse la marge de séparation, alors ~i 2 o. Ainsi, ~i indique à quel point 
l'exemple X i est loin de la marge : plus X i sera loin de la séparatrice, plus Çi sera 
grand, comme illustré à la figure 4.4. 
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Le problème devient la recherche de l'hyperplan de séparation maximale impli-
quant une pénalisation pour les exemples qui violent la marge. La fonction objectif 
à minimiser devient : 
(4.7) 
où C est une constante, appelée le terme de régularisation, qui permet de donner 
plus ou moins d'importance aux points qui violent la marge de séparation en per-
mettant de faire cette marge plus ou moins souple au besoin. En résumé, on résout 
maintenant le problème: 
{ 
minimiser ~ IlwI12+CL:~1 Çi 
sujet à l i Çi ~ 0, Vi 
(4.8) 
En appliquant la méthode de Lagrange comme précédemment on obtient les multi-
plicateurs ai. 
La valeur optimale de C est trouvée en essayant différents modèles candidats, 
ayant chacun une différente valeur de C, et en mesurant sa précision par la pro-
cédure de validation croisée, pour choisir, finalement, le modèle ayant la meilleure 
performance. 
On peut considérer que le paramètre C a la même fonction que le paramètre de 
régularisation À mentionné dans la section 2.4.6; toutefois, dans le cas des SVM, la 
complexité du classeur diminuera en réduisant la valeur de C, c'est-à-dire que, comme 
le mentionne [57], on peut considérer que le paramètre C joue un rôle semblable à 
1 
À' 
Une fois entraînée la SVM avec marge souple, la classification de nouvelles don-
nées est faite précisément de la même manière que celle qui a été exposée précédem-
ment dans la section 4.2. 
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. ••• ,0<1;<1 Violation de la marge 
, , 1;>1 Mauvaise classification 
• ~ > fwJr ' . 1;=1 Dans la marge 
À gauche, sensibilité de la SVM aux points atypiques. À droite , la marge souple 
permet d'éviter l'influence d 'une donnée atypique. 
FIGURE 4.4 - SVM Marge souple. 
4.5 L'astuce de la fonction noyau. 
Le calcul du produit point des vecteurs dans l'espace d'ordre supérieur, qu'il 
faut calculer dans l'équation 4.4 peut être énormément demandeur de ressources 
computationnelles, rendant ce calcul très difficile, voire impossible. Pour résoudre 
ce problème, une astuce, connue sous le nom de l'astuce de la fonction noyau (the 
kernel trick) , est utilisée. 
Si on a une fonction K , appelée de fonction noyau ou kernel : 
Il est possible alors de faire tous les calculs concernant la SVM en utilisant K 
au lieu de transformer les données par la fonction <p, même sans nécessairement 
connaître cette fonction <p . Comme résultat , le calcul se fait dans l'espace d 'origine 
et ceci est beaucoup moins coûteux qu 'un produit scalaire en grande dimension. 
Lors de l'optimisation du problème quadratique , on remplace les produits sca-
laires Zi . Z j (qui remplaceraient Xi . X j dans l'équation 4.4 ) par K (Xi, X j ) : 
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N I N N 
Ln = """"' 0: - - """"' """"' 0:0: 'Y'Y 'K (x· x ·) L t 2 L L t J t J t, J (4.9) 
i=l i= l j=l 
Pour classer une nouvelle donnée x , on doit calculer: 
(4.10) 
La solution est encore la même que celle employée dans le cas des données li-
néairement séparables (eq 4.5) , en remplaçant le produit de vecteurs par la fonction 
noyau. 
4.5.1 Les fonctions noyau. 
Pour qu 'une fonction puisse servir de noyau, il faut qu 'elle satisfasse la condition 
de Mercer (pour s'assurer que le problème quadratique possède une solution[68, 58]) : 
« Une fonction K(x , y) respecte cette condition si pour toute fonction 
g(x) telle que J g(x)2dx'est finie, on a 
J JK(x,y)g(x)g(y)dxdy 2: o. »[68] 
Si on note le vecteur d 'entraînement comme x , certaines des fonctions noyau connues 
sont [59 , 351 : 
- Linéaire : K (x, x') = (x· x' ) 
- Fonction de base radiale gaussienne(RBF) : 
- K (x , x' ) = exp (-'Y Il x - x' 112) ; 2avec "1> 0 . 
- Polynômiale : K (x , x' ) = ("( (x· x') + r)d > 0 
- Sigmoide: K (x , x' ) = tanh ('Y (x· x') + r); 'Y > 0, 
l 
2. 1 peut aussi être aussi paramétrée comme 1 = 20-2 ' où 0-
2 correspond à la variance de la 
fonction gaussienne l59J 
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4.6 La prévision de la capacité de généralisation. 
Une des principales caractéristiques des SVM, mentionnée par [1], est que la 
proportion des vecteurs de support relative à l'ensemble d'entraînement peut servir 
à calculer, la capacité de généralisation des SVM comme suit: 
Si on appelle l'erreur de généralisation Eout celle attribuée à la proportion de 
données de test classées de façon erronée par une SVM entraînée, alors cette erreur 
a la cote supérieure suivante: 
E < #Vecteurs de support 
out_ N-1 
où N-1 représente le total des données d'entraînement. Ainsi si, par exemple, on 
a un ensemble d 'entraînement de 5000 vecteurs (données) et que par l'optimisation 
du SVM on a 250 vecteurs de support, alors, la capacité de généralisation de la SVM 
sera d 'au plus près 100% [1- (5205000)] = 95%. 
4.7 La SVM pour plus de deux catégories. 
Tel qu'écrit tout au long de ce chapitre, la conception des machines à support 
de vecteurs est faite pour classer seulement dans deux catégories. Toutefois, il est 
possible de classer des données dans de multiples catégories en utilisant l'une des 
méthodes suivantes. 
4.7.1 Une contre une (One versus one). 
Cette méthode pour classer en k catégories, consiste à entraîner (~) SVM chacune 
capable de classer entre deux catégories. Pour classer une donnée de test, celle-ci est 
classée par tous les G) classeurs construits et la catégorie assignée sera celle dans 
laquelle elle a été assignée davantage de fois. 
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4.7.2 Une contre tous (One versus aIl). 
Pour classer en k catégories, cette méthode définit une des catégories comme étant 
la catégorie intérêt pour identifier si les données appartiennent, ou non, à celle-ci. 
On entraîne ensuite un classeur SVM pour classer les données d'entraînement dans 
la catégorie d'intérêt ou dans l'autre. On répète ce processus k fois avec chacune des 
catégories, c'est-à-dire qu'on entraîne k classeurs chacun capable d 'identifier l'appar-
tenance à une des catégories. Finalement, pour classer un exemple de test, on utilise 
la formule 4.5 k fois, une avec chaque classeur. La catégorie assignée sera celle dont 
la valeur résultant dans l'équation est la plus grande (c'est-à-dire toute la valeur, 
non seulement le signe). 
4.8 Contrôler la complexité du classeur. 
D'après le guide présenté par [581 3 : 
Pour varier la complexité du classeur selon l'abondance et la complexité des 
1 
données (voir section 2.4 ) il est possible d 'utiliser le paramètre C ~ ~, de la fonction 
objectif, ou le 'Y de la fonction noyau comme suit: 
Long C : Haute variance. 
Petit C : Bas variance. 
Long 'Y : Haute variance. 
Petite 'Y : Petite variance. 
- 1 2 3. Etant donné que l'auteur utilise le paramètre 'Y = 20-2 ' OÙ 0- correspond à la variance de la 
fonction gaussienne. on a écrit la variation avec les expressions des kernels de la section 4.5. 
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FIGURE 4.5 - Effet de la variation du paramètre " en laissant fixe C = 1.0. 
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Dans le graphique à gauche, le classeur sur-adapte les données tandis que, dans celui 
à droite, on obtient un meilleur ajustement en utilisant une valeur plus petite de "l, 
en diminuant la variance du classeur. . 
4.9 Les avantages et les inconvénients des SVM. 
4.9.1 Les inconvénients. 
- Les SVM peuvent avoir des problèmes dans le cas où beaucoup des termes 
sont non significatifs pour la discrimination de classe [54]. 
- Elles ne servent pas à calculer des probabilités d'appartenance à la classe [33]. 
L'utilisation des fonctions noyaux ne permet pas de sélectionner des caracté-
ristiques importantes pour la classification [33]. 
4.9.2 Les avantages. 
- Étant donné que la complexité du modèle ne dépend pas de la dimension de 
l'espace de caractéristiques, les SVM sont particulièrement bonnes à traiter 
avec des données à dimensions élevées (telles que les représentations vecto-
rielles de texte). 
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En utilisant seulement les vecteurs de support dans la frontière de décision, 
il est possible d'obtenir des résultats de faible densité en traitant avec des 
grands ensembles de données. 
La complexité du classeur peut être contrôlée par le paramètre C en rendant 
la marge plus lisse ou plus sinueuse au besoin. 
Il est possible d 'avoir une idée de la capacité de généralisation du classeur 
même sans avoir vu qu 'une seule donnée de test. 
Avec la SVM linéaire, c'est-à-dire, sans noyau, la frontière de décision construite 
correspond à un hyperplan dont les coefficients peuvent être interprétés comme 
l'importance que le classeur donne aux caractéristiques d 'après leur impor-
tance pour la classification [81. 
En plus du premier et du quatrième avantage mentionnés en haut, l'utilisation de 
la SVM linéaire est particulièrement bonne pour la classification des documents de 
texte pour les raisons suivantes, mentionnées par [43] : 
La plupart des problèmes de catégorisation des textes sont linéairement sépa-
rables. 
Il y a peu de caractéristiques insignifiantes. 
Pour ces raisons, et du fait les objectifs particuliers de notre recherche, on utilisera 
la SVM linéaire afin d 'identifier les vecteurs (mots) les plus significatifs pour la clas-
sification dans chaque catégorie, permettant ainsi l'analyse automatique du discours 
des documents qu'ils les composent. 
4.10 Résumé. 
Dans ce chapitre, nous avons présenté le développement de la fonction objectif 
à optimiser dans le modèle de machines à support de vecteurs tant pour le cas 
d 'exemples séparables, que non séparables sur l'espace de caractéristiques. Nous 
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avons présenté, dans ce dernier cas, le paramètre de régularisation C qui permet-
tra de modifier la complexité du modèle. Nous avons décrit aussi comment, par 
l'astuce de la fonction noyau (kernel), il est possible de construire des frontières de 
décision plus complexes qui permettront de séparer les points, même si ceux-ci sont 
très mélangés dans l'espace vectoriel. On a, finalement, insisté sur les avantages et 
les inconvénients de ce modèle ainsi que sur les raisons justifiant le choix de la SVM 
linéaire dans le cadre de notre recherche. 
Maintenant , nous verrons en détail le deuxième modèle qu'on appliquera: le 
modèle de forêts de décision et on regardera comment la nature de ses caractéristiques 
servent nos objectifs de recherche. 
Chapitre 5 
Les arbres et forêts de décision 
5.1 Introduction. 
D'après [42], à la fin des années 70s et début des 80s deux groupes de chercheurs 
ont développé, de manière indépendante l'un de l'autre, la technique de classifica-
tion d'arbres de décision. J. Ross Qinlan a développé un algorithme d'arbres de 
décision appelé ID3 (Iterative Dichotomiser). Plus tard, en améliorant plusieurs ca-
ractéristiques de l'ID3, il a développé et présenté un autre algorithme appelé C4.5. 
De leur côté, en 1984, L. Breiman, J. Friedman, R. Olshen, et C. Stone, un groupe 
de statisticiens, ont développé un algorithme pour produire des arbres de décision 
binaires appelé CART (Classification and Regression Trees). Ces algorithmes ont été 
le réel début de la recherche et ils ont produit le développement de nouveaux et très 
intéressants algorithmes de classification basés sur des arbres de décision. 
Dans ce chapitre, nous expliquerons les algorithmes arbres et forêts de décision. 
5.2 Les arbres de décision. 
Comme il a été mentionné dans le chapitre 2, le modèle d 'arbres de décision fait 
partie des modèles d'apprentissage statistique automatique basés sur une approche 
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géométrique pour segmenter l'espace de caractéristiques. L'algorithme consiste à 
construire un ensemble de classeurs, appelés classeurs faibles, qui sont séquentiel-
lement introduits avec l'intention de faire une segmentation de l'espace de caracté-
ristiques permettant de classer les données. Cette séquence de classeurs est ensuite 
représentée comme une série de nœuds connectés et placés hiérarchiquement. Le ré-
sultat final est un arbre qui représente la séquence de classeurs en plaçant dans la 
partie supérieure le nœud correspondant au classeur dont la capacité de classification 
est la plus grande entre tous les classeurs et, en allant vers le bas des autres nœuds, 
en représentant d'autres classeurs faibles, en ordre d'importance décroisssante. Le 
résultat final , est un arbre renversé comme celui représenté dans la figure 5.1 . 
Noœud terminal (feuille) 
(a) (b) 
Arbre de décision. (a) Structure générale d'un arbre de décision. (b) Exemple en 
montrant un arbre de décision illustratif utilisé pour décider si une photo représente 
une scène d 'intérieur ou extérieure. 
FIGURE 5.1 - Arbre de décision. Inspiré de [nI 
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5.2.1 L'entraînement des arbres. 
On est face à une technique supervisée d 'apprentissage automatique. Il est donc 
nécessaire, pour entraîner le classeur, d 'utiliser un ensemble de données d 'entraîne-
ment dont les étiquettes soient connues. 
On présente, comme on l'a mentionné dans la section 2, un exemple d'entraîne-
ment comme le vecteur 
et on cherche à connaître le risque ou la perte conditionnelle: 
P (Wi 1 x) 
Le processus d'entraînement consiste à ajouter, de manière séquentielle, des clas-
seurs faibles , ou frontières , qui segmenteront l'espace de caractéristiques. Ces clas-
seurs faibles peuvent avoir une multitude de forme. Toutefois, leur élection affectera 
la complexité du classeur final construit et, partant , sa capacité de généralisation. 
Pour faciliter l'explication, on considérera que des droites perpendiculaires à l'une des 
dimensions ou caractéristiques, c'est-à-dire, à l'un des axes. On aura donc, seulement 
des régions rectangulaires. 
Pour la classification l , l'objectif est de trouver J régions rectangulaires, mutuel-
lement exclusives, RI , · . . , Rj qui minimisent le taux d 'erreur de classification [31] : 
J J 
L = 1 - mf'x (pjk) = L Ej (5.1) 
j=1 j =1 
où, Pjk représente la proportion de données d'entraînement dans la j-ème région 
qui appartiennent à la classe k-ème. L'objectif est de produire une segmentation 
donnant le plus petit nombre d 'erreurs de classification. 
Toutefois, comme le mentionne [31], il est computationnellement impossible de 
1. Le lecteur intéressé aux arbres pour la prédiction de valeurs continues, peut regarder [31J 
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calculer toutes les partitions possibles de l'espace de caractéristiques en J rectangles. 
Il est donc nécessaire d'utiliser un approche séquentielle connue telle la division 
récursive binaire, expliquée comme suit : 
Chacun des classeurs faibles essayera de faire une classification complète, c'est-à-
dire, correcte des données, et ce, en segmentant l'espace de caractéristiques. Chaque 
nœud y sera représenté par un nœud dans l'arbre. Si un classeur faible n'est pas 
capable de classer correctement toutes les données, il rendra alors une segmenta-
tion de l'espace de caractéristiques permettant la meilleure classification possible 
des données résultants du classeur faible précédent. Cette segmentation rendra des 
régions plus petites et nouvelles contenant des sous-groupes de données qui seront 
plus homogènes et, par conséquent, plus facilement classables par le classeur faible 
suivant. 
Chaque classeur faible est introduit en regardant toutes les caractéristiques xj, 
et en ajoutant un point de coupe s qui produit des sous-régions 
et en choisissant j et s tels qu'ils minimisent la proportion d 'exemples mal classés 
dans les sus-régions générées. 
Chaque fois qu'on ajoute un nouveau classeur faible, on ajoutera un nouveau 
nœud dans l'arbre. Le premier nœud, qui correspond au classeur faible qui fait la 
meilleure classification possible sur l'ensemble de données d'entraînement au complet, 
est placé dans la partie supérieure de l'arbre et s'appelle le nœud racine. Les nœuds 
intermédiaires sont appelés nœuds internes de fente et les nœuds finaux s'appellent 
les nœuds feuille. Ces derniers sont les derniers classeurs faibles ajustés et ils sont 
chargés d 'assigner la classe à des exemples reçus en générant des régions finales de 
l'espace de caractéristiques produits par l'algorithme. La figure 5.1 (a) montre les 
types de nœuds. 
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Le processus d 'ajustement de classeurs faibles , et de ses nœuds correspondants 
dans l'arbre, est répété jusqu'à arriver à générer des régions disjointes 
telles que: 
1. Toutes les données contenues dans la région 14 sont de la même classe. Dans 
ce cas, le dernier classeur ajouté, générant la région 14, sera un nœud feuille 
qui assignera la classe des données contenues dans cette région. 
Il. Il Y a un nombre minimal de données contenues, par exemple 5 dans la région 
14. En ce cas, le dernier classeur ajouté, générant la région 14, sera un nœud 
feuille qui assignera la classe de la majorité des données contenues dans cette 
région. 
La figure 5.2 montre ce processus. 
Toutefois, la procédure qu 'on vient de décrire peut produire des arbres qui sur-
adaptent énormément les données d 'entraînement. Ceci est dû au fait que pour dimi-
nuer le taux d'erreur dans l'équation (5.1), il est possible, avec les données d 'entraî-
nement , que soitent générées trop de régions, en produisant autant de régions que 
de données. L'arbre résultant s'adapterait parfaitement aux données d 'entraînement 
mais sa capacité de généralisation serait très pauvre. Pour résoudre ce problème, 
dans la définition de la fonction objectif J à minimiser on ajoute un terme de pénali-
sation au nombre total de classeurs faibles (et nœuds) , à l'équation (5.1). On définit 
donc la fonction objectif à optimiser comme suit: 
ITI 
J = L = 1 - mfx (Pjk) + À 1 T 1 (5.2) 
j=1 
où 1 T 1 indique le nombre de nœuds feuille dans l'arbre. On observe que plus 
grand est le nombre de nœuds terminaux, plus grande sera la pénalisation. Le para-
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mètre de pénalisation permet ainsi d'« élaguer » l'arbre pour varier sa complexité, en 
permettant d'obtenir une taille optimale qui rend la meilleure classification possible 
des nouveaux exemples. La valeur À, permettant d'arriver à une taille optimale de 
l'arbre, peut être trouvée par validation croisée [32]. 
5.2.2 L'optimisation des nœuds. 
Étant donné que le taux d 'erreur de classification n'est pas une mesure suffis am-
ment sensible pour bien faire croître les arbres , on utilise à sa place, à chaque étape 
du grandissement de l'arbre, l'une des deux mesures de la variance totale au long des 
k classes qui sont numériquement très semblables [32]: L'entropie et le Gini index. 
5.2.2.1 Le Gini index. 
Le Gini index est défini comme suit: 
K 
G = L Pjk (1 - Pjk) (5 .3) 
k= l 
5.2.2.2 L'entropie. 
L'entropie est définie ainsi: 
K 
D = - L Pjklo9 (Pjk) (5.4) 
k=l 
Ces mesures sont aussi appelées des mesures de « pureté », parce qu'une pe-
tite valeur indique qu'une région, ou son nœud associé, contient principalement des 
observations d'une même classe. 
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5.2.3 La phase de test. 
Une fois qu'on a fait grandir l'arbre, la phase de test consiste simplement à faire 
passer chacune des données de test par l'arbre de décision. À partir du nœud racine, 
chaque nœud appliquera une fonction de triage à l'exemple x qui sera envoyé, selon le 
résultat de cette fonction, vers un des nœuds suivants dans la hiérarchie. Ce processus 
est répété jusqu'à arriver à un nœud feuille qui assignera sa classe d 'appartenance. 
La figure 5.2 montre l'arbre de classification produit avec le célèbre ensemble de 
données de fleurs iris d'Anderson [21 et Fisher [261 en 1936. On utilise seulement deux 
des caractéristiques: la longueur et la largueur des pétales pour pouvoir représenter 
cet arbre graphiquement dans deux dimensions. On entraîne l'algorithme pour classer 
des données de fleurs dans trois types possibles à partir de ces deux caractéristiques. 
Dans la partie à gauche on montre les données d'entraînement et les régions produites 
en introduisant séquentiellement les classeurs faibles (Ji et , dans la partie droite, leurs 
nœuds correspondant dans l'arbre sont visibles. Si une nouvelle donnée x = (Xl, X2) 
est passée par l'arbre, et que celle-ci arrive finalement à un nœud feuille qui est 
associé avec la région 1 (Rd, alors la donnée sera classée comme de l'espèce Setosa. 
Si le nœud feuille final est associé avec la région 3 (R3 ) , la donnée sera classée comme 
de l'espèce Versicolor. Finalement si le nœud feuille final place la donnée dans l'une 
des régions 2 ou 4 (R2 où R4 ) , alors elle sera classée comme de l'espèce Virginica. 
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FIGURE 5.2 - Exemple d'arbre de classification en utilisant l'ensemble de données 
iris de Fisher. 
5.3 Les avantages et les inconvénients des arbres de 
décision. 
L'avantage principal des arbres de décision est qu'ils permettent de faire une 
représentation graphique du processus de décision facile à interpréter pour toute 
personne et que, comme le mentionne [32], beaucoup de personnes considèrent comme 
un « miroir » du processus humain de prise de décision. Toutefois, en accord avec [32], 
les arbres ont, en général, une performance plus mauvaise que d 'autres techniques 
d'apprentissage statistique. C'est pour cette raison qu'ils ont été peu utilisés jusqu'à 
l'apparition d 'une nouvelle technique, basée néanmoins sur eux, appelée les forêts 
de décision, qui forme ce jour l'une des techniques d 'apprentissage automatique de 
pointe. 
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5.4 Le modèle de forêt de décision. 
La principale cause de la plus ou moins bonne capacité de généralisation des 
arbres de décision est qu 'ils produisent des classeurs avec un petit biais mais avec une 
grande variance. Ceci fait que les arbres tendent à sur-adapter les données d'entraÎne-
ment. Pour résoudre ce problème, L. Breiman[6] a introduit une nouvelle technique: 
les forêts de décision. Ce modèle se base sur l'utilisation d 'une des méthodes de co-
mité ou ensemble, mentionnées dans la section 1.2.8. Le modèle ut.ilise un ensemble 
d'arbres afin de calculer la valeur « moyenne » de prévision ainsi que le bagging pour 
réduire la variance, rendant ainsi un modèle qui aura une bien meilleure capacité de 
généralisation que les arbres individuels. 
Si en construisant les nœuds, on utilise toutes les caractéristiques pour choisir 
l'une d 'elles comme le classeur faible , le résultat sera que les arbres produits seront 
tous identiques, et la moyenne sera équivalente à chacun des arbres individuels. 
Ceci est dû au fait que les arbres seront complètement corrélés. La solution est la 
randomisation dans la construction des nœuds, c'est-à-dire, choisir au hasard un sous-
ensemble dj < d dans la construction de chaque nœud. Ceci permettra de décorréler 
les arbres en réduisant la variance et en générant un modèle qui ne soit pas équivalent 
à l'un des arbres individuels. 
Une autre manière de réduire la variance consiste à utiliser toutes les caracté-
ristiques dans la construction des arbres et à introduire le caractère aléatoire par la 
stratégie d'échantillonnage bootsrap ou bagging que l'on va expliquer maintenant. 
5.4. 1 Le Bagging. 
Le Boostrap aggregation ou Bagging est une procédure générale utilisée pour ré-
duire la variance d'une méthode d 'apprentissage statistique. Cette procédure se base 
sur l'idée que faire la moyenne d'un ensemble d 'observations en réduit la variance. 
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Ainsi, s'il était possible de produire B différents ensembles de données d'entraîne-
ment et de produire un arbre avec chacun ainsi que calculer la moyenne des arbres 
produits. L'arbre « moyenne» résultant aurait une variance beaucoup plus petite 
que chacun des arbres individuels. Toutefois, étant donné qu'on dispose habituelle-
ment que d'un seul ensemble de données, le bagging nous permet de produire Bi 
nouveaux ensembles de données d'entraînement en prenant des échantillons, unifor-
mément avec remise, de B. Étant donnée que ces sont des échantillons avec remise, 
quelques observations seront répétées dans chaque ensemble Bi. Il peut être démon-
tré que chaque Bi aura approximativement (1 - Ile) ~ 0.63, c'est-à-dire, deux tiers 
d'exemples uniques ou non répétés. Cette proportion de données est appelée l'échan-
tillon dans la bourse « in bag sam pie » tandis que les exemples non inclus, dans un 
Bi particulier, approximativement un tiers de B, c'est-à-dire, BI3 , forment ce qu 'on 
appelle l'échantillon hors de la bourse «out of bag sample » (OOB). 
En construisant ainsi les arbres pour faire la moyenne au moyen du Bagging, ceux-
ci peuvent être construits de grande taille sans avoir à « les élaguer » en permettant 
le calcul de la moyenne d 'un ensemble d'arbres dont la variance sera petite. 
5.4.2 La randomisation de nœuds. 
Soit P est l'ensemble de toutes les caractéristiques. Pour introduire le caractère 
aléatoire dans la construction des nœuds, il n'est pas nécessaire de disposer que d'un 
sous-ensemble Pj C P de caractéristiques à chaque nœud. Pour la classification, si 
on utilise des lignes perpendiculaires à une des dimensions comme classeurs faibles, 
il sera nécessaire de tester exhaustivement toutes les caractéristiques en calculant 
le gini index ou l'information gain résultant pour choisir, finalement, celle dont la 
valeur soit la plus petite. On aura donc Pj = d, où d est le total de caractéristiques ou 
de dimensions de données. Toutefois, comme on vient de mentionner, il sera possible 
de disposer seulement Jd des caractéristiques en entraînant chaque nœud. Ainsi, par 
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exemple, si l'ensemble de données est de dimension 10000, il sera nécessaire, pour 
l'entraînement de chaque nœud, de sélectionner uniformément au hasard seulement 
V10000 = 100 des caractéristiques des données en les testant exhaustivement comme 
nœuds candidats. 
On obtient donc que la fonction objectif à optimiser à chaque nœud est: 
11; = argmax Ij 
BjEPj 
(5.5) 
ou Ij est l'une des mesures d'information, soit le gini index ou l'entropie, I1j sont 
les possibles frontières de décision qui seront exhaustivement testées en choisissant 
la meilleure d 'elles comme le classeur faible 11; finalement ajouté,à l'étape j. 
La randomisation des nœuds permet de contrôler le caractère aléatoire des arbres 
qui constituent la forêt [11 , 32]. Une valeur plus petite de Pj , habituellement choisie 
de façon identique pour tous les arbres, implique moins de corrélation entre les arbres 
de la forêt. Si Pj = p, alors on aura une corrélation totale entre tous les arbres faisant 
en sorte que tous soient identiques, l'un par rapport à l'autre, et que la capacité de 
la forêt soit la même que celle d 'un arbre individuel; mais si Pj = 1 on obtient 
le caractère aléatoire maximal et des arbres totalement non corrélés. Il faut , donc, 
trouver la bonne valeur Pj . D'après [32], une quantité habituellement utilisée et qui 
offre des bons résultats est Pj = JP; sinon, la valeur optimale peut également être 
trouvée par validation croisée. 
5.4.3 L'entraînement de la forêt. 
Pour entraîner la forêt, on produit d 'abord un ensemble de T arbres t E {l , ... ,T} 
de manière indépendante, et en faisant ainsi la randomisation des nœuds. Par la suite, 
on doit pousser par ces derniers les données d 'entraînement, dès la racine, jusqu'à 
ce qu'elles atteignent une feuille , en combinant toutes les prévisions dans une seule, 
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par le calcul de la moyenne simple : 
1 T 
P (w 1 x) = T L pdw 1 x) 
t=l 
(5 .6) 
où Pt (w 1 x) est la prévision faite par l'arbre t pour l'exemple x. 
En utilisant la procédure précédente pour avoir des prévisions ou des classifi-
cations de l'ensemble de données d'entraînement, il est aussi possible d'utiliser la 
validation croisée, expliquée dans la section 2.4.7, pour optimiser la performance du 
classeur de forêt de décision, en variant ces paramètres, afin d'obtenir la meilleure 
capacité de généralisation possible. 
5.4.4 La prévision et la classification des données. 
Pour prévoir ou classer une donnée x , il faut simplement la passer par les arbres 
de la forêt et calculer la moyenne par l'équation 5.6. 
La moyenne obtenue correspond à la valeur prévue par la forêt de décision pour 
des valeurs continues. Pour l'assignation des valeurs catégoriques , c'est-à-dire pour 
la classification, le résultat de l'équation 5.6, retourne une distribution de probabilité 
d 'appartenance à chacune des classes. 
Donc pour classer, il faut simplement choisir la classe dont la probabilité est la 
plus grande. Cette catégorie sera celle qui a été assignée le plus grand nombre de 
fois par les arbres de la forêt, c'est-à-dire, pour la plupart des arbres. Ainsi, par 
exemple, si on a généré une forêt de T = 100 arbres afin de faire la classification en 
trois classes (Wl, W2, W3), chacune d'elles donnera une catégorie d'appartenance de x; 
on admet que le premier et deuxième arbres classent la donnée dans la première et 
deuxième classe respectivement , et le dernier arbre classe dans la troisième classe. 
Ces classifications peuvent être représentées par des vecteurs en ayant 1 dans la 
catégorie de classification et de a dans les autres, c'est-à-dire: 
pdw 1 x) 
pdw 1 x) 
P100 (w 1 x ) 
(1 , 0, 0) 
(0 , 1, 0) 
(0 , 0, 1) 
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Si on suppose qu 'une nouvelle donnée est classée par la arbres dans la classe 1, 
70 dans la classe 2 et 20 dans la classe 3, alors le résultat de l'équation 5.6 est 
1 100 1 
100 L Pt (w 1 x ) = 100 (10, 70, 20) = (0 .10, 0.70, 0.20) 
t= l 
et la classification de la nouvelle donnée, assignée par la forêt, serait celle dont 
la probabilité est la plus grande, c'est-à-dire, la classe 2. 
La figure 5.3 illustre le processus de prévision et de classification de données. 
Arbre t=1 
X Donnée de 
1 Entrainement 
+ ou test 
l 
1 T 
T LPt (w 1 x) 
t = l 
t = T 
X Donnéede 
Entrainement l ou test 
Donnée de X 
Entrainement 1 
ou test + 
-------------.. >< t~ 
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FIGURE 5.3 - Entraînement de la forêt de décision ou classification. Inspiré de [111 
5.4.5 Le bagging et la capacité de généralisation. 
Si on utilise le bagging pour la construction de la forêt , il est possible d'estimer 
la capacité de généralisation de la forêt de décision en utilisant les données hors de la 
bourse. L'erreur hors de la bourse (OOB error) sera alors simplement calculée comme 
la proportion de données hors de la bourse dont la prévision finale est incorrecte. 
Cette erreur est un estimateur valable de la capacité de généralisation de la forêt 
de décision. Cette procédure s'avère nécessaire avec des ensembles de données très 
grands avec lesquels l'utilisation de la validation croisée pour estimer la capacité de 
généralisation serait computationnellement coûteuse. 
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5.4.6 L'effet des paramètres du modèle de forêt de décision. 
Les paramètres qui influencent le comportement d 'un modèle de forêt de décision 
sont: 
La taille T de la forêt. 
Le type du modèle de décision faible. 
La profondeur maximale d 'arbre D permis. 
Le montant de randomisation (contrôlé par Pj) ; 
On regardera ensuite comment ces paramètres influencent la performance du classeur 
de forêt de décision. 
5.4.6.1 Le nombre d'arbres T de la forêt. 
D'après [321 et [41], augmenter le nombre d'arbres dans la forêt améliorera seule-
ment sa capacité de généralisation mais jusqu'à arriver à un point où sa capacité 
de généralisation est optimale celle-ci ne s'améliore plus considérablement, étant im-
possible pour le modèle de sur-ajuster les données d 'entraînement en ajoutant plus 
d'arbres. Par conséquent, utiliser quand même un nombre trop grand d 'arbres n'af-
fecte pas la capacité de généralisation du modèle, mais il faut tojours considérer 
son coût computationnel. Par contre, l'augmentation du nombre d'arbres T de la 
forêt produit des frontières de décision plus souples, qui permettent de bien modeler 
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Illustration de l'influence du nombre d'arbres T dans la forêt en utilisant les données 
des fleurs iris. L'augmentation du nombre d 'arbres améliore la capacité de générali-
sation du modèle, en permettant en outre de capturer l'incertitude. 
FIGURE 5.4 - Influence du T. 
5.4.6.2 L'effet du type de classeur faible . 
[n] mentionne que le type de classeur faible choisi peut influencer fortement la 
performance de la forêt de décision; on améliore sa performance en utilisant des 
classeurs faibles complexes comme des lignes orientées [55, 52] ou des modèles non 
linéaires, tandis que les modèles de droites perpendiculaires à l'un des axes, comme 
ceux qu'on a utilisés dans l'exemple de la figure 5.2, produisent des régions rectangu-
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laires qui peuvent mener à une mauvaise généralisation. Toutefois , d 'après le même 
auteur, en augmentant le nombre d 'arbres T de la forêt, comme il est montré dans 
la figure 5.4, le résultat sera plus lisse en fixant ce problème. Par ailleurs, les tests 
alignés à l'un des axes sont computationnellement extrêmement efficaces. De plus , 
dans les logiciels informatiques, c'est souvent le type de classeur faible qui est implé-
menté et c'est celui qui sera utilisé par la suite dans notre application d'analyse de 
texte. 
5.4.6.3 La profondeur maximale d'arbre. 
Le paramètre D de profondeur d'arbre contrôle la quantité de sur-ajustement. 
Des arbres trop profonds tendent à sur-ajuster les données d'entraînement, tandis 
que des arbres trop peu profonds peuvent ne pas adapter suffisamment les données 
d'entraînement pour offrir une bonne généralisation. D'après [11], bien que l'utilisa-
tion de multiples arbres allège le sur-ajustement aux données d'entraînement, il ne le 
fait pas complètement et, étant donnée que la valeur appropriée de la profondeur D 
varie selon l'application particulière du modèle, il faut être soigneux en le choisissant. 
Il est important de remarquer que la taille de l'arbre peut aussi être contrôlée en 
établissant le nombre minimal de données d'entraînement nécessaires pour produire 
un nœud feuille. Par exemple, en fixant le nombre minimal dans 5, l'arbre produit 
sera moins grand qu 'en fixant ce nombre dans l. 
5.4.6.4 Le montant de randomisation (contrôlé par Pj ). 
Selon l'exposé dans la section 5.4.2, ce paramètre permet de réduire ou d'augmen-
ter la complexité du classeur en diminuant ou en augmentant sa valeur, respective-
ment. Si la valeur Pj = ...;p, suggérée par [32] et [41], ne permet pas une performance 
suffisamment bonne, la valeur optimale peut être obtenue par validation croisée. 
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5.5 Les avantages et les inconvénients des forêts de 
décision. 
5.5 .1 Les Avantages. 
Selon [11], les forêts de décision peuvent produire, à certaines conditions, des 
frontières de séparation de marge maximale , comme celles obtenues par les machines 
à support de vecteurs. 
Les forêts de décision permettent de trouver l'importance des caractéristiques 
pour la classification ou la prévision. Il faut simplement obtenir, pour chaque carac-
téristique, la somme du décroissement total d'entropie Ou le gini index dans chaque 
arbre de la forêt , puis faire la moyenne des T arbres de la forêt. Ainsi les caractéris-
tiques qui obtiennent une plus grande réduction moyenne de l'hétérogénéité seront 
les plus importantes pour la classification. 
Il n'est pas possible de sur-ajuster les données d 'entraînement en mettant trop 
d'arbres dans chaque forêt, cela aurait seulement un coût computationnel. 
Il est possible d'utiliser le même modèle de classification tant avec des problèmes 
de classification binaire ou de classes multiples ainsi que de valeurs continues. 
Ce modèle est efficace pour travailler avec des données à haute dimension (telles 
que les représentations vectorielles de texte) en améliorant la vitesse de traitement 
dû au fait qu 'il choisit des sous-ensembles de caractéristiques dans la formation de 
chaque arbre au lieu d 'utiliser toutes les caractéristiques existantes. 
Il donne un résultat à faible densité contenant seulement les caractéristiques les 
plus importantes utilisées et, en plus, il permet de bien modéliser l'incertitude. 
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5.5.2 Les inconvénients. 
Malgré tous les avantages que nous venons de mentionner, « Il n'y a pas de 
déjeuner gratuit (there is no free lunch) dans la statistique: aucune méthode ne 
dépasse toutes les autres pour tous les ensembles possibles de données» [411. 
5.6 Résumé. 
Dans ce chapitre, nous avons présenté le modèle d'arbre de décision qui est uti-
lisé comme bloc fondamental de la fonction objectif du modèle de forêt de décision. 
Nous avons vu en outre, que pour optimiser la fonction objectif, les deux para-
mètres fondamentaux sont le nombre d'arbres de la forêt et le nombre de caractéris-
tiques échantillonnées dans la construction de chaque nœud des arbres. Ce dernier est 
l'hyper-paramètre qui nous permettra, dans la pratique, de contrôler la complexité 
du modèle. 
Pour les buts de notre recherche, les caractéristiques significatives du modèle sont, 
d'une part , sa capacité d'identifier l'importance des mots pour la classification, ce qui 
nous permettra de faire l'analyse automatique du contenu des documents de texte 
de chaque classe et, d'autre part , son efficience dans des espaces de haute dimen-
sion, comme c'est le cas pour la classification de tels documents. Finalement, étant 
donné l'utilisation de petits sous-ensembles de caractéristiques pour la construction 
de nœuds, le modèle de forêt de décision est très efficace et extensible à de grandes 
quantités de données. 
Avec toute la théorie nécessaire, nous pouvons maintenant aller à la mise en 
œuvre et à l'application des modèles choisis dans notre projet de recherche. 
Chapitre 6 
L'implémentation 
Étant donné que l'un des objectifs du développement du logiciel est son intégra-
tion, à titre d'outil plus disponible dans l'application REGASS [17j, on a développé 
deux versions différentes du logiciel de classification: l'une est utilisée dans l'étape 
de classification du REGASS et, on l'appellera la version 1; l'autre est dans l'étape 
d'analyse et on la qualifiera de version 2. Les deux versions utilisent le même noyau 
de la fonction de classification qui reçoit les segments de texte, les vectorisent et op-
timise le modèle choisi, soit la SVM ou la forêt de décision, en montrant un rapport 
de classification et en permettant de faire un graphique du processus d'optimisation 
du modèle utilisé. 
La version 1 reçoit les segments de texte contenus dans le logiciel REGASS, puis, 
en utilisant des données externes d'entraînement, situées dans le dossier indiqué 
par l'utilisateur, elle entraînera le classeur en montrant le rapport et le graphique 
d 'optimisation des données d 'entraînement, en classant finalement les données de 
REGASS avec le classeur optimal construit. 
La version 2 est utilisée dans l'étape d'analyse du logiciel REGASS et elle uti-
lise les segments de texte et les étiquettes assignées par certains de ses classeurs 
disponibles: SOM, ART ou k-means. Contrairement à la version 1, la version 2 
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sert à classer une des classes, appelée la classe cible, contre le reste 'des classes, afin 
d 'identifier les caractéristiques (mots) plus importantes pour la classification des seg-
ments de cette classe-ci, en offrant, en outre, une représentation graphique de ces 
termes. Cette version permet, finalement , d'explorer les segments proches à certains 
des termes plus importants, lesquels peuvent être choisis par l'utilisateur. 
6.1 La lecture et le découpage des données. 
Dans la version 1 les données utilisées pour optimiser le classeur sont des don-
nées externes à REGASS, qui doivent alors se trouver dans un dossier indiqué par 
l'utilisateur. 
Dans la version 2, les seules données utilisées sont celles contenues dans le logiciel 
REGASS, et elles sont prises de façon automatique par le logiciel. 
Après la lecture, les données sont découpées comme suit : 7/ 10 = 0.70 comme 
données d 'entraînement et de 3/ 10 = 0.30 comme données de test. 
6.2 La fonction de classification. 
Dans cette section on décrit le développement de la fonction qui fait la classi-
fication des documents dans les différentes catégories dont le code d 'appel est le 
suivant .. 
Appel de fonction: 
def C lasseur(trains_path - "" outf_path = "" , 
hyperparam_dict = {} , classeurchoix = 3 , 
n iter search = 2 , seed = 13, **kwargs): 
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6.2.1 Les paramètres. 
trains _ path : dans la version 1, c'est l'adresse du dossier qui contient des 
sous-dossiers contenant les fichiers correspondent aux documents ou aux segments 
de texte, à utiliser pour entraîner le classeur, c'est-à-dire, l'ensemble d 'entraînement. 
Le dossier spécifié est fourni par l'utilisateur et doit contenir des sous-dossiers qui 
contiennent, chacuns, les documents de texte d 'entraînement d 'une des catégories 
dans lesquelles on les classera. Les étiquettes son générées automatiquement pour 
chaque sous-dossier. Dans la version 2, l'adresse utilisée est une direction fixe interne 
où se trouvent les segments et les étiquettes de classe assignées par REGASS. 
out/_ path : dans la version 1 c'est l'adresse où se trouvent les segments du RE-
GASS dont la classe sera retournée. Dans la version 2, l'adresse est passée 
mais non utilisée. 
hyperparam _ dict : c'est le dictionnaire contenant les valeurs des hyperparamètres 
qui seront utilisés pour optimiser le classeur, c'est-à-dire les valeurs disponibles 
pour produire différentes hypothèses (classeurs candidats ayant différentes 
combinaisons d'hyperparamètres) et ce, afin de choisir celle ayant la meilleure 
performance. 
Classeurchoix : c'est la valeur numérique entière correspondant au type de 
classeur à utiliser. Ce paramètre peut prendre des valeurs d 'entiers entre a 
et 3, correspondant à la forêt de décision randomisée, la forêt de décision 
par recherche exhaustive des hyperparamètres, la SVM randomisée et la 
SVM par recherche exhaustive, respectivement. Ce paramètre est utilisé 
par un dictionnaire défini dans la partie inférieure de la fonction , et qui 
agit comme un switch qui mènera vers l'exécution du code du classeur 
choisi. 
n iter search c'est le nombre d'hypothèses à tester en faisant une recherche 
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randomisée des valeurs optimales des hyperparamètres (voir section 6.2.5.5). 
Seed : c'est la valeur semence du générateur des valeurs aléatoires. 
** kwargs : il permet de passer des arguments facultatifs , par exemple : 
n _ e _ det : qui est le nombre d'arbres à produire dans les classeurs de forêts 
de décision. 
6.2.2 L'importation et la vectorisation des données. 
Les segments de texte sont lus puis placés dans une liste appelée corpus, dont les 
éléments correspondent aux segments de texte chargés. Par ailleurs, les étiquettes de 
classe sont mises dans une liste appelée target _ 1 1 
Commence alors la programmation des tâches d 'apprentissage automatique. Pour 
cela on utilise le module sei-kit learn du langage de programmation python[66]. Le 
choix de ce module est dû au fait qu 'il y a une grande quantité de modèles mise 
en œuvre ainsi que de tâches de préparation données et de rapport de résultats de 
disponibles pour l'utilisateur. 
On divise les données en deux parties: un ensemble de données d'entraînement, 
avec 70% des données, et un ensemble de données de test, avec le 30% restant. 
Pour réaliser ceci, on utilise la fonction cross_validation. train _ test _ splitO, de sci-
kit learn, dont le paramètre test_size permet de définir la proportion de l'ensemble 
de données de test. On obtient ainsi l'ensemble d'entraînement X train avec ses 
étiquettes y train et celui de test X test avec les siennes y test. 
X_train , X_test, y _train, y _test = cross_ va lid ation . 
tra in _test_sp li t(corpus, target_ l , test_size = 0.30, 
random_state = O) 
1. Dans la version 2 on utilise une liste additionnelle, appelée target _lbool dans laquelle les 
étiquettes de classe, différentes de la classe objectif, sont mises à O. 
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Pour faire la représentation vectorielle des documents de texte, il est d'abord 
nécessaire de créer le vocabulaire, c'est-à-dire le sac de mots, à utiliser à partir de 
l'ensemble d'entraînement; pour ceci, on crée un objet, de la classe CountVectorizer, 
nommé vectorizer. Ensuite par la méthode fit _ transformO le vectorizer produira un 
dictionnaire de fréquences des n-grammes utilisés par la méthode fit _ transform, afin 
de produire la matrice de fréquences de termes, ou matrice de fréquences. 
Par défaut, la génération du vocabulaire est faite en prenant des n-grammes de 
taille 1, c'est-à-dire, des mots individuels, toutefois, il s'avère parfois utile de choisir 
davantage de n-grammes de taille plus grande, (2 par exemple) . 
from s kl earn . feature_extraction. text import CountVectorizer 
vectorizer = CountVectorizer (ngram_range = (1 ,1)) 
freq_term_matrix = vectorizer. fit_transform(X_train) 
Si l'utilisateur choisit d'utiliser la pondération tf-idf, mentionnée dans la section 
3.5, il faut créer un nouvel objet de la classe TfidfI'ransformerO, avec le paramètre 
norm= "12" qui fait la pondération tf-idf et qui normalise les vecteurs en utilisant la 
distance euclidienne. 
On a, finalement, la représentation vectorielle de l'ensemble de données d'entraî-
nement, appelée X train. 
if kwargs r ' tf_idf ' l = True: 
t fid f = TfidfTransformer (norm= " 12") 
tf _ idf _ matrix = t fi d f . fi t _ t r ans form (freq_ term_matrix) 
X train tf idf matrix 
else: 
X test freq_ term_matrix 
On doit maintenant vectoriser l'ensemble de données de test. Pour ce faire , il 
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est nécessaire d 'utiliser le vocabulaire qui a déjà été produit avec les données d'en-
traînement en excluant, par conséquence, les mots de l'ensemble de test qui ne sont 
pas dans l'ensemble d 'entraînement. On doit donc utiliser le même objet vectorizer 
qui a été construit avec les données d 'entraînement pour obtenir la représentation 
vectorielle de fréquences de termes de l'ensemble de test. Si l'utilisateur souhaite 
faire la transformation tf-idf, il faut répéter la procédure de pondération faite avec 
l'ensemble d'entraînement. Finalement, seulement dans la version 1, les segments de 
texte dedans REGASS sont vectorisés de la même façon que l'ensemble de données 
de test . 
freq_term_matrix = vectorizer . transform (X_test) 
if kwargs[ ' tf_idf ' ] = True: 
tfi d f = TfidfTransformer (norm= " 12 ") 




tf idf matrix 
Les données sont déjà prêtes à être utilisées par le classeur. 
6.2.3 Le choix du classeur. 
On vérifie, selon la valeur du paramètre Classeurchoix, lequel des quatre classeurs 
sera utilisé. Pour ceci, on définit un dictionnaire, au moyen duquel il est possible de 
choisir le bloc de code correspondant au classeur à utiliser. 
75 
# D éfinition des options de classeurs disponibles 
options = {O rfrandomisee , 
1 rfgrids , 
2 svmrandomisee, 
3 svmgrids , } 
rapport, y _pred = options [cl asseurchoix l () 
o : rfmndomisee correspond au classeur de forêt de décision randomisée, c'est-
à-dire, celle dont les hyperparamètres optimaux sont cherchés de façon aléatoire et 
non exhaustive (voir sec. 6.2.5.5). 
1 : rfgrids correspond au classeur de forêt de décision dont la recherche des 
hyperparamètres optimaux est faite par une recherche exhaustive de toutes les com-
binaisons possibles des hyperparamètres (grid search). 
2 : svmmndomisee correspond au classeur de machines à support de vecteurs 
(svm) en faisant une recherche randomisée des hyperparamètres optimaux (voir sec. 
6.2.5.5). 
3 : svmgrids correspond au classeur de machines à support de vecteurs (svm) 
dont la recherche des hyperparamètres optimaux est effectué de façon exhaustive 
(grid search). 
6.2.4 Les classeurs. 
6.2.4.1 La structure. 
Une fois déterminé le classeur à utiliser, on passe à la section de code dans laquelle 
il est exécuté. Les classeurs ont la structure commune suivante : 
1. Définition de la grille de recherche d 'hyperparamètres qui contient les valeurs 
possibles des hyperparamètres entre lesquels sera cherchée la combinaison de 
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valeurs donnant la performance optimale du classeur. 
11. Création d'une instance du classeur à utiliser avec les paramètres d'initialisa-
tion nécessaires. 
lll. Entraînement du classeur en utilisant l'ensemble de données d'entraînement. 
La procédure consiste à générer des classeurs candidats (hypothèses) pour 
chacune des différentes combinaisons des valeurs des hyperparamètres, en 
évaluant ses performances par une validation croisée de trois couches (3 folds 
cross validation) et, finalement, en choisissant l'hypothèse dont la combinai-
son des hyperparamètres rend la meilleure performance d'après la mesure de 
précision. 
lV. Test du classeur. 
Ceci est fait en classant les données de l'ensemble de test pour bien évaluer la 
performance du classeur avec des données encore non vues. Dans la version 1 
les données du REGASS sont également classées par le classeur optimal. 
v. Retour des objets suivants: 
(a) Rapport d'optimisation et de classification de l'ensemble de test. 
(b) Vecteur de classification des données du REGASS (Version 1) ou vide 
(Version 2). 
(c) Classeur optimal. 
(d) Liste des caractéristiques plus importantes. 
6.2.4.2 La création d'une instance du classeur à utiliser. 
On crée un objet classeur. Pour ce faire , on utilise les modules de sci-kit learn de 
forêts de décision ainsi que la librairie de machines à vecteurs de support . 
Dans le cas des classeurs de forêt de décision, on utilise le constructeur Random-
ForestClassifierO avec le paramètre random _ state = 13 pour répéter les résultats 
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obtenus, autrement l'élection aléatoire de caractéristiques dans la construction des 
nœuds, produira des résultats différents même si on choisit les mêmes hyperpara-
mètres. Le modèle de machines à vecteurs de support est créé avec le constructeur 
clf = svm.SVC O. Les deux classeurs font partie du module sci-kit learn, d'où ils 
doivent être importés. 
from sklearn. ensemble import RandomForestClassifi e r 
from sk learn import svm 
c l f RandomForest C lassifier (random_state = 13) 
cl f svm . SVC () 
6.2.5 L'optimisation du classeur. 
6.2.5.1 La grille d'hyperparamètres. 
L'optimisation du classeur correspond aux processus décrits dans la section 2. 
On cherche la combinaison d'hyperparamètres permettant un ajustement optimal du 
classeur aux données d 'entraînement par l'optimisation de la fonction objectif mais en 
évitant le sur-ajustement . Chaque combinaison d'hyperparamètres testée correspond 
à un classeur candidat, chacun ayant une complexité différente. Le classeur optimal 
sera le classeur candidat ayant la meilleure capacité de classification, en utilisant 
comme mesure de performance la précision moyenne de classification des données 
d'entraînement par une validation croisée de 3 couches. 
Dans le code, il faut d 'abord définir l'espace d'hyperparamètres contenant toutes 
les valeurs possibles que les modèles candidats peuvent utiliser. En sci-kit learn cette 
définition est faite par un dictionnaire représentant la grille des valeurs possibles. Ce 
dictionnaire est construit par le logiciel à l'aide de l'interface graphique, en prenant 
les valeurs possibles des hyperparamètres choisis par l'utilisateur et en étant passé 
comme paramètre de la fonction de classification Classeur 0 . 
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On décrit ensuite les hyperparamètres possibles de chaque classeur (Prises de 
la documentation de[66]). On montre seulement ceux qui peuvent être modifiés par 
l'utilisateur du logiciel, le reste est laissé avec des valeurs par omission. Plus d 'infor-
mation peut être trouvée dans le site web du sei-kit learn [66]. 
6.2.5.2 Les hyperparamètres de la forêt de décision. 
Les hyperparamètres pouvant être variés dans les classeurs de forêts de décision 
sont désignés ainsi : 
Les hyperparamètres spécifiques de la forêt: 
n estimators: int. Le nombre d 'arbres de décision dans la forêt . 
max features: int, fioat, string ou aucun, optionnel (défaut="auto" = sqrt (n_features)). 
Le nombre de caractéristiques à tester dans la construction de chaque nœud. 
Les hyperparamètres spécifiques par arbre : 
criterion : string, optional "gini" où "entropie" (default="gini"). 
max_ depth : int ou None (default= None). La profondeur maximale de l'arbre. 
Si aucune n'est spécifiée, les nœuds sont construits jusqu'à ce que toutes les 
feuilles soient pures ou jusqu'à ce que toutes les feuilles contiennent moins 
d 'exemples que le nombre minimal spécifié par le paramètre min_samples_split. 
min samples split: int (défaut= 2). Le nombre minimal d 'exemples requis pour 
- -
diviser un nœud interne. 
mm samples _ Leal : int , optionnel (défaut= l). Le nombre minimal d 'exemples 
dans la création des nouvelles feuilles. Une fente est dite écartée si, dans la 
suite, une des feuilles contient moins de min_samples_leaf exemples . 
bootstrap : boolean, optionnel (défaut= True). Si des échantillons pris par la stra-
tégie bootsrap sont employés en construisant des arbres. 
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6.2.5.3 Les hyperparamètres de la SVM. 
Les hyperparamètres pouvant être variés, dans les classeurs de SVM de décision 
sont: 
kernel : string, optionnel (défaut = 'rbf '). Il spécifie le type de noyau à utiliser dans 
l'algorithme. Valeurs disponibles au logiciel: «linear », « rbf ». 
C : float , optionnel (défaut = 1.0) Paramètre de pénalisation C. 
gamma: float , optionnel (défaut = 0.0) Coefficient du noyau pour la SVM « rbf ». 
6.2.5.4 La recherche exhaustive des paramètres optimaux. 
Dans ce type de recherche, toutes les combinaisons possibles des valeurs, définies 
dans la grille d 'hyperparamètres , sont testées jusqu'à trouver celle qui permet d'ob-
tenir la meilleure performance. La performance peut être mesurée avec les mesures 
mentionnées dans la section 2.4.8. La fonction sklearn.grid_search.GridSearchCV() 
utilise, par défaut , l'exactitude (accuracy) ou, plus précisément, son complément ap-
pelé l'erreur de classification, avec une stratégie de validation croisée de trois couches 
pour trouver ces valeurs optimales des hyperparamètres. 
Cette type d 'optimisation peut être computationnellement coûteuse, toutefois , 
elle offre la meilleure performance possible pour les combinaisons d 'hyperparamètres 
permises. 
Voici des exemples des grilles de valeurs des hyperparamètres pour les classeurs 
de forêt de décision et de SVM. 
hyperparam_dict = {"max_depth": None, 
"max features": [50,75, 100], 
"min _samp les_sp li t": [2,5 ] , 
"min_ samples_ leaf": [1 ,3 ] , 
"bootstrap": [True , False], 
"criterion": [" gini " , " entropy "]} 
hyperparam_ dict { ' kernel ' : [ ' rbf' , ' lin ear' ] , 
'C' : [ .001,.01, .1 , 1,10,100, 1000] 
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, gamma' : [ 0 . 5 , 0 . 2 5 , 0 . 1 2 5 , 0 . 0 6 2 5 , 0 . 0 3 2 5] } 
6.2.5.5 La recherche randomisée d'hyperparamètres optimaux. 
On cherche la combinaison optimale d'hyperparamètres dans un sous-ensemble 
de combinaisons d'hyperparamètres possibles, créées de façon aléatoire à partir de 
la grille des hyperparamètres. 
Ce processus de génération aléatoire de combinaisons d 'hyperparamètres sera ef-
fectué de manière itérative le nombre de fois souhaité par l'utilisateur, disons k, avec 
k < n, où n est le nombre total de possibles combinaisons d'hyperparamètres. Le 
résultat sera la meilleure combinaison trouvée dans le nombre total d'itérations. L'uti-
lisateur passera, à l'aide de l'interface graphique, le nombre de combinaisons d'hy-
perparamètres à tester dans la recherche aléatoire par le paramètre n _ iter _ search 
= k. 
Cette type de recherche peut être plus rapide que la recherche exhaustive; bien 
que la performance du classeur optimal obtenu est un peu inférieure à celle de la 
recherche exhaustive, la différence est généralement d'importance moindre. 
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6.2.5.6 L'entraînement du classeur. 
Une fois défini l'espace d'hyperparamètres , et créé l'instance du classeur on les 
utilise pour créer l'objet (random_searh ou grid_search, selon la stratégie d'optimi-
sation à utiliser) qui contiendra toutes les directives permettant d'effectuer l'optimi-
sation du classeur, incluant le classeur à utiliser et même, dans le cas de l'optimisation 
par stratégie de recherche randomisée, le nombre de recherches randomisées à faire 
(n_iter _search). 
On utilise ensuite l'objet pour optimiser notre classeur avec les données d 'entraî-
nement. 
Stratégie d 'optimisation par la recherche randomisée: 
clf _ srch = RandomizedSearchCV ( clf , param _ distri bu t ion s 
hyperparam_dict, n_iter = n_iter_search) 
clf_srch. fi t (X_ train. todense () , y _ train) 
Stratégie d'optimisation de recherche exhaustive: 
clf_srch = GridSearchCV( clf, param_grid 
clf_srch. fit (X_train . todense () , y_train) 
6.2.5.7 Le test du classeur. 
hyperparam_ dict) 
Une fois optimisé le modèle, on utilise le modèle optimal pour classer les don-
nées de test et produire un rapport de classification. Dans la version 1, les données 
contenues en REGASS sont aussi classées par le modèle et les valeurs assignées sont 
passées à REGGAS comme le vecteur numérique y out. 
y_true , y_pred , y_out = y_test , clf_srch.predict(X_test. 
todense ()) , clf_srch. predict (X_out. todense ()) 
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6.2.5.8 Les objets retournes. 
Finalement la fonction retourne les objets mentionnés dans la section 6.2.4.l. 
Ces objets retournés serviront au logiciel pour effectuer d'autres tâches, comme la 
représentation graphique de la courbe d'apprentissage et des mots les plus importants 
pour la classification. 
6.3 Résumé. 
Dans ce chapitre, on a présenté la mise en œuvre du cœur du logiciel pour la 
classification automatique de documents de texte. Nous nous sommes limitées à 
exposer la programmation de la fonction qui fait la classification des données et 
qui est attachée à la sélection et à l'optimisation des modèles de décision. Ceci 
été essentiel car c'est la partie véritablement significative dans le cadre de notre 
recherche. 
On a aussi détaillé les deux versions qui ont été intégrées au logiciel REGASS, 
lesquelles partagent le même noyau et qui ont des différences minimales. La version 1 
permet d 'entraîner le modèle avec des documents de texte externes à REGASS , situés 
dans un répertoire fourni par l'utilisateur, puis elle classe les documents de texte 
dedans REGASS en utilisant le modèle entraîné. La version 2 classe les documents 
de texte internes de REGASS avec les catégories produites au moyen de certains des 
algorithmes non supervisés déjà mis en œuvre dans ce logiciel. 
On a aussi décrit comment, pour optimiser les modèles, on prend au hasard 70% 
des données disponibles comme données d'entraînement et 30% comme données de 
test. La fonction de classification a besoin de savoir quel modèle sera utilisé, ainsi 
que quelle stratégie d'optimisation sera mise en marche: la recherche exhaustive 
ou la recherche randomisée. En outre, elle doit savoir, selon le modèle choisi, les 
hyperparamètres à tester. Toutes ces options sont à la disposition de l'utilisateur; il 
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s'aide d 'une interface graphique que l'on présente dans le prochain chapitre. 
Chapitre 7 
L'interface de l'Utilisateur 
Dans ce chapitre, on décrit le développement d'une interface graphique qui permet 
l'utilisation facile du logiciel de classification qui a été intégrée au logiciel REGASS 
[17]. Étant donné que le projet a été développé sur un ordinateur ayant un système 
d'exploitation basé sur la plate-forme Linux, et que l'intégration au logiciel REGASS 
devait être faite sur Windows, le développement de l'interface a été fait en utilisant 
les librairies wxPython, « une liaison (binding) de la bibliothèque de la classe wx-
Widgets C++ avec le langage de programmation python » [83]. Cette librairie a été 
choisie parce qu'elle permet la compilation multiplate-forme de l'interface graphique 
« donnant aux applications un aspect et une sensation véritablement natifs parce 
qu'elle emploie l'API native de la plate-forme plutôt qu 'imiter le GUI »[84] ; elle est 
en outre gratuite et de code ouvert (open source). 
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7.1 La fenêtre principale. 
() ML RF SVM Anllyzor 
Fermer dasseur Importance 7 
1 cat~ri·:, 1 
FIGURE 7.1 - Fenêtre principale lors de l'exécution du logiciel sur Linux. 
Fonctions: 
Dans la version 1, ce logiciel permet de choisir le dossier principal en appuyant 
sur le bouton dossier ou en écrivant la route vers lui. Dans la version 2, le 
bouton s'appelle catégorie et permet de choisir la classe cible qui sera classée 
contre le reste des classes. 
Après l'optimisation du modèle, la fenêtre montre le rapport d'optimisation 
contenant: 
1. Le temps qu 'a pris l'entraînement du classeur. 
n. Les paramètres du classeur optimal. 
lU. Le rapport de classification qui montre la matrice de confusion pour la 
classification des données de test en utilisant les mesures de performance 
mentionnées dans la section 2.4.8. 
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IV. Après la réalisation des graphiques des mots plus importants, est affichée 
la liste des mots au-dessus du rapport de classification. 
8 0 ML RF SVM A.llyur 
Fichi~r Classtuf ? 
fOOmeljosatetgfDocumentos/f5tad/UQTR/ProyTes/Donn~es/WkpArt 
La recherche randomls~e a pris 10.63 segondes pOlK 1 combinaisons de param~tres . 
Meill...- modèl~ gé~~ avec t'ens~mbl~ d'entralnement: 
RandomForestCtassifier(bootstrap='True', crit~ion='gini ' , max_depth=No~, 
max3eatures='sqrt', maxJeaf_nodes;:None. min_samptes_leaf=5, 
"_estimators=l00, njobs=1. oob_score=fatse, random_state=None. 
~rbos~=o, warm_start=f.ls~) 
Rapport de dassiflcatlon: 
le modèle eS[ entratné sous ('ensemble complet d'entrainement 
Les scores sont calculés sur le ensembLe complet de test. 
precision rKdU rl-scor~ support 
o 0.94 0.97 0.96 77 
1 1.00 1.00 1.00 86 
2 0.98 0.97 0.97 97 
3 0.99 0.96 0.97 79 
I for~tde dklslon 
FIGURE 7.2 - Fenêtre principale lors de la présentation du rapport d 'entraînement. 
7.2 Les options pré-traitement et transformation du 
texte . 
La seule fonction active au démarrage du logiciel est le Classeur> Options, ce 
qui permet à l'utilisateur de choisir certaines des options de pré-traitement et de 
transformation du texte, mentionnées au chapitre3; ceci se fait à l'aide du formulaire 
montré dans la figure 7.3 1. 
1. Les boutons du logiciel sont affichés dans la langue du sytème d'explotation (linux en espaiiol 
dans l'image). 
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• Traitement et trlnsformation du texte 
Option< du traitement 
• Lemmatisationdes mots (Stemming) 
• Supprimer des caractères de ponctuation 
• Supprimer des mots fonctiomels 
• Transormer en minuscule 
• Faire transformation tf·idf 
Ignorer mots de taille plus petite que 4 
SUpprimer des mots dont la fréq~nce par segment est inférieur à 1 
Ayuda 1 Cancolar 1 1 Acoptar J 
FIGURE 7.3 - Formulaire du prétraitement et transformation du texte. 
7.3 L'entraînement du classeur. 
Une fois choisies les options de pré-traitement et de transformation, pour entraî-
ner le classeur désiré, il faut choisir entre deux options, Random Forest ou SVM, 
contenues dans l'option Classeur, du menu situé dans la partie supérieure de la fe-
nêtre principale, c'est-à-dire: Classeur> RandomForest ou Classeur> SVM. 
Il apparaît alors un formulaire dans lequel il est possible de choisir les hyperpa-
ramètres à tester, dans le processus d 'optimisation du classeur choisi. 
7.3.1 La stratégie d'optimisation. 
La première section des formulaires d'élection des hyperparamètres permet de 
choisir le type de recherche des hyperparamètres optimaux du classeur: exhaustive 
ou randomisée. 
La recherche exhaustive : Là seront testées toutes les combinaisons possibles 
d'hyperparamètres pour trouver celle qui optimise la performance du classeur. 
La recherche randomisée: Là sera testé un sous-ensemble, choisi au hasard, 
du total des combinaisons possibles d 'hyperparamètres pour que soit choisie la com-
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binaison permettant d 'obtenir la meilleure performance du classeur. Le nombre de 
combinaisons à tester sera défini par l'ut ilisateur dans une boîte de dialogue qui ap-
paraîtra immédiatement après le formulaire d 'hyperparamètres, tel que mont ré dans 
la figure 7.5. 
Hyper-paramètres à tester 
Stratège d'Optimisation 
• Recherche randomisée - Recherche exhaustive 
n estimateurs: 100 
(num. d'arbres) 
Hyper-Paramètres spéci fiques par arbre 
Profondeur maximale (max depth) • Non spécifié Autres: 
Boot strap: Max features: Critère 
• Gini • Oui • Autres: 30,50,70,1 00 
• Entropie • Non 
Min Sam pie Spli t 2 Min samples leaf: 
Ayuda J 1 Cancelar 1 1 Aceptar 
Dans l'exemple il y aurait un total de 16 combinaisons possibles. 
J 
FIGURE 7.4 - Formulaire d 'élection d 'hyperparamètres à tester de la forêt de décision. 
Max Iterations Max Iterat ions 
Nombre d' iteraciones en optimisation randomisée : Nombre d'iteraciones en optimisation randomisée : 
lm I~ ________________ _ 
1 cancelar J 1 Cancelar 1 
FIGURE 7.5 - Boîte de dialogue permettant de choisir le nombre total de combinai-
sons d 'hyperparamètres à tester par la recherche randomisée. 
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7.4 Le formulaire d 'hyperparamètres de la forêt de 
décision. 
Le formulaire permet, en plus de la sélection de la stratégie d'optimisation, de 
définir les hyperparamètres à tester disponibles dans le processus d'optimisation du 
classeur. 
Fonctions: 
1. Il permet d'établir le nombre d'estimateurs (arbres) qui constitueront la forêt. 
Il. Il permet de spécifier la profondeur de l'arbre, et s'il n'est pas spécifié, les 
arbres seront crus jusqu'à avoir le nombre de données minimal défini dans le 
champ Min samples leaf. 
lll. Il permet de choisir la mesure gini index ou l'entropie. 
IV. Il permet d'utiliser, ou non, l'échantillonnage bootstrap. 
v. Max features : il permet de définir le nombre de dimensions ou caractéristiques 
à choisir au hasard dans la construction des nœuds, y compris les options 
sqrt(m) = Vm et de lOg2 (m), où m c'est le nombre total de dimensions des 
données d'entraînement. D'autres valeurs peuvent être choisies en les écrivant 
dans le champ Autres, en les séparant par virgule, par exemple: si m= lO,OOO 
et Autres: 200,250, 300, on testerait la prise au hasard de 200, 250 et 300 
caractéristiques dans la construction des nœuds des arbres de la forêt . 
VI. Min sample split: il permet de définir le nombre minimal d 'exemples pour 
effectuer une division , c'est-à-dire, pour ajouter un nœud. 
VIl. Min samples leaf : il permet de définir le nombre minimal d'exemples pour 
introduire une feuille en construisant les arbres. 
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7.5 Le formulaire d'hyperparamètres de la SVM. 
Le formulaire d 'hyperparamètres du SVM possède d'autres options qui permettent 
de définir les hyperparamètres à combiner dans le processus d'optimisation du mo-
dèle. 
Options: 
1. Il permet de choisir le type de noyau (kernel) à tester: linear, Rbf (Radial 
basis function) ou tous les deux. 
11. Il permet de définir les valeurs à tester du paramètre C. 
lU. Si le kernel rbf est choisi, il permet de définir des valeurs à tester du paramètre 
"( . 
Hyper-paramètres à tester 
Stratège d'Op timisation 
• Recherche randomisée Recherche exhaustive 
Kernel et Hyper-paramètres 
Kernel: lambda: C: 
• Linea r 1,10,100,1000 0.1,0.01, 0.001,0.0001 
,-, RBF 
Aceptar 
FIGURE 7.6 - Formulaire d 'élection d 'hyperparamètres à tester de la SVM. 
7.6 La graphique de la courbe d'apprentissage. 
Le menu Classeur> Courbe d'apprentissage permet à l'utilisateur de faire une 
représentation graphique du processus d 'optimisation du modèle choisi. La repré-
sentation graphique est possible seulement quand un seul des hyperparamètres a 
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plusieurs valeurs à tester dans le formulaire d 'hyperparamètres. Le graphique mon-
trera la performance des différentes valeurs testées . 
• Hyp.r~p.rlm.t r .. • test.r 
Stla t~ge d'Optimisation n ifStimatturs: 100 
. Recherche r.ndoml,~ • • Rocherche ."hou'tlllt (num. d' .rbres) 
Hyper-ParamètrM spklf6qU6 par arbre 
Critère Bootstrap: Max features: 
• Ginl • OUI • Autres: 
- Entropie Non 
Min SampLt SpUt Min samples leaf: 
8 0 Flgur.l 
~~=T~~~==~~~=;~~~~===l=OO=.=OO=:~ 0.790 , 
cv score 1 
0.785 







O. 7~';;-0 --40=------=tIO;;-----;IO=- --;lc::OO;;-- -;-:U~0---:1-:-;40;---;-;!1.0 IIIIX_"'_ 
FIGURE 7.7 - Grille et graphique de la Courbe d 'apprentissage en variant l'hyper-
paramètre max features. 
7.7 La graphique d'Importance des termes. 
L'option Importance> Mots Graphe exécute une représentation graphique des 
mots plus importants pour la classification. L'utilisateur peut choisir le nombre de 




-&IOICI+1 , I ~I 
f 
e o. ML RF SVM An. 'yU,. 
f~m« ctaSSetK Importance 7 
1 Gottgorl.: l 2 
1 ........... , ..... .... .......... _ --!r ...... _ . ... " , ......... ~ . J .... 
Importllnce 
la re<hef"cM exhaustive cl priS 7.00 secondes pOUf 7 combinaisons de paramttrn. 
Rapport de classiRcittion: 
Lemodtte est Mttainé sous l'ensemblt' (omplg d'entraiOl!mtnt j Les scores sont ulcutk sur le ensemb~ complet de œst 
predsion rKaU r1~(ore support 
o 0.19 0.99 0.88 92 
2 0.83 0. 17 0.29 29 
j avg/total 0.80 0.79 0.74 111 
: M~ttrur modtle ~Mrt .vtC "ensemble d'entraIMmtnt: 
! RandomForestdaulrlef(bootstr.pd'True', crfterlondglni', max_depth: None, 
mu_fe.tures=l00, maxJe"Jlodes:Nont, mln_samplf.sJeaf: 1, 
min_samplrs_spUt=2. mln_wright_fractionJeaf=O.O, 
n_estJmatorS.,100. nJobs~ l . oob_score=false. random_state:13, 
FIGURE 7.8 - Importance des termes. Graphique et liste. 
L'importance des termes. 
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Une fois que l'utilisateur a identifié les termes les plus importants pour la clas-
sification, il peut chercher les segments qui contiennent les mots choisis à partir de 
l'option Importance> Segments. 
Mots plus Importants 











Vos élections: viII voyageur société coutum 
822 viII arab . - plusieur vil! arab actuel , tell que dama et certain quartier du cair , donnent encor une idé assez exact 
de ce qu'éta ient le ancienn cité arab .f ai déjà décrit plusieur foi la physionomi de leur rue tortueus et assez mal tenu 
,etil serait superflu d'i revenir mainten . tout le viII de l'orient ,à l'except de cell où l'influenc européenn se fait 
aujourd'hui sentir , comm sur le côte de syri , par exempl , se ressembl beaucoup, et le voyageur qui y serait subit 
transporté par une baguett magiqu, devinerait immédiate sur quell parti du globe il se trow . 
76 2 l'étude de l'état actuel de la société arab combiné avec cell de ancienn chroniqu permet facil de se représent ce 
qu'était cett société à l' époqu où florissa it la civilis de discipl du prophét. 
12124 . -coutum arab divers. -
71 2 mœur et coutum 
72 2 1 . -la société arab 
78 2la politess et la dignité, qui ne se rencontr guèr en europ que dan le class le plu élevé, sont absolu générale en 
orient . tou le voyageur sont d'accord sur ce point . parlant de visit que se font le arab apparten aux class le plu pauvr 
, le vicomt de vogué s'exprim ainsi : «je ne peux m'empêcher d'admirla décenc et l'urbanité de ce réunion. ce gens-là 
ne sont aprè tout que de villageol de petit condit . quell différenc dan la gravité de leur paroi et la nobless de leur 
attitud, avec la turbul et le san gêne de no popul ! » 
89 2le orientaux tra itent le c.hien, de même, d'ailleur , que tou le animaux, avec une grand douceur, etjamai on ne 
voit un arab maltrait un anim , ainsi que cela est généralement la règle chez no charreti et cocher européen. une 
société protectric de animaux serait tout à fait inutil chez eux . l'orient est le véri tabl paradi de bête. chien, chat , 
oiseaux , etc. , y sont universel respecté . ce dernier volent librement dan le mosqué et fond leur nid sur le cornich . Ie 
ibi se promènent dan le champ san craint d'être tourmenté .jamai un enfant n'attaqu un nid d'oiseaux. on m'a 
assuré au cair , et le fait est du rest consigné dan plusieur auteur, qu'i l exis~dan cett viII une mosqué où le chat 
viennent à certain heur chercher la nourrltur qu'un leg charit leur assur depui longtemp . 
F IGURE 7.9 - Importance des termes. Graphique et liste. 
7.9 Résumé. 
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Dans ce chapit re, nous avons présenté l'interface graphique qui permet à l'uti-
lisateur, par l'intermédiaire du menu situé dans la partie supérieure de la fenêtre 
principale, d 'ut iliser les différentes opt ions disponibles. Tout d'abord, il faut choisir 
les opt ions de prétraitement de texte. Immédiatement après, c'est possible de déter-
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miner le modèle à utiliser, que ce soit la SVM ou la forêt de décision. On peut ensuite 
choisir la stratégie d 'optimisation, soit celle de recherche exhaustive, dans laquelle 
on teste toutes les combinaisons des hyper paramètres, soit celle de recherche au 
hasard, dans laquelle on teste un sous-ensemble du total de combinaisons afin de 
trouver le modèle candidat qui rend la meilleure performance. Par la suite, l'utili-
sateur peut définir les hyperparamètres à tester dans le processus d 'optimisation. Il 
est , en outre, possible de faire la courbe d 'apprentissage qui permet à l'utilisateur 
de voir graphiquement le processus d 'optimisation en variant un seul hyperpara-
mètre. Cette fonctionnalité est utile parce qu'elle permet d'identifier les régions qui 
offrent les valeurs optimales de classification. À la fin du processus d'optimisation, 
l'interface graphique affiche le rapport de classification qui contient les valeurs des 
hyperparamètres et la matrice .de confusion du modèle optimal faite avec les données 
de test. Il est possible aussi de visualiser un graphique des mots les plus importants. 
Finalement, l'utilisateur peut chercher les segments de texte qui contiennent certains 
des mots les plus importants trouvés par le modèle. 
Maintenant que le logiciel est expliqué, passons à l'analyse de texte sur nos don-




Le but de l'expérimentation est de démontrer la pertinence de l'utilisation des 
arbres de décision et des SVM pour l'identification des mots clés du texte appartenant 
à une certaine catégorie. Ces mots auraient une importance particulière dans le 
processus de séparation des segments de la catégorie ciblée du reste des segments en 
permettant, en plus, d 'avoir une idée des principaux sujets abordés dans celle-là. 
Pour tester l'hypothèse posée, on essayera de faire ressortir le thème de chaque 
partie d 'un livre, ainsi que les idées développées dans ce thème. Les expériences et 
les tests ont été effectuées sur le livre « La civilisation des arabes», livre 4 de Gustave 
Le Bon [49]. 
8.2 La procédure. 
Dans un premier temps, nous avons effectué un traitement manuel sur le texte. 
Ce traitement consiste à diviser le livre en parties distinctes , chacune correspondant 
à un des chapitres, et à en épurer le vocabulaire. 
Dans un deuxième temps, on a fait une segmentation du livre par paragraphe, de 
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sorte que chaque segment de texte corresponde à un paragraphe. Puis, on a produit 
un fichier de texte .txt chaque ligne contenant l'information suivante: numéro de 
ligne ou segment, numéro de chapitre et segment de texte. Un exemple de la structure 
du fichier de texte est montré dans la figure 8.1. Ce fichier est utilisé par le logiciel de 
classification, qui interprète les segments de texte comme les données et le numéro 
de chapitre comme l'étiquette de classe, c'est-à-dire que, chaque paragraphe apparte-
nant au premier chapitre aura l'étiquette de classe 1, tandis que chaque paragraphe 
appartenant au chapitre 2, aura l'étiquette de classe 2, etc. 
1 1 Chapitre 1. 
2 1 Les Arabes nomades et les Arabes sédentaires des campagnes. 
3 1 1. Reconstitution de la vie des anciens Arabes. 
FIGURE 8.1 - Structure du fichier .csv. 
Dans un troisième temps, l'optimisation des classificateurs est effectuée en es-
sayant d 'avoir la meilleure précision de classification possible en choisissant une des 
catégories comme catégorie cible et en utilisant une stratégie de classification d 'une 
contre toutes (one vs aIl), afin d 'identifier les segments de texte comme appartenant 
à la catégorie cible ou au reste des catégories. 
Finalement, on observe et on analyse les caractéristiques les plus importantes en 
ce qui a trait à la classification par le modèle optimal, fait tant par les forêts de 
décision que par SVM. Le résultat permettra d'identifier les mots qui contribuent le 
plus à la séparation de la catégorie cible du reste des catégories, c'est à dire à ceux 
qui caractérisent possiblement le mieux sa ou ses thématiques. 
L'environnement de tests possède les caractéristiques suivantes: 
PC avec microprocesseur double cœur à 2.50 GHz. 
Mémoire vive à 8.00 GB. 
Système d'exploitation Linux Ubuntu 12.04 (precise) à 32-bit. 
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8.3 Le prétraitement du texte. 
8.3.1 L'élimination à main de segments non originaux. 
Les segments dits non originaux sont des segments qui correspondent plutôt à 
l'édition numérique du livre qu'au contenu original. On a enlevé à la main les seg-
ments de texte suivants : 
Retour à la table des matières. 
Retour à la table des figures (ordre numérique sur le site web). 
Gustave Le Bon (1884) , La civilisation des Arabes. Livre IV (placé en tête de 
page). 
- téléchargeable sur le site web : Les Classiques des sciences sociales, section 
Auteurs classiques: Gustave Le Bon (1841-1931) : 
- La civilisation des Arabes (1884). Dans l'édition papier de 1980 apparaît à la 
page. 
- la figure # nombre. 
- Planche couleurs # nombre. 
8.3.2 Le nettoyage du texte. 
Pour améliorer le résultat de classification, on a réalisé, à l'aide du menu options 
du logiciel, les opérations suivantes: 
- Transformation en minuscule. 
- Suppression des mots ayant moins de 3 caractères. 
- Élimination des mots fonctionnels. 
- Suppression des caractères de ponctuation. 
- Lemmatisation des mots. 
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8.4 La stratégie d'optimisation. 
Dans cette section, on décrit la procédure d 'optimisation des classeurs pour ana-
lyser le contenu de chaque chapitre. 
8.4.1 L'optimisation des SVM. 
On utilisera le modèle de SYM linéaire, et ce, pour les raisons suivantes: 
1. Puisque l'espace vectoriel produit avec des données de texte est généralement 
à grande dimension, en produisant une matrice à faible densité, il n'est pas 
généralement nécessaire d'utiliser la SYM avec des noyaux (kernels) pour bien 
séparer les points dans l'espace. 
11. Notre intérêt est de connaître l'importance des caractéristiques (mots) pour la 
classification. La SYM linéaire rend possible l'interprétation de l'importance 
des caractéristiques comme la valeur absolue de chaque coefficient du vecteur 
de poids w trouvé. Par contre, l'utilisation de la SYM non linéaire, c'est-à-dire 
l'utilisation des fonctions noyaux, éviterait la réalisation de cette tâche. 
Pour optimiser le classeur, étant donné qu'on utilisera des SYM linéaires, le seul 
hyperparamètre qu'il faut utiliser est le paramètre de pénalisation C. Pour obtenir la 
valeur optimale de l'hyperparamètre C, on suivra la stratégie d 'optimisation suggérée 
1 






















Pour explorer l'espace d'hyperparamètres conformément à la stratégie mention-
née, on choisira de faire l'optimisation exhaustive pour que le logiciel teste toutes les 
options introduites en faisant une validation croisée de 3 couches, avec l'ensemble 
d 'entraînement, pour estimer la précision moyenne de classification de chaque hyper-
paramètre testé (fig 8.2). 
Hyper-paramètres à tester 
Stratège d'Optimisa t ion 
- Recherche randomisée • Recherche exhaustive 
Kernel et Hyper-paramètres 
Kernel: 




. . . 
1.5625,3.1 25,6.25,12.5, 
25, 50, 100,200,400 
Gamma: 
canc~ Aceptar 
FIGURE 8.2 - Choix d'options d'optimisation du modèle SVM 
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Lorsque le processus d'optimisation est terminé, le logiciel montrera le rapport 
de classification de l'ensemble de test résultant et, puisque nous aurons fait varier 
qu'un seul hyperparamètre, il sera possible de regarder graphiquement le processus 
d'apprentissage qu'on vient de réaliser, et ce, grâce à l'aide de la fonction courbe 
d'apprentissage comme il est montré dans la figure8.3 , qui correspond à la classe l. 
Il est important de noter que la précision affichée par le rapport de classification ne 
coïncide pas nécessairement avec celle montrée par la courbe d 'apprentissage, étant 
donné que le rapport est calculé avec l'ensemble de données de test tandis que la 
courbe est calculée avec les données d 'entraînement. 















50 100 150 200 
C 
250 
1 - cv score 1 
300 350 400 
FIGURE 8.3 - Courbe d'apprentissage de la première optimisation 
En suite , pour affiner le résultat précédent, on effectuera une seconde recherche 
parmi les valeurs situées autour de la valeur optimale trouvée par la première re-
cherche, c'est-à-dire, autour de la valeur 1.56 de notre exemple avec la classe 1. Les 
valeurs à explorer sont : 
0.55, 0.65, 0.75, 0.85, 0.95, 1.05, 1.15, 1.25, 1.35, 1.45, 1.55, 
1.65, 1.75, 1.85, 1.95, 2.05, 2.15, 2.25 , 2.35, 2.45, 2.55 
Courbe d'apprentissage val optimale: 0.89 dans: 1.55: 0·901----~.!...!:....-=--:....:...:....~---:-..:...!::....:.;.;..;..:...=r-=~-=-=-~::::!:::===~ 1- cv score 1 
0.89 











FIGURE 8.4 - Courbe d'apprentissage de la deuxième optimisation 
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On observe encore la courbe d'apprentissage (fig 8.4) et on remarque que, pour 
la classe 1, le paramètre de pénalisation optimal C est de 1.55. 
8.4.2 L'optimisation des forêts de décision. 
Pour optimiser les forêts de décision, nous utiliserons les propriétés mention-
nées dans la section 5.4.6, relatives au nombre d'arbres de la forêt et au nombre 
de caractéristiques utilisées dans la construction de chaque nœud. On basera alors 
la stratégie d 'optimisation du classeur sur le nombre de caractéristiques prises dans 
la construction de chaque nœud en utilisant, par ailleurs, un nombre suffisamment 
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grand d'arbres pour améliorer la capacité de prévision. Il est important de mention-
ner que nous n'utiliserons pas les autres paramètres mentionnés dans la section 5.4.6 
étant donné que: 
1. L'effet de l'utilisation de la profondeur de l'arbre est similaire à l'utilisation 
du nombre de caractéristiques pour la construction des nœuds. 
11. Le seul type de classeur faible disponible dans la librairie sklearn, avec laquelle 
a été conçu le logiciel, utilise uniquement des classeurs faibles des droites 
parallèles à l'un des axes. À noter que l'utilisation de classeurs faibles plus 
complexes pourrait éviter l'identification des caractéristiques plus importantes 
pour la classification (ce qui est l'objectif de la recherche). 
La taille de la forêt. Pour déterminer le nombre d'arbres dans la forêt, nous 
avons classé chaque chapitre contre le reste, en fixant le nombre de caractéristiques 
par nœud d 'arbre dans vP avec p égale au nombre total de caractéristiques, en 
augmentant le nombre d'arbres et en traçant la courbe de décision pour voir la 
capacité d 'apprentissage obtenue par le modèle. En observant les résultats obtenus, 
y compris dans l'annexe, il semble qu'il n'y a pas beaucoup de variations à partir 
de 100 arbres. En considérant que l'ensemble de données n'est pas très grand, nous 
avons décidé d 'utiliser 300 arbres pour assurer un bon rendement, et ce, en variant 
le nombre de caractéristiques dans la construction des nœuds. 
Le nombre de caractéristiques par nœud. En suivant une procédure semblable 
à celle utilisée dans la section précédente avec les SVM, on testera, en utilisant une 
recherche exhaustive, des valeurs différentes du nombre de caractéristiques prises 
dans la construction des nœuds des arbres. À partir du nombre total de caractéris-
tiques qui, après le processus de pré-traitement du texte, est de 969 mots différents, 
on prend comme base sa racine carrée, c'est-à-dire J968 ~ 31 et on choisit des 
nombres qui se situent autour de cette valeur pour varier la complexité du modèle 
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en choisissant , finalement , celui qui permet d 'obtenir la meilleure performance. Les 
valeurs à essayer sont les suivantes : 
5,10,20,30,40, 50, 60, 70,80,90,100, 120,140,160, 180,200 
Hyper-paramètres à tester 
Stratège d'Optimisation 
Recherche randomisée . Recherche exhaustive 
n estimateurs: 300 
(num. d'arbres) 
Hyper-Paramètres spécifiques par arbre 
Profondeur maximale 
(max depth) • [Non spécifié) 
Bootstrap: Max features: 
Autres: 
Critère 
• Gini • Oui • Autres: 5,10,20,30,40,50,60,70,80,90,100, 120,140,160,180,200 
r Entropie Il Non 
Min SampLe Spli t 2 Min samples leaf: 
1 Ayuda 1 Cancelar j 1 Aceptar 
FIGURE 8.5 - Choix d 'options d 'optimisation du modèle SVM 
De la même façon qu'avec les SVM, lorsque le processus d 'optimisation est ter-
miné, le logiciel montrera le rapport de classification de l'ensemble de test résultant 
et, puisque nous aurons fait varier un seul hyperparamètre, il sera possible de re-
garder graphiquement le processus d'apprentissage. Encore une fois, en observant 
la courbe d 'apprentissage pour la classe 1 (fig 8.6), on détermine que le paramètre 
optimal de caractéristiques à utiliser à chaque nœud est de 80. 
On répétera ces procédures pour analyser le contenu de chacun des chapitres. 
Courbe d'apprentissage val optimale: 0.79 dans: 80.00: 
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FIGURE 8.6 - Courbe d'apprentissage de la forêt de décision 
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8.5 La classification et analyse des chapitres. 
On analysera séparément le résultat de la classification de chaque chapitre. Vu 
que notre hypothèse établit que notre procédure permettra de caractériser le contenu 
de chaque chapitre, il s'avère utile d'avoir l'index du livre comme référence: 
Chapitre 1. Les Arabes nomades et Arabes sédentaires des campagnes. 
Chapitre II. Les Arabes des villes. - Mœurs et coutumes. 
Chapitre III. Institutions politiques et sociales des Arabes. 
Chapitre IV. Les femmes en Orient. 
Chapitre V. Religion et morale. 
L'analyse de chaque chapitre sera faite à partir des résultats de l'optimisation obtenue 
pour chaque classe, avec chaque classeur, par la procédure décrite dans la section 
précédente. 
8.5.1 Chapitre 1. Les Arabes nomades et Arabes sédentaires 
des campagnes. 
Après le processus d'optimisation, dont les courbes d'apprentissage sont dans la 
section de l'annexe A.2 , on a les rapports de classification suivants: 








avg / total 
Pour la SVM : 
o 
1 
avg / total 
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precision recall fl-score support 
0.82 0.98 0.90 96 
0.71 0.20 0.31 25 
0.80 0.82 0.77 121 
precision recall fl-score support 
0.82 0.98 0.90 96 
0.71 0.20 0.31 25 
0.80 0.82 0.77 121 
preCISIon 
0.85 
0 .8 2 
0.85 










Dans cette classe, la précision obtenue avec l'ensemble de données de test, par 
la forêt de décision est, tant par le critère d'entropie que par le gini index, de 80% 
tandis que la précision par la SVM est de 85%. Nous utilisons maintenant la fonction 
servant à faire les graphiques des mots les plus importants pour la classification des 
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FIGURE 8.7 - Les 30 mots plus importants de la classe 1 par RF avec la mesure 
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F IGURE 8.8 - Les 30 mots plus importants de la classe 1 par la SVM 
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1.0 
On doit rappeler que nous avons lemmatisé les mots en les réduisant à la tige 
(stemming), donc, en observant les graphiques, nous découvrons que les termes lqui 
contribuent davantage à la classification, tant par des forêts de décision que par la 
SVM sont: communauté, nomad, campagn, popul, sedentair. La liaison de ces mots 
avec le chapitre 1 du livre relatif aux sociétés arabes nomades et de campagne est 
clairement visible. 
D'une part , outre les mots que nous avons mentionnés, on observe qu'il y a 
d 'autres mots communs dans les trois représentations graphiques. Puisque la forêt 
de décision choisit les mots les plus importants pour la classification dans certaines 
des classes, mais sans permettre de savoir dans quelle classe ce mot a une forte 
influence pour la classification, il est possible qu'apparaissent des mots avec une 
forte influence pour classer dans la classe cible qui soient mélangés avec des mots qui 
1. Des termes tronqués correspondant à la lemmatisation des termes originaux qu'on appellera 
quand même mots ici par facilité pour l'exposé 
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permettent de classer dans le reste des classes. D'autre part, les mots présentés par 
la SYM sont des vecteurs trouvés du même côté de l'hyperplan de décision construit 
et, par conséquent, ils ont tous une forte influence pour classer dans la classe cible 
et il n'y a pas de mots aidant à classer dans une autre classe comme il arrive avec 
les forêts de décision. En conséquence, nous obtenons donc un lot de mots dans 
l'intersection des ensembles de mots obtenus, c'est-à-dire, des mots appartenant aux 
trois ensembles trouvés. Ces mots de l'intersection sont: 
communauté, campagn, nomad, inutil, popul, sédentair, tent, instantané, changent, 
produit , campement, syri, ferai, vivant , larab. 
En utilisant ce dernier résultat et en regardant encore les graphiques des arbres 
de décision, on peut penser qu'il est possible que des mots tels que: tout, chapitr et 
orientaux, qui ne sont pas dans l'intersection avec l'ensemble de mots de la SYM, ont 
une forte influence pour la classification dans certaines des autres classes, c'est-à-dire 
pour classer dans certains des autres chapitres. 
Il est possible finalement de choisir un sous-ensemble de l'ensemble de mots qu'on 
vient de trouver pour explorer, à l'aide de la fonction dans le menu « importance » 
> «segments » du logiciel, les segments les plus proches à la liste de mots choisis. 
On utilisera les mots: communauté, campagn, nomad, popul, sédentair, qui à notre 
avis, sont ceux qui caractériseraient le mieux le chapitre, en accord avec le titre. Le 
résultat est montré dans la figure 8.9. 
Vos élections: communauté nomad campagn sédenta ir 
2 Ile arab nomad et le arab sédentai r de campagn 
17 1 le mœur et le coutum de ce nomad sont bien plu facil à expos que ceU de sédentair de campagn , et 
surtout que ceU de habit de viU.la vie est réduit, en effet , chez le premier à se form Le plu simpl , et dégagé de ce 
addit compliqué que la fixité au sol entraÎn . la descript suivant quej'emprunU cost donn en quelqu lign un tableau 
suffis de leur coutum . eU a été fait il y a clnquant an sur le tribu arab indépendant de désert qui bordent la va lié du 
nil ; mai le condit d'ex ist créée par la vie au désert sont si peu suscept de changement, que la même descript serait 
auss i applic à de nomad contemporain de salomon qu'à ceux qui vécurent du temp de mahomet ou qui vivront dan la ! 
de sièd, jusqu'au jour ou la natur ayant changé, il n'i aura plu de désert en arabi ni en afriqu. 
351 tout ce communauté sont agrieol, et comm la J est trè peu nombreus, eu égard à la surfac trè grand de terr 
cultiv, chacun d'ell n'en exploit qu'un parti . la propriété du sol est commun à tou le habit du viUag, et la portion 
attribué à chacun proportionnel au nombr de bœuf qu'il possèd . le céréale que chaqu communauté récolt servent 
d'abord à nourrir le bœuf et le chameaux . l'excédent est vendu aux nomad du désert, ou à de marchand de dama , 
ou même transporté sur le côte de la syri par caravan , pour être expédi en europ . 
301 parmi le , nombreus encor, que l'on pourrait prendr pour type ,je choisirai le arab demi-indépend qui 
vivent dan le haouran , sur le confin du désert de syri . il ont déjà été fort bien étudié par m. le play dan son bel 
ouvrag sur le ouvrier de l'orient, et il présentent surtout à no yeux le trè grand avantag de nou montrer comment de 
'0 de mœur et d'intérH aussi différent que le sèdentair et le nomad peuvent vivr quand eU sont en contact, et 
queU institut sont née de ce contact . 
50 tle intérêt de nomad et ceux de sédenta ir sont aussi opposé, que le sont ceux du chasseur et du gibier ; le 
premier ayant un intérêt évident à manger le second, et le second un intérêt non moin évident à ne pa être mangé 
par le premier . mai la nécessité, cet éternel et puissant facteur de tout le institut humain, est rapide arrivé à conciU 
, du moin chez le arab, ce intérêt si contrair . le sédenta ir achètent la protect de nomad , moyenn une redev annuel, 
et le nomad protègent le sédentair afin d'être sûr de toucher ce tribut . cela revient , pour le premier , à abandonn 
une parti de leur récolt pour sauver le rest. c'est, sou une autr form , exact ce que fait l'homm civilisé, qui donn à 
une compagni d 'assur une somm représent une parti de sa récolt pour la garantir, et au gouvern une autr parti de la 
même récolt pour entretenir le gendarm , le juge et le diver fonctlonnalr chargé de la protéger . le arab dont je pari 
n'ayant pa de gouvern capabl d'entretenir une polie et une armé pour empêcher le déprédation, préfèrent entretenir 
F IGURE 8.9 - Affichage des segments du chapit re 1. 
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8.5.2 Chapitre II. Les Arabes des villes . - Mœurs et coutumes. 
Après le processus d'optimisation, dont les courbes d'apprentissage se trouvent 
dans la section A.3 des annexes, on a les rapports de classification suivants: 
Pour la forêt de décision : 
Gini Index precision recall fI-score support 
0 0.80 0.99 0.88 92 
2 0.86 0.21 0.33 29 
avg / total 0.81 0.80 0.75 121 
En tropie precision recall fI-score support 
0 0.80 0.98 0.88 92 
2 0.75 0.21 0.32 29 
avg / total 0.79 0.79 0.75 121 


















Dans cette classe, la plus grande précision a été obtenue par la forêt de décision 
avec gini index, 81%, suivie par la SVM avec 80% et par la forêt de décision avec 
l'entropie avec 79%. Nous procédons à l'exploration des mots qui caractérisent le 
chapitre 2, en utilisant la fonction servant à faire les graphiques des mots les plus 
importants pour la classification des segments comme appartenant ou non à la classe 
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FIGURE 8.10 - Les 30 mots plus importants de la classe 2 par RF avec la mesure 
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FIGURE 8.l1 - Les 30 mots plus importants de la classe 2 par la SVM. 
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1.0 
Avant d'analyser le résultat, nous répétons le processus, effectué dans la section 
précédente, pour choisir dans l'ensemble de mots plus importants présentés par les 
modèles de forêt de décision ceux qui apparaissent aussi comme les plus importants 
selon la SVM. L'ensemble trouvé est: orientaux, vill , lesclavag, européen, bazar, 
habit , bain, politess, coutum, cair, société, haschisch, boutiqu, construit , lieu, quant, 
voyageur, café, devant , rue, plafond. 
En regardant le résultat trouvé, on peut penser que le chapitre traite des villes 
orientales, de leurs coutumes et activités, ainsi que certaines autres caractéristiques 
comme les bazars, les boutiques et les bains, ce qui correspond au t itre du chapitre. 
Nous explorons maintenant les segments les plus proches aux cinq mots les plus 
importants trouvés: vill, voyageur, société, coutum, orientaux et lieu (figure A.5) de 
l'appendice. 
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8.5.3 Chapitre III. Institutions politiques et sociales des Arabes. 
Après le processus d'optimisation , dont les courbes d 'apprentissage se trouvent 
dans la section A.4 de l'appendice, on a les rapports de classification suivants: 
Pour la forêt de décision : 
Gini Index precision recall fl-score support 
0 0.85 0.95 0.89 98 
3 0.55 0.26 0.35 23 
avg / total 0.79 0.82 0.79 121 
En tropie preCISIon recall fl-score support 
0 0.85 0.96 0.90 98 
3 0.64 0.30 0.41 23 
avg / total 0.81 0.83 0.81 121 
Pour la SVM : 
















Dans cette classe , la plus grande précision de classification sur l'ensemble de test 
a été obtenue par la SVM, atteignant un niveau de précision de 82%, suivie par 
la forêt de décision en utilisant la mesure d 'entropie 81% et, finalement la forêt de 
décision avec le gini index a obtenu 79%. Nous faisons à nouveau le graphe des mots 
plus importants pour la classification des segments de la classe selon les résultats 
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FIGURE 8.12 - Les 30 mots plus importants de la classe 3 par RF avec la mesure 
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FIGURE 8.13 - Les 30 mots plus importants de la classe 3 par SVM 
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En répétant le processus de sélection des mots les plus importants t rouvés par les 
modèles de forêt de décision et par la SVM, on obtient les dix-huit mots suivants : 
arab, institut , khalif, social, musulman, talion, figur, tanger, parent, premier, dieu, 
propriété, reconnu, t ravail, lamp, vase, blessur, cair. 
Le résultat nous permet de découvrir que le chapit re t raite des institut ions sociales 
. arabes musulmanes et des sujets relatifs à celles-ci comme le t ravail, la propriété, le 
talion, dieu et le khalife. Les segments les plus proches aux cinq mots plus importants 
t rouvés sont: vill, voyageur, société, cout um, orientaux et lieu (figure A.5) de la 
section des annexes. Il est intéressant de noter que, bien que le t it re du chapitre 
inclut le mot droit, celui-ci a été inclus par les forêts de décision mais non par la 
SVM, toutefois d 'autres mots comme propriété, t ravail, dieu et talion ont été inclus 
par les deux modèles et pourraient caractériser cet aspect du discours du chapitre. 
Le résultat de l'exploration des segments proches aux mots : khalif, institut, arab, 
musulman, social sont montrés dans l'annexe A.4. 
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8.5.4 Chapitre IV. Les femmes en Orient. 
Après le processus d'optimisation, dont les courbes d 'apprentissage se trouvent 
de la section des annexes A.5 , on a les rapports de classification suivants: 
Pour la forêt de décision : 
Gini Index preCISIon reca l l fl-score support 
0 0.90 0.93 0.92 102 
4 0.56 0 .47 0.51 19 
avg / t ot al 0.85 0.86 0.85 121 
En tropie preCISIon reca l l fl-score support 
0 0.90 0.92 0.91 102 
4 0.53 0.47 0.50 19 
avg / t ot al 0.85 0.85 0.85 121 
Pour la SVM : 
precision recall fl-score 
support 
0 0.89 0.91 0.90 102 
4 0.44 0.37 0.40 19 
avg / total 0.82 0.83 0.82 121 
Cette fois, les modèles de forêt de décision ont obtenu, tous les deux, une précision 
de 85% en dépassant à la SVM qui a atteint 82%. Dans le cas des forêts de décision, il 
a été nécessaire que les modèles soient plus complexes que ceux utilisés dans tous les 
chapitres précédents puisque le nombre de caractéristiques pris, pour chaque nœud, 
dans le modèle optimal, a été avec le gini de 160 et avec l'entropie de 200. 
En faisant le graphique des mots plus importants pour la classification des seg-
ments du présent chapitre, on trouve les résultats suivants, voir les figures 8.14 et 
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8.15. 
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FIGURE 8.14 - Les 30 mots plus importants de la classe 4 par RF avec la mesure 
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FIGURE 8.15 - Les 30 mots plus importants de la classe 4 par la SVM. 
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1.0 
Après le processus de sélection des mots plus importants trouvés par les modèles 
de forêt de décision et par la SVM, on obtient les dix-neuf mots suivants: femm , 
harem, cest, jeun, polygami, célibat, vaujani, mahomet, marbr, évident, lauteur, 
mariag, avant, privilèg, medynatalzorah, hindou, délice, jajouterai, idé. 
En étudiant les résultats, tant l'ensemble de mots que les graphiques, l'identi-
fication des sujets traités dans ce chapitre, excepté celui de la femme, s'avère plus 
difficile que pour les chapitres précédents. Il est facile de voir que le sujet principal 
est la femme (le terme principal dans les trois graphiques) mais l'identification d'un 
autre sujet important s'avère délicat, bien qu'on trouve quelques mots en rapport 
avec la condition de et autour de la femme, comme jeun, harem, polygami, célibat, 
mariag, mari et fil. Toutefois, le reste des mots trouvés ne fournit pas beaucoup 
d 'information claire à propos du contenu du chapitre. Il est possible que le chapitre 
ait un vocabulaire plus hétérogène et qu'il ne contienne pas beaucoup de mots for-
tement liés à la classe qui puissent aider à la classification des segments, en rendant 
plus difficile la classification de ceux-ci. Nous explorons finalement les segments du 
chapitre proches aux termes: femm harem jeun polygami célibat mariag mari (figure 
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A.9 de la section des annexes). 
8.5.5 Chapitre V. Religion et morale. 
On répète une dernière fois le processus d'optimisation afin de trouver les mo-
dèles optimaux, dont les courbes d 'apprentissage se trouvent dans la section A.6 de 
l'appendice, en parvenant aux résultats suivants: 
Pour la forêt de décision : 
Gin i Ind ex 
0 
5 
avg / tota l 
En trop ie 
a 
5 
avg / tota l 
Pour la SVM : 
o 
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Bien que les rapports de classification des modèles de forêt de décision soient 
identiques, le modèle optimal avec gini index utilise 180 caractéristiques dans la 
construction de nœuds tandis que la forêt avec entropie en utilise 240. Il est important 
de remarquer que, étant donné qu 'une plus grande complexité des modèles de forêt 
de décision a été nécessaire, particulièrement par le gini index, la recherche a été 
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étendue en ajoutant à la liste des hyperparamètres à tester, mentionnés dans la 
section 8.4.2, les valeurs suivantes: 220, 240, 260, 280, 300. Le résultat est montré 
dans la figure A.6. 
Alors qu'il a été nécessaire d 'élever la complexité des modèles de forêt de décision, 
la précision atteinte en classant les segments de cette catégorie a été la meilleure de 
tout le livre. La meilleure précision obtenue est de 91% par les deux modèles de forêt 
de décision tandis que la SVM a pu classer correctement 88% des données de test. 
En faisant le graphique des mots plus importants pour la classification des seg-
ments du présent chapitre, on obtient les résultats suivants qui sont montrés dans 
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FIGURE 8.17 - Les 30 mots plus importants de la classe 5 par RF avec la mesure 
d'entropie (en bas) et avec le gini index (en haut). 
Après le processus de sélection des mots plus importants trouvés par les modèles 
de forêt de décision et par la SVM, on obtient les dix-huit termes suivants: mosqué, 
religieus, religion, lislamism, mecqu, suffit, moral, pendant , plu, dervich, prièr, deux, 
privat, boisson, récemment, règle, tombeau, découvert. 
À la différence du chapitre précédent , dans ce chapitre l'ensemble de mots trouvés 
par tous les modèles nous donnent une idée claire sur son contenu en nous permettant 
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de découvrir qu 'il est fortement en rapport avec la religion et avec la morale. 
On montre, finalement, l'exploration des segments proches aux termes: mosqué 
religion religieus lislamism mecqu moral prièr (figure A.11 de la section des annexes). 
8.6 Résumé 
Dans ce chapitre, nous avons effectué l'analyse d 'un corpus de texte en utilisant 
les deux modèles implémentés. À cet effet, nous avons effectué les opérations sui-
vantes: nous avons d'abord fait le nettoyage, le pré-traitement et la vectorisation 
du texte; il a été segmenté dans des paragraphes étiquetés selon le chapitre du livre 
auquel ils appartiennent. Nous avons ensuite effectué une classification des segments 
appartenant à chacun des chapitres pour identifier les mots qui sont les plus signifi-
catifs pour la classification tant par la SVM que par la forêt de décision. Étant donné 
que l'ensemble de termes les plus significatifs rendus par l'un et l'autre modèle sont 
différents, nous avons utilisé l'intersection des deux ensembles comme l'ensemble de 
termes qui nous permettent la meilleure caractérisation de chaque chapitre. Fina-
lement , en utilisant certains des termes les plus significatifs, nous avons exploré les 
segments de texte qui les contiennent. Les résultats de notre analyse permettent , 
dans tous les cas, d 'identifier de manière automatique et rapide le contenu de chaque 
chapitre par l'identification des termes les plus significatifs pour la classification, 
ainsi on peut explorer les segments qui les contiennent. Nos expériences nous ont 




Dans le cadre de notre recherche, nous nous sommes intéressés au développement 
d 'un outil qui nous permettrait d 'explorer le contenu des documents ou des seg-
ments de texte en utilisant une stratégie de classification de ces derniers au moyen 
de deux des techniques d'apprentissage automatique d 'appoint: les forêts de décision 
et les machines à vecteurs de support (SVM). La nature de ces modèles d 'apprentis-
sage automatique nous a permis d 'identifier les caractéristiques ou les mots les plus 
importants pour la classification qui, d 'une certaine manière, sont ceux qui carac-
térisent le mieux cette classe, en nous permettant d 'identifier les sujets principaux 
des catégories explorées par l'intersection de l'ensemble de mots rendus par les deux 
modèles. 
On a développé un logiciel qui permet de faire cette caractérisation en nous 
basant sur une stratégie de classification des segments étiquetés. On exécute une 
classification d'une classe contre toutes les autres classes pour identifier les mots les 
plus importants pour la classification des segments de la classe cible. Le résultat de 
la classification est un rapport de classification ainsi qu 'un résumé graphique des ca-
ractéristiques les plus importantes en permettant l'exploration des segments qui les 
contiennent. Le logiciel offre également à l'utilisateur, en variant un seul paramètre 
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dans le processus d 'optimisation, un outil pour la visualisation de la courbe d'ap-
prentissage des algorithmes disponibles, en lui autorisant la meilleure optimisation 
possible de ceux-ci, ce qui lui permettra d 'obtenir les meilleurs résultats de classifi-
cation et, par conséquent, la meilleure caractérisation possible de la catégorie cible. 
Enfin, le programme permet d'explorer les segments de texte contenant les mots plus 
importants trouvés ou des sous-ensembles de ceux-ci. 
L'outil a été testé en utilisant comme corpus de test le livre Gustave Le Bon 
(1884) La civilisation des arabes, livre quatrième, Mœurs et institutions[49], dont le 
contenu a été segmenté en paragraphes qui ont ensuite été étiquetés selon le chapitre 
auquel ils appartiennent pour pouvoir être utilisés par les algorithmes d'apprentis-
sage. Bien qu'il s'agisse d'un petit corpus de texte, les résultats obtenus nous donnent 
une grande satisfaction puisque, dans tous les cas, les mots les plus importants trou-
vés, en plus de faire sens avec le titre du chapitre correspondant , nous ont permis 
de connaître, de manière rapide, les sujets centraux ainsi que le vocabulaire qui 
caractérisent le discours de chaque chapitre. 
Notre ajout de fonctionnalité au logiciel REGASS permet de : 
Disposer des nouveaux outils dans l'ensemble des modèle disponibles. 
Utiliser un approche différente d 'explorer et caractériser le contenu du texte 
au moyen des deux modèles mis en œuvre. 
Analyser le contenu des conglomérats générés par les algorithmes non super-
visés disponibles. 
De nombreuses perspectives s'offrent à la suite de notre travail, à savoir: 
L'exploration de contenus dans de grandes quantités de texte, par exemple 
dans le web. Puisque les techniques utilisées sont très efficaces, spéciale-
ment les forêts de décision, celles-ci pourraient être utilisées pour analyser 
de grandes quantités de texte, pourvu qu'il soit possible de connaître les éti-
quettes de classe des textes pour pouvoir optimiser les modèles. 
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L'utilisation d'une méthode de sélection de variables (feature selection) dont 
le résultat réduit le nombre de mots significatifs pour la classification. 
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Annexe A 
Détail de l'optimisation. 
Dans cette section se trouvent les résultats détaillés d 'optimisation qui n'ont pas 
été inclus dans le chapitre 8. 
A.l Courbes d'apprentissage en variant le nombre 
d'arbres des forêts de décision. 
Les courbes d'apprentissage mentionnées dans la section 8.4.2 sont les suivantes: 
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FIGURE A.1 - Courbe d'apprent issage des classes 1 (en haut) , 2 (au milieu) et 3 (en 
bas). Nombre d'arbres de la forêt (n_estimators). 
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FIGURE A.2 - Courbe d'apprentissage des classes 4 (en haut) et 5 (en bas). ombre 
d 'arbres de la forêt (n _ estimators). 
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A.2 Compléments d'analyse du chapitre 1. 
A.2.1 Courbes d'apprentissage. 
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FIGURE A.3 - Courbes d'apprentissage du chapitre (classe) 1. En haut : à gauche 




A.3 Compléments d'analyse du chapitre 2. 
A.3.1 Courbes d'apprentissage. 
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FIGURE A.4 - Courbes d'apprentissage du chapitre (classe) 2. En haut: à gauche 
RF gini, à droite RF entropie. En bas : à gauche SVM itération 1, à droite itération 
2. 
A.3.2 Exploration du contenu. 
Vos élections: viII voyageur société coutum 
822 vill arab . - plusieur viII arab actuel , tell que dama et certain quartier du cair , donnent encor une idé assez exact 
de ce qu'étaient le ancienn cité arab . j'ai déjà décrit plusieur foi la physionomi de leur rue tortueus et assez mal tenu 
, et il serait superftud 'i revenir mainten . tout le vill de l'orient, à l'except de cell où l'influenc européenn se fait 
aujourd'hui sentir, comm sur le côte de syri ,par exempl , se ressembl beaucoup, et le voyageur qui y serait subit 
transporté par une baguett magiqu, devinerait immédiate sur quell parti du globe Use trouv. 
76 2 l'étude de l'état actuel de la société arab combiné avec ceU de ancienn chroniqu permet facil de se représent ce 
qu'était cett société à l'époqu où florissait la civilis de discipl du prophèt . 
12124 . -coutum arab divers .-
71 2 mœur et coutum 
72 2 1 . -la société arab 
78 2la politess et la dignité , qui ne se rencontr guèr en europ que dan le dass le plu élevé, sont absolu générale en 
orient . tou le voyageur sont d'accord sur ce point . parlant de visit que se font le arab appartenaux dass le plu pauvr 
,le vicomt de vogué s'exprim ainsi : " je ne peux m'empêcher d'admirla décenc et l'urbanité de ce réunion . ce gens-là 
ne sont aprè tout que de viUageoi de petit condit. queU différenc dan la gravité de leur paroi et la nobless de leur 
attitud, avec la turbul et le san gêne de no popul ! » 
89 2le orientaux traitent le chien, de même, d'ailleur , que tou le animaux , avec une grand douceur, etjamai on ne 
voit un arab maltrait un anim , ainsi que cela est généralement la règle chez no charreti et cocher européen . une 
société protectric de animaux serait tout à fa it inutil chez eux . l'orient est le véritabl paradi de bête. chien, chat, 
oiseaux, etc. , y sont universel respecté . ce dernier volent librement dan le mosqué et fond leur nid sur le cornich . le 
ibi se promènent dan le champ san craint d'être tourmenté .jamai un enfant n'attaqu un nid d'oiseaux. on m'a 
assuré au cair , et le fait est du rest consigné danplusieur auteur, qu'il exis~dan cett vill une mosqué où le chat 
viennent à certain heur chercher la nourritur qu'un leg cha rit leur assur depui longtemp . 
FIGURE A.5 - Affichage des segments du chapitre 2. 
141 
142 
A.4 Compléments d'analyse du chapitre 3. 
A.4.1 Courbes d'apprentissage. 
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FIGURE A.6 - Courbes d'apprentissage du chapitre (classe) 3. En haut: à gauche 
RF gini, à droite RF entropie. En bas : à gauche SVM itération 1, à droite itération 
2. 
A.4.2 Exploration du contenu. 
Vos élections: khalif institut arab social 
212 3 l'étranger ne peut acquérir de terr ni posséder d'esclal/ sur le sol ,mai ce term d'étranger s'adress 
seulement aux infidél , le ,à quelqu nation qu'ilappartienn, ne sont jamai de étranger le un pour le autr . 
un chinoi mahométan , par le seul fa it qu'il est mahométan , a sur le sol de l' islam tou le droit que peut posséder 
l'arab qui y est né . le droit > ~ différ à ce point de vue d'une façon fondamental du droitdvil chez le peupl 
européen. 
2323 rien de plu simpl que le princip de institut politiqu de arab : égalité complét de tou sou un seul maitr ,le khalif , 
représent dieu sur la terr et détenteur uniqu de tout autorité cil/il, religieus et militair . aucun autorité ne pOUl/ant 
exist en dehor de la siem , ou de ceU déléguée par lui ,le arab n'ontjamai connu de régime féodal, d'aristocrati, ni 
de fonction héréditair . 
2343 sou le premier khalif , successeur de mahomet , le khalifat était électif, mai il devint bientôt héréditair : le 
khalif choisissait parmi se enfant mâle celui qui lui paraissa it le plu dign . Ia mesur sembl trè bonn puisqu'el 
n'accordait pa le pOUl/oir uniqu à la naissanc ; ma i ell engendra de sanglant compétit et de ril/alité entr le fil de khalif , 
qui eussent été él/ité si la naissanc seul eût décidé entr eux . 
18132 . - institut social 
1663 institut politiqu et SOCIal 
183 31e institut social le plu important de arab : la communauté de famil,l'esclal/ag ,la polygami, etc. ,ayant été ou 
del/a nt être décrite dan dil/er chapitr de cet oUllrag, je me bornerai à étudier dan ce paragraph le prescript légale le 
plu essentiel du coran . 
2263 nou termineron ce qui concern le institut SOCial de arab en signal le sentiment de profond égalité dont eU sont 
tout empreint, et que nou allon retroUl/ bientôt dan leur institut politiqu . Ie sentiment d'égalité , proclamé si haut 
en europ, mai qu'on n'i I/oit guér pratiqué que dan le lil/r, sont profondé enraciné dan le mœur de l'orient .Ie divis 
entr class , qui ont engendré de si violent rél/olut en occid , et en préparent pour l' al/enir de plu terribl encor, sont 
absolu inconnu de mahométan .Ie serviteur épous san difficulté la flll de son maitr ; et le ancien domestiqu 
devenu grand personnag ne pourraient se compter . 
1783 ce tral/ail de reconstitut d'un état social , basé uniqu sur l'étude d'un code, n'est d'ailleur néces sair que lorsqu 
le peupl qui l'a créé, n'a pa laissé d'autr trace dan l'histoir . lorsqu'il a laissé une civilis et de descend, il est beaucoup 
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A.5 Compléments d'analyse du chapitre 4. 
A.5.1 Courbes d'apprentissage. 
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FIGURE A.8 - Courbes d'apprentissage du chapit re (classe) 4. En haut : à gauche 
RF gini, à droite RF entropie. En bas : à gauche SVM itération 1, à droite itération 
2. 
A.5.2 Exploration du contenu. 
Vos élections: femm harem jeun célibat ma"ag mari 
2574 « co mm le aîné de famil se marient trè jeun en général , dit-i l , leur premièr femm , mère d'une nombreus famil, 
se trow déjà vieill quand il sont eux-mêm encor dan la fore de l'age . ce homm contract alor un noweau manag , 
sowent à la prièr , et presqu toujour avec le consent de la premièr femm ... on s 'étonnera peut-êtr , continu m. le play 
, qu'un femm puiss engag elle-mêm son mari à contract un second manag . mai il faut se rappel que dan le fam il 
musulman (agricol) le femm de la maison doivent exécut tou le travaux du ménage, quelqu dlffkil et pénibl qu'il 
puissent être . la domesticité fém inin étant inconnu chez le paysan, le femm ne pewent avoir pour aid que de esdav c 
de parent vivant dan la même communauté . le parent pewent fa ir défaut; plu sowent encor l'occas manqu pour 
achet de femm esdav . celles-ci, d'ailleur, devielVlle plu sowent concubin du chef de la famil où eU sont introduit , 
et rival de la premièr femm qui n'a ainsi aucun raison de le préférer à d'autr femm légitim . on conçoit que , dan ce 
circonst, une femm conseil à son mari de contract un noweau ma ,ag , surtout si on réfléchit que déjà eU commenc 
à vieillir et qu'el est absorbé par le devoir de la maternité . » 
298 41e célibat , si fréquent en occid , et qui , d'aprè le statistiqu , tend à le devenir de plu en plu, est fort mal \lU chez 
le arab . dè l' âge de vingt an pour le homm, et de dix à douz an pour le fill, on est généralement marié. eber 
reconnaît l'utilité de cett coutum et ajout : c nou ne powon nou empêcher de rendr bon témoignag à leur esprit de 
famin et à leur vie domestiqu . » 
2994 en dehor du princip de la , le manag présent encor en orient bien de particularité qui le distingu 
profondé de no union européenn . chez la plupart de occidentaux, la femm est obligé, -au moin dan le dass aisé -de 
donner , sou le nom de dot , une somm plu ou moin considér pour réussir à se procur un mari . c'est le contrair chez le 
orientaux . il doivent payer à la famil de leur femm une somm variabl suivant leur état de fortun. 
2954 avec de teU facilité pour le mariag et l'habitud qu'ont le homm et le femm de se marier fort jeun ,on conçoit 
que le mœur puissent être beaucoup plu sévère qu'en europ . ellie sont généralement, en effet, et il est fort rare 
de voir courtis en orient la femm d'autrui . la chose paraît aussi monstrueus aux orientaux qu'el sembl naturel aux 
européen . comm le dit justement le dr isambert : « on ne peut pa dire que le foyer conjugy soit aussi sowent troublé 
que chez nou par l'inconduit ou l'infidélité 1 , plu démoralisant peut~tr que la . » 
3024 c'est ainsi que m. de amici , aprè un sévère réquisitoir contr la \1 , qu'il juge à son point de vue exdusiv 
européen, s'exprim , à propo de la femm en orient, de la façon suivant: «eU est généralement respecté, avec une 
sort de politess chevaleresqu . aucun homm n'oserait lever la main sur une femm au milieu de la rue . aucun soldat, 
FIGURE A.9 - Affichage des segments du chapit re 4. 
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A.6 Compléments d'analyse du chapitre 5. 
A.6.1 Courbes d'apprentissage. 
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FIGURE A.lO - Courbes d'apprentissage du chapitre (classe) 5. En haut: à gauche 
RF gini, à droite RF entropie. En bas : à gauche SVM itération 1, à droite itération 
2. 
A.6.2 Exploration du contenu. 
Vos élections: mosqué religion religieus mecqu moral prièr 
326 S mesuré au degré d'influenc exercé sur le homm , la religion de mahomet ne le cède ci aucun autr . quell que 
soient le race où a été enseigné le coran , se prescript sont aussi fidèlement observé aujourd'hui qu'el l'étaient il y a 
t reiz sièd . on pourra rencontr chez le musulman de indiffér et quelqu rare sceptiqu, on ne trouvera personn 
capabl de braver l' opinion en n'observ pa le prescript fondamen~1 de la loi religieus , tell que le jeOn et la prièr dan le 
mosqué .Ie jeûn du ramadan est autrement rigoureux que celui que s'impos quelqu chrétien pendant le carêm , et 
cep end il est observé par tou le musulman avec la plu scrupuleus exaditud . de même pour la prièr . dan tout le 
région de l' as i et de l'afriqu que j'a i parcouru, j'ai toujour constaté que cett prescript fondamental du coran était trè 
ponctuel suivi . ayant eu occas de navigu sur le nil , en compagni d'une band d'arab enchaîné, composé d'individu 
arrêté pour tout sort de crime, j'ai été t ré frappé de voir que ce homm , qui avaient bravé, au mépri de plu redout 
châtiment, tout le loi socia l, n'osaient pa cepend braver cell du prophét . lorsqu'arrivait l'heur de la prièr , tou 
soulevai leur chaîn pour se prostern et ador le redout allah . 
392 S ce n'est donc pa dan la religion d'un peupl qu'i l faut chercher le caus de l'état de sa mor al . tout le religion , je le 
répète, ont de princip de moral excel , et s' il éta ient observé , l'~ge d'or régnerait sur la terr ; mai la façon dont ce 
princip sont suivi vari selon le milieu , l'époqu , la race et de condit fo rt divers , et c'est pour cett raison qu'avec une 
méme religion , de peupl diver possèdent le plu souvent une mOI al t rè différent . 
343 Sla prièr doit être précédée d'ablut , et ce ablut , pour lesquel il exist une fonta in spécial dan tout le mosqué , 
sont religieus observé . 
388 S dan le chapitr de notr précédent ouvrag consacré à l'étude du dêvelopp de la '110 è , nou avon essayé de 
montrer que parmi le diver facteur qui détermin sa format : l'utilité , le miUeu , l' opinion, la sélection , le prescript 
légale ,l'éducat , l'inteUig , etc. ,le religion ne jouaient généralement qu'un rôle secondair . nou y avon vu que dan le 
ancien cult , il n'i avait pa de recommand rel a la mor al . ce n'est que dan le religion de hindou et ceU crée par moïs, 
jésus-christ et mahomet , que l'on trouv de prescript moral , mai ce religion ne firent qu'apport à de princip déja 
enseigné l'appui de leur sanction . ce sanction sont constitué uniqu par l'espoir d'une récompens et la cra int d'un 
ch~timent dan une autr vie, mai la fac ilité d'obtenir le pardon de crime enlèv à la craint du châtiment l'influenc 
qu'el pourrait avoir sur la majorité de homm . 
340 S prièr . - parmi le pratiqu religieus prescrit par la loi de mahomet, une de plu important est la prièr , et le 
musulman , ci quelqu race ou catégori social qu'il appartienn , ne s'i soustra it point. 
F IGURE A.11 - Affichage des segments du chapitre 5. 
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