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Chapter 1
Introduction
The role of geometry in physics is ubiquitous and is a constant since its birth.
In mechanics and relativity, for example, this is a well known fact. Anyway it
is only quite recently, since the work of M. Berry [5], that the very profound
and general role of geometry has been recognized also in non-relativistic
quantum mechanics when the concept of geometric phase, now also termed
Berry phase, was introduced [71].
In his seminal paper Berry considered a quite general quantum system with
a parameter-dependent Hamiltonian modelling the interaction with a semi-
classical environment, and investigated its slow evolution in the parameter
space in the context of the adiabatic approximation. Berry found that in this
case a cyclic adiabatic evolution of the system was associated to measurable
quantities which are not related to any self-adjoint operator but rather to
a geometric phase connected to the path followed in the parameter space
and the geometrical structure of the parametrized Hamiltonian. In this
way he showed that some old results in literature, apparently disconnected
(Born-Oppenheimer method, Aharonov-Bohm effect), were special cases of
the geometric phase concept.
Since then many experiments and further theoretical studies have been
performed about this subject. In particular these concepts find very notable
consequences in condensed matter [78], and one of the earliest results in this
direction is due to J. Zak [80] who identified certain non-integrable phases
of the Bloch functions as geometric phases. The application of geometrical
methods in condensed matter is at the root of the quite recent discovery
of topological insulators, novel electronic materials that have a bulk band
gap like ordinary insulators but have protected conducting states on their
edge or surface [23]. Notably, this branch of research is based, in its simplest
application, only on the band structure of insulators, a more than 80 years
old concept! Topological band insulators are essentially characterized by
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the geometric structure of the vector bundle defined, in Zak representation,
by the occupied spaces on the Brillouin zone. The quantities characterizing
topological insulators are not only geometrical but, as the name suggests,
topological in nature. In fact they are topological invariants connected to the
topology of the underlying geometrical band structure, so they are quantized,
robust against perturbations and identify topologically protected states of
matter. This is expected to have remarkable technological applications in the
next future.
All the crystalline insulators in nature are characterized by the value of
a topological invariant C called Chern invariant, which (in an independent-
particle approach) is quantized in reciprocal-lattice units [70]. The conven-
tional insulating state has null Chern invariant, whereas insulators with Chern
invariant different from zero are called Chern insulators (in 2D also anomalous
quantum Hall insulators); they are topological insulators with time reversal
symmetry broken and exhibit very exotic properties in a middle ground
between insulators and metals. Although the basic theory of Chern insulators
was formulated in the 1980s, only recently they have been experimentally
observed for the first time [13].
The Chern invariant, like all this kind of geometrical and topological
quantities, is defined through the reciprocal space description of the crystalline
system in the continuum limit, a description which requires an infinite system
or, equivalently, a finite system with periodic boundary conditions (PBCs)
in thermodynamic limit. But this is an artifact as true real systems are
obviously finite sized with open boundary conditions (OBCs). Moreover, as
Walter Kohn first clearly stated [31], electrons in many-atom systems are
“nearsighted” [43] so any bulk property should be expressible in some way by
means of a local analysis in the real space, whereas a reciprocal space formula
is invariably global as it consider the total system as a whole.
The first part of the thesis addresses these questions and gives a positive
answer. We show that it is possible to describe the Chern character of a
finite-size insulating crystal by defining a suitable real-space local marker
C(r), the local Chern marker, whose spatial average in the bulk returns, in
thermodynamic limit, the Chern invariant of the system [6]. Our definition is
insensitive to the boundary conditions adopted so it yields a unified approach
which can be used with PBCs and OBCs as well. Moreover, thanks to
its local nature, this topological marker can be exploited to generalize the
Chern invariant concept to non-periodic systems. Infact by considering the
macroscopic average of C(r) we define a local Chern invariant C(r), now
depending on the position, which in a crystal interior is constant and equal
to its Chern invariant but that in general can be used to analyze, point by
point, the Chern character of macroscopically inhomogeneous systems (for
3example heterojunctions of different crystals). The local Chern invariant can
also be used to analyze how microscopic disorder reflects on the topological
Chern phase of a crystal by studying how big the average region must be in
order to recover, with the local Chern invariant, the pristine value.
The second part of the thesis is devoted to a local, real space, analysis of
the orbital magnetization, a quantity which is closely related to the Chern
invariant. A correct description of the orbital magnetization as a bulk property
has been a puzzle for a long time, a puzzle which has been solved only recently
with the birth of the modern theory of the orbital magnetization [68, 79] and the
definition of a reciprocal space formula expressing the orbital magnetization
of (infinite) crystals in Zak representation. Before that the only existing
formula was for finite size systems with OBCs [67] and the bulk nature of
orbital magnetization was not clear. The discovery of the new formula saw
the coexistence of these two, in a sense distinct, approaches; with the first one
hiding the bulk content of the orbital magnetization but suitable to calculate
the magnetic dipole of every finite system; and the second one dedicated
to crystals and indissolubly related to their reciprocal space description, so
without any boundary effect by definition.
In this work we fill this gap and provide a unifying approach to calculate
the orbital magnetization [7] through a formula based on the macroscopic
spatial average of a suitable local function in the real space, the local orbital
magnetization marker M(r). This formula does not depend on the specific
boundary conditions adopted but it is able to return the two existing formulas
if a specific choice is explicitly made.
The close relationship between the Chern invariant and the orbital mag-
netization comes from the fact that Chern insulators have chiral conducting
surface states which extensively contribute to the orbital magnetization (to be
precise, to the response of the magnetization to a variation of the chemical po-
tential in the bulk gap). In PBCs, since there is no surface by construction, the
presence of these chiral states is translated into a bulk property through the
Chern invariant (this is an example of a bulk-boundary correspondence). Our
local formula for the orbital magnetization takes into account this connection
and uses the local Chern invariant marker we defined previously.
The main consequence of having a unique formula for OBCs and PBCs
is that we can readily recognize the source of the bulk nature of the orbital
magnetization for a real system in the thermodynamic limit without excluding
the boundaries by construction (as in the PBCs case). Moreover, the fact
that this formula is local has very deep consequences. In fact it allows to
analyze locally the magnetic properties of a generic system, even if it is the
junction of different macroscopic crystals or it has microscopic disorder, by
considering the macroscopic average of the local orbital magnetization marker
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M(r) in order to obtain the macroscopic orbital magnetization field M(r).
This is in contrast with the previous quantum mechanical formulas for the
orbital magnetization which were only able to evaluate the total average
orbital magnetization of the whole system (or the orbital magnetization of
a macroscopic homogeneous system). In addition, our formula gives a new
insight into an old question about the orbital magnetization definition. In fact
orbital magnetization is not, even in principle, a functional of the bulk current
distribution and it cannot be identified as the spatial average of a microscopic
magnetic dipole density of currents localized on atoms and molecules [25];
even if, quite surprisingly, formulations of the in-medium magnetism based on
this inconsistent picture are still offered in the best-known modern treatises
on the electromagnetic theory (cfr. [27]). The formula shown in this work
in a sense vindicates this approach, as it yields the orbital magnetization
through the macroscopic spatial average of a field, even if this field has not
to be considered a microscopic magnetic dipole density (in fact it is not a
functional of the current).
In both cases (local Chern marker and local orbital magnetization marker)
numerical simulations on the “Haldane Model” [22] have been performed in
order to validate our theoretical findings.
The thesis is comprised of three chapters and an appendix. In the first
chapter we briefly review some basic general concepts regarding the Berry
phase and the Berry curvature for a general quantum system. This part
is aimed to introduce the reader in the context of geometrical methods in
non-relativistic quantum mechanics and to provide some of the definitions
used in the subsequent chapters.
The second chapter is devoted to the analysis of the local Chern invariant.
We start by explaining, in a mean-field approach, the consequences of the
lattice translation symmetry in crystals and the main representations used
(Bloch, Wannier and Zak). Then we explain the role of geometry in the
study of crystals by defining the Chern invariant and the Chern insulators
and explaining how these concepts are related to the transverse conductivity.
Then we define and explain the peculiar properties of the special operators
rˆP and rˆQ, which are used to pass from the usual Chern invariant k-space
formula to an equivalent r-space formula. Finally we show how this real
space formula naturally leads to a local approach which is insensitive to
the boundary conditions used. To conclude this chapter we exhibit some
numerical results in order to validate our theoretical findings.
The third chapter concerns the local orbital magnetization. We start by
introducing the orbital magnetization from the point of view of elementary in-
medium electromagnetic theory. Then we carry out a thermodynamic analysis
in order to set some useful relations. After that we pass to a full quantum
5mechanical analysis of the problem: we start from the basics and carefully
explain how to arrive at the OBCs formula, and then how to manipulate it in
order to get an expression suitable for a real-space local approach which is
insensitive to the boundary conditions adopted. Then we explicitly set PBCs
to show how to recover the already existing k-space formula. A numerical
section, where some validating simulation results are showed, concludes this
chapter.
The appendix contains some theoretical explanations or demonstrations
which have been collected in order to not overburden the main text with
excessive details.

Chapter 2
Geometry in non-relativistic
quantum mechanics
In this chapter we review some introductory concepts about the role of
geometry in non-relativistic quantum mechanics. The fundamental tool will
be the vector Hilbert bundle, a smooth field over a manifold M made of
subspaces V(x) of an Hilbert space H . Given a Hilbert bundle we define, in
the first section, the parallel transport and the covariant derivative which the
conventional derivative and the conventional parallel transport of the trivial
ambient bundle M×H induce on it. Starting from this concept we define,
in the subsequent sections, the connection, the curvature and the Chern
characters: geometrical quantities which describe the properties of the Hilbert
bundle they are defined on. After a short section about the vector bundles
naturally associated to identical fermions, we describe a way to build a Hilbert
bundle from a Hermitian operator defined on H and which kind of properties
we can derive from this specific structure. The chapter is concluded by a
direct physical application of the geometrical objects described previously:
the analysis of the adiabatic evolution of a quantum system.
Before starting this chapter we give a brief account on the notation used.
In this exposition we will use several ways to indicate the differential forms
over a manifoldM. For example the “curvature” is a matrix valued 2-form of
M which can be indicated with all the indices as (Ωab)mn, where a, b are the
differential form indices and m,n are the matrix indices. Often we will use
a matrix notation Ωa where the indices are not shown explicitly, or we will
left understood the differential indeces and use the intrinsic notation Ωmn.
Finally, sometimes we will left understood all the indices by writing just Ω.
Sometimes we will also employ the convention where the sum over repeated
indices is understood.
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2.1 Parallel transport and covariant deriva-
tive
Let be H a Hilbert space and M a r-dimensional smooth manifold. Let us
consider on M a smooth field of d-dimensional subspaces V of H :
x ∈M −→ V(x) ⊆H (2.1)
The field V(x) is called a Hilbert vector bundle with basisM. It is embedded
in the trivial ambient Hilbert bundle H ×M (trivial since it is the same
Hilbert space on each point). As a subspace V(x) is uniquely characterized
by his projection PV(x), the vector bundle is equivalently characterized by the
projections field:
x ∈M −→ PV(x) ≡ P(x) (2.2)
Given a curve Γ on M:
λ ∈ [0, T ] −→ x(λ) ∈M (2.3)
a corresponding field is defined on it:
λ ∈ [0, T ] −→ V(x(λ)) ⊆H (2.4)
and given a ket |φ0〉 ∈ V(x(0)) we define its parallel transport along Γ
(according to the bundle V(x)) as the ket field:
λ ∈ [0, T ] −→ |φ(λ)〉 ∈ V(x(λ)) (2.5)
such that on each point:
P(x(λ))d |φ(λ)〉
dλ
= 0 (2.6)
If the subspaces remain the same V(x) = V, that is if we consider a trivial
bundle Γ× V along the path, the definition of parallel transport becomes the
natural one: a vector is parallel transported if it remains the same. But in the
more general situation where V(x) are proper, different subspaces of H , a
ket is parallel transported if point after point, while it is forced to remain on
V(x) along the path, it tries to minimize its change with respect to the initial
space V(x) where it belongs to, by having a derivative with no component on
it.
A more concise way to write the parallel transport condition is:
PV dT |φ〉 = PV (T · d) |φ〉 = T · (PV d) |φ〉 = 0 (2.7)
2.1 Parallel transport and covariant derivative 9
where T is the tangent vector to the curve and d the differential of the ket
field. The operator
PV d ≡
V
∇ (2.8)
is the covariant derivative induced by the ordinary derivative of M×H on
the bundle V(x). The parallel transport condition
T ·
V
∇ |φ〉 =
V
∇T |φ〉 = 0 (2.9)
is equivalent to say that the covariant derivative of |φ〉 along the path is null.
Again, if the the spaces V are constant, and in particular if they are the
ambient space H , the covariant derivative is equal to the ordinary differential
operator: ∇ = d. As in this last formula, from now on in the rest of this
section – in order to use a simpler notation – the subscript V over the symbol
∇ will be understood.
It is easy to see that the parallel transport condition does not depend on
the parametrization used for the curve. Moreover, in the next section we will
show that it is possible to write the parallel transport condition as a system
of first order differential equations. This means that given a path Γ starting
from a point x0 we can uniquely determine the parallel transport of a |ϕ〉 in
x0 along it. Anyway, in general, we can obtain a multi-valued result since
if the curve passes, for example, two times on the same point, by parallel
transporting a |φ〉 along the path we could obtain on this point, the first and
the second time, two different |φ〉’s belonging to the same subspace. We will
say more about this important issue later.
As we have a notion of parallel transport we also have a rule to compare
vectors belonging to two different spaces V(x1) and V(x2) on two different
points of M by parallel transporting a ket of one of them on the other one.
That is we have a connection.
The parallel transport is a linear operation since the covariant derivative
is a linear operator. Moreover, the parallel transport preserves the scalar
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product. In fact it is:(1)
dT 〈φ1 |φ2〉 = 〈∇T φ1 |φ2〉+ 〈φ1 | ∇T φ2〉 (2.14)
so for two parallel transported vectors is:
dT 〈φ1 |φ2〉 = 〈∇T φ1 |φ2〉+ 〈φ1 | ∇T φ2〉 (2.15)
= 〈0 |φ2〉+ 〈φ1 | 0〉 (2.16)
= 0 (2.17)
For example we can parallel transport an orthonormal complete set (a frame)
for V along the path. Thanks to these considerations we see that the operation
of parallel transporting a state from a point x0 to a point x1 along a path Γ
defines a unitary operator UΓ from V(x0) to V(x1):
|φ0〉 parall. transp.−−−−−−−−→ |φ1〉 = UΓ |φ0〉 (2.18)
It is:
UΓ2◦Γ1 = UΓ2 ◦ UΓ1 (2.19)
UΓ−1 = U−1Γ (2.20)
An important specific situation arises when the parallel transport is along
a closed path Γ. In this case we start from and arrive to the same point
x0 and the same space V(x0), so the parallel transport is associated to a
unitary operator UΓ on V(x0). As we said, in general a |φ〉 in x0 is parallel
transported along the closed path to a different |φ′〉 in x0 so UΓ is not the
identity. This failure of the parallel transport in returning the same state
after a closed circuit is called an anholonomy ; it is equivalent to say that
the parallel transport of a |φ0〉 from a point x0 to a point x1 returns a result
(1)The proof is:
dT 〈φ1 |φ2〉 = 〈dT φ1 |φ2〉+ 〈φ1 | dT φ2〉 (2.10)
= 〈dT φ1 | PVφ2〉+ 〈PVφ1 | dT φ2〉 (2.11)
= 〈PVdT φ1 |φ2〉+ 〈φ1 | PVdT φ2〉 (2.12)
= 〈∇T φ1 |φ2〉+ 〈φ1 | ∇T φ2〉 (2.13)
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which depends on the specific path chosen. In fact by using two different
paths ΓA and ΓB the parallel transported |φA〉 and |φB〉 are such that:
|φA〉 = UA |φ0〉
|φB〉 = UB |φ0〉
=⇒ |φB〉 =
(UB ◦ U−1A ) |φA〉 (2.21)
where
(UB ◦ U−1A ) is associated to the parallel transport along the circuit
ΓB ◦ Γ−1A .
As far as we consider a closed path, since we have the same starting and
final subspace is natural to compare the final result of the parallel transport
with the starting ket. For example, let us consider an orthonormal complete
set |φi〉 of V(x0) and let us parallel transport it along a circuit to a second
orthonormal complete set |φ′i〉 of the same space V(x0). It is:〈
φi
∣∣φ′j〉 = 〈φi | UΓφj〉 = (UΓ)ij UΓ ∈ U(d) (2.22)
where UΓ is the unitary matrix representing UΓ on V(x0) in the basis |φi〉.
Obviously by considering a second basis |φ˜i〉 we obtain, with the same proce-
dure, a different but unitary equivalent matrix U˜Γ as it represents the same
operator UΓ but on a different basis. The operator UΓ depends not only on
the circuit Γ but also on the initial-final point of the loop since if we consider
the parallel transport along the same circuit but starting from a different
point x1 we obtain a different unitary operator UΓ acting on a different space
V(x1). However these two operators are unitary equivalent. To demonstrate
this let us consider a circuit Γ0 with extreme point x0 and the path Γ01 on it
from x1 to x0. Then parallel transporting along
Γ1 ≡ Γ−101 Γ0 Γ01 ≡ Γ10 Γ0 Γ01 (2.23)
is equivalent to parallel transport along the same circuit of Γ0 but with
extreme point x1. The relative unitary operators are:
U1 ≡ U−101 U0 U01 ≡ U10 U0 U01 (2.24)
Now we consider the matrix U0 representing U0 in the basis {|φ0i〉}di=1 of
V(x0):
U0 = 〈φ0 | U0φ0〉 (2.25)
and the matrix U1 representing U1 in the frame {|φ1i〉 ≡ U10 |φ0i〉}di=1 of V(x1)
obtained by parallel transporting {|φ0i〉}di=1 from x0 to x1 along Γ10:
U1 = 〈φ1 | U1φ1〉 (2.26)
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Notice that, in order to simplify the notation, the matrix indices in U0 and
U1 are not indicated explicitly . It is:
U1 = 〈φ1 | U1φ1〉 (2.27)
= 〈U10 φ0 | U1 U10 φ0〉 (2.28)
= 〈U10 φ0 | U10U0U01 U10 φ0〉 (2.29)
= 〈U10 φ0 | U10U0 φ0〉 (2.30)
= 〈φ0 | U0 φ0〉 (2.31)
= U0 (2.32)
where in the second to last line we used the fact the U ’s are unitary. So we
found two basis sets for V(x0) and V(x1) such that the unitary operators U0
and U1 are represented by the same matrix. This implies that in general they
are represented by unitary equivalent matrices i.e. matrices with the same d
eigenvalues (which are complex, modulus 1, numbers). The result is that for
a loop Γ we can characterize a d-dimensional vector bundle parallel transport
along it by means of d complex phases; they are the eigenvalues of the parallel
transport unitary operator UΓ along Γ and they do not depend on specific the
starting-ending point. As we will see later, these phases are gauge invariants.
Before concluding this section we analyze the particular, but very impor-
tant, case where the bundle is made of 1-dimensional subspaces (a so called
abelian bundle, whereas a general d-dimensional bundle is non-abelian for
reasons which will be clear later). Given an abelian bundle and a point x0
the subspace V(x0) is 1-dimensional, so the unitary operator UΓ on V(x0)
associated to the parallel transport along a circuit Γ with endpoint x0 is
simply proportional to the identity by a complex phase:
UΓ = bΓ 1V(x0) bΓ ∈ U(1) (2.33)
(2.34)
|φ′〉 = UΓ |φ〉 = bΓ |φ〉 =⇒ bΓ = 〈φ |φ′〉 (2.35)
The complex phase bΓ is the only eigenvalue of the operator UΓ. By using the
general theorem proved for the non-abelian case we conclude that the phase
bΓ does not depend on the endpoint x0 but only on the circuit. In the physics
context the gauge invariant number bΓ is called the Berry phase factor of the
circuit Γ. As it is a complex number with modulus one, it can be written as
bΓ = e
iγΓ where the real number γΓ it is called the Berry phase angle and it
is defined up to a 2piz additive factor with z ∈ Z.
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2.2 Connection
In the previous section we described the notions of parallel transport and
covariant derivative in an “intrinsic” way. Now we perform an analysis of the
same concepts in components. To this end we consider on the base manifold
M a regular (i.e. differentiable) orthonormal complete set {|n(x)〉}dn=1 for
the vector bundle V(x) (i.e. we set a frame):
〈n(x) |m(x)〉 = δnm (2.36)
Sp
{
|n(x)〉
}d
n=1
= V(x) (2.37)
PV(x) =
d∑
n=1
|n(x)〉 〈n(x)| (2.38)
In this way we fix a so called gauge. A [regular] change of gauge, that is
a [regular] change of frame, is defined by means of a [regular] family of
d-dimensional unitary matrices U(x) ∈ U(d), so that:
|n(x)〉 −→ |n(x)〉′ ≡
d∑
m=1
|m(x)〉 Umn(x) (2.39)
In general it is not possible to set a unique differential frame over the total
M but it is necessary to cover the parameter manifold with open patches and
on each of them to set a different regular frame. On the intersection of two
patches we have a regular change of frame that is a regular change of gauge.
Let us set a regular gauge over a sub-manifold O of M. A generic state:
|φ(x)〉 ∈ V(x) x ∈ O (2.40)
can be written in components:
|φ(x)〉 =
d∑
n=1
Cn(x) |n(x)〉 (2.41)
and it is (avoiding indicating the parameter x, where it is not necessary, to
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simplify the notation):
〈m | ∇φ〉 = 〈m | Pd φ〉 (2.42)
= dCm +
d∑
n=1
〈m|dn〉Cn (2.43)
=
d∑
n=1
(
δmn d+ ω˜
m
n
)
Cn (2.44)
where in the last line we defined the 1-form on M with d-dimensional matrix
value:
ω˜mn ≡ 〈m|dn〉 (2.45)
Thanks to the orthonormality condition of the frame it is evident that this is
an anti-Hermitian matrix:
(ω˜mn)
∗ = − (ω˜nm) (2.46)
In physics it is also customary to consider the Hermitian matrix-valued 1-form
ωmn ≡ i ω˜mn = i 〈m|dn〉 (2.47)
The 1-form ω is called the connection 1-form. In general it does not define,
in components, an intrinsic self-adjoint operator. That is:∑
n,m∈V
|m〉ωmn 〈n| (2.48)
is a different operator for different regular gauges. In fact it is easy to see
that in a change of gauge defined by a unitary matrix field U(x):
|n′〉 =
∑
m∈V
|m〉 Umn (2.49)
the connection components transform in this way:
ω′ = U †ω U + iU †dU (2.50)
so, because of the second term, not like a matrix representing an operator.
As we saw the coordinate expression for the covariant derivative in a gauge
is:
∇ = d⊗ 1 + ω˜ (2.51)
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and from that we can write in components the parallel transport condition
for a vector along a path. To be precise, given a path on M:
Γ : λ ∈ [0, T ] −→ x(λ) ∈M (2.52)
with tangent:
Tλ ≡ dΓ
dλ
(2.53)
the parallel transport |φ(λ)〉 of a state:
|φ0〉 =
∑
n∈V
Cn0 |n(x(0))〉 ∈ V(Γ(0)) (2.54)
along Γ is given by:
|φ(λ)〉 =
∑
n∈V
Cn(λ) |n(x(λ))〉 (2.55)
where the Cn(λ) are the solutions of the first order Cauchy problem:
dCn
dλ
+
∑
m∈V
(ω˜T )
n
mC
m = 0
Cn(0) = Cn0
(2.56)
with:
ω˜T ≡
∑
a
T a ω˜a = T · ω˜ (2.57)
An equivalent way to write the problem (2.56) is (in matrix notation without
indices):
C(λ) = C0 −
∫ λ
0
ω˜T (λ
′)C(λ′) dλ′ (2.58)
whose solution can be written, by the method of successive approximations,
as a series:
C(λ) = U (λ)C0 (2.59)
U (λ) = 1 +
∞∑
h=1
U (h)(λ) (2.60)
U (h)(λ) = (−1)h
∫
· · ·
∫
λ>λh>λh−1>...>λ1>0
dλh . . . dλ1 ω˜T (λh)ω˜T (λh−1) . . . ω˜T (λ1)
(2.61)
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The last integral can also be written as:
U (h)(λ) =
(−1)h
h!
∫ λ
0
· · ·
∫ λ
0
dλh . . . dλ1 P
[
ω˜T (λh)ω˜T (λh−1) . . . ω˜T (λ1)
]
(2.62)
where we used a path-ordered product since, in general, the ω˜T ’s at different
points ofM do not commute (the attribute non-abelian comes from that). It
is customary to write, by using this last expression, the series as a path-ordered
exponential [77], so:
U (λ) =P exp
[
−
∫ λ
0
ω˜T dλ
′
]
=P exp
[
i
∫ λ
0
ωT dλ
′
]
(2.63)
To summarize, fixed a regular gauge with connection ω on Γ, the unitary
transformation UΓ (2.18) of the parallel transport from V(x(0)) to V(x(λ))
along Γ is represented in the basis {|n(x(0))〉}pn=1 and {|n(x(λ))〉}pn=1 of the
gauge considered by the unitary matrix:
UΓ =P exp
[
i
∫
Γ
ω
]
∈ U(d) (2.64)
If, in particular, we consider a closed path Γ the unitary matrix:
UΓ =Pexp
[
i
∮
Γ
ω
]
∈ U(d) (2.65)
represents the unitary operator on V(x(0)) of the parallel transport along
the circuit Γ in the basis |n(x(0))〉n∈V(x(0)) of the gauge fixed. In this case
by changing gauge the matrix UΓ makes a unitary transformation as it just
represents the same operator on a different basis, so we have d fixed gauge
invariant quantities (the eigenvalues, for example), which also do not depend
on the starting-ending point of the circuit, as we saw in the previous section.
These quantities, in principle, should always be measurable in some way [52].
In the 1-dimensional case, i.e. an abelian bundle, these results acquire a
simpler form. The connection ω becomes a real-valued 1-form:
ω ≡ i 〈n | dn〉 (2.66)
and it is known as the Berry connection. The parallel transported state |φ(λ)〉
along a path x(λ) with :
|φ(0)〉 = C0 |n(x(0))〉 (2.67)
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is given by:
|φ(λ)〉 = C(λ) |n(x(λ))〉 (2.68)
with:
C(λ) = C0 exp
[
i
∫ λ
0
ωT dλ
′
]
= C0 exp
[
i
∫
Γ
ω
]
(2.69)
where we eliminated the ordered product – as we are considering commuting
real numbers – so obtaining a conventional exponential. For a closed path Γ
and a smooth gauge on it with connection ω it is:
gΓ = exp
[
i
∮
Γ
ω
]
∈ U(1) (2.70)
and the Berry phase factor gΓ of the circuit remains the same number indepen-
dently of the gauge fixed, it is a gauge invariant quantity, and independently
of the starting-ending point.
In the abelian case we can show in a direct way the gauge-invariant nature
of the Berry phase factor. First of all, in the abelian case it is easy to
convince ourselves that in general it is always possible to set a regular gauge
on (around) a curve Γ. Indeed, by following a reasoning which will be also
used later in the section 2.4, a [smooth] gauge |n(x)〉 for the bundle V(x) in
equivalently characterized by the [smooth] complex functions {ξh(x)} which
are their components in a complete orthogonal set {|eh〉} of the ambient space
H :
ξh(x) ≡ 〈en|n(x)〉 ∈ U(1) (2.71)
A change of gauge through a g(x) ∈ U(1) gives, on each x, a simultaneous
“rotation” of these functions by the same angle (if they are not zero):
|n(x)〉 −→ |n′(x)〉 = g(x) |n(x)〉
ξh(x) −→ ξ′h(x) = g(x) ξh(x)
(2.72)
Anyway the function ξh(x) can have a zero in a point x0 and this is a gauge-
invariant property since, as it is evident, it does not change under a gauge
transformation. However on a path Γ ≡ x(λ) the zeros, for example, of the
1-component are solution of the real system:
Re ξ1(x(λ)) = 0 (2.73)
Im ξ1(x(λ)) = 0 (2.74)
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so we have one free parameter and two independent equations: in general we
do not find any zero for the first component along the path. This allow us to
consider, given a generic gauge ξh(x), the gauge transformation:
g(x) =
|ξ1(x)|
ξ1(x)
ξh(x) −→ ξ′h(x) = g(x)ξh(x)
(2.75)
which returns a new gauge where ξ1(x) is real and positive on each point:
this is a regular gauge along the path.
Having shown how it is possible to fix a regular gauge on a path, let us
consider two differentiable gauges on the circuit Γ:
|n(x)〉
ω ≡ i 〈n|dn〉
|n′(x)〉
ω′ ≡ i 〈n′|dn′〉
(2.76)
They are related by a gauge transform through a regular unitary complex
function g(x) on the path (the particular 1-dimensional case of the general
formulas (2.49) and (2.50)):
|n′(x)〉 = g(x) |n(x)〉
ω′ = ω + ig−1dg
g(x) ∈ U(1)
(2.77)
Then: ∮
Γ
ω′ =
∮
Γ
ω + i
∮
Γ
g−1dg (2.78)
The closed 1-form ig−1dg has a special meaning. In fact its line integral along
a closed path Γ returns (2pii) times the algebraic number of counter-clockwise
rounds z the unitary 2D vector (Reg, Img) does as we complete the closed
circuit. So:(2) ∮
Γ
ω′ =
∮
Γ
ω − 2piz (2.80)
(2)Given a unitary complex number g = Reg + iImg it can be considered as a unitary
vector on the Argand plane. It is log g = log |g|+ i arg g = i arg g where the argument is
the angle (in radiants) the complex number makes with the real axis (defined up to a factor
2pi depending on the logarithm branch chosen). Given a regular field g(x), as far as we
consider a regular logarithm branch is:
i g−1dg = i d log g = − d arg g (2.79)
so we can see that locally ig−1dg is exact, i.e is a closed 1-form, its differential being
(minus) the angle variation in radiants. The integral on a closed path can be partitioned
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and:
b′Γ =
∮
Γ
ω′ =
∮
Γ
ω = bΓ (2.81)
So this confirms that the Berry phase angle:
γΓ ≡
∮
Γ
ω = i
∮
Γ
〈n|dn〉 (2.82)
is a real number defined up to a factor 2piz, with z ∈ Z, depending on the
smooth gauge |n〉 fixed along the path. So the Berry phase factor:
bΓ = e
iγΓ = exp
[
i
∮
ω
]
= exp
[
−
∮
〈n|dn〉
]
(2.83)
is a gauge-independent unitary complex number.
2.3 Curvature
As we explained in the previous sections the parallel transport of a vector
along a closed path can return a final state different form the initial one. A
quantity which is directly related to this “failure” in the parallel transport is
the curvature Ω˜ab. It is defined by:
Ω˜ab ≡ [∇a,∇b] (2.84)
Given two tangent vectors T a and Sa of M, it is by definition:
T aSb Ω˜ab ≡ Ω˜TS = ∇T∇S −∇S∇T (2.85)
so Ω˜ab gives a direct measure of the lack of commutativity of the covariant
derivative along two directions (whereas the trivial derivative along two
directions always commute, so its curvature is null Ω˜ab = 0).
Fixed a gauge it is:
Ω˜ab = ∇a∇b −∇b∇a (2.86)
=
(
da + ω˜a
)(
db + ω˜b
)− (a↔ b) (2.87)
= dadb + daω˜b + ω˜bda + ω˜adb + ω˜aω˜b −
(
a↔ b) (2.88)
in several portions and on each of them we scan elect a regular branch. In this way we
can see that the path integral returns the (algebraic, integer) number of counter-clockwise
rounds g makes. In other words is g(x) = eiθ(x) where θ(x) is a regular multi-valued real
function and ig−1dg = −dθ.
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So:
Ω˜ab = daω˜b − dbω˜a + ω˜aω˜b − ω˜bω˜a (2.89)
which, by using the notion of exterior derivative for n-forms and the wedge
product notation, we can also write as:
Ω˜ = dω˜ + ω˜ ∧ ω˜ (2.90)
So Ω˜ab is a 2-form with value anti-Hermitian matrices.
Now we show how the curvature is related to the failure of a quantum
state to return to its initial value after a parallel transport along a closed
infinitesimal path. We consider a point x0 ∈M and two tangent vectors T
and S on it. Then we construct a small loop starting from x0 and moving
along the direction of T for a small ∆t, then by moving ∆s along the S
direction and then moving back by ∆t and ∆s to x0 along the directions
T and S. Now we fix a gauge and a state |φ〉 in x0 with components Cn
in this gauge. After the loop the state returns in general to a different |φ¯〉
with components C¯n = Cn + δCn. It can be demonstrated that (for example
cfr. [3]):
δCn = (Ω˜TS)
n
mC
mdS + o(dS) (2.91)
where dS is the infinitesimal area enclosed by the loop. In other words, the
unitary matrix U nm which gives the coordinate transformations after the loop
is given by:
U = 1 + Ω˜TS dS + o(dS) (2.92)
that is:
Ω˜TS = lim
dS→0
U − 1
dS
(2.93)
This is the explicit relation between the curvature 2-form and the system
anholonomy. If on region the curvature is everywhere null then, by using this
result and an argument based on many infinitesimal paths, is it possible to
argue that the parallel transport between two points is path independent,
that is the parallel transport along a closed path return the same initial state.
Given a bundle V(x) we have a complementary bundle W(x) such that:
V(x)⊕W(x) =H (2.94)
and besides the projections over V(x) we have projections on W(x):
PV(x) ≡ P(x)
PW(x) ≡ Q(x)
(2.95)
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In a regular gauge, by using the formula:(
ω˜a
)m
n
= 〈m|dn〉 (2.96)
we can write an explicit expression of the matrix 2-form Ω˜ab:(
Ω˜ab
)m
n
= 〈dam|dbn〉+
∑
p∈V
〈m|dap〉 〈p|dbn〉 −
(
a↔ b) (2.97)
= 〈dam|dbn〉 −
∑
p∈V
〈dam|p〉 〈p|dbn〉 −
(
a↔ b) (2.98)
= 〈dam|dbn〉 − 〈dam|P|dbn〉 −
(
a↔ b) (2.99)
= 〈dam|Q|dbn〉 −
(
a↔ b) (2.100)
= 2i Im 〈dam|Q|dbn〉 (2.101)
where we used the matrix notation:
ImA =
A− A†
2i
(2.102)
In physics it is customary to consider the Hermitian valued 2-form Ωab ≡ iΩ˜ab,
so it is:
Ωab = daωb − dbωa − i
(
ωaωb − ωbωa
)
(2.103)
Ω = dω − i ω ∧ ω (2.104)
and: (
Ωab
)m
n
= −2 Im 〈dam|Q|dbn〉 (2.105)
At variance with the Hermitian-matrix 1-form
(
ωa
)m
n
, the Hermitian-matrix
2-form
(
Ωab
)m
n
in a change of gauge:
|n〉 −→ |n〉′ ≡
∑
m∈occ
|m〉 Umn (2.106)
transforms in a covariant way:
Ω −→ Ω′ = U †ΩU (2.107)
that is:
Ωˆ ≡
∑
m,n∈V
|m〉Ωmn 〈n| (2.108)
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represents the same Hermitian-operator 2-form in every gauge. To prove this
we could use the gauge transformation for the connection (2.50):
ω −→ ω′ = U †ω U + iU †dU (2.109)
into (2.104). Or, more directly, we can use (2.105) to write Ωˆ in an explicitly
gauge-invariant operator form. Indeed:
P =
∑
n∈V
|n〉 〈n| (2.110)
daP =
∑
n∈V
|dan〉 〈n|+ |n〉 〈dan| (2.111)
daPQdbP =
∑
n,m∈V
|m〉 〈dam|Q|dbn〉 〈n| (2.112)
which, with (2.105), returns:
Ωˆab = i
(
daPQdbP − dbPQdaP
)
(2.113)
= −2Im
[
daPQdbP
]
(2.114)
It is also possible to rewrite the operator Ωˆab in a different form by using the
relations:(3)
(daP)P = QdaP (2.115)
P(daP) = daPQ (2.116)
so
P(daP)(dbP)P = daPQ2dbP = daPQdbP (2.117)
and:
Ωˆab = iP [daP , dbP ]P (2.118)
(3)For example
(daP)P = (daP2)− P(daP)
= (daP)− P(daP)
= (1− P)daP
= QdaP
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We found a result which is non trivial from a double point of view. On one
side, if we look at the equation (2.105) we have a gauge dependent operator
ωˆ which defines a gauge-independent operator Ωˆ. On the other side, the
equation (2.84) defines Ωab through the covariant derivative. The covariant
derivative has an action in a point which depends on the value of a field in a
neighbor of that point, but we have seen that, on the contrary, its commutator
defines an operator field whose action in a point on a ket does not depends
on what happens on the neighboring points.
Before concluding this section we analyze in particular the 1D abelian case.
In this case we already saw that, in a gauge, the connection is a real-valued
1-forms:
ωa = i 〈n|dan〉 (2.119)
The curvature is, instead, a real-valued 2-form which is gauge invariant (that
is it return the same number in any gauge) since from formula (2.107) in the
abelian case we simply obtain (since we have commuting numbers):
Ω′ = Ω (2.120)
In the abelian case we call Ω the Berry curvature. From formulas (2.103), (2.104),
we can readily write the Berry curvature as:
Ω = dω (2.121)
Ωab = i
(〈dan|dbn〉 − 〈dbn|dan〉) (2.122)
So we see that in the abelian case the curvature is, in a gauge, the differential of
the connection. Again it is worthwhile to stress that in general is not possible
to define a unique connection form everywhere. Nonetheless, by covering
M by patches with different gauges and connections by differentiating them
we can recover the gauge-invariant curvature on the entire parameter space.
From this we have that the curvature is a locally exact form, that is a closed
form:
dΩ = d2ω = 0 (2.123)
but it is not (globally) exact, in general. That is we do not find a global
1-form ζ on M such that:
Ω = dζ (2.124)
By using the curvature 2-form we can give a deeper insight into the Berry
phase. As we saw in the previous section, by considering a smooth gauge on
a closed path Γ, with the relative connection 1-form ω, we have the Berry
phase angle γΓ:
γΓ =
∮
Γ
ω ∈ R (2.125)
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which is defined up to a gauge-dependent additive factor 2piz, with z ∈ Z,
and the gauge-independent Berry phase factor bΓ:
bΓ = e
iγΓ = exp
[
i
∮
Γ
ω
]
∈ U(1) (2.126)
Let us consider a 2-dimensional oriented surface Σ such that its oriented
boundary ∂Σ is equal to Γ. In general, even if the gauge is smoothly defined
on a region along the ∂Σ it is not guaranteed that it is regular on Σ as well.
But if the gauge is regular on the whole surface Σ then ω is defined over the
whole Σ and we can apply the Stokes’ theorem so that in this gauge:
γΓ =
∮
Γ=∂Σ
ω =
∫
Σ
dω =
∫
Σ
Ω (2.127)
where the last integral is gauge-invariant since the integrand is gauge-invariant.
So we can provide a gauge-invariant value for the Berry phase angle γΓ along
a closed path Γ if it is possible to set a smooth gauge on a 2D surface Σ
with boundary ∂Σ = Γ; and this is done essentially selecting, among all the
possible values for γΓ = Im log bΓ (which can be calculated by integrating
a connection 1-form along the path) the one obtainable from the surface
integral of the curvature.(4)
(4)Anyway it worthwhile to stress that this is not always possible. For example the
abelian bundle could be even not definable everywhere on the surface enclosed by the
circuit. This in what happens, for example, if we consider a closed path in the 2D Brillouin
zone of the graphene [14] around a Dirac point. In this point the valence and conduction
bands touch and the two respective abelian bundles are ill-defined (in fact their abelian
curvatures diverge there). So for a small circuit around a Dirac point we can calculate the
integral of the connection in a gauge for the valence band (for example), which defines
the Berry phase angle only up to an additive factor 2piz, but we cannot apply the Stokes’
theorem. In this particular case, however, we can circumvent this problem with a little
effort. In fact we can enlarge the base manifold from the 2D Brillouin zone M2 = Bz to a
3D space M3 by inserting another parameter and then extend in a smooth way the bundle
from M2 to M3 in order to find, in this enlarged base space, a surface with boundary
a small circle on the Bz around the Dirac point and such that the bundle is everywhere
well defined. At this point we can apply the Stokes’theorem in M3 and define the Berry
phase angle in a gauge invariant way. For example, since the graphene honeycomb lattice
is comprised of two sublattices with the same on-site energy, we could easily generalize the
system by allowing two different sublattice on-site energy and define with their difference a
third, new, parameter.
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2.4 Chern characteristics
The topological properties of a vector bundle are classified by the characteristic
classes. An example of characteristic classes are the Chern characteristics :
cn ≡ Tr
[
1
n!
( Ω
2pi
)n]
(2.128)
which are closed real-valued 2n-forms (the power notation is referred to the
exterior product of differential forms). As it is evident from the definition,
they are gauge invariant quantities. As a n-th Chern characteristic is a 2n-
form it can be integrated over a 2n-dimensional submanifold Σ2n of M and
it is possible to demonstrate that for closed submanifolds (i.e. submanifolds
with no boundaries) they always return an integer number, so a topologically
robust value which does not change under a continuous variation of the
connection: ∮
Σ2n
cn ∈ Z (2.129)
Here we concern ourselves about the first Chern characteristic, a real valued
2-form which we will indicate simply with c:
c ≡ 1
2pi
Tr Ω (2.130)
Its integral over a closed 2-dimensional surface Σ2 returns an integer number
C (Σ2) called the Cher number of the surface:
C (Σ2) ≡
∮
Σ2
c ∈ Z (2.131)
Fixed a gauge, from the formula:
Ωab = daωb − dbωa − i (ωaωb − ωbωa) (2.132)
it is:
cab =
1
2pi
Tr Ωab (2.133)
=
1
2pi
Tr
[
daωb − dbωa
]
(2.134)
=
i
2pi
∑
n∈V
[
〈dan|dbn〉 − 〈dbn|dan〉
]
(2.135)
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which in a condensed notation, based on the wedge product of differential
forms, we write as:
c =
i
2pi
∑
n∈V
〈dn| ∧ |dn〉 (2.136)
From the formula (2.105) we also obtain:
c = − 1
pi
∑
n∈V
Im 〈dan|Q|dbn〉 (2.137)
As an elementary application of (2.136) let us consider the two vector bundles
obtained by considering on each point of M two disjoint vector spaces V(x)
and W(x):
x ∈M −→ V(x) (2.138)
x ∈M −→W(x) (2.139)
V(x) ∩W(x) = {0} (2.140)
and the vector bundle onM defined on each point by the direct sum of these
spaces:
x ∈M −→ V(x)⊕W(x) (2.141)
Their first Chern characteristics in an appropriate gauge can be written as:
c(V ⊕W) = 1
2pi
∑
n∈V⊕W
〈dn| ∧ |dn〉 (2.142)
=
1
2pi
∑
n∈V
〈dn| ∧ |dn〉+ 1
2pi
∑
n∈W
〈dn| ∧ |dn〉 (2.143)
= c(V) + c(W) (2.144)
so the first Chern characteristic of the direct sum of two vector bundles (on
a common base M) is given by the sum of the first Chern characteristic of
the component vector bundles. This result is in general true for the Chern
characteristics of every order and it is known as the Whitney sum rule:
cn(V ⊕W) = cn(V) + cn(W) (2.145)
As a result, if V(x) and W(x) are an orthogonal decomposition of the total
space H it is:
cn(V) + cn(W) = cn(H ) = 0 (2.146)
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where in the last identity we used the fact that on the trivial bundleM×H
the covariant derivative is the conventional derivative whose curvature is null
and, as a consequence, the Chern characteristics are null as well. So:[
V(x)⊕W(x) =H
]
=⇒
[
cn(V) = −cn(W)
]
(2.147)
In the abelian case of a 1D subspace bundle V(x) the first Chern characteristic
is simply proportional to the curvature form:
c =
1
2pi
Ω (2.148)
so we can simply write:(5)
C (Σ2) =
1
2pi
∮
Σ2
Ω (2.149)
In this case a demonstration of the integer value of the Chern number is quite
direct. Let us consider a 2-dimensional surface Σ2. For every x ∈ Σ2 we have
the 1-dimensional space V(x) ⊆ H . By fixing a |ϕ(x)〉 ∈ V(x) we select a
gauge, and a change of gauge corresponds to a change of the state phase
through a complex phase g(x):
|ϕ(x)〉 −→ |ϕ′(x)〉 ≡ g(x) |ϕ(x)〉 g(x) ∈ U(1) (2.150)
It it were possible to set a unique regular (differentiable) gauge covering Σ2
its Chern number would be zero. Indeed in this case, called ω the connection
associated to this gauge, it would be Ω = dω everywhere on Σ2 and by
applying the Stokes’ theorem we would obtain:
C (Σ2) =
∫
Σ2
Ω =
∫
Σ2
dω =
∫
∂Σ2
ω = 0 (2.151)
where in the last identity we used the fact that, being Σ2 closed, it is ∂Σ2 = 0.
Anyway in general it is not possible to set a unique regular (differentiable)
gauge covering Σ2 so we cannot apply the Stokes’ theorem in this way. In fact
a Chern number different from zero is the result of a topological obstruction
in fixing a smooth gauge over the entire surface [4, 29].
(5)So, by considering also what we found in the previous section, we have two meanings
for the integral of the Berry curvature on a surface Σ. If the surface has a boundary the
integral is the (gauge-invariant) Berry phase angle associated to the closed path ∂Σ. If the
surface has no boundary the integral is 2pi times the Chern number of the surface.
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In order to demonstrate why the Chern number is, in any case, an integer
let us consider again the technique used in the section 2.2 to set a smooth
gauge. As we saw any gauge |ϕ(x)〉 can be described through its components
ξh(x) in a complete orthogonal set {eh} of the ambient space H :
ξh(x) = 〈eh|ϕ(x)〉 (2.152)
So we can equivalently describe a gauge through the complex functions ξh(x)
and a change of gauge corresponds to multiplying them by a unitary complex
function:
ξh(x) −→ ξ′(x) = g(x) ξh(x) g(x) ∈ U(1) (2.153)
Fixed a gauge there are, in general, for the h-component Nh isolated points
{x(h)1 , . . . , x(h)Nh} on Σ2 such that this component is zero:(6)
ξh(x
(h)
i ) = 0 ∀h ∈ {1, . . . , Nh} (2.154)
Fixed the basis {eh} these numbers are a gauge-invariant property and a
change of gauge through a phase function g(x) consists in rotating, for each
x, all the complex numbers ξh(x) different from zero by the same angle. It is
important to stress that, even if it is possible to find points where more than
one component is zero, on every x at least one ξh(x) must be different from
zero since |ϕ(x)〉 6= 0.
Now we start fixing a smooth gauge |ϕ(0)(x)〉 on the region:
Σ2 − {x(1)h }N1h=1 (2.155)
by requiring that ξ
(0)
1 (x) ≡
〈
e1
∣∣ϕ(0)(x)〉 is real and positive. That is, starting
with a generic gauge ξh(x) we “rotate” on this region the complex numbers
ξh(x) through the phase factor:
g(x) ≡ |ξ1(x)|
ξ1(x)
(2.156)
(6)As we are considering a 2-dimensional surface Σ2 which can be parametrized by
two parameters t1, t2, and the function ξh(x) is complex, the solutions of the system of
equations:
Reξh(t1, t2) = 0
Imξh(t1, t2) = 0
make a submanifold of Σ2 with dimension 2 − 2 = 0, that is the solutions are isolated
points
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so that:
ξh(x) −→ ξ(0)h (x) = g(x)ξh(x) (2.157)
ξ
(0)
1 (x) = g(x)ξ1(x) ∈ R+ ∀x ∈ Σ2 − {x(1)h }N1h=1 (2.158)
We call ω0 the associated connection 1-form. Now we consider the first point
x
(1)
1 where the component ξ
(0)
1 (x) is zero. As we said on this point (and in
a small neighbor around it) there is at least one component ξh¯(x) which is
different from zero. So, by repeating the same kind of reasoning but now
setting ξh¯(x) real and positive, we can fix another gauge |ϕ(1)(x)〉 which is
smooth over a small open neighbor B1 on Σ2 around x(1)1 . By doing this for
each point ξN1h we obtain N1 open neighbors on Σ2 where, on each of them,
we have a smooth gauge |ϕ(h)(x)〉 and a connection ωh. So by setting:
Σ˜2 ≡ Σ2 −
N1⋃
h=1
Bh (2.159)
∂Σ˜2 = −
N1⋃
h=1
∂Bh (2.160)
and by using the Stokes’ theorem we obtain:∫
Σ2
Ω =
∫
Σ˜2
Ω +
Nh∑
h=1
∫
Bh
Ω (2.161)
=
∫
Σ˜2
dω0 +
Nh∑
h=1
∫
Bh
dωh (2.162)
=
∫
∂Σ˜2
ω0 +
Nh∑
h=1
∫
∂Bh
ωh (2.163)
=
Nh∑
h=1
∫
∂Bh
(ωh − ω0) (2.164)
On each small closed path ∂Bh in order to pass from the smooth gauge
|ϕ(0)(x)〉 to the smooth gauge |ϕ(h)(x)〉 we must multiply by a smooth unitary
complex function g0h(x):
|ϕ(h)(x)〉 = gh0(x) |ϕ(0)(x)〉 (2.165)
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so:
ωh = ω0 + ig
−1
h0 dgh0 (2.166)
As we saw in the section 2.2, the line integral of the closed 1-form ig−1h0 dgh0
along a closed path Γ returns (2pii) times the algebraic number of counter-
clockwise rounds z0h the unitary vector (Regh0, Imgh0) does as we complete
the circuit. So:
C (Σ2) =
1
2pi
Nh∑
h=1
∫
∂Bh
(ωh − ω0) (2.167)
=
i
2pi
Nh∑
h=1
∫
∂Bh
(
g−10h dg0h
)
(2.168)
= −
Nh∑
h=1
z0h ∈ Z (2.169)
which demonstrate the integer value of the Chern number.
There is, however, a complementary way to look at the integer nature of
the Chern number. As we have already said in the previous sections, as far
as the smooth abelian bundle V(x) is defined we can always find, locally, a
smooth gauge and a relative connection ω. The curvature Ω, a gauge-invariant
quantity, is locally given by dω so it is a closed 2-form: in other words in the
domain where the bundle is defined it is dΩ = 0. As Σ2 is a 2-dimensional
closed surface it is the boundary of a 3-dimensional volume Θ3: ∂Θ3 = Σ2. If
in this volume the bundle (and so its curvature) is everywhere well-defined
by the Stokes’ theorem we obtain:∫
Σ2
Ω =
∫
∂Θ3
Ω =
∫
Θ3
dΩ = 0 (2.170)
So a closed surface has zero Chern number if it is the boundary of a volume
where the bundle is everywhere smoothly defined (i.e. the Chern number
is zero if the surface is the boundary of a volume where the curvature is
everywhere well defined). We conclude that a Chern number different from
zero is due to the presence of singularities in Ω (in which the bundle is not
defined in a smooth way anymore) where dΩ goes to infinity, and these points
have to be considered sources of the curvature.(7)
(7)Obviously this reasoning can be applied in a straightforward manner if the interior
of Σ2 is contained in the base manifold M which then must be at least 3-dimensional.
Anyway, sometimes, we can apply a similar reasoning with some efforts even in other cases.
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Let us suppose that these singularities are isolated (later we will show a
physical situation where this condition arises). So there are points {x∗i }N∗i=1
in Θ such that the curvature is not regular. By considering a generic small
neighbor Bi around them we define the Chern charges :
qi ≡ C (∂Bi) = 1
2pi
∫
∂Bi
Ω =
1
2pi
∫
Bi
dΩ (2.171)
that is:
dΩ =
N∗∑
i=1
2piqi δ(x− xi) dx1 ∧ . . . ∧ dxd (2.172)
and, since between Σ2 = ∂Θ and ∂Bi is dΩ = 0, by applying the Stokes’
theorem we obtain:
C (Σ2) =
1
2pi
∫
Σ2
Ω =
1
2pi
N∗∑
i=1
∫
∂Bi
Ω =
N∗∑
i=1
qi (2.173)
So the last, easy, step is to demonstrate that the charges qi are integers.
We essentially repeat the same argument of the previous demonstration. So
we consider on a closed spheroidal surface ∂B = S oriented in the outward
direction two contractible patches covering it, the “nord” patch SN and the
“south” patch SS, with ∂SN = −∂SS ≡ Γ being a closed path circulating
around S. On the north patch and south patch, as they are contractible, we
can fix, respectively, two different smooth gauges |ϕ(x)N〉 and |ϕ(x)S〉, with
the respective connections ωN and ωS related, on the overlapping region, by
the gauge transformation:
|ϕN(x)〉 = g(x) |ϕS(x)〉 (2.174)
ωN(x) = ωS(x) + ig
−1dg (2.175)
g(x) ∈ U(1) (2.176)
For example if M itself is a closed 2-dimensional surface we can interpolate the bundle in
order to define a new extended bundle, containing the old one, on the “filled” manifold M˜
such that ∂M˜ =M. This can be done, for example, to demonstrate the quantization of
the transverse conductivity in the integer quantum Hall effect [58].
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So it is:(8)
C (S) = 1
2pi
∫
S
Ω (2.177)
=
1
2pi
∫
SN
Ω +
1
2pi
∫
SS
Ω (2.178)
=
1
2pi
∫
SN
dωN +
1
2pi
∫
SS
dωS (2.179)
=
1
2pi
∫
∂SN
ωN +
1
2pi
∫
∂SS
ωS (2.180)
=
1
2pi
∫
Γ
(ωN − ωS) (2.181)
=
i
2pi
∫
Γ
g−1dg (2.182)
= −zΓ ∈ Z (2.183)
We conclude this section by observing that given a (non-abelian) d-
dimensional vector bundle V(x) it can always be written as the direct sum of
1-dimensional subspaces V(h)(x):
V(x) =
d⊕
h=1
V(h)(x) (2.184)
Each component 1D bundle V(h)(x), as far as it is smoothly defined, has a
regular (abelian) curvature Ω(h)(x) and a first Chern characteristics c(h)(x) =
Ω(h)(x)/2pi. By using the Whitney sum we obtain for the (non-abelian)
curvature Ω(x) and the first Chern characteristic c(x) of V(x) the relation:
1
2pi
Tr Ω(x) = c(x) =
∑
h∈V
c(h)(x) =
1
2pi
∑
h∈V
Ω(h)(x) (2.185)
If the curvatures of the component 1D bundles are regular on a closed 2D
surface Σ2 we can use the result just proved about the integer value of the
(8)In other words, by using the concepts explained in the previous sections, we are
calculating the difference between the values of the Berry phase angle calculated with the
path integral of the connection in two different gauges; and this difference must be equal
to 2piz with z an opportune integer number.
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Chern number in the abelian case to demonstrate that the Chern number is
an integer also in the non-abelian case:
C(Σ2) =
∑
h
C(h)(Σ2) ∈ Z (2.186)
We will complete this argument, including the case of 1D component bundles
not everywhere regular, at the end of the next section. On the other hand,
more about the degeneracies of the curvature will be said in the section (2.6)
about the bundles derived from Hermitian operators.
2.5 Slater determinant bundles
Of particular interest is the 1D bundle defined by the completely antisymmetric
states of N identical fermions. To be precise, we start considering a N -
dimensional bundle V(x) ⊆H not degenerate with the remaining states. For
each x ∈M we consider an orthonormal complete set |ψh〉x for V(x) and the
Slater determinant:
|Ψ〉x =
1√
N !
∑
pi
pi
∣∣1ψpi(1); . . . ;N ψpi(N)〉x (2.187)
which defines a 1D vector bundle on M contained in the trivial bundle
M×H −N , where H −N is the ambient Hilbert space of N identical fermions:
x ∈M −→ V(x) = Sp{|Ψ〉x} ⊆H −N (2.188)
Fixed a gauge, the connection for this bundle is:
ω− = i 〈Ψ|dΨ〉 (2.189)
= i
1
N !
∑
pi
∑
pi′
pipi′
〈
1ψpi(1); . . . ;N ψpi(N)
∣∣ d ∣∣ 1ψpi(1); . . . ;N ψpi(N)〉
(2.190)
= i
∑
pi
pi
〈
1ψ1; . . . ;N ψN
∣∣ d ∣∣ 1ψpi(1); . . . ;N ψpi(N)〉 (2.191)
so:
ω− = i
∑
pi
pi
[〈
ψ1
∣∣ dψpi(1)〉 · · · 〈ψN ∣∣ψpi(N)〉]+ (2.192)
...
+i
∑
pi
pi
[〈
ψ1
∣∣ψpi(1)〉 · · · 〈ψN ∣∣ dψpi(N)〉] (2.193)
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which returns:
ω− =
N∑
h=1
i 〈ψh|dψh〉 =
N∑
h=1
ω(h) (2.194)
So, to summarize, the connection of the abelian bundle of the N identical
fermions is equal to the sum of the abalian connections of the component 1D
bundles (as far as they are well defined):
ω− = i 〈Ψ | dΨ〉 =
N∑
h=1
i 〈ψh | dψh〉 =
N∑
h=1
ω(h) (2.195)
As they are abelian bundles we obtain the corresponding curvatures with the
external differentiation:
Ω− = dω− =
N∑
h=1
dω(h) =
N∑
h=1
Ω(h) (2.196)
so the curvature of the antisymmetric bundle is equal to the sum of the
component bundles curvatures (in the points where they are well defined).
The same for the first Chern characteristic, which is proportional to the
curvature for an abelian bundle:
c− =
N∑
h=1
c(h) (2.197)
By adding the results of the previous section we can summarize in this
way: given a set of N 1-dimensional bundles V(h)(x) on M we have the
corresponding abelian (gauge-dependent) connections ω(h), abelian curvatures
Ω(h) and first Chern characteristics c(h). These 1-dimensional bundles define
a non-abelian N -dimensional bundle with V = ⊕hV(h) with connection ω,
curvature Ω and first Chern characteristic c. But they also define an abelian
1-dimensional bundle given by the antisymmetric product V− ≡ A[V(h)] with
the relative connections ω−, curvature Ω− and first Chern characteristic c−.
It is:
ω− =
∑
h
ω(h) (2.198)
Ω− =
∑
h
Ω(h) = Tr Ω (2.199)
c− =
∑
h
c(h) = c (2.200)
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Now we can give a qualitative argument to demonstrate why the Chern
number of a surface is an integer also in the non-abelian case when the
component abelian bundles have some singularities on the surface (the other
case with no singularities has already been proved in the previous section).
The key ingredient is the relation (2.200), which is true on every point where
the component abelian bundles are well defined. Let us consider, for example,
a 2D non-abelian bundle V1(x) ⊕ V2(x) with the two component bundles
which are not well defined in a point x∗ of a surface Σ (in the next section it
will be clear why we put a singularity for the two bundles in the same point).
Then we can apply the formula (2.200) on Σ−Bδ(x∗) where Bδ(x∗) is a small
disk on Σ around x∗ and we have:
C (Σ) ≡
∫
Σ
c (2.201)
= lim
δ→0
∫
Σ−Bδ(x∗)
c (2.202)
= lim
δ→0
∫
Σ−Bδ(x∗)
2∑
h=1
c(h) (2.203)
= lim
δ→0
∫
Σ−Bδ(x∗)
c− (2.204)
=
∫
Σ
c− = C −(Σ) (2.205)
So, by using the fact that the antisymmetric bundle is abelian:
C (Σ) = C −(Σ) ∈ Z (2.206)
which completes the demonstration.
2.6 Bundles from Hermitian operators
Up to now our discussion about Hilbert vector bundles has been quite abstract.
Now we consider a quantum system on state space H of which is defined
a parametrized Hermitian observable Hˆ(x) with x ∈M. For example Hˆ(x)
could be the system’s Hamiltonian since a Hamiltonian depending on a time
varying parameter is usually exploited to describe, in a semi-classical approach,
the interaction of the system with an environment not explicitly considered
on a quantum level in the total Hamiltonian.
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By solving the eigenvalue problem for Hˆ(x) we obtain the parametrized
spectrum n(x) (spectrum bands) and the parametrized eigenspaces Vn(x). By
selecting a subset I of the spectrum bands not degenerate with the remaining
ones we define, by means of the corresponding eigenspaces, a vector bundle
over M:
x ∈M −→ V(x) ≡
⊕
n∈I
Vn(x) (2.207)
and also, by considering the relative totally antisymmetric space, the abelian
bundle for I identical fermions:
x ∈M −→ V−(x) ≡ A [V(x)] (2.208)
Obviously for these bundles we can apply the definitions of the previous
sections about parallel transport, covariant derivative, connection, curvature
and Chern characters. Anyway the fact that we have characterized the Hilbert
bundles through the eigenspaces of a parametrized observable allows us to
obtain some new results.
The first result is about the parallel transport for an abelian bundle Vn(x)
associated to a non-degenerate single band n(x). Let us consider in the point
x0 the eigenstate |n(x0)〉 ∈ Vn(x0). On a second point x, close to x0, we
obtain a vector |n(x)〉 of Vn(x) by applying the perturbation formula for non
degenerate states to the first order (cfr. (B.13)):
|n(x)〉 = |n(x0)〉+
∑
m6=n
〈m(x0)|Hˆ(x)− Hˆ(x0)|n(x0)〉
n(x0)− m(x0) |m(x0)〉
+O (x− x0)2
(2.209)
that is:
|n(x)〉 = |n(x0)〉+ (x− x0)
∑
m6=n
〈m(x0)|dxHˆ(x0)|n(x0)〉
n(x0)− m(x0) |m(x0)〉
+O (x− x0)2
(2.210)
In this formula is understood a phase choice. Indeed the most general element
of Vn(x) is obtained by multiplying that expression by a phase factor e−iγ(x)
such that γ(x0) = 0 (in order to recover the original state at x = 0):
|n(x)〉 = e−iγ(x)
[
|n(x0)〉+
+ (x− x0)
∑
m6=n
〈m(x0)|dxHˆ(x0)|n(x0)〉
n(x0)− m(x0) |m(x0)〉
]
+O (x− x0)2
(2.211)
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which to the first order in (x− x0) is:
|n(x)〉 = (1− iγ′(x0)(x− x0)) |n(x0)〉+
+ (x− x0)
∑
m6=n
〈m(x0)|dxHˆ(x0)|n(x0)〉
n(x0)− m(x0) |m(x0)〉+O (x− x0)
2
(2.212)
This is the explicit formula to obtain, starting from |n(x0)〉, a smooth gauge
in a small neighbor around x0 for the abelian bundle associated to the band
n(x). The gauge is fixed by the factor γ(x) which is smooth in x and zero in
x0 but otherwise arbitrary. It has a precise meaning as its derivative in x0,
γ′(x0), is the Berry connection in x0 of the bundle Vn(x) in this gauge:
ω(x0) ≡ i
〈
n(x)
∣∣∣∣ dn(x)dx
〉
x0
=
dγ
dx
∣∣∣∣
x0
(2.213)
Now we can see what is the meaning of the standard perturbative for-
mula (2.210). In that case the phase factor γ(x) is zero, so it fixes a gauge
with zero connection where the covariant derivative becomes the ordinary
derivative (in this gauge the components of the covariant derivative in V
are given by the ordinary derivative of the components). In other words
formula (2.210) parallel transports |n(x0)〉 since in this gauge:
PV(x0) dx |n(x0)〉 = 0 (2.214)
In fact formula (2.210) defines the so called “parallel transport” gauge [52].
The second result we want to show is about the abelian curvature and
the first Chern character. The first Chern character cab for the non-abelian
bundle Vn, equal to the first Chern character c−ab of the abelian antisymmetric
N -fermions bundle V−, is from formula (2.137):
cab = − 1
pi
Im
∑
n∈V
〈dan|Q|dbn〉 (2.215)
= − 1
pi
Im
∑
n∈V
∑
m/∈V
〈dan|m〉 〈m|dbn〉 (2.216)
= − 1
pi
Im
∑
n∈V
∑
m/∈V
〈n|daHˆ|m〉 〈m|dbHˆ|n〉
(n − m)2
(2.217)
=
i
2pi
∑
n∈V
∑
m/∈V
〈n|daHˆ|m〉 〈m|dbHˆ|n〉 − 〈n|dbHˆ|m〉 〈m|daHˆ|n〉
(n − m)2
(2.218)
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where in the last line we used the matrix element formula for parametrized
Hamiltonians (B.12) in appendix B. As far as the components bands are not
degenerate it is:
∑
m,n∈V
m6=n
〈n|daHˆ|m〉 〈m|dbHˆ|n〉 − 〈n|dbHˆ|m〉 〈m|daHˆ|n〉
(n − m)2
= 0 (2.219)
so we recover the already known sum formula (cfr. (2.200)):
cab =
i
2pi
∑
n∈V
∑
m6=n
〈n|daHˆ|m〉 〈m|dbHˆ|n〉 − 〈n|dbHˆ|m〉 〈m|daHˆ|n〉
(n − m)2
(2.220)
=
∑
n∈V
c
(n)
ab (2.221)
where:
c
(n)
ab =
1
2pi
Ω
(n)
ab (2.222)
=
i
2pi
∑
m6=n
〈n|daHˆ|m〉 〈m|dbHˆ|n〉 − 〈n|dbHˆ|m〉 〈m|daHˆ|n〉
(n − m)2
(2.223)
is the Chern character, proportional to the curvature, of the n-th component
abelian bundle.
This formula gives an insight into the question of the abelian curvature
singularities we arose in the section 2.4. For example, when a band n(x) is
degenerate with another band n+1(x) in a point x
∗ there is a problem in
defining uniquely the 1D bundle Vn(x) in that point; but the problem is, in a
sense, more fundamental since, as we can see form the previous formula, the
curvature in any case must go to infinity in that point. So it is impossible
to define a smooth bundle Vn in x∗ and the presence of a degeneracy in x∗
gives rise to a curvature monopole charge as the one described in section 2.4.
Nonetheless when we consider an isolated set of bands and the relative non-
abelian bundles or the Slater determinant abelian bundle, these infinities
cancel out each other in order to give a finite trace.
2.7 Adiabatic approximation
In this section we will show the physical meaning of the covariant derivative
and the parallel transport for a quantum system. We consider the Hamiltonian
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varying in time Hˆ(x(t)) where x(t) is a path in the parameter spaceM. If at
the time t = 0 the system is in the state |ϕ0〉 its time evolution |ϕ(t)〉 satisfies
the Schro¨dinger equation (plus initial condition):
i~
d |ϕ〉
dt
= Hˆ(x(t)) |ϕ(t)〉
|ϕ(0)〉 = |ϕ0〉
(2.224)
We set in a neighbor of the initial point x(0) a regular Hamiltonian gauge
|n(x)〉:
Hˆ(x) |n(x)〉 = n(x) |n(x)〉 (2.225)
so we can write:
|ϕ(t)〉 =
∑
n
Cn(t) |n(x(t))〉 (2.226)
and in components the (2.224) becomes:
dCn
dt
+
∑
m
(T · ω˜)nmCm(t) = (i~)−1n(t)Cn(t)
Cn(0) = Cn0
(2.227)
where T ≡ dx/dt is the vector tangent to the curve and ω˜nm ≡ 〈n|dm〉 is
the (trivial) connection in this gauge. Now we consider two smooth vector
bundles V(x) and W(x), generated by the |n(x)〉’s and not degenerated at
every x, which partition the total space: H = V(x)⊕W(x). As a result, we
can decompose ω˜ into blocks [62]:
( V WV ω˜VV ω˜VW
W ω˜WV ω˜WW
)
(2.228)
and then we assume that:
|T · ωVW | = |T · ωWV | ' 0 (2.229)
which is the core of the adiabatic approximation, where this name is due to
presence of T , the tangent vector to the curve with respect to the time.
The adiabatic approximation allows us to decouple the dynamic equations:
dCnV
dt
+
∑
m∈V
(T · ω˜VV)nmCmV (t) = (i~)−1n(t)CnV(t) (2.230)
dCnW
dt
+
∑
m∈W
(T · ω˜WW)nmCmW(t) = (i~)−1n(t)CnW(t) (2.231)
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where we used the subscripts V and W to indicate the components in the
vectors |n〉 belonging to, respectively, V and W . We write the initial state as:
|ϕ0〉 = PV |φ0〉 ⊕ PW |ϕ0〉 (2.232)
= |ϕ0〉V ⊕ |ϕ0〉W (2.233)
where PV and PW are, respectively, the projections over V and W . Then the
time evolution is:
|ϕ(t)〉 = PV |ϕ(t)〉 ⊕ PW |ϕ(t)〉 (2.234)
= |ϕ(t)〉V ⊕ |ϕ(t)〉W (2.235)
with |ϕ(t)〉V and |ϕ(t)〉W solutions of, respectively: i~
V
∇T |ϕ〉V =
V
H |ϕ〉V
|ϕ(0)〉V = |ϕ0〉V
(2.236)
and  i~
W
∇T |ϕ〉W =
W
H |ϕ〉W
|ϕ(0)〉W = |ϕ0〉W
(2.237)
with
V
∇T ≡ T a
V
∇a and
W
∇T ≡ T a
W
∇a where
V
∇a and
W
∇a are, respectively, the
covariant derivative induced on the bundles V(x) andW(x). And
V
H(x),
W
H(x)
are, respectively, the Hamiltonian Hˆ(x) restricted to the spaces V(x) and
W(x):
V
H = PVHˆPV
W
H = PWHˆPW (2.238)
In order to understand better the meaning of the adiabatic approximation
and the resulting dynamic equations, we consider the particular case where
the bundle V(x) is 1-dimensional and the initial state is in V(x(0)), so
|ϕ0〉 = |ϕ0〉V |ϕ0〉W = 0 (2.239)
In this case the adiabatic approximation condition is:
| 〈n|dTm〉 | ' 0 |n〉 ∈ V|m〉 ∈ W (2.240)
which becomes, by using (B.12):∣∣∣∣∣∣
〈
n(x(t))
∣∣∣ dHˆ(x(t))dt ∣∣∣m(x(t))〉
m(x(t))− n(x(t))
∣∣∣∣∣∣ ' 0 (2.241)
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So the adiabatic approximation is valid if and only if the left-hand side
of (2.241) can be neglected. It is important to note that this quantity has
the dimension of a frequency. This means that in order to decide whether it
can be neglected, one must have an intrinsic frequency (or energy) scale for
the quantum system [9].
Once the adiabatic approximation has been accepted we can use the
relative equations. The solution of (2.237) with initial condition (2.239) is:
|ϕ(t)〉W = 0 ∀t (2.242)
so the state, during its evolution, remains in the spaces V(x). The prob-
lem (2.236) can be written as: i~
V
∇T |φ〉V = n |ϕ〉V
|ϕ〉V = |ϕ0〉
(2.243)
and we look for a solution with the form:
|ϕ(t)〉V = a(t) |ϕ(t)〉‖V (2.244)
where |ϕ(t)〉‖V is the vector of the bundle V(x) parallel transported along the
path with initial value |ϕ(0)〉V = |ϕ0〉V : i~
V
∇T |φ〉‖V = 0
|ϕ〉‖V = |ϕ0〉
(2.245)
So, by replacing (2.244) in (2.243) we obtain for the coefficient a(t) the Cauchy
problem: 
i~
da(t)
at
= na(t)
a(0) = 1
(2.246)
which has solution:
a(t) = exp
[
1
i~
∫ t
0
n(t
′) dt′
]
(2.247)
So, to conclude, in the adiabatic approximation the system remains an n-th
eigenstate of the Hamiltonian at each time and it is:
|ϕ(t)〉 = |ϕ(t)〉‖V exp
[
1
i~
∫ t
0
a(t′) dt′
]
(2.248)
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so, except for a dynamical phase factor, it is parallel transported along the
path in the bundle V . We can write explicitly the parallel transported vector
by using the connection in the gauge used. So if it is:
|ϕ0〉 = C |n(x(0))〉 (2.249)
then:
|ϕ(t)〉‖V = C eiγ(x(t)) |n(x(t))〉 (2.250)
where eiγ(x(t)) is a purely geometrical phase factor (it depends only on the
path Γ onM, not on the law of motion along it), with the real γ(x(t)) which
is given by:
γ(x) = i
∫ x
Γ
〈n | dTn〉 (2.251)
that is:
γ(x(t)) = i
∫ t
0
〈
n(x(t′))
∣∣∣∣ ddt′n(x(t′))
〉
dt′ (2.252)
So, to summarize, in the adiabatic approximation scheme it is:
|ϕ(t)〉 = C ei[γ(x(t))− i~
∫ t
0 n(x(t
′))dt′] |n(x(t))〉 (2.253)
If the path Γ is closed at the end of the cyclic evolution the factor eiγ(x(t))
becomes the Berry phase factor bΓ = e
iγΓ
It interesting to observe that this result becomes the exact solution of the
Schro¨dinger equation if along the path Γ on M the spaces V(x) remain the
same:
V(x) = V ∀x ∈ Γ (2.254)
and also the base vector is fixed:
|n(x)〉 = |n〉 ∀x ∈ Γ (2.255)
In fact in this case the geometric phase factor is zero:
dT |n〉 = 0 =⇒ γ(x) = 0 (2.256)
so it remains only the dynamical phase factor and (2.253) becomes:
|ϕ(t)〉 = C e 1i~
∫ t
0 n(x(t
′))dt′ |n〉 (2.257)
which is solution of the Schro¨dinger equation:
i~
d |ϕ(t)〉
dt
= n(t) |ϕ(t)〉 = Hˆ(t) |ϕ(t)〉 (2.258)
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Nonetheless, when the spaces V(x) are different the solution (2.253) is a
genuine approximation as the exact solution of the Schro¨dinger equation
cannot have this form. To understand better this point is convenient to use
the Louville-von Neumann equation, which is the equivalent version of the
Schrodinger equation but for density matrices:
i~
dρˆ
dt
= [Hˆ, ρˆ]
ρˆ =
∑
h
$h |ϕh〉 〈ϕh|
(2.259)
This way of writing the equations of motion is convenient since it allows to
study statistical mixtures. But it is also convenient as the density matrix
operator ρˆ does not depend on the phase of the quantum states, and this is
the crucial point here. Indeed according to the adiabatic solution (2.253) at
every time the density operator ρˆ coincides with the projection on V (the
dynamic and geometric phase factors being inessential):
ρˆ(t) = PV(x(t)) (2.260)
so that the Louville-von Neumann equation becomes:
i~
dPV(x(t))
dt
= [Hˆ(x(t)),PV(x(t))] = 0 (2.261)
where in the last identity we used the fact that V(x) is an eigenspace of
Hˆ(x), so its projections commute with the Hamiltonian. So, to conclude, the
adiabatic solution is en exact solution of the equations of motion if and only
if:
PV(x) is constant on Γ (2.262)
that is:
V(x) is constant on Γ (2.263)

Chapter 3
Chern invariant as a local
quantity
The geometrical arguments showed in the previous chapter are very general,
as they require only a quantum system with a subspace of occupied states not
degenerate and depending on a parameter. In particular, these concepts find a
natural application in the context of insulating crystals, where the parameter
to be varied is the pseudo-momentum k of the electron Bloch-wavefunction
and the occupied space corresponds to the insulator valence band. This
formalism is used to define the Chern invariant, a topological invariant which
characterizes the crystal insulating phase and is robust against perturbations.
In this chapter we start describing the crystal systems in the independent
particle approach, the Bloch, Wannier and Zak representations, and some
useful results. Then we focus the discussion on the insulators and apply the
geometrical methods in order to define the Chern invariant and the Chern
insulators. At this point the formula defining the Chern invariant is global
and in the reciprocal space, then we define an alternative local and real-space
approach to generalize this concept and apply it even to non crystalline
cases. We conclude this chapter with some numerical results which clarify
and validate our theoretical results.
3.1 Crystals
In a crystal atoms are arranged in the space according to a lattice R [38].
In a one-particle mean-field theory (e.g. Khon-Sham approach), electrons
are treated as independent particles under an external potential VR which
reproduces the effects of their interaction with the positive ions of the crystal
as well as the mutual repulsion. [35]. This potential has the symmetry of the
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crystal lattice:
VR(r + R) = VR(r) 8 R 2 R (3.1)
and the Hamiltonian is
Hˆ = pˆ
2
2m
+ VˆR
with:
[Hˆ , TˆR ] = 0 8 R 2 R
where TˆR is the translation operator according to the lattice vector R:
hrjTˆRφi = hr   R j φi 8 R 2 R
At this point we are considering a system which is infinite in space, so the
electron Hilbert space is H  L2(Rd) where d are the system dimensions. But
real systems in nature have finite size with open boundary conditions(OBCs),
that is the electron wave function is null on the boundaries of the system
and outside. This obviously ruins the system lattice translation symmetry.
In order to recover this, but with a finite size system, it is customary to
adopt periodic boundary conditions(PBCs). This means that we consider a
super-lattice RM of R:
RM  R (3.2)
whose elementary cell, the macroscopic unit cellMUC, is N -times bigger
than the unit cell UC of R:
Vmuc = N Vuc (3.3)
where Vuc and Vmuc are, respectively, the UC and MUC volume; and then
we impose that the electron wave function is periodic on RM . So, in this
case, the space of states H is the subspace of L2(Rd) made up of functions
periodic on RM . Obviously PBCs are not physical, they are just an artifact
in order to have lattice translation symmetry on finite size systems and, as a
consequence, to use a formalism analogue to infinite case one. Anyway, as
far as we are interested in the large crystal limit (the thermodynamic limit
with N ! 1 , that is the infinite volume and infinite particle number limit
at fixed density) and in bulk properties (as PBCs eliminate boundaries and
boundaries effect by construction) periodic and open boundary conditions
return the same results.
From now on we will consider a finite size system on a MUC, first with
PBCs and then with OBCs as well, and its thermodynamic limit. The scalar
product will be restricted to a MUC as well:
hf, gi 
∫
muc
f ∗(r) g(r) dr (3.4)
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For each k 2 Rd we define the eigenspace H k  H of the translation
operators TˆR with eigenvalues e ikR :
TˆR jH k = 1 e ikR
It is:
H k+G = H k 8G 2 R˜
where R˜ is the reciprocal lattice of R , so we can consider the pseudo-
momentum k just in a unit cell of the reciprocal lattice (it is customary
to choose a Wigner-Size cell of the reciprocal lattice, that is the so called
Brillouin zone (BZ) of R).
As we consider a finite size system with PBCs the k vectors have to
be subject to a supplementary condition in order to obtain a H k made of
functions periodic on the RM . To be precise, if R˜M is the reciprocal lattice
of RM , is:
R˜M  R˜ (3.5)
and we must restrict the k vectors to R˜M :
H k periodic on RM ) k 2 R˜M (3.6)
This is the so called Born-von Karman condition (BvK). We have that⊕
k2BZ
H k = H (3.7)
where it is understood that the direct sum has been restricted to the Brillouin
zone vectors which belong to R˜M as we are considering a finite system with
PBCs. In the thermodynamic limit the spacing between the k vectors subject
to the BvK condition goes to zero and we pass from a discrete to a continuum
formalism in the k-space. In fact, to be precise, the vectors k compatible
with the BvK have density in the reciprocal space given by [38]:
(2 )d
Vmuc
=
1
N
(2 )d
Vuc
(3.8)
so in the thermodynamic limit (N ! 1 ) the density goes to infinity and they
occupy all the reciprocal space Rd.
Now let us consider the observables. In general a self-adjoint operator Aˆ
on H is a physical observable for a crystal if and only if it commutes with
the lattice translations:
[Aˆ ; TˆR ] = 0 8R 2 R
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In fact this is the necessary condition to obtain a quantity which respects the
lattice translation symmetry of the system. In a finite system with PBCs this
is a condition, in a sense, even more fundamental than in the infinite case, as
it guarantees that the operator is internal to the ambient space adopted.
For example, the momentum pˆ, the potential VR and so the Hamiltonian
Hˆ are true physical observables for crystals, instead the position operator is
not:
[rˆ, TˆR ] =  R TˆR
[pˆ, TˆR ] = 0
[bVR , TˆR ] = 0
[Hˆ , TˆR ] = 0
If an operator Aˆ commutes with the lattice translations it is internal to the
spaces H k and we can consider its restrictions Aˆ k to this spaces and obtain
self-adjoint operators on them:
Aˆ k  Aˆj H k = P k Aˆ P k
where, in the last identity, P k is the projection on the space H k (and an
evident slight notation abuse has been used). In other words, the operator Aˆ
does not couple states with different pseudo-momentum’s, so it is the direct
sum of its restrictions to the H k spaces:
Aˆ =
M
k2BZ
Aˆ k
3.2 Bloch representation and Wannier repre-
sentation
3.2.1 Bloch representation
A state jϕk i 2 H k is said to have pseudo-momentum k and, as we saw, it is:
TˆR jϕk i = e  ikR jϕk i 8R 2 R
A set of functions (
jϕk i 2 H k : k 2 Rd
)
(3.9)
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with
|ϕk〉 = |ϕk+G〉 ∀G ∈ R˜ (3.10)
is a set of Bloch functions. If on a single H k we consider an orthonormal
complete set of functions {|ϕk,n〉}n∈I is:
〈φk,n |φk,m〉 = δnm (3.11)∑
n
|ϕk,n〉 〈ϕk,n| = P k (3.12)
and by doing it for every H k we obtain a Bloch basis set for the ambient
space:
〈φk′,n |φk,m〉 = δk′ kδnm (3.13)∑
k∈BZ
∑
n
|ϕk,n〉 〈ϕk,n| =
∑
k∈BZ
P k = 1 (3.14)
Given a Bloch basis set we can consider the system in the relative Bloch
representationby associating to a state |ψ〉 ∈ H its components:
|ψ〉 −→ ψ(k, n) ≡ 〈ϕk,n |ψ〉 (3.15)
and to an observable Aˆ the matrix:
Aˆ −→ Aˆ(k′,m|k, n) ≡
〈
ϕk′,m
∣∣∣ Aˆ ∣∣∣ϕk,n〉 (3.16)
As we consider operators commuting with the lattice translations it is evident
that:
Aˆ(k′,m|k , n) = δk′k
[ b
A(k)
]m
n
(3.17)
where: [ b
A(k)
]m
n
≡
〈
ϕk,m
∣∣∣ Aˆ ∣∣∣ϕk,n〉 = 〈ϕk,m ∣∣∣ Aˆk ∣∣∣ϕk,n〉 (3.18)
is the Bloch matrix representing Aˆ in H k, i.e. Aˆk. In other words:
Aˆk =
∑
n,m
[ b
A(k)
]m
n
|ϕk,m〉 〈ϕk,n| (3.19)
and:
Aˆ =
∑
k∈BZ
Aˆk =
∑
k∈BZ
∑
n,m
[ b
A(k)
]m
n
|ϕk,m〉 〈ϕk,n| (3.20)
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As the observable Aˆ commutes with lattice translations it is always possible
to consider a basis set of simultaneous eigenvectors of Aˆ and TˆR. That is to
consider a set of Bloch functions made up of Aˆ’s eigenvectors:
TˆR |ϕk,n〉 = e−ik·R |ϕk,n〉 (3.21)
Aˆ |ϕk,n〉 = Aˆk |ϕk,n〉 = αn(k) |ϕk,n〉 (3.22)
The k-functions with n fixed:
k −→ αn(k) (3.23)
are the spectral bands of Aˆ. In particular, for Aˆ = Hˆ they are called the
energy bands n(k).
3.2.2 Wannier representation
A set of functions {
|wR〉 : R ∈ R
}
(3.24)
is a set of Wannier functions [73, 74] if, by definition:
TˆS |wR〉 = |wS+R〉 ∀S ∈ R (3.25)
As we will see in a while, it is always possible to consider an orthonormal set
of Wannier functions {|wR,n〉} generating the ambient space:
〈wR,n |wS,m〉 = δR,S δnm (3.26)∑
R∈R
∑
n
|wR,n〉 〈wR,n| = 1 (3.27)
and the relative Wannier representation by associating to a state |ψ〉 its
components:
|ψ〉 −→ ψ(R, n) ≡ 〈wR,n |φ〉 (3.28)
and to an observable Aˆ the matrix:
Aˆ −→ Aˆ(R, n|S,m) ≡
〈
wR,n
∣∣∣ Aˆ ∣∣∣wS,m〉 (3.29)
As we consider operators commuting with the lattice translations it is:
Aˆ(R, n|S,m) =
[w
A(S−R)
]n
m
(3.30)
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where: [w
A(R)
]n
m
≡
〈
w0,n
∣∣∣ Aˆ ∣∣∣wR,n〉 (3.31)
is the Wannier matrix representing Aˆ. To summarize we can write:
Aˆ =
∑
R,S∈R
[w
A(S−R)
]m
n
|wR,m〉 〈wS,n| (3.32)
In the earlier solid-state literature Wannier functions (corresponding to the
quantum chemists’ Boys orbitals [11]) were typically introduced in order
to carry out some formal derivations but now they are also an invaluable
computational tool of first-principles electronic-structure calculations [36].
3.2.3 Relation between Bloch and Wannier represen-
tation
To every set of Bloch functions is associated a set of Wannier functions (and
viceversa) generating the same space:{
|wR,p〉
}p∈I
R∈R
←→
{
|ϕk,p〉
}p∈I
k∈BZ
(3.33)
through these formulas:
|ϕk,p〉 = 1√
N
∑
R∈R
eik·R |wR,p〉 (3.34)
|wk,p〉 = 1√
N
∑
k∈BZ
e−ik·R |ϕk,p〉 (3.35)
Given an observable Aˆ the relation between the Bloch and Wannier matrices:[ b
A(k)
]n
m
= 〈ϕk,n | A |ϕk,m〉 (3.36)[w
A(R)
]n
m
= 〈w0,n | A |wR,m〉 (3.37)
is given by:
b
A(k) =
∑
R∈R
e+ik·R
w
A(R) (3.38)
w
A(R) = 1
N
∑
k∈BZ
e−ik·R
b
A(k) (3.39)
52 Chern invariant as a local quantity
From these relations, in particular, it comes out that:[
w
A(R) = AδR 0
]
⇐⇒
[
b
A(k) = A ∀k ∈ BZ
]
(3.40)
These results can be specialized to the case Aˆ = 1 in order to derive the
relation between the overlap matrices:[ b
S(k)
]n
m
= 〈ϕk,n |ϕk,m〉 (3.41)[w
S(R)
]n
m
= 〈w0,n |wR,m〉 (3.42)
Then it is:
b
S(k) =
∑
R∈R
e+ik·R
w
S(R) (3.43)
w
S(k) = 1
N
∑
k∈BvK
e−ik·R
b
S(k) (3.44)
and for a given matrix S is:[
w
S(R) = SδR 0
]
⇐⇒
[
b
S(k) = S ∀k ∈ BZ
]
(3.45)
As a consequence (S = 1) to an orthonormal set of Bloch functions corresponds
an orthonormal set of Wannier functions and viceversa.
3.3 Zak representation
In the previous sections we defined Hk as the subspace of the ambient space
H made of the TˆR’s eigenvectors with eigenvalue e−ik·R, and we considered
on it the scalar product given by:
〈φk |ψk〉 ≡
∫
muc
φ∗k(r)ψk(r) dr |φk〉 , |ψk〉 ∈Hk (3.46)
Now we define the Zak space Hz (from the physicist Joshua Zak) made by the
functions periodic with respect to the lattice R and with the scalar product
given by the integral over the unit cell of this lattice :
〈φ |ψ〉 ≡
∫
uc
φ∗(r)ψ(r) dr |φ〉 , |ψ〉 ∈Hz (3.47)
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This scalar product is well defined as it does not depend on the specific unit
cell chosen.(1) .
We can set an isometry ˆ k (isomorphism which preserves the scalar product)
between each H k and H z:
j’ k i 2 H k ^ k   *)   
^
 1
k
juk i 2 H z (3.48)
by defining
ˆ k 
p
N e−ik· r^ (3.49)
that is, in the position representation:
hrj ˆ k j r′i =  (r   r′)
p
N e−ik·r (3.50)
In fact it is easy to see that
uk (r) 
p
N e−ik·r ’ k (r) (3.51)
is the R-periodic part of ’ k (r), and also that:
Z
muc
’
∗
k;1 (r)’ k;2 (r) dr =
Z
uc
u∗k;1 (r)uk;2 (r) dr (3.52)
so the scalar product is preserved:
h’ k;1 j ’ k;2 i = huk;1 j uk;2 i (3.53)
Fixed a k-vector, by using the Zak transform ˆ k we pass from an orthonormal
(basis) set fj’ k;n ig of H k to an orthonormal (basis) set fju k ;n ig of H z. And
from an orthonormal set of Bloch functions

j’ k;n i : k 2 BZ

(3.54)
to a k-dependent family of H z vectors which are orthonormal for each k:

juk;n i : k 2 BZ

(3.55)
The Zak transform ˆ k establishes a change of representation from the
space H k to the space H z. As we saw, for every observable Aˆ (commuting
(1) Notice that H 0 is made ofR -periodic functions, as well. We use a dierent symbol
H z for the Zak space to stress that we use a dierent scalar product (the integral being
over the UC in H z and not over the MUC)
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with the TˆR’s) and pseudo-momentum k we have the operator Aˆk given by
the restriction of Aˆ on Hk. The Zak transform sends this operator into an
operator A˜ on Hz according to the new representation (we use a “tilde” to
mark it):
Aˆk τˆk · τˆ
−1
k−−−−→ A˜k ≡ τˆk Aˆk τˆ−1k (3.56)
in such a way that:
τk
(
Aˆk |ϕk〉
)
= A˜k τk
(
|ϕk〉
)
(3.57)
It is (notice that we are using two different scalar products on the right-hand
side and left-hand side):〈
uk,n
∣∣∣ A˜k ∣∣∣uk,m〉 = 〈ϕk,n ∣∣∣ Aˆk ∣∣∣ϕk,m〉 = [ bA(k)]m
n
(3.58)
so that we can write:
A˜k =
∑
n,m
[ b
A(k)
]m
n
|uk,m〉 〈uk,n| (3.59)
that is: the same matrix
b
A(k) represents an observable Aˆ in the Bloch base
{|ϕk,n〉} and the relative A˜ in the Zak base {|uk,n〉 ≡ τk |ϕk,n〉}. Obviously,
if |φk〉 is an eigenfunction of Aˆ so it is |uk〉 for A˜ with the same eigenvalues.
In coordinate representation is:
〈r|A˜k|r′〉 = e−ik·r 〈r|Aˆ|r′〉 e+ik·r′ (3.60)
so we can easily find the Zak representation of some relevant operators. For
example, if the operator Aˆ is simply multiplicative:
Aˆ(r|r′) = δ(r− r′)A(r) (3.61)
then its Zak representation is the same operator:
A˜(r|r′) = e−ik·rAˆ(r|r′)e+ik·r′ (3.62)
= δ(r− r′) e−ik·rA(r)e+ik·r′ (3.63)
= δ(r− r′)A(r) (3.64)
= Aˆ(r|r′) (3.65)
If Aˆ is the differential local operator:
Aˆ(r|r′) = δ(r− r′) 1
i
∂
∂ r′
(3.66)
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then
eA (rjr0) =  (r   r0) e ikr

1
i
@
@r0

e+ikr
0
(3.67)
=  (r   r0)

k +
1
i
@
@r0

(3.68)
=  (r   r0) k + Aˆ (rjr0) (3.69)
From these relations we see, for example, that:
epk = pˆ + ~k (3.70)
(eVR)k = VˆR (3.71)
eH k =
1
2m
(pˆ + ~k)2 + VˆR (3.72)
Then it is evident that in the thermodynamic limit (when we have a continuum
of vectors k):
epk =
m
~
@k eH k (3.73)
A fundamental observable is the velocity operator vˆ, dened by the formula:
vˆ 
1
i~ [rˆ; Hˆ ] (3.74)
For our Hamiltonian is:
vˆ =
pˆ
m
(3.75)
so that its Zak representation is:
v˜k =
p˜k
m
=
1
~
@k H˜ k (3.76)
Before concluding this section we observe that for two k’s which differ by
a reciprocal lattice vectors G 2 eR, the spaces H k and H k+G are equal:
H k = H k+G G 2 eR (3.77)
but the corresponding Zak operators are different:
ˆ k+G = e
 iG r^ ˆ k 6= ˆ k (3.78)
that is H k and H k+G have a different Zak representation (but unitary equiv-
alent through e iG r^ ). So, from the point of view of the Zak representation,
the k index has a full specific meaning not just up to a reciprocal lattice
vector. This fact will be relevant in the next developments.
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3.4 Occupied and empty bands
A set of orthonormal Bloch functions {|ϕk,n〉} represents a gauge. A new set
of orthonormal Bloch functions is obtained by “rotating” them through a
unitary k-dependent matrix U(k), and the corresponding {|uk,n〉} are then
rotated by the same matrix:
|ϕk,n〉 −→ |ϕ′k,n〉 =
∑
m
|ϕk,m〉
[
U(k)
]m
n
(3.79)
|uk,n〉 −→ |u′k,n〉 =
∑
m
|uk,m〉
[
U(k)
]m
n
(3.80)
[
U(k)
]m
n
≡ 〈ϕk,m|ϕ′k,n〉 = 〈uk,m|u′k,n〉 (3.81)
This is a gauge transform and, as a consequence, the Bloch matrix A(k)
representing an observable Aˆ (the supscript “b” is, from now on, understood)
becomes:
A
′(k) −→ U†(k)A(k)U(k) (3.82)
Through this thesis we consider a crystalline insulator at zero temperature.
To see what this means in concrete, let us consider a Bloch basis set made of
Hamiltonian eigenfunctions (i.e. a Hamiltonian Gauge):
Hˆ |φk,n〉 = n(k) |φk,n〉 (3.83)
TˆR |φk,n〉 = e−ik·R |φk,n〉 (3.84)
For each k the states with energy below the Fermi energy F are occupied,
whereas the states with energy above it are empty. So we have the occupied
and empty subspaces spanned by the relative vectors:
H occk ≡ Sp
{
|ϕk,n〉
}
n(k)<F
⊆Hk (3.85)
H empk ≡ Sp
{
|ϕk,n〉
}
n(k)>F
⊆Hk (3.86)
whose projections are, respectively:
Pk ≡
∑
n(k)<F
|ϕk,n〉 〈ϕk,n| (3.87)
Qk ≡
∑
n(k)>F
|ϕk,n〉 〈ϕk,n| (3.88)
3.4 Occupied and empty bands 57
For each k we have the same number of occupied states, nocc, as we are
considering an insulator with the Fermi level in a band gap.
In order to write these projections explicitly is not necessary to use the
Hamiltonian eigenfunctions. Let us consider a different gauge characterized
by the unitary matrix U(k) with the supplementary condition that it does
not mix occupied with empty states:
m > n occ and n < n occ
or
m < n occ and n > n occ
9
=
; =) U
m
n(k) = 0 (3.89)
that is:
U(k) = Uocc(k)  Uemp(k) (3.90)
In such a gauge (which we call a gap-compatible gauge) we can still write:
Pk =
X
n<n occ

 ’
′
k;n
 

’
′
k;n

 (3.91)
Qk =
X
n>n occ

 ’
′
k;n
 

’
′
k;n

 (3.92)
By considering the (direct) sum of all the occupied and empty subspaces
at each k we obtain the occupied and empty subspaces of the ambient space:
H occ =
M
k
H occk (3.93)
H occ =
M
k
H occk (3.94)
whose projections P and Q are:
P =
X
k∈BZ
Pk (3.95)
Q =
X
k∈BZ
Qk (3.96)
We also notice that, as Wannier functions associated to a set of orthonormal
Bloch functions are orthonormal and span the same space, by considering the
Wannier functions associated to a set of Bloch functions in gap-compatible
gauge we can also write:
P =
X
R∈R
X
n<n occ
jwR;n i hwR;n j (3.97)
Q =
X
R∈R
X
n>n occ
jwR;n i hwR;n j (3.98)
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For each k, in the Zak representation the projections Pk and Qk correspond
to projections ePk and eQk in the Zak space H z :
ePk  ˆ k P ˆ  1k (3.99)
eQk  ˆ k Q ˆ  1k (3.100)
over subspaces that we indicate respectively with V(k) and W (k). In a
gap-compatible gauge we explicitly write:
ePk =
X
n<n occ
juk;n i huk;n j (3.101)
eQk =
X
n>n occ
juk;n i huk;n j (3.102)
3.5 Connection and Curvature
As first noticed the physicist Joshua Zak [80], a crystalline system in indepen-
dent particle approach is a natural set where to apply the geometric concepts
introduced in the first chapter. In fact, as we saw in the previous sections, in
the Zak representation we have a fixed ambient Hilbert space H z, made of
functions periodic over the crystal lattice R ; and for a crystal insulator in its
ground state at each pseudo-momentum k we have the subspace V(k) of H z
generated by the occupied states. In a gap-compatible gauge is:
V(k) = Sp
n
juk;n i
o
n<n occ
(3.103)
where juk;n i are the periodic part of the Bloch functions generating the
occupied space.
As we saw, for a finite size system in PBCs we have a discrete set of
k 2 eRM which satisfy the BvK conditions at every finite size. But in the
thermodynamic limit, that is in the infinite crystal limit, we have a continuum
of k-vectors. So we have a continuum parameter-dependent subspace V(k) of
a fixed ambient Hilbert space, not degenerate with other subspaces, and we
can define a relative connection and curvature. So let us recall some of the
geometrical concepts introduced in the first chapter in this specific context.
In a regular gauge the (non-abelian) connection is:
[! a(k)]nm = i huk;n j@auk;m i (3.104)
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which is a gauge-dependent, Hermitian-matrix valued 1-form on the parameter
space Rd and dimension nocc. The (non-abelian) curvature is given by:
[Ωab(k)]
n
m = −2 Im
∑
q /∈occ
〈∂auk,n|uk,q〉 〈uk,q|∂buk,m〉 (3.105)
It is a gauge covariant, Hermitian-matrix valued 2-form on Rd and, as usual,
since it is covariant we can explicitly write it as an operator-valued 2-form:
Ωˆab(k) ≡
∑
n,m∈occ
|uk,n〉 [Ωab(k)]nm 〈uk,m| (3.106)
where Ωˆab(k) is a Hermitian operator on Hz.
For each V(k) we have the relative projector P˜k, and the complementary
projector Q˜k = 1 − P˜k, where 1 is the identity operator in Hz. In a gap-
compatible gauge is:
P˜k =
∑
n∈occ
|uk,n〉 〈uk, n| (3.107)
Q˜k =
∑
n/∈occ
|uk,n〉 〈uk, n| (3.108)
so we can write Ωˆab(k) in an explicitly gauge-invariant form:
Ωˆab(k) ≡ −2 Im
(
∂aP˜k Q˜k ∂bP˜k
)
(3.109)
=i P˜k
[
∂aP˜k, ∂bP˜k
] P˜k (3.110)
where we used the notation ∂a ≡ ∂/∂ka.
As Ωˆab(k) is an operator valued 2-form we can obtain from it nocc gauge-
independent real quantities on each k, for example by considering its eigen-
values or the coefficients of its characteristic polynomial. In particular we
define the real-valued two from:
cab ≡ 1
2pi
Tr[Ωˆab] (3.111)
which is known in the mathematical literature as the 2-form Chern character-
istic and whose main feature is that its integral over any closed 2D surface Σ
in the parameter space must be an integer-valued topological invariant:∑
a<b
∮
Σ
cab dS
ab =
1
2
∑
a,b
∮
Σ
cab dS
ab ∈ Z (3.112)
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where dSab it the surface element 2-vector. In a gauge we explicitly write:
cab =
i
2pi
∑
p∈occ
[
〈∂auk,p|∂buk,p〉 − 〈∂buk,p|∂auk,p〉
]
(3.113)
= − 1
pi
Im
∑
p∈occ
[
〈∂auk,p|∂buk,p〉
]
(3.114)
The connection and curvature concepts for the Bloch-periodic systems have
found successful application in many condensed matter contexts. One of the
most relevant is the birth of the modern theory of the polarization [47, 28, 41,
51]. It represented a dramatic change of paradigm with respect to the usually
accepted, but flawed, definition of the macroscopic polarization P , and its
definition is based on the Berry phase and Berry connection concepts. Several
reviews about this subject – now at a mature stage since more than a decade –
have appeared in the literature over the years [48, 46, 18, 49, 50, 52, 53, 55, 61].
Other relevant manifestations of the geometric phase in condensed matter
are the geometric explanation of the integer quantum Hall effect [70, 29], the
intrinsic contribution to the anomalous Hall effect [39], the correction to the
density of states and the semi-classical equations of motion [79], and many
others [78].
Before concluding this section we want to stress a subtle point which
deserves some comments. Up to now the parameter manifold is the whole Rb.
In fact, to use a more mathematical approach, we have considered the vector
bundle
E ≡
⋃
k∈Rd
{k} × V(k) =
{(
k, |u〉) k ∈ Rd, |u〉 ∈ V(k)} (3.115)
with base Rd and typical fiber Cnocc, contained in the trivial bundle:
R
d ×Hz (3.116)
The conventional derivative on this trivial vector bundle induces the covariant
derivative on the embedded bundle E which corresponds to the connection
and curvature explained. Now, as we saw, the energy bands have the recipro-
cal lattice periodicity whereas the Zak Hamiltonian H˜(k) makes a unitary
transformation for a reciprocal lattice translation:
H˜(k + G) = e−iG·rˆ H˜(k) e+iG·rˆ (3.117)
so the two occupied spaces are related by:
V(k + G) = τ˜GV(k) (3.118)
3.5 Connection and Curvature 61
Similarly for the projections P˜k and Q˜k:
P˜(k + G) = e−iG·rˆ P˜(k) e+iG·rˆ (3.119)
Q˜(k + G) = e−iG·rˆ Q˜(k) e+iG·rˆ (3.120)
and the curvature Ωˆab(k):
Ωˆab(k + G) = e
−iG·rˆ Ωˆ(k) e−iG·rˆ (3.121)
Nevertheless we are interested in gauge invariant quantities like, for example,
the eigenvalues of Ωab(k) (or its characteristic polynomial coefficients) and this
quantities are R˜ -periodic as they do not change under a unitary transformation.
Obviously this is not just a chance. The reason is that the physical system is
essentially periodic in the reciprocal lattice and the τ˜ -covariance is a secondary
effect of the Zak-representation, which is introduced essentially to have a
fixed ambient space for every k. Anyway there is a way to recover, in a
formal way, the reciprocal lattice periodicity by keeping the advantages of
the Zak-representation.
The trick essentially consists in introducing on the set Rd × Hz the
equivalence relation: [42](
k, |u〉) ∼ (k′, |u′〉) ⇔ ∃G ∈ R˜ : (k′, |u′〉) = (k + G, τ˜G |u〉)
and considering the quotient space:
ϑ ≡ E/∼ =
{[
k, |u〉
]
∼
k ∈ Rd, |u〉 ∈ V(k)
}
(3.122)
where [
k, |u〉
]
∼
≡
{
(k + G, τ˜G |u〉) G ∈ R˜
}
(3.123)
It can be demonstrated that ϑ is a vector bundle with basis the d-dimensional
torus Td (is the BZ with the opposite boundaries identified), and typical
fiber Cnocc on which the conventional derivative of the trivial bundle Td ×Hz
induces a covariant derivative which corresponds to the previous one on E . So
the curvature Ωab is related to the curvature of a connection over the vector
bundle ϑ.
The choice of this new point of view is motivated by the fact that, as
we will see in a while, we are mainly interested in the integral of the Chern
characteristic over 2D slices of the Brillouin zone (in two dimensional systems
this is just the integral over the entire Brillouin zone). Obviously the result
is numerically the same if we consider the original vector bundle or the new
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one. But adopting the second approach we can identify the Brillouin zone
boundaries and the surfaces become 2D tori. So we can apply the general
results about the integral of a vector bundle Chern characteristic over closed
surfaces and conclude that these integrals yields integer-valued topological
invariants.
3.6 Chern invariant and Chern insulators
As we saw in the previous section, for a crystal insulator in Zak representation
we define, through the occupied subspaces, a curvature (Hermitian operator
valued 2-form on the Bz):
Ωˆab(k) = −2Im
[
(∂aP˜k) Q˜k (∂bP˜k)
]
(3.124)
whose trace returns the first Chern character, or first Chern form:
cab(k) = − 1
pi
Im
∑
p∈occ
〈∂auk,p|∂buk,p〉 (3.125)
a real valued 2-form on the Brillouin zone. We can integrate this Chern form
on any surface Σ of the BZ, and on a closed surface the result is always an
integer (which, for example, is trivially zero if the surface is contractible).
A general 3D insulator is characterized by three Chern numbers C l, l ∈
{1, 2, 3} [42, 12]. They are three dimensionless integer numbers obtained
by integrating the Chern form over the three 2D tori Θl defined as the
Brillouin zone points with the reduce l−coordinate equal to zero (that is, in
the reciprocal lattice basis {bl} the l−coordinate is zero):
Θl ≡
{
k =
∑
l
ql bl ∈ BZ : ql = 0
}
(3.126a)
C l ≡ 1
2
∑
a,b
∮
Θl
cab dS
ab (3.126b)
As these numbers must be integer because of topological arguments it is easy
to convince ourselves that the same number C l is obtained by integrating the
Chern form on a different 2D-torus obtained by fixing the reduced l-coordinate
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on any other value λ 6= 0:
Θl(λ) ≡
{
k =
∑
l
ql bl ∈ BZ : ql = λ
}
(3.127)
C l(λ) ≡ 1
2
∑
a,b
∮
Θl(λ)
cab dS
ab =
∑
a,b
1
2
∮
Θl
cab dS
ab = C l (3.128)
that is why we define just three invariants.
The three Chern numbers Cl are topologically protected numbers, quan-
tized in integer values, which characterize the insulating phase. They cannot
vary for continuous perturbations as long as the system remains an insulator
(that is the associated vector bundle remains well defined). So they identify a
robust phase and in order to make a phase transition it is necessary to pass
through a conducting state.
All the insulating states can be divided into two families, depending on
whether the relative Chern numbers are all equal to zero or not. Conventional
insulators (included the vacuum) belong to the first family. Insulators with
at least a Chern number different form zero are called Chern insulators.
They are very exotic materials which exhibit properties in a middle ground
between insulators and metals. In fact they are insulators in the bulk but
their surfaces are metallic as a result of topological protected chiral surface
states crossing the Fermi energy and decaying exponentially into the bulk. So
the conductivity tensor σij is different from zero, but only on the off-diagonal
(dissipationless) elements, with a quantized value. In fact Chern insulators
exhibit an anomalous quantum Hall effect, that is an intrinsic quantum Hall
effect in absence of any external magnetic field. Their properties between an
ordinary insulator and a metal reflects also in the fact that it is impossible
to construct exponentially localized Wannier functions for them [12] but
nevertheless, like ordinary insulators, the one-particle density matrix decays
exponentially in the interior [69], and the localization measure [56, 37] is
finite [69]. The basic theory of Chern insulators was formulated in the 1980s,
and since then many theoretical studies have been performed on this subject.
Nevertheless, even thought it is relatively easy to design theoretical models of
Chern insulators[22, 15], it is only recently that they have been experimentally
observed for the first time [13].
To recover the precise relation between the antisymmetric part of the
conductivity tensor σAij and the Chern numbers we use the Kubo formula (C.23)
and write the antisymmetric conductivity tensor in cartesian coordinates as:
σAij = −
e2
h(2pi)d−2
Cij (3.129)
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where d indicates the system dimensions and with:
Cij ≡ i
2pi
∑
p∈occ
∫
BZ
dk
[〈∂iuk,p|∂juk,p〉 − 〈∂juk,p|∂iuk,q〉] (3.130a)
= − 1
pi
Im
∫
BZ
dk 〈∂iuk,p|∂juk,p〉 (3.130b)
where, as usual, we used the notation ∂i ≡ ∂/∂ki.
For a 3D system it is customary to consider the pseudo-vectors σh, Ch
obtained from the 2-forms σij, Cij by a contraction with the totally antisym-
metric Levi-Civita pseudotensor abc:
σh =
1
2
hijσAij
Ch = 1
2
hijCij
⇔

σAij = hijσ
h
Cij = hijCh
(3.131)
and to write:
σh = − e
2
2pih
Ch (3.132)
or, in explicit vector notation:
σ ≡ σi ei (3.133)
C ≡ Ci ei (3.134)
σ = − e
2
2pih
C (3.135)
where {ei} are the euclidean cartesian versors. The pseudo-vector C can be
written in a very condensed fashion by using the vector-product notation (see
appendix A for the notation):
C = i
2pi
∑
p∈occ
∫
BZ
dk 〈∂kuk,p| × |∂kuk,p〉 (3.136a)
= − 1
2pi
Im
∑
p∈occ
∫
BZ
dk 〈∂kuk,p| × |∂kuk,p〉 (3.136b)
The relation between the antisymmetric part of the conductivity and the
Chern numbers comes from the fact that C is quantized in reciprocal lattice
vectors units and its reduced coordinates are the Chern numbers C l:
C =
∑
l
C l bl C
l =
1
2
∑
a,b
∫
Θl
cab dS
ab ∈ Z (3.137)
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so C is a topological invariant, equivalent to the Chern numbers, which mark
out the Chern character of an insulating phase and is quantized in reciprocal
lattice units. It is called the Chern invariant of an insulator.
a3
b1
b2
b3
θ
Θ3(q3)
BZ
Figure 3.1: Slice  3(q3) of the 3D Brillouin zone
To demonstrate (3.137) we make a change of variable in the integral (3.130)
defining the Chern invariant (in cartesian coordinates):
Cij =
Z
BZ
cij d3k (3.138)
For example, if θ is the angle between a3 and b3 (fa i g being the R basis):
cos θ =
a3  b3
ja3jjb3j =
2pi
ja3jjb 3j (3.139)
we can write (see figure 3.1):
Z
BZ
dV = cos θ
Z jb 3 j
0
dq3
Z
(q 3 )
dS (3.140)
= cos θ jb3j
Z 1
0
dλ
Z
()
dS (3.141)
=
2pi
ja3j
Z 1
0
dλ
Z
()
dS (3.142)
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where dV = d3k and dS = d2k are, respectively, the elementary euclidean vol-
ume and surface elements. Then it is (sum over repeated indices understood):
C · a3 = Cha3h
=
1
2
hijCija3h
=
1
2
hija3
h
∫
BZ
d3k cij
= 2pi
∫ 1
0
dλ
1
2
∫
Θ3(λ)
d2k
ah3
|a3|hij c
ij
= 2pi
∫ 1
0
dλ
1
2
∫
Θ3(λ)
dSijc
ij
= 2pi
∫ 1
0
dλC 3
= 2pi C 3
So in general
C · ai = 2piCi =
(∑
l
C lbl
)
· ai =⇒ C =
∑
l
C lbl (3.143)
For a 2D insulator we have only one Chern number C given by the integral
of the first Chern form over the entire Brillouin Zone:
C ≡
∑
a<b
∫
BZ
cab dS
ab (3.144)
=
∫
BZ
c12 d
2k (3.145)
= C12 (3.146)
where in the second line we used cartesian coordinates. Its relation with the
transverse conductivity σA12 is:
σA12 = −
e2
h
C12 (3.147)
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To use a 3D notation we set:

A
12   H (3.148)

A
23 = 
A
13 = 0 (3.149)
that is:
 =  H e3
and
C12 = C  C (3.150)
C23 = C13 = 0 (3.151)
so that:
C = Ce3
Then we can write in general:
 =  
e2
(2 )d 2 hC (3.152)
Notice that, in spite of the common notation, the right-hand side and left-
hand side of this equation have different physical dimensions in the 2D and
3D cases.
3.7 Average formula
The formula (3.136) defining the Chern invariant for a crystal insulator lives in
the k-space, as it consider an infinite system (that is a finite system with PBCs
in thermodynamic limit) in Zak representation, and it is global as it considers
the total system as a whole (there is no possibility to make any local analysis).
The aim of this chapter is to find a more general approach to this topological
invariant that allows us to make a real-space, local analysis of the Chern
character of with any system and any kind of boundary condition (PBCs and
OBCs as well). To this end we will use two fundamental ingredients. The
first one is the average formula which we present in this section.
Let us consider an operator Aˆ commuting with the lattice translations of
a crystal [TˆR; Aˆ ] = 0. As usual we take into account a finite size crystal with
periodic boundary conditions on a sup-lattice RM  R whose unit cell MUC
is N times bigger the the R unit cell UC:
Vmuc = N Vuc (3.153)
68 Chern invariant as a local quantity
and we also consider the infinite crystal obtained from it in the thermodynamic
limit by letting N go to infinity (thermodynamic limit). For Aˆ we consider
its Bloch matrix representation A(k) in a generic Bloch gauge |ϕk,n〉. The
same matrix represents the Zak transformed operator A˜(k):
A˜(k) ≡ τˆk Aˆ τˆ †k (3.154)
in the basis set |uk,n〉 = τˆk |ϕk,n〉. A change of gauge by means of a unitary
matrix U(k) produces a unitary transformation of the Bloch representation
matrices:
A(k) −→ A′(k) = U(k)† A(k)U(k) (3.155)
As the trace of an operator can be computed on any basis set, for a finite
size system with PBCs by using a Bloch basis set we can write:
1
Vmuc Tr
[
Aˆ
]
=
1
Vmuc
∑
k
Tr[ A(k)
]
(3.156)
Now we consider the thermodynamic limit of this formula. By remembering
that the k-point density with the BVK condition is Vmuc/(2pi)d, in the infinite
crystal limit is:
1
Vmuc
∑
k
TL−−→
∫
dk
(2pi)d
(3.157)
so we obtain:
1
Vmuc Tr
[
Aˆ
]
TL−−→
∫
BZ
dk
(2pi)d
Tr
[
A(k)
]
(3.158)
This is the average formula we need. The integrand on the right-hand side is
gauge invariant on each k point as in a change of gauge the matrix makes a
unitary transformation (3.155) which keeps the trace fixed. In fact we can
write that same formula in a operator, manifestly gauge-invariant, form by
using the Zak representation (which is the representation we use for an infinite
crystal):
1
Vmuc Tr
[
Aˆ
]
TL−−→
∫
BZ
dk
(2pi)d
Tr
[
A˜(k)
]
(3.159)
Anyway, in order to explicitly calculate the integral, it is useful in practice to
consider the formula (3.158) and remember that we can select, point by point,
a different gauge. This is necessary when we can cover the entire Brillouin
zone only with patches of different gauges for which we know the Bloch matrix
expression.
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3.8 The operators rˆP and rˆQ
We already observed the thorny role of the position operator rˆ in the context
of systems with lattice periodicity [8, 51]. In fact in an infinite crystal this
operator does not commute with the lattice translations, so it cannot be
a true physical observable, and for a finite system with PBCs it is even ill
defined.
This problem can be, in a sense, cured by “sandwiching” rˆ between the
two projections P and Q, respectively over the occupied and empty space,
and defining the two operators:
rˆP ≡ P rˆQ (3.160a)
rˆQ ≡ QrˆP (3.160b)
rˆ†P = rˆQ (3.160c)
In fact, for example:
TRrˆP = TR(P rˆQ) (3.161a)
= PTRrˆQ (3.161b)
= P(rˆ−R)TRQ (3.161c)
= P(rˆ−R)QTR (3.161d)
= (P rˆQ−RPQ)TR (3.161e)
= rˆPTR (3.161f)
where in the second to last line we used the fact that P and Q are two
orthogonal projections. So rˆP and rˆQ are well defined even with PBCs and
by using them we can build physical observables for crystals.
The operators rˆP and rˆQ are the second ingredient, besides the average
formula of the previous section, we need to find a real-space local formula for
the Chern Invariant. An extensive discussion about operators of this form
can be found, for example, in [40]. Here we want to show some properties of
these operators which will be relevant for the following considerations.
As we saw, at variance with rˆ, the operators rˆP and rˆQ commute with
the lattice translations. But for a crystalline insulator in its ground-state
(T = 0) these operators are, like rˆ, local in space, in a sense that will be
clear in a while. At the root of this property there is the fact that for
a crystalline system the ground-state projection P coincides with the one-
particle density matrix Γˆ, a quantity whose decay in the real space is a
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fundamental property of all the electronic systems and is closely connected
to the electron localization. The density matrix decay was first studied by
W.Kohn for one-dimensional insulators [32], and many others have investigated
this topic thereafter [24, 56, 54, 65, 60, 66, 69, 32]. The common result is
that, for (normal and Chern) insulators in their ground-state the one-particle
density matrix decays exponentially with distance:
Γˆ(r, r′) ≡
〈
r
∣∣∣ Γˆ ∣∣∣ r′〉 ∼ e−α|r−r′| for |r− r′| −→ +∞ (3.162)
As P = Γˆ and Q = 1− P we have that in:
〈r | PrQ | r′〉 =
∫
dr′′P(r, r′′)r′′Q(r′′, r′) (3.163)
= P(r, r′)r′ −
∫
dr′′P(r, r′′)r′′P(r′′, r′) (3.164)
the first term on the right hand side obviously decays (quasi-)exponentially
with |r− r′| (i.e. like an exponential times a polynomial), and also the second
one does so, since it is the integral, in the variable r′′, of r′′ itself and the
two functions P(r, r′′) and P(r′′, r′) respectively centered at r and r′ and
exponentially vanishing away from it. So we conclude that:
〈r | rˆP | r′〉 ∼ e−α1|r−r′| for |r− r′| → +∞ (3.165)
〈r | rˆQ | r′〉 ∼ e−α2|r−r′| for |r− r′| → +∞ (3.166)
As rˆP and rˆQ are observables commuting with lattice translations we can
find their matrices in a Bloch representation, which we indicate respectively
with rP(k) and rQ(k) (from now on we will not use the superscript “b” on the
Bloch representation matrices). From the definition, as we have projections
over the occupied and empty states, in a gap-compatible gauge is:
a /∈ occ
or
b ∈ occ
 =⇒ [rP(k)]ab = 0 (3.167)
a ∈ occ
or
b /∈ occ
 =⇒ [rQ(k)]ab = 0 (3.168)
We are interested in finding the other matrix elements in the thermodynamic
limit when the gauge is gap-compatible and regular in k.
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By “bracketing” the relation
vˆ =
1
i~
[rˆ, Hˆ] (3.169)
with P and Q, and by using the fact that:
P2 = P (3.170a)
Q2 = Q (3.170b)
P +Q = 1 (3.170c)
PQ = QP = 0 (3.170d)
[Hˆ,P ] = 0 (3.170e)
[Hˆ,Q] = 0 (3.170f)
we obtain:
PvˆQ = 1
i~
(
P rˆHˆQ − PHˆrˆQ
)
(3.171)
=
1
i~
(
P rˆ(P +Q)HˆQ − PHˆ(P +Q)rˆQ
)
(3.172)
=
1
i~
(
rˆP(QHˆQ)− (PHˆP)rˆP
)
(3.173)
which we synthetically write as:
vˆP = FˆP (3.174)
where:
vˆP ≡ PvˆQ (3.175)
FˆP ≡ 1
i~
(
rˆP(QHˆQ)− (PHˆP)rˆP
)
(3.176)
Now we consider the matrix Bloch representation of these two operators in a
Hamiltonian, regular gauge. The matrix FP(k) representing FˆP is:[
FP(k)
]a
b
= δa(k)<F δb(k)>F
b(k)− a(k)
i~
[
rP(k)
]a
b
(3.177)
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With regard to the operator vˆP , we consider its Zak representation v˜P(k)
and: [
vP(k)
]a
b
= 〈uk,a | v˜P(k) |uk,b〉 (3.178a)
= δa(k)<Fδb(k)>F 〈uk,a | v˜(k) |uk,b〉 (3.178b)
= δa(k)<Fδb(k)>F
1
~
〈
uk,a
∣∣∣ ∂kH˜(k) ∣∣∣uk,b〉 (3.178c)
= δa(k)<Fδb(k)>F
b(k)− a(k)
~
〈uk,a | ∂kuk,b〉 (3.178d)
where, in the last line, we used the result in appendix B. As the two matrices
F(k) and v(k) must be equal, by using the results (3.177) and (3.178), and
formula (3.167) we obtain:[
rP(k)
]a
b
= δa(k)<F δb(k)>F i 〈uk,a | ∂kuk,b〉 (3.179)
Similarly: [
rQ(k)
]a
b
= δa(k)>F δb(k)<F i 〈uk,a | ∂kuk,b〉 (3.180)
These relations are for a Hamiltonian gauge which in the thermodynamic
limit is regular with respect to the k-vectors. As we know, by considering a
unitary matrix U(k) and the gauge transformation:
|ϕk,n〉 −→ |ϕ′k,n〉 = |ϕk,m〉
[
U(k)
]m
n
(3.181)
|uk,n〉 −→ |u′k,n〉 = |uk,m〉
[
U(k)
]m
n
(3.182)[
U(k)
]m
n
≡ 〈ϕk,m |ϕk,n〉 = 〈uk,m |uk,n〉 (3.183)
it is:
rP(k) −→ r′P(k) = U†(k) rP(k)U(k) (3.184)
rQ(k) −→ r′Q(k) = U†(k) rQ(k)U(k) (3.185)
If the gauge transform is gap-compatible (i.e. it does not mix occupied and
empty states):
U(k) = Uocc(k)⊕ Uemp(k) (3.186)
and it is regular with respect to k, it is easy to see that the matrices rP(k)
and rQ(k) representing, respectively, the operators rˆP and rˆQ have the same
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form. So the general expression for the matrices representing the operators
rˆP and rˆQ in a gap-compatible and regular gauge are:
h
r P (k)
i a
b
=  a2occ  b=2occ i huk;a j @k uk;b i (3.187)
h
r Q(k)
i a
b
=  a=2occ  b2occ i huk;a j @k uk;b i (3.188)
3.9 Chern invariant in r-space
Now we have the ingredients to turn the k-space formula defining the Chern
invariant for an infinite crystal:
C = i
2
X
p2occ
Z
BZ
dk h@k up j  j @k upi (3.189)
into an equivalent expression to be used in the real space for finite-size crystals
with PBCs. As we will see in the next section this new formula is, in a sense,
more general than the original one, as it can be generalized to different
boundary conditions and non crystalline systems.
In order to find this formula we start from the k-space definition of the
Chern invariant which in the equivalent two-indices formalism is written as:
Cij   
1

Im
X
p2occ
Z
BZ
dk h@i uk;p j @j uk ;pi (3.190a)
=  
1

Im
X
p2occ
X
q =2occ
Z
BZ
dk h@i uk;p j uk;q i huk;q j @j uk;p i (3.190b)
=
1

Im
X
p2occ
X
q =2occ
Z
BZ
dk huk;p j @i uk;q i huk;q j @j uk;p i (3.190c)
where, as usual, in the second to last line we first inserted a set of complete
states (for the R -periodic functions) and then we threw away the null part;
and in the last line we used the orthonormality condition huk;p juk;q i =  p;q.
This expression is written in a gap-compatible and regular gauge. In the
previous section we found the expression of the Bloch matrices r P (k) and
r Q(k) representing the operators rˆP and rˆQ in the same kind of gauge:
h
r P (k)
i a
b
=  a2occ  b=2occ i hua j @k ubi (3.191)
h
r Q(k)
i a
b
=  a=2occ  b2occ i hua j @k ubi (3.192)
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so we have the gauge invariant formula:
Cij = − 1
pi
Im
∫
BZ
dk Tr[riP r
j
Q] (3.193)
= − 1
pi
Im
∫
BZ
dk Tr[r˜iP r˜
j
Q] (3.194)
where in the second line we used a tilde to indicate with r˜iP and r˜
i
Q the Zak
operators relative to rˆiP and rˆ
i
Q. We can equivalently write:
Cij = − 1
pi
Im
∑
p∈occ
∑
q /∈occ
∫
BZ
dk 〈∂iuk,p |uk,q〉 〈uk,q | ∂juk,p〉 (3.195a)
=
1
pi
Im
∑
p∈occ
∑
q /∈occ
∫
BZ
dk 〈∂iuk,p |uk,q〉 〈∂juk,q |uk,p〉 (3.195b)
= − 1
pi
Im
∑
p∈occ
∑
q /∈occ
∫
BZ
dk 〈uk,q | ∂iuk,p〉 〈uk,p | ∂juk,q〉 (3.195c)
= +
1
pi
Im
∫
BZ
dk Tr[riQ r
j
P ] (3.195d)
= +
1
pi
Im
∫
BZ
dk Tr[r˜iQ r˜
j
P ] (3.195e)
So, to conclude, in vector notation is (cfr. appendix A):
C = + i
2pi
∫
BZ
dk Tr[r˜P × r˜Q] = − i
2pi
∫
BZ
dk Tr[r˜Q × r˜P ] (3.196)
Now we exploit the average formula (3.159) to express this result as the
thermodynamic limit of a trace formula with the original operators rˆP and rˆQ
(not their Zak representation in the reciprocal space) for a finite size crystal
in a macroscopic cell of volume Vmuc and with PBCs:
C TL= +i(2pi)
d−1
Vmuc Tr[rˆP × rˆQ] = −i
(2pi)d−1
Vmuc Tr[rˆQ × rˆP ] (3.197)
where the symbol
TL
= indicates that the equality holds in the thermodynamic
limit. Motivated by these two relations we define the Chern marker (CM)
operator:
Cˆ ≡ i
2
(2pi)d−1
[
rˆP × rˆQ − rˆQ × rˆP
]
(3.198)
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where we mixed the two equivalent expressions in (3.197). In fact as far as
we consider the trace they return the same result but in principle they are
two different operators.
The Chern marker Cˆ is a self-adjoint operator which commutes with the
lattice translations:
Cˆy = Cˆ (3.199)
[Cˆ; TˆR ] = 0 (3.200)
By using the CM we can recast the formula (3.197) in this fashion:
C T L= 1Vmuc
Tr
[
Cˆ
]
(3.201)
so the Chern invariant is the thermodynamic limit of the CM trace on a
finite size system in PBCs. We can explicitly write this trace in the position
representation (i.e. Schro¨dinger representation) as:
C T L= 1Vmuc
∫
muc
C(r) dr =
〈
C
〉
muc
(3.202)
where:
C(r) 
〈
r
∣∣∣ Cˆ ∣∣∣ r〉 (3.203)
is the local Chern marker (LCM) function. As Cˆ commutes with TˆR the LCM
function has the lattice periodicity:
C(r + R) = C(r) 8R 2 R (3.204)
So the C(r) average can be equivalently performed just over a unit cell (UC)
(or any integer number of unit cells) and from formula (3.202) we can also
write:
C T L=
〈
C
〉
uc
(3.205)
The formula (3.202) is the real-space formula for the Chern invariant we were
looking for. At this moment it has to be used exclusively with PBCs. In the
next section we will see how to use it in order to define, in a natural way, a
local formula independent from the boundary conditions adopted.
3.10 Local formula for the Chern invariant
In the previous section we expressed the crystalline insulator Chern invariant
as the thermodynamic limit of a trace formula for finite systems in PBCs. By
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writing it in the position representation we obtained a real-space formula.
1
Vtot Tr
[
Cˆ
]
=
〈
C
〉
tot
TL
= C PBCs (3.206)
where Vtot is the system volume.
As we have a formula for finite systems in PBCs it would be tantalizing
to try using it for finite systems in OBCs as well. Unfortunately this naive
approach does not return the correct result. In fact as far as we are in
OBCs, and not in PBCs, the position operator is well defined in the ambient
space even if it is not inserted between the projectors P and Q. Then, by
substituting Q = 1− P , we equivalently have:
rˆiP rˆ
j
Q − rˆjP rˆiQ = P [rˆi, rˆj]P − [P rˆiP ,P rˆjP ] (3.207)
= −[P rˆiP ,P rˆjP ] (3.208)
which in vector notation we can simply write as:
rˆP × rˆQ = −(P rˆP)× (P rˆP) (3.209)
Similarly, by substituting P = 1−Q, we obtain:
rˆiQrˆ
j
P − rˆjQrˆiP = Q[rˆi, rˆj]Q− [QrˆiQ,QrˆjQ] (3.210)
= [QrˆiQ,QrˆjQ] (3.211)
that is:
rˆQ × rˆP = (QrˆQ)× (QrˆQ) (3.212)
Now we exploit the cyclic invariance of trace to conclude that the two
operators (3.209) and (3.212) have zero trace and we obtain:〈
C
〉
tot
=
1
Vtot Tr
[
Cˆ
]
= 0 OBCs (3.213)
at every finite size.
The conclusion is that formula (3.206) can be used to obtain the Chern
invariant of a system in thermodynamic limit only if we adopt PBCs for
the finite size samples, as with OBCs we have always a zero result. This is
reasonable: the Chern invariant is related to the twist of the vector bundle
associated to the system in its kb-space Zak representation. If the system
has open boundary conditions we lose this connection since we do not have
any twisted vector bundle anymore. Infact, strictly speaking, at any finite
size a system with OBCs is not a crystal since it does not have any lattice
3.10 Local formula for the Chern invariant 77
translations symmetry. Nonetheless, the real systems in nature have finite
size with open boundary conditions and PBCs are an artifact used just to
preserve the lattice translation symmetry. So it should be possible to recover
any physical measurable quantity by using OBCS. In fact this goal can be
reached by looking at the PBCs formula from a slightly different point of
view.
When we set open boundary conditions we essentially allow the system to
exhibit boundary effects, whereas they are absent by definition in a system
with periodic boundary conditions. For a system in a Chern insulating phase,
the LCM spatial average returns a value different from zero in PBCs (the
Chern number), whereas in OBCs the result in invariably zero. The boundary
effects are responsible for that and we would like to throw away the boundary
effects and extract the pure bulk character of the local Chern marker average
even when we adopt OBCs.
In order to understand how to obtain this result we start partitioning, in
a qualitative way, the average formula as the sum of a bulk contribution and
a boundary contribution:〈
C
〉
tot
=
1
Vtot
∫
bulk
C(r) dr +
1
Vtot
∫
boun
C(r) dr (3.214)
which in the thermodynamic limit we can also write as:〈
C
〉
tot
=
〈
C
〉
bulk
+
1
Vtot
∫
boun
C(r) dr (3.215)
In PBCs the boundary part can be neglected in the thermodynamic limit, as
the local Chern marker is homogeneous over the finite crystallite. In fact, as
we saw in the previous section, with PBCs the LCM has the lattice periodicity
since it comes from an operator which commutes with lattice translations. As
a consequence it is: ∫
boun
C(r) dr∫
bulk
C(r) dr
TL' O(L−1) (3.216)
where L is the linear dimension of the system; and at every finite size the
total average can be equivalently performed just over a unit cell:〈
C
〉
tot
=
〈
C
〉
uc
(3.217)
Now we pass to OBCs. In this case, as we said, there are boundary effects.
Now we exploit a central property of the operators rˆP , rˆQ: their local space
character. As for an insulator in its ground state the two-point functions:
rP(r, r′) ≡ 〈r | rP | r′〉 rQ(r, r′) ≡ 〈r | rQ | r′〉 (3.218)
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decay exponentially with jr   r0j, we expect that the value of C(r) in a point
is only affected by what happens in a small region around it (a region with
size of the order of the P(r; r0) decay length). In particular, its average in the
bulk is not affected by what happens on the boundary of the system if the
system is big enough. So in OBCs we expect that the boundary effects are
confined to the value of C(r) on the boundary and that in the bulk its value
remains the same. So, regardless of the boundary conditions adopted, the
bulk average of C(r) (in particular its average over a unit cell in the bulk)
has the same value equal to the Chern invariant of the crystal. So we state
that in OBCs is:
D
C
E
tot
= 0 (OBCs) (3.219)
D
C
E
bulk
T L
= C (OBCs/PBCs) (3.220)
where the zero value of the total average is due to boundary effects which affect
the value of C(r) on the boundary (and only there). In fact, from (3.219), (3.220)
and (3.214) we obtain:
C(r)jboun
T L
’  C O(L) (OBCs) (3.221)
that is C(r) has an “extensive” contribution on the edge.
In summary, the real space formula for the Chern invariant of a crystal
insulator is:
C T L=
D
C
E
bulk
(3.222)
regardless of the boundary conditions used (PBCs or OBCs). This formula
is local as it is the average of a local function. As we said, at this level it is
irrelevant whether we perform the bulk trace just over a unit cell or a bigger
portion, since the system is a crystallite cut from the bulk of a crystal. The
choice just influences the converge rate towards the Chern invariant limit,
since the smaller is the average region the lesser it is influenced by boundary
effects and so the faster is the convergence towards the thermodynamic limit.
In the formula (3.222) we have the macroscopic average of a function C(r)
which, in turn, is the position average value of the Hermitian operator Cˆ. So
we turned the Chern invariant concept, strictly based on a reciprocal space
formula for crystals in the infinite limit, into a more conventional picture
based on the position average value of a quantum mechanical operator, in
principle definable for any kind of system and with any kind of boundary
conditions.
In fact, the Chern marker and local Chern marker concepts are readily
generalizable to non crystalline systems simply by applying the definitions.
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So for a general system we define the Chern marker Hermitian operator:
Cˆ ≡ (2pi)d−1 i
2
[
rˆP × rˆQ − rˆQ × rˆP
]
(3.223)
and its average position value, the local Chern marker:
C(r) ≡ 〈r|Cˆ|r〉 (3.224)
Moreover, according to a well established procedure (cfr. [27]), we define the
local Chern invariant C(r) by considering the macroscopic average in the
space of C(r) through the convolution with a test function F (r):
C(r) ≡
〈
C
〉
≡
∫
C(r′)F (r− r′) dr′ (3.225)
where F (r) is real, nonnegative, spherically symmetric (in order to avoid
biased directions) and different from zero in a neighborhood of r = 0 of size –
the average scale – much bigger than, for example, the molecular scale but
smaller than the macroscopic scale.
The definition of the local Chern invariant (LCI) is the main result of
this chapter. We have shown that a local Chern marker can be defined for a
generic quantum system and its macroscopic average defines a local Chern
invariant r-space function C(r) which is a generalization of the crystal Chern
invariant C. In fact, in the crystalline case (a finite crystallite cut from the
bulk) C(r) in the bulk is uniform (with extensive contributions on the edge
if realistic OBCs are adopted) and its value coincides with the usual crystal
Chern invariant C. But it can be also applied to non-crystalline systems. In
fact there are two relevant non periodic cases that we want to analyze and
which shows the meaningfulness of local Chern invariant concept.
First we consider a crystal with microscopic disorder. In this case the
translation symmetry is broken so in principle we cannot apply the conven-
tional CI definition. Nonetheless, we know that the Chern invariant is a
topologically protected quantity which is robust against perturbations. In the
conventional k-space approach this is observed by verifying that a supercell of
the pristine crystal plus some impurities has the same Chern invariant than
the pristine system.
We claim that our local Chern invariant formula can be used to have a
direct realization of this robustness principle in the real space. In fact starting
from a crystal we have a LCM which in the thermodynamic limit is, in the
bulk, periodic with respect to the lattice and whose macroscopic (unit cell)
average in the bulk returns the CI. When we add disorder the LCM value
changes point by point but we expect that its macroscopic average, on an
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opportune scale, is robust against the perturbation and so it remains equal
to the pristine crystal CI. The LCM can be also used to analyze how big the
average scale must be, with respect to the disorder introduced, in order to
recover the pristine CI.
The second relevant case is a system which is macroscopically inhomoge-
neous, for example a system obtained by joining different macroscopic crystals.
In this case, since the Chern marker is a local quantity, we expect that C(r)
in different regions of the system retains its meaning and is able to detect the
different topological Chern characters of the various zones which compose the
system. This is a distinctive feature of our local formula which obviously is
totally absent in the conventional k-space approach.
We conclude this section by noticing that the local formula for the CI also
answers a very fundamental question. A reciprocal space formula is based on
the totally delocalized Bloch functions so it considers, by construction, the
total system as a whole and there is no possibility to carry out the analysis
only on a delimited portion of the real space. But, by using the words of
a seminal paper by W. Kohn [31], for an insulator in its ground state the
electrons are “nearsighted” in the bulk, that is one electron is influenced by
the environment only on short distances. So, according to a suggestive picture,
an hypothetic microscopic “Maxwell daemon” placed in a crystal should be
able to detect the topological insulating phase – if it is normal or Chern and
what is the Chern invariant vector – just by considering what happens in a
small neighborhood around him . The local formula for the CI shows that
this is possible, indeed: the Chern invariant can be found by averaging a
local function C(r) (local as it is defined by means of local operators) on a
small portion of the space whose dimensions are comparable with the typical
distance |r− r′| at which P(r, r′) starts to be considered equal to zero.
In order to validate our definitions and conclusions about the local Chern
invariant we performed several numerical simulations. In the next section we
will show some results.
3.11 Numerical Results
For simplicity’s sake we limit our numerical analysis to a 2D system and the
Chern number and, to this end, we use a celebrated tight-binding toy model
conceived by F. D. M. Haldane [22]. The Haldane’s model is a 2D, 2-band,
tight-binding system on a honeycomb lattice and two sites on each cell. It
has a staggered on-site energy ±∆, a real first neighbor hopping t1, and a
complex second neighbor hopping t2 e
±iφ used to simulate a magnetic field
different from zero but macroscopically null on a unit cell. The role of this
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staggered magnetic field is to break the time-reversal symmetry. More details
about the Haldane’s model are in the appendix F.
In our simulation we fixed the values of the parameters t1 = 1 and t2 = 1/3,
and in the Fig. 3.2 it is shown the relative phase diagram of the Haldane
model with respect to the remaining two free parameters. The black lines are
metallic states. They separate insulating states with Chern number equal to
0, +1 and −1. On the phase diagram are also marked points and lines which
refer to the specific phases used in the numerical simulations.
Figure 3.2: Points and lines marked on the phase diagram will be relevant for
the subsequent plots. (φ/pi,∆/t2) values for the points marked:
(a)=(0.10, 5.50), (b)=(0.10, 3.67), (c)=(0.40, 3.67), (d)=(0.40,−3.67),
(e)=(−0.55,−2.00)
The system used in our tests is a finite size flake cut from the bulk of an
(infinite) Haldane crystal. In Fig. 3.3 it is shown a typical flake and it is also
plotted an horizontal line along which the subsequent 1D plots have been
performed.
The first numerical test on the Haldane flake is about the decaying
properties of the one particle density matrix P(r, r′). In this figure we have
heat maps of |P(r0, r)| for r over the sites of the flake and r0 fixed in different
positions (edge and bulk). For the Haldane system we selected three different
points on the phase diagram corresponding to a normal insulator state (C = 0),
a Chern insulator state (C = 1) and a metallic state.
The numerical results support the conclusions already present in litera-
ture [69]. In Fig. 3.4 we can see the absolute value of the one particle density
matrix |P(r0, r)| for a normal insulator, with r0 fixed in the bulk (3.7a) and
on the edge (3.7b) of the flake. In both cases the exponential decay with the
distance is evident.
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Figure 3.3: The typical flake used in our simulations. It is rectangular and com-
prised of 2500 sites. All the subsequent one-dimensional plots are along
the 50 sites on the depicted horizontal line, with the origin in the
middle point.
In Fig. 3.5 we have the same kind of plots but for a phase close to the
metallic one. Now the density matrix decay it is much slower (it follows a
power-law [69]).
Finally, in Fig. 3.6 we consider a Chern insulating state. We clearly
see the peculiar character of Chern insulators, in a middle ground between
conventional insulators and metals. In fact in the bulk Chern insulators are
like normal insulators and the density matrix still decays exponentially with
the distance (3.6a). But if we fix one entry of the density matrix on the edge
we observe an exponential decay towards the bulk and a metallic power-law
decay on the edge (3.6b). In fact this is related to the existence of metallic
edge states which decay exponentially in the bulk, a hallmark of the Chern
insulators.
Now let us analyze the local Chern marker and the local Chern invariant
by showing plots of 〈C〉i along the line depicted in Fig. 3.3, where 〈C〉i is
the (dimensionless) averaged LCM over the zone relative to the lattice site i ,
whose area is one half of the unit cell area (see appendix D for some comments
about this). We consider the Haldane’s flake in the phases represented by the
points and line of the Fig. 3.2
First we consider an homogeneous flake in a normal insulating phase and
in a Chern insulating phase, respectively indicated by the points (b) and
(c). We expect that by averaging the local Chern marker on a unit cell in
the bulk we obtain the correct Chern number. The plots in Fig. 3.7 confirm
that. Interestingly, the local Chern marker is constant and equal to the Chern
number on all the sites in the bulk, whereas in general only its average value
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(a) r0 in the centre.
(b) r0 on the edge.
Figure 3.4: |P(r0, r)| for a normal insulator: ∆/t2 = 3.67, φ = 0.1pi
on the two unit cell sites has to do so: this is probably a side effect of the
peculiar symmetries of the Haldane Model.
Moreover, the figures confirm that on the edge of the system the LCM
has a different behavior with respect to the bulk. In fact, as explained in the
previous section (see formula (3.221)) on the boundary the LCM must return
a contribution which goes like −C L, where L is the typical linear dimension
of the system, as the average of LCM over the total system must always
return, in OBCs, a zero result and so the edge must compensate the bulk
contribution which goes like C Ld−1. Other numerical simulations confirm this
trend.
As the total average must be always zero, in both Chern and Normal
insulating state, a phase transition between these two phases shows a sort of
modification in the LCM distribution, its sum remaining constant. We can
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(a) r0 in the centre.
(b) r0 on the edge.
Figure 3.5: |P(r0, r)| for a metal: ∆/t2 = 3.67, φ = 0.25pi
see how this works in the Haldane case by having a look at the heat map of
Fig. 3.8
Having numerically checked that the local Chern number (LCN) returns
the correct value for a homogeneous sample, let us analyze the local character
of the Chern marker by considering a heterojunction of two different Haldane’s
crystals. As we explained in the previous section, the local Chern number is
expected to mantain its meaning and that it is able to identify the proper
Chern character of the different regions forming the flake. So we plot again
the local Chern marker averaged on the area sites along the horizontal line of
Fig. 3.3, but now for a flake obtained by joining (along the central vertical line)
two homogeneous halves relative to different phases. The result is in Fig. 3.9.
It confirms that in the bulk of each region the averaged local Chern marker,
i.e. the local Chern number, returns the correct value as it individuates the
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(a) r0 in the centre.
(b) r0 on the edge.
Figure 3.6: |P(r0, r)| for a Chern insulator: ∆/t2 = 3.67, φ = 0.45pi
Figure 3.7: Plots of 〈C〉i along the line in Fig. 3.3. Left-hand panel: homogeneous
system in the phase (b) of fig. 3.2. Right-hand panel: homogeneous
system in the phase (c). Notice the different scales.
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Chern phase of the crystal constituting that part. It is important to stress
that this is a non trivial result since the LCM is defined by means of quantities
which derive from eigenfunctions obtained by diagonalizing the Hamiltonian
of the whole flake. A perspicuous heat map of the normal-Chern insulator
heterojunction is shown in Fig. 3.9c.
Figure 3.9: Upper panels: plots of 〈C〉i along the line in Fig. 3.3. Left-hand panel:
Hamiltonian parameters as in (a) and (b) of fig. 3.2 respectively for
the left-hand and the right-hand half of the sample. Right-hand panel:
parameters as in (e) and in (c) for left-hand and the right-hand halves
of the sample. Lower panel: heat map of 〈C〉i for the heterojunction of
the two crystals in (b) and (c).
The last analysis concerns our ansatz about the meaning of the LCM and
LCN in case of microscopic disorder. To this end we introduce an Anderson-
type disorder[2] on a pure Haldane’s systems by choosing randomly (with
uniform distribution) the on-site energy according to the vertical lines on
the phase diagram of Fig. 3.2. The results shown in Fig. 3.10 confirm our
theoretical prediction: compared with the pure case, the local Chern marker
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fluctuates but its macroscopic average on an appropriate scale returns a local
Chern number which is equal, in the bulk, to the Chern number of the pristine
system. This conclude our tests about the local Chern maker and local Chern
number concepts.
Figure 3.10: Plot of 〈C〉i along the line in Fig. 3.3 for disordered systems (see text).
Left-hand panel: Disordered system along the line (a)-(b) in the phase
diagram, fig. 3.2. Right-hand panel: line (c)-(d). Notice the different
scales.
Chapter 4
Orbital magnetization as a
local quantity
A theory of orbital magnetization in solids is quite new [67]. Indeed, while
the calculation of the orbital magnetization in finite systems such as atoms
and molecules was straightforward, in extended systems or solids it has long
eluded calculations owing to the fact that the position operator is ill-defined
in such a context. This issue was solved with the birth of the “modern theory
of orbital magnetization” [68, 79] and its successive developments [15, 57],
when a new formula in the k-space, suitable for crystals, was found. This
formula also showed in a direct way the deep connection between the orbital
magnetization and the Chern invariant.
In this chapter we go one step further in the theory by furnishing a unifying
approach for the orbital magnetization of finite and extended systems at zero
temperature. As we will see the new formula, at variance with the previous
ones, is local in the real-space so it can be used for a local analysis of any
kind of system with any kind of boundary conditions. Obviously it contains
the two old formulas as particular cases.
In the first section we start from the elementary definition of the orbital
magnetization in the in-medium classical electromagnetism and we show the
main features and subtleties of the theory. In the following section we pass
to a thermodynamic analysis of the orbital magnetization in order to find
results which are useful for the subsequents developments. In the successive
two sections we carry out a full quantum mechanical analysis: first recovering
the usual OBCs formula and then expressing it in a local fashion. In the
subsequent section we explicitly demonstrate how to recover the existing global
k-space formula for PBCs as a particular case. The chapter is concluded by
a numerical section where the results of some simulations are shown in order
to validate the theoretical findings of the previous sections.
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4.1 Orbital magnetization: the definition
In order to introduce the elementary definition of the orbital magnetization
we start with a brief introduction of the in-medium classical electromagnetic
theory. The in-vacuum Maxwell equations for electromagnetism are:
∇ ·B = 0 (4.1)
∇× E + 1
c
∂B
∂t
= 0 (4.2)
∇ · E = 4pi ρtot (4.3)
∇×B− 1
c
∂E
∂t
=
4pi
c
jtot (4.4)
where the fundamental quantities are the (total) charge and current densities
ρtot, jtot and the fields E, B. When there are materials which carry charges
and currents generated by the interaction with the electromagnetic fields we
need an in-medium formulation of the electromagnetism.
According to the scheme introduced by A. H. Lorentz [34], we first consider
the spatial average of the in-vacuum Maxwell equations on the macroscopic
scale to obtain the same kind of equations but for the averaged fields and the
averaged sources; then we partition the microscopic charges and currents into
a “bound” part, localized on microscopic regions around atoms/molecules,
and a “free” part due to the electrons which can move freely in the material.
By exploiting the local character of the bound contribution the average
of the sources can be naturally arranged into two parts (see appendix G for
more details). One is made of the macroscopic charges and current densities,
ρexp and jexp, that we directly observe in the material: they are the explicit
sources of the in-medium equations for the macroscopic fields. The second
contribution, ρimp and jimp, arises from the macroscopic effects of the averaged
microscopic bound sources that we do not associate to an explicitly observed
distribution of charge and currents since the averaging process has smeared
out these microscopic details. This part is implicit as it does not appear in the
macroscopic equations as explicit sources. It interacts with the averaged fields
in an implicit way through the average microscopic electric and magnetic
dipoles densities, 〈p〉 and 〈m〉 which define, in this picture, respectively the
polarization P and the magnetization M fields. Thay are associated to the
averaged fields 〈E〉, 〈B〉 in order to define new macroscopic fields D, H which
are treated as variables in the macroscopic equations.
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To summarize, in this scheme the resulting in-medium Maxwell equations
are:
∇ · 〈B〉 = 0 (4.5)
∇× 〈E〉+ 1
c
∂〈B〉
∂t
= 0 (4.6)
∇ ·D = 4pi ρexp (4.7)
∇×H− 1
c
∂D
∂t
=
4pi
c
jexp (4.8)
where the new fields are defined by:
D ≡ 〈E〉+ 4piP (4.9)
H ≡ 〈B〉 − 4piM (4.10)
with
P ≡ 〈p〉 (4.11)
M ≡ 〈m〉 (4.12)
The polarization and magnetization fields depend on the implicit part of the
bound microscopic sources through the equations:
∇ · P = −ρimp (4.13)
c∇×M + ∂P
∂t
= jimp (4.14)
The Lorentz scheme is completed by giving constitutive relations which
connect the macroscopic fields D, H to 〈E〉, 〈B〉 and depend on the specific
material:
D = D[〈E〉, 〈B〉] (4.15)
H = H[〈E〉, 〈B〉] (4.16)
so that we have the same number of equations and variables and the problem
is, in principle, solvable.
Even if this scheme is, quite surprisingly, still offered in the best-known
and most celebrated treatises and text-books on the electromagnetic theory
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(for example [27]), it is not consistent and unsatisfactory [25]. First in this
approach the in-medium theory is by construction a macroscopic theory and
the polarization and magnetization fields are intrinsically macroscopic as
they are, by definition, the averages of microscopic densities whereas, instead,
P and M are also used at microscopic level in condensed matter. But the
principal reason to reject this approach is that it is incompatible with the
effective observations and measures. In fact at the root of this derivation
there is a separation of the microscopic sources in a free and bound part.
In the Lorentz approach (if we do not consider the spin) it is only from the
bound part that, by using the local character of these sources, we derive the
electric and magnetic dipole densities which are exploited to define P and M.
But, excluded some extreme cases, the polarization and magnetization fields
obtained in this way (that is, only from the recognized bound sources) do not
coincide with the measured ones neither it is possible to take into account also
the free electron as in this case we could not use the localization property in
the average process and the Lorentz derivation would not be correct anymore.
A formulation of the in-medium theory which does not suffer from the
above shortcomings can be obtained by proceeding in the opposite direction.
Precisely we start partitioning the total charge and current densities from
the very beginning as:
ρtot = ρexp + ρimp (4.17)
jtot = jexp + jimp (4.18)
where ρimp, jimp are sources which are implicit in the material response and
ρexp, jexp are charge and current density which we explicitly see in the material
and are distinct from the sources belonging to the medium. Then we postulate
the in-medium Maxwell equations with the explicit densities as sources:
∇ ·D = 4pi ρexp (4.19)
∇×H− 1
c
∂D
∂t
=
4pi
c
jexp (4.20)
where the new fields D and H are related to E and B through the constitutive
equations :
D = D[E,B] (4.21)
H = H[E,B] (4.22)
Notice that in the new scheme the two equations (4.19) and (4.20) must
be considered along with the two in-vacuum ones (4.1) and (4.2). They
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correspond to the old (4.7) and (4.8), but now they do not came from the
macroscopic average of (4.3) and (4.4). Moreover, in the new constitutive
equations we have the original fields E, B and not their macroscopic average.
Notice also that in this new approach we do not have in-medium equations
which correspond to the old (4.5) and (4.6).
From the macroscopic equations we derive two separated continuity rela-
tions:
∇ · jexp + ∂ρexp
∂t
= 0 (4.23)
∇ · jimp + ∂ρimp
∂t
= 0 (4.24)
The polarization P and magnetization M fields are defined by the two
relations:
D ≡ E− 4piP (4.25)
M ≡ B− 4piM (4.26)
or, equivalently, by the two equations:
∇ · P = −ρimp (4.27)
c∇×M + ∂P
∂t
= jimp (4.28)
We can see the main difference between the new approach to the in-
medium electromagnetism and the old one. Now the polarization and the
magnetization are only implicitly defined from the implicit currents and
charges of the material and there is not a direct definition based on the
averaged microscopic dipole densities anymore. This solves the problems of
the Lorentz scheme but there is a drawback since P and M uniquely identify
ρimp and jimp but the converse is not true. In fact we have the gauge freedom:
P → P ′ ≡ P +∇× g (4.29)
M→M′ ≡M− 1
c
∂G
∂t
+∇g (4.30)
where G(r, t) and g(r, t) are, respectively, an arbitrary vector and scalar field.
In fact this joint transformation of P and M affects the fields D and H (E
and B are obviously understood to be fixed) but not the physical quantities
ρimp, jimp.
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In order to use in practice the in-medium Maxwell equations we need to fix
a gauge. If subscripts L and T denote the longitudinal and transverse parts
of a vector field – which by definition have vanishing curl and divergence,
respectively – it is:
(jimp)T =
∂PT
∂t
+ c∇×M (4.31)
(jimp)L =
∂PL
∂t
(4.32)
so, depending on the gauge choice, the time derivative of the polarization
gives a different contribution to the transverse part of the implicit current.
The most natural gauge choice is obtained by fixing the constraint that
the implicit-current transverse part derives only from the magnetization, i.e.
that the polarization is purely longitudinal:
(jimp)T = c∇×M (4.33)
(jimp)L =
∂P
∂t
(4.34)
This choice has the nice feature that in the quasi-static regime (ρimp time
independent) it is:
jimp = c∇×M (quasi-static) (4.35)
since the implicit current is purely transverse (because of the continuity
equation). Moreover, in this gauge a partial integration yields:
Mtot =
∫
M(r) dr (4.36)
=
1
2
∫
r× (∇×M) dr (4.37)
=
1
2c
∫ (
r× jimp(r)
)
dr (4.38)
= mtot (4.39)
where we just considered that outside the material the magnetization is zero.
So, even if according to the new scheme the magnetization is not given by the
average of the microscopic magnetic dipole density of the implicit currents:
M(r) 6= 〈m〉r (4.40)
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nonetheless the magnetization integrates to the total magnetic dipole of the
implicit currents and we recover part of the old approach meaning:
Mtot = mtot (4.41)
From now on we will consider only the magnetization field (see [55] for a
review about the modern theories of polarization and magnetization in quan-
tum mechanics with their similarities and differences). In the magnetization
M we have, in general, both contributions from the orbital and spin degrees
of freedom:
M = Morb + Mspin (4.42)
and so two contributions to the transverse part of the current:
∇×Morb ∇×Mspin (4.43)
Anyway, as the spin part is trivially related to the spin-density, a local
analysis of the spin magnetization can be readily carried out. So in the rest
of this chapter we will focus only on the orbital magnetization, that is on
the magnetization which comes from the pure dynamic degrees of freedom of
electrons and the subscripts “orb” will be understood. Similarly the subscript
“imp” for the current will be dropped from this point on since other densities
will not occur.
We conclude this section with an observation about the bulk nature of
the orbital magnetization in extended systems. From the experience it is
known that the magnetization is a bulk quantity which can be measured for
a crystal without considering boundary effects. Nonetheless if the system is
homogeneous then the magnetization is uniform in the bulk M(r) = M, so:
jimp = ∇×M = 0 in the bulk (4.44)
and in the formula:
M =
Mtot
V
=
1
V 2c
∫
tot
r× jimp(r) dr (4.45)
the nonzero contribution comes from the surface currents. This seems to
contradict the bulk nature of the magnetization. In fact from this kind of
considerations originated a debate which has been solved with the birth of
the modern theory of the orbital magnetization [68, 79] only. As we will
understand later, the essential message is that the orbital magnetization is
a bulk quantity but the current is a surface realization of this property. In
fact there is a different microscopic quantity whose value in the bulk returns
the orbital magnetization of an extended system (through a macroscopic
average), but that is a genuine quantum observable and is not a functional of
the current.
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4.2 Thermodynamic analysis of orbital mag-
netization
In order to formulate a quantum-mechanic theory of the orbital magnetization
we first carry out a thermodynamic analysis. We consider a system interacting
with a uniform magnetic field B and the relative thermodynamic potential
called magnetic enthalpy (see for example [75]):
H(N,S,B) ≡
[
U(N,S,m)−m ·B
]
m=m(N,S,B)
(4.46)
where m is the total magnetic dipole of the system, N the number of particles,
S the entropy and U(N,S,m) the internal energy of the system (including
matter and magnetic field). As:
B(N,S,m) =
∂U
∂m
∣∣∣∣
N,S
(4.47)
and H is the Legendre transform of U in the variable m, it is:
m(N,S,B) = −∂H
∂B
∣∣∣∣
N,S
(4.48)
that is the magnetic dipole m is given by the derivative of H with respect to
the magnetic field B, with N and S held constant.
If, as it is common in real experiments, it is fixed not the entropy but
the temperature T we must consider the free enthalpy obtained through the
Legendre transform:
F (N, T,B) ≡
[
H(N,S,B)− T S
]
S=S(N,T,B)
(4.49)
so:
m(N, T,B) = −∂F
∂B
∣∣∣∣
N,T
(4.50)
If we derive H, and not F , with the temperature held fixed we obtain an
auxiliary quantity m′ different from m:
m′(N, T,B) ≡ −∂H
∂B
∣∣∣∣
N,T
(4.51)
In fact by deriving the formula F = H − TS with respect to B, N and T
held fixed, we get:
∂F
∂B
∣∣∣∣
N,T
=
∂H
∂B
∣∣∣∣
N,T
− T ∂S
∂B
∣∣∣∣
N,T
(4.52)
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and by using the Maxwell relation:
∂S
∂B
∣∣∣∣
N,T
= − ∂
2F
∂T∂B
∣∣∣∣
N
=
∂m
∂T
∣∣∣∣
N,B
(4.53)
we obtain (cfr. [57]):
m′ = m− T ∂m
∂T
∣∣∣∣
N,B
(4.54)
In the zero-temperature limit (T = 0) (the case we are interested in) the
two quantities coincide so we can write:
m = − ∂H
∂B
∣∣∣∣
N,T=0
(4.55)
and, in general, by integrating (4.54) with respect to T with this initial
condition (m = m′ at T = 0) it is possible to recover m from m′ at every
temperature
In the course of this analysis, and in particular in the formula (4.48), we
held fixed the number of particles N . If, instead, we hold fixed the chemical
potential µ (which, from a physical point of view, corresponds to a system in
contact with a particle reservoir) we must use the grand canonical potential G:
G(µ, T,B) ≡
[
F (N, T,B)− µN
]
N=N(µ,T,B)
(4.56)
with:
m(µ, T,B) = − ∂G
∂B
∣∣∣∣
µ,T
(4.57)
By deriving G = H − TS − µN with respect to B, T and µ held fixed, we
get:
∂G
∂B
∣∣∣∣
µ,T
=
∂H
∂B
∣∣∣∣
µ,T
− T ∂S
∂B
∣∣∣∣
µ,T
− µ ∂N
∂B
∣∣∣∣
µ,T
(4.58)
and by using the Maxwell relation:
∂S
∂B
∣∣∣∣
µ,T
= − ∂
2G
∂T∂B
∣∣∣∣
µ
=
∂m
∂T
∣∣∣∣
µ,B
(4.59)
we obtain:
m = − ∂H
∂B
∣∣∣∣
µ,T
+ T
∂m
∂T
∣∣∣∣
µ,B
+ µ
∂N
∂B
∣∣∣∣
µ,T
(4.60)
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which for T = 0 becomes:
m = − ∂H
∂B
∣∣∣∣
µ,T=0
+ µ
∂N
∂B
∣∣∣∣
µ,T=0
(4.61)
Throughout the rest of this chapter we mostly address the orbital mag-
netization M, which is the orbital magnetic dipole per unit volume m/V .
From (4.55) and (4.61) we obtain:
M = − ∂h
∂B
∣∣∣∣
N,T=0
(4.62)
M = − ∂h
∂B
∣∣∣∣
µ,T=0
+ µ
∂n
∂B
∣∣∣∣
µ,T=0
(4.63)
where n = N/V is the particle number density and h = H/N the magnetic
enthalpy density.
4.3 Quantum theory of orbital magnetization
Having analyzed the magnetic properties of a material from a thermodynamic
point of view we can pass to a quantum mechanic analysis. The starting
point is the Hamiltonian operator Hˆ describing the dynamic of an electron
system in a magnetic field B:
Hˆ =
∑
i
( 1
2m
pˆi2i + Vext(rˆi)
)
+
1
2
∑
i6=j
Vee(rˆi − rˆj) (4.64)
pˆii = pˆi +
e
c
A(rˆi) (4.65)
B = ∇×A (4.66)
from which we define the magnetic dipole operator (the reason behind this
name will be clear later):
mˆ ≡ −∂Hˆ
∂B
(4.67)
Given a magnetic field B we have a gauge freedom in the choice of the
corresponding vector potential A and so a gauge freedom in the magnetic
dipole operator. Obviously the measurable quantities will not depend on
the specific gauge choice. For a uniform magnetic field we can choose the
symmetric gauge:
A ≡ −1
2
(
r×B
)
(4.68)
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then a simple calculation shows that the orbital magnetic dipole operator is
the sum of single particle operators:
mˆ = − e
2c
∑
i
(
rˆi × vˆi
)
(4.69)
where
vˆi ≡ pˆii
m
(4.70)
is the i-th particle velocity operator. As it is
vˆi ≡ 1
i~
[rˆi, Hˆ] (4.71)
we can also write (by using the notation explained in the appendix A):
mˆ = − e
2~ic
∑
i
(
rˆi × [rˆi, Hˆ]
)
(4.72a)
=
e
2~ic
∑
i
(
rˆi × Hˆrˆi
)
(4.72b)
=
1
i
e
2~c
r Hˆ×r (4.72c)
=
e
2~c
Im
(
r Hˆ×r
)
(4.72d)
or, by using a 2-th order tensor notation mˆab with mˆ1 ≡ mˆ23 and cyclic:
mˆab =
1
i
e
2~c
[
rˆaHˆrˆb − rˆbHˆrˆa
]
(4.73a)
=
e
~c
Im
[
rˆaHˆrˆb
]
(4.73b)
Now we show the connection of this operator with the orbital magnetic
dipole of the system. We start considering a general finite-size system with
OBCs. As we have a fixed number N of particles the magnetic enthalpy of
the system H(N, T,B) is given by:
H(N, T,B) = Tr
{
Γˆ Hˆ
}
(4.74)
with Hˆ = Hˆ(N,B) the magnetic Hamiltonian for N particles and uniform
magnetic field B and Γˆ = Γˆ(N,T,B) the canonical ensemble density operator
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given by:
Γˆ =
e−β Hˆ
Tr{e−β Hˆ} =
1
ZC
∑
R
e−βER |R〉 〈R| (4.75)
ZC =
∑
R
e−βER (4.76)
where β = (kBT )
−1 and we used an orthonormal complete set |R〉 made of
Hˆ’s eigenvectors with eigenvalues ER. ZC is the canonical partition function.
By deriving (4.74) with respect to B it must be considered that both Γˆ and
Hˆ depend on B. But we are interested in the zero temperature limit and this
makes the situation simpler. In fact for T = 0 it is:
H(N,B) =
〈
0
∣∣∣ Hˆ ∣∣∣ 0〉 for T = 0 (4.77)
where |0〉 is the system ground state, so for the Hellmann-Feynman theorem
(cfr. appendix B):
m(N,B) = − ∂H
∂B
∣∣∣∣
N,T=0
(4.78a)
= − ∂
∂B
〈
0
∣∣∣ Hˆ ∣∣∣ 0〉 (4.78b)
= −
〈
0
∣∣∣∣∣ ∂Hˆ∂B
∣∣∣∣∣ 0
〉
(4.78c)
= 〈0 | mˆ | 0〉 (4.78d)
In conclusion, the average of the orbital magnetic dipole operator in the
ground-state returns the magnetic dipole moment of the system at zero
temperature:
m =
〈
mˆ
〉
GS
T = 0 (4.79)
this explain the name given to the operator (4.67). In fact the operator
in (4.69) is the quantum mechanical formulation of the classical formula:
mtot =
1
2c
∫ (
r× j(r)
)
dr (4.80)
as we can see by defining the density current operator:
jˆ(r) =
∑
i
jˆi(r) (4.81)
4.3 Quantum theory of orbital magnetization 101
where
jˆi(r) =
−e
2
(ρˆi(r)vˆi + vˆiρˆi(r)) (4.82)
is the current density operator of the i-th particle and
ρˆi(r) = δ(r− rˆi) (4.83)
is the number density operator for the i-particle. Then it is:
mˆ =
1
2c
∫ (
r× jˆ(r)
)
dr (4.84)
in fact:
1
2c
∫ (
r× jˆ(r)
)
dr =
−e
4c
∑
i
∫
r×
(
ρˆi(r)vˆi + vˆiρˆi(r)
)
dr (4.85)
=
−e
4c
∑
i
∫
r×
(
δ(r− rˆi)vˆi + vˆiδ(r− rˆi)
)
dr (4.86)
=
−e
2c
∑
i
(
rˆi × vˆi
)
(4.87)
= mˆ (4.88)
From these formulas it appears evident that (4.69) cannot be a bulk expression
for the total magnetic dipole (and for the orbital magnetization). In fact,
from (4.84), it is such that:
m = 〈mˆ〉GS = 1
2c
∫ (
r× 〈j〉GS
)
dr (4.89)
and we know that for a homogeneous system the current in the bulk is null
as it is confined to the boundaries. More on this point will be said in the
next section.
From now on we will consider a system of electrons in a mean-field ap-
proximation – like for example in the Kohn-Sham or Hartree-Fock approaches
– where the electrons are independent particles in an effective single-particle
external potential Veff :
Hˆ =
∑
i
1
2m
pi2i + Veff (ri) (4.90)
Then it is:
m(N,B) = Tr{P mˆ} (4.91)
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where mˆ is the single-particle operator:
mˆ ≡ − e
2c
rˆ× vˆ = 1
i~
e
2c
rˆ Hˆ×rˆ (4.92)
and P is the one-particle density matrix, i.e. the projector over the single
particle Hilbert space spanned by the states occupied at zero temperature:
P =
N∑
n=1
|φn〉 〈φn| =
∑
n≤µ
|φn〉 〈φn| (4.93)
where µ = µ(N,B) is the chemical potential of the system with N electrons
at zero temperature.
By using the projection nature of P we can write in a more symmetric
fashion:
m(N,B) =
e
2~ci
Tr{P rˆ Hˆ×rˆP} (4.94a)
=
e
2~c
ImTr{P rˆ Hˆ×rˆP} (4.94b)
that is:
mij(N,B) =
e
2~ci
[
Tr{P rˆi Hˆ rˆj P} − Tr{P rˆj Hˆ rˆiP}
]
(4.95a)
=
e
~c
ImTr{P rˆi Hˆ rˆj P} (4.95b)
By dividing with the volume of the system we obtain the corresponding
formulas for the orbital magnetization M = m/V :
M(N,B) =
e
V 2~ci
Tr{P rˆ Hˆ×rˆP} (4.96a)
=
e
V 2~c
ImTr{P rˆ Hˆ×rˆP} (4.96b)
that is:
M ij(N,B) =
e
V 2~ci
[
Tr{P rˆi Hˆ rˆj P} − Tr{P rˆj Hˆ rˆiP}
]
(4.97a)
=
e
V ~c
ImTr{P rˆi Hˆ rˆj P} (4.97b)
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4.4 The local formula for the orbital magne-
tization
In the previous section we exhibited a quantum formula for the orbital
magnetization. This formula is well suited for a general finite size system with
OBCs but it is not local in the real-space, that is it is not a bulk formula for
the orbital magnetization and in fact it cannot be used for extended systems
with PBCs.
To be more precise: for a finite system in cut form the bulk of a crystal
with OBCs we can use the formula (4.94) to calculate the total magnetic
dipole per unit volume and in the thermodynamic limit (that is sending the
system dimension to infinite) we obtain the crystal orbital magnetization.
But this formula invariably consider the total system, boundary included,
whereas if the orbital magnetization is, as we expect, a bulk quantity it should
be possible to discard the surface and consider just the bulk of the crystal. In
order to do that we would need a formula which is local in space and which,
in particular, does not take into account any boundary effect. This is the
condition to make irrelevant, in the thermodynamic limit, the choice of the
boundary conditions adopted, permitting us to use PBCs instead of realistic
OBCs.
As we anticipated this is not the case of the formulas exhibited in the
previous section since it is evident in (4.89) the decisive role played by the
boundaries. This is also confirmed by the fact that if we try to apply the
formula (4.69) to a crystal with PBCs simply by using a complete set of
Wannier functions (in order to have a set of localized functions for which the
average value of rˆ can be computed even with periodic boundary conditions)
we do not obtain the correct result [68]. Obviously this does not rule out the
bulk nature of the orbital magnetization as it only means that a bulk formula
for the orbital magnetization cannot just rest on the current.
The first step in order to obtain a local bulk expression for the orbital
magnetization is to identify the specific roles played by the bulk and the
boundary. We could start writing the trace formula (4.96) in the position
representation:
M =
1
Vtot
∫
tot
M∗(r) dr =
〈
M∗
〉
tot
(4.98)
with:
M∗ ≡ e
2ci~
〈
r
∣∣∣P r Hˆ×rP ∣∣∣ r〉 (4.99)
and then partition the integral into two parts, one over the bulk and the other
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one over the boundaries:
1
Vtot
∫
tot
M∗(r) dr =
1
Vtot
∫
bulk
M∗(r) dr +
1
Vtot
∫
boun
M∗(r) dr (4.100)
but this would be a purely formal partition which does not reflect a true
physical situation. In fact the integral over the bulk is not a pure bulk quantity
as its value is influenced by boundary effects and depends on the boundary
conditions used. Indeed the position operator rˆ is ill-defined in PBCs, so the
trace formula (4.96) can be used only with OBCs as it is pointless with PBCs.
The right way to individuate the bulk and surface character of the orbital
magnetization formula is first to write (4.96) in a different form, such that
it can be formally used in OBCs and PBCs as well. In order to accomplish
this task we have to solve the question about the ill-definition of rˆ in PBCs.
We already know that a way to cure this problem is to bracket the position
operator with the projection P and its complement Q = 1−P , the projection
over the empty states (see section 3.8).
In order to achieve this result we substitute in (4.95) this expression for
Hˆ:(1)
Hˆ = PHˆP +QHˆQ (4.101)
so we obtain:
mij =
e
2~ci
[
Tr
{P rˆiP HˆP rˆj P}+Tr{P rˆiQHˆQ rˆj P}−(i↔ j)] (4.102)
We still have to bracket rˆ with P and Q in the first term on the right-hand
side. To do that we substitute 1−Q to the external P ’s:
Tr
{P rˆiP HˆP rˆj P}− (i↔ j) = (4.103)
= Tr
{
(1−Q) rˆiP HˆP rˆj (1−Q)}− (i↔ j) (4.104)
= −
[
Tr
{Q rˆiP HˆP rˆj Q}− (i↔ j)] (4.105)
(1)As P +Q = 1, PQ = QP = 0 and P,Q commute with Hˆ it is:
Hˆ = (P +Q)Hˆ(P +Q)
= PHˆP +QHˆQ+ PHˆQ+QHˆP
= PHˆP +QHˆQ+ PQHˆ+QPHˆ
= PHˆP +QHˆQ
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where in the last line we used the cyclic property of the trace, the fact that
Q2 = Q and that ri’s commute. So finally:
mij =
e
2~ci
[
Tr
{
rˆiPHˆ rˆjQ − rˆiQHˆ rˆjP
}− (i↔ j)] (4.106a)
=
e
~c
ImTr
[
Tr
{
rˆiPHˆ rˆjQ − rˆiQHˆ rˆjP
}]
(4.106b)
or, in vector notation:
m =
e
2~ci
Tr
{
rˆP Hˆ×rˆQ − rˆQ Hˆ×rˆP
}
(4.107a)
=
e
2~c
ImTr
{
rˆP Hˆ×rˆQ − rˆQ Hˆ×rˆP
}
(4.107b)
So we reached our first goal: we wrote an equivalent formula for the total
magnetic dipole of a finite system in OBCs as the trace of an operator that
now can be formally written in PBCs as well since it contains the problematic
position operator only in the middle of the two projections P and Q. We
stress that this formula can be used with any kind of boundary conditions, but
in general its value, even in the thermodynamic limit, depends on the specific
choice adopted and only with OBCs it always return the magnetic dipole. In
fact, in general, with PBCs we do not consider anymore the boundary effects
on the system (as in PBCs we do not have boundary by construction), so
any relevant OBCs boundary contribution, if there is, is lost by adopting the
same formula with PBCs. Nonetheless it is a good starting point to separate
the bulk and boundary contributions to the orbital magnetization.
To do that we consider the self-adjoint operator:
Mˆ1 ≡ e
2~ci
[
rˆP Hˆ×rˆQ − rˆQ Hˆ×rˆP
]
(4.108)
= − ipi
φ0
[
rˆP Hˆ×rˆQ − rˆQ Hˆ×rˆP
]
(4.109)
=
pi
φ0
Im
[
rˆP Hˆ×rˆQ − rˆQ Hˆ×rˆP
]
(4.110)
and its position mean-value function:
M1(r) ≡ 〈r|Mˆ1|r〉 (4.111)
If the system is a crystallite cut form the bulk of a crystal, and with PBCs, the
operator Mˆ1 commutes with the crystal lattice translations so the function
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M1(r) has the lattice periodicity:[
Mˆ1, TˆR
]
= 0 (4.112)
M1(r + R) = M1(r) (4.113)
From the formula (4.107) we write the orbital magnetization for a system
with OBCs in the position representation as:
M =
1
Vtot
∫
tot
M1(r) dr =
〈
M1
〉
tot
(4.114)
and we partition, again, the integral in a bulk and boundary contribution:
1
Vtot
∫
tot
M1(r) dr =
1
Vtot
∫
bulk
M1(r) dr +
1
Vtot
∫
boun
M1(r) dr (4.115)
which in thermodynamic limit we can write as:〈
M1
〉
tot
=
〈
M1
〉
bulk
+
1
Vtot
∫
boun
M1(r) dr (4.116)
Now, unlike (4.100),this partition is meaningful as the integral over the
bulk/boundary is a genuine bulk/boundary quantity. In fact let us consider a
finite crystallite with PBCs. As already noticed in this case M1(r) is periodic
on the lattice, so it is homogeneous over the finite system and we do not have
any boundary effect. Then:∫
boun
M1(r) dr∫
bulk
M1(r) dr
TL' O(L−1) (4.117)
where L is the typical linear dimension of the crystallite, that is:〈
M1
〉
bulk
TL' 〈M1〉tot (PBCs) (4.118)〈
M1
〉
boun
TL' 0 (PBCs) (4.119)
where, due to the lattice symmetry of M1(r), we can perform the bulk average
just over a unit cell in the bulk:〈
M1
〉
bulk
=
〈
M1
〉
uc
(4.120)
Now we switch into OBCs. Then the general translation symmetry of M1(r)
is lost and boundary effects are permitted. Nonetheless, since the operator
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Mˆ1 is local (as the operators which define it are local), we expect that in
thermodynamic limit its position average value in the bulk is not affected by
the boundaries:
M1| bulk
OBCs
TL
= M1| bulk
PBCs
(4.121)
〈
M1
〉
bulk
OBCs
TL
=
〈
M1
〉
bulk
PBCs
(4.122)
so the bulk average of M1(r) has a value which does not depend on the
boundary conditions adopted and we can stop indicating them. Moreover, if
the system is a crystallite: 〈
M1
〉
bulk
=
〈
M1
〉
uc
(4.123)
So the first term of the right-hand side of (4.116) is a true bulk quantity
independent from the boundary conditions adopted; and, as a consequence,
the second term is a genuine boundary part where the boundary effects are
concentrated. So, to summarize, we can write in the thermodynamic limit:
M
TL
=
〈
M1
〉
bulk
+
1
V
∫
boun
OBCs
M1(r) dr (4.124)
0
TL
=
1
V
∫
boun
PBCs
M1(r) dr (4.125)
Form these formulas it is evident why in general we do not expect that〈
M1
〉
tot
returns, in the thermodynamic limit, M even with PBCs (but only
with OBCs). In fact in PBCs we lose the boundary contribution which in
principle can be decisive (as we will see this is the case for Chern insulators).
So
〈
M1
〉
tot
is not a bulk formula for the orbital magnetization since it is has
a boundary contribution that, in principle, can be relevant. In order to find a
bulk formula we must express also the boundary term of (4.124) as a bulk
contribution (that is we must find a bulk-boundary correspondence for that
term). In order to reach this goal we need starting from a formula which
explicitly excludes from the very beginning any boundary contribution to the
orbital magnetization.
In section 4.3 our quantum mechanic analysis of the orbital magnetization
started from the thermodynamic formula (cfr. (4.78)):
m =
∂H
∂B
∣∣∣∣
N
T = 0 (4.126)
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where H is the hentaply and N the number of particles. Now we use the
other formula exhibited in section 4.2:
m = − ∂H
∂B
∣∣∣∣
µ
+ µ
∂N
∂B
∣∣∣∣
µ
T = 0 (4.127)
where µ is the system chemical potential. This is the tool to be used in
order to find a pure bulk formula. To understand why it is so, let us consider
the physical situation where the finite flake is no more isolated but is in an
electron bath with chemical potential µ, that is we fix the chemical potential
of the system by connecting it to a particle reservoir with a definite chemical
potential. In this way we eliminate any boundary effect and we can just
analyze the bulk properties of the system. In fact to focus on the bulk of
a system is natural to fix an intensive property as the chemical potential,
whereas the number of particles in the bulk is not a quantity which can be
fixed for a finite system as electrons can flow to and from the boundaries.
So (4.127) is a formula which naturally describe an experimental setting where
boundaries are irrelevant and it will be used to find a bulk quantum expression
for the orbital magnetization. Let us analyze its two terms separately.
The first one is the derivative of the magnetic enthalpy with respect to
the magnetic field by keeping fixed the chemical potential. As we saw in 4.2
this quantity is in general different from the derivative of the enthalpy with
respect to the magnetic field but with the number of particles fixed. In fact,
in general, given an extensive quantity φ(x) which depends on an (intensive)
parameter x, if N is the number of particle and µ the chemical potential of
the system in the thermodynamic limit is:
∂φ
∂x
∣∣∣∣
µ
6= ∂φ
∂x
∣∣∣∣
N
(4.128)
Nonetheless we argued that by fixing the chemical potential we are discarding
the boundary effects so we expect that:
∂φ
∂x
∣∣∣∣
µ
=
∂φbulk
∂x
∣∣∣∣
µ
=
∂φbulk
∂x
∣∣∣∣
N
(4.129)
where φbulk is the contribution to φ which comes for the bulk region of the
system. The direct application of this principle (and of the local nature of
M1(r)) returns:
∂H
∂B
∣∣∣∣
µ
=
∂Hbulk
∂B
∣∣∣∣
N(µ)
∂H
∂B
∣∣∣∣
N
=
∫
tot
M1(r) dr
 =⇒
∂H
∂B
∣∣∣∣
µ
=
∫
bulk
M1(r) dr (4.130)
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Concerning the second term, again we can apply the same general principle
to write:
∂N
∂B
∣∣∣∣
µ
=
∂Nbulk
∂B
∣∣∣∣
µ
(4.131)
This solves our first problem: we expressed the boundary term in (4.124) as
a bulk quantity:
1
V
∫
boun
OBCs
M1(r) dr = µ
∂nbulk
∂B
∣∣∣∣
µ
(4.132)
which demonstrates the bulk nature of orbital magnetization M. Indeed now
have a formula for the orbital magnetization which is based on the bulk of
the system so it does not rely on boundary effects and can be used with any
kind of boundary conditions:
M
TL
=
〈
M1
〉
bulk
+ µ
∂nbulk
∂B
∣∣∣∣
µ
(OBCs/PBCs) (4.133)
This formula unveils something more about the boundary contribution to
the total average of M1(r) in OBCs (which is M). We use the Stre˘da-Widom
formula (see appendix H), to connect the variation of the bulk density with
the transverse conductivity, which in crystals is, in turn, related to the Chern
invariant:
∂nbulk
∂B
∣∣∣∣
µ
= − 1
ec
σ =
e
ch
1
(2pi)d−2
C = (2pi)
2−d
φ0
C (4.134)
This confirms what we anticipated: given a finite system in OBCs, cut from
the bulk of a crystal insulator, in the thermodynamic limit the total average
of M1(r) receives an extensive contribution from the boundaries if it is a
Chern insulator.
1
V
∫
edge
OBCs
M1(r) dr
TL∝ µC (4.135)
that is:
M1|boun
TL' µCO(L) OBCs (4.136)
Moreover, now it is immediate to write also the second term of (4.133)
as the spatial average of a function in the real space. Indeed we exhibited
in section 3.10 a local formula for the Chern invariant C as the macroscopic
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average of a local Chern marker C(r):
Cˆ ≡ (2pi)d−1 i
2
[
rˆP × rˆQ − rˆQ × rˆP
]
(4.137)
C(r) ≡
〈
r
∣∣∣ Cˆ ∣∣∣ r〉 (4.138)
C = 〈C〉
bulk
(4.139)
so we obtain:
Mˆ2 ≡ (2pi)
2−d
φ0
Cˆ
=
ipi
φ0
[
rˆP × rˆQ − rˆQ × rˆP
]
= − pi
φ0
Im
[
rˆP × rˆQ − rˆQ × rˆP
]
(4.140)
M2(r) ≡
〈
r
∣∣∣Mˆ2 ∣∣∣ r〉 (4.141)
∂nbulk
∂B
=
〈
M2
〉
bulk
(4.142)
To summarize, we define the self-adjoint operator Mˆ, the orbital magne-
tization marker :
Mˆ ≡ Mˆ1 + µMˆ2 (4.143a)
= − ipi
φ0
[
rˆP
(Hˆ − µ)rˆQ − rˆQ(Hˆ − µ)rˆP] (4.143b)
=
pi
φ0
Im
[
rˆP
(Hˆ − µ)rˆQ − rˆQ(Hˆ − µ)rˆP] (4.143c)
whose position average-value defines the local orbital magnetization marker
M(r):
M(r) ≡
〈
r
∣∣∣Mˆ ∣∣∣ r〉 (4.144)
such that its average in the bulk returns, in the thermodynamic limit, the
orbital magnetization, independently from the boundary conditions adopted:〈
M
〉
bulk
TL
= M (OBCs/PBCs) (4.145)
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For a finite system cut from the bulk of a crystal, by adopting PBCs we can
use the lattice translation symmetry of Mˆ:
[Mˆ, TˆR] = 0
M(r + R) = M(r)
∀R ∈ R (PBCs) (4.146)
so the bulk average is equal to the total average, but it is also equal to the
average over a single unit cell


M

tot =


M

bulk =


M

uc
(PBCs)s (4.147)
If we switch from PBCs to OBCs we lose this general periodicity. But in the
thermodynamic limit this property is recovered in the bulk so we can state
that:


M

uc
T L
= M (OBCs/PBCs) (4.148)
If we consider the average of M(r) over the total system (not just in the
bulk) in OBCs we obtain at every finite size (not just in the thermodynamic
limit) the exact total magnetic dipole of the system per unit volume:


M

tot =
m
V
= M (OBCs) (4.149)
This is due to the property of the local Chern marker that its average over
the total system in OBCs is always null (cfr. (3.219)), so that:


M2

tot = 0 (OBCs) (4.150)
and then, form formula (4.114), we arrive at:


M

tot =


M1

tot =
m
V
= M (OBCs) (4.151)
As a consequence in the thermodynamic limit we can indifferently average
M(r) over the total system or just the bulk:
D
cM
E
tot
T L
= M
T L
=
D
cM
E
bulk
(OBCs/PBCs) (4.152)
so M(r) cannot have an “extensive” contribution over the boundary even in
OBCs (in PBCs this is trivial):
M|edge T L' O(1) (4.153)
Then, as M(r) = M1(r) + µM2(r) and in the thermodynamic limit is (from
(4.140) and (3.221)):
M2|edge T L' −CO(L) (4.154)
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it must also be:
M1|edge TL' +µCO(L) (4.155)
which confirms (4.136)
The new formula provided in this section gives a new insight into the
problem of the bulk nature of the orbital magnetization. As we saw, in order
to calculate the orbital magnetization of an extended system we can consider
the thermodynamic limit of a finite sample with OBCs and the total average
of M1(r) or the bulk average of M1(r) + µM2(r) (and the average of M2(r)
is different form zero only for a system with Chern invariant different from
zero). This means that the boundary effects are expressed by the integral of
M1(r) over the boundaries and that there is a bulk-boundary correspondence
given by ∫
boun
M1(r) dr =
1
µ
〈
M2
〉
bulk
(4.156)
that allows us to translate this boundary contribution to another bulk effect.
The orbital magnetization formula:〈
M
〉
uc
TL
= M (4.157)
is local as it is based on the local operator Mˆ. This, like for the local Chern
marker, is coherent with the concept of electron’s nearsightdness for a system
in the ground state: in order to calculate the orbital magnetization in a
point it is only necessary to carry out a local analysis around that point.
Moreover, thanks to the local nature of this formula, it is possible to perform
local analysis of general non crystalline systems and evaluate the orbital
magnetization on each point simply by performing a macroscopic average on
a neighborhood of that point:
M(r) ≡ 〈M〉
r
(4.158)
Another interesting feature of our formula is that it is based on a new
self-adjoint operator Mˆ which is microscopically well defined (not only its
spatial macroscopic average) for any kind of system in a unique way, as it does
not depend on the energy zero. By deriving it with respect to the chemical
potential we obtain:
∂Mˆ
∂µ
=
(2pi)2−d
φ0
Cˆ (4.159)
which is an operator version of the Stre˘da-Widom formula, and by macro-
scopically averaging it we obtain a local generalization of that formula:
∂M
∂µ
∣∣∣∣
r
=
(2pi)2−d
φ0
C(r) (4.160)
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We conclude this section by stressing that our novel approach in a sense
vindicates the Lorentzian picture of the orbital magnetization. In fact the
orbital magnetization turns out to be the macroscopic average of a r-space
function (the local orbital magnetization marker M(r)), just like in the
Lorentzian in-medium electromagnetic theory. But, at variance with it, this
functions in not a microscopic magnetic dipole density m(r):
Lorentzian approach Our approach
m(r) −→ M(r)
M(r) =
〈
m
〉
r
−→ M(r) =
〈
M
〉
r
(4.161)
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A nice feature of the new approach is that it gathers into a unique formal-
ism the two existing formulas in OBCs and PBCs to compute the orbital
magnetization. In fact the formula:
M =
〈
M
〉
tot
(OBCs/PBCs) (4.162)
written in OBCs returns
〈
M1
〉
tot
(since
〈
M2
〉
tot
= 0) which is nothing but
the standard formula (4.91) and (4.92) to compute the magnetic dipole per
unit volume of a general finite system (in fact that is how M1(r) was defined).
If, instead, we have a crystalline system with PBCs in the thermodynamic
limit this formula can be explicitly written in the reciprocal space and in this
section we show that the result coincides with the k-space formula already
present in literature [15].
To this end we start writing the orbital magnetization trace formula in a
general operator form as:
M
TL
=
1
Vtot
Tr[Mˆ ] (4.163)
=
1
Vtot
Tr[Mˆ1 ] + µ
1
Vtot
Tr[Mˆ2 ] (4.164)
Now we explicitly set periodic boundary conditions for a finite size crystallite
on a volume Vmuc. Since by definition:
Mˆ2 ≡ (2pi)
2−d
φ0
Cˆ (4.165)
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it is immediate to write the second term of (4.164) in the thermodynamic
limit (cfr. (3.206)):
1
Vmuc Tr[M̂2 ]
TL
=
(2pi)2−d
φ0
C (4.166)
with:
C = i
2pi
∑
p∈occ
∫
BZ
dk 〈∂kup | × | ∂kup〉 (4.167)
So we obtain:
1
Vmuc Tr[M̂2 ]
TL
=
2pii
φ0
∑
p∈occ
∫
BZ
dk
(2pi)d
〈∂kup | × | ∂kup〉 (4.168)
= −2pi
φ0
Im
∑
p∈occ
∫
BZ
dk
(2pi)d
〈∂kup | × | ∂kup〉 (4.169)
It remains to analyze the term with the operator Mˆ1 which by definition is
given by:
Mˆ1 =
pi
iφ0
[
rˆP Hˆ×rˆQ − rˆQ Hˆ×rˆP
]
(4.170)
From the average formula (3.159) we write:
1
Vmuc Tr[Mˆ1 ]
TL
=
pi
iφ0
∫
BZ
dk
(2pi)d
Tr
[
r˜P H˜×r˜Q − r˜Q H˜×r˜P
]
k
(4.171)
where r˜P(k), r˜Q(k) and H˜(k) are, respectively, the Zak representatives of rˆP ,
rˆQ and Hˆ.
In a Hamiltonian gauge, regular in a point k, the Bloch matrices repre-
senting these operators are, respectively (see (3.179) and (3.180)):
[
rP(k)
]a
b
= δa(k)<F δb(k)>F i 〈uk,a | ∂kuk,b〉 (4.172)[
rQ(k)
]a
b
= δa(k)>F δb(k)<F i 〈uk,a | ∂kuk,b〉 (4.173)[
H(k)
]a
b
= a(k) δ
a
b (4.174)
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It is:
2i Im Tr[riP Hr
j
Q]k = (4.175)
= Tr[riP Hr
j
Q − rjP HriQ]k (4.176)
= i2
∑
p(k)<F
q(k)>F
〈uk,p|∂iuk,q〉 q(k) 〈uk,q|∂juk,p〉 − (i↔ j) (4.177)
= +
∑
p(k)<F
q(k)>F
〈∂iuk,p|uk,q〉 q(k) 〈uk,q|∂juk,p〉 − (i↔ j) (4.178)
and:
2i Im Tr[riQHr
j
P ]k = (4.179)
= Tr[riQHr
j
P − rjQHriP ]k (4.180)
= i2
∑
p(k)<F
q(k)>F
〈uk,q|∂iuk,p〉 p(k) 〈uk,p|∂juk,q〉 − (i↔ j) (4.181)
= −
∑
p(k)<F
q(k)>F
〈∂iuk,p|uk,q〉 p(k) 〈uk,q|∂juk,p〉 − (i↔ j) (4.182)
So, by subtracting these two contributions:
2i Im Tr[riP Hr
j
Q − riQHrjP ]k = (4.183)
=
∑
p(k)<F
q(k)>F
〈∂iuk,p|uk,q〉 (p(k) + q(k)) 〈uk,q|∂juk,p〉 − (i↔ j)
(4.184)
and by adding the quantity∑
p(k)<F
p′ (k)<F
〈∂iuk,p|uk,p′〉 (p(k) + p′(k)) 〈uk,p′|∂juk,p〉 − (i↔ j) (4.185)
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which is null because of the anti-symmetrization in the (i,j) indices, we obtain:
2i Im Tr[riP Hr
j
Q − riQHrjP ]k = (4.186)
=
∑
p(k)<F
∑
n
〈∂iuk,p|uk,n〉 (n(k) + p(k)) 〈uk,n|∂juk,p〉 − (i↔ j)
(4.187)
=
∑
p(k)<F
〈∂iuk,p|(H˜(k) + p(k)1)|∂juk,p〉 − (i↔ j) (4.188)
so
ImTr
[
r
i
P Hr
j
Q−riQHrjP
]
k
= (4.189)
= Im
∑
p(k)<F
〈∂iuk,p|(H˜(k) + p(k)1)|∂juk,p〉 (4.190)
that written in Zak representation is:
Tr
[
r˜P H˜×r˜Q−r˜Q H˜×r˜P
]
k
= (4.191)
=
∑
p(k)<F
〈∂kuk,p| (H˜(k) + p(k))×|∂kuk,p〉 (4.192)
By using this result the formula (4.171) becomes:
1
Vmuc Tr[M̂1 ]
TL
= (4.193)
TL
=
pi
iφ0
∑
p(k)<F
∫
BZ
dk
(2pi)d
〈∂kuk,p (H˜(k) + p(k))×|∂kuk,p〉 (4.194)
=
pi
φ0
Im
∑
p(k)<F
∫
BZ
dk
(2pi)d
〈∂kuk,p (H˜(k) + p(k))×|∂kuk,p〉 (4.195)
which along with (4.169), and explicitly substituting pi/φ0 = e/2~c, returns
the final result:
M =
e
2~c
Im
∑
p(k)<F
∫
BZ
dk
(2pi)d
〈∂kuk,p| (H˜(k) + p(k)− 2µ)×|∂kuk,p〉
(4.196)
which is exactly the PBCs formula already present in literature [15].
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4.6 Numerical Results
Numerical tests about the results shown in the previous sections have been
performed. For simplicity’s sake we restrict our analysis to a 2D system and
we consider a finite Haldane flake (cfr. appendix F) of the kind in the Fig. 4.1
on the xy-plane and the magnetic field and the orbital magnetization along
the z-axis: B = B ez, M = M ez, M = M ez, etc. In the Fig. 4.1 is also
marked in red the central unit cell as it will be used in the subsequent analysis.
Like in the chapter about the Chern invariant we will fix for the Haldane
Figure 4.1: Typical ake used in the numerical simulations. The central unit cell
is marked in red and we will refer to it in the subsequent plots. Like
in the chapter about the local Chern invariant, the subsequent 1D
plots will refer to quantities evaluated along the horizontal central line
cutting through the ake in the middle.
model the parameters t1 = 1 and t2 = t1/3 so the system’s phase will depend
on the free parameters φ and ∆. Our discussions and plots will concern the
three phases marked by the points (a), (b) and (c) on the phase diagram in
Fig. 4.2
In section 4.4 in order to find a local expression for the orbital magnetiza-
tion we started from the thermodynamic formula (now in 2D):
M =  
∂h
∂B




µ
+ µ
∂n
∂B




µ
(4.197)
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Figure 4.2: Points (a)=(0.10, 3.67), (b)=(0.50, 0.0) and (c)=(0.40, 3.67) will be
considered in the numerical analysis of this section
and then, on the basis of a general principle, we argued that:
C
φ0
=
∂n
∂B
∣∣∣∣
µ
=
∂nbulk
∂B
∣∣∣∣
N
(4.198)
− ∂h
∂B
∣∣∣∣
µ
= − ∂hbulk
∂B
∣∣∣∣
N
=
〈
M 1
〉
bulk
(4.199)
where in the first equality of (4.198) the Stre˘da-Widom formula in 2D (C is
the Chern number) has been used.
The first numerical test concerns the formula (4.198) which can be written
as:
C = φ0
∂nbulk
∂B
∣∣∣∣
N
=
φ0
Acell
∂Ncell
∂B
∣∣∣∣
N
=
∂Ncell
∂(φcell/φ0)
∣∣∣∣
N
(4.200)
where φcell = BAcell is the magnetic flux through the unit cell area Acell. To
give a numerical probe of this chain of equalities we consider a finite Haldane
flake like the one in Fig. 4.1 with N electrons (2N sites and half-filling) in
the phase represented by the point (b) of the Fig. 4.2. As the system is in a
C = 1 state we have to check that:
1 =
∂Ncell
∂(φcell/φ0)
∣∣∣∣
N
(4.201)
In order to do that we essentially made two numerical simulations, one without
magnetic field and the second one with a macroscopic uniform magnetic field
with flux φcell = 10
−3φ0 through the unit cell. To implement the magnetic
field on the Haldane model we exploited the Peierls substitution along the
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path described in the appendix E. To be precise, since the magnetic field is
uniform we used the formula (E.14) to obtain the transformation rule for the
hopping parameters:
t0PQ −→ tPQ = t0PQ eiφPQ (4.202)
φPQ = − pi
φ0
B ·
(
rP × rQ
)
(4.203)
which in this case returns:
φPQ = −Bpi
φ0
(
xPyQ − yPxQ
)
=
pi
Acell
φcell
φ0
(
xPyQ − yPxQ
)
(4.204)
since we are considering a 2D system with an orthogonal magnetic field along
the z-axis. For the cases with and without magnetic field we computed the
number of particles on the lattice site i, respectively NB(i) and N0(i), through
the formula:
N(i) = 〈i|P|i〉 (4.205)
where P is, as usual, the projection over the occupied states and |i〉 is the state
representing the position i on the honeycomb lattice. Subsequently, in order
to estimate numerically the derivative in (4.201), we evaluated the difference
δN(i) ≡ NB(i)−N0(i) and divided it by φsite/φ0, where φsite = φcell/2 is the
fluk per site area. In Fig. 4.3 this value is plotted along the central horizontal
line. As we can see in the bulk is:
δNcell
φcell/φ0
=
1
2
∑
i∈cell
(
δN(i)
φsite/φ0
)
= 1 (4.206)
which demonstrates our findings (in this case, due to the symmetries of the
model, in the bulk is even δN(i)/(φsite/φ0) = 1 on every single cell site).
Now we analyze the equalities (4.199). To this end we consider the system
in the phase marked by the point (a) in the Fig. 4.2. As in this phase the
Chern number is zero the second term in (4.197) vanishes, so from (4.199) we
obtain:
M
TL
=
〈
M 1
〉
bulk
(4.207)
that is in the thermodynamic limit the average of M 1 in the bulk must return
the orbital magnetization M . To give a numerical evidence of this result we
performed simulations on finite systems with different sizes and, as the system
is a flake cut from a crystal, to find the bulk average we considered just the
average of M 1 over the unit cell at the center of the flake (which is displayed
in red in Fig. 4.1). We compared the values obtained in this way with the
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Figure 4.3: Plot of δN/δφsite along the horizontal central line of the Haldane flake.
The system is in the state (b) of Fig. 4.2, so the occupied band has
Chern number C = 1. The flux φsite is in φ0 units.
thermodynamic value of the orbital magnetization calculated in PBCs with
the k-space formula.
As Fig. 4.4 shows (open circles), as we increase the size of the system〈
M 1
〉
uc
converges to the thermodynamic value of M (dashed line) in a few
steps. This validate (4.199). Moreover, on the same plot we show the value
of
〈
M 1
〉
tot
(filled circles), that is the average of M 1 over the total system.
At each size this is the exact value of the magnetic dipole per unit area
of the finite flake so, by definition, as we increase L it converges to the
thermodynamic value of the crystal orbital magnetization M . As Fig. 4.4
shows this is true but the convergence is much slower than the bulk formula.
This is what we should expect. In fact the magnetic dipole per unit area
of the total finite system goes like L to the thermodynamic limit M . This
because, as we saw in the section 4.4, in the normal insulating case (zero
Chern number) M 1 does not have an extensive boundary contribution, so it
is: 〈
M 1
〉
tot
 
〈
M 1
〉
bulk〈
M 1
〉
tot
’
∫
edge
M 1(r) dr∫
tot
M 1(r) dr
’ O
(
1
L
)
(4.208)
Instead the unit cell in the bulk, due to the density matrix decay, does not “see”
the edges of the system earlier since from its point of view the thermodynamic
limit is reached with an exponential law in L.
Now we analyze the different edge behavior of M 1 depending on the Chern
character of the system. To this end we consider in the Fig. 4.5 two 1D plots
4.6 Numerical Results 121
4.0e-03
5.0e-03
6.0e-03
7.0e-03
 0  10  20  30  40  50  60  70  80
〈M1〉tot
〈M1〉bulk
cell
M
L [lattice parameter units]
〈 M
1
〉
[ t
1
e
~
c
u
n
it
s]
〈 M
1
〉
[ t
1
e
~
c
u
n
it
s]
〈 M
1
〉
[ t
1
e
~
c
u
n
it
s]
Figure 4.4: Convergence plot with the flake size L (Fig. 4.1). The system has
second neighbor hopping and on-site energies according to the point (a)
of Fig. 4.2. Filled circles: total magnetic moment per unit area. Open
circles: spatial average of M 1(r ) over the unit cell in the center (red
cell of Fig. 4.1). Dashed line: orbital magnetization of the crystal in
the thermodynamic limit.
of


M 1

(i) along the horizontal line in the middle of the ake. In the upper
panel the system is in the phase (a) (normal insulator) of Fig. 4.2, in the
lower panel the system is in the phase (c) (Chern insulator). As we can see,
in these two cases there is a qualitative dierence in the behavior ofM 1 on
the edge. In fact, as we argued in section 4.4 (cfr. (4.155)) it is:
M 1jedge ’ µC O(L) (4.209)
so, in particular, in the C = 1 case as the system size increasesM 1 goes
like µL, whereas this does not happen in the normal insulating case. This
is displayed by the two plots (the same simulation but for dierent sizes
conrms that the edge value in the Chern case eectively goes likeL).
We conclude this section about numerical analysis by showing a result
which gives an insight into the special role played by
M 1(r) = e~c Im
D
r



x^PH^ y^Q   x^QH^ y^P



r
E
(4.210)
in decoupling bulk from boundary (thanks to the special operators^rP and
r^Q) as opposed to the quantity:
M ∗1(r) = e~c Im
D
r



x^H^ y^   x^H^ y^



r
E
(4.211)
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Figure 4.5: Plot of 〈M〉 i along the horizontal central line of the flake, for the system
in two phases. Upper panel: the system is in the normal insulating
phase (a) of Fig. 4.2. Lower panel: the system is in the Chern insulating
phase (c) of Fig. 4.2
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Figure 4.6: Plot of 〈M 1〉 (upper panel) and 〈M 1〉 (lower panel) along the horizontal
central line of the Haldane flake, in (t1e=~c) units. The system is in
the state (a) of Fig. 4.2 (normal insulator). Notice the different scales.
which directly comes out from the quantization of the classical formula without
any further manipulation (crf (4.98) and (4.99)). Indeed even if they are
equivalent from a global point of view:
〈
M 1
〉
tot
= − ∂h
∂B
∣∣∣∣
N
=
〈
M 1
〉
tot
(4.212)
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only M 1(r) in the bulk returns a genuine bulk quantity which does not depend
on what happens on the boundaries:
D
M 1
E
bulk
T L
=  
@hbulk
@B




N
T L
6=
D
M 1
E
bulk
(4.213)
For a normal insulator this relation is equivalent to:
D
M 1
E
bulk
T L
= M
T L
6=
D
M 1
E
bulk
(4.214)
where the left-hand equality has already been observed in the plot of Fig. 4.4.
In Fig. 4.6 are plotted hM1i i (upper panel) and hM 1i i (lower panel) along the
central horizontal line of the Haldane flake when the system in the normal
insulating phase (a) of Fig. 4.2. The system has a size such that


M 1

is
already equal to M =   (hbulk =@B)N whereas


M 1

is qualitatively different,
which confirms (4.214).
By comparing (4.214) with the thermodynamic limit of (4.212):
D
M 1
E
tot
T L
= M T L=
D
M 1
E
tot
(4.215)
we conclude that:
D
M 1
E
tot
T L
=
D
M 1
E
bulk
(4.216)
D
M 1
E
tot
T L
6=
D
M 1
E
bulk
(4.217)
that is M 1 cannot have an extensive contribution on the boundary, as we
already saw, whereas we expect that M 1 has it. This is confirmed by the
Fig. 4.6 as well.

Chapter 5
Conclusions
The study has been devoted to the analysis of the Chern invariant and the
orbital magnetization of insulators at zero temperature from a novel point of
view based on a real space and local approach. This gave deeper insight into
these subjects and furnished new tools to investigate the relative electronic
properties in situations more general than the usual ones.
The Chern invariant C is a fundamental topological invariant in condensed
matter which characterizes the insulating state of crystals [70]. It is a pure
bulk quantity which is quantized in units of reciprocal-lattice vectors so it is
topologically robust against perturbations. It is defined for infinite crystal
insulators – or, equivalently, finite sized with periodic boundary conditions
(PBCs) in thermodynamic limit – by the formula in Zak representation:
C ≡ i
2pi
∑
n∈occ
∫
BZ
dk 〈∂kuk,n| × |∂kuk,n〉
= − 1
2pi
Im
∑
n∈occ
∫
BZ
dk 〈∂kuk,n| × |∂kuk,n〉
so it is a quantity which is not related to any self-adjoint operator (observable).
In nature real crystals have finite size with open boundary conditions (OBCs).
For finite-size samples the Chern character of the insulating states is related, in
the real space, to the metallic properties of the edges (topologically protected
chiral currents). This is a typical example of a bulk-boundary correspondence
and provides the direct measurable hallmark of Chern phases.
In our approach we defined the self-adjoint operator Cˆ:
Cˆ ≡ (2pi)d−1 i
2
[
rˆP × rˆQ − rˆQ × rˆP
]
= −(2pi)
d−1
2
Im
[
rˆP × rˆQ − rˆQ × rˆP
]
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where d indicates the system dimensions and
rˆP ≡ P rˆQ
rˆP ≡ QrˆP
are the local operators obtained by inserting the position operator rˆ between
the projectors over the occupied and empty states, respectively P and Q.
The operator Cˆ is defined for any kind of systems, infinite or finite and with
open boundary conditions or periodic bounday conditions as well. We called
Cˆ the Chern marker operator as its mean-value in a point:
C(r) ≡ 〈r|Cˆ|r〉
defines a real space function C(r), the local Chern marker (LCM), whose
average in the bulk of a finite flake cut from the bulk of a crystal returns, in
the thermodynamic limit, the Chern invariant (CI):
〈C〉bulk Therm. Lim.−−−−−−−→ C
independently of the boundary conditions adopted. In the crystal case the
LCM function has (in the bulk for OBCs or everywhere for PBCs) the lattice
periodicity:
C(r + R) = C(r) ∀R ∈ R
so the bulk average can be performed just over a unit cell in bulk:
〈C〉bulk ' 〈C〉unit cell
Obviously this makes the convergence towards the thermodynamic limit faster
as our average formula is local so a unit cell in the bulk is not affected anymore
by boundary effects as the system is big enough.
So, at variance with the old picture, we succeeded in expressing the value
of the CI directly in the real space. This is interesting from a conceptual
point of view as for realistic systems with finite size and OBCs we have now
an operative definition to compute, in the real space, the Chern invariant
itself and not only its boundary currents effects. Moreover, this gives a
direct application of the “nearsightdness” of electrons in the ground state
of an insulator [31]. In fact, according to this general principle, for an
insulator in its ground state an electron is affected only by what happens in a
small neighborhood around it (as a consequence, for example, in the bulk of
insulators the one particle density matrix P(r, r′) decays exponentially with
the distance |r− r′| ). So, to use a suggestive picture, a microscopic quantum
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“Maxwell daemon” placed in the bulk of a crystal insulator should be able to
detect the Chern character of the insulating phase only by looking at a small
portion of the space around him. On the other hand, the original formula
for the CI lives in the k-space so it invariably considers by construction the
entire system as a whole. Our real space formula fills this gap as it explicitly
provides the CI through a local average: this is exactly the kind of tool that a
Maxwell daemon should use to carry out his local investigation. Furthermore,
our definition is suitable to be readily used not only for crystals but for
every quantum system. In fact even for non periodic systems we defined the
operator Cˆ and the relative local Chern marker C(r) just by applying the
definition. Then, by considering the macroscopic average of the LCM, we
defined a local Chern invariant (LCI) for a generic system:
C(r) ≡
∫
F (r− r′)C(r′) dr′ ≡
〈
C
〉
r
where F (r) is a suitable real, non-negative average test function which returns
the macroscopic average of a function through a convolution (see [27]).
The LCI field C(r) is the direct generalization of C to non-periodic systems,
the usual C being contained as a special case (C is the value of C(r) in the
bulk of a crystal in the thermodynamic limit). Besides the conceptual appeal,
the LCI definition is interesting since, due to its real-space and local nature,
it has a direct application in two concrete very interesting cases: systems
obtained by introducing microscopic disorder on crystals and macroscopically
inhomogenous systems, for example obtained by joining different crystals
(i.e. heterojunctions). In fact in both these cases the lattice symmetry is
broken so the conventional Chern invariant definition cannot be applied.
In the microscopic disordered case the usual approach considers a supercell
of the pristine crystal with disorder in order to recover a lattice symmetry and
apply the k-space definition for C. Obviously, since the CI is a topologically
protected quantity which is robust against perturbations, the calculation
returns the same C of the pristine crystal. Our LCI quantity provides a quite
natural tool to have a direct realization of this robustness principle in the real
space. Starting from a crystal we have a LCM which in thermodynamic limit
is, in the bulk, periodic with respect to the lattice and whose macroscopic
(unit cell) average in the bulk returns the CI. The effect of adding disorder is
to perturb the LCM value point by point whereas its macroscopic average
on a suitable scale, the LCI, has a value in the bulk which remains fixed to
the pristine one. So the local Chern invariant can be used to analyze how
microscopic disorder reflects on the topological Chern phase of a crystal by
studying how big the average region must be in order to recover, with the
local Chern invariant, the Chern invariant of the pristine crystal.
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The second case is even more peculiar, as for a macroscopically inhomo-
geneous system any k-space approach is definitely ruled out. Instead this
is a perfect case for our real space approach to show its power. In fact as
the LCI is a local quantity its value in a point of the space is only affected
by the characteristics of the the system in a small region around it. So by
using the LCI we are able to detect the specific topological Chern character
of the several different zones which composes the system and, for example, in
a heterojunction to identify the Chern invariants of the different insulating
crystals which form it.
In the second part of the thesis we studied the orbital magnetization M(r).
In the elementary in-medium electromagnetic theory it is implicitly defined
as:
j = c∇×M
where j(r) is the density of the implicit current generated in the material
(different from the currents considered as an explicit external source) [25]. So
M(r) is defined only up to a gauge transformation:
M −→M′ ≡M +∇f
where f is a generic function. In fact the orbital magnetization (OM) – in
contrast with the quite popular Lorentzian approach – is not the result of the
macroscopic average of a microscopic magnetic dipole density m(r):
M 6=
〈
m
〉
r
as even in insulators currents are in general not localized, so it is not possible
to make a multipole expansion (which is the main tool to define a microscopic
dipole density). Moreover, even in situations where it is possible to select
a localized contribution from the material currents and to define a related
magnetic dipole density, the average formula in general does not work as it
returns a value which is different from what is measured in a real experiment.
Nevertheless the total orbital magnetization of a system
Mtot ≡
∫
M(r) dr
is still the total magnetic dipole density per unit volume:
Mtot =
mtot
V
where, by definition:
mtot =
1
2c
∫
r× j(r) dr
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The OM of a crystalline insulator is closely related to its Chern invariant.
Infact it holds:
∂M
∂µ
=
e
hc
(2pi)2−d C
due to the fact that insulators in a non trivial Chern phase (C 6= 0) have edge
currents whose value depends on the chemical potential (in the bulk gap) and
which, in turn, affect the orbital magnetization.
The need for a novel approach arose from considering the two existing
quantum formulas to compute the orbital magnetization of an insulator at
zero temperature [67]. One formula is for finite size systems with OBCs:
M =
m
V
= − e
V 2c
∑
n∈occ
〈φn|rˆ× vˆ|φn〉 vˆ ≡ 1
i~
[rˆ, Hˆ]
It is the quantum mechanical formulation of the elementary classical formula
of the orbital magnetization as the total magnetic dipole per unit volume.
The other formula has to be used for an infinite crystal, or a finite crystal
with PBCs in thermodynamic limit, in its Zak representation [68, 79]:
M =
e
2~c
1
i
∑
n∈occ
∫
BZ
dk
(2pi)d
〈∂kuk,n| (Hˆk + k,n − 2µ)×|∂kuk,n〉
=
e
2~c
Im
∑
n∈occ
∫
BZ
dk
(2pi)d
〈∂kuk,n| (Hˆk + k,n − 2µ)×|∂kuk,n〉
where the subscript “×” indicates a vector product indifferently on the
operator left side or right side. Both these two formulas address only the total
orbital magnetization by considering the total system, whereas we expect that,
since the electrons in the insulating ground-state are nearsighted in the bulk,
it should be possible to analyze the magnetic properties of a generic system in
different points just by considering what happens in confined regions around
them.
This problem has been solved by adopting the real space, local approach
to the orbital magnetization described in this thesis. We defined the orbital
magnetization marker operator:
Mˆ ≡ e
2~c
1
i
[
rˆP (Hˆ − µ)×rˆQ − rˆQ (Hˆ − µ)×rˆP
]
=
e
2~c
Im
[
rˆP (Hˆ − µ)×rˆQ − rˆQ (Hˆ − µ)×rˆP
]
and its mean-value in a point, the local orbital magnetization marker (LOMM):
M(r) ≡ 〈r|Mˆ|r〉
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For a finite size flake cut from the bulk of a crystal the LOMM has the crystal
lattice periodicity (everywhere in PBCs, only in the bulk in OBCs):
M(r + R) = M(r) ∀R ∈ R
and by considering its average in the bulk (or even just over a unit cell in the
bulk) in the thermodynamic limit we obtain the OM:
D
M
E
bulk
'
D
M
E
uc
Therm. Limit−−−−−−−→M
irrespective of the specific boundary conditions adopted. In this way we
obtained a local real-space formula for the orbital magnetization of a crys-
tal at zero temperature. If we explicitly adopt PBCs this formula in the
thermodynamic limit returns the already existing reciprocal space formula.
Conversely, if we explicitly set OBCs this formula reduces, at each finite size,
to the open boundary formula for the total magnetic dipole per unit volume:
the new formula contains the two old ones under a unique framework.
By deriving the orbital magnetization marker operator with respect to
the chemical potential we obtain:
@Mˆ
@ =
e
hc(2 )
2 d Cˆ
which is the operator version of the usual relation between the orbital magne-
tization and the Chern invariant.
As we did for the Chern invariant, thanks to its local nature in the
real-space we easily generalized the new formula to analyze the magnetic
properties of a generic system point by point in the space. We obtained the
orbital magnetization function M(r) for a general system by taking (in the
thermodynamic limit) the macroscopic average of the LOMM:
M(r) =
Z
F (r− r0)M(r0) dr0 =
D
M
E
r
In this way we overcame the limitations of the previous formulas which were
able to give only the total (average) orbital magnetization of a system.
Our novel approach revealed that the orbital magnetization M(r) is indeed
the macroscopic average of a real function M(r) but that, contrary to the
elementary classical approach, is not a microscopic magnetic dipole density
m(r) (in fact it is not a simply functional of the current density j(r)):
m(r) −→ M(r)
M(r) 6=
D
m
E
r
−→ M(r) =
D
M
E
r
131
Moreover, by using our formula we fixed a natural gauge to uniquely define
the orbital magnetization.
Future studies could be devoted to try extending the results showed in
this work towards two non trivial directions. One is to try using the same
kind of r-space local approach to express another topological invariant, the
so called Z2 [23]. That is a two-value, topologically robust, quantity which
characterizes the insulating states with time-reversal symmetry (so insulating
states with zero Chern invariant) and its non trivial phases are characterized
by topologically protected chiral spin currents on the surface. At the present
time we have only k-space global expressions to compute the Z2 index for
TR-symmetric crystal insulators; but, for the same reasons which motivated
our studies about the Chern invariant, we expect that in some way it should
be possible to recast the Z2 topological order in a real-space local form.
The second promising direction toward which directing future efforts is to
pass from the insulating, zero temperature, phase to a more general metallic
or T 6= 0 phase. On one hand this could bring us to a real-space local
analysis of the (intrinsic contribution) to the anomalous Hall effect (a direct
generalization of the insulator’s Chern invariant) [39]. On the other hand it
would permit us to find a r-space local formula for the orbital magnetization
of a generic system, where such a formula, but global in k-space, is already
available [57].

Appendix A
Vector product notation
In this appendix we shortly explain the notation used. Central through all
this work are the operators:
rˆP ≡ P rˆQ rˆQ ≡ QrˆP (A.1)
which are reciprocally one the adjoint of the other:
rˆ†P = rˆQ rˆ
†
Q = rˆP (A.2)
We often deal with operator-valued tensors of the form
Aˆ ij = i
h
rˆ iPAˆ rˆ jQ − rˆ jPAˆ rˆ iQ −
  P ↔ Q
i
(A.3a)
= i
h
rˆ iPAˆ rˆ jQ − rˆ iQAˆ rˆ jP −
 
i ↔ j 
i
(A.3b)
with Aˆ a Hermitian operator (in particular it can be Aˆ = c1, as in the local
Chern invariant operator).
It is easy to check that Aˆ ij is antisymmetric and Hermitian:

Aˆ ij
 †
=

Aˆ ij

(A.4a)
Aˆ ij = −Aˆ ji (A.4b)
From (A.3b) a condensed way to write Aˆ ij is:
Aˆ ij = −2 Im
h
rˆ iPAˆ rˆ jQ − rˆ iQAˆ rˆ jP
i
(A.5)
where we used the operator notation:
Im Oˆ ≡ 1
2i
h
Oˆ − Oˆ†
i
(A.6)
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which is consistent with the fact that:[〈
φ
∣∣∣ Oˆ† ∣∣∣φ〉 = 〈φ ∣∣∣ Oˆ ∣∣∣φ〉∗] =⇒ [〈φ ∣∣∣ Im Oˆ ∣∣∣φ〉 = Im 〈φ ∣∣∣ Oˆ ∣∣∣φ〉] (A.7)
As Aˆ ij is antisymmetric it is also customary to define the operator valued vector
Aˆ i with Aˆ1 = Aˆ12 and cyclic (in fact only three operators are indipendent):
Aˆk =
1
2
ijk Aˆ ij (A.8a)
Aˆ ij = ijk Aˆk (A.8b)
where ijk is the totally antisymmetric Levi-Civita symbol, and the sum over
repeated indices is understood. From (A.3a):
Aˆk = i ijk
[
rˆiPAˆ rˆjQ −
(P −Q)] (A.9)
By generalizing the standard vector product notation:(
x× y)k = ijk xiyj (A.10)
we set:
ijk
[
rˆiPAˆ rˆjQ
]
≡
[
rˆP Aˆ×rˆQ
]k
(A.11)
so we have in a condensed vector notation:
Aˆ = i
[
rˆP Aˆ×rˆQ − rˆQ Aˆ×rˆP
]
(A.12a)
= −Im
[
rˆP Aˆ×rˆQ − rˆQ Aˆ×rˆP
]
(A.12b)
If Aˆ = c1 we simply write:
Aˆ = i c
[
rˆP × rˆQ − rˆQ × rˆP
]
(A.13a)
= −cIm
[
rˆP × rˆQ − rˆQ × rˆP
]
(A.13b)
We also consider the simpler type of operator:
B ij = i
[
ri B rj − rj B ri
]
(A.14)
with B Hermitian. Then B ij is antisymmetric and Hermitian, and:
B ij = −2Im
[
ri B rj
]
(A.15)
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or by introducing the vector operator B with B ij =  ijk B k and by using
vector product notation:
B = i
h
r B

r
i
(A.16a)
=  Im
h
r B

r
i
(A.16b)

Appendix B
Matrix elements of
parametrized Hamiltonian
Let us consider a Hamiltonian Hˆ(λ) with a differentiable dependence on a
parameter λ and two eigenstates |a(λ)〉, |b(λ)〉:
Hˆ(λ) |a(λ)〉 = Ea(λ) |a(λ)〉 (B.1)
Hˆ(λ) |b(λ)〉 = Eb(λ) |b(λ)〉 (B.2)
We consider the derivative of the Hamiltonian ∂ Hˆ/∂ λ. The eigenvectors
|a〉 and |b〉 are defined up an arbitrary phase factor depending on λ (gauge
freedom). As long as the gauge is fixed to have vectors which are regular
(differentiable) in the parameter λ, the matrix element of ∂ Hˆ/∂ λ is:
〈a|∂λHˆ|b〉 = 〈a|b〉 ∂λEb + (Eb − Ea) 〈a | ∂λb〉 (B.3)
or, equivalently (by exchanging b with a and considering the complex conju-
gate):
〈a|∂λHˆ|b〉 = 〈a|b〉 ∂λEa + (Ea − Eb) 〈∂λa | b〉 (B.4)
In fact:
〈a|∂λHˆ|b〉 = 〈a|∂λ
[Hˆ|b〉]− 〈a|Hˆ|∂λb〉 (B.5a)
= 〈a|∂λ
[
Eb|b〉
]− 〈Hˆa|∂λb〉 (B.5b)
= Eb 〈a|∂λb〉+ 〈a|b〉 ∂λEb − Ea 〈a|∂λb〉 (B.5c)
= 〈a|b〉 ∂λEb + (Eb − Ea) 〈a|∂λb〉 (B.5d)
This formula comprises two cases:
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• Degenerate: Ea(λ¯) = Eb(λ¯)
The formula in λ¯ becomes:
〈a|∂λHˆ|b〉 = 〈a|b〉 ∂λEb = 〈a|b〉 ∂λEa (B.6)
so that:
|a〉 ⊥ |b〉 ⇒ 〈a|∂λHˆ|b〉 = 0 (B.7)
|a〉 6⊥ |b〉 ⇒ ∂λEa = ∂λEb = 〈a|∂λHˆ|b〉〈a|b〉 (B.8)
As a consequence in the case |a〉 6⊥ |b〉 it is Ea = Eb up to the second
order in λ, and if in particular |a〉 and |b〉 are proportional we obtain
the Hellmann-Feynman theorem [19]:
∂λEa =
〈a|∂λHˆ|a〉
〈a|a〉 (B.9)
• Non degenerate: Ea(λ¯) 6= Eb(λ¯)
Then in λ¯ is necessarily |a〉 ⊥ |b〉 so the formula returns:
〈a|∂λHˆ|b〉 = (Eb − Ea) 〈a|∂λb〉 = (Ea − Eb) 〈∂λa|b〉 (B.10)
As a consequence:
∂λ 〈a|b〉 = 0 (B.11)
that is |a〉 ⊥ |b〉 up to the second order in λ, and:
〈a|∂λb〉 = 〈a|∂λHˆ|b〉
Eb − Ea (B.12)
which can also be derived from the first-order perturbation formula [16]:
∂λ |b〉 =
∑
n6=b
〈n|∂λHˆ|b〉
Eb − En |n〉 (B.13)
Appendix C
The Kubo formula for
crystalline insulators
The conductivity σαβ(ω) is by definition the tensor such that:
jα(ω) =
∑
β
σαβ(ω)Eβ(ω) (C.1)
where Eα(ω) is the ω-frequency Fourier component of the applied electric field
Eα(t) (slow varying in space) and jα(ω) the ω-frequency Fourier component
of the induced current jα(t):
Eα(ω) ≡ 1
2pi
∫ +∞
−∞
dω Eα(t)e
−itω
jα(ω) ≡ 1
2pi
∫ +∞
−∞
dω jα(t)e
−itω
(C.2)
For a system of non interacting fermions in a volume Vtot from the Kubo’s
formula [33] we obtain [1]:
σαβ(ω) = lim
η→0+
i~
Vtot
∑
nm
fn − fm
m − n
〈
n
∣∣∣ jˆα ∣∣∣m〉〈m ∣∣∣ jˆβ ∣∣∣n〉
n − m + ~(ω + iη) (C.3)
where Vtot is the volume of the system, |n〉 is a basis set of eigenvectors of
the one particle Hamiltonian Hˆ of eigenvalue n:
Hˆ |n〉 = n |n〉 (C.4)
fn = f(n, T, µ) is the Fermi-Dirac distribution:
fn =
1
1 + e(n−µ)/T
(C.5)
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jˆα is the single-particle current operator:
jˆα = −e vˆα (C.6)
and the limit of η to 0+ makes the formula meaningful on the complete real
axis (in the derivation of Kubo’s formula the η → 0+ limit appears since the
electric field is switched on adiabatically).
Now we want to specialize this formula to a crystal (in thermodynamic
limit). Then
|n〉 = |φk,n〉 (C.7)
〈n | vˆα |m〉 = 〈φk,n | vˆα |φk′,m〉 (C.8)
where |φk,n〉 are the crystal Bloch functions normalized over the total volume.
We also consider their periodic part normalized over the unit cell
|uk,n〉 ≡
√
Neik·r |φk,n〉 (C.9)
so that in Zak representation (cfr. section 3.3)
〈φk,n | vˆα |φk′,m〉 = δk,k′ 〈uk,n | v˜α(k) |uk,m〉
= δk,k′
1
~
〈
uk,n
∣∣∣ ∂αH˜(k) ∣∣∣uk,m〉 (C.10)
where ∂α ≡ ∂/∂kα and, on the right-hand side, the scalar product is limited
to a single crystal unit cell. So:
σαβ(ω) =
ie2
~Vtot
∑
n,m
∑
k
fk,n − fk,m
k,m − k,n ·
·
〈
uk,n
∣∣∣ ∂αH˜(k) ∣∣∣uk,m〉〈uk,m ∣∣∣ ∂βH˜(k) ∣∣∣uk,n〉
k,n − k,m + ~(ω + i0+)
(C.11)
which in the thermodynamic limit:
1
Vtot
∑
k
−→
∫
BZ
dk
(2pi)d
(C.12)
becomes:
σαβ(ω) =
ie2
~(2pi)d
∑
n,m
∫
BZ
dk
fk,n − fk,m
k,m − k,n ·
·
〈
uk,n
∣∣∣ ∂αH˜(k) ∣∣∣uk,m〉〈uk,m ∣∣∣ ∂βH˜(k) ∣∣∣uk,n〉
k,n − k,m + ~(ω + i0+)
(C.13)
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If the system is gapped, the temperature is null, and the Fermi energy is in
the gap then:
fk,n =
{
1 if k,n ≤ F
0 if k,n ≥ F
(C.14)
so, after some elementary manipulations:
σαβ(ω) =
ie2
~(2pi)d
∑
n<F
m>F
∫
BZ
dk
1
k,m − k,n ·
·

〈
uk,n
∣∣∣ ∂αH˜ ∣∣∣uk,m〉〈uk,m ∣∣∣ ∂βH˜ ∣∣∣uk,n〉
k,n − k,m + ~ω + (m↔ n)

(C.15)
where the limit for η → 0+ has been safely done.
In the quasi-static case ω → 0 is:
σαβ =
ie2
~(2pi)d
∑
n<F
m>F
∫
BZ
dk·
·

〈
uk,n
∣∣∣ ∂αH˜ ∣∣∣uk,m〉
k,m − k,n
〈
uk,m
∣∣∣ ∂βH˜ ∣∣∣uk,n〉
k,n − k,m − (α↔ β)

(C.16)
so the conductivity tensor is totally antisymmetric: a gapped crystal at zero
temperature can have only non-dissipative currents for a static electric field
if the Fermi energy is in the gap:
σSαβ = 0 (C.17)
σαβ = σ
A
αβ =
ie2
~(2pi)d
∑
n<F
m>F
∫
BZ
dk·

〈
uk,n
∣∣∣ ∂αH˜ ∣∣∣uk,m〉
k,m − k,n
〈
uk,m
∣∣∣ ∂βH˜ ∣∣∣uk,n〉
k,n − k,m − (α↔ β)

(C.18)
By using the result in appendix B and the fact that we are considering matrix
elements between non degenerate states:〈
uk,m
∣∣∣ ∂βH˜ ∣∣∣uk,n〉
k,n − k,m = 〈uk,m | ∂βuk,n〉 = −〈∂βuk,m |uk,n〉 (C.19)
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it is:
σαβ =
−ie2
~(2pi)d
∑
n<F
m>F
∫
BZ
dk
[〈∂αuk,n |uk,m〉 〈uk,m | ∂βuk,n〉 − (α↔ β)] (C.20)
Finally, we can extend the m-sum over all the states as we add a term which
is null (since it is symmetric in the α and β indices). So, by using the
completeness (for each k) of the |uk,n〉 on the space of periodic functions on
the unit cell (UC): ∑
n
|uk,n〉 = 1uc (C.21)
it is simply:
σαβ =
−ie2
~(2pi)d
∑
n<F
∫
BZ
dk
[〈∂αuk,n | ∂βuk,n〉 − (α↔ β)] (C.22)
So, to conclude, for a gapped crystal at zero temperature with the Fermi
energy in the gap, the dc-conductivity σαβ is totally antisymmetric and:
σαβ =
−ie2
~(2pi)d
∑
p<F
∫
BZ
dk
[〈
∂uk,p
∂kα
∣∣∣∣ ∂uk,p∂kβ
〉
−
〈
∂uk,p
∂kβ
∣∣∣∣ ∂uk,p∂kα
〉]
(C.23a)
=
2e2
~(2pi)d
Im
∑
p<F
∫
BZ
dk
〈
∂uk,p
∂kα
∣∣∣∣ ∂uk,p∂kβ
〉
(C.23b)
Appendix D
Tight-Binding and dimensions
The Chern numbers Ci are dimensionless numbers (3.126), whereas the Chern
invariant C has dimensions L2−d (3.136). The local Chern marker Cab(r):
Cab(r) =  (2pi )d−1Im
〈
r
∣∣ rˆaP rˆbQ   rˆaQrˆbP ∣∣ r〉 (D.1)
has dimensions L2−d as well and in fact its spatial average returns the (local)
Chern invariant.(1)
In a tight-binding context the space is discretized into a lattice and each
lattice site i is associated to a portion of the space with volume V (i) (In the
2D Haldane model, for example, as there are two sites for each unit cell there
is a site area A(i) which is one-half of the unit cell area). If jii is the basis set
of the lattice positions, in a numerical simulations is calculated the quantity:
Cab(r) =  (2pi )d−1Im
〈
i
∣∣ rˆaP rˆbQ   rˆaQrˆbP ∣∣ i〉 (D.2)
which has dimension [L]2, as the states jii are dimensionless. In fact the
correspondence between the continuum and lattice quantities Cab(r) and Cab(i)
is:
Cab(i) 
∫
V (i)
Cab(r) dr (D.3)
so that:
Cab(i)
V (i)
=
〈
Cab
〉
V (i)

〈
Cab
〉
i
(D.4)
(1)In fact the position eigenstate jri has dimensions [L]−d/2 as it can be seen from:∫
jri hrj dr = 1
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and the average of Cab(r) over a volume V comprised of Ns sites is given by:
D
Cab
E
V

1
V
Z
V
Cab(r) dr (D.5)
=
1
Ns
N sX
i=1
1
V (i)
Z
V (i)
Cab(r) dr (D.6)
=
1
Ns
N sX
i=1
D
Cab
E
i
(D.7)
The site average hCabi i is the quantity we plotted in section 3.11.
We have a similar situation for the orbital magnetization. The orbital
magnetization local marker is given by:
M ab(r) = e
~c
Im
D
r



rˆ aP(Hˆ   )ˆr bQ   rˆ aQ(Hˆ   )ˆr bP



r
E
(D.8)
which has dimension [e][L ]1−d and whose spatial average returns the (local)
orbital magnetization. In a tight-binding simulation we calculate:
M ab(i) = e
~c
Im
D
i



rˆ aP(Hˆ   )ˆr bQ   rˆ aQ(Hˆ   )ˆr bP



i
E
(D.9)
which has dimensions [e][L]. The relation between M ab(r) and M ab(i) is:
M ab(i) 
Z
V (i)
M ab(r) dr (D.10)
M ab(i)
V (i) =
D
M ab
E
V (i)

D
M ab
E
i
(D.11)
and the site average hMabi i is the quantity plotted in section 4.6.
Appendix E
Peierls substitution
In this appendix we describe how to introduce an external magnetic field B in
a tight-binding model. In quantum mechanics (and in general in Hamiltonian
mechanics) the presence of a vector potential A affects the Hamiltonian by
changing the momentum from p to p− (q/c)A. This is part of the so called
minimal coupling. It can be considered the consequence of a general principle
(see [45] for a quite inspiring discussion about that): for a quantum system the
presence of a vector potential A modifies the zero-field amplitude probability
of a charge q in passing from a place a to another place b, along a specific
route, through the phase factor given by the path integral of A, times q/c~ :
〈b | a〉A = 〈b | a〉0 e
iq
c~
∫ b
a A·dl = 〈b | a〉0 e
−2pii
φ0
∫ b
a A·dl (E.1)
where in the last formula we used the elementary quantum flux φ0 ≡ hc/e.
According to this principle in a tight-binding Hamiltonian a magnetic
field with vector potential A should modify the hopping element tBA between
two sites A and B through the phase factor obtained by integrating A along
a path from A to B:
t0BA −→ tBA = t0BA e
−2pii
φ0
∫B
A A·dl (E.2)
Anyway the result depends on the path, which is not unique given A and B,
so we choose the simplest one: a rectilinear path. This recipe is known as
the Peierls substitution [26]. It is used extensively [21], but it is not the only
possibility [10]. Anyway by considering, for example, a cubic lattice it can be
seen that in the continuum limit the Peierls substitution returns the usual
magnetic Hamiltonian.
Obviously, for a given magnetic field we have a gauge freedom in the vector
potential so the magnetic phase is not uniquely defines. What is unique is
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the total phase accumulated along a closed path. In fact for a closed path ∂Σ
around a surface Σ is:∮
∂Σ
A · ds =
∫
Σ
(∇×A) · dS =
∫
Σ
B · dS = ΦΣ (E.3)
where ΦΣ is the magnetic flux through Σ. So, according to the Peierls
substitution, for a closed rectilinear hopping path Γ the total extra phase
accumulated
∑
i∈Γ φi is equal to the magnetic flux ΦΓ enclosed by Γ in φ0
units, times −2pi: ∑
i∈Γ
φi = −2piΦΓ
φ0
(E.4)
We conclude this appendix by applying the Peierls substitution to the
particular case of a uniform magnetic field B (possibly time dependent). We
consider the vector potential A(r) in the symmetric gauge:
A(r) = −1
2
(
r×B) (E.5)
Given two points A and B the hopping transformation is:
t0BA −→ tBA = eiφBA t0BA (E.6)
φBA = −2pi
φ0
∫ B
A
A(r) · dl (E.7)
and since the path integral is along the straight line connecting A to B we
consider the parametrized line:
ξ(t) ≡ rA + t (rB − rA) t ∈ [0, 1] (E.8)
so: ∫ B
A
A(r) · dl =
∫ 1
0
A(ξ(t)) · dξ
dt
dt (E.9)
=
1
2
∫ 1
0
(
B× ξ(t)) · dξ
dt
dt (E.10)
=
1
2
B ·
∫ 1
0
ξ(t)× dξ
dt
dt (E.11)
=
1
2
B ·
∫ 1
0
rA × rB dt (E.12)
=
1
2
B · (rA × rB) (E.13)
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In conclusion the magnetic phase in a uniform magnetic field is:
φBA = − pi
φ0
B · (rA × rB) (E.14)

Appendix F
Haldane’s Model
As illustrated in figure F.1a the Haldane’s model is a 2D tight-binding system
on a honeycomb lattice. There are two tight-binding sites per cell with on-site
energy ±∆, a real first-neighbor hopping t1 and a complex second-neighbor
hopping t2e
±iφ.
t1
+∆
−∆
t2 ie φ
(a)
K’
M
K
(b)
Figure F.1: (a) Four unit cells of the Haldane model. Solid (open) circles have
site energy ∆ (−∆). The first-neighbor hopping t1 is real and marked
with a solid line. The second-neighbor hopping t2e
i±φ has a complex
phase and is marked with dashed arrows indicating the direction of
positive phase hopping. The hexagon in the center of the plot is the
Wigner-Seitz unit cell. (b) First Brillouin zone of the Haldane model
with high-symmetry points marked.
The complex phase e±iφ of the second-neighbor hopping in used to realize
the presence of a staggered magnetic field. In fact (see appendix E) given
a tight-binding Hamiltonian, the presence of a magnetic field modifies the
hopping parameters, with respect to the zero-field case, by an extra phase
factor:
t0 −→ t = t0 eiφ (F.1)
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in such a way that the total phase
∑
i φi accumulated along a closed hopping
path Γ is equal to the magnetic flux ΦΓ enclosed by Γ in φ0 units, times −2pi:∑
i∈Γ
φi = −2piΦΓ
φ0
(F.2)
where φ0 ≡ hc/e is the elementary quantum flux.
In the Haldane model we consider a magnetic field that has outgoing
flux respectively Φb = +ϕ
∗ and Φa = −ϕ∗ in the Wigner-Seitz (WS) regions
marked with b and a in Fig. F.2 (neat zero flux in the unit cell). So we
a
a
aa
a
a
b b
b b
bb Φb = +ϕ
∗
Φa = −ϕ∗
Figure F.2: Flux regions in the Haldane model WS-cell
consistently set a real first neighbor hopping t1 (as a closed path of first-
neighbor hoppings encloses the WS cell with a zero total flux) and a complex
second-neighbor hopping t2e
iφ with:
φ = 2pi
ϕ∗
φ0
(F.3)
This is the physical meaning of the φ factor in the second-neighbor hopping
parameter.
The staggered magnetic field, even if it has a null average effect, it is
necessary to break the time-reversal symmetry of the system in order to
obtain a Chern number different form zero for the occupied band. In fact
the main feature of the Haldane’s model is that, in spite of its simplicity, by
changing its free parameters it is possible to obtain a Normal or a Chern
insulator.
Let a1, a2, and a3 be the vectors pointing from a site of the sublattice
with on-site energy −∆ to its three nearest neighbors with energy +∆, such
that zˆ · a1× a2 > 0 and xˆ · a1 > 0. Let also be b1 ≡ a2− a3 and cyclic. Then
the matrix representing the Haldane’s model Hamiltonian in the Bloch basis
of the two sublattices is:
H(k) = h0(k)1 + h(k) · σ (F.4)
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with σ = (σ1, σ2, σ3) the Pauli’s matrices and:
h0(k) ≡ 2t2 cosφ
∑
i
cos(k · bi)
h1(k) ≡ t1
∑
i
cos(k · ai)
h2(k) ≡ t1
∑
i
sin(k · ai)
h3(k) ≡ ∆− 2t2 sinφ
∑
i
sin(k · bi)
(F.5)
The system can be solved analytically and the two energy bands are:
±(k) = h0(k)± |h(k)| (F.6)
In this thesis we set t1 = 1 and t2 = 1/3. It can be demonstrated that this
guarantees that the two bands never overlap and are separated by a finite gap
unless they touch. So only two free parameters ∆ and φ remain to be fixed.
By analytically calculating the Chern number for the lower band we obtain
the phase diagram F.3. Here points symmetric with respect to the φ = 0
axis are connected by a time reversal transformation and points symmetric
with respect to the ∆ = 0 line by a spatial inversion (exchange of the two
sublattices). The (∆ = 0, φ = 0) point represents a model for a graphene-like
sheet [20], whereas in general a point on the φ = 0 axis is a model for a
hexagonal boron nitride-like sheet [17] (i.e. two different atoms on the two
sublattices).
In general for different values of ∆ and φ we have gapped (i.e. insulating)
phases which are separated by lines made of conducting (semi-metal) states
where the two energy bands touch on a K or K ′ point of the Brillouin zone.
On the phase diagram is indicated the Chern character of each insulating
phase. We have, for opportune values of the parameters, a normal insulator
(C = 0), or a Chern insulator with Chern number C = ±1. Obviously, as you
can see, in order to make a topological phase transition which changes the
Chern number it is necessary to close the gap and pass through a metallic
phase.
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Figure F.3: Topological phase diagram for the Haldane’s model (with t1 = 1,
t2 = 1/3)
Appendix G
In-medium electromagnetism:
the Lorentz approach
In this appendix we describe in some details the approach to the in-medium
electromagnetism introduced by H. A. Lorentz [34]. It is a purely macroscopic
approach and in spite of its, nowadays well recognized, inconsistency (except
in some particular cases) it is still offered in many celebrated treatises on the
subject. Our presentation follows the description given in [27].
The starting point are the in-vacuum Maxwell equations:
∇ ·B = 0 (G.1)
∇× E + 1
c
∂B
∂t
= 0 (G.2)
∇ · E = 4pi ρtot (G.3)
∇×B− 1
c
∂E
∂t
=
4pi
c
jtot (G.4)
where the fundamental quantities are the (total) charge and current densities
ρtot, jtot and the in-vacuum fields E, B. When there are materials which carry
charges and currents generated by the interaction with the electromagnetic
fields in the Lorentz scheme is considered the macroscopic version of these
equations, obtained by averaging the in-vacuum equations on a scale bigger
than the atomic and molecular one but smaller with respect to the macroscopic
scale (this is done through the convolution with an opportune averaging test
154 In-medium electromagnetism: the Lorentz approach
function). The resulting equations are:
∇ · 〈B〉 = 0 (G.5)
∇× 〈E〉+ 1
c
∂〈B〉
∂t
= 0 (G.6)
∇ · 〈E〉 = 4pi 〈ρtot〉 (G.7)
∇× 〈B〉 − 1
c
∂〈E〉
∂t
=
4pi
c
〈jtot〉 (G.8)
The second step of the Lorentz approach essentially consists in arranging the
last two averaged equations in a more convenient fashion according to the
separation of the sources into a free and a localized part. To be precise, in
general the total charge and current densities can be written as:
ρtot(r, t) =
∑
h
qh δ(r− rh(t)) (G.9)
jtot(r, t) =
∑
h
qh vh δ(r− rh(t)) vh = drh
dt
(G.10)
and we partition them into two contributions:
ρtot = ρf + ρb (G.11)
jtot = jf + jb (G.12)
where ρf, jf are “free” to move in the material:
ρf(r, t) =
∑
i∈free
qi δ(r− ri(t)) (G.13)
jf(r, t) =
∑
i∈free
qi vi δ(r− ri(t)) (G.14)
and ρb, jb are “bound” to the molecules and atoms of the material (so they
are localized in space):
ρb(r, t) =
∑
n∈mol
ρ(n)(r, t) (G.15a)
ρ(n)(r, t) =
∑
i∈moln
q(n)i δ(r− (r(n)(t) + r(n)i(t))) (G.15b)
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and
jb(r, t) =
∑
n∈mol
j(n)(r, t) (G.16)
j(n)(r, t) =
∑
i∈moln
(
v(n) + v(n)i
)
q(n)i δ(r− (r(n)(t) + r(n)i(t))) (G.17)
where r(n), v(n) are, respectively, the position and the velocity of n-th molecule
barycenter and r(n)i, v(n)i the relative position and velocity of its i-th point
charge q(n)i with respect to the barycenter.
For each of these molecular charge and current distributions ρ(n), j(n) we
consider the multipole components: the total (molecular) charge q(n), the
total (molecular) dipole p(n), the total (molecular) quadrupole Q(n)...:
q(n) ≡
∑
i∈mol(n)
q(n)i (G.18)
p(n) ≡
∑
i∈mol(n)
q(n)i r(n)i (G.19)
Q(n) ≡
∑
i∈mol(n)
q(n)i
(
r(n)i ⊗ r(n)i
)
(G.20)
... (G.21)
and the (molecular) current, the (molecular) magnetic dipole moment...:
i(n) =q(n) v(n) (G.22)
m(n) =
∑
i∈mol(n)
q(n)i
2c
(
r(n)i × v(n)i
)
(G.23)
... (G.24)
So we have a molecular charge density distribution, a molecular electric
dipole-density distribution, a molecular electric quadrupole-density distribu-
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tion...:
qmol(r) 
X
n2mol
q(n)  (r   r(n) ) (G.25)
pmol(r) 
X
n2mol
p(n)  (r   r(n) ) (G.26)
Q mol(r) 
X
n2mol
Q(n)  (r   r(n) ) (G.27)
... (G.28)
and, similarly, a molecular current density distribution, a molecular magnetic
dipole-density distribution...:
jmol(r) 
X
n2mol
i(n)  (r   r(n) ) (G.29)
mmol(r) 
X
n2mol
m(n)  (r   r(n) ) (G.30)
... (G.31)
(in order to simplify the notation we avoided indicating the time dependence
explicitly).
Armed with these definitions we consider the spatial average. Since each
 (n) (r) is confined in a region around r(n) much smaller than the average scale
it can be demonstrated (by using a Taylor expansion and some algebra) that:
h bi =
*
X
n2mol
 (n)
+
(G.32)
= hqmol i   r  hp mol i + : : : (G.33)
and:
hjbi =
*
X
n2mol
j(n)
+
(G.34)
=

hjmol i + cr  hm mol i : : :

+
@
@t

hpmol i + hQmol i + : : :

(G.35)
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By inserting these expressions in the last two Maxwell averaged equations we
arrive, to the lowest order, at:
∇ ·D = 4pi ρexp (G.36)
∇×H− 1
c
∂D
∂t
=
4pi
c
jexp (G.37)
where the sources
ρexp ≡ 〈ρf〉+ 〈qmol〉 (G.38)
jexp ≡ 〈jf〉+ 〈jmol〉 (G.39)
are, respectively, the macroscopic average of the free plus molecular charge
density and the macroscopic average of the free plus molecular current density.
They are the “explicit” sources in the in-medium equations and are recognized
as a macroscopic charge and current density after the averaging process. The
fields D and H are
D ≡ 〈E〉+ 4pi P (G.40)
H ≡ 〈B〉 − 4piM (G.41)
where P and M are respectively called the polarization and the magnetization
field and are defined by:
P ≡ 〈pmol〉 (G.42)
M ≡ 〈mmol〉 (G.43)
Since:
〈ρb〉 ' 〈qmol〉 − ∇ · 〈pmol〉 (G.44)
〈jb〉 ' 〈jmol〉+∇× 〈mmol〉+ ∂〈pmol〉
∂t
(G.45)
they satisfy the equations:
∇ · P = −
h
〈ρb〉 − 〈qmol〉
i
(G.46)
c∇×M + ∂P
∂t
= 〈jb〉 − 〈jmol〉 (G.47)
We can consider the right-hand side of these equations as the charges and
currents of the bound electrons in the matter which have been smeared out
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and made implicit in the macroscopic averaging process: they do not appear
in the equations as explicit sources and we do not recognize them as explicit
macroscopic currents and charges but nonetheless they affect the dynamics.
So it is
∇ · P = −ρimp (G.48)
c∇×M + ∂P
∂t
= jimp (G.49)
with
ρimp = 〈ρb〉 − 〈qmol〉 (G.50)
jimp = 〈jb〉 − 〈jmol〉 (G.51)
so:


ρtot

= ρexp + ρimp (G.52)


jtot

= jexp + jimp (G.53)
So, in summary, the Lorentz scheme is comprised of the four equations
(G.5), (G.6), (G.36), (G.37) and is completed by giving constitutive relations
which connect the fields D, H to 〈E〉, 〈B〉:
D = D[〈E〉, 〈B〉] (G.54)
H = H[〈E〉, 〈B〉] (G.55)
and depend on the specific material. With these relations we have the same
number of equations and variables and the problem is, in principle, solvable.
In the previous derivation we did not consider the spin. Let us suppose
that, besides the averaged molecular magnetic dipole density, we have another
source of magnetization given by the intrinsic spin magnetic dipole density
mspin(r, t) associated to the electron microscopic spin density. Then the
macroscopic average of the molecular magnetic dipole density is only the
orbital part of the magnetization. To be precise is:
Morb = 〈mmol〉 (G.56)
Mspin ≡ 〈mspin〉 (G.57)
M = Morb + Mspin (G.58)
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In this case the previous relations still hold, with M the total magnetization,
if we set:
jexp = 〈jmol〉+ 〈jf〉 − 〈jspin〉 (G.59)
jimp =
∂〈pmol〉
∂t
+∇× 〈mmol〉+∇× 〈mspin〉 (G.60)
where we defined the contribution to the current carried by the spin as:
jspin ≡ c∇×mspin (G.61)
In summary, the Lorentz scheme builds the in-medium electromagnetic
theory as a macroscopic theory obtained by averaging the more fundamental
microscopic, in-vacuum, Maxwell equations. In this approach the total
microscopic charges and currents are partitioned into two contributions: one
free to move into the material and the other one localized in confined small
regions around molecules and atoms. In the average process the details of the
bound distributions are smeared out: it remains an explicit averaged current
and charge density from the bound electrons which is added to the averaged
free part in order to form the explicit source of the macroscopic equations.
The remaining contribution from the bound electrons enters implicitly in the
in-medium equations through the macroscopic averages of the microscopic
magnetic end electric molecular dipole density which are, by definition, the
polarization and magnetization fields.

Appendix H
Stre˘da-Widom formula
The conductivity tensor σab relates the electric field Eb to the current re-
sponse ja:
ja = σabEb (H.1)
(where sum over repeated indices have been understood). Conductivity tensor
is partitioned into the symmetric and the antisymmetric part:
σab = σabA + σ
ab
S (H.2)
σabS = +σ
ba
S (H.3)
σabA = −σbaA (H.4)
so we have two contributions to the total current:
jaS = σ
ab
S Eb (H.5)
jaA = σ
ab
A Eb (H.6)
By defining the pseudo-vector σ such that σ1 = σ
23
A and cyclic:
σabA = 
abcσc (H.7)
σc =
1
2
abc σ
ab
A (H.8)
we can also write:
jA = E× σ (H.9)
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Since it is orthogonal to the electric field, jA is the dissipationless part of the
current.(1)
Conductivity vector σ is related to the change in density of the system
as an applied magnetic field B is varied. In fact given a material with
magnetization M(T, µ,B) there is a transverse current:
j = c∇×M (H.10)
So in components:
ja = c abc ∂bMc (H.11)
= c abc
∂Mc
∂µ
∂bµ (H.12)
The relation between the electrostatic potential φ(r):
E = −∇φ (H.13)
and the chemical potential µ is µ = eφ, so we can write:(2)
ja = c abc
∂Mc
∂µ
∂bµ (H.14)
= ec abc
∂Mc
∂µ
∂bφ (H.15)
= −ec abc ∂Mc
∂µ
Eb (H.16)
and finally, by using the thermodynamic Maxwell relation:
∂M
∂µ
∣∣∣∣
T,B
=
∂n
∂B
∣∣∣∣
T,µ
(H.17)
(1)Moreover, the current jA is transverse (divergence free) if there is not a time-dependent
magnetic field applied. In fact
∇ · jA = ∂bjbA
= bpq∂bEpσq
= −c−1∂tBqσq = 0
(2)Let us consider the electric field external to the system. To add a particle with charge
q to the system by bringing it from infinity (where φ = 0) to a point r the electric field
makes a (external) job δL(E) = −qφ(r). By increasing the number of particle by one there
is a variation in the internal energy of the system given by dU = δL(E) = −qφ(r), that is
µ(r) = −qφ(r).
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we get:
ja = −ec abc ∂n
∂Bc
Eb (H.18)
that is:
j = jA = E× σ (H.19)
σ = −ec ∂n
∂B
∣∣∣∣
T,µ
= c
∂ρ
∂B
∣∣∣∣
T,µ
(H.20)
So the (implicit) current in a magnetized material is dissipationless and its con-
ductivity vector is given by the Stre˘da-Widom formula (H.20). This formula
has been proved in several ways, for example by using Kubo formula [63] or
thermodynamics arguments [76, 64, 30]. We essentially reported the original
Widom thermodynamic proof [76] as it is a quite simple but very general
demonstration.
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