Proof. [x«Elx» + 'E] = xr(x)[E] = [H0(EX)] -[HtfJ] = [E/xE]-[(0: x)E].
Putting Proposition 1.4 and Corollary 1.5 together we obtain the following theorem.
1.6. Theorem. Let I=(xu ..., x$). Then Xr(xu ..., xs) [E] = xrixir(x2, ■ ■ ■, Xs^E/x^-xruAxh, ■.., xsW-Xi)E], where x2,..., xs are the images of x2,..., xs in R/x1R and Xrixir(x2, ..-,xs): KiR/x.R) -> K(R/I).
We have defined a multiplicity map in terms of the Koszul complex, but we see that Theorem 1.6 and the following Corollary 1.7 embody the inductive definition of multiplicity as found in [8] .
1.7. Corollary.
We have Xr(xi, .-.,xs) = xrixAx2> ■ ■ ■■.xs)-Xr{x1).
Further
Xr(Xi, . ■ ., Xs) = XRKxi.xs -i)(*s) ' XRKX!.x")(*s Thus we have defined a general multiplicity taking values in a Grothendieck group and have shown that some important properties of this multiplicity depend in no way upon the condition that R/1 have finite length. It is easy enough to see how to define the ordinary multiplicity in terms of xr(xi, ■ ■ ■, xs). For suppose we are in the case where I={xu ..., xs) and Rjl has finite length. Then it is known that K(RjI) is isomorphic to D(R/I). In fact, if Mu ..., Mk are the maximal ideals of R containing /, then MJI,..., Mk/I are exactly the prime ideals of Rjl, and they are all of height zero in R/I. So K(R/I) is the free abelian group with basis [R/M^,..., [R/Mk] . Now we define a map / from K(R/I) to the integers Z to be the length function; i.e., if £ is a module over R/I then l[E]=LR(E). Then the map / is just the unique map from K(R/I) to Z which takes the value 1 on each basis element [RIMt),i=\....,k.
We shall denote the ordinary multiplicity by eÄ(xl5..., xs \ E) and define it by eB(x!,,.., x, I E) = Ixr(x1, ..., xs) [E] . It is easily seen that this definition coincides with that of [1] and [8] and its properties can be derived from our multiplicity
It is often the case that properties of the multiplicity map eB(xu ..., xs | E) are stated in terms of length. To prove these properties for xr(xi, • • •, xs) we must find generalizations which we can prove in terms of Grothendieck groups. The first such property is a generalization of the inequalities 0^ eR(xu ...,x, \ E)^LB(E/IE). Observe that if Rjl has finite length then a module E over Rjl goes into the " positive orthant" in K{RjI); i.e., [E] Proof. It suffices to prove the proposition for simple modules. This is trivial using Theorem 1.6. Now we wish to generalize a familiar property of multiplicities found in [1, Proposition 4.4, p. 642] . First observe that if ^ and c€' are abelian categories and r€ is a subcategory of c€' then there is a map A: K°(^>) -» K°(^') induced by the inclusion functor # -» e€'. This induced map A is not necessarily monic. We wish to look now at an important property of the multiplicity map. Let O: R -» 5 be a ring homomorphism and suppose 5 is a flat /^-module. Then we obtain a homomorphism $*: K(R) -> K(S) induced by the exact functor • ®RS. If / is an ideal in R then we obtain Ö: R/I^ 5/0(7). If S/<t>(I) is a flat Ä/7-module we obtain ^*:K(R/I) -> K(S/®(I)). 
Proof. Use the definitions of the maps together with the fact that Hi(Ex:1.s) is isomorphic to H^E 0BS)OX:1.s) for all f. In particular, Theorem 1.13 implies that multiplicity commutes with localization. If S is a multiplicatively closed set in R then Rs is a flat Ä-module. We let Ts: K(R) -> K(RS) denote the induced homomorphism. If S is the complement in R of a prime ideal P we shall also use TP to stand for Ts. We can then obtain as a corollary to Theorem 1.13 the "Localization Principle" found in [8, Theorem 3,  p. 277].
1.14. Corollary.
Let I=(xu ..., xs) and suppose R/I has finite length. Let Mu ..., Mk be the maximal ideals of R containing I and let <I>(: R -> RMi be the
Proof. We have K(R/I) is isomorphic to ®ki = iK{RMJIRu) and each map TMl: K(R/I) -> K(RMJIRMl) is a projection associated with the direct sum. Thus, using Theorem 1.13,
Now we wish to prove a generalization of the Associative Law for multiplicities. The form of the Associative Law we wish to generalize is that found in [8, Theorem 5, p. 285] . It can be stated as follows: Let l-(xi, ■ ■ ■, xs) and suppose R/I has finite length. Let O^n^s and let P1,...,Pk be the minimal prime ideals of (xi,..., xn). Let «IV R -> RPt and i/it: R -> R/Pt be the natural maps. Then k eR(xu ..., x, I E) = 2 eBri(<biXi,®{xn \ £P,)es/Pl('/'i*n+i,..., fax, | R/Pt). t=i There are several ways the Associative Law can be generalized to Grothendieck groups. We shall state two ways, the first of which is Theorem 1.15. Recall that if J is an ideal in R a set of generators for K(R/J) is {[R/P] | P prime, P^J}. Now Theorem 1.15 is an easy consequence of Corollary 1.7. is the map induced by the inclusion functor.
If we wish to involve the localization at the primes P in the Associative Law and identify the integers mP we must confine our attention to minimal primes of the ideal (xlt..., xn). We develop a second generalization from this point of view. Proof. We must note where this tensor product is taking place. Now [EPi] is an element of K(RPt) which is infinite cyclic generated by [RPJPtRPl] . Also Having finished our treatment of the Associative Law we would like to be able to calculate the kernel of xr(xi, ■ ■ ■, xs). Although this seems to be difficult in general, we can derive some partial results which, as usual, are most impressive when R/I has finite length. We need some preliminary results. If R is a local ring with maximal ideal M define dim R = height M. Then dim R is called the Krull dimension of R. We wish finally to turn our attention to the Extension Formula. This formula shows how the multiplicity changes under integral extension. The theorem we shall obtain is found in [8, Theorem 6, p. 287] . Let R be a subring of R' and suppose R' is a finitely generated 5-module. If xu ..., xs are elements of R such that F//*i-T+ • • • +xsR' has finite length and E' is an ^'-module then eR(xlt ...,xs\E') = ^LBiM.nR(R''/My^i^M.x,,<bM.xs \ E'u), AT where M' ranges over the maximal ideals of R' containing xxR'+ ■ ■ ■ +xsR' and <IV: R' -> R'w is the natural map.
Naturally we wish to generalize the Extension Formula to our case. It is somewhat surprising that the Extension Formula receives a much more simple formulation with Grothendieck groups. Recall if 0: R -> R' is a ring homomorphism then every finitely generated ß'-module is a finitely generated i?-module. So we obtain a homomorphism <I>*: K(R') -> K(R) induced by the inclusion functor. If I is an ideal in R then <E>: R/I^-R'/<b(I) is a ring homomorphism and we obtain ®*:K(R'/<!>(I))->K(R/I). 1.26. Theorem(2) . Let 0: R-> R' be a ring homomorphism and let l={xu..., xs) be an ideal of R. Then the following diagram commutes:
To obtain the Extension Formula as stated above we apply Theorem 1.26 to the special case where R is a subring of R' and 4>: R -> i?' is the inclusion. We need some lemmas. The proof of the following lemma is found in [8, Proof of Theorem 6, p. 287]. 2. Hilbert functions. In this section we define the Hilbert function of a module with respect to an ideal in terms of Grothendieck groups. We prove the Hilbert function is a polynomial for large values of n which we call the Samuel polynomial. Then we prove a fundamental relation between the Samuel polynomial and the multiplicity map.
2.1. Definition. Let / be an ideal in R and let E be an F.-module. Define H,(n, E) = [InE/In+1E] Xx{e + In+1E) = Xte+P+'E.
So we have a graded module M which is finitely generated over R/I[XU ..., Xs] and each graded component Mn is finitely generated as a module over R/I. But this is sufficient to imply that the function P(n) = [Mn] in K(R/I) is a Samuel polynomial of degree at most s-1 for all sufficiently large n. The proof is by induction on s. The case s=0 is implied by the fact that M is a finitely generated graded module over R/I. The induction step is implied by the exact sequence:
Thus we have the following theorem.
2.4. Theorem. Let I=(xu ..., xs). If E is an R-module then there exists a Samuel polynomial Pi(n, E) with coefficients in K(R/I) and degree at most s-l such that H,(n, E) = F7(n, E) for all sufficiently large n.
Actually we find it convenient to deal not only with the Hilbert function but also with another function which we now define. Let
Hf{n, E) = 2 E). 2.5. Corollary. Let I=>(xlt..., xs). If E is an R-module then there exists a Samuel polynomial Pf{n, E) with coefficients in K(R/I) and degree at most s such that H*(n, E)=P*(n, E) for all sufficiently large values of n.
The next theorem establishes the relationships between our general multiplicity and Hilbert functions. First suppose P(n) is any Samuel polynomial with coefficients in a Grothendieck group. Define AP(n)=P(n)-P(n~ 1). We note that AP(n) is a Samuel polynomial with degree one less than the degree of P(n). In fact, if Incidentally, Theorem 2.6 can be used to prove Corollary 2.5. For if AP(w) is a Samuel polynomial of degree at most k then P(n) is a Samuel polynomial of degree at most k 4-1.
Theorem 2.6 shows that the multiplicity map xb(*i, •••>#») depends only on the ideal generated by xx,..., xs and s, the number of elements used to generate the ideal.
2.7. Corollary. Let xx,.. .,x, and yu ..., ys be elements of R such that (xu . ..,xs) = I=(y1,. ..,y,). Then xb(*i, ..., xs) = XbCvi> • ..,y,). Furthermore, if
O^n^s and OSm^s then 
