We studied the duration of the stem vowel of regular and irregular verbs as attested in the Buckeye corpus of conversational North-American English. We compared two sets of predictors, reflecting two different approaches to speech production, one based on competition between word forms, the other based on principles of discrimination learning. Word frequency, lexical density and vocalic alternation gang size, classical measures in word form competition theories, were predictive for stem vowel duration. However, more precise predictions were obtained using measures derived from a two-layer network model trained on the Buckeye corpus. Measures representing strong bottom-up support predicted longer vowel durations. Conversely, measures reflecting uncertainty predicted shorter vowel durations, including a measure of verbs' semantic density.
Introduction
Many forces influence the acoustic realization of words. These forces, which range from frequency of use to audience design, shape the durations with which words and segments are produced, as well as the details of their articulation and pitch contours. The present paper investigates the role of some of these forces in the production of irregular and regular verbs from a corpus of spontaneous speech.
Frequency of use is one such force that has been studied intensively: Words that are used more often tend to have shorter realizations (e.g., Zipf, 1929; Jurafsky et al., 2001; Bell et al., 2003) . Homophones such as thyme and time have been shown to differ in duration as a function of their frequency of occurrence:
time is more frequent and has a shorter duration in unscripted speech than thyme (Gahl, 2008) . Moreover, Pluymaekers et al. (2005) reported that the duration of Dutch affixes are co-determined by the frequency of the complex words in which they occurred.
The Probabilistic Reduction Hypothesis of Jurafsky et al. (2001) proposes that probability is the causal factor driving acoustic reduction of higher-frequency forms. The relevant probabilities can be highly contextsensitive, and depend on the preceding and following words and even the probabilities of word n-grams (Bell et al., 2003; Pluymaekers et al., 2005; Tremblay and Tucker, 2011) . Turk (2004, 2006) build on the Probabilistic Reduction Hypothesis with their Smooth Signal Redundancy Hypothesis. They argue that high-frequency forms have a lower degree of communicative information, which is argued to render them more redundant, and hence more prone to reduction, i.e., to shortening and to less distinct articulation. By contrast, the high information load of low-frequency words is hypothesized to require lengthening and more distinct articulation. As a consequence, the speech signal is argued to be smoother than it otherwise would be, in the sense that the amount of information transmitted per unit of time is more constrained and less variable. Evidence for the Smooth Signal Redundancy Hypothesis is not restricted to vowel durations, but extends to their spectral characteristics, with more centralization for high-frequency words (Aylett and Turk, 2006) .
A second force argued to shape the acoustic characteristics of words is lexical neighborhood structure.
Neighbors are words that are phonologically similar, for example lad, read, and leak are all neighbors of lead. Research on phonological neighborhood density in speech production has shown both inhibitory and facilitatory effects on speech production when the neighborhood is large. Inhibitory effects for large neighborhoods have been posited on the basis of positive correlations of neighborhood size with vowel dispersion (Wright, 2004; Munson and Solomon, 2004; Munson, 2007) , vowel duration (Munson, 2007) , nasal coarticulation (Scarborough, 2004 (Scarborough, , 2010 (Scarborough, , 2013 , and stop voice-onset-times (Baese-Berk and Goldrick, 2009; Fox et al., 2015; Goldrick et al., 2013) .
Investigations by Flemming (2010) and Gahl (2015) point out some shortcomings of this previous research and indicate that some of these early findings may have been due to limitations in the design, the kind of speech analysed, or the way the data were analysed. Gahl et al. (2012) studied the effects of frequency and phonological neighborhood on acoustic duration in a corpus of spontaneous speech (Pitt et al., 2007) , instead of words produced in isolation in the lab, and observed that vowels were more centralized and shorter in words with large neighborhoods when frequency is statistically controlled. Gahl and Strand (2016) also demonstrate, using the same spontaneous speech corpus, that words with large neighborhoods have shorter durations than words with small neighborhoods. Gahl and colleagues interpret these results as indicating that pronunciation is driven by the relations between words in the mental lexicon. The neighborhood density effect could also reflect speakers' accumulated practice with the articulation of sound sequences. Since words with more neighbors share articulatory trajectories with many phonological neighbors (see also Nusbaum, 1985) , the greater experience with these partial trajectories would then give rise to shorter acoustic durations, and more centralized vowels, i.e., less distinct articulations, for words with larger neighborhoods.
However, the interpretation of the consequences of frequency and probability for speech production may not be as straightforward as the above studies suggest. Evidence obtained with electromagnetic articulography suggests that the articulatory trajectories for higher-frequency words may, all other things being equal, show signs of more expert articulatory control, with more articulatory differentiation, instead of less distinct articulation. Tomaschek et al. (2013 Tomaschek et al. ( , 2014 Tomaschek et al. ( , 2017 observed for higher-frequency words more extreme articulatory trajectories of tongue sensors and earlier co-articulatory anticipation of upcoming inflectional suffixes.
(Note that earlier anticipatory co-articulation is consistent with higher degrees of vowel centralization as reported for vowels in higher-frequency words.) In other words, with increasing experience, speakers master more difficult articulatory challenges, just as someone learning to play the cello will, over time, be able to execute difficult passages both faster (with shorter durations) and more beautifully (with improved motor control). The experience gained over time with the repeated use of words may result in more skillful use of the articulators. A finding pointing in the same direction is that over the lifetime, the vowel space of speakers of English may be expanding (Gahl and Baayen, 2017) .
A third force exerting pressure on the acoustic characteristics of words was reported by Kuperman et al. (2007) , who studied the duration of interfixes in Dutch compounds (e.g., oorlog-s-verklaring 'announcement of war', and dier-en-arts 'veterinary'). Several previous studies had indicated that the choice of interfixes is determined by the conditional probability of an interfix in the distribution of interfixes following the initial constituent (Krott et al., 2001 (Krott et al., , 2002 . Kuperman and colleagues observed that the acoustic duration of interfixes was positively correlated with this conditional probability, thus, as the conditional probability increased, the duration of the interfix also increased. Their finding contradicts predictions of the Smooth Signal Reduction Hypothesis, which expects durational shortening for the more probable and hence less informative interfix. Kuperman et al. (2007) proposed the Paradigmatic Signal Enhancement Hypothesis to account for this unexpected finding. Kuperman et al. argued that in the absence of syntagmatic rules providing unambiguous support for a given morphological realization, morphological forms with strong paradigmatic support will be enhanced. In other words, in pockets of grammatical indeterminacy, paradigmatic support is taken to allow speakers to realize morphological forms more confidently, resulting in longer durations. Recent work by Cohen (2014) has found additional evidence supporting the claims of the Paradigmatic Signal Enhancement Hypothesis. Kuperman et al. (2007) predicted that a similar process of paradigmatic durational strengthening should hold for irregular verbs in English. Specifically, irregular past tense verbs which receive substantial paradigmatic support from other irregular past tense forms sharing the same kind of vowel alternation (e.g., sing/sang and ring/rang) should reveal effects of signal enhancement, such as increased acoustic duration and more extreme formant characteristics. For English irregular verbs, the way to code paradigmatic support (Bybee and Slobin, 1982; Bybee and Moder, 1983) would be to count the number of irregular verbs that share the same vocalic alternation, henceforth, a verb's gang size.
One purpose of the present study is to test this prediction, and to clarify, using the Buckeye corpus (Pitt et al., 2007) , whether verbs are indeed realized with longer vowel durations when the morphological tense has stronger paradigmatic support, as predicted by the Paradigmatic Signal Enhancement Hypothesis. As shown by Plag et al. (2017) for the acoustic duration of word-final s in English, the morpho-semantic function of a morphological exponent can be a co-determinant of its phonetic realization.
The second purpose of our study is to reflect on this issue from the perspective of discrimination learning.
As the above literature review reveals, the general conceptual framework within which acoustic strengthening and weakening is discussed builds on word form units. The effect of frequency is typically assumed to reflect word forms' resting activation levels, whereas the number of neighbors is taken to reflect the extent to which words with similar forms hinder or gang up (compete) during lexical access. In what follows, we refer to this family of models as word form competition (WFC) approaches.
For auditory comprehension and speech production, WFC approaches are highly problematic given the enormous variability of the spoken word. If this variability would only concern Gaussian noise on a canonical form, the problem would be less severe than it actually is. The variation in the spoken word is such that segments and even whole syllables can be missing, a widespread phenomenon described by Johnson (2004) as 'massive reduction' (see also Ernestus, 2000) . This property of spoken language raises many issues, such as whether reduced forms have their own form frequency effect, and whether reduced forms are neighbors of other reduced forms of the same word (compare, for instance, a subset of the variants of Dutch natuurlijk, 'of course ': tyk, t@k, ntyk, tyl@k, tyrl@k) . A further problem is that words spliced out from spontaneous speech tend to be very difficult to understand, with low identification rates in the range of 20-40% (Ernestus et al., 2002; Arnold et al., 2017) . If words indeed have their own form representations, as assumed by WFC approaches, then why is it that these form representations fail to give listeners access to their semantics?
Computational WFC approaches are typically engineered in such a way that given the input, the correct word is recognized with p = 1, and likely present an overly optimistic perspective on human comprehension.
To avoid these problems with word forms, we therefore also made use of measures derived from the Buckeye corpus by means of discrimination learning to better understand the forces driving signal enhancement and signal reduction. Our computational implementation, inspired by the work of Ramscar and Yarlett (2007) ; Ramscar et al. (2010) , systematically explores the consequences of error-driven learning (Baayen et al., 2011 (Baayen et al., , 2016b Milin et al., 2017b) . This novel theory moves away from the phoneme as basic unit (see Port and Leary, 2005; Ramscar and Port, 2016; Arnold et al., 2017 , for why this is a desideratum for linguistic theory).
Given that formant transitions within vowels are crucial for discriminating the place of articulation of flanking consonants, and following Baayen et al. (2011) , who used letter pairs to model visual comprehension, the present study explores diphones as sublexical features. Naive discriminative learning offers a way of assessing the functional load of diphones (see Wedel et al., 2013 , for an operationalizing of the functional load for phonemes using minimal pairs). Of special interest to us is the 'discriminative load' of the diphones for the transitions into and out of the vowel.
Naive discriminative learning (NDL) departs from standard conceptualizations not only by moving away from phonemes, but also by eschewing word form representations. NDL sets itself the goal to pursue whether it is possible to discriminate between lexical meanings straightforwardly on the basis of sublexical features of form (in the present study, diphones). In this approach, there is no competition between form units, and there are no gangs of similar form units that would co-determine acoustic durations. Because there are no form units, reduced and unreduced variants of a given word are not a problem: We can train the model on what people actually said (using the diphones of a phonetic transcription) to predict what people actually meant. A straightforward prediction follows: If we were to train the model on the canonical dictionary forms, prediction accuracy for the empirical vowel durations should be inferior compared to a model trained on what speakers actually said.
Of course, such a radical departure from the standard conceptualization of language comprehension and speech production raises the question of whether measures grounded in discrimination learning are truly competitive with classical measures based on WFC approaches, such as word frequency, neighborhood density, and gang size. Do discriminative measures improve our understanding of the competing forces for which the diametrically opposed hypotheses of the smooth signal and the enhanced signal have been formulated?
To anticipate the results, statistical models for vowel duration that have access to measures derived from discrimination learning indeed outperform models based on classical predictors, and thus provide a new perspective on the opposing forces shaping acoustic durations in speech production.
In the next section we provide a brief introduction to key concepts of naive discriminative learning. We then provide further detail on the data set which we extracted from the Buckeye Corpus of Conversational Speech (Pitt et al., 2007) and the set of verbs that we examined. The data are analysed using methods from both machine-learning and regression analysis, i.e., with random forests (Strobl et al., 2009 ) and with generalized additive mixed models (Hastie and Tibshirani, 1990; Wood, 2006; Baayen et al., 2017c) . We conclude this study with a discussion of the forces that shape stem vowel durations in regular and irregular verbs and the implications of our findings for understanding speech production.
Naive Discriminative Learning
As previously noted, more frequent words tend to have shorter durations (see e.g., Bell et al., 2003) . Frequency counts, and probability estimates based on these counts, presuppose that the counted objects or events can be discriminated from each other. Discrimination, in turn, presupposes that objects or events have characteristic features, henceforth cues, on the basis of which of these objects or events, henceforth outcomes, can be distinguished. Naive discriminative learning (NDL) seeks to quantify the consequences of discrimination for language structure and processing by using a powerful yet simple formalization of error driven learning, the learning rule of Rescorla and Wagner (1972) . The Rescorla-Wagner learning rule is closely related to the perceptron (Rosenblatt, 1962) and the adaptive learning rule of Widrow and Hoff (1960) . A range of empirical studies indicate that error-driven learning characterizes important aspects of human learning (Ramscar and Yarlett, 2007; Marsolek, 2008; Ramscar et al., 2010) and language processing (Ellis, 2006; Baayen et al., 2011 Baayen et al., , 2016b . Furthermore, using as cues acoustic features derived from the speech signal, a discrimination-based model for auditory word recognition, trained on 20 hours of German conversational speech containing some 13,000 different words, performed within the range of human accuracy (Arnold et al., 2017) .
Previous research has shown that quantitative measures derived from NDL networks trained on large corpora are competitive with lexical measures based on counts of occurrences or counts of lexical neighbors (Baayen et al., 2016a; Hendrix, 2015; Milin et al., 2017a,b) . The present study therefore also explores the potential of NDL-based learning measures for understanding acoustic durations and the competing claims of the smooth signal redundancy hypothesis and the paradigmatic signal enhancement hypothesis. Lexical outcomes (lexomes) are listed above the columns. The weights for the connections from the cues for lead to the lexome lead are highlighted in dark gray. The vowel diphones for lead and their weights to tense are highlighted in light gray.
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An NDL network consists of an input layer of cues and an output layer of outcomes. We trained an NDL network on the Buckeye corpus, using as cues the diphones as available in the phonetic transcriptions in this corpus. Thus, words with reduced forms contributed the diphones for these reduced forms, not those of the canonical phonological form. As outcomes, we used the lemmata of the word forms in the corpus, as well outcomes for present and past tense. In what follows, we refer to these output units as lexical outcomes, or lexomes (see below for further discussion). This resulting network is summarized by a weight matrix W of dimension 2524 diphone cues × 7222 lexical outcomes. Each cell w ij of W specifies the estimated association strength of the i-th cue to the j-th outcome. Part of the weight matrix is shown in Table 1 . This example illustrates diphones as cues (rows) and has as outcomes (columns) a sample of the lexical outcomes, including the outcomes for past and present.
When a word is presented to the network, the diphones of that word are extracted, and one unit of activation is propagated through the network for each of these active diphones. For a given lexical outcome, the activation received from all active cues is summed. We refer to this sum as the activation of the lexical outcome. This sum is identical to the sum of the weights on its afferent connections. Thus, for the outcome lead, the activation is the sum of the weights from #.l, l.iy, iy.d, and d.# to lead. In Table 1 , these connection weights are highlighted in dark grey.
The l.iy cue (highlighted with light gray) supports the lexical outcomes lead, leadership, and leads, but has a negative weight for the outcome lazy. The iy.d diphone (also highlighted with light gray) has positive weights to all content lexomes, with strongest support again for lead. The contributions of the edge cues (d.# and #.l) to lead are small, especially in the case of d.#: Edge cues tend to be shared by many words, and hence are less discriminative.
Of special interest to us are the weights on the connections from the diphone transitions into and out of the stem vowel of a verb to the lexical outcomes for present and past tense. In Table 1 , the weights on the connections from the diphones l.iy and iy.d to the lexomes for tense are highlighted with light gray. The total support for the two tenses provided by the diphones of lead is 0.0553+0.0553−0.0304+0.0147 = 0.0949 for past, and 0.0319 + 0.0384 + 0.0731 − 0.0004 = 0.1430 for present. The model thus provides stronger support for present than for past, as expected given that we are considering the diphones of a present-tense form.
Two further measures, calculated from the NDL weight matrix, have been found to be excellent predictors of lexical processing costs (see Arnold et al., 2017; Milin et al., 2017b,a; Baayen et al., 2016a) . These measures are the L1-norms of the row and column vectors of the weight matrix. The L1-norm, widely used in machine learning (Hastie et al., 2001) , is a distance measure. It quantifies the distance traveled from one point to another under the restriction that one can move only in parallel with the axes. Thus, while the Euclidean distance (the L2-norm) from the origin to the point (-3,4) equals 5, the L1-norm, also know as city-block distance, is 7. The city-block distance and the Euclidean distance are highly correlated for the present data, but, as also observed by the above mentioned studies, the city-block distance turned out to be the superior predictor for vowel durations.
The L1-norm for a cue i, j |w ij | is calculated over its row in the weight matrix. Distributions of connection weights are spiky, with most of the probability mass concentrated near zero, as illustrated for the diphone l.iy in Figure 1 by the density estimate (blue line). Typically, both strong negative and strong positive weights develop for a small number of lexical outcomes. Figure 1 shows all lexical outcomes for which the absolute connection strength exceeds 0.05. L1-norms are determined primarily by such outliers. Note that the lexical outcomes with large absolute afferent weights need not contain the cue itself (e.g., culture in Figure 1 does not contain l.iy). Such weights can develop as a consequence of the same cue being used for other lexical outcomes, such as the word culturally. (see also Mulder et al., 2014 , for a discussion of how this co-learning can give rise to the secondary family size effect).
In what follows, we refer to the sum of the L1-norms for the cues representing articulations into and out of the vowel (l.iy and iy.d for the present tense form lead) as the activation diversity (a-diversity) of the vowel cues. It is a measure of the extent to which other outcomes compete with the targeted outcome.
A small a-diversity indicates that the vowel cues do not make solid contact with any lexical outcomes. A large a-diversity indicates that they provide strong support for at least one, but typically more than one, lexical outcome. In other words, a large a-diversity is an index of a lack of discrimination for the target word. At the same time, a large a-diversity implies that partial articulations into and out of the vowel are shared with many other lexical outcomes, and perhaps are well-practiced for articulation.
In the framework of naive discriminative learning, the lexical outcomes are interpreted not as units of form, but rather as pointers to vectors in a high-dimensional semantic space. The term 'lexome' was introduced to be able to distinguish, terminologically, between a word's form, a word's dictionary entry (lexeme), and a word's semantics, on the one hand, and in the NDL framework, a word's pointer to a location in semantic space on the other hand.
The L1-norm of the column vector in the weight matrix of a trained model (e.g., the column vector for the outcome lead, which specifies the weights on the connections to lead from all cues known to the model) will be referred to as this outcome's prior availability. Unlike the activation diversity, the prior availability does not depend on the input presented to the network. Instead, it assesses the entrenchment of the outcome in the network. This measure tends to be correlated with the activation measure. The L1-norm for a lexome j, i |w ij | is independent of the cues that are actually present in a given input, and thus functions as a measure of the lexome's prior availability, similar to the priors of Bayesian theories such as Shortlist-B (Norris and McQueen, 2008) . A lexome's prior availability also tends to be strongly correlated with, but not identical to, its frequency of occurrence.
Following Milin et al. (2017b) ; Baayen et al. (2016a) , the semantic space is itself constructed with a second discrimination network. For the present study, this network was trained on the utterances in the Buckeye corpus, now using the words in the utterances both as cues and as outcomes. The rows of the resulting 9636 × 9636 weight matrix V are semantic vectors, in the sense that the correlation of two row vectors (or equivalently, the cosine of the angle between the two vectors) is a measure of the extent to which the corresponding lexical outcomes are similar in meaning. Although measures from classical models for distributional semantics such as LSA, HAL or word2vec (Landauer and Dumais, 1997; Lund and Burgess, 1996; Mikolov et al., 2013) could have been used, we wanted to clarify whether measures based on semantic vectors derived from the Buckeye corpus itself contribute to understanding acoustic durations in spontaneous speech. Thus, lexomes are pointers to, or indices of, semantic vectors in the space defined by V .
We derived two semantic measures from V . First, we calculated the L1-norms for the row vectors of
V . In what follows, we refer to this measure as the semantic activation diversity (semantic a-diversity).
This measure, which is the city-block length of a lexome's semantic vector, reflects the extent to which a given word predicts other words. A word that has hardly any collocational preferences will have a semantic a-diversity close to zero. The more a word shows preferences or dispreferences for other words, the higher its semantic a-diversity is.
Second, from V , we derived the correlation matrix C, with entry c i,j specifying the correlation between rows i and j of V . In what follows, we refer to the correlation between a given row vector c i of C and the average of all row vectors of C as the semantic typicality of lexome i. The greater the semantic typicality of lexome i is, the more it resembles, semantically, the average lexome. A low typicality indicates that a word's lexical co-occurrence patterns are distributed differently from what one would expect on average.
The discrimination networks were trained incrementally on the full Buckeye corpus, using the order of words in which they appear in the corpus for the first network (weight matrix W ) and the order of utterances for the second network (weight matrix V ). For each word, c.q. utterance, the learning rule of Rescorla and Wagner was applied to update the weights on the networks' connections from diphone cues to lexome outcomes.
Data
To investigate the forces that shape stem vowel duration, we used data from the Buckeye Corpus of Conversational Speech (Pitt et al., 2007) . The Buckeye Corpus comprises spontaneous interview speech with about 350,000 words from 40 speakers, split across gender (20 male, 20 female) and age (20 old, 20 young) from the Columbus, Ohio area. The corpus includes time-aligned orthographic and phonetic transcriptions of the recorded speech. Each transcription contains time stamps denoting the word and segmental boundaries. The corpus also provides two transcriptions of each word: a dictionary entry style transcription and a phonemic/broad phonetic transcription of the word (which is closer to the actual production). We calculated naive discriminative learning measures for both transcriptions. As is documented in more detail below, training the NDL network on the phonetic transcriptions provided superior measures for predicting acoustic durations compared to training on the 'canonical' forms. In the analyses reported below, we therefore only discuss measures derived from the phonetic transcriptions.
We created a list of all verbs in the Buckeye Corpus by using the part of speech tags provided with this corpus. The full list was further restricted to irregular and regular verbs which are monosyllabic in their present tense form, which includes regular verbs that may be disyllabic in the past tense (e.g., walk/walked, code/coded ). The set of regular verbs serves as a control for comparison to the irregular verbs, since regular verbs do not have a vocalic alternation in their past/present tense morphological derivations.
We limited the irregular verbs to those which differ between their past and present forms by a single vowel alternation (e.g. sing/sang, hold/held, lead/led ). Thus, verbs such as weep/wept, that differ by more than the vowel alternation, were excluded from this study. As a consequence, the vowel of irregular verbs is the segment which carries the majority of the tense information.
A total of 11,061 verbs were extracted from the corpus, of which 6,456 were irregular and 4,605 were regular. For each verb, its duration was extracted from the corpus along with the duration of each of its segments. Of these segment durations, the duration of the stem vowel is the variable of focus.
Predictors
We group the predictors in four categories: speech control variables, speakers variables, stem vowel variables, and words carrying these stem vowels variables.
Speech Control Variables
The duration of a stem vowel largely depends on the local speech rate, as well as on whether the carrier word is in phrase-final position, where words tend to be lengthened (Klatt, 1976; Wightman et al., 1992) . The local speech rate was estimated by first using the pauses in the corpus to determine phrase boundaries, next, the number of syllables per second were calculated for each phrase (Dilts, 2013) . A factor for Phrase-Final Position was included, using treatment dummy coding with non-final position as the reference level.
Speaker
Speaker is a random-effect factor distinguishing the 40 speakers of the Buckeye Corpus, with 10 speakers for each combination of Age (young/old) and Sex (female/male). Age and Sex are fixed effect factors, entered into the models with treatment coding, with 'old' and 'female' as the reference levels.
Vowel
A fixed-effect factor, Vowel Quality (tense/lax), distinguishes between phonologically tense and lax vowels;
acoustically the tense vowels are generally longer than the lax vowels in English. In this data set, diphthongs are combined with the tense vowels as an initial analysis indicated that there was no statistical difference between the group mean durations. We used treatment coding, with 'lax' as the reference level.
Vowel-Tense Activation is defined as the sum of the weights on the connections in the network from a vowel's diphones to the tense lexome (present or past). We expected stronger activations to correspond to longer vowel durations. This correspondence should be especially strong for irregular verbs, as it is here that different vowels are in paradigmatic opposition.
Word
Word forms were cross-classified by Tense (present/past) and Regularity (irregular/regular). We again used treatment coding for these fixed-effect factors, with 'past' and 'irregular' as reference levels.
Classic word-related predictors are frequency, length, and neighborhood density. More frequent words (Bell et al., 2003) , and in a stress-timed language such as English, longer words, tend to have shorter segments (Kemps et al., 2005) . For neighborhood density, it has been argued that a greater density implies more shared articulatory gestures and hence affords faster articulation (Gahl et al., 2012; Stemberger, 2004; Vitevitch, 1997 Vitevitch, , 2002 Vitevitch and Sommers, 2003) .
Frequency of occurrence (Frequency) was defined as the number of occurrences of the spoken forms in the Buckeye Corpus. In addition, we included as predictors the frequency of the next word (ForwardFrequency) and the bigram frequency of the target word and the next word (ForwardBigramFreq). These measures allowed us some control over the probability of the upcoming word, as well as the conditional probability of the current word given the next word, p(w 1 |w 2 ) = p(w 1 , w 2 )/p(w 2 ).
For Length, we used the number of phones in the corresponding canonical citation form. We evaluated neighborhood density by means of a count of the word forms that differ in one segment. We calculated these neighbors both for the spoken forms in the Buckeye Corpus (NcountBuckeye) and for the citation forms given in the IPHOD database (Vaden et al., 2009 ), henceforth Ncount.
For each verb, we calculated its Gang Size, the number of verbs sharing the same vowel alternation (see also Bybee and Slobin, 1982; Bybee and Moder, 1983) . For instance, sing-sang and ring-rang are part of the same 'gang'. Regular verbs were grouped into one large 'identity gang'. In the distribution of Gang Size, the size of the regular gang is an outlier. The two theoretical frameworks that we compare in this study, word form competition (WFC) and naive discriminative learning (NDL), make opposite predictions. Given the WFC perspective, a past-tense form with a large gang size has strong paradigmatic support which, given the paradigmatic signal enhancement hypothesis should give rise to longer durations, just as interfixes with stronger paradigmatic support have longer acoustic durations (Kuperman et al., 2007) . However, from the perspective of NDL, it is less clear what to expect. On the one hand, a large gang size implies that diphone transitions into and out of the vowel are shared across many verbs. Hence these diphones are less effective discriminators for the verbs' lexomes. With less support from these diphones, acoustic durations are expected to be shorter instead of longer. On the other hand, a large gang size implies that there are many verbs that have diphones into and out of the vowel that support a given present or past tense lexome. With more support for the appropriate tense lexome, acoustic durations may increase. Thus, from an NDL perspective, there are two opposing forces at issue, and only the data can inform us about their joint effect. The vowel predictor Vowel-Tense Activation, introduced above, will allow us to explore these effects from the NDL perspective.
At the word level, we considered four learning measures. The first is a lexome's Prior Availability in the network (the L1-norm of the lexome's column vector in weight matrix W ). Our expectation is that, just like frequency of occurrence, with which Prior Availability is strongly correlated (r = 0.91), greater priors will give rise to shorter durations.
Our second learning measure is the Activation Diversity, the sum of the L1 norms of the word's diphone row vectors in W . A greater activation diversity implies greater uncertainty: The diphones perturb to a greater extent the state of the lexical system when the activation diversity is higher . Therefore, shorter acoustic durations are predicted (see Arnold et al., 2017 , for independent evidence).
This prediction is actually in line with the paradigmatic signal enhancement hypothesis, according to which durations increase under low entropy (the case in which one interfix has a much higher probability than the other interfixes in the Kuperman et al. (2006) study), and decrease under high entropy (when interfixes are roughly equiprobable).
The third discrimination measure is Semantic Activation Diversity (the L1-norm of a lexome's semantic vector in the semantic space estimated through the network V , i.e., the city block length of the semantic vector). If a word enters into more and stronger collocational relations, then it is more semantically confusable. As it does not make sense to durationally amplify a signal that is only creating confusion and cannot contribute to discrimination, we expect the acoustic duration of the vowel to decrease with increasing semantic a-diversity.
The fourth learning measure is Semantic Typicality. This measure is defined as the cosine similarity of a lexome to the mean semantic vector obtained by averaging over the row vectors of V . Since semantically typical words are unsurprising, the smooth signal redundancy hypothesis predicts that acoustic durations should decrease with increasing semantic typicality. As semantically more typical words are more similar to each other and hence less discriminable, it follows from NDL that words with a high semantic typicality have shorter vowel durations.
Many of the numeric variables in our data have distributions that are suboptimal for regression analysis.
In order to avoid artefactual effects due to outliers or other intermittent intervals of data sparseness, we transformed many of the variables. The response variable was log-transformed (as indicated by a Box-Cox analysis (Box and Cox, 1964) ), as was frequency of occurrence. Note that a logarithmic transform of the frequencies allows us to rewrite the conditional probability of the current word given the next word as follows: log(p(w 1 |w 2 )) = log(p(w 1 , w 2 )) − log(p(w 2 )). The negative slope for log p(w 1 |w 2 ) observed by Bell et al. (2003) predicts a negative slope for log(p(w 1 , w 2 )) and a positive slope for log(p(w 2 )), with the two slopes having roughly the same absolute magnitude. The Prior Availability was subjected to a power transform with exponent 0.1, which turned out to be optimal for reducing the strong rightward skew of this variable. Furthermore, all numeric predictors were centered and scaled. A hierarchical cluster analysis of the correlation matrix C, using 1 − C as distance matrix, is depicted in the left and upper margins of the heatmap, and rows and columns of the correlation matrix are reordered accordingly. The heatmap suggests two clusters with medium to strong positive correlations internally, and negative correlations with the predictors of the other cluster. The smaller cluster comprises GangSize, Length, NcountBuckeye, Semantic Typicality, and Activation Diversity, the other group comprises within its largest subcluster the variables Ncount, Vowel-Tense Activation, Prior Availability, Form
Frequency, Subtitle Frequency, and Semantic Activation Diversity.
Results

Random forest analysis
We first analyzed the log-transformed duration of the vowel with a machine learning method, random forest analysis, using the party package version 1.0-25 (Strobl et al., 2009) for R (R Core Team, 2015) . The random forest is a non-parametric machine-learning modeling technique that iteratively implements conditional inference trees by performing binary splits on the predictor values and subsequently selecting the most useful predictors (see Tagliamonte and Baayen, 2012 , for a more detailed explanation and application to linguistic data). We use this non-parametric method as a way to investigate the variable importance of our predictors.
It also allows us to check for convergent evidence from two different modeling methods: machine-learning and regression. Random forests do not depend on any of the many assumptions of and requirements for regression modeling, and therefore provide a window on the relative importance of the predictors independent of the transformations applied to the response and covariates. Furthermore, random forests are exquisitely sensitive to complex interactions that escape modeling with GAMMs. However, Word was not included as predictor,
as the large numbers of words in the Buckeye corpus makes the random forest calculations computationally 
Analyses with generalized additive mixed modeling
To investigate the functional relations between the predictors and the response variable, we proceeded with fitting generalized additive mixed models (Hastie and Tibshirani, 1990; Wood, 2006 Wood, , 2011 Baayen et al., 2017c,b) to the vowel durations, using the mgcv package Version 1.8.10 by Wood for R (R Core Team, 2015) , fitting the model to the data with the method of maximum likelihood (ml). In the absence of a-priori predictions concerning the potentially nonlinear form of the functional relation between vowel duration and a given predictor, the models presented here are the result of an exploratory investigation of the quantitative structure of the data. Factor contrasts, linear slopes, thin plate regression spline smoothers, or tensor product smooths for interactions of numeric variables were retained only when their inclusion in the model afforded a significant increase in goodness of fit, assessed with the help of a chi-squared test on the difference in ml (maximum likelihood) or freml (for random effects) scores (as assessed by the compareML function from the itsadug package; van Rij et al., 2016, Version 1.0.1). Furthermore, adversarial attacks on novel predictors were carried out, which, as will become clear below, led to further hypotheses and the exploration of additional theoretically motivated predictors.
The wiggliness of the thin plate regression spline smooths were constrained by setting the maximum number of basis functions to 5. The distribution of residuals from the GAMMs showed marked departure from normality, with long tails characteristic of a t-distribution. We therefore refitted models, using the link function for the scaled t-distribution. That is, given the linear predictor µ, the parameters σ and ν, and the response y, y − µ scaled by σ is taken to follow a t-distribution with ν degrees of freedom:
A quantile-quantile plot (using qq.gam from the mgcv package) showed that the residuals of models refitted in this way followed the nominal distribution.
Word was not included as random-effect factor in the model. No less than 205 out of the 505 verbs (41%) occurred once only in the corpus. Including word as predictor, together with other predictors such as word length, vowel quality, tense, and regularity, would result in a heavily over-specified model. We also did not include word length as a predictor, as a cross-tabulation of the predictors length, vowel quality, age, sex, regularity, and phrase-final position indicated that 13% of the cells had only one observation. After removal of length from this set of predictors, each cell of the design had at least 10 observations. Removal of length also reduced the collinearity of the predictors. (Vaden et al., 2009; Keuleers et al., 2012a ). The fourth model replaces counts of occurrences and counts of neighbors with predictors calculated from the Buckeye corpus using naive discriminative learning:
semantic activation diversity, semantic typicality, vowel-tense activation, and activation diversity. Prompted by difficulties of interpretation of the effects observed for some of these learning variables, further learning measures were developed, resulting in the fifth model.
In what follows we first discuss the effects of the control variables, which were very similar across models.
We then discuss the second and third models with the classic predictors frequency and neighborhood density, and then turn to the models with the NDL predictors. Table 3 : ML score, effective degrees of freedom Edf, and AIC for five generalized additive mixed models (using the scaled t-distribution) fitted to the duration of the stem vowel. Table 4 shows that, as expected, vowel durations were lengthened in phrase-final position. Tense vowels were produced with longer durations than were lax vowels. This difference was attenuated for male speakers. Vowel duration decreased with speech rate. This decrease was more prominent for tense vowels.
Furthermore, for younger speakers, the decrease in vowel duration with speech rate was less marked than for the older speakers. As older speakers have sampled the language for a longer time than younger speakers (Ramscar et al., 2017) , this effect of age possibly could be a frequency effect in disguise. Present tense words had stem vowels with longer durations than words in the past tense. Duration increased with the frequency of the next word (Forward Frequency but decreased with greater joint frequency of the verb and the next word (Forward Bigram Frequency), replicating the shortening effect of the conditional probability of the current word given the following word reported by Bell et al. (2003) .
Next, consider the predictors of central interest. Frequency (in the Buckeye corpus) had a linear effect that interacted with regularity, such that irregulars had a positive slope and regulars a negative slope (further tests revealed that both slopes were significantly different from zero, p < 0.0001).
Neighborhood density also interacted with regularity. Its effect was nonlinear, with for the majority of data points a downward trend for irregulars and an upward trend for regulars (Figure 4) . In other words, the effects of frequency and general trend of neighborhood density have opposite signs, which themselves change sign between irregulars and regulars. Why these two smooths have the observed undulating form is unclear to us at this time.
The gang size measure representing the number of verbs sharing the same vowel alternation was ranked by the random forest with the variables of medium importance. For regulars, the gangsize is many times larger than that for irregulars. Since it might be argued that the gangsize measure only comes into its own for irregulars, we defined a second gangsize measure that was set to zero for the regulars, and that was the scaled Since frequency and density counts based on much larger corpora are available, we added subtitle frequency as available in the British Lexicon Project (Keuleers et al., 2012b) and neighborhood counts based on IPHOD (Vaden et al., 2009) as predictors, replacing the corresponding measures based on the Buckeye corpus. The interaction of frequency with regularity was again supported, with longer durations for irregulars and shorter durations for regulars for higher-frequency words. A qualitatively similar interaction of neighborhood density by regularity was observed as well, with the same undulating patterns as shown in Figure 4 , albeit with some modulations of the relative magnitude of the undulations. To capture the main trends of these effects, we also fitted a model in which the effect of neighborhood density was restricted to a linear effect. The slopes for frequency and neighborhood density of this model are listed in the right column of Table 5 . For both regulars and irregulars, a greater density predicts (under the restriction of linearity) a longer duration of the stem vowel.
These results are surprising in light of the findings of, e.g., Bell et al. (2003) and Gahl and Strand (2016) for word durations: They observed that word durations are shorter for more frequent words, and that likewise The parameter estimates of the scaled t-distribution areσ = 17.691 andν = 0.392.
higher numbers of neighbors give rise to shorter word durations. However, for the duration of the stem vowel, it is only for word frequency and regular verbs that the expected negative correlation was present. To make sure that our results are not due to side-effects of collinearity, we calculated the Spearman correlations of the vowel duration and the frequency and neighborhood density measures. As shown in the third column of Table 5 , the signs of these correlations (all p < 0.0001) mirrored those of the regression model. We can therefore rule out that suppression or enhancement (Friedman and Wall, 2005) are an issue. We also checked the correlations of frequency and neighborhood density with word duration. As expected given the literature, all correlations were negative, albeit not significant for the combination of irregular verbs and the neighborhood count.
Apparently, frequency and neighborhood density need not have the same general effect at the word level give rise to longer durations, whereas for word durations, they have a shortening effect. It follows that for the segments of the word other than the stem vowel, the effects of these predictors must go in the opposite direction. Indeed, for the irregulars, the total duration of all segments except the stem vowel shows strong negative correlations with frequency (r s = −0.71, p < 0.0001) and neighborhood size (r s = −0.24, p < 0.0001).
Note that both correlations are substantially larger than those listed for word duration in Table 5 .
Frequency of occurrence and neighborhood density are lexical measures that gauge properties of the word as a whole. For a holistic measure, one would expect its effect to be uniform across the segments of the word. Since effects go in opposite directions for the irregulars, and in part for the regulars, it is unlikely that frequency of occurrence and neighborhood density are central driving forces shaping the acoustic duration of the stem vowel, nor those of other segments. What is more likely to be at issue is the functional load of these segments. Let us therefore consider whether measures based on discrimination learning provide enhanced insight into the forces shaping the duration of the stem vowel. Table 6 presents the model summary of the GAMM fitted to the stem vowel duration using the NDL predictors introduced above (with non-predictive variables removed from the model specification). The adjusted Rsquared of this model was 0.414, the AIC was 11553.55, and the (negative) REML score was 5878.5. The parameter estimates of the scaled t-distribution wereσ = 14.131 andν = 0.378. (The model reported in Table 3 was identical to this model, except that estimation was based on ML instead of REML.) When This pattern of results raises the question of why semantic activation diversity shows a negative correlation only for the stem vowel of regular verbs. To address this question, we begin with noting that semantic activation diversity is a measure of the extent to which a word perturbs the state of the lexical system.
GAMM with NDL predictors
It is a measure of semantic uncertainty. For all but irregular stem vowels, we find that under conditions of increased semantic uncertainty, both word and stem vowel are articulated with shorter durations. From a communicative perspective, this makes perfect sense. If a word's meaning is highly confusable with the meanings of other words, investing in a long acoustic duration will not help resolve this confusion, to the contrary, it will prolong the confusion for the listener. Since the opposite sign of semantic activation diversity for irregular verbs does not make sense, we must be missing out on a critical property of irregular verbs.
One missing factor turns out to be the semantic density of irregular verbs, which is greater than that of regular verbs (Baayen and Moscoso del Prado Martín, 2005) . This study reports that irregular verbs have more synonym sets (synsets) than regular verbs, and that irregulars co-occur more often in these synsets. In other words, irregular words have richer semantics. Furthermore, the larger the gang size of an irregular verb is, the smaller the number of synsets it occurs in. Irregulars with larger gang sizes are somewhat less irregular, and approximate more the less rich semantics of regulars. In addition, it was observed that irregulars occur in more verb alternation classes in which there are more irregulars, and that irregulars cluster more in semantic space compared to regulars. Also, association norms indicate that irregulars are more strongly associated semantically than is the case for regulars. Across English, German and Dutch, irregulars are more often used to denote movement or position of the body (sit, stand, climb, swim, . . . ).
That irregulars are semantically more similar to each other than regulars can also be established on the basis of the correlation matrix C. The correlations c ij between regular verbs i and j are smaller than the corresponding correlations between irregular verbs (mean regulars 0.003, mean irregulars 0.006, t (1222.6) = −3.99, p < 0.0001). We therefore calculated, for each verb, the number of verbs with a correlation c ij ≥ 0.005, where 0.005 is a threshold value empirically found to be optimal. The mean number of such verbs was 124.1 for irregulars and 110.6 for regulars (t (66.384) = 2.74, p = 0.0079).
When this count of semantic neighbors (after scaling) is added as a predictor to the model, it receives strong support with a negative slopeβ = −0.046, p < 0.0001). Interestingly, the slopes of semantic activation diversity are reduced in this new model. For irregulars, the originally estimated slope (0.039) was more than halved (0.018), while for regulars, its absolute magnitude was also reduced, albeit less strongly (original slope: Since the count of semantic neighbors is strongly correlated with semantic activation diversity, with negative sign (r s = −0.66, for the subset of irregulars, r s = −0.76), and given that semantic activation diversity is much higher for irregulars (mean 2.03) than regulars (mean 0.76), it seems likely that the positive correlation of semantic activation diversity with stem vowel duration is, to a considerable extent, for the irregulars, an effect of semantic density. Below, we shall see that with the inclusion of two further predictors that are required on independent grounds, the effect of semantic activation diversity for irregulars is no longer significant.
The effect of semantic typicality on the duration of the stem vowel was linear with negative slope. The more a verb is similar to other verbs, the more difficult it is to discriminate this verb from other verbs, and economy of discriminative effort again demands the acoustic duration of the stem vowel to be shorter.
The activation diversity measure, just as the semantic activation diversity measure, quantifies uncertainty.
As expected for a measure of uncertainty, the duration of the stem vowel decreases for increasing uncertainty.
The right panel of Figure 5 presents the partial effect of this predictor, the effect of which was attenuated for the smaller values of the predictor.
The vowel-tense activation quantifies the support from the diphones into and out of the stem vowel for tense. There was no noticeable effect for the irregulars, whereas a complex wiggly pattern emerged for the regulars that is not straightforwardly interpretable (see Figure 5 ). Upon closer inspection, it turns out that the effect of Vowel-Tense Activation is confounded with an effect of regularity. Note that, first, knowledge of whether a word should be inflected regularly or irregularly is important for producing pasttense forms, given that the option exists for some verbs to use either a regular or irregular form (e.g., dived, dove). Second, the significant interactions with regularity as factorial predictor in our statistical models also support the relevance of regularity. We therefore added two further predictors, one for the activation of a 'Regularity' outcome by the vowel diphones (Activation Supporting Regularity), and one for the corresponding activation of the 'Irregularity' outcome (Activation Supporting Irregularity). We added the interaction of these two predictors to the NDL model using a tensor product smooth (constrained to 5 basis functions in each dimension), together with the semantic neighborhood measure introduced above. The resulting model is summarized in Table 7 .
The smooths in this model are presented in Figure 6 . The upper panels visualize the partial effects for Vowel-Tense Activation for irregulars (left) and regulars (center), as well as the partial effect of Activation Diversity (right). The latter effect is similar to the one in the preceding model ( Figure 5 ), but the smooths for 
decreases (ignoring values below -2 where there is little or no data) and then increases for higher values of
Vowel-Tense Activation. For regular verbs, the effect appears restricted to the tails, with an upward swing for the lowest values and a downward swing for the highest values, resulting in an overall pattern of decreasing duration for increasing Vowel-Tense Activation. For the majority of regular data points, in the middle range from -2 to 0, there is no clear effect.
The result for regulars fits well with the vowels of regular verbs being neutral with respect to tense. For words with roughly balanced frequency of occurrence for past and present tense, competition during learning will inhibit the development of strong weights for either tense. When frequencies are unbalanced, a higher log frequency (or a higher ratio of log present tense frequency and past tense frequency) predicts higher values of Vowel-Tense Activation (r s = 0.41 and 0.33 respectively, both p < 0.0001). Therefore, this effect is the counterpart of the effect of Buckeye Frequency for regular verbs, which also had a negative slope (see Table 4 ).
For irregular verbs, frequency and Vowel-Tense Activation are also positively correlated (r s = 0.48 for Buckeye frequency, and r s = 0.20 for the frequency ratio of past and present tense forms, both p < 0.0001).
One would therefore predict a downward trend for the irregulars, but such a downward trend is present only for values of Vowel-Tense Activation less than 0 (i.e., because Vowel-Tense Activation is centered, for values below the mean). For values above the mean, the downward trend reverses into an upward swing, which may perhaps explain why in the model with classic predictors, the coefficient for Buckeye Frequency was positive for irregular verbs. This upward swing fits with the paradigmatic signal enhancement hypothesis, in the sense that for irregulars with stronger than average support from the vowel diphones for the tense, longer durations are observed. Note that this U-shaped pattern was also observed for the centered gang size, albeit with wider confidence intervals for larger values. (A further complicating factor is that the support from the vowel diphones to tense varies systematically with the support from the vowel diphones to the verb's lexome.
For irregulars, the two mainly increase in tandem, but for regulars, the main pattern is inverse U-shaped, with a flat peak for lexome support for values of tense support between -1 and 1. We have not included this variable in the analysis as it is too strongly related to Vowel-Tense Activation. We have also refrained from including interactions of Vowel-Tense Activation by Regularity by Tense, as data become too sparse and the risk of overfitting is too high.)
The lower panels of Figure As can be seen in Table 7 , the puzzling effect of Semantic Activation Diversity for irregular verbs is no longer supported once both semantic density and support for (ir)regularity are taken into account. One variable that obtained good support in the random forest analysis, but that is not found in any of the above GAMMs is the Prior Availability. This measure is strongly correlated with Semantic Activation Diversity (r = 0.84), but it turns out that the latter measure provides superior predictivity, not only in the random forest analysis, but also when using the generalized additive model. We therefore did not further pursue Prior Availability as a predictor.
Discussion
The initial goal of the present study was to test the prediction of Kuperman et al. (2006) that the acoustic duration of the stem vowel of irregular verbs should increase with gang size. Statistical models using the classic predictors from word form competition (WFC) approaches (frequency, number of neighbors, gang size)
did not provide an unequivocal answer, as the effect of gang size was U-shaped, partly supporting the paradigmatic signal enhancement hypothesis, and partly supporting the smooth signal redundancy hypothesis. The generalized additive mixed models based on WFC approaches yielded some puzzling results: frequency correlated positively with duration for irregulars, but negatively for regulars. To complicate matters further, neighborhood density correlated negatively with duration for irregulars, but positively for regulars. Why these word-form specific measures have such diverging and opposite effects for regulars and irregulars is unclear.
We also observed that word frequency and neighborhood density correlated negatively with the acoustic duration of the verb form for both regulars and irregulars. However, a negative correlation with stem vowel duration was present only for frequency, and only for the regular verbs. Apparently, the effects of frequency and neighborhood density need not have uniform effects across all segments. Furthermore, since word frequency in WFC approaches is typically understood as reflecting words' resting activation levels or words' Bayesian priors, it remains unclear how, under these conceptualizations, the different effects of frequency at lexical and sublexical levels might be explained. However, more generally, the lengthening of the vowel and the shortening of consonants can perhaps be understood as instantiating a form of signal smoothing, with the role of the consonants being reduced more to the periphery of the syllable.
A second goal of this study was to examine the forces shaping the acoustic duration of a verbs' stem vowel from the perspective of discriminative learning. A preliminary issue that arises when considering the discriminatory force of diphone features is whether these diphones should be taken from the canonical dictionary forms, or from what speakers actually said. The answer here was unequivocal: Model fits substantially improve when the model weights are estimated from what speakers' actual productions. This result is of theoretical importance for two reasons. On the one hand, it appears that neighborhood counts based on dictionary pronunciations may lack precision. On the other hand, discrimination learning sidesteps the problem of whether words' pronunciation variants, including reduced forms, should or should not be counted as neighbors. The theoretical burden of explaining acoustic durations is shifted away from word forms and their neighbors to the discriminatory function of sublexical units, in this study, diphones (see Arnold et al. (2017) for features derived from the speech signal that can be explored using speech corpora that make the audio files available).
Another issue that arises when pitting discrimination learning against WFC approaches is whether discrimination learning actually provides more precise predictions. For the present data set, this turned out to be the case. Even though models with measures based on naive discriminative learning (NDL) required more parameters, significantly improved statistical fits were obtained, with increases in AIC ranging from around 40 to around 450. Formal model comparison supports NDL as providing enhanced precision. It is noteworthy that NDL's performance remained superior even when the WFC approach was granted access to frequency and neighborhood measures culled from much larger corpora and resources than just the Buckeye corpus -whereas NDL was always constrained to measures based on the Buckeye corpus.
Returning to the paradigmatic signal enhancement hypothesis, the measure closest to the gang size measure of WFC approaches is the Vowel-Tense Activation measure. For both Gang Size and Vowel-Tense Activation, we observed a U-shaped effect. Whereas the lengthening for higher values is in accordance with the prediction from the paradigmatic signal enhancement hypothesis, the shortening observed for smaller values is in contradiction with this hypothesis. Lengthening of acoustic duration was also observed when there was solid activation support for regularity or for irregularity. In other words, in those cases where acoustic duration increases with a predictor, this increase goes hand in hand with greater support for tense and regularity. Thus, NDL makes it possible to quantify to some extent the paradigmatic effects of tense and regularity. Although paradigms as such do not exist in NDL, when evidence gangs up to create pockets of certainty, strengthening of duration can occur.
For all other considered NDL measures, the vowel duration decreased with larger values. Larger values of these measures all express increased uncertainty. For activation diversity, greater values indicate greater uncertainty about the lexomes targeted by the speech signal (see also Arnold et al., 2017) . For semantic neighborhood density, a greater density implies a greater number of verbs with similar semantic vectors, and hence an enhanced discrimination problem. Likewise, verbs with a high semantic typicality are verbs that are similar in meaning to many other words, and hence again difficult to tell apart. Finally, greater values of semantic activation diversity imply that a word has a rich collocational structure, and that a large number of words are all possible, which amounts to greater sentential uncertainty. Our hypothesis is that under increased uncertainty, less energy is invested in maintaining duration. Increasing duration would be disadvantageous for the speaker, as the speaker would have to maintain for a longer time a signal that is difficult to discriminate, thus increasing uncertainty in the production process. A longer duration would also be disadvantageous for the listener, as the listener would be confronted for a longer period of time with an ineffective signal that fails to properly reduce the listener's uncertainty about the message encoded in the speech signal. (We note here that in NDL, there is no winner-take-all mechanism as in TRACE and Shortlist-B (McClelland and Elman, 1986; Norris and McQueen, 2008) . It is well-known for speech comprehension that words from spontaneous speech are often not recognized (Ernestus et al., 2002; Arnold et al., 2017) .
Thus, listeners can remain uncertain about what they have heard, and may fail to recognize the intended word when the signal is not sufficiently discriminative.)
The present study offers the following new insights. First, semantic measures co-determine acoustic duration: We observed effects of semantic activation diversity (regulars only), semantic typicality, and semantic neighborhood density. Second, NDL makes it possible to examine the functional load of sublexical units in a much more finegrained way than is possible on the basis of, for instance, phonological neighborhood density (Luce and Pisoni, 1998) or minimal pairs (Wedel et al., 2013) .
Third, the present analysis indicates that it is not frequency of occurrence that is driving the acoustic duration of the stem vowel, but rather semantic activation diversity. Frequency, prior availability (the L1-norm of a lexome's column vector in W ), and semantic activation diversity are all strongly correlated, and we had originally expected prior availability (the measure most strongly correlated with frequency) to be the superior measure. Yet, even though it received good support also in the random forest analysis, it is outranked by semantic activation diversity (and diphone activation diversity as well). Interestingly, whereas the WFC approach produces an inexplicable positive correlation for irregular verbs of frequency and vowel duration, semantic activation diversity has no effect for irregulars.
Fourth, NDL makes it possible to approach the issue of lexical similarity in a novel, and we think more insightful way. Standard neighborhood counts, including recent extensions (Yarkoni et al., 2008) , run into problems for words with variant forms, ranging from pronunciation variation (the possible realizations of /r/ (Ernestus et al., 2002) ), to inflectional variants (walks as competitor of walk). The often arbitrary decisions that have to be made here to get neighborhood measures to work are not necessary in NDL. Putting this technical problem aside, it is worth noting that computationally, NDL activations and a computational measure for phonetic string similarity, a weighted edit distance, as developed by Wieling et al. (2012) are functionally equivalent . Crucially, the weights used in this edit distance quantify the functional load of an edit across the vocabulary, which is the functional equivalent of what NDL networks accomplish using the Rescorla-Wagner learning rule. Of course, the next step forward is to move away from phonetic transcriptions, and to work from the speech signal itself. Possibly, the features developed in Arnold et al. (2017) will prove to be useful here.
Given the influence of semantic confusability on acoustic duration, we think the desideratum for speech is not so much a smooth signal with a constant information flow, but instead a signal that balances discrimination against articulatory effort (in line with Lindblom, 1990) . We have shown that predictors grounded in error-driven learning can be used to investigate the forces that influence this balance, and to move beyond what can be accomplished with WFC approaches. An important challenge remains, however, namely to clarify algorithmically how the cognitive system achieves this balance. We have used GAMMs to chart to some extent the balance achieved by the opposing forces determining vowel duration, but as yet a computational theory that explains why the smooths and tensor products of the GAMMs take the form observed, is lacking.
The reader will have noted that the direction of learning, from form (diphones) to meaning (lexomes), is surprising given standard production models (Dell, 1986; Levelt et al., 1999) , according to which the general flow of processing is from conceptualization to articulation. Nevertheless, the present set-up, with diphone cues and lexomic outcomes is well motivated, for several reasons. First, it is an empirical finding across several studies that durations are best predicted with measures based on networks predicting lexomes from form cues (Hendrix, 2015; Lensink et al., 2017) . Second, this empirical result is unsurprising given that it is intrinsic to NDL that learning is most effective when a large set of cues has to discriminate one particular outcome from other outcomes (Ramscar et al., 2010) . For this reason, the model for reading aloud proposed in Hendrix (2015) trains from demi-syllables to lexomes. Third, the production system must have some form of feedback control, allowing it to evaluate the sensory consequences of speaking. Without such feedback, which comprises sensory feedback from the articulators as well as proprioceptive feedback from hearing one's own speech and bone conductance, learning cannot take place (see also Hickok, 2014 , for detailed discussion).
Importantly, for error-driven learning to be possible, distinct articulatory and acoustic targets must be set up before articulation, against which the feedback from the articulatory and auditory systems can be compared.
In the present study, the set of diphones is a crude approximation of such acoustic and articulatory targets.
A note on the random forest analysis is also in order. The random forests not only provide independent support for the key predictors in our regression models, but they also outperform our best regression model (R 2 = 0.63 for the random forests, but only 0.43 for our most successful regression model). Conditional inference trees, and random forests of such trees, are known to be very good at picking up complex interactions that are difficult or impossible to capture with regression models. This raises the question of whether these high-order interactions are actually a true property of the actual processing system. On the one hand, it is possible that pervasive subtle interactions as detected by conditional inference trees and random forests are an artifact of the use of crude predictors. Under this view, the hope would be that as more refined predictors become available, simpler interactions will be required, and results obtained with machine learning and regression modeling will converge. On the other hand, it is equally likely that pervasive subtle interactions are a defining characteristic of the processing system, and that this is why random forests are able to outperform regression modeling. From this perspective, the GAMMs provide us with high-level summaries that, albeit more interpretable for the analyst, are a substantial step removed from the actual complexities of how lexical processing is shaped by the constraining factors represented by our predictors. Given the substantial margin by which the random forests outperform regression, the latter perspective remains one to be taken seriously.
This study has depended heavily on exploratory data analyses. Although we believe the statistical models that we have laid out are as solid as exploratory analyses can be, only replication studies can help clarify whether NDL truly improves on WFC approaches.
