Most of the traditional classification algorithms are based on the uniform distribution of samples, and the effect is not ideal when dealing with such data, which mainly shows that the classification results incline to the majority class. Therefore, we propose the imbalanced multi-source heterogeneous data classification algorithms in this paper, which are mainly based on the expansion and extension of Support Vector Machines. Considering that there are complex connections within multi-source data, express them as a unified, concise and efficient mathematical model can completely retain data information and improve data processing efficiency. We perform tensor representation and feature extraction on the heterogeneous data, and two different classification algorithms are proposed in this paper. In the first method, we represent multisource heterogeneous data into a unified tensor form directly and obtain a high-quality core data through dimensionality reduction algorithm, then realize data classification by Support Tensor Machine. In the other method, we extract data from different data sources and classify them with Ensemble Deep Support Vector Machine (DSVM), which combined three DSVM with different kernel functions. The algorithms are compared on CUAVE data set, which contains two different modalities of sound and picture.
I. INTRODUCTION
In the current data collection system, a large number data collect from multi-sources sensor network and obtaining a large amount of heterogeneous data. The heterogeneity of data and the heterogeneity of different structural types are the main manifestations of data heterogeneity, including semantic, system, and pattern heterogeneity. In addition, most of the data in real life is distributed unevenly, which main manifestation is some data is very common while other data few. So, the sample size in some datasets is much smaller than in other categories, that is, imbalanced dataset [1] . The imbalance may also be due to external factors such as data storage and capture time, for example, the time span for collecting data from the sensor network is short. Besides, it may also be relatively imbalanced, for example, the number of positive samples is not small, but it is a minority class compared with negative samples, where positive refer to the samples whose categories are wanted to be classify correctly and the rest are negative samples.
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In an imbalanced data set, the minority class is the focus. Support Vector Machine (SVM) has more advantages compared with other machine learning algorithms in data classification because it is based on statistical theory [2] , which improves the generalization ability of unknown samples by learning the hyperplane with the largest interval between different categories. However, SVM itself has the following disadvantages: (i) the approximation algorithm used in solving the optimization problem will reduce the classification effect; (ii) the kernel function of SVM is usually chosen only by experience, among which the most commonly used is radial basis function, and the selection of classification parameters mostly adopts cross validation method, which makes it difficult to find the optimal kernel function and classification parameters in application; (iii) when SVM works on severe imbalanced data, the information provided to SVM is asymmetric, which causes the decision making move towards fewer samples, so the classification of fewer samples will be greatly affected. The above disadvantages reduce the stability and generalization ability of SVM, making its classification effect not as good as expected. Therefore, many algorithms are developed to evolve SVM to get better classification results. [3] used the method of single class training to train only one class with SVM, which selects minority as the target class to train model and then the class with few samples in the test data are identified, which proves the effectiveness of the method. Wang proposed a fuzzy membership evaluation method (EFSVM) based on the certainty of sample categories in [4] , which can focus on the samples with high classification certainty, and thus generate more flexible decision surface. Erfani proposed an algorithm combining deep belief network and single class Support Vector Machine for anomaly detection of high dimension and large-scale data [5] . In addition, the idea of integration is widely used. By combining different types of weak classifiers with certain rules, it can make full use of the advantages of each weak classifier and effectively solve the limitations of traditional classification methods. Wang and Japkowicz in [6] used multiple sets of SVM classifiers with different loss functions, which can improve the error bound compared to a single classifier. Shao et al. proposed an improved weighted Lagrangian dual Support Vector Machine, which is very sensitive to the parameter value, so this method is lack of practicality [7] , [8] proposed a weight adjustment factor which is applied to a weighted Support Vector Machine as a weak learner of the AdaBoost algorithm to address class imbalance in data, where factor scores are computed by categorizing instance. Zieba et al. in [9] used active learning to remove redundant samples and classify imbalanced data sets by integrating multiple SVM classifiers. In [10] , the author proposed the Ensemble Deep Support Vector Machine, which combined several different DSVMs by a set of weights and different types of base classifiers are combined with AdaBoost framework.
In the current research field, the description of features is usually in the form of vector. If the extracted features are in the form of tensor, the tensor will be expanded into vector form first, and then dimension reduction or classification processing will be carried out. However, the vector formed by the rearrangement of tensor dimensions lacks the structural information of the original data, so the system model obtained from this training is difficult to meet the demand for accuracy directly, requiring the larger sample capacity and training times. Support Tensor Machine (STM) can solve the above problem in high-dimensional data classification. STM is extended based on supervised tensor learning framework, which is a set of convex optimization and multilinear operations [11] . Hao in [12] published a high-order linear STM theory method, which can obtain the optimal classification plane parameters by solving a convex optimization problem.
When processing high dimensional data from heterogeneous sensor networks with STM, constructing a simple highorder tensor unified representation model is the prerequisite for data analysis, which can keep the original structure of high-order data and reduce the parameters of learning model [13] , [14] .
Tensor is a natural extension of vector and matrix, and a series of multilinear algorithms have been defined in tensor geometry [15] . In tensor expression, the same type of media data feature is expressed as an order of tensor, which can avoid the dimension disaster and over compression problem caused by the combination of features extracted from different types of media data. Kuang and Yang proposed a tensorbased big data representation model, whose main idea is to represent the multi-source data one by one according to the difference of the eigenvectors and the homogeneous data is represented as the same order [16] . But the data of each order still has a high dimension, so many researchers began to find a dimension reduction method which can keep the tensor space structure and map the underlying feature space to the highlevel semantic space, so that the similar data can still maintain the correlation after mapping. Principle Component Analysis (PCA) and Singular Value Decomposition (SVD) are classic learning methods and have been widely used in many studies. Article [17] extends SVD to tensor space, also known as tensor-SVD, which is a new tensor-based decomposition form in the Fourier domain and is similar to the singular value decomposition of a matrix. The mode-n product is proposed in [18] , which can be regarded as a process of dimensionality reduction and it maps a high-dimensional tensor to a lowdimensional tensor space. Besides, the dimension reduction and feature extraction can also be realized through multilinear mapping, which includes tensor to tensor mapping [19] , [21] and tensor to vector mapping [22] , [23] , they obtained the combination of relevant features through a set of interconnected projections.
The data processed in this paper is imbalanced multisource heterogeneous data. Based on the previous research, this paper uses two algorithms to realize data classification and the main contributions of this paper are as follows:
(i) The vector data classification model is extended to tensor space. The joint representation and feature extraction of multi-source heterogeneous data are carried out, and its classification is realized by STM, which can well preserve the spatial structure of high dimensional data. (ii) Ensemble learning and deep learning are applied to Support Vector Machine, and an Ensemble DSVM model is proposed to realize the classification of multisource heterogeneous data, which can not only avoid the limitations of a single classifier, but also make full use of the excellent performance of multi-level deep learning. The rest of the article is arranged as follows: Section II mainly introduces the definition of tensor geometry involved in this article and the feature extraction of tensor data; and the classification algorithms will be proposed in Section III; the Section IV validates the algorithms on the CUAVE dataset and compares theirs classification performance; Section V are the summarization and future work.
II. TENSOR BASIC THEORY AND TENSOR FEATURE EXTRACTION
Tensor is also called multidimensional array, it is a high-order extension of vectors and matrices, which can represent multisource heterogeneous data, VOLUME 8, 2020 A. TENSOR GEOMETRY Tensor can be expressed as A ∈ R I 1 ×I 2 ×···×I N , where N is the order of the tensor, I N is the dimension size of the n-th module, elements in C can be represented by A(i 1 , i 2 , · · · i N ) or a(i 1 , i 2 , · · · i N ). Some basic tensor operations are described below [14] :
N-mode expansion of tensor: for a n-order tensor A ∈ R I 1 ×I 2 ×···×I N , the n-mode expansion will get a matrix of I n ×(I 1 I 2 · · · I n−1 I n+1 · · · I N ), denoted as A (n) , whose (i n , j)-th element is A i 1 i 2 ···i N , and the corresponding relation is
In particular, an n-order tensor can be expanded into a vector a, The elements in tensor A can be mapped to a l , where the corresponding relation is
Multi-dot product of tensor: for two N-order tensors A and B, their multi-dot product will generate a real number c, and
Outer product of tensor: for an N-order tensor A ∈ R I 1 ×I 2 ×···×I N and an M-order tensor B ∈ R J 1 ×J 2 ×···×J M , their outer product can produce a (M + N)-order tensor C ∈ R I 1 ×I 2 ×···×I N ×J 1 ×J 2 ×···×J M , and the element in C can be expressed as
Outer product operation can represent the multi-source heterogeneous data as a whole, which fuse the features come from the various data sources.
B. TENSOR FEATURE EXTRACTION
In the tensor model, the data of each modality still has a high dimension, so it is necessary to perform dimensionality reduction and feature extraction. In vector space, a widely used feature extraction method is Singular Value Decomposition (SVD), which can be applied to any matrix. There is always SVD for any matrix A
Suppose A is a matrix in size of m * n, then the resulting U is a square matrix of size m * n, in which the orthogonal vector is called the left singular vector; is a matrix of m * n, whose elements are 0 except for the diagonal; V T is a matrix of n * n, in which the orthogonal vector is called the right singular value vector. The dimension change is shown in the Figure 1 .
The tensor SVD decomposition can be obtained by extending SVD to tensor space. For tensor A ∈ R n 1 ×n 2 ×n 3 , its frontal slices can form a block circulant matrix
where A (i) is the tensor frontal slice of size n 1 × n 2 , circ(A) is the block cyclic matrix of size n 1 n 3 × n 2 n 3 .
Then the operations of MatVec can be defined, which turns the tensor A to a block n 1 n 3 × n 2 matrix, and the function fold can return the changes above.
. . .
Circulant matrix can be diagonalized with the normalized discrete Fourier transform (DFT). That means for tensor A
where F is the DFT matrix with size n 3 × n 3 , F * is the conjugate transpose of F, D i is the matrix of size n 1 × n 2 . When every frontal slice of a tensor is diagonal, the tensor is f-diagonal. As the Figure 2 shows, supposed that A is a tensor of size
where U and V are orthogonal tensors of size n 1 ×n 1 ×n 3 and n 2 × n 2 × n 3 , and S is a f-diagonal tensor of size n 1 × n 2 × n 3 . The procedures of feature extraction are as follows: (i) Mapping A to a Fourier domain.
(ii) Each front slice of the mapped tensor is decomposed through SVD, and their results is saved in U(:, :, i), V(:, :, i) and S(:, :, i). (iii) Calculate the inverse Fourier transform of U, V and S, then can get the singular value decomposition of tensor A.
III. CLASSIFICATION ALGORITHMS BASED ON SVM
The classification algorithms in this paper are mainly based on SVM and its related derivative models. Compared with traditional pattern recognition methods, SVM has unique advantages in solving imbalanced, non-linear and high-dimensional recognition problems. SVM is a two-class classifier, which can be used to solve linear and nonlinear classification [24] . The network model of linear SVM is y = w·x +b, when the training dataset is {x n , y n } N n=1 , the constructing of the optimal hyperplane can be transformed to finding the optimal solution of the equivalent quadratic programming:
where C is the penalty factor that indicating the degree of penalty for errors, x refer to the input data, y is the learning target, w is the normal vector of hyperplane and b refer to the intercept of hyperplane, ξ is relaxation variables, which can improve the generalization ability of hyperplanes.
The dual problem can be obtained by Lagrange multiplier
after partial derivation, we can get
For the linearly inseparable case, kernel function can be introduced. Set φ(x) as the characteristic of input x, then
A. DSVM
Although SVM can compensate for the samples' imbalance problem, its performance mainly depends on the kernel function, and the representation ability of the model is limited. Meanwhile, deep learning algorithms pursue simplicity and generality in large-scale data sets and do not emphasize too much on the prior characteristics of data. Therefore, it is possible to extend the SVM in depth to form Deep SVM (DSVM) by stacking several shallow SVM networks [25] . DSVM network model combines several SVM to learn the deep features, which can greatly improve the accuracy of target classification. The model structure is shown in the Figure 3 .
The relationship between the input and output of the classical three-layer feedforward neural network model is
where σ 1 and σ 2 are the activation function, h(x) is the hidden layer feature of the input variable, so the relationship between the input and output of the DSVM is
where k(x n , x) is the kernel function, h k is the output of each node of hidden layer SVM, α (n) k and b k are the k-th parameter and bias to be learned, and the hidden layer feature h is used as the input of the next nonlinear unit.
where h (n) is the hidden layer feature of input x (n) , β (n) k and c are the feature model parameters.
Train the network according to the following optimization objective function minimization criteria
where θ = (α, b, β, c),α = {α n k } N ,K n,k=1 , b = {b k } K k=1 , R(θ ) is the regularization term, y (n) is the output value and y (n) is the expected value of the output. Parameter learning can be realized by gradient descent method, which is the partial derivative solution of error propagation term. By calculating the partial derivative value, the parameters of the hidden layer are updated, and then use the updated parameters to recalculate the output of the hidden layer and back-propagate the error propagation term on the calculated layer based on the difference between the output and the expected value, and the cycle is repeated until the process converges.
B. ENSEMBLE DSVM
DSVM can improve the representation ability of the model by layer-by-layer training, but the selection of its kernel function is relatively simple, which is not comprehensive enough to solve the problem of small sample classification. By combining multiple DSVMs with different kernel functions can avoid errors, which is caused by the selection of single kernel function and unreasonable classifier parameters. Therefore, we propose an Ensemble classifier which combines three DSVMs with different kernel functions by a set of weight parameters. The architecture of Ensemble DSVM is shown in the Figure 4 and the selected kernel functions are as follows:
(i) Radial Basis Function (RBF). RBF is a scalar function symmetrically along the radial direction, which is usually defined as a monotonic function of the Euclidean distance from any point in space to a certain center. The most commonly used radial basis function is Gaussian function, which has only one parameter and its decision boundary is more diverse. The RBF kernel function can be written as
(ii) Sigmoid Function. Sigmoid kernel function has a good generalization ability for unknown sample, when sigmoid kernel function is used, support vector machine is a multilayer neural network. Sigmoid function can be expressed as
(iii) Polynomial kernel function can map low dimension input to high dimension feature space, which can be expressed as
The three DSVMs are combined by a set of weight coefficients, which is determined by the following steps: (ii) The geometric distance from all test samples to the hyperplane is calculated according to the model, and the weight value corresponding to the kernel function is selected according to the inverse of the mean square error (MSE) of the geometric distance. The set of values determined by the above method is the weight of DSVMs in the ensemble classifier [10] .
C. STM
When the input is high-dimensional data such as video and pictures, its vectorization will destroy the spatial relation of different data source. Therefore, the Support Tensor Machine (STM) is proposed, which takes tensor instead of vector as input sample data. STM algorithm makes use of the spatial and temporal information of tensor data, reduces the number of variables in the model optimization problem and keeping the data structure information intact, so it has more prominent advantages than SVM in solving the classification problem of high-dimensional imbalanced data. Similar to SVM, the ultimate goal of STM is to construct an optimal classification hyperplane in tensor space.
The goal of supporting tensor machine is
Compared with SVM, the input parameters of STM change from vector x to tensor X , the normal vector from w to tensor form W, and the product of vector becomes the inner product of tensor. The duality problem becomes
where W can be obtained by calculating its partial derivative:
a (n) y (n) X (n) . For this model, under the idea of maximum interval of support vector machine, the tensor input data can be directly processed and the tensor inner product can be directly calculated according to the definition. The final classification function is
IV. EXPERIMENT
This paper uses CUAVE data set to verify the classification effect of Ensemble DSVM and STM algorithm for multisource heterogeneous data.
The CUAVE speech corpus [26] is a moving-talker speaker-independent database, designed to aid researchers in multimodal speech processing. 36 individual speakers and 22 speaker pairs utter continuous, connected and isolated digits. The sequences present two distinct parts of different complexity. In the first part, the speakers remain still, with only some small, natural motions. In the last part, to the contrary, the speaker moves around intentionally in the individual sequences and both persons are speaking simultaneously in the multiple speaker sequences. In the experiment, the imbalanced data set is constructed to test the two algorithms proposed in this paper and compared with the classical SVM.
A. EXPERIMENTAL DATA EXTRACTION
This paper selects two kinds of data from CUAVE public data set as majority class and minority class respectively to build three imbalanced data sets with different proportions. The imbalance ratio is defined as follows:
The experimental data distribution is shown in the Table 1 below. The majority class is also the negative class and minority class is also the positive class. In the experiment, the number of negative samples is kept constant at 320, and the number of positive samples is taken in order according to the imbalanced ratio. The voice data in the experiments are represented as a vector of size 534 and the pictures data are represented as a matrix of size 75 * 50. In the paper, the classification experiments are carried out under the Ensemble DSVM and STM respectively, and feature extractions are carried out by the method shown in the Figure 5 to obtain the inputs of classification algorithms in accordance with the algorithm.
(i) The input for Ensemble DSVM is vector data, which is obtained by combining the image features after singular value decomposition (SVD) and the voice features after principal component analysis (PCA). In SVD and PCA, the features in front often occupy the key part of the total energy of features, so they can approximately describe the data. Many studies have shown that even though there are thousands of feature numbers in the sample space, most of the variance energy can be preserved only use less than 10% of the original feature number [27] . In addition, the retained original characteristic energy needs to be determined according to the number of samples. If there are too many attributes in the input sample, the training process will take a lot of time, the redundancy and highly relevant feature combinations will also lead to overfitting and other problems. The minimum number of samples processed in this paper is 120 and 70% of the total energy is contained. (ii) The input for STM is tensor data, which is shown in the figure 7(b) . The picture data and vector data can be synthesized into a third-order tensor with the size of 75 * 50 * 534 through tensor outer product. Transpose the third-order tensor and a f-diagonal tensor of size 534 * 50 * 75 can be obtained by the feature extraction of the tensor-SVD, which can be seen as a matrix of size 75 * 50.
B. EXPERIMENTAL RESULTS AND ANALYSIS
In the classification of imbalanced data sets, the concept of mixed matrix is adopted, in which FP, FN, TP, TN are proposed to show the effect of classifier on the minority class. FP is negative which be wrongly classified as positive, FN is positive which be classified as negative, TP is actual and predicted categories are all positive, TN is actual and predicted categories are all negative. Based on the mixed matrix, classification accuracy can be defined as
The classification accuracy can reflect the performance of the algorithm as a whole. However, from another perspective, positive samples may be regarded as majority class by the classifier due to the relationship between the number of training samples and the classification effect is almost invalid because the recognition rate of minority class is 0%, but the total accuracy is still very high. So it is unreasonable to measure the performance of the algorithm only by the accuracy. Therefore, the concepts of recall and precision are introduced, which are defined as follows.
Precision is for the prediction results, whose specific meaning is the proportion of correct predicted positive samples to all true samples predicted by the model. In general, the higher the precision, the better the effect of the model. Recall is for the original samples, whose specific meaning is the proportion of correct predicted positive samples to the number of samples actually positive.
Although the above evaluation indexes can reflect the performance of the algorithm to a certain extent, their evaluation criteria are relatively single, and cannot evaluate the classification algorithm as a whole. And the algorithm's performance can be comprehensively evaluated only when several measure indexes are combined. Therefore, we choose a comprehensive index F-measure, the formula is as follows [28] 
F-Measure is the mediate mean of precision and recall, which is used to integrally reflect the overall performance of the algorithm. F-measure will have a better value only when recall and precision are both good, and the higher the value of F-Measure, the better the performance of the model. Based on the above evaluation indicators, the classification performance of STM, Ensemble DSVM and SVM are compared. The following Figure 6 shows the classification accuracy of the three algorithms in different proportions.
It can be seen from the Figure 6 that in the same proportion, the classification accuracy of the three algorithms from high to low is STM, Ensemble DSVM and SVM. For the same algorithm, the classification accuracy is different under different proportion, and with the increase of imbalanced ratio, the classification accuracy decreases.
The precision and recall of the three algorithms in different imbalance ratio are shown in the Table 2 .
It can be seen from the table that when the imbalance ratio is 2 and 8, the precision of STM is the highest and the SVM is lowest. The precision of Ensemble DSVM is the highest when the imbalance ratio is 4. In the same algorithm, with the increase of the imbalance ratio, the precision of the three algorithms decreases in turn. When the imbalance ratio is 2 and 4, the classification recall of the three algorithms from high to low is STM, Ensemble DSVM and SVM, three algorithms have the same recall rate when imbalance proportion is 8. For the same algorithm, the classification recall is different under different proportion, and with the increase of imbalanced ratio, the classification ratio decreases.
In order to reflect the classification performance of three algorithms more comprehensively, the F-Measure is compared. In this paper, we take β = 1. The F-Measure of the three algorithms in different imbalance ratio are shown in the Figure 7 .
It can be seen from the figure that under the same imbalance ratio, the F-measure value of STM is the largest, the Ensemble DSVM is the second, and the SVM is the smallest. For the same algorithm, the larger the imbalance ratio of samples, the smaller the F-measure value.
According to all the above indexes, the algorithm performance of STM is better than that the Ensemble DSVM and SVM, that's because the data represented by tensors in STM can better preserve the relationship between heterogeneous data.
V. CONCLUSION
In this paper, two different classification algorithms for imbalanced multi-source heterogeneous data were proposed, which can avoid information loss and dimension disaster caused by directly expanding high-order data into vectors. The Ensemble DSVM algorithm processes the multi-modal data which obtained through separately feature extraction and fusion. By combining the idea of deep learning with Ensemble studying, the model using the stack of multiple SVM, which can effectively avoid the problem of single kernel function in the traditional classification problem. STM algorithm classifies the data that represented by tensors, which can not only keep the interior structure of heterogeneous data completely, but also reduce the input parameters of original data and solve the problem of overfitting. In the experiment, we test the performance of the algorithms on CUAVE data set and compare them with traditional SVM algorithm. Considering that the traditional classification accuracy can't reasonably measure the classification effect of imbalanced data sets, this paper adopts the mediate mean F-Measure of recall and precision, which are all defined based on the mixed matrix. It can be concluded through experiments that the classification performance of STM on the imbalanced multisource heterogeneous data set is better than Ensemble DSVM and SVM. It can also prove that the data identified by tensor can keep the internal relations of multi-source data more completely. The STM algorithm used in this paper is just an extension of SVM in tensor space. Referring to the idea of Ensemble DSVM, the future work can combine STM with the idea of deep learning and ensemble learning to construct an integrated deep tensor machine, so as to achieve better results in the classification of multi-source heterogeneous data.
