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Abstract
For the system of mildly nonlinear equations Ax = F(x), where A ∈ n×n is an n-by-
n sparse real matrix and F : n → n a general nonlinear mapping, both local and global
convergence properties of the multisplitting two-stage iterative method (Numer. Algorithms
15 (1997) 347) are further studied in depth when A ∈ n×n is symmetric positive definite and
its multiple splittings are symmetric P-regular.
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1. Introduction
Let A ∈ n×n be an n-by-n large sparse and symmetric positive definite matrix,
F : n → n a bounded nonlinear mapping. To solve the system of mildly nonlinear
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equations Ax = F(x) on multiprocessor systems, Bai [3] presented a class of par-
allel multisplitting two-stage (MTS) iterative methods in 1997, and studied its local
and global convergence properties when the system matrix A ∈ n×n is nonsingular
and the nonlinear mapping F : n → n is P -bounded, satisfying ρ(A−1P) < 1. 3
Moreover, he established its monotone convergence theory in the sense of element-
wise ordering under conditions that the system matrix A ∈ n×n is monotone and
the nonlinear mapping F : n → n is isotone. Here, F : n → n is called P -
bounded if there exists a nonnegative matrix P ∈ n×n such that |F(x)− F(y)| 
P |x − y| holds for all x, y ∈ n; and it is called isotone if F(x)  F(y) holds for
all x, y ∈ n satisfying x  y.
In this paper, we will further discuss the local and the global convergence proper-
ties of the MTS methods under different assumptions from those in [3], in the sense
of positive definite ordering.
Some notations and concepts employed in the subsequent discussion are as fol-
lows: xT and AT represent the transposes of a vector x ∈ n and a matrix A ∈ n×n,
respectively, ‖A‖ denotes the Euclidean norm of the matrix A ∈ n×n, and A  O
(A  O) means thatA ∈ n×n is a symmetric positive definite (semidefinite) matrix,
where O is the zero matrix. If A ∈ n×n is symmetric, then there exists an orthogo-
nal matrix QA ∈ n×n and a diagonal matrix A ∈ n×n such that A = QTAAQA.
Therefore, we can define the comparision matrix 〈A〉 of the matrix A ∈ n×n by
〈A〉 = QTA|A|QA. Obviously, 〈A〉  O. For A,B ∈ n×n, we say A  B (A  B)
if A− B  O (A− B  O) holds. A = M −N is called a splitting of the matrix
A ∈ n×n if M,N ∈ n×n and M is nonsingular. This splitting is called a conver-
gent splitting if ρ(M−1N) < 1, a symmetric splitting ifM is symmetric, a symmetric
positive definite splitting if M is symmetric positive definite, a P -regular splitting if
M +N is positive definite, and a symmetric P -regular splitting if M is symmetric
positive definite and N is symmetric positive semidefinite. Evidently, a symmetric
P -regular splitting is a P -regular splitting. For details, we refer the readers to [1,13].
2. The MTS method
For A ∈ n×n, let A = Bi − Ci (i = 1, 2, . . . , α) be its α splittings and Ei (i =
1, 2, . . . , α) be α nonnegative diagonal matrices satisfying
∑α
i=1 Ei = I (the n-by-n
identity matrix). Then we call the collection of triples (Bi, Ci, Ei) (i = 1, 2, . . . , α)
a multisplitting of the matrix A [6]. In addition, for each i ∈ {1, 2, . . . , α}, if Bi =
Mi −Ni is a splitting of the matrix Bi , then we call the matrix collection (Bi :
Mi,Ni;Ci;Ei) (i = 1, 2, . . . , α) a two-stage multisplitting of the matrix A [2,6,7].
By making use of these concepts, we can restate the MTS method established in Bai
[3] for solving the large sparse systems of mildly nonlinear equations Ax = F(x) as
follows.
3 ρ(·) denotes the spectral radius of the corresponding matrix.
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Method 2.1 (MTS method [3]). Given an initial vector x(0) ∈ n. For k = 0, 1, 2, . . .
until {x(k)} convergence.
CoBegin % for all processors
x(i,k,0) = x(k)
For  = 0 To q(i, k)− 1 % for processor i
Mix
(i,k,+1) = Nix(i,k,) + Cix(k) + F(x(k))
EndFor
x(k+1) =
α∑
i=1
Eix
(i,k,q(i,k))
CoEnd
This MTS method covers many known sequential and parallel iterative methods
for solving system of linear equationsAx = b (see [4–7,11,12]) and system of mildly
nonlinear equations Ax = F(x) (see [2,15]). By introducing matrices
G(i, k) =
q(i,k)−1∑
=0
(M−1i Ni)
M−1i ,
H(i, k) = (M−1i Ni)q(i,k) +
q(i,k)−1∑
=0
(M−1i Ni)
M−1i Ci,
(1)
we can rewrite the MTS method as the following iteration:
x(k+1) =
α∑
i=1
Ei
[
H(i, k)x(k) +G(i, k)F (x(k))
]
= H(k)x(k) +G(k)F (x(k)), (2)
where
H(k) =
α∑
i=1
EiH(i, k), G(k) =
α∑
i=1
EiG(i, k). (3)
It follows from straightforward derivations that
H(i, k) = I −G(i, k)A, i = 1, 2, . . . , α; k = 0, 1, 2, . . . (4)
and
H(k) = I −G(k)A, k = 0, 1, 2, . . . (5)
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3. Convergence analysis
For the nonlinear mapping F : n → n, there exists a symmetric matrix S(x, y) :
n ×n → n×n such that
F(x)− F(y) = S(x, y)(x − y), ∀x, y ∈ n. (6)
An example of such matrix S(x, y) is
S(x, y) =

(F (x)− F(y))(F (x)− F(y))T
(F (x)− F(y))T(x − y) ,
for (F (x)− F(y))T(x − y) /= 0,
I + (F (x)− F(y)− x + y)(F (x)− F(y)− x + y)
T
(F (x)− F(y)− x + y)T(x − y) ,
for (F (x)− F(y))T(x − y) = 0,
which follows from a quasi-Newton update [10,14] with respect to the nonlinear
mapping F : n → n. Let (x, y) ∈ n×n be a diagonal matrix and Q(x, y) ∈
n×n be an orthogonal matrix such that S(x, y) = Q(x, y)(x, y)Q(x, y)T. Then
〈S(x, y)〉 = Q(x, y)|(x, y)|Q(x, y)T is a symmetric positive semidefinite matrix.
In order to establish the local and the global convergence theories for the MTS
method, we make the following three basic assumptions about the system of mildly
nonlinear equations Ax = F(x):
Assumption (I). The matrix A ∈ n×n is symmetric positive definite;
Assumption (II). For the matrix S(x, y) satisfying (6), there exists a symmet-
ric positive definite matrix S ∈ n×n such that O  〈S(x, y)〉  S holds for all
x, y ∈ n;
Assumption (III). A− S  O.
We remark that Assumptions (I)–(III) are reasonable, and Assumption (II) is not very
strict. For example, let
F(x) =
(
ax1 + b sin x1 cos x2
ax2 + b cos x1 sin x2
)
: 2 → 2,
where a and b are positive constants. Then by making use of the mean value theorem
and the trigonometric equalities
sin θ sinφ = 12 (cos(θ − φ)− cos(θ + φ)),
cos θ cosφ = 12 (cos(θ − φ)+ cos(θ + φ)),
sin θ − sinφ = 2 · cos( θ+φ2 ) sin( θ−φ2 ),
we have
S(x, y) =
(
a + bg(x, y) −bf (x, y)
−bf (x, y) a + bg(x, y)
)
,
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where
f (x, y)= cos
(
(x1 − x2)+ (y1 − y2)
2
)
× ((x1 − x2)− (y1 − y2))+ sin
(
(x1 − x2)− (y1 − y2)
2
)
− cos
(
(x1 + x2)+ (y1 + y2)
2
)
× ((x1 + x2)− (y1 + y2))+ sin
(
(x1 + x2)− (y1 + y2)
2
)
,
g(x, y)= cos
(
(x1 − x2)+ (y1 − y2)
2
)
× ((x1 − x2)− (y1 − y2))+ sin
(
(x1 − x2)− (y1 − y2)
2
)
+ cos
(
(x1 + x2)+ (y1 + y2)
2
)
× ((x1 + x2)− (y1 + y2))+ sin
(
(x1 + x2)− (y1 + y2)
2
)
and we have used the notation h+ = h−1 for h /= 0 and h+ = 0 for h = 0. From the
inequality∣∣∣∣ sin θθ
∣∣∣∣  e ∀θ ∈ ,
we immediately know that
|f (x, y)± g(x, y)|  2e ∀x, y ∈ n.
Now, by taking
Q = 1√
2
(
1 1
−1 1
)
,
(x, y) =
(
a + b(f (x, y)+ g(x, y)) 0
0 a − b(f (x, y)− g(x, y))
)
,
and S = (a + 2be)I , we immediately obtain
S(x, y) = Q(x, y)QT and O  〈S(x, y)〉  S.
Theorem 3.1 (Existence and Uniqueness Theorem). Let Assumptions (I)–(III) be
satisfied. Then the system of mildly nonlinear equations Ax = F(x) has a unique
solution x∗ in n.
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Proof. From Assumptions (I) and (III) we have A−1/2SA−1/2 ≺ I . Therefore, it
holds that
‖A−1/2SA−1/2‖ < 1. (7)
From Assumption (II) we have −S  S(x, y)  S. Therefore, it holds that
−A−1/2SA−1/2  A−1/2S(x, y)A−1/2  A−1/2SA−1/2,
which straightforwardly implies that
‖A−1/2S(x, y)A−1/2‖  ‖A−1/2SA−1/2‖. (8)
Let us consider the simple iteration
x(k+1) = A−1F(x(k)), k = 0, 1, 2, . . . (9)
Because
A1/2(x(k+1) − x(k))= A1/2(A−1F(x(k))− A−1F(x(k−1)))
= A−1/2(F (x(k))− F(x(k−1))),
by making use of (6) we can obtain
A1/2(x(k+1) − x(k))= A−1/2S(x(k), x(k−1))(x(k) − x(k−1))
= [A−1/2S(x(k), x(k−1))A−1/2]A1/2(x(k) − x(k−1))
and thereby, by (8) we have
‖A1/2(x(k+1) − x(k))‖
 ‖A−1/2S(x(k), x(k−1))A−1/2‖ · ‖A1/2(x(k) − x(k−1))‖
 ‖A−1/2SA−1/2‖ · ‖A1/2(x(k) − x(k−1))‖. (10)
Noticing (7) we easily know that {x(k)} is a Cauchy sequence, and hence, it con-
verges to a point x∗ in n. Taking limits on both sides of (9), we immediately see
that x∗ ∈ n is a solution of the system of mildly nonlinear equations Ax = F(x).
Let x∗ and y∗ be two solutions of Ax = F(x). Then derivations analogous to (10)
result in the inequality
‖A1/2(x∗ − y∗)‖  ‖A−1/2SA−1/2‖ · ‖A1/2(x∗ − y∗)‖,
or equivalently,
(1 − ‖A−1/2SA−1/2‖)‖A1/2(x∗ − y∗)‖  0.
By considering (7) again, we know that ‖A1/2(x∗ − y∗)‖ = 0, and hence, x∗ = y∗.
That is to say, the solution of the system of mildly nonlinear equation Ax = F(x) is
unique in n. 
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The following lemma characterizes properties and relationships of various matrix
splittings, which is essential for us to discuss the local and the global convergence of
the MTS method.
Lemma 3.1. Given a positive integer m. Let A ∈ n×n be nonsingular and have a
splitting A = F −G.
(a) IfA is symmetric andA = F −G is a P -regular splitting, then it is a convergent
splitting if and only if A  O [8,12];
(b) If A = F −G is a convergent splitting, then there exists a unique splitting A =
B − C such thatB−1C = (F−1G)m, where B = A(I − (F−1G)m)−1 andC =
A(I − (F−1G)m)−1(F−1G)m,m = 1, 2, . . . [1];
(c) If A  O and A = F −G is a P -regular splitting, then A = B − C is a P -
regular splitting [9];
(d) IfA is symmetric andA=F −G is a symmetric splitting such that I − (F−1G)m
is nonsingular, then A = B − C is a symmetric splitting;
(e) If A is symmetric, m is an odd integer, and A = F −G is a symmetric positive
definite splitting, then A = B − C is a symmetric positive definite splitting;
(f) If A  O and A = F −G is a symmetric P -regular splitting, then A = B − C
is a symmetric P -regular splitting. Moreover, B  F.
Proof. (a) can be found in [12] and (b) was proved in [1]. Therefore, we only need
to demonstrate (c)–(f).
We first prove (c). Because A  O and A = F −G is a P -regular splitting, from
(a) we know that F is positive definite and ρ(F−1G) < 1. It follows from direct
operations that
B + C = A(I − (F−1G)m)−1 + A(I − (F−1G)m)−1(F−1G)m
= A(I − (F−1G)m)−1(I + (F−1G)m)
and thereby,
A−1/2(B + C)A1/2 = A1/2(I − (F−1G)m)−1(I + (F−1G)m)A1/2.
Hence,B + C is positive definite if all eigenvalues of the matrix (I − (F−1G)m)−1 ×
(I + (F−1G)m) have positive real parts, which is evidently true as ρ(F−1G) < 1.
Therefore, (c) is valid.
For (d), because A is symmetric and I − (F−1G)m is nonsingular, we see that
the splitting A = B − C is well defined. Moreover, that A = F −G is a symmetric
splitting implies that both F and G are symmetric matrices. As
BT = (I − (GF−1)m)−1A
= (I −G(F−1G)m−1F−1)−1A
= F(I − (F−1G)m)−1F−1A
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= F(I − (F−1G)m)−1(I − F−1G)
= F(I − F−1G)(I − (F−1G)m)−1
= A(I − (F−1G)m)−1
= B,
we know that (d) is true.
We now turn to (e). From the proof of (d) we have
B = F(I − F−1G)(I − (F−1G)m)−1.
Because F is symmetric positive definite and G is symmetric, all eigenvalues of
the matrix F−1G are real. Considering that A is nonsingular and m is odd, we see
that 1 is not an eigenvalue of both F−1G and (F−1G)m. Therefore, the splitting
A = B − C is well defined, and it holds that
F−1/2BF 1/2 = F 1/2(I − F−1G)(I − (F−1G)m)−1F 1/2.
Clearly, B is symmetric according to (d), and it is positive definite if all eigenvalues
of the matrix (I − F−1G)(I − (F−1G)m)−1 are positive, which obviously holds in
light of the above analysis. Therefore, (e) is also true.
Finally, we verify the validity of (f). By making use of (c) and (d) we know that
A = B − C is a P -regular splitting with B a symmetric matrix. Following an analo-
gous demonstration to (e) we can further see that B is a symmetric positive definite
matrix. Therefore, C is a symmetric matrix. The semidefiniteness of the matrix C
follows straightforwardly from the matrix equalities
C = B(F−1G)m = BF−1/2(F−1/2GF−1/2)mF 1/2
and
B−1/2CB−1/2 = (B1/2F−1/2)(F−1/2GF−1/2)m(B1/2F−1/2)−1,
as well as G  O. Consequently, A = B − C is a symmetric P -regular splitting. On
the other hand, when m = 1 we have B = A(I − F−1G)−1 = F . When m > 1, if
we define
B = A(I − (F−1G)m−1)−1, C = A(I − (F−1G)m−1)−1(F−1G)m−1,
then A = B − C is a symmetric P -regular splitting and
F(B + F − A)−1B
= B(B + F − A)−1F = B(C + F)−1F = B(F−1C + I )−1
= B
(
(I − F−1G)(I − (F−1G)m−1)−1(F−1G)m−1 + I
)−1
= B(I − F−1G)m−1
(
(I − F−1G)(F−1G)m−1 + (I − (F−1G)m−1)
)−1
= A(I − (F−1G)m)−1 = B.
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Therefore,
B−1 = F−1(B + F − A)B−1 = F−1 + F−1GB−1  F−1
and it follows that B  F. 
We first discuss local convergence property of the MTS method.
Theorem 3.2 (Local Convergence Theorem). For the system of mildly nonlinear
equations Ax = F(x), let Assumptions (I)–(III) be satisfied, x∗ ∈ n be its unique
solution, and S(x∗) = limx→x∗ S(x, x∗) satisfy 〈S(x∗)〉  S. Assume that (Bi : Mi,
Ni;Ci;Ei) (i = 1, 2, . . . , α) is a two-stage multisplitting of the matrix A ∈ n×n
such that for i = 1, 2, . . . , α, both A = Bi − Ci and Bi = Mi −Ni are symmetric
P -regular splittings and Ei = αiI, with αi  0 (i = 1, 2, . . . , α) and∑αi=1 αi = 1,
and σ ∗ = max1iα ‖M−1i (Ci +Ni + S(x∗))‖. Then σ ∗ < 1, and there exists δ >
0 such that when the initial vector x(0) ∈ n satisfies ‖x(0) − x∗‖  δ, the iterative
sequence {x(k)} generated by the MTS method converges to x∗, with the R1-factor
[14] being at most σ ∗.
Proof. Let ε(k) = x(k) − x∗ be the error vector with respect to the iterate x(k) of the
MTS method. Then according to (2) and (6) we have
ε(k+1) = H(k)ε(k) +G(k)(F (x(k))− F(x∗))
=
(
H(k)+G(k)S(x(k), x∗)
)
ε(k)
=
α∑
i=1
Ei
(
H(i, k)+G(i, k)S(x(k), x∗)
)
ε(k)
≡ T (x(k), x∗)ε(k), (11)
where
T (x(k), x∗) =
α∑
i=1
Ei
(
H(i, k)+G(i, k)S(x(k), x∗)
)
. (12)
For each i ∈ {1, 2, . . . , α}, because Bi  O and Bi = Mi −Ni is a symmetric
P -regular splitting, we know from Lemma 3.1(a) that ρ(M−1i Ni) < 1, and from
Lemma 3.1(b) and (f) that there exists a symmetricP -regular splittingBi = P(i, k)−
R(i, k) such that P(i, k)−1R(i, k) = (M−1i Ni)q(i,k) and P(i, k)  Mi . Therefore, by
(1) and (4) we have
G(i, k)=
(
I − (M−1i Ni)q(i,k)
)
B−1i
=
(
I − P(i, k)−1R(i, k)
)
B−1i = P(i, k)−1
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and
H(i, k) = I −G(i, k)A = I − P(i, k)−1A.
If we introduce matrices
P˜ (i, k) = P(i, k), R˜(i, k) = P(i, k)H(i, k),
then straightforward derivations show that
T (x(k), x∗) =
α∑
i=1
EiP˜ (i, k)
−1 (R˜(i, k)+ S(x(k), x∗))
and
A = P˜ (i, k)− R˜(i, k)
is a splitting of the matrix A. Moreover, this splitting is a symmetric P -regular split-
ting. In fact, it is obvious that P˜ (i, k)  O. Because R(i, k)  O and Ci  O, we
additionally have
R˜(i, k) = P(i, k)− A = Bi + R(i, k)− A = Ci + R(i, k)  O.
Furthermore, it immediately follows from Assumption (III) that
P˜ (i, k) = Bi + R(i, k) = A+ Ci + R(i, k)  A  12 (A+ S).
For k = 0, 1, 2, . . . , let
G˜(k) =
α∑
i=1
EiP˜ (i, k)
−1, H˜ (k) = I − G˜(k)A.
Then A  P˜ (i, k)  Mi (i = 1, 2, . . . , α) imply that∑αi=1 EiM−1i  G˜(k)  A−1.
Therefore, we can define matrices
B(k) = G˜(k)−1, C(k) = G˜(k)−1H˜ (k).
This results in the following facts:
(i) A = B(k)− C(k) is a symmetric P -regular splitting;
(ii)
(∑α
i=1 EiM
−1
i
)−1  B(k)  A  12 (A+ S);
(iii) T (x(k), x∗) = B(k)−1(C(k)+ S(x(k), x∗)).
As a matter of fact, we have known that (ii) is true. It immediately follows from
(ii) that C(k) = B(k)− A  O. Hence, (i) is also true. The validity of (iii) is shown
by the following derivation:
T (x(k), x∗)=
α∑
i=1
EiP˜ (i, k)
−1(R˜(i, k)+ S(x(k), x∗))
=
α∑
i=1
EiP˜ (i, k)
−1(P˜ (i, k)− A+ S(x(k), x∗))
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= I −
α∑
i=1
EiP˜ (i, k)
−1(A− S(x(k), x∗))
= I − G˜(k)(A− S(x(k), x∗))
= I − B(k)−1(A− S(x(k), x∗))
= B(k)−1(B(k)− A+ S(x(k), x∗)).
For k = 0, 1, 2, . . . , let
T (k, x∗) =
α∑
i=1
Ei(H(i, k)+G(i, k)S(x∗)),
E(x(k), x∗) = T (x(k), x∗)− T (k, x∗).
Then, analogously to the previous derivation we can obtain
T (k, x∗) = B(k)−1(C(k)+ S(x∗)) = I − B(k)−1(A− S(x∗))
and
E(x(k), x∗) = B(k)−1(S(x(k), x∗)− S(x∗)).
Because B(k)  O and
A− S(x∗)  A− 〈S(x∗)〉  A− S  O,
we know that
‖T (k, x∗)‖ = max
1jn
|1 − λ(j, k)|,
where λ(j, k) (j = 1, 2, . . . , n) are the eigenvalues of the matrixB(k)−1(A−S(x∗)).
Therefore, to obtain the estimate
‖T (k, x∗)‖  σ ∗, k = 0, 1, 2, . . . ,
for some nonnegative constant σ ∗ ∈ [0, 1), we only need to demonstrate that
1 − σ ∗  λ(j, k)  1 + σ ∗, j = 1, 2, . . . , n; k = 0, 1, 2, . . .
Let B =
(∑α
i=1 EiM
−1
i
)−1
. Considering that B(k)−1(A− S(x∗)), A−1(A−
S(x∗)) and B−1(A− S(x∗)) are similar to B(k)−1/2(A− S(x∗))B(k)−1/2, A−1/2 ×
(A− S(x∗))A−1/2 and B−1/2(A− S(x∗))B−1/2, respectively, and that
B−1/2(A− S(x∗))B−1/2  B(k)−1/2(A− S(x∗))B(k)−1/2
 A−1/2(A− S(x∗))A−1/2,
we see that for each j ∈ {1, 2, . . . , n}, there exists an eigenvalue λB of the matrix
B−1(A− S(x∗)) and an eigenvalue λA of the matrix A−1(A− S(x∗)) such that
λB  λ(j, k)  λA. Therefore,
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‖T (k, x∗)‖ max{‖I − B−1(A− S(x∗))‖, ‖I − A−1(A− S(x∗))‖}
= max
{∥∥∥∥∥
α∑
i=1
Ei[I −M−1i (A− S(x∗))]
∥∥∥∥∥ , ‖A−1S(x∗)‖
}
 max
{
max
1iα
‖I −M−1i (A− S(x∗))‖, ‖A−1S(x∗)‖
}
.
On the other hand, by noticing that
M
−1/2
i (A− S(x∗))M−1/2i  A−1/2(A− S(x∗))A−1/2
implies that
I −M−1/2i (A− S(x∗))M−1/2i  A−1/2S(x∗)A−1/2,
we have
‖A−1S(x∗)‖  ‖I −M−1i (A− S(x∗))‖, i = 1, 2, . . . , α.
Consequently, it holds that
‖T (k, x∗)‖ max
1iα
‖I −M−1i (A− S(x∗))‖
= max
1iα
‖M−1i (Ci +Ni + S(x∗))‖ = σ ∗.
By the condition limx→x∗ S(x, x∗) = S(x∗), we know that for any η ∈ (0, 1 −
σ ∗), there exists a δ > 0 such that when ‖x − x∗‖  δ, there holds ‖S(x, x∗)−
S(x∗)‖ ≤ η/‖A−1‖. Therefore, if ‖x(k) − x∗‖  δ, then
‖E(x(k), x∗)‖ = ‖B(k)−1(S(x(k), x∗)− S(x∗))‖
 ‖B(k)−1‖‖S(x(k), x∗)− S(x∗)‖
 ‖A−1‖‖S(x(k), x∗)− S(x∗)‖  η.
Because ‖x(0) − x∗‖  δ and
‖ε(k+1)‖ ‖T (x(k), x∗)‖ · ‖ε(k)‖
 (‖T (k, x∗)‖ + ‖E(x(k), x∗)‖)‖ε(k)‖
 (σ ∗ + ‖E(x(k), x∗)‖)‖ε(k)‖,
we can straightforwardly obtain
‖ε(k+1)‖  (σ ∗ + η)‖ε(k)‖  · · ·  (σ ∗ + η)k+1δ → 0, k →∞
by making use of induction. Therefore, the iterative sequence {x(k)} converges to
x∗. Furthermore, by considering that η is arbitrary, we immediately know that the
R1-factor of the iterative sequence {x(k)} is at most σ ∗. 
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According to the global convergence property [14] of the MTS method, we have
the following theorem.
Theorem 3.3 (Global Convergence Theorem). For the system of mildly nonlinear
equations Ax = F(x), let Assumptions (I)–(III) be satisfied, and x∗ ∈ n be its
unique solution. Assume that (Bi : Mi,Ni;Ci;Ei) (i = 1, 2, . . . , α) is a two-stage
multisplitting of the matrix A ∈ n×n such that for i = 1, 2, . . . , α, both A = Bi −
Ci and Bi = Mi −Ni are symmetric P -regular splittings and Ei = αiI, with αi 
0 (i = 1, 2, . . . , α) and ∑αi=1 αi = 1, and σ = max1iα ‖M−1i (Ci +Ni + S)‖.
Then σ < 1, and for any initial vector x(0) ∈ n the iterative sequence {x(k)} gen-
erated by the MTS method converges to x∗, with the R1-factor being at most σ.
Proof. We adopt the same notations introduced in the proof of Theorem 3.2. Let
T (x(k), x(k−1)) =
α∑
i=1
Ei(H(i, k)+G(i, k)S(x(k), x(k−1))).
Then according to (2) and (6) we have
x(k+1) − x(k) = T (x(k), x(k−1))(x(k) − x(k−1)).
It follows from an analogous demonstration to the proof of Theorem 3.2 that
T (x(k), x(k−1)) = B(k)−1(C(k)+ S(x(k), x(k−1)))
and
‖T (k)‖  max
1iα
‖M−1i (Ci +Ni + S)‖ = σ,
where
T (k) = B(k)−1(C(k)+ S).
Moreover, we can parallely deduce that
‖A−1S‖  ‖I −M−1i (A− S)‖, i = 1, 2, . . . , α.
Because
B(k)1/2T (x(k), x(k−1))B(k)−1/2  B(k)−1/2(C(k)− S)B(k)−1/2
= I − B(k)−1/2(A+ S)B(k)−1/2
 I − A−1/2(A+ S)A−1/2
= −A−1/2SA−1/2
and
B(k)1/2T (x(k), x(k−1))B(k)−1/2  B(k)−1/2(C(k)+ S)B(k)−1/2
= B(k)1/2T (k)B(k)−1/2,
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we can obtain that
‖T (x(k), x(k−1))‖  ‖T (k)‖ = σ.
Therefore, the iterative sequence {x(k)} converges to x∗, with the R1-factor being at
most σ. 
4. Concluding remarks
The local and the global convergence properties of the multisplitting two-stage
iterative method for solving the large sparse system of mildly nonlinear equations
proposed in Bai [3] is further studied in depth when the system matrix is symmet-
ric positive definite and the matrix splittings are symmetric P -regular. In particu-
lar, these theoretical results automatically present new convergence theorems for the
known sequential splitting iterative methods [15] and parallel multisplitting itera-
tive methods [2,3,6] for solving large sparse systems of linear and mildly nonlinear
equations.
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