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第 1章
序論
1.1 量子コンピュータ
現在の電子計算機は、その逐次式処理が原因の問題を抱えている。例えば、パターン認識や
連想記憶、最適化問題などが苦手であることや問題の種類やサイズによって計算量が指数関数
的に増加してしまうようなことがある。従来の計算機におけるこれらの問題を解決する為に
様々な方法が考えられている。量子計算やニューラルネットワークなどはその方法の 1 つで
ある。
特に量子計算の分野において、近年、微細加工技術の発展に伴い原子スケールでのデバイス
の作製が可能となってきている。その発展とともに量子計算や量子情報の研究 [1]も大きく前
進しており、微小なスケールで現れる量子ダイナミクスの可能性に大いに期待できる。つま
り、量子ダイナミクスの 1つである重ね合わせの原理を用いて、超並列計算処理が期待できる
ということである。
量子コンピュータは、‘0’、‘1’ の重ね合わせで表現できる量子ビットを用いる。その量子
ビットに情報を蓄え、超並列処理を行い演算する。量子コンピュータでは、重ね合わせで表現
される量子状態は状態変化に伴い、ある状態に確率的に収束し、その状態を解としている。し
かしながら、量子状態は外界からの影響を受けてしまうと量子状態は保存されず、演算が不可
能となると考えられている。この外界からの影響により量子状態が保存されなくなることをデ
コヒーレンスと呼ぶ。また、デコヒーレンスにいたる以前をコヒーレンスと呼ぶ。すなわち、
量子演算において、より長いコヒーレンスの時間が求められる。コヒーレンス時間は系によっ
て異なる。
現在、量子ビットデバイスとして提案されているものとして、超伝導量子、核磁気共鳴
(MNR)、イオントラップ、Cavity QEDなどが挙げられる。
また、効率的な量子計算アルゴリズムとしては、Shor のアルゴリズム (素因数分解)[2]、
Grover のアルゴリズム (データベース探索)[3]、断熱的量子計算アルゴリズム (NP-完全問題
(3-SAT問題)を解くアルゴリズム)[4]-[7]などが提案されている。
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1.2 量子コンピュータのハードウェア
現在様々なものを用いた量子ビットが提案されている。例えば,超伝導、核磁気共鳴 (NMR)、
イオントラップ、Cavity QEDなどが提案されている。NMR 量子ビットにおいて、IBMが
7-qubitを実現し、15の因数分解に成功した [8]。これは液体中の分子の 1つ 1つの原子を量
子ビットとして用いており、それぞれの相互作用は外部からの電磁波によって行っている。ま
た、イオントラップでは、8量子ビットでのエンタングルメントの観測に成功している [9]。イ
オントラップ法とは、イオントラップを作ってトラップした原子イオンをレーザー冷却し、イ
オン間に量子相関を持たせ、量子コンピュータとして用いる方法である。 更に、Cavity QED
では、Cavity中での単一原子を用いた光の位相操作ができ、単一光子を生成することに成功
している [10]。しかし、単一光の位相操作は実現していない。Cavity QED効果とは、空間的
制限を加えることで、光子の状態密度が変化し、自然放出過程も変化するというものである。
この効果を用いると、量子もつれに代表される原子と光の相互作用を光子 1 個のレベルで観
測するために原子の自然放出を抑制することができる。また、イオントラップの分野において
も、cavity QEDの手法を用いるとイオンと光子間の量子重ね合わせの転送が可能であると考
えられている。核スピンや超伝導を用いた量子ビットなど、固体を用いている量子ビットに関
しては、単一ビットによる量子エンタングルメントの観測はまだなされていないが、量子重ね
合わせは観測されており、また、固体を用いているという点において集積化に有利だと考えら
れている。しかし、核スピン量子ビットにおいては単原子の操作が必要となる為、技術的な困
難が大きい。
超伝導量子ビットとは、ジョセフソン接合を用いた量子ビットである。ジョセフソン接合の
作成技術やその特性などは超伝導の分野において研究されているため、その成果は量子ビット
として用いる際に、大いに利用できると期待されている。超伝導量子ビットは大きく 3つに分
けられる。超伝導電荷量子ビット [11]はクーパー対の数を量子数としたエネルギー 2準位系
を、超伝導磁束量子 [12], [13], [14] ビットはループにトラップされる量子化された磁束の有無
を、超伝導位相量子 [15], [16] ビットは量子化されたポテンシャルのエネルギー準位をそれぞ
れ量子ビットとして用いる。これらの量子ビットの用い方の違いはそのジョセフソン接合の接
合面積の違いである。電荷、磁束、位相の順に接合面積は大きくなりジョセフソンエネルギー
も大きくなる。量子ビット作成のプロセスという点においては接合面積の大きい位相量子ビッ
トが比較的簡易だと言えよう。これらのデバイスは既に多くの研究者によって研究されてお
り、その成果も報告されている。超伝導量子ビットの量子ビット操作に関しては以下のような
量子ビットの種類及び量子ビット数の動作確認が報告されている [11]-[17]。
• Charge (NEC,‘99) 1 qubit
• Phase (NIST,‘02) 1 qubit
• Charge (Chalmers,‘02) 1 qubit
• Phase/Flux (Delft,‘02) 1 qubit
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• Charge (NEC/Riken,‘02) 2 qubit
特に超伝導電荷量子ビットにおいては 2量子ビットの CNOTの動作が報告されており固体素
子を用いた量子計算機の実現に期待がかかる。
1.3 量子コンピュータのソフトウェア
量子計算は、量子ダイナミクス (量子状態を ‘0’、‘1’の重ねあわせで表すこと)を用いて、超
並列処理を行い、演算することが出来る。この超並列処理を用いることにより、因数分解や
データベース検索など、従来のコンピュータで決定性多項式時間で解くことの難しい問題をよ
り効率的に解くことが出来る。
1994年、Shorが多項式時間内で因数分解を解くことが出来る量子計算アルゴリズムを発見
した [2]。従来のコンピュータでは、因数分解を解くためには膨大な時間が必要とされ、実質的
に解くのは不可能である考えられている。現在の電子計算機で L桁の数の因数分解に必要と
する時間は O(exp(L1/3))であり、この因数分解の難しさは、因数分解を利用した RSA暗号
は安全性の保証でもある。しかし、Shorの発見したアルゴリズムを用いると O(L2)の計算時
間で因数分解を解くことが出来る。因数分解に挙げられるような現在の電子計算機では解くた
めに膨大な計算時間を必要とするような問題をより少ない計算時間で解くことに関して、量子
計算アルゴリズムは多くの研究者らから注目を浴びるようになった。1995 年には、Barenco
らによって、1量子ビットを制御するための基本ゲートである 2量子ビットの CNOTゲート
(表 1.1)があれば任意の演算が量子計算によって行えることが示された [18]。そして、1997年
には Groverがデータベース検索のための量子計算アルゴリズムを発見した [3]。しかし、今ま
でに提案されている量子計算アルゴリズムの中に実用的といえるものはまだ少ない。言い換え
れば、量子計算機を用いて解くための方法が分かっている問題が少ないということである。
2002 年、量子計算アルゴリズムの 1 つである断熱的量子計算アルゴリズム (Adiabatic
Quantum Computation:AQC) が Farhi らによって提案された [4]-[7]。この時、Farhi らに
よって、AQCを用いて 3充足可能性問題 (3-SAT問題)を従来のコンピュータよりも良い性
能で解く方法が提案された。今までの量子計算アルゴリズムは電子計算機と同じような逐次処
理を行うものが殆どである。しかし、AQCはハミルトニアンを徐々に変化させることにより
問題を解くことができ、より物理的に実現可能なアルゴリズムであるといえる。また、AQC
は組み合わせ最適化問題などへの応用も期待されている。
表 1.1 2量子ビットによる CNOT演算の真理値表
aI bI aF bF
0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0
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1.4 本研究の背景
組み合わせ最適化問題を解く場合、従来のコンピュータでは問題を解くのに要する計算時間
は指数関数的に増大することが知られている。その原因は、従来のコンピュータでの処理が逐
次処理のためである。一方で、効率的にそのような問題を解く為の手段として、量子計算が検
討されている。量子計算において、情報は量子ビット (q-bit)に格納される。また、量子ビッ
トの状態は |0⟩と |1⟩の重ね合わせ状態として表される。このようにして、量子コンピュータ
による超並列処理を実現することができる。よって、量子コンピュータは従来のコンピュータ
で解くと指数関数的に計算時間が増大してしまうような問題をより少ない計算時間で解く (計
算時間の増大を防ぐ)可能性を持つ。
我々は Farhiらによって提案された断熱量子計算アルゴリズム (AQC)[4]-[7]を基に Neuro-
morphic AQC を提案している [20]-[22]。(Neuromorphic) AQC では、ハミルトニアンを断
熱的 (十分にゆっくり)変化させることによって量子計算を行う。AQCにおいて、ハミルトニ
アンが状態変化している間量子状態は常にハミルトニアンの基底状態に存在する。そのため、
他の量子計算アルゴリズムと比較してデコヒーレンスに強いという性質を持つ。
1.5 本研究の目的
本研究では量子コンピュータで NP問題を従来のコンピュータよりもよい効率で解くことを
目的としている。AQCでは、3-SAT問題に解くことに成功している。そこで、我々は、AQC
の汎用性の向上と AQCを用いて組み合わせ最適化問題を解く事を目的として、AQCで行わ
れる量子並列処理と人工ニューラル・ネットワーク (ANN)[19]で実行される並列処理とを対
応させた Neuromorphic AQCを提案している。本研究では、Neuromorphic AQCの性能を
明らかにするために残留エネルギーと計算時間の関係、正解状態の存在確率と計算時間の関係
について検証する。その結果から、ハミルトニアンの性質と計算能力の関係についても考察
する。
Neuromorphic AQC において、正解は量子状態における存在確率で表現されるので、
ビット数が増大すると正解の発見が難しくなる。そのため、デコヒーレンス ·Winner Take
All(WTA)·量子カオスを用いて、正解の確率振幅が増幅できるかどうかを検証する。また、実
デバイス上でどのように Neuromorphic AQCを実現するかについても考察する。
1.6 本論文の構成
第 1章 (本章)は序論として、量子コンピュータの背景をハードとソフトの両面を紹介する
形で説明する。第 2 章では、本研究を行うにあたっての基本的な原理 (量子計算の仕方や量
子ニューロンなど) を記す。第 3 章、第 4 章には、本研究結果を中心に示す。第 3 章では、
Neuromorphic AQC の計算性能についての研究と考察を第 4 章には、Neuromorphic AQC
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実現のための課題とその解決方法に関する考察を記す。最後に第 5章は総括となる。
第 2章
量子計算アルゴリズム
2.1 量子計算とニューラルネットワーク
2.1.1 量子計算
量子計算は量子系のエネルギー 2 準位を用いて行われる。基底状態を |0⟩、励起状態を |1⟩
とする。その状態は量子系のダイナミクスに従い重ね合わせ状態となり、
|ψ⟩ = c1 |0⟩ + c2 |1⟩ , | c1 |2 + | c2 |2= 1, (2.1)
で表される。 c1、c2 はそれぞれ状態の確率振幅である。この重ね合わせを用いることで超並
列処理を行うことが出来る。しかし、外部からのノイズも大きく影響し、その状態を変化させ
てしまう。従って、状態のエネルギーが乱されないようにノイズの影響を受ける前に演算を終
了し、状態を読み出す必要がある。このコヒーレンス時間は量子計算機を作る上で最も重要視
されている。
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となり、式 と比べると確かに つの状態が並列的にそれぞれ反転しているこ
とが分かる。 ビット数が増えれば増えるほどその並列性は増してくる。また、
実際にこの 演算をどのように実現するのかというのはその量子ビットが実装
されているデバイスによって異なってくる。
演算を行うということは、状態にハミルトニアンを作用させることに他ならな
い。例えば、スピン はエネルギー 準位を形成し、その相互作用を記述する
ハミルトニアンは
ここで はパウリのスピン行列であり、 は相互作用の大きさである。
図 スピンの重ね合わせの概念図。 と の同位相の重ね合わせ。観測さ
れると の確率でどちらか一方に収束する。
ニューラルネットワーク
ニューラルネットワークは、人間の脳を模倣したネットワークで、ニューロンと
呼ばれる素子とそれらをつなぐ興奮性の結合と抑制性の結合 図 から構成さ
れ、それぞれのニューロンが並列に動作することで並列処理を行うことが出来る。
興奮性の結合とは互いのニューロンが等しい状態を取ろうとする結合であり、抑
図 2.1 スピンの重ね合わせの概念図。|0⟩と |1⟩の同位相の重ね合わせ。観測されると 1/2
の確率でどちらか一方に収束する。
超並列処理とは複数の状態の重ね合わせになっているある状態 (図 2.1)) を重ね合わせのま
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ま処理できる。基本的な論理ゲートである１量子ビットの NOT演算を例にあげると、まず、
|0⟩ =
(
1
0
)
, |1⟩ =
(
0
1
)
, (2.2)
と表すことが出来る。これを式 (2.1)に代入すると
|ψ⟩ = c1
(
1
0
)
+ c2
(
0
1
)
=
(
c1
0
)
+
(
0
c2
)
=
(
c1
c2
)
, (2.3)
となる。この状態に NOT演算子
N =
(
0 1
1 0
)
, (2.4)
を作用させると
N |ψ⟩ = N
(
c1
c2
)
=
(
0 1
1 0
) (
c1
c2
)
=
(
c2
c1
)
=
(
c2
0
)
+
(
0
c1
)
= c2
(
1
0
)
+ c2
(
0
1
)
= c2 |0⟩ + c1 |1⟩ , (2.5)
となり、式 (2.1)·(2.3)と比べると確かに 2つの状態が並列的にそれぞれ反転していることが分
かる。量子ビット数が増えれば増えるほどその並列性は増してくる。また、実際にこの NOT
演算をどのように実現するのかというのはその量子ビットが実装されているデバイスによって
異なってくる。演算を行うとは、状態にハミルトニアンを作用させることである。例として、
スピン 1/2はエネルギー 2準位を形成し、その相互作用を記述するハミルトニアンは
H =
∑
i<j
Jijσiσj , (2.6)
と定義できる。ここで σi は i番目のスピンであり、Jij は i番目のスピンと j 番目のスピン間
の結合の強さである。このハミルトニアンをスピン 1/2 の 2 準位系の量子状態に作用させる
ことで、Jij に依存して量子系は変化する。
2.1.2 ニューラルネットワーク
ニューラルネットワークは、人間の脳を模倣したネットワークで、ニューロンと呼ばれる素
子とそれらをつなぐ興奮性の結合と抑制性の結合 (図 2.2) から構成され、それぞれのニューロ
ンが並列に動作することで並列処理を行うことが出来る [19]。興奮性の結合とは互いのニュー
ロンが等しい状態を取ろうとする結合であり、抑制性の結合とは互いのニューロンが異なっ
た状態を取ろうとする結合である。ネットワークの状態変化にはエネルギー関数を用いる。
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ニューロン間の結合を基にエネルギー関数を設計し、そのエネルギー関数を用いてネットワー
クのエネルギーが小さくなるようにネットワークの状態を変化させることで演算を行うことが
出来る。この演算を行う上で、ニューロン間の異なる結合によってニューロンの状態の変化が
制限され、最終的に正解となる状態へとネットワークの状態は変化する。しかし、ニューラル
ネットワークの種類によっては、状態の局在化により正解でない極値にトラップされることが
あり、解を導けないことがある。これはニューラルネットワークで定義されるエネルギー関数
が極値をいくつか持っており、状態が誤った極値に捉われるためである (図 2.3)。
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制性の結合とは互いのニューロンが異なった状態を取ろうとする結合である。こ
れらの異なる結合によって、演算は最終的に解となる状態が導けるようにニュー
ロンの状態の変化が制限される。しかし、状態の局在化により解でない極値にト
ラップされることがあり、解を導けないことがある。これはニューラルネットワー
クで定義されるエネルギー関数が極値をいくつか持っており、状態が誤った極値
に捉われるためである 図 。ある初期状態から出発し、エネルギー関数の値が
小さくなるように状態は変化する。ホップフィールドニューラルネットワーク
でのエネルギー関数は次の式で与えられ、
ここで は 番目のニューロンの出力であり、 はシナプス荷重値である。しか
し、最小値に到達することが出来るとは限らず、途中の極値にトラップされてし
まい、誤った解を出力してしまう場合があるのである。
図 興奮性の結合と抑制性の結合。興奮性の結合では互いに等しくなるように
状態が変化し、抑制性の結合では互いに異なるように状態が変化する。
量子ニューロン
最適化問題を解くためにまず、スピン の状態を 軸に沿って上向きを
とし、下向きを とする。これらの状態をニューロンの状態 、 と対応さ
せることでホップフィールドニューラルネットワークのエネルギー関数、式
とスピン相互作用のハミルトニアン式 を対応させ、量子ビットによるニュー
ラルネットワーク を構成する。ニューロンと量子ビットが対応し、ニュー
ラルネットワークに量子的効果を取り入れることが出来る。この量子ニューロン
は観測されると、それぞれのある大きさの確率に従って か の状態に収束す
る。スピン の相互作用の大きさである式 の をシナプス荷重値 と
対応させる。そうすることでハミルトニアン はシナプス荷重値の行列 より
得ることができる。
図 2.2 興奮性の結合と抑制性の結合。興奮性の結合では互いに等しくなるように状態が変
化し、抑制性の結合では互いに異なるよう 状態が変化する。
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図 ニューラルネットワークにおけるポテンシャルの概念図。状態はある初期
値からエネルギーが低くなるように変化する。しかし、最小値ではない極値にト
ラップされる場合もある。
例えば、あるスピン の近くに別のスピン を置いたとき、それらのスピ
ン間に働く相互作用を与えるハミルトニアンは
となる。このハミルトニアンの固有ベクトルとそのエネルギーを表 に示す。基
底状態は である。この状態は観測すると か のどちらかの状態
に収束する。このとき互いのニューロンは異なる値をとる。よって、この状態は
抑制性の結合がなされたものとみなせる。
表 スピン の系におけるエネルギーと固有ベクトル
エネルギー 固有ベクトル
図 2.3 ニューラルネットワークにおけるポテンシャルの概念図。状態はある初期値からエ
ネルギーが低くなるように変化する。しかし、最小値ではない極値にトラップされる場合も
ある。
ニューラルネットーワークの状態変化は、ある初期状態から出発し、エネルギー関数の値が
小さくなるように状態は変化する。例えば、ホップフィールドネットワーク [26] でのエネル
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ギー関数は次の式で与えられる。
E = −1
2
∑
i,j
wijoioj . (2.7)
ここで oi は i番目のニューロンの出力であり、wij はニューロン iとニューロン j 間のシナ
プス荷重値である。ただし、ホップフィールドネットワークでは、wij = wji である。このエ
ネルギー関数を用いて、ネットワークの状態をそのエネルギーが最小の状態へと導く。しか
し、ホップフィールドネットワークでは、最小値に到達することが出来るとは限らない。なぜ
なら、ホップフィールドネットワークのエネルギー関数は極値を持つので、ネットワークの状
態がエネルギーが極値である状態にトラップされてしまい、誤った解を出力してしまう場合が
あるからである。
Neuromorphic AQC に関して、量子ビットとニューロンを対応させる際にホップフィー
ルドネットワーク [26] を用いている。ホップフィールドネットワークは相互結合型のネット
ワークである。また、超並列処理において、量子ビット間の相互作用はある 1つの量子ビット
が他の全ての量子ビットに影響を及ぼすというものである。よって、量子ビット間の相互作用
はホップフィールドネットワークと同様に相互結合型ということができる。このことから、本
研究では、量子ビット間の相互作用との対応関係を考え、ホップフィールドネットワークを用
いる。
2.1.3 量子ニューロン
量子計算を用いて最適化問題を解くために量子ビットとニューロンを対応させて、量子
ニューロンを設計する。例として、スピン 1/2とニューロンの対応を示す。まず、スピン 1/2
の状態を z 軸に沿って上向きを |0⟩ =
(
1
0
)
とし、下向きを |1⟩ =
(
0
1
)
とする。これら
の状態をニューロンの状態 ‘−1’、‘1’と対応させる。また、ホップフィールドニューラルネッ
トワークのエネルギー関数 (式 (2.7))とスピン相互作用のハミルトニアン (式 (2.6))を対応さ
せ、量子ビットによるニューラルネットワークを構成する。このように量子ニューロンを設計
する。この量子ニューロンは観測されると、それぞれがある大きさの確率に従って |0⟩か |1⟩
の状態に収束する。このようにしてニューロンと量子ビットを対応させること (図 2.4) によ
り、量子計算アルゴリズムにニューラルネットワークの手法を用いることが出来る。つまり、
スピン 1/2 の相互作用関数 (式 (2.6)) の Jij をエネルギー関数 (式 (2.7)) のシナプス荷重値
wij と対応させることでニューラルネットワークのような並列処理演算を超並列処理演算に書
き換えることが出来る。この対応関係を利用し、シナプス荷重値行列W を用いて、量子系の
ハミルトニアンを得る。シナプス荷重値W とは、行列の i × j 番目に wij の要素を持つ行列
で、wij は i番目と j 番目の量子ニューロン間の荷重値である。
例えば、あるスピン 1/2の近くに別のスピン 1/2を置いたとき、それらのスピン間に働く相
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表 2.1 2-スピン −1/2の系におけるエネルギーと固有ベクトル
エネルギー 固有ベクトル
J12 |00⟩ , |11⟩ , |01⟩ + |10⟩
−3J12 |10⟩ − |10⟩ 第 章 量子計算アルゴリズム
図 ニューロンとスピンで構成されたネットワーク。ニューロンの状態とスピ
ンの状態、ニューロン間の相互作用とスピンの相互作用がそれぞれ対応する。
断熱的量子コンピューティング
量子状態は 方程式に従って時間変化することが知られている。
ここで は系の状態ベクトル、 はエネルギー演算子行列であるハミルトニア
ン、 は 定数である。そのダイナミクスはハミルトニアン によって与え
られるので、問題を解くためにはそのハミルトニアンの構成が重要となってくる。
一般に、ニューラルネットワークにおける状態はエネルギーの低くなるように
変化する。すなわち、それはエネルギーの散逸を伴うといえる。しかし、量子系に
おける演算ではエネルギーは保存される。量子系の演算は重ね合わせという微視
的な現象を用いており、重ね合わさった状態は観測されると１つの定まった状態
に収束する。これはノイズ等の外部とのエネルギーのやりとりでも同じことが言
える。演算を行う系は外部から完全に遮断され、エネルギーが一定に保たれてい
る必要がある。そこで、量子ニューラルネットワークを実現するためには、擬似
的なエネルギー散逸を導入する必要がある。量子系において擬似的なエネルギー
散逸を実現する為に らが提案した断熱変化アルゴリズム を用いる。こ
れによると時間依存するハミルトニアンを用いて状態を変化させることで擬似的
なエネルギーの散逸を実現することが出来る。そのハミルトニアンは以下の式で
表される。
ここで は初期ハミルトニアン、 は最終ハミルトニアンを表す。 はハミル
トニアンが変化し終わるまでの時間である。また、初期ハミルトニアンの基底状
態はとり得る全ての状態の重ね合わせで与えられる。
図 2.4 ニューロンとスピンで構成されたネットワーク。ニューロンの状態とスピンの状
態、ニューロン間の相互作用とスピンの相互作用がそれぞれ対応する。
互作用を示すハミルトニアンは
H = J12 (σ1 · σ2) = J12

1 0 0 0
0 −1 2 0
0 2 −1 0
0 0 0 1
 , (2.8)
となる。このハミルトニアンの固有ベクトルと固有エネルギーを表 2.1に示す。このハミルト
ニアンの基底状態は |01⟩ − |10⟩であり、十分に時間をかけて変化させると、このスピン 1/2
の 2準位系は |01⟩ − |10⟩に近づく。この量子状態を観測すると |01⟩か |10⟩のどちらかの状態
に収束する。この時、互いのスピン (量子ニューロン)は異なる値をとる。よって、このハミ
ルトニアンによって、量子状態は抑制性の結合がなされたものとみなせる。
2.2 断熱的量子計算
2.2.1 量子断熱定理
断熱的量子計算 [4]-[7]とは量子断熱定理 [23]に基づく量子計算の方法である。量子断熱定
理に基づく量子計算の方法としては、断熱量子計算の他に量子アニーリング [24] が知られて
いる。この 2 つのアルゴリズムは、ほぼ同じ時期に独立に提案され、本質的には同じ手法で
ある。
量子断熱定理とは、固有値、固有関数がわかっているハミルトニアン H0 を用いて、ハミル
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図 2.5 H0 → (H0 + H1)に T 時間かけてハミルトニアンが時間変化する際の基底状態と
第 1励起状態のエネルギー (固有値)の時間変化の概要図。
トニアンを
H = H0 + H1, (2.9)
と表すことができる系の H の固有値、固有関数を求める方法である。t → −∞において、ハ
ミルトニアン H は H0 であったとし、t = 0に H1 となり、t → ∞にはハミルトニアン H が
再び H0 になるように H1 を非常にゆっくりと (断熱的に) 相互作用させるようハミルトニア
ン H の系
H = H0 + H1e−ϵ|t|, (2.10)
を考える。ここで、ϵは H0 → H1 の速度を決定する任意の定数である。
H0 |0̄⟩ = E0 |0̄⟩ . (2.11)
ここで、|0̄⟩は H0 の固有関数、E0 は H0 の固有値である。このとき、U(t, t0)を t0 から tへ
の時間発展演算子とすると、
lim
ϵ→0
Uϵ(0,−∞) |0̄⟩
⟨0̄ | Uϵ(0,∞)⟩ |0̄⟩
≡ |0⟩ , (2.12)
が存在する場合、
H |0⟩ = E |0⟩ , (2.13)
が満たされる。すなわち、|0⟩はH0 + H1 の固有関数であるといえる。なお、時間発展演算子
の性質:
U†(t, t0) = U(t0, t), (2.14)
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を用いれば、
⟨0̄|U(∞, 0) → U(0,∞) |0̄⟩ , (2.15)
となるので、
U(0,−∞) |0̄⟩ = U(0,∞) |0̄⟩ , (2.16)
となることが示される。
このようにして、系の固有値、固有関数を求める方法を示しているのが量子断熱定理であ
る。このとき、|0̄⟩は H0 の基底状態であれば、|0⟩は H = H0 + H1 の基底状態となる。
無限時間における断熱的状態変化について説明したが、H0 + H1 の基底状態を求めること
は、有限時間で行うことができる。図 2.5のような基底状態と第 1励起状態を考える。この場
合、量子系の状態が基底状態に留めるために必要な計算時間は、
T ≫ ϵ
,
ϵ2min
, (2.17)
と定義できる。ここで、ϵ, = max | ⟨1| dH(t)/dt |0⟩ |であり、基底状態と第 1励起状態のエネ
ルギー差の最小値を ϵmin とする。よって、有限時間でH0 + H1 の基底状態を求めることがで
きる。この時に必要な計算時間は ϵmin に依存する。このようにして、系の基底状態の固有値、
固有関数を求めることができ、この方法を利用した量子計算アルゴリズムが AQCである。
2.2.2 量子アニーリング
断熱的量子計算の他に量子断熱定理に基づくアルゴリズムに量子アニーリング [24]がある。
量子アニーリングと断熱的量子計算は本質的には同じものであるといえる。断熱的量子計算
は、計算量の問題サイズ依存性 [25] に着目して研究されることが多いのに対し，量子アニー
リング (QA)[27] では，シミュレーテッド · アニーリング (SA)[28]-[31] との比較 [32] という
視点で研究されていることが多い。量子アニーリングは、イジングモデルの基底状態探索問題
といった古典系の問題に対する量子計算アルゴリズムである。よく知られているシミュレー
ティッド・アニーリング法が熱揺らぎを用いて最適解を探索することに対して、量子アニーリ
ングでは量子揺らぎを用いて最適解を探索する。
量子アニーリング (QA)とは、以下のように時間変化するハミルトニアンを用いて量子状態
を断熱的に状態変化させる。
H(t) =
t
T
H0 +
(
1 − t
T
)
HT . (2.18)
このとき、古典的ハミルトニアン H0 は、
H0 =
N∑
i=0
Vi |i⟩ ⟨i| , (2.19)
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と定義できる。状態 iのそれぞれ独立した状態であり、N はビット数である。また、Vi は状
態 iのエネルギーであり、0 ≤ Vi ≤ 1である。隣接したビット間の移動を表すトンネリング ·
ハミルトニアンは、
HT = −α
N−1∑
i=0
(|i⟩ ⟨i + 1| + |i + 1⟩ ⟨i|) , (2.20)
と定義でき、HT の基底状態であり、且つハミルトニアン H(t)を作用させる量子系の初期状
態は |ψ0⟩ = (1/
√
N)ΣNi=1 |i⟩と表せる。ここで、αはトンネリング頻度を表す正のパラメータ
である。このとき、H0 の基底状態が探索結果であり、求める解である。
このモデルをイジングモデルに書き直すと、H0 は
H0 = −
∑
<i,j>
Jij
~2
4
σzi σ
z
j − h
∑
i
~
2
σzi , (2.21)
と表せる。ここで、Szi は i 番目のパウリのスピン行列の z 成分である。Jij は相互作用関数
で、相互作用の性質に応じて ‘−1’ もしくは ‘1’ を取る。また、h = 0.1 であり、ゼーマン効
果により基底状態は縮退している。トンネリング ·ハミルトニアンは、H0 を横切るものを用
いる。
HT = −α
∑
i
~
2
σxi . (2.22)
Sxi は i番目のパウリのスピン行列の x成分である。HT の基底状態は全てのスピンが x方向
を向くことになる。量子系の初期状態は |ψ0⟩ = ⊗i[(1/
√
2)(|↑⟩i + |↓⟩i)]となる。式 (2.18)と
式 (2.19)から分かるように HT → H0 の時間変化の際に次元が減少しているのが分かる。次
元を減少させながら量子状態を変化させるために、量子モンテカルロ法 (経路積分モンテカル
ロ法 [33]や Green関数モンテカルロ法 [34]など)を用いる。その収束条件は文献 [35]に詳し
く記されている。通常、量子シミュレーションの場合、大きいサイズの系では Schrödinger方
程式を数値的に解くことが困難になるが、QAの場合、量子モンテカルロ法を用いることで、
数値的な確率手法を用い大きいサイズの系でのシミュレーションを可能にする。しかし、イジ
ング模型を実現する磁性体は存在するが不安定なものであり、また、次元が古典的な状態に収
束していることや量子モンテカルロ法を用いる点などから QA では実デバイスとの対応関係
は不明である。
2.2.3 Groverのデータベース探索アルゴリズム
断熱的量子計算では，計算量の問題サイズ依存性に着目して研究されることがが多い。AQC
はそのアルゴリズムの特徴が Grover のデータベース探索アルゴリズムと似ているため、よ
くこのアルゴリズムは等価であるという議論がなされる。Žnidarič らは、文献 [25] におい
て、AQCの計算量の問題サイズの依存性は Groverのデータベース探索アルゴリズムの計算
量の問題サイズの依存性 [3] と同じく O(
√
N) で表されるということを示している。ここで、
N(= 2n)はビット数である (nは量子ビット数)。
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Grover のデータベース探索アルゴリズムとは N 個のデータの中から特定のデータを
O(
√
N)回の試行で発見することが可能な確率的アルゴリズムである。このアルゴリズムは量
子的な重ね合わせを利用することにより、ランダムな値が格納されたデータベースを従来の
コンピュータより高速に探索することを可能とする。このアルゴリズムにおいて、量子コン
ピュータにおける計算は、量子メモリにユニタリ変換と呼ばれる複素内積を持つ線形変換を適
用する形で表される。また、このアルゴリズムでは、量子オラクル O を利用する。量子オラ
クル O とは、O の定義域に属するベクトル xのある振幅による重ね合わせが入力として与え
られた時に C(x)の値 (0または 1)の入力と同振幅の重ね合わせを返すようなブラックボック
スのことである。量子オラクルは
O ≡ I − 2 |x⟩ ⟨x| , (2.23)
と書く。このアルゴリズムの動作は、以下の 3つのステップに分けられる。特にステップ 2の
繰り返しが、このアルゴリズムにおいて最も重要である。
D
O
nH ⊗
0
Grover iteration : G = D O
0x
0x
0x
図 2.6 G ≡ DO で定義される Groverデータベース探索アルゴリズムの手順。
ステップ 1:n 量子ビットの量子メモリを (1/
√
N, 1/
√
N, 1/
√
N, · · · , 1/
√
N) のように、各
状態が同じ振幅を持つような重ねあわせになるよう量子状態を初期化する。この初期化は
Hadamard変換を用いて、
|ψ⟩ = 1√
N
N−1∑
k=0
|k⟩ , (2.24)
と表せる。
ステップ 2:以下のユニタリ変換を O(N)回適用する。
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(a)量子メモリが状態 xであるとする。C(x) = 1の場合はこのベクトルの各状態の確率振幅
を π ラジアン回転する。C(x) = 0の場合は何も行わない。ここで C は量子オラクルである。
この変換は、
O |x⟩ = (−1)C(x) |x⟩ , (2.25)
と表せる。この変換を行うことで、所望のデータ (C(x) = 1である状態 |x⟩)の確率振幅を反
転させる。すなわち、ベクトル xの位相が π 回転することを意味している。
(b)以下のような行列 Dで定義される拡散変換 D を適用する。
Dij =
2
N
if i ̸= j and Dii = −1 +
2
N
, (2.26)
拡散変換 D は D = WRW と求めることが出来る。ここで、W はWalsh-Hadamard 変換、
Rは位相回転行列である。それぞれは以下のように定義される。
Wij = 2−n/2(−1)īj̄ ,
Rij = 0 if i ̸= j,
Rii =
{
1 (i = 0)
−1 (i ̸= 0)
}
,
ここで、īは iの 2進数表現、ī · j̄ は 2つの nビット列 īと j̄ のビットごとのドット積である．
ステップ 3:得られた状態を観測することで、少なくとも 1/2以上の確率で C(xα) = 1を満た
す所望の状態 xα を求めることができる。
このような手順で Grover のデータベース探索のアルゴリズムは実行される。この手順を変
換 Gで
G ≡ DO (2.27)
と定義できる (図 2.6)。
2.2.4 断熱的量子計算アルゴリズム
Farhi らは 3-SAT 問題を解く為の断熱的量子計算アルゴリズム (AQC) を提案した [4]-
[7]。充足可能性問題 (SAT) 問題とは、ある節を論理積で結んだ式が和積標準形 (Conjective
Normal Form)が真となるためのリテラルの 0、1の割り当てが存在するかどうか問う問題で
ある。ここでいうリテラルとはブール変数に対してその否定と肯定のことであり、例えば、x1、
x̄1 である。節とは、リテラルを論理和で結んだ式であり、例えば C1 = (x1 + x̄1 + x2)など
と表せる。また、節を論理積で結んだ式が和積標準形で表され、CNFもしくは、CNF論理式
と呼ぶ。3-SAT問題とは、すべての節が 3つのリテラルからなるような CNF論理式 (3CNF)
に対して、充足可能なであるか (3CNFが真となるためのリテラルの 0、1の割り当てが存在
するかどうか)を問う問題である。本来、3-SAT問題は非決定性多項式時間問題 (NP完全)に
分類される、Farhiらはこの問題を Groverのデータベース探索アルゴリズムと同等の計算量
の問題サイズ依存性で解くことに成功している。
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AQCでは、量子状態を Schrödinger方程式 (式 (2.28))に従って時間変化させることで量子
状態を変化させていく。
i~
∂ |ψ(t)⟩
∂t
= H(t) |ψ(t)⟩ . (2.28)
ここで |ψ(t)⟩は系の状態ベクトル、H はエネルギー演算子行列であるハミルトニアン、~は
Planck定数である。そのダイナミクスはハミルトニアン H によって与えられるので、問題を
解くためにはそのハミルトニアンの構成が重要となってくる。そのハミルトニアンは以下の式
で表される。
H(t) =
(
1 − t
T
)
HB +
t
T
HP . (2.29)
ここでHB は初期状態のハミルトニアン、HP は終状態のハミルトニアンを表す。T はハミル
トニアンが変化し終わるまでの時間である。また、初期状態のハミルトニアンの基底状態はと
り得る全ての状態の重ね合わせで与えられる。
|xi = 0⟩ =
1√
2
(
1
1
)
, |xi = 1⟩ =
1√
2
(
1
−1
)
, (2.30)
を定義すると、量子系の初期状態は、
|x1 = 0⟩ |x2 = 0⟩ · · · |xn = 0⟩ =
1
2n/2
∑
z1
∑
z2
· · ·
∑
zn
|z1⟩ |z2⟩ · · · |zn⟩ , (2.31)
と表せる。ここで n は量子ビット数であり、|zi⟩ は i 番目の状態ベクトルである。また、
N = 2n が成り立つ。HB は |x1 = 0⟩ |x2 = 0⟩ · · · |xn = 0⟩を基底状態に持つハミルトニアン
である必要があるので、
HB =
n∑
i=1
diH
(i)
B , (2.32)
と表現される。di は i番目のビットに適応される節 C の総数であり、H
(i)
B は
H
(i)
B =
1
2
(1 − σ(i)x ), (2.33)
で与えられる。σ(i)x は i番目のパウリのスピン行列の x成分である。ハミルトニアンの変化の
ために十分大きな時間が与えられた時、状態は初期のハミルトニアンHB の基底状態から終状
態のハミルトニアン HP の基底状態に向かって、H(t)の基底状態を辿って変化するので、終
状態のハミルトニアン HP の基底状態は解こうとしている問題の解となるように構成する必
要がある。
AQCで 3-SAT問題を解くためには 3CNFをハミルトニアンで表現し、HP の基底状態が
3-SAT問題の正解である必要がある。3CNFを節 Ca で表現すると、
C1 ∧ C2 ∧ · · · ∧ CM , (2.34)
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となる。ここで Ca はビット数存在するリテラルに依存して真か偽となる。ここで其々の節 C
に関してパラメータ hを定義する。
h =
{
0, if (ziC , zjC , zkC) satisfies clause C
1, if (ziC , zjC , zkC) violates clause C
}
.
zi は i番目のビットの出力であり、ziC はある節 C に含まれる。この hを用いて、3-SAT問
題の正解を基底状態に持つハミルトニアン HP を設計することができる。
|0⟩ =
(
1
0
)
, |1⟩ =
(
0
1
)
, (2.35)
と表現し、
1
2
(1 − σ(i)z ) |zi⟩ = zi |zi⟩ , (2.36)
と表す。σ(i)z は i番目のパウリのスピン行列の z 成分である。ある節 C による HP,C は、
HP,C(|z1⟩ |z2⟩ · · · |zi⟩ · · · |zn⟩) = hC(ziC , zjC , zkC) |z1⟩ |z2⟩ · · · |zi⟩ · · · |zn⟩ (2.37)
と表現でき、3-SAT問題の正解を基底状態に持つハミルトニアン HP は
HP =
∑
C
HP,C , (2.38)
で表せる。以上のようにハミルトニアンを設計し、量子系に作用させ、断熱的に時間変化させ
ることで、量子系の状態を 3-SAT問題の正解へと導くことができる。言い換えれば、全ての
状態から正解を探索することができるといえる。ただし、断熱変化が断熱定理よ保証されてい
るのは、時間変化するハミルトニアンに基底状態に縮退や交差が無い場合のみである [23]。前
節で述べたように、AQCと Groverのデータベース探索アルゴリズムは等価であるという議
論がなされることが多いが、ハミルトニアンの固有値、固有関数 (固有ベクトル)を導くとい
う点や量子系の状態をハミルトニアンを用いて徐々に変化させていく点など AQCと Grover
のデータベース探索アルゴリズムには共通点が多く見られる。また、その計算時間の問題依存
性は Groverのデータベース探索アルゴリズムと同じで O(
√
N)である [25]。図 2.5のような
ハミルトニアンの変化の状態変化を用いる時、傾きが基底状態と第 1 励起状態のエネルギー
ギャップに相当した値を持つ時間変化関数
s(t) = f(t) × t
T
, (2.39)
(この時、f(t) = dϵ(t)/dt)を考えると、量子系の状態をハミルトニアンの基底状態に留まらせ
るために必要な計算時間は
T ∝ O
(
1
ϵmin
)
, (2.40)
となる。AQCにおいては、ϵmin ∼ O(1/
√
N)であるため、その計算時間の問題サイズ依存性
が O(
√
N)となる。
第 3章
ニューラルネットワークの手法を用
いた断熱的量子計算
3.1 はじめに
本研究に用いているニューラルネットワークの手法を用いた断熱的量子計算 (Neuromor-
phic AQC)も AQCと同様に、量子状態を Schrödinger方程式に従って時間変化させること
で量子状態を変化させていく。
i~
∂ |ψ(t)⟩
∂t
= H(t) |ψ(t)⟩ . (3.1)
ここで |ψ(t)⟩は系の状態ベクトル、H はエネルギー演算子行列であるハミルトニアン、~は
Planck定数である。そのダイナミクスはハミルトニアン H によって与えられるので、問題を
解くためにはそのハミルトニアンの構成が重要となってくる。Neuromorphic AQCでは、ハ
ミルトニアンの構成にニューラルネットワークの手法を取り入れている。一般に、ニューラル
ネットワークにおける状態はエネルギーの低くなるように変化する。量子系において、ニュー
ラルネットワークで行われるようなエネルギーの低い状態の探索のため、Farhiらが提案した
AQCを用いる。
(Neuromorphic) AQC では、時間変化するハミルトニアンを用いて量子状態を断熱的 (非
常にゆっくり)変化させることでそのエネルギーをハミルトニアンの基底エネルギーに近くに
保つ。そのハミルトニアンは以下の式で表される。
H(t) =
(
1 − t
T
)
HI +
t
T
HF . (3.2)
ここで、HI は初期状態のハミルトニアン、HF は終状態のハミルトニアンを表す。T はハミ
ルトニアンの状態変化時間である。また、初期状態のハミルトニアンの基底状態 |ψ(0)⟩はと
り得る全ての状態の重ね合わせで与えられる。
|ψ(0)⟩ = 1√
N
N−1∑
i=0
|i⟩ . (3.3)
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ここで、nは量子ビット数であり、|i⟩は i番目の状態ベクトルである。また、N = 2n が成り
立つ。ハミルトニアンを十分ゆっくり時間変化させ、量子系を断熱的に状態変化させた時、量
子状態は初期のハミルトニアン HI の基底状態から終状態のハミルトニアン HF の基底状態
に向かって変化する。ただし、時間変化するハミルトニアンの基底状態に縮退や交差がある場
合は断熱的変化は保証されていない。(Neuromorphic) AQCを用いて正解を導き出すために
は、終状態のハミルトニアン HF の基底状態が与えられた問題の正解状態である必要がある。
Neuromorphic AQCでは、ニューラルネットワークの手法を用いることで、最もエネルギー
の低い状態 (HF の基底状態)が正解状態となるように終状態のハミルトニアン HF を設計す
ることができる。よって、我々は Neuromorphic AQCを用いて、組み合わせ最適化問題にア
プローチしていく。次節では、Neuromorphic AQCにおける終状態のハミルトニアン HF の
設計方法について説明する。
SA も QA も最適化問題を解くために提案されたアルゴリズムで、SA は熱揺らぎを、QA
は量子揺らぎを利用して最小解を探索するアルゴリズムである。この時、SA に関しては熱
的な断熱定理を、QA に関しては量子断熱定理 [23] を利用している。QA は量子断熱定理を
利用し量子系の状態がハミルトニアンの基底状態にいるように保つことで最小解を探索する
点など、AQC と共通点が多い。Neuromorphic AQC では、QA で行われているようなアル
ゴリズムの計算性能についてはまだ十分な研究がなされていない。よって、本章では更に、
Neuromorphic AQCの計算性能を明らかにするためにその断熱変化を評価し、その結果を考
察する。
3.2 Neuromorphic AQC
Neuromorphic AQCの目的は、AQCにおいて一般的なハミルトニアンの設計方法を確立
することである。AQCでは、3-SAT問題を解くための終状態のハミルトニアンの設計方法は
分かっているが、その他の問題のための終状態のハミルトニアンをどのように設計するのかは
分かっていない。目的を言い換えると、Neuromorphic AQCを提案していることは、AQCの
汎用性をあげるためである。以下、本節では、Neuromorphic AQCにおける終状態のハミル
トニアン HF の設計方法について説明する。
3.2.1 ハミルトニアンの設計方法
終状態のハミルトニアンHF を設計方法について説明する。そこで、我々は組み合わせ最適
化問題を量子計算で解くために、エネルギー関数を用いて組み合わせ問題を解くことが出来る
ホップフィールドネットワーク (HNN)[26]に着目し、HNNの手法を量子計算に取り入れる。
HNNは以下のようにエネルギー関数を定義される。
E = −1
2
∑
i,j
wijoioj . (3.4)
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ここで, oi と wij(= wji)はそれぞれ i番目のニューロンの出力と i番目と j 番目のニューロ
ン間の荷重値である。HNNでは、エネルギーが低くなるようにネットワークの状態が変化す
る。しかし、HNNの場合、エネルギーが最小値ではなく極小値に捕らわれることがあり、そ
のような場合、ネットワークの状態は求める正解とは異なってしまう。
表 3.1 Relation between Hamiltonian and synaptic weight
Hamiltonian Ground State Measured State Interaction Synaptic Weight
0
B
B
B
@
λ 0 0 0
0 λ A 0
0 A λ 0
0 0 0 λ
1
C
C
C
A
|01⟩ − |10⟩ |01⟩ , |10⟩ inhibitory wij < 0
0
B
B
B
@
λ 0 0 A
0 λ 0 0
0 0 λ 0
A 0 0 λ
1
C
C
C
A
|00⟩ − |11⟩ |00⟩ , |11⟩ excitatory wij > 0
表 3.1 では、終状態のハミルトニアン HF の設計方法を記している [21], [22]。例えば、2
ニューロンの抑制性の結合の人工ニューラルネットワーク (ANN)を用いた場合、上方のハミ
ルトニアンのようになる。このハミルトニアンは基底状態に |01⟩と |10⟩を持ち、ハミルトニ
アンの対角要素は Aである。この場合、量子系は正解として |01⟩もしくは、|10⟩となる。ま
た、2ニューロンの興奮性の結合の人工ニューラルネットワーク (ANN)を用いた場合、下方
のハミルトニアンのようになる。このハミルトニアンは基底状態に |00⟩と |11⟩を持ち、ハミ
ルトニアンの対角要素は Aである。この場合も、量子系は正解として |00⟩もしくは、|11⟩と
なる。Neuromorphic AQCにおいて終状態のハミルトニアン HF は、このように結合に応じ
たハミルトニアンを設計し、その結合和で表される。表 3.1で、λと Aは定数であり、それら
の大きさはシナプス荷重値の絶対値に比例して設計されるべきである。ただし、本稿では、シ
ナプス荷重値は ‘0’、‘−1’、‘1’だけを取るので、これらのパラメータの大きさは一定である。n
量子ビットのシステムにおける HF は以下のようになる。
HF ≡ λ · I +
A
2
n∑
ij,i ̸=j
Hij . (3.5)
ここで、I は、2n × 2n の単位行列であり、Hij は量子ビットの間の相互作用を基に以下のよ
うに表せます。
Hij = I ⊗ · · · ⊗ I ⊗ ui ⊗ I ⊗ · · · ⊗ I ⊗ uj ⊗ I ⊗ · · · ⊗ I
+I ⊗ · · · ⊗ I ⊗ li ⊗ I ⊗ · · · ⊗ I ⊗ lj ⊗ I ⊗ · · · ⊗ I. (3.6)
ここで、ui、uj、li と lj は以下のように与えられる [22]。
ui = λUT ,
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uj =
{
λUT if wij > 0
λLT if wij < 0
}
,
li = λLT ,
lj =
{
λLT if wij > 0
λUT if wij < 0
}
,
λLT と λUT は
λUT =
(
0 1
0 0
)
, and λLT =
(
0 0
1 0
)
.
と定義する。なお、wij = wji よりHij = Hji である。例として、以下のような 4量子ビット
の荷重値行列を考える。
W1 =

0 −1 −1 1
−1 0 −1 −1
−1 −1 0 −1
1 −1 −1 0
 . (3.7)
この荷重値行列は、1量子ビット目と 4量子ビット目が興奮性の結合を示し、その他の結合は
抑制性の結合を示す。終状態のハミルトニアンHF1 を式 (3.6)と表 3.1に従って式 (3.8)のよ
うに設計する。
HF1 = λ · I + A(H12 + H13 + H14 + H23 + H24 + H34)
= λ · I + A(λLT ⊗ λUT ⊗ I ⊗ I + λUT ⊗ λLT ⊗ I ⊗ I)
+A(λLT ⊗ I ⊗ λUT ⊗ I + λUT ⊗ I ⊗ λLT ⊗ I)
+A(λUT ⊗ I ⊗ I ⊗ λUT + λLT ⊗ I ⊗ I ⊗ λLT )
+A(I ⊗ λLT ⊗ λUT ⊗ I + I ⊗ λUT ⊗ λLT ⊗ I)
+A(I ⊗ λLT ⊗ I ⊗ λUT + I ⊗ λUT ⊗ I ⊗ λLT )
+A(I ⊗ I ⊗ λLT ⊗ λUT + I ⊗ I ⊗ λUT ⊗ λLT )
=

λ 0 0 0 0 0 0 0 0 A 0 0 0 0 0 0
0 λ A 0 A 0 0 0 0 0 0 0 0 0 0 0
0 A λ 0 A 0 0 0 A 0 0 A 0 0 0 0
0 0 0 λ 0 A A 0 0 A 0 0 0 0 0 0
0 A A 0 λ 0 0 0 A 0 0 0 0 A 0 0
0 0 0 A 0 λ A 0 0 A 0 0 0 0 0 0
0 0 0 A 0 A λ 0 0 0 A 0 A 0 0 A
0 0 0 0 0 0 0 λ 0 0 0 A 0 A 0 0
0 0 A 0 A 0 0 0 λ 0 0 0 0 0 0 0
A 0 0 A 0 A 0 0 0 λ A 0 A 0 0 0
0 0 0 0 0 0 A 0 0 A λ 0 A 0 0 0
0 0 A 0 0 0 0 A 0 0 0 λ 0 A A 0
0 0 0 0 0 0 A 0 0 A A 0 λ 0 0 0
0 0 0 0 A 0 0 A 0 0 0 A 0 λ A 0
0 0 0 0 0 0 0 0 0 0 0 A 0 A λ 0
0 0 0 0 0 0 A 0 0 0 0 0 0 0 0 λ

. (3.8)
ここで、λと Aは任意の定数である。このようにして、ニューラルネットワークの手法を用い
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て終状態のハミルトニアン HF を設計することができる。
3.2.2 シミュレーション方法
Groverのデータベース探索アルゴリズム、AQCと同様に、Nueromorphic AQCにおける
量子計算は、量子メモリにユニタリ変換と呼ばれる複素内積を持つ線形変換を適用する形で表
される。本研究では、式 (2.28)、(3.1)より導いた時間発展の演算子
UT = exp
(
− i
~
∫ T
0
H(t)dt
)
, (3.9)
を用いる。シミュレーションを行うにあたっては式 (3.9) に関して以下のように離散化を
行った。
UT = exp
(
− i
~
∫ T
0
H(t)dt
)
= exp
(
− i
~
lim
N→∞
T
N
N∑
n=0
H
(
nT
N
))
= exp
(
− i
~
lim
N→∞
ts
N∑
n=0
H(tn)
)
= lim
N→∞
exp
(
− i
~
[H(t0) + H(t1) + · · · + H(tN = T )]ts
)
. (3.10)
つまり、数値シミュレーションのために 2つの時間変数 tと τ を便宜的に定義し、
|ψ(t + ∆t)⟩ = U(t) |ψ(t)⟩ , (3.11)
U(t) = exp (−iH(t)τ), (3.12)
を行う。t はハミルトニアン変化の時間を表し, τ は H(t) における量子状態の変化時間を表
す。ここで, U(t)はユニタリー演算子であり, 本研究ではパデ近似 [36]を用いている。尚、以
下のシミュレーションでは、τ = ∆tに設定している。
例として、前節で用いた荷重値行列W1 より設計した終状態のハミルトニアン HF1 を用い
て正解状態の探索を行ってみる。図 3.1はその結果である。|0110⟩と |1001⟩がもっとも大き
い確率を得ることができる。また、W1 を用いた場合の時間変化するハミルトニアンの固有エ
ネルギー変化を示した (図 3.2)。この結果からW1 を用いた場合、基底状態には縮退も交差も
存在せず、量子断熱定理が適応できることが分かる。AQCでは、シミュレーションを行う上
で、時間変化関数の傾きを第 1 励起状態と基底状態のエネルギー差の時間微分を用いること
で、より良い計算性能が得られると考えられているが [25]、そのような時間変化関数を設定す
る代わりに、第 1励起状態と基底状態の最小エネルギーギャップ ϵmin が時刻 T 付近に存在す
るように、本研究では、HI の固有エネルギーに比べて、HF の固有エネルギーが小さくなる
ように Aを設定している。時間変化するハミルトニアンの基底状態に縮退や交差が無ければ、
Aをどのような値にしても本章で調べているような方法による計算性能の結果に影響は無い。
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図 3.1 4量子ビットにおいて荷重値W1 を用いた場合の量子系の状態中の状態 iの存在確
率と計算時間 tの関係。(T = 30000, A = 0.1, λ = 0, ∆t = τ = 1)
また、本研究では、A > 0を用い、更に初期状態のハミルトニアン HI や終状態のハミルトニ
アン HF を時間変化するハミルトニアン H(t)(0 < t < T )の基底状態に縮退や交差が無いよ
うに設計している。
3.3 Neuromorphic AQCの計算性能
断熱的量子計算 (AQC) では，計算量の問題サイズ依存性 [25] に着目して研究されるこ
とがが多いのに対し，量子アニーリング (QA)[27] では，シミュレーテッド・アニーリング
(SA)[28]-[31]との比較 [32]という視点で研究されていることが多い。本節では、鈴木らが行っ
た断熱変化の評価方法である残留エネルギーと計算時間の関係を調べ、また、正解状態の存在
確率と計算時間の関係を調べる。
3.3.1 残留エネルギーと計算時間の関係
量子アニーリング (QA)では、断熱変化の評価のために残留エネルギー ∆E と計算時間 T
の関係を調べるという方法がある。残留エネルギーとは、変化後の量子系のエネルギーと終状
態のハミルトニアン HF の基底エネルギーとの差で、以下のように表される。
∆E = ⟨ψ∗(T ) | HF | ψ∗(T )⟩ − ⟨ψ(T ) | HF | ψ(T )⟩ . (3.13)
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図 3.2 4量子ビットにおいて荷重値W1 を用いた場合の時間変化するハミルトニアンの固
有エネルギー変化。赤いライン:基底状態。(T = 30000, A = 0.1, λ = 0, ∆t = τ = 1)
ここで、|ψ⋆(T )⟩は理想的な変化後の量子状態であり、もし、終状態のハミルトニアン HF の
基底状態に交差や縮退がなけらば、時間変化後の量子状態 |ψ⋆(T )⟩は断熱変化の結果、終状態
のハミルトニアン HF の基底状態 |ψg(HF )⟩に殆ど一致する。しかし、HF の基底状態は縮退
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している場合もあるので、|ψ⋆(T )⟩と |ψig(HF )⟩は以下のように表される。
|ψ∗(T )⟩ =
∑
i
Cig |ψig(HF )⟩ . (3.14)
ここで、Cig は |ψig(HF )⟩の確率振幅であり、|ψig(HF )⟩は基底状態に縮退している i番目の状
態である。この時、∑
i
| Cig |2= 1, (3.15)
が成り立ち、結果として、
⟨ψ∗ | HF | ψ∗⟩ = ⟨ψig(HF ) | HF | ψig(HF )⟩ , (3.16)
は全ての iについて成り立つ。
ハミルトニアン H(t)の基底状態に交差や縮退が無い場合では、量子断熱定理より、計算時
間 T が十分に大きいとき
∆E ∝ O
(
1
T 2
)
, (3.17)
であることが示されている。この方法による断熱過程の検証は、SA、QAで行われており、SA
では、∆E ∝ O(1/logTζ)(1 ≤ ζ ≤ 6)であることが示されており [28], [29], [30], [31]、QAで
は、2005年に、鈴木らが残留エネルギー ∆E は O(1/T 2)であることを示している [32]。QA
とは、量子アニーリング法は、ランダムイジング模型の基底状態探索問題といった古典的問題
に対応した量子アルゴリズムである [27]。QAのハミルトニアンの時間変化の方法は AQCと
同様であり、初期状態のハミルトニアンHI と量子系の初期状態 |ψ(0)⟩も AQCと同様に設計
するが、QAのおける終状態のハミルトニアンHF に関しては古典的なエネルギーを表すイジ
ングと対応している。そのため、量子計算の動作を研究するためには有用であるが、物理的実
現方法は不明である。
残留エネルギーと計算時間の関係について、すでに前節で示してある 4量子ビット系の荷重
値行列W1 と以下に示す 3量子ビット系の荷重値行列W2 とW3 を用いてシミュレーション
を行った。
W2 =
 0 −1 1−1 0 −1
1 −1 0
 , (3.18)
and
W3 =
 0 −1 −1−1 0 −1
−1 −1 0
 . (3.19)
シミュレーション結果は、図 3.3に示す。いずれの場合も、残留エネルギー ∆E は O(1/T 2)
である。5∼8 量子ビット系でもいくつかの荷重値行列で同様のシミュレーションを行い、
∆E ∝ O(1/T 2)を得ることができた。
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図 3.3 残留エネルギー ∆E と計算時間 T の関係。(H:W1,◦:W2,+:W3)
基底状態に交差や縮退が無い場合、断熱定理より断熱変化は保証されており、∆E ∝ O(1/T 2)
である。しかし、図 3.4 と 3.5 から分かるように、3 量子ビット系の W2 と W3 を用いて設
計した終状態のハミルトニアン HF2 と HF3 に関して、ハミルトニアンの固有エネルギーの
変化は t = T で基底状態と第 1 励起状態が交差している。そのため、3 量子ビット系では、
断熱変化において量子状態がハミルトニアン H(t) の基底に留まることは保証されないが、
∆E ∝ O(1/T 2)の性能を得ることができた。これは、基底状態に交差があるのが t = T であ
るので、0 ≤ t < T 間の量子系の断熱的状態変化にはそれほど影響がないと考えられる。た
だし、0 < t < T の範囲で時間変化するハミルトニアン H(t)の基底状態に縮退や交差がある
ように設計した場合でW1 について図 3.3のようなシミュレーションを行うと、図 3.6のよう
になり、量子断熱定理で示されるような残留エネルギーの変化をすることができない (基底状
態に縮退や交差があるように設計する方法としては、HI と HF の向きを変えて設計し直した
り、量子系の初期状態などを変えるなどの方法がある。ここでは、A < 0として、HF の向き
と量子系の初期状態を変えている。)。
3.3.2 量子状態中の正解状態の存在確率と計算時間の関係
Neuromorphic AQCでは、終状態のハミルトニアン HF の基底状態と理想的な変化後の量
子系の状態 |ψ(T )⟩は以下のように正解状態 |j⟩と非正解状態 |k⟩の線形結合で表現される。
|ψig(HF )⟩ =
∑
j∈Ω
Cij |j⟩ +
∑
k/∈Ω
Cik |k⟩ . (3.20)
第 3章 ニューラルネットワークの手法を用いた断熱的量子計算 27
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0- 4- 3
- 2- 10
123
t
E
i
g
e
n
v
a
l
u
e
E
ne
rg
y
W2
図 3.4 3量子ビットにおいて荷重値W2 を用いた場合の時間変化するハミルトニアンの固
有エネルギー変化。赤いライン:基底状態、青いライン:第 1励起状態。(T = 2000, A = 0.1,
λ = 0, ∆t = τ = 1)
ここで、Ωは正解状態の集合である。Neuromorphic AQCでは、HF の基底状態は式 (3.20)
のような混合状態で表されることが多い。しかし、荷重値行列W3 を用いて作られた終状態の
ハミルトニアン HF3 のように終状態のハミルトニアンの基底状態が正解状態のみで構成され
る場合もある。そのため、変化後の量子系の状態 |ψ(T )⟩に含まれる |ψ∗⟩と正解状態の存在確
率も調べる必要がある。 まずはじめに、変化後の量子系の状態 |ψ(T )⟩に含まれる |ψ∗⟩の存
在確率に着目し、以下に示される存在確率の差 ∆Pg を調べる。
∆Pg ≡ 1 − P ∗
= 1− | ⟨ψ(T ) | ψ∗⟩ |2
= 1 −
∑
i
Cig | ⟨ψ(T ) | ψig(HF )⟩ |2 . (3.21)
ここで、P ∗ は変化後の量子系の状態 |ψ(T )⟩ に含まれる |ψ∗⟩(式 (3.14)) の存在確率である。
残留エネルギー ∆E と計算時間 T の関係から ∆Pg と計算時間 T の関係は ∆Pg ∝ O(1/T 2)
となることが推測できる。ここで、∆P ∗j は |ψ∗⟩に依存するが、ζ に依存しないことを Cig に
関して述べておく。これは、∑
i
Cig = 1,
だからである。
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図 3.5 3量子ビットにおいて荷重値W3 を用いた場合の時間変化するハミルトニアンの固
有エネルギー変化。赤いライン:基底状態。(T = 2000, A = 0.1, λ = 0, ∆t = τ = 1)
図 3.7は ∆Pg を計算時間 T をパラメータとして、HF1 と HF2、HF3、それぞれについて
シミュレーションを行った。すべての場合で、∆Pg ∝ O(1/T2)を得ることができる。これは
量子系の状態がハミルトニアン H(t)の基底を辿って断熱変化をし、変化後の量子系の状態の
ベクトルが |ψ(T )⟩が終状態のハミルトニアン HF の基底状態のベクトル周辺に存在している
ということが分かる。他に、5∼8量子ビット系でもいくつかの荷重値行列で同様のシミュレー
ションを行い、∆Pg ∝ O(1/T2)を得ることができた。
しかし、変化後の量子系の状態 |ψ(T )⟩と終状態のハミルトニアン HF の基底状態は前に述
べたように正解状態 |j⟩と非正解状態 |k⟩の混合状態で表されるので、変化後の量子系の状態
|ψ(T )⟩と終状態のハミルトニアン HF の基底状態の関係を調べただけでは断熱変化の評価と
して不十分である。そこで、正解状態と計算時間 T の関係を調べるために、理想的な正解状態
と量子系の状態中の正解状態の関係を調べた。以下の存在確率の差 ∆Ps を用いて調べる。
∆Ps ≡
∑
j
∆Pj
= |
∑
j
P ∗j − Pj |
= ||
∑
j
⟨j | ψ∗(T )⟩ |2 − |
∑
j
⟨j | ψ(T )⟩ |2| . (3.22)
ここで、nは量子ビットの数。Pj は変化後の量子系の状態 |ψ(T )⟩中の正解状態 |j⟩の存在確
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図 3.6 W1 について時間変化するハミルトニアン H(t)の基底状態に交差や縮退がある場
合の残留エネルギー ∆E と計算時間 T の関係。
率。P ∗j は、終状態のハミルトニアン HF の基底状態から求めることのできる正解状態 |j⟩の
存在確率である。∆Pj と計算時間 T との関係を調べる。ここで、これまでのシミュレーショ
ン結果 (∆E ∝ O(1/T 2)、∆Pg ∝ O(1/T 2))から ∆P ∝ O(1/T ζ)であることが推測できる。
ζ は正の整数である。
図 3.8は終状態のハミルトニアンHF1 とHF2、HF3 を用いて∆Ps と計算時間 T の関係を
シミュレーションした結果である。計算時間 T か十分大きいとき、荷重値行列W1 とW3 の
場合、ζ ∼ 2 であるが、荷重値行列 W2 を用いた場合は ζ ∼ 1 であることが分かる。そのた
め、ζ は終状態のハミルトニアン HF に依存するといえる。荷重値行列W3 の場合、基底状態
に交差や縮退がないので、量子断熱定理より ∆Ps ∝ O(1/T 2) であるといえる。しかし、荷
重値行列W2 とW3 の場合、時間変化するハミルトニアンの基底状態に t = T で交差がある
ので、量子断熱変化が保障されていない。そのため、∆Ps に関して、ζ ∼ 2と ζ ∼ 1の 2つ
の性質を得ることになった。他に、5∼8 量子ビット系でもいくつかの荷重値行列で同様のシ
ミュレーションを行った。偶数量子ビットの系ではW1 のように時間変化するハミルトニアン
の基底状態に交差や縮退がなく、∆Ps に関して ζ ∼ 2を得ることができた。また、奇数量子
ビットの系では、時間変化するハミルトニアンの基底状態が t = T で励起状態と交差している
場合がほとんどで ∆Ps に関してW2 やW3 で得られたような ζ ∼ 2と ζ ∼ 1の 2つの特徴を
得られた。断熱的変化という観点からいえば、Neuromorphic AQCでは、偶数ビットの系を
用いる方が良いといえる。ここで、荷重値行列W2 に関して、T = Tk ≃ 300付近で、∆Ps の
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図 3.7 ∆Pg と計算時間 T の関係。(H:W1,◦:W2,+:W3).
符号が負正から負へ入れ替わっている。これは、T > Tk では Ps > P ∗s であり、T < Tk では
Ps < P
∗
s であるためである。
3.4 正解状態と非正解状態
前節の結果から、残留エネルギー ∆E と計算時間の関係、存在確率の差 ∆Pg と ∆Ps と計
算時間の関係を明らかにした。∆E と ∆Pg に関しては、同じような計算時間 T 特性を得るこ
とができたが、∆Ps に関しては異なる結果を得た。このような結果を量子断熱定理より導く
ことができないかを考察する。
3.4.1 残留エネルギーと計算時間の関係
量子断熱定理より ∆E が O(1/T 2)であることを示す [23],[32]。
∆E = ⟨ψ∗ | HF | ψ∗⟩ − ⟨ψ(T ) | HF | ψ(T )⟩
∝ O
(
1
T ζ
)
. (3.23)
ここで、|ψ∗⟩は、終状態のハミルトニアン HF の基底状態であり、|ψ′⟩は HF のその他の状
態である。|ψ(T )⟩ = Cg |ψ∗⟩ + Ce |ψ′⟩であり、Cg と Ce は t = T における |ψ∗⟩と |ψ′⟩の確
率振幅である。 もし、時間変化するハミルトニアン H(t) の基底状態に縮退や交差がない場
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図 3.8 ∆Ps と計算時間 T の関係。(H:W1,◦:W2,+:W3).
合、量子断熱定理より基底状態以外に量子系の状態が存在する確率は∑
l ̸=0
| ⟨ψi | ψ(T )⟩ |2∼ O
(
1
(ϵT )2
)
, (3.24)
で表せる [23],[32]。ここで、|ψi⟩ は終状態のハミルトニアン HF の固有エネルギーである。
例えば、|ψ0⟩ 終状態のハミルトニアン HF の基底状態を示す。量子断熱定理と式 (3.24)
より、| Ce |2=| ⟨ψi | ψ(T )⟩ |2∼ O(1/T 2) である。ϵ = ϵ2min/ϵ′ であり、ϵ2min 時間変化す
るハミルトニアン H(t) の基底状態と第 1 励起状態の最小ギャップである。また、ϵ′ は
max | ⟨ψ1(t) | dH(t)/dt | ψ0(t)⟩ |であり、|ψ1(t)⟩は時間変化するハミルトニアン H(t)の第
1励起状態、|ψ0(t)⟩は時間変化するハミルトニアン H(t)の基底状態である。式 (3.24)では、
ϵT ≫ 1である。 HF の基底状態近くに存在する量子系の状態には以下の式が成り立つ。
| Ce |2 =
∑
k ̸=0
| ⟨l | ψ(T )⟩ |2∼ O
(
1
(ϵT )2
)
, (3.25)
and
1− | Cg |2 = 1− | ⟨0 | ψ(T )⟩ |2∼ O
(
1
(ϵT )2
)
. (3.26)
第 3章 ニューラルネットワークの手法を用いた断熱的量子計算 32
よって、残留エネルギー ∆E は 1/(ϵT )2 である。計算時間 T が十分大きいとき、ϵ ∼ ϵmin が
成り立ち、
∆E = ⟨ψ∗ | HF | ψ∗⟩ − (| Cg |2 ⟨ψ∗ | HF | ψ∗⟩+ | Ce |2 ⟨ψ′ | HF | ψ′⟩)
= (1− | Cg |2) ⟨ψ∗ | HF | ψ∗⟩+ | Ce |2 ⟨ψ′ | HF | ψ′⟩
∝ O
(
1
T 2
)
, (3.27)
であることがいえる。このことは、図 3.3と一致するので、(Neuromorphic) AQCの断熱変
化に関して、量子系の状態はハミルトニアン H(t)の基底状態に留まっているといえる。
(Neuromorphic) AQC において、ϵ が小さい場合、計算時間 T は大きい必要がある。
ϵmin は終状態のハミルトニアン HF つまり、A に依存する [23], [32]。A が大きいとき、
(Neuromorphic) AQCの動作はより早く行うことができるが、ϵmin が t = T 付近から離れて
しまうので、ϵmin の影響を受けやすくなり、量子系の断熱変化は不安定になる。そのため、大
きすぎない Aが必要である。もちろん、小さすぎても ϵmin の影響を受けやすくなり、量子状
態は状態変化中にハミルトニアン H(t)の基底状態から他の励起状態へ遷移しやすくなる。本
研究では、初期状態のハミルトニアン HI のエネルギーの 1/10程度の Aを用いてシミュレー
ションを行っている。
3.4.2 量子状態中の正解状態の存在確率と計算時間の関係
次に終状態のハミルトニアン HF の基底状態が交差している場合において、∆Ps の振る舞
いについて調べる。終状態のハミルトニアンHF 基底状態が交差や縮退が無い場合は、量子断
熱定理よりその振る舞いは保障されているが、終状態のハミルトニアンHF 基底状態が交差し
ている場合は、終状態のハミルトニアンHF の基底状態とその他の状態とで量子系中の直行関
係が崩れるため量子断熱定理より導かれるような動作になるとは限らない。
まず、|ψ(T )⟩ = Cg |ψ∗⟩ + Ce |ψ′⟩と定義する。ここで、ψ∗ と ψ′ はそれぞれ終状態のハミ
ルトニアン HF における基底状態とそれ以外の状態である。Cg と Ce はそれぞれの確率振幅
である。以上を用いて、∆Pj は以下のように 3つの項で表すことができる。
∆Pj = (1− | Cg |2) | ⟨j | ψ∗⟩ |2)
− | Ce |2| ⟨j | ψ′⟩ |2
−(C∗gCe + CgC∗e ) ⟨j | ψ∗⟩ ⟨j | ψ′⟩ . (3.28)
計算時間 T が十分に大きいとき前節より | Ce |2∼ O(1/T 2)と 1− | Cg |2∼ O(1/T )2が成り立
つ。式 (3.28)より、もし第 3項が 0であるなら (⟨m | ψ′⟩ = 0)であるなら、∆Ps ∝ O(1/T 2)
が成り立つといえる。例としては荷重値行列W3 の場合が挙げられる。このとき、不正解状態
である |000⟩と |111⟩が 0であり、その他の状態の存在確率 | ⟨j | ψ∗⟩ |2 が 1/
√
6となる。そ
のため、W3 の場合は ∆Ps ∝ O(1/T 2)となる (図 3.8参照)。
しかし、⟨j | ψ∗⟩ ⟨j | ψ′⟩ ≠ 0 の場合には、Ccor = C∗gCe + CgC∗e ∝ O(1/T ζ) に関して、
1 ≤ ζ ≤ 2 となる。つまり、∆Pj は Ccor に依存するといえる。Ccor は Cg = a + bi と
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図 3.9 荷重値行列W2 における a、b、c、dの計算時間 T 特性。Cg = a+ bi, Ce = c+ di
(˜:a, ¨:b, ◦:c, •:d) A = 0.1, λ = 0, τ = ∆t = 1.0, T = 2000
Ce = c + diを用いて、以下のように分けることができる。
C∗gCe = ac − bd + i(ad − bc), (3.29)
and
CgC
∗
e = ac − bd − i(ad − bc). (3.30)
図 3.9において、c ∼ O(1/T )と d ∼ O(1/T )、a ∼ O(1)、b ∼ O(1)がいえる。これは、∆Pg に
関するシミュレーションの結果と一致しており、c2 +d2 ∝ O(1/T 2)と a2 +b2 ∝ 1−O(1/T 2)
が式 (3.25)と式 (3.26)に関して成り立つ。そのため、C∗gCe ∝ O(1/T ) と CgC∗e ∝ O(1/T )
つまり、Ccor ∝ O(1/T ) が成り立つ。よって、Neuromorphic AQC において、∆Pj の特徴
は、O(1/T 2)と O(1/T )の 2つが挙げられる。HF の基底状態が交差している場合において
は、W3 のように Ccor = 0が成り立つ場合のみ ∆Pj ∝ 1/T 2 が成り立つ。また、量子断熱定
理より断熱過程が保障されているような場合では、∆Pj は |ψ′⟩に依らない。
以上より、量子断熱定理より断熱過程が保障されていないような場合では、∆Pj つまり、
∆Ps は |ψ∗⟩だけでなく、|ψ′⟩も考慮しなければいけない。即ち、Neuromorphic AQCにお
いてその断熱変化の特徴はハミルトニアンに依存するといえる。しかしながら、AQCは SA
と比較してより効率的に断熱変化を実現させることができるのは確かである。
第 3章 ニューラルネットワークの手法を用いた断熱的量子計算 34
3.5 計算性能のハミルトニアン依存性
終状態のハミルトニアン HF の基底状態 (状態変化後の量子系の状態)に正解状態と非正解
状態が存在することが存在確率の差 ∆Ps と計算時間の関係に影響を及ぼすと考えられる。そ
こで、ハミルトニアンの特徴によってどのような影響が調べる。
3.5.1 Neuromorphic AQCの固有エネルギー
ここで、荷重値行列W1 とW2、W3 の場合について、ハミルトニアン H(t) の固有エネル
ギーの時間変化に着目してみる。∆E と ∆Pg は全ての荷重値行列に関して、O(1/T 2)が得ら
れている。しかし、∆Ps に関して、その特徴を 1/T ζ とした場合、荷重値によって異なる ζ が
得られる。まず、W1 の場合、ζ ∼ 2である (図 3.8参照)。W1 の場合には、時間変化するハ
ミルトニアン H(t)の基底状態に交差や縮退がないので、断熱定理より ζ ∼ 2であることが保
障されている。しかし、W2 とW3 の場合、基底状態の第 1励起状態が t = T で交差している
ので、量子断熱定理より断熱過程が保障されているわけではない。そのため、∆Ps に関して、
ζ ∼ 1と ζ ∼ 2の 2つの特徴が得られた (図 3.8参照)。前節で、この違いは基底状態が正解状
態 |j⟩のみの混合状態であるか、正解状態 |j⟩と非正解状態 |k⟩の混合状態であるかによると
説明した。しかし、W2 とW3 では、t = T で基底状態と交差している第 1励起状態のエネル
ギー変化に明らかな差がある (図 3.10参照)。W2 では、0 < t < T 間で他の準位との交差、縮
退がみられる (図 3.10(a))が、W3 では、第 1励起状態にも基底状態と同じく 0 < t < T 間で
交差や縮退はない (図 3.10(b))。 前章や量子断熱変化の特徴よりこの第 1 励起状態の交差や
縮退が基底状態周辺に存在する量子系の断熱変化に影響を及ぼすとは考えにくいが、この交差
点について少し考察することにする。
3量子ビットの準位間交差
∆Ps の特徴の理解のために 3 量子ビット系に着目した。3 量子ビット系の荷重値行列を以
下のように定義する。
W =
 0 y xy 0 z
x z 0
 . (3.31)
x、y、z には、‘0’, ‘−1’, ‘1’ のいずれかがである。例えば、荷重値行列 W2 の場合、x = 1、
y = −1、z = −1である。λ = 0とし、s = t/T とすると、荷重値行列W より設計すること
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ができるハミルトニアン HF を用いた時間変化するハミルトニアン H(s)は
H(s) =
sA
2

0 h(s) h(s) γ1 h(s) α1 β1 0
h(s) 0 γ2 h(s) α2 h(s) 0 β1
h(s) γ2 0 h(s) β2 0 h(s) α1
γ1 h(s) h(s) 0 0 β2 α2 h(s)
h(s) α2 β2 0 0 h(s) h(s) γ1
α1 h(s) 0 β2 h(s) 0 γ2 h(s)
β1 0 h(s) α2 h(s) γ2 0 h(s)
0 β1 α1 h(s) γ1 h(s) h(s) 0

, (3.32)
である。其々
α1 = x(1 + x), β1 = y(1 + y), γ1 = z(1 + z),
α2 = −x(1 − x), β2 = −y(1 − y), γ2 = −z(1 − z),
h(s) = 2(1 − s)/sA.
である。このハミルトニアンH(s)の特性方程式 | H(s)− νI |を解く。ここで、I は単位行列
である。この特性方程式を解くと、固有値 ν は xyzとA、sで表せる。xyz < 0のとき、HF の
基底状態は正解状態のみの混合状態であり、xyz > 0のとき、HF の基底状態は正解状態と非
正解状態の混合状態で表現される。3量子系の荷重値行列W は xyz < 0で ∆Ps ∝ O(1/T 2)
を得ることができる。そのため、3量子ビット系の場合、∆Ps は xyz に依存する。
W2 の場合、T > Tk では Ps > P ∗s であり、T < Tk では Ps < P
∗
s である (図 3.8 参照)。
この特徴を理解するために、3 量子ビット系 (例えば、W2) の 0 ≤ t ≤ T 間にある第 1 励
起状態と第 2 励起状態との交差に着目した。ハミルトニアン H(s) の特性方程式と解いた結
果、0 ≤ t ≤ T 間にある第 1 励起状態と第 2 励起状態との交差が起こるかどうかは xyz の
正負に依存する。この特性方程式からこの交差点は s = 2/(2 + A) であることが分かった。
s = 2/(2 + A)の地点で xyz < 0の場合第 1励起状態と第 2励起状態との交差が起こらない
が、xyz > 0の場合第 1励起状態と第 2励起状態との交差が起こる。それ故、3量子ビット系
で第 1励起状態と第 2励起状態との交差が起こるかどうかは xyz に依存すると考えられる。
3.5.2 初期のハミルトニアン HI
3量子ビット系で ∆Ps は第 1励起状態と第 2励起状態との交差が起こるかどうかに影響を
受けると推測できる。第 1励起状態と第 2励起状態との交差が起こった場合、∆Ps に正負の
逆転が起こる。そこで、初期状態のハミルトニアン HI の向きを変えて、交差が起こらないよ
うな状態を考える。ここまでのシミュレーションでは、HI の向きは x軸方向であったが、y
軸方向の初期ハミルトニアン H ′I を以下のように定義した。
H ′I =
2n−1∑
i=0
σ(i)y . (3.33)
σ
(i)
y は i 番目の量子ビットにおける y 方向のパウリのスピン行列である。W2 において、H ′I
を用いてシミュレーションを行うと、 0 < t < T 間で時間変化するハミルトニアンの第 1励
起状態と第 2励起状態との間に交差がみられなかった (図 3.11(a)参照)。この時、∆Ps に正
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負の反転はなく、Tk は存在しない (図 3.11(b)参照)。また、∆Ps ∝ O(1/T )であった。その
ため、推測通り 0 < t < T 間で時間変化するハミルトニアンの第 1励起状態と第 2励起状態
との間の交差は ∆Ps に影響を及ぼさない。前節で、3量子ビット系で第 1励起状態と第 2励
起状態との交差が起こるかどうかは xyz に依存すると考えられると説明したが、初期ハミル
トニアンの向きを変えることで第 1励起状態と第 2励起状態との交差をなくすことができた。
以上から、断熱変化をより効率的に行うには、量子系と初期状態のハミルトニアンと終状態の
ハミルトニアンそれぞれの向きを考慮する必要がある。
第 3章 ニューラルネットワークの手法を用いた断熱的量子計算 37
 !""  !#"  $""  $#"  %""  %#" &"""
'"()
'"(#
'"(*
'"(+
'"(&
'"( 
"
"( 
"(&
"(+
"(*
,
-
./
0
1
2
3
45
0
 !""  !#"  $""  $#"  %""  %#" &"""
'"()
'"(#
'"(*
'"(+
'"(&
'"( 
"
"( 
"(&
"(+
"(*
,
-
./
0
1
2
3
45
0





	


































	




図 3.10 (a):量子ビットにおいて荷重値W2 を用いた場合の時間変化するハミルトニアン
の固有エネルギー変化。赤いライン:基底状態、青いライン:第 1 励起状態 (t = T )、緑の
ライン:第 2 励起状態 (t = T )。実線:縮退がない。点線:2 つの状態が縮退している。(b):3
量子ビットにおいて荷重値W3 を用いた場合の時間変化するハミルトニアンの固有エネル
ギー変化。赤いライン:基底状態、青いライン:第 1 励起状態。実線:縮退がない。点線:2 つ
の状態が縮退している。(T = 2000, A = 0.1, λ = 0, ∆t = τ = 1)
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図 3.11 (a):y 方向の初期ハミルトニアンと荷重値行列 W2 を用いた場合時間変化するハ
ミルトニアンの固有エネルギーの変化。赤いライン:基底状態、青いライン:第 1 励起状態。
実線:縮退がない。点線:2 つの状態が縮退している。(b):y 方向の初期ハミルトニアンを
用いた場合の ∆Pg と計算時間 T の関係。(◦:W2,+:W3)。(T = 2000, A = 0.1, λ = 0,
∆t = τ = 1)
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3.6 まとめ
以上から、Neuromorphic AQCでも、量子断熱変化の計算時間特性は量子断熱定理に沿う
結果を得ることができた。量子系の状態はエネルギーに着目した場合でも、ベクトルに着目し
た場合でも、ハミルトニアンの基底状態近くに存在していることが確認できた。また、時間変
化するハミルトニアンの基底状態に t = T で交差があっても、0 < t < T において交差や縮
退がなければ量子系の断熱変化にそれほど影響がなく、量子系の状態はハミルトニアンの基底
状態に留まることができるということがわかった。AQCでは、終状態のハミルトニアンの基
底状態や変化後の量子系の状態は正解状態のみで表されるため、時間変化するハミルトニア
ンの基底状態に t = T で交差がない場合、基底状態に交差や縮退がない場合は断熱定理より
断熱変化が保障されているので上記の 3つの評価方法 (∆E、∆Pg、∆Ps)はすべて同じ特徴
(O(1/T 2))を得ることができる。しかし、Neuromorphic AQCでは、終状態のハミルトニア
ンの基底状態や変化後の量子系の状態は正解状態と非正解状態の混合状態で表されるため、時
刻 T において基底状態に交差や縮退がある場合は ∆Ps に関しては ∆E、∆Pg よりも精度が
劣る場合があることが分かった。(∆Ps ∝ O(1/T ζ) とした場合、1 ≤ ζ ≤ 2 となり、∆E と
∆Pg は O(1/T 2))。しかし、SAと比較すると十分効果的に断熱変化を行うことができている
といえる。また、3∼8量子ビットでシミュレーションした結果、偶数量子ビット系の場合、時
間変化するハミルトニアンの基底状態に交差や縮退がないので、奇数量子ビット系より偶数量
子ビット系の方が効率的に断熱変化を行うことができるといえる。
∆Ps に着目した場合、ζ ∼ 2という特徴を得ることができるのは、時間変化するハミルトニ
アンの基底状態に交差や縮退がない場合は断熱定理より断熱変化が保障されている場合、もし
くは t = T でのみ基底状態に交差や縮退がある場合でも基底状態が正解状態のみの混合状態
である場合である。また、∆Ps に正負の逆転、つまり Tk が存在するかどうかは初期状態のハ
ミルトニアンと終状態のハミルトニアンの向きなどを考慮した相互関係によると考えられる。
以上から、量子系の断熱変化をより効率的に行うには時間変化するハミルトニアンの性質の依
るということが分かる。
∆E と ∆Pg は、断熱定理に保障された特徴を得られているため大きいサイズの問題でもこ
の特徴が得られると考えられるが、∆Ps は独自の断熱変化の評価方法であるため、今後の課題
として、その評価方法の正当性と大きいサイズにどのくらい適用できるのかということを検討
する必要がある。また、初期状態のハミルトニアンの向きを変えることで時間変化するハミル
トニアンの固有エネルギーの時間変化に影響を与えることが分かったので、その点に着目し、
初期状態のハミルトニアンの基底状態と終状態のハミルトニアンの基底状態の量子空間的距離
を考慮して、どのような初期ハミルトニアンを選ぶことが断熱変化を行う上で良いのかという
ことを考えなければいけない。
以上を求めると、Neuromorphic AQCを提案することはは AQCの汎用性をあげることを
目的としており、そのため、その計算性能は問題に依るということが分かった。
第 4章
ニューラルネットワークの手法を用
いた断熱的量子計算の実用化に向
けて
4.1 はじめに
Neuromorphic AQCの実現のためにはいくつかの課題がある。その 1つはどのようにして
実デバイスへの量子ニューラルネットワークの実装するのかというものである。ニューラル
ネットワークのような相互作用を実際のデバイスでどの程度もしくは、どのように実現するの
かが問題である。量子コンピュータのデバイスとしては第 1章でも述べたようにいくつかの方
法が考えられている。しかし、いずれの場合もコヒーレント時間が量子コンピュータ実現の妨
げの 1つとなっている。そこで、2つ目の問題として Neuromorphic AQCにおいてデコヒー
レンス状態が量子計算にどのような影響を与えるかということを把握する必要がある。通常、
コヒーレンス状態が破壊されると、量子系の状態は保存されなくなるので、量子計算を行うこ
とができないが、Neuromorphic AQCでは基底状態を辿ることができれば正解を導き出すこ
とができるため、デコヒーレンス状態でも演算を行える可能性を持つ。最後に、3つ目の課題
としては、Neuromorphic AQCで量子計算を行う場合の問題として、正解が確率で表現され、
尚且つ不正解も確率で出力されるということがあげられる。そのため、ビット数が増えれば、
出力された確率の中から正解を探すことが困難になる。そこで、量子計算後、正解状態だけを
確率増幅することができれば、出力された状態から正解を探すことは容易になる。よって、本
章では、Neuromorphic AQCの実現に向けて、実デバイスへの量子ニューラルネットワーク
の実装方法とデコヒーレンスの影響、確率増幅の 3つについて調べ、考察する。
4.2 実デバイスとの対応
量子ビットデバイスとしていくつかのデバイスが提案されている。例えば、Kaneの単原子
リソグラフィーなどもその代表的なものである [37]。Kaneの単原子リソグラフィーについて
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図 4.1 超伝導量子ビット。
は以前の研究で抑制性の結合に向いているということが分かっている。本節では、ジョセフソ
ン接合 [38] に着目し、それを利用した超伝導量子ビットについてそのハミルトニアンの特徴
を調べる。第 1章で述べたように超伝導量子ビットには大きく分けて 3種類ある。1つは、超
伝導体の位相を自由度として用いる位相量子ビット [15], [16]である（図 4.1(a)）。ジョセフソ
ン接合を臨界電流付近で電流バイアスし、cosで表される接合のポテンシャルを傾ける。する
と、ポテンシャルの極小点において、仮想粒子のプラズマ振動に起因した量子化準位が形成さ
れる。ポテンシャルの非調和性により、準位は等間隔にはならず、最低のエネルギー準位を持
つ 2準位を用いて量子ビットとする。位相空間で物事を考慮するためには、ジョセフソン接合
において、超伝導臨界電流 IC に比例するジョセフソン結合エネルギー EJ が接合キャパシタ
ンスに反比例する静電エネルギー EC よりも十分に大きくなければならない。そのため、接合
サイズは比較的大きくなる。
もう 1 つは図 4.1(b) に示す、磁束量子ビット [12][13][14] がある。磁束量子ビットは、大
きいインダクタンスを持つ超伝導ループに、ジョセフソン接合を作り込んだいわゆる SQUID
に、外部磁界として 0.5ϕ0(ϕ0 は磁場により SQUID 内に発生する磁束) の磁束を印加する。
ジョセフソン接合の cosポテンシャルと、ループインダクタンスに起因する束縛ポテンシャル
の組み合わせにより、cosポテンシャルの山の部分をトンネルバリアとして利用する、二重井
戸型ポテンシャルを形成する。これをそれぞれ |0⟩,|1⟩とする。
最後の 1つは図 4.1(c)に示す電荷量子ビット (Charge qubit)[11]である。電荷量子ビット
は、クーパー対箱をもう一つの接地された超伝導電極にジョセフソン接合を介して接続し、
ゲート電圧でバイアスを加えたものである。この二つの電極間を、単一電子対トンネリング現
象によって、電子対を制御する。電荷量子ビットを構成するジョセフソン接合は、EC > EJ
が成り立つ非常に微細な接合である。このようなパラメータ領域では、位相による周期的な
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cosポテンシャル上に広がったブロッホ状態が固有状態となり、電荷数を自由度として用いる
ことが出来る。最もエネルギーの低い二つのブロッホ状態を量子ビットに用いる。
相互作用
ビット間の相互作用を実現するには、ビット間に制御可能なスイッチが必要である。微視的
な原子や分子を利用した量子ビットでは、物理的にそのようなスイッチを作ることは難しい。
超伝導量子ビットは固体素子であるため、このような結合スイッチを作り情報処理操作を単純
化できる。例えば、磁束量子ビットでは、2つの磁束量子ビット間に可変結合機として 3つ目
の磁束量子ビットを用いる方法が提案されている [39]。この他には、結合用の超伝導電磁共振
器を用いた結合方式が提案されている。電磁共振器はニオブ薄膜の同平面導波路型の伝送線回
路である。位相量子ビット間の結合の成功例が報告されている [40]。
4.2.1 超伝導電荷量子ビット
2φ
gV2
1φ
gV1
L
図 4.2 改良された超伝導電荷量子ビット。ループを通す磁束でジョセフソンエネルギーを
制御することが出来る。
超伝導電荷量子ビット (図 4.2)を量子ニューロンとして用いたシミュレーションを行った。
超伝導電荷量子ビットはジョセフソン接合とキャパシタンスの間に電子 (クーパー対) がト
ラップされ、その電子の数を量子数としたエネルギー 2 準位を量子ビットとして用いている。
それぞれの相互作用は回路に並列に接続されたインダクタンスを介して行われる。この構造を
SQUIDのようにすることにより (図 4.2)、SQUIDループの中の磁束によって相互作用の大き
さを変化させることができる。
この超伝導電荷量子ビットのハミルトニアン H[41]は
H =
∑
i
(
Qi − CiVig
2(Ci − CJi)
− EJ(Φi)cosφi
)
+
ϕ2
2L
+ EQetc , (4.1)
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図 4.3 3量子ビットにおいて |010⟩、|101⟩を記憶させた時の EL をパラメータとした観測
確率の変化。
で表され、Qi は i番目のジョセフソン接合とキャパシタンス Ci の間に捉われる電荷、Vig は i
番目の量子ビットにかけられるバイアス、CJi はジョセフソン接合のキャパシタンス、EJ は
ジョセフソンエネルギーで SQUIDループ内の磁束 Φi で変化しうる量であり、φi はジョセフ
ソン接合の位相差、ϕはインダクタンス Lにより発生する磁束、EQetc は回路全体での電荷に
よるエネルギーである。これをパウリのスピン行列を用いて変換すると次のようになる。
H =
∑
i
EiJ
2
σix +
∑
i,j
Ei − Ej
EL
σiyσ
j
y, (4.2)
ここで、
EL =
Φ20
π2L
(∑
CJi
Ctotal
)
, EiJ = EJ(Φi)　
であり、C−1total =
∑
C−1Ji +
∑
C−1i である。このハミルトニアンを用いて量子ビット間の相
互作用の大きさとハミルトニアンの状態の変化のシミュレーションを行った。デバイスへの実
装を前提としているのでデバイスを作成した後では変更することのできない Lを変化させる
ことと対応する 1/EL の値を 0から 10まで変化させた。
荷重値を考慮したシミュレーションを行った。超伝導電荷量子ビットでは、状態の結合は興
奮性に限られているがそれを用いてニューラルネットワークにおける自己想起を行う。自己想
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図 4.4 4 量子ビットにおいて |0x1x20⟩、|1x1x21⟩ を記憶させた時の EL をパラメータと
した観測確率の変化。(xi ∈ [0, 1])
起に必要な荷重値は次式によって与えられる。
wij =
1
N
∑
µ
oµi o
µ
j . (4.3)
ここでN はニューロン数、µは記憶させるパターンの番号、oはニューロンの状態を表す。式
(4.3)より |010⟩、|101⟩を記憶する荷重値は
W =
 0 0 230 0 0
2
3 0 0
 , (4.4)
となる。この荷重値に対応するのは、
E1JE
2
J = 0,
E2JE
3
J = 0,
E3JE
1
J =
2
3
. (4.5)
この場合、E2J = 0となるが、これは 2量子ビット目が存在しないことを示すので、不適切で
ある。そのため、E3JE
1
J が他の値より大きくなるように (E
1
J , E
2
J , E
3
J) = (2, 1, 2)と設定す
る。このようにして、EiJ 設定すると、|0x0⟩もしくは、|1x1⟩の存在確率が最も大きくなると
推測できる (x ∈ [0, 1])。図 4.3 はその結果を示している。記憶させたパターンである |010⟩、
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|101⟩と |000⟩、|111⟩の存在確率が大きくなっていることがわかる。超伝導電荷量子ビットの
場合では興奮性の結合しか実現していない。
また、同様に 4 量子ビットにおいて自己想起のシミュレーションを行った。ここでは、
|0x1x20⟩、|1x1x21⟩を記憶させて、(E1J , E2J , E3J , E4J) = (2, 1, 1, 2)を用いた (xi ∈ [0, 1])。
図 4.4 はその結果を示している。|0x1x20⟩、|1x1x21⟩ の存在確率が大きくなっていることが
わかる。以上、超伝導電荷量子ビットを用いた量子ニューラルネットワークの構成を示した。
超伝導電荷量子ビット同士は並列に接続することで興奮性の結合を実現する。この興奮性の結
合というのは並列に接続されているため、それぞれの量子ビットが磁束を介して同じ振る舞い
をしようするために起こるものであると考えられる。また、ネットワークとしての動作は荷重
値だけでなく、EJ の値も重要であることが分かった。これらはそれぞれ SQUIDのループ内
に通す磁束と量子ビットと並列に接続されているインダクタンスを表している項である。磁束
は外部から与えることが出来るがインダクタンスは回路に依存するので対象とする問題によっ
ては回路の構成前に検討する必要があるといえる。
4.2.2 超伝導位相量子ビット
JE JE CC
12C
V
I
図 4.5 超伝導位相量子ビット。2量子ビットの結合相互作用。
超伝導位相量子ビット (図 4.5)を量子ニューロンとして用いた。超伝導位相量子ビットは図
4.5のように大きい電流でデバイスされたジョセフソン接合が用いられることが多い。ジョセ
フソンポテンシャルは cosϕ(ϕはジョセフソン接合を貫く磁束)に比例する。バイアス電流を
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流すとジョセフソンポテンシャルに傾きが生じ、ポテンシャル井戸中の束縛状態は減少する。
位相量子ビットの EJ/EC 比は他の量子ビットと比較してかなり大きい。
この超伝導位相量子ビットのハミルトニアン H[41]は
Hi(θi, ni) =
∑
i
(
Q2
2C
+ U(θi)
)
=
∑
i
(
(2nie)2
2C
+ U(θi)
)
=
∑
i
(
2e2
C
∂2
∂θ2i
+
1
2
EJθ
2
i
)
, (4.6)
で表される。Uθi(= (1/2)EJθ
2
i ) は i 番目のジョセフソン接合のポテンシャルである。C は
キャパシタンス、EJ はジョセフソンエネルギーで、θi は i番目のジョセフソン接合の位相差、
eは単位電荷、ni は i番目のジョセフソン接合のクーパー対の数である。これを相互作用を考
慮したキャパシタンス C12 を持つ状態 (図 4.5参照)として、ハミルトニアンを書きなおすと、
H = H1 + H2 + H12, (4.7)
となる。H1 と H2 は式 (4.6)より導くことが出来る。H12 は相互作用を表すハミルトニアン
で、以下のように表す。
H12 =
Q2
2C12
=
2e2C12
C2
(
i
∂
∂θ1
− i ∂
∂θ2
)2
= −2e
2C12
C2
(
∂2
∂θ21
+
∂2
∂θ22
− ∂2
∂θ1∂θ2
)
. (4.8)
このハミルトニアンを使った場合、どのような断熱変化と量子ビット間結合が可能であるかを
調べるために、このハミルトニアンの基底状態を調べる。相互作用を考慮しない場合、2量子
ビットのハミルトニアンは
H =

3
2ϵ 0 0 0
0 62ϵ 0 0
0 0 62ϵ 0
0 0 0 92ϵ
 , (4.9)
となり、そのポテンシャルは図 4.6のように表せる。ここで ϵはエネルギーであり、ϵ = eωと
定義できる。ここで、eは単位電荷、ω はこの系の周波数である。このとき、相互作用を考慮
すると、ハミルトニアンは
H =

3
2ϵ +
1
2rϵ
, 0 0 −rϵ,
0 62ϵ + rϵ
, rϵ, 0
0 rϵ, 62ϵ + rϵ
, 0
−rϵ, 0 0 92ϵ +
1
2rϵ
,
 , (4.10)
となる。ここで、ϵ, は摂動項であり、r = C12/C である。図 4.6 に記すように、相互作用が
ない場合は、|00⟩であるが、相互作用を考慮した場合、基底状態は |00⟩と |11⟩で構成される。
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図 4.6 超伝導位相量子ビットのハミルトニアンの固有エネルギーの概要図
そのため、超伝導位相量子ビットも超伝導電荷量子ビットと同様に興奮性の結合に向いている
といえる。
以上、超伝導位相量子ビットを用いた量子ニューラルネットワークの構成を示した。超伝導
位相量子ビット同士は並列に接続することで興奮性の結合を実現する。この量子ビットの相互
作用を制御するには、外部から磁場や電流を加えて θi をコントロールする必要がある。ただ
し、外部入力を加える際には、位相に影響を与えないことが重要である。
4.2.3 超伝導磁束量子ビット
超伝導磁束量子ビットは図 4.7のようにいくつかの種類があげられる。磁束箱は電流によっ
て相互インダクタンスに比例する磁束を磁束箱に生じさせることで、磁気デバイスを電流デバ
イスの代わりとして用いる。そのため、磁場により SQUIDループに磁束量子 ϕ0 が発生する。
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図 4.7 超伝導磁束量子ビットの概要図。
このような量子ビットは RF-SQUIDと呼ばれている。このポテンシャルエネルギーはジョセ
フソンエネルギー項と磁気エネルギー項で表され、ジョセフソンエネルギー項は cosϕに比例
し、磁気エネルギー項は (ϕ− ϕext)2/2Lに比例する (Lは SQUIDの自己インダクタンス)。3
接合磁束量子ビットは基本的に単一の磁束箱と同じ動作をするが、3つのジョセフソン接合の
うち 1つだけ他と異なる静電容量とジョセフソンエネルギーを持つ。磁束量子では、磁束の自
由度が支配的である。図 4.7に示されるように、磁束量子ビットには超伝導ループを用いてお
り、各ジョセフソン接合の結合エネルギーは帯電エネルギーよりも大きい。外部磁場を加える
ことでループを貫く磁束をコントロールできる。磁束量子ビットには単一接合のものと多接合
のものがあり、単一接合の場合は比較的大きなループインダクタンスが必要であり、そのため
磁気雑音の影響を受けやすいという特徴を持つ。
我々は超伝導磁束量子ビットのハミルトニアンを調べるために２接合の RF-SQUIDを (図
4.8)を量子ニューロンとして用いた。一般的な RF-SQUIDのハミルトニアンは以下のように
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図 4.8 2接合の RF-SQUIDの概要図。
表すことができる [41]。
H =
Q2
2C
− U(ϕ). (4.11)
ここで、Q(= −i~∂/∂ϕ)はジョセフソン接合内のキャパシタンス C における電荷であり、ϕ
は SQUIDループを貫く磁束を表す。また、U(ϕ)はこの系のポテンシャルを表し、
U(ϕ) = EJcos
(
2π
ϕ
ϕ0
)
+
(ϕ − ϕx)2
2L
, (4.12)
で表される。ここで、EJ(= ICϕ0/2π)はジョセフソン接合のもつエネルギー、ϕx は外部磁場
による SQUIDループを貫く磁束を表す。
この磁束量子ビットのハミルトニアンは分裂して表記できる [42]。パウリ行列の項のハミル
トニアン HS と LF CF 共鳴回路のハミルトニアン HF と全体から及ばされるカップリングの
影響を表すハミルトニアン HI に分裂して考えることができる。パウリ行列の項のハミルトニ
アン HS は
HS = −
~
2
∆σx +
~
2
ϵσz =
~
2
(
ϵ −∆
−∆ −ϵ
)
, (4.13)
と表される。このとき基底状態に同時に存在する状態を |l⟩と |r⟩とする。ここで、~ϵ(ϕx) ≡
~ϵ = 2IC
√
6(βL − 1)(ϕx −ϕ0/2)であり、βL = 2πLIC/ϕ0 と定義する。また、σx、σz はそれ
ぞれパウリの x成分と y 成分である。∆はトンネリング周波数であり、トンネリング頻度は
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ジョセフソンカップリングエネルギー EJ に依存するバリアの高さ Vb を変えることにより変
化させることができる。ジョセフソン接合に外部磁束 ϕC を与えることで、ジョセフソンカッ
プリングエネルギーは EJ(ϕC) = (ϕ0/π)IC0cos[π(ϕC/ϕ0)]となる。IC0 は ϕC によって印加
される電流である。この系において、外部入力である ϕx と ϕC とコントロールすることで系
のハミルトニアンの状態を変化させることができる。この HS は固有ベクトル |σ⟩ (σ ≡ ∓)を
|−⟩ = C−
(
|r⟩ + ϵ +
√
ϵ2 + ∆2
∆
|l⟩
)
,
and
|+⟩ = C+
(
|r⟩ + ϵ −
√
ϵ2 + ∆2
∆
|l⟩
)
,
とした場合、
HS =
~
2
(
−
√
ϵ2 + ∆2 0
0
√
ϵ2 + ∆2
)
, (4.14)
と定義する。このときの C∓ = (1 + [(ϵ ±
√
ϵ2 + ∆2)/∆]2)−1/2 は |∓⟩ の正規化因子であ
る。また、HS の要素はそれぞれ、|∓⟩ に対応した固有エネルギーを意味しており、E−(=
−(~/2)
√
ϵ2 + ∆2)、E+(= (~/2)
√
ϵ2 + ∆2)と定義できる。次に LF CF 共鳴回路のハミルトニ
アン HF を
HF = −
Q2F
2CF
+
ϕ2F
2LF
, (4.15)
と定義する。ここで、ωF = 1/
√
LF CF と定義すると、ϕF と QF は以下のように表せる。
ϕF =
√
~
2ωF CF
(a + a†), (4.16)
QF = −i
√
~ωF CF
2
(a − a†). (4.17)
このように定義し直した ϕF と QF を用いると、
HF = ~ωF
(
a†a +
1
2
)
, (4.18)
と定義しなおせる。最後に全体から及ばされるカップリングの影響を表すハミルトニアン HI
を定義する。
HI =
2M
L
ϕϕF = B(a + a†)[−ϵσz + ∆σx]　
= B∆[(a + a†)σ+ + (a + a†)σ−] − B(a + a†)ϵσz, (4.19)
と定義でき、
B =
M
L
√
~
2ωF CF
ϕ0√
ϵ2 + ∆2
, (4.20)
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である。ここで、M は LF CF 共鳴回路と SQUID ループとの相互作用関数である。~ωF =
~
√
ϵ2 + ∆2 であるので、H = HS + HF + HI は
H =

0 −ϵ(ϕx)B(ϕx, ϕC) 0 B(ϕx, ϕC)∆(ϕC)
−ϵ(ϕx)B(ϕx, ϕC) ~ωF (ϕx, ϕC) B(ϕx, ϕC)∆(ϕC) 0
0 B(ϕx, ϕC)∆(ϕC) ~ωF (ϕx, ϕC) ϵ(ϕx)B(ϕx, ϕC)
B(ϕx, ϕC)∆(ϕC) 0 ϵ(ϕx)B(ϕx, ϕC) 2~ωF (ϕx, ϕC)
 ,
(4.21)
と表せる。ϵに関しては ϕx = (1/2)ϕ0 であるとき ϵ = 0となる。そこで、ϵつまり、ϕx を変
化させることで H の基底状態を構成するベクトルを変化させることができる。また、ϕC を
変化させることで、各々の固有エネルギーと量子ビット間の相互作用の大きさを変化させるこ
とができる。図 4.9に示すように、ϵ = 0のとき、基底状態はベクトル |0−⟩と |1+⟩と持つ。
|0−⟩ は、独立した状態 |0⟩ と SQUID の基底状態 |−⟩ の平面上に存在するベクトルであり、
|1+⟩は、独立した状態 |1⟩と SQUIDの励起状態 |+⟩の平面上に存在するベクトルである。し
かし、ϵ ̸= 0の場合は基底状態は |0−⟩と |1−⟩、|0+⟩、|1+⟩で構成されている (図 4.9参照)。
このように ϵつまり、外部から磁束 ϕx を SQUIDループに加えることでこの系のハミルトニ
アンの基底状態を変化させることができる。また、∆は EJ つまり、ϕC に依存するので、ϕC
を変えることにより各固有エネルギーの大きさを変化させることができる。
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図 4.9 2 接 合 の RF-SQUID の ハ ミ ル ト ニ ア ン の エ ネ ル ギ ー 準 位 の 概 要
図。(P =
p
4B2ω2F + 2~ωF (~ωF − K), P
′ =
p
4B2ω2F + 2~ωF (~ωF + K), K =
p
4B2ϵ2 + ~2ω2F )
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ϵ = 0のときは他の 2つの超伝導量子ビットのように興奮性の結合を示すが、ϵ ̸= 0の場合
は抑制性の結合を実現することも可能であると考えられる。しかし、興奮性の結合の方が実現
しやすいのは確かである。以上から今後の課題として興奮性の結合の両方を実現できるような
系やデバイスの研究が必要であるといえる。
4.3 (Neuromorphic) AQCにおけるデコヒーレンスの影響
図 4.10 (Neuromorphic) AQCにデコヒーレンスの効果を導入した場合のアルゴリズム [20]。
量子計算において量子系の状態が保存されるためには、コヒーレント状態であるということ
が必要である。コヒーレント状態では量子系の状態は以前の状態を記憶した状態で変化する。
実際、量子断熱定理において量子系の断熱変化が保証されているのはコヒーレント状態で尚且
つ、基底状態に交差や縮退の無い場合だけである。しかし、AQCでは、量子系の状態がハミ
ルトニアン H(t)の基底状態に留まっていることができれば、最終的に正解を導き出すことが
第 4章 ニューラルネットワークの手法を用いた断熱的量子計算の実用化に向けて 53
できるという特徴を利用して、デコヒーレンス状態になって量子系の状態が保存されなくても
正解を得ることは可能である [20]。
(Neuromorphic) AQCにデコヒーレンスの効果 (位相緩和とエネルギー緩和)を導入した場
合のアルゴリズムを図 4.10に記す [20]。このアルゴリズムの場合、外部のノイズを量子的熱
的緩和と仮定している。β はボルツマン因子である。
4クイーン問題
4クイーン問題を例にとって考えてみる (図 4.11参照)。4クイーン問題のエネルギー関数は
E4Q = a
4∑
i=1
 4∑
j=1
Vij − 1
2 + b 4∑
j=1
(
4∑
i=1
Vij − 1
)2
　
+ c
7∑
m=3
∑
i+j=m
∑
k+l=m
∑
k+j ̸=m
∑
l+j ̸=m
VijVkl + d
2∑
m=−2
∑
i−j=m
∑
k−l=m
∑
k ̸=i
∑
l ̸=j
VijVkl,
(4.22)
である。これより終状態のハミルトニアンを構成し、断熱的量子計算を行った結果が図 4.12
である。緑の線がコヒーレント状態で行われる断熱的量子計算で基底状態をたどって変化して
いないことがわかる。これは基底状態にエネルギー準位間交差があるためである。そこで横緩
和 (位相緩和)、縦緩和 (エネルギー緩和)を導入した結果がそれぞれ黄、赤の線である。縦緩
和を導入した場合だとほぼ基底状態をたどって変化していることがわかる。ここで導入した緩
和というのは量子系のコヒーレント状態を破壊し、デコヒーレンス状態へ移行させる原因とし
て実際の系では少なからず存在するものと考えられ、その外部ノイズすなわち、デコヒーレン
ス状態をうまく利用することで (Neuromouphic) AQCにおいては計算の性能を向上させる。
図 4.11 4クイーン問題の正解例。クイーンはそれぞれお互いに争わない位置に配置されている。
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図 4.12 理想的なスピンを用いたハミルトニアンを 4 クイーン問題に適用した結果。
4.3.1 残留エネルギーにおけるデコヒーレンスの影響
前節では、Neuromorphic AQCの場合に関して、デコヒーレンスの影響によって計算性能
が向上する可能性を上記に記した。本節では、本論文において計算性能の評価方法として用い
ている残留エネルギーにデコヒーレンスがどのように影響するのかを調べる。
Neuromorphic AQC
第 3章で用いた 4量子ビットの荷重値行列W1 に関して、基底状態のエネルギー変化に縮退
や交差があるように HI と HF1 のパラメータを変える (図 3.6)。そのように設計し直した終
状態のハミルトニアン HF1′ に関して、図 4.10で示している方法を用いて、デコヒーレンス
の効果を取り入れた場合と、コヒーレンス状態が保たれている場合に関して、残留エネルギー
と計算時間の関係を比較する (この場合のハミルトニアンの固有エネルギーとコヒーレンス時
とデコヒーレンス時の量子系のエネルギーの時間変化は図 4.14のようになる。デコヒーレン
ス時とコヒーレンス時の量子系のエネルギーを比較するとデコヒーレンス時の量子系の方が基
底状態近くに留まっているということが分かる。)。図 4.13はその結果である。基底状態に縮
退や交差がある場合はコヒーレンス状態が保たれている場合だと、量子断熱定理で示されてい
る基底状態に交差や縮退が無い場合のような断熱変化が出来ていないことが分かる。逆にデコ
ヒーレンスの効果を取り入れた場合では、残留エネルギーと計算時間の関係は∆E ∝ O(1/T )
第 4章 ニューラルネットワークの手法を用いた断熱的量子計算の実用化に向けて 55
となることが分かった。量子断熱定理で示されるような ∆E ∝ O(1/T 2)には及ばないが、デ
コヒーレンスの効果で量子系のエネルギーはハミルトニアンの基底状態近くに留まることが出
来るといえる。また、計算時間 T が大きくなると ∆E-T 特性が不安定になっているのが分か
る。これはデコヒーレンスの影響がエネルギー準位に対して非常に大きくなったために、量子
系の状態がどのエネルギー準位にいるのかを把握することが難しくなったことが原因として考
えられる。そのため、これ以上大きい計算時間では ∆E-T 特性に関した計算性能は不安定で
あるといえる。しかし、コヒーレント状態が保たれている場合とデコヒーレンスの効果を取り
入れた場合の残留エネルギーと計算時間 T の関係を比較した場合、デコヒーレンスのよって、
(Neuromouphic) AQCは計算の性能を向上させる可能性があるといえる。
1 0 0 1 0 1 1 0 2 1 0 3 1 0 4 1 0 5 1 0 61 0 - 61 0 - 5
1 0 - 41 0 - 31 0
- 21 0 - 11 0 0
1 0 1
T
Residual ene
rgy
図 4.13 W1 における残留エネルギーと計算時間 T の関係。◦:コヒーレンス状態、H:デコ
ヒーレンス状態。この時、ボルツマン因子 β は 106 程度である。このとき、基底状態と第
1励起状態とのエネルギー差は 0.60程度である。(A < 0。ここでは、A = −1。)
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図 4.14 W1 を用いた場合のハミルトニアンの固有エネルギーの時間変化。黒い線:時間変
化するハミルトニアンの固有エネルギー。赤い線:コヒーレンス時の量子系のエネルギー、
青い線:デコヒーレンス時の量子系のエネルギー。この時、ボルツマン因子 β は 106 程度で
ある。このとき、基底状態と第 1励起状態とのエネルギー差は 0.60程度である。(A < 0。
ここでは、A = −1。)
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図 4.15 超伝導電荷量子ビットを用いた場合の 4量子ビットにおける固有エネルギーの変
化。赤い線は時間変化するハミルトニアンを作用させた場合の量子系のエネルギー変化。
([EJ1, EJ2, EJ3, EJ4] = [2, 2, 1, 2])
実デバイス上でも計算性能は向上するのかを調べる。超伝導電荷量子ビットに関して調べる
ことにする。式 (4.2)のようなハミルトニアンを想定する。式 (4.2)において外部入力により
変化させることができるのは Φi、つまり EJ である。[EJ1, EJ2, EJ3, EJ4] ≈ [0, 0, 0, 0]から
[EJ1, EJ2, EJ3, EJ4] = [2, 2, 1, 2]に変化させる。このとき、時刻は 0 → 1に変化させる。固
有エネルギーの変化は図 4.15 のようになる。このときの時間刻み ∆t は 0.001 としている。
本研究において前節に記した超伝導電荷量子ビットの場合、図 4.15のようにどのような量子
数のどのような荷重値でも基底状態に交差や縮退は表れない。
デコヒーレンスの効果がある場合と無い場合の残留エネルギーについてシミュレーション
した結果が図 4.16-4.18 である。このとき、β = 108 程度とする。図 4.16 は 3 量子ビットで
最終的なエネルギーは [EJ1, EJ2, EJ3] = [2, 1, 2]、図 4.17は 4量子ビットで最終的なエネル
ギーは [EJ1, EJ2, EJ3, EJ4] = [2, 2, 1, 2]、図 4.18 は 5 量子ビットで最終的なエネルギーは
[EJ1, EJ2, EJ3, EJ4, EJ5] = [2, 2, 1, 2, 2]としてシミュレーションを行った結果である。残留
エネルギーを ∆E ∝ O(∆tζ)で表した場合 (時間刻み ∆tに関して、Neuromorphic AQCに
おける計算時間 T との対応関係は T ∼ 1/∆tと表せる)、いずれも ζ ∼ 2である。4、5量子
ビットではデコヒーレンスが無い場合よりも基底状態に近い。しかし、Neuromorphic AQC
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図 4.16 超伝導電荷量子ビットを用いた場合の 3量子ビットにおける残留エネルギーの変
化。(1/(時間刻み∆t)) ∼ (計算時間 T )。(◦:コヒーレンス状態、O:デコヒーレンス状態)
のシミュレーション結果と同様、ボルツマン因子 β や時間刻み∆tを小さくて、デコヒーレン
スの効果を大きくした場合は ∆E-∆t特性は不安定となる。このことから、交差や縮退が無い
場合であっても、Neuromorphic AQCにおいてデコヒーレンス状態であっても、量子系の状
態のエネルギーは基底エネルギー近くに留まるということが分かった。また、実デバイスを想
定したハミルトニアンでも、Neuromorphic AQCおいてデコヒーレンスは計算性能を向上さ
せる可能性を持つ。
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図 4.17 超伝導電荷量子ビットを用いた場合の 4量子ビットにおける残留エネルギーの変
化。(1/(時間刻み∆t)) ∼ (計算時間 T )。(◦:コヒーレンス状態、O:デコヒーレンス状態)
1 0 . 1 0 . 0 1 0 . 0 0 1 0 . 0 0 0 1 0 . 0 0 0 11 . 0 e - 1 01 . 0 e - 9
1 . 0 e - 81 . 0 e - 6
1 . 0 e - 41 . 0 e - 2
1 . 0
Δ t
Residual Ene
rgy
図 4.18 超伝導電荷量子ビットを用いた場合の 5量子ビットにおける残留エネルギーの変
化。(1/(時間刻み∆t)) ∼ (計算時間 T )。(◦:コヒーレンス状態、O:デコヒーレンス状態)
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4.3.2 Groverのデータベース探索アルゴリズムとの比較 (位相緩和)
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図 4.19 Groverのアルゴリズムに位相誤り (位相緩和の効果)を入れた場合と入れない場合。
Neuromorphic AQC に関するデコヒーレンスの強さを他のアルゴリズムと比較する。
Groverのデータベースアルゴリズムでは、量子オラクル O = I + (exp(i(π))− 1) |x0⟩ ⟨x0|(式
(2.23)、(2.25))に位相誤りが生じていると考えることができる。誤りを付加した場合の量子オ
ラクルは
Od = I + (exp(i(π + ϵ)) − 1) |x0⟩ ⟨x0| , (4.23)
となる [43]。ここで、ϵ > 0 である。探索確率と誤りの関係は図 4.20 となる。図 4.20 では、
Neuromorphic AQC における 4 量子ビットの荷重値行列W1 を用いた場合の正解 |0110⟩ と
|1001⟩を正解として出力するように Groverのアルゴリズムを用いて図 4.19のように解探索
を行った。ϵ = 0 の場合は位相誤りを含まない場合である。Grover のアルゴリズムの場合、
探索に成功している時は最低でも 1/2以上の正解の確率が得られる。図 4.20より Groverの
アルゴリズムでは、位相緩和によって正解の確率が下がるということがわかった。また、ϵの
増加に伴い状態は不安定化する。Neuromorphic AQCにおいても位相緩和が正解状態に及ぼ
す影響について 4 量子ビットの荷重値行列W1 を用いて調べる。時間変化するハミルトニア
ン H(t) に位相緩和 exp(iϵ) をかけて位相緩和の効果を取り入れたシミュレーションを行う。
式 (3.9)-(3.12) を行う際のハミルトニアンを exp(iϵ)H(t) とする。このとき、時間変化する
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図 4.20 三角のドットは 4 量子ビットの場合の Grover のアルゴリズムにおける正解の探
索確率と誤りの関係。W1 の場合と同様に |0110⟩と |1001⟩が正解となるようにした場合の
結果であり、縦軸はその正解状態の存在確率の和。ステップ数 T は、黒い三角は T = 9、
青い三角は T = 18、赤い三角は T = 10000。◦ は Neuromorphic AQC における 4 量子
ビットの量子系においてデコヒーレンスの効果 (位相緩和)を取り入れた場合の正解状態の
存在確率の変化と緩和の大きさの関係。W1 の荷重値行列を用いた場合の結果であり、縦軸
は正解状態 |0110⟩と |1001⟩の存在確率の和。A = −1、T = 10000であり、基底状態に交
差や縮退を持つ。
ハミルトニアンの基底状態に交差や縮退があるように HI や HF を設計した。Neuromorphic
AQC における正解状態の存在確率と外部ノイズの関係を表した結果は図 4.20 となる。この
場合も、ϵ = 0は位相緩和を含まない場合である。Groverのアルゴリズムにおける位相誤りを
取り入れた場合の結果と Neuromorphic AQCにおける位相緩和の効果を取り入れた場合の結
果と比較すると、Neuromorphic AQCの場合、正解を導く上で (量子状態中の正解状態の存
在確率は)外部ノイズ (位相緩和)による影響に強いということが分かる。ある程度の小さい位
相緩和では正解を導き出すことが出来ていると言うことが出来る。しかし、位相緩和が大きく
なると、Groverのアルゴリズムと同様に Neuromorphic AQCも状態が不安定化してしまう。
このことから、Neuromorphic AQCでは、ある程度のデコヒーレンスがあっても演算を行う
ことができる。これは演算に基底状態を使っているということ、量子並列性と量子トンネリン
グが有効に働いているということが分かる。
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4.4 確率増幅
Neuromorphic AQCでは、正解が確率で表現される。また、前章で述べたように、変化後
の量子系の状態に正解状態以外の状態も含まれるため、ビット数が増えれば、出力された量子
系の状態の中から正解状態を探すことが困難になる。もちろん、正解状態の存在確率が最も大
きくなることには変わりないが、ビット数が大きくなると、非正解状態との存在確率の差小さ
くなり、そこで、量子計算後、正解状態だけを確率増幅することができれば、出力された状態
から正解を探すことは容易になる。そこで、確率増幅の方法として、本章では、Winner Take
All(WTA)[44]の効果と量子カオス [45]を用いる。
4.4.1 Winner Take All(WTA)の効果
Winner Take All(WTA)とは、勝者総取りのことで、ニューラルネットワークの競合学習
の 1つとして行われることがある [46]。ニューラルネットワークの組み合わせ最適化問題にお
いてWTAが用いられるのは、大きいサイズの問題を解く事を容易にするためである。ホップ
フィールドネットワークを用いて集合をいくつかに分割するような組み合わせ最適化問題を解
く場合、制約条件 (ニューロンの出力のある部分集合には 1がただ 1つしかあってはならない)
が付くことが多い。この制約条件はエネルギー関数に付け加えられる形で表現されるが、大き
いサイズの問題になるとその制約条件を表現するのが難しくなる。そこで、WTAを用いるこ
とでこの制約条件を一部省略することができる。ニューラルネットワークにおける競合型学習
を用いたWTAについて、説明する。まず、入力素子群 xと 1層の出力層 (O)が結合荷重W
によって完全に結合していて 2進の入出力を行う単純な競合学習モデルを考える。このモデル
はある入力パターンに対して出力層はWinner となるただ 1 つの素子のみが出力される。つ
まり、
oj =
∑
i
wijxi = wj · x, (4.24)
とした場合、全ての j に対して、
wj, · x, (4.25)
が成り立つとき、Winnerj, の出力を Oj, とする。このWinner素子のみに対して結合荷重を
更新するように学習を行うことでネットワークは入力パターンをカテゴリに分類できるように
なる。よって、WTAをニューラルネットワークで行うことで、大きいサイズの問題を解き易
くすることができる。
量子計算にWTAを行うことはニューラルネットワークに用いる場合と少し目的が違い、量
子計算後の量子系の状態の中でもっとも大きい存在確率をもつ独立状態 |i⟩の確率増幅を目的
とする。前章で述べたように (Neuromorphic) AQCは時間変化するハミルトニアン (初期状
態のハミルトニアン HI →終状態のハミルトニアン HF )を用いて量子系を断熱的に変化させ
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図 4.21 W1 における量子系の状態変化後 (断熱変化後)にWTAを行った場合の各独立状
態の存在確率の時間変化。(T1 = 30000, T2 = 3000, A = 0.1, λ = 0, ∆t = τ = 1)
ることで量子状態がハミルトニアンの基底状態を辿る過程で解を探索するというものである。
この変化後の量子状態にWTAのような状態変化をさせることで、確率を増幅させる。具体的
には HI → HF 変化後に更に、HF → HWTA のような状態変化を行う。この時、HWTA と
しては全ての結合が抑制的であるようなハミルトニアンが必要であるので、
WTA =

0 −1 −1 −1
−1 0 −1 −1
−1 −1 0 −1
−1 −1 −1 0
 , (4.26)
のような荷重値行列を用いて HWTA を設計する。また、HF → HWTA の状態変化が断熱的
状態変化であると、量子系の状態は HWTA の基底状態となってしまうので、断熱変化を抑制
させて (半古典状態で)シミュレーションを行う。(例えば、図 3.3を参考に HF → HWTA の
変化時間を短く設定したり、図 3.6 のように時間変化するハミルトニアン H(t) の基底状態
に交差や縮退があるように HI や HF を設計するなど)。HI → HF 間の状態変化時間を T1、
HF → HWTA 間の状態変化時間を T2 とする。まず、前章でも用いたW1 に関してWTAを
用いたシミュレーションを行う。
W1 =

0 −1 −1 1
−1 0 −1 −1
−1 −1 0 −1
1 −1 −1 0
 . (4.27)
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シミュレーションの結果を図 4.21に示す。赤い線で存在確率の時間変化が示されているのは
正解状態であり、確率の増幅に成功している。
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図 4.22 W4 における量子系の状態変化後 (断熱変化後)にWTAを行った場合の各独立状
態の存在確率の時間変化。(T1 = 30000, T2 = 3000, A = 0.1, λ = 0, ∆t = τ = 1)
他の荷重値行列ではどのような結果になるかを調べた。本論文には、以下の 2つの荷重値行
列W4 とW5 の場合を示す。W4 は全てが興奮性の結合のハミルトニアンを設計する荷重値行
列であり、W5 はW1 と逆の性質の結合を示す荷重値行列である。
W4 =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
 , (4.28)
and
W5 =

0 1 1 −1
1 0 1 1
1 1 0 1
−1 1 1 0
 . (4.29)
シミュレーションの結果を図 4.22と 4.23に示す。W4 の場合は、青い線で存在確率の時間変
化が示されているのが正解状態であり、確率増幅に成功している。しかし、W5 の場合は、青
い線で存在確率の時間変化が示されているのが正解状態であり、確率増幅はうまくいっていな
い。ハミルトニアンが HF → HWTA と変化する過程の始めのほうでは確率の増幅が見られる
ものの、その後正解状態の存在確率は減少している。HF → HWTA 間の変化の途中で量子系
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図 4.23 W5 における量子系の状態変化後 (断熱変化後)にWTAを行った場合の各独立状
態の存在確率の時間変化。(T1 = 30000, T2 = 3000, A = 0.1, λ = 0, ∆t = τ = 1)
の状態変化を止めるという方法も考えたが、確率を十分に増幅できているとは言えず、うまく
いっていない。シミュレーションを他の荷重値行列でも行ってみたところ、W5 のようにうま
くいかない場合もあり、全てがW1 やW4 のように成功するとは限らない。なぜ、W5 のよう
な場合でうまくいかないかは分かっていないが、おそらく HWTA の特徴に影響を受けている
と考えられる。そのため、量子計算においてWTAを行うためには、WTAに用いるハミルト
ニアンの改善が求められるといえる。
前に記してあるように、WTAを用いたシミュレーションを 4量子ビットで行ったのは、終
状態のハミルトニアンHF の基底状態に縮退や交差が無いからである。そこで、HF の基底状
態に交差がある場合でもWTAが行えるかどうか調べる。本論文には、前章で用いた荷重値行
列W2 を用いた場合の結果を載せる (図 4.24)。
W2 =
 0 −1 1−1 0 −1
1 −1 0
 . (4.30)
赤い線が正解状態の存在確率の時間変化であり、確率増幅に成功している。よって、HF に基
底状態の縮退や交差がある場合でも、WTAを行う上では問題ないといえる。ただし、4量子
ビットと同様、WTAが成功しない荷重値行列もある。
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図 4.24 W2 における量子系の状態変化後 (断熱変化後)にWTAを行った場合の各独立状
態の存在確率の時間変化。(T1 = 2000, T2 = 200, A = 0.1, λ = 0, ∆t = τ = 1)
4.4.2 量子カオス
Ohyaらは、文献 [45]において、量子カオスによる確率増幅器に可能性を示している。量子
カオスによる確率増幅は量子カオスが半古典状態であることを利用している。[45]に記されて
いる確率増幅の方法はロジスティック ·マップを用いている、ロジスティック ·マップとは、
xl+1 = axl(1 − xl), xl ∈ [0, 1], (4.31)
で表される。このマップの特徴は aの依存し、aはリアプノフ指数が最大のものを選ぶ (この
場合は a = 3.71)。量子カオスを実行する際は x0 として、密度行列 ρ0 を定義する。
ρ0 =
N∑
i
|i⟩Pi ⟨i| . (4.32)
ここで、N(= 2n)であり、nは量子ビット数である。また、Piは変化後の量子系の状態 |ψ(T )⟩
中の独立状態 |i⟩の存在確率である。Neuromorphic AQCで T で HI から HF に時間変化す
るハミルトニアンを用いて量子状態を変化させた後にロジスティック ·マップを用いて量子系
を量子カオスを起こした結果が図 4.25である。緑の点線で囲ってある部分を用いると、確率
増幅のような動作をしていることが分かる。
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図 4.25 ロジスティック ·マップを用いた量子カオスにおける密度行列 ρ(i)l -l特性。
また、ロジスティック ·マップで行ったことをテントマップ (図 4.26)を用いて実行してみ
る。テントマップとは、
xl+1 = 1 − 2 | xl −
1
2
|, xl ∈ [0, 1], (4.33)
と定義される。この時 x0 > 1もしくは、X0 < 0の場合には、l の増加に伴い xは −∞に発
散する。x0 ∈ [0, 1]を満たしていれば、xl は [0, 1]区間に留まる。この場合のテントマップの
リアプノフ指数は
h(x0, u0) = lim
l→∞
1
l
ln | 2lu0 |
= ln2, (4.34)
となる。ロジスティック ·マップ同様、x0 として ρ0 を用いてシミュレーションを行った結果
が図 4.27である。緑の点線で囲ってある部分を用いると、確率増幅のような動作をしている
ことが分かる。このことから、量子カオスを用いることによる確率増幅の可能性が示されたと
いえる。しかし、ロジスティック ·マップやテントマップを用いた量子カオスによる確率増幅
では、正解状態と非正解状態の分離が難しい。よって、他の手法 (ランダム行列など)を用い
て、量子カオスによる確率増幅を試みる必要がある。
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図 4.26 テントマップ。
図 4.27 テントマップを用いた量子カオスにおける密度行列 ρ(i)l -l特性。
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4.5 まとめ
Neuromorpnic AQCの実用化に向けてはいくつかの課題がある。本研究では、その課題と
して、実デバイスへの応用方法とデコヒーレンスの影響、確率増幅の方法について考察した。
Neuromorphic AQCを実装する際に問題となるのは、どのようにしてニューラルネットワー
クのような結合 (相互作用) を実現するのかということである。この考察結果はまとめると、
表 4.1のようになる。表 4.1には、電子スピンの場合も記載している。原子スピンに関しては、
抑制性の結合が実現可能である。ただ、相互作用は隣接する量子ビットにのみ作用するので、
Cellular Neural Network(CNN)であれば、実現可能である。本論文では、実デバイスへの実
装方法については、超伝導量子ビットについて考察した。超伝導電荷量子ビットでは、並列接
合において興奮性の結合を実現することが可能である。超伝導電荷量子ビットでは、SQUID
ループを貫く磁束を変化させ、ジョセフソンエネルギーを変えることで、結合の荷重値の大き
さを表現することができる。また、超伝導位相量子ビットに関しても同様に興奮性の結合を実
現することが可能である。超伝導位相量子ビットの場合、結合の荷重値の大きさを変えるには
外部入力が必要であが、位相を不安定化させないような入力である必要がある。超伝導磁束量
子ビットでも、興奮性の結合が実現可能である。超伝導磁束量子ビットでは、ジョセフソン接
合の位相差 (ジョセフソン接合を貫く磁束 ϕC)と SQUIDループを貫く磁束 ϕx を変化させる
ことで、系のハミルトニアンを変化させることができる。基本的に興奮性の結合の方が実現し
やすいのだが、ϕC と ϕx を調整することで抑制性の結合が実現できないか検証する必要があ
る。以上から、ニューラルネットワークのような荷重値相互作用を量子デバイスで実現するこ
とは可能であるといえる。しかし、デバイスによって興奮性の結合に向いていたり、抑制性の
結合に向いていたりするということが分かった。
本論文において、Neuromorphic AQC 実現化の 2 つ目の課題としてあげたのは、Neuro-
morphic AQCにおけるデコヒーレンスに影響である。通常、量子コンピュータにおいて、コ
ヒーレンス状態を保つことは重要なことである。デコヒーレンス状態において、量子状態は以
前の状態を保存することができなくなるため、量子コンピュータとして機能しなくなる。そ
のため、コヒーレンス時間を長く保つことが量子デバイスとして重要なことである。ただ、
(Neuromorphic) AQCに関しては、基底状態 (1番エネルギーの低い状態)に量子系の状態が
存在していれば、問題を解くことができる。そのため、デコヒーレンス状態で起こる位相緩和
やエネルギー緩和は (Neuromorphic) AQCで問題を解くことにおいて、大きな影響は及ぼさ
ない。その上、基底状態に交差や縮退があり、量子断熱定理 [23]に保証されている断熱変化が
期待できない場合でも、デコヒーレンスによるエネルギー緩和、位相緩和があっても、量子系
の状態がハミルトニアンの基底状態に留まることができ、正解を導き出せる可能性を持つこと
が分かった。また、このことはデコヒーレンスによる計算性能向上の可能性も示唆している。
最後に、3つ目の課題としてあげたのは、Neuromorphic AQCにおいて、正解状態の存在
確率の増幅が必要ではないかということである。Neuromorphic AQCにおいて、正解は正解
状態の存在確率として表される。また、変化後の量子系の状態には非正解状態も含まれる。
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表 4.1
CNN（ cellular neural network ） で あれ ば 適 用 可 能向 い て い る抑 制 性容 易（ し か し 隣 接 の み ）核 ス ピ ン
外 部 入 力 （ SQUIDを 貫 く 磁 束 Φ ΦΦΦ x ・ジ ョ セ フ ソ ン 接 合 の 位 相 差 Φ ΦΦΦ c） によ っ て 、 抑 制 性 の 結 合 が 実 現 で き るの か 検 証 す る 必 要 が あ る 。向 い て い る興 奮 性容 易超 伝 導 磁 束
外 部 入 力 は 位 相 を 不 安 定 に し な い こと が 重 要 。向 い て い る興 奮 性可 能超 伝 導 位 相
直 列 の 場 合 等 、 回 路 に 関 し て も っ と検 証 す る 必 要 が あ る 。向 い て い る興 奮 性（ 並 列 の 場 合 ）容 易超 伝 導 電 荷 そ の 他集 積 化結 合相 互 作 用量 子 ビ ッ ト
そのため、ビット数が大きくなると、出力から正解を見つけることが難しくなる。そこで、
正解状態の存在確率を増幅できないか検証してみる。確率増幅の方法として、Winner Take
All(WTA)と量子カオスについて検討した。WTAは断熱変化を抑制して、半古典状態で量子
系の状態を変化させているので、終状態のハミルトニアンHF に基底状態の縮退や交差がある
場合でも、WTAを行う上では問題ないといえる。検討結果として、WTA法による確率増幅
は成功する場合もあるが、うまくいかない場合もあるということが分かった。うまくいかない
理由としては、WTAとして用いているハミルトニアンが適切でないのではないかということ
が考えられる。今後の課題として、よりWTAに適したハミルトニアンの設計を試みる必要が
ある。また、量子カオスによる確率増幅の可能性も示した。実際、Neuromorphic AQCにお
いても量子カオスによる確率増幅の可能性があることが分かった。量子カオスによる確率増幅
に関しては、ランダム理論などを用いて、より実現性の高い方法による検証が必要である。
第 5章
総括
本研究では、ニューラルネットワークの手法を用いた断熱的量子計算 (Neuromorphic AQC)
の計算性能の検証と実用化に向けての考察を行った。
Neuromorphic AQCにおける計算性能はハミルトニアンに依存する、つまり問題に依ると
いうことが分かった。ハミルトニアン H(t)の基底状態に交差や縮退がある場合、量子断熱定
理より量子系の状態が H(t) の基底状態に留まっていることは保証されていないが、H(t) の
基底状態が時刻 T でのみ他の励起状態と交差している場合、その量子状態は H(t) の基底状
態に留まることが出来るということが分かった。しかし、そのような場合は、計算性能を評
価するにおいて、終状態のハミルトニアン HF の基底状態や変化後の量子系の状態に含まれ
る非正解ベクトルも考慮しなければいけないということが分かった。また、奇数量子ビット
と偶数量子ビットの量子系を比較した場合、本研究結果より偶数量子ビットの量子系の方が
Neuromorphic AQCを行うにあたって有用である可能性があることが分かった。また、終状
態のハミルトニアンと初期状態のハミルトニアンの相対的な向きや量子力学的距離も計算性能
に影響を与える可能性があることが分かった。
Neuromorphic AQCのような相互作用を持つ量子ビットを実デバイスで実現することを考
えた際、本研究では超伝導量子ビットを用いたが、超伝導量子ビットでは興奮性の結合を実現
可能であることが分かった。また、超伝導磁束量子ビットに関しては外部入力によって変化さ
せることのできるデバイス中の因子が 2つあるので、抑制性の結合を実現できる可能性を持つ
と考えられる。
量子計算を実装して行う場合、デコヒーレンスの影響も考慮するか、十分長いコヒーレンス
時間のデバイスを考えなければいけないが、Neuromorphic AQCの場合、デコヒーレンスに
よる位相緩和やエネルギー緩和によって、基底状態に縮退や交差があっても量子系の状態が基
底状態に留まることができ、計算の性能を向上させることができることが分かった。
Winner Take All(WTA)のような効果を取り入れることで正解状態の存在確率を増幅でき
るが、問題によってはWTAの効果がうまく作用しない場合もあること分かった。WTAの効
果を取り入れるにあたってより有効なハミルトニアンがあるのではないかと考えられる。ま
た、量子カオスによる確率増幅の可能性を示した。Neuromorphic AQCにおいても量子カオ
スによる確率増幅の可能性はある。ただし、半古典状態を実デバイス上でどのように実現する
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のかが問題である。
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• 小野 亜衣子, 佐藤 茂雄, 金城 光永, 中島 康治
“ニューロ手法を用いた断熱的量子計算アルゴリズムにおける正答率の検証”
第 17回量子情報技術研究会 2007年 11月 21日～22日
• 小野 亜衣子, 佐藤 茂雄, 金城 光永, 中島 康治
“ニューラルネットワークの手法を用いた断熱的量子計算における計算能力に関する考
察”
電子情報通信学会 非線形問題研究会 2008年 10月 14日
• 小野 亜衣子, 佐藤 茂雄, 金城 光永, 中島 康治
“ニューラルネットワークの手法を用いた断熱的量子計算におけるエネルギー準位交差
と計算性能の関係”
計測自動制御学会　システム・情報部門学術講演会 2008年 11月 25日～28日
• 小野 亜衣子, 佐藤 茂雄, 金城 光永, 中島 康治
“ニューラルネットワークの手法を用いた断熱的量子計算における計算性能のハミルト
ニアン依存性に関する考察”
(予定 電気情報通信学会 総合大会 2009年 3月 17日～21日)
