Abstract-In this paper, we show that the consistency of closed-loop subspace identification methods (SIMs) can be achieved through innovation estimation. Based on this analysis, a sufficient condition for the consistency of a new proposed closed-loop SIM is given. A consistent estimate of the Kalman gain under closed-loop conditions is also provided based on the algorithm. A multi-input-multi-output (MIMO) simulation shows that it is consistent under closed-loop condition, when traditional SIMs fail to provide consistent estimates.
I. INTRODUCTION
The closed-loop identification is of special interest for a large number of engineering applications. For safety reasons or quality restrictions, it is desirable that identification experiments are carried out under the closed-loop or partial closed-loop condition. As pointed out by many researchers [1] , the fundamental problem with closed-loop data is the correlation between the unmeasurable noise and the input. The closed-loop identification within prediction error methods (PEMs) framework has been extensively studied during the last twenty years, a comprehensive review in this area is provided in [2] . The advantage of PEMs is that the asymptotic variance result is available [3] , which is important for "identification for control" applications [4] . A disadvantage of PEMs is that a complicated parametrization procedure is involved for multi-input-multi-output (MIMO) identification problems.
The motivation of circumventing the complicated parametrization of PEMs, especially for the MIMO identification, gave birth to subspace identification methods (SIMs), among which are canonical variate analysis (CVA) [5] , N4SID [6] , subspace fitting [7] , and MOESP [8] .
Although SIM algorithms are attractive because of the state space form that is very convenient for estimation, filtering, prediction, and control, several drawbacks have been experienced. In general, the estimates from SIMs are not as accurate as those from prediction error methods (PEMs). Further, very few SIMs are applicable to closedloop identification, even though the data satisfy identifiability conditions for traditional methods such as PEMs. In [9] , we give the reasons why subspace identification approaches exhibit the first drawback and propose parsimonious SIMs (PARSIMs) for open-loop applications.
Contrary to the open loop SIMs, the traditional SIMs (e.g., CVA, N4SID and MOESP) are biased under closedloop condition. Verhaegen [10] proposed a closed-loop SIM via the identification of an overall open-loop state space model followed by a model reduction step to obtain state space representations of the plant and controller. The disadvantages of the approach is that a high order overall system has to be identified, which introduces extra computational burden. Ljung and McKelvey [11] investigated the SIM through the classical realization path and proposed a recursive approach based on an ARX model as a feasible closed-loop SIM. The drawback of the approach is that the ARX parametrization is not applicable for the generic system. Recently, Chiuso and Picci [12] analyzed SIMs with feedback through stochastic realization theory and provided a theoretical analysis to construct the geometric state based on an oblique predictor space. Nevertheless, they did not provide any algorithm in detail.
To the best of our knowledge, the possibility of closedloop identification with SIMs has not been thoroughly analyzed. The main purpose of this paper is to reveal the feasibility of the consistent estimation with SIMs under the closed-loop operation. It is shown that the consistency of closed-loop SIMs can be achieved through innovation estimation.
The rest of the paper is organized as follows.
In Section II, we analyze feasibility of closed-loop SIMs through innovation estimation. The consistency of closed-loop SIMs is also presented in this section. Based on this analysis, a new closed-loop SIM is presented in detail in Section III. In Section IV, a MIMO simulation is given to show the efficiency of the proposed algorithm. Section V concludes the paper.
II. ANALYSIS OF SUBSPACE IDENTIFICATION UNDER CLOSED-LOOP CONDITION

A. Problem formulation and assumptions
In the paper, we assume that the system to be identified can be written in innovations form as
where
, and e k ∈ R ny are the system output, state, input, and innovation, respectively. A, B, C and D are system matrices with appropriate dimensions. K is the Kalman filter gain. The system described by Eq. 1 can also be presented as
We shall assume that the input is determined through feedback as
where r k is the reference signal, and F (q) is the filter standing for the feedback mechanism.
To establish the statistical consistency of the SIM under closed-loop condition, we introduce following assumptions:
The system is minimal in the sense that (C, A) is observable and (A, [B, K] ) is controllable. A2 : The innovation sequence e k is a stationary, zero mean, white noise process with the second order moments
where δ ij is the Kronecker delta. A3 : The input u(k) and innovation sequence e(j) are uncorrelated for ∀j ≥ k, which implies that either the system or the controller contains a delay. To facilitate the derivation of the main results, we assume that, in this paper, the process described by Eq.1 does not contain the direct term, i.e., D = 0. A4 : The reference signal and innovation sequence are uncorrelated to each other, and the reference signal is persistently exciting of a sufficient order. A5 : The closed-loop subsystems from r and e to y are asymptotically stable.
The closed-loop identification problem is: given a set of input/output and reference measurements, estimate the system matrices (A, B, C, D), Kalman filter gain K up to within a similarity transformation, and the innovation covariance matrix R.
Based on state space description in Eq. 1, an extended state space model can be formulated as
where the subscripts f and p denote future and past horizons, respectively. The extended observability matrix is
and H f and G f are Toeplitz matrices:
The input and output data are arranged in the following Hankel form:
The state sequences are defined as:
Similar formulations are made for Y f , Y p , E f , and E p . Subspace identification consists of estimating the extended observability matrix first and then the model parameters.
B. Analysis of the closed-loop SIM
The main purpose of the subsection is to explore the feasibility of closed-loop SIMs with innovation estimation. We can partition the extended state space model in Eq. 4 row-wise as follows:
Partition U f and E f in a similar way to define U fi , U i , E fi , and E i , respectively, for i = 1, 2, . . . , f. Denote further
where H i and G i are the Markov parameters for the deterministic input and innovation sequence, respectively. We have the following partitioned equations:
The partitioned Y fi in Eq. 11 is equal to
By eliminating e k in the innovation model (Eq. 1) through iteration, it is straightforward to derive the following relation [13] ,
Substituting this equation into Eq. 13, we obtain
for i = 1, 2, · · · , f. Note that the second term in the right hand side (RHS) of Eq. 16 tends to zero as p → ∞ if the eigenvalues of A − KC are strictly inside the unit circle. Therefore, Eq. 16 reduced to
Note that the future innovation, E fi , is uncorrelated with Z p , U i−1 and E i−1 in Eq. 17 under closed-loop condition.
If the E f is already known, the coefficient matrices can be estimated through a straightforward linear regression as:
where 
III. CLOSED-LOOP SUBSPACE IDENTIFICATION METHODS WITH INNOVATION ESTIMATION
From the analysis in Section II, we can conclude that, under certain assumptions, the consistency estimation with SIMs can be achieved if the innovation sequence is already known. The only challenge left now is how to estimate the innovation signal. Qin and Ljung [16] proposed an algorithm using a parsimonious model formulation with innovation estimation (PARSIM-E) for closed-loop subspace identification. Note that for the ARMAX parametrization, the extended least-squares can be applied to estimate prediction errors [14] . In this section, we introduce another algorithm (PARSIM-E1) to estimate the innovation sequence under the closed-loop condition.
A. Parsimonious SIM with innovation estimation
In this subsection, we present another parsimonious SIM algorithm with innovation estimation.
By ignoring the second term on the RHS of Eq. 16 and set i = 1, we have
Furthermore, if we set the future horizon, f = 1,
where Y 11 is defined in Eq. 9 and E 11 is defined in a similar way. Γ 11 is defined in Eq. 10a. Therefore, a least squares estimate of the innovation process is:Ê
After obtaining estimates of the innovation sequence, it is straightforward to constructÊ f based on 
and replacing E i−1 withÊ i−1 , Eq. 17 becomes
The least squares estimate
With the least squares estimates of Γ fi L z from Eq. 26, we obtainΓ
The observability matrix, Γ f , can be estimated similarly to the order determination procedure in [9] .
and the weighting matrices
Theorem 2: The estimate ofΓ f from PARSIM-E1 is consistent under the assumptions A1 to A6 stated in Section 2.1.
[Proof] To prove the consistency ofΓ f from PARSIM-E1, it is sufficient to show that as N → ∞
Note that if the innovation sequence is already known it has been proven in Theorem 1. Therefore, Theorem 2 is valid ifÊ
as N → ∞, which is straightforward for a sufficient large past horizon.
B. K estimation under closed-loop condition
Di Ruscio [17] proposed a way to identify the Kalman filter gain with QR implementation for open loop data. It requires that E f is uncorrelated to Z p and U f . It is invalid under closed-loop condition, if there is no delay in the controller. In this subsection, we provide a new way to calculate K with closed-loop data.
Substituting the X k in the extended state space model (Eq. 4) with Eq. 14, we obtain
Omitting the second term for a sufficient large p, and replacing
Eq. 30 becomesỸ
We can partitionỸ f row-wise as follows:
Again, replacing E i−1 withÊ i−1 , the least squares estimation
With the definition of G − fi in Eq. 12b,
whereĜ fi is the estimation of G fi in Eq. 10d. Therefore, the estimate of G f can be obtained based on Eq. 6b, which is lower triangular but is not exactly Toeplitz due to estimation error. After taking the average of the diagonal block components ofĜ f , the Toeplitz structure ofĜ f can be preserve as,
The Kalman gain, K, can be calculated aŝ
whereΓ † f −1 can be obtained as discussed in previous subsection.
After calculating the estimates of K, the B and D matrices can be estimated optimally using the estimates of A, C, K and F [18] , where F is the Cholesky decomposition of cov(Ê 11 ).
IV. SIMULATION EXAMPLE: A MIMO PROCESS
In this subsection, we simulate the following 2 × 2 linear dynamic system 
The output feedback controller is
where r k is the reference signal and F b is the feedback gain matrix. In the experiment, we use the pseudo-random binary signals (PRBS) with clock period of 5 samples as the reference sequences. 4000 samples of the input and output data are generated to identify the model with cov(e k ) = I and
We choose p = 9, f = 5 for PARSIM-E1, and run 10 independent Monte Carlo simulations. The pole estimation results for the closed-loop experiments are shown in Fig. 1 and Fig. 2 . From the results we can see that the PARSIM-E1 provide consistent estimates, while the N4SID subroutine with CVA weighting results in biased estimates.
The estimates of the frequency response for the closedloop simulations are shown in Fig. 3 and Fig. 4 . We can see that the estimated frequency responses from PARSIM-E1 match well with that of the real system. The traditional SIM fails to provide the consistent frequency responses.
The Kalman predictor's (A − KC) pole estimation from N4SID and PARSIM-E1 with the closed-loop data are shown in Fig. 5 and Fig. 6 , respectively. From the figures, we can conclude that PARSIM-E1 has much better performance for the Kalman gain estimation than the N4SID routine in Matlab System Identification Toolbox.
V. CONCLUSIONS
In this paper, the feasibility of closed-loop subspace identification is established. It is shown that SIMs are feasible and consistent for closed-loop data with roughly the same identifiability requirements as more traditional methods such as PEMs. The key idea is that the consistent identification can be achieved through innovation estimation. Based on the analysis, a new algorithm is proposed for closed-loop identification. The simulation studies show that the algorithm is consistent under closed-loop condition, while the traditional SIMs with CVA weighting fail to provide consistent estimates. 
