Aiming at Articulated Road Roller (ARR) path planning near the construction area, a novel path planning method using Support Vector Machine (SVM) and Longest Accessible Path with Course Correction (LAP-CC) is proposed. First, the feasible path selected by Goal-Directed RRT (GDRRT) will be repeated 20 times to determine which category the obstacle belongs to, and then the error penalty factor and kernel parameter of SVM are selected by the grid search and cross-validation parameter optimization algorithm. Then, A set of different virtual obstacles are used on both sides of ARR to control the start and end points of the zero-potential decision boundary. Next, Longest Accessible Path (LAP) is presented to search critical turning points on the decision boundary. Finally, Course Correction (CC) corrects ARR course at these critical turning points. Simulation experiments show that the novel path planning method for ARR using SVM and LAP-CC has the advantages of simplicity, feasibility, low computational cost and good repeatability.
I. INTRODUCTION
Intelligent vehicle is achieving increasing attention in a variety of fields, including military, architecture and traffic. For these applications, it is crucial to plan the path intelligent vehicle can follow first. Articulated vehicles differ from carlike vehicles in that they have special steering mechanism and driving characteristics and are commonly used in nonstructural terrain operations. Therefore, it is necessary to further study the path planning method of the articulated vehicle.
A. MOTIVATION
The motivation for this paper comes from unmanned road construction. In reality, when the ARR is preparing for road construction, the trailer will transport and drop ARR near its construction area and where ARR is placed determines its start position and course. As shown in Fig.1 , the planned path starts at any position near the construction area and ends with The associate editor coordinating the review of this manuscript and approving it for publication was Emre Koyuncu . an extension of the first predetermined path. The proposed path planning algorithm meets the following requirements:
1) The status of the start and end points, including the ARR position and course. 2) Obstacle avoidance 3) ARR kinematics restrictions B. RELATED WORK In the past 50 years, path planning algorithms have been rapidly developed, including genetic algorithms, simulated annealing algorithms and ant colony optimization. These algorithms have superiority in certain path planning requirements, but they have high computational complexity and therefore cannot be applied to multi-obstacle environments. Graph search algorithms such as A * , D * and artificial potential fields have good performance in global path planning, but the paths generated by these algorithms cannot meet the needs of vehicle non-holonomic constraints.
Scholars at home and abroad put forward many traditional algorithms for vehicle path planning. Some researchers present vehicle motion planning with RRT-based theory [1] - [3] , while others come up with algorithms based on one or several curves, such as Bezier curve [4] , B-spline [5] , [6] and Dubins curve [7] , which all have good effects on their vehicle models, but all algorithms mentioned above cannot plan the path on the map that requires vehicle back-and-forth motion.
In recent years, a novel path planning algorithm using SVM is proposed [8] - [10] . Most of the existing methods directly use the SVM theory for local path planning, that is, they use various sensors to explore the surroundings and correct real-time local paths [11] - [13] . However, these methods are only applicable to non-forked global path planning. In the more complicated scenarios like the maze map, document [14] proposes to apply the multi-classification SVM to global path planning and achieve high precision, but parameters training using multi-classification model inevitably lead to real-time degradation. Therefore, document [15] combines fast marching algorithm and SVM to find a feasible path, which greatly reduces the real-time performance. However, the above two methods still cannot plan the path on the map that requires vehicle back-and-forth motion.
Automatic parking is another research orientation for path planning. In this case, vehicle back-and-forth motion must be taken into account. Representative algorithms include two segment method [16] , three segment method [17] , five segment method [18] , arc straight-line method [19] , clothoid curve method [20] or geometric method [21] , [22] , combined with B-spline [23] or Bezier curve [24] . However, these documents plan paths only through simple geometry rather than global optimization, so these methods are only suitable for obstacle-free scenes.
In this paper, we propose a novel path planning algorithm using SVM and LAP-CC. First, the feasible path selected by GDRRT will be repeated 20 times to determine which category the obstacle belongs to, and then we label actual obstacles with different categories on both sides of the path. Then, A set of different virtual obstacles are used on both sides of ARR to meet Part I A. Motivation a. needs, then twodimensional decision boundary and obstacle-free space are drawn by the actual obstacles and virtual obstacles marked. Finally, two or more critical turning points are selected by the LAP, and the CC theory is used for course correction of these points.
C. THE MAIN CONTRIBUTIONS
Compared to the above-related work, the present paper addresses four main contributions that are given as follows.
First, LAP-CC is proposed in this paper. LAP searches for two or more critical turning points and CC theory corrects course on these points.
Second, the two-dimensional decision boundary is globally optimized by controlling a set of different virtual obstacles on both sides of ARR.
The rest of this paper is organized as follows. Section II defines the non-holonomic constraint model of ARR. Section III introduces the existing algorithms and the proposed algorithms in detail. The experimental results are given in the section IV. Finally, discussion and conclusion of this study are summarized in the section V.
II. NON-HOLONOMIC CONSTRAINT VEHICLE MODEL
The concept of ''incomplete'' comes from modern analytical mechanics, which first appeared in the scholarly work 'Die Prinzipen der Mechanik'. A non-holonomic constraint is a constraint that contains the generalized coordinate derivative of the system and is non-integrable, and the expression of the constrained system subjects to :
where, s ∈ R n is system state variables, u ∈ R n is system control variables, t is time variable, C(s, ds/dt, t) is the vehicle constraint. The holonomic system can be expressed as dG(s, t)/dt = C(s, ds/dt, t), if G(s, t) exists, the corresponding constraint is holonomic constraint. On the contrary, we call it non-holonomic constraint. Non-holonomic constraint system includes all kinds of vehicles and mobile robots with limited motion. Therefore, researches on path planning under non-holonomic constraints have a wide range of applications and important application value. Unlike car-like vehicles, ARR special steering mechanism and driving characteristics results in more restricted curvature constraints, which means that ARR is unlikely to be able to directly search for a feasible path in one direction, therefore, vehicle back-and-forth motion must be taken into account in some complex scenes.
As shown in Fig. 2 , ARR model can be simplified as two vibrating rollers and an articulated frame. Take the forward motion as an example, we view midpoint of front axle P f as the reference point, and the velocity direction v f of that reference point is the forward direction. The coordinate change of the midpoint of the front axle can be expressed as:
where v f is speed of the midpoint of the front axle, x f and y f are horizontal and vertical coordinates of the midpoint of front axle separately, θ f is course angle of front axle, and gradient of course angle can be expressed as:
where l f is the distance from front axle to the hinge point, l r is the distance from rear axle to the hinge point and γ is the VOLUME 7, 2019 
where control variable u 0 is acceleration and control variable u 1 is the rate of the change of hinged steering angle. These constrain conditions should be satisfied:
III. PATH PLANNING USING SUPPORT VECTOR MACHINE AND LONGEST ACCESSIBLE PATH WITH COURSE CORRECTION
This section details the existing algorithms and the proposed algorithms, which are mainly divided into the following three sections. Section A gives an overviews of the existing algorithm GDRRT. Section B briefly introduces the principle of SVM and the method of obtaining SVM model parameters. Section C introduces the LAP and CC theory proposed in this paper.
A. GOAL-DIRECTED RRT (GDRRT)
Path planning problem is regarded as the search problem of bounded space C ∈ R n . Define bounded space C ⊆ R 2 , obstacle space C obs ⊂ C, C-free space C free = C\C obs , and target area X goal ∈ C free . The path planning problem is defined as: calculating a feasible continuous path τ : [0, 1] → C free , and meeting the requirements of τ (0) = q init and τ (1) = q goal .
GDRRT is a search algorithm of single query tree structure with random sampling. Define G =< V , E > as a directed graph with vertex set V and edge set E, the vertex set stores the position and the edge set E stores the relationship between two different vertexes. The algorithm takes the start point q init ∈ C free as the initial node and q rand ∈ C free randomly searches the target node with a certain probability, selects q near from vertex set V with the smallest Euclidean distance from the node q rand , and then intercepts a new one q new with a fixed search step size q along with direction from q near to q rand in C-free space. The above process is then repeated until the goal node q goal also becomes a leaf node or the search process exceeds the maximum number of iterations. If a feasible path can be searched, set the variable 'path' to TRUE and save the path, The algorithm is depicted as follows.
ZERO-POTENTIAL DECISION BOUNDARY AND OBSTACLE-FREE SPACE EXTRACTION BASED ON SVM THEORY
Since the state of start and end points including ARR position and course is given initially, in order to meet the actual needs, we add three positive virtual obstacles and three negative ones on both sides, and extract zero-potential decision boundary and obstacle-free space based on SVM theory.
1) INTRODUCTION TO SUPPORT VECTOR MACHINE
SVM is a binary model whose idea is to map vectors to a higher dimensional space and to create the classification hyper-plane to maximize two classes.
Define (p i , y i ) as sample data, where p i = (X i , Y i ) extracts the coordinates of the data from the known obstacles. Mark the point on one side of the obstacle with +1 and mark the point on the other side of the obstacle with −1. The equation f (p) = w T (p) + b = 0 can be converted to the convex optimization problem:
where w = (w 1 ; w 2 ; ...; w d ) is the normal vector, it determines the direction of the hyper-plane, b is the displacement, which indicates the distance between the hyper-plane and the origin, n is the number of support vectors, ξ i is the slack variable, c is the error penalty factor, φ(p) : 2 → H maps the data points from two-dimensional space to the highdimensional reproducing kernel Hilbert space. Then we use Lagrange multiplier method to get the dual problem from formula (7) .
where α i is the Lagrange multiplier, and the kernel function
is satisfied with the Mercer's theorem. This paper selects the RBF kernel as a kernel function and the expression is:
where γ is the kernel parameter of RBF function. Set the decision function to zero to get the hyper-plane f (p) calculation formulas:
2) GRID SEARCH AND CROSS-VALIDATION PARAMETER OPTIMIZATION ALGORITHM According to the basic theory of SVM, the error penalty factor c and the kernel parameter g play a crucial role. This paper use the grid search and cross-validation parameter algorithm within the minimum 2-norm of vector w and 100 % classification accuracy. First, the two parameters are divided into several meshes, then the search mesh is exhausted and the corresponding classification accuracy is calculated. Finally, the two parameters are selected with minimum 2-norm of vector w and 100% classification precision constraint. The parameter search process is as follows:
(1) Create grid coordinates. Let a = [−a 1 , a 2 ], b = [−b 1 , b 2 ] and set the step size step ab , and then mesh the model parameters: c = 2 a , g = 2 b . This paper takes a 1 = a 2 = b 1 = b 2 = 10 and step ab = 0.2 (2) Divide the sample data and get the test error. These data are divided into K subsets. For each set in the grid [c,g], K-fold cross-validation is used. After K iterations of the training data, the mean square error of the test results can be obtained under this set of parameters, K is usually set from 4 to 10, and in this paper, K is set to 10.
(3) Obtain the two parameters. We choose parameters by satisfying the minimum 2-norm of vector w and 100% classification accuracy to eliminate the impact of initial value selection. To show the results clearly, we map the logarithmic coordinates (lg2c, lg2g) instead of (c,g).
(4) Draw the two-dimensional zero-potential decision boundary and obstacle-free space. we can obtain the SVM model parameters through (1)-(3), and obtain the height of each point on the map. Points with a height of zero make up a zero-potential decision boundary, and use the minimum positive value and the maximum negative value in the real obstacle constitute obstacle-free space.
C. LONGEST ACCESSIBLE PATH WITH COURSE CORRECTION (LAP-CC) 1) LONGEST ACCESSIBLE PATH (LAP)
After obtaining the zero-potential decision boundary and obstacle-free space, two or more critical turning points needs to be searched and the strategy is shown in Fig.3 . First, we define the start point as a critical turning point, and then connect the start point to subsequent points on zero-potential decision boundary in turn. When the connection is within obstacle-free space, we call it an accessible path. As shown in Fig.3 , we select the longest accessible path and set another point on the longest path as the new critical turning point. Perform the operation above again until the end point is reached. 
2) COURSE CORRECTION (CC)
This is inevitably a curvature discontinuity at those critical turning points, so this paper proposes a method for course correction at the fixed position of the front wheel. We first calculate the absolute value of the difference | θ| between course angle θ real and target angle θ target and then compare the relationship between | θ| and the preset threshold θ th , if | θ| > θ th , use the maximum step times 'steptimes1' 
Algorithm 2 CourseCorrection(CC)
Input: θ real , θ target , θ maxerror , G Output:
Set the steptimes1 parameter to a positive integer obtained by experiment and set the flag parameter to 1
to adjust course. After correcting course once, compare the relationship between | θ| and θ th again, until | θ| <= θ th . If | θ| <= θ max error , the vertex set V and the edge set E are delivered directly to the directed graph G, otherwise we need to choose a appropriate steptimes2 to correct course. CC theory is shown in Algorithm 2.
IV. EXPERIMENTS A. THE EXPERIMENTAL SCENE AND PARAMETERS OF THE ROAD ROLLER
As shown in Fig.4 , eight different maps are designed to test the performance of the proposed algorithms. The experimental scenes are divided into three different categories: simple maps (map(a) and map(b)), moderate maps (map(c) and map(d)), and hard maps (maze map, parking lot and near the construction area). In simple maps, we do not need to plan the path for vehicle back-and-forth motion. In moderate maps, vehicle back-and-forth motion must be taken into account due to the desired curvature constraints. In hard maps, there may be more than one feasible path and the experimental scene is more complicated. In the above maps, the gray area represents obstacles, blue circles and red circles represent ARR start position and black circles and green circles represent ARR end position.
We experiment with the Dynapac CC6200 vibratory roller with the parameters shown in TABLE 1.
B. EXPERIMENTAL RESULTS

1) RESULTS OF THE PROPOSED ALGORITHM
Experimental results of the proposed algorithm is illustrated using Fig.4 'maze map1' . First, the feasible path selected by GDRRT is repeated 20 times to determine which category the obstacle belongs to, as shown in Fig.5 and Fig.6 . The planned path includes two different situations. As shown in Table 2 . GDRRT with a search distance of 5 meters is 5 times and 15 times in case(a) and case(b) respectively and GDRRT with a search distance of 10 meters is 14 times and 6 times. That means that both cases must be taken into account in the following experiments. In Fig.7 , we add three positive virtual obstacles and three negative ones near the start and the end point respectively, and mark positive and negative obstacles with +1 and −1. In Fig.8 and Fig.9 , we use the RBF kernel function to mesh the error penalty factor and the kernel parameter from −10 to 10 with an interval of 0.2 separately, and get the suitable parameters through 10-fold cross validation. Fig.10 shows the accuracy of cross validation under the error penalty factor and the kernel parameter. In Fig.11 , we select the minimum 2-norm of the vector w with 100% accuracy rate under the two parameters with the red circle mark. In this map, the error penalty factor, the kernel parameter and the minimum 2-norm of vector w are 18.3792, 0.0078125 and 6.8838 respectively. 3-dimensional and 2-dimensional meshes under the error penalty factor and the kernel parameter are shown in Fig.12 and Fig.13 . In Fig.14, all positive and negative heights are set to +1 and −1 respectively. In Fig.15 , Zero-potential decision boundary and obstacle-free space are displayed. Fig.16 -Fig.19 show LAP and LAP-CC in two different situations.
2) COMPARISON OF VIRTUAL OBSTACLES AT DIFFERENT POSITIONS NEAR CONSTRUCTION AREA
Virtual obstacles are used to control the start and end points of the zero-potential decision boundary. As shown in Fig.20 , we mark the +1 category with a red circle and the −1 category with a blue circle. Take 'the construction area' in Fig.4 as an example, the start and end positions only consider three different courses, including 45 • , 90 • , and 135 • . Fig.21 clearly shows simulation results for the above nine cases and Table 3 manifests the quantitative results for each case. Compared to other cases, start course 135 • and end course 90 • take less computational time, require fewer critical turning points and reduce course correction times. Fig.22-Fig.28 show the simulation results of other different maps and we can see the proposed algorithm has good adaptability to different scenarios. We use MATLAB R2014b under the win10 operating system. [Intel(R) Xeon(R) CPU E3-1230 V2 @ 3.30GHz 3.70GHz, 8G memory]. Experiments are carried out twenty times repeatedly and mean and variance of these data were estimated using T-test. As shown in TABLE 4, time error is no more than 0.3 seconds with 95% confidence interval.
3) THE PROPOSED ALGORITHM USING IN DIFFERENT MAPS
4) DISCUSSION OF RESULTS
This part discusses the results mentioned in the first three parts of this section. In the first part, we choose a maze map to visualize the implementation process of the proposed algorithm and the results show that it can deal with complex scene maps well. In the second part, we consider the impact of different positions of virtual obstacles, and the purpose is to optimize the hyper-plane globally. The quantitative experimental results show that the optimal course of the virtual obstacle is generally not the predicted ARR start and final course. That is to say, course adjustment at ARR start point and end point is likely to be a better path searching strategy. In the third part, path planning effects of eight different maps are shown and we analyze the quantitative data, which shows the proposed algorithm can be applied to a variety of different maps.
V. CONCLUSION
A novel ARR path planning method using SVM and LAP-CC is well suited to vehicle back-and-forth motion, and the proposed algorithm can handle a variety of complex scenes in time. Different from other existing documents, this paper focus on solving the problem that the traditional path planning method does not consider, that is, how to solve the problem that the vehicle cannot plan a feasible path through vehicle movement in one direction. Therefore, this paper can only compare the path planning effect in the scene where the vehicle does not need to move back and forth, and simulation experiments show that the proposed algorithm has the advantages of simplicity, feasibility, low computational cost and good repeatability in scenarios whether ARR needs to move back and forth.
Another example for this scenario is to plan the path for shovel cars, which also moves back and forth with obstacle avoidance while involving earthwork excavation.
In future research, we will use our ARR to follow the planned path and solve the real-time dynamic obstacle avoidance problem on the planned path. When ARR detects that a person or a vehicle is moving on the planned path, it can also stop in time and wait for the person or the vehicle to leave the path.
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