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PRODUCT DOMAINS, MULTI-CAUCHY TRANSFORMS,
AND THE ∂¯ EQUATION
L. CHEN & J. D. MCNEAL
Abstract. Solution operators for the equation ∂¯u = f are constructed on general product
domains in Cn. When the factors are one-dimensional, the operator is a simple integral
operator: it involves specific derivatives of f integrated against iterated Cauchy kernels.
For higher dimensional factors, the solution is constructed by solving sub-∂¯ equations with
modified data on the factors. Estimates of the operators in several norms are proved.
Introduction
In one complex variable, the Cauchy-Riemann equation can always be solved by explicit
integral formulas. In particular if D ⊂ C1 is a domain with piecewise smooth boundary bD
and f ∈ C(D), then
(0.1) v(z) = −
1
2πi
∫
D
f(ζ)
ζ − z
dζ¯ ∧ dζ
satisfies ∂v∂z¯ (z) = f(z) for z ∈ D
1. This is abbreviated ∂¯v = fdz¯ and called the ∂¯-equation
subsequently. The elementary theory of holomorphic functions in one variable can be based
on (0.1), see [20, Chapter 1], [32], [4, Chapter 3], rather than the usual basis of the Cauchy
integral formula. Deeper results also follow from the explicit form of (0.1), e.g., a proof of
the Corona theorem [13] and interpolation theorems [22].
In several variables, there is no analogous universal solution operator for ∂¯. An initial
difficulty is that the ∂¯-equations are over-determined in Cn, n > 1: solving ∂¯u = f , for
f a (0, 1)-form, requires restricting to forms satisfying ∂¯f = 0. A second difficulty is that
integral formulas solving ∂¯ only exist on special classes of domains Ω ⊂ Cn. When they exist,
the kernels of these integral operators depend on the geometry of bΩ and are complicated.
Domain dependence of the kernels means showing boundedness of the associated operators
on normed spaces (e.g. Lp and Λα) requires individual analysis.
The purpose of this paper is to establish comparatively simple formulas solving ∂¯ on
arbitrary product domains in Cn. We also show these operators are bounded on modifi-
cations of Lp and Ho¨lder spaces and standard L2 Sobolev spaces; when one of the factors
has dimension > 1, commutativity assumptions are needed to establish boundedness. The
formulas are based on (0.1) when the factors are one-dimensional. For higher dimensional
factors, Ω = D1 × · · · ×Dk with Dj ⊂ Cnj , the formulas for ∂¯u = f on Ω involve solutions
to sub-∂¯ equations on the Dj , for data involving components of f and its derivatives.
For products with one-dimensional factors, D = D1×· · ·×Dn with Dj ⊂ C, the solution
operator is inspired by our previous Proposition 2.2 in [7]. Let f =
∑n
j=1 fjdz¯j satisfy
∂¯f = 0 on D. If J = {j1, . . . , jl} ⊂ {1, . . . , n}, set
fJ =
∂l−1fj1
∂ζ¯j2 · · · ∂ζ¯jl
and fJ = f, but with the variables zj1 , . . . zjl fixed.
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1Regularity on f and bD can be relaxed.
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Let CJ denote the partial solid Cauchy transform, see (1.10). Define
(0.2) T (f) = −
∑
∅6=I⊂{1,...,n}
CI(f I
c
I ),
the sum taken over all non-empty subsets and Ic = {1, . . . , n} \ I. The central result is
Theorem 0.3. If f ∈ B (see Definition 2.1) then ∂¯ (Tf) = f weakly.
This is proved as Theorem 2.6 below. It is remarkable the simple (0.2) solves ∂¯ on D; its
simple derivation in Section 2 seems noteworthy as well. Known integral formulas solving
∂¯ on strongly pseudoconvex domains are much more intricate – see especially Section 2 in
[34], or the various formulas in [35, 16].
On the other hand, derivatives of the data form f occur in (0.2). When compared to
previously studied cases this appears restrictive. An initial aim of the paper is to show
that allowing derivatives leads to short, symmetric expressions like (0.2). A deeper aim
concerns estimates. Lp estimates on T are proved in Section 2 and Ho¨lder estimates, of a
non-standard kind, are proved in Section 5. One result is
Theorem 0.4. Let p ∈ [1,∞]. Suppose fI ∈ L
p(D) for all I 6= ∅ and ∂¯f = 0. Then
‖T (f)‖Lp(D) ≤ C
∑
I 6=∅
‖fI‖Lp(D).
The bounds obtained are natural. The proofs of Propositions 2.11, 3.10, 3.14, and 5.8
show how an accumulation of estimates on fI are needed to control Tf . Subsection 2.2
also shows that f ∈ Lp(0,1)(D) alone is not sufficient to conclude that Tf ∈ L
p(D), for
certain p. Applying Stokes’ theorem to (0.2) (multiple times) leads to a re-expression of T
without derivatives on f , but at the cost of many partial boundary integrals on the lower
dimensional facets of bD; see Remark 2.3 in [7].
An additional remark about derivatives in (0.2): note that only barred derivatives occur
in fI and only certain barred derivatives land on individual components of f . In particular,∑
I 6=∅ ‖fI‖Lp(D) is weaker than the full Sobolev norm ‖f‖Wn−1,p
(0,1)
(D).
Turning to higher dimensional factors, D = D1×· · ·×Dk with Dj ⊂ Cnj , the strategy is
to construct a solution operator T on D from given solution operators Tj on the factors Dj.
This requires that the factor decomposition of D be analytically respected. The first step is
to decompose ∂¯ = ∂¯1+· · ·+∂¯k, where ∂¯j is the Cauchy-Riemann operator on Dj, and extend
fJ to separately account for derivatives in the variables associated to Dj ; see Definition 3.4.
Next, interactions between the operators Tj and derivatives in the complementary factors
to Dj arise. Generically denote barred derivatives associated to D1, . . . ,Dj−1,Dj+1, . . . ,Dk
by ∂/∂z¯∗. The following hypothesis is used.
(C) For each j = 1, . . . , k, there is a linear bounded operator Tj : L
p
(0,1)(Dj) → L
p(Dj)
that solves the ∂¯j-equation on Dj and commutes with all ∂/∂z¯∗ .
The main Lp result for higher dimensional factors is
Theorem 0.5. Let D = D1× · · · ×Dk, with Dj ⊂ Cnj , and p ∈ [1,∞]. Assume (C) holds.
Then there is a linear operator T on
B
p := {f ∂¯-closed | fI ∈ L
p(D) for all I 6= 0}
satisfying ∂¯T (f) = f . Furthermore the estimate
‖T (f)‖Lp(D) ≤ C
∑
|I|6=0
‖fI‖Lp(D)
holds, for C > 0 independent of f .
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This is contained in Propositions 3.10 and 3.14. The proof of Theorem 0.5 involves
solving ∂¯j equations on the factors Dj , where the ∂¯j data comes from derivatives of f on
D1, . . . ,Dj−1,Dj+1, . . . ,Dk. In particular, the ∂¯j datum are not merely the restriction of
f to the individual factors Dj . See Remark 3.20. The same basic method yields existence
and regularity results on L2 Sobolev spaces and non-standard Ho¨lder spaces, as shown in
Sections 4-5.
Hypothesis (C) is not very restrictive. For instance if the operators Tj on Dj are integral
solution operators, (C) holds; see Lemma 3.24. Thus assuming (C) was unnecessary when
the factors are one-dimensional. More generally, when each Dj is strongly pseudoconvex it
is unnecessary to assume (C): the Lp bounded solutions in [23, 28, 33] are integral operators
on Dj . Hypothesis (C) also holds when natural projection operators on the factors Dj exist.
Let Ap(D1) = L
p(D1) ∩ O (D1), O(D1) denoting holomorphic functions on D1.
Proposition 0.6. Let D = D1×· · ·×Dk, p ∈ (1,∞), and suppose T : L
p
(0,1)
(D1)→ L
p(D1)
solves the ∂¯1-equation on D1. Assume there exists P : L
p(D1) → A
p(D1) which preserves
Ap(D1).
Then S = T − P ◦ T satisfies
[
∂/∂z¯∗, S
]
= 0, where ∂/∂z¯∗ denotes an arbitrary barred
derivative in the variables on D2 × · · · ×Dk.
See Lemma 4.5 for a more precise statement. Notice that S : Lp(0,1)(D1) → L
p(D1) and
∂¯1 (Sf) = f , so hypothesis (C) is satisfied if suitable projection operators P exist on each
factor Dj. The Bergman projection B on Dj is a natural candidate for such P . However,
preservation of Ap(Ω) for p 6= 2 is not automatic; see [5] for examples of pseudoconvex Ω
where BΩ does not preserve A
p(Ω).
In Section 6 orthogonality properties of the ∂¯ solution operators constructed in the paper
are briefly discussed.
Integral solution operators for ∂¯ have been constructed on various classes of domains,
starting with the breakthrough work of [17] and [15] on strongly pseudoconvex domains,
and shown to be bounded on various classical normed spaces. There are many significant
results in this direction, too numerous to adequately summarize here. The foundational
papers [15, 17, 23, 28, 33, 34], the books [35, 16], and the paper [27] present the principal
theorems. The bibliographies in [16, 29, 35] give references to more specialized results. The
papers [11] and [31] are highlights of results obtained after the mid-80s.
Theorem 0.4 contains the case p = ∞ and holds in C2. This case received special
attention previously. An integral formula solving ∂¯ on the bidisc D2 was stated in [18].
Estimates in L∞ on this operator are shown in [12], when the data is sufficiently smooth,
i.e. f ∈ C1
(
D2
)
. Specializing a complicated integral formula on polyhedra to D2, L∞
estimates on a solution to ∂¯u = f were stated in [19], again if f is sufficiently smooth on
D2. Some details of these estimates appear in [19], others in [21]. In [7], the operator (0.2)
is introduced on general product domains in C2 and the following shown: for less regular
f than assumed above – namely if only ∂f1∂z¯2 ∈ L
∞ (D2) where f = f1dz¯1 + f2dz¯2 – the L∞
estimates in [12] hold.
Nevertheless, the results in [19, 12, 7] and Theorem 0.4 above leave open a question
posed in [23]: if f ∈ L∞(0,1)
(
D2
)
is weakly ∂¯-closed, is there a u ∈ L∞
(
D2
)
solving ∂¯u = f?
The issue is passage from a priori L∞ estimates to genuine estimates. Within the Lp scale
this issue is special to L∞: a general g ∈ L∞ cannot be approximated in L∞ norm by
convolution with smooth bump functions while g ∈ Lp for p <∞ can be Lp-approximated
by such convolutions.
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In a different direction, L2 estimates for ∂¯ on product domains are proved in [6], without
first establishing integral solution operators. These estimates hold on D2 without additional
assumptions on f beyond f ∈ L2(0,1)
(
D2
)
.2
1. The basic formula; smooth data
1.1. One-dimensional Cauchy transforms. One variable Cauchy transforms underlie
our initial constructions. To focus on the new several variable phenomena, needed results
about these transforms are deferred to an Appendix, Section 7.
Let D0 ⊂ C be a bounded domain with piecewise C1 boundary bD0. If g ∈ C(bD0), the
Cauchy transform of g is defined
(1.1) C (g)(z) =
1
2πi
∫
bD0
g(ζ) dζ
ζ − z
.
Differentiation under the integral shows C g ∈ O(D0). If h ∈ C(D0), the solid Cauchy
transform of h is defined
(1.2) C(h)(z) =
1
2πi
∫
D0
h(ζ) dζ¯ ∧ dζ
ζ − z
h ∈ C(D0).
Smoothness of C(h) is less obvious than C (g), since the singularity at ζ = z occurs inside
the region of integration; however see Lemma 7.5.
1.2. Products with one-dimensional factors. Let D = D1 × · · · × Dn be a bounded
product domain in Cn, where Dj ⊂ C with piecewise C1 boundary for j = 1, . . . , n. Extend
(1.1) to D as the multi-Cauchy transform
Cn : C(bD1 × · · · × bDn)→ O(D),
by defining
(1.3) Cn(g)(z) =
1
(2πi)n
∫
bD1×···×bDn
g(ζ1, . . . , ζn) dζ1 ∧ · · · ∧ dζn
(ζ1 − z1) · · · (ζn − zn)
for g ∈ C(bD1 × · · · × bDn).
Consider the ∂¯ equation on D, ∂¯u = f , where f is a (0, 1)-form with ∂¯f = 0. Write
f = f1dz¯1 + · · ·+ fndz¯n, where each component fj = fj(z1, . . . , zn) is a function at least in
C1(D). Assume, for the remainder of this section, that there is a solution u ∈ Cn(D) and
that f ∈ Cn−1(0,1)(D).
Since u ∈ C(D), the integral giving Cnu is well-defined; differentiating under the integral
shows Cn(u) ∈ O(D). Fubini’s theorem implies Cnu can be expressed iteratively
(1.4) Cn(u)(z) = Cn−1
(
C (u(·, zn))
)
(z′),
where z′ = (z1, . . . , zn−1), the inner C operator acts on the zn variable according to (1.1),
and the outer Cn−1 operator acts on the · variables according to (1.3). Other expressions for
Cnu also hold – taking any of the variables zk in place of zn – since the order of integration
in Cnu is irrelevant.
Apply Lemma 7.6 to the inner operator C in (1.4), i.e. on the variable zn ∈ Dn. This
yields the recursive formula
(1.5) Cn(u)(z) = Cn−1
(
C(uζ¯n)(·, zn)
)
(z′) + Cn−1
(
u(·, zn)
)
(z′),
where z′ = (z1, . . . , zn−1). Other orders of this iterative expression are valid; any equivalent
expression will be referred to as (1.5).
2After this paper was written, the authors received [10], where integral formulas on product domains
with one-dimensional factors are also obtained.
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1.2.1. Notation for derivatives and evaluation. To exploit (1.5), notation involving subsets
of {1, 2, . . . , n} is introduced. If I ⊂ {1, 2, . . . , n} with 0 ≤ |I| = l ≤ n, I can be expressed
uniquely as I = {i1, . . . , il} with i1 < · · · < il. In all definitions below, the presentation of
I is irrelevant. When “I ⊂ {1, 2, . . . , n}” appears as a summation index, the sum is taken
only once for each I, e.g. for I expressed in increasing form.
Subscripts will denote partial derivatives and superscripts will denote partial evaluation.
This will be done differently for functions and (0, 1)-forms, to expose the basic new relations
on the solution operator.
If u ∈ Cn(D) and ∅ 6= I ⊂ {1, 2, . . . , n}, define
(1.6) uI =
∂lu
∂ζ¯i1 · · · ∂ζ¯il
and
(1.7) uI = u(· · · , zi1 , · · · , zi2 , · · · , zil , · · · ) i.e., evaluation in the slots zi1 , . . . , zil ,
with the remaining variables free. If I = ∅, simply let u∅ = u∅ = u.
The notation for (0, 1)-forms is similar, but shifted. Let f =
∑
j fj dz¯j ∈ C
n−1
(0,1)(D) and
consider first a singleton I ⊂ {1, 2, . . . , n}. Define
fI = fj, when I = {j} ⊂ {1, 2, . . . , n}.
If I = {i1, . . . , il} and l > 1, let
(1.8) fI =
∂l−1fi1
∂ζ¯i2 · · · ∂ζ¯il
.
No meaning is assigned to f∅ when f is a (0, 1)-form. In all cases, for a (0, 1)-form f , fI
involves barred derivatives of order l−1, while uI involves barred derivatives of order l when
u is a function. Note the association f −→ fI is a mapping from (0, 1)-forms to functions.
Now suppose that ∂¯u = f . When I = {j}, it follows immediately that fI = fj =
∂u
∂z¯j
= uI . Furthermore, since ∂¯f = 0, it follows that fI depends only on the elements of I ⊂
{1, 2, . . . , n} and not on its presentation, e.g. which element is designated i1. Differentiating
(1.6) and (1.8) thus gives
(1.9) fI = uI when ∂¯u = f,
for all ∅ 6= I ⊂ {1, 2, . . . , n}.
1.2.2. A representation result. For any ∅ 6= I ⊂ {1, . . . , n}, define the (partial) solid multi-
Cauchy transform of u ∈ C(D) as
(1.10) CI(u) =
1
(2πi)l
∫
Di1×···×Dil
u dζ¯i1 ∧ dζi1 ∧ · · · ∧ dζ¯il ∧ dζil
(ζi1 − zi1) · · · (ζil − zil)
.
If I = ∅, let C∅(u) = u.
The subscript/superscript notation yields a succinct extension of Lemma 7.6 to product
domains.
Lemma 1.11. Let D = D1 × · · · × Dn be a bounded product domain in Cn, with each
Dj ⊂ C having piecewise C1 boundary. If u ∈ Cn
(
D
)
, then
(1.12) Cn(u) =
∑
I⊂{1,2,...,n}
CI
(
uI
c
I
)
,
where Ic is the complement of I in {1, 2, . . . , n}.
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Proof. Induct on n. When n = 1, Lemma 7.6 gives the conclusion. Assume the conclusion
holds for n = 1, . . . , k − 1 (k ≥ 2).
For n = k, the formula (1.5) implies
Ck(u) = Ck−1(C{k}u{k}) + Ck−1(u{k}).
Using the inductive assumption, this yields
Ck(u) =
∑
I⊂{1,...,k−1}
CI
(
(C{k}u{k})I
c
I
)
+
∑
I⊂{1,...,k−1}
CI
(
(u{k})I
c
I
)
=
∑
I⊂{1,...,k−1}
CI∪{k}
(
uI
c
I∪{k}
)
+
∑
I⊂{1,...,k−1}
CI
(
u
Ic∪{k}
I
)
=
∑
k∈I⊂{1,...,k}
CI
(
uI
c
I
)
+
∑
k/∈I⊂{1,...,k}
CI
(
uI
c
I
)
=
∑
I⊂{1,...,k}
CI(uI
c
I ).
Thus the conclusion holds for n = k as well. 
Remark 1.13. Lemma 1.11 has seemingly not been noted before. Once noticed, the result
may also be derived by multiple applications of Stokes theorem, starting with the terms
on the right-hand side of (1.12). However these computations are quite cumbersome even
when n is small, in contrast to the almost trivial proof given above.
1.2.3. New solution from old. The interplay evaluation-differentiation-transform expressed
by Lemma 1.11 provides a simple and powerful method for constructing solutions to ∂¯
on product domains. Recall that C∅(u∅
c
∅ ) = u(z). The formula (1.12) can therefore be
rewritten as
(1.14) u− Cn(u) = −
∑
∅6=I⊂{1,...,n}
CI
(
uI
c
I
)
.
Similar to Corollary 7.7, (1.14) gives a solution operator to the ∂¯-equation on D.
Proposition 1.15. Let D = D1 × · · · × Dn be a bounded product domain in Cn, where
Dj ⊂ C are domains with piecewise C1 boundaries.
Suppose u ∈ Cn(D) solves the equation ∂¯u = f , where f ∈ Cn−1(0,1)(D) is ∂¯-closed. Then
(1.16) v(z) =: −
∑
∅6=I⊂{1,...,n}
CI
(
f I
c
I
)
also satisfies ∂¯v = f .
Proof. Since ∂¯u = f , (1.14) becomes
u− Cn(u) = −
∑
∅6=I⊂{1,...,n}
CI
(
uI
c
I
)
= −
∑
∅6=I⊂{1,...,n}
CI
(
f I
c
I
)
,(1.17)
by (1.9).
Take ∂¯ of both sides of (1.17): the result on the left-hand side is f , since ∂¯u = f and
Cn(u) is holomorphic. 
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Proposition 1.15 provides an explicit solution to ∂¯v = f , but only under the restrictive
assumptions that (i) f ∈ Cn−1(0,1)(D) and (ii) a solution u ∈ C
n(D) to ∂¯u = f is already known
to exist. These auxiliary assumptions are unnatural and limit application of Proposition
1.15. Removing these restrictions is turned to next.
2. Lp data
Let D = D1× · · · ×Dn be a bounded product domain in Cn, with Dj ⊂ C domains with
piecewise C1 boundaries. Consider the ∂¯-equation on D with Lp data: ∂¯u = f where f is
a ∂¯-closed (0, 1)-form with Lp-coefficients, 1 ≤ p ≤ ∞, differentiations taken in the weak
sense. Our goal is to establish existence and Lp regularity of a solution to ∂¯ under conditions
naturally arising from the structure of the Lp spaces. Existence of the solution operator
is derived first, to highlight the new boundedness assumptions. Estimates in Lp(D) follow
from standard arguments presented in subsection 2.3.
2.1. Existence. A non-isotropic Lp-Sobolev norm occurs in the existence result. Notation
from §1 is used and all derivatives are taken distributionally.
Definition 2.1. On the space of (0, 1)-forms on D, let
B = {f |∂¯f = 0(weakly) and fI ∈ L
1(D), for I ⊂ {1, 2, . . . , n}, I 6= ∅}
be the Banach space with norm
‖f‖B =
∑
I 6=∅
‖fI‖L1(D) .
The solution operator will be given on B.
Definition 2.2. For f ∈ B, define
(2.3) T (f) = −
∑
∅6=I⊂{1,...,n}
CI(f I
c
I ).
The integral operators on the right of (2.3) are not immediately well-defined. For one rea-
son, “evaluation” – implied by the superscript Ic – needs to be interpreted for Lp functions.
Also, CI has so far only been defined for continuous functions.
Both issues are readily handled, yielding the following:
Proposition 2.4. The operator T : B → L1(D) is norm bounded.
Proof. If f ∈ B, then fI ∈ L
1(D) for all I ⊂ {1, . . . , n}. For fixed I, suppose I = {i1, . . . , im}
with i1 < · · · < im. Fubini’s theorem implies
(2.5)
∫
Di1×···×Dim
|fI(ζ)| dζ¯i1 ∧ dζi1 ∧ · · · ∧ dζ¯im ∧ dζim ∈ L
1 (Dc) ,
where Dc is the complementary product space Dj1 × · · · × Djn−m with {i1, . . . , im} ∪
{j1, . . . jn−m} = {1, 2, . . . , n}. Fubini’ theorem also implies that fI(·, . . . , zj1 , . . . , zjn−m , . . . , ·) ∈
L1 (Di1 × · · · ×Dim) for a.e. (zj1 , . . . , zjn−m) ∈ Dj1 × · · · ×Djn−m . Define f
Ic
I to be this L
1
function.
Consider (2.3): the operators CI are partial solid Cauchy transforms over various sub-
product domains obtained by intersecting D with coordinate hyperplanes. These integrals
can be evaluated as iterated one-variable integrals, again by Fubini. Repeatedly applying
Lemma 7.8 – for different g = f I
c
I , as I varies over subsets of {1, . . . , n} and j ranges
between 1 and n – gives the claimed result. 
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The operator T is thus defined on B and bounded into L1(D). A separate argument is
needed to show (2.3) solves ∂¯:
Theorem 2.6. Let D = D1 × · · · ×Dn be a bounded product domain in Cn, where Dj ⊂ C
are domains with piecewise C1 boundaries.
For f ∈ B, the operator T in (2.3) is a weak solution operator for the ∂¯-equation:(
∂¯(Tf), ϕ
)
= (f, ϕ) ∀ϕ ∈ C∞0 (D), if f ∈ B.
Proof. It suffices to assume each Dj as C
1 bounded, since Dj as in the hypothesis can be
exhausted by such domains. For j = 1, 2, . . . , n, let ρj be a defining function of Dj . For
δ > 0, let
Dδj = {z ∈ C | ρj(z) < −δ}
and Dδ = Dδ1 × · · · × D
δ
n. Let B
δ be the Banach space defined in Definition 2.1 with D
replaced by Dδ. Let T δ be the operator defined in 2.3 with B and D replaced by Bδ and
Dδ respectively.
Temporarily fix δ > 0. For f ∈ B, convolution with an approximate identity (see e.g. [9,
Chap. 5.3, Theorem 1]) gives a sequence {f ε} ⊂ C∞(0,1)(D
δ/2) ⊂ C∞(0,1)(Dδ) satisfying
∂¯f ε = 0,
f ε → f and f εI → fI in L
1
(
Dδ
)
as ε→ 0+,
for all I ⊂ {1, 2, . . . , n}, I 6= ∅. Note the derivatives implicit in the notation fI are all
constant-coefficient differential operators, so the claimed approximation is indeed the stan-
dard mollifier argument.
Thus f ε → f in Bδ as ε → 0+ and {f ε} are all ∂¯-closed on Dδ/2. Since Dδ/2 is pseudo-
convex, Hormander’s theorem [20] implies the existence of uε ∈ L2
(
Dδ/2
)
solving ∂¯uε = f ε
for all ε sufficiently small. Since f ε ∈ C∞(0,1)(D
δ/2), interior regularity of ∂¯ on functions
implies that uε ∈ C∞(Dδ/2) ⊂ C∞(Dδ). Consequently the hypotheses of Proposition 1.15
hold, so vδ,ε = T δ(f ε) solves ∂¯vδ,ε = f ε on Dδ.
Now let ε→ 0+. The fact that f ε → f in Bδ and Proposition 2.4 (applied to T δ) implies
u = T δ(f) weakly solves ∂¯u = f on Dδ. But Proposition 2.4 also implies
lim
δ→0+
T δ(f) = T (f)
for each f ∈ B. Letting δ → 0+ shows ∂¯ (T (f)) = f weakly, as claimed. 
Remark 2.7. Interior regularity for ∂¯ on functions is used in the proof of Theorem 2.6. This
fails for higher level forms; an extension of Theorem 2.6 to data in Lp0,q, q > 1, must deal
with this fact. See, e.g., [30] for an approach that circumvents this difficulty in another
context.
2.2. f ∈ Lp(0,1)(D) 6⇒ existence of Tf . The following example motivates why T is re-
stricted to B in Proposition 2.4. The example in particular shows requiring f ∈ Lp
(0,1)
(D)
alone does not guarantee existence of Tf .
Example 2.8. Let Dn denote the unit polydisc. Given I ⊂ {1, 2, . . . , n} and I 6= ∅. Assume
I = {i1, . . . , il} and let
zI = zi1 · · · zil .
We construct a ∂¯-closed (0, 1) form f , such that fI /∈ L
1(Dn) and fJ ∈ L1(Dn) for all
J ⊂ {1, 2, . . . , n}, J 6= ∅, and J 6= I, but T (f) does not exist. Moreover, when |I| = l > 1,
such f is actually in Lp(0,1)(D
n) for 1 ≤ p < l.
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For k = 1, 2, . . . , on Dn let
uk(z) :=
1
k
|zI |
2k
and
fk = ∂¯uk = zi1 |zi1 |
2k−2|zi2 · · · zil |
2k dz¯i1 + · · ·+ zil |zil |
2k−2|zi1 · · · zil−1 |
2k dz¯il .
By (1.17),
(2.9) T (fk)(z) = uk(z) − Cn(u
k)(z) = uk(z) −
1
k
=
1
k
|zI |
2k −
1
k
.
Now define f =
∑
k f
k. Equation (2.9) shows T (f) does not exist, since the harmonic series
diverges.
On the other hand, direct computation shows
fI =
∞∑
k=1
∂luk
∂z¯i1 · · · ∂z¯il
= zI
∞∑
k=1
kl−1|zI |2k−2.
Note that for j = 1, 2, . . . , n∫
D
|zj |
2k−1 dA(zj) = 2π
∫ 1
0
r2k dr =
2π
2k + 1
≈
1
k
as k →∞
and ∫
D
dA(zj) = π ≈ 1 as k →∞.
Therefore
‖fI‖L1(Dn) =
∫
Dn
∣∣∣∣∣zI
∞∑
k=1
kl−1|zI |2k−2
∣∣∣∣∣ dV (z)
=
∫
Dn
∞∑
k=1
kl−1|zI |2k−1 dV (z)
≈
∞∑
k=1
kl−1
(
1
k
)l
=
∞∑
k=1
1
k
=∞.
For any J ⊂ {1, 2, . . . , n}, J 6= ∅, and J 6= I, direct computation shows
fJ =
{
0 if J 6⊂ I
zJ
∑∞
k=1 k
|J |−1|zJ |2k−2|zI\J |2k if J ⊂ I
.
So for J 6⊂ I, ‖fJ‖L1(Dn) = 0. For J ⊂ I and J 6= ∅, |I| − |J | ≥ 1 and
‖fJ‖L1(Dn) =
∫
Dn
∣∣∣∣∣zJ
∞∑
k=1
k|J |−1|zJ |2k−2|zI\J |2k
∣∣∣∣∣ dV (z)
=
∫
Dn
∞∑
k=1
k|J |−1|zJ |2k−1|zI\J |2k dV (z)
≈
∞∑
k=1
k|J |−1
(
1
k
)|J |(1
k
)|I|−|J |
≤
∞∑
k=1
O
( 1
k2
)
<∞.
Thus assuming ‖fJ‖L1 <∞ for all J 6= I does not guarantee the existence of T (f).
Moreover, when |I| = l > 1, f ∈ Lp(0,1)(D
n) for 1 ≤ p < l. To see this, note
fk = fki1 dz¯i1 + · · · + f
k
il
dz¯il ,
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where fkij = zij |zij |
2k−2|zI/zij |2k for j = 1, . . . , l. It suffices to show
∑
k f
k
ij
∈ Lp(Dn) for
each j. By Minkowski’s inequality,∥∥∥∥∥
∞∑
k=1
fkij
∥∥∥∥∥
Lp(Dn)
≤
∞∑
k=1
∥∥∥fkij
∥∥∥
Lp(Dn)
=
∞∑
k=1
(∫
Dn
∣∣∣zij |zij |2k−2|zI/zij |2k∣∣∣p dV (z)
)1/p
≤ Cp
∞∑
k=1
(
1
kl
)1/p
<∞,
provided 1 ≤ p < l.
In particular, if I = {1, 2, . . . , n}, then f ∈ Lp(0,1)(D
n) for 1 ≤ p < n and T (f) does not
exist. This contrasts sharply with results on the Henkin-Cauchy-Fantappie´ operator known
on strongly pseudoconvex domains.
2.3. Regularity with Lp data. The solid Cauchy transform regularizes in Lp: see Lemma
7.9, note r ≤ p there and Lp(D) ⊂ Lr(D) since D is bounded. As a result, less than Lp
control on the various fI will force an L
p estimate on T (f). Some preparation is needed to
state the result.
First extend the superscript notation from (1.10) to iterated absolute Cauchy transforms.
For I = {i1 . . . , il} ⊂ {1, . . . , n}, define
(2.10) |C|I (u) =
1
(2πi)l
∫
Di1×···×Dil
|u| dζ¯i1 ∧ dζi1 ∧ · · · ∧ dζ¯il ∧ dζil
|ζi1 − zi1 | · · · |ζil − zil |
.
Second, for fixed I = {i1 . . . , il} ⊂ {1, 2, . . . , n}, suppose I
c = {j1 . . . , jn−l}. The variables
zim and zjk are intermixed in any order. As a notational simplification, when h is a function
defined on D, write h(z′, z′′) to denote the function h(z1, . . . zn) where z′ are the variables
zi1 , . . . , zil and z
′′ are the variables zj1 , . . . zjn−l intermixed in the order prescribed by in-
creasing order on I and Ic. Next recall Minkowski’s integral inequality: if (A,µ), (B, ν) are
measure spaces and F is a measurable function on A×B, then(∫
A
(∫
B
|F (a, b)| dν(b)
)t
dµ(a)
)1/t
≤
∫
B
(∫
A
|F (a, b)|t dµ(a)
)1/t
dν(b) when t ∈ [1,∞).
See, e.g., [36, Appendix A.1]. Finally, as notational shorthand let dV (ak) = da¯k ∧ dak for
various symbols ak.
Theorem 2.11. Let D = D1×· · ·×Dn be a bounded product domain in Cn, where Dk ⊂ C
are domains with piecewise C1 boundaries. For a given p ∈ [1,∞], choose r > max{2p/(p+
2), 1}. Let f be a ∂¯-closed (0, 1)-form on D.
For each nonempty I = {i1 . . . , il} ⊂ {1, 2, . . . , n}, let I
c = {j1, . . . , jn−l}, D′ = Di1 ×
· · · ×Dil, and D
′′ = Dj1 × · · · ×Djn−l. Assume
(H)
(∫
D′
∣∣fI (z′, z′′)∣∣r dV (zi1) ∧ · · · ∧ dV (zil)
)1/r
∈ Lp
(
D′′
)
.
Then ∂¯(Tf) = f and
(2.12) ‖Tf‖pLp(D) ≤ C
∑
∅6=I⊂{1,...,n}
∫
D′′
(∫
D′
∣∣fI (z′, z′′)∣∣r dV (z′)
)p/r
dV (z′)
where dV (z′) = dV (zi1) ∧ · · · ∧ dV (zil) and dV (z
′′) = dV (zj1) ∧ · · · ∧ dV
(
zjn−l
)
.
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Remark 2.13. (a) When D′′ = ∅, i.e. for the term in the sum corresponding to the full set
J = {1, . . . , n}, the meaning of the double integral on the right-hand side of (2.12) is simply
‖fJ‖Lr(D) and the assumption (H) means ‖fJ‖Lr(D) <∞.
(b) Consider the case p =∞. Then r is any number > 2, hypothesis (H) changes to
sup
z′′∈D′′
∫
D′
∣∣fI (z′, z′′)∣∣r dV (z′) <∞,
and conclusion (2.12) becomes
‖Tf‖L∞(D) ≤ C
∑
∅6=I⊂{1,...,n}
sup
z′′∈D′′
(∫
D′
∣∣fI (z′, z′′)∣∣r dV (z′)
)1/r
dV (z′).
Proof of Theorem 2.11. Since D is bounded, the hypothesis implies fI ∈ L
1(D) and thus
f ∈ B. Therefore ∂¯(Tf) = f holds weakly by Theorem 2.6.
The Lp(D) bound on Tf follows because the Lp norm can be evaluated iteratively. First
note
‖T (f)‖Lp(D) =
∥∥∥∥∥∥
∑
∅6=I⊂{1,...,n}
CI(f I
c
I )
∥∥∥∥∥∥
Lp(D)
≤
∑
∅6=I⊂{1,...,n}
∥∥CI(f IcI )∥∥Lp(D)(2.14)
by the ordinary Minkowski inequality.
Lemma 7.9 and Minkowski’s integral inequality can be used to show each term in the
sum (2.14) is bounded by the right hand side of (2.12). This estimation is straightforward,
but tedious to notate in arbitrary dimension. Details are given for n = 2, which contains
all steps needed for the general case.
When n = 2, D = D1 ×D2 and there are three terms in the sum (2.14) –
(2.15) C{1}
(
f
{2}
{1}
)
+C{2}
(
f
{1}
{2}
)
+C{1,2}
(
f{1,2}
)
.
If f = f1dz¯1 + f2dz¯2, recall that f
{2}
{1} = f
{2}
1 and f
{1}
{2} = f
{1}
2 , while f{1,2} =
∂f1
∂z¯2
(= ∂f2∂z¯1 ,
since ∂¯f = 0). Hypothesis (H) becomes three conditions:
(i)
(∫
D1
|f1(ζ1, z2)|
r dV (ζ1)
)1/r
∈ Lp (D2) ,
(ii)
(∫
D2
|f2(z1, ζ2)|
r dV (ζ2)
)1/r
∈ Lp (D1) ,
(iii)
∫
D
∣∣∣∂f1∂z¯2
∣∣∣r dV (ζ1) ∧ dV (ζ2) <∞.
Consider the first term in (2.15),
C{1}
(
f
{2}
1
)
(z1, z2) =
1
2πi
∫
D1
f1(ζ1, z2) dV (ζ1)
ζ1 − z1
.
Lemma 7.9 implies∥∥∥C{1} (f{2}1 )∥∥∥p
Lp(D1)
≤ C
(∫
D1
|f1(z1, z2)|
r dV (z1)
)p/r
.
Integrating both sides in z2 over D2 yields∥∥∥C{1} (f{2}1 )∥∥∥p
Lp(D1×D2)
≤ C
∫
D2
(∫
D1
|f1(z1, z2)|
r dV (z1)
)p/r
dV (z2),
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which is finite by (i). The same argument shows∥∥∥C{2} (f{1}2 )∥∥∥p
Lp(D1×D2)
≤ C
∫
D1
(∫
D2
|f2(z1, z2)|
r dV (z2)
)p/r
dV (z1),
which is finite by (ii). Thus the Lp norm of the first two terms in (2.15) are bounded by
the right-hand side of (2.12).
The last term in in (2.15) involves the double Cauchy transform and is handled slightly
differently. Lemma 7.9 implies∫
D1
∣∣∣C{1,2} (f{1,2}) (s1, z2)∣∣∣p dV (s1) =
∫
D1
∣∣∣C{1} (C{2} (f{1,2})) (s1, z2)∣∣∣p dV (s1)
≤ C
(∫
D1
∣∣∣C{2} (f{1,2}) (z1, z2)∣∣∣r dV (z1)
)p/r
.
Integrating both sides in z2 over D2 yields∥∥∥C{1,2} (f{1,2})∥∥∥p
Lp(D)
≤ C
∫
D2
(∫
D1
∣∣∣C{2} (f{1,2}) (s1, z2)∣∣∣r dV (s1)
)p/r
dV (z2).
Note pr ≥ 1. Raise both sides to the power
r
p and see
∥∥∥C{1,2} (f{1,2})∥∥∥r
Lp(D1×D2)
.
(∫
D2
(∫
D1
∣∣∣C{2} (f{1,2}) (s1, z2)∣∣∣r dV (s1)
)p/r
dV (z2)
)r/p
.
∫
D1
(∫
D2
∣∣∣C{2} (f{1,2}) (s1, z2)∣∣∣p dV (z2)
)r/p
dV (s1)
by Minkowski’s integral inequality. Lemma 7.9 says the last expression is
.
∫
D1
(∫
D2
∣∣f{1,2}(s1, s2)∣∣r dV (s2)
)
dV (s1)
=
∥∥f{1,2}∥∥rLr(D1×D2) .
Thus
∥∥C{1,2}f{1,2}∥∥Lp(D) is bounded by the right-hand side of (2.12) as well.

Remark 2.16. Since r ≤ p, Theorem 2.11 shows a “gain” in integrability, passing from f to
Tf . Moreover r << p as p→∞, which suggests applications.
But Theorem 2.11 differs from previous gain results on ∂¯ in two respects: (i) derivatives fI
appear, and (ii) the gain does not stem from the ∂¯-Neumann operator satisfying a subelliptic
estimate. See [25] for Lp gains due to an L2 subelliptic estimate.
Removing the exponent r from Theorem 2.11 yields a simpler version of the basic Lp
estimate. The estimate illustrates how derivatives fI , |I| > 1 naturally bound Tf .
Corollary 2.17. Let p ∈ [1,∞]. Suppose fI ∈ L
p(D) for all I 6= ∅ and ∂¯f = 0. Then
∂¯(Tf) = f and T satisfies
‖T (f)‖Lp(D) ≤ C
∑
I 6=∅
‖fI‖Lp(D).
Proof. For any 1 ≤ p ≤ ∞, it holds that p > 2p/(p + 2). Choosing r = p in Theorem 2.11
yields the stated conclusion.

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3. Higher dimensional factors: Lp estimates
In this section, the operator in Definition 2.2 is extended to a solution operator for ∂¯ on
product domains with higher dimensional factors.
3.1. Alternate expression in two dimensions. The key observation is seen by rewriting
T on D = D1 ×D2 with one-dimensional factors.
If f = f1dz¯1 + f2dz¯2 ∈ B, Theorem 2.6 says
T (f) = −C{1}
(
f
{2}
{1}
)
−C{2}
(
f
{1}
{2}
)
−C{1,2}
(
f{1,2}
)
= −C{1}
(
f
{2}
1
)
−C{2}
(
f
{1}
2
)
−C{1,2}
(
∂f1
∂z¯2
)
,(3.1)
solves ∂¯(Tf) = f . The second equality unravels the subscripts. Recall the superscripts in
f
{2}
1 , f
{1}
2 indicate evaluation, e.g., if f1 ∈ C(D)
C{1}
(
f
{2}
1
)
(z1, z2) =
1
2πi
∫
D1
f1(ζ1, z2) dζ¯1 ∧ dζ1
ζ1 − z1
.
Let ∂¯j be the ∂¯-operator in the variable zj: ∂¯ju =
∂u
∂z¯j
dz¯j for u = u(z1, z2) ∈ C
1(D).
Thus ∂¯u = ∂¯1u + ∂¯2u. If S is an operator acting on functions, define S on a (0, 1)-form,
such as f , by S(f) = S(f1) + S(f2).
Suppose g ∈ C(D). Theorem 1.15 with n = 1 says
Sj(g) = −C
{j}(g) =
−1
2πi
∫
Dj
g dζ¯j ∧ dζj
ζj − zj
solves the ∂¯-equation ∂¯j(Sjg) = gdz¯j on Dj for j = 1, 2. Thus (3.1) can be written
T (f) = S1
(
f
{2}
1
)
+ S2
(
f
{1}
2
)
+ S2
(
−S1
(
f{1,2}
))
= S1
(
f
{2}
1
)
+ S2
(
f
{1}
2 − S1
(
∂¯2
(
f
{2}
1
)))
= S1
(
f
{2}
1
)
+ S2
(
f − ∂¯S1
(
f
{2}
1
))
.(3.2)
The last equality – which is the crucial observation – holds since the operators S1 and
∂
∂z¯2
commute and ∂¯1S1(f1) = f1dz¯1, yielding the cancellation inside the parentheses. Thus Tf
is written as the sum of solutions to ∂¯ problems on the factors D1,D2. On the other hand,
the data for these ∂¯ problems involves more than restricting f to the separate factors.
This turns out to hold in greater generality – in particular when solution operators on
the factors are not given by integrals.
3.2. Inductive argument on factors. The argument giving the last equality in (3.2) is
generalized to arbitrary products.
3.2.1. Notation. Let D ⊂ CN be a product domain of the form D = D1 × · · · ×Dk, each
Dj ⊂ Cnj a bounded domain, n1 + · · · + nk = N . The coordinates on D will be written in
several ways, depending on context. Define
(z1, . . . zN ) =
(
z1, . . . ,zk
)
=
(
z11 , . . . , z
1
n1 , z
2
1 , . . . , z
2
n2 , . . . , z
k
1 , . . . , z
k
nk
)
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where zj =
(
zj1, . . . , z
j
nj
)
are the standard coordinates on Dj . The ∂¯ operator on D can be
decomposed into sub-∂¯ operators; for u ∈ C1(D), define
∂¯u =
n1∑
j=1
∂u
∂z¯1j
dz¯1j + · · · +
nk∑
j=1
∂u
∂z¯kj
dz¯kj =: ∂¯1u+ · · ·+ ∂¯ku.
If f is a (0, 1)-form on D, its components can be rearranged to define
f =
k∑
j=1
( nj∑
i=1
f ji dz¯
j
i
)
=:
k∑
j=1
f j.(3.3)
Note each f j contains only the differentials dz¯j1, . . . , dz¯
j
nj and is a well-defined (0, 1)-form
on Dj. However the components of f
j are functions of the full set of variables (z1, . . . , zN ),
not only the variables
(
zj1, . . . , z
j
nj
)
. If f is written as (3.3), define a projection operator
πj : L
p
(0,1)(D)→ L
p
(0,1)(Dj) by πj (f) = f
j for j = 1, . . . , k.
It follows immediately that ∂¯f = 0 on D implies ∂¯j (πj (f)) = 0 for any j = 1 . . . , k.
Notice however that the system of equations (*) ∂¯j (πj (f)) = 0 for all j = 1 . . . , k does
not imply that ∂¯f = 0. In particular, system (*) gives no information on the various
∂¯i (πj (f)) , i 6= j.
It is useful to have notation for a derivative with respect to a variable comprising a vector
zj without specifying the individual variable. For u a function defined on D, let
∂u
∂zj∗
=
∂u
∂zjm
for a single, unspecified m = 1, . . . , nj.
Thus ∂u
∂zj∗
represents a class of derivatives: all singletons from the full set
{
∂u
∂zj1
, . . . , ∂u
∂zjnj
}
of
first order partials with respect to the coordinates
(
zj1, . . . , z
j
nj
)
that comprise zj. Similarly
define ∂u
∂z¯j∗
. When u /∈ C1(D), these derivatives are interpreted in the sense of distributions.
Similar notation is used on (0, 1)-forms; if f is given by (3.3),
(πj (f))∗ = f
j
m for a single, unspecified m = 1, . . . , nj .
The natural extension of subscripts (1.8) to higher dimensional factors is relatively easy
to express using the ∗-notation.
Definition 3.4. Let D ⊂ CN be a product domain of the form D = D1 × · · · ×Dk, where
each Dj ⊂ Cnj is a bounded domain. Let f be a (0, 1)-form on D expressed as (3.3).
For any I = {i1, . . . , il} ⊂ {1, . . . , k} with l = |I| ≥ 1, define
(3.5) fI =
∂l−1 (πi1 (f))∗
∂z¯i2∗ · · · ∂z¯
il∗
.
Remark 3.6. This extends (1.8) since, when each Dj ⊂ C, only one choice occurs for each
∂z¯im∗ and (πi1 (f))∗ = fi1 .
When the components of f are /∈ Ck−1(D), the derivatives fI in (3.5) are interpreted
weakly, as before.
Conditions on fI , such as fI ∈ X for some normed space X, will mean that every
derivative in the form given by Definition 3.4 – for all choices implicit in the subscripts (·)∗
in the numerator and denominator of (3.5) – satisfies the condition. The norm ‖fI‖X is the
sum of the norms of all derivatives in the form of (3.5).
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3.2.2. Algebraic lemmas.
Lemma 3.7. Let f be a weakly ∂¯-closed (0, 1)-form on D = D1 × · · · ×Dk. If fI exist for
all the indices I 6= 0 in the weak sense, the fI is independent of the order of {i1, . . . , il} ⊂
{1, 2, . . . , k}.
Moreover for such I = {i1, . . . , il}, the (0, 1)-forms in the class
∂l−1πi1(f)
∂z¯i2∗ · · · ∂z¯il∗
are all ∂¯i1-closed on Di1 in the weak sense.
Proof. The first claim follows directly from ∂¯f = 0. The second claim follows from the
∂¯-closedness of f and the fact that ∂¯i1 and ∂/∂z¯j commute. 
Lemma 3.8. Let f be a weakly ∂¯-closed (0, 1)-form on D = D1 × · · · ×Dk. If πj(f) = 0
for some j ∈ {1, . . . , k}, then
∂(πi(f))∗
∂z¯j∗
= 0 for any i 6= j.
Proof. The condition πj(f) = 0 implies that every component f
j
m in the class (πj (f))∗ is
identically 0. A fortiori
(3.9)
∂f jm
∂z¯ℓ
= 0 for all ℓ ∈ {1, . . . , N} and m ∈ {1, . . . , nj}.
Let i 6= j and consider a particular component of πi(f)∗, say f in for n ∈ {1, . . . , ni}. Since
∂¯f = 0, for any µ ∈ {1, . . . , nj}
∂f in
∂z¯jµ
=
∂f jµ
∂z¯ℓ
,
for some ℓ. The conclusion follows from (3.9). 
3.2.3. Existence and basic estimate. Suppose there are operators Tj satisfying ∂¯j (Tjαj) =
αj when ∂¯jαj = 0 on Dj , for each of the factors in D = D1 × · · · ×Dk. Commutators of Tj
and barred derivatives not in directions z¯j – i.e. derivatives in directions corresponding to
D1, . . . ,Dj−1,Dj+1, . . . ,Dk – arise in proving existence and regularity of a solution operator
for ∂¯ on D.
When these commutators vanish, existence of the solution operator can be shown. For
clarity, an estimate needed in the proof is relegated to Proposition 3.14 below.
Proposition 3.10. Let D = D1 × · · · ×Dk, with Dj ⊂ Cnj , and p ∈ [1,∞].
(C) Assume on each factor there is a linear bounded operator Tj : L
p
(0,1)(Dj)→ L
p(Dj)
that solves the ∂¯j-equation on Dj and commutes with all the barred derivatives on
D1, . . . ,Dj−1,Dj+1, . . . ,Dk. Generically denote these derivatives ∂/∂z¯∗.
Then there is a linear operator T on
B
p := {f ∂¯-closed | fI ∈ L
p(D) for all I 6= 0}
satisfying ∂¯T (f) = f .
Proof. The proof proceeds by recursively updating the Lp (0,1)-form data and solving ∂¯-
equations on the factors. The proof is slightly subtle.
Let f ∈ Bp be fixed. As starting ∂¯-data, take π1(f); note ∂¯1
(
π1(f)
)
= 0 by Lemma 3.7.
The initial ∂¯-problem is ∂¯1u = π1(f) on D1. To facilitate writing the recursion relations,
define
g1 = f and v
1 = T1
(
π1(g1)
)
.
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In π1(g1), the variables
(
z¯2, . . . , z¯k
)
are fixed (or viewed as parameters); the operator T1
acts only on the z¯1 variables. By hypothesis, ∂¯1v
1 = π1(g1). However v
1 also depends on
the variables
(
z¯2, . . . , z¯k
)
; subsequent ∂¯-problems must account for extra terms created by
∂¯ℓv
1, ℓ 6= 1. Thus define g2 = g1 − ∂¯v
1 and v2 = T2
(
π2(g2)
)
. Note the use of the full ∂¯ on
v1. As before ∂¯2
(
π2(g2)
)
= 0 and ∂¯2v
2 = π2(g2) on D2. A general recursion is now evident:
for j = 3, . . . k, define
(3.11) gj = gj−1 − ∂¯vj−1 and vj = Tj
(
πj(gj)
)
.
Commutativity conditions (C) show that each gj belongs to L
p
(0,1)(D); details of this are
given in Proposition 3.14. It follows that πj (gj) ∈ L
p
(0,1) (Dj) and Tj
(
πj (gj)
)
is well-defined.
Another consequence of (C) is needed to continue.
Lemma 3.12. Assume the hypotheses of Proposition 3.10. For j = 2, . . . , k
(a) π1 (gj) = · · · = πj−1 (gj) = 0.
(b) π1
(
∂¯vj
)
= · · · = πj−1
(
∂¯vj
)
= 0.
(c) πk (gk) = gk.
Proof of Lemma. (a), (b), and (c) are proved together, by induction. For j = 2,
π1(g2) = π1(g1)− π1
(
∂¯v1
)
= π1(g1)− ∂¯1v
1
= π1(g1)− ∂¯1 (T1 (π1 (g1))) = 0.
For 2 ≤ j < k, assume π1(gj), . . . , πj−1(gj) are all 0. We claim this also holds for j +1. Let
∂/∂z¯∗ be one of the barred derivatives on D1, . . . ,Dj−1. By commutativity,
∂
∂z¯∗
vj =
∂
∂z¯∗
Tj(πj(gj)) = Tj(
∂
∂z¯∗
πj(gj)).
Since π1(gj), . . . , πj−1(gj) are all 0 and gj is ∂¯-closed, Lemma 3.8 says the right hand side
of the above equation is 0. In particular this implies π1(∂¯v
j), . . . , πj−1(∂¯vj) are all 0 as
well. From the recursion gj+1 = gj − ∂¯v
j , it follows that π1(gj+1) = · · · = πj−1(gj+1) = 0.
Finally πj(gj+1) = πj(gj) − ∂¯jv
j = 0, since vj = Tj (πj (gj)). This proves the claim. Thus
(a) holds.
However once (a) holds, π1
(
∂¯vj
)
= · · · = πj−1
(
∂¯vj
)
= 0 necessarily follows, since it was
an intermediate conclusion in the previous induction argument. Thus (b) holds. Finally,
(c) holds since (a) implies gk =
∑k
j=1 πj (gk) = πk(gk). 
To conclude the construction, let T (f) = v1 + · · · + vk. Clearly T is linear on Bp. To
verify ∂¯T (f) = f , compute
∂¯T (f) = ∂¯(v1 + · · ·+ vk)
= (g1 − g2) + · · ·+ (gk−1 − gk) + (∂¯1 + · · ·+ ∂¯k)vk
= g1 − gk + ∂¯k(v
k)
= f − gk + πk(gk) = f.
The second equality follows from the recursion (3.11), the third and fourth equalities follow
from Lemma 3.12. 
Remark 3.13. If each Dj is one-dimensional with piecewise C
1 boundary and Tj = −C, C
defined in (1.2), then u = T (f) for the T given in Proposition 3.10 is exactly the solution
in Theorem 2.6.
The Lp estimate needed in the proof of Proposition 3.10, which also establishes Lp-
regularity of T , is now proved.
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Proposition 3.14. Let D = D1 × · · · ×Dk, with Dj ⊂ Cnj , and p ∈ [1,∞].
Assume on each factor there is a linear bounded operator Tj : L
p
(0,1)(Dj) → L
p(Dj) that
solves the ∂¯j-equation on Dj and commutes with all the barred derivatives in the variables
on D1, . . . ,Dj−1,Dj+1, . . . ,Dk. Generically denote these derivatives ∂/∂z¯∗.
Then for each gj defined in Proposition 3.10, gj ∈ L
p
(0,1)(D). Furthermore, there is a
constant C > 0 independent of f ∈ Bp such that
‖T (f)‖Lp(D) ≤ C
∑
|I|6=0
‖fI‖Lp(D).
Proof. Let f ∈ Bp and fix
(
z2, . . . ,zk
)
∈ D2 × · · · × Dk. As in the proof of Proposition
3.10, consider the ∂¯1-equation on D1
(3.15) ∂¯1v
1 = π1(g1) = f
1
1 dz¯
1
1 + · · ·+ f
1
n1 dz¯
1
n1 .
Let ∂/∂z¯∗ be an arbitrary barred derivative in the variables on D2, . . . ,Dk. Consider
another ∂¯1-equation
(3.16) ∂¯1w
1 =
∂
∂z¯∗
π1(g1) =
∂f11
∂z¯∗
dz¯11 + · · ·+
∂f1n1
∂z¯∗
dz¯1n1 ,
viewed as paired with (3.15).
By Lemma 3.7, the right hand sides of (3.15) and (3.16) are well-defined and ∂¯1-closed.
By assumption, it holds that v1 = T1(π1(g1)) solves (3.15) and satisfies
(3.17) ‖v1‖Lp(D1) ≤ C‖π1(g1)‖Lp(0,1)(D1)
.
On the other hand, w1 = T1 (∂/∂z¯∗(π1(g1))) solves (3.16). By commutativity,
w1 = T1(∂/∂z¯∗(π1(g1))) = ∂/∂z¯∗(T1(π1(g1))) = ∂/∂z¯∗(v1).
Therefore ∥∥∥∥∂v1∂z¯∗
∥∥∥∥
Lp(D1)
≤ C
∥∥∥∥∂π1(g1)∂z¯∗
∥∥∥∥
Lp
(0,1)
(D1)
.
Recall that g1 = f ∈ B
p. Taking pth powers and integrating over D2× · · · ×Dk, the above
implies g2 = g1 − ∂¯v
1 ∈ Lp(0,1)(D). Moreover,
‖π2(g2)‖Lp
(0,1)
(D1)
≤ ‖π2(g1)‖Lp
(0,1)
(D1) +
∥∥∂¯2v1∥∥Lp
(0,1)
(D1)
≤ C

‖π2(g1)‖Lp
(0,1)
(D1) +
n2∑
j=1
∥∥∥∥∥∂π1(g1)∂z¯2j
∥∥∥∥∥
Lp
(0,1)
(D1)

 .(3.18)
Next, as in the proof of Proposition 3.10, consider the ∂¯2 problem on D2
∂¯2v
2 = π2(g2).
By assumption v2 = T2(π2(g2)) solves this equation and satisfies
(3.19)
∥∥v2∥∥
Lp(D2)
≤ C‖π2(g2)‖Lp
(0,1)
(D2).
Just as for v1, it follows that∥∥∥∥∂v2∂z¯∗
∥∥∥∥
Lp(D2)
≤ C
∥∥∥∥∂π2(g2)∂z¯∗
∥∥∥∥
Lp
(0,1)
(D2)
,
18 L. CHEN & J. D. MCNEAL
where ∂/∂z¯∗ now denotes an arbitrary barred derivative in the variables on D3, . . . ,Dk.
This implies g3 = g2 − ∂¯v
2 ∈ Lp(0,1)(D). Combining (3.17)–(3.19) and integrating over D
yields
‖v1 + v2‖Lp(D) ≤ C
(
‖π1(g1)‖Lp
(0,1)
(D) + ‖π2(g2)‖Lp
(0,1)
(D)
)
≤ C

‖π1(f)‖Lp
(0,1)
(D) + ‖π2(f)‖Lp
(0,1)
(D) +
n2∑
j=1
∥∥∥∥∥∂π1(f)∂z¯2j
∥∥∥∥∥
Lp
(0,1)
(D)


≤ C
(
‖f{1}‖Lp(D) + ‖f{2}‖Lp(D) + ‖f{1,2}‖Lp(D)
)
.
The argument can be continued through the factors. This gives gj ∈ L
p
(0,1)(D) for all j
and T (f) := v1 + · · · + vk satisfies
‖T (f)‖Lp(D) ≤ C
∑
|I|6=0
‖fI‖Lp(D).

Remark 3.20. The fact that T (f) solves ∂¯ on D only requires that Tj commutes with all
∂/∂z¯∗ on D1, . . . ,Dj−1 (cf. the proof of Proposition 3.10). Guaranteeing gj belongs to the
specified Lp(0,1)(D) also requires that Tj commutes with ∂/∂z¯∗ on Dj+1, . . . ,Dk (cf. the
proof of Proposition 3.14).
However, if a specified p is changed to some p ∈ (1,∞), the requirement that Tj commutes
with ∂/∂z¯∗ on Dj+1, . . . ,Dk is redundant. One can show ∂/∂z¯∗(Tj(πj(gj))) is in Lp(D)
(hence so is gj+1) using difference quotients; see Lemma 4.1 below.
3.2.4. Conclusion. The following summarizes results of the previous section.
Theorem 3.21. Let p ∈ [1,∞], D = D1 × · · · × Dk, where each factor Dj ⊂ Cnj is a
bounded domain, and n1 + · · ·+ nk = N . Consider the ∂¯-equation on D
(3.22) ∂¯u = f,
where f is a weakly ∂¯-closed (0, 1)-form.
Assume for each factor Dj , the ∂¯j-equation is solvable by a linear bounded operator
Tj : L
p
(0,1)(Dj) → L
p(Dj), that commutes with all the barred derivatives on D1, . . . ,Dj−1,
Dj+1, . . . ,Dk.
If fI ∈ L
p(D) for all I 6= 0, then there exists a solution u = T (f) of the equation (3.22)
with the estimate
(3.23) ‖u‖Lp(D) ≤ C
∑
|I|6=0
‖fI‖Lp(D).
The operator T is linear and bounded from Bp to Lp(D).
The commutativity assumption in Theorem 3.21 is rather mild. As a step towards seeing
this, note
Lemma 3.24. If each Tj is an integral solution operator for ∂¯j on Dj , then Tj commutes
with directional derivatives on the other factors.
Proof. This is a direct consequence of pairing weak derivatives with a test function and
applying Fubini’s theorem. 
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Let W k,p(D) denote the usual Lp Sobolev space of derivative order k: the measurable
functions f such that
‖f‖W k,p(D) =

∑
|α|≤k
∫
D
|∂αf |p dV


1
p
is finite, where derivatives are interpreted weakly. W k,p(0,1)(D) denotes the (0, 1)-forms with
components in W k,p(D).
Corollary 3.25. Let D = D1× · · ·×Dk ⊂ CN , with Dj ⊂ Cnj bounded. Assume that each
Dj is strongly pseudoconvex with C
2 boundary.
For 1 ≤ p ≤ ∞, there is a solution u = T (f) of the equation (3.22) with Lp estimate
‖u‖Lp(D) ≤ Cp
∑
|I|6=0
‖fI‖Lp(D),
if the right hand side is finite. In particular, if f ∈W k−1,p(0,1) (D), then
‖u‖Lp(D) ≤ Cp‖f‖W k−1,p
(0,1)
(D)
.
Proof. Theorem 6.1 and Proposition 6.4 in [33] give existence and regularity of a solution
operator on each factor Dj of D. Since the solution operator on each Dj is an integral
operator, Lemma 3.24 guarantees the commutativity needed to apply Theorem 3.21. 
4. Higher dimensional factors: L2-Sobolev estimates
4.1. Commutative lemmas. The following lemma guarantees functions constructed later
are in the right space.
Lemma 4.1. Let D1 ⊂ Cn1 and D2 ⊂ Cn2 be bounded domains, where n1 and n2 are positive
integers. Assume p ∈ (1,∞). Let T : Lp(D1) → L
p(D1) be a bounded linear operator. Let
∂ν be a directional derivative along the unit vector ν in D2. If g ∈ L
p(D1 × D2) and
∂νg ∈ L
p(D1 ×D2), then ∂νT (g) ∈ L
p(D1 ×D2) and∫
D1×D2
|∂νT (g)(z)|
p dV (z) ≤ C
∫
D1×D2
|∂νg(z)|
p dV (z)
for some C > 0.
Proof. Use notation z = (z1, z2) ∈ D1×D2. For any function h on D2, define the difference
quotient along the direction ν of size δ 6= 0 by
∆δνh(z
2) =
h(z2 + δν)− h(z2)
δ
,
where z2, z2 + δν ∈ D2.
Since g, ∂νg ∈ L
p(D1 × D2), Fubini’s theorem implies g(z
1, ·), ∂νg(z
1, ·) ∈ Lp(D2) for
a.e. z1 ∈ D1. The smooth approximation arguments in [14, Lemma 7.2, Lemma 7.3 and
Theorem 7.9] also work for directional derivatives (or non-isotropic Sobolev spaces—indeed,
only one derivative in Lp is considered). So [14, Lemma 7.23] also holds for ∂νg(z
1, ·), i.e.
for a.e. z1 ∈ D1
(4.2)
∫
D′2
|∆δνg(z
1, z2)|p dV (z2) ≤
∫
D2
|∂νg(z
1, z2)|p dV (z2)
for any D′2 ⊂⊂ D2 satisfying 0 < |δ| < dist(D′2, bD2).
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Since g ∈ Lp(D1 × D2), T (g) ∈ L
p(D1 × D2). For any D
′ ⊂⊂ D1 × D2 satisfying
0 < |δ| < dist(D′, b(D1 ×D2)), if it holds that
(4.3)
∫
D′
|∆δνT (g)|
p dV (z) ≤ C
∫
D1×D2
|∂νg(z)|
p dV (z)
for a constant C > 0, then [14, Lemma 7.24] implies the conclusion.
To verify (4.3), define (D′)2 = {z2 ∈ Cn2 | z = (z1, z2) ∈ D′}. Since (D′)2 is the image of
a coordinate projection from D′ and such a projection is an open map, (D′)2 is a bounded
domain. Moreover, D′ ⊂ D1 × (D′)2, (D′)2 ⊂⊂ D2, and 0 < |δ| < dist(D′, b(D1 ×D2)) ≤
dist((D′)2, bD2). So∫
D′
|∆δνT (g)|
p dV (z) ≤
∫
(D′)2
∫
D1
|∆δνT (g)(z
1, z2)|p dV (z1) dV (z2)
=
∫
(D′)2
∫
D1
|T (∆δνg)(z
1, z2)|p dV (z1) dV (z2)
≤ C
∫
(D′)2
∫
D1
|∆δνg(z
1, z2)|p dV (z1) dV (z2)
≤ C
∫
D1×D2
|∂νg(z)|
p dV (z).
The first line follows from D′ ⊂ D1 × (D′)2 and Fubini’s theorem; the second line follows
from the linearity of T ; the third line follows from the boundedness of T ; and the last line
follows from Fubini’s theorem and (4.2). 
Remark 4.4. Lemma 4.1 says that even without commutativity assumptions on T , the norm
of ∂νT (g) is still controlled by the norm of ∂νg.
Lemma 4.1 can be used to show commutativity between special solution operators for ∂¯j
on Dj and differential operators along directions in other factors.
Lemma 4.5. Let p, D1, D2, and ∂ν be as in Lemma 4.1. Let T : L
p
(0,1)(D1)→ L
p(D1) be
a bounded linear operator which solves the ∂¯1-equation on D1.
Assume there exists a projection operator P : Lp(D1) → A
p(D1) := L
p(D1) ∩ O(D1),
which preserves Ap(D1).
Then the bounded operator S := T − P ◦ T : Lp(0,1)(D1) → L
p(D1) also solves the ∂¯1-
equation on D1. Moreover, if g ∈ L
p
(0,1)(D1 ×D2), ∂νg ∈ L
p
(0,1)(D1 ×D2), and ∂¯1(g) = 0,
then [∂ν , S](g) = 0, where [∂ν , S] denotes the commutator of ∂ν and S.
Proof. S is Lp-bounded since P and T are. Since the range of P is contained in O(D1), S
solves the ∂¯1-equation on D1 as well.
Note the conclusion of Lemma 4.1 holds with functions replaced by (0, 1)-forms in the
hypothesis. So ∂νS(g) ∈ L
p(D1 ×D2). Since ∂νg ∈ L
p
(0,1)(D1×D2), S(∂νg) ∈ L
p(D1 ×D2)
as well. Therefore [∂ν , S](g) ∈ L
p(D1 ×D2).
Lemma 3.7 applies to ∂νg, so ∂νg is ∂¯1-closed. Thus
∂¯1 ◦ [∂ν , S](g) = ∂¯1 (∂νS(g) − S(∂νg)) = ∂ν ∂¯1S(g)− ∂νg = 0,
which implies that [∂ν , S](g) is holomorphic in z
1 on D1. Hence [∂ν , S](g)(·, z
2) ∈ Ap(D1)
for a.e. z2 ∈ D2.
On the other hand, P (h) is holomorphic on D1 for each h ∈ L
p(D1). Given z
1 ∈ D1, the
mean-value property of holomorphic functions and Holder’s inequality imply
|P (h)(z1)| =
∣∣∣∣ 1V (B)
∫
B
P (h)(ζ1) dV (ζ1)
∣∣∣∣ ≤ Cp,z1‖P (h)‖Lp(D1) ≤ Cp,z1‖h‖Lp(D1),
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where B ⊂ D1 is a ball centered at z
1. This says the linear functional lz1(h) := P (h)(z
1) is
bounded on Lp(D1). By duality of L
p(D1), P can be represented as an integral operator.
Note that Lemma 3.24 also applies to integral operator on Lp-functions. So P commutes
with ∂ν .
Note P ◦S = P ◦T −P ◦P ◦T = 0. Since P preserves Ap(D1), P ◦ [∂ν , S](g) = [∂ν , S](g)
for a.e. z2 ∈ D2. Therefore
[∂ν , S](g) = P ◦ [∂ν , S](g) = P (∂νS(g)− S(∂νg)) = ∂νPS(g) − PS(∂νg) = 0
for a.e. z2 ∈ D2. This completes the proof. 
Corollary 4.6. Let p, D1, and D2 be as in Lemma 4.1. For j = 1, 2, let Tj : L
p
(0,1)(Dj)→
Lp(Dj) be a bounded linear operator, which solves the ∂¯j-equation on Dj , and let Pj :
Lp(Dj) → A
p(Dj) := L
p(Dj) ∩ O(Dj) be a projection operator, which preserves A
p(Dj).
Then for j = 1, 2, Sj := Tj − Pj ◦ Tj : L
p
(0,1)(Dj) → L
p(Dj) also solves the ∂¯j-equation on
Dj. Moreover, if g := ∂¯2π1(f) = −∂¯1π2(f) ∈ L
p
(0,2)(D1×D2), where f ∈ L
p
(0,1)(D1×D2) is
∂¯-closed on D1 ×D2, then [S1, S2](g) = 0.
Proof. It suffices to show commutativity of S1 and S2 on g. Note that [S1, S2](g) ∈ L
p(D1×
D2) and
∂¯1 ◦ [S1, S2](g) = ∂¯1(S1S2(g) − S2S1(g)) = S2(g) − S2∂¯1S1(g) = 0,
since ∂¯1 commutes with S2 by Lemma 4.5. Thus [S1, S2](g)(·, z
2) ∈ Ap(D1) for a.e. z
2 ∈ D2.
Similarly, [S1, S2](g)(z
1, ·) ∈ Ap(D2) for a.e. z
1 ∈ D1.
Note that Pj preserves A
p(Dj) and Pj ◦ Sj = 0 for j = 1, 2. Since P1 and P2 can be
represented as integral operators, P1 ◦ P2 = P2 ◦ P1. Therefore
[S1, S2](g) = P2P1[S1, S2](g) = P2P1(S1S2(g) − S2S1(g))
= −P2P1S2S1(g) = −P1P2S2S1(g) = 0.

Summarizing the last two lemmas: if there exist Lp-bounded solution and projection
operators, there exists an Lp-bounded solution that commutes with directional derivatives
in other factors of the product domain. This can be applied to several different cases
including non-pseudoconvex domains. Here are two examples when p = 2.
Example 4.7. Let D1, D2, and ∂ν be as in Lemma 4.5. Let T : L
2
(0,1)(D1) → L
2(D1) be a
bounded linear operator, which solves the ∂¯1-equation on D1. Let P : L
2(D1) → A
2(D1)
be the Bergman projection. Then the solution operator S := T − P ◦ T is L2-bounded on
D1 and satisfies [∂ν , S](g) = 0 for any g ∈ L
2
(0,1)(D1 × D2), ∂νg ∈ L
2
(0,1)(D1 × D2), and
∂¯1(g) = 0.
In particular, if ∂¯1 has closed range, the existence of T is guaranteed by taking T to be
the L2-canonical solution operator for ∂¯1 on D1. In this case S = T , since P ◦ T = 0.
Example 4.8. Let D1, D2, and ∂ν be as in Lemma 4.5. Assume further that D1 is pseu-
doconvex. For t > 0, let µt(z
1) = e−t|z1|2 be a weight on D1. By Kohn’s weighted L2
theory [24], the weighted L2-canonical solution Tµt : L
2
(0,1)(D1, µt) → L
2(D1, µt). Let
Pµt : L
2(D1, µt) → A
2(D1, µt) be the weighted Bergman projection. Then Pµt ◦ Tµt = 0
and hence Sµt = Tµt .
Given t > 0, the weight µt(z
1) ≈ 1 is comparable to a constant. So for each t > 0,
L2(D1, µt) = L
2(D1) and Tµt and Pµt are L
2-bounded on the unweighted spaces. Therefore
[∂ν , Tµt ](g) = 0 for any g ∈ L
2
(0,1)(D1 ×D2), ∂νg ∈ L
2
(0,1)(D1 ×D2), and ∂¯1(g) = 0.
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4.2. Sobolev estimates. The basic argument in Propositions 3.10, 3.14 yields L2-Sobolev
regularity of a solution operator for ∂¯ on product spaces. Let W s(D) = W s,2(D) denote
the L2-Sobolev space on D.
Theorem 4.9. Assume that each factor of D = D1 × · · · × Dk is bounded pseudoconvex
with C∞ boundary. For each m ∈ Z+, there exists a bounded linear operator
Sm : W
m+k−1
(0,1) (D) ∩ ker(∂¯)→W
m(D) satisfying
∂¯
(
Smf
)
= f on D,
for all f ∈Wm+k−1(0,1) (D) satisfying ∂¯f = 0.
Proof. For each j = 1, . . . , k, let Tj,µt be the weighted L
2-canonical solution for ∂¯j on Dj
as in Example 4.8. Pick t > 0 sufficiently large. By [24], Tj,µt is W
m+k−1(Dj)-bounded,
see also [38, Theorem 5.1 in §5.1]. Since Tj,µt is also L
2(Dj)-bounded, by interpolation of
L2-Sobolev spaces, Tj,µt is W
s(Dj)-bounded for 0 ≤ s ≤ m + k − 1. By Example 4.8, for
each j, Tj,µt commutes with ∂ν on W
1
(0,1)(D) ∩ ker(∂¯j) for any direction ν not in Dj .
Since f ∈ Wm+k−1(0,1) (D), f ∈ B
2; so Proposition 3.10 applies for p = 2. It remains to
verify the (0, 1)-forms gj constructed in the proof of Proposition 3.10 are in L
2
(0,1)(D) and
the L2-Sobolev regularity of Sm(f) := v
1 + · · ·+ vk as in Proposition 3.14.
By construction, vj = Tj,µt(πj(gj)). Example 4.8 shows Tj,µt commutes with directional
derivatives ∂ν when ν is not in a direction given by Dj . If ν points in a direction of Dj,∥∥∂νvj∥∥s . ‖πj(gj)‖s+1 since Tj,µt on W s(Dj)→W s(Dj). Hence
‖vj‖W s(D) ≤ C‖πj(gj)‖W s
(0,1)
(D) ≤ C‖gj‖W s
(0,1)
(D).
Note that gj = gj−1 + ∂¯vj−1. So
‖gj‖W s
(0,1)
(D) ≤ ‖gj−1‖W s
(0,1)
(D) + ‖v
j−1‖W s+1(D).
Combining these recursive estimates yields
‖vj‖Wm(D) ≤ C‖g1‖W j+m−1
(0,1)
(D)
= C‖f‖
W j+m−1
(0,1)
(D)
and
‖gj‖Wm
(0,1)
(D) ≤ C‖g1‖W j+m−1
(0,1)
(D)
= C‖f‖
W j+m−1
(0,1)
(D)
,
for j = 1, . . . , k. Therefore gj ∈ L
2
(0,1)(D) and
‖Sm(f)‖Wm(D) ≤
k∑
j=1
‖vj‖Wm(D) ≤ C‖f‖Wm+k−1
(0,1)
(D).

Remark 4.10. This improves the L2-Sobolev estimate in Section 6.2 of [6]. Also, when
f ∈ C∞(0,1)(D), a standard Mittag-Leffler construction, see [38] or [8], yields a solution
u ∈ ∩∞m=1W
m(D). Since D is a product domain with smooth factors, D satisfies the strong
local Lipschitz condition—each boundary point has a neighborhood such that the boundary
in that neighborhood is the graph of a Lipschitz function. Thus u ∈ C∞(D) by the Sobolev
embedding theorem.
Remark 4.11. By Lemma 4.5 and Corollary 4.6, the solution operators Tj,µt commute with
each other and with ∂¯i when i 6= j. Consequently, Sm(f) = v
1 + · · ·+ vk is independent of
the order of the factors in D = D1 × · · · ×Dk. This follows by employing the observation
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(3.2). This also holds for the solution in Corollary 3.25, where commutativity of the solution
operators on each factor is guaranteed by Fubini’s Theorem.
5. Higher dimensional factors: Ho¨lder estimates
5.1. The Ho¨lder spaces. In Sobolev or Lp spaces, norms can be evaluated by iterat-
ing lower dimensional integrals. In standard Ho¨lder spaces this is not possible, since the
difference z − z′ can be in any direction.
Definition 5.1. For 0 < β < 1, the classical Ho¨lder space of order β on the domain D is
the set
Λβ(D) = {g ∈ L∞| ‖g‖Λβ(D) <∞}
with the norm ‖g‖Λβ (D) = ‖g‖L∞(D) + ‖g‖β , where
‖g‖β = sup
z 6=z′∈D
|g(z) − g(z′)|
|z − z′|β
.
The following example is due to Stein.
Example 5.2. Consider the bidisk D2 in C2. Let v(z1, z2) = z¯2/ log(z1 − 1) be a complex
function on D2, where π/2 < arg(z1 − 1) < 3π/2. Let f = ∂¯v be a (0, 1)-form on D2.
Then f is ∂¯-closed and f ∈ L∞(0,1)(D
2). For β > 0, there is no complex function u on D2
such that ∂¯u = f and u ∈ Λβ(D2). See [23, section 1.2 B] for details.
This example shows classical Ho¨lder norms are not really suited to the ∂¯-equation on
product domains. A substitute scale of iterated Ho¨lder spaces is considered here. For
simplicity, let D = D1 ×D2, where D1 ⊂ Cn1 and D2 ⊂ Cn2 are bounded domains.
Definition 5.3. For α = (α1, α2) with 0 < α1, α2 < 1, the 2-iterated Ho¨lder space of order
α is the set
Λα2 (D) = {g ∈ L
∞(D) | ‖g‖Λα2 (D) <∞}
with the norm ‖g‖Λα2 (D) = ‖g‖L∞(D) + ‖g‖α, where
‖g‖α = sup
z1 6=w1∈D1
sup
z2 6=w2∈D2
|g(z1, z2)− g(w1, z2)− g(z1, w2) + g(w1, w2)|
|z1 − w1|α1 |z2 − w2|α2
.
Remark 5.4. Note that ‖g‖α is independent of the order of taking the sup in D1 and D2,
i.e.
sup
z2 6=w2∈D2
‖g(·, z2)− g(·, w2)‖α1(D1)
|z2 − w2|α2
= sup
z1 6=w1∈D1
‖g(z1, ·) − g(w1, ·)‖α2(D2)
|z1 − w1|α1
.
The following examples show iterated Ho¨lder spaces are quite different from classical
Ho¨lder spaces.
Example 5.5. Let g(z1, z2) = 1/ log(z1 − 1) on D2, where π/2 < arg(z1 − 1) < 3π/2.
(1) It is not hard to check g ∈ L∞(D2).
(2) Take z = (1 − 2d, 0) and z′ = (1 − d, 0), where 0 < d < 1/2 is sufficiently small.
Since ∣∣∣∣ 1log(−2d) − 1log(−d)
∣∣∣∣  Cdβ
for any 0 < β < 1 and constant C > 0, we see that g /∈ Λβ(D2).
(3) For α = (α1, α2) with 0 < α1, α2 < 1, g ∈ Λ
α
2 (D
2), since for any z1, z2, w1, w2 ∈ D
g(z1, z2)− g(w1, z2)− g(z1, w2) + g(w1, w2) ≡ 0.
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Example 5.6. On D2, let
g(z1, z2) =
{
|z|2 sin
(
1
|z|
)
, z 6= 0
0, z = 0
where |z|2 = |z1|
2 + |z2|
2.
(1) It is not hard to check g ∈ L∞(D2).
(2) Since g is real differentiable and its differential is bounded, g ∈ Λβ(D2) for 0 < β ≤ 1
by the mean value theorem.
(3) Given any α = (α1, α2) with 0 < α1, α2 < 1, take z1 = a > 0, z2 = b > 0, and
w1 = w2 = 0, then
‖g‖α ≥ sup
a,b∈(0,1)
∣∣∣(a2 + b2) sin 1√
a2+b2
− b2 sin 1b − a
2 sin 1a
∣∣∣
aα1bα2
=M.
If b = ak, where k is sufficiently large, thenM ≥ lima→0+ Ca2−α1−kα2 =∞, provided
2 < α1 + kα2. So g /∈ Λ
α
2 (D
2).
5.2. The estimates. Consider the ∂¯-equation on D = D1 ×D2
(5.7) ∂¯u = f = π1(f) + π2(f),
for f a (0, 1)-form satisfying ∂¯f = 0 weakly. Notationally zj ∈ Dj ,
π1(f) = f
1 = f11 dz¯
1
1 + · · ·+ f
1
n1 dz¯
1
n1 , and π2(f) = f
2 = f21 dz¯
2
1 + · · ·+ f
2
n2 dz¯
2
n2 .
Theorem 5.8. Consider the ∂¯-equation (5.7). For j = 1, 2, assume there is a linear
bounded operator Tj : L
∞
(0,1)(Dj)→ Λ
αj (Dj) solving the ∂¯j-equation that commutes with the
barred derivatives on the other factor; generically denote these as ∂/∂z¯∗.
If f{1,2} ∈ L∞(D), f{1} ∈ L∞(D1)⊗Λα2(D2), and f{2} ∈ Λα1(D1)⊗L∞(D2), there exists
a solution u = T (f) of (5.7) satisfying
‖u‖Λα2 (D) ≤ Cα
(
‖f{1}‖L∞(D1)⊗Λα2 (D2) + ‖f{2}‖Λα1 (D1)⊗L∞(D2) + ‖f{1,2}‖L∞(D)
)
.
Recall 0 < α1, α2 < 1 above.
Corollary 5.9. In particular, if fI ∈ Λ
α
2 (D) for all I 6= 0, the solution u = T (f) satisfies
the estimate
‖u‖Λα2 (D) ≤ Cα
∑
|I|6=0
‖fI‖Λα2 (D).
The operator T is bounded from {f ∂¯-closed | fI ∈ Λ
α
2 (D)} into Λ
α
2 (D).
Proof of Theorem 5.8. This follows the same argument as the proof of Theorem 3.21. Let
g1 = f . For each point in D2, let v
1 = T1(π1(g1)). Then v
1 satisfies the ∂¯1-equation on D1
∂¯1v
1 = π1(g1).
Take any two distinct points z2, w2 ∈ D2 and consider the difference v
1(·, z2) − v1(·, w2);
this satisfies
∂¯1
(
v1(·, z2)− v1(·, w2)
)
= π1(g1)(·, z
2)− π1(g1)(·, w
2).
By regularity and linearity of T1, it follows that
‖v1(·, z2)‖L∞(D1) ≤ ‖v
1(·, z2)‖Λα1 (D1) ≤ Cα1‖π1(g1)(·, z
2)‖L∞
(0,1)
(D1)
and
‖v1(·, z2)− v1(·, w2)‖α1(D1) ≤ ‖v
1(·, z2)− v1(·, w2)‖Λα1 (D1)
≤ Cα1‖π1(g1)(·, z
2)− π1(g1)(·, w
2)‖L∞
(0,1)
(D1).
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This yields the iterated Ho¨lder estimate for v1:
(5.10) ‖v1‖Λα2 (D) ≤ Cα1‖f{1}‖L∞(D1)⊗Λα2 (D2).
Let g2 = g1 − ∂¯v
1 on D. As in the proof of Proposition 3.10, let v2 = T2(π2(g2)). Since
π1(g2) = π1(g1) − ∂¯1v
1 = 0, it holds that g2 = π2(g2) = π2(g1) − ∂¯2v
1. By regularity and
linearity of T2, the argument that gave (5.10) shows
(5.11) ‖v2‖Λα2 (D) ≤ Cα2
(
‖f{2}‖Λα1 (D1)⊗L∞(D2) + ‖∂¯2v
1‖Λα1 (D1)⊗L∞(0,1)(D2)
)
.
As in the proof of Proposition 3.14, commutativity of T1 and ∂/∂z¯
2
j and regularity of T1,
for j = 1, . . . , n2 implies∥∥∥∥∥∂v
1
∂z¯2j
(·, z2)
∥∥∥∥∥
Λα1 (D1)
≤ Cα1
∥∥∥∥∥ ∂∂z¯2j π1(g1)(·, z2)
∥∥∥∥∥
L∞
(0,1)
(D1)
.
Thus
(5.12) ‖∂¯2v
1‖Λα1 (D1)⊗L∞(0,1)(D2) ≤ Cα1‖f{1,2}‖L∞(D).
The function u = T (f) = v1 + v2 solves ∂¯u = f , just as in the proof of Proposition 3.10.
The iterated Ho¨lder estimate for u is obtained by combining (5.10), (5.11), and (5.12). 
Corollary 5.13. Let D = D1 ×D2, where Dj is a bounded domain in Cnj for j = 1, 2. If
Dj is 1-dimensional, then αj can be any value in (0, 1). If Dj is at least 2-dimensional and
is strongly pseudoconvex with C2 boundary, then αj can take any value in (0, 1/2].
Assume f{1,2} ∈ L∞(D), f{1} ∈ L∞(D1) ⊗ Λα2(D2), and f{2} ∈ Λα1(D1) ⊗ L∞(D2).
There exists a solution u = T (f) of the equation (5.7) with estimate
‖u‖Λα2 (D) ≤ Cα
(
‖f{1}‖L∞(D1)⊗Λα2 (D2) + ‖f{2}‖Λα1 (D1)⊗L∞(D2) + ‖f{1,2}‖L∞(D)
)
.
In particular, if fI ∈ Λ
α
2 (D) for all I 6= 0, then the solution u = T (f) satisfies the estimate
‖u‖Λα2 (D) ≤ Cα
∑
|I|6=0
‖fI‖Λα2 (D).
Proof. If the factors are one-dimensional, the conclusion follows since
−
1
2πi
∫
D0
g(ζ) dζ¯ ∧ dζ
ζ − z
maps L∞ functions to Λβ functions for all 0 < β < 1. See, for example, the proof of Lemma
1.15 in [35, Chapter IV §1.6].
If Dj is strongly pseudoconvex with C
2 boundary, then [35, Chapter V §2.4, Theorem
2.7] guarantees existence and regularity of the solution operator on Dj. Since the solution
operator is given by the sum and composition of integral operators, Lemma 3.24 guarantees
the commutativity needed for Theorem 5.8. 
Remark 5.14. Let D = D1×· · ·×Dk, where Dj is a bounded domain in Cnj for j = 1, . . . , k
and let α = (α1, . . . , αk) with 0 < α1, . . . , αk < 1. The k-iterated Ho¨lder spaces Λ
α
k (D) are
defined in a similar fashion to Definition 5.3. Iterated Ho¨lder estimates on ∂¯ for products
with more than two factors follow by invoking the arguments above, but are left to the
interested reader.
Remark 5.15. Like Corollary 2.17, Corollary 5.13 partially answers a question discussed
earlier: is there a solution operator for ∂¯ on D1 ×D2 that preserves L
∞? As noted in the
Introduction, a priori smoothness on f is required before ‖u‖L∞ . ‖f‖L∞ can be derived
in Corollary 2.17, Corollary 5.13, or the earlier [12, 7].
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However in Corollary 5.13, a little extra holds: from the assumption that fI ∈ L
∞,
iterated Ho¨lder regularity of Tf is obtained. This is similar to the gain in Lp integrability
noticed in Remark 2.16.
6. Orthogonality
Return to products with one-dimensional factors: D = D1× · · · ×Dn, where Dj ⊂ C are
domains with piecewise C1 boundary. Proposition 1.15 implies (1.17) solves ∂¯v = f if there
exists a u ∈ Cn(D) solving ∂¯u = f on D. Moreover the left hand side of (1.17) shows that
assuming u ∈ C(D) suffices.
Note that if u′, u′′ ∈ C(D) both weakly solve the ∂¯-equation, then u′−u′′ ∈ O(D)∩C(D).
Since Cn preserves holomorphic functions, uniqueness of T follows:
id(u′)− Cn(u′) = id(u′′)− Cn(u′′).
In other words, T is independent of the auxiliary solution u in Proposition 1.15. In particu-
lar, if the solution in Theorem 2.6 is in C(D), uniqueness implies id(u)− Cn(u) = u, which
in turn implies
Cn(u) = 0.
This argument yields
Theorem 6.1. Let D be a product domain with one-dimensional bounded smooth factors.
If f ∈ C∞(0,1)(D) and ∂¯f = 0, the solution Tf = −
∑
∅6=I⊂{1,...,n}C
I(f I
c
I ) ∈ C
∞(D),.
Moreover, the multi-Cauchy transform of Tf is 0.
Proof. This follows from the argument above, after repeatedly applying Lemma 7.5 to the
expression for T . 
Remark 6.2. By examining the proof of Lemma 7.5 and the proof of Theorem 6.1, one can
relax the smoothness requirement of f and D to obtain a solution u = T (f) ∈ C(D), which
also satisfies Cn(u) = 0.
In particular, if D = Dn, then Sn = Cn is the Szego projection onto H2((bD)n), the
Hardy space of the distinguished boundary.
Corollary 6.3. Let f ∈ C∞(0,1)(Dn) satisfy ∂¯f = 0. Then u = T (f) ∈ C
∞(Dn) and u is
orthogonal to the Hardy space H2((bD)n).
Remark 6.4. The canonical or Kohn solution to ∂¯ is orthogonal to the Bergman space. The
Corollary 6.3 says the solution Tf on Dn is orthogonal to the Hardy space H2((bD)n). The
usual argument then imply Tf is the L2((bD)n)-minimal solution.
Let D be a product domain with higher dimensional factors. The regularity results in §4
show that if f is sufficiently smooth and m is sufficiently large, the solution u = Sm(f) to
∂¯u = f belongs to C(D). The argument above applies to v = u − S(u) = (id − S) ◦ T (f)
for any projection S : L2(Γ)→ H2(Γ) := L2(Γ) ∩ O(D) which preserves H2(Γ), where Γ is
a subset of the full boundary bD.
There are several natural subsets Γ ⊂ bD, since D is a product domain. Thus there are
several “Szego¨ projections” on product domains. A representative result is
Corollary 6.5. Let D = D1 × · · · ×Dk be as in Theorem 4.9.
For each j = 1, . . . , k, let Sj : L
2(bDj) → H
2(Dj) be the Szego¨ projection on Dj . Let
Γ = bD1 × · · · × bDk be the distinguished boundary of D. Define the orthogonal projection
S = S1 ⊗ · · · ⊗ Sk : L
2(Γ)→ H2(D) to be the Szego¨ projection on the Γ.
∂¯ EQUATION 27
For m sufficiently large, let Sm be the solution operator obtained in Theorem 4.9. Then
v = (id− S) ◦ Sm(f) is also a solution to
∂¯u = f,
where f ∈ Wm+k−1(0,1) (D) is ∂¯-closed. Moreover, v is orthogonal to H
2(Γ), the Hardy space
associated to Γ.
Passing from a solution ∂¯u = f to another solution of the same equation is a powerful
tool in complex analysis. In practice the new solution is constructed to satisfy additional
properties, which depend on the problem at hand. A summary of such changes of solutions
made in the paper is presented, to suggest further application. Let T be a linear operator
solving ∂¯(Tf) = f .
(1) v = (id − Cn)
(
Tf
)
is another solution satisfies Cn(v) = 0 with other regularity
properties.
(2) w = (id− S) ◦ Sm(f) is a solution which is annihilated by the projection S.
(3) S = (id− P ) ◦ T is a solution operator which commutes with directional differenti-
ation on other factors and inherits regularity from T .
7. Appendix: Cauchy transforms in C
Results about the one-variable operators C and C used in previous sections are gathered
here. These results are not new but also not sufficiently well-known. The results do not
appear in standard texts with the exception of Lemma 7.6. The second author learned these
results from S.R. Bell [3].
First recall the definitions. If D0 ⊂ C is a bounded domain with piecewise C1 boundary
bD0 and g ∈ C(bD0), the Cauchy transform of g is defined
(7.1) C (g)(z) =
1
2πi
∫
bD0
g(ζ) dζ
ζ − z
.
If h ∈ C(D0), the solid Cauchy transform of h is defined
(7.2) C(h)(z) =
1
2πi
∫
D0
h(ζ) dζ¯ ∧ dζ
ζ − z
h ∈ C(D0).
7.1. Smoothness to the boundary; Bell’s method. The solid Cauchy transform C is
not immediately seen to preserve C∞(D0). However the following idea, due to Bell [1, 2],
shows this holds.
Definition 7.3. Let D0 ⊂ C be a smoothly bounded domain with defining function r. Let
M ∈ Z+ and F,G ∈ CM(D0). Say F = G on bD0 to order M if there exists H ∈ C∞(D0)
satisfying
F −G = H · rM .
Lemma 7.4. If D0 ⊂ C is a smoothly bounded domain, h ∈ C∞(D0), and M ∈ Z+, then
there exists hM ∈ CM(D0) so that
(i) hM = 0 on bD0 to order 1;
(ii) h = ∂h
M
∂z¯ on bD0 to order M .
Proof. This is in the spirit of the proof of Bell’s lemma, cf. [1, 2]. Let r be a defining
function of D0, so that dr 6= 0 when r = 0. The functions h
M are constructed by induction
on M .
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Let M = 1. Set h1 = φ1 · r for φ1 ∈ C
∞(D0) to be determined. Any such φ1 implies h1
satisfies (i). However
∂h1
∂z¯
− h = (φ1)z¯ · r + φ1 · rz¯ − h.
Thus, taking φ1 = h/rz¯ causes h
1 to satisfy (ii) as well.
Let M = k + 1 and assume that hk has been constructed. Let hk+1 be of the form
hk+1 = hk + φk+1 · r
k+1, for φk+1 ∈ C
∞(D0) to be determined. A computation gives
∂hk+1
∂z¯
− h =
∂hk
∂z¯
− h+ (φk+1)z¯ · r
k+1 + φk+1 · (k + 1)r
krz¯
= (φk+1)z¯ · r
k+1 + [ψk · r
k + φk+1 · (k + 1)r
krz¯],
where ψk ∈ C
∞(D0) by the induction hypothesis. Taking φk+1 = −ψk/[(k + 1)rz¯] causes
hk+1 to satisfy (ii) for M = k + 1. 
Smoothness results on C(h) follows from Lemma 7.4:
Lemma 7.5. If D0 ⊂ C is a smoothly bounded domain and h ∈ C∞(D0), then
C(h)(z) ∈ C∞(D0).
Proof. Let M ∈ Z+ be given. Apply Lemma 7.4 to h to obtain a function hM satisfying
the conclusion of the lemma. Lemma 7.6 applied to hM yields
hM (z) =
−1
2πi
∫
D0
∂hM
∂ζ¯
(ζ) ·
dζ¯ ∧ dζ
ζ − z
.
Therefore
C(h)(z) + hM (z) =
1
2πi
∫
D0
[h(ζ)−
∂hM
∂ζ¯
(ζ)] ·
dζ¯ ∧ dζ
ζ − z
=
1
2πi
∫
D0
DM (ζ) ·
dζ¯ ∧ dζ
ζ − z
,
where DM = h−∂h
M/∂z¯. Since DM vanishes to order M on bD0, DM ∈ C
M
c (C) by setting
DM = 0 outside D0. Thus
C(h)(z) + hM (z) =
1
2πi
∫
C
DM (ζ) ·
dζ¯ ∧ dζ
ζ − z
=
(
DM ∗
1
ζ
)
(z).
However DM ∗ 1/ζ ∈ C
M (C), since DM has compact support. Since hM ∈ CM (D0) as well,
it follows that C(h) ∈ CM(D0). M was arbitrary, so C(h) ∈ C
∞(D0) follows. 
7.2. A solution operator. Stokes theorem connects the Cauchy and solid Cauchy trans-
forms.
Lemma 7.6. If D0 ⊂ C is a bounded domain with piecewise C1 boundary bD0 and g ∈
C1(D0), then
C (g) = C
(
gζ¯
)
+ g.
Proof. This appears in standard texts, often called the generalized Cauchy Integral formula.
See for example [20], Theorem 1.2.1; [26], Corollary 1.1.5; [8], Theorem 2.1.1; or [39],
Theorem 1.1.2 for a proof. 
Here (and previously in the paper), the implied meaning is an equation holds functionally
when variables are not expressly notated. The relation “id−C = −C” in Lemma 7.6 yields
a solution operator for ∂¯ in the smooth category:
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Corollary 7.7. Suppose D0 ⊂ C is a smoothly bounded domain and f ∈ C∞(D0). Define
v(z) = −C(f)(z).
Then ∂v∂z¯ = f and v ∈ C
∞(D0).
Proof. Lemma 7.5 shows that v ∈ C∞
(
D0
)
. It remains to show ∂v∂z¯ = f , which can be done
locally.
Let p ∈ D0 be arbitrary. Choose ϕ ∈ C
∞
0 (D0) such that ϕ ≡ 1 in a neighborhood V of
p. Split C(f) as
v(z) = −
1
2πi
[∫
D0
ϕf
ζ − z
dζ¯ ∧ dζ +
∫
D0
(1− ϕ)f
ζ − z
dζ¯ ∧ dζ
]
= I1(z) + I2(z).
Since (1 − ϕ) ≡ 0 in V , differentiation under the integral for I2 shows I2 ∈ O(V ). Thus
∂v
∂z¯ =
∂I1
∂z¯ in V .
However, ϕf has compact support, so the integral defining I1 can be viewed as an integral
over C. Changing variables and differentiating under the integral sign yields
∂v
∂z¯
=
1
2πi
∫
C
∂(ϕf)
∂ζ¯
(z − ζ)
ζ
dζ¯ ∧ dζ
for z ∈ V . Now reverse the change of variables and apply Lemma 7.6. The result is
∂v
∂z¯
= −
1
2πi
∫
C
∂(ϕf)
∂ζ¯
(ζ)
ζ − z
dζ¯ ∧ dζ = −
1
2πi
∫
D0
∂(ϕf)
∂ζ¯
(ζ)
ζ − z
dζ¯ ∧ dζ
= ϕ · f
for z ∈ V . Thus ∂v∂z¯ = f near p. 
7.3. Lp mapping. The basic L1 result on the Cauchy transform is
Lemma 7.8. Let D0 ⊂ C be a bounded domain. If g ∈ L1(D0), the function
G(z) =
−1
2πi
∫
D0
g(ζ)
ζ − z
dζ¯ ∧ dζ
belongs to L1(D0). Moreover, ‖G‖L1(D0) ≤ C‖g‖L1(D0), for C > 0 independent of g.
Proof. For S ⊂ C, let χS denote the characteristic function of S.
Set g˜(ζ) = g(ζ)χD0(ζ). Since g ∈ L
1(D0), g˜ ∈ L
1(C). Choose R > diam(D0). If
B = B(0;R) is the disc centered at 0 of radius R, let h(ζ) = 1|ζ|χB(ζ). Note h ∈ L
1(C).
By Young’s inequality, g˜ ∗ h ∈ L1(C). For any z, ζ ∈ D0, |z − ζ| ≤ diam(D0) < R, so
z − ζ ∈ B. Therefore,∫
D0
∣∣∣∣
∫
D0
g(ζ) dA(ζ)
ζ − z
∣∣∣∣ dA(z) ≤
∫
C
∫
C
|g˜(ζ)|χB(ζ − z) dA(ζ)
|ζ − z|
dA(z)
≤ C
∫
D0
|g(z)| dA(z).

A sharper result is
Lemma 7.9. Let D0 ⊂ C be a bounded domain. For p ∈ [1, 2) let r = 1; for p ∈ [2,∞] let
r > 2p/(p + 2).
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If g ∈ Lr(D0), the function
|C| g(z) =:
1
2πi
∫
D0
|g(ζ)|
|ζ − z|
dζ¯ ∧ dζ
belongs to Lp(D0).Moreover, ‖|C| g‖Lp(D0) ≤ C‖g‖Lr(D0), for a constant C > 0 independent
of g.
Proof. The argument follows the proof of Lemma 7.8, using Young’s convolution inequality
(see [37, Example 4, page 60]). Choose R > diam(D0), let B be the disc centered at 0 of
radius R. Set g˜(ζ) = g(ζ)χD0(ζ). Then
(∫
D0
(∫
D0
|g(ζ)| dA(ζ)
|ζ − z|
)p
dA(z)
)1/p
≤
∥∥∥∥|g˜| ∗ χB|ζ|
∥∥∥∥
Lp(C)
≤ ‖g˜‖Lr(C) · ‖χB/|ζ|‖Lr′ (C),
where 1/r + 1/r′ = 1/p + 1, by Young’s inequality. However with r chosen as in the
hypothesis, it must hold that r′ < 2, for any p ∈ [1,∞]. Consequently ‖χB/|ζ|‖Lr′(C) =
C <∞, completing the proof. 
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