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Abstract
In this thesis I investigate several aspects of local quantum criticality, a concept of key importance
in a number of physical contexts ranging from critical heavy fermion compounds to quantum dot
systems.
Quantum critical points are associated with second order phase transitions at zero temperature. I
focus on studying the properties of critical Kondo destruction and the emergence of ω
T
-scaling in
systems without spatial degrees of freedom, i.e., so-called quantum impurity systems. In particular,
I employ large-N techniques to address critical properties of this class of quantum phase transitions
in and out of equilibrium. As quantum critical systems are characterized by a scale-invariant spec-
trum with many low-lying excitations, it may appear that any perturbation can lead to a response
beyond the linear response regime. Understanding what governs the non-linear response regime
near quantum criticality is an interesting area.
Here, I first present a path integral version of the Schrieffer-Wolff transformation which relates
the functional integral form of the partition function of the Anderson model to that of its effective
low-energy model. The equivalence between the low-energy sector of the Anderson model in the
Kondo regime and the spin-isotropic Kondo model is usually established via a canonical transfor-
mation performed on the Hamiltonian, followed by a projection. The resulting functional integral
assumes the form of a spin path integral and includes a geometric phase factor, i.e. a Berry phase.
The approach stresses the underlying symmetries of the model and allows for a straightforward
generalization of the transformation to more involved models. As an example of the efficiency of
the approach I apply it to a single electron transistor attached to ferromagnetic leads and derive
the effective low-energy model of such a magnetic transistor.
As Kondo screening is a local phenomenon, it and its criticality can be studied using the appropri-
ate impurity model. A general impurity model to study critical Kondo destruction is the pseudogap
Bose-Fermi Kondo model. Here, I concentrate on the multi-channel version of the model using
the dynamical large-N study. This model allows to study the non-trivial interplay between two
different mechanisms of critical Kondo destruction. The interplay of two processes that can each
by itself lead to critical Kondo destruction. The zero-temperature residual entropy at various fixed
points for the model is also discussed.
The two channel Anderson model exhibits several continuous quantum phase transitions between
weak- and strong-coupling phases. The non-crossing approximation (NCA) is believed to give reli-
able results for the standard two-channel Anderson model of a magnetic impurity in a metal. I re-
visit the reliability of the NCA for the standard two channel Anderson model (constant conduction
electron density of states) and investigate its reliability for the two-channel pseudogap Anderson
model. This is done by comparing finite-temperature, finite-frequency solutions of the NCA equa-
tions and asymptotically exact zero-temperature NCA solutions with numerical renormalization-
group calculations. The phase diagram of this model is well established. The focus here will be
on the dynamical scaling properties obtained within the NCA.
Finally, I study the thermal and non-thermal steady state scaling functions and the steady-state
dynamics of the pseudogap Kondo model. This model allows us to study the concept of effective
temperatures near fully interacting as well as weak-coupling fixed points and compare the out-of-
i
equilibrium scaling properties of critical Kondo destruction to those of the traditional spin-density
wave (SDW) scenario. The differences I identify can be experimentally probed. This may be
helpful in identifying the nature of the quantum critical points observed in certain heavy fermion
compounds.
ii
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Chapter 1
Introduction
Strongly correlated electron materials have been extensively studied in the past few decades due to
their emergent behaviors. Among these materials, investigations on heavy fermion systems have
led to unexpected results like unconventional superconductivity beyond BCS theory [1] in the sense
that the attractive interaction of electrons for Cooper pair formation in these materials is known
to be of magnetic origin rather than due to electron-phonon coupling [2, 3].
In the late seventies Steglich discovered superconductivity in CeCu2Si2 [4] which was quite a puz-
zle at this time. The Cerium ions in rare earth intermetallics such as CeCu2Si2 carry a local
moment due to the partially filled 4f shell which is responsible for the Curie-like magnetic suscep-
tibility seen in CeCu2Si2 at higher temperatures (the Kondo temperature of this material is about
12K). Immediately after the discovery, it become clear that the magnetic ions are vital for the
superconducting ground state, although, magnetic impurities generally are expected to diminish
superconductivity. Furthermore, it became clear that superconductivity appeared in close prox-
imity to antiferromagnetism in CeCu2Si2 . This opened a new class of superconductors known as
unconventional superconductors. Unconventional superconductivity has been observed not only
in heavy fermion materials but also in copper-oxide superconductors (cuprates) and iron-based
superconductors (iron-pnictides).
Heavy fermions are inter-metallic rare earth compounds which exhibit an enhanced Sommerfeld
coefficient (as an example, γ > 400mJ/K2mole in CeAl3) [5]. The Sommerfeld coefficient is the
prefactor of the linear-in-temperature term in the specific heat of metals at very low temperatures
and is in the free electron model directly proportional to the electron mass. This enhanced Som-
merfeld coefficient implies a large effective mass of the electrons by a factor of up to 1000 times
of the mass of bare electron (m∗ ∝ 1000 me) [4]. This large effective mass is a consequence of
the Kondo effect as discussed below. Heavy electron materials consist of an extended lattice of
localized f electrons in a sea of itinerant conduction electrons.
Therefore, one approach to study the physics of heavy fermions which contains a lattice of localized
moments, is to study a single localized moment coupled to a sea of conduction electrons. As Kondo
screening is a local phenomenon, i.e., it occurs at each lattice site without involving other 4f ions,
it can be studied in effective single-site or quantum impurity models.
The replacement of the Kondo lattice model, the proper many-body for the heavy fermions, by a
single-site model augmented with a self-consistency condition is the basic idea of the Dynamical
Mean Field Theory (DMFT).
There is growing experimental evidence that critical Kondo destruction [6], i.e., the breakdown of
Kondo screening at T = 0, in a critical manner and concomitant with the onset of macroscopic
magnetic order. The critical Kondo destruction may also occur in the heavy fermions, see below.
The corresponding type of quantum critical point (QCP) is beyond a description in terms of an
order parameter functional.
In this thesis I study critical Kondo destruction in and out of thermal equilibrium in effective
impurity models. As far as quantum critical properties are concerned, it is expected that criti-
cal Kondo destruction in impurity models shares critical features with the lattice version based
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on universality. Universality in the context of criticality usually refers to the fact that irrelevant
couplings with respect to a fixed point can be set to zero from the beginning. As Kondo screening
is a spatially local phenomenon we expect that the critical Kondo destruction can equally well be
studied in effective single-site models.
1.1 Kondo effect
Individual localized moment + itinerant conduction electrons
The interaction between a localized impurity and the conduction electrons in a metal leads to non-
trivial low energy behavior. The Kondo effect is one of the most important many-body effects. The
Kondo problem describes the dynamic interplay of local and itinerant degrees of freedom which is
characteristic of strongly correlated electron problems. This is also reflected in the DMFT which
has become the standard approach to strongly correlated electron systems. In DMFT the lattice
problem is equivalent to a self-consistent quantum impurity problem. In its simplest form it occurs
due to the existence of a localized impurity in a metallic host (e.g. Fe or Co in Cu).
The first observation of the Kondo effect goes back to the 1930s [7] when, surprisingly, suppos-
edly pure gold showed an increase of electrical resistivity around 10-20K as the temperature was
decreased [8]. At low temperature the scattering rate due to the lattice vibrations increases with
temperature according to T 5 in simple metals [9] whereas electron-electron interaction results in
a T 2-dependance. Therefore, the increasing electron scattering rate as temperature is lowered at
this range of temperature looked anomalous and it could not be explained just by the contribution
of phonons as electron-phonon scattering or by static impurity scattering or even electron-electron
scattering.
The resistance minimum was explained in 1964 by J. Kondo [10]. The increasing resistivity at
low energy is due to the fact that in the nearly pure gold there are some impurities which are
magnetic on account of a partially filled 3d-shell. This leads to dynamic spin scattering once these
magnetic impurities are immersed in a non-magnetic metal. The conduction electrons hop into
and out of the localized impurity level. Furthermore, conduction electron can flip the impurity
spin. This spin-flip scattering together with the spin-algebra of the local (quantum) spin make the
local moment a dynamic scattering center.
Neglecting the contribution of other impurities we can write the Hamiltonian of the single impurity
in the metallic host as
H = H0 + JkS.sc (1)
where H0 corresponds to the Hamiltonian of the conduction electrons while the second term shows
coupling between the impurity and conduction electrons at the impurity site (r = 0) with exchange
coupling JK .
For a constant conduction electron density of states an application of perturbative renormalization
group (RG) ideas, known in the present context as poor man’s scaling [11], yield for the RG flow
of the exchange coupling JK which shows that in this case the conduction electrons are coupled
strongly to the impurity:
2
dJK
dD
≡ β(JK) ∼ J2K
JK(T ) = JK + 2J
2
Kρ log
D
T
. (2)
Therefore, the effective exchange coupling JK grows logarithmically with 1/T according to Eq.(2)
where D is the half bandwidth and ρ is conduction electron density of states (constant conduction
electron DOS)[12]. The strong coupling results in a quenching of the spin impurity, and the
resulting ground state is a Kondo singlet state. The fact that the local moment is essentially free
at high temperatures but confined to the many-body singlet with the conduction electrons is an
example of asymptotic freedom known from quantum chromodynamics or QCD.
Once temperature is of the order of the so-called Kondo temperature TK = exp
(
− 1
2JKρ
)
, the
Kondo interaction can no longer be treated perturbatively [13]. Here TK is the only energy scale
and below it spin impurity and conduction electrons form a Kondo singlet. This is a many-body
singlet that involves all conduction electron at the impurity site. The excitations of this many-
body singlet are of the order of TK  JK and carry fermionic quantum numbers. In contrast, the
energy gap between singlet and triplet states of an ordinary singlet is of the order of the exchange
coupling, i.e. JK . and its excitations are of the order of TK (and not JK). From the form of TK
it is clear that TK  JK . The electron fluid surrounding the Kondo singlet forms a Fermi liquid,
with a Pauli susceptibility χ(T = 0) ∼ µ2B
TK
[13], where µB is the Bohr magneton. For a Fermi
liquid, one generally has χ ∼ µ2Bρ(EF ), whereρ(EF ) is the density of states at the Fermi energy.
The Kondo effect leads to an enhanced density of states at the Fermi energy.
The Kondo lattice is a periodic arrangement of local moments, e.g. in a crystallographic lattice.
The local moments are coupled with antiferromagnetic exchange coupling JK to the itinerant
conduction electrons, and hence the Kondo effect will develop coherently as a consequence of
Bloch’s theorem for periodic lattices. In 1970 after the discovery of heavy electron materials, it
was suggested that heavy fermion materials can be considered as extended Kondo lattices [14, 15],
i.e., the heavy fermion materials are extended lattices of these Kondo singlets.
1.2 Quantum Criticality
1.2.1 Phase transition
Depending on whether a phase transition takes place at zero-temperature or finite-temperature, we
have a quantum or a classical phase transition respectively. Classical phase transitions are driven
by the interplay between internal energy and entropy. The free energy of a system is expressed as
F = U − TS, where U is the internal energy, T is temperature, and S is entropy. At high enough
temperature the term TS in general dominates the free energy.
A phase transition is best described in terms of an order parameter φ. Depending on the order
in question, φ can be a scalar, a vector, or a tensor. The order parameter is zero in the so-called
disordered phase and non-zero in the ordered phase.
One distinguishes between continuous and first order phase transitions. At a continuous phase
transition the symmetry of the system changes abruptly from a high symmetry phase to a low
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symmetry phase. The symmetry is spontaneously broken but the order parameter changes contin-
uously from the disordered (or high-symmetry) side to the ordered (or symmetry-broken) side of
the transition.
First-order phase transitions are those that exhibit a discontinuity in a first-order derivative of the
free energy. At the transition temperature exist a co-exist the two phases. A typical example is the
melting of ice. Of particular interest are continuous phase transitions, where the order parameter
vanishes continuously as the transition point is approached from the ordered side.
The characteristic properties of the continuous phase transitions is a divergence of the correlation
length. In this type of phase transitions, the correlation length behaves as ξ(T ) ∼ |T−Tc|−ν , where
Tc is the critical temperature and ν is the correlation length exponent. The correlation length is
a characteristic length of the system and the system will display fluctuations on all length scales
smaller than the correlation length. In contrast, at a first order transition, the correlation length
remains finite, there is no scaling and the system is not critical.
1.2.2 The Landau-Ginzburg-Wilson theory
The standard theory of phase transitions is Landau-Ginzburg-Wilson theory, which expresses the
(singular part of the) free energy of the system in terms of a functional that only depends on the
order parameter, its fluctuations, and the dimension of the physical system.
FGL =
ˆ
ddx
[m2
2
φ2 +
1
2
(∇φ)2 + u
4
φ4
]
, (3)
The allowed terms in the order parameter functional are determined according to the symmetry
of the order parameter. This is a reflection of universality. From the Landau-Ginzburg-Wilson
(LGW) functional , the order parameter correlation function which can be calculated using the
functional integral formalism
〈φ(x)φ(y)〉 ∼ |x− y|−d+2−η, (4)
where η is called the anomalous dimension and d is the dimension of the system. In a similar
fashion, the singular part of the specific heat C ∼ |T − Tc|α, the temperature dependence of the
order parameter φ ∼ |T − Tc|β and of the uniform susceptibility χ = ∂φ/∂h|T ∼ (Tc− T )−γ follow
from the LGW functional.
At the level of Landau theory, i.e. for the order-parameter functional one finds α = 0, β = 1/2, η =
0, γ = 1, and ν = 1/2. Landau theory is mean field theory. It ignores spatial fluctuations , i.e.
the gradient term in the LGW functional in Eq.(3).
Not all the critical exponents are independent of each other but are linked through the LGW
functional. In fact, only two of the scaling exponents are independent. All others are then fixed
through the LGW action. This is the origin of the scaling laws among critical exponents.
Some of these scaling laws contain the dimension explicitly, e.g. dν = 2 − η. These are called
hyperscaling relations. As the Landau exponents, which are the correct exponents when the
problem can be described by mean field, do not depend on dimension, the hyperscaling relation
cannot be valid for Landau exponents. Indeed, dν = 2−η with Landau exponents is only valid right
at the upper critical dimension d = 4. This breakdown of hyperscaling relations above the upper
critical dimension is related to the presence of a dangerously irrelevant operator. A dangerously
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irrelevant operator is formally irrelevant, i.e., it decreases under the RG flow but unlike to ordinary
irrelevant couplings, it is not permittable to simply replace the dangerously irrelevant coupling by
its fixed point value. The quartic coupling in the LGW functional above, see Eq.(3), is by definition
irrelevant above the upper critical dimension. In the present case, d = 4, so, u → 0 above d > 4.
Yet, u is a dangerously irrelevant operator as the scaling function has a singularity at u = 0 [16].
1.2.3 Quantum Critical Point (QCP)
disordered phase
quantum critical
       regime     
ordered ph se
QCP
T
g
T (g)c
T
disordered phaseordered phase
quantum critical
QCP
regimeTc(g)
g
Figure 1: A quantum critical point (QCP) is approached once a continuous finite temperature transition
is continuously suppressed, so that Tc(g)→ 0 as a function of a control parameter g. The QCP separates
the ordered and disordered phase at zero-temperature.
A quantum critical point is obtained when a continuous finite temperature transition can be con-
tinuously suppressed, so that Tc(g)→ 0 as a function of a control parameter g, see Fig.1. Quantum
effects become usually important if the thermal de Broglie wavelength λ(T ) =
√
2π~2/mT is larger
than the correlation length ξ. As ξ(T ) diverges as T → Tc, quantum effects can be neglected be-
cause for any Tc > 0, one finds ξ  λ(T ) sufficiently close to the transition so that the quantum
nature of the critical modes can be neglected, unless λ(T ) diverges as well ,i.e., at T = 0. At
T = 0, quantum effects enter the critical theory and there is a fundamental difference between the
transition at finite (Tc 6= 0) and at zero temperature.
While finite-temperature transitions are driven by the interplay of entropy and internal energy,
at quantum phase transitions, competing parts in the Hamiltonian bring about criticality. As a
quantum phase transition is driven by zero-point motion, or quantum fluctuations, the intrinsic
dynamics, which reflects itself in an imaginary time or Matsubara frequency dependence, much be
properly taken into account.
The correlation length near a quantum critical point diverges as ξT=0(g) ∼ |g − gc|−ν , so that the
control parameter plays the role that temperature played at a classical phase transition. In addi-
tion, there is a characteristic time scale that diverges near criticality as ξτ (g) ∼ ξzT=0 ∼ |g− gc|−νz,
where z is the dynamical exponent which is a measure of the anisotropy between space and time.
Within the RG formalism, the rescaling factor for the frequency axis is therefore z times that of
the momenta. The quantum phase transition therefore appears as an effective classical system in
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D = d+ z dimensions.
At finite temperatures the effective action S becomes
S ∼
ˆ
dxD
ˆ ~/T
0
dz . . . , (5)
i.e., the time-like dimension is cut off at ~/T . In other words, temperature enters as a finite-
size boundary condition and finite-temperature scaling in the quantum critical fan, see Fig. 1,
corresponds to finite-size scaling at a classical phase transition.
Finite-size scaling below and above the upper critical dimension of a classical phase transition
differ from each other due to the presence of a dangerously irrelevant operator above the upper
critical dimension and the associated breakdown of hyperscaling. In turn, we expect that the
scaling with temperature, and in particular, so-called dynamical scaling (or ω
T
-scaling) is sensitive
to if the system is above or below the upper critical dimension. Indeed, only below the upper
critical dimension, that is for an interacting QCP, ω
T
-scaling is expected.
For the antiferromagnetic transition, one finds e.g. z=2. Therefore, the quantum phase transition
(QPT) into an antiferromagnetic state of a three-dimensional system corresponds to an effectively
five-dimensional system, i.e. above the upper critical dimension, and should be well described
by mean-field behavior. In this case, dynamical correlation functions, e.g. the order parameter
susceptibility χ(ω, T ) are not expected to show ω
T
-scaling. Instead it is expected to behave as
χ(ω, T ) = T xΦ(ω/T y), with y > 1.
Far-from-equilibrium dynamics near quantum criticality is a relatively new and unexplored area.
In contrast, classical critical dynamics is well established [17]. Here, the simple case of purely
relaxational dynamics is considered which is often called ’model A dynamics’. This is described
by the time-dependent Ginzburg-Landau model,
∂φ
∂t
= −ΓδFGL
δφ
+ f, (6)
where FGL is defined in Eq. (3), f is the noise term and where Γ is the relaxation rate. Eq. (6)
is a Langevin equation for the order parameter φ. Near equilibrium, the noise term describes
uncorrelated (so-called Markovian or white) noise:
〈f(r1, t1)f(r2, t2)〉 = 2ΓTδ(t1 − t2)δ(r1 − r2), (7)
Eq. (7) implies the classical fluctuation-dissipation theorem. The fluctuation-dissipation theorem
will be discussed in detail in Chapter 5 of this thesis.
Linearizing Eq. (6) gives
φ̇ = −Γ(m2 −∇2)φ+ f. (8)
we see that at criticality, where the mass term vanishes, φ̇ = Γ∇2φ or ω ∼ kz with z = 2. Here,
again, we encounter the critical exponent z and z = 2 for a non-conserved order parameter (for
which Eq.(6) applies) as in the anti-ferromagnetic transition. The property that ω → 0 as k → 0
is called critical slowing down.
1.3 Heavy Fermion Quantum Criticality
The Kondo lattice Hamiltonian is given by
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HKLM =
∑
k,σ
εkc
†
k,σck,σ + JK
∑
i
Si · sic, (9)
where the first part describes a single band of conduction electrons and εk is energy of electron
with momentum k. In above equation c†k,σ(ck,σ) creates (destroys) an electron with momentum k
and spin projection σ. The second part is the Kondo interaction between the local moment at
lattice site i and the spin density of the conduction electrons at that site, sic.
At high temperatures, well above the Kondo temperature, the coupling to the conduction electrons
can be ignored when estimating the entropy of the system. In that case, the local moments
contribute a spin entropy ∼ N ln(2), where N is the number of local moments in the lattice. As
the system approaches its ground state, this huge spin entropy needs to be quenched. As discussed
above, the Kondo effect, that gives rise to the formation of a spin singlet between each local
moment and the conduction electrons, is one way of reducing the spin entropy by screening the
local moment. This leads to a formation of a Kondo resonance and to a formation of heavy Fermi
liquid where the effective mass is largely enhanced due to electron-electron interaction. In the
band structure of the heavy fermion systems this is reflected as a weakly dispersive band. Note
that the system will end up in a non-magnetic state. Therefore it is a Fermi liquid state with the
Kondo effect acting at each site. This state is characterized by for example a linear in temperature
dependence of specific heat [18, 19].
The second possibility to reduce the entropy is to form a magnetic state due to indirect exchange
interaction between the localized spins introduced by polarization of the conduction electrons
(RKKY interaction) [20, 21, 22]. At zero temperature, we thus expect a QCP that separates a
heavy Fermi liquid from a magnetically ordered state. The origin of this QCP is the competition
between Kondo screening that is characterized by the Kondo energy scale ∼ exp[1/(JKρ)] and
the RKKY interaction ∼ J2K . Once they have the same strength a QCP is encountered which
separates the magnetic and non-magnetic states. Deep in the antiferromagnetic phase, the Kondo
effect is no longer operating [23]. This raises the question if the Kondo effect is fully formed at the
QCP point and only vanishes somewhere in the magnetic phase or if Kondo screening breaks down
already at the QCP and thus is part of the critical fluctuation spectrum of the QCP. Depending
on whether the Kondo screening breaks down exactly at the QCP or inside the magnetic phase,
two scenarios can be realized: the locally critical or spin density wave scenario , see Fig.2. Here, in
the T-δ phase diagram, where δ is a control parameter, e.g. pressure, doping or magnetic field: T0
is an upper cutoff for the critical behavior and typically it is of the order of Kondo temperature,
E∗loc line is a crossover line that marks the breakdown of the Kondo effect such that to the left of
this line no heavy quasiparticles can form and TFL defines the cross over temperature below which
the Fermi liquid behavior (e.g.ρ(T ) ∝ T 2) is developed.
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Figure 2: (a) the SDW scenario where the Kondo effect remains intact and the heavy quasiparticles
develop magnetic order. This is similar to the case of Chromium [24, 25]. The critical field theory is that
of a φ4 theory in D=d+z dimensions with z=2. Deep in the antiferromagnetic phase, Kondo screening
cannot be active and the Fermi surface has to be small [23]. (b) In the local quantum critical case, Kondo
screening turns critical and the local spin susceptibility diverges together with the criticality of the lattice.
The magnetic phase is that of local moments and the Fermi surface undergoes a transition at T = 0 from
large to small. At finite temperature, an additional energy scale collapses and terminates at the critical
point. Loosely speaking it marks the effective Kondo temperature [6].
As shown in Fig.2.(a), the Kondo effect remains intact at the QCP, while it is destroyed as one
goes through the transition of the lattice by an effective reduction of δ. This is the conventional
Hertz-Millis-Moriya, or SDW, scenario [26, 27]. In Fig.2.(b) the Kondo destruction happens at
a QCP which corresponds to local quantum criticality. Within the latter scenario, the QCP is
characterized by a scale-invariant spectrum [6, 28] that results in dynamical (or ω/T )-scaling of
the correlation functions. This is in line with a growing number of experimental results on some
specific materials. The experimental evidence includes neutron scattering results in CeCu6−xAux
[29], Hall measurements in YbRh2Si2 [30] and dHvA measurements in CeRhIn5 [31, 29].
1.4 Critical Kondo destruction
The interest in local quantum criticality in the heavy fermions has led to an increased interest of
quantum critical impurity models that capture critical Kondo destruction and that can be used
to model quantum criticality in the heavy fermions. We note that within the DMFT approach
the Kondo lattice is modeled by a quantum impurity augmented with a self-consistency condition
[32, 33]. In this thesis, I will study the critical Kondo destruction in a general impurity model, i.e.
pseudogap Bose-Fermi Kondo model using a dynamical large-N method.
The quantum dynamics of strongly interacting, finite systems in contact with non-interacting ex-
tended states near and far from equilibrium is of current interest in various fields of physics. Fig.3
visualizes some possible extensions to the Kondo model. Some of them will be discussed in this
thesis.
A microscopic model for dissipation for example is the Caldeira-Leggett Hamiltonian, which de-
scribes a small, interacting system attached to a continuous bath of oscillators with Ohmic dis-
persion. This model is closely related to the spin-boson model, where a local two-level system
is coupled to a bosonic bath. The spin boson model with Ohmic dispersion, where the spectral
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density of bosons is proportional to frequency in turn is equivalent to the anisotropic Kondo model.
Another example which belongs to this class of system-bath models is the Kondo model. Of cur-
rent interest are models of critical Kondo destruction in and out of equilibrium which is relevant
to the heavy fermions, as discussed above, but also to certain nanostructure, see Chapter 2.
A general impurity model where the critical Kondo destruction can be studied is the pseudogap
Bose-Fermi Kondo model with a sub-Ohmic bosonic bath. This model is a general quantum im-
purity model which describes a localized level coupled both to a fermionic bath with a density of
states vanishing in a power law fashion like |ε|r at the Fermi level, and a bosonic bath that has a
sub-Ohmic spectrum represented by |ω|1−αΦ . There we have an interplay of two processes of critical
Kondo destruction and each bath by itself is able to destroy the Kondo effect at a quantum critical
point. The different cases for the bath exponents are discussed in Sec.3.1 of Chapter 3. For the
conduction electron density of state with pseudogap exponent r, it is required that r > −1 to have
a suitable thermodynamic model. The range of αΦ for a sub-Ohmic bosonic bath is 0 < αΦ < 1.
In the pseudogap Bose-Fermi Kondo model both the depletion of conduction electron states and
the sub-Ohmic bosonic contributes to the critical Kondo destruction.
The Large-N, or a saddle point method is a non-perturbative and controlled method that is fre-
quently employed in quantum field theory. It is controlled, since corrections to the saddle point
vanish as N →∞. The non-perturbative nature of the large-N method is explained in Sec.4.2.1.
As mentioned above, interacting systems far from equilibrium are of current interest. Despite
the experimental relevance, the number of suitable theoretical tools that are available to study
current-carrying critical states is rather limited. Therefore, an interesting question will be to ask
what happens if a current carrying state is present. In other words what happens in a quantum
dot set up to which a bias voltage is applied via two leads. This question will lead me to the
concept of effective temperature which is of growing current interest field.
The dynamical large-N method has the advantage that it can treat equilibrium and non-equilibrium
on the same footing. Therefore the pseudogap Bose-Fermi Kondo model out of equilibrium can
be studied by generalizing the saddle point equation on the Keldysh contour. In Chapter 5, the
pseudogap Kondo model in equilibrium and out of equilibrium setting will be discussed.
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Figure 3: Extensions of the Kondo model
1.5 Outline of this thesis
In Chapter 2, the Schrieffer-Wolff transformation is revisited and a path integral version of this
canonical transformation is presented. The Schrieffer-Wolff transformation is a particularly im-
portant canonical transformation performed on the Hamiltonian, followed by a projection. For
the Anderson model in the local moment regime it essentially projects out charge fluctuations and
therefore maps the model onto the spin-isotropic Kondo model. Therefore, the Kondo model is
the effective low-energy model of the Anderson model in the local moment regime.
In Chapter 3, I discuss the multi-channel pseudogap Bose-Fermi Kondo model using dynamical
large-N study. In this model, there exists an interplay of two processes of critical Kondo destruc-
tion as each bath individually is capable to destroy Kondo screening. I give a complete derivation
of the saddle point equations and discuss a scaling ansatz solution. The equations are also solved
numerically. Scaling functions are determined and the residual impurity entropy is obtained.
In Chapter 4, the dynamical properties of the two-channel Anderson model are investigated using
the non-crossing approximation (NCA) augmented by numerical renormalization-group calcula-
tions. I revisit the reliability of this method for the two-channel Anderson model with a metallic
host and I investigate its reliability for a semi-metallic host. I find that the NCA reproduces the
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correct qualitative aspects of the pseudogap model, including the flow diagram, and of capable
yielding critical exponents in excellent agreement with the NRG and exact results.
Finally, in Chapter 5 I study the thermal and non-thermal steady state scaling functions and
the steady-state dynamics of a model of local quantum criticality. The concept of effective tem-
peratures in the context of quantum critical steady states far from equilibrium is addressed there,
both for the standard spin-density wave (SDW) transition as well as for a model of critical Kondo
destruction. The model I consider, i.e. the pseudogap Kondo model, provides the possibility to
study the concept of effective temperatures near fully interacting as well as weak-coupling fixed
points. I will also discuss the (equilibrium) zero-temperature residual entropy at various fixed
points.
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Chapter 2
The Path Integral formulation of the Schrieffer-Wolff trans-
formation
In this chapter the Schrieffer-Wolff transformation is discussed and a path integral version of this
important canonical transformation is presented [34].
Canonical transformations have played a key role in the development of various branches of physics.
Often, canonical transformations capture the gist of a physical problem. This is e.g, the case for
the Firsov-Lang transformation applied to the polaron problem or the Bogolibov transformation
for superconductivity [35, 36, 37, 38].
A particular important transformation is the Schrieffer-Wolff transformation [39], i.e., a canonical
transformation applied to a Hamiltonian H which is followed by a projection into a subspace of
the Hilbert space associated with H, with the aim to obtain an effective Hamiltonian for the low-
energy sector of the original Hamiltonian H.
The effective Hamiltonian is usually obtained perturbatively and the calculation of higher-order
terms is often cumbersome. The Schrieffer-Wolff transformation was originally introduced by Schri-
effer and Wolff to demonstrate that the low-energy physics of the Anderson model in its so-called
local moment regime is that of a quantum spin coupled isotropically via an anti-ferromagnetic
exchange interaction to the local spin-density of an otherwise free conduction band [39]. This
was accomplished by constructing the generator of a canonical transformation such that terms
involving charge fluctuations cancel in the effective Hamiltonian term by term within a perturba-
tive expansion, followed by a projection into the singly occupied subspace of the local (impurity)
Hilbert space.
An alternate form of the Schrieffer-Wolff transformation from the Anderson to the Kondo model
is due to Hewson [9]. The effective Hamiltonian in the singly occupied subspace is constructed
by starting from the Schrödinger equation and eliminating the components of the ground state
wavefunction in the empty and doubly occupied subspace.
In recent years, there has been renewed interest in the Schrieffer-Wolff transformation [40, 41, 42,
43, 44, 45]. A detailed review and a compilation of rigorous results of the Schrieffer-Wolff transfor-
mation can be found in Ref.[43]. The application of the Schrieffer-Wolff method to systems coupled
to dissipative environments appeared in Ref.[45] and Refs.[42, 44] are applications to systems that
contain more than one quantum impurity.
One of the major difficulties with the Schrieffer-Wolff transformation in either of these operator
based versions is the determination of higher order terms beyond those quadratic in the hybridiza-
tion between the local and conduction electrons. This makes generalizations to more complex
models tedious.
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Here I will present a path integral formulation of the Schrieffer-Wolff transformation which not
only simplifies the construction of higher order terms of the transformation as the operator algebra
is replaced by (anti-)commuting fields but also can be straightforwardly generalized to more com-
plex situation like e.g. interacting bath modes. Moreover, this approach brings out the geometric
or Berry phase associated with dynamics in the reduced Hilbert space [46, 47] and allows for an
analysis the effect of charge fluctuations on the Berry phase term.
Among the possible applications of the path integral version of the Schrieffer-Wolff transformation
are multi-impurity systems and systems with generalized baths. In addition, the path integral
version of this classic transformation that will be discussed here, may be of relevance in addressing
the effect of charge fluctuations in Kondo lattice systems and should generally prove useful when
the topological term in the path integral, generated by restricting the dynamics to the subspace,
turns out to be topologically non-trivial [48].
A better understanding of Berry phase effects may also shed new light on quantum phase transi-
tions where dynamics is part of criticality [49] and where the Berry phase term in the associated
effective action invalidates a naive quantum-to-classical mapping [50].
2.1 The Anderson and Kondo model
The Anderson impurity model is a paradigmatic model of strong electron correlations. It describes
an impurity state that can at most be doubly occupied by electrons with spin quantum number
σ = ± and which hybridizes with conduction electrons of an otherwise uncorrelated electron band.
It is defined by the Hamiltonian
HA =
∑
σ=±
εd,σd
†
σdσ + Ud
†
+d+d
†
−d−
+
∑
k,σ=±
(
Vkc
†
kσdσ + V
∗
k d
†
σckσ
)
+
∑
k,σ=±
εkc
†
kσckσ, (10)
where εd is the energy of the singly occupied impurity state with respect to the Fermi energy of the
conduction band, U is the Coulomb integral, and Vk is a measure of the strength of hybridization
between the local and conduction electron states. If εd < 0, εd + U > 0, with |εd|  ∆, and
|εd + U |  ∆(0), where ∆(ε) = π
∑
k |Vk|2δ(ε− εk), the low-energy sector of the Anderson model
is equivalent to the Kondo model plus a potential scattering term,
Heff = HK +
∑
k,k′
W potk,k′c
†
k′σckσ, (11)
HK =
∑
k,σ=±
εkc
†
kσckσ +
1
2
∑
k,k′
σ,σ′
Jk,k′S · c†kσσck′σ′. (12)
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This equivalence in the low-energy sector is established through a canonical transformation [39]
H̃ = eSHAe
−S, (13)
where hermiticity of the Hamiltonian implies S† = −S. The generator S of the transformation is
chosen such that the hybridization vanishes in lowest order in Vk,
[
HA −
∑
k,σ=±
(
Vkc
†
kσdσ + V
∗
k d
†
σckσ
)
, S
]
=
∑
k,σ=±
(
Vkc
†
kσdσ + V
∗
k d
†
σckσ
)
, (14)
The transformation is followed by a projection into the singly occupied subspace.
As a result, one finds that up to second order in the hybridization Jk,k′ and W potk,k′ are given by
Jk,k′ = VkV
∗
k′
{ 2U
(U + εd)εd
}
(15)
W potk,k′ =
VkV
∗
k′
2
{ 1
U + εd
+
1
εd
}
. (16)
2.2 Review on many-body path integral formalism
Before turning to the path integral version of the Schrieffer-Wolff transformation, I will give a
brief review on many-body path integral formalism and Hubbard-Stratonovich transformation
[51]. I start with an introduction to bosonic and fermionic coherent states and the Gaussian
identity[51, 52] which later on will be applied to the partition function for the pseudogap Bose-
Fermi Kondo model. The bosonic coherent state |ψ〉 can be defined using the bosonic creation
operator a† as follows:
|ψ〉 ≡ e
∑
i
Ψia
†
i |0〉 , (17)
where ψi are c-numbers and the multi-dimensional generalization of the Gaussian integral for
complex variables is given by :
ˆ
dψ̄dψe−ψ̄Aψ =
1
det A
, (18)
where ψ and ψ̄ are vectors with a finite number of components and A is a positive definite square
matrix of corresponding dimension. In the continum limit, we obtain a bosonic field ψ(τ) where τ
is a continuous label.
To construct the fermionic coherent states one needs to apply the Grassmann algebra of anti-
commuting numbers. If the operator a describes a fermionic excitation and |η〉 is a N-component
vector of Grassmann variables, the anti-commutation relation of fermion operators requires that
the eigenvalues of |η〉 also anti-commute and therefore the fermion operators and Grassmann
generators have to anti-commute as well:
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[ηi, aj]+ = 0. (19)
The fermionic coherent states are defined by:
|η〉 = e
−∑
i
ηia
†
i |0〉 . (20)
The operations of integration and derivation with these numbers are defined as follows:
ˆ
dη = 0;
ˆ
dηη = 1; ∂ηη = 1. (21)
Note that the Gaussian integral for fermionic fields is different from the bosonic one:
ˆ
dη̄dηe−η̄Aη = det A (22)
where η̄ and η are N-component vectors of Grassmann variables, the measure is
dη̄dη =
N∏
i=1
dη̄idηi. (23)
The overlap between two coherent states and the resolution of the identity are the same for both
bosonic and fermionic fields:
〈ψ1| ψ2〉 = eψ̄1ψ2 (24)
1 =
ˆ
dψ̄dψe−ψ̄ψ |ψ〉 〈ψ| . (25)
After introducing coherent states, the next step is the construction of path integral for many-body
systems which can be used later to obtain the correlation functions and to calculate observables
like spin susceptibility, T-matrix, etc for a given model. The partition function Z is defined as:
Z = Tre−β(Ĥ−µN̂) =
∑
n
〈n| e−β(Ĥ−µN̂) |n〉 . (26)
Substituting the resolution of unity, Eq.(25), into Eq.(26) leads to
Z =
ˆ
dψ̄dψe
−∑̃
α
ψ̄α̃ψα̃∑
n
〈n| ψα̃〉 〈ψα̃| e−β(Ĥ−µN̂) |n〉 . (27)
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Transferring the factor 〈n| ψ〉 in the last equation to the right-hand side and using ∑
n
|n〉 〈n| = 1
to get rid of summation over n, yields
Z =
ˆ
dψ̄dψe
−∑̃
α
ψ̄α̃ψα̃∑
n
〈ζψα̃| e−β(Ĥ−µN̂) |n〉 〈n| ψα̃〉
=
ˆ
dψ̄dψe
−∑̃
α
ψ̄α̃ψα̃∑
n
〈ζψα̃| e−β(Ĥ−µN̂) ψα̃〉 . (28)
In the next step we divide the time interval β into M pieces :
e−β(Ĥ−µN̂) =
(
e−δ(Ĥ−µN̂)
)M
, (29)
where δ = β/M .
Inserting M times the resolution of unity from Eq.(25) in the expectation value and using the
shorthand notation Ψm = {Ψm,α̃} and
H
(
Ψ̄m+1,Ψm
)
≡ 〈Ψm|H |Ψm−1〉〈Ψm| Ψm−1〉
(30)
plus using the relation for the overlap of two coherent states:
〈Ψm,α̃| Ψm−1,α̃〉 = e
∑
α̃ Ψ̄m,αΨm−1,α , (31)
one can rewrite the Eq.(28) as follows in the continuum limit:
Z =
ˆ
Ψ̄0,Ψ0=ζΨ̄M ,ζΨM
M∏
m=1
d
(
Ψ̄m,Ψm
)
exp
[
−δ
M−1∑
m=0
[
δ−1
(
Ψ̄m − Ψ̄m+1
)
.Ψm
+H
(
Ψ̄m+1,Ψm
)
− µN
(
Ψ̄m+1,Ψm
)]]
, (32)
where the limits on the integral keep track of the trace operation.
Finally one obtains the continuum version of the path integral for many-body systems [52, 51]:
Z =
ˆ
D[Ψ̄,Ψ]e−S[Ψ̄,Ψ], (33)
S
[
Ψ̄,Ψ
]
=
ˆ β
0
dτ
[
Ψ̄∂τΨ +H(Ψ̄,Ψ)− µN(Ψ̄,Ψ)
]
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where D
(
Ψ̄,Ψ
)
= lim
M→∞
M∏
m=1
d
(
Ψ̄m,Ψm
)
and ζ = 1 for bosonic fields and ζ = −1 for fermionic
ones. Here in order to represent the set {Ψα̃,1Ψα̃,2...Ψα̃,M}, it is more convenient to introduce a
trajectory Ψα̃(τ) and the following notation:
Ψ̄α̃,m
(Ψα̃,m −Ψα̃,m−1)
δ
≡ Ψ̄α̃(τ)∂τΨα̃(τ) (34)
and
H(Ψ̄α̃,m; Ψ̄α̃,m−1) ≡ H(Ψ̄α̃(t); Ψ̄α̃(t)). (35)
Note that in Eq.(33), I have used the shorthand notation {Ψ̄α̃(τ)}, {Ψα̃(τ)} ≡ Ψ̄,Ψ. Yet, one
needs to keep in mind that the discrete version, Eq.(32), is the more fundamental version of
the path integral. For a quadratic Hamiltonian (a Hamiltonian quadratic in the fields), i.e., an
essentially non-interacting system, the resulting Gaussian integral can be performed and correlation
functions can be calculated via Wick’s theorem. If the Hamiltonian contains quartic terms like
Hint = gψ̄↑ψ̄↓ψ↓ψ↑ , i.e., describes an interacting system, one can either resort to perturbation
theory, or use an identity and introduce a bosonic field to rewrite the interacting part of the action
via a Hubbard-Stratonovich decoupling
ˆ
D[∆̄,∆]e
´
dτddx( 12g|∆|
2−∆ψ̄↑ψ↓−∆̄ψ̄↓ψ↑) = (36)
ˆ
D[∆̄,∆]e
´
dτddx
(
1
g |∆−gψ↑ψ↓|2−gψ̄↑ψ̄↓ψ↓ψ↑
)
= Ne
´
dτddx(−gψ̄↑ψ̄↓ψ↓ψ↑).
Therefore by introducing a bosonic Hubbard-Stratonovich field ∆, the quartic term in the Hamil-
tonian can be decoupled into ∆ψ̄↑ψ↓ and ∆̄ψ↓ψ↑, where we have used the generalization of multi-
dimensional Gaussian integration for a bosonic field:
ˆ
d(v†, v)e−v
†Av+w†v+v†w′ = πNdet A−1ew
†A−1w′ . (37)
Note that the Hubbard-Stratonovich field does not possess dynamics at the bare level, i.e., there
is no ∆̄∂τ∆ in Eq.(36).
In what follows, I will also make use of the identity
det A = eTr logA (38)
which is proved by diagonalizing A and which allows to re-exponentiate the right side of Eq.(18).
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2.3 The path integral version of the Schrieffer-Wolff transformation
In this section the path integral version of the Schrieffer-Wolff transformation is derived. In its
most general form, a Schrieffer-Wolff transformation creates an effective Hamiltonian describing
the dynamics in a sub space of the full parameter space of the original problem by reducing the
number of Fock states accessible to the system. The functional integral description avoids the
cumbersome anti- or commutator algebra, therefore a path integral reformulation of this type of
canonical transformation is disireable. This may be particularly relevant when a knowledge of
higher order corrections is required.
The path integral is the tool of choice when it comes to integrating out part of the fluctuation
spectrum, e.g. charge fluctuations in the case of the standard Kondo problem.
A restriction to a sub space of the original Fock space will in general lead to a new geometric phase
term that encodes the restricted dynamics on the manifold.
In order to identify the resulting action as that associated with an effective Hamiltonian, both
the Hamiltonian part and the geometric part of the action have to be local in (imaginary) time.
This requires the identification of the underlying manifold as a group manifold and points to the
importance of properly treating the symmetries inherent to the problem. Naturally, one expects
that a path integral version exists for a canonical transformation, like the Schrieffer-Wolff trans-
formation, that can be performed on a Hamiltonian level. In fact, one property that should come
out of a proper path integral treatment of the Schrieffer-Wolff transformation is the spin-isotropy
of the effective model associated with the low-energy sector of the Anderson model.
At this point it is useful to realize that the interaction term of the local part of the Anderson
Hamiltonian possesses spin-rotational invariance. This can e.g. be seen by noticing that Eq.(10)
is equivalent to
HA =
∑
σ=±
Ed,σd
†
σdσ −
2U
3
S2 (39)
+
∑
k,σ=±
(
Vkc
†
kσdσ + V
∗
k d
†
σckσ
)
+
∑
k,σ=±
εkc
†
kσckσ,
where S = 1
2
∑
α,β d
†
ασαβdβ and Ed = εd +U/2. It thus is necessary to perform the transformation
without artificially reducing the invariances of the action, i.e. breaking spin-rotational invari-
ance [53]. Using Eq.(33) one starts from the partition function of the Anderson model, Eq.(39), in
terms of a functional integral [54]
Z =
ˆ
D[ψ̄, ψ, φ̄, φ]e−S[ψ̄,ψ,φ̄,φ], (40)
where the action S =
´ β
0
L dτ is given by
S[ψ̄, ψ, φ̄, φ] =
ˆ β
0
dτ
{∑
σ=±
ψ̄σ(τ)[∂τ + εd]ψσ(τ) + Uψ̄+(τ)ψ̄−(τ)ψ−(τ)ψ+(τ)
+
∑
k,σ=±
[
Vkψ̄σ(τ)φσ(k, τ) + V
∗
k φ̄σ(k, τ)ψσ(τ)
]
+
∑
k,σ
φ̄σ(k, τ)[∂τ + εk − µ]φσ(k, τ)
}
, (41)
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and where ψ̄σ(τ), ψσ(τ), φ̄σ(k, τ), and φσ(k, τ) are Grassmann fields related to the d†σ, dσ, c
†
kσ and
ckσ operators. The explicit imaginary time (τ) dependence of the fields will be suppressed in what
follows. As our goal is to integrate out charge fluctuations, it is useful to recast the quartic term
into a charge and a spin part
Un+n− =
U
4
n2 − US2z , (42)
with n = n+ +n− and Sz = (n+−n−)/2. Now I use Eq.(33) for a Hubbard-Stratonovic decoupling
of the action. Specifically, I use
exp [−Un+n−] =
1
πU
ˆ
d∆
ˆ
dm exp [− 1
U
(∆2 +m2) + i∆n+ 2mSz] (43)
which brings in two bosonic decoupling fields ∆ and m. The partition function can then be written
as
Z =
ˆ
D[∆]
ˆ
D[m]
ˆ
D[ψ̄, ψ, φ̄, φ] e−S[ψ̄,ψ,φ̄,φ,∆,m], (44)
S[ψ̄, ψ, φ̄, φ,∆,m] =
ˆ β
0
dτ
{
ψ̄(∂τ + εd)ψ +
1
U
(∆2 +m2)− i∆ψ̄ψ −mψ̄σzψ
+
∑
k
[
Vkψ̄φ(k) + V
∗
k φ̄(k)ψ
]
−
∑
k
φ̄(k)G−1c (τ, k)φ(k)
}
,
where we introduced Gc(τ, k) = [−∂τ − εk + µ]−1 and the spinor notation ψ̄ = (ψ̄+ ψ̄−), so that
ψ̄ψ = ψ̄+ψ+ + ψ̄−ψ−, ψ̄σzψ = 2Sz and likewise for φ̄(k). The decoupled action breaks at least
formally the underlying spin-rotational invariance of Eq.(41) which leads to incorrect excitation
spectra near saddle point solutions of Eq.(43) [54, 53] and a proper incorporation of fluctuations
around these saddle-points is vital to restore spin-rotational invariance. A general solution to this
problem was discussed by Schulz in [53] which we will follow here.
To this end we note that the choice of spin quantization axis is arbitrary. We can exploit that
the effective action remains invariant under a rotation of the quantization axis, σ3 −→ Ω · σ by
summing over all possible choices Ω, properly normalized, to ensure a rotationally invariant saddle
point [53, 55]
Z =
ˆ
D[Ω]Z[Ω]. (45)
Next, a unitary transformation on the local Grassmann fields is performed, i.e. χ̄ = ψ̄U , χ = U †ψ
to rediagonalize the local impurit Green’s function which leaves the measure invariant, D[ψ̂ψ] =
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D[χ̂χ]. We thus arrive at
Z =
ˆ
D[Ω]
ˆ
D[φ̄,φ]
ˆ
D[∆,m, χ̂,χ] e−Seff[χ̄,χ,φ̄,φ,∆,m],
Seff[χ̄,χ, φ̄,φ,∆,m] =
ˆ β
0
dτ
{
χ̄(∂τ + εd + U
†∂τU)χ+
1
U
(∆2 +m2)
−
∑
k
φ̄(k)G−1c (τ, k)φ(k)− i∆χ̄χ−mχ̄σzχ
+
∑
k
[
Vkχ̄Uφ(k) + V
∗
k φ̄(k)U
†χ
]
}
. (46)
As the preceding expression is at most quadratic in the local Grassmann fields, integrating out the
local electron field χ̂(χ), yields
Seff[φ̄,φ,∆,m] =
ˆ β
0
dτ
{
− 1
U
(∆2 +m2) +
∑
k,k′
(
φ̄(k)V ∗k U
†GdUVk′φ(k
′)
)
(47)
−
∑
k
φ̄(k)G−1c φ(k)
}
− Tr ln
[
−G−1d
]
,
where we introduced the local Green’s function G−1d = G−1d −Σ with G−1d = −(∂τ +εd−i∆0)+m0σ3
and Σ = U∂τU †+ δm(τ)σ3 + iδ∆(τ) and we have split the fields ∆(τ) and m(τ) into their static,
i.e. ∆0 and m0 and τ -dependent parts.
So far, our treatment has been exact and Eq.(47) is a faithful representation of the action associated
with the Anderson model, Eq.(10). Under the assumption that the terms contributing to Σ are
small compared to G−1d , i.e. |U∂τU †|, δ∆(τ)|, |δm(τ)|  |εd − i∆0 −m0σ3|, we can approximate
Tr ln(−G−1d ) by
−Tr ln
[
−G−1d
]
= Tr ln
[
− G−1d
]
− Tr
[
GdΣ
]
− . . . (48)
As we are interested in obtaining an effective low-energy limit of Eq.(39) in the Kondo regime,
where εd < 0, U > 0 and −|V |2/εd, |V |2/|U |  1 [39]. We thus will ignore fluctuations around the
static charge configuration so that Σ ≈ U∂τU †. The saddle point values ∆0 and m0 are obtained
from ∂∆0 lnZ = 0 and ∂m0 lnZ = 0:
2
U
∆0 =
δ
δ∆
Tr ln
[
−G−1d
]
= i, (49)
where the right hand side holds in the local moment regime and is equivalent to
∑
σ=±〈d†σdσ〉 = 1.
For m0 we find in the local moment regime
2
U
m0 =
δ
δm
Tr ln
[
−G−1d
]
= Tr[Gdσ
z] = 1. (50)
or m0 = U/2 . Away from εd +U/2, corrections are exponentially small in 1/T and will be ignored
in what follows. With these values for m0 and ∆0, we find
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V ∗k U
†Gd(τ)UVk′ ≈ V ∗k Vk′U †
1
−εd + i∆0 +m0σz
U
= V ∗k Vk′2U
†
(Uσz − (2εd + U)
(2εd + U)2 − U2
)
U
= V ∗k Vk′
U
|εd|(εd + U)
Ω · σ
2
+ V ∗k Vk′
εd + U/2
|εd|(εd + U)
, (51)
where εd < 0 in the local moment regime of the Anderson model was used. The second term in this
expression describes a potential scattering contribution that vanishes for a particle-hole symmetric
model, i.e. U = −2εd. Finally, Tr
[
GdΣ
]
needs to be analyzed in the local moment regime.
−Tr
[
GdΣ
]
= tr
{ 1
β
∑
ωn
1
iωn − εd − U/2− Uσz
ˆ
dτU
∂
∂τ
U†
}
=
ˆ
dτU
∂
∂τ
U†
∣∣∣
1,1
−
( e2βεd
eβ(U/2+εd) + e2βεd
+
e−βU
eβ(U/2+εd) + e−βU
)
×
ˆ
dτU
∂
∂τ
U†
∣∣∣
1,1
, (52)
where tr is the trace in spin space only and we have used that U
∂
∂τ
U†
∣∣∣
1,1
= −U ∂
∂τ
U†
∣∣∣
2,2
, see
Sec.2.5 .
In the Kondo regime, where εd < 0, U > 0 and −|V |2/εd, |V |2/|U |  1, the second term of the
right hand side of Eq.(52) is exponentially small. In this case
−Tr
[
GdΣ
]
≈
ˆ
dτU
∂
∂τ
U†
∣∣∣
1,1
, (53)
which is purely imaginary. Various choices for U and thus the Berry phase term will be discussed
in Sec.2.5.
Collecting all terms, the final form of the partition function of Eq.(10) in the Kondo regime is
Z =
ˆ
D[Ω(θ, φ)]
ˆ
D[φ̄,φ] e−Seff[Ω,φ̄,φ], (54)
with Seff[Ω, φ̄,φ]
Seff[Ω, φ̄,φ] =
ˆ
dτU
∂
∂τ
U†
∣∣∣
1,1
+
ˆ β
0
dτ
{
1
2
∑
k,k′
Jk,k′Ω · φ̄k
σ
2
φk′
+
∑
k,k′
Wk,k′φ̄kφk′ −
∑
k
φ̄kG−1c (τ, k)φk
}
(55)
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which is a standard spin path integral representation [56, 46] of the spin-isotropic Kondo model
based on spin-coherent (and fermionic) coherent states. We showed, that starting from the Ander-
son model in the local moment regime, an effective Kondo model can be obtained with antiferro-
magnetic exchange coupling Jk,k′ = 2
V ∗k Vk′U
|εd|(εd + U)
> 0 and an additional potential scattering term
with potential strength Wk,k′ = V ∗k Vk′
εd + U/2
|εd|(εd + U)
that vanishes in the particle-hole symmetric
case. The Hamiltonian associated with Eq.(55) is the Kondo Hamiltonian
H =
∑
k,σ
εkc
†
k,σckσ + JKS · sc(0) +
∑
σ,σ′
∑
k,k′
Wc†k,σck′σ′ , (56)
where the conduction electron spin density sc(0) at the impurity site is sc(0) =
∑
σ,σ′
∑
k,k′ c
†
k,σ
σ
2
ckσ.
The local spin excitations are encoded in the functional integral over the sphere S2 = SU(2)/U(1)
parametrized by θ(τ) and φ(τ). It follows from Eq.(55) that in the case JK = 0 the action associ-
ated with a free quantum spin S is simply
´
dτU
∂
∂τ
U†
∣∣∣
1,1
. This term is the analog of
´
dτα∂τα in
the standard path integral for a bosonic field α. An introduction into spin-coherent states [56, 57]
and the spin-path integral can e.g. be found in [46][58] [59].
It will be shown in Sec.2.5 that
´
dτU
∂
∂τ
U†
∣∣∣
1,1
is purely imaginary and is equal to i 1
2
´
dτ(1 −
cosφ(τ))θ̇(τ). This is the so-called Berry phase term. It is a geometric phase factor that equals
the area traced out on the sphere S2 by each closed path entering the path integral.
Our path integral version of the Schrieffer-Wolff transformation not only demonstrates how the
spin path integral emerges in the Kondo regime of the Anderson model, it also gives a straight-
forward tool to evaluate corrections and higher order contributions. The corrections to the Berry
phase term away from the Kondo regime e.g. follow from Eq.(52).
2.4 The magnetic transistor
The previous section established that a path integral version of the Schrieffer-Wolff transformation
yields the correct spin-exchange coupling and potential scattering term in the local moment limit
of the Anderson model.
In this section, the effectiveness of this approach is exemplified by applying it to an Anderson
impurity immersed in an interacting host metal Hhost. The presence of interactions in the host
will affect the equation of motion of c†(τ)i=0,σ, c(τ)i=0,σ, where i = 0 marks the location of the
Anderson impurity. It is thus natural to expect that the effective low-energy model of an Anderson
impurity is modified by the presence of interactions in the host metal.
For simplicity, I will describe the interaction part of the host metal Hamiltonian by a Hubbard
term, i.e.
Hhost = −t
∑
〈i,j〉,σ=±
c†i,σcj,σ + Ũ
∑
i
c†i,+c
†
i,−ci,−ci,+ (57)
= −t
∑
〈i,j〉,σ=±
c†i,σcj,σ +
Ũ
2
∑
i,σ
ni,σ −
2
3
Ũ
∑
i
Si · Si,
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where
∑
〈i,j〉 denotes a sum over nearest neighbors.
A perturbative treatment of the interaction term in Eq.(57) within the path integral version of the
Schrieffer-Wolff transformation is straightforward. In the following we will however assume that
the strength of the Coulomb term Ũ in the host metal is sufficiently large to spontaneously break
the spin-rotational invariance of the host, i.e. that the host is in a ferromagnetic state.
More specifically, we will consider a nano-structured system consisting of a quantum dot attached
to ferromagnetic leads. Magnetic leads in contact with artifical nanostructures offer the possibility
to utilize the spin degree of freedom to manipulating charge transport and vice versa and form a
building block for potential spintronic devices [60].
Quantum dots attached to ferromagnetic leads have been experimentally realized in a variety
of systems [61, 62, 63, 64]. These systems also allow for the experimental investigation of the
interplay of Kondo screening processes with magnetic excitations if the quantum dot is in the
Coulomb blockade regime. Such a system has been experimentally realized in Ref. [61] and it has
been explicitly demonstrated that complete Kondo screening can occur despite a non-vanishing
spin-polarization in the leads.
The Kondo effect in a ferromagnetic host has also been theoretically investigated [65, 66, 67, 68, 69].
Most of these studies do however treat the magnetism at a mean field level and thus ignore the
effect of spin-wave excitations. Its effect has been the subject of the work in Refs. [65, 66].
In this section, it will be demonstrated that the coupling to the magnetic leads necessarily implies
also a coupling to the Goldstone bosons that accompany the breaking of the continuous spin
symmetry [65] and that the effective Hamiltonian governing the low-energy dynamics of such a
structure is a sub-Ohmic Bose-Fermi Kondo model [70, 71, 65]. The Hamiltonian of this particular
sub-Ohmic Bose Fermi Kondo model is
HBFKM = JKS · sc +
∑
k,σ
εkc
†
k,σck,σ + hlocSz
+ g
∑
i=x,y
∑
q
Si
(
φiq,i + φ
†
−q,i
)
+
∑
i=x,y
∑
q
ωqφ
†
q,iφq,i, (58)
where the spectral density of the bosons obeys
∑
q δ(ω−ωq) ∼ ωγ, where γ = 1/2. Because of the
sub-Ohmic nature (γ < 1) of the bosonic bath, a quantum critical point exists in the system that
separates a Kondo-screened local Fermi liquid phase from a critical local moment phase [65].
I start from an Anderson model attached to two interacting leads, each described by Hhost of
Eq.(57), i.e.,
H =
∑
σ=±
εdd
†
σdσ + Ud
†
+d+d
†
−d− (59)
+
∑
k,σ=±,α=L,R
(Vk,αc
†
k,σ,αdσ + h.c.) +H
α
host,
where α = L/R refers to the left/right lead. In what follows, it will for simplicity be assumed that
the hybridization between the quantum dot and the two leads is k-independent (Vα,k = Vα) and
that the two leads are made of the same material and have identical shapes, so that the electronic
density of states (and thus the hopping t in Eq.(57), and Ũ are the same in the two leads. It
will be also assumed that the magnetization in the two leads point in opposite directions, i.e. are
aligned anti-parallel to each other.
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2.4.1 One lead case
In the following, I will first treat the case with only one lead in detail before discussing the full
problem of two anti-aligned leads in order to demonstrate the effectiveness of our path integral
approach. To this end, the summation over α in the Hamiltonian, Eq.(59), is taken to only contain
one term and the summation index will be suppressed, i.e., Xα → X , where X is any one of the
set Vα, V ∗α , c
†
k,σ,α, ck,σ,α.
µ 1 µ 2
VG
µ 1 µ 2
VG
~ML ~MR
µL µR
Figure 4: Sketch of the magnetic single electron transistor of Ref. [61]. A C60 molecule that contains
a Ni atom is attached to two ferromagnetic leads that act as source and drain. Applying a bias voltage
corresponds to a difference in the chemical potentials µL and µR of the two leads. The magnetization of
the leads is indicated by the red arrows and is taken to be opposite in the two leads. A gate voltage allows
to tune the local energy levels of the molecule and thus to tune the system. The low-energy model of the
magnetic transistor is a sub-Ohmic Bose-Fermi Kondo model where the dispersion of the ferromagnetic
spin waves leads to a spectral density that displays power-law behavior with an exponent smaller than
one.
Following the steps that led to Eq.(46) of Sec.2.3 and with the help of a Hubbard-Stratonovich
vector decoupling field φ to decouple the interaction term in the lead, we obtain
Z =
ˆ
D[Ω]
ˆ
D[ψ,ψ]
ˆ
D[φ,∆,m, χ̂,χ] e−Seff[χ̂,χ,ψ,ψ,∆,m,φ] , (60)
with the effective action given by
Seff[χ̂,χ,ψ,ψ,∆,m,φ] =
ˆ β
0
dτ
{
χ̂(∂τ + εd + U
†∂τU)χ+
1
U
(∆2 +m2)
−1
2
∑
k
φ(k) · φ(−k) +
∑
k,k′
ψ(k′)
((
∂τ + εk − µ
)
×δ(k− k′) +
√
Ũ
3
φ(k− k′)σ
)
ψ(k)− i∆χ̂χ
−mχ̂σzχ+
∑
k
[
V χ̂ψ(k) + V ∗ψ(k)χ
]
}
. (61)
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The action is of the form S = Sdot + S lead + Sdot-lead , with Sdot being the quantum dot action
independent of the lead, S lead, the action associated with the lead, and Sdot-lead describing the
coupling between the lead and the quantum dot.
When integrating out the local degree of freedom, the coupling term in the action between the
local χ̂(χ) and the conduction electron fields ψ(ψ) generates a term that possesses the following
form
∑
k,k′
V ∗Vψ(k)U†GdUψ(k
′) = |V |2ψ(0)U†GdUψ(0) (62)
= ψ(0)
(
JKΩ ·
σ
2
+W
)
ψ(0),
where, in the last step, the saddle point approximations for the local decoupling fields ∆ and
m,i.e., ∆0 = iU/2 and m0 = U/2 were used, see Eq.(51). This amounts to where JK = 2 |V |
2U
|εd|(εd+U ,
W = |V |2 εd+U/2|εd|(εd+U) . As before, constant terms in the action are absorbed in the measure of the
path integral. Here ψ(0) =
∑
kψ(k), which is the field value of ψ(r = 0) at the location of the
quantum dot and likewise for ψ(0) are introduced. The unitary matrix U is defined in Sec.2.3
between Eqs.(45,46).
So far, the treatment parallels the one in Sec.2.3 irrespective of the presence of interactions in the
lead. The next step is to take the saddle point value of the local (in configuration space) decoupling
field φ and consider the Gaussian fluctuations around this saddle point. As described in detail in
appendix A, a local gauge transformation on the conduction electron fields generates the spin-wave
action. This local gauge transformation on the conduction electron fields will modify the coupling
term of Eq.(62). With ψ(τ) = ξ(τ)V(τ) and ψ(τ) = V†(τ)ξ(τ) we obtain
ψ(0)
(
JKΩ ·
σ
2
+W
)
ψ(0) = ξ(0)V
(
JKΩ ·
σ
2
+W
)
V†ξ(0), (63)
where the transformation matrix V† is given by
V† =
(
1− 1
2
ᾱα −α
ᾱ 1− 1
2
ᾱα
)
, (64)
as shown in the appendix A. Here, α = (δφx−iδφy)/(2φ0) where δφx and δφy are Gaussian fluctua-
tions around the saddle point value φ0 and are perpendicular to the direction of the magnetization.
The saddle point values of φ0 is related to the magnetization in the lead, φ0 = −
√
Ũ/3〈S〉. We
thus arrive at
ψ(0)
(
JKΩ ·
σ
2
+W
)
ψ(0) = JKξ(0)Ω ·V
σ
2
V†ξ(0) (65)
+ξ(0)Wξ(0),
The next step is to use Eq.(92),
∑
i R
ijσi = VσjV†, where the elements of the rotation matrix R
can be obtained from
Rlm =
1
2
Tr
{
σlVσmV†
}
. (66)
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Explicitly, the elements of R are given by
R = 2
( Rxx Rxy Rxz
Ryx Ryy Ryz
Rzx Rzy Rzz
)
, (67)
with Rxx = 1 + (ᾱα)2/4− (α2 + ᾱ2)/2, Ryy = 1 + (ᾱα)2/4 + (α2 + ᾱ2)/2, Rzz = 1 + (ᾱα)2 − 2ᾱα,
Rxy = −i(α2 − ᾱ2)/2 = Ryx, Rzy = (ᾱα− 2)Im (α) = −Ryz and Rxz = (ᾱα− 2)Re (α) = −Rzx.
The explicit form of R suggests introducing the matrix R̃ via R = I + 2R̃, where I represents the
three-dimensional unit matrix. One finds for R̃ up to quadratic order in α (ᾱ), i.e., within the
spin-wave approximation,
R̃ =
( Re (α)Re (α) −Im (α)Re (α) Re (α)
−Im (α)Re (α) Re (α)Re (α) Im (α)
−Re (α) −Im (α) −ᾱα
)
. (68)
This implies
JKξ(0)Ω ·V
σ
2
V†ξ(0) + ξ(0)Wξ(0) = ξ(0)
(
JKΩ ·
σ
2
+W + JKΩ · R̃σ
)
ξ(0). (69)
Thus, we arrive at a form of the effective action of a quantum dot attached to a magnetic lead
that is local in (imaginary) time τ and is given by
Z =
ˆ
D[Ω]
ˆ
D[ξ, ξ]
ˆ
D[α, α] e−Seff[ξ,ξ,α,α,Ω] ,
Seff[ψ,ψ, α, α,Ω] =
ˆ β
0
dτU
∂
∂τ
U†
∣∣∣
1,1
+
ˆ β
0
dτ
{∑
q
α(q)
(
∂τ − ωq
)
α(q) (70)
+
∑
k
ξ(k)G−1c ξ(k) + ξ(0)
(
JKΩ ·
σ
2
+W + JKΩ · R̃σ
)
ξ(0)
}
,
where G−1c = ∂τ + εk−µ+ φ0
√
Ũ/3
√
1 + (δφx/φ0)2 + (δφy/φ0)2σ
3. Thus, the action in Eq.(70) is
equivalent to an effective low-energy Hamiltonian.
So far, no assumptions other than the spin-wave approximation and those underlying the derivation
of the results of Sec.2.3, which are warranted in the Kondo regime, have been made. It follows from
Eq.(70) that both the potential scattering term and the form of the Kondo exchange scattering
term remain unaffected by the presence of magnetic order in the leads.
In the following, the effective action will be cast into a more convenient form. Using Eq.(68), we
have
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Z =
ˆ
D[Ω]
ˆ
D[ξ, ξ]
ˆ
D[α, α] e−Seff[ξ,ξ,α,α,Ω] ,
Seff[ψ,ψ, α, α,Ω] =
ˆ β
0
dτU
∂
∂τ
U†
∣∣∣
1,1
+
ˆ β
0
dτ
{∑
q
α(q)
(
∂τ − ωq
)
α(q)
∑
k
ξ(k)G−1c ξ(k) + JKΩ · sc +
∑
k,k′
Wξ(k)ξ(k′)
−6JK
√
ρ0φ0
(
Ωx Ωy
)
·
(
Re (α(r = 0))
Im (α(r = 0))
)
+2JK
(
Ωx Ωy
)
(
Re (α)Re (α) −Im (α)Re (α)
−Im (α)Re (α) Re (α)Re (α)
)(
sxc
syc
)
+2JKΩz
(
− Re (α) sxc − Im (α) syc + 3
√
ρ0φ0αα
)
}
, (71)
where 〈szc〉 = −3/
√
Ũφ0 and ρ0Ũ ∼ 1, the Stoner criterion for itinerant ferromagnets, were used.
In this expression, ρ0 represents the conduction electron density of states at the Fermi level and
sic is the i-th component of the electron spin density at the quantum dot. Instead of expressing
the spin-wave excitations through a complex bosonic field α = Re (α) + iIm (α) it will be more
convenient to introduce two real bosonic fields, φx = Re (α) = φ̄x and φy = Im (α) = φ̄y. As these
fields are real, we have for their Fourier transform φx/yq ≡ φx/y(q) = φx/y(−q) ≡ φx/y−q . Therefore,
Z =
ˆ
D[Ω]
ˆ
D[ξ, ξ]
ˆ
D[φ̄x, φx, φ̄y, φy] e−Seff[ξ,ξ,φ̄x,φx,φ̄y ,φy ,Ω],
Seff[ψ,ψ, φ̄
x, φx, φ̄y, φy,Ω] =
ˆ β
0
dτU
∂
∂τ
U†
∣∣∣
1,1
+
ˆ β
0
dτ
{∑
i=x,y
∑
q
φ̄iq
(
∂τ − ωq
)
φiq
+
∑
k
ξ(k)G−1c ξ(k) + JKΩ · sc +
∑
k,k′
Wξ(k)ξ(k′)
−6JK
√
ρ0φ0
∑
q
(
Ωx Ωy
)
·
(
φ̄xq + φ
x
−q
φ̄yq + φ
y
−q
)
+ 2JK ×
(
Ωx Ωy
)
(
φ̄x(0)φx(0) −φ̄y(0)φy(0)
−φ̄y(0)φy(0) φ̄x(0)φx(0)
)(
sxc
syc
)
−2JKΩz
∑
q
(
(φ̄xq + φ
x
−q)s
x
c + (φ̄
y
q + φ
y
−q)s
y
c
)
+6JKΩz
√
ρ0φ0(φ̄
x(0)φx(0) + φ̄y(0)φy(0))
}
. (72)
Thus, it can be seen that the effective action is that of a general Bose-Fermi Kondo model and
that the coupling constant g between the quantum spin and the bosonic bath in Eq.(58) is given
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by g = −6JK√ρ0φ0. The sign of g is irrelevant and can e.g. be removed using the XY-symmetry
of the model. The additional terms that are generated in the magnetic transistor and that are
not part of the Hamiltonian of Eq.(58), i.e. the last three lines of Eq.(72), will be analyzed in the
following.
I will analyze if the additional terms in Eq.(72) as compared to the action associated with Eq.(58)
are relevant or irrelevant at the tree-level with respect to JK = 0 and g = 0. It will be found that
these terms are irrelevant. This has to be contrasted with the bosonic bath coupling present in
Eq.(72) and in Eq.(58) which is relevant and leads to a quantum critical point in the system [6,
70, 71]. The tree-level scaling dimension will be obtained with respect to JK = 0 and g = 0 [71].
It was pointed out in Refs.[65, 66] that ferromagnetic spin-waves can give rise to a sub-Ohmic
bosonic bath due their quadratic dispersion, i.e.
´
d3qδ(ω − ωq) ∼ ωγ with γ = 1/2. Therefore,
〈φi(r = 0, τ)φ†i (r = 0, 0)〉 ∼ 1/τ 1+γ (i = x, y) for large τ . Therefore, φi scales as τ−(1+γ)/2.
Similarly, one finds that sc(r = 0) scales as τ−1 and that S scales as τ 0, where S is the local spin
operator of Eq.(58) that gives rise to the field Ω in Eq.(72). For the engineering dimensions of the
coupling constants in Eq.(58) we thus find [JK ] = 0, where [x̂] denotes the engineering dimension
of x̂. For the coupling to the bosonic bath we find [g] = (1− γ)/2 which implies that g is relevant
for γ < 1. For the additional couplings in Eq.(72) we infer that K1 in
K1
ˆ β
0
dτ Ωi(τ)φ
†
i (r = 0, τ)φi(r = 0, τ)s
i
c(τ) (73)
has engineering dimension [K1] = 1 + γ and this is irrelevant for all γ > −1. For
K2
∑
q
ˆ β
0
dτ Ωz(τ)(φ
†
i (q, τ) + φi(q, τ))s
i
c(τ) (74)
one finds that [K2] = (1 + γ)/2, so that this term also remains irrelevant as long as γ > −1. For
K3 we find from
K3
ˆ β
0
dτ Ωz(τ)φ
†
i (r = 0, τ)φi(r = 0, τ) (75)
that [K3] = γ and that this coupling is irrelevant for all γ > 0. In the present case we have γ = 1/2
and thus the couplings K1, K2, and K3 are irrelevant and can be ignored in the low-energy limit.
2.4.2 Two leads with anti-aligned magnetization
The case considered so far has been that of a quantum impurity immersed in a ferromagnetic metal
which creates a spin polarization or net magnetic field along the φ direction. In the ferromagnetic
transistor, two leads, i.e. the source and drain lead, are taken to have opposite spin polarization
so that the effective polarization cancels at the site of the quantum dot. In the following the
derivation to this case will be generalized. The corresponding Hamiltonian was already introduced
in the beginning of this section in Eq.(59), where the label α assumes values α = L for the left
lead and α = R for the right lead. If the spin-polarization in the leads vanishes, a simple mapping
exists to an effective lead with effective hybridization Veff =
√
|VL|2 + |VR|2. For the generalization
of Eq.(65) to the two-lead case, we have
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∑
α,β
ψ̄αV
∗
αU
†GdUVβψβ =
(
ψL ψR
)
(
|VL|2U†GdU VLV ∗RU†GdU
VRV
∗
LU
†GdU |VR|2U†GdU
)(
ψL
ψR
)
, (76)
which can be rewritten as
(
ψL ψR
)
MM−1
(
|VL|2U†GdU VLV ∗RU†GdU
VRV
∗
LU
†GdU |VR|2U†GdU
)
MM−1
(
ψL
ψR
)
=
(
ψL ψR
)
M M−1AM M−1
(
ψL
ψR
)
, (77)
where the coupling matrix A has eigenvalues 0 and (|VL|2 + |VR|2)U†GdU and the matrix M is
chosen such that M−1AM is diagonal, i.e.,
M =
1√
|VL|2 + |VR|2
(
−V ∗R VL
V ∗L VR
)
. (78)
The transformation to the new basis therefore is given by
(
ψA ψS
)
=
(
ψL ψR
)
M. The
quadratic terms of the conduction electrons in the new bases remain diagonal in the label S and
A if εLk = εRk . As a result, only the symmetric combination of the lead states will couple to the
quantum dot.
In the case of finite spin-polarization in the leads, the transformation is somewhat more involved.
The anti-aligned magnetization direction in the two leads will be described by applying the time-
reversal operator to the states in the L lead to obtain the corresponding state in the R lead, i.e.,
ψR = KψL, where K is the time-reversal operator. We will assume that the leads are symmetric
under particle-hole transformation, i.e., the action will remain invariant when interchanging ψ
with ψ and take ψR = iσ2ψL. The transformation matrix V
†
R for the right lead is then related to
the one for the left lead by V †R = iσ
2V †L(iσ
2)−1. As V †L is a member of SU(2), V
†
R is obtained
from V †L by complex conjugating every element.
The next step is to generalize the transformations of Eq.(77) to the 4-component spinor
(
ψ
↑
L ψ
↓
L
ψ
↓
R − ψ
↑
R
)
. The hybridization matrix remains singular and possesses eigenvalues 0, 0, |VL|2 +
|VR|2, |VL|2+|VR|2. From Eq.(66) one can show thatRzz → Rzz, Rxz → −Rxz, Ryz → −Ryz, Rzx →
−Rzx, Rzy → −Rzy in the elements of R in Eq.(67) for the second lead.
From the transformation ψR = KψL it also follows that the part of the inverse electron propagator
G−1c,R of the right lead that is proportional to σ
3 has a prefactor which is the negative of the one for
G−1c,L. From 〈σ3〉R = −〈σ3〉L it follows that φR0 = −φL0 . Therefore, the coupling between the local
spin and the spin waves in the two leads add up and for identical couplings to left and right leads,
i.e. VL = VR, the local magnetic field at the dot site vanishes completely.
As a result, we have shown that the effective low-energy action of a magnetic transistor is that of
a sub-Ohmic Bose-Ferm Kondo model whose Hamiltonian is given by
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HBFKM = JK
∑
k,k′,σ,σ′
S · c†k,σ
τ
2
ck′,σ′ +
∑
k,σ
εkc
†
k,σck,σ
+g
∑
i=x,y
∑
q
Si
(
aiq,i + a
†
−q,i
)
+
∑
q
ωqa
†
q · aq. (79)
For the effective Kondo coupling JK , the coupling to the bosonic bath g and the strength of the
potential scattering term, one finds
JK = 2(|VL|2 + |VR|2)
U
|εd|(εd + U
, (80)
g = 6(|VL|2 + |VR|2)
U
√
ρ0φ0
|εd|(εd + U
, (81)
W = (|VL|2 + |VR|2)
εd + U/2
|εd|(εd + U)
, (82)
where |VL| and |VR| denote the hybridization strength between the quantum dot and the left and
right leads, εd and U are local energies of the quantum dot, and ρ0 is the density of states of the
leads at the dot size and φ0 is proportional to the lead magnetization.
2.5 Gauge transformation and stereographic projection
In this section I will discuss how different choices for the gauge transformation on the local degree of
freedom, see Sec.2.3, affect the final form for the path integral version in our form of the Schrieffer-
Wolff transformation. It was shown in Sec.2.3 that the term
´
dτU
∂
∂τ
U†
∣∣∣
1,1
appears in the action
associated with the Kondo model and represent the dynamic1 part of the action of a quantum
spin. As discussed in Sec.2.3, the Berry phase term of the spin path integral for the Kondo model
originates from the term
−Tr
[
GdΣ
]
= tr
{ 1
β
∑
ωn
1
iωn − εd − U/2− Uσz
ˆ
dτU
∂
∂τ
U†
}
, (83)
which leads us to consider U
∂
∂τ
U†.
For a general unitary n× n-dimensional matrix U it follows from UU† = 1 that
Tr{UU†} = n.
This implies
∂
∂τ
Tr{UU†} ≡ ∂τTr{UU†} = Tr{(∂τU)U† + U∂τU†} = Tr{(U†∂τU + U∂τU†}. (84)
1This is commonly called the dynamic part since its analog for a bosonic or fermionic field gives rise to the ∂τ
term in the free propagator. In a similar way, the Berry phase term for a quantum spin is important to recover the
equation of motion, the Bloch equation, for a quantum spin in a magnetic field.
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Tr{(∂τU)U†+U∂τU†} = Tr{(∂τU)U†+((∂τU)U†)†} implies that Tr{U†∂τU} = −[Tr{U†∂τU}]∗.
In other words,
∑
i U
†∂τU
∣∣
i,i
=
∑
i
(
U†∂τU
∣∣
i,i
)∗ Therefore, we can conclude that the diagonal
elements of U†∂τU are purely imaginary, if U is a unitary matrix.
In the present case, U ∈ SU(2) which implies that in can be written in the form
U =
(
a b
−b∗ a∗
)
(85)
together with the constraint DetU = 1. Taking the derivative with respect to τ on both sides
implies
∂τDetU = a∗∂τa+ a∂τa∗ + b∗∂τb+ b∂τb∗ = 0. (86)
Furthermore,
U
∂
∂τ
U†
∣∣∣
1,1
=
∑
i
U1,i∂τU
∗
1,i = a∂τa
∗ + b∂τb
∗ (87)
U
∂
∂τ
U†
∣∣∣
2,2
=
∑
i
U2,i∂τU
∗
2,i = b
∗∂τb+ a
∗∂τa, (88)
which together with the previous equation implies that
U
∂
∂τ
U†
∣∣∣
1,1
= −U ∂
∂τ
U†
∣∣∣
2,2
. (89)
This result was already used in obtaining Eq.(52).
The next step is to construct an explicit form for U in order to obtain an explicit expression
for U
∂
∂τ
U†
∣∣∣
1,1
. I start by considering the rotation matrix R ∈ SO(3) connecting different spin
quantization axes in Eq.(45).
It is chosen to parametrize this rotation matrix in terms of Euler angles:
R(θ, φ, α) = R0(φz)R0(θy)R0(αz), (90)
where R0(γn) is a rotation around n by γ.
It follows from Eq.(90) that
R(θ, φ, α) =
( cos θ cosφ cosα− sin θ sinα − cos θ cosφ sinα− sin θ cosα cos θ sinφ
sin θ cosφ cosα + cos θ sinα cos θ cosφ cosα− sin θ sinα sin θ sinφ
− sinφ cosα sinφ sinα cosφ
)
.
(91)
Such a parametrization is not unique and various ways of parameterizing a rotation are possible.
Now use the relation between the tensor and the spinor representation,
∑
i
R(θ, φ, α)|i,3σi = Ω · σ = U†σ3U, (92)
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where Ω† = (cos θ sinφ, sin θ sinφ, cosφ) and U ∈ SU(2).
A possible choice for U of Eq.(92) is e.g. given by
U(θ(τ), φ(τ)) =
(
cosφ(τ)/2 e−iθ(τ) sinφ(τ)/2
−eiθ(τ) sinφ(τ)/2 cosφ(τ)/2
)
. (93)
It should be clear from Eq.(92) that −U is another possible choice. With the form of Eq.(93) it
follows that
U
∂
∂τ
U† =
1
2
(
i (1− cosφ)θ̇ −e−i θ(φ̇− iθ̇ sinφ)
ei θ(φ̇+ iθ̇ sinφ) −i (1− cosφ)θ̇
)
, (94)
where φ̇ = ∂τφ = ∂φ/∂τ and likewise for θ̇. Thus,
´
dτU
∂
∂τ
U†
∣∣∣
1,1
is indeed purely imaginary and
is equal to i 1
2
´
dτ(1− cosφ(τ))θ̇(τ).
The spin path integral expression of the previous section was obtained through the parameteriza-
tion of the rotation matrix R ∈ SO(3) connecting different spin quantization axes. An alternative
way to parameterize the gauge transformation connecting different spin quantization axes can be
obtained if we start by specifying the matrix U ∈ SU(2) relating ψ and ψ via ψ† = ψ†U. Any
matrix U ∈ SU(2) can be cast into the form
U =
( a√
|a|2+|b|2
b√
|a|2+|b|2
−b∗√
|a|2+|b|2
a∗√
|a|2+|b|2
)
. (95)
As σ3 is a traceless 2×2 matrix, U †σ3U can be expanded in terms of σi (i = 1, 2, 3),
U †σ3U = Ω · σ = Ωxσ1 + Ωyσ2 + Ωzσ3. (96)
One finds Ωx = α+α
∗
1+|α|2 , Ωy = i
α−α∗
1+|α|2 , and Ωz =
1−|α|2
1+|α|2 , where we have set α = b/a. It follows from
Eq. (95) that α ∈ C.
U∂τU
† =
1
2
(
α∗∂τα−α∂τα∗
1+|α|2 −2 ∂τα
∗
1+|α|2
2 ∂τα
1+|α|2 −α
∗∂τα−α∂τα∗
1+|α|2
)
. (97)
Therefore, the parametrization based on Eq.(95) seemingly gives rise to an alternative form of
the spin path integral. The first version is based on summing on possible trajectories on the unit
sphere, parameterized by the two real variable θ and φ. The second version is based on a single
complex variable α and the path integral represents the sum of all trajectories in the complex
plane. Both versions are of course equivalent as should be clear from the derivation and both lead
to common versions of the spin coherent states-based path integral [57, 58, 46, 56]. The relation
between α and the angles θ and φ is easy to obtain:
α = eiθ tanφ/2, (98)
which maps every point α = x + iy of the complex plane onto a point ~P of the unit sphere S2,
Pi = Ωi (i=x,y,z) with P2x + P2y + P2z = 1, which is nothing but the stereographic projection.
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In the previous section, we obtained relation Eq.(92) by specifying the rotation of the quantization
axis via Eq.(91) and using the general relation between the tensor and spinor representation,Rlm =
1
2
Tr
[
σlUσmU †
]
while the same equation, Eq.(96), was obtained by choosing U and expressing
the resulting anti-Hermitian 2× 2 matrix in terms of the Pauli matrices, which is always possible.
Eq.(92) or Eq.(96) define a mapping of a matrix U ∈ SU(2) onto a point on the three-dimensional
sphere S2. The parameter space of SU(2) is the three-dimensional sphere S3 as can be seen from
Eq.(95): |a|2 + |b|2 = 1. This is the famous Hopf fibration [72].
As U is not unique one may wonder how different choices affect the Berry phase term. We note
that multiplying U of Eq.(95) by eiγσ3 from the left, U → eiγσ3U = Ũ , leaves the right hand side
of Eq.(96) invariant,
Ũ
†
σ3Ũ = U †e−iγσ
3
σ3eiγσ
3
U = Ω · σ, (99)
while α = b/a → α̃ = αe−2iγ. Yet, the diagonal elements of Eq.(97) and thus the Berry phase
term are unaffected,
´
dτ Ũ∂τŨ
†∣∣
1,1
=
´
dτ U∂τU
†∣∣
1,1
, as long as γ remains τ -independent.
2.6 Chapter summary
It was shown how to perform a Schrieffer-Wolff transformation within the path integral formulation.
This not only brings out the topological features associated with the resulting quantum spin
model but also leads to simplifications associated with those of the path integral formalism over
the operator formalism. This should be particularly helpful when higher order corrections are
required. I analyzed in which way different decouplings and saddle points affect the final result.
As an explicit demonstration of the advantages of the path integral version over the operator form
of the Schrieffer-Wolff transformation, the effective low-energy model of a quantum dot attached
to two interacting leads described by one-band Hubbard models was derived. Future applications
should include multi-impurity Anderson models [44]. This work thus adds new insights to a classic
problem of strong correlation physics.
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Chapter 3
Correlation and scaling of local quantum criticality: Dynami-
cal large-N study
In this chapter I discuss the large-N version of the pseudogap Bose-Fermi Kondo model. This
model deals with the interplay of two processes that can each by itself lead to critical Kondo
destruction.
For the standard one-channel Kondo model with constant conduction electron density of states the
RG flow of the exchange coupling is to infinity, JK → ∞. In this case, the strong coupling fixed
point is a stable fixed point. In fact, it describes a local Fermi liquid.
In the case of the multichannel Kondo model the degeneracy of n(n > 1) conduction electron
bands coupled to spin causes an intermediate coupling fixed point which shows non-Fermi-liquid
properties. The multichannel Kondo model was studied in [73] where the zero temperature impurity
entropy, resistivity and T-matrix in the non-Fermi-liquid regime were obtained. The Hamiltonian
of the multichannel Kondo model has conformal symmetry and the authors in [73] used two different
approaches: 1. Applying conformal field theory methods and 2. Studying the large-N limit of the
model.
In the present chapter the multichannel version of the pseudogap Bose-Fermi Kondo model is
studied within the dynamical large-N limit. The dynamical large-N limit is a particular version
of the saddle point method where the saddle point approximation is controlled by the smallness
of 1/N. The limit considered here is different from a naive mean-field approximation in that all
propagators acquire frequency-dependent, i.e. dynamic, self-energy corrections. It gives access to
dynamical correlation functions like the local spin correlation function or the conduction electron
T-matrix at all temperatures and frequencies. Therefore, the scaling functions of these quantities in
the scaling regimes of the various quantum critical points can be obtained both in real frequency
and imaginary time. In particular, the method works equally well in the scaling regime where
~ω  kBT , often referred to as the quantum coherent regime, and in the so called quantum
dissipative regime where ~ω  kBT . It also works in the crossover regime, where ~ω ≈ kBT . As
I will discuss in Sec.3.4.2 the method is based on the SU(2) symmetry of the underlying model
which will be generalized to SU(N). N is then considered to be large (N →∞). In the following I
first give a brief review of extensions of the Kondo model which are visualized in Fig.3.
3.1 The pseudogap Kondo model
As it has been already shown in Fig.3, the pseudogap Kondo model is one of the extensions of
the Kondo model. The first theoretical study of an impurity coupled to a fermionic bath with a
pseudogap density of states was done by Withoff and Fradkin [74]. The Hamiltonian of the Kondo
model was already introduced in Eq.(12):
HK =
∑
k,σ
εkc
†
kσckσ + JK/2
∑
k,k′,σ,σ′
S · c†kσσck′σ′ . (100)
Withoff and Fradkin considered a simplified density of states of the form:
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ρ(ε) =
∑
~K
δ(ε− ε ~K) =
{
ρ0 |ε/D|r |ε| ≤ D,
0 otherwise,
(101)
where the pseudogap exponent r is commonly taken to lie in the range 0 < r < 1 although other
choices are possible, as long as ρ(ε) can be normalized. For the standard Kondo model, r = 0 the
RG flow of exchange coupling is infinity J →∞ . For the pseudogap Kondo model, the novel fea-
ture of the model is the existence of a critical exchange coupling Jc which separates two phases. In
the case of particle-hole symmetry,i.e. ρ(ε) = ρ(−ε), Jc depends on r. For particle-hole symmetry,
Jc(r) separates two regions: the one in which the impurity is decoupled from the bath J < Jc and
the region where the impurity moment is suppressed.
For 0 ≤ r . 1
2
where both a poor-man’s scaling treatment of the spin-1/2 Kondo model and a
large-N study of the Coqblin-Schrieffer model are valid, Withoff and Fradkin found that Kondo
screening happens if the electron-impurity exchange coupling at low energy will be larger than
some critical exchange coupling Jc; ρ0Jc ≈ r [75]. By contrast, in the case J < Jc the impurity
decouples from the fermionic bands in the limit T → 0, ω → 0. For spin-1
2
and in the particle-hole
symmetric case, numerical renormalization-group (NRG) calculations demonstrate that the critical
coupling Jc is finite for r < 12 and it is infinite for r >
1
2
[75].
As we have seen in chapter 2, the low energy sector of the Anderson model Eq.(10) in the local mo-
ment regime is equivalent to the (particle-hole) symmetric Kondo model plus potential scattering
term,
Heff = HK +
∑
k,k′
W potk,k′c
†
k′σckσ, (102)
where HK is the Hamiltonian of the Kondo model in Eq. (100). The exchange Kondo coupling JK
and the potential scattering term W potk,k′ were already defined in Eq.(16) of Chapter 2.
Assuming that the hybridization between spin and conduction electrons is k-independent (Vα,k =
Vα), J0 and W0 ≡ V0 are defined as:
J0 = V V
∗
{ 2U
(U + εd)εd
}
, (103)
V0 =
VV ∗
2
{ 1
U + εd
+
1
εd
}
, (104)
where V0 is the strength of the potential scattering term that vanishes in the particle-hole symmetric
case. C. Gonzalez-Buxton and K. Ingersent studied “four models of a magnetic impurity in a
gapless host: Anderson model and three variants of Kondo model” in [75]. Fig.5 shows two RG
flow diagrams of their results for the exactly screened Kondo model which are obtained by tuning
the exchange parameter J0 at fixed r and V0.
In this chapter we are concerned with particle-hole symmetric Kondo model. As in Fig.5.(a) for
0 < r < r∗ ≈ 0.4, particle-hole symmetry is marginally irrelevant. Therefore over this range of
r, the intermediate fixed point in the pseudogap Anderson model is identical to the one in the
particle-hole symmetric model and all positive initial values of V0 result in a flow to a free local
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moment at J < Jc, while for J = Jc they all flow to the intermediate fixed point. In Fig.5.(b)
it is shown that the flow digram for r > r* and all positive initial value of V0 flow to a new
particle-hole-asymmetric fixed point located at V0 = Vc, JK = J ′c ≡ J ′(r, Vc). Therefore in the
range r∗ < r < rmax, there are two distinct intermediate-coupling fixed points in the pseudogap
Anderson model away from particle-hole symmetry or the (particle-hole symmetric) pseudogap
Kondo model augmented with a potential scattering term, located at Jc and J ′c. In the pseudogap
Kondo model the impurity spin coupled to fermionic bath with a pseudogap density of states. This
model features a quantum phase transition between Kondo screened phase and free local moment
with S = 1/2.
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Figure 5: Renormalization group flow d a rams for th exactly screened Kondo model showi g the J0−V0
plane for fixed r: (a) 0 < r < r∗, potenti scattering irrelevant at the critica fixed point- flow towards
particle-hole symmetric model, (b) r∗ < r < rmax, potential scattering relevant flow towards particle-hole
asymmetric critical fixed p int with finite scattering term. Here, ASC is asymmetric strong-coupling fixed
point with |V1| =∞ where “V1 measures th strength of th potential scattering experienced by electrons
in the Wilson shell f1”. The dashed line represents the flow out-of-plane towards this fixed point [75].
3.2 The Ohmic spin boson model
In the case of the Kondo model with constant conduction electron density of states with anisotropic
exchange coupling (J⊥ 6= J‖), bosonization of the Kondo model is possible. The bosonized version
of the model is essentially the spin-boson problem [76] with Ohmic dispersion, i.e.
HSB =
∑
~q
b†~qb~q + ∆0σx (105)
+
λ√
L
σz
∑
~q
[ |~q|
2
]1/2
e−a|~q|/2
(
b†−~q + b~q
)
,
with σi being Pauli matrix and, b~q annihilates a boson in a bosonic bath with an Ohmic dispersion∑
~q
δ(ω − ω~q) ∝ ωΘ(ωc − ω) and ωc is a cutoff. in Eq.(105) λ is the coupling constant and L is the
length of the system.
As mentioned in chapter 1, the sub-Ohmic case unlike the Ohmic case, is of particular interest
as it can induce a critical point where Kondo screening is destroyed. The Bose-Fermi Kondo
model consists of a constant conduction electron density of states and a sub-Ohmic bosonic bath
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which suppresses the spin flip scattering. This leads to a residual impurity moment at low energy.
Therefore, the flow diagram of the sub-Ohmic Bose-Fermi Kondo model contains a quantum critical
point with critical Kondo destruction that separates a Kondo-screened phase from a critical local
moment phase. This latter phase is different from the weak-coupling fixed point of the Kondo
model.
3.3 The pseudogap Bose Fermi Kondo model
The pseudogap Bose-Fermi Kondo model is an extension of the Kondo model as can be seen from
Fig.3. The pseudogap Bose-Fermi Kondo model is a quantum impurity model which describes a
localized level coupled both to a fermionic bath with a density of states vanishing in a power-law
fashion like |ε|r at the Fermi level, and a bosonic bath that has a sub-Ohmic spectrum represented
by |ω|1−αΦ . Here, sub-Ohmic indicates that the exponent 1 − αΦ < 1. If the spectral density is
proportional to |ω|, i.e. αΦ = 0, the bath is called Ohmic. If αΦ < 0, the bath is called super-
Ohmic.
In the case of a pseudogap Bose-Fermi Kondo model with sub-Ohmic bosonic bath, we have an
interplay of the two processes mentioned above while already each bath by itself is able to destroy
the Kondo effect at a continuous quantum phase transition. The pseudogap Bose-Fermi Kondo
model thus contains the pseudogap Kondo model and the Bose-Fermi Kondo model as limiting
cases.
One may wonder at this point about the possible ranges of r and αΦ. In order for the model to
have a suitable thermodynamic meaning, it is required that r > −1 so that the density of states
will be normalizable. On the other hand, since the model has a high energy cutoff which is pro-
vided by the half-bandwidth D, there is no additional constraint on the exponent because we can
always normalize the conduction electron density of states to unity. Typically, for the pseudogap
conduction electron density of states r is considered to be in the range of 0 < r < 1. By comparing
to the standard Kondo effect (r = 0) which is characterized by an logarithmic dependences on
temperature T and frequency ω, the models with r > 0 are characterized by a power-laws.
An SU(2) symmetric version of the pseudogap Bose-Fermi Kondo model has been studied by the
perturbative renormalization-group method [77, 78]. The range of αΦ for a sub-Ohmic bosonic
bath is 0 < αΦ < 1. The pseudogap Bose-Fermi Kondo model is interesting since it includes both
the pseudogap Kondo model and the Bose-Fermi Kondo model as special cases and features an
additional quantum critical point not found in either the pseudogap Kondo model or the sub-
Ohmic Bose-Fermi Kondo model, where both the depletion of conduction electron states and the
sub-Ohmic bosonic fluctuations participate in the critical Kondo destruction. It thus allows the
interplay of the two processes of Kondo destruction: depletion of the electronic density of states
and magnetic fluctuations.
For the spin isotropic pseudogap Bose-Fermi Kondo model a numerical method like NRG or
continuos-time Monte Carlo suffers from the increased number of bosonic baths (as compared
to the easy-axis case). Thus, only one systematic study of the Ising symmetric pseudogap Bose-
Fermi Kondo model, based on NRG and continuous-time quantum Monte Carlo has been published
[6]. The Ising-symmetry Bose-Fermi Kondo model is described by the Hamiltonian HBFK .
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HBFK = H
′
0 +H
′
1 (106)
H ′0 =
∑
~pσ
ε~pc
†
~pσc~pσ +
∑
~q
ω~qΦ
†
~q.Φ~q (107)
H ′1 = JkS.sc + g
∑
~q
Sz(Φ
†
~q + Φ~q) (108)
where H ′0 corresponds to the Hamiltonian for non- interacting fermionic and bosonic bath. c~pασ
annihilates a conduction electron with wave vector ~p, energy ε~p, and spin component σ2 along z
direction with σ = 1(↑) or σ = −1(↓) and φ~q annihilates a boson with momentum ~q. The other
energy scales are the Kondo coupling Jk and the coupling g between the impurity spin and bosonic
bath. sc is the conduction electron spin density at the impurity site and is given by
sc =
1
2
∑
~p ~p′σσ′
c†~pσσσσ′c~p′σ′ (109)
with σv being a vector of Pauli spin matrices. The flow diagram of the spin-isotropic pseudogap
Bose-Fermi Kondo model is shown in Fig.7. If the coupling to the boson bath only possesses Ising
(or easy-axis) symmetry, the critical LM’ fixed point turns into a (non-critical) strong coupling
fixed point located at J →∞. Various cases of the Hamiltonian in Eq.(106) have been studied:
(I) : In the case of no coupling to the bosonic bath g = 0 as was explained above the renor-
malization group study of the model for 0 < r < rmax = 12 and particle-hole symmetry introduce
an intermediate exchange coupling Jc (pseudogap critical point). This intermediate coupling fixed
point separates Kondo and free-moment phases [75].
(II) : In the absence of coupling to the conduction electrons, the model simplifies to sub-Ohmic
spin-boson model in zero transverse field. Therefore the coupling to the bosonic field localizes the
impurity to its spin-↑ or its spin-↓ configurations.
(III) : For HBFK in Eq.(106) with flat conduction band, the pseudogap Bose-Fermi Kondo
model reduces to Bose-Fermi Kondo model where the critical properties for Ising symmetry are
thought to coincide with those of the spin-boson model for 1
2
≤ 1− αφ < 1.
In [79] the authors assumed the conduction electron density of states: ρc(ε) and the sub-Ohmic
bosonic bath :ρφ(ω) are given by:
ρc(ε) =
∑
k
δ(ε− εp) = ρ0 |ε/D|r Θ(D − |ε|)
ρφ(ε) =
∑
q
δ(ω − ωq) = K20ω1−Sc ωSΘ(ω)Θ(ωc − ω). (110)
In [79] the authors made the interesting observation that the nature of the pseudogap Bose-Fermi
Kondo model critical point can be either of the pseudogap Kondo model type, of the type of the
spin-boson model critical point or of a novel type that is not simply related to either the critical
point in the pseudogap Kondo model or the spin-boson model. As shown in Fig.6, which is taken
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from [79], the value of r and s determine which critical point will occur in the pseudogap Bose-Fermi
Kondo model.
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Figure 6: The types of criticality at different locations on the r-s (the fermionic and bosonic bath expo-
nents) plane. The low energy spectrum in sector (F) and (B) shows SU(2) spin symmetry. The spectrum
in sector (F) decomposes to the outer product of the critical spectrum of the pseudogap Kondo model and
spectrum of the free bosons. In sector (B) the low-energy spectrum decomposes to the outer product of
the critical spectrum of the spin-boson model and the spectrum of the strong coupling pseudogap Kondo
model. In sector (M) the critical spectrum shows broken SU(2) spin symmetry and it does not decompose
to pseudogap Kondo model or spin-boson model. The boundary lines s = 1− 2r and xB(s) = s = xF (r)
are conjectured (the exponent x is the static magnetic critical exponent)[79].
This raises the question if the spin isotropic diagram shows the similar richness. This question
will be answered in this chapter. We will also address if the quantum critical point in the pseudogap
Bose- Fermi Kondo shows scaling collapse in terms of
(
πτ0/β
sin(πτ/β)
)
as seen in the Bose- Fermi Kondo
model and the pseudogap Kondo model. This scaling collapse implies ω/T scaling and thus an
interacting quantum critical point. Finally we will study the entropy near all QCPs (C, MCK, C’,
LM’, see Fig.7) of the spin-isotropic pseudogap Bose-Fermi Kondo model.
The flow diagram of the pseudogap Bose-Fermi Kondo model is shown in Fig.7. In the large-N limit
the flow can be inferred from the numerical solution of the saddle point equations while the behavior at
the fixed points in the quantum coherent regime, i.e., ωT  1, is known from the scaling ansatz.
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Figure 7: Flow diagram of the pseudogap Bose-Fermi Kondo model. MCK denotes the (over-screened)
pseudogap multichannel Kondo fixed point while C is the pseudogap critical point. LM is the weak
coupling fixed point, where both Jk and g are zero. Thus, Gf = gf and Gb = gb in that case right at the
fixed point. LM’ is the critical local moment fixed point of the Bose-Fermi Kondo model and C’ is the
pseudogap Bose-Fermi Kondo critical point located at (Jck, g
c) 6= 0.
3.4 The dynamical large-N limit
In this chapter the dynamical large-N limit is employed to study the multichannel version of
the pseudogap Bose-Fermi Kondo model. Recently the multichannel Kondo impurity models has
attracted a lot of interest and the primary reason for this is that the over-screened fixed point
present in these models provides an example of a non-Fermi liquid ground state [80, 81]. The
multichannel Kondo model has been first studied in [82]. The Large-N approach is a saddle
point method with the appealing feature that the size of the fluctuations around the saddle point
are controlled by N and vanish in the limN → ∞. This techniques is applicable to quantum
field theories with O(N) and U(N) symmetries, and for such models the results obtained from
conventional perturbation renormalization group calculations are complemented by large-N results
[83]. For example the Heisenberg model,
H = B
∑
i
~Si +
1
2
∑
ij
~Si. ~Sj, (111)
where ~Si is a N-component spin at lattice site i, becomes exactly solvable in the limit N →∞ and
identical to the spherical model, as shown by Stanley [84].
In order to obtain the thermodynamic properties of the model, we have to solve complicated path
integral in order to obtain the partition function. We use SU(N) generalization of SU(2) and take
the large-N limit in order to use saddle point method. In the large-N limit (N → ∞) one can
ignore fluctuations around the saddle point and the functional integral is replaced by its saddle
point value.
As SU(N) and SU(2) are "spin-isotropic" and coincide for N = 2, it is expected that the large-N
limit of SU(N) captures the physics of the SU(2) case.
The multichannel version of the spin isotropic pseudogap Bose-Fermi Kondo model is given by
Hamiltonian H
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H = H0 +H1 (112)
H0 =
∑
~pασ
ε~pc
†
~pασc~pασ +
∑
~q
ω~qΦ
†
~q.Φ~q (113)
H1 =
Jk
N
∑
α
S.sα +
g√
N
∑
~q
S.(Φ†~q + Φ~q), (114)
where the indices of spin and channels are denoted by σ = 1, ...,N and α = 1,..., M which means
that the impurity is coupled to M identical conduction electron bands (or channels). We consider
a power-law conduction electron density of states Ac(ω) and a sub-Ohmic bosonic spectrum:
Ac(ω) ≡ −
1
π
Imgc(ω + i0
+) = A0θ (D − |ω|) |ω|r , (115)
AΦ (ω) ≡ −
1
π
ImgΦ
(
ω + i0+
)
= AΦ |ω|1−αΦ θ (Λ− |ω|) sgn (ω) . (116)
For Bose-Fermi Anderson and Kondo models, in which impurity couples to metallic conduction
band characterized by exponent r = 0 and to the sub-Ohmic bosonic bath a quantum phase
transition [85, 86, 87, 88, 70, 71, 89] happens between the strong Kondo coupling phase and local
moment phase with a residual impurity magnetic moment where the Kondo screening is destroyed.
For g = 0 (absence of the bosonic bath) and in the presence of a conduction electron bath with
pseudogap density of states one finds a second order phase transition between a many body Kondo
screened and a localized phase with spin = 1/2 at T = 0 [74, 90, 75, 91, 92, 93].
Here, we consider a pseudogap density of states for the fermionic bath with 0 < r < 1 and a
sub-Ohmic bosonic bath corresponds to the exponent αΦ ≤ 1 . The bare fermionic and bosonic
bath Green’s function for each components are defined as follows:
gc = −
〈
Tτcσα (τ) c
†
σα (0)
〉
0
(117)
gΦ = −
〈
TτΦ (τ) Φ
† (0)
〉
0
, (118)
where Tτ is the time-ordering operator. The large-N method will be discussed in Sec.3.4.2. In
order to extend SU(2) symmetry of the model to use dynamical large-N method, we write SU(N)
representation of spin in terms of pseudo-fermions operator and consider spin isotropic coupling
to M identical conduction electron bands with exchange coupling Jk.
3.4.1 SU(N) algebra
The SU(N) group is an example of a Lie group. It possesses N2 − 1 generators by T a = (T a)ik
with a = 1, ..., N2− 1. The generators T a of a Lie group are elements of the Lie algebra and fulfill
the following relation:
[
T a, T b
]
= ifabcT c. (119)
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Eq.(119) can be rewritten in a matrix representation of the T a. In the adjoint representation where
the T a are n× n hermitian matrices and i, k, l = 1, ..., N one has
(T a)il
(
T b
)
lk
−
(
T b
)
il
(T a)lk = if
abcT c. (120)
where fabc are the so- called structure constant which encode the geometry of the group:
adj(T a)bc = f
abc. (121)
The SO(N) group is an example of a Lie group and it has N(N−1)
2
generators and forms a subgroup
of SU(N). In the case of the physical most relevant groups SU(2) and SO(3) which both possess
3 generators, the structure constants are given by fabc = εabc with a, b, c = 1, 2, 3 where εabc is the
antisymmetric tensor. Thus, SU(2) and SO(3) share the same Lie algebra.
In the dynamical large-N approach, the local spin symmetry is extended from SU(2) to SU(N). In
order to end up with a form of the partition function that is suitable for a large-N evaluation, i.e.
z =
´
D[]e−NSeff , where Seff is the effective action and D[] is the proper measure of the functional
integral, it turns out to be necessary to extend the symmetry group of the conduction electrons
from SU(2) to SU(N)× SU(M), where M describes the number of charge channels. Essentially,
one can think of this as M identical bands coupled to the quantum spin. In the following, I will
describe the quantum mechanical representation of the SU(N) group. It has a representation in
terms of bosonic and fermionic operators. Since the dynamical large-N approach presented here is
based on a totally antisymmetric representation of the spin operators in terms of pseudo-fermions.
I will discuss the fermionic representation of the SU(N) group in Sec.3.5.
3.4.2 The saddle point method
The saddle point method is a non-perturbative and controlled method that is frequently employed
in quantum field theory. It is controlled, since corrections to the saddle point vanish as N → ∞,
which will be shown below. The non- perturbative nature of the saddle point method is more
subtle. This will be discussed in Sec.3.4.3. The saddle point approximation in its simplest form
approximates the integral:
I =
ˆ +∞
−∞
dxe−Nf(x) with a suitable function f(x) (122)
by the first few terms obtained from the Taylor expansion of f(x) around its minimum
f(x) = f(x0) + f
′(x0)(x− x0) + f”(x0)
(x− x0)2
2
+ ... (123)
where x0 is chosen so that f ′(x) |x0 = 0 (we assume here that f(x) has a global minimum at
x = x0). As a result, I ≈
√
2π
Nf”(x0)
e−Nf(x0)
!
= I0. Higher order corrections can be obtained by
including more terms in the Taylor expansion. For example
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f(x) = f(x0) +
1
2
f”(x0)(x− x0)2 + (124)
1
6
f (3)(x0)(x− x0)3 +
1
4!
f (4)(x0)(x− x0)4 + ...
which leads us to
I = I0 −
1√
N
1
4!N
f (4)(x0)e
−Nf(x0)
ˆ +∞
−∞
dx̃e−
1
2
x̃2x̃4. (125)
Thus, corrections to I0 are suppressed by factors of O( 1N ) and corrections vanish as N → ∞. In
this sense, the large-N method is a controlled expansion. Alternative names of this method are
saddle point approximation, stationary phase approximation or semi-classical expansion.
3.4.3 Comparison of the saddle point method and perturbation theory
In this section, I briefly outline, how the semiclassical expansion can capture non-perturbative
effects [83]. To this end consider the simple integral,
I(g) =
1√
2π
ˆ +∞
−∞
dxe−
x2
2
−gx4 . (126)
For g = 0, I(g = 0) is a simple Gaussian integral. One has I(g = 0) = 1. For g > 0 the integral is
dominated by the saddle point at x = 0 (for small g). The function I(g) is analytic in a cut plane.
To analytically continue the integral to g < 0, one needs to deform the integration contour such,
that Re(gx4) > 0. A perturbative evaluation (in g) of the integral yields
I(g) ' 1√
2π
ˆ +∞
−∞
e−
x2
2
(
1− gx4 + g
2x8
2
)
, (127)
which is analytic around g = 0. The perturbative treatment thus fails to capture the branch cut. In
contrast, the saddle point method does capture this non-perturbative feature. First we “decouple”
the quartic term via a “Hubbard-Stratonovich decoupling” and “integrate out” the “field” x:
I(g) =
1√
2π
ˆ
dx
ˆ
dye−
x2
2 e−
y2
2 e−i
√
2gyx2
=
1√
2π
ˆ
dye−
1
2
y2− 1
2
ln(1+i2
√
2gy). (128)
Now, we perform an expansion around the saddle point. The minimum y0 of f(y) = −12y2 −
1
2
ln
(
1 + 2i
√
2gy
)
is
y±0 =
1
2i
√
8g
(−1±
√
1 + 16g). (129)
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For g → 0, y−0 →∞ and y+0 → −i
√
2g → 0. The saddle point action f(y+0 ) is finite:
f(y+0 ) =
1
64g
(√
1 + 16g − 1
)2
− 1
2
ln
(
1 +
√
1 + 16g
2
)
(130)
and f(y+0 )→ 0 as g → 0. We can now Taylor-expand the action around y+0 :
f(y) =
n=∞∑
n=0
an
n!
(
y − y+0
)n
, where an = ∂∂ynf(y)
∣∣∣y=y+0 .
This finally yields
I(g) ' ef(y+0 )
ˆ +∞
−∞
dy√
2π
e
1
2
a2y2
[
1 +
a4
4!
y4 + ...
]
=
e
1
64g
(
√
1+16g−1)2
(1 + 16g)
1
4
[
1 +O(g2)
]
. (131)
Note that not only the correction to the lowest order term is of O(g2) instead of O(g) as in the
perturbative treatment. More important, the stationary phase approximation captures the non-
analytic structure of the integral, i.e., the branch cut, which is missed in the perturbative treatment.
In the following, I will discuss the application of a particular dynamical large-N method to the
pseudogap Bose-Fermi Kondo model.
3.5 The quantum mechanical representation of the SU(N) group
We can form operators Xa using the fermionic operator and the SU(N) generators. T a in the
so-called adjoint representation (where the T a are n× n matrices):
Xa =
∑
ik
c†i (T
a)ik ck (132)
where c†, c are creation and annihilation operators obeying fermionic anti-commutation relation:
{
ci, c
†
j
}
= δij. (133)
From Eqs.(133,119), one can obtain the following relation for the operators in SU(N):
[
Xa, Xb
]
= ifabcXc, (134)
where Eq.(120) was used. The explicit proof is straightforward.
Since
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Xa =
∑
ik
c†i (T
a)ik ck ≡ c†i (T a)ik ck (135)
we have
[
Xa, Xb
]
= c†i (T
a)ik ckc
†
l︷ ︸︸ ︷
δkl − c†l ck
(
T b
)
lm
cm − c†l
(
T b
)
lm
cmc
†
i︷ ︸︸ ︷
δmi − c†icm
(T a)ik ck
= c†i (T
a)ik
(
T b
)
km
cm − c†l
(
T b
)
lm
(T a)mk ck
−c†i (T a)ik c†l ck
(
T b
)
lm
cm + c
†
l
(
T b
)
lm
c†icm (T
a)ik ck (136)
relabeling m↔ k and i↔ l in the 2nd term of the first line of the previous equation gives
[
Xa, Xb
]
= c†i
(
(T a)ik
(
T b
)
km
− c†l
(
T b
)
ik
(T a)km
)
cm
−c†i (T a)ik c†l ck
(
T b
)
lm
cm + c
†
i
(
T b
)
ik
c†l ck
(
T b
)
lm
cm
= c†i if
abc (T c)im cm = if
abcc†i (T
c)im cm = if
abcXc. (137)
ThereforeXa also follow the algebraic structure of T a. Similar relations can be shown forQa, Qb, Qc
where Ql = a†i
(
T l
)
in
an and a†, a obey bosonic commutation relations.
In order to establish that a Hamiltonian possesses a symmetry, one can either show that the
associated observable is conserved, i.e.
dXa
dt
= i [H,Xa] = 0 (138)
or that Xa induces a symmetry transformation u[θ] via
u(θ) = eiθX
a
. (139)
with u[θ]Hu†[θ], where θ is a parameter. These two approaches are equivalent. Since the quantum
mechanical operators Xa can be considered as SU(N) generators, we conclude from Eq.(138) that
the Hamiltonian has SU(N) symmetry. As a simple example, the Hamiltonian of N harmonic
oscillators or non- interacting bosons which is given by:
H = N + constant (140)
N =
∑
k
a†kak, (141)
where all the N oscillators have the same energy which for convenient has been put to one and
N = X0 = a†i (T
0)ikak. (142)
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In order to show that H =
M∑
α=1
N∑
σ=1
∑
k
εkc
†
kσαckσα possesses SU(N) × SU(M) symmetry, we first
introduce the operator X0 =
∑
lm
c†l (T
0)lm cm with (T
0)lm = δlm. Since T
0 is the n-dimensional unit
matrix, it commutes with all other n2 − 1 T i: [T i, T 0] = 0.
In other words, adding T 0 to the set of {T a}; a = 1, ..., N2 − 1 extends the SU(N) algebra to
U(N) = U(1)⊗ SU(N). This can be written as [T i, T 0] = if i0cT c with f i0c = f 0ic = 0. Note that
we can write H =
N∑
σ=1
M∑
α=1
∑
k
εkc
†
kσαckσα =
∑
k
εk
N∑
σ=1
M∑
α,β=1
c†kσα (T
0)α,β ckσβ. Therefore we can extend
the operator Xa to carry additional labels k and σ:
Xa → Xakσ =
∑
l,m
c†kσl (T
a)lm ckσm. (143)
With all commutation/anti-commutation relations unchanged, as all operators will be diagonal in
k, σ:
[
Xakσ, X
b
kσ
]
= ifabcXckσ. (144)
Since X0kσ =
∑
α
c†kσαckσα, we also have
[
H,X ik′,σ′
]
= 0, where
H =
∑
k,σ
εkX
0
kσ (145)
In summary, I have shown that H =
M∑
α=1
∑
k,σ
εkc
†
kσαckσα possesses SU(M) symmetry. The prove for
SU(N) with σ = 1, ...N proceeds the same way. Thus, H has SU(M)× SU(N) symmetry.
3.6 Dynamical large-N study of the multichannel pseudogap Bose-Fermi
Kondo model
Now in this section I want to move towards the dynamical large-N limit of the pseudogap Bose-
Fermi Kondo model whose Hamiltonian is given by:
H =
∑
~pασ
ε~pc
†
~pασc~pασ +
∑
~q
ω~qΦ
†
~q.Φ~q (146)
+
Jk
N
∑
α
S.sα +
g√
N
∑
~q
S.(Φ†~q + Φ~q).
3.6.1 The SU(M)× SU(N) representation of the Hamiltonian Eq.(146)
The SU(M) × SU(N) symmetry of the Hamiltonian was described in Sec.3.5. Here, the overall
aim is to write that partition function as
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Z =
ˆ
D[Φ′]e−NSeff , (147)
where Φ′ stands for all fields (incl. decoupling fields) that the effective action may depend on, so
that one can pull out this over all factor N and use the saddle point method. Therefore, we want
to take the SU(2) spin (quantum spin) which transforms as an object of SU(2) and generalize
this from SU(2) to SU(N). In order to do that, we could choose a fully symmetric representation
of the spin which would be given in terms of bosonic operators or use a totally anti-symmetric
representation in terms of fermionic operators. Here we use the fermionic representation of SU(N)
which was explained in Sec.3.5, because we want to describe Kondo screening. Therefore we write
the spin in terms of fermionic operators f †σ, fσ and SU(N) generators τ iσσ′ , τ̄ iσσ′ with i = 1, ..., N2−1,
Siσσ′ = f
†
στ
i
σσ′fσ′
S̄iσσ′ = f
†
σ τ̄
i
σσ′fσ′ (148)
τ i and τ̄ i are conjugated representations of the N2 − 1 generators of the SU(N) group satisfying
the Fierz identity:
N2−1∑
i=1
τ iσς τ̄
i
σ′ς′ = δσ,ς′δς,σ′ −
1
N
δσ,ςδσ′,ς′ (149)
In general one has
Sij = f
†
i fj − QN δij with i, j = 1, ..., N and Q =
∑
σ
f †σfσ
For the case of SU(2), i.e. N=2 with i = +,− and j = +,−, we thus get
S++ = f
†
+f+ − Q2 = f
†
+f+ − 12
(
f †+f+ + f
†
−f−
)
= 1
2
(
f †+f+ − f †−f−
)
S−− = f
†
−f− − Q2 = −S++
S+− = f
†
+f−
S−+ = f
†
−f+
which are just the SU(2) spin operators S+ = f †+f−, S− = f
†
−f+ and Sz = 12
(
f †+f+ − f−f−
)
, since
S−− = −S++ = Sz.
From Eqs.(148,149), the third term in Eq.(146) can be rewritten as:
∑
σςσ′ς′
N2−1∑
i=1
f †στ
i
σςfςc
†
σ′τ
i
σ′ς′cς′ =
∑
σς
f †σfςc
†
ςcσ −
∑
σσ′
1
N
f †σfσc
†
σ′cσ′
=
∑
σς
f †σfςc
†
ςcσ −
∑
σ′
Q
N
c†σ′cσ′ . (150)
Therefore, the Kondo coupling term is a quartic term which is given in the following equation:
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M∑
α=1
S.sα = JK
∑
~p~p′ασσ′
(
f †σfσ′ −
Q
N
δσ,σ′
)
c†~pσ′αc~p′ασ (151)
Since the localized spin is coupled to M identical non-interacting conduction electron bands, the
total Hamiltonian has SU(N) ⊗ SU(M) symmetry and using this representation of spin, the
Hamiltonian in terms of pseudo-fermions reads
H = JK
∑
~p~p′ασσ′
(
f †σfσ′ −
Q
N
δσ,σ′
)
c†~pασ′c~p′ασ +
∑
~p,α,σ
ε~pc
†
~pασc~pασ
+ g
∑
iσσ′~q
f †σfσ′
(
τ iσ,σ′Φ
i†
~q + τ
i
σ,σ′Φ
i
~q
)
+
∑
~q
ωqΦ
†
−→q Φ−→q . (152)
3.6.2 Partition function and effective action of the pseudogap Bose-Fermi Kondo model
in dynamical large-N limit
In the next step the constraint is imposed by introducing the auxiliary fields λ that acts as Lagrange
multiplier
H = JK
∑
~p~p′ασσ′
(
f †σfσ′ −
Q
N
δσ,σ′
)
c†~pασ′c~p′ασ +
∑
~pασ
ε~pc
†
~pασc~pασ
+ g
∑
iσσ′~q
f †σfσ′ .
(
τ iσ,σ′Φ
i†
~q + τ
i
σ,σ′Φ
i
~q
)
+
∑
~q
ω~qΦ
†
~q.Φ~q
+ λ
(
N∑
σ=1
f †σfσ − q0N
)
. (153)
We are now in a position to write down the action S associated with Hamiltonian H of Eq.(153)
using Eq.(33) in Sec.2.2 of chapter 2. In order to bring the action into the form S = N
´ β
0
dτL(..., τ)
where L is the Lagrangian and ... represents the dependencies on the various fields, the limit
N → ∞ has to be taken in such a way that κ = M
N
remains constant. This will become clear in
the following. In order to be able to extract a factor N from the constraint, we set Q = q0N , so
that
N∑
σ=1
f †σfσ = Q = q0N . At particle-hole symmetry, q0 =
1
2
. In addition, it is necessary to rescale
the coupling constants Jk and g to ensure a non-trivial competition between Kondo-screening and
the bosonic fluctuations. Jk is replaced by JkN and g is replaced by
g√
N
. The partition function Z
can then be written as
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Z =
ˆ
D[c]D[Φ]D[λ]D [f ] e−S (154)
S =
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
~pασ
c†~pασ (τ) (τ)
[
−g−1c (τ ′ − τ, ~p)
]
c~pασ (τ
′)
+
ˆ β
0
dτ
∑
σ
f †σ (τ) ∂τfσ (τ)− λ
ˆ β
0
dτ
[∑
σ
f †σ (τ) fσ (τ)− q0N
]
+
Jk
N
ˆ β
0
dτ
∑
~p~p′ασσ′
c†~pασ′ (τ) c~pασ (τ)
×
[
f †σ(τ)fσ′(τ)− q0δσ,σ′
]
+
g√
N
ˆ
dτ
∑
~qσσ′i
f †σfσ′ .
(
τ̄ iσσ′
~Φi†q + τ
i
σσ′
~Φi~q
)
+
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
~q
~Φ†~q (τ)
[
−g−1Φ (τ ′ − τ, ~q)
]
~Φ~q (τ
′) . (155)
The gΦ(τ, τ ′) and gc(τ ′, τ) are bare bosonic bath and conduction electron Green’s functions respec-
tively defined as:
gΦ(τ
′, τ) = −
〈
Tτ
∑
~q
~Φ~q (τ
′) ~Φ†~q (τ)
〉
0
= δ(τ ′ − τ) (−∂τ − ω~q) (156)
gc(τ
′, τ) = −
〈
Tτ
∑
~pασ
c~pασ (τ
′) c†~pασ (τ)
〉
0
= δ(τ ′ − τ) (−∂τ − ε~p) (157)
Let’s first focus on the bosonic part SΦ of the action, i.e., S = Scλf +SΦ where SΦ denotes all parts
of S in Eq.(155) involving Φ̄,Φ. First we integrate out the bosonic bulk variables (Φ̄,Φ) using the
Gaussian identity for bosonic fields in Eq.(22) and since there is summation over i = 1, .., N2 − 1,
employing Eq.(38), see Sec.2.2 of chapter 2, brings the coefficient (N2 − 1) for the first term in S̃Φ:
S̃Φ = (N
2 − 1)Tr ln
[
−g−1φ (τ ′ − τ, ~q)
]
+
g2
N
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
~qss′σσ′i
[
f †s (τ)fs′(τ)
]
×

∑
~q
τ iss′gΦ(τ
′, τ)τ iσσ′

 [f †σ (τ ′) fσ′ (τ ′)
]
. (158)
In the next step we will use once more the Fierz identity of SU(N), Eq.(149) and we rewrite the
second term in Eq.(158) as:
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[
f †s (τ)fs′(τ)
]

∑
~q,i
τ iss′gΦ(τ
′, τ, ~q)τ iσσ′

 [f †σ (τ ′) fσ′ (τ ′)
]
(159)
= −f †σ(τ)fσ(τ ′)gΦ(τ ′, τ, ~q)f †σ′(τ ′)fσ′(τ)−
Q2
N
gΦ(τ
′, τ, ~q).
For the Scλf part of the action S, Eq.(155), note that the fermionic representation of the Kondo
interaction Jk ~Sc†~τc has generated a quartic term, JKN
∑
~p~p′σσ′ν
(
f †σfσ′ − q0δσ,σ′
)
c†~pασ′c~p′ασ. In order to
proceed, we will introduce a bosonic Hubbard-Stratonovich decoupling field for each charge channel
α to decouple the quartic term into
∑
~pασ
B†αc
†
~pασfσ and
∑
~pασ
f †σc~p,α,σBα with the help of Eq.(36). As a
result Eq.(154) can now be written as
Z =
ˆ
D[c]D[Φ]D[λ]D [f ]D [B] e−S̃ (160)
where the new effective action S̃ is given by
S̃ =
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
~p~p′ασ
c†~pασ (τ)
[
−g−1c (τ ′, τ, ~p) δ~p,~p′ −
JK
N
q0
]
c~p′ασ (τ
′)
+
ˆ β
0
dτ
∑
σ
f †σ (τ) ∂τfσ (τ)− λ
ˆ β
0
dτ
[∑
σ
f †σ (τ) fσ (τ)−Q
]
−g
2
N
ˆ β
0
dτ
ˆ β
0
dτ ′ ×
[∑
σσ′
f †σ(τ)fσ(τ
′)gΦ(τ
′, τ)f †σ′(τ
′)fσ′(τ)
]
+J−1k N
ˆ β
0
dτ
∑
α
Bα (τ)B
†
α (τ) (161)
+
ˆ β
0
dτ

∑
~pασ
B†α (τ) c
†
~p,α,σ(τ)fσ(τ) +
∑
~pασ
f †σ(τ)c~p,α,σ(τ)Bα(τ)


−g2Q
2
N2
ˆ β
0
dτ
ˆ β
0
dτ ′gΦ(τ
′, τ).
The last term does not depend on local fields f̄ , f, B̄, B, λ and thus will be discarded. Furthermore,
this term is sub-leading in N and thus does not enter in the large-N limit.
Now, we integrate out the fermionic bulk variables (c†, c). Using Eq.(22) in Sec..2.2 for fermionic
Grassmann integrals and Det A = eTr logA, one finds
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Z =
ˆ
D[λ]D [f ]D [B] e−S”
S” = −MNTr ln
[
−g̃−1c (τ ′ − τ, ~p, ~p′)
]
+ (N2 − 1)Tr ln
[
−g−1Φ (τ ′ − τ, ~q)
]
(162)
+
ˆ β
0
dτ
∑
σ
f †σ (τ) [∂τ + λ]fσ (τ)− λQβ
+
g2
N
ˆ β
0
dτ
ˆ β
0
dτ ′[
∑
σ
f †σ(τ
′)fσ(τ)]

−
∑
~q
gΦ (τ
′, τ, ~q)

 [
∑
σ′
f †σ′(τ)fσ′(τ
′)]
+J−1k N
ˆ β
0
dτB†α (τ)Bα (τ)− g2
Q2
N2
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
~q
gΦ(τ
′, τ, ~q)
+
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
α
[
B†α (τ)Bα (τ
′)
]

∑
~p,~p′
g̃−1c (τ
′ − τ, ~p, ~p′)


[∑
σ
f †σ (τ) fσ (τ
′)
]
.
with
g̃−1c (τ
′ − τ, ~p, ~p′) = g−1c (τ ′ − τ, ~p) δ~p,~p′ − JK
Q
N
. (163)
In Eq.(162) we have two quartic terms, the first which we will denote S[W̄ ,W ]:
S[W̄ ,W ] ≡ g
2
N
ˆ β
0
dτ
ˆ β
0
dτ ′[
∑
σ
f †σ(τ
′)fσ(τ)]
×

−
∑
~q
gΦ (τ
′, τ, ~q)

 [
∑
σ′
f †σ′(τ)fσ′(τ
′)]. (164)
Repeating the Hubbard-Stratonovich decoupling procedure with the bilocal fields W and W con-
jugate to
∑
σ
[
f †σ (τ) fσ (τ
′)
]
and
∑
σ′
[
f †σ′ (τ
′) fσ′ (τ)
]
respectively, S[W̄ ,W ] can be written as
S[W̄ ,W ] = N
ˆ β
0
dτ
ˆ β
0
dτ ′W (τ ′, τ)

∑
~q
gΦ (τ
′, τ, ~q)


−1
W (τ ′, τ)
+g
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
σ
f †σ (τ
′) fσ (τ)W (τ
′, τ)
+g
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
σ′
W̄ (τ ′, τ) f †σ′ (τ) fσ′ (τ
′) (165)
51
The second quartic term in Eq.(162), denoted S[Q̄, Q] is
S[Q̄, Q] ≡
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
α
[
B†α (τ)Bα (τ
′)
]
×

∑
~p,~p′
g̃−1c (τ
′ − τ, ~p, ~p′)


[∑
σ
f †σ (τ) fσ (τ
′)
]
. (166)
Again, the quartic part can be decoupled with the help of a bilocal Hubbard-Stratonovich decou-
pling fieldQ andQ conjugate to
∑
α
[
f †α (τ
′) fα (τ)
]
[
∑
p,p′
gc (τ, τ
′, p, p′)
]
and
∑
i
[
B†i (τ)Bi (τ
′)
] [∑
p,p′
gc (τ
′, τ, p, p′)
]
respectively. Therefore, S[Q̄, Q] becomes
S[Q̄, Q] = N
ˆ β
0
dτ
ˆ β
0
dτ ′Q (τ, τ ′)

−
∑
~p,~p′
g̃c(τ
′ − τ, ~p, ~p′)


−1
Q (τ ′, τ)
+
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
σ
f †σ(τ)Q (τ, τ
′) fσ (τ
′)
+
ˆ β
0
dτ
ˆ β
0
dτ ′N
ˆ
dτdτ ′
∑
α
B†α(τ)Q (τ
′, τ)Bα (τ
′) . (167)
Of course, all possible configurations of W,W,Q,Q have to be integrated over:
Z =
ˆ
D[λ]D [f ]D [B]D [W ]D [Q] e−S
′′′
(168)
where the full expression of the effective action S ′′′ is given by
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S
′′′
= −MNTr ln
[
−g̃−1c (τ ′ − τ, ~p, ~p′)
]
+ (N2 − 1)Tr ln
[
−g−1Φ (τ − τ ′, ~q)
]
+
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
σ
f †σ (τ)
[
∂τ + λ+ g
(
W (τ ′, τ) +W (τ, τ ′)
)
+ Q (τ, τ ′)
]
fσ (τ
′)− βλQ− g2Q
2
N2
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
~q
gΦ(τ
′, τ, ~q)
+N
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
α
B†α(τ)
[
J−1k δ (τ − τ ′) +Q (τ ′, τ)
]
Bα (τ
′)
+N
ˆ β
0
dτ
ˆ β
0
dτ ′Q (τ, τ ′)

−
∑
~p,~p′
g̃c(τ
′ − τ, ~p, ~p′)


−1
Q (τ ′, τ)
+N
ˆ β
0
dτ
ˆ β
0
dτ ′W (τ, τ ′)

∑
~q
gΦ (τ
′, τ, ~q)


−1
W (τ ′, τ) . (169)
In the last step we will integrate out the
(
f, f
)
and
(
B,B
)
fields. This leaves us with an action
where all terms areO(N). Therefore the partition function associated with Hamiltonian of Eq.(152)
has now been cast into a form that is suitable for a controlled saddle point evaluation, as the action
scales with N (provided Q = q0N, κ = MN = constant), i.e. Z =
´
D[Φ′]e−NSeff . More specifically,
the final form of Z is given by
Z =
ˆ
D [iµ]D [Q]D [W ] e−NSeff (170)
with the effective action (Seff ≡ S)
S = −Tr ln
[
−G̃−1f
]
+
M
N
Tr ln
[
−G̃−1b
]
(171)
+
ˆ β
0
dτ
ˆ β
0
dτ ′Q̄ (τ ′, τ)

−
∑
~p,~p′
g̃c(τ
′ − τ, ~p, ~p′)


−1
Q (τ ′, τ)
+
ˆ β
0
dτ
ˆ β
0
dτ ′W (τ ′, τ)

∑
~q
gΦ (τ
′, τ, ~q)


−1
W (τ ′, τ)
−βλq0 − g2
q20
N
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
~q
gΦ(τ
′, τ, ~q)
−MTr ln
[
−g̃−1c (τ ′ − τ, ~p, ~p′)
]
+
(N2 − 1)
N
Tr ln
[
−g−1Φ (τ − τ ′, ~q)
]
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where we introduced the definitions
G̃−1f =
ˆ β
0
dτ
ˆ β
0
dτ ′ |τ〉 (172)
[
−∂τδ (τ − τ ′)− λ− g
(
W (τ ′, τ) +W (τ, τ ′)
)
−Q (τ, τ ′)
]
〈τ ′|
G̃−1b =
ˆ β
0
dτ
ˆ β
0
dτ ′ |τ〉
[
−J−1k δ (τ − τ ′)−Q (τ ′, τ)
]
〈τ ′| . (173)
3.6.3 The saddle-point equations
In the previous subsection, the effective action associated with the Hamiltonian of the pseudogap
Bose-Fermi Kondo model, Eq.(146) was brought into a form suitable for saddle-point evaluation
that will become exact in the limit N → ∞. In this section, we will derive these saddle-point
equations. The saddle-point fulfills
δS
δ[Q]
= 0, δS
δ[W ]
= 0, δS
δλ
= 0
where δ
δX
denotes a functional derivative. A good introduction into functional analysis relevant to
path integration can be found in [94]. First note that ∂QTr lnG−1 = Tr [G∂QG−1]. Carrying out
the functional derivatives, we have
δS
δQ(τ1, τ2)
=
M
N
Tr
[
∂ ln
[´
dτdτ ′ |τ ′〉
[
J−1k δ (τ − τ ′) +Q (τ ′, τ)
]
〈τ |
]
∂Q(τ ′, τ)
× δQ (τ
′, τ)
δQ (τ1, τ2)
]
+
ˆ
dτdτ ′
∂
∂Q(τ ′, τ)
[
Q̄ (τ ′, τ)
×

−
∑
~p,~p′
g̃c(τ
′ − τ, ~p, ~p′)


−1
Q (τ ′, τ)
δQ (τ ′, τ)
δQ (τ1, τ2)

 (174)
and since
δQ (τ ′, τ)
δQ (τ1, τ2)
= δ(τ ′ − τ1)δ(τ − τ2) (175)
we get
ˆ
dτdτ ′Q̄ (τ ′, τ)

−
∑
~p,~p′
g̃c(τ
′ − τ, ~p, ~p′)


−1
(176)
×δ(τ ′ − τ1)δ(τ − τ2) = −
M
N
〈τ ′| G̃b |τ〉 .
Therefore, we find that the bilocal filed Q̄ obeys
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Q̄ (τ ′, τ) = −M
N
〈τ ′| G̃b |τ〉

−
∑
~p,~p′
g̃c(τ
′ − τ, ~p, ~p′)

 . (177)
Now we do the same and making derivative of the action with respect to Q(τ, τ ′) and put it to
zero to obtain the bilocal field Q(τ, τ ′).
Therefore,
Tr
∂ ln
∂Q(τ, τ ′)
[
ˆ
dτdτ ′ |τ〉 [−∂τδ (τ − τ ′)− λ
+g
(
W (τ, τ ′) +W (τ ′, τ)
)
+Q (τ, τ ′)
]
〈τ ′|
]
= Tr
[
G̃f |τ〉 〈τ ′|
]
= 〈τ ′| G̃f |τ〉 = Gf (τ ′, τ). (178)
Thus, the saddle-point equation can be written
δS
δQ(τ1, τ2)
=
[
Tr
∂ ln
∂Q(τ, τ ′)
[
ˆ
dτdτ ′ |τ〉 [−∂τδ (τ − τ ′)− λ+ (179)
+g
(
W (τ, τ ′) +W (τ ′, τ)
)
+Q (τ, τ ′)
]
〈τ ′|
]
+
ˆ
dτdτ ′
∂
∂Q(τ, τ ′)

Q̄ (τ ′, τ)

−
∑
~p,~p′
g̃c(τ
′ − τ, ~p, ~p′)


−1
Q (τ ′, τ)




× δQ (τ
′, τ)
δQ (τ1, τ2)
.
Here again
δQ (τ ′, τ)
δQ (τ1, τ2)
= δ(τ ′ − τ1)δ(τ − τ2), (180)
so that the bilocal filed Q(τ ′, τ) obeys
Q (τ ′, τ) = 〈τ | G̃f |τ ′〉 gc (τ ′, τ) . (181)
Minimizing the action with respect to W,W,Q,Q in a similar way, yields
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δW (τ ′,τ)S = 0 =⇒ W (τ ′, τ) = −g 〈τ | G̃f |τ ′〉

∑
~q
gΦ (τ
′, τ, ~q)

 (182)
δW (τ ′,τ)S = 0 =⇒ W (τ ′, τ) = −g 〈τ ′| G̃f |τ〉

∑
~q
gΦ (τ
′, τ, ~q)

 (183)
∂λS = 0 =⇒ −Tr∂λ ln
[
−G̃−1f
]
− βQ = 0 (184)
=⇒ N
β
Tr
[
G̃f
]
= Q.
From the last equation we see that
N
β
Tr
[
G̃f
]
= Q = q0N or 1βTr
[
G̃f
]
= q0, so that the constraint Q fixes the pseudo particle
number. In the following we will choose q0 = 12 . If the conduction electron band is particle-
hole symmetric, then the Kondo Hamiltonian possesses particle-hole symmetry and therefore,
choosing q0 = 12 , the pseudogap Bose-Fermi Kondo model in the pseudo-fermion representation
automatically respects the constraint:
Q =
N∑
σ
f †σfσ =︷ ︸︸ ︷
f †σ → fσand fσ → f †σ
Particle-hole transformation
N∑
σ
fσf
†
σ =
N∑
σ
(
1− f †σfσ
)
= N −
N∑
σ
f †σfσ = N −Q or q0 = 1− q0 (185)
From the relations obtained for the bilocal fields we see that they are just bosonic and fermionic
self-energies
Σb (τ − τ ′) = Q (τ, τ ′) (186)
Σf (τ − τ ′) = g
(
W (τ ′, τ) +W (τ, τ ′)
)
+Q (τ, τ ′) . (187)
In the frequency representation, the saddle point equation for the Hubbard-Stratonovich decoupling
field propagator, Eq.(186), is:
G−1b (iνn) = −J−1k − Σb (iνn) (188)
Σb(iνn) =
ˆ β
0
dτeiνnτΣb(τ) (189)
where iνn; νn = 2nπβ (n integer) are bosonic Matsubara frequencies and the Hubbard-Stratonovich
Σb is given by:
Σb (τ − τ ′) = Q (τ, τ ′) = Gf (τ − τ ′) g̃c (τ ′ − τ) . (190)
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For the pseudo-fermion Green’s function in the frequency representation,
G−1f (iωn) = iωn − λ− Σf (iωn) (191)
Σf (iωn) =
ˆ β
0
dτeiωnτΣf (τ), (192)
Notice that in the frequency representation iωn;ωn = (2n+1)πβ . That is ωn are fermionic Matsubara
frequency with n integer.
From Eqs.(177,182,183) we have
Σf (τ − τ ′) = g
(
W (τ ′, τ) +W (τ, τ ′)
)
+Q (τ, τ ′)
= −M
N
Gb (τ − τ ′) g̃c (τ − τ ′)− g2Gf (τ − τ ′)
× [gΦ (τ − τ ′) + gΦ (τ ′ − τ)] . (193)
where bath’s Green’s functions are momentum integrated
gΦ(τ
′ − τ) =
∑
~q,~q′
gΦ
(
τ ′ − τ, ~q, ~q′
)
(194)
gc(τ
′ − τ) =
∑
~p,~p′
gc
(
τ ′ − τ, ~p, ~p′
)
(195)
In summary, the saddle point equation in the Matsubara representation are given by
G−1b (iνn) = g
−1
b (iνn)− Σb (iνn) (196)
G−1f (iωn) = g
−1
f (iωn)− Σf (iωn) (197)
which are the Dyson equations for GB and Gf . The bare Green’s function gb and gf are given by
gb(iνn) = −Jk (198)
gf (iωn) = iωn − λ (199)
where λ is obtained from the constraint
1
β
∑
n
Gf (iωn) = q0 (200)
and the self-energies obey
Σb(iνn) =
1
β
∑
iωn
Gf (iωn)gc(iνn − iωn) (201)
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and
Σf (iωn) =
κ
β
∑
iνn
Gb(iνn)gc(iωn − iνn) (202)
−g2 1
β
∑
iω̃n
Gf (iω̃n)gΦ(iωn − iω̃n).
Now, the Green’s functions can be calculated by solving the saddle point equations Eqs.(201,202)
and Dyson equations Eqs.(196,197) self-consistently together with the constraint, Eq.(200). Know-
ing the Green’s functions Gf and Gb we can calculate the observables like spin susceptibility, T-
matrix and so on which are correlation functions that can be written in terms of Gf and Gb. For
example, the expression of the spin susceptibility is derived in appendix E:
χ(τ) = Gf (τ)Gf (−τ). (203)
The T-matrix can be obtained in a similar way:
Gloc(τ) = Gf (τ)Gb(−τ). (204)
3.6.4 Numerical solution of the saddle point equations
A numerical solution of the saddle point equations on the real frequency axis gives access to
Gf (ω, T ) and Gb(ω, T ) and χ(ω, T ) and T (ω, T ) for all temperatures and frequencies. The saddle
point equations on the real frequency axis are
Σ”b(ω) = π
[
ˆ +∞
−∞
dε (f(ε)− f(ε− ω))Af (ε− ω)Ac(ε)
]
(205)
Σ”f (ω) = πκ
ˆ
dεAb (ε)Ac (ω − ε) (f (ω − ε) + b (−ε)) (206)
−πg2
ˆ
dε [AΦ (−ε)Af (ε+ ω)] [f (−ε− ω) + b (−ε)] .
They are obtained from Eqs.(201,202) by rewriting the Matsubara sums as contour integrals.
The real parts of Σf,b(ω) are obtained from Kramers Kronig, see appendix C.
The self consistent solution of Eqs.(205,206) is obtained iteratively, following the flow diagram,
Fig.8 , on a logarithmically discretized grid. This is necessary because of the singular zero-frequency
behavior of the pseudo-particle propagators Gf and Gb.
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Figure 8: The self-consistency loop to solve the saddle-point equations.
The frequency grid extends to about 10 times the conduction electron bandwidth to ensure that
the high-frequency features are captured as well. This is necessary because the high frequency of
A(ω) affects the low-frequency behavior of the real part of G(ω). This can be seen from the
Kramers-Kronig relation. The criterium for convergence of the self-consistency loop was that the
relative difference of two consecutive iterations was less than 10−5.
3.7 Scaling ansatz:
In this section, I present an asymptotically (ω → 0) exact zero temperature (T = 0) solution
of the saddle point equations. This is accomplished by a suitable ansatz for the pseudo particle
propagators. Based on the expectation that the possible T = 0 solutions are controlled by various
fixed points of the model suggests a scaling solution for Gf , Gb. Indeed, in the low temperature
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and long time regime defined by T−1K  τ  β =∞ a power-law decay of the Green’s function is
found:
Gf,b(τ) =
β→∞
−Af,b
[τ0
τ
]αf,b
. (207)
The asymptotical exact solution of the model for T = 0 can therefore be obtained through a scaling
ansatz [95]. In the region τ0  τ  β = ∞, we take the following scaling ansatz of the Green’s
function:
Gf (τ) = −A1
(τ0
τ
)αf
+ subleading terms (208)
Gb(τ) = −B1
(τ0
τ
)αb
+ subleading terms (209)
where αf and αb are leading exponents. The details of the Fourier transform of Eq.(208,209) are
given in appendix C. It follows from Eq.(573) of appendix C that the fermionic/bosonic spectral
functions in the limit T = 0, ω → 0 can be written as
Af/b(ω) = −
1
π
ImGRf,b(ω)→



Af (ω) = A1
τ
αf
0
Γ(αf )
|ω|αf−1
Ab(ω) = B1
τ
αb
0
Γ(αb)
|ω|αb−1 sgn(ω)
(210)
From the asymptotic forms of Af,b(ω) and the saddle point equations, we can obtain the asymptotic
form of the self-energies Σf,b. On the other hand, Dyson’s equation directly links the asymptotic
behavior of Af (ω) and Ab(ω) to that of the associated self-energies. The resulting possible solutions,
give in terms of (A1, αf ), (B1, αb), can then be identified with the different fixed points of the
pseudogap Bose-Fermi Kondo model.
The imaginary part of the retarded self-energies Σf,b(iωn) = Σf,b(ω + i0+) are given by
Σ”b(ω) = π
[
ˆ +∞
−∞
dε (f(ε)− f(ε− ω))Af (ε− ω)Ac(ε)
]
, (211)
Σ”f (ω) = πκ
ˆ
dεAb (ε)Ac (ω − ε) (f (ω − ε) + b (−ε))
−πg2
ˆ
dε [AΦ (−ε)Af (ε+ ω)] [f (−ε− ω) + b (−ε)] . (212)
As is shown in appendix D, we can rewrite the imaginary and real part of Hubbard-Stratonovich
self-energy in the limit T = 0, ω → 0 as:
Σ”b(ω) = −πA0A1
τ
αf
0
Γ (αf )
B (1 + r, αf ) sgn (ω) |ω|r+αf (213)
Σ
′
b (ω)− Σ
′
b (0) = πA0A1
τ
αf
0
Γ (αf )
B (1 + r, αf )
× |ω|r+αf cot
(
π(r + αf )
2
)
. (214)
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Here, B(x, y) is the Euler Beta function.
Now, having the real and imaginary part of the self-energy, from Dyson’s equation, Eq.(188) and
Eq.(190), the bosonic spectral function is obtained:
Ab (ω) = −
1
π
Σ”b(ω)[[
J−1K − Σ
′
b (ω)
]2
+
[
Σ”b(ω)
]2] (215)
=
1
π
1(
πA0A1
τ
αf
0
Γ(αf)
B (1 + r, αf )
) ×
sgn (ω) |ω|r+αf

 J
−1
K −Σ
′
b(0)
πA0A1
τ
αf
0
Γ(αf)
B(1+r,αf)
− cot
(
π(r+αf )
2
)
|ω|r+αf


2
+
[
|ω|r+αf
]2
'



− 1
π
Σ”b(ω)
[J−1K −Σb(0)]
2 if J−1K + Σ
′
b (0) 6= 0
1
π
1(
πA0A1
τ
αf
0
Γ(αf)
B(1+r,αf)
) sgn(ω)|ω|−r−αf[
− cot
(
π(r+αf )
2
)]2
+1
if J−1K + Σ
′
b (0) = 0
Comparing Eq.(215) with Ab(ω) in Eq.(210) leads to the following relations between exponents
and coefficients:
For J−1K − Σ
′
b (0) = 0, I find
[[
cot
(
π(r+αf )
2
)]2
+ 1
]−1
π2A0A1
τ
αf
0
Γ(αf)
B (1 + r, αf )
= B1
ταb0
Γ (αb)
,
−αf − r = αb − 1 (216)
while for J−1K − Σ
′
b (0) 6= 0
A0A1
τ
αf
0
Γ(αf)
B (1 + r, αf )
[
J−1K − Σ
′
b (0)
]2 = B1
ταb0
Γ (αb)
αf + r = αb − 1 (217)
In the limit T = 0, ω → 0 the imaginary part of dynamical large-N pseudo-fermion self-energy, see
appendix D, is given by:
Σ”
f
(ω) = −πκA0B1
ταb0
Γ (αb)
|ω|r+αb B (r + 1, αb)
−πA1AΦg2
1
Γ (2− αΦ + αf )
|ω|αf−αΦ+1 . (218)
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From the Kramers-Kronig relation the real part is obtained as:
Σ
′
f (ω) = π tan
(
π (r + αb)
2
)
κA0B1
ταb0
Γ (αb)
(219)
×B (1 + r, αb) sgn (ω) |ω|r+αb + π tan
(
π (αf − αΦ + 1)
2
)
×A1AΦg2
1
Γ (2− αΦ + αf )
|ω|αf−αΦ+1 .
Therefore the pseudo-fermion spectral function is calculated as:
Af (ω) = −
1
π
Σ”f (ω)[
ω − λ− Σ′f (ω)
]2
+
[
Σ”f (ω)
]2
=
1
π
[
A |ω|αf−αΦ+1 +B |ω|αb+r
]
6
[[
ω − A tan
(
π (αf − αΦ + 1)
2
)
−B tan
(
π (r + αB)
2
)]2
+
[
−A |ω|αf−αΦ+1 −B |ω|αb+r
]2]
, (220)
where A , B are given by
A =
A1AΦπg
2τ
αf
0
Γ (αf + 2− αΦ)
, (221)
B =
A0B1κπτ
αb
0
Γ (αb)
B (1 + r, αb) . (222)
In the following, I will explicitly only consider the particle-hole case, λ = 0. Depending on which
terms in Eqs.(218,219) are more singular, we find for Af (ω)
Af (ω) =



1
π
B−1|ω|−r−αb
1+
[
tan2
(
π(r+αb)
2
)] : r + αb < αf − αΦ + 1; r + αb < 1
1
π
A−1|ω|αΦ−αf−1
1+
[
tan2
(
π(αf−αΦ+1)
2
)] : r + αb > αf − αΦ + 1;αf − αΦ + 1 < 1 (223)
Therefore, comparing Eq.(223) with Af (ω) in Eq.(210) yields three results which are presented in
Tab.1.
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(I) If r + αb < αf − αΦ + 1and r + αb < 1
−r − αb = αf − 1,
1
π
[
A0B1κπτ
αb
0
Γ(αb)
]−1
1+
[
tan
(
π(r+αb)
2
)]2 = A1 ταf0Γ(αf)
(II) If αf − αΦ + 1 < r + αband αf − αΦ < 0
αf =
1
2
αΦ,
1
π
[
A1AΦπg
2τ
αf
0
Γ(αf+2−αΦ)
]−1
1+
[
− tan
(
π(αf−αΦ+1)
2
)]2 = A1 ταf0Γ(αf)
⇒ A21 = 1π
(1−αΦ2 )
2AΦg2(τ
αf
0 )
2 tan
(
παΦ
4
)
(III) If r + αb = αf − αΦ + 1and r + αb < 1
αf =
1
2
αΦ,
αb = 1−
(
r + 1
2
αΦ
)
Table 1: The relations between the exponents and amplitudes of the pseudo-fermion spectral function of
Eq.(210) and the exponents and amplitudes of the fermionic/bosonic bath in the limit T = 0, ω → 0 and
particle-hole symmetry λ = 0.
By matching exponents and amplitudes and considering possible combinations for the results
obtained in Eqs.(216,217) for the exponents and amplitude of Hubbard-Stratonovich spectral func-
tions and the results presented for pseudo-fermion spectral function in Tab.1 we obtain the expo-
nents and amplitudes corresponding to the various fixed points which is demonstrated in Tab.2:
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MCK, C
If J−1K = Σ
′
b (0) ,
r + αb < αf − αΦ + 1,
r + αb < 1
r + αf = 1− αb
κ =
(1−αf) tan(π
αf
2 )
(r+αf) tan
(
π(r+αf)
2
)
C’
If J−1K = Σ
′
b (0) ,
αf − αΦ + 1 < r + αb,
αf − αΦ + 1 < 1
or αf − αΦ + 1 = r + αb < 1
αf =
1
2
αΦ, αb = 1−
(
r + 1
2
αΦ
)
A21 =
1
π
(1−αΦ2 )
2AΦg2(τ
αf
0 )
2 tan
(
παΦ
4
)
A1B1 =
1
π
Γ(αb)
πA0
τ
αf+αb
0
Γ(αf)
β(r+1,αf)
sgn(ω)|ω|−r−αf[
cot
(
π(r+αf )
2
)]2
+1
LM’
If J−1K 6= Σ
′
b (0) ,
αf − αΦ + 1 < 2,
αf − αΦ + 1 < r + αb
αf =
1
2
αΦ, αb = 1 +
(
r + 1
2
αΦ
)
A21 =
1
π
(1−αΦ2 )
2AΦg2(τ
αf
0 )
2 tan
(
παΦ
4
)
A1
B1
=
Γ(αf)
[
J−1K −Σ
′
b(0)
]2
A0Γ(αb)τ
αf−αb
0 β(r+1,αf)
Table 2: The exponents and amplitudes for the pseudoparticle propagators in the T = 0, ω → 0 limit for
the various fixed points.
From the asymptotic behavior of Af (ω) and Ab(ω) in the limit T = 0, ω → 0 one obtains for
the spin susceptibility and T-matrix in that limit
χ(ω) ∼ |ω|2αf−1 (224)
Gloc(ω) ∼ |ω|αf+αb−1 , (225)
where αf , αb are the solutions obtained in Tab.2 for the various fixed points.
For the pure pseudogap Kondo model g = 0, we find two critical fixed points (MCK: multichannel
pseudogap Kondo fixed point and C: pseudo-gap critical fixed point). Their critical exponents for
Gf and Gb in the quantum coherent regime obey:
r + αf = 1− αb, κ =
(1− αf ) tan
(
π
αf
2
)
(r + αf ) tan
(
π(r+αf)
2
) . (226)
Note that the solutions depend on r. The solutions of Eq.(226) as a function of the pseudogap
exponent r are shown in Fig.9. For r = rmax, MCK and C merge. For r > rmax, only the LM fixed
point exists.
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Figure 9: (a): Variation with pseudo-gap exponent r of possible solutions αf , αb and (b) possible solutions
for αb with variation of r for κ = 0.3 from Eq.(226). For r < rmax = 0.41 there are two possible solutions
for each exponents, describing the fixed points C and MCK.
In the presence of a sub-Ohmic bosonic bath we will get two additional critical points. The
pseudogap Bose-Fermi Kondo model critical point which will be denoted C’ and which occurs at
some finite, i.e. neither zero nor infinity, couplings (J ck, gc). The critical local moment fixed point
LM’, located at (0, g̃c). From the scaling ansatz, we have
C′ :
{
αf =
1
2
αΦ
αb = 1−
(
r + 1
2
αΦ
) (227)
LM′ :
{
αf =
1
2
αΦ
αb = 1 +
(
r + 1
2
αΦ
)
.
(228)
I turn now to a discussion of the numerical solution of the saddle point equations. The numerical
solutions gives access to Gf and Gb and therefore also to e.g. χ and Gloc at all temperatures and
frequencies for all Jk, g, r, αΦ, provided convergence of the algorithm shown in Fig.8 was obtained
for given parameter set.
3.8 Finite temperature solutions of the saddle-point equations
The numerical solution gives access both to the relaxational (T  ω) and to the quantum coherent
regime. It even provides solutions outside any scaling regime (e.g. for T  Tk). We now turn
to numerical results of the multichannel pseudogap Bose-Fermi Kondo model. At temperatures
T > 0, the saddle-point equations are solved by a numerical approach on the real frequency axis
over a wide parameter range, see the discussion in Sec.3.6.4.
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3.8.1 Results in the absence of the bosonic bath (g = 0)
- Critical and pseudogap multichannel Kondo and fixed point [C, MCK]
First focus on the case where we do not have coupling to the bosonic bath (g = 0). Fig.10 shows
the fermionic and bosonic spectral functions for Jk = 1.25D, r = 0.3, κ = 0.5 at T = 10−9D. For
this case Eq.(226) predicts αf = 0.22, αb = 0.48. Thus we see that the scaling ansatz agrees well
with the numerical solution in the ω
T
 1 regime.
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Figure 10: Pseudo-fermion spectral function Af (ω) and Hubbard-Stratonovich spectral function Ab(ω)
at pseudogap critical fixed point C for r = 0.3, T = 10−9D, κ = 0.5. At ω  Tk ' one is outside the
scaling regime and no power-law behavior is seen.
The spin susceptibility and T-matrix for pure pseudogap Kondo model are plotted over a wide
range of temperature at multichannel and critical pseudo-gap fixed point in Fig.11 and Fig.12
respectively and they display scaling functions that agree with those of a boundary conformal field
theory, while the underlying Hamiltonian lacks this symmetry due to r 6= 0.
10
-8
10
-6
10
-4
10
-2
10
0
10
2
πT/sin[πτT]
10
-3
10
-2
10
-1
1
χ
(τ
,T
)
T/D=10
-2
T/D=10
-3
T/D=10
-4
T/D=10
-5
T/D=10
-6
T/D=10
-7
T/D=10
-8
f(x)=0.19 x
0.21
(a)
10
-8
10
-6
10
-4
10
-2
10
0
10
2
10
-6
10
-4
10
-2
1
T/D=10
-2
T/D=10
-3
T/D=10
-4
T/D=10
-5
πT/sin[πτT]
G
lo
c(
τ
,T
)
T/D=10
-6
T/D=10
-7
T/D=10
-8
f(x)=0.17 x
0.7
(b)
Figure 11: (a): Spin susceptibility χ(τ) at pseudogap multichannel Kondo fixed point MCK over a wide
range of temperatures plotted against πTsin(πτT ) , (b): Local Green’s function for r = 0.3, κ = 0.5 and
Jk = 2D.
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Figure 12: Same as Fig.11 for a different value of Jk(Jk = 1.25D) for r = 0.3, κ = 0.5 at pseudogap
critical fixed point C.
The fact that spin susceptibility and local Green’s functions are scaling functions of
(
πτ0T
sin(πτT )
)
implies (ω/T ) scaling since the exponent y and ỹ less than one are :
χ(τ, T ) = F (
πτ0T
sin(πτT )
) (229)
(
πτ0T
sin(πτT )
)y
⇒ 1
T 1−y
φ(
ω
T
) (230)
Gloc(τ, T ) = F
(
πτ0T
sin(πτT )
)
∼
(
πτ0T
sin(πτT )
)ỹ
. (231)
The full calculation is given in appendix C. In Fig.11 which corresponds to pseudogap multichannel
Kondo fixed point MCK the spin susceptibility shows a power-law behavior with exponent y =
0.22. Similar for the T-matrix which has power-law behavior with ỹ = 0.7. Comparing with
Eqs.(224,225) yields:
y = 2αf (232)
ỹ = αf + αB (233)
Therefore the results obtained by numerical evaluation for the pseudogap multichannel Kondo
fixed point and the critical fixed point with αf = 0.11, αb = 0.59 and critical pseudogap fixed point
with αf = 0.22, αb = 0.48, are in line with the results obtained by scaling ansatz.
3.8.2 Results for non-vanishing coupling to the bosonic bath (g 6= 0)
- Critical pseudogap Bose-Fermi Kondo fixed point (C’)
Fixing Jk at Jk = 1.5D and tuning the strength of the coupling to the sub-Ohmic bosonic bath g,
for αΦ = 0.3 we access the critical pseudogap Bose-Fermi Kondo fixed point C’ at gc ' 0.2D. In
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Fig.13, the fermionic and bosonic spectral functions of the model for Jk = 1.5D, g = gc = 0.2D are
shown. As can be seen the power-law behaviors correspond to solutions for αf , αb at C’ in Tab.2.
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Figure 13: Fermionic (a) and bosonic (b) spectral functions Af (ω), Ab(ω) for r = 0.3.κ = 0.3, Jk =
1.5D, gc = 0.2D, αΦ = 0.3 at critical pseudogap Bose-Fermi Kondo fixed point C’.
Fig.14 shows ω
T
-scaling for the local spin susceptibility χ(ω, T ) associated with χ(τ) in Eq.(203)
and the T-matrix Gloc(ω, T ) which corresponds to Gloc(τ) in Eq.(204) at the critical pseudogap
Bose-Fermi Kondo fixed point C’, defined by Jk = 1.5D, gc = 0.2D for r = 0.3, κ = 0.3, αΦ = 0.3.
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Figure 14: (a): ω
T
-scaling of the local spin susceptibility, T 1−2αfχ(τ, T ) and (b): ω
T
-scaling of the T-
matrix at (local Green’s function),T 1−(αf+αb)Gloc(ω, T ) at critical pseudogap Bose-Fermi Kondo fixed
point C’ with r = 0.3, κ = 0.3, Jk = 1.5D, gc = 0.2D, αΦ = 0.3.
For pseudogap Bose-Fermi Kondo model at C’ the spin susceptibility and T-matrix have partic-
ular scaling form associated with a boundary conformal field theory. Fig.15 shows the τ dependence
scaling forms of χ(τ, ) and Gloc(τ, T ) as a power-law in πTsin(πτT ) at low-enough temperature.
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Figure 15: (a): Spin susceptibility χ(τ, T ) at critical pseudogap Bose-Fermi Kondo fixed point over a wide
range of temperatures plotted against πTsin(πτT ) and (b): Local Green’s function for r = 0.3.κ = 0.3, JK =
1.5D, gc = 0.2D, αΦ = 0.3.
- Critical local moment fixed point (LM’)
The stable fixed point (LM’) can be accessed by increasing the strength coupling to the bosonic bath
beyond the critical value gc ' 0.2D Fig.16 presents the pseudo-fermion and Hubbard-Stratonovich
spectral functions at T = 10−9D for Jk = 1.6D, g = 0.34. The critical exponents αf − 1 = −0.6
and αb − 1 = 0.7 are in line with the predicted results of the scaling ansatz for for αf , αb at LM’
in Tab.2.
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Figure 16: Fermionic (a) and bosonic (b) spectral functions Af (ω), Ab(ω) for r = 0.3, κ = 0.5, J =
1.6D, g = 0.34, αφ = 0.8 at T = 10−9D for critical local moment fixed point LM’.
The left plot in Fig.17 demonstrates that the temperature dependence of χ(ω, T ) is compatible
with the frequency behavior such that dynamical, or ω
T
-scaling ensues which implies a linear in
temperature relaxation rate Γ:
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χ(ω, T ) = T xF (
ω
T
), x = −0.2
Γ =
[
−i∂ lnχ(ω, T )
∂ω
|ω=0
]
∼ T. (234)
The plot in the right side of Fig.17 shows the static local susceptibility vs temperature at the
stable fixed point (LM′). A rather narrow window of asymptotic temperature dependence gives an
exponent x = −0.225 in reasonable agreement with the scaling ansatz prediction x = 2αf − 1 =
−0.2.
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Figure 17: (a): Dynamical scaling of χ(ω, T ) and (b): scaling static spin susceptibility vs T/D at the
local moment critical fixed point for to r = 0.3, κ = 0.5, JK = 1.6, g = 3.4, αφ = 0.8.
3.9 Free energy and impurity entropy
For the one channel Kondo model with constant conduction electron density of states the strong
coupling fixed point is a stable fixed point describing a local Fermi liquid. Thus the residual
entropy at zero temperature vanishes. In the case of the multichannel Kondo model the degeneracy
of the strong-coupling bound states is larger than the degeneracy of the states at zero coupling.
Therefore, a direct RG flow from weak coupling to strong coupling is impossible which results in
the existence of an intermediate coupling fixed point, the multichannel Kondo fixed point. This
fixed point possesses a residual zero temperature entropy, which indicates that this is a non-Fermi
liquid. Obtaining the impurity entropy at each fixed point makes these statements more precise.
The impurity entropy for the multichannel Kondo model was obtained in [73] by applying the
conformal transformation to the T = 0 Green’s function with a power-law decay in the long time
regime. Here, for the model that was explained in previous sections the impurity entropy can be
obtained from free energy at the saddle point.
The contribution of impurity to the free energy per spin index is given by:
fimp = (F − Fbulk)/N ;F = −1/β lnZ (235)
where the partition function Z at the saddle point is given as follows:
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lim
N→∞
Z = lim
N→∞
ˆ
D[...] exp(−NS)
= exp(−NS(x0)) (236)
where the x0 is defined by δSδx |x0
!
= 0.
The free energy of the bulk Fbulk includes two parts which are the fermionic and bosonic bath
contributions which were already obtained in obtained from Eq.(171)
Fbulk = −
MN
β
Tr ln
[
−g−1c (τ − τ
′
, ~p)
]
+
N2 − 1
β
Tr ln
[
−g−1Φ (τ − τ ′, ~q)
]
. (237)
From the definition of free energy in thermodynamic in terms of partition function of the system
F = −1/β lnZ and substituting the partition function at the saddle point in terms of effective
action S(x0) = S |at the saddle point from Eq.(236), the free energy of the system at the saddle point
is given by:
F =
N
β
S |at the saddle point = Fbulk −Qλ−
N
β
Tr ln [−Gf (iωn)]−1
+
M
β
Tr ln [−Gb(iνn)]−1 −Ng2Q2/N2
ˆ β
0
dτgΦ(τ)
−κN
ˆ β
0
dτGb(−τ)
∑
~p,~p′
g̃c(−τ, ~p, ~p′)[

−
∑
~p,~p′
g̃c(−τ, ~p, ~p′)


−1
Gf (τ)
∑
~p,~p′
g̃c(−τ, ~p, ~p′) +Ng2
ˆ β
0
dτGf (τ)
∑
~q
gΦ(−τ, ~q)

∑
~q
gΦ (−τ, ~q)


−1
Gf (−τ)
∑
~q
gΦ (−τ, ~q) . (238)
We add and subtract g2Gf (−τ)
∑
~q gΦ (τ, ~q) in the last term. The free energy is given by
F = Fbulk −Qλ+
N
β
Tr ln [−Gf (iωn)]−
M
β
Tr ln [−Gb(iνn)]−Ng2Q2/N2
ˆ β
0
dτgΦ(τ)
+N
ˆ β
0
dτGf (τ)

κGb(−τ)
∑
~p,~p′
g̃c(−τ, ~p, ~p′) + g2Gf (−τ)
∑
~q
gΦ (−τ, ~q)
+g2Gf (−τ)
∑
~q
gΦ (τ, ~q)− g2Gf (−τ)
∑
~q
gΦ (τ, ~q)

 . (239)
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Now by making the substitution τ → −τ the last term can be written:
N
ˆ β
0
dτGf (τ)
[
κGb(−τ)g̃c(−τ) + g2Gf (−τ)gΦ(−τ) + g2Gf (−τ)gΦ (τ)
]
=
N
ˆ β
0
Gf (−τ)
[
κGb(τ)g̃c(τ) + g
2Gf (τ)gΦ(τ) + g
2Gf (τ)gΦ (−τ)
]
(240)
From the definition of the fermionic self-energy at the saddle point
Σf (τ) = −
M
N
Gb (τ) g̃c (τ)− g2Gf (τ) [gΦ (τ) + gΦ (−τ)] (241)
with
gΦ(τ
′ − τ) =
∑
~q,~q′
gΦ
(
τ ′ − τ, ~q, ~q′
)
(242)
g̃c(τ
′ − τ) =
∑
~p,~p′
g̃c
(
τ ′ − τ, ~p, ~p′
)
(243)
we have for
fimp = −q0λ+ TTr ln [−Gf (iωn)]− κTTr ln [−Gb(iνn)]
−
ˆ β
0
dτGf (−τ)Σf (τ)
−g2
ˆ β
0
dτgΦ(τ)
[
Gf (−τ)Gf (τ) + q20
]
(244)
where
G−1b (iνn) = −J−1k − Σb (iνn) (245)
G−1f (iωn) = iωn − λ− Σf (iωn) ;λ = iµ (246)
Σb (τ) = Gf (τ) g̃c (−τ) (247)
Σf (τ − τ ′) = −
M
N
Gb (τ − τ ′) g̃c (τ − τ ′) (248)
−g2Gf (τ − τ ′)× [gΦ (τ − τ ′) + gΦ (τ ′ − τ)] .
Regularizing the Matsubara sum by adding and subtracting the contribution of a free local fermion
Ff0 =
1
β
Tr ln [−Gf0 ] = −TS = −T ln 2 as Gf0(iωn) =
(
1
iωn
)
eiωn0
+ yields :
T
∑
n
ln [−Gf0(iωn)] + c = −T ln 2 (249)
Note that the term eiωn0+ ensure convergence for iωn → ∞. With the help of the regularizing
term, we have:
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1
β
Tr ln [−Gf (iωn)] =
1
β
Tr ln [−Gf0(iωn)]−
1
β
Tr ln [−Gf0(iωn)]
+
1
β
Tr ln [−Gf (iωn)] = −
1
β
ln 2 +
1
β
Tr ln
[
Gf (iωn)
Gf0(iωn)
]
= − 1
β
ln 2 +
1
β
∑
n
ln [iωnGf (iωn)] e
iωn0+ (250)
Performing an analytic continuation, we have (see appendix C):
1
β
∑
n
ln [Gf (iωn)/Gf0(iωn)] = −
1
2πi
ˆ
dωK(ω)
{[
lnGf (ω + i0
+)− lnGf (ω − i0+)
]
−
[
ln(ω + i0+)− ln(ω − i0+)
]}
. (251)
where K(ω) is a function with simple poles on the fermionic Matsubara frequencies with residues
− 1
β
and no other singularities. Both f(ω) =
[
1 + eβω
]−1 and −f(−ω) fulfill this requirement.
The logarithm is a multivalued function with a branch cut that is commonly taken along the
negative real axis, so that the imaginary part is discontinuous when crossing the branch cut. We
have ln(z) = ln |z|+ iϕ+ 2πin, where n is an integer and ϕ is the phase of z: |z| eiϕ . Therefore,
we have
ln(ω + iϕ) =
{
ln |ω| ω > 0
ln |ω|+ iπ ω < 0 and ln(ω − iϕ) =
{
ln |ω| ω > 0
ln |ω| − iπ ω < 0
the argument of ln(z) jumps by 2πi where crossing the negative real axis. As a result,
− [ln(ω + iδ)− ln(ω − iδ)] = −2πiΘ(−ω) (252)
In order to simplify lnGf (ω + i0+)− lnGf (ω − i0+), we first note that
Gf (ω+ i0
+) = G′f (ω)− iπAf (ω) and Gf (ω− i0+) = G′f (ω) + iπAf (ω), where the spectral function
Af (ω) ≥ 0 or all ω. Te real part of Gf , obtained from Af (ω) via Kramers-Kronig relation, has the
property Gf (ω) < 0 for ω < 0 and Gf (ω) > 0 for ω > 0. Therefore, in ln z = lnGf (ω + i0+), we
have |z| =
((
G′f (ω)
)2
+ (Af (ω))
2
) 1
2 , Imz = −πAf (ω) and ϕ = arctan
(
−πAf (ω)
G′f (ω)
)
. Therefore, z is
in the 4th quadrant (Rez > 0, Imz < 0) for ω > 0 and is in the 3rd quadrant (Rez < 0, Imz < 0)
for ω < 0. For ω > 0, we therefore have
lnGf (ω + i0
+)− lnGf (ω − i0+) = i arctan
(
−πAf (ω)
G′f (ω)
)
(253)
−i arctan
(
πAf (ω)
G′f (ω)
)
; (ω > 0)
while for ω < 0, there has to be a 2πi jump across the branch cut (for Af (ω) = 0, G′f (ω) 6= 0)
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lnGf (ω + i0
+)− lnGf (ω − i0+) = i arctan
(
−πAf (ω)
G′f (ω)
)
(254)
−i arctan
(
πAf (ω)
G′f (ω)
)
+ 2πi; (ω < 0)
Since arctan(−x) = − arctan(x) and
arctan(x) + arctan(
1
x
) =
{
+π
2
if x > 0
−π
2
if x < 0
(255)
this implies that
for ω < 0:
lnGf (ω + iδ)− lnGf (ω − iδ) = −2i arctan
(
πAf (ω)
G′f (ω)
)
+ 2πi
= 2i arctan
(
G′f (ω)
πA′f (ω)
)
+ 3πi (256)
for ω > 0:
lnGf (ω + i0
+)− lnGf (ω − i0+) = −2i arctan
(
πAf (ω)
G′f (ω)
)
(257)
= 2i arctan
(
G′f (ω)
πAf (ω)
)
− iπ
or equivalently
lnGf (ω + i0
+)− lnGf (ω − i0+) = 2i arctan
(
G′f (ω)
πAf (ω)
)
− 2πi
2
+ 4πiΘ(−ω).
In order to find the proper form for K(ω), we note that
lim
x→−∞
arctan(x) → −π
2
and lim
x→∞
arctan(x)→ π
2
. (258)
Furthermore
lim
x→±∞
G′f (ω)
πAf (ω)
→ ±∞ (259)
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as G′f (ω) ∼ 1ω for |ω| large but Af (ω) vanishes more quickly for |ω| & D.
Therefore,
lim
ω→∞
(lnGf (ω + i0
+)− lnGf (ω − i0+))→ 0
but lim
ω→−∞
(lnGf (ω + i0
+)− lnGf (ω − i0+))→ 2π
Similarly,
lim
ω→∞
[ln(ω − i0+)− ln(ω + i0+)]→ 0 but lim
ω→−∞
[ln(ω − i0+)− ln(ω + i0+)]→ −π.
Thus the analytic continuation has to be done with K(ω) = −f(−ω).
Taken all this together, Eq.(251) can be rewritten as
1
β
∑
n
ln [Gf (iωn)/G0(iωn)] =
1
2πi
ˆ
dωf(−ω)
[
2i arctan
(
G′f (ω)
πAf (ω)
)
− 2πi
2
+ 4πiΘ(−ω)
]
+
1
2πi
ˆ
dωf(−ω) [−2πiΘ(−ω)]
=
1
π
ˆ
dωf(−ω)
[
arctan
(
G′f (ω)
πAf (ω)
)
− π
2
]
+
ˆ
dωf(−ω)Θ(−ω)
=
1
π
ˆ
dωf(−ω)
[
arctan
(
G′f (ω)
πAf (ω)
)
− π
2
]
+
1
β
ln 2 (260)
The regularization of the bosonic field is [96]:
1
β
Tr ln [−Gb] =
1
β
lim
N→∞
N∑
n=−N
ln
[
Gb(iωn)
gb(iωn)
]
=
1
β
lim
N→∞
N∑
n=−N
ln [JkGb(iωn)] (261)
where gb = − 1Jk . Therefore, we have
1
β
Tr ln [−Gb] =
1
2πi
ˆ
dωb(ω)
{[
ln JkGb(ω + i0
+)− ln JkGb(ω − i0+)
]}
=
1
π
ˆ
dωb(ω)
{[
arctan
(
ImGRb (ω)
ReGRb (ω)
)]}
. (262)
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In the case of particle-hole symmetry q0 = 12 , i.e., λ = 0, the first term in Eq.(244) does not
contribute to the free energy. In the following the calculation of the third term Eq.(244) is given:
Ψ ≡
ˆ β
0
dτGf (−τ)Σf (τ) =
1
β2
ˆ β
0
dτ
∑
l,m
ei(ωm−ωl)τΣf (iωl)Gf (iωm)
= 1/β
∑
m
Σf (iωm)Gf (iωm). (263)
This can be rewritten in the standard fashion, using the residue theorem
(
1
β
)
∑
m
Σf (iωm)Gf (iωm) =
1
2πi
˛
C1
dzf(z)Σf (z)Gf (−z). (264)
From the Dyson equation, G = g + gΣG, we get ΣG = g−1(G− g) and therefore
(
1
β
)
∑
m
Σf (iωm)Gf (iωm) =
1
β
∑
m
(
g−1f (iωn)Gf (iωn)− 1
)
(265)
= − 1
2πi
˛
C1
dzf(z)
(
g−1f (z)Gf (z)− 1
)
=
limR→∞
− 1
2πi
ˆ
dεf(ε)
∣∣(g−1f (ε)Gf (ε+ i0+)− 1
)
−
(
g−1(ε)Gf (ε− i0+)− 1
)]
= − 1
2πi
ˆ
dεf(ε)
[
g−1f (ε)
(
Gf (ε+ i0
+)−Gf (ε− i0+)
)]
= − 1
2πi
ˆ
dεf(ε)[g−1f (ε)(G
R
f (ε)−GAf (ε)︷ ︸︸ ︷
−2πiImGf (ε)
)]
which reads to following result for Ψ of Eq.(263):
Ψ(T ) =
ˆ
dεf(ε)g−1f (ε)ρf (ε) (266)
=
ˆ
dε
ε
1 + eβε
ρf (ε)
Therefore we can write the impurity free energy as
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fimp(T, J, g) =
1
π
ˆ
dωf(−ω, T )
[
arctan
(
ReGRf (ω, T )
-ImGRf (ω, T )
)
− π
2
]
−κ
π
ˆ
dωb(ω, T )
[
arctan
(
ImGRb (ω, T )
ReGRb (ω, T )
)]
+ Ψ(T )
+g2
ˆ 1/T
0
dτgφ(−τ)
[
Gf (−τ, T )Gf (τ, T ) + q20
]
. (267)
Replacing ω by −ω and using ReGRf (−ω, T ) = ReGRf (ω, T ), ImGRf (−ω, T ) = -ImGRf (ω, T ), the
first term in Eq.(267) can be rewritten as
1
π
´
dωf(ω, T )
[
arctan
(
ReGRf (−ω,T )
-ImGRf (−ω,T )
)
− π
2
]
= 1
π
´
dωf(ω, T )
[
arctan
(
ReGRf (ω,T )
ImGRf (ω,T )
)
− π
2
]
Therefore the impurity free energy is given by
fimp(T, J, g) =
1
π
ˆ
dωf(ω, T )
[
arctan
(
ReGRf (ω, T )
ImGRf (ω, T )
)
− π
2
]
−κ
π
ˆ
dωb(ω, T )
[
arctan
(
ImGRb (ω, T )
ReGRb (ω, T )
)]
+ Ψ(T )
+g2
ˆ 1/T
0
dτgφ(−τ)
[
Gf (−τ, T )Gf (τ, T ) + q20
]
. (268)
From here by knowing the free energy we can get all the thermodynamics. For example we can
calculate the specific heat and the entropy contribution of the impurity. The entropy can be
obtained by making derivative of free energy in Eq.(268) with respect to temperature. Therefore
one can now use numerics to calculate the derivative of Eq.(268) in order to obtain the entropy.
In the following I am asking about the residual entropy at zero temperature to see how that develops
at various fixed points. In order to obtain the low- temperature expansion of the free energy one can
not use Sommerfeld expansion of the Fermi and Bose factors for two reasons [73]: (i) the argument
of the Green’s function in the Eq.(268) are not continuous at ω = 0, therefore there exists a linear
term in T in the free energy as we expected from non-zero impurity entropy Simp at low temperature
and (ii) the Green’s functions have an intrinsic temperature dependence. In order to obtain the
impurity entropy at zero-temperature limit we obtain the difference fimp(T ) − fimp(T = 0) for
T = 0 as s = ∂f
∂T
, which will be calculated in the following by replacing the scaling forms of the
Green’s functions at each critical fixed point obtained in Eqs.(571,572) in the appendix C. The
impurity entropy at zero temperature per spin channel is obtained by:
simp = − lim
T→0
fimp(T )− fimp(0)
T
. (269)
At zero temperature the contribution of Ψ(T ) in impurity entropy vanishes. In the zero-temperature
limit, lim
β→∞
f(ε) = θ(−ε). Therefore we have
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Ψ(T = 0) =
ˆ 0
−∞
dωωρf (ω, T = 0). (270)
From Eq.(269) we need to obtain Ψ(T )−Ψ(T = 0)
Ψ(T )−Ψ(T = 0) = −
ˆ ∞
0
dωω [ρf (ω, T )− ρf (ω, T = 0)] (271)
+2
ˆ ∞
0
dω
ωρf (ω)
1 + eβω
. (272)
From scaling ansatz we know at T = 0, ω → 0, the pseudo-fermion spectral function has a power-
law with exponent αf − 1 and 0 < αf , ρf (ω) ≡ Af (ω) ∝ |ω|αf−1. Furthermore from numeric we
got ω
T
-scaling for Af (ω, T ) ∝ Tαf−1φ(ωT ) at critical fixed points. Therefore replacing ρf (ω, T ) by
its scaling form we get
Ψ(T ) = Ψ(T = 0) +O(Tαf+1). (273)
Since αf > 0, yields lim
T→0
Ψ(T )−Ψ(T=0)
T
= lim
T→0
O(Tαf )→ 0. Therefore the contribution of Ψ(T ) in im-
purity entropy at zero temperature vanishes. For the rest of calculations I neglect the contribution
of Ψ(T ).
The real and imaginary parts of fermionic and bosonic Green’s functions show ω
T
scaling at the
critical fixed points points. From the scaling forms at the critical points, we get
ImGf (ω, T ) = Tαf−1Φ(
ω
T
). (274)
The Kramers-Kronig relation implies that
ReGf (ω, T ) = Tαf−1
1
π
ˆ +∞
−∞
dε
Φ( ε
T
)
ω − ε (275)
=
ε=XT
Tαf−1
1
π
ˆ +∞
−∞
dε
Φ(X)
ω
T
−X = T
αf−1Φ̃
(ω
T
)
.
Therefore, ReG(ω,T )ImG(ω,T ) =
Φ̃( ω
T
)
Φ( ω
T
)
= Π(ω
T
) = Π(ω̃), where I set ω̃ = ω
T
in the last step. Note that the Bose
and Fermi functions also display ω
T
-scaling. From the ω
T
-scaling form at critical fixed point we can
rewrite Eq.(269)
simp(T → 0, g) = −
(
f̃imp(T, g)− f̃imp(0, g)
)
(276)
with
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f̃imp(T, g) =
1
π
ˆ
dω̃
[
f(ω̃)
{
arctan
(
ReGRf (ω̃, T )
ImGRf (ω̃, T )
)
− π
2
}
−κb(ω̃) arctan
(
arctan
(
ImGRb (ω̃, T )
ReGRb (ω̃, T )
))]
(277)
+g2
ˆ 1/T
0
dτgφ(−τ)
[
Gf (−τ, T )Gf (τ, T ) + q20
]
.
For pure pseudogap Kondo model g = 0, the free energy is given by
f̃imp(T ) =
1
π
ˆ
dω̃
[
f(ω̃)
{
arctan
(
ReGRf (ω̃, T )
ImGRf (ω̃, T )
)
− π
2
}
−κb(ω̃) arctan
(
arctan
(
ImGRb (ω̃, T )
ReGRb (ω̃, T )
))]
(278)
and we can obtain the entropy at C and MCK fixed points by substituting the real and imaginary
part of the fermionic/bosonic Green’s function at each of fixed points with their corresponding
critical exponents. In order to obtain entropy from Eq.(276) the next step is calculating f̃(0).
Using the following relations for f(−ω̃), b(ω̃) in the lim
T→0
ω̃
{
−∞ ω̃ < 0
+∞ ω̃ > 0 :
lim
T→0
f(ω̃) = lim
T→0
1
e−ω̃ + 1
→
{
1 ω̃ → −∞
0 ω̃ → +∞ (279)
lim
T→0
b(ω̃) = lim
T→0
1
eω̃ − 1 →
{
−1 ω̃ → −∞
0 ω̃ → +∞ (280)
one gets
f̃imp(0) = lim
T→0
f̃imp(T ) = lim
T→0
1
π
0̂
−∞
dω̃
[
arctan
(
ReGRf (ω̃ = −∞)
ImGRf (ω̃ = −∞)
)
− π
2
+κ arctan
(
ImGRb (ω̃ = −∞)
ReGRb (ω̃ = −∞)
)]
. (281)
Using the following relations for the Fermi and Bose functions,
f(ω̃) + f(−ω̃) = 1
b(ω̃) + b(−̃ω) = −1 (282)
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and defining af (ω̃) = arctan
(
G′f (ω̃)
Gf”(ω̃)
)
, ab(ω̃) = arctan
(
Gb”(ω̃)
G′b(ω̃)
)
finally leads to
f̃imp(T ) =
1
π
ˆ
dω̃sgn(ω̃)
1
e|ω̃| + 1
af (ω̃)
−1
2
ˆ
dω̃f(ω̃) +
1
π
0̂
−∞
dω̃af (ω̃)
−κ
π
ˆ
dω̃sgn(ω̃)
1
e|ω̃| − 1ab(ω̃)
+
κ
π
ˆ
dω̃ab(ω̃). (283)
Substituting Eqs.(281,283) into formula for the entropy, Eq.(269), and using
−1
2
ˆ
dω̃f(ω̃) +
1
2
0̂
−∞
dω̃ = −1
2
0̂
−∞
dω̃f(ω̃)− 1
2
∞̂
0
dω̃f(ω̃) +
1
2
0̂
−∞
dω̃
= −1
2
0̂
−∞
dω̃ +
1
2
0̂
−∞
dω̃f(−ω̃)− 1
2
∞̂
0
dω̃f(ω̃) +
1
2
0̂
−∞
dω̃
=
1
2
0̂
−∞
dω̃f(−ω̃)− 1
2
∞̂
0
dω̃f(ω̃) = 0 (284)
the impurity entropy in the limit T → 0 obeys:
sg=0(T → 0) = − lim
T→0
(
f̃imp(T )− f̃imp(0)
)
(285)
= − 1
π
0̂
−∞
dω̃ [af (ω̃)− af (ω̃ = −∞)]−
1
π
ˆ
dω̃sgn(ω̃)
1
e|ω̃| + 1
af (ω̃)
−κ
π
0̂
−∞
dω̃ [ab(ω̃)− ab(ω̃ = −∞)] +
κ
π
ˆ
dω̃sgn(ω̃)
1
e|ω̃| − 1ab(ω̃).
From Eqs.(571,572) for real and imaginary parts of the Green’s functions we get the following
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relations for af (ω̃) and ab(ω̃):
af (ω̃) ≡ arctan
(
ReGRf (ω̃, T )
ImGRf (ω̃, T )
)
= − arctan
(
cot(
παf
2
) tanh(
ω̃
2
)
)
,
ab(ω̃) ≡ arctan
(
ImGRb (ω̃, T )
ReGRb (ω̃, T )
)
= arctan
(
cot(
παb
2
) tanh(
ω̃
2
)
)
,
af (ω̃ = −∞) ≡ arctan
(
ReGRf (ω̃ = −∞)
ImGRf (ω̃ = −∞)
)
= arctan
(
cot(
παf
2
)
)
,
ab(ω̃ = −∞) ≡ arctan
(
ImGRb (ω̃ = −∞)
ReGRb (ω̃ = −∞)
)
= − arctan
(
cot(
παb
2
)
)
. (286)
Therefore the following expression for the impurity entropy at low temperature is obtained:
sg=0(T → 0) = −
1
π
0̂
−∞
dω̃
[
− arctan
(
cot(
παf
2
) tanh(
ω̃
2
)
)
− arctan
(
cot(
παf
2
)
)]
− 2
π
0̂
−∞
dω̃
1
e−ω̃ + 1
[
arctan
(
cot(
παf
2
) tanh(
ω̃
2
)
)]
−κ
π
0̂
−∞
dω̃
[
arctan
(
cot(
παb
2
) tanh(
ω̃
2
)
)
+ arctan
(
cot(
παb
2
)
)]
−2κ
π
0̂
−∞
dω̃
1
e−ω̃ − 1
[
arctan
(
cot(
παb
2
) tanh(
ω̃
2
)
)]
. (287)
Defining u = − tanh( ω̃
2
) we get
1
e−ω̃ + 1
=
1− u
2
1
e−ω̃ − 1 =
1− u
2u
(288)
and finally with v = tan(παb
2
), t = tan(
παf
2
) we obtain:
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sg=0(T → 0) =
2
π
0̂
1
du
1− u2
[
arctan
(u
t
)
− arctan
(
1
t
)]
− 2
π
0̂
1
du
1 + u
[
arctan
(u
t
)]
−2κ
π
0̂
1
du
1− u2
[
arctan
(u
v
)
− arctan
(
1
v
)]
−2κ
π
0̂
1
du
u (1 + u)
[
arctan
(u
v
)]
. (289)
Therefore the impurity entropy at zero temperature for pure pseudogap Kondo model can be
obtained at critical fixed points C, MCK from
sg=0(T → 0) =
1̂
0
du
πu(u2 − 1) [−2u arccot(t) + 2uκ arccot(v)
+2u2 arctan(
u
t
)− 2κ arctan(u
v
)
]
. (290)
I now turn to the last term in f̃(T ) of Eq.(277), which comes in to play whenever the quantum
impurity is coupled to the bosonic bath, i.e., g 6= 0. In order to analyze its contribution to
the residual impurity entropy, the imaginary time dependence of the bosonic spectral density
AΦ(ω) = AΦ |ω|1−αΦ sgn(ω). On general grounds, G(τ + β) = εGf (τ) with ε = +1 for bosons and
ε = −1 for fermions.
Note: Gf = ( πTsin(πτT ))
αf does fulfill this relation, since ( πT
sin(πτT )
)αf was obtained for 0 < τ < β and
we can obtain Gf (τ) for −β < τ < 0 for Gf (τ) = −Gf (β + ε) etc.
From gΦ(τ) = 1β
∑
ωn
gΦ(ωn) one obtains
gΦ(τ) = −AΦ
ˆ +∞
−∞
dε̃
e−ε̃τ
e−βε̃ − 1 |ε̃|
1−αΦ sgn(ε̃) (291)
= AΦ
ˆ +∞
0
dε̃
e−(β−τ)ε̃ + e−ε̃τ
1− e−βε̃ |ε̃|
1−αΦ
= AΦ
∞∑
n=0
ˆ +∞
0
dε̃
(
eτε−β(n+1)ε + e−τε−βεn
)
|ε̃|1−αΦ
= AΦΓ (1 + αΦ)
∞∑
n=0
[(
1
β(n+ 1)− τ
)2−αΦ
+
(
1
βn+ τ
)2−αΦ]
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where
´∞
0
dεe−εtε1−αΦ =
(
1
t
)2−αΦ Γ(2−αΦ) for Re(1−αΦ) > −1 was used. In the zero-temperature
limit, we have
lim
β→∞
gΦ = AΦΓ(2− αΦ)
(
1
τ
)2−αΦ
. (292)
With this, the g2-dependent part becomes
f̃g2(τ) = g
2
ˆ
1
T
0
dτgΦ(−τ)Gf (−τ)Gf (τ). (293)
At the C’ and LM’ fixed points (and also C and MCK),
Gf (−τ, T ) = −Gf (β − τ, T ) = −ταf0
(
πT
sin(π(β − τ)T )
)αf
= −ταf0
(
πT
sin(πτT )
)αf
for 0 < τ < β (294)
To analyze, if the integral in the zero-temperature limit remains finite. I write
f̃g2(T = 0) = g
2
ˆ ∞
0
dτAΦΓ(2− αΦ)
(
1
τ
)2−αΦ
×A2f
(
1
τ
)−2αf
τ
2αf
0 e
−δτ (295)
where I used the scaling ansatz for Gf (τ) and δ s a positive infinitesimal. At C’ and LM’, we have
αf =
1
2
αΦ, so that
f̃g2(T = 0) = lim
δ→0
−g2AΦA2fΓ(2− αΦ)
ˆ ∞
0
dτ
(
1
τ
)2−2αΦ
e−δτ (296)
This integral does not converge because of the τ → 0 behavior of the integral. Thus, a proper
regularization of f̃g2(T ) is needed.
The singular behavior of Gf (τ) for τ → 0 can be taken care of because of the following observation.
Notice, that Gf (τ) ∼
(
1
τ
)αf for 0  τ  β
2
, while the constraint implies Gf (τ → 0−) = q0 = 12 .
I thus set Gf (τ) = 1
2+Af( πτ0Tsin(πτ)T )
−αf , which reproduces both limits. This ansatz works surprisingly
well for Gf (τ) and consequently also χ(τ).
For Gb(τ) a corresponding ansatz shows deviations in the crossover regime.
In the following, I will stay within the scaling ansatz form for Gf (τ) and "separate out" the
divergent part. We have
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f̃g2(T ) = −g2
ˆ
1
T
0
dτG2f (τ)AΦΓ(1 + αΦ)
∞∑
n=0
[(
1
β(n+ 1)− τ
)2−αΦ
+
(
1
βn+ τ
)2−αΦ]
= −g2AΦΓ (2− αΦ)
∞∑
n=0
ˆ
1
T
0
dτG2f (τ)
×
[(
1
β(n+ 1)− τ
)2−αΦ
+
(
1
βn+ τ
)2−αΦ]
= −g2AΦΓ (2− αΦ)
∞∑
n=1
ˆ
1
T
0
dτG2f (τ)
×
[(
1
βn− τ
)2−αΦ
+
(
1
βn+ τ
)2−αΦ]
−g2AΦΓ (2− αΦ)
ˆ
1
T
0
dτG2f (τ)
(
1
τ
)2−αΦ
(297)
where the last term turns into f̃g2(0) as T → 0. Thus
f̃g2(T )− f̃g2(0) = −g2AΦΓ (2− αΦ)A2fT 2αf−1T 2−αΦ
ˆ 1
0
dx
(
πτ0
sin (πx)
)2αf ∞∑
n=0
[(
1
n+ 1− x
)2−αΦ
+
(
1
n+ 1 + x
)αΦ]
= −g2AΦΓ (2− αΦ)A2fT 1+2αf−αΦ (πτ0)2αf
ˆ 1
0
dx (sin (πx))−2αf
(ζ (2− αΦ, 1− x) + ζ (2− αΦ, 1 + x)) (298)
where ζ(s, x) =
∞∑
n=0
(
1
n+x
)s is Hurwitz zeta function. This series is convergent for Re(s) > 1 and
Re(x) > 0. Using the integral representation
ζ(s, x) =
1
Γ(s)
ˆ ∞
0
dt
ts−1e−xt
1− e− t (Re(s) > 1,Re(x) > 0), (299)
84
we can write
sg2(T → 0) = g2AΦA2fT 2αf−αΦ (πτ0)2αf
×
ˆ 1
0
(sin (πx))−2αf
ˆ ∞
0
(
t1−αΦe−(1−x)t
1− e−t +
t1−αΦe−(1+x)t
1− e−t
)
= g2AΦA
2
fT
2αf−αΦ (πτ0)
2αf ×
ˆ ∞
0
dt
t1−αΦ
1− e−t
×
ˆ 1
0
dx (sin (πx))−2αf
(
e−(1−x)t + e−(1+x)t
)
= −g2AΦA2fT 2αf−αΦ (πτ0)2αf
ˆ ∞
0
dt
t1−αΦ
1− e−t
22αf e−
3t
2
Γ(2αf )
×
(1 + et) π
sin(2παf)
Γ
(
1− it
2π
− αf
)
Γ
(
1 + it
2π
− αf
) . (300)
As a result, taking Eq.(276) and Eq.(300) together, the total residual impurity entropy is given by
simp(T → 0) = sg=0(T → 0) + sg2(T → 0)
=
1̂
0
du
πu(u2 − 1) [−2u arccot(t) + 2uγ arccot(v)
+2u2 arctan(
u
t
) + 2γ arctan(
u
v
)
]
−g2AΦA2fT 2αf−αΦ (πτ0)2αf
ˆ ∞
0
dt
t1−αΦ
1− e−t
22αf e−
3t
2
Γ(2αf )
×
(1 + et) π
sin(2παf)
Γ
(
1− it
2π
− αf
)
Γ
(
1 + it
2π
− αf
) ,
with simp(T → 0) ≡ simp(T → 0, g). Since at the C’ and LM’ quantum critical points we have
2αf = αΦ, see Sec.3.7 , the g2-dependent term contributes to the residual entropy at these fixed
points.
Having analytical expressions for the residual entropy at all critical fixed points, i.e. C, MCK, C’
and LM’, we can analyze if so-called g-theorem is fulfilled in the pseudogap Bose-Fermi Kondo
Kondo model. The g-theorem, which is due to Affleck and Ludwig [97] states that the impurity or
boundary entropy, denoted g in Ref.[97], decreases under the RG flow. Thus its validity would imply
that g(LM’) < g(C’) < g(C) but also g(MCK) < g(C’) < g(C) according to the flow diagram of the
model in Fig.7. Now we can compare the entropy at each fixed point from Eq.(290). For example
for the case of pure pseudogap Kondo model, the g-theorem would tell us that g(MCK)<g(C).
Application of Eq.(290) for this case (pseudogap Kondo model) with the values which are cited in
Tab.(2) from the scaling ansatz, I find the plot in Fig.18 for different values of r.
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Figure 18: Impurity entropy for different values of 0 < r < 0.5 for pseudogap Kondo model with κ = 0.5.
For r = 0.3, κ = 0.3 at C fixed point with αf = 0.41, αb = 0.29 the entropy obtained from
Eq.(290) is simp(C) = 0.65. At the critical fixed point MCK for the same r, κ with αf = 0.03, αb =
0.59 the entropy is simp(MCK) = 0.7. Comparing simp(C) and simp(MCK) for different r, κ for
pseudogap Kondo model we conclude that g-theorem is not fulfilled for these two critical fixed
points. (Similar calculations can be done for other fixed points). Therefore, the g-theorem is not
fulfilled in the pseudogap Bose-Fermi Kondo model.
3.10 Chapter summary
In this chapter, I have discussed the scaling ansatz solution of the saddle point equations of the
pseudogap Bose-Fermi Kondo model and obtained their full numerical solutions near all fixed
points. The numerical solution confirms the result of the scaling ansatz for the quantum coherent
(ω  T ) quantum critical regime at all fixed points except for the weak coupling local moment
fixed point (LM) located at Jk = 0, g = 0.
The numerical results establish that the critical fixed points display ω
T
-scaling. This is taken as an
indication that the fixed point is interacting, see the corresponding discussion in the introduction.
It was also established that all critical fixed points display a scaling in terms of πT
sin(πτT )
. This is
reminiscent of the behavior in a boundary conformal field theory, see for example the standard
Kondo model. This is noteworthy, since in the present case, both the pseudogap density of states
for r 6= 0 as well as the sub-Ohmic bosonic bath break conformal invariance.
Finally, from the scaling ansatz, it was established that the critical exponents of χ(ω, T = 0) and
Gloc(ω, T = 0) depend in a continuous fashion on the bath exponents r and αΦ. This is very
different from what has been reported for the easy-axis pseudogap Bose-Fermi Kondo model. Note
that the results of [79], summarized in Fig.6, are for the critical behavior in temperature of the
spin susceptibility whereas the scaling ansatz gives us the critical exponent in frequency at T = 0.
Using the presence of dynamical or ω
T
-scaling, we can infer that the same exponent governs the
temperature behavior. Thus, we can conclude that there is a difference between the case discussed
in [79] and our results. This difference seems to be caused by the reduced symmetry present in the
easy-axis pseudogap Bose-Fermi Kondo model as compared to the spin-isotropic case. Alterna-
tively, our findings of a continuous dependence of the critical exponent of the spin susceptibility on
r and αΦ could be an artifact of the large-N limit. This then would imply that the 1/N-corrections
have to be non-analytic in r and αΦ which seems less likely.
Finally, the impurity entropy was obtained within the dynamical large-N limit. The result is con-
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tained in Eq.(290) and can be evaluated with the numerical solution of the saddle point equations.
In addition, I obtained analytical expressions for the residual (T → 0) impurity entropy at the
various critical fixed points of the pseudogap Bose-Fermi Kondo model. This allows for a test of
the so-called g-theorem that links the impurity entropy at T = 0 to the RG flow of the model. It
is found that the g-theorem does not hold in the pseudogap Bose-Fermi Kondo model. A proof of
the g-theorem requires a conformally invariant bulk and thus, the g-theorem may not have to be
valid in the pseudogap Bose-Fermi Kondo model. In order to derive expressions for the residual
impurity entropy, I used the combination of numerical result, i.e. ω
T
-scaling and the form of G(τ, β)
at finite temperatures and the scaling ansatz of Sec.3.7.
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Chapter 4
Quantum criticality in the two-channel
pseudogap Anderson model
In this chapter critical Kondo destruction and dynamical scaling in the pseudogap two-channel
Anderson model is investigated using the non-crossing approximation (NCA), which involves a
self-consistent evaluation of all irreducible self-energy diagrams without vertex corrections [98]. In
Sec.4.1.3 the reliability of the NCA for the metallic two-channel Anderson model is revisited and
the pseudogap case will be investigated in Sec.4.1.4. For the pseudogap two channel Anderson
model we treat the model by applying a scaling ansatz to obtain threshold exponents within the
zero temperature limit. Finite temperature results for the model are obtained from a full numerical
solution of the NCA equations at T > 0 and also from the numerical renormalization group (NRG).
We will compare the threshold exponents obtained from scaling ansatz with those obtained from
numerical solution of the NCA equations at finite temperature and also from the NRG. This will
also serve as a test of the NCA in the two-channel pseudogap Anderson model.
4.1 The single and multichannel Anderson model
The Anderson model is a standard model of strongly correlated electron physics. The model
describes an impurity state which is hybridized with non-interacting conduction electrons. The
Hamiltonian of the system was already explained in Sec.2.1 of chapter 2, It is give by
HA = +
∑
k,σ=±
εkc
†
kσckσ +
∑
σ
εd,σd
†
σdσ (301)
+
∑
k,σ
Vk
(
c†kσdσ + h.c.
)
+ Un↑n↓.
The first term describes the non-interacting conduction electrons. εd is the energy of the single-
particle level with respect to the Fermi energy of the conduction electron band. Vk is the strength
of the hybridization and U is the Coulomb repulsion at the impurity side.
The low energy excitations of the infinite U → ∞ Anderson model with constant conduction
electron density of states can be mapped to the Kondo model plus a potential scattering term, see
chapter2 [39]
H =
∑
~pσ
ε~pc
†
~pσc~pσ + JK
∑
~p~p′σσ′
c†~pσ
−→
S .~τσσ′c~p′σ′ +
∑
p̃,p̃′
W potp̃,p̃′c
†
p̃′σc~pσ, (302)
with Jk,k′ =
V ∗k Vk′U
|εd|(εd + U)
> 0 corresponding to an antiferromagnetic exchange coupling and with
potential strength Wk,k′ = V ∗k Vk′
εd + U/2
|εd|(εd + U)
. In the case of particle-hole symmetry, i.e. εd = −U2 ,
the potential scattering term vanishes. Here
−→
S is the local spin operator and τσσ′ are the Pauli
matrices. For the Kondo model there is only one energy scale which is the Kondo temperature.
TK depends on the density of states at the Fermi energy and also on Jk,k′ .
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4.1.1 Auxiliary particles representation of the Anderson model
A convenient and frequently used technique to implement the large-U limit is the pseudo-particle
representation. In the pseudo-particle representation, each local state of the impurity is generated
out of the pseudo-particle vacuum by the action of a pseudo-particle operator:
|0〉 = b† |vac〉
|↓〉 = f †↓ |vac〉
|↑〉 = f †↑ |vac〉 (303)
|↑↓〉 = a† |vac〉 .
The relation between the pseudo-particle operators and the physical creation operator of the local
electron is therefore
d†σ = f
†
σb+ σa
†f−σ , d
†
σ |0〉 = |σ〉 ,
[
dσ, d
†
σ′
]
+
= δσσ′ , (304)
and the pseudo-particle operators a† and b† obey the bosonic commutation relations while f †σ
obey fermionic (anti-)commutation relations. The representation in Eq.(304) can reproduce the
Anderson model provided that we enforce the following constraint:
Q =
∑
σ
f †σfσ + b
†b+ a†a = 1 (305)
Note, that the pseudo-particle representation of d†σ introduces a U(1) gauge freedom
f †σ → eiφf †σ (306)
b† → eiφb† (307)
a† → eiφa†. (308)
The conserved charge associated with this U(1) symmetry is Q : [Q,H] = 0. This implies that
the dynamics generated by H stays within a subspace characterized by Q, if the initial state has
a specified Q.
The representation of the Hamiltonian of the Anderson model in terms of pseudo particles is
HA =
∑
~pσ
ε~pc
†
~pσc~pσ + εd
∑
α
(
f †σb+ σa
†f−σ
) (
b†fσ + σf
†
−σa
)
+V
∑
kσ
(
f †σbc~pσ + c
†
~pσb
†fσ + a
†f−σc~pσ + c
†
~pσf
†
−σa
)
+Ua†a. (309)
As expected, the Hamiltonian in pseudo-particle presentation remains invariant under the gauge
transformation in Eqs.(306-308). The important advantage of the pseudo-particle representation
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is that the quartic fermionic term Ud†↑d↑d
†
↓d↓ has disappeared.
Considering the large on-site repulsion U between electrons in the local impurity level (d-orbital of
an Anderson impurity) restricts the dynamics to the sector of Fock space with no double occupancy.
In the limit U → ∞, the impurity has three allowed states which are the single occupied states
with spin σ = |↓〉 , |↑〉 or the empty state. Therefore, there is no double occupied state a†a = 0.
From the commutation and anti-commutation relations for bosonic and fermionic operators, the
second term in Eq.(309) can be rewritten as
εd
∑
σα
(
f †σb+ σa
†f−σ
) (
b†fσ + σf
†
−σa
)
= (310)
εd
∑
σ
(f †σfσ + f
†
σfσb
†b+ a†a(1− f †−σfσ)︸ ︷︷ ︸
0
)
Since there exists no double occupied state, the f †σfσb†b term in Eq.(310) acting on empty or single
occupied states gives zero as well as the last term in the above equation
(
f †σfσb
†b
)



|0〉
|↑〉 ⇒ 0
|↓〉
. (311)
Therefore, the Hamiltonian of the infinite U Anderson model is given by:
HA(U →∞) =
∑
~pσ
ε~pc
†
~pσc~pσ + εd
∑
σ
f †σfσ
+V
∑
~pσ
(
f †σbc~pσ + c
†
~pσb
†fσ
)
. (312)
Within the pseudo-particle representation of Eq.(312) together with the constraint Q =
∑
σ
f †σfσ +
b†b, expectation values in the canonical subspace with Q = 1 can be calculated as [99, 100]
〈O〉 = lim
λ→∞
〈QO〉gc
〈Q〉gc
, (313)
where the expectation value on the RHS (〈〉gc) is taken in the grand canonical ensemble with respect
to Q. The constraint is implemented via a Lagrangian multiplier through HλA = HA + λ(Q − 1).
The constraint is enforced exactly by considering λ → ∞. As an example, the impurity Green’s
function in the Q=1 subspace (the physical subspace) is given by
Gd (τ) = −
〈
Td(τ)d†(0)
〉
|Q̂=1= −
Tr{d(τ)d†(0)e−βH}Q̂=1
Tr{e−βH}Q̂=1
= −Tr{Q̂d(τ)d
†(0)e−β(H+λ(Q̂−1)}
Tr{Q̂e−β(H+λ(Q−1))}
|λ→∞, (314)
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where in the limit λ→∞ the contribution from Fock space with Q > 1 is zero:
Q > 1⇒ lim
λ→∞
e−βλ(Q−1) → 0, (315)
and the contribution from the sector with Q = 0 is also projected out:
Q = 0 :
{
b†ff †b |Q = 0〉 = 0 τ > 0
−f †b b†f |Q = 0〉 = 0 τ < 0 ⇒ T̂ d(τ)d
†(0) |Q = 0〉 = 0.
(316)
Therefore, in the case of Q=0, the operator Q̂ in the numerator in Eq.(314) is not needed to project
away the Q̂ = 0. In this approach by sending λ→∞, the constraint is enforced exactly.
Therefore, the constrained d-electron Green’s function can be written in terms of the grand-
canonical one as
Gd(τ) = − lim
λ→∞
Tr{d(τ)d†(0)e−β(H+λ(Q̂−1)}
Tr{Q̂e−β(H+λ(Q−1))}
= lim
λ→∞


−Tr{T̂ d(τ)d†(0)e−β(H+λ(Q−1))}
Tr{T̂ e−β(H+λ(Q−1))}
Tr{T̂ Q̂e−β(H+λ(Q−1))}
Tr{T̂ e−β(H+λ(Q−1))}


= lim
λ→∞
Gd(τ)gc,λ
〈Q〉gc,λ
. (317)
G =c
G =b
Gf =
Φ=
Figure 19: Generating functional for the non-crossing approximation (NCA). Gf and Gb are self-
consistently renormalized by the self energies obtained from Φ via functional differentiation.
One of the advantages of the pseudo-particle representation is that even though U →∞, stan-
dard many-body techniques can be used in the grand-canonical ensemble (with respect to Q). This
construction relies on the conservation of Q which has to be ensured by any sensible approximation
scheme. This may e.g. be done by employing a symmetry conserving or Φ-derivable selfconsistent
approximation [101]. Within this approach, the self energies are obtained by functional derivation
of the generating functional Φ as
Σf =
δΦ
δGf
, Σb =
δΦ
δGb
, (318)
Σf ≡ g−1f −G−1f , Σb ≡ g−1b −G−1b , (319)
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where Gf is the fully renormalized Green’s function and gf is the bare Green’s function obtained
from Eq.(312) by setting V = 0 and likewise for Σc = δΦδGc . The NCA is the simplest possible
conserving approximation for Eq.(312) . Its generating functional is shown in Fig.19. The NCA
self energies for the pseudo-particle propagators for real frequencies are
Σadvfσ (ω) = V
2
∑
α
ˆ
dεf(ε)Acσα(−ε)Gadvb (ε+ ω) (320)
Σadvbα (ω) = V
2
∑
σ
ˆ
dεf(ε)Acσα(ε)G
adv
f (ε+ ω), (321)
where the superscript “adv” specifies an advanced function and the superscript “ret” specifies an
retarded function.
The above equations follow directly from Eqs.(318,319) together with the NCA generating func-
tional shown in Fig.19 and the diagrammatic rules already used in the previous chapter. Note
that in the NCA equations only the cut in the conduction electron Green’s function contributes.
This is a consequence of a rigorous implementation of the constraint. The contribution of the
pseudo-particle cuts vanish when performing the constraint, for details see [99]. This is different
to the dynamical large-N equations of the previous chapter, as discussed in the following.
4.1.2 The difference between dynamical large-N approach and NCA
The Anderson impurity model (in the local moment regime, εd < 0|, εd| << |V |2, and εd+U > |V |2),
contains the spin-isotropic Kondo model as an effective low-energy model. Various saddle-point
approximations can be constructed for the Anderson and Kondo models [102, 103, 73]. The
dynamical large-N limit of [96] for the spin-isotropic Kondo model uses a generating functional
equivalent to that for the NCA, making it seem natural to expect similar results from the two
approaches. [The Dynamical large-N approach was explained in Chapter 3 for the pseudogap
Bose-Fermi Kondo model.] However, it is important to note that within the NCA, the slave-boson
propagator Gb(ω) is not a Hubbard-Stratonovich decoupling field and is therefore dynamic even
at the bare level. Another difference is that Gb(ω) couples to the local constraint. Furthermore,
within NCA the constraint is enforced exactly.
Going from the Anderson model to the Kondo model, we have to be in the regime where the single
occupied state is the lowest one and the gap to the empty and double occupied states are large
enough so that we can integrate them out. Notice that although the equations for NCA and large-
N look similar but they are not identical. One difference is the way that bosons come into play in
both methods. For the Kondo model and in the path integral based on the representation of spin in
terms of pseudo-fermions, the boson comes in as a Hubbard-Stratonovich decoupling field which are
introduced to decouple the quartic terms generated in the Hamiltonian, as it was already explained
in Chapter 3. Being associated with a Hubbard-Stratonovic field, the bare bosonic Green’s function
has no dynamics and it is equal to the coupling constant to the conduction electrons gb = Jk. For
the Anderson model, the pseudo-boson represents the empty state and acquires a dynamic term
even for V=0, i.e., at the bare level. Therefore, boson has dynamics at the bare level which is
projected out once we perform the Schrieffer-Wolff transformation and go from the Anderson model
to the Kondo model.
The second difference is that NCA treats the constraint exactly by sending λ→∞, see Sec4.1.1.
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As a consequence, Gb(ω) and the pseudo-fermion propagator Gf (ω) in the NCA develop threshold
behavior reminiscent of the core hole propagator in the x-ray edge problem, resulting in maximally
particle-hole asymmetric spectral functions: ImGb(ω → 0, T = 0) ∼ Θ(ω)|ω|−αb and ImGf (ω →
0, T = 0) ∼ Θ(ω)|ω|−αf . Therefore, Gb(τ, T ) and Gf (τ, T ) should be rather different from their
dynamical large-N counterparts, raising the question of whether dynamical or ω
T
-scaling a property
that arises naturally within the dynamical large-N approach, can carry over to the NCA.
4.1.3 The single channel Anderson model with constant conduction electron DOS
For a spin coupled to the single-channel conduction electron, the spin singlet develops at T < TK .
It leads to Fermi liquid behavior at low temperature for physical quantities, e.g. specific heat
c(T ) ∝ T and electric resistance ρ(T ) ∝ T 2.
Within a pseudo-particle representation of the impurity spin [100], the NCA threshold for the
one-channel Anderson model exponents of the T = 0 pseudo-particle propagators [104] are known
to differ from the correct exponents inferred from Friedel’s sum rule [105]
αf = 1−
n2d
N
(322)
αb =
2nd − n2d
N
, (323)
where αf , αb are threshold exponents of pseudo-fermion and slave boson spectral functions
Af,b(ω) = −π−1ImGretf,b(ω) = Af,b(ω) = −π−1ImGretf,b(ω) (324)
and nd is the mean level occupancy, e.g. in the Kondo regime is nd → 1.
4.1.4 The multichannel Anderson model with constant conduction electron DOS
The representation of the SU(N)×SU(M) Anderson model with U →∞ in terms of pseudofermions
and slave-bosons is given by:
HMCA =
∑
~p
N∑
σ=1
M∑
α=1
ε~pc
†
~pσαc~pσα (325)
+εf
∑
σ
f †σfσ + V
∑
~pσα
(
c†~pσαfσb
†
α + H.c.
)
,
where σ = 1, .., N corresponds to spin indices and α = 1, ...,M labels the M identical conduction
electron channels. In Eq.(325), c†~pασ creates a conduction electron of wave vector
−→p in channel α
and spin projection σ. Note that in the multichannel case the operators b†α, bα carry the channel
index, i.e., b†α creates an empty state out of the vacuum in channel α.
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The representation d†σα = f †σbα of the impurity electron creation operator in terms of pseudo-
fermion creation combined with slave-boson annihilation faithfully reproduces the SU(N)×SU(M)
infinite U Anderson model provided that the constraint Q̂ =
∑
σ
f †σfσ +
∑
α
b†αbα ≡ 1 is enforced
exactly.
The low energy behavior of the physical quantities of the multichannel version of the model exhibits
non-trivial behavior compared to the Fermi-liquid behavior of the single channel (N = 2,M =
1) at temperatures below TK . Consider the metallic (ρ(0) 6= 0) two-channel Anderson model
(N=2,M=2). There, we have one magnetic impurity which is coupled to two non-interacting
conduction bands with constant density of state. Therefore, conduction electrons of each channel
try to form a singlet with spin at the localized level. Since the two channels are degenerate there
will be a competition between channels to screen the localized moment. Therefore, the local
moment can not form singlet with both channels of conduction electrons simultaneously and the
local moment is over-screened below TK . In such a case the ground state of the system will not be
a singlet state. At zero temperature, T = 0, the system ends up with a finite residual entropy. For
T . TK in contrast to the one-channel Kondo model the system shows non-Fermi-liquid behavior
in physical quantities e.g. static spin susceptibility, specific heat and resistivity
χ(T ) ∝ − ln( T
TK
), C(T ) ∝ − ln( T
TK
), ρ(T )− ρ(0) ∝ −
√
T
TK
. (326)
For the constant density of conduction-electron states, an exact finite-temperature solution can be
obtained by transforming the NCA’s integral equations into a set of coupled differential equations
[104]. As a result, it was found out that in contrast to the single channel case, the NCA threshold
exponents for multichannel Anderson models in the Kondo limit agree [103] with those predicted
by boundary conformal field theory [106, 107]
αf =
M
M +N
(327)
αb =
N
M +N
, (328)
The NCA is therefore believed to work well for this model, which has been studied extensively as a
relatively simple route to non-Fermi liquid behavior. As this procedure relies on specific properties
of the NCA solution for constant conduction electron DOS, its extension to the pseudogap case is
unclear.
In the following I provide evidence supporting the conventional wisdom that the NCA gives reliable
results for the standard two-channel Anderson model (M = N = 2).
4.2 Revisit NCA reliability for the metallic two-channel Anderson model
Here I briefly revisit the reliability of the NCA for the metallic two-channel Anderson model before
turning to the pseudogap case. We apply a scaling ansatz to obtain T = 0 threshold exponents,
and hence extract critical exponents describing physical properties.
As mentioned in the previous section, the NCA predicts the correct threshold exponents for the
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multichannel Anderson models with a metallic density of states. This is illustrated in Fig.20, which
shows that the fitted pseudo-particle exponents agree very well with the NCA scaling ansatz and
with the boundary conformal field theory for the two-channel Kondo model quoted in Eqs.(327,328)
[80].
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Figure 20: Pseudoparticle spectral functions Af (ω) and Ab(ω) for a metallic host (r = 0), calculated at
temperature T = 5 × 10−8D for εf/D = −0.6 and (V/D)2 = 0.5. The NCA pseudoparticle threshold
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Figure 21: Static susceptibility χ vs temperature T for a metallic host (r = 0) and εf/D = −0.6,
(V/D)2 = 0.5. The NCA captures the logarithmic divergence of χ(T ).
Fig.21 demonstrates that the NCA correctly captures the logarithmic divergence in temper-
ature T of the local spin susceptibility χ. The sub-leading behavior of the impurity spectral
function, Ad(ω) ≡ −π−1ImGretd , is also reproduced [103]: Ad(ω)− Ad(0) ∼
√
|ω|. Taken together,
these pieces of evidence indicate that the NCA gives qualitatively correct results for the r = 0
two-channel Anderson problem.
In the rest of this chapter I will extend the analysis to the pseudogap two-channel model describing
a semi-metallic host with a density of states that vanishes in a power-law fashion at the Fermi
energy.
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4.3 Investigate NCA reliability for the multichannel Anderson model with
a semi-metallic host
In order to investigate the reliability of NCA for the pseudogap multichannel Anderson model, I
assume a conduction-electron density of states
ρc(ω) = π
−1ImGadvc (ω)
=
r + 1
2Dr+1
|ω|r Θ(D − |ω|) (329)
that vanishes at the Fermi energy ω = 0 in a manner governed by exponent r, taken to satisfy
0 < r < 1; the special case r = 0 describes a flat (metallic) band. The half-bandwidth D acts as
the basic energy scale in the problem. In the following I will use the definition Ac = r+12Dr+1 , so that
the density of states can be written ρc(ω) = Ac(ω) |ω|r Θ(D − |ω|).
4.3.1 Asymptotically exact zero-temperature solution of pseudogap multichannel An-
derson model (NCA solution)
We can address the zero-temperature form of the NCA solution by imposing a scaling ansatz for the
pseudoparticle spectral functions. The scaling ansatz has been successfully used to extract critical
properties of impurity models treated within the dynamical large-N approximation, including the
Kondo model both with a metallic (r = 0) density of states [73] and with a pseudogap [108], the
Bose-Fermi Kondo model [95], and the pseudogap Bose-Fermi Kondo model which is explained in
Chapter 3. Here we show that a generalization of this ansatz to the case of extreme particle-hole
asymmetry (generated by the exact enforcement of the constraint) can be used to extract the
critical properties of the fixed points within the NCA.
In the formula for pseudo-particle self-energies within NCA which are given by Eqs.(320,321),
Acσα(ω) = −π−1ImGretcσα(ω) = ρc(ω) and f(ε) is the Fermi-Dirac distribution function [109, 110].
Working at temperature T = 0, we make the ansatz [111, 105] :
Ap(ω) = apΘ(ω)ω
−αp , p = f, b (330)
for the pseudo-particle spectral functions:
Ap(ω) = −π−1ImGretp (ω) = π−1ImGadvp (ω)
In Eq.(330) αp being a threshold exponent and ap , a constant, the associated amplitude. In this
section I use the definition of the spectral function in terms of advance Green’s function and I use
a shorthand notation:Gadvp (ω) ≡ Gp(ω); p = f, b and the same for the self-energies.
Substituting these scaling forms into Eqs.(320,321), and applying Dyson’s equations yields:
G−1b (ω) = g
−1
b (ω)− Σb (ω) , (331)
G−1f (ω) = g
−1
f (ω)− Σf (ω) . (332)
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One can thus get the following relation for bosonic spectral-function
Ab(ω) = π
−1Im
1
ω − λ− Σ′b(ω)− iΣ”b(ω)
= π−1
Σ”b(ω)[
ω − λ− Σ′b(ω)
]2
+
[
Σ”b(ω)
]2 . (333)
Substituting in Eq.(333), the real and imaginary parts of bosonic self-energy, which is obtained in
appendix G, and assuming 0 < 1− αf + r < 1 yields
lim
ω→0
Ab(ω) =



1
π
[πNAcafV
2B (r + 1, 1− αf )]−1 1[1+cot2(π(1−αf+r))]
×θ (ω)ω−(1−αf+r) for λ+ Σ′b(0) = 0
1
π
[πNAcafV
2B (r + 1, 1− αf )] 1
[λ+Σ′b(0)]
2
×θ (ω)ω1−αf+r for λ+ Σ′b(0) 6= 0.
(334)
Therefore, in the case of λ+ Σ′b(0) = 0, by comparing right hand side of Eqs.(330,334) we obtain
abω
−αbθ (ω) =
1
π
[
πNAcafV
2B (r + 1, 1− αf )
]−1
×
[
ωαf−1−r
[1 + cot2 (π(1− αf + r))]
]
θ (ω) . (335)
Therefore, we obtain for the bosonic threshold exponent and its amplitude the relations:
−αb = αf − 1− r (336)
ab =
1
π
[
πNAcafV
2B (r + 1, 1− αf )
]−1 (337)
× 1
[1 + cot2 (π(1− αf + r))]
The second possibility is the case in which λ 6= −Σ′b (0):
Ab (ω) =
ω→0,λ 6=Σ′b(0)
[
NAcafV
2
π2
B (r + 1, 1− αf )
]
ω1+r−αf
[λ+Σ′b(0)]
2 θ (ω) , (338)
which yields
abω
−αbθ (ω) =
[
NAcafV
2B (r + 1, 1− αf )
] ω1+r−αf
[
λ+ Σ
′
b(0)
]2 θ (ω) , (339)
Therefore, in the second case we have
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−αb = 1 + r − αf , (340)
ab =
[
NAcafV
2B (r + 1, 1− αf )
] 1
[
λ+ Σ
′
b(0)
]2 . (341)
The next step is obtaining the pseudo-fermion spectral function which can be written in terms of
its self-energy as
Af (ω) = π
−1ImGadvf (ω − i0) (342)
= π−1
Σ”f (ω)[
ω − λ− εd − Σ′f (ω)
]2
+
[
Σ”f (ω)
]2 .
The real and imaginary part of Σf (ω) within the NCA are obtained in appendix G. Now assuming
0 < 1− αb + r < 1, we get
afω
−αf θ (ω) =
1
π
[
πMAcabV
2B (1 + r, 1− αb)
]−1 (343)
×ωαb−1−rθ (ω)
[
1 + cot2 (π(1− αb + r))
]
,−1
thus, by comparing above equation with Eq.(330) we obtain
−αf = αb − 1− r, (344)
af =
1
π
[
πMAcabV
2B (1 + r, 1− αb)
]−1 (345)
×
[
1 + cot2 (π(1− αb + r))
]−1
.
For the case where λ 6= −εd − Σ′f (0) we will have:
afω
−αf θ (ω) =
[
MAcabV
2B (1 + r, 1− αb)
]
(346)
×ω1+r−αbθ (ω) 1[
λ+ εd + Σ
′
f (0)
]2 ,
which yields
−αf = 1 + r − αb, (347)
af =
MAcabV
2B (1 + r, 1− αb)[
λ+ εd + Σ
′
f (0)
]2 . (348)
In the case where λ+ Σ′b(0) = 0 and λ+ Σ
′
f (0) = 0 , by comparing Eq.(336) and Eq.(344) we get
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αf + αb = 1 + r, (349)
and from Eq.(337) and Eq.(345) we get
[MAcafV
2B (1 + r, 1− αb)]−1
1 + cot2 π (1− αb + r)
=
[NAcafV
2B (r + 1, 1− αf )]−1
1 + cot2 (π(1− αf + r))
, (350)
which can be rewritten as
sin2 π (1− αb + r)
MAcafV 2B (1 + r, 1− αb)
=
sin2 (π(1− αf + r))
NAcafV 2B (r + 1, 1− αf )
. (351)
As sin2 παf = sin2 π(1− αf ) yields
sin2 (π (αb − r))
M B (1 + r, 1− αb)
=
sin2 (π(αf − r))
N B (r + 1, 1− αf )
, (352)
and from the definition of the Beta function in terms of the Gamma function, i.e., B(x, y) =
Γ(x)Γ(y)/Γ(x+ y), the Eq.(352) can be rewritten as
Γ (1 + αf )
Γ (1 + r) Γ (1− αb)
sin2 (π (αb − r))
M
=
Γ (1 + αb)
Γ (1 + r) Γ (1− αf )
sin2 (π(αf − r))
N
Γ (1 + αf )
Γ (1− αb)
sin2 (π (αb − r))
M
=
Γ (1 + αb)
Γ (1− αf )
sin2 (π(αf − r))
N
. (353)
This can be further simplified using
Γ (z) Γ (1− z) = π
sin πz
. (354)
This finally yields
Nαf
sin (παf ) sin
2 (π (αf − r))
=
Mαb
sin (παb) sin
2 (π (αb − r))
. (355)
Now considering λ 6= −εd − Σ′f (0) the case where and comparing Eq.(340) with Eq.(347)
{
−αb = αf − 1− r
−αf = 1 + r − αb.
→ r = −1 (356)
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But the result r = −1 contradicts with the requirement of having a normalizable density of states.
The case λ 6= −εd − Σ′f (0) therefore has to be discarded.
As a result, one obtains the self-consistency conditions as:
αf + αb = 1 + r, (357)
sin (παf ) sin [π (r − αf )]×{
M
N
sin [π (r − αf )]
αf
+
sin (παf )
1 + r − αf
}
= 0. (358)
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Figure 22: Left: Variation with pseudogap exponent r of possible solutions αf of Eqs.(358) for the two-
channel Anderson model. Dashed lines represent unstable fixed points and dotted lines show values not
observed in numerical solutions of the finite-temperature NCA equations. Right: Renormalization-group
(RG) flows and fixed points as functions of hybridization V for the ranges 0 < r < r0 and r > r0. Labels
(I)–(V) connect RG fixed points with NCA solutions in the left panel.
Hereafter, we focus on the two-channel case, N = M = 2, for which the possible solutions of
Eqs. (357,358) are plotted schematically on the r-αf plane in Fig.22.
For r = 0, the solutions are αf = 0, αf = 1 (local moment), and αf = 12 (intermediate cou-
pling), in agreement with [105]. For 0 < r < r0, where the condition (r0 + 1)π/2 = cot(r0π/2)
yields a numerical value r0 ' 0.292, there are five solutions, of which three correspond to stable
renormalization-group fixed points: local moment (I), two-channel Kondo (III), and infinite-U res-
onant level (V). For r > r0, there are just three solutions, of which only (I) and (V) are stable.
The (physical) impurity Green’s function is obtained as
Gretdσα(ω) =
ˆ
dεe−βε
[
Gretfσ (ε+ ω)Abα(ε)
−Gadvbα (ε− ω)Afσ(ε)
]
. (359)
where β = 1/T . The T = 0 scaling form of this Green’s function and of the local spin susceptibility
χ can be deduced from the pseudo-particle propagators by by inserting the scaling ansatz for
the pseudo-particle propagators into the expression for Gdσα(ω) and extract the leading scaling
behavior, yielding ImGretd (ω) ∝ |ω|1−αf−αb ≡ |ω|−r and Imχ(ω) ∝ sgn(ω)|ω|1−2αf .
The NRG has been applied previously to the pseudogap two-channel Kondo model [75, 112]. For
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r < rmax ' 0.23 (somewhat smaller than the NCA value r0 ' 0.292), the method finds three stable
fixed points separated by two unstable critical points, precisely analogous to the situation shown
in Fig.22. For rmax < r < 1, the NRG yields one critical point between two stable fixed points,
again in one-to-one agreement with the NCA scaling ansatz. Of these fixed points, only those
corresponding to (I)–(III) can be accessed for level energies εf < 0, the regime considered here.
We have confirmed that the pseudogap two-channel Anderson model shares the same fixed points
and critical properties as its Kondo counterpart, in agreement with the conclusions of [112]. This
justifies our comparisons below between NCA results for the Anderson model and NRG results for
the Kondo model (the smaller Hilbert space of which allows greater numerical efficiency).
4.3.2 Finite-temperature of pseudogap two channel Anderson model (NCA solution)
At temperatures T > 0, the NCA equations are amenable to a numerical solution on the real
frequency axis over a wide parameter range. Details of the numerical evaluation scheme can be
found, e.g., in [99].
(i) Results for r = 0.15
We now turn to numerical results for the two-channel pseudogap Anderson model, focusing first
on the case r = 0.15 with εf = −0.6D as a representative example of the behavior in the range
of pseudogap exponents 0 < r < r0. For this case, Eqs.(357,358) predict five solutions, listed in
Table 3. Solution (I) corresponds to the local-moment fixed point where V effectively vanishes.
Obtaining converged numerical solutions near this fixed point is very difficult as the resulting
sharp features cannot be resolved on discrete frequency grids. Increasing the hybridization V until
a solution can be stabilized at the lowest accessible temperatures yields the critical solution (II)
at V = Vc where (Vc/D)2 ' 0.27.
(I) (II) (III) (IV) (V)
αf 1.0 0.967 0.575 0.183 0.15
αb 0.15 0.183 0.575 0.967 1.0
Table 3: Pseudoparticle threshold exponents at T = 0 for the two-channel Anderson model with r = 0.15.
Fig.23 shows that the pseudo-particle exponents at this critical point agree well with the scal-
ing ansatz results in Tab.3. The temperature dependence of the static susceptibility reflects the
frequency behavior.
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Figure 23: Pseudo-particle spectral functions Af (ω) and Ab(ω) for r = 0.15, T = 5×10−8D, εf/D = −0.6,
and (V/D)2 = 0.27. The power-law behaviors correspond to solution (II) in Table 3 and Fig.22.
As a result, the dynamical local spin susceptibility χ(ω, T ) at the critical point obeys the dy-
namical scaling form (see Fig.24)
χ(ω, T ) = T−xΦ(ω/T ) (360)
with x = 0.934.
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Figure 24: Dynamical scaling of χ(ω, T ) at the critical fixed point (II) in Fig.22, for r = 0.15, εf/D =
−0.6.
It is instructive to compare this result against other methods. The NRG is unable to reliably
access the regime 0 < |ω|/T  1, so it cannot fully test for dynamical scaling. However, we
find for the two-channel Kondo model with r = 0.15 that at the critical point, the NRG gives
χ(ω = 0, T ) ∝ T−x and Imχ(ω, T = 0) ∝ |ω|−y with x = y = 0.930 ± 0.001. These properties
are entirely consistent with Eq.(360), and show that the NCA does an excellent job of calculating
the exponent x. We note that this exponent deviates significantly from the leading-order value
x = 1− 2r2 = 0.955 coming from an expansion about the local-moment fixed point [112].
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Figure 25: Impurity spectral function Ad(ω) for r = 0.15 very close to the critical fixed point (II) in Fig.22,
calculated using the NCA at temperature T = 5×10−8D for εf/D = −0.6 and (V/D)2 = 0.27. Also shown
is the spectral function calculated within the NRG for T = 0, εf/D = −0.1 and (V/D)2 ' 0.048. The
NCA and NRG spectral functions are described by very similar exponents (0.166 and 0.150, respectively),
and both show that at the critical point, Ad(ω) is particle-hole symmetric at low energies.
Fig.25 shows the impurity spectral function Ad(ω) very close to the critical fixed point (II) in
Tab.3. The power-law variation is compatible with the |ω|−r expected from the scaling ansatz,
which coincides with the exact behavior known to hold at all intermediate-coupling fixed points
[112] and with the NRG results also plotted in Fig.25. Both the NCA and the NRG show the
critical spectral function to be particle-hole symmetric at small |ω|.
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Figure 26: Pseudoparticle spectral functions Af (ω, T ) and Ab(ω, T ) at the fixed point (III) in Fig.22 for
r = 0.15, εf/D = −0.6 and (V/D)2 = 2.0. Frequency variation at T = 5× 10−8.
The stable fixed point (III) in Table3 can be accessed by increasing the hybridization beyond
the critical value Vc. The pseudo-fermion and slave boson spectral function Af (ω), Ab(ω) are shown
in Fig.26 very close to the critical fixed point (III) in Table 3. The threshold exponents αf = 0.58
and αb = 0.575 extracted from Fig.26 are in line with the prediction αf = αb = (1 + r)/2 of the
scaling ansatz.
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Figure 27: Dynamical scaling at different temperatures for r = 0.15, εf/D = −0.6 and (V/D)2 = 2.0.
(a) pseudo-fermion spectral function Af (ω, T ). (b) Slave boson spectral function Ab(ω, T ).
In order to check for ω
T
-scaling at critical point (III) we investigate the temperature dependences
of Af (ω, T ) and Ab(ω, T ) for r < r0 with r = 0.15, εf/D = −0.6, and (V/D)2 = 2.0. Figures 27-(a)
and 27-(b) demonstrate that the temperature dependences of pseudo particle spectral function are
compatible with the frequency behavior such that dynamical, or ω
T
-scaling ensues. This carries
over to the impurity spectral function, which, as seen in Fig.28, is compatible with the scaling
Gretd (ω, T ) = T
−rΨ(ω/T ) (361)
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Figure 28: Dynamical scaling of the impurity spectral function Ad(ω, T ) at the stable fixed point (III) in
Fig.22 for r = 0.15, εf/D = −0.6, and (V/D)2 = 2.0.
This scaling is consistent with the exact result [112] mentioned above, i.e., Ad(ω, T = 0) ∝ |ω|−r.
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Figure 29: Static susceptibility χ vs temperature T at the stable fixed point (III) in Fig.22 for r = 0.15,
εf/D = −0.6, and (V/D)2 = 2.0.
Fig.29 plots the static local susceptibility vs temperature at the stable fixed point (III). A rather
narrow window of asymptotic temperature dependence—presumably a consequence of a strong
subleading contribution to χ(ω = 0, T )—gives an exponent x = 0.195 in reasonable agreement
with the scaling ansatz prediction x = 2αf − 1.
(ii) Results for r = 0.4
We end this section by considering a representative case in the range r0 < r < 1. For r = 0.4, the
scaling ansatz predicts an asymmetric critical point described by αf = αb = (1 + r)/2 = 0.7, the
solution corresponding to (III) in Fig.22.
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Figure 30: Pseudoparticle spectral functions at T = 10−8D for r = 0.4 at the vicinity of the asymmetric
critical point (III) for εf/D = −0.55, and (V/D)2 = 5.8.
Fig.29, Fig.30 and Fig.31 show results in the vicinity of this critical point, obtained for εf =
−0.55D and (V/D)2 = 5.8. The pseudoparticle exponents αf = 0.7, αb = 0.68 extracted from
Fig.30 closely follow the scaling ansatz.
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Figure 31: Dynamic spin susceptibility χ(ω, T ) at T = 10−8D in the vicinity of the asymmetric point
(III) in Fig.22 for r = 0.4, εf/D = −0.55, and (V/D)2 = 5.8.
Furthermore the exponent y = 0.44 of χ(ω, T = 0) ∝ |ω|−y fitted from the rather narrow
frequency window of power-law behavior in Fig.31 is in reasonable agreement with the value
y = x = 2αf − 1 = 0.4 predicted by the scaling ansatz under the assumption of dynamical scaling
and with x = y = 0.381± 0.001 given by the NRG.
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Figure 32: Dynamic scaling of the the local density of states Ad(ω, T ) at T = 10−8D in the vicinity of
the asymmetric point (III) in Fig.22 for r = 0.4, εf/D = −0.55, and (V/D)2 = 5.8.
Fig.32 demonstrates that the dynamical scaling of the impurity spectral function Ad(ω, T ) with
an exponent r ' 0.37 agrees with the exact result [112]. It also shows that the temperature
dependence of Ad(ω, T ) is compatible with the frequency behavior and therefore it appears to be
consistent with ω/T - scaling.
4.4 Chapter summary
In this chapter the reliability of the non-crossing approximation (NCA) for the two-channel pseudo-
gap Anderson model has been investigated. This was accomplished by comparing finite-temperature,
finite-frequency solutions of the NCA equations with asymptotically exact zero-temperature NCA
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solutions, with numerical renormalization-group calculations, and with exact results where avail-
able. In contrast to the well-known shortcomings of the NCA for the single-channel Anderson
model with a constant density of states at the Fermi energy, the NCA captures surprisingly well
the asymptotic low-energy properties of the two-channel model, both for metallic and semi-metallic
(pseudogapped) hosts. In cases of a pseudogap, the results that we have presented for the magnetic
susceptibility and the impurity spectral function are suggestive of frequency-over-temperature scal-
ing in the dynamical properties. Finally, we note that the validation of the NCA treatment of this
problem in equilibrium for its extension to non-equilibrium steady-state conditions allows us to
consider its extension to out-of-equilibrium situations, where only few methods are available for
open systems [113].
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Chapter 5
Steady state dynamics and effective temperatures of quantum
criticality in an open system
In this chapter I address the concept of effective temperatures in the context of quantum critical
steady states far from equilibrium, both for the standard spin-density wave (SDW) transition, see
the discussion in the introductory chapter, as well as for a model of critical Kondo destruction
[114, 115]. In addition, I will present an analysis of a non-interacting, but critical reference sys-
tem (i.e. a system in which correlation functions display power-law behavior in the low-energy
sector), i.e., the pseudogap resonant level model, in terms of effective temperatures and contrast
these results with those obtained near fully interacting quantum critical points. Recall, that fully
interacting quantum critical points display dynamical or ω
T
-scaling.
In particular, the following general questions will be addressed within a model system at unconven-
tional quantum criticality: Does an effective temperature Teff exist in the vicinity of non-interacting,
or weak-coupling fixed points or is their existence linked to hyperscaling? Does Teff have any mean-
ing for higher correlation functions? How unique is an effective temperature at a given fixed point
once boundary conditions have been specified? Can critical scaling functions be expressed through
Teff and if so, how do these scaling functions relate to their equilibrium scaling functions?
To address these questions it is important to choose a model with interacting and trivial fixed points
that allows for a consistent treatment of the equilibrium and out-of-equilibrium physics. Therefore,
we consider the pseudogap Kondo model and the dynamical large-N method is employed which
will allow to treat the model in and out of equilibrium on an equal footing.
5.1 Effective temperatures near quantum critical steady states
The notion of an effective temperature Teff has originally been introduced in the context of tur-
bulence by Hohenberg and Shraiman [116] and later extended to glassy systems displaying slow,
relaxational dynamics [117]. The underlying idea is that specific features of an out-of-equilibrium
problem can be described in terms of a thermal ensemble at an effective temperature Teff. A formal
definition of Teff is based on the fluctuation-dissipation theorem (FDT) which at the classical level
states that the correlation (C) and response (R) function are related by
TR(t− t′) = ∂
∂t
C(t− t′). (362)
The realm of validity of the FDT is confined to the linear-response regime but Eq.(362) can be
used to introduce an Teff in the non-linear regime, as demonstrated in Ref. [117]. For a recent
review on the concept of effective temperatures in classical and quantum statistical mechanics, see
e.g. Ref. [118].
In general, the Teff defined through Eq.(362) will depend on the correlation function under consider-
ation which may limit the significance of such a quantity in the description of the out-of-equilibrium
dynamics. In the context of classical critical systems, i.e. systems close to a finite-temperature
continuous phase transition, the usefulness and range of validity of the notion of Teff has been
explored in a number of works [119, 120, 121, 122, 118]. In particular, Calabrese and Gambassi
were able to show that even if Teff is observable independent at the level of the Gaussian or mean
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field approximation, the inclusion of higher order contributions beyond the Gaussian level will in
general make Teff observable dependent [120].
In what follows, I will restrict myself to the simplest possible case, i.e., to purely dissipative dy-
namics, which is often referred to as model A dynamics [17]: Within the Ginzburg-Landau-Wilson
framework, the time derivative of the order parameter is related to the order parameter derivative
of the free energy functional, see Eq.(6) of Chapter 1. Depending on whether the order parameter
is conserved or not, the relaxation rate in the long-wavelength limit does or does not vanish.
The quantum version of the FDT states that for bosonic correlators is given by:
R(ω, T ) =
[
tanh
( ω
2T
)]
C(ω, T ). (363)
Within the non-equilibrium Green’s function formalism on the Keldysh contour, the FDT reflects
itself in the relation between the larger (G>) and lesser (G<) as well as the retarded (GR) and
advanced (GA) (fermionic) Green’s functions [114]:
G>(ω, T ) +G<(ω, T ) =
[
tanh
(ω − µ
2T
)](
GR(ω, T )−GA(ω, T )
)
. (364)
In the high-temperature limit, the analog of Eq.(363) for a bosonic correlator reduces to the
classical form, Eq.(362).
5.2 Critical Kondo destruction and SDW: quantum critical relaxational
dynamics
In this section, the possible existence of Teff for current-carrying steady states near the SDW QCP
and the critical Kondo destruction QCP will be discussed.
5.2.1 Teff for the SDW QCP
The field theoretic description of the QCP of the SDW type is based on the action [26]
S = S2 + S4 = T
∑
ωn
ˆ
d~q
(
δ + q2 +
|ωn|
γqa
)∣∣Φ(~q, ωn)
∣∣2
+
u
4!
δ(~q1 + ~q2 + ~q3 + ~q4) δn1+n2+n3+n4,0
∏
i=1,4
∑
ωni
ˆ
d~qiΦ(~qi, ωni), (365)
where ωni are Matsubara frequencies, ~q labels momentum, δ is the mass gap that vanishes in a
power-law fashion at the QCP, and a = 0 (a = 1) for an anti-ferromagnet (ferromagnet). The
Gaussian part, S2 of Eq.(365), generalized onto the Keldysh contour becomes
S2 = −i
ˆ ∞
−∞
dt dt′ (Φ∗cl(~q, t) Φ
∗
qm(~q, t))
(
0 (χ−1)A
(χ−1)R (χ−1)K
)(
Φcl(~q, t
′)
Φqm(~q, t
′)
)
,
(366)
where the fields Φcl and Φqm are related to the fields on the forward (Φ+) and backward (Φ−)
component on the Keldysh contour, Fig.34, via a canonical transformation, see e.g. Ref. [123]:
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Φcl(t) =
1√
2
(
Φ+(t) + Φ−(t)
)
(367)
Φqm(t) =
1√
2
(
Φ+(t)− Φ−(t)
)
. (368)
The fluctuation dissipation theorem or more general, the fluctuation dissipation ratio (FDR) of a
dynamical observable A(t, t′) = A(t− t′) is defined through
FDRA(ω) =
A>(ω) + A<(ω)
A>(ω)− A<(ω) (369)
Therefore, the FDR of the order parameter susceptibility at the Gaussian level of Eq.(366) can be
obtained from χK = χ> + χ< and χR − χA = χ> − χ< as
FDRχ(ω) =
χ>(ω) + χ<(ω)
χ>(ω)− χ<(ω) (370)
=
χK(ω)
χ>(ω)− χ<(ω)
The generalization of the SDW action, Eq.(365), onto the Keldysh contour, necessary for a proper
description of non-thermal steady states has been considered e.g. in Refs. [124, 125, 126]. The au-
thors of Ref. [124] considered the current-carrying steady-state of a two-dimensional ferromagnetic
film in proximity to its QCP, where TCurie → 0 and made the insightful observation that this system
is placed at its upper critical dimension as the order parameter is no longer conserved due to the
presence of the leads. The non-linear conductance of such a setup, i.e. a thin films of CaRuO3,
which may be located in close proximity of a ferromagnetic QCP, has been reported in Ref. [127].
In the static, long-wavelength limit, the spin susceptibility is found to obey [124]
(χ−1)A = δ + ξq2 + i
ω
γ
, (371)
(χ−1)K = −2i
∑
α,α′=L,R
ṼαṼα′ coth
(ω + µα − µα′
2T
)ω + µα − µα′
γ
, (372)
where γ is the damping coefficient and V = (µL − µR)/e is the applied bias voltage, maintaining
the steady state and ṼL (ṼR) is the coupling strength between ferromagnetic film and the left
(right) lead.
The perturbative RG procedure of Ref. [124] dealing with the S4 analog on the Keldysh contour
preserves the structure of Eq.(366) except for a possible change in the prefactor of Eq.(372). From
Eq.(372) one finds in the large-V limit [124]
χK =
(χ−1)K
(χ−1)A(χ−1)R
=
4iVLVRV/γ
(δ + ξq2)2 + (ω/γ)2
. (373)
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Thus, one is lead to expect in the large-V limit that Teff is proportional to V :
Teff = 4ṼLṼR V. (374)
Note that the nonequilibrium distribution function of χ−1 is a direct consequence of the distribution
function of the one-particle Green’s function of the electrons in the film which is a double step
function due to the coupling to the left and right lead which are kept at chemical potential µL and
µR respectively. This is reminiscent of what happens in the resonant level model, see Sec.5.7.3.
5.2.2 Teff for critical Kondo destruction
I now turn to a discussion of Teff in the context of critical Kondo destruction [128, 129, 114]. The
results discussed below are based on the dynamical large-N limit which of the pseudogap Kondo
model. The dynamical large-N method has been already explained in details in Sec.3.3. N here is
related to the spin symmetry group SU(N) of the local degree of freedom which has been enlarged
from the original SU(2). The dynamical large-N limit on the Keldysh contour has been discussed
in detail in Refs. [130, 129]. An introduction on the Keldysh formalism and also the Dyson’s
equation on the Keldysh contour is given in Sec.5.3.1.
The dynamical large-N approach has the great advantage that it treats thermal and non-thermal
steady states on equal footing and thus allows for an unbiased comparison between the equilibrium
and out-of-equilibrium behavior. I consider the pseudogap Kondo model of a magnetic impurity
coupled anti-ferromagnetically to fermionic leads with a density of states that vanishes in a power-
law fashion with exponent 0 ≤ r ≤ 1 at their respective Fermi level, ρ−c,l(ω) ∼ |ω|rΘ(D−|ω|), with
half-bandwidth D; l = L,R labels the two leads, see Fig.33(a). In the multichannel version of
the model the spin degree of freedom (S) is generalized from SU(2) to SU(N) and the fermionic
excitations (c) of the leads transform under the fundamental representation of SU(N) × SU(M)
with N spin and M charge channels. At zero temperature (T ) and r < rmax < 1, a critical point
(C) separates a multichannel Kondo (MCK)-screened phase from a local moment (LM) phase at
a critical value Jc of the exchange coupling J > 0, see Fig.33(b). The characterization of the
phases and the leading power-law exponents of observables of pseudogap Kondo models have been
obtained by perturbative RG, large-N methods, and NRG [74, 90, 75, 131, 91, 132]. Within the
large-N approach, at T = 0, scaling arguments are able to predict the critical exponents of dy-
namical observables [108, 133].
Non-equilibrium steady-states (NESS) are obtained by applying a time-independent bias voltage
V = (µL− µR)/ |e|, where µl is the chemical potential of lead l, see Fig. 33(a). As T characterizes
the fermionic reservoirs, it remains well-defined even for V 6= 0.
A similar setup has been considered in a perturbative RG-like study adapted to the NESS condi-
tion [134]. This model has also been invoked in a variational study of the dynamics following a
local quench where it was found that quenches in the Kondo phase thermalize while this is not the
case for quenches across the quantum critical point (QCP) into the LM regime [135].
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Figure 33: Schematic of the pseudogap Anderson model and flow diagram of the pseudogap Kondo model
(a) A local level, characterized by the energy εd of the singly occupied state and the Coulomb repulsion
U for the doubly occupied level is hybridizing with two identical electron bands possessing density of
states that vanish in a power-law fashion at their respective Fermi levels. Energies are measured from
the chemical potential µ = µL = µR = 0. The bias voltage V is given by V = (µL − µR)/e. In the limit
where U, ε  Γ, where Γ is the level broadening due to the hybridization, the system can be mapped
via a Schrieffer-Wolff transformation to the pseudogap Kondo model, whose dynamical large-N limit is
considered in Sec.5.2.2. If, on the other hand, U = 0, the model turns into the pseudogap resonant level
model discussed in Sec.5.7.3. (b) Flow diagram of the SU(N)×SU(M) pseudogap Kondo model. A local
quantum critical point (C) separates a phase with Kondo screening, governed by a critical fixed point
(MCK) from the weak coupling local moment phase (LM), provided the power-law exponent r obeys
0 < r < rmax. For a discussion of the equilibrium properties of the model, see chapter 3.
The system is described by the Hamiltonian
H =
∑
~pασl
εplc
†
~pασlc~pασl +
1
N
∑
ll′
∑
α
Jll′S.sα;ll′ (375)
where σ = 1, . . . , N and α = 1, . . . ,M are, respectively, the SU(N)-spin and SU(M)-channel
indices, l labels the leads and ~p is a momentum index.
The second term [136] in Eq.(375) contains the local operators
siα;ll′ =
1
nc
∑
~p−→p ′σσ′
c†~pασlt
i
σσ′c
†
−→p ′ασ′l′ (376)
with t the fundamental representation of SU(N) and nc is the number of fermionic single-particle
states taken to be proportional to the volume of the leads and send to infinity at the end of the
calculation. In a totally anti-symmetric representation, one can decompose the spin operator as
Sσσ′ = f
†
σfσ′ − qδσσ′ , where q is subject to the constraint Q̂ =
∑
σ f
†
σfσ = qN and the f †σ, fσ′ obey
fermionic commutation relations.
Therefore, one can write the coupling term in the Hamiltonian in terms of the pseudo-fermion
operators as:
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1
N
∑
α
Jll′S.sα,ll′ = −
Jll′
N
∑
α
[(∑
σ
f †σc0,ασl′
)(∑
σ′
c†0ασ′lfσ′
)
+
Q
N
∑
σ
c†0,ασlc0,ασl′
]
+ Jll′Q (377)
with Q = qN is the number of pseudo-fermions that fixes the SU (N) representation of the localize
spin. This is equivalent to what was explained in Sec.3.3 except that the coupling to the bosonic
bath is absent. In the following I ignore the potential scattering term which is proportional to J
N2
as it is sub-leading in the large-N limit.
The pseudo-gap density of states of the non-interacting leads is characterized by the exponent r:
ρ−c,l (ω) ∝ |ω|r with l = R,L corresponds to right and left lead. In the Large-N limit the model is
also specified by the ratios κ = M/N and q = Q/N .
5.3 Generalizing dynamical large-N on the Keldysh contour
5.3.1 Dyson’s equation on the Keldysh contour
An introduction on Keldysh formalism is given in appendix H. A dynamical large-N limit [73, 108]
suitably generalized to the Keldysh contour [130, 129] is employed, while keeping q = Q
N
and
κ = M/N constant.
For completeness, I will describe in the following the dynamical large-N approach in the Keldysh
contour. As this is in many ways similar to the dynamical large-N limit in equilibrium, which is
discussed in detail in Chapter 3, I will in the following be more brief.
From Eq.(377) the generating functional on the Keldysh contour is given by
Z [ξ] =
ˆ
D [c]D [f ]D [λ] ei
´
γ dz[
∑
~pασl c
†
~pασl
(z)(i∂z−ε~pl(z))c~pασl(z)]
×ei
´
γ dz[
∑
σ f
†
σ(z)(i∂z−λz)fσ(z)] × eiqN
´
γ dzλz
×e+i 1N
´
γ dz[
∑
ll′ Jll′z(
∑
ασ f
†
σ(z)c0ασl(z))(
∑
ασ′ c
†
0ασ′l′ (z)fσ′ (z))]
×e
´
γ dz[
∑
~pασl c
†
~pασl
(z)ξc+
∑
~pασl ξ
†
cc~pασl(z)+
∑
σ f
†
σ(z)ξf+
∑
σ ξ
†
ffσ(z)] (378)
with z defined as a time contour variable on γ→, γ←, see Fig.34:
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Figure 34: Keldysh contour
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In Eq.(378), ξc and ξf act as sources to the fermionic c and f fields and λ is a scalar Lagrange
multiplier enforcing the constraint
∑
σ f
†
σfσ = qN .
´
γ
dz is the integral over the Keldysh contour
γ = γ→ + γ← with its forward (γ→) and backward (γ←) branches.
Considering the following definition:
∑
~pασl
c†~pασl(z) ≡
∑
~pασl
c† |pασlz〉 ;
∑
σ
f †σ(z) ≡
∑
σ
f †σ |σz〉 (379)
∑
~pασl
c~pασl(z) ≡
∑
~p,α,σ
〈~pασlz| c;
∑
σ
fσ(z) ≡
∑
σ
〈σz| fσ (380)
the Eq.(378) can be rewritten as:
Z [ξ] =
ˆ
D [c]D [f ]D [λ] ei(c
†g−1c c+f†g
−1
f f)eiqN
´
γ dzλz
×e+i 1N
´
γ dz
∑
ll′
∑
α Jll′z(
∑
σ f
†
σ,zc0,ασl′z)(
∑
σ′ c
†
0ασ′lzfσ′z)
×ec†ξc+ξ†cc+f†ξf+ξ†ff . (381)
Here, the inverse bare pseudo-fermion and conduction electron propagators are defined as follows:
g−1f =
∑
σ
ˆ
dz |σz〉 (i∂z − λz) 〈σz| (382)
g−1c =
∑
~p,α,σ
ˆ
dz |~pασlz〉 (i∂z − ε~plz) 〈~pασlz| (383)
where the integration
´
dz is along the Keldysh contour depicted in Fig.34.
The next step is to introduce a complex-valued Hubbard-Stratonovich field Bαl(z) ≡ Bαlz to
decouple the interaction term where I have used the generalization of multi-dimensional Gaussian
integration for a bosonic filed:
ˆ
d(v†, v)e−v
†Av+w†.v+v†w′ = πNdet A−1ew
†A−1w′ (384)
Therefore, the so-called cotunneling term which in our representation is a quartic term in the
Hamiltonian can be decoupled into c†0ασ′l′z′B
†
α′l′z′fσ′z′ and f
†
σzBαlzc0ασl′z.
Z [ξ] =
ˆ
D [c]D [f ]D [λ]D [B] ei(c
†g−1c c+f†g
−1
f f)eiQ
´
dzλzei(B
†
αg
−1
B Bα)
× exp
[
〈c|
[
i
1√
N
ˆ
dz′
∑
α′σ′
|0α′σ′z′l′〉B†α′l′z′fσ′z′ + |ξc〉
]
(385)
+
[
i
1√
N
ˆ
dz
∑
σα
f †σ,zBαlz 〈0ασlz|+ 〈ξc|
]
|c〉
]
× ef†ξf+ξ†ff
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where the bare Hubbard-Stratonovich propagator is defined by:
g−1B =
ˆ
dz |z〉 − J−1z 〈z|
with
Jz =
∑
ll′
|l〉 Jll′,z 〈l′| .
Integrating out the conduction electrons (c’s) one gets
Z [ξ] =
ˆ
D [f ]D [λ]D [B] ei(f
†g−1f f)ei
´
dzλzQei(B
†
αg
−1
B Bα)
×e−i 1N
´
dz
´
dz′
∑
σαlBαlzB
†
αlz′ 〈z|g̃c,l|z
′〉f†σ,zfσz′
× exp
[
− 1√
N
ˆ
dz′
∑
α′σ′
〈ξc| gc |0α′σ′l′z〉B†αl′z′fσ′z′ (386)
+ − 1√
N
ˆ
dz
∑
σα
f †σ,zBαlz 〈0ασlz| gc |ξc〉
]
× ei〈ξc|gc|ξc〉ef†ξf+ξ†ff
where
〈0ασl| gc |0α′σ′l〉 = δαα′δσσ′ g̃c,l (387)
here, g̃c,l is the local bare conduction electron Greens function.
Integrating out the conduction electrons generates a quartic term. Therefore, the complex-valued
dynamic Hubbard-Stratonovich fields Wzz′ are now introduced to decouple the interaction term
using the identity given in Eq.(384) which results in:
exp[−i 1
N
ˆ
dz
ˆ
dz′
∑
σαl
BαlzB
†
αlz′ 〈z| g̃c,l |z′〉 f †σ,zfσz′ ] =
ˆ
D[W ] exp
[
iN
ˆ
dz
ˆ
dz′W̄zz′,l [〈z| g̃c,l |z′〉]−1Wzz′,l
]
×e−if†(
∑
lWl)f−iB†W †B. (388)
The generating function can be written as
Z [ξ] =
ˆ
D [f ]D [λ]D [B]D [W ] ei(
∑
σ f
†
σG
−1
f fσ)
ei
´
dzλzQei(
∑
αB
†
αG
−1
B Bα)eiNTr[W
†∗[g̃c]−1∗W ]
× exp
[
− 1√
N
ˆ
dz′
∑
α′σ′
〈ξc| gc |0α′σ′l′z〉B†αl′z′fσ′z′ (389)
− 1√
N
ˆ
dz
∑
σα
f †σ,zBαlz 〈0ασlz| gc |ξc〉
]
×ei〈ξc|gc|ξc〉ef†ξf+ξ†ff
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where the psuedo-fermion and bosonic Hubbard-Stratonovich Green’s functions are defined by
G−1f = g
−1
f −
ˆ
dzdz′ |z〉Wz,z′ 〈z′| (390)
G−1B = g
−1
b −
ˆ
dzdz′
∑
l
|zl〉 W̄z′,z,l 〈z′l| (391)
and
Tr
[
W † ∗ [g̃c]−1 ∗W
]
=
ˆ
dz
ˆ
dz′W̄zz′,l [〈z| g̃c,l |z′〉]−1Wzz′,l. (392)
Finally, integrating out f and B and one gets
Z [ξ] =
ˆ
D [λ]D [W ] eNTr ln[−iG
−1
f ]−MTr ln[−i(G
−1
B +V
†
ξc
GfVξc)]
eiNTr[W
†∗[g̃c]−1∗W ]+i
´
dzλzQ
e−i〈ξf |GfVξc [G−1B +V †ξcGfVξc ]
−1
V †ξcGf |ξf〉+i〈ξc|gc|ξc〉+i〈ξf |Gf |ξf〉 (393)
where V †ξc and Vξc are source-dependent terms. Eq.(393) is used to derive all correlation functions
by taking functional derivatives with respect to the source fields.:
V †ξc =
1√
N
ˆ
dz′
∑
α′σ′
‖α1l1z′〉 〈ξc| gc |0α′σ′l′z′〉 〈z′σ′| (394)
Vξc =
1√
N
ˆ
dz
∑
σα
|z, σ〉 〈0ασlz| gc |ξc〉 〈αzl‖ (395)
The generating functional associated with Hamiltonian of Eq.(375) has now been cast into a form
that is suitable for a controlled saddle point evaluation, as the action scales with N and corrections
to the saddle point vanishes as N →∞ (provided Q = q0N, κ = MN = constant).
To obtain the saddle point equations one should form δS
δW
= 0, δS
δλ
= 0.
In the absence of sources , the partition function is given by:
Z [ξ = 0] =
ˆ
D [λ]D [W ] eiN S[W,λ] (396)
S [W,λ] = q
ˆ
dzλz
+Tr
[
W † ∗ [g̃c]−1 ∗W
]
(397)
−iTr ln
[
−iG−1f
]
+ iκTr ln
[
−iG−1B
]
.
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In order to ensure a nontrivial saddle point, I set N −→∞, Q = q0N and κ = MN = constant.
Varying the fields yields:
∂Wzz′,lS [W,λ] = W̄zz′,l [〈z| g̃c,l |z′〉]
−1
+ i 〈z′|Gf |z〉 (398)
∂W̄zz′ ,lS [W,λ] = [〈z| g̃c,l |z
′〉]−1Wzz′,l − iκ 〈zl|GB |z′l〉 (399)
∂λzS [W,λ] = q + i
〈
z−
∣∣Gf |z〉 (400)
and putting Eqs. (398-400) to zero one obtains the matrix representation of the bosonic Hubbard-
Stratonovich and fermion self-energy:
〈z|ΣB |z′〉 =
(
W̄z′z,L 0
0 W̄z′z,R
)
(401)
= −i
(
〈z′| g̃c,L |z〉 0
0 〈z′| g̃c,R |z〉
)
〈z|Gf |z′〉
〈z|Σf |z′〉 =
∑
l
Wzz′,l = iκ
∑
l
〈z| g̃c,l |z′〉 〈zl|GB |z′l〉 (402)
q = −i
〈
z−
∣∣Gf |z〉 . (403)
Finally, Eqs. (401-403) can be rewritten as follows:
ΣB (z, z
′) = −ig̃c (z′, z)Gf (z, z′) (404)
Σf (z, z
′) = iκg̃c (z, z
′)GB (z, z
′) (405)
q = −iGf
(
z−, z
)
. (406)
where κ = M/N , q = Q/N and the local bare conduction electron Green’s function is given by:
g̃c (z, z
′) =
√
JL,zJL,z′ g̃c,L (z, z
′) +
√
JR,zJR,z′ g̃c,R (z, z
′)√
(JL,z + JR,z) (JL,z′ + JR,z′)
. (407)
Eqs.(404-406) are the self-consistency equations which have to be solved together with:
G−1f (t) = g
−1
f (t)− Σf (t) (408)
G−1B (t) = g
−1
b (t)− ΣB(t) (409)
where the bare bosonic Hubbard-Stratonovich fields Green’s function and pseudo-fermion Green’s
function are given by:
g−1B (z, z
′) = δ (z − z′) −1
JL,z′ + JR,z′
(410)
g−1f (z, z
′) = δ (z − z′) (i∂z′ − λz′) . (411)
5.3.2 Dyson’s equation for the retarded and Keldysh components
From the Dyson’s equation G−1 = g−1−Σ on the Keldysh contour, using Langreth rules we obtain
[
GR,A
]−1
=
[
gR,A
]−1 − ΣR,A (412)
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where GR† = GA, subjected to the boundary conditions
GR,A (t, t′) = Θ
[
± (t− t′) + 0+
]
GR,A (t, t′) (413)
Moreover for fields with bosonic or fermionic statistics one has GR,A (t, t) = ∓i.
For the Keldysh component let’s consider that the system in question was prepared and coupled to
macroscopic leads at the infinite past and has already relaxed to a steady-state. The macroscopic
leads are considered to be non-interacting and are characterized by their temperature and chemical
potential, i.e. each lead is in thermal equilibrium. With this assumptions the Keldysh component
of the Green’s function obeys
GK = GRΣKGA. (414)
Using Langreth rules, the constitutive relations of Eqs. (404-405) can be rewritten in terms of
larger and lesser Green’s functions:
Σ>,<B (t, t
′) = −ig̃<,>c (t′, t)G>,<f (t, t′) (415)
Σ>,<f (t, t
′) = iκg̃>,<c (t, t
′)G>,<B (t, t
′) (416)
q = −iG<f (0) (417)
together with the usual relations
GR (t, t′) = Θ(t− t′) [G> (t, t′)−G< (t, t′)] (418)
GA (t, t′) = −Θ(t′ − t) [G> (t, t′)−G< (t, t′)] (419)
GK (t, t′) = G> (t, t′) +G< (t, t′) (420)
In Eqs.(415-417), Gf is the pseudofermion propagator and GB is the propagator of a bosonic
Hubbard-Stratonovich decoupling field. Σf (ΣB) is the proper self-energy of Gf (GB) and is
related to it via the Dyson’s equation, as explained before.
So far, the treatment has been general and no particular form of the Kondo exchange coupling
matrix has been assumed. For the physically most relevant case, where the Kondo Hamiltonian is
derived from an Anderson-type model through a Schrieffer-Wolff transformation, a single coupling
constant J = JL + JR emerges so that the exchange matrix Jll′ = 〈l| J̃ |l′〉 ,
∑
i=l,l′
|i〉 = |L〉 , |R〉 takes
the from:
J =
(
JL
√
JLJR√
JLJR JR
)
. (421)
Thus, the exchange coupling matrix is singular, det(J) = 0. In this case, where one of the
eigenvalues of J vanishes, we can write
J̃ = |u+〉 (JL + JR) 〈u+| (422)
with
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|u−〉 = −
√
JR
JL + JR
|L〉+
√
JL
JL + JR
|R〉 (423)
|u+〉 =
√
JL
JL + JR
|L〉+
√
JR
JL + JR
|R〉 . (424)
As the exchange matrix is singular the component u− of the B field has to vanish and thus
ĜB = |u+〉 ĜB+ 〈u+| . (425)
Therefore, in this case the Eqs.(415-417) can be solved selfconsistently with:
G−1B = g
−1
B − ΣB, (426)
g−1B =
−1
JL + JR
, (427)
g̃c =
JLg̃c,L + JRg̃c,R
JL + JR
. (428)
5.4 Non-equilibrium steady-state description
The steady-state condition implies that the system is time translationally invariant so thatGR,A,K (t, t′) =
GR,A,K (t− t′). Therefore, it is advantageous to solve the selfconsistent equations in the frequency
domain with the definitions:
A (t) =
ˆ
dω
2π
A (ω) e−iωt (429)
A (ω) =
ˆ
dtA (t) eiωt. (430)
Eqs.(415-417) take the form
Σ>,<B (ω) = −i
ˆ
dν
2π
g̃<,>c (ν − ω)G>,<f (ν) (431)
Σ>,<f (ω) = iκ
ˆ
dν
2π
g̃>,<c (ω − ν)G>,<B (ν) (432)
q = −i
ˆ
dω
2π
G<f (ω) . (433)
The reservoirs are in equilibrium and are thus characterized by their respective chemical potentials
µL and µR and their respective temperatures TL and TR. There are various ways of having non-
equilibrium boundary conditions e.g. µL 6= µR or TL 6= TR or both. Setting µL 6= µR creates a
particle current through the interacting region while setting TL 6= TR creates an entropy or heat
current through the system. Here, I have considered the case where TL = TR and µL 6= µR.
I have introduced the following reservoir quantities
ρ±c,l (ω) = −
1
2πi
[
g̃>c,l (ω)± g̃<c,l (ω)
]
(434)
ρHc,l (ω) = −
1
π
P
ˆ
dν
ρ−c,l (ν)
ω − ν (435)
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where ρ−c,l (ω) =
1
L
∑
p δ (ω − εpl) is the normalized (
´
dωρ−c,l (ω) = 1) local density of states of
reservoir l, ρHc,l (ω) is its Hilbert transform and ρ
+
c,l (ω) is proportional to the Keldysh component of
the Green’s function. Since the reservoirs are taken to be in equilibrium, the fluctuation dissipation
theorem can be applied and it is found that
ρ+c,l (ω) = fl (ω) ρ
−
c,l (ω) (436)
with
fl (ω) = [1− 2nfl (ω − µl)] = tanh
[
βl
2
(ω − µl)
]
(437)
Here, nfl (ω − µl) is the Fermi function, and βl and µl are the inverse temperature and the chemical
potential of reservoir l. The lead’s Green’s functions are
g̃R,Ac (ω) = −π
[
ρHc (ω)± iρ−c (ω)
]
(438)
g̃Kc (ω) = −2πiρ+c (ω) (439)
with
ρ−c (ω) =
JLρ
−
c,L (ω) + JRρ
−
c,R (ω)
JL + JR
(440)
ρ+c (ω) =
JLfL (ω) ρ−c,L (ω) + JRfR (ω) ρ
−
c,R (ω)
JL + JR
. (441)
Also the same spectral representation for the Green’s functions and the self-energies in terms of
the real quantities ρ±f,B (ω) and σ
±
f,B (ω) is used:
ρ±f,B (ω) = −
1
2πi
[
G>f,B (ω)±G<f,B (ω)
]
(442)
ρHf,B (ω) = −
1
π
P
ˆ
dν
ρ−f,B (ν)
ω − ν (443)
and
σ±f,B (ω) = −
1
2πi
[
Σ>f,B (ω)± Σ<f,B (ω)
]
(444)
σHf,B (ω) = −
1
π
P
ˆ
dν
σ−f,B (ν)
ω − ν (445)
One can express the self-consistent equations in terms of these quantities. With the definitions
which were explained above, Dyson’s equation translates into
ρ±f (ω) = σ
±
f (ω)
{[
ω − λ̃+ πσHf (ω)
]2
+
[
πσ−f (ω)
]2
}−1
(446)
ρ±B (ω) = σ
±
B (ω)
{[
− (JL + JR) + πσHB (ν)
]2
+
[
πσ−B (ω)
]2}−1 (447)
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with λ̃ = λt − κ2 (JL + JR)
´
dωρ+c (ω) being a renormalized chemical potential, and Eq.(431-433)
translate to
σ±B (ω) = ∓
1
2
ˆ
dν
[
ρ±c (ν − ω) ρ+f (ν)− ρ∓c (ν − ω) ρ−f (ν)
]
(448)
σ±f (ω) = κ
1
2
ˆ
dν
[
ρ±c (ω − ν) ρ+B (ν) + ρ∓c (ω − ν) ρ−B (ν)
]
(449)
q =
1
2
[
1−
ˆ
dωρ+f (ω)
]
. (450)
In the particle-hole symmetric case (q = 1/2) and for a particle-hole symmetric DOS of the leads
(ρ−c (ω) = ρ−c (−ω)) the quantities ρ±f,B and σ±f,B are real.
5.5 Observables
5.5.1 Susceptibility
On the Keldysh contour the impurity time-ordered spin-spin correlation function is defined by
χ (z, z′) = i
1
N
∑
a
〈TγSa (z)Sa (z′)〉 , (451)
where Tγ is the time-ordering operator on the Keldysh contour. Using the SU(N) representation
of the spin impurity, see Chapter 3,
Siσσ′(z) = f
†
σ(z)τ
i
σσ′fσ′(z)
where τaσσ′ are N2 − 1 generators of the SU(N) group satisfying the Fierz identity
τaα,βτ
a
γ,δ = δα,δδβ,γ − 1N δα,βδγ,δ.
A brief review on SU(N) algebra is given in Chapter 3, Sec.3.5.
Eq.(451) can be simplified and written explicitly in terms of correlators
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χ (t, t′) = i
1
N
∑
a
〈TγSa (t)Sa (t′)〉
= i
1
N
∑
αβδγ
(
δα,δδβ,γ −
1
N
δα,βδγ,δ
)〈
Tγf
†
α (t+) fβ (t) f
†
γ
(
t′+
)
fδ (t
′)
〉
= i
1
N
∑
αβδγ
(
δα,δδβ,γ −
1
N
δα,βδγ,δ
)[〈
Tγf
†
α (t+) fβ (t) f
†
γ
(
t′+
)
fδ (t
′)
〉
C
−
〈
Tγfδ (t
′) f †α (t+)
〉 〈
Tγfβ (t) f
†
γ
(
t′+
)〉
+
〈
Tγf
†
α (t+) fβ (t)
〉 〈
Tγf
†
γ
(
t′+
)
fδ (t
′)
〉]
= i
1
N
∑
αβ
[〈
Tγf
†
α (t+) fβ (t) f
†
β
(
t′+
)
fα (t
′)
〉
C
− 1
N
〈
Tγf
†
α (t+) fα (t) f
†
β
(
t′+
)
fβ (t
′)
〉
C
−
〈
Tγfα (t
′) f †α (t+)
〉 〈
Tγfβ (t) f
†
β
(
t′+
)〉
+
1
N
〈
Tγfβ (t
′) f †α (t+)
〉 〈
Tγfα (t) f
†
β
(
t′+
)〉
+
〈
Tγf
†
α (t+) fβ (t)
〉 〈
Tγf
†
β
(
t′+
)
fα (t
′)
〉
− 1
N
〈
Tγf
†
α (t+) fα (t)
〉 〈
Tγf
†
β
(
t′+
)
fβ (t
′)
〉]
= i
1
N
∑
αβ
[〈
Tγf
†
α (t+) fβ (t) f
†
β
(
t′+
)
fα (t
′)
〉
C
− 1
N
〈
Tγf
†
α (t+) fα (t) f
†
β
(
t′+
)
fβ (t
′)
〉
C
]
= −i
(
N − 1
N
)
Gf (t
′, t)Gf (t, t
′) (452)
where both t and t′ are still on the Keldysh contour and t+ (t′+) is infinitesimally larger than t
(t′). In the steady state considered here the system possesses time-translational invariance and
all (two-point) correlation functions C(t, t′) are only functions of t − t′, i.e.C(t, t′) = C(t − t′).
Therefore, I do Fourier transformation to work on the frequency domain.
In the following I will make use of the frequency representation of the retarded, advanced and
Keldysh Green’s function as
GR,Af (ω) =
ˆ
dν
ρ−f (ν)
ω − ν ± i0+ = −π
[
ρHf (ν)± iρ−f (ω)
]
(453)
GKf (ω) = −2πiρ+f (ω) . (454)
For t′ = 0, one can write the Fourier transform of impurity spin susceptibility as
χ̃± (ω) = −π
ˆ
dt eiωt
[
ρ+f (−t) ρ±f (t)− ρ−f (−t) ρ∓f (t)
]
= −π
ˆ
dt eiωt
ˆ
dω1
2π
ˆ
dω2
2π
eiω1te−iω2t
×
[
ρ+f (ω1) ρ
±
f (ω2)− ρ−f (ω1) ρ∓f (ω2)
]
= −π
ˆ
dν
2π
[
ρ+f (ν − ω) ρ±f (ν)− ρ−f (ω − ν) ρ∓f (ν)
]
, (455)
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with χ(ω) =
(
N − 1
N
)
χ̃± (ω)
χ± (ω) = −1
2
(
N − 1
N
)
ˆ
dν
[
ρ+f (ν − ω) ρ±f (ν)− ρ−f (ω − ν) ρ∓f (ν)
]
(456)
where χ± (ω) = − 1
2πi
[χ> (ω)± χ< (ω)].
5.5.2 Cross 4-point function
In order to compute the currents and the Kondo singlet strength a quantity that is defined in
Sec.5.5.4 and that quantifies the degree of singlet formation, the evaluation of the connected 4-
point function
〈
Tγc
†
p2α2σ2l2
cp1α1σ1l1f
†
s2
fs1
〉
C
is needed. Here, C denotes the connected part of a
correlation function and Tγ is the time-ordering operator on the Keldysh contour. Using the
procedure outlined in appendix H, and in particular Sec.H.2, one obtains
〈
Tγfs1 (t1) f
†
s2
(t2) cp1α1σ1l1 (t3) c
†
p2α2σ2l2
(t4)
〉
C
= i
1
N
1
nc
δs1σ2δs2σ1δα1α2Fp1l1;p2l2 (t1, t2, t3, t4) (457)
where
Fp1l1;p2l2 (t1, t2, t3, t4) =
√
Jl2Jl1√
(JL + JR) (JL + JR)
ˆ
dz′
ˆ
dz Gf (t1, z) (458)
×gc;p2l2 (z, t4)GB (z, z′) gc;p1l1 (t3, z′)Gf (z′, t2)
with gc;p1l1 (t, t′) = 〈tp1l1| gc |t′p1l1〉. In the limit where all time arguments coincide we have
〈
c†p2α2σ2l2 (t) cp1α1σ1l1 (t) f
†
s2
(t) fs1 (t)
〉
C
= i
1
N
1
nc
δs1σ2δs2σ1δα1α2Fp1l1;p2l2 (t) , (459)
where the time-ordering for the equal-time limit is defined through Fp1l1;p2l2 (t) = limt1,2,3,4→t Fp1l1;p2l2 (t1, t2, t3, t4)
∣∣
t1>t2>t3>t4
.
Fp1l1;p2l2 (t) can be explicitly evaluated using Langreth rules and making use of considering a steady-
state. This procedure is straightforward but involved and yields
Fp1l1;p2l2 (t) = 4iπ
5
[
I(1)l1p1,l2p2 + I
(2)
l1p1,l2p2
]
, (460)
The details and also the definition of I(1)l1p1,l2p2 and I
(2)
l1p1,l2p2
are given in appendix H.
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5.5.3 Currents
The currents of particles and energy through the system are obtained from the change in particle
number and energy of e.g. the left lead through a continuity equation for the conserved quantity
(particle number or energy),
Jb = −∂t 〈Qb (t)〉 = −i 〈[H (t) ,Qb (t)]〉 (461)
JE → QE = HL =
∑
p,ασ
εpLc
†
pασLcpασL (462)
JP → QP = NL =
∑
p,ασ
c†pασLcpασL. (463)
Using the identity
[
c†αcβ, c
†
γcδ
]
= δβ,γc
†
αcδ − δα,δc†γcβ and the fact that the Hamiltonian can be
decomposed as H = HL +HR +HJ with
HJ =
1
N
∑
ll′
Jll′
∑
σσ′
∑
α
(
f †σ fσ′ − qδσσ′
)
c†0,ασ′l′c0ασl, (464)
one obtains
JP (t) /M = 2
√
JL,tJR,tRe
[
1
n2c
∑
pp′
FRp′,Lp (t)
]
(465)
and
JE (t) /M = 2
√
JL,tJR,tRe
[
1
n2c
∑
pp′
εpLFRp′,Lp (t)
]
. (466)
The details of calculating JE,JP are given in appendix H, see Sec.H.2.2.
5.5.4 Kondo singlet strength
It follows from the Hamiltonian, Eq.(375), that the Kondo term contribution to the total energy
is given by
EK (t) =
1
N
∑
ll′
∑
c
Jll′ 〈S (t) .sc,ll′ (t)〉
= κ
(
N2 − 1
N
){
i
∑
l1l2
Jl1l2
[
1
n2c
∑
p1p2
Fp1l1;p2l2 (t)
]}
= −Jκ
(
N2 − 1
N
)
φs (t) . (467)
124
φs will be called the Kondo singlet strength. This expression can be greatly simplified using the
definition of Fp1l1;p2l2 (t), see previous section. This then yields for the Kondo singlet strength
φs = π/J w
H (0) , (468)
wH (0) is the Hilbert transform of w− (ω)
wH (ω) = − 1
π
ˆ ∞
−∞
dν P
[
w− (ν)
ω − ν
]
(469)
where
w− (ω) =
1
2
ˆ
dν
[
σ+B (ν − ω) ρ−B (ν)− σ−B (ν − ω) ρ+B (ν)
]
. (470)
In this way, φs is a dimensionless quantity, which possesses a well-defined large-N limit and quan-
tifies the degree of singlet formation.
5.6 Details of the numerical treatment
The explicit form of the pseudogap density of states of the leads is taken to be
ρ−c,l (ω) =
1√
2ΛΓ
(
r+1
2
)
∣∣∣∣
ω√
2Λ
∣∣∣∣
r
e−
ω2
2Λ2 , (471)
with l = R,L and Λ = 1 a high-energy cutoff. Here, a soft cutoff ∼ e− ω
2
2Λ2 is chosen to facilitate
the numerical evaluation. The self-consistent equations were solved iteratively on a logarithmi-
cally discretized grid with 350 points ranging from −10Λ to 10Λ. The criterium for convergence
of the selfconsistency loop was that the relative difference of two consecutive iterations was less
than 10−6. This is reminiscent of the numerical evaluation of the dynamical large-N equation in
equilibrium discussed in detail in Chapter 3.
The main additional requirement for the non-thermal states is to properly resolve the FDR for
arbitrarily large/small ratios of (µL − µR)/T and (µL − µR)/ω for each ω/T . The results were
benchmarked by the conditions that the fluctuation dissipation ratios of the Green’s functions
have to accurately reproduce the equilibrium fluctuation dissipation relations demanded by the
fluctuation-dissipation theorem.
For the numerical results presented in the following I use r = 0.2. Different values of r yield
equivalent results,. The other parameters κ = M/N and q = Q/N which specify the large-N limit
of the model are chosen as κ = 0.3 and q = 1/2. This results in rmax = 0.412(4). Our choice of val-
ues for κ and r ensures a finite static spin susceptibility χ′ (ω = 0) within the MCK phase as T → 0.
Once a selfconsistent solution forGf (ω) andGB(ω) has been obtained (for given set of (T, r, J,Λ, µL−
µR)), the various observables discussed in the previous section can be obtained. Thus in the scaling
regime of the various fixed points the scaling functions of dynamic and static spin susceptibility,
singlet strength and conductance for non-thermal, current-carrying steady-states are obtained.
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5.7 Results
In equilibrium, as will be explained in Sec.5.7.1, our approach yields dynamical scaling functions
that coincide with those obtained from quantum Monte-Carlo calculations [93].
Our primary goal in this chapter is to understand the quantum critical behavior far from equi-
librium and in particular, how the steady state scaling functions compare to their equilibrium
behavior. In order to address this question, it is important to have a model that treats thermal
and non-thermal steady states on equal footing. Therefore, I first study the pseudo gap Kondo
model using dynamical large-N treatment at equilibrium and then in Sec.5.7.2, a non-equilibrium
setup is considered to investigate non-thermal steady state scaling functions and steady state
dynamics of the model.
5.7.1 Equilibrium steady-state description of pseudogap Kondo model
In the equilibrium setup the two leads are hold at the same temperature and the same chemical
potential (∆T = 0, V = 0). In the following the scaling functions of singlet strength, dynamic
and static spin susceptibility from a selfconsistent solution for Gf (ω) and GB(ω) for a set of
(TL = TR = T, µL = µR, r, J, κ,Λ) are evaluated.
A possible order parameter for the transition from the overscreened Kondo to a local-moment phase
is given by limT→0 Tχ(ω = 0, T ), where χ(ω, T ) is the Fourier transform of the local (impurity)
spin-spin correlation function χ(t− t′).
I work on the Keldysh contour where the lesser and greater components are defined in the
usual way as χ> (t− t′) = −i 1
N
∑
a 〈Sa (t)Sa (t′)〉 with t ∈ γ← and t′ ∈ γ→ and χ< (t− t′) =
−i 1
N
∑
a 〈Sa (t′)Sa (t)〉, with t ∈ γ→ and t′ ∈ γ←. These definitions yield χR (t) = Θ (t) [χ> (t)− χ< (t)]
and χA = χR + χ< − χ>. Here, γ→(←) is the forward (backward) branch of the Keldysh contour,
respectively. (see also the introduction into the Keldysh technique in appendix H.)
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Figure 35: The results shown here are for r = 0.2 and M/N = 0.3. (a) Inverse of the static spin
susceptibility as a function of J for different temperatures. (b) Singlet-strength as a function of J plotted
for different values of the temperature. The inset shows that, as temperature decreases, the T = 0 curve
is approached from below in the MCK and from above in the LM phases. The temperature range covers
8 decades and is encoded in the color of the curves following the color code of the inset of figure (a).
The equilibrium behavior of the inverse static susceptibility χ′ (ω = 0, T ) in the relaxational
regime (ω  T ) near the MCK, C, and LM fixed points is shown in Fig.35-(a). For J < Jc ' 0.44D,
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i.e. in the LM phase, one observes Curie-like behavior at lowest temperatures χ′ (ω = 0, T ) ∝ T−1.
In the MCK phase (J > Jc and with our choices of κ and r), the T = 0 susceptibility remains
finite. At the QCP, Kondo screening is critically destroyed: As the QCP is approached from the
MCK side, limT→0 χ−1(ω = 0)→ 0, where χ(ω, T ) is the Fourier transform of the local (impurity)
spin-spin correlation function χ(t− t′). Such a behavior is indicative of a terminating energy scale
as the local QCP is approached from the Kondo side.
Another observable which can be obtained at each fixed point is the singlet strength φs, as was
explained in Sec.5.5.4. It is defined through a Kondo term contribution in the Hamiltonian. The
singlet-strength φs vs. J at different T and at V = 0 is shown in Fig.35-(b). The numerical data
at T 6= 0 suggest that φs (J, T = 0) is a continuous function of J . Fig.35-(b) shows that the way
the T → 0 limit is approached is distinct within the two phases: φs (J, T )− φs (J, T → 0) > 0 for
the LM and φs (J, T )− φs (J, T → 0) < 0 in the MCK phases. At the C fixed point, φs (J, T ) as a
function of J crosses for different values of T (for sufficiently low T ).
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Figure 36: Logarithmic derivative of the dynamic susceptibility ∂lnω lnχ′′ (ω) vs ω/T for each fixed point
at equilibrium. (a) shows ω/T 1+κ -scaling at the local moment fixed point, indicative of a weak coupling
fixed point and absence of hyperscaling (b),(c) show ω/T scaling for critical and multi channel Kondo
fixed points respectively.
In Figs.36-(b) the scaling plots of the logarithmic derivative of χ′′ (ω) for different values of the
temperature, i.e. ∂lnω lnχ′′ (ω) for the different fixed points are shown. Note that ∂lnω lnχ′′ (ω) '
αχ within the scaling region where χ′′ (ω) ∝ |ω|αχ . The values of αχ in the quantum coherent
regime (ω/T  1) agree with those obtained analytically from a T = 0 scaling ansatz [133] for
the MCK (αχ ' −0.97) and C (αχ = 0.087) fixed points. These results are compatible with a
dynamical scaling form χ′′ (ω, T ) = TαχΦ (ω/T ), in terms of an universal scaling function Φ (x)
possessing asymptotic values Φ (x) ∝ x for x  1 and Φ (x) ∝ xαχ for x  1. Thus, the scaling
properties are in line with a dynamical ω
T
-scaling for the C and MCK fixed points. For the LM fixed
point I find αχ = −1 and a scaling form χ′′ (ω) = TαχΦ̃ (ω/T 1+κ), indicative of a weak-coupling
fixed point and absence of hyperscaling. These results are discussed in more detail in [133].
5.7.2 Non-thermal steady-states
As explained in Sec.5.2.2, a non-equilibrium setup is considered where the two leads, initially
decoupled from the impurity (for t < t0), are held at chemical potentials µL = −µR = |e|V/2
(|e| = 1 in the following). At t = t0 the coupling between the leads and the impurity is turned on.
A steady-state is reached by sending t0 → −∞ so that any transient behavior will already have
faded away at (finite) time t, see Fig.37
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Figure 37: Non-equilibrium setup which is considered: (a) At t < t0 the leads are held at different
chemical potential and initially are decoupled from the impurity; (b) The decoupling between leads and
impurity is turned on at t = t0; (c) A steady-state is reached by sending t0 → −∞.
The non-equilibrium steady-state FDR for a dynamical observable A(t, t′) = A(t− t′) is defined
through:
FDRA(ω) = [A>(ω) + A<(ω)]/[A>(ω)− A<(ω)], (472)
where A>/< are the Fourier transforms of the greater/lesser components of A. At equilibrium, the
fluctuation-dissipation theorem implies the standard fluctuation-dissipation relations for bosonic
and fermionic fields: FDRA(ω) = tanh (βω/2)
ζ (with ζ = ±1 for fermionic (+) and bosonic (-)
operators). As already discussed in Sec.5.1 the definition of Teff is based on an extension of the
FDT into the non-linear regime. Following Refs. [116, 129, 137], Teff is defined via FDRχ through
its asymptotic low-frequency behavior:
T−1eff = limω→0
βχeff (ω) = limω→0
FDRA(ω)−ς
ω/2
(473)
This definition suggests that, in general, Teff is operator dependent, i.e. it only reproduces the
fluctuation-dissipation relation for the operator in the static limit (ω → 0). We will see below, that
Teff is more general in the scaling regime of the unconventional quantum critical points considered
here.
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Figure 38: Scaling Teff/T vs V/T : intermediate (MCK and C) and weak coupling fixed point (LM) show
Teff ∼ V for V  T .
For any reasonable definition of an effective temperature, we have to demand that in equilibrium
Teff = T . This is clearly fulfilled with the definition above. On the other hand, a linear-in-V
decoherence rate in the non-equilibrium relaxational regime near an interacting quantum critical
point is signaled by ω/V -scaling [130]. Essentially, this means that if V  T , only V as a source
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of decoherence is present and acts like an effective temperature as far as decoherence is concerned,
so that ω/T is replaced by ω/V scaling. (Recall that ω/T scaling implies a linear-in-T relaxation
rate. In a similar way, ω/V scaling signals a linear-in-V relaxation rate). Thus, in this case and
at T = 0 one expects Teff = cV . This has been explicitly demonstrated in Ref. [21]. Therefore, it
is reasonable to expect that analyzing Teff/T vs V/T will bring out the universal factor c, which
is indeed what is found: 38 shows the resulting T/Teff as a function of V/T for the different fixed
points computed for different values of V and T . In the non-linear regime, the scaling collapse for
T/Teff implies Teff = cV , where 1/c is the amplitude of the scaling curve in the non-linear regime.
Note that even for the LM fixed point, where hyperscaling is violated, Teff ∼ V holds for V  T ,
see Fig.38. It is important to realize that the properties we see in terms of Teff are a property of
the flow towards the LM fixed point. It is checked that different values of J within the LM and
the MCK phases result in the same Teff/T vs V/Teff curve for sufficiently low temperature T .
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Figure 39: Scaling of the inverse static susceptibility χ′ (0)−1 with Teff for different fixed points for r = 0.2
and M/N = 0.3. The equilibrium scaling form (grey curves) is compared with the same quantity under
non-equilibrium conditions where T is substituted by Teff. The temperature range covers 8 decades and is
encoded in the color of the curves.
Far from equilibrium and outside any scaling regime, χ is a function of ω, T and V , but near
a fixed point χ(ω, T, V ) develops a scaling form in terms of a combination of ω, T and V . This
then raises the question how Teff enters the scaling function. To answer this question I plotted
both equilibrium results for V = 0 (which was described in Sec.5.7.1) and non-equilibrium scaling
functions for static and dynamic susceptibility and Kondo singlet strength replacing temperature
by effective temperature on top of each other. This leads us to a remarkable result, see Fig.39 and
Fig.40. The non-thermal steady-state scaling function of χ = χ(ω, T, V ) when scaled in terms of
Teff recovers the equilibrium scaling function of that particular fixed point with Teff replacing T .
This not only turns out to be true for χ at each of the fixed points of the model but also holds
for the singlet-strength, a higher-order correlation function, as will be demonstrated below. We
first consider the static susceptibility. Fig.39 shows the equilibrium scaling forms of χ′ (0)−1 as a
function of Teff for different values of temperature and bias voltage V for the LM, C and MCK fixed
points. The color coding reflects the values of the temperature T of the system , cf. Fig.35-(a).
The equilibrium form (grey lines) is recovered even for Teff/T  1.
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Figure 40: Logarithmic derivative of the dynamic susceptibility ∂lnω lnχ′′ (ω) vs ω/Teff. For each fixed
point, the equilibrium scaling form (black dashed lines) is compared with the same quantity under non-
equilibrium conditions where T is substituted by Teff. The temperature range covers 8 decades and is
encoded in the color of the curves.
A similar result can be obtained at finite ω: Fig.40 shows the log-derivative ∂lnω lnχ′′ (ω) as a
function of ω/Teff for different values of T and V for the LM, C and MCK fixed points. These should
be compared with the equilibrium results. The equilibrium behavior of χ′−1(0) and ∂lnω lnχ′′ (ω)
is plotted for each fixed point in Fig.39 and Fig.40 as the underlying grey curve (and similarly for
Fig.41 and 42-(c)). Note that ∂lnω lnχ′′ (ω) ' αχ within the scaling region where χ”(ω) ∝ |ω|αχ .
The values of αχ in the quantum coherent regime (ω/T  1) agree with those obtained analytically
from a T = 0 scaling ansatz, see Eq.226 in Chapter 3 with values r = 0.2 and κ = 0.3, for the MCK
(αχ = −0.97) and C (αχ = 0.087) fixed points [133]. These results are compatible with a dynam-
ical scaling form χ”(ω) = TαχΦ(ω/T ), in terms of an universal scaling function Φ(x) possessing
asymptotic values Φ(x) ∝ x for x  1 and Φ(x) ∝ xαχ for x  1. Thus, the scaling properties
are in line with dynamical ω
T
-scaling for the C and MCK fixed points. For the LM fixed point
we find αχ = −1 and a scaling form χ”(ω) = TαχΦ̃(ω/T 1+κ), indicative of a weak-coupling fixed
point and absence of hyperscaling. This highlights our main result: The equilibrium scaling form
is recovered by replacing T by Teff. Note that Teff is defined from the FDR of the susceptibility in
the limit ω/T → 0. Therefore, the fact that the equilibrium scaling forms of χ′ (0) and χ′′ (ω) are
reproduced for Teff/T  1 and ω/Teff  1, respectively, is remarkable. I now turn to a discussion
of the steady-state behavior of the Kondo singlet strength φs.
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Figure 41: Scaling of the singlet strength φs with Teff for each fixed point and values r = 0.2 and
M/N = 0.3. The equilibrium scaling form (grey curves) is compared with the same quantities under
non-equilibrium conditions where T is substituted by Teff.
Scaling of the singlet strength φs as a function of Teff for different values of T and V is shown
in Fig.41. Again, the equilibrium scaling behavior (gray lines) is reproduced.
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I now turn to the discussion of the charge current. Unlike χ and φs, the conductance G depends on
both pseudoparticle propagators Gf & GB. This can be seen from the expression of the T-matrix
which is a convolution of Gf and GB. One thus may wonder if Teff can have any meaning for the
conductance.
Figure 42: Conductance G normalized to the MCK fixed point conductance G0. (a) G(T ) as a function
of temperature computed for the lowest non-zero value of V and for several values of J (see color coding).
(b) G as a function of the bias voltage for fixed temperature. (c) G = JP/V vs Teff at different fixed
points. The equilibrium forms are given by the grey lines.
In Figs. 42-(a,b), the conductance per channel G = JP/V vs T and V is visualized, respectively.
In the linear response regime V, T  TK(J) of the MCK phase, the current is proportional to the
applied voltage JP = G0V . Outside of the scaling regime, i.e. for V, T  TK(J), G drops rapidly
as V or T increase. G0h ' 0.415 is the universal analog for the multichannel case of the unitary
limit of the SU(2) Kondo model. The linear and non-linear current-voltage characteristics display
power-law behavior as T, V → 0 [129, 130]. Near C, i.e. for J = Jc, the relation between the
current and the applied voltage is still linear, (JP = GcV ), however the critical conductance Gc
is much smaller than G0. Fig.42-(c) shows the conductance G as a function of Teff for different
values of T and V for the LM, C and MCK fixed points. The grey lines are obtained by varying
the temperature at fixed V for the lowest value of V considered in our study, i.e. Vmin = 10−8D.
The results are remarkable as the temperature dependence of the linear response conductance is
reproduced at all fixed points when the non-linear conductance is taken as a function of Teff. This
is true even for values of V several orders of magnitude larger than Vmin.
5.7.3 The pseudogap resonant level model
The resonant level model (RLM) often serves as a proxy for the fully interacting Anderson impurity
model. In addition, the an-isotropic Kondo model at its Toulouse point can be mapped onto the
(spinless) RLM . The U → ∞ Anderson model can be written in terms of pseudo fermion and
slave boson operators. In addition, a mean field treatment of the pseudogap Anderson model is
equivalent to the pseudogap RLM plus a sself-consistency constraint. In this representation the
impurity creation and annihilation operator, d†σ and dσ are represented by d†σ = f †σb and dσ = b†fσ.
One can think of b† as an operator which creates an empty state out of a vacuum state while f †σ
creates a singly occupied state of spin σ out of the vacuum. These operators obey bosonic and
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fermionic commutation relations, i.e., [b, b†] = 1 and {fσ, f †σ′} = δσσ′ . Here, b†b counts the number
of empty states and f †σfσ counts the number of single occupied states of spin σ. Imposing the
following constraint:
Q = bb† +
∑
σσ′
f †σfσ′ = 1 (474)
gives the following representation for the Anderson model Hamiltonian:
H =
∑
kσl
εklc
†
kσlckσl +
∑
σ
εff
†
σfσ +
∑
kσl
Vl
(
c†kσlfσb
† + f †σckσlb
)
(475)
The constraint means that at any time the system can either be empty or occupied, in the latter
case by either an electron with spin up or an electron with spin down. Note that the constraint
is a consequence of the U(1) gauge freedom in defining the pseudo-particle operators. One way of
imposing the constraint is to introduce an auxiliary field λ as was already explained in dynamical
large-N method in Chapter 3
Hλ =
∑
kσl
εkc
†
kσlckσl +
∑
σ
εff
†
σfσ +
∑
kσl
Vl
(
c†kσlfσb
† + f †σckσlb
)
+iλ
(
b†b+
∑
σ
f †σfσ − 1
)
(476)
The index l refers to the two conduction electron baths (or leads).
The next step is to apply the mean field approximation on Eq.(476) by substituting the Bose
operators b and b† by their expectation values, b → 〈b〉 = B and b† →
〈
b†
〉
= B. One can obtain
the mean fields B and λ by minimizing the free energy with respect to these variables. This can
be done easily since the Hamiltonian corresponds to a non-interacting Anderson or resonant level
model:
Hλ =
∑
kσl
εklc
†
kσlckσl +
∑
σ
ε̃ff
†
σfσ +
∑
kσl
Ṽl
(
c†kσlfσ + f
†
σckσl
)
+ (ε̃f − εf )
(
B2 − 1
)
(477)
where Ṽl = BVl; l ∈ L,R and ε̃f = εf + iλ are renormalized parameters. This mean field
treatment is commonly applied to the Anderson model with conduction electrons that possess
a constant density of states, but can equally well be applied to the pseudogap Anderson model,
where the conduction electron density of states vanishes in a power-law fashion at the Fermi energy.
Mean-field analysis of the pseudogap Anderson model in the slave boson representation leads to
the pseudogap RLM augmented with a selfconsistency condition. In the following I will solve the
pseudogap RLM out of equilibrium and obtain the dynamic spin susceptibility of the resonant
level. This will allow me to obtain an effective temperature for this model for given bias voltage
and temperature. The motivation is to study the difference between the results for the pseudogap
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RLM and the results from the dynamical large-N limit discussed above.
The Hamiltonian of the RLM is
HRLM =
∑
kσα
εklc
†
kσαckσα +
∑
σ
ε̃fd
†
σdσ +
∑
k,σ
Ṽl
(
c†k,σ,αfσ + f
†
σck,σ,α
)
. (478)
For the Hamiltonian in Eq.(478) which corresponds to Anderson model without any explicit in-
terelectron interaction it is straight forward to obtain Dyson’s equations for retarded or advanced
Green’s functions:
GR/A(ε) = gR/A + gR/A(ε)ΣR/A(ε)GR/A(ε). (479)
For the resonant level model since which is a non-interacting model, one can obtain the impurity
Green’s function and self-energy using the equation of motion or from the partition function by
integrating out conduction electron fields. In this case the inverse of the gaussian part is the
impurity Green”s function.
ΣR/A(ε) =
∑
kl
|vkl|2 gR/Akl (ε). (480)
Therefore, we have for the lesser and larger function of the leads
g<kl(t− t′) =
〈
c†kσl(t
′)ckσl(t)
〉
(481)
g>kl(t− t′) =
〈
ckσl(t)c
†
kσl(t
′)
〉
(482)
where
ckσl(t) = e
−itεklckσl (483)
c†kσl(t
′) = eit
′εklc†kσl (484)
yield the following relation for uncoupled leads:
g<kl(t− t′) = e−iεkl(t−t
′)
〈
c†kσl(0)ckσl(0)
〉
= f(εkl)e
−iεkl(t−t′) (485)
g>kl(t− t′) = e−iεkl(t−t
′)
〈
ckσl(0)c
†
kσl(0)
〉
= (1− f(εkl)) e−iεkl(t−t
′) (486)
Here f(εkl) = [exp(εkl − µl) + 1]−1 is the Fermi function . In order to obtain g>,<kα (ε) the Fourier
transforms of Eqs.(485,486) are required:
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g<kl(ε) =
´ β
0
dteiεtg<kl(t)
=
β
ˆ
0
dtei(ε−εkl)t
︸ ︷︷ ︸
2πδ(ε−εkα)
1
exp(εkl − µl) + 1
= 2πδ(ε− εkl)fα(εkl). (487)
Using Langreth’s theorem one can obtain :
G< = (1 +GRΣR)g<(1 + ΣAGA) +GRΣ<GA (488)
With the help of the Dyson equation one can show that the first term vanishes for a steady state
provided the system was in a non-interacting state in the infinite past. Therefore, G>,<d (ε) is given
by:
G>,<d (ε) = G
R
d (ε)Σ
>,<
d (ε)G
A
d (ε) (489)
where the larger and lesser impurity self energies are given by
Σ>,<d (ε) =
∑
kl
|vkl|2 g>,<kl (ε) (490)
and the retarded and advanced impurity self energies are
Σ
R/A
d (ε) =
∑
kl
|vkl|2
ε− εkl ± iη
= Λ(ε)∓ iΓ(ε). (491)
In Eq.(491), Γ(ε) =
∑
l=L,R Γ
l(ε) = π
∑
l=L,R |Ṽl|2
∑
kl δ(εkl−ε) and Λ(ε) is the real part of impurity
self-energy which can be obtained through Kramers Kronig relations from Γ(ε) (the imaginary part
of ΣR/Ad (ε) ). Finally, use was made of the relation
1
ε− εkα ± iη
= P
1
ε− εkα
∓ iπδ(ε− εkα). (492)
The total self-energy is a sum of those for each of the two leads
Λ(ε) = ΛRd (ε) + Λ
L
d (ε) = ReΣd(ε) =
∑
kα
|vkα|2 P
1
ε− εkα
(493)
Γ(ε) = ΓR(ε) + ΓL(ε) = −ImΣd(ε) = π
∑
kα
|vkα|2 δ(ε− εkα) (494)
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From Eqs.(493-494) and using g<kl(ε) = 2πδ(ε − εkl)f l(εkl) , we can write the lesser and larger
impurity self energies as:
Σ<d (ε) =
∑
kα
|vkα|2 g<kα(ε) (495)
= 2
[
ΓL(ε)fL(ε) + ΓR(ε)fR(ε)
]
Σ>d (ε− ω) =
∑
kα
|vkα|2 g>kα(ε− ω) (496)
= 2
∑
kα
Γα(ε− ω) (1− fα(ε− ω)) .
Using the following identity:
GRGA =
GR −GA
(GA−1 −GR−1) =
A(ε)
Γ(ε)
, (497)
one can rewrite Eq.(489) as follows:
G>,<d (ε) =
Ad(ε)
Γd(ε)
Σ>,<d (ε), (498)
where Ad(ε) = i2π
(
GR(ε)−GA(ε)
)
is the impurity spectral function which can be written in terms
of real and imaginary part of the self-energy:
Ad(ε) = −
1
π
ImGRd (ε)
= − 1
π
[
ΣImd (ε)
[ε− εd − ΣRed (ε)]
2
+ [ΣImd (ε)]
2
]
=
1
π
[
Γd(ε)
[ε− εd − Λ(ε)]2 + [−Γd(ε)]2
]
(499)
This yields the following expressions for lesser and larger impurity Green’s function:
G<d (ε) =
2
π
∑
l=L,R
Γld(ε)f
l(ε)
[ε− εd − Λd(ε)]2 + [−Γd(ε)]2
(500)
G>d (ε− ω) =
2
π
∑
l=L,R
Γld(ε− ω)−
∑
l=L,R
Γld(ε− ω)f l(ε− ω)
[ε− ω − εd − Λd(ε− ω)]2 + [−Γd(ε− ω)]2
. (501)
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As we have considered leads with pseudo-gap density of states ρlc(ε) = 2π
∑
kl
δ(ε− εkl) which yields:
Λld(ε− ω) = −
|vkl|2
2
P
ˆ
dε′
|ε′|rl
ε′ − (ε− ω) (502)
Γld(ε− ω) =
π |vkl|2
2
|ε− ω|rl θ (|D| − (ε− ω)) (503)
We are now in a position to calculate observables. As the model is non-interacting, any correlation
function can be expressed in terms of the resonant level Green’s functions G^< and G^> with the
help of Wick’s theorem. The effective temperature then follows with the help of Eqs.(472,473).
The observable that we obtain here is the dynamic spin susceptibility. The larger and lesser
components of the impurity spin susceptibility χ>,<imp (ω) is obtained from:
χ<imp(τ) = G
<
d (τ)G
>
d (−τ) (504)
χ>imp(τ) = G
>
d (τ)G
<
d (−τ). (505)
From the Fourier transform of Eq.(504), one gets the following relation for χ<imp(ω):
χ<imp(ω) =
ˆ
dτeiωτG<d (τ)G
>
d (−τ)
=
ˆ
dτeiωτ
1
2π
ˆ
dεeiετG<d (ε)
1
2π
ˆ
dε̃eiε̃τG>d (ε̃)
=
1
2π
ˆ
dτeiτ(ε̃+ω−ε)
︸ ︷︷ ︸
δ(ε̃+ω−ε)
ˆ
dεG<d (ε)
1
2π
ˆ
dε̃G>d (ε̃)
=
1
2π
ˆ
dεG<d (ε)G
>
d (ε− ω) (506)
Substituting G>,< from Eqs.(500,501) in Eq.(506) yields:
χ<imp(ω) =
1
2π
ˆ
dεG<d (ε)G
>
d (ε− ω)
=
1
2π
ˆ
dε

 2
π
∑
l=L,R
Γld(ε)f
l(ε)
[ε− εd − Λd(ε)]2 + [Γd(ε)]2
× 2
π
∑
l=L,R
Γld(ε− ω)−
∑
l=L,R
Γld(ε− ω)f l(ε− ω)
[ε− ω − εd − Λd(ε− ω)]2 + [Γd(ε− ω)]2

 (507)
Doing the same for χ>imp(ω) reads:
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χ>imp(ω) =
1
2π
ˆ
dεG>d (ε)G
<
d (ε− ω)
=
1
2π
ˆ
dε

 2
π
∑
α=L,R
Γαd (ε− ω)fα(ε− ω)
[ε− ω − εd − Λd(ε− ω)]2 + [Γd(ε− ω)]2
× 2
π
∑
α=L,R
Γαd (ε)−
∑
α=L,R
Γαd (ε)f
α(ε)
[ε− εd − Λd(ε)]2 + [Γd(ε)]2

 (508)
I will assume particle-hole symmetry and that the density of states of the conduction electrons
vanishes in a power-law fashion at the Fermi energy (ω = 0), ρ(ω) =
∑
εk
δ(εk−ω) ∼ |ω|rΘ(D−|ω|)
with power-law exponent 0 < r < 1. This corresponds to U = 0 and εd = 0 in the sketch of
Fig.33(a). In equilibrium this leads to power-law behavior with respect to ω of the T-matrix
|V |2GR(ω, T ) and the dynamic spin susceptibility χ(ω, T ) as ω → 0. Thus, the system will appear
critical. From Eq.(504,508), the Keldysh component of the spin susceptibility is obtained:
χK(ω, T, V )=
ˆ
dε
[∑
α Γ
α(ε)f(ε− µα)
[ε− Λ(ε)]2 + [Γ(ε)]2 ×
∑
α Γ
α(ε− ω)f(ω − ε+ µα)
[ε− ω − Λ(ε− ω)]2 + [Γ(ε− ω)]2 (509)
+
∑
α Γ
α(ε− ω)f(ε− ω − µα)
[ε− Λ(ε)]2 + [Γ(ε)]2 ×
∑
α Γ
α(ε)f(−ε+ µα)
[ε− ω − Λ(ε− ω)]2 + [Γ(ε− ω)]2
]
,
Eq.(509) allows us to analyze (χ−1)K and compare the results to those of Ref.[124], i.e. with
Eq.(372). We find that in the large-V limit (χ−1)K approaches a V dependent constant which
thus permits us to introduce an Teff in complete analogy to the procedure that led to Eq.(374).
This requires the construction of χR(ω, T, V ) and χA(ω, T, V ) and the associated FDR. Deviations
from scaling occur for the pseudogap Kondo model for temperature or frequency of the scale of
the Kondo temperature TK of the r = 0 Kondo model. Thus, the scaling regime is obtained for
T, ω  TK . The resonant level width Γ of the RLM corresponds to TK of the Kondo model. I thus
will only consider T < Γ and V < Γ. The resulting T/Teff is shown in Fig.43 as a function of V/T
for two different power-law exponents; r = 0.2 in Fig.43(a) and r = 0.3 in Fig.43(b). Our results
suggest that a scaling collapse reminiscent of what is found in the fully interacting pseudogap
Kondo model is absent [114].
5.8 Chapter summary
In this chapter, I have addressed the steady-state dynamics near quantum critical points and
analyzed it in terms of effective temperatures. It was found that both weak and intermediate
coupling fixed points can be characterized by an Teff and that all observables studied (χ, φs, G) scale
in terms of the same Teff within the scaling regime. Even more surprisingly, at all fixed points, the
local spin-spin correlation function χ and the singlet-strength φs assume their equilibrium scaling
functions even far from equilibrium when scaled in terms of Teff , i.e. if T is replaced by Teff .
A similar result relates the linear and non-linear conductance. note that in the (non-interacting)
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Figure 43: Teff for the pseudogap resonant level model. (a) Scaling plot of Teff for the pseudogap RLM,
Eq.(478) with εd = 0, D = 10, ṼL = ṼR = 0.1 and power-law exponent r = 0.2. Scaling collapse is only
found for Teff = T , i.e. in the linear response regime. Away from linear response, T/Teff does not collapse
as a function of V/T . (b) same as in (a) expect for a power-law exponent r = 0.3.
pseudogap resonant level model such behavior is absent [133]. Our results imply that similar results
should hold for a larger class of quantum critical systems and quantities. To which extend our
results rely on locality needs to be further investigated. We note, however, that the type of models
considered here are relevant to the DMFT approach to lattice systems out of equilibrium [138].
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Summary
In this thesis, a path integral formulation of the Schrieffer-Wolff transformation has been presented.
This transformation relates the low-energy sector of the Anderson model in the local moment limit
to the Kondo model. The resulting functional integral assumes the form of a spin path integral.
The approach will be particularly useful once higher order corrections are required. A derivation
of the effective low-energy model of a quantum dot attached to two magnetic leads demonstrates
the effectiveness of the presented version of the Schrieffer-Wolff transformation. Application of
this method to multi impurity systems are anticipated.
I studied the pseudogap Bose-Fermi Kondo model using a dynamical large-N method and obtained
full numerical solutions at all fixed points except for the weak coupling local moment one. I find
that the critical fixed points display ω
T
-scaling which is a manifestation of the interacting nature
of a fixed point. All critical fixed points show a scaling in terms of πT
sin(πτT )
which is remarkable
because in this model, both the pseudogap density of states for r 6= 0 as well as the sub-Ohmic
bosonic bath break conformal invariance. As a result such a scaling form is not expected. The re-
sults obtained from the scaling ansatz for the critical exponents of χ(ω, T = 0) and Gloc(ω, T = 0)
depend in a continuous fashion on the bath exponents r and αΦ. From the ωT -scaling it follows that
the exponents of the temperature behavior of the static susceptibility depends in the same way
continuously on r and αφ . This result is different from what has been observed in the easy axis
pseudogap Bose-Fermi Kondo model at finite temperature [79]. The reason for this difference may
have two roots, either it can be the result of a reduced symmetry in the easy axis case, or it can be an
artifact of non-analyticity of the 1/N-corrections in r and αΦ, which seems less likely. The impurity
entropy has also been obtained within the dynamical large-N limit. The analytic expression was
derived for the residual (T → 0) impurity entropy at the various critical fixed points of the model.
To obtain the expressions for the residual impurity entropy, I used a combination of numerical
results, i.e. ω
T
-scaling, the form of G(τ, β) at finite temperatures as well as the scaling ansatz.
The pseudogap two channel Anderson model has been investigated using the non-crossing approx-
imation (NCA). The failure of the NCA for the single-channel Anderson model with a constant
density of states is already well-known. Surprisingly, NCA captures satisfactorily the asymp-
totic low-energy properties of the two-channel model, both for metallic and semi-metallic (pseu-
dogapped) hosts. The results that have been presented for the magnetic susceptibility and the
impurity spectral function exhibit ω
T
-scaling in the dynamical properties. Therefore, the ω
T
-scaling
as a property which arises naturally within the dynamical large-N approach can be carried over to
the NCA for this impurity model.
Finally, the steady-state dynamics near unconventional quantum criticality has been addressed.
The pseudogap Kondo model allows to study the concept of effective temperatures near fully in-
teracting as well as weak-coupling fixed points. It can be concluded that in the scaling regime of
all the fixed points considered, all observables studied, i.e., dynamical spin susceptibility, Kondo
singlet strength and conductance scale, in terms of the same but fixed point specific effective tem-
perature Teff. As a notable result the local spin-spin correlation function and the singlet-strengths
recover their equilibrium scaling functions even far from equilibrium when scaled in terms of Teff
(i.e., when the actual temperature T is replaced by Teff). A similar relation has been revealed
between the linear and the non-linear conductance.
The main objective has been to study critical Kondo destruction in thermal equilibrium and near
non-thermal steady states within the dynamical large-N limit. Interestingly, we found that the
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interplay of different mechanisms of critical Kondo destruction (pseudogap DOS vs. bosonic fluctu-
ations) always leads to boundary conformal field theory-like scaling functions at criticality although
this symmetry is absent at the bare Hamiltonian level. This insight will hopefully prove helpful
in constructing a proper field theory of critical Kondo destruction. For non-thermal steady states,
we found that the quantum critical scaling regime associated with the critical Kondo destruction
is characterized by an effective temperature. This is very different from what is expected for the
Hertz-Millis-Moriya (or SDW) scenario. Our results are reminiscent of what has been discussed
within the ADS-CFT correspondence. This seems a promising route for future investigations.
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A Dynamics of Spin Waves
I review in the following the derivation of the effective action of an itinerant ferromagnet described
in terms of an one-band Hubbard-like model. Although this is largely textbook material, see e.g.
Ref.[59], chapter 3, our reason for doing so is two-fold. On the one hand, I show that the spin wave
dynamics is the result of a Berry phase term which can be obtained in a manner similar to that
in our presentation of the Schrieffer-Wolff transformation. For a general treatment of Goldstone
boson dynamics in terms of generalized coherent states I refer to the work by Blasone & Jizba [139].
Secondly, the summary of the spin wave dynamics presented here is needed in the application of
the Schrieffer-Wolff transformation for the magnetic transistor given in Sec.2.4.
Start with the Hubbard model, i.e.
H = −t
∑
〈i,j〉,σ=±
c†i,σcj,σ + Ũ
∑
i
c†i,+c
†
i,−ci,−ci,+ (510)
= −t
∑
〈i,j〉,σ=±
c†i,σcj,σ +
Ũ
2
∑
i,σ
ni,σ −
2
3
Ũ
∑
i
Si · Si
where
∑
〈i,j〉 denotes a sum over nearest neighbors.
The interaction part of H can be decoupled in terms of a real Hubbard-Stratonovich vector decou-
pling field φ, using
ˆ
dφi exp[−
1
2
(φi)
2 +
√
Ũ/3φi · Si] = (2π)3/2 exp[
Ũ
6
Si · Si]. (511)
Thus, one obtains
Z =
ˆ
D[ψ̄,ψ]
ˆ
D[φ] e−Seff[ψ̄,ψ,φ] ,
Seff[ψ̄,ψ,φ] =
ˆ β
0
dτ
{
− 1
2
∑
k
φ(k) · φ(−k) (512)
+
∑
k,k′
ψ̄(k′)
((
∂τ + εk − µ
)
δ(k− k′) +
√
Ũ
3
φ(k− k′)σ
)
ψ(k)
}
,
As a Hubbard-Stratonovich decoupling field, φ in Eq.(512) does not possess a dynamical (or
Berry) phase term φ̄∂τφ. I will assume that the spin-rotational invariance of the leads has been
spontaneously broken such that the saddle point action plus Gaussian fluctuations give a proper
description of the electronic and magnetic excitation spectrum. The saddle point value φ0 of the
vector field φ follows from
∂ lnZ
∂φi
∣∣∣∣∣
φi=φi,0
!
= 0, (513)
where φi is the ith component of vector φ and φ is related to the magnetization through φ(r) =
−2
√
Ũ/3〈S(r)〉. For the ferromagnetic case considered here, φ0 is spatially constant: φ0(k−k′) =
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φ0δ(k − k′). I choose the magnetization to be along the ẑ-direction. The Gaussian fluctuations
δφx, δφy ⊥ φ0 around the saddle point solution φ0 describe ferromagnetic spin waves. They are
gapless, possess XY -symmetry, and have a quadratic dispersion. I set φ = φ0~ez + δφx~ex + δφy~ey.
The fluctuations render Gc (G−1c = ∂τ + εk − µ + |φ0|
√
Ũ/3σ3 − Σ) non-diagonal in the basis
where φ0 = φ0~ez. As the ψ̄φψ term is local in configuration space, a local τ -dependent gauge
transformation can be performed: χ̄i = ψ̄iV
†
i (τ), χi = Vi(τ)ψi, such that the spin quantization
axis is always along φ, i.e.,
Ω · σ = V†σ3V, (514)
with Ω = φ/|φ|.
Thus, Eq.(512) becomes
Z =
ˆ
D[δφx, δφy]
ˆ
D[χ̄,χ] e−Seff[χ̄,χ,φ] ,
Seff[χ̄,χ,φ] =
ˆ β
0
dτ
{
− 1
2
∑
k
φ(k) · φ(−k) +
∑
k
χ̄(k)G−1c χ(k)
−
∑
〈i,j〉
χ̄i
(
Vi∂τV
†
jδi,j + ∆i,j
)
χj
}
, (515)
where G−1c = ∂τ + εk − µ+ |φ0|
√
Ũ/3
√
1 + (δφx/φ0)2 + (δφy/φ0)2σ
3 and ∆i,j = V†i (Vj −Vi). In
the continuum limit, ∆i,j −→ V†∇V. Thus,
Z =
ˆ
D[δφx, δφy] exp
[
− 1
2
ˆ β
0
dτ
∑
q
φ(q) · φ(−q)
]
×
ˆ
D[χ̄,χ] exp
[
−
ˆ β
0
dτ
∑
k
χ̄(k)G−1c χ(k)
]
×
ˆ
D[χ̄,χ] exp
[
−
ˆ β
0
dτ
∑
k
χ̄(k)G−1c χ(k)
]
× exp
[ ˆ β
0
dτ
∑
〈i,j〉
χ̄i
(
V∂τV
†δi,j + ∆i,j
)
χj
]/
ˆ
D[χ̄,χ] exp
[
−
ˆ β
0
dτ
∑
k
χ̄(k)G−1c χ(k)
]
, (516)
and, to linear order in V∂τV†, we find that 〈e
´ β
0 dτ χ̄V ∂τV
†χ〉 .= exp[
´ β
0
dτV∂τV
†∣∣
1,1
], see also
Eq.(52).
In the vicinity of the saddle point, δφi  φ. Neglecting terms higher than quadratic in δφ, one
finds
V =
(
1− 1
8
(
δφx
φ0
)2 − 1
8
( δφy
φ0
)2 δφx
2|φ0| − i
δφy
2|φ0|
− δφx
2|φ0| − i
δφy
2|φ0| 1−
1
8
(
δφx
φ0
)2 − 1
8
( δφy
φ0
)2
)
. (517)
142
Eq.(517) implies
V∂τV
†∣∣
1,1
=
1
2
ᾱ∂τα− α∂τ ᾱ
1 + |α|2 , (518)
where α = (δφx − iδφy)/(2|φ0|). At the level of the Gaussian approximation we thus have
´ β
0
dτV∂τV
†∣∣
1,1
=
´ β
0
dτᾱ∂τα for each mode (after partial integration and use of periodic boundary
conditions). This is the dynamical phase term associated with a bosonic field α. This identification
allows us to express the effective action in terms of α and the Grassmann fields χ̄, χ.
With a change of the integration variables and up to an overall prefactor from the saddle point
value of the action, we have
Z =
ˆ
D[ᾱ, α]
ˆ
D[χ̄,χ] e−Seff[χ̄,χ,φ] , (519)
Seff[χ̄,χ,φ] =
ˆ β
0
dτ
{∑
q
ᾱ(q)∂τα(q)−
∑
q
ωqᾱ(q)α(−q) +
∑
k
χ̄(k)G−1c χ(k)
}
.
Terms linear in the deviation from the saddle point vanish by virtue of Eq.(519). At linear order,
∆i,j does not contribute to Eq.(516) but the next order term determines the dispersion ωq of the
field α(q), which has the property ωq ∼ q2 for small |q|.
The transformation matrix V of Eq.(517) in terms of the fields α, ᾱ assumes the simple form
V =
(
1− 1
2
ᾱα α
−ᾱ 1− 1
2
ᾱα
)
. (520)
With the help of the local gauge transformation, Eq.(514), Eq.(512) is equivalent to Eq.(519)
within the Gaussian approximation, i.e. up to terms quadratic in α(ᾱ). A result that has been
used in the derivation of the effective low-energy model of a quantum dot attached to ferromagnetic
leads in Sec.2.4.
B Tree-level scaling analysis of the sub-Ohmic Bose-Fermi
Kondo model
In this appendix I will expand on the analysis done in Sec.2.4 to conclude that the couplings K1,
K2, and K3 are irrelevant for bosonic spectral densities
∑
q δ(ω − ωq) ∼ ωγ with γ > 0. First,
I recall how to count the scaling dimensions in real space in the φ4-theory. Scaling in real space
is used because this corresponds to imaginary time under the quantum-to-classical mapping. The
term scaling dimension of a field signifies its scaling behavior under a scale transformation. The
scale dimension ds of a field is defined as the power of the scale factor b the field acquires under a
scale transformation. That is, as the length scale of the system is rescaled as x → x′ = b−1x, the
field φ of scaling dimension ds will change as
φ→ φ′ = bdsφ.
The engineering dimension on the other hand is the scaling dimension as follows from simple
dimensional analysis. I will denote the engineering dimension of x by [x]. As an example, consider
e
´
d3xφ2
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The exponent must be free of any dimension, so [
´
d3xφ2] = 0 and therefore [φ] = −3/2. The
engineering dimension of coupling constants follow from the scaling dimensions of the fields which
gives the lowest order RG equations. From the RG equation we can infer if a coupling constant is
relevant, irrelevant, or marginal.
The φ4 model is
H =
ˆ
dDx
[1
2
(∇φ)2 + r
2
φ2 + uφ4.
]
(521)
In the φ4-theory at the Gaussian level we have for the order parameter correlation function (at
the Gaussian fixed point, r = 0) 〈φ(k)φ(−k)〉 = 1/(ck2) which corresponds to 〈φ(x)φ(0)〉 =
´
dDk eikx1/(ck2) ∼ 1/xD−2 as |x| → ∞. Therefore, φ(x) has the scaling dimension of 1/x(D−2)/2.
With this result one can now analyze if the φ4 interaction term is relevant or irrelevant.
ˆ
d4xφ4(x) (522)
has scaling dimension of x4(1/x(D−2)/2)4 ∼ 1/xD−4 The coupling constant u appears in the φ4
model as the prefactor of Eq.(522). It therefore has engineering dimension [u] = 4 − D. This
implies that
du
dl
= (4−D)u.
Therefore, u is irrelevant for D > 4, relevant for D < 4 and marginal for D = 4.
In the case of the Bose-Fermi Kondo model, we will count the scaling dimensions with respect to
the weak-coupling fixed point at JK = 0, g = 0. The Hamiltonian of the Bose-Fermi Kondo model
is
HBFKM = JKS · sc +
∑
k,σ
εkc
†
k,σck,σ
+ g
∑
i=x,y
∑
q
Si
(
φiq,i + φ
†
−q,i
)
+
∑
i=x,y
∑
q
ωqφ
†
q,iφq,i. (523)
For the local spin correlator at JK = 0, g = 0 we have
〈S(τ)S(0)〉 = 〈eHτS(0)e−HτS(0)〉 = 〈S2〉 = s(s+ 1) = constant
Therefore, S(τ) has the scaling dimension of 1/τ 0. For the conduction electron spin density at
the impurity site (r = 0) we need to evaluate 〈sc(r = 0, τ)sc(r = 0, 0)〉. The spin-spin correlation
function of the electron gas or Lindhardt is calculated in many textbooks. One finds
〈sc(r = 0, τ)sc(r = 0, 0)〉 =
1
β
∑
ωn
∑
k,k′
f(εk)− f(εk′)
iωn − εk + εk′
eiωnτ ∼
∑
ωn
|ωn|eiωnτ ∼
1
τ 2
,
for sufficiently large τ . Therefore, sc(r = 0, τ) has scaling dimension of 1/τ . For 〈φ(r = 0, τ)φ†(r =
0, 0)〉 one finds
〈φ(r = 0, τ)φ†(r = 0, 0)〉 ∼ 1
β
∑
ωn
|ωn|γeiωnτ ∼
1
τ 1+γ
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so that φ(r = 0, τ) scales as 1/τ (1+γ)/2.
This enables us to determine the scaling dimensions of the coupling constants JK and g of the
Bose-Fermi Kondo model, Eq.(58). For the engineering dimension of JK , one has
[JK
ˆ β
0
dτ S(τ) · sc(r = 0, τ)] = [JKττ 0τ−1] = 0, (524)
and therefore [JK ] = 0, i.e., JK is marginal. For the engineering dimension of g, one obtains
[g
ˆ β
0
dτ S(τ) · (φ(r = 0, τ) + φ†(r = 0, τ))] = [gττ 01/τ (1+γ)/2] = [g1/τ (γ−1)/2] = 0, (525)
so that the engineering dimension of g is [g] = 1−γ
2
. Therefore, g is irrelevant for γ > 1, relevant
for γ < 1 and marginal for γ = 1. The RG equations at the tree level are
dJK
dl
= 0 (526)
dg
dl
=
1− γ
2
g. (527)
In a completely analogous fashion one can conclude that the coupling constants K1, K2, and K3
that appear in the Schrieffer-Wolff analysis presented in Sec.2.4 are irrelevant for all γ > 0.
C Fourier transformation of the function f (x) =
(
πc
β
sin
(
πx
β
)
)α
In this appendix, I present the Fourier transform of
Gf,b(τ) = −Af,b


πτ0
β
sin
(
πτ
β
)


αf,b
(0 ≤ τ ≤ β) . (528)
Where Gf (τ) is a fermionic and Gb(τ) is a bosonic Green’s function and τ0 sets the unit of energy
through τ0 ∼ 1D , where D has units of energy. This scaling form for example describes the finite-
temperature Green’s function of a free electron for αf = 1 and the dynamical spin susceptibility in
the τ - domain, χ(τ, β) of the Kondo model for αb = 2. In the scaling ansatz to solve the dynamical
large-N equations Eqs.(196,197), this scaling form is used to regularize the T = 0 form through
the finite- temperature expression. This is possible, since
Gf,b(τ) →
β→∞
−Af,b
(τ0
τ
)αf,b
(529)
The scaling form, Eq.(528), typically arises for models possessing boundary conformal symmetry,
e.g. the standard Kondo model with constant conduction electron density of states. Both the
pseudogap density of states and the Sub-Ohmic spectral density in the Sub-Ohmic Bose-Fermi
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Kondo model break boundary conformal theory. Yet, at their respective quantum critical points
we find the scaling form to hold implying ω/T - scaling through Eq.(562), provided αf,b < 1.
The Fourier transform of Eq.(528) onto Matsubara frequency is defined:
Gf,b(iωn) =
ˆ β
0
dτeiωnτ αf,b
(
πτ0/β
sin πτ
β
)αf,b
(530)
=
(
2πiτ0
β
)αf,b ˆ β
0
dτeiωnτ
[
eiπτ/β − e−iπτ/β
]−αf,b
=
(
2πiτ0
β
)αf,b ˆ β
0
dτeiωnτ+iπταf,b/β
[
e2πiτ/β − 1
]−αf,b
where
ωn =
{
2nπ
β
for a bosonic Gb(τ)
(2n+ 1)π
β
for a fermionic Gf (τ).
(531)
It follows thus
Gf,b(iωn) =
(
2πiτ0
β
)αf,b ˆ β
0
dτeiωnτ
[
eiπτ/β − e−iπτ/β
]−αf,b
=
(
2πiτ0
β
)αf,b ˆ β
0
dτeiωnτ+iπταf,b/β
[
e2πiτ/β − 1
]−αf,b
. (532)
Performing the substitution s = e2πiτ/β maps the integral
´ β
0
dτ... onto the unit circle c̃ in the
complex s.plane, see Fig.44 :
ds =
2πi
β
sdτ → dτ = β
2πi
ds
s
(533)
Leading to the contour integral:
Gf,b(iωn) =
(
2πi
β
)αf,b−1
(τ0)
αf
˛
c̃
dss
m+αf,b
2
−1 [s− 1]−αf,b (534)
where c̃ is a unit circle around zero and the integrand is singular at s = 0 and s = 1 therefore one
should put branch cut on the real axis between s = 0 and s = 1. I will evaluate the integral in
above equation by considering the following integral:
I =
˛
c′
dss
m+αf,b
2
−1 [s− 1]−αf,b (535)
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Figure 44: Integration contour: a unit circle note that the integrand is non-analytic at x = 0 and
x = 1. I choose the branch-cut to lie between x = 0 and x = 1 (wiggly line).
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Figure 46: Parametrization of the contour integral
where c′ = c1 + c2 + c3 + c4 + c5 + c6 is shown in the following figure:
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Figure 45: Enclosed area by contour c’
As the integral is analytic within the area enclosed by c′, using the residue theorem we conclude
that I = 0. Therefore:
Gf,b(iωn) = −
(
2πiτ0
β
)αf,B β
2πi
˛
c2+c3+c4+c5+c6dss
m+αf,b
2
−1 [s− 1]−αf,b . (536)
In order to obtain Gf,b(iωn) using the contour integral one needs to parametrize the contour along
the different path in the complex plane:
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c2 : s = 1 + δe
iϕ with π + µ̃ ≤ ϕ ≤ 3π
2
where sin µ̃ =
η
δ
; ds = iδeiϕdφ (537)
c3 : s = x− iη with R < x ≤ 1− δ, ds = dx (538)
c4 : s = Re
iϕ with 2π − µ̃ < ϕ ≤ µ, ds = isdϕ (539)
c5 : s = x+ iη with R ≤ x < 1− δ, ds = dx (540)
c6 : s = 1 + δe
iϕ with
π
2
< ϕ ≤ π − µ̃, ds = iδeiϕdϕ (541)
Parametrizing the paths in this way leads to following expression for Gf,b(iωn):
Gf,b(iωn) = −(
2πi
β
)αf,b−1τ
αf,b
0


π+µ̃
ˆ
3π
2
dϕ(1 + δeiϕ)
m+αf,b
2
−1eiϕ(1−αf,b)(iδ1−αf,b)
+
R̂
1−δ
dx(x− iη)
m+αf,b
2
−1(x− 1− iη)−αf,b
+
µ
ˆ
2π−µ̃
dϕeiϕ(
m+αf,b
2
)(Reiϕ − 1)−αf,B(iR
m+αf,b
2 )
+
1−δ
ˆ
R
dx(x+ iη)
m+αf,b
2
−1(x− 1 + iη)−αf,b
+
π
2
ˆ
π−µ̃
dϕ(1 + δeiϕ)
m+αf,b
2
−1eiϕ(1−αf,b)(iδ1−αf,b)

 . (542)
In the limit R → 0, the contribution along c4 → 0 , i. e. vanishes, provided that m + αf,b > 0 or
m > −αf,b and the contribution along c2 and c6 vanish for δ → 0 as long as 1−αf,b > 0 or αf,b < 1
which means that m > −1 and it causes that c4 vanishes, which is always the case for n ≥ 0.
Considering that c2, c4, c6 do not contribute to Gf,b(iωn) we find:
Gf,b(iωn) =
(
2πi
β
)αf,B−1
τ
αf,b
0
[
ˆ 1−δ
R
dx(x− iη)
m+αf,b
2
−1(x− 1− iη)−αf,b
−
ˆ 1−δ
R
dx(x+ iη)
m+αf,b
2
−1(x− 1 + iη)−αf,b (543)
+O(δ2)
]
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as x is betweenR and 1−δ whereR, δ → 0, and η is infinitesimal and positive one can conclude that:
x− iη is in the forth quadrant
x− 1− iη is in the third quadrant
x+ iη is in the first quadrant
x− 1 + iη is in the second quadrant ,
For simplicity, I set R = δ and therefore sinµ = sin µ̃, (see Eqs.(537)-(541)). Defining θ1, θ2, θ3, θ4
through:
x− iη = uei(2π−θ4),
tan θ4 =
η
x
≤ η
δ
= sinµ, for small η : θ4 ≤ µ (544)
x− 1− iη = (1− u)ei(π+θ3),
tan θ3 =
η
1− x ≤
η
δ
= sinµ→ θ3 ≤ µ as 1− x ≥ δ (545)
x− 1 + iη = (1− u)ei(π−θ2),
tan θ2 =
η
1− x ≤
η
δ
= sinµ→ θ2 ≤ µ (546)
x+ iη = ueiθ1 ,
tan θ1 =
η
x
≤ η
δ
= sinµ→ θ2 ≤ µ (547)
Where u =
√
x2 + η2 → du = dx√
x2+η2
x = dx x|x|
η→0
= dx (as x > 0).
In the limit µ→ 0, θ1, θ2, θ3 → 0 but the phase factors e2πi and eiπ have to remain in the integrals
and as a result one obtains following for Gf,b(iωn):
Gf,b(iωn) =
(
2πi
β
)αf,B−1
τ
αf,b
0
(
eiπ(m+αf,b) − 1
)
ˆ 1
0
duu
m+αf,b
2
−1(1− u)−αf,Be−iπαf,b (548)
as iαf,b−1 = ei
π
2
(αf,b−1) and considering
m =
{
2n bosonic
2n+ 1 fermionic
→ eiπm =
{
1 bosonic
−1 fermionic (549)
one gets the following relation for Gf,b(iωn):
Gf,b(iωn) =
(
2π
β
)αf,b−1
τ
αf,b
0 e
−iπ
2
(αf,b+1)
ˆ 1
0
duu
m+αf,b
2
−1(1− u)−αf,b
{
(eiπαf,b − 1) bosonic
− (eiπαf,b + 1) fermionic (550)
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Note that
e−i
π
2
αf,B
(
eiπαf,b − 1
)
= 2i sin
(παf,b
2
)
(551)
e−i
π
2
αf,B
(
eiπαf,b + 1
)
= 2 cos
(παf,b
2
)
(552)
Therefore, we can write
Gf,b(iωn) =
(
2π
β
)αf,b−1
τ
αf,b
0
ˆ 1
0
duu
m+αf,b
2
−1(1− u)−αf,b
×
{
2 sin
(παf,b
2
)
bosonic
2i cos
(παf,b
2
)
fermionic
(553)
Recalling the definition of the Euler Beta-function :
B(x, y) =
ˆ 1
0
duux−1(1− u)y−1, (554)
with Re(x) > 0 and Re(y) > 0. One can rewrite the integral as follows:
Gf,b(iωn) =
(
2π
β
)αf,b−1
τ
αf,b
0
B(
m+ αf,b
2
, 1− αf,b)
{
2 sin
(παf,b
2
)
bosonic
2i cos
(παf,b
2
)
fermionic
(555)
Furthermore, since B(x, y) = Γ(x)Γ(y)
Γ(x+y)
where Γ is the Euler Gamma function and
Γ(x)Γ(1− x) = 1
sin(πx)
(556)
one can rewrite B(m+αf,b
2
, 1− αf,B) as
B
(
m+ αf,b
2
, 1− αf,b
)
= Γ
(
αf,b +m
2
)
Γ
(
αf,b −m
2
)
× sin
(
π
2
(αf,b −m)
)
Γ (αf,b) sin (παf,b)
= B
(
m+ αf,b
2
,
αf,b −m
2
)
×sin
(
π
2
(αf,b −m)
)
sin (παf,b)
. (557)
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Finally, as sin (πα) = 2 sin
(
πα
2
)
cos
(
πα
2
)
gives rise:
Gf,b(iωn) =
(
2π
β
)αf,b−1
τ
αf,b
0
B
(
m+ αf,b
2
,
αf,b −m
2
)
sin
(π
2
(αf,b −m)
)



1
cos(
παf,b
2 )
bosonic
i
sin(
παf,b
2 )
fermionic
(558)
which is our final form for Gf,b(iωn) on the fermionic / bosonic Matsubara frequencies. (As m > 0
and m = −iβ(iωn)
π
⇒ iωn = ω + i0+ and it means that we consider positive Matsubara frequency
or upper half of frequency plane):
iωn = ω + iδ → m =
β
iπ
(ω + iδ) = −iβ
π
(ω + iδ) (559)
The analytic expression for Gf,b(iωn) can now be used,
Gf,b(ω + iδ) =
(
2π
β
)αf,b−1
τ
αf,b
0
B
(
αf,b
2
− iβ
2π
(ω + iδ) ,
αf,b
2
+
iβ
2π
(ω + iδ)
)
× sin
(
παf,b
2
+
iβ (ω + iδ)
2
)

1
cos(
παf,b
2 )
bosonic
i
sin(
παf,b
2 )
fermionic
(560)
Note that to obtain retarded and advanced Green’s function GR/A on the real axis through analytic
continuation
sin
(
παf,b
2
+ i
β
2
(ω + iδ)
)
= sin
(παf,b
2
)
cosh
(
βω
2
)
−i cos
(παf,b
2
)
sinh
(
βω
2
)
(561)
which results in
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Gf,b(ω + iδ) =
(
2π
β
)αf,b−1
τ
αf,b
0
B
(
αf,b
2
− iβ
2π
(ω + iδ) ,
αf,b
2
+
iβ
2π
(ω + iδ)
)
×
{
tan
(παf,b
2
)
cosh
(
βω
2
)
− i sinh
(
βω
2
)
bosonic
cot
(παf,b
2
)
sinh
(
βω
2
)
+ i cosh
(
βω
2
)
fermionic
(562)
Note, that if Gf,b(β− τ) = Gf,b(τ) which is fulfilled in the models considered here, we further have
Gf,b(iωn) =
ˆ β
0
dτeiωnτGf,b(τ)
=
ˆ β
0
dueiωn(β−u)Gf,b(β − u)
= eiωnβ
ˆ β
0
due−iωnuGf,b(u)
= eiωnβGf,b(−iωn). (563)
Therefore
Gf (iωn) = −Gf (−iωn) (564)
Gb(iωn) = Gb(−iωn) (565)
since iωn → ω+iδ and −iωn → −ω−iδ, results in the following relations for fermionic and bosonic
retarded and advanced Green’s functions:
GR(ω) = G(iωn → ω + iδ) (566)
GA(−ω) = G(−iωn → −ω − iδ) (567)
⇒ GR(ω) = ±GA(−ω)
{
+ bosonic
− fermionic (568)
since Af,b(ω) = − 1π ImGRf,b(ω) = 1π ImGAf,b(ω) we have for the bosonic (Ab(ω)) and fermionic (Af (ω))
spectral density
Af,b(ω) = ∓Af,b(−ω)
{
− fermionic
+ bosonic
(569)
The scaling Ansatz operates at T = 0(β →∞) and ω → 0. To obtain the Green’s function in the
limit β →∞, from the asymptotic expansion of the Gamma function (ω  T ) :
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Γ
(
α
2
− iβω
2π
)
Γ
(
α
2
+
iβω
2π
)
= 2πe−
βω
2
(
βω
2π
)α−1
(570)
which yields:
GRf (ω) =
β→∞,m>0
−A1π(τ0)αf
Γ(αf )
(
i |ω|αf−1 − cot(παf
2
)sgn(ω) |ω|αf−1
)
(571)
GRb (ω) =
β→∞,m>0
−B1π(τ0)αb
Γ(αb)
(
isgn(ω) |ω|αb−1 − tan(παb
2
) |ω|αb−1
)
(572)
From the imaginary part of the Green’s function, the fermionic and bosonic spectral functions are
obtained as :
Af/b(ω) = −
1
π
ImGRf,b(ω)→



Af (ω) = A1
τ
αf
0
Γ(αf )
|ω|αf−1
Ab(ω) = B1
τ
αb
0
Γ(αb)
|ω|αb−1 sgn(ω)
(573)
Finally note that in the zero temperature limit and using the integral representation of the Beta
function, i.e.,
f (ε) = lim
β→∞
1
eβε + 1
= Θ (−ε) (574)
B (x, y) =
ˆ 1
0
dt (t)x−1 (1− t)y−1 , (575)
we can rewrite the Hubbard-Stratonovich self-energy (in the limit β →∞) as:
Σ”b(ω) = π
[
ˆ +∞
−∞
dε[f(ε)− f(ε− ω]Af (ε− ω)Ac(ε)
]
=
β→∞
−πA0A1
τ
αf
0
Γ (αf )
[
ˆ
dε |ε|r |ε− ω|αf−1 [Θ (−ε+ ω)−Θ (−ε)]
]
= −πA0A1
τ
αf
0
Γ (αf )
B (1 + r, αf ) sgn (ω) |ω|r+αf .
D Bosonic and fermionic self-energy
D.1 Frequency representation of the bosonic self-energy
Now to obtain exponents and amplitude, the saddle-point equations need to be solved and therefore
we need to calculate self-energiese.
153
The Fourier transform of bosonic Hubbard-Stratonovich field self-energy, Σb(τ) = −gc(τ)Gf (−τ),
is given by:
Σb(iωn) = −
1
β2
ˆ β
0
dτ
∑
l,m
gc(iωl)e
−iωlτGf (iωm)e
iωmτeiωnτ
= − 1
β
∑
l
gc(iωl)Gf (iωl − iωn) (576)
The summation can be carried over the fermionic Matsubara frequencies and write
Σb(iωn) =
−1
2πi
˛
dzf(z)gc(z)Gf (z − iωn) (577)
= −
ˆ +∞
−∞
dεf(ε)Gf (ε− iωn)Ac(ε)−
ˆ +∞
−∞
dεf(ε)gc(ε+ iωn)Af (ε).
Performing an analytic continuation, we obtain imaginary and real part of the retarded bosonic
self-energy:
Σb(ω + i0
+) = Σ
′
b(ω) + iΣ
”
b(ω) (578)
Σ”b(ω) = π
[
ˆ +∞
−∞
dε (f(ε)− f(ε− ω))Af (ε− ω)Ac(ε)
]
(579)
Σ
′
b(ω) = −
1
π
P
ˆ +∞
−∞
dε
Σ”b(ω)
ω − ε . (580)
D.1.1 Bosonic self-energy in the zero temperature limit
From the zero temperature limit of the Fermi-Dirac distribution function and the Euler Beta
function
f (ε) = lim
β→∞
1
eβε + 1
= Θ (−ε) (581)
B (x, y) =
ˆ 1
0
dt (t)x−1 (1− t)y−1 (582)
one can rewrite the imaginary part of Hubbard-Stratonovich self-energy Eq.(211) in the limit
β →∞ as:
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Σ”b(ω) = π
[
ˆ +∞
−∞
dε[f(ε)− f(ε− ω]Af (ε− ω)Ac(ε)
]
=
β→∞
−πA0A1
τ
αf
0
Γ (αf )
[
ˆ
dε |ε|r |ε− ω|αf−1 [Θ (−ε+ ω)−Θ (−ε)]
]
= −πA0A1
τ
αf
0
Γ (αf )
B (r + 1, αf ) sgn (ω) |ω|r+αf . (583)
The real part of the bosonic self-energy is obtained via the Kramers-Kronig relation from the
imaginary part:
Σ
′
b (ω)− Σ
′
b (0) = −
1
π
P
ˆ
dε
(
1
ω − ε +
1
ε
)
Σ”b (ε)
= A0A1
τ
αf
0
Γ (αf )
B (r + 1, αf )P
ˆ
dε
(
1
ω − ε +
1
ε
)
sgn (ε) |ε|r+αf
=
ε→tω
A0A1
τ
αf
0
Γ (αf )
B (r + 1, αf ) |ω|r+αf P
ˆ
dt
(
1
1− t +
1
t
)
sgn (t) |t|r+αf
= πA0A1
τ
αf
0
Γ (αf )
B (r + 1, αf ) |ω|r+αf cot
(
π(r + αf )
2
)
. (584)
D.2 Frequency representation of the fermionic self-energy
The self-energy of the pseudo-fermion is:
Σf (τ) = −κgc(τ)Gb(τ)− g2Gf (τ)gΦ(τ) (585)
where g is the coupling to the bosonic bath whose propagator is given by gΦ(τ). I split the
pseudo-fermion self-energy into two parts in the frequency representation:
Σ
(1)
f (iωn) = −
κ
β
∑
l
gc(iωl)Gb(iωn − iωl), (586)
Σ
(2)
f (iωn) = −
g2
β
∑
l
Gf (iωl) gφ (iωn − iωl) . (587)
Turning the Matsubara frequencies into a contour integral yields:
Σ
(1)
f (iωn) = κ
ˆ
dεf(ε)Gb(iωn − ε)Ac(ε)− κ
ˆ
dεf(iωn + ε)gc(iωn + ε)Ab(−ε)
where
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gc(ε+ iδ)− gc(ε− iδ) = gRc (ε)− gAc (ε) (588)
= −2πiAc(ε)
Gb(−ε− iδ)−Gb(−ε+ iδ) = GAb (−ε)−GRb (−ε) (589)
= 2πiAb(−ε)
Where δ is infinitesimal and is put to zero at the end. From the relation between fermionic and
bosonic distribution functions for fermionic Matsubara frequency:
f(ε+ iωn) = −b(ε) (590)
The Σ1f (iωn) can be rewritten as:
Σ
(1)
f (iωn) = κ
ˆ
dεf(ε)Gb(iωn − ε)Ac(ε)
+κ
ˆ
dεb(ε)gc(iωn + ε)Ab(−ε) (591)
Applying analytic continuation we get the self-energy on real frequencies by replacing iωn by ω+i0+
:
Σ
(1)
f (ω) = κ
ˆ
dεf(ε)Gb(ω − ε)Ac(ε)
+κ
ˆ
dεb(ε)gc(ω + ε)Ab(−ε) (592)
Switch ε and ω − ε in the first integral and in the second, switch ε and −ε :
Σ
(1)
f (ω) = κ
ˆ
dεf(ω − ε)Gb(ε)Ac(ω − ε)
+κ
ˆ
dεb(−ε)gc(ω − ε)Ab(ε) (593)
Therefore, the imaginary part of Σ(1)f (ω) is given by:
Σ
”(1)
f (ω) = κ
ˆ
dεf(ε)ImGb(ω − ε)Ac(−ε)
+κ
ˆ
dεb(−ε)Imgc(ω − ε)Ab(ε) (594)
Σ
”(1)
f (ω) = πκ
ˆ
dεAb (ε)Ac (ω − ε) (f (ω − ε) + b (−ε)) (595)
and the imaginary part of Σ(2)f (ω) is obtained in the same way:
Σ
”(2)
f (ω) = −πg2
ˆ
dε [AΦ (−ε)Af (ε+ ω)] [f (−ε− ω) + b (−ε)] (596)
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D.2.1 Fermionic self-energy in the zero temperature limit
In the limit β →∞ and from b (ε) =
β→∞
−Θ (−ε) one can obtain the imaginary part of the fermionic
self-energy as follows:
Σ”f (ω) = Σ
”(1)
f
(ω) + Σ”(2)
f
(ω) (597)
Σ”(1)
f
(ω) = πκ
ˆ
dεAb (ε)Ac (ω − ε) (f (ω − ε) + b (−ε))
=
β→∞
πκ
ˆ
dεA0B1
ταb0
Γ (αb)
sgn (ε) |ε|αb−1
× |ω − ε|r [−Θ (ε) + Θ (ε− ω)] (598)
where
ˆ
dεsgn (ε) |ε|αb−1 |ω − ε|r [−Θ (ε) + Θ (ε− ω)] =
−
ˆ
dεsgn (ε) εαb−1 |ω − ε|r [−Θ (−ε) + Θ (ω − ε)] =
ε→tω
− |ω|r+αb
ˆ 1
0
dt (t)αb−1 (1− t)r =
− |ω|r+αB β (αb, r + 1) . (599)
Therefore,
Σ”(1)
f
=
β→∞
−πκA0B1
τ b0
Γ (αb)
|ω|r+αb β (r + 1, αb) (600)
Σ
′(1)
f = −
1
π
P
ˆ
dε
Σ”f (ε)
ω − ε (601)
= κA0B1
ταb0
Γ (αb)
sgn (ω) |ω|r+αb β (r + 1, αb)P
ˆ
dx
|x|r+αb
1− x
= π tan
(
π (r + αb)
2
)
κA0B1
ταb0
Γ (αb)
β (r + 1, αb) sgn (ω) |ω|r+αb (r + αb < 1).
Similarly for Σ”(2)f (ω):
Σ
”(2)
f (ω) = −πg2
ˆ
dε {AΦ (−ε)Af (ε+ ω)} [f (−ε− ω) + b (−ε)]
= πg2
ˆ
dε {AΦ (ω − ε)Af (ε)} [f (ε) + b (ε− ω)]
=
β→∞
πg2
ˆ
dε {AΦ (ω − ε)Af (ε)} [Θ (−ε)−Θ (ω − ε)] . (602)
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The spectral density AΦ (ω) ≡ − 1πImGΦ (ω + i0+) =
∑
p
[δ (ω − ωp)− δ (ω + ωp)] of the bosonic
both is taken to obey
AΦ (ω) =
[
K20
Γ (2− αΦ)
]
|ω|1−αΦ sgn (ω) θ (Λ− |ω|) . (603)
Thus we can get the following relation for Σ”f (ω) in the low frequency limit:
Σ
”(2)
f (ω) = −πg2
ˆ
dε
{
A1
τ
αf
0
Γ (αf )
|ε|αf−1 K
2
0
Γ (2− αΦ)
sgn (ω − ε) |ω − ε|1−αΦ
}
[Θ (−ε)−Θ (ω − ε)]
= −πA1
τ
αf
0
Γ (αf )
(K0g)
2
Γ (2− αΦ)
β (2− αΦ, αf ) |ω|αf−αΦ+1
= −πA1 (K0g)2
1
Γ (2− αΦ + αf )
|ω|αf−αΦ+1 , (604)
and the real part obeys:
Σ
′(2)
f (ω) = −
1
π
P
ˆ
dε
Σ”f (ε)
ω − ε (605)
= A1 (K0g)
2 1
Γ (2− αΦ + αf )
P
ˆ
dε
|ε|αf−αΦ+1
ω − ε
= A1 (K0g)
2 1
Γ (2− αΦ + αf )
|ω|α0−αΦ+1 P
ˆ
dx
|x|αf−αΦ+1
1− x
= π tan
(
π (αf − αΦ + 1)
2
)
A1 (K0g)
2 1
Γ (2− αΦ + αf )
|ω|αf−αΦ+1 .
E Spin susceptibility
In the SU(2) symmetric case the spin susceptibility obeys:
χ(τ) = 〈S(τ)S(0)〉 = 〈Sx(τ)Sx(0)〉+ 〈Sy(τ)Sy(0)〉+ 〈Sz(τ)Sz(0)〉 (606)
In other words,
χx(τ) = 〈Sx(τ)Sx(0)〉 =
1
3
χ(τ) (607)
Likewise, in the SU(N) symmetric case where we have N2 − 1 generators, one can write the spin
susceptibility for one component of spin as follows:
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χi(τ) = 〈Si(τ)Si(0)〉 =
1
N2 − 1 〈S(τ)S(0)〉 =
1
N2 − 1
〈∑
i,σ,ς
f †σ(τ)τ
i
σςfς(τ)
∑
i′,σ′,ς′
f †σ(τ)τ
i
σςfς(τ)
〉
→ using Siσς(τ)=f †σ(τ)τ iσςfς(τ) and the Fierz identity:
N2−1∑
i=1
τ iσς τ̄
i
σ′ς′ = δσ,ς′δς,σ′ −
1
N
δσ,ςδσ′,ς′
=
1
N2 − 1
∑
σ,ς,σ′,ς′
(
δσ,ς′δς,σ′ −
1
N
δσ,ςδσ′,ς′
)〈
Tf †σ(τ)fς(τ)f
†
σ′(0)fς′(0)
〉
. (608)
Each term is order of N2. Therefore, by sending N →∞, the second term vanishes and since the
partition function is Gaussian we can use Wick’s theorem.
χi(τ) =
1
N2 − 1
∑
σ,ς,σ′,ς′
〈
Tf †σ(τ)fσ′(τ)f
†
σ′(0)fσ(0)
〉
↪→ Considering all contractions, it follows
=
1
N2 − 1


∑
σ,σ′
〈
Tfσ′(τ)f
†
σ′(0)
〉 〈
Tfσ(0)f
†
σ(τ)
〉
+
∑
σ,σ′
〈
Tf †σ(τ)fσ′(τ)
〉 〈
Tf †σ′(0)fσ(0)
〉
︷ ︸︸ ︷
vanishes for σ 6= σ


=
1
N2 − 1
[∑
σ,σ′
〈
Tfσ′(τ)f
†
σ′(0)
〉 〈
Tfσ(0)f
†
σ(τ)
〉
+
∑
σ
〈
Tf †σ(τ)fσ(τ)
〉 〈
Tf †σ(0)fσ(0)
〉
]
=
1
N2 − 1


∑
σ,σ′
〈
Tfσ′(τ)f
†
σ′(0)
〉 〈
Tfσ(0)f
†
σ(τ)
〉
+
∑
σ
〈
Tf †σ(τ)fσ(τ)
〉 〈
Tf †σ(0)fσ(0)
〉
︷ ︸︸ ︷
this term is of order N


=
N→∞
1
N2 − 1
∑
σ,σ′
〈
Tfσ′(τ)f
†
σ′(0)
〉 〈
Tfσ(0)f
†
σ(τ)
〉
= − 1
N2 − 1Gf (τ)Gf (−τ). (609)
Thus,
χ(τ) = −Gf (τ)Gf (−τ) (610)
F Fourier transform of G(ω) to G(τ )
In this appendix I show how to obtain the Fourier transform of G(ω), where G(ω) is a bosonic or
fermionic Green’s function onto the imaginary time (τ) axis, i.e. from G(ω) to G(τ). This also
serves as demonstration of how to perform Matsubara summations.
By definition,
159
G(τ) =
1
β
∑
ωn
e−ωnτG(ωn), (611)
where ωn are either fermionic or bosonic Matsubara frequencies, depending on the nature of G.
The summation over ωn can be replaced by a contour integral encircling the Matsubara frequencies
(in a mathematically positive orientation) over an integrand that is a product of 1
β
e−zτG(z) and
a function F (z) with simple poles on the (either fermionic or bosonic) Matsubara frequencies and
residue k. To establish equality, the residue theorem requires the integral to possess a prefactor
k−1
2πi
. Note, that the function e−ωnτG(ωn) is extended from the Matsubara frequencies into the
complex plane:
e−ωnτG(ωn) → e−zτG(z) (612)
and
G(τ) =
1
β
∑
ωn
e−ωnτG(ωn) =
k−1
2πi
‰
c1
dzF (z)e−zτG(z), (613)
where c1 is a contour encircling the Matsubara frequencies and no other singular points of the
integral. For a fermionic G(ωn), F (z) = b(z) =
[
eβε − 1
]−1 is a possible choice. For a bosonic
G(ωn), F (z) = b(z) =
[
eβε − 1
]−1 is possible. Since
f(z) = 1− f(−z),
b(z) = −1− b(−z) (614)
F (z) = −f(−z) or F (z) = −b(−z) are also possible.
A further requirement on F (z) is provided by requiring that the contribution to the contour integral
vanishes as z →∞, so that the contour at infinity can be neglected. For example, if −β < τ < 0,
then the integral e−zτG(z) requires analytic contribution with F (z) = f(z)yielding
−β < τ < 0 : G(τ) = − 1
2πi
‰
c1
dz
e−zτ
eβz + 1
G(z) (615)
as k−1 = −β. c1 can now be deformed to encircle the singularities of G(τ) in a anti clockwise
fashion. Thus
−β < τ < 0 : G(τ) = − 1
2πi
ˆ +∞
−∞
e−ετ
eβε + 1
[
GR(ε)−GA(ε)
]
(616)
or in a more compact form:
G(τ) = ∓ η
2πi
ˆ +∞
−∞
e−ετ
e±βε + 1
[
GR(ε)−GA(ε)
]
, (617)
where η = + for a fermionic G and η = −1 for a bosonic G and the + sign in the exponent applies
for −β < τ < 0 and the −sign for 0 < τ < β.
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G Pseudo-fermion and slave-boson self-energies within NCA
and details on the scaling ansatz
In NCA the pseudo-particle advanced self energies
Σb/f (iω) = Σb/f (ω − i0−) = Σadvb/f (ω) are given by [99]
Σb
(
ω − i0−
)
= NΓ
ˆ
dε
π
f (ε)Acσα (ε)Gf
(
ω + ε− i0−
)
, (618)
Σf
(
ω − i0−
)
= MΓ
ˆ
dε
π
f (ε)Acσα (−ε)Gb
(
ω + ε− i0−
)
(619)
where Γ = V 2 and f (ε) =
(
eβε + 1
)−1 is the Fermi distribution function. Acσα (ω) = π−1ImGcσα (ω)
is the conduction electron density of states per conduction electron channels. A pseudogap form
is assumed for ρc(ω)
ρc(ω) = π
−1ImGcσα = Ac |ω|r θ(ω − |D|), (620)
where D is the half bandwidth or cutoff frequency and Ac =.
In the following we consider a scaling ansatz for the pseudo-particle spectral functions, valid at
criticality, of the form
Af,b (ω) = π
−1ImGadvf,b (ω)
=
T→0
af,bθ (ω) (ω)
−αf,b . (621)
Note that to assure that Af,b(ω) is normalizable, it is required that αf,b < 1.
G.1 Slave-boson self-energy obtained within the scaling ansatz for the
NCA
Decomposing the advanced slave-boson self-energy to real and imaginary parts
Σb
(
ω − i0+
)
= Σ
′
b (ω) + iΣ
”
b (ω)
we obtain
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Σ”b (ω) = πNAcV
2
ˆ D
−D
dεf (ε)Af (ω + ε) |ε|r (622)
=
β→∞
πNAcV
2
ˆ 0
−D
dεAf (ω + ε) |ε|r
=
ε→−ε
πNAcV
2
ˆ D
0
dεAf (ω − ε) |−ε|r
= πNAcV
2
ˆ D
0
dεθ (ω − ε) (ω − ε)−αf |−ε|r
= πNAcV
2θ (ω)
ˆ ω
0
dε (ω − ε)−αf εr
=
ε→xω
πNAcV
2ω1−αf+rθ (ω)
ˆ 1
0
dx xr (1− x)−αf .
Using the definition of the Beta function and taking into account that Re (1− αf ) > 0, one can
write the integral as
ˆ 1
0
dx xr (1− x)−αf = B (1 + r, 1− αf ) . (623)
Therefore, we can write the imaginary part of the bosonic self-energy as
Σ”b (ω) = πNAcV
2ω1−αf+rB (r + 1, 1− αf ) θ (ω) . (624)
Now using the Kramers-Kronig relation one can get the real part of the bosonic self-energy which
is given by
Σ
′
b (ω) = −
1
π
P
ˆ
dε
Σ”b (ε)
ω − ε . (625)
Substituting Eq.(624) in Kramers-Kronig relation and using Eq. (623) yields
Σ
′
b (ω)− Σ
′
b (0) = −
1
π
P
ˆ
dεΣ”b (ε)
[
1
ω − ε +
1
ε
]
(626)
= −NAcafV 2B (r + 1, 1− αf )P
ˆ ∞
0
dεε1−αf+r
[
1
ω − ε +
1
ε
]
=
ε=x|ω|
−NAcafV 2B (r + 1, 1− αf ) |ω|1−αf+r
×P
ˆ ∞
0
dx x1−αf+r
[
1
sgn (ω − x) +
1
x
]
,
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with
P
ˆ ∞
0
dx x1−αf+r
[
1
sgn (ω − x) +
1
x
]
=
{
π cot [π (1− αf + r)] for ω > 0
π csc [π (1− αf + r)] for ω < 0
,
we get the real part of Σb(ω) as
Σ
′
b(ω) = −NAcafV 2B (r + 1, 1− αf ) |ω|1−αf+r (627)
×
{
π cot [π (1− αf + r)] for ω > 0
π csc [π (1− αf + r)] for ω < 0.
Therefore, the real part of the bosonic self-energy is given by
Σ
′
b (ω > 0) = Σ
′
b (0)− πNAcafV 2B (r + 1, 1− αf ) (628)
× cot [π (1− αf + r)]ω(1−αf+r)
G.2 Pseudo-fermion self-energy within the scaling ansatz for the NCA
We can repeat the same for the fermionic self-energy. Therefore, the advanced pseudo-fermion
self-energy on the real frequency is given by
Σf
(
ω − i0−
)
= MΓ
ˆ
dεf (ε) ρc (−ε)Gb
(
ω + ε− i0−
)
, (629)
decomposing the advanced self-energy into real and imaginary parts
Σadvf (ω) = Σ
′
f (ω) + iΣ
”
f (ω), (630)
and substituting ρc(ω) and Ab(ω) from Eqs.(620,621)
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Σ”f = πMAcV
2
ˆ D
−D
dεf (ε) |−ε|r Ab (ω + ε) (631)
=
β→∞
πMAcV
2
ˆ 0
−D
dεAb (ω + ε) |−ε|r
=
ε→−ε
πMAcV
2
ˆ D
0
dεAb (ω − ε) |ε|r
= πMAcabV
2
ˆ D
0
dεθ (ω − ε) (ω − ε)−αb |ε|r
= πMAcabV
2
ˆ ω
0
dε (ω − ε)−αb εr
=
ε→xω
πMAcabV
2ω1−αb+r
ˆ 1
0
dx (1− x)−αb xr
= πMAcabV
2ω1−αb+rB (1 + r, 1− αb) .
The real part is obtained in the same way as before
Σ
′adv
f (ω > 0) = Σ
′
f (0)− πMAcabV 2B (1 + r, 1− αb)
× cot (π(1− αb + r))ω1−αb+r. (632)
H The Keldysh formalism
H.1 The Keldysh contour
H.1.1 Evolution operator
The standard formalism to describe quantum systems out of equilibrium is the Keldysh technique
that extents the equilibrium formalism to include non-equilibrium Green’s functions. For a system
in equilibrium, the Keldysh technique becomes equivalent to the standard equilibrium Green”s
functions technique.
The time-evolution operator U is a unitary operator that relates states at times t and t0: |ψ(t) >=
U(t, t0)|ψ(t0) >. The time evolution operator obeys a number of relations which are given below
in Eqs.( 635-638). One is usually interested in knowing the average value of some operator at
time t, 〈O(t)〉. Assuming that we have a system which is isolated at time t < 0 and is defined
by Hamiltonian H0 and later on at t > 0 is disturbed by a time dependent external field, the
expectation value of the operator at time t is defined by:
O(t) = 〈OH(t)〉 =
Tr[ρ0ÔH(t)]
Tr[ρ0]
=
Tr
[
ρ0U(t0, t)ÔU(t, t0)
]
Tr [ρ0]
(633)
Note that OH(t) is the Heisenberg representation of operator O:
OH(t) = U(t0, t)OU(t, t0) (634)
164
where ρ0 is the initial density operator and U obeys
i∂tU(t, t
′) = H(t)U(t, t′) (635)
−i∂t′U(t, t′) = U(t, t′)H(t′) (636)
U(t, t) = 1. (637)
Formally one can write
U(t, t′) =
{
Te−i
´ t
t′ dt
′′H(t′′) for t > t′
T̄ e−i
´ t
t′ dt
′′H(t′′) for t < t′
(638)
where T is time ordering operator that arranges the operators in order with later time to the left
and T̄ is the anti-time ordering operator. The last expression is to be understood as
U(t, t′) = lim
N→∞



e−i(tN−tN−1)H(tN−1)...e−i(ti+1−ti)H(ti)
...e−i(t1−t0)H(t0) for t = tN > t′ = t0
e−i(t0−t1)H(t0)...e−i(ti−ti+1)H(ti)
...e−i(tN−1−tN )H(tN−1) for t=tN<t’=t0
(639)
The evolution operator also obeys the composition rule U(t, t′)U(t′, t′′) = U(t, t′′).
H.1.2 Initial thermal distribution
If the system is initially in equilibrium at a temperature T = 1/β and chemical potential µ then
the initial density operator , assuming that [Ĥ0, N̂ ] = 0, can be written in terms of the evolution
operator U with a complex time argument t = iβ which yields to:
ρ0 = Te
−
´ β
0 dτH0(τ) (640)
= Te−i
´−iβ
0 dz H0(z) = U(−iβ, 0)
where the definition of T was extended to order times along the imaginary axes.
Substituting Eq.(640) in Eq.(633), leads to:
O(t) =
Tr
[
U(−iβ, 0)U(0, t)ÔU(t, 0)
]
Tr [U(−iβ, 0)] . (641)
Eq.(641) suggests that one can define a time-contour γ with a forward branch going from 0 to t and
a backward branch coming back from t and ending at 0 and a branch along imaginary time-axis
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1.3. Evolution operator in the Keldysh contour
Figure 1: (a) Partitioned versus (b) Partition-Free Systems Formalism
1.3. Evolution operator in the Keldysh contour
Defining the Keldysh contour like Fig.2 one can write
hO(t)i = 1
Z
Tr
⇢
T0e
 i
´ t0 i 
t0
d⌧ H(⌧)
  h
T+e
 i
´ t0
t d⌧ H(⌧)
i
Ô
h
T e
 i
´ t
t0
d⌧ H(⌧)
i 
hO(z)i =
Tr
h
T e
 i
´
  dz H(z)O(z)
i
Tr
h
T e
 i
´
  dz H(z)
i
with H(z = t 2  ±) = H(t) and H(z = ⌧ 2  0) = H0 and   =    +  + +  0. Note that O(z) (second
line) z is only an index.
Figure 2: Keldysh contour
1.4. Source Terms
Z [⌘] =
Tr
h
T e
 i
´
  dz H(z)+O(z)⌘(z)
i
Tr
h
T e
 i
´
  dz H(z)
i
=
1
Z
Tr
⇢
T0e
 i
´ t0 i 
t0
d⌧ H(⌧)+O(⌧)⌘(⌧)
  h
T+e
 i
´ t0
t d⌧ H(⌧)+O(⌧)⌘(⌧)
i h
T e
 i
´ t
t0
d⌧ H(⌧)+O(⌧)⌘(⌧)
i 
hO(z)i =  isz ⌘(z)Z [⌘]
3
Figure 47: Keldysh contour. The labels are explained in the text.
from 0 to −iβ. This contour is illustrated in Fig.47. Taking z as time contour variable on γ, we
have
〈O(t)〉 = 1
Z
Tr
{[
T0e
−i
´ t0−iβ
t0
dτ H(τ)
] [
T+e
−i
´ t0
t dτ H(τ)
]
Ô
[
T−e
−i
´ t
t0
dτ H(τ)
]}
〈O(t)〉 =
r
[
Tγe
−i
´
γ dz H(z)O(z)
]
Tr
[
Tγe
−i
´
γ dz H(z)
]
with H(z = t ∈ γ±) = H(t) and H(z = τ ∈ γ0) = H0 and γ = γ− + γ+ + γ0. Note that O(z) (in
the second line) z is only an index.
H.2 Source terms
In analogy to the equilibrium formalism, one can use source terms in generating functional and
take derivatives with respect to the source terms to obtain averages of operators that are coupled
linearly to the source terms in the action functional. For example, to obtain 〈O(t)〉, we should
introduce a source term O(z)η(z) in the generating functional and then take a derivative with
respect to η(z) and at the end put the source term to zero:
Z [η] =
Tr
[
Tγe
−i
´
γ dz H(z)+O(z)η(z)
]
Tr
[
Tγe
−i
´
γ dz H(z)
]
=
1
Z
Tr
{[
T0e
−i
´ t0−iβ
t0
dτ H(τ)+O(τ)η(τ)
] [
T+e
−i
´ t0
t dτ H(τ)+O(τ)η(τ)
]
[
T−e
−i
´ t
t0
dτ H(τ)+O(τ)η(τ)
]}
〈O(z)〉 = −iszδZ[η]/δη |η=0 (642)
with sz =



−1; z ∈ γ−
1; z ∈ γ+
−i; z ∈ γ0
.
〈O(z− = t)〉 = 〈O(z+ = t)〉 (643)
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Note that if η(z− = t) = η(z+ = t) and η(−iτ) = 0 one can absorb η in the Hamiltonian and set
Z [η] = 1.
Once we have sources, we can obtain the correlation functions by taking derivative of the partition
function in Eq.(393) with respect to sources. Therefore, for a generic contour-ordered correlation
function with 2n fermionic operators one has
Φ̃ =
〈
Tγfs1 (t1) f
†
s2
(t2) ...cp1α1σ1l1 (t
′
1) c
†
p2α2σ2l2
(t′2) ...
〉
C
(644)
= (−1)n δ
δξ†f ;s1 (t1)
δ
δξf ;s2 (t2)
...
δ
ξ†c;p1α1σ1l1 (t
′
1)
δ
ξc;p2α2σ2l2 (t
′
2)
... lnZ [ξ]
From the partition function at the saddle point
lim
N→∞
Z = lim
N→∞
ˆ
D[...] exp(−Seff)
= exp(−Seff(W0)) (645)
where the effective action,Seff scales with N and theW0 is defined by δSδW |W0
!
= 0, therefore Eq.(644)
can be rewritten as
Φ̃ = (−1)n δ
δξ†f ;s1 (t1)
δ
δξf ;s2 (t2)
...
δ
ξ†c;p1α1σ1l1 (t
′
1)
δ
ξc;p2α2σ2l2 (t
′
2)
...S [W (ξ) , λ (ξ) ; ξ]
(646)
with n the number of δ
δξ†(t)
δ
δξ(t2)
pairs and the effective action corresponds to the partition function
in Eq.(393), i.e.,
S [W (ξ) , λ (ξ) ; ξ] = −NTr ln
[
−iG−1f
]
+ Tr ln
[
−i
(
G−1B + V
†
ξc
GfVξc
)]
−iNTr
[
W † ∗ [g̃c]−1 ∗W
]
− i
ˆ
dzλzQ
i 〈ξf |GfVξc
[
G−1B + V
†
ξc
GfVξc
]−1
V †ξcGf |ξf〉 − i 〈ξc| gc |ξc〉 − i 〈ξf |Gf |ξf〉
where at the saddle point the values of W (ξ) , λ (ξ) are obtained from
δ
δW
S [W (ξ) , λ (ξ) ; ξ] = 0
δ
δλ
S [W (ξ) , λ (ξ) ; ξ] = 0. (647)
In principle one would have to consider the fact that S [W (ξ) , λ (ξ) ; ξ] depends on ξ both explicitly
and implicitly, however since ξ is a Grassmann field andW and λ are complex fields δ
δξ
δ
δW
S
∣∣∣
ξ=0
= 0
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and thus only the explicit ξi dependence have to taken into account.
Therefore, one obtains for the following cross 4-point function:
〈
Tγfs1 (t1) f
†
s2
(t2) cp1α1σ1l1 (t
′
1) c
†
p2α2σ2l2
(t′2)
〉
C
(648)
= i 〈t1s1|Gf
(
δ
ξc;p2α2σ2l2 (t
′
2)
Vξc
)
GB
(
δ
ξ†c;p1α1σ1l1 (t
′
1)
V †ξc
)
Gf |t2s2〉 .
From Eqs.(394,395)
δ
ξ†c;p1α1σ1l1 (t
′
1)
V †ξc =
1√
N
ˆ
dz′
∑
α′σ′
‖α′l′z′〉 〈t′1p1α1σ1l1| gc |0α′σ′l′z′〉 〈z′σ′| (649)
=
1√
N
ˆ
dz′ ‖α1l1z′〉 〈t′1p1α1σ1l1| gc |0α1σ1l1z′〉 〈z′σ1|
and
δ
ξc;p2α2σ2l2 (t
′
2)
Vξc =
1√
N
ˆ
dz
∑
σα
|z, σ〉 〈0ασlz| gc |t′2p2α2σ2l2〉 〈αzl‖ (650)
=
1√
N
ˆ
dz |z, σ2〉 〈0α2σ2l2z| gc |t′2p2α2σ2l2〉 〈α2zl2‖ .
Using the derivatives of V †ξc , Vξc with respect to sources,〈
Tγfs1 (t1) f
†
s2
(t2) cp1α1σ1l1 (t
′
1) c
†
p2α2σ2l2
(t′2)
〉
C
is obtained as
i
1
N
ˆ
dz′
ˆ
dz 〈t1s1|Gf |z, σ2〉 〈0α2σ2l2z| gc |t′2p2α2σ2l2〉 〈α2zl2‖GB ‖α1l1z′〉
〈t′1p1α1σ1l1| gc |0α1σ1l1z′〉 〈z′σ1|Gf |t2s2〉
= i
1
N
δs1σ2δs2σ1δα1α2
ˆ
dz′
ˆ
dz 〈t1s1|Gf |z, s1〉 〈0α2σ2l2z| gc |t′2p2α2σ2l2〉
〈α1zl2‖GB ‖α1l1z′〉 〈t′1p1α1σ1l1| gc |0α1σ1l1z′〉 〈z′s1|Gf |t2s2〉
= i
1
N
δs1σ2δs2σ1δα1α2
ˆ
dz′
ˆ
dzGf (t1, z) 〈0| gc (z, t′2) |p2〉 〈l2‖GB (z, z′) ‖l1〉
〈p1| gc (t′1, z′) |0〉Gf (z′, t2)
= i
1
N
√
Jl2Jl1
JL + JR
δs1σ2δs2σ1δα1α2
ˆ
dz′
ˆ
dz Gf (t1, z) gc;p2 (z, t
′
2)
GB (z, z
′) gc;p1 (t
′
1, z
′)Gf (z
′, t2) . (651)
Finally the 4-point cross function is
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〈
Tγfs1 (t1) f
†
s2
(t2) cp1α1σ1l1 (t3) c
†
p2α2σ2l2
(t4)
〉
C
(652)
= i 1
N
1
V
δs1σ2δs2σ1δα1α2Fp1l1;p2l2 (t1, t2, t3, t4)
with
Fp1l1;p2l2 (t1, t2, t3, t4) =
√
Jl2,zJl1,z′√
(JL,z′ + JR,z′) (JL,z + JR,z)
×
ˆ
dz′
ˆ
dz Gf (t1, z) gc;p2l2 (z, t4)GB (z, z
′) gc;p1l1 (t3, z
′)Gf (z
′, t2)
and gc;p1l1 (t, t′) = 〈tp1l1| gc |t′p1l1〉 .
H.2.1 4-point correlator at equal time
In order to obtain the 4-point cross function at equal time and use it to obtain Kondo singlet
strength, one should choose specific order for tis which is t1 > t2 > t3 > t4. This particular type of
ordering is chose here to order the 4 operators in the way which is suited to obtain Kondo singlet
strength.
Therefore, we get
〈
c†p2α2σ2l2 (t) cp1α1σ1l1 (t) f
†
s2
(t) fs1 (t)
〉
C
(653)
= i 1
N
1
V
δs1σ2δs2σ1δα1α2 limt1,2,3,4→t Fp1l1;p2l2 (t1, t2, t3, t4)
∣∣
t1>t2>t3>t4
From Langreth rules and considering different combinations for ti; i = 1, 2, 3, 4 and z on the Keldysh
contour (using an algorithm written in Mathematica to simplify the algebra), we obtain
lim
t1,2,3,4→t
ˆ
dz′
ˆ
dz Gf (t1, z) gc;p2 (z, t4)GB (z, z
′) gc;p1 (t3, z
′)Gf (z
′, t2)
∣∣∣∣
t1>t2>t3>t4
= 4iπ5
ˆ t
−∞
dτ
ˆ t
−∞
dη
{[
ρ+f (t, η)ρ
+
c,p2
(η, t)− ρ+f (t, η)ρ+c,p2(η, t)
] [
ρ+B(η, τ)
]
[
ρ−f (τ, t)ρ
+
c,p1
(t, τ)− ρ+f (τ, t)ρ−c,p1(t, τ)
]}
+
{[
ρ−f (t, η)ρ
+
c,p2
(η, t)− ρ+f (t, η)ρ−c,p2(η, t)
]
[
− 1
2πi
γR (τ) δ (η − τ) + Θ(η, τ)ρ−B(η, τ)
] [
ρ−f (τ, t)ρ
−
c,p1
(t, τ)− ρ+f (τ, t)ρ+c,p1(t, τ)
]}
+
{[
ρ−f (t, η)ρ
−
c,p2
(η, t)− ρ+f (t, η)ρ+c,p2(η, t)
] [
ρ−f (τ, t)ρ
+
c,p1
(t, τ)− ρ+f (τ, t)ρ−c,p1(t, τ)
]
[
− 1
2πi
γA (τ) δ (η − τ) + Θ(τ, η)ρ−B(η, τ)
]}
= 4iπ5I(1)p1,p2 (t)− 2π4I(2)p1,p2 (t) (654)
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where ρ±a (t, t′) ; with a ≡ f, b, are the time dependent version of the spectral function defined for
the frequency space, i.e., ρ±a (ω)
ρ±a (t, t
′) =
ˆ
dω
2π
ρ±a (ω) e
−iω(t−t′)
ρ±a (t, t
′) = − 1
2πi
[G>a (t, t
′)±G<a (t, t′)]
ρ−a (t, t
′) = − 1
2πi
[
GRa (t, t
′)−GAa (t, t′)
]
ρ±†a = ρ
±
a
Finally the 4-point correlator at equal time in Eq.(653) is obtained with Fp1l1;p2l2 (t) given by
Fp1l1;p2l2 (t) = lim
t1,2,3,4→t
Fp1l1;p2l2 (t1, t2, t3, t4)
∣∣∣∣
t1>t2>t3>t4
= 4iπ5Il1p1,l2p2 (t)
= 4iπ5
[
I(1)l1p1,l2p2 (t) + I
(2)
l1p1,l2p2
(t)
]
, (655)
with
I(1)p1,p2 (t) =
ˆ t
−∞
dτ
ˆ t
−∞
dη
[ √
Jl2,τJl1,η√
(JL,τ + JR,τ ) (JL,η + JR,η)
]
×
{[
ρ−f (t, τ)ρ
+
c,p2
(τ, t)− ρ+f (t, τ)ρ−c,p2(τ, t)
] [
ρ+B(τ, η)
]
×
[
ρ−f (η, t)ρ
+
c,p1
(t, η)− ρ+f (η, t)ρ−c,p1(t, η)
]
+
[
ρ−f (t, τ)ρ
+
c,p2
(τ, t)− ρ+f (t, τ)ρ−c,p2(τ, t)
] [
Θ(τ − η)ρ−B(τ, η)
]
×
[
ρ−f (η, t)ρ
−
c,p1
(t, η)− ρ+f (η, t)ρ+c,p1(t, η)
]
+
[
ρ−f (t, τ)ρ
−
c,p2
(τ, t)− ρ+f (t, τ)ρ+c,p2(τ, t)
] [
Θ(η − τ)ρ−B(τ, η)
]
×
[
ρ−f (η, t)ρ
+
c,p1
(t, η)− ρ+f (η, t)ρ−c,p1(t, η)
]}
, (656)
I(2)p1,p2 (t) =
1
2πi
ˆ t
−∞
dη
[ √
Jl2,ηJl1,η√
(JL,η + JR,η) (JL,η + JR,η)
]
×
{[
ρ−f (t, η)ρ
+
c,p2
(η, t)− ρ+f (t, η)ρ−c,p2(η, t)
]
(JL,η + JR,η)
×
[
ρ−f (η, t)ρ
−
c,p1
(t, η)− ρ+f (η, t)ρ+c,p1(t, η)
]
×−
[
ρ−f (t, η)ρ
−
c,p2
(η, t)− ρ+f (t, η)ρ+c,p2(η, t)
]
(JL,η + JR,η)
[
ρ−f (η, t)ρ
+
c,p1
(t, η)− ρ+f (η, t)ρ−c,p1(t, η)
]}
(657)
In the steady state, the system is time translationally invariant that yields
ρ±f (t, τ) = ρ
±
f (t− τ); and ρ−c,p2(τ, t) = ρ−c,p2(τ − t)
In the steady state and also by considering t = 0, we can rewrite the Eqs.(656,657) as
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I(1)p1,p2 =
√
Jl2Jl1
(JL + JR)
ˆ ∞
−∞
dτ
ˆ ∞
−∞
dη × (658)
{
Θ(−τ)
[
ρ−f (−τ)ρ+c,p2(τ)− ρ+f (−τ)ρ−c,p2(τ)
] [
ρ+B(τ − η)
]
Θ(−η)
×
[
ρ−f (η)ρ
+
c,p1
(−η)− ρ+f (η)ρ−c,p1(−η)
]
+Θ(−τ)
[
ρ−f (−τ)ρ+c,p2(τ)− ρ+f (−τ)ρ−c,p2(τ)
] [
Θ(τ − η)ρ−B(τ − η)
]
×Θ(−η)
[
ρ−f (η)ρ
−
c,p1
(−η)− ρ+f (η)ρ+c,p1(−η)
]
+Θ(−τ)
[
ρ−f (−τ)ρ−c,p2(τ)− ρ+f (−τ)ρ+c,p2(τ)
]
[
Θ(η − τ)ρ−B(τ − η)
]
Θ(−η)
[
ρ−f (η)ρ
+
c,p1
(−η)− ρ+f (η)ρ−c,p1(−η)
]}
I(2)p1,p2 =
√
Jl2Jl1
1
2πi
ˆ ∞
−∞
dη × (659)
Θ(−η)
{[
ρ−f (−η)ρ+c,p2(η)− ρ+f (−η)ρ−c,p2(η)
]
[
ρ−f (η)ρ
−
c,p1
(−η)− ρ+f (η)ρ+c,p1(−η)
]
−
[
ρ−f (−η)ρ−c,p2(η)− ρ+f (−η)ρ+c,p2(η)
]
[
ρ−f (η)ρ
+
c,p1
(−η)− ρ+f (η)ρ−c,p1(−η)
]}
Since the system is is time translationally invariant, it is advantageous to solve the self-consistent
equations in the frequency domain. The frequency representation of Eqs.(658,659) are given by
I(1)p1,p2 =
1
8
√
Jl2Jl1
(JL + JR)
ˆ
dω
2π
{[
−iH
[
A−++−l2
]
(ω) + A−++−l2 (ω)
]
(660)
×
[
2ρ+B(ω)
] [
iH
[
A−++−l1
]
(ω) + A−++−l1 (ω)
]
+
[
−iH
[
A−++−l2
]
(ω) + A−++−l2 (ω)
] [
−iρHB (ω) + ρ−B (ω)
]
×
[
iH
[
A−−++l1
]
(ω) + A−−++l1 (ω)
]
+
[
−iH
[
A−−++l2
]
(ω) + A−−++l2 (ω)
] [
iρHB (ω) + ρ
−
B (ω)
]
×
[
iH
[
A−++−l1
]
(ω) + A−++−l1 (ω)
]}
I(2)p1,p2 =
1
2
√
Jl2Jl1
1
2πi
ˆ
dω
2π
{[
−iH
[
A−++−l2
]
(ω) + A−++−l2 (ω)
]
A−−++l1 (ω)
−
[
−iH
[
A−−++l2
]
(ω) + A−−++l2 (ω)
]
A−++−l1 (ω)
}
(661)
with
AΣl (ω) =
ˆ
dν
2π
[
ρ
Σ(1)
f (ν) ρ
Σ(2)
c,pl
(ν − ω)− ρΣ(3)f (ν) ρΣ(4)c,pl (ν − ω)
]
H [A] (ω) = − 1
π
P
ˆ
dν
A (ν)
ω − ν is the Hilbert transform of A(ω) and
where the superscript Σ(i) = +/− and Σ is 4-tuple of Σ(i)s.
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H.2.2 Currents
The current of particles and energy leaving, say the left lead, are defined by the continuity equation
with respect to the conserved charges,
Jb = −∂t 〈Qb (t)〉 = −i 〈[H (t) ,Qb (t)]〉
JE → QE = HL =
∑
p,ασ
εpLc
†
pασLcpασL (662)
JP → QP = NL =
∑
p,ασ
c†pασLcpασL (663)
Using the identity
[
c†αcβ, c
†
γcδ
]
= δβ,γc
†
αcδ − δα,δc†γcβ and the fact that the Hamiltonian can be
decomposed as H = HL +HR +HJ with
HJ =
1
N
∑
ll′
Jll′
∑
σσ′
∑
α
(
f †σ fσ′ − qδσσ′
)
c†0,ασ′l′c0ασl
and JLl = JlL, one obtains
[H,HL] =
[
1
N
∑
ll′
Jll′
∑
σσ′
∑
α
(
f †σ fσ′ − qδσσ′
)
c†0,ασ′l′c0ασl,
∑
p,α′σ′′
εpLc
†
pα′σ′′Lcpα′σ′′L
]
=
1
N
∑
ll′
Jll′
∑
σσ′
∑
α
(
f †σ fσ′ − qδσσ′
) ∑
p,α′σ′′
εpL
× 1
V
∑
kk′
[
c†k,ασ′l′ck′ασl, c
†
pα′σ′′Lcpα′σ′′L
]
=
1
N
∑
ll′
Jll′
∑
σσ′
∑
α
(
f †σ fσ′ − qδσσ′
) ∑
p,α′σ′′
εpL
1
V
×
∑
kk′
[
c†k,ασ′l′δk′ασl;pα′σ′′Lcpα′σ′′L − δk,ασ′l′;pα′σ′′Lc†pα′σ′′Lck′ασl
]
=
1
N
∑
σσ′
∑
α
(
f †σ fσ′ − qδσσ′
)∑
p
εpL
× 1
V
∑
k
∑
l
[
JLlc
†
k,ασ′lcpασL − JlLδl′;Lc†pασ′Lckασl
]
=
1
N
∑
σσ′
∑
l
[
JLl
(
f †σ fσ′ − qδσσ′
)∑
α
c†0,ασ′l
(
1√
V
∑
p
εpLcpασL
)
−JlL
(
f †σ fσ′ − qδσσ′
)∑
α
(
1√
V
∑
p
εpLc
†
pασ′L
)
c0ασl
]
, (664)
therefore
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〈[H,HL]〉 =
1
N
∑
σσ′
∑
l
∑
α
1
V
∑
pp′
JLlεpL
[〈
f †σ fσ′c
†
p′,ασ′lcpασL
〉
C
−
〈
f †σ′ fσc
†
pασLcp′ασ′l
〉
C
]
=
1
N
∑
σσ′
∑
l
∑
α
1
V
∑
pp′
JLlεpL
[〈
f †σ fσ′c
†
p′,ασ′lcpασL
〉
C
− h.c.
]
(665)
Substituting above equation in Eqs.(662,663)
JP (t) = −i
1
N
∑
σσ′α
∑
l
1
V
∑
pp′
JLl,t
[〈
f †σ (t) fσ′ (t) c
†
p′,ασ′l (t) cpασL (t)
〉
C
− h.c.
]
(666)
JE (t) = −i
1
N
∑
σσ′α
∑
l
1
V
∑
pp′
JLl,tεpL
[〈
f †σ (t) fσ′ (t) c
†
p′,ασ′l (t) cpασL (t)
〉
C
− h.c.
]
.
From what was obtained in previous section for connected 4-point correlator at equal time, we can
simplifying above equations as
JP (t) /M = 2
√
JL,tJR,tRe
[
1
V 2
∑
pp′
FRp′,Lp (t)
]
(667)
JE (t) /M = 2
√
JL,tJR,tRe
[
1
V 2
∑
pp′
εpLFRp′,Lp (t)
]
(668)
H.3 Connection with usual perturbation theory at T = 0
Assuming that at the distant past the density matrix of the system is defined by ρ(−∞) and
coincides with the equilibrium density matrix and that the time-dependent part of the Hamiltonian
is such that at distant past t = −∞ the system was non-interacting. At zero temperature we have:
ρ0 = |Ψ0〉 〈Ψ0|
O(t) = 〈Ψ0|U(0, t)ÔU(t, 0) |Ψ0〉
= 〈0|U(−∞, t)ÔU(t, 0)U(0,−∞) |0〉
where in the above equation one should use U(0, t) = U(0,−∞)U(−∞, t) and also cyclically
transfer the U(0,−∞).
Note that |Ψ0〉 = U(0,−∞) |0〉 is the ground state of the interacting system, |0〉 is the state of
the non-interacting system. In the case of equilibrium the interacting part of the Hamiltonian is
adiabatically turned on and off the interaction at t = −∞ and t =∞ respectively. Therefore the
evolution of the non-interacting ground state by considering such adiabatic switching on and off is
given by:
〈0|U(+∞,−∞) = 〈0| eiφ, (669)
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i.e. the final state is identical to the initial state possibly up to a phase. Therefore, one can write
the mean value of O in the usual way, i.e. the starting point of usual perturbation theory
O(t) =
e−iφ 〈0|U(+∞,−∞)U(−∞, t)ÔU(t, 0)U(0,−∞) |0〉
e−iφ 〈0|U(+∞,−∞) |0〉
=
〈0|U(+∞, t)ÔU(t,−∞) |0〉
〈0|U(+∞,−∞) |0〉 (670)
Thus from the Eq.( 670) one notice that only the forward evolution is needed to be considered and
the forward and backward evolution is avoided in the case of equilibrium situation.
H.4 Green’s functions and their properties
From the definition of Green’s function:
G(z, z′) = −i
〈
Tγa(z)a
†(z′)
〉
(671)
one can write the Green’s function on the Keldysh contour as
G(z, z′) = −i
〈
Tγa(z)a
†(z′)
〉
= −iTr
[
TγU(−iβ, 0)a(z)a†(z′)
]
Tr [U(−iβ, 0)] (672)
where z, z′ are defined on the Keldysh contour. According to the definition of G, the complex time
arguments are ordered on the contour. But on physical grounds we are most interested in time
arguments that have vanishing imaginary parts. Note that depending on if z on the contour is
located later than z′ or before that , one can define two Green’s functions which are G>(z, z′) and
G<(z, z′). Therefore, for both time arguments z, z′ on the real axis, we can write the following
form for the time ordered and anti-time order Green’s functions in terms of G>,<(z, z′):
GT (t, t′) = Θ(t− t′)G>(t, t′) + Θ(t′ − t)G<(t, t′) (673)
GT̃ (t, t′) = Θ(t′ − t)G>(t, t′) + Θ(t− t′)G<(t, t′) (674)
while we have for the larger and lesser Green’s function
G>(t, t′) ≡ G(z+ = t, z′− = t′) = −i
Tr
[
U(−iβ, 0)a(t)a†(t′)
]
Tr [U(−iβ, 0)] (greater)
(675)
G<(t, t′) ≡ G(z− = t, z′− = t′) = −ζi
Tr
[
U(−iβ, 0)a†(t′)a(t)
]
Tr [U(−iβ, 0)] (lesser)
(676)
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with ζ = +1 for bosons and ζ = −1 fermions. Where G>(t, t′) is Green’s function for the case
once t > t′ and G<(t, t′) is Green’s function for t < t′. Notice that G(z, z′) has a discontinuity for
z = z′ = t (on the real axis):
G>(t, t)−G<(t, t) = −i (677)
since U(t, 0)† = U(0, t) and U(−iτ, 0)† = U(−iτ, 0). From Eq.(675) one can easily obtain the
following symmetry relations for both time arguments located on the real axis:
[G>(t, t′)]
†
= i
Tr
[
U(−iβ, 0)U(0, t)aU(t, 0)U(0, t′)a†U(t′, 0)
]†
Tr [U(−iβ, 0)†] (678)
= i
Tr
[
U(0, t′)aU(t′, 0)U(0, t)a†U(t, 0)U(−iβ, 0)
]
Tr [U(−iβ, 0)]
= i
Tr
[
U(−iβ, 0)U(0, t′)aU(t′, 0)U(0, t)a†U(t, 0)
]
Tr [U(−iβ, 0)]
[G>]
†
= −G> (679)
[G<]
†
= −G< (680)
H.5 Path integral formulation
The path integral can be obtained by discretizing the path γ in to Trotter slices and introducing
degrees of freedom for each branch of γ. The formal expression is given by
Z = Tr
[
Tγe
−i
´
γ dz H(z)
]
=
ˆ
Dµ (ᾱ, α) ei[
´
dz dz′ᾱ(z)g−1(z,z′)α(z′)−
´
dzHint(ᾱ,α)] (681)
where g is the γ-order non-interacting Green’s function
g(z, z′) = −i
〈
Tγa(z)a
†(z′)
〉
h
. (682)
Formally g−1(z, z′) = δ(z−z′) [i∂z − h(z)] , here ĥ(z) = a†.h(z).a is the non interacting part of the
Hamiltonian H(z) = ĥ(z) + Hint (z). A careful analysis of the Trotter discretization of the path
integral is presented in [123] . However it is not very useful in practice. The key point is to notice
that all subtleties of the ordering in the path integral are in the definition of g−1 which includes
the non-interacting term from the Hamiltonian, that is easy to deal with since it is local in z, but
also the dynamic term that is not so easy to deal with. The term Hint (ᾱ, α) is also local in z so
no ordering problems can arise.
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