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Resumen
Tanto en el mundo natural como en el artificial, existen sistemas compuestos u´nica-
mente por elementos simples para los que se observan feno´menos de gran complejidad.
Nuestro objetivo fue estudiar estos sistemas, mediante modelos lo ma´s sencillos po-
sibles en su formulacio´n, pero que a la vez sean capaces de exhibir un comportamiento
complejo. Pusimos nuestro e´nfasis en feno´menos para los que el sistema comienza a sa-
lirse del equilibrio (l´ıquidos sobre-enfriados) y feno´menos en que el sistema se encuentra
completamente fuera de equilibrio (part´ıculas autopropulsadas)
En el cap´ıtulo 2 introdujimos los antecedentes y conceptos relacionados al estudio
de la transicio´n v´ıtrea para l´ıquidos sobreenfriados. Se presentaron las caracter´ısticas
salientes de vidrios, l´ıquidos sobreenfriados y cristales, haciendo hincapie´ en descrip-
ciones de la estructura de estos. En el cap´ıtulo 3 presentamos el me´todo Monte Carlo
Cine´tico y nociones te´cnicas para modelos formadores de vidrios. Luego, en el cap´ıtulo
4 presentamos los resultados obtenidos para el modelo de ret´ıculo PCTCC. Mostramos
un estudio de metaestabilidad y una posible temperatura de Kauzmann TK. Utilizando
el me´todo de tiempos cortos, determinamos una temperatura espinodal termodina´mica.
Finalmente presentamos un estudio de envejecimiento mediante un exponente de escala
para los tiempos de espera. En el cap´ıtulo 5, caracterizamos el modelo de ret´ıculo t154,
e investigamos su dina´mica tanto en condiciones de contorno perio´dicas, as´ı como uti-
lizando una cavidad que lo confina. Realizamos un estudio de su esta´tica y extraemos
una longitud de correlacio´n esta´tica.
En el cap´ıtulo 6 introdujimos los antecedentes y conceptos relacionados al novedoso
campo de la materia auto-propulsada. En el cap´ıtulo 7, discutimos el uso de Dina´mica
Molecular y el estudio de efectos de taman˜o finito mediante el me´todo de sub-bloques.
Los cap´ıtulos 8 y 9 presentan los resultados hallados para mezclas binarias de part´ıculas
auto-propulsadas con volumen excluido y los efectos de agregar interacciones orientacio-
nales en todas ellas (Capitulo 9). Notamos que las part´ıculas u´nicamente se diferencian
en su velocidad, clasifica´ndolas en ra´pidas y lentas. Para el caso sin interaccio´n orien-
tacional observamos una transicio´n de segregacio´n al ralentizar a las part´ıculas lentas,
detectando presencia de estructura cristalina mediante medidas de funciones de corre-
lacio´n esta´tica. Corroboramos la presencia o ausencia de esta transicio´n mediante un
ana´lisis de sub-bloques para un estudio de taman˜o finito. Cuando incorporamos inter-
acciones orientacionales, el sistema presenta segregacio´n en una regio´n de parametros
distinta al caso anterior y sin indicios de estructura de largo alcance.
Finalmente, presentamos una discusio´n y conclusiones del trabajo de tesis en el
cap´ıtulo 10.
1
Agradecimientos
A mi director Toma´s S. Grigera, siempre paciente con mis caprichos.
A Gabriel Baglietto, un colaborador excepcional.
Al IFLYSIB y la gente con que compart´ı trabajo, comida, jornadas y tareas de
carpinter´ıa.
Al INIFTA y la gente que estuvo cerca en los primeros pasos en la investigacio´n.
Al CONICET y a AGENCIA por la financiacio´n de mi vida de graduado y gastos
de mi doctorado.
A mis padres por la financiacio´n de mi vida de pre-graduado y otros servicios.
A mis amigos. Variados, todos me ensen˜aron cosas.
A mi esposa Arika, que siempre busca sacar lo mejor de mi.
La realizacio´n de esta tesis fue posible, debido a una beca doctoral de CONICET y
a fondos de AGENCIA. Tuve lugar de trabajo en el INIFTA durante 2013-2015 y luego
en el IFLYSIB 2015-2017.
2
I´ndice general
Resumen 1
Agradecimientos 2
1. Introduccio´n General 9
I Sistemas Vı´treos 12
2. Introduccio´n a los L´ıquidos Sobreenfriados 13
2.1. Vidrios: Un Problema muy Viejo y muy Vigente . . . . . . . . . . . . . 13
2.2. Vidrios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1. Materia Condensada en una Carilla . . . . . . . . . . . . . . . . 15
2.2.2. Rigidez de un Vidrio . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3. Fenomenolog´ıa Vı´trea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1. El Desorden de los Vidrios . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2. L´ıquidos Formadores de Vidrios . . . . . . . . . . . . . . . . . . . 18
2.3.3. La Teor´ıa de Adam Gibbs . . . . . . . . . . . . . . . . . . . . . . 19
2.3.4. Crisis de Entrop´ıa y Tiempo de Relajacio´n . . . . . . . . . . . . 20
2.3.5. Difusio´n y la Relacio´n de Stokes-Einstein . . . . . . . . . . . . . 21
2.3.6. Relajacio´n en Dos Pasos . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.7. La Jaula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.8. Ca´ıda de cp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.9. La Exponencial Estirada . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.10. Correlaciones Dina´micas y Envejecimiento . . . . . . . . . . . . . 25
2.4. Cristalizacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1. Nucleacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.2. Dina´mica de la Nucleacio´n . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3. La Temperatura Espinodal Cine´tica . . . . . . . . . . . . . . . . 28
2.4.4. Formacio´n de Cristales . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.5. La Funcio´n de Correlacio´n de Pares g(r) . . . . . . . . . . . . . . 30
2.4.6. El Factor de Estructura Esta´tico S(k) . . . . . . . . . . . . . . . 32
2.5. Correlacio´n Punto Conjunto . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6. Teor´ıas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6.1. Topograf´ıa: Propuesta de Paisaje de Energ´ıa . . . . . . . . . . . 35
3
Contents 4
2.6.2. Entonces, ¿Co´mo Detectamos un Vidrio? . . . . . . . . . . . . . 35
2.6.3. Teor´ıa de Modos acoplados MCT . . . . . . . . . . . . . . . . . . 36
2.6.4. Transicio´n aleatoria de primer orden RFOT (Teor´ıa de Mosaico) 37
2.7. Modelos de Vidrio de Ret´ıculo . . . . . . . . . . . . . . . . . . . . . . . . 39
2.8. Objetivos de Este Trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3. Simulaciones I: Metodolog´ıa Utilizada en el Estudio Modelos de Ret´ıcu-
lo para L´ıquidos Sobreenfriados 42
3.1. Simulaciones Computacionales . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2. Sistemas Discretos : Ret´ıculos . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3. El Me´todo Monte Carlo MC . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.1. Muestreo de Importancia . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.2. Procesos de Markov . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.3. Ergodicidad y Balance Detallado . . . . . . . . . . . . . . . . . . 45
3.3.4. El Algoritmo de Metropolis . . . . . . . . . . . . . . . . . . . . . 46
3.4. El Me´todo Monte Carlo Cine´tico (KMC) . . . . . . . . . . . . . . . . . . 46
3.4.1. Sistemas de Eventos Improbables y Perdida de Ergodicidad . . . 47
3.5. Herramientas Complementarias . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.1. Dina´mica de Tiempos Cortos . . . . . . . . . . . . . . . . . . . . 49
3.5.2. Prueba BIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4. Modelo PCTCC 53
4.1. Modelo PCTCC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2. Comparacio´n entre Monte Carlo Metropolis y Monte Carlo Cine´tico . . 56
4.3. Estudio de Metaestabilidad . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4. L´ımites de la Metaestabilidad . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5. Dina´mica de Tiempos Cortos . . . . . . . . . . . . . . . . . . . . . . . . 61
4.6. Estudios de Envejecimiento . . . . . . . . . . . . . . . . . . . . . . . . . 64
5. Modelo t154 68
5.1. El Modelo de Biroli Mezard . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2. t154: Una Proporcio´n que no Cristaliza . . . . . . . . . . . . . . . . . . . 70
5.3. Dina´mica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.1. Efectos de Taman˜o Finito . . . . . . . . . . . . . . . . . . . . . . 74
5.4. Estructura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
II Part´ıculas Autopropulsadas 86
6. Introduccio´n a la Materia Activa 87
6.0.1. La Imposibilidad de una Descripcio´n Teo´rica General para Ma-
teria Activa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.0.2. Bandadas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.1. Transiciones de Fase fuera del Equilibrio . . . . . . . . . . . . . . . . . . 90
6.2. Complejidad y Feno´menos Emergentes . . . . . . . . . . . . . . . . . . . 91
6.3. Fuerzas Intermoleculares y Potenciales Modelo . . . . . . . . . . . . . . 92
6.4. Interacciones Orentacionales . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.4.1. El Modelo XY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Contents 5
6.4.2. El Modelo de Vicsek . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.5. Objetivos de este trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7. Simulaciones II: Metodolog´ıa Utilizada en el Estudio de Materia Ac-
tiva 98
7.1. Sistemas Continuos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2. Dina´mica Molecular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2.1. Integracio´n de las Ecuaciones de Movimiento . . . . . . . . . . . 99
7.2.2. Relacio´n con la Meca´nica Estad´ıstica . . . . . . . . . . . . . . . . 100
7.3. Detalles de optimizacio´n en simulaciones DM . . . . . . . . . . . . . . . 101
7.3.1. Potencial Lennard-Jones truncado . . . . . . . . . . . . . . . . . 101
7.3.2. Paso temporal de las simulaciones . . . . . . . . . . . . . . . . . 102
7.4. Efectos de Taman˜o Finito . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.4.1. Cumulante de Binder . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.4.2. El Ana´lisis de Sub-Bloques como Medida de Efectos de Taman˜o
Finito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.4.3. Muestreo Utilizando Bloques . . . . . . . . . . . . . . . . . . . . 105
8. Resultados para Part´ıculas Auto-Propulsadas con Volumen Exclu´ıdo107
8.1. El modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
8.2. El Espacio de Para´metros Utilizado . . . . . . . . . . . . . . . . . . . . . 108
8.3. Determinacio´n de comportamiento estacionario . . . . . . . . . . . . . . 109
8.4. Clasificacio´n de Estados Estacionarios Segu´n VS . . . . . . . . . . . . . 112
8.5. Distribuciones Locales de Densidad y Concentracio´n . . . . . . . . . . . 114
8.6. Transicio´n de segregacio´n y cumulantes de Binder . . . . . . . . . . . . 116
8.7. Deteccio´n de Orden Mediante S(k) y g(r) . . . . . . . . . . . . . . . . . 118
9. Resultados para Part´ıculas Auto-Propulsadas con Volumen Excluido
e Interaccio´n Orientacional 123
9.1. Interaccio´n Lennard Jones Junto con Interaccio´n Orientacional . . . . . 123
9.1.1. Integracio´n de las Ecuaciones de Movimiento Considerando una
Interaccio´n Orientacional . . . . . . . . . . . . . . . . . . . . . . . 123
9.2. Determinacio´n y Clasificacio´n de Estados Estacionarios . . . . . . . . . 124
9.3. Distribuciones Locales de Densidad y Concentracio´n . . . . . . . . . . . 127
9.4. Transicio´n de Segregacio´n y Cumulantes de Binder . . . . . . . . . . . . 128
9.5. Deteccio´n de orden mediante S(k) y g(r) . . . . . . . . . . . . . . . . . . 129
III Conclusiones Generales 134
10.Conclusiones 135
10.1. Modelo PCTCC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
10.2. Modelo t154 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
10.3. Part´ıculas Auto-Propulsadas con Volumen Exclu´ıdo . . . . . . . . . . . 137
10.4. Part´ıculas Auto-Propulsadas con Volumen Exclu´ıdo e Interaccio´n Orien-
tacional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
10.5. Conclusiones Generales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
I´ndice de figuras 6
Bibliograf´ıa 140
I´ndice de figuras
2.1. Esquema de la relajacio´n en dos pasos . . . . . . . . . . . . . . . . . . . 22
2.2. Esquema de temperatura espinodal cine´tica TSP . . . . . . . . . . . . . . 29
2.3. Ejemplos esquema´ticos para funcio´n de correlacio´n de pares g(r) . . . . 31
2.4. Caricatura de un paisaje de energ´ıa para un sistema en el continuo. . . 35
3.1. Representacio´n de la lo´gica para la evolucio´n del algoritmo Monte Carlo
Cine´tico KMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2. Caricatura de la prueba de condicio´n inicial BIC . . . . . . . . . . . . . 51
4.1. Caricatura del modelo de ret´ıculo PCTCC para un caso bidimensional 54
4.2. Comparacio´n entre el tiempo real de simulacio´n entre simulaciones Mon-
te Carlo Metropolis (MMC) y Monte Carlo Cine´tico (KMC). . . . . . . 57
4.3. Enfriamiento a distintos ritmos del modelo .PCTCC . . . . . . . . . . . . 58
4.4. Gra´fico Angell mostrando un comportamiento no-Arrhenius. . . . . . . 59
4.5. Densidad ρ en funcio´n del tiempo. . . . . . . . . . . . . . . . . . . . . . . 60
4.6. Masa cristalina m en funcio´n del tiempo. . . . . . . . . . . . . . . . . . . 61
4.7. Evolucio´n de la masa cristalina m comenzando desde el desorden inicial 63
4.8. Evolucio´n de la masa cristalina m usando dina´mica de tiempos cortos
STD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.9. Medidas de autosolapamiento para T = µ/9 mostrando envejecimiento. 65
4.10. Ajuste sigmoideal para determinar relacio´n entre tiempos de espera y
relajacio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.1. Caricatura del modelo de Biroli Me´zard para un caso bidimensional . . 70
5.2. Ajuste VFT para dina´micas C/GC . . . . . . . . . . . . . . . . . . . . . 73
5.3. Susceptibilidad χd(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4. Tiempo de relajacio´n τ vs ρ usando condiciones de contorno perio´dicas
(PBCs) Cano´nico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5. Tiempo de relajacio´n τ vs 〈ρ〉 usando PBCs GC . . . . . . . . . . . . . . 76
5.6. Tiempo de relajacio´n punto-conjunto (PTS) τ vs 〈ρ〉 usando condiciones
de contorno amorfas (ABCs) gran cano´nica (GC) . . . . . . . . . . . . . 77
5.7. Densidad ρ vs α determinados para L = 30 . . . . . . . . . . . . . . . . . 78
5.8. Densidad ρ vs α1 para dina´mica PBCs GC. . . . . . . . . . . . . . . . . 78
5.9. Fluctuaciones de la densidad para dina´micas GC en condiciones ABCs
y PBCs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.10. Medidas de autosolapamiento global Q(t) y punto conjunto q(t). . . . . 81
5.11. Prueba BIC para cavidades de distintos taman˜os. . . . . . . . . . . . . . 82
7
Alejandro Seif 8
5.12. Ajustes de las predicciones teo´ricas sobre los valores asinto´ticos q∞ y Q∞. 84
5.13. Longitud de correlacio´n ξ y ξPTS. . . . . . . . . . . . . . . . . . . . . . . 84
5.14. Ley de potencia para tiempos de relajacio´n en funcio´n de longitud de
correlacio´n ξPTS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.1. Representacio´n esquema´tica para potenciales intermoleculares. . . . . . 94
6.2. Representacio´n de los rangos de las interacciones entre part´ıculas. . . . 97
7.1. El potencial Lennard Jones utilizado, truncado para rc = 21/6σ . . . . 102
7.2. Representacio´n del ana´lisis de sub-bloques . . . . . . . . . . . . . . . . . 106
8.1. Distintas configuraciones iniciales con el mismo conjunto de para´metros 110
8.2. Configuraciones finales con el mismo conjunto de para´metros . . . . . . 111
8.3. Prueba de condicio´n inicial usando observable LJSF . . . . . . . . . . . . 111
8.4. Configuraciones finales para distintos valores de VS . . . . . . . . . . . . 113
8.5. LJSF en funcio´n de la densidad ρ y VS . . . . . . . . . . . . . . . . . . . 113
8.6. Histograma de densidad local ρB . . . . . . . . . . . . . . . . . . . . . . 115
8.7. Ajuste gaussiano para determinar las densidades mas prominentes en el
histograma de densidades locales ρB . . . . . . . . . . . . . . . . . . . . 115
8.8. Ley de potencia para diferencia de densidad local en funcio´n de VS . . . 116
8.9. Histograma para la concentracio´n de part´ıculas rapidas CF. . . . . . . . 117
8.10. Cumulante de Binder para concentracio´n de part´ıculas ra´pidas U(Cf) . 117
8.11. Cumulantes de Binder para concentracio´n de part´ıculas ra´pidas U(Cf),
en funcio´n de VS para distintos valores de FPR. . . . . . . . . . . . . . . 118
8.12. Funcio´n de correlacio´n de pares g(r) para todas las part´ıculas. . . . . . 119
8.13. Funcio´n de correlacio´n de pares g(r) discriminando por tipo de part´ıcula. 120
8.14. Factor de estructura esta´tico S(k) para todas las part´ıculas. . . . . . . . 120
8.15. Factor de estructura esta´tico S(k) discriminando por tipo de part´ıcula. 121
8.16. Diagrama de fase cualitativo. . . . . . . . . . . . . . . . . . . . . . . . . 122
9.1. Prueba de condicio´n inicial usando los observables LJSF y Φ. . . . . . . 125
9.2. Valores asinto´ticos de LJSF y Φ al variar VS y ρ. . . . . . . . . . . . . . 126
9.3. Configuraciones finales del sistema incorporando interacciones orienta-
cionales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
9.4. Histograma de la densidad local ρB . . . . . . . . . . . . . . . . . . . . . 127
9.5. Histograma de la concentracio´n local de part´ıculas ra´pidas CF . . . . . 128
9.6. Cumulante de concentracio´n de part´ıculas ra´pidas U(CF). . . . . . . . . 129
9.7. Funcio´n de correlacio´n de pares g(r) para todas las part´ıculas, incorpo-
rando interaccio´n orientacional. . . . . . . . . . . . . . . . . . . . . . . . 130
9.8. Funcio´n de correlacio´n de pares g(r) discriminando por tipo de part´ıcula,
incorporando interaccio´n orientacional. . . . . . . . . . . . . . . . . . . . 130
9.9. Factor de estructura esta´tico S(k) para todas las part´ıculas, considerando
interaccio´n orientacional. . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
9.10. Factor de estructura esta´tico S(k) discriminando por tipo de part´ıcula,
considerando interaccio´n orientacional. . . . . . . . . . . . . . . . . . . . 132
9.11. Diagrama de fase cualitativo considerando interaccio´n orientacional. . . 133
Cap´ıtulo 1
Introduccio´n General
Existe una buena comprensio´n de los sistemas en equilibrio. La f´ısica de materia
condensada nos brinda herramientas para describir y determinar lo que le sucede a
grandes nu´meros de part´ıculas simples que interactu´an mediante fuerzas conocidas. El
comportamiento de equilibrio puede ser extra´ıdo de la minimizacio´n de la energ´ıa libre
F, cuya obtencio´n depende de la funcio´n de particio´n Z. Si bien el ca´lculo de Z puede
presentar un problema matema´tico/computacional muy dif´ıcil, al menos, sabemos que
existe una receta general disponible para estudiar el equilibrio.
La situacio´n es distinta cuando deseamos estudiar el sistema cuando e´ste esta´ fue-
ra del equilibrio. Un sistema l´ıquido enfriado muy por debajo de su temperatura de
fusio´n puede salirse del equilibrio por aumento exponencial del tiempo de relajacio´n
τ (transicio´n v´ıtrea). Otro caso son los sistemas de part´ıculas autopropulsadas, las
cuales son sistemas de agentes auto´nomos capaces de convertir energ´ıa del entorno
en movimiento persistente. Estas part´ıculas esta´n manifiestamente fuera del equilibrio,
precisamente por su consumo de energ´ıa en el movimiento. Estos dos casos son ejemplos
donde ya no contamos con recetas sobre como extraer informacio´n del sistema.
Las propiedades macrosco´picas de sistemas de materia condensada generalmente de-
penden fuertemente de interacciones complejas entre los constituyentes microsco´picos
del sistema. Podemos obtener una comprensio´n teo´rica estudiando anal´ıtica o nume´ri-
camente un modelo simplificado del sistema real, donde el comportamiento predicho
depende de los para´metros del modelo espec´ıfico considerado. Sin embargo, existen ca-
sos donde el comportamiento colectivo que emerge es en gran parte independiente de
los detalles microsco´picos del sistema y, como consecuencia de esto, es independiente
del modelo utilizado para describir el feno´meno. Esta propiedad se conoce como univer-
salidad [Calabrese and Gambassi, 2005] y caracteriza el comportamiento f´ısico cuando
el sistema se acerca al punto cr´ıtico. All´ı, el sistema atraviesa una transicio´n de fase
9
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continua. La emergencia del comportamiento colectivo es revelada por el crecimiento
de una longitud de correlacio´n ξ, definida como la distancia t´ıpica a la que las variables
microsco´picas estan correlacionadas. Lejos del punto cr´ıtico, ξ es t´ıpicamente del orden
de las interacciones microsco´picas, pero a medida que el sistema se aproxima al punto
cr´ıtico, ξ crece hasta diverger. De esta manera, posiciona´ndonos cerca del punto de
transicio´n, ξ se vuelve mesosco´pica y provee una escala de longitud relevante para el
sistema critico.
En los l´ıquidos sobreenfriados, la intuicio´n f´ısica indica que el crecimiento del tiempo
de relajacio´n estructural (esencialmente proporcional a la viscosidad) debe estar relacio-
nado al crecimiento de alguna longitud de correlacio´n ξ [Cavagna, 2009], como tambie´n
se ha concluido recientemente desde un enfoque riguroso [Montanari and Semerjian, 2006a].
Sin embargo, el cara´cter amorfo del sistema hace dif´ıcil detectar correlaciones al no co-
nocerse el para´metro de orden (las correlaciones de densidad de dos part´ıculas, por
ejemplo, no sufren ningu´n cambio drama´tico). Por estos motivos, la bu´squeda de una
longitud de correlacio´n creciente ha sido el objetivo de muchos estudios en los u´ltimos
20 an˜os [Berthier and Biroli, 2011].
De acuerdo al tiempo caracter´ıstico del experimento, los l´ıquidos sobreenfriados
pueden ser observados como tales (es decir en equilibrio), o bien como vidrios, es decir
fuera del equilibrio. Dada la velocidad de crecimiento de los tiempos de relajacio´n al
bajar la temperatura, estos sistemas t´ıpicamente se observan (si la temperatura es
menor de aproximadamente un tercio de la temperatura de fusio´n) en un estado no
ergo´dico, de viscosidad extremadamente alta y con las propiedades meca´nicas de un
so´lido pero estructura amorfa. Este es el estado v´ıtreo.
Recientemente ha comenzado a estudiarse con mucho intere´s otro tipos de sistemas,
inherentemente fuera del equilibrio debido a estar sometidos a permanente inyeccio´n
de energ´ıa: son los sistemas llamados de materia activa [Ramaswamy, 2010], que han
sido motivo de numerosos estudios mediante herramientas de la materia condensada.
Comparten con los sistemas v´ıtreos el estar apartados del equilibrio, aunque por motivos
distintos (ruptura de ergodicidad vs. inyeccio´n de energ´ıa).
Es notorio que si bien no hay equilibrio, los sistemas de materia activa compuestos
por part´ıculas auto-propulsadas, son capaces de alcanzar estados estacionarios y sufrir
transiciones de fase fuera del equilibrio. Estos sistemas [Vicsek and Zafeiris, 2012], au´n
sin interacciones orientacionales, exhiben una fenomenolog´ıa rica, presentando transi-
ciones de segregacio´n.
Esto presenta una oportunidad para estudiar sistemas pro´ximos al no-equilibrio
(l´ıquidos sobreenfriados) y sistemas completamente fuera de equilibrio (part´ıculas auto-
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propulsadas) desde el punto de vista de su dina´mica y organizacio´n, fuera del equilibrio
termodina´mico.
El objetivo general de este trabajo de tesis es estudiar la relacio´n entre las escalas de
longitud de correlacio´n y la dina´mica de sistemas de l´ıquidos formadores de vidrios, as´ı
como el surgimiento de correlaciones espaciales y transiciones de fase fuera del equilibrio
en sistemas de part´ıculas autopropulsadas.
Los aportes originales espec´ıficos que realiza este trabajo de tesis son:
La caracterizacio´n de la metaestabilidad y el envejecimiento, para el modelo de
ret´ıculo PCTCC de l´ıquido formador de vidrio, as´ı como la presentacio´n de los
beneficios en performance del uso del algoritmo Monte Carlo Cine´tico KMC, res-
pecto al algoritmo Monte Carlo Metropolis MMC.
Re-visitar el estudio del modelo de ret´ıculo t154 para l´ıquido formador de vidrio,
realizando un estudio de su dina´mica y estructura en el contexto de condiciones
de contorno perio´dicas (PBC) as´ı como condiciones de contorno amorfas (ABC).
La extraccio´n de una longitud de correlacio´n esta´tica ξ para el modelo t154, que
crece cuando el sistema aumenta su densidad.
La verificacio´n de que ambos modelos de ret´ıculo presentan caracter´ısticas de
fenomenolog´ıa v´ıtrea, pero su comportamiento en altas densidades parece alejarse
del de un l´ıquido sobreenfriado.
La determinacio´n de que la diferencia de velocidades y la densidad controlan
la segregacio´n de una mezcla binaria de part´ıculas auto-propulsadas (con y sin
interaccio´n orientacional). Hallamos la existencia de una transicio´n de fase de
segundo orden para el caso no orientacional, as´ı como una regio´n de criticalidad
cuando la interaccio´n orientacional esta activada.
La observacio´n de que la interaccio´n orientacional inhibe la formacio´n de orden
estructural de largo alcance. Este orden esta´ presente para una regio´n espec´ıfica
de para´metros, cuando la interaccio´n orientacional se encuentra desactivada. No-
tamos que el agregado de la interaccio´n orientacional genera un orden de corto
alcance variable para todo el espacio de para´metros, que no fue observado en el
caso sin interacciones orientacionales.
Parte I
Sistemas Vı´treos
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Cap´ıtulo 2
Introduccio´n a los L´ıquidos
Sobreenfriados
2.1. Vidrios: Un Problema muy Viejo y muy Vigente
Cuerdas multidimensionales, agujeros negros y energ´ıa oscura reciben gran atencio´n
de la prensa y el pu´blico en general. Se trata de feno´menos exo´ticos, excitantes y hasta
incluso mı´sticos para algunos. Tambie´n resultan completamente alejados de la vida
cotidiana. Bien puede ser que nuestros propios cuerpos este´n compuestos de excitaciones
que oscilan como una cuerda, o que los agujeros negros gobiernen el pasado y futuro
del universo, pero para la mayor´ıa de las personas, el impacto de e´stos en nuestra vida
diaria es nulo.
No esta´ mal recordar que hace un par de siglos, la electricidad o el magnetismo,
no jugaban rol conocido alguno para la vida diaria de la gente. Hoy en d´ıa nadie se
sorprende por tocar una tecla e iluminar una habitacio´n oscura, e incluso podemos
enfadarnos si al realizar una videollamada, con alguien a miles de kilo´metros de dis-
tancia desde un dispositivo que entra en un bolsillo, la calidad de la imagen no es alta
definicio´n. Pero un par de siglos atra´s, estos feno´menos que hoy nos parecen cotidianos,
eran esote´ricos, curiosidades de cient´ıficos e intelectuales trabajando en laboratorios
aislados. Como quiza´s lo son hoy para muchos las cuerdas o los agujeros negros.
En el mundo industrializado y globalizado en el que vivimos, la vida y bienestar
de la mayor´ıa, depende completamente de los descubrimientos realizados por cient´ıficos
considerados esote´ricos un par de siglos atra´s. El electromagnetismo y la termodina´mica
de los so´lidos, l´ıquidos y gases, luego acompan˜ada por la meca´nica cua´ntica, la com-
prensio´n moderna de los a´tomos y mole´culas y como se organizan, todo confluye en lo
que hoy conocemos como f´ısica de la materia condensada.
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Pero entre los problemas que se fueron presentando y comprendiendo a lo largo de
de la historia reciente de la ciencia, hubo uno que fue quedando inconcluso con el paso
de los siglos. Y no fue por falta de intentos o ideas innovadoras que au´n hoy no exista
una teor´ıa, al menos rudimentaria, que nos explique que esta sucediendo. Nos referimos
al problema de los vidrios.
Ya los antiguos egipcios, hace aproximadamente 3500 an˜os [Varberg et al., 2015],
utilizaban te´cnicas de fabricacio´n de vidrio, fabricando objetos de distinta opacidad,
color y forma. Estas te´cnicas fueron copiadas, mejoradas, olvidadas y re descubiertas
por distintos vidrieros alrededor del mundo a lo largo de la historia de la humanidad.
Los vidrios, y los l´ıquidos sobreenfriados con los que usualmente son preparados, han
sido objeto de estudio por casi 100 an˜os. Un caso notable es el llamado experimento mas
largo del mundo o ca´ıda de la gota de brea [Edgeworth et al., 1984], que desde 1927
estudia el flujo de brea en un embudo, exhibiendo de manera sencilla la existencia de
sustancias que parecen so´lidas, pero sin embargo fluyen con una viscosidad muy alta.
Se estima que la viscosidad de la brea ηBrea ' 2× 109Poise, sin embargo se consideran
vidrios a materiales con viscosidad η > 1013Poise.
Actualmente, los vidrios juegan un rol clave en materia de tecnolog´ıa, tanto ac-
tual como en desarrollo [Ediger and Harrowell, 2012]. Fibra o´ptica, semiconductores y
pol´ımeros, son algunas de las tecnolog´ıas que cambian la manera en que funciona el
mundo gracias a sus aplicaciones. Sin embargo, todo estos an˜os de uso y experimenta-
cio´n au´n no han permitido que se pueda encontrar una teor´ıa que responda preguntas
fundamentales al respecto de su comportamiento.
Uno de los numerosos frutos de la llegada de las simulaciones computacionales, han
sido los avances en la comprensio´n de estos materiales amorfos. Mediante simulaciones,
podemos contemplar tanto modelos atomı´sticos como modelos mı´nimos (en la literatura
llamados toy-models) que intentan dar cuenta de la fenomenolog´ıa de estos materiales
de maneras inaccesibles para experimentos y as´ı contrastar con algunas de las diversas
teor´ıas propuestas.
En este trabajo se estudiara´n mediante simulaciones computacionales, dos modelos
mı´nimos que denotaremos como PCTCC y t154, que au´n en su sencillez y con sus severas
limitaciones, describen algunos aspectos de la fenomenolog´ıa v´ıtrea.
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2.2. Vidrios
2.2.1. Materia Condensada en una Carilla
Si tuvie´semos que resumir toda la meca´nica estad´ıstica en unas pocas ideas, pode-
mos pensar a un sistema en te´rminos de probabilidades de configuraciones [Stein and Newman, 2013].
Dejemos fijas cantidades como el nu´mero de part´ıculas (cerca de 1023), volumen, tipo
de part´ıculas, etc y tomemos como para´metro externo a la temperatura T . La tempe-
ratura T actu´a como una especie de selector de probabilidades para indicarnos cuales
configuraciones de los grados de libertad estara´n presentes. A medida que T aumenta,
aparecen configuraciones con mayor energ´ıa E. De esto exactamente se trata la distri-
bucio´n de Boltzmann, donde kB es el factor de Boltzmann y la probabilidad relativa
de que aparezca una configuracio´n con energ´ıa E a temperatura T , viene dada por:
exp
−E
kBT
(2.1)
Esto tambie´n significa, que configuraciones con energ´ıa E mas alta que kBT son fuerte-
mente suprimidas. Otro factor, que esta expresio´n no tiene en cuenta, es que a mayor
E, existe una mayor cantidad de configuraciones diferentes, todas con energ´ıa E. La
cantidad de configuraciones distintas con una misma energ´ıa E es una medida de la
entrop´ıa S del sistema. De aqu´ı concluimos, que mientras mas alta sea la cantidad de
configuraciones posibles para una dada E, ma´s alta sera´ la entrop´ıa S. Y como en gene-
ral, mientras ma´s alta la temperatura T mas alta la energ´ıa E, ma´s alta sera´ la entrop´ıa
S del estado termodina´mico resultante.
La idea de un numero creciente de configuraciones con el aumento de temperatura
resulta natural si pensamos en todas las maneras que los a´tomos se acomodan en un
l´ıquido o, ma´s au´n, en un gas. Ambos son estados estados desordenados y de alta
entrop´ıa, siendo la entrop´ıa del gas mayor a la del l´ıquido. Ahora, a medida que la
temperatura es disminu´ıda, las configuraciones desordenadas dejan de ser seleccionadas
por el sistema y las u´nicas configuraciones que se vuelven probables son unas pocas y
de baja energ´ıa.
Pero uno podria preguntarse: ¿co´mo medir o cuantificar estos ordenamientos o des-
ordenamientos? As´ı es como los para´metros de orden, nuevas variables termodina´micas,
entran en juego. Se trata de cantidades que podemos definir para un sistema, cuya cua-
lidad es ser cero en una fase (alta temperatura por ejemplo) y no nula, para otra fase
(baja temperatura). En algunos sistemas, el para´metro de orden se vuelve no nulo de
manera discontinua (pegando un salto), en otras crece continuamente desde cero (pero
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su derivada es discontinua). Un ejemplo de esto, sea S la entrop´ıa, es el calor especifico
CV = T
∂S
∂T
|V , que segu´n la naturaleza del material estudiado y su transicio´n, puede
tener un crecimiento continuo o discontinuo.
Los para´metros de orden, no solo muchas veces nos brindan una ruta experimental
para encontrar transiciones de fase, si no que adema´s son centrales para entender la
f´ısica de la materia condensada.
No podemos dejar de resaltar, que este ana´lisis, las te´cnicas matema´ticas y los pro-
blemas resueltos usando estas te´cnicas, resultan potentes para material ordenados. Para
estos, las simetr´ıas y regularidades nos brindan intuicio´n f´ısica y simplicidad matema´ti-
ca. Estas regularidades no se encuentran presentes en vidrios, lo que nos inhabilita
a aplicar gran parte de los recursos desarrollados por la materia condensada ordena-
da. Esta repentina obsolencia de entendimiento, sera el punto de partida de nuestro
tratamiento de los vidrios.
2.2.2. Rigidez de un Vidrio
Cuando pensamos en las part´ıculas que constituyen un sistema, podemos tomar la
temperatura como una medida de la energ´ıa cine´tica del sistema [Stein and Newman, 2013].
A altas temperaturas, la entrop´ıa es alta y tenemos un sistema en estado l´ıquido o ga-
seoso. A temperaturas bajas, las fuerzas atractivas prevalecen, la entrop´ıa es mas baja y
el sistema asume un estado ordenado y de baja energ´ıa, el so´lido cristalino. Los l´ıquidos
y los cristales, son dos fases diferentes de la materia y la transicio´n entre ellas, es una
transicio´n de fase.
Una de las cualidades naturales que esperamos del estado cristalino, es un cierto
grado de rigidez generalizada, es decir, cuando uno empuja un a´tomo en un extremo
del cristal, la fuerza se propaga de tal manera a trave´s de dicho cristal, tal que el so´lido
completo se mueve como una entidad. Hasta aqu´ı no hay sorpresas.
Pero esta condicio´n de rigidez generalizada no debe ser tomada por obvia. Las
fuerzas interatomicas son de muy corto alcance ( 10−8cm), pero ese empujoncito en
el extremo del cristal se transmite de manera uniforme en un rango miles de millones
de veces mas grande que el alcance de las fuerzas interato´micas. Nuevamente, esto
no parece algo muy novedoso. Los a´tomos se encuentran en un estado de baja energ´ıa
(cristal) y deformar/romper/torcer este estado, requerir´ıa una gran cantidad de energ´ıa.
Sin embargo, debemos notar que la rigidez no es un efecto exclusivo de los cristales
y que puede ser tratada como un comportamiento emergente de un sistema con muchas
partes interactuantes. Las fuerzas interato´micas son de corto alcance, sin embargo, el
feno´meno de rigidez es de largo alcance (largo alcance comparado con las fuerzas) y
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posee una simetr´ıa rota.
Por otro lado, un vidrio, es un l´ıquido que se vuelve ma´s y ma´s viscoso y lento a
medida que se enfr´ıa, hasta que deja de moverse en escalas apreciables por humanos. El
problema aqu´ı es que, hasta donde entendemos, no existe una transicio´n de fase entre
l´ıquido y vidrio. Tampoco hay una simetr´ıa rota o la aparicio´n de un cierto orden a
largo alcance. Pero s´ı hay rigidez.
Comenzamos a ver las dificultades. El vidrio es un tipo de sistema desordenado y
gran parte de las herramientas utilizadas en sistemas de materia condensada, se aplica
a sistemas ordenadas con simetr´ıas claras que nos permiten el uso de simplificaciones
matema´ticas, entre otros beneficios.
2.3. Fenomenolog´ıa Vı´trea
Antes de pasar a las teor´ıas (seccio´n 2.6) y los modelos que estudiaremos (seccio´n
2.7), primero introduciremos las caracter´ısticas salientes de los l´ıquidos sobreenfriados
y el comportamiento v´ıtreo, sin detenernos a intentar explicar por que´ suceden, sino
simplemente cuales son dichos rasgos. Si bien discutiremos fenomenolog´ıa en te´rmi-
nos de comportamientos que surgen al disminuir T , este ana´lisis funciona para otros
para´metros de control, como el aumento de la densidad ρ 1.
Cuando enfriamos un l´ıquido bien por debajo de su Tf, el tiempo de relajacio´n as´ı
como su viscosidad crece exponencialmente. Para la viscosidad puede crecer hasta 14
de´cadas [Cavagna, 2009] en un pequen˜o rango de T . Este crecimiento poco tiene que
ver con lo observado en T > Tf, donde los cambios son suaves y mucho ma´s moderados.
Una cualidad que surge es que este comportamiento es comu´n a muchos l´ıquidos con
estructuras microsco´picas muy diferentes.
De seguir enfriando el sistema, encontraremos una temperatura Tg para la cual
el sistema ya no relaja durante el tiempo experimental disponible. Para T < Tg la
muestra esta´ fuera de equilibrio en la escala de tiempo de nuestro experimento. Hemos
formado un vidrio. De manera que podemos tomar como definicio´n de transicio´n v´ıtrea
dina´mica (o cine´tica) v´ıtrea a T = Tg donde el tiempo de relajacio´n excede al tiempo
experimental:
τR(T < Tg) > τexp (2.2)
1Precisamente sera ρ el para´metro de control que usaremos para estudiar el modelo t154 en la seccio´n
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2.3.1. El Desorden de los Vidrios
Notamos que el desorden de los vidrios, no es el mismo tipo de desorden que se
observa en l´ıquidos o gases. En estos u´ltimos, los a´tomos esta´n ubicados en posicio-
nes aleatorias, pero conforme ma´s alta es la temperatura, ma´s se mueven. Se trata
de un desorden que surge de la agitacio´n te´rmica. Esto nos permite hacer promedios
estad´ısticos mediante te´cnicas f´ısico-matema´ticas.
Los vidrios, se encuentran enfriados su´bitamente o templados (del ingles quench), en
un estado desordenado de baja temperatura, donde ninguna de las te´cnicas disponibles
para l´ıquidos o so´lidos nos brinda informacio´n alguna.
No los estudiaremos en este trabajo, pero cabe mencionar que existen materiales
cuyo desorden templado no es estructural, como el que surge de l´ıquidos sobreenfriados
formadores de vidrios, sino magne´tico. Esta clase de materiales son llamados vidrios
de spin. Los vidrios de spin exhiben frustracio´n (no todos los espines pueden ser felices
simulta´neamente) y en una traduccio´n de las palabras de uno de sus padres fundadores:
El mundo esta hecho de sistemas con intereses en conflicto, desde teor´ıa de juegos hasta
un grupo de gente eligiendo un menu´ en un restaurante, uno comienza a ver que los
vidrios de spin no es un mal modelo para muchos aspectos de la vida. [Anderson, 1989].
Aparte de sus aplicaciones directas a materiales magne´ticos, los estudios de vidrios de
spin son aplicables a campos como la biolog´ıa, las finanzas, la neurociencia y las ciencias
de la computacio´n, entre otros [Zarinelli, 2012].
Otro enfoque para entender el desorden de los vidrios, en particular los estructurales,
puede obtenerse si uno considera como un l´ıquido sobreenfriado puede crear un vidrio
2.3.2. L´ıquidos Formadores de Vidrios
Si un l´ıquido es enfriado por debajo de su temperatura de fusio´n Tf, e´ste puede
sufrir una transicio´n de primer orden, rompiendo simetr´ıa y transforma´ndose en un
cristal. Sin embargo, si enfriamos un l´ıquido por debajo de Tf de manera que no pueda
nuclear, el cristal no se forma y tenemos un l´ıquido sobreenfriado. Este es un estado
metaestable (pues para T < Tf, el estado fundamental es el cristal) que puede conside-
rarse como un equilibrio local en el espacio de configuraciones. De seguir enfriando este
l´ıquido sobreenfriado, observamos un incremento exponencial en las viscosidad, hasta
que llegamos a Tg. Es para esta temperatura que el l´ıquido se sale del equilibrio, pues
los tiempos de equilibracio´n superan los tiempos experimentales. Es importante notar
que Tg es una medida totalmente antropoce´ntrica definida como la temperatura para la
cual el sistema alcanza una viscosidad de 1013 Poise. Nada en particular sucede a esa
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viscosidad, es solo una convencio´n2. Sin embargo, cuando el l´ıquido se sale de equilibrio,
se ha transformado en un vidrio. El vidrio es so´lido, pero por otro lado, el vidrio tiene
las mismas simetr´ıas que un l´ıquido, de aqu´ı se tiene que el vidrio es un so´lido amorfo.
Un recurso frecuentemente usado al comienzo de presentaciones de trabajos con
vidrios, consiste en mostrar ima´genes que exhiben configuraciones de l´ıquidos y vi-
drios, en las que el orador desaf´ıa a la audiencia a determinar cua´l es cua´l a simple
vista. Esta aparente imposibilidad de determinar cua´l es cua´l, surge por que esta´ti-
camente, ambos estados se ven igual. Este desafio´ ha motivado trabajos, en los que
se busca justamente una herramienta para poder hacer esta diferenciacio´n esta´tica
[Kurchan and Levine, 2009], mediante el estudio de distancias de correlacio´n puramen-
te geome´tricas.
2.3.3. La Teor´ıa de Adam Gibbs
Una posible interpretacio´n de lo que sucede al llegar a Tg, es que al llevar el sistema
fuera del equilibrio, no le estamos dando suficiente tiempo para explorar el espacio de
fase y de esta manera, estamos disminuyendo el numero de grados de libertad efectivos
accesibles al sistema. Es decir, el sistema deja (por un tiempo) de ser ergo´dico, sufriendo
una ruptura de ergodicidad de´bil. Decimos que es una ruptura de´bil, pues cuando
el sistema esta a T < Tf, puede quedar atrapado en un valle del paisaje de energ´ıa
[Barrat, 2003] durante un cierto (largo) tiempo, hasta que consigue escapar y recorrer
otras partes del espacio de fase.
Una posible cuantificacio´n de esta disminucio´n de ergodicidad, puede hacerse uti-
lizando argumentos entro´picos mediante la teor´ıa de Adam-Gibbs. Segun la teor´ıa de
Adam-Gibbs [Masiewicz et al., 2015], existe una relacio´n entre el tiempo de relajacio´n
τR y el exceso de entrop´ıa ∆Sex(T) = S(T) − Scristal, donde Scristal denota la entrop´ıa
del cristal perfecto.
Podemos relacionarla con la formula de Arrhenius, en la expresio´n [Pauling, 2014]:
τR = τ0 exp
(
B
T∆Sex(T)
)
(2.3)
Donde B contiene constantes. Esta poderosa expresio´n vincula la entrop´ıa con el
tiempo de relajacio´n, pero si no conocemos la forma de S(T) no podemos avanzar
demasiado. Recie´n cuando consideremos la crisis de entrop´ıa de Kauzmann podremos
obtener un mejor entendimiento.
2Otra convencio´n para definir Tg es cuando el tiempo de relajacio´n de la muestra excede el tiempo
experimental de 103 segundos
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2.3.4. Crisis de Entrop´ıa y Tiempo de Relajacio´n
Si bien no es posible realizar medidas de equilibrio para T 6 Tg, podemos intentar
interpretar y extrapolar cantidades medibles para extraer intuiciones. Esto fue lo que
hizo Kauzmann [Debenedetti and Stillinger, 2001], cuando realizo extrapolaciones so-
bre el exceso de entrop´ıa ∆Sex(T), encontrando que para algunos materiales, hab´ıa una
temperatura TK > 0 para la cual, la entrop´ıa del vidrio igualaba a la del cristal. Ma´s
au´n, exist´ıan valores de temperatura T > 0 para los cuales el l´ıquido tenia una entrop´ıa
menor a la del cristal el cual es el estado mı´nimo de energ´ıa. Este hallazgo fue conocido
como la crisis de entrop´ıa y fue el propio Kauzmann, quien postulo que la extrapola-
cio´n vale hasta T = TK, mientras que hay teor´ıas [Debenedetti and Stillinger, 2001] que
proponen la existencia de una transicio´n de fase termodina´mica al misterioso vidrio
ideal en T = TK, mostrando que Tg es simplemente una precursora a una transicio´n de
fase termodina´mica que no se ha observado au´n y la fenomenolog´ıa v´ıtrea observada,
es evidencia de la aproximacio´n a tal transicio´n ideal.
Si utilizamos que ∆Sex(TK) = 0, podemos desarrollar:
∆Sex(T) ' A(T − TK) (2.4)
De manera que si reemplazamos en la ecuacio´n 2.3 y agrupamos las constantes A y
B en B′, resulta:
τR = τ0 exp
(
B′
T − TK
)
(2.5)
Obteniendo una expresio´n que depende de TK. Usando valores medidos de T y τR en
la regio´n metaestable, podemos extrapolar un valor de TK mediante el uso del ajus-
te emp´ırico de la ley Vogel-Fuchter-Tamman (VFT). En su trabajo [McKenna, 2008],
McKenna estudia una variedad de datos experimentales de formadores de vidrios, mos-
trando que todos presentan una relacio´n entre T y τ dada por VFT. Si realizamos un
gra´fico tipo Angell [Debenedetti and Stillinger, 2001], podemos ver que del crecimiento
explosivo del tiempo de relajacio´n (o la viscosidad) en la regio´n sobreenfriada, surgen
dos clasificaciones. Formadores de vidrios cuyas TK ' 0, a los que llamaremos fuertes,
y otros cuya TK > 0, a los que llamaremos fra´giles.
En la seccio´n 2.4.3 veremos argumentos dina´micos (espinodal cine´tica), tambie´n
debidos a Kauzmann, por los cuales la crisis de entrop´ıa podr´ıa ser evitada, quedando
prohibida la transicio´n v´ıtrea ideal.
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2.3.5. Difusio´n y la Relacio´n de Stokes-Einstein
Consideremos la ecuacio´n de difusio´n unidimensional para la concentracio´n ρ(x, t)
[Cavagna, 2009] :
ρ˙(x, t) = D
∂ρ
∂x2
(2.6)
Donde D representa el coeficiente de difusio´n. Podemos vincular estas cantidades con
la friccio´n ζ y la viscosidad η utilizando la ecuacio´n de Stokes: ζ = Caη, donde C es
una constante dependiente de las condiciones de borde y a es el radio de una esfera
moviendose en un l´ıquido de viscosidad η. Mediante una serie de pasos [Cavagna, 2009],
es posible vincular estas cantidades en la relacio´n de Stokes-Einstein:
Dη =
kBT
Ca
(2.7)
Esta relacio´n vincula el coeficiente de difusio´n con la viscosidad y si bien, solo es va´lida
para la difusio´n de una esfera mucho mayor al taman˜o de las mole´culas la del fluido,
resulta sorpresivamente precisa en la descripcio´n del coeficiente de auto-difusio´n D en
casos donde la part´ıcula y el fluido son de taman˜os similares.
Sin embargo, se observa que para l´ıquidos sobreenfriados [Cavagna, 2009, Darst et al., 2010],
cerca de la transicio´n v´ıtrea, el cociente Dη/T deja de ser constante y la relacio´n resulta
violada.
2.3.6. Relajacio´n en Dos Pasos
Hemos visto que para muestras sobreenfriadas que se aproximan a Tg, el tiempo
de relajacio´n τR crece exponencialmente. De manera que la correlacio´n dina´mica, a
diferencia de una correlacio´n esta´tica, s´ı da cuenta de que hay un cambio significativo de
comportamiento al aproximarnos a Tg, pero ma´s au´n, aparte de este efecto cuantitativo
(τR crece fuertemente) surge un cambio de comportamiento cualitativo:
Como muestra la figura 2.1, al llevar al sistema a la regio´n sobreenfriada, la relaja-
cio´n se desdobla. El sistema relaja hasta un valor intermedio, en el cual permanece un
tiempo variable (meseta), luego del cual continua relajando hasta 0 [Cavagna, 2009].
Denotaremos a la primer relajacio´n ra´pida β y a la relajacio´n posterior a la meseta,
relajacio´n lenta α. Tomaremos este cambio en la forma de la curva de relajacio´n, en
particular la formacio´n de una meseta, como una de las marcas distintivas de apro-
ximarnos a la transicio´n v´ıtrea. Lo´gicamente, localizar el valor de T para el cual se
comienza a formar la meseta, resulta impreciso, pero lo que podemos garantizar es que
para cuando la meseta se observa, estamos en presencia de fenomenolog´ıa propia de
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Figura 2.1: Caricatura de la relajacio´n en dos pasos, inspirada en la correlacio´n dina´mica
para un sistema con interaccio´n Lennard Jones [Cavagna, 2009]. Observamos un decai-
miento ra´pido (relajacio´n β), seguido de una meseta que se hace ma´s y ma´s sostenida
en el tiempo al enfriar el sistema. Finalmente el sistema experimenta un decaimiento
lento (relajacio´n α).
un vidrio. La meseta nos da ma´s informacio´n. El crecimiento gradual de la meseta nos
indica, es que la transicio´n entre relajacio´n exponencial a relajacio´n en dos pasos, es
continua.
La relajacio´n en dos pasos, sugiere que usar un u´nico tiempo (o una u´nica escala
temporal) ya no es una buena descripcio´n del sistema. La duracio´n de la relajacio´n β
no depende fuertemente de T mientras que el taman˜o de la meseta y la consiguiente
relajacio´n α resultan sumamente sensibles. Es decir, la separacio´n de escalas temporales
se acrecienta a medida que T se aproxima a Tg. Daremos una interpretacio´n de este
comportamiento en la seccio´n 2.3.
2.3.7. La Jaula
A continuacio´n analizaremos en detalle la meseta producida en la relajacio´n en
dos pasos (ver seccio´n 2.3.6), mediante un observable que analice el movimiento de las
part´ıculas. Para ello, recurrimos al desplazamiento cuadra´tico medio (DCM) que se
define como:
〈r2(t)〉 = 1
N
∑
i
〈||~xi(t) − ~xi(0)||2〉 (2.8)
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Donde ~xi(t) representa la posicio´n en funcio´n del tiempo t de la i-esima de un total
de N part´ıculas. Del comportamiento de l´ıquidos esperamos que el DCM tenga un
comportamiento bal´ıstico 〈r2(t)〉 t para tiempos cortos, luego pasando a part´ıculas en
un re´gimen difusivo donde 〈r2(t)〉 t2, debido a colisiones.
Sin embargo, para el re´gimen sobreenfriado aproxima´ndose a Tg, se produce la
aparicio´n de una meseta entre los comportamientos t y t2 [Cavagna, 2009]. En este
caso, la meseta tiene una interpretacio´n directa. Las part´ıculas apenas vibran alrededor
de posiciones fijas. Durante este periodo, las part´ıculas resultan atrapadas en una cierta
pequen˜a regio´n, feno´meno denominado enjaulamiento. Notamos que no se trata de la
aparicio´n de part´ıculas o fuerzas nuevas actuando, son las mismas part´ıculas las que
generan esta jaula que las confina. En te´rminos de la relajacio´n en dos pasos (ver figura
2.1), podemos decir que cualitativamente en la relajacio´n β las part´ıculas se mueven
dentro de la jaula y recien durante la relajacio´n α efectivamente escapan fuera de la
jaula y se alejan de sus posiciones en t = 0.
Esta no es una explicacio´n del comportamiento, sino una interpretacio´n. Notamos
tambie´n que este comportamiento en el DCM, no se trata de una interpretacio´n de un
comportamiento en el espacio de fase, sino de una observacio´n directa del espacio real,
donde las part´ıculas se mueven.
2.3.8. Ca´ıda de cp
Varias cosas apreciables experimentalmente suceden en torno a Tg. Al estar fuera
de equilibrio, el sistema ya no tiene tiempo suficiente de explorar el espacio de fase,
lo que implica una fuerte pe´rdida de grados de libertad accesibles. Una consecuencia
de esto es una fuerte ca´ıda en el calor especifico cp para T = Tg [Cavagna, 2009].
Esto explica del hecho que cp(T < Tg) resulta ligeramente superior al cp(cristal).
En un cristal, el movimiento de las part´ıculas se debe a vibraciones de las mismas
alrededor de sus posiciones de equilibrio ordenadas. No hay reacomodamientos. La
repentina similitud entre calores espec´ıficos nos indica que para el vidrio, las part´ıculas
se encuentran vibrando alrededor de sus posiciones de equilibrio desordenadas, casi sin
reacomodamientos. En el vidrio la ergodicidad esta dina´micamente rota, en la misma
manera que para el cristal esta termodina´micamente rota, confinando las part´ıculas a un
mı´nimo local (el mı´nimo absoluto es el cristal) en el espacio de fase. El resultado puede
parecer el mismo, tanto el vidrio como el cristal, esta´n atrapados en una configuracio´n
en la que el sistema no recorre todo el espacio de fase.
Esto muestra una diferencia central entre la ruptura dina´mica de ergodicidad para
un vidrio (mı´nimo relativo en espacio de fase), y la ruptura termodina´mica de ergodici-
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dad para el cristal (mı´nimo absoluto en espacio de fase). Es mas, el calor especifico cp
es una cantidad definida en la termodina´mica del equilibrio. Si espera´semos un tiempo
muy largo (millones de an˜os quiza´s), le dar´ıamos tiempo al sistema para recuperar ergo-
dicidad y recorrer todo el espacio de fase, da´ndonos un valor de cp similar al del l´ıquido.
El so´lido por otra parte, esta´ atrapado por siempre en ese mı´nimo y la ergodicidad esta´
eternamente rota. En este aspecto, comparar vidrios con cristales, es comparar tiempos
extremadamente largos con tiempos infinitos.
2.3.9. La Exponencial Estirada
La evolucio´n de un sistema pro´ximo a Tg resulta heteroge´nea, lo que nos lleva a
pensar que sus relajaciones no se producen de manera global, sino por regiones, cada
una con un tiempo τ [Lindsey and Patterson, 1980], de manera que el efecto global
no es una relajacio´n exponencial, sino una curva exponencial estirada propuesta por
Kohlrausch-Williams-Watts (KWW):
C(t) = C0 exp (−(t/τ)
β) (2.9)
Notar que el coeficiente β < 1 no esta´ relacionada a la ra´pida relajacio´n β sino con
la relajacio´n α. El valor de β representa un exponente que decrece con el aumento
de la temperatura, as´ı distinguiendo el comportamiento en la zona cercana a Tg del
comportamiento exponencial en T > Tg.
Existen argumentos [Cavagna, 2009] que proponen, que el feno´meno de relajacio´n en
la proximidad a la zona v´ıtrea no es una coleccio´n de distintas relajaciones homoge´neas,
que al promediarse se vuelven exponenciales estiradas, sino que la no-exponencialidad es
un feno´meno intr´ınseco inclusive a nivel local, que surge debido al entorno desordenado
que cada part´ıcula ve a su alrededor.
En el trabajo Heitjans y colaboradores [Heitjans and Ka¨rger, 2006] β puede tomar
valores experimentales entre 0.3 y 0.7 (dependiendo del material). Esta exponencial
estirada, se aleja marcadamente del comportamiento β = 1 de la relajacio´n de Debye,
la cual esta caracterizada por un proceso activado con una u´nica energ´ıa de activacio´n.
Nuestra C(t) decae ra´pidamente para tiempos cortos con una cola larga, sen˜alando
el proceso de transporte en medios desordenados. En sistemas v´ıtreos, esta funcio´n
obedece un comportamiento de escala de tiempo-temperatura, que satisface que todas
las medidas a diferentes temperatura T deben de caer sobre una curva maestra, de hacer
C(t/τ(T)). Hablaremos mas sobre esto en la seccio´n 2.3.10.
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2.3.10. Correlaciones Dina´micas y Envejecimiento
Adema´s de los argumentos esta´ticos que ya hemos provisto, quiza´s la diferencia
fundamental entre un vidrio (fuera de equilibrio) y un cristal, viene por el hecho de
que si bien cantidades como la energ´ıa o volumen parecen casi constantes en el tiem-
po, cantidades de dos tiempos (como funciones de correlacio´n dina´mica) muestran un
comportamiento totalmente novedoso. A diferencia de los so´lidos, los vidrios exhiben
dependencia explicita de dos tiempos (en vez de su diferencia).
Venimos hablando de que la transicio´n v´ıtrea es un feno´meno dina´mico. Resulta
lo´gico que estudiemos cantidades dina´micas en busca de un comportamiento que nos
permita distinguir una muestra aproxima´ndose a Tg de un l´ıquido a alta temperatu-
ra. Para esto, podemos considerar el estudio de funciones de correlacio´n dina´micas.
Consideremos una funcio´n gene´rica ϕ y su correlacio´n de este tipo:
C(t1, t2) =
1
N
N∑
k=1
〈ϕk(t1)ϕk(t2)〉 (2.10)
Notemos que tenemos que una cantidad ϕk(t) relativa a la part´ıcula k en el tiempo t.
Si el sistema esta en equilibrio, existe invariancia translacional en el tiempo y haciendo
t = t2 − t1, esta funcio´n pasa a depender de solo 1 variable:
C(t) =
1
N
N∑
k=1
〈ϕk(t)ϕk(0)〉 (2.11)
Podemos pensar que existe un tiempo de relajacio´n τϕ asociado a la cantidad ϕ, pero
en altas temperaturas T existe una u´nica escala temporal intr´ınseca, de manera que los
distintos observables (y sus τ asociados) sera´n re-escaleos unos de otros. C(t) es una
medida de la memoria del sistema, es decir, de como las correlaciones dentro del sistema
decaen en el tiempo. Podemos esperar que un sistema a una temperatura por encima
de la temperatura de fusio´n, T > Tf, decaiga principalmente mediante un re´gimen
disipativo, t´ıpicamente descripto por:
C(t) = C0 exp (−t/τ) (2.12)
Otra consecuencia de la no invariancia translacional en el tiempo que surge al apro-
ximarnos a Tg es que, como los humanos, los vidrios sufren envejecimiento.
Una forma en que el envejecimiento se manifiesta, es que las curvas de correlacio´n
C(t) cambian, a medida que transcurre el tiempo. Es decir, si aguardamos un tiempo tw
en hacer una medida, las curvas C(t, tw = 0) y C(t, tw 6= 0) brindan resultados distintos,
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manifestandose como una relajacio´n α con duracio´n mayor. Esto es una caracter´ıstica
t´ıpica de estar fuera de equilibrio, la invariancia traslacional en el tiempo esta rota,
dando C(t, tw) 6= C(t−tw). Para sistemas que exhiben este feno´meno, podemos estudiar
el escaleo de la relajacio´n α, mediante un exponente ν dado para tw >> 1:
C(t, tw) = f(t/t
ν
w) (2.13)
De manera que para sistemas en equilibrio t es suficiente, mientras que para fuera
del equilibrio, en presencia de envejecimiento, debemos considerar dos tiempos t1,t2.
2.4. Cristalizacio´n
Hasta ahora, hemos discutido feno´menos pertinentes a los sistemas v´ıtreos. Pero
quiza´s primero debamos preguntarnos, que le pasa a un sistema que cuando T < Tf. Es
decir, por que es que no todos los sistemas automa´ticamente cristalizan ni bien su tem-
peratura cae por debajo de su punto de fusio´n. Adema´s de argumentos termodina´micos
que consideran fases de equilibrio so´lidas o l´ıquidas, debemos hacer consideraciones
cine´ticas, relacionadas a metaestabilidad y barreras de energ´ıa.
Sabemos que el l´ıquido metaestable posee una energ´ıa y una entrop´ıa mayor a la
del cristal para esa misma temperatura. El balance entre energ´ıa, entrop´ıa y como
evoluciona el sistema, esta regulado por la temperatura T mediante la expresio´n de la
energ´ıa libre G = U − TS. Para T > Tf el balance de energ´ıa y entrop´ıa, resulta en una
energ´ıa libre menor, cuando la entrop´ıa es mayor, resultando en que el l´ıquido es la
fase estable. Ana´logamente, la fase estable para T < Tf sera la del cristal. Sin embargo,
la cristalizacio´n no necesariamente es un proceso automa´tico cuando T < Tf. Si bien
la formacio´n de un nu´cleo cristalino es favorecida por una T < Tf, la formacio´n de
una interfase entre cristal y l´ıquido, resulta en un precio energe´tico adicional debido a
efectos de superficie.
Es por esto, que primero debemos orientar nuestros esfuerzos a entender que es la
cristalizacio´n y los dos eventos que la caracterizan: Nucleacio´n y Crecimiento Cristalino.
2.4.1. Nucleacio´n
El cambio total en energ´ıa libre, debida a la formacio´n de un nu´cleo de cristal en d
dimensiones de radio R, viene dado por el cambio de energ´ıa libre de Gibbs G:
∆G(R) = σRd−1 − δgRd (2.14)
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Donde σ representa la tensio´n superficial, asociada a la energ´ıa libre por unidad
de a´rea en formar la interfaz entre fases l´ıquido-so´lido, δg representa la diferencia de
densidad de energ´ıa libre entre la fase l´ıquida y la so´lida, dada por:
δg = g
l´ıq−gso´l(2.15)
Por definicio´n, δg(T = Tf) = 0, siendo creciente para T < Tf. En general, puede ajustarse
en funcio´n de la entalp´ıa molar de fusio´n δh y el volumen molar de un cristal ν, con
T < Tf, usando [Cavagna, 2009]:
δg(T) =
δh
ν
(
1−
T
Tf
)
(2.16)
Donde δh es la entalp´ıa molar de fusio´n y ν es el volumen molar del cristal. En esta
expresio´n y en la ecuacio´n 2.14, queda expuesta la competencia entre costo de superficie
σ, que se opone a formar un nu´cleo, y el empuje termodina´mico δg que lo favorece.
Maximizando 2.14 para T 6= Tf, hallamos un valor critico R = RC que nos brinda el
valor extremo:
∆G(R = RC) =
σd
δgd−1
(2.17)
Esta expresio´n cuantifica la barrera de energ´ıa libre para formar un nu´cleo estable.
Adicionalmente, podemos ver de 2.14, que para T = Tf formar un nu´cleo cristalino
resulta una desventaja en te´rminos de superficie. Este es el motivo por el cual, para
producir la transicio´n de fase, es necesario un sobreenfriamiento de la muestra. Tambie´n
vemos que a medida que T disminuye, δg aumenta, disminuyendo la barrera energe´tica
y favoreciendo la nucleacio´n.
2.4.2. Dina´mica de la Nucleacio´n
Conocer los tiempos involucrados relacionados a la cristalizacio´n es central para
comprender como es posible que se forme un vidrio. Hasta ahora hemos tenido conside-
raciones independientes del tiempo que nos indican si un sistema minimiza su energ´ıa
mantenie´ndose en una fase o en la otra.
Ahora consideraremos los tiempos involucrados en la formacio´n de un nu´cleo de
cristal de taman˜o RC. Utilizando la expresio´n de Arrhenius para procesos activados
[Debenedetti and Stillinger, 2001] y usando la barrera de energ´ıa hallada en la ec. 2.17,
tenemos el tiempo de nucleacio´n τN como:
τN = τ0 exp
(
∆G(RC)
kBT
)
= τ0 exp
(
σd
kBTδgd−1
)
(2.18)
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Ignorando τ0 momenta´neamente y prestando atencio´n al argumento de la exponencial,
notamos que no hay referencia al volumen en esta fo´rmula. Esta observacio´n es notable,
pues la formacio´n de nu´cleos es un proceso estoca´stico y local. Es decir, en cada regio´n
del sistema, hay una chance de formar un nu´cleo cristalino. Si incrementamos el taman˜o
del sistema, habra´ ma´s regiones y la chance de formar un cristal en alguna de todas las
regiones aumenta.
Esta situacio´n se aclara, si miramos una cantidad ma´s fundamental de la nucleacio´n:
la tasa de nucleacio´n jN, que nos indica la cantidad de nu´cleos formados por tiempo
y por unidad de volumen [Cavagna, 2009]. Si el volumen V es grande, jN resulta una
constante dada por:
jN = j0 exp
(
−
σd
kBTδgd−1
)
(2.19)
Ahora, si la tasa por unidad de volumen para formar un nu´cleo cristalino es constante,
entonces el tiempo necesario para formar un cristal debe escalear como V−1, de donde
sale:
τN =
1
jNV
(2.20)
De esta manera aclarando la dependencia de V con la ecuacio´n 2.19: τ0 ha de contener
un termino 1/V.
Esto nos dice que en muestras de volumen grande, la nucleacio´n puede producirse
antes, dejando ra´pidamente la fase metaestable. De manera que una buena estrategia
experimental para observar meta-estabilidad, es trabajar con muestras pequen˜as.
Otra observacio´n que podemos hacer, es que V permanece fuera de la exponencial
de τN. Esto nos indica que cambios sutiles en V no producen consecuencias dra´sticas,
mientras que un cambio en T , produce profundos cambios en τN. Adema´s, vemos de
las ecuaciones 2.16 y 2.18, que τN diverge para T = 0 y T = Tf3. Analizando este
comportamiento, vemos que τN debe tener un mı´nimo τmin entre esos puntos, donde
la cristalizacio´n se vuelve ma´s probable.
2.4.3. La Temperatura Espinodal Cine´tica
Si consideramos que existe un τmin, entonces una posible manera de evitar una
cristalizacio´n, seria enfriar el sistema mas ra´pidamente que un ritmo de enfriamiento r,
que segun τmin va como rmin = 1/τmin. Ahora, recordemos que segu´n la expresio´n 2.5,
mientras mas baja T mayor es el tiempo de relajacio´n, es decir, el tiempo que debemos
esperar para que el sistema relaje. Esto nos plantea una contraposicio´n si queremos
3Este comportamiento vale si asumimos que τ0 es independiente de T . Esto no siempre es cierto,
pero no le quita toda la validez al ana´lisis
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Figura 2.2: A la izquierda: Este esquema muestra la importancia en la velocidad de los
procesos de enfriamiento por debajo del punto de fusio´n TF. Un enfriamiento veloz, lleva
al sistema a un estado vitreo. Un enfriamiento muy lento, lleva el sistema a cristalizar.
La linea punteada, representa una posible ruta de enfriamiento r(T). A la derecha: Este
esquema es similar al anterior pero considera el escenario de la ecuacio´n 2.21. No hay
ruta de enfriamiento que permita evitar la cristalizacio´n o vitrificacio´n por debajo de
TSP.
evitar la cristalizacio´n y mantenernos en la regio´n de l´ıquido metaestable:
Debemos enfriar suficientemente ra´pido, como para no darle tiempo al sistema para
que comience la nucleacio´n, pero no tan ra´pido, como para sacarlo fuera de equilibrio.
Podemos entonces pensar, que la manera de lograr un l´ıquido sobreenfriado de baja
temperatura, es realizar un enfriamiento no lineal, una ruta te´rmica r(T). Esta ruta de
enfriamiento, puede plantearse como se muestra en la figura 2.2.
Sin embargo, existe la posibilidad de que para ciertos valores de T en algunos siste-
mas, τR > τN, resultando imposible mantener el l´ıquido metaestable. La temperatura
bajo la cual sucede esto, se conoce como temperatura espinodal cine´tica TSP y viene
dada por:
τN(TSP) = τR(TSP) (2.21)
Queda claro, que si existe una espinodal cine´tica, resulta imposible hacer medidas
de equilibrio so´bre el l´ıquido sobreenfriado para T < TSP, pues la nucleacio´n comienza
antes de que pueda equilibrarse la fase l´ıquida.
Notamos que esta es una cantidad cine´tica, pues depende de cantidades dina´micas.
Aclaramos que no depende del protocolo experimental, sino que es una propiedad del
material.
La existencia de TSP es el argumento propuesto por Kauzmann, que evita la paradoja
descrita en la seccio´n 2.3.4, dado que si TSP > TK, entonces el sistema cristaliza antes
de alcanzar TK y no se produce la crisis de entrop´ıa.
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2.4.4. Formacio´n de Cristales
En la seccio´n 2.4.2 consideramos a τN y su dependencia con V−1. Podr´ıamos pre-
guntarnos, por que no simplemente aumentar el taman˜o del sistema hasta disminuir
τN tanto como querramos. La razo´n por la que este argumento no funciona, es que si
bien la nucleacio´n es un feno´meno gobernado tensio´n superficial y energ´ıa libre, el cre-
cimiento del cristal esta gobernado por la viscosidad del l´ıquido y por como las partes
de este se difunden.
Debemos recordar que la nucleacio´n es un feno´meno local, de manera que aunque se
forme un nu´cleo cristal en una posicio´n X, para que el cristal crezca hasta una posicio´n
Y a una cierta distancia, dicho nu´cleo debe crecer desde X hasta Y. Este crecimiento
puede retardarse, e incluso bloquearse, por falta de encaje entre dominios cristalinos
que crecieron independientemente y que al entrar en contacto, no pueden compatibilizar
sus geometr´ıas. Sin embargo, hay que notar que una vez que se produce nucleacio´n, el
sistema ya no es mas un l´ıquido, sino un cristal.
La cristalizacio´n es la combinacio´n de nucleacio´n y crecimiento de cristales. Podemos
destacar que un re´gimen de cristales pequen˜os es indetectable, pero se encuentra fuera
de la fase l´ıquida. Esto nos indica que con tiempo suficiente, el sistema cristalizara. No
debemos confundir esta situacio´n de evolucio´n lenta como la de un sistema fuera de
equilibrio, como lo es un vidrio.
2.4.5. La Funcio´n de Correlacio´n de Pares g(r)
Para poder cuantificar la presencia de orden en las posiciones de las part´ıculas en
el tiempo, es preciso que definamos una serie de herramientas matema´ticas que nos
permitan estudiar correlaciones espaciales.
La funcio´n de correlacio´n de pares g(r) es una medida de la probabilidad de encon-
trar una part´ıcula a una distancia r medida desde una part´ıcula de referencia dada,
relativa a la de un gas ideal. El algoritmo general para el ca´lculo de g(r) involucra el
determinar cua´ntas part´ıculas se encuentran a una distancia r+dr de una part´ıcula de
referencia.
Esta funcio´n usualmente se calcula determinando la distancia entre todos los pares
de part´ıculas y colocando los datos en un histograma. Entonces, el histograma se nor-
maliza con respecto a un gas ideal completamente decorrelacionado. De esta manera se
mide el orden respecto al desorden de un gas ideal.
Para sistemas discretos en 2 dimensiones, usando funciones δ de Dirac, g(r) resulta
Alejandro Seif 31
Figura 2.3: Ejemplo cualitativo para g(r), inspirado en [Lu and Szpunar, 1997], para
un sistema l´ıquido (azul) y uno cristalino (rojo). La ra´pida atenuacio´n de la curva del
l´ıquido indica la falta de orden de largo alcance.
[Hansen and McDonald, 1990]:
g(r) =
1
2pirNρ
N∑
i=1
N∑
j6=i
〈δ(r− |rj − ri|)〉 (2.22)
Algunas propiedades de g(r), a medida que se incrementa r (ver figura 2.3), son:
Para r & 0 , g(r) = 0 indica el taman˜o efectivo de los a´tomos, es decir la distancia
mı´nima a la cual pueden aproximarse entre s´ı sin interpenetrarse.
Un primer pico (al incrementar r) es esperable, debido a que este indica el empa-
quetamiento de a´tomos pro´ximos.
Al seguir incrementando r, esperamos que un material cristalino, presente ma´s
picos de alturas comparables a las del primer pico, mientras que para un l´ıquido o
vidrio, la altura de los picos decae a 1 ra´pidamente, debido al desorden inherente
a estos sistemas.
La ra´pida atenuacio´n de los picos, indica un decaimiento del orden respecto a la
part´ıcula central. Esto puede interpretarse como la ausencia de un orden de largo
alcance.
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2.4.6. El Factor de Estructura Esta´tico S(k)
A diferencia de los cristales, la materia en estado l´ıquido no posee orden de alcance
largo, por lo que el factor de estructura no exhibe los picos discretos que caracterizan
a la difraccio´n por cristales [Hansen and McDonald, 1990]. La expresio´n general para
S(~k) viene dada por:
S(~k) = 〈 1
N
N∑
i=1
N∑
j=1
e−i
~k·~riei~k·~rj〉 (2.23)
Sin embargo, los l´ıquidos tienen un cierto grado de orden de corto alcance, que de-
pende de su densidad y la magnitud de la interaccio´n entre sus part´ıculas conformantes.
Como los l´ıquidos son isotro´picos, el factor de estructura solo depende del mo´dulo del
vector (k = |~k|) y no de su direccio´n. Si en la expresio´n general para el factor de es-
tructura se separan los te´rminos diagonales, cuya fase es 0 y son por tanto iguales a la
unidad se obtiene:
S(k) = 1+
1
N
∑
j6=k
e−i
~k(~Rj−~Rk) (2.24)
S(k), as´ı como g(r), resultan u´tiles u´nicamente para verificar que un l´ıquido sobreen-
friado presenta (o no) cristalizacio´n. Esto se debe, a que el desorden estructural propio
de los l´ıquidos o vidrios, no puede ser captado por una funcio´n de correlacio´n de dos
puntos. Para los experimentales, g(r) es sumamente atractiva pues mediante te´cnicas de
colisio´n de neutrones inelasticos [Fischer et al., 2005], es posible medir el factor esta´tico
de estructura S(k), el cual esta relacionado a g(r) mediante:
S(k) = 1+ 4piρ
∫∞
0
drr2
sen(qr)
qr
(g(r) − 1) (2.25)
Si bien esta conexio´n tan directa entre experimento y comprensio´n resulta muy auspi-
ciosa, no lo es para medidas de comportamiento v´ıtreo. Pues muestras muy por arriba
o muy por debajo de Tf exhiben esencialmente el mismo comportamiento. Esto nos
muestra que resulta imposible utilizar el factor de estructura (u otras cantidades es-
tructurales estandar) para determinar si la muestra se encuentra cercana a la transicio´n
v´ıtrea.
Sin embargo, estas herramientas confirman que tanto g(r) como S(k), tienen una
dependencia muy de´bil con T cerca de Tg. Esto resulta confuso, pues es en esa regio´n
de temperatura que hay un crecimiento explosivo en los tiempos de relajacio´n. La in-
tuicio´n nos dir´ıa que una relajacio´n que aumenta su´bitamente, debe tener asociada una
distancia de correlacio´n igualmente creciente. La conexio´n con distancia de correlacio´n
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es debida a que a mayor taman˜o de dominios a reacomodar, mas grande debe ser el
tiempo de relajacio´n.
En la seccio´n 2.5 vemos que existen funciones de correlacio´n no esta´ndar (punto-
conjunto), que presentan una distancia de correlacio´n creciente, confirmando las sospe-
chas de que a mayor reacomodamiento, debe haber un orden de alcance creciente.
2.5. Correlacio´n Punto Conjunto
Existe otro tipo de correlacio´n que podemos estudiar, que pertenece al grupo de las
correlaciones agno´sticas, pues no pretende conocer cual es el para´metro de orden cre-
ciente. Nos referimos a la correlacio´n Punto Conjunto (PTS) [Montanari and Semerjian, 2006b].
Para estudiar esta correlacio´n, es preciso partir el sistema en dos partes conce´ntricas.
Una exterior, para la cual las part´ıculas quedan inmovilizadas (o congeladas) y una
cavidad interior, para la cual las part´ıculas que pertenecen a dicho volumen pueden
evolucionar considerando las restricciones que proveen las part´ıculas en el borde ex-
terno a la cavidad R. De esta manera queda definida una superficie, que envuelve a
un volumen dentro del cual las part´ıculas interactu´an entre s´ı y con las part´ıculas en
dicha superficie. Decimos que las part´ıculas en la cavidad experimentan condiciones de
contorno amorfas (ABC).
La correlacio´n Punto Conjunto (PTS) [Cavagna et al., 2012], identifica a ξPTS(T)
como la mı´nima longitud de escala para la que una superficie formada por part´ıculas
congeladas, confinando en su interior part´ıculas que evolucionan con cierta dina´mica,
deja de tener influencia en el comportamiento de las part´ıculas en el centro del volu-
men determinado por dicha superficie. Es decir, nos dice hasta que punto los bordes
dictaminan el comportamiento del interior de la cavidad R.
Podemos tomar una funcio´n de correlacio´n dina´mica (ver ec. 2.11), considerando
u´nicamente la correlacio´n en un punto4 en el centro de la cavidad conce´ntrica que
describimos. De esta manera, podemos agregar un nuevo para´metro para estudiar, el
cual es el taman˜o de la cavidad. Si consideramos un sistema en el ret´ıculo, podemos
llamar a la variable de cada sitio σ (considerar el spin por ejemplo). Si definimos una
cavidad habra´ spines que pertenecen al interior de la cavidad (los llamaremos s) y
otros spines que quedan por fuera (los llamaremos κ). Notar que s = {s1, .., sM} y
κ = {κM+1, .., κN}. Puesto que usando ABC, los espines κ permanecen congelados, el
estudio que hagamos sobre los spines s, sera influenciado por el arreglo especifico de
4Por punto nos referimos a un volumen mucho menor al volumen del sistema y menor al de la
cavidad.
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los spines κ La funcio´n de correlacio´n PTS entre un sitio i y la cavidad R, C(i,R)
[Cavagna et al., 2010] verifica que:
C(i,R) = 〈si〈si〉κ〉 = 1
Z
∑
s,κ
e−βH(s,κ)si
1
Zκ
∑
s′,κ′
e−βH(s
′,κ′)s′i = 〈si〉2κ (2.26)
Esta cantidad da una medida de autocorrelacio´n para un borde κ. Lo´gicamente,
las medidas no pueden depender de un u´nico borde congelado κ, de manera que en el
estudio de PTS, se debe partir de distintas configuraciones del equilibrio, de manera
que cuando se determine la cavidad R, el borde que la confina sea distinto cada vez.
As´ı, podemos partir desde un estado de equilibrio, definir sobre este cavidades de
distinto taman˜o y estudiar como evoluciona dicha correlacio´n en funcio´n del taman˜o.
Cuando alcancemos un umbral de taman˜o para el cual, si seguimos incrementando
el taman˜o de cavidad, el sistema evoluciona de la misma manera, diremos que los
efectos del borde del sistema dejan de ser percibidos en el seno de este. Utilizaremos
correlaciones punto conjunto (PTS) para distintas ABC en la seccio´n 5 con el objetivo
de determinar una longitud de correlacio´n ξPTS. Volveremos sobre el uso de ABC en la
prueba de condicio´n inicial BIC (ver seccio´n 3.5.2).
En su trabajo [Biroli et al., 2008], Biroli y colaboradores estudian la pronunciada
ralentizacio´n de la dina´mica de los l´ıquidos sobreenfriados, la cual no exhibe ningu´n
cambio estructural o termodina´mico durante el enfriamiento. Observan, que la funcio´n
de correlacio´n dina´mica se vuelve progresivamente no exponencial a medida que la
temperatura disminuye, pero no hay rastro de ninguna correlacio´n esta´tica que distinga
entre un l´ıquido a alta temperatura y un l´ıquido formador de vidrio sobreenfriado. Sin
embargo, la influencia de los bordes se propaga dentro del seno del material. Donde
dicha influencia aumenta, con el enfriamiento. Con el incremento de esta longitud de
correlacio´n esta´tica, la influencia del borde decae no-exponencialmente.
Otro trabajo relevante, es el de Hocky y colaboradores [Hocky et al., 2012], donde
presentan el estudio de la longitud de correlacio´n termodina´mica punto-conjunto (ver
seccio´n 2.5) para varios modelos cano´nicos y muestran la conexio´n cuantitativa entre
esta longitud de correlacio´n y los aumentos en tiempos de relajacio´n.
El trabajo [Gradenigo et al., 2013] de Gradenigo y colaboradores, presentan resul-
tados donde las condiciones de contorno amorfas confinan al seno del material, para una
geometr´ıa plana ”sandwich”. Sus resultados confirman el uso de correlaciones punto-
conjunto como una novedosa herramienta para extraer informacio´n de las propiedades
esta´ticas de los l´ıquidos formadores de vidrios y la transicio´n entre fase ergo´dica a fase
no ergo´dica, en funcio´n del taman˜o del confinamiento.
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Figura 2.4: Caricatura de un paisaje de energ´ıa para un sistema en el continuo que se
encuentra en un mı´nimo absoluto de energ´ıa. Existen otros mı´nimos locales a los que
puede acceder, pero hay numerosas barreras a su alrededor.
2.6. Teor´ıas
2.6.1. Topograf´ıa: Propuesta de Paisaje de Energ´ıa
Goldstein [Goldstein, 1980] introdujo una propuesta teo´rica para intentar compren-
der el comportamiento de los l´ıquidos sobreenfriados. El propuso que los distintos reaco-
modamientos en el espacio real de las part´ıculas, son simplemente saltos entre distintos
valles en un espacio de fase, donde la topolog´ıa de este paisaje representa la energ´ıa del
sistema (ver figura 2.4). De esta manera, existe un mı´nimo absoluto, que corresponde al
cristal y muchos mı´nimos locales, que corresponden a los distintos so´lidos amorfos. As´ı,
a menor temperatura, el sistema debe superar barreras ma´s altas de potencial entre
valles, lo que hace que el reacomodamiento de part´ıculas en el espacio real se vuelva ma´s
infrecuente y visto desde el laboratorio, la viscosidad (o tiempo de relajacio´n) aumente.
As´ı, podemos pensar que el numero de part´ıculas involucradas en un reacomodamiento
aumenta, a medida que las barreras entre mı´nimos locales crecen. De esta manera, un
orden amorfo se propaga en el l´ıquido formador de vidrio, cuando la temperatura baja
y si en T = TK el exceso de entrop´ıa se vuelve 0, el sistema queda atrapado en uno de
dichos mı´nimos y la ergodicidad queda rota.
2.6.2. Entonces, ¿Co´mo Detectamos un Vidrio?
En las secciones previas mencionamos la aparicio´n de un orden amorfo, relacionado
al aumento del taman˜o de las regiones cooperativas que deben reacomodarse al enfriar
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el sistema. Como en otras transiciones de fase, encontrar una funcio´n de correlacio´n
esta´tica que exhiba una longitud de correlacio´n creciente al acercarnos al punto de
transicio´n, nos indicar´ıa que puede existir una transicio´n a un vidrio ideal. El proble-
ma, es que au´n no es posible encontrar tal longitud de correlacio´n divergente. Como
mencionamos antes, distinguir un l´ıquido sobreenfriado alrededor de Tg de un l´ıquido
sobre su Tf todav´ıa resulta imposible usando su estructura esta´tica.
Para sortear este obsta´culo, y poder detectar algu´n tipo de distancia de correlacio´n
creciente, buscaremos una distancia de correlacio´n esta´tica, pero usando me´todos no
esta´ndar en la termodina´mica actual. Nos referimos al uso de correlaciones punto-
conjunto (ver seccio´n 2.5) en vez del usual punto a punto.
Resulta natural preguntarse, considerando el argumento de paisajes de energ´ıa de
Goldstein que describimos en 2.6.1, cuales reacomodamientos configuracionales son po-
sibles en el l´ıquido sobreenfriado, dada la gran cantidad de posibles topograf´ıas multi-
dimensionales. Y si bien, seria agradable tener una respuesta universal y directa que
describa el comportamiento de todos los formadores de vidrios, quiza´s debamos dejar
abierta la posibilidad de que existan distintas descripciones, algunas mas relevantes que
otras, que se adecuen a la subfamilia de formadores de vidrio en estudio. O que quiza´s,
las distintas teor´ıas existentes, solo describen bien distintas regiones de la fenomeno-
log´ıa.
Del gran abanico de interpretaciones teo´ricas en el mercado que interpretan la ra-
lentizacio´n de la relajacio´n estructural en l´ıquidos sobreenfriados, surgen dos gran-
des categor´ıas [Stillinger and Debenedetti, 2013]. Una de ellas, puramente enfocada en
feno´menos dina´micos y dependientes de tiempo, atribuyendo nada a la termodina´mica.
La otra, todo lo contrario. En este trabajo, mencionaremos solo dos: Teor´ıa de Modos
Acoplados (MCT) y la Teor´ıa Transicio´n Aleatoria de Primer Orden (RFOT).
2.6.3. Teor´ıa de Modos acoplados MCT
La teor´ıa de modos acoplados (MCT) [Das, 2004, Gotze and Sjogren, 1992], es un
enfoque para estudiar el complejo comportamiento de los l´ıquidos sobreenfriados. Del
acoplamiento de funciones de correlacio´n de decaimiento lento, la teor´ıa predice la
existencia de una temperatura caracter´ıstica Tc por sobre la temperatura de transicio´n
v´ıtrea experimental Tg para el l´ıquido. MCT , perteneciente a la categor´ıa de dina´mica
dependiente del tiempo esta´ basada en el formalismo de Mori-Zwanzig y describe la
dependencia temporal de las fluctuaciones de densidad a nivel ato´mico/molecular. As´ı,
genera una prediccio´n para la funcio´n de scattering intermedio de un l´ıquido F(k, t),
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con un vector de longitud k = |~k|:
F(k, t) = N−1〈ρ(~k, 0)ρ(−~k, t)〉 (2.27)
ρ(~k, t) =
N∑
j=1
exp (i~k~rj) (2.28)
Donde las coordenadas tridimensionales de las N part´ıculas esta´n dadas por ~r1, .., ~rN.
Si bien en alta temperatura (T > Tf) se presenta el comportamiento esperado de una
relajacio´n exponencial para tiempos largos, a medida que la temperatura baja en la
regio´n sobreenfriada (T < Tf) aparece una relajacio´n en 2 pasos en forma de una meseta.
Sin embargo, para una temperatura TC > 0, predicha por MCT , la meseta no desaparece
nunca, quedando el sistema fuera de equilibrio y rompiendo ergodicidad para T 6 TC.
Esto resulta en que las part´ıculas ya no pueden difundirse libremente, sino que quedan
localizadas alrededor de sus posiciones iniciales.
Esto resulta problema´tico, pues mediante tiempos de relajacio´n obtenidos expe-
rimentalmente en la regio´n sobreenfriada [Stillinger and Debenedetti, 2013], mediante
ajuste de la funcio´n con dependencia (T − TC)γ, resulta que TC > Tg. Precisamente
esa relacio´n, nos muestra que MCT no contempla los mecanismos de relajacio´n ma´s
importantes para el estudio de relajacio´n del l´ıquido sobreenfriado en la cercan´ıa de Tg
Esto nos dice que si bien MCT no provee una descripcio´n correcta de la fenomeno-
log´ıa v´ıtrea en la cercan´ıa de Tg, si nos da una descripcio´n aceptable para T > TC > Tg,
incluyendo la existencia de una relajacio´n en dos pasos para la funcio´n de scattering
intermedio.
2.6.4. Transicio´n aleatoria de primer orden RFOT (Teor´ıa de Mosaico)
Tambie´n conocida como Teor´ıa de Mosaico, la teor´ıa de Transicio´n Aleatoria de
Primer Orden (RFOT) se basa en la termodina´mica de los l´ıquidos sobreenfriados y
la transicio´n v´ıtrea [Stillinger and Debenedetti, 2013], en particular en forma de una
transicio´n v´ıtrea ideal, la cual es responsable de la fenomenal ralentizacio´n en las rela-
jaciones y consecuente vitrificacio´n.
En su trabajo [Lubchenko and Wolynes, 2007], Lubchenko y colaboradores reveen
a RFOT y su capacidad de predecir o explicar feno´menos por sobre y por debajo de
Tg. Entre e´stos, se presentan las caracteristicas fenomenolo´gicas expuestas en la seccio´n
2.3. El crecimiento explosivo de la viscosidad; el salto en la capacidad calor´ıfica en
Tg; la no exponencialidad de relajaciones y su relacio´n con la fragilidad; la heteroge-
neidad dina´mica en l´ıquidos sobreenfriados, atribuye´ndola a la estructura de mosaico;
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desviaciones de la ley de VFT; desviaciones de la relacio´n de Stokes-Einstein cerca de
Tg; envejecimiento y su relacio´n con fragilidad. Los autores encuentran que RFOT tiene
gran poder de prediccio´n cuantitativamente en regiones mesosco´picas, de manera de
obtener suficiente estad´ıstica. Adema´s, para sustancias que presentan comportamiento
v´ıtreo junto con tipos de orden adicional, como los pol´ımeros, presentan buen acuerdo
cualitativo con los ca´lculos de RFOT .
Esta teor´ıa incorpora resultados de campo medio para sistemas de spines con in-
teracciones. Los resultados se originan en modelos con desorden templado (del in-
gles quenched) aleatorio y rango infinito, como el modelo de Sherrington-Kirkpatrick
[Sherrington and Kirkpatrick, 1975], modelo de Potts [Wu, 1982] y el modelo de p-spin
[Zarinelli, 2012]. La propuesta innovadora de RFOT es la de pensar un vidrio, como una
coleccio´n aperio´dica de mosaicos. Podemos aproximar la energ´ıa libre de un mosaico
gene´rico, en condiciones isocoricas, mediante la funcional:
Finh[ρ(~r)] =
∫
d~rρ(~r)[ln ρ(~r) − 1] +
1
2
∫ ∫
d~rd~r′[ρ(~r) − ρ0][ρ(~r′) − ρ0]ϕ(~r, ~r′) (2.29)
Aqu´ı Finh representa el exceso de energ´ıa libre de Helmholtz debido a la inhomo-
geneidad de la densidad, comparado con la uniformidad de la densidad ρ0, ρ(~r) es la
densidad no-uniforme y ϕ(~r, ~r′) simboliza una energ´ıa de interaccio´n adimensional. El
primero de los te´rminos en el lado derecho de la ecuacio´n 2.29 representa el costo de
energ´ıa libre asociado con la localizacio´n de las part´ıculas, mientras que el otro termino
representa la contribucio´n energe´tica.
Dada la vibracio´n armo´nica alrededor de sus posiciones de equilibrio, podemos mo-
delar estos movimientos mediante desplazamientos gaussianos y para´metros variacio-
nales α que nos permiten cuantificar la localizacio´n. Insertando este modelizacio´n de
la vibracio´n en la ecuacio´n 2.29 resulta que la energ´ıa libre desarrolla mı´nimos me-
taestables con respecto a α para temperaturas suficientemente bajas (o densidades
ρ0 suficientemente altas). Y si bien, estos mı´nimos corresponden a una transicio´n de
congelamiento de primer orden, el congelamiento es en forma de un gran conjunto de
estructuras aperio´dicas. Esto resulta en la prediccio´n de una transicio´n aleatoria de
primer orden en la cual no hay una discontinuidad de volumen o entalp´ıa.
La conexio´n de estos feno´menos con la dina´mica viene a trave´s del ritmo en que
las estructuras aperio´dicas descritas, relajan en configuraciones de equilibrio tipo l´ıqui-
do. Esta relajacio´n es entro´pica y es causada por la multiplicidad de estructuras tipo
l´ıquido en que el so´lido aperio´dico se puede transformar. Dado que las relajaciones son
heteroge´neas, existe una penalizacio´n al relajar una gota (de tipo l´ıquido) rodeada de
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mosaicos cristalinos.
De este argumento, surgen numerosas predicciones sobre la dina´mica y termo-
dina´mica de materiales formadores de vidrios, incluyendo:
Relacio´n entre fragilidad y discontinuidad en la capacidad calorifica cP
Dependencia de T en el taman˜o de las regiones de reacomodamiento cooperativo
Relacio´n entre fragilidad y la dina´mica de relajacio´n de exponencial estirada
Divergencia de tiempos de relajacio´n (y SC → 0) para una temperatura 0 > T0 ≡
TK
No exponencialidad en sus relajaciones
2.7. Modelos de Vidrio de Ret´ıculo
Suele suceder, que a medida que un modelo busca mejorar su representacio´n de la
realidad, este requiere mas para´metros y detalles espec´ıficos. Si bien esta complejizacio´n
puede acercarnos (a veces solo un poco) ma´s a la realidad, nos aleja de una performance
ra´pida. Es por eso que seleccionar los elementos fundamentales que dictaminan un
comportamiento y deshacerse del resto no es tarea fa´cil. Los modelos que priorizan
solo algunos elementos clave son llamados modelos mı´nimos. Estos suelen ser modelos
sencillos, en dos o tres dimensiones, que logran captar las caracter´ısticas claves del
feno´meno en estudio y a la vez nos brindan una compresio´n cualitativa del feno´meno.
Una reduccio´n adicional sobre la complejidad, se obtiene al trabajar sobre un ret´ıculo
(del ingles lattice) en vez de sobre el continuo. Una caracter´ıstica clave del ret´ıculo, es
que los sitios que las part´ıculas pueden ocupar esta´n definidos y son numerables.
Kob y colaboradores [Kob and Andersen, 1993], presentan evidencia de un modelo
de gas de red cine´tico para l´ıquido ato´mico, el cual presenta formacio´n de jaula para alta
densidad, en la cual el sistema experimenta una transicio´n dina´mica de comportamiento
ergo´dico a no ergo´dico a medida que la densidad aumenta. Para estos resultados, pocas
de las predicciones deMCT valen, a pesar de que el modelo fue disen˜ado para incorporar
los efectos de jaula dina´mica que MCT predice. Este hecho, resulta una evidencia de que
MCT no parece proveer una descripcio´n correcta de una transicio´n ideal v´ıtrea inducida
por comportamiento de jaula, como la del modelo estudiado por Kob y colaboradores.
En nuestro caso, estamos lidiando con heterogeneidades que desencadenan el com-
portamiento v´ıtreo. Existen dos tipos populares de modelos de grano grueso que bus-
can presentar estos feno´menos. Por un lado, esta´n los modelos Cine´ticamente Cons-
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tren˜idos (KCM) [Ritort and Sollich, 2003], concentrados en efectos cine´ticos como los
u´nicos causantes de la vitrificacio´n. Por otra parte los modelos de Vidrio de Ret´ıculo
(LGM) [Kob and Andersen, 1993, McCullagh et al., 2005, Pica Ciamarra et al., 2003a,
Biroli and Me´zard, 2001], proponen que los comportamiento cine´ticos son causados por
efectos de la termodina´mica de las configuraciones, donde las part´ıculas viven en un
ret´ıculo con reglas globales para su movimiento. En [Garrahan and Chandler, 2002],
Garrahan y colaboradores muestran como las heterogeneidades dina´micas en sistemas
formadores de vidrio emergen como una consecuencia de las restricciones dina´micas.
Ofreciendo adema´s una interpretacio´n de la transicio´n v´ıtrea como una crisis de entrop´ıa
en el espacio de trayectorias (espacio-tiempo) en vez de el espacio de configuraciones.
Una diferencia saliente entre KCM y LGM viene en que, para los KCM la ralentiza-
cio´n viene a trave´s de defectos. En KCM la dina´mica es compleja, pero la termodina´mica
es trivial, pues todas las configuraciones son igualmente probables.
Por otra parte, los LGM no se ralentizan debido a la presencia de ciertos defec-
tos, sino que todas las part´ıculas deben seguir reglas (o v´ınculos) globales. Esto cau-
sa que al aumentar la densidad del sistema disminuya la cantidad de configuraciones
distintas para las cuales estas constricciones globales se satisfacen. De esta manera,
es la entrop´ıa de las configuraciones la que gobierna la ralentizacio´n de la dina´mica.
Adema´s, los LGM tienen la caracter´ıstica de que una dina´mica Monte Carlo reproduce
las caracter´ısticas de dina´mica heteroge´nea observadas en simulaciones newtoneanas de
dina´mica molecular, pues se basan en realizar movidas configuracionalmente permitidas
[Binder et al., 1999].
Nuestro intere´s estara´ puesto en en el estudio de modelos LGM que viven en un
ret´ıculo tridimensional. Los modelos que utilizaremos como l´ıquidos formadores de vi-
drios son el PCTCC y t154, los cuales desarrollaremos en sus cap´ıtulos pertinentes.
2.8. Objetivos de Este Trabajo
A pesar de todo el contenido desarrollado en esta introduccio´n, au´n queda en pie,
quiza´s, la pregunta mas importante de todas: Causalidad. Au´n en ausencia de una
transicio´n v´ıtrea ideal (termodina´mica), el problema de la ralentizacio´n en la relajacio´n
estructural, ¿es debido a un feno´meno cine´tico o termodina´mico?
Identificar pruebas irrevocables para determinar si la transicio´n v´ıtrea en un sistema
esta´ causada por cuestiones entropicas o puramente por restricciones cine´ticas, seria un
avance teo´rico monumental.
En nuestro caso, nuestros esfuerzos sera´n destinados a objetivos ma´s modestos.
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Las simulaciones computacionales hacen posible explorar distintos modelos de sistemas
cla´sicos de muchas part´ıculas. Sin embargo, y a pesar de la creciente potencia compu-
tacional, estos estudios generalmente se encuentran limitados a escalas de tiempo cortas
y/o nu´mero de part´ıculas pequen˜o, en comparacio´n con sistemas experimentales.
En un esfuerzo por estudiar tiempos largos y sistemas de taman˜o mas ambicioso,
hemos optado por estudiar dos modelos mı´nimos (PCTCC y t154), que en su simplicidad,
y mediante te´cnicas de simulacio´n ra´pidas que describiremos en el pro´ximo capitulo, nos
permiten estudiar la presencia (o ausencia) de fenomenolog´ıa v´ıtrea en estos modelos y
en uno de ellos (t154), explorar argumentos propuestos por RFOT , en la bu´squeda de una
longitud esta´tica creciente ξ(T) para temperatura decreciente (o densidad ρ creciente),
as´ı como un comportamiento no exponencial para las correlaciones dina´micas.
Estudiaremos tambie´n (t154) el comportamiento del tiempo de relajacio´n de siste-
mas pequen˜os y confinados con condiciones de contorno amorfas, buscando indicios del
mecanismo de relajacio´n para sistemas confinados y su relacio´n con los bordes.
Cap´ıtulo 3
Simulaciones I: Metodolog´ıa
Utilizada en el Estudio Modelos
de Ret´ıculo para L´ıquidos
Sobreenfriados
3.1. Simulaciones Computacionales
Se puede pensar que gran parte de la educacio´n universitaria en f´ısica, es un gran
repositorio de problemas altamente idealizados, con una solucio´n cerrada, fruto de una
manipulacio´n elegante de expresiones matema´ticas [Rapaport, 2004]. Suele haber un
abismo entre el planteo que hace una teor´ıa y la extraccio´n de informacio´n cuantitativa
que pueda ser u´til para interpretar un experimento. Las soluciones exactas suelen ser
la excepcio´n y no la regla. Es por esto que muchas teor´ıas dependen fuertemente de
realizar aproximaciones, tanto nume´ricas como anal´ıticas.
Las simulaciones suplementan a la teor´ıa, pues estas requieren pocas sino nulas
aproximaciones anal´ıticas, a expensas de esfuerzos en calculo nume´rico. Sin embargo,
con el abundante poder de calculo presente en la actualidad, las simulaciones compu-
tacionales resultan accesibles a cualquier persona con una computadora. La salida (los
resultados) de una simulacio´n, debe ser tratada con los mismos me´todos estad´ısticos
que en el ana´lisis de un experimento de laboratorio.
En este trabajo utilizaremos dos te´cnicas:
El me´todo Monte Carlo cine´tico (seccio´n 3.4) para la simulacio´n de sistemas
discretos para modelos de l´ıquidos sobreenfriados.
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La dina´mica molecular (seccio´n 7.2), para el estudio de sistemas continuos de
part´ıculas autopropulsadas en presencia de distintas interacciones.
3.2. Sistemas Discretos : Ret´ıculos
Un modelo de ret´ıculo es un modelo f´ısico definido sobre un espacio discreto. Los
modelos de l´ıquidos sobreenfriados que estudiaremos en el presente trabajo son modelos
de ret´ıculo, donde las posiciones de las part´ıculas no son representadas por numeros
reales, sino por un numero natural (celda) en un ret´ıculo N−dimensional. Definiendo el
volumen de la celda y el de la caja que contiene el sistema a estudiar, todas las posibles
celdas (posiciones) a ser utilizadas quedan completamente definidas. Es importante
notar que el uso de un ret´ıculo no representa una teselacio´n del espacio. Al teselar, se
utiliza una forma geome´trica repetida sobre todo el espacio, cubrie´ndolo sin dejar huecos
o solapamiento. La discretizacio´n del espacio busca simplificar su descripcio´n dejando
pre-definidas la gran cantidad, pero numerable, de configuraciones que el sistema puede
tomar.
La simplificacio´n que brinda el uso de celdas permite desarrollar algoritmos que
resultan ordenes de magnitud mas veloces que si considera´ramos un espacio continuo.
El ejemplo mas claro de esta aceleracio´n se da en la bu´squeda de vecinos de una dada
part´ıcula. En los modelos continuos, las posiciones de las part´ıculas son representadas
por nu´meros reales, de manera que las posiciones de los vecinos deben ser encontradas
con algu´n criterio, antes de poder realizar operaciones con e´stos (ver 7). En cambio,
para una celda en un ret´ıculo tal bu´squeda es innecesaria. Las posiciones de las celdas
son conocidas en todo momento, por la propia construccio´n del espacio. De manera que
para una dada celda, las posiciones de todos sus vecinos esta´n determinadas y fijadas.
En este marco, aplicaremos el me´todo Monte Carlo sobre sistemas en el espacio
discreto.
3.3. El Me´todo Monte Carlo MC
Si nuestro deseo es calcular el valor de expectacio´n 〈X〉 de un observable X, como la
energ´ıa interna o magnetizacio´n, debemos calcular sobre todos los estados µ del sistema
la siguiente expresio´n:
〈X〉 =
∑
µ Xµe
−βEµ∑
µ e
−βEµ
(3.1)
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De esta manera pesamos a todos los estados µ con su propia probabilidad de Bol-
tzmann. Sin embargo, este me´todo solo puede ser aplicado en la pra´ctica en sistemas
muy pequen˜os, donde el tiempo que lleva tratar todos los estados es experimentalmen-
te aceptable. Para sistemas ma´s grandes debemos promediar sobre algu´n subconjunto
de la totalidad de los estados, introduciendo imprecisiones en el ca´lculo. Utilizaremos
el me´todo Monte Carlo (MC) para minimizar esta imprecisio´n y alcanzar una buena
estimacio´n de 〈X〉 .
El me´todo MC funciona eligiendo un subconjunto de estados, aleatoriamente, a par-
tir de una distribucio´n de probabilidad pµ que definamos. Si tomamos un subconjunto
de estados M = µ1, ..., µM, podemos estimar la cantidad X as´ı:
XM =
∑M
i=1 Xµip
−1
µi
e−βEµi∑M
j=1 p
−1
µj e
−βEµj
(3.2)
Llamamos XM un estimador de X. A medida que aumentamos el numeroM, el estimador
se vuelve mas preciso, de manera que si M→∞ tenemos XM = 〈X〉.
Si contamos con una cantidad de estados limitada, la eleccio´n de pµ es un factor
clave a determinar. Si toma´semos pµ = 1/N , caso conocido como muestreo simple, no
estar´ıamos discriminando ningu´n estado sobre otro. As´ı, las muestras que toma´ramos
del sistema probablemente no sean representativas de la totalidad del sistema y el
estimador XM nos dar´ıa un mala estimacio´n de X. Si conocie´semos de antemano, que
estados tienen la contribucio´n mas importante al calculo de 〈X〉, entonces podr´ıamos
elegir muestrear entre esos estados M y as´ı obtener un buen estimativo de X. Existe
una te´cnica para elegir los estados mas importantes para la buena determinacio´n de X
y se la conoce como muestreo de importancia.
3.3.1. Muestreo de Importancia
Tomaremos una muestra de los estados del sistema, de manera que la probabilidad
de cada estado sea proporcional a su peso de Boltzmann, es decir, tomamos los estados
de manera que la probabilidad de que un cierto estado µ resulte elegido sea pµ =
Z−1eβEµ , donde Z es la funcio´n de particio´n. Resulta as´ı, reemplazando en (3.2):
XM =
1
M
M∑
i=1
Xµi (3.3)
De esta manera tenemos un me´todo para estudiar XM, eligiendo mas frecuentemente
los estados que el sistema ocupa la mayor parte del tiempo, y as´ı, representando mas
precisamente el sistema real.
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Sin embargo, falta au´n explicar como seleccionaremos los estados de manera que
cada uno aparezca con su probabilidad de Boltzmann asociada. Para comprender esta
ultima parte, deberemos comprender los procesos de Markov.
3.3.2. Procesos de Markov
Un proceso de Markov hace que un sistema que se encuentra en un estado µ pase a
un nuevo estado (de ese sistema) ν1. Este paso se realiza aleatoriamente, es decir, no
siempre partiendo de µ se llega a ν sino que depende una probabilidad de transicio´n
P(µ→ ν). Para un proceso de Markov, P(µ→ ν) debe satisfacer 2 condiciones: (1) No
debe variar con el tiempo. (2) Solo debe depender de µ y ν, es decir, independiente de
la historia de los estados que recorrio´ el sistema. Adema´s, debe satisfacer la restriccio´n:
∑
ν
P(µ→ ν) = 1 (3.4)
Durante una simulacio´n MC, se utiliza un proceso de Markov para generar una
cadena de Markov de estados. El proceso de Markov se elige, de manera que luego de
muchas iteraciones comenzando en cualquier estado, podemos generar una sucesio´n de
estados que aparecen con probabilidades dadas por una distribucio´n de Boltzmann. Di-
remos que el sistema llega al equilibrio cuando alcanza una distribucio´n de Boltzmann.
Para que esto suceda, debemos pedir adema´s que el proceso de Markov cumpla las
condiciones de ergodicidad y balance detallado.
3.3.3. Ergodicidad y Balance Detallado
La condicio´n de ergodicidad es el requerimiento para nuestro proceso de Markov,
que para una simulacio´n suficientemente larga, el sistema pueda recorrer todos2 los
estados, sin importar el estado inicial. La condicio´n de ergodicidad nos dice que tenemos
permitido hacer P(µ → ν) = 0 para ciertos estados µ, ν, pero que debe existir algu´n
camino de estados intermedios para partir de µ y llegar a ν. Si esto no fuese as´ı,
existir´ıan estados inaccesibles.
Por u´ltimo, la condicio´n de balance detallado, es condicio´n suficiente que la distri-
bucio´n de probabilidad que generamos cuando nuestro sistema llega al equilibrio, sea
la distribucio´n de Boltzmann y no otra. Esto queda garantizado si, con pµ = Z−1eβEµ ,
1El nuevo estado ν puede ser el estado inicial µ.
2Tiene que ser posible recorrer todos los estados, aunque el tiempo para hacerlo puede ser ordenes
de magnitud mas grande que el tiempo experimental disponible para realizar la simulacio´n.
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se satisface que:
pµP(µ→ ν) = pνP(ν→ µ) (3.5)
3.3.4. El Algoritmo de Metropolis
Podemos elegir cualquier algoritmo que deseemos para generar nuevos estados, man-
teniendo nuestro conjunto de probabilidades de transicio´n, utilizando una tasa de acep-
tacio´n. Metropolis es una forma de conseguir un proceso de Markov con balance detalla-
do. Podemos pensarlo, separando la probabilidad de transicio´n en la siguiente manera:
P(µ→ ν) = g(µ→ ν)A(µ→ ν) (3.6)
Donde g(µ→ ν)3 es la probabilidad de seleccionar un estado, dado un estado inicial
µ que nuestro algoritmo genere un estado objetivo ν, mientras que A(µ→ ν) es la tasa
de aceptacio´n o probabilidad de aceptacio´n. La tasa de aceptacio´n es la probabilidad de
que nuestro sistema pase del estado µ al ν o que se quede en µ. Como elegir A(µ→ ν)
es importante, pues si es pequen˜a la probabilidad de aceptar un cambio de estado, el
sistema se quedara quieto y no tendremos evolucio´n.
La eleccio´n t´ıpica del algoritmo Metropolis para A(µ→ ν) es:
A(µ→ ν) =
 e−β(Eν−Eµ) si Eν − Eµ > 01 si no (3.7)
Donde Eµ representa la energ´ıa del estado µ. Es decir, si el nuevo estado posee
una energ´ıa menor o igual al estado actual, siempre aceptaremos la transicio´n a dicho
estado. Ahora, si la energ´ıa del nuevo estado es mayor a la del estado actual, existe
una probabilidad dada por la exponencial decreciente, de aceptar la transicio´n a dicho
estado de cualquier manera. Este algoritmo satisface el balance detallado si g(µ →
ν) = g(ν → µ) y es quiza´s uno de los mas populares en todas las simulaciones MC.
Denotaremos a simulaciones de este tipo Metropolis Monte Carlo (MMC).
3.4. El Me´todo Monte Carlo Cine´tico (KMC)
El me´todo MMC que presentamos siempre es correcto, pero no siempre resulta
eficiente. Hay sistemas en los que la gran mayor´ıa de las propuestas de movidas que
3g(µ→ ν) es un para´metro libre del me´todo y debe ser ajustado al problema especifico a tratar.
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realiza MMC sera´n rechazadas. Llevando a que el sistema evolucione de manera infre-
cuente a pesar del gran esfuerzo computacional. Esto significa, que durante el tiempo
experimental disponible, el sistema rara vez visite otros estados. Esto es un problema
desde el punto de vista experimental, dado que para ver que el sistema evoluciona,
necesitar´ıamos una cantidad de pasos Monte Carlo demasiado grande, demorando un
tiempo (en algunos casos) ordenes de magnitud mayor al disponible. Esto nos lleva a
pensar que debemos encontrar otro enfoque, donde podamos lidiar con sistemas blo-
queados en tiempos mas cortos. Una herramienta para este tipo de problemas donde
los eventos son infrecuentes son las simulaciones Monte Carlo Cine´tico (KMC).
Notamos que KMC sigue un proceso de Markov con espacio discreto, pero tiem-
po continuo. Veremos en la pro´xima seccio´n que el tiempo transcurrido entre estados
durante la evolucio´n del sistema no es constante, sino que sera calculado para cada
paso.
3.4.1. Sistemas de Eventos Improbables y Perdida de Ergodicidad
Un sistema de eventos infrecuentes se caracteriza por tener una dina´mica de transi-
ciones ocasionales de un estado a otro, seguido de largos periodos de inactividad entre
dichas transiciones [Voter, 2007]. Para un sistema en el continuo, podemos pensar al
sistema bloqueado, como si este (en su totalidad) se encuentra en un pozo de mı´nima
energ´ıa, sin embargo, pro´ximo al pozo y con una barrera de energ´ıa por medio, hay
otros pozos a los que el sistema puede ir (Esquematizado en figura 2.4)
Como mencionamos en 2.6.1, si movemos el sistema de un pozo a otro, no estamos
simplemente moviendo algunas pocas part´ıculas de un lugar a otro, sino al sistema
completo, como un todo, de un estado a otro. Dado que el sistema pasa tanto tiempo
en estos mı´nimos, este se olvida como llego a dicho mı´nimo en primera instancia, es
decir, la probabilidad de escapar del mı´nimo solo depende del estado actual y estado
objetivo, no de la historia del sistema. Esto es una caracter´ıstica t´ıpica de una cadena
de Markov. De manera que si nos encontramos en un estado inicial i y vamos a un
estado final j, realizando aproximaciones, habra´ involucrada una probabilidad kij, de
manera que para cada camino que el sistema recorra, tendremos un conjunto de kij.
Consideremos el caso de un sistema en el ret´ıculo con muchas restricciones. Si nos
encontramos en un estado i, puesto que nos encontramos en un ret´ıculo, sabemos que
existe una cantidad limitada de posibles operaciones que el sistema puede realizar.
Esto significa que para cada estado i, podemos elaborar una lista (sin aproximaciones)
con todos los posibles estados j a los que el sistema puede moverse. A medida que
el sistema es sujeto a mas restricciones, menor sera el taman˜o de la lista de movidas
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Figura 3.1: Esquematizacio´n de los posibles estados j a los que un sistema en el estado
i puede evolucionar. En este ejemplo consideramos los posibles movimientos de la reina
en un juego de ajedrez. Notamos que un sistema fuertemente constren˜ido posee una
menor cantidad de estados j disponibles, mientras que si se eliminan restricciones, el
nu´mero de posibles estados j aumenta.
posibles. Esquematizamos esta idea, dando el ejemplo de dos estados en un juego de
ajedrez (ver figura 3.1). Podemos pensar que una persona que sabe las reglas, juega
al ajedrez en el estilo KMC, solamente considerando movidas legales. Alguien que no
conoce las reglas, intentara ubicar la part´ıcula en cualquier posicio´n (incluso posiciones
ocupadas o inaccesibles) y su intento sera rechazado. Como sucede en el MMC.
La caracter´ıstica principal de la simulacio´n Monte Carlo Cine´tica, es que esta evalu´a
los conjuntos de kij en que el sistema se encuentra y calcula la probabilidad que tiene
el sistema de avanzar a un nuevo estado j a partir de i. En vez de realizar intentos
de movida aleatorios, que en su mayor´ıa sera´n fallidos, KMC no propone, sino que
directamente realiza una movida permitida. Ktot representa la probabilidad total de
escapar de un cierto estado i = 0 a cualquier otro estado disponible i 6= 0 donde:
Ktot =
∑
i 6=0
ki (3.8)
Luego de realizar una movida, el tiempo sera incrementado en un valor ∆t de ma-
nera inversamente proporcional a Ktot, usando un nu´mero aleatorio x uniformemente
distribuido en (0, 1] y una distribucio´n exponencial [Voter, 2007]:
∆t =
1
Ktot
exp(−x/Ktot) (3.9)
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De esta manera, los sistemas mas constren˜idos, demoran menos tiempo de calculo
computacional para avanzar un mismo tiempo experimental. Esta propiedad resulta
de tremendo intere´s para estudiar sistemas v´ıtreos, los cuales se caracterizan por tener
una evolucio´n que se enlentece exponencialmente a medida que variamos para´metros
del sistema. Volveremos sobre esto en la seccio´n 4.2.
3.5. Herramientas Complementarias
En esta seccio´n llevamos nuestra atencio´n a dos te´cnicas que utilizaremos en partes
especificas de los estudios de sistemas v´ıtreos.
Una te´cnica discutida por [Albano et al., 2011], para estudiar la dina´mica de tiem-
pos cortos. Notamos que u´nicamente utilizaremos esta te´cnica en un estudio especifico
del modelo PCTCC en la seccio´n 4.5.
La otra, es la prueba BIC [Cavagna et al., 2007]. Esta es una herramienta para estu-
diar el estacionamiento de la relajacio´n de sistemas confinados que presentan dina´mica
lenta. Sera utilizada en la seccio´n 5.4. En la seccio´n de materia activa 8.3, usamos la
prueba BIC como inspiracio´n para realizar una prueba de condicio´n inicial.
3.5.1. Dina´mica de Tiempos Cortos
La te´cnica analiza las series temporales de un conjunto de observables, donde los
para´metros de control (por ejemplo, temperatura o campo magne´tico) se encuentran
fijados en sus valores de transicio´n. Estos observables son t´ıpicamente el para´metro de
orden y algunos de sus momentos o cumulantes. El ana´lisis requiere que la configuracio´n
inicial sea controlada cuidadosamente, aveces fijando precisamente el valor inicial de
dicho para´metro de orden.
En una gran variedad de Hamiltonianos y sistemas dina´micos, luego de un tiempo
microsco´pico, la evolucio´n temporal de los observables en el punto critico sigue una ley
de potencia. Esto es significativo, dado que indica que un enfoque de tiempos cortos
puede ser utilizado para identificar valores cr´ıticos de los para´metros de control.
Dado que los exponentes universales de una transicio´n pueden ser directamente
relacionados a los de una ley de potencia de los observables antes mencionados. Obtener
los exponentes universales, junto con los para´metros de orden cr´ıticos es uno de los
objetivos centrales de esta te´cnica.
Como menciona [Loscar et al., 2009], si nuestro intere´s es aplicar este me´todo para
la determinacio´n de espinodales debemos ser cuidadosos. Estrictamente, el concepto
de espinodal esta definido rigurosamente para sistemas con rango infinito de inter-
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accio´n (campo medio). En sistemas de corto rango, una pseudoespinodal puede ser
definida por extrapolacio´n de medidas metaestables, pero donde el punto en si mis-
mo no puede ser alcanzado, dado que yace mas alla´ del limite de metaestabilidad. Sin
embargo, [Loscar et al., 2009] muestran que existe un buen acuerdo con el punto espi-
nodal termodina´mico de modelos de campo medio y el punto pseudoespinodal obtenido
de la extrapolacio´n del equilibrio metaestable. De esta manera, podemos realizar una
determinacio´n del punto espinodal sin preocuparnos por problemas de equilibracio´n
determinando puntos espinodales mediante dina´mica de tiempos cortos.
La Te´cnica de Dina´mica de Tiempos Cortos (DTC)
El procedimiento consiste en buscar una ley de potencia de relajacio´n temporal,
partiendo de un estado inicial preparado con una cierta prescripcio´n. Para puntos cr´ıti-
cos de equilibrio, el re´gimen de ley de potencia se mantiene por un tiempo que aumenta
con el taman˜o del sistema, pero para el caso de espinodales, este re´gimen se encuentra
solo para un intervalo finito [Loscar et al., 2009].
El procedimiento es el siguiente:
Preparar una muestra equilibrada a alta temperatura. Este sera el estado inicial
desordenado.
Al tiempo t = 0 realizar un enfriamiento su´bito a una temperatura por debajo de
la fase desordenada.
Permitir al sistema relajar mientras se recopila el para´metro de orden y sus fluc-
tuaciones hasta un tiempo t´ıpicamente muy inferior al de relajacio´n del sistema.
Buscar comportamiento de ley de potencia. La temperatura espinodal queda de-
terminada como la temperatura a la cual la ley de potencia se dura su ma´ximo.
Extraer exponentes de la ley de potencia mediante regresio´n.
3.5.2. Prueba BIC
En el estudio de equilibracio´n de sistemas de part´ıculas, podemos preguntarnos
co´mo verificar que cuando el autosolapamiento (ver seccio´n 2.3.10) decae a un valor
estacionario, ese valor es un valor termalizado. Para sortear este problema, podemos
utilizar una prueba BIC. En su trabajo [Cavagna et al., 2007], Cavagna y colaboradores
describen la prueba de condicio´n inicial β (BIC), como una herramienta para verificar si
el autosolapamiento asinto´tico alcanza el valor de equilibrio. La motivacio´n se origina en
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Figura 3.2: Caricatura de los pasos en una prueba BIC. Primero se toma una configu-
racio´n de part´ıculas. Luego se define un exterior y un interior, donde el exterior queda
inmovilizado y define la cavidad. Finalmente se reemplaza el interior de la cavidad, por
un nuevo conjunto de part´ıculas con autosolapamiento nulo respecto a las particulas
removidas.
la necesidad de asegurarse que las simulaciones son de una duracio´n suficiente como para
alcanzar el valor de equilibrio o bien de verificar que el equilibrio no puede alcanzarse
en el tiempo disponible.
Esta prueba resulta de intere´s para el estudio de relajacio´n ante condiciones de
contorno amorfas (ABC, ver seccio´n 2.5). En este caso no conocemos a priori el valor
termalizado de cada configuracio´n y deseamos verificar que el sistema lo ha alcanzado
(y cuanto vale).
Las ABC que utilizaremos consisten en dividir al sistema de part´ıculas en dos partes:
Una parte es la externa, la cual quedara congelada, en el sentido de que no podra´ mover
o cambiar sus part´ıculas de ninguna manera. La otra parte es la interna, para la cual
las part´ıculas son libres de moverse, pero quedan confinadas por la parte externa. De
esta manera queda definida una cavidad de taman˜o arbitrario donde las part´ıculas son
libres de moverse.
La idea de la prueba BIC es inicializar la cavidad en una cierta configuracio´n β la
cual tiene un autosolapamiento nulo con otra configuracio´n α usada para termalizar el
sistema y que esta fijada en la condicio´n de contorno. Esquematizamos esta situacio´n
en la figura 3.2.
De esta manera, el autosolapamiento qαβ(t) es nulo a tiempo t = 0 y debe aumentar
al mismo valor asinto´tico que el del autosolapamiento estandar qαα(t). Si la cavidad
es capaz de termalizar, ambos autosolapamientos (qαβ(t) y qαα(t)) deben encontrarse
en el mismo valor de equilibrio y la prueba resulta positiva. Si los autosolapamientos
se vuelven asinto´ticos sin antes encontrarse o se agota el tiempo de simulacio´n antes
que los autosolapamientos se encuentren, diremos que la prueba BIC es negativa y el
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sistema no ha termalizado.
Esta prueba resulta muy simple de realizar en el caso de simulaciones de modelos
en el ret´ıculo, pues basta definir la cavidad mediante celdas con movilidad y celdas
inmovilizadas. En el caso en que se utiliza una dina´mica gran cano´nica, si se vac´ıa
la cavidad luego de tomar la configuracio´n inicial de referencia, el autosolapamiento
inicial sera nulo. A medida que se creen nuevas part´ıculas dentro de la cavidad, el
autosolapamiento crecera´, permitie´ndonos efectuar la prueba fa´cilmente.
Cap´ıtulo 4
Modelo PCTCC
Un modelo mı´nimo, opuesto a un modelo realista, debe ser capaz de exhibir feno-
menolog´ıa v´ıtrea y a la vez permitir un estudio teo´rico simplificado y veloz de computar
mediante una simulacio´n nume´rica. Debido a la dina´mica lenta propia de los vidrios, los
tiempos de simulacio´n requeridos para alcanzar la termalizacio´n, muchas veces resultan
ser mayores que los tiempos de co´mputo disponibles. Puesto que para las temperatu-
ras donde se realizar´ıan las observaciones ma´s interesantes, el tiempo para alcanzar la
termalizacio´n es alto, es sumamente importante contar con un modelo veloz de simular.
Es por eso que consideramos el modelo de vidrio de ret´ıculo propuesto por Pica
Ciamarra y colaboradores [Pica Ciamarra et al., 2003a] [Pica Ciamarra et al., 2003b],
al que llamaremos PCTCC1. Este modelo adema´s de poseer una interpretacio´n geome´tri-
ca sencilla, resulta atractivo, tanto teo´ricamente por la posibilidad de usar el ret´ıculo
de Bethe [Rivoire et al., 2004], as´ı como nume´ricamente por la posibilidad de estudiarlo
utilizando el metodo Monte Carlo sin necesidad hacer uso de aproximaciones.
Desde el punto de vista v´ıtreo, Pica Ciamarra y colaboradores detectan la presencia
de efecto jaula y la presencia de dos escalas temporales en las funciones de relajacio´n
(Discutido en seccio´n 2.3). Adema´s, encuentran que el modelo no tiene tendencia a
cristalizar, aun para ritmos de enfriamiento sumamente lentos.
En este capitulo, presentaremos el modelo PCTCC (seccio´n 4.1), luego haremos una
discusio´n referente al uso de los algoritmos MMC y KMC (seccio´n 4.2), despues reali-
zaremos un estudio de la metaestabilidad (seccio´n 4.3) y luego una determinacio´n de
sus l´ımites (seccio´n 4.4). Despue´s, mediante el uso de la d´ınamica de tiempos cortos
extraeremos una cota para la temperatura espinodal (seccio´n 4.5) y finalmente realiza-
remos un estudio de envejecimiento para determinar las capacidades del modelo para
ser un l´ıquido formador de vidrios (seccio´n 4.6).
1 Algunos resultados expuestos en este capitulo fueron publicados en [Seif et al., 2015].
53
Alejandro Seif 54
Figura 4.1: Caricatura del modelo de ret´ıculo PCTCC para un caso bidimensional ins-
pirado en part´ıculas que excluyen volumen adyacente segu´n su orientacio´n. Se observa
que los spines u´nicamente apuntan a sitios vac´ıos.
4.1. Modelo PCTCC
Podemos formular al modelo de la siguiente manera:
Part´ıculas cla´sicas con una orientacio´n (spin) son colocadas en un ret´ıculo cubico
de lado L, donde cada sitio ~R tiene un numero de ocupacio´n nR = 0, 1. En cada sitio
ocupado, ~σR representa la orientacio´n de la part´ıcula hacia uno de sus primeros seis
vecinos. Recalcamos que hay exclusio´n, de manera que en cada ~R solo 0 o 1 part´ıcula
puede estar alojada y ~σR debe apuntar hacia un sitio ~R vacio (nR = 0). Esto puede
resumirse en:
~R+ ~σR = ~R
′ ⇐⇒ nR′ = 0 (4.1)
Por analog´ıa puede pensarse que cada part´ıcula no cabe en un sitio y ocupa una parte
de un sitio contiguo (al que apunta), deja´ndolo inhabilitado para ser ocupado por
otra part´ıcula. Mostramos una caricatura del sistema en 4.1. Se define una dina´mica
local, donde las part´ıculas realizan roto+translaciones a primeros vecinos, es decir, las
part´ıculas pueden rotar y/o desplazarse hacia un sitio vacio´ entre sus primeros vecinos
en una u´nica operacio´n.
Estudiamos 2 tipos de conjuntos:
Un conjunto cano´nico, donde el numero de spines (part´ıculas) se encuentra fijo y
el sistema solo puede re-acomodarse de acuerdo a los sitios vac´ıos y las movidas
roto+translacionales.
Un conjunto gran cano´nico, en el que el sistema se encuentra en contacto con un
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ban˜o de part´ıculas, que permite crear y destruir spines en distintos sitios, adema´s
de moverlos como el conjunto cano´nico.
Para el conjunto cano´nico no hay escala de energ´ıa (E = 0 o E = ∞), por lo tanto,
la temperatura no es una variable relevante y no esta involucrada en ningu´n paso de
la dina´mica 2. Para el caso del conjunto cano´nico, la u´nica variable relevante sera la
densidad ρ.
Para el conjunto gran cano´nico, adema´s de la dina´mica roto+translacional del en-
samble cano´nico, contamos con un ban˜o de part´ıculas caracterizado por α que creara´
y destruira´ part´ıculas. Puesto que a trave´s de α = βµ = µkBT controlamos ρ, podemos
fijar kB = 1 y trabajar con temperatura T en te´rminos de µ. Mas adelante, veremos
que la probabilidad de destruir una part´ıcula depende de α. La dina´mica gran cano´nica
produce que el sistema no se atasque tan seguido como cuando se utiliza el conjun-
to cano´nico, dado que cuando las part´ıculas no tengan movidas roto+translacionales
disponibles, existe la posibilidad de que una de ellas sea destruida y aparezcan nuevas
movidas permitidas para las dema´s.
Puesto que no se busca reproducir cuantitativamente ningu´n resultado experimental
de laboratorio, la unidad de tiempo utilizada sera un paso Monte Carlo. Nos referiremos
a pasos Monte Carlo o tiempo de manera indistinta.
Si bien comenzaremos las simulaciones con el ret´ıculo vac´ıo, utilizando una dina´mica
gran cano´nica para crear part´ıculas en los sitios, puede ser de intere´s, comenzar la
simulacio´n con un cristal perfecto (ma´xima densidad). En [Pica Ciamarra et al., 2003a]
se provee la receta para generar un cristal perfecto, que sigue la siguiente formula:
Sea a un numero entero y x, y, z las coordenadas espaciales en las que puede ubicarse
el spin. Si calculamos a = (x+ 2y+ 3zmod 7).
Si a = 0 se deja el sitio vac´ıo, si a = 1, 2, 3 se coloca un spin en direccio´n negativa
(−1) en direccio´n x, y, z respectivamente. Si a = 4, 5, 6 se coloca un spin en direccio´n
positiva (1) en direccio´n z, y, x respectivamente. Utilizando esta receta, se logra un
estado cristalino puro con una densidad de ρ = 6/7 ' 0.857
Finalmente, como manera de cuantificar la cantidad de fase cristalina presente en
una dada muestra, definimos la fraccio´n de masa cristalina m, como la fraccio´n de sitios
vac´ıos rodeados de seis part´ıculas apuntando hacia ellos3. Esta cantidad resulta muy
fa´cil de evaluar y da una medida de la cantidad de cristal presente, independiente de el
2Esto resulta as´ı por que la diferencia de energ´ıa entre un estado permitido y uno prohibido es
infinito, de manera que si analizamos la expresio´n (3.7) vemos que siempre se rechazara una movida
prohibida, sin importar cuanto valga βµ ' µ/T .
3La u´nica manera de que los sitios vac´ıos aparecen en un cristal perfecto es cuando todos sus vecinos
apuntan hacia el.
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taman˜o de los dominios. Notamos que m no es un correcto para´metro de orden, pues
no se anula en la fase liquida, pero vemos que incrementa su valor fuertemente cuando
el sistema comienza a cristalizar. Es por eso que m es una medida u´til para estudiar el
comienzo de la cristalizacio´n.
4.2. Comparacio´n entre Monte Carlo Metropolis y Monte
Carlo Cine´tico
Nuestro intere´s por el comportamiento sobreenfriado, nos lleva a estudiar sistemas
de alta densidad, donde el modelo evoluciona lentamente debido a que el numero de
acciones permitidas es muy pequen˜o. Por accio´n nos referimos a cualquier transicio´n
entre estados propuesta por el algoritmo Monte Carlo; en el caso gran cano´nico esto
incluye la creacio´n y aniquilacio´n de part´ıculas. Bajo estas condiciones, el algoritmo
Monte Carlo Metropolis (MMC) resulta muy ineficiente, dada su gran tasa de rechazos
para alta densidad. Es por este motivo que, para acelerar los tiempos de simulacio´n
optamos por el algoritmo Monte Carlo Cinetico (KMC) discutido previamente en la
seccio´n 3.4.
A fin de tener una verificacio´n cuantitativa sobre los tiempos de computo involucra-
dos usando ambos algoritmos, realizamos simulaciones para los mismos conjuntos de
para´metros usando los distintos algoritmos. Verificamos que los resultados producidos
por MMC y KMC resultan indistinguibles, como se ve en la figura 4.2.
Observamos 3 regiones de T/µ en las que podemos dividir el ana´lisis de los algorit-
mos:
T/µ > 13 la simulacio´n KMC demora o´rdenes de magnitud ma´s que MC. El proce-
dimiento KMC de generar y mantener listas de movidas permitidas resulta menos
eficiente que sortear propuestas de movidas con el me´todo MC.
1
5 < T/µ <
1
3 Ambos algoritmos demoran tiempos comparables.
T/µ < 15 KMC resulta ordenes de magnitud mas ra´pido que MC.
Nuestro intere´s esta puesto alrededor de la zona T/µ ∈ [ 112 , 15 ], de manera que
seguiremos adelante u´nicamente utilizando el algoritmo KMC. La variable de control
es T/µ, por simplicidad a lo largo del trabajo nos referiremos a esta cantidad como
temperatura, realizando aclaraciones entre T y T/µ donde corresponda.
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Figura 4.2: Comparacio´n entre el tiempo real de simulacio´n entre simulaciones Monte
Carlo Metropolis (MMC) y Monte Carlo Cine´tico (KMC). Se observa como el tiempo
de computo KMC es fuertemente dependiente de la densidad. Recuadro: Presentamos
Densidad Inversa ρ−1 vs T/µ para el calentamiento de un cristal perfecto. Compara-
mos un proceso de calentamiento T˙/T = 10−8, utilizando los mismos para´metros, pero
comparando MC con KMC. Observamos buen acuerdo entre los comportamientos.
4.3. Estudio de Metaestabilidad
Como discute [Pica Ciamarra et al., 2003a], si preparamos una configuracio´n inicial
de cristal perfecto podemos determinar la temperatura de fusio´n Tm calenta´ndolo len-
tamente con distintos ritmos T˙ hasta que se produce un cambio su´bito en su densidad.
Como muestra la figura 4.3, determinamos Tm = 0.15µ, verificando el resultado hallado
por [Pica Ciamarra et al., 2003a]. En contraste, cuando realizamos enfriamientos ob-
servamos que el sistema no cristaliza, sino que el sistema se mantiene en un re´gimen
de l´ıquido sobreenfriado hasta que finalmente se sale del equilibrio a una temperatura
dependiente del ritmo de enfriamiento.
Otra medida que podemos extraer de los enfriamientos, es la extrapolacio´n (linea
punteada en la figura 4.3) de la regio´n de sobre-enfriamiento de ρ−1 hasta que intersecta
el cristal. Esto arroja un valor de TK ' 0.05µ, valor que podemos utilizar para estimar
la temperatura de Kauzmann.
Utilizaremos correlaciones dina´micas (ver seccio´n 2.3.10), en particular el autosola-
pamientoQ(t), para estudiar la relajacio´n del sistema. Partiendo desde un tiempo inicial
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Figura 4.3: ρ−1 como una funcio´n de T para distintos ritmos de enfriamiento. Pa-
ra T˙/T = −10−5 (rojo), el sistema ra´pidamente sale de equilibrio, mientras que para
T˙/T = −10−6 (verde),T˙/T = −10−7 (azul) y T˙/T = −10−8 (purpura) el sistema mantiene
un equilibrio metaestable de liquido sobreenfriado que puede ser hallado a temperatu-
ras progresivamente mas bajas. El calentamiento del cristal puede ser utilizado para
estimar Tm, como el que se muestra en cyan (T˙/T = 10−8) y amarillo (T˙/T = 10−9),
determinando Tm = 0.15µ de este ultimo.
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Figura 4.4: Gra´fico Angell mostrando un comportamiento no-Arrhenius. La linea con-
tinua representa el ajuste VFT para un valor de T0 = 0.048µ.
t0 = 0 , para este modelo el autosolapamiento Q se define [Pica Ciamarra et al., 2003a]:
Q(t) =
1
N
N∑
i
〈ni(0)ni(t)(~σi(0) · ~σi(t))〉, (4.2)
Notamos que n mide la ocupacio´n del sitio, mientras que ~σ mide la orientacio´n de las
part´ıculas en dicho sitio. De esta manera, aun si las part´ıculas se mantienen en la misma
posicio´n, pero apuntan en direcciones distintas a las originales, Q(t) disminuira´. Nos
interesa extraer un tiempo de relajacio´n τR a partir de Q(t). Para ello, ajustamos Q(t)
con una exponencial estirada (relajacio´n Kolrausch-William-Watts [Ediger et al., 1996,
Lindsey and Patterson, 1980]) e−(t/τR)
β
.
Como mencionamos en la seccio´n 2.3.4, podemos obtener una medida de TK reali-
zando un ajuste de la ley de Vogel-Fuchter-Tamman usando T y τR, como muestra la
figura 4.4 usando:
τR = τ0 exp[B/(T − T0)] (4.3)
El ajuste arroja un valor de T0 = 0.048µ, muy cercano al TK estimado mediante la
extrapolacio´n. El incremento drama´tico del tiempo de relajacio´n τR para pequen˜as
variaciones de la temperatura que observamos, es t´ıpico de la fenomenolog´ıa v´ıtrea.
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4.4. L´ımites de la Metaestabilidad
Intentaremos establecer las temperaturas ma´s bajas a las que el l´ıquido sobreen-
friado puede ser equilibrado, es decir, el l´ımite de metaestabilidad. Hemos realizado
templados4 para distintos valores fijos de Tf (ver Fig. 4.5) comenzando las simulaciones
desde un ret´ıculo vacio´. Cuando Tf > µ/8, el ret´ıculo es llenado ra´pidamente hasta que
la densidad alcanza una meseta, cuya altura depende de la temperatura establecida.
Este proceso demora del orden de [103, 105] pasos.
La masa cristalina m, como la definimos en 4.1, crece mas lentamente que la den-
sidad, sin embargo tambie´n alcanza una meseta, como muestra la Fig. 4.6.
El re´gimen de meseta, es un candidato para el equilibrio, espec´ıficamente metae-
quilibrio, para T < Tm ' 0.15µ. Esto es, en tanto el comportamiento en la meseta este
sujeto a verificaciones de envejecimiento, que realizaremos en la seccio´n 4.6.
Este es un modelo de corto rango, sin embargo, no esperamos que el estado de
metaequilibrio dure por siempre. Efectivamente, para T = µ/9 observamos que tanto
ρ como m abandonan la meseta hacia valores cristalinos. Interpretamos esto como un
re´gimen de crecimiento cristalino, donde uno o mas nu´cleos cristalinos supercr´ıticos han
sido formados y se encuentran creciendo lentamente. El sistema ya no es un liquido y
se encuentra actualmente fuera de equilibrio.
Para Tf = µ/12 el comportamiento es diferente: El crecimiento de ρ y m es len-
4Del ingles, quenches
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to, pero el re´gimen de meseta no es alcanzado nunca. Ambos observables continu´an
creciendo hacia valores cristalinos, alcanzando valores relativamente altos mas ra´pida-
mente que sistemas a valores de Tf mayores. El sistema no se encuentra nunca en un
estado mestaestable y entra en un re´gimen de crecimiento de dominios 5 antes de que
el liquido metaestable pueda equilibrar. De esta manera, podemos tomar µ/12 ' 0.083µ
como una cota inferior de la temperatura espinodal cine´tica Tsp que introdujimos en la
seccio´n 2.4.3. La temperatura estimada de Kauzmann, con un valor de TK ' 0.05µ, se
encuentra muy por debajo del limite de metaestabilidad, lo que cuestiona su relevancia.
4.5. Dina´mica de Tiempos Cortos
En la seccio´n anterior establecimos una cota inferior para la temperatura espinodal
cine´tica Tsp. En esta seccio´n intentaremos localizar la temperatura espinodal termo-
dina´mica T∗sp utilizando la te´cnica de dina´mica de tiempos cortos, que mencionamos en
3.5.1.
Notamos que si bien la espinodal termodina´mica se encuentra definida u´nicamen-
te para sistemas con interacciones de rango infinito (campo medio), los trabajo de
[Loscar et al., 2009, Loscar et al., 2017] muestran que la dina´mica de tiempos cortos
permite realizar una determinacio´n de la espinodal termodina´mica mediante el estudio
de la criticalidad del sistema.
5Del ingles coarsening
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Para ello, utilizaremos la masa cristalina m(t) como para´metro de orden realizando
el siguiente procedimiento:
Preparamos una configuracio´n a una temperatura inicial Ti = 4Tm. Esta configu-
racio´n representa el estado desordenado.
A tiempo t = 0 templamos su´bitamente el sistema a una temperatura Tf = Tc,
donde Tc < Tm. Registramos el para´metro de orden m mientras el sistema relaja
durante un tiempo corto de t ' 106.
Buscamos comportamiento de ley de potencia. La temperatura espinodal estara´
definida como la temperatura donde la ley de potencia tiene una duracio´n ma´xima.
Puesto que seleccionamos m(t) como para´metro de orden, la cantidad que estamos
estudiando sera la fluctuacio´n muestra a muestra, dada por:
χm(t) = Nσm(t) = N
√
〈[m(t) − 〈m(t)〉]2〉 (4.4)
Donde 〈· · · 〉 representa el promedio sobre la historia te´rmica y sobre la muestra. La
fluctuacio´n normalizada χm debe ser independiente del taman˜o de sistema e invariante
ante un desplazamiento de m, lo que resuelve el problema de que m no es un correcto
para´metro de orden para el punto espinodal. De esta manera, en este punto esperamos
una dina´mica pseudo critica dada por χm ∝ tφ.
La Fig 4.7 muestra la evolucio´n temporal de m, partiendo desde una configuracio´n
desordenada a alta temperatura, siendo templada a distintas temperaturas en la zona
sobreenfriada. Utilizamos sistemas de taman˜o L = 21 y L = 30.
Vemos que m es mono´tonamente creciente, mostrando que es un buen para´metro de
orden para detectar el comienzo de formacio´n de la fase so´lida. Es importante mencionar
que los efectos de taman˜o desaparecen luego de t > 102 y la te´cnica comienza a distinguir
a las distintas temperaturas para t > 103.
La Fig 4.8 muestra χm(t) vs t para un sistema de lado L = 30 para distintas
temperaturas. El ana´lisis fue realizado con 104 realizaciones de la dina´mica. Podemos
observar un comportamiento de ley de potencia en el rango de 2× 102 < t < 2.7× 104
(2 de´cadas) para T = T∗sp = 0.104µ. El ajuste de ley de potencia da un exponente φ =
0.20± 0.01. En el recuadro de la Fig 4.8 realizamos una comparacio´n de χm(t) para un
sistema de L = 21, mostrando nuevamente que los resultados se vuelven independientes
de L para t > 200.
La determinacio´n con esta te´cnica nos permite estimar la temperatura de la espino-
dal termodina´mica como T∗sp = (0.104± 0.004)µ ' 2TK. Este resultado, es una segunda
Alejandro Seif 63
Figura 4.7: Evolucio´n de la masa cristalinam comenzando desde el desorden inicial (Ti =
4Tm). Con temperaturas finales Tf = 0.08µ(c´ırculos),0.09µ(cuadrados),0.104µ(triangulo)
y 0.112µ (diamante), utilizando L = 21. Las lineas continuas representan las mismas
temperaturas, para L = 30.
Figura 4.8: La evolucio´n normalizada de las fluctuaciones para distintas temperaturas
para un sistema de taman˜o L = 30. Para T = Tsp = 0.104µ obtenemos el ma´ximo
comportamiento de ley de potencia. La linea punteada representa un ajuste de ley de
potencia, con un exponente φ = 0.203. El recuadro muestra resultados para T = T∗sp
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confirmacio´n de que el punto de Kauzmann es irrelevante para este sistema.
4.6. Estudios de Envejecimiento
En las secciones anteriores se realizo un estudio para ver en que regiones existe el
l´ıquido. En esta seccio´n estudiamos si dicho l´ıquido es buen formador de vidrios. Pone-
mos nuestro intere´s en el estudio del envejecimiento del sistema. Para ello, consideramos
el autosolapamiento Q(t, tw) como una funcio´n de 2 tiempos, para tiempos de espera
tw > 106.
En la Fig 4.5, para T > µ/8 y t > 106, el sistema se encuentra en una meseta de
densidad . En esta regio´n, observamos invariancia translacional temporal del autosola-
pamiento, es decir Q(t, tw) = Q(t− tw), por lo tanto no se observa envejecimiento.
Para T = µ/9, encontramos una dependencia de tw, como mostramos en la Fig 4.9.
En este caso, el sistema exhibe signos de envejecimiento para 106 < tw < 108. Por sobre
este intervalo, las curvas de relajacio´n comienzan a aproximarse las unas a las otras.
Esta interrupcio´n del envejecimiento coincide aproximadamente con la aparicio´n de la
meseta en ρ y m (mostradas en Figs. 4.5 y 4.6), y es una indicacio´n de que el liquido
esta equilibrando. La meseta correspondiente a T/µ permanece hasta t ' 1011, cuando
el sistema abandona el equilibrio para comenzar a cristalizar.
Como mencionamos en la seccio´n 2.3.10, en el re´gimen de envejecimiento, los vidrios
estructurales obedecen la siguiente ley de escala:
Q(t, tw) = f
(
t
tνw
)
(4.5)
Donde ν suele ser cercano a 1 [Kirkpatrick et al., 1989]. En nuestra determinacio´n,
vemos que esta relacio´n no vale para los valores de tw presentados en la Fig 4.9, pues
las curvas de autosolapamiento coinciden para t > 3× 109.
Sin embargo, podemos calcular un exponente efectivo de escala ν(tw) [Warren and Rottler, 2013,
Strum, 1977]. Definiendo un tiempo caracter´ıstico tc y utilizando un umbral fijo para
el autosolapamiento (nosotros elegimos un umbral Q(tc) = 0.3), es posible definir un
exponente efectivo de escala mediante la siguiente expresio´n:
νeff(tw) =
∂ ln tc
∂ ln tw
(4.6)
En vez de evaluar nume´ricamente la derivada presentada en 4.6, realizamos un ajuste
sigmoidal para tc vs tw (ver Fig 4.10). Los valores obtenidos de ν para tw = 108 con-
firman que el liquido esta alcanzando el equilibrio metaestable. Sin embargo, hallamos
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Figura 4.9: Presentamos el autosolapamiento en funcio´n del tiempo para T = µ/9, para
tiempos de espera tw = 106 (cruces rojas),tw = 107 (cruces verdes), tw = 2 × 108
(estrellas azules) y tw = 2× 109 (cuadrados purpura).
T/µ νmax
1/8 0.441
1/9 0.476
1/10 0.455
Cuadro 4.1: Estimacio´n de los valores ma´ximos del exponente de envejecimiento ν para
distintas T/µ utilizando un ajuste sigmoidal. Todos los valores hallados se mantienen
alejados de ν ' 1.
que ν < 0.5 para todos los casos estudiados, manteniendose muy lejano al valor de ν ' 1
mencionado en [Warren and Rottler, 2013, Kirkpatrick et al., 1989]. Presentamos algu-
nos valores de νmax en la tabla 4.1.
Estos valores de ν, junto con el comportamiento de ρ, nos lleva a interpretar que el
modelo se encuentran demasiado cerca del equilibrio como para reproducir el compor-
tamiento v´ıtreo experimental.
En otras palabras, la dina´mica se comienza a enlentecer, de manera que demora cada
vez mas tiempo en equilibrar el sistema, pero no hay un re´gimen claro de envejecimiento.
El equilibrio es alcanzado relativamente ra´pido luego de que las cantidades dependientes
de 1 tiempo comienzan a estabilizarse.
Como es de esperarse, a temperaturas mas bajas las dina´micas sera´n mas lentas, de
manera que el sistema demorara´ ma´s en llegar al equilibrio. Sin embargo, como mos-
tramos anteriormente, temperaturas T < 0.1µ esta´n por debajo del l´ımite de metaesta-
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Figura 4.10: Presentamos el tiempo caracter´ıstico de relajacio´n (tc) vs el tiempo de
espera tw para T = µ/9. La linea representa un ajuste sigmoidal de 4 para´metros,
dada por: S(t) = A + B
1+e−(t/D−C)
. RECUADRO: Determinamos el exponente efectivo
mediante νeff =
∂ ln tc
∂ ln tw
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bilidad, de manera que el comportamiento fuera de equilibrio de la regio´n corresponde
a un re´gimen de engrosamiento, donde el envejecimiento es cualitativamente distinto al
de un vidrio estructural [Berthier et al., 2011].
Cap´ıtulo 5
Modelo t154
As´ı como en el cap´ıtulo 4, analizamos otro modelo de ret´ıculo en el cual estudiamos
la aparicio´n de la fenomenolog´ıa v´ıtrea con el aumento de densidad. Este cap´ıtulo se
organiza de la siguiente manera: En la seccio´n 5.1 presentamos el modelo de ret´ıculo de
Biroli y Me´zard, luego en la seccio´n 5.2 introducimos la variante t154 de dicho modelo.
Despues, presentamos un estudio dina´mico en la seccio´n 5.3, seguido de un estudio de
taman˜o finito (ver seccio´n 5.3.1). Por u´ltimo, en la seccio´n 5.4 presentamos un estudio
de la estructura y el comportamiento esta´tico 1.
5.1. El Modelo de Biroli Mezard
Basa´ndose en frustracio´n geome´trica, Biroli y Me´zard proponen [Biroli and Me´zard, 2001]
un modelo tridimensional de ret´ıculo para el estudio de la transicio´n v´ıtrea. En su traba-
jo, muestran la existencia de una transicio´n v´ıtrea dina´mica similar a las observadas en
otros formadores de vidrios, como mezclas binarias Lennard-Jones [Barrat and Latz, 1990].
El modelo de Biroli y Me´zard presenta una transicio´n v´ıtrea dina´mica y es pre-
sentado como una alternativa discreta a los sistemas continuos. Adema´s de un estudio
nume´rico, los autores realizan un estudio de campo medio sobre el ret´ıculo de Bethe.
All´ı, hallan una solucio´n que presenta el mismo escenario que el que se encuentra para
campo medio en vidrios de spin [Biroli and Me´zard, 2001]. As´ı como el PCTCC (ver
seccio´n 4.1), el modelo de Biroli y Me´zard se inspira en la idea de que cada sitio del
ret´ıculo, representa conjuntos en el continuo de esferas duras de distinta densidad. De
esta manera, las part´ıculas en los sitios representan distintas densidades locales en el
sistema.
Como muestra la figura 5.1, el modelo consiste en un ret´ıculo tridimensional cu´bico
1Algunos resultados desactualizados de este capitulo fueron presentados en [Seif and Grigera, 2016].
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de sitios, donde pueden colocarse 0 o 1 part´ıcula. Existen ` tipos de part´ıcula, donde el
tipo representa una restriccio´n de densidad en la siguiente manera: Part´ıculas de tipo `
admiten hasta ` primeros vecinos. Esto resulta en que part´ıculas con un tipo `i pueden
empaquetarse mas que part´ıculas `j si vale que `i > `j.
De esta manera, un sitio en el ret´ıculo caracteriza la densidad de esferas en una celda
local del espacio. La presencia de una part´ıcula en una celda del ret´ıculo, representa un
arreglo local de esferas muy denso. La ausencia, representa un arreglo local de esferas
poco denso. Esto puede producir una frustracio´n geome´trica, en el sentido de que quiza´s
no exista un patro´n geome´trico que pueda ser repetido cubriendo el sistema sin dejar
huecos ni solapamientos.
Este modelo forma parte de los LGM que describimos en la seccio´n 2.7. El modelo
esta´ definido termodina´micamente, de manera que configuraciones que violen la restric-
cio´n de densidad esta´n prohibidas. Esto permite hacer un ana´lisis de configuraciones
que resulta independiente de la dina´mica local, por ejemplo si las part´ıculas recorren el
ret´ıculo con un numero total constante (ensamble cano´nico) o si el sistema intercambia
part´ıculas con un reservorio (ensamble gran cano´nico). Adicionalmente, es posible rea-
lizar estudios termodina´micos, relacionarlos con observaciones dina´micas y as´ı estudiar
la problema´tica de una transicio´n v´ıtrea ideal.
En [Biroli and Me´zard, 2001], los autores estudian un sistema que utiliza una mezcla
binaria de part´ıculas, con la siguiente proporcio´n: 30 % tipo 1 y 70 % tipo 2. Estudiando
la densidad del sistema para cambios en el potencial qu´ımico µ, de µ˙ ' 10−5, el sistema
cristaliza, produciendo un su´bito salto en la densidad. Esto supone un problema al
estudiar una dina´mica v´ıtrea, dado que la cristalizacio´n interviene antes de que el
sobreenfriamiento se vuelva significativo.
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Figura 5.1: Caricatura del modelo de Biroli Me´zard para un caso bidimensional lejos
de los bordes de la caja. A la izquierda, todos los sitios son capaces de recibir una
nueva part´ıcula. En la derecha, agregamos una part´ıcula de tipo 1. Esto desencadena
que varios sitios no pueden alojar nuevas part´ıculas (marcados con X).
5.2. t154: Una Proporcio´n que no Cristaliza
En los estudios realizados por [Darst et al., 2010], la cristalizacio´n era persistente
para las mezclas binarias estudiadas. Sin embargo, Darst y colaboradores encontraron
una proporcio´n de tres especies de part´ıculas que resulta estable frente a la cristaliza-
cio´n para densidades lo suficientemente altas como para estudiar dina´mica v´ıtrea. La
proporcio´n es la que da nombre al modelo: t154. Esto representa, una mezcla de 10%
de part´ıculas tipo 1,50% de part´ıculas tipo 2 y 40% de part´ıculas tipo 3.
En su trabajo, Darst y colaboradores presentan al t154 en el marco de los modelos
de vidrio de ret´ıculo (LGM), en contraposicio´n a los modelos constren˜idos cine´ticamente
(KCM). Presentan al t154 como un modelo no propenso a cristalizar, con las propie-
dades de un liquido formador de vidrio fra´gil (ver seccio´n 2.3). Detectan movimiento
localmente anisotro´pico de part´ıculas en escalas temporales intermedias, a pesar de que
las reglas que gobiernan al sistema son isotro´picas. Adema´s, presentan la violacio´n de
la relacio´n de Stokes-Einstein y el crecimiento de longitudes de escala asociadas a la
dina´mica heteroge´nea.
La proporcio´n 154 fue determinada v´ıa prueba y error, buscando tipos de part´ıculas
con cristalizaciones en contraposicio´n, frustrando de esta manera la cristalizacio´n de la
mezcla. Los autores verifican la no cristalizacio´n monitoreando cantidades como g(r) y
S(k), as´ı como otros observables del Bulk.
Ana´logamente al PCTCC, el modelo no cuenta con un hamiltoniano explicito, pues-
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to que o bien los estados esta´n permitidos (E = 0) o prohibidos (E =∞). De la misma
manera, estudiamos el sistema tanto en el conjunto cano´nico (donde solo la densidad ρ
sera´ una variable relevante) y en el conjunto gran cano´nico, donde existen potenciales
qu´ımicos µi con i = 1, 2, 3 para cada tipo de part´ıcula.
A diferencia del PCTCC, en este modelo nos encontramos con 2 nuevos desaf´ıos.
El primero, es que no conocemos una fase cristalina la cual podemos derretir para
determinar la temperatura de fusio´n y una regio´n de sobreenfriamiento. El segundo, es
que nuestro intere´s esta´ en trabajar con un sistema que mantenga una proporcio´n fija.
Esto presenta un problema trabajando en el ensamble gran cano´nico pues el nu´mero
de part´ıculas no es constante y esto provoca que la proporcio´n fluctu´e.
En efecto cuando trabajamos con el ensamble gran cano´nico, la cantidad de part´ıcu-
las de cada tipo fluctu´a con el tiempo. Nuestro criterio fue mantenernos dentro de una
variacio´n menor al 1% para la proporcio´n. A las configuraciones que respeten esta
tolerancia para la regla de proporcionalidad 154 las llamaremos configuraciones legales.
Podemos extraer el conjunto de µi para una dada configuracio´n, relevando sus
huecos pi y sus part´ıculas ρi. Denotamos huecos, como sitios vac´ıos que satisfacen
las restricciones globales para colocar a una part´ıcula de tipo ` all´ı. La formula para
calcular µi a partir de p y ρ viene dada por:
βµ` = ln
ρ`
p`
(5.1)
Aqu´ı el algoritmo Monte Carlo Cine´tico nos vuelve a dar una ventaja, pues los
huecos son las cantidades naturales que el algoritmo releva para realizar la lista de
movidas posibles. Puesto que a priori no conocemos los valores para µi que satisfagan
la relacio´n 154 deseada, nuestro flujo de trabajo fue el siguiente:
Crear una configuracio´n legal con un numero de part´ıculas N, con una densidad
deseada artificialmente (interrumpiendo la simulacio´n cuando se alcanza el valor
deseado de ρ).
Realizar una simulacio´n cano´nica partiendo de dicha configuracio´n legal, relevan-
do los huecos y cantidad de part´ıculas en el tiempo.
Utilizando la expresio´n (5.1) calcular los µi a partir de la simulacio´n cano´nica.
Realizar una simulacio´n gran cano´nica con el conjunto µi obtenido.
Luego de que el sistema relaje (autosolapamiento), tomar una configuracio´n legal
durante una simulacio´n gran cano´nica.
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Utilizar dicha configuracio´n legal relajada, para realizar una simulacio´n cano´nica
y as´ı re-calcular µi.
Repetir el proceso, hasta que la variabilidad de los nu´meros de part´ıcula se man-
tiene dentro de la proporcio´n 154.
Nuestro objetivo fue el de establecer una conexio´n entre la estructura espacial y el
comportamiento dina´mico. Realizamos medidas espacio-temporales de correlacio´n de la
densidad, mediante el observable de autosolapamiento Q(t) que utilizamos en el modelo
anterior (ver cap´ıtulo 4). Siendo n la ocupacio´n del sitio (valor 0 o 1), Q(t) viene dado
por:
Q(t) =
1
V
N∑
i
〈ni(t)ni(0)〉, (5.2)
5.3. Dina´mica
Nuestro objetivo fue el de establecer posibles conexiones entre la estructura espacial
y el comportamiento dina´mico. La principal herramienta utilizada fue el autosolapa-
miento Q(t) (ecuacio´n 5.2), el cual encapsula correlaciones espaciales y temporales de
la densidad ρ.
Consideramos primero un tiempo de relajacio´n τ medido desde el autosolapamien-
to Q(t) para dina´micas cano´nicas (cano´nica (C)) y gran cano´nicas (gran cano´nica
(GC)). Ajustamos con una exponencial estirada (relajacio´n Kolrausch-William-Watts
[Ediger et al., 1996, Lindsey and Patterson, 1980]) el tiempo de decaimiento del auto-
solapamiento local Q usando:
Q(t) = A exp[−(t/τβ)
β] +Q∞ (5.3)
donde Q∞ esta fijo a su valor decorrelacionado conocido ρ2. El ajuste de los para´me-
tros β y τβ determinan la forma y escala temporal, respectivamente, de la relajacio´n.
La exponencial estirada puede ser interpretada como la superposicio´n de muchos pro-
cesos exponenciales con una distribucio´n ancha de tiempos de relajacio´n exponenciales
[Lindsey and Patterson, 1980]. El valor de β disminuye con el aumento de la densi-
dad, indicando un mayor estiramiento, o´ equivalentemente, un ensanchamiento de la
distribucio´n de tiempo de relajacio´n exponencial (Recuadro de la Figura 5.2)
Comparar el τβ de sistemas con distintas formas (distintos β), lleva a confusio´n.
Es por ello que el tiempo de relajacio´n τ que presentamos, es el promedio sobre la
distribucio´n de tiempos de relajacio´n exponenciales que corresponden a la relajacio´n
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Figura 5.2: Ajuste VFT para dina´micas C/GC, sistema de taman˜o L = 30. Notar que
la relajacio´n esta presentada en su valor τ corregido por β. RECUADRO: Se muestra
el coeficiente β usado para el ajuste de Q mediante una exponencial estirada.
exponencial estirada [Lindsey and Patterson, 1980]:
τ =
τβ
β
Γ
(
1
β
)
(5.4)
La curva de Arrhenius generalizada [Berthier and Witten, 2009] para los tiempos de
relajacio´n, revelo´ el cara´cter fra´gil del modelo (Figura 5.2). La curva puede ser ajustada
por una funcio´n generalizada de Vogel-Fulchner-Tamman τ = τ0 exp[A/(ρ− ρK)].
Debido a las restricciones duras, la dina´mica en altas densidades enlentece su re-
lajacio´n. Notar que el precio energe´tico es infinito para configuraciones no permitidas.
Por esto, el sistema debe encontrar un camino a la relajacio´n a trave´s de configura-
ciones permitidas. Podemos imaginar un paisaje de energ´ıa que para densidades altas
el sistema siente las restricciones energe´ticas en forma de barreras. A medida que la
densidad o el confinamiento aumentan, las configuraciones permitidas se vuelven ca-
da vez menos numerosas, pues las restricciones se vuelven mas dif´ıciles de satisfacer.
A densidades au´n mayores, en el ensamble cano´nico, grupos de configuraciones pue-
den volverse completamente desconectadas (es decir, separadas por barreras de energ´ıa
infinita) y el sistema se vuelve no-ergo´dico. La dina´mica (no-f´ısica) del ensamble GC
permite la destruccio´n y creacio´n de part´ıculas en ubicaciones arbitrarias. Esto disminu-
ye las barreras energe´ticas, an˜adiendo conexiones entre configuraciones. En particular,
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la perdida de ergodicidad se evita, pues en el peor de los casos, dos configuraciones
pueden ser unidas en un camino que destruye todas las part´ıculas y luego las crea en
ubicaciones requeridas.
As´ı, se pueden esperar tiempos de relajacio´n mas cortos con respecto a la dina´mica
cano´nica, al menos para densidades donde esta u´ltima se enlentece debido a movidas que
llevan a configuraciones prohibidas. Esta expectativa fue verificada, pues la diferencia
entre los tiempos de relajacio´n para C y GC mostro´ un incremento a al aumentar ρ.
Esto representa una indicacio´n de que la influencia de la estructura en la dina´mica
aumenta con la densidad, y que densidades mayores a ρ ' 0.45 pueden ser consideradas
influenciadas por el paisaje de energ´ıa. Notamos tambie´n que ρK, el valor extrapolado
de divergencia para τ, es muy similar en ambas dina´micas.
El cara´cter fragil y el decrecimiento del exponente de estiramiento β a medida
que ρ aumenta, fue notado por Darst y colaboradores en [Darst et al., 2010]. All´ı, el
estiramiento progresivo esta fuertemente vinculado, de acuerdo a varios indicadores,
a una dina´mica crecientemente heteroge´nea. El autosolapamiento ofrece una manera
ra´pida de verificar este resultado a trave´s de la susceptibilidad dina´mica:
χd(t) =
1
L3
〈Q2(t)〉− 〈Q(t)〉2 (5.5)
mostrada en la figura 5.3, la susceptibilidad dina´mica χd(t) presenta un pico para t ≈ τ,
cuya altura crece con la densidad, sugiriendo una escala de longitud dina´mica creciente
[Darst et al., 2010].
5.3.1. Efectos de Taman˜o Finito
Como se sen˜alo en el trabajo de [Berthier et al., 2012], el tiempo de relajacio´n de
un l´ıquido formador de vidrio debe mostrar efectos de taman˜o no triviales en la cer-
can´ıa de la temperatura de transicio´n v´ıtrea, con efectos ma´s pronunciados esperados
para sistemas fra´giles. La longitud de correlacio´n a la que los efectos de taman˜o finito
comienzan a aparecer debe estar relacionada con la longitud de correlacio´n dina´mica
de una manera que depende del escenario teo´rico aplicado. Es por esto que investiga-
mos los efectos de taman˜o finito en el modelo t154, registrados en el decaimiento del
autosolapamiento Q.
Primero consideramos una dina´mica cano´nica con PBCs. Observamos que a medida
que el taman˜o disminuye, se vuelve ma´s y ma´s probable encontrar muestras atascadas
fuera del equilibrio, es decir, cuyo valor Q(t) nunca alcanza el valor de equilibrio Q∞ =
ρ2. En los casos ma´s extremos, el sistema permanece en valores Q(t) ' ρ, es decir, el
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Figura 5.3: Susceptibilidad χd(t) del autosolapamiento para L = 30 en el ensamble
cano´nico. La altura y el corrimiento en los picos, a medida que ρ aumenta, no solo
muestra un enlentecimiento en la dina´mica, sino que tambien exhibe el incremento en
la heterogeneidad dina´mica.
valor para Q(t = 0).
Los resultados cano´nicos que presentamos, fueron obtenidos al tomar promedios u´ni-
camente sobre las realizaciones que no se atascan, siguiendo la lo´gica de [Berthier et al., 2012].
La idea es que este es un modelo minimo con interacciones de nu´cleo duro, que arti-
ficialmente excluye otros mecanismos de relajacio´n (como saltos activados), los cuales
un sistema real podr´ıa utilizar para relajar. De esta manera, las muestras atascadas
contribuyen al promedio con un tiempo de relajacio´n exagerado (infinito). Por eso, ex-
cluir del promedio a las configuraciones atascadas da una tendencia cualitativamente
ma´s similar al comportamiento de un sistema real. Reportamos taman˜os L > 10, pues
para L < 10 los sistemas se atascan muy frecuentemente. Por ejemplo, para L = 6 a
ρ = 0.526, solo dos de cincuenta realizaciones son capaces de relajar.
La figura 5.4 muestra τ vs ρ para sistemas PBCs de diferentes taman˜os evolucio-
nando con una dina´mica cano´nica. No hubo efectos de taman˜o finito visibles hasta para
L = 10. Repitiendo el ana´lisis para dina´mica GC (con mismas condiciones de borde),
observamos el surgimiento de ligeros efectos de taman˜o para ρ & 0.5 (ver Figura 5.5,
donde ninguna muestra presenta atascamiento). A pesar de que L = 10 parece ser ligera-
mente mas lento que otros taman˜os, no surge una tendencia clara y el efecto resultante
parece ser principalmente una dispersio´n de los puntos.
Finalmente, consideramos la relajacio´n q(t) con dina´mica GC en cavidades ABCs
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Figura 5.4: Tiempo de relajacio´n τ vs ρ usando PBCs Cano´nico, para distintos ta-
man˜os de L3. Posee tiempos de relajacio´n mayores al caso GC (ver figura 5.5), pero
como sugiere el ajuste VFT, no hay una dependencia visible con L. RECUADRO: Los
coeficientes β del ajuste de la exponencial estirada, si bien dependen de ρ, no muestran
una dependencia visible con L
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Figura 5.5: Tiempo de relajacio´n τ vs 〈ρ〉 usando PBCs GC. Los sistemas grandes
parecen relajar ligeramente mas ra´pido en configuraciones de alta densidad, basa´ndonos
en el ajuste VFT. RECUADRO: Coeficientes β del ajuste de la exponencial estirada.
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Figura 5.6: Tiempo de relajacio´n PTS τ vs 〈ρ〉 usando ABCs GC. El ajuste VFT sugiere
que las cavidades mas pequen˜as, relajan mas ra´pidamente. RECUADRO: Coeficientes
β de la exponencial estirada. A diferencia del caso PBC, la variabilidad de β aumenta
con ρ.
(las mismas cavidades utilizadas para obtener la longitud de correlacio´n esta´tica en la
seccio´n 5.4). Los efectos de taman˜o, exhibidos en la figura 5.6, son observados para
ρ & 0.5. Por sobre esta densidad, existe un esparcimiento de puntos sobre las curvas,
donde las cavidades pequen˜as parecen relajar mas ra´pidamente que las grandes. Acla-
ramos que no presentamos un estudio de sistemas confinados por cavidades ABCs para
dina´mica cano´nica, pues en estos casos el tiempo de relajacio´n crece muy ra´pidamen-
te y la mayor´ıa de las muestras resultan completamente atascadas, incluso para las
cavidades de mayor taman˜o.
5.4. Estructura
En esta seccio´n examinamos el comportamiento de la densidad y sus correlaciones.
Primero consideramos la densidad ρ, como una funcio´n del multiplicador de Lagrange
α1 = βµ1. Donde α1 representa el logaritmo de la fugacidad de part´ıculas de clase 1,
exhibido en las figuras 5.8, 5.7. Hallamos que para α1 > 4 (correspondiente a ρ & 0.51)
existe una dependencia de taman˜o en las curvas. Sin embargo, la dependencia no es
monotona en L y los valores resultan coincidentes usando las varianzas como barras de
error.
Alejandro Seif 78
0.46 0.48 0.50 0.52 0.54
⟨ρ⟩
⟨
2
⟩
4
5
6
7
8
α
α⟨
α2
α⟩
Figura 5.7: Densidad ρ vs α determinados para L = 30. Observamos que debido a la
sensibilidad del sistema a los valores de αl, resulto´ imposible obtener una expresio´n ge-
neralizada. Por ello optamos por determinar cada densidad mediante el proceso descrito
en la seccio´n 5.2
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Figura 5.8: Densidad ρ vs α1 para dina´mica PBCs GC. Los valores mas altos de αl
producen 〈ρ〉 que varia con L. Notamos que el taman˜o de los puntos, considera la
incerteza de la determinacio´n. RECUADRO: Autosolapamiento Q(t) vs tiempo para
diferentes taman˜os de caja L, usando una dina´mica PBCs GC (con αl constante. Como
esperabamos, Q(t) para PBCs GC decae a ρ2 cuando termaliza.
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Figura 5.9: Fluctuaciones de la densidad para dina´micas GC en condiciones ABCs y
PBCs. El crecimiento de las fluctuaciones sugiere un aumento de la longitud de corre-
lacio´n. RECUADRO: Compresibilidad isote´rmica χT para los sistemas GC estudiados.
El nu´mero global de fluctuaciones en el ensamble GC ayuda a entender las obser-
vaciones previas. La varianza del nu´mero total de part´ıculas dividas por el volumen,
[〈N2〉 − 〈N〉2]/L3, esta presentada en la Figura 5.9. En el limite termodina´mico, esta
cantidad deber´ıa ser independiente del taman˜o. Sin embargo, como muestra la figura,
el re´gimen es alcanzado solo para sistemas relativamente pequen˜os cuando la densi-
dad es baja. Cuando ρ & 0.51, los efectos de taman˜o finito se vuelven evidentes para
L 6 15. Bajo condiciones PBCs, las fluctuaciones alcanzan un claro mı´nimo alrededor
de ρ ' 0.53 y luego experimentan un estrepitoso incremento. Este incremento es pe-
quen˜o o despreciable para ABCs. De esta manera, la aparicio´n de efectos de taman˜o
finito en el tiempo de relajacio´n para cavidad ABCs, en las curvas 〈ρ〉 vs. α1 y en el
nu´mero global de fluctuaciones, esta´n correlacionados y esto comienza a ser evidente a
partir de ρ ' 0.51
La fluctuacio´n del nu´mero de part´ıculas en el ensamble GC esta relacionada a la
compresibilidad isote´rmica χT = −(1/V)(∂V/∂P)T,N a trave´s de [Hansen and McDonald, 1990],
χT
β
=
〈N2〉− 〈N〉2
ρ〈N〉 , (5.6)
mostrado en la figura 5.9. Las fluctuaciones del nu´mero de part´ıculas tambie´n esta´n
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relacionadas a la integral de la correlacio´n conectada de densidad,
Cc(r) = 〈ρ(0)ρ(r)〉− 〈ρ〉2 (5.7)
〈N2〉− 〈N〉2
L3
=
∫
ddrCc(r), (5.8)
De manera que el fuerte incremento en el nu´mero de fluctuaciones, implica que la
correlacio´n esta´tica densidad-densidad esta´n aumentando, sugiriendo que una longitud
de correlacio´n esta creciendo. Sin embargo, es importante notar que el valor de la in-
tegral (o equivalentemente de las fluctuaciones) es muy similar entre las densidades
mas bajas y las mas altas. Tambie´n, los prefactores dependientes de la densidad, hacen
que la interpretacio´n de este incremento en fluctuationes sea dif´ıcil. De manera que
para medir una longitud de correlacio´n directamente, nos volcamos al uso de la corre-
lacio´n punto-conjunto PTS [Montanari and Semerjian, 2006b]. Como mencionamos en
la seccio´n 2.5, PTS es una medida agno´stica del orden, en el sentido en que no asume
nada sobre el para´metro de orden, o de que tipo de orden se forma. Adema´s, posee la
ventaja de que es capaz de detectar la presencia de orden, aun en ausencia de valores
apreciables de correlaciones de dos puntos.
Para hallar PTS computamos el decaimiento del autosolapamiento (ver Ecuacio´n
5.2) para sistemas a diferentes potenciales qu´ımicos y confinados en cavidades cubicas
de lado K con ABCs. En este caso, definiremos como punto de la correlacio´n PTS, a
un cubo de taman˜o 33 en el centro de la caja. De esta manera, todos los volu´menes K3
de cavidad utilizados, deben cumplir K3 > 33. Tanto el autosolapamiento global Q(t),
es decir el de toda la cavidad con si misma, as´ı como el autosolapamiento q(t) de un
cubo de taman˜o 33 en el centro de la cavidad, fueron computados (ver Figura 5.10).
La correlacio´n PTS fue obtenida como el limite t → ∞ de q(t). Todos los resultados
PTS fueron obtenidos en el ensamble GC, donde la dina´mica es mas ra´pida y permite
al sistema equilibrar hasta densidades de ρ = 0.54.
La dina´mica en el ensamble cano´nico es muy lenta y resulta imposible de equilibrar,
au´n para cavidades moderadamente confinadas en simulaciones cano´nicas (ver seccio´n
5.3). Sin embargo, la eleccio´n de la dina´mica es irrelevante para los resultados estructu-
rales, siempre que el sistema halla termalizado. Dado que hemos hallado dependencia
del taman˜o del sistema con el potencial qu´ımico, hemos verificado que la composicio´n
de las cavidades se mantenga en la proporcio´n 154. Hemos hallado fluctuaciones en la
composicio´n de las cavidades mas pequen˜as, as´ı como para sistemas PBC pequen˜os,
pero en ningu´n caso superior al 3%.
Cuando la estructura se decorrelaciona completamente, as´ı como cuando termaliza
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Figura 5.10: Presentamos q(t), y en el RECUADRO: Q(t), en funcio´n del tiempo para
〈ρ〉 = 0.54 y cavidades de taman˜o K3. En el autosolapamiento Q, todos los valores
asinto´ticos caen por arriba del valor PBCs decorrelacionado (dado por ρ2), mientras
que en el caso punto conjunto q, solo las cavidades mas pequen˜as quedan por arriba de
el.
en PBCs, alcanza el valor asinto´tico conocido 〈ρ2〉, tanto para Q(t) como para q(t)
(ver Figura 5.8). La presencia de correlaciones estructurales es revelada por el hecho
de que el valor asinto´tico para la cavidad es mayor que en el caso PBCs. Por supuesto
que una simulacio´n que es demasiado corta para termalizar el sistema podr´ıa produ-
cir un alto valor espureo del autosolapamiento asinto´tico. Para verificar que el sistema
efectivamente ha equilibrado, y que estamos midiendo el verdadero equilibrio PTS, rea-
lizaremos una prueba condicio´n inicia β (BIC) como la descripta en la seccio´n 3.5.2.
Presentamos una de las pruebas realizadas en la Figura 5.11: Observamos que el mismo
valor del autosolapamiento es alcanzado comenzando desde configuraciones indepen-
dientes, tanto con alto como con bajo autosolapamiento inicial. Cuando computamos
el valor asinto´tico de q∞ y Q∞, se promedio so´lo para tiempos tales que las dos curvas
en las que la prueba BIC coinciden.
Tanto para Q(t) como para q(t), resulta claro que para cavidades pequen˜as, el borde
ejerce una influencia significativa en las part´ıculas en el interior de la cavidad. Usamos
los valores q∞(K) y Q∞(K) para extraer una longitud de correlacio´n. Ambas longitudes
contienen informacio´n sobre las correlaciones estructurales, pero, si bien Q es menos
ruidosa, tambie´n resulta mas dif´ıcil de interpretar.
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Figura 5.11: Prueba BIC para ρ = 0.54 para cavidades de taman˜o K3 = 63, 103, 153.
Podemos ver que la prueba resulta positiva en los tres casos, dado que ambos puntos
de partida alcanzan el mismo valor asinto´tico. De esta manera, concluimos que las
configuraciones han termalizado.
Comenzamos con la correlacio´n PTS para q∞(K), presentada en la figura 5.12.
Observamos que una simple exponencial ajusta adecuadamente el decamiento de PTS,
del cual podemos extraer la longitud de correlacio´n ξPTS
qc(K) − q0 = (q1 − q0) exp[−K/ξPTS], (5.9)
Donde q0 = 〈ρ〉2 y q1 y ξPTS son para´metros de ajuste. Cuando K  ξPTS, el cen-
tro de la cavidad es libre para reacomodarse como si estuviese sujeto a condiciones
PBCs. De esta manera, ξPTS mide cua´n lejos la estructura local influencia el arre-
glo de otras part´ıculas. La figura 5.13 muestra que ξPTS aumenta mono´tonamente,
con una pendiente ma´s pronunciada para ρ > 0.53. El decaimiento de qc(K) esta´
adecuadamente ajustado por una exponencial para todas las densidades. No halla-
mos presencia de comportamiento no-exponencial, como el descrito por las referencias
[Biroli et al., 2008, Hocky et al., 2012] [Gradenigo et al., 2013] referido a la aparicio´n
de multiples estados metaestables de la teor´ıa RFOT, presentada en la seccio´n 2.6.4.
La informacio´n estructural contenida en Q∞(K) esta´ codificada en una manera ma´s
complicada: incluso para cavidades mucho ma´s grandes que ξPTS, donde las distancias
involucradas son mayores a las que pueden ser medidas por PTS, el valor de Q∞ supera
al caso PBCs, debido a los efectos de un campo de confinamiento causado por las
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part´ıculas en el borde congelado de la cavidad. Es decir, au´n cuando el centro de la
cavidad este´ completamente decorrelacionado con el borde, el autosolapamiento global
detecta la influencia del borde sobre las part´ıculas adyacentes a e´ste. Asumiendo el
simple caso que se trata de un estado, es decir no hay estados metaestables como predice
teor´ıa de primer orden aleatorio (RFOT), el autosolapamiento decae de un alto valor A
cerca del borde a q0 cerca del centro de la cavidad. De esta manera, el autosolapamiento
puede ser expresado como una funcio´n del radio de la cavidad [Cavagna et al., 2007].
Para ello, dividimos una esfera de radio K en cascarones esfe´ricos de radio r:
Q∞(K) = 14
3piK
3ρ
∫K
0
dr
4pir2
13
〈Q∞(r)〉 = 3
K3
∫K
0
drr2G(r) (5.10)
Donde G(r) = 〈Q∞(r)〉/q0 representa el autosolapamiento promedio por unidad de
volumen, entre un estado α y el estado asintotico congelado. Si asumimos que el efecto
del borde implica que G(r = K) = 1, entonces seria razonable proponer
G(r) = (A− q0)e
−(K−r)/ξ + q0 (5.11)
De manera que si insertamos G(r) en la ecuacio´n 5.10, obtenemos la expresio´n para un
estado:
Q1S(K) = 3(A− q0)
[
1
x
−
2
x2
+
2(1− e−x)
x3
]
+ q0, (5.12)
Con x = K/ξ, donde la longitud de penetracio´n ξ debe ser proporcional a ξPTS en
este escenario. Un ajuste de esta expresio´n, presentado en la figura 5.12, presenta una
longitud de penetracio´n que se comporta similarmente, aunque quizas mas suavemente,
a la correlacio´n PTS ξPTS (ver Figura 5.13).
Puesto que el decaimiento de PTS es (siempre) exponencial y que el decaimiento
del autosolapamiento Q puede ser explicado por el ansatz de 1-estado (Q1S), no parece
que nos encontremos en un escenario como el propuesto por RFOT. Si estudiamos
τ vs ξ, ver Figura 5.14, observamos que en vez de un comportamiento exponencial,
nos encontramos con un comportamiento de ley de potencia. Sin embargo, observamos
que los exponentes hallados ζ, se encuentran muy por arriba de lo que corresponde a
exponentes cr´ıticos dina´micos.
Nuestros hallazgos dan una imagen que no apunta a la de un comportamiento v´ıtreo
sino, quiza´s, a la de un sistema que experimenta una transicio´n de fase. Volveremos
sobre esto en las conclusiones en la seccio´n 10.
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Figura 5.12: De abajo hacia arriba,ρ = 0.48, 0.493, 0.51, 0.518, 0.522, 0.526, 0.5296, 0.535, 0.54.
El valor esta´tico Q∞(K) fue ajustado usando Q1S(K) de la ecuacio´n 5.12, mientras que
el valor asinto´tico PTS q∞(K) fue ajustado usando qc(K) de la ecuacio´n 5.9.
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Figura 5.13: Longitud de correlacio´n ξ para el autosolapamiento Q y la relajacio´n PTS
q. Ambas presentan un suave incremento que duplica su valor inicial, sin embargo, para
ρ > 0.53, PTS presenta un su´bito crecimiento. RECUADRO: Longitud de correlacio´n
normalizada usando ξ0 = ξ(ρ = 0.48).
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Figura 5.14: Tiempo de relajacio´n τ para ensambles cano´nicos y GC en funcio´n de
la longitud de correlacio´n esta´tica ξPTS. Observamos un comportamiento de ley de
potencia con exponentes ζ.
Parte II
Part´ıculas Autopropulsadas
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Cap´ıtulo 6
Introduccio´n a la Materia Activa
Los sistemas fuera de equilibrio aparecen bajo un amplio espectro de situaciones
con fenomenolog´ıas muy variadas. En la seccio´n 2 presentamos sistemas v´ıtreos que
esta´n relajando hacia un equilibrio te´rmico, pero el cual eventualmente parecen nunca
alcanzar. Si bien la relajacio´n puede ser extremadamente lenta, existe una direccio´n o
tendencia en la que el sistema evoluciona, o que evolucionar´ıa si le fuese posible.
En el resto de este trabajo, nos volcaremos hacia otra clase de sistemas fuera del
equilibrio, denominados sistemas de materia activa [Ramaswamy, 2010]. La caracter´ısti-
ca que unifica a esta gran variedad de sistemas de materia condensada, sea materia viva
o imitaciones de esta, es la capacidad de autopropulsarse convirtiendo energ´ıa almace-
nada, o energ´ıa libre del ambiente, en movimiento sistema´tico [Schweitzer, 2007]. Cada
elemento individual que constituye el sistema, presenta una dina´mica irreversible. La
interaccio´n de part´ıculas activas entre s´ı y con el medio en que viven da lugar a esfuerzos
meca´nicos y movimientos colectivos altamente correlacionados.
Los sistemas de part´ıculas activas presentan una variedad de propiedades del no-
equilibrio [Marchetti et al., 2013]. E´stos poseen estructuras emergentes con movimiento
colectivo cualitativamente diferente del de sus constituyentes individuales, transiciones
fuera del equilibrio de orden-desorden, formacio´n de patrones en escalas mesosco´picas,
propagacio´n de ondas y oscilaciones sostenidas, aun en ausencia de inercia en el sentido
estricto.
Esto incluye una gran variedad de sistemas cuyas part´ıculas se desplazan. Ejemplos
comunes son: bandadas de pa´jaros [Vicsek et al., 1995], cardu´menes de peces [Par, 1997],
propiedades meca´nicas del citoesqueleto como un gel activo [Julicher et al., 2007], ce´lu-
las de tejido [Szabo´ et al., 2006], entre muchos otros.
Si bien muchos de estos sistemas han sido estudiados en gran profundidad, muchas
veces desde el campo de la biolog´ıa/zoolog´ıa, quiza´s el trabajo [Vicsek et al., 1995] de
87
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Nema´tico Polar
Seco varas granulares vibradas animales migrantes
Mojado varas en suspensio´n citoesqueleto de una ce´lula
Cuadro 6.1: La tabla presenta ejemplos de las 4 clases de universalidad propuestas en
funcio´n de simetr´ıa y presencia/ausencia de conservacio´n del momento (mojado/seco).
Vicsek y colaboradores, donde presentan el comportamiento de bandadas como una
transicio´n de fase orden-desorden, dio uno de los puntapie´ iniciales para la bu´squeda
de una descripcio´n gene´rica de materia activa desde la f´ısica estad´ıstica.
Es llamativo que un sistema de part´ıculas autopropulsadas con interacciones sim-
ples, presenta una variedad de comportamientos de intere´s. Resulta razonable pensar
que estos sistemas puedan formar una subclase de los sistemas fuera del equilibrio con
un marco teo´rico comu´n.
6.0.1. La Imposibilidad de una Descripcio´n Teo´rica General para Ma-
teria Activa
En su trabajo [Marchetti et al., 2013], los autores discuten la imposibilidad de (por
el momento) sortear la complejidad de describir las propiedades generales de la materia
viva. En un dado organismo vivo hay como ma´ximo, 300 tipos distintos de ce´lulas, el
cual es un nu´mero pequen˜o dada la inmensidad del espacio de para´metros accesible.
Quiza´s, el enfoque sobre principios globales tales como las leyes de conservacio´n y
simetr´ıas, sean las que determinen los posibles comportamientos dina´micos de ce´lulas,
organismos o poblaciones de bacterias [Thompson et al., 2011], cardu´menes o banda-
das de pa´jaros. Cuantificar la organizacio´n dina´mica esponta´nea y el movimiento de
sistemas vivos puede ser un primer paso hacia el entendimiento, de manera gene´rica,
de algunos de estos principios. La esperanza esta´ puesta en poder clasificar la materia
activa en un pequen˜o nu´mero de clases de universalidad, basa´ndose en consideraciones
de simetr´ıa y leyes de conservacio´n, cada una con un comportamiento macrosco´pico
bien definido.
En su trabajo [Marchetti et al., 2013] presenta 4 clases (ver cuadro 6.1) de materia
activa de acuerdo a la naturaleza de simetr´ıa rota de la fase ordenada y el tipo de disi-
pacio´n de la cantidad de movimiento. Hacemos referencia a algunos de los sistemas que
el cuadro pretende clasificar: En su trabajo [Gruler et al., 1999], Gruler y colaborado-
res estudian la habilidad de ce´lulas interactuantes para formar fases de cristal liquido.
Resaltando la distincio´n polar/apolar para materia viva. Esta distincio´n suele estar
Alejandro Seif 89
asociada a una simetr´ıa rota. Los objetos elongados autopropulsados son, en general,
entidades polares con cabeza y cola bien definida. En una fase polar, todos los objetos
microsco´picos esta´n, en promedio, alineados en la misma direccio´n. El orden polar esta
descrito por un para´metro de orden vectorial ~p, llamado polarizacio´n. Por otra parte,
ordenamiento nema´tico puede ser obtenido tanto en sistemas donde objetos polares
(cabeza-cola) autopropulsadas se ordenan de forma paralela o bien en part´ıculas que
resultan sime´tricas en cabeza-cola, como los melancocitos que distribuyen pigmento en
la piel [Marchetti et al., 2013].
6.0.2. Bandadas
Es importante hacer la distincio´n, de que la materia activa se ocupa (en parte) de la
meca´nica estad´ıstica de la materia viva [Ramaswamy, 2010]. El aspecto interesante de
la materia biolo´gica es la habilidad de traducir energ´ıa libre en movimiento sistema´tico.
Es e´sta la propiedad que define a la materia activa y a las propiedades meca´nicas que
surgen de dicho movimiento. Si consideramos esto, junto con el movimiento colectivo de
grandes nu´meros de constituyentes, resulta natural considerar una bandada coherente
de pa´jaros, bestias o bacterias como una fase orientacionalmente ordenada de materia
viva.
En un estudio hidrodina´mico [Toner and Tu, 1995], Toner y colaboradores brindan
una teor´ıa general de bandadas. En su trabajo titulado O´rden de largo alcance en un
modelo XY dina´mico bidimensional: Como los pa´jaros vuelan juntos’ 1, los autores dis-
cuten un modelo continuo para el movimiento colectivo de grupos de grandes nu´meros
de organismos biolo´gicos, dentro de cuya clase de universalidad incluye al trabajo de
[Vicsek et al., 1995].
En vez del enfoque hidrodina´mico, podemos optar por un modelo de agentes. Los
modelos basados en agentes ofrecen un enfoque mı´nimo para el estudio de sistemas
activos, con un e´nfasis en el orden y fluctuaciones, en vez de fuerzas y meca´nica. Es-
tos modelos [Vicsek and Zafeiris, 2012], describen part´ıculas puntuales con velocidad
constante movie´ndose sobre un sustrato inerte. La direccio´n del movimiento cambia
de acuerdo a una regla de ruido local que requiere alinearse con sus vecinos para ca-
da instante del tiempo. Esta familia de modelos exhibe una transicio´n bien definida
de desorden-orden al disminuir la fuerza del ruido o incrementar la densidad. En par-
ticular, en los estudios del modelo de Vicsek [Vicsek et al., 1995] (ver seccio´n 6.4.2),
existe una controversia respecto al orden de la transicio´n [Gre´goire and Chate´, 2004]
1Titulo original en ingles: ’Long-Range Order in a Two-Dimensional Dynamical XY Model: How
Birds Fly Together’
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[Baglietto and Albano, 2009]. Los autores estudian la transicio´n de orden-desorden,
exponiendo que efectos de condiciones de borde y taman˜o finito son los que causan la
controversia.
Mas alla´ de la controversia, resulta claro que el estudio de movimiento colectivo
para part´ıculas auto-propulsadas es un campo rico en aplicaciones para la meca´nica
estad´ıstica. Desde un punto de vista puramente f´ısico, el feno´meno esponta´neo de for-
macio´n de bandadas sin l´ıderes, campos externos o geometr´ıas que restringen el proceso
puede ser dicho de otra manera: La ruptura esponta´nea de una simetr´ıa continua, donde
vemos el movimiento colectivo de la bandada como una fase orientacionalmente orde-
nada de materia activa. Es decir, la formacio´n de una bandada puede ser asociada a
una transicio´n de fase fuera del equilibrio.
6.1. Transiciones de Fase fuera del Equilibrio
As´ı como en la seccio´n 2, el estudio de sistemas de materia activa nos aleja de
los sistemas en equilibrio termodina´mico. Para sistemas en equilibrio termodina´mi-
co, es posible definir estados en equilibrio macrosco´pico, como aquellos que resultan
sime´tricos a inversiones y translaciones temporales. Esto requiere que sean estados ma-
crosco´picamente estacionarios y que no existan flujos macrosco´picos netos de ningu´n
tipo (materia, energ´ıa, etc.) sostenie´ndolos.
En cambio, estados fuera de equilibrio pueden exhibir flujos de masa y/o energ´ıa,
que pueden ser generados por condiciones de contorno (espaciales y/o temporales), por
campos externos dependientes del tiempo o ambos [Racz, 2002]. Esto lleva a que los
estados fuera del equilibrio no pueden quedar un´ıvocamente caracterizados por para´me-
tros externos, sino que adema´s dependen de la historia del sistema. Sin embargo, estos
para´metros son suficientes para especificar el estado cuando los flujos son estacionarios
(el caso mas simple).
Las variaciones de para´metros externos pueden desestabilizar un estado fuera del
equilibrio y causar un cambio de estado. Este puede ser sucedido por un feno´meno de
ordenamiento ana´logo al que ocurre con sistemas en equilibrio. Estos cambios son llama-
dos transiciones de fase fuera del equilibrio [Marro and Dickman, 2005] [Cross and Hohenberg, 1993].
Sin embargo, a diferencia de sus contrapartes en equilibrio, las transiciones de fase
fuera del equilibrio no poseen un marco teo´rico bien establecido. Esto lleva a que el
progreso en esta rama de la f´ısica se base en gran proporcio´n en el estudio y comprensio´n
de modelos simples. En muchas ocasiones, la descripcio´n de sistemas fuera del equilibrio
se hace prescindiendo de una formulacio´n hamiltoniana. Ya sea por que no se cuenta
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con una (o resulta impra´ctica), la consecuencia directa de la ausencia del hamiltoniano
es la ausencia de una energ´ıa libre con la cual podamos definir precisamente el orden
de las transiciones de fase.
Para suplir esta carencia, la presencia de feno´menos cr´ıticos (escaleo, exponentes
cr´ıticos, etc.) y el cambio continuo o discontinuo del para´metro de orden en los puntos
de transicio´n son los criterios que definen la transicio´n [Loscar and Albano, 2003].
6.2. Complejidad y Feno´menos Emergentes
La emergencia2 de ciencia no-lineal sobre fines del siglo 20, atrajo intere´s en la vieja
idea de que explicaciones causales no siempre pueden ser completamente reducidas a
correspondencias uno-a-uno entre causa y efecto. Las cosas complejas se suelen auto-
organizar como patrones de alto nivel, mediante procesos de interacciones locales entre
entidades simples. La emergencia del todo (comportamiento colectivo de las unidades)
a partir de tal no linealidad, hace que la capacidad de prediccio´n para la evolucio´n
de un sistema sea muy escasa [Enc, 2004]. Un sistema complejo esta´ compuesto por
varias partes interactuantes, cuyas interacciones crean informacio´n adicional no visible
al analizar las partes de forma individual. Estos sistemas suelen resultar dif´ıciles, sino
imposibles, de resolver exactamente. El ejemplo mas notorio es el de un sistema de tres
part´ıculas con interacciones gravitatorias [Poincare´, 1891].
Gran parte de la atencio´n en el estudio de estos sistemas se centra en las denomi-
nadas propiedades emergentes. Estas son propiedades globales que le dan al sistema
una identidad propia, es decir, las propiedades emergentes de un sistema manifiestan
no tanto la base material de sus componentes (pa´jaros, peces) sino la organizacio´n del
material (bandadas, cardumenes).
La complejidad que emerge de los sistemas complejos no necesariamente se debe a
que las interacciones entre los constituyentes sean complejas, sino a que no se las puede
despreciar y por que conducen a que el ¡comportamiento del sistema como un todo sea
cualitativamente diferente al de los constituyentes.
La simplicidad de las interacciones, nos permite tratar una variedad de problemas
de ramas como la biolog´ıa o finanzas, pues suponemos se trata de sistemas de part´ıculas
interactuantes. Estas part´ıculas pueden ser predadores y presas o agentes del mercado
financiero. Naturalmente se trata de part´ıculas muy complejas, pero la aproximacio´n
de sistemas de part´ıculas interactuantes, pone el enfoque en las interacciones efectivas
entre ellas, despreciando su estructura interna.
2Usamos emergencia, en el sentido de algo que emerge o surge.
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Evitando una descripcio´n detallada de las part´ıculas, podemos estudiar al sistema
buscando entender la complejidad que emerge de algu´n tipo particular de interaccio´n
entre las partes del mismo.
Para trazar una conexio´n con los sistemas v´ıtreos, podemos considerar el argu-
mento de paisaje de energ´ıa (ver seccio´n 2.6.1). Los estados de un sistema, tienen la
misma estructura que los mı´nimos de su hamiltoniano [Castellani and Cavagna, 2005].
El nu´mero de mı´nimos N crece exponencialmente con el taman˜o del sistema N.
N ∼ eNΣ (6.1)
Σ es llamada complejidad (o entrop´ıa configuracional). Sea E la densidad de energ´ıa
podemos calcular Σ haciendo:
Σ(E) = l´ım
N→∞ 1N logN(E) (6.2)
Lo que puede interpretarse como que la complejidad, corresponde al logaritmo del
nu´mero de mı´nimos (pozos) en el paisaje de energ´ıa. Considerar los grados de liber-
tad discretos (nu´mero de part´ıculas) y continuos (sus posiciones), junto con feno´menos
emergentes debidos a las interacciones colectivas, origina la complejidad de estos pai-
sajes de energ´ıa.
6.3. Fuerzas Intermoleculares y Potenciales Modelo
Podemos tomar como punto inicial de la discusio´n sobre las propiedades de una
substancia en distintas fases, a la relacio´n entre presio´n P, densidad ρ = N/V, y tem-
peratura T , explicitada en f(P, ρ, T) = 0 [Hansen and McDonald, 1990].
Para la fase l´ıquida, la interaccio´n definitoria en el comportamiento entre part´ıculas,
es el de la repulsio´n que aparece a corto rango. Las fuerzas atractivas, si bien actu´an
a largo alcance, var´ıan mucho ma´s suavemente con la distancia y juegan un rol menor
en la determinacio´n de la estructura de un l´ıquido.
Separar los efectos de repulsio´n de los de atraccio´n tiene ra´ıces en las ideas de van
der Waals. El modelo mas sencillo para representar un fluido mediante la interaccio´n
entre part´ıculas separadas por una distancia r, modelada por un potencial de pares
V(r), es:
V(r) =
∞ para r 6 d0 para r d (6.3)
Donde la ecuacio´n 6.3 representa el potencial de esferas duras, con un dia´metro d. Este
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potencial representa la rigidez total de las part´ıculas. Si bien este potencial incluso exhi-
be una transicio´n de cristalizacio´n (para ρd3 ' 0.945), la ausencia de fuerzas atractivas
implica la existencia de una u´nica fase de fluido.
Un potencial capaz de describir un verdadero l´ıquido puede ser obtenido suplemen-
tando el potencial de esferas duras, con un te´rmino de atraccio´n. Un potencial que
adema´s considera atraccio´n y con caracter´ısticas de intere´s teo´rico, es el potencial de
Yukawa [Hansen and McDonald, 1990]:
V(r) =

∞ para r < d
−
d
r
exp [−
λ
d
(r− d)] para r > d
(6.4)
Donde  y λ son para´metros que caracterizan la atraccio´n.
Sin embargo, un potencial au´n ma´s realista, basado en una construccio´n meca´nico-
cua´ntica para a´tomos neutros, es el potencial propuesto por John Lennard-Jones [Hansen and McDonald, 1990].
Este potencial considera las contribuciones dominantes de las interacciones de disper-
sio´n multipolar entre momentos ele´ctricos en a´tomos.
Si bien el comportamiento resulta sumamente complicado, los casos limites cuando
r→ 0 y r→∞ pueden agruparse en la simple expresio´n:
VLJ(r) = 4[
(σ
r
)12
−
(σ
r
)6
] (6.5)
En esta expresio´n, σ representa el dia´metro de colisio´n, es decir la separacio´n de
part´ıculas cuando VLJ(r) = 0 y  representa la profundidad del pozo de potencial en el
mı´nimo de VLJ(r).
Este potencial provee una descripcio´n de la interaccio´n de gases nobles, as´ı como una
buena representacio´n para a´tomos y mole´culas esfe´ricas neutras a corta y larga distancia
de interaccio´n. El ordenamiento de part´ıculas de menor energ´ıa es el empaquetamiento
hexagonal. De incrementar la temperatura, el empaquetamiento que minimiza la energ´ıa
libre es el FCC, para luego pasar a fase l´ıquida.
Nos preguntamos si un sistema binario de part´ıculas autopropulsadas, con alguna
variante de los potenciales presentados, da lugar a una transicio´n de segregacio´n. En su
trabajo [Jungblut and Dellago, 2011], Jungblut y colaboradores estudian una mezcla
binaria con interaccio´n Lennard-Jones. En este caso, las part´ıculas difieren u´nicamen-
te en dia´metro, lo que produce un enlentecimiento de un orden de magnitud en el
crecimiento cristalino.
Por otra parte, Huang y colaboradores [Huang et al., 2006], presentan una separa-
cio´n de fase en un fluido binario bidimensional modelado con una variacio´n del potencial
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Figura 6.1: Representacio´n esquema´tica para los potenciales mencionados. Si bien el
comportamiento cuando r → 0 y r → ∞ es similar, los distintos potenciales varian su
comportamiento en la zona intermedia. Valores usados:  = 1,′ = 1.2,σ = 1,d = 1,λ =
0.1.
de Lennard-Jones, el nu´cleo blando U(r):
U(r) = 4
[(σ
r
)12
−
(σ
r
)6]
+ ′
(σ
r
)3
(6.6)
El potencial resulta puramente repulsivo, presentando segregacio´n en cumulos 3 o total
en funcio´n de la concentracio´n. Concluyen, que la diferencia de taman˜o en las part´ıculas,
es un factor importante en la determinacio´n de las distintas partes de espacio de fase
del sistema. Presentamos los distintos potenciales, de manera esquema´tica, en la figura
6.1
Otro caso [Redner et al., 2013] de part´ıculas activas con volumen exclu´ıdo sin in-
teraccio´n orientacional, es el que presenta Redner y colaboradores. El fluido coloidal
fuera del equilibrio estudiado por ellos, se separa en una fase densa y una diluida. Dicha
fase densa, la cual ellos denominan so´lido activo, exhibe evidencia estructural de ser un
so´lido cristalino, as´ı como movimiento superdifusivo en escalas temporales intermedias.
En su trabajo [Bialke´ et al., 2013], Bialke´ y colaboradores estudian un sistema bi-
dimensional de discos autopropulsados sin interaccio´n orientacional. En este, la ines-
tabilidades dina´micas producen una separacio´n de fase y requieren que el sistema no
3Por cumulo nos referimos a la palabra inglesa cluster
Alejandro Seif 95
alcance el equilibrio te´rmico.
Estos trabajos sen˜alan la presencia de una separacio´n de fase por movilidad en
sistemas de mezclas de part´ıculas activas, ya sea con volumen exclu´ıdo o una variacio´n
del potencial de Lennard Jones.
6.4. Interacciones Orentacionales
Es llamativo el surgimiento de un ordenamiento colectivo sin la presencia de lideres
de ningu´n tipo, gradientes en el medio o confinamiento geome´trico [Couzin et al., 2005].
Enfocado desde la materia condensada, consideramos algunos modelos f´ısicos para pre-
sentar el modelo orientacional a estudiar.
6.4.1. El Modelo XY
El modelo tradicional para el estudio de transiciones de fase, es el modelo de Ising
[Goldenfeld, 1992].
Observamos se trata de un modelo no lineal, debido a las interacciones entre espines.
All´ı radica precisamente la existencia del feno´meno cooperativo que es la transicio´n de
fase. Si bien el modelo de Ising, presenta interaccio´n entre part´ıculas y orientaciones,
este aun resulta demasiado limitado para poder modelar el comportamiento de una
bandada de aves o un cardu´men de peces. Un paso mas en complejidad, seria permitir
que los espines si sean capaces de apuntar a cualquier direccio´n en el plano. Esto nos
lleva al modelo XY [Goldenfeld, 1992] [Toner and Tu, 1995].
El modelo XY posee el mismo hamiltoniano que el modelo de Ising. Al brindarles
simetr´ıa 0(2) a los espines, transforma´ndolos en vectores unitarios capaces de rotar en
el plano, estos resultan una mejor aproximacio´n del ordenamiento de una bandada de
aves en el cielo. Sin embargo, la eleccio´n del modelo XY para representar feno´menos de
transporte colectivo de part´ıculas autopropulsadas no es correcta, dado que la posicio´n
de los espines esta fija en el espacio.
6.4.2. El Modelo de Vicsek
Tamas Vicsek y colaboradores, introdujeron [Vicsek et al., 1995] un modelo mı´ni-
mo pero capaz de capturar de forma no trivial las principales caracter´ısticas del mo-
vimiento colectivo. El modelo de Vicsek (MV) puede ser descrito como el estudio del
surgimiento de orden orientacional de largo alcance a traves de una ruptura esponta´nea
de la simetr´ıa en sistemas de part´ıculas autopropulsadas [Vicsek and Zafeiris, 2012,
Cziro´k et al., 1996].
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En el MV, part´ıculas puntuales se mueven con mo´dulo de velocidad fija, tratando de
alinearse con sus vecinas mientras experimentan ruido orientacional. El modelo presenta
tanto una fase ordenada de transporte neto de materia (bajo ruido) y una fase gaseosa
desordenada (alto ruido).
Nuevamente basa´ndonos en el magnetismo, el observable comunmente usado para
el estudio de sistemas con orden orientacional, es la magnetizacio´n4 Φ. E´sta viene dada
por la ecuacio´n:
Φ =
1
N
|
N∑
i
~v| (6.7)
De esta manera, si todas las part´ıculas apuntan en la misma direccio´n, Φ vale 1.
Si las part´ıculas se encuentran apuntando en direcciones aleatorias, Φ debe valer 0.
Este para´metro de orden es usado ampliamente en los estudios de materia activa
[Marchetti et al., 2013] y da una medida del orden emergente del movimiento colec-
tivo del sistema.
6.5. Objetivos de este trabajo
El equilibrio termodina´mico establece una distribucio´n de Boltzmann. Esto impli-
ca que el estado estacionario debe ser independiente de los para´metros cine´ticos. Para
las part´ıculas autopropulsadas, este no es el caso. Las part´ıculas autopropulsadas con-
sumen energ´ıa continuamente. De esta manera se ven desafectadas de las leyes de la
termodina´mica de equilibrio. E´stas tienden a acumularse a medida que se mueven mas
lentamente [Cates and Tailleur, 2015]. Tambie´n pueden enlentecerse debido a alta den-
sidad, tanto por razones este´ricas como bioqu´ımicas. Este comportamiento, puede llevar
a una separacio´n de fase inducida por la propia movilidad, entre fases densas y diluidas.
Por otra parte, como presenta [Huang et al., 2006], las mezclas binarias pasivas
bidimensionales presentan distintos tipos de segregacio´n en funcio´n de concentracio´n
y diferencia de taman˜o. Un primer paso para considerar las diferencias con el caso
pasivo, es el de tomar part´ıculas activas esfe´ricas autopropulsadas, cuyas interacciones
son isotro´picas.
Aun considerando interacciones de atraccio´n y repulsio´n, sin interacciones orienta-
cionales, la fenomenolog´ıa presente en estos sistemas de fluidos simples (pero activos) re-
sulta mucho mas rica y compleja que la de sus contrapartes pasivas [Levis and Berthier, 2014]
[Thompson et al., 2011].
En su trabajo [Fily and Marchetti, 2012], Fily y colaboradores, presentan un estu-
4Aveces tambie´n llamado polarizacio´n
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Figura 6.2: Representacio´n de los rangos de las interacciones entre part´ıculas. Notar que
part´ıculas separadas a distancia mayor que el radio orientacional (rOR) no experimentan
ninguna interaccio´n y se mueven libres. Cuando las part´ıculas se aproximan a una
distancia menor a rLJ comienzan a experimentar repulsio´n Lennard Jones.
dio de discos autopropulsados en un espacio bidimensional, interactuando u´nicamente
mediante fuerzas repulsivas isotro´picas y el agregado de ruido rotacional. El sistema
exhibe el comportamiento de grumo t´ıpico de part´ıculas activas.
Nuestro objetivo es el de caracterizar un sistema binario activo, de part´ıculas con
volumen excluido. Las part´ıculas solo difieren en su velocidad, clasificandolas como ra´pi-
das o lentas. Buscamos determinar si el volumen excluido, modelado por una interaccio´n
Lennard Jones truncada (solo repulsio´n), da lugar a una transicio´n de segregacio´n como
la observada para un sistema pasivo por [Rovere et al., 1990]. Denotamos a este modelo
como LJ, debido a que solo contempla interacciones Lennard Jones truncadas.
Este sistema cano´nico nos brinda para´metros como la composicio´n, densidad y ve-
locidad de las part´ıculas, para estudiar formacio´n de dominios y segregacio´n.
Excluimos el ruido orientacional de todos los estudios, puesto que el propio volumen
exclu´ıdo y el cara´cter binario del sistema ofrecen ya suficientes restricciones para evitar
que el sistema alcance un re´gimen estacionario trivial.
Una vez caracterizado el modelo LJ, activamos las interacciones orientacionales que
dan lugar al comportamiento de enjambre en conjunto con la interaccio´n del volumen
exclu´ıdo. Volveremos a estudiar la naturaleza de la segregacio´n al incorporar interaccio´n
orientacional. Presentaremos las metodolog´ıas utilizadas en el cap´ıtulo 7.
Cap´ıtulo 7
Simulaciones II: Metodolog´ıa
Utilizada en el Estudio de
Materia Activa
7.1. Sistemas Continuos
Si bien algunas diferencias entre sistemas en el ret´ıculo y sistemas continuos fue-
ron presentadas en el cap´ıtulo 3, debemos mencionar que resulta imposible lidiar con
nu´meros reales con infinita precisio´n en una computadora. Este problema no existe para
nu´meros enteros.
Notamos que nu´meros irracionales u otros ciertos nu´meros reales no enteros, no
pueden ser representados con sus infinitas cifras por una computadora. Los nu´meros
reales de los que disponemos poseen una cierta precisio´n, es decir un cierto numero
de d´ıgitos. Valie´ndonos de la coma flotante, podemos representar nu´meros racionales
extremadamente grandes y pequen˜os de una manera muy eficiente y compacta, y con
la que se pueden realizar operaciones aritme´ticas.
El uso de unidades adimensionales nos brinda la posibilidad de trabajar con valores
del orden de la unidad, en vez de los valores t´ıpicamente muy pequen˜os, asociados a la
escala ato´mica, o valores muy grandes, asociados escalas astronomicas [Rapaport, 2004].
Estas unidades implican no solo una simplificacio´n de las ecuaciones de movimiento,
sino la posibilidad de escalear los resultados para toda una clase de sistemas descritos
con el mismo modelo. Es en este marco que seleccionaremos los valores de los para´metros
de las simulaciones de dina´mica molecular.
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7.2. Dina´mica Molecular
La dina´mica molecular [Hansen and McDonald, 1990] (DM) es un me´todo para si-
mular un sistema de N part´ıculas, que poseen coordenadas iniciales dentro de un volu-
men fijo, usualmente una caja en dos o tres dimensiones. Un conjunto de velocidades
iniciales es asignado, t´ıpicamente extra´ıdo de una distribucio´n de Maxwell, adecuada a
la temperatura de intere´s y seleccionada de manera que el momento lineal neto es nulo.
El calculo subsecuente define el movimiento de las part´ıculas en el espacio por medio
de integracio´n de las ecuaciones cla´sicas de movimiento. Las propiedades de equilibrio
pueden ser obtenidas a trave´s de promedios temporales sobre la historia de la dina´mica
del sistema. Para minimizar efectos de borde, y as´ı simular un comportamiento similar
al de un sistema macrosco´pico, se utilizan condiciones de contorno perio´dicas.
La DM opera en el continuo, a diferencia de los modelos basados en ret´ıculos (como
los discutidos en la seccio´n 3). Si bien los modelos de ret´ıculo resultan muy efectivos
desde un punto de vista computacional, sufren de problemas de disen˜o tales como
limitaciones en el rango de velocidades de las part´ıculas y efectos no deseados debidos
a la simetr´ıa del ret´ıculo [Rapaport, 2004], entre otros.
En sistemas de N part´ıculas, las ecuaciones de movimiento solo pueden ser resueltas
nume´ricamente. En DM, las part´ıculas se mueven en trayectorias determinadas por
la solucio´n nume´rica de las ecuaciones de movimiento, t´ıpicamente las ecuaciones de
Newton, donde las fuerzas entre part´ıculas y sus energ´ıas potenciales son calculadas
utilizando potenciales o campos de fuerza.
Debido a la naturaleza de la interaccio´n inter-ato´mica, ejemplificada por el nu´cleo
repulsivo del potencial de Lennard Jones (ver seccio´n 6.5), las trayectorias son inestables
en el sentido de que una perturbacio´n infinitesimal crece a un ritmo exponencial. Esto
sen˜ala que no todos los problemas, por ejemplo trayectorias ato´micas para tiempos
moderadamente cortos, son buenos candidatos para la DM. Los errores de integracio´n
nume´rica se van acumulando, e incluso si estos son minimizados mediante una seleccio´n
apropiada de para´metros y algoritmos, no pueden ser eliminados completamente. Sin
embargo, para sistemas bajo la hipo´tesis ergo´dica, la evolucio´n de una simulacio´n de
DM se puede utilizar para determinar las propiedades termodina´micas macrosco´picas
del sistema.
7.2.1. Integracio´n de las Ecuaciones de Movimiento
Usando las leyes de Newton y considerando un incremento temporal dt suficiente-
mente pequen˜o (volveremos sobre esto en la seccio´n 7.3.2), podemos pensar el me´todo
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de Euler como el mas directo para resolver las ecuaciones de movimiento:
~r(t+ dt) = ~r(t) +~v(t)dt (7.1)
~v(t+ dt) = ~v(t) +
~F(t)
m
dt (7.2)
Donde ~x,~v,~F son funcio´n del tiempo. Sin embargo, en la literatura, existe una gran varie-
dad de integradores, como el presentado en 7.4, pero que adema´s consideran cuidados
adicionales (estabilidad nume´rica, reversibilidad del tiempo, etc.) a un costo compu-
tacional casi ide´ntico [Rapaport, 2004].
Uno de los integradores mas populares, es el velocity-Verlet que viene dado por:
~r(t+ dt) = ~r(t) +~v(t)dt+
~F(t)
2m
dt2 (7.3)
~v(t+ dt) = ~v(t) +
~F(t) +~F(t+ dt)
2m
dt (7.4)
Resulta crucial el orden de las operaciones en este algoritmo, pues involucra el conoci-
miento simultaneo de ~v y ~F tanto en t como en t + dt. En particular, el orden de las
operaciones para el algoritmo velocity-Verlet resulta:
Dado un estado inicial ~v(t) y ~r(t) a tiempo t, primero computar las fuerzas ~F(t)
sobre cada a´tomo.
Realizar una actualizacio´n de posiciones ~r = ~r+~v dt+
~F(t)
2m dt
2.
Realizar una actualizacio´n parcial de las velocidades, usando ~v = ~v+ F(t)2m dt.
Calcular las nuevas fuerzas ~F(t+ dt) usando las nuevas posiciones ~r(t+ dt).
Completar la actualizacio´n de velocidades, usando ~v = ~v+ F(t+dt)2m dt.
Continuar paso siguiente.
7.2.2. Relacio´n con la Meca´nica Estad´ıstica
Hemos visto como utilizar la Dina´mica Molecular para calcular trayectorias de
part´ıculas que interactu´an mediante una fuerza F(r), debida a un potencial U(r). Nuestro
intere´s ahora se vuelca sobre como extraer informacio´n de cantidades termodina´micas
a partir de dichas simulaciones.
La meca´nica estad´ıstica se ocupa del promedio sobre ensambles. Para el ensamble
cano´nico, donde la temperatura T y el nu´mero de part´ıculas N se encuentra fijado, el
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equilibrio de una cantidad A puede expresarse en te´rminos de integrales del espacio de
fase con energ´ıa potencial U(r1, .., rN):
〈A〉 =
∫
A(r1, .., rN)e
−βU(r1,..,rN)d
3Nr∫
e−βU(r1,..,rN)d
3Nr
(7.5)
Donde ri ∈ 1, ..N son las coordenadas, β−1 = kBT , para kB la constante de Boltzmann.
Este promedio corresponde a una serie de medidas sobre un ensamble de sistemas
independientes.
La hipo´tesis ergo´dica relaciona el promedio de ensambles con medidas llevadas a
cabo para un sistema en equilibrio, durante el curso de su evoluciona natural. Am-
bas deber´ıan producir el mismo resultado [Rapaport, 2004]. Por ello, MD produce el
promedio de la forma:
〈A〉 = 1
M
M∑
µ=1
Aµ(r1, .., rN) (7.6)
Donde M son las medidas tomadas mientras el sistema evoluciona. Si el muestreo
resulta suficientemente exhaustivo como para capturar el comportamiento t´ıpico, ambas
promedios deber´ıan ser ide´nticos.
7.3. Detalles de optimizacio´n en simulaciones DM
7.3.1. Potencial Lennard-Jones truncado
Para ahorrar calculo computacional, el potencial Lennard Jones presentado en 6.5,
puede ser truncado. En nuestro caso, como muestra la figura 7.1 elegimos truncarlo en
el mı´nimo de VLJ(r), rc = 21/6σ. De esta manera resulta:
VLJ(r) = 4[
(σ
r
)12
−
(σ
r
)6
] para r < rc
0 para r > rc
(7.7)
La consecuencia de este truncamiento, resulta en que las part´ıculas son libres para
separaciones r > rc, mientras que para r < rc sienten un efecto de repulsio´n que a
medida que r disminuye, la repulsio´n crece su´bitamente. Notar que en el mı´nimo del
potencial, la repulsio´n se vuelve nula. Esto significa que no hay efectos atraccio´n, los
cuales aparecerian para r > rc.
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Figura 7.1: El potencial Lennard Jones utilizado, truncado para rc = 21/6σ , donde
σ = 1. Observamos repulsio´n, pero en un rango de alcance limitado.
7.3.2. Paso temporal de las simulaciones
Por motivos de estabilidad nume´rica y precisio´n, es preciso seleccionar un paso
temporal dt aproximadamente un orden de magnitud menor que la escala temporal
mas ra´pida en el sistema [Rapaport, 2004].
Un paso temporal muy grande puede causar que toda la simulacio´n se vuelva ines-
table con el tiempo. Esto se debe, a que dos part´ıculas pueden evolucionar a posiciones
muy pro´ximas en una misma integracio´n. Cuando se realice el nuevo calculo de fuerzas,
estas part´ıculas experimentaran una fuerza inmensa que las enviara a una distancia
muy grande (que usando condiciones de contorno perio´dicas, puede ser cualquier sitio
de la caja), produciendo un efecto en cadena. Este comportamiento suele ser referido
como explosio´n.
Por otra parte, un paso temporal demasiado pequen˜o si bien no produce explosiones
puede demorar un tiempo total de simulacio´n que el experimentador no esta dispuesto
a esperar. Con estos criterios y basa´ndonos en [Yelash et al., 2008],[Das et al., 2003]
utilizamos un paso temporal dt = 0.002.
7.4. Efectos de Taman˜o Finito
Ya hemos mencionado en la seccio´n 6.1, que las transiciones de fase de segundo
orden se caracterizan por la divergencia de la longitud de correlacio´n ξ en el punto
Alejandro Seif 103
critico. De esta manera, distintas cantidades termodina´micas pueden diverger o decrecer
fuertemente a medida que nos aproximamos a dicho punto critico.
Las transiciones de fase son feno´menos colectivos cooperativos, lo que significa que
solo tienen lugar en sistemas compuestos por part´ıculas que interactu´an entre s´ı. Dicha
interaccio´n vuelve al planteo del problema extremadamente complejo, generalmente
imposibilitando su resolucio´n anal´ıtica. Podemos atacar esta situacio´n mediante el uso
de simulaciones nume´ricas, pero esto tambie´n implica el uso de un nu´mero finito de
part´ıculas. Esto esta en desacuerdo con el hecho de que las transiciones de fase tienen
lugar en el limite termodina´mico donde, entre otras cantidades, el nu´mero de part´ıculas
tiende a infinito.
Inmediatamente queda claro que en un sistema finito, resulta imposible hallar una
longitud de correlacio´n ξ→∞. Las propias dimensiones del sistema acotan el feno´meno
cr´ıtico, dando lugar a algunas de las siguientes situaciones en el estudio de una transicio´n
de fase [Henkel and Pleimling, 2011]:
ξ 6 L, donde L representa una dimensio´n lineal del sistema finito.
La susceptibilidad χ presenta un pico, no una divergencia.
La ubicacio´n del valor ma´ximo de χ puede depender de L
El para´metro de orden no vale exactamente cero en la fase desordenada, sino que
mantiene valores finitos (debido a fluctuaciones estad´ısticas)
Resulta entonces, que podemos tomar al taman˜o finito del sistema L, como una
variable mas para el estudio. De esta manera, podemos realizar el estudio de distin-
tas cantidades termodina´micas en funcio´n de alguna dimensio´n lineal L del sistema y
observar su tendencia.
7.4.1. Cumulante de Binder
La varianza, relacionada a la susceptibilidad χ, es una de las cantidades mas simples
y u´tiles que podemos estudiar usando los momentos de un para´metro de orden. Sea φ
un para´metro de orden, su varianza Var(φ) viene dada por:
Var(φ) = 〈φ2〉− 〈φ〉2 (7.8)
Donde Var(φ) ∼ χφ y 〈. . .〉 representa el promedio sobre configuraciones.
Adema´s de estudiar los momentos de primer o segundo orden, podemos ir a ordenes
mayores con el fin de extraer informacio´n de los efectos de taman˜o finito. Un observable
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de utilidad para la determinacio´n del punto cr´ıtico en transiciones de fase de segundo
orden (continuas), es el cumulante (esta´tico) de Binder de cuarto orden, dado por
[Landau and Binder, 2014]:
U = 1−
〈φ4〉
3〈φ2〉2 (7.9)
Si adema´s, consideramos [Binder, 1981] el comportamiento de los momentos 〈φk〉L
en te´rminos de la longitud de correlacio´n ξ, cerca del punto cr´ıtico, tenemos:
〈φk〉L = L−ky(akC0)−1fk(ξ/L) (7.10)
U = 1−
C0f4(ξ/L)
3f22(ξ/L)
→ U∗ = 1− C0f4(∞)
3f22(∞) (7.11)
Donde y,a y C0 son cantidades independientes de L y constantes. Si nos posicio-
namos en el punto critico, U alcanza un valor U∗ independiente de L. Para distintos
valores de L suficientemente grandes, las curvas U se cruzan en funcio´n de la tempera-
tura (o alguna otra cantidad relevante al sistema) en un punto fijo U∗. La ubicacio´n del
punto fijo de cruce es el punto cr´ıtico. Esto hace que el calculo del cumulante de Binder
para sistemas de distinto L sea una excelente herramienta para hallar la presencia y
ubicacio´n del punto cr´ıtico.
Con esto en mente, en vez de realizar simulaciones para distintos taman˜os de sistema
L, podemos utilizar una u´nica simulacio´n para un sistema con L grande, para realizar un
estudio de taman˜o finito dividiendo al sistema en sub-bloques [Landau and Binder, 2014]
[Binder, 1981] como describimos en la pro´xima seccio´n.
7.4.2. El Ana´lisis de Sub-Bloques como Medida de Efectos de Taman˜o
Finito
En su trabajo [Trefz et al., 2017], Trefz y colaboradores estudian un sistema de
part´ıculas propulsadas con una interaccio´n orientacional. El sistema presenta una se-
paracio´n de fase, entre una fase rica en coloides y otra rica en pol´ımeros, donde el
diagrama de fase depende fuertemente de las interacciones orientacionales. Para rea-
lizar una determinacio´n del punto cr´ıtico y una estimacio´n de exponentes cr´ıticos, los
autores utilizan un ana´lisis de sub-bloques.
El ana´lisis de sub-bloques [Rovere et al., 1990, Binder, 1981] consiste en tomar a un
sistema de volumen V, con una dina´mica cano´nica y dividirlo en nB volu´menes ide´nticos
mas pequen˜os que no se solapan, los cuales llamaremos bloques. Naturalmente el lado B
del bloque debe satisfacer B 6 L de manera que el volumen V = Ld quede completamente
cubierto. Si bien el ana´lisis vale para cualquier dimensio´n, nos enfocaremos en d = 2.
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De esta manera, el nu´mero de part´ıculas en los bloques puede fluctuar, simulando as´ı
un sistema quasi gran cano´nico. Luego, para cada bloque podemos estudiar la densidad
local y compararla con la global (la cual esta fija) determinando los momentos:
m2 =
1
n3B
∑
i
(ρi − ρ)
2 (7.12)
m4 =
1
n3B
∑
i
(ρi − ρ)
4 (7.13)
Donde ρ = N
L2
es la densidad global (constante) y ρi =
Ni
B2
es la densidad local, para
un bloque de volumen B2 que contiene Ni part´ıculas. El nu´mero de bloques viene dado
por nB = L/B. Notamos que B debe ser un mu´ltiplo entero de L de manera que nB sea
entero. Exploraremos una alternativa en la seccio´n 7.4.3
La utilidad del ana´lisis de bloques reside en que solo es necesario realizar simulacio-
nes para un u´nico taman˜o de sistema L suficientemente grande. Luego, contando con
las coordenadas de las part´ıculas, podemos realizar a posteriori un estudio de taman˜o
finito variando el taman˜o del lado de los bloques B.
7.4.3. Muestreo Utilizando Bloques
La eleccio´n del taman˜o del bloque B debe ser cuidadosa. Un valor de B muy pequen˜o
implica que las fluctuaciones por el agregado o remocio´n de una part´ıcula sean muy
grandes. Un valor B ' L implicar´ıa nB muy pequen˜o, lo que volver´ıa la correlacio´n entre
bloques muy grande.
Podemos pensar que B debe satisfacer ξ  B  L, donde ξ es la distancia de
correlacio´n, la cual es constante pero inco´gnita. Con estos cuidados, seleccionamos
distintos valores para B de manera arbitraria.
En este trabajo de tesis, como alternativa a tomar B tal que sean mu´ltiplos enteros
de L, optamos tomar B  L donde B es pro´ximo a un mu´ltiplo entero de L. Como
muestra la figura 7.2, esto implica que no es posible cubrir el espacio completamente
con volu´menes B2.
Notemos que si B no es mu´ltiplo entero de L, entonces nB = L/B resulta un numero
real. Si llamamos n′B a la parte entera de nB, podemos cubrir un volumen V
′ < V = L2
con n′B bloques.
Sin embargo, podemos usar el espacio no cubierto como una herramienta ma´s del
muestreo. Si cada vez que realizamos una medida con el ana´lisis de sub-bloques, coloca-
mos al volumen V ′ en una posicio´n aleatoria dentro de V, podemos repetir las medidas
para distintas posiciones y finalmente seleccionar la que presenta mayor varianza para
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Figura 7.2: Representacio´n del ana´lisis de sub-bloques, usando bloques de lado B que
no son mu´ltiplos enteros de L.
calcular las cantidades locales.
Una manera sencilla de realizar esta variacio´n, que tambie´n resulta u´til para el caso
en que los bloques cubren perfectamente el volumen, es la de realizar un u´nico despla-
zamiento r´ıgido aleatorio de las part´ıculas, antes de realizar el ana´lisis de sub-bloques.
Valie´ndonos de las condiciones de contorno perio´dicas, es posible analizar la varianza
entre bloques para distintos desplazamientos (δx, δy) y seleccionar la que genera mayor
varianza, pues eso implica que sera el arreglo que capture mayor diversidad de distribu-
ciones locales de part´ıculas. Mencionamos que esta eleccio´n no presenta un sesgo para
las medidas, pero s´ı disminuye el ruido presente en las curvas para las que el ret´ıculo
esta ubicado en una posicio´n fija, cubriendo todo el volumen. De esta manera, en caso
de cambiar el numero de part´ıculas N y taman˜o de caja L, para densidad constante,
los mismos taman˜os de bloque B pueden ser utilizados para un nuevo estudio, lo que
permite una comparacio´n directa entre sistemas de distinto L.
Cap´ıtulo 8
Resultados para Part´ıculas
Auto-Propulsadas con Volumen
Exclu´ıdo
8.1. El modelo
En este cap´ıtulo estudiamos una mezcla binaria de part´ıculas autopropulsadas. To-
das las part´ıculas poseen el mismo volumen excluido y experimentan la misma intensi-
dad  de fuerza Lennard Jones, mediante un potencial Lennard Jones truncado en su
mı´nimo como el descripto en la seccio´n 7.1. La u´nica diferencia entre las dos tipos de
part´ıculas reside en su velocidad, cada tipo de part´ıcula tiene una velocidad constante
en mo´dulo. De esta manera, podremos clasificar a las part´ıculas en lentas y ra´pidas.
Mencionamos tambie´n que las part´ıculas viven en una caja cuadrada bidimensional de
volumen V = L2, con condiciones de contorno perio´dicas.
Dada la restriccio´n de que la rapidez de las part´ıculas es constante, notamos que
el efecto de las interacciones es u´nicamente el de cambiar la direccio´n del movimiento,
dejando su rapidez constante. Para realizar una integracio´n de las ecuaciones de mo-
vimiento, utilizamos una implementacio´n tipo Euler, usando el siguiente algoritmo de
calculo:
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~x(t+ dt) = ~x(t) +~v(t)dt (8.1)
~v′ = ~v(t) +~F(t)dt (8.2)
θ = atan2(v′y, v
′
x) (8.3)
~v(t+ dt) = vT0
[
cos θˆi+ sin θˆj
]
(8.4)
Usamos la funcio´n atan2 para extraer el a´ngulo que forma la velocidad. Esta funcio´n
computa el valor principal de la funcio´n argumento aplicada al nu´mero complejo a+ ib.
Es decir, atan2(b, a) = Pr[arg(a + ib)] = Arg(a + ib). De esta manera un cambio de
argumento en 2pi no tiene efecto y la funcio´n queda definida (usando el valor principal)
en el rango (−pi, pi] resultando: −pi < atan2(b, a) 6 pi. vT0 representa la rapidez constante
para el tipo de part´ıcula T . La fuerza Fj es la de Lennard Jones:
~Fj =
∑
i
24σ6r−8ij [2σ
6r−6ij − 1]~rij (8.5)
Donde i recorre las i-esimas part´ıculas a una distancia rij de la part´ıcula j con rij 6
21/6σ. Notamos que la fuerza no esta acotada, pero esta integracio´n de las ecuaciones de
movimiento evita que las part´ıculas experimenten el comportamiento explosivo causado
por proximidad elevada, mencionado en el capitulo 7.
8.2. El Espacio de Para´metros Utilizado
Puesto que son las colisiones las que controlan la dina´mica del sistema, utilizaremos
como observables a los choques entre part´ıculas, donde definimos choque o colisio´n,
como dos part´ıculas que se aproximan a una distancia rij 6 21/6σ.
Como tenemos intere´s en los efectos de separacio´n de fase, el observable central sera´
la cantidad relativa de colisiones entre una part´ıcula lenta (S) y una part´ıcula ra´pida
(F). Sea nSF el nu´mero de colisiones en un dado instante entre part´ıculas de distinto
tipo y N el nu´mero total de part´ıculas, el observable que mide las colisiones debidas a
la interaccio´n Lennard Jones es denotado LJSF y viene dado por:
LJSF =
nSF
N
(8.6)
Con esta definicio´n, LJSF disminuye su valor a medida que el sistema experimenta una
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segregacio´n. Elegimos utilizar el modulo de la velocidad de las part´ıculas lentas, VS,
como para´metro de orden. Por ello, decidimos fijar el modulo de la velocidad de las
part´ıculas ra´pidas VF, con VS 6 VF = 0.1. Fijando el paso temporal en dt = 0.002, como
se menciono en la seccio´n 7, permite despreocuparnos de pasar por alto efectos sutiles
que se perder´ıan utilizando desplazamientos abruptos (ya sea por un dt y/o´ VF mayor
al seleccionado).
Parte de nuestros objetivos fue utilizar el esquema de sub-bloques para realizar
estudios de taman˜o finito. Para ello utilizamos sistemas con numero total de part´ıculas
N = 1000 con un taman˜o de caja L = 45, lo que representa una densidad ρ ' 0.49.
La proporcio´n de part´ıculas, esta controlada por la fraccio´n de part´ıculas ra´pidas 0 6
FPR 6 1, donde N = NRapidas +NLentas = NFPR +N(1 − FPR). Salvo se mencione lo
contrario, utilizamos FPR = 0.5 para los estudios realizados.
Por simplicidad, mantuvimos los para´metros de la fuerza de Lennard Jones en  = 1
y σ = 1 para ambos tipos de part´ıcula. Recalcamos que la u´nica diferencia entre las
part´ıculas o su interaccio´n, es la que viene dada por su rapidez.
8.3. Determinacio´n de comportamiento estacionario
El sistema se encuentra manifiestamente fuera del equilibrio. Para estudiarlo, bus-
camos determinar que el sistema alcanza estados estacionarios. Si asumimos que son las
colisiones las que regulan el comportamiento, verificamos que el sistema estaciona cuan-
do el observable LJSF estaciona. Sin embargo, esta determinacio´n resulta problema´tica
cuando VS << VF, pues la dina´mica se enlentece y no resulta claro, de la evolucio´n de
LJSF, si el sistema ha estacionado o si continua evolucionando lentamente. Es por esto,
que as´ı como en el estudio de sistemas v´ıtreos, el enlentecimiento de la dina´mica llevo´ a
que recurramos a me´todos complementarios para verificar estacionareidad. Inspira´ndo-
nos en la prueba BIC utilizada en la seccio´n 3.5.2, realizamos una prueba de condicio´n
inicial para verificar estacionareidad.
Dicha prueba consistio´ en realizar simulaciones para un mismo conjunto de para´me-
tros, partiendo tanto desde una configuracio´n inicial de posiciones aleatorias, as´ı como
de una configuracio´n artificialmente segregada de part´ıculas lentas distribuidas en for-
ma de circulo, como muestra la figura 8.1. La configuracio´n artificialmente segregada,
ubica a las part´ıculas en un arreglo perio´dico, donde la densidad del circulo es ρ = 2.
Dado que la direccio´n de la velocidad inicial es aleatoria para todas las configuraciones,
es posible generar tantas realizaciones distintas como se deseen. Optamos por una geo-
metr´ıa circular, pues se asemeja a la que el sistema adopta cuando VS < 0.01. Adema´s,
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Figura 8.1: Presentamos configuraciones iniciales con el mismo conjunto de para´metros.
A la izquierda, presentamos una bola de part´ıculas lentas confinada por las part´ıculas
ra´pidas. A la derecha part´ıculas sorteadas en posiciones aleatorias. En este caso, ambas
representan sistemas con VS = 0.01.
partiendo desde una configuracio´n completamente segregada, el valor de LJSF es mı´ni-
mo, por lo que esperamos que este observable crezca al evolucionar el sistema. En las
figuras 8.3 y 8.2 damos una muestra de la ergodicidad del sistema, mostrando que
sin importar la configuracio´n inicial, un dado conjunto de para´metros posee un valor
estacionario bien definido.
Este me´todo presenta el beneficio adicional, de acortar fuertemente los tiempos de
simulacio´n, pues determinamos que el sistema ha estacionado luego de que ambas cur-
vas se encuentran. Como muestra la figura Fig. 8.3, para VS = 0.008, partir desde una
configuracio´n inicial con un arreglo circular de part´ıculas lentas, resulta 103 mas ra´pido
en alcanzar el comportamiento estacionario que comenzando desde el desorden. Por
otra parte, VS = 0.02 demora aproximadamente el mismo numero de pasos de simula-
cio´n en llegar al re´gimen estacionario, partiendo tanto desde el desorden como de un
arreglo circular. La deteccio´n de esta diferencia, nos permite optimizar las simulaciones
realizadas de acuerdo al valor de VS utilizado, eligiendo de manera astuta el arreglo de
la configuracio´n inicial tal que llegue al valor estacionario mas aprisa.
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Figura 8.2: Presentamos configuraciones finales con el mismo conjunto de para´metros
y las configuraciones iniciales presentadas en la figura 8.1. Observamos que la hipo´tesis
de ergodicidad vale para estos escenarios, alcanzando sistemas con el mismo compor-
tamiento partiendo desde situaciones iniciales opuestas.
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Figura 8.3: Utilizando los mismos para´metros, pero partiendo desde configuraciones
iniciales distintas, podemos encontrar mediante una variante de la prueba BIC, el re´gi-
men estacionario del sistema. Observamos que la eleccio´n de la configuracio´n inicial
(segregada o mezcla homoge´nea), influye en el tiempo en que el sistema demora en
alcanzar el valor estacionario.
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8.4. Clasificacio´n de Estados Estacionarios Segu´n VS
Utilizando la metodolog´ıa presentada en las seccio´n previa, podemos explorar el
espacio de fase presentado en la tabla. 8.1 variando u´nicamente VS.
Presentamos en la figura. 8.4 algunos de los estados estacionarios del sistema para
distintos valores de VS. Para los que el criterio de estado estacionario es la estaciona-
reidad de LJSF.
Una vez que el sistema alcanza el re´gimen estacionario, utilizamos la configuracio´n
final, como punto de partida para una simulacio´n posterior. Llamamos medidas esta-
cionarias, a las simulaciones que toman como punto de partida al sistema estacionado.
Sera´ mediante las medidas estacionarias que estudiaremos la segregacio´n del sistema
en funcio´n de VS.
Adema´s, observamos que la intensidad de la segregacio´n, medida desde LJSF asinto´ti-
co, depende fuertemente de la densidad ρ. Para ello, definimos LJSF∞ = 〈LJSF(t)〉 para
medidas estacionarias, donde 〈...〉 representa el promedio entre realizaciones y (...) re-
presenta el promedio temporal. Si dejamos fijo el numero de part´ıculas N y aumentamos
el taman˜o de la caja L, como muestra la Figura 8.5, observamos que la dependencia de
LJSF∞ con VS decae, tanto que para L = 90 todos los valores de VS poseen valores de
LJSF∞ pra´cticamente iguales.
La Figura 8.4 muestra estados mezclados y estado segregados, lo que sugiere la exis-
tencia de una transicio´n de segregacio´n en algu´n valor intermedio de Vs. A continuacio´n,
estudiamos la naturaleza y punto de la transicio´n mediante otras te´cnicas.
FPR VF  L NParticulas dt Realizaciones
0.5 0.1 1 45 1000 0.002 10
Cuadro 8.1: Valores constantes en la simulacio´n (a menos se mencione expl´ıcitamente
lo contrario). Las simulaciones para alcanzar el re´gimen estacionario, tienen un tiempo
5× 105 6 t 6 2× 106, mientras que todas las de medidas estacionarias t = 105.
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Figura 8.4: Variando VS, estudiamos las configuraciones finales. Notamos que el sistema
presenta segregacio´n e incluso parece comenzar a formar una estructura perio´dica de
mayor densidad cuando VS 6 0.01.
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Figura 8.5: A partir de medidas estacionarias de LJSF∞ para cajas de taman˜o L =
45, 55, 64, 90 y N fijo, observamos que la dependencia de VS va disminuyendo a medida
que la densidad decrece.
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8.5. Distribuciones Locales de Densidad y Concentracio´n
Utilizando el esquema de sub-bloques presentado en la seccio´n 7.4.3, fuimos capaces
de detectar los comportamientos de la densidad local ρB y concentracio´n local CB. Para
un bloque de lado B, con NB part´ıculas en su interior, la densidad local esta´ dada por
ρB = NB/B
2, mientras que la concentracio´n molar de part´ıculas ra´pidas, viene dada
por CFB =
NFB
NFB+N
S
B
. Notamos que sus contrapartes globales, ρ y CF = FPR, permanecen
constantes en todo momento.
En su trabajo [Rovere et al., 1990], Rovere y colaboradores estudian un fluido bi-
dimensional con un potencial de Lennard-Jones truncado. All´ı, los autores encuentran
una estructura de dos picos para la funcio´n de densidad por bloques, permitiendoles
estimar la densidad de las 2 fases que surgen cuando el sistema se segrega. Utilizando
la estructura de sub-bloques que presentamos en la seccio´n 7.4.3, calculamos funciones
de densidad de bloque cuya estructura representa la distribucio´n de densidades locales
del sistema. Realizamos tambie´n un ana´lisis ana´logo para la concentracio´n local.
Estudiamos los efectos de taman˜o finito utilizando bloques de taman˜o B, donde
B = [11.25, 9., 7.5, 6.42, 5.625, 5.0, 4.5, 3.75, 3.2, 2.8125]. En la Figura 8.6 presentamos los
resultados del estudio de la densidad de bloques de taman˜o B = 5.0 en comparacio´n con
la densidad global del sistema ρ = N
L2
' 0.49. El histograma en dicha figura, representa
tanto a los estados mixtos, donde la densidad de los bloques coincide mayormente con
la densidad del sistema global, as´ı como al caso segregado, donde existen 2 regiones
con densidades locales distintas a la densidad global. Los cambios de concavidad de
dicho histograma, nos dan un indicio de la regio´n donde podemos encontrar valores de
transicio´n mezcla-segregacio´n. Notamos que el ana´lisis estudia el valor relativo ρB/ρ, de
manera que el valor 1→ ρB = ρ. Es decir, que valores que se aparten de 1, representan
bloques cuya distribucio´n de part´ıculas posee una densidad ρB mayor o menor a la ρ
global.
Sobre los resultados presentados en la Figura 8.6, podemos realizar una determina-
cio´n de ρB(VS) mediante el ajuste de funciones gaussianas alrededor de la posicio´n de
los ma´ximos, como presentamos en la Figura 8.7. De esta manera, cuando el sistema
se segrega, podemos extraer un valor ρmin para la regio´n de baja densidad y un valor
ρmax para la regio´n de alta densidad. Usando estos valores, determinamos el comporta-
miento de la diferencia de densidades de las dos sub-regiones segregadas como una ley
de potencia con exponente ζ, dada por ∆ρB = ρmax(VS) − ρmin(VS) = V
ζ
S . Mostramos
este resultado en la Fig. 8.8
Respecto a la concentracio´n local de part´ıculas rapidas CFB (Figura 8.9), observa-
Alejandro Seif 115
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75
ρB/ρ
0
1
2
3
4
5
6
7
Cu
en
ta
s n
or
m
al
iza
da
s
VS 0.08
VS 0.025
VS 0.005
VS 0.019
Figura 8.6: Usando el esquema de sub-bloques, con bloques de taman˜o B = 5.0, estudia-
mos la distribucio´n de densidades de los bloques en funcio´n de la densidad global, para
0.005 6 VS 6 0.09. Observamos dos tipos de comportamiento: un re´gimen de mezcla,
donde la distribucio´n coincide con el valor de la densidad global, as´ı como otro para los
cuales el sistema esta segregado en dos regiones de densidades locales muy distintas.
VS 6 0.2 representa la regio´n segregada y VS > 0.2 representa la regio´n mezclada.
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Figura 8.7: Utilizamos los resultados de la Fig. 8.6 para realizar la determinacio´n de
las densidades principales para cada VS, mediante un ajuste gaussiano para cada dis-
tribucio´n.
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Figura 8.8: Usando las densidades determinadas en la figura 8.7, podemos estudiar su
diferencia en funcio´n de VS. De esta manera, podemos extraer un comportamiento de
ley de potencia, con un exponente ζ ' −0.861
mos nuevamente el mismo comportamiento que para la densidad. Podemos detectar
dos comportamientos en funcio´n de VS: Un caso no-segregado donde la concentracio´n
local coincide mayormente con la concentracio´n global y un caso segregado donde la
concentracio´n local tiende a valores 0 o 1 (segu´n el caso estudiado).
Los cambios de la concavidad en la distribucio´n de concentracio´n, a medida que VS
disminuye, permiten determinar que el sistema se redistribuye de regiones con concen-
traciones locales CFB ' CF = FPR a regiones que tienden a CFB = 0 o´ CFB = 1, indicando
segregacio´n.
8.6. Transicio´n de segregacio´n y cumulantes de Binder
Utilizando la informacio´n extra´ıda de las medidas estacionarias mediante el ana´li-
sis de sub-bloques, podemos realizar el ca´lculo del cumulante de Binder (introducido
en la seccio´n 7.4.1) de distintas cantidades. En la Figura 8.10 mostramos el ca´lculo
del cumulante para la concentracio´n de las part´ıculas ra´pidas U(Cf). Observamos que
presenta un punto de cruce para todos los taman˜os de sub-bloque B estudiados. Esto
sen˜ala una transicio´n de fase de segundo orden para un valor de VS ' 0.0195, el cual
coincide con las observaciones que extrajimos mediante los estudios de densidad local
ρB y concentracio´n local CFB.
Para entender si el feno´meno se mantiene presente para distintas concentraciones
globales (FPR), podemos repetir el calculo del cumulante U(CF) para distintos valores
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Figura 8.9: Estudiando la distribucio´n de concentracio´n de part´ıculas ra´pidas CF al
variar VS volvemos a determinar regiones de comportamiento segregado (VS < 0.02),
as´ı como regiones de mezcla de part´ıculas (VS > 0.02).
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Figura 8.10: Calculo del cumulante de Binder para concentracio´n de part´ıculas ra´pidas
U(Cf), en funcio´n de VS para FPR = 0.5. El cruce de las curvas de distintos taman˜o de
sub-bloque sen˜ala una transicio´n de fase de segundo orden en VS ' 0.0195.
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Figura 8.11: Calculo del cumulante de Binder para concentracio´n de part´ıculas ra´pidas
U(Cf), en funcio´n de VS para distintos valores de FPR. Donde verde representa FPR = 0.5,
azul representa FPR = 0.35 y rojo representa FPR = 0.25. Observamos que a medida que
FPR disminuye, el cruce de curvas se deslocaliza.
de FPR, manteniendo N y L constante. Presentamos en la figura 8.11 la comparacio´n
de los cumulantes para FPR = 0.5, 0.35, 0.25. Observamos que existe una deslocalizacio´n
del punto de cruce, a medida que disminuye FPR. Esto sugiere que se desvanece la
transicio´n de segundo orden que fue detectada para FPR = 0.5 al disminuir de ese valor.
8.7. Deteccio´n de Orden Mediante S(k) y g(r)
Para detectar la presencia de orden espacial en funcio´n de VS, realizamos un estudio
de correlaciones espaciales usando las funciones g(r) y S(k) (introducidas en la seccio´n
2.4.5). Estas funciones resultan u´tiles para entender como varia la densidad en funcio´n
de la distancia a una part´ıcula de referencia, as´ı como detectar la presencia de estructura
cristalina, en la forma de picos discretos.
En la figura 8.12 observamos que g(r) calculada sobre todas las part´ıculas, exhibe
un primer pico relacionado al taman˜o de las part´ıculas. Para VS > 0.01 observamos
que g(r) ra´pidamente oscila alrededor de 1, lo que sen˜ala la ausencia de orden. Sin
embargo, para VS 6 0.01 observamos que existe una periodicidad, cuya altura aumenta
(a r constante) a medida que disminuimos VS.
Podemos realizar un estudio discriminando por tipo de part´ıcula, calculando gF(r) y
gS(r), los cuales presentamos en la figura 8.13. Al discriminar por tipo, observamos que
la contribucio´n del orden proviene u´nicamente de las part´ıculas lentas, mientras que las
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Figura 8.12: Calculo de g(r) para todas las part´ıculas para valores representativos de
VS. Las curvas tienen un corrimiento para distinguir con claridad los efectos.
part´ıculas ra´pidas poseen un desorden que resulta independiente de VS. Los picos para
VS = 0.005, sugieren un ordenamiento cristalino. Lo que implica que al disminuir VS,
la segregacio´n es seguida de una cristalizacio´n de la fase lenta segregada.
Este estudio de correlacio´n espacial mediante g(r), esta complementado con el estu-
dio de la funcio´n S(k), presentada en la figura 8.14. As´ı como g(r), S(k) presenta picos
bien definidos para VS = 0.005, lo que sugiere presencia de estructura cristalina. Nue-
vamente, si discriminamos las part´ıculas por tipo en SF(k) y SS(k), (ver Figura 8.15)
podemos decir que la cristalizacio´n es completamente atribuible a las part´ıculas lentas,
como ya hab´ıamos observado en las secciones previas. Observando SF(k) no apreciamos
diferencias notorias entre las curvas para distintos valores de VS.
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Figura 8.13: Calculo de g(r) discriminando por tipo de part´ıcula. Las curvas tienen un
corrimiento para distinguir con claridad los efectos. Observamos ordenamiento en las
part´ıculas lentas para VS pequen˜o, mientras que la estructura de las part´ıculas ra´pidas
no se afecta mucho al variar VS.
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Figura 8.14: Calculo de S(k) para todas las part´ıculas. Las curvas tienen un corrimiento
para distinguir con claridad los efectos. Los picos para VS = 0.005, sen˜alan la existencia
de estructura cristalina.
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Figura 8.15: Calculo de S(k) para todas las part´ıculas. Las curvas tienen un corrimiento
para distinguir con claridad los efectos. Observamos que el ordenamiento cristalino, es
debido a las part´ıculas lentas.
Podemos realizar un diagrama (esquema´tico) de fase para VS y ρ (ver figura 8.16)
condensando los resultados presentados. El diagrama describe en forma cualitativa la
segregacio´n en funcio´n de la densidad y dentro de la regio´n de segregacio´n muestra la
presencia de una regio´n con cristalizacio´n (solo para las part´ıculas lentas). Fuera de
la regio´n de segregacio´n, el sistema se vuelve una mezcla homoge´nea al aumentar VS.
Para sistemas con N = 1000 y L > 64 ya no observamos segregacio´n (ver figura 8.5).
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Figura 8.16: Diagrama de fase cualitativo del sistema para variables VS y ρ. Cristal
representa la zona segregada donde surge una estructura cristalina para las part´ıculas
lentas. Fuera de esta regio´n, las part´ıculas se mezclan homoge´neamente. Las densidades
corresponden a sistemas con N = 1000 y taman˜os de caja L = 45, 55, 64, 90.
Cap´ıtulo 9
Resultados para Part´ıculas
Auto-Propulsadas con Volumen
Excluido e Interaccio´n
Orientacional
9.1. Interaccio´n Lennard Jones Junto con Interaccio´n Orien-
tacional
En este cap´ıtulo, tomamos el modelo estudiado en la seccio´n anterior y le agregamos
una interaccio´n orientacional. Esta interaccio´n, que describiremos en la seccio´n proxi-
ma, tiene un radio de corte R = 32 rLJ y viene dada por las velocidades de las part´ıculas
vecinas dentro de ese radio. De esta manera, a medida que dos part´ıculas se aproximan,
primero experimentan la interaccio´n orientacional y de seguir aproxima´ndose, la inter-
accio´n Lennard Jones truncada, como muestra la figura 6.2. Nuevamente utilizamos
una caja cuadrada bidimensional de volumen V = L2, con condiciones de contorno pe-
rio´dicas. Todos los dema´s para´metros no especificados son los mismos que presentamos
en el cuadro 8.1.
9.1.1. Integracio´n de las Ecuaciones de Movimiento Considerando una
Interaccio´n Orientacional
Utilizaremos una implementacio´n tipo Euler, considerando interaccio´n Lennard Jo-
nes truncada FLJ e interaccio´n orientacional FOR, con el siguiente algoritmo de calculo
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para la j-esima part´ıcula:
~FjLJ =
∑
i
24σ6r−8ij [2σ
6r−6ij − 1]~rij (9.1)
~FjOR = G
−1
∑
k
~vkj (9.2)
~FjTot =
~FjLJ +
~FjOR (9.3)
Donde i representa las part´ıculas a una distancia rij de la part´ıcula j con rij 6 rLJ =
21/6σ y k representa a las part´ıculas a una distancia rjk de la part´ıcula j con rjk 6
3
2 2
1/6σ.
Sea FPR ∈ [0, 1] la fraccio´n de part´ıculas ra´pidas y G la velocidad media global del
sistema dada por G = FPR vF0 + (1 − FPR)v
S
0 . Nuevamente denotamos a las part´ıculas
ra´pidas como F y a las lentas como S. De manera que la actualizacio´n de la posicio´n de
la j-esima part´ıcula de tipo T (ra´pida o lenta) resulta:
~x(t+ dt) = ~x(t) +~v(t)dt (9.4)
~v′ = ~v(t) +~FTot(t)dt (9.5)
θ = atan2(v′y, v
′
x) (9.6)
~v(t+ dt) = vT0
[
cos θˆi+ sin θˆj
]
(9.7)
Donde vT0 representa la rapidez constante para el tipo de part´ıcula T . Esta integra-
cio´n, al igual que el caso estudiado en la seccio´n 8, posee dos te´rminos de interaccio´n
los cuales no esta´n acotados, pero cuyo efecto es el de determinar la direccio´n del movi-
miento. El uso de atan2 nos permite extraer la direccio´n del movimiento sin modificar
el mo´dulo de la velocidad de las part´ıculas.
9.2. Determinacio´n y Clasificacio´n de Estados Estaciona-
rios
As´ı como en la seccio´n anterior, realizamos una variante de la prueba de condicio´n
inicial (ver figura 9.1) para determinar si las realizaciones alcanzan un estado estacio-
nario. Puesto que ahora existen interacciones orientacionales activadas, consideraremos
tanto el observable LJSF as´ı como la polarizacio´n Φ (ver Figura 9.2). Recordamos que,
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Figura 9.1: Realizamos la prueba de condicio´n inicial usando los observables LJSF y
Φ, notamos que para distintos tiempos, el sistema eventualmente siempre se vuelve
ergo´dico.
como se menciono en la seccio´n 6.4.2, Φ viene dado por:
Φ = N−1|
N∑
i=0
~vi| (9.8)
Una vez que realizamos las pruebas de condicio´n inicial y verificamos que el sistema
estaciono´, podemos realizar las medidas estacionarias de LJSF∞ y Φ∞ = 〈Φ(t)〉.
Podemos estudiar la magnetizacio´n Φ para cada clase de part´ıcula (ΦS∞ considera
part´ıculas lentas y ΦF∞ considera las part´ıculas ra´pidas). Como muestra la figura 9.2,
para una caja de taman˜o L = 45, observamos que alrededor de VS = 0.015 hay un mı´nimo
en ΦF∞. Para las part´ıculas lentas, el crecimiento continuo de ΦS∞, a medida que crece
VS, nos indica que mas y mas dominios de part´ıculas lentas que se orientan en la misma
direccio´n. Combinando esto con la su´bita ca´ıda de LJSF∞ para VS ' 0.07 y el su´bito
incremento en ΦF∞,ΦS∞, determinamos que el sistema experimenta una segregacio´n para
VS > 0.07.
El ana´lisis de los observables LJSF y Φ, junto con las configuraciones finales de las
simulaciones (ver Figura 9.3), nos sugiere una clasificacio´n esquema´tica del comporta-
miento estacionario en 3 reg´ımenes:
VS < 0.01 Las part´ıculas ra´pidas forman grandes cu´mulos orientados (bandada),
mientras que las part´ıculas lentas se mantienen mayormente desordenadas orien-
tacionalmente (ΦF > ΦS).
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Figura 9.2: Medidas desde condiciones iniciales aleatorias/orden artificial del sistema
para distintos valores de VS. Si bien los efectos se atenu´an ligeramente para L = 90,
observamos que existe un cambio de comportamiento para VS & 0.07.
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Figura 9.3: Configuraciones finales del sistema con interacciones orientacionales e in-
teracciones Lennard-Jones. Al aumentar VS el sistema pasa de una segregacio´n parcial,
luego forma cu´mulos segregados mas pequen˜os y finalmente alcanza una segregacio´n
total.
0.01 < VS < 0.07 Se forman muchos pequen˜os cu´mulos (aumenta LJSF∞) a medida
que las part´ıculas comienzan a orientarse.
VS > 0.07 Ambos tipos de part´ıculas alcanzan un ordenamiento orientacional total
y segregado (LJSF∞ cae).
Resulta interesante notar que, a diferencia del caso sin interacciones orientacionales,
para el rango de VS estudiado, el sistema nunca adopta un estado de mezcla homoge´nea.
Observamos tambie´n grandes espacios vac´ıos, mostrados como regiones en blanco
en las representaciones del sistema de la figura 9.3. Creemos que estos espacios se deben
al comportamiento colectivo de las part´ıculas ra´pidas, en las que estas se mueven como
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Figura 9.4: Distribuciones locales de densidad. Observamos que a medida que VS dis-
minuye, distintas partes del sistema se organizan en densidades locales distintas.
un todo (bandada), liberando espacios que las part´ıculas lentas no son suficientemente
veloces para ocupar.
9.3. Distribuciones Locales de Densidad y Concentracio´n
Utilizando el ana´lisis de sub-bloques, realizamos una determinacio´n de los com-
portamientos locales de densidad ρB y concentracio´n CB. Al igual que en la seccio´n
anterior, la densidad ρ y concentracio´n global C se mantienen constantes.
Repitiendo el ana´lisis para los mismos sub-bloques B utilizados en la seccio´n anterior
(ver Figura 9.4), observamos que a medida que VS disminuye, el sistema se distribuye
en una variedad cada vez mayor de densidades locales. Mientras que cuando hacemos
VS → VF = 0.1 las densidades locales ρB se aproximan por derecha a la densidad global
ρ. Este corrimiento de la media de ρB, lo atribuimos a que el algoritmo de sub-bloques
excluye del ana´lisis a sub-bloques vac´ıos (espacios blancos en la figura 9.3). Esto lleva
a que en promedio, localmente hay menos espacio para el mismo nu´mero de part´ıculas.
Lo que explica el ligero incremento de la densidad media ρB, respecto a la densidad
global.
La figura 9.5 confirma la presencia de varios grados de segregacio´n para los valores
estudiados. U´nicamente el valor VS = VF = 0.1 presenta la distribucio´n estilo gaussiana
para la concentracio´n local de part´ıculas ra´pidas CFB. Esto refuerza el hecho de que,
excluyendo VS = VF, el sistema no se comporta como una mezcla homoge´nea para
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Figura 9.5: Distribuciones locales de concentracio´n de part´ıculas ra´pidas CF. Notamos
que solo VS = VF = 0.1 exhibe una distribucio´n de concentraciones tendiendo a la de
una mezcla homoge´nea.
ningu´n valor de VS estudiado.
9.4. Transicio´n de Segregacio´n y Cumulantes de Binder
As´ı como en el estudio anterior, buscaremos determinar una transicio´n de segre-
gacio´n mediante el uso del cumulante de Binder. En particular, observamos que el
cumulante para la concentracio´n de part´ıculas ra´pidas U(CF) (ver Figura 9.6), presenta
una regio´n (no un punto) donde todas las curvas colapsan en VS ' 0.08. Esta regio´n
coincide con los saltos abruptos detectados para LJSF∞ y Φ∞ para VS > 0.07. Puesto
que el cumulante de Binder predice una transicio´n de segundo orden para un punto
cr´ıtico en el punto donde todas las curvas se cruzan, resulta imposible garantizar que
el colapso que observamos se trata de una transicio´n de segundo orden. Sin embargo,
podemos observar que la regio´n de VS ' 0.08 presenta criticalidad.
Alejandro Seif 129
0.02 0.04 0.06 0.08 0.10
VS
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
U
(C
f )
B = 2.8
B = 3.2
B = 3.8
B = 4.5
B = 5.0
B = 5.6
B = 6.4
B = 7.5
B = 9.0
B = 11.2
0.078 0.080 0.082 0.084 0.086
VS
0.27
0.28
0.29
0.30
0.31
0.32
0.33
0.34
U
(C
f )
Figura 9.6: Para el cumulante de concentracio´n de part´ıculas ra´pidas U(CF), obser-
vamos la presencia de una zona de cruce en VS ' 0.08. Coincide con la zona en que
Φ estacionario se aproxima a 1. RECUADRO: Zoom a la regio´n donde se produce el
colapso de sub-bloques de distintos taman˜os.
9.5. Deteccio´n de orden mediante S(k) y g(r)
Nuevamente, utilizamos las funciones de correlacio´n espacial esta´tica, g(r) y S(k),
para extraer informacio´n estructural y as´ı detectar la presencia de orden estructural.
Como muestra la figura 9.7, si bien el estado segregado ordenado se observa para
VS > 0.07, el ordenamiento debido a la interaccio´n orientacional no implica un ordena-
miento estructural de cristalizacio´n. Un ana´lisis de g(r) para todas las part´ıculas, no
presenta picos definidos y perio´dicos que decaen al aumentar VS, como los observados
en el caso sin interaccio´n orientacional. En cambio, con interacciones orientacionales,
las curvas g(r) poseen pequen˜os picos de poca periodicidad, que no presentan gran
variacio´n para las distintas VS estudiadas.
Sin embargo, un ana´lisis en que discriminamos por tipo de part´ıcula (ver figura
9.8), ilustra una imagen completamente distinta a la presentada para sistemas sin in-
teracciones orientacionales. No solo las part´ıculas lentas, gS(r), presentan picos para
todo el rango de VS, sino que tambie´n las part´ıculas ra´pidas, gF(r), presenta picos que
evidencian cierto orden local de corto alcance (poca periodicidad). Atribuimos entonces
que las interacciones orientacionales le brindan una estructura de corto alcance a los
conjuntos de part´ıculas ra´pidas y a los conjuntos de part´ıculas lentas.
Para part´ıculas lentas utilizando interaccio´n orientacional, cabe destacar que si bien
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Figura 9.7: g(r) para todas las part´ıculas, con interaccio´n orientacional activada. La pre-
sencia de picos que no decaen ra´pidamente a 1, muestra que existe cierto ordenamiento
de corto alcance au´n para VS > 0.01
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Figura 9.8: g(r) para todas las part´ıculas, con interaccio´n orientacional activada. No-
tamos que existe un ordenamiento de corto alcance au´n para VS > 0.01
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Figura 9.9: S(k) para todas las part´ıculas, con interaccio´n orientacional activada. No-
tamos que existe un ordenamiento presente para todos los valores de VS estudiados.
hay orden para un amplio rango de VS, la altura de los picos de dicho ordenamiento
se mantiene casi constante, mientras que en el caso sin interaccio´n orientacional, la
altura del pico de ordenamiento es el triple de grande para VS = 0.005 decayendo casi
completamente para VS = 0.08.
Podemos extraer las mismas conclusiones estudiando la funcio´n de estructura esta´ti-
ca S(k) (Figura 9.9). Esta medida, refuerza el hecho de que existe cierta estructura para
todo el rango de VS estudiado. Sin embargo, comparando con el caso sin interacciones
orientacionales (ver Figura 8.14) no observamos picos de gran altura que desaparecen
a medida que VS aumenta.
Discriminando por tipo de part´ıcula, podemos calcular SF(k) y SS(k) (ver figura
9.10) y observar que las interacciones orientacionales agregan estructura a ambos tipos
de part´ıcula , para todo el rango de valores de VS. Esto refuerza la idea de que el orden
cristalino de gran alcance esta´ presente en el caso no orientacional a baja VS, mientras
que el caso orientacional posee un orden de alcance menor pero presente para todo el
espectro de VS.
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Figura 9.10: SF(k) para part´ıculas ra´pidas y SS(k) para part´ıculas lentas. Observamos
que existen picos para todo el espectro de VS en ambas funciones.
As´ı como en el caso sin interaccio´n orientacional (ver figura 8.16), podemos reali-
zar un diagrama de fase esquema´tico para VS y ρ (ver figura 9.11) condensando los
resultados presentados en el cap´ıtulo. El diagrama describe, en forma cualitativa, la
presencia de segregacio´n. En este caso, si disminuimos la densidad ρ, la segregacio´n
toma lugar cuando las velocidades lentas VS se acercan en valor a la velocidad ra´pida
VF. A diferencia del caso no orientacional, el sistema no se vuelve una mezcla completa-
mente homoge´nea fuera de la zona de segregacio´n, sino que presenta cu´mulos ordenados
orientacionalmente (ver LJSF∞ y Φ∞ en la figura 9.2). Haciendo referencia a la figura
9.3, podemos pensar que la estructura de bandas (VS = 0.08) se fragmenta al disminuir
VS.
Alejandro Seif 133
Figura 9.11: Diagrama de fase cualitativo del sistema para variables VS y ρ. Las den-
sidades corresponden a sistemas con N = 1000 y taman˜os de caja L = 45, 55, 64, 90.
Cuando VS → VF, el sistema presenta segregacio´n. Fuera de la regio´n de segregacio´n,
el sistema no es homoge´neo.
Parte III
Conclusiones Generales
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Cap´ıtulo 10
Conclusiones
Hemos estudiado, mediante simulaciones computacionales, modelos para l´ıquidos
formadores de vidrios (PCTCC y t154) y modelos para part´ıculas auto-propulsadas con
volumen exclu´ıdo (con y sin interaccio´n orientacional). Presentamos las conclusiones
de nuestros estudios a continuacio´n.
10.1. Modelo PCTCC
En este trabajo de tesis hemos estudiado dos modelos propuestos como modelos de
vidrio de ret´ıculo. Para el caso de PCTCC si bien observamos que el modelo reproduce
muchas de las caracter´ısticas de los liquido sobreenfriados, el ana´lisis realizado muestra
que el modelo no es apropiado para el estudio del re´gimen profundamente sobreenfriado.
Hemos mostrado que el l´ımite de metaestabilidad se da a una temperatura no de-
masiado alejada de la temperatura de fusio´n, lo que resulta en que dejemos de tener un
l´ıquido metaestable para T 6 0.10µ, el cual esta muy por encima de la estimacio´n que
realizamos de TK ' 0.05µ.
Lo´gicamente, una temperatura de Kauzmann inalcanzable no invalida el estudio
termodina´mico del sistema (en tanto exista un l´ıquido metaestable), pero para el modelo
PCTCC el rango de validez para realizar un estudio es demasiado restringido.
Por otra parte, los estudio del estado de vidrio estructural, donde el modelo esta´
fuera de equilibrio, tambie´n presentan severas limitaciones. Mas alla´ del l´ımite de me-
taestabilidad, el comportamiento fuera de equilibrio es de crecimiento de dominios1,
lo cual difiere de lo observado para estudios nume´ricos y experimentales de vidrios
estructurales presentados (ver seccio´n 2.6.4).
1 crecimiento de dominios, del ingles coarsening.
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El rango de temperatura entre T = 0.10µ y la temperatura de fusio´n corresponde a
un comportamiento de vidrio estructural, es decir, un comportamiento donde el sistema
fuera de equilibrio lentamente evoluciona hacia un liquido en equilibrio.
Sin embargo, encontramos que las funciones de correlacio´n en el re´gimen de enve-
jecimiento no cumplen el escaleo t/tw, dado que el sistema alcanza el equilibrio muy
ra´pidamente en este rango de temperatura. Cuando es enfriado au´n ma´s, la relajacio´n
se enlentece y aqu´ı es cuando uno esperar´ıa aproximarse al envejecimiento de un vidrio
estructural. Desafortunadamente, es tambie´n en este punto cuando el liquido cesa de
existir y la dina´mica responde necesariamente a engrosamiento (coarsening).
10.2. Modelo t154
Las caracter´ısticas dina´micas del modelo t154, en particular su dina´mica hete-
roge´nea, lo hacen un buen candidato para modelo de ret´ıculo de un vidrio fra´gil
[Darst et al., 2010]. La relacio´n entre propiedades estructurales y su posible conexio´n
con propiedades termodina´micas y de comportamiento v´ıtreo, ha sido un tema inex-
plorado que fue el que motivo el detallado estudio de la estructura del t154 a altas
densidades.
Hemos computado las fluctuaciones de densidad y dos longitudes de correlacio´n
esta´ticas caracteristicas (la longitud PTS ξPTS y una longitud ξ extraida del autoso-
lapamiento Q), las cuales se comportan de manera similar y muestran un crecimiento
cuando la densidad incrementa. Este crecimiento, acompan˜ado de incremento en las
fluctuaciones del nu´mero de part´ıculas y de la compresibilidad para ρ & 0.52, coincide
con el incremento en la heterogeneidad dina´mica. Este u´ltimo, medido por las fluctua-
ciones del autosolapamiento y por el decaimiento del exponente β de la relajacio´n. Es
tambie´n para ρ & 0.52 que notamos un incremento en efectos de taman˜o en la dina´mica
de sistemas confinados.
Estas coincidencias apuntan a un origen estructural para el enlentecimiento estilo
VFT. Sin embargo, el ordenamiento estructural observado para altas densidades, no
se ajusta al escenario termodina´mico v´ıtreo como el de la teor´ıa RFOT. En particu-
lar, el decaimiento de la correlacio´n PTS es siempre exponencial y el decaimiento del
autosolapamiento puede ser explicado por la propuesta de que existe 1 estado, el cual
presenta una longitud de correlacio´n comparable con la de PTS. En cambio, el aumento
de compresibilidad, aunque modesto en el rango de densidades observadas, apunta a un
comportamiento que es mas similar a un enlentecimiento cr´ıtico tradicional, quiza´s de-
bido a una transicio´n de separacio´n de fase, que ocurre mas alla´ del rango de densidades
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accesible computacionalmente.
En un escenario v´ıtreo gobernado por la termodina´mica (RFOT o el esquema de
Adam-Gibbs), el tiempo de relajacio´n deber´ıa ser exponencial, τ ∝ exp[ξψ/kT ]. Esta
suposicio´n, no es apoyada por nuestros hallazgos [Hocky et al., 2012]. En cambio, nues-
tros datos se encuentran mas pro´ximos a una ley de potencia τ ∼ ξz. Los exponentes
hallados resultan demasiado grandes para que puedan ser exponentes cr´ıticos dina´mi-
cos. Sin embargo, estos valores se encuentran muy lejanos a un posible punto critico,
como para brindar alguna estimacio´n de exponentes cr´ıticos. El punto es que el tiempo
de relajacio´n parece crecer con ξ ma´s lentamente que lo esperado de un escenario v´ıtreo
activado.
Es por esto que si bien el modelo t154 muestra distintas caracter´ısticas de fenome-
nolog´ıa v´ıtrea, su comportamiento en altas densidades parece alejarse del de un l´ıquido
sobreenfriado, en t154 dicho cambio de comportamiento posiblemente este vinculado a
la proximidad de una transicio´n de fase.
10.3. Part´ıculas Auto-Propulsadas con Volumen Exclu´ıdo
Mostramos que el ana´lisis de sub-bloques es una herramienta multipropo´sito, tanto
para reconocer la formacio´n de dominios y estudiar los efectos de densidad local, as´ı
como para realizar un estudio de taman˜o finito junto con cumulantes de Binder. Men-
cionamos que el ana´lisis requiere u´nicamente acceso a las posiciones de las part´ıculas,
lo que implica que puede re-hacerse ra´pidamente con distintos para´metros luego de
llevar a cabo una simulacio´n costosa en tiempo para la cual se guardan configuraciones
a intervalos frecuentes.
Si bien la interaccio´n de volumen exclu´ıdo es la misma tanto para part´ıculas ra´pidas
como lentas, es el cara´cter activo de las part´ıculas el que lleva a una separacio´n de fase
cuando la diferencia de velocidades aumenta, tal como se observa en los resultados
previos comentados en la seccio´n 6.5.
Notamos tambie´n que el efecto de disminuir la densidad mediante el incremento del
taman˜o de la caja para valores de L > 45 disminuye la sensibilidad del sistema al variar
VS. Es decir, si la densidad decrece, la segregacio´n disminuye y eventualmente se vuelve
independiente de VS.
Las correlaciones estructurales (g(r) y S(k)) nos informan de la presencia de una
fase cristalina para VS 6 0.01. Para VS ' 0.0195, el cumulante de Binder para la
concentracio´n de part´ıculas ra´pidas U(CF), presenta un cruce de las curvas para distintos
taman˜os de bloque, lo que sugiere una transicio´n de fase de segundo orden (segregacio´n).
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Mediante un ana´lisis en el mismo rango de VS para un cambio en la concentracio´n
global, para FPR = 0.25, 0.35, 0.5, observamos que la interseccio´n en el cumulante de
concentracio´n de las part´ıculas ra´pidas se deslocaliza. Esto sugiere que solo podemos
garantizar que existe una transicio´n de segundo orden para FPR = 0.5.
As´ı como con U(CF), mediante el estudio de densidades locales, observamos la se-
paracio´n del sistema homoge´neo en una fase diluida y una fase densa para VS 6 0.0195.
Observamos que la diferencia de densidades se comporta como una ley de potencias en
funcio´n de VS.
10.4. Part´ıculas Auto-Propulsadas con Volumen Exclu´ıdo
e Interaccio´n Orientacional
En este caso, el ana´lisis de sub-bloques nos permite detectar que el sistema con
interacciones orientacionales posee un comportamiento fundamentalmente distinto al
caso donde solo existen efectos de volumen exclu´ıdo.
El ana´lisis de concentracio´n local exhibe un sistema que se encuentra segregado
con dominios cuyo taman˜o varia con VS. Esta informacio´n puede recuperarse a trave´s
del estudio de la magnetizacio´n discriminando por tipo de part´ıcula. Adema´s, observa-
mos que los efectos de segregacio´n no se aplacan al disminuir la densidad del sistema
(aumentando L).
Resulta notorio que el comportamiento de bandada en las part´ıculas ra´pidas, tiene
el efecto de generar una estructura de corto alcance, que es detectada por las funciones
de correlacio´n esta´ticas g(r) y S(k).
Observando el cumulante de concentracio´n para las part´ıculas ra´pidas U(CF), nota-
mos que se produce una regio´n de criticalidad en la vecindad de VS ' 0.08. Mediante el
estudio asinto´tico de la magnetizacio´n, podemos verificar que es para esa regio´n de VS
que ambas clases de part´ıculas se ordenan orientacionalmente y el sistema se segrega
completamente en franjas.
10.5. Conclusiones Generales
En resumen, se realizo´ un estudio nume´rico de modelos de vidrios de ret´ıculo, como
objeto de estudio para investigar el comportamiento de los l´ıquidos formadores de vi-
drios. Observamos que si bien ambos modelos presentan fenomenolog´ıa v´ıtrea, resultan
inadecuados para un estudio de sobreenfriamiento profundo. Puesto que es en dicha
regio´n donde se presentan los feno´menos de intere´s de las teor´ıas propuestas creemos
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que estos modelos de ret´ıculo, si bien poseen reglas termodina´micas y son fa´ciles de
simular, resultan limitados para el estudio de la transicio´n v´ıtrea.
Por otra parte, el estudio de una mezcla binaria de part´ıculas autopropulsadas con
volumen exclu´ıdo, produce el efecto de segregacio´n discutido en la literatura, observando
segregacio´n inducida no por diferencia de taman˜o de part´ıculas, como se suele observar
en sistemas pasivos, sino u´nicamente por su diferencia de velocidad. El sistema puede
ser claramente discriminado en una fase homoge´nea (alta VS) y una fase heteroge´nea
(baja VS), la cual incluso da evidencia de cristalizacio´n creciente para el caso de las
part´ıculas lentas.
Verificamos que el efecto de segregacio´n por velocidad se presenta de otra manera en
el caso que las interacciones orientacionales esta´n activadas. En este caso, VS controla la
heterogeneidad, es decir taman˜o de dominio de las part´ıculas. A diferencia del caso no
orientacional, este sistema no presenta un ordenamiento cristalino de alcance creciente
para ninguna clase de part´ıculas o VS.
A lo largo de esta tesis hemos estudiado dos problemas relacionados al no equilibrio,
desde un enfoque de materia condensada. El estudio de correlaciones temporales y el
uso de condiciones de contorno amorfas, para los l´ıquidos sobreenfriados, as´ı como las
correlaciones espaciales y el ana´lisis de sub-bloques en el re´gimen estacionario para las
part´ıculas autopropulsadas prueban ser herramientas centrales para este ana´lisis.
Para el caso de los l´ıquidos formadores de vidrio, concluimos que el uso de estos en-
foques conforma una determinacio´n de rango de validez de modelos ra´pidos y simples de
simular en el ret´ıculo. El uso de reglas termodina´micas, en vez de cine´ticas, resulta ser
un camino va´lido para estudiar el re´gimen sobreenfriado pero, para los modelos estudia-
dos en este trabajo, resulta insuficiente para un comportamiento de sobreenfriamiento
profundo que pueda brindarnos informacio´n de una transicio´n v´ıtrea.
Durante el desarrollo de la presente Tesis Doctoral fueron publicados los resultados
expuestos del modelo PCTCC en el capitulo 4 en la referencia [Seif et al., 2015], los
resultados expuestos del modelo t154 en el capitulo 5, se encuentran en prensa y una
versio´n desactualizada puede encontrarse en la referencia [Seif and Grigera, 2016]. Se
encuentran en preparacio´n otros trabajos relativos a los estudios de materia activa
detallados en los cap´ıtulos 8 y 9.
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