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Abstract The optimum distance profiles of linear block codes were studied for
increasing or decreasing message length while keeping the minimum distances as
large as possible, especially for Golay codes and the second-order Reed-Muller
codes, etc. Cyclic codes have more efficient encoding and decoding algorithms. In
this paper, we investigate the optimum distance profiles with respect to the cyclic
subcode chains (ODPCs) of the punctured generalized second-order Reed-Muller
codes GRM(2,m)∗ which were applied in Power Control in OFDMModulations in
channels with synchronization, and so on. For this, two standards are considered in
the inverse dictionary order, i.e., for increasing message length. Four lower bounds
and upper bounds on ODPC are presented, where the lower bounds almost achieve
the corresponding upper bounds in some sense. The discussions are over nonbinary
prime field.
Keywords Cyclic code · Exponential sum · Generalized Reed-Muller code ·
MacWilliams’ identities · Optimum distance profile
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1 Introduction
In some communication systems, the number of transmitted information bits varies
according to the situations, such as in designing the transport format combination
indicators in CDMA systems when the size of users increases or decreases, see [20,
This work is supported in part by the National Key Basic Research and Development Plan
of China under Grant 2012CB316100, and the National Natural Science Foundation of China
under Grants 61271222, 60972033.
Xiaogang Liu
Department of Computer Science and Engineering, Shanghai Jiao Tong University, China
E-mail: liuxg0201@163.com
Yuan Luo (Corresponding author)
Department of Computer Science and Engineering, Shanghai Jiao Tong University, China
Addr.: 800 Dongchuan Road, Min Hang District, Shanghai 200240, China.
E-mail: yuanluo@sjtu.edu.cn
2 Xiaogang Liu, Yuan Luo
33]. For those cases, the distance profiles of the linear block codes were introduced
and designed to be optimum to keep the minimum distance as large as possible in
the variation process [6,18,28,34].
This subject was introduced in [18], and then studied in [6,28] for linear block
codes, i.e., the generalized Reed-Solomon codes, the Golay code and its exten-
sion, the first-order Reed-Muller codes and the second-order Reed-Muller codes,
etc. Because of the convenience for encoding and decoding, the optimum distance
profile with respect to the cyclic subcode chain (ODPC) of cyclic code was pre-
sented in [27], and investigated for the punctured second-order Reed-Muller codes
RM(2,m)∗ in [25]. For a general cyclic code, there may not be a routine method
for determining the ODPC. In this paper, we focus on the punctured generalized
second-order Reed-Muller codes GRM(2,m)∗ and a class of cyclic subcodes.
As a geometrical code, Reed-Muller code can be decoded by majority logic
decoding, list decoding [15,36] and soft-decision decoding [4]. It can be used for
locating malicious nodes [21], and constructing polar codes [1,23]. Generalized
Reed-Muller codes received more and more attention [3,17], one important appli-
cation of which was in Power Control in OFDM Modulations [7,31].
For the punctured second-order Reed-Muller codes RM(2,m)∗, some ODPCs
were presented for the case when m is even, and some suboptimum results were
given when m is odd [25]. Considering the increasement or decreasement of the
message length with respect to the required dimension or not, the ODPCs are
investigated in the inverse dictionary order and dictionary order under Standards
I or II, respectively. The frame of this paper focuses on these problems about
GRM(2,m)∗ with increasing message length.
In Section 2, basic definitions are provided around the ODPC. Section 3 ex-
plains the basic notations about the generalized Reed-Muller codes GRM(µ,m),
quadratic forms and exponential sums. Then the ODPCs-IIinv of a class of cyclic
subcodes are obtained for most cases ofm. More relations among alternating bilin-
ear forms and quadratic forms are presented in Section 4, from which the ODPCs
of GRM(2,m)∗ are investigated in the inverse dictionary order under two stan-
dards. In fact, an upper bound is given which can be almost achieved by our lower
bound, refer to Corollary 2. Section 5 is a final conclusion. Note that, here
GRM(2,m)∗ is over an odd prime field Fp.
2 Preliminaries
In this section, a brief explanation of the following definitions are presented: dis-
tance profile of a linear block code (DPB), the optimum distance profile of a
linear block code (ODPB), distance profile with respect to cyclic subcode chain
of a cyclic code (DPC), and the optimum DPCs under two respective standards
(ODPC-I and ODPC-II), etc.
2.1 Optimum distance profiles and subcode chains of a linear block code
Let C be an [n, k] linear code over Fq and denote C0 = C. A sequence of linear
subcodes C0 ⊃ C1 ⊃ · · · ⊃ Ck−1 is called a subcode chain, where dim[Ci] = k−i.
An increasing sequence d[C0] ≤ d[C1] ≤ · · · ≤ d[Ck−1] is called a distance profile
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of the linear block code C (DPB), where d[Ci] is the minimum Hamming
distance of the subcode Ci [18].
We say that integer sequence a0, . . . , ak−1 is larger than b0, . . . , bk−1 in the
inverse dictionary order if there is an integer t such that at > bt and ai = bi for
k − 1 ≥ i ≥ t+ 1. a0, . . . , ak−1 is an upper bound on b0, . . . , bk−1 in that order if
a0, . . . , ak−1 is larger than or equal to b0, . . . , bk−1. The optimum distance profile
of C denoted by ODPB[C]inv:
ODPB[C]inv0 , ODPB[C]
inv
1 , · · · , ODPB[C]invk−1, (1)
is an upper bound on any distance profile in that order. A subcode chain that
achieves the optimum distance profile is called an optimum chain [18]. The
inverse dictionary order corresponds to the problem of increasing the message
length.
2.2 Distance profiles with respect to cyclic subcode chains
For a cyclic [n, k] code C over Fq, where gcd(n, q) = 1, a cyclic subcode chain
of C is a chain of cyclic subcodes such that: Cτ0 ⊃ Cτ1 ⊃ · · · ⊃ Cτλ−1 ⊃ {0n},
where Cτ0 = C and there is no cyclic subcode between any two neighbors in the
chain. The increasing sequence
d[Cτ0 ] ≤ d[Cτ1 ] ≤ · · · ≤ d[Cτλ−1 ]
is called the distance profile with respect to the cyclic subcode chain
(DPC), where λ is called the length of the profile or the length of the chain [27].
The decreasing sequence
dim[Cτ0 ] > dim[Cτ1 ] > dim[Cτ2 ] > · · · > dim[Cτλ−1 ],
is called the dimension profile with respect to the cyclic subcode chain. In
general, Cτu denotes a cyclic subcode in a chain, and math calligraphy Ci denotes
an irreducible cyclic code.
In the comparison among the DPCs in the inverse dictionary order, accord-
ing to the dimension profiles or not, two standards are introduced as follows re-
spectively. For a given cyclic code C, the lengths of its DPCs are the same, see
[27]. Two chains with length λ are set to be in the same class if dim[C1τu ] =
dim[C2τu ] for 0 ≤ u ≤ λ− 1, where the superscripts 1 and 2 denote the two chains
respectively. The analysis under Standard I is to find the optimum DPC denoted
by ODPC-Iinv for each class in the inverse dictionary order. This idea is with
respect to the variation of the transmission rate, or equivalently the dimension
profile. Some counting properties of the classification are presented in Section 2.3.
The analysis without the dimension profile is said to be under Standard II.
The distance profiles of any two chains are compared directly in the inverse dictio-
nary order to obtain the optimum one, which is denoted by ODPC-IIinv. That
is to say the minimum distance receives more attention.
A cyclic subcode chain that achieves the ODPC (I or II) is called an opti-
mum cyclic subcode chain correspondingly, and the optimum one among all
the ODPC-Is of the classes is the ODPC-II.
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2.3 Key parameters of cyclic subcode chains
For a cyclic code with generator polynomial g(x), let P be the set of minimal
polynomials that are factors of g(x), and J(v) be the number of polynomials with
degree v in P .
Lemma 1 (Theorem 1, [27]) Let C be an [n, k] cyclic code over Fq, and m be the
multiplicative order of q modulo n, i.e. ord(q, n).
– The length of its cyclic subcode chains is λ = |A \ P | = ∑v:v|m(L(v)− J(v)),
where L(v) is the number of q−cyclotomic cosets modulo n with size v, i.e.
L(v) =
∑
g∈G(v)
ϕ(n/g)
v , G(v) = {g : v = ord(q, n/g), g|n} and ϕ(·) is the
Euler function.
– The number of its cyclic subcode chains is λ!, i.e. λ factorial.
– The number of the chains in each class is µ =
∏
v:v|m(L(v)− J(v))!.
– The number of the classes is λ!µ .
Note that, the integers modulo n are considered in {1, 2, · · · , n}.
For examples, refer to [25,27].
3 The ODPCs of a class of cyclic subcodes of GRM(2,m)∗
There are four subsections in this section. Section 3.1 explains the basic defini-
tions and notations about the generalized Reed-Muller codes GRM(µ,m). Some
relevant knowledge about quadratic forms and exponential sums is presented in
Section 3.2. The weights and weight distributions of some cyclic codes with unique
primitive idempotent are analyzed in Section 3.3, which induce Theorem 1 in Sec-
tion 3.4 where the ODPCs-IIinv of a class of cyclic subcodes are obtained for most
cases of m.
3.1 The generalized Reed-Muller codes GRM(µ,m)
In this subsection, we give an elementary account of the generalized Reed-Muller
codes, including the basic definitions and important properties of the punctured
generalized Reed-Muller codes, such as the dimensions and generator polynomials.
Especially, Lemma 4 implies that GRM(µ,m)∗ is a cyclic code with the construc-
tion of idempotent (2), which supports the generation of the cyclic subcode chains.
More detailed work and descriptions can be found in [10,22,35].
The general definition is based on an arbitrary finite field Fq with q elements
where q is a power of an odd prime p. We consider the generalized Reed-Muller
codes over the field Fp.
Take V to be the space Fmp of m-tuples, with standard basis e1, . . . , em, where
ei= (0, 0, . . . , 0, 1, 0, . . . , 0) (with 1 in the ith position) and a general vector in
V is denoted by v. The generalized Reed-Muller codes are p-ary codes, and the
ambient space will be the function space FVp , with the usual basis of characteristic
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functions of the vectors of V . Denote f ∈ FVp by f = f(x1, . . . , xm) where xi lies
in Fp. Set M to be the set of pm monomial polynomials
M = {xi11 xi22 · · ·ximm |0 ≤ ik ≤ p− 1, k = 1, 2, . . . ,m}.
ThenM forms another basis of FVp . The following two definitions and three lemmas
are well-known results [2].
Definition 1 For prime field Fp, set V = F
m
p . Then for any µ such that 0 ≤ µ ≤
m(p−1), the µth order generalized Reed-Muller codes GRM(µ,m) over Fp
is the subspace of FVp (with basis of characteristic functions on the vectors in V )
of all reduced m-variable polynomial functions of degree at most µ. Thus
GRM(µ,m) =
〈
xi11 x
i2
2 · · ·ximm |
m∑
k=1
ik ≤ µ
〉
.
Lemma 2 For any µ such that 0 ≤ µ ≤ m(p− 1),
dim (GRM(µ,m)) =
µ∑
i=0
m∑
k=0
(−1)k
(
m
k
)(
i− kp+m− 1
i− kp
)
.
Especially, dim (GRM(2,m)) = 1+m+ m(m+1)2 . Here,
(
m
k
)
represents the gen-
eral binomial coefficient.
The µth order punctured generalized Reed-Muller codes, where 0 ≤
µ ≤ m(p−1), denoted by GRM(µ,m)∗, is the cyclic code of length pm−1 obtained
by deleting the coordinate position 0 from GRM(µ,m).
Lemma 3 If µ = r(p− 1) + s < m(p− 1) with 0 ≤ s < p− 1, then GRM(µ,m)∗
has minimum weight (p− s)pm−r−1 − 1.
Definition 2 For p a prime and u a positive integer with p-ary representation
u =
∑∞
i=0 uip
i, where 0 ≤ ui ≤ p − 1, the p-weight of u is wp(u) given by
wp(u) =
∑∞
i=0 ui.
For p = 2, 2-weight was used by MacWilliams to study the zeros of the punctured
Reed-Muller codes [29, pp.383]. By using Definition 2, Lemma 4 describes the zeros
of GRM(µ,m)∗ with p-weight.
Lemma 4 Let pi be a primitive root of Fq where q = p
m, then, for 0 ≤ u ≤ pm−2,
piu is a root of the generator polynomial of the code GRM(µ,m)∗ if and only if
0 < wp(u) ≤ m(p− 1)− 1− µ.
From Lemma 4, it can be verified that GRM(2,m)∗ is a cyclic code with
idempotent
θ0 + θ
∗
1 + θ
∗
l⌊m
2
⌋
+ · · ·+ θ∗l1 + θ∗l0 (2)
where li = 1+p
i(0 ≤ i ≤ ⌊m/2⌋). In the subsequent sections, some cyclic subcodes
of GRM(µ,m)∗ will be studied for the ODPCs. See Section 3.3 for the definition
of primitive idempotent.
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3.2 Relevant results from finite fields
In this subsection, relevant knowledge from finite fields is presented first for our
study of cyclic codes in Section 3.2.1 [24]. Then some results about the ranks of
particular quadratic forms and the calculations of certain exponential sums are
given in Section 3.2.2 and Section 3.2.3 respectively. Note that Lemma 5 and
Lemma 8 are known results.
3.2.1 Finite fields and cyclic codes
There is a lot of research on cyclic codes, see [11,19,30] for the irreducible case,
and [12,16,26] for the reducible case. Here, some known properties are listed about
the codeword weight, and the mathematical tools quadratic form and symmetric
matrix.
Weight of codeword in cyclic codes:
Let the cyclic code C over Fp be of length l = q−1 = pm−1 with parity check
polynomial
h(x) = h1(x) · · ·hι(x) (ι ≥ 1), (3)
where hλ(x)(1 ≤ λ ≤ ι) are distinct irreducible polynomials in Fp[x] with degrees
eλ(1 ≤ λ ≤ ι), then k = dimFpC =
∑ι
λ=1 eλ ≤ mι. Let pi be a primitive element
of Fq and pi
−sλ be a zero of hλ(x), 1 ≤ sλ ≤ q−2(1 ≤ λ ≤ ι). Then the codewords
in C can be expressed by
c(α1, . . . , αι) = (c0, c1, . . . , cl−1) (α1, . . . , αι ∈ Fq), (4)
where ci =
∑ι
λ=1Tr(αλpi
isλ)(0 ≤ i ≤ l−1) and Tr : Fq → Fp is the trace mapping
from Fq to Fp. Therefore the Hamming weight of the codeword c = c(α1, . . . , αι)
is:
wH(c) = #{i|0 ≤ i ≤ l − 1, ci 6= 0}
= l− lp − 1p
∑p−1
a=1
∑
x∈F∗
q
ζ
Tr(af(x))
p
= pm−1(p− 1)− 1p
∑p−1
a=1 S(aα1, . . . , aαι)
= pm−1(p− 1)− 1pR(α1, . . . , αι)
(5)
where ζp = e
2pii
p (i is the imaginary unit), f(x) = α1x
s1 + α2x
s2 + · · · + αιxsι ∈
Fq[x],F
∗
q = Fq\{0},
S(α1, . . . , αι) =
∑
x∈Fq
ζTr(α1x
s1+···+αιx
sι )
p , (6)
and R(α1, . . . , αι) =
∑p−1
a=1 S(aα1, . . . , aαι).
Remark 1 There may not be a one-to-one correspondence between the codewords
of C and equation (4).
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Remark 2 When the primitive idempotent θ0 (si = 0 for one i) is included in the
construction of the idempotent of corresponding cyclic code, equation (5) changes
to
wH(c) = p
m−1(p− 1) + δb,0 − 1− 1
p
p−1∑
a=1
ζabp S(aα1, . . . , aαι) (7)
for some b ∈ Fp, where δb,0 is 1 for b = 0, and 0 otherwise.
Quadratic forms:
Fix a basis v1, . . . , vm of Fq over Fp where q = p
m, then each x ∈ Fq can be
uniquely expressed as x = x1v1 + . . . + xmvm (xi ∈ Fp), which is used in the
following Fp-linear isomorphism: Fq
∼→ Fmp , x 7→ X = (x1, . . . , xm). Therefore, a
function f : Fq → Fq induces a function F : Fmp → Fp where F (X) = Tr(f(x)).
For general functions of the form
fα,...,β(x) = αx
pi+1 + · · ·+ βxpj+1 (8)
where 0 ≤ i, . . . , j ≤ ⌊m2 ⌋, there exist quadratic forms
Fα,...,β(X) (9)
and corresponding symmetric matricesHα,...,β satisfying Fα,...,β(X) = XHα,...,βX
T =
Tr(fα,...,β(x)).
Symmetric matrices:
For an m×m symmetric matrix H over Fp and r = rankH, there exists
M ∈ GLm(Fp) such that H′ =MHMT = diag(a1, . . . , ar, 0, . . . , 0) where ai ∈ F∗p.
Let ∆ = a1 · · · ar (set ∆ = 1 for r = 0), and
(
∆
p
)
denotes the Legendre symbol.
We have the following result about the exponential sum corresponding to the
matrix H.
Lemma 5 (Lemma 1, [16])
(i) For the quadratic form F (X) = XHXT ,
∑
X∈Fm
p
ζF (X)p =


(
∆
p
)
pm−r/2 if p ≡ 1 (mod 4),
ir
(
∆
p
)
pm−r/2 if p ≡ 3 (mod 4).
(10)
(ii) For A = (a1, . . . , am) ∈ Fmp , if 2Y H +A = 0 has solution Y = B ∈ Fmp , then
∑
X∈Fm
p
ζF (X)+AX
T
p = ζ
c
p
∑
X∈Fm
p
ζF (X)p where c =
1
2
ABT ∈ Fp. (11)
Otherwise
∑
X∈Fm
p
ζ
F (X)+AXT
p = 0.
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3.2.2 The ranks of particular quadratic forms
In this subsection, the ranks of some quadratic forms corresponding to particular
functions are studied, where Lemma 6 concerns the case for multiple items and
Lemma 7 concerns the case with only one item.
For m a positive integer, set
fd(x) = γ⌊m
2
⌋x
p⌊
m
2
⌋+1 + γ⌊m
2
⌋−1x
p⌊
m
2
⌋−1+1 + · · ·+ γdxp
d+1,
which induces a quadratic form
Fd(X) = Tr(fd(x)) = Tr(fd(x1v1 + · · ·+ xmvm)) = XHdXT
where Hd is the corresponding symmetric matrix. Denote rd = rank(Hd).
Combining the methods used in [6] and [16], there is the following result.
Lemma 6 Letm ≥ 3 be a positive integer and 0 ≤ d ≤ ⌊m2 ⌋. For (γ⌊m2 ⌋, γ⌊m2 ⌋−1, . . . , γd) ∈
F
⌊m
2
⌋−d+1
q \{(0,0, . . . , 0)}, rd ≥ 2d if Hd 6= 0m×m.
Proof Only the case of m = 2t+ 2 is considered here, which implies that ⌊m2 ⌋ =
t+ 1.
For Y = (y1, . . . , ym) ∈ Fmp and y = y1v1 + · · ·+ ymvm ∈ Fq,
Fd(X + Y )− Fd(X)− Fd(Y ) = 2Y HdXT (12)
and
Tr(fd(x+ y))− Tr(fd(x))− Tr(fd(y))
= Tr
((
γt+1x
pt+1y + γt+1y
pt+1x
)
+
(
γtx
pty + γty
ptx
)
+ · · ·+
(
γdx
pdy + γdy
pdx
))
= Tr
(
y
((
γt+1x
pt+1 + γp
t+1
t+1 x
pt+1
)
+
(
γtx
pt + γp
t+2
t x
pt+2
)
+ · · ·+
(
γdx
pd + γp
m−d
d x
pm−d
)))
= Tr (yφd(x))
(13)
where we have used the fact that Tr(α+ β) = Tr(α) + Tr(β) and Tr(α) = Tr(αp)
for α, β ∈ Fq. Here
φd(x) = γt+1x
pt+1+γp
t+1
t+1 x
pt+1+γtx
pt+γp
t+2
t x
pt+2+· · ·+γdxp
d
+γp
m−d
d x
pm−d (14)
which is a p-polynomial over Fq. Since 0 ≤ d ≤ t+ 1, we have m− d ≥ t+ 1 ≥ d,
deg(φd(x)) ≤ pm−d and the smallest degree of x in φd(x) is not less than pd. So,
φd(x)
=
(
γp
m−d
t+1 x
pt+1−d + γp
t+1−d
t+1 x
pt+1−d + γp
m−d
t x
pt−d + γp
t+2−d
t x
pt+2−d + · · ·+ γpm−dd x+ γp
m−2d
d x
pm−2d
)pd
= φ′d(x)
pd
(15)
where deg(φ′d(x)) ≤ pm−2d. Therefore by using (12), (13), (14) and (15),
rd = r ⇔ #{X : Y HdXT = 0 for all Y ∈ Fmp } = pm−r
⇔ #{x : Tr(yφd(x)) = 0 for all y ∈ Fq} = pm−r
⇔ φd(x) = 0 or φ′d(x) = 0, has pm−r solutions in Fq.
Thus rd ≥ 2d. ⊓⊔
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Remark 3 In the above, if the only nonzero element is γt+1, and γ
pt+1
t+1 +γt+1 = 0,
then the corresponding matrix Ht+1 is a zero matrix. In this case, its rank is zero
which does not satisfy that rt+1 ≥ 2d. Hence we assume that Hd 6= 0m×m.
Lemma 7 Let m ≥ 3 be a positive integer. For 0 ≤ i ≤ ⌊m2 ⌋ and α ∈ F∗q , the
rank of the symmetric matrix Hα corresponding to the quadratic form Fα(X) =
Tr(fα(x)) = Tr(αx
pi+1) satisfies rα = m or rα = m − gcd(2i,m). In particular,
the rank rα = m− 2i′ is an even number when m is even and i′ is an integer.
Proof Refer to the proof of Lemma 2 in [16]. ⊓⊔
3.2.3 Certain results about exponential sums
Let ν2(b) denote the 2-adic order function of integer b (i.e., the maximal power
of 2 dividing b). The following two lemmas are about exponential sums (6) for
functions of the form (8). Lemma 8 is for the particular case where only one of
α, . . . , β is nonzero. For nonzero α, fα(x) = αx
pj+1. Corresponding results are
considered in Remark 4 and Remark 5 for the cases with θ∗1 and θ0 respectively.
Lemma 8 (Corollary 7.6., [13]) Let α ∈ F∗pm and j ≥ 0.
(i) If ν2(m) ≤ ν2(j),
S(α) = η(α)(−1)m−1i 14 (p−1)2mp 12m,
where η is the quadratic character of the finite field Fpm and i is the imaginary
unit.
(ii) If ν2(m) = ν2(j) + 1,
S(α) =

p
1
2
[m+gcd(2j,m)] if α
(pj−1)(pm−1)
pgcd(2j,m)−1 = −1,
−p 12m otherwise .
(iii) If ν2(m) > ν2(j) + 1,
S(α) =

−p
1
2
[m+gcd(2j,m)] if α
(pj−1)(pm−1)
pgcd(2j,m)−1 = 1,
p
1
2
m otherwise.
Now, exponential sums R(α, . . . , β) can be calculated as in [16] that will be
needed in the sequel.
Lemma 9 For the quadratic form Fα,...,β(X) = XHα,...,βX
T corresponding to
fα,...,β(x), see (9),
(i) if the rank rα,...,β of the symmetric matrix Hα,...,β is even, which means that
S(α, . . . , β) = εpm−
rα,...,β
2 , then
R(α, . . . , β) = ε(p− 1)pm−
rα,...,β
2 ; (16)
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(ii) if the rank rα,...,β of the symmetric matrix Hα,...,β is odd, which means that
S(α, . . . , β) = ε
√
p∗pm−
rα,...,β+1
2 , then
R(α, . . . , β) = 0 (17)
where ε = ±1.
Remark 4 For the exponential sum S(α, . . . , β) corresponding to fα,...,β(x) =
αxp
i+1 + · · · + βxpj+1 with quadratic form Fα,...,β(X) and symmetric matrix
Hα,...,β (equation (9)), consider S
′(α, . . . , β, γ) with respect to
f ′α,...,β,γ(x) = fα,...,β(x) + γx, (18)
and R′(α, . . . , β, γ) =
∑p−1
a=1 S
′(aα, . . . , aβ, aγ) (equation (5)). From Lemma 5,
there are four cases to be considered where the first two equations are for the case
with symmetric matrix Hα,...,β of even rank and the last two equations for the
case of odd rank. It can be calculated that
• if S′(α, . . . , β, γ) = εpr′, then R′(α, . . . , β, γ) = ε(p− 1)pr′ ;
• if S′(α, . . . , β, γ) = εζcppr
′
, then R′(α, . . . , β, γ) = −εpr′;
• if S′(α, . . . , β, γ) = ε√p∗pr′ , then R′(α, . . . , β, γ) = 0;
• if S′(α, . . . , β, γ) = εζcp
√
p∗pr
′
, then R′(α, . . . , β, γ) = ε
(
−c
p
)
pr
′+1.
In the above, r′ is a positive integer, c ∈ F∗p, p∗ =
(
−1
p
)
p and ε = ±1.
Remark 5 Lemma 9 considers the case without θ0, θ
∗
1 , and Remark 4 considers the
case without θ0 but with θ
∗
1 .
• When the primitive idempotent θ0 is included in the construction of the idem-
potent of cyclic code, it can be checked from equation (7) that the forms of the
results corresponding to Remark 4 will not change.
• Furthermore, in the weight equation (7), the item δb,0 − 1 comes from the
consideration of θ0 comparing with equation (5).
• In addition, Lemma 9 considers the case of (18) when γ = 0, the results of
which will be similar to Remark 4 when θ0 is also included.
3.3 Cyclotomic cosets and irreducible cyclic codes
In this subsection, properties of cyclotomic cosets and MacWilliams’ identities
are presented, and the weight distributions of some irreducible cyclic codes cor-
responding to primitive idempotents in (2) are investigated. They can be proved
by calculating the value distribution of exponential sums or using MacWilliams’
identities. These studies will aid the investigations of ODPC in subsequent sec-
tions.
Cyclotomic cosets:
The cyclotomic coset containing s is defined to beDs = {s, sp, sp2, . . . , spms−1}
where ms is the smallest positive integer such that p
ms · s ≡ s (mod pm− 1). The
primitive idempotent θs is defined as a polynomial satisfying θs(pi
j) = 1, if j ∈
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Ds, and 0 otherwise where pi is a primitive element of the field Fq = Fpm . Also,
define the primitive idempotent θ∗s by θ
∗
s (pi
j) = 1, if j ∈ D−s, and 0 otherwise.
In this paper, we will need primitive idempotents of the forms θ0, θ
∗
1 , θ
∗
li , where
li = 1+ p
i, i = 0, 1, 2, . . . , ⌊m2 ⌋. The irreducible cyclic code with primitive
idempotent θ∗li is denoted by Ci. In addition, C′0 corresponds to the case
of θ∗1 . The following lemma is about the size of cyclotomic cosets.
Lemma 10 If m = 2t + 1 is odd, then for li = 1 + p
i, the cyclotomic coset Dli
has size
|Dli | = m, 0 ≤ i ≤ t.
If m = 2t+ 2 is even, then for li = 1 + p
i, the cyclotomic coset Dli has size
|Dli | =
{
m, 0 ≤ i ≤ t
m/2, i = t+ 1.
MacWilliams’ identities:
In [29], there is MacWilliams’ theorem for Hamming weight enumerators of
linear codes over finite field. Let Ai be the number of codewords of weight i in a
code C with length l and dimension k where 0 ≤ i ≤ l. Let A′i be the corresponding
number in the dual code C⊥ with dimension l − k. Then
WC(x, y) =
1
|C⊥|WC⊥(x+ (p− 1)y, x− y) (19)
where WC(x, y) =
∑l
i=0Aix
l−iyi. Setting x = 1, from (19) we deduce
l∑
i=0
Aiy
i =
1
pl−k
l∑
i=0
A′i(1 + (p− 1)y)l−i(1− y)i. (20)
After differentiating (20) with respect to y and setting y = 1, the first Pless
moment identity is obtained for l ≥ 2
l∑
i=1
iAi
pk
=
1
p
((p− 1)l−A′1) = 1p (p− 1)l if A
′
1 = 0. (21)
Differentiating again, we can get the second Pless moment identity for l ≥ 3, etc.
Weights of some irreducible cyclic codes:
Lemma 11 Let m > 1 be an integer. The irreducible cyclic code C′0 with primitive
idempotent θ∗1 has only one nonzero weight p
m−1(p− 1).
The following lemma is obtained from equation (5) by using Lemma 8 and
Lemma 9 where R(α) = ±(p− 1)pm2 +u.
Lemma 12 Let m = 2t+2, t ≥ 1. For 0 ≤ i ≤ t, the irreducible cyclic code Ci with
primitive idempotent θ∗li has weights of the forms p
m−1(p − 1) ± (p − 1)pm2 +u−1
where u = 0 or i′ defined in Lemma 7.
In fact, pm−1(p−1)+(p−1)pm2 +u−1 corresponds to the negative value of S(α)
in Lemma 8, and pm−1(p− 1)− (p− 1)pm2 +u−1 corresponds to the positive value
of S(α).
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Lemma 13 Let m = 2t+2, t ≥ 1. The irreducible cyclic code Ct+1 with primitive
idempotent θ∗lt+1 has only one nonzero weight, and Apm−1(p−1)+ p−1
p
p
m
2
= p
m
2 − 1.
Example 1 Set m = 8, p = 3. The irreducible cyclic code C4 with primitive idem-
potent θ∗l4 has generator polynomial
g(x) =
x6560 − 1
x4 + x3 − 1
and only one nonzero weight 4428.
Lemma 14 Let m = 2t + 2, t ≥ 1. The irreducible cyclic code C0 with primitive
idempotent θ∗l0 has two nonzero weights, and Apm−1(p−1)+ p−1
p
p
m
2
= A
pm−1(p−1)− p−1
p
p
m
2
=
pm−1
2 .
Lemma 15 is about the weight distributions of a class of irreducible cyclic codes
with m in the form of double factorial. As for Lemma 12, it can be deduced using
Lemma 8.
Lemma 15 Let m = 2t+2 = 1 · 3 · 5 · 7 · · · (2t′− 1) · 2s0 where t′ ≥ 3 and s0 ≥ 2.
For i = 1 · 2s0−1, 3 · 2s0−1, 5 · 2s0−1, 7 · 2s0−1, . . . , (2t′ − 1) · 2s0−1, the irreducible
cyclic code Ci with primitive idempotent θ∗li has two nonzero weights and
A
pm−1(p−1)+ p−1
p
p
m
2
=
pi
pi + 1
(pm − 1) , A
pm−1(p−1)− p−1
p
p
m
2
+i =
1
pi + 1
(pm − 1) .
3.4 The ODPCs-IIinv of a class of cyclic codes
Before going on, let’s consider the following lemma which is the counterpart of
Lemma 6 for evaluating the ranks of corresponding quadratic forms in the third
step of the proof of Theorem 1.
For f ′d(x) = α0x
2+α1x
p+1+ · · ·+αdxpd+1 with corresponding quadratic form
F ′d(X) = Tr(f
′
d(x)) = XH
′
dX
T where (α0, α1, . . . , αd) ∈ Fd+1q \{(0,0, . . . , 0)}, the
following result is about its rank.
Lemma 16 Let m ≥ 3 be a positive integer, 0 ≤ d ≤ ⌊m2 ⌋. The rank r′d of the
symmetric matrix H′d satisfies r
′
d ≥ m− 2d.
Proof Refer to the poof of Lemma 6 where the counterpart here means that the
lowest degree in Lemma 6 is the highest degree in this lemma. ⊓⊔
Theorem 1 Let m = 2t+2 = 1 · 3 · 5 · 7 · · · (2t′− 1) · 2s0 where t′ ≥ 3 and s0 ≥ 2.
For the cyclic code C with idempotent
θ0 + θ
∗
1 + θ
∗
l0 + θ
∗
l
1·2s0−1
+ θ∗l
3·2s0−1
+ θ∗l
5·2s0−1
+ · · ·+ θ∗l
(2t′−1)·2s0−1
,
the following order of adding the primitive idempotents one-by-one
θ0, θ
∗
1 , θ
∗
l0 , θ
∗
l
1·2s0−1
, θ∗l
3·2s0−1
, θ∗l
5·2s0−1
, · · · , θ∗l
(2t′−1)·2s0−1
(22)
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will get the ODPC-IIinv. The corresponding minimum distances of the above chain
satisfy that
dτt′+2 = p
m − 1,
dτt′+1 = p
m−1(p− 1)− 1 and
dτt′−d+3 = p
m−1(p− 1)− 1− p−1p p
m
2
+(2(d−3)−1)·2s0−1·(1−δd,3) for 3 ≤ d ≤ t′ + 3
where δd,3 = 1 for d = 3 and 0 otherwise.
Proof To get the ODPC-IIinv , the selection of subcodes from the first to the end
can be proceeded by adding the primitive idempotents one-by-one in the following
order.
(i) In the first step, primitive idempotent θ0 corresponds to the cyclic subcode
Cτt′+2 with all one vector and its multiples. It is obvious that it has the largest
minimum distance dτt′+2 = p
m − 1.
(ii) In the second step, if the primitive idempotent θ∗1 is selected, the corresponding
cyclic subcode Cτt′+1 with idempotent
θ0 + θ
∗
1 (23)
has minimum distance dτt′+1 = p
m−1(p − 1) − 1 according to Lemma 11 and
equation (7)
wH(c) = p
m−1(p− 1) + δb,0 − 1− 1
p
p−1∑
a=1
ζabp S(aα1, . . . , aαι)
where δb,0 is 1 for b = 0, and 0 otherwise. It is bigger than the minimum
distance of any cyclic code obtained by replacing θ∗1 with θ
∗
li in (23). In fact,
any irreducible cyclic subcode Ci with primitive idempotent θ∗li has distance
pm−1(p − 1) − (p − 1)pm2 +i−1 by Lemma 14 and Lemma 15, where i = 0, 1 ·
2s0−1, 3 · 2s0−1, . . . , (2t′ − 1) · 2s0−1.
(iii) For the dth step, where 3 ≤ d ≤ t′ + 3, the cyclic code Cτt′−d+3 obtained from
(22) has minimum distance
dτt′−d+3 = p
m−1(p− 1)− 1− p− 1
p
p
m
2
+(2(d−3)−1)·2s0−1·(1−δd,3)
where δd,3 = 1 for d = 3 and 0 otherwise, see follows.
• In fact, Lemma 14 and Lemma 15 imply that there is a codeword c of
weight
dτt′−d+3 + 1 (24)
in the irreducible cyclic code Cu with primitive idempotent θ∗lu , which is a
subcode of Cτt′−d+3 where u = (2(d− 3)− 1) · 2s0−1 · (1− δd,3).
• In addition, by Lemma 16, the ranks of quadratic forms of the codewords
in the cyclic subcode Cτt′−d+3 are not less than m− 2u.
• According to Lemma 9, the rank of the quadratic form of the codeword
with weight (24) is m − 2u which doesn’t depend on θ0, θ∗1 . And then we
can find another codeword with actual minimum weight dτt′−d+3 of Cτt′−d+3
by adding a linear polynomial to c, see the second item of Remark 5 in the
case of δb,0 = 0.
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Any other selection of cyclic subcode with d primitive idempotents (22) will
contain a codeword of weight strictly less than dτt′−d+3 by Lemma 14 and
Lemma 15. ⊓⊔
Remark 6 Suppose the parametersm, t, t′ and s0 satisfy the conditions of Theorem
1. For a cyclic code corresponding to the sum of some primitive idempotents
θ0, θ
∗
1 , θ
∗
l0 and θ
∗
l
i·2s0−1
, . . . , θ∗l
j·2s0−1
(25)
where i, . . . , j are divisors of 1 ·3 ·5 ·7 · · · (2t′−1), the ODPC-IIinv can be analyzed
in a similar process.
Furthermore, the ODPC can be studied for many natural numbers m with
ν2(m) ≥ 2 according to the factorization of m. In fact, for m = pn11 pn22 · · · pnt′′t′′ 2s0
where p1, p2, . . . , pt′′ are odd primes, the parameters i, . . . , j of formula (25) lie in
the set
{pn
′
1
1 p
n′2
2 · · · p
n′
t′′
t′′ |0 ≤ n′1 ≤ n1, . . . , 0 ≤ n′t′′ ≤ nt′′}
which has size N = (n1 + 1)(n2 + 1) · · · (nt′′ + 1). Considering the first three
elements of (25), the total number of cyclic codes, the ODPC-IIinv of which can
be obtained by using a similar method of Theorem 1, is about 2N+2.
4 Bounds and achievability on the ODPC of GRM(2,m)∗
This section investigates the ODPC of GRM(2,m)∗ in the inverse dictionary
order. In fact, we are trying to extend a cyclic subcode chain by increasing the
length of information bits and keep the minimum distances as large as possible
in each step. For this, necessary knowledge about alternating bilinear forms and
quadratic forms is discussed in Section 4.1. The possible values of the parameter
c in Lemma 5 are investigated in Section 4.2, which analyzes the forms of the
minimum distances. Then in Section 4.3, the bounds and achievability on ODPC
are analyzed separately according to m is even or odd under Standard I and
Standard II, see Theorem 2, Theorem 3, Proposition 2 and Proposition 3.
4.1 Alternating bilinear forms and quadratic forms
In this subsection, a brief explanation and properties of alternating bilinear forms,
quadratic forms, skew-symmetric matrices, symmetric matrices, and (m, d)-sets
are presented.
Alternating bilinear forms:
Let V be an m-dimensional vector space over the field Fp where p is an odd
prime. An alternating bilinear form on V is a bilinear form B(·, ·) which satisfies
B(x,x) = 0,
from which it follows that
B(x,y) + B(y,x) = 0 ∀x,y ∈ V.
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Remark 7 When p = 2, it is also called symplectic form as defined in [29]. A more
general definition over a finite field Fq can also be stated, where q is a power of a
prime.
A skew-symmetric matrix B = [bi,j ] of order m is a matrix which satisfies
bi,i = 0, bi,j + bj,i = 0.
There is a one-to-one correspondence between the set B(m, p) of alternating bi-
linear forms on V and the set (denoted by Ym = Y (m, p)) of skew-symmetric
matrices of order m over Fp. Clearly, Ym is an
m(m−1)
2 -dimensional vector space
over Fp. The rank of a form B(·, ·) is the rank of its skew-symmetric matrix, which
is even.
Set n = ⌊m/2⌋. For k = 0, 1, . . . , n, the partition R′ = {R′0, R′1, . . . , R′n} of
Y 2m = Ym × Ym is defined by
R′k = {(A,B) ∈ Y 2m|rank(A−B) = 2k}.
Clearly, R′k is symmetric binary relation on Ym, and R
′
0 is the diagonal relation. In
fact (Ym, R
′) is an association scheme with n classes, see [9]. The reader is referred
to [5,8,29,32] for a definition and fundamental properties of association schemes.
An (m, d)-set Y is a subset of Ym satisfying that
rank(A−B) ≥ 2d, ∀A,B ∈ Y, A 6= B, (26)
where 1 ≤ d ≤ n. Set c = pm(m−1)/2n. The following result is about the Singleton
bound on the size of (m, d)-set.
Lemma 17 (Theorem 4., [9]) For any (m,d)-set Y , we have (the Singleton bound)
|Y | ≤ cn−d+1.
Quadratic forms:
Let Q(m, p) be the set of all quadratic forms of an m-dimensional vector space
V over Fp, where p is an odd prime. Then Q(m, p) can be considered as a vector
space of dimension m(m+ 1)/2 over Fp. In fact, there is a one-to-one correspon-
dence from Q(m, p) to the set (denoted by Xm = X(m, p)) of symmetric matrices
with order m over Fp. The more general definition of quadratic forms is over an
arbitrary finite field Fq where q is a power of a prime.
Let
R = {Ri : i = 0, 1, 2, . . . , ⌊m+ 1
2
⌋}
be the set of symmetric relations Ri on Xm defined by
Ri = {(A,B)|A,B ∈ Xm, rank(A−B) = 2i− 1 or 2i}.
It is easy to verify that R is a partition of X2m.
Corresponding to the association scheme (Ym, R
′) of skew-symmetric matrices,
the following results are about the scheme (Xm, R) in [14].
Lemma 18 (Theorem 1., [14]) (Xm, R) forms an association scheme of class
⌊(m+ 1)/2⌋.
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Lemma 19 (Theorem 2., [14]) All the parameters (and consequently all the eigen-
values) of the two association schemes (Xm, R) and (Ym+1, R
′) of class ⌊(m+1)/2⌋
are exactly the same.
A set X ⊂ Xm is called an (m, d)-set of Xm if it satisfies
rank(A−B) ≥ 2d− 1, ∀A 6= B ∈ Xm,
where 1 ≤ d ≤ ⌊(m+1)/2⌋. Note that, the (m, d)-set of Ym implies that rank(A−
B) ≥ 2d in (26). The following proposition is about the size of the (m, d)-set of
Xm, which is a counterpart of Lemma 17.
Proposition 1 Set c = pm(m+1)/2n, n = ⌊(m + 1)/2⌋. For any (m, d)-set X ⊂
Xm, we have (the Singleton bound) |X| ≤ cn−d+1.
4.2 The parameter c in Lemma 5
In this subsection, the possible values of the parameter c in Lemma 5 are inves-
tigated in Lemma 22 for rank r ≥ 2. In fact, using Corollary 1 and Lemma 21,
any element c of Fp can be constructed by (11) in Lemma 5. This is necessary
for us to understand the weights of some corresponding codewords, especially the
minimum weights. Lemma 23 considers the codeword weights for the case of rank
1.
Lemma 20 Every element in a finite field Fq can be written as a sum of two
squares where q = pm for some prime p.
Corollary 1 Let f(x, y, . . . , z) = αx2 + βy2 + · · · + γz2 where α, β, . . . , γ ∈ Fq
are fixed and at least two of the coefficients are nonzero. Then every element a of
Fq can be expressed by f(x, y, . . . , z), i.e., there are xa, ya, . . . , za ∈ Fq such that
a = f(xa, ya, . . . , za).
Proof It is only necessary to consider the situation such that, for any given f(x, y) =
αx2 + βy2(α, β 6= 0), there are xa, ya ∈ Fq satisfying a = f(xa, ya), see the follow-
ing three subcases.
(i) If α and β are both squares, then α = α0
2 and β = β0
2. Therefore
f(x, y) = (α0x)
2 + (β0y)
2 = x′2 + y′2where x′ = α0x, y
′ = β0y.
According to Lemma 20, every element of Fq can be expressed by f(x, y).
(ii) If α and β are both non-squares, then α = c0α0
2 and β = c0β0
2 where c0 ∈ F∗q
is a non-square element. Thus
f(x, y) = c0
(
(α0x)
2 + (β0y)
2
)
= c0f
′(x, y)
where f ′(x, y) = x′2 + y′2, x′ = α0x and y
′ = β0y. From Lemma 20, every
element of Fq can be expressed by f
′(x, y), and then by f(x, y).
(iii) If α is a square and β is a non-square, then α = α0
2 and β = c0β0
2, where
c0 ∈ F∗q is a non-square element. Take y = 0, every square element of Fq can
be expressed by f(x, 0) = (α0x)
2. Take x = 0, every non-square element of Fq
can be expressed by f(0, y) = c0(β0y)
2. ⊓⊔
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For f ′α,...,β,γ(x) = αx
pi+1+· · ·+βxpj+1+γx with domain Fq, consider the cor-
responding exponential sum of the form S′(α, . . . , β, γ) =
∑
X∈Fm
p
ζp
XHXT+AXT
as defined in Remark 4, where α, . . . , β, γ ∈ Fq, q = pm. Lemma 21 states that
the vector A can be all elements of Fmp , and then combines with Corollary 1 to
support Lemma 22.
Lemma 21 Let f ′γ(x) = γx, then
Tr(f ′γ(x)) = Tr(γx) = AX
T (27)
where A = (Tr(γv1), · · · ,Tr(γvm)) ∈ Fmp , x = x1v1 + · · · + xmvm, xi ∈ Fp and
v1, . . . , vm is a basis of Fq over Fp. When γ varies over the elements of Fq, A may
be any element of Fmp .
Proof From (4) in the case of ι = 1, it can be checked that Tr(f ′γ(x)) generates
all the codewords of C′0 with primitive idempotent θ∗1 , whose dimension is m. In
addition, the number of codewords and the number of γs are the same as pm.
So different γ represents different codeword in (27). In another word, different As
represent pm different codewords. ⊓⊔
Lemma 22 The parameter c in Lemma 5 can be any element of Fp if the rank r
of corresponding quadratic form F (X) is not less than 2.
Proof It is known that there exists a matrix M ∈ GLFmp such that H′ =MHMT
is a diagonal matrix H′ = diag(a1, a2, . . . , ar, 0, . . . , 0) where ai ∈ F∗p(1 ≤ i ≤ r).
In addition, for any c ∈ Fp, there exists a relation between c, A,B and matrix H
as stated in the following from Lemma 5,
c = 12AB
T
= 12 (−2BHBT ) = −BHBT = −B′H′B′T
= −(a1x21 + · · ·+ arx2r)
(28)
where B is a variable vector and B′ = BM−1. Furthermore, from Corollary 1
there exists B′ = (x1, . . . , xr, 0, . . . , 0) satisfying equation (28), then B = B
′M . In
this case A = −2BH which from Lemma 21 corresponds to an element γ ∈ Fq. ⊓⊔
The following lemma is about the possible codeword weights when the sym-
metric matrix has rank 1.
Lemma 23 For the function fα,...,β(x) defined in (8), denote its corresponding
quadratic form and symmetric matrix by Fα,...,β(X) and Hα,...,β respectively. Sup-
pose the rank of the matrix satisfies rα,...,β = 1. Then for the function fα,...,β,γ(x) =
fα,...,β(x)+ γx, the weights of corresponding codewords (see, (5)) are p
m−1(p− 1)
and pm−1(p− 2) when γ varies over Fq.
Proof According to Lemma 5, the exponential sum S′(α, . . . , β, γ) corresponding
to fα,...,β,γ(x) has value ζ
c
p
(
h
p
)√
p∗pm−1, where c = −b2h, b ∈ Fp and h is the
nonzero element of the one-dimensional matrix H′ as stated in the paragraph
before Lemma 5. By Remark 4, the corresponding exponential sum R′(α, . . . , β, γ)
is 0 if b = 0, and
(
h
p
)(
b2h
p
)
pm = pm if b 6= 0. From the relation between the weight
of codeword and corresponding exponential sum (5), this lemma is obtained. ⊓⊔
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4.3 Main results on ODPC of GRM(2,m)∗
In this subsection, bounds and achievability on the ODPC are studied for the case
of m = 2t + 2 in Section 4.3.1 and for the case of m = 2t + 1 in Section 4.3.2.
Theorem 2 is for Standard I and even m, and Theorem 3 is for Standard II and
even m. The case of odd m under Standard I appears in Proposition 2, and the
case of odd m under Standard II is provided in Proposition 3.
4.3.1 The case of m = 2t+ 2
In this subsection the ODPC of the cyclic code GRM(2,m)∗ is studied in the
inverse dictionary order, which has idempotent θ0 + θ
∗
1 + θ
∗
lt+1 + · · · + θ∗l1 + θ∗l0 ,
see Section 3.1. According to Lemma 1, the length of the cyclic subcode chains is
λ = t+4, the number of chains is (t+4)!, the number of chains contained in each
class is µ = (t+2)!1!1! = (t+2)!, and the number of classes is λ!µ = (t+4)(t+3).
As to the comparison between the distance profiles under Standard I, when in-
creasing the message length in the cyclic subcode chain, we focus on the decreasing
dimension profile here
(t+ 2)m+ m2 + 1, . . . , jm+
m
2 + 1, (j − 1)m+ m2 + 1,
(j − 1)m+ m2 , . . . , (i+ 1)m+ m2 , im+ m2 ,
im, . . . , 2m,m.
(29)
It means that the primitive idempotent θ∗lt+1 is accumulated in the (i+1)th order
to construct the cyclic code with dimension im + m2 in Theorem 2, and θ0 is
accumulated in the (j + 1)th order to construct the cyclic code with dimension
(j − 1)m+ m2 + 1, where 2 ≤ i < j ≤ t+ 1.
Remark 8 The focus on equation (29) is of universal significance, where integer j
is selected satisfying 3 ≤ j ≤ t + 1. For any such j, the number of i that can be
selected is j − 2. Altogether the number of classes included by equation (29) is
t+1∑
j=3
(j − 2) = t(t− 1)
2
which is almost half of the whole number of classes (t+ 4)(t+ 3).
The following t+ 4 sets will restrict the minimum distances in Theorem 2.
• First part:
Bτt+3 = {pm−1(p− 1)};
Bτt+2 = {pm−1(p− 1)− (p− 1)pt+1, pm−1(p− 1)− pt+1
pm−1(p− 1)− (p− 1)pt, pm−1(p− 1)− pt};
• Second part: for 3 ≤ d ≤ i,
Bτt−d+4 = {pm−1(p− 1)− pt+d−2, pm−1(p− 1)− (p− 1)pt+d−2,
pm−1(p− 1)− pt+d−1, pm−1(p− 1)− (p− 1)pt+d−1}; (30)
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• Third part: for i+ 1 ≤ d ≤ j,
Bτt−d+4 = {pm−1(p− 1)− pt+d−2, pm−1(p− 1)− (p− 1)pt+d−2};
• Fourth part: for j + 1 ≤ d ≤ t+ 3,
Bτt−d+4 = {pm−1(p− 1)− 1− (p− 1)pt+d−3, pm−1(p− 1)− 1− pt+d−3};
• Final part: Bτ0 = {pm−1(p− 2)− 1}.
Theorem 2 Let m = 2t+2, t ≥ 2. For the cyclic code GRM(2,m)∗, consider the
dimension profile (29) under standard I. The chain obtained by accumulating the
primitive idempotents one-by-one in the following order
θ∗1 , θ
∗
lt , . . . , θ
∗
lt−i+2 , θ
∗
lt+1 , θ
∗
lt−i+1 , . . . , θ
∗
lt−j+3 , θ0, θ
∗
lt−j+2 , . . . , θ
∗
l1 , θ
∗
l0 (31)
provides a distance profile satisfying
dτu ∈ Bτu(0 ≤ u ≤ t+ 3) (32)
in the inverse dictionary order, where 2 ≤ i < j ≤ t+ 1. The corresponding cyclic
subcode chain (expansion from right to left) is denoted by
Cτ0 ⊃ Cτ1 ⊃ · · · ⊃ Cτt+2 ⊃ Cτt+3 .
For any other cyclic subcode chain, the minimum distance is less than or equal to
the corresponding maxBτu , especially the ODPC.
Proof The following proof is about how to expand the cyclic subcodes by accumu-
lating the primitive idempotents in (31) with corresponding minimum distances
from the sets Bτu(t+ 3 ≥ u ≥ 0) in the five parts listed before Theorem 2.
By Lemma 10, the dimension of the irreducible cyclic code Ci ism for 0 ≤ i ≤ t,
dim Ct+1 = m2 , dimC−1 = 1 and dim C′0 = m where C−1 and C′0 correspond to
θ0 and θ
∗
1 respectively. Since the dimension profile is of the form (29) by the
assumption under Standard I, primitive idempotents θ∗lt+1 (of Ct+1) and θ0 are
selected in the (i+ 1)th and (j + 1)th orders respectively.
Let’s consider the first i orders in the selection process.
Firstly, from Lemma 11, Lemma 12 and Lemma 13, except for θ∗lt+1 , only the
primitive idempotent θ∗1 corresponding to the cyclic code Cτt+3 can achieve the
optimum minimum distance dτt+3 = p
m−1(p − 1). Then dτt+3 ∈ Bτt+3 . For the
second order using the set Bτt+2 , it can be checked that the minimum distance of
the cyclic code Cτt+2 with idempotent θ
∗
1 + θ
∗
lt is p
m−1(p − 1) − (p − 1)pt+1 or
pm−1(p− 1)− pt+1 by Lemma 7, Lemma 8 and Remark 4.
Secondly, consider dτt−d+4 for the dth order where 3 ≤ d ≤ i. The correspond-
ing cyclic subcode Cτt−d+4 obtained from the chain (31) has quadratic forms with
ranks rt−d+4 ≥ 2(t−d)+4 by Lemma 6. The number of quadratic forms contained
in Cτt−d+4 is p
(d−1)m. By Proposition 1, the maximum number of quadratic forms
with ranks r ≥ 2(t−d)+7 is p(m+1)(d−2) which is smaller than p(d−1)m. So, there
must be some quadratic forms of ranks rt−d+4 = 2(t − d) + 6, 2(t − d) + 5 or
2(t− d)+4. Let’s consider these three cases separately, which shows the construc-
tion of set (30).
(i) Assume that there is a quadratic form F (X) of rank 2(t− d) + 6 in Cτt−d+4 .
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(a) From Lemma 5, suppose the corresponding exponential sum is S = pm−
rt−d+4
2 =
pt+d−1. By Lemma 9, the sum R corresponding to S is (p− 1)pt+d−1. Ac-
cording to the relation between the weight of a codeword and correspond-
ing exponential sum (5), there is a codeword of weight pm−1(p− 1)− (p−
1)pt+d−2.
(b) Suppose the corresponding exponential sum is S = −pm−
rt−d+3
2 = −pt+d−1.
By the second part of Lemma 5, there is an exponential sum with value
S′ = −ζcppt+d−1, where c can be chosen to be nonzero by Lemma 22.
By Remark 4, the related sum R′ has value pt+d−1. Hence, there exists a
codeword of weight pm−1(p− 1)− pt+d−2 by equation (5).
(ii) Assume that there is a quadratic form F (X) of rank 2(t−d)+5. By Lemma 5,
the corresponding exponential sum has value S = ε
√
p∗pt+d−1(ε = ±1), and
S′ = εζcp
√
p∗pt+d−1. By Remark 4, the related sum R′ has value ε
(
−c
p
)
pt+d,
where ε
(
−c
p
)
is set to be 1 by Lemma 22. Again from equation (5), there is a
codeword of weight pm−1(p− 1)− pt+d−1.
(iii) Assume that there is a quadratic form F (X) of rank 2(t− d) + 4. As in case
(i), there is a codeword of weight pm−1(p − 1) − (p − 1)pt+d−1 or pm−1(p −
1)− pt+d−1.
For any other chain in the first i orders, to get the optimum distance profile, the
first selected primitive idempotent is also θ∗1 . For the dth order, where 2 ≤ d ≤ i,
denote the generated cyclic subcode by C ′τt−d+4 . As in the above analysis, the least
rank of the quadratic forms contained in C ′τt−d+4 is at most rt−d+4 = 2(t− d) + 6.
Then the possible minimum weights are at most pm−1(p− 1)− (p− 1)pt+d−2 or
pm−1(p− 1)− pt+d−2, which are the same as case (i).
Note that, in last paragraph, one condition of Lemma 22 is used such that the
rank of corresponding quadratic form is larger than or equal to 2. If the rank is 1,
use Lemma 23 instead of Lemma 22. Furthermore, the lower the rank, the smaller
the corresponding codeword weight would be. Therefore, for 3 ≤ d ≤ i we have
t− i+ 4 ≤ t− d+ 4 ≤ t+ 1, dτt−d+4 ∈ Bτt−d+4 , and the minimum distance in the
ODPC is not bigger than maxBτt−d+4 of (30).
Thirdly, for the dth order, where i+1 ≤ d ≤ j whence t− j+4 ≤ t− d+4 ≤
t − i + 3, the primitive idempotent θ∗lt+1 is added in the beginning of this third
part for the construction of the cyclic subcode Cτt−d+4 . The number of quadratic
forms contained in Cτt−d+4 is p
(d−2)m+m
2 . As above, the minimum distance dτt−d+4
belongs to the set Bτt−d+4 = {pm−1(p−1)−pt+d−2, pm−1(p−1)− (p−1)pt+d−2}.
Fourthly, for the dth order, where j + 1 ≤ d ≤ t+ 3 whence 1 ≤ t− d+ 4 ≤
t − j + 3, the corresponding cyclic subcode is also denoted by Cτt−d+4 . Since the
primitive idempotent θ0 is accumulated in the beginning of this part, as above it
can be verified that the minimum distance dτt−d+4 belongs to the set Bτt−d+4 =
{pm−1(p− 1)− 1− (p− 1)pt+d−3, pm−1(p − 1)− 1 − pt+d−3}. In details, choose
a nonzero element b of equation (7) corresponding to the case that δb,0 − 1 = −1.
In addition, since the ranks of corresponding quadratic forms are not less than
2, the element c of Lemma 5 can be chosen to be any one of Fp by Lemma 22.
Thus, substituting c of Remark 4 with the value b + c, the possible values of the
minimum distance are in the set Bτt−d+4 .
Finally, set Bτ0 = {pm−1(p− 2)− 1} since the code is GRM(2,m)∗. ⊓⊔
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Corollary 2 In fact, the distance profile
dτ0 , dτ1 , . . . , dτt+2 , dτt+3 (33)
obtained from the chain (31) of Theorem 2 is a lower bound on the ODPC-Iinv,
and the sequence
maxBτ0 ,maxBτ1 , . . . ,maxBτt+2 ,maxBτt+3 (34)
gives an upper bound on ODPC-Iinv. Since there are only a few elements with
small differences in each set Bτu , from the analysis of Remark 9 we say that in
this sense the lower bound (33) almost achieves this upper bound.
Remark 9 Divided by pm−1(p− 1), the largest difference between the elements of
each Bτu is about
1
pm−t−d
where m = 2t+ 2.
The last statement of Theorem 2 states that “the minimum distance is less than
or equal to the corresponding maxBτu”. The comparison is component by compo-
nent, which is stronger than the comparison in the inverse dictionary order, where
only some components are compared. Note that the sequence dτ0 , dτ1 , . . . , dτt+2 , dτt+3
is an upper bound on the sequence minBτ0 ,minBτ1 , . . . , minBτt+2 ,minBτt+3 in
the inverse dictionary order.
The ODPC of GRM(2,m)∗ has been analyzed in the above under Standard I,
and the corresponding research in the inverse dictionary order under Standard II
will be provided in the following paragraphs. Define the sets:
• Bτt+3 = {pm−1}; Bτt+2 = {pm−1(p−1)−1}; Bτt+1 = {pm−1(p−1)−1−pt};
• and for 4 ≤ d ≤ t+ 3,
Bτt−d+4 = {pm−1(p− 1)− 1− (p− 1)pt+d−3, pm−1(p− 1)− 1− pt+d−3};
• finally, Bτ0 = {pm−1(p− 2)− 1}.
Theorem 3 Let m = 2t + 2, t ≥ 1. For the cyclic code GRM(2,m)∗, the chain
obtained by accumulating the primitive idempotents one-by-one in the following
order
θ0, θ
∗
1 , θ
∗
lt+1 , · · · , θ∗l1 , θ∗l0 (35)
provides a distance profile satisfying
dτu ∈ Bτu(0 ≤ u ≤ t+ 3) (36)
in the inverse dictionary order under standard II. The corresponding cyclic subcode
chain (expansion from right to left) is denoted by
Cτ0 ⊃ Cτ1 ⊃ · · · ⊃ Cτt+2 ⊃ Cτt+3 .
For any other cyclic subcode chain, the minimum distance is less than or equal to
the corresponding maxBτu , especially the ODPC.
Proof It can be checked that the first selected primitive idempotent should be θ0
under Standard II, which corresponds to the cyclic code with minimum distance
dτt+3 = p
m − 1. By (7) and Remark 5, the second selected primitive idempontent
is θ∗1 , and the corresponding minimum distance is dτt+2 = p
m−1(p− 1)− 1. From
the third step of (35), refer to the fourth part in the proof of Theorem 2, and then
dτu ∈ Bτu(0 ≤ u ≤ t+ 3). ⊓⊔
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Corollary 3 In fact, the distance profile
dτ0 , dτ1 , . . . , dτt+2 , dτt+3 (37)
obtained from the chain (35) of Theorem 3 is a lower bound on the ODPC-IIinv,
and the sequence
maxBτ0 ,maxBτ1 , . . . ,maxBτt+2 ,maxBτt+3 (38)
gives an upper bound on ODPC-IIinv. Since there are only a few elements with
small differences in each set Bτu , from the analysis of Remark 10 we say that in
this sense the lower bound (37) almost achieves this upper bound.
Remark 10 In Theorem 3 the difference between the values of the set Bτt−d+4(4 ≤
d ≤ t+3) isDτt−d+4 = (p− 2)pt+d−3. DivideDτt−d+4 by the smaller one of Bτt−d+4 ,
then
Dτt−d+4
pm−1(p− 1)− 1− (p− 1)pt+d−3 ≈
1
pt−d+4
≈ 0
for sufficiently large p or t− d. An example of the above theorem is presented in
Section 4.4 for the case of m = 4, for which (37) is exactly the ODPC-IIinv.
4.3.2 The case of m = 2t+ 1
This subsection analyzes the ODPC of GRM(2,m)∗ when m = 2t + 1 in the
inverse dictionary order in Proposition 2 under Standard I, and in Proposition 3
under Standard II respectively. In fact, we give an upper bound and a lower bound
on the ODPC, where the lower bound almost achieves the upper bound in some
sense. Note that some preliminaries of Proposition 2 are presented in Lemma 25,
Lemma 26 and Corollary 4. Comparing with Lemma 12, Lemma 24 considers the
case of odd m.
Lemma 24 Let m = 2t + 1, t ≥ 2. For 0 ≤ i ≤ t, the irreducible cyclic code Ci
with primitive idempotent θ∗li has only one nonzero weight p
m−1(p− 1).
Lemma 25 Let m = 2t+ 1, t ≥ 2. The cyclic code C′i(1 ≤ i ≤ t) with idempotent
θ∗1 + θ
∗
li has only three nonzero weights and
Apm−1(p−1)−pt =
1
2(p− 1)(pm − 1)(pm−1 + pt),
Apm−1(p−1)+pt =
1
2(p− 1)(pm − 1)(pm−1 − pt),
Apm−1(p−1) = (p
m − 1)(pm−1 + 1).
The cyclic code C ′′0 with idempotent θ
∗
1 + θ
∗
l0 has the same weight distribution.
Proof By Lemma 10, the dimension of C′i(1 ≤ i ≤ t) is 2m. From equation (5),
Lemma 5, Lemma 8 and Remark 4, it can be verified that there are only three
possible nonzero weights pm−1(p− 1)− pt, pm−1(p− 1) + pt and pm−1(p− 1).
Bounds and achievability about the ODPC of GRM(2, m)∗ 23
It can be verified that A′1, the number of codewords of weight 1 in the dual
C′⊥i of the code C′i, is zero. From Pless first moment identity (21), the following
holds (
pm−1(p− 1)− pt
)
· Apm−1(p−1)−pt
+
(
pm−1(p− 1) + pt
)
· Apm−1(p−1)+pt + pm−1(p− 1) ·Apm−1(p−1)
=
p− 1
p
(pm − 1) p2m. (39)
From the primitive idempotent θ∗1 and θ
∗
li , the number of codewords of weight 2
in C′⊥i is the number of nonzero solutions of{
x+ y = 0
xp
i+1 + yp
i+1 = 0.
(40)
But {(x, y)|x, y satisfy (40)} = {(0, 0)}, which implies that A′2 = 0. From Pless
second moment identity, we get
(
pm−1(p− 1)− pt)2 · Apm−1(p−1)−pt
+
(
pm−1(p− 1) + pt)2 · Apm−1(p−1)+pt + (pm−1(p− 1))2 ·Apm−1(p−1)
= (pm − 1)p2m−2 ((p− 1)2(pm − 2) + p(p− 1)) . (41)
The number of nonzero codewords in C′i is
Apm−1(p−1)−pt +Apm−1(p−1)+pt +Apm−1(p−1) = p
2m − 1. (42)
Solving equations (39), (41) and (42), the weight distribution can be obtained. ⊓⊔
Above paragraphs consider the weight distribution of the cyclic code C′i. Now
we focus on the cyclic code Ci,j with idempotent θ
∗
li + θ
∗
lj (0 ≤ i, j ≤ t). From
equation (5) and Lemma 9 its possible weights are of the form
pm−1(p− 1), pm−1(p− 1)± (p− 1)pm−d−1(1 ≤ d ≤ t) (43)
whence t ≤ m− d− 1 ≤ 2t− 1.
Lemma 26 Let m = 2t + 1, t ≥ 2. For 0 ≤ i, j ≤ t, the cyclic code Ci,j with
idempotent θ∗li + θ
∗
lj has weights not only of the form p
m−1(p− 1), pm−1(p− 1) +
(p− 1)pm−d−1(1 ≤ d ≤ t) in (43).
Proof From Lemma 10, Ci,j has dimension 2m and length l = p
m − 1. Assume
that the weights are only of the form given in the lemma. Let n0 be the number
of codewords in Ci,j of weight p
m−1(p − 1), and nd be the number of codewords
of weight pm−1(p− 1) + (p− 1)pm−d−1 where 1 ≤ d ≤ t.
From Pless first moment identity (21)
pm−1(p−1)n0+
t∑
d=1
(
pm−1(p− 1) + (p− 1)p2t−d
)
nd =
p− 1
p
(pm−1)p2m, (44)
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where the left part is
pm−1(p− 1)(n0 + nt + · · ·+ n1) + (p− 1)
(
ptnt + · · ·+ p2t−1n1
)
and n0 + nt + · · ·+ n1 = p2m − 1. After simplification, (44) becomes
(p− 1)(pm − 1)pm−1 + (p− 1)
(
ptnt + · · ·+ p2t−1n1
)
= 0
which is impossible. ⊓⊔
A combination of Lemma 25 and Lemma 26 is Corollary 4.
Corollary 4 Let m = 2t+1, t ≥ 2. The minimum distance of the cyclic code Ci,j
with idempotent θ∗li + θ
∗
lj is smaller than the minimum distance of the cyclic code
C′k(C′′0 ) with idempotent θ∗1 + θ∗lk(θ∗1 + θ∗l0). Here, 0 ≤ i, j ≤ t and 1 ≤ k ≤ t.
For m = 2t+ 1, the following facts are about the cyclic code GRM(2,m)∗ by
Lemma 1. The length of the cyclic subcode chains of GRM(2,m)∗ is λ = t + 3,
the total number of chains is λ! = (t+3)!, the number of chains contained in each
class is µ = (t+ 2)!1! and the number of classes is λ!µ = t+ 3.
For the cyclic code GRM(2,m)∗ with idempotent θ0+θ∗1 +θ∗lt + · · ·+θ∗l1 +θ∗l0 ,
let’s consider the following dimension profile under Standard I
(t+ 2)m+ 1, . . . , (i+ 1)m+ 1, im+ 1, im, . . . , 2m,m (45)
where 2 ≤ i ≤ t, which is of universal significance since it includes almost every
dimension profile. The following t+3 sets restrict the range of the distance profile
in Proposition 2.
• First part: Bτt+2 = {pm−1(p− 1)}; Bτt+1 = {pm−1(p− 1)− pt};
• Second part: for 3 ≤ d ≤ i,
Bτt−d+3 = {pm−1(p− 1)− (p− 1)pt+d−3, pm−1(p− 1)− pt+d−3,
pm−1(p− 1)− pt+d−2};
• Third part: for i+ 1 ≤ d ≤ t+ 2,
Bτt−d+3 = {pm−1(p− 1)− 1− pt+d−4, pm−1(p− 1)− 1− (p− 1)pt+d−4,
pm−1(p− 1)− 1− pt+d−3};
• Final part: Bτ0 = {pm−1(p− 2)− 1}.
Proposition 2 Let m = 2t+ 1, t ≥ 2. For the cyclic code GRM(2,m)∗, consider
the dimension profile (45) under standard I. The chain obtained by accumulating
the primitive idempotents one-by-one in the following order
θ∗1 , θ
∗
l0 , θ
∗
l1 , . . . , θ
∗
li−2 , θ0, θ
∗
li−1 , . . . , θ
∗
lt (46)
presents a distance profile satisfying
dτu ∈ Bτu(0 ≤ u ≤ t+ 2) (47)
in the inverse dictionary order, where 2 ≤ i ≤ t. The corresponding cyclic subcode
chain (expansion from right to left) is denoted by
Cτ0 ⊃ Cτ1 ⊃ · · · ⊃ Cτt+1 ⊃ Cτt+2 .
For any other cyclic subcode chain, the minimum distance is less than or equal to
the corresponding maxBτu , especially the ODPC.
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Proof The following proof is similar to Theorem 2 and only the main ideas are
kept. According to the assumption of the dimension profile (45), and the sizes of
the cyclotomic cosets in Lemma 10, θ0 is selected in the (i + 1)th order in (46)
where 2 ≤ i ≤ t.
Firstly, for the first order, by Lemma 24, Lemma 11 and Corollary 4, to get
the optimum minimum distance, the first selected primitive idempotent can be
θ∗1 with corresponding minimum distance p
m−1(p − 1) ∈ Bτt+2 . For the second
order, applying Lemma 25, the minimum distance of the cyclic subcode Cτt+1 is
pm−1(p− 1)− pt ∈ Bτt+1 .
Secondly, let’s consider the dth order where 3 ≤ d ≤ i. Denote the cyclic
subcode of the chain obtained from equation (46) by Cτt−d+3 . Its minimum distance
is analyzed in cases (i) and (ii).
By Lemma 16, the quadratic forms contained in Cτt−d+3 have ranks rτt−d+3 ≥
m− 2(d− 2). By Lemma 10, the number of quadratic forms contained in Cτt−d+3
is p(d−1)m. By Proposition 1, the maximum number of quadratic forms of ranks
not less than m− 2(d− 2) = 2(t− d+3)− 1 is also p(d−1)m where 2(t− d+3)− 1
or 2(t− d+3) is achieved, which is the least rank of quadratic forms contained in
Cτt−d+3 .
(i) Suppose there is a quadratic form F (X) of rank 2(t− d+ 3). As in the proof
of Theorem 2, there is a weight of pm−1(p − 1) − (p − 1)pt+d−3 or pm−1(p −
1)− pt+d−3.
(ii) Suppose there is a quadratic form F (X) of rank 2(t − d + 3) − 1. Similarly,
there is a weight of pm−1(p− 1)− pt+d−2.
Thus, the minimum distance dτt−d+3 belongs to the sets Bτt−d+3 = {pm−1(p−1)−
(p− 1)pt+d−3, pm−1(p− 1)− pt+d−3, pm−1(p− 1)− pt+d−2} for 3 ≤ d ≤ i whence
t− i+ 3 ≤ t− d+ 3 ≤ t.
Thirdly, for the dth order, where i+1 ≤ d ≤ t+2 whence 1 ≤ t−d+3 ≤ t−i+2,
the primitive idempotent θ0 is accumulated in the beginning of this part. And the
minimum distance dτt−d+3 belongs to the set Bτt−d+3 .
Finally, set Bτ0 = {pm−1(p − 2) − 1} which corresponds to the minimum
distance of GRM(2,m)∗. ⊓⊔
As a counterpart to Theorem 3, the following result is for the case ofm = 2t+1,
which tries to bound the ODPC-IIinv tightly. Define those sets
• Bτt+2 = {pm− 1}; Bτt+1 = {pm−1(p− 1)− 1}; Bτt = {pm−1(p− 1)− 1− pt};
• and for 4 ≤ d ≤ t+ 2,
Bτt−d+3 = {pm−1(p− 1)− 1− pt+d−4, pm−1(p− 1)− 1− (p− 1)pt+d−4,
pm−1(p− 1)− 1− pt+d−3};
• finally, Bτ0 = {pm−1(p− 2)− 1}.
Proposition 3 Let m = 2t+1, t ≥ 2. For the cyclic code GRM(2,m)∗, the chain
obtained by accumulating the primitive idempotents one-by-one in the following
order
θ0, θ
∗
1 , θ
∗
l0 , θ
∗
l1 , · · · , θ∗lt−1 , θ∗lt (48)
presents a distance profile satisfying
dτu ∈ Bτu(0 ≤ u ≤ t+ 2) (49)
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in the inverse dictionary order under Standard II. The corresponding cyclic subcode
chain (expansion from right to left) is denoted by
Cτ0 ⊃ Cτ1 ⊃ · · · ⊃ Cτt+1 ⊃ Cτt+2 .
For any other cyclic subcode chain, the minimum distance is less than or equal to
the corresponding maxBτu , especially the ODPC.
Like Corollary 2 and Corollary 3, the distance profile dτ0 , dτ1 , . . . , dτt+1 , dτt+2
in Proposition 2 and Proposition 3 is a lower bound on the ODPC-IIinv , and
the sequence maxBτ0 ,maxBτ1 , . . . ,maxBτt+1 ,maxBτt+2 gives an upper bound
on ODPC-IIinv. Since there are only a few elements with small differences in each
set Bτu (relatively), we say that in this sense the lower bound almost achieves this
upper bound.
4.4 Examples
In this subsection, two examples with construction are presented using Matlab
R2010 for Theorem 3 and Proposition 3 respectively, where the distance profiles
can be verified to be the ODPCs of GRM(2,m)∗ in the inverse dictionary order.
Example 2 According to Theorem 3, for the case of m = 2 · 1 + 2 = 4 and p = 3,
there are only five primitive idempotents
θ0, θ
∗
1 , θ
∗
l2 , θ
∗
l1 , θ
∗
l0 (50)
in the construction of cyclic subcode chains.
• The first step. The above five primitive idempotents correspond to five irre-
ducible cyclic subcodes with minimum distances 80, 54, 60, 48, 48 respectively.
So, the first selected primitive idempotent is θ0.
• The second step. The idempotents θ0 + θ∗1 , θ0 + θ∗l2 , θ0 + θ∗l1 and θ0 + θ∗l0
correspond to four cyclic subcodes with minimum distances 53, 50, 44 and 48
respectively. So, the idempotent θ0 + θ
∗
1 is selected for this step.
• The third step. The idempotents θ0+θ∗1+θ∗l2 , θ0+θ∗1+θ∗l1 and θ0+θ∗1+θ∗l0 cor-
respond to minimum distances 50, 44 and 47 respectively. So, the idempotent
θ0 + θ
∗
1 + θ
∗
l2 is selected for this step.
• The fourth step. The idempotents θ0 + θ∗1 + θ∗l2 + θ∗l1 and θ0 + θ∗1 + θ∗l2 + θ∗l0
correspond to minimum distances 44 and 35 respectively. So, the idempotent
θ0 + θ
∗
1 + θ
∗
l2 + θ
∗
l1 is selected for this step.
• Finally, the idempotent θ0 + θ∗1 + θ∗l2 + θ∗l1 + θ∗l0 corresponds to GRM(2, 4)∗
with minimum distance 26.
Therefore, the corresponding distance profile in the inverse dictionary order 26, 44, 50, 53, 80
is the ODPC-IIinv of GRM(2, 4)∗, and the construction of an optimum cyclic sub-
code chain can be obtained by accumulating the primitive idempotents in the order
of (50).
Example 3 According to Proposition 3, for the case of m = 2 ·2+1 = 5 and p = 3,
there are also only five primitive idempotents
θ0, θ
∗
1 , θ
∗
l0 , θ
∗
l1 , θ
∗
l2 , (51)
in the construction of cyclic subcode chains.
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• The first step. The above five primitive idempotents correspond to five irre-
ducible cyclic subcodes with minimum distances 242, 162,162, 162,162 respec-
tively. So, the first selected primitive idempotent is θ0.
• The second step. The idempotents θ0 + θ∗1 , θ0 + θ∗l2 , θ0 + θ∗l1 and θ0 + θ∗l0
correspond to four cyclic subcodes with minimum distances 161, 152, 152,152
respectively. So, the idempotent θ0 + θ
∗
1 is selected for this step.
• The third step. The idempotents θ0 + θ∗1 + θ∗l2 , θ0 + θ∗1 + θ∗l1 and θ0 + θ∗1 + θ∗l0
all correspond to codes with minimum distance 152. So, any one of the three
combinations can be selected for this step.
• The fourth step depends on the third step. Considering all cases of the third
step, since the idempotents θ0+ θ
∗
1 + θ
∗
l2 + θ
∗
l1 , θ0+ θ
∗
1 + θ
∗
l2 + θ
∗
l0 and θ0+ θ
∗
1 +
θ∗l1 + θ
∗
l0 all correspond to codes with minimum distance 134, any one of the
three combinations can be selected for this step.
• Finally, the idempotent θ0 + θ∗1 + θ∗l2 + θ∗l1 + θ∗l0 corresponds to GRM(2, 5)∗
with minimum distance 80.
Therefore, the corresponding distance profile 80, 134, 152,161, 242 is the ODPC-
IIinv of GRM(2, 5)∗, and the construction of an optimum cyclic subcode chain
can be obtained by accumulating the primitive idempotents in the order of (51).
In Example 2, there is only one possible selection process to achieve the ODPC,
while in Example 3, there are many selection processes.
5 Conclusions
Comparing to the optimum distance profiles of linear block codes [6,18,28], the
same problems on cyclic codes are more popular because of faster encoding and
decoding. In fact, we use two standards to expand cyclic subcodes to GRM(2,m)∗,
where Theorem 2 and Proposition 2 are for Standard I, Theorem 3 and Proposition
3 are for Standard II, Theorem 2 and Theorem 3 are for even m, Proposition 2
and Proposition 3 are for odd m. For each standard, the provided lower bounds
on the optimum distance profiles almost achieve the upper bounds in some sense.
Sometimes we even get the optimum one exactly, as illustrated in Theorem 1 and
Section 4.4.
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