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Cavitation in a liquid moving past a constraint is numerically investigated by means of a free-energy
lattice Boltzmann simulation based on the van der Waals equation of state. The fluid is streamed
past an obstacle and, depending on the pressure drop between inlet and outlet, vapor formation
underneath the corner of the sack-wall is observed. The circumstances of cavitation formation
are investigated and it is found that the local bulk pressure and mean stress are insufficient to
explain the phenomenon. Results obtained in this study strongly suggest that the viscous stress,
interfacial contributions to the local pressure, and the Laplace pressure are relevant to the opening
of a vapor cavity. This can be described by a generalization of Joseph’s criterion that includes
these contributions. A macroscopic investigation measuring mass flow rate behavior and discharge
coefficient was also performed. As theoretically predicted, mass flow rate increases linearly with
the square root of the pressure drop. However, when cavitation occurs, the mass flow growth
rate is reduced and eventually it collapses into a choked flow state. In the cavitating regime, as
theoretically predicted and experimentally verified, the discharge coefficient grows with the Nurick
cavitation number.
I. INTRODUCTION
The analysis of cavitation is a significant concern for both fundamental fluid-dynamics and engineering
applications such as high-pressure atomizers, spray generators, pumps, propellers, hydraulic turbines, etc.
Cavitation is defined as the rupture of a liquid due to a pressure drop, which falls below a certain critical
value, at approximately constant liquid temperature, with the subsequent formation of vapor bubbles 1,2.
These bubbles collapse suddenly when they encounter a region with higher pressure 3, thus releasing a large
amount of energy in the form of shock and possibly light waves1,3,4. This phenomenon causes noise, vibrations
and above all it can significantly affect the performance and damage the solid structures (cavitation erosion
3) of engineering devices. Despite the passing of more than one century since the first studies of Reynolds5
and Parsons6 on the effects of cavitation on ship propellers, a comprehensive understanding of the physics
of the phenomenon is still lacking as its analysis is challenging from both an experimental and a numerical
point of view.
From an experimental point of view, cavitation is a relevant subject addressed by several researchers
for both external7–9 and internal flows10–20. In the field of high-pressure injection processes an inclusive
study of this phenomenon is fundamental, since the disturbance induced by cavity bubbles promotes the
jet atomization15,16, thus affecting the mixing and combustion process. In this context a very accurate and
complete documentation of the flow phenomena, which occur in a transparent quasi two-dimensional real
size nozzle, was provided by Winklhofer et al.10. In their work, the flow properties are described with both
the conventional hydraulic characterisation, i.e., with data for mass flow as a function of the pressure drop,
and with measurements of the vapor field, of the pressure field, and of the velocity profiles. The results show
as the onset of cavitation is located near the wall at the entrance of the hole, specifically, in the shear layer
between the incoming fluid, which separates from the entrance corner, and the recirculating fluid, which is
near the nozzle wall. Velocity peaks at the boundary of the recirculation zone were found. These peaks are
very large near the liquid-gas interface for choked flow conditions. Payri et al.11 also studied the behavior
of cavitation in a transparent real size cylindrical nozzle by using four different fluids. They performed both
hydraulic characterization and flow visualization and showed that cavitation begins before the mass flow
collapse. Additionally their experiments suggest that fluids with smaller viscosity tend to cavitate sooner.
Flow visualization and laser Doppler velocity measurements were carried out by Suo et al.12 at various
conditions of cavitation and Reynolds numbers. They assert that both the cavitation regime, inside the
nozzle, and the liquid jet, near the nozzle exit, are strongly affected by the cavitation number and less by
the Reynolds number. The role of surface tension effects on cavitation in microdevices was pointed out by
Mishra and Peles14. They examined cavitating flows through a two-dimensional micro-orifice, 11.5µm wide,
and found that with respect to macroscale counterparts a much larger effort is needed to promote cavitation.
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From a numerical point of view, cavitation is part of the wider family of multiphase flows21. In this
context, several efforts have been addressed in order to develop models able to capture the complex nature
of such flows20,22–25. The main difficulties, dealing with multiphase flows, are related to the presence of
an interface between the different phases, which quickly changes its shape and where huge variations of
the fluid properties are located. Traditional approaches are the Eulerian-Eulerian and Eulerian-Lagrangian
modeling, with the vapor phase treated as a continuum or a discrete phase, respectively. The Eulerian-
Eulerian approach requires ‘jump conditions’, in order to take into account the sharp changes across the
interface, and techniques, such as the volume of fluid (VOF)26, to track the interface. Another widely used
approach for the simulation of cavitating flows, is the homogeneous equilibrium flow model27–29. This model
considers the two phases perfectly mixed, thus solving the conservation equations for the whole mixture.
The liquid (or vapor) mass (or volume) fraction is introduced to model the density change28. The problem
can be closed by using some specific equation that couples density with pressure or a transport equation for
the liquid or gas phase 27–29. The latter approach requires the definition of source and sink terms which are
modelled by using either empirical correlation, interfacial dynamics or bubble dynamics29.
In the last decades several studies20,22–24,30,31 made use of these models in order to simulate cavitating
flows. Niu and Lin23 developed a multiscale model in order to predict slurry erosion in ducts subjected
to cavitating flows. In their work an Eulerian two-phase mixture model is used to simulate the cavitating
flow field. The model employs three equations of state for water, vapor, and saturation states in order to
take into account the phase-change process. Darbandi and Sadeghi24 examined the fluid dynamic behavior
of a cavitating flow through a sharp-edged circular orifice, by using a homogeneous approach, in order to
untangle the question whether it is necessary to consider the effect of non-condensable gas when dealing
with cavitation. Another important study, based on the Eulerian-Lagrangian approach, was performed by
Giannadakis et al.20. Here, cavitation is triggered by pre-existing nuclei and a full Rayleigh-Plesset equation
is used to simulate the bubble growth and collapse dynamics. The authors claim that for the first time a
model which takes into account the intrinsic stochastic nature of cavitation and also physical phenomena
such as bubble breakup, coalescence and turbulent dispersion, is presented. The predictive capability was
assessed through comparisons with experimental data obtained in real-size and enlarged models of diesel
nozzle holes. For the sake of brevity and considering that the body of literature in this field is quite large,
we prefer to refer the reader to other publications (Refs. 1, 27–29, 32, and 33 ), where an extensive review
of many aspects of cavitation can be found from both physical and numerical point of view.
The above mentioned studies have clarified many features of cavitation processes from the phenomenolog-
ical point of view. However, fundamental aspects of cavitation, such as the physics that underlies cavitation
inception, remain not satisfactorily understood. Important questions concern the role played by viscous
stress in the formation of the first cavitating bubbles. Indeed, while in the literature it is typically assumed
that the bulk value of the pressure determines the creation of a cavitating bubble, Joseph34 argued that,
in fact, the significant parameter is the total stress where both bulk pressure and viscous stress are taken
into account. Experiments are not able to analyse this phenomenon, since, in most of the experimental
tests, nucleation has a stochastic behavior due to its heterogeneous nature. Numerical simulations therefore
appear to be a more promising approach for the purpose of comparing the traditional pressure criterion with
Joseph’s expression34. In this context, it would be also important to clarify the role of interfacial energies,
contributing to the total stress balance, and expected to be relevant in any process of bubble formation35,36.
We explore in this work the potential of the lattice Boltzmann method (LBM)37–40 in simulating cavi-
tating flows. We analyze the flow and thermodynamic behavior underlying the inception of cavitation in
a constrained geometry and we will examine the validity of Joseph’s criterion. LBM is an algorithm that
solves the Boltzmann equation in a discretized phase space. The method allows to recover the continuity
and the Navier-Stokes equations in the continuum limit at the second order in the Knudsen number. This
method has been widely applied in several contexts to study simple and complex fluids41. Here the main
benefit of the LBM approach is that it does not need an ad hoc model to capture the distinctive features
of cavitating flows, such as the phase transition process, with its multiscale nature, and the dynamically
varying liquid-vapor interface. Indeed, by using an appropriate non-ideal equation of state42–46, which takes
into account the real fluid behavior, cavitation emerges spontaneously from the dynamical approach47. In
our simulations we considered homogeneous cavitation induced by a fast flow past a sack-wall obstacle.
This standard geometry is widely used in numerical studies of cavitation2,20,24,47,48. It can be considered a
benchmark problem in order to have a comprehensive understanding of flow-induced cavitation as well as a
simplified geometry useful for analyzing high pressure injectors.
LBM was first used for studying cavitation by Sukop and Or49. In that paper the cavitation of a single
bubble was induced on a square geometry by decreasing the external pressure on top and bottom walls in
absence of any imposed flow. A similar study was later addressed in Refs. 50 and 51. Only recently, the much
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more complex problem of cavitation in constrained flow environments has been successfully investigated47,48.
Falcucci et al.47 applied a lattice Boltzmann model with a two-belt implementation52 of a Shan-Chen pseudo-
potential53 to a geometry similar to the one considered in this work and found cavitation underneath the
obstacle. They relate their results to the stress criterion put forward by Joseph34 once the cavitation
threshold is properly modified by considering surface-tension contribution. In the model of Falcucci et al.47
the chosen pseudo-potential mimics a non-ideal equation of state. Here we use a lattice Boltzmann equation
(LBE) model54 which is derived by using a Gauss-Hermite projection of the continuum equation55. A body
force in the LBE56–59, based on the van der Waals (vdW) free-energy functional60, guarantees that the
fluid locally satisfies the van der Waals equation of state. The present approach allows to rigorously obtain
in the continuum limit the continuity and the generalized Navier-Stokes equations without spurious terms.
However, the presence of unphysical spurious velocities at interfaces cannot be avoided and a general 9-point
second-order finite difference scheme to compute the spatial derivatives was used. This approach is known
to reduce these unwanted effects61,62. Another advantage of this model is that the phase diagram does not
depend on the relaxation time of the LBE which controls fluid viscosity. Moreover, the surface tension is
properly included in the pressure tensor so that it would be interesting to analyse the inception of cavitation
and the role of stress and interfacial contributions by our method.
Additionally, for the first time, we employ LBM for direct hydraulic characterization of the constrained
duct and compare the results with those obtained in experimental studies in similar geometries.
The present work is organized as follows: In section II the mathematical model is introduced, together
with some remarks on the implementation. In section III a local and a global criterion for predicting and
measuring cavitation are introduced. Numerical results for the former are discussed in section IV and for
the latter in section V. Finally, the conclusions are summarized.
II. MODEL AND IMPLEMENTATION
We briefly describe here the two-dimensional isothermal lattice Boltzmann model for non-ideal fluids
introduced in Ref. 54. More details on the method and on the algorithm implementation are given in
Ref. 54 and in Appendix A. The ability of the model in reproducing the correct phase diagram of a van der
Waals fluid and the surface tension behavior are also described in Ref. 54.
A. Lattice Boltzmann Equation for a van der Waals Fluid
The time evolution of the system is defined by means of the dimensionless lattice Boltzmann equation
(LBE)
fi(x+ vi∆t, t+∆t)− fi(x, t) = ∆t
τ
[
f0i (x, t)− fi(x, t)
]
+∆tFi, i = 0, ..., 8 (1)
where the distribution functions {fi} are associated to the lattice velocities {vi} at lattice site x and discrete
time t. Here the square lattice D2Q9 is considered, where 9 distribution functions are defined at each node
with links to nearest and next-to-nearest neighbors. The forcing terms {Fi} depend on the the force density
F acting on the fluid and have to be conveniently determined, τ is the relaxation time, and ∆t is the time
step. The equilibrium distribution functions {f0i } are given by a second-order Hermite expansion of the
Maxwell-Boltzmann distribution function55
f0i (ρ,u, θ) = ρwi
{
1 + vi,αuα +
1
2
[
uαuβ(vi,αvi,β − δαβ) + (θ − 1)(v2i − 2)
] }
, (2)
where ρ =
∑
i fi is the fluid density, ρu =
∑
i fivi +
∆t
2
F is the fluid momentum, and θ is the temperature,
which is not a dynamical variable in this model. The Hermite expansion fixes the values |vi| = ∆x/∆t =
√
3
with ∆x being the lattice unit (lu) for horizontal and vertical links with i = 1, ..., 4, |vi| =
√
6 for diagonal
links with i = 5, ..., 8, |v0| = 0 for the rest velocity, and the weights wi = 1/9 for i = 1, ..., 4, wi = 1/36 for
i = 5, ..., 8, and w0 = 4/9.
The forcing term Fi in Eq. (1) is given by
54,56
Fi = wi
(
1− ∆t
2τ
){
vi,αFα + 1
2
[uαFβ + uβFα + (1− θ)
× (uα∂βρ+ uβ∂αρ+ ∂γ (ρuγ) δαβ)] (vi,αvi,β − δαβ)
}
. (3)
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In order to describe a van der Waals fluid the force has to be
Fα = ∂α
(
pi − pw)+ κρ∂α∇2ρ = ∂αpi − ∂βΠαβ , (4)
where pi = ρθ is the ideal gas equation of state (EOS),
pw =
3ρθ
3− ρ −
9
8
ρ2 (5)
is the van der Waals EOS with critical point at ρc = θc = 1, and
Παβ =
[
pw − κρ∇2ρ− κ
2
(∇ρ)2
]
δαβ + κ∂αρ∂βρ (6)
is the pressure tensor. It can be computed from the free-energy functional60
Ψ =
∫
dr
[
ψ(ρ, θ) +
κ
2
(∇ρ)2
]
(7)
with bulk free-energy density given by
ψ = ρθ ln
( 3ρ
3− ρ
)
− 9
8
ρ2. (8)
The term proportional to κ takes into account the energy cost for the formation of interfaces and allows to
change the surface tension independently of the temperature.
Chapman-Enskog expansion at second order shows that the continuity equation
∂tρ+ ∂α(ρuα) +O(∂
3) = 0 (9)
and the Navier-Stokes equation
∂t(ρuα) + ∂β (ρuαuβ) = −∂βΠαβ + ∂β [η (∂αuβ + ∂βuα)] +O(∂3) (10)
can be properly recovered with η = ρ
(
τ − ∆t
2
)
being the fluid viscosity.
B. Geometry and Boundary Conditions
The model is used to simulate a fluid flowing in a channel from the left to the right past a sack-wall
obstacle. This geometry is frequently adopted in numerical simulations of cavitation24,47,48.
The simulated system consists of a rectangular simulation box where the ratio of length Lx and height Ly
is given by Lx/Ly = 3/2. The fluid moves into the system from the left hand side and, after travelling for a
distance Lx/3, finds an obstacle of height Ly/2 which is connected to the top of the channel. The channel
is thus constrained to a height h = Ly/2, half of the initial one, for the remaining length (2/3)Lx.
In the following we will use two different sets of inflow/outflow boundary conditions (BC). We will refer
to the first choice as fixed-density BC and to the second one as fixed-pressure BC. In the first case a fixed
density ρus and a fixed velocity uus are used at the inflow layer. On this layer the distribution functions are
given by the values of the equilibrium distribution functions f0i (ρus,uus, θ). At the outflow a zero-gradient
velocity condition is enforced with fixed density ρds. In general we use ρus = ρds = ρ0 where ρ0 is the initial
density condition applied to all of the bulk fluid domain.
To compare with experimental conditions11,63, also fixed-pressure BC at inlet and outlet are considered.
At the inflow the total upstream pressure pus, which is the sum of the kinetic contribution and of the van der
Waals pressure, is fixed and the x-component of the velocity is calculated enforcing a zero-gradient velocity
condition. At the outflow a similar approach is used but the fixed-pressure used at the boundary pds is just
the van der Waals one. (More details on the implementation of the inlet and outlet boundary conditions
are given in Appendix A.1)
At walls and corners no-slip BC with neutral wetting and local density conservation are enforced64,65 (see
details in Appendix A.2).
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θ κ ρL,an ρL,sim ρV,an ρV,sim
0.9 0.0 1.65727 1.59266 0.425742 0.39654
0.1 1.60999 0.40368
0.2 1.62043 0.40830
0.3 1.62731 0.41143
0.85 0.0 1.80714 1.7067 0.31973 0.28552
0.1 1.7331 0.29401
0.2 1.7492 0.29967
0.3 1.7599 0.30353
0.8 0.0 1.93270 1.81931 0.23966 0.20405
0.1 1.82595 0.21424
0.2 1.85206 0.22049
0.3 1.86695 0.22476
TABLE I. Values of the equilibrium vapor and liquid densities, ρV,sim and ρL,sim, measured from simulations, are
compared to the analytical values ρV,an and ρL,an for different values of the temperature θ and of the interface term
κ.
θ κ ρspin,an ρspin,1D ρspin,2D
0.9 0.0 1.39160 1.3911 1.3895
0.1 1.3907 1.3881
0.2 1.3904 1.3868
0.3 1.3901 1.3856
0.85 0.0 1.48880 1.4884 1.4873
0.1 1.4881 1.4862
0.2 1.4879 1.4852
0.3 1.4876 1.4842
0.8 0.0 1.57428 1.5739 1.5731
0.1 1.5737 1.5722
0.2 1.5735 1.5713
0.3 1.5733 1.5705
TABLE II. Values of liquid-branch spinodal density from 1D (ρspin,1D) and 2D (ρspin,2D) simulations are compared
to the analytic values ρspin,an for different values of the temperature θ and of the interface term κ.
C. Thermodynamic Consistency of the Model
In all simulation runs the lattice unit ∆x was fixed to 1 and the value ∆t =
√
3/3 was used unless specified
otherwise. Several quantities, which will be later useful, were measured at different values of the temperature
θ and of the interface term κ and we will give their values in the following. They will be expressed in units
of ∆x, ∆t, ρc, and θc.
In table I the equilibrium vapor ρV,sim and liquid densities ρL,sim measured in simulations are compared
to the corresponding analytic values ρV,an and ρL,an, respectively. Runs were performed on a lattice of size
100× 100 where a vapor droplet of radius 25 at density ρV,an was immersed in liquid at density ρL,an and
let to equilibrate. Both equilibrium vapor and liquid densities are closer to the analytic values at larger θ
and κ.
Table II reports the maximum density ρspin from 1D and 2D simulations at which spinodal decomposition
on the liquid branch was observed. For this purpose a very slightly perturbed system is initialized at a
density close to the analytic spinodal value and it is observed whether the system phase separates. ρspin,1D
was measured in a 100 × 1 lattice while ρspin,2D in a 50 × 50 system. The analytic value of the liquid
branch spinodal density is well reproduced in both the one- and the two-dimensional cases. In Appendix
B we investigated the impact of shear on the spinodal density. The results suggest that shear does not
significantly impact the following results on cavitation inception of section IV.
Surface tension was measured directly through the free energy in a one-dimensional system. For this
purpose two quantities were computed:
• The bulk free energy
Ψbulk =
∫
drψ(ρ, θ) (11)
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θ κ σsim σκ,sim σκ,num
0.9 0.0 0.0418 0 0
0.1 0.0634 0.0361 0.0272
0.2 0.0814 0.0516 0.0493
0.3 0.0971 0.0636 0.0681
0.85 0.0 0.0738 0 0
0.1 0.1124 0.0649 0.0472
0.2 0.1449 0.0929 0.0868
0.3 0.1733 0.1150 0.1208
0.8 0.0 0.1555 0 0
0.1 0.1665 0.0968 0.0687
0.2 0.2157 0.1403 0.1277
0.3 0.2589 0.1739 0.1791
TABLE III. Measured values of the surface tension σ in a one-dimensional system for different values of the temper-
ature θ and of the interface term κ (see the text for details).
calculated with half of the system in the pure liquid phase and with the other half in the pure vapor
phase. The densities used are the numerical equilibrium values reported in table I.
• The total free energy including gradient contributions after the system had fully equilibrated
Ψ =
∫
dr
[
ψ(ρ, θ) +
κ
2
(∇ρ)2
]
. (12)
The difference Ψ − Ψbulk would then yield the total free energy change due to the interface including
numerical contributions that cannot be attributed to the κ-term, but that effectively act as an interface
energy contribution. The surface tension σsim is then calculated as
σsim = Ψ−Ψbulk. (13)
Additionally the surface tension was also calculated in a 1D system according to its definition
σ =
∫
dx
κ
2
(∇ρ)2 (14)
by using the numerical values of ρ in the equilibrated system (σκ,sim) and also the approximate equilibrium
profile66 (σκ,num)
ρ(x) = ρV,sim +
ρL,sim − ρV,sim
2

1 + tanh

x
√
1
θ − 1
2κ



 . (15)
The results are given in table III. For all three temperatures, the values of σκ,sim and σκ,num coincide fairly
well and the agreement improves with growing κ. The numerical contribution σsim(κ = 0) added to any
value of σκ,sim or σκ,num for non-zero κ is expected to give the equivalent surface tension σsim for non-zero
κ. This appears to be reasonably consistent, moreso for higher temperature θ and lower surface tension κ.
III. CAVITATION PREDICTION CRITERIA
Cavitation criteria are quantitative relations used to predict the occurrence of cavitation. Macroscopic
criteria are based on the hydraulic characterization of the flow and on the definition of the cavitation number
Cn (see below). They are frequently used in engineering applications. Microscopic criteria are based on the
behavior of local variables. They relate the local stress to a maximum pressure at which the cavity can be
formed. We describe now two cavitation criteria and some relations which were investigated numerically
and that will be useful in the following.
Hydraulic characterization originates in the experimental field. This is in part because when dealing with
engineering devices, direct local detection of cavitation is difficult due to lack of visual access to the relevant
area of the experiment3. Then cavitation can be detected by looking at the stationary mass flow rate as a
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function of the pressure drop. Indeed, for an incompressible flow, the theoretical mass flow rate obtained
from Bernoulli’s equation is directly proportional to (pus − pds)1/2. However, the actual mass flow rate is
smaller than the theoretical one because of losses due to boundary layer, vena contracta, turbulence and
cavitation. Therefore, it is common to define a discharge coefficient as the ratio between the actual flow
rate and the theoretical one
Cd =
m˙
h [2ρL (pus − pds)]1/2
, (16)
where m˙ is the actual mass flow rate and ρL the equilibrium liquid density. Experimental works
10,11 showed
that by fixing pus and decreasing pds mass flow rate grows with (pus − pds)1/2 until it reaches the so-called
critical cavitation point after which, though decreasing pds, mass flow remains constant and the flow is
called choked. Therefore, by looking at the behavior of the discharge coefficient, it is possible to distinguish
a region where cavitation is absent or negligible and another region where cavitation significantly reduces
or completely removes a further increase in mass flow rate.
When the flow is not cavitating, Cd is primarily a function of the Reynolds number, which is defined as
Re =
uthh
ν
, (17)
where uth =
√
2(pus − pds)/ρL is the theoretical Bernoulli velocity measured at the end of the channel and
ν = η/ρL is the kinematic viscosity. In contrast, for cavitating flow, the cavitation number we will define is
the main influence on Cd
11,63.
The definition of the cavitation number is based on Bernoulli’s equation. It relates the difference between
the pressure at a certain location and the maximum pressure at which a cavity can be formed, often the
vapor pressure pV , to a dynamic pressure. However, the specific location at which the relevant observables
are measured, and in particular, the geometry are not uniquely defined. Different approaches have been
proposed1,11,63. Following Nurick63 we choose here a definition appropriate for a constrained orifice where
the upstream pressure is considered and the dynamic pressure is expressed as pus − pds:
Cn =
pus − pV
pus − pds . (18)
This definition originates from the one-dimensional model discussed in Ref. 63 and allows the calculation of
Cd for a cavitating flow as
Cd = Cc · (Cn)1/2 . (19)
Here Cc is the contraction coefficient given by the ratio hc/h, where hc is the vena contracta flow section.
The above is valid only in the presence of cavitation and therefore represents an extremely useful tool for
indirect identification of cavitation in practical applications as also shown in the experimental work of Payri
et al11.
In contrast to the macroscopic considerations one can also establish local criteria based on the behavior
of the total stress of the fluid, with respect to some critical pressure, at a given position where cavitation
might occur. Joseph et al.2 argue that it is the largest directional stress overcoming a pressure threshold
that gives rise to cavity formation. For a simple fluid the total or Cauchy stress tensor can be expressed by
the following constitutive equation
T = −p1+ τ , (20)
where p is the bulk pressure, τ is the viscous stress tensor, and 1 is the unit tensor. The original version of
Joseph’s maximum tension criterion states that the quantity to be compared to a pressure threshold pc is
the largest eigenvalue T11 of T. Cavitation would occur at points where
T11 + pc > 0. (21)
Taking into account that T11 is a negative number one may interpret this as follows: If the magnitude
of the maximum principal stress drops below the critical pressure threshold pc for vapor formation, the
formation of a cavity is expected. This generalizes the usual assumption1 that it is the pressure or the local
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mean stress that determines the formation of a cavity in a fluid. The mean stress is defined in terms of the
trace of T as
T 0 =
1
D
TrT, (22)
where D is the spatial dimension. For a Newtonian and incompressible fluid τ is the stress deviator of the
total stress tensor, since Tr τ = 0, and therefore the mean stress is equal to −p.
In the microscopic view there is one caveat here. The bulk pressure is not sufficient to express all pressure
contributions, which also include interfacial terms. For this reason the full pressure tensor Eq. (6) must be
considered, so that we introduce as the total stress the expression
TΠ = −Π+ τ , (23)
with the corresponding mean stress denoted as T 0
Π
= 1D TrTΠ. In this context it is natural to assume
that also the pressure threshold is affected by interfacial contributions. Falcucci et al.47 include the Laplace
pressure in the pressure threshold so that
pc (R) = pˆ− σ
R
. (24)
Here σ is the surface tension and R the minimal radius for the formation of a vapor bubble. In experimental
studies and numerical engineering works pˆ is usually identified with the vapor pressure pV of the fluid.
While this is a reasonable assumption in experimental investigations due to the almost inevitable presence
of nucleation kernels, in this particular study the equilibrium vapor pressure is likely not a very good
estimate. In the case of a fluid without any kind of nucleation kernels or other sources of local symmetry
breaking such as the system used here, one expects pˆ to be close to the spinodal pressure rather than the
equilibrium vapor value.
IV. CAVITATION INCEPTION
A. Overview
As previously mentioned, the simulations are performed in a two-dimensional channel constrained by a
sack-wall. The simulation box has the size of 601× 401 lattice units (lu). Resolutions of 1.5 times and twice
the number of lattice nodes with correspondingly reduced ∆x and ∆t have been tested and, where stability
allows, the results are consistent with the findings at the standard resolution shown here.
An example of the behavior of the system from initialization at rest to the formation of a stable velocity
profile and eventually the formation of a cavity is given in Fig. 1. The total pressure ptot = p
w + 1
2
ρu2 and
the flow lines are given at different times. In this example, as well as in most measurements in this work, the
temperature is θ = 0.9, the surface tension parameter κ = 0.1, and the viscosity ν = 0.71. The inflow and
outflow boundaries are computed according to the fixed-density BC at an upstream velocity of uus,x = 0.25
and ρ0 = 1.63, which is close to the equilibrium liquid density. The static pressure corresponding to this
density is pw = 0.2234. Non-boundary nodes are initialized at rest with the same density ρ0. The fluid
begins to stream in from the left hand side. The initial pressure front first collides with the obstacle wall
and is, as seen in Fig. 1 (a), partially reflected. The attenuation of the inflow velocity near the upper and
lower channel walls, according to Eq. (A1), reduces the pressure near the corners. Instabilities due to the
rebounding pressure wave that are otherwise prominent are thus eliminated.
Once the pressure wave approaches the outflow boundary the zero velocity gradient boundary at the
outflow layer allows material to leave the system to the right. As the channel walls enforce zero velocity the
fluid near the center of the channel accelerates and the static pressure is reduced. This reduction first occurs
near the outflow boundary and then propagates towards the left as the material in the channel begins to
move. The outflow BC fix the density at the outflow layer ρds = ρ0 and, as ρ0 > ρV , no vapor can originate
from the outflow layer in this example. The stationary flow pattern of later stages of the simulation begins
to form, see Fig. 1 (b).
The configuration after another 1500 time steps is shown in Fig. 1 (c). Pressure and the flow pattern have
become almost stationary and, as expected, the fluid velocity profile reaches a maximum at the center of the
constrained channel. The static pressure is constant perpendicular to the flow direction and any change in
total pressure is due to the increased dynamic pressure contribution near the center of the channel. Fig. 2
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a) t = 500∆t b) t = 1500∆t
c) t = 3000∆t d) t = 4000∆t
e) t = 5000∆t f) t = 15000∆t
FIG. 1. Contour plots of the total pressure ptot = p
w+ 1
2
ρu2 at different times in simulation on a 601×401 lattice with
fixed-density BC together with the flow field. The parameters(θ = 0.9, ρ0 = 1.63, uus = 0.25) are chosen such that
the typical phases of the cavitation can be observed. In a) the transient initial wave front propagating to the right is
visible. b) shows the formation of the stable flow profile after the wave has made contact with the outflow boundary
layer. In c) the flow profile has matured and the pressure depletion underneath the obstacle corner becomes visible in
dark blue color. In d) the initial cavity has formed which grows in e) to finally, after a long time, extend to the end of
the channel while covering a significant section of the lower obstacle boundary in f). The vapor fraction in d), e), and
f) has been colored in cyan. The pressure of the vapor area is about pV,bubble = 0.215 and is between the equilibrium
pressures calculated from the numerical equilibrium densities of table I where pL = 0.202 and pV = 0.234.
shows these pressure profiles in the y-direction at half the constrained channel length. At this time it is
also visible that the lowest static pressure in the system is just underneath the obstacle. The pressure
distribution and flow pattern observed here are rather typical for the sack-wall geometry (see, e.g., Ref. 47).
With the static pressure falling below a threshold value, a nucleation kernel is formed which then evolves
into a vapor cavity. This happens first underneath the obstacle. This small initial cavity is first visible in
Fig. 1 (d). In the last three images of Fig. 1 the developed vapor is colored in cyan. The formation of this
initial cavity is investigated in detail in section IVB and a higher resolution view of the density of the initial
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FIG. 2. Total, static and dynamic pressures as function of y lattice position at x = 400, i.e. half the constrained
channel length, in the channel of Fig. 1 at t = 2500∆t. Here, y = 0 is the lower boundary of the channel whereas
y = 200 is at the wall of the obstacle.
a) t = 3935∆t b) t = 4135∆t c) t = 4235∆t d) t = 4335∆t
FIG. 3. Contour plot of the density ρ and macroscopic velocity u shown at four different times shortly after the
pressure reached the liquid-branch spinodal value. Simulation parameters: 1201 × 801 mesh with lattice spacing of
0.5lu and time unit adjusted accordingly, fixed-density BC, θ = 0.9, and inflow velocity uus = 0.15.
bubble formation is shown in Fig. 3 albeit at lower inlet velocity than that of Fig. 1. In this example the area
near the wall exhibits a pressure well below the equilibrium vapor pressure and thus the cavity immediately
begins to grow. The exact shape and direction of this growth depend on the pressure or density distribution
in the channel. The cavity typically grows towards the center of the channel first. Then, due to the increase
of the velocity towards the center of the channel, it is stretched along the flow lines of the fluid as seen in
Fig. 1 (e). The bubble continues to grow until it hits the outflow boundary layer. The de-wetting of the
gas bubble at the obstacle is a slower process but in almost all observed cases, a sufficiently long running
simulation will exhibit a fully formed gas bubble covering most of the lower obstacle surface. An intermediate
state of this bubble growth is shown in Fig. 1 (f). In this example, at the point of smallest diameter for
fluid flow, the vena contracta, less than 3/4 of the channel width is available for fluid transport resulting in
a reduced mass transport. This effect and its consequences are discussed in section V. We finally mention
that, unlike in the computation results shown in Fig. 1, if the downstream pressure remains well above the
equilibrium vapor pressure the de-wetting of the wall remains partial in our numerical experiments.
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FIG. 4. Density ρ at the lowest density site during the “transient cavitation measurement” as a function of
simulation time t for different initial velocities uus for a) κ = 0 and b) κ = 0.1. Cavitation only occurs for the highest
uus shown (red continuous line). Other parameters: θ = 0.9, ρ0 = 1.55.
B. Local Cavitation Inception
In order to understand the local mechanism of vapor formation and analyze the cavitation criteria discussed
in section III, the conditions under which the cavity forms were carefully investigated. Fig. 3 mentioned in
the previous section gives in double standard resolution the density and fluid velocity underneath the obstacle
during initial bubble formation. This higher resolution computation does not show significant quantitative
or qualitative differences compared with the standard resolution case. In Fig. 3 (a) the spinodal density
is reached for the first time. The formation of the interface is initiated in Fig. 3 (b) which then quickly
progresses to the nucleation of a vapor cavity (Fig. 3 (c) and (d)). It is worth noting that at this level of
observation configurations that will not cavitate but have otherwise very similar parameters will be visually
indistinguishable from that of Fig. 3 (a). They will approach a state similar to Fig. 3 (b) and will recede to
a configuration similar to Fig. 3 (a) where the density remains close to ρspin but vapor formation does not
occur.
We observe that prior to interface formation a single lattice site underneath the obstacle assumes the
lowest density in the channel. This site is situated two lattice spacings below the obstacle and four lattice
spacings to the right of the vertical wall of the obstacle for the resolution of 601 × 401 sites. In the
following, individual measurements of pressure and density with regards to cavitation inception are taken
at this lattice position. Cavitation is observed at all temperatures considered in table I. Due to stability
concerns, however, only cases of κ ≤ 0.1 are accessible at lower temperatures. For the best compromise
between correct reproduction of the equilibrium phase diagram and the best stability it is chosen to limit
the analysis of cavitation inception to θ = 0.9. The macroscopic parameters available are the mean density
ρ0 and the velocity imposed on the inflow boundary uus. For observing cavitation we choose an initial
density ρ0 = 1.55 which is, as before, slightly below the equilibrium liquid density and in the metastable
regime of the phase diagram, and vary the inflow velocity. If not otherwise specified, the first set of BC with
fixed-density at inlet and outlet is used.
In Fig. 4 the density at the lowest density site underneath the obstacle is given as a function of time
for different inflow velocities. In both cases, κ = 0.0 and κ = 0.1, for sufficiently high inflow velocity,
(uus ≈ 0.11, 0.12 at κ = 0.0, 0.1, respectively), the density, independently of subsequent actual cavity
formation, decreases below the spinodal value. As shown in Fig. 4, if uus is not large enough this is a
transient drop, with the density relaxing to a value close to the spindodal one at larger times. A good
estimate for the highest upstream velocity uus for which cavitation does not occur was found with an
iterative approximation. The minimal value of density obtained in this way is significantly below the liquid
branch spinodal value of ρspin(θ = 0.9) = 1.3916 as seen in Fig. 5 for the case with κ = 0. It appears that
cases can be constructed where the density temporarily drops very significantly below the liquid branch
spinodal, but, due to the transient nature of this approach, no cavity is created. Likely the time for which
this low density environment exists, is insufficient to allow for nucleation. We call this protocol for observing
cavitation “transient cavitation measurement”.
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FIG. 5. Density ρ at the lowest density site during the “transient cavitation measurement” as a function of simulation
time t for different initial velocities uus at κ = 0. Results here were obtained using an iterative approach minimizing
the inflow velocity. A similar behaviour has been found at κ = 0.1. Other parameters: θ = 0.9, ρ0 = 1.55.
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FIG. 6. Density ρ measured at the lowest density site in simulation with fixed-density BC with velocity increments
of ∆uus = 0.0002 every 2.0 × 10
4 time updates. The dashed lines indicate the lowest stable density observed and
corresponds to the configuration shown in Fig. 8. Other parameters: θ = 0.9, ρ0 = 1.55. A similar measurement
was conducted but with fixed-pressure BC although at much larger pressure steps. The inset plots do show that
observed thresholds appear at similar values. Differences between inset and main figure are likely due to the much
longer equilibration time of the fixed-pressure BC.
To avoid the difficulties in quantifying the density threshold by the above approach, the protocol for
observing incipient cavitation was altered. The system is initialized at an inflow velocity small enough that
the system is not cavitating in the initial transient approach. Then, to establish a sequence of stationary
states not affected by transient behavior, the simulation is run for a time of order 104∆t, see Fig. 6,
significantly exceeding the one needed for transient cavitation formation, and the inflow velocity is then
increased by a small ∆uus. This process, that we call ”‘steady-state cavitation measurement”’, is repeated
until cavity formation is observed. The lowest value for which the density still converges in the liquid regime
is considered the closest pre-cavitation value we can attain and is used as a threshold. These threshold
measurements are given in the main plot of Fig. 6 for fixed-density BC.
Similar measurements were performed using the alternative fixed-pressure inlet and outlet boundary
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FIG. 7. Evaluation of the Joseph criterion measured in a 601 × 401 lu simulation at the cavity inception site
underneath the obstacle. Each data point corresponds to one stationary state of the type shown in Fig. 6 after
increasing the upstream velocity. The last stable threshold is found at t = 260000∆t which corresponds to an inflow
velocity of uus = 0.144. Other parameters: θ = 0.9, ρ0 = 1.55, κ = 0.1.
conditions (discussed in Appendix A), varying the upstream pressure instead of the upstream velocity.
These results are shown in the insets of Fig. 6. For both types of boundary conditions we observed that the
threshold densities are well below the liquid branch spinodal value.
The above results indicate that the simple assumption that cavitation occurs when the fluid density
or pressure reach the liquid branch spinodal values is insufficient. Taking the liquid branch coexistence
pressure or density as critical threshold would further increase the difference between the measured value
and this critical value. One might wonder if the spinodal values listed in Table II, referring to a system at
rest, would be changed by flow. It is known that multiphase fluids under applied flow, shear for example,
exhibit a critical point depending on the flow rate36,67,68. In our model, the jump in the horizontal velocity
component underneath the obstacle could be roughly approximated by a linear shear profile (see Fig. 14
in the following). Thus we decided to check how much the spinodal values of our system are affected by
a shear flow. The results of these simulations are summarized in Appendix IB. We find that the spinodal
values measured at rest are changed very little by shear or, in any case, in a way that cannot explain the
cavitation threshold measured above.
One could also consider, instead of the pressure, the behavior of the mean stress T 0 defined by (22)
and compare this with the spinodal critical pressure value. From Fig. 7 one sees that the behavior of the
mean stress T 0 is very close to that of the static pressure pw so that also this quantity cannot be useful
for explaining the formation of cavitation. We observe that the van der Waals pressure remains above the
spinodal value as predicted by the analytical expression of van der Waals isotherms.
The Joseph criterion or its generalizations discussed in Sect. III, based on the largest stress eigenvalue
and also including interface contributions, offer a natural way to further analyze the formation of cavitation
in terms of local variables. Before doing this, since interfacial contributions also affect the critical threshold
(24) through the Laplace term, we will evaluate the typical size of the low density region that, under proper
conditions, will evolve into a vapor bubble.
A magnified view of the density underneath the obstacle at the time of the threshold of Fig. 6 (b) is
given in Fig. 8. This configuration is the lowest stable density prior to cavitation formation and can be
used to estimate the minimum droplet radius for evaluating the Laplace pressure contributions. The area
inside the contour contains all lattice nodes for which ρ < ρspin. This half circular shape has a diameter of
D = 2R ≈ 6lu so for this study it is considered R ≈ 3lu.
The maximum tension criterion of Joseph of Eq. (21) compares the magnitude of the maximum stress
with a critical pressure. The maximum tension for both stress definitions (Eq. (20) and Eq. (23)), and
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FIG. 8. Contour plot of the density observed directly underneath the obstacle at cavitation inception in a 601× 401
lu simulation at θ = 0.9, κ = 0.1 and kinematic viscosity ν = 0.71, i.e. τ = 1. The black line indicates the threshold
of the spinodal density ρspin = 1.39160.
also the behavior of the mean stress T 0
Π
are shown in Fig. 7. Moreover, two different critical thresholds
corresponding to different Laplace contributions in Eq. (24) are plotted. The Laplace pressure contribution
is calculated by using the surface tension values σsim, evaluated as described by Eq. (13), and the critical
radii R = 3 and R = 4.
According to the criterion one would expect cavitation when the magnitude of the local stress is smaller
than the pressure threshold. In Fig. 7 one can observe that the magnitude of the maximum stress eigenvalue,
for both stress definitions, is significantly below the spinodal pressure also before cavitation occurs. Therefore
the Joseph criterion with the critical threshold given by the spinodal pressure has not any particular meaning
in our context. On the other hand, the spinodal pressure adjusted by the Laplace pressure with a minimum
droplet radius of R ≈ 3lu appears in close vicinity to the maximum stress magnitude TΠ,11. So it appears
that both the maximum stress eigenvalue and the critical pressure with the Laplace contribution are relevant
and in this particular experiment they are found in close vicinity to each other. Furthermore there is an
appreciable difference between the two definitions of Eq. (20) and Eq. (23) indicating that the surface tension
contributions due to gradient terms in the pressure tensor should be considered relevant as well.69 We also
remark that the behavior of the mean stress T 0
Π
does not appear relevant in this context.
Simulations at higher (doubled) resolution confirm the above picture with the stress behaving as in Fig. 7.
For example, at κ = 0.01, the magnitude of the maximum stress eigenvalue TΠ,11 almost reaches the
pressure threshold pc(R = 3) = 0.1430 before increasing due to cavitation with a plateau at 0.1448 and
pc(R = 4) = 0.1466 (at ∆x = 1 the differences for the values of the pressure thresholds with respect to the
case at higher resolution are negligible and the stress plateau is at 0.1445).
Similar measurements were performed for the fixed-pressure inflow BC at three different viscosities: ν =
0.5, ν = 0.71, and ν = 0.9 and confirm the above picture with a critical threshold diminishing with increased
viscosity.
V. MACROSCOPIC CAVITATION PREDICTION
In this section cavitation is examined by using the standard approach of hydraulic characterization de-
scribed in section III. This technique is widely used in experimental works, such as by Payri et al.11 and
by Winklhofer et al.10, in order to analyse the behavior of high pressure systems. Both, Payri et al.11, and
Winklhofer et al.10, used an axial-symmetric and a quasi two-dimensional nozzle, respectively, monitored
the mass flow rate under steady flow conditions by keeping constant the upstream total pressure and vary-
ing the downstream static pressure. Thus they obtained data sets for mass flow rate as a function of the
pressure drop independent of the total upstream conditions. The results show that mass flow rate increases
by increasing the pressure drop up to a maximum value after which even further decreasing the downstream
pressure mass flow remains constant. At this point the flow is said to be choked. Mass flow saturation is
mainly caused by cavitation10,11 and it accompanied by a reduction of the discharge coefficient11. Specifi-
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FIG. 9. Stationary mass flow rate m˙ as a function of the square root of the pressure drop (pus − pds)
1/2 for different
values of the kinematic viscosity. Simulation parameters: lattice sites 601×401 lu with fixed-pressure BC at θ = 0.85,
κ = 0.1 and total inlet pressure pus = 0.4.
cally, Payri et al.11, who performed a comprehensive analysis by considering four different fluids with various
viscosities in order to cover a wide range in terms of Reynolds number, showed that under non-cavitating
conditions mass flow rate grows asymptotically with the Reynolds number whereas under cavitating condi-
tions, Eq. (19) is met. Therefore, both mass flow choking and discharge coefficient reduction are indirect
evidence of cavitation. Moreover, they showed that less viscous fluids tend to cavitate sooner.
The contribution of this work is to test, for the first time, the applicability of the LBM for the analysis of
the cavitation phenomenon by using a macroscopic approach closer to engineering practice which relies on
observing the results in terms of mass flow rate versus pressure drop and discharge coefficient versus both
cavitation and Reynolds number.
Measurements reported in this section are obtained in simulations with the fixed-pressure BC discussed
in Appendix A. We used the base resolution of 601 × 401 lu, at θ = 0.85 and κ = 0.1, to perform several
simulations by fixing the total inlet pressure pus = 0.4, and varying pds for kinematic viscosities ν =
0.5, 0.6, 0.71, 0.8. The results in terms of stationary mass flow rate as a function of the square root of the
pressure drop are given in Fig. 9. At ν = 0.5 the mass flow rate increases almost linearly up to pds = 0.12
(last right filled circle on the dash-dotted line in Fig. 9). Subsequently, further reducing pds the growth
rate is reduced. A similar behavior is observed with kinematic viscosity equal to 0.6. Here the mass flow
rate increases almost linearly up to pds = 0.10 (last right filled circle on the dashed line in Fig. 9), then the
growth rate is reduced and, finally, the system collapses into a choked flow state. Mass flow choking is well
visible for the case with kinematic viscosity equal to 0.71 when the critical cavitation point is reached at
pds = 0.08 (last right filled circle on the continuous line in Fig. 9). Indeed, further reducing the downstream
pressure the mass flow rate shows a small reduction at pds = 0.07 and then settles to values comparable
with those achieved at pds = 0.08.
The mass flow choking is clearly due to cavitation. This can be seen in Fig. 10, where the density contour
plots for the cases with ν = 0.71 and pds = 0.07, 0.08 are given. There is no vapor with pds = 0.08, whereas,
when pds = 0.07 vapor extends attached to the wall, along the entire length of the obstacle. A similar
observation is also valid for the cases with kinematic viscosities equal to 0.5 and 0.6. Moreover, the flow
lines, reported in the same figure, show that in both cases there is a significant recirculation zone near the
front side of the obstacle.
Finally, by considering again Fig. 9, when the kinematic viscosity is increased to 0.8, the mass flow
rate always increases, almost linearly, with the square root of the pressure drop and it does not show any
reduction of the growth rate up to the smallest pds considered, which for this kinematic viscosity is 0.06. A
further reduction of pds would compromise the numerical stability. The absence of a reduction in the mass
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FIG. 10. Density contour plots with flow lines. Simulation parameters: lattice of 601 × 401 lu with fixed-pressure
BC at θ = 0.85, κ = 0.1, pus = 0.4 and pds = 0.08 (a), pds = 0.07 (b) with kinematic viscosity equal to 0.71.
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FIG. 11. Discharge coefficient Cd as a function of the square root of the Nurick
63 cavitation number C
1/2
n for different
values of the kinematic viscosity. Simulation parameters: lattice sites 601×401 lu with fixed-pressure BC at θ = 0.85,
κ = 0.1 and total inlet pressure pus = 0.4.
flow growth rate is due to the fact that up to pds = 0.06 cavitation does not occur.
Obviously, the reduction of the mass flow growth rate causes a decrease of Cd as shown in Fig. 11, where the
discharge coefficient as a function of the square root of the Nurick cavitation number of Eq. (18) is given (here
Cn is determined considering the liquid branch spinodal pressure instead of the vapor pressure in Eq. (18)).
Indeed, except for the case with kinematic viscosity equal to 0.8, we can identify a critical cavitation number
below which there is an abrupt reduction of Cd. In the non-cavitating regime, for cavitation numbers higher
than the critical value (filled circles in Fig. 11), Cd slightly increases by decreasing Cn while it reaches a
plateau at large Cn. In the cavitating regime, moving towards the critical value of the cavitation number,
for kinematic viscosity equal to 0.5 and 0.6, Cd shows a small undershoot before reaching the critical point.
The undershoot is not present when the kinematic viscosity is 0.71. These findings are qualitatively in
good agreement with the experimental ones11 since it is possible to identify a critical point below which
the discharge coefficient abruptly decreases. In this region Cd is a linear function of C
1/2
n , as suggested by
Eq. (19) only for the case with ν = 0.71, whereas Eq. (19) is not met when the kinematic viscosity is equal
to 0.5 and 0.6.
The partial disagreement with the Nurick law of Eq. (19) can be due to the effects of the Reynolds number
which are not taken into account in the derivation of Eq. (19). We show the dependence of Cd and Cn on Re.
In Fig. 12, where the discharge coefficient is given as a function of Re, one sees that Cd reaches a maximum
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FIG. 12. Discharge coefficient Cd as a function of the Reynolds number for different values of the kinematic viscosity.
Simulation parameters: lattice of 601 × 401 lu with fixed-pressure BC at θ = 0.85, κ = 0.1 and total inlet pressure
pus = 0.4.
and then it abruptly decreases due to cavitation effects. This result is qualitatively in good agreement
with the experimental one by Payri et. al11. Fig. 13 shows that Cn decreases with Re in both cavitating
and non-cavitating cases. Given the dependence of Cd and Cn on the Reynolds number, it is reasonable to
expect, coming back to discuss the cavitation regime in Fig. 11, that Reynolds number effects come into play
also where cavitation is occurring so that the linear behavior in terms of C
1/2
n of Eq. (19) is not completely
fulfilled. On the other hand, in the non-cavitating regime of Fig. 11, the reduction of Cd with Cn is mainly
triggered by the reduction of Re, since Cn decreases and Cd consistently increases with increasing Re.
We have seen that cavitation and Reynolds number affect the mass flow rate and therefore Cd. It could
be instructive to consider the above results also looking at the behavior of the velocity and density profiles
and analyzing how they are affected by cavitation and Re. This will also help to understand the role of
other factors like compressibility on the behavior of the mass flow rate.
Fig. 14 shows the normalized longitudinal velocity profiles along with the density profiles across the
constrained channel at half of its length (x = 2
3
Lx) for the cases with kinematic viscosity ν = 0.6 and
downstream pressure pds = 0.2, 0.1, 0.085, 0.05. The figure shows that density is constant across the channel
for the non-cavitating cases with downstream pressure equal to 0.2 and 0.1, whereas in the event of cavitation
there is a significant reduction of the effective liquid flow cross section and therefore a reduction of Cd. The
smaller effective liquid flow cross section is caused by a sharp density discontinuity which separates the
liquid from the vapor. It is also visible that, by going from pds = 0.2 to pds = 0.1, compressibility is not
negligible since there is an appreciable reduction of the density which obviously affects mass flow rate and
therefore Cd.
At the considered longitudinal distance the transversal velocity is negligible and it is at most 2% of the
longitudinal one. For the non cavitating cases at pds = 0.2, 0.10, see the behaviour of the densities, the
shape of the velocity profiles is very close to that of a parabola since the flow is laminar, even if they are
not perfectly symmetric due to the geometry used. A larger Re due to smaller pds causes a wider velocity
profile which in turn increases the effective flow cross section and consequently Cd. On the other hand,
when cavitation occurs, i.e. the cases with pds equal to 0.085 and 0.05, the velocity shows a typical linear
shear flow profile in the vapor region which persists, with a different slope, moving towards the inner of the
system. For both the cavitating cases considered here the ratio between the vapor and the liquid velocity
slopes, across the interface, is roughly 4.3 and it can be compared with the theoretically expected value70
in a system with two phases of different density separated by a horizontal interface under shear flow. It is
given by the ratio between liquid and vapor density which here is approximately 5.9.
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FIG. 13. Nurick cavitation number Cn as a function of the Reynolds number for different values of the kinematic
viscosity. Simulation parameters: lattice of 601× 401 lu with fixed-pressure BC at θ = 0.85, κ = 0.1 and total inlet
pressure pus = 0.4.
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FIG. 14. Normalized longitudinal velocity profiles along with the density profiles at the position x = 2
3
Lx across
the channel. Simulation parameters: lattice of 601 × 401 lu with fixed-pressure BC at θ = 0.85, κ = 0.1, total inlet
pressure pus = 0.4, kinematic viscosity equal to 0.6 and downstream pressure pds = 0.2, 0.10, 0.085, and 0.05.
A way to evaluate Re effects is also looking at the boundary layer thickness which is significant to have
an idea about the reduction of the effective flow cross section due to viscous forces. Smaller boundary layers
means larger effective flow cross section and therefore larger Cd. Before the onset of cavitation the presence
of the boundary layer in addition to compressibility effects are the main contributions to the discharge
coefficient reduction. For the non-cavitating cases we can quantify the boundary layer by using the notion
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of displacement thickness71, here defined as
δ∗ = h−
h∫
0
ux(y)
ux,max
dy, (25)
where ux,max is the maximum value of the longitudinal velocity profile ux(y). These are equal to 57.0 lu and
53.3 lu when the downstream pressure is 0.2 and 0.1 respectively, thus showing that by increasing Re the
boundary layer decreases and therefore Cd increases. This analysis indicates that the mass flow rate and
therefore the discharge coefficient are affected by different factors. Cavitation causes the most significant
reduction of the effective flow cross section. It is further reduced by the boundary layer, which decreases
with the Reynolds number. Finally, the compressibility causes a density reduction which in turn reduces
the discharge coefficient. This compressibility effect is, however, quite small compared to the previous two.
VI. CONCLUSIONS
We conducted an in-depth numerical investigation of the formation of vapor in a constrained liquid flow
using an enhanced forcing-term based lattice Boltzmann model. To model the liquid-vapor transition a
free-energy approach based on the van der Waals equation of state was employed. The geometry of the
system is a simple two-dimensional channel with a sack-wall obstacle positioned at the top of the channel
and well behind the inlet layer inside the system. The channel is thus constrained to half its original width.
Two different sets of inflow and outflow boundary conditions were implemented. One where density and
velocity at the inlet layer and only the density at the outlet are fixed, and another fixing total pressure at
the inflow layer and the static pressure at the outflow layer. The former approach allows for easier control
of the velocity profile within the system and was used to investigate the circumstances of local cavitation
formation. The latter approach on the other hand better reproduces the situation of experimental work
focused on macroscopic hydraulic characterization of cavitation.
Liquid was forced into the channel from the left to flow past the obstacle. At a sufficient inlet velocity
or pressure difference between inlet and outlet boundaries vapor formation underneath the obstacle was
observed.
Careful investigation of the local circumstances of the formation of the vapor cavity indicates that it is
necessary to reach the liquid branch spinodal pressure. The obtained data imply that this is a necessary but
not sufficient condition. The density goes well below the liquid branch spinodal value without inducing the
formation of a vapor bubble. Our observations then indicate that additional factors, such as viscous stress,
interfacial contributions to the local pressure, and the Laplace pressure, are relevant to the opening of a vapor
cavity. This is well described by an appropriate generalization of Joseph’s34 criterion that includes these
contributions. Cavitation occurs when the magnitude of the maximum stress eigenvalue reaches a threshold
given by the spinodal pressure corrected by the Laplace contribution. The results are in agreement with
those of Falcucci et al.47 but we stress they are obtained from a LBM implementation based on a different
thermodynamic model.
This investigation is also the first application of the LBM to the engineering practice of characterizing
cavitation through a macroscopic approach by analyzing the behavior of stationary mass flow rate versus
pressure drop and discharge coefficient versus both cavitation and Reynolds number. The outcomes found
here are qualitatively in good agreement with the experimental ones of Ref. 11 and indicate that the mass
flow rate and therefore the discharge coefficient are affected by cavitation but also by other factors such
as boundary layer and compressibility. As theory predicts, a linear increase of the mass flow rate with the
square root of the pressure drop was found. However, the occurrence of cavitation causes a reduction in the
mass flow growth rate and eventually the system collapses into a choked flow state. Reduction of the mass
flow growth rate coincides with a smaller discharge coefficient which shows two different behaviors in the
non-cavitating and cavitating regimes. In the non-cavitating regime, the discharge coefficient grows with
the Reynolds number since the reduction of the boundary layer with Re causes larger effective flow cross
section. In the case of cavitation, however, vapor causes a significant reduction of the effective liquid flow
cross section and therefore a reduction of the discharge coefficient. In this regime, as predicted by Nurick63,
the discharge coefficient grows with the cavitation number Cn. However, agreement with Nurick law is, at
this point, qualitative, since we found the predicted square-root dependence of the discharge coefficient with
Cn only for a specific value of viscosity. We suspect this is due to Reynolds number effects not taken into
account in Nurick’s one-dimensional model.
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For future research we will investigate the impact of wetting properties of the walls on the cavity formation
process and the morphology of cavities.
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Appendix A: Boundary conditions
We outline here some details of the implementation of the numerical model with respect to boundary
conditions.
1. Inlet and Outlet Boundary Conditions
Two different sets of inflow boundary conditions (BC) are employed in this study. The first one is called
fixed-density BC and the second one is referred to as fixed-pressure BC. For the fixed-density BC a constant
density at the inflow ρus and a fixed inflow velocity uus are used. The distribution functions at the inflow layer
are then calculated as equilibrium distribution functions according to Eq. (2) such that fi = f
0
i (ρus,uus, θ).
Additionally, in order to avoid instabilities at the corners the horizontal inflow velocity is attenuated near
the corners according to
uus,x(y) = −uus
2
× (A1)[
tanh
(
y − 0.1Ly
0.1Ly
)
− tanh
(
y − Ly + 0.1Ly
0.1Ly
)]
.
Calculation of the density at the outflow layer follows a similar approach with a zero gradient on the velocity
with a fixed outflow density ρds. Copying the populations from the layer on the left of the outflow layer and
rescaling them by the density, is a simple way of solving this problem:
fi(xds, y) =
ρds
ρ(xds −∆x, y)fi(xds −∆x, y). (A2)
The fixed-pressure BC are introduced to ensure compatibility with experimental work10,11,63 and to obtain
the best possible estimate for the cavitation number Cn and its various definitions. For this approach the
pressure is fixed at both the inlet and the outlet boundaries. At the inlet, the total upstream pressure pus
is fixed. The velocity at the inlet in the x-direction is calculated from a zero-gradient velocity, i.e. velocities
are taken from the layer adjacent to the right of the inlet layer, ux(x = 0) = ux(x = ∆x). The y-velocity
is fixed to vanish uy(x = 0) = 0. At initialization of the simulation the fluid is at rest and the density is
typically chosen to be slightly below the equilibrium liquid density.
At the inlet layer we thus identify the definition of the total pressure with the inlet pressure, i.e. pus =
pw + 1/2ρu2. Replacing pw with the equation of state of Eq. (5) and rearranging the terms we obtain a
third order polynomial in ρ
0 = ρ3 −
(
4
9
u2 + 3
)
ρ2 +
8
9
(
3θ +
3
2
u2 − pus
)
ρ− 8
3
pus. (A3)
The largest real solution of this expression represents the liquid branch density ρus = ρl that solves the
equation of state for an effective van der Waals pressure of pus − 1/2ρlu2. This density value is then used
to calculate the distribution functions at the boundary layer. This density is streamed to the adjacent layer
to the right causing a development of a velocity profile along the x-direction assuming that pus > pds.
For the outflow a similar approach is used. The exception is that now only the pressure due to the
equation of state pds = p
w(x = Lx) enters the boundary condition at the outlet and we have Eq. (A3) but
with u = 0. Solving again for the largest density fixes ρds = ρl at the outflow layer. This density, together
with the zero-velocity gradient, is used in Eq. (A2) to determine the distribution functions at the outflow
layer. Including the dynamic pressure contribution in the inlet but not in the outlet pressure may seem
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counter-intuitive but this is done specifically to reproduce the upstream and downstream pressure definitions
of the experimental work in Ref. 63. Thus the corresponding subsequent definition of the cavitation number
Cn in Eq. (18) also taken from
63 is maintained.
The effect of the fixed-pressure BC at the outlet is not very significant in the current configuration.
However, at the inlet, unlike the fixed profile of Eq. (A1) in the fixed-density case, the velocity is no longer
fixed. Instead the velocity may vary along the inflow layer and even backflow can occur. This has three
practical effects for the numerical study: The simulation tends to be less stable during initial formation of
the flow profile, to obtain cavitation mean pressure at the inlet layer needs to be chosen higher than in the
fixed-density case, and flow profiles and vapor patterns look slightly different.
2. Wall Boundary Conditions
For the D2Q9 simulation we give here explicit examples for the wall boundary condition implementation
for all cases: flat wall, convex corner, and concave corner. In this implementation the base velocity set
is given by vi = ∆x/∆t × {{0, 0}, {1, 0}, {0, 1}, {−1, 0}, {0,−1}, {1, 1}, {−1, 1}, {−1,−1}, {1,−1}} for
i = 0, ..., 8, respectively.
Let fpi be the outgoing distribution functions in a wall lattice site at time t − ∆t and fi be those ones
streamed from neighboring sites at time t. For the bottom wall the local fluid density is then given by
ρ = fp0 + fp7 + fp4 + fp8 + f1 + f3 + f8 + f4 + f7. (A4)
Mass and momentum conservation require
ρ =
8∑
i=0
fi (A5)
ρux = f1 + f5 + f8 − f3 − f6 − f7 − ∆t
2
Fx (A6)
ρuy = f2 + f5 + f6 − f4 − f7 − f8 − ∆t
2
Fy (A7)
which can be solved for the missing populations if one assumes the bounce-back prescription f2 = f4 for the
population normal to the wall. It then results in
f5 = f7 +
1
2
(f3 − f1)− ∆t
4
(Fx + Fy) +
ρ
2
(uw,x + uw,y), (A8)
f6 = f8 +
1
2
(f1 − f3) + ∆t
4
(Fx − Fy)− ρ
2
(uw,x − uw,y), (A9)
f0 = ρ− (f1 + f3)− 2(f4 + f7 + f8) + ∆t
2
Fy − ρuy. (A10)
The wall velocity uw is included here to illustrate how to introduce shear.
In the case of the obstacle-wall concave angle, here on the example of a corner with walls at the top and
to the right, the local fluid density is given by
ρ = fp0 + fp8 + fp1 + fp2 + fp6 + fp5 + f1 + f2 + f5. (A11)
Mass and momentum conservation laws and bounce back rules (f4 = f2 and f3 = f1) give the unknown
distribution functions
f7 = f5 +
∆t
4
(Fx + Fy), (A12)
f6 =
1
2
(ρ− f0)− f1 − f2 − f5 − ∆t
4
Fy , (A13)
f8 =
1
2
(ρ− f0)− f1 − f2 − f5 − ∆t
4
Fx. (A14)
In the case of the obstacle convex angle the local fluid density is given by
ρ = fp0 + fp5 + f1 + f2 + f3 + f4 + f5 + f6 + f8. (A15)
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γ˙ κ velocity field ρinit tsep
0.00 0.0 free 1.3875 2× 104
0.00 0.1 free 1.3875 2× 104
0.02 0.0 free 1.385 1× 104
0.02 0.1 free 1.385 4× 104
0.04 0.0 free 1.385 1× 104
0.04 0.1 free 1.385 5× 104
0.00 0.0 fixed 1.385 3× 105
0.00 0.1 fixed 1.385 > 5× 105
0.02 0.0 fixed 1.385 7× 105
0.02 0.1 fixed 1.385 > 7× 105
0.04 0.0 fixed 1.385 3× 105
0.04 0.1 fixed 1.385 1× 106
TABLE IV. Tests of spinodal decomposition under shear in a channel of width h = 20lu at θ = 0.9, κ = 0.0, 0.1,
and shear rates between γ˙ = 0.0 and γ˙ = 0.04. Indicated are also the type of shear implementation in the velocity
field colum, the highest values of the mean initial density ρinit at which phase separation was observed, and the
corresponding time tsep after which liquid and vapor were noted.
Mass and momentum conservation gives the unknown distribution functions
f7 = f5 +
1
2
(f1 + f2)− 1
2
(f3 + f4) +
∆t
4
(Fx + Fy), (A16)
f0 = ρ− f1 − f2 − f3 − f4 − f5 − f6 − f7 − f8. (A17)
In order to ensure a higher isotropy and reduce spurious velocities at interfaces, which are unavoidable
also in our model (see Ref. 54 for details), we calculated the spatial derivatives in (4) by using a general
9-point second-order finite difference scheme (see Refs. 61 and 62 for details).
Appendix B: Spinodal decomposition under shear
The nucleation process responsible for the formation of vapor shown in this paper is confined to a relatively
small region at the inlet of the constrained channel. This region is subjected to shear. It is known that phase
transition behavior may change if the material is sheared36,68,72,73. Thus it is prudent to investigate whether
the shear is relevant in the ranges of the parameters where cavitation was observed in measurements presented
in this paper. We evaluate if and how shear impacts the spinodal density of the fluid. In the simulation
discussed in section IV the shear rates underneath the obstacle near the cavity inception point are found to be
0.015 < γ˙ < 0.020. To emulate comparable circumstances we set γ˙ = 0.02 and to see the effect of increased
shear γ˙ = 0.04. Two simulation scenarios were prepared. The first one, abbreviated as ’free’ in table IV, is
a channel of width h with periodic boundaries in the x-direction and on-grid bounceback on the upper and
lower channel walls. These wall boundaries are constructed according to Eqs. (A8) - (A10). The lower wall
then is assigned a wall velocity uw,x(y = 0) = −γ˙h/2, and the upper wall uw,x(y = h) = γ˙h/2 thus ensuring
in stationary conditions an average shear rate of γ˙. The second type of preparation, labeled ’fixed’, refers to
a configuration where in addition to the boundary walls the fluid velocities are constrainted according to the
imposed linear shear profile at the time of each collision. These velocities enter the equilibrium distribution
functions in the collision term Eq. (1). Material can still move through advected differences between the
local and equilibrium distribution functions but the phase separation dynamics is observed to be slower.
The simulation is then initialized with a mean density ρinit with a very small random offset per lattice node
of amplitude of Λ× 10−6 where Λ is a random number chosen from a flat distribution with zero mean and
variance of 0.5. The initial density is very slightly below the spinodal density measured in simulations of
table II. Then, if no phase separation is observed after 107 simulation updates, the experiment is repeated
at a different initial density ρinit which is 0.0025 lower than the previous one. In order to reproduce the
conditions at which cavitation formation is observed underneath the obstacle, we choose a channel width of
h = 20lu. This is large enough to avoid interfacial effects (the interface width is ∼ 5lu, see, for example,
Ref. 74) and it is comparable to the width of the boundary layer which is ∼ 50lu in the right end of the
channel (see Figs. 2 and 14) and is less wide near the inlet of the constrained channel. The results of these
measurements are given in table IV, where the highest initial densities ρinit for which phase separation is
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observed, are reported. The observed difference between the measured spinodal density of table II and the
largest effective density where the system phase separates at γ˙ 6= 0 is < 0.005. This difference is significantly
smaller than the one between analytic spinodal density 1.3916 and the density 1.315 at cavitation inception
which is 0.08.
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