In this paper a probabilistic feedback technique to maximize the throughput of a generic True Random Bit Generator (TRBG) circuit, under a given constraint on the entropy, is discussed. In the proposed solution, the throughput of the device is dynamically and adaptively varied by an on-line entropy detector, such to obtain, with an arbitrary confidence level, an entropy greater than a given worst-case value. The approach, which has a general validity, introduces a method for making maximum use of the TRBG random bit generation capabilities, maximizing the generation throughput while preserving its entropy. Differently from the classical 'open loop' TRBG design approach, in which the circuit parameter variability determines an uncertainty about the actual entropy of the device, with the proposed techniques the TRBG generation speed is varied under a given constraint on the entropy. The method can be applied to all those integrated TRBG circuits proposed in the literature and based on the uniform sampling of, e.g., random physical processes or chaotic dynamical systems.
Introduction
Random number generation represents a key task in several applications like cryptography [1] , stochastic computation [2] , testing of digital complex systems [3] and Monte Carlo simulations [4] . In these applications, randomness is used in probabilistic (or randomized ) algorithms, i.e., in procedures in which chance is part of the logical flow [5] . In practice, this means that a machine implementing such an algorithm has access to a physical source of randomness, a Random 64*/ on-line entropy detector enabled output random bits adaptive throughput Figure 1 : The block diagram of a "smart" TRBG.
Number Generator, for making stochastic choices during its execution, or to initialize registers with random values. A sequence of random numbers can be obtained using a sequence of bits generated by a Truly Random Bit Generator (TRBG). TRBGs are devices usually implemented by mixed analog-digital circuits. In general they are based on the sampling of intrinsically random physical processes derived from, e.g., the electronic noise (Johnson noise, Schottky noise or some other stochastic phenomena present in silicon devices [6] [7] [8] ), the unstable oscillations of high-jitter oscillators [9, 10] , and the dynamics of chaotic systems [11] [12] [13] . A TRBG can be modeled as a binary ergodic information source with positive entropy, and its aim is to approximate the classical ergodic model defined for an unpredictable fair coin thrower: the greater is the entropy of the TRBG, and the better this approximation is achieved. Accordingly, the entropy is one of the indicators of the statistical quality of a TRBG.
Unfortunately, the behavior of a TRBG is usually highly sensitive to the variability and perturbation of circuit parameters caused, e.g., by the tolerances of the circuit fabrication process [14, 15] , or induced by the environment housing the device (supply voltage oscillations, electromagnetic coupling, heating, etc.) [6] [7] [8] 11] . More in detail, the variability of the parameters typically introduces bias and correlation between the generated symbols, and a decrease of the TRBG entropy value. This problem can be countered either by improving the robustness of the circuit with respect to the parameter variability 2 , or by lowering the throughput (in terms of issued random bits per second), in order to counteract the effects of correlation (by under-sampling or adopting suitable information compression algorithms).
In this paper we discuss a probabilistic feedback technique aiming at maximizing the throughput of a generic TRBG circuit, under a given constraint on the entropy. As a result, referring to Fig. 1 , the throughput of the device is dynamically and adaptively varied on the basis of the on-line entropy estimation provided by a processing digital block, such to obtain an entropy greater than a given worst-case value with an arbitrary confidence level. The discussed approach has a general validity and it can be adapted to any of the several output post-processing techniques proposed in literature in order to vary the generator entropy (e.g., methods based on under-sampling or information compression) [8, [16] [17] [18] .
Our approach introduces a method for making maximum use of the TRBG random bit generation capabilities determined also by the circuit implementation (process/voltage/temperature variations), dynamically maximizing the throughput given a certain worst case entropy constrain. This approach is different from the classical 'open loop' TRBG design approach, in which the circuit parameter variability determines an uncertainty about the actual entropy of the device. The method can be applied to all those integrated TRBG circuits proposed in the literature and based on the uniform sampling of, e.g., random physical processes or chaotic dynamical systems.
Note that in this paper the randomness test point of view for the validation of random binary source is not used. Randomness tests aim at verifying if a source is 'random enough' for a given application by checking if the ratio of finite sequences that pass a predefined statistical test suite is above a certain acceptance threshold [19] [20] [21] . In this paper we propose the idea of 'closed loop' TRBG design, providing a simple scalable low-complex method to counteract the circuit parameter variability. Of course, depending on the considered target application, a proper post-processing unit or proper sophisticated validation algorithms may be still required before issuing the generated random sequences to the final user circuits 3 . This paper is organized as in the following. In Section 2 we introduce some basic definitions about the Average Shannon Entropy (ASE) and the problem of its estimation. In Sections 3 and 4 we provide the main theoretical results on which the proposed entropy detector is based on, discussing in detail how practically the ASE can be estimated, even by means of a design example. In Section 5 we show the feasibility of the proposed technique by applying the method to a chaos-based TRBG. Finally, the conclusions and references close the paper.
The entropy and its estimation
In real TRBGs bias and correlation between symbols deteriorate the statistical characterization of the generated sequences, and Information Theory provides theoretical tools for measuring how well an ergodic binary source approximates the behavior of an unpredictable fair coin thrower.
Definition 1 The Average Shannon Entropy (ASE) of a TRBG is equal to
where the summation extends to the finite set collecting the 2 k binary k-tuples of the form β = {b 0 , . . . , b k−1 }, b i ∈ {0, 1}. In (1) P (β) represents the generation probability for the k-tuple β, and it is assumed that if P (β) = 0 then P (β) log 2 P (β) is equal to zero. Since we are using logarithms with base 2, the result is expressed in bit/time-step.
The ASE indicates, for a given TRBG, the average amount of information issued at each time-step. From the above definition it is immediate to check that for the ideal TRBG 4 the ASE is equal to 1 bit/time-step, i.e., it is equal to the maximum classical Shannon Entropy for a binary source. The computation of (1) is unfeasible for most TRBGs, since the statistical distributions of any order are involved. Accordingly, the practical approach consists in truncating the expression (1) to a given integer k > 0. In such case we have the Partial Average Shannon Entropy
The truncated expression (2) will be used in the following, in order to simplify the analysis.
Estimation of binary symbol generation probabilities
For any integer k > 0, the estimation of (2) is based on the direct estimation of the terms P (β) , with β ∈ {0, 1} k . Since we are assuming the binary source to be ergodic, it results that
where #β is the number of occurrences for the symbol β among N observations. Accordingly, we define the estimation of P (β) asP β = #β N , that can be simply obtained counting the occurrences of the binary symbol β among N observations.
The random variable NP β , that is obtained by counting the occurrences of β among N observations, is distributed over {0, 1, . . . , N } according to a probability mass function that can be, in general, extremely complicated to express in analytical form, even provided to know the exact statistical characterization of the ergodic binary source. To a first approximation, if we assume the generated symbols as a sequence of independent and identically distributed (i.i.d.) random variables, the probability for NP β to be equal to p is given by the well known binomial probability mass function
with mean value N P (β) and variance N P (β)(1 − P (β)). For large 6 N , the previous expression can be approximated by a normal distribution with mean value N P (β) and standard deviation
Within this theoretical framework, the mean value of the estimationP β is exactly P (β), and the accuracy of the estimation can be increased by lowering the standard deviation ofP β , i.e., by increasing the number of observations N . Moreover, referring to the 3σ confidence interval for Gaussian distributions, we recall that the variableP β is within ±3 σ N away from its mean value P (β) with probability ≈ 99.7%. The authors verified through computer simulations of binary Markovian sources with finite memory that the above theoretical Gaussian model is reliable when N is much larger than the memory of the stochastic process. In general, for an arbitrary ergodic source, it suffices that the first order correlation between symbols vanishes within a time-period reasonably short with respect to the width of the observation window. In the following, we assume the Gaussian approximation to be valid. The 2 k terms NP β referred to the binary symbols β ∈ {0, 1} k can be computed, e.g., using 2 k counters that count for each symbol the occurrences among N observations. A possible way to perform this task is by means of the circuit depicted in Fig. 2 . Assuming to split a kN -bit long random binary sequence into N disjoint k-bit symbols, for each symbol a simple decoder enables the increment of the corresponding counter, as depicted in Fig. 2 .
As far as the complexity of the circuit depicted in Fig. 2 is addressed, it must be highlighted that it increases proportionally to 2 k : this issue represents a limit to the implementation of this structure for large values of k (e.g., k > 8). In principle, the modulo m of each counter should be large enough to count up to N occurrences. In such case m ≈ log 2 N , and the total area required for the counters can be roughly estimated to be 2 k log 2 N times the area of one flip-flop. Actually, m can be chosen much smaller than log 2 N , reducing the circuit complexity, as discussed in the next sections.
Worst case partial entropy
For the aim of this work, we do not need to estimate the actual value of the TRBG entropy, but it is sufficient to estimate whether it is above or below a given value. Unfortunately, the definition (2) involves complex computations (logarithms and products), and it is therefore particularly expensive (in terms of computational cost) to be evaluated. In this section we discuss a simple method for determining a sufficient condition that guarantees that a binary source has an entropy greater than a given level, apart from an estimation error related to the termsP β which is taken into account in Section 4. It is worth noting that this condition is not necessary, i.e., the decision rule may discard sources with an acceptable entropy. On the other hand, the method requires low-complex calculations 7 , and hence it allows for the definition of a simple circuit implementation of an entropy detector with arbitrary confidence level, and it does not fail when it detects low-entropy sources: this is a critical issue when dealing, e.g., with cryptographic applications.
The summation in (2) is made of terms of the form h(x) = −x log 2 x (see Fig.3 ). It results that ∀x 0 ∈ (0, 1) the function h can be written as
where −ξ(x − x 0 ) is equal to the sum of all the higher powers of the Taylor polynomial expression of the function h. On this basis, for each positive integer k, and for any x 0 , the partial entropy ASE k can be written as
Since the previous expression holds for any x 0 ∈ (0, 1), we can chose x 0 equal to the value P (β) for an ideal TRBG, i.e.,
Therefore we can write It is interesting noting that the quantity P (β) − 1 2 k is equal to the distance between the actual probability P (β) for the binary symbol β to be generated, and its value in an ideal TRBG.
Let us now focus on the terms ξ P (β) − 1 2 k . From eq. (6) we have
which is 0 for x = x 0 , and
Accordingly, the second derivative
is positive ∀x ∈ (0, 1). Concluding, the error function ξ(x−x 0 ) is a non-negative convex function with minimum in x 0 (see Fig. 4 ). We can now prove the following
by defining
we assume
Accordingly, the minimum obtainable partial entropy is
Proof. We first note that
, a possible distribution of generation probabilities is that one for which one half of the 2 k binary symbols in {0, 1}
k has generation probability P L , whereas the other half has generation probability P H . In such case, it is trivial to verify from (2) that
To conclude the proof, it suffices to show that for any other distribution of the 2 k terms P (β) in the interval [P L , P H ], the partial entropy is not lower than (16) . Accordingly, let us note that from (10) the worst case partial entropy (16) can be written as
where
Since x 1 and x 2 are arbitrary values, we can set in the above inequality x 1 = P L and x 2 = P H , and for any point y between P L and P H a value t y ∈ [0, 1] exists such that y = P H − t y (P H − P L ). We now note that from the normalization property of probability mass functions it follows that β∈{0,1} k P (β) = 1, which implies
and, after simple calculations,
On the other hand, from the convexity of
Summarizing, the previous inequality and eq. (20) imply that for any distribution of the 2
Accordingly, the partial entropy can not be lower than the worst case (17), concluding the proof. According to the previous result, the Fig. 5 reports the worst-case ASE k | wc (16) as a function of the maximum allowed normalized deviation 2 k δ for the terms P (β) in eq. (2), taking into account different values for k. In this figure, when the normalized deviation 2 k δ → 1, the worst case partial entropy is obtained referring to the distribution of generation probabilities P (β) such that one half of the 2 k binary symbols in {0, 1} k has generation probability P L → 0, whereas the other half has generation probability P H → 2 2 k , i.e., twice the ideal generation probability 
The generation probability estimator
The results in the previous section can be used provided to know whether the generation probabilities P (β) lie within P L = 1 2 k − δ and P H = 1 2 k + δ for all the binary symbols β ∈ {0, 1} k . Under the assumptions introduced in subsection 2.1, in this section we discuss the correct design of the generation symbol probability estimator.
From (5) we know that the the estimation of P (β) has standard deviation
Accordingly, for any given N , the variance ofP β is a simple quadratic form with maximum in P (β) = 0.5. Therefore, if we restrict our analysis to those P (β) values such that P L ≤ P (β) ≤ P H , assuming k > 1 and 0 < δ < Accordingly, by varying N , we can set the worst-case standard deviation ofP β lower than any arbitrary value ρ, obtaining the inequality
The previous inequality is satisfied if
For each binary symbol β ∈ {0, 1} the estimation of P (β) is therefore affected by an errorP β − P (β) which may cause the entropy detector to make an error. In detail, for each binary symbol β ∈ {0, 1}, the error is made if
or if
The analytical calculation of the previous probabilities can be carried out only making strong assumptions on the statistical characterization of the TRBG to be evaluated. Nevertheless, the set of P (β) values which can be accepted is not hard-limited by P L and P H , since certain values P (β) greater than P H or lower than P L can be accepted as good values due to the estimation error. Since we assumedP β to be a Gaussian random variable, we can identify two uncertainty zones around P H and P L and wide about 6σ β | wc , containing those values which may cause a wrong evaluation of the actual entropy of the TRBG (see Fig. 6 ). Accordingly, assuming 2δ > 3σ β | wc , the P (β) values greater than P H + 3σ β | wc (or values lower than P L − 3σ β | wc ) have probability roughly lower than 0.3% to be estimated between P L and P H . Similarly, the P (β) values between (P L + 3σ β | wc , P H − 3σ β | wc ) have probability rougly lower than 0.3% to be estimated greater than P H or lower than P L . Taking into account these considerations and adopting the worst-case point of view introduced in the Proposition 1, the expression (16) can be corrected as where
On the basis of the previous results the generation probabilities estimator can be designed as discussed in the following example.
Design example
According to the sufficient condition (16), let us design a system for detecting whether the 5-bit partial entropy for a TRBG is lower than 0.96 bit/timestep, with a tolerance of ±0.01 bit/time-step. Thus, we are assuming k = 5 and, by inspecting and P H = 3 64 . On the basis of (29) it is possible to plot Figure 7 , according to which, in order to have a partial entropy 0.95 < ASE k | wc < 0.97, we set σ β | wc < ρ ≈ 0.048δ = 0.75 · 10 −3 . Finally, by means of (26), we obtain N = 59600.
Circuit implementation
The implementation of the device discussed in the previous example requires 2 5 = 32 counters whose aim is to detect whether N P L < NP β < N P H . For implementation simplicity, since N = 59600 is the minimum value for N such to satisfy the inequality (26), one can chose for N a value equal to the smallest power of 2 greater than 59600, i.e., N = 2 16 = 65536. In such case, the aim of the 32 counters is to detect whether 2 16 1 64 = 1024 < 2 capable to stop the counting process when reaching the overflow. As a result, when the counting is finished, the condition (31) is verified if the most significant bits stored in the counters are equal to either '01...' or '10...' 8 . Referring to the schematic hardware structure described in Fig. 8 , the working mechanism for the entropy detector can be summarized as in the following. At the start-up all the registers and counters are reset. The TRBG output is then split into 2 16 = 65536 non-overlapping 5-bit symbols, i.e., 2 21 bits are examined 5 bits at a time. For each 5-bit symbol the decoder enables the corresponding counter, increasing its value by one unit. After completing the counting of 65536 symbols, the detector output is high if and only if the condition (29) is satisfied. On the basis of this signal, referring to fig. 1 , the throughput of the TRBG can be increased or lowered.
In this example, the core hardware architecture of the entropy detector requires a 5-bit decoder, 32 12-bit counters , 32 2-inputs xor gates, a logic block computing the equivalent output of a 32-inputs and gate, a 16-bit counter for counting the 65536 symbols and few more logic for interfacing the input and the output signals with the TRBG.
Hardware implementation of a generic entropy detector
As highlighted in the previous example, the efficient implementation of the entropy detector can be achieved when, for two properly chosen integers n, p > 0, the parameter N is chosen equal to 2 n , and 2 k δ is chosen equal to 1 2 p . In such case, in order to obtain the partial entropy (16) the generic condition (15) implies that
Accordingly, the size m of the counters can be chosen such that 2 m = 2 · 2 n−k , and the output of the detector can be easily obtained with few logic gates having as an input the most significant p+1 bits of the 2 k counters used for the counting.
For different values of N and δ, more complex circuits are required for verifying the condition N P L < NP β < N P H for each binary symbol (e.g., digital comparators). Nevertheless, if restricting the parameter space (N, δ, k) to the low-complex particular cases mentioned above, the different achievable possibilities satisfy most the needs in practical cases, and the circuit implementation (e.g., by a FPGA device) is straightforward.
Application to a real TRBG
Let us consider the chaos-based TRBG proposed in [11] . In this TRBG the unbiasing can be assumed negligible, whereas depending on the nominal parameter values of the chaotic circuit a typical correlation affects the statistical characterization of generated bits, as depicted in the upper-left subplot of Fig.  9 . In this section we apply the entropy detector proposed in this paper to vary the TRBG throughput by means of the direct TRBG under-sampling 9 . In this example the entropy detector was implemented by an Altera FPGA Cyclone II EP2C5T144C6, and for the design we set a target worst-case 5-bit partial entropy equal to 0.99 bit/time-step, assuming a tolerance equal to ±0.005 bit/time-step. According to the previous results and discussions, we set k = 5, 2 k δ = The Fig. 9 reports experimental data obtained from the hardware prototype described in [11] , equipped with the entropy detector. As it can be seen in the upper subplots of this figure, for the considered TRBG the entropy detector detected a low-entropy event when assuming a 1 : 1 under-sampling rate (indeed, in this case the actual 5-bit partial entropy was ≈ 0.9218 bit/time-step). By lowering the TRBG throughput, assuming a 2 : 1 under-sampling rate, the detector detected again a low-entropy event. It is interesting noting that the actual 5-bit partial entropy was ≈ 0.9907 bit/time-step (greater than the requested worst-case value), but the sufficient condition (16) was not satisfied. Finally, adopting a 3 : 1 under-sampling rate, the sufficient condition (16) was satisfied, obtaining an actual 5-bit partial entropy equal to ≈ 0.9994. As it can be seen in Fig. 9 , by lowering the throughput of the TRBG, the 5-bit symbols are progressively better uniformly distributed, increasing the overall quality of the TRBG statistical characteristic.
Conclusions
In this paper we have discussed a probabilistic feedback technique to maximize the throughput of a generic TRBG circuit, under a given constraint on the entropy. In the proposed solution, the throughput of the device is dynamically and adaptively varied by an entropy detector, such to obtain, with an arbitrary confidence level, an entropy greater than a given worst-case value. The approach, that has a general validity, introduces a method for making maximum use of the TRBG random bit generation capabilities, leading the generation throughput to its maximum while preserving its entropy. As discussed with examples, the method requires low-complexity circuits and it can be applied to all those integrated TRBG circuits proposed in literature and based, e.g., on the uniform sampling of random physical processes, or of chaotic dynamical systems. 
