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Abstract. We consider the problem of detecting three-dimensional inclusions
from quasi-backscattering far field data generated by an incident field of time-
harmonic fixed frequency plane waves modeled with the Born approximation. We
assume only partial far field data is known and use a sampling-type method to
reconstruct small obstacles and extended spherical obstacles. In particular, at
the location of a device transmitting an incident wave, we assume far field data
is collected only along a line extending a short distance from the transmitting
device. Several numerical examples are provided to demonstrate the effectiveness
of the approach.
1. Introduction
In this paper we propose a data collection geometry in which to frame the inverse
scattering problem of locating unknown obstacles from far field measurements of
time-harmonic scattering data. The measurement geometry, which we call a quasi-
backscattering set-up, requires less data than traditional multi-static configurations.
We demonstrate that the data collected can be used to locate inhomogeneities whose
physical properties are such that the Born approximation applies. In particular, we
are able to image a two-dimensional projection of the location of a small obstacle by
checking if a test function which corresponds to a point in R2 belongs to the range
of a measurable operator. Combining several projections then allows us to identify
the location of the small inclusions in R3. We also show how this algorithm can be
extended to the case of extended spherical inclusions.
Our reconstruction algorithm uses ideas from sampling-type methods [3, 13, 9, 6]
and MUSIC-type (MUltiple-SIgnal-Classification) algorithms for small obstacles as
in [8, 10, 12, 1, 2, 11]. However, the data setting and analysis are different.
Typical scattering experiments collect either backscattering data, in which one
device acts as both transmitter and receiver, or multi-static data, in which many
transmitting/receiving devices surround the inhomogeneity. The algorithms in the
above-mentioned references work only for multi-static data. The inversion scheme we
describe in this paper makes use of a type of quasi-backscattering data; one device acts
as a transmitter and a line of receivers extends in one-dimension a small distance from
the transmitter. Figure 1 demonstrates the difference between a usual multi-static
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Figure 1: A Comparison of multi-static data (left) and quasi-backscattering data
(right). Red circles correspond to device locations. The thick blue line in the
right figure denotes where the quasi-backscattering set-up is moved and where each
transmitting device is located.
set-up and the quasi-backscattering geometry. As the figure demonstrates, the quasi-
backscattering geometry requires significantly less data than the multi-static geometry,
which can be beneficial in practical applications. While the proposed scheme can be
applied to other types of problem, we focus here on the inverse acoustic scattering
problem.
The outline of our paper is as follows: in Section 2, the direct scattering problem
is formulated and the quasi-backscattering data setting is explicated. In Section 3, we
introduce and analyze the inversion procedure capable of identifying two-dimensional
projections of small objects’ locations. We then extend the algorithm to the case of
extended spherical inclusions. In Section 4, extensive numerical experimentations are
presented in order to show the performance of this new algorithm. We end this section
by explaining how one can obtain three-dimensional locations from two-dimensional
projections.
2. Direct scattering problem
We begin by discussing the mathematical formulation for the problem of acoustic
incident plane waves scattering against inhomogeneous media in three-dimensions.
These details can be found in many places, e.g. [7], and we include them here for
completeness.
Assume a plane wave incident field with a fixed wave number k is generated in
the area of an inhomogeneity. Such an incident field is described by ui(x, dˆ) = eikdˆ·x
for x ∈ R3 and dˆ ∈ S2 where S2 is the boundary of the unit ball in R3 and where ·ˆ
indicates a normalized vector. The total field u(x) satisfies
∆u+ k2n(x)u = 0 in R3, (1a)
u(x) = ui(x, dˆ) + us(x), (1b)
lim
r→∞ r
(
∂us
∂r
− ikus
)
= 0, (1c)
where us(x) is the scattered field, r = |x| is the Euclidean magnitude of x, n(x) is
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the refractive index of the inhomogeneous medium which is a bounded function with
non-negative imaginary part, and (1c) is the Sommerfeld radiation condition which
holds uniformly with respect to xˆ = x/|x|. For wave numbers such that Imk ≥ 0 and
refractive indices which are bounded with compact support, it is known that (1a)–
(1c) has a unique solution in H1loc(R3). This problem has been studied extensively
and more information about the related direct and inverse problems can be found in,
e.g., [3, 7, 13].
In what follows, define the contrast function as m(x) = 1 − n(x) and assume
m(x) is non-zero only on a compact set D ⊂ R3 which contains the inhomogeneity.
The Lippmann-Schwinger equation,
u(x) = eikx·dˆ − k2
∫
D
m(y)Φ(x,y)u(y) dy, (2)
gives an exact expression for the unique solution to (1a)-(1c) where
Φ(x,y) =
1
4pi
eik|x−y|
|x− y| , x 6= y
is the fundamental solution to the Helmholtz equation in R3. Assuming [13]
k2 max
x∈D
∫
D
|m(y)Φ(x,y)|dy  1, the first term of a Neumann series solution to (2)
gives the Born approximation
uB(x) = eikx·dˆ − k2
∫
D
m(y)Φ(x,y)eikdˆ·y dy. (3)
The inverse problem in which we are interested is to find information about D
given data about the asymptotic behavior of usB(x), the Born approximation to the
scattered field. We are able to explicitly characterize the asymptotic behavior of the
scattered field through the Sommerfeld radiation condition, (1c). Specifically,
usB(x) =
eik|x|
|x| u
B
∞(xˆ, dˆ) +O
(
1
|x|2
)
, |x| → ∞
where u∞B (xˆ, dˆ) is the Born approximation to what is known as the far field pattern.
Using (3),
usB(x) = −k2
∫
D
m(y)Φ(x,y)eikdˆ·y dy
and we conclude that
uB∞(xˆ, dˆ) = −
k2
4pi
∫
D
eik(dˆ−xˆ)·ym(y) dy, xˆ ∈ S2. (4)
2.1. Forward problem for quasi-backscattering data
The above derivations have not fixed the measurement geometry. We now restrict
xˆ and dˆ to the quasi-backscattering experimental set-up. In what follows, let
xˆ = −dˆ + ηeˆ where η ∈ [−δ, δ] for a small constant δ and eˆ ∈ S2 is a fixed unit
vector which is orthogonal to dˆ. The traditional backscattering set-up corresponds
with δ = 0. Using the orthogonality of dˆ with eˆ and the fact that both are unit
vectors, a Taylor expansion about η = 0 yields
xˆ =
−dˆ+ ηeˆ∥∥∥−dˆ+ ηeˆ∥∥∥ = −dˆ+ ηeˆ√1 + η2 = −dˆ+ ηeˆ+O(η2).
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As such, we chose xˆ in this way as an approximation to xˆ = −dˆ+ηeˆ‖−dˆ+ηeˆ‖ up to O(η
2).
For this reason we continue to use the notation xˆ, although it is no longer normalized.
Substituting this choice of xˆ into (4) gives
uB∞(−dˆ+ ηeˆ, dˆ) = −
k2
4pi
∫
D
e2ikdˆ·ye−ikηeˆ·ym(y) dy, dˆ ∈ S1(eˆ) (5)
where S1(eˆ) := {dˆ ∈ S2; dˆ · eˆ = 0}. Following the typical approach of sampling
methods in inverse scattering problems, we introduce the quasi-backscattering far
field operator, F : L2([−δ, δ]) → L2(S1(eˆ)) which we will use extensively in solving
the inverse problem. In particular, F is defined as
(Fg)(dˆ) =
∫ δ
−δ
uB∞(−dˆ+ ηeˆ, dˆ)g(η) dη, dˆ ∈ S1(eˆ). (6)
3. Quasi-backscattering inverse problem
We now turn our attention to the inverse problem of reconstructing the location of
inhomogeneities from the quasi-backscattering far field data. We first consider the
case of obstacles which are small compared to the wavelength of the incident wave
and which are sufficiently far from one another. In Section 3.4 , we use the analysis
for this case as the basis for finding the centers of extended spherical obstacles. The
key result of this section is Theorem 1 which will allow us to locate obstacles by testing
if a specific function is in the range of the quasi-backscattering far field operator.
3.1. Inverse problem for small obstacles
Assume there are M obstacles with supports described by Dj ⊂ R3, j = 1, . . . ,M ,
embedded in a homogeneous background. Let the contrast be defined by the weighted
sum of characteristic functions m(x) =
∑M
j=1mj1Dj where mj are constants.
If Dj = zj + RjΩj are small obstacles centered at a point zj ∈ R3 with size
and shape described by Rj and Ωj respectively, then using (5) we obtain that up to
O(max(Rj)
4) error terms,
uB∞(−dˆ+ ηeˆ, dˆ) '
M∑
j=1
τje
2ikdˆ·zje−ikηe·zj , dˆ ∈ S1(eˆ), η ∈ [−δ, δ]. (7)
Here, τj = − k24pimjR3j |Ωj |, where |Ωj | indicates the volume of Ωj , are constants
related to the strength of each scatterer. Combining (6) and (7) reduces the quasi-
backscattering operator to
(Fg)(dˆ) =
∫ δ
−δ
uB∞(−dˆ+ ηeˆ, dˆ)g(η) dη =
M∑
j=1
τje
2ikdˆ·zj
∫ δ
−δ
e−ikηe·zjg(η) dη.
To further simplify the far field operator, we write each obstacle’s location in terms
of its components parallel to eˆ and perpendicular to eˆ. For a fixed eˆ, we write
zj = Π⊥(zj) + L(zj)eˆ, j = 1, . . . ,M where Π⊥ maps onto the plane orthogonal to eˆ
and where L isolates the component of a vector which is parallel to eˆ. For example,
if eˆ = (0, 0, 1) and z1 = (1, 2, 3), we would have Π⊥(z1) = (1, 2, 0) and L(z1) = 3.
Note that for the sake of conciseness we will sometimes treat Π⊥(z) as a vector in R2.
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Decomposing the locations of obstacles in this way, we can write the far field operator
as
(Fg)(dˆ) =
M∑
j=1
τje
2ikdˆ·Π⊥(zj)
∫ δ
−δ
e−ikL(zj)ηg(η) dη. (8)
Since F can be computed from the measurable far field pattern data, we use it
to solve the inverse scattering problem. Indeed, Theorem 1 gives conditions under
which we can relate the range of F to the location of a small obstacle. Such a
characterization is typical for sampling-type methods such as the linear sampling or
factorization schemes, as well as the MUSIC algorithm. Before stating this theorem,
we prove two short lemmas which are required for its proof.
Lemma 1. Assume eˆ ∈ S2 is fixed and let zj ∈ R3, j = 1, . . . ,M be distinct points
whose components in the direction of eˆ differ (i.e., L(zi) 6= L(zj), i 6= j). Then
A = {η 7→ e−ikL(zj)η, j = 1, . . . ,M} is a linearly independent sequences of functions
for η ∈ [−δ, δ].
Proof. We would like to show that the Wronskian matrix of A, denoted by W , is
non-singular. A short calculation shows that det(W ) = c(η)det(V ) where c(η) =
exp
(
−ikη∑Mj=1 L(zj)) is a function which never vanishes and V(i,j) = ωj−1i for
ω = −ikL(zi). Since V is a Vandermonde matrix, it has a non-zero determinant so long
as ωi 6= ωj for each i 6= j, which is true by the assumption on L(zi), i = 1, . . . ,M .
Lemma 2. Assume eˆ ∈ S2 is fixed, let zj ∈ R3, j = 1, . . . ,M be distinct points, and
let z∗ ∈ R3 be any point perpendicular to eˆ and distinct from each Π⊥(zj). Then
B = {dˆ 7→ e2ikdˆ·z, z = z∗,Π⊥(z1), . . . ,Π⊥(zM )} is a linearly independent sequences of
functions for dˆ ∈ S1(eˆ).
The proof of this lemma follows the idea of Theorem 4.1 in [13]. This theorem of
Kirsch and Grinberg implies that the above can also be proven for a finite number of
dˆj , ηj ∈ S1 with a similar but more technical argument.
Proof. To show that B is linearly independent, assume
β0e
2ikdˆ·z∗ +
M∑
j=1
βje
2ikdˆ·Π⊥(zj) = 0 for dˆ ∈ S1(eˆ).
The left-hand-side of the above equation is, up to a constant multiple, the far field
pattern of the function
x 7→ β0Φ(x, z∗) +
M∑
j=1
βjΦ(x,Π⊥(zj))
where
Φ(x, z) =
i
4
H
(1)
0 (2k|x− z|), x 6= z (9)
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is the (radiating) fundamental solution of the Helmholtz equation in R2 with wave
number 2k and H
(1)
0 is a Hankel function. As such, since the far field pattern vanishes,
Rellich’s lemma and unique continuation show that
β0Φ(x, z∗) +
M∑
j=1
βjΦ(x,Π⊥(zj)) = 0 for x /∈ {z∗,Π⊥(z1), . . . ,Π⊥(zM )}.
Taking the limit as x approaches each of z∗ and Π⊥(zj), j = 1, . . . ,M shows
immediately that B is a linearly independent sequence of functions for each dˆ ∈
S1(eˆ).
With these lemmas in hand, we are ready to prove the key theorem for small
obstacles.
Theorem 1. Assume eˆ ∈ S2 is fixed and dˆ ∈ S1(eˆ). Let zj ∈ R3 for j = 1, . . . ,M
and let z ∈ R3 be orthogonal to eˆ. If the components of each zj parallel to eˆ are
not equal (i.e., L(zi) 6= L(zj), i 6= j), then φz(dˆ) = e2ikdˆ·z ∈ R(F ) if and only if
z ∈ {Π⊥(zj), j = 1, . . . ,M}.
Proof. Let z /∈ {Π⊥(zj), j = 1, . . . ,M} be orthogonal to eˆ. Assume by contradiction
that there exists some g(η) ∈ L2([−δ, δ]) such that (Fg)(dˆ) = e2ikdˆ·z. From the
definition of F , this would imply
e2ikdˆ·z =
M∑
j=1
cje
2ikdˆ·Π⊥(zj),
where cj = τj
∫ δ
−δ e
−ikL(zj)ηg(η) dη are constants. However, this is a contradiction
with the linear independence of {dˆ 7→ e2ikdˆ·Π⊥(ζ), ζ = z,Π⊥(z1), . . . ,Π⊥(zM )}, which
shows that if φz ∈ R(F ) then z ∈ {Π⊥(zj), j = 1, . . . ,M}.
To prove the second half of the theorem, assume L(zi) 6= L(zj), i 6= j and
z ∈ {Π⊥(zj), j = 1, . . . ,M}. We will show that φz ∈ N (F ∗)⊥ = R(F ) which gives
the result since F is a finite rank operator with closed range. A short calculation gives
that
(F ∗h)(η) =
M∑
j=1
τje
ikL(zj)η
∫
S1(eˆ)
h(dˆ)e−2ikdˆ·Π⊥(zj) ds(dˆ).
If h ∈ N (F ∗), then
M∑
j=1
τje
ikL(zj)η
∫
S1(eˆ)
h(dˆ)e−2ikdˆ·Π⊥(zj) ds(dˆ) = 0.
The linear independence of {eikL(zj)η, j = 1, . . . ,M} proven in Lemma 1 gives that
for each j = 1, . . . ,M ,
0 =
∫
S1(eˆ)
h(dˆ)e−2ikdˆ·Π⊥(zj) ds(dˆ) =
(
h(dˆ), φΠ⊥(zj)(dˆ)
)
L2(S1(eˆ))
where (·, ·)L2(S1(eˆ)) indicates the inner-product on L2(S1(eˆ)). As such, φz ∈ N (F ∗)⊥
for each z ∈ {Π⊥(zj), j = 1, . . . ,M}, which gives the result.
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The proof of Theorem 1 in fact implies a slightly stronger result.
Corollary 1. With no restrictions on L(zj) and the same hypotheses on eˆ as in
Theorem 1, if φz ∈ R(F ) then Π⊥(z) ∈ {Π⊥(zj), j = 1, . . . ,M}.
Another corollary to Theorem 1 is that, for the appropriate restrictions on Π⊥(zj),
Pφz = 0 if and only if z ∈ {Π⊥(zj), j = 1, . . . ,M} where P : L2(S1(eˆ)) → R(F )⊥ is
the orthogonal projection onto the orthogonal complement of the range of F .
This suggests that the function I(z) = ‖Pφz‖−1 for each z perpendicular to eˆ
within a region of interest will be large when z is near Π⊥(zj), j = 1, . . . ,M and small
otherwise. This is exactly the MUSIC-type algorithm which we will use to locate the
centers of small objects.
To construct the imaging function I(z), let (uk, σk, vk), k = 1, 2, . . . be the singular
system for F where the left singular functions are uk ∈ L2(S1(eˆ)) and the right singular
functions are vk ∈ L2([−δ, δ]). Since R(F ) is spanned by the left singular functions
uk which correspond to singular values σk = 0, we can write
I(z) =
( ∞∑
k=r+1
∣∣∣(φz, uk)L2(S1(eˆ))∣∣∣2
)−1
, (10)
where r is the number of non-zero singular values. Numerical results showing that
I(z) is large near obstacles are given in Section 4.
3.2. A second range test for three-dimensional reconstructions
Assume that the range test described above has been performed so that {Π⊥(zj), j =
1, . . . ,M} are known. From Theorem 1, φΠ⊥(zk)(dˆ) ∈ R(F ) for a given k = 1, . . . ,M .
As such, there is a gΠ⊥(zk) ∈ L2([−δ, δ]) such that
(FgΠ⊥(zk))(dˆ) =
M∑
j=1
cje
2ikdˆ·Π⊥(zj) = e2ikdˆ·Π⊥(zk)
where, as before, cj = τj
∫ δ
−δ gΠ⊥(zk)(η)e
−ikL(zk)η dη. By linear independence, cj =
τjδjk, where δjk is the Kronecker delta function. This suggests a second indicator
function which can be used to find L(zj) when Π⊥(zj) are already known. Formally,
JΠ⊥(zk)(z) =
(∣∣∣∣∣
∫ δ
−δ
gΠ⊥(zk)(η)e
−ikL(z)η dη
∣∣∣∣∣
)−1
(11)
is arbitrarily large when z = L(zj), j 6= k. This argument is formal and we have no
guarantee that JΠ⊥(zk)(z) is small away from z = zj , j 6= k. Nevertheless, in the
numerical examples in Section 4.2 below, JΠ⊥(zk) indicates the location of L(zj), as
expected when Π⊥(zj) are known accurately and gz(η) is calculated using Tikhonov
regularization and the Morozov discrepancy principle. As the numerical simulations
will demonstrate, however, calculating L(zj) in this manner is not robust to noise.
3.3. Inverse problem for coplanar small obstacles
Due to the hypotheses on Theorem 1, the algorithm outlined above does not necessarily
locate an object in the case that L(zi) = L(zj) for some i 6= j ∈ 1, . . . ,M . This
problem can be easily alleviated: in all proofs we have assumed a fixed eˆ ∈ S2. Since
L(zj) is a function of eˆ, we can perform multiple quasi-backscattering experiments
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with different eˆ directions to solve the problem. Indeed, we recommend this for purely
geometric reasons as well. Since the quasi-backscattering technique gives only two-
dimensional projections of the locations of scatterers, two obstacles which lie on top
of each other with respect to eˆ (i.e., Π⊥(zi) = Π⊥(zj) but L(zi) 6= L(zj)) will appear
as the same obstacle in the reconstruction. Multiple experiments corresponding to
different eˆ directions helps to fix this problem as well. In Section 4.3, we outline
a technique for using data from multiple experiments with different eˆ directions to
reconstruct obstacles in three-dimensions.
Before continuing, we note that the algorithm outlined above does not necessarily
identify obstacles if L(zi) = L(zj) for all i 6= j. In particular, under these conditions,
we show below that there is no obvious reason which suggests that I(z) will be
arbitrarily large at z = Π⊥(zj), j = 1, . . . ,M . Indeed, the numerical simulations
in Section 4 indicate that the reconstruction of co-planar obstacles is sensitive to
noise.
Assume that L(zi) = L(zj) for each i, j = 1, . . . ,M . Since we can shift the origin
with a change of variables, we set each L(zi) = 0 without loss of generality. In this
case, the far field operator becomes
(Fg)(dˆ) =
M∑
j=1
τje
2ikdˆ·Π⊥(zj)
∫ δ
−δ
g(η) dη, dˆ ∈ S1(eˆ),
and Fubini’s Theorem gives that for η ∈ [−δ, δ],
(F ∗h)(η) =
M∑
j=1
τj
∫
S1(eˆ)
e−2ikdˆ·Π⊥(zj)h(dˆ) ds(dˆ) =
h(dˆ), M∑
j=1
τjφΠ⊥(zj)

L2(S1(eˆ))
.
Let h(dˆ) = uk(dˆ) for a fixed k where uk(dˆ) is a left singular function of F
corresponding to a singular value σk = 0. Since uk ∈ N (F ∗),uk(dˆ), M∑
j=1
τjφΠ⊥(zj)

L2(S1(eˆ))
= (F ∗uk)(η) = 0.
However, we cannot conclude from the above equation that(
uk(dˆ), φΠ⊥(zj)
)
L2(S1(eˆ))
= 0, j = 1, . . . ,M.
3.4. Inverse problem for extended obstacles
We now adapt the arguments given in the previous section to the problem of finding
extended obstacles. We show that, for small δ, the arguments given in Theorem
1 apply directly to locating the center of extended spherical obstacles. While the
spherical nature of the extended obstacles does not seem to be required, it is not
clear that we can uncover more information than the location of the center of these
obstacles.
In this section, assume there areM obstaclesDj again of the formDj = zj+RjΩj ,
where zj are the obstacles’ center, Ωj their shape, and Rj their size. Now, however,
assume each Ωj = B(0; 1) is a ball centered at zero of radius one and that Rj is
of similar size as the wavelength or larger. Assume, as before, that the contrast is
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defined by m =
∑M
j=1mj1Dj where mj are constants. We will begin our discussion
by calculating uB∞(xˆ, dˆ) under these assumptions. From (4) we have
uB∞(xˆ, dˆ) = −
k2
4pi
M∑
j=1
mj
∫
Dj
eik(dˆ−xˆ)·y dy
= − k
2
4pi
M∑
j=1
mje
ik(dˆ−xˆ)·zj
∫
B(0;Rj)
eik(dˆ−xˆ)·y dy.
To simplify this expression into a more useful one, we state the following lemma.
Lemma 3. For a constant R > 0 and any two vectors x,y ∈ R3,∫
B(0;R)
eix·y dy =
4pi
|x|3 (sin(R|x|)−R|x| cos(R|x|)) .
Proof. Under the change of coordinates y 7→ ryˆ where r = |y|,∫
B(0;R)
eix·y dy =
∫ R
0
r2
∫
S2
eirx·yˆ ds(yˆ) dr. (12)
It is known that
∫
S2 e
irx·yˆ ds(yˆ) = 4pij0(rx) where j0 is the spherical Bessel function
of order zero [14]. Since j0(x) =
sin(x)
x , an integration-by-parts gives the result.
We are interested in the above result for x = k(dˆ − xˆ) and R = Rj . With this
choice of parameters,
uB∞(xˆ, dˆ) = −k2
M∑
j=1
mje
ik(dˆ−xˆ)·zj
(
sin(kRj |dˆ− xˆ|)− kRj |dˆ− xˆ| cos(kRj |dˆ− xˆ|)
(k|dˆ− xˆ|)3
)
.
Returning to the quasi-backscattering approach and letting xˆ = −dˆ+eˆη, a Taylor
expansion about η = 0 gives that
sin(kRj |dˆ− xˆ|)− kRj |dˆ− xˆ| cos(kRj |dˆ− xˆ|)
(k|dˆ− xˆ|)3 =
sin(2kRj)− 2kRj cos(2kRj)
(2k)3
+O(η2), j = 1, . . . ,M.
If we again define the quasi-backscattering far field operator as (Fg)(dˆ) =∫ δ
−δ u
B
∞(dˆ, η)g(η) dη, we find
(Fg)(dˆ) =
M∑
j=1
τLj e
2ikdˆ·zj
(∫ δ
−δ
e−ikηeˆ·zjg(η) dη + o(δ2)
)
=
M∑
j=1
τLj e
2ikdˆ·Π⊥(zj)
(∫ δ
−δ
e−ikL(zj)ηg(η) dη + o(δ2)
)
where τLj = −mj(sin(2kRj) − 2kRj cos(2kRj))/8k. Here, the asymptotic analysis
follows from an application of Cauchy-Schwarz. Up to constants and o(δ2), the
quasi-backscattering operator for extended spheres is identical to (8), the quasi-
backscattering operator for small obstacles. As such, using the same technique
described in Section 3.1, we can find two-dimensional projections of the centers of
extended spherical obstacles. Note, incidentally, that τLj = − 13k2mjR3j + O(R5j ),
which matches the expression for τj used in the case of small spheres.
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4. Numerical experiments
In this section, we give numerical results demonstrating the effectiveness of the above
technique. In all experiments, we approximate obstacles by spheres with a small
radius. Specifically, the radius for each obstacle is 1/500 units. We will use simulated
forward data which is corrupted by random noise. Using the formula given in (4) we
simulate u∞(xˆ, dˆ) using numerical integration. Numerically integrating (6) gives a
discrete representation of the far field matrix, Fij , which is corrupted by Fij(1 + γξ)
where ξ is a uniform random variable in [−1, 1] and γ is a constant related to the
level of noise. To calculate the indicator function, we compute the singular value
decomposition of F = USV ∗ and use U to calculate a discrete version of (10). The
approximate imaging function is regularized by computing with all but the first ten
singular vectors (i.e., r = 9 in (10)). In all examples, we take k = 15 to be the wave
number. Other parameters are given for each experiment.
The experimental parameters discussed above merit a few comments. The first
is related to our use of ten singular vectors in reconstructions. Typically when using
a MUSIC-type algorithm, the number of singular vectors is related to the number of
unknown obstacles, which is estimated by the numerical rank of the far field operator.
In our numerical experiments we have found such a technique to be sensitive to added
noise. As such, we took the number of singular vectors as an upper bound of the
number of obstacles. This method for picking the number of singular values could
result in false positives in reconstructions; though seemingly unlikely in practice, there
is no guarantee that this modification of the indicator function in (10) will be large
only at obstacle locations. A more robust technique for picking the number of singular
vectors would be useful in practice. Nevertheless, in the experiments below, results
do not change noticeably when using the same number of singular vectors as there are
obstacles.
The second comment is related to the relatively-high wave number used in these
experiments. In the case of extended obstacles, low wave numbers are used to ensure
that the Born approximation of the far field is valid. However, because we assume
our objects are very small (a radius of 1/500 units), we are justified in using a higher
wave number.
We present three types of numerical inversions. In Section 4.1, we show two-
dimensional projections of small obstacles. In Section 4.2, we generate the third
unknown coordinate assuming the first two are known. Finally, we use multiple eˆ-
directions to generate full three-dimensional reconstructions for small obstacles in
Section 4.3.
4.1. Two-dimensional projections of small obstacles
We give several numerical examples in this section which help demonstrate both the
strengths and weaknesses of the quasi-backscattering technique. In all reconstructions,
darker colors correspond to higher values of the imaging function which correspond
with the predicted locations of the obstacles. A small red circle in each picture
corresponds to the true location of each obstacle. Note that the size of the dark areas
near obstacle locations do not correspond to an estimate of obstacle size, but are merely
an artifact of the way in which reconstructions are displayed. In all reconstructions,
we use 802 sampling points uniformly chosen in the unit-square. In all experiments
we use 95 incident directions and for each incident direction we use 95 locations for
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xˆ between −δ and δ. We call these points between −δ and δ the observation points.
This is a large number of both incident directions and observation points and, indeed,
acceptable results are achievable with far fewer. However, we prefer to focus these
experiments on the affect geometric and physical parameters have on reconstructions.
The first example, given in Figures 2 and 3, shows the algorithm differentiating
between multiple small obstacles, added one at a time. The obstacles are located
at z1 = (−0.25,−0.25,−0.5), z2 = (0.25, 0.25,−0.25), z3 = (0.25,−0.25, 0.25), and
z4 = (−0.25, 0.25, 0.5).
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Figure 2: Symmetric addition of new objects, δ = pi/50 (no noise).
For the next example, we show the affect of δ on reconstructions. While
the motivation for the quasi-backscattering set-up comes from a Taylor expansion
about η = 0 (and hence small δ), the experiments in Figure 4 show that in the
presence of noise, the reconstruction technique is not stable for too small of δ, in
particular when many obstacles are present. All three figures have z1 = (0,−0.5, 0.25),
z2 = (0, 0.5,−0.75), z3 = (0.5, 0,−0.25), and z4 = (−0.5, 0, 0.75).
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Figure 3: Symmetric addition of new objects, δ = pi/50 (approximately 1% noise).
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Figure 4: Decreasing the quasi-parameter δ. Figures have δ = pi (top-left), δ = pi/50
(top-right), and δ = pi/100 (bottom). Approximately 5% noise.
In the experiment in Figure 5 we show the resolution achievable by the quasi-
backscattering technique. Often, inversion schemes based on the Born approximation
or a Fourier transform are limited to a half-wavelength resolution. Though we do not
show this rigorously, the numerical example in Figure 5 suggests such a limitation
for the quasi-backscattering technique. Indeed, we see that the method is unable to
differentiate between obstacles once they are within half a wavelength of each other.
In this case, the technique gives a large range of possible locations, containing the
true centers of the obstacles. In this experiment, there is a constant 0.2 unit distance
between the z-coordinate of the obstacles.
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Figure 5: Two objects moving closer to each other, δ = pi/100 (no noise). Thick bar
at bottom corresponds to half of wavelength.
The final two experiments of this type show the need to take multiple experiments
with different eˆ directions when the underlying geometry of the obstacles is
complicated. Figure 10 shows reconstructions from three different eˆ directions of
three small obstacles which would form an approximate “L”-shape if they were
connected with straight lines. In particular, z1 = (−0.25,−0.25,−0.25), z2 =
(0.25,−0.24,−0.25), and z3 = (−0.25,−0.26, 0.25). Due to the geometry of the
obstacles, taking eˆ = (0, 0, 1) or eˆ = (1, 0, 0) only gives reconstructions of two of
the three obstacles. By taking eˆ = (0, 1, 0), however, we are able to find all three
obstacles.
Finally, we apply the quasi-backscattering algorithm to the reconstruction of co-
planar obstacles – that is, obstacles which violate the assumptions in Theorem 1. As
Figure 11 shows, in the absence of noise, reconstructions are acceptable. However,
under the addition of noise, the reconstructions become less clean. Changing eˆ so
that L(zi) 6= L(zj) results in more acceptable reconstructions. The figures are located
at z1 = (0.75, 0.75, 0.25) and z2 = (−0.25,−0.25, 0.25).
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Figure 10: An L-Shaped geometry which requires 3 views to see all obstacles, δ = pi/30
(approximately 1% noise).
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Figure 11: Results for co-planar obstacles, δ = pi/60. Figures on left are noise-free
and figures on right have approximately 1% noise.
4.2. Reconstruction of third coordinate
We now show two reconstructions of the third coordinate of a small obstacle, assuming
the other two coordinates are known. We use the indicator function given by (11)
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where gz(η) is calculated using Tikhonov regularization plus the Morozov discrepancy
principle. In both reconstructions, we take δ = pi/50 and 377 observation points
and incident directions. Though this is an unrealistically-large number of observation
points and incident directions, we will show that the indicator function is still sensitive
to noise. In both reconstructions, eˆ = (0, 0, 1) so that we are generating the z-
coordinate in a typical Cartesian plane. For this reason, we explore another technique
for three-dimensional reconstructions in Section 4.3 below.
In Figure 12, let z1 = (−0.24,−0.24,−0.75), z2 = (0.26,−0.24, 0), and z3 =
(0.26, 0.26, 0.75). Adding no noise and assuming the two-dimensional projections of
zj , j = 1, 2, 3 are known exactly, the figure demonstrates we are able to construct
L(zj) under ideal circumstances.
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Figure 12: When JΠ⊥(zj) is computed, peaks appear for i 6= j. Red circles show exact
location of L(zj).
We consider a more realistic scenario in Figure 13. Let z1 =
(−0.25,−0.25,−0.75), z2 = (0.25,−0.25, 0), and z3 = (0.25, 0.25, 0.75). How-
ever, we have added 0.1% noise and assume we guess Π⊥(z1) = (−0.24,−0.24),
Π⊥(z2) = (0.26,−0.24), and Π⊥(z3) = (0.26, 0.26). We see that even under small
perturbations, the accuracy of the reconstructions is dramatically decreased.
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Figure 13: Reconstructions lose accuracy in the presence of 0.1% noise. Red circles
show exact location of L(zj).
4.3. Three-dimensional reconstructions
The inversion schemes described above do a good job locating obstacles within the two-
dimensional plane perpendicular to the selected eˆ direction. Given data from multiple
experiments with multiple eˆ directions, we are better able to find the full three-
dimensional coordinates of an obstacle or set of obstacles. As discussed above, there
are many scenarios in which reconstructing obstacles with multiple eˆ is encouraged.
In this section, we show that multiple eˆ directions can be used to calculate three-
dimensional reconstructions of obstacle locations.
The creation of three-dimensional images from a selection of two-dimensional
projections has been thoroughly studied in the image processing literature and we
do not attempt to use state-of-the-art techniques here. Instead, we perform multiple
quasi-backscattering experiments on the same obstacle set-up, interpolate the results
from each experiment onto a fixed sampling grid, and average the results. We
regularize our results for each eˆ before computing the averaged result. In particular,
we apply a total variation minimization algorithm (see [4, 5, 15]) which emphasizes
changes in gradient and hence sharpens edges. We next locally normalize each two-
dimensional projection over a 5× 5 grid of sampling points to further sharpen edges.
After these regularization steps are performed, we average on a sampling grid as
described.
We compute forward and inverse data for this section as we did in Section 3.1.
Here, however, we vary eˆ. Specifically, we take 30 values of eˆ from a circle in the
XY -plane. The results are given as three-dimensional contour plots of the imaging
function. The contour which is plotted is αmax I(z) where α is a value between 0 and
1.
In Figure 14, we demonstrate the techniques described above to compute three-
dimensional object reconstructions. In particular, we consider three small objects
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located at the points z1 = (−0.5,−0.5,−0, 5), z2 = (0.5,−0.5,−0.5), and z3 =
(−0.5,−0.5, 0.5). Notice that these are in a geometry which forms an “L”-shape,
as in Figure 11. As demonstrated above, when we use two-dimensional projection
techniques, we require at least three eˆ directions to locate all objects for such a
geometry. By taking more eˆ directions, however, we are able to give a full three-
dimensional image of the geometry.
Figure 14: Three-dimensional noise-free reconstructions of point obstacles based on
multiple experiments. We take 95 incident directions, 95 observation points, and use
δ = pi/60. The top figure is noise-free while the bottom figure has approximately 1%
noise. In both figures, we display isovalues of 0.6 times the maximum value of the
imaging function.
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