Introduction
With the increasing importance of complex software systems in the software industry, the need for using agent technologies have increasing to facilitate in large-scale commercial and industrial software systems development. It is of crucial need for system modelling techniques to support reliable, maintainable and extensible designs. With these new challenges, software development has become increasingly difficult. Thus, it is important that software companies develop tailor made processes for constructing inherently complex and distributed software to run in such environments and be able to live up to the task. Compared to traditional software engineering paradigms, Agent Oriented Software Engineering (AOSE) allows for improved functionalities and security [1] [2] [3] .
Multi-Agent Systems (MAS) consist of autonomous agents, which interact within a dynamic environment to accomplish their common individual goals. Achieving these goals usually requires effective coordination of all the activities assigned to the agents [20] . The primary advantages of using multi-agent technologies include: (1) individuals agents take into account the application-specific nature and environment; (2) local interactions between individuals can be modelled and investigated; and (3) difficulties in modelling and computation can be organized as sub layers and/or components. Therefore, MASs provide satisfactory solution to the issue of distributed control as a computational paradigm. In addition, Artificial Intelligence (AI) techniques can also be utilized in line with these efforts [22] . With the increasing importance of complex software systems in the industry, the need for using agent technologies has become even more paramount for developing in a sustainable way large-scale commercial and industrial software systems. In line with these priorities, it is of crucial need for system modelling techniques to support reliable, maintainable and extensible designs [21] .
However, unlike Object-Oriented (OO) technology which uses Unified Modeling Language (UML), there is no unified method that can be used to develop agent systems. In this, regard, AOSE can also offer ways for comparing and assessing agent methodologies to help developers in choosing between the current and available methodologies [4] .
Over the last two decades, health care systems have become increasingly computer-based [23] , requiring the ability to save and organize large amounts of medical information pertaining to patients. Using agent technologies, this task will be faster and more reliable [14] . Health care information systems have become more and more computerized. A large amount of data in this sector needs to be stored and analyzed, and with the help of computer systems, this task can be done faster and more efficiently.
The present work is an attempt to analyze the Guardian Angel: Patient-Centered Health Information System (GA: PCHIS) [5] using two agent methodologies: Multiagent Systems Engineering (MaSE) [6, 7] and Agent System Methodology (ASEME) [8, 9] . These two support the engineering of a large array of open system and allow for the complexity and knowledge presentation in the MAS to be scaled modularly to any level required. These methodologies are clearly agent-based, the design is widely regarded as agent-oriented, and both consider the social aspects associated with the tasks involved [10] [11] [12] .
MaSE methodology
The MaSE process [6, 7] includes seven steps split into two phases: the analysis phase which in itself consists of three steps: capturing goals, applying use cases, and refining the roles; and the design phase that covers four steps: Creating agent classes, constructing conversations, assembling agent classes, and system design.
Analysis stage
The first step in the analysis stage is capturing goals, which takes the primary system specifications and converts them into an organized collection of system goals. It is shown in Fig. 1 . However, to assign the relationship between multiple roles and one agent is not trivial. Many design quality factors need to be considered [24] . Software quality has long been a critical issue for software developers [25, 26] . First, use cases are extracted from the system requirements in the analysis stage to describe a series of events that determine the behavior of the desired system.
A sequence diagram is used to define a minimum set of messages that should be passed among the roles. If a message is exchanged between two roles, then there should be a corresponding connection path between the two. The communication path created among the roles by independent agent classes imply that there must be a conversation among agent classes to pass the message. Refining roles converts the goals in the goal hierarchy diagram into more useful forms for building MAS roles.
Roles are constructing blocks used to capture system goals and determine the agents' classes in the design stage. The role is an abstract description of the expected function of the enterprise and covers the goals of the target system to which it has been assigned [16, 17] . The general shift of goals into roles is one-to-one, and every goal maps to one role [10] . Refining roles converts the goals in the goal hierarchy diagram into more useful forms for building MAS roles.
Roles are constructing blocks used to capture system goals and determine the agents' classes in the design stage. The role is an abstract description of the expected function of the enterprise and covers the goals of the target system to which it has been assigned [16, 17] . The general shift of goals into roles is one-to-one, and every goal maps to one role [10] . The design stage of the MaSE translates the agent classes to actual agents. It describes the numbers, types, and locations of agents within a system by using a deployment diagram. Since most of the work has been done in the previous stage, the design of the system, in essence, is the simplest stage within MaSE.
The main objective of this step is to construct a number of agent classes determined from the component roles; constructing conversations using communication task diagrams as a type of finite state machine, where every conversation is depicted by two communication class diagrams; one is for the initiator of the conversation and the other for the responder. Each diagram displays the sequence of the messages exchanged between the initiator and the responder.
ASEME methodology
The ASEME methodology [8, 9, 15] consists of three steps: requirements, design, and implementation. It also covers a modular agent development method and offers the concepts of intra-agent control to determine the agent's behavior by formatting the various modules which execute this tasks. In addition, the Inter-Agent Control (IAC) defines the protocols that control the coordination of the agents' society.
Requirements analysis
At this stage, the participating actors are identified along with their respective goals. Furthermore, information is collected about the specific requirements that dictate the expected system functions. Initially, the analyst determines which actors will act in the system. Next these actors are related with their goals. As a final stage, the specific requirements associated with each goal of each actor are defined [15] . Fig. 5 describes the actor diagram for the target system. 
Analysis phase
There are certain concepts involved in an analysis [9, 15] . In the following these concepts are introduced and explained in brief:
Roles. Human and agent roles can correspond to the actors of the requirements analysis phase as concrete roles. These roles are initially represented in the use case diagram and, then, moved to the roles model, which includes the role name, the interagent protocols which the role participates in, and its liveness model as shown in Use-Cases. The use case model shows the relation between the system and its environment while also defining the system functionality. Use cases are derived from the goals of the actor diagram in the previous phase (Fig. 7) . Functionalities. A functionality is associated with the various types of technologies used to implement reasoning mechanisms.
Activities. Each capability is broken down into simple activities. Agent Interaction Protocols. A protocol is implemented as a capability. Liveness model. This is a process model which shows the dynamic behavior of the roles in the system. data schedules =downloaded data. store data. monitor patient condition = get patient data. data schedules. monitors progress*, data update.
Results and discussion

MaSE
MaSE is the first methodology used in this paper, in its latest form, and updated as it appears in [6, 7] . This methodology is constructed based on the application of current techniques for the OO. As a software engineering approach, agents are described as finite state machines. The focus is on communication modeling, and the control flow is also presented within a very clear plan.
In the MaSE methodology, every agent acts as a software process that interacts with another agent or software process to accomplish a common overall goal. Even though some agents are intelligent and designed efficiently while others are not, all are treated equally; that is, they all work in the same manner to achieve the required goal. MaSE can also be regarded as an environmental and deployment model.
In MaSE, several software agent applications are encapsulated and all their external interfaces are closed by an agent involved in the system communication protocol. However, one limitation of MaSE is that the open systems are not taken into consideration in the process, as a result of which agents cannot be created, deleted or moved during implementation. Also, in exchange for multicast, the interactions among the agents of a target system are to be on a one-to-one basis. For this reason, systems employing MaSE are not considered as extensive.
Goal analysis, initially performed in the MaSE process, enhances goal preservation through the stages of analysis and design. The role and modeling of the agent class is facilitated by focusing upon assigning a clear goal, each of which is intended to be fulfilled. Also, there are tasks that belong to the custom goals of the roles.
ASEME
The second methodology used in this study was ASEME. To build MAS, this methodology uses model-driven techniques. The different models included are represented using meta-models with the Eclipse Modeling Framework (EMF). ASEME uses the Agent Modelling Language (AMOLA), which describes both syntax and semantics for building MAS models, in this way supporting the analysis and design phases of the software development process. AMOLA also copes with the individual and societal side of the agents, describing how protocols and capabilities can be used in the agents' design. In ASEME the guidelines are missing because the authors depend only on automated model transformations. The same is true for tasks to be done at each stage of development.
MaSE & ASME
MaSE illustrates, for the first time, both inter and intra-agent communications that should be integrated. However, MaSE models alone cannot provide a modeling technique for analyzing systems and allowing for model transformation in between the analysis and design stages. The concurrent tasks model is determined from the goal hierarchy tree and from sequence diagrams in a manner that cannot be automated. In ASEME the model transformation process is typical [18, 19] .
For obtaining the design stage intra-agent control from the analysis phase liveness model, MaSE offers simple rules but the guidelines are missing because the authors rely only on the paradigm shifts [18] . Agents in MaSE are associated with the target system goals, while ASEME defines agent types which arise from the actors of the requirements stage. Finally, ASEME allows for greater implementation possibilities, while in MaSE agents are executed using AgentTool as in [19] .
Conclusion
The main aim of this case study was to achieve greater functionality and flexibility in such type of complex open systems as health care information systems. The successful use of the two selected agent methodologies in designing the GA: PCHIS indicates that they are practical and usable.
The notation of the two methodologies is generally acceptable and both have a strong modeling language in terms of satisfying different criteria such as those of systematic transitions, modularity and ease of comprehension.
Regarding the processes, from the software development lifecycle point of view, both of the methodologies include the specification and analysis design as well as detailed design to some extent. Additionally, the selected methodologies provide techniques and adequate support for abstractions, allowing for the complexity and knowledge in the MAS to scale modularly to any arbitrary level required.
Moreover, there are distinctive features, such as Model-Driven Engineering (MDE), documentation of non-functional requirements phases in ASEME and deployment model in MaSE.
The evaluation of the AOSE method shows that most effort has been dedicated to requirements, design, and implementation phases. However, advances are still needed in all stages of the software lifecycle. With regard to the future work, it includes increasing the number of agent-oriented methodologies and adding other evaluation methods towards the assessment. In doing so, the work can be improved by involving supplementary models and techniques. R e f e r e n c e s
