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We study a steady state non-equilibrium transport between two interacting helical edge states of a
two dimensional topological insulator, described by helical Luttinger liquids, through a quantum dot.
For non-interacting dot the current is obtained analytically by including the self-energy correction
to the dot Green’s function. For interacting dot we use equation of motion method to study the
influence of weak on-site Coulomb interaction on the transport. We find the metal-to-insulator
quantum phase transition for attractive or repulsive interactions in the leads when the magnitude
of the interaction strength characterized by a charge sector Luttinger parameter K goes beyond a
critical value. The critical Luttinger parameter Kcr depends on the hoping strength between dot
and the leads as well as the energy level of the dot with respect to the Fermi levels of the leads,
ranging from weak interaction regime for dot level off resonance to strong interaction regime for
dot in resonance with the equilibrium Fermi level. Nearby the transition various singular behaviors
of current noise, dot density of state, and the decoherence rate (inverse of lifetime) of the dot are
briefly discussed.
PACS numbers: 71.10.Pm, 72.10.Fk, 73.63.Kv
I. INTRODUCTION
The topological properties of quantum matter have
attracted a great deal of attentions in condensed mat-
ter systems since the discovery and comprehensive study
of quantum Hall effect. In systems with time-reversal
symmetry and strong spin-orbit interactions the quan-
tum spin Hall insulator (QSHI) has been theoretically
proposed1–3 and soon afterwards, experimentally veri-
fied the existence of the topologically non-trivial edge
states, the hallmark of QSHI, in HgTe/CdTe quantum
well structures4,5. The QSHI is a time reversal invariant
two dimensional electronic phase which has a bulk en-
ergy gap generated by spin-orbit interaction. The topo-
logical order6 of the this state, similar to the case of inte-
ger quantum Hall effect, requires the presence of gapless
edge states. The propagation direction at one edge is
opposite for opposite spins, and thus the edge states are
usually named as the helical liquids. This one dimen-
sional edge state is protected from elastic back scatter-
ing through time reversal symmetry as the backscattering
requires spin flips. Recent experiments have verified the
perfectly transmitted4 Landauer conductance 2e2/h as
well as the spin orientations of the edge state transport
through junction device5,7 and theoretical proposals for
detecting spin orientations through spin polarized scan-
ning tunneling microscope8.
In the presence of electron-electron interactions, these
one dimensional helical edge states form helical Luttinger
liquids9, a new type of Luttinger liquids where the spins
of electrons are tied to the directions of their momenta.
This helical nature of QSHI edge states leads to various
different transport properties from the ordinary or chiral
Luttinger liquids realized as edge states of integer quan-
tum Hall system.
The transport properties of the helical Luttinger liq-
uids have been discussed in the setup of a quantum point
contact12–15 between the edges. Alternatively, transport
of a quantum dot16,17 or antidot18,19 coupled to the he-
lical edge states offer a simple way for detection of the
helical Luttinger liquids. More interestingly, when quan-
tum dot is in the Kondo regime, the setup could be
used to probe the transition (or crossover) between one-
channel to two-channel Kondo physics16 by changing the
interaction strength or impurities concentrations of the
edge state. The idea of using repulsive interaction of
the electrons in the leads to suppress Kondo couplings
between the two leads was suggested earlier by Fabrizio
and Gogolin20 for the case of two Luttinger liquid leads
coupled to a quantum dot. There they show that the
two-channel Kondo can be reached with Luttinger pa-
rameter K < 1/2. In the work by Law et al.16 they
show this two-channel fixed point can be reached nearby
equilibrium for weaker repulsive interaction (with Lut-
tinger parameter K < 1), in the context a quantum dot
coupled to two helical Luttinger liquid leads realized as
edge states of the QSHI. Higher order of renormalization
group analysis21 shows there could be a quantum phase
transition between one-channel and two-channel Kondo
in the same setup for Luttinger parameter 1/2 < K < 1.
In this paper, we address a different aspect (in the
resonant tunneling limit far from the Kondo regime)
of the quantum dot setup in Ref. 16: we study the
nonequilibrium steady state transport problem with a
non-interacting or weakly interacting quantum dot con-
nected with two helical Luttinger liquid edges of the
QSHI as shown in the Fig. 1. The problem of non-
interacting quantum dot connected to leads of chiral Lut-
tinger liquids was studied by Chamon and Wen22 and
later generalized to multi-level within the quantum dot
2by Furusaki23 using master equation approach at temper-
ature higher than the tunneling strength. The nonequi-
librium transport of a non-interacting quantum dot cou-
pled to one side of the helical edge state and a normal
Fermi liquid lead was studied by Seng and Ng in Ref. 17.
For a quantum dot connected with two edges kept at
different chemical potentials we map this problem into
spinful Luttinger liquids following Hou et al. in Ref. 12.
While helicity makes spin a redundant quantum number
on a single edge17, it is important to include it when two
edges are connected via a quantum dot13. In this map-
ping the charge sector Luttinger parameter Kc is con-
nected with the spin sector of Luttinger parameterKs by
Kc = 1/Ks, a unique property owing to the helical na-
ture of interacting edge state of QSHI. Charge and spin
susceptibility measurement24 can be used to probe these
two quantities independently and confirm their connec-
tions.
For non-interacting dot the dot Green’s function is
obtained exactly through inclusion of all order of per-
turbation and the charge current is expressed analyti-
cally through Keldysh perturbation25,26. The differen-
tial conductance is obtained by numerical derivative on
the current-voltage relation. We find at zero temperature
the zero voltage conductance width and height decreases
with increasing repulsive or attractive interactions within
the edges, similar to that for other type of Luttinger
liquids leads27,28. The equilibrium conductance reaches
zero for strongly interacting edge states (with Luttinger
parameter K < 0.26 for repulsive interaction) for the dot
level on resonance with the equilibrium Fermi surface of
the edges. We compute other physical measurable quan-
tities such as noise29–31 and lifetime of the dot electron
and both of them show similar transitions at the same
interaction strength in lowest order perturbation compu-
tation. For dot level away from the equilibrium Fermi
level this metallic to insulating, or quantum phase tran-
sition (QPT), occurs at weaker interaction strengths as
can be seen by comparing Fig.2 and Fig.3. Note that for
very strong repulsive interactions (when Luttinger pa-
rameter K < 1/4) random two-particle back scatterings,
albeit preserving time reversal symmetry, destablize the
edge states10,11. Magnetic impurities along the edge also
destablize the edge states32 for K < 1/4. This hinders
the possibility of observing the QPT in experiment if the
dot level is at resonance with the equilibrium Fermi sea
but we shall be able to observe this QPT by tunning
the dot level off resonance. Dot level, controlled by the
gate voltage upon it, serves as another tunable parameter
in additions to interaction strengths of the edge states to
drive this QPT.
For weakly interacting dot we use equation of mo-
tion approach to compute perturbatively the influence
of Coulomb repulsion for double occupancy on the quan-
tum dot. For dot level at resonance we again find the
metal-to-insulator transition at the same critical interac-
tion strength Kcr ∼ 0.26 as that for a non-interacting
dot.
FIG. 1: Nonequilibrium steady state transport between two
edge states of quantum spin Hall system through a quantum
dot. Dot level ǫd is controlled by the gate voltage applied
on the quantum dot. The coupling strengths between dot
and the edge states leads t1 and t2 can also be varied in the
experiment. U represents the on dot Coulomb interaction.
Small solid colored arrows indicates spin orientations.
This article is organized as follows. In Sec. II, we setup
the model Hamiltonian and apply bosonization24,33 to
solve for the edge state Hamiltonian before coupling it to
the quantum dot. In the presence of a quantum dot, we
use Keldysh perturbation theory to compute the charge
current through the quantum dot. The calculations for
non-interacting dot on the current, noise through the
quantum dot, and the lifetime of the dot electron are
summarized in Sec. III. In Sec. IV we compute the
current transport through weakly interacting dot. The
last section is devoted to the conclusion. Derivations of
various correlators of the edge states are shown in the
Appendix. A.
II. MODEL HAMILTONIAN
Following Hou et al. in Ref. 12 we model the two edge
states of the QSHI kept at chemical potentials µ1 and µ2
connected via a quantum dot as
H = Hedges +Hdot +Hint = H0 +Hint (1)
Hedges =∫
dx
{∑
σ
[
ivF (ψ
†
Lσ(x)∂ψLσ(x)− ψ†Rσ(x)∂ψRσ(x))
+u2ψ
†
Lσ(x)ψLσ(x)ψ
†
R−σ(x)ψR−σ(x) +
u4
2
(
ψ†Lσ(x)ψLσ(x)
×ψ†Lσ(x)ψLσ(x) + ψ†Rσ(x)ψRσ(x)ψ†Rσ(x)ψRσ(x)
)]
−µ1
(
ψ†R↑(x)ψR↑(x) + ψ
†
L↓(x)ψL↓(x)
)− µ2(ψ†L↑(x)ψL↑(x)
+ψ†R↓(x)ψR↓(x)
)}
3Hdot =
∑
σ
ǫdd
†
σdσ + Ud
†
↑d↑d
†
↓d↓
Hint = [t1(ψ
†
R↑(0)d↑ + ψ
†
L↓(0)d↓ + h.c.)
+t2(ψ
†
L↑(0)d↑ + ψ
†
R↓(0)d↓ + h.c.)]
Here u2, u4 are the interaction constants modeling the
short range interaction within the edge. ǫd is the dot
energy level and U is the on dot Coulomb interaction. t1
and t2 are the coupling strengths between the edges and
the dot. Using the spinful bosonization by writing the
fermion fields of the edge states as
ψLσ(x) =
1√
2πa0
ησe
−i√4πφLσ(x),
ψRσ(x) =
1√
2πa0
ησe
−i√4πφRσ(x),
with ησ as the Klein factor chosen to satisfy the fermion
anti-commutation rule and a0 as the lattice cutoff for the
linear spectrum. Define the bosonic fields
Φσ/Θσ = φLσ ± φRσ
and denote their charge and spin sectors as
Φc =
1√
2
(Φ↑ +Φ↓),Φs =
1√
2
(Φ↑ − Φ↓)
and the similar expressions for Θc and Θs. We choose a
time dependent gauge transformation to move the chem-
ical potentials in H0 to Hint by writing
ψR↑/ψL↓ → eiµ1tψR↑/ψL↓
ψL↑/ψR↓ → eiµ2tψL↑/ψR↓
With these transformations we rewrite Eq.(1) as
H0 =
∑
α=c,s
vα
2
∫ ∞
−∞
dx : [Kα(∂xΘα)
2 +
1
Kα
(∂xΦα)
2] :
+
∑
σ
ǫdd
†
σdσ + Ud
†
↑d↑d
†
↓d↓ (2)
Hint =
∑
σ
(tRσe
−iµRσt−i
√
4πφRσ(0)η†Rσdσ
+ tLσe
−iµLσt−i
√
4πφLσ(0)η†Lσdσ + h.c.)
with Kc = 1/Ks = K =
√
1+
u4
2pivF
− u22pivF
1+
u4
2pivF
+
u2
2pivF
, vc = vs =
v = vF
√
(1 + u42πvF )
2 − ( u22πvF )2, tR↑ = tL↓ = t1/
√
2πa0,
tL↑ = tR↓ = t2/
√
2πa0, µR↑ = µL↓ = µ1, and µL↑ =
µR↓ = µ2. For repulsive interaction in the edge states
u2 > 0 and u4 > 0 which leads to Luttinger parameter
K < 1. For attractive interaction we have Luttinger
parameter K > 1. The particle current at time t, or
I1(t)/e = −I2(t)/e with e as electric charge, is obtained
by the Heisenberg equation:
I1(t)/e = d〈ψ†R↑(0)ψR↑(0) + ψ†L↓(0)ψL↓(0)〉/dt
= −i〈[ψ†R↑(0)ψR↑(0) + ψ†L↓(0)ψL↓(0), H ]〉
= 2t1ℑ[〈e−iµR↑tψ†R↑(0)d↑ + e−iµL↓tψ†L↓(0)d↓〉]
= 2ℑ[〈tR↑e−i
√
4πφR↑(0,t)η†R↑d↑ + tL↓e
−i√4πφL↓(0,t)η†L↓d↓〉]
Here φR/Lσ(0, t) ≡ φR/Lσ(0) + µR/Lσt/
√
4π. By
defining the Keldysh contour ordered Green’s function
Gσ,R/Lσ(t, t
′) = −i〈Tc{dσ(t)ψ†R/Lσ(t′)}〉 we express the
particle current as
I(t)/e = (I1(t)− I2(t))/2e (3)
= ℜ[
∑
j=R,L;σ
(−1)jσtjσe−iµjσtG<σ,jσ(t, t)].
The sign (−1)jσ is chosen as: (−1)L↑ = (−1)R↓ = −1 and
(−1)R↑ = (−1)L↓ = 1. This lesser mixed Green’s func-
tion G<σ,jσ(t, t) is obtained by analytic continuation of
contour ordered Green’s function Gσ,R/Lσ(τ, τ
′) in imag-
inary time τ and τ ′ with its expression given by pertur-
bation as
Gσ,R/Lσ(τ, τ
′) =
∞∑
l=0
(−i)l+1
l!
∫
c
dτ1 . . .
∫
c
dτl〈Tc{dσ(τ)
Hint(τ1) . . . Hint(τl)ψ
†
R/Lσ(τ
′)}〉 (4)
In applying the Wick theorem in the Eq.(4) we should
also include all possible four fermions interactions term
(u2 and u4 term in the edge states Hamiltonian) between
any two fermions operators. We use the spinful bosoniza-
tion as a way to sum up all orders of perturbations in the
four fermions interactions in Keldysh form. The edge
state correlators evaluated this way is thus fully dressed
in our treatment and we do not specify this aspect in the
expression of Eq.(4).
In the following two sections we solve this mixed
Green’s function perturbatively in the case of noninter-
acting dot and use equation of motion approach to study
the case of weak on dot interaction U at zero tempera-
ture.
III. NONINTERACTING DOT
A. Charge current
For noninteracting quantum dot (U = 0) the H0 is
quadratic in dot electron operator dσ and the lowest
nonzero perturbation gives
Gσ,R/Lσ(τ, τ
′) = −
∫
c
dτ1〈Tc{dσ(τ)Hint(τ1)ψ†R/Lσ(τ ′)}〉
which involves bare dot Green’s function
iG
(0)
dσ
(τ, τ1) = 〈Tc{dσ(τ)d†σ(τ1)}〉 and bare
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FIG. 2: Differential conductance as a function of voltage obtained numerically for K = 1 (blue line), K = 0.5 (purple dot
dashed line), K = 0.2 (brown dashed line), and t/Λ = 0.1. Left: ǫd/Λ = 0 and Right: ǫd/Λ = −0.1. Note that the insulating
behavior at V = 0 occurs at larger K value (for repulsive interaction, the K = 0.5 is already in the insulating phase at zero
voltage) compared with ǫd = 0 case.
0.00 0.05 0.10 0.15 0.20
0.0
0.1
0.2
0.3
0.4
0.5
eVL
dI
dV
H
e2
Ñ
L
K=0.2
K=0.24
K=0.26
0.001 0.01 0.1 0.2
0.01
0.1
0.3
0.00 0.05 0.10 0.15 0.20
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
eVL
dI
dV
H
e2
Ñ
L
K=0.27
K=0.28
K=0.3
0.001 0.01 0.1 0.2
0.1
0.2
0.3
FIG. 3: dI/dV v.s. V for various interaction strength with t/Λ = 0.1, ǫd = 0 and µ1 = −µ2 =
eV
2
. Inset shows double
logarithmic plot, illustrating the power law behavior for conductivity (dI/dV ∝ V
1
2 (K+
1
K )−2) slightly away from the resonance
value eV ≃ ǫd. The straight dotted lines are generated for guidance by functions proportional to V
1
2 (K+
1
K )−2 for different
Luttinger parameter K. Left: Insulating phase for K ≤ Kcr ∼ 0.267: K = 0.26 (blue line), K = 0.24 (purple dot dashed line),
K = 0.2 (brown dashed line). Right: Conducting phase for K ≥ Kcr: K = 0.3 (blue line), K = 0.28 (purple dot dashed line),
K = 0.27 (brown dashed line).
edge states Green’s function iGψR/L,σ(τ, τ1) =
〈Tc{ψR/Lσ(τ1)ψ†R/Lσ(τ ′)e−iµR/Lσ(τ
′−τ1)}〉. The ter-
minology ”bare” here means the dot and leads are
decoupled. The decoupled leads or edge states are
described by fully interacting helical Luttinger liquids.
From Eq.(4) we sum over all order of Hint and the
Fourier transformed full retarded dot Green’s function
is given by
GRdσ(ω) = G
(0)R
dσ (ω) +G
(0)R
dσ (ω)Σ
R
σ (ω)G
R
dσ(ω).
Similarly the full dot lesser Green’s function is G<dσ(ω) =
GRdσ(ω)Σ
<
σ (ω)G
A
dσ(ω). Here the dot self energy is
Σσ(ω) ≡
∑
j
|tjσ|2Gψj ,σ(ω). (5)
The bare dot retarded Green’s function is G
(0)R
dσ (ω) =
1/(w − ǫd + i0+). The charge current is
I(t) = eℜ[
∑
j=R,L;σ
(−1)jσtjσe−iµασtG<σ,jσ(t, t)]
= eℜ[
∑
j,σ
(−1)jσ|tjσ |2
∫
dt1(G
R
dσ (t, t1)G
<
ψj,σ
(t1, t)
+G<dσ(t, t1)G
A
ψj,σ (t1, t))] (6)
For steady state Gψj,σ (t, t1) = Gψj,σ (t − t1) and
Gdσ(t, t1) = Gdσ (t − t1). We rewrite steady state cur-
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FIG. 4: Differential conductivity as a function of voltage ob-
tained numerically for K = 1 (blue line), K = 0.5 (purple dot
dashed line), and K = 0.2 (brown dashed line). ǫd/Λ = −0.4,
t/Λ = 0.1 and µ1 = −µ2 = eV/2. Inset shows the double log-
arithmic plot with the top three thin straight lines attached to
the numerical data away from the resonance peak, generated
for guidance by functions proportional to V (K+
1
K )−2 for the
corresponding different Luttinger parameter K. The steepest
(brown) thin straight line corresponds to two particle scatter-
ing process generated by function proportional to V (
4
K
−2) for
K = 0.2 case. A small region close to the resonance peak is
described by this power law behavior.
rent I(t) = 〈Iˆ〉 as
〈Iˆ〉 = eℜ[
∑
j,σ
(−1)jσ|tjσ |2
∫
dω(GRdσ(ω)G
<
ψj,σ
(ω)
+ G<dσ (ω)G
A
ψj,σ (ω))] (7)
The various Gψj,σ (ω) are computed in the Appendix.
A and we use them to obtain the full impurity Green’s
function. The current at zero temperature is evaluated
numerically and the differential conductivity, obtained
by taking numerical derivative on the current-voltage
curves, for symmetrically coupled (t1 = t2) and symmet-
rically driven voltage (µ1 = −µ2 = eV/2) is plotted in the
left figure of Fig.2 for ǫd = 0 case and the right figure of
Fig.2 for ǫd = −0.1Λ. For asymmetrically driven voltage
or t1 6= t2 the overall feature discussed below are similar
but the symmetry between positive and negative voltage
breaks. Thus we concentrate on the case for t1 = t2 and
µ1 = −µ2 in our analysis hereafter. For ǫd = 0, with
0 as our equilibrium Fermi level, the scaling dimension
obtained from zeroth order renormalization group (RG)
analysis33 in Hint is (Kc +Ks + 1/Kc + 1/Ks)/8 which
renders the renormalized coupling t in equilibrium as
dt
d ln(Λ)
=
(
1− Kc +Ks + 1/Kc + 1/Ks
8
)
t (8)
with Λ = ~v/a0 as the UV cutoff for the linear spec-
trum of the edge states. For quantum spin Hall state
Kc = 1/Ks = K and we have the critical value of
Kcr = 2 ±
√
3. That is, for 0.267 < K < 3.733 we have
finite conductance at V = 0 and insulating behavior for
K < 0.26 or K > 3.733. To understand this critical
behavior for dot level in resonance with the equilibrium
Fermi surface we plot the differential conductance ver-
sus source drain voltage in Fig.3 for Luttinger param-
eter K chosen slightly below (left figure of Fig.3) and
above (right figure of Fig.3) the critical Luttinger pa-
rameter Kcr = 2 ±
√
3. The inset shows the double log-
arithm plots for both figures and in both cases shows
dI/dV ∝ V 12 (K+ 1K )−2 for voltage slightly off resonance.
The drastic difference nearby V ≃ 0 clearly illustrate the
metal to insulator transition across the critical Luttinger
parameter Kcr ∼ 0.26 for dot level in resonance with the
equilibrium Fermi level.
Note that though the hopping term t here is relevant
(at the tree-level) in the metallic phase with a scaling
dimension [t] = (Kc + Ks + 1/Kc + 1/Ks)/8 < 1 (see
Eq.8), our perturbative calculation for U=0 is still con-
trolled as the hopping term is treated exactly due to the
quadratic nature of our Hamiltonian in terms of the im-
purity (dot) operator dσ. Similar property can be found
in other systems, including the non-interacting single im-
purity Anderson model35, and the non-interacting pseu-
dogap Anderson model36.
For ǫd 6= 0, i.e. dot level away from the equilib-
rium Fermi level of the two leads, as shown in the right
figure of Fig.2 the transition occurs at larger K value
for 0 < K < 1 (say, showing insulating behavior at
K = 0.5 for ǫd/Λ = −0.1 and t/Λ = 0.1 shown as purple
dot dashed line), indicating smaller repulsive interaction
within the edge states would lead to insulating phase in
this off resonance regime nearby equilibrium. When the
dot level is far from the edge potentials, we can carry out
an off resonance study by integrating out the dot elec-
tron state22, obtaining an effective single particle hop-
ping term
Hint ∼ t1t
†
2
|ǫd − µ| (ψR↑(0)
†ψL↑(0) + ψL↓(0)†ψR↓(0)) + h.c.(9)
Here µ = (µ1 + µ2)/2 is the equilibrium Fermi level of
the edge states and the projection is done assuming eV =
|µ1−µ2| ≪ |ǫd−µ|. This single particle tunneling current,
as well as the current noise associated with it, has been
analyzed by Lee et al. in Ref. 31. For t = t1 = t2 the
single particle tunneling current31 It at zero temperature
is
It ∝ e|t|
2
|ǫd − µ|V
K+ 1K−1 (10)
which renders single particle tunneling conductance
dIt/dV ∝ V K+ 1K−2 and the insulating phases occurs at
K 6= 1. Thus for off-resonance case any nonzero interac-
tion strength, attractive or repulsive, would lead to the
insulating phase at zero bias. The power law behavior in
Eq.(10) is consistent with our numerical results for off-
resonance case shown in Fig.4. The inset of Fig.4 shows
a large portion of the conductance indeed proportional
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to V K+
1
K−2. The upturn close to the resonance could
be taken into account by including multi-particle tunnel-
ing events, as considered by Kane and Fisher in Ref. 28
for two-particle tunneling process in the chiral Luttinger
liquids or Teo and Kane in Ref. 14 in the helical Lut-
tinger liquids. The multi-particle tunneling events is a
natural result from our analysis as we include all orders
of perturbation through the dot self energy term. For
example, the two-particle tunneling process14,28,31 gives
dIt/dV ∝ V ( 4K−2) which is illustrated in the steepest
dotted line in the inset of Fig. 4 for K = 0.2 case. The
critical Luttinger parameter for the two-particle tunnel-
ing is obtained by the zero of the power in differential con-
ductance which renders Kcr = 2. The other critical value
Kcr = 1/2 corresponds to the conducting-insulating tran-
sition for spin current12,14, which cannot be observed in
this charge current analysis.
The fact that multi-particle tunneling processes show
up nearby the resonance peak is understood as following.
Due to the higher power in small parameter t/|ǫd − µ|
in perturbative expansion with the dot Green’s function,
the multi-particle tunneling process amplitude is dimin-
ishingly small for dot level ǫd away from the Fermi levels.
Higher order terms become more important when ǫd is
closer to one of the chemical potential in nonequilibrium
regime.
B. Current noise and Lifetime of dot electron
Similar to the chiral Luttinger liquids22, the metal-
insulator transition driven by interaction within the he-
lical Luttinger edge states can also be probed in the
noise29–31 or phase sensitive measurement. The noise
spectrum is given by the current current correlation
S(V, ω) =
∫
dteiωt〈{∆Iˆ(t),∆Iˆ(0)}〉. At zero temperature
the lowest order perturbation of S(V, ω) is proportional
to Fourier transform of 〈{Iˆ(t), Iˆ(0)}〉 which is expressed
7as
〈{Iˆ(t), Iˆ(0)}〉 ∝
∑
σ
|t1|2〈e−iµ1tψ†1σ(t)dσ(t)d†σ(0)ψ1σ(0)
+eiµ1td†σ(t)ψ1σ(t)ψ
†
1σ(0)dσ(0)〉+ |t2|2〈e−iµ2tψ†2σ(t)dσ(t)
×d†σ(0)ψ2σ(0) + eiµ2td†σ(t)ψ2σ(t)ψ†2σ(0)dσ(0)〉 (11)
The zeroth order dot electron correlator in time domain is
given by 〈d†σ(t)dσ(0)〉 = θ(ǫd)e−iǫdt at zero temperature.
Thus the lowest order S(V, ω) is
S(V, ω) ≃ 2πe
2
Γ(4κ)
(a0
v
)4κ {
|t1|2
(|ω − µ1 + ǫd|4κ−1
×θ(ω − µ1 + ǫd) + |ω + µ1 − ǫd|4κ−1θ(−(ω + µ1 − ǫd))
)
+|t2|2
(|ω − µ2 + ǫd|4κ−1θ(ω − µ2 + ǫd)
+|ω + µ2 − ǫd|4κ−1θ(−(ω + µ2 − ǫd))
)}
(12)
Here κ = 18
(
K + 1K
)
. For lowest order perturbation
S(V, 0) = ev〈Iˆ〉0 with 〈Iˆ〉0 denoting the lowest order cur-
rent. The zero frequency noise as a function of voltage
and fixed voltage noise as a function of frequency are
plotted in the left and right figures of Fig. 5. From left
figure we see there is a discontinuity occurs at voltage
|eV/2| ∼ |ǫd| for 0.26 < K < 1 and continuous curve for
0 < K < 0.26 for repulsive interaction. This transition
happens at the same critical value of Luttinger param-
eter for dot level in resonance with equilibrium Fermi
level. The reason is that the continuity condition is de-
termined by ∂S(V, 0)/∂V which is proportional to differ-
ential conductance dI/dV at the lowest order perturba-
tion. Similar discontinuities are also found in the fixed
voltage noise where ∂S(V, ω)/∂ω shows discontinuities at
ω ∼ |eV/2± ǫd| for 0.26 < K < 1.
The phase sensitive measurement such as Aharonov-
Bohm ring measurement gives the information of dot life-
time defined as −ℑ (ΣRσ (V, ω)). Following Appendix A
with symmetric coupling t1 = t2 we have
−ℑ (ΣRσ (V, ω)) ∝ (|ω − µ1|4κ−1 + |ω − µ2|4κ−1) (13)
As Eq.(13) shares similar power law behavior as Eq.(12)
for ǫd = 0 case, they show similar discontinuity behav-
iors. The lifetime for fixed voltage or fixed frequency
are plotted in Fig. 6. For fixed voltage (left figure) we
see again the dips structure at ω ∼ ±eV/2 which is a
symmetric function of frequency as we choose symmetri-
cal couplings. For zero frequency we see discontinuity at
V ∼ 0 for 0.26 < K < 1 in repulsive case.
IV. WEAKLY INTERACTING DOT
For small U we use the equation of motion method to
obtain the dot Green’s function without coupling to the
edge states. Then we take the interacting isolated dot
Green’s function as the unperturbed dot Green’s func-
tion and add the self energy term in Eq.(5) as the ap-
proximated dressed dot Green’s function. This method
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FIG. 7: Differential conductance v.s. source drain voltage for
t/Λ = 0.075, ǫd = 0, U/Λ = 0.1, and µ1 = −µ2 = eV/2
with different interaction strengths within the edge states.
Top: K = 1 (blue solid line), K = 0.5 (purple dotted line),
K = 0.3 (brown dashed line); Bottom: K = 0.3 (blue solid
line), K = 0.25 (purple dotted line), K = 0.2 (brown dashed
line).
is equivalent to make the Hartree-Fock approximation26
to the higher order correlation generated in the equa-
tion of motion approach with dot coupled to the edge
states. Our approach, which is equivalent to that in
Ref. 35 for the single impurity Anderson model in the
presence of weak on-site Coulomb interaction on the im-
purity (U/t≪ 1), is described as follows.
The retarded Green’s function of the isolated dot is
gRσσ(t) = −iθ(t)〈{dσ(t), d†σ(0)}〉
By taking the time derivative and use the Heisenberg
equation of motion id˙σ = ǫddσ + U [dσ, nσnσ¯] = ǫddσ +
Udσnσ¯ to replace d˙σ we obtain:
i
∂gRσσ(t)
∂t
= δ(t) + ǫdg
R
σσ(t) + Ugσσ¯(t) (14)
In Eq.(14) we define the two particle correlator
−iθ(t)〈{dσ(t)nσ¯(t), d†σ(0)}〉 ≡ gσσ¯(t). Take time deriva-
tive on gσσ¯(t) we get
i
∂gσσ¯(t)
∂t
= δ(t)〈nσ¯〉+ ǫdgσσ¯(t) + Ugσσ¯(t) (15)
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FIG. 8: Imaginary part of the nonequilibrium steady state dot
Green’s function for t/Λ = 0.1, ǫd/Λ = −U/2Λ = −0.1, and
µ1 = −µ2 = eV/2 = 0.1Λ with different interaction strengths
within the edge states: K = 1 (blue solid line), K = 0.5
(purple dot dashed line), and K = 0.2 (brown dashed line).
Inset shows the blowup of K = 0.5 (Upper inset) andK = 0.2
(Lower inset) cases for regions ω ≃ |eV/2|. Singular behavior
for 0.26 < K < 1 for repulsive interaction has the same root
as singular behavior in the dot lifetime −ℑ(ΣRσ (ω)).
Combining Eq.(14) and Eq.(15) and take the Fourier
transform we obtain:
gRσσ(ω) =
〈nσ¯〉
ω − ǫd − U + iδ +
1− 〈nσ¯〉
ω − ǫd + iδ (16)
The interacting dot Green’s function connected to the
edge states is approximated by
GRσσ(ω) ≃
1
(gRσσ(ω))
−1 − ΣRσ (ω)
(17)
with the self energy given by Eq.(5). The 〈nσ¯〉 in Eq.(16)
is obtained self consistently through numerical iterations
by
〈nσ¯〉 =
∫
dω
2πi
G<σ¯σ¯(ω) (18)
Here G<σ¯σ¯(ω) = G
R
σ¯σ¯(ω)Σ
<
σ¯ (ω)G
A
σ¯σ¯(ω). The differential
conductance is obtained by taking numerical derivative
on the current and the result for different interaction
strengths within the edge states is shown in Fig. 7.
From Fig. 7 the metal-insulator transition nearby equi-
librium occurs at the Luttinger parameter K ≃ 0.26
which is the same as the non-interacting dot case. The
positions of the side peaks are at µ1/µ2 ∼ ǫd + U
(|eV/Λ| ∼ 0.2 in Fig. 7) as a result of the charge fluc-
tuations on the dot. This charge fluctuation side peaks
become dips as the Luttinger parameter K < 0.26 and
the overall magnitude as well as the width of the reso-
nance peaks decreases with decreasing K for K < 1. The
height of the side peaks are roughly half of the zero bias
peak in Fig. 7 due to the alignment of Fermi seas as only
one of them aligns with the dot level at finite voltage.
In this equation of motion approach we ignore the con-
tribution from higher order correlators and thus we can-
not access the Kondo regime which occurs at larger U .
This can be seen clearly from the lack of Kondo resonance
peak in the dot density of state with zero source drain
voltage, or the imaginary part of the dot Green’s func-
tion in equilibrium. In Fig. 8 we plot the nonequilibrium
steady state dot density of state, which can be probed
by placing a scanning tunneling microscope(STM) tip
on top of the dot. We find, as shown in the upper in-
set of Fig. 8 for K = 0.5 case, singular behavior at
ω ≃ µ1 or µ2 for Luttinger parameter K greater than
0.26 for repulsive cases while no singular behavior is seen
for K < 0.26. This is similar to the situation for lifetime
discussed in Fig. 6. The width of the charge resonance
peaks centered around ω ∼ ǫd and ǫd+U decreases with
increasing interaction strengths while increases with in-
creasing source drain voltage. In the off resonance regime
where |ω − ǫd|/(t2 a~v ) ≫ 1 and |ω − ǫd − U |/(t2 a~v ) ≫ 1
the dot density of state goes as |ω|4κ−3 as expected from
Im(GRd (ω)) ∼
∑
σ Im(Σ
R
σ (ω))/|ω|2 ∝ |ω|4κ−3 in the off
resonance regime.
For the interacting quantum dot system we may tune
the Luttinger parameters of the edge states to realize
the transition from one-channel to two-channel Kondo
physics16,21. The required Luttinger parameter for re-
pulsive case fall between 1 and 1/2 with higher order
renormalization group analysis21, indicating a weaker re-
pulsive interaction is needed to see this transition in
the Kondo regime (corresponding to ǫd + U/2 = 0 and
ǫd → −∞ to suppress charge fluctuations with particle-
hole symmetry in the Anderson impurity model) com-
pared with dot level in resonance with the equilibrium
Fermi surface at zero bias. This is again consistent with
the results in non-interacting dot as physics of the one
channel to two channel Kondo transition is closely re-
lated to the metal to insulating transition for this two
leads setup.
V. CONCLUSIONS
In this paper, we consider the non-equilibrium charge
current through a non-interacting or weakly interacting
quantum dot connected by two helical Luttinger liquids
leads. For non-interacting leads the current is obtained
exactly by inclusion of all orders of Keldysh perturba-
tions in the couplings between leads and dot and the
interacting leads Green’s functions solved by standard
bosonization. We find stronger interactions, with Lut-
tinger parameter K < 0.26 in the repulsive or K > 3.73
in the attractive case, is required to see the metallic to
insulating transition at zero bias when the dot level is
in resonance with the equilibrium Fermi level. For off-
resonance dot level the transition occurs at weaker in-
teraction strengths, reaching noninteracting limit if dot
level were far away from the zero bias Fermi surface. This
is consistent with the naive expectation as the metal to
9insulator transition is more susceptible to the interaction
of the leads if the state itself were already close to the
insulating phase. Within the lowest perturbation theory
with dot in resonance with the equilibrium Fermi level,
other physical quantities such as current noise, nonequi-
librium lifetime, and nonequilibrium density of state of
the dot electron also show sharp to smooth transitions at
K ∼ 0.26, consistent with the scaling dimension analysis.
For weakly interacting dot the dot Green’s function
is obtained perturbatively with Hatree-Fock approxima-
tions. The differential conductance is again obtained by
taking numerical derivative on the current-voltage rela-
tion. We find similar QPT as the non-interacting dot
case and the charge fluctuation side peak shows similar
behaviors as the zero bias peak for dot level in resonance
with the zero bias Fermi level. For dot level tuned to
the Kondo regime the required interaction strengths in
the edge states to see the transition from one-channel
to two-channel Kondo is weaker16,21, making the system
ideal for observing the two-channel Kondo physics.
Finally let us comment on the experimental feasibility
of realizing this quantum phase transition and current
experimental results realizing the edge state transport
of QSHI on the HgTe/CdTe quantum well devices. The
rough estimate on the Luttinger parameter K is given
by K2 ∼ (1 + U2ǫF )−1, where ǫF is the Fermi energy
and U is the characteristic Coulomb energy of the edge
states34. For a HgTe/CdTe quantum well the Coulomb
energy can be controlled by the width w of the well12
(with U ∼ e2/w) or placing a substrate which changes the
dielectric parameters on the edge state (with U ∼ e2/ǫa0,
ǫ being dielectric constant). The Luttinger parameter is
estimated to be K ≃ 0.55 for HgTe/CdTe experimen-
tal devices4,5 and reaches K ≃ 0.35 for a similar device
without the top gate7. This value is close to the large re-
pulsive interaction strength we need (K ∼ 0.26) as well as
the regime of K < 1/4 required for the ”Luttinger liquid
insulator” or instability threshold of the edge state10,11.
Thus the edge states leads are well established and fab-
ricating a quantum dot through depositing or e-beam
lithography on the QSHI junction devices in principal
can realize the experimental setup mentioned in this ar-
ticle.
Furthermore, in Ref. 7 M. Ko¨nig et al. performed spa-
tially resolved study of backscattering in the Quantum
Spin Hall state using scanning gate microscopy. They
find backscattering rate at well localized sites can be
tuned by the backgate. By treating the quantum dot
as an impurity site at one edge of the device we can mea-
sure the relation between the backscattering rate and
the Luttinger parameter K. Our results suggest that
the coupling between the impurity and edge states de-
creases with increasing interaction strengths, which can
be probed by the backscattering rate measurement. In
principal the interaction strengths of two edges need not
be the same and the Kcr would change given this asym-
metry in the real experimental setup. The qualitative
features we discuss in this article should still be valid
nearby the metal to insulator transition.
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Appendix A: Evaluation of correlation functions
The bare correlation function
−i〈Tc{ψR/Lσ(τ1)ψ†R/Lσ(τ2)}〉 involves evaluating
−i〈Tc{ei
√
4π(φR/Lσ(τ1)−φR/Lσ(τ ′))ηR/Lσ(τ1)ηR/Lσ(τ2)}〉.
The bare action S0 associated with helical leads
Hamiltonian H0 is
−S0 =
∫ β
0
dτ
∫
dx
{∑
α
[i∇Θα(x, τ)∂τΦα(x, τ)
−vα
2
(Kα(∇Θα)2 + 1
Kα
(∇Φα)2)] +
∑
σ
d†σ(∂τ − ǫd)dσ
}
Here rαj = (xj , vατj) and we denote qα = (k, ωn/vα) as
its Fourier momentum for later use. Expressing φRσ =
(Φc+ sgn(σ)Φs−Θc− sgn(σ)Θs)/2
√
2 and φLσ = (Φc+
sgn(σ)Φs+Θc+sgn(σ)Θs)/2
√
2 we get the general form
of correlation function as
I = 〈Tc{
∏
α,j
ei(A
α
j Φα(r
α
j )+B
α
j Θα(r
α
j ))}〉
= e−
1
2 〈Tc[
∑
α,j(A
α
j Φα(r
α
j )+B
α
j Θα(r
α
j ))]
2〉 (A1)
The effect of Klein factor −i〈TcηR/Lσ(τ1)ηR/Lσ(τ2)〉, val-
ued at ±i depending on the ordering, will be included
in the 〈Φα(rαj )Θα(rαj )〉 term later. The second line of
Eq.(A1) has used the quadratic nature of the bosonic
field Φc,s and Θc,s in the action S0.
From the Fourier component and choose τ2 on the top
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and τ1 on the bottom of the Keldysh contour:
〈Φα(r1)Φα′(r2)〉 = δα,α
′
βΩ
∑
qα
〈Φα(qα)Φα(−qα)〉eiqα(r1−r2)
=
δα,α′
β
∑
ωn
∫
dk
2π
Kα
ω2n/vα + vαk
2
ei(kx−ωnτ)
= δα,α′Kα
{∫ dk
8πk
e−a0|k|[−fB(−vαk)θ(−k)eikx+vαkτ
+fB(vαk)θ(k)e
ikx−vαkτ ] +
∫
dk
8πk
e−a0|k|[θ(k)eikx−vαkτ
−θ(−k)eikx+vαkτ ]
}
= δα,α′Kα
{∫ ∞
0
dk
4πk
e−a0|k|fB(vαk) cos(kx)e−vαkτ
+
∫ ∞
0
dk
4πk
e−a0|k| cos(kx)e−vαkτ
}
〈Θα(r1)Θα′(r2)〉 = δα,α
′
β
∑
ωn
∫
dk
2π
1/Kα
ω2n/vα + vαk
2
ei(kx−ωnτ)
= 〈Φα(r1)Φα′(r2)〉/K2α
〈Φα(r1)Θα′(r2)〉 = δα,α
′
β
∑
ωn
∫
dk
2π
−iωn
k(ω2n + v
2
αk
2)
ei(kx−ωnτ)
= δα,α′
{∫ dk
8πk
e−a0|k|[fB(−vαk)θ(−k)eikx+vαkτ
+fB(vαk)θ(k)e
ikx−vαkτ ] +
∫
dk
8πk
e−a0|k|[θ(k)eikx−vαkτ
+θ(−k)eikx+vαkτ ]
}
= δα,α′
{∫ ∞
0
dk
4πk
e−a0|k|fB(vαk)i sin(kx)e−vαkτ
+
∫ ∞
0
dk
4πk
e−a0|k|i sin(kx)e−vαkτ
}
Here fB(x) = 1/(e
βx − 1) is the Bose-Einstein distribu-
tion function and β = 1/kBT is the inverse temperature.
At zero temperature fB(x) = −θ(−x). We carry out the
momentum integral with 1/a0 as the high energy cutoff
(or equivalently putting in e−a0k in the momentum in-
tegral) and analytically continue the imaginary time to
real time component to obtain
1
Kα
〈Φα(r1)Φα′(r2)〉 = −1
4π
ln
[
x2 + (a0 + ivαt)
2
a20
]
≡ F (1)−+α (t, x) (A2)
〈Φα(r1)Θα′(r2)〉 = −1
4π
ln
[
a0 + ivαt− ix
a0 + ivαt+ ix
]
≡ F (2)−+α (t, x) (A3)
Here t = t1−t2 and x = x1−x2. For t2 on the bottom and
t1 on the top branch of Keldysh contour we substitute
x→ −x and t1 ↔ t2 to get
F (1)+−α (t, x) =
−1
4π
ln
[
x2 + (a0 − ivαt)2
a20
]
(A4)
F (2)+−α (t, x) =
−1
4π
ln
[
a0 − ivαt+ ix
a0 − ivαt− ix
]
(A5)
For both t2 and t1 on the top branch, or time ordered
branch, we get
F (1)++α (t, x) = θ(t)F
(1)−+
α (t, x) + θ(−t)F (1)+−α (t, x)
=
−1
4π
ln
[
x2 + (a0 + ivα|t|)2
a20
]
(A6)
F (2)++α (t, x) = θ(t)F
(2)−+
α (t, x) + θ(−t)F (2)+−α (t, x)
=
−1
4π
ln
[
a0 + ivα|t| − isgn[t]x
a0 + ivα|t|+ isgn[t]x
]
(A7)
Similarly for anti-time ordered F
(1)−−
α (t, x) and
F
(2)−−
α (t, x), obtained by θ(t) ↔ θ(−t) in Eq.(A6) and
Eq.(A7), are
F (1)−−α (t, x) =
−1
4π
ln
[
x2 + (a0 − ivα|t|)2
a20
]
(A8)
F (2)−−α (t, x) =
−1
4π
ln
[
a0 − ivα|t|+ isgn[t]x
a0 − ivα|t| − isgn[t]x
]
(A9)
We absorb the effect of Klein factor
−i〈TcηR/Lσ(τ1)ηR/Lσ(τ2)〉 by introducing
F˜
(2)++/−−
α (t, x) = F
(2)
α (t, x) ± sgn[t] i4 and
F˜
(2)+−/−+
α (t, x) = F
(2)
α (t, x) ± i4 . The general form of
Gψj,σ (ω) at zero temperature is
Gψj,σ (ω) =
∫ ∞
−∞
dtei(ω−µj,σ)te
pi
2 (Kc+
1
Kc
)F (1)c (t,0)
×e pi2 (Ks+ 1Ks )F (1)s (t,0)eπ(F˜ (2)c (t,0)+F˜ (2)s (t,0)) (A10)
To compute Eq.(A10) let us first define Pα(ω) as
1
vα
Pα(
ω
vα
)
≡ 1
vα
∫ ∞
−∞
dteiω
t
vα eπ(4καF
(1)
α (
t
vα
,0)+F˜ (2)α (
t
vα
,0))
κα ≡ 1
8
(
Kα +
1
Kα
)
(A11)
From above we get the four Keldysh contour orders
Pα(
ω
vα
) as
P++α (
ω
vα
) = a2κα0
∫ ∞
−∞
dt
eiω
t
vα ei
pi
4 sgn[t]
(a0 + i|t|)2κα
P−−α (
ω
vα
) = a2κα0
∫ ∞
−∞
dt
eiω
t
vα e−i
pi
4 sgn[t]
(a0 − i|t|)2κα
P+−α (
ω
vα
) = a2κα0
∫ ∞
−∞
dt
eiω
t
vα ei
pi
4
(a0 − it)2κα
P−+α (
ω
vα
) = a2κα0
∫ ∞
−∞
dt
eiω
t
vα e−i
pi
4
(a0 + it)2κα
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FIG. 9: Contour chosen for evaluating P++α (ω) in the complex
plane. Red curvy line is the branch cut. In Eq.(A12) J1α(ω)
is evaluated in the real axis of the upper corner and J2α(ω)
is evaluated in the real axis of the lower corner.
Note that P−−α (
ω
vα
) = [P++α (− ωvα )]∗ and P+−α ( ωvα ) =
[P−+α (− ωvα )]∗ and we only need to evaluate P++α and
P+−α . For P
++
α (ω) with ω > 0 we choose the following
contour integral
P++α (ω)
= a2κα0
(∫ ∞
0
dt
ei(ωt−
pi
4 )
(a0 + it)2κα
+
∫ ∞
0
dt
ei(−ωt+
pi
4 )
(a0 + it)2κα
)
= a2κα0 (J1α(ω) + J2α(ω)) (A12)
J1α(ω) = ie
−2πiκαΓ(1− 2κα)ω2κα−1e−a0ω−ipi4
J2α(ω) = −iea0ωω2κα−1Γ(1− 2κα, a0ω)eipi4
Here Γ(K, z) ≡ ∫∞
z
tK−1e−tdt is the incomplete Gamma
function and Γ(K, 0) = Γ(K). For a0ω → 0 and ω > 0
we simplify Eq.(A12) as
P++α (ω) ≃ a2κα0 (ie−i(2πκα+
pi
4 ) − ieipi4 )Γ(1− 2κα)ω2κα−1
For ω < 0 we choose left semi circle to perform the inte-
gral and we get
P++α (ω) ≃ a2κα0 (ie−i(2πκα−
pi
4 ) − ie−ipi4 )Γ(1− 2κα)(−ω)2κα−1
Since P++α (ω) is an even function of ω and P
−−
α (ω) =
[P++α (−ω)]∗ we have
P++α (ω) ≃ a2κα0 i(e−i(2πκα+
sgn(ω)pi
4 ) − ei sgn(ω)pi4 )
× Γ(1− 2κα)|ω|2κα−1
P−−α (ω) ≃ −a2κα0 i(ei(2πκα−
sgn(ω)pi
4 ) − ei sgn(ω)pi4 )
× Γ(1− 2κα)|ω|2κα−1
For P+−α (ω) we choose a different contour to perform the
complex integrals and we get
P+−α (ω) = (−ia2κα0 ei2π(κα+
1
8 )e−|ω|a0
∫ 0
∞
drr−2καe−|ω|r
+ia2κα0 e
−i2π(κα− 18 )e−|ω|a
∫ 0
∞
drr−2καe−|ω|r)θ(−ω)
= 2a2κα0 sin(2πκα)e
ipi4 |ω|2κα−1e−|ω|a0Γ(1− 2κα)θ(−ω)
Thus for a0ω → 0 we have
P+−α (ω) ≃ 2 sin(2πκα)ei
pi
4
|a0ω|2κα
|ω| Γ(1− 2κα)θ(−ω)
P−+α (ω) ≃ 2 sin(2πκα)e−i
pi
4
|a0ω|2κα
|ω| Γ(1 − 2κα)θ(ω)
Using expressions above we rewrite Eq.(A10) as
Gµµ
′
ψj,σ
(ω) =
∫ ∞
−∞
dν
2πvsvc
Pµµ
′
c
(
ν
vc
)
Pµµ
′
s
(
ω − µj,σ − ν
vs
)
with µ, µ′ denoting ±. Define Pµ,µ′(ω) as
Pµ,µ′ (ω) ≡ 1
vsvc
∫
dν
2π
Pµ,µ
′
c (
ν
vc
)Pµ,µ
′
s (
ω − ν
vs
) (A13)
we see that Gµµ
′
ψj,σ
(ω) = Pµ,µ′(ω − µj,σ). Evaluation of
Eq.(A13) involves the following three integrals:
∫ ∞
−∞
dν|ν|2κc−1|ω − ν|2κs−1e− |ν|a0vc − |ω−ν|a0vs
≃ Γ(2κc)Γ(2κs)
Γ(2κc + 2κs)
h(κc, κs)
(
|ω|2κc+2κs−1θ(ω)
+|ω|2κc+2κs−1θ(−ω)
)
+O(a1−2κs−2κc0 )∫ ∞
−∞
dν|ν|2κc−1|ω − ν|2κs−1θ(−ν)θ(ν − ω)e− |ν|a0vc − |ω−ν|a0vs
≃ Γ(2κc)Γ(2κs)
Γ(2κc + 2κs)
|ω|2κc+2κs−1θ(−ω)
∫ ∞
−∞
dν|ν|2κc−1|ω − ν|2κs−1θ(ν)θ(ω − ν)e− |ν|a0vc − |ω−ν|a0vs
≃ Γ(2κc)Γ(2κs)
Γ(2κc + 2κs)
|ω|2κc+2κs−1θ(ω)
Here h(κc, κs) = 1 +
Γ(1−2κc−2κs)Γ(2κc+2κs)
Γ(2κc)Γ(1−2κc) +
Γ(1−2κc−2κs)Γ(2κc+2κs)
Γ(2κs)Γ(1−2κs) . Again we have taken a0 → 0 in
the computation and the divergent term proportional to
a1−2κs−2κc0 for 1 − 2κs − 2κc < 0 in the first expression
above cancel each other in the evaluation of current.
Since vs = vc = v and Kc = 1/Ks = K we have
κc = κs ≡ κ = 18 (K + 1/K) and collecting the above
results we get
G++ψj,σ (ω) =
a4κ0
2πv4κ
Γ(2κ)2
Γ(4κ)
|ω − µj,σ|4κ−1 (A14)
×
(
h˜(κ)θ(ω − µj,σ)− h˜(κ)θ(µj,σ − ω)
)
G−−ψj,σ (ω) =
a4κ0
2πv4κ
Γ(2κ)2
Γ(4κ)
|ω − µj,σ|4κ−1
×
(
−h˜∗(κ)θ(ω − µj,σ) + h˜∗(κ)θ(µj,σ − ω)
)
G+−ψj,σ (ω) =
2πa4κ0
v4κ
i
Γ(4κ)
|ω − µj,σ|4κ−1θ(µj,σ − ω)
G−+ψj,σ (ω) =
2πa4κ0
v4κ
−i
Γ(4κ)
|ω − µj,σ|4κ−1θ(ω − µj,σ)
12
with h˜(κ) = 2e−2πiκ sin(2πκ)Γ(1 − 2κ)2.
From Eq.(7) the current is related to the evaluation of
G<ψj,σ (ω) = G
+−
ψj,σ
(ω), GAψj,σ (ω) = G
++
ψj,σ
(ω) − G−+ψj,σ (ω),
the full retarded dot Green’s function GRdσ(ω) =
GRd0σ(ω) +G
R
d0σ(ω)Σ
R(ω)GRdσ(ω), and the full dot lesser
Green’s function G<dσ(ω) = G
R
dσ(ω)Σ
<(ω)GAdσ(ω). Here
the bare dot retarded Green’s function is GRd0σ(ω) =
1/(w − ǫd + i0+), and the dot self energy is Σ(ω) ≡∑
j,σ |tj,σ|2Gψj ,σ(ω).
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