Abstract. Recently, Levine constructed a DG category whose homotopy category is equivalent to the full subcategory of motives over a base-scheme S generated by the motives of smooth projective S-schemes, assuming that S is itself smooth over a perfect field. In his construction, the tensor structure required Q-coefficients. The author has previously shown how to provide a tensor structure on the homotopy category mentioned above, when S is semi-local and essentially smooth over a field of characteristic zero, extending Levine's tensor structure with Q-coefficients. In this article, it is shown that, under these conditions, the fully faithful functor ρ S that Levine constructed from his category of smooth motives to the category DM S of motives over a base (defined by Cisinski-Déglise) is a tensor functor.
Introduction
Although this program has not been realized, Voevodsky has constructed a triangulated category of geometric motives over a perfect field, which has many of the properties expected of the derived category of the conjectural abelian category of motives. The construction of the triangulated category of motives has been extended by ) to a triangulated category of motives over a base-scheme S, denoted DM S . Hanamura ([Han04] ) has also constructed a triangulated category of motives over a field, using the idea of a "higher correspondence", with morphisms built out of Bloch's cycle complex. Recently, Bondarko (in [Bon09] ) has refined Hanamura's idea and limited it to smooth projective varieties to construct a DG category of motives. Assuming resolution of singularities, the homotopy category of this DG category is equivalent to Voevodsky's category of effective geometric motives. Soon after, Levine (in [Lev09] ) extended this idea to construct a DG category of "smooth motives" over a base-scheme S generated by the motives of smooth projective S-schemes, where S is itself smooth over a perfect field. Its homotopy category is equivalent to the full subcategory of Cisinski-Déglise category of effective motives over S generated by the smooth projective S-schemes. Both these constructions lack a tensor structure in general. However, passing to Qcoefficients, Levine replaced the cubical construction with alternating cubes, which yields a tensor structure on his DG category.
In [Ban11] , a pseudo-tensor structure is constructed on a DG category dg e Cor S which induces a tensor structure on the homotopy category of DG complexes, such that, in case S is semi-local and essentially smooth over a field of characteristic zero, it induces a tensor structure on the category of smooth motives over S. It is proved that Theorem 1. Suppose S is semi-local and essentially smooth over a field of characteristic zero. Then, there is a tensor structure on the category SmM ot eff gm (S) of smooth effective geometric motives over S making it into a tensor triangulated category.
In [Lev09] , Levine constructed a functor from his category of smooth motives to the Cisinski-Déglise category of motives over S ρ S : SmM ot gm (S) → DM S .
In this article, we show that Theorem 2. If S is semi-local and essentially smooth over a field of characteristic zero, then ρ S is a tensor functor with respect to the tensor structure on SmM ot gm (S) defined in Theorem 1. This is done by first defining a morphism ρ S (M )⊗ρ S (N ) → ρ S (M ⊗N ) in DM S , for objects M, N in SmM ot gm (S), and then showing that this is an isomorphism for M = M S (X) and N = M S (Y ), where X, Y are smooth projective schemes and M S is the functor Proj S → SmM ot gm (S). We also show that Corollary 1. Under the same conditions on S, we have an exact duality SmM ot op gm (S) → SmM ot gm (S). We begin with proving some general results on pseudo-tensor DG categories and pseudo-tensor functors, and then prove Theorem 2 over the next two sections.
Generalities on pseudo-tensor categories
In this section, we extend some results from [Ban11, § 2.3]. Let (A, P A ) and (B, P B ) be pseudo-tensor DG categories. Definition 1.1. A DG functor X : A → B is called a pseudo-tensor functor if X induces a map of complexes
which is compatible with composition as given by the following commutative diagram:
Furthermore, let (A, P A ) and (B, P B ) be homotopy tensor categories, that is, their pseudo-tensor structure induce a tensor structure on their respective homotopy categories. X would be called a homotopy tensor functor, if, in addition, H 0 X : ii. Further, if A and B are homotopy tensor categories, then
pretr is a lax tensor functor.
iii. Also, if in addition, X : A → B is a homotopy tensor functor, so is X pretr :
Proof. i. Given a DG functor X : A → B, we define a functor X pretr : Pre-Tr(A) → Pre-Tr(B) as follows:
pretr is a DG functor since so is X. Clearly, by definition, we have
Thus, restricting to A pretr , we get a functor
Now, for objects E 1 , . . . , E n , F in A pretr , and I = {1, . . . , n}, the pseudo-tensor structure on A pretr is defined as:
Thus, since X is a pseudo-tensor functor, we have the map
It also follows that the required commutativity of the square (1.1) is satisfied, thus proving i.
ii. Let E, F ∈ Ob(H 0 A pretr ). We first show that Claim 1. We have the following isomorphism in H 0 A pretr :
Proof of Claim. We make use of the fact that A pretr is generated by i(A) by taking translations and cones and proceed by induction. For objects E, F in A, and any G in A pretr , we have
Also, note that it follows from the definition of the pseudo-tensor structure on
pretr . Now, we show that for objects E, F , G and a morphism ϕ ∈ Z 0 Hom A pretr (F , G), if the claim is true for E ⊗ F and E ⊗ G, then it is true for E ⊗ Cone(ϕ). That is, we have
which is equal to
This proves the claim.
Thus, we have in
iii. If X is a homotopy tensor functor, by the argument above,
Remark 1.4. Note that in the proof of Proposition 1.1ii., X need not be a pseudotensor functor, we only need that X is a DG functor and H 0 X is a lax tensor functor.
The functor
In [Lev09, § 6.3], Levine constructs an exact functor
The aim in this section is to show that when S is regular semi-local and essentially smooth over a field of characteristic zero, ρ eff S is a lax tensor functor. Recall from [Lev09, Lemma 1.9] that we can associate a DG category dgC to a tensor category (C, ⊗) with a co-cubical object * with co-multiplication δ * . dgC has the same objects as C, and for objects X, Y in dgC, Hom dgC (X, Y ) * is the non-degenerate complex associated with the cubical abelian group
(Also see [Ban11, § 1.2.5].) We also have the extended DG category dg e C, with the same objects as C. The Hom complexes are defined as follows: For each m, we have the non-degenerate complex Hom dgC (X, Y ⊗ m ) * ; let Hom C (X, Y ⊗ m ) * 0 be the subcomplex consisting of f such that We also recall from [Lev09, § 5.1] that for X, Y in Sm/S, the cubical Suslin complex C S (Y, r) * (X) is the complex associated to the cubical object
, where n S ≃ A n S and z S equi (Y, r)(X) is the free abelian group on the integral subschemes W ⊂ X × S Y such that the projection W → X dominates an irreducible component X ′ of X, and such that, for each x ∈ X, the fiber W x over x has pure dimension r over k(x), or is empty. If X is in Proj/S, then C S (X, 0) is the presheaf Hom dgCorS ( , X) * on Sm/S. Sending U in Sm/S to C S (X, 0)(U ) gives the object gives us the exact functor
Extending canonically to the idempotent completion, we define the exact functor
We also have a map (see [Ban11, Proposition 1.3.5])
giving us a functor of DG categorieŝ ρ :=ρ • π : dg e P rCor S → C(Sh tr Nis (S)). We will first show that Proposition 2.1.ρ is a pseudo-tensor functor with respect to the pseudo-tensor structure on dg e P rCor S defined in [Ban11] and one induced from the tensor structure ⊗ 
Lemma 2.2. For X, X ′ ∈ Proj S , there exists a map of presheaves
Proof. Note that
where Cor S (Y × S * S , X) 0 is the non-degenerate complex associated to the cubical abelian group n → Cor S (Y × S n S , X). Firstly, we want to produce a map of presheaves
Using the map (2.2), we thus get a map
The map
is given as follows:
[By representability of the pseudo-tensor structure
Here, δ * a,b is induced by the map δ a,b defined as the composition
Composing the map (2.1) with ϕ
gives us a map
The fact that this induces a map on
and that ϕ Proof of Proposition 2.1. It directly follows from the lemma that we have a map in C(Sh
Note that γ X,X ′ is natural in X and X ′ , since so is ⊠ (in (2.2) ). Thus, we have maps, for X, Y, Z in Proj S ,
r r ee ee ee ee ee ee ee ee ee ee ee ee e Hom C(Sh tr
That this map is compatible with composition follows from the fact that γ X,X ′ is natural in X and X ′ . This shows thatρ is a pseudo-tensor functor. → dg e P rCor S such that π • F = id. Thus,ρ =ρ • F . Since the tensor structure on the category K b (dgP rCor S ) is induced from K b (dg e P rCor S ) via the equivalence of categories K b (F ), we have that K b (ρ) is also a lax tensor functor. Since Tot is a tensor functor and the tensor structure ⊗ S on DM eff (S) is induced from the tensor product ⊗ tr S via the localization map, we get that
is a lax tensor functor. Since extending to idempotent completion preserves tensor structure, it follows from definition that ρ eff S is a lax tensor functor.
ρ eff

S is a tensor functor
LetChM ot eff S be the category with the same objects as Proj S and with morphisms (for X → S of pure dimension d X over S)
and let ChM ot eff (S) be its idempotent completion. We have the functor
sending a morphism f : X → Y to the graph of f . In [Lev09] , Levine showed that 
Proof. It follows from Proposition 3.1.iii. that, is a tensor functor that sends ⊗L to an invertible endomorphism, it factors through a canonical extension ρ S : SmM ot gm (S) → DM (S) which is also a tensor functor. , we immediately get the duality in SmM ot gm (S) as required. Since the dual object in a tensor category is unique upto unique isomorphism, this defines an exact duality involution D.
