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Abstract-A general unified framework is provided for the convergence analysis of discretisation 
methods for special qth order differential equations, within which first order problems are 
accounted for by the case q = 1. The idea of optimal consistency is extended to cover all positive 
integers q, giving two-sided error bounds. 
1. INTRODUCTION 
It has been known for a long period that second order ordinary differential equations of 
the form y” =f(t, y) can readily be solved by the application of finite difference algorithms 
which do not depend on y’. A good deal of interest has been shown in the development 
of such methods in recent years[2-5, 7, 8, lo]. The schemes which have been derived have 
tended to be characterised by a structure similar to that of multistep and other methods 
suitable for initial value ordinary differential equations of first order. 
Whereas unified convergence theories have been provided for general discretisation 
schemes applied to first order problems[l, 6, 1 l-161, the present authors are not aware of 
this having been carried out for methods in second or higher order equations. 
It is the aim of the present paper therefore to give a general convergence theory for 
special initial value problems of the form 
y’@(t) =f(t, y(t)). 
The notion of optimal consistency introduced in[12, 131 will be extended to cover all q 2 1. 
This will include previous first order work as a special case, and will provide two-sided 
bounds on the discretisation error, giving the exact order of convergence. Attention will 
be given mainly to the cases q = 2,4. 
The numerical methods considered will be expressed in essentially the same notation 
as that introduced in[ll, 121. 
2. m-BLOCK METHODS 
The qth order initial value ordinary differential equation may be written 
P)(t) =f(M0) 
JJ(~)(O) =yik), k = O(1)q - 1, r E[O, T], (2.1) 
where the ~6’) are pre-assigned initial values. 
The basic steplength is taken as h with N = T/h assumed to be a positive integer, and 
for any real i E[O, N], ri is defined by r, = ih. In addition the convention will be adopted 
of beginning all vector and matrix suffices at zero. Z, and 0, will denote the wth order 
identity and null matrices respectively for any positive integer w. Further the symbols C 
and M, with or without subscripts or superscripts, will be assumed to be real strictly 
positive constants independent of h. 
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For any y = (r,, y2, . . . ,y,JT~IWm, f,,, I,, . . . ,I,_, and r, m, n EN where r and m are 
independent of h, we define restriction operator A,: C[O, T’~-+IW+“~ as follows: 
For any 5 EC[O, T], 
[A/t5 (t)li = 5 Kh), 
i =O(l)r - 1 
5((1,_,+sy,+y,)h), v = l(l)m,s =O(l>n - 1 
i=r+sm+v-1 
DeJfnition 2.2 
For any vectors U, v E Rq+ ‘, qcN, the vector f=f(u,tr)~[W~+~ is defined by 
[f(u, v)li =f(ui, vi), i = 0, 1, . . . ,q. 
Definition 2.3 
Let Y, r, m, lo, 4, . . . ,I, _ 1 and n be as in definition 2.1 and suppose that for any h > 0, 
(l,_ , + ny,)h = T. Consider A,, and B,,, lower triangular (r + nm) x (r + nm) matrices with 
finite bandwidth independent of h and such that 
A;. . . . A;_, 
0 
and 
0, 
B; . . . . . . . B;_, 
B;.....B;_, 
*. 
B,, = *. 
‘.B;, 
0 
4 
4-1 4 
. . 
A, A,. . . .‘A, 
0 
4, 4 A, .* . . . . . . . . . . . . . . 
‘.A, 2,. . . . . . .h,. 
t3, B2 . . . ::B, 
$ 
. . 
B, . . . . 
. . . . . 
BT. 
“.B,, “B,. . . . . . . . . ‘B 
where z > 0 is an integer, A,, B, are m x m matrices, cr = 0, 1, . . . ,T, and Ai, Bi, are 
m xm,matrices, cr=O, l,..., r-1 with llm,Im. 
Suppose also that j& yI,, . . . ,y”,_,(r 2 q) are starting values approximating y(l,h), 
y(l,h), . . . ,y(l,_ ,h). Then a method is m-block semi-explicit if it can be represented in the 
form 
Ati = h”WM,t, Y) + g 
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where y, g E R’+ “m, y, is an approximation to y([d,t],) and 
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y’,i=O(l)r- 1 
g’= O,i=r(l)N. i . 
We note that the terms composing the matrices AL, Bi, e = 0, 1, . . . , T - 1 multiply 
yi,f([dhfli, yJ respectively just for i = 0, 1, . . . ,r - 1. These are the approximations to y(t) 
and y@)(t) at the abscissae corresponding to the starting values. 
According to this definition any m-block semi-explicit method may be represented 
independently of starting values and methods by the m x [I + 2(r + l)m] array 
(A,, A,, . . . ,A,) Bo, 4, . . . JW ). (2.2) 
In the case of an m cyclic k-step method for instance, r = 1 + [(k - 1)/m] (for q = 1 
see ([17], p. 218)). 
We observe that [d,,t], = 0 and [d,~]~+~~_r =(f,_,-tny,)h=TsothatN=Z,_,+ny,. 
Let N’=r-l+nm. 
De$nition 2.4 
A method is m-block implicit if y ER” is given and it may be represented by the array 
(A,, A,, . . . J,(&, 4,. . . J,(Y) with at least one of A, and B, not lower triangular. 
Definition 2.5 
The union of m-block semi-explicit and m-block implicit methods will be said to be 
m-block methods. 
Definition 2.6 
For any m-block method, the global error vector is e = y - A,y(t). 
Dejinition 2.7 
An m-block method for equation (2.1) is zero-stable if max 1 (A ; ‘&I = O(h’ -“) as 
OSi.jSN' 
h +O. 
DeJinition 2.8 
An m-block method is consistent of order p 2 1 if there exist C,, C,, . . . ,C,, some of 
which, but not all, may be zero, such that for 
13 = A&y(t) - hqBhA@‘(t) -g 9 
e r+m+v-, = C,[Ati@+q)(t)],+s,,,hP+q+ O(hp+q+‘), 
v = l(l)m, s = O(l)n - 1. 
Definition 2.9 
The r( 2 q) starting values are accurate of order p if there exist CA, C;, . . . , C:_ I such 
that 
8i= C,‘hP+ O(hP+‘), i = O(l)r - 1. 
Definition 2.10 
We define 8*~[w’ and ~E&P by 0,* = ei, i = O(l)r - 1 and e= or+,, i = O(l)nm - 1. 
Q* is the vector of starting errors and 0 the vector of local truncation errors. 
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We define the mn x r matrix A* and the mn x mn matrix A,, as follows: 
0 . . . . . . . 0 A; A;....A:_,’ 
0 0 A;, 4:-, 
. . 
. . 
I- O (j . . . . . . . . . . . . . . . . . . . . . (-J . 
The m-block formulation 
examples are now given. 
Example 2.1 
0 
*. 
. . *. 
0 ‘....A,. . . . . . . .1~l,, 
covers a wide range of methods, and to illustrate this some 
The class of linear multistep methods is included in the case m = 1. For instance with 
fourth order equations we may use the scheme based on the approximation 
For this array (2.2) is simply 
(1 -46 -4 1100 100(l). 
Example 2.2 
It is also possible to consider predictor-corrector methods for the case q = 4. 
We may use the explicit method defined in example 2.1 as a predictor for the implicit 
linear multistep method 
In PECE mode we have then a 2-block explicit method with array 
010-4060-410 0 0 0 0 0 10 0 0 0 
010-4060-401 O~O~O~O~j$O 
I> 1 
1 * 
Example 2.3 
Let us consider a predictor+zorrector method in PECE mode for the case q = 2. 
As predictor we use the linear multistep method (1 - 2 110 1 O( 1) and as corrector 
(1 - 2 1 [&&$I 1). 
Two sided error bounds 269 
This gives the 2-block explicit scheme with array 
Example 2.4 
Hairer[8] has introduced a hybrid method for q = 2 which can be represented as a 
2-block implicit scheme by the array 
i 
000-110 
010-201 
loL()rl OLO 
J2P W 128 
o’o’wP J 
12 --- 12 12 12 
* 
assuming that B # 0. If p = 0 the first stage is omitted and we have simply Numerov’s 
linear multistep method. 
Example 2.5 
Cash[2] has presented a P-stable method for q = 2 which can be written as a 3-block 
implicit method. 
i 0 -; 4 0  0  -; 1 0 
0 f 
o o
1; 1 lO 
-i 0 0 -& 0 0  0  -6 i”eoo-+j 0 0 2 
10*00 +)$.L~.+ 
1; -5 ; 
1 
Methods of this kind have also been given by Chawla[5]. 
Premultiplying the equation A,J = hZB,, f (A,,& y) + g by the matrix 
0' 
A,--’ 
we obtain the equivalent method 
i 0 -f 2 0  0  -f ;()10()&()0 1 0 0 0-k 0 0 -$ ~3L~F; 0 0 & 
0 foe-20010 *00 +.$$+ 
3. OPTIMAL CONSISTENCY 
-4 
I i 1 2 1 
It is well known that, given zero-stability, consistency of order p in the sense of 
definition 2.8 always implies the existence of an upper bound on the global error of the 
form 
I/e 11 cc 5 C,hP + O(hP+ I). (3.1) 
270 N. ETCHER and S. MCKEE 
The method given in example 2.5 however is consistent of order 2, and yet it can also 
be shown that 
/le 1IT I C,h4 + O(hs). 
Accordingly, although the upper bound (3.1) in this case is not actually incorrect, it 
is nonetheless inadequate for the purpose of indicating the method’s exact order of 
convergence. In fact it will be seen that it is quite possible for a method to be consistent 
of order p, and yet convergent of order @ + q). 
The notion of optimal consistency, which is defined below, however, is more powerful 
than that of consistency since it provides not only an upper bound on lie (jr but also a 
two-sided error bound of the form 
where 4(h) = \lA ~‘(9 /Im for all cases in which e # 0. 
Definition 3.1 
An m-block method is optimally consistent of order p 2 1 if for each i 2 T there exists 
Cc0 such that 
IIAh’O]il = C'"hP + O(hP+‘), 
THEOREM 3.1 
If an m-block is optimally consistent of order p, is zero-stable and has r starting values 
accurate of order p, then there exist CL and C, such that 
Proof. Any block semi-explicit method may be regarded as an implicit method with 
all elements of A, and B, above the diagonal equal to zero. Hence we may consider only 
block implicit methods without losing generality. We may also assume that Ah is of lower 
triangular form, as in example 2.5. 
(i) The upper bound 
e = -(da(t) - h4A;‘B,,dg(@(t) - A;‘g) 
+ hqAk’B#-(4t, Y) -W,,t, d/xv(t)). 
Therefore 
i+m-v 
(eiJ I I[A;w]~~ + hqL jTo I(A,‘Bdvl(ejl forall i 2 ry 
wherev=i--r+l (modm)and llvlm. 
Hence there exists M such that 
r-l i+llI--v 
(eiJ I J[A,‘O]i( + hMjzOIe,j + hM 1 \ejJ for all i 2 r, 
j=r 
(3.2) 
where M = hq-‘L max I(A;‘B,),[ I hq-‘L/B,,IIm om:w ((A,&( = o(1). 
O<i.,sK 
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Now (3.2) gives 
le,l=I[A,‘8],1=ClhP+O(hP+‘)forOIiIr-1. 
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(3.3) 
Hence there exists C such that 
i+m-v 
leil I C4(h) + hit4 C jej for all i 2 r, 
j=r 
and lemmas 1, 2 of [l l] give leil I C;+(h) for all i 2 r, with an appropriate constant CL. 
This with (3.3) now gives the upper bound with 
C u = max(C’,, CL, C;, . . . ,C:_ J. 
(ii) The lower bound 
d,Jt) - h~A,‘B,,d,$“(t) - A;‘g 
= - e + hqA;‘4,1f(4,t,y) -f(Q, Q(t))]. 
Therefore 
[[A ;‘0],l I (ej + hqL jz /(A ;iB,JVllejj for all i. 
Hence 
Thus there exist C’ and M’ such that 
C’+(h) I (1 + Wllel),. 
Accordingly if C, = C’/(l + M’), 
This theorem then provides a two sided error bound based on the definition of optimal 
consistency and it implies that the order of convergence is always exactly that of optimal 
consistency. In effect the problem of determining the exact order of convergence for a given 
method has been reduced to that of inverting A,,. 
In what follows theorem 3.1 is applied to some of the examples introduced in section 
2. but first a lemma is needed. 
LEMMA 3.2 
Proof. Since 
and the result follows immediately. 
Let us now apply theorem 3.1 to the example of the previous section. 
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1 
-2 
-2 
1 
1 
-2 
-2 
1 
0 
SO A;=(;), a;=($ 
and 
1 -2’ 
1 -2 
0 1 
0 1 
A*=0 0 
0 0 - I 
Let us take fourth order starting values, so that jlO*llrn = 0(h4). 
Then 
By direct computation, 
A,’ = 
so lIA,‘A*e*II, = O(h4) 
1 
0 1 
0 2 1 
0 2 0 1 
0 3 0 2 1 
030201 
. . . . . . . . 
Br= (O(h4), O(P), 0(h4), O(P), . . .), so that consistency is of second order, but 
/I A, ‘q P = W4), since each O(h4) element of @is multiplied by a zero in A;‘, and thus 
is eliminated. 
Hence lemma 3.2 gives optimal consistency of order 4. max ](A;‘)ij] = 0(/r-‘), so the 
O*i.j<N 
method is zero-stable and is thus fourth order convergent, even though the predictor is 
only of second order. 
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It is possible to prove a result generalising that on p. 90 of [9]: in the case q = 2 a 
(p - 2)th order predictor together with a p th order corrector give p th order convergence. 
We also note that the present predictor-corrector scheme can be shown to have an 
interval of periodicity ([lo], p. 193) (0, 2,/?), which is an improvement on that attained 
by the use of Numerov’s method alone as a linear multistep method. This is rather 
surprising, since the predictor-corrector scheme is explicit, unlike Numerov’s method. 
Example 2.2 
and 
A*= 
1 -4 6 -4- 
1 -4 6 -4 
0 1 -4 6 
0 1 -4 6 
0 0 1 -4 
0 0 1 -4 
0 0 0 1 
0 0 0 1 
0 0 0 0 
0 0 0 
Let us take sixth order starting values, so that /If?* llco = 0(h6). Then 
By direct computation, 
A,’ = 
where 
-12 
VI 12 
v2 VI 12 
v3 v2 VI 12 
. . . ..~ 
vs = (f + 3)G + 210 + 1) 
6 
foralls 2 1. 
214 
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]]A,‘A*e*]1, = O(P). 
S’ = (O(h6), O(h’O), O(P), O(h ‘O), . . .), 
so that consistency is of second order, but /1A;‘81/ 1) = O(h6), since each 0(h6) element of 
B is multiplied by a zero in A;‘. 
Lemma 3.2 then gives optimal consistency of order 6. max 
Osi,jsN’ 
](A ;‘)i,] = O(h -$ so the 
method is zero-stable and is convergent of order 6, even though the predictor is only 
second order. 
It is possible in fact to generalise further the result on p. 90 of [9] and prove that for 
q = 4 a (p - 4)th order predictor used with a pth order corrector gives pth order 
convergence. 
Indeed the general result can be stated, that for the qth order equation a 07 - q)th 
order predictor used with a p th order corrector gives p th order convergence. 
Example 2.4 
0 -1 
1 -2 
0 0 
0 1 
0 0 
0 0 
Let us take fourth order starting values, so that Ile*/lrn = 0(h4). 
Then 
[A *e*li = 
i 
O(h4), i = 0, 1,3, 
o 3 i = 2, i 2 4. 
By direct computation, 
0 1 
0 1 1 
A;‘= 0 2 0 1 
02011 
030201 
. . . . . . . . . . . . . 
so I\A,‘A*e*II, = O(P). 
6’= (O(h4), O(h6), O(h4), 0(h6), . _ . , so that consistency is of second order, but 
j(A,‘81/1, = O(P). 
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Hence lemma 3.2 gives optimal consistency of order 4. max 
o*i,jcN’ 
](A; ‘)ii( = O(h -I), so we 
have zero-stability and thus fourth order convergence. 
Example 2.5 
A*= 
-; -f 
I 
2 
-1 
2 
1 -2 
0 ’ -5 
0 4 
0 1 
0 0 
, . 
. . 
. . 
0 0 
Let us take starting values with fourth order accuracy, so that l/0* I(co = 0(h4). 
Then 
[A *e *], = ;(h4)’ 
3 
i ,= ;(lJ5 
- . 
By direct computation, 
13 
VI 4 
vz VI 4 
v2 v2 VI 4 
. . . . . . . . . . . . 
where 
1 2s - 1 0 0 ---j- 1 
v,= I 0 0 - 2s + 1 2 0 0 s+l  
for all s 2 1, so Ild;‘A *8*(I z = 0(h4). P = (O(h4), O(h4), O(P), O(P), O(h4), 0(/P), . . .), so 
that consistency is of second order, but 1j~;‘81/2 = 0(h4). max I(A;i)ijj =0(/z-‘), so 
0 5 id. 5 N, 
Lemma 3.2 and Theorem 3.1 imply order four convergence. 
By Theorem 3.1 then the problem of determining the exact order of convergence of 
a method is reduced to that of inverting A,,. 
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4. NUMERICAL VERIFICATION 
In this section we shall verify numerically some of the theoretical results, 
The method of example 2.3 was used to solve the simple test problem 
y@‘(t) = -n2y(t),y(0) = I,y”‘(O) = 0. 
The starting values chosen were y = 1, y = cos Ah. The results obtained at t = 1 .O are given 
in Table 1. 
Order 4 convergence is clearly indicated. This method was also compared with 
Numerov’s method for Ah = 1.4 < ,/6 and Ah = 2.5 > J6. For Ah = 1.4 both methods 
were well behaved. However it was found that, for Ah = 2.5, whereas Numerov’s method 
gave overflow the error in the predictor-corrector method remained bounded. 
This confirms that the predictor-corrector method has a greater interval of periodicity. 
Finally we verify that Cash’s method (example 2.5) has indeed 4th order convergence 
in all 3 stages by using it to solve the simple test problem 
y’“(t) = -y(r) 9 y(0) = 1 y”‘(0) = 0. 3 
used by Cash[2]. Order 4 convergence is clearly indicated from Table 2. 
Table 1. 
Predictor error 
at r = 1.0 
Corrector errot 
at t = 1.0 
h =O.l 
h = 0.01 
Order of 
Convergence 
5.1 x 1o-6 1.1 x lo-’ 
4.5 x lo-‘0 1.2 x lo-” 
4 4 
Table 2. 
1st stage error 2nd stage error 3rd stage error 
at t = 8.5 at I = 9.5 at t = 10.0 
h = 0.2 2.3 x 1O-5 5.2 x lo-’ 1.3 x IO-5 
h = 1.0 2.3 x 1O-z 3.0 x 10-Z 6.8 x 1O-3 
Orders of 
Convergence 4 4 4 
5. CONCLUDING REMARKS 
The concept of optimal consistency proposed in [12] has been shown to be both valid 
and useful for a far wider class of differential equations than hitherto realised. 
Whereas for first order methods it has been shown in[l, 121, and others that p th order 
consistency can give (p + 1)st order convergence, we have seen in the examples of this 
paper that for methods for the qth order equation the order of convergence may exceed 
that of consistency by q, and that this can be fully accounted for by the optimal consistency 
definition, using Theorem 3.1. 
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