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PRODUIT BETA-GAMMA ET RE´GULARITE´ DU SIGNE
THOMAS SIMON
Re´sume´. On e´tudie la positivite´ comple`te du noyau de convolution multiplicatif T associe´ au
produit de deux variables ale´atoires inde´pendantes B(a, b) et Γ(c). Ce noyau T est comple`tement
positif d’ordre infini si b ∈ N∗ ou si d = a + b − c ∈ N. Dans les autres cas la re´gularite´ du signe
de T a toujours un ordre fini, qui est ici calcule´. Plus pre´cise´ment, pour tout n ≥ 1 on montre que
T est comple`tement positif d’ordre n + 1 si et seulement si (d, b) est situe´ au dessus d’un certain
escalier En dessine´ dans le demi-plan supe´rieur. Cet escalier caracte´rise aussi la constance du signe
de plusieurs de´terminants associe´s a` la fonction hyperge´ome´trique confluente de seconde espe`ce.
1. Introduction
Soit I un intervalle de R et K un noyau a` valeurs re´elles de´fini sur I × I. On dit que K est
comple`tement positif d’ordre n (TPn selon l’acronyme anglo-ame´ricain) si
det [K(xi, yj)]1≤i,j≤m ≥ 0
pour tout m ∈ [1, n], x1 < . . . < xm et y1 < . . . < ym. Quand la proprie´te´ est vraie pour tout n on
dit que K est comple`tement positif d’ordre infini (TP∞). On dit que K est re´gulier pour le signe
a` l’ordre n (SRn) s’il existe {εi}1≤i≤n dans {−1, 1} tel que
εm det [K(xi, yj)]1≤i,j≤m ≥ 0
pour tout m ∈ [1, n], x1 < . . . < xm et y1 < . . . < ym. Quand la proprie´te´ est vraie pour tout
n on dit que K est re´gulier pour le signe a` l’ordre infini (SR∞). Ces quatre proprie´te´s sont dites
strictes lorsque les ine´galite´s correspondantes sont toutes strictes, et on utilise alors la notation
STPn,SSRn,STP∞ ou SSR∞. Introduites avant-guerre par Krein, Schoenberg et Gantmacher, ces
notions ont ensuite connu un de´veloppement important qui a abouti a` l’ouvrage classique [8]. On
renvoie a` la monographie [12] pour des avance´es plus re´centes ainsi qu’un historique du sujet.
Une fonction f : R→ R+ est dite fre´quence de Po´lya d’ordre n ≤ ∞ (PFn) si le noyau K(x, y) =
f(x − y) est TPn sur R × R. Les densite´s de probabilite´ dans la classe PF∞ ont e´te´ caracte´rise´es
par Schoenberg - voir le the´ore`me 7.3.2 (a) p. 345 dans [8] - par leur transforme´e de Laplace, dont
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l’inverse se factorise sous la forme
(1)
1
E[esX ]
= e−γs
2+δs
∞∏
n=0
(1 + ans)e
−ans
ou` X est la variable ale´atoire associe´e, avec γ ≥ 0, δ ∈ R, et
∑
a2n < ∞. L’exemple classique est
la densite´ gaussienne. Le cas des densite´s sur la demi-droite a e´galement e´te´ caracte´rise´ par une
factorisation analogue - voir le the´ore`me 7.3.2 (b) dans [8] - qui s’e´crit
(2)
1
E[e−sX ]
= eδs
∞∏
n=0
(1 + ans)
avec δ, an ≥ 0 et
∑
an < ∞. Ceci montre que les densite´s PF∞ sur R
+ sont toutes, modulo
une de´rive, des convole´es de densite´s exponentielles de parame`tres diffe´rents et forment donc une
sous-classe des densite´s dites GGC - voir [3]. Les fonctions PF2 sont aise´ment caracte´rise´es par la
log-concavite´ sur leur support - voir le the´ore`me 4.1.9 dans [8], ce qui a pour conse´quence utile
la stabilite´ de la proprie´te´ PF2 par multiplication ponctuelle. Une telle proprie´te´ n’est plus vraie
pour les classes PFn, n ≥ 3, qui sont en ge´ne´ral plus difficiles a` e´tudier que les classes PF2 ou PF∞.
Toutes les proprie´te´s PFn sont cependant stables par produit de convolution - voir la proposition
7.1.5 dans [8], ce qui dans le cas n = 2 est un cas particulier du the´ore`me de Pre´kopa, et dans le cas
des densite´s signifie que la somme inde´pendante de deux variables ale´atoires dont les densite´s sont
PFn a encore une densite´ PFn. Cette stabilite´ par produit de convolution sera importante dans la
suite de cet article.
La notion de fonction fre´quence de Po´lya est donc associe´e de fac¸on naturelle a` l’addition des
variables ale´atoires. Pourtant, les exemples les plus standard de noyaux comple`tement positifs sont
lie´s a` la convolution multiplicative. Ainsi, le caracte`re TP∞ du noyau e
xy mentionne´ au paragraphe
1.2.(i) p. 15 dans [8] est e´quivalent a` la meˆme proprie´te´ pour le noyau f(xy−1), ou`
f(x) =
xc−1e−x
Γ(c)
1(0,∞)(x)
est la densite´ de la variable Γ(c). Cette proprie´te´ qui est e´quivalente au caracte`re PF∞ de logΓ(c),
peut aussi se voir par (1) en e´crivant les moments fractionnaires de Γ(c) :
1
E[Γ(c)s]
=
Γ(c)
Γ(c+ s)
= eγcs
∞∏
n=0
(
1 + s(n+ c)−1
)
e−s(n+c)
−1
pour un certain γc > 0, ou` la deuxie`me e´galite´ vient de la formule de Weierstrass - voir par exemple
[6] p. 2. De meˆme le caracte`re TP∞ du noyau 1{0≤x≤y≤1} mentionne´ au paragraphe 1.2.(ii) de [8],
est pre´cise´ment celui du noyau de convolution multiplicatif de la variable U uniforme sur (0, 1).
Ceci signifie que − logU ∼ Exp(1) a une densite´ PF∞, et est bien suˆr une conse´quence e´vidente de
(2) et de l’expression des moments fractionnaires de U.
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Le livre [8] fournit plusieurs autres exemples de noyaux comple`tement positifs relie´s a` des va-
riables ale´atoires, souvent dans le cadre des familles exponentielles. Le cas du noyau multiplicatif
associe´ a` la variable B(a, b) de densite´
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−11(0,1)(x)
est aussi implicitement traite´ par le the´ore`me 10.1.1 p. 503, pour b ∈ N∗. En effet, en choisissant
w1 ≡ . . . ≡ wn ≡ 1 dans (1.4) p. 502, ce the´ore`me montre le caracte`re TP∞ du noyau (x − y)
n
+
et donc du noyau multiplicatif associe´ a` B(a, n + 1). Ce dernier fait, qui remonte a` Schoenberg et
Whitney en 1953, se voit aussi a` l’aide de l’identite´
(3) B(a, n + 1)
d
= U1/a × · · · × U1/(a+n)
obtenue en comparant les moments fractionnaires. Le cas plus de´licat b /∈ N∗ est une conse´quence
du the´ore`me 3.4(i) dans [4], ou` ce proble`me semble avoir e´te´ conside´re´ pour la premie`re fois.
The´ore`me (Dette-Munk). Le noyau de convolution multiplicatif associe´ a` B(a, b) est TP[b+1] pour
tous a, b > 0.
Pour obtenir l’e´nonce´ ci-dessus, on a fait la correction n → n + 1 dans le re´sultat de Dette et
Munk, ce qui se voit aise´ment en appliquant correctement le lemme 3.1 dans [4]. Ce meˆme lemme,
et des arguments classiques de [8] que nous ne de´taillerons pas ici - voir la remarque (c) a` la fin de
la troisie`me partie du pre´sent article, montrent que ce meˆme noyau n’est en revanche pas TP[b+2]
ni d’ailleurs SR[b+2], sauf pour b ∈ N
∗. Quand b /∈ N∗, la re´gularite´ du signe du noyau multiplicatif
de B(a, b) est ainsi une fonction croissante de [b], et ceci peut se deviner par l’identite´
(4) B(a, b + 1)
d
= B(a, b) × U1/(a+b)
puisque U - et donc U1/(a+b) de manie`re e´quivalente - est associe´e a` un noyau TP∞. D’une manie`re
ge´ne´rale, on s’attend a` ce que le produit inde´pendant par des variables ayant une telle proprie´te´
TP∞ re´gularise le signe.
Le but de cet article est d’e´tudier ce phe´nome`ne pour les variables produit
T(a, b, c) = B(a, b) × Γ(c),
dont la densite´ sur (0,+∞) s’e´crit
Γ(a+ b)xc−1e−x
Γ(a)Γ(b)Γ(c)
∫ ∞
0
e−tx
tb−1
(t+ 1)d
dt =
Γ(a+ b)xc−1
Γ(a)Γ(c)
e−xΨ(b, b+ 1− d, x)
avec la notation d = a + b − c. Ci-dessus, Ψ de´signe la fonction hyperge´ome´trique confluente
de seconde espe`ce, encore appele´e fonction de Tricomi, pour les de´tails de laquelle on renvoie au
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chapitre 6 de [6]. Par le the´ore`me 1.2.1 dans [8], la re´gularite´ du signe du noyau de convolution
multiplicatif associe´ a` T(a, b, c) est la meˆme que celle du noyau
Tb,d(x, y) = e
−xy−1Ψ(b, b+ 1− d, xy−1)
sur (0,+∞) × (0,+∞), et ne de´pend donc que du couple (b, d). On sait par le re´sultat pre´ce´dent
que cette re´gularite´ est croissante en [b] et on s’attend a` ce qu’elle le soit aussi en [d] en vertu de
l’identite´
(5) T(a, b, c)
d
= U1/c × T(a, b, c+ 1).
Introduisons maintenant nos notations. Sur le demi-plan supe´rieur H = {y ≥ 0} on conside`re le
re´seau R = {x ∈ N} ∪ {y ∈ N∗} et, pour tout n ≥ 1, l’escalier En constitue´ des (n − 1) marches et
n contremarches
n−1⋃
k=1
{n− k − 1 ≤ x ≤ n− k, y = k} et
n−1⋃
k=0
{x = k, n − k − 1 ≤ y ≤ n− k},
et des deux marches infinies {x ≤ 0, y = n} et {x ≥ n − 1, y = 0}. On conside`re sur H la relation
(x, y) ≻ (z, t) ⇔ x ≥ z ou y ≥ t. Pour tout A ⊂ H et (x, y) ∈ H on note (x, y) ≻ A si ∀ (z, t) ∈ A
on a (x, y) ≻ (z, t). Par abus d’e´criture on note (x, y) ≺ A si ∃ (z, t) ∈ A tel que x < z et y < t.
Visuellement parlant, pour tout n ≥ 1 on a (x, y) ≺ En quand (x, y) est sous l’escalier et (x, y) ≻ En
quand (x, y) est au dessus. Notre re´sultat principal s’e´nonce comme suit.
The´ore`me. (i) On a Tb,d ∈ TP∞ ⇔ (d, b) ∈ R.
(ii) Si (d, b) /∈ R, alors ∀n ≥ 1 on a (d, b) ≻ En ⇔ Tb,d ∈ TPn+1 et (d, b) ≺ En ⇒ Tb,d /∈ SRn+1.
Ce re´sultat montre en particulier que la variable Γ(c) re´gularise le signe dans le produit Γ(c)×
B(a, b) seulement pour c ≤ a+ b. Dans le quadrant positif {b > 0, d > 0}, il met aussi en e´vidence
une grille de croissance de la proprie´te´ TPn pour T(a, b, c), dont l’allure n’est pas sans rappeler
celle du nombre de racines positives de Ψ pour les valeurs ne´gatives de ses parame`tres - voir la
figure p. 290 dans [6]. Malgre´ le roˆle central de Ψ dans notre argument et les diverses manipulations
dont cette fonction peut eˆtre l’objet, l’analogie entre les deux grilles est sans doute fortuite.
La caracte´risation de la proprie´te´ TP∞, qui de´coule sans difficulte´ du the´ore`me de Schoenberg et
d’identite´s en loi simples, est de´montre´e dans la deuxie`me partie de cet article ou` l’on donne aussi
une nouvelle preuve de la transformation de Kummer pour Ψ, laquelle fait apparaˆıtre une syme´trie
dans le quadrant positif pour la caracte´risation de la proprie´te´ TPn+1. Dans la troisie`me partie
on de´montre le deuxie`me volet du the´ore`me, qui est bien moins facile que le premier. On rame`ne
d’abord le proble`me a` la constance du signe d’un certain de´terminant de Hankel avec poids. On
montre ensuite le re´sultat par divers arguments meˆlant alge`bre line´aire, analyse asymptotique et
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l’identite´ (5). Cette dernie`re est cruciale pour re´duire le domaine d’e´tude a` deux se´ries de marches
adjacentes situe´es de part et d’autre de En.
Des de´terminants fonctionnels identiques aux noˆtres ont e´te´ re´cemment e´tudie´s dans [2, 7] afin
d’e´tablir de nouvelles ine´galite´s de type Tura´n. Notre re´sultat principal permet de pre´ciser certaines
de ces ine´galite´s, ce que nous faisons dans la quatrie`me partie. Comme dans l’article classique [9]
nous nous inte´ressons aussi a` des Wronskiens pour des familles de fonctions Ψ ayant des parame`tres
contigus, dont nous caracte´risons la constance du signe par les frontie`res En. La forme en escalier
de ces dernie`res est peut-eˆtre un peu surprenante, et je n’ai pas trouve´ d’exemples de frontie`re de
ce type dans la litte´rature ancienne ou moderne consacre´e aux de´terminants fonctionnels.
2. Quelques re´sultats pre´liminaires
2.1. Le cas TP∞. Dans ce paragraphe on conside`re la partie (i) du the´ore`me, qui se montre
facilement graˆce a` la caracte´risation de Schoenberg. Les moments fractionnaires de T(a, b, c) sont
donne´s par
(6) E[T(a, b, c)s] =
Γ(a+ s)Γ(c+ s)Γ(a+ b)
Γ(a)Γ(c)Γ(a + b+ s)
pour tout s ∈ C tel que ℜ(s) > (−a) ∨ (−c). On en de´duit les identite´s
T(a, b, a + b)
d
= Γ(a) et T(a, b, a+ b+ n)
d
= Γ(a) × U1/a × · · · × U1/(a+n−1)
pour tout entier n ≥ 1 (la premie`re est un des nombreux exemples de formules de´finissant l’alge`bre
Beta-Gamma [5]). Ces identite´s montrent que Tb,d est TP∞ si d ∈ N. En vertu de (3) on a d’autre
part
T(a, n, c)
d
= U1/a × · · · × U1/(a+n−1) × Γ(c)
pour tout entier n ≥ 1, et ceci montre que Tb,d est TP∞ si b ∈ N
∗. Si (d, b) /∈ R, on voit enfin que
la fonction
s 7→
1
E[T(a, b, c)s]
admet les nombres {−(a + b + n), n ∈ N} pour poˆles simples et n’est donc pas holomorphe sur
C. A fortiori elle n’est pas du type de´fini dans (1), et le the´ore`me 3.2 (a) p. 345 dans [8] entraˆıne
que la densite´ de logT(a, b, c) n’est pas PF∞, autrement dit Tb,d n’est pas TP∞. On a donc bien
de´montre´ que
Tb,d ∈ TP∞ ⇔ (d, b) ∈ R.
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2.2. La transformation de Kummer et deux applications. Supposons maintenant c < a+ b,
autrement dit d > 0. La formule (6) entraˆıne l’identite´
T(a, b, c)
d
= T(c, d, a)
et en comparant les densite´s de part et d’autre on trouve
Ψ(b, b+ 1− d, x) = xd−bΨ(d, d + 1− b, x)(7)
pour tout b, d, x > 0. Cette e´galite´ est connue sous le nom de transformation de Kummer pour la
fonction de Tricomi et est obtenue dans le chapitre 6 de [6] pp. 256-257 en comparant diffe´rentes
repre´sentations de Mellin-Barnes de Ψ. Cette dernie`re me´thode est plus elabore´e que l’argument
pre´ce´dent reposant sur une beˆte identification de moments fractionnaires, mais son avantage est de
pouvoir e´tendre la transformation a` des valeurs ne´gatives de b et d - voir le haut de la page 257 dans
le chapitre 6 de [6]. On renvoie a` [5] pour d’autres relations entre repre´sentations de Mellin-Barnes
et identite´s en loi multiplicatives.
La formule (7) entraˆıne que
Tb,d ∈ TPn+1 ⇔ Td,b ∈ TPn+1
pour tout b, d > 0 et n ≥ 1. Cette syme´trie par rapport a` la premie`re bissettrice sur le quadrant
positif est bien suˆr compatible avec celle de la frontie`re En. Combine´e avec le re´sultat de Dette et
Munk, elle montre que
Tb,d ∈ TPn+1 si inf(b, d) ≥ n.
On verra par la suite qu’on peut aussi obtenir ce re´sultat directement en conside´rant un certain
de´terminant de Hankel associe´ a` la fonction Ψ.
On donne maintenant, en passant, une deuxie`me application de la transformation de Kummer
inde´pendante de tout le reste de cet article. Soit la variable ale´atoire positive K2(a, b, c) ayant pour
densite´
xa−1(1 + x)−(a+b)e−cx
Γ(a)Ψ(a, 1 − b, c)
1(0,∞)(x)
ou` a, c > 0 et b ∈ R. Cette variable apparaˆıt en statistique baye´sienne de re´seaux de file d’attente
ou` elle porte le nom de variable de Kummer de type 2. On suppose maintenant b > 0 et on calcule
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la transforme´e de Laplace de K2(a+ b,−b, c) :
E
[
e−λK
2(a+b,−b,c)
]
=
Ψ(a+ b, 1 + b, c+ λ)
Ψ(a+ b, 1 + b, c)
=
Ψ(a, 1− b, c+ λ)
Ψ(a, 1− b, c)
(
c
c+ λ
)b
= E
[
e−λK
2(a,b,c)
]
E
[
e−λc
−1
Γ(b)
]
,
ou` la deuxie`me e´galite´ vient imme´diatement de (7). On en de´duit l’e´galite´ en loi additive
K2(a+ b,−b, c) = K2(a, b, c) + c−1Γ(b)
pour tous a, b, c > 0, re´cemment obtenue par Koudou et Vallois - voir (2.24) dans [10] - comme
conse´quence d’une certaine proprie´te´ d’inde´pendance caracte´risant le couple (K2(a, b, c),Γ(b)). Le
calcul direct des transforme´es de Laplace, plus imme´diat, avait de´ja` e´te´ fait par Letac - voir le
the´ore`me 4.1 de [11] - avec un argument un peu diffe´rent du noˆtre utilisant sur la fonction hy-
perge´ome´trique confluente de premie`re espe`ce - voir la formule 6.6(7) dans [6].
2.3. Re´sultats d’alge`bre line´aire. On e´nonce dans ce paragraphe quatre lemmes e´valuant des
de´terminants, qui serviront dans la re´ciproque de la partie (ii) du the´ore`me. On utilise la notation
00 = 1 et detn[aij ] = det[aij ]0≤i,j≤n pour tout tableau de nombres {aij} et tout n ∈ N. On rappelle
aussi l’e´criture usuelle du symbole de Pochammer : (z)0 = 1 et (z)k = z(z+1) . . . (z+k−1). Enfin,
le dernier lemme reprend les meˆmes notations matricielles que celles du chapitre 0 de [8].
Lemme 1. On a detn [(d− n+ j)i] =
∏n
k=0 k! pour tout d ∈ R et n ∈ N.
Preuve : Chaque ligne d’indice i du de´terminant est une fonction polynomiale en d de degre´ i, dont
la de´rive´e est une combinaison line´aire a` coefficients constants des lignes d’indice 0, . . . , i− 1. Ceci
entraˆıne que d 7→ detn [(d− n+ j)i] est constante, et vaut donc detn [(j − n)i] =
∏n
k=0 k! comme
souhaite´.

Remarque. (a) Par des ope´rations e´le´mentaires sur les colonnes, on peut aussi voir directement
la relation de re´currence detn [(d− n+ j)i] = n! × detn−1 [(d− n+ 1 + j)i] et conclure avec la
condition initiale det0 [(d+ j)i] = 1.
(b) Ce de´terminant a quelque cousinage avec celui e´tudie´ dans [9] p. 31, qui s’e´crit detn [{d+ j}i]
avec la notation {z}0 = 1 et {z}k = z(z − 1) . . . (z + 1− k), et qui est aussi un premier terme dans
un de´veloppement asymptotique. Ce dernier est cependant un Vandermonde et de´pend de d.
Lemme 2. Pour tout entier q ≥ 0 et tous re´els µ, ν tels que µ > ν + q, on a
detq [(ν − q + j)iΓ(µ− ν + q − i− j)] =
q∏
k=0
k! Γ(µ − ν − k)(µ − k − 1)q−k.
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Preuve : On commence par mettre
∏q
k=0 Γ(µ− ν − k) en facteur puis, en ajoutant successivement
la (q − i)-ie`me ligne a` la (q − i + 1)-ie`me pour i = 1, . . . , q on factorise par (µ − 1)q. On re´pe`te
l’ope´ration pour i = 1, . . . , q − 1 et on factorise par (µ − 2)q−1... Ainsi de suite jusqu’a` trouver
detq [(ν − q + j)iΓ(µ− ν + q − i− j)] = detq [(µ− ν − q + j)i]
q∏
k=0
Γ(µ − ν − k)(µ − k − 1)q−k,
et on conclut par le lemme 1.

Lemme 3. Pour tous entiers n ≥ q ≥ 0 et tous re´els µ, ν tels que ρ = ν + n− µ− 2q > 0, on a
detq
[(
Γ(ρ+ i+ j)
Γ(ρ+ µ+ i+ j)
)
(ν − q + j)n−q+i
]
= Fq(ρ)
q∏
k=0
(
(ν − k)n−q
Γ(ν + n− k − q)
)
avec Fq(ρ) = detq [Γ(ρ+ i+ j)] > 0.
Preuve : En utilisant Γ(t+ 1) = tΓ(t) on factorise
detq
[(
Γ(ρ+ i+ j)
Γ(ρ+ µ+ i+ j)
)
(ν − q + j)n−q+i
]
=
q∏
k=0
(
(ν − k)n−q
Γ(ν + n− k − q)
)
detq [Γ(ρ+ i+ j)] .
Enfin, la stricte positivite´ de detq [Γ(ρ+ i+ j)] de´coule par exemple du the´ore`me 5 de [2] et de
la repre´sentation inte´grale usuelle de la fonction Γ sur (0,+∞), que l’on peut utiliser ici puisque
ρ > 0.

Lemme 4. Soit A = {aij}0≤i,j≤n une matrice re´elle dont tous les coefficients sont non nuls. Pour
tout δ ∈ (0, 2n), soit la fonction x 7→ Aδ(x) = {aij x
(δ−i−j)+}0≤i,j≤n de´finie sur R et soit ρδ = [δ/2].
Si les matrices
Aδ11 = A
[
(1 + ρδ) · · · n
(1 + ρδ) · · · n
]
et Aδ22 = A
[
1 · · · ρδ
1 · · · ρδ
]
sont inversibles, alors
detAδ(x) ∼ (detAδ11 detA
δ
22)x
(ρδ+1)(δ−ρδ), x→ +∞.
Preuve : Par hypothe`se on a ρδ < n et on peut e´crire par blocs
Aδ(x) =
[
Aδ11(x) A
δ
12(x)
Aδ21(x) A
δ
22(x)
]
ou` Aδ11(x) est une matrice (1 + ρδ)× (1 + ρδ) et A
δ
22(x) une matrice (n − ρδ)× (n − ρδ). Le choix
de la taille des blocs entraˆıne que Aδ22(x) = A
δ
22 pour tout x. Comme A
δ
22 est inversible, on peut
appliquer la formule classique
detAδ(x) = detAδ22 × det(A
δ
11(x)−A
δ
12(A
δ
22)
−1Aδ21(x)).
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On voit facilement que le coefficient (i, j) de la matrice Aδ12(A
δ
22)
−1Aδ21(x) est un O(x
2(δ−ρδ−1)−i−j)
quand x→ +∞, quantite´ ne´gligeable devant
[
Aδ11(x)
]
ij
= aijx
δ−i−j puisque aij 6= 0 et δ < 2(ρδ+1).
On en de´duit que
det(Aδ11(x)−A
δ
12(A
δ
22)
−1Aδ21(x)) ∼ det(A
δ
11(x)) = (detA
δ
11)x
(ρδ+1)(δ−ρδ)
par invertibilite´ de Aδ11, et ou` l’e´galite´ re´sulte de la formule de Leibniz. Tout ceci donne le compor-
tement souhaite´.

3. Fin de la de´monstration du the´ore`me
Le cas TP∞ ayant de´ja` e´te´ vu, on suppose dans toute cette partie que (d, b) /∈ R et on montre
le point (ii) du the´ore`me, qui est le point de´licat. L’argument principal repose sur la notion de
positivite´ comple`te e´tendue. On commence par transformer le noyau Tb,d pour simplifier les calculs,
en e´crivant
e−xyΨ(b, b+ 1− d, xy) = yd−bKb,d(x, y)
pour tout x, y > 0, avec
Kb,d(x, y) =
1
Γ(b)
∫ ∞
0
e−x(t+y)
tb−1
(t+ y)d
dt.
Les fonctions de´terminantales
∆nb,d = detn
[
∂i+jKb,d
∂xi∂yj
]
de´finies sur (0,+∞)× (0,+∞), sont les quantite´s centrales de notre proble`me. En effet, on sait par
le the´ore`me 2.2.6 p. 56 dans [8] que pour tout n ≥ 1 on a Kb,d ∈ RRn+1 ⇔ Tb,d ∈ TPn+1 - voir [8]
p. 12 pour la notation RR - de`s que
(−1)m(m+1)/2∆mb,d > 0
pour tout m = 1 . . . n. Mais comme (d, b) ≻ En ⇒ (d, b) ≻ Em pour tout m = 1 . . . n, on doit en
fait conside´rer a` chaque fois un seul de´terminant. On voit en effet par re´currence imme´diate qu’il
suffit de montrer
(d, b) ≻ En ⇒ (−1)
n(n+1)/2∆nb,d > 0
pour tout n ≥ 1 afin d’avoir les inclusions de´sire´es (d, b) ≻ En ⇒ Tb,d ∈ TPn+1. Re´ciproquement,
on voit facilement par de´finition que si ∆nb,d change au moins une fois strictement de signe, alors
on aura Kb,d /∈ SRn+1 ⇔ Tb,d /∈ SRn+1.
On peut exprimer (−1)n(n+1)/2∆nb,d a` l’aide d’un certain de´terminant de Hankel fonctionnel - un
Turanien suivant la terminologie de [9] - avec poids. On voit d’abord par une suite d’ope´rations
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e´le´mentaires sur les lignes utilisant les relations ∂xKb,d = −Kb,d−1 et ∂yKb,d = −xKb,d − dKb,d+1
que
∆nb,d = detn [(d− j)iKb,d+i−j(x, y)] .
On en de´duit
sgn((−1)n(n+1)/2∆nb,d(x, y)) = sgn(D
n
b,d(xy))
pour tous x, y > 0, ou`
Dnb,d(z) = detn [(d− n+ j)iΨ(b, b+ 1− d+ n− i− j, z)]
est bien un Turanien leste´ par les (d−n+ j)i. Signalons par ailleurs que sans ces poids, l’e´tude du
signe serait imme´diate comme conse´quence du the´ore`me 2.8 dans [7], lequel donne
detn [Ψ(b, b+ 1− d+ n− i− j, z)] > 0
pour tout b, z > 0, n ∈ N et d ∈ R. Les complications calculatoires induites par la pre´sence de poids
dans les Turaniens sont e´voque´es dans l’introduction de [9].
La suite de cette partie est donc consacre´e a` l’e´tude de la stricte positivite´ de la fonction z 7→
Dnb,d(z) sur (0,+∞). Pour simplifier les e´critures, on utilisera parfois la notation
(8) fµ,ν(z) = Ψ(µ, µ+ 1− ν, z) =
1
Γ(µ)
∫ ∞
0
e−tz
tµ−1
(1 + t)ν
dt
pour tout µ > 0 et ν ∈ R.
L’e´tude du signe de Dnb,d est facile quand d > n. En factorisant convenablement on voit en effet,
avec la notation h(a, c, x) = Γ(1 + a− c)Ψ(a, c, x) pour tout a > 0 et c < 1 + a, que
Dnb,d(z) =
1∏n
k=0 Γ(d− k)
× detn [h(b, b + 1− d− n+ i+ j, z)] .
La formule exacte donne´e dans [2] p. 12 montre alors que z 7→ detn [h(b, b+ 1− d− n+ i+ j, z)]
est strictement positive (et meˆme comple`tement monotone) sur (0,+∞) puisque d > n, et il en est
donc de meˆme pour Dnb,d(z). Ceci entraˆıne donc la proprie´te´ TPn+1 pour Tb,d lorsque d > n, ce que
nous avions de´ja` vu dans la partie pre´ce´dente par un argument de syme´trie.
L’e´tude devient cependant plus ardue quand d < n, puisque certaines fonctions h dans le
de´terminant ont alors des parame`tres ne´gatifs. On peut certes reprendre formellement les calculs
du the´ore`me 5 de [2] a` l’aide de la transformation de Kummer et d’une repre´sentation inte´grale de
Ψ le long d’un chemin de type Hankel - voir la formule 6.11.2 (9) p.273 dans [6], mais ceci exprime
detn [h(b, b+ 1− d− n+ i+ j, z)] comme une inte´grale curviligne multiple dont il paraˆıt malaise´
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de de´terminer le signe. D’une fac¸on ge´ne´rale, il ne semble pas que l’on dispose de transforma-
tions de´terminantales simples, telle celle donne´e dans l’exercice II.1.68 de [13], qui fasse apparaˆıtre
naturellement la barrie`re En.
3.1. Le cas n = 1. On traite ce cas a` part pour simplifier l’exposition de la me´thode, qui sera la
meˆme dans le cas ge´ne´ral avec des arguments plus e´labore´s. Par le re´sultat de Dette et Munk, on
sait que Tb,d ∈ TP2 si b > 1 et on est donc ramene´ a` une e´tude sur la bande {0 < b < 1, d ∈ R}.
On re´duit encore le domaine d’e´tude en conside´rant les carre´s
E+1 = {0 < x, y < 1} et E
−
1 = {−1 ≤ x < 0, 0 < y < 1}.
Ces carre´s sont ouverts sauf E−1 a` son areˆte gauche {x = −1, 0 < y < 1}. L’identite´ en loi (5) et le
caracte`re TP∞ du noyau multiplicatif associe´ a` U montrent automatiquement que si Tb,d est TP2
pour (d, b) ∈ E+1 alors il le sera aussi sur {0 < b < 1, d > 0}, et que si Tb,d n’est pas SR2 pour
(d, b) ∈ E−1 alors il ne le sera pas non plus sur {0 < b < 1, d < 0}.
Il y a deux fac¸ons de montrer que Tb,d est TP2 sur E
+
1 . La premie`re, propre au cas n = 1,
utilise la notion de comple`te monotonicite´ hyperbolique (HCM) faisant l’objet du livre [3] - voir
en particulier le chapitre 4.3 et le chapitre 5. En utilisant la de´finition de Tb,d, la caracte´risation
de TP2 par log-concavite´ et la log-concavite´ de x 7→ e
−ex sur R, il suffit en effet de de´montrer que
x 7→ fb,d(e
x) est log-concave sur R, ce qui est encore e´quivalent - voir le paragraphe 6.4 pp. 101-102
dans [3] - a` la proprie´te´ HM pour la fonction x 7→ fb,d(x) sur (0,+∞). On voit cependant par (8)
et la proprie´te´ 5.1(vii) p. 68 dans [3] que cette dernie`re est HCM (et donc HM) pour d > 0 puisque
la fonction t 7→ tb−1(1 + t)−d est alors HCM - voir la proprie´te´ 5.1(ii) p. 68 dans [3].
La deuxie`me manie`re montre la stricte positivite´ de D1b,d pour tout (d, b) ∈ E
+
1 , et c’est cette
argumentation qui sera reprise pour n ≥ 2. On remarque d’abord par l’ine´galite´ de Ho¨lder que la
fonction ν 7→ fb,ν(z) est log-convexe sur R pour tout z > 0. On e´crit ensuite
D1b,d =
∣∣∣∣ fb,d−1 fb,d(d− 1)fb,d dfb,d+1
∣∣∣∣ = d(fb,d−1fb,d+1 − f2b,d) + f2b,d
et cette fonction est bien strictement positive sur (0,+∞) puisque d > 0 et fb,d ne s’annule pas.
Remarque. Dans chacune des deux preuves on n’a pas utilise´ l’hypothe`se (d, b) ∈ E+1 mais seule-
ment d > 0. Dans la suite, on aura cependant besoin des domaines E+n correspondant a` n ≥ 2.
On montre maintenant que D1b,d change strictement de signe sur (0,+∞) pour (d, b) ∈ E
−
1 . Il est
imme´diat que fb,ν(z) ∼ z
−b quand z → +∞ pour tout ν ∈ R, ce qui entraˆıne
D1b,d(z) ∼ z
−2b
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en +∞ et montre donc que D1b,d(z) > 0 pour z assez grand. On e´tablit que D
1
b,d(z) → −∞ quand
z → 0+ a` l’aide du lemme suivant, e´le´mentaire, et qui jouera e´galement un roˆle dans le cas ge´ne´ral
n ≥ 2.
Lemme 5. Pour tout µ > 0 et ν ∈ R on a
fµ,ν(z) ∼


Γ(ν − µ)
Γ(ν)
si µ < ν
Γ(µ− ν)
Γ(µ)
zν−µ si µ > ν
1
Γ(µ)
(− log z) si µ = ν
quand z → 0+.
On de´coupe E−1 en un triangle supe´rieur E
s−
1 = {−1 ≤ x < y − 1 < 0}, un triangle infe´rieur
E i−1 = {−1 < y − 1 < x < 0}, et une diagonale E
d−
1 = {−1 < x = y − 1 < 0}. Pour (d, b) ∈ E
s−
1 on
trouve a` l’aide du lemme 5 et apre`s simplification le comportement asymptotique
D1b,d(z) ∼ (b− 1)(b− d− 1)
(
Γ(b− d− 1)
Γ(b)
)2
z2(d−b) → −∞
quand z → 0+. Quand (d, b) ∈ E i−1 et (d, b) ∈ E
d−
1 ces comportements deviennent respectivement
dΓ(b− d+ 1)Γ(d + 1− b)
Γ(b)Γ(d+ 1)
zd−1−b → −∞ et
dΓ(b− d+ 1)
Γ(b)2
(− log z)z−2 → −∞.
Tout ceci prouve que D1b,d change strictement de signe sur (0,+∞), et donc que Tb,d n’est pas SR2,
quand (d, b) ∈ E−1 .
3.2. Le cas ge´ne´ral. On fixe n ≥ 2 et on introduit dans H les deux escaliers adjacents suivants,
constitue´s chacun de n carre´s ouverts disjoints :
E−n =
n−1⋃
k=0
{k−1 < x < k, n−k−1 < y < n−k} et E+n =
n⋃
k=1
{k−1 < x < k, n−k < y < n−k+1}.
On sait de´ja` que Tb,d est TPn+1 si b > n. A nouveau, l’identite´ en loi (5) et le caracte`re TP∞ du
noyau multiplicatif associe´ a` U montrent que si Tb,d est TPn+1 pour (d, b) ∈ E
+
n alors il le sera
aussi pour (d, b) ≻ En et b ≤ n. De meˆme, si Tb,d n’est pas SRn+1 pour (d, b) ∈ E
−
n alors il ne le
sera pas non plus pour (d, b) ≺ En et −d /∈ N
∗.
On montre d’abord par re´currence que pour (d, b) ∈ E+n , on a D
n
b,d > 0 sur (0,+∞). Rappelons
que le cas n = 1 a de´ja` e´te´ vu.
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Cas n = 2. On isole ce cas a` nouveau pour simplifier l’exposition. On a
D2b,d =
∣∣∣∣∣∣
fb,d−2 fb,d−1 fb,d
(d− 2)fb,d−1 (d− 1)fb,d dfb,d+1
(d− 2)(d− 1)fb,d d(d− 1)fb,d+1 d(d+ 1)fb,d+2
∣∣∣∣∣∣
et E+2 = {0 < b < 1 < d < 2} ∪ {0 < d < 1 < b < 2}. Par un argument de log-convexite´
semblable au cas n = 1, il est possible de montrer directement la stricte positivite´ de D2b,d pour
{0 < d < 1 < b < 2} en de´veloppant par rapport a` la troisie`me ligne, et pour {0 < b < 1 < d < 2}
en de´veloppant par rapport a` la premie`re ligne. Mais cet argument ne se ge´ne´ralise pas aux plus
grandes valeurs de n. On utilise plutoˆt l’identite´ de´terminantale de Sylvester - voir le chapitre 0 p.
3 dans [8] - avec pour bloc pivot la matrice scalaire (d− 1)fb,d. On obtient
(d− 1)fb,dD
2
b,d =
∣∣∣∣d(d − 1)D1b,d+1 (d− 1)(d − 2)D1b,dD1b,d D1b,d−1
∣∣∣∣ ,
ce qui entraˆıne
D2b,d =
1
fb,d
(dD1b,d−1D
1
b,d+1 + (2 − d)(D
1
b,d)
2)
qui est bien strictement positive pour (d, b) ∈ L+2 par l’hypothe`se de re´currence, puisque l’on sait
que D1b,d−1D
1
b,d+1 ≥ 0, fb,d > 0 et D
1
b,d > 0 pour (d, b) ∈ E
+
2 .
Cas n ≥ 3. On de´veloppe Dnb,d de nouveau par l’identite´ de Sylvester, en choisissant cette fois pour
bloc pivot la sous-matrice centrale de taille n− 1, qui est donc borde´e par les lignes et les colonnes
nume´ro 0 et n. Apre`s simplifications, il vient
Dnb,d =
1
Dn−2b,d
(dDn−1b,d−1D
n−1
b,d+1 + (n− d)(D
n−1
b,d )
2).
Ceci permet de conclure par re´currence, puisque l’on sait que Dn−1b,d−1D
n−1
b,d+1 ≥ 0,D
n−2
b,d > 0 et
Dn−1b,d > 0 pour (d, b) ∈ E
+
n .
Tout ceci montre l’inclusion recherche´e (d, b) ≻ En ⇒ Tb,d ∈ TPn+1 pour tout n ≥ 1.
Remarque. L’argument pre´ce´dent e´tant uniquement alge´brique, il est tentant de chercher une
preuve probabiliste du sens direct de la partie (ii) du the´ore`me par le biais d’identite´s en loi multi-
plicatives. Si on divise E−n+1 en (n+1) marches disjointes E
ν−
n+1 nume´rote´es dans l’ordre descendant
de ν = 0 a` n, on a E+n = E
1−
n+1∪ . . .∪E
n−
n+1 et on sait que Tb,d ∈ TPn+1 pour (d, b) ∈ E
0−
n+1 ⊂ {b > n}.
D’autre part, la descente de Eν−n+1 a` E
ν+1−
n+1 correspond a` une factorisation multiplicative pour tout
ν = 0, . . . , n− 1. En effet, on a
E[T(a, b, c)s] =
c(c + 1)(a+ b+ s)
(a+ b)(c+ s)(c+ 1 + s)
× E[T(a, b+ 1, c+ 2)s]
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pour tout s ∈ C tel que ℜ(s) > (−a) ∨ (−c), et le quotient a` droite est la transforme´e de Mellin
d’une certaine variable ale´atoire positive si c < a+ b autrement dit d > 0. De fac¸on plus pre´cise, si
on pose Uρ = ερ+(1−ερ)U ou` ρ = c(a+ b)
−1 < 1 et ερ est une variable inde´pendante de Bernoulli
de parame`tre ρ, on trouve la factorisation
T(a, b, c)
d
= U1/cρ × U
1/(c+1) × T(a, b+ 1, c+ 2)
pour tout a, b, c > 0 tels que c < a+b. Cette identite´ permet bien pour tout ν = 0, . . . , n−1 de passer
de Eν−n+1 a` E
ν+1−
n+1 par convolution multiplicative, en choisissant convenablement les parame`tres. Si le
noyau multiplicatif associe´ a` U
1/c
ρ × U1/(c+1) avait une positivite´ comple`te approprie´e, on pourrait
espe´rer de´duire la proprie´te´ TPn+1 pour Tb,d sur tout E
+
n de celle de´ja` connue sur E
0−
n+1 en faisant
varier ν, descendant l’escalier. Malheureusement, la densite´ de U
1/c
ρ × U1/(c+1) est la fonction
ρ(c+ 1)xc−1(d+ (1− d)x)1(0,1)(x),
de sorte que le noyau multiplicatif associe´ n’est pas SR2 si d < 1 et n’est pas SR3 si d > 1.
On e´tablit maintenant que Dnb,d change au moins une fois strictement de signe sur (0,+∞) quand
(d, b) ∈ L−n . Par la discussion pre´ce´dente, ceci montrera l’inclusion
(d, b) ≺ En et −d /∈ N
∗ ⇒ Tb,d /∈ SRn+1.
Les arguments ressemblent a` ceux du cas n = 1 mais sont he´las plus techniques. Par le lemme 1,
on voit que
(9) Dnb,d(z) ∼ (
n∏
k=0
k!)z−(n+1)b
quand z → +∞, de sorte que pour tout b > 0, d ∈ R on a Dnb,d(z) > 0 si z est assez grand. Il suffit
donc de montrer
lim
z→0+
Dnb,d(z) → −∞
pour tout (d, b) ∈ E−n . Dans le demi-plan {b > 0}, l’ensemble E
−
n est constitue´ des n carre´s ouverts
disjoints
E−n,p = {p− 2 < x < p− 1} ∩ {n− p < y < n+ 1− p}
pour p = 1, . . . , n, qu’on divise en un triangle supe´rieur Es,−n,p = E−n,p∩{x < y+2(p− 1)−n}, un tri-
angle infe´rieur E i,−n,p = E−n,p∩{x > y+2(p−1)−n}, et une diagonale E
d,−
n,p = E−n,p∩{x = y+2(p−1)−n}.
Pour (d, b) ∈ Es,−n,p , le lemme 5 entraˆıne avec la notation du lemme 4 que
Dnb,d(z) ∼ detA
δ(1/z)
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lorsque z → 0+, ou` l’on a pose´ δ = b+ n− d > 1 et ou` les coefficients de la matrice A sous-jacente
sont donne´s par
aij =


(d− n+ j)i
Γ(b+ n− d− i− j)
Γ(b)
si i+ j ≤ 2(n + 1− p),
(d− n+ j)i
Γ(d− n− b+ i+ j)
Γ(d− n+ i+ j)
si i+ j > 2(n + 1− p).
Avec la notation du lemme 4, on voit que ρδ = n + 1 − p < δ. En posant q = n + 1 − p, µ = b et
ν = d+ 1− p, on a µ > ν + q par de´finition de Es,−n,p . Par le lemme 2, le de´terminant de la matrice
Aδ11 sous-jacente vaut donc
detqA
δ
11 =
q∏
k=0
k! Γ(µ − ν − k)(µ − k − 1)q−k < 0,
ou` l’ine´galite´ stricte vient de q− 1 < µ < q. Si p = 1 on a Aδ = Aδ11 et la formule de Leibniz donne
detAδ(1/z) = detAδ11z
−(n+1)δ → −∞ quand z → 0+. Si p > 1, les coefficients de la matrice Aδ22
sous-jacente qui est de taille r = p− 2, s’e´crivent
(d− r + j)n−r+i
Γ(d+ n− b− 2r + i+ j)
Γ(d+ n− 2r + i+ j)
pour 0 ≤ i, j ≤ r. En posant ρ = d+n− b−2r, on a ρ > 0 par de´finition de E−n,p. Le lemme 3 donne
detAδ22 = Fq(ρ)
r∏
k=0
(
(d− k)n−r
Γ(d+ n− k − r)
)
> 0,
ou` l’ine´galite´ stricte vient de d > p− 2. On a d’autre part ρδ < δ et le lemme 4 entraˆıne finalement
Dnb,d(z) ∼ (detA
δ
11 detA
δ
22)z
(ρδ+1)(ρδ−δ) → −∞
quand z → 0+.
L’argumentation est la meˆme sur E i,−n,p , sauf que l’on voit par le lemme 5 que la matrice Aδ22
sous-jacente est cette fois-ci toujours de´finie, et de taille p− 1. On calcule
detn−p(A
δ
11) =
n−p∏
k=0
k! Γ(b− d− 1 + p− k)(b − k − 1)n−p−k > 0
ou` l’ine´galite´ stricte vient de b > n− p, et
detp−1(A
δ
22) = Fp−1(d+ n− b+ 2− 2p)
p−1∏
k=0
(
(d− k)n+1−p
Γ(d+ n− k + 1− p)
)
< 0,
ou` l’ine´galite´ stricte vient de p− 2 < d < p− 1 et de n+ 1− p ≥ 1. On a toujours ρδ < δ et on en
de´duit Dnb,d(z)→ −∞ quand z → 0+ par le lemme 4.
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Sur la diagonale Ed,−n,p , la preuve est le´ge`rement diffe´rente et repose sur une variante du lemme 4
que nous laissons au lecteur. Pour p = 1 on trouve a` l’aide des lemmes 2 et 5
Dnb,d(z) ∼
(
n−1∏
k=0
k! (d+ k)Γ(n− k)(d + n− k − 1)n−1−k
)
(− log z) z−n
2
→ −∞
quand z → 0+, ou` la stricte ne´gativite´ du coefficient directeur vient de −1 < d < 0. Pour p ≥ 2 on
trouve a` l’aide des lemmes 2, 3 et 5
Dnb,d(z) ∼
(
n+1−p∏
k=0
(d+ 1− p+ k)
)(
n−p∏
k=0
k! Γ(b− d− 1 + p− k)(b− k − 1)n−p−k
)
×
Fp−2(d+ n− b− 2p + 4)
(
p−2∏
k=0
(d− k)n+2−p
Γ(d+ n− k + 2− p)
)
(− log z) z−(n+1−p)
2
→ −∞
quand z → 0+, ou` la stricte ne´gativite´ du coefficient directeur est celle du premier facteur et vient
de p− 2 < d < p− 1.
Pour terminer la preuve de la partie (ii) du the´ore`me, il reste a` montrer l’inclusion
(d, b) ≺ En et −d ∈ N
∗ ⇒ Tb,d /∈ SRn+1.
Par (4), (5) et le raisonnement pre´ce´dent, ceci est une conse´quence de
lim
z→0+
Dnb,d(z) = −∞
pour d = −1 et n − 1 < b < n. Mais ce dernier point a en fait de´ja` e´te´ de´montre´ dans le sous-cas
(d, b) ∈ Es,−n,1 de la discussion pre´ce´dente.

Remarque. (a) Par des arguments semblables, on montre que si (d, b) ∈ E+n , alors D
n
b,d(z)→ +∞
quand z → 0+.
(b) Dans le cas d > 0, le the´ore`me fournit un exemple de noyaux n’appartenant pas a` SR∞ et
qui sont obtenus par multiplication ponctuelle de deux noyaux TP∞. En effet, le noyau e
xy−1 est
TP∞ sur (0,+∞) × (0,+∞) et par convolution multiplicative le noyau Ψ(b, b + 1 − d, xy
−1) est
aussi TP∞ quand d > 0, puisque la fonction t 7→ (1 + e
t)−d est alors PF∞ sur R - voir pour cela le
the´ore`me 3.2 dans [4]. En revanche, on a de´montre´ que le noyau
Tb,d(xy
−1) = exy
−1
×Ψ(b, b+ 1− d, xy−1)
n’est pas SR∞ sur (0,+∞) × (0,+∞) si (d, b) /∈ R. Dans cet exemple, la seule proprie´te´ qui reste
stable par multiplication ponctuelle est la proprie´te´ TP2.
(c) Le the´ore`me montre que le noyau multiplicatif de T(a, b, c) n’est pas SR[b+2] si b /∈ N
∗ et
c > a + b. Ceci entraˆıne que le noyau multiplicatif de B(a, b) n’est pas SR[b+2] si b /∈ N
∗ puisque
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celui de Γ(c) est toujours TP∞. Il est aussi possible de voir directement cette proprie´te´ a` l’aide du
noyau (y − x)b−1+ , taˆche que nous laissons au lecteur.
4. Autres de´terminants associe´s a` Ψ.
Dans cette dernie`re partie on donne quelques remarques sur des Wronskiens et des Turaniens
associe´s a` la fonction de Tricomi, dans l’esprit de [9].
4.1. Wronskiens. On pose
z 7→ Wnb,d(z) = detn
[
∂i
∂zi
Ψ(d− j, d + 1− b− j, z)
]
sur (0,+∞). On voit par la formule de Leibniz et les formules 6.5(6) et 6.6(12) pp.257-258 dans [6]
que
(10) Dnb,d(z) = z
(n+1)(d−b)Wnb,d(z).
Ainsi, le the´ore`me entraˆıne entre autres que
Wnb,d > 0 ⇔ (d, b) ≻ En ou (d, b) ∈ R
pour tout n ≥ 1. Il ne semble pas possible d’obtenir une telle caracte´risation de la constance du
signe du Wronskien Wnb,d a` l’aide de l’e´quation hyperge´ome´trique. La transformation
Ψ(b, b+ 1− d, x) = ex/2x−1/2−µWκ,µ(x)
ou` κ = (d − 1 − b)/2 et µ = (b − d)/2 - voir 6.8(4) p. 264 dans [6] - et l’e´quation diffe´rentielle de
type Sturm-Liouville ve´rifie´e par la fonction de Whittaker Wκ,µ ne semblent pas non plus pouvoir
aider.
Cette e´criture wronskienne permet de pre´ciser le comportement de z 7→ Dnb,d(z) pour (d, b) ≻ En
et b ≥ d > 0. On voit en de´rivant colonne par colonne et en utilisant a` nouveau la formule de
Leibniz et les formules 6.5(6) et 6.6(12) pp. 257-258 dans [6] que
d
dz
Wnb,d(z) = −dz
(n+1)(b−d)+1D˜nb,d(z)
ou` D˜nb,d(z) est obtenu a` partir de D
n
b,d(z) en remplac¸ant d par d+1 dans toute la dernie`re colonne.
Un argument en tous points semblable a` celui du sens direct de la partie (ii) du the´ore`me montre
alors que D˜nb,d > 0 pour (d, b) ≻ En. On en de´duit que z 7→ W
n
b,d(z) est strictement de´croissante
pour (d, b) ≻ En et d > 0, et strictement croissante pour (d, b) ≻ En et d < 0. Ces proprie´te´s qui
s’accordent avec (9) et (10), sont bien suˆr un peu attendues pour un Wronskien. On en de´duit aussi
z 7→ Dnb,d(z) est strictement de´croissante pour (d, b) ≻ En et b ≥ d > 0, en accord avec la dernie`re
remarque (a) ci-dessus.
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Il est plausible que z 7→ Dnb,d(z) est strictement de´croissante pour (d, b) ≻ En et d > 0. Rappelons
que si d > n, la transformation de Kummer et le the´ore`me 5 dans [2] entraˆınent que cette fonction
est comple`tement monotone.
4.2. Turaniens. Comme leur nom l’indique, les Turaniens servent a` montrer des ine´galite´s de type
Tura´n. Introduites apre`s-guerre pour les polynoˆmes de Legendre, ces dernie`res peuvent eˆtre vues
comme des variations sur la log-convexite´ ou la log-concavite´ de fonctions spe´ciales en le parame`tre.
Une e´tude syste´matique pour de nombreuses classes de polynoˆmes orthogonaux a e´te´ mene´e dans
[9]. L’inte´reˆt porte´ a` ces ine´galite´s pour des fonctions non polynomiales est en revanche plus re´cent
et nous renvoyons entre autres aux articles [1, 2, 7] ainsi qu’a` leur bibliographie.
Certaines ine´galite´s de Tura´n sont tre`s faciles. Ainsi, il est imme´diat par l’ine´galite´ de Ho¨lder et
de´ja` mentionne´ plus haut que
Ψ2(a, c) ≤ Ψ(a, c− 1)Ψ(a, c + 1)
sur (0,+∞) pour tout a > 0 et c ∈ R. Cependant, on sait que Ψ2(a, c) ∼ Ψ(a, c − 1)Ψ(a, c + 1)
en +∞, et on peut donc se poser la question de la taille de l’e´cart dans l’ine´galite´. A cet effet, le
the´ore`me 4 dans [2] montre que
Ψ(a, c− 1)Ψ(a, c + 1) − Ψ2(a, c) ≤
a
c(c− a− 1)
Ψ2(a, c)
sur (0,+∞) pour tout a > 0 > c et que
Ψ(a, c− 1)Ψ(a, c + 1) − Ψ2(a, c) ≤
1
c− 2
Ψ2(a, c)
sur (0,+∞) pour tout a > c − 1 > 1. L’argument repose essentiellement sur une repre´sentation
inte´grale pour le quotient de fonctions de Tricomi ayant des parame`tres contigus, duˆe a` Ismail et
Kelker - voir (3.6) dans [2]. Il est possible de comple´ter ces deux ine´galite´s a` l’aide de notre re´sultat
principal.
Corollaire 1. Supposons a ≥ 1 ou bien a > 0 et c ≤ a+ 2. On a
(11) Ψ(a, c− 1)Ψ(a, c + 1) − Ψ2(a, c) ≤
1
x
Ψ(a, c)Ψ(a, c − 1)
sur (0,+∞).
Preuve : En posant d = 2+a−c, on a {a ≥ 1}∪{a > 0, c ≤ a+2} = {(d, a) ≻ L+1 }. Par le the´ore`me,
on sait que la fonction ga,c(e
x) ou` ga,c(x) = e
−xΨ(a, c − 1, x) est alors PF2 sur R, autrement dit
ga,c(x
2g′′a,c + xg
′
a,c) ≤ (xg
′
a,c)
2
sur (0,+∞). On obtient alors aise´ment (11) en utilisant g′a,c = −ga,c+1 et g
′′
a,c = ga,c+2.

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Remarque. (a) Le domaine de validite´ de (11) contient strictement celui du the´ore`me 4 de [2], et
autorise par exemple des valeurs de c dans [0, 2]. D’autre part l’ine´galite´ (11) est meilleure que les
deux pre´ce´dentes sur leurs domaines respectifs, pour peu que x soit suffisamment e´loigne´ de ze´ro.
En effet, il est e´vident par de´finition de Ψ que c(c − a − 1)Ψ(a, c − 1, x) < axΨ(a, c, x) pour tout
a > 0 > c et x > c(c − a− 1)/a, et que (c− 2)Ψ(a, c − 1, x) < xΨ(a, c, x) pour tout a > c− 1 > 1
et x > c − 2. Signalons enfin, toujours par notre re´sultat principal, que (11) est fausse si a < 1 et
c > a+ 1.
(b) Dans la preuve de ce corollaire on a utilise´ de manie`re non travaille´e le caracte`re TP2 du noyau
Tb,d, sans la simplification par Kb,d qui permet d’enlever la variable x dans le de´terminant et de
de´montrer la partie (ii) du the´ore`me. Il est possible de faire la meˆme chose pour des de´terminants
d’ordre supe´rieur. On obtient par exemple par TP3 des ine´galite´s he´las pas tre`s parlantes, avec
produits triples et parame`tres c contigus jusqu’a` l’ordre 2.
Si on suppose maintenant a > 1 et c < 1 + a, la transformation de Kummer et l’ine´galite´
Ψ2(1 + a− c, 2 − c) ≤ Ψ(1 + a− c, 1 − c)Ψ(1 + a− c, 3− c) entraˆınent
(12) Ψ2(a, c) ≤ Ψ(a− 1, c − 1)Ψ(a+ 1, c+ 1),
autre ine´galite´ de type Tura´n. On a encore Ψ2(a, c) ∼ Ψ(a− 1, c− 1)Ψ(a, c+1) en +∞, et on peut
donc se poser la question de la taille de l’e´cart dans l’ine´galite´. Le the´ore`me 2 dans [2] montre a`
cet e´gard que
(13) Ψ(a− 1, c− 1)Ψ(a+ 1, c + 1) − Ψ2(a, c) ≤ −
1
c
Ψ2(a, c)
pour tout c < 0 < a, en utilisant a` nouveau par la repre´sentation inte´grale d’Ismail et Kelker.
Une conse´quence imme´diate du corollaire 1 et de la transformation de Kummer est l’ine´galite´
suivante, dont le domaine de validite´ est en partie plus large que celui de (13) et qui donne aussi
une estimation plus pre´cise sur {x ≥ −c > 0}.
Corollaire 2. On a
(14) Ψ(a− 1, c− 1)Ψ(a+ 1, c + 1) − Ψ2(a, c) ≤
1
x
Ψ2(a, c)Ψ(a + 1, c + 1)
sur (0,+∞), pour tout a > 1 et c < 1 + a.
Il est envisageable que d’autres ine´galite´s de type Tura´n pour d’autres fonctions spe´ciales de´coulent
d’arguments simples meˆlant produits de variables ale´atoires et positivite´ comple`te. Ceci pourrait
faire l’objet de recherches plus pousse´es.
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