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Abstract 
Meijer, H.G., On real and complex zeros of orthogonal polynomials in a discrete Sobolev space, Journal of 
Computational and Applied Mathematics 49 (1993) 179-191. 
Let {S,(x; c, N)} denote a set of polynomials orthogonal with respect to the discrete Sobolev inner product 
(f, g> = l”,f(xMx) d+,(x)+ Nf ‘(c)g’(c), w ere h N>O, CER. For N=O, put K,(x)=S,(x; .,O). Then 
S,(x; c, N) has at least n -2 different real zeros; their position with respect to the zeros of K, can be 
determined using the tangent to the graph of y = K,(x) in (c, K,(c)). On the other hand, if n > 3, then c can 
be chosen such that S,(x; c, N) has two complex zeros if N is sufficiently large. 
Keywords: Orthogonal polynomials; Sobolev spaces; zeros 
1. Introduction 
Let {K,} denote a set of polynomials orthogonal with respect to an inner product 
It is well known that K, has IZ real simple zeros, all lying in (a, b). A Sobolev inner product is 
an inner product of the form 
(f, s> = 5 /hf’“‘(x)g”‘(x) d&(X). 
k=O a 
Let IS,) denote a set of polynomials orthogonal with respect to this last inner product. Already 
Althammer [21 remarked that the position of the zeros of S, can be different from those of K,: 
if p = 1, (a, b) = (- 1, 11, d$a(x) = dx, then $I can be chosen in such a way that S, has a zero 
outside (- 1, 1). A similar result was obtained in [4] for the case p = 1, (a, b) = (0, m>, 
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d&,(x) = exp( -x) dx. On the other hand, in both cases $i can be chosen such that S, has 12 
real simple zeros in (a, b). For a more precise result see [5]. 
Recently several authors [1,6-131 studied polynomials orthogonal with respect to a discrete 
Sobolev inner product where dlClk(x) for k 2 1 is concentrated in one point c (or two points in a 
symmetric setting [3]). Results on the zero distribution, however, are mainly obtained for the 
case that c is outside or on the boundary of the interval of orthogonality. Moreover, these 
papers only deal with the real zeros and no information on the existence of complex zeros is 
given. 
In the present paper we study the zeros of the polynomials {S&x; c, NJ} orthogonal with 
respect to the inner product 
(f, g> = lrn f(x)+) d+) +V’(c)g’(c), 
-CC 
where N 2 0, c arbitrary in ( - m, 03). For N = 0 we write K,(x) = S,(x; . , 0). Several authors 
observed that S,(x; c, N) has at least y1 - 2 different real zeros (see, e.g., [l]). In Section 2 we 
give some information on the location of the real zeros of S,(x; c, N) with respect to the 
position of the zeros x1 <x2 < * * * <x, of K,, using the tangent to the graph of y = K,(x) in 
the point (c, K,(c)). Let T be the intersection of this tangent and the real axis. We prove that 
if T & [xi, _x~+~], then (xj, xj+i) contains at least one zero of S,(x; c, N). Let t1 < t2 < * * . < 
&,_1 denote the zeros of Ki. The “tangent-theorem” implies that if c E ( -00, tl) or c E 
(5,-i, oo), then S&x; c, N) has n simple real zeros interlacing with x1 <x, < * . . <x,. 
In Section 3 we investigate the existence of complex zeros of S,(x; c, N). We prove that if 
II 2 3, then every interval (ti, ti+i), i = 1, 2 ,..., n - 2, contains at least one point c such that 
S,(x; c, N) has two complex zeros if N is sufficiently large. 
2. On real zeros: the tangent-theorem 
We start with the Sobolev inner product 
(f, d = /mf(x)g(x) dt++) +W(c)g’(c), 
co 
(2.1) 
where N 2 0, c E R and where Cc, denotes a distribution function with infinitely many points of 
increase such that the moments /Cmxi d$(x) exist for all i E (0, 1, 2,. . .). 
We are interested in the position of the zeros of the polynomials orthogonal with respect to 
the inner product (2.1). Since the place of the zeros does not depend on the normalization, we 
may choose a normalization which simplifies the calculations. We take the following. Write 
mi=jrn (x-c)~ d+(x), i=O, 1, 2 ,... . 
--m 
Define 
S,(x; c, iv) = 1, $(x; c, N) = “E” ml 
x-c 
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and 
S,(x; c, N) = 
m0 ml m2 a** ml? 
ml m,+N m3 
. . . m n+l 
m2 m3 m4 ... m n+2 
m . . . n-1 m2n-1 
1 x:c (I:;)2 . . . (x -c)” 
, for n>2. 
Then, for 0 <j <rz - 1, we have ((x -c)‘, S-(x; c, N)) = 0. Let y,, = y,(c, N) denote the 
leading coefficient of S,(x; c, N); then 
((x -c)~, S,(x; c, N)) = Y~+~, for it > 0. 
On the other hand, 
0 < G,, S,> = Y,((X -CL s,> = Y?zYn+1* 
Since y. = 1, all leading coefficients are positive. Hence {S,(x; c, N)} is a set of polynomials 
orthogonal with respect to the inner product (2.1). 
For N = 0 we write K,(x) = S,(x; *, 0). Then {K,} is a set of polynomials orthogonal with 
respect to the inner product 
(A s) = @x)g(x) d$(x)* 
Our normalization has the advantage that we can write 
S,(x; c, N) =K,(x) +NQ,(x; c), (2.2) 
with Qo(x; c) = Q,(x; c) = 0 and Q,<x; c) is a polynomial in x of degree IZ with coefficients 
depending on c for II > 2. Moreover (the derivative is taken with respect to the variable x>, 
S;(c; c, N) =K,:(c), (2.3) 
Q;(c; c) = 0. (24 
Remark that the leading coefficients of K, and of Q, for n > 2 are positive. 
Several authors found the following simple but fundamental result. 
Theorem 2.1. For n > 3 the polynomial S&x; c, N) has at least n - 2 different real zeros. 
Proof. Let ql,. . . , qk denote the different real zeros of S, of odd multiplicity. Put 4(x> = (x - 
771).  . (x - qk). We have 
U,, (x -c)‘+(x)> = /:$ x; c, N)(x -c)‘+(x) d+(x) > 0. 
Hence deg C$ > n - 2. 0 
Remark 2.2. In the same way it can be proved that Q,<x; c) for n 2 3 has at least n - 2 
different real zeros. 
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Let now vi,.. . , qk denote the different real zeros of Q,<x; c) of odd multiplicity. Put as 
before 4(x) = (x - qi) * * * (x - vk). Choose an N # 0. Then 
0 < /x Qn( x; +fo>(x - 4’ d@(x) -cc 
If deg 4 < y1 - 3, the last member is zero, which gives a contradiction. We recall that K,(x) 
always has y1 different real zeros. 
The position of at least n - 2 real zeros of S,(x; c, N) can be located by the following 
theorem, which is the main result of this section. 
Theorem 2.3 (tangent-theorem). Let x1 <x2 < . * * <x, denote the zeros of K,. Suppose K:(c) 
z 0, N # 0. Let T denote the intersection of the tangent in Cc, K,(c)) to the graph of Y = K,(x) 
and the real axis. 
(a) If T& [Xj, Xj+lI, then (Xj, xi+l) contains at least one zero of S,(x; c, NJ. 
(b) If T = xi, b ut xi # c, then xj is a zero of S,(x; c, N). 
Proof. The Gauss quadrature formula on the zeros of K, reads 
t v2n-lk) = lrn P,,-,(x) ww 
i=l --m 
for every polynomial P2n_1 of degree at most 2n - 1. Take 
P,,_,(x) = S,(x; c, N)z; 
1 
then 
AiS,(xi; c, N)K;(xi) =/I S,(x; c, N)s W(x). 
-cc 1 
Using the inner product (2.1) and (2.31, we obtain 
If c #Xi, 
If c =xi, 
hiSn(xi; c, N)K;(xJ = -NKd(c) . 
X=C 
\ 
we have cl Kn(4 
[ 1 CrMc -4 -KW -~ dx x-xi I=c= (c -xi)2 * 
ve find by Taylor expansion of K, around c: 
(2.5) 
cl K,(x) 
[ 1 -~ dx x-xi = ;K;(c). x=c 
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Since the leading coefficient of K, is positive, we have 
sgn KA(xi) = (- l)n-i, 
Hence we obtain from (2.51, 
183 
(2.6) 
sgn Sn(xi; c, N) = 
i 
( -l)“‘f’sgn(KA(c)2(c -Xi) - KL(c)K,(c)), if c #Xi, 
-sgn K:(c), if c =Xi. 
(2.7) 
The tangent in (c, K,(c)) to the graph of y = K,(x) is y -K,(c) = K~(c)(x: - cl. Hence T 
satisfies 
K;(c)(c - T) -K,(c) = 0. 
(a) If T$[xi, x~+~], then in particular T#xj and TZXj+,, thus cZXj and cZXj+i. By 
(2.7), S,(Xj; C, N) and Sn(Xj+i; c, N) have opposite sign and the theorem follows. 
(b) If T =xj, but xj # c, then (2.7) gives immediately that S,(Xj; c, N) = 0. 0 
The following theorems are direct consequences of the tangent-theorem and relation (2.7). 
Note that 
K;(c)~(c -xi) - K,‘Jc)K,(c) 
i 
; “0: 1; :I 2 ;’ 
1 . 
P-8) 
Theorem 2.4. Let x1 <x, < * * * <x, denote the zeros of K,. Let T denote the intersection of the 
tangent in (c, K,(c)) to the graph of y = K,(x) and the real axis. Suppose N Z 0 and T E ( - w, x 1 1 
or TE (x,, m). Then S,( x; c, N) has n different real zeros. Every interval (Xi’ Xj+ ,I, j = 
1, 2,. . . , n - 1, contains one zero of S,; if T E (x,, w), the last zero of S, is in (x,, co>, if 
TE(--, x1), thefirstzeroof S, isin (-00, x1). 
Proof. By the tangent-theorem every interval (xi, xj+i) contains at least one zero of S,. 
Suppose T E (x,, w). Then by (2.7) and (2.8), sgn S,( xn; c, N) = - 1, thus, since the leading 
coefficient of S, is positive, S, has at least one zero in (x,, w). 
If T E (-03, x,), then by (2.7) and (2.81, sgn Sn(xl; c, N) = (- lY+’ and S, should have at 
least one zero in ( - ~0, Xi). Now the theorem follows. q 
Theorem 2.5. Let [I denote the smallest zero of K,!, and t,_ 1 the largest. Let x1 <x2 < . . . <x,, 
denote the zeros of K,. Suppose N Z 0 and c E (-00, tl) or c E (5,-i, ~1. Then S,(X; c, N) has 
n different real zeros. Every interval (xi, xj+l), j = 1, 2,. . . , n - 1, contains one zero of S,; if 
c E ([,_1, w), the last zero of S, is in (x,, w),ifc~(--,~l),thefirstzeroofS,isin(-~,x,). 
Proof. Suppose c =x,. Then, since the leading coefficient is positive, K:(c) > 0. Now (2.7) and 
(2.8) imply 
sgn S,JX,-~; c, N) = 1, sgn S,(x,; c, N) = -1. 
So S, has at least one zero in (x,-i, x,J and at least one zero in (x,, 03). The tangent-theorem 
says that S, also has at least one zero in every interval (xj, xj+i) for j = 1, 2,. . . , n - 2. Then 
the theorem follows for c =x,. 
184 H. G. Meijer / Orthogonal polynomials in discrete Soboleu spaces 
By a similar argument the theorem follows for c =x1. 
If c E (5,-i, 03) and c ZX,, then TE (xn, 03) and we can apply Theorem 2.4. In the same way 
for c E (-co, li> and c #xi, we have T E ( - a, x1) and Theorem 2.4 gives Theorem 2.5. q 
We remark that if c is chosen in a zero ti of KA, then (2.1) implies S,(x; c, N) = const.. 
K,(x) and S, and K, have the same zeros. Therefore the remaining situation is: 
TE [xi, x,], c E (51, 5,-i), c not a zero of KL, N#O. 
In Section 3 we will show that now S,(x; c, N) may have two complex zeros for suitable choices 
of c and N. 
The tangent-theorem leads to the following survey of the position of the real zeros. 
(i) T $ lx,, , . . , x,); then there are 12 - 2 intervals (xj, xj+i) each containing at least one 
zero of S,. 
(ii) T =xj, but xi fc; then xj is a zero, and there are y1 - 3 intervals (xi, xi+i) each 
containing at least one zero of S,. (If T =x1 or T =x,, there even are y1 - 2 intervals (xi, xi+i> 
containing at least one zero of S,.) 
(iii) c =xj, thus T=c. Since c ~([i, [,_i) we have xi #xi, xj #x,. There are n - 3 
intervals (xi, xi+i), i = 1,. . . ,j - 2, j + 1,. . ., n - 1, each containing at least one zero of S,. 
Moreover, (2.7) and (2.8) imply sgn S,(xj_i; c, N) Z sgn Sn(xj+i; c, N). So (xi-i, Xj+l) con- 
tains also at least one zero of S,. 
For later reference a special situation of (iii> is described in the following theorem. 
Theorem 2.6. Let x1 < x2 < * . . < x, denote the zeros of K,. Choose c in a zero xi of K,. 
Suppose N# 0 and S,(c; c, N) = 0. Then K:(c) = 0, xj#x,, xj#xn. Moreover, S, has n 
different real zeros: one in every interval (xi, x~+~), i = 1, 2,. . . , n - 1. 
Proof. Since S,(xj; c, N) = 0, relation (2.7) implies K:(c) = 0 and since K:(x,) Z 0, KL(x,) f 
0, we conclude xi #xi, xi #x,. Moreover, (2.7) gives 
sgn Sn(xj_i; c, N) = (- l)“-‘sgn(xj -xj_i) = (- l)n-j, (2.9) 
sgn Sn(xj+i; c, N) = (- l)“-‘sgn(xj -xj+i) = (- l)n-i+l. (2.10) 
Further by (2.3) and (2.6), 
sgn SA(c; c, N) = sgn Ki(xj) = (-l)“-‘. (2.11) 
Relations (2.9)-(2.11) imply that S, has at least one zero in (Xi_*’ Xj> and one zero in 
Cxj> xj+l). 
Since the tangent-theorem says that S, has at least one zero in every interval (xi, xi+i), 
i=l,2 ,..., j-2,j+l,..., y2 - 1, and c itself is also a zero of S,, the theorem follows. 0 
Remark 2.7. Consider the special situation that the measure d$(x) is symmetric around c. 
If II is odd, then K,(c) = 0 and it is easy to show that also S,(c; c, N) = 0. So the conditions 
of Theorem 2.6 are satisfied and S, has n different, real zeros. 
If n is even, then K:(c) = 0 and S,(x; c, N) = const: K,(x). For more information on the 
symmetric case, see [l]. 
3. 
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On the existence of complex zeros 
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In this section we prove that for II > 3 we can always choose a c such that S,(x; c, N) for 
sufficiently large N has complex zeros. Note that for II = 2, Theorem 2.5 implies that 
S.&x; c, N) always has two different real zeros. 
To this end we use a presentation of S,(x; c, N) introduced in [9] for the manic case. 
Put for II 2 2, 
F,(x; c) = c ~ n-1 K:(C)~K (x) _KL(c)nE1 KlwKi(-4 
i=O II Ki II ?z i=O IlKill ’ (3.1) 
where II Ki II 2 = lY,Kj(x)2 d+(x). Then F, is a polynomial in x of degree yt with coefficients 
depending on c. It is easy to check that 
F;(c; c) = 0, (3 4 
lrn F,(x; c)Ki(x) d+(x) = -Ki(c)Kl(c), for 0 G i G n - 1. 
--m 
Hence for 0 G i G n - 1, 
(K, +NF,, Ki) = lrn {K,(x) +NF,(x; c)}&(x) d+(x) 
;&C:,(c) + NF;(c; c)}K;(c) = 0. 
In view of (2.2) we conclude 
F,(x; c) = Q,(x; c), for n 2 2. (3.3) 
If N is sufficiently large, the zeros of S&x; c, N) will be determined by those of Q,<x; c>. So 
we start with the investigation of the zeros of Q&x; c). In Remark 2.2 we observed that for 
it > 3, Q, has at least n - 2 different real zeros. In order to find the complex zeros of Q,, we 
use the following result of Descartes. For a proof we refer to [14, p.451. 
Lemma 3.1. Let a, # 0, a,, # 0. Suppose that two consecutive coefficients of the polynomial 
a, + a,x + . . . +a,~” are zero. Then the polynomial has at least two complex zeros. 
Obviously the same result holds if x is replaced by x - c. Since Q,!Jc; c> = 0 (compare (2.4) 
and (3.2)), we can write for IZ 2 3, 
Q,(x; c) = go(c) + a2(c)(x - c)’ + (x - c)3g(x,; c), (3.4) 
where a,(c) = Q,<c; c), a,(c) = iQi<c; c> and g(x; c> is a polynomial in x of degree n - 3 
with coefficients depending on c. 
Lemma 3.2. Let n > 3. Between two consecutive zeros of K,!, there is at least one point c0 such 
that a2(cJ = +Q;(c,; co> = 0. 
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Proof. From (3.1) and (3.3) it follows 
n-l K;(c)2 
a*(c) = 3Qi(c; c) = ; c n-l &yc)Kr’(c) --K;(c) - gqc) c 
i=o II Ki II2 i=O IlKill ’ 
which is a continuous function of c. If c is such that K;(c) = 0, then 
In two consecutive zeros of Ki the function KI has opposite sign. From this the lemma 
follows. 0 
A direct consequence of Lemma 3.1 and Remark 2.2 is the following theorem. 
Theorem 3.3. Let II 2 3. Suppose co is such that in (3.41, u2(co) = 0, LZ&C,) + 0. Then Q,(x; ~0) 
has two complex zeros and S,(x; co, N) has two complex zeros if N is sufficiently large. 
Remark 3.4. We observe that all coefficients of S,(x; c, N) are continuous functions of c. Thus 
if S,(x; c, N) has two complex zeros for c = co, then S,(x; c, N) has two complex zeros for c 
in some interval around cO. 
If a,(~,) = az(co) = 0, then Q&x; co) has a zero of multiplicity three in cO. Since Q,(x; co> 
has at least y1 - 2 different real zeros, all zeros of Q,<x; cO) are real. Observe that in (3.4) 
g(c,; co) z 0. If K,(c,) # 0, we can show however that S,(x; cO, N) still has complex zeros if N 
is sufficiently large. 
Theorem 3.5. Let n > 3. Suppose co is such that in (3.41, a,(~,) = a,(c,> = 0 and K,(c,) + 0. 
Then S,(x; cO, N) has two complex zeros if N is sufficiently large. 
Proof. If S,(x; cO, N) has n different real zeros, then S,(x; co, N) has opposite sign in two 
consecutive zeros of S,‘Jx; cO, N). In order to prove the theorem, it is sufficient to show that if 
N is large enough, then S$x; cO, N) has two consecutive zeros where S,(x; co, N) has the 
same sign. We have 
S,(x; co, N) =K,(x) +N(x -co)3g(x; co), 
where g(x; co) is a polynomial in x of degree n - 3 and g(c,; co) + 0. 
Using the orthogonality and (2.31, we obtain 
0 = <(x -co)&; co), S,(x; co, N)) 
= r,(x -c&(x; c,@,(x) d+(x) +N/_Im(x - co)4g2(x; co) d+(x) 
+Ng(co; co)&&,; co, N) 
=N m 
/ ( 
x - co)4g2(x; co) W(x) +N+o; co)Ki(co). 
--m 
(3.5) 
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Since the last integral is positive, we conclude KA(c,) + 0, and g(c,,; co> and KA(c,) have 
opposite sign. 
Differentiation of (3.5) gives 
q.G co, N)=K:,(x)+N(x-Co)2{3g(X; co)+(x-c,)g’(x; co)}. 
In x = co we have sgn S,!Jx; co, N) = sgn K,‘Jc,). In x = co f Nm215 we have sgn S,!Jx; co, N) 
= sgn g(c,; co) if N is sufficiently large. Hence if N is sufficiently large, S,!Jx; co, N) has a 
zero in (co - NP 2/5, co) and a zero in (co, co + Ne215). 
We observe that Q,<x; co) = (X - co)3g(x; co> has IZ - 2 different real zeros and by Rolle’s 
theorem then Q;<x; co> has yt - 3 zeros outside (co - NP215, co + N-2’5) if N is sufficiently 
large. The same holds for S,!Jx; co, N). Then the zeros of S,$x; co, Nl in (co - N-2’5, co + 
N-*15) are consecutive. Finally in these zeros we have 
I N(x - co)3g(x; c,,) I <N-l’5 1 g(x; q,) I, 
and if N is sufficiently large, (3.5) implies that S,(x; co, N) has in these zeros the sign of 
K,(c,). This proves the theorem. •I 
The only remaining situation is ao(co> = a2(co) = K,(c,) = 0. Then S,(c,; co; N) = 0. The 
conditions of Theorem 2.6 are satisfied, so we can conclude that S,(X; co, N) has y1 different 
real zeros. 
However, also in this case we can prove the existence of complex zeros. It is our intention to 
prove that there exists a 6 > 0, such that for every c with 0 < I c -co I < 6, the function 
Q,<x; c), and hence S,(x; c, N) for sufficiently large N, has complex zeros. 
Lemma 3.6. Let II > 3. Suppose co is such that a,(~,) = K,(c,) = 0. Then a$co> z 0. 
Proof. By (3.1) we have 
Hence, 
n-l Ki(c)Ki”(c) 
u;(c) = 2 c 
i=o IlKi II2 
The Christoffel-Darboux relation reads 
Y Kiw2 ~ = 4{~Xc)~,-,(c) - K-,(c)qc)}, 
i=lJ II K, II * 
where d, is positive. Differentiation gives 
= d,{K;(c)K,_,(c) - K:-,(c)K,(c)}. (3.8) 
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Using the recurrence relation, we can derive the following relation: 
= d,{K~(c)K,_,(c) - K;-:“_,(c)K,(c)). W-9 
Now K,(c,) = 0 implies, as is well known, Kk(c,) # 0 and K,_,(c,J Z 0. Then K,(c,) = a&q,> 
= 0 gives, by (3.6) and (3.8), that KL(c,) = 0 (compare Theorem 2.6). Substituting this in (3.71, 
we obtain with (3.9), 
U&J = - &&!&JK~(c,)K,_,(c,). 
If n = 3, we have K;“(c,) # 0, since the leading coefficient of K,(x) is nonzero. If II > 4, then 
K;(c,) = 0, and K:(c,) = 0 would imply by Lemma 3.1 that K, has complex zeros, which is a 
contradiction. Hence Kr(c,) # 0. 
So we have proved ab<c,> #0. •I 
Theorem 3.7. Let n 2 3. Suppose c0 is such that in (3.41, q&co) = a,(~,) = 0, and that K,(c,) = 0. 
Then there exists a S > 0 such that for every c with 0 < I c - co I < 6, the function Q&x; c> has 
complex zeros and S,(x; c, N) has complex zeros if N is sufficiently large. 
Proof. For c = c0 the function Q,<x; cO) has IZ - 3 simple real zeros and a zero of multiplicity 
three in cO. Then for c = c,,, Q,!Jx; ca) has n - 3 simple real zeros and a zero of multiplicity 
two in cO. Let d denote the distance of c0 to the nearest zero (different from q,) of Q$x; co>. 
In [cO - id, c,, + ;dl, QL( x; co> has only the double zero in q,. All coefficients of Q$x; c> are 
continuous functions of c. So we can choose a 6, > 0, such that 6, < id and such that for 
1 c - co 1 < 6, the function QA<x; c) has at most two real zeros in [cO - id, c0 + idI. We will 
show that if c is sufficiently close to c0 (but # q,), then Q$x; c) has indeed two different zeros 
in this interval and that Q,(x; c) in these two zeros of QL(x; c) has the same sign. This will 
prove the theorem. 
By Lemma 3.6, a$c,> # 0. Put k, = 3 I a$c,> I. Then we can choose a 6, > 0 with 6, < 6, 
such that 
lu,(c)l akk,Ic-c,l, forlc-co1 <6,. (3.10) 
Furthermore, u2(c) is polynomial in c (not identical zero) with u2(co) = 0. So we can choose a 
S, with 0 < 8, G 6, such that a,(c) has no zeros in 0 < I c - co I < 6,. Moreover, we can choose 
a positive constant k, such that 
O< la,(c)1 <k,Ic-c,l, forO< lc-co1 <a,. 
Differentiation of (3.4) with respect to x gives 
Q;(x; c) = 2u,(c)(x - c) + (x - c)*{3g(x; c) + (x - c)g’(x; c)}. 
Now x1 = c is a zero of Q,!Jx; cl and 
Qn(x 1; c) = so(c). 
The other zeros of Q,!jx; cl are zeros of 
2a,(c) + (x - c){3g( x; c) + (x - c)g’(x; c)}. 
(3.11) 
(3.12) 
(3.13) 
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We will show that for c sufficiently close to c0 (but # c,>, (3.13) has a zero x2 =x,(c) +x1 in 
[CO - id, CO + $1, where &,(x2; c) has the sign of a&c). 
The function 3g(x; c) + (x - c)g’(x; c) is a polynomial in x and c which for x = c = co 
equals 3g(c,; co) z 0. So we can choose a 6, with 0 < 6, < 6, such that for 1 x - co 1 < 6, and 
1 c -co I <S, we have 
and 
Let 
13g(x; c) + (x - c)g’(x; c) I > 2 I &I); co) I (3.14) 
I g(x; c) I < 2 I g(c,; co) I. (3.15) 
6, = min($,, +6,k,’ I g(c,; co) I). (3.16) 
Take a c with 0 < I c -co / < 6, and define two elements x+=x+(c) and x-=x_(c) by 
a*(c) 
X* =cf I&; crJ>l * 
Then by (3.11) and (3.161, 
Ix*- CJ < Ic -cJ + 
%W 
I I g(co; co) 
< +a,+ g&=6,. 
(3.17) 
(3.18) 
Hence for 0 < I c - co I < 6, < 6, we have with (3.141, 
l3g(x *; c) + (x *- c)g’(-$; c) I > 2 I g(c,; co) IT 
and then with (3.171, 
1(x* -c){3g(x*; c)+(x*-c)g’(x*; c)}l >2la,(c)l. 
Since, by (3.11), a,(c) # 0 in 0 < I c - co I < 6, < 6,, this implies that (3.13) and thus QL<x; c) 
has a zero x2 =x,(c), different from x1 = c, with 
1x2 -cl<lx,-cl= 
a2(c) 
I I @a; co) * 
(3.19) 
Since, compare (3.18), 
1x2-co1 < lc-col+lx2-cl <6,&d, 
x1 and x2 are consecutive zeros of QA<x; c). 
Finally for c with 0 < I c - co I < a,, 
Qrzb 2; 4 =aow +a2(c>( X2-c)2+(X2-c)3g(x2; c>, 
where, using (3.19), (3.15) and (3.111, 
(3.20) 
la2(c)13 lc-c013 
Ia2W(x2-c12+ (x2-c)34x2; 4 yg(co* co>,2 <3k:,g(co; c 
3 0 
),2' 
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and, by (3.101, 
I a&) I 2 k, I c - c() I. 
Hence there exists a 6 with 0 < S < 6, such that for c with 0 < l c - co l < 6, 
I +)(x*-c)‘+ (q - c)3g(x,. c) I < I4&) I. 
By (3.20) this implies that Q,<x,; c) has the sign of a,(c). 
Recall (3.12): (2,(x1; c) = a,(c). Hence QA(x; c) has two consecutive zeros where Q,<x; c) 
has the same sign. Then Q,(x; c) has complex zeros. 
Obviously, if Q,<x; c) has complex zeros, then S,(x; c, N) has complex zeros if N is 
sufficiently large. 
We have completed the proof of Theorem 3.7. q 
We summarize the results of this section (Lemma 3.2, Theorems 3.3, 3.5, 3.7 and Remark 
3.4) in the following theorem. 
Theorem 3.8 (complex zeros theorem). Let n 2 3. Between two consecutive zeros of KA there is 
an interval such that if c belongs to that interval, then S,(x; c, N) has two complex zeros if N is 
sufficiently large. 
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