Abstract. We introduce two methods which reduce the checking of the joint relations on element pairs x, y (i.e., checking if µ(x, y) = 0, see 1.2) inside a two-sided cell of the symmetric group S n to some special cases up to star operations. One involves the involutions in S n , and the other involves the set Σ λ for λ ∈ Λ n (see 3.1 and 5
The Robinson-Schensted map w → (P (w), Q(w))
is a bijection between S n and the set of standard tableaux of the same shape and of rank n. This induces a surjection φ : w → (λ 1 , ..., λ r ) from S n to the set Λ n of partitions of n, where λ i is the number of boxes in the i-th column of P (w) (from the left). It is well known that w, y ∈ S n are in the same two-sided cell of S n if and only if φ(w) = φ(y), and that w, y ∈ S n are in the same left (respectively, right) cell of S n if and only if P (w) = P (y) (respectively, Q(w) = Q(y)) (see [15] , [1] and [16, Subsection 1.7 
(iv)]).
0.3. Lusztig showed that each left cell of a Weyl group contains a unique distinguished involution (see [12, Theorem 1.10] ). We see from 0.2 that each left cell of S n contains a unique involution by the the fact that w ∈ S n is an involution if and only if P (w) = Q(w). Hence each involution of S n is distinguished. We show that checking the relation w-y for w, y ∈ φ −1 (λ) can be reduced to the case where one of w, y is an involution (set w to be an involution for the sake of definiteness). Then by applying some unpublished results of Lusztig and Springer (see [13] , [20] ), we show that µ(w, y) = 0 if and only if y ∈ D 1 (see 1.5 and (1.6.3)). When the equivalent conditions hold, we have µ(w, y) = π(y), the leading coefficient of the Kazhdan-Lusztig polynomial P e,y , where e is the identity element of S n (see 2.7 and (2.4.2)).
Let µ(S n ), µ (S n ), U(S ∞ ) and U (S ∞ ) be the sets defined as in 2.4 and 2.8, which are concerned with the values of µ(x, y) for x, y ∈ S n with n ∈ N. In his recent paper [23, Proposition 3.2] , N. H. Xi proved the inclusion µ(S n ) ⊆ µ (S n ) and hence U(S ∞ ) ⊆ U (S ∞ ). Then he asked if the reversing inclusion U (S ∞ ) ⊆ U(S ∞ ) also holds.
We shall give an affirmative answer to the question (see Proposition 2.9).
0.4.
Using standard tableaux, we can find more joint pairs in S n from a given one (see Theorem 7.3) . Let Σ λ be the left cell of S n consisting of all the elements w ∈ S n with φ(w) = λ and R(w) = J λ (see 5.1). We show that checking the relation w-y for w, y ∈ φ −1 (λ) can be reduced to the case where both w and y are in Σ λ (see 7.4).
0.5.
We give a detailed study of the set Σ λ . To any w ∈ Σ λ , we associate a tableau T (w) in T λ (see 3.2) in a natural way, which can be shown to be the transpose of the tableau Q(w) (see Proposition 5.5 ). This defines a bijection from the set Σ λ to the set T λ . Then we describe the left star operations, the length function and the Bruhat-Chevalley order on the set Σ λ in terms of standard tableaux (see Proposition 5.13, Theorems 5.11 and 6.4).
0.6. The contents are organized as follows. Section 1 serves as preliminaries, some notation, definitions and known results are collected for later use. Then we focus our attention on the case W = S n in the subsequent sections. We study the values µ(x, y) on the pairs x, y ∈ S n with x ∼ LR y and introduce the first method to simplify the checking of the joint relations on S n in Section 2. In Section 3, we define a partial order on the standard tableaux. After recalling some known results on the cells of S n in Section 4 and constructing the tableau T (w) for any w ∈ Σ λ in Section 5, we show in Section 6 that for any λ ∈ Λ n , the partial order on T λ coincides with the Bruhat-Chevalley order on the set Σ λ . Finally, we introduce the second method to simplify the checking of the joint relations on S n in Section 7. §1. Hecke algebra associated to a Coxeter group.
Let W be a Coxeter group with S its Coxeter generator set. Let be the BruhatChevalley order and (x) the length function on (W, S). Let
] be the ring of Laurent polynomials in an indeterminate u with integer coefficients. Then the
Hecke algebra H of (W, S) is an associative algebra over A, which has two A-bases {T w | w ∈ W } and {C w | w ∈ W }, subject to the following multiplication rule. Note that the T w 's defined here is just theT w 's defined by Lusztig in [12] with u = −q 1/2 .
The relation between these two bases is To any x ∈ W , we associate two subsets of S:
L(x) = {s ∈ S | sx < x} and R(x) = {s ∈ S | xs < x}.
We have the following relations: for any x ∈ W and s ∈ S, 
Then we have [11, Subsection 4.3.3] ).
In [11] , Lusztig defined a function a : W −→ N ∪ {∞}, where a(z) is the smallest integer k satisfying the condition
for z ∈ W whenever it exists, and we set a(z) = ∞ if there is no such an integer k.
In the remaining part of the section, we assume W to be an irreducible finite or affine Weyl group.
1.5.
We have the following results.
(a) a(z) 1 2 |Φ| for any z ∈ W , where Φ is the root system associated to W (see [11, Corollary 7.3] ).
(b) The coefficients of the KL-polynomials P x,y and of the Laurent polynomials h x,y,z are nonnegative for any x, y, z ∈ W (see [8, Appendix] , [9, Theorem 4.3] , [11, Subsection
In particular, the function a is constant on a two-sided cell of W (see [11, Theorem 5.4] ).
(see [11, Corollary 6.3] , [12, Corollary 1.9] ). For x, y, z ∈ W with z = e (e the identity element of W ), let γ x,y,z and δ x,y,z be the coefficients of u a (z) and u [11, Theorem 6 .1], [12, 
holds (see [20, Subsection 1] ). In this case, we have y ∼
(see [20, Subsection 6]). (
where π(f ) is the leading coefficient of P e,f . (
) and x ∈ D 1 (see [20, Subsection 9] ). (
For s, t ∈ S with
) (see [8, Corollary 4.3] ).
(
(1.7.4) µ(x, y) = 1 for any x < y with (y) = (x) + 1 (see [8, Theorem 4.2] ).
We write w = x · y for w, x, y ∈ W if w = xy and (w) = (x) + (y). We may assume *
where x ≺ x means that x < x and x --x. Then by associativity of multiplication on the product C s C x C y , we get
Comparing the coefficient of C * z on both sides, we have
We claim that
For otherwise, there would exist some x ∈ W satisfying x ≺ x, sx < x and h x ,y, * z = 0.
This would imply that
Again by (1.3.1) and (1.4.2), we have h x,y,
is because for such an element v, we have v
z, we get v = z by (1.7.6). Therefore our result follows by (1.8.4) and (1.7.3).
The following is the right-handed version of Lemma 1.8, which can be proved similarly. From now on, we always assume W to be the symmetric group S n on the set [n] := {1, 2, ..., n} unless otherwise specified. Let x, y ∈ S n be with x ∼ LR y such that either
x < y or y < x holds. In this section, we study the joint relation on such a pair x, y by applying Springer's formula (1.6.1) for the function µ. The following is the reformulation of a concept introduced by Vogan (see [21] ). Say
x, y ∈ S n have the same left generalized τ -invariants if the following conditions hold:
(1) Suppose that x 0 = x, x 1 , ..., x r in S n satisfy that for every i ∈ [r], x i is obtained
Then there is a corresponding sequence
for 0 k r and that y i is obtained
(2) Condition (1) also holds when interchanging the roles of x and y.
In case (1) We say that two elements x, y ∈ S n have the same right generalized τ -invariants if
have the same left generalized τ -invariants. Then we have γ x,y,z = 1 if at least one of x, y, z can be transformed to a distinguished involution of W by a sequence of (two-sided) star operations.
Define µ(S
Consider the case of n 3. 
by (1.7.1) and (1.6.1).
2), and hence z 
and hence Then by (2.1.5), we can transform y to a (distinguished) involution d and transform
x to some z , both transformations being achieved by the same sequence of right star (iii) one of the two cases holds (see Theorem 2.5 and (1.7.6)):
In such a case, one needs to check the validity of the equation 
A recent paper of N. H. Xi gets some results also concerning the values of µ(x, y)
with x, y ∈ S n (see [23] ). Define the following sets:
Note that the condition x ∼ 
Let W = S n and I = {s
with the convention that S(k, k + 1) = e, the identity element in S n . Then
and only if k h. Any element of S n can be expressed uniquely in the form w =
The sequence ξ(w) determines w uniquely. By Lemma
2.10, this implies that
Lemma 2.12. The relation y w in S n implies either that ξ(w) = ξ(y), or that there
Lemma 2.12 further implies that
Proof. It is easily seen that y w if and only if x z under our assumption. Set 
for any x ∈ S n . By (2.13.1), we get we need only to prove the inclusion U (S ∞ ) ⊆ U(S ∞ ). Take any m ∈ U (S ∞ ). We want to prove that m ∈ U(S ∞ ). We may assume m = 0 for otherwise the result is obvious. There are some y < w in some S n such that a(y) = a(w) and µ(y, w) = m.
Now we shall construct a pair of elements (y , w ) in S r with r = 
By Lemma 2.13, we have P y ,w = P y,w . To prove Proposition 2.9, it remains to prove the relation y ∼ LR w in S r , which will be postponed until 4.8. §3. A partial order on standard tableaux.
Let T n be the set of all the standard tableaux of rank n whose entry set is [n] (see 3.2). In the present section, we define a partial order on T n by regarding each T ∈ T n as a sequence of partitions of certain integers.
3.1.
A partition of n is by definition a sequence of integers λ 1 λ 2 · · · λ r 0 with r i=1 λ i = n. We do not distinguish between two such sequences which differ only by a string of zeros at the end. Let Λ n be the set of all the partitions of n. For λ = (λ 1 , λ 2 , ...) and µ = (µ 1 , µ 2 
Define a partial order
on the set T n as follows.
.., Y in be the associated sequence of Young diagrams. We write
dominates Y 1k for any k ∈ [n], regarded as partitions. This defines a partial order on the set T n . Clearly, the relation T T in T n implies ψ(T ) ψ(T ). Following [8] and [16] , we describe cells of the group S n in this section. Also, we complete the proof of Proposition 2.9 (see 2.14 and 4.8). n times. Assume that (P k , Q k ) has been constructed after k < n steps. Now, if i k+1 is greater than all entries in the first row of P k , then place it at the end of that row (adding a new box). Otherwise, let z be the smallest entry of the first row of P k greater than i k+1 . Let P k be the Young tableau obtained by deleting the first row of P k . Then P k+1
is the tableau obtained from P k by replacing z by i k+1 and by inserting (recursively) the value z in the tableau P k . With this algorithm, a new box is created somewhere and the left tableau P k grows to P k+1 . Let the right tableau Q k grow to Q k+1 by placing k + 1 in the correspondingly located new box.
The whole procedure is best explained by an example. Let w = (2, 5, 1, 3, 4) ∈ S 5 .
The various steps in the formation of P (w) and Q(w) are: 
The last pair of tableaux is (P (w), Q(w)). It is well known that Q(w) = P (w −1
) for any w ∈ S n and that for any T ∈ T n , the inverse image P Figure 4 , the position of 3 in P (w) (respectively Q(w)) is determined by the sequence 2, 1, 3 (respectively, 2, 5, 1).
4.2.
We associate to any w ∈ S n a partition φ(w) ∈ Λ n which is the dual partition of the ).
and
We 
The following well known result shows that the set L(x) (respectively, R(x)) for any
x ∈ S n can actually be read out from the tableaux P (x) and Q(x) (see [2, Fact A3.4.1]).
Proposition 4.6. For any i ∈ [n − 1], the element s i is in the set L(x) (respectively,

R(x)) if and only if the entry i occurs to the north or the northeast of the entry i + 1 in the tableau Q(x) (respectively, P (x))
4.7. For any T ∈ T n , we write T (T ) for the set of all the elements s i ∈ S such that the entry i is located to the north or the northeast of the entry i + 1 in T . For example, we have T (P (w)) = {s 1 , s 2 , s 3 , s 5 , s 6 4.8. Now we continue to prove Proposition 2.9. Let y , w ∈ S r , r = n+1 2 , be as in 2.14. We must prove y ∼ LR w in S r . By Proposition 4.5 (3), it is enough to show the equations
14 for the notation) and β n = w 0 ·α n . By [19, Theorem B] . We need only to prove the equations φ(α n ) = φ(β n ) = (n, n − 1, n − 2, ..., 2, 1). By 4.2, this can be seen by the following permutation expressions: 
, with the convention of a 0 = 0, where r is the largest integer satisfying λ r > 1 if λ 1 > 1. If λ 1 = 1, we set J λ = ∅. Let Σ λ be the set of all the elements w ∈ S n with φ(w) = λ and R(w) = J λ . Let w λ be the longest element in the subgroup of S n generated by J λ . Then w λ is the unique shortest element in Σ λ , and any element of Σ λ has the form xw λ with (xw λ ) = (x) + (w λ ). (1) The element w ∈ S n is in Σ λ if and only if the following two conditions hold:
A standard tableau T is called the
we stipulate a 0 = 0 and (0)w To each w ∈ Σ λ with λ = (λ 1 , ..., λ t ), we associate a tableau T (w) of shape λ whose Proof. For any w ∈ Σ λ , we see that P (w) is the column tableau of shape λ by Lemma 5.3 (2) . In applying the Robinson-Schensted algorithm to produce P (w) from w (see 4.1), there are n + 1 intermediate tableaux P 0 = ∅, P 1 , ..., P n = P (w), where for each j ∈ [n], P j is obtained from P j−1 by inserting the number (j)w. We see by Lemma 5.3 (1) that in each P k , an entry a is in the h-th column if a ∈ B h . Thus when (j)w ∈ B k , insert (j)w into P j−1 is just to put the number (j)w at the position (1, k) is equal to the number of entries k of T (w) with i < k < j, r i (w) < r k (w) < r j (w) and
The process of producing
5.10. For any T ∈ T n and any (h, k)-entry a of T , we write r a (T ) = h and c a (T ) = k.
hold. Let n(T ) be the number of inversions in T . We denote n(T (w)) simply by n(w)
for any w ∈ Σ λ . For any λ = (λ 1 , ..., λ r ) ∈ Λ n , we write can be read out from the tableau Q(w) in Figure 9 in the above way). We know that (w . We also see that n(λ) (respectively, n(w)) is equal to the number of w There is a formula for the number m(λ).
Proof. To check this formula, one need only count the numbers of the invertible box pairs in some different regions of the Young diagram Y λ . We see that the number of invertible box pairs (b, b ) with both boxes b, b contained in the rectangle λ
and that the number of invertible box pairs (b, b ) with b contained in the rectangle λ
This implies formula (5. does not hold in general. For example, the element x ∈ S 5 with ( (1)
holds when x ∈ Σ λ and λ ∈ Λ n by Proposition 5.9 (1).
(3) It is interesting to generalize Theorem 5.11 by finding some formulae for the length function (w) in terms of the tableau pair P (w), Q(w) for more elements w than those in the set λ∈Λ n Σ λ . §6. Bruhat-Chevalley order on the set Σ λ .
In the present section, we describe the Bruhat-Chevalley order relations y w on the set Σ λ in terms of tableaux T (w), T (y) (see Theorem 6.4).
6.1. For any w ∈ S n and any k ∈ [n], let a k1 (w), a k2 (w), ..., a kk (w) be the arrangement of the numbers (1)w, (2) 
Take any w ∈ Σ λ with Y 1 (w), ..., Y n (w) the sequence of Young diagrams associated to T (w) (see 3.2 and 5.4). Let
contains exactly the ψ(Y k (w)) j (see 5.4) largest numbers in the set B j . More precisely,
For example, let w = (5, 9, 4, 8, 11, 3, 7, 2, 6, 1, 10) ∈ Σ (5,4,2) be as in 5.4 and let k = 6.
Let E be a totally ordered finite set. 
. By Proposition 6.2, this further implies that if T (y) T (w) then w y.
Next assume w y. Then by Proposition 6.2, F k (y) dominates F k (w) for any 
6.5. We see that w λ , (respectively, m λ ) is the unique minimal (respectively, maximal) element in Σ λ under the Bruhat-Chevalley order (see 5.1 and Theorem 5.11)
such that X is the set of all the elements x of S n such that (x) = (u) + (xu Then T (y) = T and T (w) = T with T, T as in Figure 3 . We have w < y since T (y) < T (w). We also have 
7.4.
Let Ω be a two-sided cell of S n with φ(Ω) = λ ∈ Λ n . Let w = y be in Ω. By Theorem 7.3, the problem of checking the relation w-y can be reduced to the case where both w and y are in Σ λ as follows. First we calculate (P (w), Q(w)) and (P (y), Q(y)).
We have (P (w), Q(w)) = (P (y), Q(y)) by the Robinson-Schensted bijection between the set S n and the set of pairs of standard tableaux of the same shape and of rank n. As Robinson-Schensted algorithm is much easier computationally, the above reduction significantly simplifies the problem of checking the joint relation among elements of the group S n .
