Abstract. Video surveillance systems are well established tools for monitoring important areas and detecting abnormal situations. In places such as one way road or tunnel, airport arrival gate, subway entry gate etc. it is important to monitor the direction of movement and to detect those which are prohibited. If the event is detected in the same time when the situation happens, a fast reaction can fix the problem (turning on the red light to prevent cars from entering the tunnel, sending security force to stop and search the suspect etc.). In the article a working system which is able to detect movement in prohibited direction is presented.
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The algorithm proved a very good detection rate for tested movie sequences. By optimizing various aspects of the algorithm a real-time efficiency (30fps) for 640×480 resolution frames is achieved.
Introduction
Video surveillance systems are well established tools for monitoring important areas and detecting abnormal situations. They are used from healthcare to military applications. A system where a human operator is replaced by an artificial intelligence in the tedious task of watching and analyzing the video stream is called an advanced or automated video surveillance system. Examples of such projects are described [5, 6] , but the problem is still open and a lot of research has to be done, before a complete and reliable solution can be presented. The main obstacles are the computational bottleneck and algorithms which are not accurate in every situation.
In places such as one way road or tunnel, airport arrival gate, subway entry gate etc. it is important to monitor the direction of movement and to detect those objects which move in the prohibited direction. If the event is detected at the same time when the situation happens, a fast reaction can fix the problem (turning on the red light to prevent cars from entering the tunnel, sending security force to stop and search the suspect etc.).
The problem of movement direction monitoring is closely related to, but simpler than the problem of tracking. In tracking it is unacceptable to divide one object into parts or merge two objects, moreover the object ID has to be retained in every frame. For movement direction monitoring, the group can be treated as one object, as violation of direction will still be noticeable and the alarm will be raised.
The algorithm presented in this paper is based on several articles about tracking. In the work [9] an approach using KLT (Kanade-Lucas-Thomasi) feature tracker, trajectory conditioning and agglomerative clustering to group single tracks into objects which can be counted is presented. Trajectories are merged based on two factors: in every frame, they must fit into a bounding box of a maximum object size (e.g. human, car size) and using the similarity measure computed as the variation in time of the points distance between trajectories. Detection of independent motion in crowds based on a Bayesian framework is presented in [4] . Rosten- Drummond and Thomasi-Kanade features are used and tracked from frame to frame using hierarchical optical flow. Variation of distance between two track points in time is also used for clustering trajectories. Finally a discriminant function is used to merge the obtained clusters.
A different approach was presented in the paper [1] .
The main advantage of their approach is that the algorithm is able to process the 25 fps of HD video (1920×1080) in real time (mixed GPU-CPU solution). It is using a mixture of KLT tracking (every frame) and HOG head detection (not every frame) and Markov-Chain Monte-Carlo Data Association to accurate track pedestrians. The rest of the article is organized in the following way. Section 2 outlines the problems of direction monitoring and the algorithm used to determine it. Section 4 describes the problem in terms of performance and execution time and outlines the modifications introduced to the algorithm from Section 2 in order to achieve real time efficiency. In section 5 a method for algorithm accuracy verification as well as detection results for different configurations with a discussion are presented. Section 6 describes the advanced video surveillance system which was build based on the implemented module. Section 7 summarizes the whole paper.
Algorithm Description
The block diagram of the algorithm implemented for movement direction monitoring is presented in Fig. 1 . In the first stage it is using the foreground object mask generation, feature extraction and correlation based tracker for obtaining the information about location of corresponding points on frames before the current frame. For each point considered as a feature the list is created containing its x and y position in the frames in which it is possible to track it. In the next step, the tracks are clustered together based on their similarity in time and position (explained in Section 2.3) which should result in their association to real objects (person, car etc.). If the cluster bounding box is within a prohibited zone, its movement direction is computed and compared to the allowed direction. If the difference is above the threshold, the violation event is accumulated into a zone. If too many events are accumulated into a zone over a period of time an alarm is generated and the system reports the zone movement direction violation. The following subsections provide a more detailed description of each step.
Foreground object mask computation
The mask of objects which are in the foreground is needed for several reasons. First of all it is a waste of computational power to track objects which are not important (are in background), so the foreground object mask is used to extract the points used for tracking only from foreground objects.
Moreover it can be used to validate the tracking result.
If a point is tracked outside a foreground object is very likely it is an error and it should be discarded (described in Section 2.2). An example foreground mask is presented in Fig. 2(c) . There are two popular methods for computing the foreground object mask: background generation and subtraction and optical flow magnitude thresholding.
The background generation is based on two equations 
where I is the current frame, α, β are the update coefficients, BG is the background model, and F OM is the foreground object mask. Because using the same update rate for areas where there are a lot of foreground objects would result in too fast accumulation of these objects into the background the accumulation rates α, β varies according to F OM , the proportion should be α >> β. In the first iteration, the current frame is used to initialize background model. The foreground object mask is generated by using equation:
where: t is a threshold, BG is the background and I is the current frame image. There are several problems connected with the use of this method: proper background initialization may be difficult (a frame without any foreground objects is needed), it is not robust to camera vibrations (e.g. caused by strong wind) and sudden illumination changes.
The second method is using the thresholding of optical flow magnitude. In this paper the Horn -Shunck optical flow method is used [8] . It is done by comparing two consecutive frames of the video, using the energy function given by equation:
where I x an I y are an image gradients in x and y direction, 
where u, v are the flow vectors, t is a threshold. The comparison between both methods is presented in Sections 4 and 5.
Extraction of points for tracking
The problem of picking the right points to track is not trivial, they can't simply be selected by random. For example points which are located in an uniform color area, on long horizontal or vertical edges are not a good choice, as there will be many patches looking exactly the same and finding the right corresponding patch on two frames will be impossible. But choosing corners may also be tricky, for example tracking a point on a chessboard will also lead to in-correct results. The main decision factor in choosing feature extraction algorithm is the points quality and extraction time. The time comparison is presented in Section 4, in the system described in this paper, either Shi-Thomasi or Rosten-Drumond features are used [10, 11, 12] . The first one are obtained by computing equation:
where I x , I y and I xy are image intensity gradients in x, y and xy directions computed in a window of a selected size.
The points are considered a good choice if the condition
The Rosten Drumond points extraction is using a differ- The test procedure is highly optimized so the detector is quite efficient (16x faster than Harris corner detector [7] ).
Using the feature extraction algorithm on the whole image will result in too many points ( Fig. 2(b) ), most of which are not interesting (trees, pavement bricks etc.). This is why, the foreground object mask is used ( Fig. 2 
(c))
and only features which are in the foreground are selected ( Fig. 2(d) ).
Tracking and integration
The problem of tracking is to find where selected points (pixel locations) belonging to the object in one frame are located in the consecutive frame. In the simplest case the method can be used, which computes the difference between a window of a selected size with the tracked point in its center located on one image with all windows which can be created from the second image, which is a correlation of a window and an image, given by equation:
wx,y=−W/2 The situation is even worse in the next frame Fig. 3(i) .
Two trajectories are merged in the wrong location.
A mechanism from the network theory called TTL (time to live) is used to allow the algorithm to automatically solve some of the mentioned problems. Each trajectory has a counter, which is set to a default value if the tracking is correct (correspondence found and the tracking point is located within an object). If the new point is not belonging to the foreground object (either a background point is tracked or an error with computing the foreground object mask happened) the TTL counter is decreased. If the TTL reaches 0, the corresponding trajectory is removed as no longer reliable.
Clustering
The tracking result for two frames (Fig. 4(a) ) is used to form a longer trajectory which spans over several frames (Fig. 4(b) ). Once the information about trajectories for a frame sequence is obtained the analysis can be carried out. restrictive not enough number of traces will be available (as very long traces are rather hard to obtain).
During the clusterization phase the trajectories are grouped together by applying two criteria. The first one is the Euclidean distance between last position of two trajectories points:
where T (x) is a x-th trajectory, i is the frame index, and
x, y are coordinates.
The assumption is that if points are too far away, they cannot belong to the same object. Which is computed by thresholding the ED(·, ·). The second criterion is the variance of distance between two points in time, computed as:
where L is the number of points on the trajectory which are used (should be the same as the threshold for clusterization to ensure only trajectories with L and more points are used).
For all N traces, the triangular matrix is computed with all N * N/2 comparisons between each trajectory pair.
Those which has ED((·, ·)) < T ed and V ar ((·, ·)) < T var 
Analysis
Once the traces are clustered (Fig. 4(c) ), the bounding box for all traces from a particular cluster and its moving direction can be obtained (Fig. 4(d) 
where d is the displacement vector, a is an allowed direction vector in u, v (movement in x, y direction), | | is normalization operation. If the result of D is above a threshold set for a given zone, the monitored movement direction is classified as prohibited.
To prevent a single tracking error from causing an alarm in the surveillance system, the number of violation is accumulated in time for a given zone. Also the counter is decreased in each algorithm step, according to the equa-tion:
where α is the excitation factor (set to 1.0), β is the reduction factor (0.5 in experiments), and is a operator limiting the possible values to the range [0,zone threshold]. An alarm is generated when the number of violation accumulated for a given zone counter exceeds a threshold set for that zone.
Real-time profiling
In this section a detailed analysis of how the data size and different algorithms which can be used to realize the tasks are impacting the execution time. The operations which are bottlenecks for the whole system to operate in real time are:
• foreground object mask generation,
• feature extraction,
• integration,
• optical flow,
• clustering.
The movement direction monitoring algorithm was implemented using C++ language and OpenCV 2. (24) 20 (125) 7 (125) 80 (300) 
Results
For evaluating the moving direction monitoring quality and prohibited moving direction detection, metrics used The idea of how it is counted is presented in Fig. 5 .
The correct detection of prohibited movement direction is marked as T P (true-positive) Fig. 5(a) . An object which is moving in the right direction but was detected as moving in the wrong one (or no object at all) is counted as given by an equation:
and is a measure of how well is the detector able to extract zone direction violations. The second one is a false positive rate (specificity) and is computed as the ratio:
Two movies were used to check the results accuracy a sample frames are presented in Fig. 6 . The first movie is obtained from a camera mounted high and is overlooking a crossroad near the academic campus Fig. 6(a) .
Two zones were defined and aligned with the direction of lanes. The cars which are turning or crossing the zones should be detected as those which violates the allowed moving direction zone. The second movie was obtained during winter at the campus (Fig. 6(b) ) and is featuring only walking pedestrians. One direction was marked as allowed all other directions are considered as prohibited. In the first test it was checked how different foreground object extraction algorithms are affecting the accuracy.
The tests were only conducted on sequence with pedestrians as it was not possible to obtain a frame for background initialization for the second sequence. According to Tab. 5, the results are almost identical, but the background generation (BG) has a slightly higher amount of false negatives which results in sensitivity reduced to 93% compared to 99% of the algorithm which use optical flow 
System design
Based on the algorithm described above, a system was designed for detecting objects moving in prohibited direc- 
Summary
In the article a working system which is able to detect movement in prohibited direction is presented. By optimizing various aspects of the algorithm a real-time efficiency (30fps) for 640×480 resolution frames is achieved.
The algorithm proved a very good detection rate for tested movie sequences. In future work, it will be combined with object detection algorithms, as tracking an independent motion without knowledge of a position of real objects is not allowing the system to be used to count objects or run other sophisticated analysis needed by different parts of an advanced video surveillance system (tracking, fight detection etc.).
