We investigate the properties of a closed-form analytic solution recently found by Manko et al. (2000b) for the exterior spacetime of rapidly rotating neutron stars. For selected equations of state we numerically solve the full Einstein equations to determine the neutron star spacetime along constant rest mass sequences. The analytic solution is then matched to the numerical solutions by imposing the condition that the quadrupole moment of the numerical and analytic spacetimes be the same. For the analytic solution we consider, such a matching condition can be satisfied only for very rapidly rotating stars. When solutions to the matching condition exist, they belong to one of two branches. For one branch the current octupole moment of the analytic solution is very close to the current octupole moment of the numerical spacetime; the other branch is more similar to the Kerr solution. We present an extensive comparison of the radii of innermost stable circular orbits (ISCOs) obtained with a) the analytic solution, b) the Kerr metric, c) an analytic series expansion derived by Shibata and Sasaki (1998) and d) a highly accurate numerical code. In most cases where a corotating ISCO exists, the analytic solution has an accuracy consistently better than the Shibata-Sasaki expansion. The numerical code is used for tabulating the mass-quadrupole and current-octupole moments for several sequences of constant rest mass.
INTRODUCTION
The analytic description of the vacuum spacetime surrounding a rapidly rotating neutron star is still an open problem. The analytic structure of the spacetime outside a slowly rotating star, and its relation to the Kerr metric, has been well understood since the seminal works of Hartle (1968) and Hartle & Thorne (1969) . On the other hand, numerical solutions of the Einstein equations for stars rotating up to the mass-shedding limit are now routinely obtained with a number of different methods, such as the Komatsu, Eriguchi and Hachisu (1989) method (see Stergioulas 2003 , for an extensive comparison of the different existing numerical methods). These numerical solutions are indeed useful for modelling astrophysical systems, for studying linear perturbations of rapidly rotating relativistic stars and as initial data for dynamical evolutions of spacetimes in numerical relativity (see e.g. Stergioulas & Friedman 1998 , Stergioulas, Kluzniak & Bulik 1999 , Stergioulas & Font 2001 .
Despite the availability of numerical solutions, a consistent analytic representation of the vacuum metric outside a rapidly rotating neutron star is desirable for several reasons. In the first place, having an analytic form for the metric simplifies the computation of the stationary properties of the spacetime. For example, if an accurate analytic solution were available, geodesics in the neutron star exterior could be studied analytically, and one could find closedform expressions for the radii and frequencies of the innermost stable circular orbits (ISCOs). In turn, this would simplify the calculation of properties of accretion disks, of epicyclic frequencies, of accretion luminosities, and so on.
Furthermore, having an analytic solution could prove useful to the study of dynamical properties of the spacetime, such as gravitational wave emission. One of the unsolved problems in gravitational-wave theory is the study of the quasinormal modes of rapidly rotating neutron stars. These can be computed either in the frequency domain, as an eigenvalue problem, or in the time domain, evolving numerically the (linearized or full) Einstein equations and then computing the outgoing radiation. The major technical issue in this problem is related to the difficulty of imposing outgoing-wave boundary conditions at infinity, since a rapidly rotating neutron star spacetime is expected to deviate significantly from Petrov type D. Having in hand an accurate analytic metric for the exterior spacetime one could envisage the possibility of computing the Weyl scalars in closed form, looking for neutron star models which are, in some suitably defined sense, "close to Petrov type D" (Baker & Campanelli 2000) . If the spacetime is "close enough to type D" one could then apply approximation schemes to impose the outgoing-wave boundary conditions. The idea here is to improve the presently available methods, which are generally based on the use of the Zerilli functions (see e. g. Abrahams et al. 1992 , Allen et al. 1998 , Rupright et al. 1998 ) -i.e., on perturbations of spherically symmetric vacuum spacetimes. Only recently, the Teukolsky formalism for perturbations of Kerr black holes has been used for the purpose of wave extraction in the final phase of binary black holes mergers (Baker et al. 2002) .
Until the development of a powerful integral equation method, devised by Sibgatullin in 1984 (see Sibgatullin 1991 and Manko & Sibgatullin 1993 for details), finding analytic solutions to the Einstein equations for stationary axisymmetric spacetimes was largely a matter of guesswork. One typically had to choose some ansatz to simplify the mathematical problem of obtaining the solution; then one verified a posteriori that the obtained solution had physically acceptable properties. In Sibgatullin's method one knows the physical characteristics of the solution to be constructed from the very beginning, through the choice of the axis expressions of the Ernst potentials.
A complete analytic representation of axisymmetric spacetimes can be obtained in terms of a series expansion whose coefficients are the physical multipole moments (Fodor, Hoenselaers & Perjes 1989 , Ryan 1995 . In principle, this gives an approximation to a numerical spacetime that can be made arbitrarily accurate: one would need to include a sufficiently large number of multipole moments and match them to some given numerical solution. However, such a procedure involves a very large number of expansion coefficients, which makes it difficult to use for practical purposes. Some applications of this idea have already appeared: for example, Shibata & Sasaki (1998) derived formulae for the location of the ISCO around rapidly rotating neutron stars.
Quite recently, Manko et al. (2000b) were able to find a new asymptotically-flat solution to the Ernst equations for the EinsteinMaxwell system. This solution is very interesting because it is given in closed form. Furthermore, when two of its parameters (i.e., the charge and magnetic moment) are set to zero, the solution depends only on three parameters: mass, angular momentum and a third parameter b, which is related to the spacetime's physical quadrupole moment. With this simplification, the solution reduces to a particular three-parameter specialization of the KinnersleyChitre (1978) solution (a generalization of the Tomimatsu-Sato δ = 2 spacetime). Notice however that Kinnersley and Chitre only constructed the relevant Ernst potential (they did not provide explicit expressions for the corresponding metric functions). Furthermore, the Kinnersley-Chitre solution is restricted to the subextreme case (M 2 > a 2 ). On the other hand, in the solution by Manko et al., when electric and magnetic fields are set to zero M and a are allowed to assume arbitrary real values, because the parameter set in their solution is analytically extended. Therefore the KinnersleyChitre solution is obtained as a particular case of the analytic solution in Manko et al. (2000b) when certain restrictions are imposed on the parameters of that solution.
There have been attempts in the literature to fix the free parameters in analytic exterior solutions by matching them to numerical solutions. However, different matching conditions were used. For example, Sibgatullin & Sunyaev (1998 , 2000 fixed the free parameters appearing in a different analytic solution using the radii of marginally stable circular orbits, or a suitably defined redshift parameter at the stellar equator. For their metric, which is different from the one we consider here, they found that corrections due to the quadrupole moment can accurately reproduce the properties of the "exact" exterior spacetime only for several equations of state (EOSs), with the exception of EOSs with large phase transitions. A simple, closed form expression for the analytic metric used in Sibgatullin & Sunyaev (1998 , 2000 was given explicitly by Sibgatullin (2002) .
A matching procedure based on the redshift parameter was again used by Stute & Camenzind (2002) . Our own preference here is to avoid matching using local properties and, instead, match the solution's mass-quadrupole moment, which is a global property of the spacetime. Furthermore, it is well known that deviations from the slow-rotation behavior in rapidly rotating stars, due to the stellar oblateness, are determined mainly by the mass-quadrupole moment. The quadrupole moment was also used in matching the analytic and numerical solution in Manko et al. (2000a) .
The plan of the paper is as follows. In section 2 we describe the procedure to numerically compute the spacetime describing a rapidly rotating compact star using the Komatsu-Eriguchi-Hachisu (1989) self-consistent field method, as modified by Cook, Shapiro and Teukolsky (1994, henceforth CST) . In particular, we discuss how to implement this method for a numerical evaluation of the spacetime's multipole moments. In section 3 we present the analytic solution recently obtained by Manko et al. (which is only valid in the vacuum prevailing outside the rotating neutron star) and describe its multipolar structure. In section 4 we describe our procedure to match Manko's analytic solution to the numerically obtained spacetime, and derive the coordinate transformation relating the two metrics. Section 5 is devoted to a discussion of the tests we used in order to understand "how close" the analytic and numerical spacetimes are. As we will discuss in the following, there are two possible families of analytic solution for which the mass-quadrupole moment of the analytic solution matches to the mass-quadrupole moment of the numerical spacetime. The currentoctupole moment of the first family of solutions is very close to the current-octupole moment of the numerical spacetime, while the second solution is close to the Kerr spacetime. An examination of the metric functions on the equatorial plane and on the rotation axis confirms that the first solution is also the one which better approximates the numerically obtained metric functions. As an independent check, we compute the location of ISCOs in the spacetime surrounding the rotating star using different approaches. In particular we locate ISCOs using the analytic solution, and compare the results thus obtained: 1) to the ISCOs found by numerical integration of the Einstein equations, and 2) to the analytic formulae for the ISCO's obtained by Shibata & Sasaki (1998) , truncated at different orders of approximation. In most cases where a corotating ISCO exists, the analytic solution has an accuracy consistently better than the Shibata-Sasaki expansion. Only in some cases the higher-order multipoles that are missing in the analytic solution significantly increase the error in computing the location of the ISCO. Finally, we compare our matching procedure to previous work by Manko et al. (2000a) and by Stute & Camenzind. The conclusions follow.
NUMERICAL GRAVITATIONAL FIELD OF A RAPIDLY ROTATING NEUTRON STAR
To begin with, in this section we briefly discuss the procedure for obtaining highly-accurate numerical solutions for the spacetime of rapidly rotating neutron stars and for computing their multipole moments. For more details the reader is referred to the review article by Stergioulas (2003) .
Numerical determination of the spacetime and computation of the multipole moments
The interior and exterior spacetime of a stationary, axisymmetric star is described by a metric in the following form:
where ν, B, α and ω are four metric functions to be determined by solving four field equations. In the numerical method of Komatsu et al. (1989, henceforth KEH) one defines two auxiliary functions ρ,γ through the relations ν = (γ +ρ)/2 and B = e¯γ. Then, three out of the four field equations are written in the following integral formsρ
where
and Sρ, Sγ and S ω are lengthy source terms, whose expressions can be found in KEH. In the equations above, µ = cos θ, while P n (µ) denotes the Legendre polynomials and P m n (µ) the associated Legendre functions. The metric function α is determined by an ordinary differential equation.
We compute numerical equilibrium models using the code by Stergioulas and Friedman (1995) (see Nozawa et al. 1998 and Stergioulas 2003 for extensive accuracy tests). The numerical code uses the CST formulation, in which the KEH equations are written in terms of a compactified coordinate s defined through the relation
where r e is the (coordinate) radius of the stellar equator. This allows the computation of the whole exterior spacetime out to infinity, which is important in detailed comparisons of the numerical metric to the analytic metric.
For a configuration that is stationary, axisymmetric, symmetric with respect to reflections in the equatorial plane and asymptotically flat, the spacetime can be characterized by two sets of scalar multipole moments: the even-valued mass moments (M 0 , M 2 , M 4 . . .) and the odd-valued current moments (S 1 , S 3 , S 5 . . .). Ryan (1997) presented a method for extracting the multipole moments from the asymptotic form of the metric functions. The lowest-order appearance of each moment in terms of a power series in 1/r is determined by the expansions
and
By comparison with equations (2) and (4) one finds that
Thus, in general, any model of a rapidly rotating neutron star has an infinite number of mass-and current-multipole moments. In order to match an analytic exterior metric to a numerically-computed interior metric and to check the accuracy of the matching procedure, we computed the mass-quadrupole moment M 2 and the currentoctupole moment S 3 . An alternative, asymptotic method for evaluating the multipole moments was introduced by Laarakkers & Poisson (1997) . We also used their method in order to cross-check the results obtained from the integral relations (8) and (9). The idea, in this case, is to evaluate numerically the coefficient of P 2n (µ) in the general expression for (2) -or analogously, the coefficient of P 1 2n−1 in (4) -at the outermost grid points (i.e., as r → ∞), and multiply the result by the appropriate factor (containing powers of r) that can be obtained from equations (6) and (7). We have checked that the two methods typically agree to better than one part in 10 3 .
Equilibrium sequences
The equilibrium solutions for a given EOS form a two-parameter family. In particular, stable equilibrium solutions are bounded by four limit sequences. These limits are shown in Figure 1 , which displays the gravitational mass M vs. the central energy density ε c for one the EOSs derived by Akmal, Pandharipande and Ravenhall (1998, henceforth APR) . As an illustrative example we consider the APR EOS which does not include boost interactions (we refer to the original paper for details). The qualitative picture does not change when we consider other EOSs (see eg. CST, where plots are presented for a representative sample of EOSs). The solid line is the static limit -that is, the sequence of nonrotating solutions to the standard Tolman-Oppenheimer-Volkoff equations. The longdashed line is the mass-shedding (Kepler) limit, which is determined by the condition that the centrifugal force exactly balances the gravitational attraction at the stellar equator, in which case a fluid element on the equator has the same angular velocity as a free particle in a Keplerian orbit at the same location. Both sequences terminate at high central density at the stability limit, where equilibrium solutions are marginally stable to axisymmetric perturba- Limit sequences for EOS APR: the solid line corresponds to the nonrotating limit; the long-dashed line corresponds to the mass-shedding (Kepler) limit; the dotted line is the axisymmetric instability limit. The nearly horizontal lines are sequences of constant rest mass. From bottom to top: the dashed line corresponds to a star of gravitational mass M = 1.4M ⊙ in the non rotating limit; the dash-dot line is a maximum-mass normal sequence; and finally, the dash-dot-dot line is a selected supramassive sequence.
tions; and they terminate at low central densities at the low-mass limit, below which a neutron star cannot form (not shown in Figure  1 ). Within the class of stable equilibrium solutions, CST pointed out the significance of constant rest-mass sequences, called evolutionary sequences, since an isolated neutron star, slowly losing energy and angular momentum via some dissipative process (e.g. electromagnetic emission or gravitational-wave radiation), must evolve conserving the total baryon number, and hence its rest mass M B . An accreting neutron star in a binary system will not evolve along a constant rest-mass sequence: the actual sequence depends on several parameters, such as the magnetic field, accretion rate etc. Nevertheless, the constant rest-mass sequences in CST have been used in the past in evaluating the accuracy of analytic exterior solutions and we will also use them here solely for the same reason. We compute three constant rest-mass sequences for each EOS:
• the sequence corresponding to a canonical neutron star having gravitational mass M = 1.4M ⊙ in the non rotating limit,
• the sequence terminating at the maximum-mass model in the non rotating limit (maximum-mass normal sequence).
• a supramassive sequence, i.e., a sequence which does not terminate at a nonrotating model.
We include the following set of EOSs. For comparison with CST we include EOSs A, AU, FPS and L. We refer to their paper for an extensive discussion of each EOS. We supplement the set of EOSs considered by CST with a relatively new model: the model derived by Akmal, Pandharipande and Ravenhall (1998) from Hamiltonian many-body theories of nuclear matter, including boost corrections in the Hamiltonian (henceforth, we will refer to this model as APR-b, where "b" stands for "boosted").
In Tables (1-5) we give numerical results for the structure properties of the models we have computed. All models have been computed using a resolution of (301 angular points) × (601 radial points), corresponding to a typical accuracy of at least one part in 10 3 in all quantities. Each Table corresponds to a constant rest mass sequence, and lists: the total central energy density ε c in units of 10 15 g cm −3 ; the angular velocity Ω in units of 10 3 s −1 ; the moment of inertia I in units of 10 45 g cm 2 (for rotating models only); the gravitational mass M in solar masses; the ratio of rotational kinetic energy to gravitational binding energy T /W ; the equatorial circumferential radius of the star R e in km and the height (in km) of corotating (h + ) and counterrotating (h − ) ISCOs from the surface of the star (if an ISCO does not exist, the corresponding entry is omitted). The height of an ISCO is defined as the difference between the circumferential radius at the ISCO and the circumferential equatorial radius of the star. The next three columns give the first few physical multipoles in geometrized units of c = G = 1: namely, we list the mass quadrupole moment M 2 ≡ Q in km 3 , the angular momentum S 1 ≡ J in km 2 , and the current octupole moment S 3 in km 4 . We have checked our code by reproducing the quadrupole moments computed by Laarakkers & Poisson and found excellent agreement. The accuracy in computing S 3 was checked by comparing the integral form to the asymptotic form mentioned in Section 2.1, finding good agreement. This shows that using the compactified coordinate introduced in CST allows a very accurate numerical determination of relatively high-order multipoles.
The last column gives the value of the "quadrupole" parameter b (in km) for which the analytic solution provides a good approximation of the numerical spacetime. When matching the quadrupole moment of the numerical and analytic spacetimes is not possible, the corresponding entry is omitted. More details on the procedure we followed to obtain the values listed in this column will be given in section 4.
ANALYTIC GRAVITATIONAL FIELD OF A RAPIDLY ROTATING NEUTRON STAR
In this section we summarize the properties of the vacuum analytic solution obtained by Manko et al. (2000b) . We will concentrate in particular on the multipolar structure of the solution, since our ultimate purpose will be to reproduce accurately the first few multipoles of the numerical spacetimes we discussed in the previous section.
The solution by Manko et al.
In the vacuum region surrounding a stationary and axisymmetric star, the spacetime only depends on three metric functions (while four metric functions are needed for the interior). The most general form of the metric (Papapetrou 1953 ) is
Here f , w and γ are functions of the quasi-cylindrical Weyl-LewisPapapetrou coordinates (ρ,z). Starting from this metric one can write down the vacuum Einstein-Maxwell equations as two equations for two complex potentials E and Φ, following a procedure due to Ernst (1968) . The equations are:
Once the potentials are known, the metric can be reconstructed. Sibgatullin (1991) devised a powerful procedure for reducing the solution of the Ernst equations to simple integral equations. Basically, one starts with a choice for the values of the Ernst potentials on the symmetry axis
solves two complex-valued integral equations, and checks that the obtained solution satisfies the expression of the Ernst potentials in terms of physical multipoles:
The real parts of m n are the mass multipoles, the imaginary parts of m n are the current multipoles, the real parts of q n are the electric multipoles and the imaginary parts of q n are the magnetic multipoles. After more than ten years of work in the field, Manko et al. (2000b) were finally able to find a vacuum solution involving five parameters (mass, angular momentum, charge, magnetic dipole moment and mass quadrupole moment) which can be expressed in terms of relatively simple rational functions. We are particularly interested in solutions having no charge or magnetic dipole moment. If we denote by M the gravitational mass of the star, by a the specific angular momentum (a = J/M), and introduce a parameter b which can be related to the mass quadrupole moment, their choice for the axis values of the Ernst potentials is:
To be able to write the metric in rational form, one must introduce generalized spheroidal coordinates
where r ± = ρ 2 + (z ± k) 2 and
The inverse transformation between the two sets of coordinates is
The metric is then written as
with
In order for the solution to satisfy the requirements of axisymmetry, stationarity and reflection-symmetry in the equatorial plane, all three parameters M, a and b must be real.
Multipolar structure of the analytic solution
Here we examine the multipolar structure of the analytic solution by Manko et al. for rotating and nonrotating solutions. The only nonvanishing multipole moments of the solution are the gravitational mass Re{m 0 } ≡ M, the quadrupole moment Re{m 2 } ≡ Q, the angular momentum Im{m 1 } ≡ J = aM and the current octupole Im{m 3 } = S 3 . The quadrupole moment and the current octupole moment are given in terms of the three parameters M, a and b as
However, since a and b are independent parameters, setting a equal to zero does not automatically imply a vanishing Q and S 3 , as would be the case for a realistic solution of a nonrotating perfect fluid star. Instead, the nonrotating solution (a = 0) has a quadrupole moment equal to
and a current octupole moment equal to
It is obvious that there exists no real value of the parameter b for which the quadrupole moment vanishes for a nonrotating star. For |b| < M, the solution is oblate (Q < 0) with a minimum quadrupole deformation obtained for b = 0
At b = ±M, the nonrotating multipole moments Q and S 3 diverge, while for |b| > M, the nonrotating solution is prolate (Q > 0) with a minimum quadrupole deformation of
at b = ± √ 3M. Obviously, the analytic solution by Manko et al. does not reduce continuously to the Schwarzschild solution as the rotation vanishes. It can only reduce to other forms of nonrotating vacuum solutions (e.g. the well-known Weyl solutions) that could be matched to other interior solutions, such as nonrotating stars with non-isotropic stresses, inducing nonvanishing quadrupole deformations. Nevertheless, as we will show next, the analytic solution can approximately describe a rapidly rotating fluid star, when the rotation rate is large enough, so that the quadrupole deformation induced by the rotation roughly exceeds the minimum nonvanishing oblate quadrupole deformation of the solution in the absence of rotation, i.e. roughly when
Since the quadrupole moment is roughly proportional to a 2 M, one expects that the analytic solution could be relevant for rotation rates of roughly j > 0.5, where j ≡ J/M 2 is a dimensionless measure of the angular momentum of the star. We will confirm this expectation by direct comparisons with numerical solutions in the next section. It is interesting that the Kerr solution can still be obtained from the analytic solution, if one accepts the following imaginary form for the parameter b
with a ≤ M. In this case, one recovers the correct expressions Q = −a 2 M and S 3 = −a 3 M.
MATCHING THE INTERIOR AND EXTERIOR SOLUTIONS
The three parameters of the analytic solution (M, a and b) can be set at will. However, only certain combinations of values can correspond to specific models of rapidly rotating neutron stars. Since the solution has four nonvanishing multipole moments, but only three free parameters, one can at most match three multipole moments of any given numerical solution. The fourth multipole moment will then be determined by the analytic solution, and its relative difference with the (known) numerical value will be a measure of the accuracy of the analytic solution. The four multipole moments are not equally important for specifying a solution, S 3 being the least Table 3 ). No real solution exists.
important, even for the most rapidly rotating models. Therefore we choose to match the analytic exterior solution to known numerical solutions by matching the gravitational mass M, the specific angular momentum a and the mass-quadrupole moment Q. One then hopes that the resulting analytic solution will yield a value for the current-octupole moment S 3 that is close to the corresponding value in the numerical model. As we will show, there exists a branch of solutions for which this is indeed the case. Manko et al. (2000a) also used the quadrupole moment to match numerical and analytic solutions, but their examples correspond to the other branch of solutions, for which the analytic value of S 3 does not agree well with the numerical value. For a given model of a rapidly rotating neutron star, we first construct a highly accurate numerical solution, as described in section 2. In the analytic solution (23), we set M and a to be equal to the obtained numerical values. The remaining parameter b is then determined by solving the equation
where Q N is the value of the quadrupole moment obtained by the numerical code. A plot of Q − Q N as a function of the parameter b, for the most rapidly rotating model of the maximum-mass sequence for EOS FPS, is shown in Fig. 2 . Two possible real solutions for b exist: a solution that is usually negative, b − , and a solution that is always positive, b + . Thus, for each set of physical parameters M, a and Q, there exists two different branches of solutions, with parameters (M, a, b − ) and (M, a, b + ), respectively. In the remainder of the paper, we will refer to these two different branches as the negative solution (-) and the positive solution (+). As we will show next, these two branches correspond to very different spacetimes.
In the previous section, we estimated that the analytic solution should be relevant for rapidly rotating neutron stars only for values of j roughly larger than 0.5. Fig. 3 shows a more slowly rotating model than the model shown in Fig. 2 , along the same evolutionary sequence. It is obvious that no solution to equation (36) exists for any real value of the parameter b. Along each sequence there is a critical rotation rate above which one can match the numerical interior solution to the analytic exterior solution. In Tables (1-5) we list all computed physical properties for the selected sequences. The last column lists the parameter b = b − of the negative branch of the analytic solution (when it exists). This is the relevant branch for rapidly rotating neutron stars, as we will show in section 5. In Tables (1-5 ) some models appear having b = b − > 0. These models do not belong to the positive branch b + . They are instead models which are very close to the critical value of the rotation parameter, j = j crit : in these particular cases, both solutions to equation (36) can happen to be positive. However, in general (as long as a model is rotating somewhat above the critical rate) the negative branch has b − < 0.
Typical values of j crit above which the analytic solution exists are listed in Table 6 for a subset of the considered EOSs. For smaller masses, j crit is usually smaller: therefore, for "canonical" neutron stars (having mass M ∼ 1.4M ⊙ in the non rotating limit) the analytic solution is valid over a wider range of j. In terms of the angular velocity at the mass-shedding limit for uniformly rotating stars, the critical rotation rates are given in the right column of Table 6 . The critical rotation rate Ω crit /Ω Kepler ranges from ∼ 0.4 to ∼ 0.7 for the M = 1.4M ⊙ sequence, with the lower ratio corresponding to the stiffest EOS. For the maximum-mass sequence the ratio is ∼ 0.9, nearly independent of the EOS. In conclusion, the analytic exterior solution can be useful for studying rapidly rotating neutron stars. The exterior gravitational field of massive neutron stars created in binary neutron star mergers, supported temporarily by differential rotation against collapse, could also be described, to some accuracy, by the analytic solution (the accuracy will depend on how significant the higher multipole moments are in the case of strong differential rotation). If the EOS is very stiff, such as EOS L, then the analytic solution is also valid for for description of accreting neutron stars in Low-Mass-X-Ray binaries (LMXB), with rotational periods of a few milliseconds.
Coordinate transformations between vacuum and non-vacuum metrics
Before presenting specific tests of the accuracy of the analytic solution, we need to describe the coordinate transformation that relates the interior metric (1) to the exterior vacuum metric (10) (see Islam 1985) . For the interior metric (1), we define the cylindrical coordinates ϖ ≡ r sin θ, z ≡ r cos θ.
In vacuum, Einstein's field equations imply that
One can therefore define a new coordinatẽ
satisfying the two-dimensional Laplace equation (38), and a second coordinatẽ
satisfying the Cauchy-Riemann conditions
The coordinatez is obtained by integration of the above CauchyRiemann conditions, requiring thatz = 0 in the equatorial plane (at z = 0). It is easy to show that For illustrative purposes we have chosen the FPS EOS, and fixed our attention on the sequence having maximum mass in the non rotating limit. The negative branch reproduces with excellent accuracy the numerical behavior of the current octupole, so it is the branch appropriate for describing the exterior spacetime of rapidly rotating neutron stars.
and setting
the metric in the exterior takes the desired form (10). Since the transformation (41,42) for the coordinatez cannot, in general, be solved analytically, one can relate a solution for the interior metric (1) to the exterior metric (10) only through numerical integration.
TESTS OF THE ACCURACY OF THE ANALYTIC SOLUTION

The current-octupole moment
The current-octupole moment S 3 , like the quadrupole moment Q ≡ M 2 , is a function of a, b and M. Once we have fixed b by matching the quadrupole moment to the numerical spacetime through equation (36), there are no more free parameters to be specified; the current-octupole S 3 can be computed using equation (29), and then compared to the value of S 3 computed for the numerical metric. Therefore, S 3 serves as a good error indicator for the accuracy of the solution. In fact, the value of S 3 obtained analytically for the two branches of solutions, b + and b − , can be used to distinguish which of the solutions is more relevant for rapidly rotating neutron stars. Fig. 4 displays S 3 , for the two branches of the analytic solution, along with the value of S 3 for the numerical solution and for the Kerr solution, for the evolutionary sequence corresponding to EOS FPS and having maximum mass in the nonrotating limit (see Table 3 ). The error for the (-) solution is very small, at most of the order of 3 %. On the other hand the error for the (+) solution is quite large (up to 56 % for the fastest rotating model). In this case the solution is closer to the Kerr value than to the value corresponding to numerical models of rapidly rotating neutron stars. Therefore, in the remainder of this paper we will only use the (-) branch of solutions to the matching condition (36). In Table 7 we display the relative error ∆S in the analytic value of S 3 (when compared to the numerical solution) for the critically rotating and maximally rotating models of all evolutionary sequences considered in this paper. For most sequences, the relative error in S 3 can be as large as 12% for the critically rotating models, reducing to a few percent only for the models at the mass-shedding limit. Typically, the largest errors appear for the 1.4M ⊙ sequences, while the sequences that terminate at the maximum mass static model have the smallest errors. In most cases the error is larger for slower rotating models. This shows that for those models S 3 is still influenced by its nonzero value in the non rotating case (for the analytic solution, the octupole moment S 3 , like the quadrupole moment Q, does not vanish for a = 0 and b = 0). For more rapidly rotating models this influence diminishes and S 3 becomes almost entirely of rotational origin, agreeing better with the numerical solution. Comparing the various EOSs, one sees that the error in S 3 for soft EOSs, such as EOS A, is smaller than the corresponding error for very stiff EOSs, such as EOS L. The critical 1.4M ⊙ model for EOS L shows an unusually large relative error of 45% in S 3 . This, again, is related to the compactness of the various models and to the value of the multipole moments for a = 0.
Direct comparison of metric components
As a second test of the accuracy of the analytic solution for rapidly rotating neutron stars, we performed a direct comparison of specific metric components for several representative models, using all EOSs in our sample. Here, we focus on the most rapidly rotating model of the maximum mass sequence with EOS FPS, since the other cases we examined showed similar behavior.
For this model we computed the metric components g tt , g tφ and g φφ on the equatorial plane and along the symmetry axis using the analytic metric and the Kerr metric. Then we compared the relative error of both metrics with respect to the corresponding components of the numerical metric. Fig. 5 shows the relative error of the g tt -component of the analytic metric and of the Kerr metric in the equatorial plane. For the analytic metric the error is only 0.3% at the surface of the star (located atρ = 10.6), and decreases monotonically with increasing distance, becoming of order 10 −6 near infinity. In comparison, the relative difference between the Kerr metric and the numerical metric is 1.3% at the equator (i.e., four times larger than the error in the analytic metric). The relative difference between the Kerr metric and the numerical metric also decreases with increasing distance, as expected, and for distances larger than about 200 equatorial radii, the difference between the analytic solution and the Kerr solution is negligible. In other words, at such a distance the error in the analytic solution is dominated by the Kerr contribution at first order in the rotational parameter, while the effects of the higherorder multipole moments Q and S 3 have become unimportant. The corresponding figure for the relative error in g φφ on the equatorial plane is nearly identical to Fig. 5 for g tt . When we consider g tφ in the equatorial plane, the relative error at the surface is 1.3% for the analytic metric and 5.3% for the Kerr metric. This larger error for g tφ should be expected: this metric component vanishes in the nonrotating limit, so it is more sensitive to contributions by the higherorder multipole moments Q and S 3 than the metric components g tt and g φφ . In order to compare the metric components on the symmetry axis, we first need to integrate the Cauchy-Riemann conditions (41) and obtain the coordinatez in terms of the coordinate z. This can be done easily, once the numerical solution for the metric function B is obtained. Fig. 6 shows the relative error in g tt for the analytic solution and the Kerr solution along the symmetry axis. The location of the surface (as determined from the numerical solution) is at z = 6.05. At the surface, the relative error for the analytic solution is 7%, while it is 15% for the Kerr metric. Thus, we see that the effect of a large quadrupole moment Q shows up predominantly in the metric components along the symmetry axis, while in the equatorial plane this effect is very small. The reason for this difference is that a rapidly rotating star becomes very oblate, so that the stellar surface on the symmetry axis is located deeper in the gravitational potential well than the surface in the equatorial plane. The specific example shown in the above figures has polar to equatorial axes ratio of 0.6, thus the equatorial radius is roughly twice as large as the polar radius. The analytic value of g tt on the surface in the equatorial plane is −0.59, while it is −0.44 on the surface on the symmetry axis (the asymptotic value at large distances is −1). Gravity is stronger on the polar surface, and this justifies a larger relative error in g tt there. At about 3 polar radii, the relative error in g tt along the symmetry axis decreases to the 1% level for both the analytic and Kerr solutions.
The above direct comparison of metric components shows that the analytic metric is a good approximation to the numerical one (or, at least, a much better approximation than the Kerr metric) in the equatorial plane, where one expects particle orbits to be astrophysically more relevant. For gravitational-wave extraction in numerical relativity, the larger inaccuracies near the polar surface could influence the waveforms. In order to minimize this effect, the extraction should be done as far as possible from the surface of the star. In any case, the analytic metric is everywhere more accurate than the Kerr metric. Thus a perturbative wave-extraction scheme, built with the analytic metric as a background, should yield more accurate waveforms than those obtained with techniques available at present (which are based on a perturbative extraction of waveforms around a Schwarzschild or Kerr background).
Innermost stable circular orbits
It is well known that not all orbits around relativistic stars are stable. For nonrotating stars, the ISCO is located at a circumferential radius of R ISCO = 6M. Depending on the EOS and the mass of the star, the ISCO can be located outside the stellar surface. Rotation introduces a preferred direction in the φ coordinate, so ISCOs around a rotating star belong to two distinct families: a corotating and a counterrotating one. For moderate rotation rates, the effect of rotation is to shorten the distance between the surface and the corotating ISCO. For rapid rotation, the large quadrupole moment of the star reverses this trend (notice that even in some Newtonian stellar models, large higher-order multipole moments can introduce an ISCO (see, Zdunik & Gourgoulhon, 2001; Amsterdamski et al. 2002) . The counterrotating ISCO radius normally increases with rotation. Detailed computations of ISCOs for a large number of models and EOSs are presented in CST; we also refer the reader to that paper for the equations defining the ISCOs that were used in our numerical computations.
Testing the accuracy of the analytic solution in computing the properties of ISCOs is important, as ISCOs are related to several astrophysical properties of rapidly rotating neutron stars in LMXBs. An accretion disk cannot extend to radii located within the ISCO, and this sets an upper limit to the Keplerian frequency of particles orbiting a star. This idea could be used, e.g., in determining whether compact stars in LMXBs are composed of strange matter (Stergioulas, Kluzniak & Bulik 1999 , Gondek et al. 2001 . In addition, the location of the ISCO could play a role in the mechanism producing the kHz quasi-periodic oscillations observed in many LMXBs (van der Klis 2000): see, e.g., Kluzniak et al. (2003) .
A circular orbit in the equatorial plane is one for which ϖ = const., and henceρ = const. The equation for geodesic motion along the radial coordinateρ reads −gρρ dρ dτ
where E and L are the conserved energy and angular momentum per unit mass, determined by the conditions V = dV /dρ = 0. Geodesics become unstable when d 2 V /dρ 2 = 0, or
for corotating orbits (cf. Stute & Camenzind, 2002) , where ′ indicates a partial derivative with respect toρ. For counter-rotating orbits, one can simply use the above equation and change the sign of the star's angular momentum. Shibata & Sasaki have used a more general representation of axisymmetric vacuum solutions (in the form of a series expansion that is completely determined by the physical multipole moments of the spacetime: see Fodor, Hoenselaers and Perjes 1989 and Ryan 1995) and derived an approximate analytic formula for the location of the ISCO. Their formula depends on the stellar mass, angular momentum, mass quadrupole, current octupole and mass 2 4 -pole moments. Including all terms up to order O(4) in the rotation parameter, they find the following equation for the circumferential radius of the corotating ISCO:
In the previous expression we have introduced dimensionless parameters The location of the counter-rotating ISCO is obtained from the above formulae by reversing the sign of j and S 3 . For illustrative purposes we again focus on the three sequences of EOS FPS (Table 3) . We have carried out the calculation for other EOSs as well. Although there are quantitative differences between the various models, the qualitative behavior and the relative accuracy between the numerical and analytic solutions remain similar to those shown here.
For each sequence we find the relative error in computing corotating and counter-rotating ISCO radii with respect to the numerical solution. We perform this comparison for the analytic solution obtained through our matching procedure (when a solution to the matching condition exists), for the Shibata-Sasaki formula (49) and for the Kerr formula (50). In the case of the Shibata-Sasaki formula we do not explicitly compute the moment M 4 from the numerical solution, but we follow the same approximation adopted by Shibata & Sasaki. Namely, we set Q 4 = α 4 Q 2 2 , where α 4 is expected to take values ranging between 0 and 2. Again, following Shibata & Sasaki, we normally set α 4 = 1 (unless otherwise noted). Fig. 7 shows the relative errors in computing the ISCOs for the sequence having M = 1.4M ⊙ in the non rotating limit. In this and in the following Figures, negative values of j correspond to counterrotating orbits, while positive values of j correspond to corotating orbits. In the corotating case the ISCO disappears at slow rotation rates, even before the analytic solution becomes valid; therefore, for this sequence, we can only compare the accuracy in finding counter-rotating ISCOs. For the Kerr solution the error increases monotonically with | j|, reaching 11% for the fastest rotating model. On the other hand, the error for the Shibata-Sasaki formula with α 4 = 1 is only 2% for the fastest rotating model. For this sequence the analytic solution is initially close to the Shibata-Sasaki formula, but then shows a rather large error, that becomes 10% for the fastest rotating model. The explanation for this behavior is that at very large rotation rates the inclusion of the multipole moment M 4 is important, but this multipole moment is absent in the analytic solution. When we omit M 4 in the Shibata-Sasaki formula (while still keeping all other mixed terms up to order O(4)) by setting α 4 = 0, we obtain an error which is much closer to the error made using the analytic solution. On the other hand, including only terms up to O(3) in the Shibata-Sasaki formula gives a much smaller error, comparable to (or better than) the error of the formula when all orders up to O(4) with α 4 = 1 are included. What this comparison underlines is the importance of being consistent up to a certain order in the rotation parameter. The Shibata-Sasaki formula has small error when used consistently up to O(3) or up to O(4), but a large error when only a few mixed terms up to O(4) are included. The error of the Shibata-Sasaki formula to order O(4) should improve, if one would include the precise values for M 4 , instead of the crude estimate of α 4 = 1. The analytic solution suffers from the inconsistency that while the M 4 moment vanishes, it is still an exact analytic solution. This means that mixed terms containing j, Q and S 3 up to order O(4) are present. It follows that, for the counterrotating ISCOs in Fig. 7 , the analytic solution is not as accurate as a consistent application of the Shibata-Sasaki formula. Notice that the non-monotonic increase in the error for the counter-rotating ISCO with the Shibata-Sasaki formula at large rotation rates is a consequence of the moment M 4 becoming important near the massshedding limit: for sequences of larger mass, as the ones we examine next, M 4 appears to be much less important.
The comparison of the error in computing the ISCOs is much more favorable for the analytic solution in the case of the other two sequences we examined. Fig. 8 shows the errors for the evolutionary sequence that terminates at the maximum-mass nonrotating model. In this case, a corotating ISCO exists for some models for which the analytic solution is valid. The error made with the analytic solution is 5% for the fastest rotating model, and it is consistently better than the error of the Shibata-Sasaki formula. For counter-rotating orbits the error for the analytic solution is somewhat smaller than for corotating orbits (which is expected, as the ISCO for corotating orbits is normally at larger radii). However, the error is consistently larger than the error of the Shibata-Sasaki formula. The corresponding errors for the supramassive sequence, shown in Fig. 9 , are very similar to the errors for the sequence in Fig. 8 . Manko et al. (2000a) also use the quadrupole moment Q in order to match the analytic solution to a numerical one. However, they redefine the parameter b as
Comparison to other matching conditions
where ∆ is a new parameter, with the motivation that now ∆ measures the departure of the analytic solution from the Kerr metric. We find that the above redefinition is not necessary, as it does not change the solution: in other words, a solution with a given b has a corresponding value of ∆. In Manko et al. (2000a) it is not mentioned that Q can be set to the numerical value only for a limited range of the parameter b (or, equivalently, of ∆). Moreover, we find that the illustrative solutions they give do not correspond to the negative branch of solutions for b (that, as we have seen, are those relevant for rapidly rotating stars) but rather to the positive branch, which is closer in behavior to the Kerr metric. Stute & Camenzind (2002) fix the the third parameter in the analytic solution, b, by matching the value of the metric function g tt at the stellar equator. However, this is a local quantity, so that the analytic and numerical metrics are matched only at a single point in the (ρ,z) plane. Experimenting with this choice, we found that one can obtain numerical solutions that are also limited to rapidly rotating stars. However, since the parameter b is not fixed directly, but only indirectly, one has to solve a nonlinear equation in order to obtain b for a given value of g tt at the equator. This procedure could lead to multiple solutions, and one has to choose the one closest to a rapidly rotating neutron star by examining other properties of the spacetime (e.g. the higher multipole moments). As we have seen, fixing Q also leads to multiple solutions, however, we find that the procedure of fixing directly three leading multipole moments (M, j and Q) and selecting the desired solution according to the value of a fourth multipole moment (S 3 ) is more intuitive that fixing M, j and the value of a metric function a single point in the spacetime. In the matching procedure used by Stute & Camenzind the parameter b is not chosen to be real. They rather impose that b continuously reduces to the Schwarzschild value, b = iM, in the nonrotating limit (a → 0). However, the Schwarzschild and Kerr solutions can only (formally) be obtained as limiting cases of the Manko solution by analytic continuation in the complex-b plane. In a sense, the black hole solutions are "isolated points" on the pure-imaginary axis of the complex-b plane, while solutions representing neutron star exteriors lie on the pure-real axis. Therefore, the requirement imposed by Stute & Camenzind violates one of the original requirements of the analytic solution (namely, that all three parameters of the solution must be real). If one follows this procedure, the resulting metric components are, in general, complex. For complex values of b one could, in principle, use the real parts of some quantities in order to compute an estimate for the location of the ISCO, as was done by Stute & Camenzind. However, in such cases, even the coordinates in which the metric is expressed become complex numbers. Furthermore, additional multipole moments appear that are not present in the numerical solution, rendering the analytic solution inappropriate for describing the physical properties of a rotating neutron star.
Finally, an important point in the matching procedure is to use the correct correspondence between the coordinates in the analytic exterior spacetime (10) and the numerical spacetime (1). Stute & Camenzind transformed the analytic metric to Boyer-Lindquist like coordinates, but these are not the coordinates used in (1). This can easily be seen when one considers that the metric (1) reduces to the Schwarzschild metric in isotropic coordinates (not in the usual Schwarzschild coordinates) in the nonrotating limit.
CONCLUSIONS
We have investigated the properties of a closed-form analytic solution for the exterior spacetime of rapidly rotating neutron stars. We matched it to highly-accurate numerical solutions, imposing that the quadrupole moment of the numerical and analytic spacetimes be the same. For the analytic solution we considered, such a matching condition can be satisfied only for very rapidly rotating stars. We found that solutions belong to two branches, only one of which is a good approximation to the exterior of rapidly rotating neutron star spacetimes. In order to evaluate the accuracy of the analytic solution in describing rapidly rotating neutron stars, we presented a comparison of the radii of ISCOs obtained with a) the analytic solution, b) the Kerr metric, c) an analytic series-expansion derived by Shibata & Sasaki and d) a highly-accurate numerical code. In most cases we found that the analytic solution has an accuracy consistently better than the Shibata-Sasaki expansion up to O( j 4 ), for corotating orbits. Only for counterrotating orbits does the higher-order Shibata-Sasaki expansion perform better than the analytic solution. We have only shown direct comparisons for three constant rest-mass sequences and one representative EOS (FPS); however our qualitative conclusions also hold for other EOSs.
The analytic solution we studied in this paper could become useful in constructing outgoing-wave boundary conditions for simulations of pulsating relativistic stars, and for the computation of quasinormal modes of oscillation as an eigenvalue problem (a longstanding problem in relativistic astrophysics). Another potential application is the study of high-frequency variability in accretion disks around rapidly rotating relativistic stars. We emphasize, however, that this analytic solution is only valid for rapidly rotating stars, contrary to previous claims in the literature. For stars of intermediate rotation rates one can use the exterior analytic solution by Hartle & Thorne (1968) , valid to second order in the rotation rate. This approximate solution is determined by the three multipole moments M, j and Q, but higher-order multipole moments are ignored. It would be interesting to determine whether the region in which the second-order Hartle-Thorne metric is valid to some accuracy, overlaps with the region in which the analytic solution considered here is valid. Such a study, along with a characterization of the spacetimes using invariant quantities (constructed in the Newman-Penrose formalism) will be reported elsewhere (Berti et al., in preparation Table 7 . Relative difference in S 3 between the negative branch of analytic solutions and the numerical solution, for different EOSs and evolutionary sequences. The difference is tabulated for the minimum (critical) rotation rate for which a real analytic solution exists (∆S crit ) and for the model at the mass-shedding limit (∆S Kepler ).
