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Abstract—We consider the problem of
sparse phase retrieval, where a k-sparse signal
x ∈ Rn (or Cn) is measured as y = |Ax|, where
A ∈ Rm×n (or Cm×n respectively) is a measurement
matrix and | · | is the element-wise absolute value. For a
real signal and a real measurement matrix A, we show
that m = 2k measurements are necessary and sufficient
to recover x uniquely. For complex signal x ∈ Cn
and A ∈ Cm×n, we show that m = 4k − 2 phaseless
measurements are sufficient to recover x. It is known
that the multiplying constant 4 in m = 4k − 2 cannot be
improved.
Index Terms—phase retrieval, sparse signals, unique-
ness, sparse phase retrieval, compressed sensing
I. INTRODUCTION
LET x ∈ Hn, and A ∈ Hm×n, where H is either thereal field R or the complex field C. We use | · | to
denote element-wise absolute value operation from H to
R.
Phase retrieval deals with the problem of estimating a
signal from phaseless measurements,
y = |Ax|. (1)
This can be used to model problems in x-ray crystal-
lography [1], diffractive imaging [2], astronomical imag-
ing [3] and medical imaging [4], where the measurement
matrix A is typically the Fourier matrix. There exists
some efforts in the literature for reconstruction of such
signals [5]–[8].
For a general measurement matrix A, sufficient con-
ditions for unique phase retrieval were established [9].
Balan et al have shown that m ≥ 2n − 1 generic
measurements are sufficient for unique retrieval (up to
global phase) in H = R, and m ≥ 4n− 2 measurements
suffice in H = C [9]. Furthermore, it was recently shown
that semidefinite programming can be used to reconstruct
signals if A is a Gaussian random matrix, as long as
m ≥ c0n log n for a sufficiently large constant c0 [10].
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Alternative methods have also been explored for practical
reconstruction with theoretical guarantees [11]–[13].
Recently, there has been an interest in sparse phase
retrieval, where the number of non-zero coefficients (or
ℓ0 norm) of x, denoted ||x||0, is much smaller than the
dimensionality n. This a-priori knowledge about the sig-
nal can be used to reduce the number of measurements in
practice [14]–[16]. Theoretical analysis of sparse phase
retrieval has also been performed in certain scenarios.
For instance, O(k log(n/k)) measurements were shown
to be sufficient for stable sparse phase retrieval over R
[17]. This is the same order as in compressed sensing
[18], [19] where linear measurements with phase are
available.
The conditions for exact sparse reconstruction, with no
measurement noise, is well-understood in the context of
compressed sensing/sparse approximation, where m =
2k is necessary and sufficient [20], with polynomial-
time reconstruction algorithms for Vandermonde-based
measurement matrix designs (which also include partial
Fourier transforms that sample only the low-frequency
components) achieving this bound [21]. The correspond-
ing bounds for exact sparse phase retrieval is a rela-
tively new area of research. In a paper that describes
a computationally feasible algorithm for sparse phase
retrieval [22], the results of [9] were applied in the sparse
case for a discussion of injectivity. This straightforward
extension, used for illustrative purposes of injectivity,
implied 4k− 1 measurements were sufficient for unique
sparse phase retrieval of a k-sparse signal in R, and
8k − 2 were sufficient for a k-sparse signal in C. The
real case was also characterized in [23] with the same
result.
In this note, we study the exact sparse phase retrieval
problem for k-sparse x ∈ Hn. For H = R, we show that
m = 2k measurements are sufficient to recover every
k-sparse signal from phaseless measurements, for A,
whose rows are a generic choice of vectors in Rn. In
conjunction with the results from compressed sensing,
this forms a necessary and sufficient condition. For
H = C, we show that m = 4k − 2 measurements are
sufficient to recover every k-sparse signal from phaseless
measurements if the rows of A are a generic choice of
vectors in Cn. The outline of the paper is given next.
We state our results for the real and complex cases in
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Section II. The proofs are given in Section III, where
we use a combinatorial approach to extend our previous
coding theory-based work [21] for the real case, and
we extend the proof technique of [9] in the complex
case. We make our conclusions and provide directions
for future research in Section IV.
II. PROBLEM STATEMENT AND MAIN RESULTS
In sparse phase retrieval, the reconstructor solves
min ||x||0 s. t. y = |Ax|. (2)
We aim to characterize the number of sufficient mea-
surements, m in terms of the sparsity k (and possibly the
dimensionality of the sparse signal n) for which there is
a unique solution to the optimization problem in (2), up
to global phase. We state our results separately for the
real and complex cases.
Theorem 1. For A ∈ Rm×n, whose rows are a generic
choice of vectors in Rn, m ≥ 2k measurements are
sufficient to guarantee unique phase retrieval for any
k-sparse signal x ∈ Rn.
Here, a generic choice of frame vectors indicate a
dense Zariski-open set [9]. Interestingly, the number of
sufficient measurements for unique sparse phase retrieval
from phaseless measurements in the real case match the
number of necessary and sufficient measurements for
unique sparse signal recovery from linear measurements
[20], [21]. This leads to the following corollary:
Corollary 2. To guarantee the unique sparse phase
retrieval for every k-sparse x ∈ Rn, m = 2k measure-
ments are necessary and sufficient.
In the complex case, we have the following result:
Theorem 3. For A ∈ Cm×n, whose rows are a generic
choice of vectors in Cn, m ≥ 4k − 2 measurements are
sufficient to guarantee unique phase retrieval for any k-
sparse signal x ∈ Cn.
We note that the bound in the complex case is anal-
ogous (in terms of the number of non-zero elements) to
the non-sparse phase retrieval problem [9], whereas in
the real case, one additional measurement is needed.
III. PROOF OF MAIN RESULTS
A. Notation
We define T(H) = {x ∈ H : |x| = 1}. The space of
admissible diagonal phase matrices is defined as
P(H) ={P ∈ (T(H) ∪ {0})m×m :
pij = 0 ∀i 6= j and pii 6= pjj for some i 6= j
and |pii| = 1 ∀i}
where pij is the (i, j)th element of P. Note the condition
pii 6= pjj for some i 6= j, ensures any admissible phase
matrix is not a multiple of the identity matrix, which
would only change the global phase.
Let ak be the kth column of A, and a(k) be the kth
row. We define AJ to be matrix whose columns are
{aj : j ∈ J }. Similarly we define A(J ) to be the matrix
whose rows are {a(j) : j ∈ J }. We let [l] = {1, 2, . . . , l}
for any positive integer l. For any matrix B, let BT , B∗
and N (B) denote the transpose, conjugate transpose and
right null space of B. | · | denotes element-wise absolute
value for a vector as in Section I, and also denotes
cardinality for an index set.
B. Proof for the Real Case
We extend the coding theory-based proof technique
from [21]. To this end, we define the phase-generalized
minimum distance of a matrix as follows:
Definition. For any C ∈ Rm×n with m < n, we define
the phase-generalized minimum distance as the smallest
integer greater than
min
I,J :
|I|+|J |≤m
min
P∈P(R)
rank
([
CI ,PCJ
])
.
By rank considerations, the phase-generalized mini-
mum distance of any m×n matrix is ≤ m+1. Now we
state a necessary and sufficient condition for recovery in
this case:
Lemma 4. Let A ∈ Rm×n with m < n have phase-
generalized minimum distance d. Then ℓ0 minimiza-
tion can uniquely recover any vector x from phaseless
measurements y = |Ax| if ||x||0 ≤ ⌊(d − 1)/2⌋.
Furthermore, this condition is necessary.
Proof: Suppose there are two distinct solutions x
and z such that ||x||0 = ||z||0 (since both can be picked
by ℓ0 minimization) and
y = |Ax| = |Az|.
In other words
r = Ax = PAz, (3)
for some P ∈ P(R). Let I and J be the supports of x
and z respectively. Then Equation (3) can be re-written
as: [
AI ,PAJ
] [ xI
zJ
]
= 0. (4)
If ||xI ||0 = ||zJ ||0 ≤ ⌊(d − 1)/2⌋, then the vector
[xTI , z
T
J ]
T has dimensionality ≤ 2⌊(d−1)/2⌋ < d−1. By
the definition of phase-generalized minimum distance,
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any such [AI ,PAJ
]
has full rank, implying the vector
on the right should be 0, leading to a contradiction.
However, if ||xI ||0 = ||zJ ||0 ≥ ⌊(d− 1)/2⌋+1, then
[xTI , z
T
J ]
T has dimensionality ≥ 2(⌊(d − 1)/2⌋ + 1) ≥
d. Since the rank of [AI ,PAJ
]
is at most d − 1, this
implies there are infinitely many solutions for [xTI , zTJ ]T ,
violating uniqueness.
We next use a combinatorial approach to show if the
rows of A are chosen generically in Rn, then it has
phase-generalized minimum distance 2k+ 1 if m = 2k.
We look at different cases based on the possible overlap
between the columns of A, corresponding to the supports
of distinct sparse vectors as solutions to the optimization
problem in (2):
1) No Support Overlap: Let I,J ⊂ [n] be two index
sets of cardinality k each such that I ∩J = ∅. Consider
the m× 2k matrix
M(I,J ,P) =
[
AI ,PAJ
]
,
for some P ∈ P(R). If the rows of A are chosen
generically in Rn, then rank
(
M(I,J ,P)
)
= 2k for
m ≥ 2k. Since there are finitely many choices for I ,
J and P, a union bound argument extends the result to
all possible choices of P, and k columns of A. Then
Lemma 4 implies that there do not exist two distinct
sparse vectors with no support overlap, whose ℓ0 norms
are ≤ k, that map to the same phaseless measurements.
2) Full Support Overlap: Consider an index set I ⊂
[n] with cardinality k. Let C = AI . Consider the m×2k
matrix
M(I,P) =
[
C,PC
]
,
for some P ∈ P(R). Suppose there exist distinct
u1,u2 ∈ R
k such that
M(I,P)
[
u1
u2
]
= 0. (5)
Let R1 = {k : pkk = 1} and R−1 = {k : pkk =
−1}. We note neither set is empty by the definition of
P(R). Let the cardinality of R1 be l, hence that of R−1
is m − l. Then [uT1 , uT2 ]T is in N
(
(M(I,P))(R1)
)
∩
N
(
(M(I,P))(R−1)
)
.
Suppose the the rows of A are chosen generically in
Rn, and min(l,m − l) ≥ k. Then with probability 1, if
l ≥ m− l (hence l ≥ k), then
N
(
(M(I,P))(R1)
)
=
{[
u1
u2
]
: u1 = −u2
}
,
which is not in N
(
(M(I,P))(R−1)
)
unless u1 = u2 =
0. Otherwise if m− l ≥ l (hence m− l > k), then
N
(
(M(I,P))(R−1)
)
=
{[
u1
u2
]
: u1 = u2
}
,
which is not in N
(
(M(I,P))(R1)
)
unless u1 = u2 = 0.
Thus N
(
(M(I,P))(R1)
)
∩N
(
(M(I,P))(R−1)
)
= {0},
and thus u1 = u2 = 0, leading to a contradiction.
Noting there are finitely many choices for I and P,
a union bound argument shows that there do not exist
two distinct sparse vectors with full support overlap that
both map to the same phaseless measurements as long
as m ≥ 2k − 1.
We also note that the result for the full support overlap
case can be generated from the results of [9] for the non-
sparse phase retrieval problem.
3) Partial Support Overlap: Let I,J ⊂ [n] be two
index sets of cardinality k such that I ∩ J 6= ∅. Let
|I ∩ J | = w. Then |I\J | = |J \I| = k − w. Consider
the m× 2k matrix
M(I,J ,P) =
[
AI\J ,AI∩J ,PAJ \I ,PAI∩J
]
.
As in Section III-B2, we let R1 = {k : pkk = 1} and
R−1 = {k : pkk = −1}, with |R1| = l. Without loss of
generality, we assume the first l rows correspond to R1,
and re-write M(I,J ,P) as
M(I,J ,P) =
[
A
(R1)
I\J A
(R1)
I∩J A
(R1)
J\I A
(R1)
I∩J
A
(R
−1)
I\J A
(R
−1)
I∩J −A
(R
−1)
J\I −A
(R
−1)
I∩J
]
We will characterize the rank of this matrix, or equiva-
lently that of
M′ =
[
A
(R1)
I\J A
(R1)
I∩J A
(R1)
J\I 0
A
(R
−1)
I\J 0 −A
(R
−1)
J\I A
(R
−1)
I∩J
]
(6)
If l ≥ 2k−w or m− l ≥ 2k−w, then the first l rows
or the last m − l rows are trivially full-rank, implying
that M′ and thus M(I,J ,P) is full-rank. Thus, we only
consider l < 2k −w and m− l < 2k − w. This implies
2k−w > m−l ≥ 2k−l, i.e. w < l. Similarly, w < m−l.
We first consider the following sub-matrix from Equation
(6) (after re-arranging the columns):
C , [A
(R1)
I∩J ,A
(R1)
I\J ,PA
(R1)
J \I ].
This matrix is equivalent to[
I[w] 0
0 C′
]
(7)
where
C′ = C
([l]\[w])
[2k−w]\[w] −C
([l]\[w])
[w]
(
C
([w])
[w]
)−1
C
([w])
[2k−w]\[w].
A similar procedure can be followed for the sub-
matrix (after re-arranging)
D , [A
(R
−1)
I∩J ,A
(R
−1)
I\J ,−A
(R
−1)
J \I ]
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to yield an equivalent matrix analogous to that in
Equation (7), where D′ is defined analogously. Then
M(I,J ,P) is equivalent to[
I[2w] 0
0 B
]
where B =
[
C′
D′
]
. For a generic choice of rows for
A, the rank of B is 2k− 2w and that of M(I,J ,P) is
2k. With the union bound procedure, this is true for all
I,J and P.
Combining all the results from Sections III-B1, III-B2
and III-B3, we have that if the rows of A ∈ Rm×n
are chosen generically and m ≥ 2k then the phase-
generalized minimum distance of A is 2k + 1. Based
on Lemma 4, this implies that the ℓ0 minimization
can uniquely recover every k-sparse x from phaseless
measurements y = |Ax|.
C. Proof for the Complex Case
The union bound technique for the support selection
used in Section III-B does not extend to the complex
case in a straightforward manner, since now there are
infinitely many choices for P. Thus, we modify the
proof technique by following and extending the proof
technique of [9].
Let A ∈ Cm×n be a matrix whose rows are a generic
choice of vectors in Cn. We note that any k × k sub-
matrix of A is invertible. Let I,J ⊂ [n] be two index
sets of cardinality k each such that I ∩ J = ∅. Let
V = span(ak : k ∈ I) and W = span(ak : k ∈ J ).
Suppose there are two vectors xI ∈ Ck and zJ ∈ Ck
such that
y = |AIxI | = |AJ zJ |.
In other words,
r = AIxI = PAJ zJ
for y = |r| and for some P ∈ P(C). We re-write this
set of equations as:
r = AI(A
[k]
I )
−1A
[k]
I xI ,
[
I
V
]
d, (8)
and
r = PAJ (A
[k]
J )
−1A
[k]
J zJ , P
[
I
W
]
e, (9)
where I is the identity matrix. We note d = r[k] and
P
[k]
[k]e = r[k].
Since the optimization procedure in (2) is scale-
invariant and global-phase-invariant, without loss of
generality we can assume r1 = 11. Similarly, since
uniqueness is up to a global phase, we can assume
p11 = 1 by absorbing the phase term into e. Finally,
without loss of generality we can assume r1, r2, . . . , rk
are non-zero. We first note that at least k elements in
r are non-zero, since unique sparse recovery requires at
least 2k linearly independent measurements [20]. If only
< k of the measurements in r are non-zero, the k-sparse
vector being measured lies in the null-space of a matrix
that has > k rows (corresponding to the 0 entries in r).
This would imply that these measurements are linearly
dependent. Following a permutation of the rows, without
loss of generality, we can assume that the first k elements
of r are non-zero.
We say two distinct k-planes (V,W), both in Cm
satisfy the distinct-phaseless-mapping property if there
are non-parallel distinct vectors r ∈ V and w ∈ W such
that |rk| = |wk| for all k.
From Equation (8), for r ∈ V
ri =
k∑
j=1
rjvij ,
for i > k. Similarly from Equation (9), for w ∈ W
wi =
k∑
j=1
rj/pjjwij .
Hence if (V,W) satisfies the distinct-phaseless-
mapping property, there exists pjj ∈ T(C) for j ∈
{1, . . . , k} and r2, . . . , rk ∈ C (since r1 = 1) such that∣∣∣∣
k∑
j=1
rjvij
∣∣∣∣ =
∣∣∣∣
k∑
j=1
(rj/pjj)wij
∣∣∣∣ (10)
for all k < i ≤ m.
We consider the following variety of all tuples(
(V,W), r2, . . . , rk, p22, . . . , pkk
)
. (11)
This is locally isomorphic to C2k(m−k)× (C\0)k−1×
(T(C))k−1, and Equations (8) and (9) characterize its
dimensionality [9], corresponding to a real dimension
of 4k(m − k) + 3k − 3. Next, we note that the set
of 2-tuples in Gr(k,m)C × Gr(k,m)C that satisfy the
distinct-phaseless-mapping property is the image of the
projection onto the first factor of the variety in (11)
subject to the m− k equations in (10) [9].
Similar to Lemma 3.2 in [9], these equations are non-
degenerate for any choice of non-zero {r2, . . . , rk}, and
{p22, . . . , pkk}. Furthermore, the variables {vi1, . . . , vik}
1This can be achieved by dividing both sides by r1, assuming r1 6=
0. Otherwise a permutation can be applied, prior to the formulation in
Equations (8) and (9), to the rows of A and y to make sure r1 6= 0.
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and {wi1, . . . , wik} appear in exactly one equation,
and thus for any fixed non-zero {r2, . . . , rk} and
{p22, . . . , pkk}, these define a subspace of Ck(m−k) ×
Ck(m−k) of real codimension ≥ m−k. This is true for all
choices, implying that the equations are independent [9].
Therefore, the set of 2-tuples in Gr(k,m)C×Gr(k,m)C
that satisfy the distinct-phaseless-mapping property have
real dimension ≤ 4k(m − k) + 3k − 3 − (m − k) =
4k(m− k) + 4k − 3−m.
If m > 4k− 3, then this set of 2-tuples cannot be the
whole of Gr(k,m)C×Gr(k,m)C. In fact, if m > 4k−3,
and the measurements are generic, then the set of 2-
tuples in Gr(k,m)C×Gr(k,m)C that satisfy the distinct-
phaseless-mapping property has measure 0. Since there
are finitely many choices for I and J , a union bound
argument extends the result to all possible choices of
k columns of A. Thus, if the rows of A ∈ Cm×n
are a generic choice of vectors, and m ≥ 4k − 2,
no two sparse vectors with ℓ0 norm ≤ k map to the
same phaseless measurements acquired using A. Hence
ℓ0 minimization can uniquely recover every k-sparse
x ∈ Cn from phaseless measurements y = |Ax|.
IV. DISCUSSION AND CONCLUSION
In this note, we considered the sparse phase retrieval
problem in both the real and complex settings. For the
real case, we introduced the concept of phase-generalized
minimum distance of a matrix, and proved a necessary
and sufficient condition for unique sparse phase retrieval
up to global phase. We then showed using a combinato-
rial approach that a matrix, A ∈ Rm×n, whose entries
are chosen i.i.d. from a continuous distribution with
m ≥ 2k can be used in conjunction with ℓ0 minimization
to uniquely recover every k-sparse x from phaseless
measurements y = |Ax|. For the complex case, we
showed that a sufficient condition is m ≥ 4k − 2.
For the real case, the necessary and sufficient number
of measurements for sparse phase retrieval matches those
when the phase information is present, as in compressed
sensing. Thus, the ± phase does not seem to be as
valuable for real signals. For the complex case, we
note that the number of necessary measurements for
uniqueness in the non-sparse phase retrieval problem is
(4 + o(1))n [25]. Thus, restricting to the full support
overlap case in the sparse phase retrieval problem, this
implies (4+ o(1))k measurements are necessary. Hence,
in the complex case, our sufficient condition matches the
order of the necessary condition. During the submission
of this work, we have learned of [26] with a seemingly
different approach that produces some of the bounds
given in this paper. We also note a very recent significant
contribution to the (non-sparse) phase retrieval literature
[27], which showed that m ≥ 4n− 4 measurements are
sufficient for unique phase retrieval over C. Their tech-
niques may potentially be extended to the sparse phase
retrieval problem to improve our bounds, although we
did not explore this approach following the publication
of [27].
In this paper, we only considered the noiseless sparse
phase retrieval problem. In light of necessary and suf-
ficient information theoretic conditions from the com-
pressed sensing literature [28], [29], the linear scaling
with respect to k is not going to hold for sparse
phase retrieval in general, when the measurements are
corrupted with Gaussian noise. We have not performed
numerical simulations to study the scaling of the number
of sufficient measurements for sparse phase retrieval in
the presence of noise, due to the absence of practical
algorithms for optimal recovery, which would necessitate
exhaustive search over all subspaces.
Future research may focus on finding efficient al-
gorithms for sparse phase retrieval and developing the
necessary conditions for sparse phase retrieval over C.
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