Geomorphology-based rainfall-runoff models are particularly helpful for predicting hydrology in ungauged basins. The robustness, generality and flexibility of the modelling approach make it able to deal with a wide variety of processes, events and scales. It allows a rainfall-runoff transfer function to be estimated for any basin without needing to measure discharge. The aim of this study is to transpose hydrological observations from gauged to ungauged basins to predict streamflow hydrographs. It considers pairs of nested and neighbouring basins, the first one providing information for the second ungauged one. A time-series of the donor basin's discharge is deconvoluted by inverting its geomorphology-based transfer function to assess the time-series of net rainfall. The latter is then transposed to the receiver basin, where it is convoluted with the reciever basin's transfer function to predict the hydrograph therein. The methodology was implemented with virtual and real rainfall-runoff events on a set of basins in temperate Brittany, France. Different time scales and spatial configurations were tested. Goodness-of-fit of model predictions varied by basin pair.
INTRODUCTION
Runoff prediction in ungauged basins is necessary for better water resource management (Sivapalan et In this study, we aim to estimate streamflow in ungauged basins using their neighbouring (or nested) gauged basins' hydrological observations. The approach uses a geomorphometry-based model that was originally applied to virtual rainfall-runoff events in semiarid Tunisian basins (Boudhraâ et al. , ; Boudhraâ ) . We employed this methology and put it to the test in a totally different geographic context (French Brittany region) in order to check its genericity. Following a 'top-down' approach (Klemeš ;
Sivapalan et al. a), we introduced complexity from the treatment of real runoff events which allows the limits of the methodology's simplifying assumptions to be identified.
DATA AND METHOD
A geomorphology-based model 
where L is the mean hydraulic length of the basin and t i the rise time of the runoff event i. The mean velocity for each basin is then calculated to provide a constant velocity over time and space. In this approach, estimation of channel flow velocity requires runoff measures. These data are not available in ungauged basins, but in this study we do not address the challenge of estimating velocity in ungauged basins. As runoff measures were available for each basin, we calibrated a velocity using runoff data for each basin.
Assuming a linear and time invariant basin response, each impulse of net rainfall vector R n ½m is spread over time t½s according to the unit hydrograph pdf(t) ¼ TF(t) in order to estimate the discharge at the outlet Q½m
This calculation is made by the following convolution:
where S½m 2 is the basin's surface area. When used in previous studies (Cudennec et al. , ; Rodriguez et al. ) , this approach was able to handle spatio-temporal variability well.
Principle of deconvolution and hydrograph transposition
This study aimed to transpose streamflow hydrographs from a donor basin to a receiver basin. Simulation is 
Basins studied and transpositions tested
Six gauged basins were studied in Brittany, France 
Net rainfall estimation
Deconvolution aims to determine the net rainfall vector series R n that best reconstitutes the observed outflow vector series Q obs according to the model given by 
Equation (2). It is an inverse problem (Tarantola & Valette
; Menke ) that consists of minimising the following:
where R ap n is initialising a priori information about the vector sought, C 
Performing this deconvolution is based on: (1) assessing errors related to the Q obs and R ap n data that need to be parameterised, assuming that errors are 0-centred Gaussdistributed, and (2) initialising via a priori assessment of the R ap n parameters sought.
Prediction accuracy
Prediction accuracy was assessed with three criteria. The first one is the Nash-Sutcliffe efficiency (NSE) criterion calculated for annual simulations and runoff-event simulations (Equation (5)).
where P and O are predicted and observed runoff values, respectively. The second and the third criteria are calculated for runoff-event simulations only. It is the absolute differences in specific discharge ΔQ and the absolute temporal difference ΔT between predicted peak flow and observed peak flow. These two criteria are added in order to put the NSE into perspective which can decrease largely simply because of a lag translation or an homothetic ratio (Moussa ).
Three additional simulations were performed to appreciate the effect of the inversion.
The first assessed robustness of the deconvolution: net rainfall estimated by hydrograph deconvolution was convoluted onto the same basin, enabling accuracy of the donor basin's net rainfall to be checked before transposing it to a second basin.
The second was performed after transposing estimated net rainfall to the receiver basin. Predicted runoff on the receiver basin was compared to the transposed specific discharge using:
where Q 1 and A 1 are respectively the observed runoff and the area of the donor basin, and Q 2 and A 2 are respectively the observed runoff and the area of the receiver basin.
The third was performed with 'virtual runoff events'. (Table 1) .
Annual runoff simulations
When compared to a control simulation based on transposed specific discharge, median NSE values of the eight annual simulations for transposed specific discharge had high NSE values between basins of similar size (Table 2) .
These results were sometimes more accurate than when inversion was used (e.g., simulation from FG to FP). However, prediction accuracy of specific discharge Q spec decreased as the difference in size between donor and receiver basins increased (e.g., simulations from FG to EG). Even though prediction accuracy differed at an 8-year scale compared to a 1-year scale, the previous conclusion about scale-independent quality of the model is still valid.
For example, despite a large size difference between CN (donor) and EG (receiver), runoff predictions fit observed runoff well throughout the year (Figure 4(a) ). In contrast, between CQ (donor) and FG (receiver), simulation consistently overestimated runoff, especially between runoff events, which may illustrate differences in their characteristics that produce runoff (Figure 4(b) ). The latter result emphasises the need for a better understanding of the hydrological similarity between the donor and the receiver basin in order to be able to predict and/or improve the accuracy of each transposition. Indeed, the methodology allows us to go beyond the challenge of transposing hydrological measures between small and large basins, relatively, to each other. Moreover, for a given pair of basins, NSE values varied depending on which basin was considered to be the donor. For instance, in contrast to FG, CN gave more accurate predictions as a donor than as a receiver.
However, the same results were observed on the Q spec transposition which allows the conclusion that this was not due to the inversion calculation. This result was also noticed at a runoff-event time scale, but where multicriteria evaluation of simulations allows the reason to be dealt with in depth.
Runoff-event simulations
From a general overview of the NSE, the efficiency of the runoff simulations is much lower at an event time scale (Table 3 ) than at the annual scale (Table 2 ). This analysis can be related to the fact that annual efficiency qualifies (Figure 5(a) ), and from the look of Q spec transposition which described better timing of the peak, it seems that the runoff characteristic of the donor basin would have helped to estimate this velocity. If this is true between those two nested basins, this is however far from the truth when basins' size difference increased as important delays are observed using Q spec transposition ( Figure 5(b) ).
In this way, the reason for the benefit of the model is highlighted by the fact that the model is able to consider the receiver's own channel flow velocity.
However Nevertheless, from the look of the NSE criteria differences are observed, and this can be explained by the mathematical formulation of the NSE criteria where observation and simulation vectors cannot be switched (cf. Equation (5)).
For this reason, as opposed to ΔT and ΔQ, the NSE criteria cannot be used to check the reciprocity of simulation quality when donor and receiver roles are switched. When focusing on ΔT and ΔQ to check donor and receiver role reciprocity, some differences of simulation efficiency were observed when using the model but not when using Q spec simulations.
This allows the conclusion that deconvolution/convolution calculation introduces a bias in the donor and receiver role simulation's efficiency reciprocity. This bias is very low from the look of ΔT but can be relatively important when looking at ΔQ (e.g., ΔQ 
