This paper introduces our developed noise robust speech communication techniques and describes its implementation to a smart info-media system, i.e., a small robot. Our designed speech communication system consists of automatic speech detection, recognition, and rejection. By using automatic speech detection and recognition, an observed speech waveform can be recognized without a manual trigger. In addition, using speech rejection, this system only accepts registered speech phrases and rejects any other words. In other words, although an arbitrary input speech waveform can be fed into this system and recognized, the system responds only to the registered speech phrases. The developed noise robust speech processing can reduce various noises in many environments. In addition to the design of noise robust speech recognition, the LSI design of this system has been introduced. By using the design of speech recognition application specific IC (ASIC), we can simultaneously realize low power consumption and real-time processing. This paper describes the LSI architecture of this system and its performances in some field experiments. In terms of current speech recognition accuracy, the system can realize 85-99% under 0-20 dB SNR and echo environments.
Introduction
Smart systems have been recognized as sophisticated, intelligent, and advanced systems. One of them, a smart humaninterface system, is embedded with a high accuracy speech recognition module. Such a smart info-media system can support the next generation products in the near future.
Speech recognition modules have been embedded into smart home electronics, smart mobiles, smart cars, and smart multi-media entertainment systems. By using speech recognition, a sophisticated human interface can be realized in any system and has compensated for a certain number of digital divide problems. The development of speech analysis and recognition has a long history, and thus some high performance speech recognition technologies have already been implemented [1] - [7] .
One current speech recognition system consists of a flame-based phonemes speech recognition and language model [2] - [7] . As another speech recognition approach, a phrase based speech recognition has been also explored [8] - [19] . Compared with the system with the flame-based phonemes speech recognition and language model, the phrase based speech recognition can provide higher recognition accuracy in various noise environments. On the other hand, it requires high calculation cost and many training databases for all target speech phrases. By using an efficient LSI design for a speech recognition system, the authors have been able to realize real-time speech recognition with low power consumption even although the total calculation cost becomes high [8] , [11] , [13] , [17] . As advanced technology using the above phrase based speech recognition techniques, a speech communication system has been proposed, and this paper presents an overview of this system and its performance. The speech communication system consists of voice activity detection (VAD) under noisy conditions, noise robust speech recognition, and noise robust speech rejection mechanism. The embedded speech communication module recognizes all target speech phrases with high recognition accuracy where non target speeches are automatically rejected. The smart robot system can answer only for the target speech phrases. In terms of recognition accuracy, the system can realize 85-99% under 0-20 dB SNR and echo environments.
In addition to these methods, this paper presents also the architecture of this speech communication system. The LSI hardware has been implemented into a small robot system as a smart info-media robot system. This system adds the whole speech communication system above, a speech synthesizer, and some controllers to intelligent home electronics.
Speech Communication System
To design an automatic speech recognition (ASR) system suitable for real environments, we have to consider first the conditions under which the designed ASR may efficiently work. As one important condition, the types of noises and their amplitudes should be described. In addition to white noise, any various colored noises are considered, i.e., factory noise, car noise, home electronics noise, city sounds, street noises, speech noises, etc. Depending on such various noise characteristics and their amplitudes, the performance of the ASR drastically changes. For example, some ASRs can barely recognize any speech outdoors although they can almost perfectly recognize speech in all silent rooms.
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The condition of the microphone should be also described carefully as prior information. The speech waveform recorded through an AD converter has different properties when the distance between speaker's mouse and the location of microphone is changed. In particular, some conventional ASRs can only recognize a speech waveform with an attached microphone whose distance may be around 5-10 cm. In other words, it is quite difficult for these ASR systems to recognize speech by using a short distance microphone whose distance is 10 cm-3 m and a long distance microphone whose distance is 3-5 m.
The conventional ASR assumes normally (1) 20 dB white noise, which indicates silent rooms, and (2) an attached microphone, which indicates short distance. However, when we consider an embedded ASR system, e.g., ROBOT with ASR, many poor surroundings and long distance conditions should be considered. In case of an exhibition room, out-door, and general house environments, the SNR should be always lower than 20 dB. In case of freehands and general human communications, the 10 cm-5 m distances should be also considered. Our developed ASR can recognize speech under the above various conditions accurately. The concrete conditions used in our development are considered as (1) white noise, speech noise, and factory noise with 5 dB SNR, (2) an echo environment less than 150 ms, and (3) medium distance (< 5 m) from a microphone.
To keep the highest performance of ASR, our system only recognizes the set of selected phrases. In other words, any other words and phrases except target speech are rejected by our system. In Fig. 1 , the overview of our speech communication system is described. The system consists of automatic speech waveform detection, i.e., automatic voice activity detection (VAD), automatic speech recognition (ASR), and automatic speech rejection. The total system has been designed with hardwire and it has been realized by an LSI system. Using this LSI system, we can realize our speech communication system with real-time processing and low power consumption.
Noise Robust Processing
Several noise robust processes are implemented into automatic speech detection, recognition, and rejection. For the introduction of these techniques, a running spectrum domain should be explained first. Figure 2 shows the example of speech waveform and its mel-spectra on the running spectrum domain.
An observed speech waveform is divided into several frames. For each frame, Fourier power spectrum and/or cepstrum are calculated. In Fig. 2 , mel-spectra are described. On the running spectrum domain, the time varying characteristics are well depicted, and thus these properties are used for speech processing. Note that the vertical axis indicates the index of frame and the horizontal axis indicates the frequency components of mel-spectra.
In the automatic speech detection, both band-pass filtering and fundamental frequency detection have been implemented. By using band-pass filtering, only the frequency band including high energy components of speech is selected. The noises whose frequency components are located out of the above frequency band are reduced. After BP filtering, the time locations including high-energy components of speech are selected. In addition, the estimates of fundamental frequencies are also used for this selection at the same time. Since the average energy at the fundamental frequency is normally higher than noise energy even under noisy conditions, the results on the fundamental frequency estimates contribute the high accuracy of automatic speech detection.
In ASR, we have to carefully consider how to reduce various noise effects and at the same time how to hold all important speech characteristics. In recent years, many robust speech recognition have been developed [20] - [32] . In some of these methods, the noise reduction may not be sufficiently obtained, and prior information is also required. To improve on the conventional methods, we have developed Running Spectrum Filtering (RSF) with Dynamic Range Adjustment (DRA) for our speech communication system [8] - [19] .
As the post-processing module in the developed speech communication system, the robust noise/speech rejection technique has been implemented. The basic idea is based on that of many other conventional ones. In other words, the likelihood values calculated from all Hidden Markov Models (HMM) are evaluated for this rejection. Figure 3 shows two simple examples. It shows the values from the maximum to the lower likelihoods given by HMMs. In the left-hand side graph, the maximum value is noticeably larger than others. This means the HMM whose indicates the maximum value definitely fits the Mel Frequency Cepstral Coefficient (MFCC) data given from an observed speech. The recognition result from the label of this HMM can be trusted. On the other hand, if the maximum likelihood value is similar to the next large value in Fig. 3(b) , it may be difficult for this system to recognize whether the label of the HMM whose likelihood becomes the maximum is correct or not.
Although the basic idea above is simple and conventional, such an ideal case is almost never obtained under various noise conditions. The advanced criteria from the above consideration are depicted in Fig. 4 .
The noise robust speech rejection method used in this system has several criteria. The criterion of "Tendency" has already been explained in Fig. 3 . If the values from the maximum to the minimum are defined as M 1 , M 2 , M 3 , ..., the criterion of "Tendency" calculates M 1 − M 2 , and then its value is evaluated. In other words, if the value of M 1 − M 2 is larger than a threshold, it becomes valid. Otherwise, it is invalid. In addition, the criteria of "Maximum Score", "Ratio", "Square of Ratio", "MFCC Cluster", and "Group Evaluation of MFCC Cluster" show the following meanings: are several similar pronunciations, e.g., "denki" and "genki", and the others come from different pronunciations. The cluster that has phrases with similar pronunciations should be evaluated by using levels on criteria different from others. 5. Group Evaluation of MFCC Cluster: Even if we evaluate the criterion of "MFCC Cluster", there are still slightly different properties between male and female among them. This criterion is applied when the above criterion of "MFCC Cluster" does not indicate clear difference.
For each HMM and its phrase label, the above criteria are applied, and all required thresholds are automatically trained by using all training speech databases.
Noise Robust Techniques in Speech Recognition
This section explains our proposed noise robust methods: Running Spectrum Filtering (RSF) and Dynamic Range Adjustment (DRA).
Running Spectrum Filtering (RSF)
Speech sounds usually change as time progresses. On the other hand, some noise components do not change radically. Therefore, when such time-varying components can be held and time invariant components are reduced, these noises are finally reduced.
If we use modulation spectrum domain (MSD), the above rhythm can be represented separately [9] , [12] , [19] . Figure 5 shows the relationship between running spectrum domain (RSD) and MSD. In the running spectrum domain, the time trajectory at a specific frequency is obtained by tracing its values at each flame. From the time trajectory, we can obtain a modulation spectrum by applying DFT to this trajectory.
It has been reported [9] , [12] , [19] , [28] that speech components in MSD are dominant around 4 Hz, i.e., 1-6 Hz, and the range from 0 to 1 Hz and beyond 7 Hz can be regarded as noise. Therefore, speech components can be extracted by applying the band-pass filtering with 1-6 Hz on RSD.
Relative Spectral Transform (RASTA) is a well known method focusing on the modulation spectrum. RASTA employs IIR band-pass filters and removes noise components. However, IIR filters cause phase distortion. On the other hand, RSF employs FIR filters instead of IIR filters. This makes RSF stable and free from phase distortion. However, RSF requires high-order FIR filters to realize sharp modulation frequency cut-off, and such high order of FIR filters causes many delays. For example, to realize the modulation frequency properties of RSF shown in Fig. 6 , 240 taps are required. Then, the required length of non-speech periods l[sec] before and after the input speech is given by l = the number of taps * frame-shift 2 * sampling rate .
Dynamic Range Adjustment (DRA)
The dynamic range of cepstrum indicates the difference between the maximum and the minimum values of time varying cepstral trajectory over frame axis. The dynamic range of speech energy drastically changes under additive noises. It causes the decrease of cepstral dynamic ranges. As a result, the speech recognition performance is seriously damaged under noise conditions since both the maximum and the minimum values play important roles as the characteristics of speech and are corrupted by noise. Figure 7 shows the distributions of the dynamic ranges and proves that dynamic range is usually reduced by additive noise even if RASTA or RSF is applied. The baseline in Fig. 7 indicates the difference between the dynamic range of clean speech and its noisy speech. On the other hand, the RFS/DRA processing in Fig. 7 shows how it compensates for these differences. DRA normalizes amplitudes of a speech feature vector with the maximum amplitude. In DRA, the amplitude of a cepstrum is adjusted in proportion to its maximum amplitude asf
where f i (n) denotes an element of the time varying cepstrum trajectory, m denotes the dimension and n denotes the frame number. By using (2), all amplitudes are adjusted into the range from −1 to 1. With DRA/RSF, speech analysis is refined as shown in Fig. 7. 
Multi-Conditions Based HMM
By using 4.1 and 4.2, the noise robust technique effective against various noise sources can be obtained in our system. However, to realize a robust echo technique, an additional approach must be developed and implemented in the stage of HMM training. When we consider the differences between the features of speech sounds without echo and with any echo situations, their characteristics are changed. Accordingly, if HMM is well trained by using many speech databases but no echo speech database, it cannot recognize speech under echo conditions. However, if the HMM is trained by simultaneously using a speech database without echo conditions and another database with echo conditions, HMM can calculate accurately the likelihood even for an echo speech waveform.
Although there are many echo conditions (e.g., small echo (1-2 msec), medium echo (100-300 msec), and strong echo (500 msec and more)) the echo robust training can be sufficiently completed only when some typical echo conditions are applied in its training. In our developed system, an echo speech database is created from echo free speech data with 150 msec echo model. By using these echo free and echo speech databases, all HMM are trained in our system.
LSI Design of Speech Communication System
As another important property in human-machine interface, a response time should be considered. When a general human interaction is observed, 100-200 msec responses can keep a real-time response. In other words, if the system can answer a user within 200 msec, a user feels its response is in real-time. Compared with other real-time processing (i.e., parallel/pipeline computer, wireless communication, and multi-media machine to machine communications), the time period of 200 msec seems to be long, and thus such systems are not difficult to design. However, a system with simultaneous low power consumption and real-time processing is complicated to design.
To realize both low power consumption and real-time processing, we have developed a full custom LSI for our speech communication system. Figure 8 shows a block diagram of it. The architecture consists of a HMM calculation module, a noise robust processing module, and a MFCC calculation module. In addition, the master and slave connections are given through BUS CONTROL, and thus several of the same LSIs can be connected in a system. The first designed LSI was fabricated with Rohm CMOS 0.35 µm. It can respond with its recognition result within 0.180 msec/phrase, 10 MHz clock, and 93.2 mW power consumption where 1,000 phrases are recognized by using this LSI. When this LSI is applied to a product, the recognition results for 1,000 target phrases can be obtained in 180 msec. Real-time processing has been realized for 1,000 target phrases. By using parallel connections of these LSIs, the system can recognize more than 1,000 phrases within the same response time. The specifications are as follows:
1. Phrase ASR system where a maximum of 1,000 phrases can be registered. 12 mm. Figure 9 shows the total system, which includes a speech communication system, several interfaces, and a microphone. The results of the field experiments using this evaluation board are shown in Fig. 10 .
In these experiments, the microphone distances are 30 cm, 60 cm, and 90 cm where these distances are generally required from many users. The total number of phrases is 15. Its number seems to be quite small. However, some users who want to apply such developed ASR for a command speech input interface, request a small number of phrases. For the experiments on echo robustness, the conditions were a meeting room 6,400 mm × 3,200 mm × 2,400 mm, an elevator 1,800 mm × 1,500 mm × 2,300 mm, and the stairwell of the 12th floor of an office in a concrete building. For the experiments of noise robustness, the conditions were a parked four-door sedan car with closed windows, a four-door sedan car driven at 80 km/h with open windows (120 mm), and a four-door sedan car driven at 80 km/h driving with closed widows and the radio turned on (FM broadcasting). Note that the four speakers for a car radio system were located in the front and the rear. Figure 10 shows the performance of the embedded ASR system. For all conditions, the current system can show high accuracy.
For the total performance in echo and noise conditions, the developed ASR system can realize 93.0% correctness (speech recognition accuracy and rejection accuracy). As an additional experiment, our system was also evaluated in the conditions of a moving small ship. The noisy level was around 80 dB, and it was difficult for us to talk even to each other under its noisy level. In this condition, 82.7% correctness was obtained. When we use this system in exhibitions, the system can recognize almost all words under the condition of 70-75 noisy level and 2-5 m microphone distance.
Speech Communication Module Embedded Smart Info-Media System
The speech communication module shown in Fig. 9 was embedded into the small robot shown in Fig. 11 . The total system of this small robot was designed by Raytron [33] . The two microphones at the ears of this robot are integrated, and thus sounds from in front of this robot are mainly recoded and analyzed. This robot is named Chapit, and its completion was announced in late 2007. It can currently recognize only 300 words. However, a user can say any words to Chapit within 30 cm-5 m distance and 5-30 dB noisy/echo conditions, and then it answers for the registered phrases. Its interface style seems to be quite similar to human-to-human communications. However, this interface is new to human-to-robot communications.
Conclusion
This paper introduced a speech communication system. It can provide high-accuracy speech recognition under noisy and echo conditions. The robust techniques are implemented into automatic speech detection, recognition, and rejection. In terms of current speech recognition accuracy, the system can realize 83-99% under 0-20 dB SNR and 150 msec echo environments.
The smart system has many meanings, and the advanced speech communication is regarded as a smart human interface system. The speech communication technology in this paper approaches human speech recognition ability from the viewpoint of the sound processing level. However, this technology needs to be integrated with intelligence processing and language processing levels. This will help to advance smart info-media systems.
