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ABSTRACT
This paper demonstrates the application of Kriging based approximations to the aerodynamic
shape optimisation of a transonic compressor rotor where multiple ﬁdelities of analysis are
available. An extension to the co-Kriging method is implemented, and attention is paid to the
efﬁcient construction of the approximate models. The initial data sample within each level of
the model is selected using space-ﬁlling designs, and the covariance structure of the co-Kriging
models is obtained using a maximum likelihood estimation based on gradient optimisation with
adjoint functions. An efﬁcient leave-one-out cross-validation method is used to estimate model
accuracy and is used to guide initial model reﬁnement.
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INTRODUCTION
The performance of turbomachinery components is often assessed at the design stage using high-
ﬁdelityReynolds-AveragedNavier-Stokes(RANS)computationalﬂuiddynamicssolvers. Suchsolvers
are computationally expensive in nature, and their use in design optimisation becomes infeasible for
large design problems given a limited computational budget. This paper addresses the aerodynamic
shape optimisation of a transonic compressor rotor on a limited computational budget.
Kriging response surface models of the rotor performance measures are used as an inexpensive ap-
proximation in place of direct solver calls. Kriging has found extensive use in the aerospace industry,
providing a highly ﬂexible method capable of representing complicated responses (Forrester et al.,
2008). Given a strict computational budget, any global optimisation framework based on Kriging
models must be able to cope with potentially sparse data sampling and high problem dimensions.
Computational Fluid Dynamics (CFD) simulation codes can often be run at different levels of
complexity both in terms of the mathematical model being used, and in terms of the resolution of the
computational grid. For example, a high-ﬁdelity, slow solution can be obtained on a ﬁne grid and a
low-ﬁdelity solution with a much faster computation time can be obtained on a coarse grid. Here,
a multi-ﬁdelity co-Kriging method based on the auto-regressive model of Kennedy and O’Hagan
(2000) is described, where response surface models of the high-ﬁdelity function are constructed from
a combination of computationally expensive high-ﬁdelity data and cheap low-ﬁdelity data. Global
response surface accuracy is improved by correlating densely sampled low-ﬁdelity data with sparsely
sampled high-ﬁdelity data. Strategies for updating the Kriging models with new designs are outlined,
1and are designed to maximise both rotor performance, global response surface accuracy and usage
of the available parallel computing resource. The aerodynamic shape optimisation of a transonic
compressor rotor is used to demonstrate the methodology.
CO-KRIGING WITH TWO LEVELS OF ANALYSIS
Co-Kriging has been used for some time in the area of geostatistics as a multivariate method for
the joint estimation of multiple output variables, which incorporates both spatial and intervariable
correlation (Chiles and Delﬁner, 1999). In the current problem, the estimation of the output of the
expensive function is required, given data at two levels of ﬁdelity. The following assumption is made
about the two ﬁdelity levels
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where Yc is the cheap model and Ye is the expensive model. This is a Markov property, which implies
that, at a sample point, no more can be learnt about the expensive function from the cheap function if
the data of the expensive function is known at that point. To construct a co-Kriging model, the auto-
regressive formulation of Kennedy and O’Hagan (2000) is used, which approximates the expensive
function as the sum of the scaled cheap function realization, and a Gaussian process Yd representing
the difference between the expensive function and the scaled cheap function
Ye(x) = Yc(x) + Yd(x) : (2)
The classical Kriging approach assumes that the observed data attribute
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Z is the residual process variance, and the lag h = x(i)   x(j). On assuming a constant mean
model, the best linear unbiased predictor (BLUP) is given by
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where r(x) = [R(x(1);x); ;R(x(n);x)]T and C is the correlation matrix (Chiles and Delﬁner,
1999). The prediction variance can be determined as follows
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The reinterpolation method of Forrester et al. (2008) can be used to to obtain a noise-free Kriging
prediction which includes a component modelling the simulation error. The predictions of the noisy
Kriging model at the data sample locations ^ Y(X) are used as the data attribute in a noise-free Kriging
model, the predictor of which is given by
^ yr(x) = ^  + r
TR
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The prediction variance is given by
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The prediction variance now reduces to zero at the sample locations, conforming to the deterministic
nature of the sample data. Initially, it is assumed that both the cheap and expensive observations are
2subject to input independent random noise, c and e, respectively. However, the aim is to correlate
only the underlying features of the cheap function with those of the expensive function, rather than
one which is “corrupted” by noise c. The random ﬁeld describing the expensive function is con-
structed as the scaled sum of the noise-free cheap function model Yc;r = mc;r +Zc;r, obtained via the
reinterpolation method, and a difference process Yd
Ye(x) = Yc;r(x) + Yd(x) : (9)
Different correlation structures are permitted at the two levels, thus the data covariance matrix is
constructed from component matrices as follows
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The BLUP for the expensive model is given by
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The expensive function prediction variance is determined as follows
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Constructing Kriging models for the cheap and expensive function data
The cheap function data Yc is considered to be independent of the expensive function data Ye,
so the Kriging models for each function can be constructed in a separate manner. The covariance
structure of the cheap function random process Zc is estimated from the cheap sample data using
maximum likelihood estimation. The correlation used here is of the form
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where  is a width parameter controlling the spatial extent of a sample point’s inﬂuence, and p is a
parameter controlling the local smoothness. The 2d hyperparameters c  (c;pc) are then estimated
by maximising the concentrated log likelihood function given by
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The generalised least squares estimates of the residual process variance and the regression model
coefﬁcients are given by
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The computational cost of hyperparameter optimisation can become signiﬁcant for high dimensional
problems and large data samples. A gradient-based approach is advocated here, where derivatives
3of the likelihood function are obtained in an efﬁcient manner via adjoint methods. Standard analytic
methods can be applied to obtain the derivatives, but Toal et al. (2009) have demonstrated that the
adjoint formulation provides a more efﬁcient method. The approach taken here is to apply reverse
algorithmic differentiation to the original concentrated log likelihood function by handcoding, as
opposed to simply applying reverse mode automatic differentiation software to the original computer
code. Highly efﬁcient adjoint routines are obtained at a higher level by using well known matrix
derivative results in numerical linear algebra (Giles, 2008). The reverse algorithmic differentiation of
the likelihood function yields the adjoint correlation matrix given by
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The chain rule is then used to obtain the likelihood derivatives with respect to the hyperparameters of
the correlation function giving
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If a noise model is included, 2d + 1 hyperparameters   (;p;) must then be estimated, where
 = ^ 2
=^ 2
Z is the noise parameter. The computational cost of evaluating the adjoint likelihood function
is independent of the number of hyperparameters and is around twice that of evaluating the standard
likelihood function (Toal et al., 2009). The covariance structure of the difference process is also
estimated via maximum likelihood. The scaling parameter  is obtained together with the 2d + 1
correlation hyperparameters by optimising the concentrated log-likelihood function for the difference
model given by
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The likelihood derivative with respect to the scaling parameter is given by
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Efﬁcient cross-validation
In the absence of an independent data sample subset, assessment of the Kriging model accuracy
is often based on a leave-one-out cross-validation. The kriging predictor for the left-out data point
is usually found by solving a new Kriging system using the remaining n   1 data points. However,
Dubrule (1983) showed that the new predictor can be obtained directly from the inverse of original
Kriging system matrix. An efﬁcient leave-one-out cross-validation method can be obtained which
reduces the typical computational cost from O(n4) to O(n3). The Kriging system block matrix and
it’s inverse are given by
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
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B S
ST W

; (21)
noting that Q = 1c for the cheap function Kriging model. The elements of K 1 are obtained using the
blockwise matrix inverse lemma, and the cross-validation estimates of the prediction error are given
by
e
? = Y   ^ Y
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where D
 1
B is a diagonal matrix with entries dii = 1=bii. This method takes into account the effect of
estimating the regression coefﬁcients. Cross-validation estimates of the prediction variances are given
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Figure 1: Meridonal views of the cheap and expensive model computational meshes.
by ^ 2?
^ yi = ^ 2
Zdii. Several metrics for assessing the Kriging model accuracy may then be formed, the
most pertinent being the root mean squared cross-validation error, the root mean squared standardised
cross-validation error and the Pearson correlation coefﬁcient, given respectively by:
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MULTI-FIDELITY OPTIMISATION WITH CO-KRIGING MODELS
In this section we consider the problem of aerodynamic shape optimisation of a transonic com-
pressor rotor. The co-Kriging model is applied to data from three-dimensional viscous ﬂow solutions
for NASA compressor rotor 37, a popular public domain testcase (Reid and Moore, 1978). To ob-
tain multi-ﬁdelity data, ﬂow solutions on two computational grids were obtained using a non-linear,
unstructured viscous ﬂow solver, HYDRA (Lapworth and Shahpar, 2004). The Reynolds-Averaged
steady Navier-Stokes (RANS) equations with the Spalart-Allmaras turbulence model were solved.
Convergence to steady-state was accelerated by employing a multigrid algorithm with precondition-
ing. A four-level multigrid was used for the examples here. A multi-block meshing system PADRAM
was used for the geometry parameterisation and meshing (Lapworth and Shahpar, 2004).
Methodology
The cheap data was obtained using a coarse mesh model, shown in Fig. 1a, consisting of 240000
nodes, whilst the expensive data was obtained using a ﬁne mesh of 740000 nodes, shown in Fig. 1b.
The tip gap in both models was gridded with six mesh layers. In addition, the expensive model geom-
etry included a 2.5mm radius ﬁllet at the hub as per the original test geometry (Dunham, 1998), and a
stationary platform which abuts the hub without a gap. Note that, in the original test geometry there is
a 0.75mm gap at either end of the rotating hub separating it from the stationary platform, which is not
modelled here. Several authors (such as Shabbir et al. (1997)) have shown that the presence of the hub
cavities (either with or without a net leakage ﬂow) can improve the predictions of rotor 37. The rotor
characteristics of the datum ﬁne mesh solution are compared with the published experimental results
in Fig. 6. The numerical result for pressure ratio agrees well with the experimental data, but the
efﬁciency is underestimated by 2–3%. The same underestimation has been noted in previous studies
(Dunham, 1998; Samad and Kim, 2008). The radial proﬁles are compared in Fig. 5, and highlight the
discrepancy in pressure ratio in the hub region attributed to the gap-ﬂow. The efﬁciency is generally
underestimated in the region from mid-span to tip.
The design space was deﬁned by 28 parameters, which included 5 types of design perturbations:
sweep, lean, skew, leading and trailing edge re-cambering. Each type of design pertubation was
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Figure 2: Optimisation strategy based on Kriging response surface methods.
applied at 5 locations along the blade span (20%, 40%, 60%, 80% and 100% of blade height). In
addition, skew, leading and trailing edge re-cambering were allowed to vary at the blade root. The
spanwise variation of the design pertubations was interpolated using NURBS.
The aim of the optimisation was to maximise the stage isentropic efﬁciency  of the rotor at the
working conditions (97.67% choke massﬂow, 100% engine speed), whilst minimising the variation in
the stage pressure ratio Pr = Poutlet=Pinlet to within 1% and massﬂow rate _ m to within 0.5% of the val-
ues of the datum rotor geometry. The optimisation strategy, as outlined in Fig. 2, is derived from the
Efﬁcient Global Optimisation method of Jones et al. (1998). Starting with a space-ﬁlling Optimised
Latin Hypercube DoE, Kriging models of the objective and constraints are tuned and constructed,
the Kriging models are used in extensive global searches to obtain new design locations which are
then evaluated in parallel. The evaluated designs are then added to the existing database of results,
and the Kriging models are updated. Given a parallel computing resource of NNODES nodes and a
total computing budget of NCFD CFD evaluations, a total of  NCFD=NNODES database updates are
available.
The parallelresource isﬁlled ateach updateiteration by NNODES new CFDsimulations, the design
locations of which are obtained by using a number of criteria listed in order of preference in Fig. 2.
An unconstrained search of the Constrained Expected Improvement (CEI) criterion is the preferred
method for selecting new design locations (Forrester et al., 2008). In the event that no new design
locations are found and the parallel resource is not yet ﬁlled, the Kriging model predictions are used
in a constrained search of the design space. The next search undertaken is an unconstrained search
of the Kriging model errors, where the Kriging error estimate ^ 2
^ y is maximised to ﬁnd the location of
maximum uncertainty in the model prediction. Where a number of Kriging models are being used, the
model with the lower cross-validation correlation coefﬁcient R2? is given preference. If the parallel
resource is still not yet ﬁlled, new design locations are selected at random, with the condition that
they must not coincide with existing designs within the database.
When a new design location is found the response values are imputed, penalised using a statistical
6bound ^ y^ 2 (Forrester et al., 2008), added to the database of results and used to construct the Kriging
models without re-tuning. Searches for further design locations will be diverted away from locations
previously found within the current update iteration. This avoids the clustering of points around just
one promising location, allowing other promising areas of the design space to be explored effectively.
Once the new designs have been evaluated by the CFD software, the imputed response values are
replaced by the actual values. In the event of any CFD evaluations failing, the failed designs are
imputed and maintained in the database of results. Doing this avoids stalling the optimisation process
and further searches are diverted away from regions where CFD solutions are failing. For consistency,
the Kriging models are only tuned using actual response data, and any failed points are re-imputed
before the Kriging models are constructed at each update iteration.
For the current rotor optimisation, a strict computational budget of NCFD = 160 CFD evaluations
is prescribed, with a parallel resource of NNODES = 10 compute nodes made available. To provide
a comparison, an optimisation based upon standard Kriging models is undertaken in addition to an
optimisation based on multi-ﬁdelity co-Kriging models. The parallel computing budget for the multi-
ﬁdelity optimisation is split between the cheap and expensive model CFD evaluations. Given that
the cheap model has a computational cost of around one third that of the expensive model, 5 nodes
are allocated to evaluate 15 cheap model CFD solutions, whilst 5 nodes are allocated to evaluate 5
expensive model CFD solutions. For the initial DoE, an optimal Latin Hypercube DoE of 15 points
is deﬁned and used for the cheap model design locations. The 5 design locations for the expensive
model are selected as a space-ﬁlling subset of the original 15 points (Forrester et al., 2008). At each
update iteration, the cheap model is evaluated at the same design locations as those found searching
the co-Kriging model of the expensive data. The remaining 10 design locations for updating Kriging
models of the cheap data are obtained by searching the cheap Kriging model errors ^ 2
^ yc. The total cost
per update iteration is then equivalent to 10 expensive model CFD evaluations.
Results
The results of the two optimisations are summarised in Table 1. The design obtained using stan-
dard Kriging models provided a 1.79% improvement in efﬁciency, whilst satisfying the constraints.
This is in line with previous optimisation studies (Samad and Kim, 2008). The design obtained using
multi-ﬁdelity co-Kriging models provided a 2.34% improvement in efﬁciency, whilst satisfying the
constraints. A large proportion of cheap model CFD runs failed to converge due to the sparse mesh,
but by imputing the response values, the failures did not adversely affect the optimisation progress.
By comparing the cross-validation error metrics it can be seen that the multi-ﬁdelity co-Kriging mod-
els provide a much improved estimation of the responses, in particular the constraint responses, which
were estimated quite poorly by the standard Kriging models. The isentropic Mach number surface
distributions for each design are compared in Fig. 3. The near-hub and mid-span distributions are
similar, but the near-tip distributions show the shock is reduced and is moved towards the trailing
edge on the optimised designs. Some blade sections along the span are compared in Fig. 4 along
with the 3D geometry. On average over the blade span, both blades are swept backward in the ﬂow
direction, but the multi-ﬁdelity design has a more non-uniform radial proﬁle with a stronger back-
ward sweep at the tip. Both exhibit lean at the mid-point away from the direction of rotation, but
vice versa towards the endwalls. The multi-ﬁdelity design exhibits a slightly more aggressive radial
twist due to the skew of the blade sections changing gradually from the direction of rotation at the
hub to the opposite direction at the tip, further delaying the shock in the tip region (and the resultant
ﬂow separation). Radial proﬁles of the pressure ratio and efﬁciency are shown in Fig. 5. The design
obtained using multi-ﬁdelity Kriging models provides improvement in efﬁciency from 10% to 80%
blade height, whilst the design obtained using standard kriging models shows improvements from
30% to 80% blade height. The general backward sweep, forward lean nature of the designs found
7RSM % failed Response % datum RMSE
? RMSSE
? R2?
Standard 3.1  1.79 0.0065 1.12 0.67
Pr -0.84 0.1636 1.14 0.025
_ m 0.2 0.2865 1.4 8.6e-5
Multi-ﬁdelity 3.9 (39.8)  2.34 0.0022 (0.0026) 0.91 (0.96) 0.93 (0.97)
Pr -0.98 0.0014 (0.0041) 0.92 (0.95) 0.99 (0.95)
_ m 0.27 6.4e-4 (0.0021) 0.87 (0.93) 0.96 (0.90)
Table 1: Rotor optimisation results and ﬁnal Kriging model error metrics. Cheap function Krig
values in brackets.
(a) 10% span (b) 50% span (c) 90% span
Figure 3: Isentropic Mach number surface distributions at different spanwise locations.  ,
datum;    , standard Krig design;   , multi-ﬁdelity Krig design.
here conforms with the ﬁndings of Benini and Biollo (2007). The full rotor characteristics are shown
in Fig. 6. By plotting the rotor characteristic we ﬁnd that the increase in efﬁciency of the optimised
designs is consistent from choke to stall, however, the designs produce a large change in the choke
massﬂow which is unacceptable from an engineering standpoint. In future, this could be minimised
by implemented a constraint on the variation of the choke massﬂow from the datum, at the expense
of an extra CFD simulation at each design point.
CONCLUSIONS
An optimisation strategy based on multi-ﬁdelity co-Kriging models has been outlined and applied
to the aerodynamic shape optimisation of a transonic compressor rotor. The use of a co-Kriging model
to correlate densely sampled low-ﬁdelity data with sparsely sampled high-ﬁdelity data is found to
outperform Kriging models based on high-ﬁdelity data alone given the same computational budget.
Efﬁcient tuning of the co-Kriging models was achieved by employing likelihood gradients obtained
via adjoint methods. Metrics for assessing the co-Kriging model accuracy were determined from an
efﬁcient leave-one-out cross-validation.
8(a) 10% span (b) 50% span
(c) 90% span (d) 3D geometry
Figure 4: Blade geometries and proﬁle at different spanwise locations.  , datum (left blade);
   , standard Krig design (middle blade);   , multi-ﬁdelity Krig design (right blade).
(a) Pressure ratio (b) Efﬁciency
Figure 5: Radial proﬁles of pressure ratio and efﬁciency for datum and optimised rotor blade
geometries. , experimental data.
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