Three arguments for underspecified representations by Rubach, Jerzy
Studies in Polish Linguistics




University of Iowa / University of Warsaw
Three Arguments for Underspecified 
Representations
Abstract
In classic generative phonology (The Sound Pattern of English, Lexical Phonology) underly-
ing representations and associated rules account for generalizations of two types: alterna-
tion-based generalizations and distribution-based generalizations. This article addresses 
the issue of how distribution-based generalizations are handled in Standard Optimality 
Theory and in Derivational Optimality Theory. The former uses the principle of the Rich-
ness of the Base, the latter relies on underspecification. It is argued that the Richness of 
the Base and the associated principle of Lexicon Optimization are unable to provide an 
adequate analysis of three types of generalizations: Nasal Assimilation in English, Vowel 
Retraction in the process of assimilating borrowings into Polish, and a presonorant voicing 
process called Cracow Voicing.
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Abstract
W klasycznej teorii fonologii generatywnej reprezentowanej przez Sound Pattern of English 
reprezentacje głębokie i związane z nimi reguły fonologiczne odzwierciedlają dwa rodza-
je generalizacji: generalizacje oparte na alternacjach i generalizacje oparte na dystrybucji 
dźwięków. Niniejszy artykuł omawia problem reprezentacji dystrybucyjnych i sposobu ich 
opisu z punktu widzenia standardowej teorii optymalności i derywacyjnej teorii optymalno-
ści. Teoria standardowa wprowadza zasadę wzbogaconej reprezentacji głębokiej (Richness 
of the Base), natomiast teoria derywacyjna – zupełnie odwrotnie – postuluje reprezentacje 
pozbawione wszelkiej redundancji (underspecified representations). Niniejszy artykuł do-
wodzi, że teoria standardowa nie jest w stanie opisać trzech rodzajów generalizacji: reguły 
asymilacji nosowej w języku angielskim, reguły cofania samogłoskowego w języku polskim 
oraz reguły tzw. udźwięczniania krakowskiego.
Słowa kluczowe
fonologia, fonologia polska, derywacyjna teoria optymalności, reprezentacje głębokie w fo-
nologii
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1.  Underspecification in underlying representation: 
Nasal Assimilation
Research in generative phonology has been guided by Postal’s (1968) Natural-
ness Condition stating that underlying representations may diverge from sur-
face representations to the extent motivated by the need to capture phonologi-
cal generalizations. These are of two types: alternation-based generalizations 
and distribution-based generalizations. The former are illustrated by the nega-
tive prefix in- found in English adjectives.
(1) English prefix in-
possible – im+possible [ɪmp]
tolerant – in+tolerant [ɪnt]
complete – in+complete [ɪŋk]
accurate – in+accurate [ɪnæ]
An analysis of these data is uncontroversial in all frameworks of generative 
phonology: the underlying representation of the prefix is /ɪn/, with /n/ because 
[n] occurs before a vowel in inaccurate. The surface alternations between [m], 
[n] and [ŋ] are derived by Nasal Assimilation, a rule or a constraint, depend-
ing on the framework. Assuming Optimality Theory (Prince and Smolensky 
2004; McCarthy and Prince 1995), Nasal Assimilation is stated as an agree-
ment constraint.
(2) Nasal Assimilation (NA)
A nasal and a stop1 must agree in Place.
Executing the demand of NA by, for example, changing /n/ to [m] in imposible, 
/ɪn+p/ → [ɪmp] violates Ident-Pl.
(3) Ident-Pl
   Place on the input segment must be preserved on a correspondent of that 
segment in the output.2
Unlike classic rule-based frameworks, Optimality Theory (OT, henceforth) 
does not write directionality into the statement of NA, the consequence be-
ing that NA is satisfied by both [ɪmp] and [ɪnt] as outputs from the input /ɪnp/. 
Directionality is regulated by a  positional faithfulness constraint (Beckman 
1997; Casali 1997).
1 The term ‘stop’ is used here to refer to plosives and affricates.
2 As argued in Pater (1999), Struijke (2000) and Rubach (2003a), Ident constraints are uni-
directional I(nput) → O(utput), mandating preservation of the input properties, and O(utput) 
→  I(nput), penalizing candidates in which the feature not present in the input occurs in the 
output (addition of a feature).
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(4) Ident-Pl)Onset
   Place on the input segment must be preserved on an output correspond-
ent of that segment in the onset.
The evaluation of impossible is now as follows. We look only at the relevant 




 (a) ɪn.pɑ *!
 (b) ɪn.tɑ *! *
 (c) ɪm.pɑ *
Candidates (5b) and (5c) equally satisfy NA because the nasal and the stop are 
homorganic. The tie between (5b) and (5c) is broken by Ident-Pl)Onset that 
mandates the preservation of Place on the segment that finds itself in the on-
set in the output candidate. This segment is the stop since the syllabification is 
[ɪm.pɑ]. The [m] is in the coda because the putative [ɪ.mpɑ] would violate so-
nority relations in the onset (Jespersen 1904; Selkirk 1982). Candidate (5b) has 
changed Place on the stop (the onset segment) and hence incurs a violation 
of Ident-Pl)Onset. It also violates the generic Ident-Pl.
To conclude, underlying representations and analysis of morphemes exhib-
iting alternations are uncontroversial. This cannot be said about distribution-
based generalizations. The point is illustrated by three processes of American 
English: Aspiration, Vowel Nasalization and Nasal Assimilation.
(3) a. pea [phi:], tea [thi:], key [khi:]
b. lamb [læ᷉m], lend [lɛ᷉nd], sing [sɪ᷉ŋ]
c. camp [kʰæ᷉mp], tent [tʰɛ᷉nt], pink [pʰɪ᷉ŋk]
English voiceless stops are aspirated syllable-initially, so, for example, p is as-
pirated in peak [phi:k] and suppose [sə.pəʰoʊz], but not in speak [spi:k]3 and 
suspect [sə.spɛkt]. Let us assume that Aspiration is the following markedness 
constraint.
(4) Aspiration (Aspir)
Voiceless stops are aspirated syllable-initially.
Aspiration is a  powerful generalization in the sense that it is entirely ex-
ceptionless and has a  clear phonological conditioning. Consequently, no 
3 Technically, [sp-] in speak as well as [st-] in stay and [sk-] in sky violate the Sonority Se-
quencing Generalization (SSG), but English suspends the SSG for [s] plus stop onsets. See Ru-
bach (1997a) and (1999) for discussion.
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phonological theory can afford to ignore it. In its nature, Aspiration is dif-
ferent from Nasal Assimilation discussed earlier. The difference is that As-
piration is not based on alternations. The generalization is purely distribu-
tional. It is simply a fact that all syllable-initial voiceless stops are aspirated, 
which means that the occurrence of aspiration is predictable. Standard OT 
(Prince and Smolensky 2004; McCarthy and Prince 1995) captures distri-
bution-based generalizations by assuming the principle of the Richness of 
the Base saying that constraints do not hold at the underlying level. Techni-
cally, this means that predictable information is accounted for by showing 
that multiple inputs converge on the same output. Looking at Aspiration as 
an example, the input for pea can be either /pi:/ with no aspiration or /phi:/ 
with aspirated /ph/. Regardless of which of these representations is the in-
put, the grammar correctly selects [phi:] as the winner. The correct result is 
obtained if Aspir, the driver constraint, outranks the constraint against as-
piration.
(5) *[sg]: Don’t have the feature [sg]4
The evaluations in (9) demonstrate that both inputs for pea dictated by the 
Richness of the Base yield the same result.
(6) i. /pi:/ → [phi:]
Aspir *[sg]
 (a) pi: *!
 (b) phi: *
 ii. /phi:/ = [phi:]
Aspir *[sg]
 (a) pi: *!
 (b) phi: *
According to the Richness of the Base, the convergence in (9ib) and (9iib) on 
the same winner means that aspiration is predictable.
Classic generative phonology, SPE (Chomsky and Halle 1968) but par-
ticularly Lexical Phonology (Kiparsky 1982, 1985; Booij and Rubach 1987), 
uses underspecification to account for distributional generalizations. This is 
also the tenet of Derivational Optimality Theory (Rubach 2011).5 Used in this 
function, underspecification is guided by what I  call the Contextual Predict-
ablility Principle.
4 [sg], which stands for [spread glottis], is the feature denoting aspiration.
5 The assumptions of this theory are clarified in the next section.
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(7) Contextual Predictablility Principle (CPP)
Phonological information that is predictable from context is not encoded in the 
underlying representation.
Returning to the analysis of aspiration, the CPP predicts that unaspirated stops 
are present in the underlying representation since aspiration is predictable 
from context: the syllable-initial position in pea, tea and key. The evaluation of 
pea is therefore the one in (9i), /pi:/ → [phi:].
Similar reasoning applies to Vowel Nasalization exemplified in (6b), as in 
lamb [læ᷉m]. The distributional fact is that nasal vowels occur only before tau-
tosyllabic nasals in American English (Ladefoged 2001).
(8) Vowel Nasalization (V-Nasal)
Vowels are nasalized before a nasal consonant occurring in the coda.
Nasalized vowels, as in lamb [læ᷉m], lend [lɛ᷉nd] and sing [sɪ᷉ŋ], do not show al-
ternations with oral vowels, so the generalization in (11) is motivated solely by 
distribution: vowels before tautosyllabic nasals are always nasalized, and, con-
versely, vowels in other contexts are never nasalized. That is, nasalized vowels 
and oral vowels occur in complementary distribution.
Nasalization offends the segment inventory constraint against nasalized vowels.
(9) *V᷉: No nasalized vowels.
Standard OT accounts for the fact that nasalization is predictable by using the 
principle of the Richness of the Base. In particular, the evaluations of lamb in (13) 
below demonstrate that the grammar converges on the nasalized vowel output, 
regardless of whether the input is an oral vowel (13i) or a nasalized vowel (13ii).
(10) i. /læm/ → [læ᷉m]
V-Nasal *V᷉
 (a) læm *!
 (b) læ᷉m *
 ii. /læ᷉m/ = [læ᷉m]
V-Nasal *V᷉
 (a) læm *!
  (b) læ᷉m *
To account for the same facts, classic generative phonology and Derivational OT 
use underspecification. The Contextual Predictability Principle dictates that the un-
derlying representation of lamb is /læm/ and the evaluation proceeds as in (13i).
An analysis of the examples in (6c), camp [kʰæ᷉mp], tent [tʰɛ᷉nt] and pink 
[pʰɪ᷉ŋk], combines the generalizations discussed thus far: Aspiration, Vowel 
Nasalization and Nasal Assimilation. With regard to the latter, the situation is 
196 Jerzy Rubach
different from that shown in (1) because the nasal does not show alternations. 
Yet, it is clear that the occurrence of [m] in camp, [n] in tent and [ŋ] in pink is 
not accidental. The nasals could not have been distributed differently, so, for 
example, *[kæŋp], *[tɛmt] and *[pɪnk] would not be viable words in English. 
In Standard OT, the job of accounting for this generalization is entrusted to the 
Richness of the Base. We appear to run into difficulty at this point.
In order to account for the predictability of the place of articulation of the 
nasal in, for instance, camp, the principle of the Richness of the Base would 
posit the following input forms: /kæmp/, / kænp/ and / kæŋp/. But camp also 
shows predictable aspiration, so both /k/ and /kʰ/ must be considered as inputs. 
Further, the occurrence of nasalization on the vowels is also predictable, so we 
must have both /æ/ and /æ᷉/ as inputs. Putting these demands together leads to 
a formidable number of input representations for the morpheme camp.
(11) a. /kæmp/, /kʰæmp/, /kæ᷉mp/, /kʰæ᷉mp/
b. /kænp/, /kʰænp/, /kæ᷉np/, /kʰæ᷉np/
c. /kæŋp/, /kʰæŋp/, /kæ᷉ŋp/, /kʰæ᷉ŋp/
This multitude of inputs compromises the idea of the underlying representa-
tion. Standard OT’s response to this embarras de richesse is to introduce the 
principle of Lexicon Optimization (Prince and Smolensky 2004). The principle 
mandates that the most harmonic input, that is, the input that goes through 
the evaluation incurring the least number of violations, is the underlying rep-
resentation. In effect, this means that the surface representation is the underly-
ing representation. Viewed in this way, the underlying representation contains 
all the surface details, including allophonic facts. For the case shown in (14), 
Lexicon Optimization picks /kʰæ᷉mp/ as the underlying representation.
Lexicon Optimization solves the embarras de richesse problem but, impor-
tantly, does not alleviate the need for multiple inputs to evaluation in order to 
account for distribution-based generalizations such as Aspiration, Vowel Na-
salization and Nasal Assimilation. The Richness of the Base as an analytical pro-
cedure runs into difficulty at this point. Let us look at the Nasal Assimilation 
issue assuming that /kænp/ is the input for camp. For better transparency, the 
evaluation below ignores the problem of Aspiration and Vowel Nasalization. 
The icon  denotes the wrong winner.
(12) /kænp/ → [kʰæ᷉mp] (failed evaluation)
NA Ident-Pl)Onset Ident-Pl
 (a) kænp *!
 (b) kænt *
 (c) kæmp *
The evaluation is inconclusive because (15b) and (15c) tie. Actually, the tie is 
apparent. As is widely agreed upon, labials and dorsals are more marked than 
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coronals. Prince and Smolensky (2004) capture this generalization as the rank-
ing *Lab/Dor (don’t be labial; don’t be dorsal) >> *Coron (don’t be coronal). 
Even if bottom-ranked, these constraints break the tie in (15). The icon  de-
notes the desired winner.
(13) /kænp/ → [kʰæ᷉mp] (failed evaluation)
NA Ident-Pl)Onset Ident-Pl *Lab/Dor *Coron
 (a) kænp *! ** *
 (b) kænt * * *
 (c) kæmp * **!
*Lab/Dor is violated in (16a) twice: once by [k] and once by [p]. In (16b), it is 
violated by [k] and in (16c) – by [k] and [mp].6 *Coron is violated by [n] in 
(16a) and by [nt] in (16b).7 The problem with (16) is that the grammar chooses 
the wrong winner. The reason for the failure with camp in (16) but the success 
with the negative prefix in impossible (4) is that Ident-Pl)Onset is mute in (16) 
because, unlike in (4), the stop is in the coda rather than in the onset. 
An offhand response to this issue might be to introduce positional faith-
fulness in the coda, like there is positional faithfulness in the onset. Thus, we 
would have a constraint patterned on (3) but referring to the coda.
(14) Ident-Pl)Coda
Place on the input segment must be preserved on an output correspondent of that 
segment in the coda.
This solution and in general constraints such as the one in (17) cannot be cor-
rect. First, it is widely known that, in contrast to the onset, the coda is not a posi-
tion of privilege since phonological distinctions tend to be preserved in the onset 
but neutralized in the coda (Trubetzkoy 1939). Second, (17) does not make sense 
from the empirical point of view since not only the stop but also the nasal is in the 
coda, so (17) would be violated in equal measure by candidate (16b) and candi-
date (16c). In (16b), /p/ has changed to [t] and the change has taken place in the 
coda. In (16c), /n/ has changed to [m] and the change, likewise, has taken place 
in the coda. I conclude that positional faithfulness in the coda is an incorrect idea.
Another way of repairing the failed evaluation in (16) would be to relativize 
Place to stops and introduce a new constraint such as the following.
(15) Ident-Pl)Stops
Place on a stop consonant in the input must be preserved on a correspondent of 
that stop in the output.
6 [mp] is a single violation of *Lab/Dor as [m] has the Lab node from spreading, that is, 
[m] and [p] share one node.
7 Like in the case of [mp], the two consonants share one node; here the Coron node.
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Constraint (18) would deliver the correct result as it would be violated by (16b), 
where the stop has changed its place of articulation, but not by (16c), where 
the nasal rather than the stop has altered Place.
The problem with (18) is that it opens the way to all kinds of new constraints 
whose merit might be hard to justify. Once we admit (18), nothing stands in 
the way of proposing any number of similarly structured constraints, for exam-
ple, Ident-Pl)Fricatives, Ident-Pl)Nasals, Ident-Pl)Laterals, Ident-Pl)Labials, Ident-Pl)
Coronals, Ident-Pl)Dorsals , and so forth. Notice that Ident-Pl)Stops is in fact Ident-
Pl)[-sonor,-contin] because stops as such do not function as a primitive in feature ge-
ometry (Clements 1985; Halle 1992; Sagey 1986 and others). Given that, Ident 
constraints could potentially be relativized to any element of the feature tree, in-
cluding absurd combinations, for instance, Ident[+nasal])[-voice]. I conclude that 
postulating (18) has undesirable consequences. These are of two types. First, the 
theory is expanded by potentially adding a huge number of new constraints. Sec-
ond, given the expansion, we lose control of the ways in which elements of fea-
ture geometry are combined to predict patterns attested in natural languages.
The difficulties just described do not occur if we abandon the Richness of 
the Base as a method of accounting for predictable patterns in non-alternating 
forms and adopt the Contextual Predictablility Principle (CPP).
The CPP mandates that properties that are predictable in a given context 
be removed from the underlying representation of morphemes. In the case at 
hand, the predictable property is the place of articulation of the nasal. Conse-
quently, the CPP demands that the nasal be underspecified for Place. There-
fore, the underlying representations of our examples camp, tent and pink are /
kæNp/, /tɛNt/ and /pɪNk/, respectively, with the archiphoneme /N/ that is un-
derspecified for Place. Similarly, the properties of Aspiration and Vowel Na-
salization are also underspecified, so plain stops and oral vowels occur in the 
underlying representations, as just shown.
The evaluation of camp is straightforward. All the necessary constraints are 
already in place, so the evaluation proceeds as follows.
(16) /kæNp/ → [kʰæ᷉mp] 
NA Ident-Pl Aspir V-Nasal *[sg] *V᷉  
 (a) kʰæ᷉Np *! * *
 (b) kʰæ᷉np *! * *
 (c) kʰæ᷉nt *! * *
 (d) kʰæ᷉ŋp *! * *
 (e) kʰæ᷉mp * *
 (f) kæ᷉mp *! *
 (g) kʰæmp *! *
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Since the input nasal is underspecified for Place, Ident-Pl demanding that 
Place be preserved in an output correspondent is by definition mute. Candi-
date (19c) violates Ident-Pl not because of the nasal but because underlying /p/, 
a labial, has changed to [t], a coronal, so the Lab property of the stop has not 
been preserved in the output. The evaluation in (19), modeled in terms of under-
specification, is a complete analysis of the distribution-driven generalizations in 
camp. In contrast, Standard OT’s analysis in terms of the Richness of the Base as-
sumes 12 different inputs shown in (14) and runs 12 evaluations. This complex-
ity is further magnified by the need to solve the directionality problem: the can-
didates [kænt] versus [kæmp] in camp. The solution is not available within the 
current theory, so it is necessary to expand the theoretical apparatus of OT, an 
undesirable consequence. I conclude that underspecification provides a better 
analysis than the Richness of the Base. In the next section I inspect some predic-
tions made by Lexicon Optimization with regard to underlying representations.
2. Lexicon Optimization and URs: Retraction
This section addresses the issue of whether Lexicon Optimization selects the 
correct candidate as the underlying representation. The illustrative material 
comes from the operation of Retraction, i →ɨ, in words borrowed into Polish 
from languages that have no [ɨ]. I argue that Lexicon Optimization leads the 
analysis in the wrong direction, predicting forms that are exactly the opposite 
of the desired forms. The correct analysis is one that is based on underspecifi-
cation dictated by the Contextual Predictability Principle.
Presentation of the analytical material from borrowings needs to be pref-
aced with an explanation of how Palatalization triggered by i  is analyzed in 
Slavic languages in terms of OT. To clarify this issue, I look at some examples 
from Russian.
(17)  Russian Palatalization and Retraction
a. brat [brat] ‘brother’ – brat+ik [bratʲik] (diminutive)
 Palatalization: t → tʲ before i
b. Ivan [ivan] ’Ivan’ – brat Ivana [brat ɨvana]
 Retraction: i → ɨ after a hard consonant
Let me clarify that consonants in both Russian and Polish are either hard (ve-
larized) or soft (palatalized) and there are no neutral consonants (Avanesov 
1968 for Russian; Wierzchowska 1963, 1971 for Polish). Secondary articula-
tions of velarization and palatalization are characterized in terms of the fea-
ture [±back]: hard consonants carry the feature [+back] while soft consonants 
carry the feature [-back]. In the Slavic tradition, softness, but not hardness, is 
marked on the consonant, so [tʲ] is soft while [t] is hard.
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The changes in (20) might appear to be unrelated since Palatalization af-
fects the consonant while Retraction changes the vowel. In actuality, however, 
Palatalization and Retraction are two sides of the same coin: they constitute 
a classic case of phonological conspiracy that OT has been designed to handle. 
The conspiracy is to eliminate [Ci], that is, a sequence of segments that disa-
gree in [±back]: the consonant is hard (velarized) and hence [+back] while the 
vowel is front and hence [-back]. Palatalization brings [Ci] to agreement in 
backness at the expense of the consonant since it is the consonant that yields 
to the vowel and changes from [+back] (velarization) to [-back] (palataliza-
tion). The result is a perfect harmony: both the consonant and the vowel are 
[-back]. Retraction achieves the same harmony but at the expense of the vowel 
that yields to the hard (that is [+back]) consonant and changes from [-back] 
to [+back], i → ɨ.8
The Palatalization  – Retraction conspiracy is expressed as the following 
constraint (Rubach 2017).
(18) Pal-i
A consonant and a following unrounded high vowel must agree in [±back].
Pal-i is the driver for Palatalization and Retraction. The choice of one or the 
other process is a  matter of how the following faithfulness constraints are 
ranked.
(19) a. Ident-C[±back]
  The value of [±back] on the input consonant must be preserved on a  corre-
spondent of that consonant in the output.
 b. Ident-V[±back]
  The value of [±back] on the input vowel must be preserved on a correspondent 
of that vowel in the output.
The interaction of the constraints is illustrated in (23).
(20) i. Palatalization, C → Cʲ 
 /brat+ik/ → [bratʲik] ‘brother’ (dimin.)
Pal-i Ident-V[±back] Ident-C[±back]
 (a) bratik *!
 (b) bratʲik *
 (c) bratɨk *!
8 The vowel [ɨ] in both Russian and Polish is central, but, uncontroversially, central vowels 
are characterized as [+back]. For arguments showing that /ɨ/ is an underlying segment in Polish, 
see Rydzewski (2017).
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ii. Retraction, i → ɨ 
/brat ivana/ → [brat ɨvana] ‘Ivan’s brother’ 
Pal-i Ident-C[±back] Ident-V[±back]
 (a) brat ivana *!
 (b) bratʲ ivana *!
  (c) brat ɨvana *
The rankings in (23i) and (23ii) are contradictory, so Standard OT cannot ac-
commodate them and hence predicts that Palatalization and Retraction can-
not occur in the same language. The trouble is that they do occur in the same 
language. The language is Russian (also Polish – see later), as the adduced ex-
amples show. I conclude that Standard OT makes the wrong prediction.
This criticism cannot be levied against Derivational OT (Kiparsky 1997, 
2000; Rubach 1997b, 2000a, 2000b; Bermúdez-Otero 1999) called also Stratal 
OT (McCarthy 1999). The tenet of this theory is that the grammar is organized 
into subcomponents called levels. Rubach (1997b) uses two levels: the lexical 
level and the postlexical level. Kiparsky’s (2000) proposal is to recognize three 
levels: the stem level, the word level and the postlexical level. This proposal is 
extended by Rubach (2011) to include one more level: the clitic level placed 
between the word level and the postlexical level. As just noted, each level is 
associated with a morphological domain: the stem, the word, the clitic phrase 
and the sentence, respectively. All constraints are present at all levels but their 
ranking may be different at different levels. The default assumption is to main-
tain the same ranking at all levels, so reranking between levels is minimized 
(Rubach 2000a) and requires motivation. The input to level 1 (the stem level) is 
the underlying representation. The input to level 2 (the word level) is the win-
ner from level 1. The input to level 3 (the clitic level) is the winner from level 2, 
and, predictably, the input to level 4 (the sentence level) is the winner from 
level 3. In effect, every level constitutes a ‘miniphonology’ with its own inputs 
and constraint ranking.
The contradiction in (23) is not a problem for Derivational OT: Palataliza-
tion occurs at the word level, where the ranking is Ident-V[±back] >> Ident-
C[±back]. This ranking is reversed at the postlexical level, Ident-C[±back] >> 
Ident-V[±back], the result being that we witness Retraction.
With this background, we are ready to look at borrowings into Polish in-
volving the vowel i. A representative sample of recent borrowings is given in 
(24).
(21) Borrowings into Polish
optimum [tʲi] ‘optimum’ maksimum [sʲi] ‘maximum’
tiramisu [tʲi] ‘type of cake’ Zimbabwe [zʲi] ‘Zimbabwe’
dinozaur [dʲi] ‘dinosaur’ Zanzibar [zʲi] ‘Zanzibar’ 
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grill [rʲi] ‘grill’ Hiroszima [ʃʲi] ‘Hiroshima’
Riwiera [rʲi] ‘Riviere’ czipsy [ʧʲi] ‘chips’
Cicero [ʦʲi] ‘Cicero’ dżihadysta [ʤʲi] ‘jihadist’
dżin z tonikiem [ʤʲi] ‘gin and tonic’
Standard OT with its principle of Lexicon Optimization and Derivational OT 
with the Contextual Predictability Principle (CPP) make radically different 
predictions for the data in (24). Lexicon Optimization assumes structures 
with palatalized consonants //Cʲi//9 as underlying representations because 
there are no alternations and palatalized consonants are the segments occur-
ring on the surface, so optimum, dinozaur, maksimum, Zanzibar, grill Hiro-
szima and so forth derive from //tʲi//, //dʲi//, //sʲi//, //zʲi//, //rʲi//, //ʃʲi //, re-
spectively. Derivational OT comes up with different representations because 
it is guided by the CPP and not by Lexicon Optimization. Since palatalization 
is predictable before [i], the CPP mandates that [-back], that is, the feature 
representing palatalization, be removed from the underlying representation, 
so the words in (24) are represented as underlying //Ci// rather than //Cʲi//. 
Specifically, for the examples just quoted, we have the following underlying 
representations: //ti//, //di// //si//, //zi//, //ri//, //ʃi//. Since [-back] (palatal-
ization) has been removed from these representations, the consonants are 
hard, that is, they carry the feature [+back] because, as noted earlier, Pol-
ish, like Russian, has no neutral consonants: a consonant is either [-back] or 
[+back].10
The Lexicon Optimization analysis, with underlying //Cᴶi//, raises two ques-
tions:
(22) a.  Why don’t //tʲ dʲ sʲ zʲ// assimilate to the native pattern of Polish and become 
prepalatal [ʨ ʥ ɕ ʑ]?11
b. Why are [Cʲi] forms unstable and limited to foreign words? 
Question (25b) is important because, as will be shown below, assimilation of 
borrowings is carried out by Pal-i. But, if the underlying representation is //
Cʲi//, Pal-i is not violated and hence cannot function as an agent of assimila-
tion and the driver for changes in the output candidates.
9 Since Derivational OT distinguishes underlying representations and intermediate repre-
sentations (inputs to levels 2, 3 and 4), the former are enclosed in double slashes and the latter 
in single slashes. Surface representations, as usual, are written in square brackets.
10 Removing the feature [+back] in order to arrive at archiphonemes that are underspeci-
fied for [±back] is technically possible, but there is no advantage to such an analysis. The CPP 
(Contextual Predictability Principle) does not have jurisdiction here because velarization, unlike 
palatalization, is not determined contextually.
11 I omit //rʲ// because it causes additional complications by changing to [ʒ]; see Rubach 
(1984).
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The remainder of this section is devoted to answering the questions in (25). 
The answers lie in the various ways in which Pal-i functions in Polish. They 
are outlined briefly below.12
Pal-i is active at all derivational levels. At level 1  (the stem level), Pal-i 
functions in its capacity as a palatalization process. Its jurisdiction is limited 
to derived environments in the morphological sense, that is, Pal-i looks only 
at structures that span a morpheme boundary, C+i, and is blind to structures 
that are contained wholly inside a morpheme, Ci.
(23) sklep [p] ‘shop’ sklep+ik [pʲ+ik] (dimin.)
klub+y [b] ‘clubs’13 klub+ik [bʲik] (dimin.)
tom [m] ‘volume’ tom+ik [mʲ+ik] (dimin.)
bat [t] ‘whip’ bac+ik [ʨ+ik] (dimin.)
samochod+y [d] ‘cars’ samochodz+ik [ʥ+ik] (dimin.)
głos [s] ‘voice’ głos+ik [ɕ+ik] (dimin.)
zraz+y [z] ‘hamburgers’ zraz+ik [ʑ+ik] (dimin.)
Pal-i palatalizes the consonant, C → Cʲ, as seen clearly in the case of labials. 
Coronals //t d s z// change ultimately to prepalatal stridents (stops become af-
fricates) [ʨ ʥ ɕ ʑ]. At level 1, we see only C → Cʲ, so //t d s z// → /tʲ dʲ sʲ zʲ/, like 
//p b m// → /pʲ bʲ mʲ/. The further step of spelling out palatalized coronals as 
prepalatal stridents, /tʲ dʲ sʲ zʲ/ → [ʨ ʥ ɕ ʑ], an enhancement operation, is de-
layed until Level 2.14 Level 2 (the word level) witnesses also active PAL-i, but 
this time PAL-i applies in its capacity as Retraction, i →  ɨ. The restriction to 
derived environments does not hold at level 2, so Retraction affects structures 
both inside morphemes and across morpheme boundaries. The examples in 
(27) contain the same diminutive suffix //ik// as the examples in (26). 
(24) piec [ʦ] ‘oven’ piec+yk [ʦɨk] (dimin.)
rydz [ʦ]15 ‘type of mushroom’ rydz+yk [ʣɨk] (dimin)
deszcz [ʧ] ‘rain’ deszcz+yk [ʧɨk] (dimin.)
kosz [ʃ] ‘basket’ kosz+yk [ʃɨk] (dimin.)
bagaż [ʃ] ‘baggage’ bagaż+yk [ʒɨk] (dimin.)
żołnierz [ʃ] ‘soldier’ żołnierz+yk [ʒɨk] (dimin.)
The suffix //ik// shown overtly as surface [ik] in (26) appears as [ɨk] in (27), 
so we see Retraction after a hard consonant,16 an effect of Pal-i bringing the 
12 For reasons of space, it is not possible to lay out the details of Polish Palatalization. For 
discussion, see Rubach (1984, 2003b, 2017).
13 I give the plural form because in the singular klub undergoes Final Devoicing, [klup], so 
there is no [b].
14 The reason for this delay is to avoid confusion between the posterior stridents /ʨ ʥ ɕ ʑ/ 
derived from //t d s z// and the posterior stridents /ʧʲ ʤʲ ʃʲ/ derived from underlying velars //k 
g x//. See Rubach (1984, 2003b, 2017) for discussion.
15 [ʦ] and [ʃ] below are an effect of Final Devoicing.
16 See Rubach (1984) for descriptive generalizations regarding Retraction.
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consonant and the vowel into agreement by assimilating the front [-back] 
vowel to the hard [+back] consonant, yielding [Cɨ], where both segments are 
[+back].
At level 3 (the clitic level) and level 4 (the sentence level), Pal-i returns to 
its Palatalization function familiar from level 1. This time, however, the effect 
of Pal-i, C → Cʲ, is the final output and there is no spell-out enhancement to 
prepalatal [ʨ ʥ ɕ ʑ].
(25) a. Level 3 (the clitic level): C → Cᴶ
 inspektor ‘inspector’ nad+inspektor [dʲi]17 ‘superintendant’
  nad inspektorem [dʲi] ‘above the inspector’
 ignorować ‘ignore’ z+ignorować [zʲi] ‘ignore’ (perfective)
 izba ‘room’ z izby [zʲ i] ‘from the room’
 b. Level 4 (the sentence level): C → Cʲ
 sklep Ireny [pʲ i] ‘Irene’s store’ dom Ireny [mʲ i] ‘Irene’s house’
 tron Ireny [nʲ i] ‘Irene’s throne’ bar Ireny [rʲ i] ‘Irene’s bar’
 brat Ireny [tʲ i] ‘Irene’s brother głos Ireny [sʲ i] ‘Irene’s voice’
 piec Ireny [ʦʲ i] ‘Irene’s oven’ płaszcz Ireny [ʧʲ i] ‘Irene’s coat’
 kosz Ireny [ʃʲ i] ‘Irene’s basket’ bagaż Ireny[ʃʲ i] ‘Irene’s baggage’
Bearing in mind this outline of how Pal-i functions in Derivational OT, we 
return to the questions posed in (25). The first question is why the representa-
tions posited by Lexicon Optimization //tʲ dʲ sʲ zʲ// do not end up as [ʨ ʥ ɕ ʑ] 
when borrowings such as those in (24), for instance, optimum ‘optimum’, are 
assimilated to the native pattern. The question concerns the operation of two 
constraints. The details are as follows.
The enhancement spell-out /tʲ dʲ sʲ zʲ/ → [ʨ ʥ ɕ ʑ] is executed by two con-
straints (Rubach 2003b).
(26) a. Posteriority (Posterior)
 Palatalized coronals must be [-anter].
 b. Stridency (Strid)
 Palatalized coronals must be [+strid].
We are looking here at two independent constraints rather than at one con-
straint, as the following cross-linguistic data show.
(27) a. Slovak Palatalization
  Palatalized dental stops change the place of articulation from dental to prepala-
tal (Rubach 1993).
 /tʲ dʲ/ → [tʲ dʲ], where underlining means ‘prepalatal’
  advokát [t] ‘lawyer’ advokát+ik [tʲik] (dimin.)
  had [t] ‘reptile’ had+ík [dʲi:k] (dimin.)
17 There is nothing unusual about the fact that prefixes are processed at level 3 (the clitic lev-
el) since historically prefixes come from prepositions; compare this word with the phrase below.
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 b. Vilnius Palatalization
 Palatalized dental stops change into palatalized dental affricates (Rubach 2003b).
 /tʲ dʲ/ → [ʦʲ ʣʲ]
  bat [t] ‘whip’ bac+ik [ʦʲik] (dimin.)
  samochód [t] ‘car’ samochodz+ik [ʣʲik] (dimin.)
 c. Polish Palatalization
 Palatalized dental stops change into prepalatal affricates and fricatives.
 /tʲ dʲ sʲ zʲ/ → [ʨ ʥ ɕ ʑ]
  bat [t] ‘whip’ bac+ik [ʨik] (dimin.)
  samochód [t] ‘car’ samochodz+ik [ʥik] (dimin.)
In Slovak, palatalized dentals become prepalatals without being affricated, so 
Posterior (29a) is active while Strid (29b) is not. In Vilnius Polish, the situ-
ation is reversed: palatalized dentals become affricates without being retracted 
to the prepalatal place of articulation, so Strid (29b) is active while Posteri-
or (29a) is not. In Standard Polish, both of these constraints are active: palatal-
ized dentals become prepalatal due to Posterior and stops become affricates 
due to Strid (29b). These changes violate the following Ident constraints.
(28) a. Ident [±anter]
  The value of [±anter] on the input consonant must be preserved on a  corre-
spondent of that consonant in the output.
 b. Ident [±strid]
  The value of [±strid] on the input consonant must be preserved on a  corre-
spondent of that consonant in the output.
The evaluation of bac+ik ‘whip’ (dimin.) is now as follows. Recall that //t// → /
tʲ/ has already been effected at level 1, so the input to level 2, the winner from 
Level 1, is /batʲik/.
(29) Level 2 /batʲik→ [baʨik] 
Posterior Strid Ident [±anter] Ident [±strid]
 (a) batʲik *! *
 (b) batʲik *! *
 (c) baʦʲik *! *
  (d) baʨik * *
A Lexicon Optimization analysis of Standard OT that posits //tʲi// as the under-
lying representation in optimum ‘optimum’ and the like runs into a problem 
with the /tʲ/ → [ʨ] spell-out at level 2. Specifically, since optimum does not end 
up with [ʨ], the input //tʲi// must be marked as an exception to the /tʲ dʲ sʲ zʲ/ 
→ [ʨ ʥ ɕ ʑ] spell-out. The matter is complicated because, as just shown, the 
spell-out consists of two independent constraints: Posterior and Strid, so 
optimum is exceptional in two different ways.
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The natural expectation is that the exceptionality markings are eliminated 
in the process of assimilating borrowings, here optimum, to the native pattern, 
so that borrowings are like native words. In the case at hand, fulfilling this ex-
pectation would mean that optimum succumbs to Posterior and Strid and 
starts being pronounced with [ʨ] as [ɔpʨimum]. However, this is not what 
happens. The attested facts from variation as well as historical change (see be-
low) make it perfectly clear that this line of reasoning is on the wrong track, so 
the Lexicon Optimization approach of Standard OT fails by making the wrong 
prediction.
One wonders if the Lexicon Optimization analysis could not be rescued 
in some way. The question is whether we could make use of the fact that the 
//tʲi// of optimum that does not change to [ʨi] is present in the underlying 
representation while the /tʲi/ of bac+ik ‘whip’ (dimin.) that is spelled out as 
[ʨi] is derived, not underlying. The answer is negative: this difference cannot 
be captured in OT. First, to capture the difference we would need to postu-
late Ident constraints saying “preserve the feature [+anter] on the consonant 
that is palatalized in the underlying representation” and similarly “preserve 
the feature [-strid] on the consonant that is palatalized in the underlying rep-
resentation”. Such constraints are not admissible in OT. Second, the architec-
ture of Derivational OT does not permit making a distinction between these 
level 2 inputs that correspond to the level 1 inputs (the underlying represen-
tations) and those level 2 inputs that do not correspond to the level 1 inputs 
(the underlying representations). Specifically, the input to level 2 exemplified 
by optimum is /tʲi/ corresponding directly to the underlying //tʲi// postulated 
by the Lexicon Optimization approach. There is no way to make this /tʲi/ be-
have differently from the level 2 input /tʲi/ that was derived at level 1 from 
underlying //t+i//, as in bat ‘whip’ – bac+ik (dimin.), //bat+ik// → /batʲik/ at 
level 1. That is, from the point of view of level 2, the /tʲi/ of optimum and the 
/tʲi/ of bac+ik are exactly the same. They are both inputs to level 2, figurative-
ly, they are both “level 2 underlying representations”, so they must behave in 
the same way towards all faithfulness constraints. I conclude that the Lexicon 
Optimization analysis with underlying //tʲi// in optimum is simply incorrect 
and must be rejected.
The problem just discussed does not exist in the underspecification ap-
proach adopted by Derivational OT. As noted earlier, the Contextual Predict-
ability Principle postulates underlying //ti// rather than //tʲi// in optimum by 
removing the predictable [-back] property from the surface [tʲi]. The input to 
level 2 is therefore /ti/ with hard /t/ rather than soft /tʲ/. This means that the 
spell-out constraints Posterior and Strid are mute because they are acti-
vated by palatalized consonants, hence by /tʲ/, but not by /t/. The result is that, 
unlike Standard OT with its principle of Lexicon Optimization, Derivation-
al OT does not make the prediction that optimum should be pronounced as 
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[ɔpʨimum] once it is fully assimilated to the native pattern. This prediction 
is correct. 
The evidence from variation and from historical change shows conclusively 
that the nativization pattern for coronals followed by i morpheme-internally 
is to use Retraction and not Palatalization: ti → tɨ rather than ti → ʨi. So, the 
fully assimilated pronunciation of optimum is [ɔptɨmum], not [ɔptʲimum] or 
[ɔpʨimum]. The Lexicon Optimization approach with its underlying //tʲi// has 
no story to tell about Retraction as the nativization pattern. Since, given un-
derlying //tʲi//, both the consonant and the vowel are [-back], Pal-i is satisfied 
and there is no incentive to change //tʲi// into any other structure since surface 
[tʲi] does occur in Polish. The [Cʲi] structures occur on a massive scale because 
they are derived by Pal-i, applying at level 3 and level 4 (recall (28) earlier in 
this section).
The situation looks radically different from the point of view of the un-
derspecification approach prompted by the Contextual Predictablility Princi-
ple. The input to level 2, which is the underlying representation in the case of 
optimum, has //ti// that disobeys Pal-i because the consonant is hard (that is 
[+back]) while the vowel is front (that is [-back]). This violation of Pal-i drives 
assimilatory changes. The predicted outcome of assimilation is that /ti/ will 
turn into [tɨ] because, as noted earlier (recall (27) earlier in this section), the 
result of Pal-i at Level 2 is Retraction and not Palatalization. This claim is sub-
stantiated by evidence from historical change and from variation.
There is a massive body of data that documents Retraction after hard coro-
nals morpheme-internally. Some representative examples are the following.18
(30) German Risiko → ryzyko [rɨzɨkɔ] ‘risk’
 Kontinent → kontynent [kɔntɨnɛnt] ‘continent’
 Korrepetitor → korepetytor [kɔrɛpɛtɨtɔr] 
 Direktor → dyrektor [dɨrɛktɔr] ‘director’
 Schiene → szyna [ʃɨna] ‘rail’
 Latin consilium → konsylium [kɔnsɨlʲjum] ‘counseling’
French cousin → kuzyn [kuzɨn]19 ‘cousin’
 critique → krytyka [krɨtɨka] ‘criticism’
 Gilette → żyletka [ʒɨlɛtka] ‘razor’
English bridge → brydż [brɨʧ]
As these examples document, Retraction and not Palatalization is the nativiza-
tion strategy for borrowings containing a coronal followed by i. The same con-
clusion emerges from the inspection of variation. All the words cited earlier in 
(24) for [Cʲi] have an alternative pronunciation with [Cɨ].
18 Most examples come from Sławski (1952).
19 This is a graphic borrowing; phonetically the vowel in French is [ɛ͂].
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(31) Variation [Cʲi] ⁓ [Cɨ]
 optimum [tʲi] ⁓ [tɨ] ‘optimum’ maksimum [sʲi] ⁓ [sɨ] ‘maximum’
 tiramisu [tʲi] ⁓ [tɨ] ‘type of cake’ Zanzibar [zʲi] ⁓ [zɨ] ‘Zanzibar’ 
 dinozaur [dʲi] ⁓ [dɨ] ‘dinosaur’ Zimbabwe [zʲi] ⁓ [zɨ] Zimbabwe’
 grill [rʲi] ⁓ [rɨ] ‘grill’ Hiroszima [ʃʲi] ⁓ [ʃɨ]‘Hiroshima’
 Riwiera [rʲi] ⁓ [rɨ] ‘Riviere’ czipsy [ʧʲi] ⁓ [ʧɨ] ‘chips’
 dżihadysta [ʤʲi] ⁓ [ʤɨ] ‘jihadist’ Cicero [ʦʲi] ⁓ [ʦɨ] ‘Cicero’
 dżin z tonikiem [ʤʲi] ⁓ [ʤɨ] ‘gin and tonic’
It is crystal clear that the assimilation of borrowings goes in the direction of 
Retraction after coronals. For example, the adjectives optymal+n+y [ɔptɨmalnɨ] 
‘optimal’ and maksymal+n+y [maksɨmalnɨ] ‘maximal’ are pronounced only 
with [ɨ], never with [i], even though the corresponding nouns optimum ‘opti-
mum’ and maksimum ‘maximum’ show variation [i] ⁓ [ɨ]. The adjectives were 
borrowed separately from the nouns, which is indicated, among other things, 
by the fact that the foreign forms optimal and maximal are adjectives them-
selves and yet they were adjectivized anew by adding the Polish adjective-
forming suffix –n, as in brud ‘dirt’ – brud+n+y ‘dirty’.
There is much sociolinguistics involved in determining which of the varia-
ble forms in (34) is actually used. The main factors are education and degree of 
formality: the higher the degree of education and the higher the degree of for-
mality, the less likely it is that the assimilated forms with [ɨ] will be used. Cer-
tain “learned” words, such as sinologia ‘sinology’, that are known only to high-
ly-educated speakers, are probably never pronounced with [ɨ]. Also conversely, 
the word grill, which is widely used, is typically pronounced with [ɨ] while the 
verb grillować ‘to grill’, in which grill is nativized further by the Polish verbal-
izing suffix owa, is almost exclusively pronounced with [ɨ].
Generally speaking, when words with a coronal followed by i are borrowed, 
they start their life in Polish as [Cʲi] with palatalization. The process of nativi-
zation turns the facts around and produces [Cɨ]. The question is how this gen-
eral observation can be incorporated into the grammar.
As already noted, the Lexicon Optimization approach assumed by Stand-
ard OT with its principled attachment to phonetic detail bets its money on the 
wrong facts and picks //Cʲi// as the underlying representation because [Cʲi] is 
the attested surface form. This analysis has no story to tell about the transition 
from [Cʲi] to [Cɨ] in the process of assimilation to the native pattern. The rea-
son is that //Cʲi// obeys Pal-i (both the consonant and the vowel are [-back]), 
so there is no incentive to introduce any changes. 
In contrast, Derivational OT, which is guided by the Contextual Predictabil-
ity Principle, has a credible scenario for the transition from [Cʲi] to [Cɨ]. The 
point is illustrated by ti in optimum ‘optimum’. As argued earlier, the underly-
ing representation is //ti//, with a hard //t// and a front vowel //i//. This con-
figuration violates Pal-i because the consonant is [+back] while the vowel is 
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[-back]. In spite of the violation, nothing happens at level 1 because Pal-i is 
limited to derived environments at level 1 and /ti/ is contained wholly inside 
one morpheme. The result is that the underlying //ti// leaves level 1 as /ti/ and 
hence /ti/ is the input to level 2. At level 2, Pal-i is no longer bound to derived 
environments and the normal procedure is to retract the vowel after a hard 
consonant, i → ɨ. The fact that the /i/ in /ti/ does not undergo Retraction is an 
irregularity. The morpheme containing /ti/ must be marked as an exception to 
Pal-i at level 2.20 As already explained (see (28) above), at level 3 and at level 4, 
Pal-i reverts to its function as the driver for Palatalization rather than Retrac-
tion. The output from level 2, /ti/ (with /i/ rather than /ɨ/ due to exceptional-
ity), undergoes Palatalization, /ti/ → [tʲi], which is the attested surface form of 
the unassimilated variant of optimum ‘optimum’.
(32) Level 3 /ɔptimum/ → [ɔptʲimum] 
Pal-i Ident -V[±back] Ident -C[±back]
 (a) ɔptimum *!
  (b) ɔptʲimum *
 (c) ɔptɨmum *!
As noted earlier, the spell-out constraints, Posterior and Strid, not shown 
in (35), are inactive at Level 3,21 so there is no danger that [tʲi] will be spelled 
out as *[ʨi].
In this analysis, the nativization /ti/ → [tɨ] is an effect of the grammar elimi-
nating exceptionality. The pressure to regularize the grammar ultimately wins 
in the competition with the desire to retain the [i] of the foreign language 
source. At level 2, /ti/ succumbs to Pal-i in its function as Retraction and we 
witness the change /ti/ → [tɨ] testifying to the completed process of nativization.
3.  Underspecification at intermediate levels: Cracow 
Voicing
This section looks at intermediate representations and argues that they also, not 
only underlying representations, must be permitted to admit underspecification. 
The issue arises in Derivational OT, not in Standard OT. The latter adheres to 
the principle of strict parallelism and does not admit intermediate levels and 
representations between the input (underlying representation) and the output 
20 The technical implementation of exceptionality is carried out in terms of co-indexed con-
straints (see Pater 2006, 2008).
21 Technically, ‘inactive’ means that Posteriority and Strid are reranked at level 3 below 
Ident[±anter] and Ident[±strid].
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(surface representation). As will be argued below, Cracow Voicing requires in-
termediate representations and therefore constitutes a problem for Standard OT.
Cracow Voicing (Dejna 1973; Rubach 1996) is a process that voices obstru-
ents before sonorants across word boundaries, but not inside words. It oper-
ates in southern and western Poland whose principal city is Cracow (hence the 
name). The rule covers a broad area. It begins in Poznań in the west of Poland 
and goes all the way to the southern border with Slovakia.
As just mentioned, Cracow Voicing affects obstruents before sonorants, 
both consonants and vowels. The process is illustrated in (36), where the 
word los ‘fate’ is invariably pronounced with [z], even though it has an un-
derlying //s//, compare los+y [lɔsɨ] (nom.pl.). The word obraz ‘picture’, on the 
other hand, has an underlying //z// because we see [z] in obraz+y [ɔbrazɨ] 
‘pictures’. We would expect the //z// to devoice to [s] before sonorants across 
word boundaries (Final Devoicing), which is what happens in the central and 
northern dialects of Polish that I will call Warsaw Polish. The devoicing is not 
attested in Cracow Polish. We could think of this in the following way: Final 
Devoicing devoices //z// to /s/ in obraz but Cracow Voicing voices it to [z], like 
it voices the //s// of los. Such derivational steps are voided in OT by ranking 
Cracow Voicing higher than Final Devoicing. 
(36) a. Cracow Polish
 los ojca [lɔz ɔjʦa] ‘father’s fate’ obraz ojca [ɔbraz ɔjʦa] ’father’s picture’
 los Jana [lɔzʲ jana] ‘Jan’s fate’ obraz Jana [ɔbrazʲ jana]’Jan’s picture’
 los Lolka [lɔz lɔlka] ‘Lolek’s fate’ obraz Lolka [ɔbraz lɔlka] ‘Lolek’s picture’
 los Reny [lɔz rɛnɨ] ‘Rena’s fate’ obraz Reny [ɔbraz rɛnɨ] ‘Rena’s picture’
 los mamy [lɔz mamɨ] ‘mom’s fate’ obraz mamy [ɔbraz mamɨ] ‘mom’s picture’
 b. Warsaw Polish
 los ojca [lɔs ɔjʦa] ‘father’s fate’ obraz ojca [ɔbras ɔjʦa] ’father’s picture’
 los Jana [lɔsʲ jana] ‘Jan’s fate’ obraz Jana [ɔbrasʲ jana]’Jan’s picture’
 los Lolka [lɔs lɔlka] ‘Lolek’s fate’ obraz Lolka [ɔbras lɔlka] ‘Lolek’s ‘picture’
 los Reny [lɔs rɛnɨ] ‘Rena’s fate’ obraz Reny [ɔbras rɛnɨ] ‘Rena’s picture’
 los mamy [lɔs mamɨ] ‘mom’s fate’ obraz mamy [ɔbras mamɨ] ‘mom’s picture’
It might appear that Cracow Polish does not have the process of Final Devoic-
ing, but this is not true, as the following examples show.
(37) Cracow Polish and Warsaw Polish
 nom.pl. nom.sg. gloss
 obraz+y [ɔbrazɨ] obraz [ɔbras] ‘picture’
 row+y [rɔvɨ] rów [ruf] ‘ditch’
Also, Cracow Polish and Warsaw Polish share the rule of Voice Assimilation 
that voices or devoices obstruents before another obstruent both inside words 
and across word boundaries.
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(38) Voice Assimilation in Cracow Polish and Warsaw Polish22
 licz+y+ć [lʲiʧ] ‘count’ licz+b+a [lʲiʤ+b] ‘number’
 po+licz but+y [lʲiʤ+b] ‘count the shoes’
 żab+a [ʒab] ‘frog’ żab+k+a [ʒap+k] (dimin.)
 żab Karoliny [p k] ‘Karolina’s frogs’
Cracow Voicing is expressed as the following markedness constraint.
(39) Cracow Voicing (Cracow Voice)
An obstruent and a following sonorant must agree in voicing.
Descriptively, this presonorant voicing is limited to the configuration obstru-
ent – sonorant across a word boundary. Word-internally, the [±voice] contrast 
in obstruents is maintained. For example, sosna ‘pine tree’ has [s], not [z], be-
fore a vowel (the first s) and before a nasal (the second s): [sɔsna], which con-
trasts with los ojca [lɔz ɔjʦa] ‘father’s fate’ and los nasz [lɔz naʃ] ‘our fate’. Since 
Cracow Voicing applies only across word boundaries, the question is if it is not 
a derived environment process. Such a restriction would account for the ab-
sence of s → z in sosn+a while still allowing the voicing in (36a). The answer is 
negative. Phrases such as los ojca [lɔz ɔjʦa] ‘father’s fate’ and los nasz [lɔz naʃ] 
‘our fate’ contrast with los+owi [s+ɔ] ‘fate’ (dat.sg.) and mięs+n+y [s+n] ‘meat’ 
(Adj.).
These facts bring us back to the original issue: how to make sure that Cra-
cow Voicing applies only across word boundaries and not inside words. OT’s 
method to limit the application of a process to a subset of contexts is to use po-
sitional faithfulness, such as onset faithfulness or root faithfulness. However, 
neither of these methods works for Cracow Voicing. Root faithfulness is not 
available because the segment that undergoes Cracow Voicing is in the root, so 
the application of Cracow Voicing in roots should not be blocked. Onset faith-
fulness would do a good job for sosna ‘pine tree’, which is syllabified so.sna so 
both s’s are in onsets and hence would be successfully protected from Cracow 
Voicing by postulating Ident[±voice])Onset. However, the presence of the sec-
ond s in the onset cannot be relied on because Polish shows variation and the 
syllabification sos.na is not impossible; compare also wieczny ‘eternal’ and but-
ny ‘arrogant’: [vʲjɛ.ʧnɨ] ⁓ [vʲjɛʧ.nɨ] and [bu.tnɨ] ⁓ [but.nɨ]. If onset faithfulness 
were to be the way to ensure that Cracow Voicing is blocked word-internally, 
the variable syllabification should coincide with variable Cracow Voicing. We 
should therefore see [t] when the syllabification is bu.tny and [d] when the syl-
labification is but.ny because the former and not the latter would be protected 
from Cracow Voicing by Ident[±voice])Onset. However, the facts indicate oth-
erwise. Variation in syllabification does not coincide with variation in Cracow 
Voicing: sosna, wieczny and butny are pronounced with voiceless obstruents, 
22 For an analysis of Voice Assimilation, see Rubach (1996) and (2008).
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regardless of syllabification. I conclude that exploiting positional faithfulness 
for the purpose of limiting Cracow Voicing to the context of word boundaries 
is not the correct hypothesis to pursue.
My proposal is to derive the scope of application of Cracow Voicing from 
independently existing generalizations. In particular, the idea is to implement 
the insight originally discovered by Rubach (1996) that Cracow Voicing ap-
plies to archiphonemes in the context derived by Final Devoicing. The details 
of the analysis ensue.
As shown in by the examples in (37), the dialectal area covered by Cracow 
Voicing exhibits Final Devoicing. The most recent analysis of the voicing facts 
of Polish is that of Rubach (2008). Rubach’s proposal is to derive Final Devoic-
ing from the segment inventory constraint against [+voice] obstruents and po-
sitional faithfulness relativized to sonorants.
(40) a. *[+voice]
 Don’t be [+voice] on an obstruent.
 b. Ident [±voice]Presonorant
  The value of [±voice] on the input obstruent before a  sonorant must be pre-
served on a correspondent of that obstruent in the output.
Being more specific, the positional faithfulness constraint Ident [±voice]Presonorant 
is by definition ranked higher than the corresponding generic constraint 
Ident[±voice].
(41) Ident [±voice]
The value of [±voice] on the input obstruent must be preserved on a correspondent 
of that obstruent in the output.
The evaluation of obraz //ɔbraz// is now as follows.
(42) //ɔbraz//→ [ɔbras] 
Ident [±voice]Presonorant *[+voice] Ident [±voice]
 (a) ɔbraz **!
 (b) ɔbras * *
 (c) ɔpras *! **
The [b] in obraz is before [r], so before a sonorant, and hence is protected by 
Ident[±voice]Presonorant. This protection does not extend to [z] because [z] is be-
fore a word boundary and not before a sonorant. Consequently, [z] falls prey 
to *[+voice]. The winner is the candidate with Final Devoicing, [ɔbras] (42b), 
because it violates *[+voice] only once, (due to the [b] being [+voice]) while 
the competitor without Final Devoicing, [ɔbraz] (42a), violates *[+voice] twice 
(due to the [b] and the [z] being [+voice]). 
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A further candidate, not considered in (42), is [ɔbraZ]. This candidate has 
obeyed *[+voice] by deleting the feature [+voice] without replacing it with 
[-voice], so [Z] is an archiphoneme, underspecified for [±voice]. Archiphone-
mic outputs are eliminated by Spec (Prince and Smolensky 2004).
(43) Spec
No underspecified features.
Spec (Specify) makes sure that outputs are fully specified for all features. 
The analysis of Cracow Voicing will fall into place if we make a minimal al-
teration to Rubach’s (1996) analysis and use *[±voice] rather than *[+voice] as 
the constraint deriving Final Devoicing.
(44) *[±voice]
No [±voice] on an obstruent.
The evaluation in (42) is now replaced with the one in (45), in which the ar-
chiphonemic candidate is the winner. The assumed framework is Derivational 
OT motivated in Section 2. The relevant level is Level 2 (the word level).
(45) Level 2: /ɔbraz/→ /ɔbraZ/
Ident [±voice]Presonorant *[±voice] Ident[±voice] Spec
 (a) ɔbraz **!
 (b) ɔbras **! *
 (c) ɔpras *! ** **
  (d) ɔbraZ * * *
 (e) ɔBraZ *! ** **
Candidate (45a) violates *[±voice] twice because [±voice] is specified on two 
obstruents. The same is true for candidates (45b) and (45c). In contrast, can-
didate (45d) has specified [±voice] on one obstruent (specifically [+voice] oc-
curring on [b]). The other obstruent, [Z], is an archiphoneme, so it is unspeci-
fied for [±voice].
The evaluation in (45) is completed at the postlexical level. Spec is reranked 
to an undominated position because phonetic outputs must be specified for all 
features. The archiphoneme /Z/ is spelled out as [s] because [-voice] is the un-
marked value for obstruents, a generalization that OT expresses by the rank-
ing *[+voice] >> *[-voice].23
The analysis of Cracow Voicing is now clear. At level 2, all word-final ob-
struents in the winning candidates lose their specification for [±voice] and be-
come archiphonemes with respect to voicing, an effect of *[±voice] >> Spec. 
23 *[+voice] and *[-voice] say ‘don’t have the feature [+voice] on an obstruent’ and ‘don’t 
have the feature [-voice]’ on an obstruent’, respectively.
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The change affects not only voiced obstruents but also voiceless obstruents, 
so we have the archiphoneme /Z/ not only in obraz ‘picture’ but also in los 
‘fate’. The archiphonemic representations enter Level 4 (the postlexical level), 
at which Cracow Voicing becomes active and voices both /ɔbraZ ɔjʦa/ and 
/lɔZ ɔjʦa/, deriving the surface representations [ɔbraz ɔjʦa] and /lɔz ɔjʦa], the 
correct result.
(46) Level 4: /lɔZ ɔjʦa/ → [lɔz ɔjʦa]
Spec Cracow Voice *[+voice] *[-voice]
 (a) lɔZ ɔjʦa *! *
 (b) lɔz ɔjʦa * *
 (c) lɔs ɔjʦa *! **
Cracow Voicing does not apply word-medially because word-medial obstru-
ents have not been turned into archiphonemes, as (45) has shown. Word-me-
dial obstruents are therefore specified for [±voice] and hence are immune to 
Cracow Voicing. This immunity follows from the generic Ident[±voice] con-
straint that must be ranked above Crac Voice. The interaction is illustrated 
by kot ojca ‘father’s cat’, in which the second but not the first obstruent under-
goes Cracow Voicing.
(47) Level 4: /kɔD ɔjʦa/ → [kɔd ɔjʦa]
Spec Ident[±voice] Cracow Voice *[+voice] *[-voice]
 (a) kɔD ɔjʦa *! * **
  (b) kɔd ɔjʦa * **
 (c) kɔt ɔjʦa *! ***
 (d) gɔd ɔjʦa *! ** *
Ident[±voice] punishes any discrepancy between the value of [±voice] in the 
input and the output, that is, the value of [±voice] must be preserved in the 
output. Ident[±voice] is mute on the final stop in kot ‘cat’ because it is an ar-
chiphoneme unspecified for [±voice], so there is nothing to preserve. That is, 
the change D → d does not violate Ident[±voice]. The situation is different 
with the first stop in kot. The k has not undergone Final Devoicing because it 
is not at the end of the word. Consequently, the k is specified for [±voice] (it is 
[-voice]). Therefore, the change k → g in (47d) is a violation of Ident[±voice].
To conclude, the analysis proposed in this section makes a direct connec-
tion between Final Devoicing and Cracow Voicing. The former prepares the 
ground for the latter. The prediction of the analysis is that Cracow Voicing is 
possible only in a language/dialect that has Final Devoicing. This prediction 
is borne out in Slovak, which has Cracow Voicing and, predictably, Final De-
voicing.
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4. Conclusion
Static, distribution-based generalizations are accounted for in different ways 
by Standard OT and Derivational OT. The former uses the principles of the 
Richness of the Base and Lexicon Optimization, the latter employs underspeci-
fication in accordance with the Contextual Predictability Principle. The inves-
tigation of three independent processes has shown that underspecification as 
a method is superior to the Richness of the Base and Lexicon Optimization.
First, underspecification solves the problem of directionality in Nasal As-
similation occurring in the coda, as in camp. It also avoids postulating a mul-
titude of inputs and corresponding evaluations that are necessary in Standard 
OT under the Richness of the Base.
Second, a  study of the assimilation of borrowings into Polish concludes 
that Lexicon Optimization selects the wrong output as the underlying repre-
sentation and makes incorrect predictions regarding the direction of nativiza-
tion. These issues do not occur if the analysis is carried out by assuming un-
derspecification.
Third, underspecification solves the problem of limiting Cracow Voicing 
to the context across word boundaries. The desired effect is derived from the 
interaction of Final Devoicing and Cracow Voicing. The analysis requires that 
representations be archiphonemic (underspecified for [±voice]) at an interme-
diate level of derivation.
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