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Abstract 
Hand gesture is potentially a very natural and useful modality for human-machinc 
interaction. It is considered to be one of the most complicated and Interesting chal- 
lenges in computer vision due to its articulated structure and environmental variations. 
Solving such challenges requires robust hand detection, feature description, and 
viewpoint invariant classification. 
This thesis introduces several steps to tackle these challenges and applies them in a 
hand-gesture-based application (a game) to demonstrate the proposed approach. 
Techniques on new feature description, hand gesture detection and viewpoint invariant 
methods are explored and evaluated. A normal webcam is used in the research as input 
device. Hands are segmented using pre-trained skin colour models and tracked using 
the CAMShift tracker. Moment invariants are used as a shape descriptor. 
A new approach utilising the Zernike Velocity Moments (ZVMs, first introduced by 
Shutler and Nixon [1,2]), is examined on hand gestures. Results obtained using the 
ZVMs as spatial-temporal descriptor are compared to an HMM with Zemike moments 
(ZMs). Manually isolated hand gestures are used as input to the ZVM descriptor which 
generates vectors of features that are classified using a regression classifier. The 
performance of ZVM is evaluated using isolated, user- independent and user-depcndent 
data. 
Isolating (segmenting) the gesture manually from a video stream for gesture recog- 
nition is a research proposition only and real life scenarios require an automatic hand 
gesture detection mechanism. Two methods for detecting gestures are examined. 
Firstly, hand gesture detection is performed using a sliding window which segments 
sequences of frames and then evaluates them against pre-trained HMMs. Secondly, the 
set of class-specific HMMs is combined into a single HMM and the Viterbi algorithm 
is then used to find the optimal sequence of gestures. 
Finally, the thesis proposes a flexible application that provides the user with options 
to Perform the gesture from different viewpoints. A usable hand gesture recognition 
system should be able to cope with such viewpoint variations. To solve this problem, a 
new approach is introduced which makes use of 3D models of hand gestures (not 
postures) for generating projections. A virtual arm with 3D models of real hands is 
created. After that, virtual movements of the hand are simulated using animation 
software and projected from different viewpoints. Using a multi-Gaussian HMM, the 
- ii - 
system is trained on the projected sequences. Each set of hand gesture projections is 
marked with its specific class and used to train the single multi-class HMNI with 
gestures across different viewpoints. 
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CHAPTER 1 
INTRODUCTION 
Interest in hand gesture recognition has increased in recent years, motivated largely by 
the range of potential applications for human-machine interaction. Within the wide 
range of application scenarios, hand gestures can be classified into at least four 
categories [3]: conversational gestures, controlling gestures, manipulative gestures, and 
communicative gestures. Hand gestures are powerful human interface components. 
However, their fluency and intuitiveness have not been exploited and utilised as 
computer input. Recently, hand gesture applications have started to emerge but they are 
still not robust and are unable to recognise the gestures in a convenient and easily 
accessible manner by the user. Many advanced methods are still either too fragile or too 
coarse grained to be of any universal use for hand gesture recognition. In particular, 
methods for hand gesture interfaces must be improved beyond current performance in 
terms of speed and robustness to achieve the required interactivity and usability. 
-I- 
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Recognizing hand gestures automatically from visual input is a complex task. It 
typically involves several stages including, signal processing, tracking, shape descrip- 
tion, motion analysis, and pattern recognition. 
1.1 Motivation 
Hands are the most multipurpose tools to accomplish our daily tasks. They are the 
driving force in our user control interface and interaction application. This research is 
motivated largely by recent advancements in user-machine interactions. The Nintendo 
Wil 2005 console [5], Microsoft surface [4] and other similar applications have 
received a warm welcome from users. Computer games are already a big industry. 
Having these computer games driven by physical movements is expected to be widely 
encouraged by users. 
For proper evaluation of hand gesture recognition systems, several datasets have 
been collected by different research groups. In large part, the current databases [6-9], 
existing for static postures or dynamic gestures, are of a limited use. Existing databases 
mainly consist of single handed gestures captured with limited motion, controlled 
lighting, consistent background, no body movements and/or coloured gloves to ease the 
tracking and segmentation [6-10]. There are datasets [11,12] that do contain more 
expressive hand gestures relevant to a multimedia interfaces but these have not been 
made publicly available. 
Figure I-1: Wii console is used by the elderly for staying fit [ 13 ] 
The emerging technologies and the limitations of existing datasets have contributed 
to our thinking of how and for what purpose new datasets should be collected and how 
the prototype application should be designed. Interactive user-interfaces can be used 
not only in computer games but also in crisis management [14], helping people with 
-2- 
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disabilities (e. g sign language) [ 15-17], or for elderly people [ 18]. In this research, the 
proposed prototype is developed to be in line with applications that can be used for the 
elderly. Recent trends on using the Wii console to help the elderly lose weight and 
remain fit partly motivate this research and its direction (see Figure I- 1). 
1.2 Research focus 
The primary focus of this research is to create a framework for a user-interface that 
utilizes state of the art methods and can be used within a range of applications. To 
illustrate this, the developed techniques are demonstrated within a simple game. The 
developed techniques were not to create new segmentation, tracking, representation, or 
classification methods but rather to evaluate novel combinations of methods for a 
gesture-based multimedia interface, and to explore continuous gesture detection and 
viewpoint invariance. 
The thesis brings together several independent techniques into one framework. 
Figure 1-2 illustrates the position of our research in relation to other types of study. 
lu 
Wý 
H 
Studies on the use of applications 
Ontology and social aspects 
Designing and evaluating the application 
ImplenientHic, the application 
................................................................ ....................... 
, the right techniques - Locating 
Link-inc, the techi-uques - 
Evaluating techniques - 
Modifying existing algorithms - 
Creating new alprithins 
;Z- 7' 
Figure 1-2: research focus diagram: this shows to where this research belongs in terms 
of techniques and applications 
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The research adopts an appearance-based approach [22-25] for processing hand 
gesture with special attention to feature representation and gesture classification 
methods. A hybrid approach (see Section 2.4.2.3) is adopted for tackling viewpoint 
invariance. 
1.3 Research overview 
The thesis evaluates a recent method for image feature description within a new context 
and introduces a novel method for dealing with variation in viewpoint. The thesis also 
presents a new discussion on hand gesture detection. To demonstrate the overall utility 
of the approach, a framework of a game is designed as an example of possible applica- 
tions on hand gestures. The game has an entertaining chasing scenario between two 
characters (Bird and Ant). The player (game user) drives and controls the Ant while the 
Bird tries to touch the Ant. The 3D environment used in this game is simple as the 
focus is on the control more than the setting of the game. A normal webcam is used as 
the input device; webcams are included in most state of the art laptops and some 
computers by default which makes the game accessible and easy to use. From the 
webcarn video stream, human hands are segmented using pre-trained models of the skin 
colour, then the hand is tracked using the CAMShift tracker [19,20]. The foreground 
blob is then represented by a descriptor. 
A key requirement when selecting a method for shape description is to provide 
sufficient discriminative information for successful classification of hand gestures. The 
use of moments for shape description was introduced by Hu [21] in 1962. Hu intro- 
duced a set of six functions of standard central moments which provide a description 
that is invariant to scaling, translation and rotation, and a seventh function invariant to 
scaling, translation and skew. Another form of moments is the Zernike moments (ZMs) 
where the kernel is a set of orthogonal Zernike polynomials defined over polar co- 
ordinates inside a unit circle. ZMs are the projection of the image function onto these 
orthogonal basis functions. This idea has been extended recently by Shutler and Nixon 
[1] who added the displacements of the center of mass to ZMs. This incorporates the 
velocity of the moving objects into a descriptor. They called this extension Zernike 
Velocity Moments (ZVMs) which they explored successfully with human gait recogni- 
tion [1]. A motivation for this thesis was to use the ZVM descriptor in hand gesture 
systems and to evaluate its performance. The thesis compares the perfon-nance of Z%"M 
coupled with a static classifier to ZMs coupled with a bank of HMMs. The static 
-4- 
Chapter I Introduction 
classifier used is Classification via Regression (CvR) which was selected after explor- 
ing other classifiers. The performance of several experiments is presented including tý 
experiments that use isolated hand gestures, use-dependent and user-independent data. 
In real life scenarios, users do not perfonn a gesture alone but rather the hand ges- 
ture is part of a continuous video stream. Therefore, gesture detection (spotting) is an 
essential part of this research. Gesture detection in a continuous video stream refers to 
finding the start and end of a gesture. Two methods based on the use of an HMM 
(Hidden Markov Models) for detecting hand gestures are presented with extended 
discussion and evaluation. The first method is a sliding window which takes a number 
of frames of a gesture and evaluates them against a set of pre-trained HMM models. 
The second method uses the Viterbi algorithm to find the optimal path that a certain 
gesture may follow using a single HMM constructed from each of the pre-trained 
HMM models. 
Proposing a flexible system to use requires providing the user with options to per- 
form the gesture from different viewpoints. A hand gesture recognition system should 
be able to cope with such variations. To solve this problem, a multi-class classification 
technique is trained using a set of animated gestures with their projections. These 
animated gestures are obtained by creating a virtual performance of the hand using the 
captured 3D models and animation software. The virtually created hand gestures are 
projected from different viewpoints. Using multi-Gaussian HMMs, the system is 
trained on the projected sequences. Each set of hand gesture projections is marked with 
its specific class for training. Results and discussion are presented. 
1.4 Thesis contributions 
Original contributions produced from this work emerge from several parts: 
n Four new datasets have been designed for evaluating hand gesture recognition 
in different environments. The data is collected in the following settings: (1) a 
uniform background with controlled lighting (UBL dataset); (2) hands only 
visible in office environment (OEH dataset); (3) whole body visible in the of- 
fice environment (OEW dataset); (4) virtual performance of hand gestures us- 
ing 3D models. Ground truth of the data is provided using manual labelling. 
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0A prototype has been implemented showing how the set of controlling ges- 
tures could be used in practice (see Chapter 3). This prototype is a simple at- 
tractive chasing game involving two characters, one of which is manipulated 
by the user using gestures. 
m An Evaluation on the newly developed datasets has been presented using a 
state of the art detection and tracking method (CAMShift). 
m An Evaluation of ZVM introduced by [1,2] for human gait recognition has 
been carried out for the hand gesture datasets. 
m The ZVM is compared with a standard method used in hand gesture recogni- 
tion. Until now, the ZVM descriptor has not been compared to any of the state 
of the art methods on identical datasets. 
E Two techniques for hand gesture detection are presented with the aim to locate 
the start and the end of hand gestures automatically and to classify these 
gestures. This research also explores experiments utilizing HMMs with 
garbage states [26]. 
m Virtual hand gesture perfonnances have been proposed for dealing with 
viewpoint variation. Virtual (animated) hand gestures are generated using 3D 
models and animation software. 3D models are captured from real hands using 
a laser scanner. Then a multi-class detector and classifier is trained and 
utilized. 
1.5 Thesis structure 
Chapter 2 presents related background and a literature review on hand gesture 
recognition systems. It starts with defining the meaning of hand gesture and dis- 
cussing existing applications, then introduces the gesture categorization criteria. 
A survey on hand gesture systems is conducted in the context of multimedia. 
The related topics of machine vision to hand gesture detection are also re- 
viewed. 
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0 Chapter 3 presents the developed datasets used in this thesis. It discusses set- 
tings and the prototype application used as a demonstration of the techniques 
explored. 
0 Chapter 4 presents segmentation, tracking and feature representation methods. 
For our prototype to work, the most distinctive features of the gesture such as 
hand shape, trajectory, and colour need to be extracted and represented effi- 
ciently. This chapter also evaluates the use of the CAMShift tracker on the new 
datasets. 
M Chapter 5 presents and discusses several experiments. Firstly, hand posture 
recognition; Secondly, ZVMs representation + static classifier; Finally, ZMs 
HMMs classification. A comparative study on both hand gesture experiments is 
presented. 
E Chapter 6 presents in the first part, experiments on hand gesture detection 
using HMMs trained using the pre-segmented gestures. The second part ex- 
plores the use of 3D models for viewpoint invariant hand gesture recognition. 
The used 3D models have been captured from real hands and then manipulated 
using 3D animation software to create a viewpoint independent dataset of vir- 
tual hand gestures. 
Chapter 7 presents summary and findings of this research. It also discusses the 
limitation of the system design, possible improvements and future work. 
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LITERATURE REVIEW 
2.1 Chapter overview 
This chapter presents related background and a literature review on hand gesture 
recognition systems. It starts by defining the meaning of hand gestures and discusses 
possible applications. Next, categories of hand gesture recognition system are intro- 
duced. These categories are divided by a system's context and technology. The lion's 
share of the chapter deals with vision-based methods and their suitability for imple- 
menting user interfaces and multimedia applications, with special focus on appearance- 
based methods. Several studies have been explored in the relevant sections. Finally, 
results and findings are presented. 
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2.2 Understanding hand gesture recognition systems 
2.2.1 What are hand gestures? 
Biologists broadly define the term gesture as all kinds of instances where an individual 
engages in movements such that their communicative intent is manifested and openly 
recognized [271. Psycholinguists define the term gesture as the "critical link betit, een 
our conceptualizing capacities and our linguistic abilities" [28]. Gesture is one part of 
the natural aspects of human communication where humans use a range of movements 
from simple finger actions of pointing at objects (Deictic Gestures) to the more 
articulated motions that express feelings and allow communication with others. The 
communicative feature of the gesture boosts its potential role in multimedia applica- 
tions [10,28-33]. 
Hand gestures and speech are often associated with each other. This relation has 
attracted many researchers' attention. McNeill states that "statures modify their 
gestures to maintain synchrony with speech, and equally, that deliberate mismatch 
between gesture and speech can influence a participant's recall of a narration" [34]. 
Gesture and speech operate as an inseparable unit [35], reflecting different serniotic 
aspects of the cognitive structure that underlies both of them. This has been reflected in 
research on the relations between gesture and speech that are studied by Turk [36] who 
concluded that there is a close relation including the fact that unsmooth verbal speech 
disrupts gesture. 
2.2.2 Hand gesture recognition 
By going through early literature of hand gesture recognition systems, a few terms used 
within the literature as research aims can be highlighted. These terms distinguish this 
type of research from other research: such as "no mouse", "no keyboard", "natural 
interactive input methods", "effective sign language recognition", "manipulation and 
control gestures", "device-less remote control". None of these terms has departed from 
the laboratory environment to touch daily life and they were mainly a proof of concept. 
Computer vision and artificial intelligent challenges such as segmentation, tracking, 
classification and viewpoint invariance have narrowed the use of such studies on 
natural interactive systems. 
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However, the success of the Nintendo Wii 2005 console [5] against the , N, cll- 
established Sony PlayStation and MS Xbox, and more recently the Microsoft interac- 
tive table "Microsoft surface 2007" [4] have shown the real potential of the emerging 
technology. The Nintendo Wii system has a station which captures the motion of a 
handheld wireless device. The Microsoft surface does not require any handheld device 
but touching its surface is essential for the system to work. These emerging technolo- 
gies help to motivate the researchers who are working on hand gesture recognition 
systems because such devices have extended the limited use of mouse and keyboard to 
explore more natural ways of interaction. The previously mentioned systems are a step 
closer to a flexible system which is proposed in this research. 
Flexible interactive systems enable the user to interact with machines without the 
need to have any physical contact with the input device just like Nintendo Wii, and not 
to have any handheld or marker tools as with Microsoft Surface. 
2.2.3 Hand gesture recognition systems' categories 
Several related studies have attempted to classify gestures such as [28,37-40]. Most of 
these surveys did not target a specific gesture of the body, but rather explored and 
classified gestures from any part of the body whether it is an eye gesture [41 ], hand, or 
head gesture [42]. Research on classifying hand gesture according to the context is 
limited. 
This section explores hand gestures and their types and applications within a multi- 
media context. It aims to extend some of the related surveys such as [43]. It is well 
understood that hand gesture is an important example of a human gesture. However, 
hand gestures have a special nature due to the articulated motion and high number of 
degrees of freedom. 
A hand gesture can be categorized according to its temporal information into: 
0 Static gestures (some researchers call these postures), and 
o Dynamic gestures 
Hand gesture recognition can be divided as follows: 
The context of the gesture (sign language, control gestures) 
The technology used in gesture recognitions (non-vision, vision) 
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Hand gesture recognition systems 
Gesture context Technology used 
Figure 2-1: Hand gesture recognition systems can be divided and classified according 
to two criteria, the context of the hand gesture and the technolo-a-, v uscd for 
the recognition 
2.3 Hand gesture recognition by context 
Hand gestures recognition systems are classified according to their context and 
application into three types: 
Communicational gestures 
Manipulation gestures 
Interactive gestures 
Hand Gesture Recognition types by context 
Communicational II Manipulation Interactive 
e. g. Guming e. g. American sign e. g. 3D mouse 
language 
II 
Figure 2-2: The main three classes of hand gestures according to their context and 
application 
2.3.1 Communicational hand gestures 
Communicational gestures are known as sign language gestures that are considered in 
some literature to be independent from other types of gesture. Sign language is 
linguistic-based and requires the collective interpretation of multiple, individual hand 
signs that are combined to form grammatical structures [22,44-46]. Sign language 
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gestures are the most well-studied field in hand gesture recognition systems. Sign 
language extends beyond hand movements to include mouth and arm movements. 
Unfortunately, it is not a universal language and different countries have diffcrent 
vocabulary; e. g. British Sign Language (BSL) and American Sign Language (ASL). 
There are several research studies on forming sign language in a written W'av such as, 
the Sign Writing system [47] which provides a special font (Sutton). 
Sign language can be categorized into three types [25]: 
a) Finger spelling which is used to spell a word by letters or numbers. It is usually 
static postures that refer to meaning [45,48-50]. 
b) Word sign, this is the most common form of sign language. A certain motion of 
the hand refers to a word [ 17,25,29,50,5 1] 
c) Non-manual features which usually involve tongue, hand and/or body position 
[15,16,391. 
2.3.2 Control and manipulation hand gestures 
Control and manipulation gestures are widely explored in several applications. There 
are creative products which aim to improve the human-computer interaction. These 
applications include car gadgets control as in Zobl et al. [52], hand drawing as in Isard 
and MacCormick [53,54], large display map navigation control as in Carbini el al. and 
Wilson [31,55], and virtual reality control as in Weissmann [561. 
Zobl et al. [52] presented a multimodal system, which consists of a gesture- 
optimised user interface, a real time gesture recognition system and an adaptive help 
system for gesture input that is aimed to be used in a car. This system supports eleven 
dynamic hand gesture classes and four hand poses. They used an adaptive background 
removal technique to segment and threshold the images. After filtering these images 
with a forearm filter, Hu-moments [21] with HMM are computed. Their system was 
trained and tested by using data of one person and thus is highly person dependent. 
Isard and MacCormick [53,54] presented a system which uses the condensation 
algorithm [57] for tracking the fingertip to utilize a drawing application. The sý'stern 
assumes a simple controlled environment and manual initial localization of the fingertip 
is required. More recently, Sepehri et al. [58] presented a flexible approach for a hand 
gesture drawing system which deals with gesture in 3D space using a stereo camcra to 
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capture a disparity map. They approximated the planer of the hand for both the 
disparities and motion model. They have not conducted user studies to assess the 
perfon-nance and fatigue that may occur in long term use. 
A large display application driven by using hand gestures is explored bý, Carbini et 
al. [31] who also used a stereo camera as input device. A skin-colour tracker has been 
used for detecting the head and hands. They divided the space between the human bod". 
and the display into zones to minimize the 3D search space of the hand gesture. TheV 
used one hand for gesture and another for controlling the start and the end of their 
application. More studies on large display control such as the use of drag and drop 
objects can be found in Collomb [59], where several techniques on large displaý' 
systems are compared and discussed. 
Wilson [55] presented a computer vision technique to detect when the user brings 
their thumb and forefinger together (a pinch gesture) for close-range and relatively 
controlled viewing circumstances. This system used a single camera fitted on the screen 
against a black background (keyboard). The technique avoided complex and fragile 
hand tracking algorithms by detecting the hole formed when the thumb and forefinger 
are touching each other; this hole is found by simple analysis using the connected 
components analysis technique [601 of the hand segmented against the background. 
Malik et al. [61] developed a vision-based hand tracking system over a constrained 
tabletop surface area to perform multi-finger and whole-hand gestural interactions with 
large displays from a distance. They designed a set of static and dynamic gestures as 
input to their system, where both hands were used for the interaction. 
Tangible interfaces and gestures are another kind of control and manipulation input. 
Mazalek and Nitsche [62] built a physical object that can be manipulated to control 
corresponding digital objects. The physical object drives a game through a set of 
sensors on the built object. 
2.3.3 Interactive hand gestures 
Hand gestures are considered to be interactive when users require changing the way 
they perform the gesture according to the application's feedback. This is mainly in real- 
time applications. Most games that use hand gestures are considered to be interactiVe 
ones. It is worth mentioning that interactive gestures and control gestures are similar. 
The feedback in the interactive gesture distinguishes this type. 
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There are several studies on this type of gestures including Wilson and Oliver [63] 
They created a stereo-vision based system called "GWindow". This sN, stcm utilizes not 
only hand gesture but also speech recognition for performing several basic Aficrosqfi 
Window management tasks. A year later Wilson [64] presented a touch screen technol- 
ogy called "TouchLight" which uses image processing techniques to combine the 
output of two video cameras placed behind a semi -transparent plane in front of the user. 
The resulting image shows objects that are on the plane. The use of two cameras helps 
to filter out unwanted objects. Only objects on the surface give the same projected 
image. A microphone is used to detect the clicking events. A projector is used to 
project the resulting image on the screen. 
Similarly, Ahn et al. [65] presented a system for interacting with a large display 
using a live video avatar of a user. The system enables the user to appear on a screen as 
a video avatar and to interact with items therein through hand gestures. The user can 
interact with the large display remotely by walking and touching icons through his 
video avatar. They developed live video composition, active infrared vision-based hand 
gesture recognition, 3D human body tracking system, and incorporated a voice reco- 
gnition system. Surveys on interactive gesture can be found in [14,36,39-41,66,67]. 
2.4 Hand gesture recognition by technology 
Reviewing research on hand gesture recognition and general gesture recognition has led 
to a categorization based on the used technology into non-vision-based methods and 
vision-based methods. Non-vision-based methods use all types of sensors apart from 
cameras to detect hand gestures. Examples of such sensors are "the magnetic" which is 
for detecting the 3D location of hand gesture, "touch sensors", "data-glove" and so on. 
Vision-based methods use cameras as the input device. 
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(a) (b) 
Figure 2-3: (a) Microsoft Surface diagram [68]. 1) Screen 2) Infrared cameras 3) CPU 
4) Projector. Number of infrared cameras depends on the design and size 
of the table. (b) 5DT Data-glove [69] capturing device. 
2.4.1 Non-vision-based hand gesture recognition 
2.4.1.1 Touch technology 
One of the recent products of touch technology is the Microsoft Surjace [4] which 
allowed more human computer interaction through gesture - see Figure 2-3-(a). Users 
can "grab" digital information with their hands and interact with content through hand 
movements, without the use of a mouse or keyboard. The touch technology used in the 
Microsoft Surface is based on multi-infrared cameras. Other applications and products 
utilized other touch technologies based on resistive media, ultrasonic waves, capaci- 
tance, and optical imaging [70]. Touch screens were in use many years ago, such as the 
surface notebook, mobile phones and interactive white boards [64]. 
2.4.1.2 Data-gloves and virtual reality 
Data-gloves are physical devices attached to a computer either via wire or wireless. 
They are wearable gloves usually made of a fabric, see Figure 2-3 (b). These gloves 
contain several sensors placed in such a way that they can transfer fingers movements 
into signals that represent the difference between various hand shapes [37,43,71]. 
Different techniques have been used to track the changes in the hand position and 
orientation. These techniques depend heavily on the nature of the sensor used in the 
glove. LaViola's technical report [43] on hand gesture and posture recognition 
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described the main and common techniques used in the data-glove method. These 
techniques are magnetic, acoustic, and inertial tracking. Magnetic based devices have a 
transmitting device that emits a low-Erequency magnetic field vvherc the receiver 
verifies its position and orientation. Acoustic based devices or ultrasonic devices use 
high-frequency sound emitted from a source component that is placed on the '-flove. 
Microphones placed in the environment receive ultrasonic pings from the source 
components to verify their location and orientation. Finally, inertial based devices use a 
variety of inertial measurement sensors such as gyroscopes, servo-accelerometers, 
angular velocity sensor and others. 
Different data-gloves have a different number of sensors installed on the fabric, and 
the most common type [40,43] is the 5DT Data-Glove [72] which supports up to 5 
degrees of freedom (DOF) and has 16 sensors installed. The technology of the sensors 
varies. Tarchanidis [73] proposed a data-glove design which captures not only the hand 
movements, but also the movement force through installing a force sensor. The 
accuracy of data-glove depends on the analogue- digital converter resolution (the higher 
the better). Data-glove and physical drafted hand (e. g. wooden model) capturing 
methods are used usually for virtual reality, military and medical applications [74-76]. 
Non-vision-based technology depends more on hardware-based solutions for captur- 
ing gesture motion. This usually results in a complexity in the system. In addition, 
many potential users cannot afford to buy such a technology. In contrast, researches 
utilize more complex computational algorithms which tend to offer a simpler interac- 
tive interface that has satisfactory acceptance from the end user. 
This research aims to provide easy-to-use and affordable (low cost) systems. There- 
fore, this literature survey is directed towards the vision-based methods and applica- 
tions. 
2.4.2 Vision-based hand gesture recognition 
Vision-based methods use the video camera as an input. This can be a single camera, 
stereo or multiple cameras depending on the application and setting. Vision-based 
methods have some advantages in comparison with non-vision-based methods. several 
surveys [43,75,77] have discussed these issues in detail. The advantages of vision- 
based methods are summarized as follows: 
Accessibility and portability: Non-vision-based approaches require wearable devices 
(such as the data-glove), or direct contact devices (such as the touch screen), 
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whereas vision-based devices can be applied to some extent in any condition and 
anywhere. In vision-based approaches, howeN, er, the hand's size does not make aný, 
difference whereas in glove-based it does. Wearing the glove for a Nvhile can cause 
discomfort to some users. 
Usability: It is widely known that systems with limited or free calibration usuallv gain 
more acceptance from the end user than others. Some non-N, ision-based applications 
such as the data-glove require an initial calibration while vision-based sýstems 
permit a much more flexible environment. The other aspect of the usability is how 
the user can cope with the system. 
Affordability: Vision-based approaches provide a cost effective solution for gesture 
recognition while the non-vision-based systems such as the data-glove and the 
touch screen are much more expensive. 
It can be concluded according to this comparison, that vision-based techniques have 
the edged over non-vision-based techniques. This comes at the expense of more 
complex algorithms for handling common computer vision challenges such as lighting 
changes, background instability, noise, collision, tracking, and recognition techniques. 
There has been a huge body of work on vision-based techniques to solve these chal- 
lenges. 
Vision-based techniques can be divided into three categories: 
m Model-based 
Appearance-based 
Hybrid-based 
2.4.2.1 Model-based approaches 
A model-based hand gesture system generally utilizes 3D models (see Figure 2.6) of 
the hand. Figure 2.4 shows the general structure of the model-based approach. The 
general idea of this approach is to map the 3D models' parameters to correspond with 
an imaged hand, either for tracking proposes or for classification. Video input is 
composed of images that contain 2D information when a single camera is used. 
Therefore, the 3D model is projected and after that, a fitting function is used to 
compute and minimize the error mapping between the 3D-to-2D hand projections and 
the tracked hand. Model parameters are optimised using the output of the fitting, 
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function and another projection is computed according to the error value. A successful 
hand fitting is a result of an accurate description of the tracked object and a correct 
classification of its actions. 
The geometric hand model is usually created either synthetically, as in Figure 2.5, or 
can be obtained by reconstruction/scanning methods, as in Figure 2.6 which was 
captured using the Polhemus laser scan system [78]. The 3D model can be represented 
in various ways, for example deformable polygon meshes [79] or generalized cý'Iindcrs 
[80]. Generally, the projected hand parameters (out of the 3D model) are estimated 
separately from the parameters of the hand in the input video stream but can be also 
estimated together as in [81]. This section highlights some of the research that has 
adopted a model-based approach. 
ý, 
"Inpul 3D Model 
I 
--x --- Segmentation 
2D Model projec7tion 
I& 
tacking 
Feature extraction 
Fitting ftinction 
Optimization 
Classification 
Output 
Figure 2-4: Flowchart depicts the overall structure of a model-based hand recognition 
system using a 3D model. 
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Figure 2-5: Two examples of manually created models (a) is a 3D modcl (b) is a -ID 
model [82] 
Figure 2-6: 3D Hand model of real hand scanned using a Polhemus laser scanner [83] 
Model-based approaches have been used for tracking [79,84] and dealing with 
viewpoint variations [85]. Using a Point Distribution Model (PDM) of the human hand, 
Heap and Hogg [79,84] constructed a 3D defon-nable model using a statistical analysis 
of MRI images. They calculated the mean of these models for a specific hand, and then 
they calculated the variation of the models using Principal Component Analysis (PCA) 
(discussed further in Section 2.5.2). Using the constructed model, they tracked the hand 
in the scene using the projections of the 3D model. Model location parameters are used 
as an initial location for the next frame and so on; each time the change in the position 
and hand shape are calculated to deform the model accordingly. During the tracking. a 
uniform background is used. 
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Rehg and Kanade [81,86] presented their DigitEyes framework, which utilized a 16 
cylinder hand model (fingers and palm) with a total of 27 DOFs. Initial configuration 
was predefined using an estimation algorithm which first predicts feature parameters 
for the next frame, and afterwards the difference between the measured and the 
predicted states is minimized using inverse Jacobean mapping from the displacement in 
feature space into the displacement in hand configuration space (angular space). They 
proposed a tracking framework for articulated objects that uses explicit kinematic hand 
models. The kinematic models provide geometric constraints on image features. The 
real-time tracking systems use finger tip features and are tested to predict self- 
occlusion. They tried to resolve the ambiguity caused by the occlusion in [81], which 
occurs when the motion is directed along the viewing axis of a single camera during the 
hand tracking or estimation. 
Lien [80] extended the work of Heap [79,84] and Rehg [81,86] to tackle the prob- 
lem of 3D model scalability. Lien's system used a set of markers on the end of each 
finger and on the wrist. The 3D model is generated using articulated cylinders for the 
fingers; Lien tracked the markers on the hand to configure and calibrate the 3D model 
states. This calibration allows scaling the model using a fitting function. Lien's scalable 
model-based hand posture analysis system addressed marker occlusion problems in the 
conventional inverse kinematic algorithm. They estimated occluded markers by 
studying the trajectory of the hand motion. These markers are linked to the model's 
cylinders. To overcome the use of hand markers for constraining the movements of 
these cylinders, Wu and Huang [87] presented a method for capturing the articulated 
hand motion. The constraints of joint configurations are learned from natural hand 
motions with a data-glove. Dimensionality reduction techniques are used to minimize 
the 20 dimensions to a seven dimensional subspace by using PCA, which maintains 
95% of the variation in their training data, similar to Heap and Hogg [79,84]. Lien, W'u 
and Regh built their model using ridged parts representing fingers and palm as in 
Figure 2.5. 
In a similar approach, Sudderth et al. [88] introduced probabilistic methods for 
visual tracking of a three-dimensional geometric hand model from monocular image 
sequences. Model components are represented by their positions and orientations. A 
prior model is then defined to enforce the kinematic constraints implied by the model's 
joints. Mapping is processed using a redundant representation that allows a colour and 
edge-based likelihood Chamfer distance measure [89]. Given this graphical model of 
hand kinematics, they tracked the hand's motion using the Non-parametric Belief 
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Propagation (NBP) algorithm. A KD1-tree based method is used to improNC NBP's 
computational efficiency for fast Chamfer distance evaluation. 
3D model projections are used in the model-based approaches to map the tracked 
hand to its corresponding model. This mapping requires estimating the position of the 
hand in a frame and mapping it to the model, then updating the states. These techniqLics 
are sometimes referred to as the "analysis-by-synthesis approach", which Shinlada et 
al. [23,901 adopted. Their system has two stages. Firstly, with a 23 DOFs 3D model, 
they generated 125 possible 2D projections from 128 viewpoints and achieved a total of 
16,000 frames. To simplify the search, they built a transition network between the 
shape models. Secondly, 3D models candidates were projected to the image plane and 
the discrepancy of the contour of projected image and input image is evaluated. 
Extended Kalman Filter (EKF, in a similar way to Stenger's hand tracker [91 ]) is 
utilized to find the best match for fitting the model to the image. EKF is a recursive 
filter that estimates the state of dynamic system from noisy data. The system is 
complicated and cannot be applied to real-time applications. A Trajectory and history- 
based method was introduced by Morrison and McKenna [92]. They used skin colour 
as a common visual cue, and recognition methods based on hidden Markov models, 
moment features and normalised template matching. They proposed skin history 
images as history-based representation and reported results on a database of sixty 
gestures. 
Athitsos and Sclaroff [85] used a hierarchical retrieval system by rejecting the vast 
majority of the hand shapes and then ranking the remaining candidates according to the 
order of similarity to the input using Chamfer distance [89,93]. Four different similar- 
ity measures are employed based on edge location, edge orientation, finger location and 
geometric moments. Their dataset consists of 26 3D hand-shaped prototypes. They 
projected each of these prototypes from 86 viewpoints. They calculated the Hu 
moments of the projected images and stored these feature vectors in a database. After 
that, they applied PCA on their database to find the main eigenvectors. The created 3D 
model consists of 16 links representing the palm, and 15 segments corresponding to the 
fingers' parts; their models have 20 DOFs. 
It should be mentioned that Erola's survey [82] on pose estimation provides ex- 
tended details on model fitting and initialization methods. 
I KM-trees: K-Dimensional trees 
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2.4.2.2 Appearance-based approaches 
In appearance-based methods, there is no use of 3D models. These methods arc solcl% 
based on the 2D input and analysis. Figure 2-8 depicts the overall structure of this 
method. Segmentation and feature extraction play a major role in the success of the 
overall system, and are also considered to be more suitable for real-time applications. 
Input 
Segmentation & 
tracking 
Feature extraction 
Database I- Classifier 
Output 
Figure 2-7: general structure of an appearance-based hand recognition system 
This research deploys appearance-based techniques and algorithm. Therefore, Sec- 
tion 2.5 is dedicated to discuss in depth each of the stages in Figure 2.7. 
2.4.2.3 Hybrid-based approaches 
There is an interesting third category of approaches on vision-based system that 
combines appearance- and model-based methods. This approach uses the 3D models to 
train an appearance-based detector. The difference between hybrid- and modcl-based 
methods is that in the first one the 3D model is used only for training the system and 
then an appearance-based technique is deployed. In model-based methods, the 3D 
model is an essential part of the system during all stages of the analysis as discussed in 
Heap and Hogg [79,84]. Figure 2-8 illustrates the general structure of hand gesture 
systems that adopt these approaches. 
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Input 
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Figure 2-8: Hybrid-based gesture recognition' general structure 
This approach is adopted by Zhou et al. [89,93] who introduced a fast indexing 
system by using a single hand image. By treating local visual features as terms, training 
images as documents and input images as queries, they formulated the problem of 
object recognition into that of text mining. Such formulation opens up the opportunity 
to integrate some powerful data mining tools into machine vision. They trained the 
system using the projection of 3D model which generates different hand shapes that can 
be mapped to a single state. They aimed at improving the efficiency of the articulated 
object recognition by using an Okapi-Chamfer matching algorithm, which is based on 
the inverted index technique. To enable inverted indexing in an image database, Zhou 
et al. built a lexicon of local visual features by clustering the features extracted from 
the training images. Given a query image, visual features were extracted and quantized 
according to the lexicon, and then looked up in the inverted index to identify the subset 
of training images with non-zero matching score. The evaluation of the matching was 
performed by combining the modified Okapi weighting formula with the Chamfer 
distance. The performance of the Okapi-Chamfer matching algorithm is evaluated on 
hand postures recognition. As reported, the system was slow to be applied to real-time 
systems -3 see per query on an average sized dataset of training images. 
Stenger et al. [94] proposed a model-based hand tracking system using a hierarchi- 
cal Bayesian filter. They used a 3D geometric hand model which was constructed from 
truncated cones, cylinders and ellipsoids. The projections of the 3D model were used to 
map the model using the contour's edge to the real hand in the input video stream based 
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on skin colour. The hand tracking problem is formulated as state estimation. They used 
two approaches for tracking: one is an unscented Kalman filter [91]: the other is tree- 
based filtering which is a hierarchical Bayesian filter that allows intearation of I=! 
temporal information. 
2.5 More on appearance-based approaches 
Designing a gesture recognition system requires several important elements to be 
considered. Hand recognition tasks determine the mathematical model that may 
consider either or both spatial and temporal characteristics of the hand gestures. The 
approaches used for recognition play a crucial role in the nature and performance of a 
gesture recognition system. These approaches have their roots in computer vision. Once 
the gesture is segmented, tracking methods should be deployed for extracting hand 
gesture characteristics and parameters. Then a descriptor needs to be used with the 
control obtained from the tracking stage. A descriptor should produce features to 
represent the description of the hand pose or trajectory depending on the modelling 
approach that has been used. We can highlight the common stages that most systems 
use: 
a) Hand tracking and segmentation 
b) Feature extraction and representation 
c) Hand gesture detection (locating the start and end) 
Using the output of the descriptor, gestures can be classified and interpreted accord- 
ing to specific models and some grammar rules that reflect the internal syntax of 
gestural commands. The grammar may also encode the interaction of gestures with 
other communication modes such as speech, gaze, or facial expressions. Two more 
analysis aspects can be added to the previous three: 
d) Classification method 
e) Grammar roles 
One of the most challenging problems of hand gesture recognition systems is detect- 
ing and classifying the gesture from different viewpoints. The literature has very 
limited material on viewpoint invariant hand gesture recognition, but has more material 
on posture viewpoint invariant systems. Using the 3D model is one of the 1-flost 
successful methods to deal with viewpoint in hand posture [94,95]. From the 3D 
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model, several 2D projections can be generated and then a direct mapping between the 
real video input and the generated projection can be processed. Chapter 6 provides 
extended study on hand gesture and viewpoint. 
2.5.1 Hand tracking and segmentation 
It is an essential requirement for any hand gesture recognition system to detect the hand 
in the input video stream, segment the foreground from the background and track it in 
each frame of the input stream. Skin colour segmentation is one of the most common 
methods for locating the hand for several reasons: 
m Hand gestures are more likely to be performed without gloves. 
n Skin colour has the same colour value (in an HSV domain) and different human 
races' skin-colour differs in the brightness value [92]. 
m It is easy to implement and has effective execution time; with skin-colour seg- 
mentation a distribution function (such as Gaussian) is usually used. 
A hand in motion against a static background can be segmented by simply detecting 
pixels that differ from the background image. There are three main methods for 
background removal; they are static, adaptive and probabilistic methods [96]. Shadows 
can be a problem in background removal algorithms; there is a huge body of work on 
how to remove these shadows, including studies that utilize infrared (IR) cameras [65, 
97]. For example, an infrared (human's temperature) camera [98] has been used to 
provide a fast solution by simple thresholding operations. In a more engineering based 
design, Feris et al. [45] introduced a multi-flash camera setup to remove the shadows 
that occur around the finger edges. Their work targets sign language using isolated 
finger-spelling gestures based on the depth of the edges. They used a shift and scale- 
invariant descriptor to analyse the intensity of the interest point on the edge by counting 
the number of other edge pixels in eight neighbouring regions. They have reported 
improved results against the well-known Canny Edge detector [99]. 
Lockton and Fitzgibbon [46] put together real-time hand gesture recognition of 46 
different hand postures, most of the poses are from the spellings of American Sign 
Language (ASL). Skin colour segmentation was used in addition to a boosting algo- 
rithm [100] for fast classification. The user was asked to wear a wristband so that the 
hand shape can be easily mapped to a canonical frame. A recognition rate of 
99.87"'o is 
produced in controlled environments where no temporal 
information is considered. 
Another application which used human skin segmentations is 
Chandran and Sawa [22, 
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44]. They worked on sign language alphabetic recognition from a set of frames that is 
made with protruding fingers only. A two dimensional projection of Euler angles is the 
description method that is coupled with Euclidean distance to form the classification 
stage. They reported a recognition rate of 91%. The experiments have been conducted 
in controlled environments. 
Tracking is commonly followed by or combined with the segmentation stage. In this 
research, a CAMShift tracker is adopted (see Chapter 4). Choosing the appropriate 
tracking and segmentation method requires testing different techniques and then 
evaluating their suitability for a particular task. For this propose, the use of the Leeds 
tracker developed by Magee [96] is explored. Magee's tracker is based on the use of 
GMM'-based adaptive colour models for both foreground and background and also 
incorporates object shape models. Magee's tracker proves to be effective when the 
tracked object is big enough and has a predictable motion. Different environments need 
to be learrit first by the tracker to generate its foreground and background models, 
which may eliminate some of the hand gestures. The tracker is designed to track blobs 
around the object of interest. In this research, the need is to track and segment the 
object not the blob. Therefore, the segmentation step is required on top of Magee's 
tracker for the hand skin colour. Magee's tracker suffers from changing the ID of 
tracked blob (the same object may have more than an ID during tracking); to solve this 
problem studying the trajectories is required as mentioned by Dee in [10 1 ]. 
The KLT (Kanade-Lucas-Tomasi) Tracker is well explained in the Shi and Tomasl 
[102] paper. The KLT algorithm combines a feature extraction method with tracking. It 
starts by selecting the best features, and keeps track of these features. The KLT 
algorithm makes use of the texture patches that have high intensity variation in both 
directions, such as a comer. Human skin-colour does not have rich texture and 
therefore it is harder to track. Edges can be considered as features. 
Optical flow [99,103,104] reveals the image changes due to the motion of an 
object. Optical flow is the velocity field that represents motion of the object points in 
an image. Usually, these points relate to intensity changes in the image. Usually optical 
flow is associated with two assumptions: First is that the tracked feature points ha%C 
constant brightness during the motion, and the second is that the points near the 
feature 
I Gaussian NIiXture Model 
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points are moving in the same direction. The algorithm yields a dense velocity field 
between any two images of a sequence, provided that the displacements between the 
two frames are not too large. Usually, the velocity vector components of direction and 
value are computed from the gradient in both the x andy direction. 
A tracking method as part of integrated systems is introduced by Laptev et al. [ 105]. 
They track open hands and distinguish between five different hand states. Scale-space 
analysis was used to find intensity or colour blob features at different scales, corre- 
sponding to palm and fingers. Likelihood maps were generated for these features and 
were used to evaluate five hypothesized hand states that corresponded to certain fingers 
being bent or extended. A particle filter [106] is used for tracking, and the system 
operated at 10 fps. A vision-based television remote control was the target application. 
Nikolay et al. [106] presented an approach for visual tracking of structured beha\, - 
iour. An automatically acquired variable-length Markov model was used to represent 
the high-level structure and temporal ordering of gestures. Continuous estimation of 
hand posture is handled by combining the model with annealed particle filtering. The 
stochastic simulation updates and automatically switches between different model 
representations of hand posture that correspond to distinct gestures. Nikolay's imple- 
mentation was executed in real time. Particle filtering has been used to approximate the 
posterior density with a set of particle weights. Skin-colour with a Hough transform 
[60] is used to extract the features of the hand and represent them. 
2.5.2 Feature extraction and representation 
Extracting meaningful information from a sequence of images is a crucial stage for any 
computer vision application. Why is this important? 
Processing every part of an image with the same significance is computationally 
expensive. In addition, hand gestures can be accompanied with other unwanted motions 
like head motion where the important part is the hand motion. Feature extraction 
methods provide the useful information in a simpler and more meaningful form for 
computation. The difficulty is being able to find a method that represents the movement 
of the gesture in an effective way. A successful description should transform these 
features to computational form that can be processed and classified. Plausible features 
could be the finger number, position of the hand, curvature, angle and hand (-, csture 
trajectory [92]. 
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Hand gesture feature extraction has been studied in the literature in many m, 'ays. as 
shall be highlighted in this section. A simple technique involves first extracting the 
main areas of motion in successive frames and then representing these areas. This call 
be calculated using frame differencing. Frame differencing requires gencratinLy a two- 
dimensional array by subtracting the pixel intensity values of two successive frames. 
From this, a binary array can be generated where I's and O's are created accordirig to 
whether the difference resulting values are above or below a threshold parameter. From 
this, the area, centroid position, and orientation can be calculated. This provides a 
feature vector that can be used for further processing. The weakness of this method is 
that it relies on all the rest of the image within the field of view to remain stationary. 
Movement speed is also not included in the feature vector. It is unlikely to only capture 
the meaningful movements of the body. 
Real-time applications contain several stages such as segmentation, feature 
extraction and representation, classification, detection and visualization. For these 
applications to work efficiently, feature extraction and representation methods should 
minimize their required computational time. For example, a compressed version of a 
sequence of images might be processed more quickly. PCA can be used as a form of 
compression since it is able to hold most of the important information about an image 
in a small amount of data [99,107]. PCA is efficient method as it relies on similarities 
within an image where similarities can be ignored and focus can be focused on 
differences which place most of the information about an image or a sequence of 
images. 
It is worth mentioning that it is not easy to categorise feature extraction and 
representation into separate modules from the tracking stage. Often, the technique used 
for tracking is inherently linked to extraction and representation methods. 
Feature representation techniques can be classified into two types: 
o Contour-based methods 
o Area-based methods 
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The classification is based on whether the features are extracted from the contour 
only or are extracted from the whole shape region. Under each class, the different 
methods are further separated into discrete approaches and continuous approaches. This 
sub-class is based on whether the feature is represented as a whole or represented by 
segments/sections (primitives) [60,108]. The whole hierarchy of the classification for 
the feature types reviewed here in Figure 2-9. 
Features 
Contour-based 
Continuous Discrete 
Wavelet descriptor' Chain code 
Fourier descriptor B-Spline 
Shape signature Signature 
Hausdoff distance Active contour 
Area-based 
Continuous 
Area 
Euler number 
Eccentricity 
Moments 
Discrete 
Convex hull 
Medial axis 
Core 
Figure 2-9: Feature representation and description techniques and their categories 
There is a third type of feature representation techniques that takes into conside- 
ration the temporal information in addition to the spatial ones. This type can be called 
spatio-temporal description methods, see Section 2.5.2.3. 
2.5.2.1 Contour-based methods 
These methods use the shape boundary only for producing a feature vector to represent 
the object (e. g hand). Contour-based methods can be divided into two types: continuous 
approach (global) and discrete approach (structural). The measure of feature similant"', 
is a metric distance between the acquired feature vectors. Discrete approaches sample 
the shape outline into primitives (segments) using a particular sampling criterion. 
Continuous approaches do not split the shape into sub-parts; usually a feature vector 
derived from the primary boundary is used to represent the feature. Fourier and wavclct 
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transforms are popular types of continuous descriptors. NVe present discrcte and 
continuous examples of contour-based descriptors. 
The discrete Fourier transform (DFT) [99,109] estimates the Fourier transform of 
an image from a finite number of its sampled pixels. This to be used with contours. the 
edges of the target object needs to be extracted. A simple method of edge detection can 
be used. The sampled pixels are supposed to be typical of what the whole image 
continuous signal (stream) looks like at all other times. A wavelet transform is 
mathematical function that cuts up data into different frequency components, and then 
studies each component with a resolution matched to its scale. They ha\, C advantages 
over Fourier methods in analyzing physical situations where the signal contains 
discontinuities and sharp spikes [103]. 
A chain code [110] is one of the simplest ways to represent the boundary of an 
object. The chain code represents the length and direction of the boundary. Length is 
determined by the distance between pixels and direction, and is fon-ned into 4 or 8 
values as in Figure 2-10. 
A2 
__ 
: 
/ T \ 7 Figure 2-10: Chain code representation 
Using the chain code representation has its drawbacks. This is because the resulting 
representation suffers from being the length of the code's chain, not tolerant to noise 
and not invariant to starting point and rotations. There has been lots of research on 
enhancing the chain code, e. g. [111], such as normalising the shape but that also 
generates a problem in the shape resolution. 
Shape signature [60] is a ID method of representing an object , it is invariant to 
rotation and translation as it is based on the centroid profile in the most common case. 
Signature is easy to compute and tolerant to noise. A number of samples are selected 
and located on the target boundary and then the distance to the centre of mass is 
-1). In the calculated. Figure 2-11 depicts two examples of hand posture (see Section 3.. 
first experiment Figure 2-11 (a), a regular step sampling on the boundary and in the 
second an adaptive sampling is adopted where the number of samples increases %vith 
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changes in the curvature degree. Thus a section of boundary requires fewer samples 
than the finger tip. The axis in Figure 2-11 (b) depicts the direction of the sampling. It 
is also known as centroid distance signature. 
0 
(a) (b) 
Figure 2-11: Hand posture representation using signature method (a) with regular 
sampling step, (b) Adaptive sampling step 
2.5.2.2 Area-based methods 
Area descriptors (regional-based) are powerful when texture and the colour are the 
important elements and features across multiple frames. All the pixels within a shape 
region are taken into account to obtain the representation in contrast with the use of 
boundary information alone in the contour-based methods. Common region-based 
methods include: moments descriptors, grid method, shape matrix, convex hull and 
medial axis [15-17,29,31,50,52]. Similar to contour-based methods, region-based 
methods can also be divided into global and structural methods, depending on whether 
they separate shapes into sub-parts or not, see Figure 2-9. Area-based methods are 
utilised in this thesis and further discussion is postponed until Chapter 4 and Chapter 5. 
2.5.2.3 Spatio-temporal methods 
Spatio-temporal methods make use of the spatial information in each frame of a 
sequence as well as the temporal information. Laptev et al. developed a spatio-temporal 
descriptor [112-114] which uses features detected using a SIFT descriptor. Frame 
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features are tagged with its corresponding time label. They characterize local features 
by computing histogram descriptors of space-time volumes (cuboid) in the neicyhbour- 
hood of detected interest points. For each cuboid, they created coarse histograms of 
oriented gradient and optic flow then they normalized both histograms. SIFT (Scale 
Invariant Feature Transform), introduced by Lowe [115], can match features from 
images regardless of the scale and rotation and provide a powerful matching across a 
major range of affine distortion, noise, and lighting. The fast nearest-neighbour 
algorithm that has been used for matching features is followed by a Hough transform to 
identify clusters. The SIFT method generates features by scaling searching for potential 
points that are invariant to scale, rotation and orientation, then the algorithm localises 
the key point to fit a location and scale, then one or more orientation values arc 
assigned to each key point. The matching between features is measured by the Euclid- 
ean distance of their feature vectors. 
Kim and Cipolla [116] presented a gesture recognition system that can learn 9 ges- 
tures from a small dataset. They use a pairwise feature extraction method of video 
volumes for classification. The method of Canonical Correlation Analysis is combined 
with discrimination functions and Scale-Invariant Feature-Transform (SIFT [115]) for 
the discriminative spatio-temporal features for robust gesture recognition. A gesture 
sequence is described by decomposing an input video segment into three sets of 
orthogonal planes, XY-, YT- and XT-planes. This allows posture information in XY- 
planes and joint posture/dynamic information in YT and XT-planes. Three subspaces 
are learrit from the three planes. The gesture recognition is done by comparing these 
subspaces with the corresponding subspaces from the models by classical canonical 
correlation analysis, which measures principal angles between subspaces. The similar- 
ity measure of any model and query spatio-temporal data is defined as the weighted 
sum of the normalized canonical correlations. The dataset in Kim's research is 
conducted in controlled environments with limited motion. 
Spatio-temporal methods have received many studies recently as in [ 1,22,48,115, 
117,184]. Most of these methods are extensions to the spatial descriptors. One of the 
most recent description methods is the Zernike Velocity moment (ZVM) [ 1,2] which is 
an extension of Zernike moment. This research discusses ZM and ZVM comprehen- 
sively in Chapter 4 with experiments and evaluation in Chapter 5. 
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2.5.3 Hand gesture detection 
Hand gesture detection or spotting refers to the mechanism that allows locatin, -, the start 
and the end of the gesture automatically. Several techniques have bcen proposed to 
detect hand gestures. 
A common method for detecting gestures is to use continuous dynamic program- 
ming which Alon et al. [12,122] utilized. They generate a sequence of feature vectors 
for each of a set of target gestures. After that, a test sequence of feature vectors is 
compared with these stored vectors using a time warping algorithm. Then thcN- 
calculated the distance between both vectors. They selected a set of hand gestures 
which is in the form of numerical digits. They tracked the Centre of Mass (CoM) of the 
palm which resulted in drawing the trajectory of the gesture. Their method relies 
heavily on the trajectory of the CoM and does not take in consideration interpolating of 
different hand shapes. 
There are other methods for detecting hand gestures that can be identified, as in 
Yoon et al. [120] who proposed a method for spotting hand gestures. Their method 
relies on the user more than the technique. Participants were asked to hold their hand in 
certain position for a while. Then they detected this stationary state and sequentially 
segment hand gestures. 
Ozer and Wolf [121] described a real-time system for posture and activity recogni- 
tion for uncompressed and compressed (MPEG) input video using eigenspace represen- 
tation of human silhouettes obtained from a motion detection module. Their methods 
recognized the start of the human activities by comparing the input postures (frames) to 
reference database of pre-trained actions. 
Early studies on spotting hand gestures utilised a model of HMM trained on isolated 
hand gestures and then the optimal path is selected using the Viterbi algorithm [118, 
119]. Yang et al. [ 119] introduced an HMM based system for spotting human body 
gestures. The system is proposed to simultaneously spot and recognize the whole body 
key gestures. A human subject is first described by a set of features encoding the 
angular relations between body parts in 3D. They created what they called a garbage 
model for filtering out motions which are not related to the studied gestures. Their 
model design provided a mechanism for qualifying or disqualifying gestural temporal 
information candidates. They reported a reliability rate of 94.8% in the spotting task 
and a recognition rate of 97.4% from an isolated gesture. In Chapter 5 of this thesis, 
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HMM based methods are used to detect hand gesture autornatically "'Ith extended 
evaluation and discussion. 
2.5.4 Classirication and grammar role 
One of the simplest ways to classify data is the use of a decision tree. The decision tree 
is a predictive model which links observations to conclusions. Classification trecs or 
regression trees are alternative names to decision trees. In these tree structures, leaN, cs 
represent classifications and branches represent conjunctions of features that lead to 
those classifications. Decision trees have been used for the hand recognition tasks 
including the work of Mardia [123]. Other methods of classifying hand gesture utilized 
techniques such as the boosting algorithm which has been used for prediction and 
training hand gestures as in Feund [1001. Hidden Markov Models (HMM) are used in 
many research studies listed in this chapter to learn spatio-temporal information and 
classify gestures, these studies include [26,51,92,124,125,127]. More details about 
HMM can be found in Bilmes tutorial [126]. 
According to Sonka et al. [99], Grammar can be defined as "Mathematical model of 
a generator of syntactically correct words". Grammatical approaches can be deployed 
with hand gesture recognition systems by representing the hand features as letters of a 
posture. The posture represents a word. Dynamic gesture can be represented as a 
sentence in this structure where each frame is a word and each frame has features of the 
hand postures. The key analysis is with sentence/word. Good grammar analysis leads to 
minimizing the description of the systems. For example, the same word can be used in 
different sentences (dynamic gesture). 
Sharma et aQ 14] discussed the role of semantic grammar approaches in the recogni- 
tion systems. They stated "Normally, a feature-based description is used to represent 
the meaning of grammatical units (words, phrases, and sentence), and unification 
grammar rules are used to compose meaning of an utterancefrom the meanings of its 
parts. This form of semantic analysis typically results in meaning represented in first- 
order predicate calculus (FOPC). " Sharma et al. believe grammar role analysis can 
be 
inefficient for systems of crisis managements, but it is believe the concept of grammar 
role can help researches to limit the hand gesture description model which in turn 
helps 
improve system performance. 
The use of grammatical approaches in classification is explored further in sevcral 
surveys [28,66,75]. 
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2.6 Summary and discussion 
A background review of hand gesture systems has been presented and classified 
according to two criteria 1) the technology used 2) hand gesture context. Since the 
research on hand gesture recognition studies started, researchers haN, e suggested that 
hand gesture may provide natural, novel and improved interaction techniques having in 
consideration that perceptual input is less reliable than direct input devices. 
Unlike speech interactions and hand gesture recognition based on non-vision sensors 
which have found their way into commercial applications, vision-based hand gesture 
systems have yet to find their way into daily use. 
The literature suggests that the interest in hand gesture and interactive systems has 
increased recently which yields a promising prospective for people witli disability to 
have less constrained computerised systems. These systems have application vanes 
from complicated ones like driving a robot by hand to the simple ones such as "D 
games and controlling sliding photo albums. 
Vision-based hand gestures suffer from a variety of problems that most machine 
vision-based systems suffer from such as lighting variation, shadows and tracking 
instability. From the stated surveys and literature, it seems that more time and effort are 
expected to be spent on these types of research before a vision-based hand gesture 
application that is designed for precise applications such as a surgery device, can 
emerge. However, interactive applications, such as games similar to Nintendo Wii 
games, are the most likely to emerge sooner. 
This chapter forms the bases that we used to build this research on. This research 
extends the use of hand gesture in [55,128] by tackling the viewpoint problem through 
creating 3D models. The use of one hand is more natural and convenient for people 
with disability and can be extended into two hands use when applications are needed. 
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CHAPTER 3 
A GESTURE-BASED USER INTERFACE 
This chapter discusses datasets, settings and a prototype system used as a demonstra- 
tion of the techniques developed and explored in this thesis. This chapter starts by 
highlighting the motivation and assumptions that were considered during dataset 
collection and then goes on to discuss the prototype. 
3.1 Motivation 
Hands are highly multipurpose tools with which we accomplish our daily tasks. They 
are the driving force in our user control interface and interaction prototype. Evaluating 
any hand gesture recognition system requires an appropriate test dataset. All available 
hand gesture databases exist for static postures and/or dynamic gestures with limited 
motions and background variations. The next section highlights the most cited datasets. 
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Related datasets 
FGnet's dataset [6] consists of 13 gestures, where 9 gestures are static and 4 are 
dynamic, with 16 video sequences for each gesture. All other hand movements and 
postures are inc u ed in an "unspecified gesture". This dataset is captured against a 
unifonn background within controlled lighting. The sequences of this dataset are 
recorded using a high quality (low noise) 3 CCD vision camera. The scene does not 
contain any objects that appear to have skin colour apart from the hands, and the 
illumination colour ranges from indoor to outdoor. 
Massey's dataset [7] is collected using a digital camera mounted on a tripod away 
from a hand gesture in front of a dark background and in various lighting condi- 
tions. Together with the original images, there is a clipped version of each set of 
images that contains only the hand image. The background in the clipped versions 
of the samples in normal lighting condition has been eliminated (i. e. those pixels 
that have RGB value (0,0,0) belong to the background). The dataset contains mate- 
rial gathered from 5 different individuals. 
Cambridge-Hand-Gesture dataset [9] consists of 900 image sequences of 9 gesture 
classes, which are defined by 3 primitive hand shapes and 3 primitive motions. 
Hand shape primitives are flat, spread and v-shape hand. Motion primitives are 
move the hand leftward, rightward and contract. 100 image sequences represent 
each class (5 different illuminations x 10 arbitrary motions x2 subjects). A fixed 
camera is used for recording each of the sequences of roughly isolated gestures in 
space and time. Thus, fairly large intra-class variations in spatial and temporal 
alignment are reflected to the dataset. 
BU dataset [8]: The national center for sign language and gesture resources of Boston 
University published a dataset of American Sign Language (ASL) sentences. Al- 
though this dataset has not been produced primarily for image processing research, 
it consists of 201 annotated video streams of ASL sentences. The signing is cap- 
tured simultaneously by four standard stationary cameras where three of them are 
black/white and one is a colour camera. Two black/white cameras, placed towards 
the signer's face, form a stereo pair and another camera is installed on the side of 
the signer. The colour camera is placed between the stereo camera pair and Is 
zoomed to capture only the face of the signer. The movies published on the Internet 
are at 30 frames per second and the size of the frames is 312x-'142 pixels. 
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Existing datasets were collected generally for research purposes. These datasets 
mainly consist of one hand gestures captured with limited motion, controlled 11,01ting'. 
uncluttered background, no body movements and/or coloured gloves to case the 
tracking and segmentation. For instance, the Massey [7] hand gesture database lacks 
expressiveness of the body and its parts and lacks background variation. Therefore. it 
cannot be used for analysing realistic human interactive real hand gesture. It should be 
mentioned here that some researchers presented studies that included a more realistic 
hand gesture datasets but we did not have access to their datasets to evaluate them, such 
as the work of [11,12]. 
Proposing a more realistic scenario for hand gesture recognition systems requires 
datasets that represent the use of hand gestures in everyday environments. For instance, 
an office environment is the natural location for applications in which hand gestures are 
used to control a slide presentation. Any hand gesture recognition application utilizcs 
several intermediate stages and techniques - see Section 3.3. These stages and tcch- 
niques can be evaluated more efficiently if the same hand gesture is captured in 
different conditions. For example, segmentation would be easier and more reliable if 
the hand gesture is captured with consistent background and lighting (using threshold- 
ing, see Section 4.1.1). This consequently increases the recognition rates. The trade of 
this increase in recognition rate is at the cost of a less natural dataset. Having a dataset 
that represents a more natural system tends to generate more errors from segmentation, 
tracking and other stages. When collecting the same hand gesture data in different 
settings, the comparative performance of each stage would be more visible. This helps 
to study hand gesture errors that occur at each stage and then to improve and enhance 
the less performing stages of the recognition system. 
Games are already a big industry. It is well-accepted nowadays that children and 
even adults like to spend some time on computer games. Having these computer games 
driven by physical movements will be widely welcomed by users. It is important to 
choose a prototype application which tests the proposed recognition system and at the 
same time provides an enjoyable experience for the user. 
The previous issues have all contributed to our thinking of how and 
for what pur- 
pose the dataset should be collected and the application 
designed. In Section 3.2. 
datasets, assumptions, settings, examples and evaluation of data collection are pre- 
sented. In Section 3.3, the prototype which provides a simple computer game is 
presented. Initially, the design of the game is drafted, and then game scenarios, 
characters and environment are modified according to the participants' 
feedback. 
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3.2 Dataset and settings 
3.2.1 Data collection 
3.2.1.1 Instructions to participants 
In these datasets, 10 participants (4 females and 6 males) were told that they should ti-y to 
reproduce the same performance of a gesture each time the experiment is repeated. 
Participants had been given the chance to practice the performance of the gesture before 
the recording session. To simplify the pre-processing of the gesture recognition system, 
users have been asked to perform the gestures at almost a stationary body state where 
only their hands are moving. It has been observed that in the first 200 seconds, users 
usually perform gestures almost identically. The design of the tracker is a skin-colour 
based system. Therefore, participants had been asked not to wear clothes with colours 
similar to the human skin. 
3.2.1.2 Assumptions and collection context 
We took into consideration, when capturing gestures, the need to have a hand gesture 
dataset which can simulate the real environment variations. The data collection focused 
on experiments using one hand. For the target prototype application design, the 
following assumptions during recording are maintained: 
a) Hand gestures should be as natural as possible to control a task; if the task 
resembles an action that is performed in other situations, the gesture should 
be also similar. 
b) The gesture should not involve uncomfortable, painful postures or even mo- 
tions which would attract one's attention and distraction from the task. 
c) The relationship between learning curve and usefulness of the gesture 
should be considered carefully. Ideally, gestures should take less time to be 
learnt by experienced users of human-computer interfaces. For example, 
keyboard shortcuts. 
d) The gesture should be performed in reasonable environments. It is desirable 
to consider the variations in environment and the distance that the (zesture 
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will be performed at. For example, being too far from the camera can cause 
loss of detail and being too close would not be considered a natural behav- 
iour. 
e) The speed of gesture performance and the variation of perforiners sliould be 
controlled. 
The previous assumptions are important for building a vision-based interface. Cam- 
era-user distance and environment conditions play a major role in the complexity of the 
system. In the following experiments, data collection has been performed in three 
different settings as follows: 
m Controlled lighting with unifonn background 
s Office environment 
o Hands only in the scene 
o Whole body is present in the scene 
m 3D model construction using laser scan system 
3.2.2 Gesture set 
The aim was to select a set of gestures that would be suitable for controlling a typical 
multimedia application. For example, in controlling a slide presentation, at least five 
gestures would be required to control main actions of the presentation; e. g: 1) start the 
presentation, 2) end, 3) move forward, 4) move backward and 5) play a video. Another 
example is controlling a photo-album where eight gestures may be needed. Taking 
account of examples such as these, the aim was to select eight gestures for the purposes 
of testing. In informal experiments with four subjects, around twenty initial gestures 
were reduced to eight. 
In these experiments, the subjects were asked to comment on how easy it is to per- 
form these gestures for a specific task. And then, the subjects were asked to comment 
on the environments where the gesture is performed and especially to focus on hand- 
camera distance, camera location, background representation and suitability. After their 
feedback, the most appropriate settings were selected. Having chosen suitable settings 
for the gesture interface with the aid of informal experiments with users, datasets were 
collected. 
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Eight hand gestures were captured by taking into consideration the obtained feed- 
back and assumptions explained in Section 3.2.1. Figure 3-1 depicts the eight hand 
gestures. A normal webcam has been used for the collection (Logitech Pro5000 [129] 
with 320x240 frame resolution at 30 frames per second). Examples from the datasets 
are available online [83]. These selected eight gestures could be used for example in a 
photo album application as follows: Gesture "A" for changing the album; Gesture "B" 
for browsing the next photo; Gesture "C" for switching the application on/off, Gesture 
"D" for rotating a photo; Gesture "E" for zooming a photo by moving the hand 
towards/away from the camera; Gesture "F" for running the album view on automatic 
play mode; Gesture "G" for holding a photo; Gesture "H" for navigating and viewing 
different parts of a photo. 
Gesture "E " 
Gesture "A" 
IP 11 '-" 
/ '_;. _' 
r' I.,,,, / 
Gesture "B " 
Gesture "F" 
1) 
Gesture "C" 
Gesture "G 
Figure 3-1: chosen dataset of 8 hand gestures. 
Gesture "D " 
Gesture "H" 
3.2.3 Capturing data in uniform background and fighting (UBL) 
Segmentation is one of the main challenges in machine vision research especially with 
a noisy background and inconsistent lighting. Avoiding such a challenge provides a 
powerful way to evaluate further stages of hand gesture recognition systems such as 
representation, detection and classification easily and effectively. Clean segmentation 
which can be achieved by simple image processing marginally 
isolates the pre- 
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processing error from other errors (as mentioned before) such as those resulting in 
using a particular descriptor or classification method. Therefore, this dataset is designed Z4 
to be easily segmented. 
Figure 3-2 depicts the setup that was used to capture the eight hand gestures. The 
distance between the webcam and the hand is set to simulate the actual distance where 
users mount their webcam on the screen. The camera is in the range of 60-80 cm from 
the table surface. Figure 3-4 shows examples of the dataset sequences according to the 
setting of this recording session. Participants were asked to repeat the performance of 
each gesture 5 times. Therefore, the dataset has 50 instances for each of the eight hand 
gestures. The start and end of these instances are manually marked. Two video 
sequences which include natural continuous performance from one participant are also 
collected. In these sequences, there are non-gestural motions as well as the eight pre- 
defined hand gestures. The length of each sequence is 3500 frames and each gesture 
has been randomly repeated five times in the sequence. For simplicity, this dataset is 
named UBL (Uniform Background and Lighting dataset). 
Figure 3-2: the camera setup for collection of UBL dataset. 
3.2.4 Capturing data in office environment 
For real applications, it is unlikely for a gesture to be performed against a uniform 
background under consistent lighting. Therefore, capturing a dataset under conditions 
more natural was required for training and evaluating our system. In office environ- 
ments, the hand gestures were captured in two scenarios: 1) the hand is the only 
moving object and 2) the whole body is in the scene. In addition, two video sequences 
of gestural and non-gestural movements similar to the UBL dataset are collected from 
one participant. 
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3.2.4.1 Hand only in the scene (OEH) 
Skin colour segmentation is probably the most commonly used method in vision-based 
literature on hand gesture analysis. For that reason and from experiments presented in 
this thesis, this dataset is captured while the hand only is in the scene given that the 
previous instructions of the participants are followed (see Section 3.1.2). Some part of 
the arm appears during the capturing of data (see Figure 3-5) but these parts do not 
include any skin colour and hands are the target to be segmented in later stages. FiVe 
sequences per gesture from 5 participants and 12 sequences per gesture from the other 
5 participants were collected. These sequences have a length ranging between 30-130 
frames. They are collected from a camera at 30 frames per second with 240020 pixel 
resolution. Figure 3-5 depicts examples of the gestures in these settings. This dataset is 
named OEH (Office Environment Hand only dataset). 
3.2.4.2 Whole body in the scene (OEW) 
A more realistic environment is achieved when the whole body of the participant is 
present in the scene. For this purpose, the same gestures were captured where the 
camera was about two meters away from the participants and the lighting is under 
normal office conditions. Five sequences per participant per gesture were captured of a 
length ranging between 30-130 frames at 30 frames per second and 240020 pixel 
resolution. Figure 3-6 depicts examples of the gestures in these settings. This dataset is 
named OE W (Office Environment Whole body dataset). 
3.2.5 3D models and virtual performance of hand gestures 
Using a Polhemus FastSCAN system [78], various 3D hand 
models were captured. This handheld system uses a laser 
scanner which consists of a non-contact range finder, based 
on projection and simultaneous detection of laser light, 
coupled with a means of tracking (magnetic tracker) the 
position and orientation of the range finder as it is scanned 
over the object's surface. The resulting 3D model is in the 
format of a multi-layered 3D point cloud that needs further 
processing to reduce its size and to smooth it. The number 
of layers in the model depends on the number of scans 
performed. This is discussed further in Chapter 6. 
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Figure 3-3: Polhemus 
FastSCAN system used for 
captunng 3D models of the 
hand. 
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To convert the multi-layer 3D point cloud data into one IaN, er, an interpolation based 
method of Radial Basis Functions is used. This operation reduces the size of the model 
and smoothes its surface. 
To generate 3D animation of gestures, the Blender [ 130] software was used. ThC U'-Ský 
of Blender helps to create 3D models of the intermediate hand shapes by deforming the 
captured 3D models. Intermediate models refer to the number of hand shapes- tile 
gesture takes during the performance. In reality, this can be a huge number but only 10 
models for each gesture are used in this dataset to represent the whole sequence. To 
simulate the performance of the hand gesture, we created virtual hands as shown in 
Figure 3-7 and rendered the hand from different viewpoints. This will be discussed in 
detail in Chapter 6. Examples of the gestures are shown in Figure 3-8. 
-44- 
Chapter 3 
.4 gesture-has cd user interlac L, 
C-) 
u 
I- 
0 
I- 
I) 
CJ 
LL 
cI 
(D 
riD 
Q) 
0 
I- 
cI 
t) 
Figure 3-4: Sampled frames from an example of each of the eight gestures in the UBL 
dataset. 
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Figure 3-5: Sampled frames from an example of each of the eight gestures in the OEH 
dataset. 
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Figure 3-6: Sampled frames from an example of each of the eight gestures in the OEW 
dataset. 
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Seq I Seq 2 Seq 3 
Figure 3-7: Depicts the use of the 3D model for generating gesture clips from different 
viewpoints. Seq I is the corresponding real gesture. Seq 2 is the 3D model 
fitted onto an artificial arm. Seq 3 is a rendering of one instant during the 
performance of the hand gesture from different viewpoints. 
$1 #4 
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Figure 3-8: Sample frames for each gesture from a single viewpoint. 
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3.2.6 Discussion 
Fairly consistently, the participants' body positions remained constant shortly (200nis) 
after their hands had performed the gestures. Thereafter, very little unwanted motion of 
hand and body was observed till the end of the trial. Collecting the data in vanous 
environments was intended to simulate the real application when testing the system. To 
illustrate the differences between gestures perfon-ned by different participants, the 
trajectories of the Centre of Masses (CoMs) of the hand gestures are plotted as sho,. N, n in 
Figure 3-9 which depicts that gestures of the same type from different participants (as in 
gesture "A") have produced similar paths. This suggests it should be in principle possible 
to train a classifier on gestures from one group of individuals and test on the gestures of 
another group. 
Z46 p., I 
0 Ke 
Figure 3-9: The trajectories of the CoMs in the image plane from each of the 10 
participants performing gesture "A" 
The four presented datasets have an advantage over existing datasets for several rea- 
sons. The existing datasets either: 
have limited motion of the hands as in [7,9]; 
use markers as in [6]; 
are designed for a specific task as in [7-91; 
are captured in controlled and typical environments. 
The combined dataset is novel for two reasons. Firstly, it contains the same hand 
gestures captured in different environments. Secondly, it contains a corresponding 3D 
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animation for each gesture. This is used to study -viewpoint invariant hand ýýesture 
recognition, see Chapter 6. 
3.3 Prototype application 
3.3.1 Overview 
In this section, a representative prototype application is presented based on tile 
developed hand gesture system proposed in this thesis. This prototype is a simple 
attractive chasin game of two characters (Ant and Bird see Figure 3-11). Users drive 9 Z: ý 
the Ant using the movements of one hand, and the computer controls the Bird ý'N, hich is 
trying to touch the Ant. Users keep moving their hands around for a certain time aiiiiing 
to keep the Ant away from the Bird and when they succeed, they move to the next level 
where the computer provides the Bird with extra speed and reduces its weight. If the 
Bird manages to touch the Ant, then the game is over and the player needs to start over 
again, otherwise they move up one level and so on. Figure 3-10 depicts the setup and 
environments. 
Figure 3-10: the proposed prototype setup and environment. Gestures are performed 
under the camera against any background. 
10 
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3.3.2 Scenario 
The aim is to design a modular system that utilises hand gestures as an input method 
regardless of the application. Currently, standard input devices such as the mouse and 
keyboard are widely used to drive several applications and games. In a similar way, the 
aim is to explore ways that enable computers to use hand gesture for driving applica- 
tions that do not require a high degree of precision. 
This prototype is a simple game which demonstrates the potential of using hand 
gesture for multimedia applications. To simplify the implementation, it is assumed that 
the hand gestures are perfon-ned in a 2D plane where the viewpoint is fixed. Tile hand 
is the only moving object in the scene, lighting is constant, and the backgrOLind is 
cluttered. 
Figure 3-11 depicts the two characters in this game, the Bird and the Ant. Using 
single hand gestures and by moving them around in the camera view area, players 
control the Ant in order not to be touched by the Bird which is controlled by the 
computer. The prototype assigns a weight to the Bird to control its manoeuvre speed. 
This game is divided into 5 levels. In the first level, the application gives the Bird 
the highest possible weight. In the successive levels, less weight is assigned to speed up 
the movements of the Bird and make the game harder. Users keep moving their hands 
around for a certain time; when they move successfully to the next stage, the computer 
provides the Bird with more speed and less weight. 
Figure 3-11: Game characters, the Ant and the Bird. 
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This game utilizes 5 gestures from the eight chosen gestures: "C". -D". '*E". "F" and 
"H" (see Figure 3-1). Gesture "C" is utilized to switch the game on, "D" to switch the 
game off, "E" to resize the view of the game, "F" to restart a new game, and finally 
"H" is used to manoeuvre and move the Ant in the 2D plane. 
In this application, gesture "H" is not treated as normal gesture with start and end. 
but rather the hand posture of "H" needs to be recognized on a frame by frame basis. 
The CoMs of the hand in gesture "H" are used to position the Ant. 
3.3.3 Software design 
This game is designed to be a module-based application. Therefore, a block for 
capturing the video from the camera is created. The capturing block is responsible for 
acquiring the video in RGB colour mode. A second block which processes a video 
signal and tracks the hand is created. The third block is the representation block which 
converts the tracked blobs into a feature description. The classification block is 
responsible for determining the identity of the gesture and provides input to drive the 
visualization block. 
--------------------------------------------------------- 
Video Segmentation Representation Classification Visualization 
capturing & Tracking --- 
Vis ion sect ion 
Pre-trained dataset 
Figure 3-12: prototype intemal block structure. 
Matlab software has been used to implement this game. A Simulink program which 
is a part of Matlab [131] is utilized. Simulink provides a graphical user interface (GUI) 
that is used in building block diagrams, performing simulations, as well as analyzing 
results. In Simulink, models are hierarchical so that a system can be viewed as a high 
level design, and then by double-clicking on blocks viewed down through the design 
levels. Figure 3-13 depicts the design of the game in Matlab. Simulink provides built-in 
functions for capturing and processing the video. The input video from the camera is, 
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connected to the capturing block and later the colour format of frames is converted into 
grey-level. After that, thresholding is performed (see Section 4.1.1), the filtenu to 
remove noise, and the blob analysis which is connected to a CAMShift tracker (see 
Section 4.1.2). In the next stage, Zernike moments are computed (see Section 4.2.3.3). 
Then, feature vectors are passed to the classifier (see Chapter 5). Simulink provides 
blocks that host the script of Matlab "m-files", S-function or C. In this game, in-file and 
C coding are used. The classification block is based on Murphy's code [132] HMM 
classifier code (see Chapter 5). Figure 3-13 shows the structure of the visualization 
block. A Virtual Reality (VR) block links to the VR Matlab engine and editor where 
the game characters are created and where the rules of the movements are defined. 
This game can be extended to work in various environments and to utilize both 
hands. In some applications, a second hand is required to work as a clutch -ýN, hen 
performing certain actions. A viewpoint invariant capability could be added to enhance 
the experience in a target application, although this has not been implemented. 
Personalized use of the application increases the gesture recognition and the detection 
rate as discussed in Chapter 5 and 6. 
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3.3.4 Evaluation 
3.3.4.1 Methodology 
To evaluate the prototype, a survey of users was conducted. Users were divided into 
two groups: 
10 non-computer specialists 
10 computer specialists 
The evaluation started by explaining to the test subjects how the application works, 
and asking them to try the application. After the participants finished playing with the 
game, they were given a survey to fill in. Afterwards, they were asked If they would 
use the game in case it was made available. An optional comment field was also 
provided. While the participant tested the interface, a test observer was taking notes 
about which of the tasks were successfully completed. The test observer also took notes 
about the causes of the difficulties encountered by the user. 
All participants were asked to comments on the application and rate on a scale from 
1-10 against the following criteria: 
Usability: this refers to whether the application can be applied to everyday use. 
Learning curve: this refers to how easy it was to master the game and get it 
going. 
Usefulness: this refers to the benefit of this game, like keeping the elderly fit. 
Stability: this refers to how steady the performance of the application is. 
0 Overall experience 
The following Figures 3-14 and 3-15 show the average feedback from each group. 
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Figure 3-14: A chart shows the average response of our survey from non-COMPLIter 
specialist group. 
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Figure 3-15: A chart shows the average response of our survey from computer special- 
ist group. 
Figures 3-14 and 3-15 show that stability is the most unsatisfactory issue in the 
game for both groups. Computer specialists were more critical of the game's stability 
than the non-computer specialists group. The game had a high positive response from 
both groups for its leaming curve. Users picked up the game's scenario quickly and 
then performed the game. On the usability issues, all participants were happy with the 
minimal requirements needed to run the game (webcam and game software). Further, a 
repeated comment from several participants on the usability was that the game requires 
marking the field of play. It has been noticed that some participants moved their hands 
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outside the camera view despite providing a window to show where the hands are in 
relation to the camera view. 
Having this prototype driven and controlled by the hand seems to inspire most of the 
participants who suggested excitedly several alternatives and supporting applications. 
They expressed a positive attitude towards the usefulness of such a game for children. 
3.4 Summary and discussion 
Hand gesture recognition systems can play the role of mouse and keyboard in various 
applications. Creating a mouse and keyboard driver replacement opens the possibilltv 
for hand gesture systems to be used with most of the current games. It can be used with 
word processor applications where users can write on air and from anywhere in a room 
and convert that to the word processor editor. There are several studies on hand 
gestures including [14,33,51,55,56,63,64,74,76] that explored several applications. 
Applications that require more precision such as sensitive industrial production 
processes or medical surgery applications are less likely to use hand gestures for 
control. 
This chapter has described our datasets depicting a set of hand gestures that are 
intended to be suitable for a multimedia interface (see Section 3.3). In the following 
chapters of this thesis, the introduced datasets are used to train and evaluate the 
developed recognition and detection methods. 
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SEGMENTATION,, TRACKING AND 
FEATURE REPRESENTATION 
Segmentation, tracking and feature representation are core elements of most hand 
gesture recognition systems, and so must be fast, reliable, consistent, and produce 
discriminative outputs. For our prototype to work, the most distinctive features of the 
gesture such as hand shape, trajectory, and colour need to be extracted and represented 
efficiently. In common with appearance-based methods (see Section 2.4.2.2), we focus 
on segmenting and extracting the contour in each video frame and we make use of the 
skin colour for hand segmentation. After segmenting the hand, a reliable tracking 
technique is required to trace the hand in successive frames. Previous studies [10.20, 
311 133] on skin colour show that in the HSV (Hue, Saturation, Value) domain. human 
skin colours have almost the same hue value and only differ in the brightness \-alue. 
Therefore, skin colour segmentation and tracking are the preferred techniques to be 
used. 
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4.1 Segmentation and tracking 
This research aims to segment the hand assuming there is no collision with any other 
objects. Segmentation and tracking of the hand are not the focus of this research and 
therefore standard methods are adopted as described in this section. 
4.1.1 Segmentation 
Segmentation is a process of grouping regions and features of the image that have 
similar characteristics together, with the aim of detecting semantically important 
objects. Two methods have been used: 
For UBL and virtually created gestures datasets. - 
Optimal thresholding [134] for segmentation and CAMShift' [191 for tracking arc 
used. 
For OEH and OE W datasets: 
Where the background has a wide range of variation (see Section 3.2.4), a more 
complex and flexible approach to segment and track hand gestures is used 
including modelling the skin colour distribution, similar to [133,1351. Skin 
colour was modelled by collecting skin colour samples from training video clips 
and then fitting the probability distribution with a Gaussian model. Skin colours 
typically occupy a relatively compact area of HSV-space [1341. Skin distribution 
model is used to segment the hand with a CAMShift tracker. 
4.1.1.1 Optimal thresholding segmentation 
In thresholding, the value of each pixel in the image is classified as foreground and 
background according to whether or not its value exceeds a given value. There are 
several forms of thresholding including global, adaptive and optimal [99,103]. The 
general form of thresholding can be described using Equation 4.1 where Ai, j) is the 
intensity function, B(i, j) is the output bitmap deciding the foreground/background 
class assignment, and T is the threshold value: 
B(i, j) 
I for I(i, j) ý! T 4-1 
0 for I(i, j) <T 
Continuously AdaPtive Mean Shift 
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In this research, skin colour Is the desired colour to be segmented. therefore. the 
chosen colour domain plays a major role. Figure 4-1 depicts an example of a hand 
segmented using thresholding in gray-level and HSV (Hue channel only). The gray It! . 
level histograms of the input image shown in Figure 4-2 (a) is shown in Figure 4-3 (a), 
and the Hue channel histogram is shown in Figure 4-3 (b). 
Thresholding techniques are very useful when the background does not havc skin 
colour infonnation. In contrast with gray image (mean of RGB) segmentation. Cý 
in HSV domain yields significant i cl segmenting the 
hand IIII improvements, see Figure 4-1. 
Histograms peaks do not always give a clear indication of where an appropriate 
threshold is located, especially when there is more than one peak. Optimal thresholdill"' 
requires estimation of a parametric density function of the gray level distribution for 
finding the optimal threshold between the foreground and the background (more details 
is in [99,103]). Usually in the optimal thresholding, estimate assumes that the gray 
level distributions are Gaussian. This estimation is not always ideal as the Gaussian 
distribution is not a generic representation. This estimation requires determining the 
parameters of the probability density function. In contrast, mean shift estimates the 
mode of the distribution function. 
(Li) (b) 
ilo 
(c) 
Figure 4-1: depicts in (a) an input image, (b) is the thresholded gray level image, 
while (c) is the thresholded image using hue channel in HSV colour 
domain which shows an improved result. 
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(a) (b) 
Figure 4-2: depicts in (a) an input image of a hand, (b) is the HSV colour represen- 
tation of image (hue channel). 
6000 
5000 
4000 
3000 
2000 
1000 
(a) (b) 
Figure 4-3: (a) the gray level histogram of input image Figure 4-2 (a), (b) is the 
histogram of the Hue channel of the same input image. 
4.1.1.2 Mean shift segmentation 
Pixel values can be seen as points in a multi -dimensional feature space (e. g RGB, 
HSV). Prominent structures such as hand in an image often result dense clusters in this 
feature space. These clusters can be used to segment the foreground from the 
background. By mapping all image points, the feature space gets much denser in 
locations corresponding to significant image features, namely the colour features. In 
our case, the dense regions form clusters of foreground or background. 
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The Mean Shift algorithm is a non-parametric technique that follows the ggadicilt of 
a probability distribution up to find the nearest dominant mode (peak) of an image 
distribution. The Mean Shift algorithm clusters image features by associating each 
point with a peak of the data set's probability density. For each point, '%lean Shift 
computes its associated peak by first defining a window at the data point of radius r and 
computing the mean of the points that lie within the window. The algorithm then move,, 
the window to the mean and iterates until convergence, i. e. until the shift is less than a 
threshold which is usually determined by the spread of data points. At each iteration, 
the window shifts to a more densely populated portion of the data set until a peak is 
reached [136,137]. 
4.1.2 Tracking 
Tracking aims to recover a stable stream of hand segments during the performance of 
the gesture. Section 4.1.1 discussed the segmentation stage and the use of the Mean 
Shift algorithm. This section discusses the use of tracking methods by presenting 
CAMShift tracking technique steps and then evaluating its performance. 
4.1.2.1 Continuously Adaptive Mean Shift tracking (CAMShift) 
Bradski's CAMShift tracker [20] has proved to be one of the most successful trackers 
due to effective performance and minimal training requirements. For example, 
CAMShift performs efficient tracking of head and face in a perceptual user interface 
[20]. The algorithm is a generalization of the Mean Shift algorithm [136-138] which 
can only deal with static distributions. The Mean Shift algorithm provides a way to find 
the density modes without estimating the density. On the contrary, the CAMShift 
tracker is designed for dynamically changing distributions. The size and location of the 
probability distributions change during tracking due to object movement, changing 
illumination conditions, viewing angle, shadows and so on. 
CAMShift uses colour information to generate a probability distribution which is 
utilized to locate and then to subsequently track an object in a video sequence. It 
locates the peak of a distribution by iterating in the direction of maximum increase in 
probability density. The probability density is recomputed in each frame on the basis of 
the histogram back-projection [20]. The density associated with each pixel represents 
the likelihood of this pixel belongs to ROL Spatial moments are used during iterations 
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towards the mode of the distribution. The CAMShift algorithm differs from Mean Shift 
in that the target and the candidate distributions are used to iterate towards the peak. 
Parametric and non-parametric statistical methods can be utilized to represent colour 
distributions. The histogram is the most widely applied non-parametr1c deris-ItY 
estimator. A histogram is usually computed by counting the number of pixels in a 
region of interest that has a given colour, in this research the skin colour. The colours 
are quantized into bins. This operation allows similar colour values to be clustered as a 
single bin. 
CAMShift can be summarized in the following steps [20,139,140] see Figure 4-4: 
1. Allocate the region of interest (ROI) of the probability distribution function to the 
entire image. 
11. Change colour space from RGB to HSV 
111. Detect the skin colour in the initial frame using the pre-trained skin colour distri- 
bution model. 
IV. Find the boundaries of the detected blob and use it as an initial location of the 
Mean Shift search window. The selected location is the target distribution to be 
tracked. 
V. Calculate a non-parametric colour probability distribution of the region centrcd at 
the Mean Shift search window. 
VI. Repeat Mean Shift algorithm to find the centroid of the probability distribution. 
Then, store the zero moment (area) and centroid location. 
VII. In the successive frame, move the search window centre to the mean location 
found in Step IV and set the size of the window to a function of the zero moment. 
Go to Step HI. 
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Input RGB 
Detecting the initial ROI from the 
boundaries of the segmented 
image according to the reference 
prc-traincd skin-colour histogram 
I IISV imaue 
Initialization 
Colour histogram 
look-up in 
Set calculation calculation region 
region at search 
window centre but 
larger in size than 
the search window Colour probability 
distribution image 
Use (x, y) to set Find centre of 
search centre and 10 mass within the 4 
window size search window 
Centre search 
window at the 
centre of mass 
Report 
X, Y, ZI 
and roll 
Converge? I. \. Ye<s NO 
------------------- 
Figure 4-4: Block diagram of CAMShift tracker. This chart is based on OpenCv design 
in [139]. 
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Computing the probability distribution function of an image (PDF) requires a 
method that associates a pixel value with a probability that the given pixel belongs to 
the target (human skin). Associating image pixel values to histogram bins is called 
back-projection [1401. For the PDF to be generated, an initial histogram is computed at 
Step I of the CAMShift algorithm from the initial ROI of the filtered image. Sincc we 
are tracking the skin colour of the hand, the hue channel of the HSV colour doinain is 
the target. However, multidimensional histograms from any colour space can be used. 
The histogram bins are then scaled between the minimum and maximum probability 
image intensities. The values of the bins in the resulting histogram reflect the likeli- 
hood that the corresponding colour is classified to the skin colour. 
The back-projection of the target histogram for any successive frame produces a 
probability image where the value of each pixel describes probability. Using in-bin 
histograms and an n image of the non-nalised pixel at locations Jxjýj=,.,, a I' b 
histogram can be defined. The histogram can be computed as in Equation 4-2-, where 
function b maps from pixel at location xi to the histogram bin index b(x, ), 5[. ] is the 
Kronecker delta function: 
qu 9[b(xi) - u] 4-2 
Histogram bin values are scaled to be within the discrete pixel range of the 2D 
probability distribution function of an image. 
The colour distribution is to some extent stable under object rotation and scaling. It 
is also sufficiently stable to partial occlusion while edge-based methods are not. The 
major drawback with modelling the colour distribution with histograms is the 
lack of 
convergence of the true density if the data set is small. A shadow 
does not significantly 
affect the hue colour component of the CAMShift tracker when using the 
HSV domain. 
Shadow reduces mainly the illumination component and affects the saturation 
component. Since we are using this tracker as part of application, the algorithm 
is 
intended to spend the lowest possible number of CPU cycles. The colour model is 
created by taking only a I-D histogram of the hue component. 
This algorithm may fail 
to track the object when hue alone cannot be sufficient to 
distinguish the targets from 
the background. 
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Search window parameters 
The centroid of the PDF over the search window computed in Step III is found using 
moments. Given that P(x, y) is the intensity function of the discrete probabilit. i x., image at 
(x, y) within the search window. Equation 4-3 is the general fon-nula for calculating "D 
moments of any order: 
Mnm Y P(X, Y). Xn. ym 
xy 
Moment moo is the total summation of pixel values in the probability image: 
Moo Y, P(X, 
x Moments M10 and MO, are the distribution of pixel values on both axes: 
P(x, y) x and Mo I P(x, 
Mio 
=1 
xyxY 
Coordinates of the mean of the search window are given by: 
- -Mio MOO 
and 
mni 
4-3 
4-4 
4-5 
4-6 Moo 
The algorithm iterates the computation of the centroid and relocates the search 
window until the location difference is beneath a predefined value. Using the zero 
moment Moo, CAMShift modifies the search window size in the course of its operation 
providing Moo is not equal to zero. The initial location and size of the search window is 
set manually in the early experiments that were performed using the CAMShift tracker. 
Then we select the location and the size of the search window automatically using a 
predefined skin colour distribution (Hue channel only). This is done by evaluating each 
pixel in the initial frame against the predefined skin colour distribution. If the tcsted 
pixel value is within one standard deviation of the distribution mean then it is 
considered as skin pixel and labelled and so on. Consequently a segmented image is 
produced. Using the produced image, a rectangle around the detected object is fitted. 
This rectangle is the initialization window for the tracker. If no skin colour is detected 
in the frame then the next frame is considered to be the initial one and so on. 
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Bradski's CAMShift tracker [20] computes the orientation and scaling of tile I 
tracked object. The orientation o of major axis and scale of the detect window is 
computed by finding the equivalent blob which shares the same moments measure from 
the used probability distribution image. Moments M-, O and MO, are the eigenvalues of 
the pixels distribution which represent the length and width of tile probability 
distribution for the tracked window. 
DHand v 
(a) (b) (c) 
Figure 4-5: (a) input image. (b) the output of CAMShift tracker without weighting 
the window. (c) the output of CAMShift after weighting the skin col- 
our using the Euclidian distance function, pixels closer to the centre 
have been given more weight. 
Y p(X, Y) X2 M20 and 
x 
M02 Y P(X, Y) Y' 
x 11 
4-7 
Moment M, , is the variance of pixels: 
, 
YP(X, Y)YX 
mil 
=Y 
x 
4-8 
The following parameters are used for finding the orientation and equivalent search 
window dimensions: 
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M20 
_-2 X. Y -2 x& 8=2 
Mll 
& q= 
M02 
4-9 Moo Moo MOO 
0 is the orientation of the tracked window: 
0 
=0.5 tan 4-10 
A, and A2 are the dimension of the equivalent rectangle from the centroid 
distribution: 
(oa ++ 581 + -(a- 77ý 
Fýa 
+ 77)-J1T8+T(a-;; T 4-11 Al 
L- 
2 =F 22 
The Intel OpenCV implementation of CAMShift tracker has been used in this 
research [19]. As mentioned earlier in this section, the manual ROI initialization which 
requires drawing a rectangle is removed by building the skin colour distribution that 
was used to detect and to initialize the tracker. 
Calculating the target model for localization has been discussed in Comaniciu et al. 
13 6,13 8] and Allen et al. [ 140]. 
4.1.2.2 Evaluation 
Tracking performance can be evaluated in several ways. For evaluating the 
performance of the CAMShift tracker on the captured datasets, positional tracking 
accuracy is utilized by computing the output of the tracker with ground truth obtained 
by manual labelling. Measuring how well the CAMShift tracker is able to determine 
the position of a target hand gesture is the aim. Several metrics exist for positional 
tracker evaluation as in Needham and Boyle [141]. These metrics provide 
measurements of the mean, standard deviation, median, min and max of two 
trajectories. These two trajectories are captured: the first by the CAMShift tracker and 
the second by manually labelled video streams (ground truth). 
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Given a trajectory T of a hand gesture, we can describe the trajectory as a series of 
points in the image plane, as in Equation 4-12: 
ý(Xi 
, YI), 
(X2 
, Y2), ..... (X, y, )l 
4-12 
Consider two trajectories ( T, T') with the same number of points: 
ý(xy, )l and T'= t(x;, y; )l 4-13 
The Euclidian distances between corresponding points in T and Vare given by 
Equation 4-14. - 
di = 
V(xi'- xi)' + (y, - yi)' and d= (d 
d2 d, ) 4-14 
Generally, the mean is used to summarise these distances in addition to median, 
standard deviation, min, and max. Given d is an ordered series, Equations 4-15 shows 
how to compute these values: 
n 
Ydi Mean d= Yn 
dnll 
2 
Median med = Y2 (dn + dý, 
22 
Std deviation 
FYn (di 
-jy 
Max max= the largest di 
Min min= the smallest di 
if n odd 
if n even 4-15 
To evaluate the similarity between two trajectories, different types of trajectory 
matching can be studied. The pairs of trajectories in Figure 4-6 illustrate the matching 
procedure. More sophisticated methods can be used to allow for consistent spatial or 
temporal displacements. Figure 4-6 contrasts such trajectories with fully aligned 
trajectories that are utilized here. 
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(a) (b) (c) 
Figure 4-6: (a) Example of a pair of trajectories. (b) Two spatially separated trajecto- 
ries. (c) Two temporally separated traj ectorles [ 141 
A ground truth of 15 hand gestures (sequences) is generated by marking the Centre 
of Mass (CoM) of 5 gestures from each setting: UBL, OEH and OEW datasets. 
These hand gesture sequences have a length that varies from 63-97 frames per 
gesture with an average of 74 frames. Simple annotation software using Mattab is 
developed to mark the CoM of each frame of the gesture. The developed annotation 
software displays each hand gesture as a sequence of frames. The operator (user) 
checks how clean the segmentation of the hand is in each frame. If the segmentation is 
not sufficient enough (visual inspection), a replacement manual segmentation is 
perfon-ned. On the other hand, if the segmentation is good enough, the operator should 
expect the predicted CoMs to be close to the real one of the hand (what the operator 
subjectively believes this to be). Figure 4-7 shows a snapshot of developed annotation 
software. The red-cross in the middle of the processed frame (on the left) is the 
predicted CoM and the top of the yellow pointer is the actual one. The Operator can 
perform a manual segmentation on the frame in order to get a more precise prediction 
of the CoMs. Clicking on the correct CoMs adds the (x, y) to the output file (annotation 
result) in the form of a spreadsheet with gesture and frame IDs. 
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Figure 4-7: The developed annotation software: the yellow pointer refers to where the 
CoM should be and the red-cross is the predicted CoM. Notice that the 
shift is due to the error in the segmentation. For each frame of the hand 
gesture, the CoMs are marked to produce our ground truth. The output is a 
spreadsheet file which contains gesture ID, frame ID and CoMs infon-na- 
tion. 
In these evaluation experiments, no spatial or temporal shift of hand gesture 
trajectories is made. Trajectories which correspond to Figure 4-6 (a) are the only ones 
studied here. Table 4-1,4-2 and 4-3 show the results obtained. The notation T refers 
to the sequence and G marks the ground truth corresponding to the same sequence. Five 
sequences 1,2,3,4,51 are studied. T is the average for each of the measures. 
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M easure of distance 
Sequence Mean Median Min Max S. d 
1 0.25 0.7 0.1 4 1.15 
2 1.5 1.7 0 3.9 1.11 
3 2.3 2.4 0.2 4.6 1 
4 2.14 2.24 0.3 3.84 1. ý 
5 1.2 2.1 0.11 3.68 1.3 
Mean 1.478 1.828 0.142 4 1.142 
Table 4-1: Results of comparing 5 sequences from UBL dataset with ground truth, for 
various distance measuers of two trajectories, measured in pixels. 
M easure of distance 
Sequence Mean Median Min Max S. d 
1 2.6 2.3 1.08 7.9 1.48 
2 2.9 2.9 2.1 9.1 2.4 
3 1.1 1.6 0.6 4.3 1.45 
4 2.1 2.6 1.89 6.2 1.79 
5 3.07 3.5 2.6 8.74 2.65 
Mean 2.354 2.58 1.654 7.248 1.954 
Table 4-2: Results of comparing 5 sequences from OEH dataset with ground truth, for 
various distance measuers of two trajectories, measured in pixels. 
M easure of distance 
Sequence Mean Median Min Max S. d 
1 10.3 11 1 20.6 6.16 
2 11.69 12.6 6.3 34.6 9.6 
3 9.8 10.6 8.6 18.97 4.66 
4 14.1 15.3 3.5 42.1 12.47 
5 18.2 18.9 7.1 39.4 9.2 
Mean 12.818 13.62 5.3 31.134 8.418 
Table 4-3: Results of comparing 5 sequences from OEW dataset with ground truth, for 
various distance measuers of two trajectories, measured in pixels. 
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Tables 4-1,4-2 and 4-3 present the evaluation results of the CAMShift tracker on 
hand gesture in different settings. The tracker seems to deliver much better results 
when the gesture is performed in controlled environments (Table 4- 1). When the skin- 
like colour patches in the scene increase, the performance of CAMShift seems to 
decrease (Table 4-3). 
Quantitative positional evaluation provides a useful tool that can indicate how well a 
specific tracker is performing. CAMShift has performed reasonably well under all 
settings on a small sample of the developed dataset as shown in the previous tables. In 
this framework, the overall recognition rate is influenced not only by the tracker 
accuracy, but also by the classification accuracy (Chapter 5). 
4.2 Feature representation 
In Chapter 2, Section 2.5.2 methods of feature representation are reviewed. In this 
research, an objective is to investigate the use of Zemike Velocity Moments (ZVM) in 
hand gesture recognition. The use of ZVM are evaluated by comparing the results to 
the standard use of Zemike moments with an HMM. The next section introduces 
moments, and the use of moments within classification is discussed in the next chapter. 
4.2.1 Moments 
Moment invariants were first presented many years before the appearance of the first 
computer by David Hilbert [142] in algebraic invariants theory of the 19th century. 
Moment invariants were presented to the world of shape description and pattern 
recognition in 1962 by Hu [21]. Hu utilized the results of the theory of algebraic 
invariants and derived seven algebraic expressions. These expressions were invariant to 
rotation, scaling and translation of 2-D objects after normalization. Since that time, 
numerous contributions have been devoted to improvements and generalizations of 
Hu's invariants. 
4.2.1.1 Basics of moments 
Let f denotes the pixel values in an image as a function of x and y. The discrete 
centralized moment Upq oforder (p, q) is given in Equations 4-16 and 4-17.77pq is the 
normalized central moments. 
-73- 
Chapter 4 Segmentation, tracking andjeature representation 
jupq -",: - -(x- x 
)P (y- 
y )q f (X, 1, ) 
xy 4-16 
Ppq p+q 
qpq & Y= 
2 
+1 
IUOO 
denote the CoM of the targeted object. 
Different degrees of moments represent different features of the shape. For example: 
poo is the summation of pixel values in the whole image (if image is binary, the 
number of white pixels), plo and pol represent the pixel distribution along X and Y 
axes, moments of degree two represent the variance; skewness is the moments of 
degree three, kurtosis is the moments of degree four and so on. Combining moment 
features with higher degrees of moments provides a discriminative description of an 
image. 
4.2.1.2 Hu moments 
Invariant description is useful in the domain of pattern recognition. Most description 
methods can be modified to give a scaling and translation invariant description by 
firstly normalizing the size and centralizing the object of interest in the image. Rotation 
invariance is much harder to obtain. Hu [21] combined the algebraic invariant with 
moments and introduced the following seven expressions that are invariant to scaling, 
translation and rotation. 
HI ::::::: 1720 + 7702 4-18 
H2 +477 
2 
2ý 
(1720 - 7702 ) 11 4-19 
H, = (q, (, - 
37712 )2 
+ 3(3q2l - 
q03 )2 
4-20 
H4 ":::: ( 7730 + 1712 )2+ (7721 + 7703 
2 
4-21 
H5 = (7730 - 37712 )(7730 + 7712 ) 
[(7730-37712 )2-3(7721+1703 )2 
4-22 
+(3772, -q03 ) (1712 +1703 )[3(7730+7712 )2-(77 21 +7703 )2 
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7730+7712 )2 -(7721+7703 )2 6 7720 - 1702 ) 
ý( 
+41711 W30+1712 )(1721+7703 ) 4- 
H7 = (37712 - 7730 )(1730 + 1712 ) 
[(7730+7712 )2 -3(7721+7703 )2 4-2 4, 
+(37712-7730 )(7721+7703 )[3(7730+7712 )2 -(7721+7703 )2 
] 
Equations 4-[18 to 24] show that Hu moments are based on basic moments of lower 
degree; therefore, some features such as kurtosis are not counted. 
4.2.1.3 Zernike moments 
Zemike moments are a class of orthogonal moments that have been effective for image 
representation. The magnitudes of Zemike moments are rotation and reflection 
invariant [143] and can be easily constructed to an arbitrary order [144]. Although 
higher order moments carry more fine details of an image, they are also more 
susceptible to noise. The Zemike polynomials are a set of complex, orthogonal 
polynomials defined over the interior of a unit circle [ 144]: 
V=V (jo, 0) = 
Rpq (p) e jpo pq pq 4-25 
(p-lql)12 
s 
(p - S)! p-2s Rpq (to) = 
1: (_ 1) p 
I[ p+1 qI _s]! 
[p- IqI 
_s 
4-26 
S=o S. 22 
where 0= tan-' 
Yp= ýXV2 + Y2 1q j< p 
x 4-27 
By projecting the image function onto the basis set, the Zemike moment of order 
with repetition q[ 1441 can be calculated by: 
f (xi Y)Vpq (X5 Y) Apq --": -ýý+ 
1 
2:. 
d 
2: 
where X2 +Y2 
<I 
4-28 
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4.2.1.4 Zernike velocity moments 
Zemike velocity moments (ZVM) [1,2] are essentially a weighted sum of Zemike 
moments over a sequence of Erames (length 7), weighted by a real-valued scalar 
function of the displacement of the CoM between consecutive frames: 
m+I , AmnßÄ =1Z1 fi (x, y)U(i, ß, Ä)S(m, n) 4-29 i=2xY 
S (m, n) =[ Pý (p, 0)] 4-30 
AmnßÄ 
AmnßÄ =: -- -- 4-31 A. I 
U(i, ßi) = (xi - xi-1)ß (y 4-3- 
-i 
- yi-, 
Where A is the average area (in number of pixels) of the moving object, i is the 
number of images in the sequence, A,,,, 8A is the normalized ZVM and * denotes the 
complex conjugate. Equation (4-3 1) is restricted to the condition x' +ý1,2 
<I, 
while the 
shape structure contributes through the orthogonal polynomials [I]. 
ZVMs showed encouraging results when used for human gait recognition [ 1,2]. 
This research introduces and evaluates ZVM in hand gesture recognition systems. 
ZVMs provide spatio-temporal descriptions that were classified using standard 
classification methods as will be discussed in Chapter 5. The results of ZVM are 
compared to the well established HMM coupled with spatial moments. 
4.3 Summary and discussion 
Segmentation and tracking are the foundations of any hand gesture recognition system 
that needs to be working effectively with minimized errors. This chapter has discussed 
the segmentation techniques that were explored in the presented experiments of 
Chapter 5 and 6. 
The CAMShift tracker is an algorithm based on Mean Shift segmentation. It has 
been utilized in this research because it: 
requires minimal training 
can track irregular shapes and objects 
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0 tolerates noise 
does not require specific hardware or specialised cameras 
is computationally efficient 
One of the main problems of CAMShift is the need to select an initial blob for 
tracking. This problem is addressed by creating a Gaussian distribution model of the 
human hand skin colour, similar to [135], which was used to segment the hand In the 
initial frame and to create a blob that consequently tracked using CAMShift. It is 
important to consider how accurate the target application needs tracking to be. The 
hand gesture application can tolerate some error in the trajectory detection as long as 
this error does not exceed a certain limit which might change the nature of the gesture 
or cause misinterpretation with other similar gestures [94,145]. 
In the evaluation stage of the CAMShift tracker, human mark-up of ground truth 
data is used which is a subjective process, and there are typically differences between 
ground truth sets marked up by different people. A simple way to deal with this issue is 
to take the mean of the mark-up of several markers. This will hopefully produce more 
accurate labelling. When a system is required to be at least as good as a human, the 
tracked trajectories should be compared to how well humans can mark-up the 
trajectories, and a statistical test needs to be performed to identify if they are 
significantly different. 
It is hard to separate tracking, feature extraction and representation methods, in most 
cases they are all integrated with each other. It is important to note that descriptors need 
to produce a unique representation for an object and it is not necessary for the process 
to be reversible. This chapter has presented the segmentation and tracking techniques 
used followed by moments as a feature descriptor. The following chapters (Chapter 5 
and 6) present experiments utilizing moments coupled with two classification methods. 
Evaluation of the overall performance and results are then presented. 
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POSTURE AND GESTURE 
REcOGNITION 
This chapter continues presenting each stage of our prototype framework (see Figure 3- 
12). Chapter 4 focused on segmentation and tracking, and introduced moments as the 
intended description methods. In this chapter, experimental results which use moments 
with classification methods are presented. These experiments are presented as follows: 
Firstly, key-frames recognition; hand gesture is a sequence of poses as depicted in 
the chosen 8 dynamic hand gestures in this research (see Section 3.2). Nevertheless, 
users can also perform static gestures (postures) only to convey a specific message such 
as holding a thumb up for a while as a gesture of things going ok. Therefore, it would 
be beneficial to explore the key-frame recognition capability. Experiments on key- 
frame recognition are introduced using Hu and Zernike moments descriptors coupled 
with several classification methods. 
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Secondly, ZVM representation; a novel use of ZVM on hand gesture applications is 
presented. The ZVM descriptor produces a spatio-temporal representation of each 
gesture. The output of ZVM is classified using a Class ification- via-Regression (CN-R) 
method. 
Finally, HMM classification; an experiment on the use of HMM as dynamic classsi- 
fier is presented. A left-to-right HMM topology [146] is utilised. Each frame of the 
hand gesture is represented using the ZM descriptor and then HMMs are deployed to 
represent the gestures temporally. HMM parameters are learned from the training data. 
The potential of using HMM for gesture recognition was demonstrated by the experi- 
ments on both segmented (isolated) and continuous gesture recognition and detection. 
The main focus of this chapter is to evaluate the suitability of ZVM coupled with 
CvR classification for hand gesture recognition and to introduce a new design of HMM 
classification using ZM features. The theory of both classification methods is presented 
briefly. 
The implementation of ZM and ZVM is based on the LANS Matlab package [ 147]. 
All experiments are performed on a machine of 2.2 GHZ dual core 2 processor with 2 
GB Ram. 
5.1 Key-frame recognition 
As a prelude to gesture recognition, preliminary experiments were conducted on the 
recognition of posture instances from the eight chosen gestures. If successful, this could 
be used to 'spot' gestures and justified further processing, as in Laptev [ 105,112-114]. 
This section presents several experiments. Initially, unique key-frames are manually 
identified from the selected 8 gestures (see Figure 3-1). These key-frames are shown in 
Figure 5-1. These experiments use the three datasets (UBL, OEH and OEW) each of 
which corresponds to different environment settings as discussed in Chapter 3. As 
mentioned in Chapter 4, the thresholding technique is applied on the UBL datasct. 
Skin-colour CAMShift is applied on OEH and OEW datasets and then the stationary 
skin colour objects (head) is removed using frame differencing. The aim of these 
experiments is to measure how successfully key-frames can be classified into 8 
categories. Each one of these categories represents a key-frame as in Figure 5-1. 
To avoid biased results, an equal number of instances for each key-frame is selected. 
Each posture has 150 frames per dataset. These frames are collected from different 
participants. Hu and Zernike moments descriptors are computed from each foreground 
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segment. Table 5-1 shows the recognition rates when using Hu moments (see Equations 
4-18 to 4-24) combined with three classifiers. Table 5-2 shows the recognition rates 
when using ZM with different degrees of moments. ZM degrees have been chosen bY 
trial and error and through literature guidance [ 117,144,149,150]. 
Figure 5-1: 8 unique frames are from our dataset testing gestures (in controlled 
background). These key-frames (postures) may appear more than once in 
the same gesture as in gesture "A" see Figure 3-1, where two key postures 
(I and 6) mark the start and the end of this gesture "A". 
The three classification methods used are K-means based classifier, Sequential 
Minimal Optimization (SMO), and Classification via Regression (CvR), see Appendix 
A. The Weka [148] implementations are used for these experiments. 10 fold cross- 
validation is used. 
Hu moment with: UBL dataset OEH dataset OEW dataset 
K-means 100% 98.6% 83.5% 
CvR 100% 98% 85.3% 
smo 100% 95.2% 77.75% 
Table 5-1: shows the recognition rates on using Hu moments with K-means, SMO and 
CvR on three datasets: UBL, OEH and OEW. 
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Zernike moments 
(4,0)(6,0) (6,0)(6,2)(8,0) (6,0)(6,2)(8,2)(8,4) 8.0)(8 -1)(10.2)(10.4 ýI 0.2)(10.4)(12. 
-)( 12.4) 
K-means clustering 
UBL dataset 56% 91.1% 100% 10000 10000 
OEH dataset 52.5% 68% 86.3% 9 7.1 '/'o 96.40, o 
OEW dataset 39.2% 46.4% 61.9% 
1 
83.2% 
1 
83.3 o 
CvR classifier 
UBL dataset 61.4% 93.3% 100% 100% 100% 
OEH dataset 54.5% 69.4% 89.2% 96.1% 97.8% 
OEW dataset 28.3% 45.6% 66.1% 84.5% 85.7% 
SMO classifier 
UBL dataset 52.5% 75% 98.7% 100% 1000/10 
OEH dataset 48% 65.7% 83.6% 92.7% 92.5' o 
OEW dataset 31.9% 43.4% 57.8% 78.1% 81.2% 
Table 5-2: shows the recognition rates on using Zernike moments with K-means, SMO 
and CvR on three datasets: UBL, OEH and OEW. 
Noise filtering was not performed in any of these experiments after the segmentation 
process. Furthen-nore, the effect of adding noise to postures on the recognition rate has 
not been explored. The effect of noise on posture, with the use of moments as 
descriptor, has been studied in Paschalakis and Lee's research [ 149] on aircrafts 
dataset. They reported a 100% recognition rates using moments of 5'b and 6 th degree 
with no noise. However, when 5% of the image is noise the recognition rate drops by 
10%. Unfortunately, the comparison between the obtained recognition rates in this 
thesis and others is infeasible because of dataset mismatching. 
The processing times of these experiments were 55 ms for each feature vector to be 
generated using the 7 Hu moments and 15-65 ms for ZMs, depending on the degree of 
ZM used. Hu and Zernike moment descriptors are implemented in Matlab [ 1471 under 
Windows Vista. These processing times do not include the time required by the 
classifiers. 
5.1.1 Discussion 
Posture recognition can play a major part in enhancing the performance of hand gesture 
recognition by detecting some predefined frames. This is supported by the high 
recognition rate illustrated in Tables 5-1 and 5-2. In particular, it could help the hand 
gesture recognition system to locate the start and the end of the gesture automatically 
similarly to Laptev [ 105,112-114]. Training the system on postures requires picking up 
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(isolating) key-postures from the video stream manually N,,,, hich is a subjective proccs, _-, 
and can result in error. 
ZM of high degree gives a much improved performance as shown in Table 5-2. This 
finding is taken forward when applying ZM and ZVM for dynamic hand gesture 
recognition. 
Tables 5-1 and 5-2 show that the recognition rates have dropped significantly whcri 
using the OEW dataset, around 20% less than the UBL dataset. This is due to 
segmentation error and loss of resolution. In the OEW dataset, hand gestures are about 
2 meters away from the camera; therefore, it provides less detail and even a small 
segmentation error can significantly change the description vector. Figure 5-2 shows 
two examples from the OEH and OEW datasets, before and after segmentation. FIOLire Z-- 
5-1 depicts examples from the UBL dataset. Clean segmentation, as in Figure 5-1, 
clearly give a higher recognition rates than noisier segmentation, as in Figure 5-22. 
 
(b) (d) 
Figure 5-2: (a) is the input posture from OEH dataset, and (b) is the output after 
segmentation based on the skin colour. (c) is the input posture from OEW 
dataset, and (d) is the output after a segmentation based on the skin colour 
and removing the less mobile objects (such as the head). 
Using Weka software [147], it is straightforward to experiment with different 
classification and clustering methods. The classification has been explored using 
several methods and we present only the best three from the experiments. 
Recognition postures are correct in 85.7% of the cases when selecting the CvR 
classifier in the worst possible environment where the whole body is present in the 
scene (OEW dataset). In general, this is not good enough for a robust high-end user 
interface. However, considering that this result was achieved by analysing data 
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collected from different people rather than from what the recognizer was trained on, a 
system of user-dependent data (trained and tested) would yield an improved corroct 
classification rates. On the other hand, the target system can be designed to allow the 
user to get immediate feedback if they performed a mis-classified gesture. This allows 
the participants to do small adjustment to improve the recognition. This can be donc. 
for example, by showing the user the mis-classified postures and how they should be. 
This experiment can be further validated through independent research such as Hse 
and Newton [144] on sketched symbols, Paschalakis and Lee [149] on aircraft 
recognition, and Erola et al. [82] comprehensive recent survey on pose recognition and 
estimation. Previous studies showed similar recognition rates on key-frames 
recognition. 
5.2 Hand gesture recognition 
Hand gesture recognition differs from posture recognition as it requires considering the 
temporal information when processing, as well as spatial features. In Section 5.1, the 
potential of using posture recognition for hand gesture applications was illustrated, but 
in general postures are ambiguous in relation to gestures. In fact, the majority of hand 
gestures are dynamic and contains articulated motion. For example, Gesture "A", see 
Figure 5-3, has different hand shapes from the start to the end and has continuously 
changing locations in each frame of the sequence. 
In this section, manually isolated gestures from our datasets UBL, OEH and OEW 
are used; (Section 3.2) giving a total of 240 instances for the UBL and OEW datasets 
and 520 instances for the OEH dataset. Individual hand gestures are delineated by hand 
via marking the start and the end of each gesture. The UBL dataset examples are 
processed using thresholding, as discussed in Chapter 4, for generating the hand 
segments. OEH and OEW datasets are segmented using a skin-colour model. 10 fold 
cross-validation is performed on all of following experiments in this section. For 
classification, CvR and HMM methods are used. 
12 instances per gesture from one participant in office environment settings (OEH 
dataset) are collected for testing hand gesture in personalised fashion (user-dependant), 
where the system was trained and tested on gesture examples collected from the same 
user. While in the rest of the experiments we tested and trained data of user- 
independent. 
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5.2.1 Using ZVM+CvR 
5.2.1.1 Overview 
In the first experiment, we used a ZVM descriptor to characterise the video segment 
corresponding to each gesture instance. The speed at which a gesture is performed 
results in video segments of different lengths within the dataset (between 30 and 120 
frames and an average of 90). There was no attempt to interpolate gestures to a fixed 
number of frames since the weighted mean computed by the ZVM is invariant to the 
overall speed of a gesture, although not to non-linear variations in the temporal rate of 
execution. Computing the ZVM on a typical video segment takes up to 1.5 sec (in 
Matlab). 
5.2.1.2 Experiments 
Evaluating 8 gestures: 
A feature vector was obtained from three Zernike Velocity Moments, defined by setting 
the four parameters (p, q,, 8, A) to (12,4,0,0), (12,4,0,1), and (12,4,1,0) - see Equation 4- 
29. 
After experimenting with the following standard methods: K-means clustering, CvR 
and SMO classifiers, it has been observed that the best overall performance was 
obtained from the CvR classification method. The previously reported experiments on 
posture recognition support this finding. The confusion matrices using CvR are 
laid out 
in Tables 5-3,5-4,5-5 and 5-6. 
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83.3% 0% 3.3% 0% M% 3.3/o 0% 6.71, ý 
0% 86.6% 6.7% 0% 0% 3.3% 3.3% 0% 
0% 6.7% 86.6% 0% 0% 0% 6.7% 0% 
0% 0% 0% 100% 0% 0% 0% 0% 
3.3% 0% 0% 0% 73.3% 3.3% 0% 20% 
0% 0% 6.7% 0% M% 83.3% 6.7% 0% 
0% 0% M% 0% 0% 6.7% 90% 0% 
0% 3.3% 0% 0% 16.7% 3.32ýo o'/0 76.6% 
Table 5-3: The confusion matrix using CvR classifier and ZVM descriptor for UBL 
dataset (see Figure 3-1) with 240 instances and 10 fold cross-validation. 
The mean recognition rate is 84.9%. 
63.3% 0% 
0% 66.7% 
m 6.67% 16.7% 
6.67% 0% 
13.3% 0% 
0% 16.7% 
0% 6.7% 
10% 0% 
I 
6.7% 0% lo% 3.3% 0% 16.7% 
13.3% 0% 0% 13.3% 6.7% 0% 
60% 0% 0% 6.7% lo% 0% 
6.67% 83.3% 0% 0% 3.3% 0% 
0% 0% 46.7% 0% 0% 40% 
13.3% 0% 0% 60% lo, /0 0% 
13.3% 0% 0% lo% 70% 0% 
0% 0% 36.6% 0% 0% 53.3% 
Table 5-4: The confusion matrix using CvR classifier and ZVM descriptor for OEH 
dataset (see Figure 3-1) with 240 instances and 10 fold cross-validation. 
The mean recognition rate is 62.3%. 
m 26.7% 6.7% 13.3% 
16.6% 20% 30% 
13.3% 3.3% 23.3% 
i 
lo% 6.7% 6.7% 
13.3% 13.3% 6.7% 
lo% 6.7% 13.3% 
m 6.7% 6.7% 13.3% 
M 13.3% 6.7% 6.7% 
10% 16.6% 3.3% 3.3% 20% 
6.7% 3.3% 10% 6.7% 6.7% 
6.7% 6.7% 23.3% 13.3% 10% 
36.7% 10% 13.3% 10% 6.7% 
3.3% 26.7% 6.7% 10% 20% 
3.3% 13.3% 40% 6.7% 6.7% 
6.7% 6.7% 16.7% 33.3% 10% 
10% 26.7% 13.3% 6.7% 16.7% 
Table 5-5: The confusion matrix using CvR classifier and ZVM descriptor for OEW 
dataset (see Figure 3-1) with 240 instances and 10 fold cross-validation. 
The mean recognition rate is 28.9%. 
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Evaluating 5 distinctive gestures: 
Out of the 8 gestures (see Figure 3-1), there are 5 gestures that are hiahly distinctiVe 
from one another, as shown in Figure 5-3. ZVM is tested on these 5 Grestures using 80 
instances for each of the 5 gestures. These instances are collected from 10 participants 
in an office environments with hands only in the scene (OEH dataset) [ 150]. 
Gesture "A " Gesture -B " Gesture ''C" Gesture "D 
Figure 5-3: Five distinctive gestures used to train and test ZVM and CvR. 
Pre dicted Gesture 
82.5% 2.5% 3.75% 1.25% 10% 
6.25% 80% 3.75% 6.25% 3.75% 
6.25% 2.5% 
l 
87.5% 1.25% 2.5% 
0 1.25% 2.5% 90% 6.25% 
a 7.5% 2.5% 2.5% 5% 82.5% 
Gesturt, -F 
Table 5-6: The confusion matrix for CvR using ZVM descriptor on five gestures each 
of 80 instances (OEH dataset). The mean recognition rate is 84.5% [150]. 
5.2.1.3 Discussion 
ZVM is a weighted sum of Zemike moments (see Equation 4-29), and normalized 
centralized Zernike moments are rotation, translation, scale and reflection invariant [ 1, 
21 150] which explains why in gestures that have similar intennediate postures, as in 
gestures "E' and "IT', the recognition rate has dropped sharply regardless of the 
environment (Tables 5-3,5-4 and 5-6). It is also clear that in the office environment, 
where the gesture suffers from segmentation error, the effect of inten-nediatc postures 
similarly becomes problematic, although still well above the baseline (chance) 
recognition rate of 100/8=12.5% (Table 5-5). 
The ZVM descriptor given in Equation 4-29 and the motion term in Equation 4-32 
illustrate that ZVM parameters should be chosen in a way that they do not cancel the 
motion and spatial information. 
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A potential problem with the ZVM is that low displacement components of the 
centre of mass will result in clustering of feature vectors around the origin in rcature 
space. For some classifiers, this may have an impact on the ability to discriminate 
between gestures that involve small horizontal or vertical components of displaccment. 
If either or both of (fl, A) are not equal to zero and the gesture has no vertical or 
horizontal displacements, ZVM output would be zero. For example, gesture **D" has 
very small vertical displacements Yi - Yi-I =0 so when /=0 the te I rm, 
(j7' _57, 
_I 
)A 
= 00 and ZVM does not cancel the displacements happening horizontally. Yi Yi 
If A#0 then ZVM=O for the whole gesture. This seems an important limitation of the 
ZVM descriptor. To avoid the elimination of the motion details in the gesture, ZVM 
parameters (p, q, fl, A) have been chosen to be (12,4,0,0), (12,4,0,1), and ( 12,4,1,0). 
The ZVM's discriminative abilities have been shown to degrade when analysing 
sequences of gesture that share similarities with some other gestures. This has been 
highlighted by the comparative study on the full set of 8 gestures (sec Table 5-4) N's the 
5 most distinctive gestures (see Table 5-6). Gestures in both experiments are collected 
in OEH settings. The results show that the overall recognition rate improves from 
62.3% (when 8) to 84.5% (when 5). 
It is expected that reducing the number of gestures would increase the recognition 
rate, but the improvements are beyond the reduction of number only. This can be 
justified as follows. The base recognition rate of 5 gestures is 20% and for 8 Is 12.5%, 
so the reduction with no other interference might be expected to improve the rate by 
only 7.5%. The correct classification rate in the last experiment of 84.5% can be 
effective especially if combined with other features as will be discussed in Section 
5.2.2. 
The previous experiments did not explore user-dependent analysis, which would 
reflect the real scenario of using this interface by the end user, as in commercial speech 
recognition systems. To explore this further, the ZVM and CvR in the user-dependent 
experiment is performed, where 12 instances taken from one participant per gesture is 
used. This yields improved results with a recognition rate of 88%. The achic", 'ed 
recognition rate shows the potential of using these methods for running a ucsture 
recognition system. The only concern here is that these results are obtained when the 
whole body is not present in the scene. 
By comparing the classification rates in Table 5-4 and 5-5. the results seem to drop 
significantly when the hand loses its shape details due to distance. In principal, it would 
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recognition system. The only concern here is that these results are obtained when the 
whole body is not present in the scene. 
By comparing the classification rates in Table 5-4 and 5-5. the results seem to drop 
significantly when the hand loses its shape details due to distance. In principal. it would 
be possible to design a system that takes into consideration this problem and advises 
the user to optimise the best operating distance and when the hardware becomes more 
sophisticated the camera can zoom in/out to the optimal operating distance 
automatically. 
In the presented experiments, ZVM processing time for each gesture takes up to 1 -5 
seconds which makes it unsuitable for real time use. However, it is possible to speed 
the processing time by sub-sampling of the sequence (e. g taking one in n frames). Hand 
postures under the normal speed of the gesture do not encounter big changes between 
neighbouring frames. It has been noticed that recognition rate did not decrease when 
frame rate reduced to 10 frames per second. Reducing the sampling frame rate further 
did decrease the recognition rate however. 
The ZVM descriptor is the first spatio-temporal descriptor based on traditional 
Zernike moments. Its simplicity allows the descriptor to be developed further. It should 
be mentioned that in this rese ' 
arch, the collision of two hands or the presence of 
obstructions that block part of the hand have not been explored. The ZVM descriptor 
has been examined under these conditions by Shutler and Nixon [ 1,2]. 
This research is the first to introduce ZVM to hand gesture recognition. More 
generally, it is important to compare the performance of ZVM against the dominant 
approaches of event/action recognition. HMM as a temporal classification method that 
has been well explored in many researches contexts [11,25,26,51,119,120,125,146, 
150-1571. Therefore, Evaluating ZVM+CvR is opted to be against ZM+HMM. This 
evaluation would allow determining accurately how well ZVM is performing. 
-88- 
Chapter 5 
5.2.2 Using ZM+HMM 
5.2.2.1 Overview 
Posture and gesture reco,,, nition 
Since hand gestures are movements represented by temporal sequences of frarne',; 
(postures), it is natural to model each hand gesture using an HMM. In this thesis. eight 
gestures are used. Therefore, there will be eight HMMs, one for each gesture (, -. -, ee 
Figure 3-1). 
There are several choices of HMM model structure that can be used. The two main 
models are the left-to-right model and the ergodic model. In the left-to-nght model, the 
probability of going back to the previous state is set to zero; therefore, the model will 
always start from a certain state and end up in an 'exiting' state. The model can jump 
one or more states in the left-to-right structure, but only in one direction. In the ergodic 1: ý 
model, every state can be reached from any other state in a finite number of time steps. 
In this research the left-to-right model is adopted, since this is the natural way to 
model a movement that has a fixed sequence of intermediate configurations given there 
is no jump of states. It also requires fewer parameters and therefore is easier to train 
[158]. For unlimited training data, the ergodic model would end up as the left-to-nght 
model, if that is indeed the right model. 
5.2.2.2 Zernike moments 
Zemike moments are used as descriptors to produce the feature vectors which are 
consequently used by the HMM. The values of (p, q) parameters were set to be (10,2), 
(10,4), (12,2) and (12,4) see Equation 4-28. A plot of the feature vectors of gesture 
"A" is shown in Figure 5-4. Figure 5-5 depicts ZM (12,2) features of gesture "A". 
Figures 5-4 and 5-5 show that the representation of the first 20 frames of gesture "A" 
did not have a big change. 
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Figure 5-4: plot of gesture "A" representations using ZM descriptor. Higher degrccs of r-I 
moments carry more details as depicted in Figure 5-5. 
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Figure 5-5: plot of ZM (12,2) representatIons of gesture 
"A" 
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5.2.2.3 Hidden Markov Models (HMMs) 
HMMs are well-e stabli shed and have been used for many classification problerris-. a, 
well as for gesture recognition problems. Speech recognition is a field that rcceived an 
intensive body of research on HMMs - for example, the early work on speech rccogni- 
tion and HMM is dominated by Rabiner et al. [159]. HMMs have the ability to model 
dynamic gesture or events, but it is not the only method to do so. Dynamic Time 
Warping (DTW) methods [12,25,50,122] allow one to align signals so as to account 
for temporal variation. However, the main disadvantage of DTW is that it is verv tinic- 
consuming since all of the stored (training) sequences are used to find the best match. 
HMM is a parametric probabilistic technique for extracting a hidden time warping 
pattern. HMM utilizes the transition probabilities between the hidden states and leanis 
the conditional probabilities of the observations given the state of the model. The hand 
gesture is represented by the measurements of its motions which are dynamic ill nature, 
since a hand gesture can be displayed at varying rates and with varying intensities cvcii 
for the same individual. 
An HMM is defined by the following set of parameters: 
A= (A, B, 
a, = P(q,,, = Sj 1q, = Si) where (1: 5 i, j! ý- N) 
B=Ibj(O, ))=P(O, lq, =Sj) where (1!! ýj! ý-N) 
; Tj = P(q, = Sj ) 
5-1 
5-2 
5-3 
5-4 
A is the state transition probability matrix, B is the observation probability 
distribution, iT = ýIrj I is the initial state distribution. The number of states of the HMM 
is given by N, (S,, S,,... S, ). The observation symbol (0, ) at time t can be either 
discrete or continuous, and can be a vector. q, denotes the state of the system at time t. 
In the discrete case, B becomes a matrix of probabilities (Conditional Probabilitv 
Table), and in the continuous case, B will be given by the parameters of the probability 
distribution function of the observations (normally Gaussian distribution or a mixture 
of Gaussians). 
Given an HMM model, there are three issues which need to be addressed. The first 
is how to efficiently find the probability of the observation sequence for a given ., ct of 
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model parameters. This is a classification problem which gives a measure of how woll a 
certain mo el describes an observation sequence P(01,0,,... OT JA). The second is 
infering the corresponding state sequence in some optimal fashion (optimal path) (-, i,, -en 
a set of observations and the model parameters. This will become an important part of 
the algorithm to recognize the hand gesture from live input and will be described later 
in Chapter 6. The third is how to learn the parameters of the model k given the set of 
observations, so as to maximize the probability of the observations given the chosen 
model. This problem relates to the learning phase of the HMMs which describes each 
hand gesture sequence. 
With the regard to the first issue, the forward procedure which involves an inductioll 
approach is used to compute the probability P(O I A). The forward variabic 
ai P(Oi 
1 
021 
... 
Q, q, = S, A) is computed at every time step in an inducti-ve ý-vay 
N 
and the probability is computed as P(O I A) = J, =1 
aT(i) =sum. The second issue 
essentially involves maximizing the probability P(Q 10, A). The state propagation 
across time is modelled as a lattice structure and at every time instant t the quantity: 
max P(ql, q2. q, = Si, Oi, 
02,... 0, 5-5 
This is called the best path taken to reach state Si at time t. Finally, the optimal state 
sequence is decided by the Viterbi algorithm. The third issue which deals with 
ad*usting the HMM parameters A= (A, B, ; T) is solved using the Beum-Welch i 
algorithm [160]. A broad discussion on the theory and use of HMMs is given by 
Rabiner [ 16 1 ]. 
5.2.2.4 Training and testing of HMMs 
Matlab HMM code implemented by Murphy [ 132] is used. Prior to training and testing, 
each gesture sequence is linearly interpolated to a fixed number of Erames equals to the 
length of the longest hand gesture for each HMM. This was necessary for compatibility 
with Murphy's package. 
The experiments using HMMs involved two steps, training and testing. The system 
is trained using isolated hand gestures labelled for each class. The testing procedure is 
to select the model with maximum likelihood as the chosen gesture: 
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arg max (P(O I Ak)) 
k 
. 
5-6 
Figure 5-6 illustrates the structure of the HMMs used in these experiments. It con- 
sists of 8 parallel HMMs 
7ý 
000 HMM1 for gesture 'A' 
-000 -I(sl, 4 
HMM2 for gesture 'B" 
00 
HMM3 for gesture "C" 
0000 
0000 
0000 
0000 
000 
HMM8 for gesture W7ý 
Figure 5-6: shows the structure of HMM models, each one of the 8 gestures is repre- 
sented by one HMM model. The optimal number of states for each HMM 
is calculated. 
5.2.2.5 Experiments 
For the HMM models, different number of states were tried (N=2,3,4 ... 8) and the best 
configuration was selected. Initially, the number of iterations that EM (Expectation 
Maximization) uses to estimate the HMM parameter values was fixed to 10. The 
selection of this number was from trials. In later stages and to avoid over-training 
HMM models, a threshold is set. This compares the likelihood from the previous 
iteration to the current one. If the difference is within an accepted limit then the 
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estimation of HMM parameter values is considered to be satisfactorv. Figure 5-ý 
shows the learning curve of HMM for iteration (itr = 1-20). 
-5750 
-5800 
-5850 
0 -5900 
-5950 
-6000 
6050 
Figure 5-7: learning curve shows the increasing likelihood of gesture "A" against the 
number of iterations during training. 
Evaluating 8 gestures: 
The number of Gaussian components, associated with the observation density for each 
HMM state, is set to be one. The size of the feature vector is 4 the length of the gesture. 
Length of gesture varies between 30-120 frames. Using 30 examples for gesture "A" 
per setting as mentioned earlier (user-independent samples), the recognition rate for 
classification using 10 fold cross-validation is plotted. The optimal number of states is 
4 for the HMM of gesture "A" (Figure 5-8). For compatability with Murphy's code, 
HMM models of all gestures have been given the same number of states 4. 
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Figure 5-8: shows that 4 is the optimal number of states for HMM model represents 
gesture "A". This is obtained using samples of the UBL dataset. 
Table 5-7 shows the recognition rate achieved using 8 gestures, 30 instances for 
each dataset. 
Recognition rate 
87.1% 
71.7% 
45.8% 
Table 5-7: the mean recognition rates of using ZM+HMM with 8 hand gestures. 
Evaluating 5 distinctive gestures: 
When comparing results achieved in the previous experiment by using ZM+HMM to 
those achieved by ZVM+CvR, an improvement can be noticed (see Table 5-7 and 5-9). 
ZVM is a weighted sum of ZMs, where the weighting takes into consideration the 
movement of CoM (see Equations 4-29 and 4-32). Motivated by this observation, the 
experiment was performed with the addition of CoM displacements to the feature 
vector. Adding the displacement of CoMs to the feature vector makes the comparison 
more reasonable. 
An experiment is performed using five gestures (see Figure 5-3) on 80 instances per 
gesture on the OEH dataset with feature vector of ZMs+displacements of the Co\, Is. 
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96.125% 2.5% 0 1.125% 0 
0 98.875% 0 1.125% 0 
0 1.125% 98.875% 00 
2.5% 00 97.5% 0 
in 
0000 1()0% 
Table 5-8: Confusion matrix presents the results obtained usin the ZMs--f-Co%. I 
displacements as shape descriptor to generate the training, and testing se- 
quences that have been used to train and test 5 HMM models for the (,, cs- 
tures. It resulted in mean accuracy of 98.3%. 
When performing the experiment on five gestures without the CoM displacements, it 
resulted in mean accuracy rates of 94.5% [150]. However, when performing this 
experiment for user-dependent with CoM displacements, the mean accuracy rates was 
99.1%. 
5.2.2.6 Discussion 
In this research, a hand gesture recognition prototype is proposed which allows 
flexibility in performing hand gestures. The flexibility means that the system is 
invariant to rotation, scaling and reflection of the hand which is what the Zemlkc 
moment descriptor provides. The selection of ZM parameters is assessed by expcri- 
ments on posture recognition which confirmed that a higher degree of moments 
produces a higher accuracy rate. Therefore, moments of 10 and 12 degrees are used. 
ZM descriptor has been studied in [1,2,144,154,162]. Plotting the feature vector of 
ZM for gesture "A" shows the discriminative ability of the descriptor. 
Using the obtained feature representation of each gesture, a parallel left-right HMM 
structure is used as a classifier. HMM yields much improved results in all the 
experiments for both 8 and 5 classes with and without CoM displacements. When using 
the five distinctive gestures, HMM produces a higher recognition rate. Further 
discussion is in Section 5.3. 
-96- 
Chapter 5 Posture andgesture reco. (, mitioll 
5.3 Summary and discussion 
Hand gesture recognition with ZVM has been introduced and investnZated. ZV'. VI has 
been previously used successfully for human gait analysis. These results indicated a 
potential use of ZVM due to their simplicity. 
87.1% 84.9% 
71.7% 62.3% 
45.8% 28.9% 
Table 5-9: the mean recognition rates of using ZM+HMM and ZVM+CvR with 8 liand 
gestures. 30 instances for each gesture are used. 
From the confusion matrices and the relative accuracies obtained in the two i-nain 
experiments (ZVM+CvR and ZM+HMM), it is clear that the ZM+HMM combination 
used in the second experiment (see Section 5.2.2) has given substantially better results 
than the ZVM+CvR combination used in the first (see Section 5.2.1). Additionally, it 
seems intuitively plausible that the displacement of the centre of mass between frames 
carries discriminative information on the set of gestures. To explore this further, an 
experiment was carried out in which this displacement is added to the feature vector of 
ZM used in the HMM. This increased the mean accuracy obtained from 94.5% to 
98.3% (see Table 5-10), although this only represents a small number of additional 
examples being correctly classified. 
Table 5-10: the mean recognition rates using 5 gestures. Each gesture has 80 instances. 
In user-dependent experiment only 12 instances are used to train the sys- 
tem. Dataset used is OEH. 
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Unfortunately, it is infeasible to compare the processing time for Z-%I-H\I-\l with 
ZVM+CvR as different packages are used. CvR is from Wcka (Ja-v, a) NN-hile HNIM is in 
Matlab. However, it is possible to report that both classification methods require a 
significant processing time for training and a fraction of a second for testincy 
During the design of both experiments (ZVM+CvR and ZM+H\1\1). a mechanisn'l 
for updating the trained model parameters with each testing gesture was not considered. 
The focus of the previous experiments was to test and evaluate the newl-v introduccd 
ZVM descriptor against the well-establi shed ZM+HMM only. 
Ideally, it would be preferable to compare the obtained results to those of other 
researchers,, but the lack of testing standards and datasets made this infeasible. 
Furthermore, the task of distinguishing exactly these postures/gestures is ,! cry specific 
and comparison with results from smaller, larger, or different sets of data and thell, 
recognition rates would not be feasible. 
The evaluation of the presented experimental module thus has to rely on the 
recognition rates as reported in Section 5.1 and 5.2. The ZVM descriptor has not been 
evaluated before against any other techniques. The previous experiments provide this 
evaluation which concluded that ZM+HMM performs better than ZVM coupled with 
CvR. As mentioned in the previous section, CvR was chosen after exploring several 
methods. 
The reported accuracy rates are not good enough for high-end user interfaces. 
However, when analysing user-dependant data, the recognition rates have improved 
from 84.5 to 88% (see Section 5.2.1). Mis-classifications can be due to participants 
performing gestures wrongly or the system recognizing a wrong gesture. The intended 
hand gesture interface can be designed in a way that users get feedback if their gesture 
is not recognized at all and participants can make small changes to the way in which 
they execute a gesture in order to improve recognition. It is likely therefore that over 
time the user would adapt to the system. 
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GESTURE DETECTION AND 
VIEWPOINTS 
The main limitation of the approaches adopted in Chapter 5 is that they work on pre- 
segmented sequences of hand gestures. This pre-segmentation is widely done manually. 
Therefore,, there is a need to explore techniques for segmenting and detecting hand 
gestures automatically. 
HMMs were first used for representing phonemes in conjunction with the use of 
grammar in many systems for continuous speech recognition [161,163]. Dynamic timc 
warping for continuous action detection has also been proposed before [ 122]. Key- 
frame spotting of human actions has been utilized to locate the start and the end of prc- 
defined actions automatically [112,113]. Applying any of the previous systems to the 
hand gesture detection problem is not straightforward since there is no clear standard 
for performing hand gestures (with the exception of sign language and similar systems). 
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Additionally, the previous chapters did not discuss recognition across multiple 
viewpoints. All pre-segmented gestures were captured from a single fixed -%"e%N-point. In 
reality, this would limit the flexibility of the system that this research is aiming for. 
There have been several studies that tried to address %'iewpoint variation including the 
use of multiple cameras with marked gloves [164,1651, on a single camera assisted 
with a mirror to provide another view [166]. These approaches [164-166] require 
complex hardware which this research is trying to avoid. Appearance -based methods 
that utilise a large number of 3D hand models in the database for posturc recognition 
have been also explored [85]. This research aims to apply the 3D models for dynamic 
hand gesture recognition not only postures. 
This chapter addresses two developments of the HMM based hand recognition 
system presented in Chapter 5. Firstly, automatic segmentation of hand gesture frorn a 
continuous video stream is explored. Secondly, a novel use of 3D models for viewpoint 
invariant hand gesture recognition is introduced. The 3D models have been captured 
from a real hand and then manipulated using 3D software to create a view- independent 
dataset of virtual hand gestures. The dataset obtained is used to train an HMM based 
system like that described in Chapter 5. 
6.1 Hand gesture detection 
In this section, two methods for locating the start and the end of hand gestures auto- 
matically are presented. The trained HMMs of 5 gestures (the most distinguished 
gestures) from Chapter 5 are utilized in experiments with two techniques. 
In thefirst, a sliding window: a buffer is created which stores a certain number of 
frames. The stored sequence is then scanned between the minimum and the maximum 
possible length. Each scan is evaluated against the known HMMs and the highest 
likelihood is selected as a correspondent to the correct gesture. 
In the second, a single HMM with Viterbi: the previously trained HMMs are used to 
create one HMM by linking the exit states of left-to-right HMMs to the start with equal 
probability. Then, the Viterbi algorithm is deployed to find the best path cycling 
through the HMM over multiple gestures. 
The experimental results presented for both methods are performed offline. T\)v, o 
sequences of hand gestures each containing 3500 frames from UBL and OEH datasets 
(see Section 3.2) are used. In each sequence, there are 25 performed gestures of fi\"C 
classes. A ground truth for these sequences is labelled manually. The minimum Icngth 
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of a gesture in these datasets is 65 frames and the maximum is 125. with nicari of' Q1 
frames. 
6.1.1 Detecting using sliding window 
6.1.1.1 Direct evaluation 
In this approach, a gesture is detected by sliding a window over the continuous video 
stream, where the window is of varying lengths. Although the experiments are per- 
formed offline, it is useful to think of this as an online process using a buffer to store 
previous frames leading to a gesture that ends at the current time step. 
A buffer is created which has a maximum length of 125 frames (T= 125 ). This T1 I I\ 
number has been selected according to the knowledge that was gathered when labelling 
the ground truth. Similarly, the minimum length of the gesture is 65 frames (= 65 ). 
This buffer is required to store the last stack of performed frames. The used buffer is 
always updated with new frames and the oldest ones are lost. This works as a delay 
circuit. After that, these stored frames are segmented for evaluation. 
The segmentation of these frames is performed by selecting a point at time t where 
the evaluation is due to begin. The end of each segment is at the franic I and starts at 
19 !ý 
TI Then, a number of T) where T is the len th of a sequence T 
sequences is generated from this buffer. This number depends on the sampling rate S. 
____HHHH _ T 
t- 7ý_ 
T. 
a, 
Video input- llý 
Figure 6-1: hand gesture sequence structure with its sliding window parameters 
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"Ji" I 
The range of length between T. and T is sampled uniformly into S samples. 
The resulting sequences are evaluated against the pre-trained HNIMs (A, ) m. -here i is the 
number of classes. For example, for S= 10,7ý. = 125 and Tý. = 65 then the sanipled 
sequences would be of length (65,71,77 ... 125). 
After evaluating each sequence against the pre-trained HMMs, the obtained likeli- 
hoods log(P(O, I A, )) are recorded and tagged with its corresponding class. Then, the 
next starting point is processed. The next starting point can be the next frame or after a 
certain step and then the same steps as explained before are performed. In this expeni- 
ment, the next frame is the starting point. The maximum likelihood at each end point is 
the detected hand gesture. 
Figure 6-2 illustrates the output of the detected hand gestures. The coloured rows 
denote the sequence ground truth and the vertical lines mark the number of recognized 
scans (sequences) at each starting point. The sampling resolution is 10, and the starting 
point of the sliding window has moved frame by frame. 
This experiment does not show exactly where the end of the gesture is but rather the 
range between the possible minimum and maximum length of a scan. Section 6.1.2 
addresses this issue and introduces a method for locating the end of a detected gesture. 
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Figure 6-2: hand gesture detection using the sliding window technique. The coloured 
bars mark the ground truth and the lines mark the number of recognized 
sequences at each start point of scanning. The sequence is from UBL data- 
set. 
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When calculating the detection rate (accuracy rate), a certain scan (sequence) is 
considered to be recognized successfully if the following conditions are met: 
A Scan should start in a frame belonging to the range 
[t-0.25*T to t+0.25*Tl. 
The length of a scan should overlap with the corresponding gesture in the 
ground truth with at least the minimum length a gesture might take (here it is 
65). Figure 6-2 shows only scans that met this condition. 
To elaborate this further, take gesture "C" as an example; gesture "C" corresponding It, 
ground truth gesture starts at frame I 100; therefore the prediction of possible niatcli 
should start within the range of [ 1074 to 1126]. Only scans at t=[ I 100,110 1 and 1102 ] 
were the highest number in comparison to other gestures , especially gesturc "A". This 
is discussed further in Section 6.1.3. 
18810 
r1rTl=- Up rm if To I 
0 
ON MM n 
74 
1124 86 85 
9 98 214 105 
644 96 65 
c 56 192 125 
522 588 
Table 6-1: the correctly classified and mis-classified scans which correspond to Figure 
6-2. 
522 
The resulted accuracy rates are 522+588 = 
47%. 
Figure 6-2 shows that gesture "A" is acting like a default and to reduce this effect, 
the likelihood of the other appearing gestures is multiplied by 2. This increased the 
accuracy rate from 47% to 60%. The reason why gesture "A" is acting like a dummy 
model is: it contains the widest variation of frames between all other gestures. This 
indicates the necessity to have a dedicated dummy state (garbage) which has been 
introduced next. 
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6.1.1.2 HMM with garbage model 
It is unlikely for a person to go from one gesture to another without passing through a 
neutral posture with no or useless hand movements. Handling such cases is done bý' 
slightly modifying the structure of the HMM models. A new ergodic HMNI structure 
has been added to represent the garbage gestures. So what garbage gesture, st ruc t Lire 
means? 
Unlike the pre-defined hand gestures, there are no constraints on the remaining non- 
gesture patterns. A non-gesture is any motion other than the pre-defined gestures. There 
are no specific constraints on the follow of the motion and to reflect that in the design 
of the HMM model, a type of ergodic or a fully-connected model is chosen. In the 
ergodic HMM. ) each state of the model can be reached from all other states. The Li.,, -, e of 
the garbage state has been explored in several studies including [ 119,120,167,168]. 
Literature suggested other methods for addressing the non-gestural actions as the use of 
both hands; where one hand performs the gesture and the other one works as a clutch 
[128,169], others suggested performing certain postures after each hand gesture to 
indicate the end of the gesture [48]. 
Using the same sequences explored in the previous experiment, Figure 6-3 shows 
the number of recognized sequences for each gesture. The garbage model has been 
trained on a selection of random sequences that contains 800 frames. The accuracy rate 
has risen from 47% to 66%. 
So far, the number of sequences that corresponds to the highest likelihood at each 
starting is calculated and the length of the sequence that achieves the maximum 
likelihood for each gesture is not addressed. Finding the length of the sequence will 
locate accurately the start and the end of the gesture. The next section presents methods 
for locating the start and the end. 
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Figure 6- 3: hand gesture detection using the sliding window technique. The coloured 
bars mark the ground truth and the lines mark the number of recognized 
sequ ences at each start point of scanning. Last bar represents the sequences 
recognized as garbage. The sequence is from UBL dataset. 
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6.1.2 Detecting using a single HMM 
In the second technique, the trained five HMMs models and the uarbale model are 
combined into one HMM structure as shown in Figure 6-4. Let the combined HMM's 
6 
have N states N N, (23 in this case). Each individual HMM has left-to-right 
topology apart from the garbage model which has ergodic HMM topology. The exit of 
each HMM is linked to the start of the structure. The start of the structure is linked to 
the first state of each model with equal assigned probabilities. This is done by creating 
a new transition matrix of (N x N) where N= no. states of all gestures. 
For a given sequence of gestures, the Viterbi path through the single HMM is corn- 
puted; this is the most likely path. By examining the Viterbi path, the sequence of 
gestures can be inferred, and the start and end of each gesture can be estimated with 
precision. This allows locating the start and the end of the gestures precisely. Figure 6- 
6 depicts the output. The first bar of Figure 6-6 is the recognized gestures and the 
second line is the ground truth. Each colour corresponds to a different gesture. The 
resulting detection accuracy rate is 52%. 
The achieved accuracy is not good enough. This is because of the effect of the gar- 
bage gesture. To reduce this effect the Viterbi algorithm is examined. Viterbi is a 
dynamic alignment function which checks each sequence of observation to a sequencc 
of hidden states and according to the likelihood it defines the corresponding states. 
In an attempt to increase the accuracy, the likelihood at each state is examined and 
compared to the second highest likelihood. If the highest likelihood was belonged to 
the garbage gesture and the second highest is within a small range (10%) then the 
second likelihood is promoted to be higher than the garbage. Figure 6-7 illustrates the 
recognized sequences after promoting the second highest likelihood. This produced a 
significant improvement with 76% accuracy rate. 
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Figure 6-4: connected HMMs that consist of 5 pre-trained HMMs on isolated hand 
gestures and a garbage model. Garbage model is ergodic HMM while oth- 
ers are left-to-right. The link from the exit to the start of the H%I%ls gives 
equal probability to all other HMMs- 
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6.1.3 Discussion 
In this section, several methods for hand gesture detection from continuous sequences. 
that contain hand gestures, have been presented. The intention was to perform and 
explore an extensive evaluation of different methods using HMMs. 
In the first experiment, hand gestures are detected using direct evaluation of H\1%. 1s 
that were trained using the pre-segmented gestures in Chapter 5. A method to capture 
sequences of different length and evaluate them was introduced. This method is time 
consuming and not suitable for real-time application when using fine sampling, steps. 
As depicted in Figure 6-2, one of the gestures "A" which contains the widest variety of 
frames is acting like a default gesture, in that all non-gesture movements are reco(Tilized 
as gesture "A". Therefore it was necessary to negate this effect by adding a new HMNI 
structure for garbage motions to the set of HMMs. 
Adding the new garbage model that was trained on a collection of randorn non- 
gesture sequences and frames increased the overall performance by 10%. 
In the second experiment, a single HMM model with the Viterbi algorithm were 
used. The Viterbi algorithm aligns an observation sequence to the relevant states by 
evaluating the likelihood at each state. This to some extent is similar to the slidnig 
window approach where each resulted sequence is evaluated against all HMM models. 
The difference is that Viterbi algorithm takes the whole sequence and outputs the 
relevant states in one operation, while the sliding window approach segments se- 
quences and evaluates each of them. This result in iterating the evaluation of the same 
sequence several times which makes the sliding window approach slower to process. 
Ground-truth 
tl I fel I t2 Ite2 It3 ýte3 it4 It, 4 
Predicted 
tý3 114 te4 t, 
I 
te, 
lý 
: tke2 
Figure 6-9: the overlap of predicted hand gesture to the ground truth. The match takes 
place when the overlap is between the predicted and ground truth is 
75'() 
and both of same class. 
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Each predicted gesture is considered to be correctly detected if there is an oýerlap 
with a ground truth of at least 75%. The degree of overlap is defined as follo%k, --, -. 
0.75:! ý 
IT T, ý 
where and ITI 
-' i=1,2,3... n 
Figure 6-9 shows examples of correctly detected gestures. The cresture startin(! at 1, tý -j 
is incorrect because it has a different class (colour) to ground truth it overlaps. The 
gesture at t-, is also incorrect because it does not meet the 75% condition even though it 
overlaps with ground truth's gesture of the same class. Gestures at t, and t4 are 
correct. 
The single HMM approach produced an improved results (accuracy and processing 
time) when compared to the sliding window approach. The accuracy rates of 52'o and 
76% were obtained for UBL sequences, and 43% and 68% for the OEH sequciices (scc 
Table 6-2). 
The achieved accuracy rates are not good enough to perform automated hand gestLire 
detection. However, they can probably be improved by redesigning the system to adapt 
and learn from previous mistakes. It is widely accepted that designing the system to 
learn and modify the parameters of the learrit HMMs would improve over time the 
detection perfon-nance. This will benefit from the fact that this system is intended to be 
used interactively therefore users can get feedback about their performance instantly. 
47% 41% 
60% 57% 
66% 53% 
52% 43% 
76% 68% 
Table 6-2: accuracy rates achieved in experiments on hand gesture detection. 
The current design of the system did not consider optimising different numbers of 
states for each gesture which could improve the perfon-nance. However, the ergodic 
HMM has been explored during the development of experiments and it 
has been 
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observed that the transition matrix in the ergodic HMM for each of the _, cý'tures iý' 
almost a left-to-right one. 
In this section on hand gesture detection, data from UBL and OEH datas'cts" are onlý' 
used with five gestures. It is expected that the hand gesture detection rate ý\ould drop 
when using the OEW dataset, but if the right hardware is used this probleni will be 
rectified. This can be achieved by zooming to the target object to increase the resolu- 
tion of frames. 
As shown in Figure 6-4, and described above, the link from the exit of H%1\1,, to the 
start has been given equal probabilities. In other words, the desil, 'n did not consider 
whether a certain gesture is more likely to appear after another. This can be extended in 
further research beyond the aim of this thesis. 
6.2 Viewpoint invariance using 3D models 
During the performance of hand gestures, viewpoint plays a major role in the succcss ol' 
any recognition system. This proves to be a difficult issue to be solved. It is widely 
assumed when a gesture recognition system is studied; a certain limitation is imposed 
on the hand gesture to avoid this problem. Recently, several researchers have attempted 
to solve these viewpoint variation issues. Some of them suggested hardware solutions 
such as data acquisition systems (stereo camera and multiple cameras) as in the 
research of Holte and Moeslund [171]. Other researchers suggested using the variation 
of key-frames (postures) as in Laptev [112,113]. Posture recognition systems based on 
3D models has been explored by several researches including [23,107,170], where the 
3D models of the hand are not deformable. Generally, the 3D models were produced 
using artificial moulds of the hand or geometrical objects. 
This research explores a new method that utilizes 3D models of real hands, and then 
by using 3D animation software a virtual performance of the hand gesture is created. 
After that the virtual gesture is projected from several arbitrary points that cover the 
whole sphere. The projected sequences are used to train our HNIM based system. This 
is widely known as analysis-by-synthesis [79,172]. This technique is developed with 
the intention to be used with a user interface having one camera. 
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6.2.1 Capturing models 
Six 3D hand models were captured using the Polhemus FastSCAN [ 173] -, % stem. These 
3D models represent the distinctive shapes of the hand gesture. These models are the 
base that was used to derive all intermediate models. The handheld s%-stern uses a laser 
scanner which consists of a non-contact range finder based on projection and sirnulta- 
neous detection of laser light, coupled with a means of tracking (magnetic tracker) the 
position and orientation of the range finder as it is scanned over the object"s stirface. 
The resulting 3D model is in multi-layers 3D point cloud format that needs, processing. 
This processing stage is essential for reducing the size of the model. Each laý Cr 
corresponds to a scan of the hand (see Figure 6- 10). 
To reduce the number of points in the resulting model and to align these multi-layers 
to one layer (see Figure 6-11), the RBF (Radial Basis Functions) interpolation function 
is used. RBF function is embedded in the FastScan software [173]. The number of 
facets in each of the models is 5000 (see Figure 6-12) 
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Figure 6-10: 3D model captured using laser scan system; this model contains Inultipic 
layers of point cloud pixels. 
\: 
" -1_"". """". "".. 
Figure 6-11: 3D model captured using laser scan system; this model contains one layer 
after aligning the multiple layers in Figure 6-10. 
Figure 6-12: 3D model with a reduced number of points, this model contains 5000 
facets. 
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6.2.2 Experiment and results 
In this experiment, the Lewis et al. pose deformation technique [ 174] is used to create 
the intermediate stages . This deformation is carried out using Blender soft"'are [1 '0]. 
after creating 10 intermediate poses for each one of the eight hand gestures (, ', -Cc F11-'LirC 
5-3). Figure 3-8 depicts examples of these poses. 
Each 3D hand model has been linked to 17 bones. These bones are a skeleton that 
guided us to generate the inten-nediate models. It should be emphasised here that this 
experiment did not create the actual skeleton but rather used the essence of it to deforril 
the 3D models. This is done by deforming the 3D model's finger parts at points that 
corresponds to joints. Each finger is bent to match the desired intermediate 3D model. 
For example, the index finger has two joints and a joint links it with the palm. The 
intermediate stages between having the finger fully closed and fully opened are divided 
into 10 stages. At each stage finger segments are bent according to its corresponding 
skeleton (the operator estimates that manually). Each finger is processed separately. 
To simulate the performance of the hand in the virtual world, virtual gestures are 
created as shown in Figure 3-7 and rendered from 30 different ý'icwpoints. This is 
enough to cover all possible viewpoints of the sphere. Unfortunately, a proof of how 
this number (30) is enough to cover the sphere cannot be presented but rather by 
studying the characteristics of the used descriptor. The ZM descriptor is invariant to 
scaling, translation, rotation, and reflection and ZM can measure skewness and 
kurtosis. This provides some variation margin in the viewpoint. For example, all 
gestures performed in -/+25 degrees of viewpoint variation can be considered as a 
single sector in the sphere. This finding is concluded from the posture recognition 
experiment (see Section 5.2). Users had a freedom of -/+25 degrees (hand-camera 
distance is 85 cm) of variation and the system was able to deliver 100% recognition 
rates. 
The eight virtually created hand gestures are projected from 30 different viewpoints. 
These generated sequences are used to train 8 GMM HMM structures of left-to-right 
topology. The length of each gesture is set to be 90 frames. This number has been 
selected from prior knowledge of the mean length of the training gestures of the 
obtained datasets. Blender allows rendering a video with any number of t'ramcs. 
The 
software does the approximation between frames. To evaluate the performance of the 
projected sequences (animated gestures), the same steps that were explained in 
Section 
5.3.2 are followed. The number the GMM for each HMM is set to 
be 3: this number is 
selected after several trials. 10 fold cross -validation methods are used. 
Feature \, Cctor,, - 
of size are 5 (4 ZMs and the CoM displacements). 
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Table 6-2 demonstrates the confusion matrix on using animated hand gestures. This 
resulted in mean accuracy rates of 43.75%. 
12 0 3 3 5 1 5 
2 11 4 2 1 2 5 3 
3 0 13 2 2 4 3 3 
3 1 1 15 3 2 3 2 
4 1 3 1 13 2 1 5 
2 1 2 0 3 17 3 2 
2 0 4 3 1 6 10 4 
3 1 3 2 1 4 2 14 
Table 6-2: The confusion matrix using 8 virtually created hand gestures. ZM descriptor 
is used with 8 HMMs. The number of training and testing instances is 240 
instances, each gesture of 30 with 10 folds cross-validation. The mean ac- 
curacy rate is 43.75% where the base recognition rate is 100/8= 12.5%. 
6.2.3 Discussion 
This section introduced experiments on a new method that uses 3D niodels. Tllcsc 
models have been captured from real hands by laser scanner. After that, animated hand 
gestures are created using 3D animation software. Then, the anal ysi s-by-synthes is 
approach is adopted to tackle the viewpoints problem by projecting the virtually created 
hand gestures from several points in the sphere. The projected sequences are used to 
train the target HMM system. 
The presented approach of tackling the viewpoint problem by 3D models and then 
deforming these models is validated by similar research on tracking hands recently 
presented in CVPRO8 by Gorce et al. [172]. They used a 3D model for tracking 3D 
hand tracking using monocular video system. They estimated the pose, texture, and 
illumination dynamically by minimizing an objective function. 
This section presents sequences that have been created from one user's hand. Con- 
sequently, the performed experiment is a user-dependant one. It is expected that when 
testing the performance on user-independent data, the overall accuracy would drop in 
the same measure as shown in the previous experiment in Chapter 5. This drop was 
about 5%. 
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The testing methods that were deployed can be extended in further rescarch be% ond 
the scope of the current research to explore how good a structure of H. \I. \Is trained on 
virtually created data is performing when tested on real data from different setting's 
(UBL, OEH and OEW). 
For a personal flexible user interface system, there are certain poses that the user 
takes when performing gestures. Therefore, when designing the viewpoint invariant 
system a dynamic learning algorithm should be included to update the systcril pararne- 
ters with every new sequence. This will create over time a prior probability o\'er the 
viewing directions that should improve detection performance. 
The accuracy rate achieved in this experiment of 43% gi\ýcs a good indication that 
this approach can be extended and could provide a solution to the afore-nientioned 
problem. However, it is clear that the currently achieved rate is not good enough for a 
multimedia application. 
6.3 Summary and discussion 
In this chapter, several experiments for hand gesture detection and one on \'icwpoint 
invariant hand gesture recognition are presented. The intention was to perform an 
extensive evaluation of different methods using HMMs. These experiments form the 
base that has been used to have a better understanding of how the hand gesture based 
user interface should be designed. 
Two methods for hand gesture detection are discussed. First, detection using a slid- 
ing window is presented to form sequences that were evaluated with our prc-trained 
HMMs. The pre-trained HMMs were obtained from the isolated hand gestures (see 
Chapter 5). Second, a method on hand detection using the single HMM with the Viterbi 
algorithm is presented, with discussion on how to improve the overall accuracy rates. 
In the second section of this chapter, an experiment on viewpoint invariant hand 
gesture recognition using a 3D model of a real hand is presented. The 3D model is 
captured using a laser scanner. Then, animated (virtual) hand gestures using the 
animation software are created. 8 HMMs are trained and tested on the animated hand 
gestures. The results obtained have been reported and discussed. 
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A game as an example of a computer user interface has been presented using vision 
techniques. One hand is used to control the game where hand gestures are defined as 
commands. Several related experiments have been explored for evaluating the proposed 
techniques. 
New datasets of hand gestures are collected, with ground truth of manually sc(-, - 
mented gestures and labelled sequences. Skin-colour has been tracked and segmented 
to provide the control for the descriptor. ZVM as a new spatio-temporal descriptor is 
introduced for hand gesture recognition system, with extensive evaluation and discus- 
sion. A comparative study of using ZVM+CvR and ZM+HMMs is introduced. 
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The research also tackled the problem of hand gesture detection. Two method, are 
presented for locating the start and the end of hand gestures automatically with a ne%ý 
discussion. Viewpoint invariant gestures are explored using 3D model, captured from 
real hands. These techniques and experiments are utilized in a prototype framework. 
This framework is a simple interactive game. 
7.1 Summary of achievements 
For the hand gesture recognition system to be developed, training and testing datasets 
are required. This research introduces new datasets designed and used for this Purpose. 
The datasets have been collected in three different settings, controlled lighting with 
consistent background (UBL dataset), hands only in an office em, ironment (OEII 
dataset), whole body in the same office environment, and virtual performance (ani- 
mated) of hand gestures using 3D models. Ground truth of the data has been providcd 
using manual mark-up. 
The CAMShift tracker [19] has been utilized in this research as it requires minimal 
training and can track irregular shapes and objects. Additionally, CAMShift can 
tolerate noise, does not require specific hardware or cameras, and is cornputationally 
fast to run. On the other hand, the main problem of CAMShift is the initialization 
where a blob needs to be selected for tracking. This problem has been tackled by 
creating a distribution model of the human hand skin colour. This model is used as a 
reference for tracking; checking if the tracked pixels belong to skin values. 
It is hard to separate tracking, feature extraction and representation methods; in most 
cases they are all integrated with one another. It is important to note that descriptors 
need to produce a unique representation for an object and it is not necessary for the 
process to be reversible. Chapter 4 presented the segmentation and tracking techniques 
followed by moments as a feature descriptor. 
The Zernike Velocity Moments descriptor has been introduced and evaluated with 
hand gesture recognition systems; previously the ZVM used successfully for human 
gait analysis [1,2]. The results yield a potential use of ZVMs for their simplicity. The 
ZVM descriptor has not been evaluated before against any other techniques. The 
presented experiments (Chapter 5) provide this evaluation which concluded that 
ZM+HMM perform better than ZVM coupled with CvR [175.176]. As mentioned in 
the previous section, CvR was chosen after exploring several methods. 
From the confusion matrices and relative accuracies obtained in the two main 
experiments reported in Chapter 5 (ZVM+CvR and ZM+HMM), it is c1car that 
the 
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ZM+HMM combination used in the second experiment (see Section 5.3) has gi%en 
substantially better results than the ZVM+CvR combination used in the first experiment 
(see Section 5.2). Additionally, it seems intuitively plausible that the displacement of 
the centre of mass between frames carries discriminative inforination on the set of' 
gestures. To explore this further, we carried out an experiment in which thP, 
displacement is added to the feature vector of Zemike moments used in the HNIM [5- 
10ý 45,47-50,58,150]. This has produced an improved performaricc and the 
recognition rates increased from 94.5% to 98.3% (OEH dataset). 
The accuracy rates of most experiments reported in Chapters 4,5 and 6 are not 
reliable enough for high-end user interfaces. However, user-dependant experiments 
show an improved recognition rates that have increased from 84.5 to 880o (see Sectioll 
5.3.1.3). Mis-classifications can be due to participants performing gestures wronglý, or 
the system recognizing a wrong gesture. The intended hand gesture intcrface could be 
designed in a way that users get feedback if their gesture is not recognized and thercbý 
enable them to make small changes in order to improve recognition. In this way, the 
user would over time adapt to the system. 
3D models have been captured using a laser scan system. These models were 
deformed to generate the intermediate models of hand shapes that gestures may take. A 
virtual arm was created using Blender animation software. Then the 3D models are 
fitted on the arm to produce the animated virtual hand gestures. These animated 
gestures are projected from different viewpoints. The projected sequences have been 
used to train and test a HMM based system. The obtained accuracy rates showed the 
potential of extending these methods. This accuracy is well above the baseline. 
A prototype system using the developed hand gesture techniques has been described 
in Chapter 3. The prototype demonstrates the efficiency of the gesture sets (UBL). It 
uses thresholding for segmentation, ZM as a descriptor and HMM for classification and 
detection. The user-based evaluation shows the potential of such multimedia 
application. 
7.2 Research limitations 
This research did not perform any experiments using data collected in outdoor 
environments. Moreover, it has been assumed that home environments arc close 
to office environments. This assumption is almost correct for lighting conditions 
as both are indoor environments, but they vary in the nature of the background. 
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It has been assumed that there is no collision and/or obstruction disturbin2 the 
viewpoint of the hand gesture. This is not always the case in the real %%ord. Fur- 
thermore, this research did not consider the use of both hands toucther in any of' 
the experiments. Speech intervention on hand gesture [34-_36] has not bccri 
explored. 
The effect of changing the resolution on hand gesture recognition accuracv ha. " 
not been explored ftilly. Only in the studied experiments take two resolutions- 
are explored. First, when the camera is about 60-80 cm away from the hand. 
Second, when the camera is about 2 meters away from the hand. These o'vo sct- 
tings give a good indication of the effect of distance; ývhere the accuracy rate in 
the second resolution has dropped sharply. Further research is required. 
Manual marking of the datasets is a subjective process. Different markers typi- 
cally label the same data slightly differently. Therefore, to obtain an objective 
measure, a means of combining different markers' labellings is required. This is 
not performed in this research, rather only the labelling of one marker is used. 
Capturing the 3D models using a Polhemus laser scanner [78] is a difficult 
process, since users may move their hands during the acquisition of the data. 
Each model requires about 45 minutes to be captured. The resulting model is a 
multilayer one which needs further processing. This is widely done by ap- 
proximating methods that interpolate different scan layers and generate one 
smooth layer (see Chapter 6). Approximation methods cause a loss in the real 
hand's features. Therefore, alternative scanning tools should be explored. 
Deforming the 3D model to generate the intermediate models involves ap- 
proximating the new shape according to the skeleton of the hand [ 174]. Ideally, 
more intermediate 3D models should be captured from the real hand rather than 
the artificially creation. This could not be performed due to the difficulty of us- 
ing the Polhemus scanning system. 
0 The skin colour distribution used for tracking (in Chapter 4) is a static one. Thl, ) 
distribution does not update its parameters with new samples of the video input. 
Having a dynamic skin colour distribution is believed to enhance the perform- 
ance of the segmentation. Further research is required. 
Applications that require precision, such as sensitive Industrial production's or 
medical surgery applications, are less likely to use hand gestures for control. 
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ZVM is a weighted sum of ZMs. This requires processing tirne that makes the 
use of this descriptor currently infeasible for real time applications. Future de- 
velopments of the processing hardware may overcome this current limitation 
and promote the use of such descriptor. 
Ideally, it would be preferable to compare our results to those of other research- 
ers, but the lack of testing standards and datasets made this infeasible. Further- 
more, the task of distinguishing exactly these postures/gestures is very specific 
and comparison with results from smaller, larger, or different sets of data and 
their recognition rates would not be accurate. 
7.3 Avenues for future studies 
As with any research project, many improvements and extensions appear during tile 
course of developing the work. This usually fits within the developed t-raniework. 
Nevertheless, during the development new ideas and directions might become apparent 
even if they contradict the initial outline of the framework. This work is not an 
exception. We divided possible future work into two types as follows: 
7.3.1 Framework enhancements 
It is not possible to overcome all the limitations of the proposed methods but solving 
the possible ones is the obvious start for enhancing any framework. In addition, the 
segmentation method that we used in this research is based solely on skin-colour 
values. The skin-colour based algorithms suffer from mis-classified objects when the 
back-ground has colour values close to the skin-colour, or the lighting conditions arc 
poor. Enhancing the segmentation requires the use of additional features such as edges 
[177]. 
ZVM suffers from low displacement components of the centre of mass. This will 
result in clustering the feature vectors around the origin in feature space. For some 
classifiers, this may have an impact on the ability to discriminate between gestures that 
involve little horizontal or vertical components of displacement. It is important to 
modify the notation of Equation 5-6 to avoid this effect. A potential solution to this 
problem is to use a conditional measure with two equations: one dealing with 
lo%% 
horizontal displacement, and the other dealing with low vertical displacements. 
The presented HMM design does not consider a different number of states- 
for cach 
individual structure, rather the presented experiments optimised the number ot' statc,, 
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for all gestures. It would be beneficial to explore the performance of HMMs wheii eacli 
gesture has been optimized alone. 
The current design of HMMs does not provide a mechanism for the learrit H\1\1,,, to 
update parameters when a new gesture arrives, as in [106]. Designin, -, a sv,, tern able to 
re-train the HMMs will enhance the accuracy rates. 
It is more likely for users to perform certain hand gestures after other ones. In other 
words, the probability of a gesture to be performed after another is not equal. This Is 
very similar to speech recognition system formulation [161]. Deploying this would 
improve the recognition rates. This can be done by modifying the transition matrix of 
the HMMs in Section 6.1.2, instead of using uniform probability for the transition 
between gestures. 
7.3.2 Framework modifications 
It would be much to the benefit of all research in the hand gesture recognition field to 
design standard datasets for training and testing. These datasets include most possible 
hand gestures with generic labelling. This would allow researchers to use these datasets 
for specific tasks. These datasets can benefit from recent researches on hand gesture 
ontology such the recent work of Karam [40] and Town [ 178]. 
This research has adopted a modular approach (see Figure 3-12) where each block 
of the system is dedicated for a certain task. Future work may extend this concept to 
have a hardware independent system. Currently, most of the research depends on 
particular hardware (including this research) and when the system uses different 
hardware (e. g. cameras) the performance changes dramatically. This may be due to 
calibration values. For example, creating a driver for the target machines that can 
calibrate the hardware to a certain standard would resolve this issue. This dnvcr can 
interface the hardware and pipe the output of the designed system to any application. 
just like keyboards and mice. 
Stereo cameras provide video input and disparity maps of the objects in the scene. 
Disparity maps provide 3D information about the performance of the hand gesture. The 
disparity map can be connected to the zooming mechanism so that cameras can readjust 
the resolution of its input to maintain a certain quality and level of hand details. 
Cameras with pan and tilt capability are also a potential use for hand recognition 
systems. 
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APPENDix 
Classification methods 
1. Classification Via Regression (CvR) 
The CvR method is a classifier based on binary tree-structured regression models that 
associate leaves with linear regression functions [ 148]. CN'R is constructed oft"vo step,,. 
Firstly, an ordinary decision tree is created, using as splitting criterion the maximiza- 
tion of the intra-subset value variation of the target. Secondly, prunes back this tree by 
replacing sub-trees with linear regression functions wherever this seems suitable [ 1791. 
For prediction, CvR effectively smoothes the sharp discontinuities that will 
inevitably occur between adjacent linear models at the leaves of the pruned tree. The 
idea of smoothing is first to use the leaf model to calculate the predicted value, and then 
to filter that value along the path back to its root, smoothing it at each node by 
combining it with the value predicted by the linear model for that node. More details on 
CvR can be found in [ 148 , 175,176,179]. 
The Weka [148] implementation is used in this research. We have explored 3 
classification methods and CvR produced the best results as shown in Table 5-1. The 
effective performance of CvR can be explained by its simplicity and being the non- 
parametric method where the final results of using tree methods for classification or 
regression can be summarized in a series of intersected logical if-then conditions. 
11. Sequential Minimal Optimization (SMO) 
Sequential minimal optimization was first proposed by John C. Platt [ 180] and can be 
considered a special case of the decomposing algorithm. Training a support \ Cctor 
machine requires solving a very large quadratic programming (QP) optimization 
problem. SMO tackles this problem by breaking it down in small QP problem.,,, that can 
be solved analytically. Unlike other approaches, SMO always solves the smalic,, t 
possible optimization problem in each step. 
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SMO scales linearly in memory for the amount of training, data and here 
between linear and quadratic for calculation time. SNIO's computation time is 
dominated by SVM evaluation and is thus fastest for linear S\'\Is. 
There are three main components in the SMO algorithm: 
Solving two Lagrange multipliers analýlicall,., 
Heuristic to choose which multipliers to optimize 
Calculating the SVM threshold 
111. K-means 
K-means is introduced by MacQueen [ 18 1] in 1967. K-means is a simple Liiisuper\ 1scd 
learning algorithm that addresses the clustering problem. The k-means method 
classifies a given data set through a certain number of clusters (assume k clusters) fi\cd 
a priori. The main idea is to define k centroids, one for each cluster. Thcs-c centrold" 
should be placed in a predefined way because of different location causes different 
result. So, the better choice is to place them as much as possible far awaý, from each 
other. The next step is to take each point belonging to a given data set and assoclatc it 
to the nearest centroid. When associating all points, the first step is compicted and an 
early clustering is done. At this point we need to re-calculate k new centrolds of' tlIc 
clusters resulting from the previous step. After we havc these k new centroids, a ncýk 
iteration has to be done between the same data set points and the nearest nc%\, centroid. 
A loop has been generated. As a result of this loop we may notice that the k centrolds 
change their location step by step until no more changes are done [ 180]. In other words 
centroids do not move any more. More infon-nation on classification methods are in 
[60,99,182,183]. 
-148- 
