T his paper presents an algorithm for automatic neural image analysis in immunostained vertebrate retinas. We present a useful tool for cell quantification avoiding the losst of information of traditional binary techniques in automatic recognition of images. The application is based on the extension of the mathematical morphology to colour images. In qthe paper, we define the basics and more complex morphological operations to vectorial image processing. We propose and demonstrate a colour image reconstruction by geodesic transformations. In addition, we adapt the morphological segmentation of greyscale image to the segmentation of multispectral images of retinas of monkeys.
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F. Ortiz 1 Introduction
For years, analysis of biomedical images has been increasingly important in medical research and diagnosis generation. The use of image processing tools is very essential when images to analyse are very numerous or these do not have good quality. The medical researcher only interprets the results and offers his final diagnosis with the automatically processed image. In this paper, we present a new algorithm for segmentation and classification of neural images of monkeys.
Number and diameter quantification of cells is important in cell biology, but it is a hard and tedious work. The commercial and available software for automatic image analysis is very useful in this sense, but all the images need to be binarized in this software. The binary process transforms a greyscale or colour image to a binary image with a consequent loss of information: the programs confuse two cells that are connected like a single particle and cells with background.
In the present study, we use images from normal retinas of monkeys to identify the number of dopaminergic and calretinin cells. Both cell types are important in the retinal visual information processing and are involved in retinal disease. In Parkinson's disease, retinal dopaminergic and calretinin cells are altered and produce visual abnormalities. The quantification of these cell types allows us to determine the degree of damage in this disease. In this paper, we present an algorithm for neural image analysis based on geodesic transformations for the reconstruction of colour images. We will extend the classical morphological operations to colour images.
Morphological image processing is a nonlinear image processing developed by Matheron and Serra [1, 2] . This processing technique has proved to be a powerful tool for many computer-vision tasks in binary and greyscale images, such as edge detection, noise suppression, image enhancement, skeletonization, segmentation, pattern recognition, etc.
The extension of mathematical morphology to colour image is not straightforward [3] . Mathematical morphology is based on the set theory (complete lattice) where the notion of order is very important. In binary and greyscale images, the pixels are ordered by their value but, in colour images, each pixel is vector-valued (RGB, HSI, HSV, etc.). There is, therefore, no natural order for vectors, and as such, the extension of morphological operations to colour images requires a specific study of the order in multivariate data.
In the following section, we comment the state of the art in colour morphology. Later, the method chosen for colour image processing will be shown. Next, we will explain the application of colour morphology in the processing of images from retinas of monkeys. Later on, we develop the algorithm used here and we show the results obtained.
Colour Morphology and Lattice Theory
In colour images, the pixels are represented by vectorial values in which vector element is a greyscale image P(x, y)=[P 1 (x, y), P 2 (x, y), P 3 (x, y)]
T [4] . Trahanias and Venetsanopoulos [5] summarized several techniques for ordering multivariate data. The two main approaches to processing are marginal ordering and vectorial ordering. In [3] Comer and Delp commented on the differences between marginal and vectorial processing. With marginal ordering, each component P 1 , P 2 or P 3 is ordered independently and the operations are applied in each colour channel of the image (Figure 1 ).
The use of marginal ordering in colour image processing is the most straightforward approach. Nevertheless, this method may introduce visual changes in colour and may be unacceptable in applications that use colour for object recognition (as in our case). A vectorial method for morphological processing is more advisable for avoiding the above-mentioned disadvantages. In vectorial ordering only one processing is done on threedimensional (3D) data ( Figure 2 ). In vectorial data, there are several ways of establishing the order:
In ordering by one component, the ordering is decided by just one element. In canonical ordering, all three components of a colour space must have either higher or lower values than another vectorial colour. In ordering by distance, a distance function is used as an order measure, etc In [6, 7] these methods are discussed in greater detail.
The lattice description of morphology allows morphological theorems and techniques to be applied to images other than binary or greyscale [8] [9] [10] . A lattice is a partially ordered set in which any two elements possess a least upper bound (called supremum) and a greatest lower bound (infimum). The supremum and the infimum are represented by the symbols _ and^, respectively. 
F. ORTIZ ETAL.
A lattice is complete if every subset of the lattice has a single supremum and a single infimum. The morphological operations must fulfil this latter condition. In order to calculate a dilation or an erosion, the notion of supremum and infimum is very important.
Colour Spaces and Vectorial Processing
Several coordinate systems are available for representing colour images [4] . The most common one is the RGB colour system (red, green and blue components). Nevertheless, for image processing it is more advisable to use HSI, HSV or HLS colour spaces. These spaces are more closely akin to the human interpretation of colours. The components of these colour models are the human perceptual attributes of colour: hue, saturation and luminance or intensity. The luminance or intensity is the best attribute for image processing and the hue map contains all the spectral colours. As such, we use the HSV colour space for processing. In this colour system, an image can be represented by
where 0 S 1, 0 V 1 and 01 H 3601. In a discrete lattice, these values are scaled to integers in the range 0-255. Figure 3 illustrates the geometrical interpretation of the HSV model. The transformation from RGB to the HSV model has been carried out with the Foley and van Dam formulas [11] .
We use the lexicographical method to form a complete lattice structure in HSV. This algorithm requires an internal order in each of the components H, S, V, and another order or preference between the components [12, 13] . The lexicographical method is the order in which words are arranged in dictionaries: first, the order is decided by a component, followed by a second, and finally by a third value. There are a number of ways of ordering the H,S,V components, relative to one another. The preference or disposition of the components depends on the application and the properties of the images. Ordering with luminance in the first place is the best way of preserving the contours of the objects in the image. In situations in which the objects of interest are highly coloured or in which only objects of a specific colour are of interest, the operations with hue in the first position are the best.
Due to the specific shape of the HSV space, a problem arises with the lexicographical method. Saturation and value are totally ordered sets, but hue is not. It is angle valued, H(x,y) 2 [0, 2p). Hue is also module coordinate: a hue angle y=y+2p. In addition, one cannot order hues from the lowest to the highest value. It does not make any perceptual sense to say, for example, that blue is greater than red. To order hues, Hanbury [13] and Peters [14] used a hue-valued structuring function. Hues are ordered according to the absolute value of a distance function between the image hue and a reference hue. The hue circles are partially ordered through the magnitude of the distance:
The infimum in the hue set is the reference hue and the supremum is ((infimum + p) mod 2p). Figure 4 shows the lattice of the hue circle with red (y=01) as the reference hue (infimum). Dilation of hue is defined as the selection of the image hue value with the greatest absolute distance. Likewise, erosion of hue is defined as the selection of the hue pixel value that generates the least measurement of hue difference.
Peters does not address how a pixel is chosen if two distinct colour vectors have identical distance measurements. Hanbury uses an angle criterion. In this situation, we define infimum or supremum as the first to be chosen by the positioning of the pixels on the structuring element. Thus, we impose a total ordering on the hue component.
Immunostaining Technique in Wholemount Retinas
Now, we explain the process to obtain images of retinas of monkeys with immunocytochemistry method.
Retinas of monkeys were fixed in 4% paraformaldehyde in 0.1 M phosphate buffer at pH 7.4 for 1 h and then washed in 0.1 M PB and cryoprotected in 15% sucrose for 1/2 h, 20% sucrose for 1 h and 30% sucrose overnight at 41C. The following day, wholemount retinas were put through a freeze-thaw procedure. The retinas were incubated in 10% normal donkey serum in 0.1 M PB 0.5% Triton X-100 for 1 h at 41C. Without washing, the retinas were then incubated in a mixture of two primary antibodies, goat anti-calretinin (1:500) and rabbit anti-tyrosine hydroxylase (1:500) in 0.1 M PB, 0.5% Triton X-100 for 4 days at 41C under agitation. After further washes in PB, secondary incubation took place with donkey antigoat IgG Rhodamine and donkey anti-rabbit (FITC) (Jackson Immuno-reagent) for 1 h at 1:100 dilution, with agitation at room temperature. The retinas were washed, mounted in Vectashield mounting medium (Vector) and coverslipped for viewing by confocal microscopy (Zeiss 510 microscope). The Pinhole diameter was 77 mm giving an optical slice thickness of less than 0.9 mm. Images were viewed and captured at single focus planes. Control sections were obtained by omitting the primary antibody. Double immunostained wholemount labeled retinas showed two populations of amacrine cells. The dopaminergic amacrine cells labeled in green and the calretinin amacrine cells (type AII amacrine cells) labeled in red. Figure 5 shows the resulting image. The image is highly saturated and the objects to be analysed present high luminance.
Application for Retinas of Monkeys
The objective of our algorithm is the segmentation and identification of the two cell types present in the original image in Figure 5 . For the analysis of each cell type, it is necessary to establish its pattern of colouring, size and form beforehand. For the vectorial processing, we use a lexicographical order (denoted by o lex ) in which the first ordering decision is the hue distance, followed by value, and then saturation (3). For an image f and two vector pixels f(x i ,y i )=P i and f(x j ,y j )=P j : 
We can define the basic vectorial morphological operations (erosion e v and dilation d v by using the order o lex . The erosion of an image f by a flat structuring element 
Algorithm
The algorithm we propose for segmentation of colour images is divided into four modules:
1. Reconstruction module. We develop a colour vectorial reconstruction by dilation, in which a marker image is infinitely dilated (until stability or idempotency) by a squared structuring element K. The selection of the marker image is very important for obtaining good results in the reconstruction. In our algorithm, the marker image g is an eroded image f by a squared structuring element K of size 5 Â 5:
We define the extension of classical geodesic dilation [3, 14] to vectorial data as follows:
The new reconstruction by dilation for colour images is defined as the geodesic dilation of g with respect to f until stability: 
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The image marker is different for the reconstruction of each cell type. For the red cells, the erosion is calculated by a reference hue of 01 (Figure 4 ). For the green cells the reference hue is defined at about 901 ( Figure 7 ).
It is important to remember that the infimum (^v) and supremum (_ v ) operators select pixels according to the order o lex . Figure 8 (a) shows a more detailed section of the original image. Figures 8 (b) and (c) illustrate the marker images for the red and the green objects, respectively. The images processed by our extension of geodesic transformation to colour images are presented in Figures 8 (d) and (e). Contrary to the morphological opening, the reconstruction by dilation preserves the shape of the components that are not removed by the erosion: all image features that cannot contain the structuring element are removed, while the others are unaltered. In addition, our algorithm allows the identification of objects of any colour through an easy change in the reference hue angle, contrary to RGB morphological processing, in which only three colours (red, green and blue) can be perfectly identified.
The following step in our algorithm is the image filtering (M2). Each resulting type of image in the first module is now separately processed as a greyscale image. We now need to eliminate the objects that, due to their form and size, cannot be cells. A simple morphological opening filter removes all features that are not big enough to contain the structuring element. Nevertheless, the opening filter can modify the shape of the objects. This way, we use a geodesic filter of area opening which removes the features that have an area (number of pixels) of less than the selected threshold (30 pixels in our images). Finally, in this module, a closing filter removes internal holes from the cells. The results can be seen in Figure 9 (a) and (b).
The third module is only executed in the processing of the calretinin amacrine cells (red cells). The aim of this module is to separate cells that are connected or overlap with another cell [15] . The marker-controlled segmentation provides us with a powerful tool for solving this problem [2, 16] . The algorithm calculates the watershed transformation of the complement of the image of euclidean distances. The distances are calculated in each cell from its edge or contour line. The regional maxima of the distance function is used as a marker to prevent over-segmentation. All of the steps of the methodology used are illustrated in Figure 10 . We can see that the cells that were connected are now perfectly disconnected.
Finally, in the fourth module (M4), the morphological gradient is used to determine an edge map of cells. As such, each cell is identified (Figure 11(a) and (b) ). Different statistics can be calculated with the identifica- tion of the cells, for example, the amount of red and green cells, area, etc. A labeling (connected component) of the binary images of the gradient is used for particle counting. The block diagram of modules is illustrated in Figure 12 .
All modules have been implemented in the software developed by the authors and executed in the Windows system. At present, there is no software for automatic neural image analysis that carries out all of these operations. The first module is the one that requires the longest execution time, since the reconstruction is an operation that employs many morphological colour operations.
Results
In this section we show the results of our investigation: the output images of the different steps of our algorithm. 
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Firstly, we show the results for the analysis of the calretinin amacrine cells (Figures 13-17) . Secondly, Figure 18 -20 illustrate the successive steps for obtaining the identification and the statistics of the dopaminergic amacrine cells. For the other type of objects in the original image (dopaminergic amacrine cells), module 1 of our algorithm also calculates a vectorial geodesic reconstruction. The output image of the colour reconstruction step is illustrated in Figure 18 
Conclusions
In this paper, we have presented an algorithm for analysing immunostained retinas. An extension of the classical morphological operations to segmentation of multispectral images has been introduced. A good method for vectorial mathematical morphology in HSV colour space has been detailed and the colour geodesic transformations have been presented.
Our software incorporates colour morphology to avoid the losst of information in cell quantification present in the thresholding or binarization of images. Thus, we improve the automatic recognition of images in cell biology.
In future studies we shall continue the research and extension of numerical geodesy to colour images. 
464
