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Summary
This thesis examines the application of statistical parameter estima-
tion techniques to noisy experimental data on fractional Brownian motion.
Chapter 1 reviews the theory of anomalous diffusion, fractional Brownian
motion, Hurst parameter, and parameter estimation. Chapter 2 describes
the experimental data we studied, a generalized Langevin model of the data,
and the corresponding power spectral density. Chapter 3 introduces Whit-
tle’s method of maximum-likelihood parameter estimation and also presents
our core results of applying the method to experimental data. Chapter 4
introduces a Bayesian method of parameter estimation and compares the
two estimation methods when applied to experimental data. Chapter 5 con-
cludes with a test of our estimation methods using simulated data and a




In this chapter, I will give a brief review of anomalous diffusion phenomena
at the very first. Meanwhile, Hurst parameter will be introduced explicitly
since it is a measurement to distinguish different kinds of anomalous diffu-
sion phenomena. Then fractional Brownian motion (FBM) will be discussed
and I will also have a roughly discussion of several mathematical descrip-
tions for FBM as well as some applications of FBM in various subjects.
Finally, a short review of estimation methods for Hurst parameter will be
given.
1.1 Anomalous Diffusion and Fractional Brownian Mo-
tion
Anomalous diffusion has been a popular research field in the last several
dozens of years in the subject of physics, biology and even beyond natural
sciences to quantitative finance [1, 2, 3, 4].
Since Einstein studied the theory of Brownian motion and normal dif-
fusion in the early decades of 20th century, the old Brownian motion has
regenerated and been applied in many fields. One main property of Brown-
ian motion is that the expectation of its second moment E[x2(t)] is asymp-
totically proportional to time t. However, in some real applications, people
gradually found phenomena whose second moment is not exactly appropri-
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ate to t but demonstrated a power law E[x2(t)] ∝ tα. Specifically speaking,
if 0 < α < 1, it is subdiffusion and superdiffusion corresponds to α > 1 [5].
Both of these two diffusions were called anomalous diffusion [6].
Besides the exponent α, another parameter H (Hurst parameter) is often
used as a measurement to distinguish three different types of diffusion [7]
and the relations are as Eq. 1.1.
0.5 < H < 1 subdiffusion
H = 0.5 normal diffusion
1 < H < 0.5 superdiffusion
α = 2− 2H. (1.1)
Hurst parameter was first introduced by hydrologist Harold. E. Hurst in
1952 and was used to determine optimal dam size for Nile river since it was
influenced by the volatile of rain and drought conditions. For a time series
with H in the range of (0.5, 1), the statistical explanation is that it indicates
long-term positive dependence while H ∈ (0, 0.5) demonstrates negative de-
pendence. If the value of H is 0.5, it indicates completely uncorrelated, or
equally speaking random [8].
There are several mechanisms leading to and describing anomalous diffu-
sion, for example, fractional Brownian motion (FBM) and continuous-time
random walks (CTRW), etc. [2, 10]. In S. Kou’s paper [7], he studied sub-
diffusion phenomena within protein and disclosed the connection of FBM
with generalized Langevin equation (GLE). He claimed that GLE could be
a satisfactory model for subdiffusion. So we propose that GLE could be the
model to describe our bead tracking data in water. And in the model of
GLE, H is an important parameter to be estimated.
Since Mandelbrot and van Ness introduced FBM in 1968 [11], FBM
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has been applied to many time series observed in physical world, for ex-
ample, diffusion in living cells [12], property study of complex fluids in
micro-rheology [13], Internet traffic [14], diffusion in disordered media [15],
stocks price in finance [16], and so forth.
1.2 Brief Review of H parameter estimation methods
Many methods were studied and developed to estimate Hurst parameter in
time series. Let’s list some of them here and give a brief introduction.
Rescaled range analysis (R/S analysis) is a simple and quick way to
estimate H. This was firstly developed by H. Hurst and he also did the
pioneering work of introducing H parameter. At the very first, R/S analysis
was applied for measuring the correlation of water in Nile River [8, 9]. For
instance, we have a time series A = {1, 2, 5, 3, 2, 4, 5, 2, 3, 1}. Its range is
max{A} −min{A} = 4 and standard deviation is 1.46. Then the rescaled
range is R/s = 2.71. Now for a time series with increasing number of
points (denote as n), we could calculate R/s with respect to n and plot the
logarithm of R/s vs. the logarithm of n and get a slope as n becomes large.
This slope is regarded as a rough estimation of H parameter.
As for aggregated variance method, assume total number of a time series
is N and split it into several blocks with size of m. Let’s denote the time
series as Xt and X
(m)
t is a block of Xt which size is m. Then we could
evaluate H using var(X
(m)
t ) ∝ m2H−2 with N/m and m large enough [17].
Other methods like periodogram-based estimator and wavelet-based es-
timator can be found in literature [18, 19].
Now let us have a short elaboration of why we do not choose the esti-
mators listed above. Obviously, R/S analysis is too simple to shed more
light upon the possible hidden physics of our data. Periodogram is to ob-
serve peaks corresponding to periodicities in spectral domain. Besides that,
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periodogram has a positive bias in the presence of additive noise. As for
wavelet-based estimator, the advantages of our estimator outweigh this is
that we are able to get a specific expression for power spectral density (PSD)
with appropriate approximation based on assumed generalized Langevin
equation (GLE) model. Later, we will see that standard deviation of our
estimator is relatively smaller when comparing with those demonstrated in
[18].
In summary, we will use maximum likelihood estimation (MLE) based
on local Whittle estimator and Bayesian estimation (BE) methods. Both
methods are based on the assumption that our experimental data can be
modeled by GLE. One obvious advantage of this estimator is that if the un-
derlying model (GLE) we specified is reasonable, we will be able to explain
the mechanisms that drive the diffusion in our experiment. Another reason
which makes our methods outstanding is that lower error bound can be
given for MLE. Not only that, standard deviations of Bayesian estimation
results can be established on the posterior probability distributions.
1.3 Outline of Thesis
Chapter 2 is about experimental data and GLE model we used. A de-
tailed deduction of power spectral density will also be given. In chapter
3, likelihood function with Whittle’s approximation will be discussed and
implemented. Besides that, we will calculate Fisher information and use
it to get Crame´r-Rao lower bound. In chapter 4, we will move forward






We have 4 different data sets which are tracking records of a silica bead
moving in water from optical lock-in experiment 1 , see Fig. 2.1. The
particle motion was tracked with an effective split detector, constructed
with a “D” shaped mirror and a balanced detector. Relevant information
is:
Data acquisition: 0.2 s duration, 10 MHz sample rate on an oscilloscope.
Particle: silica bead with diameter of 0.5 µm.
Fig. 2.2 are power spectral density (PSD) plots for each data set and
Fig. 2.3 is PSD of 4 data sets combined. We could use combined data to
get estimation results with tighter error bound since more data can provide
more information. From PSD plots in frequency domain we could safely
draw the conclusion that 4 bead tracking processes should be driven by the
same mechanism.
1Acknowledgment goes to Dr M. Taylor and A/P W. Bowen from the University of Queens-
land.
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(a) Data Set a (b) Data Set b
(c) Data Set c (d) Data Set d
Figure 2.1: Plots of bead tracking data. Total recording time T = 0.2 s; Sampling
rate fs = 10 MHz; Total number of points in each data set: 2× 106.
2.2 Generalized Langevin Equation
Since the silica bead is moving in water instead of viscoelastic fluid, we ex-
pect it behaves as Brownian motion (BM) with Hurst parameter H = 0.5.
In order to generalize our model to fractional Brownian motion (FBM),
we use generalized Langevin equation to simulate the process rather than
conventional Langevin equation. Thus, BM is a special case. It is the
connection between GLE and FBM leads to a satisfactory model for the
experimentally observed diffusion.
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(a) PSD of data a (b) PSD of data b
(c) PSD of data c (d) PSD of data d
Figure 2.2: Plots of power spectral density (PSD) for 0 ≤ fk ≤ fs = 10 MHz
using fast Fourier transform
Let’s assume the equations of motion are:




dsg(t− s)v(s) + ξ(t)−Kx(t), (2.2)





E[η(t)η(s)] = Rδ(t− s), (2.5)
where γ is friction coefficient; Const and R are some constants; kB is Boltz-
mann constant; −Kx(t) is restoring force term caused by harmonic po-
tential; Temp is temperature; ξ(t) is fractional Gaussian noise which has
memory and η(t) is white Gaussian noise; y(t) corresponds to experimen-
tal data; g(t) is a kernel convoluted with velocity which makes the process
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Figure 2.3: Plots of PSD for 4 data sets combined using fast Fourier transform
non-Markovian. Eq. 2.2 is the famous generalized Langevian equation.
According to fluctuation-dissipation theorem, for an equilibrium physical






Then we can get expression for memory kernel, as stated in Eq. 2.7. For
detailed deduction please refer to [7], section 2.3.
g(t) = 2H(2H − 1)|t|2H−2, t 6= 0. (2.7)
Next step is how to deduct a specific expression for power spectral den-
sity with given model above.





























Then Fourier transforms of Eq. 2.1 and 2.2 are
−iωx˜(ω) = v˜(ω), (2.9)
−iωv˜(ω) = −γv˜g˜+(ω) + ξ˜ + K
iω
v˜(ω). (2.10)
Solve Eq. 2.9 and 2.10 we get
x˜(ω) =
ξ˜




So spectrum of x turns to be
Sx(ω) =
Sξ(ω)
ω2| − iω + γg˜+(ω) + iK
ω
|2 . (2.12)









= Γ(2H + 1)|ω|1−2H [sin(Hpi)− icos(Hpi)] (2.13)







Substitute Sξ(ω) (Eq. 2.13) and g˜
+(ω) (Eq. 2.14)in Eq. 2.12 we get
Sx(ω) =
2kBTempγΓ(2H + 1)sin(Hpi)
m|ω|2H−1| − iω2 + γΓ(2H + 1)(−iω)2−2H + iK|2 (2.15)
=
A
ω2H−1|K − ω2 + γ(−iω)2−2H |2 , (2.16)
where items independent of variable ω are absorbed into A and γ for sim-
plification.
According to Eq. 2.3, PSD of y is
Sy(ω) =
A
ω2H−1|K − ω2 + γ(−iω)2−2H |2 +R
+
B
1 + C(ω −D)2 . (2.17)
Item B
1+C(ω−D)2 is Lorentzian function which corresponds to the peak caused
by laser noise near 600 kHz in Fig. 2.2 and 2.3. Noise term with parame-
ters B,C,D should not have effect on estimation results of other parameters.
Now we have data, model as well as PSD expression, the only problem
left is how to estimate unknown parameters Θ = (H, γ,A,R,B,C,D)> in
Eq. 2.17, especially Hurst exponent which is a measure of correlation of
the stochastic process. Here we assume there is no restoring force in our
experiment (K = 0).
From literature study we know that a whole bunch of techniques and
methods such as the R/S analysis in time domain [8, 9], periodogram
method [23], aggregated variance method [17], Whittle likelihood estimation
in frequency domain [22], wavelet maximum likelihood method in wavelet
domain [24], as well as Bayesian estimation (BE) [25], etc. have been ex-
plored to estimate Hurst exponent in the last decades. Some of them were
briefly introduced in Chapter 1. Here we use maximum likelihood estima-
tion (MLE) based on generalized Langevin equation to do the estimation
first of all (Chapter 3). Then use MLE results get Fisher information. Thus





3.1 Likelihood Function with Whittle’s Approxima-
tion
Experimental data y(t) are at a sampling rate of fs = 10 MHz and we have 2
million records at time interval T = 0.2 s for each data set. Let the discrete
times be




= 100 ns, (3.2)
and the total number of points in each records is
J = 2× 106. (3.3)
Total recording time is
T ≡ Jδt = 0.2 s. (3.4)
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Suppose we want to fit a model to data y = (y1, y2, ..., yJ)
>. Denote
the vector of unknown parameters as Θ. Then we can write the likelihood
function for a single observation j and the whole sample as 3.6 and 3.7
respectively. Likelihood function of the whole sample is the product of the
individual likelihoods over all 2× 106 observations.






























Note that µ = (y1 + ... + yJ)/J is the sample mean and we assume µ = 0.
> denotes the transpose and Σ is a J × J covariance matrix:
Σ = E(yy>|Θ). (3.8)
Likelihood function of the whole sample is the product of the individual
likelihoods over all 2× 106 observations.
MLE is to find the value of Θ which maximizes L(Θ|y), or equivalently,
which minimizes −L(Θ|y) (Eq. 3.9). Since logarithm is a monotonically in-
creasing function, the logarithm of likelihood function achieves its maximum
value at the same points as original likelihood function does. Beside that,
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people prefer to maximize log-likelihood function also for the reason that
multiplications in likelihood function will turn to be sum in log-likelihood
function which make it easier to obtain derivatives.
−2log[L(Θ|y)] = J log(2pi) + log(detΣ) + y>Σ−1y. (3.9)
Now comes the problem. Matrix Σ is very large with J × J elements. In-
versing Σ would be extremely computationally expensive.
Here we use Whittle’s method to approximate −2log[L(Θ)], which would
simplify the problem by doing calculation in frequency domain [22].





Note that Y (ω) is complex, and since Y (−ω) = Y ∗(ω) for a real y(t), we can
simply consider the positive frequencies ω > 0. The covariance in frequency
domain is



















′)(T − |τ |)/2]
(ω − ω′)/2 (3.11)
Let’s consider discrete frequencies:
ω = ωk =
2pik
T − |τ | , ω
′ = ωl =
2pik
T − |τ | ; k = 1, 2, ..., l = 1, 2, ... (3.12)
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such that
sin[(ωk − ωl)(T − |τ |)/2]
(ωk − ωl)/2 ≈
sin[(ωk − ωl)/2]× sin(T − |τ |)
(ωk − ωl)/2
≈ (ωk − ωl)/2× (T − |τ |)
(ωk − ωl)/2







If the correlation length Σ(τ) (defined as τy) is much shorter than T , we
can ignore |τ |/T term:










where Sy(ω|Θ) is power spectral density of y(t), given by Eq. 2.17.
One premise for implementing Whittle’s approximation is that y should
be zero-mean weakly stationary Gaussian time series. It can also be shown
that
E[Y (ωk)Y (ωl)|θ]→ 0, ω > 0. (3.17)
According to Whittle’s approximation [22], likelihood function can be sim-
plified as Eq. 3.20
P (Y |Θ) = 1
piKdetΓ
exp
(−Y †Γ−1Y ) , (3.18)
Γkl ≡ δklTSy(ωk|Θ), (3.19)














uated using fast Fourier transform.
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As mentioned before, Y (ωk) are assumed to be uncorrelated with each
other, so we can use fast Fourier transform to approximate it rather dealing
with J × J matrices:
Y (ωk) ≈ δt
J∑
j=1
y(tj)exp(−iωktj), ωk = 2pik
T
, k = 1, 2, ... (3.23)
f(Θ) is not a convex function so it is highly possible that our minimiza-
tion would end up with a local minimum. We call Matlab library function
fminunc which refers to unconstrained nonlinear optimization. Specifi-
cally speaking, we use trust region algorithm with gradient supplied. A
finite-difference approximation of Hessian will be computed by fminunc.
Optimization iteration is:























and Θn is nth iteration.
Providing gradients (Eq. 3.30 - 3.36) can speed up the code.
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Before deriving gradient of Sy(ω), let’s re-express the unknown param-
eters as
Θ ≡ (βHH0, βγγ0, βAA0, βRR0, βBB0, βCC0, βDD0) (3.26)
where βH , βγ, βA, βR, βB, βC , βD are normalizing coefficients. Now our model
for power spectral density turn to be
Sy(ω|θ) = βAA0
ω2βHH0−1|K − ω2 + βγγ0(−iω)2−2βHH0|2 + βRR0
+
βBB0
1 + βCC0(ω − βDD0)2 . (3.27)
Let’s denote:
z = K − ω2 + βγγ0(−iω)2−2βHH0 , (3.28)
∂|z|2
∂βH
= −2H0γ(−iω)2−2H ln(−iω). (3.29)




































[1 + C(ω −D)2]2 (3.36)
16
3.2 Fisher Information and Crame´r-Rao Bound
After getting results of MLE, we are to calculate the error bound, if it is
possible. According to [27], MLE with Whittle’s approximation is asymp-
totically normal and unbiased estimation, so we can inverse Fisher informa-
tion matrix I(Θ), which is a 8× 8 matrix to get Crame´r-Rao bound matrix
CRB. The diagonal terms of CRB (Eq. 3.39) are the variance for each
components of ΘˆMLE.
















Since our data is discrete, I can be written as










CRB(i, j) = invI(i, j); i, j = 1, ...7. (3.39)
σMLE(Θi) =
√
CRB(i, j); i = 1, ...7. (3.40)
Note that during evaluation of 4 data sets combined, expression for
Fisher information (Eq. 3.38) should be multiplied by a factor of 4 since
more data gives more information. It follows that error bound of 4 data
sets combined is about one-half of that for individual data set.
Another thing should be pointed out here is that CRB is a lower bound,
so σMLE just gives us a lower value of the real root mean square error [29].
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3.3 Results and Comments
Due to the periodicity of discrete Fourier transform, we do not need care
about frequencies beyond fs/2 = 5 MHz. The peak around 2.5 MHz is a
lock-in signal we should avoid. Let’s consider only the frequency compo-
nents within 0 < fk ≤ 1 MHz. ΘˆMLE can be found in Table 3.1. PSD
fitting curve for each data sets can be found in Fig. 3.1 and 3.2.
Table 3.1: Results of MLE with Relative Root Mean Square Error (σMLE)
Set a Set b Set c Set d 4 Sets Combined
Hˆ
0.4574 0.4528 0.4615 0.4569 0.4580
± 0.57% ± 0.59% ± 0.56% ± 0.58% ± 0.29%
γˆ
6.5640× 105 6.2028× 105 7.2283× 105 7.7521× 105 7.0056× 105
± 5.64% ± 5.65% ± 5.61% ± 5.45% ± 2.80%
Aˆ
1.1110× 1012 1.0009× 1012 1.1084× 1012 1.2870× 1012 1.1303× 1012
± 4.83% ± 4.79% ± 4.82% ± 4.62% ± 2.38%
Rˆ
5.5082 ×10−14 5.4198 ×10−14 5.4400 ×10−14 5.4072 ×10−14 5.4477 ×10−14
± 0.61% ± 0.62% ± 0.57% ± 0.64% ± 0.30%
Bˆ
2.0551 ×10−12 2.1973 ×10−12 1.3572 ×10−12 1.9896 ×10−12 1.8995 ×10−12
± 1.85% ± 1.83% ± 1.90% ± 1.84% ± 0.92%
Cˆ
1.7505 ×10−10 1.7207 ×10−10 1.7605 ×10−10 1.7312 ×10−10 1.7371 ×10−10
± 2.48% ± 2.44% ± 2.68% ± 2.49% ± 1.25%
Dˆ
3.8487 ×106 3.8479 ×106 3.8487 ×106 3.8468 ×106 3.8480 ×106
± 0.02% ± 0.02% ± 0.02% ± 0.02% ± 0.01%
From Fig. 3.1 and 3.2 we could find that our estimation results fit quite
well with experimental data’s PSD. Maximum likelihood estimation of Hurst
parameter is around 0.45 which is a little bit lower than our expectation
(H = 0.5). It might be possible that our model does not match perfectly
with data or experimental set-up had some systematic error.
Initially we assumed K as a non-zero unknown parameter and imple-
mented MLE, results of H were around 0.45 either but σK > 20%. So we
adopted the assumption that K = 0 which means no external force existed.
From [30], we further knew that it is feasible to observe Brownian motion
from performing optical trap to a small-sized silica bead moving in water
(2.8 µm in diameter). Then we may conclude that results from [30] almost
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(a) MLE for Data a (b) MLE for Data b
(c) MLE for Data c (d) MLE for Data d
Figure 3.1: Fit PSD of each individual data set using results of MLE (in log scale)
excluded the possible explanation of our bead exhibiting a subdiffusion mo-
tion due to some underlying unknown physics. In Chapter 5, I will show
several sets of simulated Brownian motion with MLE. We will be able to
find that H is extremely close to 0.5. Above all, unknown systematic error
could be a reasonable explanation for Hˆ deviating from 0.5 and this mystery
can may only be unveiled by more experimental data.
Other parameters like γ,A also make sense if we have a review of how
we obtained the expression for PSD. Original friction coefficient is denoted
as γoriginal, reflecting the fact that the resistance the particle receives is





γ = γoriginalΓ(2H + 1). (3.42)
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Figure 3.2: Fit PSD of 4 data sets combined using results of MLE (in log scale)
Parameters B,C,D composed a Lorentzian term which is a phenomenolog-
ical model to fit the peak caused by laser-noise near 600 kHz in PSD plot,





4.1 Bayesian Estimation with Jeffreys Prior
From Bayes’ theorem
P (A|B) = P (B|A)P (A)
P (B)
, (4.1)
we can get the formula for Bayesian estimation:






P (Θ|Y ) posterior
P (Y |Θ) likelihood
P (Θ) prior.
Likelihood P (Y |Θ) = exp[−f(Θ)] where f(Θ) is given by Eq. 3.21.
Eq. 4.2 tells us how to compute the posterior distribution with respect
to a given prior P0(Θ). A commonly used prior is Jeffreys prior[28]. For
models with multidimensional parameters, Eq. 4.3 is a naive Jeffreys prior





The feature that makes Jeffreys prior outstanding is it is invariant under
reparameterization of the parameter vector Θ. This is interesting for our
estimation with normalized parameters [28].
4.2 From MLE to BE
Next step is to decide how many parameters we should consider when do-
ing Bayesian estimation. Suppose that we consider all the them and for
each parameter, we consider 41 points in order to obtain a relative accu-
rate posterior probability distribution, total number of iteration would be
418 ≈ 8.0×1012. It is very computationally consuming and even impossible
for a personal computer especially with the size of our experimental data
size (2× 106).
One way to deal with it is only considering highly correlated parameters.
Let’s see normalized correlation matrix of our parameters first of all. From
Table 4.1 - 4.5 we could find that value of Corr(H, γ), Corr(H,A), Corr(γ,A)





CRB(i, j)√CRB(i, i)√CRB(j, j) ; i, j = 1, ...7. (4.4)
We mesh a 41× 41× 41 grid around MLE results for parameters H, γ,A
on parameter space. Then use Eq. 4.2 to calculate posterior probability dis-
tribution for each parameters. Here we applied MLE results for parameters
K,R,B,C,D.
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Table 4.1: Correlation Coefficients for Data a (MLE)
H γ A R B C D
H 1.0000
γ 0.9661 1.0000
A 0.8693 0.9653 1.0000
R 0.3401 0.2114 0.0541 1.0000
B -0.0279 -0.0236 -0.0185 0.1010 1.0000
C -0.0662 -0.0562 -0.0447 0.2244 0.9080 1.0000
D -0.0284 -0.0167 -0.0028 -0.0408 0.0047 0.0118 1.0000
Table 4.2: Correlation Coefficients for Data b (MLE)
H γ A R B C D
H 1.0000
γ 0.9583 1.0000
A 0.8265 0.9507 1.0000
R 0.3485 0.2002 0.0067 1.0000
B -0.0287 -0.0236 -0.0169 0.0997 1.0000
C -0.0677 -0.0560 -0.0407 0.2199 0.9107 1.0000
D -0.0290 -0.0154 -0.0019 -0.0431 0.0046 0.0116 1.0000
Table 4.3: Correlation Coefficients for Data c (MLE)
H γ A R B C D
H 1.0000
γ 0.9666 1.0000
A 0.8725 0.9663 1.0000
R 0.3446 0.2142 0.0566 1.0000
B -0.0260 -0.0224 -0.0184 0.0980 1.0000
C -0.0636 -0.0554 -0.0460 0.2254 0.8943 1.0000
D -0.0258 -0.0155 -0.0033 -0.0361 0.0042 0.0113 1.0000
Table 4.4: Correlation Coefficients for Data d (MLE)
H γ A R B C D
H 1.0000
γ 0.9449 1.0000
A 0.7494 0.9226 1.0000
R 0.3716 0.1883 0.0696 1.0000
B -0.0319 -0.0243 -0.0129 0.0879 1.0000
C -0.0761 -0.0584 -0.0319 0.1982 0.9069 1.0000
D -0.0282 -0.0120 -0.0099 -0.0445 0.0051 0.0129 1.0000
4.3 Results and Comments
Results of Bayesian estimation can be found from Table 4.6. Posterior prob-
ability distribution for H, γ,A are in Fig.?? and relative root mean square
error for BE is calculated from it.
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Table 4.5: Correlation Coefficients for 4 Data Sets Combined (MLE)
H γ A R B C D
H 1.0000
γ 0.9611 1.0000
A 0.8423 0.9561 1.0000
R 0.3472 0.2045 0.0224 1.0000
B -0.0285 -0.0236 -0.0176 0.0983 1.0000
C -0.0679 -0.0568 -0.0427 0.2194 0.9058 1.0000
D -0.0280 -0.0154 -0.0002 -0.0411 0.0046 0.0118 1.0000
Table 4.6: Results of BE with relative root mean square error (σBE)
Set a Set b Set c Set d 4 Sets Combined
Hˆ
0.4574 0.4523 0.4616 0.4573 0.4570
± 0.51% ± 0.53% ± 0.51% ± 0.52% ± 0.25%
γˆ
6.5693× 105 6.1449× 105 7.2516× 105 7.8409× 105 6.7792× 105
± 5.43% ± 5.37% ± 5.42% ± 5.39% ± 2.55%
Aˆ
1.1117× 1012 9.9315× 1011 1.1116× 1012 1.2998× 1012 1.1302× 1012
± 4.81% ± 4.71% ± 4.81% ± 4.69% ± 2.32%
ΘˆBE is very close to ΘˆMLE which is also what we should expect from our
model and estimation methods. Results of BE further strengthen our model
and MLE results are appropriate. In Fig. 4.1 - 4.3 we may find that peaks
for estimation of 4 data sets combined are narrower and the amplitude is
twice of amplitude for other four individual data sets estimation. This is in
accordance with σMLE.
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Figure 4.1: Posterior probability distribution obtained from BE for normalized
parameter H
Figure 4.2: Posterior probability distribution obtained from BE for normalized
parameter γ
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5.1 Simulated Brownian Motion
Before drawing a conclusion and summarizing what has been done, let us
see how our model will work with a simulated time series.
The expected estimation value of Hurst parameter for our experimental
data is 0.5. However our estimation results are around 0.45. Since Brown-
ian motion is a special case which can be modeled by generalized Langevin
equation Eq. 2.2. Here we simulate four Brownian motion series and imple-
mented maximum likelihood estimation on them. Those Brownian motions
were obtained by doing cumulative sum for white Gaussian noise (using
Matlab function wgn(m, n, p) which can generate a m-by-n matrix of white
Gaussian noise. p specifies power of the noise in decibels relative to a watt.
Here I adopted the default load impedance which was 1 ohm.) Results can
be found from Table 5.1. Exactly as we expected, Hˆ for BM is very close to
0.5. Hˆ ≈ 0.45 for experimental data might be caused by some systematic
error of experiment scheme as elaborated at the closing part of Chapter 3.
This gives us more confidence to claim that our model could be a reasonable
approach to explain the underlying mechanisms and estimation unknown
parameters for data collected from a silica bead moving in water. Fig. 5.1a
is plot of BM 1 and Fig. 5.1b is its power spectral density with fitting curve.
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Table 5.1: Hˆ obtained from MLE for simulated Brownian motion
BM 1 BM 2 BM 3 BM 4 4 BMs Combined
Hˆ 0.5036 0.5030 0.5026 0.5067 0.5047
σ 0.37% 0.38% 0.38% 0.37% 0.19%
(a) plots of BM1 (b) PSD of BM1 in log scale
Figure 5.1: A simulated Brownian motion (BM1) and its PSD fitted by results
obtained from MLE
5.2 Conclusion
In this thesis, we presented a generalized Langevin equation to model data
collected from a small-size silica bead moving in water. Our model is a
generalization of traditional Langevin equation and can be applied for frac-
tional Brownian motion. Then we deducted and implemented maximum
likelihood estimation. A lower error bounds for each parameter were calcu-
lated from Crame´-Rao bound. Chapter 3 is Bayesian estimation. We found
that results from BE were very close to MLE results and this can strengthen
our claim that implementation of MLE is correct. Finally, to substantiate
our model, we simulated BM with known H value and compared Hˆ with
0.5. Thus, we may conclude that our model GLE could be a good model
for the data and MLE and BE are two useful methods to estimate unknown
parameters in the model.
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5.3 Outlook
In this thesis, we explored how to model a bunch of data collected from
small silica bead moving in water. Hence, it would be interesting to see
how our model would work with a small-size bead moving in fluids with
viscoelasticity. Since viscoelasticity will end with stochastic process with
memory, we should expect Hˆ 6= 0.5. Besides that, we should also do MLE
and BE for new data with bead moving in water and see whether it can
give us with the expected Hˆ = 0.5.
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