Abstract Two key issues of continuous wavelet transform (CWT), the choice of wavelet basis function and the determination of analytic procedure of CWT, were studied and approaches to solve them proposed. Then, the improved CWT method was used to reveal the periodic characteristics of several typical hydrological series, including runoff and precipitation data measured at diverse sampling rates. Finally, the results of periods identified by three methods were compared, and the variation of the first main period (FMP) with length of the annual hydrological series was investigated. The results indicate that hydrological time series show both global and local characteristics. Comparatively, the latter are more complicated and difficult to describe, because of their frequent manifestations of irregular phenomena. Moreover, the variation of FMP just reflects the complicated local characteristics of the hydrological series. In summary, this study improves the understanding of complicated hydrological processes, whereas description and simulation of the local characteristics of hydrological series should be the focus of future research.
INTRODUCTION
Hydrological time series are the comprehensive reflections of the hydrological processes which are influenced by many and often interrelated physical factors, especially climatic conditions, land surface conditions and human activities (Blazkova and Beven 1997 , Pelgrum et al. 2000 , Katz 2002 , Hanson et al. 2004 , Seungho et al. 2005 . Observed hydrological series usually show non-stationary and multi-temporal scale characteristics in daily, monthly, annual and multi-annual processes (Cahill 2002 , Neupauer et al. 2006 , Sang et al. 2012b . It is important to reveal the characteristics and identify components of hydrological time series, because these are the basis of understanding hydrological processes, hydrological simulation and forecasting, water resources management, as well as many other practical water activities. However, it is a difficult task in practice, because of the influences from many adverse factors. Traditional methods, such as time-series analytic techniques and Fourier transform, have their own deficiencies and thus cannot adequately meet the practical needs (Matalas 1967 , Box et al. 1994 , Fleming et al. 2002 . Wavelet analysis (WA) is a prevalent and powerful method of time series analysis (Mallat 1989 , Daubechies 1992 , Walker 1999 , Kwon et al. 2006 . At present, WA has been widely applied to many fields of hydrology, including, but not limited to, the following aspects: (a) revelation of the characteristics of hydrological series under multi-temporal scales (Torrence and Compo 1998) ; (b) identification of diverse components in hydrological series, such as periods, trend and change points (Smith et al. 1998 , Ravines et al. 2008 ; (c) description of the complexities of hydrological series by proper indexes, such as wavelet energy entropy (WEE) (Labat 2005 ) and fractal dimension (D) (Blanco et al. 1998) , and analysis of the energy distribution of hydrological series at multiple scales by wavelet variance estimator (Coulibaly and Burn 2004) ; (d) de-noising in hydrological time series (Donoho 1995 , Bruni and Vitulano 2006 , Sang et al. 2009a ; and (e) wavelet cross-correlation analysis of hydrological series (Labat 2005 , Schaefli et al. 2007 .
Although wavelet analysis is a complete methodology, as discussed above, its effectiveness in practice is influenced by many key issues that are still unresolved. In this paper, we mainly focus on two key issues concerning continuous wavelet transform (CWT). The first is choice of the wavelet basis function (WBF). In the process of wavelet analysis, if the WBF used is not suitable for the studied hydrological time series, the results would be inaccurate, or even completely wrong. Besides, the wavelets used for analysing those hydrological series with different composition and characteristics should also be different. Several contributions have discussed this issue, as outlined in Section 3, but no reasonable and workable approaches have been found to date. The other key issue is determination of the analytic procedure of CWT. Characteristics of hydrological time series under multi-temporal scales are obviously different (Torrence and Compo 1998 , Cahill 2002 , Neupauer et al. 2006 , Sang et al. 2012a . Although the commonly-used two-dimensional contour map can represent the characteristics of hydrological time series, not all of them can be revealed and easily understood at once, especially when revealing local characteristics at small temporal scales. Therefore, a robust and workable analytical procedure of CWT should be established to allow the characteristics of hydrological time series to be readily revealed and understood at multi-temporal scales. We studied the above two issues mainly to improve the effectiveness of CWT in multi-temporal scale analysis of hydrological time series.
By using the improved CWT method, we analysed the periodic characteristics of several time series of hydrological variables with different sampling rates to explore the reason for variation in the first main period of annual hydrological series and, further, to obtain a deeper understanding of the hydrological processes. According to the theory of stochastic hydrology (Yevjevich 1972 , Kwon et al. 2006 , the period is one of the most important characteristics of hydrological processes; thus, identification of dominant periods is a frequent problem encountered in hydrological series analysis (Kottegoda et al. 2007) , and many new and improved methods can be used to solve it, such as maximum entropy spectral analysis (MESA) (Padmanabhan and Rao 1988, Kayhan 1999) , the main series spectral analysis (MSSA) (Sang et al. 2009b) , as well as the CWT method. A commonly-encountered phenomenon in the process of identification of periods is that the annual hydrological series, first main period (FMP), whose power spectral density is the maximum among all the periods identified, varies with series length; however, no reasonable explanation for this phenomenon has yet been found. By identifying the dominant periods of several typical hydrological time series using the improved CWT method and other methods, the variation of the FMP with length of annual hydrological series is investigated herein. The results indicate that hydrological time series show both global and local characteristics; comparatively, the local characteristics are more complicated and difficult to describe because of their frequent manifestations of irregular variations. Moreover, the variation of FMP has no relationship with the methods used, but just reflects the complicated local characteristics of the hydrological series.
In Section 2 we briefly describe the continuous wavelet transform and in Section 3, the approach for choosing the WBF is proposed by discussing wavelet properties and the basic composition of hydrological series. The analytical procedure of CWT is put forward in Section 4 and in Section 5, the periodic characteristics of six annual hydrological series are revealed using three methods, and the results are compared to investigate the phenomenon of variation in FMP. Finally, this study is summarized and conclusions are drawn.
CONTINUOUS WAVELET TRANSFORM
The basic aim of wavelet transform is both to determine the frequency (or temporal scale) contents of a signal and how they vary with time (Heil and Walnut 1989) . The wavelet basis function (WBF) is the "base" of wavelet transform; thus, choice of appropriate WBF is the foremost task in the wavelet process, and particular attention should be paid to it. A WBF is usually irregular, asymmetric and oscillating (Mallat 1989 , Daubechies 1990 . Defining ψ(t) as the WBF, it is dilated (or contracted) and translated in the wavelet transform process according to:
where parameters a and b are a temporal-scale factor and a time position factor, respectively. WBFs must fulfil the strict "admissibility condition" (Percival and Walden 2000) , which is described as equation (2a) in the time domain, or equation (2b) in the frequency domain:
whereψ(ω) is the Fourier transform of ψ(t) at the frequency ω. To meet the need of wavelet reconstruction, WBFs must fulfil a stricter "regularity condition" in equation (3) with the regularity of order N:
There are dozens of WBFs used at present, among which seven wavelet series: Haar, Daubechies (dbN), Coiflets (coifN), Symlets (symN), BiorSplines (biorM.N), ReverseBior (rbioM.N) and DMeyer (dmey) can meet the condition of equation (3) (Meyer 1992 , Walker 1999 . The detailed mathematical properties of these WBFs can be found in Chui (1992) . Defining L 2 (R) as the measurable square-integral space, the continuous wavelet transform (CWT) of signal f (t) ∈ L 2 (R), given the proper wavelet, is obtained by:
where ψ * (t) is the complex conjugate, and W f (a,b) are wavelet coefficients. Along with varying values of parameters a and b, CWT can elucidate the localized characteristics of signals in both temporal and frequency domains. Compared with traditional transform techniques, wavelet transform has the improved ability to "zoom in" and "zoom out" (as shown in equation (1)) in order to identify the different included processes (Labat 2005) . Moreover, the wavelet variance estimator (WVE, also called global wavelet spectrum) in equation (5) can describe the energy distribution of a signal, so can be used to identify dominant periods, according to its peaks values:
The two-dimensional contour map of W f (a,b), whose abscissa and ordinate are parameters b and a, respectively, is always used in the CWT process (Torrence and Compo 1998) 
CHOICE OF WAVELET BASIS FUNCTION

Approach proposed to choose WBF
The essence of wavelet transform is to reveal the similarity between the signal analysed and the wavelet used (Gaucherel 2002) , so components and characteristics of the signal analysed can be accurately identified, provided that the wavelet used is very similar to it. However, it is difficult in practice to judge whether a certain wavelet is similar to the signal analysed or not, in spite of clearly knowing each wavelet's properties, so we cannot easily choose an appropriate wavelet either. Many papers have discussed this issue; for instance, Torrence and Compo (1998) suggested that four factors, "orthogonal or non-orthogonal", "complex or real", "width" and "shape" of wavelets, be considered to choose WBFs; Schaefli et al. (2007) improved this suggestion by proposing three points: they prefer to use wavelets with progressive and linear phases, the wavelet should exhibit good localization in both time and frequency domains, and the trade-off between time and scale resolutions has to be adapted to the analytical process. To the authors' knowledge, these suggestions in general are qualitative, empirical and rough, whereas more objective and more easily worked approaches for choosing a WBF should be offered for wavelet analysis of hydrological series. By taking both the wavelet properties and the basic composition of the hydrological time series into account, we propose a new approach for choosing the WBF. There are three parts to the main idea:
(a) The choice of WBF should first consider the properties of the wavelet. Four points should be considered according to existing studies: besides the three given by Schaefli et al. (2007) , the chosen wavelet should also meet the regularity condition in equation (3), because it is required for wavelet decomposition, wavelet threshold de-noising, wavelet multi-resolution analyses, as well as many other wavelet analyses.
(b) The basic composition of the hydrological time series should also be considered when choosing the WBF. According to the theory of stochastic hydrology (Yevjevich 1972 , Kwon et al. 2006 ), a hydrological time series is composed of deterministic and random components, referred to as the "main series" and "noise", respectively, in this paper. The former are generated by certain deterministic physical mechanisms, and are the true signals (mainly including periods and trend) in hydrological series, whereas noise is generated by many random factors and contaminates the true signals (Yevjevich 1987 , Sang et al. 2009a . Due to the difference between them, it is deduced that the chosen WBF should be very similar to the main series, but not to noise, provided that it is appropriate; in other words, the appropriate WBF should at least meet the need of accurately separating the main series from the original hydrological time series. (c) According to the essence of wavelet transform, if a certain WBF is appropriate and is used for de-noising, the characteristic numbers, including mean (X ), standard deviation (σ ), C s and r 1 , of the original series, the main series and the separated noise should match the criteria given in Table 1 (Sang et al. 2009b) ; that is, the denoising result can be used to judge the suitability of the chosen wavelet.
Wavelet de-noising is a key step in the proposed approach for wavelet choice. The wavelet threshold de-noising (WTD) method is a theoretically effective and widely-used method. It is used to estimate proper wavelet coefficient thresholds, and then adjust the detailed wavelet coefficients of 
in which ρ() is the thresholding rule, such as hard-, soft-and mid-thresholding, T j is the threshold at resolution j, and W f (j) are the adjusted values of W f (j). Then, the de-noised series f d (t) can be gained by wavelet reconstruction:
For details of the mathematical fundaments of WTD readers are referred to Donoho (1995) , Bruni and Vitulano (2006) , Chanerley and Alexander (2007) and Sang et al. (2010) ; and current studies and applications of WTD in time series analysis have been reviewed in Sang et al. (2009a) . The effectiveness of WTD in practice is influenced by four key factors (Jansen and Bultheel 2001) , namely, choice of wavelet, choice of decomposition level, estimation of thresholds and choice of thresholding rules. Sang et al. (2009a) reviewed those wavelet de-noising methods in use at present and summarized their main defects; moreover, they proposed an entropy-based WTD method, whose basic idea is to estimate proper thresholds and to determine an accurate de-noising result according to the variations of the complexities of the de-noised series and random nature of the separated noise, characterized by wavelet energy entropy and the principle of maximum entropy, respectively. This method is used herein to de-noise series and to further guide the wavelet choice. The specific processes of choosing WBF by the proposed approach are as follows:
(1) First choose wavelets according to the above three points, and gather the results as the basic set for wavelet choice. (2) De-noise the studied hydrological series by WTD using a certain wavelet in the basic set. (3) Separate the main series and noise in the original series, and compute their characteristic numbers (X , σ , Cs and r 1 ). (4) Repeat Step (2) for each wavelet in the basic set. (5) Compare the results of the characteristic numbers obtained using different WBFs. The wavelet which enables the de-noising result to best match the criteria (Table 1) is regarded as the most appropriate WBF, and the corresponding denoised series is also the most reliable true signal identified in the original series.
When analysing the hydrological characteristics of a given basin or region, we can first select several typical hydrological time series according to the basin's features: location, shape, topography, vegetation and soil type. Each is analysed according to steps (1)- (5) above, and the wavelet that is the most suitable for all these series is regarded as the best WBF, and the corresponding de-noising results are also the most reasonable.
Verification analysis
Considering that true signals in observed hydrological series are unknown, we used synthetic series to investigate the effectiveness of the proposed approach. Three generated synthetic series (S1, S2 and S3) have the same length of 500, and their true SNR (signal-tonoise ratio) values are −1.958, −7.603 and −2.819, respectively. Series S1 has two periods of 100 and 250; and for series S2, the first part (1-200) has a period of 50, and the second part (201-500) a period of 150. Both the amplitude and period of series S3 are damped. Figure 1 depicts the de-noising results of three synthetic series using five wavelets. The characteristic numbers of the original synthetic series, de-noised series and separated noise are computed and presented in Table 2 . The results clearly indicate that the de-noising results of certain series vary with the wavelets used, and they also differ from the true series. For the S1 series example, using the Bior3.1 wavelet, the X and r 1 values of the separated noise have the biggest values of 0.026 and 0.119, respectively, and using the Haar wavelet the de-noised series has very different shape from the true S1 series, so the two wavelets are unsuitable. The de-noising results of S1 series by Db8, Sym6 and Coif4 have no obvious difference. Comparatively, the result with the Sym6 wavelet is the best, because by using the Sym6 wavelet, the X value (−0.003) of the de-noised series is close to the true value, the σ value of de-noised series is the same as the true value (1.001), and the r 1 value (0.998) of the de-noised series is much bigger than that of series S1; the r 1 of separated noise (0.025) is the smallest. Figure 1 also shows that the de-noising results of series S1 by the Haar and Bior3.1 wavelets are the worst, but that by the Sym6 wavelet is the closest to the true series, and the SNR value (−1.967) computed by using Sym6 is close to the true SNR of −1.958. All these results prove the suitability of the chosen Sym6 wavelet for analysis of series S1. The same analyses were done to series S2 and S3, and the results indicate the same conclusions as for the S1 series. However, the earlier parts of S2 and S3 series cannot be accurately identified using any wavelets, and this is due to the edge effects of wavelet analysis.
To sum up the results in Table 2 , the most appropriate wavelets for analyses of three synthetic series are Sym6, Coif4 and Db8, because by using them the true signals can be accurately identified; other wavelets cannot meet this need and thus cannot reveal the true characteristics of the series either. Moreover, the results of the three synthetic series not only demonstrate the effectiveness of the proposed approach, but also indicate that the wavelet choice is mainly determined by the true signals in the studied series. In the authors' opinion, this conclusion about wavelet choice accords with the essence of wavelet transform, so it is reasonable from the physical point of view.
DETERMINATION OF ANALYTIC PROCEDURE OF CWT
In addition to wavelet choice, determination of the analytical procedure of CWT is a key issue in the CWT process. Such a procedure, whose basic idea is "from global to local, and from qualitative to quantitative", is demonstrated in Fig. 2 
ANALYSIS OF VARIATION IN FMP OF THE HYDROLOGICAL SERIES
Data
Eight observed time series of runoff and precipitation data, measured at the sampling rates of day, month and year, are used as examples to discuss the phenomenon of the variation in FMP of hydrological time series. To ensure the reliability of the results and conclusions, we selected data from various basins with obviously different climatic conditions, as described in Table 3 and shown on the map of China (Fig. 3) . Specifically, the P1 and P5 series data were measured in the temperate continental monsoon climatic zone; the P2 and R1 series data in the temperate East-Asian monsoon climatic zone; the P3 and P4 series data in the subtropical climatic zone; the R2 series data in the inland climatic zone; and the R3 series data in the subtropical East-Asian monsoon climatic zone. The data in Table 4 indicate that the characteristics and composition of these selected hydrological series are clearly different. The variability of series P5 is the most obvious, because it has a large coefficient of variation, C v of 3.77; the coefficient of skewness, C s of series R3 is the largest with a value of 2.27, but the C s of series P3 is the smallest (−0.10). The lag-1 autocorrelation coefficient, r 1 of series R1 has the highest value of 0.69, whereas the r 1 of series P4 is the smallest (0.004). Human impacts on these hydrological series are also different; for instance, human activities have great impacts on series R1 (Chen et al. 1996) , but little impact on series R2 (Zuo and Gao 2004) and R3 (Sang and Wang 2008) . Therefore, it is considered that the conclusions and findings obtained from this selection of different hydrological series are reliable and convincing.
Chosen wavelets
The wavelets for analyses of the eight series were chosen by the proposed approach. Calculation of characteristic numbers in Table 4 and the de-noising results in Fig. 4 indicate that results for all these series using the chosen wavelets accord well with the criteria in Table 1 . The noises separated from the eight original series have r 1 values of −0.19, −0.18, −0.18, −0.21, 0.21, 0.14, −0.24 and −0.21 respectively, which indicate that they show pure random characters. Therefore, it is thought that the chosen WBFs are appropriate. As a result, the wavelets chosen for analyses of the eight series measured in various basins and at different sampling rates are the Db2, Coif3, Dmey, Db4, Db3, Db2, Bior2.4 and Sym3. In addition, their degrees of noise contamination also differ: series P2 has a minimum SNR value of −0.35, but series P5 has a maximum SNR value of 49.70. Therefore, the original and de-noised series P2 shows obvious difference, while the original and de-noised P5 series is similar. The SNR values of series P1, P3 and P4 are similar to each other with a value of about 5. The SNR values of runoff series R1, R2 and R3 are 18.43, 0.84 and 28.64, respectively.
Characteristics of series
Following the proposed analytical procedure of CWT, the characteristics of eight hydrological series at multi-temporal scales are revealed. The results in Table 4 De-noising results of the eight hydrological series using the chosen wavelet basis functions (WBF). 5 clearly show their differences, and trends are depicted in Fig. 6 using wavelet coefficient curves at the biggest corresponding scales. The P1 series shows a falling first and then rising tendency, and two periodic variations at scales of 1-5 years and 5-10 years with central scales of 3 and 7 years, respectively. The P2 series shows a rising-falling-rising tendency, and three periodic variations at scales of 1-4 years, 4-7 years and 7-11 years with central scales of 3, 5 and 9 years, respectively. The P3 series shows a rising tendency, and three periodic variations at scales of 1-4 years, 5-10 years and 11-25 years with central scales of 2, 6 and 18 years, respectively. The P4 series shows a falling first and then rising tendency, and two periodic variations at scales of 1-5 years and 8-15 years with central scales of 2 and 10 years, respectively. The P5 series shows a rising first and then falling tendency, and two periodic variations at scales of 3-10 days and 15-20 days with central scales of 7 and 18 days, respectively. The R1 series shows a rising first and then falling tendency, and four periodic variations at scales of 1-4 years, 6-8 years, 9-12 years and 16-22 years with central scales of 3, 7, 11 and 18 years respectively. The trend of the R1 series is so strong that its periodic characteristics are not clearly presented in the global wavelet spectrum. The R2 series shows a falling first and then rising tendency, and two periodic variations at scales of 1-5 years and 7-10 years with central scales of 3 and 7 years, respectively. The R3 series shows a falling first and then rising tendency, and two periodic variations at scales of 6-15 months and 20-25 months with central scales of 12 and 24 months, respectively.
The local characteristics of the eight series are described in Fig. 6 , using the wavelet coefficient curves at different central scales. Comparatively, the local characteristics of series R1 are the most complicated, because it has many change points and irregular variations at multi-temporal scales that are caused by the great impacts of human activities (soil-water conservation projects, utilization of water resources, operations of water reservoirs, etc.) on the Yellow River watershed (Chen et al. 1996) ; whereas series R2 only shows two simple periods of 3 years and 8 years. Common features are focused on here and details are not described. The improved understanding gained by comprehensive analyses of these results shows that the characteristics of hydrological time series are far more complicated than was previously known and described. To be specific, hydrological time series usually show both global and local characteristics; local characteristics are more complicated than global ones. For example, many change points exist at multi-temporal scales, such as one change point of the P2 series in 1987 at the scale of 7-11 years, and one change point of the R1 series in 1970 at the scale of 9-12 years. The significant degrees of many periods vary irregularly with length of the series, as shown in the variations of wavelet coefficient curves; and there are combined and crossover phenomena among different periodic processes. However, the characteristics of hydrological series, especially complicated local characteristics, can be accurately revealed step by step following the proposed analytical procedure of CWT.
Discussion of results of the identification of periods
Based on the above CWT results of hydrological series, we investigated the variation in FMP of annual hydrological series according to the following process: (a) we first randomly set the initial length and length interval of the annual series analysed, then extended the series length gradually; (b) we identified the FMP of each extended series using different methods, and compared the results; (c) if the period results identified vary with the methods used, it means that the method is at least one of the reasons for the FMP variation; and (d) if the period results identified by different methods are just the same, it indicates that these results are accurate and reliable, i.e. not the method, but the hydrological series itself is the essential reason, and the periodic characteristics of the hydrological time series should be further studied and understood. Three methods, CWT, MSSA and WVE, were used here to identify the periods of hydrological series. The results by CWT are described in Fig. 6 ; MSSA is a spectral analysis method combining MESA with wavelet de-noising (Sang et al. 2009b) ; and WVE can describe the energy distribution of series and thus be used to identify dominant periods (Labat 2005) .
Six annual hydrological series (P1, P2, P3, P4, R1, and R2) were analysed by the three methods. Table 5 presents the results of identification of the periods of the series by MSSA and MVE. Table 5 shows that many extended precipitation series have a similar period of about 2-3 years, which is a common period of annual precipitation in China; in addition, many extended runoff series have a similar period of about 7 years, which is a common period of runoff in the dry season in northern China. Furthermore ,  Table 5 clearly indicates that the FMP results of any annual series of given length by the three methods are the same; for example, the FMP of the 30-year P2 series identified by MSSA is 8.8 years, the result by WVE is 9.0 years, and the CWT results in Fig. 6 show that wavelet coefficients fluctuate between −1.5 and 1.5 in TSR of 7-11 years in Table 5 The first main periods of six annual hydrological series with different lengths identified by the main series spectral analysis method (MSSA) and wavelet variance estimator (WVE). Table 5 means that the identified period of the extended series with the length of B is A.
1963-1985, which are the most obvious characteristics in . Thus, it is thought that these results of period identification are accurate and reliable, although the physical reasons for some periods cannot be understood clearly. However, the identified FMPs vary with annual series length. We take the P2 series as an example again; the FMP of the extended P2 series with lengths of 20 and 35 years is about 3 years; for lengths of 25 and 30 years it is about 9 years; but for lengths of 40, 45 and 47 years it is about 5 years. The conclusions from the results of other annual series are similar to those of the P2 series. By comprehensive analyses of the results in Fig. 6 and Table 5 , it was found that the variations of FMP accord well with the local characteristics of annual hydrological series. To be specific, the absolute values of wavelet coefficients determine the significant degrees of periodic characteristics of a hydrological series at a given temporal scale, while the variations with time in the absolute values of wavelet coefficients result in variations in the dominant periods of the hydrological series. Therefore, one conclusion can be that the variation in FMP truly reflects the complicated local characteristics of the hydrological time series. In addition, the periodic characteristics of the daily P5 series and the monthly R3 series at multi-temporal scales also vary with series length, which further indicates that not only the FMP of annual hydrological time series, but the variation in periods is a common phenomenon in hydrological processes.
From the above discussion of the results, it should be realized that the traditional and prevailing practices in period identification, which regard the dominant periods of hydrological series as constants and then identify them by certain effective methods, are not sufficient and also may be unreasonable.
In future, more research is needed to reveal and describe the variation of periods to further understand the complicated hydrological processes.
CONCLUSIONS
In this paper, we first made improvements on CWT by studying the two key issues of wavelet choice and determination of the analytical procedure of CWT. The improved CWT method was then applied to several typical hydrological series to investigate the variation in dominant periods of hydrological series. From the results, the following understandings and conclusions have been drawn:
(1) The wavelet chosen by the proposed approach can meet the need of accurately identifying true signals in observed hydrological series; therefore, by using the chosen wavelet, the characteristics and components of a hydrological series can also be accurately revealed. (2) By using the improved CWT method, the characteristics of hydrological time series, especially complicated local characteristics, can be revealed step-by-step and be accurately understood. (3) Hydrological processes in nature usually show multi-temporal scale characteristics. These include both global and local characteristics; the local characteristics, being more complicated and difficult to describe than the global ones, should be studied in more detail. (4) The variation in dominant periods of hydrological series is a very common phenomenon, and reflects the highly complicated local characteristics of hydrological processes. Therefore, traditional practices in period identification should be better understood and developed.
More attention should still be paid to the following two issues when coping with hydrological series analysis by wavelet analysis. The first issue is that further studies are needed on wavelet analysis, which has the advantage of analysing the time series with non-stationary characteristics, and is thus very suitable for hydrological series analysis. In this study two key issues on CWT were investigated. However, many other key issues that relate to wavelet decomposition, wavelet de-noising and so on, still need study. To further improve the WA method, further studies should be conducted applying WA to various practical cases. The second issue is the description and simulation of the local characteristics of hydrological series. Local characteristics cause the variation in dominant periods, and may further cause difficulty in hydrological forecasting. Whenever they are greatly affected by climatic change and human activities, local characteristics of hydrological series (such as the R1 series) are more complicated. In this study, we mainly focus on revealing such local characteristics. While this may provide useful guidance in practical scenarios, a more effective approach to describe and simulate local characteristics should be the focus of future research. In the authors' opinion, only when the physical mechanisms of local characteristics have been determined and clearly understood, can they be described and simulated accurately.
