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Abstract: We construct an index for BPS operators supported on a ray in five dimen-
sional superconformal field theories with exceptional global symmetries. We compute the
En representations (for n = 2, . . . , 7) of operators of low spin, thus verifying that while the
expression for the index is only SO(2n − 2)×U(1) invariant, the index itself exhibits the
full En symmetry (at least up to the order we expanded). The ray operators we studied in
5d can be viewed as generalizations of operators constructed in a Yang-Mills theory with
fundamental matter by attaching an open Wilson line to a quark. For n ≤ 7, in contrast
to local operators, they carry nontrivial charge under the Z9−n ⊂ En center of the global
symmetry. The representations that appear in the ray operator index are therefore differ-
ent, for n ≤ 7, from those appearing in the previously computed superconformal index.
For 3 ≤ n ≤ 7, we find that the leading term in the index is a character of a minuscule
representation of En. We also discuss the case n = 8, which presents a unique technical
challenge, and remains an open problem.
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1 Introduction
There is strong evidence for an interacting 5d superconformal field theory (SCFT) with E8
global symmetry and a one-dimensional Coulomb branch [1]. A few of its (dual) realizations
in string theory are the low energy limits of the systems listed below:
(i) A D4-brane probing a 9d E8 singularity in type-I’ string theory [1]; the latter is
realized by the infinitely strong coupling limit of seven coincident D8-branes and an
orientifold (O8) plane [2].
(ii) M-theory on a certain degenerate Calabi-Yau manifold [3–5]; the Calabi-Yau threefold
can be taken as the canonical line bundle of a del Pezzo surface B8 (which can be
constructed as the blow-up of CP2 at 8 points) in the limit that the volume of B8
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goes to zero. (See also [6] where the study of such a limit of M-theory was initiated,
and [7, 8] where the F-theory version of this degeneration was described.)
(iii) The 6d E8 SCFT [9, 10] compactified on S
1 [5].
(iv) Webs of (p, q) 5-branes [11].
The E8 theory can be deformed by relevant operators to 5d SCFTs with smaller En
global symmetries (n = 0, . . . , 7). One of the remarkable achievements of the last few
years has been the construction of a supersymmetric index that counts local operators that
preserve (at least) 18 of the supersymmetry of the En theories [12–17].
Technically, this superconformal index is constructed by computing the partition func-
tion on S4×S1 of a 5d supersymmetric gauge theory with gauge group SU(2) and Nf = n−1
hypermultiplets. The global flavor symmetry is SO(2Nf ), which combines with the U(1)
instanton charge to form the SO(2n − 2)×U(1) ⊂ En, as predicted in [1]. The partition
function is computed using the techniques developed in [18], with insight from string theory
for the proper treatment of zero size instantons [19]. The partition function is presented
as an integral over a product of Nekrasov partition functions [20], and the resulting index
is expressed as an infinite sum of monomials in fugacities that capture spin and R-charge,
with coefficients that are linear combinations of characters of SO(2n − 2)×U(1). It is
remarkable that these linear combinations of characters match representations of En ⊃
SO(2n− 2)×U(1).
The string-theory or M-theory realizations of the En theories allow for a construction
of BPS line operators akin to Wilson lines as follows. In the type-I’ setting (i), we introduce
a semi-infinite fundamental string (F1) perpendicular to the plane of the D8-branes with
one of its endpoints at infinity and the other on the D4-brane. In the M-theory setting
(ii), we add an M2-brane that fills the C fiber of the canonical bundle above a point of
the del Pezzo base. In the 6d setting (iii), the line operator is the low-energy limit of a
surface operator on S1, and in the type-IIB setting (iv), it is realized by an open (p, q)
string. In addition, the 5d En theories also possess BPS operators supported on a line with
an endpoint, which we will refer to as Ray operators. They are analogous to a Wilson line
along a ray, capped by a quark field at the endpoint. The aim of this paper is to study
these 5d ray operators and extend the results of [12, 17] by constructing an index for 18BPS
ray operators.
Calculating the index for ray operators again requires a careful treatment of zero-size
instantons and additional insight from string theory. The index can again be written in
terms of characters of SO(2n− 2)×U(1) which combine into characters of En. Unlike local
operators, the ray operators are charged under the center of En, in the cases where it is
nontrivial (n < 8). The appearance of complete En characters is a nontrivial check of the
validity of the assumptions behind the computation of the index. Moreover, for n < 8 the
weight lattice is larger than the root lattice of En, and we find En representations that do
not appear in the superconformal index. For example, for E6 we find the representations
27, 1728, etc., consistent with the Z3 charge of the ray operator.
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Our paper is organized as follows. In §2 we review the construction of 5d SCFTs with
En global symmetry and their superconformal indices. In §3 we introduce ray operators
into the 5d SCFTs, and we compute their indices in §4 (with our final results in §4.3). We
conclude with a summary and discussion in §5.
2 Review of the 5d En SCFTs and their superconformal indices
Following the discovery of [2] that in the infinite string coupling limit of type I’ string
theory, a 9d En gauge theory describes the low-energy limit of Nf = n − 1 D8-branes
coincident with an O8-plane, Seiberg constructed a 5d SCFT with En global symmetry by
probing the D8/O8 singularity with N D4-branes [1]. The brane directions are listed in
the table below.
0 1 2 3 4 5 6 7 8 9
D8/O8 × × × × × × × × ×
D4 × × × × ×
Denoting by L, R left and right 10d Majorana-Weyl spinors, the configuration preserves
those SUSY parameters that satisfy Γ012345678L = Γ
01234L = R. The rotations in di-
rections 5 . . . 8 act on spinors as SU(2)R+×SU(2)R−. The second factor acts trivially on the
supercharges, while the first factor acts nontrivially and is identified with the R-symmetry
SU(2)R of the 5d theory. The theory has an N -dimensional Coulomb branch (R+)N/SN
that can be identified with the D4-branes moving away from the En singularity, and a
Higgs branch that can be identified with the moduli space of En instantons at instanton
number N . The supermultiplet associated with the center of mass of the D4-branes in
directions 5 . . . 8 decouples and is not considered part of the SCFT.
Raising the value of the inverse string coupling constant 1/gst at the common position
of the D8-branes and O8-plane from zero (formally gst = ∞) to a nonzero value breaks
the global En symmetry to SO(2Nf )×U(1). The SO(2Nf ) factor comes from the gauge
symmetry of the D8-branes, while the U(1) factor is associated with D0-brane charge.
At low-energy the D4-brane probe theory is then described by Sp(N) SYM coupled to
Nf hypermultiplets in the fundamental representation 2N of the gauge group, and also
a single hypermultiplet in the antisymmetric representation. SO(2Nf ) is the global flavor
symmetry, while U(1) is the symmetry associated with instanton number whose conserved
current is
J =
1
8pi2
tr ?(F ∧ F ). (2.1)
Here F is the Sp(N) field strength.
In this paper, we will focus on the Sp(1) gauge theories, which have no antisymmetric
hypermultiplet. The vector multiplet consists of a gauge field Aµ, a real scalar Φ, and
symplectic-Majorana fermions λAm, where A = 1, 2 denotes the SU(2)R R-symmetry doublet
index, and m = 1, . . . , 4 denotes the SO(1,4) spinor index. The hypermultiplet consists of
complex scalars qA and fermions ψm.
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2.1 Superconformal indices of 5d SCFTs
We will now discuss some general aspects of the superconformal index [21] of 5d SCFTs.
The superconformal algebra of 5d SCFTs is F (4), which in Euclidean signature has the
bosonic subgroup SO(1,6)×SU(2)R. One of the most important consequences of the super-
conformal symmetry is the BPS bound, which follows from the anticommutator [21],
{QAm, SnB} = δnmδABD + 2δABMmn − 3δnmRBA, (2.2)
where D is the dilatation generator, Mm
n are the SO(5) rotation generators, and RB
A are
the SU(2)R R-symmetry generators. Q
A
m and S
m
A are the supercharge and superconformal
charge. Note that Mm
n are components of an Sp(2) matrix. We will work in the basis
where M1
1 = −M22 and M33 = −M44, and we will denote J+ ≡ M11, J− ≡ M33, which
are the Cartan generators of SU(2)+×SU(2)− ⊂ SO(5). We also denote JR ≡ R11, which
is the Cartan generator of SU(2)R. In radial quantization, the superconformal generator
is the hermitian conjugate of the supercharge, i.e., SmA = (Q
A
m)
†. The anticommutator
(2.2) implies positivity conditions on linear combinations of the dilatation, rotations, and
R-symmetry generators. For instance, in the case of m = 2 and A = 1, (2.2) implies
∆ ≡ {Q,S} = D − 2J+ − 3JR ≥ 0, (2.3)
where for simplicity we denote Q ≡ Q12, S ≡ S21 . The operators that saturate the BPS
bound (2.3) are called 18BPS operators. These operators are annihilated by both Q and
S. By the state-operator correspondence, the space of local operators is isomorphic to the
Hilbert space H of the (radially quantized) theory on S4. The number of 18BPS operators
with given quantum numbers (counted with ± signs according to whether they are bosonic
or fermionic) is captured by the superconformal index,
ISCI(+, −,mi) = TrH
[
(−1)F e−β∆e−2+(J++JR)−2−J−e−
∑
Fimi
]
, (2.4)
where F is the fermion number operator, and Fi denote the generators of other global
symmetries.1 Only the states that saturate the BPS bound (with ∆ = 0) contribute to the
trace, and the contributions from states with nonzero ∆ pairwise cancel out due to (−1)F ,
since Q and S commute with the other operators inside the trace.
The 18BPS operators are annihilated by both the supercharge Q and one superconfor-
mal charge S. Formally, if we regard Q as an exterior derivative d and S as its Hermitian
conjugate d?, then {Q,S} corresponds to the Laplacian ∆ = d?d + dd?. Hodge theorem
states that the space of harmonic forms (states with ∆ = 0) is isomorphic to the cohomol-
ogy of d. Analogous arguments, formulated in terms of Q, S, show that the Hilbert space
H of 18BPS operators is isomorphic to the cohomology of Q [22], which will be referred to
as Q-cohomology. The superconformal index can be interpreted as the Euler characteristic
of the Q-cohomology.2
1In this paper, we will sometimes parametrize the indices using the fugacities t = e−+ and u = e−− .
2The Q-cohomology contains more information than its Euler characteristic. For example, the Hilbert-
Poincare´ polynomial of the Q-cohomology gives the partition function of the BPS operators [22, 23].
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Consider an SU(2)+×SU(2)R multiplet of operators with SU(2)+ spin j+ and SU(2)R
spin jR. Out of the (2j+ + 1)(2jR + 1) states, at most one can saturate the BPS bound
(2.3) — this is the state with maximal J+ = j+ and JR = jR. Thus, a
1
8BPS state
that contributes to the index (2.4) has maximal J+ and JR charge in its SU(2)+×SU(2)R
multiplet. Consider a 18BPS state with JR = 0. According to the above discussion, it must
be a singlet of SU(2)R. The algebra of SU(2)R is generated by R1
1, R1
2 and R2
1, and since
the state is annihilated by both R1
2 and Q ≡ Q12, it must be annihilated by [R12, Q12] which
is proportional to Q22. Similarly, we see that it is annihilated by S
1
1 as well. It therefore
has enhanced supersymmetry, being annihilated by Q12, Q
2
2, S
2
1 , S
2
2 , and is in fact a
1
4BPS.
Similarly, a 18BPS state with J+ = 0 is a singlet of SU(2)+ and is annihilated by M1
1,
M1
2 and M2
1, and therefore also by [M1
2, Q12] and [M2
1, S21 ]. It is thus annihilated by Q
1
1,
Q12, S
1
1 , S
2
1 . Moreover, since it saturates the BPS bound D = 3JR, it must be an SU(2)−
singlet as well. This is because similarly to the BPS bound (2.3), we also have in general
{Q14, S41} = D − 2J− − 3JR ≥ 0. (2.5)
If the state in question had nonzero SU(2)− spin j−, then it would be part of a multiplet
of (2j− + 1) states with D = 3JR, but the state with maximal J− = j− in that multiplet
would then violate the bound (2.5). It follows that a 18BPS state with J+ = 0 must also
have J− = 0 and is in fact 12BPS, being annihilated by all Q
1
m and all S
m
1 (m = 1, . . . , 4).
For example, a 18BPS state with J+ + JR =
1
2 must have either J+ = 0 or JR = 0 and
is therefore at least 14BPS. If it is not an SU(2)− singlet, then it must have JR = 0 and
J+ =
1
2 and is
1
4BPS. As another example, a
1
8BPS state that has J+ + JR = 0 is a singlet
of both SU(2)+ and SU(2)R. It is therefore annihilated by all Q
A
m and S
m
A and must be
the vacuum state. Thus in an expansion of the index (2.4) in e−2+ , the only term that is
+-independent is the contribution of the identity operator 1. Other terms can be expanded
in characters of SU(2)−,
χ2j+1(e
−−) =
j∑
m=−j
e−2m− =
sinh(2j + 1)−
sinh −
.
The terms linear in e−+ and proportional to χ2j+1(e−−), with j > 0, are the contributions
of 14BPS states. Note that even when both J+ and JR are nonzero, the
1
8BPS states preserve
half of the supercharges, namely Q12 as well as Q
1
1, Q
1
3, and Q
1
4, since the latter three lower
∆ (but the hermitian conjugates of Q11, Q
1
3, and Q
1
4 are in general not preserved).
In Euclidean signature, the space R5 can be conformally mapped to R×S4, and the
superconformal index (2.4) can be interpreted as a twisted partition function of the theory
on S1×S4. For theories with a Lagrangian description, it can be computed by a path
integral with the fields satisfying periodic boundary conditions along S1, further twisted
by the various fugacities.
2.2 Superconformal indices from 5d SYM
Now, let us focus on the En SCFTs. It has been shown that the superconformal indices of
them can be computed using the IR 5d SYM with fundamental matters [12, 17].
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In the IR theory, the superconformal algebra is not defined, because the Yang-Mills
coupling constant is dimensionful, but we can consider the Q-cohomology on gauge invari-
ant operators.
A large class of gauge invariant operators can be constructed from the ‘letters’ of the
5d N = 1 gauge theory, given by the fields listed in the following table, acted on by an
arbitrary numbers of derivatives, modulo the free field equations of motion.
Fµν λ
A
m Φ q
A ψm ∂µ Q
E˜ 2 32 1
3
2 2 1
1
2
In this table, we also introduced a new quantum number E˜ for the fields, the derivative
symbol and the supercharge Q, and we define
∆˜ = E˜ − 2J+ − 3JR, (2.6)
so that ∆˜(Q) = 03, which will help with computing the Q-cohomology. One should not
confuse E˜ and ∆˜ with the dimension D and the radial Hamiltonian ∆ that appear in the
BPS bound formula (2.3). We emphasize that E˜, which measures the classical dimension
of the corresponding field in the SYM theory, is purely a bookkeeping device and the
Q-cohomology does not depend on the assignment of the E˜. Let us first consider the
single-letter Q-cohomology. The supersymmetry transformation on the component fields
in the vector and hypermultiplets can be found in (2.10) and (2.14) of [12]. It is not hard
to see that the operators with ∆˜ ≥ 1 have trivial Q-cohomology. On the other hand, for
∆˜ = −1 and 0, we have nontrivial cohomology generated by
∆˜ = −1 : λ+0+,
∆˜ = 0 : λ0±+, q+,
(2.7)
and also the two derivatives ∂+± acting on them. The subscripts of ∂±± and the first
two subscripts of λ±0±, λ0±± denote their 2J+ and 2J− charges. The last subscripts of
λ±0±, λ0±± and also the superscript of q+ denote their 2JR charges.4 Note that only those
components with maximal J+ and JR in an SU(2)+×SU(2)R multiplet, for each field, can
be generators of a nontrivial Q-cohomology.
The single-letter operators are subject to an equation of motion,
∂++λ0−+ + ∂+−λ0++ = −∂5λ+0+, (2.8)
and it is not hard to check that ∂5λ+0+ is Q-exact, and therefore vanishes in the Q-
cohomology. We compute the single-letter index by summing over the letters (F , λ, Φ, q,
ψ):
f =
∑
letters
(−1)F t2(J++JR)u2J−e−
∑
Fimi = fadj + ffund, (2.9)
where t and u are related to + and − by t = e−+ and u = e−− , the mi (i = 1, . . . , Nf )
are the chemical potentials of the flavor charges of a Cartan subalgebra U(1)Nf ⊂ O(2Nf ),
3Recall Q ≡ Q12 has J+ = −1/2 and JR = 1/2.
4q± = q1.
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and the single-letter index for the vector multiplet and fundamental hypermultiplet are
given by
fadj =
−t2 − t(u+ u−1) + t2
(1− tu)(1− tu−1) = −
t(u+ u−1)
(1− tu)(1− tu−1) ,
ffund =
t
(1− tu)(1− tu−1)
Nf∑
`=1
2 coshm`.
(2.10)
The multi-letter index can be computed by the following formula [24, 25],
I(t, u,mi) =
∫
Sp(1)
Z1-loop(t, u, w,mi)dU,
Z1-loop(t, u, w,mi) = exp
[ ∑
R
{fund, adj}
∞∑
n=1
1
n
fR(t
n, un,mni )χR(w
n)
]
,
(2.11)
where the integral is over the Sp(1) matrices U , and w is one of the eigenvalues of U .
The U -integral can be simplified to a one-dimensional integral dU = 1pi sin
2 αdα where
w = eiα. The representations R that appear in the sum are the fundamental and adjoint
representations. χR(w) are the Sp(1) characters, for example χadj(w) = w
−2 + 1 +w2 and
χfund(w) = w
−1 + w. One can recognize that the integrand Z1-loop is a multi-letter index
that counts gauge covariant operators, and the integration over the gauge group imposes
the gauge invariance. The single-letter indices (2.10) and the formula (2.11) can also be
derived by evaluating a path integral of the 5d SYM on S1×S4 [12, 18], where the matrix
U is identified with the Sp(1) holonomy along the S1.
The index (2.11) cannot be the full superconformal index, because all the gauge invari-
ant operators that contribute to (2.11) do not carry the topological U(1) charge associated
with the conserved current (2.1).
The contributions of the operators with n units of the topological U(1) charge to the
superconformal index can be computed in the path integral on S1×S4 with the field strength
restricted to the n-th instanton sector,
1
8pi2
∫
S4
tr(F ∧ F ) = n. (2.12)
In [12, 18], using supersymmetric localization, it was shown that the path integral localizes
at the singular instanton solution at the south pole and anti-instanton solution at the
north pole. Near the south (north) poles, the spacetime looks like S1 × R4, and the path
integral over the solutions to the instanton (anti-instanton) equation reduces to the the
Nekrasov instanton partition function Zinst(t, u,mi, q) in the Ω-background on R4. The
superconformal index is then computed by the formula
ISCI(t, u,mi, q) =
∫
Sp(1)
Z1-loop(t, u, w,mi)|Zinst(t, u, w,mi, q)|2dU. (2.13)
where Zinst(t, u, w,mi, q)∗ = Zinst(t, u, w−1,−mi, q−1) is the contribution from the anti-
instantons at the north pole.
– 7 –
strings N = 4 multiplets fields SU(2)−×SU(2)+×SU(2)R−×SU(2)R+
D0-D0 strings
vector
gauge field (1,1,1,1)
scalar (1,1,1,1)
fermions (1,2,1,2)
Fermi fermions (2,1,2,1)
twisted hyper
scalars (1,1,2,2)
fermions (1,2,2,1)
hyper
scalars (2,2,1,1)
fermions (2,1,1,2)
D0-D4 strings
hyper
scalars (1,2,1,1)
fermions (1,1,1,2)
Fermi fermions (1,1,2,1)
D0-D8 strings Fermi fermions (1,1,1,1)
Table 1. The field content of the D0-D4-D8/O8 quantum mechanics.
In [17], it has been argued that the Nekrasov instanton partition function can be
computed by the Witten indices of certain D0-brane quantum mechanics. In the next
subsection, we review the D0-brane quantum mechanics, and compute their Witten indices.
2.3 The D0-D4-D8/O8 system
The instantons in the IR 5d Sp(1) SYM of the En theory are described by the D0-branes
moving in the background of one D4-brane and Nf D8-branes coincident with an O8-plane
[17]. The low energy theory on k D0-branes is a N = 4 O(k) gauged quantum mechanics,
whose field content is listed in Table 1, where the last column lists the representations of var-
ious fields under the R-symmetry SU(2)+×SU(2)R+ and global symmetry SU(2)−×SU(2)R−.
The SU(2)+×SU(2)− and SU(2)R+×SU(2)R− are the rotation groups of the four-planes R1234
and R5678, respectively. The vector and Fermi multiplets from the D0-D0 strings are in the
antisymmetric representation of the gauge group O(k). The hyper- and twisted hypermul-
tiplets are in the symmetric representation of O(k). The D0-D4 (D0-D8) strings are in the
bifundamental representation of the gauge group O(k) and flavor group Sp(1) (SO(2Nf )).
Consider a N = 2 subalgebra with supercharges Q and Q† inside the N = 4 super-
symmetry algebra. The Witten index is defined as
ZkD0-D4-D8/O8(t, u, w,mi) = TrHQM
[
(−1)F e−β{Q†,Q}t2(J++JR)u2J−v2J ′Rw2Πe−
∑
Fimi
]
,
(2.14)
where J±, JR, J ′R and Π are the Cartan generators of the SU(2)±, SU(2)
R
+, SU(2)
R− and
the Sp(1) flavor symmetry. We give a very brief description of how this Witten index
is computed, following [17, 26], by applying supersymmetric localization. The index is
invariant under continuous deformations that preserve the supercharges Q and Q†. One
can consider the free field limit, and the path integral over nonzero modes reduces to the
product of one-loop determinants, which depend on the fixed background of bosonic zero
modes. One then integrates over the zero modes exactly.
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The 1d gauge field is non-dynamical, but its holonomy on S1 is a bosonic zero mode,
which combines with the zero mode of the scalar in the vector multiplet to form a complex
variable φ taking values in the maximal torus of the complexified gauge group. There
are fermionic zero modes coming from the fermions (gauginos) in the vector multiplet,
which are absorbed by the Yukawa coupling terms in the action involving the gauginos,
the scalars, and the fermions in the charged matter multiplets (as in (2.21) of [17]). This
contributes additional terms to the integrand as the free correlators of the scalars and
the fermions, which in turn combine with the previous one-loop determinants to a total
derivative of ∂/∂φ¯. The zero mode integral becomes a contour integral over φ. The contour
can be determined by a careful regularization of the divergences on the complex φ-plane
[27, 28], by reintroducing the auxiliary field D of the vector multiplet.
The gauge group O(k) has two disjoint components. The group element in one com-
ponent, denoted by O(k)+, has determinant +1, and in the other component, denoted by
O(k)−, has determinant −1. The index is a sum of the φ-contour integrals in each of the
components,
ZkD0-D4-D8/O8 =
1
2
(Zk+ + Zk−),
Zk± =
1
|W |
∮
[dφ]Z±,kD0-D0Z±,kD0-D4Z±,kD0-D8,
(2.15)
where |W | is the Weyl factor, i.e., the order of the Weyl group of O(k), and the integrands
are given by the one-loop determinants of the fields listed in Table 1. They are computed
in [12, 17], and we summarize them in Appendix A.
For k = 1 there is no integral, and the integrand directly gives the Witten index. For
k = 2 and 3, the integrals are one-dimensional. The contour prescription is such that
the integrals pick up the residues of the poles coming from the terms in the denominator
of the integrand (A.1)-(A.5) with + sign in front of the φ. For k ≥ 4, the integrals are
multi-dimensional, and the precise contour prescriptions are provided in [17] in terms of
Jeffrey-Kirwan residues. (See Appendix B for more details about which poles contribute
to the integral in the cases k = 2 and k = 4.)
We can combine the Witten indices for theories with different k into a generating
function
ZD0-D4-D8/O8(t, u, v, w,mi, q) = 1 +
∞∑
k=1
qkZkD0-D4-D8/O8(t, u, v, w,mi). (2.16)
The Nekrasov instanton partition function can be expressed as a ratio of the generating
functions [17],
Zinst(t, u, w,mi, q) = ZD0-D4-D8/O8(t, u, v, w,mi, q)ZD0-D8/O8(t, u, v,mi, q) , (2.17)
where ZD0-D8/O8(t, u, v,mi, q) is the generating function of the Witten indices of the system
with only D0-branes and Nf D8-branes coincident with an O8-plane. It can be obtained
by decoupling the D4-brane from our original system,
ZD0-D8/O8(t, u, v,mi, q) = lim
w→0
ZD0-D4-D8/O8(t, u, v, w,mi, q). (2.18)
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0 1 2 3 4 5 6 7 8 9 Comments
D8/O8 × × × × × × × × × Nf ≡ (n− 1) D8’s at x9 = 0
D4 × × × × ×
F1 × × x0 ≥ 0
D4′ × × × × × x9 = L > 0
D2 × × × x0 = 0
Table 2. The directions of the various branes.
Notice that the Nekrasov instanton partition function on the left hand side of (2.17) is
independent of the fugacity v associated with the Cartan of SU(2)R−. As shown in [17], the
v-dependences of the Witten indices in the numerator and the denominator on the right
hand side of (2.17) cancel each other.
3 Line and Ray Operators
The En theories possess BPS line operators that preserve half the supersymmetries. They
can be realized in the type I’ brane construction by probing the D4 brane with a funda-
mental string along directions 9 and, say, 0, in analogy with the way a BPS Wilson line
was introduced into the low-energy N = 4 SYM on D3-branes in [29, 30]. The configura-
tion preserves an SO(4) ⊂ SO(4, 1) rotation group, as well as those SUSY parameters that
satisfy
L = Γ
1234L = Γ
5678L , R = Γ
9L . (3.1)
The position of the line operator can be fixed at x1 = · · · = x4 = 0 by introducing an
additional D4-brane (which we denote by D4’) at x9 = L > 0 and requiring the fundamental
string to end on it. This D4’ brane does not break any additional SUSY. Note that the
orientation of the string and D4’-brane must be correlated in order to preserve SUSY.
Reversing the orientation of the string changes the subspace of (L, R) that are preserved
by inserting a (−) in front of Γ1234 in (3.1). The directions of the various branes so far are
summarized in the first four rows of Table 2. As we reviewed in §2, the En SCFT can be
deformed by an operator of dimension 4 to a theory that flows in the IR to a weakly coupled
Sp(1) gauge theory with flavor group SO(2Nf ), by lowering the string coupling constant
gst to a finite value at the location of the D8/O8. Denoting by A0 the time component of
the gauge field and by Φ its scalar superpartner (i.e., the scalar component of the vector
multiplet), the line operator reduces to a supersymmetric Wilson line
P exp
[
i
∫ ∞
−∞
(A0 + Φ)dx
0
]
,
which can be made gauge invariant by compactifying time on S1 and taking the trace. The
operator preserves half of the supercharges.5 The gauge theory also has hypermultiplets
5The supersymmetry transformation on A0 and Φ can be found in (2.10) of [12]: δAµ = iλ¯γµ, δΦ = λ¯,
where the index A for the SU(2)R is implicit. The combination A0 + Φ is preserved by the transformations
that satisfy the condition iγ0 +  = 0, which is the condition imposed by fundamental strings. The 5d
spinor and 10d spinor are related by  = L and iγ
µ = Γ9Γµ.
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with fields in (2, 2Nf ) of Sp(1)×SO(2Nf ). Denoting the scalar component of these fields
by qAi (with i = 1, · · · , 2Nf and A = 1, 2), we can construct gauge invariant operators
q¯2, j(tf )P exp
[
i
∫ tf
ti
(A0 + Φ)dx
0
]
q1i (ti), (3.2)
which preserve half of the SUSY (3.1) that the Wilson line preserves, that is two of the
eight supercharges of the 5d theory.6 The fields at each endpoint can be locally modified,
for example by replacing q1i (ti) with Dµq
1
i (ti) (D = ∂ − iA). Most kinds of insertions will
break all of the SUSY, but there are some operators that preserve the same amount of
SUSY as (3.2) does. We are interested in counting the number of such BPS operators,
with given spin and R-charge, and in testing whether they can be collected into complete
En multiplets. We therefore consider ray operators of the form
RO = P exp
[
i
∫ ∞
0
(A0 + Φ)dx
0
]O(0), (3.3)
where O(0) is a local operator at x0 = 0 in the 2 of Sp(1).
In order to make the case that (3.3) descend from ray operators in the En SCFT,
it is useful to modify the type-I’ construction by letting the worldsheet of the string end
on a (Euclidean) D2-brane at x0 = 0, extending in directions 7, 8, 9, as listed in Table 2.
Introducing a Euclidean brane, which behaves like an instanton, requires us to switch to
Euclidean signature (similarly to Yang-Mills theory for which there are no real instanton
solutions in Minkowski signature). We therefore Wick rotate x0 → −ix0. In Euclidean
signature, the Weyl spinor condition is7
iΓ0123456789R = R, iΓ
0123456789L = −L. (3.4)
The SUSY generators preserved by a Euclidean Dp-brane in directions 0, . . . , p satisfy
the condition R = iΓ
01···pL. The generators preserved by a fundamental string in the 9th
direction satisfy the conditions R = iΓ
09R and L = −iΓ09L. Combining these conditions
we obtain the same conditions on the supersymmetry generators as those imposed by the
Euclidean D4-D8/O8 configuration, which is given by the same equations as (3.1).
The D2-brane provides an anchor for the F1 to end on. It breaks half of the remaining
supersymmetries, preserving only those SUSY parameters that satisfy
L = Γ
1234L = −iΓ56L = iΓ78L , R = Γ9L . (3.5)
The F1-D2-D4-D8/O8 configuration thus preserves only two linearly independent super-
charges, and we can take one of them to coincide with Q = Q12 of (2.3). Indeed, a generator
of a Cartan subalgebra of the SU(2)R that acts on the index A of Q
A
m can be identified with
6The supersymmetry transformation of qAi and q¯A,i can be found in (2.14) of [12]: δq
A
i =
√
2i¯Aψi
and δq¯A,i =
√
2iψ¯iA. By the symplectic-Majorana condition ¯
A = εAB(T )Bγ
2γ4, the transformations
preserving q1i and q¯2,i satisfy the condition 2 = 0, which is equivalent to
i
2
(Γ56 − Γ78)L = L for the 10d
spinor.
7There is also a reality condition ?L = CR, where C is the charge conjugation matrix.
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i
2(Γ
78 − Γ56), and the index A = 1 can be defined to label the eigenspace of i2(Γ78 − Γ56)
with eigenvalue +1. Similarly, i2(Γ
12 + Γ34) can be identified with J−, which was defined
below (2.2), and the index m = 2 is one of the two indices that generate an eigenspace of
J− with eigenvalue (i.e., spin) zero. The insertion of an F1 ending on a Euclidean D2-brane
thus preserves two out of the eight supercharges QAm of the 5d SCFT that describes the
low-energy of the D4-brane in the background of the D8/O8 system.
We will be interested in extending the superconformal index (2.4) to ray operators
of the form (3.3), and the operators that will contribute to our index need to preserve
only one supercharge (Q12). Such operators can appear on the F1 ∩ D4 intersection by
coupling to operators on the two dimensional D2 ∩ (D8/O8) intersection. More precisely,
the low-energy action of the brane configuration includes factors schematically of the form
S(F1−D2−D4− (D8/O8)) ∼
S9d(D8/O8) + S5d(D4) + S3d(D2) + S2d(F1)
+S2d(D2 ∩ (D8/O8)) + S1d(F1 ∩D2) + S1d(F1 ∩D4) + S0d(D2 ∩D4 ∩ (D8/O8)) .
The 2d intersection D2 ∩ (D8/O8) supports an En chiral current algebra at level k = 1
[denoted (Ên)1], and the exponent of the terms −S1d(F1∩D4) and −S0d is expected to be a
sum of products of a ray operator of the En SCFT and a local operator of the F1∩(D8/O8)
theory, of the form
∑
αRαVα(0), where Vα is some local operator in a representation of
(Ên)1. This suggests a connection between the multiplicities of ray operators and repre-
sentations of (Ên)1, which we will explore elsewhere [31].
3.1 The states corresponding to a ray operator
The state-operator correspondence of 5d SCFTs assigns to a local operator a gauge invari-
ant state in the Hilbert space of the theory on S4 via a conformal transformation that acts
on the radial coordinate as r → τ = log r. This state-operator correspondence converts
the ray operator to a state in the Hilbert space of the theory on S4 with an impurity at
one point of S4, which we shall refer to as the South Pole (SP). After flowing to the Sp(1)
gauge theory, the impurity is replaced with an external quark at SP in the fundamental
representation of Sp(1). Let G be the (infinite dimensional) group of Sp(1) gauge trans-
formations on S4, and let G˜ ⊂ G be the group of gauge transformations that are trivial
at SP. Then G/G˜ ∼= Sp(1) and the states that correspond to ray operators are those that
are invariant under G˜ but are doublets of G/G˜. We will “count” them, or rather calculate
their supersymmetric index, by inserting a Wilson loop at SP into the partition function
of the Sp(1) gauge theory on S4×S1, as will be explained in detail in §4.
As we argued above, the “impurity” at SP preserves the SUSY generators with param-
eters restricted by (3.5). In the notation of §2.1, these are the generators QAm with A = 1
and m = 1, 2 (and the generators with m = 3, 4 or A = 2 are generally not preserved). The
impurity preserves the inversion τ → −τ ; hence, also preserves the superconformal genera-
tors SmA with A = 1 and m = 1, 2. The bosonic subalgebra that preserves a ray is generated
by the dilatation operator D, the generators M1
1 = −M22, M12, M21, M33 = −M44, M34,
M4
3 of the rotation subgroup SU(2)+×SU(2)− ∼= Spin(4) ⊂ Spin(5), and the R-symmetry
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generators R1
1. The above bosonic and fermionic generators form a closed subalgebra of
F (4). (See [32] for a discussion of the subalgebra preserved by a ray in 4d superconformal
theories.)
In order to extend the discussion of §2.1 to states on S4 with impurity at SP, we
need to establish first which subalgebra of the superconformal algebra F (4) acts on the
Hilbert space. Such subalgebra properly contains the subalgebra preserved by a ray.8 It
also contains the translation operator P0 and conformal generator K0. Note that neither
of these preserve the ray — P0 does not preserve the origin, while K0 does not preserve
the endpoint at infinity. Nevertheless, if we define the Hilbert space at, say, r = 1, both
generators preserve the location of the impurity on S4. We can now obtain the full set
of QAm and S
m
A with m = 1, 2 and A = 1, 2 by starting with Q = Q
1
2 and its hermitian
conjugate S = S21 and successively calculating commutators with the bosonic generators
K0, P0, M1
2 and M2
1.
The BPS bound (2.3) is therefore valid for ray operators, too. Note, however, that QA3
and QA4 are not preserved by the line impurity at SP, and there is no way to get them from
commutators of Q with SU(2)+×SU(2)− generators. We therefore cannot assume (2.5).
Nevertheless, the parts of the discussion at the end of §2.1 that do not rely on (2.5) are still
valid. In particular, we can define an index similarly to (2.4), and it receives contributions
only from nontrivial elements of the Q-cohomology. Moreover, states that contribute to
the index have maximal J+ + JR in their SU(2)+×SU(2)R multiplet. It follows that no
state that contributes to the index can have J+ + JR = 0, because if it did it would be a
singlet of SU(2)+×SU(2)R and thus would be annihilated by R12 and M12, and therefore
also by the commutator [M1
2, [R1
2, Q2
1]] ∝ Q12. But {Q12, Q21} ∝ P0, which does not
preserve a ray operator. This observation will become relevant in §4.3 when we preserve
our result for the index of the E8 theory.
The calculation of the index of ray operators that will follow makes the SO(2n −
2)×U(1) ⊂ En global symmetry explicit, but in order to properly combine the SO(2n −
2)×U(1) characters into En characters it is important to first explain a shift in the U(1)
charge.
3.2 Shifted instanton number
Denote the U(1) charge by Q. On local operators that correspond to gauge invariant states
on S4, the U(1) charge is simply the integer instanton number
Q =
1
8pi2
∫
S4
tr(F ∧ F ) = k.
However, on states that correspond to a ray operator, the U(1) charge receives an anoma-
lous contribution and reads
Q = k +
2
Nf − 8 , (Nf = 2, . . . , 7). (3.6)
8This distinction also occurs in the case of local operators, where the origin is only preserved by dilata-
tions and by SO(5)×SU(2)R, but translations Pµ and conformal transformations Kµ are good operators on
the Hilbert space, defined as the space of states on S4.
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The correction 2/(Nf − 8), which is fractional for Nf < 6, will be borne out by the index
that we will present in §4. Below, we will review the physical origin of this shift. Our
discussion is similar to the arguments presented in [33, 34].
The shift (3.6) is easy to explain on the Coulomb branch of the En theory by us-
ing the D4-D8/O8 brane realization. The space x9 > 0 is described by massive type-IIA
supergravity at low-energy with mass parameter proportional to m
def
=8 − Nf [2]. In Ap-
pendix C, we review the D8-brane solution in the massive type-IIA supergravity, and the
D-branes worldvolume actions in that background. The Coulomb branch corresponds to
the D4-brane moving away from the D8/O8 plane in the positive x9 direction. The low-
energy description is a free U(1) vector multiplet. Denote the vector field by a, the field
strength by f = da, and scalar component by ϕ. The scalar component has a nonzero VEV
v = 〈ϕ〉 > 0 (proportional to the x9 coordinate of the D4-brane).
We can understand the shift (3.6) in the U(1) charge after reviewing the peculiar
interaction terms that are part of the low-energy description of a D-brane in massive type-
IIA supergravity [35]. As we review in Appendix C, the super Yang-Mills effective action
on a Dp-brane includes an additional Chern-Simons term proportional to ma∧ fp/2 [36]. It
implies a few modifications to the conservation of string number. For p = 0, we find that
a net number of m fundamental strings must emanate from any D0-brane. As usual, a
D0-brane can be absorbed by a D4-brane and convert into one unit of instanton charge. In
that case, the m strings that are attached to the D0-brane can convert to m units of electric
flux. Indeed, the low-energy description of the D4-brane, which is the low-energy effective
action of the 5d En theory on the Coulomb branch [4], contains an effective Chern-Simons
interaction term proportional to ma ∧ f ∧ f , and can be written as
ICoulomb = −
∫ [ 1
8pi2
mvf ∧ ?f + 1
24pi2
ma ∧ f ∧ f − a ∧ ?j
]
, (3.7)
where j is the contribution of the hypermultiplet to the U(1) current. The a0 equation of
motion can be written as
1
4pi2
mvd(?f) =
1
8pi2
mf ∧ f − ?j , (3.8)
Integrating (3.8) over 4d space shows that m/2 units of electric flux accompany one unit
of instanton charge.
It follows that we can measure the U(1) charge Q in two equivalent ways, by either
(i) integrating 1
4pi2
f ∧ f over all of space9, or (ii) measuring the electric flux mv
4pi2
∫
?f at
infinity and dividing by m/2. In a general situation, however, there could be a net number
n1 of open fundamental strings attached to the D4-brane and extending into the bulk x
9
direction. Their endpoints on the D4-brane behave as external charges, which contribute
n1δ
4(x) to ?j, and then methods (i) and (ii) above will give a different answer for Q. The
9In our convention, the SU(2) instanton number is related to the U(1) instanton number by
k =
1
8pi2
∫
S4
tr(F ∧ F ) = 1
4pi2
∫
S4
f ∧ f , (3.9)
where we have used F = fσ3.
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answers differ by 2n1/m. To determine which method is correct, we note that an instanton
can evaporate into the x9-bulk as a D0-brane, which would then carry with it m open
strings. Such a process reduces the instanton number k by 2 (the factor of 2 is the effect of
the orientifold), and at the same time reduces n1 by m. The possibility of such a process
demonstrates that instanton number alone is not conserved, and method (ii) is the correct
one. This is consistent with the shift of −2/m in (3.6).
3.3 The center of En
We will now discuss the action of the center Zn of the enhanced En flavor symmetry. For
n ≥ 3, we will use the convention that En is simply connected. For n = 3, . . . , 7, En then
has a nontrivial center given by Zn ∼= Z9−n = Z8−Nf . For n = 2 we have E2 = SU(2)×U(1)
which has Z2 ∼= Z2×U(1) as center. So far, when discussing the “SO(2Nf )×U(1) subgroup”
of En, we have not been precise about the global structure, which we will now rectify.
Local operators of the En SCFT are neutral under Z9−n. Indeed, the only En repre-
sentations of local operators found in [17] have weights belonging to the root lattice. In
contrast, ray operators are charged under Z9−n. Let Q
(n)
rt be the root lattice of En, and let
Q
(n)
wt be the weight lattice. We will find in §4.3 representations whose weights project to a
nontrivial element of Q
(n)
wt /Q
(n)
rt
∼= Z9−n. For 3 ≤ n ≤ 7, this Z9−n can be identified with
the Pontryagin dual of the center Zn. In other words, ray operators carry nontrivial Z9−n
charge.
Consider Nf = 6, for example. E7 has a subgroup [Spin(12)×SU(2)]/Z2, where the
Z2 identification means the following. Denote by 32 one of the two chiral spinor represen-
tations of Spin(12), and by 32′ the other one. Spin(12) has a center Z′2 × Z′′2, where the
generator of Z′2 is defined to be (−1) in 12 and 32′, and the generator of Z′′2 is defined to
be (−1) in 12 and (−1) in 32; the Z′2 × Z′′2 charges in other representations of Spin(12)
are defined by requiring additivity mod 2 under tensor products. Then, when decompos-
ing representations of E7 into irreducible representations of Spin(12)×SU(2), half-integer
SU(2) spins will always be paired with representations of Spin(12) that are odd under Z′2,
while even SU(2) spin will be paired with zero Z′2 charge. So, for example, (12,2), (32′,2),
and (32,1) are allowed, but neither (12,1) nor (1,2) nor (32,2) can appear. Taking the
U(1) ⊂ SU(2) subgroup, we find the subgroup [Spin(12)×U(1)]/Z2 ⊂ E7 under which the
fundamental representation 56 and adjoint 133 decompose as
56 = 121 + 12−1 + 320, 133 = 12 + 10 + 660 + 1−2 + 32
′
1 + 32
′
−1.
In our conventions, one unit of instanton number (k = 1) corresponds to one unit of the
above U(1) charge. The generator of Z2 that appears in [Spin(12)× U(1)]/Z2 is therefore
identified with (−1)k times the generator of Z′2 ⊂ Z′2 × Z′′2 ⊂ Spin(12). The center of E7
is identified with the other factor, Z′′2 ⊂ Spin(12). We will see that ray operators are odd
under Z′′2.
For E6 (Nf = 5), the center is Z3. The representations of ray operators that we will
find are 27, 1728, etc., and the ray operator has one unit of Z3 charge. E6 has a subgroup
[Spin(10)×U(1)]/Z4 ⊂ E6. The Z4 identification means the following. The center of
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Spin(10) is Z4, and a representation of Spin(10) can be assigned a Z4 charge by the rules
that: (i) the Z4 charge is additive under tensor products; (ii) the left-chirality spinors 16
are assigned charge 1 mod 4. Thus the fundamental 10 is assigned 2 mod 4, the adjoint is
assigned 0, and the right-chirality 16 is assigned charge 3 mod 4. Then, when decomposing
any representation of E6 under Spin(10)×U(1), a Spin(10) representation with Z4 charge
γ will always carry U(1) charge that is γ mod 4. For example, 27 of E6 decomposes under
SO(10)×U(1) as
27→ 10−2 + 161 + 14.
In our conventions, one unit of instanton number (k = 1) corresponds to 3 units of U(1)
charge. Thus, any of the states of 10 carry −2/3 instanton number, the states of 16 carry
1/3 instanton number and 1 carries 4/3. The center Z3 is generated by the projection to
[Spin(10)×U(1)]/Z4 of the element (1, e2pii/3) ∈ Spin(10)×U(1). Thus, for the case Nf = 5
we see that ray operators carry instanton charge in 13 + Z and are charged one unit under
Z3.
For Nf = 4, we have E5 = Spin(10) and the center of Spin(2Nf ) = Spin(8) is Z′2 × Z′′2
with Z′2 nontrivial in the vector representation 8v and the spinor representation 8s, and
trivial in the spinor representation 8c of opposite chirality, while Z′′2 is trivial in 8v and
nontrivial in both spinor representations. Then E5 = Spin(10) = [Spin(8)×U(1)]/Z2,
where one unit of U(1) charge is identified with instanton number k and the generator
of the last Z2 is identified with (−1)k times the generator of Z′2. Thus, in decomposing a
representation of Spin(10) into representations of Spin(8)×U(1), even U(1) charge is paired
with representations of Spin(8) that appear in tensor products of 8c, while odd U(1) charge
is paired with 8v or representations that appear in tensor products of one factor of 8v and
an arbitrary number of 8c. The center Z4 ⊂ Spin(10) is generated by k (mod 4) plus twice
the Z′′2 charge. So, for example, the fundamental representation 10 of Spin(10) decomposes
under Spin(8)×U(1) as10
10 = (8c)0 + 12 + 1−2 .
The states of 10 have Z4 charge 2 (mod 4), while
16 = (8v)1 + (8s)−1
has charge 1 (mod 4), and
16 = (8v)−1 + (8s)1
has charge 3 (mod 4). The trivial representation 1 and the adjoint 45 of Spin(10) have Z4
charge 0 (mod 4). We will find that ray operators have Z4 charge 1 (mod 4). (Whether it
is 1 or −1 is a matter of convention.)
For Nf = 3, we have E4 = SU(5) with center Z5 and subgroup [Spin(6)×U(1)]/Z4 ⊂
SU(5). Here a generator of Z4 can be taken as a generator of the center Z4 ⊂ Spin(6) =
SU(4) times i ∈ U(1). A generator of the center of SU(5) can be taken as e2pii/5 ∈ U(1)
[times the identity in Spin(6)]. We will find that ray operators have one unit of charge
10Note that 8c and not 8v appears in the decomposition above, and the embedding of Spin(8)×U(1) is
not the standard one, but related to it by triality.
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under Z5, meaning that only representations that have Young diagrams with number of
boxes equal to 3 (mod 5) can appear.
ForNf = 2, we have E3 = SU(3)×SU(2), and Spin(2Nf )×U(1) = SU(2)′×SU(2)′′×U(1)
is related to E3 = SU(3)×SU(2) by identifying the SU(2) factor with SU(2)′, and noting the
subgroup [SU(2)′′× U(1)]/Z2 ⊂ SU(3). Again, the Z2 identification means that in decom-
posing representations of SU(3) under SU(2)′′×U(1), odd SU(2)′′ spin is paired with odd
U(1) charge, and vice versa. The center of E3 is Z3×Z′2. Referring to SU(2)′×[SU(2)′′×U(1)]/Z2
⊂ E3, the generator of Z3 ⊂ E3 can be identified with e2pii/3 ∈ U(1), and Z′2 ⊂ E3 is identi-
fied with the center of SU(2)′. We will see that ray operators have charge 2 (mod 3) under
Z3, and they are odd under Z′2.
For Nf = 1, we have E2 = SU(2)×U(1), and the center is Z2×U(1). We will find that
ray operators carry fractional U(1) charge in 47 + Z and their Z2 charge is correlated with
their U(1) charge. More details on the definition of E2 and the embedding of SO(2Nf ) =
SO(2) in it are reviewed in Appendix D.
4 The index of line and ray operators
4.1 Wilson ray indices
The spectrum of line or ray operators can be studied by computing the line/ray operator
indices analogous to the superconformal indices. Let us first discuss Wilson line operators.
Consider a line operator supported on a line R1 ⊂ R5, which without loss of generality
we can choose to pass through the origin of R5. By a conformal map to S4 × R1, the line
R1 ⊂ R5 is mapped to two lines at antipodal points p,q ∈S4 and along the R1 factor of
S4×R1, with opposite orientations for the two lines {p}×R1 and {q}×R1. Similarly to the
superconformal index, the Wilson line index can be computed by a path integral on S4×S1.
Since the path integral localizes on solutions of constant holonomy U = ei
∫
S1 Aµdx
µ
along
the “thermal” circle S1, the Wilson line operators simply reduce to the Sp(1) characters
χR(w) = trR U. (4.1)
Since the Wilson lines at the antipodal points have opposite orientations, they correspond
to characters of conjugate representations. For Sp(1), conjugate representations are equiv-
alent, but since the construction generalizes to Sp(N) with any N , we will retain the
distinction between a representation R and its conjugate R¯. This discussion suggests
that the Wilson line index can be calculated by inserting a pair of characters of opposite
representations into the integral formula (2.13) of the superconformal index [37],
IWilson lineR (t, u,mi, q) ?=
∫
Sp(1)
χR(w)χR¯(w)Z1-loop(t, u, w,mi)|Zinst(t, u, w,mi, q)|2dU. (4.2)
The question mark over the equality sign indicates that (4.2) is not the complete answer,
as we will discuss below, in the context of ray operators.
The ray operator indices can be studied in a similar way. Consider a ray operator
located on a half line R+, whose end point is chosen to be the origin of the R5 spacetime.
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Under the conformal map, the ray operator is mapped to a line operator along the R1
factor of S4 × R1 and located at a point on S4. The Wilson ray operator index therefore
appears to be given by the formula
IWilson rayR (t, u,mi, q)
?
=
∫
Sp(1)
χR(w)Z1-loop(t, u, w,mi)|Zinst(t, u, w,mi, q)|2dU. (4.3)
For example, let us consider the indices of Wilson rays in the fundamental representation.
For 0 ≤ Nf ≤ 7, the indices in the t-expansion are given by
Nf = 0 : IWilson ray2 ?= 0,
Nf = 1 : IWilson ray2 ?= 2t+
(
1
q
+ q
)
t3 +O(t4),
Nf = 2 : IWilson ray2 ?= 4t+
(
6
q
+ 16 + 6q
)
t3 +O(t4),
Nf = 3 : IWilson ray2 ?= 6t+
(
20
q
+ 64 + 20q
)
t3 +O(t4),
Nf = 4 : IWilson ray2 ?= 8t+
(
56
q
+ 160 + 56q
)
t3 +O(t4),
Nf = 5 : IWilson ray2 ?= 10t+
(
144
q
+ 320 + 144q
)
t3 +O(t4),
Nf = 6 : IWilson ray2 ?= 12t+
(
12
q2
+
352
q
+ 560 + 352q + 12q2
)
t3 +O(t4),
Nf = 7 : IWilson ray2 ?= 14t+
(
195
q2
+
832
q
+ 896 + 832q + 195q2
)
t3 +O(t4),
(4.4)
where we have turned off the fugacities associated to the flavor SO(2Nf ) group. A few
comments on the above formulas are in order. The leading terms of the t-expansions in
(4.4) correspond to the Wilson rays contracted with the scalar q1 of the hypermultiplet
[see (3.2)]. As we discussed in §2.2, the operator q1 represents a nontrivial class of the Q-
cohomology, has JR charge 1/2, and transforms in the (2,2Nf ) of Sp(1)×SO(2Nf ). Hence,
it contributes a term 2Nf t to the Wilson ray index. The flavor symmetry of the IR Sp(1)
SYM combines with the instanton number symmetry U(1) and is enhanced to form the En
global symmetry of the UV CFT. Under the broken generators of En → SO(2Nf )×U(1), the
Wilson ray operators are transformed to ray operators of nonzero instanton U(1) charge.
However, our Wilson ray indices (4.4) did not capture those contributions. One would
expect the full ray operator indices to exhibit the structure of the En symmetry; more
precisely, the coefficients of the t-expansion must be characters of En, but this is not the
case in (4.4). For example, for Nf = 6, the representation 12 that appears in the leading
t-expansion of the Wilson ray index should be completed to the representation 56 of E7.
This instructs us to look for additional contributions to the Nekrasov instanton partition
function Zinst.
The problem with the naive prescription (4.3) is that it relies on the evaluation of
the Wilson loop (4.1) at a point (the south pole) where the gauge field configuration is
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singular (a zero size instanton). To resolve the singularity, we have to invoke a string theory
construction similar to Table 2. We then see that in the presence of zero-size instantons
(interpreted as D0-branes) the fundamental string (F1) can end on either the D4-brane
directly or on a D0-brane. If the F1 ends on the D4 it induces the Wilson loop term (4.1)
in the action, but if F1 ends on a D0-brane, with k D0-branes present, it will manifest itself
as an O(k) Wilson loop. The Hilbert space of the F1-D4-D8/O8 system thus has several
sectors.
Instead of analyzing each string sector separately and adding up the contributions, it is
much more convenient to compute a generating function for the partition function with an
arbitrary number l of F1 strings. We therefore introduce a new variable x, which will play
the role of fugacity for the string number, so that the terms of order xl−1 in the generating
function will capture the partition function with l strings present. (The shift by −1 will
be explained shortly below.) So, we propose a formula for the generating function of the
ray operator indices,
Iall(t, u, x,mi, q)
=
∫
Sp(1)
Z1-loop(t, u, w,mi)Zinst+line(t, u, w, x,mi, q)Zinst(t, u, w−1,−mi, q−1)dU,
(4.5)
where Zinst+line is the instanton partition function on the background of a a line operator
on R1 ⊂ R5 with the Omega background turned on (on the space R4 transverse to the line
operator).
To compute Zinst+line we follow a technique developed in [38–40] and introduce a D4′-
brane on which F1 can end (as in Table 2). The D0-D4-D4′-D8/O8 system then automati-
cally allows for a dynamical generation of finite-mass F1-strings. The D4′ brane supports a
U(1) gauge field, and x is more precisely identified as the fugacity for this U(1) charge. The
presence of the D4-brane generates nontrivial RR four-form flux that induces a background
of (−1) units of U(1)-charge11, and so the sector with l F1-strings has U(1) charge (l− 1).
Similarly to Nekrasov’s instanton partition function Zinst, the modified partition func-
tion Zinst+line can be computed as a ratio of Witten indices of D0-brane quantum mechanics
systems,
Zinst+line(t, u, w, x,mi, q) = ZD0-D4-D4
′-D8/O8(t, u, v, w, x,mi, q)
ZD0-D4′-D8/O8(t, u, v, x,mi, q) . (4.6)
The D0-D4-D4′-D8/O8 and D0-D4′-D8/O8 quantum mechanics systems will be discussed
in detail in the next section. The partition function Zinst+line is expected to be independent
of the fugacity v associated with the Cartan subgroup of the SU(2)R− ⊂ Spin(4)5678 rotation
group, since none of the gauge theory degrees of freedom are charged under it. For Nf < 7,
we checked up to O(t5) order that the v-dependences of the numerator and denominator on
the right hand side of (4.6) cancel each other. For Nf = 7, however, the right hand side of
(4.6) does depend on the fugacity v. Thus, in this special case we see that ZD0-D4-D4′-D8/O8
does not factorize into a decoupled E8 SCFT contribution and ZD0-D4′-D8/O8. We will return
to this problem in §4.3.
11The D4-D4′ system is T-dual to a D0-D8 system, and the effect is similar to the induced charge of m
units discussed in §3.3.
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strings N = 4 multiplets fields SU(2)−×SU(2)+×SU(2)R−×SU(2)R+
D0-D4′ strings
twisted hyper
scalar (1,1,1,2)
fermions (1,2,1,1)
Fermi fermions (2,1,1,1)
D4-D4′ strings Fermi fermions (1,1,1,1)
Table 3. The quantum mechanics fields from the D0-D4′ strings and D4-D4′ strings.
Setting aside the problem of Nf = 7, for now, the ray operator indices are then
extracted from the generating function Iall by expanding in x,
Iall(t, u, w, x,mi, q) = 1
x
ISCI(t, u, w,mi, q)− Iray(t, u, w,mi, q) +O(x). (4.7)
The first term of the expansion is the superconformal index ISCI, and the second term Iray
is the ray operator index. The minus sign in front of Iray is because the single D4−D4′
string is fermionic.
4.2 The D0-D4-D4′-D8/O8 system
In [38], the interaction of instantons and Wilson line operators was studied by introducing
an extra D4-brane (referred to as a D4′-brane) to the D0-D4 quantum mechanics. The D4′-
brane has no spatial direction in common with the D4-branes in the D0-D4 system. The
directions of the D4- and D4′-branes are listed in Table 2. As we take the distance between
the D4- and D4′-branes (along direction 9) to be large, the fundamental strings suspended
between D4 and D4′ become non-dynamical. The boundaries of the fundamental strings
on the D4-branes realize the line operators in the 5d gauge theory, whose positions are
fixed by the D4′-brane. The Witten indices of the D0-D4-D4′ quantum mechanics were
studied in [40]. The D4′-brane introduces additional degrees of freedom coming from the
D0-D4′ strings and D4-D4′ strings, which are listed in Table 3. The D0-D4′ and D4-D4′
strings are charged under the U(1) symmetry associated with the D4′-brane. We denote
the fugacity of the U(1) by x = e−M . Up to normalization, the distance between the D4-
and D4′-branes is identified with log |x|. It was shown in [40] that the Witten indices admit
a finite series expansion in the fugacity x, and the k-th order term in the expansion receives
contributions from Wilson line in the k-th anti-symmetric representation of SU(N).
Following [38, 40], we consider the D0-D4-D4′-D8/O8 quantum mechanics.12 The
Witten index of this quantum mechanics can be computed by a contour integral similarly
to the way the index of the D0-D4-D8/O8 was calculated, as reviewed in §2.3. The only
modification required is to include the contributions from the D0-D4′ strings and D4-D4′
strings to the integrand of the φ-contour integral (2.15). It is easy to obtain the one-loop
determinant of the D0-D4′ strings without any additional calculations. If we exchange the
four-planes R1234 and R5678, the orientations of the D4- and D4′-branes are interchanged
12The D2−brane that we used in the construction of the ray operators in Table 2 doesn’t exist anymore
when we radially quantize the theory on S4 and focus on one of the two poles of S4, to which the ray
operator is mapped. Hence, we do not include D2 brane in the index calculation on the South Pole.
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while the orientations of the D0-branes and D8/O8 singularity remain the same. One
can also see from Table 1 and Table 3 that when exchanging the SU(2)−×SU(2)+ rotation
symmetry of R1234 with the SU(2)R−×SU(2)R+ rotation symmetry of R5678, the D0-D4 strings
switch roles with the D0-D4′ strings while the other types of strings listed in the tables
remain unchanged. To proceed, we reparametrize the chemical potentials associated to the
spacetime rotations and introduce new chemical potentials 1, . . . , 4 by setting
+ =
1 + 2
2
, − =
1 − 2
2
, m =
3 − 4
2
, (4.8)
with the condition 1 + 2 + 3 + 4 = 0. The 1, 2, 3, 4 are the chemical potentials
associated to the rotations of the two-planes R12, R34, R56, R78. The exchange 1 ↔ 3
combined with 2 ↔ 4 corresponds to the exchange + ↔ −+ combined with − ↔ m.
The one-loop determinant of the D0-D4′ strings is therefore obtained from the one-loop
determinant of the D0-D4 strings (A.4), by performing this simple substitution. The result
is
Z+, k=2n+χ
D0-D4′ =
(
2 sinh ±M−−2
2 sinh ±M−+2
)χ n∏
I=1
2 sinh ±φI±M−−2
2 sinh ±φI±M−+2
,
Z−, k=2n+1
D0-D4′ =
2 cosh ±M−−2
2 cosh ±M−+2
n∏
I=1
2 sinh ±φI±M−−2
2 sinh ±φI±M−+2
,
Z−, k=2n
D0-D4′ =
2 sinh(±M − −)
2 sinh(±M − +)
n−1∏
I=1
2 sinh ±φI±M−−2
2 sinh ±φI±M−+2
,
(4.9)
where we have also replaced the chemical potential α associated to the Sp(1) symmetry
on the D4-brane with the chemical potential M associated to the Sp(1) symmetry on the
D4′-brane, and we used the shorthand notation of [17], where sinh(±A±B · · · ) represents
the product of sinh’s of arguments with all possible sign combinations. (See Appendix A
for more details.)
The D4-D4′ string is a single fermion in the bifundamental representation of the
Sp(1)×Sp(1) symmetry, or equivalently in the vector representation of Spin(4)∼= Sp(1)×Sp(1).
The zero modes of the four components of the fermionic field in the vector representation
form a 4d Clifford algebra, and the ground states form a spinor representation of the
Clifford algebra. One then easily reads off the one-loop determinant of the D4-D4′ string,
ZD4-D4′ = 2 coshM − 2 coshα = 2 sinh ±α−M2 , (4.10)
where the shorthand notation of [17], reviewed in Appendix A, was used again.
The integrands ZD0-D4′ and ZD4-D4′ have the x-expansions
ZD0-D4′ = 1 +O(x), ZD4-D4′ = 1
x
− χ2(w) + x. (4.11)
Plugging this into the φ-contour integral and the integration formula (4.5), one can see
that the leading O( 1x) order term in the expansion of the generating function Iall gives
the superconformal index ISCI and the “naive” expression (4.3) for the Wilson ray index
IWilson ray2 contributes to Iray in the O(1) order term of the expansion, as shown in (4.7).
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However, one should be cautious, because the x-expansion in general does not commute
with the φ-contour integral, and the above discussion should be just taken as heuristics.
In the next section, we present the results for the ray operator indices obtained by eval-
uating the integrals (2.15) and (4.5) and expanding the generating function Iall. We will
demonstrate that the ray operator indices contain the “naive” Wilson ray operator indices
and exhibit the En symmetry.
4.3 Ray operator indices
We computed the ray operator indices up to O(t5) order in the t-expansion, which receives
contributions from up to instanton number five. For simplicity, except for the case Nf = 1,
we turn off all the SO(2Nf ) fugacities, and leave only the fugacity q associated to the U(1)
instanton number symmetry. We list our results for each value of Nf below, including the
correction q−2/(8−Nf ) discussed in §3.3. Note that for 1 ≤ Nf ≤ 6 (i.e., E2, . . . , E7) the
leading order term in the index is O(t), which corresponds to a doublet of the diagonal
subgroup of SU(2)+×SU(2)R, according to the discussion in §3.1. Furthermore, for 2 ≤
Nf ≤ 6 the coefficient of theO(t) term is a character of a minuscule representation of ENf+1
(i.e., a representation whose weights form a single orbit of the Weyl group). Thus, these
terms appear to capture the operators that generalize (3.2), with a minuscule representation
of ENf+1 playing the role of the fundamental representation of the flavor symmetry in an
ordinary gauge theory coupled to quarks. For convenience, we recall that
t ≡ e−+ , u ≡ e−− ,
are the fugacities that couple to J+ + JR and J−, respectively.
Ray operator index in E2 =SU(2)×U(1) theory
q−
2
7Iray(t, u,m`, q) =
[
z
4
7 + z−
3
7χ2(y)
]
t+ z−
3
7χ4(y)t
3
+ χ2(u)
[
z−
3
7 (χ4(y) + 2χ2(y)) + z
4
7 (χ3(y) + 1)
]
t4
+
[
−z− 107 χ3(y) + z− 37 [χ3(u)(χ4(y) + 3χ2(y)) + χ6(y) + χ2(y)]
+ z
4
7 [χ3(u)(χ3(y) + 2) + 1]− z 117 χ2(y)
]
t5 +O(t6)
(4.12)
Here we defined the fugacities y and z, which correspond to the SU(2) and U(1) factors of
E2 respectively. They are related to the fugacities q and y1 [where y1 is associated with
the flavor SO(2) symmetry of the Nf = 1 5d SYM] by [12],
y2 = qy1, z
2 =
y71
q
. (4.13)
(See Appendix D for more details.) Note that the prefactor q
2
7 is q2/(8−Nf ), in accordance
with the shift in (3.6). The U(1) charge Q of all the ray operators (as captured by z) is
in 47 +Z, and the SU(2) spin j [encoded in the character χ2j+1(y)] is integer (half-integer)
when Q− 47 is even (odd).
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Ray operator index in E3 = SU(3)×SU(2) theory
q−
1
3Iray(t, u,m`, q) = χE3[1,0,1]t+
[
χE3[2,1,1] + χ
E3
[1,0,3]
]
t3 + χ2(u)
[
χE3[1,0,3] + χ
E3
[2,1,1] + χ
E3
[0,2,1]
]
t4
+
[
χ3(u)
(
χE3[1,0,1] + χ
E3
[1,0,3] + χ
E3
[2,1,1] + χ
E3
[0,2,1]
)
+ χE3[3,2,1] + χ
E3
[1,0,7]
]
t5 +O(t6)
(4.14)
The relevant E3 characters are as follows:
χE3[1,0,1] =
4
q1/3
+ 2q2/3,
χE3[1,0,3] =
8
q1/3
+ 4q2/3,
χE3[1,0,7] =
16
q1/3
+ 8q2/3,
χE3[2,1,1] =
6
q4/3
+
12
q1/3
+ 8q2/3 + 4q5/3,
χE3[0,2,1] =
2
q4/3
+
4
q1/3
+ 6q2/3,
χE3[3,2,1] =
8
q7/3
+
16
q4/3
+
24
q1/3
+ 18q2/3 + 12q5/3 + 6q8/3.
(4.15)
Our notation for E3 characters χ
E3
[a,b,c] is equivalent to the product χ
SU(3)
[a,b] χ
SU(2)
c+1 , where
j = c/2 is the spin of the SU(2) representation, and [a, b] denotes an SU(3) representation
with Young diagram
q q qq q q q q q
a
a+ b
Note that the spin j = c/2 is always half integral, and the number of boxes in the
Young diagram is always 2 (mod 3). This corresponds to charge 5 (mod 6) under the
Z6 ∼= Z3 × Z2 center of E3. Note also that the coefficient of the O(t) term is the character
of the minuscule representation (3,2) of E3 ∼= SU(3)×SU(2).
Ray operator index in E4 = SU(5) theory
q−
2
5Iray(t, u,m`, q) = χE4[0,1,0,0]t+ χE4[1,1,0,1]t3
+ χ2(u)
[
χE4[1,1,0,1] + χ
E4
[2,0,0,0] + χ
E4
[0,0,1,1] + χ
E4
[0,1,0,0]
]
t4
+
[
χ3(u)
(
χE4[1,1,0,1] + χ
E4
[2,0,0,0] + χ
E4
[0,0,1,1] + 2χ
E4
[0,1,0,0]
)
+χE4[2,1,0,2] + χ
E4
[1,1,0,1] + χ
E4
[2,0,0,0] + χ
E4
[0,0,1,1] + 3χ
E4
[0,1,0,0]
]
t5 +O(t6)
(4.16)
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The relevant E4 characters are as follows:
χE4[0,1,0,0] =
6
q2/5
+ 4q3/5,
χE4[0,0,1,1] =
4
q7/5
+
16
q2/5
+ 20q3/5,
χE4[1,1,0,1] =
20
q7/5
+
80
q2/5
+ 60q3/5 + 15q8/5,
χE4[2,0,0,0] =
10
q2/5
+ 4q3/5 + q8/5,
χE4[2,1,0,2] =
45
q12/5
+
180
q7/5
+
450
q2/5
+ 360q3/5 + 144q8/5 + 36q13/5.
(4.17)
The representation [a, b, c, d] corresponds to a Young diagram with rows of lengths a+ b+
c + d, a + b + c, a + b, a. Note that the representations have Young diagrams with total
number of boxes 4a + 3b + 2c + d = 3, 8, 13, . . .. Thus, under the Z5 center they charge 3
(mod 5), as promised in §3.3. Note also that the coefficient of the O(t) term is the character
of the minuscule representation 10 of E4 ∼= SU(5).
Ray operator index in E5 = SO(10) theory
q−
1
2Iray(t, u,m`, q) = χE5[0,0,0,0,1]t+ χE5[0,1,0,0,1]t3 + χ2(u)
[
χE5[1,0,0,1,0] + χ
E5
[0,1,0,0,1] + χ
E5
[0,0,0,0,1]
]
t4
+
[
χ3(u)
(
χE5[1,0,0,1,0] + χ
E5
[0,1,0,0,1] + 2χ
E5
[0,0,0,0,1]
)
+ χE5[0,2,0,1,0] + χ
E5
[0,0,0,0,1]
]
t5 +O(t6)
(4.18)
The relevant E5 characters are as follows:
χE5[0,0,0,0,1] =
8
q1/2
+ 8q1/2,
χE5[0,1,0,0,1] =
56
q3/2
+
224
q1/2
+ 224q1/2 + 56q3/2,
χE5[1,0,0,1,0] =
8
q3/2
+
64
q1/2
+ 64q1/2 + 8q3/2,
χE5[0,2,0,1,0] =
224
q5/2
+
1120
q3/2
+
2688
q1/2
+ 2688q1/2 + 1120q3/2 + 224q5/2.
(4.19)
Recall that the root lattice is a sublattice of index 4 in the weight lattice of E5. The
quotient of the weight lattice by root lattice can be identified with the Pontryagin dual
of the Z4 ⊂ E5 center, and all the weights appearing in the characters above project to
the same generator of Z4. In other words, there is a natural assignment of an additive Z4
charge to every weight, with roots having charge 0, and it is not hard to check that all
the weights appearing above have the same nonzero Z4 charge, which is ±1 (depending on
convention). As discussed in §3.3, referring to the “SO(8)×U(1)” subgroup, the value of
the Z4 charge when taken mod 2 corresponds to the U(1) charge mod 2. The fact that all
q powers in the ray operator index are half integers means that the U(1) charge is odd,
and this confirms that the Z4 charge is ±1 (mod 4). Note also that the coefficient of the
O(t) term is the character of the minuscule representation 16 of E5 ∼= SO(10).
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Ray operator index in E6 theory
q−
2
3Iray(t, u,m`, q) = χE6[0,0,0,0,0,1]t+ χE6[0,1,0,0,0,1]t3 + χ2(u)
[
χE6[0,0,0,0,0,1] + χ
E6
[0,1,0,0,0,1] + χ
E6
[0,0,1,0,0,0]
]
t4
+
[
χ3(u)
(
2χE6[0,0,0,0,0,1] + χ
E6
[0,1,0,0,0,1] + χ
E6
[0,0,1,0,0,0]
)
+ χE6[0,2,0,0,0,1] + χ
E6
[0,0,0,0,0,1]
]
t5 +O(t6)
(4.20)
The relevant E6 characters are as follows:
χE6[0,0,0,0,0,1] =
10
q2/3
+ 16q1/3 + q4/3,
χE6[0,0,1,0,0,0] =
16
q5/3
+
130
q2/3
+ 160q1/3 + 45q4/3,
χE6[0,1,0,0,0,1] =
144
q5/3
+
576
q2/3
+ 736q1/3 + 256q4/3 + 16q7/3,
χE6[0,2,0,0,0,1] =
1050
q8/3
+
5712
q5/3
+
13506
q2/3
+ 15696q1/3 + 8226q4/3 + 2016q7/3 + 126q10/3.
(4.21)
The root lattice of E6 is a sublattice of index 3 in the weight lattice. The quotient of the
weight lattice by root lattice can be identified with the Pontryagin dual of the Z3 ⊂ E6
center, and again all the weights appearing in the characters above project to the same
generator of Z3. This is consistent with the discussion in §3.3, and indeed, as promised
there, all the E6 characters that appear in the index of ray operators decompose under
SO(10)×U(1) in such a way that the powers of q (which are proportional to the U(1)
charge) take values in 13 +Z. Note also that the coefficient of the O(t) term is the character
of the minuscule representation 27 of E6.
Ray operator index in E7 theory
q−1Iray(t, u,m`, q) = χE7[0,0,0,0,0,0,1]t+ χE7[1,0,0,0,0,0,1]t3
+ χ2(u)
[
χE7[0,0,0,0,0,0,1] + χ
E7
[0,1,0,0,0,0,0] + χ
E7
[1,0,0,0,0,0,1]
]
t4
+
[
χ3(u)
(
2χE7[0,0,0,0,0,0,1] + χ
E7
[0,1,0,0,0,0,0] + χ
E7
[1,0,0,0,0,0,1]
)
+χE7[2,0,0,0,0,0,1] + χ
E7
[0,0,0,0,0,0,1]
]
t5 +O(t6)
(4.22)
The relevant E7 characters are listed as follows
χE7[0,0,0,0,0,0,1] =
12
q
+ 32 + 12q,
χE7[0,1,0,0,0,0,0] =
32
q2
+
232
q
+ 384 + 232q + 32q2,
χE7[1,0,0,0,0,0,1] =
12
q3
+
384
q2
+
1596
q
+ 2496 + 1596q + 384q2 + 12q3,
χE7[2,0,0,0,0,0,1] =
12
q5
+
384
q4
+
6348
q3
+
31008
q2
+
73536
q
+ 97536
+ 73536q + 31008q2 + 6348q3 + 384q4 + 12q5.
(4.23)
It is not hard to check that all the weights that appear in the characters above do not
belong to the root lattice (i.e., they are not representations of the adjoint form of E7).
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Since the root lattice is a sublattice of index 2 in the weight lattice of E7, we see that all
the E7 representations of ray operators are odd under the Z2 center. Note also that the
coefficient of the O(t) term is the character of the minuscule representation 56 of E7.
Ray operator index in E8 theory
The case Nf = 7 poses a special challenge, because we do not have a consistent result for
the South Pole contribution Zinst+line to the partition function (4.5). The problem, as we
discussed below equation (4.6), is that a direct computation of Zinst+line, following the ideas
developed in [17], yields a result that depends on the SU(2)R− fugacity v. Nevertheless, it is
instructive to look at the result of the integral formula (4.5), after substituting for Zinst+line
the problematic formula (4.6). With χ2(v) ≡ v + 1v , and Zinst denoting the instanton
partition function (2.17) without the line, we find
q−2I(calculated)ray (t, u, v,m`, q) = χ2(v)ISCI(t, u,m`, q) + Iv-independent(t, u,m`, q), (4.24)
where ISCI is the index of local operators given in (2.13), and
Iv-independent =
(
1 + χE8[0,0,0,0,0,0,0,1]
)
t+ χ2(u)t
2 +
(
χE8[0,0,0,0,0,0,0,1] + χ
E8
[0,0,0,0,0,0,1,0] + χ
E8
[0,0,0,0,0,0,0,2]
)
t3
+
{
χ2(u) + χ2(u)
(
3χE8[0,0,0,0,0,0,0,1] + χ
E8
[1,0,0,0,0,0,0,0] + χ
E8
[0,0,0,0,0,0,0,2] + χ
E8
[0,0,0,0,0,0,1,0]
)}
t4
+
{
2 + 2χE8[0,0,0,0,0,0,0,1] + χ
E8
[0,0,0,0,0,0,1,1] + χ
E8
[0,0,0,0,0,0,0,2] + χ
E8
[0,0,0,0,0,0,0,3]
+χ3(u)
(
2 + 4χE8[0,0,0,0,0,0,0,1] + χ
E8
[1,0,0,0,0,0,0,0] + χ
E8
[0,0,0,0,0,0,0,2] + χ
E8
[0,0,0,0,0,0,1,0]
)}
t5 +O(t6).
(4.25)
The relevant E8 characters are listed as follows
χ[0,0,0,0,0,0,0,1] =
14
q2
+
64
q
+ 92 + 64q + 14q2,
χ[1,0,0,0,0,0,0,0] =
1
q4
+
64
q3
+
378
q2
+
896
q
+ 1197 + 896q + 378q2 + 64q3 + q4,
χ[0,0,0,0,0,0,1,0] =
91
q4
+
896
q3
+
3290
q2
+
6720
q
+ 8386 + 6720q + 3290q2 + 896q3 + 91q4,
χ[0,0,0,0,0,0,0,2] =
104
q4
+
832
q3
+
2990
q2
+
5888
q
+ 7372 + 5888q + 2990q2 + 832q3 + 104q4,
χ[0,0,0,0,0,0,1,1] =
896
q6
+
11584
q5
+
65792
q4
+
221248
q3
+
496768
q2
+
791168
q
+ 921088
+ 791168q + 496768q2 + 221248q3 + 65792q4 + 11584q5 + 896q6,
χ[0,0,0,0,0,0,0,3] =
546
q6
+
5824
q5
+
30394
q4
+
98176
q3
+
214474
q2
+
336960
q
+ 390377
+ 336960q + 214474q2 + 98176q3 + 30394q4 + 5824q5 + 546q6.
(4.26)
We computed the contribution to the formula (4.25) up to instanton number five. TheO(t5)
order of (4.25) receives contribution from higher instanton number, and we completed the
formula (4.25) “by hand” using the property χE8R (q) = χ
E8
R (q
−1) of the E8 characters.
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Note that since ISCI = 1 + O(t2), the expression (4.24) starts with a t-independent
term χ2(v). But a ray operator index is forbidden from having such a term, according
to the discussion at the end of §3.1, since it would require the existence of a BPS ray
operator with J+ + JR = 0. More generally, the first term on the RHS of (4.24) suggests
that there are unwanted SU(2)R− doublet states that contribute to the partition function
(4.6). It is tempting to drop the χ2(v)ISCI term entirely from the ray index and keep only
the v-independent term, but we have not found a satisfactory argument for this ad-hoc
prescription, and it is not clear whether any additional SU(2)R− singlets should be dropped
as well, or not.
Nf = 7 is special, because the parameter m = 8−Nf is exactly 1 in this case, which
makes it possible for the F1 that appeared in the construction of the line and ray operators
in §3 to end on a D0-brane instead of the D4-brane. The F1 can thus be “screened”, and the
x9 coordinate of the D0-brane is a free parameter, which gives rise to a continuum, in the
absence of the D4’-brane.13 We do not understand why this effect creates the v-dependent
terms, but we suspect that it is part of the problem.
5 Discussion
We have extended the analysis of [17] by calculating the index of ray operators in 5d En
SCFTs for n = 2, . . . , 7. We converted the problem to a partition function of the SCFT on
S4×S1 with a Wilson loop along S1 and with twisted boundary conditions parameterized by
the various fugacities. Following [17], we provided evidence that the manifest SO(2n− 2)
flavor symmetry combines with the U(1) symmetry associated with the conserved instanton
charge to form a subgroup of an enhanced En “flavor” symmetry, as predicted in [1]. Our
index reveals En representations that do not appear in the superconformal index of local
operators. These are representations with weights that are not in the root lattice of En, and
the ray operators are charged under the nontrivial center of En. For n = 8 we encountered
a problem with the calculation of the contribution of zero-size instantons to the ray index.
The prescription that we followed for calculating the Nekrasov partition function in the
presence of a Wilson loop does not appear to yield a result that factorizes properly into
field theory modes and modes that are decoupled from the D4-brane. We do not know
the reason for this inconsistency, but we suspect it has to do with the possibility for a
fundamental string (that induces the line operator) to end on a D0-brane.
As in the work of [17], a key ingredient in the calculation is the contribution of coin-
cident zero-size instantons. In our case, the instantons are also coincident with the defect
introduced by a Wilson loop, and we needed to regularize their contribution carefully. As
we saw in §4.1, merely localizing the Wilson loop on BPS configurations is not the right
answer. Instead, we followed [38–40] and rather than introducing the Wilson loop directly
to the S4×S1 partition function, we modified the Nekrasov partition function that captures
the contribution of the zero-size instantons near the Wilson loop. The modified Nekrasov
13The mass of the D0-brane increases linearly with x9, but this effect is canceled by the decreasing length
of F1, and so there is no potential.
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partition function is an index of the quantum mechanics of D0-branes that probe a D4-
D8/O8 system, and the Wilson loop was captured by introducing an additional D4-brane
(denoted by D4’) to the system so that after integrating out the (heavy) fermionic D4-D4’
string modes, the Wilson loop is recovered. That the final result (after inserting this mod-
ified Nekrasov partition function into the 5d index formula) reveals the expected hidden
En global symmetry lends credence to this resolution of zero-size instanton singularities
in our context as well. The modified Nekrasov partition function also appeared as part of
Nekrasov’s larger work [39] on the qq-character.
A better understanding of how the exceptional symmetry of the En SCFTs arises is
important both in its own right and since the En SCFTs describe the low-energy degrees of
freedom of M-theory near degenerations of Calabi-Yau manifolds [41] and can also provide
clues about the 6d (1, 0) SCFT with E8 global symmetry. The 5d ray operators presumably
descend from BPS cylinder operators in 6d, that is, surface operators associated with open
surfaces with S1×R+ geometry. The AdS/CFT dual of such an operator, as well as the
analysis of §3 suggest that the 1d boundary of these operators are “labeled” by a state
of an E8 affine Lie algebra at level 1. This is the extended symmetry of the low-energy
2d CFT that described the M2-M9 intersection [42]. It would be interesting to examine
further the relationship between 5d ray operators and 6d surface operators.
On the Coulomb branch of the En theories the low-energy description is given by a
single U(1) vector multiplet, and the ray operators that we counted in this work can act
on the vacuum and create BPS states with one unit of charge. It would be interesting
to explore the relation between the BPS spectrum of the En theories on their Coulomb
branch (computed in [43–45]) and the index that we calculated in this paper [31]. Indeed,
for n = 2, 3, 4, 5, 6, 7, the net numbers of 18BPS operators with J+ +JR =
1
2 and J− = 0 are
3, 6, 10, 16, 27, 56. These are precisely the numbers of isolated holomorphic curves of genus
0 embedded in the del Pezzo surface Bn [46], and are a special case of the Gopakumar-
Vafa invariants of the Calabi-Yau manifolds that enter the M-theory construction of the
En theories [47, 48]. It would be interesting [31] to explore the connection between ray
operator indices generated by probing the D4-brane with more than one fundamental string
and Gopakumar-Vafa invariants of higher genera and degrees, as computed in [46].
Our results are also related to the elliptic genus of an E-string near a surface operator
of the 6d (1, 0) E8-theory. The E-string is the BPS string-like excitation of the 6d theory
on the Coulomb branch. A single E-string is described by a left-moving E8 chiral current
algebra together with four noninteracting 2d bosons and right-moving fermions, but k
coincident E-strings have nontrivial 2d CFT descriptions with (4, 0) supersymmetry [49].
It was shown in [50] that the intermediate steps in the computation of a 5d index for the
Nf = 8 case can be used to also compute the elliptic genus of k E-strings (see also [49, 51]).
More precisely, the index of the 5d theory on S4×S1 is a contour integral over a complex
variable w that can be identified with the holonomy of a U(1) ⊂ SU(2) gauge field on S1.
The integrand is a product of terms, one of which is a Nekrasov partition function whose
wk coefficient yields the elliptic genus of k E-strings. Our computation of the index of ray
operators also has a Nekrasov partition function ingredient, from which a modified E-string
elliptic genus can be read off. It counts bound states of k E-strings and a 1+1d defect,
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introduced into the 6d theory via a BPS surface operator, and compactified on S1.
Our calculation, which builds on the techniques developed in [12, 17], uses an ordinary
super Yang-Mills theory to capture properties of a strongly interacting SCFT. It joins a
growing body of work that demonstrates that the manifestly nonrenormalizable Yang-Mills
theories in dimensions d > 4 still prove to be very useful in the right context. For example,
[52] proposed that 5d super Yang-Mills theory can describe the 6d (2, 0)-theory, in [53] it
was shown how Yang-Mills theory can be used to calculate a superconformal index for the
6d (2, 0)-theory and reproduce its anomaly coefficient, and in [54, 55] it was demonstrated
that a 6d Yang-Mills theory can be used to calculate Little String Theory amplitudes.
The localization computation of the superconformal indices in [12, 17] requires deform-
ing the 5d SYM in a way that keeps the indices invariant. In §2.2, we demonstrated that
the perturbative part of the indices (2.11) can be reproduced by directly counting the local
gauge invariant operators in the 5d SYM. One expects that the instanton contribution to
the indices can be reproduced in a similar way, involving quantizing the moduli space of the
instantons on S4 and counting the instanton operators [56–59] in 5d SYM. Similar problems
have been studied in 3d Chern-Simons matter theories [60–63], where partial success was
achieved, and the superconformal indices were computed in certain monopole sectors by
directly counting monopole operators.
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A One-loop determinants in the D0-D4-D8/O8 quantum mechanics
The one-loop determinants of the D0-D4-D8/O8 quantum mechanics fields, listed in Ta-
ble 1, were computed in [12, 17]. The exact forms can be found in equations (3.42)-(3.50)
of [17], and we summarize them in this appendix, using the conventions of [17] whereby,
for example, a term of the form 2 sinh(±A±B±C+D) should be interpreted as a product
over eight terms (all combinations of ± signs):
2 sinh(±A±B ± C +D)→ 256 sinh(A+B + C +D) sinh(A+B − C +D)
sinh(A−B + C +D) sinh(A−B − C +D) sinh(−A+B + C +D)
sinh(−A+B − C +D) sinh(−A−B + C +D) sinh(−A−B − C +D).
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The one-loop determinants of the D0-D0 strings are given by
Z+, k=2n+χD0-D0 =
[( n∏
I=1
2 sinh ±φI2
)χ n∏
I<J
2 sinh ±φI±φJ2
]
(2 sinh +)
n
( n∏
I=1
2 sinh ±φI+2+2
)χ n∏
I<J
2 sinh ±φI±φJ+2+2
× (2 sinh ±m−−2 )n( n∏
I=1
2 sinh ±φI±m−−2
)χ n∏
I<J
2 sinh ±φI±φJ±m−−2
× 1(
2 sinh ±m−+2
)n+χ( n∏
I=1
1
2 sinh ±φI±m−+2
)χ n∏
I=1
1
2 sinh ±2φI±m−+2
n∏
I<J
1
2 sinh ±φI±φJ±m−+2
× 1(
2 sinh ±−++2
)n+χ( n∏
I=1
1
2 sinh ±φI±−++2
)χ n∏
I=1
1
2 sinh ±2φI±−++2
n∏
I<J
1
2 sinh ±φI±φJ±−++2
,
(A.1)
and
Z−, k=2n+1D0-D0 =
( n∏
I
2 cosh ±φI2
n∏
I<J
2 sinh ±φI±φJ2
)
(2 sinh +)
n
n∏
I=1
2 cosh ±φI+2+2
n∏
I<J
2 sinh ±φI±φJ+2+2
× (2 sinh ±m−−2 )n n∏
I=1
2 cosh ±φI±m−−2
n∏
I<J
2 sinh ±φI±φJ±m−−2
× 1(
2 sinh ±m−+2
)n+1 n∏
I=1
1
2 cosh ±φI±m−+2 2 sinh
±2φI±m−+
2
n∏
I<J
1
2 sinh ±φI±φJ±m−+2
× 1(
2 sinh ±−++2
)n+1 n∏
I=1
1
2 cosh ±φI±−++2 2 sinh
±2φI±−++
2
n∏
I<J
1
2 sinh ±φI±φJ±−++2
,
(A.2)
and
Z−, k=2nD0-D0 =
( n−1∏
I<J
2 sinh ±φI±φJ2
n−1∏
I
2 sinh (±φI)
)
2 cosh +(2 sinh +)
n−1
n−1∏
I=1
2 sinh (±φI + 2+)
n−1∏
I<J
2 sinh ±φI±φJ+2+2
× 2 cosh ±m−−2
(
2 sinh ±m−−2
)n−1 n−1∏
I=1
2 sinh (±φI ±m− −)
n−1∏
I<J
2 sinh ±φI±φJ±m−−2
× 1(
2 sinh ±m−+2
)n
2 sinh (±m− +)
n−1∏
I=1
1
2 sinh (±φI ±m− +) sinh ±2φI±m−+2
n−1∏
I<J
1
2 sinh ±φI±φJ±m−+2
× 1(
2 sinh ±−++2
)n
2 sinh (±− + +)
n−1∏
I=1
1
2 sinh (±φI ± − + +)2 sinh ±2φI±−++2
n−1∏
I<J
1
2 sinh ±φI±φJ±−++2
.
(A.3)
The first to the forth lines of the equations (A.1), (A.2) and(A.3) are the one-loop de-
terminants of the N = 4 vector multiplet, Fermi multiplet, twisted hypermultiplet and
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hypermultiplet, respectively. The one-loop determinants of the D0-D4 strings are given by
Z+, k=2n+χD0-D4 =
( 2 sinh ±α−m2
2 sinh ±α++2
)χ n∏
I=1
2 sinh ±φI±α−m2
2 sinh ±φI±α++2
,
Z−, k=2n+1D0-D4 =
2 cosh ±α−m2
2 cosh ±α++2
n∏
I=1
2 sinh ±φI±α−m2
2 sinh ±φI±α++2
,
Z−, k=2nD0-D4 = 2 sinh(±α−m)2 sinh(±α+ +)
n−1∏
I=1
2 sinh ±φI±α−m2
2 sinh ±φI±α++2
.
(A.4)
The one-loop determinants of the D0-D8 strings are given by
Z+, k=2n+χD0-D8 =
Nf∏
`=1
(
(2 sinh m`2 )
χ
n∏
I=1
2 sinh ±φI+m`2
)
,
Z−, k=2n+1D0-D8 =
Nf∏
`=1
(
2 cosh m`2
n∏
I=1
2 sinh ±φI+m`2
)
,
Z−, k=2nD0-D8 =
Nf∏
`=1
(
2 sinhm`
n−1∏
I=1
2 sinh ±φI+m`2
)
.
(A.5)
Finally, the Weyl factors of the O(k)+ and O(k)− components in (2.15) are given by
|W |χ=0+ =
1
2n−1n!
, |W |χ=1+ =
1
2nn!
, |W |χ=0− =
1
2n−1(n− 1)! , |W |
χ=1
− =
1
2nn!
. (A.6)
B On the computation of North Pole and South Pole contributions
The South Pole (and similarly North Pole) contribution to the integrands (2.13) and (4.5)
is evaluated by a separate index computation of a 1d field theory (Quantum Mechanics)
that describes the dynamics of strings connecting D0-branes to the various D-branes in the
problem (D4-branes, D4’-branes, Nf D8-branes, and the D0-branes themselves). The inte-
grals involved have been described in great detail in [17], but for the sake of completeness
we will now expand on a few of the technical details involved.
The O(qk) North Pole contribution, for k = 2n or k = 2n+ 1, is given by an integral
over n variables, denoted as φ1, . . . , φn. The integrand is a fraction whose numerator
and denominator are both products of terms that are contributions of individual fields
of the 1d field theory, with bosonic fields contributing to the denominator and fermionic
fields to the numerator. Each individual term is written as 2 sinh X, with X a linear
expression in the equivariant parameters +, −, the U(1) ⊂ Sp(1) chemical potential α,
the U(1)2Nf ⊂ SO(2Nf ) chemical potentials m1, . . . ,mNf and the integration variables
φ1, . . . , φn. The exact form of the integrand can be found in equations (3.42)-(3.50) of [17].
We also summarized it in Appendix A. For simplicity, we will set m1 = · · · = mNf = 0
from now on.
For even k = 2n, the integral takes the form
Z2nD0-D4-D4′-D8/O8 =
1
2nn!
∮
Z+D0-D0Z+D0-D4Z+D0-D8Z+D0-D4′dφ1 · · · dφn, (B.1)
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where Z+D0-D0, Z+D0-D4, Z+D0-D8 are all functions of φ1, . . . , φn, +, −, and α, and Z+D0-D4′ is a
function of the same parameters and also M . The formulas for Z+D0-D0, Z+D0-D4, Z+D0-D8 are
Z+D0-D0 =
(
2 sinh ±m−−2
2 sinh ±m−+2 2 sinh
±−++
2
)n n∏
I=1
1
2 sinh ±2φI±m−+2 2 sinh
±2φI±−++
2
×
n∏
I<J
2 sinh ±φI±φJ2 2 sinh
±φI±φJ+2+
2 2 sinh
±φI±φJ±m−−
2
2 sinh ±φI±φJ±m−+2 2 sinh
±φI±φJ±−++
2
,
Z+D0-D4 =
n∏
I=1
2 sinh ±φI±α−m2
2 sinh ±φI±α++2
, Z+D0-D8 =
Nf∏
`=1
n∏
I=1
2 sinh ±φI+m`2 .
The additional parameterm that appears in Z+D0-D0 and Z+D0-D4 represents an additional twist
that can be set to m = 0, but is kept nonzero in intermediate stages of the computation
in order to regularize the integral over φ1, . . . , φn, as we shall review below. The formulas
for odd k are of a similar spirit, but slightly more complicated, and can be found in [17],
and also copied in Appendix A. The formula for Z+
D0-D4′ is
Z+
D0-D4′ =
n∏
I=1
2 sinh ±φI±M−−2
2 sinh ±φI±M−+2
. (B.2)
The integration parameters φI (I = 1, . . . , n) live on a cylinder, with −∞ < ReφI <∞,
and 0 ≤ ImφI < 2pi periodic. The integral (B.1) is performed by summing over the
contributions of the poles within the integration path, which we have not described yet. A
pole can arise when an argument of a sinh in the denominator of Z+D0-D0 or Z+D0-D4 equals a
multiple of pii. Which poles to keep was determined in [17], using the Jeffrey-Kirwan (JK)
residue technique developed in [64] and explained in [27, 28]. For n = 1 the integration
is one-dimensional and the JK prescription is to consider only the poles arising from the
terms where the coefficient of φ1 in the argument of sinh is positive. These are 14 poles,
which we list below:
φ1 → ±12−− 12+, ±12−− 12+ + ipi, ±α−+, ±12m+ 12+, ±12m+ 12+ + ipi, (B.3)
and
φ1 → ±M + +.
For generic M , m, −, +, and α, these are all simple poles, but when we set m → 0, we
get a double pole at φ1 =
1
2+. For n = 1, keeping m 6= 0 in intermediate steps is only a
convenience. It will become crucial for n > 1. The poles are depicted in Figure 1 in the
regime m +  −  α.
For k = 3 the index is similarly calculated by an integral over a single parameter φ1,
but for k = 4 the integral is over two parameters dφ1dφ2, and the prescription is as follows.
Residues of poles are evaluated at values of (φ1, φ2) where the arguments of at least two
different sinh’s in the denominator of the integrand are an integer multiple of ipi. They are
a simple pole if exactly two sinh’s vanish. The argument of the ith sinh (i = 1, 2) takes the
form
∑
I QiIφI + ζi, where QiI are constants (taking the possible values 0, ±1/2 or ±1),
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Figure 1. The location of the poles on the complex φ1 plane for instanton number k = 2. The
filled circles indicate the poles that are retained by the Jeffrey-Kirwan prescription, while the hollow
circles indicate the poles that are ignored.
and ζi are independent of φ1 and φ2 (and are linear expressions in +, −, m, M , α). The
Jeffrey-Kirwan prescription requires us to fix an arbitrary (row) vector η ≡ (η1 η2), then
calculate, for each pole, the vector ηQ−1, and keep the residue only if all the components
of ηQ−1 are positive. (In other words, η has to be inside the cone generated by the rows
of Q.)
Double poles appear at
φ1 = ±φ2 = ±12m± 12+ (± signs are uncorrelated),
where also one of the expressions ±φ1±φ2±m− + (for the appropriate sign assignments)
vanishes. These are 8 in number, and there are additional 8 double poles at
φ1 = ±φ2 = ±12− ± 12+ (± signs are uncorrelated),
where also one of the expressions (±φ1±φ2± −+ +)/2 vanishes. However, in these cases
also ±φ1 ± φ2 vanishes (for two sign assignments), which gives the numerator of Z+D0-D0
a double zero, and these poles therefore do not contribute to the integral. In the above
discussion, we can also add ipi to both φ1 and φ2 and get another set of eight double poles,
but if we add ipi to only φ1 or only φ2, we get a simple pole. Ignoring the above mentioned
double poles, for k = 4 there are 352 simple poles that pass the Jeffrey-Kirwan requirement.
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Figure 2. The location of the poles on the φ1 − φ2 real plane for instanton number k = 4, for
η = (1, 3). The lines are the loci where the argument of a single sinh in the denominator of the
integrand vanishes. Poles are at the intersection of two lines. The solid circles indicate the poles
that are retained by the Jeffrey-Kirwan prescription. (One pole, at φ1 = −M − − − 2+ and
φ2 = M + +, is outside the frame of the picture.) The hollow circles are possible locations of
non-simple poles, where three lines intersect. (Whether they are simple or non-simple depends on
Imφ1 and Imφ2.)
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C D-branes in massive type IIA
The massive type IIA supergravity action is given by14
SNS =
1
2κ210
∫
d10x
√−Ge−2Φ
(
R+ 4∂µΦ∂
µΦ− 1
2
|H3|2
)
,
SR = − 1
4κ210
∫
d10x
√−G
(
|F2 + MB2|2 + |F˜4 − 1
2
MB22 |2
)
,
SCS = − 1
4κ210
∫ {
B2 ∧ F 24 −
1
3
MB32 ∧ F4 +
1
20
M2B52
}
,
Smass = − 1
4κ210
∫
d10x
√−GM2 + 1
2κ210
∫
MF10,
(C.1)
where the F˜4 is defined by
F˜4 = dC3 − C1 ∧ dB2. (C.2)
Consider a D8-brane localized at a constant value of x9, say at x9 = 0. It behaves like a
domain wall that splits the spacetime into two regions x9 < 0 and x9 > 0. The action of
the D8-brane is given by
SD8 = −µ8
∫
d9x e−Φ
√
−G(9) + µ8
∫
C9. (C.3)
In this appendix, we use Polchinski’s convention [65]. The gravitational coupling κ10 and
the Dp-brane charge µp are given by
κ210 =
1
2
(2pi)7α′4, µ2p = (2pi)
−2pα−p−1. (C.4)
Varying the total action by C9 gives the equation of motion of the Romans mass M,
∂M
∂x9
= 2κ210µ8δ(D8), (C.5)
which implies that the Romans mass jumps by 2κ210µ8 when crossing the D8-brane. Simi-
larly, the derivative of the dilaton jumps when crossing the D8-brane15
∂9Φ
∣∣∣
x9=0+
− ∂9Φ
∣∣∣
x9=0−
=
5
2
µ8κ
2
10e
Φ(0)
√
G99(0). (C.7)
Away from the D8-brane, the equations of motion of the dilaton Φ and the metric Gµν ,
with all the other fields setting to zero, are given by
Rµν + 2∇µ∂νΦ− 1
2
Gµν
(
R+ 4∇ρ∂ρΦ− 4∂ρΦ∂ρΦ− 1
2
M2e2Φ
)
= 0
R+ 4∇µ∂µΦ− 4∂µΦ∂µΦ = 0
(C.8)
14The action is invariant under the NSNS gauge transformation, where the usual B2-field transformation
δB2 = dΛ1 is accompanied with the transformation of the RR-fields δC1 = −MΛ1 and δC3 = MΛ1 ∧B2.
15The simplest way to derive this relation is to consider the equation of motion of the dilaton in the
Einstein frame GEµν = e
− 1
2
ΦGµν ,
∇Eµ∂µΦ− 5
4
M2e
5
2
Φ =
5
2
µ8κ
2
10(G
E
99)
− 1
2 e
5
4
Φδ(D8). (C.6)
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Let us consider a domain wall ansatz,
ds2 = Ω2(x9)ηµνdx
µdxν , Φ = Φ(x9). (C.9)
The solution to the equations is given by
Ω(x9) =
2
3
c2(c1 ± c2Mx9)− 16 , eΦ(x9) = (c1 ± c2Mx9)− 56 , (C.10)
c1 and c2 are constant away from the D8-brane. By the equations (C.5) and (C.7) and
the continuity of the metric and dilaton, c1 and c2 still remain constant when crossing
the D8-brane, and we must take the lower sign in (C.10). By a coordinate transformation
x′9 = 1M(c1 − c2Mx9)
2
3 , the solution can be put into the form as (relabel x′9 by x9)
eΦ(x
9) = (Mx9)−
5
4 , ds2 = (Mx9)−
1
2
[−(dx0)2 + (dx1)2 + · · ·+ (dx8)2]+ (Mx9) 12 (dx9)2.
(C.11)
Now, let us focus on the case of interest: Nf D8-branes coinciding with O8 plane in
the strong coupling limit. The D8/O8 singularity is located at x9 = 0, where the string
coupling diverges. The total RR 9-form charge is m ≡ (8−Nf ), and the Romans mass is
given by
M = 2mµ8κ
2
10 =
m
2pi
√
α′
. (C.12)
We introduce a D4-brane located at y > 0. The DBI action of the U(1) gauge theory on
the D4-brane worldvolume is given by
SDBI = −µ4
∫
d5x e−Φ
[
−det(G(5)ab +Bab + 2piα′fab)
]1/2
. (C.13)
In the static gauge, the induced metric G
(5)
ab is given by
G
(5)
ab = (Mx
9)−
1
2
(
ηab + (2piα
′)2δAB∂aXA∂bXB
)
+ (2piα′)2(Mx9)
1
2∂aϕ∂bϕ, (C.14)
where a, b = 0, 1, · · · , 4 and A,B = 5, · · · , 8. We expand the DBI action
SDBI = −µ4 volD4 − 1
2g2ym(v)
∫
d5x
[1
2
(
f +
1
2piα′
B2
)
ab
(
f +
1
2piα′
B2
)ab
+ ηab∂aϕ∂bϕ
]
− 1
8pi2
√
α′
∫
d5x ηabδAB∂aX
A∂bX
B +O(α3),
(C.15)
where ∗5 is the Hodge star operator with respect to the 5-dimensional flat metric. The
Yang-Mills coupling gym is determined by vev of the scalar field v = 〈ϕ〉 = x9/2piα′ as
1
g2ym(v)
= µ4(2piα
′)2Mx9 =
mv
4pi2
. (C.16)
The Wess-Zumino action on D4-brane worldvolume is given by
SWZ = µ4
[∫
C5 +
∫
(2piα′f +B2) ∧ C3 + 1
2
∫
(2piα′f +B2)2 ∧ C1
]
. (C.17)
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c c c c c c c
α1 α3 α4 α5 α6 α7 α8
cα2
Figure 3. The Dynkin diagram of E8 and its subdiagram corresponding to SO(14) ⊂ E8.
There is an additional Chern-Simons term [36]
SCS = −1
6
µ4M(2piα
′)3
∫
a ∧ f2, (C.18)
which is required to maintain gauge invariance under the NSNS gauge transformation,
δB2 = dΛ1, a = − 1
2piα′
Λ1, δC1 = −MΛ1, δC3 = MΛ1 ∧B2, δC5 = −1
2
MΛ1 ∧B22 .
(C.19)
In general, the Chern-Simons action on the Dp-brane worldvolume reads
SCS = − 1(p
2 + 1
)
!
µpM(2piα
′)
p
2
+1
∫
p+1
a ∧ f p2 = − 1(p
2 + 1
)
!(2pi)
p
2
m
∫
p+1
a ∧ f p2 . (C.20)
D E2 group theory
The case Nf = 1 corresponds to flavor group E2 ∼= SU(2)×U(1). In (4.13) we used a
relation, given in (4.10) of [12], to convert the fugacities associated with E2 to fugacities
associated with the SO(2Nf )×U(1)I subgroup that is manifest in the index formula [and
we added the subscript I to distinguish U(1)I from the U(1) factor of E2]. We will now
explain the origin of (4.13). Pick a Cartan subalgebra U(1)′ ⊂ SU(2), and consider a
state with U(1)′×U(1) ⊂ E2 charges Q′ and Q˜. With the fugacities defined in (4.13), its
contribution to the index is yQ
′
zQ˜, which can also be written as yQ11 q
QI , where Q1 is the
charge associated with SO(2Nf ) = SO(2) ∼= U(1) and QI is the instanton charge associated
with U(1)I . According to (4.13), the charges are related by
Q1 =
1
2Q
′ + 72Q˜ , QI =
1
2Q
′ − 12Q˜. (D.1)
These relations have a nice string theory interpretation in terms of the D0-D8/O8 system,
following the analysis of [66–69]. Consider an O8 plane with Nf = 1 D8-brane, and separate
the D8-brane from the orientifold plane. The W-boson of SU(2) ⊂ SU(2)×U(1) ∼= E2 can
be constructed as an open fundamental string connecting the D8-brane to a D0-brane that
is stuck on the O8-plane. This string has charges QI = Q1 = 1, and since it is the W-
boson of SU(2), it has charge Q′ = 2 and Q˜ = 0, which is consistent with (D.1). [Our
normalization has charge Q′ = ±1 for the fundamental representation 2 of SU(2).] On
the other hand, we can construct an SU(2) neutral state from a D0-brane connected by
8 − Nf = 7 strings to the D8-brane. This particle has charges QI = 1, Q1 = −7, Q′ = 0
and Q˜ = −2, again consistent with (D.1).
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Let us now turn to the algebraic description of E2 and its SO(2)×U(1)I subgroup.
For n ≥ 3, the Lie algebra En corresponds to the Dynkin diagram of E8 with simple
roots αn+1, . . . , α8 deleted, referring to the root labeling as in Figure 3.
16 This definition,
however, is inadequate for n = 2, as E2 ∼= SU(2)×U(1) (and not SU(2)×SU(2), as the
extension of the above definition to n = 2 might suggest). Before we proceed to the
definition of E2, let us list for reference the simple weights of E8,
Λ1 = 4α1 + 5α2 + 7α3 + 10α4 + 8α5 + 6α6 + 4α7 + 2α8,
Λ2 = 5α1 + 8α2 + 10α3 + 15α4 + 12α5 + 9α6 + 6α7 + 3α8,
Λ3 = 7α1 + 10α2 + 14α3 + 20α4 + 16α5 + 12α6 + 8α7 + 4α8,
Λ4 = 10α1 + 15α2 + 20α3 + 30α4 + 24α5 + 18α6 + 12α7 + 6α8,
Λ5 = 8α1 + 12α2 + 16α3 + 24α4 + 20α5 + 15α6 + 10α7 + 5α8,
Λ6 = 6α1 + 9α2 + 12α3 + 18α4 + 15α5 + 12α6 + 8α7 + 4α8,
Λ7 = 4α1 + 6α2 + 8α3 + 12α4 + 10α5 + 8α6 + 6α7 + 3α8,
Λ8 = 2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + 2α8.
They satisfy (Λi|αj) = δij , where (·|·) is the bilinear form on the root lattice.
The correct definition of our Lie algebra En, valid for 2 ≤ n ≤ 8, is as follows. First,
consider the sublattice Q8−n of the E8 root lattice that is generated by the simple roots
αn+1, . . . , α8. The root spaces of those roots of E8 that are in Q8−n generate an su(9− n)
subalgebra. Indeed, the roots αn+1, . . . , α8 form a subdiagram of Dynkin type A8−n. The
exponent of this subalgebra is a subgroup SU(9 − n) ⊂ E8, and En is defined as the
commutant of this subgroup. Note that with this definition, the simple roots of En are
not α1, . . . , αn. For example, for E7, the root spaces of ±α8 generate an su(2) subalgebra
that does not commute with the root space of α7, so α7 cannot be a simple root of E7, as
defined. Instead, we define
α′7 ≡ Λ7 − Λ6 = −2α1 − 3α2 − 4α3 − 6α4 − 5α5 − 4α6 − 2α7 − α8 ,
and the simple roots of E7 can then be taken as α1, . . . , α6, α
′
7. It is easy to verify that
their inner products correspond to the Dynkin diagram of E7, and they all have zero
inner product with α8. Similarly, for n = 5, 6, we take the simple roots of En ⊂ E8
to be α1, . . . , αn−1,Λn − Λn−1. For n = 4, we take the simple roots of E4 ⊂ E8 to
be α1, α2, α3,Λ4 − Λ3 − Λ2. For n = 3 we take the simple roots of E3 ⊂ E8 to be
α1,Λ3 − Λ1 − Λ2,Λ3 − Λ2.
The case E2 ⊂ E8 requires a more careful treatment. E2 ' SU(2)×U(1)I is defined
as the subgroup that commutes with the SU(7) ⊂ E8 generated by the root spaces of
α3, . . . , α8. Define the root
β ≡ Λ2 − Λ1 = α1 + 3α2 + 3α3 + 5α4 + 4α5 + 3α6 + 2α7 + α8 .
16For n = 3, 4, the simple roots are relabeled as
E3 : c c c
α1 α2 α3
E4 : c c c c
α1 α2 α3 α4
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Then ±β are the only roots of E8 that are orthogonal to α3, . . . , α8. The root spaces of
β and −β generate an su(2) subalgebra whose exponent we identify with the SU(2) factor
of E2. The intersection of this su(2) with the Cartan subalgebra of E8 is spanned by β
?,
which is the element of the Cartan subalgebra that assigns to a state with weight λ the
charge Q′(λ) ≡ (β|λ). Then, the generator of the U(1) factor of E2 ∼= SU(2)×U(1) is γ?,
with
γ ≡ 3Λ1 − Λ2 = 7α1 + 7α2 + 11α3 + 15α4 + 12α5 + 9α6 + 6α7 + 3α8 ,
which is the unique (up to multiplication) element of the root lattice that is orthogonal to
α3, . . . , α8 and β.
17 Under the subgroup E2×SU(7) ⊂ E8 the representation 248 decom-
poses as
248 = (1,1)0 + (3,1)0 + (1,48)0 + (1,7)4 + (1,7)−4
+(2,7)−3 + (2,7)3 + (1,35)−2 + (1,35)2 + (2,21)1 + (2,21)−1 .
We now define “fugacities” y and z, so that the contribution of a hypothetical state with
E8 weight λ (assumed to be orthogonal to α3, . . . , α8) to the E2 ∼= SU(2)×U(1) index will
be y(β|λ)z
1
7 (γ|λ) .
Now, consider the U(1)I×SO(2) ⊂ E2 subgroup. For a state associated to a weight λ
of E8, we can associate U(1)
′×U(1) ⊂ SU(2)×U(1) ∼= E2 charges
Q′(λ) = (β|λ) , Q˜(λ) = 17(γ|λ).
Then their SO(2) and U(1)I charges are given by
Q1(λ) =
1
2Q
′(λ) + 72Q˜(λ) = (
1
2β +
1
2γ|λ) = (Λ1|λ) ,
and
QI(λ) =
1
2Q
′(λ)− 12Q˜(λ) ≡ 17(δ|λ),
where we defined
δ ≡ 72β − 12γ = 7α2 + 5α3 + 10α4 + 8α5 + 6α6 + 4α7 + 2α8,
which is the (unique up to multiplication) weight that is orthogonal to Λ1 and α3, . . . , α8.
As was discovered in [12], the superconformal index for local operators is
ISCI = 1 + (2 + 1
qy1
+ qy1)t
2 +O(t3) = 1 +
[
1 +
(
1
y2
+ 1 + y2
)]
t2 +O(t3),
and as we have seen in §4.3, the ray operator index is
Iray = q−2/7
(
1
y21
+
q
y1
+ y21
)
t+O(t2) =
[
z−3/7
(
y +
1
y
)
+ z4/7
]
t+O(t2),
which both nicely fit into E2 ∼= SU(2)×U(1) representations.
17γ is not a root because (γ|γ) = 14.
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