Abstract. In this paper, we present the a-posteriori error analysis for the Reduced Basis Method (RBM) applied to nonlinear variational problems that depend on a parameter in a non-affine manner. To this end, we generalize the analysis by Veroy and Patera ([16]) to non-affine parametrized partial differential equations. We use the Empirical Interpolation Method (EIM) in order to approximate the non-affine parameter dependencies by a linear combination of affine functions. We also investigate a standard dual problem formulation in particular for the computation of a general output functional, also in combination with the EIM.
Introduction
The Reduced Basis Method (RBM) is by now a well-established method to treat large scale problems that depend on a set of parameters. The basic idea is an offline/online-decomposition of the computation. In the offline stage, costly computations are performed, the results are stored and evaluated. Based on these computations, a small set of global problem adapted functions, called modes, snapshots or reduced basis functions are formed. In the online stage (where high efficiency is desired), this set of basis functions is used in order to form an algebraic system of small size which is solvable in real-time. This approach has been successfully used in several applications. A complete list of references goes far beyond the scope of the present paper, so let us just mention [5, 6, 7, 8, 10, 12, 13] and in particular for non-linear problems [3, 9, 11, 17, 15] .
If the parameter enters into the variational problem in an affine way, the RBM is particularly efficient since stiffness matrices and other involved quantities can be computed offline. In the online stage, one just has to compute a cheap parameterdependent linear combination of pre-computed terms. However, often the problem at hand does not allow for an affine dependency. One possible way-out is the so-called Empirical Interpolation Method (EIM), introduced in [1] . The idea is to approximate the involved non-affine functions by a linear combination of affine functions in order to guarantee a certain approximation.
Our work has been motivated by an application from hydromechanics, namely the flow around a rotating ship propeller. In this case, a rigid body is rotating with a prescribed movement. In this application, the orientation of the propeller during the rotation is the parameter, in the sense that the angle of attack at every position is variable. A typical way to treat such problems is to transform the flow domain onto a reference domain. This implies, however, that the parameter-dependent transformation enters into the variational form due to the change of variables in the integrals. This in turns means that the non-affine parameter dependency occurs within the variational form (and not e.g. on the right-hand side).
This is the reason why we cannot just use previous work in [16] or [3] for affine and certain specific non-affine parameter dependencies. Instead, we generalize the analysis in [16] to the case of nonlinear non-affine parameter dependencies within the variational form.
This paper is organized as follows. In Section 2, we collect all necessary facts on nonlinear parametrized variational problems, the Empirical Interpolation Method (EIM), the Reduced Basis Method (RBM) and the dual problem formulation. Section 3 is devoted to the investigation of the well-posedness of all involved nonlinear problems in terms of the Brezzi-Rappaz-Raviart (RBB) theory. We show in particular that the nonlinear problems are well-posed under the condition that certain indicators are below a tolerance. In Section 4, we present our a-posteriori error analysis and describe offline/online-decompositions of all relevant problems. We also present computable bounds for the involved continuity and inf-sup constants and introduce an adaptive sampling procedure for the choice of the parameters for the snapshots. In Section 5 we describe a more specific application, namely a convection-diffusion problem around a rotating propeller. We present several numerical results in Section 6.
Preliminaries

The Nonlinear Parametrized Variational Problem.
In [16] , a parametrized nonlinear problem has been studied that is induced by the form (2.1) g(u, v; µ) := a 0 (u, v) + 1 2 a 1 (u, u, v) − µF (v), where a 0 : X e × X e → R is a symmetric bilinear form, a 1 : X e × X e × X e → R is a trilinear form which is symmetric w.r.t. the first two arguments, F : X e → R is linear and bounded and µ ∈ D is a parameter. Here, X e is an appropriate function space, e.g., a Sobolev space. This means, that g(·, ·; µ) is an affine function of the parameter and the analysis in [16] crucially relies on this assumption.
Here, we are interested in a non-affine parameter dependence. Such a situation occurs e.g. when considering a problem with moving domains when one uses a transformation to a reference situation (reference domain). The transformation of variables in the integral results in additional terms in the multilinear forms that can be non-affine. We will describe one application later in Section 5.
If we assume that the parameter µ ∈ D describes the movement of the domain of interest (e.g. a propeller), then the transformation to a reference situation results in functions h 0 , h 1 : Ω × D → R,
where Ω ⊂ R d is the spatial domain (e.g. the flow domain). Typically, h 0 and h 1 are not affine w.r.t. the parameter µ ∈ D, but the resulting bi-and trilinear forms a 0 and a 1 are linear w.r.t. the transformation. Hence, we collect both transformations
and consider the form (2.2) g(u, v; h(·; µ)) := a 0 (u, v; h 0 (·; µ)) + a 1 (u, u, v; h 1 (·; µ)) − F (v), where a 0 : X e × X e × L ∞ (Ω) → R is bilinear w.r.t. the first two arguments and linear w.r.t. h 0 , a 1 : X e × X e × X e × L ∞ (Ω) → R is trilinear w.r.t. the first three arguments and linear w.r.t. h 1 . Note that we do not assume any kind of symmetry, which is also a slight generalization of [16] . Furthermore, note that the restriction to one bilinear form and one trilinear form, respectively, is for notational convenience, only. In fact, the application to be presented in Section 5 below consists of a linear combination of several forms. Finally, the function F : X e → R is as before. Given this, we consider the following nonlinear variational problem (Primal Problem) (2.3) For µ ∈ D find u(µ) ∈ X such that g(u(µ), v; h(·; µ)) = 0, v ∈ X, where h : Ω × D → R 2 is as above, in particular possibly non-affine in µ ∈ D. From now on, we will denote h(·; µ) by h(µ) wherever unambiguous, i.e., dropping the explicit labeling of the dependency on the space variable. Furthermore, in (2.3) we have replaced the 'exact' function space X e on which the original variational problem is posed (usually a Sobolev space) by the 'truth-approximation' function space X, a sufficiently rich finite-dimensional subspace of X e , as it is common practice in the Reduced Basis context. In the sequel we will set N = dim X, keeping in mind that N is assumed to be very large.
In order to formulate conditions for existence and uniqueness of a solution to (2.3), we determine the Frèchet derivatives da 1 of a 1 and dg of g, respectively, at a point z ∈ X, which are readily seen to read (2.4)
If the trilinear form is symmetric w.r.t the first two arguments, we have
which fits into the formulation in [16] . We define the inf-sup-constant
(note that this always exists since X is finite-dimensional) and the continuity constant
Note that the equality in (2.6) holds thanks to the finite dimension of X (for a proof c.p. [10] ). For convenience, we collect all requirements on the form g(·, ·; h) as follows. 
as well as
(ii) Uniform inf-sup-constant: There exists a constant β 0 > 0, such that
The assumptions (2.8) and (2.9) immediately imply the boundedness of g and dg. In fact, it is readily seen, that
Note that in the sequel for µ ∈ D we will denote 
Empirical Interpolation Method (EIM).
Non-affine parameter dependencies usually prohibit offline computations to a large extent. This results in a strong negative influence on the efficiency of the online stage. One possible way-out is the so-called Empirical Interpolation Method (EIM) introduced in [1] . In order to apply it, we need that h(·; µ) ∈ L ∞ (Ω) is sufficiently smooth which is guaranteed by our general assumptions. The main idea is to approximate the non-affine components of h(µ) by a linear combination of separable functions, i.e.,
where
Mi is a finite dimensional approximation space and ϑ i m (µ) ∈ R are coefficients to be determined. Given a tolerance ε emp > 0, one seeks a possibly small M i , such that for all µ ∈ D
We do not go into details of the EIM but refer the reader to the literature. We just mention two facts that will be needed in the sequel:
(a) The basis-functions ϕ
, where the determination of ε Mi i (µ) is cheap by a single evaluation of h i (µ) and h i (µ).
Using the approximation h(µ) instead of h(µ) yields the Primal EIM-Problem
Since h(µ) is component-wise affine separable w.r.t. the parameter µ and g(·, ·; ·) is affine w.r.t. the third argument, the form g in (2.17) is affine separable w.r.t. µ. 
for a given set of samples
At this point, we assume that S N is given to us. We investigate later in Section 4.6 how to determine these samples. The basis functions u(µ i ) are also called snapshots. This should not be mixed up with spatial snapshots known from the Proper Orthogonal Decomposition.
The Primal RBM-Problem then reads
and the Primal RBM-EIM-Problem:
As already mentioned above, problem (2.20) does not allow for an efficient online computation. Thus, we mainly consider (2.20) for completeness and theoretical investigations. The second problem (2.21) can be efficiently solved by a Newton iteration as follows. Given an initial guess u (0) (µ) ∈ W N , compute for ν = 0, 1, 2, . . .
Newton update:
Offline/Online Decomposition. Now we investigate the required number of operations for an offline/online-decomposition. Due to the affine dependence, we can compute the following quantities in the offline stage:
the latter two for 1 ≤ k ≤ N , as well as
Thus, the offline complexity for computing these quantities is
We now express the first step of the Newton scheme in terms of the offline quantities in (2.22)-(2.25). In order to do so, let us collect the coefficients
of the Newton update δ u (ν) (µ) and the known previous iteration u (ν) (µ), respectively, i. e.,
Then we can write the first step as
Thus, the assembly of
Combined with the solution of the linear system of equations in (2.26), which is typically densely populated, hence requires O N 3 operations, we obtain
operations in the online stage for one Newton step.
2.4. The Dual Problem. The consideration of a dual problem is a well-known technique e. g. for adaptive methods, in particular for the so-called goal oriented error estimates, where one is not (only) interested in an approximation to the state u(µ) ∈ X, but on some functional of it, say s(µ) := (u(µ)), where
is a linear and bounded functional. Given the solution u N (µ) ∈ W N ⊂ X of the Primal RBM-EIM-Problem (2.21), the solution u(µ) of the Primal Problem (2.3) and denoting the error by
the Dual Problem for (2.3) reads:
It should be noted that the Dual Problem (2.29) is a linear problem, whereas the Primal Problem is nonlinear. Thus, the complexity to numerically solve (2.29) corresponds to only one Newton-iteration for solving (2.3). Before we consider an EIM-variant of this problem, let us investigate the error in the output of interest. (2.21) and (2.29) , respectively, exist, we have
for all v ∈ X, where we use the abbreviations
Proof. We use the particular choice v = e N (µ) in dg and obtain for the left-hand side of (2.29)
Now, due to trilinearity of a 1 (·, ·, ·; h 1 (µ)) and the simple fact
Next, we use (2.29) (again for v = e N (µ))
Adding and subtracting v ∈ X and using linearity of g w.r.t the second argument yields the assertion.
This result will serve as a starting point for developing a-posteriori error estimates for s(µ). This involves also the numerical solution of the dual problem (2.29). For computational efficiency we thus need a Dual RBM-Problem, which we introduce now. We use the superscript '˜' to indicate all quantities related to the dual problem.
be a given set of samples. We define
where ψ N max (µ) is the solution of (2.29) (corresponding to u
max , the solution of (2.21)). With this notation at hand, we obtain the Dual RBM-Problem as follows
Note that, as opposed to (2.29), the term
is missing in the argument of dg, since this would involve the unknown true solution u(µ) of (2.3). Replacing h(µ) in (2.33) by its EIM-approximation h(µ) leads to the Dual RBM-EIM-Problem:
Offline/Online Decomposition. As for the primal problem, we obtain a corresponding offline/online decomposition as follows. In the offline stage, we compute the following the following quantities
as well as (2.37)
Then, (2.34) becomes
N is the vector of the unknown expansion coefficients of the desired solution
Thus, the offline complexity for the assembly of (2.35)-(2.37) is
The setup in the online phase requires
O N 3 to solve the linear system (2.38). Recall that the dual problem is linear, so that the complexity corresponds to one Newton iteration (for solving the Primal RBM-EIM-Problem), only.
Well-Posedness
Before constructing any kind of numerical scheme for the primal problem (2.3), its RBM-formulation (2.20) or the RBM-EIM-version (2.21), we should investigate the question of existence and uniqueness of a solution. Recall that (2.3), (2.20), (2.21) are nonlinear, thus there might be several branches of solutions. One framework to tackle such question is the Brezzi-Rappaz-Raviart (BRR) theory (see, e.g., [2] ) which has also been used in [16] . We have to modify the proofs in [16] here, since we have a more complicated parameter dependency and we also have to take the EIM into account.
We start by collecting all involved quantities. First,
is the the primal RBM-EIM residual and its dual norm, respectively, where as usual
denotes the dual norm. In addition to [16] we have to keep track of the additional error introduced by the approximation of h(µ) by h(µ) via the EIM. Thus, we consider
Next, we need (as in [16] ) inf-sup-and continuity constants according to the derivative dg at u N (µ), namely
where β and γ are defined by (2.6) and (2.7), respectively. Next, we introduce a lower bound β N (µ) for β N (µ) (to be developed in Section 4.5), i. e.,
Having this at hand, we introduce the key parameter of the BRR theory, namely a proximity indicator
where ρ 1 (µ) is defined in (2.12) and, furthermore, an error bound
Note that the error bound is defined exactly as in [16] , whereas the definition of τ N (µ) involves the additional term E N (µ) due to the EIM-approximation. This also implies that we have to modify the proof of the corresponding result [16, Proposition 2.1], which in turns is a modification of [2, Theorem 2.1]. However, the main idea of the proof is the same, we only need some more technical work. We use the standard notation
for a ball (in X) of radius r around x 0 .
of the nonlinear problem (2.3) and the following error estimate holds
Proof. As in [16] , the fundamental theorem of calculus yields
For the Frèchet derivative dg we obtain
by (2.4) and Assumption 2.1(i), (2.9). Next, we consider the operator
for a given w ∈ X. Since X is finite-dimensional, it is readily seen that H µ is well posed due to the assumption τ N (µ) < 1 which in turns implies β N (µ) > 0. If we can show that H µ has a fixed point w * then we get g(w * , v; h(µ)) = 0, v ∈ X, which would prove existence. As in [16] , we use the Banach fixed point theorem.
In order to show that H µ is contractive on B u N (µ), α for suitable values of α > 0 to be determined, let
by definition of H µ and the above arguments. Applying (3.9) to the integrand above and using
Next, we use our assumption (3.5) for the inf-sup constant β N (µ), namely
and apply this for
Next, we have to investigate for which values of α, H µ maps B u N (µ), α into itself. This part of the proof differs from [16] due to the EIM. For any w ∈ B u
We can rewrite the first two terms as
t dt using the above estimates for dg (c.p. 3.9), so that by (3.1) and (3.2)
Using exactly the same reasoning as above yields
and this is bounded by α if
This means that H µ satisfies the assumption of the Banach fixed point theorem on B u N (µ), α for
which proofs the existence and uniqueness statement. Choosing α = ∆ N (µ) yields (3.8).
Exactly as in [16] , one can show the following implication. We omit the proof.
, we have
for β defined by (2.6 ).
This latter result shows that our Assumption 2.1(ii) (2.10) is in fact realistic, we may choose the minimum over D of right-hand side as β 0 .
A-posteriori Error Estimates
The ultimate goal is to control the number N of samples or snapshots, possibly also the numbers M 0 , M 1 of EIM-terms and also to construct an adaptive scheme for the selection of the samples. It is well-known that a-posteriori error estimators are the key for these goals. It should be noted that Proposition 3.1 already gives rise to an a-posteriori error estimate for the error
is in fact computable a-posteriori.
4.1. The Primal Problem. As in [16] , we start by investigating the effectivity of this estimator, i.e., we consider
Again, due to the EIM, the analysis is more involved. Setting
where γ N (µ) defined in (3.4), we have the following result.
Proposition 4.1. Assume that
for some c(µ) ∈ [0, 1) and set
Proof. It is immediate to show that (4.4) implies
Next, we use the fact that
(which follows directly from the definitions (2.2) and (2.4)) for z = u N (µ) and w = e N (µ) to obtain by (2.3)
Then, by continuity of dg and a 1
On the other hand, for any v ∈ X
where by duality
First, we use (4.9) and (4.8) for v = R N (µ) and obtain
Next, we sum up latter two inequalities
and by (4.7)
where for the last equality we used the definition of τ N (µ) (c.p. (3.6)).
The next step is to use (4.10), (4.11) and Proposition 3.1 to estimate 1 2
Finally, we employ (4.11) again (i.e., the second line) to obtain 1 2
which is equivalent to
, which proofs the claim (4.6). Offline/Online Decomposition. As we are not only interested in the rapid evaluation of u N (µ) and u N (µ), respectively, but also of its a-posteriori error estimator ∆ N (µ), we have to perform the offline/online decomposition for ∆ N (µ), too. We will separately treat R N (µ) and E N (µ), starting with the first one. From duality we know, that
. Furthermore, by linear superposition, we find
where we have defined F, A
, each with 1 ≤ n 1 , n 2 ≤ N . Consequently, we can compute R N (µ) X by the following nested quadruple sum:
Hence, the online complexity for evaluating
Next, we derive an offline/online decomposition for the evaluation of E N (µ). First, note that in the case of non-affine coefficient functions h(µ) the error within the empirical interpolation, h(µ) − h(µ), is non-affine, too. As pointed out earlier, non-affine dependencies prohibit an efficient offline/online decomposition, i.e., a decomposition such that the online complexity is independent of N . The usual way to overcome this (c.p. [1, 9] ), is to pose the assumption h i (µ) ∈ W Mi+1 i , i = 0, 1, such that we can take advantage of (2.16). However, the price to pay is to loose complete rigorousity of ∆ N (µ). This loss is usually compensated by posing an additional 'Safety-Condition' (c.p. [9] ), i.e., M i , i = 0, 1 should be chosen sufficiently large, such that
which fits in the context of Proposition 4.1, too. With (2.16) at hand, we can proceed similar to the investigation of R N (µ). Due to duality there exists
, where by linear superposition
Therefore, E N (µ) X can be computed by the following nested quadruple sum:
4.2. The Dual Problem. Also for the dual problem, the a-posteriori error analysis differs from [16] . We start by defining analogous quantities for R N (µ) in (3.1) and
the dual norm of the dual RBM-EIM residual and
the EIM-approximation error. We also introduce the quantities 
and we obtain the following error estimate. Proof. Recall that ψ N (µ) ∈ X is the solution of (2.29), i.e.,
for e N (µ) = u(µ) − u N (µ) and the solutions u(µ) ∈ X and u N (µ) ∈ W N of (2.3) and (2.21), respectively.
Then, straightforward calculations show that
Using the inf-sup condition (2.6) for dg yields (4.18)
Hence, we need to estimate the last term. In order to do so, note that
in view of Proposition 3.1 and (3.8), respectively. This leads us with (4.18) to
Finally, by (3.7) we have
and, furthermore,
Together with (4.19) this proofs the claim (4.17) for ∆ 
by the following quadruple sum:
Thus, the online complexity for evaluating R
Next, to derive an offline/online decomposition for E N, e N (µ) we again have to assume that h i (µ) ∈ W
Mi+1 i
, i = 0, 1, hence (2.16) holds. Furthermore, in analogy to (4.12) we assume the following 'Safety-Condition' to hold:
Again, due to duality there exists E N, e
, where by linear superposition (thanks to (2.16))
and, furthermore, due to
4.3. Output of Interest. As already mentioned in Section 2.4, the development of a-posteriori error estimators for s(µ) is mainly based on Lemma 2.1. Again, the analysis slightly differs from [16] . Furthermore, we define an additional output approximation and a corresponding a-posteriori error estimator. Note that, if we do not (want to) take advantage of the dual problem formulation, i.e., using the primal problem for the output approximation only, we define
and the error bound
Then, we obtain the following error estimate.
The result directly follows from the continuity of and Proposition 3.1, as
which proves the claim.
Next, if we aim at improving the error bound for s N 1 (µ) using the dual problem (c.p. Section 2.4) we can proceed similar to [16] and define the error bound by
Then, the improved error estimate reads as follows.
Proof. From Lemma 2.1 we find for v = ψ
We can estimate the right-hand side by and the corresponding error bound
Then, we obtain the following result.
Proof. Note, that from (4.25) and (4.26) we have
The result can be obtained straightforward by proceeding along the lines of the proof of Proposition 4.4.
Note that s 
The Continuity Constants.
To finish the derivation of rapidly evaluable a-posteriori error estimators, we will now address the computation/estimation of ρ i (µ), i = 0, 1, and β N (µ). We start by ρ i (µ).
The determination of the continuity constants from Assumption 2.1, i.e., ρ i , i = 0, 1, themselves, is of course highly dependent on the particular problem to solve. At this point we just want to mention, that the determination of ρ 1 will involve a Sobolev embedding constant (due to the quadratic non-linearity), which can be determined by a homotopy procedure, that is detailed in [16] .
Compared to [16] , due to the more sophisticated dependence on the parameter, for the determination of ρ i (µ), i = 0, 1, we have to estimate the L ∞ (Ω)-norm of the the involved coefficient functions h i (µ). To preserve the independence of N , we can use the following estimate
where ϑ i (µ) is the vector of the expansion coefficients ϑ i m (µ), 1 ≤ m ≤ M i , due to (2.13)-(2.15) and the triangle-inequality. 4.5. The Inf-Sup Constant. Now, we consider the computation of β N (µ), i.e., a rapidly evaluable (w.r.t. the online stage) lower bound for the inf-sup constant β N (µ). Due to the presence of a non-affine parameter dependence, we will split the derivation into two parts (this idea has been pursued in e.g. [9] , too). First, we will construct a lower bound for β( u N (µ); h(µ)). Afterwards, we will introduce a correction term to derive a lower bound for β N (µ) itself. Furthermore, note that we will restrict ourselves to the case of an one-dimensional parameter space, i.e., D ∈ R, only. Even though expanding to higher dimensional parameter spaces is readily admitted, more recent approaches (c.p. [4] ) are advantageous in that case. 4.5.1. Affine Parameter Dependence. We will follow the main idea of [16] , namely expanding β N (µ) in the parameter µ ∈ D, although we have to generalize it significantly, due to the more sophisticated parameter dependence (c.p. (2.1)). As already said before, we will first treat affine-parameter dependence.
First, for µ ∈ D and w ∈ X we introduce a linear operator T
Using this, forμ ∈ D and t ∈ R we further introduce (4.31)
where ∂ µ h(μ) denotes ∂ h(μ)/∂µ and ∂ µ u N max (μ) ∈ X satisfies for all v ∈ X:
Finally, we use (4.31) to define the desired expansion of β N (µ) around µ (or more
Additionally, we will take advantage of a second order correction to the expansion defined above, namely forμ ∈ D and t ∈ R: Proof. The result is an immediate consequence of (4.33) and the affine-linearity of T (w, v; t;μ) in t (c.p. (4.31)).
Furthermore, we have the following bound for the inf-sup constant.
Lemma 4.2. For givenμ, µ ∈ D and t = µ −μ, it holds
Proof. We start by observing that for 
On the other hand, we have by the definition of T (w, v; t;μ) (c.p. (4.31)):
Hence, for the right-hand side of (4.41) we find
Next, we estimate the absolute value of both summands above, where by Assumption 2.1 the first one is bounded by
, and the second one (again by Assumption 2.1 and (2.15)) by
Using these estimates and the definition of δ N (t;μ) (c.p. (4.34)), (4.41) yields
The last step is to estimate the right-hand side of (4.42). To do so, we find by (4.39), the triangle-inequality, the definition of σ(w) (c.p. (4.37)) and the simple
Hence, (4.42) yields a quadratic inequality for σ(w), namely
which holds, if (note that σ(w) ≥ 0)
σ(w) ≥ T (w, w; t;μ)
Recalling (4.38) and the definition of F(t;μ) (c.p. (4.33)) completes the proof.
The remaining construction of the (fast evaluable) lower bound for β N (µ) is done along the lines of [16] . We will recapitulate it at this point for the sake of completeness without going into details.
Let
Furthermore, for each R j , we define a centerμ j , e.g. by the geometric mean of its lower and upper bound, i.e., log(μ j ) = 
where S : D → {1, . . . , J} is a mapping, such that µ ∈ R Sµ and
We summarize our findings as follows. Note, that Proposition 4.6 only ensures that β N (µ) is a lower bound for β N (µ). To ensure a 'good' lower bound, the partition P J should be sufficiently fine. Therefore, P J is called ε β -conforming (c.p. [16] ), ε β ∈ (0, 1), if for all µ ∈ D
Proposition 4.6. For all µ ∈ D we have
The online complexity for the evaluation of β N (µ) is O(log J) to determine j, s.t.
for the computation of the first summand of δ N (t;μ) (c.p. (4.34)), i.e.,
we use (in analogy to (4.29)):
For further details on the construction itself refer to [16] .
Non-Affine Parameter
Dependence. Now, we turn back to the presence of non-affine coefficient functions, i.e., h(µ) = h(µ). As denoted earlier, we will follow the idea presented (amongst others) in [9] , i.e., using the proceeding presented in Section 4.5.1 for the case of affine parameter dependence and add a correction term to derive the desired lower bound for β N (µ). To do so, we first recall β N (µ) to be the lower bound for β( u N (µ); h(µ)) developed in Section 4.5.1. Furthermore, we define (recall (2.7)) the correction term 
Proof. Recalling the definition of the supremizer T N µ w (c.p. (4.30) and note that it is defined w.r.t. h(µ)) we find
Next, by the definition of the continuity constant (2.7), we have
In view of Proposition 4.6 this completes the proof.
Note that concerning the estimation of β N c (µ) we find by (2.11) and (2.14):
so that we have computable versions for all involved constants at hand.
4.6. Sampling Procedure. Now we develop a procedure to determine appropriate samples and snapshots. First note, that compared to [16] we have now finished to incorporate possible non-affine coefficient functions. Hence, the sampling procedure to be presented here does not differ from the one presented in [16] . Nevertheless, for the sake of completeness we will briefly describe it. We first construct the primal samples S N and primal spaces W N , respectively, for 1 ≤ N ≤ N max . Afterwards, we select the dual samples S e N and dual spaces W e N , respectively, for 1 ≤ N ≤ N max . As the applied greedy procedure is very similar for both, we will detail only the first one.
Before we start, we select a large (random) test sample Ξ ⊂ D, a 'smallest (energy) tolerance' ε sp > 0 and an initial sample S 1 . Furthermore, since u It is important to note, that ∆ N (µ) (with β N (µ) replaced by its surrogate β N s (µ)) is an accurate surrogate for the true error, that can be calculated very efficiently in the limit of many queries. Only the selected snapshots must actually be computed, thus we may choose #Ξ very large. In summary, we can expect that the sequence of spaces W N will provide rapidly certifiable (thanks to µ * ) and rapidly convergent (thanks to µ * * ) approximations uniformly in D. We will come back to this point later in the presentation of our numerical results, later.
An Application: A Rotating Propeller
As already pointed out earlier, one of our final aims is to treat flow problems around moving bodies. Thus, in an earlier work [14] we dealt with Reduced Basis Methods for solving parameter-dependent convection-diffusion problems around rigid bodies. Although, we successfully applied the Reduced Basis Method for solving the problem at hand, we were lacking any kind of a-posteriori error estimators both for quantifying the quality of the computed approximations (i.e., without computing the true solutions) and for an optimal basis assembling procedure. Now, we want to pick up the problem considered in [14] and apply the a-posteriori error estimators developed above. In the sequel we will briefly recapitulate the problem of interest.
For simplicity, we consider just a stationary convection-diffusion problem (even though the approach also applies for more realistic flow models) in a rectangle := [−1.5, 1.5] 2 ⊂ R 2 in which one or more rigid bodies are located in dependence of a parameter µ. We assume that the shape of the bodies are identical and fixed. The bodies can be interpreted as blades of a rotor or propeller and, in the case of only one body, B(µ) is the blade obtained by rotating a reference blade B = B(0) around its center of symmetry by an angle µ ∈ D = [0, π 2 ], see Figure 5 .1. Here, we restrict ourselves to the case of one blade only and refer to [14] for the more realistic case of several blades. The geometry is shown in Figure 5 .1. We subdivide \ B(µ) =: Ω(µ) into three subdomains according to Figure 5 .1, so that we obtain Ω(µ) := Ω 1 ∪ Ω 2 (µ) ∪ Ω 3 . Given coefficients and φ (that may also be non-constant, φ being a vector field), we consider the following convection-diffusion problem:
where Γ N := ∂ ∩ {x = 1.5} is the Neumann part of the outer boundary ∂ and
To apply a Reduced Basis Method to (5.1) and its variational formulation, respectively, we first have to transform the problem to a reference domain, sayΩ := Ω(μ), whereμ = 0. Since in our particular problem the parameter µ represents a rotation, the transformation is obvious. In Ω 1 , no mapping is applied (hence Ω 1 is independent of µ), Ω 2 (µ) is rotated by the angle −µ, thus we have an affine transformation in this subdomain. In Ω 3 (which is also independent of µ as Ω 1 ), each point is rotated by an angle depending on its position, i.e., points close to the outer circle are almost not rotated, while points near the inner circle are rotated almost by the angle −µ. Again, for more details, we refer to [14] .
whereB denotes B(μ). Then, the variational formulation for (5.1) on the reference domain takes the form: Findû(µ) ∈V (g), such that
for the bilinear form b and trilinear form c, respectively, that take the form
where the matrix function T (n) and the vector field t (n) are obtained in a straightforward way by the change of variable Ω n x →x ∈Ω n and the chain rule. The last step is to reduce the problem to homogeneous boundary conditions. For this purpose, we chooseû H ∈ H 1 (Ω 1 ), such thatû H = g on Γ D andû H = 0 on ∂Ω 1 ∩ ∂Ω 3 . Then, we can reformulate (5.2) in the form of (2.2) as follows:
Note that (unlike indicated) f (v; µ) does not depend on µ due to the particular choice ofû H (suppû H =Ω 1 and the fact that the mapping onΩ 1 is the identity). Setting X e :=V (0) and X ⊂ X e a (suitable fine) finite-element space, we have transformed (5.1) such that the theory developed in the previous sections can be applied (c.p. (2.2) and (2.3), respectively), although now we have the sum of several bilinear and trilinear forms, respectively, each endowed with its own (partly non-affine) coefficient function. In the case of several blades, one obtains more subdomains, a more complicated transformation and also more linear combinations of bi-and trilinear forms. But still the problem can be transformed into a version that allows the application of the theory presented above.
Finally, we define the output of interest s(µ) := (û(µ)), where
andn(x) denotes the outward normal vector inx.
Numerical Results
This section is devoted to the description of several numerical experiments. Let us start with one critical observation. In the offline/online decomposition for the computation of the error terms in Sections 4.1 and 4.2, we had always to take square roots. For example, in order to compute R N (µ) = R N (µ) X , we used the offline/online decomposition to compute the square R N (µ) 2 X
. Taking the square root results in a loss of accuracy of half of the digits. Hence, the maximum accuracy we can expect is the square root of the machine accuracy. The same remark holds for the other error quantities E N (µ), R N, e N (µ) and E N, e N (µ). For this reason, we investigate the influence of this effect by first computing directly the error quantities (without the offline/online decomposition). This means that e.g. for R N (µ) we solve the following linear problem
Furthermore, for reasons we point out later, we use the true inf-sup constant β N (µ) rather than its lower bound β N (µ).
In the second part we give the quantitative result (including computational savings), i.e., we compute all terms independent of N (= dim X) by the offline/onlinedecomposition. Moreover we use the fast computable lower bound β N (µ) to β N (µ) developed in Section 4.5.
We consider the convection-diffusion problem around one rotating blade described in Section 5 above. For the fine FE-solution X we use P 1 -finite-elements, where the triangulation is shown in Figure 6 .2. The empirical interpolation is carried out with a tolerance of ε emp = 1e −10 , see (2.14). 6.1. Direct Computation of Residuals. As already mentioned, we first describe the results for computing the error terms directly without the offline/online decomposition.
Primal Problem. We start by investigating the error for the Primal Problem. In Table 6 .1 and Figure 6 . [14] for comparability) in dependence of the number N of snapshots. Here and in the sequel we use 'NaN' to indicate that a quantity is not computable since the condition for the corresponding proximity indicator is not fulfilled (e.g. for the computation of ∆ N (µ) we need τ N (µ) ≤ 1, which turns out to be not the case for N ≤ 3). We observe exponential decay of the error e N (µ) w.r.t. N , as expected. This error is (thanks to the greedy sampling procedure in Section 4.6) rapidly certifiable, i.e., τ N (µ) ≤ 1 for N ≥ 4. Thus, for N ≥ 4 we can compute the error bound ∆ N (µ), which turns out to be very close to the true error, i.e., we obtain effectivities η N (µ) of approximately 2. Only for N close to N max = 17, the effectivity η N (µ) is slightly increasing. This can be explained in view of Proposition 4.1 by considering R N (µ) (c.p. (3.1) ) and E N (µ) (c.p. (3.2)) in Table 6 .2. When R N (µ) gets very close to E N (µ) the efficiency is rising, obviously. Moreover, since for N = 18 our 'SafetyCondition' (4.12) is no longer valid, we chose N max = 17. If we would use more snapshots, the values τ N (µ) and ∆ N (µ) would be dominated by the error E N (µ) introduced by the EIM, i.e., the corresponding curves in Figure 6 .3 would pass into a plateau. This is the typical behavior using the EIM (c.p. amongst others [9] ). .21)). For the linear functional , we use again the above described application (5.6). The results are shown in Table 6 .3 where we give the values for the error e Table 6 .3. Error, estimator and effectivity for the output computation using only the primal problem.
As expected, we observe again exponential decay of the error with a rough error bound (i.e., large effectivities), since the error is the dual norm of the output functional multiplied by ∆ N (µ) (c.p. (4.21) and Proposition 4.3, respectively). We have depicted e N s1 (µ) in Figure 6 .5 below together with the output approximations and corresponding error bounds using the Dual Problem.
Dual Problem. Next, we use the Dual Problem for the computation of the output of interest. Table 6 .4 and Figure 6 .4 show the values for e Table 6 .4. Error, estimator, indicator and error parts using the dual problem for the computation of an output of interest. 
is bounded from below due to the error introduced by the empirical interpolation, also ∆ N, e N (µ) is bounded from below. In order to quantify this effect, Table 6 .5 shows the same quantities as Table 6 .4, but now in dependence of the number N of primal snapshots for fixed N = N max = 11. For N ≥ 11 both the error e We also indicate the corresponding effectivities in dependence of N . In Table 6 .6 and the left part of Figure 6 .5 we fixed N = 5, while in Table 6 .7 and right part of We conclude that the method works well also for problems with non-affine coefficient functions that are approximated by the EIM. Furthermore, we have detailed the influence of the error introduced by the EIM into the developed a-posteriori error estimators, both in theory and by the numerical experiments.
6.2. Computation of Residuals with offline/online Decomposition. Finally, we investigate the performance of the fully developed scheme, namely using the offline/online decomposition presented in Sections 4.1 and 4.2 as well as the lower bound for the inf-sup constant derived in Section 4.5. As already pointed out earlier this will allow for an N -independent method. We use the same data as in the previous section.
We start again by analyzing the Primal Problem. Table 6 .8 and Figure 6 .7 show the values of the error e N (µ), the estimator ∆ N (µ), effectivity η N (µ) and proximity indicator τ N (µ) in dependence of N . As before we obtain exponential decay of the Table 6 .8. Error e N (µ), the estimator ∆ N (µ), effectivity η N (µ) and proximity indicator τ N (µ) in dependence of N using the offline/online decomposition for the computation.
quantities. As already mentioned in Section 6 the value of R N (µ) is bounded from below by the square root of the machine accuracy due to floating point arithmetic while computing R N (µ) 2 X
. This means, as opposed to the previous part, we can choose at most N max = 10 snapshots. Moreover, for N = 4 the proximity indicator τ N (µ) is less than one, but the error estimator ∆ N (µ) is indicated to be not computable ('NaN'). In order to explain this, recall that all presented values are mean values for five choices of the parameter µ. Hence 'NaN' already occurs if the proximity indicator τ N (µ) is larger than one for just one choice of µ. In this case, the a-posteriori error estimator ∆ N (µ) is not computable. snapshots, that can be selected by the sampling procedure, is restricted by the second summand in the dual a-posteriori error estimate ∆ N, e N (µ), i.e. by the value of the proximity indicator τ N (µ) for N = N max , which in turns is bounded for the reasons already explained above. Thus, we can only select N max = 5 snapshots for the Dual Problem.
Next, we investigate the error for the approximations of the output of interest s(µ) and their error bounds, respectively using the Dual Problem. In Table 6 .10 and Figure 6 .10 we compare the already presented values e N s1 (µ), (using the direct method) and ∆ 10 7.50e-10 7.89e-10 1.06e+00 4.33e-13 3.96e-11 1.66e+02 Finally, we present the computational savings. Table 6 .11 shows the ratio between the cpu-time needed for computing the output of interest s(µ). We compare the cpu-time for the FE-solution on the mesh visualized in Figure 6 .3 and the time needed for approximating the output of interest s(µ) using the RBM. The line N = 0 indicates that no dual problem is used, i.e., we use s 
