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Die Entwicklung von Algorithmen zur automatischen oder semi-automatischen 
Verarbeitung von medizinischen Bilddaten hat in den letzten Jahren mehr und mehr 
an Bedeutung gewonnen. Das liegt zum einen an den immer besser werdenden me-
dizinischen Aufnahmemodalitäten, die den menschlichen Körper immer feiner vir-
tuell abbilden können. Zum anderen liegt dies an der verbesserten Computerhard-
ware, die eine algorithmische Verarbeitung der teilweise im Gigabyte-Bereich lie-
genden Datenmengen in einer vernünftigen Zeit erlaubt. Das Ziel dieser Habilitati-
onsschrift ist die Entwicklung und Evaluation von Algorithmen für die medizini-
sche Bildverarbeitung. Insgesamt besteht die Habilitationsschrift aus einer Reihe 
von Publikationen, die in drei übergreifende Themenbereiche gegliedert sind: 
 
 Segmentierung medizinischer Bilddaten anhand von vorlagenbasierten 
Algorithmen 
 
 Experimentelle Evaluation quelloffener Segmentierungsmethoden un-
ter medizinischen Einsatzbedingungen 
 
 Navigation zur Unterstützung intraoperativer Therapien 
 
 
Im Bereich Segmentierung medizinischer Bilddaten anhand von vorlagenba-
sierten Algorithmen wurden verschiedene graphbasierte Algorithmen in 2D und 3D 
entwickelt, die einen gerichteten Graphen mittels einer Vorlage aufbauen. Dazu ge-
hört die Bildung eines Algorithmus zur Segmentierung von Wirbeln in 2D und 3D. 
In 2D wird eine rechteckige und in 3D eine würfelförmige Vorlage genutzt, um den 
Graphen aufzubauen und das Segmentierungsergebnis zu berechnen. Außerdem 
wird eine graphbasierte Segmentierung von Prostatadrüsen durch eine Kugelvor-
lage zur automatischen Bestimmung der Grenzen zwischen Prostatadrüsen und um-
liegenden Organen vorgestellt. Auf den vorlagenbasierten Algorithmen aufbauend, 
wurde ein interaktiver Segmentierungsalgorithmus, der einem Benutzer in Echtzeit 
das Segmentierungsergebnis anzeigt, konzipiert und implementiert. Der Algorith-
mus nutzt zur Segmentierung die verschiedenen Vorlagen, benötigt allerdings nur 
einen Saatpunkt des Benutzers. In einem weiteren Ansatz kann der Benutzer die 
Segmentierung interaktiv durch zusätzliche Saatpunkte verfeinern. Dadurch wird 
es möglich, eine semi-automatische Segmentierung auch in schwierigen Fällen zu 
einem zufriedenstellenden Ergebnis zu führen. 
 
Im Bereich Evaluation quelloffener Segmentierungsmethoden unter medizini-
schen Einsatzbedingungen wurden verschiedene frei verfügbare Segmentierungs-
algorithmen anhand von Patientendaten aus der klinischen Routine getestet. Dazu 
gehörte die Evaluierung der semi-automatischen Segmentierung von Hirntumoren, 
zum Beispiel Hypophysenadenomen und Glioblastomen, mit der frei verfügbaren 
Open Source-Plattform 3D Slicer. Dadurch konnte gezeigt werden, wie eine rein 
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manuelle Schicht-für-Schicht-Vermessung des Tumorvolumens in der Praxis un-
terstützt und beschleunigt werden kann. Weiterhin wurde die Segmentierung von 
Sprachbahnen in medizinischen Aufnahmen von Hirntumorpatienten auf verschie-
denen Plattformen evaluiert. 
 
Im Bereich Navigation zur Unterstützung intraoperativer Therapien wurden 
Softwaremodule zum Begleiten von intra-operativen Eingriffen in verschiedenen 
Phasen einer Behandlung (Therapieplanung, Durchführung, Kontrolle) entwickelt. 
Dazu gehört die erstmalige Integration des OpenIGTLink-Netzwerkprotokolls in 
die medizinische Prototyping-Plattform MeVisLab, die anhand eines NDI-Naviga-
tionssystems evaluiert wurde. Außerdem wurde hier ebenfalls zum ersten Mal die 
Konzeption und Implementierung eines medizinischen Software-Prototypen zur 
Unterstützung der intraoperativen gynäkologischen Brachytherapie vorgestellt. Der 
Software-Prototyp enthielt auch ein Modul zur erweiterten Visualisierung bei der 
MR-gestützten interstitiellen gynäkologischen Brachytherapie, welches unter ande-
rem die Registrierung eines gynäkologischen Brachytherapie-Instruments in einen 
intraoperativen Datensatz einer Patientin ermöglichte. Die einzelnen Module führ-
ten zur Vorstellung eines umfassenden bildgestützten Systems für die gynäkologi-
sche Brachytherapie in einem multimodalen Operationssaal. Dieses System deckt 
die prä-, intra- und postoperative Behandlungsphase bei einer interstitiellen gynä-






The development of algorithms for the automatic and semiautomatic processing of 
medical image data became more and more important in recent years. On the one 
hand, this depends on improved image techniques, which allow increasingly finer 
virtual representations of the human body. On the other hand, this depends on im-
proved computer hardware, which enables an algorithmic processing of data in gi-
gabyte range in a reasonable time. The aim of this habilitation thesis is the devel-
opment and evaluation of algorithms for medical image processing. Overall, the 
habilitation thesis consist of a number of publications, which are structured in three 
comprehensive topics: 
 
 Segmentation of medical image data on the basis of template-based al-
gorithms 
 
 Experimental evaluation of open source segmentation algorithms un-
der clinical conditions 
 
 Navigation to support intraoperative therapies 
 
 
The topic Segmentation of medical image data on the basis of template-based 
algorithms includes the development of several graph-based algorithms in 2D and 
3D, where directed graphs a constructed via templates. This involves algorithms for 
the segmentation of vertebra in 2D and 3D. In 2D a rectangle and in 3D a cubic 
shaped template is used to construct the graph and calculate the segmentation result. 
Moreover, a graph-based segmentation of prostate central glands (PCG) is per-
formed with a spherical shaped template to determine the border between the PCG 
and the surrounding organs. Based on the template-based algorithms an interactive 
segmentation algorithm has been developed and implemented that provides the seg-
mentation result in real-time to the user. The algorithm uses different templates, 
however, needs only one user-defined seed point to perform the segmentation. In a 
further approach, the user can interactively refine a segmentation results by addi-
tional seed points. Thus, enabling also satisficing semi-automatic segmentations in 
difficult cases. 
 
The topic Experimental evaluation of open source segmentation algorithms un-
der clinical conditions covers the intensive testing of freely available segmentation 
algorithms with patient data from the clinical routine. This includes the evaluation 
of the semi-automatic segmentation of brain tumors, like pituitary adenomas and 
glioblastomas with the freely available Open Source platform 3D Slicer. Thereby it 
could be shown how a pure manual slice-by-slice measurement of a tumor volume 
can be supported and speed-up in practice. Furthermore, the segmentation of lan-
guage pathways in medical scans of brain tumor patients has been evaluated on 
different platforms. 
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The topic Navigation to support intraoperative therapies includes the develop-
ment of software modules to guide intraoperative interventions in different treat-
ment stages (therapy planning, execution, monitoring). This includes the integration 
of the OpenIGTLink network protocol into the medical prototyping platform 
MeVisLab, which has been evaluated with an NDI navigation system. Furthermore, 
the conception and development of a medical software prototype to support an in-
traoperative gynecological brachytherapy has been introduced. The software proto-
type contained also a module for the enhanced visualization during a MR-guided 
interstitial gynecological brachytherapy, which enabled the registration of a gyne-
cological brachytherapy device into the intraoperative dataset of the patient. The 
single modules lead to a comprehensive image-guided system for the gynecological 
brachytherapy in a multimodal operation suite. Thereby, the system covers the pre, 
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Die medizinische Bildverarbeitung befasst sich mit der computergestützten Verar-
beitung von medizinischen Bilddaten wie der Magnetresonanztomographie (MRT) 
oder der Computertomographie (CT). Dabei sollen Medizinern in verschiedenen 
Phasen einer Behandlung technische Mittel an die Hand geben werden, um Thera-
pien erfolgreich zu gestalten. Das kann schon bei der Diagnose beginnen und bis 
zum Monitoring und der Therapieplanung auch die Durchführung und Kontrolle 
einschließen. Das Ziel dieser kumulativen Habilitationsschrift ist die Entwicklung 
und Evaluation von Algorithmen für die medizinische Behandlung unterschied-
lichster schwerer Erkrankungen. Zu diesem Zweck ist die Habilitationsschrift in 
drei übergreifende Bereiche gegliedert: Segmentierung medizinischer Bilddaten an-
hand von vorlagenbasierten Algorithmen, Experimentelle Evaluation quelloffener 
Segmentierungsmethoden unter medizinischen Einsatzbedingungen und Naviga-
tion zur Unterstützung intraoperativer Therapien. 
Im Bereich Segmentierung werden in dieser Arbeit mehrere skalierungsinvari-
ante graphbasierte Algorithmen entwickelt, die auf geometrischen Vorlagen basie-
ren. Dazu gehört unter anderem die semi-automatische Segmentierung von Wirbeln 
in zwei- und dreidimensionalen Patientenaufnahmen anhand eines Rechtecks bzw. 
Kubus. Die Segmentierungsalgorithmen beschleunigen die sehr zeitaufwendigen 
manuellen Schicht-für-Schicht-Segmentierungen erheblich; sie werden anhand von 
Patientenaufnahmen aus der Klinik für Neurochirurgie (Direktor Professor Dr. 
med. Christopher Nimsky) des Universitätsklinikums in Marburg evaluiert. 
Im zweiten Teil dieser Arbeit werden Beiträge zur Evaluation von Segmentie-
rungsalgorithmen wie dem GrowCut und einem Fibertracking unter der frei verfüg-
baren Open Source-Plattform 3D Slicer geleistet. GrowCut wird anhand der semi-
automatischen Segmentierung von zerebralen Pathologien wie Glioblastomen und 
Hypophysenadenomen evaluiert. Größenänderungen bei diesen zerebralen Patho-
logien sind ein kritischer Faktor bei der Behandlungsentscheidung; heutzutage wird 
das Volumen einer Pathologie in der Regel immer noch rein manuell vermessen. 
Der Fibertracking-Algorithmus wird zur Segmentierung von Sprachbahnen bei 
Hirntumorpatienten angewendet, bei denen der Tumor in der Nähe einer Sprach-
bahn angesiedelt ist und operiert werden soll. Bei diesen neurochirurgischen Ein-
griffen ist eine genaue Segmentierung extrem wichtig, um eine Beschädigung ge-
sunder Gehirnareale beim operativen Eingriff zu vermeiden. Die Evaluationsergeb-
nisse und die gut strukturierte und einfache Benutzung zeigen, dass sich 3D Slicer 
in diesen Bereichen bereits heute für den klinischen Einsatz eignet und eine Alter-
native zu teuren, nicht in jeder Klinik zur Verfügung stehenden kommerziellen Pro-
dukten sein kann. 
 Die Beiträge zur Unterstützung von intraoperativen Therapien realisieren zum 
einen erstmals die erfolgreiche Integration eines offenen medizinischen Netzwerk-
protokolls (OpenIGTLink) in die medizinische Plattform MeVisLab. Zum anderen 
wird die Konzeption und Implementierung eines medizinischen Software-Prototy-
pen (iGyne) zur Unterstützung der intraoperativen gynäkologischen Brachytherapie 
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vorgestellt. Durch die Integration von OpenIGTLink ist es jetzt möglich, mit Me-
VisLab-Prototypen medizinische Hardware wie das magnetische Trackingsystem 
von NDI Aurora direkt anzusteuern. Der iGyne-Prototyp hilft den behandelnden 
Ärzten bei der Auswahl und besonders bei der Positionierung von Nadeln und 
wurde parallel zu intraoperativen gynäkologischen Brachytherapie-Eingriffen in ei-
nem multimodalen Operationssaal im Brigham & Women's Hospital der Harvard 
Medical School in Boston (USA) getestet. 
 
1.2. Medizinische Grundlagen 
In diesem Abschnitt werden die medizinischen Grundlagen der vorliegenden Arbeit 
präzise dargelegt. Dazu gehören neurochirurgische Erkrankungen im Bereich des 
Kopfes und der Wirbelsäule und die neurochirurgische Volumetrie zur Ermittlung 
des Tumorvolumens eines Patienten. Außerdem werden zwei medizinische Bildge-
bungsverfahren, die Computertomographie (CT) und die Magnetresonanztomogra-
phie (MRT), beschrieben. Abschließend wird in diesem Abschnitt die gynäkologi-
sche Brachytherapie vorgestellt, eine Behandlungsform für bösartige gynäkologi-
sche Tumore. 
1.2.1. Neurochirurgische Erkrankungen 
Die häufigsten hirneigenen Tumore sind Gliome, die von den Stützzellen des Ge-
hirns ausgehen. Die Ursprungszelle bestimmt ihre Entität, d.h. Astrozytome entste-
hen aus Astrozyten, Oligodendrogliome aus Oligodendrozyten und Ependymome 
aus Ependymzellen. Außerdem kennt man Mischformen dieser histopathologi-
schen Subtypen, zum Beispiel Oligoastrozytome; die häufigsten Gliome sind mit 
über 60% Astrozytome. Es werden vier Subtypen unterschieden (I-IV), deren Klas-
sifikation nach Vorgaben der Weltgesundheitsorganisation (WHO, World Health 
Organisation) festgelegt wurde, wobei die am seltensten auftretenden Grad I-Tu-
more als wenig aggressiv und proliferativ einzustufen sind, aber über 70% zu den 
malignen Gliomen – WHO Grad III (anaplastisches Astrozytom) und den beson-
ders bösartigen Grad IV-Gliomen (Glioblastoma multiforme) – zählen. Seine Be-
zeichnung Glioblastoma multiforme (GBM) verdankt der Grad IV-Tumor seiner 
histopathologischen Erscheinung. Das Glioblastom als häufigster maligner hirnei-
gener Tumor zählt gleichzeitig zu den bösartigsten Neoplasien des menschlichen 
Organismus. Das interdisziplinäre Behandlungskonzept vereint heute die bestmög-
liche mikrochirurgische Resektion mit Strahlentherapie und Chemotherapie. Auch 
neueste Bestrahlungskonzepte sowie die Etablierung von Alkylanzien (besonders 
häufig wird Temozolomid eingesetzt) als erprobte Chemotherapeutika konnten die 
Überlebensrate von der Diagnose bis zum Tod des Patienten bisher auf nicht mehr 
als durchschnittlich 15 Monate steigern [3], [36], [44]. 
Auch beim Hypophysenadenom – einem Tumor der Hypophyse (Hirnanhangs-
drüse) – werden, abhängig von seiner Ausdehnung, vier Grade unterschieden: Grad 
I - intrasellär (Mikroadenom), Grad II - intrasellär, ggf. suprasellär (Makroadenom), 
Grad III - invasiv lokalisiert und Grad IV - invasiv diffus. Der Hypophyse als einer 
Hormondrüse kommt eine zentrale übergeordnete Rolle bei der Regulation des neu-
roendokrinen Systems (Hormonsystems) im Körper zu. Sie befindet sich in einer 
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knöchernen Vertiefung der Schädelbasis auf Höhe der Nase und mitten im Schädel 
(Sella turcica) und setzt sich aus einem Vorder- (Adenohypophyse) und einem Hin-
terlappen (Neurohypophyse) zusammen, die sich entwicklungsgeschichtlich, histo-
logisch und funktionell unterscheiden [36], [44]. 
Die veränderte Altersstruktur der Gesellschaft hat zu einem höheren Anteil äl-
terer Menschen in der Bevölkerung geführt, die wiederum häufiger einen operati-
ven Eingriff an der Wirbelsäule benötigen. Denn degenerative Erkrankungen der 
Wirbelsäule werden vor allem durch altersbedingte Veränderungen der ligamentä-
ren und ossären Strukturen und die gleichzeitige Zunahme von Spinalkanalstenosen 
verursacht. Zur Erkennung knöcherner Strukturen eignen sich Computertomogra-
phie (CT)-Scans besser als zum Beispiel Magnetresonanztomographie (MRT)-Auf-
nahmen, deshalb werden sie bevorzugt zur präoperativen Evaluation der spinalen 
Knochenstruktur angefertigt [1], [4]. 
1.2.2. Medizinische Bildgebung 
Die Computertomographie (CT) und die Magnetresonanztomographie (MRT) sind 
die beiden medizinische Bildgebungsverfahren, die für diese Arbeit wesentlich 
sind. Die Magnetresonanztomographie ist genau wie die Computertomographie 
eine Methode, Schnittbilder des menschlichen Körpers zu erzeugen. Bereits 1972 
wurde der erste Computertomograph als Röntgengerät konstruiert; ein Jahr später, 
1973, entwickelten Paul C. Lauterbur und Sir Peter Mansfield die nicht-invasive 
Bildgebungstechnik der Magnetresonanztomographie. Diese arbeitet mit starken 
Magnetfeldern, im Gegensatz zur Computertomographie, die mit Hilfe einer Rönt-
genröhre und mehreren Blenden einen schmalen Fächerstrahl (Röntgenstrahl) er-
zeugt und damit Querschnittbilder von verschiedenen Körperabschnitten anfertigt. 
Bei beiden Verfahren erlauben die Schnittbilder die Betrachtung und Beurteilung 
von Organen und möglicher krankhafter Organveränderungen. 
Die Magnetresonanztomographie arbeitet außer mit Magnetfeldern mit elektro-
magnetischen Wechselfeldern im Radiofrequenzbereich. Durch sie werden be-
stimmte Atomkerne (meistens die Wasserstoffkerne/Protonen) im Körper gezielt 
angeregt, um dann wieder in ihren Grundzustand zurückkehren (Relaxation). Die 
sogenannten Relaxationszeiten bilden die Basis für den Bildkontrast der einzelnen 
Gewebearten, zu dem auch noch der unterschiedliche Gehalt an Wasserstoffatomen 
in verschiedenen Geweben (z.B. Muskeln und Knochen) beiträgt. Die beiden T-
Kontraste (T1 und T2) kennzeichnen unterschiedliche Relaxationszeiten. Im T1-
Kontrast erscheint Liquor dunkel, im T2-Kontrast dagegen hell. Ein weiterer As-
pekt ist die Stärke des MRT-Magnetfelds, die sich unmittelbar auf die Signalquali-
tät der gemessenen Daten auswirkt. Standardstärke bei Magnetfeldern für diagnos-
tische Zwecke sind inzwischen 1-1,5 Tesla, wobei zunehmend auch Hochfeldgeräte 
mit Feldstärken von 3 Tesla zum Einsatz kommen. Diese 3 Tesla sollten allerdings 
nicht überschritten werden, andernfalls erleiden die Patienten infolge der entstehen-
den Wirbelströme im Gehirn Schwindel und Übelkeit. Ultrahochfeld-Systeme mit 
Feldstärken jenseits der 3 Tesla-Grenze werden in der Humanmedizin zurzeit noch 
ausschließlich für Forschungszwecke, nicht aber für Routineuntersuchungen einge-
setzt [17], [36]. 
Röntgenstrahlung oder andere ionisierende Strahlung wird im MRT-Gerät nicht 
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erzeugt oder genutzt. Im Gegensatz dazu werden bei der Computertomographie alle 
Untersuchungen mit Röntgenstrahlen durchgeführt. Dabei durchdringen die Strah-
len einen bestimmten Körperabschnitt, wobei sie in den verschiedenen Strukturen 
(z.B. Knochen, Haut, Fett, Organe und Muskeln) unterschiedlich stark abge-
schwächt werden. Detektoren, die sich genau gegenüber der Röntgenröhre befin-
den, dienen dazu, den abgeschwächten Röntgenstrahl als Signal zu empfangen, 
elektronisch aufzubereiten und an einen Computer zur Auswertung weiterzuleiten. 
Die Röntgenröhre und die Detektoren drehen sich langsam um den Patienten und 
erzeugen dabei verschiedene Projektionen derselben Schicht. Die Aufnahmen wer-
den nach mehrmaligem Wiederholen im Computer zu einem räumlichen Graustu-
fenbild rekonstruiert, das anschließend auf einem Bildschirm betrachtet und ausge-
wertet werden kann. Durch die guten Kontraste können auf diesen Bildern die ver-
schiedenen Gewebearten ohne Schwierigkeiten unterschieden werden; das macht 
ein CT-Bild in seiner Qualität und Übersichtlichkeit einem einfachen Röntgenbild 
im Allgemeinen deutlich überlegen. Mit Hilfe eines Computers ist es auch möglich, 
ein dreidimensionales Bild zu erzeugen und eine Schichtebene abzubilden, die nicht 
von anderen Schichten überlagert wird. Die Spiral-Computertomographie (Spiral-
CT) als erste von drei Weiterentwicklungen der konventionellen Computertomo-
graphie ermöglicht es, durch eine verbesserte Technik größere Körperabschnitte 
aufzunehmen und ein genaueres dreidimensionales Bild der Gewebe zu erhalten. 
Die zweite Verbesserung betrifft den Multislice CT-Scanner, bei dem der Detektor 
aus mehreren Zeilen besteht, die das gleichzeitige Aufnehmen (Scannen) mehrerer 
Schichten eines Körpers ermöglichen. Bei der dritten Weiterentwicklung, den 
Dual-Source-Computertomographen (DSCT), verfügen die Spiral-CT über zwei 
Röntgenstrahler und zwei Detektoren; sie ermöglichen unter anderem Aufnahmen 
vom rasch schlagenden Herzen in höchster Detailgenauigkeit und Qualität [17], 
[36]. 
1.2.3. Neurochirurgische Volumetrie 
Für eine genaue Ermittlung des Tumorvolumens ist es nötig, Methoden zu entwi-
ckeln, die alle MR-Schichten aus einem Patientendatensatz nutzen, um die Tumor-
grenzen zu berechnen. Da eine manuelle Schicht-für-Schicht-Segmentierung durch 
die behandelnden Ärzte in der klinischen Routine in der Regel zu zeitaufwendig ist, 
werden meistens einfachere Rechenmethoden, wie die sogenannten geometrischen 
Modelle, verwendet, um das Tumorvolumen zu bestimmen. Allerdings liefern diese 
geometrischen Modelle nur eine Approximation des Tumorvolumens. Geometri-
sche Modelle nutzen lediglich einen oder mehrere benutzerdefinierte Durchmesser 
– die manuell im Gegensatz zu einer Schicht-für-Schicht-Segmentierung sehr 
schnell bestimmt werden können –, um das Tumorvolumen zu berechnen. Bei ei-
nem kugelförmigen Modell zum Beispiel ist das Volumen als (1/6)πd3 definiert (d 
ist hierbei der Durchmesser der maximalen Querschnittsfläche der Pathologie). Bei 
einem elliptischen Modell dagegen wird das Volumen über (1/6)πabc berechnet (a, 
b, c sind dabei die drei Achsen des Tumors). In einer anderen Methode werden die 
Radien x, y, und z jeweils in der axialen, sagittalen und koronalen Schicht gemes-
sen. Anschließend wird, basierend auf der Annahme eines kugelförmigen Volu-
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mens, die Formel (4/3)πr3 für die Volumenberechnung genutzt, wobei r der Durch-
schnitt der drei Radien x, y und z ist. Bei einer weiteren Methode wird die Größe 
von Hypophysenadenomen anhand des größten Tumordurchmessers a und senk-
recht dazu des größten Durchmessers b bestimmt (1/6)πab2. Zusammenfassend 
kann gesagt werden, dass die Volumetrie gegenüber der Messung von Durchmes-
sern nach den Response Evaluation Criteria In Solid Tumors (RECIST)-Kriterien 
oder den verbreiteten Macdonald-Kriterien den Vorteil einer erhöhten Genauigkeit 
bietet, sie setzt aber ohne algorithmische Unterstützung eine sehr zeitaufwendige 
manuelle Segmentierung der Läsionen voraus und ist deshalb in der klinischen 
Routine in der Regel nicht praktikabel [36], [56]. 
1.2.4. Gynäkologische Brachytherapie 
Bösartige gynäkologische Tumore, die Zervixkarzinome (Gebärmutterhalskrebs), 
Endometriumkarzinome (Krebserkrankung der Gebärmutterschleimhaut), Ovarial-
karzinom (Eierstockkrebs), Vaginalkarzinom und Vulvakarzinome (bösartige Tu-
morerkrankungen der äußeren Geschlechtsteile der Frau) betreffen, tragen erheb-
lich zur Sterblichkeit von Frauen weltweit bei. In den Vereinigten Staaten hat die 
Anzahl gynäkologischer Krebserkrankungen in den letzten Jahren zugenommen, 
während die Sterblichkeitsrate relativ stabil bei circa 35% aller Neuerkrankungen 
verharrte. Das derzeitige Behandlungskonzept für erstmalig auftretende oder wie-
derkehrende gynäkologische Tumorerkrankungen besteht in der Regel aus einer ex-
ternen Bestrahlung, gefolgt von einer Brachytherapie. Im Gegensatz zur externen 
Bestrahlung des Tumors im Beckenbereich durch einen Linearbeschleuniger von 
außen werden bei der Brachytherapie radioaktive Strahlenquellen mit einer hohen 
Strahlendosis unmittelbar im Tumorgewebe platziert. Die Platzierung der Strahlen-
quellen wird in der Regel über interstitielle Applikatoren, zum Beispiel Katheter, 
vorgenommen. Hierbei ist die optimale Verteilung und Planung der radioaktiven 
Dosis der einzelnen Katheter besonders wichtig, damit der Tumor, bei gleichzeiti-
ger Schonung der umliegenden gesunden Gewebe und strahlungskritischen Organe 
(wie Blase, Rektum, Kolon), zerstört werden kann. Je nach Tumorgröße kann die 
Anzahl der benötigten Katheter von einigen wenigen bis zu mehreren Dutzend rei-
chen. Dabei ist es auch für erfahrene Mediziner nicht möglich, alle Katheter auf der 
Grundlage vorheriger Patientenaufnahmen ohne ständige Korrekturen zufrieden-
stellend zu platzieren. Deshalb wird meistens mit dem Setzen von Kathetern um 
den vaginalen Kanal herum begonnen. Nach weiteren Aufnahmen zur Überprüfung 
und eventuellen Korrektur der Position der Katheter werden weitere Katheter hin-
zugefügt. Bei manchen Patientinnen kann dies mehrere Stunden in Anspruch neh-
men, eine sehr belastende Therapie [14]. 
 
1.3. Technische Grundlagen 
1.3.1. Segmentierungsverfahren 
Unter Segmentierung versteht man in der Informatik die Aufteilung von Daten in 
sinnvolle Bereiche. In der medizinischen Bildverarbeitung kann es sich zum Bei-
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spiel um einen Tumor handeln, dessen Darstellung aus einer MRT-Aufnahme ex-
trahiert wird. Ein Beispiel zur konkreten Anwendung in der Praxis liefert die Volu-
metrie: Wenn Mediziner wissen möchten, welches Volumen ein Tumor hat, muss 
dieser in einem Datensatz segmentiert werden. Diese Segmentierung kann zum ei-
nen rein manuell erfolgen, indem Ärzte alle Schichten (im Falle eines 3D-Daten-
satzes) durchgehen und die Tumorgrenzen Schicht für Schicht einzeichnen. Diese 
rein manuelle Vorgehensweise ist im Allgemeinen allerdings sehr zeitaufwendig. 
Eine Segmentierung kann andererseits auch computergestützt erfolgen, d.h., dass 
speziell entwickelte Algorithmen aus der Informatik zuerst eine automatische Seg-
mentierung (in der Regel in wenigen Sekunden) durchführen. Anschließend über-
prüfen die Mediziner die Ergebnisse dieser automatischen Segmentierung und neh-
men gegebenenfalls Korrekturen vor. In der Bildverarbeitung wurden in den letzten 
Jahren mehrere Grundprinzipien automatischer Segmentierungsalgorithmen er-
forscht. Dazu gehören unter anderem die sogenannten Snakes – oder Aktiven Kon-
turen – im Zwei- und Dreidimensionalen. Aktive Konturen werden in der (medizi-
nischen) Bildverarbeitung meistens zur Bestimmung von Objektkonturen oder 
Oberflächen verwendet und besitzen interne und externe Energien. Dabei regelt die 
interne Energie die Steifigkeit der Objektkontur bzw. Oberfläche. Die externe Ener-
gie dagegen setzt sich aus Bildinformationen – zum Beispiel aus einem Kantenfilter 
– zusammen. Eine weitere Klasse von Segmentierungsalgorithmen sind statistische 
Ansätze wie die Active Appearance Models (AAM). Bei diesen Ansätzen ist ein 
statistisches Modell der zu segmentierenden Struktur nötig. Dieses Modell wird an-
hand von manuell segmentierten Strukturen erstellt. Dabei soll das Modell mög-
lichst die Vielgestalt der Struktur bzw. deren Konturen abdecken, um später neue, 
unbekannte Konturen automatisch zu segmentieren. Aus den Objekten fließen je-
weils die Formen (Shapes) und die Texturen in das statistische Modell ein. Eine 
dritte Klasse von Bildsegmentierungsverfahren sind graphbasierte Ansätze. Bei 
graphbasierten Ansätzen wird das Bild als Graph repräsentiert. Dabei stellen ein-
zelne Bildpunkte die Knoten im Graphen, und aus den Beziehungen zwischen den 
Bildpunkten ergeben sich die Kanten. Nachdem ein Graph aufgestellt ist, wird das 
gesuchte Objekt durch einen Min-Cut-Algorithmus vom Hintergrund getrennt [17], 
[36]. 
1.3.2. MeVisLab 
Das MeVis Center für Medical Diagnostic Systems and Visualization in Bremen 
entwickelt wissenschaftliche Methoden und Software für Computerunterstützung 
in der Medizin und Radiologie. Dazu gehören unter anderem die computergestützte 
Diagnose, Therapieplanung, Therapieüberwachung, computergestütztes Lernen 
und computergestütztes Ausbilden. Es sollen vor allem praktikable Lösungen für 
klinisch relevante Probleme gefunden werden. Dabei wird das aktuelle Wissen von 
Naturwissenschaftlern, Informatikern und Mathematikern genutzt und vereinigt. 
MeVisLab, die medizinische Forschungs- und Prototyping Plattform von MeVis, 
ist als reine Entwicklungsumgebung für medizinische Bildverarbeitung und Visua-
lisierung gedacht. Innerhalb von MeVisLab existiert inzwischen eine große Anzahl 
von Modulen aus der (medizinischen) Bildverarbeitung, die einem Entwickler viele 
einfache Aufgaben abnehmen. Dazu gehören zum Beispiel die Module zum Laden 
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und zur 2D- und 3D-Darstellung von Patientendaten; wobei MeVisLab das objekt-
orientierte Toolkit Open Inventor von Silicon Graphics (SGI) zur Programmierung 
von dreidimensionalen Graphiken nutzt. Der Programmierer kann sich dadurch auf 
das eigentliche Problem konzentrieren und sein Projekt effizienter realisieren. Die 
drei unterschiedlichen MeVisLab-Modularten sind Inventor-Module (visualisie-
rende Module, für die Darstellung von Daten zuständig); ML-Module (grundle-
gende Module für die reine Bildverarbeitung, die sich nur auf die Bilddatensätze 
beziehen); Macro-Module (zusammengesetzte Module, die als kleinste Einheiten 
ML-Module und OpenInventor-Module enthalten). Zusätzlich können eigene Al-
gorithmen mit Hilfe von in C++ programmierten DLLs unter MeVisLab eingebun-
den werden. Alle diese Module können über einen oder mehrere Ein- und Ausgänge 
verfügen, wobei in MeVisLab drei verschiedene Ein- und Ausgangstypen vorhan-
den sind. Über die sogenannten ML-Anschlüsse – dargestellt als Dreieckssymbole 
– werden Bilddaten zwischen den Modulen ausgetauscht; über Halbkreissymbole 
werden sogenannte Inventor-Strukturen (wie Knoten oder polygonale Netze) emp-
fangen und gesendet; Quadrat-Symbole werden bei Anschlüssen für abstrakte Da-
tenstrukturen verwendet [17], [36]. 
1.3.3. 3D Slicer 
Die Software 3D Slicer (oder kurz Slicer) ist genau wie MeVisLab eine plattform-
unabhängige Forschungs- und Prototyping-Umgebung für die medizinische Bild-
verarbeitung bzw. die Entwicklung von medizinischen Anwendungen. Im Gegen-
satz zu MeVisLab ist Slicer komplett kostenlos und Open Source und wird größ-
tenteils über Gelder des National Institutes of Health (NIH) finanziert. Ursprünglich 
ist Slicer 1998 aus einer Masterarbeit im Surgical Planning Laboratory des Brigham 
and Women's Krankenhauses in Boston hervorgegangen. Ähnlich wie MeVisLab 
können eigene Algorithmen über C++-Module in Slicer integriert werden, und es 
stehen für beide Plattformen Toolkits und Bibliotheken wie ITK und VTK aus der 
(medizinischen) Bildverarbeitung zur Verfügung, genauso wie die Programmier-
sprache Python, die hauptsächlich für Oberflächengestaltung bzw. Interaktion ge-
nutzt wird. Allerdings ist Slicer gegenüber MeVisLab stärker anwendungsorien-
tiert. Nach der Slicer-Installation kann jeder Benutzer unmittelbar medizinische Da-
ten laden und verarbeiten. Unter MeVisLab muss im Allgemeinen erst ein Netz-
werk aus Modulen erstellt werden, was gewisse Kenntnisse voraussetzt, dafür kön-
nen hier sehr schnell und einfach die eigenen C++-Module integriert werden, was 
wiederum unter Slicer mehr Aufwand erfordert. Ein wichtiger Fokus liegt bei Slicer 
auf der Verbreitung von Algorithmen und Anwendungen, da diese nach einer Frei-
gabe von jedem, der Slicer installiert hat, nachgeladen werden können und damit 
prinzipiell überall und jederzeit zur Verfügung stehen. Unter MeVisLab dagegen 
generiert man im Allgemeinen Software-Installer, die klinischen Partnern auf An-
forderung zur Erprobung bereitgestellt werden [10], [11]. 
1.3.4. OpenIGTLink 
OpenIGTLink ist ein offenes, einfaches und erweiterbares Netzwerkprotokoll für 
bildgestützte Therapien (Image-Guided Therapies (IGT)). Die erste Spezifikation 
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des Protokolls wurde während einer Zusammenarbeit zwischen akademischen, kli-
nischen und industriellen Partnern zum Zweck eines integrierten Robotersystems 
für MR-gestützte Prostataeingriffe entwickelt. Das Protokoll wurde speziell für die 
Benutzung der Verarbeitungsschicht des TCP/IP-Stack konzipiert. Dies erlaubt es 
Forschern, Prototypensysteme zu entwickeln, um mehrere medizinische Geräte 
durch die Benutzung der Standardnetzwerkinfrastruktur zu vernetzen. Im Gegen-
satz zu anderen Kommunikationsstandards für medizinische Geräte beinhaltet das 
OpenIGTLink-Protokoll keinen Mechanismus zum Einrichten und Verwalten einer 
Session. Das Protokoll definiert lediglich eine Reihe von Nachrichten, um die Kom-
munikation zwischen den Geräten zu regeln. Dazu gehört die Übertragung von Ko-
ordinaten, Bildern und Statusmeldungen; alle Nachrichten enthalten gerade so viele 
Informationen, wie nötig sind, um vom Empfänger interpretiert zu werden. Eine 
Nachricht beginnt dabei immer mit einem 58-Byte Header, der für alle Nachrich-
tentypen gleich ist, gefolgt vom Nachrichten-Body. Der Nachrichten-Body variiert 
je nach Datentyp, der seinerseits im Header definiert ist. Da jeder kompatible Emp-
fänger den Header interpretieren kann, der wiederum die Größe und den Datentyp 
des Bodys definiert, kann er auch jede Nachricht verarbeiten. Das gilt sogar für 
Nachrichten mit unbekanntem Datentyp, indem diese ignoriert werden, ohne das 
System zum Absturz zu bringen. Demzufolge können Entwickler eigene Datenty-
pen definieren und gleichzeitig die Kompatibilität zu allen Empfängern aufrecht-
erhalten, auch zu solchen, die diese neuen Datentypen (noch) nicht interpretieren 
können [13]. 
 
1.4. Eigene Publikationen 
Während der Forschungsarbeit zu dieser Habilitation sind Ergebnisse in Form von 
begutachteten (peer-reviewed) Veröffentlichungen in Fachzeitschriften, auf Konfe-
renzen und Kongressen publiziert und vorgestellt worden. Diese Publikationen sol-
len im Folgenden chronologisch aufgeführt werden: 
 
- J. Egger, T. Kapur, T. Dukatz, M. Kolodziej, D. Zukić, B. Freisleben, C. Nimsky. 
Square-Cut: A Segmentation Algorithm on the Basis of a Rectangle Shape. PLoS 
One, 2012; 7(2):e31064. Epub 2012 Feb 21. Entwicklung eines Algorithmus zur 
Segmentierung von Wirbeln in 2D. Der Ansatz nutzt eine rechteckige Vorlage, um 
einen Graphen aufzubauen und das Segmentierungsergebnis zu berechnen [1]. 
 
- J. Egger, J. Tokuda, L. Chauvin, B. Freisleben, C. Nimsky, T. Kapur, W. M. Wells. 
Integration of the OpenIGTLink Network Protocol for Image-Guided Therapy with 
the Medical Platform MeVisLab. Int J Med Robot. 2012 Sep; 8(3):282-90. doi: 
10.1002/rcs.1415. Epub 2012 Feb 28. In diesem Beitrag wurde die Integration des 
OpenIGTLink-Netzwerkprotokolls in die medizinische Prototyping-Plattform Me-
VisLab vorgestellt. Die Integration wurde u.a. anhand eines NDI-Navigationssys-
tems getestet [13]. 
 
- J. Egger, T. Dukatz, B. Freisleben, C. Nimsky. Ein semiautomatischer Ansatz zur 
Flächenbestimmung von Wirbeln in MRT-Aufnahmen. In: Proceedings of Bildver-
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arbeitung für die Medizin (BVM) – Algorithmen - Systeme - Anwendungen, Sprin-
ger Press, pp. 274-279, Berlin, Germany, March 2012. Auf dieser Konferenz wur-
den die ersten Ergebnisse eines semiautomatischen Ansatzes zur Flächenbestim-
mung von Wirbeln in MRT-Aufnahmen vorgestellt [2]. 
 
- J. Egger, B. Freisleben, C. Nimsky, T. Kapur. Template-Cut: A Pattern-Based 
Segmentation Paradigm. Sci Rep., Nature Publishing Group (NPG), 2012; 2:420. 
Epub 2012 May 24. Vorstellung eines vorlagenbasierten Algorithmus zur Segmen-
tierung von Objekten in 2D und 3D. In dem Beitrag wird gezeigt, wie Graphen 
anhand von unterschiedlichen Vorlagen aufgebaut und zur Segmentierung genutzt 
werden können [3]. 
 
- T. Kapur, J. Egger, A. Damato, E. Schmidt, A. Viswanathan. 3-T MR-guided 
brachytherapy for gynecologic malignancies. Magn Reson Imaging. 2012 Nov; 
30(9):1279-90. doi: 10.1016/j.mri.2012.06.003. Epub 2012 Aug 13. In dieser Ar-
beit wurde erstmals die Konzeption und Implementierung eines medizinischen 
Software-Prototypen zur Unterstützung der intraoperativen gynäkologischen 
Brachytherapie vorgestellt. Dabei wurde die Integrierung der Software in das aktu-
elle klinische Protokoll aufgezeigt [14]. 
 
- J. Egger, T. Kapur, C. Nimsky, R. Kikinis. Pituitary Adenoma Volumetry with 3D 
Slicer. PLoS One, 2012; 7(12):e51788. Epub 2012 Dec 11. Evaluierung der semi-
automatischen Segmentierung von Hypophysenadenomen mit der frei verfügbaren 
Open Source-Plattform 3D Slicer. Dadurch kann die rein manuelle Vermessung des 
Volumens unterstützt und beschleunigt werden [10]. 
 
- D. Kuhnt, M. H. A. Bauer, J. Egger, D. Merhof, M. Richter, T. Kapur, J. Sommer, 
C. Nimsky. Fiber tractography based on diffusion tensor imaging (DTI) compared 
with High Angular Resolution Diffusion Imaging (HAR-DI) with compressed sens-
ing (CS) – initial experience and clinical impact. Neurosurgery, Volume 72, pp. 
A165-A175, January 2013. Segmentierung und Evaluierung von Sprachbahnen in 
Datensätzen von Hirntumorpatienten auf verschiedenen Plattformen. Dazu gehört 
auch der Algorithmus der kostenlosen und frei verfügbaren Plattform 3D Slicer 
[12]. 
 
- J. Egger, T. Kapur, A. Fedorov, S. Pieper, J. V. Miller, H. Veeraraghavan, B. 
Freisleben, A. J. Golby, C. Nimsky, R. Kikinis. GBM Volumetry using the 3D Slicer 
Medical Image Computing Platform. Sci Rep., Nature Publishing Group (NPG), 
2013; 3:1364. Epub 2013 March 4. Evaluierung der semi-automatischen Segmen-
tierung von Glioblastomen mit der frei verfügbaren Open Source-Plattform 3D Sli-
cer. Dadurch kann eine rein manuelle Vermessung des Volumens unterstützt und 
beschleunigt werden [11]. 
 
- R. Schwarzenberg, B. Freisleben, R. Kikinis, C. Nimsky, J. Egger. Ein kubusba-
sierter Ansatz zur Segmentierung von Wirbeln in MRT-Aufnahmen. In: Proceedings 
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of Bildverarbeitung für die Medizin (BVM) – Algorithmen - Systeme - Anwendun-
gen, Springer Press, pp. 69-74, Heidelberg, Germany, March 2013. Vorstellung 
der ersten Ergebnisse eines graphbasierten Ansatzes zur Wirbelsegmentierung im 
Dreidimensionalen, wobei der Graph anhand einer würfelförmigen Vorlage kon-
struiert wird [4]. 
 
- J. Egger, Image-guided therapy system for interstitial gynecologic brachytherapy 
in a multimodality operating suite. SpringerPlus, 2:395, August 2013. Vorstellung 
eines umfassenden bildgestützten Systems für die gynäkologische Brachytherapie 
in einem multimodalen Operationssaal. Das System deckt die prä-, intra- und post-
operative Behandlungsphase bei einer interstitiellen gynäkologischen Brachythera-
pie ab [16]. 
 
- J. Egger. PCG-Cut: Graph Driven Segmentation of the Prostate Central Gland. 
PLoS One, 2013; 8(10):e76645. Epub 2013 Oct 11. Vorstellung einer graphbasier-
ten Segmentierung von Prostatadrüsen anhand einer Kugelvorlage zur automati-
schen Bestimmung der Grenzen zwischen Prostatadrüsen und umliegenden Orga-
nen [6]. 
 
- J. Egger, T. Lüddemann, R. Schwarzenberg, B. Freisleben, C. Nimsky. Interac-
tive-Cut: Real-Time Feedback Segmentation for Translational Research. Comput 
Med Imaging Graph. Available online 11 February 2014. Interaktiver Segmentie-
rungsalgorithmus, der einem Benutzer in Echtzeit das Segmentierungsergebnis an-
zeigt. Der Algorithmus nutzt zur Segmentierung verschiedene Vorlagen und benö-
tigt nur einen Saatpunkt vom Benutzer [7]. 
 
- J. Egger. Semi-automatische Echtzeit-Konturierung – Ein vorlagenbasierter ska-
lierungsinvarianter Ansatz. In: Proceedings of Bildverarbeitung für die Medizin 
(BVM) – Algorithmen - Systeme - Anwendungen, Springer Press, pp. 366-371, 
Aachen, Germany, March 2014. Auf dieser Konferenz wurden die ersten Ergeb-
nisse  eines semi-automatischen und skalierungsinvarianten Segmentierungsalgo-
rithmus zur Echtzeit-Konturierung vorgestellt [8]. 
 
- X. Chen, J. Egger. Development of an Open Source Software Module for En-
hanced Visualization during MR-Guided Interstitial Gynecologic Brachytherapy. 
SpringerPlus, 3:167, March 2014. Detaillierte Vorstellung eines Software-Moduls 
zur erweiterten Visualisierung bei der MR-gestützten interstitiellen gynäkologi-
schen Brachytherapie. Die Software ermöglicht u.a. die Registrierung eines gynä-
kologischen Brachytherapie-Instruments in einen intraoperativen Datensatz einer 
Patientin [15]. 
 
- R. Schwarzenberg, B. Freisleben, C. Nimsky, J. Egger. Cube-Cut: Vertebral Body 
Segmentation in MRI-Data through Cubic-Shaped Divergences. PLoS One, 2014; 
9(4):e93389. Epub 2014 Apr 04. Detaillierte Darstellung und Evaluierung eines 
graphbasierten Ansatzes zur dreidimensionalen Wirbelsegmentierung in MRT-
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Aufnahmen. Dabei wird der Graph anhand einer würfelförmigen Vorlage konstru-
iert, um einen Wirbelkörper bei der Segmentierung zu bevorzugen [5]. 
 
- J. Egger. Refinement-Cut: User-Guided Segmentation Algorithm for Transla-
tional Science. Sci Rep., Nature Publishing Group (NPG), 2014; 4:5164. Epub 
2014 Jun 4. In diesem Beitrag wird ein Echtzeit-Segmentierungsansatz vorgestellt, 
bei dem der Benutzer die Segmentierung interaktiv durch zusätzliche Saatpunkte 
verfeinern kann. Dadurch kann die semi-automatische Segmentierung auch in 
schwierigen Fällen zu einem zufriedenstellenden Ergebnis geführt werden [9]. 
 
Dabei gibt es bei den Publikationen dieser kumulativen Habilitationsschrift keine 
Übereinstimmungen mit den Publikationen aus den nachfolgend aufgeführten Dis-
sertationen und mit sonstigen eigenen Publikationen: 
 
- Prä- und postoperative Segmentierung und virtuelles Stenting von Aneurys-
men und Stenosen. Dissertation (Dr. rer. nat.), Fachbereich Mathematik und 
Informatik, Philipps-Universität Marburg, 215 Seiten, Juli 2009 [17]-[35]; 
 
- Intraoperative Visualisierung multimodaler Daten in der Neurochirurgie. 
Dissertation (Dr. rer. physiol.), Fachbereich Medizin, Philipps-Universität 
Marburg, 223 Seiten, Juni 2012 [36]-[45]; 
 




Das erste Kapitel dieser Arbeit enthält neben der Auflistung und Kurzvorstellung 
eigener Publikationen die medizinischen und technischen Grundlagen, die für diese 
Habilitationsschrift wesentlich sind. Die nächsten drei Kapitel bilden den Kern der 
Arbeit und beginnen jeweils mit einer Einleitung, in der die Probleme der klini-
schen Praxis und die aktuelle technische Herangehensweise diskutiert werden. Im 
Anschluss an die Einleitungen werden die eigenen Ansätze dargelegt. Die drei Ka-
pitel enden jeweils mit einer Zusammenfassung, in denen diskutiert wird, welche 
Forschungsfragen angegangen bzw. gelöst wurden. Es werden aber auch Ein-
schränkungen der eigenen Ansätze erörtert und gezeigt, für welche klinischen Fra-
gestellungen sich die Ansätze nicht eignen. Im Anhang sind die eigenen Publikati-
onen dieser kumulativen Habilitationsschrift angefügt. 
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2. Segmentierung medizinischer Bilddaten 




Mit Hilfe der Segmentierung werden in der medizinischen Bildverarbeitung Ob-
jekte in Patientenaufnahmen extrahiert. Dabei kann es sich um gesunde Strukturen 
handeln, meistens werden aber krankhafte Veränderungen, z.B. Tumore, betrachtet. 
Zur automatischen Segmentierung existieren verschiedene Algorithmen, die wie-
derum in einzelne Klassen eingeteilt sind. Zu einer dieser Klassen gehören die 
graphbasierten Segmentierungsalgorithmen, die ein Bild als Graphen mit Knoten 
und Kanten interpretieren. Anschließend wird ein minimaler Schnitt berechnet, der 
die Knoten in disjunkte Mengen teilt. Ziel ist hierbei, dass jede Knotenmenge einen 
bestimmten Bereich im Bild beschreibt. Bei zwei disjunkten Mengen kann das zum 
einen eine zu segmentierende Pathologie (z.B. ein Tumor) sein und zum anderen 
alle Strukturen, die nicht zum Tumor gehören, im Allgemeinen als Hintergrund 
bezeichnet. 
 
2.2. Flächenbestimmung von Wirbeln in MRT-
Aufnahmen 
In den Arbeiten [1], [2] wird ein graphbasierter Segmentierungsalgorithmus für 
Wirbel vorgestellt. Das Verfahren nutzt eine rechteckige Vorlage, um den Graphen 
aufzubauen. Bei dieser Vorgehensweise bevorzugt der s-t-Schnitt eine rechteckige 
Struktur. Dies ist das erste Mal, dass bei einem graphbasierten Verfahren die Kno-
ten des Graphen nicht gleichmäßig und äquidistant auf einem Bild verteilt werden, 
sondern anhand einer rechteckigen Vorlage. Der präsentierte Ansatz kann auch zur 
Segmentierung anderer rechteckiger Objekte genutzt werden und eignet sich be-
sonders, wenn Bereiche des Objekts nicht vom Hintergrund zu unterscheiden sind.  
Das vorgestellte Verfahren lässt sich in zwei Schritte unterteilen: Zuerst wird 
von einem benutzerdefinierten Saatpunkt aus (der innerhalb des Wirbels liegt) ein 
gerichteter 2D-Graph aufgebaut. Dann wird der minimale s-t-Schnitt auf diesem 





Abbildung 1 – Prinzipieller Ablauf des Verfahrens: Anhand einer rechtecki-
gen Vorlage wird der Graph konstruiert und an der Position des benutzerde-
finierten Saatpunktes im Bild positioniert. Anschließend liefert der s-t-Schnitt 
die Wirbelkontur bzw. Fläche zurück. 
 
Die Knoten des Graphen werden durch Abtasten von Strahlen gewonnen, die 
durch die Kontur einer rechteckigen Vorlage verlaufen (Mittelpunkt der Vorlage ist 
der Saatpunkt). Die abgetasteten Punkte sind die Knoten Vn  vom Graphen 
),( EVG  und Ee  ist ein Satz von Kanten. Es gibt zwei Arten von Kantentypen: 
Kanten, die den Graphen mit einer Quelle s  und einer Senke t  verbinden, und 
Kanten innerhalb des Graphen. Bei den Kanten innerhalb des Graphen gibt es wie-
derum mehrere Arten. Die Kanten Evv ji ,  des Graphen G  verbinden immer 
zwei Knoten ji vv ,  innerhalb des Graphen. Es gibt unter anderem zwei ∞-gewich-
tete Kanten: z -Kanten 
zA  und r -Kanten rA . Dabei ist Z  die Anzahl der abgetas-
teten Punkte entlang eines Strahls )1,...,0(  Zz  und R  ist die Anzahl der Strah-
len, die durch die Kontur des Rechtecks gesendet werden )1,...,0(  Rr , wobei 
),( nn yxV  ein Nachbarpunkt von ),( yxV  ist (Abbildung 2): 
 
}0|)1,(),,({  yyxVyxVAz  
})),0max(,(),,({ rnr yxVyxVA   
 
 
Abbildung 2 – A: rechteckige Vorlage, definiert durch vier Eckpunkte. B: 
Knoten, die anhand der Vorlage generiert wurden. C: z -Kanten 
zA  entlang 
der Strahlen. D: r -Kanten 
rA  zwischen benachbarten Strahlen mit 0r . E: 
r -Kanten 
rA  zwischen benachbarten Strahlen mit 1r . 
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Die Kanten zwischen zwei Knoten entlang eines Strahls 
zA  stellen sicher, dass 
alle Knoten unterhalb einer Kontur im Graphen in einem closed set enthalten sind. 
Die Kanten 
rA  zwischen den Knoten der unterschiedlichen Strahlen schränken die 
Anzahl der möglichen Segmentierungen ein und erzwingen eine Glätte der resul-
tierenden Kontur mit Hilfe eines Parameters 
r . Je größer r  ist, desto mehr mög-
liche Segmentierungen gibt es. Nach der Graphkonstruktion wird das closed set des 
Graphen mit minimalen Kosten anhand eines s-t-Schnittes berechnet. Dieser liefert 
eine optimale Segmentierung des Wirbels unter dem Einfluss des Parameters 
r , 
der die Steifigkeit der Kontur beeinflusst (Abbildung 3). Ein Deltawert von Null 
stellt sicher, dass das Segmentierungsergebnis ein Rechteck ist. Die Kosten ),( yxw  
für die Kanten Vv  zur Quelle und Senke werden folgendermaßen berechnet: Ge-
wichte haben einen Wert von ),( yxc , wenn z  Null oder maximal ist, ansonsten 
)1,(),(  yxcyxc , wobei ),( yxc  der Betrag der Differenz zwischen einem durch-
schnittlichen Grauwert des Wirbels und dem Grauwert des Voxels an Position 
),( yx  ist. Der durchschnittliche Grauwert zur Berechnung der Kosten ist essentiell 
für die Segmentierung. Basierend auf der Annahme, dass der benutzerdefinierte 
Saatpunkt innerhalb des Wirbels sitzt, kann der durchschnittliche Grauwert aller-
dings automatisch bestimmt werden. Dazu wird über eine Region der Dimension 














yx dxdyysxsT  
 




Abbildung 3 – Schritt-für-Schritt-Konstruktion eines Graphen und anschlie-
ßende Segmentierung eines Wirbels. A: Saatpunkt (weiß) und die Ecken einer 
Vorlage (pink). B: Schnittpunkte der ausgesandten Strahlen mit der Vorlage 
(grün). C und D: Abgetastete Knoten für den Graphen (blau). E und F: Seg-
mentierungsergebnis (rot). 
 
Die Realisierung des Ansatzes erfolgte mit C++ innerhalb der medizinischen 
Plattform MeVisLab (http://www.mevislab.de). Die Graphkonstruktion und die 
Berechnung eines s-t-Schnitts benötigten in unserer Implementierung ca. eine Se-
kunde (gemessen auf einem Intel Core i5-750 CPU, 4x2.66 GHz, 8 GB RAM, 
Windows XP Professional x64 Version, 2003, SP 2). Dagegen nahm eine Segmen-
tierung, von Ärzten manuell vorgenommen, ca. eine Minute in Anspruch. Zum Tes-
ten des Ansatzes standen vierzehn Datensätze von zwölf Patienten zur Verfügung, 
wobei nicht für alle Wirbel manuelle Expertensegmentierungen vorhanden waren. 
Tabelle 1 und Tabelle 2 listen detailliert die Evaluationsergebnisse für Segmentie-
rungen des Verfahrens für neun Wirbel auf. Neben dem Volumen in Kubikmilli-
metern und der Anzahl der Voxel ist der Dice Similarity Coefficient (DSC) ange-











wobei A  die Binärmaske der automatischen Segmentierung und R  die Binärmaske 
der Referenzsegmentierung ist. V  ist das Volumen (in mm3) der Voxel in einer 
Binärmaske. Dazu wird die Anzahl der Voxel in einer Binärmaske gezählt und mit 
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der Voxelgröße multipliziert (Abbildung 4). Der präsentierte Ansatz kann auch zur 
Segmentierung anderer rechteckiger Objekte genutzt werden und eignet sich be-
sonders, wenn Bereiche des zu segmentierenden Objekts nicht vom Hintergrund zu 




Volumen in mm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
1 417,236 378,662 1709 1551 90,78 
2 438,721 397,705 1797 1629 90,83 
3 461,914 427,49 1892 1751 88,99 
4 457,275 439,453 1873 1800 92,02 
5 510,498 490,723 2091 2010 93,05 
6 430,908 481,201 1765 1971 87,37 
7 404,541 402,832 1657 1650 90,35 
8 414,795 377,686 1699 1547 90,39 
9 247,803 242,92 1015 995 94,93 
Tabelle 1 – Direkter Vergleich der manuellen und der automatischen Segmen-
tierungen für neun Wirbel anhand des Dice Similarity Koeffizienten (DSC). 
 
 
 Volumen in mm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
Min. 247,803 242,92 1015 995 87,37 
Max. 510,498 490,723 2091 2010 94,93 
   420,41  72,22 404,30 72,98 1722 1656 90,97 2,2 
Tabelle 2 – Evaluationsergebnisse: Minimum (Min.), Maximum (Max.), Mit-





Abbildung 4 – Quantitative Evaluierung des Ansatzes anhand des Dice Simi-
larity Koeffizienten (DSC): MRT-Datensatz (links oben), Fläche eines Wirbels 
(grün), die aus der manuellen Konturierung durch einen Neurochirurgen ge-
neriert wurde (rechts oben), Fläche des Wirbels (rot), berechnet mit dem vor-
gestellten Verfahren (links unten), und direkter Vergleich beider Segmentie-







Abbildung 5 – Das vorgestellte Verfahren kann auch zur Segmentierung an-
derer rechteckiger Objekte genutzt werden, die subjektive Konturen aufwei-
sen: Zu segmentierendes Objekt (schwarz), wobei nicht nur eine gerade Kante, 
sondern auch eine Ecke fehlt (links), benutzerdefinierter Saatpunkt (blau) in-
nerhalb des Objektes (Mitte) und Segmentierungsergebnis (rot), bei dem die 
fehlende Ecke rechts unten rekonstruiert wurde (rechts). 
 
2.3. Vorlagenbasierte Segmentierung von Patholo-
gien in Patientendaten 
In diesem Beitrag [3] wird ein skalierungsinvariantes und vorlagenbasiertes Seg-
mentierungsparadigma vorgestellt, das einen Graphen konstruiert und einen mini-
malen s-t-Schnitt durchführt, um ein Objekt vom Hintergrund zu trennen. Norma-
lerweise verteilen graphbasierte Ansätze die Knoten des Graphen gleichmäßig und 
äquidistant auf einem Bild und verwenden anschließend eine Kostenfunktion, da-
mit der s-t-Schnitt eine bestimmte Struktur bevorzugt. Diese Strategie erlaubt es 
einem s-t-Schnitt aber im Allgemeinen nicht, komplexere Strukturen zu bevorzu-
gen, insbesondere, wenn dabei Bereiche des Objekts nicht vom Hintergrund zu un-
terscheiden sind. Für diese Segmentierungsprobleme wird hier eine Lösung vorge-
stellt, bei der die Graphkonstruktion eine allgemeine Vorlage des zu segmentieren-
den Objekts nutzt. Dazu werden die Knoten auf dem Bild anhand der Objektvorlage 
ungleichmäßig und nicht äquidistant verteilt, damit der s-t-Schnitt schon durch die 
Knotenverteilung ein bestimmtes Objekt bevorzugt. Das Verfahren wird anhand 
von zweidimensionalen und dreidimensionalen (medizinischen) Bilddaten evalu-
iert, wobei teilweise große Bereiche des zu segmentierenden Objekts dem Hinter-
grund sehr ähnlich oder gleich waren. Während der Evaluation hat sich herausge-
stellt, dass das Segmentierungsergebnis auch von der Position des benutzerdefinier-
ten Saatpunktes abhängt. Allgemein gilt: je zentrierter im Objekt, desto besser die 
Segmentierung. 
 Das vorgestellte Segmentierungsschema startet mit der Konstruktion eines ge-
richteten Graphen, ausgehend von einem benutzerdefinierten Saatpunkt innerhalb 
des zu segmentierenden Objekts. Für die Graphkonstruktion werden Punkte entlang 
von Strahlen abgetastet, die durch eine Kontur (2D) oder Oberfläche (3D) einer 
Objektvorlage verlaufen. Die abgetasteten Punkte sind die Knoten Vn  eines 
Graphen ),( EVG  und Ee  ist eine dazugehörige Menge von Kanten. Es gibt 
Kanten zwischen den Knoten und es gibt Kanten, die die Knoten mit einer Quelle 
s  und einer Senke t  verbinden, um die Berechnung eines s-t-Schnitts zu berechnen 
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(Anmerkung: die Quelle und die Senke Vts ,  sind virtuelle Knoten). Per Nota-
tion verbindet die Kante Evv ji ,  aus dem Graphen die zwei Knoten ji vv , . Es 
gibt zwei Arten von ∞-gewichteten Kanten: p -Kanten pA  und r -Kanten rA  ( P  
ist die Anzahl der abgetasteten Punkte entlang eines Strahls )1,...,0(  Pp ) und 
R  ist die Anzahl der Strahlen, die durch die Kontur oder die Oberfläche einer Ob-
jektvorlage geschickt werden, mit )1,...,0(  Rr , wobei ),( nn yxV  ein Nachbar 
von ),( yxV  ist oder – in anderen Worten – ),( nn yxV  und ),( yxV  gehören zu zwei 
benachbarten Strahlen. Für eine Oberfläche in 3D gilt das gleiche Prinzip, nur dass 
es eine zusätzliche Dimension für einen Knoten ( ),,( zyxV ) gibt: 
 
 
})),0max(,(),,({ rnr yxVyxVA   
 
}0|)1,,(),,,({  zzyxVzyxVAp  
})),0max(,,(),,,({ rnnr zyxVzyxVA   
 
Die Kanten zwischen zwei Knoten entlang eines Strahls pA  stellen sicher, dass 
alle Knoten unterhalb der Kontur bzw. der Oberfläche des Graphen ein closed set 
bilden (praktisch wird das Objekt vom Rest der Daten getrennt). Das Grundprinzip 
wird in Abbildung 6 auf der linken Seite (A) für zwei Strahlen einer kreisförmigen 
Vorlage aufgezeigt. Die Kanten 
rA  zwischen den Knoten unterschiedlicher Strah-
len schränken die Anzahl der möglichen Segmentierungen ein und erzwingen eine 
bestimmte Glättung mit einem Parameter 
r  – je größer dieser Parameter ist, desto 
größer ist auch die Anzahl der möglichen Segmentierungen. Das zugrundeliegende 
Prinzip der Konstruktion der Kanten zwischen den Knoten ist in Abbildung 6 auf 
der rechten Seite (B) verdeutlicht – wiederum für Strahlen einer kreisförmigen Vor-
lage und einem Deltawert von zwei ( 2r ). Die Kanten für unterschiedliche Del-
tawerte werden im unteren rechten Bereich der Abbildung 6 aufgezeigt: 0r  
(links), 1r  (Mitte) und 2r  (rechts). 
Nach der Konstruktion des Graphen wird das minimale closed set im Graphen 
anhand eines s-t-Schnittes in polynominaler Zeit berechnet. Der s-t-Schnitt erzeugt 
eine optimale Segmentierung des Objektes unter dem Einfluss des Parameters 
r , 
der die Steifigkeit der Oberfläche kontrolliert. Ein Deltawert von Null stellt sicher, 
dass das Segmentierungsergebnis exakt die Form der vordefinierten Vorlage hat –
die Position und die Größe der Vorlage basieren auf der Position des benutzerdefi-
nierten Saatpunktes und der besten Anpassung an die Farbverteilung im Bild. Die 
Gewichte ),( yxw  für alle Kanten zwischen Vv  und der Quelle und der Senke 
werden nach folgender Vorschrift zugewiesen: Gewichte werden auf ),( yxc  ge-
setzt, wenn z  Null ist; ansonsten werden sie auf )1,(),(  yxcyxc  gesetzt, wobei 
),( yxc  der Absolutwert der Differenz zwischen einem mittleren Texturwert des zu 
}0|)1,(),,({  yyxVyxVAp
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segmentierenden Objektes und dem Texturwert an der Position ),( yx  ist. Der 
durchschnittliche Texturwert hat einen kritischen Einfluss auf das Segmentierungs-
ergebnis. Basierend auf der Annahme, dass der benutzerdefinierte Saatpunkt im 
Objekt liegt, kann dieser durchschnittliche Grauwert (automatisch) abgeschätzt 
werden. Dazu wird über ein Quadrat (2D) oder einen Kubus (3D) der Dimension 
































zyx dxdydzzsysxsC  
 
 
Abbildung 6 – Für den vorgestellten Segmentierungsansatz gibt es zwei unter-
schiedliche Arten von Kanten im Graphen, um kreisförmige Objekte zu seg-
mentieren: pA -Kanten (A) und rA -Kanten (B). Unteres rechtes Bild: Interco-
lumn-Kanten für: 0r  (links), 1r  (Mitte) und 2r  (rechts). 
 
 Das Prinzip hinter der Graphkonstruktion für eine quadratische Vorlage wird in 
Abbildung 7 verdeutlicht. Bild A aus Abbildung 7 zeigt die Ecken einer quadrati-
schen Vorlage, die dazu genutzt wird, um den Graphen aufzubauen. Bild B zeigt 
die Knoten, die entlang der Strahlen abgetastet wurden, die durch die Kontur der 
Vorlage geschickt wurden. Die Distanzen zwischen den Knoten entlang eines 
Strahls korrelieren dabei mit den Distanzen des Mittelpunktes der Vorlage (bzw. 
bei einer Segmentierung mit dem benutzerdefinierten Saatpunkt) und der Kontur 
der Vorlage. In anderen Worten: Entlang jedes Strahls wird die gleiche Anzahl von 
Knoten zwischen dem Mittelpunkt und der Objektkontur abgetastet, aber die Ab-
stände zwischen den Knoten sind unterschiedlich groß. In den Bildern C, D und E 
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sind verschiedene ∞-gewichtete Kanten zu sehen, C: die p -Kanten entlang der ein-
zelnen Strahlen, D: die r -Kanten 
rA  zwischen den Strahlen mit einem Deltawert 




Abbildung 7 – (A) Definition einer rechteckigen Vorlage durch ihre Eck-
punkte. (B) Knoten, die anhand dieser Vorlage generiert wurden. (C) p -Kan-
ten pA  entlang der ausgesandten Strahlen. (D) r -Kanten rA  zwischen den 
Strahlen ( 0r ) und (E) r -Kanten rA  zwischen Strahlen ( 1r ). 
 
 Der gesamte Ablauf des vorgestellten Segmentierungsschemas ist in Abbildung 
8 dargestellt. In der oberen Zeile wurde eine quadratische Vorlage zur Segmentie-
rung von Wirbeln in 2D angewendet. In der unteren Zeile wurde eine kugelförmige 




Abbildung 8 – Prinzipieller Ablauf des vorgestellten Segmentierungsschemas 
in 2D und 3D: In 2D wurde eine rechteckige Vorlage verwendet, um einen 
Wirbel zu konturieren. In 3D kam eine kugelförmige Vorlage zum Einsatz, um 
das Volumen eines Glioblastoms zu bestimmen. 
 
Berechnung/Implementierung: Das Generieren der Knoten des Graphen anhand 
einer benutzerdefinierten Vorlage ist der schwierigste Schritt während der Berech-
nung des vorgestellten Algorithmus. Dagegen ist das Erzeugen der Kanten zwi-
schen den Knoten und zwischen den Knoten und der Quelle s  und Senke t  recht 
unkompliziert: Es gibt die ∞-gewichteten Kanten, die zum einen von der Geometrie 
(intracolumn arcs) und dem Deltawert (intercolumn arcs) des Graphen abhängen. 
Die Kanten, die alle Knoten entweder mit der Quelle s  oder der Senke t  verbinden, 
basieren auf Texturwerten der Knoten bzw. der Texturdifferenz zum benachbarten 
Knoten. Um eine benutzerdefinierte Vorlage in die Konstruktion des Graphen ein-
zubeziehen, werden Koordinaten in 2D oder 3D benötigt, die das Objekt beschrei-
ben, das segmentiert werden soll (für ein Quadrat zum Beispiel die Ecken des Quad-
rates). Anhand dieser Koordinaten wird der Mittelpunkt des Objektes berechnet und 
anschließend wird das Objekt anhand des maximalen Durchmessers normalisiert 
bzw. anhand der Koordinate mit dem maximalen Abstand zum Mittelpunkt des Ob-
jektes. Nachdem der Benutzer einen Saatpunkt im Bild (2D) oder Volumen (3D) 
definiert hat, wird die normalisierte Vorlage mit ihrem Mittelpunkt an dieser benut-
zerdefinierten Position konstruiert. Danach werden die Strahlen radial (2D) oder 
kugelförmig (3D) vom Saatpunkt der normalisierten Vorlage durch die Kontur (2D) 
oder Oberfläche (3D) ausgesandt. Damit die Schnittpunkte der Strahlen mit der 
Vorlage berechnet werden können, muss ihre Kontur (2D) bzw. Oberfläche (3D) 
geschlossen sein. In dieser Implementierung gehen wir von der Annahme aus, dass 
der Benutzer die Kontur der Vorlage als 2D-Koordinaten im Uhrzeigersinn bereit-
stellt und der Algorithmus die Punkte einen nach dem anderen verbindet und am 
Ende den letzten mit dem ersten verbindet, um eine geschlossenen Kontur zu erhal-
ten. Um in 3D eine geschlossene Oberfläche zu erhalten, kann diese trianguliert 
werden. Das ist allerdings nicht notwendig bei einer kugelförmigen oder ellipti-
schen Segmentierung mit einer Kugel als Vorlage. Hier kann der Rechenaufwand 
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für die Triangulierung und die anschließende Strahl/Dreieck-Schnittpunktberech-
nung vermieden werden, wenn die Oberflächenpunkte eines Polyeders verwendet 
werden, da dessen Koordinaten schon die Positionen liefern, durch die die Strahlen 
gesendet werden. 
 Für die Implementierung des vorgestellten Segmentierungsschemas kam die 
MeVisLab-Plattform zum Einsatz, und der Algorithmus wurde als eigenes C++ 
Modul programmiert. Auch wenn die Prototyping Plattform MeVisLab auf medi-
zinische Anwendungen abzielt, können damit doch auch Bilder aus anderen Berei-
chen verarbeitet werden. Auf einem Windows PC (Core i5-750 CPU, 4x2.66 GHz, 
8 GB RAM, Windows XP Professional x64 Version, Version 2003, Service Pack 
2) konnte eine Segmentierung einschließlich der Graphkonstruktion (bestehend aus 
mehreren hundert Strahlen und mehreren hundert abgetasteter Knoten entlang die-
ser Strahlen) in ein paar Sekunden erfolgen. Zur Evaluation in 2D wurden sowohl 
synthetische als auch „echte“ Bilder verwendet. Abbildung 9 zeigt einen Plattfisch 
(A), der sich seiner Umgebung anpassen kann, indem er seine Farbe verändert. 
Dadurch wird es für das menschliche Auge sehr schwer, ihn zu erkennen. In Bild 
B ist die benutzerdefinierte Vorlage dargestellt, die zur Graphkonstruktion verwen-
det wurde. Und Bild C zeigt die Knoten, die anhand dieser Vorlage generiert wur-
den. In Bild D werden die Knoten auf das Originalbild eingeblendet, wobei der 
Graph ungefähr doppelt so groß ist wie die Vorlage; dadurch spielt die Größe des 
Plattfischs keine Rolle (d.h. der Ansatz ist skalierungsinvariant) und die gleiche 
Vorlage kann für die Segmentierung von kleineren und größeren Plattfischen ver-




Abbildung 9 – (A) Plattfisch (Kareius bicoloratus). (B) Benutzerdefinierte 
Vorlage eines Plattfischs. (C) Knoten, die anhand der Vorlage generiert wur-
den. (D) Knoten eingeblendet in das Originalbild des Plattfischs. (E) Segmen-




 In 3D wurde der Algorithmus anhand der Segmentierung von Hirntumoren 
(GBM und Hypophysenadenomen) in MRT-Datensätzen aus der klinischen Rou-
tine evaluiert. Dabei hatten alle Hirntumore eine kugelförmige bzw. elliptische 
Form und es wurde die Oberfläche eines Polyeders genutzt, um die Graphen zu 
konstruieren. Als sogenannte “Ground Truth“ oder als Goldstandard wurden die 
rein manuellen Segmentierungen dreier Neurochirurgen mit mehrjähriger Erfah-
rung in der Resektion von Hirntumoren verwendet, mit denen die Segmentierungs-
ergebnisse des Algorithmus verglichen wurden. Hier ergab ein direkter Vergleich 
zwischen den automatischen und rein manuellen Segmentierungen einen DSC von 
ungefähr 80%. 
Abbildung 10 zeigt einige Segmentierungsergebnisse für ein GBM, hierbei 
stellt (A) die 3D-Ansicht eines automatisch segmentierten Tumors (braun) dar. (B)-
(D) präsentieren unterschiedliche 3D-Ansichten eines automatisch segmentierten 
Tumors (rot) und (E) die voxelisierte Tumormaske. (F)-(J) zeigen das Ergebnis ei-
ner automatischen Tumorsegmentierung mit einem DSC von 81,33%. Der gelbe 
Saatpunkt (innerhalb des Tumors) in Bild H ist der benutzerdefinierte Saatpunkt. 
Die rein manuelle Segmentierung dieses Datensatzes durch einen Neurochirurgen 
dauerte sechzehn Minuten. Wie in diesem Beispiel zu sehen ist, funktioniert der 
Algorithmus auch bei leicht elliptisch geformten Tumoren. Der Algorithmus setzt 
nur voraus, dass das zu segmentierende Objekt keine extrem tubuläre Form hat, wie 
etwa Blutgefäße oder der Spinalkanal. Auch muss der benutzerdefinierte Saatpunkt 
nicht exakt im Objekt zentriert sein, wie in Bild H zu sehen ist (gelb). Auch mit 
einem Saatpunkt etwas entfernter vom Mittelpunkt konnten die Tumorgrenzen (rot) 
noch mit einem DSC von über 80% segmentiert werden (Anmerkung: Die fünf axi-
alen Schichten F-J zeigen nur einen Teil des Tumors, der gesamte Tumor erstreckte 
sich über sechzig Schichten). 
 
 
Abbildung 10 – (A) 3D-Ansicht eines automatisch segmentierten Tumors 
(braun). (B)-(D) Unterschiedliche 3D-Ansichten eines automatisch segmentier-
ten Tumors (rot). (E) Voxelisierte Tumormaske. (F)-(J) Ergebnis einer auto-
matischen Tumorsegmentierung (mit einem DSC von 81,33%). Der gelbe 
Saatpunkt (innerhalb des Tumors) in Bild H ist der benutzerdefinierte Saat-
punkt. Die rein manuelle Segmentierung durch einen Neurochirurgen dauerte 
sechszehn Minuten bei diesem Datensatz. 
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 In Bild A aus Abbildung 11 ist ein Graph (Knoten und Kanten) zu sehen, der 
anhand eines Polyeders konstruiert wurde. Der Graph wiederum dient der Segmen-
tierung eines Hypophysenadenoms in einer MRT-Aufnahme aus der klinischen 
Routine. Bild B zeigt eine axiale Schicht des Hypophysenadenoms (H-Adenom) 
mit vergrößerter Darstellung (Rechteck links unten). Die Bilder C und D präsentie-
ren verschiedene Ansichten von sagittalen Schichten eines automatisch segmentier-
ten H-Adenoms (braun). Bild E stellt die 3D-Maske des automatisch segmentierten 
H-Adenoms dar (rot). Die Bilder F-J präsentieren das Segmentierungsergebnis in 




Abbildung 11 – (A) Graph (Knoten und Kanten) konstruiert anhand eines Po-
lyeders. (B) Axiale Schicht eines Hypophysenadenoms (H-Adenom) mit ver-
größerter Darstellung (Rechteck links unten). (C) und (D) Verschiedene An-
sichten von sagittalen Schichten mit einem automatisch segmentierten H-Ade-
nom (braun). (E) 3D-Maske eines automatisch segmentierten H-Adenoms 
(rot). (F)-(J) Das Segmentierungsergebnis in verschiedenen axialen Schichten. 
(H) Benutzerdefinierter Saatpunkt (blau). 
 
 Die Tabellen 3 bis 5 präsentieren die Ergebnisse (Minimum, Maximum, Mittel-
wert und Standardabweichung) aller GBMs, Hypophysenadenome und Wirbel, die 
mit dem vorgestellten Verfahren segmentiert und mit manuellen neurochirurgi-
schen Schicht-für-Schicht-Segmentierungen verglichen wurden. Tabelle 3 ver-
zeichnet die Evaluationsergebnisse der Tumorvolumen in cm3, die Anzahl der Vo-
xel und die DSCs von fünfzig Glioblastoma multiforme (GBM). Tabelle 4 zeigt die 
Evaluationsergebnisse der Tumorvolumen in cm3, die Anzahl der Voxel und die 
DSCs für zehn Hypophysenadenome. Anmerkung: Eine rein manuelle Segmentie-
rung dauerte im Schnitt knapp vier Minuten (3,91 0,51, Min. 3 Minuten und Max. 
5 Minuten). Tabelle 5 zeigt die Evaluationsergebnisse von Wirbelvolumen in cm3, 




 GBM-Volumen in cm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
Min. 0,47 0,46 524 783 46,33 
Max. 119,28 102,98 1024615 884553 93,82 
   23,66  24,89 21,02 22,90 145305,54 137687,24 80,37 8,93 
Tabelle 3 – Evaluationsergebnisse: Minimum (Min.), Maximum (Max.), Mit-
telwert μ und Standardabweichung σ für fünfzig Glioblastoma multiforme 
(GBM). 
 
 H-Adenom-Volumen in cm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
Min. 0,84 1,18 4492 3461 71,07 
Max. 15,57 14,94 106151 101902 84,67 
   6,30  4,07 6,22 4,08 47462,7 47700,6 77,49 4,52 
Tabelle 4 – Evaluationsergebnisse: Minimum (Min.), Maximum (Max.), Mit-
telwert μ und Standardabweichung σ für zehn Hypophysenadenome (H-Ade-
nome). Eine rein manuelle Segmentierung dauerte im Schnitt knapp vier Mi-
nuten (3,91 0,51, Min. 3 Minuten und Max. 5 Minuten). 
 
 Wirbelvolumen in cm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
Min. 0,25 0,24 1015 995 87,37 
Max. 0,51 0,49 2091 2010 94,93 
   0,42  0,072 0,40 0,073 1722 1656 90,97 2,2 
Tabelle 5 – Evaluationsergebnisse: Minimum (Min.), Maximum (Max.), Mit-
telwert μ und Standardabweichung σ für neun Wirbel. 
 
 In diesem Abschnitt wurde ein vorlagenbasiertes Segmentierungsschema für 
2D- und 3D-Objekte vorgestellt. Dabei verteilt der graphbasierte Ansatz die Knoten 
für den Graphen nicht gleichmäßig auf einem Bild bzw. in einem Volumen sondern 
anhand einer definierten Vorlage. Durch diese neuartige Strategie ist es sogar mög-
lich, fehlende Kanten und Ecken des Objektes während der Segmentierung zu re-
konstruieren. Außerdem ist das Segmentierungsverfahren skalierungsinvariant. 
Zusammengefasst wurden in diesem Abschnitt folgende Forschungsergebnisse 
erzielt: 
 Ein vorlagenbasiertes Segmentierungsparadigma für 2D- und 3D-Objekte; 
 Die Knoten für den graphbasierten Ansatz werden anhand einer vordefinier-
ten Vorlage für die Segmentierung angeordnet; 
 Der Ansatz repräsentiert einen neuen Typus von graphbasierten Algorith-
men; 
 Es ist möglich, fehlende Objektkanten und sogar Ecken zu rekonstruieren; 
 Der Ansatz ist skalierungsinvariant. 
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2.4. Kubusbasierte Segmentierung von Wirbeln in 
MRT-Aufnahmen 
In diesen Arbeiten [4], [5] wird ein graphbasierter Ansatz zur Wirbelsegmentierung 
in MRT-Aufnahmen vorgestellt, wobei der Graph anhand einer würfelförmigen 
Vorlage konstruiert wird und die Knoten des Graphen nicht gleich verteilt und nicht 
äquidistant innerhalb der MRT-Aufnahme gesampelt werden. Dadurch liefert ein 
anschließender minimaler s-t-Schnitt – in Abhängigkeit von einem benutzerdefi-
nierten Smoothness-Term (Abweichung) – auch eine würfelförmige Segmentie-
rung zurück. Dies das erste Mal, dass bei einem graphbasierten Ansatz die Knoten 
anhand einer würfelförmigen Vorlage verteilt werden und der minimale s-t-Schnitt 
deshalb auch ein würfelförmiges Segmentierungsergebnis bevorzugt. Das vorge-
stellte Verfahren kann auch zur Segmentierung anderer und vergleichbarer kubus-
förmiger Zielstrukturen genutzt werden und eignet sich besonders, um homogenen 
Objekt/Hintergrund-Übergängen zu begegnen, die eine automatische Segmentie-
rung des Objekts erschweren. 
 Der hier vorgestellte Algorithmus konstruiert in einem ersten Schritt ein zwei-
terminales Flussnetzwerk ),,),(),((( tscGEGVF  , wobei },{\)( tsGV  eine 
Menge von Knoten bezeichnet, die wiederum einer Untermenge der Bildvoxel ent-
spricht. )(GE  bezeichnet eine Menge von Kanten und c  eine Funktion, die jeder 
Kante eine nicht-negative, reale Kapazität zuordnet. Außerdem besteht das Netz-
werk aus einer Quelle )(GVs  und einer Senke )(GVt . Nach der Konstruktion 
des Netzwerks wird in polynomialer Zeit ein minimaler s-t-Schnitt ),( TS  berech-
net, aus dem anschließend das Segmentierungsergebnis wie folgt ermittelt wird: 
 ein Knoten Sv  wird dem Wirbelkörper zugeordnet und 
 ein Knoten Tv  wird dem Hintergrund zugeordnet. 
 
Die betrachteten Voxel befinden sich entlang einer Menge von Strahlen, die 
ihren Ursprung alle in einem benutzerdefinierten Saatpunkt innerhalb des Wirbel-
körpers haben. Hierbei besteht jeder Strahl aus der gleichen Menge von auf dem 
Strahl äquidistant verteilten Voxeln, und alle Voxel der gleichen Ebene – z.B. die 
Menge der zweiten Voxel auf allen Strahlen – bilden eine Würfelform (Abbildung 
12, links). 
Die terminalen Kanten des Netzwerks, die jeden Knoten mit s  und t  verbinden, 
repräsentieren die Grauwertunterschiede zwischen einem Voxel und seinem Vor-
gängervoxel auf demselben Strahl. Ist die Differenz klein (< 20), so wird davon 
ausgegangen, dass die beiden Voxel innerhalb einer homogenen Region des Bildes 
liegen (z.B. innerhalb des Wirbelkörpers), so dass die Kante, die den entsprechen-
den Knoten mit der Quelle verbindet, hoch gewichtet wird. Bei einer großen Diffe-
renz (> 20) kann von einem Objekt-Hintergrund-Übergang ausgegangen werden, 
so dass hier die entsprechende Kante zur Senke hoch gewichtet wird. Die termina-
len Kantengewichtungen des ersten und des letzten Voxels auf jedem Strahl stellen 
außerdem sicher, dass der Saatpunkt dem Wirbelkörper und der letzte Voxel dem 
Hintergrund zugeordnet wird. 
Um sicherzustellen, dass jeder Strahl nur genau einmal geschnitten wird, wird 
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eine Menge von nicht-terminalen, ∞-gewichteten Kanten eingeführt, die jeden 
Knoten },,{\)( 1vtsGVv ri   mit seinem Vorgänger },{\)()1( tsGVv ri   auf einem 
Strahl r  verbinden (Abbildung 12, rechts) 
 




Abbildung 12 – Verteilung der Knoten eines Graphen (links) und Visualisie-
rung der z -Kanten (rechts). 
 
Einen Strahl r  einmal zu schneiden verursacht aufgrund von 
zA  Kosten von 
mindestens ∞, da ),( )1( rr ii vv  geschnitten werden muss, genau dann, wenn 
Sv
rij
 )(  und Tv rij  )(  ist. Einen Strahl zweimal zu schneiden, würde Kosten 
von mindestens 2 ∞ verursachen. Da jedoch der Saatpunkt 
1v  in S  liegt, während 
der letzte Knoten auf jedem Strahl T  zugeordnet ist, muss ein Strahl von einem 
minimalen s-t-Schnitt genau einmal geschnitten werden. Im Fall eines scharfen Ob-
jekt/Hintergrund-Überganges muss dieser Schnitt aufgrund der hohen Gewichtung 
der terminalen Kante zur Senke genau vor dem ersten Knoten im Hintergrund ver-
laufen. 
Typische Herausforderungen im Kontext von graphbasierten Segmentierungen 
sind starke Abweichungen innerhalb der anatomischen Struktur, die einen zu frühen 
Schnitt zur Folge haben, sowie homogene Objekt/Hintergrund-Übergänge, die ei-
nen Überlauf des Segmentierungsergebnisses verursachen. Der Ansatz begegnet 
diesen Problemen, indem er dem Nutzer erlaubt, einen sogenannten Smoothness-
Term zu definieren, der die Objekt/Hintergrund-Distanz 0N  zweier benachbar-
ter Strahlen beschränkt. Hierzu wird eine weitere Menge von nichtterminalen, ∞-





vvA   
 
wobei r  und 'r  aus einer Vierernachbarschaft stammen (Abbildung 13). Ein  -
Wert von Null hat somit eine reguläre Würfelform zur Folge, bei einem  -Wert > 
Null sind entsprechende Abweichungen, abhängig von der Voxeldistanz auf den 
einzelnen Strahlen, möglich (Abbildung 14). 
 
 
Abbildung 13 – Topologie der ),( yx -Kanten: 0  (links) und 2  (rechts). 
 
 
Abbildung 14 – Segmentierungsergebnis für 0  (links) und 2  (rechts). 
 
Zur Evaluation des vorgestellten Segmentierungsverfahrens wurde eine C++ 
Implementierung innerhalb der medizinischen Bildverarbeitungsplattform MeVis-
Lab (www.mevislab.de, Version 2.2.1) realisiert und anhand von zehn Wirbeln in 
zwei sagittalen, T2-gewichteten MRT-Datensätzen (160 × 160 × 35 und 160 × 160 
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× 23) getestet. Die Tests lieferten bei einem direkten Vergleich mit manuell vorge-
nommen Schicht-für-Schicht-Segmentierungen einen durchschnittlichen Dice Si-
milarity Coefficient (DSC) von 81,33% (Tabelle 6). Abbildung 15 zeigt wiederum 
beispielhaft Segmentierungsergebnisse unseres Ansatzes (Cube-Cut): 3D-Segmen-
tierungsergebnisse (links und Mitte) und 2D-Perspektive auf ein Segmentierungs-
ergebnis mit benutzerdefiniertem Saatpunkt in Blau (rechtes Bild). 
Dabei hatten die rechenaufwendigsten Parametereinstellungen eine maximale 
Terminierungszeit von unter einer Minute, mit Netzwerkkonstruktion, s-t-Schnitt 
und Triangulierung des Segmentierungsergebnisses (gemessen auf: 2,1 GHz, 4 GB 
RAM x64 PC, Windows 7 Home Premium (SP1)). Manuell erstellte Segmentierun-
gen, für die Mediziner Schicht für Schicht die Außengrenzen eines Wirbelkörpers 
in den Aufnahmen einzeichneten, dauerten dagegen 6,65 bis 10 Minuten, so dass 
die automatische Segmentierung die präoperativen Evaluierungsmaßnahmen um 
2,35 (Min.) bis 15,65 Minuten (Max.) verkürzte. 
 
 Wirbelvolumen in cm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
Min. 15,42 16,64 1892 2041 71,64 
Max. 33,83 28,78 5240 4320 86,69 
   24,97  6,15 23,48 5,12 3750 3152 81,33 5,07 
Tabelle 6 – Evaluierungsergebnisse für zehn Wirbel in 3D: Minimum (Min.), 
Maximum (Max.), Mittelwert μ und Standardabweichung σ für die manuell 
und automatisch erzielten Segmentierungsvolumina, die dazugehörige manu-
elle und automatische Anzahl der Voxel und den Dice Similarity Koeffizienten 
zwischen den manuellen und automatischen Segmentierungen. 
 
 
Abbildung 15 – 3D-Segmentierungsergebnisse (links und Mitte) und 2D-Per-
spektive auf ein Segmentierungsergebnis mit benutzerdefiniertem Saatpunkt 
in Blau (rechtes Bild). 
 
In diesem Abschnitt wurde ein graphbasierter Ansatz zur Wirbelsegmentierung 
in MRT-Aufnahmen vorgestellt, wobei der Graph anhand einer würfelförmigen 
Vorlage konstruiert wurde und die Knoten des Graphen nicht gleichverteilt und 
nicht äquidistant innerhalb der MRT-Aufnahme gesampelt wurden. Dadurch liefert 
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ein anschließender minimaler s-t-Schnitt – in Abhängigkeit von einem benutzerde-
finierten Smoothness-Term (Abweichung) – auch eine würfelförmige Segmentie-
rung zurück. 
Dies ist das erste Mal, dass bei einem graphbasierten Ansatz die Knoten anhand 
einer würfelförmigen Vorlage verteilt wurden und der minimale s-t-Schnitt deshalb 
auch ein würfelförmiges Segmentierungsergebnis bevorzugt. Das vorgestellte Ver-
fahren kann auch zur Segmentierung anderer vergleichbarer kubusförmiger Ziel-
strukturen genutzt werden und eignet sich besonders, um homogenen Objekt/Hin-
tergrund-Übergängen zu begegnen, die eine automatische Segmentierung des Ob-
jektes erschweren. 
Bei den aktuellen Parametereinstellungen kam es allerdings auch vor, dass 
Ecken der Wirbel nicht genau segmentiert werden konnten. Abbildung 16 zeigt ein 
Beispiel, bei dem die Konturen zweier Ecken eines Wirbels (Kreise)” abgeschnit-
ten“ wurden. Dieser Ungenauigkeit kann durch eine Verdichtung der Strahlen, die 
eine Verdichtung der Knoten nach sich zieht, entgegengewirkt werden. Dies würde 
jedoch eine höhere Laufzeit zur Folge haben. Eine andere Möglichkeit wäre es, 
anstatt eines Kubus eine dem Wirbel besser angepasste Vorlage für den Aufbau des 





Abbildung 16 – Beispiel einer Segmentierung, bei der zwei Ecken des Wirbels 
(Kreise) nicht ausreichend segmentiert werden konnten. Im unteren Bildteil 
sind die manuellen Segmentierungen (rot) und die automatischen Segmentie-
rungsergebnisse (weiß) in mehreren 2D-Schichten übereinandergelegt. 
 
2.5. Segmentierung von Drüsen der Prostata an-
hand einer Kugelvorlage 
Prostatakrebs ist die häufigste Krebserkrankung bei Männern mit über 200000 
neuen Erkrankungen und ca. 28000 Toten alleine für das Jahr 2012 in den Verei-
nigten Staaten. In diesem Beitrag [6] wird die graphbasierte Segmentierung von 
Prostatadrüsen in MRT-Aufnahmen anhand einer Kugelvorlage vorgestellt. Damit 
können die Grenzen zwischen Prostatadrüsen und umliegenden Organen automa-
tisch bestimmt werden. Ein weiteres Ziel dieser speziellen Segmentierung ist die 
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effiziente Unterstützung MR-gestützter Biopsien und Bestrahlungsplanungen. Zur 
Konstruktion des Graphen werden Strahlen durch die Oberfläche eines Polyeders 
gesandt, entlang derer die Knoten des Graphen abgetastet werden. Dazu benötigt 
der Ansatz nur einen benutzerdefinierten Saatpunkt innerhalb der Prostatadrüse. 
Anschließend wird ein minimaler s-t-Schnitt berechnet, der in der Kontur und in 
dem Volumen der Prostatadrüse resultiert. Der Ansatz wurde als eigenständiges 
C++ Modul innerhalb der MeVisLab-Plattform realisiert und anhand von intra-ope-
rativen T2-gewichteteten Aufnahmen aus MR-gestützten Biopsien evaluiert. 
 Zur Volumetrie der Prostatadrüsen wurde das sogenannte Nugget-Cut-Segmen-
tierungsschema angewandt. Dabei wird ein gerichteter 3D-Graph ),( EVG  in zwei 
Schritten konstruiert: (I) Aussenden von Strahlen durch die Oberflächenpunkte ei-
nes Polyeders und (II) Abtasten der Knoten des Graphen Vn  entlang jedes 
Strahls. Zusätzlich wird eine dazugehörige Menge von Kanten generiert, die aus 
Kanten zwischen den Knoten und Kanten, die die Knoten mit einer Quelle s  und 
einer Senke t  verbinden, bestehen. Nach der Konstruktion des Graphen – der Mit-
telpunkt des Polyeders wird durch den Benutzer vorgegeben und liegt innerhalb der 
Prostatadrüse – wird das closed set des Graphen mit minimalen Kosten anhand ei-
nes s-t-Schnittes berechnet, was wiederum in die Segmentierung der Kontur und 
des Volumens der Prostatadrüse mündet. Das gesamte Prinzip des Nugget-Cut-Seg-
mentierungsschemas, das zur Segmentierung von Prostatadrüsen angewandt wurde, 
ist in Abbildung 17 präsentiert. Wie in der Abbildung dargestellt, wird eine kugel-
förmige Vorlage (links) als Grundstruktur zum Erstellen des Segmentierungsgra-
phen (Mitte) verwendet. Letztendlich wird der Graph innerhalb des Bildes konstru-
iert, wobei sein Mittelpunkt an der Stelle des benutzerdefinierten Saatpunktes liegt 
(rechts). Per Definition verbinden die Kanten/Knoten Evv ji ,  des Graphen G 
zwei Knoten ji vv ,  und es gibt zwei Typen von ∞-gewichteten Kanten: z -Kanten 
zA  und r -Kanten rA . Dabei ist Z  die Anzahl der abgetasteten Punkte (Knoten) 
entlang eines Strahls mit )1,...,0(  Zz , und R  ist die Anzahl der Strahlen, die 
durch die Oberflächenpunkte eines Polyeders gesandt wurden, mit ).1,...,0(  Rr  
Der Knoten ),,( nnn zyxV  ist hierbei ein Nachbar des Knotens ),,( zyxV , bzw. der 
Knoten ),,( nnn zyxV  und der Knoten ),,( zyxV  gehören zum selben Dreieck im 
Fall einer Triangulierung des Polyeders: 
 
}0|)1,,(),,,({  zzyxVzyxVAz  
})),0max(,,(),,,({ rnnr zyxVzyxVA   
 
Die ∞-gewichteten Kanten zwischen den Knoten entlang eines Strahls 
zA  stel-
len sicher, dass alle Knoten innerhalb einer Polyederoberfläche eines Graphen ei-
nen closed set ergeben, was wiederum gewährleistet, dass das Innere des Objekts 
(Prostatadrüse) vom Hintergrund innerhalb der Daten getrennt wird. Auf der ande-
ren Seite enthalten die Kanten 
rA  zwischen Knoten von unterschiedlichen Strahlen 
eine Menge von möglichen Segmentierungen und stellen über einen Parameter 
r  
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eine bestimmte Glattheit sicher – je größer der Parameter ist, desto größer ist auch 
die Anzahl der möglichen Segmentierungen. Letztendlich erzeugt der s-t-Schnitt 
eine optimale Segmentierung einer Prostatadrüse unter dem Einfluss des Parame-
ters 
r , der dabei die Steifigkeit der Grenze zum Hintergrund kontrolliert. Zum 
Beispiel stellt eine Deltawert von Null ( 0r ) sicher, dass das Segmentierungs-
ergebnis in einer Kugel resultiert und die Größe und Position der Kugel innerhalb 
des Bildes auf den Kanten zwischen Quelle und Senke (s-t-Kanten) und dem be-
nutzerdefinierten Saatpunkt basiert. Die Gewichte ),,( zyxw  für jede s-t-Kante 
werden nach folgender Vorschrift zugewiesen: Gewichte werden auf ),,( zyxc  ge-
setzt, wenn z  Null ist, ansonsten auf )1,,(),,(  zyxczyxc . Dabei ist ),,( zyxc  
der Absolutwert der Differenz zwischen einem mittleren Grauwert der Prostata-
drüse und dem Grauwert des Voxels an der Position ),,( zyx . Der mittlere Grauwert 
der Prostatadrüse kann dabei automatisch im Bereich des benutzerdefinierten Saat-
punktes innerhalb der Prostata berechnet werden. 
 
 
Abbildung 17 – Prinzip des Nugget-Cut-Segmentierungsschemas: Eine kugel-
förmige Vorlage (links) wird als Grundstruktur für den Segmentierungsgra-
phen (Mitte) verwendet, der innerhalb des Bildes konstruiert wird (rechts). 
 
Zur Evaluierung wurde ein C++ Modul innerhalb der medizinischen Plattform 
MeVisLab implementiert. In dieser C++ Implementierung benötigte eine Segmen-
tierung, bestehend aus: (1) Aussenden der Strahlen, (2) Konstruktion des Graphen 
und (3) Min-Cut-Berechnung, ungefähr eine Sekunde auf einem Macbook Pro 
Notebook mit einem Intel Core i7-2860QM CPU, 4 x 2.50 GHz, 8 GB RAM, 
Windows 7 Professional 64. 
 Abbildung 18 präsentiert Screenshots einer automatischen Segmentierung (rot) 
in einer axialen (links) und einer sagittalen (rechts) Schicht. Der blaue Pfeil im lin-
ken Bild zeigt auf die Position des benutzerdefinierten Saatpunktes. Abbildung 19 
zeigt mehrere 3D-Visualisierungen von Segmentierungsergebnissen einer Prostata-
drüse. Auf der linken Seite sind die Segmentierungsknoten (rot) und in der Mitte 
das triangulierte Segmentierungsergebnis (grün/gelb) mit umgebenden Strukturen 
zu sehen. Auf der rechten Seite ist die voxelisierte Maske der segmentierten Pros-
tatadrüse (rot/grau) aufgezeigt, die auch für die Berechnung des DSC mit einer ma-




Abbildung 18 – Segmentierungsergebnis (rot) in einer axialen und einer 
sagittalen Schicht (blauer Pfeil: Position des Saatpunktes). 
 
 
Abbildung 19 – 3D-Visualisierungen des Segmentierungsergebnisses: Segmen-
tierungsknoten und trianguliertes Segmentierungsergebnis mit umgebenden 
Strukturen (links und Mitte), und voxelisierte Maske der segmentierten Pros-
tatadrüse (rechts). 
 
Segmentierungsergebnisse (rot) von drei unterschiedlichen Fällen für den vor-
gestellten Algorithmus – jeweils für die axiale Schicht, in der sich der benutzerde-
finierte Saatpunkt (blau) befindet – sind in Abbildung 20 dargestellt. Ein direkter 
Vergleich der automatischen (rot) und manuellen (gelb) Segmentierungsergebnisse 
für einen bestimmten Fall sind in Abbildung 21 zu sehen. Das automatische Seg-
mentierungsergebnis ist auf der linken Seite der Abbildung zu sehen, die manuelle 
Segmentierung in der Mitte und die überlagerte Visualisierung beider Segmentie-
rungen auf der rechten Seite. Abbildung 22 wiederum zeigt mehrere axiale Schich-
ten mit automatischen Segmentierungsergebnissen (rot). Die vierte Schicht von 
links enthält außerdem den benutzerdefinierten Saatpunkt, von dem aus der Graph 




Abbildung 20 – Segmentierungsergebnisse (rot) dreier unterschiedlicher Fälle 
für den vorgestellten Algorithmus, jeweils für die axiale Schicht, in der sich 




Abbildung 21 – Direkter Vergleich der automatischen (rot) und manuellen 
(gelb) Segmentierungsergebnisse für einen ausgesuchten Fall: automatisches 
Segmentierungsergebnis (links), manuelle Segmentierung (Mitte) und überla-




Abbildung 22 – Mehrere axiale Schichten mit automatischen Segmentierungs-
ergebnissen (rot). Die vierte Schicht von links enthält außerdem den benutzer-





Tabelle 7 präsentiert den direkten Vergleich der manuellen mit den automati-
schen Segmentierungen von zehn Prostatadrüsen anhand des Dice Similarity Koef-
fizienten. Tabelle 8 präsentiert die Zusammenfassung der Evaluationsergebnisse 
aus Tabelle 7, einschließlich des Minimums (Min.), des Maximums (Max.), des 
Mittelwerts μ und der Standardabweichung σ der zehn Prostatadrüsen. 
 
Nr. 
PCG-Volumen in mm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
1 20820,8 41692,1 682256 1366168 61,79 
2 13670,3 16487,9 447949 540277 62,57 
3 29006 31706,7 1419342 1551511 84,79 
4 51418,2 56490,6 1684871 1851084 88,79 
5 44258,4 40306 2165709 1972307 89,42 
6 66161,6 67559,2 2167986 2213781 88,76 
7 15317,8 13312,5 501932 436224 83,93 
8 32826,1 38079,4 1075646 1247786 75 
9 22047,6 13289,7 722456 435477 69,68 
10 17718,1 16886 866648 825950 84,71 
Tabelle 7 – Direkter Vergleich der manuellen mit den automatischen Segmen-
tierungen von zehn Prostatadrüsen anhand des Dice Similarity Koeffizienten 
(DSC). 
 
 PCG-Volumen in cm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
Min. 13,67 13,29 447949 435477 61,79 
Max. 66,16 67,56 2167986 2213781 89,42 
   31,32  17,45 33,58 18,88 1173479,5 1244056,5 78,94 10,85 
Tabelle 8 – Evaluationsergebnisse: Minimum (Min.), Maximum (Max.), Mit-
telwert μ und Standardabweichung σ von zehn Prostatadrüsen. 
 
2.6. Semi-automatische Echtzeit-Konturierung 
In den Beiträgen [7], [8] wird ein semi-automatischer und skalierungsinvarianter 
Segmentierungsalgorithmus zur Echtzeit-Konturierung vorgestellt. Dabei "ver-
packt" der Ansatz Parameter des Algorithmus in seiner Interaktivität für den An-
wender. Dadurch wird vermieden, dass ein Anwender, um ein akzeptables Segmen-
tierungsergebnis zu erzielen, ihm unbekannte Parametereinstellungen finden muss, 
die er im Gegensatz zum Entwickler des Algorithmus nicht ohne weiteres verstehen 
kann. Für die interaktive Segmentierung wurde ein spezieller graphbasierter Ansatz 
entwickelt, der sich insbesondere für eine interaktive Echtzeit-Konturierung eignet, 
da nur ein benutzerdefinierter Saatpunkt innerhalb der Zielstruktur benötigt wird 
und sich das Segmentierungsergebnis durch die besondere geometrische Konstruk-
tion des Graphen sehr schnell berechnen lässt. Außerdem lassen sich die Grauwer-
tinformationen, die für den Ansatz benötigt werden, automatisch aus dem Bereich 
um den benutzerdefinierten Saatpunkt herum extrahieren. Der Ansatz wurde über 
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feste Saatpunkte in medizinischen 2D- und 3D-Daten evaluiert. Ein direkter Ver-
gleich mit wesentlich zeitintensiveren manuellen Segmentierungen hat die prakti-
sche Anwendbarkeit des Ansatzes erwiesen. 
Der Segmentierungsansatz funktioniert mit 2D- und 3D-Daten und beginnt mit 
der Graphkonstruktion, ausgehend von einem benutzerdefinierten Saatpunkt inner-
halb der zu segmentierenden Struktur. Die Knoten Vn  des Graphen ),( EVG  
werden entlang von Strahlen abgetastet, die radial vom Saatpunkt ausgesandt wer-
den. Zusätzlich ist Ee  eine Menge von Kanten, die aus Kanten zwischen den 
Knoten bestehen und aus Kanten, die die Knoten mit einer Quelle s  und einer Senke 
t  verbinden, um die Berechnung eines minimalen s-t-Schnitts zu ermöglichen. In 
Anlehnung an die Notation aus den vorherigen Abschnitten verbindet eine Kante 
Evv ji ,  zwei Knoten ji vv , . In der Kantenmenge gibt es zwei Arten von ∞-ge-
wichteten Kanten: p -Kanten pA  und r -Kanten rA . P  ist die Anzahl der Knoten, 
die entlang eines Strahles )1,...,0(  Pp  abgetastet wurden, und R  ist die Anzahl 
der Strahlen, die radial ausgesandt wurden, mit )1,...,0(  Rr . ),( nn yxV  ist als 
Nachbar von ),( yxV  definiert: 
 
 
})),0max(,(),,({ rnr yxVyxVA   
 
Die ∞-gewichteten Kanten für eine Oberfläche in 3D werden äquivalent zu den 
∞-gewichteten Kanten für eine Kontur in 2D definiert: 
 
}0|)1,,(),,,({  zzyxVzyxVAp  
})),0max(,,(),,,({ rnnr zyxVzyxVA   
 
Ist der Graph konstruiert, wird der minimale s-t-Schnitt für den Graphen be-
rechnet, der wiederum dem Segmentierungsergebnis entspricht. In Abbildung 23 
findet man verschiedene Beispiele für Vorlagen, mit denen unterschiedliche Patho-
logien in 2D und 3D segmentiert wurden. Bei allen Beispielen wurde der Graph 
von einem benutzerdefinierten Saatpunkt aus konstruiert, der innerhalb der Patho-
logie lag. Für die Segmentierung benötigt der Ansatz auch einen mittleren Grauwert 
der zu segmentierenden Struktur. Dieser mittlere Grauwert wird im Bereich des 
Saatpunktes automatisch bestimmt und jedes Mal neu berechnet, wenn der Benut-
zer ihn interaktiv auf dem Bild verschiebt. Das macht den Ansatz robuster gegen 
Segmentierungsfehler, wenn der Saatpunkt kurzfristig über Bereiche verschoben 
wird, die zwar innerhalb der zu segmentierenden Struktur liegen, aber nicht dem 






Abbildung 23 – Verschiedene Beispiele für Vorlagen, mit denen unterschiedli-
che Pathologien in 2D und 3D segmentiert wurden: Eine Kreisvorlage wurde 
dazu genutzt, einen Graphen aufzubauen und die Prostata zu segmentieren 
(erste Zeile); eine Rechteckvorlage wurde verwendet, um Wirbelkonturen in 
einzelnen 2D-Schichten zu bestimmen (zweite Zeile); eine Kugelvorlage diente 
dazu, Glioblastoma Multiforme (GBM) zu segmentieren (dritte Zeile); für die 
Bestimmung ganzer Wirbelkörper in 3D kam eine Würfelvorlage zum Einsatz 
(untere Zeile). Bei allen Beispielen wurde der Graph vom benutzerdefinierten 
Saatpunkt innerhalb der Pathologie aus konstruiert. 
 
Der vorgestellte Ansatz wurde innerhalb der Plattform MeVisLab realisiert. Der 
spezielle Aufbau der Graphen ermöglichte eine Echtzeit-Konturierung auf einem 
Rechner mit Intel Core i5-750 CPU, 4x2.66 GHz, 8GB RAM. Die Evaluierung er-
folgte über feste Saatpunkte in medizinischen 2D- und 3D-Daten (Tabelle 9). Ab-
bildung 24 gibt mehrere Screenshots aus einem Video wider, die die interaktive 
Echtzeit-Konturierung von Wirbelkörpern und Bandscheiben in einer sagittalen 
Schicht einer MRT-Aufnahme zeigen. Der Mittelpunkt des Graphen ist in Weiß 
dargestellt und kann vom Benutzer interaktiv auf dem Bild verschoben werden, die 





Min./Max. der Volumina (cm3)  
 
der Volumina (cm3)  
 
der DSCs (%) manuell automatisch manuell automatisch 
GBM 0,47/119,28 0,46/102,98 23,66  24,89 21,02  22,90 80,37  8,93 
HA 0,84/15,57 1,18/14,94 6,30  4,07 6,22  4,08 77,49  4,52 
ZA 0,45/4,02 0,35/4,22 1,90  1,88 2,02  1,99 72,66  10,71 
PD 13,67/66,16 13,29/67,56 31,32  17,45 33,58  18,88 78,94  10,85 
WK 2D 0,25/0,51 0,24/0,49 0,42  0,072 0,40  0,073 90,97  2,2 
WK 3D 15,42/33,83 16,64/28,78 24,97  6,15 23,48  5,12 81,33  5,07 
Tabelle 9 – Evaluationsergebnisse: Minimum (Min.), Maximum (Max.), Mit-
telwert μ und Standardabweichung σ für die manuell und automatisch seg-
mentierten Volumina (cm3) der Pathologien und Mittelwert μ und Stan-
dardabweichung σ der Dice Similarity Koeffizienten (DSC) zwischen den ma-
nuellen und automatischen Segmentierungen. Abkürzungen: Glioblastoma 
Multiforme (GBM), Hypophysenadenome (HA), Zerebrale Aneurysmen (ZA), 
Prostatadrüsen (PD) und Wirbelkörper (WK). 
 
 
Abbildung 24 – Mehrere Screenshots aus einem Video, die die interaktive 
Echtzeit-Konturierung von Wirbelkörpern und Bandscheiben in einer sagitta-
len Schicht einer Magnetresonanztomographie (MRT)-Aufnahme zeigen (von 
links nach rechts). Der Mittelpunkt des Graphen ist in Weiß dargestellt und 
kann vom Benutzer interaktiv auf dem Bild verschoben werden, die kleinen 
schwarzen Boxen zeigen die Ecken der Rechteckvorlage an, und die roten 
Punkte stellen das Ergebnis der Segmentierung dar. 
 
In Abbildung 25 sieht man eine interaktive Prostata-Segmentierung mit einer 
Kreisvorlage in einer MRT-Aufnahme. Die oberen vier Bilder zeigen die resultie-
rende Kontur (rot), wenn der benutzerdefinierte Saatpunkt näher an den Rand der 
Prostata verschoben wurde. Im oberen linken Bild zum Beispiel befindet sich der 
Saatpunkt näher am linken Rand der Prostata, daher tendiert das Segmentierungs-
ergebnis auch zu einer Übersegmentierung im linken Bereich der Prostata. Aller-
dings ermöglichen das interaktive Verhalten und die Echtzeit-Rückmeldung des 
Ansatzes es dem Benutzer, schnell ein zufriedenstellendes Segmentierungsergebnis 
zu finden (linkes unteres Bild). Zum visuellen Vergleich des Segmentierungsergeb-
nisses aus dem linken unteren Bild ist im rechten unteren Bild die Maske (blau) 




Abbildung 25 – Interaktive Prostata-Segmentierung mit einer Kreisvorlage in 
einer MRT-Aufnahme: Die oberen vier Bilder zeigen die resultierende Kontur 
(rot), wenn der benutzerdefinierte Saatpunkt näher an den Rand der Prostata 
verschoben wurde. Im oberen linken Bild z.B. befindet sich der Saatpunkt nä-
her am linken Rand der Prostata, daher tendiert das Segmentierungsergebnis 
auch zu einer Übersegmentierung im linken Bereich der Prostata. Allerdings 
ermöglicht es die interaktive Echtzeit-Rückmeldung des Ansatzes dem Benut-
zer, schnell ein zufriedenstellendes Segmentierungsergebnis zu finden (linkes 
unteres Bild). Zum visuellen Vergleich des Segmentierungsergebnisses aus 
dem linken unteren Bild ist im rechten unteren Bild die Maske (blau) einer 
rein manuellen Segmentierung auf derselben 2D-Schicht dargestellt. 
 
Der Fortschritt in diesem Beitrag besteht darin, dass Algorithmen (wie der Squ-
are-Cut) in einen echtzeitfähigen Ansatz transformiert und getestet wurden. Im Ge-
gensatz zu anderen interaktiven Ansätzen, die meistens eine aufwändige Initialisie-
rung benötigen, wird durch diesen Ansatz eine interaktive Echtzeit-Segmentierung 
ermöglicht, da nur ein benutzerdefinierter Saatpunkt innerhalb des zu segmentie-
renden Objektes benötigt wird. Außerdem kann durch die spezielle geometrische 
Konstruktion des Graphen die Echtzeitfähigkeit (insbesondere in 3D) je nach Rech-
nerausstattung sichergestellt werden, z.B. durch eine geringere Strahlen- und Kno-
tendichte. Darüber hinaus können Grauwertinformationen im Bereich des Saat-
punktes automatisch analysiert und für die Segmentierung genutzt werden. Damit 
"verpackt" der Ansatz in seinem interaktiven Verhalten Parameter und verhindert 
dadurch, dass der Benutzer diese definieren muss. Auch wenn die Evaluation ge-
zeigt hat, dass der Ansatz mit (festen) Saatpunkten gute Ergebnisse liefert, ist es 
(im Gegensatz zu einer interaktiven Segmentierung in 2D) recht schwierig, ein Ob-
jekt in 3D interaktiv zu segmentieren. Das liegt daran, dass der Saatpunkt im Raum 
verschoben wird und dabei die Seiten eines 3D-Objekts für eine zufriedenstellende 
Segmentierung überwacht werden müssen. Das Verfahren kann dafür allerdings zu 
einer Art iterativem Ansatz erweitert werden. Dabei segmentiert der Benutzer (in-
teraktiv) zuerst mehrere Konturen in 2D. Anschließend wird ein 3D-Graph zur in-
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teraktiven Segmentierung aufgebaut, der allerdings in den drei vorher segmentier-
ten 2D-Schichten bereits fixiert ist (Abbildung 26). Diese 2D-Fixierungen schrän-
ken die Anzahl der möglichen s-t-Schnitte massiv ein und unterstützen den Benut-
zer, auch in 3D einen geeigneten Saatpunkt interaktiv zu finden. 
 
 
Abbildung 26 – Iterative Segmentierung: Zuerst werden mehrere Wirbelkon-
turen (obere Reihe, rot) mit einem interaktiven 2D-Ansatz wie aus Abbildung 
24 segmentiert. Danach wird ein 3D-Graph zur Segmentierung des Wirbel-
körpers in 3D konstruiert, bei dem die drei schon segmentierten 2D-Konturen 
im 3D-Graphen fixiert sind. Diese Restriktionen des 3D-Graphen beeinflussen 
und unterstützen die Segmentierung der restlichen Konturen des Wirbelkör-
pers (grüne Konturen in der unteren Reihe). Die roten Konturen aus den Bil-
dern der unteren Reihe korrespondieren mit den roten Konturen der Bilder 
der oberen Reihe. Rechts unten ist die voxelisierte Maske (grau) des Wirbel-
körpers eingeblendet. 
 
2.7. Echtzeitsegmentierung mit interaktiver Verfei-
nerung 
In dieser Arbeit [9] wird ein Algorithmus zur Echtzeitsegmentierung von medizi-
nischen Bilddaten präsentiert, der es dem Benutzer erlaubt, die Segmentierung zu-
sätzlich interaktiv zu verfeinern. Dadurch kann der Benutzer die semi-automatische 
Konturierung auch in schwierigen Fällen, bei denen zum Beispiel Objektkanten 
aufgrund von homogenen Grauwertübergängen fehlen, zu einem zufriedenstellen-
den Ergebnis führen. Der graphbasierte Ansatz baut auf den vorherigen Arbeiten 
aus diesem Kapitel auf und ermöglicht eine skalierungsinvariante und vorlagenba-
sierte Echtzeitkonturierung von Strukturen in medizinischen Bilddaten über einen 
einzigen Saatpunkt. Allerdings kann der Benutzer die Echtzeitkonturierung jetzt 
jederzeit unterbrechen und eine beliebige Anzahl von weiteren Saatpunkten auf 
dem Bild platzieren (optimaler Weise auf den Kanten des zu segmentierenden Ob-
jektes). Der Algorithmus erhält dadurch zusätzliche Informationen über das zu seg-
mentierende Objekt und dessen genauen Kantenverlauf und wird sicherstellen, dass 
die Ergebniskontur durch die zusätzlichen Saatpunkte verläuft. Der Benutzer kann 
allerdings auch jederzeit wieder zur ursprünglichen interaktiven Segmentierung des 
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ersten (initialen) Saatpunktes zurückkehren, wobei die zusätzlichen Saatpunkte (auf 
den Objektkanten) erhalten bleiben und das Segmentierungsergebnis weiterhin be-
einflussen. Genauso kann der Benutzer die zusätzlichen Saatpunkte auf den Objekt-
kanten nochmal repositionieren, entfernen oder neu hinzufügen und so den Algo-
rithmus iterativ zu einem für den Benutzer zufriedenstellenden Segmentierungser-
gebnis führen. 
 Der vorgestellte Ansatz wurde als eigenes C++ Modul innerhalb von MeVisLab 
(Version 2.3) auf einem 64 Bit Windows 7 Professional Rechner implementiert. 
Dabei wurden grundlegende Funktionen von MeVisLab, wie das Laden von medi-
zinischen Daten im DICOM-Format (OpenImage-Modul), das Anzeigen und Navi-
gieren durch 2D-Schichten (View2D-Modul), das Anzeigen von Daten und Ergeb-
nissen in 3D (View3D-Modul) und das Platzieren von Saatpunkten (So-
View2DMarkerEditor-Modul) verwendet. 
 Der Kernalgorithmus ist eine Kombination und Erweiterung der Template-Cut- 
und Interactive-Cut-Ansätze und einer Verfeinerungsmethode für das Segmentie-
rungsergebnis. Der neue Algorithmus (genannt Refinement-Cut) wie auch die Vor-
gängermethoden, auf denen dieser aufbaut, gehören zu den graphbasierten Ansät-
zen. Dabei wird ein Bild als Graph ),( EVG  interpretiert, der aus Knoten Vn , 
abgetastet im Bild, und Kanten Ee , die Verbindungen  zwischen Knoten her-
stellen, besteht. Nach der Graphkonstruktion wird ein minimaler s-t-Schnitt auf 
dem Graphen berechnet, der die Knoten in zwei disjunkte Mengen teilt, wobei eine 
Menge das segmentierte Objekt und eine Menge den Hintergrund repräsentiert – 
Hinweis: für die Berechnung des minimalen s-t-Schnittes werden zwei zusätzliche 
virtuelle Knoten Vs  (genannt Quelle) und Vt  (genannt Senke) verwendet. 
Der minimale s-t-Schnitt liefert das globale Optimum auf dem konstruierten Gra-
phen zurück, im Gegensatz zu iterativen Ansätzen wie den Aktiven Konturen, die 
im Allgemeinen eine Lösung schrittweise finden und dabei in einem lokalen Mini-
mum hängenbleiben können. Die direkte Berechnung eines globalen Minimums 
wie durch einen minimalen s-t-Schnitt machen graphbasierte Ansätze im Allgemei-
nen geeignet für interaktive Echtzeit-Anwendungen. Dazu werden zuerst die Kno-
ten des Graphen Vn  entlang der Strahlen abgetastet, die von einem einzigen 
Saatpunkt aus durch eine Vorlage gesendet werden. Diese Vorlage repräsentiert die 
grundlegende Form eines zu segmentierenden Objekts. Beispiele sind: 
 Ein rechteckige Vorlage für eine Wirbelsegmentierung in 2D; 
 Eine kreisförmige Vorlage für die Segmentierung von Prostatadrüsen in 2D; 
 Eine würfelförmige Vorlage für die Segmentierung von Wirbeln in 3D; 
 Eine kugelförmige Vorlage für die Segmentierung von Prostatadrüsen und 
Hirntumoren in 3D; 
 Oder sogar benutzerdefinierte Vorlagen für Objekte, die zu sehr variieren, 
um durch eine einfache Vorlage vordefiniert zu werden. 
 
Nachdem die Knoten und die dazugehörigen Texturwerte in einem Bild abge-
tastet wurden, werden die Kanten E  des Graphen generiert, die die Verbindungen 
zwischen den (virtuellen) Knoten etablieren. Eine Kante Evv ji ,  definiert die 
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Verbindung zwischen den Knoten iv  und jv . Dabei existieren zwei Arten von ∞-
gewichteten Kanten: 
 Intra-Kanten, die Knoten entlang desselben Strahls verbinden, die sicher-
stellen, dass der minimale s-t-Schnitt nur durch genau eine Kante innerhalb 
dieses Strahls verläuft; 
 Inter-Kanten, die Knoten von verschiedenen Strahlen unter Berücksichti-
gung eines Steifigkeitswertes r  verbinden, der die Anzahl der möglichen 
s-t-Schnitte und damit die Flexibilität der resultierenden Segmentierung be-
einflusst. 
 
Außerdem gibt es Kanten zwischen den abgetasteten Knoten und den virtuellen 
Knoten ( s  und t ), die für die Graphkonstruktion eingeführt wurden und deren Kan-
tengewichte von den abgetasteten Texturwerten im Bild und einer Kostenfunktion 
abhängen. Die spezielle Graphkonstruktion aus diesem Ansatz startet von einem 
einzigen Saatpunkt aus und ist daher besonders für eine interaktive Echtzeitseg-
mentierung geeignet, da ein Benutzer nur diesen einen Saatpunkt über das Bild ver-
schieben muss. Dies steht im Gegensatz zu Ansätzen, bei denen mehr Input benötigt 
wird, zum Beispiel indem der Benutzer Teile des Objektes und des Hintergrunds 
als Information für den Ansatz markiert. Allerdings kann ein Benutzer des Refine-
ment-Cut-Ansatzes relativ einfach neue Saatpunkte auf der Objektkontur hinzufü-
gen, die den Graph modifizieren und den minimalen s-t-Schnitt zwingen, durch 
diese zusätzlichen Saatpunkte zu verlaufen. Dazu sucht der Algorithmus nach dem 
Knoten im Graphen, der dem zusätzlichen Saatpunkt des Benutzers am nächsten 
liegt (Hinweis: Im Allgemeinen wir ein zusätzlicher Saatpunkt nicht zu 100% mit 
der Position eines Knotens aus dem Graphen übereinstimmen, vor allem bei einer 
geringen Strahlen- und Knotendichte, vielmehr wird der nächstgelegene Knoten c  
aus dem Graphen genommen). Im nächsten Schritt wird der minimale s-t-Schnitt 
gezwungen, durch die Position des zusätzlichen Saatpunktes zu verlaufen. Um die-
ses Verhalten sicherzustellen, werden der Knoten c  und alle seine Vorgänger auf 
demselben Strahl mit ∞-gewichteten Kanten mit der Quelle s  und alle Nachfolger 
des Knoten c  auf demselben Strahl mit ∞-gewichteten Kanten mit der Senke t  
verbunden. Zusätzlich wird die Intra-Kante zwischen dem Knoten c  und seinem 
Nachfolgerknoten entfernt. Wird der initiale Saatpunkt vom Benutzer auf dem Bild 
verschoben, ändert sich im Allgemeinen auch der Knoten c  und muss bei der Kon-
struktion des Graphen neu berechnet werden. Allerdings kann ein zusätzlicher Saat-
punkt genauso wie der initiale Saatpunkt auf dem Bild verschoben werden und der 
Knoten c  aus dem Graphen, der diesem am nächsten ist, wird dabei in Echtzeit 
berechnet, was wiederum den minimalen s-t-Schnitt beeinflusst. Außerdem beein-
flusst ein zusätzlicher Saatpunkt auch die Positionen des minimalen s-t-Schnitts der 
benachbarten Strahlen. Dieser Einfluss wird sogar noch stärker bei kleineren Del-
tawerten, was wiederum die Flexibilität der resultierenden Segmentierung beein-
flusst. 
Für eine praktische Anwendung in der translatorischen Forschung wurde der 
Ansatz auf zwei- und dreidimensionalen Daten aus der medizinischen Routine ge-
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testet. Dazu gehörten intraoperative gynäkologische MRT-Daten, MRT-Aufnah-
men von der Wirbelsäule und prä- und intraoperative Daten von MR-gestützten 
Prostatabiopsien. 
 Abbildung 27 präsentiert die interaktive Verfeinerung einer Segmentierung ei-
ner Wirbelkontur in 2D aus einer MRT-Aufnahme. Das Bild auf der linken Seite 
zeigt die native Aufnahme, das zweite Bild von links zeigt den initialen Saatpunkt 
des Benutzers (weiß), der innerhalb des Wirbels zur interaktiven Segmentierung 
platziert wurde. Das dritte Bild von links zeigt das Segmentierungsergebnis der ak-
tuellen Position des benutzerdefinierten Saatpunkts. Die helle Region innerhalb des 
Wirbels verfälscht die automatische Berechnung des durchschnittlichen Grauwer-
tes im Bereich des benutzerdefinierten Saatpunktes. Dadurch stimmt die resultie-
rende Kontur der Segmentierung (rot) im oberen Bereich und in der linken unteren 
Ecke nicht mit der Kontur des Wirbels überein (Anmerkung: Für die interaktive 
Segmentierung des Wirbels wurde eine rechteckige Vorlage zum Aufbau des Gra-
phen genutzt. Dabei stimmt der Mittelpunkt der rechteckigen Vorlage mit der Po-
sition des benutzerdefinierten Saatpunkts überein und die gelben Kreuze in den bei-
den rechten Bildern markieren die Eckpunkte des Rechtecks). Das rechte Bild zeigt 
das Ergebnis der verfeinerten Segmentierung. Dabei hat der Benutzer drei zusätz-
liche Saatpunkte platziert (weiße Punkte auf der Kontur des Wirbels) und den Al-
gorithmus dadurch gezwungen, den Min-Cut an diesen Positionen auszuführen – 
was wiederum auch die Schnitte entlang der benachbarten Strahlen beeinflusst. Au-
ßerdem können noch Grauwertinformationen aus den Bereichen der zusätzlichen 




Abbildung 27 – Interaktive Verfeinerung einer Wirbelkontursegmentierung: 
Das linke Bild zeigt die native Aufnahme und das zweite Bild von links den 
initialen Saatpunkt des Benutzers (weiß). Das dritte Bild von links zeigt das 
Segmentierungsergebnis, wobei die resultierende Kontur der Segmentierung 
(rot) im oberen Bereich und in der linken unteren Ecke nicht mit der Kontur 
des Wirbels übereinstimmt (die gelben Kreuze markieren die Eckpunkte der 
Rechteckvorlage). Das rechte Bild zeigt das Ergebnis der verfeinerten Seg-
mentierung. Dabei hat der Benutzer drei zusätzliche Saatpunkte platziert 
(weiße Punkte auf der Kontur des Wirbels). 
 
 Abbildung 28 zeigt die interaktiv verfeinerte Segmentierung eines Rektums aus 
einem intraoperativen gynäkologischen 3-Tesla MRT-Datensatz. Auf dem linken 
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Bild ist die native Aufnahme und auf dem zweiten Bild von links der initiale Saat-
punkt (weiß) für die interaktive Segmentierung zu sehen, der vom Benutzer inner-
halb des Rektums platziert wurde. Die roten Punkte präsentieren das Segmentie-
rungsergebnis, das aus der aktuellen Saatpunktposition resultiert (Anmerkung: Zur 
interaktiven Segmentierung des Rektums wurde ein Dreieck als Vorlage für die 
Konstruktion des Graphen verwendet. Hierbei ist der Mittelpunkt des Dreiecks im 
benutzerdefinierten Saatpunkt lokalisiert und die drei gelben Kreuze geben die Po-
sitionen der Ecken des Dreiecks wieder). Im dritten Bild von links wurde ein zu-
sätzlicher Saatpunkt (weiß) in der linken oberen Kontur des Rektums platziert. Die-
ser zusätzliche Saatpunkt zwingt den Algorithmus, den Min-Cut an dieser Position 
auszuführen. Im vierten Bild von links hat der Benutzer den initialen Saatpunkt 
interaktiv im Rektum repositioniert, um ein besseres Segmentierungsergebnis zu 
erzielen. Der zusätzliche Saatpunkt auf der Kontur bleibt während der Repositio-
nierung des initialen Saatpunktes bestehen und zwingt den Algorithmus, weiterhin 
den Min-Cut an seiner Position in der linken oberen Kontur des Rektums auszufüh-




Abbildung 28 – Interaktiv verfeinerte Segmentierung eines Rektums aus ei-
nem intraoperativen gynäkologischen 3-Tesla MRT-Datensatz. Das linke Bild 
zeigt die native Aufnahme und das zweite Bild von links den initialen Saat-
punkt (weiß) für die interaktive Segmentierung. Die roten Punkte präsentie-
ren das Segmentierungsergebnis und die drei gelben Kreuze geben die Positi-
onen der Ecken der Dreiecksvorlage wider. Im dritten Bild von links wurde 
ein zusätzlicher Saatpunkt (weiß) in der linken oberen Kontur des Rektums 
platziert. Im vierten Bild von links hat der Benutzer den initialen Saatpunkt 
interaktiv im Rektum repositioniert und im rechten Bild die Segmentierung 
mit zwei weiteren Saatpunkten verfeinert. 
 
 Abbildung 29 präsentiert die interaktive Segmentierung des Lumen und Throm-
bus einer postoperativen Computertomographie-Angiographie (CTA)-Aufnahme 
eines Patienten, dessen abdominales Aortenaneurysma (AAA) mit einem Stent be-
handelt wurde. Das linke Bild zeigt den originalen Scan und das zweite Bild von 
links die Segmentierung des gestenteten Lumen (rot) mit dem initialen benutzerde-
finierten Saatpunkt (grün), der innerhalb des Lumen platziert wurde (Anmerkung: 
Zur interaktiven Segmentierung wurde ein Kreis als Vorlage für die Graphkon-
struktion verwendet). Die folgenden drei Bilder zeigen, wie der Benutzer einen 
zweiten Saatpunkt platziert und diesen interaktiv zur Thrombuskontur verschiebt. 
Dabei wird der Graph weiter vom initialen Saatpunkt aus konstruiert, der innerhalb 
des Lumen liegt. Der zweite Saatpunkt zwingt den Algorithmus, den Min-Cut an 
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dieser Stelle auszuführen, und beeinflusst damit auch den Min-Cut der benachbar-
ten Strahlen. Während der interaktiven Verschiebung des zweiten Saatpunktes in-
nerhalb des Thrombus (Bilder drei und vier von links) versucht der Algorithmus 
sich an andere Strukturen im Thrombus anzupassen und diese zu segmentieren. In 
diesem Beispiel ist kontrastiertes Blut von einem Endoleak zu sehen (länglicher 
heller Bereich innerhalb des Thrombus) und die resultierende Kontur passt sich 
diesem Endoleak teilweise – im dritten und vierten Bild im unteren rechten Bereich 
– an; einmal an die linke Kontur des Endoleaks (drittes Bild) und einmal an die 
rechte Kontur des Endoleaks (viertes Bild). Im rechten Bild wurde das Segmentie-
rungsergebnis durch einen weiteren Saatpunkt verfeinert, der vom Benutzer auf der 
Thrombuskontur im linken unteren Bereich platziert wurde. 
 
 
Abbildung 29 – Interaktive Segmentierung von Lumen und Thrombus in einer 
postoperativen Computertomographie-Angiographie (CTA)-Aufnahme mit 
gestentetem abdominalen Aortenaneurysma (AAA). Das linke Bild zeigt den 
originalen Scan und das zweite Bild von links die Segmentierung des gestente-
ten Lumen (rot) mit dem initialen benutzerdefinierten Saatpunkt (grün). Die 
folgenden drei Bilder zeigen, wie der Benutzer einen zweiten Saatpunkt plat-
ziert und diesen interaktiv zur Thrombuskontur verschiebt. Während der in-
teraktiven Verschiebung des zweiten Saatpunktes (Bilder drei und vier von 
links) versucht der Algorithmus, sich an das kontrastierte Blut eines En-
doleaks anzupassen. Im rechten Bild wurde das Segmentierungsergebnis 
durch einen weiteren Saatpunkt (links unten) verfeinert. 
 
Abbildung 30 präsentiert die interaktive Segmentierung einer Prostatadrüse in 
3D mit einer kugelförmigen Vorlage. Die linken Bilder zeigen die originale Auf-
nahme in axialer (oben), koronaler (Mitte) und sagittaler (unten) Ansicht. Das 
zweite Bild von rechts präsentiert das Segmentierungsergebnis (rot) eines benut-
zerdefinierten Saatpunktes (blau), der innerhalb der Prostata platziert wurde (An-
merkung. Der Saatpunkt wurde in der axialen Ansicht platziert, obwohl er auch in 
den koronalen und sagittalen Ansichten zu sehen ist). Für den direkten Vergleich 
mit einer manuellen Segmentierung zeigen die grünen Masken das Ergebnis einer 
Schicht-für-Schicht-Segmentierung durch einen Experten. Da der initiale Saat-
punkt in der Nähe des rechten Prostatarandes platziert wurde, konnte der Algorith-
mus die Kontur auf der linken Seite der Prostatadrüse nicht ganz exakt segmentie-
ren (axiale und koronale Ansichten). Allerdings macht es das Echtzeit-Verhalten 
des Ansatzes einfach, durch eine Repositionierung des initialen Saatpunktes ein gu-
tes Segmentierungsergebnis für die axialen, koronalen und sagittalen Ansichten zu 
erzielen (drittes Bild von links). Im rechten Bild wurde das Segmentierungsergeb-
nis durch einen zusätzlichen Saatpunkt, der durch den Benutzer im unteren rechten 




Abbildung 30 – Interaktive Segmentierung einer Prostatadrüse in 3D mit einer 
kugelförmigen Vorlage: Die linken Bilder zeigen die originale Aufnahme in 
axialer (oben), koronaler (Mitte) und sagittaler (unten) Ansicht. Das zweite 
Bild von rechts präsentiert das Segmentierungsergebnis (rot) zu einem benut-
zerdefinierten Saatpunkt (blau). Für einen direkten Vergleich mit einer ma-
nuellen Segmentierung zeigen die grünen Masken das Ergebnis einer Schicht-
für-Schicht-Segmentierung durch einen Experten. Drittes Bild von links: 
Repositionierung des initialen Saatpunktes für ein besseres Segmentierungs-
ergebnis. Im rechten sagittalen Bild wurde das Segmentierungsergebnis durch 
einen zusätzlichen Saatpunkt (unterer rechter Bereich) weiter verfeinert. 
 
Abbildung 31 zeigt verschiedene Ansichten – axial (oben), koronal (Mitte) und 
sagittal (unten) – des Segmentierungsergebnisses aus Abbildung 30. Die linken Bil-
der zeigen die letzten Knoten (rot), die nach dem Min-Cut noch zum Vordergrund 
gehören und dadurch die Prostatadrüse definieren. In den Bildern der mittleren 
Spalte wurde zusätzlich die manuelle Schicht-für-Schicht-Expertensegmentierung 
(grün) eingeblendet. Die rechten Bilder stellen die geschlossene Oberfläche der 
Knoten aus den linken Bildern dar, die dazu genutzt werden kann, eine Maske des 




Abbildung 31 – Verschiedene Ansichten – axial (oben), koronal (Mitte) und 
sagittal (unten) – des Segmentierungsergebnisses aus Abbildung 30. Die linken 
Bilder zeigen die letzten Knoten (rot) nach dem Min-Cut. In den Bildern der 
mittleren Spalte wurde zusätzlich die manuelle Schicht-für-Schicht-Experten-
segmentierung (grün) eingeblendet. Die rechten Bilder stellen die geschlossene 
Oberfläche der Knoten aus den linken Bildern dar, die dazu genutzt werden 
kann, eine Maske des Segmentierungsergebnisses zur weiteren Verarbeitung 
zu generieren. 
 
 Geschwindigkeitstests wurden anhand einer rechteckigen Vorlage zur Segmen-
tierung von Wirbeln auf einem Laptop mit Intel Core i5-750 CPU, 4 x 2.66 GHz, 8 
GB RAM auf dem Windows 7 Professional x64 läuft, durchgeführt. Dabei umfasste 
die Rechenzeit die Graphkonstruktion (Aussenden der Strahlen von einem benut-
zerdefinierten Saatpunkt, Abtasten der Knoten des Graphen entlang dieser Strahlen 
und Konstruktion der Kanten), Analysieren des durchschnittlichen Grauwertes im 
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Bereich des benutzerdefinierten Saatpunktes (was in die Kantengewichte einfließt) 
und die optimale Min-Cut-Berechnung, die den Hintergrund vom Vordergrund se-
pariert. Der Durchmesser der rechteckigen Vorlage wurde auf 80 mm und der Del-
tawert auf zwei gesetzt. Für 900 Knoten (berechnet aus 30 Strahlen mit jeweils 30 
Knoten) konnte eine durchschnittliche interaktive Segmentierungszeit von 30 Mil-
lisekunden (ms) erzielt werden. Für 9.000 Knoten (300 Strahlen, 30 Knoten per 
Strahl) war die Segmentierungszeit im Allgemeinen unter 100 ms, was für eine in-
teraktive Segmentierung akzeptabel ist. Für 90.000 Knoten (3.000 Strahlen und 30 
Knoten per Strahl oder 300 Strahlen und 300 Knoten per Strahl) lag die durch-
schnittliche Zeit schon im Bereich von 130 ms, wodurch eine kurze Verzögerung 
bei der interaktiven Segmentierung entstand. Das bedeutet, dass der Ansatz unter 
diesen Bedingungen streng genommen nicht mehr echtzeitfähig ist, allerdings aus 
Sicht eines Benutzers noch akzeptabel für eine interaktive Segmentierung. Im Ge-
gensatz dazu waren 900.000 Knoten (30.000 Strahlen, 30 Knoten per Strahl) unter 
den gegebenen Hardwarevoraussetzungen zu viele für eine praktische interaktive 
Segmentierung, da die Segmentierungszeit bis zu einer Sekunde dauerte. 
 Das Segmentierungsergebnis für den interaktiven Ansatz hängt stark von der 
Position des benutzerdefinierten Saatpunktes ab. Allerdings kann ein Benutzer der 
“Ground Truth“ (rein manuelle Segmentierung) sehr nah kommen, wenn genügend 
zusätzliche manuelle Saatpunkte auf der Kontur des Objektes platziert werden. Ab-
bildung 32 zeigt dazu das Beispiel einer Prostata, bei der mehrere Saatpunkte 
(weiß) platziert wurden, um ein Segmentierungsergebnis zu erhalten, das fast per-




Abbildung 32 – Semiautomatische Segmentierung einer Prostata, bei der meh-
rere Saatpunkte (weiß) platziert wurden, um ein Segmentierungsergebnis (rot) 




In diesem Kapitel wurden mehrere Segmentierungsalgorithmen für die semi-auto-
matische Analyse von medizinischen Bilddaten vorgestellt. Dabei kamen vorwie-
gend MRT-Daten zum Einsatz, allerdings eignen sich die Algorithmen auch für 
andere Modalitäten wie CT oder auch nicht-medizinische Bilddaten. Die Algorith-
men arbeiten mit vordefinierten Vorlagen (Templates) der Zielstruktur, was den 
Segmentierungsprozess erheblich unterstützt. Allen Algorithmen gemeinsam ist 
hierbei, dass diese nur einen einzigen benutzerdefinierten Saatpunkt innerhalb der 
zu segmentierenden Struktur benötigen. Diese Besonderheit ermöglicht allerdings 
auch eine interaktive Segmentierung, bei der ein Benutzer den Saatpunkt auf dem 
Bild verschiebt und das Segmentierungsergebnis in Echtzeit angezeigt bekommt. 
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Die Evaluierung der Algorithmen erfolgte über feste Saatpunkte, indem die resul-
tierenden Segmentierungsergebnisse mit manuellen, von Ärzten vorgenommenen 
Schicht-für-Schicht-Segmentierungen verglichen wurden. Dadurch konnte gezeigt 
werden, dass die Algorithmen zufriedenstellende Ergebnisse liefern können. Zu-
sammengefasst kann der Schluss gezogen werden, dass die Algorithmen die sehr 
zeitintensiven manuellen Schicht-für-Schicht-Konturierungen von Medizinern un-
terstützen können, wobei der Benutzer durch die Interaktivität direkt in den Seg-
mentierungsprozess eingreift. Dieses steht im Gegensatz zu vollautomatischen An-
sätzen, die es einem Benutzer nach dem Starten des Algorithmus nicht mehr erlau-
ben, in die Segmentierung einzugreifen. Außerdem schlagen vollautomatische An-
sätze heutzutage noch zu häufig fehl und haben deshalb auch noch nicht den Weg 
in die klinische Praxis gefunden. Semi-automatische Ansätze stellen solange einen 
Kompromiss dar, bis vollautomatische Segmentierungsalgorithmen zuverlässig 
funktionieren. Allerdings basieren auch semi-automatische Ansätze im Allgemei-
nen auf der Definition von Parametern. Für die vorgestellten Algorithmen sind das 
der Steifigkeitswert Delta und die Anzahl und die Verteilung der Knoten des Gra-
phen auf dem Bild. Die vorgestellten Algorithmen eignen sich aber durch die be-
nötigte Interaktivität nicht für alle Fragestellungen im Bereich der Segmentierung, 
wie beispielsweise für die Auswertung von großen Datenmengen in einer Stapel-
verarbeitung (Batch-Prozess) oder für die Segmentierung einer umfangreichen 









Eine solide Evaluation von Algorithmen aus der medizinischen Bildverarbeitung 
ist extrem wichtig für die klinische Anwendung. Als sogenannter Goldstandard, 
mit dem sich automatisch erzeugte Resultate messen müssen, gelten immer noch 
die manuellen Berechnungen von Medizinern, die auf ihren jahrelangen praktischen 
Erfahrungen basieren. Leider stehen die meisten Algorithmen nur den lokalen 
Gruppen, in denen sie entwickelt werden, zur Verfügung. Dieser Nachteil wird in 
den letzten Jahren immer mehr durch medizinische Plattformen aufgehoben, die 
helfen, die neuen Algorithmen auch anderen Instituten zur Verfügung zu stellen, 
und damit den Austausch und die Zusammenarbeit von Forschungsgruppen ermög-
lichen. 
 
3.2. Semi-automatische Segmentierung medizini-
scher Daten 
In diesen Arbeiten [10], [11] wird die semi-automatische Segmentierung von 
Glioblastomen und Hypophysenadenomen mit der frei verfügbaren Open Source-
Plattform 3D Slicer präsentiert. Größenänderungen von zerebralen Pathologien wie 
Hirntumoren sind ein kritischer Faktor bei der Behandlungsentscheidung; heutzu-
tage wird das Volumen einer Pathologie fast immer noch rein manuell vermessen. 
Dazu müssen in der Regel die einzelnen Schichten der dreidimensionalen Patien-
tenaufnahmen in regelmäßigen Zeitabständen manuell segmentiert werden, um da-
raus die einzelnen Volumina zu generieren. Die GrowCut-Implementierung unter 
3D Slicer stellt dazu eine Alternative dar, die überall zur Verfügung steht und von 
jedem frei genutzt werden kann. GrowCut ist ein Regionenwachstumsverfahren, 
das zur interaktiven Segmentierung von n-dimensionalen Bildern verwendet wer-
den kann. Als effektivste Initialisierung von GrowCut hat sich eine einfache Mar-
kierung der Pathologie und des Hintergrunds auf einer axialen, sagittalen und ko-
ronalen 2D-Schicht herausgestellt. Für die Evaluierung wurden mehrere Mediziner 
in der GrowCut-basierten Segmentierung anhand eines Pools von Trainingsdaten 
angeleitet. Anschließend segmentierten die Mediziner neue Datensätze selbststän-
dig, und die Segmentierungsergebnisse wurden mit manuellen Schicht-für-Schicht-
Segmentierungen verglichen. Die Auswertung der Ergebnisse hat gezeigt, dass mit 
GrowCut in wesentlich kürzerer Zeit Segmentierungen erzeugt werden können, die 
statistisch äquivalent zu den rein manuellen Segmentierungen sind.  
Abbildung 33 zeigt einen Screenshot der (3D) Slicer-Oberfläche mit dem Sli-
cer-Editor auf der linken Seite und einem geladenen Patientendatensatz mit Hypo-
physenadenom (heller, rundlicher Bereich in der Mitte) auf der rechten Seite. Dabei 
wird vom Patientendatensatz eine axiale Schicht im linken oberen Fenster, eine 
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sagittale Schicht im linken unteren Fenster, eine koronale Schicht im rechten unte-
ren Fenster und eine 3D-Visualisierung der drei Schichten im rechten oberen Fens-
ter angezeigt. Äquivalent zu Abbildung 33 zeigt Abbildung 34 einen Screenshot 
der 3D Slicer-Oberfläche mit dem Slicer-Editor auf der linken Seite und einem ge-
ladenen Patientendatensatz mit Glioblastom (heller Bereich in der Mitte) auf der 
rechten Seite. Wieder wird eine axiale Schicht im linken oberen Fenster, eine 
sagittale Schicht im linken unteren Fenster, eine koronale Schicht im rechten unte-
ren Fenster und eine 3D-Visualisierung der drei Schichten im rechten oberen Fens-
ter angezeigt. Anmerkung: im Allgemeinen bietet sich die Darstellung von drei 2D-
Schichten (axial, sagittal und koronal) und einer 3D-Visualisierung des Datensatzes 
im medizinischen Bereich an. Die einzelnen Fenster auf der rechten Seite unter Sli-
cer können allerdings auch vom Benutzer je nach Anwendung und Pathologie kon-
figuriert und angeordnet werden. 
 
 
Abbildung 33 – 3D Slicer-Oberfläche mit dem Slicer-Editor auf der linken 
Seite und einem geladenen Patientendatensatz mit Hypophysenadenom (hel-
ler, rundlicher Bereich in der Mitte) auf der rechten Seite: axiale Schicht (lin-
kes oberes Fenster), sagittale Schicht (linkes unteres Fenster), koronale 
Schicht (rechtes unteres Fenster) und den drei Schichten als 3D-Visualisierung 




Abbildung 34 – 3D Slicer-Oberfläche mit dem Slicer-Editor auf der linken 
Seite und einem geladenen Patientendatensatz mit Glioblastom (heller Bereich 
in der Mitte) auf der rechten Seite: axiale Schicht (linkes oberes Fenster), 
sagittale Schicht (linkes unteres Fenster), koronale Schicht (rechtes unteres 
Fenster) und den drei Schichten als 3D Visualisierung (rechtes oberes Fens-
ter). 
 
Der GrowCut-Algorithmus ist ein interaktiver Segmentierungsansatz, dem ein 
konkurrierendes Regionenwachstumsverfahren zugrunde liegt. Dabei liefert Grow-
Cut zuverlässige und schnelle Segmentierungen von moderat schwierigen Objekten 
in 2D und 3D. Die benutzerdefinierte Initialisierung von GrowCut besteht aus ini-
tialen Saatpunkten im Bild. Diese Saatpunkte werden vom Benutzer unter Slicer in 
einem geladenen Datensatz eingezeichnet. Dazu wählt der Benutzer im Editor zu-
erst eine Farbe für die zu segmentierende Pathologie aus und färbt damit Teile die-
ser Pathologie im Datensatz auf der rechten Seite ein. Anschießend wählt der Be-
nutzer im Editor eine Farbe für den Hintergrund der Pathologie und färbt einige 
Bereiche mit ihr ein. Wie schon eingangs erwähnt, hat sich als effektivste Initiali-
sierung von GrowCut unter Slicer eine einfache Markierung der Pathologie und des 
Hintergrunds auf einer axialen, sagittalen und koronalen 2D-Schicht herausgestellt. 
Abbildung 35 veranschaulicht eine solche Initialisierung des GrowCut-Algorith-
mus unter Slicer zur automatischen Segmentierung eines Hypophysenadenoms. 
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Der Tumor wurde in einer axialen Schicht (links), einer koronalen Schicht (Mitte) 
und einer sagittalen Schicht (rechts) mit der Farbe Grün initialisiert. Anschließend 
wurden Teile des Hintergrunds mit der Farbe Gelb auf den einzelnen 2D-Schichten 
initialisiert. Äquivalent zu dieser Initialisierung eines Hypophysenadenoms zeigt 
Abbildung 36 eine typische Initialisierung des GrowCut-Algorithmus unter Slicer 
zur automatischen Segmentierung eines Glioblastoms. Wieder wurden Teile des 
Tumors und des Hintergrunds in einer axialen Schicht (links), einer sagittalen 
Schicht (zweites Bild von links) und einer koronalen Schicht (drittes Bild von links) 
in den Farben Grün bzw. Gelb vom Benutzer markiert. Das rechte Bild zeigt zu-
sätzlich noch eine 3D-Darstellung der drei initialisierten 2D-Schichten. 
 
 
Abbildung 35 – Typische Initialisierung des GrowCut-Algorithmus unter Sli-
cer zur automatischen Segmentierung eines Hypophysenadenoms in einer axi-
alen Schicht (links), einer koronalen Schicht (Mitte) und einer sagittalen 
Schicht (rechts). Anmerkung: Der Tumor wurde in der Farbe Grün und der 
Hintergrund in der Farbe Gelb initialisiert. 
 
 
Abbildung 36 – Typische Initialisierung des GrowCut-Algorithmus unter Sli-
cer zur automatischen Segmentierung eines Glioblastoms in einer axialen 
Schicht (links), einer sagittalen Schicht (zweite Abbildung von links) und einer 
koronalen Schicht (dritte Abbildung von links). Die rechte Abbildung zeigt 
eine 3D-Darstellung der drei initialisierten Schichten. Anmerkung: Der Tu-





 Nach einer Initialisierung, wie sie in Abbildung 35 und in Abbildung 36 gezeigt 
wurden, kann der GrowCut-Algorithmus unter Slicer über einen Button im Editor 
gestartet werden. Der GrowCut-Algorithmus berechnet dann aus den Vorgaben 
bzw. der Initialisierung des Benutzers das komplette Volumen des Tumors und 
stellt es graphisch in den 2D- und 3D-Ansichten auf der rechten Seite unter Slicer 
dar. Vor der Evaluierung von GrowCut wurden mehrere Mediziner in der GrowCut-
basierten Segmentierung anhand eines Pools von Trainingsdaten unterrichtet (Trai-
ningsphase). Anschließend segmentierten die Mediziner neue Datensätze selbst-
ständig, und die Segmentierungsergebnisse wurden mit manuellen Schicht-für-
Schicht-Segmentierungen verglichen (Evaluierungsphase). Abbildung 37 zeigt im 
oberen Diagramm den detaillierten Ablauf des Segmentierungsprozesses, der so-
wohl für die Trainings- als auch für die Evaluierungsphase verwendet wurde. Der 
Segmentierungsprozess startet mit der Initialisierung des GrowCut-Algorithmus 
durch den Benutzer auf einer axialen, sagittalen und koronalen Schicht. Anschlie-
ßend wird die automatische Segmentierung angestoßen und das Ergebnis durch den 
Benutzer überprüft. Dies resultiert in einem Verfeinerungsschritt, in der die Editor-
Werkzeuge genutzt werden können, um das automatische Segmentierungsergebnis 
zu korrigieren. Während der Evaluierungsphase wurden die Zeiten für die Initiali-
sierung und die Verfeinerung gemessen. Der gesamte Ablauf der Studie, der mit 
den Bilddaten startet und mit dem Trainings- bzw. dem Evaluierungsprozess endet, 
ist im unteren Diagramm dargestellt. Dabei wurden die Daten in Trainings- und 
Evaluierungsdatensätze unterteilt, wobei der Segmentierungsprozess für alle Da-
ten-sätze gleich war. Für die Evaluierung wurde allerdings noch eine weitergehende 
Bildverarbeitung (bestehend aus einer Voxelisierung und einer anschließenden Vo-








Abbildung 37 – Detaillierter Ablauf des Segmentierungsprozesses, der für die 
Trainings- und Evaluierungsphase angewandt wurde (oben): Der Segmentie-
rungsprozess startet mit der Initialisierung des GrowCut-Algorithmus durch 
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den Benutzer auf einer axialen, sagittalen und koronalen Schicht. Anschlie-
ßend wird die automatische Segmentierung angestoßen und das Ergebnis 
durch den Benutzer überprüft. Dies resultiert in der Verfeinerungsphase, in 
der die Editor-Werkzeuge genutzt werden, um das automatische Segmentie-
rungsergebnis zu korrigieren. Während der Evaluierungsphase wurden die 
Zeiten für die Initialisierung und die Verfeinerung gemessen. Der gesamte Ab-
lauf der Studie, der mit den Bilddaten startet und mit dem Trainings- bzw. 
dem Evaluierungsprozess endet, wird im unteren Diagramm gezeigt. Dabei 
wurden die Daten in Trainings- und Evaluierungsdatensätze unterteilt, wobei 
der Segmentierungsprozess in allen Datensätzen gleich war. Für die Evaluie-
rung wird allerdings noch eine weitergehende Bildverarbeitung benötigt (Vo-
xelisierung und Volumenberechnung), damit der DSC und die Hausdorff-Dis-
tanz berechnet werden können. 
 
Abbildung 38 zeigt das GrowCut-Segmentierungsergebnis eines Hypophysen-
adenoms unter Slicer. Der automatisch segmentierte Tumor wird hierbei in der 
Farbe Grün in einer axialen Schicht auf der linken Seite, einer sagittalen Schicht in 




Abbildung 38 – GrowCut-Segmentierungsergebnis eines Hypophysenade-
noms unter Slicer (grün) in einer axialen Schicht (links), einer sagittalen 
Schicht (Mitte) und einer koronalen Schicht (rechts). 
 
Abbildung 39 veranschaulicht den direkten Vergleich zwischen einer GrowCut-
basierten Segmentierung und einer rein manuellen Segmentierung in den Aufnah-
men zweier Hypophysenadenomen. Dargestellt sind die Aufnahmen und Segmen-
tierungsergebnisse in einer sagittalen Schicht in der oberen Reihe und in einer axi-
alen Schicht in der unteren Reihe. Auf der linken Seite sind jeweils die originalen 
Schichten ohne Segmentierungen zu sehen. In den Bildern in der Mitte sind die 
manuellen Segmentierungen der Hypophysenadenome in Gelb in die originalen 
Datensätze eingeblendet. Die Bilder auf der rechten Seite wiederum zeigen die Er-
gebnisse der GrowCut-basierten Segmentierungen unter Slicer, eingeblendet in 




Abbildung 39 – Segmentierungsergebnisse für zwei Hypophysenadenome dar-
gestellt in einer sagittalen Schicht (obere Reihe) und einer axialen Schicht (un-
teren Reihe); links die originale Schicht ohne Segmentierung, in der Mitte eine 
manuelle Segmentierung (gelb) und rechts das Ergebnis der GrowCut-Seg-
mentierung unter Slicer (Magenta). 
 
 Abbildung 40 soll die die Dilatations- und Erosions-Optionen unter Slicer ver-
deutlichen, die für die Studie im Verfeinerungsschritt zum Einsatz kamen. Im Hin-
tergrund der Abbildung ist eine axiale Schicht mit einem Glioblastom (umrandet 
durch ein weißes Rechteck) zu sehen. Auf der linken Seite ist das gezoomte Seg-
mentierungsergebnis von GrowCut in Grün dargestellt. Dieses Segmentierungser-
gebnis ist allerdings nicht besonders glatt im Bereich des Tumorrandes. Dafür bietet 
Slicer in seinem Editor-Modul unter anderem Dilatations- und Erosions-Optionen 
zur Glättung an. Konkret wurden in diesem Beispiel eine Dilatation, eine Erosion 
und eine weitere Erosion auf das Segmentierungsergebnis angewandt. Das (geglät-




Abbildung 40 – Dieses Bild soll die Dilatations- und Erosions-Optionen unter 
Slicer verdeutlichen. Im Hintergrund ist eine axiale Schicht mit einem 
Glioblastom (weißes Rechteck) zu sehen. Auf der linken Seite ist das gezoomte 
Segmentierungsergebnis von GrowCut (grün) dargestellt. Allerdings ist das 
Segmentierungsergebnis nicht besonders glatt im Bereich des Tumorrandes. 
Für ein geglättetes Segmentierungsergebnis können die Dilatations- und Ero-
sions-Optionen unter Slicer verwendet werden. In diesem Beispiel wurden eine 
Dilatation und zwei Erosionen ausgeführt. Das Ergebnis dieser Operationen 
ist auf der rechten Seite dargestellt. 
 
In Abbildung 41 wird eine dreidimensionale Visualisierung eines Hypophysen-
adenoms unter Slicer in Grün gezeigt. Dabei wurde das Hypophysenadenom mit 
dem GrowCut-Algorithmus von Slicer – wie in den vorherigen Abschnitten be-
schrieben – segmentiert. In die dreidimensionale Visualisierung des segmentierten 
Hypophysenadenoms sind zusätzlich noch eine axiale Schicht, eine sagittale 





Abbildung 41 – GrowCut-Segmentierungsergebnis für ein Hypophysenade-
nom in einer 3D-Ansicht (grün). Zusätzlich sind eine axiale, eine sagittale und 
eine koronale Schicht des originalen Datensatzes dargestellt. 
 
Abbildung 42 zeigt den direkten Vergleich zwischen einer manuellen und einer 
GrowCut-basierten Glioblastomsegmentierung unter Slicer für eine axiale 2D-
Schicht. Zu sehen ist das Ergebnis einer semiautomatischen Segmentierung mit 
GrowCut unter Slicer in Grün auf der linken Seite und einer rein manuellen Seg-
mentierung in Blau im mittleren Bild (jeweils mit einer Vergrößerung des Segmen-
tierungsbereichs). Außerdem wird auf der rechten Seite noch eine fusionierte Visu-





Abbildung 42 – Direkter Vergleich der Segmentierung eines Glioblastoms auf 
einer axialen Schicht; dargestellt ist das Ergebnis einer semiautomatischen 
Segmentierung unter Slicer (grün) auf der linken Seite und einer rein manu-
ellen Segmentierung (blau) im mittleren Bild. Zusätzlich wird auf der rechten 
Seite eine fusionierte Visualisierung der 3D-Masken der manuellen und der 
Slicer gestützten Segmentierung präsentiert. 
 
 In Abbildung 43 ist eine dreidimensionale Visualisierung eines Glioblastoms 
unter Slicer in Grün dargestellt. Hierbei wurde das Glioblastom mit dem GrowCut-
Algorithmus von Slicer – wie in den vorherigen Abschnitten beschrieben – seg-
mentiert. In die dreidimensionale Visualisierung des segmentierten Glioblastoms 
sind zur besseren Orientierung noch eine axiale Schicht, eine sagittale Schicht und 




Abbildung 43 – GrowCut-Segmentierungsergebnis für ein Glioblastom in ei-
ner 3D-Ansicht (grün). Zusätzlich sind eine axiale, eine sagittale und eine ko-
ronale Schicht des originalen Datensatzes dargestellt. 
 
 Die folgenden Tabellen zeigen Übereinstimmungen und Laufzeiten für Grow-
Cut-basierte Segmentierungen unter Slicer und rein manuelle Schicht-für-Schicht-
Segmentierungen von Hypophysenadenomen und Glioblastomen. Tabelle 10 spie-
gelt den direkten Vergleich der manuellen mit den automatischen Segmentierungen 
von zehn Hypophysenadenomen (HA) anhand des Dice Similarity Koeffizienten 
(DSC) wider. Tabelle 11 fasst diese Evaluationsergebnisse nochmals zusammen 
und gibt das Minimum (Min.), das Maximum (Max.), den Mittelwert μ und die 






HA-Volumen in mm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
1 6568,69 7195 72461 79370 85,87 
2 4150,91 5427,76 4457 5828 84,36 
3 7180,44 6481,12 35701 32224 82,11 
4 5538,25 5964,5 61094 65796 85,1 
5 3230,26 2950,45 22027 20119 77,51 
6 9858,4 10410,8 67224 70991 84,46 
7 6111,79 5274,89 52500 45311 75,6 
8 5082,1 4169,32 56062 45993 80,1 
9 15271,1 15838,9 104133 108005 83,41 
10 757,01 1016,58 5162 6932 81,21 
Tabelle 10 – Direkter Vergleich der manuellen mit den automatischen Seg-
mentierungen von zehn Hypophysenadenomen (HA) anhand des Dice Simila-
rity Koeffizienten (DSC). 
 
 HA-Volumen in cm3 Anzahl der Voxel 
DSC (%) 
manuell automatisch manuell automatisch 
Min. 0,76 1,02 4457 5828 75,6 
Max. 15,27 15,84 104133 108005 85.87 
   6,37  3,96 6,47 4,14 48082,1 48056,9 81,97 3,39 
Tabelle 11 – Evaluationsergebnisse: Minimum (Min.), Maximum (Max.), Mit-
telwert μ und Standardabweichung σ für zehn Hypophysenadenome (HA). 
 
 Tabelle 12 listet sowohl den zeitlichen Vergleich als auch die Übereinstimmun-
gen zwischen manuellen und Slicer basierten Segmentierungen von zehn 
Glioblastomen auf. Dabei geben die ersten beiden Spalten (man. und Slicer) die 
Zeiten in Minuten an, die ein Arzt für eine rein manuelle Schicht-für-Schicht-Seg-
mentierung und eine Slicer gestützte Segmentierung benötigte. Die Spalte Schich-
ten gibt wiederum die Anzahl der Schichten an, über die sich der jeweilige Tumor 
im Datensatz erstreckte. In neun von zehn Fällen waren die Segmentierungszeiten 
mit GrowCut unter Slicer kürzer als die Zeiten der rein manuellen Segmentierun-
gen; im Durchschnitt benötigte eine Slicer basierte Segmentierung nur 61% der Zeit 
im Vergleich zu einer manuellen Schicht-für-Schicht-Segmentierung. Die Spalten 
DSC (Dice Similarity Coefficient) und HD (Hausdorff-Distanz) zeigen schließlich 




















Volumen in mm3 Slicer/man. 
Volumen man. Slicer man. Slicer 
1 9 4 36 0,44 0,85 2,80 33522 44694 1,33 
2 19 7,5 51 0,39 0,91 3,68 28373 32383 1,14 
3 6 4,5 42 0,75 0,92 1,71 42056 47752 1,14 
4 16 6,5 60 0,41 0,91 3,00 69448 78776 1,13 
5 3 2,5 10 0,83 0,81 2,00 1480 2016 1,36 
6 14 6,25 43 0,45 0,94 2,00 39097 38905 1,00 
7 13 8,5 36 0,65 0,87 2,23 22468 25331 1,13 
8 7 9,25 42 1,32 0,92 2,12 27368 30648 1,12 
9 5 3 11 0,60 0,79 2,39 2703 3908 1,45 
10 11 2,5 16 0,23 0,92 1,31 10318 11720 1,14 

 
10,30 5,45 34,7 0,61 0,88 2,32 27683 31613 1,19 
   
                            Zeit                      Übereinstimmung 
Tabelle 12 – Zeitlicher Vergleich und Übereinstimmung zwischen manuellen 
und Slicer basierten Segmentierungen von zehn Glioblastomen. Die ersten bei-
den Spalten (man. und Slicer) geben die Zeiten in Minuten an, die ein Arzt für 
eine rein manuelle Schicht-für-Schicht-Segmentierung und eine Slicer ge-
stützte Segmentierung benötigte. Die Spalte Schichten gibt die Anzahl der 
Schichten an, über die sich der jeweilige Tumor erstreckte. In neun von zehn 
Fällen waren die Zeiten der Slicer-Segmentierungen kleiner als die der rein 
manuellen Segmentierungen. Im Durchschnitt benötigte eine Slicer basierte 
Segmentierung 61% der Zeit im Vergleich zu den zeitlichen Aufwendungen 
für eine manuelle Schicht-für-Schicht-Segmentierung. Die Spalten DSC und 
HD zeigen wiederum die Übereinstimmungen zwischen den rein manuellen 
und den Slicer gestützten Segmentierungen. 
 
3.3. Tracking von Nervenfaserbahnen bei Patien-
ten mit Hirntumoren 
In diesem Beitrag [12] werden die Sprachbahnen in Datensätzen von Hirntumorpa-
tienten auf verschiedenen Plattformen segmentiert. Dazu gehört unter anderem der 
Fibertracking-Algorithmus, der auf der 3D Slicer-Plattform frei zur Verfügung 
steht. Bei neurochirurgischen Eingriffen, bei denen ein Hirntumor in der Nähe einer 
Sprachbahn operiert werden soll, ist es extrem wichtig, dass diese genau segmen-
tiert wird, um ihre Beschädigung beim Eingriff zu vermeiden. Die häufigste Erzeu-
gung von Nervenfaserbahnen basiert auf Diffusion Tensor Imaging (DTI)-Aufnah-
men, die aufgrund der relativ geringen räumlichen Auflösung aber Einschränkun-
gen aufweisen, wenn Bahnen sich in der Nähe eines Tumors kreuzen oder sehr nah 
nebeneinander verlaufen. Durch eine spezielle MRT-Aufnahmetechnik 
HARDI+CS (High-Angular-Resolution Diffusion Imaging und Compressed Sen-
sing) können diese Nachteile überwunden werden. Allerdings sind die Aufnahme-
zeiten bei HARDI wesentlich höher. Die DTI-Aufnahmen konnten unter anderem 
mit 3D Slicer zufriedenstellend ausgewertet werden. 3D Slicer eignet sich beim 
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Tracking von Nervenfaserbahnen für den klinischen Einsatz, auch wegen der gut 
strukturierten und einfachen Benutzung. 
 In Tabelle 13 ist das Patientenkollektiv für die durchgeführte klinische Studie 
mit Altersangabe der Patienten in Jahren, dem Geschlecht und der Art der Läsion 
angegeben. Weiterhin sind die histologischen Einteilungen nach der Weltgesund-
heitsorganisation WHO (World Health Organization) und die Lokalisationen der 
einzelnen Läsion im Kopf mit dazugehörigem Tumorvolumen in cm3 aufgelistet. 
Das durchschnittliche Alter der sechs Patienten war 54,3±14,9 Jahre; das Patien-
tenkollektiv setzte sich aus zwei Patientinnen und vier Patienten zusammen. Bei 
allen Studienteilnehmern handelte es sich um Rechtshänder. Das Patientenkollektiv 
wurde prospektiv am Universitätsklinikum in Marburg zusammengestellt, nachdem 
die Ethikkommission ihre Zustimmung zur Studie erteilt hatte. Außerdem mussten 
alle Patienten ihre schriftliche Einwilligungserklärung geben, um an der Studie teil-
nehmen zu können. Von allen Patienten wurden am Tag vor ihrem operativen Ein-
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Tabelle 13 – Patientenkollektiv der Studie mit Altersangabe in Jahren, Ge-
schlecht, Art der Läsion mit WHO (World Health Organization)-Einteilung, 
Lokalisation der Läsion im Kopf und Tumorvolumen in cm3. 
 
 Abbildung 44 zeigt die Segmentierungsergebnisse der Nervenfaserbahnen für 
alle sechs Patienten der Studie auf den unterschiedlichen medizinischen Plattfor-
men. Alle sechs Patienten hatten einen Tumor im Bereich der Sprachbahn, die Er-
gebnisse der ersten drei Spalten basieren auf Diffusion Tensor Imaging (DTI)-Auf-
nahmen. Die DTI-Aufnahmen wurden mit der kommerziellen Planungssoftware 
iPlan Cranial von BrainLAB in Feldkirchen (erste Spalte), mit 3D Slicer (zweite 
Spalte) und mit dem MedAlyVis (Medical Analysis and Visualization)-Framework 
(dritte Spalte) erzielt. Die Ergebnisse der letzten Spalte basieren auf High-Angular-
Resolution Diffusion Imaging und Compressed Sensing (HARDI+CS) und wurden 




Abbildung 44 – Segmentierungsergebnisse der Nervenfaserbahnen aller sechs 
Patienten aus der Studie. Bei allen Patienten waren die Hirntumoren (Gliome) 
im Bereich der Sprachbahn lokalisiert (erste Spalte: 3D-Darstellungen der Tu-
more in Rot für die Patienten 2, 3 und 6; 2D-Darstellung in Rot für Patient 4; 
2D-Darstellung in Lila für Patient 5). Die ersten drei Spalten basieren auf Dif-
fusion Tensor Imaging (DTI)-Aufnahmen und wurden innerhalb von iPlan 
Cranial (erste Spalte), 3D Slicer (zweite Spalte) und MedAlyVis (dritte Spalte) 
ausgewertet. Die letzte Spalte basiert auf High-Angular-Resolution Diffusion 
Imaging und Compressed Sensing (HARDI+CS) und wurde innerhalb von 





 Die Abbildung 45 präsentiert den direkten Vergleich der Segmentierungsergeb-
nisse der Nervenfaserbahnen bzw. Nervenfaserbündel innerhalb des MedAlyVis 
(Medical Analysis and Visualization)-Frameworks für alle sechs Patienten aus der 
durchgeführten Studie. Dabei sind die Segmentierungsergebnisse, basierend auf der 
Diffusion Tensor Imaging (DTI)-Traktographie, in der ersten Spalte in der Farbe 
Gelb aufgezeigt. Die Segmentierungsergebnisse dagegen, die auf der High-Angu-
lar-Resolution Diffusion Imaging und Compressed Sensing (HARDI+CS)-Trakto-
graphie basieren, sind in der zweiten Spalte in der Farbe Blau dargestellt. Die dritte 
Spalte wiederum präsentiert die mit DTI- und HARDI+CS visualisierten Faserbah-
nen bzw. Faserbündeln aus den ersten beiden Spalten in einer gemeinsamen über-
lagerten Ansicht. 
Abbildung 46 präsentiert beispielhaft verschiedene (intraoperative) graphische 
Darstellungen und Screenshots des Patienten Nummer 5 aus dem Patientenkollektiv 
der Studie. In Abbildung (A) ist eine dreidimensionale Rekonstruktion des Tumors 
in der Farbe Gelb und der rekonstruierten Sprachbahn zu sehen. Dabei ist die 
Sprachbahn – wie auch schon in den vorherigen Abbildungen – in unterschiedli-
chen Farben kodiert, je nach Richtung der einzelnen Nervenfasern. Abbildung (B) 
zeigt die Ansicht des Operations (OP)-Mikroskops mit den Tumorkonturen in der 
Farbe Lila und der darunterliegenden Sprachbahn in der Farbe Gelb (eingeblendet 
im Heads-up-Display des Neurochirurgen). Die beiden Abbildungen (C) und (D) 
zeigen wiederum intraoperative MRT-Screenshots während der neurochirurgischen 
Navigation. Hierbei präsentiert Abbildung (C) eine axiale Ansicht und Abbildung 
(D) eine koronale Ansicht. Bei beiden Abbildungen (C und D) sind die Tumorkon-
turen jeweils in der Farbe Lila und die Sprachbahnen jeweils in der Farbe Grün in 




Abbildung 45 – Direkter Vergleich der Segmentierungsergebnisse der Nerven-
faserbahnen innerhalb von MedAlyVis für sechs Patienten mit Hirntumoren: 
Diffusion Tensor Imaging (DTI)-basierte Traktographie (gelb, erste Spalte), 
High-Angular-Resolution Diffusion Imaging und Compressed Sensing 
(HARDI+CS)-basierte Traktographie (blau, zweite Spalte) und Überlagerung 




Abbildung 46 – Verschiedene (intraoperative) graphische Darstellungen von 
Patient 5 aus dem Patientenkollektiv der Studie. Dreidimensionale Rekon-
struktion des Tumors (gelb) und der mehrfarbigen Sprachbahn (A). OP-Mik-
roskopsicht mit Tumorkonturen (lila) und darunterliegenden Sprachbahnen 
(gelb) im Heads-up-Display (B). Intraoperative Navigationsscreenshots in axi-
aler Ansicht (C) und koronaler Ansicht (D) mit Tumorkontur in Lila und den 
Sprachbahnen in Grün. 
 
Tabelle 14 präsentiert die Pre- und Postprocessing-Zeiten (in Minuten) zum di-
rekten Vergleich zwischen Diffusion Tensor Imaging (DTI)-basierter Traktogra-
phie und High-Angular-Resolution Diffusion Imaging und Compressed Sensing 
(HARDI+CS)-basierter Traktographie innerhalb der drei medizinischen Plattfor-
men (iPlan Cranial, 3D Slicer und MedAlyVis). Außerdem sind die Zeiten in Mi-

















Pre FT Post Pre FT Post Pre FT Post Pre FT Post 
1 2 <1 3  2 1-2 5  2 1 4  25 18 13 
2 2 <1 5  2 1-2 4  2 1 5  25 19 12 
3 2 <1 11  2 1-2 10  2 1 12  25 18 14 
4 2 <1 15  2 1-2 10  2 1 14  25 21 13 
5 2 <1 15  2 1-2 13  2 1 14  25 20 15 
6 2 <1 3  2 1-2 6  2 1 5  25 18 14 
Tabelle 14 – Pre- und Postprocessing Zeiten (in Minuten) zum direkten Ver-
gleich zwischen Diffusion Tensor Imaging (DTI)-basierter Traktographie und 
High-Angular-Resolution Diffusion Imaging und Compressed Sensing 
(HARDI+CS)-basierter Traktographie innerhalb von drei medizinischen 
Plattformen (iPlan Cranial von BrainLAB, 3D Slicer und MedAlyVis – Medi-




In diesem Kapitel wurden frei verfügbare Segmentierungsalgorithmen anhand kli-
nischer Daten gemeinsam mit Ärzten evaluiert. Diese Algorithmen sind als Open 
Source-Implementierungen unter 3D Slicer für jeden zugänglich, im Gegensatz zu 
vielen Ansätzen aus der Literatur, die nicht verfügbar oder nur lokal in den einzel-
nen Forschergruppen prototypisch vorhanden sind. Das wiederum macht eine un-
abhängige und intensive Evaluierung anhand eigener Daten nicht möglich, vor al-
lem, wenn der dazugehörige Quellcode nicht öffentlich zugänglich ist. An der Eva-
luierung aus diesem Kapitel waren mehrere Kliniken beteiligt, und es wurden un-
terschiedliche Pathologien betrachtet. Dazu gehörten Hirntumore und Sprachbah-
nen, die mit den Algorithmen aus Slicer analysiert und segmentiert wurden. Dabei 
konnte zum Beispiel gezeigt werden, dass der sogenannte GrowCut-Algorithmus 
die sehr zeitaufwendigen Schicht-für-Schicht-Segmentierungen beschleunigen 
kann. Die GrowCut-Implementierung war sehr benutzerfreundlich, da keinerlei Pa-
rametereinstellungen für eine Segmentierung vorgenommen werden mussten, sie 
konnte von den an der Studie beteiligten Ärzten schnell erlernt werden. Auf der 
anderen Seite eignet sich eine solche parameterfreie und dadurch sehr leicht erlern-
bare und benutzerfreundliche Implementierung nur für einfache Segmentierungs-
probleme, bei denen ein Objekt sehr gut vom umliegenden Hintergrund abgegrenzt 
ist. Für eine quantitative Evaluierung wurden die GrowCut-Ergebnisse mit manu-
ellen Schicht-für-Schicht-Segmentierungen verglichen. Dies war allerdings bei den 
Sprachbahnen nicht möglich, da diese in den Aufnahmen nicht direkt erkennbar 
sind und es keine histologische “Ground Truth“ gibt. Die Segmentierungsergeb-
nisse wurden in diesem Fall mit den Segmentierungen anderer Algorithmen vergli-
chen. Insgesamt konnte gezeigt werden, dass die getesteten Algorithmen sich prin-
zipiell für die klinische Routine eignen. Es muss allerdings beachtet werden, dass 
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die vorgestellten Ergebnisse dieser Arbeit aus retrospektiven Studien hervorgegan-
gen sind und die frei verfügbaren Algorithmen noch keine zertifizierten Medizin-
produkte sind. 
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Unter einer bildgestützten Therapie (Image-Guided Therapy) wird ein Konzept ver-
standen, bei dem Aufnahmemodalitäten, zum Beispiel die Magnetresonanztomo-
graphie oder die Computertomographie, medizinische Eingriffe unterstützen. Diese 
Unterstützung kann in ganz verschiedenen Phasen einer Behandlung (Therapiepla-
nung, Durchführung, Kontrolle) erfolgen. Wegen der Vielzahl von bildgebenden 
Geräten unterschiedlicher Hersteller ist allerdings eine direkte Kommunikation 
zwischen Software und Hardware oft nicht möglich. Hier helfen offene und herstel-
lerunabhängige Netzwerkprotokolle, die standardisierte Mechanismen zum Aus-
tausch von Koordinaten, Bildern und Statusmeldungen zwischen Software und 
Hardware bereitstellen. Prinzipiell ist die Entwicklung von praktischer Software 
zum Begleiten von intraoperativen Eingriffen nur möglich, wenn dabei mit den be-
handelnden Medizinern in den Krankenhäusern eng zusammengearbeitet wird. 
 
4.2. Integration des OpenIGTLink-Protokolls in 
die Plattform MeVisLab 
In diesem Beitrag [13] wird erstmals die erfolgreiche Integration des 
OpenIGTLink-Netzwerkprotokolls in die medizinische Plattform MeVisLab be-
schrieben. MeVisLab ist ein Framework zur Entwicklung von Bildverarbeitungsal-
gorithmen mit einem Fokus auf medizinischen Bilddaten; OpenIGTLink ist ein of-
fenes Netzwerkprotokoll für bildgestützte Therapien. Das Protokoll erlaubt den 
Nutzern Transformationsoperationen, Bilddaten und Statusmeldungen standardi-
siert zu übertragen, um Software und Hardware von unterschiedlichen Herstellern 
zu verbinden. Durch die Integration von OpenIGTLink ist es jetzt möglich, mit 
MeVisLab-Prototypen medizinische Hardware wie das magnetische Trackingsys-
tem von NDI Aurora direkt anzusteuern. OpenIGTLink erlaubt den Austausch von 
prä- und intraoperativen Bildern sowie das Verfolgen (Tracken) von Instrumenten 
zwischen zwei laufenden Systemen. Die Integration ermöglicht so auch die Kom-
bination von zugelassenen und prototypischen Systemen, die noch in der Forschung 
sind. Dies bedeutet, dass Forscher neue Bildverarbeitungs- und Visualisierungs-
techniken unter MeVisLab in einem klinischen Umfeld erproben können, während 
die Operationsplanung und Durchführung mit einem kommerziellen System vorge-
nommen wird. Tatsächlich steht seit kurzem eine OpenIGTLink-Schnittstelle für 
Forschungszwecke an dem FDA-zugelassenen chirurgischen Navigationssystem 
von Brainlab zur Verfügung. Die Integration von OpenIGTLink in MeVisLab wird 
anhand von Tracker Clients und einem NDI-Navigationssystem evaluiert. 
 Abbildung 47 veranschaulicht das grundlegende Konzept von OpenIGTLink 
und die Interaktion von unterschiedlichen Geräten via OpenIGTLink. Bildgestützte 
Therapien basieren im Allgemeinen auf der Kommunikation zwischen Sensoren, 
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(medizinischen) Geräten und Computern. Ein Beispiel ist die Übertragung von in-
traoperativen MRT-Aufnahmen des Patienten (Abbildung 47 rechts oben) zu einer 
Navigationssoftware (Abbildung 47 links oben), um Medizinern die Überwachung 
eines Eingriffs in Echtzeit zu ermöglichen. Gleichzeitig können die Positionen von 
medizinischen Instrumenten beispielweise über einen optischen Sensor getrackt 
(Abbildung 47 links unten) und zur Navigationssoftware übertragen werden, um 
diese in den Patientenaufnahmen anzuzeigen. Zusätzlich kann ein interventioneller 
Roboter Anweisungen von der Navigationssoftware erhalten und gleichzeitig seine 
Position und den Status zurückliefern (Abbildung 47 rechts unten). 
 Der gesamte Workflow des vorgestellten Systems, der mit den Bilddaten 
(Image data) beginnt und mit dem Ende der bildgestützten Therapie (End of Image 
Guided Therapy) abschließt, ist als Diagramm in Abbildung 48 gezeigt. Dabei wer-
den die Bilddaten für ein benutzerdefiniertes MeVisLab-Netzwerk bereitgestellt, 
was mit Hilfe eines der MeVisLab-Module zum Laden von Bilddaten wie O-
penImage oder ImageLoad bewerkstelligt werden kann. Innerhalb des Netzwerkes 
können je nach Anwendung beliebige MeVisLab-Module zur Bildverarbeitung, Vi-
sualisierung oder anderen genutzt werden. Für die Integration von OpenIGTLink 
musste allerdings ein neues Modul entwickelt werden. Wie in Abbildung 48 zu se-
hen ist, übernimmt das OpenIGTLink-Modul die Kommunikation zwischen 
MeVisLab und einem externen Gerät, zum Beispiel einer Robotersteuerung oder 
einem Navigationssystem. Während der Kommunikation werden unterschiedliche 





Abbildung 47 – Das grundlegende Konzept von OpenIGTLink (http://openigt-
link.org/): Bildgestützte Therapien basieren im Allgemeinen auf der Kommu-
nikation zwischen Sensoren, medizinischen Geräten und Computern. Ein Bei-
spiel ist die Übertragung von intraoperativen MRT-Aufnahmen des Patienten 
(rechts oben) zu einer Navigationssoftware (links oben), um Medizinern die 
Überwachung eines Eingriffs in Echtzeit zu ermöglichen. Gleichzeitig können 
die Positionen von medizinischen Instrumenten beispielweise über einen opti-
schen Sensor getrackt (links unten) und zur Navigationssoftware übertragen 
werden, um diese in den Patientenaufnahmen anzuzeigen. Zusätzlich kann ein 
interventioneller Roboter Anweisungen von der Navigationssoftware erhalten 




Abbildung 48 – Der gesamte Workflow des vorgestellten Systems, der mit den 
Bilddaten (Image data) beginnt und mit dem Ende der bildgestützten Therapie 
(End of Image Guided Therapy) abschließt. Das OpenIGTLink-Modul über-
nimmt die Kommunikation zwischen MeVisLab und einem externen Gerät 
wie einer Robotersteuerung oder einem Navigationssystem. Während der 
Kommunikation werden unterschiedliche Daten – zum Beispiel Statusinfor-
mationen, Positionskoordinaten oder Bilder – via OpenIGTLink-Protokoll 
ausgetauscht. 
 
 Die folgenden Abschnitte beschreiben die Implementierung eines 
OpenIGTLink-Moduls für MeVisLab. Das Modul wurde dabei als Bildverarbei-
tungs (ML)-Modul unter MeVisLab realisiert, das den ML-Modulen zu Grunde lie-
gende Quellcodegerüst in C++ wurde mit dem sogenannten Projekt Wizard von 
MeVisLab generiert. Die Implementierung des Konstruktors eines OpenIGTLink-
Moduls ist in Quellcode 1 angegeben. Die Initialisierung Module(1,1) des Kon-
struktors gibt die Anzahl der Ein- und Ausgänge für Bilddaten an. In diesem Bei-
spiel gibt es einen Ein- und einen Ausgang für Bilddaten. ML_TRACE_IN ist ein 
Status Makro, das vom MeVisLab-Projekt Wizard per Default im Quellcodegerüst 
angelegt wird. Das OpenIGTLink-Modul stellt mehrere GUI-Komponenten bereit, 
unter anderem ein Eingabefeld für den Netzwerkport und einen Button, um auf ei-
nen Client zu warten und eine TCP-Verbindung aufzubauen. Um diese Komponen-
ten zu implementieren, werden zuerst die Aufrufe der handleNotification-Methode 
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unterdrückt, um Seiteneffekte während der Initialisierung zu vermeiden. Anschlie-
ßend wird eine Referenz zum Container der Komponenten bezogen und danach 
werden die unterschiedlichen Komponenten, wie ein Feld für den Netzwerkport 
und den Start Button, angelegt. Zur Visualisierung und weiteren Verarbeitung der 
erhaltenen Daten durch die OpenIGTLink-Verbindung wird zusätzlich noch ein 
Ausgabefeld für die Daten des Clients angelegt (in diesem Fall eine Transforma-
tion). Am Ende des Konstruktors werden die automatischen Aufrufe der 






  : Module(1, 1) 
{ 
  ML_TRACE_IN("OpenIGTLink::OpenIGTLink()"); // status and tracing macro 
 
  // suppress calls of handleNotification on field changes to avoid side effects 
  // during initialization phase 
  handleNotificationOff(); 
 
  // get a pointer to the container of all the module's fields 
  FieldContainer *fields = getFieldContainer(); 
  ... 
 
  // create different fields, e.g. for the port and a start button 
  _port = fields->addInt("port"); 
  _start = fields->addNotify("start"); 
 
  // create and add an output field for the transformation data of the client 
  _transformation = new SoTransform(); 
  (_outSoTransformation = 
                               fields->addSoNode("outputTransformation"))-> 
setSoNodValue(_transformation); 
 
  // reactivate calls of handleNotification on field changes 
  handleNotificationOn(); 
} 
Quellcode 1 – C++ Implementierung des OpenIGTLink-Konstruktors für ein 
ML-Modul unter MeVisLab. 
 
Im folgenden Quellcodebeispiel (Quellcode 2) wird beschrieben, wie die wich-
tigsten Teile der handleNotification-Methode eines OpenIGTLink-Moduls imple-
mentiert werden können. Die handleNotification-Methode wird automatisch bei 
Benutzereingaben oder Interaktionen wie dem Start Button aufgerufen. Äquivalent 
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zum Konstruktor ist ML_TRACE_IN ein Status Makro, das vom MeVisLab-Pro-
jekt Wizard per Default im Quellcodegerüst angelegt wird. Wurde der Start Button 
vom Benutzer gedrückt, werden die Initialisierung einer Verbindung und der Da-
tentransfer vorbereitet. Zum Beispiel wird der vom Benutzer angegebene Port ver-
wendet, um einen socketbasierten Server zu erzeugen. Ist der Socket gültig und der 
Client verbunden, werden anschließend die unterschiedlichen Datentypen nach an-
kommenden Daten abgefragt. Die Vorgehensweise folgt hierbei der Standardbenut-
zung der OpenIGTLink-Bibliothek. Der Einfachheit halber und um den Code-
schnipsel übersichtlich zu halten, wird hier nur die if-Bedingung für den 
TRANSFORM-Datentyp aufgezeigt. Wurde ein TRANSFORM-Datentyp vom 
Client empfangen, wird die ReceiveTransform-Methode mit dem Socket und dem 
Nachrichtenheader (headerMsg) als Parameter aufgerufen. 
 
 
// handle changes of a field 
void OpenIGTLink::handleNotification (Field *field) 
{ 
  ML_TRACE_IN("OpenIGTLink::handleNotification ()"); // status and tracing 
macro 
  ... 
 
  if (field == _start) 
  { 
    int port = _port->getIntValue(); 
    igtl::ServerSocket::Pointer serverSocket; 
    serverSocket = igtl::ServerSocket::New(); 
    int r = serverSocket->CreateServer(port); 
    ... 
    igtl::Socket::Pointer socket; 
    …  
 
    if (socket.IsNotNull()) // if client connected 
    { 
      ... 
      // check data type and receive data body 
      if (strcmp(headerMsg->GetDeviceType(), "TRANSFORM") == 0) 
      { 
        ReceiveTransform(socket, headerMsg); 
      } 
      ... 
    } 
    ...  
  } 
  ... 
} 




 Quellcode 3 präsentiert die Implementierung der ReceiveTransform-Methode, 
die aufgerufen wird, um den Datentyp TRANSFORM zu verarbeiten. Die Methode 
besitzt zwei Parameter: Den Socket und den Nachrichtenheader, die beide durch 
den Funktionsaufruf innerhalb der handleNotification-Methode übergeben wurden 
(siehe dazu den Codeschnipsel aus dem vorherigen Abschnitt). Als erstes wird ein 
Nachrichtenspeicher innerhalb der ReceiveTransform-Methode angelegt, um die 
Daten aus dem übertragenem TRANSFORM-Datentyp zu empfangen. Die Vorge-
hensweise folgt hierbei wieder der Standardbenutzung der OpenIGTLink-Biblio-
thek; Tutorials und komplette Quellcodebeispiele sind online verfügbar und frei 
zugänglich. Als nächstes wird die automatische Notifikation des _transformation-
Feldes, das innerhalb des Konstruktors angelegt wurde, deaktiviert. Anschließend 
wird der vom Client empfangene transformation-Wert dem korrespondierenden 
Ausgang des OpenIGTLink-Moduls zugewiesen und die automatische Notifikation 
des _transformation-Feldes wird wieder reaktiviert. Dementsprechend werden alle 
Inventor-Sensoren getriggert, um die dazugehörigen Viewer zu aktualisieren. Ein 
Inventor-Sensor ist ein Inventor-Objekt, das auf verschiedene Typen von Ereignis-
sen wartet und dann eine Callback-Methode aufruft, falls eines dieser Ereignisse 
auftritt. Zusätzlich wird das transformation-Feld als modifiziert markiert, um eine 




























// handle and process data type TRANSFORM 
int OpenIGTLink::ReceiveTransform(igtl::Socket * socket, igtl::MessageHeader 
* header) 
{ 
  std::cerr << "Receiving TRANSFORM data type." << std::endl; 
   
  // create a message buffer to receive transform data 
  igtl::TransformMessage::Pointer transMsg; 
  transMsg = igtl::TransformMessage::New(); 
  transMsg->SetMessageHeader(header); 
  transMsg->AllocatePack(); 
  ... 
 
  _transformation->enableNotify(false); // turning notification of this field off 
  _transformation->setMatrix( SbMatrixValue ); // setting value 
  _transformation->enableNotify(true); // turning notification of this field on 
 
  // force all inventor sensors to be triggered and do a refresh on all viewers 
  SoDB::getSensorManager()->processDelayQueue(false);  
 
  // marks an instance as modified, simulating a change to it this will notify all 
auditors of the instance 
  _transformation->touch(); 
  ... 
} 
Quellcode 3 – Implementierung der ReceiveTransform-Methode des O-
penIGTLink-Moduls. 
 
 Abbildung 49 zeigt die Module und Verbindungen eines Netzwerks, das zum 
Testen der Integration von OpenIGTLink innerhalb der medizinischen Prototyping 
Plattform MeVisLab verwendet wurde. Dabei findet der Daten- und Kommunika-
tionsfluss von unten nach oben statt und beginnt mit dem Laden eines Bildes durch 
das OpenImage-Modul, zum Beispiel im medizinischen DICOM-Format. Nach 
dem Laden eines Bildes wird dieses automatisch über den Ausgang (rechtes Drei-
eck (1)) an das OpenIGTLink-Modul weitergegeben. Das Hauptmodul in diesem 
MeVisLab-Netzwerk ist das OpenIGTLink-Modul, das mehrere Eingänge (unterer 
Bereich) und Ausgänge (oberer Bereich (2)) besitzt. Ein Eingang des 
OpenIGTLink-Moduls (linkes unteres Dreieck (3)) wird für die Bilddaten verwen-
det, die durch das OpenImage-Modul bereitgestellt werden. Die Transformations-
daten wiederum, die vom Client empfangen wurden, werden über den dritten Aus-
gang von links (obere Reihe) des OpenIGTLink-Moduls an ein sogenanntes 
SoGroup-Modul weitergegeben. Die Transformationsdaten beeinflussen einen 3D-
Zylinder (Rotation und Translation), der mit dem SoGroup-Modul verbunden ist. 
Das SoExaminer-Modul wiederum erhält den transformierten Zylinder und visua-
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lisiert diesen in 3D in einem eigenen Fenster, in dem mehrere Benutzerinteraktio-
nen und Einstellungen möglich sind. Ein zusätzliches transform-Feld wurde dazu 
genutzt, die vom Client übermittelten Transformationsdaten in weiteren Modulen 
(SoDecomposeMatrix und DecomposeMatrix) zu analysieren. Auf der rechten Seite 
des Screen-shots ist das Interface des OpenIGTLink-Moduls mit allen seinen Para-
metereinstellungen und Buttons zu sehen. 
 
 
Abbildung 49 – Module und Verbindungen, die zur Realisierung von O-
penIGTLink unter der medizinischen Prototyping Plattform MeVisLab ver-
wendet wurden. 
 
 In Abbildung 50 ist nur das OpenIGTLink-Modul mit seinen Ein- (inputs) und 
Ausgängen (outputs), das unter MeVisLab als ML-Modul in C++ realisiert wurde, 
zu sehen. Für die vorgestellte Implementierung wurde sowohl ein Eingang für Bild-
daten als auch ein Eingang für (abstrakte) Datenstrukturen realisiert. Über den Da-
tenstrukturen-Eingang können zum Beispiel Markerlisten weitergebeben werden – 
eine Markerliste ist eine Liste von MeVisLab XMarker-Objekten, die  aus einer 
6D-Position, einem 3D-Vektor, einem Typ und einem Namen bestehen. Im oberen 
Bereich des OpenIGTLink-Moduls befinden sich vier Ausgänge. Der linke Aus-
gang zum Beispiel kann für die Ausgabe der Bilddaten verwendet werden, die vom 
Client über das OpenIGTLink-Protokoll empfangen wurden. Die nächsten zwei 
Ausgänge sind OpenInventor-Ausgänge, um nur die Rotation oder aber die gesamte 
Transformation des Trackers weiterzugeben, die vom Client über das 
OpenIGTLink-Protokoll empfangen wurden. Ganz rechts besitzt das 
OpenIGTLink-Modul letztendlich einen Ausgang für Datenstrukturen wie Marker-




Abbildung 50 – Das OpenIGTLink-Modul mit seinen Ein- (inputs) und Aus-
gängen (outputs), das unter MeVisLab als ML-Modul in C++ realisiert wurde. 
 
 Abbildung 51 zeigt einen Screenshot eines MeVisLab-Prototypen mit 
OpenIGTLink-Modul und einem Client (Kommandofenster links), der Tracker-Ko-
ordinaten sendet, die die Position eines Zylinders im dreidimensionalen Raum vor-
geben. In diesem Beispiel wurde ein Software-Client verwendet, der mit der 
OpenIGTLink-Bibliothek zur Verfügung steht. Diese beinhaltet unter anderem ei-
nen sogenannten TrackerClient, der als TCP-Client arbeitet und veranschaulicht, 




Abbildung 51 – Screenshot eines MeVisLab-Prototypen mit OpenIGTLink-
Modul und einem Client (Kommandofenster links), der Tracker-Koordinaten 
sendet, die die Position eines Zylinders im dreidimensionalen Raum vorgeben. 
 
 Tabelle 15 präsentiert die Zeitangaben (Minimum, Maximum und Mittelwert 
μ) in Millisekunden für die Übertragung und Darstellung von hundert Datenpaketen 
(vom OpenIGTLink-Datentyp TRANSFORM) von einem Tracker-Client zu 
MeVisLab (insgesamt betrug der Mittelwert und die Standardabweichung 
30,77±1,79 Millisekunden). Ähnliche Resultate konnten auch erzielt werden, wenn 
Daten vom Typ TRANSFORM vom MeVisLab-Prototypen zu einem Tracker-Ser-
ver – NDI-Navigationssystem – via Netzwerk übermittelt wurden. Für die Übertra-
gung und Visualisierung von hundert Paketen wurden 19,28±1,43 Millisekunden 
gemessen (Minimum 17,56 Millisekunden und Maximum 24,06 Millisekunden). 
Allerdings hängen diese Zeiten auch davon ab, welche Art von 3D-Objekt geren-
dert und visualisiert wird (in diesem Fall war es ein einfacher Zylinder). Ohne die 
Weitergabe der übermittelten Transformationsdaten an das Visualisierungsmodul 
wurden beispielsweise 1,48±0,22 Millisekunden gemessen (Minimum 1,35 Milli-




1 2 3 4 5 6 7 8 9 10 
Min. 9,34 10,76 9,39 8,15 9,71 8,39 8,25 9,69 9,46 6,66 
Max. 51,86 41,76 43,28 52,15 43,43 39,34 56,93 45,19 67,72 85.96 
  29,66 30,14 30,01 30,24 30,09 29,98 31,86 29,70 30,45 35,54 
Tabelle 15 – Zeitangaben für das Minimum  (Min.), das Maximum (Max.) und 
den Mittelwert μ in Millisekunden für die Übertragung und Darstellung von 
hundert Datenpaketen (mit dem Datentyp TRANSFORM) von einem Tracker-
Client zu MeVisLab. 
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4.3. MR-gestützte Brachytherapie zur Behandlung 
bösartiger Tumoren 
In diesen Arbeiten [14], [15] wird erstmals die Konzeption und Implementierung 
eines medizinischen Software-Prototypen (iGyne) zur Unterstützung der intraope-
rativen gynäkologischen Brachytherapie vorgestellt. Der Software-Prototyp ermög-
licht die Registrierung des CAD-Modells eines gynäkologischen Brachytherapie-
Instruments (ein sogenanntes Template) in einen intraoperativen Datensatz einer 
Patientin. Dies erlaubt eine präoperative Planung und Simulation von Hohlnadeln, 
die zur Tumorbehandlung optimal in einer Patientin platziert und verteilt werden 
müssen. Durch diese Hohlnadeln wird nach dem Eingriff radioaktives Material, 
meistens über mehrere Tage hinweg, in den Tumor eingeleitet. Der Tumor wird 
also von innen heraus bestrahlt. Zur Schonung von umliegendem gesundem Ge-
webe ist dabei eine exakte Dosisverteilung erforderlich. iGyne hilft den behandeln-
den Ärzten bei der Auswahl und besonders bei der Positionierung der Nadeln, was 
manchmal mehrere Stunden in Anspruch nehmen kann, da immer wieder einige 
Nadelpositionen anhand von Kontrollscans korrigiert werden müssen. Der iGyne-
Prototyp wurde parallel zu intraoperativen gynäkologischen Brachytherapie-Ein-
griffen im multimodalen Operationssaal AMIGO (Advanced Multimodality Image 
Guided Operating Suite) des Brigham & Women's Hospital (BWH) der Harvard 
Medical School (HMS) in Boston (USA) getestet. 
Abbildung 52 zeigt eine photographische Panoramaübersicht über den multi-
modalen Operationssaal AMIGO mit dem MRT-Raum (A) auf der linken Seite, 
dem Operationsraum (B) in der Mitte und dem Positronen-Emissions-Tomographie 
(PET) / CT-Raum (C) auf der rechten Seite. Passend dazu zeigt Abbildung 53 das 
Layout des AMIGO-Grundrisses mit dem MRT-Raum (MRI) und den MRT-De-
ckenschienen (MRI Ceiling Track, rot) auf der linken Seite, dem Operationsraum 
(OR) in der Mitte und dem PET/CT-Scanner-Raum auf der rechten Seite. Motori-
sierte Deckenschienen ermöglichen es, den MRT-Scanner zwischen MRT- und OP-
Raum hin und her zu bewegen. Zusätzlich befinden sich im Operationsraum unter 
anderem noch ein Navigationssystem von Brainlab, ein Angiographie-System von 
Siemens (Artis zeego) und zwei 3D-Ultraschall-Bildgebungssysteme von Siemens 
(S2000) und von BK Medical (Pro Focus UltraView). Außerdem gibt es mehrere 
große LCD-Bildschirme, auf denen Patientendaten jederzeit abgerufen und groß-




Abbildung 52 – Multimodaler Operationssaal AMIGO (Advanced Multimo-
dality Image Guided Operating Suite) des Brigham & Women's Hospital 
(BWH) der Harvard Medical School (HMS) in Boston (USA) mit MRT-Raum 




Abbildung 53 – Layout des AMIGO-Grundrisses mit dem MRT-Raum (MRI) 
und den MRT-Deckenschienen (MRI Ceiling Track, rot) auf der linken Seite, 
dem Operationsraum (OR) in der Mitte und dem PET/CT-Scanner-Raum auf 
der rechten Seite. Motorisierte Deckenschienen ermöglichen es, den MRT-
Scanner zwischen MRT- und OP-Raum hin und her zu bewegen. 
 
In Abbildung 54 sind zwei medizinische Instrumente, die in der interstitiellen 
gynäkologischen Brachytherapie zur Anwendung kommen, als CAD-Modelle dar-
gestellt. Das sogenannte Template (blau) auf der linken Seite der Abbildung wird 
direkt an das Perineum der Patientin genäht und verbleibt dort für die Zeit der Be-
handlung/Bestrahlung, die sich auch über mehrere Tage erstrecken kann. Wurde 
das Template an das Perineum festgenäht, werden anschließend Hohlnadeln durch 
die Löcher des Templates in der Patientin platziert. Der Obturator (blau) auf der 
rechten Seite der Abbildung wird durch das große Loch in der Mitte des Templates 
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in den vaginalen Kanal der Patientin eingeführt. Dies dient unter anderem der Sta-




Abbildung 54 – Zwei medizinische Instrumente, die in der interstitiellen gynä-
kologischen Brachytherapie zur Anwendung kommen: Das sogenannte Temp-
late (links) wird an das Perineum der Patientin genäht. Anschließend werden 
Hohlnadeln durch die Löcher des Templates eingeführt und platziert. Der Ob-
turator (rechts) wird durch das große Loch in der Mitte des Templates in den 
vaginalen Kanal eingeführt (unter anderem zur Stabilisierung des Templates). 
 
 Abbildung 55 stellt die übergreifende Infrastruktur des vorgestellten Software-
moduls iGyne für 3D Slicer dar. Die beiden Komponenten GUI und Logic überwa-
chen zum einen Änderungen in der Medical Reality Markup Language (MRML)-
Szene und verarbeiten zum anderen unterschiedliche (benutzerdefinierte) Ereig-
nisse, die bei der Anwendung des iGyne-Moduls eintreten können. Abbildung 56 
zeigt wiederrum ein detaillierteres Diagramm des iGyne-Moduls für Slicer, beste-
hend aus dem Ablauf und der Funktionsweise für die verbesserte Visualisierung 
während der MR-gestützten interstitiellen gynäkologischen Brachytherapie (grün), 
den relevanten Slicer4-Modulen (blau) und den unterstützenden Algorithmen 
(orange). Der Arbeitsablauf startet mit dem Laden der MRT-Daten einer Patientin 
und der CAD-Modelle der medizinischen Instrumente (Template und Obturator) 
und endet mit der Auswahl der interstitiellen Nadeln, die virtuell in den Patienten-














Abbildung 55 – Die übergreifende Infrastruktur des entwickelten iGyne-Soft-
waremoduls für 3D Slicer: Es wurden zwei Komponenten (GUI und Logic) 
implementiert, um zum einen Änderungen in der Medical Reality Markup 
Language (MRML)-Szene zu überwachen und zum anderen (benutzerdefi-




Abbildung 56 – Diagramm des entwickelten iGyne-Moduls, bestehend aus 
dem Ablauf und der Funktionsweise für die verbesserte Visualisierung wäh-
rend der MR-gestützten interstitiellen gynäkologischen Brachytherapie 
(grün), den relevanten Slicer4-Modulen (blau) und den unterstützenden Algo-
rithmen (orange). Der Arbeitsablauf startet mit dem Laden der MRT-Daten 
und der CAD-Modelle der medizinischen Instrumente und endet mit der Aus-
wahl der interstitiellen Nadeln. 
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 Abbildung 57 soll die drei korrespondieren Punktepaare, die zur initialen Temp-
late-Registrierung unter iGyne genutzt werden, veranschaulichen. Dazu zeigt das 
linke Bild benutzerdefinierte Landmarken (F, F_4 und F_5, rot) für die Template-
Registrierung in einer MRT-Aufnahme. Das rechte Bild wiederum zeigt die korres-
pondierenden Positionen (rot) in dem CAD-Modell des Templates (blau), das unter 
iGyne zur Verfügung steht. 
 
 
Abbildung 57 – Die drei korrespondieren Punktepaare (rot), die zur initialen 
Template-Registrierung unter iGyne genutzt werden: Das linke Bild zeigt be-
nutzerdefinierte Landmarken in der MRT-Aufnahme einer Patientin, das 
rechte Bild wiederum zeigt die korrespondierenden Positionen in dem iGyne 
CAD-Modell des Templates (blau). 
 
 Abbildung 58 verdeutlicht den prinzipiellen Ablauf der Registrierung eines 
Templates für die gynäkologische Brachytherapie mit den initialen CT-Aufnahmen 
einer Patientin unter iGyne. In Bild A geben die drei roten Kreise die korrespondie-
ren Nadellöcher im Template und der CT-Aufnahme an. Die Registrierung wieder-
um erfolgt danach über eine rigide Transformation zwischen diesen korrespondie-
renden Punktmengen. Die blauen Kreise zeigen an, dass die rechte und linke Seite 
der Patientenaufnahmen mit dem Template übereinstimmen. In Bild B sind ein vir-
tuell registriertes Template der gynäkologischen Brachytherapie und die Auswahl 
einer interstitiellen Nadel (Ba, rote Kreise im Screenshot) dargestellt. Wie auf der 
linken Seite des Prototypeninterface zu sehen ist, kann das Einbringen von Nadeln 
anhand der Nadellänge und der Nadeltiefe individuell geplant werden. In Bild C ist 
die virtuelle Platzierung von mehreren Nadeln (Purpur) mit unterschiedlichen Län-
gen und Eindringtiefen zu sehen (definiert im Menü auf der linken Seite). Dies er-
laubt dem Radioonkologen, die Platzierung der Nadeln vor der Behandlung virtuell 
zu planen. In Bild D wird die Nadel (weiße Linie im oberen rechten Fenster) ge-
zeigt, die zur Visualisierung der multiplanaren Rekonstruktionen (MPRs) entlang 
des Nadelpfads (linkes unteres Fenster) ausgewählt wurde. Die Position der MPR-
Schicht im Bereich des Pfeils (Spitze des roten Pfeils im oberen rechten Fenster) 
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wird zur besseren Orientierung im unteren linken Fenster als 2D-Schicht darge-
stellt. Der Querschnitt der Nadel (weiß) ist in der MPR-Schicht des unteren linken 
Fensters durch einen roten Kreis angegeben. 
 
 
Abbildung 58 – Prinzipieller Ablauf der iGyne Template-Registrierung für die 
gynäkologische Brachytherapie mit den initialen CT-Aufnahmen einer Pati-
entin: (A) Die drei roten Kreise geben die korrespondieren Nadellöcher im 
Template und der CT-Aufnahme an. Die Registrierung erfolgt über eine rigide 
Transformation zwischen diesen korrespondierenden Punktmengen. Die 
blauen Kreise zeigen an, dass die rechte und linke Seite der Patientenaufnah-
men mit dem Template übereinstimmen; (B) virtuell registriertes Template 
der gynäkologischen Brachytherapie und Auswahl einer interstitiellen Nadel 
(Ba, rote Kreise im Screenshot). Wie auf der linken Seite des Prototypeninter-
face zu sehen ist, kann das Einbringen von Nadeln anhand der Nadellänge und 
der Nadeltiefe individuell geplant werden. (C) Virtuelle Platzierung von meh-
reren Nadeln (Purpur) mit unterschiedlichen Längen und Eindringtiefen. Dies 
erlaubt dem Radioonkologen die Platzierung der Nadeln präinterventionell zu 
planen. (D) Nadel (weiße Linie im oberen rechten Fenster), die zur Visualisie-
rung der multiplanaren Rekonstruktionen (MPRs) entlang des Nadelpfads 
(linkes unteres Fenster) ausgewählt wurde. Die Position der MPR im Bereich 
des Pfeils (Spitze des roten Pfeils im oberen rechten Fenster) wird im unteren 
linken Fenster als 2D-Schicht dargestellt. In der MPR des unteren linken Fens-
ters ist der Querschnitt der Nadel (weiß) durch einen roten Kreis angegeben. 
 
 Abbildung 59 und Abbildung 60 zeigen Screenshots von iGyne in der Anwen-
dung unter 3D Slicer. Abbildung 59 stellt das Ergebnis einer verfeinerten Regist-
rierung von Template (blau) und Obturator (grün) in einer axialen (oberes linkes 
Fenster), einer sagittalen (unteres linkes Fenster), einer koronalen (unteres rechtes 
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Fenster) und einer 3D-Ansicht (oberes rechtes Fenster) dar. Abbildung 60 wieder-
um präsentiert einen Screenshot der Visualisierung eines segmentierten Tumors 
(braun) mit ausgewählten Nadeln (pink und grün) in einer 3D-Ansicht. Zusätzlich 
ist es möglich, die geplanten interstitiellen Nadeln in unterschiedlichen 2D-Schich-
ten zu rendern (rechte Fenster). 
 
 
Abbildung 59 – Screenshot des Ergebnisses einer verfeinerten Registrierung 
von Template (blau) und Obturator (grün) in einer axialen (oberes linkes 
Fenster), einer sagittalen (unteres linkes Fenster), einer koronalen (unteres 
rechtes Fenster) und einer 3D-Ansicht (oberes rechtes Fenster). 
 
 
Abbildung 60 – Screenshot der Visualisierung eines segmentierten Tumors 
(braun) mit ausgewählten Nadeln (pink und grün) in einer 3D-Ansicht. Au-
ßerdem ist es möglich, die geplanten interstitiellen Nadeln in unterschiedlichen 
2D-Schichten zu rendern (rechte Fenster). 
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4.4. Ein bildgestütztes System für die gynäkologi-
sche Brachytherapie 
In diesem Beitrag [16] wird erstmals ein alle Operationsphasen umfassendes bild-
gestütztes System für die gynäkologische Brachytherapie in einem multimodalen 
Operationssaal präsentiert. Dieses komplexe System wurde von einem Informatiker 
mit Unterstützung durch ein interdisziplinäres Team aus Medizinern und Ingenieu-
ren anhand des multimodalen Operationssaals AMIGO ausgearbeitet. Dabei besteht 
das vollständige Therapiesystem aus der prä-, intra- und postoperativen Behand-
lungsphase bei einer interstitiellen gynäkologischen Brachytherapie. Die präopera-
tive Behandlungsphase beginnt mit der Ankunft einer Patientin und den Bildauf-
nahmen. Diese Patientenaufnahmen werden anschließend für die Diagnose und eine 
Begutachtung und Vermessung der Patientenanatomie für die gynäkologische 
Strahlentherapie genutzt. Dies führt zuerst zu der Entscheidung, ob die Patientin für 
eine Behandlung geeignet ist oder nicht. Kommt die Patientin für eine Behandlung 
in Frage, wird eine erste Auswahl des medizinischen Instrumentariums getroffen 
und bei der Bestandsdatenbank angefragt, eventuell auch bei einem Medizintech-
nikhersteller nachgeordert. Das ausgewählte Instrument (zum Beispiel Tandem und 
Ring/Ovoid +/− interstitielle Nadeln, Vienna Applikator, rein interstitielle Nadeln) 
wird in den präoperativen Patientenaufnahmen modelliert und visualisiert und von 
Medizinern begutachtet. Dabei ermöglicht das vorgestellte System die virtuelle 
Modellierung und Visualisierung mehrerer Instrumente in den präoperativen Pati-
entenaufnahmen, was wiederum einen direkten Vergleich zwischen den unter-
schiedlichen Instrumenten erlaubt, um das optimale Instrument für die Behandlung 
und die notwendige Strahlendosis zu finden. Anschließend wird das ausgewählte 
Instrument aus dem Inventar geordert, und das dazugehörige Modell (zum Beispiel 
ein 3D CAD-Modell) wird in einem PACS-System für die intra- und postoperative 
Behandlungsphase abgespeichert. In der intraoperativen Behandlungsphase werden 
von der Patientin Aufnahmen mit einem intraoperativen MRT angefertigt, wobei 
das modellierte Instrument aus dem PACS-System zur Steuerung des realen Instru-
ments verwendet wird. Um dem behandelnden Mediziner die optimale Position für 
eine spätere Bestrahlung anzuzeigen, wird das Instrument in den intraoperativen 
Patientenaufnahmen visualisiert. Das bildgestützte Therapiesystem endet in der 
postoperativen Phase mit einer Nachuntersuchung, bei der weitere Patientenaufnah-
men mit einer Visualisierung des Instruments aus dem PACS-System angefertigt 
werden. 
 Abbildung 61 veranschaulicht den gesamten Ablauf des bildgestützten Systems 
für die gynäkologische Brachytherapie in einem multimodalen Operationssaal 
nochmals in einem Diagramm. Wie schon im vorherigen Abschnitt detailliert be-
schrieben, beginnt das umfassende System hierbei mit der Ankunft der Patientin in 





Abbildung 61 – Der gesamte Ablauf des bildgestützten Systems für die gynä-
kologische Brachytherapie in einem multimodalen Operationssaal. Das umfas-
sende System beginnt mit der Ankunft der Patientin in der präoperativen 
Phase und endet mit der Kontrolluntersuchung in der postoperativen Phase. 
 
 In Abbildung 62 werden dreidimensionale CAD-Modelle von einem interstiti-
ellen Template (oben links) und einem Obturator (oben Mitte) für die gynäkologi-
schen Brachytherapie, einem modifizierten interstitiellen Template (oben rechts) 
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und einem sogenannten Tandem und Ring (unten rechts) gezeigt, die auch in der 
gynäkologischen Brachytherapie zum Einsatz kommen. 
 
 
Abbildung 62 – 3D-CAD-Modelle von einem interstitiellen Template (oben 
links) und einem Obturator (oben Mitte) für die gynäkologischen Brachythe-
rapie, einem modifizierten interstitiellen Template (oben rechts) und einem 
sogenannten Tandem und Ring (unten rechts), die auch in der gynäkologi-
schen Brachytherapie zum Einsatz kommen. 
 
 Abbildung 63 präsentiert vier Screenshots der Forschungssoftware iGyne, die 
für das vorgestellte System in der gynäkologischen Brachytherapie als eigenes Mo-
dul für die medizinische Plattform 3D Slicer entwickelt und implementiert wurde. 
Zu sehen sind das Template (blau), der Obturator (türkis) und Hohlnadeln (mehr-
farbig), die virtuell in der MRT-Aufnahme einer Patientin platziert wurden. Die 
Hohlnadeln können unter iGyne auf der rechten Seite in der 2D-Abbildung des 
Templates einzeln aktiviert/deaktiviert bzw. platziert werden. Bei der Aktivierung 
kann unter anderem auch die Eindringtiefe der Hohlnadel in den Körper eingestellt 
werden. Das mittlere Fenster präsentiert eine 3D-Darstellung des MRT-Datensatzes 
mit den CAD-Modellen der interstitiellen Instrumente (Template und Obturator) 
und den platzierten Hohlnadeln. Auf der rechten Seite sind eine axiale (rot), 




Abbildung 63 – Screenshots der Forschungssoftware iGyne, die für das vorge-
stellte System in der gynäkologischen Brachytherapie als eigenes Modul für 
die medizinische Plattform 3D Slicer entwickelt und implementiert wurde. 
 
4.5. Zusammenfassung 
In diesem Kapitel wurden Methoden und Module für intraoperative Therapien ent-
wickelt. Dazu gehört die erstmalig erfolgreiche Integration des OpenIGTLink-Pro-
tokolls in die medizinische Prototypen-Plattform MeVisLab. Die Integration er-
laubt es Forschern nicht nur, Geräte, die OpenIGTLink unterstützen, mit ihren 
MeVisLab-Prototypen anzusteuern, sondern auch mit anderen Plattformen – wie 
3D Slicer – zu kommunizieren. Damit wird auch auf Plattformebene eine Zusam-
menarbeit zwischen verschiedenen Forschergruppen ermöglicht. Außerdem wurde 
in diesem Kapitel erstmalig ein Software-Prototyp zur Unterstützung der intraope-
rativen gynäkologischen Brachytherapie vorgestellt. Der Software-Prototyp wurde 
für intraoperative MRT-Daten entwickelt und anhand solcher Bilddaten getestet, 
kann aber auch auf andere Modalitäten wie CT übertragen werden. Zuletzt wurde 
in diesem Kapitel auch ein umfassendes bildgestütztes System für die gynäkologi-
sche Brachytherapie in einem multimodalen Operationssaal dargestellt. Das System 
integriert unter anderem den vorgestellten Software-Prototypen und kann für die 
Kommunikation zwischen den Software- und Hardwarekomponenten den 
OpenIGTLink-Standard nutzen. Das System könnte durch eine zusätzliche intra-
operative Navigation beim Setzen der Hohlnadeln noch erweitert werden. Aller-
dings wird das intraoperative Navigieren während der gynäkologischen Brachythe-
rapie nicht standardmäßig in der Praxis eingesetzt und ist bisher noch Gegenstand 
der Forschung – im Gegensatz zu neurochirurgischen Eingriffen, bei denen intrao-
peratives Navigieren in vielen Kliniken bereits zur Routine gehört. Der Unterschied 
liegt hierbei in der Registrierung, die in der Neurochirurgie über den Schädel rigide 
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erfolgen kann, was im abdominalen Bereich nicht ohne weiteres möglich ist. Ins-
gesamt sind die vorgestellten Methoden und Module schon sehr nah an der Praxis 
und könnten prinzipiell nach einer Zertifizierung auch schon routinemäßig einge-
setzt werden. Das liegt vor allem daran, dass die Forschungsergebnisse direkt in 
einer Klinik zusammen mit Ärzten in einem multimodalen Operationssaal erarbei-
tet wurden. Allerdings besitzen bisher nicht viele Kliniken multimodale Operati-
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Der Autor weist darauf hin, dass die in der Habilitationsschrift enthaltene externe 
Links nur bis zum Zeitpunkt der Veröffentlichung von ihm eingesehen werden 
konnten. Auf spätere Veränderungen hat der Autor keinen Einfluss. Eine Haftung 
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Abstract
We present a rectangle-based segmentation algorithm that sets up a graph and performs a graph cut to separate an object
from the background. However, graph-based algorithms distribute the graph’s nodes uniformly and equidistantly on the
image. Then, a smoothness term is added to force the cut to prefer a particular shape. This strategy does not allow the cut
to prefer a certain structure, especially when areas of the object are indistinguishable from the background. We solve this
problem by referring to a rectangle shape of the object when sampling the graph nodes, i.e., the nodes are distributed non-
uniformly and non-equidistantly on the image. This strategy can be useful, when areas of the object are indistinguishable
from the background. For evaluation, we focus on vertebrae images from Magnetic Resonance Imaging (MRI) datasets to
support the time consuming manual slice-by-slice segmentation performed by physicians. The ground truth of the
vertebrae boundaries were manually extracted by two clinical experts (neurological surgeons) with several years of
experience in spine surgery and afterwards compared with the automatic segmentation results of the proposed scheme
yielding an average Dice Similarity Coefficient (DSC) of 90.9762.2%.
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Introduction
Template-based segmentation algorithms are suitable for medical
image processing, because a patient’s data – mostly in the DICOM
(Digital Imaging and Communications inMedicine, available: http://
medical.nema.org, accessed: 2012 Jan 2) format – already offers useful
information, e.g. the patient’s orientation. Combined with a body
landmark detection algorithm [1] that provides a landmark inside a
specific organ, it is possible to choose the organ’s template
automatically and even get rid of a user-defined seed point inside
the organ that is possibly needed by the used segmentation method.
Graph-based approaches have become quite popular during the
last years. In contrast to deformable models [2] and [3] that can
get stuck in local minima during the iterative segmentation
(expansion) process, a graph cut algorithm provides an optimal
segmentation for the constructed graph [4]. In this contribution,
we present a novel graph-based algorithm for segmenting 2D
objects that are rectangle shaped. The algorithm sets up a graph
and performs a graph cut to separate an object from the
background. However, typical graph-based segmentation algo-
rithms distribute the nodes of the graph uniformly and
equidistantly on the image. Then, a smoothness term is added
[5] and [6] to force the cut to prefer a particular shape [7]. This
strategy does not allow the cut to prefer a certain structure,
especially when areas of the object are indistinguishable from the
background. We solve this problem by referring to a rectangle
shape of the object when sampling the graph nodes, i.e., the nodes
are distributed non-uniformly and non-equidistantly on the image.
This strategy can be useful, when areas of the object are
indistinguishable from the background. To evaluate our proposal,
we focus on vertebrae images from Magnetic Resonance Imaging
(MRI) datasets to support the time consuming manual slice-by-
slice segmentation performed by physicians – we identified an
average manual segmentation time for a single vertebra of
10.7566.65 minutes for our spine datasets. The ground truth of
the vertebrae boundaries were manually extracted by two clinical
experts (neurological surgeons) with several years of experience in
spine surgery and afterwards compared with the automatic
segmentation results of the proposed scheme yielding an average
Dice Similarity Coefficient (DSC) [8] and [9] of 90.9762.2%.
Diseases of the spine are quite common, especially due to
degenerative changes of the ligamentary and ossuary structures.
With increasing stenosis of the spinal cord the limitations of the
patients in all-day life worsen and the current development of the
population’s structure leads to a growing part of older patients with
a more frequent insistence for surgical treatment [10], [11] and
[12]. When making the decision for adequate procedure neuro-
imaging plays a main role for estimating the dimension of surgical
treatment. MRI-imaging of course is particularly suitable for the
assessment of spinal structures such as nerve roots, intervertebral
discs and ligamentary constitution without radiation exposure.
Nevertheless, certain changes of the vertebra due to osteoporosis,
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fractures or osteophytes require an evaluation of the bone structures
via Computed Tomography (CT)-scan including radiation exposure
[13] and [14]. With our series of patient datasets we try to illustrate
the capability of MRI-segmentation to reconstruct the vertebral
body without x-ray examination. Consequently, the numbers of
pre-operative examinations can be reduced affecting radiation
exposure costs and time-management.
For vertebrae segmentation several algorithms have been
proposed in the literature. 2D segmentation approaches are
mostly applied to manually identified, best suitable cross-sections
[15], [16], [17] and [18]. Automatic selection of best slice was
done by Peng et al. [19] and independent segmentation of the
vertebral bodies have been done by Michopoulou et al. [15] and
Carballido-Gamio et al. [18]. Thereby, the approach from Huang
et al. [18] uses normalized cut algorithm with Nystro¨m
approximation and achieves Dice Similarity Coefficients for six
patients of about 93%–95%. The method from Michopoulou et al.
[15] uses atlas registration of intervertebral disks, and provides
DSC between 84% and 92%. The methods from Shi et al. [16]
and Peng et al. [19] are both top-down approaches and Shi et al.
use statistical pattern recognition for spinal cord extraction. A
manually defined window is used as initialization for disk
detection, and this window slides along the detected spinal cord.
The authors report 96% detection rate. Peng et al. [19] do a fully
automatic analysis of the whole-spine MR images. Disk clues are
located by convolving a disk model with an entire MR image and
a polynomial line is fit to those clues. The polynomial line has an
intensity profile along which extrema indicate possible disks or
vertebral bodies. It was tested on five datasets, with 100%
vertebral body detection and about 95% vertebral body corner
detection. Huang et al. [17] have performed the segmentation in
three stages: AdaBoost-based vertebra detection, detection refine-
ment via robust curve fitting, and vertebra segmentation by an
iterative normalized cut algorithm. DSC was around 95%. This
method could be called hybrid: it uses bottom-up approach for
detecting vertebral body centers, but then it uses a top-down
approach to segment vertebral bodies.
In contrast to the 2D approaches, 3D approaches mostly rely on
user initialization. To extract the approximate spine position Yao
et al. [20] use Hounsfield values and Klinder et al. [21] use CT rib
cage segmentation method. The methods from Stern et al. [22],
Weese et al. [23] and Hoad et al. [24] segment vertebrae
independently. A very tedious initialization was used from Hoad et
al., and manual corrections applied afterwards. The segmentation
from Stern et al. is performed by optimizing the parameters of a
3D deterministic model of the vertebral body, aiming at the best
alignment of the deterministic model and the actual vertebral body
in the image. The authors estimated a 61% success rate for MRI
and 84% for CT. Weese at al. use polygonal vertebra model and
manual initialization. Internal energy reflects statistical shape, and
external energy relies on image gradients. Method iterations
consist of a surface detection step and a mesh reconfiguration step.
The authors report 0.93 mm as the mean segmentation error.
Top-down approaches are presented by Yao et al. [20], Ghebreab
et al. [25] and Klinder et al. [21], i.e. they start from global
position and approximate shape of the spine, and use that
information to better fit segmentation surfaces to actual vertebrae
in the images. Yao et al. focus on routine chest and abdominal CT
images. The spinal canal is extracted using a watershed algorithm
and directed acyclic graph search. The vertebrae are segmented
by using a four-part vertebra model. The spinal column was
correctly partitioned in 67 out of 69 cases. Ghebreab et al. use
manual initialization for first vertebra and global spine shape. It
uses B-spline surfaces with 12612 control points for surface
representation. It uses statistical spine shape for initializing
segmentation of an adjacent vertebra. The mean shapes of four
different lumber vertebrae are independently constructed. The
method was tested on six CT images, but execution time and
precision were not given. Klinder et al. initialized the global spine
position by an automated rib cage segmentation method. A
statistical constellation model for vertebrae is applied on a global
Figure 1. Principle workflow of a segmentation scheme for Glioblastoma multiforme (GBM) in 3D. A polyhedron (left) is used to set up a
3D graph. Then, the graph is used to segment the GBM in a Magnetic Resonance Imaging (MRI) dataset.
doi:10.1371/journal.pone.0031064.g001
Figure 2. Intercolumn arcs that have been constructed with
different delta values: Dr = 0 (left), Dr = 1 (middle) and Dr = 2
(right).
doi:10.1371/journal.pone.0031064.g002
Figure 3. Basic concept of a cut (green) of intercolumn arcs
between two rays for a delta value of one (Dr = 1). Left and
middle: same cost for a cut (2N‘). Right: higher cost for a cut (4N‘).
doi:10.1371/journal.pone.0031064.g003
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scale to obtain an approximate position of individual vertebrae.
Local adaptations of each vertebra are similar to the approach
from Weese et al. The method was evaluated on ten thoracic CT
datasets. The segmentation error was 1.060.3 (m6s mm).
Some 2D methods avoid usage of computationally expensive
operations and keep execution times within a few seconds [15] and
[17]. Others have longer running times: forty seconds [16] and
one minute [18]. Peng et al. [19] do not provide execution time.
All existing 3D approaches have long running times: 1–15 minutes
[22], 5–10 minutes [24], a few minutes [23] and for [21] similar to
or more than [23] (not explicitly stated). Yao et al. [20] and
Ghebreab et al. [25] do not provide execution time.
The paper is organized as follows. Section 2 presents the details
of the proposed algorithm. Section 3 discusses the results of our
experiments. Section 4 concludes the paper and outlines areas for
future research.
Methods
The proposed segmentation algorithm starts by setting up a
directed graph from a user-defined seed point that is located inside
the object to be segmented. The basic principle was recently
developed and used by the authors for a medical software system
for volumetric analysis of different cerebral pathologies –
glioblastoma multiforme (GBM) [26], pituitary adenomas [27]
and cerebral aneurysms [28] – in MRI datasets [29]. However,
these cerebral pathologies were spherical or elliptical shaped 3D
objects [30] and therefore the segmentation scheme was not
appropriate for our spine datasets. For better understanding of this
paper the overall principle for GBM segmentation with a sphere
template is presented in Figure 1: a polyhedron (left) is used to set
up a 3D graph. Then, the graph is used to segment the GBM in a
Magnetic Resonance Imaging (MRI) dataset.
To set up the graph, points are sampled along rays that are sent
through the contour of a square template. The sampled points are
the nodes n[V of the graph G(V, E) and e[E is the corresponding set
of arcs. There are arcs between the nodes and arcs that connect the
nodes to a source s and a sink t to allow the computation of a s-t cut
(note: the source and the sink s, t[V are virtual nodes). The arcs
,vi,vj.[E of the graph G connect two nodes vi,vj. There are two
types of ‘-weighted arcs: z-arcs Az and r-arcs Ar (Z is the number of
sampled points along one ray z= (0,…,Z21) and R is the number of
rays sent out to the contour of an object template r = (0,…,R21)),
where V(xn,yn) is a neighbor of V(x,y) – in other words V(xn,yn) and
V(x,y) belong to two adjacent rays [31] and [32]:
Az~fSV (x,y),V (x,y{1)Tjyw0g
Ar~fSV (x,y),V (xn, max (0,y{Dr))Tg
ð1Þ
The arcs between two nodes along a ray Az ensure that all nodes
below the contour in the graph are included to form a closed set
(correspondingly, the interior of the object is separated from the
exterior in the data). The arcs Ar between the nodes of different
rays constrain the set of possible segmentations and enforce
smoothness via the parameter Dr. The arcs for different delta
values are presented in Figure 2: Dr = 0 (left), Dr = 1 (middle) and
Dr = 2 (right). The larger this parameter Dr is, the larger is the
number of possible segmentations. In Figure 3 the basic concept of
a cut (green) of intercolumn arcs between two rays for Dr = 1 is
presented. For the graphs on the left side and the middle the costs
Figure 4. The principle graph construction for a square. A: square template defined by four corners. B: nodes set up with the square template.
C: z-arcs Az along the rays. D: r-arcs Ar between the rays (Dr = 0). E: r-arcs Ar between the rays (Dr = 1).
doi:10.1371/journal.pone.0031064.g004
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for a cut (2N‘) are the same. However, for a cut like shown on the
right side of Figure 3 the costs are higher (4N‘).
After graph construction, the minimal cost closed set on the graph
is computed via a polynomial time s-t cut [33]. The s-t cut creates an
optimal segmentation of the object under influence of the parameter
Dr that controls the stiffness of the resulting contour. A delta value of
zero ensures that the segmentation result has exactly the form of the
predefined template (square) – and the position of the template
depends on the best fit to the image’s texture. The weights w(x,y) for
every arc between v[V and the sink or source are assigned in the
following manner: weights are set to c(x,y) if z is zero; otherwise they
are set to c(x,y)2c(x,y21), where c(x,y) is the absolute value of the
intensity difference between an average texture value of the desired
object and the texture value of the pixel at position (x,y) – for a
detailed description, see [34], [35], [36] and [37]. The average grey
value that is needed for the calculation of the costs and the graph’s
weights is essential for the segmentation result. Based on the
assumption that the user-defined seed point is inside the object, the
average gray value can be estimated automatically. Therefore, we
integrate over a small square T of size d centered around the user-






The principle of the graph construction for a square is shown in
Figure 4. Image A of Figure 4 shows the square template that is
used to set up the graph. Image B presents the nodes that have
been sampled along the rays that have been sent through the
template’s surface. Note that the distances between the nodes of
one ray correlate with the distances between the template’s center
point (or for a later segmentation, the user-defined seed point) and
the template surface. In other words, for every ray we have the
same number of nodes between the center point and the object’s
border, but the length is different. In the images C, D and E,
different ‘-weighted arcs are shown: C: the z-arcs Az along the
single rays, D: the r-arcs Ar between rays with a delta value of
Dr = 0. E: same as D only with a delta value of Dr = 1.
Setting up the nodes of the graph with the user-defined template
is the most difficult step of the proposed algorithm. Generating the
arcs between the nodes and the source and the sink node is
straightforward: there are the ‘-weighted arcs that depend on the
geometry (intra column arcs) and the delta value (inter column
arcs) used for the graph, and there are arcs that connect the nodes
to the source s and the sink t. These arcs depend on the gray values
of the nodes they connect – or rather they depend on the gray
value difference to an adjacent node. To integrate the user-defined
template into the construction of the graph, we need the
coordinates in 2D describing the object that we want to segment
(e.g. for a square the corner points of the square, see Figure 4 A).
Using these coordinates, the center of gravity of the object is
calculated, and the object is normalized with the maximum
diameter, or rather with the coordinate that has the maximum
distance to the center of gravity. After the user defines a seed point
in the image, the normalized object is constructed with its center of
gravity point located at the user-defined seed point. Then, rays are
sent out radially from the seed point through the contour of the
normalized object. To calculate the intersection points of the rays
with the object, the object’s contour has to be closed. In our
implementation, the user has to provide the object’s contour as 2D
Table 1. Comparison of manual and automatic segmentation
results for nine vertebrae via the Dice Similarity Coefficient
(DSC).
No. Volume of vertebrae (mm
3) Number of voxels DSC (%)
manual automatic manual automatic
1 417.236 378.662 1709 1551 90.78
2 438.721 397.705 1797 1629 90.83
3 461.914 427.49 1892 1751 88.99
4 457.275 439.453 1873 1800 92.02
5 510.498 490.723 2091 2010 93.05
6 430.908 481.201 1765 1971 87.37
7 404.541 402.832 1657 1650 90.35
8 414.795 377.686 1699 1547 90.39
9 247.803 242.92 1015 995 94.93
doi:10.1371/journal.pone.0031064.t001
Table 2. Summary of results: minimum, maximum, mean m
and standard deviation s for manual and automatic spine
segmentation.
Volume of vertebrae (mm3) Number of voxels DSC (%)
manual automatic manual automatic
min 247.803 242.92 1015 995 87.37
max 510.498 490.723 2091 2010 94.93
m+s 420.41+72.22 404.3+72.98 1722 1656 90.97+2.2
doi:10.1371/journal.pone.0031064.t002
Figure 5. Overall workflow of the segmentation algorithm. A rectangle shape is used to set up a graph. The constructed graph is then used to
segment the vertebrae in a Magnetic Resonance Imaging (MRI) scan.
doi:10.1371/journal.pone.0031064.g005
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Figure 6. Example for smoothing a vertebra segmentation result. Left: 2D vertebra segmentation (red) of a Magnetic Resonance Imaging
(MRI) dataset with a square template (number of rays = 30, number of nodes sampled per ray = 30 and delta value Dr = 4). Right: nodes smoothed with
a [0.25 0.5 0.25] kernel (one iteration).
doi:10.1371/journal.pone.0031064.g006
Figure 7. Segmentation of a rectangle where parts of the border are missing. Left: object to segment (black). Middle: user-defined seed
point for the square-based segmentation (blue). Right: segmentation result (red). Note: even the missing corner in the lower right could be
reconstructed.
doi:10.1371/journal.pone.0031064.g007
Figure 8. Example of a spine dataset and a user-defined seed point inside a vertebra of this dataset. Left: sagittal view of a Magnetic
Resonance Imaging (MRI) spine dataset. Right: location of a user-defined seed point (white) inside a vertebra.
doi:10.1371/journal.pone.0031064.g008
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coordinates ordered in clockwise direction, so we just have to
connect the points one after the other and finally connect the last
point with the first point to get a closed 2D contour.
The interception point of one ray with the object provides the
distance between the nodes for this ray, because all rays have the
same number of nodes from the center of gravity point to the
intersection with the contour. For intersections that are located
closer to the center of gravity point we get smaller distances, and
for intersections that are located farer away from the center of
gravity point we get larger distances. Calculating the intersection
of a ray with a 2D object is straightforward, since it is simply a
line-line intersection. One line is the actual ray and the other line
is one straight line between two points of the predefined
template.
Results
To implement the presented segmentation algorithm, the
MeVisLab-Platform (available: http://www.mevislab.de, accessed:
2012 Jan 2) has been used; the algorithm has been implemented in
C++ as an additional MeVisLab-module. Although the foci of the
prototyping platform MeVisLab are medical applications, it is
possible to process images from other fields. Even when the graph
was set up with a few hundred rays and hundreds of nodes where
Figure 9. Step-by-step construction of a graph and the segmentation of a vertebra. A: seed point (white) and corners of a square template
(magenta). B: intersection points where the send out rays cut the square template (green). C and D: sampled nodes for the graph (blue). E:
segmentation results (red).
doi:10.1371/journal.pone.0031064.g009
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sampled along each ray, the overall segmentation (sending rays,
graph construction and mincut computation) for our implemen-
tation took only a few seconds on an Intel Core i5-750 CPU,
462.66 GHz, 8 GB RAM, Windows XP Professional x64
Version, Version 2003, Service Pack 2.
For 2D evaluation, we used several synthetic and real images.
From the clinical routine we had more than 14 datasets from over
12 patients available for testing. The overall workflow of the
introduced segmentation algorithm is presented in Figure 5 (from
left to right): a rectangle shape is used to set up a graph and the
constructed graph is used to segment the vertebrae in a Magnetic
Resonance Imaging scan.
The ground truth of the vertebrae boundaries were manually
extracted by two clinical experts (neurological surgeons) with
several years of experience in spine surgery and afterwards
compared with the automatic segmentation results of the proposed
scheme yielding an average Dice Similarity Coefficient of
90.9762.2% (Table 1 and Table 2). The Dice Similarity
Coefficient is a measure for spatial overlap of different segmen-
tation results and is commonly used in medical imaging studies to
quantify the degree of overlap between two segmented objects A





The Dice Similarity Coefficient is the relative volume overlap
between A and R, where A and R are the binary masks from the
automatic A and the reference R segmentation. V (:) is the
volume (in mm3) of voxels inside the binary mask, by means of
counting the number of voxels, then multiplying with the voxel
size. Tables 1 and Table 2 provide detailed results for several
vertebrae areas of a MRI spine dataset that have been
segmented with the presented algorithm. Table 1 shows the
segmentation results for: volume of vertebrae (mm3), number of
Figure 10. 3D visualization of a Magnetic Resonance Imaging (MRI) spine dataset with a graph that has been used to segment one
vertebra: intracolumn arcs (blue) and intercolumn arcs (red) with 20 rays, 20 sampled nodes per ray and a delta value of two
(Dr = 2).
doi:10.1371/journal.pone.0031064.g010
Figure 11. 2D vertebrae segmentation (yellow) of a Magnetic Resonance Imaging (MRI) dataset with a square template (number of
rays =30, number of nodes sampled per ray=30 and delta value Dr = 4).
doi:10.1371/journal.pone.0031064.g011
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voxels and Dice Similarity Coefficient for nine vertebrae areas.
In Table 2, the summary of results: minimum, maximum, mean
m and standard deviation s for the nine vertebrae from Table 1
are provided. For the automatic segmentation we used the same
parameter set for all vertebrae: 30 rays, 30 nodes sampled per
ray and a delta value of four (Dr = 4).The maximal length of the
rays that have been sent out from the user-defined see point has
been 35 mm. Furthermore we used a [0.25 0.5 0.25] kernel (one
iteration) to smooth the resulting nodes that have been
calculated (Figure 6).
Figure 13. Direct comparison of an automatic segmentation with a manual segmentation. Upper right: manual segmentation mask of a
vertebra (green). Lower left: automatic segmentation mask (red). Lower right: superimposed segmentation masks (manual and automatic).
doi:10.1371/journal.pone.0031064.g013
Figure 12. 2D vertebrae segmentation (red) of a Magnetic Resonance Imaging (MRI) dataset with a square template (number of
rays =30, number of nodes sampled per ray=30 and delta value Dr = 4).
doi:10.1371/journal.pone.0031064.g012
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In Figure 7 the segmentation of a rectangle where parts of the
border are missing is presented. On the left side of Figure 7 the
object that has to be segmented (black) is shown. In the middle
image the user-defined seed point (blue) for the square-based
segmentation has been placed. The segmentation result (red) is
shown in the rightmost image, whereby even the missing corner –
in the lower right – has been reconstructed by the segmentation
approach. For the segmentation we used the following parameter
set: the number of rays was set to 30, the number of nodes sampled
per ray was 100 and the delta value Dr was set to one.
Figure 8 shows on the left side a sagittal view of a MRI spine
dataset. On the right side of the Figure 8 an user-defined seed
point (white) has been set inside a vertebra. Figure 9 presents now
step-by-step the construction of a graph and the segmentation of
the vertebra of Figure 8:
A: seed point (white) and corners of a square template
(magenta)
B: intersection points where the send out rays cut the
square template (green)
Figure 14. Example how the ‘-weighted arcs Ar (controlled via the delta value Dr) affect the segmentation performance. A: initial
seed point (white) and corners of the square template (yellow). B–H: segmentation results (red) for different delta values Dr = 0,…,Dr = 6 (number of
rays = 30, number of nodes sampled per ray = 40 and diameter = 40 mm).
doi:10.1371/journal.pone.0031064.g014
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C and D: sampled nodes for the graph (blue)
E: segmentation results (red)
A 3D visualization of a MRI spine dataset with a graph that has
been used to segment one vertebra is displayed in Figure 10. The
intracolumn arcs of the graph are drawn in blue and the
intercolumn arcs are drawn in red. The following parameter
settings have been used for graph construction: 20 rays, 20
sampled nodes per ray and Dr = 2.
The segmentation results for several vertebrae of patients are
shown in Figure 11 and Figure 12. The segmentations have been
performed in 2D with a standard square template. Although most
sides of the vertebrae are curved inwards and some vertebrae are
rotated in Figure 11, the segmentation results for a square
template are already reasonable. Furthermore, we have used the
same parameter set for all vertebrae in Figure 11 and Figure 12,
which means that the same number of rays (30), the same number
of nodes sampled per ray (30) and the same delta value (Dr = 4) for
all segmentations have been used for both datasets.
Figure 13 shows the segmentation results in form of a mask for a
vertebra. The original dataset is presented in the upper left of Figure 13.
The manual segmentation mask of a vertebra (green) is shown in the
upper right image. The lower left image presents the result of the
automatic segmentation (red). Finally, the lower right image shows the
superimposed manual and automatic segmentation masks.
Figure 14 shows an example how the ‘-weighted arcs Ar
(controlled via the delta value Dr) affect the segmentation
performance. Image A in Figure 14 presents the initial seed point
in white inside a vertebra of a MRI spine dataset. Image A also
presents the corners of the square template in yellow that has been
set up with a diameter of 40 mm around the seed point. The images
B-H of Figure 14 show the segmentation results in red for different
delta values Dr = 0,…,Dr = 6 whereby the number of rays (30) and
the number of nodes sampled per ray (40) have not been changed.
Figure 15. Vertebrae segmentation with the GrowCut approach. The images on the left side (A, C and E) show examples for a manual
initialization of the algorithm: vertebra (green) and background (yellow). The images on the right side (B, D and F) present the corresponding
segmentation results (green).
doi:10.1371/journal.pone.0031064.g015
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In image B the delta value is zero (Dr = 0) and therefore the resulting
contour is a square, because the cut has to be on the same node
level. The position of the square depends only on the gray values
and edges of the image. The delta value in image C was set to one
(Dr = 1) and therefore the cut has more options and must not be on
the same node level. As you can see in image C the resulting contour
(red) already fits to the lower and upper border of the vertebra.
However, the delta value is still too small – and therefore the
possible resulting contours are to stiff – to segment the whole
vertebra (see the left and right border of the vertebra). With a delta
value of two (Dr = 2) used to get the segmentation result in image D,
the flexibility is high enough to segment also the left and right
border of the vertebra. For the next three images E, F and G the
delta values have even been increased: Dr = 3 (E), Dr = 4 (F) and
Dr = 5 (G). These higher delta values enables the cut to return a
more ‘‘detailed’’ contour like the bulge in the upper left corner of
image G. But higher delta values also increase the risk for an over-
segmentation. That happened for a delta value of six (Dr = 6) in the
last image H, where the upper border of the segmentation result
already returns the lower border of an adjacent vertebra.
As stated in the background paragraph, there have been
published several methods – like deformable models and statistic
approaches – for vertebra segmentation in the literature. All
papers present detailed segmentation results and in almost all cases
the computational time for their algorithms is also provided, which
seem both – segmentation and time – to be similar to our results.
Therefore, we decided to compare and discuss our approach with
an interactive multi-label N-D image segmentation method called
GrowCut from Vezhnevets and Konouchine [38]. To the best of
our knowledge there has nothing been published about using
GrowCut for spine segmentation. For testing GrowCut with our
datasets we used an implementation that is freely available as an
module for the medical platform 3DSlicer [39] and [40]. 3DSlicer –
or Slicer – is a free, open source software package for visualization
Figure 16. As for Figure 15, vertebrae segmentation with the GrowCut approach. The images on the left side (A, C and E) show examples
for a manual initialization of the algorithm: vertebra (green) and background (yellow). The images on the right side (B, D and F) present the
corresponding segmentation results (green).
doi:10.1371/journal.pone.0031064.g016
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and image analysis primarily used in the medical domain and has
been developed by the Surgical Planning Laboratory (SPL) of the
Brigham and Women’s Hospital in Boston. To use GrowCut for
vertebra segmentation the user has to label a part of the vertebra
and a part of the background with a simple brush tool.
Figure 15 and Figure 16 present vertebrae segmentations with the
GrowCut approach. The images on the left side (A, C and E) show
examples for a manual initialization of the algorithm with the
vertebrae in green and the background in yellow. The images on the
right side (B, D and F) present the corresponding segmentation
results in green. As you can see in Figure 15 the GrowCut algorithm
can provide very precise results for a careful initialization. However,
for a rougher initialization it can provide not satisfactory results as
you can see in Figure 16 – at least for Figure B and F. We did not do
an exact evaluation with the Dice Similarity Coefficient for the GrowCut,
because the segmentation results depend on the user initialization.
But we can already tell that for someone who knows the algorithm
and knows how to deal with the initialization, theDSCwill be around
ninety percent compared with a pure manual segmentation. A big
advantage of the GrowCut – at least for the implementation we tested
– is that a user doesn’t have to define any parameters. In contrast,
our approach has parameters which you have to deal with, but for
someone who is used to the algorithm that can be handled. A
disadvantage for the GrowCut is the time consuming and precise
initialization you sometimes need to archive good results. In contrast,
our approach only needs one centered seed point inside the vertebra.
Discussion
In this contribution, we have presented a template-based
segmentation scheme for 2D objects. To the best of our
knowledge, this is the first approach where the nodes of a
graph-based algorithm have been arranged according to a
predefined square template in a non-uniform and a non-
equidistant manner on an image. Using this new type of
segmentation algorithm, it is even possible to reconstruct missing
corners in an object. In addition, the scaling of an object is
irrelevant for the presented method. Experimental results for
several 2D images based on Magnetic Resonance Imaging datasets
consisting of vertebrae have indicated that the proposed algorithm
requires very less computing time and gives already reasonable
results even for a very simple cost function.
There are several areas of future work. For example, the cost
function for the weights can be improved. Another possibility is to
increase the sampling rate for the nodes near an object’s border,
because with an equidistant sampling rate (along the rays), there are
more nodes near the user-defined seed point and less nodes going
farther out. The user-defined seed point position that is located
inside the object is also an issue that has to be analyzed in the future,
e.g. for some images the seed point has to be chosen very carefully.
In general, the presented approach provides better results if the seed
point is located closer to the center of the vertebra and our method
will fail or perform bad if the seed point is located very close to the
border of the vertebra. One option to improve the presented
algorithm is performing the whole segmentation iteratively: after
segmentation has been performed, the center of gravity of the
segmentation can be used as a new seed point for a new
segmentation and so on. This might lead to more robustness with
respect to the initialization. Furthermore, we plan to integrate our
manual refinement method that takes advantage of the basic design
of graph-based image segmentation algorithms [41] and [42].
Moreover, we want to enhance our segmentation algorithm to 3D.
Possible is a cube template like shown in Figure 17.
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Background OpenIGTLink is a new, open, simple and extensible network
communication protocol for image-guided therapy (IGT). The protocol provides
a standardized mechanism to connect hardware and software by the transfer of
coordinate transforms, images, and status messages. MeVisLab is a framework
for the development of image processing algorithms and visualization and
interaction methods, with a focus on medical imaging.
Methods The paper describes the integration of the OpenIGTLink network
protocol for IGTwith the medical prototyping platform MeVisLab. The integra-
tion of OpenIGTLink into MeVisLab has been realized by developing a software
module using the C++ programming language.
Results The integration was evaluated with tracker clients that are available
online. Furthermore, the integration was used to connect MeVisLab to Slicer and
a NDI tracking system over the network. The latency time during navigation with
a real instrument wasmeasured to show that the integration can be used clinically.
Conclusions Researchers using MeVisLab can interface their software to
hardware devices that already support the OpenIGTLink protocol, such as
the NDI Aurora magnetic tracking system. In addition, the OpenIGTLink mod-
ule can also be used to communicate directly with Slicer, a free, open source
software package for visualization and image analysis. Copyright © 2012 John
Wiley & Sons, Ltd.
Keywords OpenIGTLink; MeVisLab; image-guided therapy; surgical navigation;
system; slicer
Introduction
Image-guided therapy (IGT) represents the use of medical images obtained
either during or prior to a treatment, based on the assumption that knowledge
of the location and orientation of a therapeutic process will allow a more specific
therapy (1). In the past few years, image-guided therapy has been successfully
applied to many different clinical applications including aneurysm surgery (2),
deep brain stimulation (DBS) (3,4), robotic radiation delivery for the treatment
of liver metastases (5), biopsy (6,7), and radiotherapy (IGRT) of prostate cancer
(8). Locating surgical tools relative to the patient’s body by using position and
orientation tracking systems is now common. This can be achieved with optical
(9), electromagnetic (10) or ultrasonic (11,12) sensors. Furthermore, this can
also be achieved with image acquisition using real-time ultrasound, computed
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tomography (CT) or magnetic resonance imaging (MRI).
For visualization and guidance, this localization and image
information is transferred from acquisition devices to navi-
gation software. However, among the devices and the
software in the operating room (OR) environment, stan-
dardization of communication is still a common issue in
image-guided therapy (13). Furthermore, with the in-
creasing number of medical software applications being
developed by researchers worldwide under different
medical (prototyping) environments, such as Slicer
(14), MeVislab (15), OsiriX (16), the XIP-Builder (17)
– and the previous version of the XIP-Builder, the Rad-
Builder (18,19) – standardization of information and
communication technology is of increasing importance
in order for these research applications to robustly interact
with the devices in the operating room. Such standardiza-
tion will also enable communication and information
exchange between applications that have been developed
for different medical environments; it will allow different
research teams to work together to collaboratively solve
open image-guided therapy problems while using their
individual software development platforms. Furthermore,
there has been a strong demand for communication stan-
dards among devices and navigation software with increas-
ing research on robotic devices that support image-guided
interventions to allow sharing of information such as target
positions, images and device status. In order to tackle this
problem, Tokuda et al. (20) defined an open, simple and
extensible peer-to-peer network protocol for IGT called
OpenIGTLink.
The advantage of OpenIGTLink is its simple specification,
initially developed through a collaboration of academic,
clinical and industrial partners for developing an integrated
robotic system for MRI-guided prostate interventions (21).
It was designed for use in the application layer on the
TCP/IP stack, allowing researchers to develop a prototype
system that integrates multiple medical devices using the
standard network infrastructure. Unlike existing intercon-
nection standards for medical devices, e.g. ISO 11073/IEEE
1073 Standard for Medical Device Communication (22),
CANOpen (EN 50 325–4) (23), Controller-Area Network
(CAN) (ISO 118 988) (24), and Medical Device Plug-and-
Play (MD PnP) (25), the OpenIGTLink protocol itself does
not include mechanisms to establish and manage a session.
It only defines a set ofmessages, which is theminimumdata
unit of this protocol. An OpenIGTLink message contains all
information necessary for interpretation by the receiver.
The message begins with a 58-byte header section, which
is common to all types of data, followed by a body section.
The format of the body section varies by the data type that
is specified in the header section. Since any compatible
receiver can interpret the header section, which contains
the size and the data type of the body, every receiver
can gracefully handle any message, even those with an
unknown data type, by ignoring incompatible messages
without the system crashing. Hence, this two-section struc-
ture allows developers to define their own data types while
maintaining compatibility with other software that cannot
interpret their user-defined data types. This simple message
mechanism eases the development of OpenIGTLink inter-
faces and improves compatibility, thus it is suitable for
prototyping a clinical system consisting of multiple devices
and software connected via standard TCP/IP network. For
a detailed description of the standard data types, see the
publication of Tokuda et al. (20). Further information is
available on the web page provided by the National Alliance
for Medical Image Computing (NA-MIC) (26).
In this paper, we present the integration of OpenIGTLink
with themedical prototyping platformMeVisLab. MeVisLab
is a framework for the development of image processing
algorithms and visualization and interaction methods,
with a focus on medical imaging. The integration of
OpenIGTLink into MeVisLab has been realized by devel-
oping a software module in the C++ programming
language. As a result, researchers using MeVisLab now
have the possibility to connect to hardware devices that
already support the OpenIGTLink protocol, such as the
NDI Aurora magnetic tracking system. In addition, the
OpenIGTLink module can also be used to communicate
directly with Slicer, a free, open source software package
for visualization and image analysis. The integration has
been tested with tracker clients available online. Moreover,
the integration was used to connect MeVisLab to Slicer and
a commercial NDI tracking system over the network.
Material and Methods
This section describes our approach for integrating
OpenIGTLink with MeVisLab.
Thereby, the integration has been realized as a client–
server model. A client–server model is a distributed applica-
tion where a resource or service is provided by a server to a
resource or service requester which is called the client. The
basic concept of OpenIGTLink and the interaction of Open-
IGTLink with different devices is shown in Figure 1. Image-
guided therapy often relies on communication among
sensors, devices and computers. For example, an intrapro-
cedural imaging scanner, e.g. MRI (see upper right image
in Figure 1) transfers real-time images to navigation soft-
ware (see upper left image in Figure 1) to allow the
clinicians to monitor the progress of the procedure;
positions of surgical instruments are tracked by an optical
position sensor device (see lower left image in Figure 1)
and transferred to navigation software to indicate where
those instruments are with respect to pre-procedural
images; a robotic interventional assistance device (see
lower right image in Figure 1) receives commands from
navigation software and returns the current position of its
end-effector or the current status of the device as feed-
backs. Keeping Figure 1 in mind, the overall workflow of
the OpenIGTLink/MeVisLab integration starts with the
image data (see Figure 2). The image data is provided to a
user-defined MeVisLab network. To load image data into a
user-defined MeVisLab network, several modules such as
OpenImage or ImageLoad exist that allow us to process
various image formats, including the standard format for
J. Egger et al.
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medical image data, called DICOM (Digital Imaging and
Communications in Medicine, http://medical.nema.org).
Besides the data fields (for example information about the
images and diagnostic findings) DICOM also defines the
syntax and semantic of commands and messages between
DICOM compatible hardware. Nowadays, DICOM is the
most widely used format for medical image data for
communication between commercial software, open-source
software, and devices/imaging systems. To continue proces-
sing the loaded image data, MeVisLab offers a collection of
modules, such as image processing modules, visualization
modules and also ITK (Insight Toolkit) (http://www.itk.
org) modules (27). In addition, MeVisLab allows users to
integrate their own modules, for example, under Microsoft
Figure 2. The overall workflow of the presented system, starting with the image data and finishing with the end of Image Guided-
Therapy (IGT)
Figure 1. The basic concept of OpenIGTLink (see also http://www.na-mic.org/Wiki/index.php/OpenIGTLink)
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Visual Studio in C++. For integration of the OpenIGTLink
protocol withMeVisLab, a newmodule has been developed.
As shown in Figure 2, the OpenIGTLink module handles the
data exchange between MeVisLab and an external device
such as a robot controller or 6-DOF position and orientation
tracker. During the data exchange, different types of infor-
mation such as the status, the image data or the position
coordinates are transferred via the OpenIGTLink protocol.
The overall workflow of Figure 2 concludes with the end
of the IGT procedure.
The following sections describe the implementation of
the OpenIGTLink module under MeVisLab in detail. The
module has been realized as an image processing module
(ML) under MeVisLab and the basic source code has been
created with the Project Wizard from MeVisLab.
Implementation of the Constructor
The following code example characterizes how the con-
structor of the OpenIGTLink module has been implemen-
ted. The initialization Module(1, 1) in the header of the
constructor implementation indicates the number of input
and output image connections for the OpenIGTLink
module. In our example, we have one input and one
output image connection. However, this is not a fixed
number, and if a different number is required, the genera-
tion of more input and output connections is also possible.
ML_TRACE_IN is a status and tracing macro that is set up
by default if the Project Wizard of MeVisLab is used for
generating the basic source code for a user’s own module.
The OpenIGTLink module provides several GUI compo-
nents including an input field for the network port and a
button to start listening to the client and setting up the
TCP connection. To implement those components, we first
suppress calls of the handleNotification function (see next
code example) on field changes and to avoid side effects
during the initialization phase, we obtain a pointer to
the container of all the module’s fields. Then, we create
different fields, e.g. for the port and the start button. For
visualization and further processing of the received data
through the OpenIGTLink connection, we additionally
create and add an output field for the data of the client
(in this case the transformation data). Finally, the calls
of the handleNotification function on field changes is






status and tracing macro
// suppress calls of handleNotification on field
changes to avoid side effects during initialization
phase
handleNotificationOff();
// get a pointer to the container of all the module's
fields
FieldContainer *fields = getFieldContainer();
. . .




// create and add an output field for the transfor-
mation data of the client








Handling Notifications of the
OpenIGTLink Module
The next code example describes how the important parts
of the handleNotification function for the OpenIGTLink
module can be implemented. The handleNotification func-
tion is called on user interactions, e.g. the start button.
However, the function is not called when new data is
available through the OpenIGTLink mechanism, that is
handled inside the handleNotification function when the
start button has already been pressed. Just as with the
constructor, ML_TRACE_IN is a status and tracing macro
that is set up by default if the ProjectWizard fromMeVisLab
is used for generating the basic source code for a user’s own
module. If the start button has been pressed by the user, the
initialization for setting up the connection and the data
transfer is prepared. For example, the user-defined port
value is used to create the server socket. Afterwards, if the
socket is valid – and therefore the client is connected –
the different data types are checked for incoming data.
This procedure follows the standardway of using the Open-
IGTLink library; there are tutorials and a several code
snippets available online (for example, see http://www.na-
mic.org/Wiki/index.php/OpenIGTLink/Library/Tutorial).
To keep the code snippet simple, we only list the if-condition
for the TRANSFORM data type. If the TRANSFORM data
type has been received from the client, the ReceiveTrans-
form function is called with the socket und the message
header (headerMsg) as parameters.
// handle changes of a field
void OpenIGTLink::handleNotification (Field *field)
{
ML_TRACE_IN("OpenIGTLink::handleNotification
()"); // status and tracing macro
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. . .
if (field == _start)
{
int port = _port->getIntValue();
igtl::ServerSocket::Pointer serverSocket;
serverSocket = igtl::ServerSocket::New();




if (socket.IsNotNull()) // if client connected
{
. . .












Processing the TRANSFORM Data Type
The third code example illustrates the implementation of
the ReceiveTransform function that is called to handle and
process the data type TRANSFORM. The function has two
parameters: a socket and the message header that are
passed by the function call inside the handleNotification
function (see previous section and code example). First, a
message buffer is created inside the ReceiveTransform
function to receive the transform data. This procedure
follows the standard method of using the OpenIGTLink
library as is described in the tutorials and complete code
examples available online. Next, the notification of the
transformation field – that has been created inside the
constructor – has to be turned off. Then, the transformation
value received by the client is set to the corresponding
output field of the OpenIGTLink module. Afterwards, the
notification of the transformation field is turned on again.
Accordingly, all inventor sensors are forced to be triggered
and do a refresh on all viewers. An inventor sensor is an
Inventor object that watches for various types of events
and invokes a user-supplied callback function when these
events occur. Additionally, the transformation field is
marked as modified, simulating a change to notify all
auditors of the instance.
// handle and process data type TRANSFORM
int OpenIGTLink::ReceiveTransform(igtl::Socket *
socket, igtl::MessageHeader * header)
{
std::cerr << "Receiving TRANSFORM data type." <<
std::endl;








notification of this field off
_transformation->setMatrix( SbMatrixValue ); //
setting value
_transformation->enableNotify(true); // turning
notification of this field on
// force all inventor sensors to be triggered and do
a refresh on all viewers
SoDB::getSensorManager()->processDelayQueue
(false);
// marks an instance as modified, simulating a change




Description of Modules and
Connections
Figure 3 shows the modules and connections that have
been used for realizing the OpenIGTLink protocol under
the medical prototyping platform MeVisLab. Overall, the
data and communication flow goes from the bottom to
the top. It starts with the OpenImage module which can
be applied by the user to load an image, for example, in
the DICOM format. After the image is loaded it is auto-
matic passed via an output (right triangle (1)) to the
OpenIGTLink module. The main module in the MeVisLab
network is the OpenIGTLink module that has several
inputs (lower area) and outputs (upper area (2)). One
input (the lower left one, triangle (3)) is used for the
image data that is provided by an OpenImage module as
previously described. The transformation data received
from the client is passed on via the third output from
the left (upper row) of the OpenIGTLink module to a
so called SoGroup module. The transformation data
influences a 3D cylinder that is also connected with the
SoGroup module. The SoExaminerViewer module in turn
gets the transformed cylinder and visualizes it in 3D in a
window where several user interactions and settings are
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possible. An additional transform field is used to analyze
the transform data from the client with the decomposed
matrices modules. However, these modules are not neces-
sary for the processing of the client data, because it is
directly available at one of the module’s output. On the
right side of the screenshot of Figure 3, the interface of
the OpenIGTLink module with all its parameter settings
and buttons is shown. The OpenIGTLink module with all
its inputs and outputs is shown in detail in Figure 4, where
the lower two connections are the inputs. For our imple-
mentation, we set up an input for image data and for data
structures. The data structures can be used, for example,
for marker lists – a marker list is a list of MeVisLab XMarker
objects which consists of a 6D Position, a 3D Vector, a Type
and a Name property. The upper four connections are the
outputs of the OpenIGTLink module. One output, for exam-
ple, can be used for the image data that has been received
by the client via the OpenIGTLink protocol. The next
two outputs are OpenInventor outputs that are used to
provide only the rotation or the whole transformation for
the tracker that has been provided by the client over the
OpenIGTLink protocol. Finally, the OpenIGTLink module
in the presented example also has an output connection
for data structures like marker lists or seed points. Figure 3
shows the interface of the OpenIGTLink module with all its
parameters and settings realized as a server, so the tracker
clients could connect to it. We also realized our MeVisLab
integration as a client. Therefore, the MeVisLab integration
connects itself to a sever. We used this integration to
connect to a real tracker system from NDI. However, for
the realization as a client one more parameter has been
used, which was the IP address of the server. For the IP
address we set up an additional field in the interface of
the OpenIGTLink module where the user can define it
manually. After the user starts the client the IP address from
the interface field is passed to the handleNotification func-
tion (see section Handling notifications of the OpenIGTLink
module) and is then used to connect the client socket to
the server.
Specification of the Main Data
Structures
As previous mentioned, we only list the if-condition for
the TRANSFORM data type to keep the code snippet
simple and clear. However, besides the TRANSFORM data
type the OpenIGTLink protocol defines overall five default
types: ‘IMAGE’, ‘POSITION’, ‘STATUS’ and ‘CAPABILITY’.
The main data structures are introduced in the following
paragraph, for a detailed description see the publication of
Tokuda et al. (20). The IMAGE format in the OpenIGTLink
protocol supports 2D or 3D images withmetric information,
including image matrix size, voxel size, coordinate system
type, position and orientation. The POSITION data type is
used to transfer position and orientation information. The
data are a combination of three-dimensional (3D) vector
for the position and quaternion for the orientation.
Figure 3. Modules and connections that have been used for realizing OpenIGTLink under the medical prototyping platform MeVisLab
(see http://www.mevislab.de/)
Figure 4. The OpenIGTLink module with its inputs and outputs
realized as an ML module in C++ under MeVisLab
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Although equivalent position and orientation can be
described with the TRANSFORM data type, the POSITION
data type has the advantage of smaller data size. Therefore
it is more suitable for pushing high frame-rate data from
tracking devices. The STATUS data type is used to notify
the receiver about the current status of the sender. The data
consist of status code in a 16-bit unsigned integer, subcode
in a 64-bit integer, error name in a 20 byte-length character
string, and a status message. The CAPABILITY data type
lists the names of message types that the receiver can
interpret. Although the OpenIGTLink protocol guarantees
that any receiver can at least skip messages with unknown
type and continue to interpret the following messages, it
is a good idea to get the capability information at system
start-up to ensure application-level compatibility of the
various devices (20). All these data structures can be used
for the connection between the OpenIGTLink andMeVisLab
and therefore transfer different information between a
hardware device and MeVisLab based software.
Results
To use the OpenIGTLink library under the MeVisLab
platform (Version 2.1, 2010-07-27 Release), we imple-
mented an ML MeVisLab module in C++ with Microsoft
Visual Studio 2008 (Version 9.0.21022.8 RTM). Figure 5
shows a screenshot of theMeVisLab prototypewhen a client
provides tracker coordinates. The tracker coordinates from
a tracker client are shown in the command window on
the left side of Figure 5. The 3D visualization window in
Figure 5 belongs to a SoExaminerViewer of MeVisLab that
was used to visualize a cylinder whose location is connected
with the tracker coordinates from a tracker client. In our
evaluation, we used the simulator programs that comewith
the OpenIGTLink library. This includes, for example, a
TrackerClient that works as a TCP client and is an example
that illustrates how to send dummy tracking coordinates to
a server. The tracker coordinates from the client could be
displayed in real time with a laptop that has an Intel Atom
Z530 CPU, 1.60GHz, 2GB RAM, Windows Vista Home
Premium x32 Version, Version 2007, Service Pack 1. Note
that even if Microsoft Windows Vista is not officially listed
under the supported platforms of the OpenIGTLink library,
we were able to successfully build, execute and use the
simulator programs also under Windows Vista.
The frame rates for the SoExaminerViewer were mea-
sured with the SoShowFPS module from MeVisLab. The
module was directly connected with the visualization mod-
ule and superimposes the actual frame per second rate into
the rotating tracker. With the introduced laptop configura-
tion, we could achieve 35 fps on the average which is
sufficient for the clinical requirements. The detailed times
(min, max and mean) in milliseconds (ms) for the transfer
and the visualization of 100 packets (via the data type
TRANSFORM) from a tracker client to MeVisLab is
presented in Table 1 (the overall mean and standard devia-
tion was 30.771.79ms). Similar results could be achieved
when we send TRANSFORM data types from the laptop to a
tracker server – NDI tracking system – over a network.
For the transfer and the visualization of 100 packets
we measured 19.281.43ms (min=17.56ms and max=
24.06ms). However, these time results also depend on
the kind of 3D object that is rendered and visualized – as
shown in Figure 5 we visualized a simple cylinder. There-
fore, we also measured the time without transferring the
data to the visualization module, which was 1.48 0.22ms
(min=1.35ms and max=2.86ms).
Discussion
In this contribution, we have described the integration of
the OpenIGTLink network protocol for image-guided
Figure 5. Screenshot of the MeVisLab prototype and a client that provides tracker coordinates
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therapy (IGT) with the medical prototyping platform
MeVisLab. MeVisLab is a non open-source framework for
the development of image processing algorithms and
visualization and interaction methods, with a focus on
medical imaging and the OpenIGTLink protocol is a new,
open, simple and extensible network communication proto-
col for image-guided therapy. The protocol allows users
to transfer transform, image and status messages as a
standardized mechanism to connect software and hard-
ware. To the best of our knowledge, the solution developed
is the first approach to successfully integrate OpenIGTLink
with MeVisLab. Researchers using MeVisLab now have the
possibility to connect to hardware devices that already
support the OpenIGTLink protocol, such as the NDI Aurora
magnetic tracking system (28). The integration has been
testedwith tracker clients that are available online. Another
possible applicationwould be the integration of commercial
FDA-approved surgical navigation system with research
prototype software built on top of the MeVisLab platform
(29). OpenIGTLink communication enables sharing pre-
and intra-operative images as well as instrument tracking
information between two systems online. The presented
integration allows of combination of approved systems
and prototype systems that are still under research. This
means that researchers can explore new image processing
and visualization techniques on MeVisLab in the clinical
environment, while performing standard surgical planning
and image guidance on the commercial system. In fact, an
OpenIGTLink interface has become available as an option
for research sites in a popular FDA-approved surgical
navigation system provided by BrainLAB AG (30).
There are several areas of future work. For example, the
latency and CPU load during image data transfers should be
evaluated under MeVisLab by varying the data size of
images. Moreover, several IGT applications apart from the
already available IGT applications, such as the ultrasound
navigation system, the tracking devices and navigation
software and the MRI-compatible robot system for prostate
intervention, will be available soon and therefore should be
integrated and evaluated using the OpenIGTLink protocol.
Finally, we plan to use the OpenIGTLink protocol for the
communication between Slicer and MeVisLab and test the
proposed solution under different operating systems such
as Linux.
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Kurzfassung. Graphbasierte Verfahren verteilen die Knoten des Gra-
phen gleichma¨ßig und a¨quidistant auf einem Bild. Hinzugefu¨gt wird ein
sog. Smoothness Term, um dem Segmentierungsergebnis eine gewisse
Steifigkeit zu verleihen und es so zu beeinflussen. Diese Vorgehenswei-
se erlaubt dem Cut (Trennung von Objekt und Hintergrund) allerdings
nicht, eine bestimmte (komplexere) Struktur zu bevorzugen, insbeson-
dere, wenn Bereiche des Objekts nicht vom Hintergrund zu unterschei-
den sind. Zur Evaluierung unseres Ansatzes verwendeten wir Magne-
tresonanztomographie (MRT)-Aufnahmen der Wirbelsa¨ule, um die zeit-
aufwendige Schicht-fu¨r-Schicht-Konturierung der A¨rzte zu unterstu¨tzen.
Die quantitative Auswertung erfolgte mit dem Dice Similarity Coefficient
(DSC) und ergab bei einem direkten Vergleich mit manuellen Experten-
segmentierungen einen Wert von 90,97±2,2% fu¨r neun Wirbel (bei einer
Rechenzeit von ca. einer Sekunde).
1 Einleitung
Degenerative Erkrankungen der Wirbelsa¨ule, insbesondere durch Vera¨nderungen
der ligamenta¨ren und ossa¨ren Strukturen, sind weit verbreitet. Die konsekutive
Zunahme der Spinalkanalstenose hat vermehrt Einschra¨nkungen der Patienten
im Alltag zur Folge. Die demographische Entwicklung fu¨hrt zu einem ho¨heren
Anteil a¨lterer Patienten, die eine operative Maßnahme erfahren [1, 2]. Die bild-
gebende Diagnostik der spinalen Strukturen spielt fu¨r die Entscheidungsfindung
der ada¨quaten Therapie und das Ausmaß der operativen Behandlung eine maß-
gebliche Rolle. Die MRT-Bildgebung ist fu¨r die Evaluation spinaler Erkrankun-
gen besonders geeignet, da spinale Strukturen wie Bandscheibengewebe, Nerven-
wurzeln und Bandstrukturen ohne Strahlenbelastung in hoher Auflo¨sung dar-
gestellt werden ko¨nnen. Dennoch ko¨nnen bestimmte ossa¨re Vera¨nderungen der
Wirbelsa¨ule besser u¨ber eine Computertomographie (CT)-Aufnahme diagnosti-
ziert werden, wie es z.B. bei Osteoporose oder Frakturen im Wirbelsa¨ulenbereich
der Fall ist [3]. Mit diesem Beitrag soll die Mo¨glichkeit der MRT-Segmentierung
im Hinblick auf die Rekonstruktion der Wirbelko¨rper demonstriert werden. Dies
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bedeutet eine reduzierte Anzahl von Untersuchungen vor operativen Eingriffen
und Schonung der interdisziplina¨ren Ressourcen bei Vermeidung einer potentiell
gefa¨hrdenden Strahlenbelastung fu¨r den Patienten. In der Literatur finden sich
mehrere 2D-Algorithmen fu¨r die (semi-)automatische Segmentierung von Wir-
beln. Huang et al. [4] nutzten einen normierten Cut-Algorithmus mit Nystro¨m-
Approximation und erzielten einen DSC [5] von 93% bis 95% fu¨r sechs Patienten.
Michopoulou et al. [6] registrierten Bandscheiben mit einem Atlas und erreichten
einen DSC zwischen 84% und 92%. Das Verfahren von Shi et al. [7] ist ein top-
down-Ansatz, der statistische Mustererkennung fu¨r die Ru¨ckenmarksextraktion
verwendet. Ein manuell definiertes Fenster wird hierbei als Initialisierung fu¨r
eine Bandscheibenerkennung eingesetzt, die Autoren berichten u¨ber eine 96%ige
Detektionsrate. Huang et al. [4] und Michopoulou et al. [6] vermeiden aufwendi-
ge Rechenoperationen und brauchen fu¨r eine Segmentierung wenige Sekunden,
der Ansatz von Shi et al. [7] dagegen beno¨tigte ca. 40 Sekunden.
2 Material und Methoden
Das vorgestellte Verfahren la¨sst sich in zwei Schritte unterteilen: Zuerst wird von
einem benutzerdefinierten Saatpunkt aus (der innerhalb des Wirbels liegt) ein
gerichteter 2D-Graph aufgebaut. Dann wird der minimale s-t-Schnitt auf diesem
Graphen berechnet und damit der Wirbel vom Hintergrund getrennt (Abb. 1).
Die Knoten des Graphen werden durch Abtasten von Strahlen gewonnen, die
durch die Kontur einer rechteckigen Vorlage verlaufen (Mittelpunkt der Vorla-
ge ist der Saatpunkt). Die abgetasteten Punkte sind die Knoten n ∈ V vom
Graphen G(V,E), und e ∈ E ist ein Satz von Kanten. Es gibt zwei Arten von
Kantentypen: Kanten, die den Graphen mit einer Quelle s und einer Senke t
verbinden, und Kanten innerhalb des Graphen. Bei den Kanten innerhalb des
Graphen gibt es wiederum mehrere Arten. Die Kanten < vi, vj >∈ E des Gra-
phen G verbinden immer zwei Knoten vi, vj innerhalb des Graphen. Dabei gibt es
unter anderem zwei∞-gewichtete Kanten: z-Kanten Az und r-Kanten Ar. Dabei
ist Z die Anzahl der abgetasteten Punkte entlang eines Strahls z = (0, . . . , Z−1)
und R ist die Anzahl der Strahlen, die durch die Kontur des Rechtecks gesendet
Abb. 1. Prinzipieller Ablauf des Verfahrens: Anhand einer rechteckigen Vorlage wird
der Graph konstruiert und an der Position des benutzerdefinierten Saatpunktes im Bild
positioniert. Anschließend liefert der s-t-Schnitt die Wirbelkontur bzw. Fla¨che zuru¨ck
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werden r = (0, . . . , R − 1), wobei V (xn, yn) ein Nachbarpunkt von V (x, y) ist
(Abb. 2)
Az = {〈V (x, y), V (x, y − 1)〉 | y > 0} (1)
Ar = {〈V (x, y), V (xn,max(0, y −∆r))〉} (2)
Die Kanten zwischen zwei Knoten entlang eines Strahls Az stellen sicher, dass
alle Knoten unterhalb einer Kontur im Graphen in einem closed set enthalten
sind. Die Kanten Ar zwischen den Knoten der unterschiedlichen Strahlen schra¨n-
ken die Anzahl der mo¨glichen Segmentierungen ein und erzwingen eine Gla¨tte
der resultierenden Kontur mit Hilfe eines Parameters ∆r. Je gro¨ßer ∆r ist, de-
sto mehr mo¨gliche Segmentierungen gibt es. Nach der Graphkonstruktion wird
das Closed Set des Graphen mit minimalen Kosten anhand eines s-t-Schnittes
berechnet [8]. Dieser liefert eine optimale Segmentierung des Wirbels unter dem
Einfluss des Parameters ∆r, der die Steifigkeit der Kontur beeinflusst (Abb. 3).
Ein Deltawert von 0 stellt sicher, dass das Segmentierungsergebnis ein Recht-
eck ist. Die Kosten w(x, y) fu¨r die Kanten v ∈ V zur Quelle und Senke werden
folgendermaßen berechnet: Gewichte haben einen Wert von c(x, y), wenn z Null
oder maximal ist, ansonsten c(x, y) − c(x, y − 1), wobei c(x, y) der Betrag der
Differenz zwischen einem durchschnittlichen Grauwert (GW) des Wirbels und
dem GW des Voxels an Position (x, y) ist [9]. Der durchschnittliche GW zur
Berechnung der Kosten ist essentiell fu¨r die Segmentierung. Basierend auf der
Annahme, dass der benutzerdefinierte Saatpunkt innerhalb des Wirbels sitzt,
kann der durchschnittliche GW allerdings automatisch bestimmt werden. Dazu
wird u¨ber eine Region der Dimension d (ca. 1 cm) um den Saatpunkt (sx, sy)




T (sx + x, sy + y) dx dy (3)
und anschließend durch die Voxelanzahl geteilt (Mittelwert).
Abb. 2. A: rechteckige Vorlage, definiert durch vier Eckpunkte. B: Knoten die anhand
der Vorlage generiert wurden. C: z-Kanten Az entlang der Strahlen. D: r-Kanten Ar
zwischen benachbarten Strahlen mit ∆r=0. E: wie D nur mit ∆r=1
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3 Ergebnisse
Die Realisierung erfolgte mit C++ innerhalb von MeVisLab (www.mevislab.de).
Die Graphkonstruktion und die Berechnung eines s-t-Schnitts beno¨tigten in un-
serer Implementierung ca. eine Sekunde (Intel Intel Core i5-750 CPU, 4x2.66
GHz, 8 GB RAM, Win. XP Prof. x64, 2003, SP 2). Dagegen nahm eine Segmen-
tierung, von A¨rzten manuell vorgenommen, ca. eine Minute in Anspruch. Zum
Testen des Ansatzes standen vierzehn Datensa¨tze von zwo¨lf Patienten zur Verfu¨-
gung, wobei nicht fu¨r alle Wirbel manuelle Expertensegmentierungen vorhanden
waren. Tab. 1 listet detailliert die Evaluationsergebnisse fu¨r Segmentierungen
von neun Wirbeln auf. Neben dem Volumen in Kubikmillimetern und der An-
zahl der Voxel ist der DSC [5] angegeben
DSC =
2 · V (A ∩B)
V (A) + V (R)
(4)
wobei A die Bina¨rmaske der automatischen Segmentierung und R die Bina¨rmas-
ke der Referenzsegmentierung ist. V ist das Volumen (in mm3) der Voxel in einer
Bina¨rmaske. Dazu wird die Anzahl der Voxel in einer Bina¨rmaske geza¨hlt und
mit der Voxelgro¨ße multipliziert (Abb. 4).
Abb. 3. Schritt-fu¨r-Schritt-Konstruktion eines Graphen und anschließende Segmen-
tierung eines Wirbels. A: Saatpunkt (weiß) und die Ecken einer Vorlage (pink). B:
Schnittpunkte der ausgesandten Strahlen mit der Vorlage (gru¨n). C und D: abgetaste-
te Knoten fu¨r den Graphen (blau). E und F: Segmentierungsergebnis (rot)
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Tabelle 1. Evaluationsergebnisse: min., max., Mittelwert µ und Standardabw. σ
Volumen in mm3 Anzahl der Voxel DSC (%)
manuell automatisch manuell automatisch
min. 247,803 242,92 1015 995 87,37
max. 510,498 490,723 2091 2010 94,93
µ± σ 420,41±72,22 404,30±72,98 1722 1656 90,97±2,2
4 Diskussion
In diesem Beitrag wurde ein graphbasierter Segmentierungsalgorithmus fu¨r Wir-
bel vorgestellt. Das Verfahren nutzt eine rechteckige Vorlage, um den Graphen
aufzubauen. Bei dieser Vorgehensweise bevorzugt ein s-t-Schnitt eine rechteckige
Struktur. Unseres Wissens nach ist dies das erste Mal, dass bei einem graphba-
sierten Verfahren die Knoten des Graphen nicht gleichma¨ßig und a¨quidistant
auf einem Bild verteilt wurden, sondern anhand einer rechteckigen Vorlage. Der
pra¨sentierte Ansatz kann auch zur Segmentierung anderer rechteckiger Objekte
genutzt werden und eignet sich besonders, wenn Bereiche des Objekts nicht vom
Hintergrund zu unterscheiden sind (Abb. 5). Wie anhand der Evaluationsergeb-
nisse zu erkennen ist, fu¨hrt unser Verfahren eher zu einer Unterscha¨tzung der
Regionengro¨ße. Diesem Trend kann durch eine ho¨here Gewichtung der Kanten
zum “Hintergrund“ entgegengewirkt werden. Das Segmentierungsergebnis ha¨ngt
auch von der Position des benutzerdefinierten Saatpunktes ab. Allgemein gilt: je
zentrierter im Objekt, desto besser die Segmentierung. Evtl. ist ein mehrstufi-
ges Verfahren besser, indem das erste Segmentierungsergebnis genutzt wird, um
einen zentrierteren Saatpunkt fu¨r einen weiteren Cut zu erhalten. Als na¨chstes
ist geplant, das Verfahren auf einen Kubus zu erweitern, um Wirbel auch in
Abb. 4. Quantitative Evaluierung des
Ansatzes anhand des Dice Similari-
ty Coefficients (DSC): MRT-Datensatz
(links oben), Fla¨che eines Wirbels
(gru¨n), die aus der manuellen Kontu-
rierung von einem Neurochirurgen ge-
neriert wurde (rechts oben), Fla¨che des
Wirbels (rot), berechnet mit dem vor-
gestellten Verfahren (links unten), und
direkter Vergleich beider Segmentierun-
gen (rechts unten)
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Abb. 5. Das vorgestellte Verfahren kann auch zur Segmentierung anderer rechtecki-
ger Objekte genutzt werden, die subjektive Konturen aufweisen: zu segmentierendes
Objekt (schwarz), wobei nicht nur eine gerade Kante, sondern auch eine Ecke fehlt
(links), benutzerdefinierter Saatpunkt (blau) innerhalb des Objektes (Mitte) und Seg-
mentierungsergebnis (rot), bei dem die fehlende Ecke rechts unten rekonstruiert wurde
(rechts)
3D zu segmentieren. Dieser Ansatz soll anschließend aktuellen 3D-Verfahren zur
Wirbelsegmentierung gegenu¨bergestellt werden.
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We present a scale-invariant, template-based segmentation paradigm that sets up a graph and performs a
graph cut to separate an object from the background. Typically graph-based schemes distribute the nodes of
the graph uniformly and equidistantly on the image, and use a regularizer to bias the cut towards a particular
shape. The strategy of uniform and equidistant nodes does not allow the cut to prefer more complex
structures, especially when areas of the object are indistinguishable from the background. We propose a
solution by introducing the concept of a ‘‘template shape’’ of the target object in which the nodes are
sampled non-uniformly and non-equidistantly on the image. We evaluate it on 2D-images where the
object’s textures and backgrounds are similar, and large areas of the object have the same gray level
appearance as the background. We also evaluate it in 3D on 60 brain tumor datasets for neurosurgical
planning purposes.
G
raph-based approaches to segmentation have gained popularity in recent years both in the general
computer vision literature as well as in applied biomedical research1–4 because of their ability to provide
a globally optimal solution. This stands especially in contrast to another popular segmentation technique,
deformable models5,6, that can be easily confounded by local minima during the iterative segmentation (expan-
sion) process. In this study, we present a novel graph-based algorithm for segmenting 2D and 3D objects. The
algorithm sets up a graph and performs a graph cut to separate an object from the background. Typical graph-
based segmentation algorithms distribute the nodes of the graph uniformly and equidistantly on the image. Then,
a regularizer is added7,8 to bias the cut towards a particular shape9. This strategy does not allow the cut to prefer
more complex structures, especially when areas of the object are indistinguishable from the background.We solve
this problem by introducing the concept of a ‘‘template’’ shape of the object when sampling the graph nodes, i.e.,
the nodes of the graph are distributed non-uniformly and non-equidistantly on the image. This type of template-
based segmentation is particularly applicable tomedical imagery, where it is easy to obtain initial landmarking10,11
and patient orientation from the information stored in the image headers. To evaluate our method, we dem-
onstrate results on 2D images where the gray level appearance of the objects and backgrounds are quite similar. In
3D, we demonstrate the results of the segmentation algorithm on 60 clinical Magnetic Resonance Imaging (MRI)
datasets of brain tumor (glioblastoma multiforme and pituitary adenoma) patients to support the time-
consuming manual slice-by-slice segmentation process typically performed by neurosurgeons.
Evolving from the cerebral supportive cells, gliomas are the most common primary brain tumors. The grading
system for astrocytomas according to the World Health Organization (WHO) subdivides grades I–IV, where
grade I tumors tend to be least aggressive12. Approximately 70% of the diagnosed tumors are malignant gliomas
(anaplastic astrocytoma WHO grade III, glioblastoma multiforme WHO grade IV). Subject to its histopatholo-
gical appearance, the grade IV tumor is given the name glioblastoma multiforme (GBM). The GBM is the most
frequent malignant primary tumor and is one of the most malignant human neoplasms. Due to their biological
behavior, surgery alone cannot cure this disease. Thus, current interdisciplinary therapeutic management com-
bines maximum safe resection, percutaneous radiation and in most cases, chemotherapy. Despite new radiation
strategies and the development of oral alkylating substances (for example Temozolomide), the survival rate is still
only approximately 15 months13. Although in former years the surgical role was controversial, current literature
shows maximum safe surgical resection as a positive predictor for extended patient survival14. Microsurgical
resection is currently optimized with the technical development of neuronavigation15 containing functional
datasets such as diffusion tensor imaging (DTI), functional magnetic resonance imaging (fMRI), magnetoence-
phalography (MEG), magnetic resonance spectroscopy (MRS), or positron-emission-computed-tomography
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Then, the patient undergoes frequent MRI scans during the time of
adjuvant therapy. Especially in case of a remnant tumor, the tumor
volume has to be rigidly registered so a new tumor growth is not
missed. For glioma segmentation in general (WHO grade I–IV),
several MRI-based algorithms have been introduced in the literature.
A good overview of deterministic and statistical segmentation
approaches is given by Angelini 16. Most of these are region-based
while the more recent ones are based on deformable models and
include edge information. Segmentation based on outlier detection
in T2-weighted MR data has been proposed by Prastawa et al.17,
whereby the image data is registered on a normal brain atlas to detect
the abnormal tumor region. Sieg et al.18 have introduced an approach
to segment contrast-enhanced, intracranial tumors and anatomical
structures of registered, multispectral MRI data. Using intensity-
based pixel probabilities for tumor tissue, Droske et al.19 have pre-
sented a deformable model, using a level set20 formulation, to divide
the MRI data into regions of similar image properties for tumor
segmentation. An interactive method for segmentation of full-
enhancing, ring-enhancing and non-enhancing tumors has been pro-
posed by Letteboer et al.21. Clark et al.22 introduced a knowledge-based
automated segmentation method for multispectral data in order to
partition glioblastomas. Gibbs et al.23 introduced a combination of
region growing and morphological edge detection for segmenting
enhancing tumors in T1-weighted MRI data.
In the following, we describe studies that are more closely related
to our contribution. For example, Song et al.24 introduced a novel
framework for automatic brain MRI tissue segmentation that over-
comes inherent difficulties associated with this particular segmenta-
tion problem. They use a graph cut/atlas-based registration
methodology that is iteratively optimized and incorporates probabil-
istic atlas priors and intensity-inhomogeneity correction for image
segmentation. The usage of prior knowledge to guide the segmenta-
tion has been presented in a publication of Zhang et al.25. In a first
step, they use the continuity among adjacent frames to generate a
motion template according to the Displaced Frame Difference’s
(DFD) higher character and a color template is established by using
k-means clustering. Afterwards (based upon the information derived
from motion and the color templates), the segmentation image is
defined as foreground, background and boundary regions. Finally,
the segmentation problem is formulated as an energy minimization
problem. Datteri et al.26 proposed a combination of two segmenta-
tion methods: atlas based segmentation and spectral gradient graph
cuts. To combine these two methods they first use the atlas-based
segmentation method to segment the image. Then, they generate a
third image used in the spectral gradient method as well as the source
and sink points needed to initialize the graph cut algorithm.
This article is organized as follows. In Section 2, the experimental
results are presented. Section 3 discusses our study and outlines areas
for prospective tasks. Section 4 describes the details of the used
material and the newly proposed approach. In part two of Section
4 (Calculation), a practical development from a theoretical basis is
presented. Part three of Section 4 (Theory) extends the background
of the contribution and lays the foundation for further work.
Results
To implement the presented segmentation scheme, the MeVisLab-
Platform (see http://www.mevislab.de) has been used and the algo-
rithm has been implemented in C11 as an additional MeVisLab-
module. Although the prototyping platform MeVisLab especially
targets medical applications, it is possible to process images from
other fields. Even when the graph was set up with a few hundred
rays and hundreds of nodes were sampled along each ray, the overall
segmentation (sending rays, graph construction and mincut com-
putation) for our implementation took only a few seconds on an Intel
Core i5-750 CPU, 4x2.66 GHz, 8 GB RAM,Windows XP Professional
x64 Version, Version 2003, Service Pack 2.
For 2D evaluation, we used several synthetic and real images.
Figure 1 shows a stone flounder (A). Stone flounders can blend into
their environment by changing their color, and therefore it is difficult
for the human eyes to detect them. In image B, the user-defined
template of a stone flounder is shown that has been used for setting
up the graph, and image C shows the nodes that have been generated
with this template. In image D, the nodes are superimposed on the
original image; the graph is twice as large as the template, therefore,
the scaling of the stone flounder does not play a role (i.e. it is scale
invariant), and the same template can be used for segmentation of
smaller or larger stone flounders. Finally, image E presents the seg-
mentation result.
In 3D, the algorithm has been evaluated on segmentation of brain
tumors (glioblastoma multiforme and pituitary adenoma) from 60
clinical Magnetic Resonance Imaging datasets from an active neuro-
surgical practice (see also Supplementary Information). All brain
tumors were somewhat spherically or elliptically shaped; therefore,
we used the surface of a polyhedron to construct the graph.
Segmentations performed by three neurosurgeons with several years
of experience in the resection of brain tumors are considered the ‘‘gold
standard’’ or ‘‘ground truth’’ against which we evaluate the results of
our algorithm. A comparison yields an average Dice Similarity
Figure 1 | (A) Kareius bicoloratus (stone flounder). (B) User-defined template of the stone flounder. (C) Nodes set up with the template. (D) Nodes
superimposed in the original image. (E) Segmentation result (white seed points).
www.nature.com/scientificreports
SCIENTIFIC REPORTS | 2 : 420 | DOI: 10.1038/srep00420 2
Coefficient (DSC)27,28 of about 80%. The Dice Similarity Coefficient is
a measure for spatial overlap of different segmentation results and is
commonly used in medical imaging studies to quantify the degree of





The Dice Similarity Coefficient is the relative volume overlap between
A and R, where A and R are the binary masks from the automatic A
and the reference R segmentation. V :ð Þ is the volume (in cm3) of
voxels inside the binary mask, by means of counting the number of
voxels, then multiplying with the voxel size.
Figure 2 shows some segmentation results for glioblastoma multi-
forme. In image A, a 3D view of an automatically segmented tumor
(brown) is shown. The images B-D display different 3D views of an
automatically segmented tumor (red), and the voxelized tumormask
is presented in image E. The images F-J show axial slices where the
result of the automatic tumor segmentation is superimposed. The
DSC for this segmentation is 81.33%, and the yellow point (inside the
tumor) in image H is the user-defined seed point. Manual segmenta-
tion performed by a neurosurgeon took 16 minutes for this dataset.
As shown in Figure 2, the segmentation works also with more ellipt-
ically shaped tumors. The algorithm only assumes that the object of
interest is not extremely tubular, like vessels or the spinal cord. Also,
the user-defined seed point does not have to be exactly in the center
of the tumor, as shown in image H of Figure 2 (yellow). Even with a
seed point that is located far from the center, the border of the tumor
in Figure 2 (red) could still be recovered with a DSC of over 80%
(note: the five axial slices F-J show only a small part of the tumor, the
whole tumor was spread across 60 slices).
Image A of Figure 3 shows a graph (nodes and edges) constructed
with a polyhedral surface to illustrate the dimensions of a typical
graph used for pituitary adenoma segmentation. Image B of
Figure 3 presents an axial slice of a pituitary adenoma with the
segmented border superimposed and a zoomed-in view of the pitu-
itary adenoma area for better illustration. The images C and D show
different sagittal cross-sections with an automatically segmented
pituitary adenoma (brown). Image E shows a 3D mask of an auto-
matically segmented pituitary adenoma (red). Five axial slices with
the superimposed border of the segmentation result (red) are pre-
sented in the images F-J where the user-defined seed point is located
in image H (blue).
Table 1, Table 2 and Table 3 provide the results (minimum, max-
imum, mean m and standard deviation s) for all GBMs, pituitary
adenomas and vertebrae that have been segmented with the pre-
sented algorithm and compared with manual slice-by-slice segmen-
tations from the neurosurgeons. Table 1 provides results for fifty
glioblastoma multiforme: volume of tumor (cm3), number of voxels
and Dice Similarity Coefficient. In Table 2, the results for ten pitu-
itary adenomas are presented: volume of tumor (cm3), number of
Figure 2 | (A) 3D view of an automatically segmented tumor (brown). (B)–(D) Different 3D views of an automatically segmented tumor (red). (E)
voxelized tumor mask. (F)–(J) Result of automatic tumor segmentation (DSC581.33%). The yellow point (inside the tumor) in image H is the user-
defined seed point. Manual segmentation performed by a neurological surgeon took 16 minutes for this dataset.
Figure 3 | (A) Graph (nodes and edges) constructed with a polyhedron surface. (B) Axial slice of a pituitary adenoma. (C) (D) Different views of sagittal
slices with an automatic segmented pituitary adenoma. (E) 3Dmask of an automatically segmented pituitary adenoma. (F)–(J) Segmentation results for a
pituitary adenoma dataset. (H) user-defined seed point (blue).
www.nature.com/scientificreports
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voxels, Dice Similarity Coefficient and the manual segmentation
times (minutes). Finally, Table 3 shows the results for vertebrae
segmentation: volume of vertebra (cm3), number of voxels and
Dice Similarity Coefficient. For a direct comparison and discussion
of our method with other methods from the literature we refer the
reader to previous publications29,30. In the first contribution29, the
results of vertebral segmentation – based on a rectangle shape –
are compared with an interactive multi-label N-D image segmenta-
tion method called GrowCut from Vezhnevets and Konouchine31. In
the other contribution30, our method – based on a spherical template
– is directly compared with a balloon inflation approach32 forWHO
grade IV glioma segmentation. Finally, we refer the reader to an
additional publication where our template-based approach has been
used to segment the bladder for MR-guided brachytherapy for gyne-
cologic malignancies33.
Discussion
In this contribution, we have presented a template-based segmenta-
tion scheme for 2D and 3D objects. To the best of our knowledge, this
is the first approachwhere the nodes of a graph-based algorithmhave
been arranged according to a predefined template in a non-uniform
and a non-equidistant manner on an image. Using this new type of
segmentation algorithm, it is possible to reconstructmissing arcs and
kinks in an object. In addition, the presented method is scale invari-
ant. Experimental results for several 2D and 3D images based on 60
Magnetic Resonance Imaging datasets consisting of two types of
brain tumors, glioblastomamultiforme and pituitary adenoma, indi-
cate that the proposed algorithm requires less computing time and
gives results comparable to human experts using a simple cost func-
tion. The presented work is a generalization of recent work by the
authors29,34 to arbitrary user-defined shapes in 2D and 3D. In pre-
vious work34, a system for volumetric analysis of cerebral pathologies
was introduced that used a sphere template for the segmentation
process and therefore was limited to spherically-shaped objects.
In29 a rectangle-based segmentation algorithm for vertebrae MR
images was introduced. As stated in the background section of the
Introduction, there are proposed approaches from Song et al.24,
Zhang et al.25 andDatteri et al.26 that use prior knowledge likemotion
and color templates and shape information in graph based
approaches. However, these approaches do not distribute the graphs
nodes non-uniformly and non-equidistantly on the image. Instead
they work on a regular grid, and compensate by adding complexity to
the objective function. In summary, the achieved research highlights
of the presented work are:
. A template-based segmentation paradigm for 2D and 3D objects
. Nodes are arranged according to a predefined template
. The approach represents a new type of graph-based algorithms
. It is possible to reconstruct missing arcs and kinks in an object
. The method is scale invariant
In our experience, and that of most applied researchers, automatic
segmentation methods are served well by companion editing tools
that can be used to efficiently ‘‘clean up’’ the results when needed.
Therefore, we developed a manual refinement method that takes
advantage of the basic design of graph-based image segmentation
algorithms35. The manual refinement method can also be used for
any graph-based image segmentation algorithms and therefore also
for the template-based segmentation scheme. For twelve GBM cases,
theWilcoxon signed-rank test36,37 verified a significant improvement
(p50.016) for ourmanual refinement method for a significance level
of 0.05. However, the results presented in this study are not based on
the use of manual refinement after the initial segmentations.
There are several areas of future work. For example, the cost func-
tion for the weights can be customized. Another possibility is to
increase the sampling rate (for the nodes) near an object’s border,
because – with an equidistant sampling rate (along the rays) – there
aremore nodes near the user-defined seed point and less nodes going
farther out. Moreover, the user-defined seed point position that is
located inside the object is also an issue that can be analyzed in the
future, e.g. for the stone flounder, the seed point has to be chosen
carefully. One option to improve the presented algorithm is to per-
form the segmentation iteratively: After segmentation has been per-
formed, the center of gravity of the segmentation can be used as a new
seed point for a new segmentation and so on. This may lead to
increased robustness with respect to the initialization.
Finally, we point the interested reader to publications from Sharon
et al.38 and Corso et al.39 that are based on algebraic multigrid meth-
ods and graph cuts (normalized cuts) in which they introduced
methods that adaptively build a graph and approximate cuts at vary-
ing resolutions and scales. A combination of their proposed method
with our approach would result in an interesting template-based
graph at every level.
Methods
The proposed segmentation scheme starts by setting up a directed graph from a user-
defined seed point that is located inside the object to be segmented. To set up the
graph, points are sampled along rays cast through the contour (2D) or surface (3D) of
an object template. The sampled points are the nodes n [ V of the graph G(V, E) and
e [ E is the corresponding set of edges. There are edges between the nodes and edges
that connect the nodes to a source s and a sink t to allow the computation of an s-t cut
(note: the source and the sink s, t [ V are virtual nodes). Similar to the notation
introduced by Li et al.4, the arcs,vi,vj. [ E of the graph G connect two nodes vi,vj.
There are two types of ‘-weighted arcs: p-arcs Ap and r-arcs Ar (P is the number of
sampled points along one ray p5(0,…,P-1) and R is the number of rays cast to the
contour or surface of an object template r5(0,…,R-1)), where V(xn,yn) is a neighbor
Table 1 | Summary of results: min., max., mean m and standard deviation s for fifty glioblastoma multiforme (GBM)
Tumor Volume (cm3) Voxel Number
DSC (%)manual automatic manual automatic
min 0.47 0.46 524 783 46.33
max 119.28 102.98 1024615 884553 93.82
m 6 s 23.66624.89 21.02622.90 145305.54 137687.24 80.3768.93
Table 2 | Summary of results: min., max., mean m and standard deviation s for ten pituitary adenomas
PA Volume (cm3) Voxel Number
DSC (%)
Manual seg. time
(minutes)manual automatic manual automatic
min 0.84 1.18 4492 3461 71.07 3
max 15.57 14.94 106151 101902 84.67 5
m 6 s 6.3064.07 6.2264.08 47462.7 47700.6 77.4964.52 3.9160.54
www.nature.com/scientificreports
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of V(x,y) – in other words V(xn,yn) and V(x,y) belong to two adjacent rays. For a
surface in 3D, the principle is the same, except that there is an additional dimension
for a node (V(x,y,z)):
Ap~ V x, yð Þ,V x, y{1ð Þh i yw0jf g
Ar~ V x, yð Þ,V xn,max (0, y{Drð ÞÞh if g
ð2Þ
Ap~ V x, y, zð Þ,V x, y, z{1ð Þh ijzw0f g
Ar~ V x, y, zð Þ,V xn, yn,max 0, z{Drð Þð Þh if g
ð3Þ
The arcs between two nodes along a ray Ap ensure that all nodes below the contour or
surface in the graph are included to form a closed set (correspondingly, the interior of
the object is separated from the exterior in the data). This principle is shown in
Figure 4 on the left side (A) for two rays of a circular template. The arcs Ar between the
nodes of different rays constrain the set of possible segmentations and enforce
smoothness via the regularization parameter Dr – the larger this parameter is, the
larger is the number of possible segmentations. The principle underlying the con-
struction of arcs between the nodes is shown in Figure 4 on the right side (B) – for rays
of a circular template and a delta value of two (Dr52). The arcs for different delta
values are presented in the lower right of Figure 4: Dr50 (left), Dr51 (middle) and
Dr52 (right).
After graph construction, the minimal cost closed set on the graph is computed via
a polynomial time s-t cut40. The s-t cut creates an optimal segmentation of the object
under the influence of the regularizing parameter Dr that controls the stiffness of the
surface. A delta value of zero ensures that the segmentation result has exactly the form
of the predefined template – and the position of the template depends on the best fit to
the gray levels or appearance of the image. The weights w(x,y) for every edge between
v [ V and the sink or source are assigned in the following manner: weights are set to
c(x,y) if z is zero; otherwise they are set to c(x,y)-c(x,y-1), where c(x,y) is the absolute
value of the difference between an average texture value of the desired object and the
texture value of the pixel at position (x,y) – for a detailed description see41–43. The
average texture value in this case, or the cost function in the general case, as well as the
weights, critically influence the segmentation result. Based on the assumption that the
user-defined seed point is inside the object, the average gray value can be estimated
automatically. Therefore, we integrate over a small square S (2D) or cube C (3D) of
dimension d centered on the user-defined seed point (sx, sy) in the 2D case and














C sxzx, syzy, szzz
 
dxdydz ð5Þ
The principle underlying the graph construction for a square is shown in Figure 5.
Image A of Figure 5 shows the corners of a square template that are used to set up the
graph. Image B shows the nodes that have been sampled along the rays that have been
sent through the template’s surface. Note that the distances between the nodes of one
ray correlate with the distances between the template’s center point (or for a later
segmentation, the user-defined seed point) and the template surface. In other words,
for every ray we have the same number of nodes between the center point and the
object’s border, but the length is different. In images C, D and E, different‘-weighted
arcs are shown: C: the p-arcs Ap along the single rays, D: the r-arcs Ar between rays
with a delta value of Dr50. E: same as D only with a delta value of Dr51.
For the 3D case, both, the automatic segmentation method and a manual slice-by-
slice segmentation performed by a domain expert (for a later evaluation of the
automatic segmentation result) are post-processed in an identical manner. The
resulting contours (given as point clouds) of the object’s boundaries are triangulated
to get a closed surface. This closed surface is used to generate a solid 3D mask
(representing the segmented object), which is achieved by voxelization of the trian-
gulated mesh44.
The overall workflow of the introduced segmentation scheme is presented in
Figure 6. In the upper row, a 2D square template is used for vertebral segmentation. In
the lower row, a 3D sphere template is used to segment a GBM.
Calculation. Setting up the nodes of the graph with the user-defined template is
the step that requires the most ingenuity in the proposed algorithm. Generating
the arcs between the nodes and the source and the sink node is straightforward:
there are the ‘-weighted arcs that depend on the geometry (intracolumn arcs) and
the delta value (intercolumn arcs) used for the graph, and there are arcs that
connect the nodes to the source s and the sink t. These arcs depend on the gray
values of the nodes they connect – or rather they depend on the gray value
difference to an adjacent node. To integrate the user-defined template into the
construction of the graph, we need the coordinates in 2D or 3D describing the
object that we want to segment (e.g. for a square the edges of the square, see
Figure 5 A). Using these coordinates, the center of gravity of the object is
calculated, and the object is normalized with the maximum diameter, or rather
with the coordinate that has the maximum distance to the center of gravity. After
the user defines a seed point in the image (2D) or volume (3D), the normalized
object is constructed with its center of gravity point located at the user-defined
seed point. Then, rays are drawn radially (2D) or spherically (3D) out from the
seed point through the contour (2D) or surface (3D) of the normalized object. To
Table 3 | Summary of results: min., max., mean m and standard deviation s for nine vertebrae.
Vertebrae Volume (cm3) Voxel Number
DSC (%)manual automatic manual automatic
min 0.25 0.24 1015 995 87.37
max 0.51 0.49 2091 2010 94.93
m 6 s 0.4260.072 0.4060.073 1722 1656 90.9762.2
Figure 4 | The two different types of arcs for a graph that is used to segment circular shaped objects: Ap arcs (A) and Ar arcs (B). Lower right: Intercolumn
edges for: Dr50 (left), Dr51 (middle) and Dr52 (right).
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calculate the intersection points of the rays with the object, its contour (in 2D) or
surface (in 3D) has to be closed. In our implementation, we assume that the user
provides the object’s contour as 2D coordinates ordered in the clockwise direction,
and we connect the points one after the other and finally connect the last point
with the first point to get a closed 2D contour. To get a closed surface of the 3D
objects, the object is triangulated45. However, this is not necessary for a spherical
or elliptical segmentation where a sphere is used as a template. Thus, the
computing time for the triangulation and the following ray-triangle intersection
calculation can be avoided by using the surface points of a polyhedron. Their
surface coordinates already provide the locations where the rays have to be sent
through.
The intersection point of a ray with the object provides the distance between the
nodes for this ray, because all rays have the same number of nodes from the center of
gravity point to the intersection with the contour or surface. For intersections that are
located closer to the center of gravity point we get smaller distances, and for inter-
sections that are located farther away from the center of gravity point we get larger
distances. Calculating the intersection of a ray with a 2D object is straightforward,
since it is simply a line-line intersection. One line is the actual ray and the other line is
one straight line between two adjacent points of the predefined template. Since
triangulated objects are used for 3D segmentation, ray-triangle intersections for the
3D template segmentation have to be calculated. To implement ray-triangle inter-
sections, there are several fast algorithms, such as the algorithms proposed by Mo¨ller
and Trumbore46 and by Badouel47. Given that the calculations of the ray-triangle
intersections require the largest fraction of computing power, a GPU realization of
these calculations48 is used for objects with complex shapes.
Theory. The procedure of setting up the nodes of the graph based on the template
biases the cut towards a particular shape, and the delta value Dr is a regularizer that
influences the variations of the results. In other words, the delta valueDr specifies how
much the segmentation results are allowed to deviate from the user-defined template.
For example, a delta value of zero (Dr50) forces the segmentation result to have the
exact shape of the template, which is optimal for problemswhere the shape but not the
scale of the object is known. As is the case with regularizers in general, the delta value
has to be chosen carefully corresponding to the segmentation problem. On the one
hand, the segmentation results should not be too ‘‘stiff’’ with respect to the template,
such that the algorithm is not flexible enough to handle some variations of the object
and miss them during the segmentation process. On the other hand, if the delta value
is too large, one risks obtaining results with shapes that do not correspond to the
predefined template anymore. We studied this tradeoff for vertebral segmentation
with a square template for different delta values29. Principal component analysis
(PCA), also known as Karhunen-Loeve transform49 can potentially be used as an
interesting mechanism for incorporating additional domain knowledge about the
shape of the target object into our algorithm, and also better informing the selection of
the value for the delta regularizing parameter. This concept of using PCA for
characterizing shapes is well developed in Active Shape Models (ASM)50 and the
shape model formulation of the Active Appearance Models (AAM)51. AAMs model
the variability of shapes within an object class by removing variation introduced by
rotational, translational and scaling effects from the training shapes, and all shapes
need to be aligned to each other with respect to thementioned transformations before
a statistical analysis can be done. After the principal modes of variation (and
corresponding eigenvalues) are computed from training data, legal shape instance s
Figure 5 | (A) Square template given by its corners. (B) Nodes set up with the template. (C) p-arcs Ap along the rays. (D) r-arcs Ar between rays (Dr50).
(E) r-arcs Ar between rays (Dr51).
Figure 6 | Principle workflow of the presented segmentation scheme in 2D and 3D. In 2D a square template is used to segment a vertebra. In 3D a sphere
template is used to segment a glioblastoma multiforme (GBM).
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contained in the distribution derived from the training set can be generated from the
model by deforming themean shapes by a linear combination of eigenvectors. Thus,
the shape model is described by
s~szWsbs ð6Þ
where bs is a vector containing the model parameters weighting the contribution of
each eigenvector to the deformation, andWs are the eigenvectors. To incorporate this
shape model formulation into the template-based approach introduced in this
contribution, first, a mean shape of the target object can be computed from several
registered, manual segmentations using standard PCA. Thismean shapes can then be
input as the template or the distribution of the graph’s nodes for ourmethod. The next
step is to establish a relationship between the variations of the object from the mean
shape (as are obtained in standard PCA), and the delta regularizer of our algorithm.
We believe that a reasonable scalar estimate of the delta value Dr can be computed
proportional to the quantity max(Wsbs).
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Abstract
Gynecologic malignancies are a leading cause of death in women worldwide. Standard treatment for many primary and recurrent
gynecologic cancer cases includes external-beam radiation followed by brachytherapy. Magnetic resonance (MR) imaging is beneficial in
diagnostic evaluation, in mapping the tumor location to tailor radiation dose and in monitoring the tumor response to treatment. Initial studies
of MR guidance in gynecologic brachytherapy demonstrate the ability to optimize tumor coverage and reduce radiation dose to normal
tissues, resulting in improved outcomes for patients.
In this article, we describe a methodology to aid applicator placement and treatment planning for 3 Tesla (3-T) MR-guided brachytherapy
that was developed specifically for gynecologic cancers. This methodology has been used in 18 cases from September 2011 to May 2012 in
the Advanced Multimodality Image Guided Operating (AMIGO) suite at Brigham and Women's Hospital. AMIGO comprises state-of-the-art
tools for MR imaging, image analysis and treatment planning. An MR sequence using three-dimensional (3D)-balanced steady-state free
precession in a 3-T MR scanner was identified as the best sequence for catheter identification with ballooning artifact at the tip. 3D treatment
planning was performed using MR images. Items in development include software designed to support virtual needle trajectory planning that
uses probabilistic bias correction, graph-based segmentation and image registration algorithms. The results demonstrate that 3-T MR image
guidance has a role in gynecologic brachytherapy. These novel developments have the potential to improve targeted treatment to the tumor
while sparing the normal tissues.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Gynecologic malignancies, which include cervical, en-
dometrial, ovarian, vaginal and vulvar cancers, cause
significant mortality in women worldwide. In the United
States, the number of gynecologic cancers has been
increasing in recent years, while the death rate has remained
relatively steady at about 35% of incidence [1]. The
standard-of-care treatment for many primary and recurrent
gynecologic cancers consists of external-beam radiation
followed by brachytherapy [2]. In contrast to external-beam
radiation treatment, in which a linear accelerator aims
radiation beams at the pelvis from outside the body, in
brachytherapy, radioactive sources that deliver very high
doses of radiation are placed directly inside the cancerous
tissue using intracavitary or interstitial applicators. The focus
of our research is on gynecologic brachytherapy, a procedure
in which the use of magnetic resonance (MR) guidance holds
great promise.
The use of imaging to assist with gynecologic brachytherapy
treatment planning and dose delivery has evolved from two-
dimensional (2D) plain X-ray radiographs to three-dimensional
(3D) volumes, including those created by computed tomogra-
phy (CT) and magnetic resonance imaging (MRI) [3]. With
plain X-ray imaging, the exact dose administered to the tumor is
unknown. Therefore, in 2D imaging, proper positioning of the
applicator is critical so that dose is delivered in as symmetric a
fashion as possible; proper applicator position has been shown
to impact disease-free survival [4].With 3D imaging, in addition
to noting applicator position, the tumor may be visualized and
contoured, permitting accurate tailoring of the radiation dose.
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MRI is used routinely in the diagnosis of cervical cancer
due to its increased sensitivity compared to CT [5], and its
use in gynecologic brachytherapy planning is also gradually
increasing [6,7]. Our previous studies using MRI in
gynecologic brachytherapy demonstrated the feasibility of
guidance for applicator placement using a low-field 0.5-T
open-configuration scanner [8,9].
In this article, we present a combined diagnostic,
guidance and treatment planning approach with imaging
from a single high-field 3-T closed-bore MR scanner. We
describe our developments to aid applicator placement and
treatment planning for 3-T MR-guided brachytherapy
specifically for gynecologic cancers and report on our
experience implementing this system in the Advanced
Multimodality Image Guided Operating (AMIGO) suite at
Brigham and Women's Hospital (BWH).
2. Materials and methods
2.1. The AMIGO suite
AMIGO was launched in 2011 as a multimodal
successor to the original 0.5-T Signa SP (GE Healthcare)
magnetic resonance therapy unit at BWH, in which
interstitial gynecologic brachytherapy was performed from
2002 to 2006. AMIGO is an integrated operating suite in
which multidisciplinary patient treatment may be guided by
X-ray, ultrasound, intraoperative 3-T MRI and/or positron
emission tomography (PET)/CT (Fig. 1) imaging. A layout
of the AMIGO unit is shown in Fig. 2. The goal of AMIGO
is to better define anatomic tumor boundaries and the
relationship of tumor to normal tissues using available
imaging and to integrate this with more complete tumor
treatment via excision, ablation or irradiation.
The MRI room of AMIGO (Fig. 1A) is centered on a
ceiling-mounted Siemens Verio MRI scanner. This is a high-
field (3-T) wide-bore (70-cm) MRI scanner integrated with
video monitors, surgical lights, therapy-delivery equipment,
an MRI-compatible anesthesia machine and vital-signs
monitor. The ceiling-mounted MRI scanner can be moved
out of the MR room and into the operating room (OR)
(Fig. 1B). With this innovation, the patient does not need to
be transferred from the OR table for MRI. The familiar “in–
out” paradigm can also be used, in which the patient is
imaged and then withdrawn from the bore of the scanner for
intervention. In some procedures, the physician can reach
into the scanner's bore to access the patient. These features
enable flexibility in workflow to tailor procedures to the
needs of the patient.
The OR in AMIGO is located between the MR and the
PET/CT rooms (Fig. 1C). It is outfitted with an electronically
controlled patient table surrounded by imaging modalities
and therapy devices, including a ceiling-integrated Brainlab
(Brainlab AG, Feldkirchen, Germany) navigation system, a
Siemens (Siemens AG, Erlangen, Germany) Artis Zee
angiography unit and two 3D ultrasound imaging systems—
the Siemens S2000 and the BK (Analogic Corporation,
Peabody, MA, USA) Profocus Ultraview. The table top can
be changed to optimize the procedure for surgery or
angiography. All images and data pertinent to the procedure
are collected using video-integration technology, prioritized
and then displayed on large LCDmonitors at points of use in all
three rooms in the suite.
2.2. Clinical approach
Patients with gynecologic malignancies are evaluated at
the Department of Radiation Oncology at BWH. Most
patients receive external-beam radiation prior to brachyther-
apy, whereas those who previously received external-beam
irradiation to the pelvis are considered possible candidates
for interstitial brachytherapy alone. From September 2011 to
May 2012, 18 patients underwent gynecologic brachyther-
apy in the AMIGO suite. All patients were enrolled in an
institutional-review-board-approved prospective clinical
trial for gynecologic brachytherapy in the AMIGO suite,
listed on the National Institutes of Health (NIH) Web site at
www.clinicaltrials.gov.
Three categories of gynecologic procedures have been
performed in the AMIGO suite: intracavitary procedures,
used in six patients to date, which involve the insertion of
an MR-compatible tandem coupled with ovoids (T&O) or a
ring (T&R); procedures involving hybrid applicators in
three patients, that is, a T&O with needle-bearing ovoids
Fig. 1. AMIGO Suite with (A) MR room, (B) operating room (OR) and (C) PET/CT room.
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(Utrecht Applicator) or T&R with needle-bearing ring
(interstitial ring or Vienna Applicator); and interstitial
procedures in nine patients, where plastic needles are
inserted into a patient either through a Syed-Neblett
template or freehand, sometimes in conjunction with a
tandem but without ovoids or a ring. The interstitial needles
consist of a plastic sharp-tipped outer catheter (ProGuide
Needles, Nucletron Co., Veenendaal, the Netherlands) with
a tungsten alloy obturator that fits through the center of the
needle for stabilization and identification on imaging
(Fig. 3A). Tandem-based applicators (Fig. 3B and C) are
made of plastic (Nucletron Co.). All patients to date
received high-dose-rate (HDR) brachytherapy.
Preimplantation procedures follow the standard recom-
mendations for gynecologic brachytherapy as outlined by the
American Brachytherapy Society [2,10,11]. The choice of
applicator is determined by the physician based on clinical
examination at the time of diagnosis, during external beam
and during the immediate preimplantation assessment of
disease extension. A rectovaginal clinical examination
assesses the size of the tumor and cervix if present, the
location of the uterus, the presence and extent of any vaginal
disease, and whether the tumor extends into the parametrial
or uterosacral tissues or to the pelvic sidewall.
2.3. Workflows for MR-guided gynecologic brachytherapy
in AMIGO
2.3.1. Diagnostic MR (3-T) Protocol
Prior to receiving external beam radiation, a diagnostic
MR protocol is performed on all patients. This protocol
includes T2-weighted fast spin echo (Siemens turbo spin
echo or TSE); T1-weighted fast spin echo (Siemens TSE)
pre- and post-contrast-injection; single-shot half-Fourier
fast spin echo (Siemens HASTE); fat-suppressed 3D
gradient echo (Siemens VIBE), diffusion-weighted echo-
planar imaging; as well as RF-spoiled gradient echo
(GRE) sequences. After completing external-beam radia-
Fig. 2. Layout of the AMIGO floor plan with the MRI room and the MRI ceiling track (left), the operating room (OR) (middle) and the PET/CT scanner room
(right), corresponding to Fig. 1. Motorized ceiling-mounted tracks allow the MRI scanner to move between the MRI and OR rooms.
Fig. 3. Applicators used in gynecologic brachytherapy include (A) interstitial catheters with central tungsten alloy obturators placed through a central vaginal
obturator (white) and through a disposable template, (B) tandem and ring, and (C) tandem and ovoids. B and C may be used with or without interstitial catheters.
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tion, patients then undergo an AMIGO-based brachyther-
apy implant.
The AMIGO gynecologic brachytherapy workflow
differs depending on whether patients undergo a tandem
and ovoid/ring procedure or whether interstitial needles
alone are required.
2.3.2. Tandem and ovoid or tandem and ring implant
2.3.2.1. Preimplantation 3-T MR (MR room, Fig. 1A). An
eight-channel spine coil is placed under the patient, and a
second eight-channel body matrix coil is placed on top of
the patient to provide coverage of the entire pelvic area.
Patients may be placed in a modified dorsal lithotomy
position for imaging. Unless necessary due to patient
anxiety, patients are not placed under anesthesia until after
this preinsertion MRI. Similar sequences to those outlined
in Section 2.3.1 are obtained, including the T2-weighted
TSE, diffusion-weighted echo-planar imaging and GRE
sequences in the sagittal, axial and coronal planes. The MR
coils are removed. The patient is transferred to the main OR
onto a movable table top with attached stirrups (Diacor, Inc.
Salt Lake City, UT).
2.3.2.2. Anesthesia (OR, Fig. 1B). General anesthesia
alone is used for all intracavitary patients treated as
outpatients (this step is performed in the OR shown in
Fig. 1B).
2.3.2.3. Applicator insertion (OR). A sterile speculum is
inserted into the vagina to allow adequate visualization of
the cervical os, the vagina and the tumor. For patients with
an intact cervix, cervical dilators are inserted serially into
the cervical os, often with ultrasound guidance, and a
tandem is inserted into the uterus. Due to the use of
ultrasound and the need to raise the legs in the lithotomy
position, tandem insertion is performed in the OR. For
intracavitary cases, the ring or ovoids are positioned over
the tandem and pushed against the surface of the cervix.
The patient is then transferred to the MR room and coils are
again placed.
2.3.2.4. Guidance MR (MR Room). Patients may be
positioned in a modified dorsal lithotomy setup using an
MR table top designed at BWH with stirrups suitable for
MRI. T2-weighted, diffusion-weighted and fat-suppressed
images in the sagittal, axial and coronal planes are acquired.
The T2-weighted 3D-SPACE (3D fast spin echo) images for
postimplantation imaging include the following parameters:
slice width=1.6 mm; field of view of 320×208 mm; the
number of slices, depending on the region of interest; 1.4
averages; repetition time (TR)/echo time (TE)=2500/238 ms
in most cases and bandwidth=521 Hz/pixel. A 1-mm slice
thickness 3D axial SPACE scan is also performed. Treatment
planning follows as described in Section 3.2.
2.3.3. Interstitial implant (MR Room, Fig. 1A)
2.3.3.1. Anesthesia. Epidural with general anesthesia is
used for all interstitial cases, and the epidural is continued
throughout the inpatient hospitalization.
2.3.3.2. Preimplantation 3-T MR. See Section 2.3.1 for
details of the MR sequence obtained prior to applicator
insertion.
2.3.3.3. Applicator insertion. A sterile speculum is inserted
into the vagina to allow adequate visualization of the vagina
and the tumor. A single suture is threaded into the vaginal
apex. This suture is used to retract the apex as far inferiorly as
possible. A vaginal obturator is inserted over the suture and
against the vaginal apex. The template is placed over the
plastic obturator (Fig. 3A). Prior to placement, the holes in the
template are filled with sterile surgical lubricant to enhance
visibility in subsequent MR scans. The template is sutured to
the patient's perineal skin in the four corners of the template.
An initial three-plane (sagittal, axial and coronal) T2-
weighted MR localizer is performed with the applicator in
situ. ProGuide (Nucletron Co.) hollow plastic catheters, 24–
29 cm long, with metal central obturators, are inserted in the
holes surrounding the plastic intravaginal obturator. After
insertion of the first needles, a 3D-balanced steady-state free
precession (bSSFP) sagittal image (Fig. 4) is obtained to
localize the most superior aspect of the catheters. Adjust-
ments to the most superior position are made to ensure no
inadvertent insertion of a catheter into the bowel and adequate
superior tumor coverage. Additional interstitial catheters are
inserted, with the insertion depths intended to completely
surround the visualized areas of the tumor and avoid normal
tissues. A series of quick-monitoring, approximately 1 min,
T2-weighted MR scans are acquired periodically as the
needles are inserted and advanced to the tumor region.
Confirmation MR scans, consisting of T2-weighted sagittal,
axial and coronal images with slice thicknesses of 1.6 mm,
are acquired at the end of applicator/needle placement.
Diffusion-weighted echo-planar imaging is obtained in the
axial, sagittal and coronal planes.
2.3.4. Radiation treatment planning and administration
(Radiation Oncology Clinic)
MR images are transferred via the hospital network to the
treatment-planning system (Oncentra Brachy, Nucletron Co.),
where contouring of tumor and surrounding bladder, rectum
and sigmoid and dosimetric calculations are performed. For
interstitial cases, a confirmatory CT scan may be obtained to
ensure accurate catheter identification. After appropriate safety
and quality assurance checks [2,10–12], HDR brachytherapy
is delivered based on the treatment plan in a room designated
for radiation treatment with appropriate shielding.
Patients undergoing intracavitary treatment are discharged
at the end of the day, while those undergoing interstitial
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treatment are admitted as an inpatient with epidural anesthesia
to continue over the next 5–6 days while they receive HDR
fractions twice a day throughout the week.
3. Results
3.1. Catheter identification
To more precisely locate the catheters during the insertion
process, we reviewed 3D-FSE (Fig. 4A, 4C), 3D-GRE and
3D-bSSFP series and preliminarily found that the 3D-bSSFP
sequence provides the best visual information for catheter
identification utilizing the susceptibility-induced ballooning
artifact at the tip on a sagittal image (Fig. 4B). On an axial
scan, 3D-bSSFP produces a needle artifact that results in a
cross shape at the center of the catheter (Fig. 4D). After a
series of modifications to reduce the ballooning artifact size at
the needle tip by changing the 3D-bSSFP bandwidth and TR,
an optimized sequence was incorporated into the workflow
with TR/TE/θ=4.6 ms/2.3 ms/30°, bandwidth=600 Hz/pixel,
0.9×0.9×1.6-mm3 resolution, 160-mm superior–inferior
coverage and 1.2 min/acquisition. The most accurate
identification was confirmed with this optimized 3D-bSSFPP
series. In contrast, the 3D T1-weighted GRE (TR/TE/θ=20
ms/7–9ms/30°, bandwidth=800 Hz/pixel, 0.9×0.9×1.2-mm3
resolution, 160-mm superior–inferior coverage, 3 min/
acquisition) signal-to-noise ratio was lower, and an equiva-
lent-resolution 3D-FSE (Siemens SPACE TR/TE=2500 ms/
140 ms, bandwidth=800 Hz/pixel, 0.9×0.9×1.2-mm3 reso-
lution, 160-mm superior–inferior coverage, using a Gener-
alized Autocalibrating Partially Parrallel Acquisitions
(GRAPPA) acceleration factor of 2) required 5-min scans
in contrast to the 1.2 min required for 3D-bSSFP. Accurate
identification of the catheter tip during the insertion process
allows proper placement and ensures that catheters are not
unintentionally inserted into the normal-tissue structures.
3.2. Treatment planning
We define treatment planning as the process of designing
the delivery of radiation through the implant and the calculation
of the dose given to the patient. This definition is not inclusive:
the concept of treatment planning can be expanded to embrace
the choice of applicator and the specifics of the implantation
(e.g., where the interstitial needles are positioned). The
separation of the implantation planning from the treatment
planning was dictated by the different role that the MR plays in
these two phases of treatment management. Fig. 5 shows the
typical workflow of the planning process from the end of the
implantation to the optimized plan.
The concept of 3D treatment planning refers to the
digitization of the location of the implant, optimization of
Fig. 4. Ballooning articfact created at the catheter tips using the 3D-SPACE and 3D-bSSFP sequence. (A) A sagittal image using the fat-suppressed 3D-FSEwith 1.2-mm
slicewidth, acquired in approximately 5min, shows the difficulty in identifying catheter tips, whereas the (B) 3D fat-suppressed bSSFP, with 1.6-mm slicewidth, acquired
over approximately 1.2min, allows rapid identification of the catheter tip. This determines the deepest point of insertion,which is essential in order to avoid bowel insertion,
and covers the length of the tumor. All subsequent needles are inserted to a similar depth based on tumor location. Similar results are seen on axial images (C) 3D-FSE and
(D) 3D-bSSFP, where, instead of the ballooning artifact configuration seen on the sagittal image, a figure-eight centered on each catheter can be visualized.
5T. Kapur et al. / Magnetic Resonance Imaging xx (2012) xxx–xxx
the dose distribution and calculation of a dose–volume
histogram (DVH) to the organs at risk (OARs). 3D dose
optimization is not commonly practiced yet [3], even
though 3D imaging to guide and evaluate implantations is
widely available. 3D planning based on MR is fairly recent,
with some clinics reporting good results when an MR-
based clinical target volume (CTV) was used for
optimization [14–16].
3.2.1. Postimplantation MR
As described in the workflow, all patients receive an
axial, sagittal and coronal T2-weighted MR scan with a slice
thickness of less than 3 mm immediately after applicator
insertion. Since March 2012, patients have undergone MR-
based treatment planning using an axial T2-weighted MR
with a slice thickness of 1.6 mm. The field of view of the
planning MR should include the entire length of the
applicator, with inferior and superior margins of at least 1
cm for correct evaluation of the clinical significance of the
dose fall-off and calculation of the DVH for the OARs.
When a template is used in interstitial applications, it should
be included in the scan. For interstitial applications, axial b-
SSFP images, as described in Section 3.1, are also acquired,
and they include the needle tips but do not necessarily
extend inferiorly to the template. The axial 1.6-mm T2-
weighted MR and the b-SSFP should be performed back to
back, with no patient movement in between if possible, to
facilitate the registration between the two image sets. All
MRI is performed without MR-specific dummies.
3.2.2. Additional imaging and registration
Additional imaging is only performed for interstitial, not
intracavitary, insertions. From September 2011 to March
2012, prior to planning, all interstitial cases had a CT scan
with 1.25 mm slice thickness in the Department of Radiation
Oncology. This assures proper applicator localization. Since
March 2012, the axial 1.6-mm T2-weighted MR and the b-
SSFP are registered to localize of the needle tips if a CT scan
is not available at the time of planning. For patients
undergoing CT simulation after MR-guided insertion,
copper radio-opaque markers are inserted in the needles.
Commercially available markers are inserted into the T&O
or T&R for ease of identification on CT. Registration of CT
to MR is performed based on the rigid fusion of the
applicator. The applicator is used as a proxy for the CTV soft
tissue, which is not easily distinguishable on CT.
3.2.3. Tumor and normal-tissue contouring
Clinical contouring (manual segmentation) is performed
on the available image sets. This is purely MR based for
intracavitary cases. For other procedures, MR is used for all
tumor contouring. Normal-tissue structure contouring is
performed on the CT/MR fusion with comparison of the
normal-tissue outlines. MRmay be used for OAR contouring
when CT cannot distinguish OAR borders, for example,
when segments of bowel rest close to the cervix. With
interstitial cases, CT may be preferable to ensure quick and
accurate digitization of the needles. The CTV is contoured
on MR, following published guidelines for cervical cancer
[17,18]. A CTV encompassing the primary tumor volume
and adjacent at-risk areas is contoured. An intermediate-risk
vaginal structure is contoured if required based on tumor
location.
MR scanning in gynecologic applications allows for
clearer identification of the CTV as compared to CT-based
imaging. This translates into two advantages: during
implantation, the applicator and the needles can be located
in closer proximity to their optimal position in relation to the
tumor for radiation delivery, and contouring may be faster as
the region of interest may be more clearly visualized [15].
3.2.4. Applicator reconstruction
Applicator reconstruction refers to the digitization of all
possible locations of the source in the applicator. Due to the
sharp dose gradients present in brachytherapy, applicator
reconstruction is a critical part of treatment planning and has
the potential for introducing large uncertainties into the dose
delivery [19]. Two methodologies of applicator reconstruc-
tion are available: manual and model-based.
Manual reconstruction requires the manual digitization of
the path available to the source along a catheter. We
Fig. 5. Workflow of the treatment planning process for AMIGO procedures.
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manually digitize all needles on the CT images when
available at the time of planning. CT scans are performed
with dummy markers inserted inside the needle. These
copper markers are radio-opaque along the path and have a
1-cm radiotransparent section before the last 0.5-cm radio-
opaque tip. This configuration allows for easy digitization of
the needle and easy identification of the needle tips.
Model-based reconstruction allows the planner to super-
impose a model on the applicator that is visible on the scan.
As long as the shape of the applicator contains enough details
for correct registration of the model to the image, it is not
necessary to visualize in detail the path available to the
source inside the applicator. We use model-based recon-
struction for T&R and T&O applicators.
All our patients are implanted under general anesthesia,
so it is a priority to minimize both anesthesia time and X-
ray dose. Avoiding CT imaging after MR is therefore
advantageous. We performed three successful tests of
T&O/T&R plastic-applicator reconstruction on MR in
patients treated in AMIGO, as compared with reconstruc-
tion on a CT scan acquired immediately after implantation.
We concluded that reconstruction of these applicators was
possible directly on the T2-weighted axial MR image,
aided by fusion with the concomitant T2 sagittal MR scan.
This result is in line with the literature [20,21]. We
observed a high degree of uncertainty in needle recon-
struction on T2-weighted MR prior to development and
implementation of the bSSFP series. Other clinics have
reported good results with direct MR reconstruction of
applicators including needles [22]. These results typically
apply to needles anchored to ovoids, with an average
insertion depth of 2.5 cm inside the patient from their
anchorage on the applicator and also a maximum of 10
needles. For interstitial procedures performed recently in
our clinic, a median of 15 needles was used with a depth
typically exceeding 10 cm. The visibility of the needles
degraded with the number of needles and with the depth of
insertion as visualized on T2 images, making the needles in
interstitial procedures particularly difficult to reconstruct on
MR. The use of an axial T2-weighted MR with a slice
thickness of 1.6 mm registered with the b-SSFP images as
described in Section 3.1 represents a significant advance in
MR-based needle reconstruction. The b-SSFP MR en-
hances the visibility of the needle tip locations and can be
used to better distinguish needles that are close together.
Our clinical practice is to obtain CT scans for the majority
of patients in whom needles have been implanted, to verify
accurate needle reconstruction. The CT scans can be
acquired while the patient is awake, thus reducing
anesthesia time. In the cases where the CT scans were
available at the time of reconstruction, needle digitization
was completed on CT because this is the fastest way to
ensure accurate digitization of the needles.
3.2.5. Treatment planning
3D planning is an iterative process. The starting point of a
T&O/T&R treatment plan is a preliminary 2D plan normalized
to Point A,with a standard loading pattern of the applicator that
provides a dose distribution commonly referred to as pear
shaped (Fig. 6A). For hybrid applicators, the 2D plan is
modified so that needles are loaded from the tip down to 1 cm
away from the needle-bearing ovoid or ring, and dwell times
are adjusted so that overall loading time is distributed 85% in
the intracavitary applicator and 15% in the needles (Fig. 6B).
For interstitial implants, the preliminary plan consists of a
uniform loading of all needles, and Point A is not defined
(Fig. 7A). These standard plans are not in general satisfactory.
In the example in Figs. 6A–B and 7A, coverage of the CTV is
inadequate. In other cases, the prescription dose might cover
areas beyond the CTV into the OARs.
Fig. 6. T&R with interstitial needles. (A) The preliminary plan consists of a standard loading to the T&R, resulting in a pear-shaped distribution with prescription
dose (100% isodose line in yellow) to the A points. (B) Interstitial needles are uniformly loaded, with dwell times amounting to 15% of the total dwell loading
time. (C) 3D optimization of T&R and interstitial needles results in increased CTV coverage and sparing of the OARs.
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3D optimization is the process of adjusting the standard plan
to a specific case, based on the segmentation of the CT or MR
scan. The dose distribution is optimized by manually adjusting
the dwell times in specific locations to maximize coverage of
the CTV, while dose to the OARs is minimized. An effort is
made to minimize deviations from the standard pear-shaped
distribution. Needles, if present, are loaded lightly, although no
policy is in place on a maximum acceptable loading of a needle
in hybrid applicators (Fig. 6C). For interstitial implants, a mix
of manual and graphic optimization is at times performed,
depending on the size of the implant and the planning time
constraint (Fig. 7B). A final review of dwell times is always
manually performed. This minimizes the variation of dwell
times the length of the treatment.
The attending radiation oncologist and the planner make
final adjustments by iteratively adjusting dwell times and
checking the distribution of isodose lines and DVH.
Optimization focuses on achieving an acceptable compro-
mise between two goals: providing coverage to the tumor
and sparing the OARs.
The coverage goal is quantitatively evaluated by the CTV
D90, which ideally should exceed 100% of prescription
dose. Qualitatively, it is evaluated by verifying, slice by
slice, the overlap between prescription dose and CTV, and
the location and extent of other dose levels, in particular,
200%, 150% and 60% of the prescription dose. Sparing of
the OARs is monitored through the total dose received by the
most irradiated 2cc volume of an organ (D2cc) which is the
plan D2cc dose summed with previous irradiation using the
Equivalent Dose in 2 Gy per fraction (EQD2) formalism.
Total D2cc limits per organ have been previously published
[16]. Our methodology and our results are in line with the 3D
optimization experience reported by other clinics [14,23].
In summary, 3D planning increases coverage to the CTV
and reduces the dose to the OARs. T&O and T&R
applications can be planned directly on MR. If needles are
inserted, a T2-weighted MR with 1.6-mm slice thickness and
a b-SSFP MR may be sufficient for needle identification. A
CT scan may be acquired and registered to the MR scan to
verify the reconstruction and expedite the digitization
process.
3.3. Future directions
3.3.1. Interleaving dose planning and needle guidance
We recognize that less-than-ideal needle placements can
often be compensated for by the degrees of freedom
available in the needle afterloading step. Early work from
our group demonstrates a method for incorporating the
observed needle positions from a 0.5-T intraoperative MR
scanner into the treatment plan for prostate brachytherapy
using permanent implants [24]. Our goal is to build upon that
method in the development of treatment-planning software
for gynecologic brachytherapy.
3.3.2. Needle trajectory planning
An image-guided navigation system, using pre- or intra-
operative images, aids in the precise placement of needles,
catheters and other instruments at prescribed locations in the
patient's body and monitors their trajectory through the
course of the intervention [13]. Navigation products are
available commercially for brain-tumor resection, cardiac
electrophysiology ablation, spine surgery and, more recently,
abdominal ablation and lung bronchoscopy. In the pelvis,
there are indications of progress in permanent seed implant
prostate brachytherapy navigation products, but none that we
are aware of for gynecologic brachytherapy. We have
designed a navigation software application, iGyne, specifi-
cally for gynecologic brachytherapy procedures. In the
future, critical feedback from dose planning will be
incorporated. The needle-trajectory planning method focuses
on Syed–Neblett template-based interstitial HDR brachy-
therapy; extensions to cover different applicators are in
development.
3.3.3. iGyne software application
The iGyne software now in development, may, in the
future, be utilized as part of the process outlined in Section
2.3.3.3 of the MR-guided brachytherapy workflow. After the
template is sutured to the patient's perineum, the iGyne
software may be used to perform a rigid registration of a
Computer Aided Design (CAD) model of the template to its
image in the MRI scan using corresponding markers that are
clearly visible in the MR image. Fig. 8 presents the basic
principle for fitting a Syed–Neblett template to a patient data
set using iGyne. This further illustrates the principle of
needle planning with the iGyne software prototype. The user
can move a multiplanar reconstruction (MPR) along the
needle path that is visualized in the 3D view, while the MPR
itself is visualized as a 2D slice in the lower left window.
Though this software may in the future assist with
preplanning, it will be necessary to modify the program to
Fig. 7. Interstitial treatment planning with the 100% isodose line marked in
yellow. (A) The preliminary plan consists of a uniform loading of all dwell
positions. (B) 3D optimization of the dwell loading results in increased
coverage to the CTV and sparing of the OARs.
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Fig. 8. Principle for registering a template for gynecologic brachytherapy with the initial MRI image. (A) The three red circles indicate corresponding needle holes in the template and the MRI image. The registration
is realized via a rigid transformation between these corresponding point sets. The blue circles are used to ensure that the left and right sides of the patient and the template are matched correctly. (B) Virtual fitted
gynecologic brachytherapy template and selection of a specific interstitial needle (Ba, red circles in the screen shot). As shown on the left side of the prototype interface, individual needle insertion can be planned by
defining parameters, such as the needle length and depth. (C) Virtual placement of several interstitial needles (purple) with different lengths and depths as shown in the settings in the menu in the left column. This
allows the radiation oncologist to plan the placement of needles. (D) Needle (white line in the upper right window) that has been selected for visualization of MPRs along the needle path (lower left window). The


















allow for needle deflection. Therefore, iGyne has not yet
been used clinically but has potential for future
implementation.
3.3.4. Image analysis: probabilistic bias correction of MRI
spatial signal inhomogeneity
We plan to test the use of a probabilistic bias correction
method. We will explicitly model and correct for the
corrupting field in MR images. This corrupting field is due
to spatial inhomogeneities in the radiofrequency field
produced by the surface coils placed above and below the
patient. Wells et al. introduced this Bayesian method [25]
which has been further developed [26–28] based on the
expectation–maximization algorithm. This is an estimation
method used to find the parameters of a model that
maximizes the likelihood of the data when some of the
data are observable and some are hidden or unobserved [29].
3.3.5. Image analysis: segmentation of organs at risk
As a first step toward an overall segmentation of anatomy
structures for gynecologic brachytherapy, we attempted
segmentation of the bladder with the Nugget–Cut approach
[30] [31], though many alternative approaches exist. We
used a spherical template to construct a directed graph. This
graph was fused with the CT data set; The segmented bladder
that the algorithm provided is shown in Fig. 9.
4. Discussion
In this overview, we have described our ongoing work in
gynecologic brachytherapy in the recently opened AMIGO
suite at BWH. We have described the integration of the
available imaging modalities as used to date. Prior to the
development of the AMIGO suite, in a clinical trial from
2002 to 2006, we demonstrated the benefit of intraprocedural
MR images in 25 patients both in identification of
parametrial tissue involvement [9] and in optimized radiation
delivery. That study included interstitial needle placement in
a “double-doughnut” open-configuration 0.5-T MR scanner
(Signa SP, GE Healthcare, Waukesha, WI, USA). Between
2005 and 2011, two dedicated CT-based brachytherapy
suites were constructed in the Department of Radiation
Oncology. In these suites, intraprocedural CT scans, in
contrast to plain-film X-ray only, increased the precision of
placement of intracavitary applicators for gynecologic
brachytherapy. In parallel, the discovery and optimization
of MR image sequences improved in diagnostic MRI,
allowing translation of these MR findings to gynecologic
brachytherapy [32,33].
Over the past months, we have begun to assess several
technologies, including accurate interstitial catheter identifica-
tion, MR bias correction and bladder segmentation, and have
developed a novel software program to assist with accurate
catheter placement. Ongoing areas of focus are the following:
active tracking of the tips of interstitial needles in the MR
scanner; fabrication of customized needles that generate a
more distinct artifact in MRI and, in particular, a unique
artifact at the needle tip; MR pulse sequences to enhance
needle artifacts; a model-to-image registration method which
aligns the geometric model of the template to its MRI image;
improved image-based needle detection algorithms to precise-
ly demarcate the inserted needles; extension of the Nugget–
Cut algorithm to segment additional organs at risk and
development of real-time iterative treatment planning modules
available in the AMIGO suite. We expect to be able to make
rapid strides in each of these areas, in some cases by translating
advances from prostate cancer brachytherapy [34–36], MRI
physics [37], active MRI tracking of cardiac catheters [38,39],
and image processing for brain tumors and prostate cancer
[40,41]. We also anticipate developing unique and novel
strategies for gynecologic brachytherapy that may be
translated to other fields in the future.
5. Conclusion
MR image guidance for brachytherapy of gynecologic
malignancies permits accurate placement of the applicator
and analysis of tumor location in relation to surrounding
normal tissues. Advances in areas of MR bias correction,
image-applicator identification, tracking, organ segmenta-
tion and radiation treatment planning provide unique
opportunities to improve the process, increase speed and
ideally improve outcomes for patients.
Fig. 9. Segmentation principle of the bladder with the Nugget–Cut approach: a spherical template (left image) is used to construct a directed graph (second image
from the left). The graph is fused with the data set of a patient (third image from the left), and the algorithm provides the segmented bladder (red, rightmost image).
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Abstract
In this study, we present pituitary adenoma volumetry using the free and open source medical image computing platform
for biomedical research: (3D) Slicer. Volumetric changes in cerebral pathologies like pituitary adenomas are a critical factor
in treatment decisions by physicians and in general the volume is acquired manually. Therefore, manual slice-by-slice
segmentations in magnetic resonance imaging (MRI) data, which have been obtained at regular intervals, are performed. In
contrast to this manual time consuming slice-by-slice segmentation process Slicer is an alternative which can be
significantly faster and less user intensive. In this contribution, we compare pure manual segmentations of ten pituitary
adenomas with semi-automatic segmentations under Slicer. Thus, physicians drew the boundaries completely manually on
a slice-by-slice basis and performed a Slicer-enhanced segmentation using the competitive region-growing based module
of Slicer named GrowCut. Results showed that the time and user effort required for GrowCut-based segmentations were on
average about thirty percent less than the pure manual segmentations. Furthermore, we calculated the Dice Similarity
Coefficient (DSC) between the manual and the Slicer-based segmentations to proof that the two are comparable yielding an
average DSC of 81.9763.39%.
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Introduction
Tumors of the sellar region – primarily pituitary adenomas –
represent 10% to 25% of all intracranial neoplasms and adenomas
comprising the largest portion with an estimated prevalence of
approximately 17% [1] and [2]. Adenomas can be classified
according to several criteria including the size or the hormone
secretion, like secreted hormones include cortisol (Cushing’s
disease) and treatment is in general followed by a decrease of
prolactine levels and tumor volume, whereas the first choice of
treatment for Cushing’s disease remains surgery [3] and [4].
However, for hormone-inactive mircroadenomas, which are less
than 1 cm in diameter, there is no need for a direct surgical
resection and the follow-up examinations contain endocrine and
ophthalmological evaluation, and magnetic resonance imaging
mainly performed in one year intervals. In contrast to a wait-and-
scan strategy which is no longer indicated, the microsurgical
removal becomes the treatment of choice, in the case of
continuous tumor volume progress, which has to be evaluated
each time. Therefore, image analysis that includes segmentation
and registration of these successive scans is useful in the accurate
measurement of tumor progression.
In this section, related work in the field of supporting pituitary
adenoma surgery is summarized. Other authors working in this
field are Neubauer et al. [5] and [6] and Wolfsberger et al. [7] who
investigated a virtual endoscopy system called STEPS. STEPS is
designed to aid surgeons performing pituitary surgery, thereby
using a semi-automatic segmentation approach which is based on
the so-called watershed-from-markers method. This segmentation
method technique uses manually defined markers in the object of
interest – in this case the pituitary adenoma – and the background.
The watershed-from-markers method is very computationally
intensive, but Felkel et al. [8] introduced a memory efficient and
fast implementation which can also be extended to 3D. Zukic et al.
[9] developed a deformable model based approach that uses
balloon inflation forces [10] for the segmentation of pituitary
adenomas. The balloon inflation forces are used to expand a mesh
iteratively incorporating different features for the vertex move-
ment calculation: Vertices with lower curvature are moved
outwards by a larger amount, thus stimulating smoother meshes.
Vertices with high angle between normal and center vertex- vector
are inflated by a smaller amount, in order to penalize protrusions.
A recently introduced graph-based method for pituitary adenoma
segmentation starts by setting up a directed and weighted 3D
graph from a user-defined seed point that is located inside the
pituitary adenoma [11]. Accordingly graph construction, the
minimal cost closed set on the graph is computed via a polynomial
time s-t cut [12]. The graph-based approach samples along rays
that are sent through the surface points of a polyhedron [13] to
generate the graph (note: the center of the polyhedral user-defined
seed point that is located inside the pituitary adenoma). A novel
multi-scale sheet enhancement measure that has been applied to
paranasal sinus bone segmentation has been presented by
Descoteaux et al. [14]. For the simulation of pituitary surgery,
this measure has essential properties, which should be incorpo-
rated in the computation of anatomical models. However, if the
volume of pituitary adenomas is analyzed over a long time of
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period for clinical studies, this is in general done via manual slice-
by-slice segmentation, or sometimes semi-automatically supported
by a software tool. Then, the three-dimensional tumor volume is
calculated out of the single 2D contours, the amount of slices and
the slice thickness [15], [16] and [17]. The growth of on-
functioning pituitary adenomas in patients referred for surgery for
example, has been studied by Honegger et al. [18], by calculating
the three-dimensional tumor volume from the two-dimensional
contours that have been manually outlined on each slice. Pituitary
adenoma volume changes after gamma knife radiosurgery (GKRS)
have been studied by Pamir et al. [19]. Therefore, the magnetic
resonance imaging (MRI)-based volumetric analysis of the
pituitary adenomas was done by using GammaPlan software from
Elekta Instruments (Atlanta, GA) for tumor volume at the time of
treatment. For the tumor volume on the follow-up MRI scans
software from Imaging Inc. (Waterloo, Canada) was used.
However, no further details have been provided how time-
consuming and precise this procedure is by comparing it with
ground truth segmentations from experts, e.g. manual slice-by-
slice segmentations. Jones and Keogh [20] introduced a simple
technique of estimating the size of large pituitary adenomas. To
measure the size of a large pituitary tumor they apply a method on
computed tomography (CT) scan slices of known thickness. Thus,
the edge of the pituitary tumor – seen on hard copy films of the
CT scan – is traced using an outlining routine on a computer and
associated digitising slab. Afterwards, the measured area of the
tumor is scaled and multiplied by the slice thickness in order to
obtain the tumor volume for this CT slice. Finally, the overall
tumor volume is obtained by calculating and summing up all
volumes of the CT slices where the tumor volume is visible.
Volumetric change in pituitary adenomas over time is a critical
factor in treatment decisions by physicians. Typically, the tumor
volume is computed on a slice-by-slice basis using MRI patient
scans obtained at regular intervals. (3D) Slicer – a free open source
software platform for biomedical research – provides an alterna-
tive to this manual slice-by-slice segmentation process, which is
significantly faster and less user intensive. In this study, four
physicians segmented pituitary adenomas in ten patients, once
using the competitive region-growing based GrowCut segmenta-
tion module of Slicer, and once purely by drawing boundaries
completely manually on a slice-by-slice basis. We show and
evaluate the utility of 3D Slicer in simplifying the time-consuming
manual slice-by-slice segmentation while achieving a comparable
accuracy. To the best of our knowledge, this is the first time the
evaluation of pituitary adenoma segmentation with the free and
open source medical image analysis software Slicer has been
presented. Because Slicer can be downloaded and used for free,
our study could be useful in clinical practice for centers different
from our in which the research has been performed. Moreover,
the presented GrowCut segmentation study is not limited to
pituitary adenomas. GrowCut could also be used to support the
segmentations of other pathologies, e.g. glioblastoma multiforme
where even more time-consuming volumetry is required.
The rest of this contribution is organized as follows: Section 2
presents the material and the methods. Section 3 presents the results
Figure 1. 3D Slicer interface with the Slicer-Editor on the left side and a loaded pituitary adenoma data set on the right side: axial
slice (upper left window), sagittal slice (lower left window), coronal slice (lower right window) and the three slices shown in a 3D
visualization (upper right window).
doi:10.1371/journal.pone.0051788.g001
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of our experiments, and Section 4 concludes and discusses the study
and outlines areas for future work.
Materials and Methods
Data
Ten diagnostic T1- and T2- weighted magnetic resonance
imaging scans of pituitary adenomas were used for segmentation.
These were acquired on a 1.5 Tesla MRI scanner (Siemens
MAGNETOM Sonata, Siemens Medical Solutions, Erlangen,
Germany) using a standard head coil. Scan parameters were: TR/
TE 4240/84.59 msec, 3850/11 msec, 2090/4.38 msec, 690/17
msec, 480/12 msec, 479/17 msec and 450/12 msec, isotropic
matrix, 1 mm; FOV, 2506250 mm; 160 sections. The segmen-
tations have been performed mainly in coronal but for some cases
also in axial slices using the homogenously contrast-enhancing
structures of the pituitary adenomas in the T1/T2 scans.
Software
The Software used in this study or the semi-automatic
segmentation work was (3D) Slicer. Slicer is an open source
medical image computing platform for biomedical research and
freely downloadable (3D Slicer, available: http://www.slicer.org,
accessed: 2012 Nov 13). To acquire the ground truth for our study,
manual slice-by-slice segmentations of every data set have been
performed by neurosurgeons at the University Hospital of Marburg in
Germany (Chairman: Professor Dr. Christopher Nimsky). The
physicians have several years of experience in the resection of
pituitary adenomas. However, if the borders of pituitary adenomas
have been very similar between consecutive slices, the physicians
were allowed to skip manual segmentation for these slices. For the
overall volume calculation the software interpolated the bound-
aries in these areas. The manual segmentation tool used for
pituitary adenoma outlining provided simple contouring capabil-
ities, and has been set-up with the medical prototyping platform
MeVisLab (MeVisLab, available: http://www.mevislab.de/, ac-
cessed: 2012 Nov 13). As hardware platform we used an computer
with Intel Core i5-750 CPU, 462.66 GHz, 8 GB RAM, with
Windows XP Professional 664 Version, Version 2003, Service
Pack 2.
GrowCut Segmentation in Slicer
GrowCut is an interactive segmentation approach that bases on
the idea of cellular automaton. Using an iterative labeling
procedure resembling competitive region growing, the GrowCut
approach achieves reliable and reasonably fast segmentation of
moderately difficult objects in 2D and in 3D. The user’s
initialization of GrowCut results in a set of initial seed pixels.
These seed pixels in turn try to assign their labels to their pixel
neighborhood which happens when the similarity measure of the
two pixels weighted by the neighboring pixel’s weight or
‘‘strength’’ exceeds its current weight. A label assignment results
in an actualization of the pixel’s weight as well. This labeling
procedure continues iteratively until modification of the pixel
labels is no longer feasible and a stable configuration has been
reached. Besides the initial seed pixels – in general painted strokes
on the apparent foreground and background – the GrowCut
approach requires no additional inputs from the user. However, by
adding additional labels in the image, the user can modify the
Figure 2. These images present a typical user initialization for pituitary adenoma segmentation under Slicer with for the GrowCut
algorithm: axial (left image), sagittal (middle image) and coronal (right image). Note: the tumor has been initialized in green and the
background has been initialized in yellow.
doi:10.1371/journal.pone.0051788.g002
Figure 3. These images present the segmentation result (green) of the GrowCut algorithm of Slicer: axial (left image), sagittal
(middle image) and coronal (right image). Note: the pituitary adenoma and background initialization for this segmentation result is presented in
of Figure 2.
doi:10.1371/journal.pone.0051788.g003
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segmentation, enabling personalization of the approach to the
user. The current implementation of the GrowCut algorithm in
Slicer consists of a GUI front-end to enable interactions of the user
with the image and an algorithm back-end where the segmenta-
tion is computed. The GUI front-end consists of a simple to use
interface which enables the user to paint directly on the image.
GrowCut requires paints with at least two different colors: one for
the foreground and one for the background label class. The naı¨ve
implementation of the GrowCut approach would require every
single pixel to be visited within every iteration. Additionally, a
pixel would need to ‘‘visit’’ every neighbor pixel and update the
pixel’s labels and strengths. Especially for large 3D images such an
implementation would be computationally very expensive. There-
fore, our implementation uses the following techniques for
speeding up the automatic segmentation process:
N The algorithm computes the segmentation only within a small
region of interest (ROI), because the user is typically interested
only in segmenting out a small area in the image. This ROI is
computed as a convex hull of all user labeled pixels with an
additional margin.
N Several small regions of the image are updated simultaneously,
by executing iterations involving the image in multiple threads.
N In addition, the similarity distance between the pixels are all
pre-computed once and then reused.
N Moreover, the algorithm keeps track of ‘‘saturated’’ pixels – for
‘‘saturated’’ pixels the weights and therefore the labels can no
longer be updated. This, on the other hand avoids the
expensive neighborhood computation on those pixels. Finally,
keeping track of such ‘‘saturated’’ pixels helps to determine
when to terminate the algorithm.
Slicer-based Pituitary Adenoma Segmentation
After testing various segmentation facilities available in Slicer,
we identified that the use of GrowCut followed by additional
morphological operations (like erosion, dilation, and island
removal) provides the most efficient segmentation method for
Figure 4. These screenshots present segmentation results on a sagittal (upper row) and an axial (lower row) slice for the manual
segmentation (middle images, yellow) and the Slicer-based GrowCut segmentation (right images, magenta).
doi:10.1371/journal.pone.0051788.g004
Figure 5. This image presents the 3D segmentation result of
GrowCut (green) for the tumor and background initialization
of Figure 2. After the initialization of the GrowCut algorithm under
Slicer it took about three seconds to get the segmentation result on an
Intel Core i7 CPU, 462.50 GHz, 8 GB RAM, Windows 7 Professional664
Version, Service Pack 1.
doi:10.1371/journal.pone.0051788.g005
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pituitary adenomas for our MRI images. Therefore, the following
workflow to perform pituitary adenoma segmentation has been
used:
N loading the patient data set into Slicer
N initialize foreground and background for GrowCut, by
drawing an area inside the pituitary adenoma and a stroke
outside the tumor
N starting the automatic competing region-growing in Slicer
N after visual inspection of the results, use morphological
operations like dilation, erosion, and island removal for post-
editing.
The Slicer Editor module user interface, which has been used
for the initialization of GrowCut is shown in Figure 1 on the left
side. The right side of Figure 1 shows a pituitary adenoma after the
data set is loaded into Slicer. A typical user initialization for
GrowCut on the axial, sagittal and coronal cross-sections is
presented in Figure 2. Finally, Figure 3 shows the results of the
current Slicer GrowCut method for the initialization of Figure 2.
As hardware platform for the GrowCut segmentation we used an
Apple MacBook Pro with 4 Intel Core i7, 2.3 GHz, 8 GB RAM,
AMD Radeon HD 6750M, Mac OS X 10.6 Snow Leopard.
Comparison Metrics
The Dice Similarity Coefficient (DSC) [21] and [22] was used to
compare the agreement between the slice-by-slice segmentations
(A) and the Slicer-based segmentations (B). Therefore, we saved
the segmentation results from both methods as binary volumes and
calculated the relative volume overlap between the two binary
volumes A and B.
Results
The aim of this study was to evaluate the usability of Slicer for
the segmentation of pituitary adenomas compared to manual slice-
by-slice segmentation. Therefore, we used two metrics for an
evaluation:
N The time it took for physicians to segment pituitary adenomas
manually vs. using Slicer and
N the agreement between the two segmentations calculated via
the Dice Similarity Coefficient.
By evaluating our results with these metrics, our assumption is
that if Slicer can be used to produce pituitary adenoma
segmentations that are statistically equivalent to the pure manual
segmentations from physicians, and in substantially less time, then
the tool is helpful for volumetric follow-ups of pituitary adenoma
patients. The results of our study are presented in detail in Table 1
and Table 2, the primary conclusion of which is that Slicer-based
pituitary adenoma segmentation can be performed in about two
third of the time, and with acceptable DSC agreement of
81.9763.39% to slice-by-slice segmentations of physicians.
Table 1 presents the segmentation results for: volume of tumor
in mm3, number of voxels and Dice Similarity Coefficient for ten
pituitary adenomas. Moreover, in Table 2, the summary of results:
minimum, maximum, mean m and standard deviation s for the
ten pituitary adenomas from Table 1 are provided (note: volume is
Table 1. Direct comparison of manual slice-by-slice and Slicer-based GrowCut segmentation results for ten pituitary adenomas via
the Dice Similarity Coefficient (DSC).
Case No. volume of pituitary adenomas (mm
3) number of voxels DSC (%)
manual automatic manual automatic
1 6568.69 7195 72461 79370 85.87
2 4150.91 5427.76 4457 5828 84.36
3 7180.44 6481.12 35701 32224 82.11
4 5538.25 5964.5 61094 65796 85.1
5 3230.26 2950.45 22027 20119 77.51
6 9858.4 10410.8 67224 70991 84.46
7 6111.79 5274.89 52500 45311 75.6
8 5082.1 4169.32 56062 45993 80.1
9 15271.1 15838.9 104133 108005 83.41
10 757.007 1016.58 5162 6932 81.21
doi:10.1371/journal.pone.0051788.t001
Table 2. Summary of results: min, max, mean m and standard deviation s for ten pituitary adenomas.
volume of pituitary adenomas (cm3) number of voxels DSC (%)
manual automatic manual automatic
min 0.76 1.02 4457 5828 75.60
max 15.27 15.84 104133 108005 85.87
m6s 6.3763.96 6.4764.14 48082.1 48056.9 81.9763.39
doi:10.1371/journal.pone.0051788.t002
Pituitary Adenoma Volumetry with 3D Slicer
PLOS ONE | www.plosone.org 5 December 2012 | Volume 7 | Issue 12 | e51788
presented in cm3 in Table 2). Additionally to these quantitative
results, we present sample pituitary adenoma segmentation results
in Figures 3, 4 and 5 for visual inspection. Figure 3 shows the
results of the Slicer-based GrowCut segmentation for the tumor
and background initialization of Figure 2. Figure 4 presents the
direct comparison for two cases of a Slicer-based vs. the manual
slice-by-slice segmentation on a sagittal (upper row) and an axial
(lower row) slice. The semi-automatic Slicer-based segmentation
(magenta) is shown on the right side of Figure 4 and the pure
manual segmentation (yellow) is shown in the middle images of
Figure 4. Finally, a 3D rendered pituitary adenoma segmentation
(green) is superimposed on three orthogonal cross-sections of the
data in Figure 5.
Discussion
For accurate volumetry of cerebral pathologies like pituitary
adenomas it is necessary to investigate methods that calculate the
boundaries on the basis of all slices. In contrast, simpler methods –
such as geometric models – provide only a rough approximation of
the volume of the pathology. Especially, when accurate determi-
nation of size is of upmost importance in order to draw safe
conclusions in oncology, these should not be used. Instead of all
slices, geometric models use only one or several user-defined
diameters, which can be achieved manually very quickly, to
approximate the volume. Thereby, the volume is defined as 1/6




according to the spherical model. With d as the diameter of the
maximum cross-sectional area and a, b, c represent the diameters
in the three axes of the tumor [17]. Nobels et al. [23] measured the
x, y and z radii in the frontal, sagittal and coronal planes,
respectively, and assuming a spherical volume, the formula
4
3p r3
was afterwards used for the calculation of the volume – with r
being the mean of the x, y and z radii. Korsisaari et al. [24]
estimated the size of pituitary adenoma transplants with a caliper
tool from Fred V. Fowler Co., Inc., by measuring the largest tumor
diameter and the diameter perpendicular to this diameter (with a
the largest tumor diameter and b the perpendicular diameter).




Though, the clinical standard for measuring brain tumors is the
Macdonald criteria [25]. These adopt uniform, rigorous response
criteria similar to those in general oncology where response is
defined as a $50% reduction of the tumor size. In general, the
measure of ‘‘size’’ is the largest cross-sectional area (the largest
cross-sectional diameter multiplied by the largest diameter
perpendicular to it). Even though the semi-automatic segmenta-
tion results achieved with the GrowCut module of Slicer were
reasonably good, additional editing on some slices was always
required. However, these edits could be accomplished quite
quickly because the GrowCut results were in close proximity of the
desired pituitary adenoma boundary. Moreover, the manual
segmentations by the neurosurgeons took in average about four
minutes. In contrast the semi-automatic segmentation with the
GrowCut implementation under Slicer took in average under
three minutes, including the time needed for the post-editing of the
GrowCut results.
In this study, the evaluation of pituitary adenoma segmentation
with the free and open source medical image analysis software
Slicer has been presented. Slicer provides a semi-automatic, 3D
segmentation algorithm called GrowCut, which is a feasible
alternative to the time-consuming process of volume calculation
during monitoring of a patient, for which slice-by-slice contouring
has been the best demonstrated practice. In addition, Slicer offers
Editing tools for a manual refinement of the results upon
completion of the automatic GrowCut segmentation. Afterwards,
the 3D volume of the pituitary adenomas is automatically
computed and stored as an aide for the surgeon in decision
making for comparison with follow-up scans. The segmentation
results have been evaluated on ten pituitary adenoma data sets
against manual slice-by-slice expert segmentations via the common
Dice Similarity Coefficient. Summing up, the accomplished
research highlights of the presented work are:
N Manual slice-by-slice segmentations of pituitary adenomas
have been performed by clinical experts resulting in ground
truth of tumor boundaries and estimates of rater variability.
N Physicians have been trained in segmenting pituitary adeno-
mas with GrowCut and the Editor tools available in Slicer.
N Trained physicians segmented a pituitary adenoma evaluation
set with Slicer.
N Segmentation times have been measured for the GrowCut-
based segmentation under Slicer.
N The quality of the segmentations have been evaluated with the
Dice Similarity Coefficient.
There are several areas of future work: For example, we plan to
automate some steps of the segmentation workflow under Slicer
for pituitary adenoma. For example the initialization of GrowCut
could be more automated. Instead of initializing the foreground on
three single 2D slices, a single 3D initialization could be used by
means of generating a sphere around at the position of the user-
defined seed point. In addition, the GrowCut algorithm can be
enhanced with statistical information about the shape [26] and
[27] and the texture [28] and [29] of pituitary adenomas to
improve the automatic segmentation result. Moreover, we want to
study how a Slicer-based GrowCut segmentation can be used to
enhance the segmentation process of other cerebral pathologies
[30], like glioblastoma multiforme. Furthermore, we are consid-
ering improving the algorithm by running the whole segmentation
iteratively: After the segmentation has been performed, the result
of the segmentation can be used as a new initialization for a new
segmentation run and so on.
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Fiber Tractography Based on Diffusion Tensor
Imaging Compared With High-Angular-Resolution
Diffusion Imaging With Compressed Sensing:
Initial Experience
BACKGROUND: The most frequently used method for fiber tractography based on
diffusion tensor imaging (DTI) is associated with restrictions in the resolution of crossing
or kissing fibers and in the vicinity of tumor or edema. Tractography based on high-
angular-resolution diffusion imaging (HARDI) is capable of overcoming this restriction.
With compressed sensing (CS) techniques, HARDI acquisitions with a smaller number of
directional measurements can be used, thus enabling the use of HARDI-based fiber
tractography in clinical practice.
OBJECTIVE: To investigate whether HARDI1CS-based fiber tractography improves the
display of neuroanatomically complex pathways and in areas of disturbed diffusion
properties.
METHODS: Six patients with gliomas in the vicinity of language-related areas under-
went 3-T magnetic resonance imaging including a diffusion-weighted data set with 30
gradient directions. Additionally, functional magnetic resonance imaging for cortical
language sites was obtained. Fiber tractography was performed with deterministic
streamline algorithms based on DTI using 3 different software platforms. Additionally,
tractography based on reconstructed diffusion signals using HARDI1CS was performed.
RESULTS: HARDI1CS-based tractography displayed more compact fiber bundles
compared with the DTI-based results in all cases. In 3 cases, neuroanatomically plausible
fiber bundles were displayed in the vicinity of tumor and peritumoral edema, which
could not be traced on the basis of DTI. The curvature around the sylvian fissure was
displayed properly in 6 cases and in only 2 cases with DTI-based tractography.
CONCLUSION: HARDI1CS seems to be a promising approach for fiber tractography in
clinical practice for neuroanatomically complex fiber pathways and in areas of disturbed
diffusion, overcoming the problem of long acquisition times.
KEY WORDS: Compressed sensing, Diffusion tensor imaging, Fiber tractography, Glioma, High-angular-
resolution diffusion imaging, Multimodality navigation
Neurosurgery 72:A165–A175, 2013 DOI: 10.1227/NEU.0b013e318270d9fb www.neurosurgery-online.com
T
he aim to achieve best possible tumor
resection with minimum postoperative
morbidity, which has been shown to be
associated with extended survival time1-3 in
glioma surgery, is still challenging. Despite
microscope enhancement, as a result of their
infiltrative nature, margins of high-grade gliomas
generally remain difficult to distinguish from the
surrounding brain parenchyma. This is of par-
ticular relevance for lesions near eloquent corti-
cal areas or major white matter tracts. Thus,
there is rising interest in navigation guidance and
intraoperative imaging methods.4,5 Conven-
tional navigation guidance has become a rou-
tinely used tool during glioma surgery. However,
with the so-called multimodality navigation,
besides anatomic image data, functional
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information like eloquent cortical areas, metabolic activity, or
fiber tracts can also be integrated.
Fiber tractography as a noninvasivemethod to estimate the course
and location of white matter tracts integrated in the navigation
system has been shown to contribute to minimizing postoperative
morbidity.6,7 For reasons of practicability and feasibility, until
today, fiber tractography in clinical practice was based mostly on
diffusion tensor imaging (DTI). DTI, as first described by Basser
et al,8 is based on a set of diffusion-weighted magnetic resonance
images (MRIs). To obtain the diffusion properties within 1 voxel,
a second-order tensor, describing the local diffusion characteristic
within, is calculated with the Stejskal-Tanner equation. In
anisotropic tensors, the main eigenvector encodes the longitudinal
direction of axons in major white matter tracts.
So far, there are several different algorithms for fiber recon-
struction,9-12 which can generally be separated into deterministic
and probabilistic methods. However, because of the restricted
second-order tensor in each voxel, assuming gaussian-distributed
diffusion, multifiber populations cannot be resolved adequately,
resulting in the disability to reconstruct crossing or kissing fibers.
Similarly, fanning fibers and fibers in the vicinity of tumor or
edema13,14 can hardly be reconstructed with this assumption.15
In clinical practice, this becomes relevant for the reconstruction
of neuroanatomically complex fiber structures like the language-
associated tracts curving around the sylvian fissure. Even for
healthy subjects, their reconstruction is challenging with the most
commonly used deterministic tracking algorithms based on DTI;
however, it becomes even more complex for patients with
intracerebral pathology such as gliomas and their associated
peritumoral edema, both affecting diffusion properties.
To overcome this drawback, particularly because about one-
third of voxels in the brain contain . 1 fiber population,16
research focuses on alternative diffusion models such as those
based on high-angular-resolution diffusion imaging (HARDI).
Advanced diffusion models based on HARDI data sets are
capable of overcoming the second-order tensor restriction.17-20
To represent a 3-dimensional (3-D) distribution of diffusivities
as measured by HARDI, spherical harmonics are frequently used.
However, because they do not provide a sparse representation of
HARDI signals, clinical use is limited owing to a larger number of
diffusion-encoding gradients (ranging from 60 to 100), resulting
in long acquisition times. Based on spherical ridgelets, HARDI
signals can be represented using a relatively small number of
diffusion-encoding gradients,21-24 thus enhancing the feasibility
of HARDI-based fiber tractography in clinical practice.
To the best of our knowledge, there is no description of the
application of HARDI with compressed sensing (CS) and
accordingly tractography in clinical practice. This article com-
pares DTI-based fiber tractography, performed on 3 different
software platforms (iPlan25 Cranial, Slicer4,26-28 and MedAly-
Vis29), with HARDI1CS-based fiber tractography. Further-
more, DTI- and HARDI1CS-based fiber reconstruction
performed on the same platform (MedAlyVis) was displayed
and analyzed side by side.
MATERIALS AND METHODS
Patients
Patient collection was performed prospectively at the University
Hospital Marburg (Marburg, Germany) from May 2011 to March
2012 after approval was given by the local ethics committee. All patients
gave their written informed consent to participate in the study.
Six patients with left-sided gliomas were included in our study. Mean
patient age was 54.3 6 14.9 years. Two female patients and 4 male
patients were included.
All patients were right handed with left dominant hemisphere
according to functionalMRI (fMRI). For all patients, the Aachen Aphasia
Bedside Test (AABT)30 was obtained preoperatively and 2 months after
surgery. The following items were evaluated:
1. Request for visual and head movement (minimum, 0 points;
maximum, 50 points)
2. Request for mouth movement (minimum, 0 points; maximum, 50 points)
3. Singing and speaking rows and empty phrases (minimum, 0 points;
maximum, 50 points)
4. Identifying objects (minimum, 0 points; maximum, 50 points)
5. Naming objects (minimum, 0 points; maximum, 50 points)
The tumor localization is given in Table 1 and illustrated in Figure 1,
in which all tumors are displayed in a physiological brain model.
A detailed description of the patients’ medical history, including AABT,
tumor biology, and clinical course is given in the case presentation and
Tables 1 and 2.
TABLE 1. Patient Collectivea
Patient Age, y Sex Lesion Localization Tumor Volume, cm3
1 73 M Anaplastic oligodendroglioma WHO III Temporal 35.2
2 65 F Glioblastoma multiforme WHO IV Temporal 10.7
3 41 M Anaplastic astrocytoma WHO III Temporal 15.7
4 52 M Glioblastoma multiforme WHO IV Temporo-occipital 30.2
5 34 M Diffuse astrocytoma WHO II Frontal 76.0
6 61 F Anaplastic astrocytoma WHO III Temporal 41.8
aWHO, World Health Organization.
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MRI Studies
For all patients, MRIs were acquired at on a 3-T MRI (Tim Trio;
Siemens, Erlangen, Germany) on the preoperative day, including T1-
weighted 3-D images (3-D magnetization-prepared rapid gradient echo;
repetition time, 1900 milliseconds; echo time, 2.26 milliseconds; field of
view, 256 mm; matrix, 256 · 256; slice thickness, 1 mm; 176 slices,
sagittal), blood oxygen level-dependent fMRI using a single-shot echo-
planar imaging sequence (repetition time, 2000 milliseconds; echo time,
30 milliseconds; field of view, 230 mm; matrix, 64 · 64; slice thickness,
3.6 mm; 33 slices, axial) for localization of cortical language areas using a
word generation task, and diffusion-weighted images also using a single-
shot echo-planar imaging sequence (repetition time, 7800 milliseconds;
echo time, 90 milliseconds; field of view, 256 mm; matrix, 128 · 128;
slice thickness, 2 mm; numbers of excitations, 1; b = 1000 s/mm²; 30
noncollinear diffusion-encoding gradients; voxel size, 2 · 2 · 2 mm³).
This same diffusion-weighted image set was the base for both DTI-based
fiber tractography and HARDI1CS-based fiber tractography. Acquisi-
tion of all data sets took 15 minutes per patient.
fMRI Analysis
The applied word generation task, as described by Jansen et al,31
consisted of a block design task with displayed alternating letters and
nonletters, 20 seconds each. Patients are asked to think of words starting
with the displayed letter (activation) and to stop thinking of words when
a nonletter is displayed (baseline).
fMRI analysis was performed within the iPlan Cranial planning
software preoperatively for each patient, delivering adequate activation
results for all patients. Segmented areas were then expanded with a 3-mm
margin and manually transcribed into Slicer4 and MedAlyVis.
Fiber Tractography
Evaluation was performed with 3 different platforms: the iPlan
Cranial planning software (Brainlab, Feldkirchen, Germany),25 Slicer4
(www.slicer.org 26-28) for DTI-based fiber tractography, and the imaging
platform MedAlyVis (Medical Analysis and Visualization)29 for DTI-
based and advanced tractography using HARDI signals derived from
sparsely sampled diffusion data.
DTI-Based Fiber Tractography in iPlan Cranial, Slicer4, and
MedAlyVis
Fiber tractography using the tensor deflection approach was performed
routinely in iPlan Cranial planning software, with the defined activation
area used as seed, with fractional anisotropy (FA) thresholds ranging
between 0.16 and 0.20, depending on the proximity of the fiber to tumor
and peritumoral edema. The fiber-tracking results were then reduced by
application of exclude regions.
In Slicer4, the tractography algorithm described by Basser et al9 is
routinely used for basic fiber tractography. Similar to the procedure
within iPlan Cranial planning software, fiber tracking was applied using
the same FA thresholds for each patient.
Within MedAlyVis, fiber tractography was also performed using
a tensor deflection approach with the same range of FA thresholds for
each patient.
Multidirectional Deterministic Fiber Tractography Based on
HARDI1CS
Tractography algorithms based on reconstructed diffusion signals using
HARDI1CS23 can be applied to reconstruct complex fibers within a
single voxel, modeled as a probability distribution on a sphere, assigning
the probability of diffusion for each direction. Using a higher number of
gradients, HARDI requires longer acquisition times and thus is not yet
suitable for clinical use. As proposed by Michailovich and Rathi24,32 and
Michailovich et al,33 spherical ridgelets can be used to interpolate the
diffusion signal, allowing a sparse representation of the signal.
Within theMedAlyVis platform, spherical ridgelets are calculated from
the given diffusion data set.24,32,33 For fiber reconstruction, a determin-
istic multidirectional orientation distribution function tracking is used,
proposed by Descoteaux et al,15 with the L index34 as the anisotropy
measure, ranging from 0.05 to 0.07.
RESULTS: CASE SERIES
The results of fiber tractography based on DTI performed on
the 3 different platforms and of fiber tractography relying on
HARDI1CS are described for each patient separately. Evalua-
tion of tractography results was performed on the basis of
neuroanatomical knowledge. Hereafter, DTI- and HARDI1CS-
based fiber tractography results are compared side by side, and the
workflow on the different software platforms is described.
FIGURE 1. Schematic of tumor localization with segmented tumor objects
projected on a T1-weighted magnetic resonance imaging data set of a healthy
volunteer. A, 3-dimensional overview. B, axial view. Patient 1, blue; patient 2,
red; patient 3, pink; patient 4, yellow; patient 5, green; and patient 6, purple.
TABLE 2. Aachen Aphasia Bedside Test Results of the Patient
Collectivea







aAABT, Aachen Aphasia Bedside Test. First score, request for visual and head
movement; second score, request for mouth movement; third score, singing and
speaking rows and empty phrases; fourth score, identifying objects; and fifth
score, naming objects.
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Patient 1
A 73-year-old male patient presented after an episode of slight,
completely recurrent motor aphasia and cognitive impairment.
MRI showed a left temporal to temporodorsal intra-axial lesion
with weak contrast enhancement infiltrating the superior temporal
gyrus and directly neighboring the angular gyrus. The contrast-
enhancing areas of the lesion, which histologically was an
anaplastic oligodendroglioma (World Health Organization
[WHO] III), were gross-totally resected, and the postoperative
course was uneventful. The AABT was normal preoperatively and
2 months after surgery (50-50-50-50-50).
DTI-based tractography in iPlan Cranial resulted in a slender arc
reaching from BA 44, 45, terminating in the angular and supra-
marginal gyrus. Despite gradual reduction of the FA threshold to
0.16, temporal fibers could not be displayed. DTI-based fiber
tracking on Slicer4 platform resulted in a slender tract but this time
terminating in the temporal lobe (inferior temporal gyrus).
In contrast, DTI-based tracking on the MedAlyVis platform
suggested frontal fibers terminating in BA 22 with few branches,
which was supported by HARDI1CS-based tracking results,
displaying a more solid bundle interconnecting BA 44, 45 and
terminating in BA 22. The tractography results are displayed in
Figure 2. Direct comparison of DTI- and HARDI1CS-based
tractography on the MedAlyVis platform displays 2 anatomically
similar fiber bundles; however, the whole bundle, particularly the
arc surrounding the sylvian fissure, is traced more firmly relying on
HARDI1CS (Figure 3).
Patient 2
A female 65-year-old patient presented with progressive aphasia
and a marginally contrast-enhancing lesion with peritumoral
edema in the left temporodorsal area, suggesting a glioblastoma
multiforme. The AABT revealed aphasia preoperatively (AABT,
49-48-50-47-40) compared with an AABT of 49-48-50-50-45
postoperatively. The contrast-enhancing areas of the tumor were
gross-totally resected. Histopathology secured the diagnosis of
glioblastoma multiforme (WHO IV).
On iPlan Cranial and Slicer4 platforms, DTI-based tractog-
raphy managed to display a frontal fiber compound from BA 44
and 45 merging to the dislocated supramarginal gyrus; the fibers
were even displayed slightly within the tumor edema. Even a slight
temporal fiber bundle was displayed here within the Slicer4 and
MedAlyVis platforms. Still, HARDI1CS-based tractography
represented a solid compound of frontotemporally arching fibers
(connecting BA 44, 45 and BA 22), well displayed within the
tumor and the peritumoral edema (see Figure 2). This difference
of fiber complexity is also presented in Figure 3 (DTI- vs
HARDI1CS-based tractography on MedAlyVis).
Patient 3
A 41-year-old patient was admitted in our clinic with cognitive
impairment andmnestic deficits. The AABT furthermore revealed
slight aphasia (AABT, 50-50-50-50-48), which was unchanged
postoperatively (AABT, 50-50-50-50-48). Thesewere based on an
MRI morphologically nonenhancing intra-axial lesion in the left
temporal lobe, which was gross-totally resected according to the
T2-hyperintense signal alterations. Histopathology revealed an
anaplastic astrocytoma (WHO III).
Tractography results based onDTI showed only sparse frontally
located fibers on all platforms, not entirely reliable on Slicer4 and
MedAlyVis platforms. No temporal fibers were displayed. With
HARDI1CS-based fiber tractography on MedAlyVis, a com-
pound frontal fiber bundle and a temporally curving part
connecting to BA 22 was displayed (Figure 2). This bundle
terminates in the posterior part of the superior temporal gyrus.
Direct comparison of DTI- and HARDI1CS-based tractography
results within the MedAlyVis platform shows solitary fibers of
DTI-based reconstruction and the far more solid fiber bundle of
HARDI1CS-based reconstruction (Figure 3).
Patient 4
A52-year-oldmale patientwas admittedwith aphasic episodes and
homonymous hemianopia caused by a left temporo-occipital lesion
marginally contrast enhancing with significant perifocal edema. The
AABT preoperatively was 50-50-42-50-45 but recurrent postoper-
atively (50-50-48-50-48). The lesion was gross-totally resected,
which histologically was a glioblastoma multiforme (WHO IV).
DTI-based fiber tractography on the iPlan Cranial platform
resulted in diffuse and slight fibers but with frontal and temporal
extension as acceptedbyneuroanatomical knowledge. In the vicinity
of the tumor in the posterior superior temporal gyrus, most fibers
cannot be traced safely. Tracking with Slicer4 displayed merely
a slender frontal fiber bundle, which terminated directly in front of
the tumor edema before the supramarginal gyrus. A temporal
extension cannot be displayed here. On MedAlyVis, DTI- and
HARDI1CS-based fiber tracking managed to present a fronto-
temporal arc, interconnecting BA 44, 45 and BA 22. However, it
can be clearly seen that HARDI1CS-based tractography displayed
a significantly firmer and more solid fiber bundle, particularly also
displaying the arc around the sylvian fissure (Figure 2, Figure 3).
Patient 5
A 34-year-old patient presented with general seizure without
any further neurological deficits (preoperative and postoperative
AABT, 50-50-50-50-50). A large left frontal lesion was detected
on MRI, not showing contrast enhancement. He underwent
subtotal tumor resection to prevent a neurological deterioration,
which was secured in the postoperative neurological examination.
Histologically, the lesion proved to be a diffuse astrocytoma
(WHO II).
Tractography results are shown in Figure 2. DTI-based
tractography on all platforms displayed a frontal fiber bundle;
however, the temporal fibers were not traced safely. Furthermore,
fiber results were obtained with an FA threshold , 0.16.
HARDI1CS-based tractography displayed a neuroanatomically
reliable and solid fiber object, representing frontally and
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temporally located fibers (Figure 3). Figure 4 illustrates the
reconstructed fiber object in a 3-D model compared with the
intraoperative navigation screenshot, here with fiber tractography
based on DTI.
Patient 6
A 61-year-old woman with symptomatic seizures underwent
subtotal resection of a large anaplastic astrocytoma (WHO III) in
the left temporal lobe with infiltration of insula and only diffuse
central contrast enhancement. She did not suffer from any focal
neurological deficits preoperatively and postoperatively (AABT,
50-50-50-50-50).
Fibers displayed by DTI-based tractography showed a frontal
fiber bundle on the iPlan Cranial platform that terminated in the
angular gyrus without expanding into the temporal lobe and was
not influenced by reduced FA thresholds or expanded seed region.
A slight temporal fiber expansion could be seen with DTI-based
fiber tracking on the MedAlyVis and Slicer4 platforms. The
termination of these fibers was in the region of BA 22 forDTI- and
HARDI1CS-based reconstruction. However, the most remark-
able difference here is seen in the more compound HARDI1CS-
based fiber bundle reconstruction, as demonstrated in Figure 2.
In addition, the direct comparison of reconstructed fiber bundles
derived from both approaches within MedAlyVis displays the
contrast of firmly traced fibers in Figure 3.
Figure 3 presents DTI- and HARDI1CS-based fiber tractog-
raphy results on MedAlyVis for each patient in side-by-side
display and overlay. It can be seen that HARDI1CS-based
reconstruction results in a more compound fiber bundle in all
cases. In 4 cases, DTI-based tractography resulted in sparse fibers,
whereby HARDI1CS-based fiber tracking displayed a solid
object (rows 2-5). However, fiber tracking relying on DTI
displayed acceptable tracking results comparing DTI- and
HARDI1CS-based tractography results for patients 1 and 6.
In DTI-based reconstruction objects, the reconstruction fre-
quently failed to follow the curve of the fiber around the sylvian
fissure. In contrast, the curvature or at least the beginning of the
curve could be displayed with HARDI1CS-based tractography.
This contrast can best be seen in rows 1, 3, 4, and 5.
The procedure for DTI-based fiber tractography, including
preprocessing, postprocessing, and fiber tracking, took approxi-
mately 5 to 20 minutes on all 3 platforms. There were no
significant differences in time regarding image preprocessing and
basic fiber reconstruction process. Postprocessing times in
between the platforms varied only slightly (Table 3).
In contrast, performing all necessary steps for HARDI1CS-
based tractography took about 50 minutes for each data set,
including the calculation of spherical ridgelets (preprocessing)
and basic fiber tractography. In addition, postprocessing work-
flow was more time consuming, although the fibers were
processed accordingly, restricting the objects with additional
seed regions to exclude nonpertinent additional fibers (Table 3).
DISCUSSION
Intraoperative navigation systems are widely used among
neurosurgical operating theaters, showing segmented risk struc-
tures and targets in the microscope heads-up display after
a registration process of physical space and image space.35 Besides
mere anatomic MRIs, in recent years, functional data have been
integrated into the navigation. The multimodality concept
includes the display of eloquent cortical sites (given by fMRI),36
metabolic data (given, for example, by magnetic resonance
spectroscoptic imaging or single-photon emission computed
tomography37), or major white matter tracts.
DTI is validated, challenged, and developed according to
acquisition schemes, image processing, analysis, and interpretation
of its results.38 Early experiments showed that diffusion is faster
along white matter tracts than perpendicular to the fiber bundle
direction. This principle is the basis for the DTI-based
tractography.8 For tensor calculation, the needed data set includes
1 b0 image and at least 6 diffusion-weighted images, each applied
with a noncollinear diffusion gradient. However, today, a total of
30 gradient directions has been proposed for the reconstruction
of language pathways.39
DTI-based fiber tractography relies on the mathematical
reconstruction of 1 second-order tensor in each voxel, not capable
of resolving spatial locations in case of crossing, kissing, or
diverging fibers in the voxel. This is of special interest for
tractography results of anatomically complex fiber bundles like
language pathways or the optic tract. However, until today,
promising tracking results have already been achieved on the basis
of DTI that have been shown to contribute to a low postoperative
morbidity when integrated into the navigation system,6 compa-
rable to electrostimulation methods.40,41 The most commonly
used algorithm is the deterministic tensor deflection algorithm,
which has been proven to be feasible for reconstruction of fiber
FIGURE 2. Fiber tractography results presented for each patient based on diffusion tensor imaging within iPlan Cranial (column 1), Slicer4 (column 2), and MedAlyVis
(column 3) and based on high-angular-resolution diffusion imaging with compressed sensing within MedAlyVis (column 4). Row 1: patient 1, a 73-year-old male patient with
left temporal anaplastic oligodendroglioma. T1-weighted sagittal magnetic resonance imaging (MRI). Row 2: patient 2, a 65-year-old female patient with left temporal
glioblastoma multiforme (3-dimensional [3-D] segmentation [red] in A). T1-weighted sagittal MRI (A, with contrast agent; B-D, without contrast agent). Row 3: patient 3,
a 41-year-old male patient with temporal anaplastic astrocytoma (3-D segmentation [red] in A). T1-weighted sagittal MRI. Row 4: patient 4, a 52-year-old male patient with
left temporo-occipital glioblastoma multiforme (2-dimensional [2-D] segmentation [red] in A). T1-weighted sagittal MRI. Row 5: patient 5, a 34-year-old male patient with
left frontal diffuse astrocytoma (2-D segmentation [purple] in A). T1-weighted sagittal MRI. Row 6: patient 6, a 61-year-old female patient with temporal anaplastic
astrocytoma. T1-weighted axial MRI.
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FIGURE 3. Direct comparison of fiber tractography results in MedAlyVis (rows 1-6 correspond to patient numbers). Column 1,
diffusion tensor imaging (DTI)-based tractography (yellow). Column 2, high-angular-resolution diffusion imaging with
compressed sensing (HARDI1CS)-based tractography (blue). Column 3, overlay of DTI-, and HARDI1CS-based fiber
bundles.
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tracts without fanning fibers, curvatures or crossing, and kissing
fibers. For anatomically complex fiber pathways like the language-
associated tracts or the optic tract, probabilistic algorithms such
as connectivity analysis42 or bayesian approaches10 have already
shown success for more reliable tractography results based on
DTI. Another method, which has been established for patient
safety, is the placement of flexible hulls around the reconstructed
fiber object.43 Thus, an additional safety margin of a 5-mm
surface hull around the intraoperatively displayed object has been
shown to avoid postoperative neurological deficits.7 Furthermore,
the application of intraoperative high-field MRI has provided the
possibility to obtain DTI intraoperatively. Fiber tractography
with intraoperative DTI image data has shown to compensate for
the effects of brain shift, also contributing to low postoperative
morbidity.44
Despite enhanced patient safety as a result of these innovations
in the field of DTI, the mentioned intrinsic drawbacks of this
method cannot be overcome. Thus, there was a rising demand for
alternative approaches. One of these was found using advanced
diffusion models based on HARDI data sets. Multiple intravoxel
fiber orientations are frequently reconstructed using analytical
reconstruction based on spherical harmonics, or q-ball imaging,45
in which the diffusion signal is sampled directly on a sphere using
the Funk Radon transform. This improvement of high angular
resolution is associated with 1 significant drawback. Acquisition
of HARDI data sets requires a significantly higher number of
diffusion gradients, ranging from 60 to 100. Associated data
acquisition times are up to 25 minutes (on a 3-T MRI system) as
opposed to approximately 4 minutes for DTI (on a 3-T MRI
system). However, frequently used for theoretical neuroimaging,
for example, by Frey et al,46 clinical applications of HARDI are
still rare. Thus, to the best of our knowledge, there is still no
clinical study assessing HARDI in a neurosurgical patient
collective. However, there seems to be particular impact of the
method in cases of gliomas and perifocal edema with their
associated more complex white matter architecture.
FIGURE 4. Case illustration of patient 5. A, 3-dimensional (3-D) reconstruction of tumor and language pathway view from
lateral right. B, microscope view with outlines in heads-up display (purple, tumor; yellow, subjacent language pathways). C and
D, intraoperative navigation screenshots, T2-weighted axial (C) and coronal (D) views. Tumor outlines segmented in purple;
3-D reconstruction of fiber bundle, in green.
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So far, several frameworks have beenpresented to achieve a higher
practicability for HARDI-based fiber reconstruction, eg, Prckovska
et al47 with a fused DTI/HARDI visualization or Reisert et al.48
Among these techniques, with the mathematical model CS, based
on the theory of sparse representation, the particular drawback of
the long image acquisition time of HARDI can be overcome. In
this way, CS potentially enables the reconstruction of HARDI
signals from as low as 20 diffusion gradients, although with a low
reconstruction error of approximately 1%.24
With the following interpretation comparing the tracking results,
we can support the described theoretical advantages of HARDI-
1CS-based over DTI-based tractography. Analysis of the recon-
structed language-associated fiber tracts was performed on the basis
of current standard of neuroanatomical knowledge, whereby the
complex anatomy of language-associated cortical areas and their
connecting fiber bundles is not fully understood. Based on the
Geschwind49 model of the temporofrontal arc “arcuate fasciculus”
connecting the Broca and Wernicke areas, there are new insights
into the language-associated fiber structures, some of them based
on diffusion studies. In this way, a “ventral pathway” is suggested,
connecting the 2 cortical areas via the uncinate fasciculus, the
external and extreme capsules.50-52 A study from Frey et al46 based
on q-ball imaging45 suggests that Brodmann area 45 in particular
interconnects via the extreme capsule. Specific inferior temporal
areas, including the parahippocampal gyrus and the fusiform gyrus,
are part of semantic processing and interconnect BA 44, 45 and
posterior BA 22.53 However, other cortical sites like BA 6, 9, 21,
37, 40, or 39 and their associated interconnecting fibers are also
involved in the cortical processing of language.54
Interpreting the tractography results indicates that the most
obvious advantage of fiber tractography based on multidirectional
diffusion patterns is the significantly higher compound and solid
representation of the resulting fiber objects (Figures 2 and 3). This
can be seen in all performed reconstructions, comparing results of
HARDI1CS-based tractography with DTI-based results on the
3 different platforms, although DTI-based reconstructions also
vary between platforms. It can be seen that with bigger tumor
diameter, closer localization to the language pathways, or larger
peritumoral edema, the tracking results differ more regarding the
solidity of the fiber object, suggesting a higher rate of uncertainty
(best seen in patient 5). In DTI-based fiber tracking objects, the
fibers frequently fail to follow the curve around the sylvian fissure.
This is the case on all 3 platforms, with very similar results seen
for patients 1, 3, 4, and 5 (Figures 2 and 3). In contrast, the
curvature or at least the beginning of the curve could be displayed
with HARDI1CS-based tractography in these cases.
There also seems to be the expected advantage concerning the
desired fiber reconstruction in near-tumor areas or in vasogenic
edema. As can be seen in the HARDI1CS-based tractography
results of patients 2, 4, and 5 (Figure 2), a solid fiber bundle can
also be displayed in peritumoral edema. However, DTI-based
fiber tractography displayed acceptable results consistently on all
platforms for patients 1 and 6. This can be explained by the low
peritumoral edema and localization of the oligodendroglioma and
low-grade astrocytoma (Figure 2). DTI-based tractography fibers
are rather displaced by tumor of peritumoral edema, or the
tracking even terminates. This phenomenon is seen for patient 1
in iPlan Cranial and Slicer4 or patient 4 on Slicer4.
Despite these obvious advantages regarding image morphology,
tractography results are not assessed quantitatively or compared
with electrostimulation methods. Both methods have to be seen as
in vivo estimation of course and localization of the fiber bundle.
However, in our opinion, HARDI1CS-based fiber reconstruc-
tion is worth its effort in cases of large tumors with significant
peritumoral edema. DTI tractography remains a feasible tool for
tractography of pathways like the corticospinal tract or in
proximity of smaller tumors with less peritumoral edema.
Despite these obvious advantages, certain drawbacks of the
HARDI1CS-based fiber reconstruction have to be mentioned.
Although using the same diffusion data set with 30 noncollinear
gradients as the basis for DTI and HARDI1CS fiber recon-
struction, the time for calculating orientation distribution
functions and the fiber tracking procedure itself is significantly
prolonged for HARDI1CS at 45 minutes compared with
5 minutes for DTI-based tractography. Although there are no
drawbacks for the patient, this prolonged reconstruction process
reduces practicability owing to larger effort in time and personnel.
Time for DTI-based fiber tractography is almost consistent
TABLE 3. Tractography Preprocessing and Postprocessing Times Comparing Diffusion Tensor Imaging and High-Angular-Resolution Diffusion
Imaginga
Patient
iPlan Cranial DTI, min Slicer4 DTI, min MedAlyVis DTI, min MedAlyVis HARDI1CS, min
Pre FT Post Pre FT Post Pre FT Post Pre FT Post
1 2 , 1 3 2 1-2 5 2 1 4 25 18 13
2 2 , 1 5 2 1-2 4 2 1 5 25 19 12
3 2 , 1 11 2 1-2 10 2 1 12 25 18 14
4 2 , 1 15 2 1-2 10 2 1 14 25 21 13
5 2 , 1 15 2 1-2 13 2 1 14 25 20 15
6 2 , 1 3 2 1-2 6 2 1 5 25 18 14
aDTI, diffusion tensor imaging; FT, time for fiber reconstruction process; HARDI1CS, high-angular-resolution diffusion imaging with compressed sensing; Post, postprocessing
time for fiber tracking; Pre, preprocessing time for fiber tracking.
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for iPlan Cranial, MedAlyVis, and Slicer4. In our opinion,
the open-source platform Slicer4 and iPlan Cranial are orientated
for clinical use, with a well-structured and easily manageable
workflow. In contrast, the MedAlyVis platform emphasizes
science applications and requires a longer teach-in period. As
mentioned previously, intraoperative application of DTI-based
fiber tractography has provided new insights into the phenom-
enon of brain shift with a shown clinical impact. HARDI1CS-
based tractography is, in our opinion, not yet feasible for
intraoperative use because of the long processing times that would
lengthen surgery significantly. Alternatively, preoperative HAR-
DI1CS-based fiber tractography can be combined with non-
linear registration techniques or sophisticated techniques from
pattern recognition, allowing the matching of preoperative data
sets, including functional data with intraoperative MRIs.55
Further registration techniques propose nonlinear registration
of image space directly with the brain, not with the head. These
techniques can also be applied for other intraoperative imaging
modalities providing 3-D information such as ultrasound. Thus,
intraoperative images can be nonlinearly registered to the
preoperative data, providing the multimodal information.56,57
Outlook
Regarding image quality, future perspectives include the compar-
ison of conventionalHARDI- andHARDI1CS-based fiber objects.
Furthermore, HARDI1CS will be obtained with varied MRI
parameters such as voxel size, gantry tilt, or number of repetitions
and number of diffusion gradients to compare the resulting fiber
objects for optimization purposes. To assess accuracy, this can be
done with a software phantom, offering the possibility to compare
the resulting objects with a defined ground truth.
For clinically orientated future investigations, themost important
steps will be the routine integration of HARDI1CS-based fiber
reconstruction in the navigation system besides conventional DTI-
based tractography results to support our hypothesis. This can be
obtained, for instance, by using the binary mask derived from
resulting fiber sets and visualized in a routinely used navigation
software. To actually assess the clinical impact regarding accuracy
and patient morbidity compared with DTI tractography, the
intraoperative display of HARDI1CS fiber objects will be
combined with subcortical stimulation methods. Furthermore,
other tracking algorithms will be applied on the HARDI diffusion
model and compared with the tensor deflection algorithm. The
implementation of multidirectional diffusion models in open-
source navigation planning software should also be an aim of future
investigations, offering a user-friendly software interface that can be
used by clinical physicians during daily business.
CONCLUSION
With our prospectively conducted case series on 6 patients, we
show that HARDI1CS fulfills the requirement of adequately low
data acquisition times, which are required for use in clinical
practice. Furthermore, according to the DTI-based reconstruction
of language pathways with 3 different platforms (iPlan Cranial,
Slicer4, and MedAlyVis) compared with HARDI1CS-based
reconstruction on MedAlyVis, we show that HARDI1CS-based
reconstruction seems to have potential not only in the more
compound display of reconstructed fibers but also in areas of
locally disturbed diffusion (tumor and peritumoral edema).
Thus,HARDI1CS seems to be a new approach that combines
the advantages of the estimation of multiple intravoxel fiber
populations of HARDI with the clinical feasibility of routinely used
DTI image data acquisition in presurgical practice. Despite longer
preprocessing times and thus presurgical planning, there is no
disadvantage for the patient regarding the presurgical workflow.
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Volumetric change in glioblastoma multiforme (GBM) over time is a critical factor in treatment decisions.
Typically, the tumor volume is computed on a slice-by-slice basis using MRI scans obtained at regular
intervals. (3D)Slicer – a free platform for biomedical research – provides an alternative to this manual
slice-by-slice segmentation process, which is significantly faster and requires less user interaction. In this
study, 4 physicians segmented GBMs in 10 patients, once using the competitive region-growing based
GrowCut segmentationmodule of Slicer, and once purely by drawing boundaries completely manually on a
slice-by-slice basis. Furthermore, we provide a variability analysis for three physicians for 12 GBMs. The
time required for GrowCut segmentation was on an average 61% of the time required for a pure manual
segmentation. A comparison of Slicer-based segmentation withmanual slice-by-slice segmentation resulted
in a Dice Similarity Coefficient of 88.43 6 5.23% and a Hausdorff Distance of 2.32 6 5.23 mm.
G
liomas are the most common primary brain tumors, arising from the glial cells that support the cerebral
nerve cells. The World Health Organization (WHO) grading system for gliomas defines grades I–IV,
where grade I tumors are the least aggressive and IV are the most aggressive1. Of these, 70% are
considered malignant gliomas (anaplastic astrocytomaWHO grade III and glioblastomamultiformeWHO grade
IV). The glioblastoma multiforme, named for its histopathological appearance, is the most frequent malignant
primary brain tumor and is one of the most highly malignant human neoplasms. The approach to the treatment
of glioblastomas typically includes maximum safe resection, percutaneous radiation and chemotherapy. Despite
new radiation strategies and the development of oral alcylating substances (e.g. Temozolomide), the life expect-
ancy for GBM patients is still only about fifteen months2. Although in previous years the role of surgery was
controversial, recent literature favors a maximum safe surgical resection as a positive predictor for extended
patient survival3. Microsurgical resection can now be optimized with the technical development of neuronaviga-
tion based on data from diffusion tensor imaging (DTI), functional magnetic resonance imaging (fMRI),
magnetoencephalography (MEG), magnetic resonance spectroscopy (MRS), or positron-emission-computed-
tomography (PET). An early postoperative magnetic resonance imaging (MRI) with a contrast agent can be used
to determine how much of the tumor mass has been removed and frequent MRI scans can help to monitor any
new tumor growth.
For automatic glioma segmentation in general (World Health Organization grade I–IV), several algorithms
have already been proposed that rely on magnetic resonance imaging. Szwarc et al.4 have presented a segmenta-
tion approach that uses fuzzy clustering techniques. In their evaluation, the authors used six magnetic resonance
(MR) studies of three subjects and the reportedDice Similarity Coefficient (DSC)5,6 ranged from 67.21% to 75.63%.
Angelini et al.7 have presented an extensive overview of some deterministic and statistical approaches. Gibbs et al.8
have introduced a combination of region growing and morphological edge detection for segmenting enhancing
tumors in T1-weightedMRI data. The authors evaluated their method with one phantom data set and ten clinical
data sets. An interactive method for segmentation of full-enhancing, ring-enhancing and non-enhancing tumors
has been proposed by Letteboer et al.9 and was evaluated on twenty clinical cases. Depending on intensity-based
pixel probabilities for tumor tissue, Droske et al.10 have presented a deformable model method, using a level set
formulation, to divide theMRI data into regions of similar image properties for tumor segmentation. Clark et al.11
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glioblastomas. Direct comparison with a hand labeled segmentation
89 of 120 slices had a percent matching rate of 90% or higher.
Segmentation based on outlier detection in T2-weighted MR data
has been proposed by Prastawa et al.12. For each case, the time
required for the automatic segmentation method was about ninety
minutes. Sieg et al.13 have introduced an approach to segment con-
trast-enhanced, intracranial tumors and anatomical structures of
registered, multispectral MR data. The approach has been tested
on twenty-two data sets, but no computation times were provided.
Egger et al.14,15 present a graph-based approach. After the graph has
been constructed, the minimal cost closed set on the graph is com-
puted via a polynomial time s-t cut16. The presentedmethod has been
evaluated with fifty glioblastoma multiforme yielding an average
Dice Similarity Coefficient of 80.37 6 8.93%.
Since fully automated segmentation often fails to match human
judgments of tumor boundaries, a number interactive segmentation
algorithms have been proposed. Vezhnevets and Konouchine17 give
an overview of methods for generic image editing and methods for
editing medical images. An interactive segmentation technique
called Magic Wand17 is a common selection tool in image editing
software applications. The tool gathers color statistics from the user
specified image point (or region) and segments (connected) image
regions with pixels whose color properties fall within some given
tolerance of the gathered statistics. Reese18 has presented a region-
based interactive segmentation technique called Intelligent Paint,
based on hierarchical image segmentation by tobogganing, with a
connect-and-collect strategy to define an object’s region. Mortensen
and Barrett19 have introduced a boundary-based method to compute
a minimum-cost path between user-specified boundary points. The
intelligent scissors method20 treats each pixel as a graph node and
uses shortest-path graph algorithms for boundary calculation and a
faster variant of region-based intelligent scissors uses tobogganing
for image over-segmentation and then treats homogenous regions as
graph nodes. GraphCut is a combinatorial optimization technique
applied to the task of image segmentation by Boykov and Jolly21. An
extension of the GraphCut named GrabCut developed by Rother
et al.22, is an iterative segmentation scheme that uses a graph-cut
for intermediate steps. A marker-based watershed transformation
algorithm for medical image segmentation, developed by Moga
and Gabbouj23, uses user-specified markers for segmenting gray level
images. The RandomWalker algorithm of Grady and Funka-Lea24 is
a probabilistic approach using a small number of user-labeled pixels.
Heimann et al.25 have presented an interactive region growing
method that is a descendant of one of the classic image segmentation
techniques. A manual refinement system for graph-based
approaches has recently been presented by Egger et al.26,27. The
approach takes advantage of the basic design of graph-based image
segmentation algorithms and restricts a graph-cut by using addi-
tional user-defined seed points to set up fixed nodes in the graph.
Another resent publication by Zukic´ et al.28 presents semi-automatic
GBM segmentation with a balloon inflation approach29. The balloon
inflation method has been evaluated with twenty-seven magnetic
resonance imaging data sets with a reported average DSC of
80.46%. The GrowCut method, developed by Vezhnevets and
Konouchine17, is a cellular automaton-based algorithm for interact-
ive multilabel segmentation of N-dimensional images. The GrowCut
algorithm is freely available as a module30 for the medical image
computing platform 3D Slicer31 and has been used in a recent study
to segment Pituitary Adenomas32.
In this paper, we present a detailed study of the volumetric analysis
of glioblastoma multiforme using the GrowCut tool 3D Slicer. Our
objective is to evaluate the utility of 3D Slicer in simplifying the
time-consuming manual slice-by-slice segmentation while achieving
a comparable accuracy. Thus, 4 physicians segmented GBMs in 10
patients, once using the competitive region-growing based GrowCut
Table 1 | This table presents a comparison of a) the time it took for physicians to segment GBMs manually vs. using 3D Slicer, b) the
agreement between the two segmentations. The MT column shows the time (in minutes) it took a physician to segment each of ten GBMs
on slice-by-slice basis. The SlicerT column shows the time (in minutes) it took a physician to segment it using 3D Slicer. The Slices column
shows the number of slices that the tumor spans in each case, as a rough approximation of the complexity of the segmentation task. Note
that 9 out of 10 cases, Slicer,MT, and on an average, the time it took to segment with 3D Slicer was 61% of the time it took to segment
manually on a slice-by-slice basis. The columns DSC and HD show the agreement between the two segmentations using a Dice Similarity
Coefficient and Hausdorff Distance, respectively
Case No. MT (min) SlicerT (min) Slices SlicerT/MT DSC HD (mm) Manual Volume (mm3) Slicer Vol (mm3) Slicer/Manual Vol
1 9 4 36 0.44 0.85 2.80 33522 44694 1.33
2 19 7.5 51 0.39 0.91 3.68 28373 32383 1.14
3 6 4.5 42 0.75 0.92 1.71 42056 47752 1.14
4 16 6.5 60 0.41 0.91 3.00 69448 78776 1.13
5 3 2.5 10 0.83 0.81 2.00 1480 2016 1.36
6 14 6.25 43 0.45 0.94 2.00 39097 38905 1.00
7 13 8.5 36 0.65 0.87 2.23 22468 25331 1.13
8 7 9.25 42 1.32 0.92 2.12 27368 30648 1.12
9 5 3 11 0.60 0.79 2.39 2703 3908 1.45
10 11 2.5 16 0.23 0.92 0.31 10318 11720 1.14
Averages 10.30 5.45 34.70 0.61 0.88 2.32 27683 31613 1.19
Time Agreement
Table 2 | Manual intra- and inter-physician segmentation results
(min, max, mean m and standard deviation s) for three neurosur-
geons – X, Y and Z – for twelve glioblastoma multiforme (GBM)
data sets. The first column represents the intra-physician seg-
mentation result: within a time distance of two weeks Physician
X segmented the twelve GBMs slice-by-slice twice. The second
and third columns present the inter-physician segmentation
results, whereby the manual slice-by-slice segmentations form
Physician Y and Physician Z have been compared with the first
manual segmentation of Physician X
DSC for intra- and inter-physician segmentations
Physician X Physician Y Physician Z
Min 84.01% 78.68% 76.03%
Max 96.30% 94.86% 94.83%
m 6 s 90.29 6 4.48% 88 6 6.08% 86.63 6 6.87%
www.nature.com/scientificreports
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segmentation module of 3D Slicer, and once by drawing boundaries
manually on a slice-by-slice basis. The time required forGrowCut vs.
manual segmentation were recorded. A comparison was performed
of 3D Slicer based segmentation with manual slice-by-slice seg-
mentation using the Dice Similarity Coefficient (DSC) and the
Hausdorff Distance (HD)33–35.
Methods that use all slices to calculate the tumor boundaries have
more information available to make accurate predictions of tumor
volume. Simpler methods such as geometric models provide only a
rough estimate of the tumor volume and may not be indicated for
accurate determination of tumor burden. Geometric approximations
use one or several user-defined diameters to estimate the tumor
volume36–38. The Macdonald criteria39 for measuring brain tumors
adopts uniform, rigorous response criteria similar to those in general
oncology where response is defined as a $50% reduction in tumor
size and the usual measure of "size" is the largest cross-sectional area
(the largest cross-sectional diameter multiplied by the largest dia-
meter perpendicular to it). Accurate and repeatable methods to cal-
culate tumor volume are therefore an important aspect of clinical
care.
The rest of this article is organized as follows: Section 2 presents the
results of our experiments. Section 3 discusses the performance of the
proposed approach, concludes the contribution and outlines areas
for future work. Finally, Section 4 presents the material and the
methods.
Results
The goal of this study was to evaluate the utility of 3D Slicer for
segmentation of GBMs compared tomanual slice-by-slice segmenta-
tion. We used two metrics for this evaluation: a) the time it took for
physicians to segment GBMs manually vs. using 3D Slicer, b) the
agreement between the two segmentations. In using these metrics to
evaluate our results, our assumption is that if 3D Slicer can be used to
produce GBM segmentations that are statistically equivalent to what
the physicians achieve manually, and in substantially less time, then
the tool is useful for volumetric follow-ups of GBM patients. Overall,
four physicians participated in our study: three physicians provided
the manual slice-by-slice segmentations and one physician has been
trained in a Slicer-based segmentation as described in the methods
section. The results of our study are detailed in Table 1, the primary
conclusion of which is that 3D Slicer basedGBMsegmentation can be
performed in about 60% of the time, and with acceptable agreement
(DSC: 88.43 6 5.23%, HD: 2.32 6 5.23 mm) to manual segmenta-
tion by a qualified physician. In Table 1, TheMT column shows the
time (inminutes) it took a physician to segment each of tenGBMs on
slice-by-slice basis. The SlicerT column shows the time (in minutes)
it took a physician to segment it using 3D Slicer. The Slices column
shows the number of slices that the tumor spans in each case, as a
rough approximation of the complexity of the segmentation task.
Note that 9 out of 10 cases, Slicer,MT, and on an average, the time
it took to segment with 3D Slicer was 61% of the time it took to
segment manually on a slice-by-slice basis. The columns DSC and
HD show the agreement between the two segmentations using aDice
Similarity Coefficient and Hausdorff Distance, respectively.
Figure 1 | This image presents the segmentation results of GrowCut
(green) for the tumor and background initialization of Figure 3. After the
initialization of the GrowCut algorithm under Slicer it took about ten
seconds to get the segmentation result on an Intel Core i7-990 CPU,
12 3 3.47 GHz, 12 GB RAM, Windows 7 Home Premium x64 Version,
Service Pack 1.
Figure 2 | Comparison of glioblastoma multiforme (GBM) segmentation results on an axial slice: semi-automatic segmentation under Slicer
(green, left image) and pure manual segmentation (blue, middle image). Moreover, a fused visualization of the 3D masks of the manual and the Slicer
segmentation is presented (rightmost image).
www.nature.com/scientificreports
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To provide readers with a point of comparison on how DSC and
HD computations vary between expert raters, we include in Table 2
some statistics that we published in another article where we ana-
lyzed the results of 12manual slice-by-slice GBM segmentations by 3
neurosurgeons40,41.
In addition to the quantitative results, we present sample GBM
segmentation results in Figures 1 and 2 for visual inspection. Figure 1
shows the results of the 3D Slicer GrowCut function (for the tumor
and background initialization shown in Figure 3). The rendered 3D
tumor segmentation is superimposed (green) on three orthogonal
cross-sections of the data. Figure 2 presents the direct comparison of
3D Slicer vs. manual segmentation on an axial slice: the semi-
automatic segmentation under 3D Slicer (green) is shown on the left
side of the figure and the pure manual segmentation (blue) is shown
in the middle of the figure. A fused visualization of the 3D masks of
the manual and the Slicer segmentations are displayed on the right
side of the figure.
Discussion
We observed that the automatic segmentation results produced by
3D Slicer (GrowCut) typically required some additional editing on
some slices to achieve the desired boundary and the time required for
this manual correction is included in our measurements. Manual
segmentation by neurosurgeons took three to nineteen minutes
(mean: tenminutes), in contrast to the semi-automatic segmentation
with the GrowCut implementation under 3D Slicer that took about
60% of that time (mean: five minutes) including the time needed for
editing the GrowCut results.
Figure 3 | These images present a typical user initialization for glioblastoma multiforme (GBM) segmentation under Slicer with GrowCut: axial
(left image) sagittal (second image from the left), and coronal (third image from the left). Besides, a 3D visualization of all three slices is presented
(rightmost image). Note: the tumor has been initialized in green and the background has been initialized in yellow.
Figure 4 | Detailed workflow of the segmentation process that is used in the training and the evaluation phase (left). The segmentation process starts
with the initialization of the GrowCut algorithm by the user on an axial, sagittal and coronal slice. Then, the automatic segmentation is started and
afterwards reviewed by the user. This results into the refinement phase where the Editor tools under Slicer are used to correct the automatic segmentation
result – mostly by navigating along the axial slices. During the evaluation phase the time for the initialization and the refinement has been measured. The
overall workflow of the proposed study is presented on the right side; it starts with the image data and ends with the training or the evaluation process.
Therefore, the data is divided into two pools of data sets: the training data set and the evaluation data set. The segmentation process is for both stages the
same. However, for the evaluation phase further image processing (voxelization and volume calculation) is required to calculate the Dice Similarity
Coefficient (DSC) and the Hausdorff Distance (HD) for a quantitative evaluation.
www.nature.com/scientificreports
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To quantify the quality of the GrowCut algorithm, we per-
formed intra- and inter-physician segmentations40,41. The results
also provided an upper segmentation threshold and therefore a
quality measure for our algorithm. For the intra-physician seg-
mentation, a neurosurgeon segmented twelve glioblastoma multi-
forme. After two weeks, the same neurosurgeon segmented these
twelve cases again. The detailed results are presented in Table 2
and provide a mean value m and a standard deviation s of 90.29 6
4.48% with a minimal Dice Similarity Coefficient of 84.01% and
a maximal Dice Similarity Coefficient of 96.30% (see the first
column). Finally, Table 2 also shows inter-physician segmentation
results for the twelve glioblastoma multiforme (see the second and
third columns). Therefore, the segmentation of the neurosurgeons
Y and Z have been compared with the segmentations of neuro-
surgeon X. It is evident that there is an upper threshold with a
Dice Similarity Coefficient of around ninety percent for the man-
ual intra- and inter-physician segmentations (average DSC when
compared with an automatic segmentation: 79.96 6 8.06% (neu-
rosurgeon X), 77.79 6 8.49% (neurosurgeon Y) and 76.83 6
13.67% (neurosurgeon Z)). The DSC of 90% can be thought of
as a metric for estimating how well an automatic segmentation
result is performing relative to the range of performance of
experts, and perhaps also can serve as an indicator for how much
Figure 5 | Slicer interface with the Editor on the left side and a loaded glioblastomamultiforme (GBM) data set on the right side: axial slice (upper left
window), sagittal slice (lower left window), coronal slice (lower right window) and the three slices shown in a 3D visualization (upper right window).
Figure 6 | In these images the usage for the Dilate and Erode options
under Slicer are presented. The background shows an axial slice with a
glioblastoma multiforme (white rectangle). The left white rectangle
presents the zoomed segmentation result of GrowCut (green). As shown,
the segmentation result is not very smooth at the tumor border. To get a
smoother result the Dilate and Erode options under Slicer can be used. For
this example Dilate, Erode and an additional Erode have been performed.
The result of this operations is shown in the right white rectangle (green).
www.nature.com/scientificreports
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manual post-editing will be required after the automatic seg-
mentation is performed.
In this paper, the evaluation of glioblastoma multiforme seg-
mentation with the free and open source medical image analysis
software 3D Slicer has been presented. Slicer provides a semi-
automatic, 3D segmentation algorithm, GrowCut, that is a viable
alternative to the time-consuming process of volume determination
during monitoring of a patient, for which slice-by-slice contouring
has been the best demonstrated practice. Editing tools available in 3D
Slicer are used for manual editing of the results upon completion of
the automatic GrowCut segmentation. The volume of the 3D tumor
is then computed and stored as an aide for the surgeon in decision
making for comparison with follow-up scans. This segmentation has
been evaluated on 10 GBM data sets against manual expert segmen-
tations using theDice Similarity Coefficient (DSC) and theHausdorff
Distance (HD). Additionally, intra-physician segmentations have
been performed to provide a quality measure of the presented evalu-
ation. In summary, the achieved research highlights of the presented
work are:
. Manual slice-by-slice segmentations of glioblastoma multiforme
(GBM) have been performed by clinical experts to obtain ground
truth of tumor boundaries and estimates of rater variability.
. Physicians have been trained in segmenting glioblastoma multi-
forme with GrowCut and the Editor module of 3D Slicer.
. Trained physicians used Slicer to segment a glioblastoma multi-
forme evaluation set.
. Semi-automatic segmentation times have been measured for
GrowCut based segmentation in 3D Slicer.
. Dice Similarity Coefficient (DSC) and Hausdorff Distance (HD)
have been calculated to evaluate the quality of the segmentations.
There are several areas for future work. In particular, some steps of
the segmentation workflow under Slicer can be automated. Instead of
initializing the foreground on three single 2D slices, a single 3D
initialization could be used by means of generating a sphere around
the position of the user-defined seed point. Additionally, the algo-
rithm can be enhanced with statistical information about the shape42
and the texture of the desired object43 to improve the automatic
segmentation. Furthermore, we plan to evaluate the method on
magnetic resonance imaging (MRI) data sets with World Health
Organization grade I, II and III gliomas. As compared to high-grade
gliomas, low-grade tumor MR images lack gadolinium enhance-
ment. Thus, for these tumors, outlines cannot be expressed by con-
trast-enhancing T1-weighted images, but by surrounding edema in
T2-weighted images. In addition, we want to study how Slicer can be
used to enhance the segmentation process of vertebral bodies.
Besides, we want to apply the scheme to segment other organs and
pathologies. Moreover, we are considering improving the algorithm
by performing the whole segmentation iteratively; that is, after the
segmentation has been performed, the result of the segmenta-
tion can be used as a new initialization for a new segmentation run
with the process repeated under user control. We anticipate that the
iterative approach will result in more robustness with respect to
initialization.
Methods
Data. Ten diagnostic T1-weighted MRI scans with gadolinium enhancement were
used for segmentation. These were acquired on a 1.5 Tesla MRI scanner (Siemens
MAGNETOM Sonata, Siemens Medical Solutions, Erlangen, Germany) using a
standard head coil. Scan parameters were: TR/TE 2020/4.38 msec, isotropic matrix,
1 mm; FOV, 250 3 250 mm; 160 sections.
Software. For the semi-automatic segmentation work in this study we used 3D Slicer
4.0, which is freely downloadable from the website http://www.slicer.org.
Manual segmentation of each data set was performed on a slice-by-slice basis by
neurosurgeons at the University Hospital of Marburg in Germany (Chairman: Prof.
Dr. Ch. Nimsky) with several years of experience in the resection of gliomas (note: if
the tumor border was very similar between consecutive slices, the software allowed
the user to skip manual segmentation in each slice, and instead interpolated the
boundaries in these areas). The software used for this manual contouring provided
simple contouring capabilities, and was created by us using the medical prototyping
platformMeVisLab (see http://www.mevislab.de/). The hardware platform used was
an Intel Core i5-750 CPU, 4 3 2.66 GHz, 8 GB RAM, Windows XP Professional 364
Version, Version 2003, Service Pack 2.
GrowCut segmentation in 3D Slicer. The GrowCut is an interactive segmentation
algorithm based on the idea of cellular automaton. The algorithm achieves reliable
and reasonably fast segmentation of moderately difficult objects in 2D and 3D using
an iterative labeling procedure resembling competitive region growing. A user’s
interactions results in a set of seed pixels which in turn try to assign their labels to their
pixel neighborhood. A pixel is assigned the label of its neighbor when the similarity
measure of the two pixels weighted by the neighboring pixel’s weight or ‘‘strength’’
exceeds its current weight. Label assignment also results in an update of the pixel’s
weight. The labeling procedure continues iteratively until a stable configuration is
reached when modification of the pixel labels is no longer possible. The algorithm is
simple to use requiring no additional inputs from the user besides the painted strokes
on the apparent foreground and background. Furthermore, the user can modify the
segmentation by adding additional labels in the image, thereby influencing the
segmentation result.
Our implementation of the algorithm in 3D Slicer consists of a GUI front-end to
enable interactions of the user with the image and an algorithm back-end where the
segmentation is computed. We employ a minimal interface, where the user interacts
by painting on the image. The algorithm requires labeling with at least two different
colors (for a foreground and a background label class). The naı¨ve implementation of
the algorithm would require every pixel to be visited in each iteration. Furthermore, a
pixel will need to visit every one of its neighbors to update the pixel strengths and
labels. Such an implementation would be computationally expensive especially for
large 3D images. We implemented the following techniques for speeding up the
segmentation. First, as the user may be interested only in segmenting out a small area
in the image, the algorithm computes the segmentation only within a small region of
interest (ROI). The ROI is computed as a convex hull of all user labeled pixels with an
additional margin of approximately 5% for our study. Second, the iterations involving
the image are executed in multiple threads, such that several small regions of the
image are updated simultaneously (note: the implementation is multithreaded and
automatically makes use of all the cores of the computer). Finally, the similarity
distance between the pixels are pre-computed once and reused. Also the algorithm
keeps track of saturated pixels (those whose weights and therefore labels can no
longer be updated) and avoids the expensive neighborhood computation on those
pixels. Keeping track of such pixels also helps to determine when to terminate the
algorithm.
GBMsegmentation using 3DSlicer.After trials of the various segmentation facilities
available in Slicer, we determined that the use ofGrowCut followed by morphological
operations such as erosion, dilation, and island removal provides the most efficient
segmentation method for GBMs from gadolinium enhanced T1 images. As shown in
Figure 4, we used the following workflow to perform GBM segmentation: 1) load the
data set into Slicer 2) initialization of an area inside the tumor, and a stroke drawn
outside the tumor with a brush size of about 1 cm 3) automatic competing region-
growing usingGrowCut, and 4) usage of Editing tools like dilation, erosion, and island
removal or pure manual refinement after visual inspection of results (note: the users
are responsible for qualitatively deciding how much dilation, erosion and island
removal are required for the segmentation). Figure 5 shows the Slicer Editormodule
user interface on the left side and a loaded GBM data set on the right side. Figure 3
presents a typical user initialization for GrowCut on the axial, sagittal and coronal
cross-sections. Figure 6 shows the results of subsequent erosion followed by a dilation,
and Figure 1 shows the results of the GrowCut method.
The hardware platform used was an AppleMacBook Pro (4 Intel Core i7, 2.3 GHz,
8 GB RAM, AMD Radeon HD 6750 M, Mac OS 3 10.6 Snow Leopard).
Measurement of segmentation time. We measured the time taken by the same
physician to segment manually vs. the 3D Slicer method. Within the 3D Slicer
segmentation, we separately measured the time taken by each of the three steps
(initialization,GrowCut, refinement usingmorphological operations) of the 3D Slicer
method (see left chart of Figure 4).
Metrics for comparison between 3D Slicer and manual segmentation. The
resulting segmentations from both methods were saved as binary volumes, and the
agreement between the two was compared using the Dice Similarity Coefficient and
the Hausdorff Distance.






The DSC measures the relative volume overlap between A and R, where A and R are
the binary masks from the automatic (A) and the reference (R) segmentation. V(?) is
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the volume (in mm3) of voxels inside the binary mask, by means of counting the
number of voxels, then multiplying with the voxel size.
The Hausdorff Distance (HD) between two binary volumes is defined in terms of
the Euclidean distance between the boundary voxels of themasks. Given the setsA (of
the automatic segmentation) and R (of the reference segmentation) that consist of the
points that correspond to the centers of segmentation mask boundary voxels in the
two images, the directed HD h(A,R) is defined as the minimum Euclidean distance
from any of the points in the first set to the second set, and the HD between the two
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Kurzfassung. In diesem Beitrag pra¨sentieren wir ein graphbasiertes
Verfahren zur volumetrischenWirbelsegmentierung in MRT-Aufnahmen,
das zur Segmentierung eine wu¨rfelfo¨rmige Vorlage nutzt. Dabei kann
der Nutzer den Grad ∆ (Smoothness-Term) der Abweichung von einem
regula¨ren Kubus bestimmen. Der Algorithmus generiert einen gerichte-
ten zwei-terminalen Graphen (s-t-Netzwerk), wobei die Knoten des Gra-
phen einer wu¨rfelfo¨rmigen Untermenge der Voxel entsprechen. Die Ge-
wichtung der terminalen Kanten, die jeden Knoten mit einer virtuellen
Quelle s und einer virtuellen Senke t verbinden, repra¨sentieren die Af-
finita¨t eines Voxel zum Wirbel (Quelle) und zum Hintergrund (Senke);
eine Menge unendlich gewichteter, nicht-terminaler Kanten realisiert den
Smoothness-Term. Nach der Konstruktion wird in polynomialer Laufzeit
ein minimaler s-t-Schnitt berechnet, der die Knoten in zwei disjunkte
Mengen teilt, aus denen anschließend das Segmentierungsergebnis ermit-
telt wird. Die quantitative Auswertung einer C++ Implementierung des
Algorithmus ergab einen durchschnittlichen Dice Similarity Coefficient
von 81,33% bei einer maximalen Laufzeit von einer Minute.
1 Einleitung
Die demographische Entwicklung hat zu einem ho¨heren Anteil a¨lterer Patienten
gefu¨hrt, die einen operativen Eingriff an der Wirbelsa¨ule beno¨tigen [1, 2]. Dabei
sind vor allem durch Vera¨nderungen der ligamenta¨ren und ossa¨ren Strukturen
degenerative Erkrankungen der Wirbelsa¨ule weit verbreitet und die konsekutive
Zunahme der Spinalkanalstenosen haben vermehrt Einschra¨nkungen der Patien-
ten im Alltag zur Folge. Zur pra¨operativen Evaluation der spinalen Knochen-
struktur werden bevorzugt Computertomographie (CT)-Scans angefertigt, u.a.
weil kno¨cherne Strukturen so besser erkennbar sind, als z.B. in Magnetresonanz-
tomographie (MRT)-Aufnahmen [3].
In diesem Beitrag wird die Mo¨glichkeit der MRT-Segmentierung im Hinblick
auf die Rekonstruktion der Wirbelko¨rper vorgestellt. Potentiell wird so die An-
zahl der CT-Scans zum Zweck der pra¨operativen Evaluierung von Wirbelko¨rpern
H.-P. Meinzer et al. (Hrsg.), Bildverarbeitung für die Medizin 2013, Informatik aktuell, 
DOI: 10.1007/978-3-642-36480-8_14, © Springer-Verlag Berlin Heidelberg 2013
69
70 Schwarzenberg et al.
reduziert, da die Knochenstruktur durch die vorgestellte Methode auch in MRT-
Aufnahmen gut erkennbar wird. Zudem wird der Zeitaufwand der pra¨operativen
Maßnahmen durch eine automatische Segmentierung verringert.
In der Literatur finden sich mehrere Ansa¨tze zur (semi-)automatischen Seg-
mentierung von Wirbeln aus MRT-Aufnahmen. Bei dem Ansatz von Stern et
al. [4] wird die Segmentierung durch eine Optimierung der Parameter eines drei-
dimensionalen deterministischen Modells der Wirbelsa¨ule durchgefu¨hrt. Dabei
wird nach der besten U¨bereinstimmung des deterministischen Modells mit der
Wirbelsa¨ule aus der Patientenaufnahme gesucht. Weese et al. [5] benutzen ein
polygonales Modell der Wirbel und eine manuelle Initialisierung. Eine inter-
ne Energie entspricht der statistischen Form, eine externe Energie beruht auf
den Bildgradienten. Der iterative Ansatz besteht aus zwei Schritten: Im ersten
Schritt wird versucht, die Oberfla¨che zu erkennen, in einem zweiten Schritt wird
das Modell angepasst. Das Verfahren von Ghebreab et al. [6] nutzt eine manuelle
Initialisierung des ersten Wirbels und die Form der Wirbelsa¨ule. Fu¨r die Repra¨-
sentation der Oberfla¨che wird eine B-Spline-Oberfla¨che mit 12x12 Kontrollpunk-
ten genutzt, und zur Segmentierung benachbarter Wirbel wird ein statistisches
Modell verwendet.
2 Material und Methoden
Der hier vorgestellte Algorithmus konstruiert in einem ersten Schritt ein zwei-
terminales Flussnetzwerk F = ((V (G), E(G)), c, s, t), wobei V (G)\{s, t} eine
Menge von Knoten bezeichnet, die wiederum einer Untermenge der Bildvoxel
entspricht. E(G) bezeichnet eine Menge von Kanten und c eine Funktion, die
jeder Kante eine nicht-negative, reale Kapazita¨t zuordnet. Außerdem besteht
das Netzwerk aus einer Quelle s ∈ V (G) und einer Senke t ∈ V (G). Nach der
Konstruktion des Netzwerks wird in polynomialer Zeit ein minimaler s-t-Schnitt
(S, T ) berechnet [7], aus dem anschließend das Segmentierungsergebnis wie folgt
ermittelt wird:
– ein Knoten v ∈ S wird dem Wirbelko¨rper zugeordnet und
– ein Knoten v ∈ T wird dem Hintergrund zugeordnet.
Die betrachteten Voxel befinden sich entlang einer Menge von Strahlen, die
ihren Ursprung alle in einem benutzerdefinierten Saatpunkt innerhalb des Wir-
belko¨rpers haben. Hierbei besteht jeder Strahl aus der gleichen Menge von auf
dem Strahl a¨quidistant verteilten Voxeln und alle Voxel der gleichen Ebene –
z.B. die Menge der zweiten Voxel auf allen Strahlen – bilden eine Wu¨rfelform
(Abb. 1, links).
Die terminalen Kanten des Netzwerks, die jeden Knoten mit s und t verbin-
den, repra¨sentieren die Grauwertunterschiede zwischen einem Voxel und seinem
Vorga¨ngervoxel auf demselben Strahl. Ist die Differenz klein (< 20), so wird
davon ausgegangen, dass die beiden Voxel innerhalb einer homogenen Region
des Bildes liegen (z.B. innerhalb des Wirbelko¨rpers), so dass die Kante, die den







großen Differenz (> 20) kann von einem Objekt-Hintergrund-U¨bergang ausge-
gangen werden, so dass hier die entsprechende Kante zur Senke hoch gewichtet
wird. Die terminalen Kantengewichtungen des ersten und des letzten Voxels auf
jedem Strahl stellen außerdem sicher, dass der Saatpunkt dem Wirbelko¨rper und
der letzte Voxel dem Hintergrund zugeordnet wird.
Um sicherzustellen, dass jeder Strahl nur genau einmal geschnitten wird, wird
eine Menge von nicht-terminalen, ∞-gewichteten Kanten eingefu¨hrt, die jeden
Knoten vir ∈ V (G)\{s, t, v1} mit seinem Vorga¨nger v(i−1)r ∈ V (G)\{s, t} auf
einem Strahl r verbinden (Abb. 1, rechts) [8, 9]
Az = {(vir , v(i−1)r )} (1)
Einen Strahl r einmal zu schneiden verursacht, aufgrund von Az, Kosten
von mindestens ∞, da (vir , v(i+1)r ) geschnitten werden muss, gdw v(j≤i)r ∈ S
und v(j>i)r ∈ T . Einen Strahl zweimal zu schneiden, wu¨rde Kosten von minde-
stens 2 · ∞ verursachen. Da jedoch der Saatpunkt v1 in S liegt, wa¨hrend der
letzte Knoten auf jedem Strahl T zugeordnet ist, muss ein Strahl von einem
minimalen s-t-Schnitt genau einmal geschnitten werden. Im Fall eines scharfen
Objekt/Hintergrund-U¨bergangs muss dieser Schnitt, aufgrund der hohen Ge-
wichtung der terminalen Kante zur Senke, genau vor dem ersten Knoten im
Hintergrund verlaufen.
Typische Herausforderungen im Kontext von graphbasierten Segmentierun-
gen sind starke Abweichungen innerhalb der anatomischen Struktur, die einen
zu fru¨hen Schnitt zur Folge haben, sowie homogene Objekt/Hintergrund-U¨ber-
ga¨nge, die einen U¨berlauf des Segmentierungsergebnisses verursachen. Der An-
satz begegnet diesen Problemen, indem er dem Nutzer erlaubt, einen Smoothness-
Term zu definieren, der die Objekt-Hintergrund Distanz ∆ ∈ N0 zweier be-
nachbarter Strahlen beschra¨nkt. Hierzu wird eine weitere Menge von nicht-
terminalen, ∞-gewichteten Kanten eingefu¨hrt




wobei r und r′ aus einer Vierernachbarschaft stammen (Abb. 2). Ein ∆-Wert
von Null hat somit eine regula¨re Wu¨rfelform zur Folge, bei einem ∆-Wert >
Null sind entsprechende Abweichungen, abha¨ngig von der Voxeldistanz auf den
einzelnen Strahlen, mo¨glich (Abb. 3).
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Abb. 2. Topologie
der (x, y)-Kanten:
∆ = 0 (links) und
∆ = 1 (rechts).
Abb. 3.
Segmentierungsergebnis
fu¨r ∆ = 0 (links) und
∆ = 2 (rechts).
3 Ergebnisse
Zur Evaluation des vorgestellten Segmentierungsverfahrens wurde eine C++
Implementierung innerhalb der medizinischen Bildverarbeitungsplattform Me-
VisLab (www.mevislab.de, Version 2.2.1) realisiert und anhand von zehn Wir-
beln in zwei sagittalen, T2-gewichteten MRT-Datensa¨tzen (160 × 160 × 35 und
160 × 160 × 23) getestet. Die Tests lieferten bei einem direkten Vergleich mit
manuell vorgenommen Schicht-fu¨r-Schicht-Segmentierungen einen durchschnitt-
lichen Dice Similarity Coefficient (DSC) [10] von 81,33% (Tab. 1). Abb. 4 zeigt
Segmentierungsergebnisse unseres Ansatzes (Cube-Cut).
Dabei hatten die rechenaufwendigsten Parametereinstellungen eine maxima-
le Terminierungszeit von unter einer Minute (Netzwerkkonstruktion, s-t-Schnitt
und Triangulierung des Segmentierungsergebnisses)1. Manuell erstellte Segmen-
tierungen, fu¨r die ein Mediziner Schicht-fu¨r-Schicht die Außengrenzen eines Wir-
belko¨rpers in den Aufnahmen einzeichnete, dauerten dagegen 6,65 bis 10 Minu-
ten, so dass die automatische Segmentierung die pra¨operativen Evaluierungs-
maßnahmen um 2,35 (min.) bis 15,65 Minuten (max.) verku¨rzte.
4 Diskussion
In diesem Beitrag wurde ein graphbasierter Ansatz zur Wirbelsegmentierung in
MRT-Aufnahmen vorgestellt, wobei der Graph anhand einer wu¨rfelfo¨rmigen Vor-
1 2,1 GHz, 4 GB RAM x64 PC,Windows 7 Home Premium (SP1)
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Tabelle 1. Evaluierungsergebnisse fu¨r zehn Wirbel. Die Abku¨rzungen man., aut.,
Vol., Vox. und DSC stehen fu¨r manuell, automatisch, Volumen in cm3, Voxel und
Dice Similarity Coefficient in %.
man. Vol. aut. Vol. man. Vox. aut. Vox. DSC
min. 15,42 16,64 1892 2041 71,64
max. 33,83 28,78 5240 4320 86,69
µ± σ 24,97 ± 6,15 23,48 ± 5,12 3750 3152 81,33 ± 5,07
lage konstruiert wird und die Knoten des Graphen nicht gleichverteilt und nicht
a¨quidistant innerhalb der MRT-Aufnahme gesampelt werden. Dadurch liefert
ein anschließender minimaler s-t-Schnitt - in Abha¨ngigkeit von einem benutzer-
definierten Smoothness-Term (Abweichung) - auch eine wu¨rfelfo¨rmige Segmen-
tierung zuru¨ck.
Unseren Wissens nach ist dies das erste Mal, dass bei einem graphbasierten
Ansatz die Knoten anhand einer wu¨rfelfo¨rmigen Vorlage verteilt wurden und
der minimale s-t-Schnitt somit auch ein wu¨rfelfo¨rmiges Segmentierungsergebnis
bevorzugt. Das vorgestellte Verfahren kann auch zur Segmentierung anderer,
vergleichbarer, kubusfo¨rmiger Zielstrukturen genutzt werden und eignet sich be-
sonders um homogenen Objekt/Hintergrund-U¨berga¨ngen zu begegnen, die eine
automatische Segmentierung des Objektes erschweren. Es ist geplant das Verfah-
ren in der Zukunft zu verfeinern, so bietet sich z.B. eine komplexere Kantende-
tektion an (gradient magnitude). Außerdem sollen die Segmentierungsergebnisse
noch auf Formgleichheit untersucht werden.
Bei den aktuellen Parametereinstellungen kam es vor, dass Ecken der Wirbel
nicht genau segmentiert wurden. Abb. 5 zeigt ein Beispiel, bei dem die Konturen
zweier Ecken eines Wirbels (Kreise)
”
abgeschnitten“ wurden. Dieser Ungenau-
igkeit kann durch eine Verdichtung der Strahlen und dadurch auch einer Ver-
dichtung der Knoten entgegengewirkt werden. Dies wu¨rde jedoch eine ho¨here
Laufzeit zur Folge haben. Eine andere Mo¨glichkeit wa¨re, anstatt eines Kubus
Abb. 4. 3D-Segmentierungsergebnisse (links und Mitte) und 2D-Perspektive auf ein
Segmentierungsergebnis mit benutzerdefiniertem Saatpunkt in Blau (rechtes Bild).
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eine dem Wirbel besser angepasste Vorlage fu¨r den Aufbau des Graphen zu ver-
wenden, zum Beispiel mit Wu¨rfelseiten, die leicht nach innen gewo¨lbt sind.
Abb. 5. Beispiel einer Segmentierung, bei der zwei
Ecken des Wirbels (Kreise) nicht ausreichend segmen-
tiert wurden. Im unteren Bildteil sind die manuel-
len Segmentierungen (rot) und die automatischen Seg-
mentierungsergebnisse (weiß) in mehreren 2D-Schichten
u¨bereinandergelegt.
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Image-guided therapy system for interstitial




In this contribution, an image-guided therapy system supporting gynecologic radiation therapy is introduced. The
overall workflow of the presented system starts with the arrival of the patient and ends with follow-up examinations by
imaging and a superimposed visualization of the modeled device from a PACS system. Thereby, the system covers all
treatments stages (pre-, intra- and postoperative) and has been designed and constructed by a computer scientist with
feedback from an interdisciplinary team of physicians and engineers. This integrated medical system enables dispatch
of diagnostic images directly after acquisition to a processing workstation that has an on-board 3D Computer Aided
Design model of a medical device. Thus, allowing precise identification of catheter location in the 3D imaging model
which later provides rapid feedback to the clinician regarding device location. Moreover, the system enables the ability
to perform patient-specific pre-implant evaluation by assessing the placement of interstitial needles prior to an
intervention via virtual template matching with a diagnostic scan.
Introduction
With over eighty thousand new cases in 2010 and over
Twenty-five Thousand deaths per year, gynecologic ma-
lignancies – including cervical, endometrial, and vaginal/
vulvar cancers – are the 4th leading cause of death in
women in the United States (Cancer Facts & Figures,
American Cancer Society 2010). In general, therapy con-
sists of three components: concurrent chemotherapy
and external beam radiation followed by brachytherapy.
During the external beam radiation stage a machine tar-
gets radiation beams at the pelvis from outside the body.
In contrast to this, radioactive sources that deliver very
high doses of radiation are placed directly inside the
cancerous tissue during the brachytherapy stage. This is
done by placing an applicator in the vaginal canal of the
patient. In the past few years, several gynecologic cancer
brachytherapy centers around the world have shown the
benefit of using magnetic resonance imaging (MRI)
scans to guide brachytherapy planning and incorporated
it into their clinical practice. Viswanathan et al. (2007) was
among the first to demonstrate that MRI significantly
increased the coverage of the tumor by radiation dose as
compared to computed tomography (CT).
Both, the European Society for Therapeutic Radiology
and Oncology (ESTRO) and the American Brachytherapy
Society (ABS) have recommended that T2-weighted MRI
should be used for organs at risk (OARs) delineation and
targeting in image-based cervical cancer brachytherapy.
For a comprehensive explanation the reader is referred to
a recent textbook on gynecologic radiation therapy and its
references (Viswanathan et al. 2011) at this point, where
the dosimetric and clinical gains from using MRI versus
CT or ultrasound (US) are described in detail. Summa-
rized, the ability to more accurately delineate the tumor
and the surrounding normal tissue is the primary benefit
in using MR compared to the more standard practice of
CT. This leads to better dose escalation to the target vol-
ume while respecting dose constraints for the surrounding
OARs. Studies have shown that CT may fail to distinguish
cervical tumor from surrounding normal tissues such as
small bowel, while MR determines the size, location, and
paracervical involvement of the tumor and its relations to
the applicator. The clinical practice of brachytherapy is
well characterized using five components: 1) Applicator
Choice and Insertion Techniques 2) Imaging Protocol
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3) Contouring Protocol 4) Treatment Planning 5) Dose
and Fractionation. Details of each step are also provided in
the textbook of Viswanathan et al. (2011) and its references.
The purpose of this study is to introduce a system for
supporting MR- and CT-guided gynecologic radiation
therapy that covers all treatment stages (pre-, intra- and
postoperative) with a focus on the five brachytherapy
components introduced in the previous paragraph. To
the best of the author’s knowledge such a system has not
yet been described. The system has been worked out
hand-in-hand within an interdisciplinary team of physi-
cians, computer scientists and engineers. Research high-
lights include linking a diagnostic imaging set in real-time
to a 3D CAD model of a medical device and precise iden-
tification of catheter location in the 3D imaging model
with real-time imaging feedback. Moreover, the system en-
ables the ability to perform patient-specific pre-implant
evaluation by virtually assessing the placement of intersti-
tial needles prior to an intervention via template matching
with a diagnostic scan.
The contribution is organized as follows: Materials and
Methods section presents the materials and the methods,
Results section presents the results, and Conclusions




The Brigham and Women's (BWH) Hospital in Boston
has recently built an Advanced Multimodality Image-
Guided Operating (AMIGO) suite, which enables 3 Tesla
(3 T) MRI and PET/CT imaging during therapy (Egger
et al. 2012a). AMIGO is an extension of the BWH's Image
Guided Therapy (IGT) program, established in 1991 by
Dr. Ferenc Jolesz. Launched in 2011 as the successor to
the 0.5 Tesla “double-donut” Signa SP (General Electric
Healthcare) interventional suite in which BWH teams
performed over 3,000 surgical and interventional proce-
dures, the charter of AMIGO is to continue these
pioneering efforts with multimodal image guidance (Kapur
et al. 2012) and intraoperative gynecological MRI data
from AMIGO is freely available for download (Egger et al.
2012b).
System
The overall architecture of the medical system is shown
in Figure 1 and has been preregistered as an invention
disclosure (Egger et al. 2012c) and was adapted from a
stent simulation system (Egger et al. 2009). The work-
flow starts with the arrival and imaging of the patient in
the preoperative stage. The preoperative images are used
to make a diagnosis and measure the relevant sizes for
gynecologic radiation therapy. This also leads to the de-
cision if the patient is eligible for an intervention or not.
If the patient is eligible, an automatic request is send to
the manufacturer and the inventory database and a first
(medical) device selection is made. This selected device
(e.g. Tandem and Ring/Ovoid +/−, interstitial needles or
Vienna Applicator, interstitial needles alone) is modeled
and visualized in the preoperative images from the pa-
tient and reviewed by a physician. Thereby, the system
enables the virtual modeling and visualization of several
instruments in the preoperative images of the patient,
which allows a direct comparison of different devices to
find the optimal one for treatment and dose delivery.
Afterwards the selected device is ordered from the in-
ventory and the modeled device (for example a 3D CAD
model) is stored in a Picture Archiving Communication
Software (PACS) system for the intra- and postoperative
stage. In the intraoperative stage the patient is imaged
with an intraoperative MRI (iMRI) and the modeled de-
vice from the PACS system is used for guidance during
the intervention. Thus, the device is visualized in the pa-
tient’s dataset to display the optimal position for dose
delivery to the physician. The system ends in the postop-
erative stage with a follow-up examination by imaging
and a superimposed visualization of the virtually mod-
eled device from the PACS system.
The following sections describe the key components of
the presented system in more detail, which include: the
Imaging protocols that have been used to acquire the pa-
tient data, the Linking algorithm to register the 3D
Models of the medical devices to the pre- and intra-
operative patient datasets, the Transfer protocol to com-
municate between the different parts of the system, the
Contouring of the patient’s Organs at Risk and the Plan-
ning process for a precise dose distribution.
Imaging
After applicator placement, T1- and T2-weighted MR
images are acquired with a 3 Tesla scanner. Therefore,
T2-weighted sequences – Fast Spin Echo (FSE), Turbo
Spin Echo (TSE) – are performed in the axial, sagittal
and coronal orientation. Additionally, paraaxial, parasag-
ittal, and paracoronal slices oriented orthogonal and par-
allel to the applicator axis are taken. Hereby, the axial
images are obtained from above the uterine fundus
down to the inferior border of the symphysis pubis, and
in case of any vaginal tumor extension even below this.
The sagittal images on the other side are obtained be-
tween internal obturator muscles. Finally, the (para)
coronal and paraxial images are obtained so they
cover the tumor, the entire cervix, the corpus uteri,
the parametria, and the vagina. The slice thickness
for the T1-weighted MR images is 3 mm with no
gaps and the slice thickness for the T2-weighted MR
images is 4-5 mm with 1 mm or no gaps (Viswanathan
et al. 2011, Kapur 2012).
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Linking
For linking a diagnostic and/or intraoperative imaging
set to a 3D CAD model of a medical device a software
prototype called iGyne has been developed, which allows
identification of catheter location in the 3D imaging
model with real-time imaging feedback. The first version
of iGyne has been implemented in the medical platform
MeVisLab (www.mevislab.de) as an own C++ module,
end of 2011 (Egger et al. 2012a, Kapur et al. 2012). In
the meantime there exist public available software mod-
ules for 3D Slicer (3DSlicer 2013, Pieper et al. 2004,
Fedorov et al. 2012). 3D Slicer – or Slicer – is a free and
open source software package for visualization and image
analysis primarily used in the medical domain and has
been developed by the Surgical Planning Laboratory (SPL)
of the Brigham and Women's Hospital in Boston.
The intraoperative usage of iGyne in AMIGO consists
of several steps (Chen et al. 2012): in a first step the
CAD models of the medical devices are loaded into the
software. Then, the patients MR scan with the template
sutured to the perineum and the obturator placed in the
vaginal canal is transferred via the DICOM protocol to
iGyne. Next, an initial rigid registration is computed
over three corresponding point pairs manually provided
Figure 1 The overall end-to-end workflow of the presented system, starting with the arrival of the patient and finishing with follow-up
examinations.
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by the user, which is afterwards refined using the Iter-
ated Closest Point algorithm for rigid registration (Besl
and McKay 1992, Xiaojun et al. 2007). Finally, iGyne en-
ables the rendering of virtual needles in the 2D and 3D
views which allows the visualization and observation of
spatial relationships among the needles, tumors, and
surrounding anatomical structures. Thus, supporting the
determination of the amount of needles and their posi-
tions as well as their insertion depths for a patient.
Models
The 3D models of the medical devices like the interstitial
template and vaginal obturator (Figure 2) were created in
advance using CAD software (SolidWorks, Dassault
Systèmes SolidWorks Corp., MA). All models were
reveres-engineered by measuring the detailed dimensions
from the clinically used devices. Afterwards, the models
were converted to an industry standard format (STL).
Transfer
An important factor for a medical system using software
and hardware from different manufactures is the data
exchange. To have the intraoperative patient data imme-
diately available in iGyne the DICOM listener from
Slicer has been used. Thus, the patient acquisitions could
be pushed automatically from the scanner to iGyne for
further processing (e.g. Linking and Contouring). However,
for an intraoperative navigation or guidance of catheter
placement a more sophisticated solution is needed, where
a navigation system or ultrasound is integrated into the
whole system. This can be realized via the OpenIGTLink
network protocol developed at the BWH (Tokuda et al.
2010). OpenIGTLink is a new, open, simple and extensible
peer-to-peer network communication protocol for IGT
which has already been used successfully for prostate in-
terventions (Tokuda et al. 2008). The protocol provides a
standardized mechanism to connect hardware and soft-
ware by the transfer of coordinate transforms, images, and
status messages. The advantage of OpenIGTLink is its
simple specification, initially developed through a collab-
oration of academic, clinical and industrial partners for de-
veloping an integrated robotic system for MRI-guided
prostate interventions (Fischer et al. 2008). It was designed
for use in the application layer on the TCP/IP stack,
allowing researchers to develop a prototype system that
integrates multiple medical devices using the standard net-
work infrastructure (Egger et al. 2012d). The OpenIGTLink
protocol itself does not include mechanisms to establish
and manage a session. It only defines a set of messages,
which is the minimum data unit of this protocol. In Sum-
mary, an OpenIGTLink message contains all information
necessary for interpretation by the receiver and begins
with a 58-byte header section, which is common to all
types of data, followed by a body section. The format of
the body section varies by the data type that is specified
in the header section. Since any compatible receiver can
interpret the header section, which contains the size and
the data type of the body, every receiver can gracefully
Figure 2 3D CAD models of an interstitial template (upper left), an obturator (upper middle) for Gynecologic Radiation Therapy, a
modified interstitial template (upper right) and a tandem and ring (lower right) for Gynecologic Radiation Therapy.
Egger SpringerPlus 2013, 2:395 Page 4 of 7
http://www.springerplus.com/content/2/1/395
handle any message, even those with an unknown data
type, by ignoring incompatible messages without the sys-
tem crashing.
Contouring
According to the GYN GEC ESTRO guidelines (Haie-
Meder et al. 2005, Pötter et al. 2006), three types of
structures are outlined in the patient data for the pro-
posed system: the gross tumor volume (GTV), the clin-
ical tumor volume (CTV) and the organs at risk (OAR).
Hereby, the GTV is the tumor – as seen by the phys-
ician in the patient’s images and clinical exams – which
gets the maximum radiation dose for treatment. For the
CTV two areas are defined: the intermediate risk clinical
tumor volume (IR-CTV) and the high-risk clinical
tumor volume (HR-CTV). Thereby, the HR-CTV is the
GTV including the cervix and any suspicious areas
where disease remains at the time of brachytherapy, like
a uterine invasion or parametrial involved tissues. The
IR-CTV is an extension of the HR-CTV by 1 cm and
any disease extension at the time of diagnosis. Finally,
the OARs consist of the bladder, the rectum, the sigmoid
and the small bowel adjacent to the uterus which should
get a minimal possible radiation dose (Viswanathan
et al. 2011, Kapur 2012). For the segmentation of the
pelvic structures for gynecologic brachytherapy we stud-
ied the capabilities available in Slicer. As a result, seg-
mentation of the bladder could be achieved accurately
using the implementation of the GrowCut algorithm in
Slicer. But, manual segmentation was required to
achieve segmentation results for the tumor and the
rectosigmoid (Egger et al. 2012e).
Planning
The treatment planning of the presented system can
be performed by using commercial software packages
from Nucletron (Plato, OncentraGYN) and Varian
(BrachyVision). These software applications work with
different types of image modalities like MR, CT, X-ray,
Ultrasound, and therefore a suitable for a multimodal
operation suite like AMIGO. In a first step, the geometry
of the inserted applicator is reconstructed, which is done
by using its appearance in the images (Pernelle et al.
2013), followed by the generation of a treatment plan
based on the prescribed doses to the contours GTV,
CTV, and constraints on the OAR. Thereafter, manual
refinement is performed to obtain optimal dose distribu-
tion covering the target (tumor). Thus, the isodose dis-
tribution is evaluated after each modification, which
includes a detailed analysis of the dose-volume parame-
ters (DVH) for CTVs and OARs (note: during the exter-
nal beam radiation therapy (EBRT) the patients receive a
dose of 40–50 Gy and the following brachytherapy pro-
vides an extra 3–5 fractions of 5.5-7 Gy each. The
overall aim is to deliver a dose of 80–90 Gy to the high-
risk clinical tumor volume and the dose to the OAR is
assessed through measurement of dose rate. This meas-
urement can be achieved with one of the following two
methods: (1) the common ICRU 38 reference points, or
more recently, (2) 3D volumes like the D2cc and
D0.1 cc, which are defined for the bladder, the rectum/
sigmoid, and small bowel. The D2cc tolerances are as-
sumed to be approximately 90 Gy for the bladder, 70 Gy
for rectum/sigmoid, and 55 Gy for the small bowel
(Viswanathan et al. 2011, Kapur 2012).
Results
In this contribution an overall system for supporting Gy-
necologic Radiation Therapy with focus on a multi-
modality operating suite, like AMIGO, has been worked
out. The Image-Guided Therapy system starts with the
patient arrival and imaging. Then, diagnosis and mea-
surement of relevant sizes for intervention in a multi-
modality operating suite are made leading to automatic
inventory control and manufacturer request. Next, a first
device is selected (e.g. Tandem and Ring/Ovoid +/−
interstitial needles or interstitial needles alone) that is
modeled in the preoperative images. Thereby, virtual
modeling and visualization of several instruments for
direct device comparison is enabled to find the optimal
one. Afterwards, the device is ordered from the hospital
inventory and the modeled device is stored (PACS). In
the intraoperative stage the patient is imaged and the
stored device allows guidance to an optimal position for
the subsequent dose delivery. The system ends with
follow-up examinations by imaging and a superimposed
visualization of the modeled device from the PACS. In
order to increase the physician’s speed and monitor the
consequences of inserting interstitial catheters in real-
time a software prototype has been developed. The
prototype has been realized as an own module called
iGyne (interstitial Gynecologic Radiation) under the med-






Figure 3 shows several screenshots of the iGyne mod-
ule under Slicer. The screenshots show the 3D CAD
model of the interstitial template that has been fitted to
MRI scans. On the left side of the iGyne interface an
interstitial planning sheet is provided which allows vir-
tual preplanning of single needles (depth and length).
The software also enables rendering of the planned inter-
stitial needles in different 2D slices. The iGyne Slicer mod-
ule could be performed the planning in real-time on a
Egger SpringerPlus 2013, 2:395 Page 5 of 7
http://www.springerplus.com/content/2/1/395
Laptop with Intel Core i5-2520 M CPU, 2 × 2.5 GHz,
4 GB RAM, Windows 7 Version, Service Pack 1, 32Bit.
Conclusions
In this contribution, an overall Image-Guided Therapy
system for supporting Gynecologic Radiation Therapy
has been introduced that covers all therapy stages from
patient arrival/diagnosis (preoperative), intervention
(intraoperative) to follow-up examinations (postopera-
tive). To the best of the author’s knowledge, this is the
first time an overall medical system for Image-Guided
Therapy supporting Gynecologic Radiation Therapy has
been introduced. In summary, the achieved research
highlights of the presented work include:
 linking a diagnostic imaging set in real-time to a 3D
CAD model of a medical device;
 precise identification of catheter location in the 3D
imaging model with real-time imaging feedback and
 ability to perform patient-specific pre-implant
evaluation by assessing in the computer the
placement of interstitial needles prior to an
intervention via virtual template matching with a
diagnostic scan.
The overall workflow of the designed system has been
described in detail step-by-step: starting with the arrival
of the patient and finishing with follow-up examinations.
However, there are several areas of future work, like
the integration of intraoperative navigation (e.g. intra-
operative ultrasound (iUS), electromagnetic (EM) track-
ing or optical navigation) into the system (Wang et al.
2013). In contrast to prostate interventions where navi-
gation systems have been used (Tokuda et al. 2008,
2010) medical navigation systems have not yet found
their way into gynecological interventions. However,
there are other research studies that have influence on a
medical navigation system for gynecologic radiation
therapy, like the exploration of female patient positions
undergoing gynecological surgeries (Power 2003).
Moreover, a motion study between supine and lithot-
omy positions of the female pelvis should be per-
formed by acquiring magnetic resonance imaging data
in different stirrups adjustments. Critical is the de-
formation that has been studied for the prostate
(Hirose et al. 2002, Bharatha et al. 2001) and also in
particular for prostate brachytherapy (Bellon et al. 1999)
but to the best of the author’s knowledge not for the
female pelvis.
Figure 3 Screenshots of the research software (iGyne) that has been developed as an own module under the medical platform 3D
Slicer (www.slicer.org). The dataset used for the screenshots is available from (accessed August 2013): https://github.com/xjchen/igyne/tree/
master/Sample%20data/.
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PCG-Cut: Graph Driven Segmentation of the Prostate
Central Gland
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Abstract
Prostate cancer is the most abundant cancer in men, with over 200,000 expected new cases and around 28,000 deaths in
2012 in the US alone. In this study, the segmentation results for the prostate central gland (PCG) in MR scans are presented.
The aim of this research study is to apply a graph-based algorithm to automated segmentation (i.e. delineation) of organ
limits for the prostate central gland. The ultimate goal is to apply automated segmentation approach to facilitate efficient
MR-guided biopsy and radiation treatment planning. The automated segmentation algorithm used is graph-driven based
on a spherical template. Therefore, rays are sent through the surface points of a polyhedron to sample the graph’s nodes.
After graph construction – which only requires the center of the polyhedron defined by the user and located inside the
prostate center gland – the minimal cost closed set on the graph is computed via a polynomial time s-t-cut, which results in
the segmentation of the prostate center gland’s boundaries and volume. The algorithm has been realized as a C++ module
within the medical research platform MeVisLab and the ground truth of the central gland boundaries were manually
extracted by clinical experts (interventional radiologists) with several years of experience in prostate treatment. For
evaluation the automated segmentations of the proposed scheme have been compared with the manual segmentations,
yielding an average Dice Similarity Coefficient (DSC) of 78.94610.85%.
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Introduction
Prostate cancer is the most abundant cancer in men, with over
200,000 expected new cases and around 28,000 deaths in 2012 in
the US alone [1]. With many prostate cancers being of low
aggressiveness and a high complication rate of radical prostatec-
tomy (impotence, incontinence), accurate risk stratification for
each individual cancer is central to a successful treatment strategy.
To date prostate cancer diagnosis is widely based on prostate
specific antigen (PSA) level testing and transrectal ultrasound
(TRUS) guided biopsies, associated with a low specificity (PSA
testing) or a low sensitivity (TRUS biopsies) resulting in high rates
of rebiopsies. Diagnostic prostate magnetic resonance imaging
(MRI) and MRI guided prostate biopsies were introduced
clinically to resolve the shortcomings of the aforementioned
methods, improving diagnostic discrimination rates [2]. The goal
of this work is to enhance the state of the art in automated
segmentation (i.e. delineation) of organ limits for the prostate, a
step that has been shown to facilitate efficient MR-guided biopsy
and radiation treatment planning.
Others working in the area of prostate segmentation are Ghose
et al. [3], which introduced a graph cut based energy minimiza-
tion [4] of the posterior probabilities obtained in a supervised
learning schema for automatic 3D segmentation of the prostate in
MRI data. Thus, the probabilistic classification of the prostate
voxels is achieved with a probabilistic atlas and a random forest
based learning framework. Furthermore, the posterior probabil-
ities are combined to obtain the likelihood of a voxel belonging to
the prostate and afterwards the 3D graph cut based energy
minimization in the stochastic space provides segmentation of the
prostate. Ghose et al. [5] also recently presented a comprehensive
survey of prostate segmentation methodologies in ultrasound
(US), magnetic resonance (MR) and computed tomography (CT)
images. Amongst others, they discuss edge based [6–8], atlas
based [9–11] and hybrid methods [12–14] for Prostate segmen-
tation in MR images. For a detailed description of these
approaches the reader is referred to the survey of Ghose.
However, in the meantime there has been a prostate MR image
segmentation challenge from the MICCAI society [15] and these
(additional) approaches are presented in more detail in this
section. Vincent et al. [16] introduce a fully automatic segmen-
tation of the prostate using Active Appearance Models (AAM)
[17]. Therefore, high quality correspondences for the model are
generated using a Minimum Description Length (MDL) Group-
wise Image Registration method [18] and a multi start
optimisation scheme was used to robustly match the model to
new images. Birkbecky et al. [19] present a region-specific
hierarchical segmentation of MR Prostate images by using
discriminative learning. After normalizing intra- and inter-image
intensity variation, they used Marginal Space Learning (MSL)
[20] to align a statistical mesh model on the image. Thus, the
mesh is hierarchically refined to the image boundary using
spatially varying surface classifiers. Malmberg et al. [21] intro-
duce Smart Paint, which is an interactive segmentation method
applied to MR prostate segmentation. Thereby, the user
interaction is inspired by the way an airbrush is used and objects
are segmented by sweeping with the mouse cursor in the image.
The proposed segmentation tool allows the user to add or remove
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details in 3D and the user interface shows the segmentation result
in 2D slices through the object. Ou et al. [22] present in their
contribution a multi-atlas-based automatic pipeline for segment-
ing prostate in MR images. In a first step they register all atlases
onto the target image to obtain an initial segmentation of the
prostate. Afterwards, they zoom-in which means they re-run all
atlas-to-target registrations. However, this time they restrict the
registration to the vicinity of the prostate, ignoring compounding
structures that are far away from the prostate and are largely
variable. Kirschner et al. [23] used a probabilistic Active Shape
Model (ASM) [24] and [25] for automatic prostate segmentation
in MR images. However, first they employ a boosted prostate
detector to locate the prostate in the images. Thus, they extend
the Viola-Jones object detection algorithm [26] to 3D and
afterwards they use the probabilistic ASM (PASM) for the
delineation of the prostate contour. A convex optimization
approach for 3D Prostate MRI Segmentation with generic Star
shape prior has been proposed by Yuan et al. [27]. Thereby, the
approach incorporates histogram-matching and a variational
formulation of a generic star shape prior [28] and [29]. The
presented generic star shape prior provides robustness to the
segmentation when the images suffer from poor quality, noise,
and artifacts. Gao et al. [30] introduce an automatic multi-atlas
based prostate segmentation using local appearance-specific
atlases and patch-based voxel weighting. Therefore, the atlases
with the most similar global appearance are classified into the
same categories and the sum-of-square local intensity difference
after affine registration is used for an atlas selection. After the
non-rigid registration, a local patch-based atlas fusion is
performed using voxel weighting based on the local patch
distance. Another contribution that uses Active Appearance
Models in 3D for prostate MR image segmentation is presented
by Maan and van der Heijden [31]. In a first step, the shape
context based non-rigid surface registration of the manual
segmented images was used to obtain the point correspondence
between the given training cases. Thereby, their contribution
builds on the work of Kroon et al. [32] where knee cartilages
have been segmented. In the second step, the AAM was used to
segment the prostate on 50 training cases. Litjens et al. [33]
introduced a multi-atlas approach for prostate segmentation in
MR images, where the atlases are registered using localized
mutual information as a metric. Afterwards, the Selective and
Iterative Method for Performance Level Estimation (SIMPLE)-
algorithm [11] was used to merge the atlas labels and obtain the
final segmentation. Ghose et al. [34] proposed a Random Forest
based [35] classification approach for prostate segmentation in
MR scans. Thus, they introduce a supervised learning framework
of decision forest to achieve a probabilistic representation of the
prostate voxels. Then, propagation of region based level-sets in
the stochastic space provides [36] and [37] the segmentation of
the prostate. Toth and Madabhushi [38] use deformable
landmark-free Active Appearance Models to segment prostate
MRI data. Therefore, a deformable registration framework was
created to register a new image to the trained appearance model,
which was subsequently applied to the prostate shape to yield a
final segmentation. Yin et al. [39] proposed a fully automated 3D
prostate central gland segmentation in MR images. Thus, they
applied the Layered Optimal Graph Image Segmentation of
Multiple Objects and Surfaces (LOGISMOS) approach. The
LOGISMOS model contained both: shape and topology
information during deformation and they generated the graph
cost by training classifiers and they used coarse-to-fine search.
Moreover, the authors want to point the reader at this point to a
book chapter that includes a section about segmentation for
prostate interventions [40].
The purpose of this contribution is to introduce the results of a
graph based segmentation algorithm for the prostate central gland
(PCG) in MR scans. The algorithm uses a spherical template and
sends rays through the surface points of a polyhedron to sample
the graph’s nodes. Even if there exist graph-based segmentation
methods in 2D for MR prostate images and some hybrid 3D
methods for MR prostate images (like [41] and [42]), the author is
not aware of a pure 3D graph-based method that has been applied
to the PCG in MRI scans. For evaluation the Dice Similarity
Coefficient (DSC) [43] and [44] a common evaluation metrics in
Figure 1. Principle of the Nugget-Cut Scheme: A spherical
template (left) is used as a basic structure for the segmentation
graph (middle), which is created inside the image (right).
doi:10.1371/journal.pone.0076645.g001
Figure 2. Segmentation results (red) in axial and sagittal reformatting (blue arrow: position of the seed point).
doi:10.1371/journal.pone.0076645.g002
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medical image processing was applied, which has also been used in
the most of the existing contributions.
The contribution is organized as follows. Section 2 presents the
materials and the methods. Section 3 presents the results of the
experiments, and Section 4 concludes and discusses the contribu-
tion and outlines areas for future work.
Materials and Methods
Data
For testing the approach T2-weighted magnetic resonance
imaging datasets from the clinical routine have been used. The
datasets applied in the evaluation are freely available in the
internet and can be used for research purposes [45]: http://www.
na-mic.org/publications/item/view/2174.
Algorithm
The Nugget-Cut scheme [46] was applied for prostate center
gland segmentation. It sets up a directed 3D-graph G(V,E) in two
steps: (I) sending rays through the surface points of a polyhedron
[47] and (II) sampling the graph’s nodes n[V along every ray.
Additionally, a corresponding set of edges e[E is generated, which
consists of edges between the nodes and edges that connect the
nodes to a source s and a sink t. After graph construction – the
center of the polyhedron was defined by the user and located
inside the prostate center gland – the minimal cost closed set on
the graph is computed via a polynomial time s-t-cut [48], which
results in the segmentation of the prostate center gland’s
boundaries and volume. The overall principle of the Nugget-Cut
scheme that has been applied to the PCG segmentation is
presented in Figure 1. As shown in the figure, a spherical template
(left) is used as a basic structure for setting up the segmentation
graph (middle). Finally, this graph is generated inside the image
with its center at the position of the user-defined seed point (right).
By definition the edges/arcs ,vi, vj.[E of the graph G connect
two nodes vi, vj and there exist two types of ‘-weighted arcs: z-arcs
Az and r-arcs Ar, whereby Z is the number of sampled points along
one ray z = (0,…,Z-1) and R is the number of rays sent out to the
surface points of a polyhedron r = (0,…,R-1). V(xn,yn,zn) is one
neighbor of V(x,y,z), or in other words V(xn,yn,zn) and V(x,y,z)
belong to the same triangle in case of a triangulation of the
polyhedron:
Az~fSV (x,y,z),V (x,y,z{1)TDzw0g
Ar~fSV (x,y,z),V (xn,yn, max (0,z{Dr))Tg
The ‘-weighted arcs between two nodes along a ray Az ensure
that all nodes below the polyhedron surface in the graph are
included to form a closed set. According to this, the interior of the
object is separated from the exterior in the data. On the other
hand, arcs Ar between the nodes of different rays constrain the set
of possible segmentations and enforce smoothness via a parameter
Dr and the larger this parameter is, the larger is the number of
possible segmentations. Finally, the s-t cut creates an optimal
segmentation of the PCG under influence of the parameter Dr that
controls the stiffness of the boundaries. For example, a D value of
zero (Dr = 0) ensures that the segmentation result is a sphere and
the position of the sphere within the image is based on the edges to
the source and sink (s-t-edges). The weights w(x, y, z) for every s-t-
edge are assigned in the following manner: weights are set to
c(x,y,z) when z is zero and otherwise to c(x,y,z)2c(x,y,z-1). In doing
so, c(x,y,z) is the absolute value of the intensity difference between
an average grey value of the PCG and the grey value of the voxel
at position (x,y,z). Note that the average grey value of the PCG can
Figure 3. 3D visualizations of segmentation results: segmentation nodes and triangulated segmentation result with surrounding
structures (left and middle), and voxelized mask of the segmented prostate (right).
doi:10.1371/journal.pone.0076645.g003
Figure 4. Segmentation results (red) for three different cases of proposed algorithm at the axial height of the user-defined seed
point (blue).
doi:10.1371/journal.pone.0076645.g004
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automatically be estimated around the user-defined seed point
inside the Prostate.
Results
A C++ module was implemented within the medical prototyp-
ing platform MeVisLab (see http://www.mevislab.de) for evalu-
ation. In the C++ implementation the overall segmentation: (1)
sending rays, (2) graph construction and (3) mincut computation,
took about one second on a Macbook Pro laptop computer with
an Intel Core i7-2860QM CPU, 462.50 GHz, 8 GB RAM,
Windows 7 Professional664.
Figure 2 presents screenshots of an automated segmentation
result (red) in axial (left) and sagittal reformatting (right) slices. The
blue arrow in the left image points to the position of the user-
defined seed point. Figure 3 shows several 3D visualizations of
segmentation results of the PCG. On the left side of the
segmentation nodes (red) of the mincut are presented. The image
in the middle shows the corresponding triangulated segmentation
result (green/yellow) with surrounding anatomical structures.
Finally, the rightmost image presents the voxelized mask of the
segmented prostate, which has been used to calculate the Dice
Similarity Coefficient with the manual slice-by-slice segmented
prostate. Segmentation results (red) for three different cases of the
proposed algorithm at the axial height of the user-defined seed
point (blue) are displayed in Figure 4. A direct comparison of an
automated (red) and a manual (yellow) segmentation for the same
case is presented in Figure 5. The automated segmentation result is
shown on the left side of the figure, the manual segmentation in
the middle and the superimposed visualization of both segmen-
tations on the right. Finally, Figure 6 displays several axial slices
containing the automated segmentation results (red) for a case.
The fourth slice from the left includes also the user-defined seed
point from which the segmentation graph has been created.
Table 1 presents the results for a direct comparison of manual
slice-by-slice and PCG-Cut segmentation results for ten prostate
central glands via the Dice Similarity Coefficient. Table 2 presents
the summary of the results from Table 1, including the minimum
(min), the maximum (max), mean m and standard deviation s for
ten prostate central glands.
Conclusion and Discussion
In this study, the segmentation results for the prostate gland in
MRI data using a recently developed method have been
presented. Therefore, a graph driven method has been applied
that bases on a spherical template. The algorithm prefers
spherically- and elliptically-shaped 3D objects and has already
been evaluated with glioblastoma multiforme (GBM), pituitary
adenoma and cerebral aneurysm data [49]. To sample the graph’s
nodes rays are sent through the surface points of a polyhedron and
afterwards the minimal cost closed set on the graph is computed
via a polynomial time s-t-cut, which results in the segmentation of
the prostate central gland boundaries and volume. Thereby, the
Figure 5. Direct comparison of automatic (red) and manual (yellow) segmentation results for the same case: automatic
segmentation result (left), manual segmentation (middle) and superimposed visualization of both segmentations (right).
doi:10.1371/journal.pone.0076645.g005
Figure 6. Several axial slices with automatic segmentation results (red). The fourth slice from the left contains also the user-defined seed
point from which the segmentation graph has been created.
doi:10.1371/journal.pone.0076645.g006
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approach requires only the center of the polyhedron defined by
the user and located inside the prostate center gland and the
algorithm has been realized as a C++ module within the medical
research platform MeVisLab. As the reference for comparison,
central gland boundaries manually extracted by interventional
radiologists with several years of experience in prostate imaging
have been used (see the details in Fedorov et al. [44]). Then, the
segmentation results obtained using the proposed scheme have
been compared with the manual segmentations, yielding an
average Dice Similarity Coefficient around 80%. In summary, the
research highlights are:
N A graph-based approach has been developed and applied to
automatic PCG segmentation.
N Manual slice-by-slice segmentations of prostate central glands
(PCG) have been performed by clinical experts resulting in
ground truth of PCG boundaries.
N The quality of the automated segmentations have been
evaluated with the Dice Similarity Coefficient.
The most existing approaches from the literature aim to
automatic or even fully automatic process large amounts of
prostate datasets to support time consuming manual slice-by-slice
segmentations. In contrast, this is in general not possible with the
presented approach because the user still needs to define a seed
point for the graph inside the prostate central glad. In fact, the aim
of the presented approach is to facilitate efficient MR-guided
biopsy and radiation treatment planning during an intervention.
And due to the specific graph construction, the segmentation result
for the introduced approach can be calculated within one second
(including graph construction and mincut calculation). Thus, a
repositioning of the seed point and a recalculation of the
segmentation result (in case of an unsatisfied segmentation) can
be performed very fast, therefore making the approach eligible
intraoperative MR-guidance (in general, a few replacements of the
seed point had to be done for every case to achieve the presented
results). Furthermore, most existing semi-automatic approaches
need a more time-consuming initialization. Often areas inside and
outside of the structure (e.g. the prostate) have to be defined by a
user before the segmentation can be started.
There are several areas of future work, including a direct
comparison with other approaches on the same datasets and
extensions of the automated segmentation to structures adjacent to
the central zone of the prostate gland, such as the peripheral
prostatic zone (Prostate-Cut). An immediate application for MR-
guided biopsy is the generation of regions of interest as an aid to
the automated registration of preoperative to intraprocedural
images [44]. Moreover, the integration of a manual refinement
method into the automatic algorithm [50] and [51] is planned and
providing the approach as a module for 3D Slicer (http://www.
slicer.org/) [52] to the community.
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a  b  s  t  r  a  c  t
In this  contribution,  a scale-invariant  image  segmentation  algorithm  is  introduced  that “wraps”  the  algo-
rithm’s  parameters  for  the  user  by its interactive  behavior,  avoiding  the  definition  of “arbitrary”  numbers
that  the  user  cannot  really  understand.  Therefore,  we  designed  a specific  graph-based  segmentation
method  that only  requires  a  single  seed-point  inside  the  target-structure  from  the  user  and  is thus  par-
ticularly  suitable  for  immediate  processing  and interactive,  real-time  adjustments  by the  user. In addition,
color  or  gray  value  information  that  is  needed  for the approach  can  be automatically  extracted  around  the
user-defined  seed  point.  Furthermore,  the  graph  is  constructed  in  such  a  way,  so  that a  polynomial-time
mincut  computation  can  provide  the segmentation  result  within  a second  on  an  up-to-date  computer.
The  algorithm  presented  here  has  been  evaluated  with  fixed  seed  points  on  2D  and  3D  medical  image
data,  such  as  brain  tumors,  cerebral  aneurysms  and  vertebral  bodies.  Direct  comparison  of the  obtained
automatic  segmentation  results  with  costlier,  manual  slice-by-slice  segmentations  performed  by  trained
physicians,  suggest  a strong  medical  relevance  of  this  interactive  approach.
© 2014  Elsevier  Ltd. All  rights  reserved.
1. Introduction
Segmentation of digital imagery in general is a labeling problem
in which the goal is to assign to each pixel in an input image a unique
label that represents an object. In doing so, the input image can have
an arbitrary dimension, like 1D, 2D or 3D, and the pixel values can be
in color- or gray-level. An example for an object in digital imaging
would be person in a video and an example for an object in medical
imaging would be an anatomical structure in a patient scan. Finally,
these labeled images are referred to as the “segmentation” of the
input image or the “segmented” image [1]. In Computer Science
several types of segmentation algorithms exist, like Active Con-
tours [2,3], Active Appearance Models [4], graph-based approaches
[5], fuzzy-based approaches [6], or neural network approaches [7].
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However, in the medical field automatic segmentation methods
are typically only suitable for a specific type of pathology in a
specific imaging modality and still fail time-by-time, and more-
over, most automatic approaches need precise parameter settings
to provide good results. As a consequence, the state of the art
or rather clinical practice in medical departments is still man-
ual slice-by-slice segmentations which are very time consuming.
Thus, interactive segmentation approaches like [8–12] get more
and more popular, because they allow the user to support the algo-
rithm with more information, especially in difficult segmentation
tasks. However, in this contribution we introduce an interactive
graph-based approach with a specific design of the graph which
requires only one user-defined seed point inside an object for the
segmentation process. The algorithm is therefore eligible for real-
time segmentation by means of giving the user real-time feedback
of the segmentation result. In addition, the specific graph construc-
tion enables to perform the mincut within a second on modern
machines and the color value information that are needed for the
approach can be automatically extracted around the user-defined
seed point. For evaluation the focus of this contribution is on medi-
cal data and for the proof of concept, the presented scheme has been
evaluated with fixed seed points mainly on medical image data in
http://dx.doi.org/10.1016/j.compmedimag.2014.01.006
0895-6111/© 2014 Elsevier Ltd. All rights reserved.
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2D and 3D, like brain tumors, cerebral aneurysms and vertebral
bodies. However, the segmentation approach can also be applied
on arbitrary image data.
The paper is organized as follows. Section 2 presents the details
of the proposed algorithm. Section 3 discusses the results of our
experiments. Section 4 concludes the paper and outlines areas for
future research.
2. Methods
Our interactive segmentation algorithm works in 2D and 3D and
starts by setting up a directed graph from a user-defined seed point
that is located inside the object to be segmented [13]. Therefore,
points are sampled along rays cast through a contour (2D) or surface
(3D) of an object template to create the graph. These sampled points
are the nodes n ∈ V of the graph G(V, E). In addition, e ∈ E is the
corresponding set of edges which consists of edges between the
nodes and edges that connect the nodes to a source s and a sink t to
allow the computation of an s–t cut (note: the source s ∈ V and the
sink t ∈ V are virtual nodes). In the style of the notation introduced




∈ E connects two nodes vi, vj. Amongst
the arcs are two types of ∞-weighted arcs: p-arcs Ap and r-arcs
Ar − P is the number of sampled points along one ray p = (0, ..., P − 1)
and R is the number of rays cast to the contour or surface of an
object template r = (0, ..., R − 1). Furthermore, V(xn, yn) is defined as
a neighbor of V(x, y) or in other words V(xn, yn) and V(x, y) belong
to two adjacent rays:
Ap = {
〈
V(x, y), V(x, y − 1)
〉 ∣∣y > 0 }
Ar = {
〈




The ∞-weighted arcs for a surface in 3D are defined equivalent
to the ∞-weighted arcs for a contour in 2D, except that there is an
additional dimension for a node (V(x, y, z)):
Ap = {
〈









Ap – these arcs connect always two nodes along the same ray
and ensure that all nodes below the contour or surface in the graph
are included to form a closed set (correspondingly, the interior of
the object is separated from the exterior in the data).Ar – these arcs
connect nodes of different rays and therefore constrain the set of
possible segmentations via the regularization parameter r (note:
the larger this parameter is, the larger is the number of possible
segmentations). Thus, r can be seen as a smoothness parameter
that avoids outliers.
When the graph is constructed, the minimal cost closed set on
the graph is computed via a polynomial time s–t cut [15] which
results in an optimal segmentation of the object under the influ-
ence of the regularizing parameter r that controls the stiffness of
the result. Hereby, a delta value of zero means that the segmenta-
tion result has exactly the form of the predefined template and the
position and scale of the template depends on the best fit to the gray
levels or appearance of the image. Finally, the weights w(x, y) for
every edge between v ∈ V and the sink or the source are assigned in
the following manner: weights are set to c(x, y) if z is zero; otherwise
they are set to c(x, y) − c(x, y − 1), where c(x, y) is the absolute value
of the difference between an average texture value of the desired
object and the texture value of the pixel at position (x, y) [16]. It
is obvious that this average texture value critically influences the
segmentation result. However, due to the concept of our segmen-
tation scheme the user-defined seed point is located somewhere
inside the object and therefore the average texture value can be
estimated automatically around it, e.g. by integrating over a small
square S – in 2D – or cube C – in 3D – of dimension d centered on
the user-defined seed point (sx, sy) or (sx, sy, sz), respectively (note:












C(sx + x, sy + y, sz + z)dxdydz (4)
Fig. 1 presents examples of templates that have been used to
construct graphs and segment different pathologies in 2D and 3D.
In the upper row, a circle template has been used to set up a graph
and segment the prostate. In the second row, a square template
has been used to segment vertebrae in 2D. A sphere template has
been used to segment Glioblastoma Multiforme in the third row.
Finally, in the last row, a cube template has been used to segment
a vertebral body in 3D. For all examples the graph is constructed at
the seed point position defined by the user, optimally located close
to the center of the pathology.
In contrast to the predefined templates, like circles or squares
which work fine for certain pathologies, the user can also
draw/define a (segmentation) template in a first step. This is par-
ticularly interesting for segmentation problems where the target
object varies a lot. Examples are aortic aneurysms that arise at an
arbitrary position along the aorta and can have different shapes
and sizes for each patient. Here, an iterative approach along the
aorta with a user-defined template for the graph in a first plane can
make sense [17,18]. Fig. 2 shows how a user-defined template can
be created for interactive segmentation of the rectum. Hereby, a
graph’s template is defined by manually outlining the rectum (yel-
low) on one 2D slice, like shown in the upper images from the left to
the right. Afterwards, this manual contour is used to calculate the
graph’s center point (lower left image), sample the graph’s nodes
(second lower image) and finally construct the whole graph (third
lower image).
3. Results
The interactive segmentation algorithms have been imple-
mented within the medical prototyping platform MeVisLab
(http://www.mevislab.de), whereby the algorithms have been
implemented in C++ as additional MeVisLab-modules (note:
although the foci of the prototyping platform MeVisLab are med-
ical applications, it is also possible to process images from other
fields). The special graph construction of the algorithm makes it
eligible for real-time segmentation, because it only considers sub-
sets of the whole image in the area of the pathology or object
that the user wants to segment. However, even when the graph
was set up with a few dozen rays and dozens of nodes where
sampled along each ray, the overall segmentation (including the
mincut computation besides the graph construction) took only
around a second for our implementation – on an Intel Core i5-
750 CPU, 4 × 2.66 GHz, 8 GB RAM, Windows XP Professional x64
Version, Version 2003, Service Pack 2. For evaluation of the proof
of concept, the presented scheme has been evaluated with fixed
seed points mainly on medical image data in 2D and 3D, like
brain tumors, cerebral aneurysms and vertebral bodies. For eval-
uation we used a wide variety of datasets even within the single
pathologies. The datasets of the spines for vertebral body seg-
mentation ranged from 512 × 512 × 14 to 512 × 512 × 39 voxels,
with voxel sizes from 0.391 mm2 to 0.625 mm2 and 4.4 mm slice
thicknesses. The datasets for Glioblastoma Multiforme segmenta-
tions ranged from 256 × 256 × 66 to 512 × 512 × 160 voxels, with
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Fig. 1. Examples for templates that have been used to segmented different pathologies in 2D and 3D: a circle template has been used to set up a graph and segment the
prostate (upper row), a square template has been used to segment vertebrae in 2D (second row), a sphere template has been used to segment Glioblastoma Multiforme (third
row),  and a cube template has been used to segment a vertebral body in 3D (lower row). For all examples the graph is constructed at the seed point position defined by the
user,  optimally located close to the center of the pathology.
Fig. 2. Interactive segmentation of the rectum with a user-defined template: in this example a graph’s template is defined by manually outlining the rectum (yellow) on one
2D  slice, like shown in the upper images from the left to the right. Afterwards, this manual contour is used to calculate the graph’s center point (lower left image), sample the
graph’s nodes (second lower image) and finally construct the whole graph (third lower image). (For interpretation of the references to color in this figure legend, the reader
is  referred to the web version of the article.)
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Table 1
Summary of results: min, max, mean  and standard deviation  for the manual and automatic segmentation volumes (cm3) of the pathologies, and mean  and standard
deviation  for the Dice Similarity Coefficients (DSCs) between the manual and the automatic segmentations.
Pathology Min/max of volumes (cm3)  ±  of volumes (cm3)  ±  of DSCs (%)
Manual Automatic Manual Automatic
GBM 0.47/119.28 0.46/102.98 23.66 ± 24.89 21.02 ± 22.90 80.37 ± 8.93
PA  0.84/15.57 1.18/14.94 6.30 ± 4.07 6.22 ± 4.08 77.49 ± 4.52
CA  0.45/4.02 0.35/4.22 1.90 ± 1.88 2.02 ± 1.99 72.66 ± 10.71
PCG  13.67/66.16 13.29/67.56 31.32 ± 17.45 33.58 ± 18.88 78.94 ± 10.85
VB  2D 0.25/0.51 0.24/0.49 0.42 ± 0.072 0.40 ± 0.073 90.97 ± 2.2
VB  3D 15.42/33.83 16.64/28.78 24.97 ± 6.15 23.48 ± 5.12 81.33 ± 5.07
Abbreviations: Glioblastoma Multiforme (GBM), Pituitary Adenoma (PA), Cerebral Aneurysm (CA), Prostate Central Gland (PCG) and Vertebral Body (VB).
Fig. 3. Interactive prostate segmentation in a magnetic resonance imaging (MRI) scan with a circle template: the four images in the upper row present the resulting contour
(red)  for user-defined seed points (white) that have been moved closer to the border of the prostate. For example in the upper left image the seed point is located closer
to  the left border of the prostate and therefore the resulting contour (red) also tends to “leak” on the left side. However, the interactive behavior of the algorithm and the
real-time feedback of the resulting contour enable the user to find quickly a satisfying contour of the prostate, like shown in the lower left image. For visual inspection of the
segmentation result, the lower right image shows the corresponding manual segmented mask (blue) on the same 2D slice. (For interpretation of the references to color in
this  figure legend, the reader is referred to the web version of the article.)
voxel sizes from 0.449 mm2 to 1.133 mm2 and 1 mm to 6.5 mm
slice thicknesses. The scans of the heads for Pituitary Adenoma
segmentation ranged from 256 × 256 × 160 to 512 × 512 × 80 vox-
els, with voxel sizes from 0.449 mm2 to 0.977 mm2 and 1 mm to
6 mm slice thicknesses. The Cerebral Aneurysm datasets ranged
from 440 × 512 × 30 to 512 × 512 × 26 voxels, with voxel sizes from
0.41 mm2 to 0.467 mm2 and 3.3 mm to 6.6 mm slice thicknesses.
The images sizes for the prostate central Gland datasets ranged
from 512 × 512 × 22 to 512 × 512 × 30 voxels, with voxel sizes from
0.273 mm2 to 0.313 mm2 and 3 mm to 4 mm slice thicknesses. For
the gynecological data for rectum segmentation the image sizes
ranged from 320 × 256 × 22 to 384 × 384 × 72 voxels, with voxel
sizes from 0.625 mm2 to 0.875 mm2 and 3 mm slice thicknesses.
Direct comparison of the automatic segmentations with manual
slice-by-slice segmentations from physicians resulted in acceptable
Dice Similarity Coefficients (DSCs) and thus proofed that the inter-
active version is feasible. For evaluation we used fifty Glioblastoma
Multiforme (GBM), ten Pituitary Adenoma (PA), three Cerebral
Aneurysm (CA), ten Prostate Central Gland (PCG) and ten Vertebral
Body (VB) datasets from the clinical routine. Thereby, the GBMs,
the Pituitary Adenomas, the Cerebral Aneurysms and the PCGs have
been segmented with the Nugget-Cut algorithm [19,20], the verte-
bral bodies in 2D with the Square-Cut algorithm [21,22], and the
vertebral bodies in 3D with the Cube-Cut algorithm [23,24]. Table 1
presents the summary of the results including min, max, mean, 
and standard deviation  for the manual and automatic segmenta-
tion volumes (cm3) of the pathologies, and mean  and standard
deviation  for the Dice Similarity Coefficients between the manual
and the automatic segmentations (note: to calculate a volume for
the vertebral bodies in 2D we  used a slice thickness of 1 mm).  In
addition to the Dice Similarity results from Table 1 we  evaluated
an interactive rectum segmentation and calculated the Dice Simi-
larity Coefficients and the Hausdorff Distances (HD) [25–27]. This
resulted in an average DSC of 83.85 ± 4.08% (min. 79.04 and max.
Fig. 4. Several screenshots from a video demonstrating the interactive real-time segmentation of vertebral bodies and intervertebral discs in a sagittal plane of a magnetic
resonance imaging (MRI) scan from the left to the right. The graph’s center point is the white dot from the third image on, the black boxes define the corners of the square
template and the red dots are the segmentation outcomes.
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89.54) and an average HD of 11.05 ± 6.81 mm (min. 4.36 and max.
25.47). For a better understanding of these results, we  additionally
compared two pure manual expert segmentations, which resulted
in an average DSC of 83.97 ± 8.08% (min. 70.37 and max. 91.40) and
a HD of 11.76 ± 7.54 mm (min. 4.03 and max. 22.29).
Based on our experience, the larger the segmentation volume of
a pathology the easier it was to get higher Dice scores. For smaller
volumes like the cerebral aneurysms it was harder to get high DSCs,
because slight differences between the manual and automatic vol-
umes already had a big influence on the Dice score. In contrast,
for greater volumes like the GBMs or the vertebral bodies in 3D,
deviations may  not influence the resulting Dice score very much.
However, in general it was  also easier to get a high DSC  in 2D than
in 3D, as shown for the vertebral bodies. The reason for that is, that
Fig. 5. Seed point analysis to demonstrate the variations of the segmentation results on a 4 × 4 grid. Initially a seed point has been placed near the center of the vertebra
(0/0).  Then, the seed point has been placed one voxel to the left (−1/0), two  voxel to the left (−2/0), and so on. As shown in the segmentation is pretty stable within a small
area  close to the center of the vertebra. However, the more the see point is moved towards the border of the vertebra the segmentation result will leak, like shown in the
upper  images of Fig. 3.
Fig. 6. Interactive rectum segmentation with a user-defined template: example how the individual graph from Fig. 2 can be used to segment adjacent rectum contours.
Therefore, the user can scroll through the 2D slices of the patient dataset (in this case in z direction) and place a seed point (blue) inside the rectum (left image). Then, the
graph’s nodes are sampled based on the user-defined template from Fig. 2 (note: in general, the graph or the graph’s nodes are not displayed to the user. This has only been
done  for demonstration purposes here). Finally, the segmentation result of the rectum is presented to the user depending on the user-defined seed point position (rightmost
image).  (For interpretation of the references to color in this figure legend, the reader is referred to the web  version of the article.)
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the segmentation result can be seen in one plane and the seed point
can easily be (re-)placed in this plane. Finding a good seed point in
3D is much harder and in general the user has to navigate through
the single 2D slicer to evaluate the overall segmentation result.
Fig. 3 presents the proposed approach for interactive prostate
segmentation in MR  images acquired during MR-guided prostate
core needle biopsy [28] and the data is freely available for download
[29]. For the interactive prostate segmentation a circle template
has been applied and the four images in the upper row present the
resulting contour (red) for user-defined seed points (white) that
have been moved closer to the border of the prostate, e.g. in the
upper left image the seed point is located closer to the left bor-
der of the prostate and therefore the resulting contour (red) also
tends to “leak” on the left side. However, the interactive behav-
ior of the algorithm and the real-time feedback of the resulting
contour enable the user to find quickly a satisfying contour of the
prostate, like shown in the lower left image. For visual inspection
of the segmentation result, the lower right image shows the cor-
responding manual segmented mask (blue) on the same 2D slice.
Fig. 4 presents several screenshots from a video demonstrating the
interactive real-time segmentation of vertebral bodies and inter-
vertebral discs in a sagittal plane of a magnetic resonance imaging
(MRI) scan that provides real-time feedback to the user during the
segmentation process [30,31]. The speed and the real-time behav-
ior make this algorithm even suitable for MR-guided biopsies of
vertebral bodies where several planes are used in planning and
executing the interventions [32]. In Fig. 5 a seed point analysis
is presented to demonstrate the variations of the segmentation
results on a 4 × 4 grid. For the analysis, a seed point has been placed
initially near the center of the vertebra (0/0). Then, the seed point
has been replaced one voxel to the left (−1/0), two voxel to the
left (−2/0), and so on. As shown the segmentation is pretty stable
within a small area close to the center of the vertebra, but it will
start leaking the more the seed point is moved towards the border
of the vertebra similar to the Prostate Central Gland segmentation
like shown in the upper images of Fig. 3. However, the interactive
segmentation behavior of the approach makes it easy to find good
segmentation results. Therefore, the approach was tested by sev-
eral users (including physicians) who were all able to find satisfying
segmentation result within seconds. Furthermore, it was easy to
find sufficient segmentation results again by moving the seed point
interactively over the image (repeatability). Fig. 6 presents the pro-
posed approach for rectum segmentation in MR images acquired
during gynecologic cancer brachytherapy [33–35] (note: the data
is freely available for download [36–38]). In Fig. 6, the template
from Fig. 2 is used for the interactive rectum segmentation process
Fig. 7. Direct visual comparison of an automatic segmentation and a manual segmentation of a Glioblastoma Multiforme (GBM): native image (upper left), manual segmen-
tation  in green (upper right), automatic segmentation in blue (lower left) and superimposed segmentations (lower right). (For interpretation of the references to color in this
figure  legend, the reader is referred to the web  version of the article.)
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on an adjacent 2D slice. Therefore, the user can scroll through the
2D slices of the patient dataset (in this case in z direction) and place
a seed point (blue) inside the rectum (left image). Then, the graph’s
nodes are sampled based on the user-defined template from Fig. 2
(note: in general, the graph or the graph’s nodes are not displayed to
the user. This has only been done for demonstration purposes here).
Finally, the segmentation result of the rectum is presented to the
user depending on the user-defined seed point position (rightmost
image).
Figs. 7–9 present direct visual comparisons of automatic and
manual segmentations of a Glioblastoma Multiforme (Fig. 7), a Pitu-
itary Adenoma (Fig. 8) and a Cerebral Aneurysm (Fig. 9). Thereby,
the native images are displayed in the upper left. The manual
segmentations (green) and the automatic segmentations (blue)
are presented in the upper right and lower left, respectively. In
addition, superimposed images of the manual and automatic seg-
mentations are shown in the lower right.
4. Discussion
In this contribution, a novel interactive image segmentation
algorithm has been presented that provides the user with real-
time feedback of the segmentation result during the segmentation
process. Therefore, a specific graph-based segmentation scheme
has been elaborated that needs only one user-defined seed point
inside the object that has to be segmented. In contrast to other
approaches, where a more intensive initialization is needed a single
user-defined seed point makes the algorithm eligible for real-time
segmentation. In addition, color or gray value information that is
needed for the approach can be automatically extracted around
the user-defined seed point. Thus, the algorithm’s parameters are
“wrapped” for the user by the interactive behavior of the approach,
avoiding the definition of “arbitrary” numbers that the user cannot
really understand.
For the proof of concept the introduced scheme has been evalu-
ated within several studies mainly on medical image data in 2D and
3D, like prostates, brain tumors, cerebral aneurysms and vertebral
bodies. Thereby, the automatic segmentations have been compared
with manual slice-by-slice segmentations from physicians via the
Dice Similarity Coefficient, proofing that an interactive version of
the scheme is feasible. In summary, the achieved research high-
lights of the presented work are:
• A graph-based segmentation scheme has been designed that
needs only one user-defined seed point for the segmentation
process;
Fig. 8. Direct visual comparison of an automatic segmentation and a manual segmentation of a Pituitary Adenoma (PA): native image (upper left), manual segmentation in
green  (upper right), automatic segmentation in blue (lower left) and superimposed segmentations (lower right). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of the article.)
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• The specific design makes the scheme eligible for interactive real-
time segmentation;
• Color or gray value information that is needed for the algorithm
can automatically be extracted around the user-defined seed
point;
• “Wrapping” the algorithm’s parameters for the user by the inter-
active behavior of the approach;
• For the proof of concept the introduced scheme has been evalu-
ated in several studies with fixed seed points;
• Manual slice-by-slice segmentations of medical data have been
performed by clinical experts to obtain ground truth of pathology
boundaries;
• Dice Similarity Coefficients (DSC) have been calculated to evalu-
ate the quality of the segmentations.
There are several areas for future work: in particular, the scheme
can also be extended to “Coupled Surfaces” to segment objects that
consist of several borders, like the wall and lumen for the carotid
[39] or the aorta [40]. Furthermore, the scheme can be extended
by allowing the user to interactively specify an arbitrary number
of additional points within the image. In case of the introduced
graph-based approach, these points would support the algorithm
with gray value information and geometrical constraints like pre-
sented in [41,42]. This principle can also be used to start with an
interactive segmentation on several 2D slices, then switching to
an interactive 3D segmentation where the segmentation results of
the 2D slices are “fixed”. This strategy would pre-restrict the 3D
segmentation and thus support the user to find a satisfying seg-
mentation result of the whole object in 3D (Fig. 10). The initial
2D segmentations could also be segmented in different oriented
planes, for example a 2D segmentation in an axial plane, a 2D seg-
mentation in a sagittal plane and a 2D segmentation in a coronal
plane, similar to the initialization of the GrowCut algorithm [10]
in recent studies for Pituitary Adenomas [43], Glioblastoma Multi-
forme [44] and vertebral bodies [45]. Moreover, we plan to study
the segmentations with a larger number of “rays”, especially in 3D.
For 2D vertebra segmentation for example, we  archived already sat-
isfying results if the number of rays was  set to 30 – but even with
a larger number of rays the interactive segmentation in real-time
was no issue at all. However, in 3D we had to restrict the num-
ber of rays to a few hundred to perform the segmentation still in
a reasonable time. Depending on the current position of the seed
Fig. 9. Direct visual comparison of an automatic segmentation and a manual segmentation of a Cerebral Aneurysm (CA): native image (upper left), manual segmentation in
green  (upper right), automatic segmentation in blue (lower left) and superimposed segmentations (lower right). (For interpretation of the references to color in this figure
legend,  the reader is referred to the web version of the article.)
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Fig. 10. Iterative segmentation: in a first step several vertebra contours (red, upper images) are segmented with an interactive 2D approach like presented in Fig. 4. In a second
step  a 3D graph for the whole vertebral body is generated where the three 2D slices from step one a fixed. Thus, restricting the 3D graph, and supporting and influencing the
segmentation of the remaining contours (green, lower images). The red contours from the lower images correspond to the red contours from the upper images (from the left
to  the right). In addition, a voxelized mask is presented and superimposed in the lower rightmost image. (For interpretation of the references to color in this figure legend,
the  reader is referred to the web version of the article.)
point the vertices of the vertebral body’s outer boundaries could
sometimes be “missed”. Fig. 11 presents an example where ver-
tices of the vertebral body’s outer boundaries have not be detected
accurately (green circles). The upper part of Fig. 11 shows the 3D
segmentation result and the lower part shows the 2D overlaps of
manual (red) and automatic (white) segmentation results. But, this
can be overcome with a more powerful PC that still can handle the
segmentation calculation in real-time with a higher density of rays.
Fig. 11. Example where vertices of the vertebral body’s outer boundaries have not be detected accurately (green circles). The upper part shows the 3D segmentation result,
the  lower part shows the 2D overlaps of manual (red) and automatic (white) segmentation results. (For interpretation of the references to color in this figure legend, the
reader  is referred to the web  version of the article.)
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Semi-automatische Echtzeit-Konturierung
Ein vorlagenbasierter skalierungsinvarianter Ansatz
Jan Egger
Fachbereich Medizin, Universita¨tsklinikum Gießen und Marburg (UKGM)
egger@med.uni-marburg.de
Kurzfassung. In diesem Beitrag wird ein semi-automatischer und ska-
lierungsinvarianter Segmentierungsalgorithmus zur Echtzeit-Konturier-
ung vorgestellt. Dabei
”
verpackt“ der Ansatz Parameter des Algorith-
mus in seiner Interaktivita¨t fu¨r den Anwender. Dadurch wird vermieden,
dass ein Anwender, um ein akzeptables Segmentierungsergebnis zu er-
zielen, ihm unbekannte Parametereinstellungen finden muss, die er im
Gegensatz zum Entwickler des Algorithmus nicht ohne weiteres verste-
hen kann. Fu¨r die interaktive Segmentierung wurde ein spezieller graph-
basierter Ansatz entwickelt, der sich insbesondere fu¨r eine interaktive
Echtzeit-Konturierung eignet, da nur ein benutzerdefinierter Saatpunkt
innerhalb der Zielstruktur beno¨tigt wird und sich das Segmentierungser-
gebnis durch die besondere geometrische Konstruktion des Graphen sehr
schnell berechnen la¨sst. Außerdem lassen sich die Grauwertinformatio-
nen, die fu¨r den Ansatz beno¨tigt werden, automatisch aus dem Bereich
um den benutzerdefinierten Saatpunkt herum extrahieren. Der Ansatz
wurde u¨ber feste Saatpunkte in medizinischen 2D- und 3D-Daten eva-
luiert. Ein direkter Vergleich mit wesentlich zeitintensiveren manuellen
Segmentierungen soll die praktische Anwendbarkeit des Ansatzes ver-
deutlichen.
1 Einleitung
Segmentierungsalgorithmen in der medizinischen Bildverarbeitung werden im
Allgemeinen fu¨r eine ganz bestimmte Pathologie in einer ganz bestimmten Auf-
nahmemodalita¨t entwickelt. Dennoch versagen (voll)automatische Segmentie-
rungsalgorithmen bei neuen Daten immer wieder. Ganz wesentlich sind pra¨zise
Parametereinstellungen, um gute Ergebnisse zu liefern. Deshalb werden Kon-
turierungen in der klinischen Routine immer noch rein manuell und Schicht
fu¨r Schicht vorgenommen. Interaktive Segmentierungsansa¨tze [1, 2], bei denen
der Benutzer den Algorithmus mit intuitiven Informationen beim Segmentie-
rungsprozess unterstu¨tzt, werden immer interessanter fu¨r die klinische Routine,
insbesondere bei schwierigen Segmentierungsproblemen. In diesem Beitrag wird
ein interaktiver graphbasierter Segmentierungsalgorithmus zur Konturierung von
medizinischen Strukturen vorgestellt. Aufgrund der speziellen Graphkonstrukti-
on beno¨tigt der Ansatz nur einen Saatpunkt und eine Segmentierung kann sehr
schnell berechnet werden. Dadurch eignet sich der Ansatz auch fu¨r eine interak-
tive Konturierung in Echtzeit.
T. M. Deserno et al. (Hrsg.), Bildverarbeitung für die Medizin 2014, Informatik aktuell,
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2 Material und Methoden
Der Segmentierungsansatz funktioniert mit 2D- und 3D-Daten und beginnt mit
der Graphkonstruktion, ausgehend von einem benutzerdefinierten Saatpunkt in-
nerhalb der zu segmentierenden Struktur. Die Knoten n ∈ V des Graphen
G(V,E) werden entlang von Strahlen abgetastet, die radial vom Saatpunkt aus-
gesandt werden. Zusa¨tzlich ist e ∈ E eine Menge von Kanten, die aus Kanten
zwischen den Knoten bestehen und aus Kanten, die die Knoten mit einer Quelle s
und einer Senke t verbinden, um die Berechnung eines minimalen s-t-Schnitts [3]
zu ermo¨glichen. In Anlehnung an die Notation von Li et al. [4] verbindet eine
Kante < vi, vj >∈ E zwei Knoten vi, vj. In der Kantenmenge gibt es zwei Arten
von ∞-gewichteten Kanten: p-Kanten Ap und r-Kanten Ar. P ist die Anzahl der
Knoten, die entlang eines Strahles p = (0, . . . , P − 1) abgetastet wurden, und R
ist die Anzahl der Strahlen, die radial ausgesandt wurden, mit r = (0,. . . , R−1).
V (xn, yn) ist als der Nachbar von V (x, y) definiert (fu¨r weitergehende Details
zur Graphkonstruktion wird an dieser Stelle auf [5, 6] verwiesen)
Ap = {〈V (x, y), V (x, y − 1)〉 | y > 0}
Ar = {〈V (x, y), V (xn,max(0, y −Δr))〉}
(1)
Die ∞-gewichteten Kanten fu¨r eine Oberfla¨che in 3D werden a¨quivalent zu den
∞-gewichteten Kanten fu¨r eine Kontur in 2D definiert
Ap = {〈V (x, y, z), V (x, y, z − 1)〉 | z > 0}
Ar = {〈V (x, y, z), V (xn, yn,max(0, z −Δr))〉}
(2)
Ist der Graph konstruiert, wird der minimale s-t-Schnitt fu¨r den Graphen
berechnet [3], der wiederum dem Segmentierungsergebnis entspricht. In Abb. 1
findet man verschiedene Beispiele fu¨r Vorlagen, mit denen unterschiedliche Pa-
thologien in 2D und 3D segmentiert wurden. Bei allen Beispielen wurde der
Graph von einem benutzerdefinierten Saatpunkt aus konstruiert, der innerhalb
der Pathologie lag. Fu¨r die Segmentierung beno¨tigt der Ansatz auch einen mitt-
leren Grauwert der zu segmentierenden Struktur. Dieser mittlere Grauwert wird
im Bereich des Saatpunktes automatisch bestimmt und jedes Mal neu berechnet,
wenn der Benutzer ihn interaktiv auf dem Bild verschiebt. Das macht den An-
satz robuster gegen Segmentierungsfehler, wenn der Saatpunkt kurzfristig u¨ber
Bereiche verschoben wird, die zwar innerhalb der zu segmentierenden Struktur
liegen, aber nicht dem mittleren Grauwert der zu segmentierenden Struktur ent-
sprechen, wie z.B. bei sehr hellen Kalzifikationen.
3 Ergebnisse
Der vorgestellte Ansatz wurde innerhalb der Plattform MeVisLab realisiert. Der
spezielle Aufbau der Graphen ermo¨glichte eine Echtzeit-Konturierung auf einem
Rechner mit Intel Core i5-750 CPU, 4x2.66GHz, 8GB RAM. Die Evaluierung er-
folgte u¨ber feste Saatpunkte in medizinischen 2D- und 3D-Daten (Tab. 1). Abb. 2
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gibt mehrere Screenshots aus einem Video wider, die die interaktive Echtzeit-
Konturierung von Wirbelko¨rpern und Bandscheiben in einer sagittalen Schicht
einer MRT-Aufnahme zeigen. Der Mittelpunkt des Graphen ist in Weiß darge-
stellt und kann vom Benutzer interaktiv auf dem Bild verschoben werden, die
roten Punkte stellen das Ergebnis der Segmentierung dar. In Abb. 3 sieht man
eine interaktive Prostata-Segmentierung mit einer Kreisvorlage in einer MRT-
Aufnahme. Die oberen vier Bilder zeigen die resultierende Kontur (rot), wenn
der benutzerdefinierte Saatpunkt na¨her an den Rand der Prostata verschoben
wurde. Im oberen linken Bild zum Beispiel befindet sich der Saatpunkt na¨her
am linken Rand der Prostata, daher tendiert das Segmentierungsergebnis auch
zu einer U¨bersegmentierung im linken Bereich der Prostata. Allerdings ermo¨g-
Abb. 1. Verschiedene Beispiele fu¨r Vorlagen, mit denen unterschiedliche Pathologien
in 2D und 3D segmentiert wurden: Eine Kreisvorlage wurde dazu genutzt, einen Gra-
phen aufzubauen und die Prostata zu segmentieren (erste Zeile), eine Rechteckvorlage
wurde verwendet, um Wirbelkonturen in einzelnen 2D-Schichten zu bestimmen (zweite
Zeile), eine Kugelvorlage diente dazu, Glioblastoma Multiforme (GBM) zu segmen-
tieren (dritte Zeile), und fu¨r die Bestimmung ganzer Wirbelko¨rper in 3D kam eine
Wu¨rfelvorlage zum Einsatz (untere Zeile). Bei allen Beispielen wurde der Graph vom
benutzerdefinierten Saatpunkt innerhalb der Pathologie aus konstruiert.
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Abb. 2. Mehrere Screenshots aus einem Video, die die interaktive Echtzeit-
Konturierung von Wirbelko¨rpern und Bandscheiben in einer sagittalen Schicht einer
Magnetresonanztomographie (MRT)-Aufnahme zeigen (von links nach rechts). Der
Mittelpunkt des Graphen ist in Weiß dargestellt und kann vom Benutzer interaktiv
auf dem Bild verschoben werden, die kleinen schwarzen Boxen zeigen die Ecken der
Rechteckvorlage an, und die roten Punkte stellen das Ergebnis der Segmentierung da.
lichen das interaktive Verhalten und die Echtzeit-Ru¨ckmeldung des Ansatzes es
dem Benutzer, schnell ein zufriedenstellendes Segmentierungsergebnis zu finden
(linkes unteres Bild). Zum visuellen Vergleich des Segmentierungsergebnisses aus
dem linken unteren Bild ist im rechten unteren Bild die Maske (blau) einer rein
manuellen Segmentierung auf derselben 2D-Schicht dargestellt.
Abb. 3. Interaktive Prostata-Segmentierung mit einer Kreisvorlage in einer MRT-
Aufnahme: Die oberen vier Bilder zeigen die resultierende Kontur (rot), wenn der
benutzerdefinierte Saatpunkt na¨her an den Rand der Prostata verschoben wurde. Im
oberen linken Bild z.B. befindet sich der Saatpunkt na¨her am linken Rand der Prostata,
daher tendiert das Segmentierungsergebnis auch zu einer U¨bersegmentierung im linken
Bereich der Prostata. Allerdings ermo¨glicht es die interaktive Echtzeit-Ru¨ckmeldung
des Ansatzes dem Benutzer, schnell ein zufriedenstellendes Segmentierungsergebnis zu
finden (linkes unteres Bild). Zum visuellen Vergleich des Segmentierungsergebnisses
aus dem linken unteren Bild ist im rechten unteren Bild die Maske (blau) einer rein
manuellen Segmentierung auf derselben 2D-Schicht dargestellt.
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Tabelle 1. Ergebnisse: Mittelwert μ und Standardabweichung σ sind fu¨r manuell und
automatisch segmentierte Volumina (cm3) der Pathologien und fu¨r die Dice Similari-
ty Koeffizienten (DSC) [7] zwischen den manuellen und automatischen Segmentierun-
gen angegeben. Abku¨rzungen: Glioblastoma Multiforme (GBM), Hypophysenadenome
(HA), Zerebrale Aneurysmen (ZA), Prostatadru¨sen (PD) und Wirbelko¨rper (WK).
Pathologie min./max. [cm3] μ± σ [cm3] μ± σ
(Anzahl) manuell automatisch manuell automatisch DSCs [%]
GBM (50) 0,47/119,28 0,46/102,98 23,66 ± 24,89 21,02 ± 22,90 80,37 ± 8,93
HA (10) 0,84/15,57 1,18/14,94 6,30 ± 4,07 6,22 ± 4,08 77,49 ± 4,52
ZA (3) 0,45/4,02 0,35/4,22 1,90 ± 1,88 2,02 ± 1,99 72,66 ± 10,71
PD (10) 13,67/66,16 13,29/67,56 31,32 ± 17,45 33,58 ± 18,88 78,94 ± 10,85
WK 2D (9) 0,25/0,51 0,24/0,49 0,42 ± 0,072 0,40 ± 0,073 90,97 ± 2,20
WK 3D (10) 15,42/33,83 16,64/28,78 24,97 ± 6,15 23,48 ± 5,12 81,33 ± 5,07
4 Diskussion
Der Fortschritt in diesem Beitrag besteht darin, dass Algorithmen (wie der
Square-Cut) in einen echtzeitfa¨higen Ansatz transformiert und getestet wur-
den. Im Gegensatz zu anderen interaktiven Ansa¨tzen [8, 9], die meistens eine
aufwa¨ndige Initialisierung beno¨tigen, wird durch diesen Ansatz eine interaktive
Echtzeit-Segmentierung ermo¨glicht, da nur ein benutzerdefinierter Saatpunkt in-
nerhalb des zu segmentierenden Objektes beno¨tigt wird. Außerdem kann durch
die spezielle geometrische Konstruktion des Graphen die Echtzeitfa¨higkeit (ins-
besondere in 3D) je nach Rechnerausstattung sichergestellt werden, z.B. durch
eine geringere Strahlen- und Knotendichte. Daru¨ber hinaus ko¨nnen Grauwert-
informationen im Bereich des Saatpunktes automatisch analysiert und fu¨r die
Segmentierung genutzt werden. Damit
”
verpackt“ der Ansatz in seinem inter-
aktiven Verhalten Parameter und verhindert dadurch, dass der Benutzer diese
definieren muss. Auch wenn die Evaluation gezeigt hat, dass der Ansatz mit
(festen) Saatpunkten gute Ergebnisse liefert, ist es (im Gegensatz zu einer in-
teraktiven Segmentierung in 2D) recht schwierig, ein Objekt in 3D interaktiv
zu segmentieren. Das liegt daran, dass der Saatpunkt im Raum verschoben wird
und dabei die Seiten eines 3D-Objekts fu¨r eine zufriedenstellende Segmentierung
u¨berwacht werden mu¨ssen. Das Verfahren soll daher als na¨chstes zu einer Art
iterativem Ansatz erweitert werden. Dabei segmentiert der Benutzer (interaktiv)
zuerst mehrere Konturen in 2D. Anschließend wird ein 3D-Graph zur interak-
tiven Segmentierung aufgebaut, der allerdings in den drei vorher segmentierten
2D-Schichten bereits fixiert ist (Abb. 4). Diese 2D-Fixierungen schra¨nken die An-
zahl der mo¨glichen s-t-Schnitte massiv ein [10] und unterstu¨tzen den Benutzer,
auch in 3D einen geeigneten Saatpunkt interaktiv zu finden.
Danksagung. Ich danke den Neurochirurgen des UKGM in Marburg fu¨r ihr
Mitwirken an der Studie, Robert Schwarzenberg fu¨r die Implementierung des
Cube-Cut-Algorithmus, Fraunhofer MeVis in Bremen fu¨r die MeVisLab-Lizenz,
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Abb. 4. Iterative Segmentierung: Zuerst werden mehrere Wirbelkonturen (obere Reihe,
rot) mit einem interaktiven 2D-Ansatz wie aus Abb. 2 segmentiert. Danach wird ein
3D-Graph zur Segmentierung des Wirbelko¨rpers in 3D konstruiert, bei dem die drei
schon segmentierten 2D-Konturen im 3D-Graphen fixiert sind. Diese Restriktionen des
3D-Graphen beeinflussen und unterstu¨tzen die Segmentierung der restlichen Konturen
des Wirbelko¨rpers (gru¨ne Konturen in der unteren Reihe). Die roten Konturen aus den
Bildern der unteren Reihe korrespondieren mit den Konturen der Bilder der oberen
Reihe. Rechts unten ist die voxelisierte Maske des Wirbelko¨rpers eingeblendet.
Edith Egger-Mertin fu¨r das Korrekturlesen und Fedorov et al. fu¨r die Prostata-
datensa¨tze: http://www.spl.harvard.edu/publications/item/view/2174
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Development of an open source software module
for enhanced visualization during MR-guided
interstitial gynecologic brachytherapy
Xiaojun Chen1 and Jan Egger2*
Abstract
In 2010, gynecologic malignancies were the 4th leading cause of death in U.S. women and for patients with
extensive primary or recurrent disease, treatment with interstitial brachytherapy may be an option.
However, brachytherapy requires precise insertion of hollow catheters with introducers into the tumor in order to
eradicate the cancer. In this study, a software solution to assist interstitial gynecologic brachytherapy has been
investigated and the software has been realized as an own module under (3D) Slicer, which is a free open source
software platform for (translational) biomedical research. The developed research module allows on-time processing
of intra-operative magnetic resonance imaging (iMRI) data over a direct DICOM connection to a MR scanner.
Afterwards follows a multi-stage registration of CAD models of the medical brachytherapy devices (template, obturator)
to the patient’s MR images, enabling the virtual placement of interstitial needles to assist the physician during the
intervention.
Introduction
In 2010, gynecologic cancer – including cervical, endo-
metrial, and vaginal/vulvar types – is with over 80,000
new cases and over 25,000 deaths the 4th leading cause
of death in women in the United States (American Can-
cer Society 2010). However, depending on the type and
stage of the cancer, different treatment approaches may
be performed, like radiation including a course of
brachytherapy for patients with extensive locally ad-
vanced or recurrent pelvic disease. Hereby, brachyther-
apy enables the placement of radioactive sources direct
inside the cancerous tissue that deliver very high doses
of radiation and for interstitial gynecologic brachyther-
apy, catheters are guided into place through holes in a
so called template (Figure 1, left) sutured to the patient’s
perineum. Viswanathan et al. conducted a first prospect-
ive trial of real-time magnetic resonance image (MRI)-
guided catheter placement in gynecologic brachytherapy
in a 0.5T unit (Viswanathan et al. 2006, 2013), and Lee
et al. in a computed tomography (CT) brachytherapy
suite (Lee and Viswanathan 2012; Lee et al. 2013). In
the meantime, the benefit of using magnetic resonance
imaging scans to guide brachytherapy planning has
been shown in other gynecologic cancer brachytherapy
centers around the world and a CT/MR comparison
showed that MR contoured volumes are narrower than
CT (Viswanathan et al. 2007). As a result of this, the
highest dose regions (D90 and D100) and the tumor
volume that receives 100% dose (V100) can be increased
and a T2-weighted MRI is therefore considered the
gold standard for target delineation in image-based
cervical cancer brachytherapy (Viswanathan et al. 2011).
In Viswanathan et al. the dosimetric and clinical gains
from using MRI, CT or ultrasound (US) have also been
described in detail and in summary the ability to more
accurately delineate tumor and surrounding normal
tissue is the primary benefit in using 3D compared to
the more standard practice of x-ray. Subsequent, this
leads to a more precise dose escalation to the target
volume while at the same time respecting dose constraints
for the surrounding organs at risk (OAR). Furthermore,
CT may not be possible to distinguish the cervical tumor
from the surrounding normal tissues such as small bowel
in CT acquisitions. In contrast, MR can determine in such
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cases the size, location, and paracervical involvement of
the tumor and its relations to the applicator.
Other working in the field of radiation therapy to sup-
port cervical cancer treatment are Staring et al. (2009).
Staring et al. addressed the registration of cervical data
using mutual information (MI) of not only image inten-
sity, but also features that describe local image structure.
The presented algorithm was compared to a standard
approach, based on the mutual information of image in-
tensity only showing that the registration error can be
improved at important tissue interfaces, like the bladder
with the clinical target volume (CTV), and the interface
of the rectum with the uterus and cervix. Krishnan and
Sujatha (2010) worked on the segmentation of cervical
cancer images using Active Contour Models (ACM)
(Kass et al. 1987, 1988), and introduced a method for
automatic extraction of object region and boundary from
the background for cell nucleus segmentation of cervical
cancer images. Therefore, the method starts computing
a threshold based on the clusters automatically calcu-
lated by a K-means clustering algorithm, whereby the
cluster center of this threshold region, acts as a seed for
further processing. Ultimately, the object region is ex-
tracted from the object boundary and a gray scale clus-
ter. A method for simultaneous non-rigid registration,
segmentation, and tumor detection in MRI-guided cer-
vical cancer radiation therapy using a unified Bayesian
framework has recently been introduced by Lu et al.
(2012). The presented framework can generate a tumor
probability map while progressively identifying the bound-
ary of an organ of interest based on the achieved non-
rigid transformation. In addition, the framework is able
to handle the challenges of significant tumor regression
and its effect on surrounding tissues and the proposed
methods help with the delineation of the target volume
and other structures of interest during the treatment of
cervical cancer with external beam radiation therapy
(EBRT). However, the purpose of this contribution is
to investigate a research software to support 3D-guided
interstitial gynecologic brachytherapy during the intra-
operative stage and to the best of our knowledge such a
tool has not yet been described and there is no commer-
cial software currently available. The software exists as a
free module available under 3D Slicer, which is an open
source software platform for biomedical research and
research highlights include linking a diagnostic imaging
set in real-time to a 3D CAD model of the template
(Figure 1, left) and the obturator (Figure 1, right), which
enables the identification of catheter location in the
3D imaging model with real-time imaging feedback.
Furthermore, the introduced software allows patient-
specific pre-implant evaluation by assessing the place-
ment of interstitial needles prior to an intervention
via virtual template matching with a diagnostic scan
(note: this contribution relates to a previously published
work in SpringerPlus (Egger 2013). There, an overall
image-guided therapy system for interstitial gynecologic
brachytherapy in a multimodality operating suite was
introduced).
The rest of this article is organized as follows: Section
2 presents the material and the methods. Section 3 pre-
sents the results of our experiments, and Section 4 con-
cludes and discusses the paper and outlines areas for
future work.
Materials and methods
This section describes the Material and Methods that
have been used for this study, resulting in an open
source software module for enhanced visualization dur-
ing MR-guided interstitial gynecologic brachytherapy.
Thereby, this section starts with a paragraph about the
Equipment, Data and CAD Models that have been used
for this study. Afterwards, the software platform 3D
Slicer (Slicer) is introduced, within the new software
module has been realized. In the next paragraph the
Software Design for the module is presented. Finally, the
last paragraph of this section describes the detailed Ap-
plication Workflow for the presented software module.
Figure 1 Two medical devices used for interstitial gynecologic brachytherapy: the template (left) is sutured to the patient’s perineum
and afterwards catheters are guided into place through template’s holes. The obturator (right) is inserted through the large hole in the middle
of the template into the vaginal canal (amongst others for better template stabilization). The 3D CAD models in STL format are freely available for
download: https://github.com/xjchen/igyne/tree/master/scene for template and obturator for template and obturator. Last accessed on March 2014.
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Equipment, data and CAD models
The Advanced Multimodality Image-Guided Operating
(AMIGO) suite at Brigham and Women’s hospital
(BWH) allows intraoperative 3 Tesla MR imaging and
has been used to develop and test the introduced soft-
ware module for enhanced visualization during MR-
guided interstitial gynecologic brachytherapy. Moreover,
the intraoperative MRI (iMRI) data used for this study
(acquired in AMIGO) is freely available for download
(Egger J, Kapur T, Viswanathan AN, GYN Data Collec-
tion, The National Center for Image Guided Therapy)
(Kapur et al. 2012):
http://www.spl.harvard.edu/publications/item/view/2227.
Last accessed on March 2014.
The CAD models like the interstitial template and the
vaginal obturator (Figure 1) needed for the software
module (see section Application workflow) have been
generated using a CAD software from SolidWorks
(Dassault Systèmes SolidWorks Corp., MA). Therefore,
the gynecological CAD models have been reverse-
engineered by measuring the precise dimensions from
the clinically devices and afterwards converted to an in-
dustry standard format (STL). These models are also
available online:
https://github.com/xjchen/igyne/tree/master/scene for
template and obturator. Last accessed on March 2014
3D Slicer
The introduced software of this contribution has been
developed within 3D Slicer or Slicer (http://www.slicer.
org/), which is a free and open source software platform
for visualization and image analysis (Pieper et al. 2004,
2006; Surgical Planning Laboratory (SPL) 2014) and a
detailed review of the current capabilities of Slicer has
been recently been published by Fedorov et al. (2012).
Slicer is a cross-platform software, which can be used
for different biomedical research tasks like visualization,
segmentation, registration, volume measurements and
network communications via DICOM (e.g. direct to a
scanner or PACS systems). Several of these tasks are
implemented within Slicer as own modules, like the
Volume Rendering module, the DICOM module, the
Change Tracker module (Konukoglu et al. 2008) and the
EM Segmentation module (Rannou et al. 2009; Pohl
et al. 2007). This modular concept allows researchers
and programmers to develop software modules for new
tasks and provide them to the community. Slicer realizes
the Model-View-Controller (MVC) design pattern and
therefore the classes which implement the core of 3D
Slicer, as well as loadable modules, are organized into
three main groups (Fedorov et al. 2012). As common for
the MVC pattern, the data organization and serialization
is handled by the Model. Thereby the Model is supported
by the Medical Reality Markup Language (MRML), which
defines the hierarchies of the data elements and the APIs
for accessing and serializing the individual nodes. Further-
more, a C++ class library is used to instantiate the MRML
nodes and organize them into a coherent internal data
structure called the MRML scene, which maintains the
links between the individual data items, their visualization
and any other persistent state of the application and mod-
ules. The visual elements of the application are provided
by the View to the user. The functionality consists of the
Graphical User Interface (GUI) and displayable manager
classes of the Slicer core, which maintain consistency be-
tween the internal MRML state of the Model and the vis-
ual appearance of the GUI. The processing and analysis
functionality of the application core is encapsulates by the
Controller and does not depend on the existence of GUI.
However, it is fully aware of the MRML data structures,
and the communication between the View and the Con-
troller takes indirectly place through changes in MRML
data structures. In addition, the Controller uses the
MRML nodes for storing the computation results and the
View receives event updates from the MRML scene and
individual nodes, which then update the visualization
elements.
Software design
This research software module has been developed as a
first step for assisting in MR-guided gynecologic brachy-
therapy in a multi-modal operating suite like AMIGO.
The high level design of the software module is shown
in Figure 2; two components (GUI and Logic) are cre-
ated for observing changes in the MRML scene and for
processing events (Fedorov et al. 2012; slicer.org/slicer-
Wiki/index.php/Documentation/4.1/Developers/MRML
2012). Thereby, the software module for MR-Guided
Interstitial Gynecologic Brachytherapy, has been devel-
oped as an own loadable module for Slicer (note: details
on different mechanisms of writing Slicer extension
modules, including loadable modules are available in
(Fedorov et al. 2012)).
Application workflow
Figure 3 shows the diagram of the presented module
consisting of the workflow and functions for the en-
hanced visualization during MR-guided interstitial gyne-
cologic brachytherapy (green), the relevant modules that
have been used from Slicer4 (blue) and the supporting
algorithms and techniques (orange). The workflow starts
with loading of the MR image data and the CAD
models, and ends with the selection of the interstitial
needles and is described in detail as follows:
1. Loading of Applicator CAD models and MR images:
The CAD models for the template and obturator are
loaded from disk while the patient is imaged in the
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MR scanner. When imaging is complete (with the
template sutured to the perineum and the obturator
placed in the vaginal canal), the acquired images are
automatically transferred to this module via the
Slicer DICOM module.
2. Initial registration of CAD model of the Template to
MR images: A rigid registration (or transformation)
between the CAD model of the template and its
appearance in the MRI is computed in two steps.
First, the user uses the mouse to identify three
clearly visible landmarks in the template in the MRI
scan (as shown in Figure 4). The registration
transformation is computed using the closed form
solution to the absolute orientation problem (Horn
1987). This step is accomplished using the following
three modules in 3D Slicer: the “Annotations”
module for manual marking of landmarks by user,
and the “Fiducial Registration” and “Transforms”
modules for obtaining the rigid registration between
corresponding sets of points.
3. Registration Refinement: The initial registration
obtained above is refined using additional points on
the superior surface of the template (the surface that
is in contact with the patient perineum). The points
on this surface of the CAD model are computed
using the locations of the holes. The points on this
surface in the MRI scan are obtained interactively
from the user; the user is first prompted to create a
rough region of interest that encompasses the
template, and then to provide a threshold that
highlights (approximately) the very bright surgical
lubricant filled template holes in the MRI. This set
of points is also overlaid as a 3D surface on top of
the CAD model, to allow the user to visualize the
agreement between the two. The registration
refinement method is the Iterative Closest Point
(ICP) algorithm (Besl and McKay 1992), which
computes the least-squares distance between two
sets of point clouds. The ICP algorithm is described
as follows (Xiaojun et al. 2007).
ICP Registration: Suppose the two point sets under
the CAD template model and MR image coordinate sys-
tem are respectively P = {pi, i = 0,1,2,…,k}, and U= {ui, i =
0,1,2,…,n}, then:
 Compute the closest points: For each point in U,
compute the corresponding closest point in P that
yields the minimum distance. Let Q denote the
resulting set of closest points, P = {qi, i = 0,1,2,…,n}.
 Compute the registration between U and Q via the




qi− Rui þ Tð Þk k2, where R is 3 × 3 rotation
matrix, and T is 3 × 1 translation matrix.
 Apply the registration, i.e. let U1 = RU + T.
 Compute the mean square error between U1 and Q,
and terminate the process if it falls below a preset
threshold ε > 0 specifying the desired precision of
the registration, otherwise, perform the iteration
with the substitution of U1 for U.
The modules of 3D Slicer used in this step are: “Model
Maker” to create a 3D surface model from the thre-
sholded image using the Marching Cubes algorithm
(Lorensen and Cline 1987).
4. Visualization of Registration: The registration results
are provided for easy visual inspection by displaying
Figure 2 The overall infrastructure of the software module: two components (GUI and Logic) are created for observing changes in the
Medical Reality Markup Language (MRML) scene and for processing events.
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the intersections of the template and the obturator
with the 2D axial, sagittal, and coronal planes. If this
result is not visually satisfactory, the capability of
manual refinement is also available.
These steps are accomplished using the “Model” and
“Transforms” module in 3D Slicer.
5. Image Segmentation: To allow the user to visualize
the 3D renderings of the applicator in the context of
the tumor and organs of interest, the tumor, bladder,
and rectosigmoid can be manually or semi-
automatically segmented in the MR scan using the
Slicer modules: “Editor”, “Robust Statistics
Figure 3 Diagram of the presented module consisting of the workflow and functions for the enhanced visualization during MR-guided
interstitial gynecologic brachytherapy (green), the relevant modules that have been used from Slicer4 (blue) and the supporting
algorithms and techniques (orange). The workflow starts with loading of the MR image data and the CAD models, and ends with the selection
of the interstitial needles.
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Segmenter” (Gao et al. 2012) or “Grow Cut
Segmenter” (Vezhnevets and Konouchine 2005).
6. Needle Selection and Display of Virtual Needles
relative to Applicator CAD models and Tumor
Segmentation: After the reconstruction of the 3D
model of the tumor, virtual needles that originate
from the template and penetrate the tumor can be
automatically selected by the module using a
collision detection algorithm based on OBB
(Oriented Bounding Box) trees (Gottschalk et al.
1996). For the triangular mesh of each needle model
and the tumor model, OBB trees are constructed
top-down, by recursive subdivision, and each leaf
node of the OBB tree corresponds to a single
triangle in the mesh. Effectively an OBB of the
tumor model is compared against an OBB of each
needle model. If the two OBBs intersect, then the
children of the second OBB are compared against
the current OBB of the first tree recursively, until
the contacting cells are found. This process is
conducted for each virtual needle, and the needles
whose trajectory intersects with the tumor are
selected. Finally, the selected virtual needles are
automatically annotated on a schematic of the
template (that is displayed in the user interface) and
rendered in the 2D and 3D views, with the insertion
depth independently adjustable for each needle. This
allows for ease of visualization of spatial relationships
among the needles, tumors, and surrounding
anatomical structures.
Results
During this study, a first free and open source research
software module for the 3D Slicer platform supporting
MR-guided interstitial brachytherapy of gynecologic cancer
has been investigated. The principle of the module has been
pre-published in a recent research disclosure (Egger et al.
2012a), however, algorithmic details are presented in this
publication. The software module and the interface is
illustrated in the screenshots of Figures 5 and 6. The two
screenshots show the CAD models of the interstitial tem-
plate (blue) and the obturator (green) which have been
fitted to intraoperative MRI scans of AMIGO patients.
In more detail, Figure 5 presents a refined registration
result of the template and the obturator, in an axial
(upper left window), a sagittal (lower left window), a cor-
onal (lower right window) and a 3D view (upper right win-
dow). In Figure 6, the manual segmented tumor is also
visualized (brown) and on the left side of the interface the
interstitial planning sheet is provided that allows virtual
pre-planning of the depth and length of single interstitial
needles. In this case, several needles (pink and green)
around the obturator have been pre-planned to target the
tumor. Furthermore, the software module enables render-
ing of the pre-planned interstitial needles in different 2D
slices (right side of Figure 6). The software module has
been developed in C++ under Visual Studio (Version 9)
and in our implementation the planning could be per-
formed within a few minutes on a Laptop with Intel Core
i5-2520M CPU, 2 × 2.5 GHz, 4 GB RAM, Windows 7 Ver-
sion, Service Pack 1, 32Bit. Moreover, the module is open
source and public available as a loadable module for Slicer:
https://github.com/xjchen/igyne. Last accessed on March
2014
Note: in the meantime there has been a study about
catheter segmentation for MR-Guided gynecologic can-
cer brachytherapy which uses the successor of our soft-
ware module (Pernelle et al. 2013):
https://github.com/gpernelle/iGyne. Last accessed on
March 2014
Figure 4 The three corresponding point pairs (red) used for an initial registration: the left image shows the user-defined landmarks in
the MR image, the right image shows corresponding landmark positions in the CAD model of the template.
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The dataset used for the screenshots of Figures 4, 5
and 6 is available from:
https://github.com/xjchen/igyne/tree/master/Sample%
20data. Last accessed on March 2014
Conclusions
In this contribution, we introduced a research software
module to support interstitial gynecologic brachyther-
apy. The module has been implemented and tested
within the free open source software platform for bio-
medical research, called 3D Slicer (or just Slicer). The
implementation and workflow of the designed Slicer
module has been described in detail and research high-
lights include:
 on-time processing of intra-operative MRI data,
 a multi-stage registration of a template
 and the virtual placement of interstitial needles.
The presented software module allows on-time pro-
cessing of the intra-operative MRI data realized via a
DICOM connection to the scanner. Afterwards, a multi-
stage registration of the template and the obturator to
the patient’s dataset enables a virtual placement of
Figure 5 A screenshot of the refined registration result of the template (blue) and the obturator (green), in an axial (upper left
window), a sagittal (lower left window), a coronal (lower right window) and a 3D view (upper right window).
Figure 6 A screenshot of the visualization of the segmented tumor (brown) and selected needles (pink and green) in a 3D view.
Moreover, it enables rendering of the planned interstitial needles in different 2D slices (right windows).
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interstitial needles to assist the physician during the
intervention.
Areas for future work include the enhancement of the
registration method by using the obturator as well as
additional physical markers that can be (semi-)automat-
ically detected by image processing. Another area of fu-
ture work includes the integration of intra-operative
navigation, like intraoperative ultrasound (iUS), electro-
magnetic (EM) tracking or optical navigation via the
OpenIGTLink network protocol (Tokuda et al. 2009;
Egger et al. 2012b) to support applicator guidance (note:
in contrast to interventions in the male pelvis where
navigation systems have been used (Tokuda et al. 2008;
Fischer et al. 2008) medical navigation systems have not
yet been successfully introduced for gynecological inter-
ventions). Furthermore, we plan a (semi-)automatic seg-
mentation of the organs at risk (OAR) with a graph-
based approach (Egger et al. 2011a, 2012c) that we have
already applied to the bladder (Egger et al. 2010, 2011b),
and the integration of a real-time dose calculation en-
gine (Cormack et al. 2000; Haie-Meder et al. 2005;
Pötter et al. 2006).
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Abstract
In this article, we present a graph-based method using a cubic template for volumetric segmentation of vertebrae in
magnetic resonance imaging (MRI) acquisitions. The user can define the degree of deviation from a regular cube via a
smoothness value D. The Cube-Cut algorithm generates a directed graph with two terminal nodes (s-t-network), where the
nodes of the graph correspond to a cubic-shaped subset of the image’s voxels. The weightings of the graph’s terminal
edges, which connect every node with a virtual source s or a virtual sink t, represent the affinity of a voxel to the vertebra
(source) and to the background (sink). Furthermore, a set of infinite weighted and non-terminal edges implements the
smoothness term. After graph construction, a minimal s-t-cut is calculated within polynomial computation time, which splits
the nodes into two disjoint units. Subsequently, the segmentation result is determined out of the source-set. A quantitative
evaluation of a C++ implementation of the algorithm resulted in an average Dice Similarity Coefficient (DSC) of 81.33% and
a running time of less than a minute.
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Introduction
Lumbar stenosis (LS), a narrowing of any part of the lumbar
spinal canal with encroachment on the neural structures by
surrounding bone and soft tissue [1,2] is the most frequent reason
for surgery in patients over 65 years of age [1]. While MR imaging
(MRI) is considered particularly purposive for the visualization of
the soft tissue, X-ray computer tomography (CT) is seen as the
method of choice for preoperatively evaluating bone anatomy [3].
CT, however, exposes the patient to carcinogenic radiation while
the magnetic field in MR imaging is harmless.
Sometimes, degenerative spondylolisthesis, an asymptomatic
slipping forward of one lumbar vertebra on another one with an
intact neural arch, can be linked to LS [1] (Figure 1). Similar to
LS, degenerative spondylolisthesis primarily occurs in elderly
patients, and a combination of MRI and CT is also applied for
preoperative evaluations in this case. A shift towards a more
frequent application of MRI, even for morphological evaluations
of the bone structure, would result in less radiation exposure [3],
which is also what motivates this work.
Several features of the spinal anatomy can be distinguished by
their different grey values in an MR image. In most T1- and T2-
weighted image slices, normal adult vertebral body bone marrow
can be differentiated from the outer boundaries of the vertebral
body by a homogeneously lighter grey value [4]. This is because
the outer, compact cortical bone, which coats the vertebral body,
results in a much darker color/lower grey value than the
cancellous, spongy inner part. Thus, the grey-value difference
between a voxel in the vertebral body and a voxel on the outer
boundaries (e.g. cortical bone) is higher than the difference
between two voxels inside the vertebral body.
This, however, does not apply to slices that depict the pedicles.
Figure 2 shows that the pedicles of the vertebral arch are not
considered part of the vertebral body. Nevertheless, since they are
connected to the vertebral body, they belong to its outer
boundaries. However, unlike the cortical bone, they define a
weak, homogeneous object-background transition region. Fur-
thermore, in Figure 3, instead of the cortical bone, the
cerebrospinal fluid (CSF, surrounding the red arrow), which
causes the high grey value of the spinal canal in T2-weighted
images [4], defines parts of the outer boundary of the vertebral
body. This is due to noise and signal distortion, resulting in an
overlapping. Due to signal distortion and noise, as well as
anatomical structures like the pedicles and occasional voxel
outliers, the vertebral body cannot be defined by sharp boundaries
in all MR image slices - a challenge every segmentation algorithm
has to address.
Several approaches for vertebra segmentation have been
proposed in the literature [6–21]. Some of them [6–11] belong
to the 2D approaches and others [12–21] belong to the 3D
approaches. As we present a novel volumetric approach in this
contribution, the following state-of-the-art paragraphs introduce
the 3D approaches in greater detail. [12–18] all use some kind of
shape constraints and the shapes in [12,15,18] rely on training
data. In contrast, [19] is a free-form segmentation approach which
uses balloon forces. At the end of this background section, we
discuss a training-based model which detects and labels interver-
tebral disks in MR images [21].
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Klinder et al. [12] use articulated shape models for spine
segmentation. Their approach considers not only individual
objects (vertebrae) one at a time, but also object constellations
from a more global perspective. A constellation is presented as a
consecution of local vertebra coordinate systems, whereas the
individual morphology of a vertebra is encoded into a triangulated
surface model. Performing non-rigid deformations, the processing
of an individual object happens simultaneously to the processing of
all other objects, allowing different deformation processes to
interact. Klinder et al. explain that in the course of this, the model
is attracted to image features but that the attraction is also
constrained by a former learned shape. For their method, the
authors report a segmentation accuracy of 1.0 mm in average for
ten thoracic CT images.
Hoad and Martel [13] describe a three-step algorithm, which
segments bone from soft tissue in MR images of the spine. In the
first step, the vertebral bodies are segmented, in the second step
the posterior structures are segmented, and in the third step,
manual corrections are made. The authors explain that in the
three different stages, they combine thresholded region growing
with morphological filtering and masking using set shapes. For
evaluation, they registered the segmented data to a physical model
of a spine which they obtained using CT scans. Hoad and Martel
report that their method produces segmentation results equally
suitable for registration as the gold standard CT data and they
regard their algorithm as robust. Furthermore, they point out that
different threshold levels, within visually acceptable intervals, had
very little effect on the registration results. The authors conclude
that in general, the accuracy of the registration relies on the
similarity between actual and automatically generated surfaces as
well as the precision of the digitized points used for the
registration.
Sˇtern et al. [14] make use of superquadrics to deterministically
model volumetric shapes of vertebral bodies which they then align
with vertebrae in 3D CT scans and MR images, for segmentation.
All in all, they introduce 29 parameters to the superquadric
function to obtain a vertebral-shaped geometrical model. In case
the user wants to incorporate certain pathological deformations,
further parameters have to be introduced. The parameters are
then automatically optimized in order to achieve the most
accurate alignment of the model with the vertebral body in the
CT or MRI data. The optimization is driven by a combination of
intensity gradient information with image intensity appearance of
the bone structures and surrounding soft tissues. The method is
initialized with a single point inside the vertebral body and was
tested on 75 vertebrae from CT scans and 75 vertebrae in MR
images. Sˇtern et al. performed 100 segmentation experiments per
vertebra by randomly displacing the initial 3D model from the
ground truth pose and considered the subsequent segmentation
successful if the mean radial Euclidian distance of the final 3D
model from the ground truth points was less than 3 mm. For their
experiments, they report an overall mean radial Euclidian distance
(6standard deviation) between the final 3D models and the
ground truth points of 1.1760.33 mm for CT images (success rate
94.5%) and 1.8560.47 mm for MR images (success rate 88.6%).
Aslan et al. [15] describe a graph-based method for the
volumetric segmentation of vertebral bodies which incorporates
shape priors. The authors obtain the required shape information
from a training set of manually segmented vertebral bodies in CT
data: After aligning the manual segmentation results, they
determine an object region that describes the cross section of all
vertebral bodies, a variability volume, consisting of the remaining
Figure 1. T2-weighted MR image showing a degenerative
spondylolisthesis (red arrow) and a lumbar stenosis (green
arrow).
doi:10.1371/journal.pone.0093389.g001
Figure 2. Vertebral anatomy: (a) illustrates the anatomy of a vertebra from a coronal view (adopted from [5]), (b) shows a sagittal
T2-weighted MRI slice. The green arrow in the enlargement points to an area inside the vertebral body, whereas the red arrow points to the
cortical bone, the outer boundary.
doi:10.1371/journal.pone.0093389.g002
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target-structure voxels, and a background region. To detect shape
variations in the variability zone, Aslan et al. apply a distance
probabilistic model. Then, they construct an undirected, weighted
graph, implementing the 3D-shape prior through the edges’
capacities. In a final step, a minimum cost cut is performed,
partitioning the image’s voxel set into two disjoint units, namely
the target structure and the background.
Weese et al. [16] present shape constrained deformable models
for 3D medical image segmentation, which they apply to vertebra
CT acquisitions. Their hybrid approach combines the advantages
of an active shape model and an elastically deformable surface
model. The latter one is implemented as a surface mesh, whereby
its flexibility is constrained by the shape model, which also ensures
an optimal distribution of mesh vertices. In order to increase their
approach’s robustness against false object boundaries, Weese et al.
attract the deformable model to locally detected surfaces, using an
external energy. For validation, they compared the semi-automatic
segmentation results of their algorithm to manually segmented
vertebrae. In case of a proper manual placement of the mean
vertebra model, Weese et al. report a mean segmentation error of
0.93 mm with deviations around 4.5–7 mm in problematic areas.
Yao et al. [17] describe a method for the automatic segmen-
tation and partitioning of the spinal column. Their approach starts
with a simple thresholding to mask out bone voxels and
subsequently, it applies blob extraction, identifying the largest
connected blob as the initial spine segmentation. Yao et al. explain
that afterwards, a hybrid method based on the watershed
algorithm and directed graph search is employed to obtain the
spinal canal. They then use the spinal canal to position a vertebra
model which consists of four parts, namely the vertebral body,
spinous process, and left and right transverse processes. In the next
step, the initial model is deformed in a way such that a maximum
model-to-image match is achieved. In the last step they generate
curved planar reformations (CPRs) in sagittal and coronal
directions as well as they analyze aggregated intensity profiles
along the spinal cord in order to partition the spinal column into
the different vertebrae. For evaluation, the approach was tested on
71 CT scans and the authors state that the algorithm successfully
extracted and partitioned 69 spinal columns, with only 2 cases that
had one missed partition at the T1-T2 level.
Ghebreab and Smeulders [18] present an integral deformable
spine model for three-dimensional segmentation of spinal images.
They explain that their approach learns the representation of
vertebrae in CT scans from multiple continuous features registered
along vertebra boundaries in a given training set. Statistics are
encoded into a necklace model, which is coupled by string models
that provide detailed information on morphological variations in
the appearance of spinal structures from multiple continuous
features registered in the training set. Ghebreab and Smeulders
further state that on the necklace model, landmarks are
differentiated on their free dimensions and that, in order to
reduce complexity, the landmarks are used within a priority
segmentation scheme. For segmentation of new image data, the
necklace and the string models are employed to detect vertebral
structures interactively by means of elastic deformations. Gheb-
reab and Smeulder remark that this bears an analogy to a
marionette with strings constraining the deformations in a way
such that only movements within feasible solutions are allowed.
Zukic´ et al. [19], [20] present a fast and semi-automatic
approach for spine segmentation in routine clinical MR images. A
single vertebra is segmented based on multiple-feature boundary
classification and mesh inflation, and it starts with a simple point-
in-vertebra initialization. To prevent self-intersections, the infla-
tion retains a star-shaped geometry and the smoothness is
controlled via a constrained subdivision hierarchy. The main
spine direction is deduced by analyzing the shape of the first
vertebra and the locations of neighboring vertebral bodies are
estimated for further segmentation. Against manual reference
segmentations, the average Dice Similarity Coefficient (DSC)
[22,23] was 78% and a detection rate of 93%. The approach was
tested on eleven routine lumbar datasets with 92 segmented
vertebrae.
Kelm et al. [21] use iterated marginal space learning (MSL) to
detect and label intervertebral disks in MR images. Furthermore,
Figure 3. Object/background transition regions (red arrows). (a) shows a homogenous object/background transition. In (b), the spinal canal
(CSF) makes up parts of the vertebral body’s outer boundaries.
doi:10.1371/journal.pone.0093389.g003
Figure 4. Illustration of voxel labeling for the foreground (Ls)
and the background (Lt).
doi:10.1371/journal.pone.0093389.g004
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they claim that since their approach is learning-based, it can be
applied to CT scans, as well. In a first step (after roughly locating
the spine), their method uses an iterative extension of the MSL
method to determine candidate regions including the potential
targets’ positions, orientations, and scales. In a second step, Kelm
et al. use a global probabilistic spine model to detect the most
probable candidates among them. They report that experimental
validations of their method revealed 98.6% sensitivity, 7.3% false
positive detections, an average position error of 2.4 mm, an
angular error of 3.9u, and an overall processing time of 11.5
seconds.
Our approach to solve the problem of three-dimensional
vertebral body segmentation is a non-trivial enhancement of the
previously introduced two-dimensional graph-based segmentation
strategy Square-Cut [11], which uses a rectangle template to
segment vertebral bodies on single MRI-slices. Consequently, we
now use a cubic-shaped distribution of the graph’s nodes in the
three-dimensional case. Moreover, we developed, implemented
and evaluated far more complex three-dimensional neighborhood
relations which can be easily altered as they are implemented as a
function of a user-defined smoothness-term.
The rest of this contribution is organized as follows: Section 2
presents the methods behind the introduced algorithm, Section 3
presents the results of our experiments and Section 4 concludes the
paper and outlines areas for future work.
Methods
The new vertebral body segmentation algorithm presented here
will be referred to as Cube-Cut. Cube-Cut extends a two-
dimensional approach, previously introduced by Egger et al.
[11] to a third dimension (Note: initial results of Cube-Cut have
been presented on a workshop [24] and a German conference
[25]). This extension allows the volumetric segmentation of a
vertebral body with only one click, instead of just a two-
dimensional segmentation on a single slice. The introductory
paragraphs of this section first give a conceptual overview of the
basic features and the behavior of Cube-Cut. This conceptual
overview serves as a frame of reference for the more detailed
discussion of the actual implementation that follows at a later stage
and which introduces the reader to the concepts of a cubic-shaped
graph and the related smoothness-constraint. To keep it consis-
tent, the notation for the graph construction follows the notations
of previous graph-based publications [26–35], where possible.
Figure 5. Profile of two cube faces intersected by three rays (a) and a cubic voxel subset (b).
doi:10.1371/journal.pone.0093389.g005
Figure 6. Illustration of the different kinds of edges. (a) i-links: z-edges (black), xy-edges (blue). (b) o-links: s-links(green), t-links(red). (c) whole
graph.
doi:10.1371/journal.pone.0093389.g006
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2.1 Conceptual Overview
2.1.1 Labeling. Given a volumetric MR image P, Cube-Cut
first selects a subset P’(P of the image’s voxels and in a last step it
tags each voxel p[P’ with either one of the labels Ls or Lt [36]:
t : P0?fLs,Ltg ð1Þ
2.1.2 Penalties. The labeling of a voxel p[P’ involves two
penalties [36]:
N Dp(t(p))[R$0 is the penalty for assigning the label t(p) to p and
N Vp,p’(t(p),t(p’))[R$0 is the penalty for assigning t(p) to p when
t(p’) is the label of the voxel p’[P’.
D describes a voxel’s affinities to the labels Ls and Lt. For
example, the higher Dp(t(p) = Lt), the more p is affiliated with Ls. V
on the other hand reflects a voxel’s affiliation to another voxel. In
practice, Vp,p’(t(p), t(p’)) is greater than zero only if t(p)?t(p’). Thus,
V indirectly describes p’s affiliation with p’ by awarding a penalty
for tagging the two voxels with different labels: The higher Vp,p’,
the more p is affiliated with p’. Nevertheless, note that Vp,p’(t(p),
t(p’)) = 0 for t(p)?t(p’) does not necessarily mean that the two voxels
p and p’ can be tagged differently without penalty costs. If, for
instance, Vp,p’’(t(p), t(p’’)).0, for t(p)?t(p’’) and p’’[P’ and if
Vp’’,p’(t(p’’), t(p’)) .0 for t(p’’)?t(p’), then the penalty cost for
assigning different labels to p and p’ is at least min{Vp,p’’, Vp’’,p’}.
2.1.3 Return value. Cube-Cut tags the voxels in a way such
that the overall penalty cost is minimized. The overall cost is












where L= {t(p)|p[P’} is a labeling of the subset P’ [36,37].
However, until now, the features above have been discussed
detached from the context of vertebral segmentation. The next
section will make the connection.
2.1.4 Object and background separation. Cube-Cut
selects P’ and implements D and V (on the basis of the
predetermined subset P’) in a way such that the returned labeling
is to be interpreted in the following manner (Figure 4):
N Cube-Cut assumes all voxels p[P’ for which t(p) = Ls inside the
vertebral body and
Figure 7. Illustration of the penalty effect. (a) shows a network
without i-links. (b) shows a network with an i-link. The red line depicts a
minimal cut.
doi:10.1371/journal.pone.0093389.g007
Figure 8. Illustration of the z-edges principle. (a) shows a ray without z-edges: The minimal s-t-cut (red) cuts the ray twice with a capacity of 0.
(b) shows the same ray with z-edges. The ray is only cut once. The capacity of the minimal s-t-cut is ‘ +5. (c) shows z-edges, embedded into an MR
image.
doi:10.1371/journal.pone.0093389.g008
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N all voxels p[P’ for which t(p) = Lt can be assumed outside the
vertebral body.
Hence, in a first step Cube-Cut selects a subset of voxels, and on
the basis of this subset, implements two penalty functions which
then determine a clustering of the subset into two disjoint units of
voxels. One unit describes the vertebral body while the other
describes the background (which may include other vertebrae).
The following paragraphs will describe the implementation of the
algorithm.
2.2 Implementation
2.2.1 Voxel subset. The voxels p[P’ are distributed along n
rays that expand from a user-defined seed point in the MR image.
Each ray consists of k equidistantly spread voxels, where for all
rays, the first voxel is always the user-defined seed point, so that
|P’| = n * (k - 1) +1. As the seed point, the number and the length
of the rays as well as the number of voxels per ray can be
determined by the user. It is assumed that each ray exceeds the
vertebral body. In the following, let pir[P’ denotes a voxel on ray r,
where 1# r # n and where the voxel pir is closer to the seed point
(p1 or p1r ) than pjr , if 1# i,j # k (Note: If only one ray is being
discussed, the indexing r might be omitted. Furthermore, from
now on, k will always denote the number of voxels per ray and n
the number of rays).
2.2.2 Cubic distribution. The rays expand in a way such
that all voxels of the same layer form a cube shape, so that if i = j?
1 and m ? n, then the voxels pim and pjm lie on the surface of one
cube, which has the user-defined seed point as its center. Since
there are k voxels on each ray, there are k-1 different sized cubes
for which p1 is the center (Figure 5). On a cube’s face, the voxels
are distributed equidistantly and the volumes of the cubes increase
evenly. However, note that due to the theorem of intersecting
lines, the distance between two voxels on a cube’s face is less than
the distance of the corresponding voxels on a bigger cube.
2.2.3 Implementation of penalties and labeling. Cube-
Cut generates a network N= ((G= (V (G), E(G))), c, s, t), where G is
a directed, two-terminal graph and |V (G)|= |P’| +2. Each vertex
v[V(G)\{s,t} corresponds to exactly one voxel p[P’ and no two
vertices correspond to the same voxel. In the following, vp will
denote a mapping of the vertex v[V(G)\{s,t} onto its correspond-
ing voxel p[P’ and pv will describe the reverse mapping. The
source s and the sink t have no counterparts in P’ and thus they are
referred to as virtual nodes. In E(G), there exist two types of edges
[36], [38] (Figure 6):
Figure 9. Adverse effects on segmentation results (2-dimensional view). (a) shows an overrun in the upper part due to a violation of
condition (3). (b) shows a segmentation result affected by an outlier which causes a violation of condition (4). The cut happens too close to the seed
point (not shown) in the middle of the vertebra because there is a light area similar to the spinal canal.
doi:10.1371/journal.pone.0093389.g009
Figure 10. Effect of the coefficient w. In (b), w is applied on the s-weights in (a): The cut, with a capacity of ‘ +2.5, now happens closer to the
seed point. Note that the same cut in (b) would have cost ‘ +10 whereas the cut depicted in (b) has a capacity of only ‘ +5.
doi:10.1371/journal.pone.0093389.g010
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N i-links (inter-links) connect vertices v[V(G)\{s,t} with each
other. The i-links are further subdivided into z-edges and xy-
edges, where z-edges connect vertices corresponding to neigh-
boring voxels of the same ray (e.g. (vin ,v(iz1)n ), while xy-edges
connect vertices corresponding to voxels of different rays (e.g.
(vin ,vjm )).
N o-links (outward-links) connect all vertices v[V(G)\{s,t} with the
source s (s-links) and the sink t (t-links). Hence, there are two o-
links for each vertex.
The capacities of the i- and o-links reflect the penalty functions D
and V in the following manner (Figure 7):
Vv[V (G)\fs,tg : c(s,v)~Dp((t(vp)~Lt)),
Vv[V (G)\fs,tg : c(v,t)~Dp((t(vp)~Ls)),




Note that the skew symmetry constraint does not have an effect
since by convention c(v, v’) = 0 is assumed, if (v, v’)/E E (G). After the
graph has been set up, Cube-Cut determines a minimal s-t-cut (S,
T) by deploying the Boykov-Kolmogorov algorithm [36] (http://







Since by definition, the capacity of a minimal s-t-cut is minimal
among all possible s-t-cuts, the labeling above minimizes (2).
2.2.4 Z-Edges: onetime cut per ray. Since each ray
intersects with the outer boundaries of the vertebral body only
once, a set of z-edges is introduced that ensures that each ray is
exactly cut one time by a minimal s-t-cut [38,39]:
Az~f(vir ,v(i{1)r ) 1j viƒk ^ 1ƒrƒng, ð5Þ
where n is the user-defined number of rays and k the total number
of voxels per ray, again (note: in what follows, vir will denote the
corresponding vertex of the ith voxel on ray r. Furthermore, if only
one ray is being discussed, the indexing r might be omitted). The
set of z-edges connects each vertex vi with its predecessor v(i-1) on the
same ray (Figure 8). The capacities of all z-edges are initialized to ‘.
Therefore, it costs ? each time a z-edge is cut.
By making sure that the seed point is in S and that the last voxel
on each ray is in T (see next section), a minimal s-t-cut (S, T) has to
cut each ray at least once. Yet, it does not cut any ray more than
once because that would cost at least 2? . This is why a ray is cut
exactly one time. The next section explains how Cube-Cut
encourages this cut to happen close in front of the vertebral body’s
outer boundaries.
2.2.5 O-links: marking the outer boundaries. A voxel pir
is characterized by (xir ,yir ,zir ,gir ) where xir ,yir ,zir[N0 denote the
voxel’s position in the image and gir[R§0 denotes its grey value
(note: simplified, voxel coordinates assumed). Cube-Cut investi-
gates a small cube ((x1, y1, z1), (x2, y2, z2)) around the user-
defined seed point (inside the vertebra) and determines its interval
of grey values I = [min(GV), max(GV)], where.
GV~fp4(x,y,z,g)jx1ƒxƒx2,y1ƒyƒy2,z1ƒzƒz2g ð6Þ
is the multi-set of all grey values within the cube and pi(?) is a
projection onto the ith element of a tuple. Furthermore, Cube-Cut
also iterates over the cube to determine an average grey value gavg
by
Figure 11. Courses of w(i,11) (green) and w(i,15) (red). The upper
part illustrates that w(i,k) reflects the position of the voxel pi on a ray
consisting of k uniformly distributed voxels. Note that that w is only
partially defined for the natural numbers but that Cube-Cut never calls
w with an argument in the undefined scope.
doi:10.1371/journal.pone.0093389.g011
Figure 12. A feasible surface and intersecting rays (transformed in x-direction for a better visibility). The green node depicts an outlier
as it would violate the smoothness constraint Dx = 1 if classed with the surface voxels.
doi:10.1371/journal.pone.0093389.g012
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p4(x,y,z,g)dx dy dz: ð7Þ
In the course of weighting the o-links, the interval I and the average
grey value gavg are used as frames of reference.
The following Pseudo-Code depicts the fundamental principle
of how Cube-Cut assigns capacities to the o-links (note: Each ray r














The?-weighting in line 0 ensures that the seed point is tagged
with Ls. The premise on which this is based is that the user defines
the seed point within the vertebral body (in the center).
Furthermore, it is assumed that the last voxel on each ray (pkr )
lies outside the vertebra (since the user is supposed to define a ray
length that exceeds the vertebral body). To ensure that the last
voxels are tagged with Lt, the t-links (vkr ,t) are also ?-weighted
while for all rays c(s,vkr ) is consequently initialized to zero (line 4 -
6)
The capacities of all of the other, intermediate o-links reflect the
value difference between a voxel and its predecessor on the ray
(lines 8,9,11 & 12). This is in order to "mark" the outer boundaries.
As already mentioned above, the rays expand from the user-
defined seed point in the center of the vertebral body and they
eventually intersect with the outer boundaries. Ignoring occasional
outliers and homogeneous object/background transition regions
for now, the inner vertebral body is characterized by a
homogeneous set of voxel grey values, which are all higher or
lower than the grey values that make up the outer boundaries (e.g.
cortical bone, spinal canal, compare Introduction). Thus, on each
ray, the difference in value between the last voxel in the vertebral
body and the first voxel on the outer boundaries can be assumed
high.
Figure 13. Illustration of the xy-edges principle. (a) shows a minimal cut (thick lines) and the two possible continuations (dashed lines) within
the boundaries of a smoothness constraint D=1. All other cuts would have a capacity greater than 7?‘. (b) shows the only possible continuation
within the boundaries of a D-value of 0, where the cut has a capacity of 3?‘.
doi:10.1371/journal.pone.0093389.g013
Figure 14. Topology of xy-edges for D=0 (a) and D=1 (b).
doi:10.1371/journal.pone.0093389.g014
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Taking the condition in line 7 into account, the outer
boundaries therefore implement high t-link capacities (line 12).
Note that this makes a cut right in front of the corresponding
vertices very probable. The next sections explain how peculiarities
and anomalies in vertebral MRI data sometimes prevent a cut
from happening right in front of the outer boundaries and how
Cube-Cut addresses these adverse effects.
2.2.6 Adverse effects on the segmentation result. A cut
right in front of the outer boundaries is a cut that separates the last
vertex that corresponds to a voxel which is still located inside the
vertebral body from the subsequent ones on the same ray. If, for
each ray, the cut takes place right in front of the outer boundaries
of the vertebral body, then Cube-Cut returns a satisfactory
segmentation result.
Let vir be the first vertex on a ray r that corresponds to a voxel
on the outer boundaries/background. If a minimal s-t-cut (S, T)















For most rays, the two (minimum) conditions hold true and thus,
the cut takes place right in front of the outer boundaries. Equation
(8) usually holds true because the value difference between pir and
p(i{1)r is greater than the sum of the subsequent s-weights since
behind the outer boundaries, the rays mostly penetrate homoge-
neous areas dissimilar from the vertebral body (compare lines 7 &
8 of the pseudo code). Equation (9) holds true for most rays
because of the homogeneity of voxel grey values in the vertebral
body and their similarity to the close environment of the seed point
(compare lines 7, 8 & 12 of the pseudo code).
Nevertheless, there are exceptions. Figure 9 depicts such
exceptions. (a) clearly shows a 2-dimensional view of a segmen-
tation result that overruns the vertebral body in the upper part.
For the corresponding rays, equation (3) does not hold true. The
similarity between the vertebral and the intervertebral voxels, in
terms of their grey values, can easily be recognized. Furthermore,
there are minor variations of grey values in the intervertebral disc.
As a consequence, the condition in line 7 of the pseudo code
holds true for a sufficient number of background voxels on each of
the affected rays, which is why condition (8) is not satisfied. Thus,
the overrun occurs. Observe that the same applies to homoge-
neous object/background transition regions. Among others, Cube-
Cut tackles this problem by introducing a coefficient w, which
loads the s-weights according to their distance from the seed point
(see next section). Line 8 of the pseudo code is extended to:





Another phenomenon that negatively affects the segmentation
result is outliers. Outliers share all relevant properties (grey values)
that distinguish the vertebra’s boundaries except that they are part
of the inner vertebral body.
Figure 15. Segmentation result for D=0 (left) and D=2 (right).
doi:10.1371/journal.pone.0093389.g015
Figure 16. 3D segmentation result (left and middle image) and 2D segmentation result with the user-defined seed point in blue
(rightmost image).
doi:10.1371/journal.pone.0093389.g016
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To be specific, an outlier causes the violation of equation (9). On
the corresponding ray, the cut then happens too close to the seed
point (Figure 9 (b)). Cube-Cut decreases the possible adverse
effects due to outliers by imposing a smoothness constraint on the
segmentation result. In addition, the smoothness constraint also
addresses the problem of a violation of equation (8), as discussed
above. The next two sections present Cube-Cut’s problem-solving
approaches in detail. The first matter to be addressed will be the
loading of the s-capacities and then the smoothness constraint will
be discussed.
2.2.7 Loading the s-Capacities. The coefficient w(?) loads
an s-capacity according to the corresponding voxel’s (pir ) position on
the ray (Figure 10). For a ray r, consisting of k voxels, it is defined
as w(i,k) =mi+b, where k§i[Nw0 and m~{
1
k{1
and b = 1-m.
Observe that since the voxels are distributed uniformly on each
ray, w(i, k) = 1 for the seed point (pi = 1), w(?, k) = 0.5 for a voxel
that is half way on a ray (Figure 11) and w(?, k) = 0 for the last
voxel on each ray. A voxel far away from the seed point is more
likely to be outside the vertebral body.
Cube-Cut takes this into account by decreasing its s-capacity
accordingly, thereby reducing the risk of a cut being located







As already mentioned above, the coefficient is not the only
measure Cube-Cut takes in order to counteract a violation of
condition (8): The smoothness constraint, which also addresses a
violation of condition (9), will be the subject matter in the next
section.
2.2.8 XY-edges: imposing a smoothness constraint. The
smoothness constraint is based on the optimal surface segmenta-
tion algorithm developed by Li et al. [38]. It is useful to first
Figure 17. Superimposition of a manual segmentation result and a Cube-Cut segmentation result.
doi:10.1371/journal.pone.0093389.g017
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discuss it conceptually, slightly detached from the context of
vertebral segmentation. A single, feasible surface in a volumetric
Image I = (X, Y, Z), where X, Y, Z5N0, can be characterized by a
bijection S : XY?Z, where XY(X|Y is a cohesive area. Li et al.
refer to a surface as feasible if two smoothness constraints are
satisfied:
V(x,y),(xz1,y)[XY : jS(x,y){S(xz1,y)jƒDx ð11Þ
and
V(x,y),(x,yz1)[XY : jS(x,y){S(x,yz1)jƒDy ð12Þ
Dx and Dy constrain the degree to which the surface "moves"
upwards or downwards in x- or y-direction within an interval of
one: S(x, y) and S(x+1, y) as well as S(x, y) and S(x, y+1) are
neighboring x- and y-positions. Thus, two neighbors on a feasible
surface cannot be arbitrarily distant from each other. Hereby, the
smoothness constraints assure what Li et al. refer to as "surface
connectivity". Observe that for a plane Dx =Dy = 0.
Now consider a number of equidistant rays that consist of the
same number of uniformly spread voxels and which all extend
parallel to the z-axis. The voxels that make up a ray do not
necessarily have to lie on neighboring positions in the image.
Furthermore, for convenience, assume that I is a binary image
with only two possible values for each voxel: ‘‘colored’’ xor
‘‘white’’. In addition, let all rays intersect with a colored surface
S(XY) in I, which means that each ray extends from XY and shares
exactly one colored voxel with the surface.
In this context, in which only a subset of the image’s voxels is
observed, the smoothness constraint has to be defined via the
neighborhood relations of the rays. Figure 12 shows four
neighboring rays in x-direction (same y-value for each voxel), which
extend parallel to the z-axis, as described above. Here, a
smoothness parameter Dx = 1 means that for a "colored" voxel
that is considered part of the surface, all voxels on adjacent rays
that are also classed with the surface voxels must lie on the same
"z-layer" or the next upper or lower one. An outlier in this context
is a colored voxel that exceeds the prescribed maximum distance.
Cube-Cut allows the user to impose a smoothness constraint on
the segmentation result. It interprets each of the six sides of a
vertebral body’s outer boundaries (from a sagittal view: front,
back, top, bottom, right, and left) as a feasible surface.
Furthermore, it takes into account that the six surfaces are
anatomically connected, which is why the neighborhood relations
overlap at the "edges" of the boundaries.
Cube-Cut implements the smoothness constraint D[N0 by
introducing a set of infinity-weighted xy-edges [38]:
Axy~f(vir ,v(maxf(i{D),1g)r0 )gj(r,r
0)[N4g ð13Þ
N4 denotes a 4-neighborhood and as already mentioned above,
the neighborhood relations overlap at the "edges" of the cubic
voxel subset that the algorithm observes.
The infinity-weighting of the xy-edges ensures that a minimal s-t-
cut cuts the rays in a way such that the vertebra is segmented
within the boundaries of the user-defined smoothness constraint D
(Figure 13). Note that for a given D-value, an 8-neighborhood
would increase the "stiffness" of the segmentation result.
For a smoothness constraint D= 0, any minimal s-t-cut results in
a regular, cubic segmentation result, whereas a D-value greater
Figure 18. Typical user initialization of GrowCut for this study. The Editor module is used to mark parts of the vertebra (green) and the
background (yellow) in an axial, sagittal and coronal plane.
doi:10.1371/journal.pone.0093389.g018
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zero allows a corresponding deviation. Figure 14 shows the
topology of the xy-edges for a D-value of zero and a D-value of one
and Figure 15 shows corresponding segmentation results,
illustrating the purpose of the cubic shaped voxel subset.
Results
A C++ implementation of Cube-Cut was tested within the
medical image processing platform MeVisLab 2.2.1 (www.
mevislab.de). We used two T2-weighted, volumetric, pathological
MR-images (5126512616 and 5126512610), both of which had
an anisotropic voxel spacing in x- and y-directions of 0.63
millimeters and 4.4 millimeters along the z-axis. We obtained
isotropic voxel sizing (2.01258 millimeters in all directions) by
resampling the two images, using the MeVisLab Resample3D-
module, which resulted in resolutions of 1596159635 and
1596159622 respectively. The first image contained a stenosis
and a spondylolisthesis; the second image showed a slipped disc.
In order to place the seed-point roughly in the center of the
vertebra, we scrolled through two-dimensional, sagittal image
slices. After Cube-Cut terminated, the triangulation was visually
evaluated. If overruns occurred, we decremented the smoothness-
constraint and/or replaced the seed-point accordingly, e.g. we
moved it in x-direction if the overrun occurred in y-direction. We
learned that once parameter settings were found for one vertebra
in a data set, these settings could also be successfully applied to
most of the other vertebrae in the same image. Figure 16 shows
volumetric and two-dimensional segmentation results.
The obtained segmentation results were then compared to ten
segmentation results obtained in a slice-by-slice manner, per-
formed by trained physicians. Table 1 presents the detailed results
for all ten cases and in addition the summary of results, with min,
max, mean m and standard deviation s. For visual inspection,
Figure 17 shows a superimposition of a pure manually segmented
and an automatically obtained (Cube-Cut) segmentation result.
Furthermore, the manual slice-by-slice segmentations have been
compared to segmentation results obtained using the GrowCut-
algorithm [40] (Table 2). For testing GrowCut with our datasets
we used an implementation that is freely available in the medical
platform (3D) Slicer (www.slicer.org). For initialization of the
GrowCut algorithm, strokes have been drawn inside and outside
the vertebral body on a two-dimensional, sagittal image, a two-
dimensional axial image and a two-dimensional coronal image
(Figure 18), as it has been done in [41], [42] and [43]. Table 2
presents the direct comparison of the manual slice-by-slice and a
GrowCut segmentation for the ten vertebrae from Table 1 with a
mean DSC-value of 80.61%.
It was found that it takes a trained physician 1066.65 minutes
to manually segment a vertebra in a slice-by-slice manner. On a
2.1 GHz664-based PC with 4 GB RAM running the Microsoft
Windows 7 Home Premium (SP1) operating system, version
6.1.7601, the most expensive parameter settings took Cube-Cut
less than a minute (graph-construction, mincut computation and
triangulation) to terminate. The settings that resulted in a
maximum DSC of over 86% only took 19 seconds to execute.
Overall, we achieved a mean DSC-value of 81.33%.
Table 1. Direct comparison of manual slice-by-slice and Cube-Cut segmentation results for ten vertebrae via the Dice Similarity
Coefficient (DSC).
No. volume of vertebrae (mm
3) number of voxels DSC (%)
manual automatic manual automatic
1 23860.6 26314.3 2927 3228 86.69
2 27423 27431.1 3364 3365 84.17
3 33830.4 28776.2 4150 3530 82.06
4 27121.4 23901 3327 2932 82.57
5 22165 17795.4 2719 2138 71.64
6 15423 16638 1892 2041 84.16
7 42658.9 33194.5 5233 4072 82.85
8 42715.9 35216.2 5240 4320 85.54
9 39903.5 29909.3 4895 3669 80.71
10 30594.1 18105.4 3753 2221 72.95
min 15.42 16.64 1892 2041 71.64
max 33.83 28.78 5240 4320 86.69
m+s 24.9766.15 23.4865.12 3750 3152 81.3365.07
doi:10.1371/journal.pone.0093389.t001
Table 2. Direct comparison of manual slice-by-slice and GrowCut segmentation results for ten vertebrae via the Dice Similarity
Coefficient (note: the cases 1–10 correspond to Table 1).
Case 1 2 3 4 5 6 7 8 9 10
DSC (%) 78.55 81.34 83.90 71.33 71.34 70.65 88.58 91.95 85.13 83.30
doi:10.1371/journal.pone.0093389.t002
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Conclusion
A novel approach towards the volumetric segmentation of
vertebral bodies was presented. Cube-Cut is a non-trivial, three-
dimensional extension of the previously introduced two-dimen-
sional segmentation strategy Square-Cut [11] and a proof of
concept implementation of the optimal surface segmentation
approach by Li et al. [38]. The introduced method is the first one
using a 3D-graph that is based on a cubic-shaped subset of non-
equidistant image voxels as well as a smoothness-constraint in
order to segment volumetric, cubic-like target-structures. The
possibility to approach a cubic template by changing the graph’s
topology as a function of the user-defined smoothness-term in real-
time effectively allows overcoming homogeneous object-back-
ground transition regions. In summary, the research highlights are:
N development of a specific graph-based algorithm for vertebral
body segmentation;
N algorithm bases on a cubic template which is a novelty in the
segmentation domain;
N scale-invariant segmentation by an optimal mincut through
cubic-shaped divergences;
N physicians performed slice-by-slice segmentations to obtain
ground truth boundaries;
N segmentation quality of the algorithm has been evaluated via
the Dice Coefficient.
The proposed method only requires a single user seed, while
other approaches [13,18] require multiple user-inputs to achieve
comparable results. On the other hand, the easily alterable
smoothness term seemingly provides more flexibility than the
Figure 19. Vertebra segmentation results (red) for a graph that has been constructed with a spherical template from a user-defined
seed point (blue). The left image shows the segmentation result when the density of the rays/sampled nodes and the delta value are set to very
large values. When these values are smaller the graph cut prefers a more spherical/elliptical segmentation result (middle). The rightmost image shows
the extreme case where the delta value was set to zero. There the graph cut has to come back with a perfect sphere and the only variation is the size
of the sphere which depends on the gray values.
doi:10.1371/journal.pone.0093389.g019
Figure 20. Corresponding 3D results of Figure 19, where a graph has been constructed with a spherical template for vertebra
segmentation. The left image shows the 3D segmentation result (yellow) when the density of the rays/sampled nodes and the delta value are set to
very large values. When these values are smaller the graph cut prefers a more spherical/elliptical segmentation result (middle). The rightmost image
shows the extreme case where the delta value was set to zero, which resulted into a perfect sphere.
doi:10.1371/journal.pone.0093389.g020
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approach proposed by Sˇtern et al. [14], since the authors state that
they might have to introduce new parameters to their determin-
istic model when confronted with not yet considered pathologies
or deformations.
In addition, contrary to most of the alternative approaches
[12,15,18], our proposed method does not rely on training data
and is thus not constrained to the variations, deformations and
pathologies covered in the data set. This also means that Cube-
Cut needs a far less expensive initialization phase. Furthermore,
the graph-based approach presented by Aslan et al. [15] observes
the whole set of the image’s voxels, while Cube-Cut only requires a
subset. Both algorithms compute the mincut in polynomial time
and thus our approach outperforms the approach of Aslan et al. in
terms of theoretical runtime.
Furthermore, whereas other approaches [12,15,16,17,18] have
tested their algorithms only on CT datasets, we show that our
approach is suitable for MR-image processing, and contrary to
several other approaches [13,14], we have tested our algorithm on
pathological spine data, achieving a better mean DSC than Zukic´
et al. [19]. A shift towards a more frequent application of MRI in
the preoperative evaluation of surgical patients would result in less
radiation exposure compared to the more frequent application of
CT.
Figure 21. Sagittal 2D-view on Cube-Cut segmentation result (left, red), GrowCut segmentation result (center, white) and reference
image (right). The GrowCut algorithm detects false boundaries in the pedicles-region.
doi:10.1371/journal.pone.0093389.g021
Figure 22. "Vertices" of the vertebral body’s outer boundaries were not detected accurately (green circles). The upper image shows a
3D segmentation result, the lower images show 2D overlaps of manual (red) and automatic (white) segmentation results.
doi:10.1371/journal.pone.0093389.g022
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To summarize, Cube-Cut generates a two-terminal s-t-network
where the vertices correspond to a cubic shaped subset of the
image’s voxels. By only observing a subset of the image’s voxels,
the algorithm improves the theoretical runtime in comparison to
other graph-based approaches that consult the whole voxel set.
The capacities of the terminal edges reflect a voxel’s affiliation with
the object (vertebral body) and the background, while the topology
of non-terminal ‘-weighted edges implements the smoothness-
constraint. After network construction, a minimal s-t-cut, com-
puted in polynomial time, determines the segmentation result. For
the mincut computation, the Boykov-Kolmogorov algorithm is
applied, since it was demonstrated [36], that despite a worst case
complexity of O(v(G)2e(G) |Cmin|), where v(G) is the number of
vertices, e(G) the number of edges and |Cmin| the capacity of a
minimal cut, the algorithm is most effective for networks of low
complexity, like the one Cube-Cut generates. In addition, we want
to point out here that Boykov’s graph cut model can support high
dimensional data in its own settings.
For evaluation, Cube-Cut 3D-masks were compared to manual
vertebral body segmentation results, obtained in a time-costly
slice-by-slice manner, performed by trained physicians, achieving
a promising mean DSC of 81.33%, which is on par with the state
of the art (comparable to [19]). The computation (graph
construction, mincut computation and triangulation) that led to
the maximum DSC value of 86.69% terminated in 19 seconds on
a customary PC. All other parameter settings took no more than a
minute to execute. It was found that a slice-by-slice segmentation
of a vertebra took trained physicians 1066.65 minutes on average,
and a subsequent conversion into a 3D-mask was also still needed.
This illustrates the practicability of the novel approach in terms of
preoperative time management, since its employment could save
up to nine minutes per vertebra.
Moreover, we also used a spherical template instead of the cubic
shaped one, to set up a graph and applied it to vertebra
segmentation. As shown in Figure 19 and 20 on the left side, a
vertebra can roughly be segmented this way if the density of the
rays/sampled nodes and the delta value are set to very large
values. However, as soon as these values are smaller, the graph cut
prefers a more spherical/elliptical segmentation result, as shown in
the middle images of Figure 19 and Figure 20. In the extreme case
where the delta value is set to zero, the graph cut has to come back
with a perfect sphere and the only variation is the size of the sphere
which depends on the gray values (rightmost images of Figure 19
and 20). Hence, the above illustrates the superiority of cubic-
shaped templates when it comes to vertebra segmentation.
Furthermore, we also compared the Cube-Cut masks with
GrowCut results and found that Cube-Cut clearly outperformed
GrowCut in this setup, regardless of the similar DSC values.
Besides others, GrowCut regularly did not recognize the vertebral
body’s outer boundaries in the pedicle-regions, which led to false
boundary detections as shown in Figure 21. This strongly
illustrates the convenience of the alterable smoothness-term.
Furthermore, manual adjustments of the results obtained with
Cube-Cut, which at this stage would still be necessary in a clinical
context, would take less user effort, since the cubic characteristics
of a vertebral body are already incorporated into the calculations.
A re-initialization of GrowCut – in case of an unsatisfying
segmentation result – can be very time-consuming, because strokes
have to be drawn all over again in several 2D slices. The
initialization of GrowCut on three 2D slices took an experienced
user around one minute and the run time of GrowCut – after the
initialization – was around 1–3 minutes. The re-initialization of
Cube-Cut however, usually only required the replacement of the
one seed.
Nevertheless, visual evaluations of Cube-Cut’s segmentation
results indicate that the algorithm frequently segments the same
specific areas of a vertebral body inaccurately. Recognizing the
rectangle shape of a vertebral body, on sagittal slices, these areas
could be referred to as the vertebral body’s "vertices" (Figure 22).
Although the present version of Cube-Cut already allows an
arbitrary increase of precision in terms of number of rays and
points per ray, future versions of the algorithm could overcome
this problem by a densification of rays only in the corresponding
spaces or by allowing the user to adjust the segmentation result
manually.
Regarding the robustness of Cube-Cut in general, we can report
that the method only performs satisfactory if the cube’s volume is
larger than the vertebral body’s (Figure 23, right side), since in case
the cube is smaller (Figure 23, left) side, the graph does not
penetrate the background which results in an s-t-cut that lies
somewhere inside the vertebral body. Thus, a cube larger than the
vertebra is desirable. Right now, we estimate the volume of the
largest vertebral body in a data set visually and choose the cube’s
volume accordingly. Future versions of Cube-Cut could provide
the user with the possibility of defining the size of the cube
interactively, e.g. by drawing a stroke through the vertebra at its
Figure 23. The size of the cube (red) in the left image is too small to segment the vertebra, because a graph that is constructed
inside this cube does not cover the border of the vertebra and the s-t-cut will lie inside the vertebra. In contrast, the size of the cube in
the right image is sufficient, because a graph that is constructed inside this cube will also cover the vertebra’s border and thus is able to segment it.
doi:10.1371/journal.pone.0093389.g023
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largest measurement. The length of the stroke would then be used
to define the cube’s size automatically, with an additional safety
margin.
Furthermore, as already mentioned above, the seed has to be
placed roughly around the center region of the vertebral body in
order to obtain satisfactory segmentation results. Nevertheless, the
algorithm proved itself relatively stable against small deviations
and moreover, the replacement of the seed only takes a second
which is one of the distinguishing advantages of Cube-Cut.
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In this contribution, a semi-automatic segmentation algorithm for (medical) image analysis is presented.
More precise, the approach belongs to the category of interactive contouring algorithms, which provide
real-time feedback of the segmentation result. However, even with interactive real-time contouring
approaches there are always cases where the user cannot find a satisfying segmentation, e.g. due to
homogeneous appearances between the object and the background, or noise inside the object. For these
difficult cases the algorithm still needs additional user support. However, this additional user support
should be intuitive and rapid integrated into the segmentation process, without breaking the interactive
real-time segmentation feedback. I propose a solution where the user can support the algorithm by an easy
and fast placement of one ormore seed points to guide the algorithm to a satisfying segmentation result also
in difficult cases. These additional seed(s) restrict(s) the calculation of the segmentation for the algorithm,
but at the same time, still enable to continue with the interactive real-time feedback segmentation. For a
practical and genuine application in translational science, the approach has been tested on medical data
from the clinical routine in 2D and 3D.
N
owadays, the most clinics – at least in the western world – have in general several medical scanners, like
computed tomography (CT) or magnetic resonance imaging (MRI), which produce every day a massive
amount of medical patient data. In addition, new scanner generations get more and more precise, and
thus produce more and more data. However, there is by far not the time and manpower for a precise manual
analysis of this important and critical data. Therefore, approximations are often used, like the estimated calcula-
tion of a tumor volume via its maximal diameter in a 2D view, which may not very accurate and can lead to
inaccurate treatment decisions1. A solution could be to support and automate medical image analysis with
segmentation algorithms, like Active Contours in 2D2 or 3D3, Active Appearance Models4, graph-based
approaches5, fuzzy-based approaches6, or neural networks7. But after observing dozen of interventions in several
clinics and different departments, I never met a physician who used any segmentation algorithm. The main
reason was, that the segmentation approaches are not stable enough and fail far too often, especially for fully
automatic algorithms. Thismay also be the reason thatmajormanufacturers ofmedical imaging equipment don’t
really offer sophisticated segmentation optionswithin their workstations and software packages. Additionally, the
existing approaches are often not user friendly and intuitive implemented, e.g. they need a precise definition of
‘‘mystic’’ parameters for an accurate segmentation result. A temporal solution to speed-up a segmentation task,
until (fully) automatic algorithms provide reliable results, are semi-automaticmethods, like interactive segmenta-
tion approaches. Thereby, the user supports and guides the algorithm by interactive input. This can be carried out
by marking parts of the pathology and the surrounding background with a simple brush8. Thus providing the
segmentation algorithm with information about the pathology’s location in the image and information about the
texture of the pathology and background9,10. An overview about several interactive medical image segmentation
approaches has recently been published by Zhao and Xie X11, where they also classify the approaches by their type
of interactions:
. Pictorial input on an image grid, like Seeds for region growing12,
. Parameter tuning using slider, dial, or similar interface, like the maximum size of segmented regions13, or
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An exciting (new) class of interactive segmentation algorithms –
which are not discussed to detailed within the review – are real-time
approaches, which are able to calculate a segmentation result within a
fraction of a second. In the meantime, this is possible because hard-
ware becomes faster and faster and therefore allows the execution of
high level segmentation approaches in an extremely short time, even
on up-to-date laptops. This opens up completely new possibilities,
where the user gets immediate feedback, instead of waiting for the
segmentation result to come back and then re-initialize and start over
again, which can be very frustrating. A real-time interactive image
segmentation approach that uses user indicated real-world seeds has
been presented by Gomes et al.15. The approach can be used for
videos or still images and because the seeds are indicated by a user,
e.g. via a laser pointer, it is possible to segment objects without any
computer interface. Armstrong et al.16 introduce interactive seg-
mentation of image volumes with live surface. In summary, Live
Surface does for 3D volumes what Intelligent Scissors17,18 did for
2D images, and allows the user to segment volumes continuously
with immediate visual feedback in the refinement of the selected
surface. A variational model for interactive shape prior segmentation
and real-time tracking has been proposed byWerlberger et al.19. The
semi-automated segmentation approach is based on minimizing the
Geodesic Active Contour20 energy incorporating a shape prior that
represents the desired structure. Additionally, the user has the pos-
sibility to make corrective during the segmentation and adapt the
shape prior position. To achieve a real-time behavior themethodwas
implemented on the GPU. A computer-aided design system for
refinement of segmentation errors has been introduced by
Jackowski and Goshtasby21, where a surface is interactively revised
until the desired segmentation has been achieved. Therefore, the
surface is revised by moving certain control points and the user sees
the changes in the surface in real-time. Mory et al.22 propose a real-
time 3D image segmentation method based on user-constrained
template deformation. The interactive image segmentation algo-
rithm incorporates in a first step user input as inside/outside labeled
points to drive the deformation and improve both robustness and
accuracy. In a second step, a fast implementation of non-rigid tem-
plate-to-image registration enables interactions with a real-time
visual feedback.
In this contribution, an interactive real-time segmentation algo-
rithm is introduced. The algorithm is scale-invariant and keeps its
interactive real-time segmentation behavior even if the user refines
the segmentation result with additional seeds. Thus, in principle, the
algorithm combines some basic characteristics from existing seg-
mentation methods into a novel segmentation approach which can
also handle difficult segmentation task; and to the best of the author’s
knowledge such an approach has not yet been described.
The paper is organized as follows: The Materials and Methods
section presents the details of the proposed algorithm and online
resources where medical data can be found; the Results section dis-
plays the outcomes of my experiments; and the Discussion section
concludes the paper and outlines areas for future research.
Results
Figure 1 presents the interactive refinement segmentation of a ver-
tebral body contour in 2D from a MRI acquisition. The leftmost
image shows the native scan and the second image from the left
displays the initial user-defined seed point (white) that has been
placed inside the vertebral body for the interactive segmentation.
The third image from the left presents the segmentation outcome
for the current position of the user-defined seed. However, due to the
bright region inside the vertebral body, the average gray value –
which is automatically calculated from a region around the user-
defined seed – is not detected ‘‘correctly’’, and thus the resulting
contour (red) leaks in the upper area and misses an edge in the lower
left (note: for the interactive segmentation of the vertebral body, a
rectangle was used as template to construct the graph. Thereby, the
center of the rectangle is at the position of the user-defined seed point
and the yellow crosses in the two rightmost images display the four
corners of the rectangle). Nevertheless, the rightmost image presents
the result of a refined segmentation. Therefore, the user simply
placed three additional seeds (white dots on the contour of the ver-
tebral body), and thus forced the algorithm to perform themin-cut at
these positions –which also influences the cuts along the neighboring
rays. Furthermore, additional gray value information can be
extracted around these extra seeds that the user placed on the con-
tour of the vertebral body.
Figure 2 presents the interactive refinement segmentation of the
rectum from an intraoperative gynecological 3-Tesla magnetic res-
onance imaging dataset. The leftmost image shows the native scan
and the second image from the left presents the initial seed point
(white) for the interactive segmentation placed by the user inside the
rectum. The red dots present the segmentation outcome with regard
to the current seed point position (note: for the interactive segmenta-
tion of the rectum, a triangle was used as template to construct the
graph. Thereby, the center of the rectangle is located at the user-
defined seed point and the yellow crosses display the three corners
of the triangle). In the third image from the left an additional seed
point (white) has been placed in the upper left contour of the rectum.
This additional seed forces the algorithm to perform the min-cut at
this position. In the fourth image from the left, the user has inter-
actively repositioned the initial seed point inside the rectum to find a
better segmentation outcome. However, the additional seed at the
contour stays fixed during the interactive repositioning of the initial
Figure 1 | Interactive refinement segmentation of a vertebral body contour in 2D from amagnetic resonance imaging (MRI) acquisition. The leftmost
image presents the native scan and the second image from the left shows the initial user-defined seed point (white) that has been placed inside the
vertebral body for the interactive segmentation. The third image from the left presents the segmentation outcome for the current position of the user-
defined seed. However, due to the bright region inside the vertebral body, the average gray value – which is automatically calculated from the region
around the user-defined seed – is not calculated ‘‘correctly’’, and thus the resulting contour (red) leaks in the upper area and misses an edge in the lower
left (note: for the interactive segmentation of the vertebral body, a rectangle was used as template to construct the graph. Thereby, the center of the
rectangle is the user-defined seed point and the yellow crosses in the two rightmost images display the four corners of the rectangle). Finally, the rightmost
image presents the result of the refined segmentation. Therefore, the user simply placed three additional seeds (white dots on the contour of the vertebral
body), and thus forced the algorithm to perform the min-cut at these positions – which also influences the cuts along the neighboring rays. Furthermore,
additional gray value information can be extracted around these extra seeds that the user placed on the contour of the vertebral body.
www.nature.com/scientificreports
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seed and still forces the algorithm to perform the min-cut at its
position in the upper left contour of the rectum. In the rightmost
image, the user further refined the segmentation outcome with two
additional seed points.
Figure 3 presents the interactive segmentation of a stented lumen
and the thrombus from a postoperative computed tomography
angiography (CTA) scan from a patient with an abdominal aortic
aneurysm (AAA)23,24. The leftmost image shows the original scan and
the second image from the left presents the segmentation of the
stented lumen (red) with the initial user-defined seed point (green)
placed inside the lumen (note: for the interactive segmentation a
circle was used as template to construct the graph). The following
three images show how the user places a second seed point and
interactively drags it to the contour of the thrombus. However, the
graph is still constructed from the initial seed point that has been
placed at first inside the lumen. The second seed point forces the
algorithm to perform the min-cut at its position and therefore also
influences the positions of the min-cut in the neighboring rays.
During the interactive dragging of the second seed inside the throm-
bus (images three and four from the left), the algorithm tries to adapt
to other structures appearing in the thrombus. In this example, con-
trast enhanced blood from an endoleak25 is visible (elongated bright
area inside the thrombus), and the resulting contour partly fits to this
endoleak in the third and the fourth image in the lower right area:
once to the left contour of the endoleak (third image) and once to the
right contour of the endoleak (fourth image). In the rightmost image,
the segmentation outcome has furthermore been refined by an addi-
tional seed point placed by the user on the contour of the thrombus in
the lower left.
Figure 4 presents the interactive segmentation of the prostate
central gland (PCG) in 3D with a spherical template. The leftmost
images show the original scan in axial (top), coronal (middle) and
sagittal (bottom) views. The second image from the left presents the
segmentation outcome (red) for a user-defined seed point (blue)
placed inside the prostate (note: the seed point has been placed in
the axial view, even if it is also displayed in the coronal and sagittal
views). For comparison, the green masks display the outcome of a
manual slice-by-slice segmentation from an expert. However, as the
initial seed point is placed close to the right border of the prostate, the
algorithm missed the contours on the left side of the PCG (axial and
coronal views). Though, the interactive real-time behavior of the
approach makes a repositioning easy, and thus it is also easy to find
a good segmentation outcome for the axial, coronal and sagittal views
(third image from the left). In the rightmost image, the segmentation
result has been further refined with an additional seed that has been
placed by the user in the lower right within the sagittal view.
Figure 5 presents different views – axial (top), coronal (middle)
and sagittal (bottom) – of the 3D segmentation outcome from
Figure 4. The left images show the last nodes (red) that still belong
to the foreground (PCG) after the min-cut, and therefore defining
the prostate central gland. In the images displayed in the middle
column, the segmentation result has been superimposed with the
manual mask (green) from the slice-by-slice expert segmentation.
Finally, the rightmost images present a closed surface form the
graph’s nodes, which can be used to generate a solid mask of the
segmentation outcome for further processing.
In addition, performance tests have been carried out with a square
template for vertebral body segmentation26 on a laptop with Intel
Core i5-750 CPU, 4 3 2.66 GHz, 8 GB RAM running Windows 7
Professional x64 Version. Thereby, the computation time included
the graph construction (sending out the rays from the user-defined
seed point, sampling the nodes along these rays and constructing the
Figure 2 | Interactive refinement segmentation of the rectum from an intraoperative gynecological 3-Tesla magnetic resonance imaging dataset. The
leftmost image shows the native scan and the second image from the left presents the initial seed point (white) for the interactive segmentation placed by
the user inside the rectum. The red dots present the segmentation outcome with regard to the current seed point position (note: for the interactive
segmentation of the rectum, a triangle was used as template to construct the graph. Thereby, the center of the rectangle is the user-defined seed point and
the yellow crosses display the three corners of the triangle). In the third image from the left, an additional seed point (white) has been placed in the upper
left contour of the rectum. This additional seed forces the algorithm to perform themin-cut at this position. In the fourth image from the left, the user has
interactively repositioned the initial seed point inside the rectum to find a better segmentation outcome.However, the additional seed at the contour stays
fixed during the interactive repositioning of the initial seed and still forces the algorithm to perform themin-cut at its position in the upper left contour of
the rectum. In the rightmost image, the user further refined the segmentation outcome with two additional seed points.
Figure 3 | Interactive segmentation of a stented lumen and the thrombus from a postoperative computed tomography angiography (CTA) scan from a
patient with an abdominal aortic aneurysm (AAA). The leftmost image shows the original scan and the second image from the left presents the
segmentation of the stented lumen (red) with the initial user-defined seed point (green) that has been placed inside the lumen (note: for the interactive
segmentation a circle was used as template to construct the graph). The following three images show how the user places a second seed point and
interactively drags it to the contour of the thrombus. However, the graph is still constructed from the initial seed point that has been placed inside the
lumen. In addition, the second seed point forces the algorithm to perform the min-cut at its position and therefore also influences the positions of the
min-cut in the neighboring rays. During the interactive dragging of the second seed point inside the thrombus (image three and image four from the left),
the algorithm tries to adapt to other structures visible in the thrombus. In this example, contrast enhanced blood from an endoleak is visible (elongated
bright area inside the thrombus), and the resulting contour adapts to this endoleak in the third and the fourth image in the lower right area: once to the left
contour of the endoleak (third image) and once to the right contour of the endoleak (fourth image). In the rightmost image, the segmentation outcome
has been furthermore refined by an additional seed point placed on the contour of the thrombus in the lower left.
www.nature.com/scientificreports
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Figure 4 | Interactive segmentation of the prostate central gland (PCG) in 3D with a spherical template. The leftmost images show the original scan in
axial (top), coronal (middle) and sagittal (bottom) views. The second image from the left presents the segmentation outcome (red) for a user-defined
seed point (blue) that has been placed inside the prostate (note: the seed point has been placed in the axial view, but it is also displayed in the
coronal and sagittal views). For comparison, the greenmasks display the outcome of amanual slice-by-slice segmentation from an expert. However, as the
initial seed point is placed close to the right border of the prostate, the algorithm missed the contours of the PCG on the left (axial and coronal views).
Though, the interactive real-time behavior of the approach makes a repositioning easy, and thus it is also easy finding a good segmentation outcome
for the axial, coronal and sagittal views (third image from the left). In the rightmost image, the segmentation result has been further refined with an
additional seed that has been placed in the lower right within the sagittal view.
Figure 5 | Different views – axial (top), coronal (middle) and sagittal (bottom) – of the 3D segmentation outcome from Figure 4. The left images
present the last nodes (red) that still belong to the foreground after themin-cut, and therefore they define the segmented prostate central gland contour. In
the images of the middle column, the segmentation result has been superimposed with the manual mask (green) from the slice-by-slice expert
segmentation. Finally, the rightmost images present a closed surface form the graph’s nodes, which can be used to generate a solid mask of the
segmentation outcome for further processing.
www.nature.com/scientificreports
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edges), analyzing the average gray value around the user-defined seed
point (which is incorporated into weights of the graph’s edges) and
the optimal mincut calculation to separate the background from the
foreground. The diameter of the square template was set to 80 mm
and the delta value was set to 2. For 900 nodes (coming from 30 rays
and 30 nodes per ray), an average interactive segmentation time of
30 ms could be achieved. For 9.000 nodes (300 rays, 30 nodes per
ray), the segmentation time was in general still under 100 ms, which
is still acceptable andwithin the time range from current smartphone
touchscreens27.
However, for 90.000 nodes (3.000 rays and 30 nodes per ray, or 300
rays and 300 nodes per ray) the average time was around 130 ms,
where a minor latency time could already been recognized. That
would mean the approach is not real-time anymore, but from a user
point of view this is still acceptable for an interactive segmentation
process. In contrast, 900.000 nodes (30.000 rays, 30 nodes per ray)
were too slow for a convenient interactive segmentation, because the
computation time went up to one second.
The outcome of the final segmentations for the presented inter-
active approach is heavily dependent on the manually placed seed
points. However, in previous publications the segmentation of med-
ical pathologies (like GlioblastomaMultiforme, Pituitary Adenomas,
Cerebral Aneurysms, Prostate Central Glands and Vertebral Bodies)
have already been evaluated via one fixed user-defined seed point,
and the summary of these results have been presented here28. There,
it could already show that a DSC around 80% is possible with only
one seed point. However, in principle a user can get very close to the
ground truth (manual segmentation) if enough manual seed points
are added. Figure 6 presents an example of the prostate where several
seed points (white) have been placed to get a segmentation result
(red) that matches almost perfect with the manual segmentation
(green).
Discussion
In this study, an interactive contouring algorithm for image seg-
mentation, with a strong focus onmedical data, has been introduced.
More specific, the presented algorithm belongs to the class of inter-
active contouring approaches, which provide immediate feedback of
the segmentation result to the user. Thus, allowing the user to inter-
fere easily and intuitive into the algorithms calculation of the seg-
mentation result. Nevertheless, there are always cases where the user
cannot find a satisfying segmentation, when an algorithm has to
detect the majority of the objects contour. This can have several
reasons, the most frequent are in general homogeneous appearances
between the object and the background, noise within the object
to segment, or ‘‘complex’’ shapes of the object. For these difficult
cases an algorithm requires additional support. This support
should be intuitive and fast accomplishable by the user, and further-
more allows to continue the interactive segmentation. The proposed
solution in this contribution is an easy and fast interactive placement
of additional seed points in case of an unsatisfying segmentation
outcome. Moreover, the approach allows to come back to an inter-
active refinement of the initial seed point, even under the new restric-
tions of the additional seeds. Furthermore, the additional seeds can
provide the algorithm with broader geometrical and textural
information and therefore restrict the possible segmentation calcula-
tion even more. For an initial feasibility evaluation, the approach has
been implemented within a medical prototyping platform and tested
mainly two- and three-dimensional medical data from the clinical
routine, with the ultimate goal to assist pure manual slice-by-slice
outlining.
The novelty within this study lies in the combination of several
pre-developed segmentation techniques26,28–32, resulting in an
advanced interactive real-time contouring algorithm for (medical)
data. More specific, the presented work extends and incorporates a
refinement option29,30 – introduced only for fixed seed points and a
spherical shape31 – into the recently published Interactive-Cut28 algo-
rithm that can handle arbitrary shapes32, but had no refinement
option. In sum, the achieved research highlights of the study are:
. An novel interactive contouring algorithm has been designed;
. The algorithm combines shape-based segmentation with user
refinement;
. The user refinement is intuitive and fast, with immediate feed-
back;
. The segmentation works on 2D and 3D image data;
. The evaluation has been performed on medical data from the
clinical routine.
There are several areas for future work: in particular, supporting
manual strokes from the user which have been drawn along the
border of the object to segment – instead of ‘‘only’’ single seed points.
Albeit, this may ‘‘break’’ the real-time feedback you get from single
seed points even if these are dragged on the image. As shown in the
result section, a single seed point can still be moved around to find a
better segmentation result, this is not so easy and intuitive anymore if
the user has once drawn a stroke. Though, a solution may be an
iterative adaption to the manually sketched parts of the user33.
Furthermore, a detailed study for the end user (which are prim-
arily physicians in case of medical data) is necessary. Even if several
physicians from different fields already tested the approach and
responded positively, it’s of course not certain that they will use it
for own research (e.g. for a time-consuming analysis of medical data
for own research purpose) or even in the clinical routine. However,
after carrying out several studies with a typical stroke-based
approach9,10,34, it is clear that they would only accept such a course
of action (the initialization) if the segmentation outcome is after-
wards always satisfying (note: for the automatic segmentation the
participating physicians had only to mark parts of the fore- and
background with a simple brush; no other settings or parameters
had to be defined). However, a long-term end user study regarding
the presented approach already has been started within two
European funded projects ClinicIMPPACT (www.clinicimppact.
eu/) and GoSmart (www.gosmart-project.eu), where post-interven-
tional radiofrequency ablation (RFA) zones are segmented35.
Figure 6 | Semi-automatic segmentation of the prostate where several
seed points (white) have been placed to get a segmentation result (red)
that matches almost perfect with a pure manual segmentation (green).
www.nature.com/scientificreports
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Methods
Data. For a practical and genuine application in translational science, the elaborated
approach has been tested with two-dimensional and three-dimensional medical data
from the clinical routine. Intraoperative gynecological 3-Tesla magnetic resonance
imaging datasets that have been used for this study can be found here36,37,38. MRI
datasets of the spine, which are public available for research purposes, can be
downloaded here39,40,41. Pre- and intra-procedural MR-guided prostate biopsy
datasets with manual segmentations are freely available here42,43,44.
Software. The presented approach has been implemented as own C11 module
within the medical prototyping platform MeVisLab (www.mevislab.de, Version 2.3,
Date of access: 28/04/2014) under the 64-bit version of Windows 7 Professional.
Thereby, basic functionalities provided byMeVisLab, like loadingmedical data, e.g. in
the DICOM format (OpenImage module), viewing and navigating through 2D slices
(View2D module), displaying data and results in 3D (View3D module) and placing
seed points (SoView2DMarkerEditor module) have been used. To calculate the max-
flow/min-cut on graphs, the public available source code from Yuri Boykov and
Vladimir Kolmogorov has been used (http://vision.csd.uwo.ca/code/, Version 3, Date
of access: 28/04/2014)45:
Algorithm. The core algorithm has been implemented as own MeVisLab C11
module and is a combination and extension of the Template-Cut32 and the
Interactive-Cut28 approaches, and the refinement method introduced in29,30. The new
algorithm (Refinement-Cut), as well as the predecessor methods it builds up, belong
to the graph-based approaches. Here, an image is interpreted as graph G(V,E) which
consists of nodes n[V sampled in the image and edges e[E establishing connections
between nodes. After graph construction a minimal s-t-cut45 is calculated on the
graph, dividing the nodes into two disjoint sets, whereby one set the segmented
objects and one set the background represents – note: for the calculation of the
minimal s-t-cut, two additional virtual nodes s[V (called source) and t[V (called sink)
are used. The minimal s-t-cut returns the global optimum on a constructed graph, in
contrast to iterative approaches, like the Active Contours, which in general find a
solution stepwise, and thus can get stuck during this process in a local minimum.
However, the immediate calculation of a global optimum, like the minimal s-t-cut,
makes graph-based approaches in particular eligible for an interactive real-time
application. First of all, for the graph construction, the nodes n[V are sampled along
rays which are sent out from one single seed point and with regards to a certain
template. This template represents the basic shape of the segmented object, like
described in the Template-Cut approach. Examples are
. A rectangle shape for vertebra segmentation in 2D26;
. A circle template for prostate central gland segmentation in 2D28;
. A cubic shape for vertebral body segmentation in 3D46,47;
. A spherical shape for prostate central gland or brain tumor segmentation in
3D31,43;
. Or even a user-defined shape for objects that vary too much to be predefined by a
simple shape48.
After the nodes and the underlying texture values within the image have been
sampled, the graph’s edges E are generated, that establish the connections between the
(virtual) nodes, and an edge vi,vj
 
[E defines the connection between the two nodes
vi, vj. Taking over the notation of Li et al.49, there are two types of ‘-weighted edges:
. Intra-edges which connect nodes along the same ray to ensure that theminimal s-
t-cut runs through only one edge within this ray;
. Inter-edges which connect nodes from different rays under a smoothness value
delta Dr, which influences the number of possible s-t-cuts and therefore the
flexibility of the resulting segmentation.
Furthermore, there are edges between the sampled nodes and the virtual nodes (s
and t) for the graph construction established, and the weights of these edges depend
on the sampled texture values within the image and a cost function. For more detail
about the graph construction the reader is referred at this point to the previous
Template-Cut publication32. However, the specific graph construction, which basic-
ally starts from one single seed point inside the segmentation object, is particularly
suitable for an interactive real-time segmentation, because the user has only to drag
this one single seed point over the image – in contrast, to approaches where more
input like information about fore- and background or strokes are needed. Moreover,
the user can easily add more seed points on the object’s contour, which modify the
graph and force the minimal s-t-cut to go through this additional seeds. Thereto, the
algorithm search for the graph’s node that is closest to the additional seed point
provided by the user (note: In general, the additional seed’s position will not match
100% with the position of a sample node, especially for a low density of rays and
sampled nodes, rather the closest graph’s node c is chosen). In a next step, theminimal
s-t-cut has to be forced to be at this position. In order to ensure that, the graph’s node c
and all its predecessors within the same ray are connected via‘-weighted edges to the
source s, and all successor of cwithin the same ray are connected via‘-weighted edges
to the sink t. Furthermore, the intra-edge between c and its direct successor node
within the same ray is removed. That this course of action works, has already been
shown in an initial study with fixed seeds point for the segmentation of glioblastoma
multiforme (GBM)30, where the Dice Similarity Score (DSC)50 could be improved
from 77.72% to 83.91%. However, the possibility to drag an additional seed around an
image and at the same time getting the updated segmentation result, makes this
approach muchmore powerful and therefore the finding of a satisfying segmentation
result muchmore convenient. Nevertheless, during dragging the closest graph’s node
c will most likely change, and has to be re-calculated as soon as the graph is re-
constructed. But this allows the user to drag the additional seed points to arbitrary
positions on the image and even works if a seed point is outside the predefined
template. The additional user-defined seed points also influence the position of the
minimal s-t-cuts on the neighboring rays. This influence gets even stronger for lower
delta values, which restricts the flexibility of the resulting segmentation. Hence, there
are many things going on ‘‘under the hood’’ (and hidden for the user) but still have to
be handled in real-time during the interactive dragging of the seeds on the image.
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