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1. Introduction 
Dans [4,5] G. Kahn a considere une ciasse de reseaux de processus pour lesquels 
il est possible de fournir une semantique denotationnelle ([13, !.6,9]), Ces reseaux 
ont la propriete d’gtre ‘a resultat determine’ (c’est-a-dire que toutes les executions 
possibles m&rent au meme resultat). 
Dans ce tcxte nous proposons d’iniroduire le non-determinisme dans la sous 
classe des reseaux de Kahn non :&ursifs par l’utilisation d’un processus de melange 
equitable (‘fair merge’). Nous proposons egalement une semantique denotationnelle 
pour ces reseaux. 
Le processus de melange equitable (appele processus ‘merge’ dans la suite) envoie 
sur sa sortie unique les informations recues sur ses entrees sans jamais defavoriser 
indefiniment I’une d’elles. De plus, si jamais rien n’arrive sur l’une de ses entrees, 
alors le merge se comporte comme si cette entree n’existait pas. Intuitivement le 
merge est done un ‘entonnoir’ qui melange les informaticns qu’il recoit sur ses 
entrees pour les envoyer sur sa sortie. 
Fournir une semantique denotationnelle pour un ensemble de reseaux de pro- 
cessus consiste a associer 8 tout reseau .R obtenu a l’aide des composants Ro, . l . , R,, 
une signification S&R) appartenant 6 un domaine mathematique, telle que 2&,,(R) 
est determine par Sden(RO), . . . , Sden(.fZn). 
Le probleme de la liaison entre la s!Jmantique denotationnelle et une semantique 
operationnelle (pour laquelle esk Winie une notion d’equivalence operationnelle 
de deux reseaux) est alors double;: 
- caractkriser la relation operationn elle existant entre deux reseaux RI et & tels 
que &en@ 1) = &en(&) ; 
- casacteriser la relation entre Sder,,(&) et Sden(&) lorsque R 1 et: RZ sont deux 
reseaux 6quivalents operationnellement . 
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Pius preciserncnt, iorsque Sd,,iR 1) = &,,(&) entraine que RI et I?* sent indis- 
ccrnabies dans la semantique operationnelle, la semantique d&otationnr.lle est 
adequate vis A vis de la semantique operationnelle. 
iUne semantique deno~;ationnelie adequate vis a vis d’une semantique operation- 
netie est compiktement adequate si deux kseaux indiscernabies operationnellement 
sont egaux denotationneiiement. 
Un exempie dans [3] indique que ie premier probleme a Aoudre pour fournir 
une semantiqce denotationneiie des reseaux avec operateur de melange, est de 
distinguer ies reseaux de man&e sufhsamment fine. Cette necessite est indepen- 
dante de la question de i%quit& Nous resolvons ce premier probieme par l’introduc- 
tiara dans ies Gments du domaine de base utiiise d’une information concernant la 
faGon dont iis sont produits; cette solution peut gtre vue comme l’introduction du 
temps dans i’interpretation. 
En particuiier on obtient aiors une nette distinction (non presente dans [4]) entre 
resultat et approximation; par exemple I’histsire vide n’est pzs le plus petit Sment 
du domaine propose. 
Le deuxikme probieme est ceiui de l’equite. Nous ie resolvons par l’introduction 
de la notion d’oraele equitable (un oracle equitable est une suite de 0 et de 1 telle 
que 0 et 1 aient tous deux une infinite d’occurrences dans la suite). 
Ii ne sembie pas qu’ii existe d’autre methode que l’utilisation d’une notion 
d’oracle equitable pour traiter ce probleme. En particulier ies approches par 
construction de domaines de parties (‘powerdomains’), [ll, 14,8] ne sont pas 
adaptees. 
La semantique d&rotationnelie propo+e ici est B notre connaissance la premigre 
& exprimer Jla notion d’equite. 
Les oracles permzttent igalement de traiter le n!Dn d&terminisme du i la prbence 
du processus merge, en associant a chaque prszessus merge une fonction d’un 
oracle. 
La semantique o.ile nous proposons est par ce fait une semantique fonctionnelie 
(i.e. ie domaine d’interpretation est un domaine de fonctions; cette caracteristique 
est traditionneiie, [13,16,9]). 
La semantique denotationneiie proposee ici est adequate vis a vis de la seanantique 
operationneile qui traduit l’execution equitable des reseaux (pour plus de details 
sur cette semantique opkationneile et sur la propriete d’adequation, se reporter 
5 cm 
Par contre, l’introduction du temps et l’utilisation d’oracles interdisent d’avoir 
la propriete de complete adequation. 
Dans ie travail presente ici, la recherche de la possibilite de traiter l’equite 
prime sur la recherche de la complete adequation; un tel choix est justifie par 
i’:lnportance pratique de la notion d’lquite qui est sous entendue dans l’ensemble 
@es primitives de synchronisation (semaphores ou sections critiques par exemple) 
uti%ees dans ies langages de programmation adapt& au traitement du 
paraiiellisme. 
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2. Processus dhterministes 
Dans ce paragraphe, apres avoir dorm6 un certain nombre dt cbefinitions et de 
notations, on d&nit formellement la notion de processus deterministe. 
Intuitivement un processus deterministe test un programme sequentiel et deter- 
ministe qui a, a sa disposition, une m&moire non bornee. Le processus ne com- 
munique avec S’exterieur que par la mise d’information sur une de ses portes de 
sortie ou par la prise d’information sur une de ses portes d’entree; un processus 
possede un nombre fini quelconque de portes d’entrees et un nombre fini strictement 
positif de portes de sortie. Cette notion de processus deterministe est done exacte- 
ment celle de [4] (dans lequel cependant elk n’est pas defirsie formellement). 
2.1. Wkj%tions et notations 
La terminologie utilisee est celle definie dans [ 11; en particulier l
Soit s une relation d’ordre partiel (c’est-a-dire une relation reflexive, transitive 
et anti-symttrique) sur un ensemble W. On appelk ensemble dirige, toute partie 
non vide A de W telle que: 
Soit < une relation d’ordre partiel sur W telle qu’il existe un plus petit element 
note 1. On dit que (W, <, I) est un ordre partiel complet pour les parties dirigees 
(opcd) si toute partie dirigee A de W a une borne superwure UA dars D. 
Soit (W, <, i) un opcd; on dit que W est complet sous condition si pour tout dl, 
d2 elements de W verifiant la propriete: 
alors &II et dZ ont une borne superieure. 
Soit (W, G, I) un opcd. On dit qu’un kement d de W est is016 SI; pour toute 
partie dirigke A de W on a: 
on dit que (W, G, I) est o-algebrique s’il possede un nombre denombrable cl%%- 
ments isoles et si pour tout d element de W, l’ensemble I(d) = {d’ d d 1 d’ isole} est 
dirige et d = uI(d). On abandonne la notation (W, s, I) pour un opcd et on utilise 
la notation de l’ensemble sous jacent pour 2 designer (sauf si plus de precision est 
utile). L’ensemble des elements isole d’un opcd LI est note B(D). 
Un domaine est un opcd w-algebrique et complet sous condition (pour une 
justification de la notion de domaine, se reporter a [ 15)). La proposition suivante 
(c.f. [14]) fournit une caracterisation des domaines: 
Proposition I. Soit (W, ==) un ordre partiei et B un sous ensemble dthombrabk de 
W. W est un domaine de base B si et seulemerat si : 
(0) W a un plus petit e’le’ment; 
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toute suite croissante d’tZments de B a une borne supihriewe dans D; 
tout t%!ment de D est IQ borne supt+ieure d’ we suite croissan te d Wments de 
pour toute suite croissante S d’e’le’ments de B qui a pour borne suphieure d 
e’thent de D, et pour tout a e’[e’ment de B, si a G d alors il existe si Akfment de S tel 
que a GSi; 
(4) pour tous x, y klkments de D, si il existe z 6le’ment die D tel que x s z et y s z 
alors x et y ont une borne supirieure. 
Soient D et D’ deux opcd et f une fonction de D dans D’. On dit que f est 
continue si f est croissante t si pour toute partie dirigke A de D on a f (u A) = 
f(A). L’ensembl ed f es onctions continues de D dans D’ est not6 [D + D’]. 
On a ie r&&at suivant (c.f. [I]): Si D et D’ sont des domaines, alors [D + D’] 
est un domaine. 
La ~_reuve de la proposition suivante est laisske au lecteur: 
Proposition 2. Soient D et D’ deux domaines et f une fonction croissante de B(D) 
dans B(D’); soit f’la fonction de D dans D’ dk’nie par: 
V-D, ?(x)=U{f(y)l DEB, +x1. 
Nors f’est continue: 
jk[D+D’]. 
Soient D1 et D2 deux domaines. On note: 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
D1 @Dz est la somme amalgam&e des domaines D1 et D2; Dl@ D2 est muni d’une 
structure de domaine par: 
V~,~ED&D~, CYG/~CW=_L, 
ou a! = (dI, 0), /‘3 y- (d;, O), dl sd’r, 
oua=(dr,l)J=(d;, l),d+d;, 
Soient DI et 92 deux domaines. On note: 
DI +D2 = (1) cJ{(&, O>ldl E Dl)u{(&r 01 d2 E &I* 
D1 + D? est la somme disjointe des domaines D1 et D2; D1 + D2 est muni d’une 
strwture de domaine grace 21 I’ordre dgfini pour Di @Oz. Les sommes disjointes 
et amalgamdes sont Gtendues au cas d’une famille dhombrable de domaines; pour 
i entier, on note +iD ia somme clisjointe de i copies de D ; +O denote la somme 
disjointe d’une infinite dhom,brable de copies de D. 
Soit N S’ensemble des entiers naturels et N+ l’ensemble des entiers naturels 
strictement positifs. 
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On note NI le domaine Flat represent6 par: o, 
I 
L’ensemble des suites finies d’elements de N est note N*; la suite vide est notee 
h ; les elements de PC sent identifies avec les suites B un element de N*; la relation 
prefixe dans N* est notee <; si x et y sont des elements de N*, l’ecriturz x l y 
denote la concatenation de y k .X ; on note 1x1 la longueur de la suite x. 
2.2. Formalisation de la notion de processus dberministe 
Soit i un element de N. L’ensemble A’ est I’ensemble des arbres dont les noeuds 
sont: 
- soit des noeuds etiquetes par 0 ou nul qui ont 0 descendant, 
- soit des noeuds etiquetes par un entier qui ont 1 descendant, 
- soit des noeuds etiquetes par un entier k element de i’ensemble (1, . . . , i) qui 
ont une infinite denombrable de descendants. 
Formellement un arbre a element de A’ est une fonction partielle de N* dans 
N u {nul, 0) qui verifie: 
(i) a (h ) defini; 
(ii) VX =x0 l l l xn EN”, a(x) defini + Vjs,, a(xo l . l xi) defini; 
(iii) VxEN*,(3p~N,pfO~a(x*p)defini)+ 
(Vz E N, a(x l 4) defini A 1 s a(x) s i); 
(iv) Vx~N*,a(x)~N+Az~N,a(x*z)defini; 
(v) V’x E N*, a(x) E {nul, a} =1$ Vy E N* -{A}, a (x l y ) non defini. 
Les conditions (i) et (ii) definissent une structure d’arbre: un cJlem.ent de N* 
represente un chemin dans l’arbre; par exemple soit I’arbre a defiri par: 
a(A) = 1, a(p)=JX PO, a(Of’*)= 1, n 20. 
L’arbre a est represent6 par: 
La condiGon (iii) indique que les noeuds sont soit des feuilles, soit des noeuds 
B un descendant, soit des noeuds B une infinite de descendants. 
et (v) indiquent que les feutlles sont soit nul soit 0. 
Soit a un element de A’. Soit k utl entier. L’ecriture: 7 Ir: 
Les conditions (iv) 
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dhotc l’&!me~t b de A’ d&hi par: 
b(A)=k; 
pour tout x, b(0 . x) = a(x) si a( K) dChi, sinon b(0 l x) non dkfini; pour tout x, 
pow- :wf p diff&ent de 0, bfp l Y) non ddfini. 
%ient a~, a 1, . . . une suite infinie d’tlkments de A’. Soit k 
g 9***9 i}* Lkriture: 
un 616ment de 
dhote IUCment 6 de A’ dCfini par: 
b(n)=k; 
p-w taut n, pour tout x, b (n e x) = a,,(x) si a,,(x) dbfini, sinon b(n l x) nan dkfini. 
L’kriture 42 denote IWment b de A’ tel que b(x) est defini si et seulement si 
x =A avec b(A)=O. 
L’krhre wu! dhote l%lCment b de A’ tel que b(x) est dCfini si et seulement 
si x = A avec b(h) = nul. 
Pour tout al, a2 61kments de A’, on note al -C a2 si. a2 est obtenu a partir de a 1 
en remplacant certains noeuds 0 de a1 par des 616ments de A’. Formellement la 
relation -C est dtfinie sur A’ par: 
Val, a2 E A’, al -C a2 @ Vx E N*, (al(x) dkfini $ a2(x) dkfini) 
I A ((37 E N U {nul}, al(x) = y) 3 a&9 = y). 
Cpn note B(A’) l’ensemble des Gments de A i qui possgdent un nombre fini de 
noeuds Mkents de 0: 
Soit a un Ument de B (A’); on note prof (a) la profondeur de l’arbre a, c’est-&dire 
a longueur des chemins dans a de taille maximale: 
Va E B(A’), prof(a) == max{lxllx EN* A a(x) d3ini). 
Les propositions uivantes ont vh-ifEes: 
Pq~~ition 3. P&u tuut i &ment de N, (A’, i,G) est un domaine de base B(A’). 
heave, Par utilisation de la proposition 1. 
On vh-ifie a.isGment yue -i est ‘rzn ordre partiel sur A’. Tout 616ment a de B(A’) 
est dkfini par l’ensemble fini des suites x0 . . . xnxn+l oil x0, . . . , xI1 sont 61Cments 
de N et x,+1 appartient B Nu {nul}, telles que a(xo l l l x,) est dCfini et Cgal B x,+1. 
L’ensemble des suites pr&dentes est denombrable done l’ensemble des parties 
finies cle ces suites l’est Ggalement; ceci entraine que B(A”) est dknombrable. 
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De plus: 
(0) 11 est clair qllle l a est le plus petit 616ment de A’. 
(1) Soit a~, al, . . . , a,, . . . une suite croissante d’klhments de B(A’); soit rl! l%l& 
ment de A’ dCfini par: 
a(X)=uk(X)CSak(X)~Nu{nul); 
a(x)=Re~(3k~N,V~~N,p~k=$o,(x)=~); 
a(x) non d6fini sinon. 
Alors c est la borne suphieure de la suite ao, . . . , a,, . D . . 
(2) Soit ~2 G A’ ; soit a0 ‘= 4. Pour tout j entier strictement positif &j lest d8ini par: 
VX EN”:, (1x1 ~j A (Vk EN, k s Ixi =$ x(k)<])) 
3 (a(x) dkfini + ai = a(x)); 
Vx~N*,(Ixl=iAa(x)dCfini)=$aj(x)=~; 
dans tous les autres cas ai non dkfini. 
Alors il est la borne supkrieure de Ia suite croissante des ai. 
(3) Soit do, . . . , a n, . . . une suite croissante d’&ments de B(A’) et a sa borne 
supkieure dkfinie comme en (1); soit b un Mment de B(A’) tel que b -C a. On a: 
Puisque l’ensemble {x 1 b(x) E N u {nul}} est fini on a: 
et alors b i ak. 
(4) Soient al, a2, a3 des Gments de A’ vhifiant: 
Soit c lW6ment de A i dkfini par: 
Vx EN”, c(X)=ai(x)tJ3iE{l, 2)s ai(x)ENu{ntil}; 
Vx EN*, c(x) = a H (al(x) = &? A at(x) non d&M) 
v (u2(x) = 0 A al(x) non dCfmi) 
va&)=a&)=R; 
Vx E N*, c(x) non d8ini e (a:(x) non d6fini A &A) non d&ink 
Alors c est la borne suphieure de al et a2. 
On peut done conclure que (A i, i, 4) est un domaine de base B (A ‘). 
Proposition 4. Soit NUL Ze domaine repksente' par 
nul 
I 
I’ 
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Soit Z r”e domaine de”fini par: 
2 = NUL@(+“A’)@(+’ [N, + d]). 
Snit 8’ I’application de A i dans 2 d@nii par: 
B’(*nul) = (nul, a), 
cvli VtEN,f!t)=al,f(l)=*R, 
e’( e-(2) = 1. 
Alors 8’ es1 un isomorphisme continu entre A’ et 2. 
Pfeuve 
Indications I On verifie aisement que 0’ est bijectif. On montre le lemme suivant: 
Lenrme. Quelque soit a &mertt de A’, a peut e”tre mis sous une des formes suivantes : 
a=A, a=h-.. avec Nksi, 
a= G 
a = *nut,. 
Pour chaque cas defini par le lemme precedent, on montre alors que 8’ est 
croissant .
En utilisant la caracterisation de la borne superieure d’une suite croissante 
dWments dc B(A’) don& dans la preuve de la proposition 3, on peut alors 
montrer que 8’ est continu. 
Pour tout j entier strictement po,sitif, on suppose definie une bijection & de 
(1, l . . , i) x N dans N; dans la suite on peut ecrire (a, b) 5 la place de &(a, 6) lorsqu’il 
n’y a pas d’ambiguite possible; on note 6;’ lla bijection inverse de &. 
Soit i un entier et j un entier strictement positif; les elements de A i sont interpretes 
de la facon suivante: 
Is 
- i’arbre a A represente le processus B i entrees et j sorties qui met la valeur 
(8;’ (k))(2) sur sa sortie de numero (&-* (k))(l) et qui se transforme en !p processus 
represent6 par a ; 
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represente le processus a i entrees et j sorties qui attend une 
information sur son entree k; apres avoir recu la valeur t, il se transforme n le 
processus represent6 par a,; 
- L’arbre wul represente le processus Q i entrees et j sorties qui n’effectue aucune 
action sur ses entrees ou ses sorties; 
- L’arbre 4 represente Be processus non defini a i entrees et j sorties. 
Pour i entier et j entier strictement positifs,, on note PRDi le domaine A’ muni 
de la bijection ti; les elements de PRDi sont appelbs processus deterministes a i 
entrees et j sorties. 
L’isomorphisme ntre PRDjet 2 = NULO(+” PRD$O(+‘[N, + RRD;]) est note 
de maniere standard par: 
Pour tout p element de PRD;, w;(p) est defini comme etant le numero de la 
composante de 2 5 laquelle p appartient. Formellement: 
?r;: PRDj+ N, 
est defini par: 
mj (p) = 
I sip=&, 
k si repj( p) = (u, k). 
Exemple. 
k 
7&nul) = 0, i TTTi 0 = 1. a 
De m6me pour tout p Sment de PRDj verifiant repj( p) = 1 ou rep;(p) = 2, on 
note: 
(~j)~(p) = z si rep;(p) = ((x, z), W. 
Exemple: k 
(T;)~( a ) = k. -A 
Dans la suite on pourra omettre les indices i et j 4e rep: et T: lorsqu’ik sent 
fixes par le contexte. 
Soit p un element de PRDj tel que w(p) = I et soit p’ tel que ((p’, k), 1) = rep{ p). 
On note p’ = suite(p). 
Exemple. 
suite ( dL ) =: a. A 
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3. Rewanx de processus 
Dans ce paragraphe on definit formellement la notion de reseau de processus. 
Paw simplifier on ne considere clue des processus merge B deux entrees. 
Intuitivement un reseau est compose d’un ensemble de processus interconnect& 
ps~r des canaux. Les canaux dokent 6tre vus comme des files FIFO non born&es. 
Chaque canal possbde au plus un processus producteur d’information. Par contre 
on autorise qu’un mGme canal soit partage par plus’ieurs processus consommant 
les informations qu’il contient; dans ce cas tous les processus partageant le canal 
reS;oivent les mGmes informations (on peut considerer que la file associke au canal, 
est munie de pointeurs qui indiquent pour chaque consommateur qu’elle est lti 
premi&e information disponible pour lui). Un proc~essus qui desire prendre une 
information d’un canal vide reste bloque jusqu’a l’eventuel remplissage de ce canal. 
Les processus sont soit des processus deterministes (cf. paragraphe 2), soit des 
processus merge (c.f. paragraphe 1). 
routes les caracttristiques des reseaux decrits ici (a l’exception de la presence 
de processus merge) sont celle de [S]. 
3.1’. Notations 
Pour tout entier i et pour tout entier j strictement positif, on d&nit l’ensemble 
dcs processus a i entrees et j sorties, not6 PR;, par: 
(& jj # (2, I.) 3 PRj= PRDj; 
PR: = PRI): u {mergek 1k E N+). 
On note PR l’ensemble de tous les processus: 
PR= u PRj. 
i,i>O 
Soit ET un ensemble denombrable d’etiquettes. 
3.2. Difiraition de l’ememble des re’seaux 
Formellement un reseau est un S-upset R = (N, C, E, S, H) qui verifie: 
(i) N est un ensemble fini, non vide. 
(ii) Cest une application de N dans N+ x N, x PR qui vkrifie: 
(ii.1) OXEN, C(x)=& j,P)+pEPRj; 
On note: 
MER(R) = card{kl k EN+, 3x EN, C(x) = (2,1, merge& 
(ii.2) Vx E N, (C(x) = (2, I, mergek) + k s MER(R)) 
A WY E N (y # x A C(y) = (2,1, merge,)) + t z k). 
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(iii) E et S sont des functions partielles de N x N., dans ET qui verifient: 
(iii. 1) VxEN,VkENc, 
(E(x, k) defini e k =G (C(x))(l)) A (S(x, k) defini H k d (C(x))(2)). 
(iii.2) 
(iv) H es1 
(iv. 1) 
(iv.2) 
S est injective. 
une fonction partielle de N x N+ dans {ext, ant} qui verifie: 
Vx EN, Vk E N+, H(x, k) defini @ S(x, k) aefini. 
VxEN,VkEN+,VXEET, 
(S(x, k) =X A Vy E N, Vz EN+, E(y, z) # X) + H(x, k) = ext. 
Ainsi la fonction C determine l’ensemble des processus composant Be reseau de 
telle facon que les processus merge aient tous un nom distinct; la fonction E 
associe un canal (une etiquett’e) a chaque Porte d’entree des processus; la fonction 
S associe un canal B chaque porte de sortie des processus; la fonction H permet 
de determiner si une Porte de sortie d’un processus est connectee ou non a l’exterieur 
du reseau. 
On note B l’ensemble des reseaux. 
Soit R = (N, C, E, S, H) un r-beau; on note: 
ENT(R)={XIXEET,3kE.N+,3xEN,E(x,k)=X; 
Vy E N, Vz E N,, S(y, z) Z X}; 
INT(R) = {Xl X E ET; Glx, y G N, Zlk, z EN+, S(x, k) = E(y, z) = X}; 
ET(R) = ENT(R) u SORT(R) u INT(R). 
Les reseaux sont representb sous forme de diagrammes form& de noeuds rep&en- 
tant les processus et de fl&hes repriscntant les canaux. 
Soit R = (N, C, E, S, H) un reseau; on represente tout x element de N tel que 
C(x) = (i, j, p), par le noeud: 
.*. 
fi 
B (i flicches entrantes, j sortantes); 
. . . 
Le point de contact de toute fl&he arrivant sur le noeud est situ6 sur sa partie 
rectiligne; le point de contact de toute fl&he partant du noeud est situ6 sur la 
partie circulaire du noeud; dans les deux cas les fl&hes sont ordonnees de gauche 
6 droite. 
E(.K, I&) = X indique que la kieme fleche entrante du noeud x represente le canal 
X; S(x, k) = X indique que la kieme fl&he sortante du noeud x represente le canal 
X. 
Sulpposons qu’on ait: 
S(x, k) =X, E(y, 2) =X, E(y’, z’) =X. 
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On repfksente le partage n sortie du canal X par: 
Si on a: S(x, k) =X AX e SORT(R), on represente le canal X par une flkhe 
sortante du reseau: 
Y 
X 
x 
De r&me, si on 12: E(x, k) = X A X E ENT(R), on represente X par une &he 
entrant dans Ce reseau. 
Enfin si on a: S(x, k) = E(y, z) =X A H(x, k) = ext, on represente: 
pour indiquer que X est un canal reliant le noeud x au noeud y et est egazement 
un canal sortant du rkseau. 
Ewnple. Soit R = (N, C, E, S, H) le reseau defini par: 
N = 1x1, C(x) = (12, 1, mergeI), 
E(x, 1) = X, E(x, 2) = X, 
R est represente par le diagramme: 
S(x, 1) =x, H(x, 1) = ext. 
Soit R = (N, C, E, S, H) 
N =(x, Y, 4, 
C(x) = (2,2, PI, 
le reseau 
ccyj = C&l, merged, C(z) = (2, I, merge& 
E(x, 1) = Y, E(x, 2) = X, E(y, ‘1) = Z, E(y, 2) = z, 
I!?(z, 1) = T, E(r, 2) = Z, 
S(x, 1) = z, sex, 2) = U, S(y, 1) = T, ;P(z, 1) = y, 
H(x, 1) = int, H(x, 2) = ext, H(y, 1) = int, H(z, 1) = ext. 
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R est represent6 par le diagramme: 
On a: 
ENT(R) = (X}, SORT(R)={U, Y), INT(R ) = { Y, 2, 9). 
On verifie aisement que pour tout reseau R on a: 
INT(R) n ENT(R) = 8, ENT(R)nSORT(R)=Q). 
Un reseau elementaire est un element R = (Iv, C, E, S, H) de 9? qw Grifie: 
(i) N = 1x1, 
(ii) ENT(R) = 8, 
(iii) (X 1 X E ET, 3x E N, 3k, k’ E N+, k # k’, E(x, k) = E(x, k’) = X) = (il. 
Un reseau elementaire a done la forme suivante: 
'i 
9 p E PR;. 
5 
On definit maintenant sur 9 trois operations: le renommage, la composition et 
Mimination (la definition de ces trois operations est inspirie de [lo]). A l’aide de 
ces operations on peut definir la notion de composant d’un reseau. 
3.3. Ophation de renommage 
Soit R = (N, C, E, S, H) un reseau.; soit cx une application cy de ET(R) dans ET 
qui verifie: 
(i) la restriction de a! & SORT(R) u INT(R) est une injection, 
(ii) a! (INT(R) -SORT(R)) n a! (ENT(R)) = 0. 
Alors le reseau R(a), obtenu par le renommage (Y de R, est k reseau 
(N, c, a! 0 E9 C/ 0 s, H). 
On verifie aisement que R(Q) est bien un element de B. 
La representation de R(a) est obtenue a partir de celle de R en remplacant 
toutes les etiquettes X par a(X) et en joignant les flkhes qui ont mGme etiquette 
par cy ; dans ce cas la nouvelle f&he a pour etiquette l’etiquette colmmune et est 
Cgalement une f&he sortante du diagramme. 
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3.4. Opthtion de composition 
Soit RI = WI, Cl, El, S1, HI), & = (Nz, C’z, &, &, HZ) deux reseaux qui 
v&ifient: 
(i) Nr A N2 = 0, 
(ii) (INT(&) -SORT(&)) n ET(&) = (INT(R2) -SORT(&)) n ET(&) = 0, 
(iii) ENT(Rr) A ENT(R2) = SORT(Rr) (7 SORT(R2) = 0. 
Ators le dseau R& = (Ns, C3, E3, &, Hj), obtenu par composition de RI avec 
R2, est dCfini par: 
(i) N3 = Ni v N2, 
(ii) Vx E Nr, C&) = C,(x), 
VX E Nz, K+2(x) = t&l, merge,) * lC3W = EL merget+MER(R& 
A ((C2(4)0) # merge, +> C3(x) ‘- Cz(x)), 
(iii) Vr E (l., 2}, Vdx E N3, Vk Al N+, &(x, k) = &(x, k) A &(x, k) 
= &(x, k) A H3(x, k) = Hz(x) k). 
On vhifie aisiment que RllR2 est bien un Clement de 8. 
La repr&entation de RllR2 est obtenue a partir des representations de RI et R2 
en reliant les fihhes ayant m6me etiquette; les nouvelles fl$ches gardent I’etiquette 
commune et sent des %ches sortant du r6seau. Les noeuds merge& de R2 sont 
transformes en noeuds mergek,, oti t’ est Ie nombre de processus merge de R1. 
3.5. Optfration d’e’fimination 
Soit R = (N, C, E, S, H) un reseau et X E SORT(R) n INT(R). Alors le reseau 
R 4X = (N, C, E, S, H’), obtenu en Climinant X comme sortie de R, est defini par: 
V~EN,V~~N+,VY~ET,(S(~,,~)=YAY+X)~H’(~,~)=H(~,~); 
Vx E N, Vk E N.,, S(x, k) = X 3 H’(x, k) = int. 
On drifie aisement que R JX est un element de 3. 
La reprbsentation de R $X est obtenue a partir de celle de R en eliminant l’arc 
sortant X 
Exeanrpte. Soit RI et R2 les deux reseaux suivants: 
x3 xc 
RI= 9 R2= 
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Alors on a: 
Soit Q! un renommage vkifiant: 
a(X1)=X4, a(Xz)=X2, 4X3)=X3, dX4)=X4* 
On a: 
3.6. Caracttfrisation de l’ensembke des rheaux 
Soit % l’ensemble des S-uplets (IV, C, E, S, H) vkrifiant; 
(i) IV est un ensemble fini, non vide, 
(ii) C est une application de N dans N+ x N, x PR, 
(iii) E et S sont des fonctions partielles de N x N, dans ET, 
(iv) H est une fonction partielle de N x N+ dans {int, ext). 
Alors la proposition suivante est v&ifGe: 
Proposition 5. L’ensemble 9 des rtfseaux est le plus petit sous ensemble de %on tenan t 
les rheaux f%!mentaires et clos par composition, renomrnage et k%mination. 
Indications: Soit X le plus petit sous ensemble de 59 contenant les rkeaux 
Mmentaires et clos par composition, renommage et ilimination, il est cl& que X 
est inclu dans 92. 
Un rkseau R = (AT; C, E, S, H) est dit posskder des sorties extraites si: 
3X E ET(R), X E INT(R) nSORT(Ii). 
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On dit que R possede uae boucle si on a: 
3ndV,3xa,...,x,,EN,3kr, ,..., k,,,kl, ,..., kLEN,Vi<n, 
S(xi, ki)=Xi+l =EI.xi+l, k:+l), 
S(xn, k,) = X0 = &xo, k; )I- 
Un reseau avec boucle est obtenu a partir d’un reseau sans bouclc: par renommage 
et &entuePlement 6fimination. Un rkseau sans boucle est obtenu B partir des reseaux 
&%nentaires par composition et eventuefilement elimination. Ceci montre que 92 
est Cgal B X. 
sort Rtr, . . . , R, des elements de B pour n entier; soit R obtenu par composition, 
renommage et elimination B partir de Ro, . . . , R,. On dit que R est obtenu h partir 
des composants Ro, . . . , R,. 
Enempie. Soit IZ = (. . . (R&O)J . . . IR,{a,})&) . . .)&%&; R est obtenu B partir des 
composants Roy . . . y &. 
Dans ce paragraphe on definit formellement la notion d’histoire. Les histoires 
sont u:ilises pour rep&enter les suites de valeurs qui transitent sur les canaux; le 
domaine des histoires est le domaine de base de l’interprttation yroposee dans ce 
texte, 
Dans [4] les histoires sont lfes elements du domaine N”. L’exemple 4 du para- 
graphe 7 indique que ce domaine n’est pas bdapte darns le cas des reseaux avec 
opkateur de melange; notre proposition consiste en un nouveau domaine d’histoires 
dans lequel te temps est introduit. 
4.1. Notations 
Soit X un ensemble; on note X” I’ensemble des suites finies ou infinies 
dtnombrables d’elements de X; A esr la suite vide de X”; la relation prefixe dans 
X” est notee x; x 9 y designe la concatenation de y a x. 
La proposition suivante est d6montree dans [4]: 
Pmgasithn 6. (X”, (, A) est un domaine de base X*. 
Soit x un ell6ment de _?I” et a un element de X. Si x est fini 1x1 est la taille de 
x; sinon si x est infini, on note 1x1= 00. Si le nombre d’occurrences de a dans x 
est fini, lxlo designe ce nombre; sinon on note Ix I4 = 00. 
La notation xi pour i entier strictement positif reprkente Ja suite x... de X”; 
i fois 
la notation x” represente la suite infmie xx, . . x . , . de Xoo. 
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Sur X” on definit les deux fonctions head et tail par: 
head : X” + X, head(h) non defini, head(a l x) = a; 
tail : X” + X”, tail(A) = A, tail@ * x) = x. 
Soient A et B deux ensembles, X = A x B et x = (a, h) un element de X; on 
note x(l)=a et x(2)=b. 
4.2. Le domaine des histoires 
Le domaine %? des histoires est dkfini par: 
-3r= (NW(r))*. 
Le symbole T represente l’ecoulement d’un intervalle de temps, 
Soit par exemple, l’histoire 077173475; cette histoire represente la presence de 
la valeur 0 initialement, puis la production de 1 pendant le 2eme intervalle de 
temps, de 3 puis 4 pendant le 3eme intervalle de temps et de 5 pendant le 4eme 
intervalle de temps. 
La base B(Z) du domaine % est l’ensemble (N u {T})*; les elements de B (2) 
sont appeles histoires partielles. On note: ZC = %G- B(Z); les elements de JYC sont 
appeles histoires completes. 
On introduit une notation sous forme de suite d’evenements pour les histoires. 
Un Wnement est un couple form6 d’une valeur a et d’un entier b indiquant que 
a est produite pendant l’intervahe de temps de numero b ; cet evenement est note 
&,. La notation Lb indique l’absence de production de valeur apres l’ecoulement 
de b intervalles de temps. 
Plus precisement, soit h un element de B(R); la notation de h seus forme de 
suite d’evenements est definie de la man&e suivante: 
- si h = h alors on note h = lo; 
- sib=? avecn>Oa~wsonnoteh=&,; 
- si h = $‘1a1Tn2a2 . . . T”q,~~p+~ avec nI, . . . , np+l, al, . . . , a, elements de N, alors 
on note h =x1.. . xgxp.+l, avec: 
V&(1,. . . , p), SXi z ai++ 
Xp+l = L&5p+ *nj' 
Exemple. h = ~0~~1~12 est not6 par: 
k = 011324l4, 
la notation sous forme de suite d’evenements est Ctendue ti Z? tout entier. 
Soit h un element de ZC; si h peut Gtre mis sous la forme: 
h = T%lTn2& . . . Tnp’apTw avecal,...,a,EN, 
alors on note h par: 
h =x1x2 . . x, 
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Sin~n h est de la forme: 
h == $‘1a17n2a2 . . . rnpaprnp ‘1ap+l . . . avec: Vi E N,, ap, np E N; 
alors on note h par: 
h=x,xZ...x,, . . . avec: Vi E N+, Xi = a ixjb;i,i* 
Eluemple. h 1 = T-OTT 1 r2r* est represent6 par: 
h, =0,1324; 
h2 = TOT! 72~3 . . . est represent6 par: 
h2 = O1 12233445 . . . . 
La representation des histoires sous forme de suite cl%v&rements a comme 
avantage une description plus ‘+opCrationnelle’ des suites d’informations produites 
par les processus:, par exemple & un processus qui boucle on associera la suite vide 
d’evtnements qui denote l’histoire C’. 
Dans la suite du texte les histoires sont toujours representees (sauf cas explicite- 
ment precise) sous forme de suites d’&nements; oil adopte la convention suivante: 
si hl et h2 sent des histoires representees sous forme de suite d’evknements, on 
Ccrit hl<< hZ & la place de hl K h2. 
Par exemple on ecrit: 
cette suite a pour borne superieure A. 
0n plonge l’ensemble N” dans X en identifiant tout element x de N” avec 
l’tttment z de %’ defini par: 
1x1= 121, Vi c 1x1, z(i) = x(i)o. 
Par exemple :
01234, . . . est identifie avec 0&2~3~4~ . . . . 
Ainsi les elements de N” sont des &~~~rts maximaux de SE’. 
Remarque 1. Une interprdtation differente des histoires aurait pu 6tre choisie: 
soit ics=x~..~ x, et i un entier compris entre 1 et p ; h(i) = T indique qu’aucune 
valear n’est produite & 1”instant i; h(i) = n indique la production de la valeur n ?I 
I’instant i. 
Naus n’avons pas choisi cette interpretation car elle est moins g&r&ale que la 
prccedente (une se&e vaieur peut 6tre produite pendant un intervalle de temps! 
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En particulier I’interpretation d’un &ment X de N” associe & un canal d’entree 
d’un processus comme indiquant que X est presente avant toute execution du 
processus, n’est pas possible dans cette interpretation restreinte. 
Remarque 2. Un soin particulier doit ctre attache B la definition du domaine de 
base sur lequel est fond&e la semantique denotationnelle. Dans [6,?] P.R. Kosinsky 
expose un travail sur un sujet t&s semblable B celui est aborde dans ce texte. 
Malheureusement l’ordre partiel sur lequel la theorie de Kosinsky est fondle 
n’est pas complct, contrairement Zt ce qui est dit dans les deux papiers cites. Pour 
s’en rendre comgte, considCrons la suite X = (X,&N definie cdans les notations Be 
Kosinsky par; 
} 03 x=(l,{ }). 
Pour simplifier notons tlk E N, (k, ( )) par k et (k, . . . , k) par k”. 
w 
Done Vn E N, X,, = (1”). 
L’ordre defini sur les par ties est le suivant: X c_ Y si et seulement si il existe une 
injection de X dans Y telle que chaque suite element de X soit prefixe de son image. 
Nous avons: Vi E N, Xi czX* + 1 car il existe une injection de Xii dans Xi+ 1 qui g 
1” associe In+*. 
Soit Zk = Un {l”k}, k E N - (1). 
Nous avons: 
VkEN-{l},Vn, X,,G$ 
et done Vk # 1, Zk est un majorant de X. 
Mais nous avons egalement: 
(Vk # 1, TE&) H (3~ EN, T = {I'}) 
puisque T est reduit par prefixe. 
Dans tous les cas, T n’est pas un majorant de X qui n9a done pas de borne 
superieure. 
5. Oracles et shmantique dhotationnelle du processus merge 
Dans ce paragraphe on definit la notion d’oracle equitable ainsi que la fonction 
continue qui est associee & chacun hjes processus merge. Les oracles equitables vont 
servir h ‘diriger’ le fonctionnement des processus merge. 
5.1. Oracles tfquitables 
On appelle oracle une suite de 0 et de 1. Un oracle est utilise pour diriger 
l’e-xploration qu’un processus mei*ge effectue sur ses deux entrees lors de son 
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fonctionnement. On suppo,e toujours que la valeur 0 correspond B l’entree gauche 
des merges et S % I’entree droite: 
%oit IE, I’enserr, Je des oracles equitables d6fini par: 
0, =.z {x E (0, 1>"1lXlo = 1x11= 00). 
En d’autres termes, &, est l’ensemble des suites infinies de 0 et de 1 telles que 0 
et 1 aient tous dew une infinite d’occurrences dans la suite. 
L’ensemble & est plonge dans un domaine, appelt domaine des oracles de la 
fagon suivante: 
n = f?,iJB(J2), 
B(Pe)={A,O, l}w{Xol~XE{o, l}*}u~xlo~xE{O, l}*}. 
Soit x l’ordre prkfixe defini SIN a. La proposition suivante est vCrifiCe: 
Proposition 7’. (l2, <, h j es? un domaine de base B(0). 
Breuve, Application de la proposition 1. On a: 
(0) A est le plus retit element de (a, i). 
(1) Soit (oi)iEF* une suite croissante d’elements de B(0); soit o la b,zrne super- 
ieure de (wi) dans le domaine ((0, l}“, i, A). Si o est de taille finie alors on a: 
w E (wi) et nlors lctr est la borne superieure dans 0 de (oi). Supposons done: loI= 00. 
11 existe alors une suite ((W&N extraite de (oi), strictement croissante et ayant 
w pour borne superieure dans ((0, l]“, X, A). On a: 
Ceci entraine que: lolo= IoIl = 00 et done o appartient ti & et est la borne 
superieure dans f2 de la suite (wi). 
(2j Soit o un element de &. On definit pour tout i appartenant a N un element 
oj de B(a) de la maniere suivante: o. = A et wi+l est la partie initiaile de o qui 
contient exactement i + 1 ‘sauts’ 01 ou 10. Alors o est la borne supkrieure dans 
f2 de la suite (Wi)i&J. 
(3) Soit (W&N une suite croissante dWments de B(0) et w la borne superieure 
de (oi). Soit x appartenant 5 B(a) tel que: x < W. Puisque o est la borne superieure 
de Coi) dans ((0, l)"o, d, A) on a: 3k EN, x <ok. 
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(4) Soit wl, 02, 03 appartenant B JTI! et verifiant : 
Alors on a: w1 < a2 v ~2 -C WI; dans !!e premier cas w2 est la borne superieure de 
{ol, w2} et dans le second cas w1 est cette borne superieure. 
On peut done conclure que (0, x, A) est un domaine de base B(0). 
Remarque 3. Mis a part le probleme de l’equid, le traitement denotationnel 
propose dans ce texte suppose uniquement le fait que l’ensemble des oracles forme 
un domaine. 11 serait possible, par exemple, d’utiliser comme domaine d’oracles le 
domaine ((0, I}“, i, A ) pour rkoudre uniquement le premier probleme cite dans 
l’introduction (arriver a distinguer les reseaux de maniere suffisamment fine). 
Remarqw 4. Le cas des operateurs de melange 5 plus de deux ~~~trees peut 6tre 
trait6 soit a l’aide de plusieurs merge a deux entrees, soit en definissant de nouveaux 
processus de melange. Dans ce dernier cas, le fait qu’il soit possible d’etendre la 
notion d’oracles equitable 5 plus de deux valeurs permet d’effectuer un traitemcnt 
semblable. 
5.2. Fonction merge 
On definit une fonction merge de ~‘2 x 8% V dans % telle que merge (w, X, y) 
est le melange des histoires x et y suivant i’sracle w, 
La fonction merge est tout d’abord definie (de B(0) x B(X) x B(Z) dans B(%‘) 
a l’aide d’une fonction auxiliaire m. 
La definition de m, fonction de B(~?)xB(%‘)xB(%‘)XN dans B(%?), est la 
suivante: 
Soit w un element de B(a), x et y deux elkments de S(3’j et n un element de 
N. On pose: 
x(l) = ab, y(l) = cd- 
si a f 1 on hit x sous la forme x = ffb l x’. De m3me si c # I on krit y sous la 
forme y = cd ’ y’. 
Alors m(o, X, y, n) est defini par: 
(1) m(A, x, y, d= J-n; 
(2) m(Ow’,x, y, n)=sibwz aiors 
si a = _L alors _LnL1 
sinon a,,+l 9 m(w), x’, y, n + 1) 
sinon m(d, x, y, n + lb; 
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ft) m(lw’,x,y,n)=sid~n alors 
si c = _L aloes In+1 
sinon cn+l l mb’, x, Y’, f-2 + 1) 
sinon m(o’, x, .y, n -t- 1). 
M-MS la fonction merge est dkfinie par: 
VU E B(0), Vx, y E B(%‘), merge(o, x, y) = M(W, x, y, 0). 
La proposition suivante est vkifi6e: 
Proposition 8. La fonction merge est croissante. 
Prersve. On montre tout d’abord le lemme suivant: 
Lemme 
Prwrve, Par rCcurrence sur r. 
Ce lemme aswre que la fonction m est bien definie. 
On montre maintenant que m est croissante en la premikre composante de son 
argument: 
Soit la propriM: 
p(r): bl, w;! E B(O), Vx, y E BGQ, Vn EN 
((w~)sJ~Aw~ +02) 3 A = m(w1, x, y, iz)cx B = m(u2, x, y, n). 
On vkifie P(r) p0w tout entier r; on a: 
P(u): PI = I, ; si w2 = A alors B = I, et A c B; si ~2 # A alors _I++1 << B et done 
A<< B. 
P(r + 1): Supposow: wg = 060 i ; alors 02 =OO& avec wi -+I~. Soit x(1) =af; si 
a Z I on pose: x = af 9 x’. 
Sibsrr alorsona-sia=l alorsA=R-i . n+1; 
si a # _L alors A = a, +1 9 m(&x’,y,n+l) et B=a,+lcm(w&x’,y,n+l); done 
par rhu-rence A << B. 
Sib>nalorsA=m(o’l.x.y,n+l)et~=:m(w;,x,y,n+l);parr~currenceon 
a done: A << B. 
Le msme raisonnement daw le cas oti WI== lo i entraine: 
Vr EN, P(r) v6rifi6e; done uz est croissante: en la premihe composante de son 
argument. 
Shari tique de’nutcz tionnel;le pour des rtfseaux de processus 195 
Soit maintenant la propriM suivante: 
P(r): V’o E B(O), Vxl, x2 E B(%‘), Vn E N, 
IOn vhifie P(r) pour tout entier r; on a: 
P(0): A = B = In. 
P(r + 1): Supposons w = Ow’; soit xl(l)=&,; si a # _t. on pose x1 = ab l xi. Soit 
x2(2) = cd; si c # _L on pose x2 = cd l xi,. Alors: 
Si b G n alors on a: si a = _l. alors A = _l_ n.+l<< B puisque o #A; si a P L alors 
L” # 1. et a = c et b = d puisque x1 c x2; done A = g8?+l l m(u', xi, y, n -t 1) et B =c 
a,+l 9 m(w’, xi, y, n + 1); par rkurrence on a: A << B. 
Si b > n alors: A == m(o’, x1, y, n + 1) et B == m(w), x2, y, n + 1) et par rkcurrence 
A(( B. 
Si w = lo’ le meme raisonnement enttraine A << B. 
Done m est croissante en la deuxihe composante de son argument. 
Par un raisonnement analogue au pr&bdent on montre que nz est croissante en 
la twisihme composante de son argument. Done la fonction merge est une fonction 
croissante. 
La fonction merge est ktendue de fl x %’ x Z’ dans 5V par: 
merge(o, x, y) = u{merge(w’, x’, y'>l wk BW, XI, y"c Wf'), 
d-GlJ,x'<< x, yr<< y}. 
La proposition suivante est alors v6rifi6e: 
Proposition 9. La fonction merge est continue. 
Preuve. Application de la proposition 2. 
Les exemples suivants illustrent la fa!;on dont la fonction merge est dkfinie. 
Soit 0 =OlOlOl . . . . On a: 
merge(o, 12, A) = 1123; 
mergeh, 123, . . . , A) = 11233547 . . . ; 
mergeto, -LO, y) = J-1; 
merge(o, 123, lo) = 1112; 
merge(w, 11,123) = I-&. 
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6. !!%mantique dhotationnelle des processus dktermiuistes 
L’objet de ce paragraphe st d’associer a tout p element 
, 
de PRDi un ensemble 
b -1 , . . . , pi} tel que pour tout k element de (1, . . . , i}, pk est une fonction continue 
de 2’ dans 2: 
@k E [& + %I. 
Get ensemble sera la signification associee a g. 
$oit i un entier, i un entier strictement polsitif et t un element de (1, . . . , j}. On 
definit une fonction zI de B(%“) x B(PRD$ x W dans %? telle que 2,(x’, p, n) rep- 
r&ente l’histoire produite sur la sortie: t par Ile processus p ayant x’ sur ses entrees; 
n est Ia precision initiale utilisee pour la production de cette histoire. 
Pour i entier strictemeat positif et. pour tout k element de (1, . . . , i} on note 
headar, et tail, les extensions 53!? portant sur la kieme composante, des fonctions 
head% et tail% de Z’. 
Formellement la definition de z1 est la suivante: 
&CL J-, n9 = L+l, 2,(x’, nul, n) = A 
z,(Z, f, n) = si 1 = 7r(fl alors 
si (Y # t 06 (a. p) 7: &’ (w2(f)) alors 
zl($ suite(f), n + 1) 
sinon &+I l ~~(2, Suite(f), n + 1) 
sinon 
six’(k) = I, sti k = n2(f) alors 
_L max(LJ,n)r-1 
sinon zJtail%, (x’), f(a (l)), max(a (29, n) + 1) 
06 a = headxJx’). 
La proposition suivante st verifi6e: 
Proposition 10. (i) z1 est bien del’finie. 
(ii9 zt es? croharrte dans les deux pen&es composantes de son argument. 
Preuve. (i) tl est Ken definie: 
zA5h 4 E Z 
preuve immediate par recurrence sur prof(f). 
(ii) On prouve c’ ‘abord le femme suivant: 
Lemme. W, Wf, W 72, L,+l << ~~(2, f; m). 
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Preuve. Soit la propriM suivante: 
p(n): Vf, VZ9 V m, prof(f)s n 3 .Lm+l << A = z,(.x’, f, m). 
CM a: 
p(0): A = &+l. 
p(n + 1): - Si 0 = r(f) alors f = nul et A = A ; ldonc &+I << A. 
- Si 1= rr( f) alors soit (IY, p) = (7’ (p*(f)); si (x # t alors on a A = 
~~(2, suite(f), m -t 1) et puisqu.e prof (suite(f)) s tz, on a Im+l << A par recurrence; 
si CX= t alors on a A = Pm+1 l r,(Z, suite(f), m + 1) et done &+l << A par recurrence. 
- Si 2 = w(f) alors soit k = w*(f); si 3(k) = I, alors A = ~max(m,w~+L et done 
l_ m+l<< A; si x’(k) = a, l x avec a # J_ alors on a A = z,(ta&&), f(a), max(w, m)+ 
1) et done puisque prof( f (a)) G n, 0x1 a Im+l<< A par rhurrence. 
On montre maintenant que zt est croissante en la premihe composante de son 
argument; soit la propriM 
p(n): Vf, W&, 22, Qm, (piof(f) s n A 21 a 2213 
A= q(&, f, m)<< B = 21(:?2, f, m). 
On a: 
p(O): A = B = Im+l. 
p(n + 1): - Si 0 = r(f) alors f = nul; on a alors A = B = A. 
- Si 1 = tT( f) alors soit (CY, p) = 6:’ (7r*( f)); si a! # t alors A = r,(&, suite(f), m + 1) 
et B = zt(Z2, suite(f), m + 1); done par recurrence A << B. Si Q = d a!ors A = 
P m+l l ~t(Zl, suite(f), m + 1) et B = Pm+1 . z& suite(f), m + 1); par rhzurrence 
onaA<<B. 
- Si 2 = w(f) alors soit Ik = lr*( f); si &(k) = I, alors A = ~~~~~~~~~~~~ mais alors 
on a Z2(k)=a,*x avec vsw., Si a=l alors B = Imaxtw,??lj+l et done A << B; si 
a # _L alors B = r,(tail&&), f {a), max.(w, m) + I> et on a A << B par le lemme 
pr&%dent. Si &(k)=ab 0 x1 avec a # 1 alors &(k) = ab l x2 et A = 
zt(tail&&), f(a), max(b, m)+ 1) et B = z,(tail~kG2), f(a), mdb, m) + 1); puisque 
tailxk (3,) c tail, (22) et prof( f (a)) s n, on a, par rbcurrence, A << B. 
On a done: Vn E N, p(n) vhifiee; ceci entraine que z1 est croissante en la premihe 
composante de son argument. 
On montre de m$me que zt est croissante en la seconde composante de son 
argument. 
on d&init alors: Vf c PRD~, W E (1, , . . , j}, 
fi:%?+X 
par : 
f; = AL MS g, WI x’~B(~)‘,g~B(PR.‘i>j),~<<~,gcf}. 
(l’ordre de YI? est 6tendu point par point h Xi). 
La proposition suivante est v&ifi&e: 
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Pcqositiun 11. Suit f un tfle’ment d;e PRDi et t un &?ment de { 1, . . . , j). Hors 5 
es: continue, c’ 't?st-G-dire : 
fi E [2ri --, 2t-q. 
Preorve. Par application de la proposition 2. 
7. S6maApe dhotationnellle des rCseaux 
L’objectif de ce parsgraphe est d’associer a tout reseau R une signification 
S&JR ). 
7.1. In terprkta ion 
De manike analogue a [4], on associe B R un systeme d’tquations recursives 
Z(R) en associant a chaque noeud mlerge, de R une variable wt. 
Plus pr&is6ment, soit tun rkeau R = (1v9 (3, E, S, H) et X un element de INT(R) u 
SORT(R). 
Soient y et k verifiant : 
S(y, k) == x. 
On pose C(y) = Qi, j, p); soient X1,. *. , Xi qui werifient: 
WE{l,. . . , i}, E(y, t) = Xc. 
On associe 5 X une equation eq(X) definie de la manike suivante: 
- si F f merge, alors eq(X) est I’Gquation: 
X =pk(Xr,. l . q Xi); 
- sip= mergez alors on a i = 2 et j = 1; alors eq(X) est l’equation: 
X = merge( oz, X1, X2). 
On definit le systbme Z(R) d’equations associe au kseau R par: 
C(R) = {eq(X)I X E INT(R) u SORT(R)). 
Si S est un systeme d’equations rkursives tel que toute variable de S apparait 
comme partie gauche d’une equation, on note px(S) la plus petite solution en X 
de S. 
On d&nit alors la signification d’un reseau de la man&-e suivante: soit R = 
W, C, E, S, H) un reseau; soit ENT(R) = (Xl, . . . , Xi}, SORT(R) = { Yr, . I . , Yj] et 
MER(R’l= 4. 
Soit s’= (01, . . . , o,, Xl, . . . , xi) un element de @’ x %“; on note R(Z) lee systeme 
d%quaGons suivant: 
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La signification S&R) associ&e 8 R est I’ensemble (fv,, . . . , f~,} d&hi par: 
vtG(1,. . . , .ih fYt tc W” x zi + w 
fyt = As’ . p y,(Z(R) il E(3)). 
Le fait que fyt, dkfinie prk&demment, est continue est bien connu (c.f., par exemple 
cw. 
D’autre part g&e ?I la construction de i!&,,(R) B partir du EystCme Z(R), on a 
la proposition suivante: 
Proposition 12. Soit R un r&em obtenu ii i’aide des composants RI, . . . , R, ; alors 
&JR) est d&ermine' par S&RI), n . . , S&R,). 
Preuve. Soit R un rkseau; on pose: 
EPJT(R) = (Xl, . . l 9 Xi}, SORT(R) = { Y1, s . s 9 Yj), 
MER(R) = 4, Sden(R) = {fY,, l l * 9 fY,b 
On d&nit S(R) comme &ant le systcme suivant: 
S(R)={Y,=fy,(w,...,w,,X+ .y Xi)1 1 s t sj)m 
Alors on a: 
Vt41, l l l AfY, = As’. /A yt(S(R) v E(T)). 
Si R = R1)R2 alors on pose: 
et 
MENRI) = 41, 
S(&) = (Zk =f$h . . . ’ w,2, L-7 KJI 1 s k c j21, 
Alors on a: 
VG{l,..., j}, fy, = As’. py,(W~)+ S(R2) u E(s’b 
Si R = R’(a) alors on a: 
WE (1,’ l l AfY, = As’. p y,(S(R’)[n(X!~XIX E ET(R’)] u E!“)). 
Si R =R’&Z alors on a: 
Vtdl.. . . JLfY, = As’. /ai, yt(S(R’) u E(i)). 
Done pour tout rkseau R obterau h partir des composants Ro, . . . , R,, S&n(R) 
est d&termine par Sden(RO), . . . , Sden(Rn). 
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!Remarque 5. Soit R le r&au Gmentaire suivant: 
“1 x2 
-rg 
M 
x3 
alors 0n a: 5&(R) = {merge}. 
Soit R le rbeau Cl$mentaire suivant: 
xli . . . . 
$4 
'i 
P 9 p E PRBj; 
‘3 ‘*- Yj 
alors on a: 
&en(R) = {fv,, . l l 9 fv,), 
wee: 
We{1 ). . . , j)fY, =Bre 
Exemple. Soit RI et R2 les deux rbseaux suivants: 
Z(Rl) = (2 = merge&, X? Y)), 
Z(Rz) = {V == merge&, T, Z)), 
&,,(&) = {merge) = &,,(&). 
Soit R = R21R2. C(R) est le systGme: 
{V = merge(o2, T, Z), 2 == merge(ol, X, Y)). 
Done &j,,(R) = {f) avec: 
f=d(Or,02,t,x,y). /~v(iZ(R)u(X=x, Y=y, T=i!;wl=01,to2=02}). 
7.2. Exemples 
7.2.1. Exemple 1 
On reprend i’exemple du paragraphe pr6cbdent. Soit {f} = &JR) = &.,(RllRd. 
Soit 62~1 =OllOlOl... etw2=1010.. e . On veut calculer f (wl, 02, a, b, c) = Li: On 
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a: 
W = merge(w, a, 6) = a162 et U = merge(wz, c, a&) = c2a:&s. 
De msme on a: 
f(OlO1 . . . , 1101 . . . , a, 6, c) = a2c3b4, 
f(OlO1 . . . , 11101 . . . , a, 6, c) = azb3c4, 
f(lO1 . . . ,llOl.. ., a, b, c) = bzCjr14, 
etc. *. . 
Sur cet exemple apparait clairement la synchronisation des processus. 
7.2.2. Exemple 2 
Soit le reseau R suivant: 
R= -rgc 4 . T 
Ona: 
Z(R) = {T = merge(ol, T, Y)} 
done: 
&,,(R)=(f) avecf=h(z,y).~&R)~(Y=y,~~=z}. 
Soit 0 =OOlOlOl . . . ; on veut calculer A = f(o, ab). On a: 
A = g”(l) oii g = Ax . merge(o, X, ab), 
done: 
gO(-U = -L 
g’(i) =merge(o, I, ab) = m(w, I, ab, 0) = _Ll, 
g2(JJ = merge(o, l-1, ab) = m(o, II, ab, 0) = m(O1O1 . . . , I~, ab, 1) = _L~, 
g3(~)=merge(o,~2,ab)=m(w,~2,ab,O)=m(01Ol...,1~,ab,1) 
= m(lO1O.. . , 12, ab, 2) = a3 l m(O101 . . . ,12,b, 3) = a&, 
g4(_i) =merge(o, a&, ab) = a3 - m(OlO1 . . . , a3L4, b, 3) 
=a3a4-m(lOlO..., L4, b, 4) = a:adbs l m(O101 . . . ,14, A, 5) 
. 
On a alors: 
A =z a3a4bsa6b8alob12a14.. . . 
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:7.2.3. Exsmple 3 
Soit ile rt%eau suivant : 
R= . 
Qna 
X(R) = {X = merge(wl, X, X)}, 
&,,(R)=(f) avecf =Ax. pX(Z(R)~{~l=~)). 
hur tout w appartenant h0, qn a f(u) - ug” (I) avec g = Ax . merge(w, X, x). 
Or art a: 
g’(l) = merge(o, 1, .L) = II, 
g*(l) = merge(w, II, II) = J-2, 
gs(I) = merge(w, l-2,12) = l-3, 
. 
g”+‘(l) = merge(w, I , 1,) = In+l, 
I)onc, your tout w &ment de &, on a: 
f(o)=A. 
7.2.4. Exemple 4 
ConsidCrons les deux rbseaux dCcrits dans [3]; ces deux rbeaux RI et R2 sont 
les suivants: 
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oii: 
- ler est le processus qui envoie sur sa sortie la premiere information qu’il recoit 
puis se transforme n le processus nul; 
- 2nd est le processus qui envoie sur sa sortie la seconde information qu’il recoit 
puis se transforme n le processus nul; 
- idg est le processus qui envoie sur sa sortie les informations recues sur son 
entree gauche; 
- W est le processus qui aprbs svoir recu une information sur son entree droite, 
envoie sur sa sortie les informations recues sur son entree gauche; 
- Cons est le processus qui envoie sur sa sortie la premiere information relcue sur 
son entree gauche puis les informations recues ur son entree droite. 
Les deux reseaux Rx et Rz ont dans N” m6me fonction d’entree - sortie: 5 tous 
deux on associe Ial fonction f suivante: 
VXEN~, 1x1= l+f(x)={X(l)X(l)}, 
Cependant ces deux reseaux peuvent 6tre distingues en les plongeant dans le 
m6me contexte C[ ] suivant: 
oti 0 est le processus qui envoie 0 sur sa sortie puis se transforme n le processus 
nul et +l est le processus qui ajoute 1 5 toutes les informations recues sur son 
entree avant de les envoyer sur sa sortie. 
Alors 5 CIR1] on associe l’ensemble (00, 01}, tandis qu’a C[&] on associe 
l’ensemble (00). 
Cette possibilite de distinguer RI et Rz par C[ ] indique l’impossibilitt de 
construire une s$mantique denotationnelle pour B a l’aide du domaine Nao. 
Par contre, grke: B l’utilisation du domaine, %‘, RI et RZ ne recoivent pas la 
mGme signification: 
soit &,,(Rd = {f 1) et Sden(Rd = (f2); alors fi Z fi et done &A&~ f Sden(R2h 
(Pour s’en convaincre on peut, par exemple, verifier que pour 
o= . . . 1 31010101.. . 
10 
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cm a: 
f,(o, MM = 06014 et fh 0006) = Odd 
Renmrqrre 6, Bans cet exemple il est a noter que 
equitable des processus merge n’intervient pas. 
8, Conclusion 
l’hypothese de fsnctiontwnent 
L’originalite de la semantique dtnotationnelle d&rite dans ce texte repose sur 
l’introduction conjointe des deux notions suivantes: 
- Un temps discret (isomorphe a N) dont la function est double: d’une part 
permettre une distinction fine des reseaux (c.f. exemple 4); d’autre part permettre 
d’associer aux processus merge une fonction continue; 
- Des oracles dont la fonction es!: egaiement double: d’une part permettre de 
traiter le probleme de l’equite par la restriction aux oracles equitables; d’autre part 
6viter d’utiliser la notion d’ensemble pour rendre compte du non-determinisme 
(en quelque sorte, les oracles ‘determinisent’ le fonctionnement des merge). 
L’introduction de la seule notion d’oracle (equitable ou non) ne permet pas de 
distinguer suffisamment les reseaux; dans l’exemple 4 les reseaux R1 et Rz recev- 
raient la meme signification. 
Inversement la seule introduction du temps ne permet pas de traduire le fonction- 
nement equitable des processus merge. 
I1 semble done qu’un traitement denotationnel des reseaux implique l’utilisation 
d’une notion d’oracle iquitable ainsi que celle d’une notion de temps (ou plus 
generalement, de causalid). 
Labsence de ces deux notions dans les approches existantes (par exemple [ 11,8]) 
par construction de domaines de parties est la raison pour laquelle celles-ci ne sont 
pas adaptees aux reseaux consider& dans ce texte. 
Par manque de place, il n’est pas possible de decrire ici la semantique operation- 
nelle definie dans [2]. Cette semantique operationnelle est adequate vis & vis de la 
semalztique denotationnelle proposee dans ce texte (c.f. [2]). 
Par contre l’adequation complete n’est pas possible car la semantique d&rite ici 
distingue beaucoup trap les reseaux. L’introduction du temps oblige, par exemple, 
5 associer aux deux reseaux RI et RZ suivants ;les significations differentes: 
X 
id 
8 
Y 
id 
2 
air id est le processus identite. 
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De m6me l’introduction des oracles oblige, par exemple, Si associer aux rdseaux 
R3 et p34 suivants des significations distinctes: 
* Ceci a pour cons6quence que la sfmantique d&otationnelle proposCe, si elle est 
adapde h l’&ude des propri&ds des reseaux par l’analyse de leur signification, n’est 
par contre g&e utilisablle pour des preuves d’equivalence de r6seaux. 
Les principaux axes pour la suite des recherches d&rites dans ce texte sont les 
suivants: 
- Etude de la dkfinition r&cursive des rkseaux; cette 6tude peut fournir un mod5Ie 
de 1’Cvolution dynamique de syst5mes; 
- Etude de preuves pouvant 6tre me&es g&e au traitement simantique des 
reseaux (par exemple en ce qui concerne son aspect temporel); 
- Conception d’un langage de programmation fond& sur les r&hats obtenus. 
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