A non-self-adjoint, rank-one Friedrichs model operator in L 2 (R) is considered in the case where the determinant of perturbation is an outer function in the half-planes C ± . Its spectral structure is investigated. The impact of the linear resolvent growth condition on its spectral properties (including the similarity problem) is studied.
Introduction
We consider a non-self-adjoint Friedrichs model operator in the Hilbert space L 2 (R), i.e., a rank-one perturbation L of the multiplication operator, defined by (Lu)(x) = xu(x) + u, ϕ ψ(x), u, ϕ, ψ ∈ L 2 (R).
(1.1)
The spectral properties of the operator (1.1) have been studied (see [3; 4; 5; 9; 10; 15] , for example), and a number of results have been obtained, especially concerning sufficient conditions for its similarity to a self-adjoint operator-an operator L is said to be similar to a self-adjoint one if there exist a self-adjoint operator A and a bounded, boundedly invertible operator X such that L = X −1 AX). Such sufficient conditions were formulated in their simplest terms in [3; 4] in two particular cases,φψ = 0 a.e. andφψ ≥ 0 a.e., respectively. These results were obtained using the resolvent test [9; 14] : an operator L, acting in the Hilbert space H, is similar to a self-adjoint operator if and only if there exists a finite positive constant C such that
for all u ∈ H.
In the present paper, we prove some new results concerning the spectral analysis of the operator L and establish the impact of some well-known concise tests, most notably, the Sahnovich condition and the linear resolvent growth condition (LRG)
on the similarity problem and the structure of the operator's spectrum. The implications of the condition (1.3) on the similarity problem have been treated very recently by Nikolski and Treil (see [11] ), and some new, exciting results have been obtained in this area. The paper is organised as follows:
In the second section, we concentrate our attention on the case whenφψ = 0 a.e. We revisit the results obtained in [4] , providing an explicit description of the sets of 'smooth vectors' [7] for both L and its adjoint, L * , under the assumption of similarity of L to a self-adjoint operator. We also prove that in this case the spectra of the operator L and L * are absolutely continuous, and we study the implications of this spectral structure for the similarity problem and the estimates (1.2).
In the third section, we focus on the case where ϕ(x)ψ(x) ≥ 0 a.e. In this case, the spectral structure of the operator L becomes much more complicated. In particular, a singular continuous subspace (possibly intersecting with the absolutely continuous one, see [15] ) can be present, so our aim is to study the geometry of the singular and absolutely continuous subspaces. We provide a characterisation of the singular spectral subspace N 0 i of the operator L in terms of a singular integral equation in L 2 (R). We then derive a straightforward description for the sets of 'smooth' vectors associated with the operators L and L * . Finally, we prove a kind of spectral alternative that establishes the impact of the linear resolvent growth condition (1.3) on the spectral structure of the operator L in the presence of an eigenvector corresponding to a real eigenvalue; in particular, the spectral alternative prevents eigenvectors of the operator L from belonging to the absolutely continuous spectral subspace under the LRG condition.
In the fourth section, we describe implications of the LRG condition (1.3) (and of its weaker, 'limit' version) on the spectral structure of the operator L under the assumption that the LRG condition possesses a countable number of real eigenvalues. In particular, we prove that the LRG condition guarantees that, in this case, normalised eigenfunctions form a Riesz basis in the singular subspace N 0 i and that the angle between the singular and absolutely continuous subspaces of the operator L is positive.
Spectral properties in the case of disjoint supports
Throughout this section we will assume that the functions ϕ and ψ determining the perturbation have disjoint supports, i.e., ϕψ = 0 almost everywhere on the real axis.
In [4] the following result was obtained. Let H = L 2 (R). Let A denote the self-adjoint multiplication operator in H on its natural domain, (Au)(x) := xu(x).
Consider the family of bounded integral operators T ε in H, defined by their respective kernels T ε (x, y) := Then the operator (1.1) with ϕψ = 0 a.e. is similar to a self-adjoint operator if and only if the operator T is bounded. Moreover, one has the following formula for the non-orthogonal spectral measure P of L:
where δ is an arbitrary interval of the real axis and E is the spectral measure associated with the operator A. The operator L itself then possesses the following representation:
We now extend this result in the following way: Proposition 2.1. Suppose thatφψ = 0 a.e., then:
Proof. (i) Note that, clearly, T 2 = 0 sinceφψ = 0 a.e. Then (T + 1 1 1)
The symbol \ (or, alternatively, V.P. ) is used throughout the present paper to denote the Cauchy mean value integral over the real axis.
(ii) Let L be an operator of the form (1.1), and let ϕ, ψ ∈ L ∞ (R). Then the operator L is similar to the self-adjoint operator A, since by the Holder inequality and M. Riesz theorem [6] 
, and therefore the operator T is bounded in L 2 (R). We now choose two sequences of bounded functions {ϕ n } and {ψ n } such that ϕ n → ϕ and ψ n → ψ in L 2 (R) as n → ∞, and a corresponding sequence of the operators L n , defined as follows:
The operators L n satisfy the required property, since
We proceed with establishing the spectral properties of the operator L. Following [8; 15] (see also references therein), we define the spectral subspaces of the operator under investigation as follows:
(For the sake of simplicity, we assume without any loss of generality, that L is completely non-self-adjoint, i.e., has no reducing self-adjoint parts). Consider the polar decomposition of the operator V ≡ Im L of the following form:
, where J ≡ sign V and α ≡ 2|V |. Furthermore, let E = clos(Range(α)) be an auxiliary Hilbert space and let the projectors in it be chosen as follows:
Consider the linear setsÑ ± in H, defined by the following formula:
where H ± 2 (E) denote the Hardy classes of E-valued analytic functions in the upper (respectively, lower) half-plane of the complex plane [13] . LetÑ e ≡Ñ − ∩Ñ + . The linear setÑ e is called [7] the set of smooth vectors associated with the operator L.
Then the absolutely continuous subspace N e of the operator L is defined as the closure in H ofÑ e : N e ≡ clos(Ñ e ). The singular subspace N i of L is defined as follows: 
(ii) The absolutely continuous subspace N * e of L * is equal to L 2 (R), and the corresponding dense linear setÑ * e can be chosen as follows:
Proof. We are going to prove the assertion (i), since (ii) can be proved in an absolutely analogous way. Sinceφψ = 0 a.e., and therefore ϕ, ψ = 0, the operator α is a diagonal operator in E:
Furthermore, the resolvent (L − λ) −1 satisfies the following identity:
A straightforward calculation now shows that all we need to prove is that
Since the functions u belonging to this linear set are clearly bounded on the support of the function ϕ due to the definition of the operator T so that uϕ ∈ L 2 , the first function in (2.3) belongs to H ± 2 [6] . The second function in (2.3) can be rewritten in the following way:
, the first integral in the last expression belongs to H ± 2 , and so does the second, sinceψf ∈ L 2 (R), by the Riesz theorem [6] .
We now prove that the linear set (
Then, using the boundedness of the operator T once again, (1 1 1+T )f n → (1 1 1+T )(1 1 1−T )u ≡ u as n → ∞, which completes the proof.
Remark 2.1. Given that the operator L is similar to a self-adjoint operator with purely absolutely continuous spectrum, the identity N e = N * e = H can in fact be verified in the general case along the lines of the proof of [15, proposition 3] . Our proof above takes advantage of the simplicity of the Friedrichs model resolvent (L − λ) −1 and thus allows us to describe the set of smooth vectors of the operator and its adjoint explicitly.
In the general case ofφψ = 0, Proposition 2.2 no longer holds (see Section 3). In fact, in the case whenφψ = 0 a.e. the operators L and L * always have purely absolutely continuous spectra.
Proof. By [15] , a vector u belongs to the singular spectral subspace N i if and only if
where P[f ] denotes the Poisson transform (i.e., the integral transformation with the Poisson kernel, [6] ) of the function f . Then
for a.a. k (see [6] ), where we used the notatioñ
for any function f on the real axis such that the right-hand side makes sense. Let u ∈ N i . Then u satisfies the following equation almost everywhere on the real axis:
Multiplying this equation byφ(k) and choosing v such that ψ(x)v(x) = 0 a.e., we conclude that u ≡ 0 on support of the function ϕ. Multiplying (2.5) by ψ(k), we then conclude that u ≡ 0 on the support of the function ψ as well, which leaves us with the identity u(k)v(k) = 0 a.e. for all functions v ∈ L 2 (R), and therefore, necessarily, u ≡ 0 and N i = {0}.
Since, quite analogously, N * i = {0}, this completes the proof.
Consider now the implications of the spectral structure of L provided by Proposition 2.3 on the integral estimates (1.2). Proof. Consider the functional model representation for the operator L (see [7] ). There exists a Hilbert space H ⊃ H such that
, where u = P Hû , P H denoting the orthogonal projection onto H, for all u ∈Ñ e (the set of smooth vectors of the operator L) and for all λ such that Imλ = 0. The same identity holds for the operator L * on all u ∈Ñ * e . This argument completes the proof, since by Proposition 2.3 N e = N * e = H, and hence the linear setsÑ e and N * e are both dense in H.
Remark 2.2.
Note that the last result is of a general nature. Indeed, the proof given is applicable (see [7] and references therein) to non-self-adjoint operators of the form L = A + iV , where A, V are self-adjoint operators in H defined on the domains D(A) and D(V ), respectively; the perturbation V is (A)-bounded, with the relative bound less than 1, i.e. for D(A) ⊂ D(V ) and for some a and b (a < 1) the condition
this case the operator L is well-defined on the domain D(L) = D(A).
Our next goal is to study the implications of some well-known concise tests on the condition of similarity of L to a self-adjoint operator.
First, we recall that the characteristic function Θ(λ) of the operator L is a meromorphic operator function acting in the auxiliary Hilbert space E and defined by the following identity:
and the characteristic function S(λ) of the dissipative operator L ≡ ReL+i α 2 /2 is an analytic operator-function in E, contractive in the upper half-plane and defined by
Recall that in [8] the following theorem is proved: Let
Then the LRG condition (1.3) is necessary and sufficient for the operator L to be similar to a self-adjoint operator. (Note that (2.6) is sufficient for (2.7, see [8] Proof. Without any loss of generality, let ϕ = ψ = 1. Based on the identity for the resolvent of the operator L * , analogous to (2.2), it is not hard to see that in the orthonormal basis {ϕ, ψ} the characteristic function Θ(λ) has the following matrix representation:
Then, using the following identities [8] (
one can obtain the matrix representation of the characteristic function S(λ) in the 'symmetric' basis (cf. Proposition 3.2 below.)
where
These formulae yield:
10)
, ψ(t) and both functions have non-negative imaginary parts when λ ∈ C + . Clearly in this case the function (2.11) tends to 1 when the following conditions are met: 12) and in this case the condition (2.7) is violated. Now let
1−λ | is bounded as λ → 0. Therefore, the chosen functions satisfy the conditions (2.12). On the other hand, the operator L with these functions ϕ and ψ is similar to the self-adjoint operator A, since the corresponding operator T is bounded in L 2 (R).
Recall [12] , that for dissipative operators L, the condition Θ(λ) ≤ C < ∞ for all λ such that Im λ = 0 is necessary and sufficient for the similarity of operator L to a self-adjoint one. If, however, the operator L is non-dissipative, this condition is no longer necessary (although still sufficient) ( see [1] ). We are able to construct a corresponding counterexample in our case. Proof. Let ϕ = X [−1,0] (x) and ψ = X [0,1] (x). Clearly, the operator L is similar to a self-adjoint one. Suppose that the operator-function Θ(λ) is uniformly bounded when Im λ = 0. Then the operator-function X + Θ(λ)X − is also bounded. But the norm of this operator-function is equal to the expression in (2.10) and tends to ∞ as λ → 0.
Spectral structure in the case when the determinant of perturbation is a Nevanlinna function
In this section we consider the case when ϕψ ≥ 0 a.e. on the real axis, so that the determinant of perturbation D(λ) (see (3.3) ) is a Nevanlinna function [6] . First, we will prove the following characterisation of the singular spectral subspace of the non-self-adjoint Friedrichs model operator L defined by (1.1).
Proof. By [15] , a vector u belongs to the singular spectral subspace N i , which is in our case equal to N 0 i , if and only if the condition (2.4) holds. In our case, the resolvent is given by the following expression:
where the determinant of perturbation D(λ) is defined by
v(x) .
Denoting
we then obtain
dxdtu(t)ϕ(t)ψ(x)v(x)K(x, t, k, ε). (3.4)
then the kernel K(x, t, k, ε) of the integral operator corresponding to the expression (3.4) takes the following form:
Taking into account the expression for D(λ) and the assumption ϕ(x)ψ(x) ≥ 0, we see that
is used for all f such that the right-hand side makes sense. The last limit exists almost everywhere on the real axis, see [6] . Consider
as ε → 0 for almost all real k, see [6] .
On the other hand,
as ε → 0 for almost all real k, see [6] . Therefore, for almost all real k the combination of (3.5) and (3.6) yields
dxdtu(t)ϕ(t)ψ(x)v(x)K(x, t, k, ε)
Now let u ∈ N 0 i and let supp u(x) = R. Consider the expression (3.7) on such functions v that supp v = R \ supp u. Since the term
we immediately obtain that in order for u ∈ N 0 i , it is necessary that u ∈ H is a solution to the integral equation (3.1).
If, on the other hand, u ∈ H is a solution to the equation (3.1), then by (3.7)
since the condition ϕ(x)ψ(x) ≥ 0 immediately implies that
The next proposition provides a concise representation for the set of smooth vectorsÑ e of the operator L. Note, that in order to prove this representation, we actually do not need to impose the restriction of ϕ(x)ψ(x) ≥ 0 for a.a. x.
Proposition 3.2. The set of smooth vectorsÑ e of the operator L admits the following representation:
Proof. Denoteφ
Then φ,ψ = 0 and a straightforward algebraic check proves that
Combining these formulae with (3.2), we obtain:
An analogous computation yields the following result for X + α(L − λ) −1 u:
which completes the proof due to the definition ofÑ e , see (2.1).
The next theorem establishes the impact of the LRG condition (1.3) on the permitted spectral structure of the operator under investigation. Proof. Without any loss of generality let λ 0 = 0. Then it is easy to see that u is an eigenvector of L corresponding to this eigenvalue if and only if u(x) = ψ(x)/x ∈ L 2 (R) and the following condition holds:
We will prove that the LRG condition does not hold as long as ϕ(x)/x ∈ L 2 (R) and is therefore not an eigenvector of the operator L * . Consider 
(3.9) By the Schwartz inequality,
x 2 dx → 0 as ε → 0 by the Lebesque theorem. Taking into account that
as ε → 0 by the same argument, we conclude that
and therefore in our setting the condition (1.3) is satisfied only if
. Such choice of function h is clearly always possible as long as ψ(x)/x ∈ L 2 (R). Then the denominator in (3.10) admits the following estimate:
and it remains to show that as long as ϕ(x)/x ∈ L 2 (R) the following holds:
as ε → 0, and hence the LRG condition (1.3) is violated.
To observe this, choose E 1 and fix δ 0 = δ 0 (h, E) > 0 such that
This is possible since h(x) → 0 as x → 0. Now let us choose an ε 0 such that for all ε < ε 0
and, consequently,
Such a choice is clearly possible as long as
Then for all ε < ε 0 one has the following estimate:
which completes the proof, since E can be chosen to be arbitrarily small. In this section we will study the operator L defined by (1.1) in one special case. Namely, we impose a restriction that the singular subspace N i of L and the singular subspace N * i of L * are generated by the eigenvectors of the operators L and L * , respectively. We rigorously formulate this restriction in the form of a hypothesis. as ε → 0, and therefore the condition (4.2) is equivalent to the following one:
Taking into account that the left-hand side in (4.3) has a finite limit for each k as ε → 0, we arrive at the conclusion that the condition (4.3) is in turn equivalent to
which completes the proof. Proof. First, observe that under the conditions of Hypothesis A the following condition is satisfied:
Indeed, as was established in the course of the proof of Lemma 4.1,
Therefore,
Consider a vector u ∈ N i of the form
By Hypothesis A such vectors are dense in the subspace N i . On the other hand, the operator P n defined by the identity
is well-defined and bounded on such vectors u. Hence, taking into account (4.4), its closure is the projection in N i onto the vector u n along the subspace N
Since it is obvious that the condition (4.1) implies
uniformly with respect to n, the set {u n } ∞ n=1 forms a Riesz basis [2] in the subspace N i .
In order to prove (ii), consider the operator P on H given by
The operator P is well-defined on H. Indeed, P | N e = 0, since N e = H N * i , and
forms a Riesz basis in the subspace N * i (see [2] ). Combined with (4.1) this clearly implies that the operator P is bounded in H. On the other hand, since obviously P u n = u n for all n, P is the projection onto N i along N e and its boundedness implies that the angle between these two subspaces is positive. Therefore, we arrive at the following result: It is easy to check that Theorem 3.3, Lemma 4.1 (and therefore Theorem 4.3) hold with the same proof if the LRG condition (1.3) is replaced by the weaker condition (4.7). Therefore, under Hypothesis A and (at least) condition (4.7), the effect of non-similarity to any self-adjoint operator may occur only due to an 'unfavourable' structure of the absolutely continuous part of the spectrum.
We now explicitly construct a family of operators L of the class considered, i.e., a family of operators possessing the properties described in Hypothesis A. 
where a k , b k > 0 for all k. Then the condition ϕ(x)ψ(x) ≥ 0 is obviously satisfied everywhere on the real axis. Furthermore, ψ(x)/x ∈ L 2 (R), which is clearly equivalent to the following:
Consider the function I(t) = ϕ(x)ψ(x)
x−t dx on the interval t ∈ (d k −g k+1 , d k +g k ) for some fixed k. It is obviously well-defined on this interval and
Then a straightforward estimate shows that the function Σ(t) is uniformly bounded on any of the intervals
Furthermore, it is easy to see that Σ ∈ C ∞ (∆ k ). Consider
In this decomposition, Σ 1 (t) is positive when t ∈ ∆ k and monotonically increasing; the function Σ 2 (t) is obviously negative and monotonically increasing as well; finally, sup 
