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A quasi-Monte Carlo Method for an Optimal Control Problem Under Uncertainty∗
Philipp A. Guth† , Vesa Kaarnioja‡ , Frances Y. Kuo‡ , Claudia Schillings† , and Ian H. Sloan‡
Abstract. We study an optimal control problem under uncertainty, where the target function is the solution of
an elliptic partial differential equation with random coefficients, steered by a control function. The
robust formulation of the optimization problem is stated as a high-dimensional integration prob-
lem over the stochastic variables. It is well known that carrying out a high-dimensional numerical
integration of this kind using a Monte Carlo method has a notoriously slow convergence rate; mean-
while, a faster rate of convergence can potentially be obtained by using sparse grid quadratures, but
these lead to discretized systems that are non-convex due to the involvement of negative quadrature
weights. In this paper, we analyze instead the application of a quasi-Monte Carlo method, which
retains the desirable convexity structure of the system and has a faster convergence rate compared
to ordinary Monte Carlo methods. In particular, we show that under moderate assumptions on the
decay of the input random field, the error rate obtained by using a specially designed, randomly
shifted rank-1 lattice quadrature rule is essentially inversely proportional to the number of quadra-
ture nodes. The overall discretization error of the problem, consisting of the dimension truncation
error, finite element discretization error and quasi-Monte Carlo quadrature error, is derived in detail.
We assess the theoretical findings in numerical experiments.
Key words. optimal control, uncertainty quantification, quasi-Monte Carlo method, PDE-constrained opti-
mization with uncertain coefficients, optimization under uncertainty
AMS subject classifications. 49J20, 65D30, 65D32
1. Introduction. In this paper we consider an optimal control problem in the presence
of uncertainty: the target function is the solution of an elliptic partial differential equation
(PDE), steered by a control function, and having a random field as input coefficient. The
random field is in principle infinite-dimensional, and in practice might need a large finite
number of terms for accurate approximation. The novelty lies in the use and analysis of a
specially designed quasi-Monte Carlo method to approximate the possibly high-dimensional
integrals with respect to the stochastic variables.
Specifically, we consider the optimal control problem of finding
(1.1) min
z∈L2(Ω)
J(u, z) , J(u, z) :=
1
2
∫
Ξ
∫
Ω
(u(x,y)− u0(x))2 dx dy + α
2
∫
Ω
z(x)2 dx ,
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subject to the partial differential equation
−∇ · (a(x,y)∇u(x,y)) = z(x) x ∈ Ω , y ∈ Ξ ,(1.2)
u(x,y) = 0 x ∈ ∂Ω , y ∈ Ξ ,(1.3)
zmin(x) ≤ z(x) ≤ zmax(x) a.e. in Ω ,(1.4)
for α > 0 and a bounded domain Ω ⊂ Rd with Lipschitz boundary ∂Ω, where d = 1, 2 or 3.
Further we assume
u0, zmin, zmax ∈ L2(Ω) ,
zmin ≤ zmax a.e. in L2(Ω) .(1.5)
Hence Z, the set of feasible controls, is defined by
Z = {z ∈ L2(Ω) : zmin ≤ z ≤ zmax a.e. in Ω} .
Note that Z is bounded, closed and convex and by (1.5) it is non-empty.
The gradients in (1.2) are understood to be with respect to the physical variable x ∈ Ω,
whereas y ∈ Ξ is an infinite-dimensional vector y = (yj)j≥1 consisting of a countable number
of parameters yj, which are assumed to be independently and identically distributed (i.i.d.)
uniformly in [−12 , 12 ] and we denote
Ξ :=
[−12 , 12]N .
The parameter y is then distributed on Ξ with probability measure µ, where
µ(dy) =
⊗
j≥1
dyj = dy
is the uniform probability measure on Ξ.
The input uncertainty is described by the parametric diffusion coefficient a(x,y) in (1.2),
which is assumed to depend linearly on the parameters yj , i.e.,
(1.6) a(x,y) = a¯(x) +
∑
j≥1
yj ψj(x) , x ∈ Ω , y ∈ Ξ .
In order to ensure that the diffusion coefficient a(x,y) is well defined for all y ∈ Ξ, we assume
a¯ ∈ L∞(Ω) ,
∑
j≥1
‖ψj‖L∞(Ω) <∞ .(1.7)
Later in this article we shall impose a number of assumptions on the coefficients a(x,y) as
required.
A comprehensive overview of other possible formulations of the optimal control problem
(1.1)–(1.4) can be found, e.g., in [1, 2]. They differ primarily in the computational cost and
the robustness of the control with respect to the uncertainty. A lot of work [1, 3, 16, 19] has
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been done on formulations with stochastic controls, i.e., when the control depends directly on
the uncertainty. Since practitioners often require a single deterministic control, the so-called
robust deterministic formulation (1.1)–(1.4) has received increasing attention in the recent
past. This deterministic reformulation of the optimal control problem is based on a risk
measure, such as the expected value, the conditional value-at-risk [17] or the combination of
the expected value and the variance [29]. Approaches to solve the resulting robust optimization
problems include, e.g., Taylor approximation methods [4], sparse grids [15, 17] and multilevel
Monte Carlo methods [29]. Multilevel Monte Carlo methods have first been analyzed for
robust optimal control problems in the fundamental work [29]. Together with confirming
numerical evidence, the theory in [29] shows the vast potential cost savings resulting from the
application of multilevel Monte Carlo methods. Monte Carlo based methods do not require
smoothness of the integrand with respect to the uncertain parameters. However, for many
robust optimization problems, the integrands in the robust formulations are in fact smooth
with respect to the uncertainty.
In this paper we propose the application of a quasi-Monte Carlo method to approximate
the expected values with respect to the uncertainty. Quasi-Monte Carlo methods have been
shown to perform remarkably well in the application to PDEs with random coefficients [8,
9, 12, 14, 21, 22, 23, 24, 25, 26]. The reason behind their success is that it is possible to
design quasi-Monte Carlo rules with error bounds not dependent on the number of uncertain
variables, which achieve faster convergence rates compared to Monte Carlo methods in case of
smooth integrands. In addition, quasi-Monte Carlo methods preserve the convexity structure
of the optimal control problem due to their nonnegative (equal) quadrature weights. This
work focuses on error estimates and convergences rates for the dimension truncation, the finite
element discretization and the quasi-Monte Carlo quadrature, which are presented together
with confirming numerical experiments.
This paper is structured as follows. The parametric weak formulation of the PDE prob-
lem is given in Section 2. The corresponding optimization problem is discussed in Section 3,
with the unique solvability of the optimization problem considered in Subsection 3.1 and the
requisite optimality conditions given in Subsection 3.2. The gradient descent algorithm and
its projected variant as they apply to our problem are presented in Subsection 4.1 and Sub-
section 4.2, respectively. The error analysis of Section 5 contains the main new theoretical
results of this paper. Subsection 5.1 is concerned with the dimension truncation error, while
Subsection 5.2 addresses the finite element discretization error of the PDE problem. The regu-
larity of the adjoint PDE problem is the topic of Subsection 5.3, which leads to Subsection 5.4
covering the quasi-Monte Carlo (QMC) integration error. Subsection 5.5 details the design of
optimally chosen weights for the QMC algorithm. Finally, the combined error and convergence
rates for the PDE-constrained optimization problem are summarized in Subsection 5.6.
2. Parametric weak formulation. We state the variational formulation of the parametric
elliptic boundary value problem (1.2) and (1.3) for each value of the parameter y ∈ Ξ together
with sufficient conditions for the existence and uniqueness of solutions.
Our variational setting of (1.2) and (1.3) is based on the Sobolev space H10 (Ω) and its
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dual space H−1(Ω) with the norm in H10 (Ω) defined by
‖v‖H10 (Ω) := ‖∇v‖L2(Ω) .
The duality between H10 (Ω) and H
−1(Ω) is understood to be with respect to the pivot space
L2(Ω), which we identify with its own dual. We denote by 〈·, ·〉 the L2(Ω) inner product and
the duality pairing between H10 (Ω) and H
−1(Ω). We introduce the continuous embedding
operators E1 : L
2(Ω) → H−1(Ω) and E2 : H10 (Ω) → L2(Ω), with the embedding constants
c1, c2 > 0 for the norms
‖v‖H−1(Ω) ≤ c1‖v‖L2(Ω) ,(2.1)
‖v‖L2(Ω) ≤ c2‖v‖H10 (Ω) .(2.2)
For fixed y ∈ Ξ, we obtain the following parameter-dependent weak formulation of the
parametric deterministic boundary value problem (1.2) and (1.3): for y ∈ Ξ find u(·, y) ∈
H10 (Ω) such that
(2.3)
∫
Ω
a(x,y)∇u(x,y) · ∇v(x) dx =
∫
Ω
z(x)v(x) dx ∀v ∈ H10 (Ω) .
The parametric bilinear form b(y ;w, v) for y ∈ Ξ is given by
(2.4) b(y;w, v) :=
∫
Ω
a(x,y)∇w(x) · ∇v(x) dx ∀w, v ∈ H10 (Ω) ,
allowing us to write the weak form of the PDE as
b(y;u(·, y), v) = 〈z, v〉 ∀v ∈ H10 (Ω) .(2.5)
Throughout this paper we assume in addition to (1.6) and (1.7) that
0 < amin ≤ a(x,y) ≤ amax <∞ , x ∈ Ω , y ∈ Ξ ,
for some positive real numbers amin and amax. Then the parametric bilinear form is continuous
and coercive on H10 (Ω)×H10 (Ω), i.e., for all y ∈ Ξ and all w, v ∈ H10 (Ω) we have
b(y; v, v) ≥ amin ‖v‖2H10 (Ω) and |b(y ;w, v)| ≤ amax ‖w‖H10 (Ω) ‖v‖H10 (Ω) .
With the Lax–Milgram lemma we may then infer that for every z ∈ H−1(Ω) and given y ∈ Ξ,
there exists a unique solution to the parametric weak problem: find u(·, y) ∈ H10 (Ω) such that
(2.5) holds. Hence we obtain the following result, which can also be found, e.g., in [6] and
[24].
Theorem 2.1. For every z ∈ H−1(Ω) and every y ∈ Ξ, there exists a unique solution
u(·, y) ∈ H10 (Ω) of the parametric weak problem (2.3) (or equivalently, (2.5)), which satisfies
‖u(·, y)‖H10 (Ω) ≤
‖z‖H−1(Ω)
amin
.
In particular, because of (2.1) it holds for z ∈ L2(Ω) that
(2.6) ‖u(·, y)‖H10 (Ω) ≤
c1‖z‖L2(Ω)
amin
.
A QMC METHOD FOR AN OPTIMAL CONTROL PROBLEM 5
3. The optimization problem. For the discussion of existence and uniqueness of solutions
of the optimal control problem (1.1)–(1.4), we reformulate the problem to depend on z only,
a form often referred to as the reduced form of the problem.
Due to (2.2) we can interpret the solution operator as a linear continuous operator with
image in L2(Ω), which leads to the following definition.
Definition 3.1. For arbitrary y ∈ Ξ we call the unique mapping Sy : L2(Ω)→ L2(Ω), which
for every y ∈ Ξ assigns to each f ∈ L2(Ω) the unique solution g ∈ L2(Ω) of the weak problem:
find g ∈ H10 (Ω) such that
b(y; g, v) = 〈f, v〉 ∀v ∈ H10 (Ω) .
Note that the solution operator Sy depends on y ∈ Ξ as indicated by the subscript.
Further, Sy is a self-adjoint operator, i.e., Sy = S
∗
y , where S
∗
y is defined by 〈S∗y g, f〉 = 〈g, Syf〉
∀f, g ∈ L2(Ω). The self-adjoint property holds since for all f, g ∈ L2(Ω) we have 〈S∗y g, f〉 =
〈g, Syf〉 = b(y ;Syg, Syf) = 〈Syg, f〉. In the following we will omit the ∗ in S∗y .
By Definition 3.1 and (2.5) it clearly holds that u(·, y) = Syz for every y ∈ Ξ. Therefore
we can write
u(·, y, z) := Syz
as a function of z and call it the state corresponding to the control z ∈ L2(Ω). The optimal
control problem then becomes a quadratic problem in the Hilbert space L2(Ω): find
(3.1) min
z∈Z
J(z) , J(z) :=
1
2
∫
Ξ
‖Syz − u0‖2L2(Ω) dy +
α
2
‖z‖2L2(Ω) .
3.1. Existence and uniqueness of solutions. Results on the existence of solutions for
formulations of the optimization problem with stochastic controls, i.e., where it is assumed
that the control z is dependent on the parametric variable y, can be found, e.g., in [3] and
[19]. In [17] an existence result for solutions of a risk-averse PDE-constrained optimization
problem is stated, where the objective is to minimize the conditional value-at-risk (CVaR).
Theorem 3.2. There exists a unique optimal solution z∗ of the problem (3.1).
Proof. By assumption (1.5) there exists a z0 ∈ Z. For any z ∈ Z satisfying ‖z‖2L2(Ω) >
2
αJ(z0) it holds that
J(z) =
1
2
∫
Ξ
‖Syz − u0‖2L2(Ω) dy +
α
2
‖z‖2L2(Ω) ≥
α
2
‖z‖2L2(Ω) > J(z0) .
Hence, to find the optimal control z∗, we can restrict to the set Z˜ := Z ∩ {z ∈ L2(Ω) :
‖z‖2L2(Ω) ≤ 2αJ(z0)}. As J(z) ≥ 0, the infimum J˜ := infz∈Z˜ J(z) exists. Hence there exists a
sequence (zi)i ⊂ Z˜ such that J(zi)→ J˜ as i→∞. Since Z˜ is bounded, closed and convex it
is weakly sequentially compact. Therefore there exists a subsequence (zik)k, which converges
weakly to z∗ ∈ Z˜, i.e., 〈zik , v〉 → 〈z∗, v〉 ∀v ∈ L2(Ω) as k → ∞. Since ‖Syz − u0‖2L2(Ω) as a
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function of z is convex and continuous it is weakly lower semicontinuous. In consequence we
have
‖Syz∗ − u0‖2L2(Ω) ≤ lim infk→∞ ‖Syzik − u0‖
2
L2(Ω) .
It follows that
J(z∗) =
1
2
∫
Ξ
‖Syz∗ − u0‖2L2(Ω) dy +
α
2
‖z∗‖2L2(Ω)
≤ 1
2
∫
Ξ
lim inf
k→∞
‖Syzik − u0‖2L2(Ω) dy + lim infk→∞
α
2
‖zik‖2L2(Ω)
≤ lim inf
k→∞
J(zik) = J˜ ,
where the last step follows by Fatou’s lemma. As J˜ is the infimum of all possible values J(z)
and z∗ ∈ Z˜, it follows that J(z∗) = J˜ and hence z∗ is an optimal control. The uniqueness
follows from the strict convexity of J .
3.2. Optimality conditions. From standard optimization theory for convex J , we know
that z∗ solves (3.1) if and only if the representer J ′ of the Fre´chet derivative of J satisfies the
variational inequality 〈J ′(z∗), z − z∗〉 ≥ 0 ∀z ∈ Z. It can be shown that
J ′(z) =
∫
Ξ
Sy(Syz − u0) dy + αz .(3.2)
In the following we call J ′(z) the gradient of J(z).
Definition 3.3. For every y ∈ Ξ and every z ∈ Z, with u(·, y, z) = Syz we call q(·, y, z) :=
Sy(Syz−u0) = Sy(u(·, y, z)−u0) ∈ L2(Ω) the adjoint state corresponding to the control z and
the state u(·, y, z).
Note that q(·, y, z) ∈ L2(Ω) is by Definition 3.3 the unique solution of the adjoint parametric
weak problem: find q(·, y, z) ∈ H10 (Ω) such that
b(y ; q(·, y, z), w) = 〈(u(·, y , z)− u0), w〉 ∀w ∈ H10 (Ω) ,(3.3)
where u(·, y, z) is the unique solution of
b(y;u(·, y, z), v) = 〈z, v〉 ∀v ∈ H10 (Ω) .(3.4)
The following result is a corollary to Theorem 2.1.
Corollary 3.4. For every z ∈ L2(Ω) and every y ∈ Ξ, there exists a unique solution
q(·, y, z) ∈ H10 (Ω) of the parametric weak problem (3.3), which satisfies
(3.5) ‖q(·, y, z)‖H10 (Ω) ≤
c1‖u(·, y , z)− u0‖L2(Ω)
amin
≤ Cq
(‖z‖L2(Ω) + ‖u0‖L2(Ω)) ,
where Cq := max
(
c1
amin
,
c21c2
a2min
)
and c1, c2 > 0 are the embedding constants in (2.1) and (2.2).
A QMC METHOD FOR AN OPTIMAL CONTROL PROBLEM 7
As a consequence of (3.2) and Definition 3.3 we get
J ′(z) =
∫
Ξ
q(·, y, z) dy + αz ,(3.6)
which directly leads to the following result.
Lemma 3.5. A control z∗ ∈ Z solves (3.1) if and only if〈∫
Ξ
q(·, y, z∗) dy + αz∗, z − z∗
〉
≥ 0 ∀z ∈ Z ,(3.7)
where q(·, y, z∗) is the adjoint state corresponding to z∗.
The variational inequality 〈J ′(z∗), z − z∗〉 ≥ 0 ∀z ∈ Z holds if and only if there exist
a.e. nonnegative functions µa, µb ∈ L2(Ω) such that J ′(z∗) − µa + µb = 0 and that the
complementary constraints (z∗ − zmin)µa = (zmax − z∗)µb = 0 are satisfied a.e. in Ω, cf. [28,
Theorem 2.29]. Thus we obtain the following KKT-system.
Theorem 3.6. A control z∗ ∈ L2(Ω) is the unique minimizer of (3.1) if and only if it
satisfies the following KKT-system:
−∇ · (a(x,y)∇u(x,y, z∗)) = z∗(x) x ∈ Ω , y ∈ Ξ ,
u(x,y, z∗) = 0 x ∈ ∂Ω , y ∈ Ξ ,
−∇ · (a(x,y)∇q(x,y, z∗)) = u(x,y, z∗)− u0(x) x ∈ Ω , y ∈ Ξ ,
q(x,y, z∗) = 0 x ∈ ∂Ω , y ∈ Ξ ,∫
Ξ
q(x,y, z∗) dy + αz∗(x)− µa(x) + µb(x) = 0 x ∈ Ω ,
zmin(x) ≤ z∗(x) ≤ zmax(x) , µa(x) ≥ 0 , µb(x) ≥ 0 , x ∈ Ω ,
(z∗(x)− zmin(x))µa(x) = (zmax(x)− z∗(x))µb(x) = 0 , x ∈ Ω .
(3.8)
4. Gradient descent algorithms. We present a gradient descent algorithm to solve the
optimal control problem for the case without control constraints (Z = L2(Ω)) in Subsec-
tion 4.1 and a projected variant of the algorithm for the problem with control constraints in
Subsection 4.2.
4.1. Gradient descent. Consider problem (3.1) with zmin = −∞ and zmax = ∞, i.e.,
Z = L2(Ω). Then µa = 0 = µb and z∗ is unique minimizer of (3.1) if and only if J ′(z∗) = 0.
To find the minimizer z∗ of J we use the gradient descent method, for which the descent
direction is given by the negative gradient −J ′, see Algorithm 4.1.
Note that in every iteration in Algorithm 4.1 several evaluations of q are required in order
to approximate the infinite-dimensional integral
∫
Ξ q(·, y, z) dy in the gradient of J , see (3.7).
Further, for each evaluation of q one needs to solve the state PDE and the adjoint PDE.
Theorem 4.1. For arbitrary starting values z0 ∈ L2(Ω) and zmin = −∞ and zmax = ∞,
the sequence {zi} generated by Algorithm 4.1 satisfies J ′(zi)→ 0 as i→∞ and the sequence
converges to the unique solution z∗ of (3.1).
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Algorithm 4.1 Gradient descent
Input: starting value z ∈ L2(Ω)
1: while ‖J ′(z)‖L2(Ω) >TOL do
2: find step size η using Algorithm 4.2
3: set z := z − ηJ ′(z)
4: end while
Algorithm 4.2 Armijo rule
Input: current z, parameters β, γ ∈ (0, 1)
Output: step size η > 0
1: set η := 1
2: while J(z − ηJ ′(z)) − J(z) > −ηγ‖J ′(z)‖2L2(Ω) do
3: set η := βη
4: end while
Proof. The first part is shown in [13, Theorem 2.2]. Now let z∗ be the unique solution of
(3.1). Then
α‖zi − z∗‖2L2(Ω) ≤
∫
Ξ
‖Sy(zi − z∗)‖2L2(Ω) dy + α‖zi − z∗‖2L2(Ω)
=
〈
zi − z∗,
∫
Ξ
(SySy + αI)(zi − z∗) dy
〉
=
〈
zi − z∗,
∫
Ξ
((SySy + αI)zi − Syu0) dy
〉
=
〈
zi − z∗, J ′(zi)
〉 ≤ ‖zi − z∗‖L2(Ω)‖J ′(zi)‖L2(Ω) ,
where we used Fubini’s Theorem in the first equality and then
∫
Ξ q(·, y, z∗) dy = −αz∗. Hence
we obtain
‖zi − z∗‖L2(Ω) ≤
1
α
‖J ′(zi)‖L2(Ω) → 0 as i→∞ ,
and thus zi → z∗ in L2(Ω). Further, by continuity of J it follows that J(zi)→ J(z∗).
4.2. Projected gradient descent. Consider now problem (3.1) with
−∞ < zmin < zmax <∞ a.e. in Ω ,
i.e., Z ( L2(Ω). The application of Algorithm 4.1 to feasible zi might lead to infeasibility of
zi − ηJ ′(zi) even for small stepsizes η > 0. On the other hand, considering only those η > 0
for which zi−ηJ ′(zi) stays feasible is not viable since this might result in very small step sizes
η.
To incorporate these constraints we use the projection PZ onto Z given by
(4.1) PZ(z)(x) = P[zmin(x),zmax(x)](z(x)) = max(zmin(x),min(z(x), zmax(x))) ,
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Algorithm 4.3 Projected gradient descent
Input: feasible starting value z ∈ Z
1: while ‖z − PZ(z − J ′(z))‖L2(Ω) >TOL do
2: find step size η using Algorithm 4.4
3: set z := PZ(z − ηJ ′(z))
4: end while
Algorithm 4.4 Projected Armijo rule
Input: current z, parameters β, γ ∈ (0, 1)
Output: step size η > 0
1: set η := 1
2: while J(PZ(z − ηJ ′(z))) − J(z) > −γη‖z − PZ(z − ηJ ′(z))‖2L2(Ω) do
3: set η := βη
4: end while
and perform a line search along the projected path {PZ(zi− ηJ ′(zi)) : η > 0}. One can show
([13, Lemma 1.10]) that the variational inequality (3.7) is equivalent to z∗−PZ(z∗−J ′(z∗)) = 0.
This leads to Algorithm 4.3, which is justified by Theorem 4.2.
Theorem 4.2. For feasible starting values z0 ∈ Z, the sequence {zi} generated by Algo-
rithm 4.3 satisfies
lim
i→∞
‖zi − PZ(zi − J ′(zi))‖L2(Ω) = 0 ,
where PZ is defined by (4.1). Moreover, the sequence {zi} converges to the unique solution z∗
of (3.1).
Proof. For the proof of the first result we refer to [13, Theorem 2.4]. By construction
J(zi) is monotonically decreasing in i and J(z) ≥ 0 for all z ∈ L2(Ω). Thus we know
limi→∞ J(zi) = J˜ = infi∈N J(zi). Together with the projected Armijo rule in Algorithm 4.4
this further implies
J(zi+1)− J(zi) ≤ − γ
ηi
‖zi − PZ(zi − ηiJ ′(zi))‖2L2(Ω) = −
γ
ηi
‖zi − zi+1‖2L2(Ω) → 0 ,
and thus zi → z˜ in L2(Ω) as i→∞, for some z˜ ∈ Z. By continuity of ‖ · ‖L2(Ω), continuity of
J ′(·) and continuity of PZ(·) we know
lim
i→∞
‖zi − PZ(zi − J ′(zi))‖L2(Ω) = ‖ lim
i→∞
zi − PZ( lim
i→∞
zi − J ′( lim
i→∞
zi))‖L2(Ω)
= ‖z˜ − PZ(z˜ + J ′(z˜))‖L2(Ω) = 0 ,
which is equivalent to
z˜ − PZ(z˜ − J ′(z˜)) = 0 .
Thus z˜ satisfies the variational inequality (3.7) and is the unique minimizer z∗ of (3.1).
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5. Discretization of the problem and error expansion. In the following we consider an
approximation/discretization of problem (1.1)–(1.4). Given s ∈ N and y ∈ Ξ, we notice that
truncating the sum in (1.6) after s terms is the same as setting yj = 0 for j ≥ s+1. For every
y ∈ Ξ we denote the unique solution of the parametric weak problem (3.4) corresponding to
the dimensionally truncated diffusion coefficient a(·, (y1, y2, . . . , ys, 0, 0, . . .)) by us(·, y, z) :=
u(·, (y1, y2, . . . , ys, 0, 0, . . .), z). Similarly we write qs(·, y, z) := q(·, (y1, y2, . . . , ys, 0, 0, . . .), z)
for any y ∈ Ξ for the unique solution of the adjoint parametric weak problem (3.3) corre-
sponding to the dimensionally truncated diffusion coefficient and truncated right-hand side
us(·, y, z)− u0.
We further assume that we have access only to a finite element discretization us,h(·, y, z)
of the truncated solution to (3.4), to be defined precisely in Subsection 5.2, and we write
qs,h(·, y, z) for the truncated adjoint state corresponding to us,h(·, y, z).
By abuse of notation we also write us(·, y, z) = us(·, y{1:s}, z) = Sy{1:s}z and qs(·, y, z) =
qs(·, y{1:s}, z) in conjunction with us,h(·, y, z) = us,h(·, y{1:s}, z) = Sy{1:s},hz and qs,h(·, y, z) =
qs,h(·, y{1:s}, z) for s-dimensional y{1:s} ∈ Ξs :=
[−12 , 12]s. Here and in the following {1 : s} is a
shorthand notation for the set {1, 2, . . . , s} and y{1:s} denotes the variables yj with j ∈ {1 : s}.
Finally we use an n-point quasi-Monte Carlo approximation for the integral over Ξs leading
to the following discretization of (3.1)
min
z∈Z
Js,h,n(z) , Js,h,n(z) :=
1
2n
n∑
i=1
‖Sy(i),hz − u0‖2L2(Ω) +
α
2
‖z‖2L2(Ω) ,(5.1)
for quadrature points y(i) ∈ Ξs, i ∈ {1, . . . , n}, to be defined precisely in Subsection 5.4.
In analogy to (3.6) it follows that the gradient of Js,h,n, i.e., the representer of the Fre´chet
derivative of Js,h,n is given by
J ′s,h,n(z) =
1
n
n∑
i=1
qs,h(·, y (i), z) + αz .
Due to the positive weights of the quadrature rule, (5.1) is still a convex minimization problem.
Existence and uniqueness of the solution z∗s,h,n of (5.1) follow by the previous arguments.
Quasi-Monte Carlo methods are designed to have convergence rates superior to Monte Carlo
methods. Other candidates for obtaining faster rates of convergence include, e.g., sparse grid
methods, but the latter involve negative weights, meaning that the corresponding discretized
optimization problem will be generally non-convex, see, e.g., [15].
Theorem 5.1. Let z∗ be the unique minimizer of (3.1) and let z∗s,h,n be the unique minimizer
of (5.1). It holds that
‖z∗ − z∗s,h,n‖L2(Ω) ≤
1
α
∥∥∥∥∥
∫
Ξ
q(·, y, z∗) dy − 1
n
n∑
i=1
qs,h(·, y (i), z∗)
∥∥∥∥∥
L2(Ω)
,(5.2)
for quadrature points y(i) ∈ [−12 , 12]s, i ∈ {1, . . . , n}.
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Proof. By the optimality of z∗s,h,n it holds for all z ∈ Z that 〈J ′s,h,n(z∗s,h,n), z − z∗s,h,n〉 ≥ 0
and thus in particular 〈J ′s,h,n(z∗s,h,n), z∗ − z∗s,h,n〉 ≥ 0. Similarly it holds for all z ∈ Z that
〈J ′(z∗), z− z∗〉 ≥ 0 and thus in particular 〈−J ′(z∗), z∗− z∗s,h,n〉 ≥ 0. Adding these inequalities
leads to
〈J ′s,h,n(z∗s,h,n)− J ′(z∗), z∗ − z∗s,h,n〉 ≥ 0 .
Thus
α‖z∗ − z∗s,h,n‖2L2(Ω) ≤ α‖z∗ − z∗s,h,n‖2L2(Ω) +
〈
J ′s,h,n(z
∗
s,h,n)− J ′(z∗), z∗ − z∗s,h,n
〉
=
〈
J ′s,h,n(z
∗
s,h,n)− αz∗s,h,n − J ′(z∗) + αz∗, z∗ − z∗s,h,n
〉
=
〈
J ′s,h,n(z
∗
s,h,n)− αz∗s,h,n − J ′s,h,n(z∗) + αz∗, z∗ − z∗s,h,n
〉
+
〈
J ′s,h,n(z
∗)− αz∗ − J ′(z∗) + αz∗, z∗ − z∗s,h,n
〉
= − 1
n
n∑
i=1
‖us,h(·, y(i), z∗s,h,n)− us,h(·, y (i), z∗)‖2L2(Ω)
+
〈
1
n
n∑
i=1
qs,h(·, y (i), z∗)−
∫
Ξ
q(·, y, z∗) dy, z∗ − z∗s,h,n
〉
≤
∥∥∥∥∥ 1n
n∑
i=1
qs,h(·, y (i), z∗)−
∫
Ξ
q(·, y, z∗) dy
∥∥∥∥∥
L2(Ω)
‖z∗ − z∗s,h,n‖L2(Ω) ,
where in the fourth step we used the fact that J ′s,h,n(z
∗
s,h,n) − αz∗s,h,n − J ′s,h,n(z∗) + αz∗ =
1
n
∑n
i=1(Sy(i),h(Sy(i),hz
∗
s,h,n) − Sy(i),h(Sy(i),hz∗)) together with the self-adjointness of the op-
erator Sy(i),h in order to obtain
1
n
∑n
i=1〈Sy(i),h(Sy(i),hz∗s,h,n) − Sy(i),h(Sy(i),hz∗), z∗ − z∗s,h,n〉 =
− 1n
∑n
i=1 ‖us,h(·, y(i), z∗s,h,n)− us,h(·, y (i), z∗)‖L2(Ω) . The result then follows from α > 0.
We can split up the error on the right-hand side in (5.2) into dimension truncation error,
FE discretization error and QMC quadrature error as follows
∫
Ξ
q(x,y, z) dy − 1
n
n∑
i=1
qs,h(x,y
(i), z) =
∫
Ξ
(q(x,y, z)− qs(x,y, z)) dy︸ ︷︷ ︸
truncation error
(5.3)
+
∫
Ξs
(
qs(x,y{1:s}, z)− qs,h(x,y{1:s}, z)
)
dy{1:s}︸ ︷︷ ︸
FE discretization error
+
∫
Ξs
qs,h(x,y{1:s}, z) dy{1:s} −
1
n
n∑
i=1
qs,h(x,y
(i), z)︸ ︷︷ ︸
QMC quadrature error
.
These errors can be controlled as shown in Theorem 5.2, Theorem 5.4 and Theorem 5.7 below.
The errors will be analysed separately in the following subsections.
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5.1. Truncation error. The proof of the following theorem is motivated by [10]. How-
ever, in this paper we do not apply a bounded linear functional to the solution of the PDE
q(·, y, z). Moreover, the right-hand side u(·, y, z) − u0 of the adjoint PDE depends on the
parametric variable y. Further, we do not need the explicit assumption that the fluctuation
operators Bj (see below) are small with respect to the mean field operator A(0) (see below),
i.e.,
∑
j≥1 ‖A−1(0)Bj‖L(H10 (Ω)) ≤ κ < 2, cf. [10, Assumption 1]. Here and in the following
L(H10 (Ω)) denotes the space of all bounded linear operators in H10 (Ω). For these reasons the
proof of our result differs significantly from the proof in [10].
To state the proof of the subsequent theorem, we introduce the following notation: for
a multi-index ν = (νj)j with νj ∈ {0, 1, 2, . . .}, we denote its order |ν | :=
∑
j≥1 νj and its
support as supp(ν) := {j ≥ 1 : νj ≥ 1}. Furthermore, we denote the countable set of all
finitely supported multi-indices by
D := {ν ∈ N∞0 : |supp(ν)| <∞} .
Let bj be defined by
bj :=
‖ψj‖L∞(Ω)
amin
, j ≥ 1 .(5.4)
Then we write b := (bj)j≥1 and b
ν :=
∏
j≥1 b
νj
j .
Theorem 5.2 (Truncation error). Assume there exists 0 < p < 1 such that∑
j≥1
‖ψj‖pL∞(Ω) <∞ .
In addition let the ψj be ordered such that ‖ψj‖L∞(Ω) are nonincreasing:
‖ψ1‖L∞(Ω) ≥ ‖ψ2‖L∞(Ω) ≥ ‖ψ3‖L∞(Ω) ≥ · · · .
Then for z ∈ L2(Ω), for every y ∈ Ξ, and every s ∈ N, the truncated adjoint solution qs(·, y, z)
satisfies ∥∥∥∥∫
Ξ
(q(·, y, z) − qs(·, y, z)) dy
∥∥∥∥
L2(Ω)
≤ C (‖z‖L2(Ω) + ‖u0‖L2(Ω)) s−( 2p−1) ,(5.5)
for some constant C > 0 independent of s, z and u0.
Proof. First we note that the result holds trivially without the factor s−(2/p−1) in the error
estimate. This is true since Corollary 3.4 holds for the special case y = (y1, y2, . . . , ys, 0, 0, . . .),
and so (5.5) holds without the factor s−(2/p−1) for C = 2c2Cq. As a consequence, it is sufficient
to prove the result for sufficiently large s, since it will then hold for all s, by making, if
necessary, an obvious adjustment of the constant. To this end we define A = A(y) : H10 (Ω)→
H−1(Ω) by
〈A(y)w, v〉 := b(y;w, v) ∀v,w ∈ H10 (Ω) ,
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and As(y) := A((y1, y2, . . . , ys, 0, 0, . . .)). Both A(y) and As(y) are boundedly invertible op-
erators from H10 (Ω) to H
−1(Ω) since for all y ∈ Ξ it holds for w ∈ H10 (Ω) and z ∈ H−1(Ω)
that
‖A(y)w‖H−1(Ω) = sup
v∈H10 (Ω)
〈A(y)w, v〉
‖v‖H10 (Ω)
= sup
v∈H10 (Ω)
b(y ;w, v)
‖v‖H10 (Ω)
≤ amax‖w‖H10 (Ω) ,
together with a similar bound for As(y); and in the reverse direction, from Theorem 2.1
‖A−1(y)z‖H10 (Ω) ≤
‖z‖H−1(Ω)
amin
, ‖A−1s (y)z‖H10 (Ω) ≤
‖z‖H−1(Ω)
amin
.(5.6)
It follows that the solution operator Sy : L
2(Ω) → L2(Ω) defined in Definition 3.1 can be
written as Sy = E2A
−1(y)E1, where E1 : L
2(Ω)→ H−1(Ω) and E2 : H10 (Ω)→ L2(Ω) are the
embedding operators defined in Section 2.
We define Bj : H
1
0 (Ω)→ H−1(Ω) by 〈Bjv,w〉 := 〈ψj∇v,∇w〉 for all v,w ∈ H10 (Ω) so that
A(y)−As(y) =
∑
j≥s+1 yj Bj , and define also
Ts(y) :=
∑
j≥s+1
yj A
−1
s (y)Bj = A
−1
s (y)(A(y)−As(y)) .
Then for all v ∈ H10 (Ω) we can write using (5.6)
‖A−1s (y)Bjv‖H10 (Ω) ≤
‖Bjv‖H−1(Ω)
amin
=
1
amin
sup
w∈H10 (Ω)
|〈Bjv,w〉|
‖w‖H10 (Ω)
=
1
amin
sup
w∈H10 (Ω)
|〈ψj∇v,∇w〉|
‖w‖H10 (Ω)
≤
‖v‖H10 (Ω)
amin
‖ψj‖L∞(Ω) = ‖v‖H10 (Ω)bj .
We conclude that
sup
y∈Ξ
‖A−1s (y)Bj‖L(H10 (Ω)) ≤ bj ,(5.7)
and consequently
sup
y∈Ξ
‖Ts(y)‖L(H10 (Ω)) ≤
1
2
∑
j≥s+1
bj .
Let s∗ be such that
∑
j≥s∗+1 bj ≤ 12 , implying that supy∈Ξ ‖Ts(y)‖L(H10 (Ω)) ≤
1
4 . Then for
all s ≥ s∗, by the bounded invertibility of A(y) and As(y) for all y ∈ Ξ, we can write (omitting
y in the following) the inverse of A in terms of the Neumann series, as
A−1 = (I + Ts)
−1A−1s =
∑
k≥0
(−Ts)kA−1s .
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So
A−1 −A−1s =
∑
k≥1
(−Ts)kA−1s .
Now let E := E1E2 be the embedding operator of H
1
0 (Ω) in H
−1(Ω). Then we can write the
adjoint solution q as q = A−1E1(E2u− u0) and we write
q − qs = A−1E1(E2u− u0)−A−1s E1(E2us − u0)
= A−1E1(E2us − u0)−A−1s E1(E2us − u0) +A−1E(u− us)
= (A−1 −A−1s )E1(E2us − u0) +A−1E(A−1 −A−1s )E1z
=
∑
k≥1
(−Ts)kA−1s E1(E2us − u0) +
∑
ℓ≥0
(−Ts)ℓA−1s E
(∑
k≥1
(−Ts)kA−1s E1z
)
=
∑
k≥1
(−1)k T ks qs +
∑
ℓ≥0
∑
k≥1
(−1)ℓ+k T ℓsA−1s E T ks us ,
Thus ∫
Ξ
(q − qs) dy =
∑
k≥1
(−1)k
∫
Ξ
T ks qs dy︸ ︷︷ ︸
=: Integral1
+
∑
ℓ≥0
∑
k≥1
(−1)ℓ+k
∫
Ξ
T ℓsA
−1
s E T
k
s us dy︸ ︷︷ ︸
=: Integral2
,
giving ∥∥∥∥ ∫
Ξ
(q − qs) dy
∥∥∥∥
L2
≤ c2
∥∥∥∥∫
Ξ
(q − qs) dy
∥∥∥∥
H10
≤ c2
(∑
k≥1
∥∥∥∥∫
Ξ
T ks qs dy
∥∥∥∥
H10︸ ︷︷ ︸
=:Term1
+
∑
ℓ≥0
∑
k≥1
∥∥∥∥∫
Ξ
T ℓsA
−1
s E T
k
s us dy
∥∥∥∥
H10︸ ︷︷ ︸
=:Term2
)
.
Noting that Bj is independent of y, we write
T ks =
( ∑
j≥s+1
yj A
−1
s Bj
)k
=
∑
η∈{s+1:∞}k
k∏
i=1
(yηi A
−1
s Bηi) ,
where we use the shorthand notation {s+ 1 :∞}k = {s+ 1, s + 2, . . . ,∞}k.
First we consider Integral1. We have
Integral1 =
∫
Ξ
∑
η∈{s+1:∞}k
( k∏
i=1
(yηi A
−1
s Bηi)
)
qs dy
=
∑
η∈{s+1:∞}k
(∫
Ξs+
k∏
i=1
yηi dy{s+1:∞}
)(∫
Ξs
( k∏
i=1
(A−1s Bηi)
)
qs dy{1:s}
)
,
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where we were able to separate the integrals for y{1:s} and y{s+1:∞} := (yj)j≥s+1 and Ξs+ :=
{(yj)j≥s+1 : yj ∈
[−12 , 12] , j ≥ s + 1}, an essential step of this proof. The integral over
y{s+1:∞} is nonnegative due to the simple yet crucial observation that
∫ 1
2
− 1
2
ynj dyj =
{
0 if n is odd,
1
2n(n+1) if n is even.
(5.8)
Using (3.5) and (5.7), the H10 -norm of the integral over y{1:s} can be estimated by
sup
y{1:s}∈Ξs
∥∥∥∥( k∏
i=1
(A−1s Bηi)
)
qs
∥∥∥∥
H10
≤ C1
k∏
i=1
bηi ,
with C1 := Cq
(‖z‖L2(Ω) + ‖u0‖L2(Ω)). Hence we obtain
Term1 ≤ C1
∑
k≥1
∑
η∈{s+1:∞}k
(∫
Ξs+
k∏
i=1
yηi dy{s+1:∞}
) k∏
i=1
bηi
= C1
∑
k≥1
∫
Ξs+
∑
η∈{s+1:∞}k
( k∏
i=1
yηibηi
)
dy{s+1:∞}
= C1
∑
k≥1
∑
|ν |=k
νj=0 ∀j≤s
(
k
ν
)( ∏
j≥s+1
∫ 1
2
− 1
2
y
νj
j dyj
) ∏
j≥s+1
b
νj
j
≤ C1
∑
k≥2 even
∑
|ν |=k
νj=0 ∀j≤s
νj even ∀j≥s+1
(
k
ν
) ∏
j≥s+1
b
νj
j ,
where the second equality follows from the multinomial theorem with ν ∈ D a multi-index,(k
ν
)
= k!/(
∏
j≥1 νj!), while the last inequality follows from (5.8).
Now we split the sum into a sum over k ≥ k∗ and the initial terms 2 ≤ k < k∗, and
estimate
Term1 ≤ C1
∑
k≥k∗ even
( ∑
j≥s+1
bj
)k
+ C1
∑
2≤k<k∗ even
k!
( ∏
j≥s+1
(
1 +
k∑
t=2
btj
)
− 1
)
≤ C1 · 4
3
( ∑
j≥s+1
bj
)k∗
+ C1 k
∗ k∗! · 2(e− 1)
∑
j≥s+1
b2j .
The estimate for the sum over k ≥ k∗ follows from the multinomial theorem, the geometric
series formula, and that
∑
j≥s+1 bj ≤ 12 for s ≥ s∗. For the sum over 2 ≤ k < k∗ we use the
fact that for s ≥ s∗ we have bj ≤ 12 for all j ≥ s + 1 and
∑
j≥s+1 b
2
j ≤
∑
j≥s+1 bj ≤ 12 , and
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thus∏
j≥s+1
(
1 +
k∑
t=2
btj
)
− 1 =
∏
j≥s+1
(
1 + b2j
1− bk−1j
1− bj
)
− 1 ≤
∏
j≥s+1
(
1 +
b2j
1− bj
)
− 1
≤
∏
j≥s+1
(
1 + 2b2j
)− 1 ≤ exp
2 ∑
j≥s+1
b2j
− 1 ≤ 2(e − 1) ∑
j≥s+1
b2j ,
since er − 1 ≤ r(e− 1) for r ∈ [0, 1].
Next we estimate Integral2 in a similar way. We have
Integral2 =
∫
Ξ
∑
µ∈{s+1:∞}ℓ
( ℓ∏
i=1
(yµi A
−1
s Bµi)
)
A−1s E
( ∑
η∈{s+1:∞}k
( k∏
i=1
(yηi A
−1
s Bηi)
))
us dy
=
∑
µ∈{s+1:∞}ℓ
∑
η∈{s+1:∞}k
(∫
Ξs+
( ℓ∏
i=1
yµi
)( k∏
i=1
yηi
)
dy{s+1:∞}
)
·
(∫
Ξs
( ℓ∏
i=1
(A−1s Bµi)
)
A−1s E
( k∏
i=1
(A−1s Bηi)
)
us dy{1:s}
)
,
where we again separated the integrals for y{s+1:∞} and y{1:s}. With (2.6) and (5.7) we have
sup
y{1:s}∈Ξs
∥∥∥∥( ℓ∏
i=1
(A−1s Bµi)
)
A−1s E
( k∏
i=1
(A−1s Bηi)
)
us
∥∥∥∥
H10
≤ C2
( ℓ∏
i=1
bµi
)( k∏
i=1
bηi
)
,
with C2 := c1c2
c1‖z‖L2(Ω)
a2min
. Hence we obtain
Term2 ≤ C2
∑
ℓ≥0
∑
k≥1
∑
µ∈{s+1:∞}ℓ
∑
η∈{s+1:∞}k
(∫
Ξs+
( ℓ∏
i=1
yµi
)( k∏
i=1
yηi
)
dy{s+1:∞}
)
·
( ℓ∏
i=1
bµi
)( k∏
i=1
bηi
)
= C2
∑
ℓ≥0
∑
k≥1
∫
Ξs+
∑
µ∈{s+1:∞}ℓ
∑
η∈{s+1:∞}k
( ℓ∏
i=1
yµibµi
)( k∏
i=1
yηibηi
)
dy{s+1:∞}
= C2
∑
ℓ≥0
∑
k≥1
∑
|m|=ℓ
mj=0 ∀j≤s
∑
|ν |=k
νj=0 ∀j≤s
(
ℓ
m
)(
k
ν
)( ∏
j≥s+1
∫ 1
2
− 1
2
y
mj+νj
j dyj
) ∏
j≥s+1
b
mj+νj
j
≤ C2
∑
ℓ≥0
∑
k≥1
∑
|m|=ℓ
mj=0 ∀j≤s
∑
|ν |=k
νj=0 ∀j≤s
mj+νj even ∀j≥s+1
(
ℓ
m
)(
k
ν
) ∏
j≥s+1
b
mj+νj
j .
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Now we split the sums and estimate them in a similar way to the sums in Term1:
Term2 ≤ C2
∑
ℓ≥0
∑
k≥1
ℓ≥ℓ∗ or k≥k∗ or both
( ∑
j≥s+1
bj
)ℓ+k
+ C2
∑
0≤ℓ<ℓ∗
∑
1≤k<k∗
ℓ+k even
ℓ! k!
∑
|w|=ℓ+k
wj=0 ∀j≤s
wj even ∀j≥s+1
( ∏
j≥s+1
b
wj
j
)( ∑
|m|=ℓ
∑
|ν |=k
m+ν=w
1
)
.
For s ≥ s∗ and denoting P :=∑j≥s+1 bj ≤ 12 we can simplify the first part as∑
ℓ≥0
∑
k≥1
ℓ≥ℓ∗ or k≥k∗ or both
P ℓ+k =
∑
ℓ≥ℓ∗
k∗−1∑
k=1
P ℓ+k +
ℓ∗−1∑
ℓ=0
∑
k≥k∗
P ℓ+k +
∑
ℓ≥ℓ∗
∑
k≥k∗
P ℓ+k
=
∑
ℓ≥ℓ∗
P ℓ+1(1− P k∗−1)
1− P +
ℓ∗−1∑
ℓ=0
P ℓ+k
∗
1− P +
∑
ℓ≥ℓ∗
P ℓ+k
∗
1− P
=
P ℓ
∗+1
(1− P )2 +
P k
∗
(1− P )2 −
P ℓ
∗+k∗
(1− P )2 ≤ 8P
min(k∗,ℓ∗) .
For a given multi-index w satisfying |w| = ℓ+k, wj = 0 for all j ≤ s, and wj is even for all
j ≥ s + 1, we need to count the number of pairs of multi-indices m and ν such that |m| = ℓ,
|ν | = k, and m + ν = w to estimate the second part. Clearly we have wj ≤ ℓ + k, mj ≤ ℓ,
νj ≤ k for all j. So the number of ways to write any component wj as a sum mj + νj is at
most min(wj + 1, ℓ + 1, k + 1) ≤ min(ℓ, k) + 1. Moreover, since all wj are even, there are at
most (ℓ+ k)/2 nonzero components of wj. Therefore∑
|m|=ℓ
∑
|ν |=k
m+ν=w
1 ≤ [min(ℓ, k) + 1](ℓ+k)/2.
Thus we obtain
Term2 ≤ C2
∑
ℓ≥0
∑
k≥1
ℓ≥ℓ∗ or k≥k∗ or both
( ∑
j≥s+1
bj
)ℓ+k
+ C2
∑
0≤ℓ<ℓ∗
∑
1≤k<k∗
ℓ+k even
ℓ! k! [min(ℓ, k) + 1](ℓ+k)/2
( ∏
j≥s+1
(
1 +
ℓ+k∑
t=2
btj
)
− 1
)
≤ C2 · 8
 ∑
j≥s+1
bj
min(ℓ∗,k∗)
+ C2 ℓ
∗ k∗ ℓ∗! k∗![min(ℓ∗, k∗) + 1](ℓ
∗+k∗)/2 · 2(e− 1)
∑
j≥s+1
b2j .
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From [24, Theorem 5.1] we know that
∑
j≥s+1
bj ≤ min
(
1
1
p − 1
, 1
)∑
j≥1
bpj

1
p
s
−
(
1
p
−1
)
.
Further there holds bpj ≤ 1j
∑j
l=1 b
p
l ≤ 1j
∑∞
l=1 b
p
l and therefore
∑
j≥s+1
b2j =
∑
j≥s+1
(bpj )
2
p ≤
∑
j≥s+1
(
1
j
∞∑
l=1
bpl
) 2
p
=
 ∑
j≥s+1
j
− 2
p
( ∞∑
l=1
bpl
) 2
p
,
and ∑
j≥s+1
j
− 2
p ≤
∫ ∞
s
t
− 2
p dt =
1
2
p − 1
s
− 2
p
+1 ≤ s−
(
2
p
−1
)
,
for 0 < p < 1 as desired.
To balance the two terms within Term1 and the two terms within Term2, we now choose
ℓ∗ = k∗ = ⌈(2 − p)/(1 − p)⌉. We see that Term1 and Term2 are then of the order s−(2/p−1),
which is what we aimed to prove.
Remark 5.3. By the same analysis as for Term1 in the proof of Theorem 5.2 with qs
replaced by us, we get the following∥∥∥∥∫
Ξ
(u(·, y, z)− us(·, y, z)) dy
∥∥∥∥
L2(Ω)
≤ c2
∑
k≥1
∥∥∥∥∫
Ξ
T ks us(·, y, z) dy
∥∥∥∥
H10 (Ω)
≤ C˜1
(
4
3
( ∑
j≥s+1
bj
)k∗
+ k∗ k∗! · 2(e − 1)
∑
j≥s+1
b2j
)
≤ C˜ s−
(
2
p
−1
)
,
where C˜1 = c2
‖z‖
H−1(Ω)
amin
, and some constant C˜ > 0 independent of s.
5.2. FE discretization. We follow [24] and in order to obtain convergence rates of the
finite element solutions we make the following additional assumptions
Ω ⊂ Rd is convex bounded polyhedron with plane faces ,(5.9)
a¯ ∈W 1,∞(Ω) ,
∑
j≥1
‖ψj‖W 1,∞(Ω) <∞ ,(5.10)
where ‖v‖W 1,∞(Ω) := max{‖v‖L∞(Ω) , ‖∇v‖L∞(Ω)}. The assumption that the geometry of the
computational domain Ω is approximated exactly by the FE mesh simplifies the forthcoming
analysis, however, this assumption can substantially be relaxed. For example, standard results
on FE analysis as, e.g., in [5] will imply corresponding results for domains Ω with curved
boundaries.
A QMC METHOD FOR AN OPTIMAL CONTROL PROBLEM 19
In the following let {Vh}h denote a one-parameter family of subspaces Vh ⊂ H10 (Ω) of
dimensions Mh < ∞, where Mh is of exact order h−d, with d = 1, 2, 3 denoting the spatial
dimension. We think of the spaces Vh as spaces spanned by continuous, piecewise linear finite
element basis functions on a sequence of regular, simplicial meshes in Ω obtained from an
initial, regular triangulation of Ω by recursive, uniform bisection of simplices. Then it is well
known (see details, e.g., in [11, 24]) that for functions v ∈ H10 (Ω) ∩ H2(Ω) there exists a
constant C > 0, such that as h→ 0
inf
vh∈Vh
‖v − vh‖H10 (Ω) ≤ C h ‖v‖H10 (Ω)∩H2(Ω) ,(5.11)
where ‖v‖H10 (Ω)∩H2(Ω) := (‖v‖2L2(Ω)+‖∆v‖2L2(Ω))1/2. Note that we need the higher regularity in
order to derive the asymptotic convergence rate as h→ 0. For any y ∈ Ξ and every z ∈ L2(Ω),
we define the parametric finite element approximations uh(·, y, z) ∈ Vh and qh(·, y, z) ∈ Vh by
b(y;uh(·, y, z), vh) = 〈z, vh〉 ∀vh ∈ Vh ,(5.12)
and then
b(y ; qh(·, y, z), wh) = 〈uh(·, y, z)− u0, wh〉 ∀wh ∈ Vh ,(5.13)
where b(y; ·, ·) is the parametric bilinear form (2.4). In particular the FE approximation (5.12)
and (5.13) are defined pointwise with respect to y ∈ Ξ so that the application of a QMC
rule to the FE approximation is well defined. To stress the dependence on s for truncated
y = (y1, . . . , ys, 0, 0, . . .) ∈ Ξ we write us,h and qs,h instead of uh and qh in (5.12) and (5.13).
Theorem 5.4 (Finite element discretization error). Under assumptions (5.9) and (5.10), for
z ∈ Z, there holds the asymptotic convergence estimate as h→ 0
sup
y∈Ξ
‖q(·, y, z) − qh(·, y, z)‖L2(Ω) ≤ Ch2
(‖z‖L2(Ω) + ‖u0‖L2(Ω)) ,
and ∥∥∥∥∫
Ξ
(q(·, y, z)− qh(·, y, z)) dy
∥∥∥∥
L2(Ω)
≤ Ch2 (‖z‖L2(Ω) + ‖u0‖L2(Ω)) ,
where C > 0 is independent of h, z and u0 and y.
For truncated y = (y1, . . . , ys, 0, 0, . . .) ∈ Ξ, the result of Theorem 5.4 clearly holds with q
and qh replaced by qs and qs,h respectively.
Proof. Let Sy,h be the self-adjoint solution operator defined analogously to Definition 3.1;
which for every y ∈ Ξ assigns to each function f ∈ L2(Ω) the unique solution gh(·, y) ∈ Vh ⊂
H10 (Ω) ⊂ L2(Ω). In particular Sy,h is the solution operator of the problem: find gh ∈ Vh such
that b(y; gh, vh) = 〈f, vh〉 ∀vh ∈ Vh. Note that Sy,h is a bounded and linear operator for given
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y ∈ Ξ. For every y ∈ Ξ, we can thus estimate
‖q(·, y, z)− qh(·, y, z)‖L2(Ω) = ‖Sy(u(·, y, z) − u0)− Sy,h(uh(·, y, z)− u0)‖L2(Ω)
≤ ‖Sy(u(·, y, z) − u0)− Sy,h(u(·, y, z)− u0)‖L2(Ω)
+ ‖Sy,hu(·, y, z)− Sy,huh(·, y, z)‖L2(Ω)
≤ ‖(Sy − Sy,h)(u(·, y , z)− u0)‖L2(Ω)
+
c1c2
amin
‖u(·, y, z) − uh(·, y, z)‖L2(Ω) .(5.14)
The last step is true because (2.6) holds for all v ∈ H10 (Ω) and therefore it holds in particular
for uh ∈ Vh ⊂ H10 (Ω). Hence we can bound ‖Sy,h‖L(L2(Ω)) ≤ c1c2amin . We can now apply the
Aubin–Nitsche duality argument (see, e.g., [11]) to bound (5.14): for w ∈ L2(Ω) it holds that
‖w‖L2(Ω) = sup
g∈L2(Ω)\{0}
〈g,w〉
‖g‖L2(Ω)
.(5.15)
From (2.5) and (5.12) follows the Galerkin orthogonality: b(y;u(·, y, z)−uh(·, y, z), vh) = 0 for
all vh ∈ Vh. Further we define ug(·, y) for every y ∈ Ξ as the unique solution of the problem:
find ug(·, y) ∈ H10 (Ω) such that
b(y ;ug(·, y), w) = 〈g,w〉 ∀w ∈ H10 (Ω) ,
which leads together with the choice w := u − uh and the Galerkin orthogonality of the FE
discretization to
〈g, u(·, y , z)− uh(·, y, z)〉 = b(y;ug(·, y), u(·, y, z) − uh(·, y, z))
= b(y;ug(·, y)− vh, u(·, y, z) − uh(·, y, z))
≤ amax‖ug(·, y)− vh‖H10 (Ω)‖u(·, y, z)− uh(·, y, z)‖H10 (Ω) .
With (5.15) we get for every y ∈ Ξ that
‖u(·, y, z)− uh(·, y, z)‖L2(Ω) = sup
g∈L2(Ω)\{0}
〈g, u(·, y , z) − uh(·, y, z)〉
‖g‖L2(Ω)
≤ amax‖u(·, y, z) − uh(·, y, z)‖H10 (Ω) sup
g∈L2(Ω)\{0}
{
inf
vh∈V
‖ug(·, y)− vh‖H10 (Ω)
‖g‖L2(Ω)
}
.
Now from (5.11) we infer for every y ∈ Ξ that
inf
vh∈V
‖ug(·, y)− vh‖H10 (Ω) ≤ C3 h ‖ug(·, y)‖H10 (Ω)∩H2(Ω) ≤ C4C3 h ‖g‖L2(Ω) ,
where C3 is the constant in (5.11). The last step follows from [24, Theorem 4.1] with t = 1,
and C4 is the constant in that theorem. For every y ∈ Ξ, we further obtain with Ce´a’s lemma,
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(5.11) and [24, Theorem 4.1]
‖u(·, y , z)− uh(·, y, z)‖H10 (Ω) ≤
amax
amin
inf
vh∈V
‖u(·, y, z) − vh‖H10 (Ω)
≤ amax
amin
C3 h ‖u(·, y , z)‖H10 (Ω)∩H2(Ω)
≤ amax
amin
C4C3 h ‖z‖L2(Ω) .
Thus for every y ∈ Ξ it holds that
‖u(·, y , z)− uh(·, y, z)‖L2(Ω) ≤
a2max
amin
C24C
2
3 h
2 ‖z‖L2(Ω) .(5.16)
By the same argument we get for every y ∈ Ξ that
‖(Sy − Sy,h)(u(·, y, z) − u0)‖L2(Ω) ≤
a2max
amin
C24C
2
3 h
2
(
c1c2
amin
‖z‖L2(Ω) + ‖u0‖L2(Ω)
)
.(5.17)
Combining (5.16) and (5.17) in (5.14) leads for every y ∈ Ξ to
‖q(·, y, z)− qh(·, y, z)‖L2(Ω) ≤
a2max
amin
C24C
2
3 h
2
(
2 c1c2
amin
‖z‖L2(Ω) + ‖u0‖L2(Ω)
)
.
The second result easily follows from the first result since∥∥∥∥∫
Ξ
(q(·, y, z)− qh(·, y, z)) dy
∥∥∥∥2
L2(Ω)
≤
∫
Ξ
‖q(·, y, z)− qh(·, y, z)‖2L2(Ω) dy .
5.3. Regularity of the adjoint solution. In the subsequent QMC error analysis we shall
require bounds on the mixed first partial derivatives of the parametric solution u as well as
bounds on the mixed first partial derivatives of the adjoint parametric solution q. For the
solution u(·, y, z) of the state equation (2.5) we know the following result.
Lemma 5.5. For every z ∈ H−1(Ω), every y ∈ Ξ and every ν ∈ D we have
‖(∂νu)(·, y, z)‖H10 (Ω) := ‖∇(∂
νu)(·, y, z)‖L2(Ω) ≤ |ν |!bν
‖z‖H−1(Ω)
amin
.
This lemma can be found, e.g., in [6].
In contrast to the parametric weak problem (2.5), the right-hand side of the adjoint
parametric weak problem (3.3) depends on y ∈ Ξ. In particular the problem is of the following
form: for every y ∈ Ξ, find q(·, y, z) ∈ H10 (Ω) such that
(5.18)
∫
Ω
a(x,y)∇q(x,y, z) · ∇v(x) dx =
∫
Ω
f˜(x,y, z)v(x) dx , v ∈ H10 (Ω) ,
where the right-hand side f˜(x,y, z) := u(x,y, z) − u0(x) now also depends on z ∈ L2(Ω) and
y ∈ Ξ. Lemma 5.6 below gives a bound for the mixed derivatives of the solution q(·, y, z) ∈
H10 (Ω) of (5.18). Similar regularity results to the following can be found in [18] (uniform
case) and [3] (log-normal case) for problems with stochastic controls z, depending on y. In
particular, in the unconstrained case Z = L2(Ω) the KKT-system (3.8) reduces to an affine
parametric linear saddle point operator and the theory, e.g., from [18, 26] can be applied.
22 P. A. GUTH, V. KAARNIOJA, F. Y. KUO, C. SCHILLINGS, I. H. SLOAN
Lemma 5.6. For every z ∈ L2(Ω), every y ∈ Ξ and every ν ∈ D, we have for the corre-
sponding adjoint state q(·, y, z) that
‖(∂ν q)(·, y, z)‖H10 (Ω) ≤ (|ν |+ 1)!b
ν Cq (‖z‖L2(Ω) + ‖u0‖L2(Ω)) ,
where Cq is defined in Corollary 3.4.
Proof. The case ν = 0 is given by the a priori bound (3.5). Now consider ν 6= 0. Applying
the mixed derivative operator ∂ν to (5.18) and using the Leibniz product rule, we obtain the
identity
∫
Ω
∑
m≤ν
(
ν
m
)
(∂νa)(x,y)∇(∂ν−mq)(x,y, z) · ∇v(x)
 dx(5.19)
=
∫
Ω
(∂ν f˜)(x,y, z) v(x) dx ∀v ∈ H10 (Ω) ,
where by m ≤ ν we mean mj ≤ νj for all j and
(ν
m
)
:=
∏
j≥1
( νj
mj
)
. Due to the linear
dependence of a(x,y) on the parameters y, the partial derivative ∂ν of a with respect to y
satisfies
(∂ma)(x,y) =

a(x,y) if m = 0 ,
ψj(x) if m = ej ,
0 else .
Setting v = (∂ν q)(·, y, z) and separating out the m = 0 term, we obtain∫
Ω
a|∇(∂ν q)(x,y, z)|2 dx =−
∑
j∈supp(ν )
νj
∫
Ω
ψj(x)∇(∂ν−ejq)(x,y, z) · ∇(∂ν q)(x,y, z) dx
+
∫
Ω
(∂ν f˜)(x,y, z)(∂ν q)(x,y, z) dx ,
which yields
amin‖(∂ν q)(·, y, z)‖2H10 (Ω) ≤
∑
j≥1
νj‖ψj‖L∞(Ω)‖(∂ν−ejq)(·, y, z)‖H10 (Ω)‖(∂
ν q)(·, y, z)‖H10 (Ω)
+ ‖(∂ν f˜)(·, y, z)‖H−1(Ω)‖(∂ν q)(·, y, z)‖H10 (Ω)
=
∑
j≥1
νj‖ψj‖L∞(Ω)‖(∂ν−ejq)(·, y, z)‖H10 (Ω)‖(∂
ν q)(·, y, z)‖H10 (Ω)
+ ‖(∂ν f˜)(·, y, z)‖H−1(Ω)‖(∂ν q)(·, y, z)‖H10 (Ω) ,
and hence
‖(∂ν q)(·, y, z)‖H10 (Ω) ≤
∑
j≥1
νjbj‖(∂ν−ejq)(·, y, z)‖H10 (Ω) +
‖(∂ν f˜)(·, y, z)‖H−1(Ω)
amin
.
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With f˜(·, y, z) = u(·, y, z)− u0(·) this reduces to
‖(∂ν q)(·, y, z)‖H10 (Ω) ≤
∑
j≥1
νjbj‖(∂ν−ejq)(·, y, z)‖H10 (Ω) +
‖(∂νu)(·, y, z)‖H−1(Ω)
amin
.(5.20)
With Lemma 5.5 we get
‖(∂νu)(·, y, z)‖H−1(Ω) ≤ c1c2‖(∂νu)(·, y, z)‖H10 (Ω) ≤ c1c2 |ν |!b
ν
‖z‖H−1(Ω)
amin
,
where c1, c2 > 0 are embedding constants, see (2.1) and (2.2). Then (5.20) becomes, for ν 6= 0,
‖(∂ν q)(·, y, z)‖H10 (Ω) ≤
∑
j≥1
νjbj‖(∂ν−ejq)(·, y, z)‖H10 (Ω) + c1c2 |ν |!b
ν
‖z‖H−1(Ω)
a2min
.
Now we apply [21, Lemma 9.1] to obtain the final bound. For this to work we need the
above recursion to hold also for the case ν = 0, which is not true when we compare it with
the a priori bound (3.5). We therefore enlarge the constants so that the recursion becomes
‖(∂ν q)(·, y, z)‖H10 (Ω) ≤
∑
j≥1
νjbj‖(∂ν−ejq)(·, y, z)‖H10 (Ω) + |ν |!b
ν Cq (‖z‖L2(Ω) + ‖u0‖L2(Ω)) ,
which by [21, Lemma 9.1] gives
‖(∂ν q)(·, y, z)‖H10 (Ω) ≤
∑
m≤ν
(
ν
m
)
|m|! bm |ν −m|! bν−m Cq (‖z‖L2(Ω) + ‖u0‖L2(Ω))
= bν Cq (‖z‖L2(Ω) + ‖u0‖L2(Ω))
∑
m≤ν
(
ν
m
)
|m|! |ν −m|!
= bν Cq (‖z‖L2(Ω) + ‖u0‖L2(Ω)) (|ν |+ 1)! ,
where the last equality from [21, equation 9.4] and Cq is defined in Corollary 3.4.
5.4. QMC integration error. In this section we review QMC integration over the s-
dimensional unit cube Ξs =
[−12 , 12]s centered at the origin, for finite and fixed s. An n-point
QMC approximation is an equal-weight rule of the form∫
[− 12 ,
1
2 ]
s
F (y{1:s}) dy{1:s} ≈
1
n
n∑
i=1
F (y(i)) ,
with carefully chosen points y(1), . . . , y(n) ∈ Ξs. We shall assume that for each s ≥ 1 the
integrand F belongs to a weighted unanchored Sobolev space Wγ,s, which is a Hilbert space
containing functions defined over the unit cube
[−12 , 12]s, with square integrable mixed first
derivatives, with norm given by
‖F‖Wγ,s :=
 ∑
u⊆{1:s}
γ−1
u
∫
[− 12 ,
1
2 ]
|u|
(∫
[− 12 ,
1
2 ]
s−|u|
∂|u|F
∂yu
(yu;y{1:s}\u) dy{1:s}\u
)2
dyu

1
2
,
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where we denote by ∂
|u|F
∂yu
the mixed first derivative with respect to the active variables yj
with j ∈ u ⊂ N and y{1:s}\u denotes the inactive variables yj with j /∈ u.
We assume there is a weight parameter γu ≥ 0 associated with each group of variables yu =
(yj)j∈u with indices belonging to the set u. We require that if γu = 0 then the corresponding
integral of the mixed first derivative is also zero and we follow the conventions that 0/0 = 0,
γ∅ = 1 and by γ we denote the set of all weights. See Subsection 5.5 for the precise choice of
weights.
In this work we focus on shifted rank-1 lattice rules, which are QMC rules with quadrature
points given by
y(i) = frac
(
iz
n
+∆
)
−
(
1
2
, . . . ,
1
2
)
, i = 1, . . . , n ,
where z ∈ Ns is known as the generating vector, ∆ ∈ [0, 1]s is the shift and frac(·) means
to take the fractional part of each component in the vector. The subtraction of
(
1
2 , . . . ,
1
2
)
ensures the translation from the usual unit cube [0, 1]s to
[−12 , 12]s.
Theorem 5.7 (QMC quadrature error). For every y{1:s} ∈ Ξs let qs,h(·, y{1:s}, z) ∈ Vh ⊂
H10 (Ω) denote the dimensionally truncated adjoint FE solution corresponding to a control
z ∈ Z. Then for u ⊂ N, s,m ∈ N with n = 2m and weights γ = (γu), a randomly
shifted lattice rule with n points in s dimensions can be constructed by a CBC algorithm
such that the root-mean-square L2-error es,h,n for approximating the finite-dimensional inte-
gral
∫
Ξs
qs,h(·, y{1:s}, z) dy{1:s} satisfies, for all λ ∈ (12 , 1],
es,h,n :=
√√√√√E∆
∥∥∥∥∥
∫
[− 12 ,
1
2 ]
s
qs,h(·, y{1:s}, z) dy{1:s} −
1
n
n∑
i=1
qs,h(·, y (i), z)
∥∥∥∥∥
2
L2(Ω)

≤√c2 Cγ,s(λ)
(
2
n
) 1
2λ
Cq (‖z‖L2(Ω) + ‖u0‖L2(Ω)) ,
where
Cγ,s(λ) :=
 ∑
u⊆{1:s}
γλ
u
(
2ζ(2λ)
(2π2)λ
)|u|
1
2λ
 ∑
u⊆{1:s}
((|u| + 1)!)2
γu
∏
j∈u
b2j

1
2
,
where E∆[·] denotes the expectation with respect to the random shift which is uniformly dis-
tributed over [0, 1]s, and ζ(x) :=
∑∞
k=1 k
−x is the Riemann zeta function for x > 1. Further,
the bj are defined in (5.4) and Cq is defined in Corollary 3.4.
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Proof. We have
(es,h,n)
2 = E∆
∫
Ω
∣∣∣∣∣
∫
Ξs
qs,h(x,y{1:s}, z) dy{1:s} −
1
n
n∑
i=1
qs,h(x,y
(i), z)
∣∣∣∣∣
2
dx

=
∫
Ω
E∆
∣∣∣∣∣
∫
Ξs
qs,h(x,y{1:s}, z) dy{1:s} −
1
n
n∑
i=1
qs,h(x,y
(i), z)
∣∣∣∣∣
2
 dx
≤
 ∑
∅6=u⊆{1:s}
γλ
u
(
2ζ(2λ)
(2π2)λ
)|u|
1
λ (
2
n
) 1
λ
∫
Ω
‖qs,h(x, ·, z)‖2Wγ ,s dx ,
where we used Fubini’s theorem in the second equality and [24, Theorem 2.1] to obtain the
inequality. Now from the definition of the Wγ,s-norm (see Subsection 5.4), we have∫
Ω
‖qs,h(x, ·, z)‖2Wγ ,s dx
=
∫
Ω
∑
u⊆{1:s}
1
γu
∫
[− 12 ,
1
2 ]
|u|
(∫
[− 12 ,
1
2 ]
s−|u|
∂|u|qs,h
∂yu
(x, (yu;y{1:s}\u), z) dy{1:s}\u
)2
dyu dx
≤
∑
u⊆{1:s}
1
γu
∫
Ω
∫
[− 12 ,
1
2 ]
|u|
∫
[− 12 ,
1
2 ]
s−|u|
(
∂|u|qs,h
∂yu
(x, (yu;y{1:s}\u), z)
)2
dy{1:s}\u dyu dx
=
∑
u⊆{1:s}
1
γu
∫
Ξs
∥∥∥∥∥∂|u|qs,h∂yu (·, y{1:s}, z)
∥∥∥∥∥
2
L2(Ω)
dy{1:s}
≤ c2
∑
u⊆{1:s}
1
γu
∫
Ξs
∥∥∥∥∥∂|u|qs,h∂yu (·, y{1:s}, z)
∥∥∥∥∥
2
H10 (Ω)
dy{1:s}
≤ c2
∑
u⊆{1:s}
1
γu
(|u|+ 1)!Cq (‖z‖L2(Ω) + ‖u0‖L2(Ω))∏
j∈u
bj
2 ,
where the first inequality uses the Cauchy–Schwarz inequality and the last inequality uses
Lemma 5.6.
Remark 5.8. From the proof of Theorem 5.7 it can easily be seen that we can get an
analogous result to Theorem 5.7 by replacing qs,h with us,h and using Lemma 5.5 instead of
Lemma 5.6 in the last step of the proof.
5.5. Optimal weights. In the following we choose weights γu so that Cγ,s(λ) in Theo-
rem 5.7 is bounded independently of s. To do so we follow and adjust the discussion in [22]
and therefore assume ∑
j≥1
‖ψj‖pL∞(Ω) <∞ ,(5.21)
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for p ∈ (0, 1).
For any λ, Cγ,s(λ) is minimized with respect to the weights γu by
γu =
(
(|u|+ 1)!
∏
j∈u
bj( 2ζ(2λ)
(2π2)λ
)1/2
)2/(1+λ)
,(5.22)
see also [24, Lemma 6.2]. We substitute (5.22) into Cγ,s(λ) and simplify the expression to
Cγ,s(λ) =
 ∑
u⊆{1:s}
(|u|+ 1)!∏
j∈u
bj
(
2ζ(2λ)
(2π2)λ
)1/(2λ)2λ/(1+λ)

(1+λ)/(2λ)
.(5.23)
Next derive a condition on λ for which (5.23) is bounded independently of s. Let φ :=
bj
(
2ζ(2λ)
(2π2)λ
)1/(2λ)
and k := 2λ1+λ , then it holds that
∑
u⊆{1:s}
(|u|+ 1)!∏
j∈u
φj
k = s∑
l=0
((l + 1)!)k
∑
u⊆{1:s}
|u|=l
∏
j∈u
φkj ≤
s∑
l=0
((l + 1)!)k
l!
 s∑
j=1
φkj
l .
With the ratio test we obtain, that the right-hand side is bounded independently of s if∑∞
j=1 φ
k
j <∞ and k < 1. We have
∑∞
j=1 φ
k
j =
(
2ζ(2λ)
(2π2)λ
)1/(1+λ)∑∞
j=1 b
k
j <∞ if k ≥ p, where p
is the summability exponent in (5.21). Thus we require
p ≤ 2λ
1 + λ
< 1 ⇔ p
2− p ≤ λ < 1 .(5.24)
Since the best rate of convergence is obtained for λ as small as possible, combining (5.24)
with λ ∈ (12 , 1] yields
λ =
{
1
2−2δ for all δ ∈
(
0, 12
)
if p ∈ (0, 23] ,
p
2−p if p ∈
(
2
3 , 1
)
.
(5.25)
Theorem 5.9 (Choice of the weights). Under assumption (5.21), the choice of λ as in (5.25)
together with the choice of the weights (5.22) ensures that the bound on es,h,n is finite inde-
pendently of s. (However, Cγ,s
(
1
2−2δ
)
→∞ as δ → 0 and Cγ,s
(
p
2−p
)
→∞ as p→ (2/3)+.)
In consequence under assumption (5.21) and the same assumptions as in Theorem 5.7, the
root-mean-square error in Theorem 5.7 is of order
κ(n) :=
{
n−(1−δ) for all δ ∈ (0, 12) if p ∈ (0, 23] ,
n−(1/p−1/2) if p ∈ (23 , 1) .(5.26)
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5.6. Combined error and convergence rates. Combining the results of the preceding
subsections gives the following theorem.
Theorem 5.10 (Combined error). Let z∗ be the unique solution of (3.1) and z∗s,h,n the
unique solution of (5.1). Then under the assumptions of Theorem 5.2, Theorem 5.4, Theo-
rem 5.7 and Theorem 5.9, we have√
E∆[‖z∗ − z∗s,h,n‖2L2(Ω)] ≤
C
α
(‖z∗‖L2(Ω) + ‖u0‖L2(Ω))
(
s−
2
p
+1 + h2 + κ(n)
)
,
where κ(n) is given in (5.26).
Proof. Squaring (5.2) and using the expansion (5.3) we get by taking expectation with
respect to the random shift ∆
E∆
[
‖z∗ − z∗s,h,n‖2L2(Ω)
]
≤ 2
α2
∥∥∥∥∫
Ξ
(q(·, y, z∗)− qs(·, y, z∗)) dy
∥∥∥∥2
L2(Ω)
+
2
α2
∥∥∥∥∫
Ξs
(
qs(·, y{1:s}, z∗)− qs,h(·, y{1:s}, z∗)
)
dy{1:s}
∥∥∥∥2
L2(Ω)
+
1
α2
E∆
∥∥∥∥∥
∫
Ξs
qs,h(·, y{1:s}, z∗) dy{1:s} −
1
n
n∑
i=1
qs,h(·, y (i), z∗)
∥∥∥∥∥
2
L2(Ω)
 .
The result then immediately follows from Theorem 5.2, Theorem 5.4 and Theorem 5.7.
Using the error bound for the control z∗s,h,n in Theorem 5.10 we obtain an error estimate
for the state us,h(·, y, z∗s,h,n) in the following corollary.
Corollary 5.11. Let z∗ be the unique solution of (3.1) and z∗s,h,n the unique solution of
(5.1), then under the assumptions of Theorem 5.10 we have√
E∆
[∫
Ξ
‖u(·, y , z∗)− us,h(·, y, z∗s,h,n)‖2L2(Ω) dy
]
≤ C(‖z∗‖L2(Ω) + ‖u0‖L2(Ω))
(
s
−
(
1
p
−1
)
+ h2 + κ(n)
)
,
where κ(n) is given in (5.26).
Proof. We observe that the error in us,h(·, y, z∗s,h,n) compared to u(·, y, z∗) has three dif-
ferent sources, which can be estimated separately as follows
‖u(·, y , z∗)− u(·, y, z∗s,h,n)‖L2(Ω) ≤ ‖u(·, y, z∗)− us(·, y, z∗)‖L2(Ω)
+ ‖us(·, y, z∗)− us,h(·, y, z∗)‖L2(Ω)
+ ‖us,h(·, y, z∗)− us,h(·, y, z∗s,h,n)‖L2(Ω)
≤ C˜1 ‖z∗‖L2(Ω) s−
(
1
p
−1
)
+ C˜2 ‖z∗‖L2(Ω) h2
+
c1 c2
amin
‖z∗ − z∗s,h,n‖L2(Ω) ,
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where the bound for the first summand follows from [24, Theorem 5.1], the bound for the
second summand follows from (5.16) and the bound for the last summand can be obtained
using Theorem 2.1. Squaring both sides, taking expectation with respect to y and with respect
to the random shifts ∆ and Theorem 5.10 gives the result.
From the proof of Corollary 5.11 it can easily be seen that its statement remains true if the
integral with respect to y is replaced by the supremum over all y ∈ Ξ. In Corollary 5.11, in
contrast to Theorem 5.2, we do not obtain the enhanced rate of convergence s−(2/p−1) for the
dimension truncation. This is due to the difference in the order of application of the integral
(with respect to y) and the L2(Ω)-norm.
6. Numerical experiments. We consider the coupled PDE system (3.3) and (3.4) in the
two-dimensional physical domain Ω = (0, 1)2 equipped with the diffusion coefficient (1.6). We
set a¯(x) ≡ 1 as the mean field and use the parametrized family of fluctuations
ψj(x) =
1
(k2j + ℓ
2
j)
ϑ
sin(πkjx1) sin(πℓjx2) for ϑ > 1 and j ∈ N,(6.1)
where the sequence (kj , ℓj)j≥1 is an ordering of the elements of N × N, so that the sequence
(‖ψj‖L∞(Ω))j≥1 is non-increasing. This implies that ‖ψj‖L∞(Ω) ∼ j−ϑ as j → ∞ by Weyl’s
asymptotic law for the spectrum of the Dirichlet Laplacian (cf. [27] as well as the examples in
[9, 10]). We use a first order finite element solver to compute the solutions to the system (3.3)
and (3.4) numerically over an ensemble of regular hierarchical FE meshes {Th}h of the square
domain Ω, parametrized using the one-dimensional mesh widths h ∈ {2−k : k ∈ N}.
In the numerical experiments in Subsection 6.1 to Subsection 6.3, we fix the source term
z(x) = x2 and set u0(x) = x
2
1 − x22 for x = (x1, x2) ∈ Ω. The lattice QMC rule was generated
in all experiments by using the fast CBC implementation of the QMC4PDE software [20, 21],
with the weights chosen to appropriately accommodate the fluctuations (6.1) in accordance
with Theorem 5.9. In particular, we note that while all the lattice rules in the subsequent
numerical examples were designed with the adjoint solution q in mind, the same lattice rules
have been used in the sequel to analyze the behavior of the state solution u of (3.4) as well.
All computations were carried out on the Katana cluster at UNSW Sydney.
6.1. Finite element error. In this section, we assess the validity of the finite element error
bounds given in Theorem 5.4.
Two numerical experiments were carried out:
(a) The L2 errors ‖us(·, y, z) − us,h(·, y, z)‖L2(Ω) and ‖qs(·, y, z) − qs,h(·, y, z)‖L2(Ω) of the
FE solutions to the state and adjoint PDEs, respectively, were computed using the
parameters s = 100 and h ∈ {2−k : k ∈ {1, . . . , 9}} for a single realization of the
parametric vector y ∈ [−1/2, 1/2]100 drawn from U([−1/2, 1/2]100).
(b) The terms
∥∥ ∫
Ξs
(us(·, y, z) − us,h(·, y, z)) dy
∥∥
L2(Ω)
and
∥∥ ∫
Ξs
(qs(·, y, z) −
qs,h(·, y, z)) dy
∥∥
L2(Ω)
were approximated by using a lattice rule with a single fixed ran-
dom shift to evaluate the parametric integrals with dimensionality s = 100, n = 215
nodes and mesh width h ∈ {2−k : k ∈ {1, . . . , 6}}.
The value ϑ = 2.0 was used in both experiments as the rate of decay for the fluctuations (6.1).
As the reference solutions us and qs, we used FE solutions computed using the mesh width
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h = 2−10 for experiment (a) and h = 2−7 for experiment (b). The L2 errors were computed
by interpolating the coarser FE solutions onto the grid corresponding to the reference solu-
tion. The numerical results are displayed in Figure 1. In the case of a single fixed vector
y ∈ [−1/2, 1/2]100 , we obtain the rates O(h2.01688) and O(h2.00542) for the state and adjoint
solutions, respectively. The corresponding rates averaged over n = 215 lattice quadrature
nodes are O(h2.04011) for the state PDE and O(h2.01617) for the adjoint PDE. In both cases,
the observed rates adhere nicely with the theoretical rates given in Theorem 5.4.
(a) (b)
Figure 1: The computed finite element errors displayed against the theoretical rates.
6.2. Dimension truncation error. The dimension truncation error was estimated by ap-
proximating the quantities∥∥∥∥∫
Ξ
(u(·, y, z)− us(·, y, z)) dy
∥∥∥∥
L2(Ω)
and
∥∥∥∥ ∫
Ξ
(q(·, y, z)− qs(·, y, z)) dy
∥∥∥∥
L2(Ω)
using a lattice quadrature rule with n = 215 nodes and a single fixed random shift to evaluate
the parametric integrals. The coupled PDE system was discretized using the mesh width
h = 2−5 and, as the reference solutions u and q, we used the FE solutions corresponding to
the parameters s = 211 and h = 2−5. The obtained results are displayed in Figure 2 for the
fluctuation operators (ψj)j≥1 corresponding to the decay rates ϑ ∈ {1.5, 2.0} and dimensions
s ∈ {2k : k ∈ {1, . . . , 9}}. The numerical results are accompanied by the corresponding theo-
retical rates, which are O(s−2) for ϑ = 1.5 and O(s−3) for ϑ = 2.0 according to Theorem 5.2.
In all cases, we find that the observed rates tend toward the expected rates as s increases.
In particular, by carrying out a least squares fit for the data points corresponding to the
values s ∈ {25, . . . , 29}, the calculated dimension truncation error rate for the state PDE is
O(s−2.00315) (corresponding to the decay rate ϑ = 1.5) and O(s−2.83015) (corresponding to
the decay rate ϑ = 2.0). For the adjoint PDE, the corresponding rates are O(s−2.0065) and
O(s−2.72987), respectively. The discrepancy between the obtained rate and the expected rate
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in the case of the decay parameter ϑ = 2.0 may be explained by two factors: the lattice
quadrature error rate is at best linear, so the quadrature error is likely not completely elim-
inated with n = 215 lattice quadrature points. Moreover, the rate obtained in Theorem 5.2
is sharp only for potentially high values of s. This phenomenon may also be observed in the
slight curvature of the data presented in Figure 2.
Figure 2: The computed dimension truncation errors displayed against the expected rates.
6.3. QMC error. We assess the rate in Theorem 5.7 by using the root-mean-square ap-
proximation√√√√E∆∥∥∥∥ ∫
Ξs
qs,h(·, y{1:s}, z) dy{1:s} −
1
n
n∑
i=1
qs,h(·, {t(i) +∆} − 12 , z)
∥∥∥∥2
L2(Ω)
≈
√√√√ 1
R(R− 1)
R∑
r=1
∥∥Q−Q(r)∥∥2
L2(Ω)
,
where Q(r) := 1n
∑n
i=1 qs,h(·, {t(i)+∆(r)}− 12 , z) and Q = 1R
∑R
r=1Q
(r), for a randomly shifted
lattice rule with n = 2m, m ∈ {7, . . . , 15}, lattice points (t(i))ni=1 in [0, 1]s and R = 16 random
shifts ∆(r) drawn from U([0, 1]s) with s = 100. The FE solutions were computed using the
mesh width h = 2−6. The results are displayed in Figure 3. In both cases, the theoretical rate
is O(n−1+δ), δ > 0. For the decay rate ϑ = 1.5, we observe the rates O(n−0.984193) for the
state PDE and O(n−0.987608) for the adjoint PDE. When the decay rate is ϑ = 2.0, we obtain
the rates O(n−1.01080) and O(n−1.012258) for the state and adjoint PDE, respectively.
6.4. Optimal control problem. We consider the problem of finding the optimal control
z ∈ Z that minimizes the functional (1.1) subject to the PDE constraints (1.2) and (1.3). We
choose u0(x) = x
2
1−x22, set ϑ = 1.5, and fix the space of admissible controls Z = {z ∈ L2(Ω) :
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Figure 3: The computed root-mean-square errors for the randomly shifted lattice rules.
zmin ≤ z ≤ zmax a.e. in Ω} with
zmin(x) =

0 x ∈ [18 , 38]× [58 , 78] ,
0 x ∈ [58 , 78]× [58 , 78] ,
−1 otherwise
and zmax(x) =

0 x ∈ [18 , 38]× [18 , 38] ,
0 x ∈ [58 , 78]× [18 , 38] ,
1 otherwise.
We use finite elements with mesh width h = 2−6 to discretize the spatial domain Ω = (0, 1)2.
The integrals over the parametric domain Ξ are discretized using a lattice rule with a single
fixed random shift with n = 215 points and the truncation dimension s = 212.
We consider the regularization parameters α ∈ {0.1, 0.01} for the minimization problem.
To minimize the discretized target functional, we use the projected gradient descent algorithm
(Algorithm 4.3) in conjunction with the projected Armijo rule (Algorithm 4.4) with γ = 10−4
and β = 0.5. For both experiments, we used z0(x) = PZ(x2) as the initial guess and track
the averaged least square difference of the state u and the target state u0. The results are
displayed in Figure 4. We observe that for a larger value of α the algorithm converges faster
and the averaged difference between the state u and the target state u0 increases.
The same behaviour is observed in the unconstrained case with Z = L2(Ω). We fix the
same parameters as before and use the gradient descent algorithm Algorithm 4.1 together
with the Armijo rule Algorithm 4.2 with γ = 10−4 and β = 0.5. We choose z0(x) = x2 as the
initial guess and track the averaged least square difference of the state u and the target state
u0. The results are displayed in Figure 5.
7. Conclusion and future work. We presented a specially designed quasi-Monte Carlo
method for the robust optimal control problem. Our proposed method provides error bounds
for the approximation of the stochastic integral, which do not depend on the number of
uncertain variables. Moreover, the method results in faster convergence rates compared to
Monte Carlo methods. In addition our method preserves the convexity structure of the optimal
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Figure 4: Left: Averaged least square difference of the state u and the target state u0 at each step of the projected
gradient descent algorithm for different values of the regularization parameter α. Right: The control corresponding to
α = 0.1 after 152 projected gradient descent iterations.
Figure 5: Left: Averaged least square difference of the state u and the target state u0 at each step of the gradient descent
algorithm for different values of the regularization parameter α. Right: The control corresponding to α = 0.1 after 152
gradient descent iterations.
control problem due to the nonnegative (equal) quadrature weights. Moreover we presented
error estimates and convergence rates for the dimension truncation and the finite element
discretization together with confirming numerical experiments.
Based on this work and motivated by [29], multilevel [1, 23, 25] and multi-index [7] strate-
gies can be developed in order to further decrease the computational burden. Furthermore the
regularity results of this work can be used for the application of higher order QMC rules [8].
Depending on the application it may also be of interest to consider different objective func-
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tions, e.g., the conditional value-at-risk, a combination of the expected value and the variance
or different regularization terms. In addition it remains to extend the theory to a class of dif-
ferent forward problems such as affine parametric operator equations [18, 19, 26] and different
random fields as coefficients of the PDE system [12, 14, 23]. Other possible improvements
include more sophisticated optimization algorithms such as Newton based methods.
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