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Abstract
There are many problems that lead to analysis of dynamical systems with phase
variables of two types, slow and fast ones. Such systems are called slow-fast systems.
The dynamics of such systems is usually described by means of different versions
of perturbation theory. Many questions about accuracy of this description are still
open. The difficulties are related to presence of resonances. The goal of the proposed
thesis is to establish some estimates of the accuracy of the perturbation theory for
slow-fast systems in the presence of resonances. We consider slow-fast Hamiltonian
systems and study an accuracy of one of the methods of perturbation theory: the
averaging method.
In this thesis, we start with the case of slow-fast Hamiltonian systems with two
degrees of freedom. One degree of freedom corresponds to fast variables, and the
other degree of freedom corresponds to slow variables. Action variable of fast sub-
system is an adiabatic invariant of the problem. Let this adiabatic invariant have
limiting values along trajectories as time tends to plus and minus infinity. The
difference of these two limits for a trajectory is known to be exponentially small in
analytic systems. We obtain an exponent in this estimate. To this end, by means of
iso-energetic reduction and canonical transformations in complexified phase space,
we reduce the problem to the case of one and a half degrees of freedom, where the
exponent is known.
We then consider a quasi-linear Hamiltonian system with one and a half degrees of
freedom. The Hamiltonian of this system differs by a small, ∼ ε, perturbing term
from the Hamiltonian of a linear oscillatory system. We consider passage through a
resonance: the frequency of the latter system slowly changes with time and passes
through 0. The speed of this passage is of order of ε. We provide asymptotic formulas
that describe effects of passage through a resonance with an improved accuracy
O(ε
3
2 ). A numerical verification is also provided. The problem under consideration
is a model problem that describes passage through an isolated resonance in multi-
frequency quasi-linear Hamiltonian systems.
We also discuss a resonant phenomenon of scattering on resonances associated with
discretisation arising in a numerical solving of systems with one rotating phase. Nu-
i
merical integration of ODEs by standard numerical methods reduces continuous time
problems to discrete time problems. For arbitrarily small time step of a numerical
method, discrete time problems have intrinsic properties that are absent in contin-
uous time problems. As a result, numerical solution of an ODE may demonstrate
dynamical phenomena that are absent in the original ODE. We show that numerical
integration of systems with one fast rotating phase leads to a situation of such kind:
numerical solution demonstrates phenomenon of scattering on resonances, that is
absent in the original system.
Keywords: slow-fast Hamiltonian systems, perturbation theory, averaging method,
adiabatic invariant, passage through resonance, numerical integration.
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Chapter 1
Introduction
There are many problems that lead to analysis of dynamical systems with phase
variables of two types, slow and fast ones (slow-fast systems). The dynamics of such
systems is usually described by means of different versions of perturbation theory.
Many questions about accuracy of this description are still open. The difficulties
are related to presence of resonances. In the proposed thesis we consider slow-fast
Hamiltonian systems and study an accuracy of one of the methods of perturbation
theory - the averaging method. In this introductory Chapter we introduce some
notions and formulate some known results relevant for this thesis.
1.1 Hamiltonian Systems
A finite-dimensional Hamiltonian system is a dynamical system whose behaviour can
be described by a system of differential equations of the form
dpi
dt
= −∂H
∂qi
,
dqi
dt
=
∂H
∂pi
, i = 1, . . . , n. (1.1)
Here H = H(p1, p2, . . . , pn, q1, q2, . . . , qn, t) is a scalar function which is called a
Hamiltonian, or Hamilton’s function (Arnold, 1978). The number n is called the
number of degrees of freedom. Variables pi, qi are called generalised momenta and
generalised coordinates, respectively. We denote
p =

p1
...
pn
 , q =

q1
...
qn
 .
Then H = H(p, q, t).
Hamiltonian systems frequently arise in problems of celestial mechanics, theoretical
physics, control theory, and many other fields.
Property 1.1. If the Hamiltonian is time independent, i.e. H(p, q, t) ≡ H(p, q),
then H is a first integral of the Hamiltonian system, i.e. H(p(t), q(t)) ≡ const.
1
1.2. CANONICAL TRANSFORMATIONS AND GENERATING
FUNCTIONS
In mechanical systems Hamiltonian is the total energy. Thus, Property 1.1 indicates
that, if in such a system the the total energy does not depend explicitly on time,
then its value is a constant of motion.
1.2 Canonical Transformations and Generating Func-
tions
In Hamiltonian mechanics, a canonical transformation is a change of variables (p, q, t) 7→
(P,Q, t), which does not destroy Hamiltonian form of any Hamiltonian system (Lan-
dau & Lifshitz, 1976; Goldstein, 2002). Here
P =

P1
...
Pn
 , Q =

Q1
...
Qn
 .
Let S = S(P, q, t), and formulas of the transformation (p, q, t) 7→ (P,Q, t) are
pj =
∂S(P, q, t)
∂qj
, Qj =
∂S(P, q, t)
∂Pj
, j = 1, . . . , n. (1.2)
S is called a generating function of the canonical transformation (Goldstein, 2002).
Theorem 1.2. Equations for P,Q are Hamiltonian equations with Hamilton’s func-
tion
H(P,Q, t) ≡ H(p, q, t) + ∂S
∂t
. (1.3)
For any function S(P, q, t) satisfying det
(
∂2S
∂P ∂q
)
6= 0, locally there exists a canon-
ical change of variables P = P (p, q, t), Q = Q(p, q, t) such that S is a generating
function of it and det
(
∂P
∂p
)
6= 0.
Not all canonical changes of variables satisfy det
(
∂P
∂p
)
6= 0. Such cases are discussed
also in Arnold et al. (2006).
2
1.3. ACTION-ANGLE VARIABLES FOR ONE DEGREE OF
FREEDOM HAMILTONIAN SYSTEM
1.3 Action-Angle Variables for One Degree of Free-
dom Hamiltonian System
Consider a Hamiltonian system with one degree of freedom, i.e. with n = 1. Let
H = H(p, q). From Property 1.1, as H is time independent, we know that H(p, q) =
const = h. Let for each given point (p, q) from some domain there be a closed
trajectory passing through this point. Thus, the phase portrait contains a domain
filled by closed trajectories. Define in this domain new variables I, ϕ: I is the area
bounded by the phase trajectory passing through the point (p, q) divided by 2pi,
and ϕ is the angular variable along phase curve such that ϕ˙ = const. Make the
transformation of variables (p, q) 7→ (I, ϕ).
Proposition 1.3. Transformation (p, q) 7→ (I, ϕ) is a canonical transformation.
The new (transformed) Hamiltonian is H(I, ϕ) ≡ H(p, q). Note that in fact H does
not depend on ϕ, so we can write it as H0(I), with motion described by differential
equations:
I˙ = 0, ϕ˙ =
∂H0
∂I
. (1.4)
Variables (I, ϕ) are called action-angle variables.
1.4 Averaging Method
A rather general object for application of the averaging method is a system of the
following form: x˙ = εf(x, y, ε) , x ∈ U ⊆ Rn ,y˙ = ω(x, y) + εg(x, y, ε) , y ∈M . (1.5)
Here M is a compact m-dimensional manifold, and ε is a small positive parameter,
0 < ε ≤ 1. In this systems variables x and y are called slow and fast variables,
respectively. When ε = 0 we get an unperturbed or fast system:
y˙ = ω(x, y), x = const
3
1.4. AVERAGING METHOD
This is a system of differential equation for y, while x is considered as a parameter.
Suppose that the fast system has a smooth invariant measure µx, and that for almost
all values of x the fast system is ergodic. For approximate description of behaviour
of slow variables the averaging method prescribes to replace the differential equation
for slow variables with the averaged equation
X˙ =
ε
µX(M)
∮
M
f(X, y, 0) dµX
For majority of initial conditions x(0), y(0), solution of the averaged equation with
X(0) = x(0) approximately describes behaviour of slow variables in the original
system on time intervals of length of order 1/ε (Anosov, 1960).
Let M be m-dimensional torus, and ω depend only on x:
M = Tm = {(y1, . . . , ym) mod 2pi}, ω = ω(x).
The system becomesx˙ = εf(x, y, ε) , x ∈ U ⊆ Rn ,y˙ = ω(x) + εg(x, y, ε) , y ∈ Tm . (1.6)
In this case fast variables y are called phases, and the system itself is called a system
with fast rotating phases. Vector ω(x) = (ω1(x), ω2(x), . . . , ωm(x)) is called the
vector of frequencies. Suppose that for almost all values of x the vector of frequencies
is non-resonant: k1 ω1(x) + k2 ω2(x) + . . .+ km ωm(x) 6= 0 for any integer numbers ki
not all equal 0. The smooth invariant measure for this system is just the standard
volume on the torus: dµx = dy1 · · · dym. Then the averaged equation is
X˙ = εF (X),
where
F (X) =
1
(2pi)m
2pi∫
0
· · ·
2pi∫
0
f(X, y, 0) dy1 · · · dym, y =

y1
...
ym
 .
Let us now discuss the accuracy of the averaging method. Suppose that m = 1 and
the frequency ω does not vanish, ω(x) > const > 0. Functions in the right hand side
of system (1.6) are assumed to be continuously differentiable. Consider the motion
4
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x(t), y(t) in system (1.6) and motion X(t) in the averaged system, with initial value
X(0) = x(0). Assume also that X(t) ∈ U˜ ⊂ U , when 0 ≤ t ≤ K
ε
, K = const > 0,
where the distance between boundaries of U and U˜ is a positive constant d.
Theorem 1.4. (see, e.g., Bogolyubov & Mitropol’skij, 1961)
|x(t)−X(t)| < const · ε, 0 ≤ t ≤ K
ε
. (1.7)
Similar estimate of accuracy is valid for m > 1, ω = const provided that ω satisfies
some condition of absence of resonances (Bogolyubov & Mitropol’skij, 1961).
Let m = 1 and ω(x) vanish somewhere. Then typically the equation ω(x) = 0
determines a surface in x-space. This surface is called a resonant surface, because
the condition ω(x) = 0 can be considered as a simple particular case of a resonance
condition. Let a phase point X(t) of the averaged system cross the resonant surface
at some t = t∗. The slow component x(t) of the solution of the exact system stays
close to X(t) at least for 0 ≤ t ≤ t∗. Two principal phenomena associated with
resonance here are capture into resonance and scattering on resonance (Arnold et al.,
2006). Capture means that the point x(t) starts to move along the resonant surface.
This phenomenon takes place for a small measure of initial conditions (typically this
measure is O(
√
ε)). Capture will not be considered in this thesis. Scattering means
that x(t) deviates from X(t) by a distance O(
√
ε) due to passage through a narrow
neighbourhood of the resonant surface. This is a phenomenon which is considered in
this thesis for some particular classes of systems.
For multi-frequency systems, when m ≥ 2, the dynamics is far more complicated.
Let us start with the very particular case when the right hand sides of system (1.6)
depend on phases y via only a unique combination γ = k1 y1 + k2 y2 + . . . + km ym ,
where ki are integer numbers. Then the system of equations for x, γ has the formx˙ = εf(x, γ, ε) ,γ˙ = Ω(x) + εg˜(x, γ, ε) ,
where Ω(x) = k1 ω1(x) + k2 ω2(x) + . . . + km ωm(x) , and ωi are components of the
vector ω. Therefore, in this special case we are effectively back to the one-frequency
case with the resonant surface Ω(x) = k1 ω1(x) + k2 ω2(x) + . . . + km ωm(x) = 0.
5
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VARYING PARAMETERS, ADIABATIC INVARIANT
For general case of the multi-frequency system (m ≥ 2), there are infinitely many
resonance conditions of the form k1 ω1(x) + k2 ω2(x) + . . . + km ωm(x) = 0 for every
(k1, k2, . . . , km) ∈ Zm \ {0} and the dynamics can be very complicated. Still we have
the result from Anosov (1960) that the averaging method approximately describes
dynamics for majority of initial conditions, provided that for almost all values of slow
variables the dynamics in the fast system is ergodic. The last condition is satisfied
if for almost all values of slow variables the vector of frequencies is non-resonant.
1.5 Hamiltonian System Depending on Slowly Vary-
ing Parameters, Adiabatic Invariant
Take
z˙ = v0(z) + εv1(z, ε) (1.8)
as a standard object of perturbation theory. Here ε is a small positive parameter,
0 < ε ≤ 1.
Let
z =

p
q
τ
 , v0 =

−∂H
∂q
∂H
∂p
0

, v1 =

0
0
1
 .
Here p, q, τ are scalar variables, H = H(p, q, τ). We get a system of differential
equations
p˙ = −∂H
∂q
, q˙ =
∂H
∂p
, τ˙ = ε. (1.9)
This system is called one degree of freedom Hamiltonian system depending on a slow
time.
Furthermore, consider the Hamiltonian system with the Hamiltonian H(p, q, λ),
where λ = λ(εt), 0 < ε ≤ 1. Denote τ = εt, so λ = λ(τ). The system under
consideration is called one degree of freedom Hamiltonian system depending on a
slowly varying parameter.
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1.5. HAMILTONIAN SYSTEM DEPENDING ON SLOWLY
VARYING PARAMETERS, ADIABATIC INVARIANT
First we consider everything for λ = const, i.e. τ = const. This system is called
an unperturbed system, or a fast system. Suppose that the phase portrait of the
unperturbed system contains a domain filled by closed trajectories. For each such
trajectory we have
H(p, q, λ) = const.
Introduce action-angle variables (I, ϕ). Transformation (p, q) 7→ (I, ϕ) is a canonical
transformation. Let S(I, q, λ) be a generating function of this transformation:
p =
∂S
∂q
, ϕ =
∂S
∂I
,
and H(p, q, λ) ≡ H0(I, λ).
Let us make the transformation of variables with generating function S = S(I, q, λ(εt))
in our original system with the Hamiltonian H(p, q, λ(εt)). The new Hamiltonian is
H(I, ϕ, τ, ε) = H + ∂S
∂t
= H0(I, λ(εt)) + ε
∂S
∂τ
.
We denote
∂S
∂τ
≡ ∂S
∂λ
dλ
dτ
≡ H1(I, ϕ, τ),
where H1 is a 2pi-periodic in ϕ function. Thus the Hamiltonian is
H(I, ϕ, τ, ε) = H0(I, λ) + εH1(I, ϕ, τ), (1.10)
with equations of motion
I˙ = −∂H(I, ϕ, τ, ε)
∂ϕ
= −ε∂H1(I, ϕ, τ)
∂ϕ
,
ϕ˙ =
∂H(I, ϕ, τ, ε)
∂I
=
∂H0(I, λ)
∂I
+ ε
∂H1(I, ϕ, τ)
∂I
.
(1.11)
Add to this system the equation τ˙ = ε. We have a system of form (1.6) with one
fast phase ϕ and slow variables I, τ . The corresponding averaged system is
J˙ =
ε
2pi
2pi∫
0
∂H1(J, ϕ, τ)
∂ϕ
dϕ = 0 ,
τ˙ = ε.
7
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VARYING PARAMETERS, ADIABATIC INVARIANT
Thus, for solutions of the averaged system we have J(t) = const = J(0). According
to Theorem 1.4 about accuracy of the averaging method we have∣∣I(t)− I(0)∣∣ < const · ε, 0 ≤ t ≤ 1
ε
.
The action variable I is a function of p, q, λ: I = I(p, q, λ). Thus we have∣∣I(p(t), q(t), λ(εt))− I(p(0), q(0), λ(0))∣∣ < const · ε, 0 ≤ t ≤ 1
ε
.
This means that the action I(p, q, λ) is an approximate first integral of the original
system on long time intervals of the lengths of order 1/ε. Such values are called
adiabatic invariants.
We can construct an improved adiabatic invariant of any finite order m as follows
(see, e.g., Arnold et al., 2006). Assume that the original Hamiltonian H and the
function λ are continuously differentiable as many times as needed. Let us try to
make in the system with the Hamiltonian H(I, ϕ, τ, ε) = H0(I, λ) + εH1(I, ϕ, τ)
canonical transformation of variables I, ϕ 7→ J, ψ such that the Hamiltonian for new
variables has the form
H˜(J, ψ, τ, ε) = H0(J, λ)+εH1(J, τ)+ε2H2(J, τ)+· · ·+εmHm(J, τ)+εm+1Hm+1(J, ψ, τ, ε).
(1.12)
Let the generating function for this transformation be Jϕ+ εS(J, ϕ, τ, ε), where
εS(J, ϕ, τ, ε) = εS1(J, ϕ, τ) + ε
2S2(J, ϕ, τ) + · · ·+ εmSm(J, ϕ, τ). (1.13)
We would like to choose functions Si that are 2pi-periodic in ϕ and have zero average
in ϕ.
The relation between variables (I, ϕ) and (J, ψ) is
I = J + ε
∂S
∂ϕ
, ψ = ϕ+ ε
∂S
∂J
. (1.14)
Theorem 1.2 implies that
H˜(J, ψ, τ, ε) = H(I, ϕ, τ, ε) + ε∂S(J, ϕ, τ, ε)
∂t
, (1.15)
i.e.
H˜(J, ψ, τ, ε) = H(J + ε∂S
∂ϕ
, ϕ, τ, ε) + ε2
∂S(J, ϕ, τ, ε)
∂τ
8
1.5. HAMILTONIAN SYSTEM DEPENDING ON SLOWLY
VARYING PARAMETERS, ADIABATIC INVARIANT
= H0(J + ε
∂S
∂ϕ
, λ) + εH1(J + ε
∂S
∂ϕ
, ϕ, τ) + ε2
∂S(J, ϕ, τ, ε)
∂τ
= H0(J, λ) + ε
∂H0
∂J
∂S
∂ϕ
+
ε2
2
∂2H0
∂J2
(
∂S
∂ϕ
)2
+ · · ·
+ εH1(J, ϕ, τ) + ε
2∂H1
∂J
∂S
∂ϕ
+ · · ·+ ε2∂S(J, ϕ, τ, ε)
∂τ
. (1.16)
Substituting series (1.12), (1.13) into (1.16), and equating terms of the same order
in ε, we obtain equations for Hi and Si.
For terms of order ε we get
∂H0
∂J
∂S1
∂ϕ
+H1(J, ϕ, τ) = H1(J, τ).
Function S1 should be 2pi-periodic in ϕ. Taking average with respect to ϕ on both
sides, we obtain
〈H1〉ϕ = H1, (1.17)
and
∂S1
∂ϕ
= − 1
∂H0
∂J
(H1 − 〈H1〉ϕ). (1.18)
Here 〈·〉ϕ denotes the operator of averaging over ϕ.
Define integration operator {·}ϕ. For any 2pi-periodic in ϕ function f we denote
{f}ϕ def= 1
∂H0
∂J
(∫ ϕ
0
(
f(ξ)− 〈f〉ϕ) dξ −〈∫ ϕ
0
(
f(ξ)− 〈f〉ϕ) dξ〉ϕ) .
Evidently, for {f}ϕ we have
∂
∂ϕ
{f}ϕ = 1
∂H0
∂J
(
f − 〈f〉ϕ), 〈{f}ϕ〉ϕ = 0.
We define
S1 = −{H1}ϕ . (1.19)
Similarly, for terms of order εi, 2 ≤ i ≤ m, we have an equation of the form
∂H0
∂J
∂Si
∂ϕ
+Gi(J, ϕ, τ) = Hi(J, τ),
where the function Gi is determined by the functions H1, S1, . . . , Hi−1, Si−1. We
put
Hi = 〈Gi〉ϕ, Si = −{Gi}ϕ. (1.20)
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The new Hamiltonian (1.12) defines differential equations
J˙ = − ∂
∂ψ
εm+1Hm+1(J, ψ, τ, ε), (1.21)
ψ˙ =
∂H0(J, λ)
∂J
+ ε
∂H1
∂J
+ · · ·+ εm∂Hm
∂J
+O(εm+1). (1.22)
So we have
|J(t)− J(0)| = O(εm+1), 0 ≤ t ≤ 1
ε
(1.23)
for an arbitrary order m.
Now consider the case when d
iλ
dτ i
→ 0, i = 1, . . . , (m + 1), λ(τ) → λ± as τ →
±∞. Here λ± are two constants. If approaches to limits here are fast enough, then
the adiabatic invariant of the action variable I along a trajectory of such a system
possesses limiting values I± as time tends to infinity, i.e. I(t)→ I± as t→ ±∞. The
difference ∆I = I+−I− is called an accuracy of conservation of the adiabatic invariant
(Landau & Lifshitz, 1976). The improved adiabatic invariant J also possesses some
limiting values J± as time tends to infinity, i.e. J(t) → J± as t → ±∞. Previous
reasoning shows that J+ − J− = O(εm+1). It is easy to check that in this case
∂Si
∂ϕ
→ 0 as τ → ±∞. Thus, in the limit as τ → ±∞ values I and J coincide:
I± = J±. Therefore I+ − I− = O(εm+1). This result was first obtained by Lenard
(1959). If the system is analytic, and λ(τ)→ λ± as τ → ±∞ fast enough, then the
value of ∆I is exponentially small: ∆I = O(e−
γ
ε ), γ = const > 0 (Slutskin, 1963;
Neishtadt, 2000).
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1.6 Hamiltonian System with Slow and Fast Vari-
ables
For the standard object of perturbation theory (1.8), let
z =

p
q
y
x
 , v0 =

−∂E
∂q
∂E
∂p
0
0

, v1 =

0
0
−∂E
∂x
∂E
∂y

.
Here p, q, y, x are scalar variables, E = E(p, q, y, x). We get the system of differential
equations
p˙ = −∂E
∂q
, q˙ =
∂E
∂p
, y˙ = −ε∂E
∂x
, x˙ = ε
∂E
∂y
. (1.24)
In this system there are two types of variables, slow variables y, x and fast variables
p, q. This system is called a Hamiltonian system with slow and fast variables, or just
a slow-fast Hamiltonian system. It can be considered as a usual Hamiltonian system
with two degrees of freedom, Hamiltonian E = E(p, q, y, x), coordinates q, ε−1x, and
momenta p, y.
For frozen values of slow variables y, x = const, we have a Hamiltonian system with
one degree of freedom (fast system). Suppose that the phase portrait of the fast
system contains a domain filled by closed trajectories. For each such trajectory we
have
E(p, q, y, x) = const.
Introduce action-angle variables (I, ϕ). Transformation (p, q) 7→ (I, ϕ) is a canonical
transformation. Let S(I, q, y, x) be a generating function of this transformation:
p =
∂S
∂q
, ϕ =
∂S
∂I
,
and E(p, q, y, x) ≡ H0(I, y, x).
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Let us make the canonical transformation of variables (p, q, y, ε−1x) 7→ (I¯ , ϕ¯, y¯, ε−1x¯)
with the generating function ε−1xy¯ + S(I¯ , q, y¯, x) in our original system with the
Hamiltonian E(p, q, y, x). New and old variables are related as follows
p =
∂S
∂q
, ϕ¯ =
∂S
∂I¯
, y = y¯ + ε
∂S
∂x
, x¯ = x+ ε
∂S
∂y¯
. (1.25)
The new Hamiltonian H is related to the old Hamiltonian E as follows:
H(I¯ , ϕ¯, y¯, x¯) = E(p, q, y, x).
Formulas for the transformation of variables (1.25) imply that the new Hamiltonian
has the form
H(I¯ , ϕ¯, y¯, x¯, ε) = H0(I¯ , y¯, x¯) + εH1(I¯ , ϕ¯, y¯, x¯, ε).
Differential equations of motion are
˙¯I = −ε∂H1(I¯ , ϕ¯, y¯, x¯, ε)
∂ϕ¯
,
˙¯y = −ε∂H0(I¯ , y¯, x¯)
∂x¯
− ε2∂H1(I¯ , ϕ¯, y¯, x¯, ε)
∂x¯
,
˙¯x = ε
∂H0(I¯ , y¯, x¯)
∂y¯
+ ε2
∂H1(I¯ , ϕ¯, y¯, x¯, ε)
∂y¯
,
˙¯ϕ =
∂H0(I¯ , y¯, x¯)
∂I¯
+ ε
∂H1(I¯ , ϕ¯, y¯, x¯, ε)
∂I¯
.
(1.26)
We have a system of form (1.6) with one fast phase ϕ¯ and slow variables I¯ , y¯, x¯. The
corresponding averaged system is
J˙ = 0, Y˙ = −ε∂H0(J, Y,X)
∂X
, X˙ = ε
∂H0(J, Y,X)
∂Y
. (1.27)
Therefore in the averaged system J(t) = const = J(0), and dynamics of Y,X is
described by Hamiltonian system with one degree of freedom whose Hamiltonian is
H0(J, Y,X). According to Theorem 1.4 about accuracy of the averaging method we
have ∣∣I¯(t)− I¯(0)∣∣ < const · ε, 0 ≤ t ≤ 1
ε
.
Formulas for transformation of variables (1.25) imply that∣∣I − I¯∣∣+ ∣∣y − y¯∣∣+ ∣∣x− x¯∣∣ = O(ε).
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Therefore, the action I(p, q, y, x) is an adiabatic invariant∣∣I(p(t), q(t), y(t), x(t))− I(p(0), q(0), y(0), x(0))∣∣ < const · ε, 0 ≤ t ≤ 1
ε
.
Similarly to Section 1.5, for any m ≥ 1 one can construct an improved adiabatic
invariant of order m, whose value is conserved with an accuracy O(εm+1) on time
intervals of length ∼ 1/ε. Moreover, if the system is analytic, and there are lim-
iting values I± of I(t) as time tends to plus and minus infinity, then under some
assumptions the difference of these limits ∆I = I+ − I− is exponentially small:
∆I = O(e−
γ
ε ), γ = const > 0 (Arnold et al., 2006).
1.7 Contents of the Thesis
In Chapter 2, we consider a slow-fast Hamiltonian system with two degrees of
freedom (1.24). For frozen values of slow variables y, x (i.e. for ε = 0), the
phase portrait for fast variables p, q contains a domain filled by closed trajecto-
ries. The action variable I in this domain is an adiabatic invariant of the consid-
ered slow-fast system. We assume that there exist two limiting values of action I±
along the trajectories as time tends to plus and minus infinity. We assume that
the system is analytic. Then the difference of these limits is exponentially small:
∆I = I+ − I− = O(e− γε ), γ = const > 0. We obtain an estimate for the constant γ
in this formula. An example shows that this estimate can not be improved. The esti-
mate is related to singularities of the Hamiltonian for complex values of slow variables
and also to complex resonances: zeros of the frequency ω(I,X, Y ) =
∂H0(I, Y,X)
∂I
(see (1.26)) along solutions of averaged system (1.27) in complex time. The proof
is based on iso-energetic reduction and canonical transformations of the system in
a complexified phase space. These transformations reduce the problem to study a
Hamiltonian system depending on slowly varying parameter (1.11) for which the es-
timate is known from Neishtadt (2000). Results of Chapter 2 are published in Su
(2012).
In Chapter 3, we consider a Hamiltonian system of form (1.26). We consider a case
of a quasilinear system: H0(I) = ω(τ)I. When ω > const > 0, this is actually
the previous problem of accuracy of conservation of adiabatic invariants introduced
in Chapter 2. In Chapter 3 we deal with the case when the frequency vanishes at
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some slow time moment τ∗, i.e., ω(τ∗) = 0. Thus we have a passage through a
resonance mentioned at the end of Section 1.4. In Chapter 3, asymptotic formulas
that describe effects of scattering on a resonance with better accuracy (O(ε
3
2 )) than
previously known formulas are derived. This is an improvement of known results
by Chirikov (1959), Kevorkian (1971), Kevorkian & Cole (1996) and Bosley (1996).
Validity of one of the considered formulas was conjectured by Bosley & Kevorkian
(1992); Bosley (1996) on the basis of a heuristic reasoning and numerical experiments.
Rigorous proof turned out to be rather cumbersome. It uses estimates based on
4th order perturbation theory from Section 1.5 as well as cancellations of many
terms in the perturbation theory near the resonance. After the theoretical proof
of asymptotic formulas, a numerical verification of these formulas is provided. The
problem under consideration is a model problem that describes passage through an
isolated resonance in multi-frequency quasi-linear Hamiltonian systems. Results of
Chapter 3 are published as a preprint Neishtadt & Su (2012a). The paper is accepted
by SIAM Journal on Applied Dynamical Systems.
In Chapter 4, we discuss a resonant phenomenon arising in a numerical solving of
systems with one rotating phase, i.e. systems of form (1.5) with m = 1 and ω >
const > 0. Numerical integration of ODEs by standard numerical methods reduces
continuous time problems to discrete time problems. For arbitrarily small time step
of a numerical method, such discrete time problems may have intrinsic properties
that are absent in continuous time problems (see, e.g., Fiedler & Scheurle, 1996). As
a result, numerical solution of an ODE may demonstrate dynamical phenomena that
are absent in the original ODE. In Chapter 4, we show that numerical integration
of systems with one fast rotating phase leads to a situation of such kind: numerical
solution demonstrates phenomenon of scattering on resonances between frequency ω
and frequency of discretisation, which is absent in the original system. Results of
Chapter 4 are published in Neishtadt & Su (2012b).
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Chapter 2
On the Accuracy of Conservation of Adia-
batic Invariants in Slow-Fast Systems
2.1 Introduction
Consider a slow-fast Hamiltonian system with two degrees of freedom. The Hamil-
tonian is
E = E(p, q, y, x) (2.1)
where q, ε−1x are coordinates, p, y are momenta, and ε is a small positive parameter.
The variation of the variables p, q, y, x is described by the differential equations
p˙ = −∂E
∂q
, q˙ =
∂E
∂p
, y˙ = −ε∂E
∂x
, x˙ = ε
∂E
∂y
. (2.2)
Thus p, q are fast variables, and y, x are slow ones. The system with one degree of
freedom in which y = const, x = const is called an unperturbed or fast system. As-
sume that when y, x = const, the phase portrait of the unperturbed system contains
a domain filled by closed trajectories (Fig. 2.1).
q
p
Figure 2.1: Phase portrait of the unperturbed (fast) system.
We can introduce action-angle variables
I = I(p, q, y, x), ϕ = ϕ(p, q, y, x) mod 2pi .
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The action I(p, q, y, x) is the area surrounded by the trajectory passing through
the point p, q, divided by 2pi. Denote H0(I, y, x) the Hamiltonian E expressed in
terms of I, y, x. The approximation in which I = const and dynamics of y, x
is described by the Hamiltonian system with Hamiltonian H0(I, y, x) is called an
adiabatic approximation. In this approximation,
y˙ = −ε∂H0(I, y, x)
∂x
, x˙ = ε
∂H0(I, y, x)
∂y
,
H0(I, y, x) ≡ E(p, q, y, x).
(2.3)
We will assume that in the phase portrait of this system there is a domain in which
along trajectories |x| → ∞, y → const as time t→ ±∞. Thus trajectories have one
of forms shown in Fig. 2.2.
y
x
(1)
or
y
x
(2)
y
x
(3)
or
Figure 2.2: Possible trajectories of y, x in adiabatic approximation.
Action I is an adiabatic invariant: its value along a trajectory is a constant with
an accuracy O(ε) on time intervals of lengths ∼ 1
ε
(see, e.g., Arnold, 1978; Arnold
et al., 2006). We consider the case when the action I along a trajectory of original
system (2.2) possesses limiting values I± as t→ ±∞. Their difference ∆I = I+− I−
is called an accuracy of conservation of the adiabatic invariant in slow-fast systems.
If this system is analytic, the value of ∆I is exponentially small (Arnold et al., 2006):
∆I = O(e−
γ
ε ), γ = const > 0.
The goal of this chapter is to give an estimate for the constant γ.
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2.2 Reduction to a standard form
For the Hamiltonian E(p, q, y, x) with y, x = const, denote S(I, q, y, x) the generating
function of canonical transformation (p, q) 7→ (I, ϕ). We have the relations (Arnold,
1978):
ϕ =
∂S(I, q, y, x)
∂I
, p =
∂S(I, q, y, x)
∂q
.
For a fixed trajectory E(p, q, y, x) = h = H0(I, y, x), where h is a constant, we can
express p as
p = P (h, q, y, x),
if
∂E
∂p
6= 0. The function S has the following form (Arnold, 1978):
S(I, q, y, x) =
q∫
q0
P (H0(I, y, x), q1, y, x) dq1,
where the constant q0 is some initial value of q.
Lemma 2.1. (see, e.g., Neishtadt, 1987)
∂S
∂x
=
t∫
0
(〈
∂E
∂x
〉
− ∂E
∂x
)
dt1,
∂S
∂y
=
t∫
0
(〈
∂E
∂y
〉
− ∂E
∂y
)
dt1,
where 〈
∂E
∂x
〉
=
1
T
∮
∂E
∂x
dt1,
〈
∂E
∂y
〉
=
1
T
∮
∂E
∂y
dt1.
Here integrals are calculated along a trajectory of the fast system, and T = 2pi
(
∂H0
∂I
)−1
is the period of this trajectory.
Now consider another canonical transformation (p, q, y, ε−1x) 7→ (I¯ , ϕ¯, y¯, ε−1x¯) with
generating function ε−1y¯x + S(I¯ , q, y¯, x). The old conjugate variables are (p, q) and
(y, ε−1x), and new conjugate variables are (I¯ , ϕ¯) and (y¯, ε−1x¯).
Lemma 2.2. (see, e.g., Arnold et al., 2006)
y = y¯ +O(ε), x = x¯+O(ε), I = I¯ +O(ε), ϕ = ϕ¯+O(ε)
and the new Hamiltonian is
H(I¯ , ϕ¯, y¯, x¯, ε) = H0(I¯ , y¯, x¯) + εH1(I¯ , ϕ¯, y¯, x¯, ε). (2.4)
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To simplify notations, omit the bar symbols and dependence on ε in (2.4). We obtain
the Hamiltonian
H(I, ϕ, y, x) = H0(I, y, x) + εH1(I, ϕ, y, x) (2.5)
and equations of motion
I˙ = −ε∂H1
∂ϕ
, ϕ˙ =
∂H0
∂I
+ ε
∂H1
∂I
,
y˙ = −ε
(
∂H0
∂x
+ ε
∂H1
∂x
)
, x˙ = ε
(
∂H0
∂y
+ ε
∂H1
∂y
)
.
(2.6)
2.3 Statement of the problem and the result
It is assumed that in the adiabatic approximation |x| → ∞, y → const as t → ±∞
(see Fig. 2.2). We will assume also, that when x, y are changing in accordance with
adiabatic approximation, and p, q are fixed,
∂E(p, q, y, x)
∂x
→ 0, as t→ ±∞. (2.7)
For definiteness we will consider the case when the trajectories in adiabatic approx-
imation have the form shown in Fig. 2.2 (1). Result will be valid for the other two
cases in Fig. 2.2.
The function
ω0(I, y, x) =
∂H0(I, y, x)
∂I
is the frequency of unperturbed motion.
Let us assume that the following conditions are fulfilled.
Assumption 1◦.
The functions H0, H1 in (2.5) can be analytically extended into a complex domain
D = DI ×Dϕ ×Dxy, where DI is a neighbourhood of a given real point I∗,
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I*
Im I
DI
Re I
Figure 2.3: Domain DI .
Dϕ is a strip of a fixed width about the real axis,
Im φ
Dφ
Re φ
Figure 2.4: Domain Dϕ.
and Dxy is some domain in the complex plane C2. The function ω0(I, y, x) does not
vanish in D, and |ω0| > const > 0. Function H0(I, y, x) satisfies∣∣∣∣∂H0∂I
∣∣∣∣ < const, ∣∣∣∣∂H0∂y
∣∣∣∣ < const, ∣∣∣∣∂H0∂x
∣∣∣∣ < const, ∣∣∣∣∂H0∂y
∣∣∣∣2 + ∣∣∣∣∂H0∂x
∣∣∣∣2 > const > 0.
Now let us consider approximate Hamiltonian H0(I, y, x) and corresponding equa-
tions of motion:
y˙ = −ε∂H0
∂x
, x˙ = ε
∂H0
∂y
.
For a fixed I0, we have H0(I0, y, x) = h = const. Assume that curves H0 = const are
not closed (Fig. 2.5):
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y
x
h=h0=const
Figure 2.5: Curves H0 = h = const.
Introduce the slow time
τ = εt.
The differential equations of motion are
dy
dτ
= −∂H0
∂x
,
dx
dτ
=
∂H0
∂y
. (2.8)
Take h = h0, h0 is a point in some interval Dh with centre h∗, where h∗ is a given
real point:
Dh
h*
Figure 2.6: Domain Dh.
Consider a solution of equations (2.8) with H0(I0, y, x) = h0:{
y = Y (τ, I0, h0)
x = X(τ, I0, h0)
I0 ∈ DI , h0 ∈ Dh.
From now on we omit indications of the dependence on h0.
Assumption 2◦.
For I0 ∈ DI , the solution Y (τ, I0), X(τ, I0) can be analytically extended into a strip
(see Fig. 2.7)
Dτ = {τ : |Im τ | < σ + δ|Re τ |}.
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Im τ
Dτ
Re τ
Figure 2.7: Domain Dτ .
The trajectory of the considered solution has a positive distance from the boundary
of the domain Dxy. We suppose that this solution tends to infinity as time tends to
infinity, namely
lim
Re τ→±∞
∣∣X(τ, I0)∣∣ =∞,
H0(I, y, x) satisfies
lim
Re τ→±∞
∂H0(I, Y (τ, I0), X(τ, I0))
∂x
= 0,
H1(I, ϕ, y, x) satisfies
|H1(I, ϕ, Y (τ, I0), X(τ, I0))| < c
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν , (2.9)
ω0(I, y, x) satisfies
Im ω0(I0, Y (τ, I0), X(τ, I0))⇒ 0, as Re τ → ±∞, Im I0 → 0. (2.10)
Here σ, δ, c, ν are positive constants.
Lemma 2.3 (Cauchy estimate). (see, e.g., Derrick, 1984) Let f(z) be an analytic
function and satisfy |f(z)| ≤M in |z − ζ| ≤ r for fixed complex number ζ. Then
|f (n)(ζ)| ≤ Mn!
rn
. (2.11)
In particular, when n = 1:
|f ′(ζ)| ≤ M
r
. (2.12)
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Cauchy estimate (2.11) is also called Cauchy’s inequality (Brown & Churchill, 1996).
Lemma 2.4. There exist positive constants, such as∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ > const · |τ |, (2.13)∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ < const · |τ |. (2.14)
Proof. The property (2.10)
Im ω0(I0, Y (τ, I0), X(τ, I0))⇒ 0, as Re τ → ±∞, Im I0 → 0
implies that ∀ ρ > 0, ∃Σ > 0, Γ > 0, such that if |Im I0| < Σ, |Re τ | > Γ, then
|Im ω0| < ρ.
Since we know that |ω0| > c1 = const, assume |Im ω0| < c1
10
for |Im I0| < Σ,
|Re τ | > Γ, and therefore,
|Re ω0| > 9
10
c1.
Let τ = λ + iµ. The value of the integral in
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣ does
not depend on the path of integration.
For |Re τ | > max
{
Γ, 2
( 9
10
c1 − ρ
)−1( 9
10
c1 + ρ+ a+ b
)
Γ
}
, where a, b are positive
constants satisfying
Γ∫
0
|Re ω0| dλ ≤ a · Γ,
Γ∫
0
|Im ω0| dλ ≤ b · Γ,
we choose the path of integration in (2.13) as it is shown in Fig. 2.8:
Im τ
Re τΓ0
Figure 2.8: Path for calculation of the integral
τ∫
0
ω0 dτ1.
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We have∣∣∣∣∣∣
τ∫
0
ω0 dτ1
∣∣∣∣∣∣ =
∣∣∣∣∣∣
Re τ∫
0
ω0 dτ1 +
τ∫
Re τ
ω0 dτ1
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Re τ∫
0
ω0 d(λ+ iµ) +
τ∫
Re τ
ω0 d(λ+ iµ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Re τ∫
0
ω0 dλ+
τ∫
Re τ
ω0 d(iµ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Re τ∫
0
Re ω0 dλ+
Re τ∫
0
i Im ω0 dλ+
τ∫
Re τ
Re ω0 d(iµ) +
τ∫
Re τ
i Im ω0 d(iµ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γ∫
0
Re ω0 dλ+
Re τ∫
Γ
Re ω0 dλ+
Γ∫
0
i Im ω0 dλ+
Re τ∫
Γ
i Im ω0 dλ
+
τ∫
Re τ
Re ω0 d(iµ) +
τ∫
Re τ
i Im ω0 d(iµ)
∣∣∣∣∣∣
Using triangle inequality and inequality for integrals, we get∣∣∣∣∣∣
τ∫
0
ω0 dτ1
∣∣∣∣∣∣ ≥
∣∣∣∣∣∣
∣∣∣∣∣∣
Re τ∫
Γ
Re ω0 dλ+
τ∫
Re τ
Re ω0 d(iµ)
∣∣∣∣∣∣−
∣∣∣∣∣∣
Re τ∫
Γ
|Im ω0| dλ+
τ∫
Re τ
|Im ω0| d(iµ)
+
Γ∫
0
|Re ω0| dλ+
Γ∫
0
|Im ω0| dλ
∣∣∣∣∣∣
∣∣∣∣∣∣
>
∣∣∣∣∣∣∣ 910c1 · (Re τ − Γ) + 910c1 · i Im τ ∣∣∣− ∣∣∣ρ · (Re τ − Γ) + ρ · i Im τ + aΓ + bΓ∣∣∣
∣∣∣∣
=
∣∣∣∣∣∣∣ 910c1 · τ − 910c1 · Γ∣∣∣− ∣∣∣ρ · τ − ρ · Γ + aΓ + bΓ∣∣∣
∣∣∣∣
≥
∣∣∣∣( 910c1|τ | − 910c1Γ)− (ρ|τ |+ ρΓ + aΓ + bΓ)
∣∣∣∣
=
∣∣∣∣( 910c1 − ρ)|τ | − ( 910c1 + ρ+ a+ b)Γ
∣∣∣∣
>
1
2
( 9
10
c1 − ρ
)
|τ |
as
( 9
10
c1 − ρ
)
|τ | > 2
( 9
10
c1 + ρ+ a+ b
)
Γ.
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Take a positive constant c2 <
1
2
(
9
10
c1 − ρ
)
. Then∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ > 12
(
9
10
c1 − ρ
)
|τ | > c2|τ |. (2.15)
For |Re τ | ≤ max
{
Γ, 2
( 9
10
c1− ρ
)−1( 9
10
c1 + ρ+ a+ b
)
Γ
}
, it is evident that we can
find another positive constant c3 such that∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ > c3|τ |. (2.16)
Formulas (2.15) and (2.16) imply formula (2.13).
Because |ω0| =
∣∣∣∣∂H0∂I
∣∣∣∣ < const, we can find a constant c4 such that∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ < c4|τ |. (2.17)
This gives formula (2.14).
Lemma 2.5. For I ∈ D˜I = DI − δI , I0 ∈ DI , ϕ ∈ D˜ϕ = Dϕ − δϕ, and τ ∈ D˜τ =
{τ : |Im τ | < σ − δτ + δ|Re τ |},∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂I
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂ϕ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,
where δI , δϕ, δτ are positive constants.
Proof. From inequalities (2.9) and (2.13), we obtain
|H1(I, ϕ, Y (τ, I0), X(τ, I0))| < c
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν
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<
const
1 + |τ |2+ν .
From Cauchy estimate (2.12), we get that, in D˜I and D˜ϕ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂I
∣∣∣∣ < const1 + |τ |2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂ϕ
∣∣∣∣ < const1 + |τ |2+ν .
Now let us prove that
∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const1 + |τ |2+ν . From
Dτ = {τ : |Im τ | < σ + δ|Re τ |},
for simplicity, assume δτ =
σ
10
, and then
D˜τ = {τ : |Im τ | < σ − σ
10
+ δ|Re τ |}.
In Fig. 2.9, mark the boundary of Dτ with solid lines, and that of D˜τ with dashed
lines:
Im τ
Re τ
10
σ
centre radius σ/10τ?~
Figure 2.9: Domain D˜τ .
For τ˜ ∈ D˜τ , the estimate of |H1| on the circle of radius σ
10
around τ˜ is
|H1| < const
1 + min
θ
∣∣τ˜ + σ
10
eiθ
∣∣2+ν . If |τ˜ | > σ, then
|H1| < const
1 + min
θ
∣∣∣τ˜ + σ
10
eiθ
∣∣∣2+ν <
const
1 +
∣∣∣∣ 910 τ˜
∣∣∣∣2+ν .
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Thus, from the Cauchy estimate,∣∣∣∣∂H1∂τ
∣∣∣∣∣∣∣∣
τ˜
<
const
1 +
∣∣ 9
10
τ˜
∣∣2+ν
/
σ
10
<
const
1 + |τ˜ |2+ν .
If |τ˜ | ≤ σ, then, because of the Cauchy estimate,∣∣∣∣∂H1∂τ
∣∣∣∣∣∣∣∣
τ˜
< const
/ σ
10
<
const
1 + |τ˜ |2+ν .
Therefore, ∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const1 + |τ |2+ν .
Then, because of estimate (2.14),
const
1 + |τ |2+ν <
const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν .
Therefore, for I ∈ D˜I , ϕ ∈ D˜ϕ, τ ∈ D˜τ ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂I
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂ϕ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν .
Assumption 3◦.
The level lines
Im
τ∫
0
ω0(I, Y (τ1, I), X(τ1, I)) dτ1 = B = const, 0 ≤ |B| ≤ γ, I ∈ DI
lie in the domain Dτ and have a positive distance from the boundary of Dτ .
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Now consider the exact solution I(t), ϕ(t), y(t), x(t) of the Hamiltonian system
(3.2) with real initial conditions I(0), ϕ(0), y(0), x(0) in D = D̂I × Dϕ × Dxy
at t = τ/ε = 0, and H(I(0), ϕ(0), y(0), x(0)) = h0. Here D̂I is a small enough
neighbourhood of I∗. The adiabatic invariant of the action I(t) satisfies
dI
dt
= −ε∂H1(I, ϕ, y, x)
∂ϕ
and thus
I(t) = I(0)− ε
t∫
0
∂H1(I(t1), ϕ(t1), y(t1), x(t1))
∂ϕ
dt1.
Theorem 2.1. There exist limiting values
I± = lim
t→±∞
I(t)
and their difference ∆I = I+ − I− satisfies the estimate
∆I = O(e−
γ
ε ), γ = const > 0 (2.18)
with the constant γ introduced in Assumption 3◦.
Remarks.
1. The method of continuous averaging (Treschev, 1997) gives the same estimate for
γ as the above-stated theorem. For a problem of scattering by a potential barrier
such an estimate is obtained by Benettin et al. (1997).
2. For a linear oscillator with slowly varying frequency there is an asymptotic formula
for accuracy of conservation of adiabatic invariant (Dykhne, 1960). Comparison of
the result of Theorem 2.1 and this formula shows that Theorem 2.1 provides a sharp
estimate for exponent in accuracy of conservation of adiabatic invariant.
3. Equation (2.2) was treated by Gelfreich & Lerman (2002) for the case when the
fast system has an elliptic equilibrium. It is shown that there exists a canonical
transformation of variables (p, q, y, x) 7→ (p¯, q¯, y¯, x¯) such that the Hamiltonian in
the new variables is exponentially close to a Hamiltonian H¯ which depends on new
variables only via their combination (an action) I = (p¯2 + q¯2)/2. Then I is the
first integral of the system with Hamiltonian H¯ and an adiabatic invariant of the
original Hamiltonian system. Moreover, this adiabatic invariant is conserved with
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an exponentially high accuracy O(e−
γ1
ε ). However, it is not clear if the method by
Gelfreich & Lerman (2002) allows to obtain a sharp estimate for the exponent in
accuracy of conservation of adiabatic invariant (cf. Remark 2).
2.4 Example
Paper by Benettin et al. (1997) gives us several examples of slow-fast Hamiltonian
systems, in one of which the Hamiltonian is as follows:
H(I, ϕ, y, x) = ωI +
y2
2
+ V0(x) + εg(ϕ)V1(x). (2.19)
Here y, x are slow variables and I, ϕ are fast ones. We consider the case of V0(x) =
e−x. Concerning V1, we need it to be real analytic and tend to zero as x → +∞.
Following Benettin et al. (1997) we choose V1 ≡ e−x. Dynamics in the adiabatic
approximation is described by the Hamiltonian
H0(I, y, x) = ωI +
y2
2
+ V0(x) = ωI +
y2
2
+ e−x. (2.20)
Let H0(I, y, x) = ωI +
y2
2
+ e−x = h0 = const be the total energy of the system
without perturbation V1. We can draw the phase portrait of the system to describe
the motion (see Fig. 2.10):
V x e x0 ( ) =
−
− 2η
2η
y
x
x
η
Figure 2.10: Potential V0 and level lines of Hamiltonian H0.
28
2.4. EXAMPLE
Take ξ˜ as the slow time of motion. From the Hamiltonian H0(I, y, x) = ωI +
y2
2
+
e−x = h0, we know that
dx
dξ˜
=
∂H0
∂y
= y.
So
1
2
(
dx
dξ˜
)2
+ e−x = h0 − ωI = η˜.
Thus we can express x and y via (ξ˜, η˜):
x = x(ξ˜, η˜), y = y(ξ˜, η˜)
with initial data x0 = x(0, η˜) and y0 =
√
2(η˜ − e−x0).
After solving differential equations, we can obtain the solutions as (see, Benettin
et al., 1997)
x(ξ˜, η˜) = log
(
1
η˜
(
cosh
√
η˜/2
(
ξ˜ − ξ˜0))2) , y(ξ˜, η˜) = √2η˜ tanh√η˜/2 (ξ˜ − ξ˜0).
(2.21)
For simplicity we take the initial value of ξ˜ as ξ˜0 = 0. So x0 = x(0, η˜) = log
1
η˜
,
y0 = 0.
After the canonical transformation of variables from (x, y) to (ξ˜, η˜), the Hamiltonian
H0 becomes K0(ξ˜, η˜) = ωI + η˜ and the new Hamiltonian is
K(ξ˜, η˜, I, ϕ) = ωI + η˜ + εf(ξ˜, η˜)g(ϕ)
with
f(ξ˜, η˜) = V1(x(ξ˜, η˜)) = e
− log
(
1
η˜
(
cosh
√
η˜/2 ξ˜
)2)
=
η˜(
cosh
√
η˜/2 ξ˜
)2 .
The differential equations of motion are
˙˜ξ = ε+ ε2
∂f(ξ˜, η˜)
∂η˜
g(ϕ),
˙˜η = −ε2∂f(ξ˜, η˜)
∂ξ˜
g(ϕ),
I˙ = −εf(ξ˜, η˜)dg(ϕ)
dϕ
,
ϕ˙ = ω.
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For g(ϕ), we suppose that g(ϕ) is analytic in a strip |Imϕ| < ρ with constant ρ > 0,
and bounded:
|g(ϕ)| ≤ 1 for |Imϕ| < ρ.
For f(ξ˜, η˜), we can easily prove that
|f(ξ˜, η˜)| < const
1 + |ξ˜|2+ν ,
and ∣∣∣∣∣∂f(ξ˜, η˜)∂ξ˜
∣∣∣∣∣ < const1 + |ξ˜|2+ν ,∣∣∣∣∣∂f(ξ˜, η˜)∂η˜
∣∣∣∣∣ < const1 + |ξ˜|2+ν .
Take DI as a neighbourhood of a given real point I∗, and Dϕ as a strip |Imϕ| < ρ.
Now let us determine the domain of ξ˜ by finding singularities of f(ξ˜, η˜):
f(ξ˜, η˜) =
η˜(
cosh
√
η˜/2 ξ˜
)2 = 4η˜(
e
√
η˜/2 ξ˜ + e−
√
η˜/2 ξ˜
)2 .
Points of singularities should satisfy
e
√
η˜/2 ξ˜ + e−
√
η˜/2 ξ˜ = 0,
e2
√
η˜/2 ξ˜ + 1 = 0,
e
√
2η˜ ξ˜ = −1.
Thus √
2η˜ ξ˜ = (2k + 1)pii, k ∈ Z. (2.22)
Therefore, the solution of system of adiabatic approximation has singularities at
ξ˜ = (2k + 1)
pi√
2η˜
i, k ∈ Z. (2.23)
The closest to the real axis singularity is
ξ˜ =
pi√
2η˜
i. (2.24)
Thus, for h0−ωI = η˜0, the solution of system of adiabatic approximation is analytic
in ξ˜ in the strip
Dξ˜ = {ξ˜ : |Im ξ˜| <
pi√
2η˜0
+ δ|Re ξ˜|}, (2.25)
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where δ is a positive constant. The function f(ξ˜, η˜) is analytic in this strip (2.25) as
well. Fig. (2.11) shows the boundary of domain Dξ˜:
Im ξ
Re ξ
~
~
pi
η2 0
5
0
pi
η2 
3
0
pi
η2 
−
pi
η2 0
−
3
0
pi
η2 
−
5
0
pi
η2 
Figure 2.11: The boundary of domain Dξ˜ described in (2.25).
For any γ such that
0 < γ <
piω√
2η˜0
(2.26)
the level lines
Im
ξ˜∫
0
ω dξ˜1 = ω Im ξ˜ = B = const, 0 ≤ |B| ≤ γ
lie in the domain Dξ˜ at a positive distance from the boundary of this domain. Ac-
cording to Theorem 2.1, the accuracy of conservation of adiabatic invariant ∆I for
the solution with η˜0 = h0 − ωI(0) has the estimate:
∆I = O(e−
γ
ε ). (2.27)
This estimate coincides with that in Benettin et al. (1997), where it was obtained by
a different method.
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2.5 Proof of the Theorem
The proof of this theorem is based on reduction to the case of a system with slowly
varying parameter, for which the estimate of constant γ is known by Neishtadt (2000).
Let us start from Hamiltonian system (2.5) and (2.6). As the frequency ω0(I, y, x)
does not vanish in our domain D, we can express I from H via ϕ, y, x and a constant
of energy. This is the procedure of isoenergetic reduction (see, e.g., Arnold, 1978) on
the energy level H(I, ϕ, y, x) = h0:
− I(y, x, ϕ) = F0(y, x) + εF1(y, x, ϕ). (2.28)
Here (−I) is the new Hamiltonian, ϕ is the new time, and (y, x) is in a small neigh-
bourhood of D˜xy, which can be written as D˜xy + δxy, where
D˜xy =
{
(y, x) :
{ y = Y (τ, I0)
x = X(τ, I0)
, τ ∈ Dτ , I0 ∈ DI
}
, (2.29)
and δxy is some positive constant.
We do not indicate dependence of Y , X on ε. The differential equations of motion
are
dy
dϕ
= −ε
(
∂F0
∂x
+ ε
∂F1
∂x
)
,
dx
dϕ
= ε
(
∂F0
∂y
+ ε
∂F1
∂y
)
. (2.30)
Since we know that functions H0 and H1 are analytic in D, from the implicit function
theorem, functions F0 and F1 are also analytic in Dϕ × (D˜xy + δxy).
Now consider the approximate system with Hamiltonian
F0(y, x). (2.31)
Introduce slow time ξ = εϕ. Equations of motion are
dy
dξ
= −∂F0
∂x
,
dx
dξ
=
∂F0
∂y
. (2.32)
We can find the solution y = Ŷ (ξ, I0), x = X̂(ξ, I0) for the above approximate
system (2.32) such that F0(Ŷ (ξ, I0), X̂(ξ, I0)) = −I0. The relation between solutions
Y (τ, I0), X(τ, I0) and Ŷ (ξ, I0), X̂(ξ, I0) follows from the formula
ξ =
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1. (2.33)
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Solution Ŷ (ξ, I0), X̂(ξ, I0) can be analytically extended with respect to ξ into some
domain Dξ. The domain Dξ is introduced in Lemma 2.6. As we know,
Im ω0(I0, Y (τ, I0), X(τ, I0))⇒ 0, as Re τ → ±∞, Im I0 → 0. (2.34)
It implies that ω0 uniformly tends to a real function depending on Re I0 as time
tends to infinity and I0 tends to the real axis. Let us denote the limits as ω±(Re I0):
ω0(I0, Y (τ1, I0), X(τ1, I0))⇒ ω±(Re I0), as Re τ → ±∞, Im I0 → 0. (2.35)
Lemma 2.6. For I0 ∈ DI close to the real axis, the image of the domain Dτ under
the map τ 7→ ξ given by the formula (2.33) is a strip around the real axis that contains
a domain (see Fig. 2.12)
Dξ =
{
ξ :
{ |Im ξ| < σ1 + δ1|Re ξ|, |Re ξ| > c5Γ
|Im ξ| < σ2, |Re ξ| ≤ c5Γ
}
(2.36)
σ2
c5Γ
Im ξ
Re ξ
Dξ
Figure 2.12: Domain Dξ.
where σ1, σ2, δ1, c5, Γ are positive constants and σ2 = σ1 + δ1 · c5Γ for continuity.
Straight lines Im ξ = ±γ lie in Dξ and have a positive distance from the boundary of
Dξ (i.e. γ < σ2).
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Lemma 2.7. The function F1(y, x, ϕ) satisfies the estimate:
|F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ)| < const
1 + |ξ|2+ν .
Proof. First of all let us list two forms of Hamiltonian:
H0(I, y, x) + εH1(I, ϕ, y, x) = h0,
−I = F0(y, x) + εF1(y, x, ϕ).
Therefore, we have
H0(−(F0 + εF1), y, x) + εH1(−(F0 + εF1), ϕ, y, x) = h0.
Then let ε = 0:
H0(−F0, y, x) = h0.
So
H0(−(F0 + εF1), y, x) + εH1(−(F0 + εF1), ϕ, y, x) = H0(−F0, y, x),
H0(−(F0 + εF1), y, x)−H0(−F0, y, x) = −εH1(−(F0 + εF1), ϕ, y, x).
Because |ω0| =
∣∣∣∣∂H0∂I
∣∣∣∣ > const, from the implicit function theorem, we have
|F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ)| < const · |H1(I, ϕ, Y (τ, I0), X(τ, I0))|.
From the estimate (2.9):
|H1(I, ϕ, Y (τ, I0), X(τ, I0))| < c
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,
we get
|F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ)| < const
1 + |ξ|2+ν .
Corollary 2.1. For ϕ ∈ D˜ϕ = Dϕ − δϕ, ξ ∈ D˜ξ = Dξ − δξ,∣∣∣∣∣∂F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ)∂ϕ
∣∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∣∂F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ)∂ξ
∣∣∣∣∣ < const1 + |ξ|2+ν ,
where δξ is a positive constant.
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Now let us draw the phase portrait of the system with the Hamiltonian F0(y, x) (see
Fig. 2.13):
y
x
η
ξ
F0=?I
Figure 2.13: Phase portrait of system with Hamiltonian F0(y, x) and new coordinates (ξ, η).
Introduce new coordinates (ξ, η), where η is the value of F0 on level line F0 = η, and
ξ is the slow time of motion. The initial section is X̂(0, I), Ŷ (0, I) parametrized by
I. Then construct a transformation (ξ, η) 7→ (x, y).
Lemma 2.8. In the domain Dξ ×Dη, where Dξ is what mentioned above and Dη is
a neighbourhood of the real point (−I∗), the mapping (ξ, η) 7→ (x, y) is analytic and
canonical.
Proof. With map (ξ, η) 7→ (x, y), consider x and y as functions of ξ, η:
x = x(ξ, η), y = y(ξ, η).
We have the relations:
∂x
∂ξ
=
∂F0
∂y
,
∂y
∂ξ
= −∂F0
∂x
.
Let us differentiate both sides of the relation F0(y, x, h0) = η with respect to η:
∂F0
∂y
∂y
∂η
+
∂F0
∂x
∂x
∂η
= 1.
We get
∂x
∂ξ
∂y
∂η
− ∂y
∂ξ
∂x
∂η
= 1.
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That is indeed the Jacobi determinant:
D(x, y)
D(ξ, η)
= det
∣∣∣∣∣∣∣∣∣∣
∂x
∂ξ
∂x
∂η
∂y
∂ξ
∂y
∂η
∣∣∣∣∣∣∣∣∣∣
= 1.
Therefore, (x, y) 7→ (ξ, η) is canonical transformation.
After this transformation, the new Hamiltonian has the form
− I(η, ξ, ϕ) = η + εG1(η, ξ, ϕ).
Function G1 is analytic and has the following estimate:
|G1(η, ξ, ϕ)| < const
1 + |ξ|2+ν . (2.37)
Also from Cauchy estimate (Derrick, 1984; Brown & Churchill, 1996), for η ∈ D˜η =
Dη−δη, ξ ∈ D˜ξ = Dξ−δξ, ϕ ∈ D˜ϕ, where δη and δξ are positive constants, we obtain∣∣∣∣∂G1(η, ξ, ϕ)∂ϕ
∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∂G1(η, ξ, ϕ)∂η
∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∂G1(η, ξ, ϕ)∂ξ
∣∣∣∣ < const1 + |ξ|2+ν .
Because of the above estimate, we can make another similar isoenergetic reduction
through expressing η via I, ϕ, ξ and constant h0:
− η(I, ϕ, ξ) = I + εK1(I, ϕ, ξ). (2.38)
Here (−η) is the new Hamiltonian, and ξ is the new slow time, I and ϕ are conjugate
variables. From implicit function theorem, we obtain that the function K1 is analytic
in D̂I ×Dϕ ×Dξ. Estimates of K1 and its derivatives have the following form:
|K1(I, ϕ, ξ)| < const
1 + |ξ|2+ν , (2.39)∣∣∣∣∂K1(I, ϕ, ξ)∂I
∣∣∣∣ < const1 + |ξ|2+ν , (2.40)
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∣∣∣∣∂K1(I, ϕ, ξ)∂ϕ
∣∣∣∣ < const1 + |ξ|2+ν , (2.41)∣∣∣∣∂K1(I, ϕ, ξ)∂ξ
∣∣∣∣ < const1 + |ξ|2+ν , (2.42)
in (D̂I − δI)× D˜ϕ × D˜ξ. Here D̂I is the domain (−D˜η).
In this latest Hamiltonian (2.38) the unperturbed part is K0 ≡ I, and the frequency
is
∂K0
∂I
= 1. The level lines
Im
ξ∫
0
dξ1 = Im ξ = B = const, 0 ≤ |B| ≤ γ (2.43)
lie in the domain Dξ and have a positive distance from the boundary of Dξ. The
constant γ is introduced in Assumption 3◦.
Denoting the new time as ϑ = ε−1ξ, we can write differential equations of motion:
dI
dϑ
= −ε∂K1
∂ϕ
,
dϕ
dϑ
= 1 +
∂K1
∂I
. (2.44)
Now consider the solution I(ϑ), ϕ(ϑ) of this system with real initial conditions I(0),
ϕ(0) at ϑ0 = ε
−1ξ0 = 0. The solution satisfies
I(ϑ) = I(0)− ε
ϑ∫
0
∂K1(I(ϑ1), ϕ(ϑ1), εϑ1)
∂ϕ
dϑ1.
Estimate (2.41) implies that there exist limiting values of I(ϑ) as ϑ → ±∞. Evi-
dently, ϕ → ±∞ as ϑ → ±∞. Meanwhile, t → ±∞. Therefore, the limits when
t→ ±∞ are equal to those when ϑ→ ±∞. Let us define values
I± = lim
t→±∞
I(t), ∆I = I+ − I−.
Now the system under consideration is described by the Hamiltonian (2.38) where
I and ϕ are conjugate canonical variables. The action-angle variables I, ϕ of the
unperturbed problem are taken from the region D̂I ×Dϕ, ξ is the slow time variable
defined in region Dξ, and time is ϑ = ε
−1ξ. The function K1 is an analytic, 2pi-
periodic in ϕ function. The frequency of unperturbed motion is 1. We have proved
the following properties:
37
2.5. PROOF OF THE THEOREM
1◦. The functions K0 = I, K1 can be analytically extended into a complex domain
D̂I × Dϕ × Dξ, where D̂I is some neighbourhood of a given real point I∗, Dϕ is a
strip of some fixed width about the real axis, and Dξ is a strip (2.36). The function
K1 satisfies estimates (2.39)-(2.42).
2◦. The level lines (2.43) lie in the domain Dξ and have a positive distance from the
boundary of Dξ.
These are properties required to apply result from Neishtadt (2000). Consider a
solution I(ϑ), ϕ(ϑ) of the Hamiltonian system (2.44) with real initial conditions
I(0), ϕ(0) at ϑ = ϑ0 = ε
−1ξ0 = 0. For
I± = lim
ϑ→±∞
I(ϑ), ∆I = I+ − I−,
referring to Neishtadt (2000), we have the estimate
∆I = O(e−
γ
ε ).
Actually, we should write it as ∆I¯ = I¯+ − I¯− = O(e− γε ) after restoring the bar
symbols from Lemma 2.2.
Lemma 2.9.
lim
t→±∞
I(t) = lim
t→±∞
I¯(t). (2.45)
Proof. Now the bar symbols are restored. Recall what transformations were per-
formed on the original HamiltonianE(p, q, y, x). With generating function S(I, q, y, x),
where y, x are parameters, the Hamiltonian E(p, q, y, x) is transformed to H0(I, y, x)
and p =
∂S(I, q, y, x)
∂q
.
As we know
∂S
∂x
=
t∫
0
(〈
∂E
∂x
〉
− ∂E
∂x
)
dt1,
so
∂S
∂x
→ 0, since ∂E
∂x
→ 0, as x→ ±∞.
On the other hand, with generating function ε−1y¯x + S(I¯ , q, y¯, x), the Hamiltonian
E(p, q, y, x) is transformed to H0(I¯ , y¯, x¯)+εH1(I¯ , ϕ¯, y¯, x¯) and p =
∂S(I¯ , q, y¯, x)
∂q
. Also
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we know
H1 = − ∂H0
∂x¯
∣∣∣∣
x˜
∂S
∂y¯
+
∂E
∂y
∣∣∣∣
y˜
∂S
∂x
,
where x˜ and y˜ are some intermediate values of y, x. As
∂H0
∂x¯
→ 0, ∂S
∂x
→ 0, thus
H1 → 0, as x→ ±∞.
From assumption
(∂H0
∂y¯
)2
+
(∂H0
∂x¯
)2
> const, and
∂H0
∂x¯
→ 0, as x¯→ ±∞, we know
that
∣∣∣∣∂H0∂y¯
∣∣∣∣ > const for big |x¯|. Thus, when |x¯| > c6, ∣∣∣∣∂H0∂y¯
∣∣∣∣ > c−17 , where c6, c7 are
positive constants. Differential equations of motion for y¯, x¯ are
˙¯y =
dy¯
dt
= −ε
(
∂H0
∂x¯
+ ε
∂H1
∂x¯
)
, ˙¯x =
dx¯
dt
= ε
(
∂H0
∂y¯
+ ε
∂H1
∂y¯
)
,
Trajectories of (x¯, y¯) are close to those of the adiabatic approximation (H0 = const)
for |x¯| ≤ c6 + 1 (see Fig. 2.14).
-c6 c6
x
Figure 2.14: Exact trajectory and range of x¯.
Thus for some time moments t+ and t−, we have
x¯(t+) > c6, x¯(t−) < −c6.
Then for t > t+, we have
˙¯x = ε
(
∂H0
∂y¯
+ ε
∂H1
∂y¯
)
> ε
(
c−17 +O(ε)
)
>
1
2
ε c−17 .
Therefore, x¯(t)→ +∞ as t→ +∞. Similarly, x¯(t)→ −∞ as t→ −∞.
From
y = y¯ + ε
∂S(I¯ , q, y¯, x)
∂x
= y¯ + εV (I¯ , ϕ¯, y¯, x),
taking limiting values on both sides as t→ ±∞, we obtain y − y¯ → 0.
We also know that
p = P (I, ϕ, y, x) = P (I¯ , ϕ¯, y¯, x),
q = Q(I, ϕ, y, x) = Q(I¯ , ϕ¯, y¯, x).
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As y − y¯ → 0, it is evident that I − I¯ → 0, ϕ− ϕ¯→ 0 as t→ ±∞.
Therefore,
lim
t→±∞
I(t) = lim
t→±∞
I¯(t).
Thus I and I¯ have the same limit, and ∆I = ∆I¯. Therefore, we have the following
corollary:
Corollary 2.2. The estimate
∆I = O(e−
γ
ε ) (2.46)
is valid.
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Chapter 3
On Asymptotic Description of Passage through
a Resonance in Quasi-Linear Hamiltonian
Systems
3.1 Introduction
The study of passage through a resonance in multifrequency oscillatory systems is a
classical subject in perturbation theory of dynamical systems. For conservative oscil-
latory systems close to linear ones, the study of passage through an isolated resonance
can be reduced to the case of a one-frequency system (this reduction is described in
details, e.g., by Kevorkian & Cole (1996)). The corresponding Hamiltonian has the
form
H(I, ϕ, τ) = ω(τ)I + εH1(I, ϕ, τ). (3.1)
Here I, ϕ, mod 2pi are conjugate canonical variables, τ is a slow time, τ˙ = ε, and ε
is a small parameter, 0 < ε 1. Equations of motion are
I˙ = −ε∂H1(I, ϕ, τ)
∂ϕ
, ϕ˙ = ω(τ) + ε
∂H1(I, ϕ, τ)
∂I
. (3.2)
For ε = 0 we get an unperturbed system with the Hamiltonian H0(I, τ) = ω(τ)I
and action-angle variables I, ϕ. The function ω is the frequency of the unperturbed
motion. For some value of the slow time τ∗ the frequency ω vanishes: ω(τ∗) = 0.
This is the resonance for the considered problem. We assume that the resonance is
non-degenerate: ω′∗ = ω
′(τ∗) 6= 0. Here “prime” denotes the derivative with respect
to τ . For definiteness, let ω′∗ > 0. We assume that τ∗ is the only resonant moment
of the slow time: ω(τ) is different from 0 at τ 6= τ∗.
Action I is an adiabatic invariant: its changes along a trajectory of (3.2) are small
over long time intervals. For motion far from the resonance value I oscillates with an
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amplitude ∼ ε. Passage through a narrow neighbourhood of the resonance leads to a
change in I of order
√
ε (so-called jump of the adiabatic invariant). The asymptotic
formula for this jump was obtained by Chirikov (1959) and, by a different method, by
Kevorkian (1971). Detailed exposition of derivation of this formula by the method of
matched asymptotic expansions is given in Section 5.4 by Kevorkian & Cole (1996),
pp. 502 - 511. Let I− and I+ be values of I along a trajectory of (3.2) at moments
of slow time τ− and τ+, where τ− < τ∗ < τ+. Then this formula reads as
I+ − I− = −
√
ε
+∞∫
−∞
∂H1(I−, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε). (3.3)
Here ϕ∗ is the value of ϕ on the considered trajectory at τ = τ∗. There are also
formulas that describe the contribution of the passage through the resonance on the
time evolution of the angle ϕ (Kevorkian & Cole, 1996).
Existence of this jump in the adiabatic invariant is an important phenomenon. The
beam of phase points that start far from the resonance with the same value of the
action and different values of phases changes its cross-section from O(ε) to O(
√
ε) as
a result of passage through the resonance. This effect is refereed to as a scattering
by Arnold & Avez (1968), Sec. 22D, and Arnold (1988), Sec. 18B.
For motion far from the resonance, adiabatic perturbation theory gives a recipe
for description of dynamics with any prescribed accuracy O(εn) (assuming that the
system is C∞-smooth); see, e.g., (Arnold et al., 2006). For any n ≥ 1, adiabatic
perturbation theory allows us to introduce an improved adiabatic invariant J of nth
order. For motion far from the resonance value J oscillates with an amplitude∼ εn+1.
One can replace in the left-hand side of (3.3) I± with values of the improved adiabatic
invariant J±, but the error estimate in (3.3) still will be O(ε). It is suggested by
Bosley & Kevorkian (1992); Bosley (1996) that one should eliminate an asymmetry
in (3.3) by replacing in the right-hand side I− with I∗, where I∗ is the value of I on
the considered trajectory at τ = τ∗. A numerical simulation by Bosley & Kevorkian
(1992); Bosley (1996) shows that this simple modification improves the accuracy of
formula (3.3) for I± replaced with J± considerably (see Fig. 2.3 by Bosley (1996)). It
is conjectured by Bosley & Kevorkian (1992); Bosley (1996) on the basis of a heuristic
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reasoning and the numerical simulation1 that the error term in the modified formula
is O(ε
3
2 ). Such an improvement of accuracy is rather surprising. It means that the
term O(ε) in the classical formula (3.3) (for I± replaced with J±) appears only due
to asymmetry of the formula, not due to details of motion near the resonance.
In this chapter we prove the conjecture of Bosley & Kevorkian (1992); Bosley (1996)
by means of Hamiltonian adiabatic perturbation theory. We show that the improve-
ment of accuracy occurs due to cancellations of many terms in formulas of the per-
turbation theory considered up to terms of 4th order in ε. We obtain also formulas
which describe change of phase ϕ due to passage through resonance with the same
accuracy O(ε
3
2 ). Previously, only formulas with an accuracy of O(ε) were available
(Kevorkian & Cole, 1996). As a result, we obtain formulas which allow predicting
motion in the postresonance region with accuracy of O(ε
3
2 ), provided that the mo-
tion in the preresonance region is known. The estimate O(ε
3
2 ) is sharp. In the last
section we provide a numerical verification of the formulas.
Our approach to the problem of passage through the resonance is rather different
from that explained by Kevorkian & Cole (1996) and used in the papers cited therein.
In the book (Kevorkian & Cole, 1996) the method of matched asymptotic expansions
is used. It looks as in the framework of this method in its standard form there is
no direct way of obtaining rigorous estimates of the accuracy of high order expan-
sions. We introduce an approximate system which is obtained from (3.2) by replacing
H1(I, ϕ, τ) with H1(I∗, ϕ, τ∗) and ω with ω′(τ∗)(τ − τ∗). Jump of adiabatic invariant
for the approximate system is given by the main term in the right-hand side of (3.3).
We estimate the difference between the solution of the original system (3.2) and the
solution of the approximate system with the same data at τ = τ∗. Outside
√
ε-
neighbourhood of τ∗, in order to estimate the considered difference we perform four
steps of adiabatic perturbation theory procedure both in the exact and the approx-
imate systems.2 Formulas of perturbation theory have singularity at the resonance
(at τ = τ∗) and do not allow obtaining an estimate of solutions close to the resonance.
However, principal singularities are the same for the exact and the approximate sys-
1 “As with all the papers in this series, the method is ‘justified’ only by comparison with
numerical solutions, not by asymptotic error estimation,” J. Murdock, Mathematical Reviews,
MR1381653.
2 Such an approach was invented in the master thesis (Alekseev, 2007) supervised by A. I.
Neishtadt.
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tem. In calculation of the difference between solutions of these two systems, principal
singularities cancel each other, and we can obtain asymptotic formulas for difference
of solutions. These formulas still contain singularities of a lower order, but these
singularities are odd in ω, and they cancel each other when we combine differences
between solutions of the original and the approximate systems accumulated at ap-
proach the resonance and at receding from the resonance. This gives the required
estimate of the total difference accumulated outside the
√
ε-neighbourhood of the
resonance. Estimate of difference accumulated inside the
√
ε-neighbourhood of the
resonance is obtained by direct comparison of solutions inside this neighbourhood.
Again, cancellation of terms with τ < τ∗ and τ > τ∗ is used. These lead to the
required estimate O(ε
3
2 ) for the difference between solutions of the original (3.2) and
the approximate systems on the right-hand side of the considered time interval (at
τ = τ+).
Now we explain why we need an expansion of 4th order in adiabatic perturbation
theory to reach an accuracy of O(ε
3
2 ) in the final formulas. For n ≥ 1 adiabatic
perturbation theory allows us to introduce an improved adiabatic invariant of nth
order J . Far from the resonance J˙ = O(εn+1). However, at the resonance, formulas of
adiabatic perturbation theory have singularities which should be taken into account:
J˙ = εn+1
α(J, ϕ, τ)
(τ − τ∗)2n + · · · .
Here α is some smooth enough function, and only the term with the principal sin-
gularity is written explicitly.
For an approximate system we also can introduce an improved adiabatic invariant
of n-th order Ja. We have
J˙a = ε
n+1α(I∗, ϕa, τ∗)
(τ − τ∗)2n + · · · ,
where ϕa = ϕ∗ + ω′(τ∗)(τ − τ∗)2/(2ε). When we subtract J˙a from J˙ , the principal
terms are cancelled:
J˙ − J˙a = εn+1
(
αJ(I∗, ϕa, τ∗)(J − I∗)
(τ − τ∗)2n +
αϕ(I∗, ϕa, τ∗)(ϕ− ϕa)
(τ − τ∗)2n +
ατ (I∗, ϕa, τ∗)
(τ − τ∗)2n−1
)
+ εn+1
(
O(J − I∗)2
(τ − τ∗)2n +
O(ϕ− ϕa)2
(τ − τ∗)2n +
O(1)
(τ − τ∗)2n−2 + · · ·
)
. (3.4)
In order to estimate the difference between solutions of the original and the approxi-
mate systems accumulated when approaching the resonance and when receding from
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the resonance we integrate the right-hand side of the last equation on slow time
intervals [τ−, τ∗ −
√
ε ], [τ∗ +
√
ε, τ+] and sum up the results. This leads to some
additional cancellations: for example, integrals of the last term in the first line of
(3.4) are cancelled because this term is an odd function of τ − τ∗ (for simplicity we
assume that τ∗ − τ− = τ+ − τ∗). We should estimate the effect of each term in (3.4).
Consider the effect of the middle term in the second line in (3.4), as an example.
One can check that in the considered domain, ϕ− ϕa = O((τ − τ∗)3/ε). Thus
O
(
εn+1(ϕ− ϕa)2
(τ − τ∗)2n
)
= O
(
εn−1
(τ − τ∗)2n−6
)
.
Performing integration with respect to time on the considered time domain, we get
that the effect of this term is
O
([
εn−2
(τ − τ∗)2n−7
]1
τ∗+
√
ε
)
= O(εn−2 + ε
3
2 ) .
Choice n = 4 provides the required estimate O(ε
3
2 ). It turns out that this choice of
n guarantees the required estimate for all other terms in formulas as well.
3.2 Main theorems
We consider Hamiltonian system (3.2) with Hamilton’s function (3.1). We assume
that the functions ω and H1 are of class C
5 for (I, ϕ, τ) ∈ D = DI ×R×Dτ , where
DI and Dτ are some open intervals in R. We assume that H1 is 2pi-periodic in ϕ and
that the frequency ω does not vanish in Dτ other than at τ = τ∗. At the resonance
state, ω(τ∗) = 0, but ω′(τ∗) = ω′∗ 6= 0.
Let I(t), ϕ(t) be a solution of (3.2) on a time interval [t−, t+], where t± = τ±/ε, and
τ± are some constants. Let τ− < τ∗ < τ+. We denote I± = I(t±), ϕ± = ϕ(t±) and
I∗ = I(t∗), ϕ∗ = ϕ(t∗). Here t∗ = τ∗/ε.
Theorem 3.1. We denote that
u1 =
H˜1
ω
, H˜1 = H1 − H¯1, H¯1 =
〈
H1
〉ϕ
,
v1 = −
ϕ∫
0
∂u1(I, ψ, τ)
∂I
dψ +
〈 ϕ∫
0
∂u1(I, ψ, τ)
∂I
dψ
〉ϕ
,
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and angular brackets denote averaging with respect to ϕ:
〈
f
〉ϕ
= 1
2pi
2pi∫
0
f(ϕ) dϕ.
Moreover,
J± = I± + εu1±, R2(J±, τ) = −
1
2ω(τ)
∂2
〈
H˜21
〉ϕ
(J±, τ)
∂I2
, u1± = u1(I±, ϕ±, τ±).
We have
I+ + εu1(I+, ϕ+, τ+) = I− + εu1(I−, ϕ−, τ−)−
√
ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ),
(3.5)
ϕ+ + εv1(I+, ϕ+, τ+) = ϕ− + εv1(I−, ϕ−, τ−) +
1
ε
τ+∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(J−, τ)
∂I
dτ
+
τ+∫
τ∗
∂H¯1(J+, τ)
∂I
dτ +
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ + p.v. ε
τ+∫
τ−
∂R2(I∗, τ)
∂I
dτ
− ε
3
2 ln ε
4ω′∗
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ). (3.6)
Theorem 3.2. With the previous notation, we have
I∗ = I± ± 1
2
√
ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε), (3.7)
ϕ∗ = ϕ± +
1
ε
τ∗∫
τ±
ω(τ) dτ +
τ∗∫
τ±
∂H¯1(J±, τ)
∂I
dτ ∓ 1
2
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
+
ε ln ε
4ω′∗
∂2
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I2
+O(ε). (3.8)
The new results here are
• estimate O(ε 32 ) in the first formula of Theorem 3.1;
• the last two terms and the estimate O(ε 32 ) in the second formula in Theorem
3.1;
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• the last term and the estimate O(ε) in the second formula in Theorem 3.2.
Remark. The estimate of the error term O(ε
3
2 ) in Theorem 3.1 is sharp. This
follows from explicit formulas for the example H1 = τ
2 sinϕ, ω = τ , τ± = ±1.
Combining results of Theorems 3.1 and 3.2, we can obtain prediction of motion in
the postresonance region with accuracy O(ε
3
2 ) as follows:
Corollary 3.1.
I+ = I− + εu1(I−, ϕ−, τ−)− εu1(I−, ϕˇ+, τ+)−
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ),
(3.9)
ϕ+ = ϕ− + εv1(I−, ϕ−, τ−)− εv1(I−, ϕˇ+, τ+) + 1
ε
τ+∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(J−, τ)
∂I
dτ
+
τ+∫
τ∗
∂H¯1(Jˇ+, τ)
∂I
dτ +
√
ε
+∞∫
−∞
∂H˜1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ + p.v. ε
τ+∫
τ−
∂R2(I−, τ)
∂I
dτ
− ε
3
2 ln ε
4ω′∗
∂3
〈
H˜21
〉ϕ
(I−, τ∗)
∂I3
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ), (3.10)
where
ϕˇ+ = ϕ− +
1
ε
τ+∫
τ−
ω(τ) dτ +
τ+∫
τ−
∂H¯1(I−, τ)
∂I
dτ,
Iˇ∗ = I− − 1
2
√
ε
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ,
ϕˇ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(I−, τ)
∂I
dτ +
1
2
√
ε
+∞∫
−∞
∂H˜1(I−, ˇˇϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
+
ε ln ε
4ω′∗
∂2
〈
H˜21
〉ϕ
(I−, τ∗)
∂I2
,
ˇˇϕ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(I−, τ)
∂I
dτ,
Jˇ+ = J− −
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ.
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3.3. PROCEDURE OF ADIABATIC PERTURBATION THEORY
For multifrequency oscillatory Hamiltonian systems close to linear ones, the formulas
of Corollary 3.1 describe passage through isolated resonances with an accuracy of
O(ε
3
2 ). Previously, such a description was available only with an accuracy of O(ε).
3.3 Procedure of adiabatic perturbation theory
In order to get the above estimates, four steps of adiabatic perturbation theory
are performed in both an original Hamiltonian system (in subsection 3.3.1) and an
approximate Hamiltonian system (in subsection 3.3.2). We follow an approach of
Alekseev (2007) here.
3.3.1 Original Hamiltonian system
Consider dynamics described by the Hamiltonian
H(I, ϕ, τ) = ω(τ)I + εH1(I, ϕ, τ).
The frequency ω(τ) can be expanded near the resonance as
ω(τ) = ω′∗(τ − τ∗) +
1
2
ω′′∗(τ − τ∗)2 +O(τ − τ∗)3 (3.11)
with ω′∗ 6= 0.
Thus we get the following formula for ϕ along solutions of system (3.2):
ϕ = ϕ∗ +
1
ε
(
1
2
ω′∗(τ − τ∗)2 +
1
6
ω′′∗(τ − τ∗)3 +O(τ − τ∗)4
)
+
τ∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1.
(3.12)
We will use a standard procedure of adiabatic perturbation theory (see, e.g., Arnold
et al., 2006). Let
εS(J, ϕ, τ, ε) = εS1(J, ϕ, τ) + ε
2S2(J, ϕ, τ) + ε
3S3(J, ϕ, τ) + ε
4S4(J, ϕ, τ), (3.13)
where S is 2pi-periodic in ϕ and 〈S〉ϕ = 0. Here we have not yet defined Sj.
Make the canonical transformation of variables (I, ϕ) 7→ (J, ψ) with the generating
function Jϕ+ εS(J, ϕ, τ, ε). Old and new variables are related as follows:
I = J + ε
∂S(J, ϕ, τ, ε)
∂ϕ
, ψ = ϕ+ ε
∂S(J, ϕ, τ, ε)
∂J
. (3.14)
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The new Hamiltonian, which describes dynamics of variables J , ψ, is
H(J, ϕ(J, ψ, τ), τ) = ω(τ)
(
J + ε
∂S
∂ϕ
)
+ εH1
(
J + ε
∂S
∂ϕ
, ϕ, τ
)
+ ε
∂S
∂t
= ω(τ)J + εω(τ)
∂S
∂ϕ
+ εH1(J, ϕ, τ) + ε
2∂H1(J, ϕ, τ)
∂I
∂S
∂ϕ
+ ε2
∂S
∂τ
+
ε3
2
∂2H1(J, ϕ, τ)
∂I2
(
∂S
∂ϕ
)2
+
ε4
3!
∂3H1(J, ϕ, τ)
∂I3
(
∂S
∂ϕ
)3
+
ε5
4!
∂4H1(J + θε
∂S
∂ϕ
, ϕ, τ)
∂I4
(
∂S
∂ϕ
)4
, 0 < θ < 1. (3.15)
We would like to find Sj, j = 1, . . . , 4, such that there is no dependence on the new
phase ψ in the new Hamiltonian H in terms up to 4th order in ε. Thus the new
Hamiltonian should have the form
H(J, ϕ(J, ψ, τ), τ) = ω(τ)J+εR1(J, τ)+ε2R2(J, τ)+ε3R3(J, τ)+ε4R4(J, τ)+ε5R5(J, ψ, τ).
(3.16)
Here we have not yetdefined functions Rj.
Equate terms of the same order in ε in (3.15) and (3.16). We get series of equations
for functions Rj, Sj, j = 1, . . . , 4. Under the condition that Sj are periodic functions
of ϕ with 0 average, these equations have a unique solution. We find that functions
∂Sj
∂ϕ
have forms
∂S1
∂ϕ
=
α1(J, ϕ, τ)
ω(τ)
,
∂S2
∂ϕ
=
ω′(τ)α2(J, ϕ, τ)
ω3(τ)
+
β2(J, ϕ, τ)
ω2(τ)
,
∂S3
∂ϕ
=
(
ω′(τ)
)2
α3(J, ϕ, τ)
ω5(τ)
+
β3(J, ϕ, τ)
ω4(τ)
,
∂S4
∂ϕ
=
(
ω′(τ)
)3
α4(J, ϕ, τ)
ω7(τ)
+
β4(J, ϕ, τ)
ω6(τ)
,

(3.17)
where α1, α2, α3, α4, β2, β3, β4 are smooth functions with 0 average in ϕ.
Denote
L(f)(J, ϕ, τ) =
∫
f(J, ϕ, τ) dϕ−
〈∫
f(J, ϕ, τ) dϕ
〉ϕ
and Ln = L · · · L︸ ︷︷ ︸
n times
(f).
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3.3.1 Original Hamiltonian system
We can find the explicit form of Sj,
S1 = − 1
ω
L(H˜1),
S2 = −ω
′
ω3
L2(H˜1) + βˆ
2
ω2
,
S3 = −3ω
′2
ω5
L3(H˜1) + βˆ
3
ω4
,
S4 = −15ω
′3
ω7
L4(H˜1) + βˆ
4
ω6
,

(3.18)
satisfying 〈Sj〉ϕ = 0, j = 1, 2, 3, 4.
Also we have
R1(J, τ) =
〈
H1(J, ϕ, τ)
〉ϕ
,
R2(J, τ) =
〈
∂H1(J, ϕ, τ)
∂I
∂S1
∂ϕ
〉ϕ
,
R3(J, τ) =
〈
1
2
∂2H1(J, ϕ, τ)
∂I2
(
∂S1
∂ϕ
)2
+
∂H1(J, ϕ, τ)
∂I
∂S2
∂ϕ
〉ϕ
,
R4(J, τ) =
〈
1
6
∂3H1(J, ϕ, τ)
∂I3
(
∂S1
∂ϕ
)3
+
∂2H1(J, ϕ, τ)
∂I2
∂S1
∂ϕ
∂S2
∂ϕ
+
∂H1(J, ϕ, τ)
∂I
∂S3
∂ϕ
〉ϕ
.
The new Hamiltonian is
H(J, ϕ(J, ψ, τ), τ) = ω(τ)J + εR1 + ε2R2 + ε3R3 + ε4R4 + ε
5γ0(J, ϕ, τ)
ω7(τ)
+ ε5
∂S4
∂τ
.
(3.19)
Remark. The term R5 has the form
R5(J, ψ, τ) = 105ω
′4L4(H˜1)
ω8
+
O(1)
ω7
.
For |τ − τ∗| ≥
√
ε, the motion is described by differential equations:
J˙ = −∂H
∂ϕ
· ∂ϕ
∂ψ
= −∂H
∂ϕ
·
(
∂ψ
∂ϕ
)−1
= −∂H
∂ϕ
(
1 + ε
γ1(J, ϕ, τ)
ω(τ)
+ ε2
γ2(J, ϕ, τ)
ω3(τ)
+ ε3
γ3(J, ϕ, τ)
ω5(τ)
+ ε4
γ4(J, ϕ, τ)
ω7(τ)
)−1
=
(
ε5
7
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
)(
1−
4∑
k=1
εk
γk(J, ϕ, τ)
ω2k−1(τ)
+O
(
ε2
(τ − τ∗)2
))
,
(3.20)
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3.3.2 Approximate Hamiltonian system
ψ˙ =
∂H
∂J
+
∂H
∂ϕ
· ∂ϕ
∂J
=
∂H
∂J
+
∂H
∂ϕ
·
(
−ε∂
2S
∂J2
)(
1 + ε
∂2S
∂J∂ϕ
)−1
=
∂H
∂J
− ∂H
∂ϕ
· ∂
∂J
(
ε
∂S1
∂J
+ ε2
∂S2
∂J
+ ε3
∂S3
∂J
+ ε4
∂S4
∂J
)(
1 +O
(
ε
ω
))−1
= ω(τ) +
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε
5γ0(J, ϕ, τ)
ω7(τ)
+ ε5
∂S4
∂τ
)
+
(
ε5
7ω′4α4
ω8
+ ε5
γ
ω7
)(
ε
γ˜1
ω
+ ε2
γ˜2
ω3
+ ε3
γ˜3
ω5
+ ε4
γ˜4
ω7
)(
1 +O
(
ε
ω
))
= ω(τ) +
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
+
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
+O
(
ε7
(τ − τ∗)10
)
. (3.21)
Here γ0, γ, γ1, . . . , γ9, γ˜1, . . . , γ˜4 are smooth functions.
Remark. By differentiating ψ = ϕ+ ε
∂S(J, ϕ(J, ψ, τ), τ)
∂J
with respect to J on both
sides, we obtain 0 =
∂ϕ
∂J
+ε
∂2S
∂J2
+ε
∂2S
∂J∂ϕ
∂ϕ
∂J
. Therefore,
∂ϕ
∂J
= −ε∂
2S
∂J2
(
1 +
∂2S
∂J∂ϕ
)−1
.
3.3.2 Approximate Hamiltonian system
Now let us consider the approximate Hamiltonian
H(Ia, ϕa, τ) = Ω(τ)Ia + εH1(I∗, ϕa, τ∗).
Equations of motion are
I˙a = −ε∂H1(I∗, ϕa, τ∗)
∂ϕa
, ϕ˙a = Ω(τ).
Here Ω(τ) = ω′∗(τ − τ∗), ω′∗ 6= 0.
We will consider the solution of these equations with initial conditions at resonance,
i.e. when τ = τ∗: Ia(τ∗) = I∗ = I(t∗), ϕa(τ∗) = ϕ∗ = ϕ(t∗). We get the formula for
ϕa as
ϕa = ϕ∗ +
1
2ε
ω′∗(τ − τ∗)2. (3.22)
Let
εSa(ϕa, τ, ε) = εS
a
1 (ϕa, τ) + ε
2Sa2 (ϕa, τ) + ε
3Sa3 (ϕa, τ) + ε
4Sa4 (ϕa, τ) (3.23)
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3.3.2 Approximate Hamiltonian system
where Sa is 2pi-periodic in ϕa and
〈
Sa
〉ϕa
= 0. Here we have not yet defined Saj .
Make the canonical transformation of variables (Ia, ϕa) 7→ (Ja, ψa) with a generating
function Jaϕa + εS
a(ϕa, τ, ε). The old and new variables are related as follows:
Ia = Ja + ε
∂Sa(ϕa, τ, ε)
∂ϕa
, ψa = ϕa. (3.24)
The new Hamiltonian, which describes dynamics of variables Ja, ϕa, is
Ha(Ja, ϕa, τ) = Ω(τ)
(
Ja + ε
∂Sa
∂ϕa
)
+ εH1(I∗, ϕa, τ∗) + ε
∂Sa
∂t
= Ω(τ)Ja + εΩ(τ)
∂Sa
∂ϕa
+ εH1(I∗, ϕa, τ∗) + ε2
∂Sa
∂τ
. (3.25)
We would like to find Saj , j = 1, . . . , 4, such that there is no dependence on the
phase ϕa in the new Hamiltonian Ha in terms up to 4th order in ε. Thus the new
Hamiltonian should have the form
Ha(Ja, ϕa, τ) = Ω(τ)Ja+εRa1(Ja, τ)+ε2Ra2(Ja, τ)+ε3Ra3(Ja, τ)+ε4Ra4(Ja, τ)+ε5Ra5(Ja, ϕa, τ).
(3.26)
Equating terms of the same order in ε in (3.25) and (3.26), we find that functions
∂Saj
∂ϕa
have forms
∂Sa1
∂ϕa
=
α1(I∗, ϕa, τ∗)
Ω(τ)
,
∂Sa2
∂ϕa
=
Ω′(τ)α2(I∗, ϕa, τ∗)
Ω3(τ)
,
∂Sa3
∂ϕa
=
(
Ω′(τ)
)2
α3(I∗, ϕa, τ∗)
Ω5(τ)
,
∂Sa4
∂ϕa
=
(
Ω′(τ)
)3
α4(I∗, ϕa, τ∗)
Ω7(τ)
.

(3.27)
The new Hamiltonian is
Ha(Ja, ϕa, τ) = Ω(τ)Ja + ε
〈
H1(I∗, ϕa, τ∗)
〉ϕa
+ ε5
∂Sa4 (ϕa, τ)
∂τ
. (3.28)
The motion is described by differential equations
J˙a = −ε5∂
2Sa4 (ϕa, τ)
∂ϕa∂τ
= ε5
7
(
Ω′(τ)
)4
α4(I∗, ϕa, τ∗)
Ω8(τ)
+ ε5
γ˜(I∗, ϕa, τ∗)
Ω7(τ)
,
ϕ˙a = Ω(τ).
(3.29)
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3.4. PROOFS OF THE THEOREMS
Here γ˜ is a smooth function.
3.4 Proofs of the theorems
First, we will prove asymptotic formulas for the action variable I in both Theorems
3.1 and 3.2, and then asymptotic formulas for the angle variable ϕ in these the-
orems. Denote τl = τ∗ − ε1/2, τr = τ∗ + ε1/2, tl,r = τl,r/ε1/2. Denote u = −∂S∂ϕ ,
ua = −∂Sa
∂ϕa
, v = ∂S
∂J
. In the following text, we use the notation Zj = Z(tj),
where Z = I, Ia, J, Ja, ϕ, ϕa, ψ, S, S
a, Sk, S
a
k , u, u
a, uk, u
a
k, v, vk and tj = t−, tl, t∗, tr, t+,
k = 1, 2, 3, 4.
For simplicity of the exposition we will assume that τ+ and τ− are symmetric with
respect to τ∗: τ+ − τ∗ = τ∗ − τ−. The general case can be easily reduced to this one.
3.4.1 Principal lemmas
The following lemmas will be used in the proof. Of these lemmas, we will present
proofs for Lemmas 3.3, 3.8 and 3.9. Assertions of the other lemmas are evident.
Lemma 3.1.(
ω′(τ)
)a
ωb(τ)
=
(
Ω′(τ)
)a
Ωb(τ)
+
O(1)
(τ − τ∗)b−1 =
const
(τ − τ∗)b +
O(1)
(τ − τ∗)b−1 ,
where a, b ∈ N.
Lemma 3.2.
Il − I∗ = O(
√
ε), Ir − I∗ = O(
√
ε), Il − Ir = O(
√
ε).
Jl − I∗ = O(
√
ε), Jr − I∗ = O(
√
ε), Jl − Jr = O(
√
ε).
ϕl − ϕal = O(
√
ε), ϕr − ϕar = O(
√
ε), ϕl − ϕr = O(
√
ε).
Lemma 3.3.
(Jl − I∗) + (Jr − I∗) = O(ε), (ϕl − ϕal) + (ϕr − ϕar) = O(ε).
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Proof. • For [(Jl − I∗) + (Jr − I∗)], making use of formulas (3.14) and (3.17), we
get
(Jl − I∗) + (Jr − I∗)
=
(
Il − I∗ − ε∂S(Jl, ϕl, τl)
∂ϕ
)
+
(
Ir − I∗ − ε∂S(Jr, ϕr, τr)
∂ϕ
)
= ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂ϕ
dt−εαˆ
1(Jl, ϕl, τl)
τl − τ∗ −ε
2 αˆ
2(Jl, ϕl, τl)
(τl − τ∗)3 −ε
3 αˆ
3(Jl, ϕl, τl)
(τl − τ∗)5 −ε
4 αˆ
4(Jl, ϕl, τl)
(τl − τ∗)7
+O(ε)− ε
tr∫
t∗
∂H1(I, ϕ, τ)
∂ϕ
dt− εαˆ
1(Jr, ϕr, τr)
τr − τ∗ − ε
2 αˆ
2(Jr, ϕr, τr)
(τr − τ∗)3 − ε
3 αˆ
3(Jr, ϕr, τr)
(τr − τ∗)5
− ε4 αˆ
4(Jr, ϕr, τr)
(τr − τ∗)7 +O(ε).
In the right-hand side of the last expression, make replacement of arguments (I, ϕ, τ)→
(I∗, ϕa, τ∗) and estimate the arising error term using Lemma 3.2. We get
(Jl − I∗) + (Jr − I∗)
=
τ∗∫
τl
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ−
τr∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ−
4∑
k=1
εk
αˆk(Jl, ϕl, τl)
(τl − τ∗)2k−1−
4∑
k=1
εk
αˆk(Jl, ϕl, τl)
(τr − τ∗)2k−1
+O(ε)
= O(ε).
Here αˆk are smooth functions, k = 1, 2, 3, 4.
• For [(ϕl−ϕal) + (ϕr−ϕar)], using formulas (3.12) and (3.22), as well as Lemma
3.2, we get
(ϕl − ϕal) + (ϕr − ϕar)
=
ω′′∗
6ε
[
(τl − τ∗)3 + (τr − τ∗)3
]
+
1
ε
O(τl − τ∗)4 +
τl∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1 +
τr∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1
=
τl∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1 +
τr∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1 +O(ε)
= O(ε).
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Lemma 3.4.
εa
(τ − τ∗)b
ωc(τ)
f0(I, ϕ, τ) = O(ε
a+ b−c
2 )
if τ ∈ {τl, τr}. Here a ∈ R, b, c ∈ Z, and f0 is a smooth function.
The same estimate is valid if ω(τ) is replaced with Ω(τ).
Lemma 3.5.
t∫
tl
εa
f0(I(t1), ϕ(t1), εt1)
ωc(εt1)
dt1 = O(ε
a− c+1
2 )
if t ∈ [t−, tl]. Here a ∈ R, c ∈ Z, c ≥ 2, and f0 is a smooth function. The same
estimate is valid if tl is replaced with tr and t ∈ [tr, t+].
The same estimate is valid if ω(τ) is replaced with Ω(τ).
Lemma 3.6 (cancellation lemma near the resonance).
τr∫
τl
(τ − τ∗)2k−1f1(I∗, ϕa, τ∗) dτ = 0,
where k ∈ N and f1 is a smooth function.
Lemma 3.7 (cancellation lemma far from the resonance on symmetric intervals).
τl∫
τ−
(τ − τ∗)2k−1f2(I∗, ϕa, τ∗) dτ +
τ+∫
τr
(τ − τ∗)2k−1f2(I∗, ϕa, τ∗) dτ = 0,
where k ∈ Z and f2 is a smooth function.
Lemma 3.8. Let f = f(I, ϕ, τ) be a twice continuously differentiable function. Then
f(I, ϕ, τ)− f(I∗, ϕa, τ∗)
= −∂f(I∗, ϕa, τ∗)
∂I
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 +
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
Proof. Making use of Taylor expansions, we get
f(I, ϕ, τ)− f(I∗, ϕa, τ∗)
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3.4.1 Principal lemmas
=
∂f(I∗, ϕa, τ∗)
∂I
(I − I∗) + ∂f(I∗, ϕa, τ∗)
∂ϕ
(ϕ− ϕa) + ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(I − I∗)2 +O(ϕ− ϕa)2 +O(τ − τ∗)2.
From formulas (3.12) and (3.22) we get the expression of ϕ− ϕa:
ϕ− ϕa = ω
′′
∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1 +O
(
(τ − τ∗)4
ε
)
. (3.30)
So
f(I, ϕ, τ)− f(I∗, ϕa, τ∗)
= −∂f(I∗, ϕa, τ∗)
∂I
τ∫
τ∗
∂H1(I, ϕ, τ1)
∂ϕ
dτ1 +
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
= −∂f(I∗, ϕa, τ∗)
∂I
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 +
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
Lemma 3.9. Let f = f(J, ϕ, τ) be a twice continuously differentiable function. Then
for τ ∈ [τ−, τl] ∪ [τr, τ+],
f(J, ϕ, τ)− f(I∗, ϕa, τ∗)
= −∂f(I∗, ϕa, τ∗)
∂I
 τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1

+
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1
+ ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(ε) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
+ ε
f 1(I∗, ϕa, τ∗)
τ − τ∗ + ε
2f
2(I∗, ϕa, τ∗)
(τ − τ∗)3 + ε
3f
3(I∗, ϕa, τ∗)
(τ − τ∗)5 + ε
4f
4(I∗, ϕa, τ∗)
(τ − τ∗)7 ,
where f 1, f 2, f 3, f 4 are smooth functions.
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Proof. Making use of Taylor expansions, we get
f(J, ϕ, τ)− f(I∗, ϕa, τ∗)
=
∂f(I∗, ϕa, τ∗)
∂I
(J − I∗) + ∂f(I∗, ϕa, τ∗)
∂ϕ
(ϕ− ϕa) + ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(J − I∗)2 +O(ϕ− ϕa)2 +O(τ − τ∗)2.
With formulas (3.14) and (3.30), we obtain
f(J, ϕ, τ)− f(I∗, ϕa, τ∗)
=
∂f(I∗, ϕa, τ∗)
∂I
(
I − I∗ − ε∂S(J, ϕ, τ)
∂ϕ
)
+
∂f(I∗, ϕa, τ∗)
∂ϕ
(ϕ− ϕa) + ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(J − I∗)2 +O(ϕ− ϕa)2 +O(τ − τ∗)2
=
∂f(I∗, ϕa, τ∗)
∂I
(
I−I∗−ε∂S(J, ϕ, τ)
∂ϕ
)
+
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(ε) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
Then
I − I∗ = −
τ∫
τ∗
∂H1(I, ϕ, τ)
∂ϕ
dτ1 = −
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
.
Also,
ε
∂S(J, ϕ, τ)
∂ϕ
= ε
∂S(I∗, ϕa, τ)
∂ϕ
+O(ε) +O(τ − τ∗)2
= −εf
1(I∗, ϕa, τ∗)
τ − τ∗ −ε
2f
2(I∗, ϕa, τ∗)
(τ − τ∗)3 −ε
3f
3(I∗, ϕa, τ∗)
(τ − τ∗)5 −ε
4f
4(I∗, ϕa, τ∗)
(τ − τ∗)7 +O(ε)+O(τ − τ∗)
2.
This implies the result of the lemma.
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3.4.2.1 Principal identity for formula (3.5)
Recall that J = I + εu, Ja = Ia + εu
a, J± = I± + εu±, Jl,r = Il,r + εul,r . Let
e1 =
t+∫
tr
(J˙ − J˙a) dt, e2 =
tr∫
tl
(I˙ − I˙a) dt,
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e3 =
tl∫
t−
(J˙ − J˙a) dt, e4 = −
t−∫
−∞
I˙a dt−
+∞∫
t+
I˙a dt+ ε(u
a
+ − ua−).
We have the identity:
I+ + εu+ = (J+) = Jr +
t+∫
tr
J˙ dt = Ir + εur +
t+∫
tr
(J˙ − J˙a) dt+
t+∫
tr
J˙a dt
= Ir + εur + e1 +
t+∫
tr
(I˙a + εu˙
a) dt = Ir + εur + e1 +
t+∫
tr
I˙a dt+ εu
a
+ − εuar
= Il +
tr∫
tl
I˙ dt+
t+∫
tr
I˙a dt+ εur + εu
a
+ − εuar + e1
= Il + εul +
tr∫
tl
(I˙ − I˙a) dt+
tr∫
tl
I˙a dt+
t+∫
tr
I˙a dt+ εur − εul + εua+ − εuar + e1
= I− + εu− +
tl∫
t−
J˙ dt+
tr∫
tl
I˙a dt+
t+∫
tr
I˙a dt+ εur − εul + εua+ − εuar + e1 + e2
= I− + εu− +
tl∫
t−
J˙a dt+
tr∫
tl
I˙a dt+
t+∫
tr
I˙a dt+ εur − εul + εua+ − εuar + e1 + e2 + e3
= I− + εu− +
t+∫
t−
I˙a dt+ εu
a
+ − εua− + εur − εul + εual − εuar + e1 + e2 + e3
= I− + εu− +
+∞∫
−∞
I˙a dt+ εur − εul + εual − εuar + e1 + e2 + e3 + e4.
We should prove that εur − εul + εual − εuar = O(ε
3
2 ), e1 + e3 = O(ε
3
2 ), and ej =
O(ε
3
2 ), j = 2, 4.
3.4.2.2 Estimate of εur − εul + εual − εuar
We have u = u1 + εu2 + ε
2u3 + ε
3u4, u
a = ua1 + εu
a
2 + ε
2ua3 + ε
3ua4, uk = −∂Sk∂ϕ ,
uak = −∂S
a
k
∂ϕa
, k = 1, 2, 3, 4. First we consider terms with S1(J, ϕ, τ) as the main part
of expression of S(J, ϕ, τ), then consider terms with the other Sk. Making use of
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expressions (3.11), (3.17), (3.27), and Lemma 3.4, we have
εu1r − εu1l + εua1 l − εua1r
= −ε∂S1r
∂ϕ
+ ε
∂S1l
∂ϕ
− ε∂S
a
1 l
∂ϕa
+ ε
∂Sa1 r
∂ϕa
= −εα
1(Jr, ϕr, τr)
ω(τr)
+ ε
α1(Jl, ϕl, τl)
ω(τl)
− εα
1(I∗, ϕal , τ∗)
Ω(τl)
+ ε
α1(I∗, ϕar , τ∗)
Ω(τr)
= ε
Ω(τl)α
1(Jl, ϕl, τl)− ω(τl)α1(I∗, ϕal , τ∗)
ω(τl)Ω(τl)
− εΩ(τr)α
1(Jr, ϕr, τr)− ω(τr)α1(I∗, ϕar , τ∗)
ω(τr)Ω(τr)
= ε
[
ω(τl)− 12ω′′∗(τl − τ∗)2 +O(τl − τ∗)3
]
α1(Jl, ϕl, τl)− ω(τl)α1(I∗, ϕal , τ∗)
ω(τl)Ω(τl)
−ε
[
ω(τr)− 12ω′′∗(τr − τ∗)2 +O(τr − τ∗)3
]
α1(Jr, ϕr, τr)− ω(τr)α1(I∗, ϕar , τ∗)
ω(τr)Ω(τr)
= ε
ω(τl)
[
α1(Jl, ϕl, τl)− α1(I∗, ϕal , τ∗)
]− ω′′∗ (τl−τ∗)2
2
α1(Jl, ϕl, τl) +O(τl − τ∗)3
ω(τl)Ω(τl)
−εω(τr)
[
α1(Jr, ϕr, τr)− α1(I∗, ϕar , τ∗)
]− ω′′∗ (τr−τ∗)2
2
α1(Jr, ϕr, τr) +O(τr − τ∗)3
ω(τr)Ω(τr)
= ε
α1(Jl, ϕl, τl)− α1(I∗, ϕal , τ∗)
Ω(τl)
− εω
′′
∗(τl − τ∗)2α1(Jl, ϕl, τl)
2ω(τl)Ω(τl)
−εα
1(Jr, ϕr, τr)− α1(I∗, ϕar , τ∗)
Ω(τr)
+ ε
ω′′∗(τr − τ∗)2α1(Jr, ϕr, τr)
2ω(τr)Ω(τr)
+O(ε
3
2 ).
Notice Ω(τl) = −Ω(τr), as well as Lemma 3.2. So
εu1r − εu1l + εua1 l − εua1r
=
ε
Ω(τl)
[(
α1(Jl, ϕl, τl)− α1(I∗, ϕal , τ∗)
)
+
(
α1(Jr, ϕr, τr)− α1(I∗, ϕar , τ∗)
)]
−ε
2
ω′′∗(τl − τ∗)2
Ω(τl)
(
α1(Jl, ϕl, τl)
ω(τl)
+
α1(Jr, ϕr, τr)
ω(τr)
)
+O(ε
3
2 )
= O(
√
ε)E1+ +O(ε
3
2 )
(
α1(Jl, ϕl, τl)
ω(τl)
+
α1(Jl, ϕl, τl) +O(
√
ε)
ω(τr)
)
+O(ε
3
2 )
= O(
√
ε)E1+ +O(ε
3
2 )
(
α1(Jl, ϕl, τl) · ω(τl) + ω(τr)
ω(τl)ω(τr)
)
+O(ε
3
2 )
= O(
√
ε)E1+ +O(ε
3
2 ).
Here E1+ =
[
α1(Jl, ϕl, τl)− α1(I∗, ϕal , τ∗)
]
+
[
α1(Jr, ϕr, τr)− α1(I∗, ϕar , τ∗)
]
, and we
are going to estimate E1+ using Lemmas 3.2 and 3.3:
E1+ =
∂α1(I∗, ϕal , τ∗)
∂I
(Jl − I∗) + ∂α
1(I∗, ϕal , τ∗)
∂ϕ
(ϕl − ϕal) +
∂α1(I∗, ϕal , τ∗)
∂τ
(τl − τ∗)
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+
∂α1(I∗, ϕar , τ∗)
∂I
(Jr − I∗) + ∂α
1(I∗, ϕar , τ∗)
∂ϕ
(ϕr − ϕar) +
∂α1(I∗, ϕar , τ∗)
∂τ
(τr − τ∗)
+O(Jl−I∗)2 +O(ϕl−ϕal)2 +O(τl−τ∗)2 +O(Jr−I∗)2 +O(ϕr−ϕar)2 +O(τr−τ∗)2
=
∂α1(I∗, ϕal , τ∗)
∂I
[
(Jl − I∗) + (Jr − I∗)
]
+
∂α1(I∗, ϕal , τ∗)
∂ϕ
[
(ϕl − ϕal) + (ϕr − ϕar)
]
+
∂α1(I∗, ϕal , τ∗)
∂τ
[
(τl − τ∗) + (τr − τ∗)
]
+O(ϕal − ϕar)2 +O(ε)
= O(ε).
Therefore, εu1r − εu1l + εua1 l − εua1r = O(ε
3
2 ).
Then we consider the term S2(J, ϕ, τ) in the expression of S(J, ϕ, τ). Here
∂S2
∂ϕ
=
ω′(τ)α2(J, ϕ, τ)
ω3(τ)
+
β2(J, ϕ, τ)
ω2(τ)
,
∂Sa2
∂ϕa
=
Ω′(τ)α2(I∗, ϕa, τ∗)
Ω3(τ)
.
εu2r − εu2l + εua2 l − εua2r
= −ε2∂S2r
∂ϕ
+ ε2
∂S2l
∂ϕ
− ε2∂S
a
2 l
∂ϕa
+ ε2
∂Sa2 r
∂ϕa
= −ε2ω
′(τr)α2(Jr, ϕr, τr)
ω3(τr)
− ε2β
2(Jr, ϕr, τr)
ω2(τr)
+ ε2
ω′(τl)α2(Jl, ϕl, τl)
ω3(τl)
+ ε2
β2(Jl, ϕl, τl)
ω2(τl)
− ε2 Ω
′(τl)α2(I∗, ϕal , τ∗)
Ω3(τl)
+ ε2
Ω′(τr)α2(I∗, ϕar , τ∗)
Ω3(τr)
.
From Lemmas 3.2 and 3.4,
−ε2β
2(Jr, ϕr, τr)
ω2(τr)
+ ε2
β2(Jl, ϕl, τl)
ω2(τl)
= −ε2β
2(Jr, ϕr, τr)
Ω2(τr)
+ ε2
β2(Jl, ϕl, τl)
Ω2(τl)
+O(ε
3
2 )
=
ε2
Ω2(τl)
[
β2(Jl, ϕl, τl)− β2(Jr, ϕr, τr)
]
+O(ε
3
2 )
=
ε2
Ω2(τl)
[
∂β2
∂J
(Jl − Jr) + ∂β
2
∂ϕ
(ϕl − ϕr) + ∂β
2
∂τ
(τl − τr)
]
+O(ε
3
2 )
= O(ε
3
2 ).
Also we know that
Ω3(τ) =
[
ω(τ)− 1
2
ω′′∗(τ − τ∗)2 +O(τ − τ∗)3
]3
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= ω3(τ)− 3
2
ω′′∗ω
2(τ)(τ − τ∗)2 +O(τ − τ∗)5.
With Lemma 3.4, and expression of (3.11), we have
εu2r − εu2l + εua2 l − εua2r
= ε2
Ω3(τl)ω
′(τl)α2(Jl, ϕl, τl)− ω3(τl)Ω′(τl)α2(I∗, ϕal , τ∗)
ω3(τl)Ω3(τl)
− ε2 Ω
3(τr)ω
′(τr)α2(Jr, ϕr, τr)− ω3(τr)Ω′(τr)α2(I∗, ϕar , τ∗)
ω3(τr)Ω3(τr)
+O(ε
3
2 )
= ε2
[
ω3(τl)− 32ω′′∗ω2(τl)(τl − τ∗)2 +O(τl − τ∗)5
]
ω′(τl)α2(Jl, ϕl, τl)
ω3(τl)Ω3(τl)
− ε2ω
3(τl)
[
ω′(τl)− ω′′∗(τl − τ∗) +O(τl − τ∗)2
]
α2(I∗, ϕal , τ∗)
ω3(τl)Ω3(τl)
− ε2
[
ω3(τr)− 32ω′′∗ω2(τr)(τr − τ∗)2 +O(τr − τ∗)5
]
ω′(τr)α2(Jr, ϕr, τr)
ω3(τr)Ω3(τr)
+ ε2
ω3(τr)
[
ω′(τr)− ω′′∗(τr − τ∗) +O(τr − τ∗)2
]
α2(I∗, ϕar , τ∗)
ω3(τr)Ω3(τr)
+O(ε
3
2 )
= ε2
ω3(τl)ω
′(τl)
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal , τ∗)
]
ω3(τl)Ω3(τl)
− ε2
3
2
ω′′∗ω
′(τl)ω2(τl)(τl − τ∗)2α2(Jl, ϕl, τl)
ω3(τl)Ω3(τl)
+ ε2
ω′′∗ω
3(τl)α
2(I∗, ϕal , τ∗)(τl − τ∗)
ω3(τl)Ω3(τl)
− ε2ω
3(τr)ω
′(τr)
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
ω3(τr)Ω3(τr)
+ ε2
3
2
ω′′∗ω
′(τr)ω2(τr)(τr−τ∗)2α2(Jr, ϕr, τr)
ω3(τr)Ω3(τr)
− ε2ω
′′
∗ω
3(τr)α
2(I∗, ϕar , τ∗)(τr−τ∗)
ω3(τr)Ω3(τr)
+O(ε
3
2 )
= ε2
ω′(τl)
Ω3(τl)
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal , τ∗)
]− ε2 ω′(τr)
Ω3(τr)
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
− 3
2
ε2
ω′′∗ω
′(τl)
ω(τl)Ω3(τl)
(τl − τ∗)2α2(Jl, ϕl, τl) + 3
2
ε2
ω′′∗ω
′(τr)
ω(τr)Ω3(τr)
(τr − τ∗)2α2(Jr, ϕr, τr)
+ ε2
ω′′∗
Ω3(τl)
(τl − τ∗)α2(I∗, ϕal , τ∗)− ε2
ω′′∗
Ω3(τr)
(τr − τ∗)α2(I∗, ϕar , τ∗) +O(ε
3
2 ).
Notice Ω(τl) = −Ω(τr), as well as Lemma 3.2. So
εu2r − εu2l + εua2 l − εua2r
= ε2
ω′∗
Ω3(τl)
[(
α2(Jl, ϕl, τl)− α2(I∗, ϕal , τ∗)
)
+
(
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
)]
+ ε2
ω′′∗(τl−τ∗)
Ω3(τl)
[
α2(Jl, ϕl, τl)−α2(I∗, ϕal , τ∗)
]− ε2ω′′∗(τr−τ∗)
Ω3(τr)
[
α2(Jr, ϕr, τr)−α2(I∗, ϕar , τ∗)
]
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− 3
2
ε2
ω′′∗ω
′
∗(τl − τ∗)2
ω(τl)Ω3(τl)
[
α2(Jl, ϕl, τl)− α2(Jr, ϕr, τr)
]
+ ε2
ω′′∗(τl − τ∗)
Ω3(τl)
[
α2(I∗, ϕal , τ∗)− α2(I∗, ϕar , τ∗)
]
+O(ε
3
2 )
= O(
√
ε)E2+ +O(ε)
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal , τ∗)
]
+O(ε)
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
+O(ε)
[
α2(Jl, ϕl, τl)− α2(Jr, ϕr, τr)
]
+O(ε)
[
α2(I∗, ϕal , τ∗)− α2(I∗, ϕar , τ∗)
]
+O(ε
3
2 )
= O(
√
ε)E2+ +O(ε
3
2 ),
where E2+ =
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal , τ∗)
]
+
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
.
Similarly to E1+ = O(ε), we can obtain E2+ = O(ε) from Lemma 3.3. Therefore, it
is true that εu2r − εu2l + εua2 l − εua2r = O(ε
3
2 ).
Similarly, we can derive that
εu3,4r − εu3,4l + εua3,4l − εua3,4r = O(ε
3
2 ).
Therefore,
εur − εul + εual − εuar = O(ε
3
2 ).
3.4.2.3 Estimate of e2
Lemma 3.8 and Lemma 3.6 imply that
e2 =
tr∫
tl
(I˙ − I˙a) dt = −ε
tr∫
tl
(
∂H1(I, ϕ, τ)
∂ϕ
− ∂H1(I∗, ϕa, τ∗)
∂ϕ
)
dt = O(ε
3
2 ).
3.4.2.4 Estimate of e1 + e3
The expression of e1 + e3 is
e1 + e3 =
t+∫
tr
(J˙ − J˙a) dt+
tl∫
t−
(J˙ − J˙a) dt.
Equations (3.20) and (3.29) imply that J˙ = J˙1 − J˙2 +O
(
ε7
(τ−τ∗)10
)
, where
J˙1 = ε
5 7
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
,
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J˙2 =
(
ε5
7
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
)
·
4∑
k=1
εk
γk(J, ϕ, τ)
ω2k−1(τ)
,
and also know
J˙a = ε
5 7
(
Ω′(τ)
)4
α4(I∗, ϕa, τ∗)
Ω8(τ)
+ ε5
γ˜(I∗, ϕa, τ∗)
Ω7(τ)
.
For J˙1 − J˙a, we apply Lemma 3.1, then Lemma 3.9:
J˙1 − J˙a = ε5
7
(
Ω′(τ)
)4
Ω8(τ)
[
α4(J, ϕ, τ)− α4(I∗, ϕa, τ∗)
]
+ ε5
γˇ(J, ϕ, τ)
(τ − τ∗)7 − ε
5 γ˜(I∗, ϕa, τ∗)
Ω7(τ)
+O
(
ε5
(τ − τ∗)6
)
=
ε5δ1(I∗, ϕa, τ∗)
(τ − τ∗)8
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1
+
ε4δ2(I∗, ϕa, τ∗)
(τ − τ∗)5 +
ε5δ3(I∗, ϕa, τ∗)
(τ − τ∗)8
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1 +
ε5δ4(I∗, ϕa, τ∗)
(τ − τ∗)7
+O
(
ε7
(τ−τ∗)10
)
+O
(
ε6
(τ−τ∗)8
)
+O
(
ε5
(τ−τ∗)6
)
+O
(
ε4
(τ−τ∗)4
)
+O
(
ε3
(τ−τ∗)2
)
+
ε6δ5(I∗, ϕa, τ∗)
(τ − τ∗)9 +
ε7δ6(I∗, ϕa, τ∗)
(τ − τ∗)11 +
ε8δ7(I∗, ϕa, τ∗)
(τ − τ∗)13 +
ε9δ8(I∗, ϕa, τ∗)
(τ − τ∗)15 .
Here γˇ is a smooth function. Also
J˙2 =
(
ε5
7
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
)
·
4∑
k=1
εk
γk(J, ϕ, τ)
ω2k−1(τ)
=
4∑
k=1
(
εk+5
γ˜k(J, ϕ, τ)
(τ − τ∗)2k+7 +O
(
εk+5
(τ − τ∗)2k+6
))
=
4∑
k=1
(
εk+5
γ˜k(I∗, ϕa, τ∗)
(τ−τ∗)2k+7 +O
(
εk+5
(τ−τ∗)2k+6
)
+O
(
εk+6
(τ−τ∗)2k+8
)
+O
(
εk+4
(τ−τ∗)2k+4
))
=
4∑
k=1
εk+5
γ˜k(I∗, ϕa, τ∗)
(τ − τ∗)2k+7 +
6∑
k=1
O
(
εk+4
(τ − τ∗)2k+4
)
.
Using Lemma 3.5 for estimation of integrals and Lemma 3.7 for cancellation in sym-
metric intervals, we obtain
e1 + e3 =
t+∫
tr
(J˙1 − J˙a) dt+
tl∫
t−
(J˙1 − J˙a) dt−
t+∫
tr
J˙2 dt−
tl∫
t−
J˙2 dt+O(ε
3
2 ) = O(ε
3
2 ).
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3.4.2.5 Estimate of e4
For term e4 = −
t−∫
−∞
I˙a dt−
+∞∫
t+
I˙a dt+ ε(u
a
+ − ua−), we integrate by parts:
−
t−∫
−∞
I˙a dt = ε
t−∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂ϕ
dt
= ε
t−∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂ϕ
· ϕ˙a · 1
Ω(τ)
dt
= ε
t−∫
−∞
1
Ω(τ)
dH˜1
=
εH˜1(I∗, ϕa, τ∗)
Ω(εt)
∣∣∣∣∣
t−
−∞
− ε
t−∫
−∞
H˜1 ·
(
−εΩ
′(τ)
Ω2(τ)
)
dt
=
εH˜1(I∗, ϕa−, τ∗)
Ω(τ−)
+ ε2
t−∫
−∞
H˜1(I∗, ϕa, τ∗)
ω′∗(τ − τ∗)2
dt
=
εH˜1(I∗, ϕa−, τ∗)
Ω(τ−)
+O(ε2)
= εua− +O(ε
2),
and similarly
−
+∞∫
t+
I˙a dt = −εH˜1(I∗, ϕa+, τ∗)
Ω(τ+)
+O(ε2) = −εua+ +O(ε2).
Therefore, the estimate e4 = O(ε
2) is obtained.
By joining together the estimate of terms ej, and taking into account that u± =
u1± +O(ε), as well as the identity
+∞∫
−∞
I˙a dt = −ε
+∞∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt = −√ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ,
where θ =
τ − τ∗√
ε
, we get the first formula (3.5) of Theorem 3.1.
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3.4.2.6 Principal identity for formula (3.7)
Recall that J = I + εu, Ja = Ia + εu
a, J− = I− + εu−, Jl = Il + εul . Let
e˜1 =
t∗∫
tl
(I˙ − I˙a) dt, e˜2 =
tl∫
t−
(J˙ − J˙a) dt, e˜3 = −
t−∫
−∞
I˙a dt.
We have
I∗ = Il +
t∗∫
tl
I˙ dt
= Il +
t∗∫
tl
(I˙ − I˙a) dt+
t∗∫
tl
I˙a dt
= Jl − εul +
t∗∫
tl
I˙a dt+ e˜1
= J− +
tl∫
t−
J˙ dt− εul +
t∗∫
tl
I˙a dt+ e˜1
= I− + εu− +
tl∫
t−
(J˙ − J˙a) dt+
tl∫
t−
J˙a dt− εul +
t∗∫
tl
I˙a dt+ e˜1
= I− +
tl∫
t−
(I˙a + εu˙
a) dt+ εu− − εul +
t∗∫
tl
I˙a dt+ e˜1 + e˜2
= I− +
t∗∫
t−
I˙a dt+ εu
a
l − εua− + εu− − εul + e˜1 + e˜2
= I− +
t∗∫
−∞
I˙a dt−
t−∫
−∞
I˙a dt+ εu
a
l − εua− + εu− − εul + e˜1 + e˜2
= I− − ε
t∗∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt+ εual − εua− + εu− − εul + e˜1 + e˜2 + e˜3
= I− − 1
2
√
ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ − εul + εual + e˜1 + e˜2 + e˜3 +O(ε).
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We will show that −εul + εual = O(ε), and e˜j = O(ε), j = 1, 2, 3. Then this leads to
the first formula of Theorem 3.2 with the sign “−”. The proof of the formula with
the sign “+” is completely analogous.
3.4.2.7 Estimate of −εul + εual
From formulas (3.17) and (3.27), applying equations (3.17), (3.27), and Lemmas 3.1,
3.2, 3.4, we have
−εul + εual = ε
∂Sl
∂ϕ
− ε∂S
a
l
∂ϕ
= ε
α1(Jl, ϕl, τl)
ω(τl)
− εα
1(I∗, ϕal , τ∗)
Ω(τl)
+ ε2
ω′(τl)α2(Jl, ϕl, τl)
ω3(τl)
− ε2 Ω
′(τl)α2(I∗, ϕa, τ∗)
Ω3(τl)
+
ε2O(1)
(τl − τ∗)2
+ ε3
(
ω′(τl)
)2
α3(Jl, ϕl, τl)
ω5(τl)
− ε3
(
Ω′(τl)
)2
α3(I∗, ϕa, τ∗)
Ω5(τl)
+
ε3O(1)
(τl − τ∗)4
+ ε4
(
ω′(τl)
)3
α4(Jl, ϕl, τl)
ω7(τl)
− ε4
(
Ω′(τl)
)3
α4(I∗, ϕa, τ∗)
Ω7(τl)
+
ε4O(1)
(τl − τ∗)6
=
ε
Ω(τl)
[
α1(Jl, ϕl, τl)−α1(I∗, ϕal , τ∗)
]
+
ε2Ω′(τl)
Ω3(τl)
[
α2(Jl, ϕl, τl)−α2(I∗, ϕal , τ∗)
]
+
ε3
(
Ω′(τl)
)2
Ω5(τl)
[
α3(Jl, ϕl, τl)− α3(I∗, ϕal , τ∗)
]
+
ε4
(
Ω′(τl)
)3
Ω7(τl)
[
α4(Jl, ϕl, τl)− α4(I∗, ϕal , τ∗)
]
+O(ε)
= O(ε).
3.4.2.8 Estimate of e˜1
Using Lemmas 3.8 and 3.5, we obtain
e˜1 =
t∗∫
tl
(I˙ − I˙a) dt
= −ε
t∗∫
tl
(
∂H1(I, ϕ, τ)
∂ϕ
− ∂H1(I∗, ϕa, τ∗)
∂ϕ
)
dt
= O(ε).
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3.4.2.9 Estimate of e˜2
Recall the result from Section 3.4.2.4. We have
J˙ − J˙a = J˙1 − J˙a − J˙2 +O
(
ε7
(τ − τ∗)10
)
,
where
J˙1 − J˙a = O
(
ε4
(τ − τ∗)5
)
+O
(
ε5
(τ − τ∗)7
)
+O
(
ε6
(τ − τ∗)9
)
+O
(
ε7
(τ − τ∗)11
)
+O
(
ε8
(τ − τ∗)13
)
+O
(
ε9
(τ − τ∗)15
)
,
J˙2 =
4∑
k=1
O
(
εk+5
(τ − τ∗)2k+7
)
.
With Lemma 3.5, we get
e˜2 =
tl∫
t−
(J˙ − J˙a) dt = O(ε).
3.4.2.10 Estimate of e˜3
Using integration by parts, we get
e˜3 = −
t−∫
−∞
I˙a dt = εu
a
− +O(ε
2) = O(ε).
Therefore, by joining together the estimate of terms e˜j , j = 1, 2, 3, and taking into
account that −εul + εual = O(ε) and u± = u1± + O(ε), we get formula (3.7) of
Theorem 3.2 for I− .
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3.4.3.1 Principal lemmas
Lemma 3.10. For k ∈ N and a smooth function f(J, ϕ, τ),
(a)
εkf(J, ϕ, τ)
ω2k−2(τ)
∣∣∣∣tr
tl
= O(ε
3
2 ),
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(b)
εkf(J, ϕ, τ)
ω2k−1(τ)
∣∣∣∣tr
tl
=
εkf(I∗, ϕa, τ∗)
Ω2k−1(τ)
∣∣∣∣tr
tl
+O(ε
3
2 ).
Proof. For τ ∈ {τl, τr}, the result of Lemma 3.9 can be simplified as follows: f(J, ϕ, τ) =
f(I∗, ϕa, τ∗) +O(τ − τ∗). Thus, using Lemmas 3.1 and 3.4, we obtain
(a)
εkf(J, ϕ, τ)
ω2k−2(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−2(τ)
∣∣∣∣tr
tl
+
εkO(1)
Ω2k−3(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−2(τ)
∣∣∣∣tr
tl
+O(ε
3
2 )
=
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
∣∣∣∣tr
tl
+
εkO(1)
Ω2k−3(τ)
∣∣∣∣tr
tl
+O(ε
3
2 )
= O(ε
3
2 ).
Applying the result of (a) and Lemma 3.9, we obtain
(b)
εkf(J, ϕ, τ)
ω2k−1(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−1(τ)
∣∣∣∣tr
tl
+
εkf˜(J, ϕ, τ)
Ω2k−2(τ)
∣∣∣∣∣
tr
tl
+
εkO(1)
Ω2k−3(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−1(τ)
∣∣∣∣tr
tl
+O(ε
3
2 )
=
εkf(I∗, ϕa, τ∗)
Ω2k−1(τ)
∣∣∣∣tr
tl
+
εk ˜˜f(I∗, ϕa, τ∗)
Ω2k−2(τ)
∣∣∣∣∣
tr
tl
+O(ε
3
2 )
=
εkf(I∗, ϕa, τ∗)
Ω2k−1(τ)
∣∣∣∣tr
tl
+O(ε
3
2 ).
Here f˜ and ˜˜f is smooth functions.
Lemma 3.11. Let f = f(J, ϕ, τ) be a twice continuously differentiable function.
Then for k ∈ N, k ≥ 5,
(a)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−3(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
ω2k−3(τ)
dt = O(ε
3
2 ),
(b)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−2(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
ω2k−2(τ)
dt =
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+O(ε
3
2 ).
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Proof. For t ∈ [t−, tl] ∪ [tr, t+], we can simplify the result of Lemma 3.9 as follows:
f(J, ϕ, τ) = f(I∗, ϕa, τ∗) +O(τ − τ∗) +O
(
(τ − τ∗)3
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
Thus, using Lemmas 3.1, 3.5 and 3.7, we get
(a)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−3(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
ω2k−3(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt+
tl∫
t−
εkO(1)
Ω2k−4(τ)
dt+
t+∫
tr
εkO(1)
Ω2k−4(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt+O(ε
3
2 )
=
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt+
tl∫
t−
εkO(1)
Ω2k−4(τ)
dt+
tl∫
t−
εk−1O(1)
Ω2k−6(τ)
dt+
tl∫
t−
εk−2O(1)
Ω2k−9(τ)
dt
+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt+
t+∫
tr
εkO(1)
Ω2k−4(τ)
dt+
t+∫
tr
εk−1O(1)
Ω2k−6(τ)
dt+
t+∫
tr
εk−2O(1)
Ω2k−9(τ)
dt+O(ε
3
2 )
= O(ε
3
2 ).
Making use of Lemmas 3.1 and applying the result of (a), we obtain
(b)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−2(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
ω2k−2(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+
tl∫
t−
εkf˜(J, ϕ, τ)
Ω2k−3(τ)
dt+
tl∫
t−
εkO(1)
Ω2k−4(τ)
dt
+
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+
t+∫
tr
εkf˜(J, ϕ, τ)
Ω2k−3(τ)
dt+
t+∫
tr
εkO(1)
Ω2k−4(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+O(ε
3
2 ).
Then we use Lemma 3.9 to replace variable (J, ϕ, τ) with (I∗, ϕa, τ∗), and apply the
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result of (a) again:
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt
=
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+
tl∫
t−
εk ˜˜f(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt+
tl∫
t−
εk−1
˜˜˜
f(I∗, ϕa, τ∗)
Ω2k−5(τ)
dt+
tl∫
t−
εk−2O(1)
Ω2k−8(τ)
dt
+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+
t+∫
tr
εk ˜˜f(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt+
t+∫
tr
εk−1
˜˜˜
f(I∗, ϕa, τ∗)
Ω2k−5(τ)
dt
+
t+∫
tr
εk−2O(1)
Ω2k−8(τ)
dt+O(ε
3
2 )
=
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+O(ε
3
2 ).
Here f˜ , ˜˜f and
˜˜˜
f are smooth functions.
Lemma 3.12. For t ∈ [t−, tl],
J − J− =
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 +O
(
ε4
(τ − τ∗)6
)
.
For t ∈ [tr, t+], similarly we have
J − J+ =
t∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 +O
(
ε4
(τ − τ∗)6
)
.
Proof. Making use of of formula (3.20) and Lemma 3.9, for t ∈ [t−, tl], we get
J − J− =
t∫
t−
J˙ dt1 =
t∫
t−
ε5
7
(
ω′(τ1)
)4
α4(J, ϕ, τ1)
ω8(τ1)
dt1 +
t∫
t−
ε5O(1)
ω7
dt1
=
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 +O
(
ε4
(τ − τ∗)6
)
.
Similarly for t ∈ [tr, t+], we obtain the second formula.
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3.4.3.2 Principal identity for formula (3.6)
Recall that ψ± = ϕ± + εv±, ψl,r = ϕl,r + εvl,r, and consider (3.21) for expression of
ψ˙. The relation between ϕ+ and ϕ− is
ϕ+ + εv+ = (ψ+) = ψr +
t+∫
tr
ψ˙ dt
= ϕr + εvr +
t+∫
tr
ψ˙ dt = ϕl +
tr∫
tl
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt+ εvr +
t+∫
tr
ψ˙ dt
= ψl − εvl + εvr +
tr∫
tl
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt+
t+∫
tr
ψ˙ dt
= ϕ− + εv− +
tl∫
t−
ψ˙ dt− εvl + εvr +
tr∫
tl
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt+
t+∫
tr
ψ˙ dt
= ϕ− + εv− − εvl + εvr +
t+∫
t−
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt
+
tl∫
t−
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
dt+
tl∫
t−
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt
+
t+∫
tr
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
dt+
t+∫
tr
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt
+O(ε
3
2 ).
We have used formula (3.21) for ψ˙ here.
Let
eϕ1 = ε
tr∫
tl
∂H1(I, ϕ, τ)
∂I
dt, eϕj+1 =
tl∫
t−
∂
∂J
εjRj dt+
t+∫
tr
∂
∂J
εjRj dt, j = 1, 2, 3, 4,
eϕ6 =
tl∫
t−
∂
∂J
ε5
∂S4
∂τ
dt+
t+∫
tr
∂
∂J
ε5
∂S4
∂τ
dt, eϕ7 =
tl∫
t−
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt+
t+∫
tr
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt.
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The identity becomes
ϕ+ +εv+ = ϕ−+εv−+
1
ε
τ+∫
τ−
ω(τ) dτ −εvl+εvr +eϕ1 +eϕ2 +eϕ3 +eϕ4 +eϕ5 +eϕ6 +eϕ7 .
(3.31)
We will discuss the estimate term by term.
3.4.3.3 Estimate of −εvl + εvr
We have v = v1 + εv2 + ε
2v3 + ε
3v4, vk =
∂Sk
∂J
, k = 1, 2, 3, 4. Making use of (3.18) and
Lemma 3.10, we get
−εvl + εvr = −ε∂Sl
∂J
+ ε
∂Sr
∂J
= − ε
ω
∂L(H˜1)
∂J
∣∣∣∣∣
τr
τl
− ε2 ω
′
ω3
∂L2(H˜1)
∂J
∣∣∣∣∣
τr
τl
− ε3 3ω
′2
ω5
∂L3(H˜1)
∂J
∣∣∣∣∣
τr
τl
− ε4 15ω
′3
ω7
∂L4(H˜1)
∂J
∣∣∣∣∣
τr
τl
+
ε2
ω2
∂βˆ2
∂J
∣∣∣∣∣
τr
τl
+
ε3
ω4
∂βˆ3
∂J
∣∣∣∣∣
τr
τl
+
ε4
ω6
∂βˆ4
∂J
∣∣∣∣∣
τr
τl
= − ε
Ω
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
− ε2 Ω
′
Ω3
∂L2(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
− ε3 3Ω
′2
Ω5
∂L3(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
− ε4 15Ω
′3
Ω7
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
+O(ε
3
2 ).
3.4.3.4 Estimate of eϕ1
Using Lemmas 3.6 and 3.8, we have
eϕ1 =
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt
= ε
tr∫
tl
∂H¯1(I, τ)
∂I
dt+ ε
tr∫
tl
∂H˜1(I, ϕ, τ)
∂I
dt
= ε
t∗∫
tl
∂H¯1(I, τ)
∂I
dt+ ε
tr∫
t∗
∂H¯1(I, τ)
∂I
dt+ ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+O(ε
3
2 ).
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Replacing variable I with J− in the first integral, and with J+ in the second integral,
we get
eϕ1 = ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt+ ε
tr∫
t∗
∂H¯1(J+, τ)
∂I
dt+ ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
+ ε
t∗∫
tl
∂2H¯1(J−, τ)
∂I2
(I − J−) dt+ ε
tr∫
t∗
∂2H¯1(J+, τ)
∂I2
(I − J+) dt+O(ε 32 )
= ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt+ ε
tr∫
t∗
∂H¯1(J+, τ)
∂I
dt+ ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
+ ε
t∗∫
tl
∂2H¯1(I∗, τ∗)
∂I2
(I − J−) dt+ ε
tr∫
t∗
∂2H¯1(I∗, τ∗)
∂I2
(I − J+) dt+O(ε 32 ).
(3.32)
Lemma 3.13.
ε
t∗∫
tl
(I − J−) dt+ ε
tr∫
t∗
(I − J+) dt = O(ε 32 ).
Proof.
ε
t∗∫
tl
(I − J−) dt+ ε
tr∫
t∗
(I − J+) dt
= ε
t∗∫
tl
(I − Il + Il − Jl + Jl − J−) dt+ ε
tr∫
t∗
(I − Ir + Ir − Jr + Jr − J+) dt
= ε
t∗∫
tl
−ε t∫
tl
∂H1(I, ϕ, τ1)
∂ϕ
dt1 + ε
∂Sl
∂ϕ
+
tl∫
t−
J˙ dt
 dt
+ ε
tr∫
t∗
ε tr∫
t
∂H1(I, ϕ, τ1)
∂ϕ
dt1 + ε
∂Sr
∂ϕ
+
tr∫
t+
J˙ dt
 dt.
With equations (3.17), making use of Lemmas 3.8 to substitute variables (I, ϕ, τ)→
(I∗, ϕa, τ∗), we get
ε
t∗∫
tl
(I − J−) dt+ ε
tr∫
t∗
(I − J+) dt
73
3.4.3 Proof of formulas for angle variable
= ε
t∗∫
tl
−ε t∫
tl
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt1 + ε
α1(Jl, ϕl, τl)
ω(τl)
+ ε2
ω′(τl)α2(Jl, ϕl, τl)
ω3(τl)
+ ε3
(
ω′(τl)
)2
α3(Jl, ϕl, τl)
ω5(τl)
+ ε4
(
ω′(τl)
)3
α4(Jl, ϕl, τl)
ω7(τl)
+
tl∫
t−
J˙ dt
 dt
+ ε
tr∫
t∗
ε tr∫
t
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt1 + ε
α1(Jr, ϕr, τr)
ω(τr)
+ ε2
ω′(τr)α2(Jr, ϕr, τr)
ω3(τr)
+ ε3
(
ω′(τr)
)2
α3(Jr, ϕr, τr)
ω5(τr)
+ ε4
(
ω′(τr)
)3
α4(Jr, ϕr, τr)
ω7(τr)
+
tr∫
t+
J˙ dt
 dt+O(ε 32 ).
Then apply Lemma 3.9 to substitute variable (J, ϕ, τ) → (I∗, ϕa, τ∗), as well as
Lemma 3.12. We obtain
ε
t∗∫
tl
(I − J−) dt+ ε
tr∫
t∗
(I − J+) dt
= ε
t∗∫
tl
[
ε
α1(I∗, ϕal , τ∗)
Ω(τl)
+ ε2
Ω′∗α
2(I∗, ϕal , τ∗)
Ω3(τl)
+ ε3
Ω′∗
2α3(I∗, ϕal , τ∗)
Ω5(τl)
+ ε4
Ω′∗
3α4(I∗, ϕal , τ∗)
Ω7(τl)
+
tl∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 + ε
tr∫
t∗
[
ε
α1(I∗, ϕar , τ∗)
Ω(τr)
+ ε2
Ω′∗α
2(I∗, ϕar , τ∗)
Ω3(τr)
+ ε3
Ω′∗
2α3(I∗, ϕar , τ∗)
Ω5(τr)
+ ε4
Ω′∗
3α4(I∗, ϕar , τ∗)
Ω7(τr)
+
tr∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1
]
dt+O(ε
3
2 )
= O(ε
3
2 ).
We also have (cf. Section 3.4.2.5, integrating by parts):
ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
= ε
+∞∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
− ε
t−∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
+∞∫
t+
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
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= ε
+∞∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
− ε
Ω(τ−)
∂L(H˜1)(I∗, ϕa− , τ∗)
∂I
+
ε
Ω(τ+)
∂L(H˜1)(I∗, ϕa+ , τ∗)
∂I
+O(ε2)
=
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ − ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
+
ε
Ω(τ)
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τ+
τ−
+O(ε2).
Using this result, formula (3.32), and Lemma 3.13, we obtain
eϕ1 = ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt+ ε
tr∫
t∗
∂H¯1(J+, τ)
∂I
dt+
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
−ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+
ε
Ω
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
t−
+O(ε
3
2 ).
3.4.3.5 Estimate of eϕ2
We know that R1 =
〈
H1
〉ϕ
= H¯1. Thus we have
eϕ2 =
tl∫
t−
∂
∂J
εR1 dt+
t+∫
tr
∂
∂J
εR1 dt = ε
tl∫
t−
∂H¯1(J, τ)
∂J
dt+ ε
t+∫
tr
∂H¯1(J, τ)
∂J
dt.
Replacing variable J with J− in the first integral, and with J+ in the second integral,
we get
eϕ2 = ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt+ ε
tl∫
t−
∂2H¯1(J−, τ)
∂I2
(J − J−) dt+ ε
tl∫
t−
O(J − J−)2 dt
+ ε
t+∫
tr
∂H¯1(J+, τ)
∂I
dt+ ε
t+∫
tr
∂2H¯1(J+, τ)
∂I2
(J − J+) dt+ ε
t+∫
tr
O(J − J+)2 dt.
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Considering J± − I∗ = O(
√
ε), and applying Lemma 3.12, we obtain
eϕ2 = ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt+ ε
tl∫
t−
∂2H¯1(I∗, τ∗)
∂I2
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt
+ ε
t+∫
tr
∂H¯1(J+, τ)
∂I
dt+ ε
t+∫
tr
∂2H¯1(I∗, τ∗)
∂I2
t∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt+O(ε
3
2 )
= ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt+ ε
t+∫
tr
∂H¯1(J+, τ)
∂I
dt+O(ε
3
2 ).
3.4.3.6 Estimate of eϕ3
From Lemma 3.9, we get
J − I∗ = −
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 + ε
f 1(I∗, ϕa, τ∗)
τ − τ∗ + ε
2f
2(I∗, ϕa, τ∗)
(τ − τ∗)3 + ε
3f
3(I∗, ϕa, τ∗)
(τ − τ∗)5
+ ε4
f 4(I∗, ϕa, τ∗)
(τ − τ∗)7 +O(ε) +O(τ − τ∗)
2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
As
R2 =
〈
∂H1
∂I
∂S1
∂ϕ
〉ϕ
=
〈
∂H1
∂I
α1
ω
〉ϕ
=
〈
∂H˜1
∂I
·
(
−H˜1
ω
)〉ϕ
= − 1
ω
〈
1
2
∂
∂I
H˜21
〉ϕ
= − 1
2ω
∂
∂I
〈
H˜21
〉ϕ
,
with equation (3.20) we have
eϕ3 =
tl∫
t−
∂
∂J
ε2R2 dt+
t+∫
tr
∂
∂J
ε2R2 dt
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J, τ)
∂I2
dt+ ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J, τ)
∂I2
dt.
Replace J with J− in the first integral, and with J+ in the second integral, consider
J± − I∗ = O(
√
ε) and apply Lemma 3.12:
eϕ3 = ε
2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt+ ε2
tl∫
t−
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J−, τ)
∂I3
(J − J−) dt
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+ ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J+, τ)
∂I2
dt+ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J+, τ)
∂I3
(J−J+) dt+O(ε2)
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt
+ ε2
tl∫
t−
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt
+ ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J+, τ)
∂I2
dt
+ ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
t∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt+O(ε
2)
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt+ ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J+, τ)
∂I2
dt+O(ε
3
2 ).
Replace J+ with J−, consider the definition of principal value, and refer to formula
(3.5) from the result of Theorem 3.1:
eϕ3 = ε
2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt+ ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt
+ ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J−, τ)
∂I3
(J+ − J−) dt+O(ε 32 )
= p.v. ε2
t+∫
t−
∂R2(J−, τ)
∂I
dt− lim
δ→0+
ε2 t∗−δ∫
tl
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
∂I2
dt+ ε2
tr∫
t∗+δ
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
∂I2
dt

+ ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J−, τ∗)
∂I3
 +∞∫
−∞
I˙a dt+O(ε
3
2 )
 dt+O(ε 32 )
= p.v. ε2
t+∫
t−
∂R2(J−, τ)
∂I
dt+ ε3
∂3
〈
H˜21
〉ϕ
(J−, τ∗)
∂I3
+∞∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt
t+∫
tr
1
2ω
dt+O(ε
3
2 ).
Finally let us replace J− with I∗ and obtain
eϕ3 = p.v. ε
2
t+∫
t−
∂R2(I∗, τ)
∂I
dt− ε
2 ln ε
4ω′∗
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
+∞∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt+O(ε
3
2 ).
77
3.4.3 Proof of formulas for angle variable
3.4.3.7 Estimate of eϕ4
R3 =
〈
∂H1
∂I
∂S2
∂ϕ
+
1
2
∂2H1
∂I2
(
∂S1
∂ϕ
)2〉ϕ
=
〈
∂H1
∂I
−ω′L(H˜1)
ω3
+
1
2
O(1)
ω2
〉ϕ
= −ω
′
ω3
〈
L(H˜1)∂H1
∂I
〉ϕ
+
O(1)
ω2
.
So by making substitution (J, τ) → (I∗, τ∗) with J − I∗ = O(τ − τ∗) and applying
Lemma 3.7, we have
eϕ4 =
tl∫
t−
∂
∂J
ε3R3 dt+
t+∫
tr
∂
∂J
ε3R3 dt
= −ε3
tl∫
t−
ω′
ω3
∂
∂J
〈
L(H˜1)∂H1
∂I
〉ϕ
(J, τ) dt− ε3
t+∫
tr
ω′
ω3
∂
∂J
〈
L(H˜1)∂H1
∂I
〉ϕ
(J, τ) dt+O(ε
3
2 )
= −ε3
tl∫
t−
Ω′
Ω3
∂
∂J
〈
L(H˜1)∂H1
∂I
〉ϕ
(I∗, τ∗) dt− ε3
t+∫
tr
Ω′
Ω3
∂
∂J
〈
L(H˜1)∂H1
∂I
〉ϕ
(I∗, τ∗) dt+O(ε
3
2 )
= O(ε
3
2 ).
3.4.3.8 Estimate of eϕ5
R4 =
〈
∂H1
∂I
∂S3
∂ϕ
+
∂2H1
∂I2
∂S1
∂ϕ
∂S2
∂ϕ
+
1
6
∂3H1
∂I3
(
∂S1
∂ϕ
)3〉ϕ
=
〈
∂H1
∂I
−3ω′2L2(H˜1)
ω5
+
O(1)
ω4
+
1
6
O(1)
ω3
〉ϕ
= −3ω
′2
ω5
〈
L2(H˜1)∂H1
∂I
〉ϕ
+
O(1)
ω4
.
Similarly by making substitution (J, τ) → (I∗, τ∗) with J − I∗ = O(τ − τ∗) and
applying Lemma 3.7, we have
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eϕ5 =
tl∫
t−
∂
∂J
ε4R4 dt+
t+∫
tr
∂
∂J
ε4R4 dt
= −ε4
tl∫
t−
3ω′2
ω5
∂
∂J
〈
L2(H˜1)∂H1
∂I
〉ϕ
(J, τ) dt−ε4
t+∫
tr
3ω′2
ω5
∂
∂J
〈
L2(H˜1)∂H1
∂I
〉ϕ
(J, τ) dt+O(ε
3
2 )
= −ε4
tl∫
t−
3Ω′2
Ω5
∂
∂J
〈
L2(H˜1)∂H1
∂I
〉ϕ
(I∗, τ∗) dt−ε4
t+∫
tr
3Ω′2
Ω5
∂
∂J
〈
L2(H˜1)∂H1
∂I
〉ϕ
(I∗, τ∗) dt+O(ε
3
2 )
= O(ε
3
2 ).
3.4.3.9 Estimate of eϕ6
There exists a function U(I∗, ϕa, τ∗) such that
∂U
∂ϕ
=
∂H˜1(I∗, ϕa, τ∗)
∂I
. Here
U =
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
with 〈U〉ϕa = 0. Thus integrate by parts:
ε
∫
∂H˜1(I∗, ϕa, τ∗)
∂I
dt = ε
∫
∂U
∂ϕ
dt = ε
∫
dU
dt
· 1
Ω
dt = ε
∫
1
Ω
dU
=
εU(I∗, ϕa, τ∗)
Ω(τ)
+ ε2
∫
U
Ω′
Ω2
dt.
There exists a function V (I∗, ϕa, τ∗) such that
∂V
∂ϕ
= U(I∗, ϕa, τ∗). Here
V = Uˆ(I∗, ϕa, τ∗) =
∂L2(H˜1)(I∗, ϕa, τ∗)
∂I
with 〈V 〉ϕa = 0. Thus integrate by parts:
ε2
∫
U
Ω′
Ω2
dt = ε2
∫
∂V
∂ϕ
Ω′
Ω2
dt = ε2
∫
dV
dt
Ω′
Ω3
dt = ε2
∫
Ω′
Ω3
dV
= ε2V (I∗, ϕa, τ∗)
Ω′(τ)
Ω3(τ)
+ ε3
∫
V
3Ω′2
Ω4
dt.
There exists a function W (I∗, ϕa, τ∗) such that
∂W
∂ϕ
= V (I∗, ϕa, τ∗). Here
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W = Vˆ (I∗, ϕa, τ∗) =
∂L3(H˜1)(I∗, ϕa, τ∗)
∂I
with 〈W 〉ϕa = 0. Thus integrate by parts:
ε3
∫
V
3Ω′2
Ω4
dt = ε3
∫
∂W
∂ϕ
3Ω′2
Ω4
dt = ε3
∫
dW
dt
3Ω′2
Ω5
dt = ε3
∫
3Ω′2
Ω5
dW
= ε3W (I∗, ϕa, τ∗)
3Ω′2(τ)
Ω5(τ)
+ ε4
∫
W
15Ω′3
Ω6
dt.
There exists a function T (I∗, ϕa, τ∗) such that
∂T
∂ϕ
= W (I∗, ϕa, τ∗). Here
T = Wˆ (I∗, ϕa, τ∗) =
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
with 〈T 〉ϕa = 0. Thus integrate by parts:
ε4
∫
W
15Ω′3
Ω6
dt = ε4
∫
∂T
∂ϕ
15Ω′3
Ω6
dt = ε4
∫
dT
dt
15Ω′3
Ω7
dt = ε4
∫
15Ω′3
Ω7
dT
= ε4T (I∗, ϕa, τ∗)
15Ω′3(τ)
Ω7(τ)
+ ε5
∫
T
105Ω′4
Ω8
dt.
Thus we have
ε
∫
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
=
εU
Ω
+ ε2V
Ω′
Ω3
+ ε3W
3Ω′2
Ω5
+ ε4T
15Ω′3
Ω7
+ ε5
∫
T
105Ω′4
Ω8
dt
=
ε
Ω
∂L(H˜1)
∂I
+ε2
Ω′
Ω3
∂L2(H˜1)
∂I
+ε3
3Ω′2
Ω5
∂L3(H˜1)
∂I
+ε4
15Ω′3
Ω7
∂L4(H˜1)
∂I
+ε5
∫
105Ω′4
Ω8
∂L4(H˜1)
∂I
dt.
(3.33)
Therefore, applying (3.18) and Lemma 3.11, we obtain
eϕ6 =
tl∫
t−
∂
∂J
ε5
∂S4
∂τ
dt+
t+∫
tr
∂
∂J
ε5
∂S4
∂τ
dt
=
tl∫
t−
ε5
105ω′4
ω8
∂L4(H˜1)(J, ϕ, τ)
∂J
dt+
tl∫
t−
ε5β˜(J, ϕ, τ)
ω7
dt
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+
t+∫
tr
ε5
105ω′4
ω8
∂L4(H˜1)(J, ϕ, τ)
∂J
dt+
t+∫
tr
ε5β˜(J, ϕ, τ)
ω7
dt
= ε5
tl∫
t−
105Ω′4
Ω8
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
dt+ ε5
t+∫
tr
105Ω′4
Ω8
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
dt+O(ε
3
2 ).
Then we substitute with formula (3.33) and finally get
eϕ6 = ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω(τ)
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε2 Ω
′(τ)
Ω3(τ)
∂L2(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε3 3Ω
′2(τ)
Ω5(τ)
∂L3(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε4 15Ω
′3(τ)
Ω7(τ)
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
+ ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω(τ)
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
− ε2 Ω
′(τ)
Ω3(τ)
∂L2(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
− ε3 3Ω
′2(τ)
Ω5(τ)
∂L3(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
− ε4 15Ω
′3(τ)
Ω7(τ)
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
+O(ε
3
2 )
= ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+ ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
t−
+
ε
Ω
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+ ε2
Ω′
Ω3
∂L2(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+ ε3
3Ω′2
Ω5
∂L3(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+ ε4
15Ω′3
Ω7
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+O(ε
3
2 ),
where β˜ is a twice continuously differentiable function.
3.4.3.10 Estimate of eϕ7
Applying Lemma 3.11, we get the estimate
eϕ7 =
tl∫
t−
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt+
t+∫
tr
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt = O(ε
3
2 ).
Combining the obtained estimates and the identity (3.31), and taking into account
that v± = v1± +O(ε), we get the second formula in Theorem 3.1.
81
3.4.3 Proof of formulas for angle variable
3.4.3.11 Principal identity for formula (3.8)
Recall that ψ− = ϕ− + εv−, ψl = ϕl + εvl, and consider (3.21) for expression of ψ˙.
We have
ϕ∗ = ϕl +
t∗∫
tl
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
= ψl − εvl +
t∗∫
tl
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
= ψ− +
tl∫
t−
ψ˙ dt− εvl +
t∗∫
tl
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
= ϕ− + εv− − εvl +
t∗∫
tl
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt+
tl∫
t−
ω(τ) dt
+
tl∫
t−
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
dt+
tl∫
t−
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt
= ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ − εvl + ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
+
tl∫
t−
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
dt+O(ε).
Let
e˜ϕ1 = ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt, e˜ϕj+1 =
tl∫
t−
∂
∂J
εjRj dt, j = 1, 2, 3, 4, e˜ϕ6 =
tl∫
t−
ε5
∂S4
∂τ
dt.
The identity becomes
ϕ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ − εvl + e˜ϕ1 + e˜ϕ2 + e˜ϕ3 + e˜ϕ4 + e˜ϕ5 + e˜ϕ6 +O(ε). (3.34)
We will analyse the estimate term by term. This will lead to the second formula
of Theorem 3.2 with the sign “−”. The proof of the formula with the sign “+” is
completely analogous.
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3.4.3.12 Estimate of −εvl
Making use of equations (3.18) and Lemmas 3.1, 3.2 and 3.4, we get
−εvl = −ε∂S1l
∂J
∣∣∣∣∣
τl
− ε2∂S2l
∂J
∣∣∣∣∣
τl
− ε3∂S3l
∂J
∣∣∣∣∣
τl
− ε4∂S4l
∂J
∣∣∣∣∣
τl
=
ε
ω(τl)
∂L4(H˜1)(Jl, ϕal , τl)
∂J
+ ε2
ω′(τl)
ω3(τl)
∂L4(H˜1)(Jl, ϕal , τl)
∂J
+ ε3
3ω′2(τl)
ω5(τl)
∂L4(H˜1)(Jl, ϕal , τl)
∂J
+ ε4
15ω′3(τl)
ω7(τl)
∂L4(H˜1)(Jl, ϕal , τl)
∂J
+O(ε)
=
ε
Ω(τl)
∂L4(H˜1)(I∗, ϕal , τ∗)
∂I
+ ε2
Ω′(τl)
Ω3(τl)
∂L4(H˜1)(I∗, ϕal , τ∗)
∂I
+ ε3
3Ω′2(τl)
Ω5(τl)
∂L4(H˜1)(I∗, ϕal , τ∗)
∂I
+ ε4
15Ω′3(τl)
ω7(τl)
∂L4(H˜1)(I∗, ϕal , τ∗)
∂I
+O(ε).
3.4.3.13 Estimate of e˜ϕ1
Recall that H1 = H¯1 + H˜1 and J− − I = O(
√
ε) for t ∈ [tl, t∗]. Applying Lemma 3.8
for variable substitution (I, ϕ, τ)→ (I∗, ϕa, τ∗), we have
e˜ϕ1 = ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
= ε
t∗∫
tl
∂H¯1(I, τ)
∂I
dt+ ε
t∗∫
tl
∂H˜1(I, ϕ, τ)
∂I
dt
= ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt+ ε
t∗∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+O(ε).
We also have (cf. Section 3.4.2.5, integrating by parts)
ε
t∗∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
= ε
t∗∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t−∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
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=
ε
2
+∞∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω(τ−)
∂L(H˜1)(I∗, ϕa− , τ∗)
∂I
− ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+O(ε2)
=
√
ε
2
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ − ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+O(ε).
Therefore, we obtain
e˜ϕ1 = ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt+
√
ε
2
+∞∫
−∞
∂H˜1(I∗, ϕ∗+
ω′∗
2
θ2, τ∗)
∂I
dθ−ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+O(ε).
3.4.3.14 Estimate of e˜ϕ2
We know that R1 =
〈
H1
〉ϕ
= H¯1. Thus applying Lemma 3.12 to replace variable J
with J−, we have
e˜ϕ2 =
tl∫
t−
∂
∂J
εR1 dt = ε
tl∫
t−
∂H¯1(J, τ)
∂J
dt
= ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt+ ε
tl∫
t−
O(J − J−) dt
= ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt+ ε
tl∫
t−
t∫
t−
O
(
ε5
Ω8(τ1)
)
dt1 dt
= ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt+O(ε).
3.4.3.15 Estimate of e˜ϕ3
We know that R2 = − 1
2ω
∂
∂I
〈
H˜21
〉ϕ
. So considering J − I∗ = O(τ − τ∗), we have
e˜ϕ3 =
tl∫
t−
∂
∂J
ε2R2 dt = ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J, τ)
∂I2
dt
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= −ε2∂
2
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I2
tl∫
t−
1
2ω
dt+O(ε)
= −ε ln ε
4ω′∗
∂2
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I2
+O(ε).
3.4.3.16 Estimate of e˜ϕ4
We know that R3 = −ω
′
ω3
〈
L(H˜1)∂H1
∂I
〉ϕ
+
O(1)
ω2
. So with Lemma 3.5:
e˜ϕ4 =
tl∫
t−
∂
∂J
ε3R3 dt = −ε3
tl∫
t−
ω′
ω3
∂
∂J
〈
L(H˜1)∂H1
∂I
〉ϕ
dt+O(ε
3
2 ) = O(ε).
3.4.3.17 Estimate of e˜ϕ5
We know that R4 = −3ω
′2
ω5
〈
L2(H˜1)∂H1
∂I
〉ϕ
+
O(1)
ω4
. So with Lemma 3.5:
e˜ϕ5 =
tl∫
t−
∂
∂J
ε4R4 dt =
tl∫
t−
O
(
ε4
ω5
)
dt = O(ε).
3.4.3.18 Estimate of e˜ϕ6
Applying equation (3.18) and Lemma 3.9 to replace variables (J, ϕ, τ) with (I∗, ϕa, τ∗),
we obtain
e˜ϕ6 =
tl∫
t−
ε5
∂
∂J
∂S4
∂τ
dt
=
tl∫
t−
ε5
105ω′4
ω8
∂L4(H˜1)(J, ϕ, τ)
∂J
dt+
tl∫
t−
ε5β˜(J, ϕ, τ)
ω7
dt
= ε5
tl∫
t−
105Ω′4
Ω8
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
dt+O(ε)
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Then we use formula (3.33) and finally get
e˜ϕ6 = ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω(τ)
∂L(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε2 Ω
′(τ)
Ω3(τ)
∂L2(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε3 3Ω
′2(τ)
Ω4(τ)
∂L3(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε4 15Ω
′3(τ)
Ω7(τ)
∂L4(H˜1)(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
+O(ε)
= ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω(τl)
∂L(H˜1)(I∗, ϕal , τ∗)
∂I
− ε2 Ω
′(τl)
Ω3(τl)
∂L2(H˜1)(I∗, ϕal , τ∗)
∂I
− ε3 3Ω
′2(τl)
Ω5(τl)
∂L3(H˜1)(I∗, ϕal , τ∗)
∂I
− ε4 15Ω
′3(τl)
Ω7(τl)
∂L3(H˜1)(I∗, ϕal , τ∗)
∂I
+O(ε).
Combining the obtained estimates and the identity (3.34), and taking into account
that v± = v1± +O(ε), we obtain the second formula (3.8) of Theorem 3.2.
3.5 Numerical verification
3.5.1 Example
We will verify previous formulas numerically using the following example suggested
by Bosley (1996): 
dI
dt
= −εA(I, τ) cosϕ,
dϕ
dt
= ω(τ) + ε
∂A(I, τ)
∂I
sinϕ,
(3.35)
where
ω(τ) = eτ−1 − 1, A(I, τ) = I
√
4− I√
eτ−1 + 1
.
We choose slow time interval τ ∈ [0, 2], take I(0) = 1, and consider different values
ϕ(0) ∈ [0, 2pi]. We have
H1(I, ϕ, τ) = A(I, τ) sinϕ, H¯1 = 〈H1〉ϕ = 0, H˜1 = H1 − H¯1 = H1,
u1 =
H˜1
ω
=
A(I, τ) sinϕ
eτ−1 − 1 ,
∂u1
∂I
=
∂A
∂I
sinϕ
eτ−1 − 1 = −
∂v1
∂ϕ
,
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v1 =
∂A
∂I
cosϕ
eτ−1 − 1 ,
∂A(I, τ)
∂I
=
√
4− I − I
2
√
4− I√
eτ−1 + 1
,
and
I− = 1, τ− = 0, τ∗ = 1, τ+ = 2, ω′∗ = 1.
3.5.2 Theoretical value of I+
According to (3.9), we should find
Itheor+ = I− + εu1(I−, ϕ−, τ−)− εu1(I−, ϕˇ+, τ+)−
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ.
(3.36)
We perform as follows:
1◦. Value of ϕˇ+.
ϕˇ+ = ϕ− +
1
ε
τ+∫
τ−
ω(τ) dτ = ϕ− +
1
ε
2∫
0
ω(τ) dτ = ϕ− +
e− e−1 − 2
ε
.
2◦. Value of ˇˇϕ∗.
ˇˇϕ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ = ϕ− +
1
ε
1∫
0
ω(τ) dτ = ϕ− − 1
εe
.
3◦. Value of ϕˇ∗.
ϕˇ∗ = ϕ−+
1
ε
τ∗∫
τ−
ω(τ) dτ +
1
2
√
ε
+∞∫
−∞
∂H˜1(I−, ˇˇϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ+
ε ln ε
4ω′∗
∂2
〈
H˜21
〉ϕ
(I−, τ∗)
∂I2
.
Here
1
2
√
ε
+∞∫
−∞
∂H˜1(I−, ˇˇϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
=
1
2
√
ε
+∞∫
−∞
√
4− I− − I−
2
√
4−I−√
eτ∗−1 + 1
sin
(
ˇˇϕ∗ +
ω′∗
2
θ2
)
dθ
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=
√
ε ·
√
3− 1
2
√
3√
2
+∞∫
0
[
cos ˇˇϕ∗ sin θ
2
2
+ sin ˇˇϕ∗ cos θ
2
2
]
dθ
=
√
ε · 5
2
√
6
cos ˇˇϕ∗ +∞∫
0
sin θ
2
2
dθ + sin ˇˇϕ∗
+∞∫
0
cos θ
2
2
dθ

=
√
ε · 5
√
pi
4
√
6
(cos ˇˇϕ∗ + sin ˇˇϕ∗),
and
∂2
〈
H˜21
〉ϕ
(I−, τ∗)
∂I2
=
∂2
∂I2
〈
I2(4− I)
eτ−1 + 1
sin2 ϕ
〉ϕ
(I−, τ∗)
=
1
2
∂2
∂I2
I2(4− I)
eτ−1 + 1
∣∣∣∣
(I−,τ∗)
=
1
2
8− 6I−
eτ∗−1 + 1
=
1
2
.
Therefore,
ϕˇ∗ = ˇˇϕ∗ +
5
√
piε
4
√
6
(cos ˇˇϕ∗ + sin ˇˇϕ∗) +
ε ln ε
8
.
4◦. Value of Iˇ∗.
Iˇ∗ = I− − 1
2
√
ε
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ.
Here
1
2
√
ε
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ
=
1
2
√
ε
+∞∫
−∞
I−
√
4− I−√
eτ∗−1 + 1
cos
(
ϕˇ∗ +
ω′∗
2
θ2
)
dθ
=
√
ε ·
√
3√
2
+∞∫
0
[
cos ϕˇ∗ cos θ
2
2
− sin ϕˇ∗ sin θ22
]
dθ
=
√
ε ·
√
3√
2
(√
2 cos ϕˇ∗ ·
√
pi
8
−
√
2 sin ϕˇ∗ ·
√
pi
8
)
=
√
ε ·
√
3pi
2
√
2
(cos ϕˇ∗ − sin ϕˇ∗).
Therefore,
Iˇ∗ = 1−
√
3piε
2
√
2
(cos ϕˇ∗ − sin ϕˇ∗).
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We have also
εu1(I−, ϕ−, τ−) =
√
3 ε sinϕ−
(e−1 − 1)√e−1 + 1 , εu1(I−, ϕˇ+, τ+) =
√
3 ε sin
(
ϕ− + e−e
−1−2
ε
)
(e− 1)√e + 1 ,
and
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ =
√
ε
+∞∫
−∞
Iˇ∗
√
4− Iˇ∗√
eτ∗−1 + 1
cos
(
ϕˇ∗ +
ω′∗
2
θ2
)
dθ
=
√
piε
2
· Iˇ∗
√
4− Iˇ∗ · (cos ϕˇ∗ − sin ϕˇ∗).
Thus we have formulas for all required values for calculation of Itheor+ :
Itheor+ = 1 +
√
3 ε sinϕ−
(e−1 − 1)√e−1 + 1 −
√
3 ε sin
(
ϕ− + e−e
−1−2
ε
)
(e− 1)√e + 1
−
√
piε
2
· Iˇ∗
√
4− Iˇ∗ · (cos ϕˇ∗ − sin ϕˇ∗). (3.37)
3.5.3 Theoretical value of ϕ+
From (3.10), taking into account that H¯1 = 0, ω
′
∗ = 1, we get
ϕtheor+ = ϕ− + εv1(I−, ϕ−, τ−)− εv1(I−, ϕˇ+, τ+) +
1
ε
τ+∫
τ−
ω(τ) dτ +
√
ε
+∞∫
−∞
∂H˜1(Iˇ∗, ϕˇ∗ + θ
2
2
, τ∗)
∂I
dθ
+ p.v. ε
τ+∫
τ−
∂R2(I−, τ)
∂I
dτ − ε
3
2 ln ε
4
∂3
〈
H˜21
〉ϕ
(I−, τ∗)
∂I3
+∞∫
−∞
∂H1(I−, ϕˇ∗ + θ
2
2
, τ∗)
∂ϕ
dθ.
(3.38)
We perform as follows:
1◦.
ϕ− +
1
ε
τ+∫
τ−
ω(τ) dτ = ϕˇ+ = ϕ− +
e− e−1 − 2
ε
.
2◦. We know that
v1 =
∂A
∂I
cosϕ
eτ−1 − 1 =
(√
4− I − I
2
√
4− I
)
cosϕ
(eτ−1 − 1)√eτ−1 + 1 .
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Thus,
εv1(I−, ϕ−, τ−) =
(√
3− 1
2
√
3
)
ε cosϕ−
(e−1 − 1)√e−1 + 1 =
5
2
√
3
ε cosϕ−
(e−1 − 1)√e−1 + 1 ,
εv1(I−, ϕˇ+, τ+) =
(√
3− 1
2
√
3
)
ε cos ϕˇ+
(e− 1)√e + 1 =
5
2
√
3
ε cos ϕˇ+
(e− 1)√e + 1 .
3◦.
√
ε
+∞∫
−∞
∂H˜1(Iˇ∗, ϕˇ∗ + θ
2
2
, τ∗)
∂I
dθ
=
√
ε
+∞∫
−∞
√
4− Iˇ∗ − Iˇ∗
2
√
4−Iˇ∗√
eτ∗−1 + 1
sin(ϕˇ∗ +
θ2
2
) dθ
=
√
ε · 8− 3Iˇ∗
2
√
2
√
4− Iˇ∗
· 2
√
2 ·
√
pi
8
(cos ϕˇ∗ + sin ϕˇ∗)
=
√
piε (8− 3Iˇ∗)√
8
√
4− Iˇ∗
(cos ϕˇ∗ + sin ϕˇ∗).
Values Iˇ∗, ϕˇ∗ were calculated in the previous subsection.
4◦. We have
R2 = − 1
2ω
∂
∂I
〈
H˜21
〉ϕ
= − 1
2ω
∂
∂I
〈
I2(4− I)
eτ−1 + 1
sin2 ϕ
〉ϕ
.
Therefore,
∂R2
∂I
= − 1
2ω
∂2
∂I2
〈
H˜21
〉ϕ
= − 1
2ω
· 8− 6I
eτ−1 + 1
· 1
2
= − 1
2ω
· 4− 3I
eτ−1 + 1
.
Hence,
p.v. ε
τ+∫
τ−
∂R2(I−, τ)
∂I
dτ = p.v. ε
2∫
0
(
− 1
2ω
)
4− 3I−
eτ−1 + 1
dτ
= p.v. − ε
2
2∫
0
1
e2τ−2 − 1 dτ = p.v. −
ε
2
2∫
0
(
e2τ
e2τ − e2 − 1
)
dτ
= −ε
4
lim
δ→0+
(
ln |e2τ − e2|
∣∣∣1−δ
0
+ ln |e2τ − e2|
∣∣∣2
1+δ
)
+
ε
2
τ
∣∣∣2
0
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= −ε
4
lim
δ→0+
ln
∣∣∣∣e2−2δ − e2e2+2δ − e2
∣∣∣∣− ε4 limδ→0+ ln
∣∣∣∣e4 − e21− e2
∣∣∣∣+ ε
= 0− ε
2
+ ε
=
ε
2
.
5◦.
∂3
〈
H˜21
〉ϕ
∂I3
=
∂3
∂I3
〈
I2(4− I)
eτ−1 + 1
sin2 ϕ
〉ϕ
=
∂3
∂I3
I2(4− I)
eτ−1 + 1
· 1
2
=
−3
eτ−1 + 1
.
Thus
ε
3
2 ln ε
4
∂3
〈
H˜21
〉ϕ
(I−, τ∗)
∂I3
+∞∫
−∞
∂H1(I−, ϕˇ∗ + θ
2
2
, τ∗)
∂ϕ
dθ
=
ε
3
2 ln ε
4
·
(
−3
2
) +∞∫
−∞
√
3√
2
cos(ϕˇ∗ +
θ2
2
) dθ
=
ε
3
2 ln ε
4
·
(
−3
2
) √
3√
2
· 2
√
2 ·
√
pi
8
(cos ϕˇ∗ − sin ϕˇ∗)
= −3
√
3pi
8
√
2
ε
3
2 ln ε (cos ϕˇ∗ − sin ϕˇ∗).
Therefore, from (3.38), we obtain the estimated value of ϕ+:
ϕtheor+ = ϕ− +
e− e−1 − 2
ε
+
5
2
√
3
ε cosϕ−
(e−1 − 1)√e−1 + 1 −
5
2
√
3
ε cos ϕˇ+
(e− 1)√e + 1
+
√
piε (8− 3Iˇ∗)√
8
√
4− Iˇ∗
(cos ϕˇ∗ + sin ϕˇ∗) +
ε
2
+
3
√
3pi
8
√
2
ε
3
2 ln ε (cos ϕˇ∗ − sin ϕˇ∗).
(3.39)
3.5.4 Results of numerical simulation
Our goal here is to check numerically whether the obtained values Itheor+ , ϕ
theor
+ indeed
approximate actual values of I, ϕ on solutions of system (3.35) with the accuracy
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O(ε
3
2 ), as is predicted by Corollary 3.1. To this end we introduce the variable
χ = ϕ−
τ∫
0
ω(τ1)
ε
dτ1 = ϕ− 1
ε
(
eτ−1 − e−1 − τ)
and integrate numerically by the 4th order Runge-Kutta algorithm the system
I˙ = −εA(I, τ) cos
(
χ+
eτ−1 − e−1 − τ
ε
)
,
χ˙ = ε
∂A(I, τ)
∂I
sin
(
χ+
eτ−1 − e−1 − τ
ε
)
,
(3.40)
on the slow time interval 0 ≤ τ ≤ 2. For ε = 0.002 and initial values I(0) = 1, χ(0) =
0, the behaviour of I and χ for slow time τ ∈ [0, 2] is shown in Figs. 3.1 and 3.2.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 20.9
0.92
0.94
0.96
0.98
1
1.02
1.04
τ
I
Figure 3.1: Behaviour of action variable I for ε = 0.002, χ(0) = 0.
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Figure 3.2: Behaviour of angle variable χ for ε = 0.002, χ(0) = 0.
Such calculations are performed for 48 values of ϕ−, equally spaced on [0, 2pi], and
19 values of ε, {0.02, 0.015, 0.01, 0.007, 0.005, 0.003, 0.002, 0.0015, 0.001, 0.0007,
0.0005, 0.0003, 0.0002, 0.00015, 0.0001, 0.00007, 0.00005, 0.00003, 0.00002}. At
τ = τ+ = 2 we have values I
numer
+ , χ
numer
+ , and ϕ
numer
+ = χ
numer
+ + (e− e−1 − 2)/ε. We
calculate
EI+(ε) = max
ϕ−∈[0,2pi]
|Inumer+ − Itheor+ |, Eϕ+(ε) = max
ϕ−∈[0,2pi]
|ϕnumer+ − ϕtheor+ |
and plot values ln(EI+) and ln(Eϕ+) as functions of ln ε in Figs. 3.3 and 3.4.
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Figure 3.3: Results of numerical simulation for action variable I.
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y = 1.43x + 1.93
   data
   linear
Figure 3.4: Results of numerical simulation for angle variable ϕ.
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3.5.4 Results of numerical simulation
The linear least squares fit of the data in Figs. 3.3 and 3.4 gives slopes α = 1.48 and
β = 1.43, respectively. The ideal results for accuracy of O(ε
3
2 ) would be α = 3/2
and β = 3/2. Thus the numerical simulation indicates that the accuracy is O(ε
3
2 ),
as expected.
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Chapter 4
On Phenomenon of Scattering on Reso-
nances Associated with Discretisation of
Systems with Fast Rotating Phase
Numerical integration of ODEs reduces continuous time problems to discrete time
problems. For arbitrarily small time step of a numerical method such discrete time
problem may have intrinsic properties that are absent in the original continuous time
problem (see, e.g., Fiedler & Scheurle, 1996, and references therein). For example,
for a Hamiltonian system with one degree of freedom its Hamilton’s function is a first
integral. But, if the system is integrated by the Euler method or by the Runge-Kutta
methods, for the corresponding discrete time problems there is not any first integral,
dynamics is not integrable, with chaotic zones. However, in this and many similar
systems the effect of discretisation decays exponentially when the time step of the
discretisation decays linearly, provided that the system is analytic. The effect of
the discretisation may be more prominent if the system contains a fast phase which
can come into resonance with the time step of the discretisation. In this chapter
we describe a situation of such kind that was not reported before: appearance of
scattering on resonances in numerical integration of systems with one fast rotating
phase.
The system under consideration has the form
I˙ = f(I, ϕ, ε) , I ∈ U ⊆ Rl ,
ϕ˙ =
ω(I)
ε
+ g(I, ϕ, ε) , ϕ ∈ S1 mod 2pi.
(4.1)
Here ϕ is an angular variable (phase), functions f and g are 2pi-periodic in ϕ, ε is a
small positive parameter. We assume that values of function ω are separated from 0
in the domain U by a positive constant, and that functions ω, f, g are real-analytic
in U × S1 × [0, ε0], ε0 = const > 0. In system (4.1) the variables I, ϕ are called
slow and fast variables, respectively, the function ω/ε is called a frequency. System
(4.1) is called a system with fast rotating phase (Bogolyubov & Mitropol’skij, 1961).
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Dynamics in many problems is described by systems of form (4.1).
Evolution of slow variables I in system (4.1) on time intervals of lengths of order 1
is approximately described by the averaged system:
J˙ = F (J), F (J) =
1
2pi
2pi∫
0
f(J, ϕ, 0) dϕ (4.2)
(the averaging method, see, e.g., Bogolyubov & Mitropol’skij, 1961). One can use
higher approximations of the averaging method as well (Bogolyubov & Mitropol’skij,
1961). We now discuss a phenomenon that appears if system (4.1) is solved numeri-
cally.
Numerical integration of system (4.1) with a fixed time step κ effectively introduces
into dynamics a new “numerical” frequency Ω = 2pi/κ. In the process of evolution
of slow variables I the frequency ω(I)/ε changes and passes through resonances with
the numerical frequency 2pi/κ. Passage through a resonance leads to a scattering
on resonance: a deviation of dynamics of I from the averaged dynamics described
by (4.2) (see, e.g., Neishtadt, 1997), a scattering on resonance for the first time
was discussed by Chirikov (1959). This deviation depends on value of phase ϕ at
the moment of passage through resonance. Consider for example, the simplest case
when the system is integrated by the Euler method. Then the values of I, ϕ at the
moments of time tn = nκ and tn+1 = (n+ 1)κ are related as
In+1 = In + κf(In, ϕn, ε), ϕn+1 = ϕn + κ
ω(In)
ε
+ κg(In, ϕn, ε). (4.3)
One can introduce a κ-periodic in time system of ODE’s for which the transformation
In, ϕn 7→ In+1, ϕn+1 is the transformation of shift along solutions during the time κ.
Such system is not a unique. It can be chosen in such a way that its right hand side is
smooth (there is a discussion on this subject by Treschev & Zubelevich (2010), Chpt.
6). We however will use here less rigorous mathematically way when the right hand
side of this system contains δ-functions. This way is usual in physical literature (see,
e.g., Sagdeev et al., 1988, Sect. 1.7). Consider the system of differential equations
I˙ = κf(I, ϕ, ε)
∞∑
m=−∞
δ(t−mκ), ϕ˙ = κ
(
ω(I)
ε
+ g(I, ϕ, ε)
) ∞∑
m=−∞
δ(t−mκ), (4.4)
where δ(·) is the standard δ-function. Let I(t), ϕ(t) be a solution of this system.
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From the definition of δ-function we have
I(tn+1 − 0) = I(tn − 0) + κ
tn+1−0∫
tn−0
f(I, ϕ, ε)
∞∑
m=−∞
δ(t−mκ)
= I(tn − 0) + κ
tn+0∫
tn−0
f(I, ϕ, ε)δ(t− tn)
= I(tn − 0) + κ
2
f(I(tn − 0), ϕ(tn − 0), ε) + κ
2
(I(tn + 0), ϕ(tn + 0), ε) .
For small κ in the principal approximation we have
I(tn+1 − 0) = I(tn − 0) + κf(I(tn − 0), ϕ(tn − 0), ε) . (4.5)
Similarly,
ϕ(tn+1 − 0) = ϕ(tn − 0) + κω(I(tn − 0))
ε
+ κg(I(tn − 0), ϕ(tn − 0), ε) . (4.6)
For Ik = I(tk − 0), ϕk = ϕ(tk − 0) system of equations (4.5), (4.6) coincides with
(4.3). Thus the transformation In, ϕn 7→ In+1, ϕn+1 in a principal approximation can
be considered as a transformation of shift along solutions of the time-periodic system
(4.4).
We can use the standard identity
∞∑
m=−∞
δ(t−mκ) = 1
κ
∞∑
n=−∞
ei2pint/κ.
Consider Fourier series expansion for f :
f(I, ϕ, 0) =
∞∑
n=−∞
fn(I) e
inϕ.
Near a low order resonance n1
ω(I)
ε
+ n2
2pi
κ
= 0, where n1 and n2 are co-prime in-
teger numbers, the dynamics is approximately described by the partially averaged
equations (see Neishtadt, 1997):
I˙ = F (I) +
∞∑
q=−∞
q 6=0
fqn1(I) e
iq(n1ϕ+n2Ωt), ϕ˙ =
ω(I)
ε
. (4.7)
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For such form of equations there are asymptotic formulas for amplitude of scattering
on resonance in different situations (see Kevorkian & Cole, 1996; Neishtadt, 1997).
Assume that f is analytic in a strip |Imϕ| ≤ σ. Then |fn| < const · e−σ|n|. Then
under rather general assumptions the amplitude of the scattering is ∼ √ε e−σ|n1|.
For n2 = ±1 we get that the amplitude of the scattering is ∼
√
ε e−σ
2piε
ω(I)κ . Thus the
considered effect is exponentially small in natural circumstances when κ ε.
We first will demonstrate the existence of scattering on resonance for iterations of
maps of the form (4.3). To this end we will integrate numerically by the Euler method
with unrealistically big fixed time step the following simple system of equations with
one rotating phase:
I˙1 = 1, I˙2 = cosϕ, ϕ˙ =
ω(I1)
ε
. (4.8)
If this system is integrated by the Euler method, then, according to formula (4.7),
near the resonance ω(I1)
ε
+ n2Ω = 0, the dynamics is approximately described by the
system
I˙1 = 1, I˙2 = cos(ϕ+ n2Ωt), ϕ˙ =
ω(I1)
ε
. (4.9)
Let the resonance take place at t = t∗, i.e.
ω(I1(t∗))
ε
+ n2Ω = 0. Denote I1∗ = I1(t∗),
ϕ∗ = ϕ(t∗), ω′∗ = ω
′(I1∗). Let ω′∗ 6= 0. Passage through a narrow neighbourhood
of this resonance produces a jump in I2. According to Kevorkian & Cole (1996),
Section 5.4, the value of this jump is given by the asymptotic formula
∆I2 =
√
ε
+∞∫
−∞
cos
(
ϕ∗ + n2Ωt∗ +
ω′∗
2
θ2
)
dθ +O(ε)
(cf. (3.3)). Therefore
∆I2 =
√
2ε
|ω′∗|
+∞∫
−∞
cos
(
ϕ∗ + n2Ωt∗ + sgn(ω′∗)u
2
)
du+O(ε)
=
√
2ε
|ω′∗|
+∞∫
−∞
(
cos(ϕ∗ + n2Ωt∗) cos
(
u2
)− sgn(ω′∗) sin(ϕ∗ + n2Ωt∗) sin(u2)) du+O(ε) .
Taking into account formulas for Fresnel integrals
+∞∫
−∞
cos
(
u2
)
du =
√
pi
2
,
+∞∫
−∞
sin
(
u2
)
du =
√
pi
2
,
99
we finally get
∆I2 =
√
2piε
|ω′∗|
cos
(
ϕ∗ + n2Ωt∗ + sgn(ω′∗)
pi
4
)
+O(ε) . (4.10)
This phenomenon of jump at a resonance is called a “scattering” because the value
of this jump depends on the value of phase ϕ = ϕ∗ at the moment of passage through
a resonance. For discrete time systems these jumps were first observed by Piro &
Feingold (1988).
We take ω = I1 and the following values of the time step κ: ε, ε/2, ε/5, ε/10. Take
ε = 0.001. Initial conditions for each run are I1(0) = −1, I2(0) = 1, ϕ(0) = 0. Thus
ω = I1 = t− 1, and at t = 1 the system passes through the actual resonance ω = 0,
where I2 has a jump. Numerical results are presented at Fig. 4.1. The variables
displayed here and in all subsequent figures are t, I2. One can see a jump in I2 at
t = 1 due to the actual resonance, as well as jumps at t = 1+2pin(ε/κ), n = 1, 2, due
to the discretisation. (Plots here and in all other figures are done with MATLAB.)
Comparison of calculation of jumps using formula (4.10) with numerical results in
Fig. 4.1 is presented in Table 4.1 1.
κ t∗ ϕ∗ ∆I2 (theoretical) ∆I2 (numerical)
ε 4pi + 1 78462.611 0.0653 0.0649
ε/2 8pi + 1 315333.34308 0.0786 0.0782
ε/5 20pi + 1 1973427.065167 −0.0082 −0.0080
ε/10 40pi + 1 7895189.742154 −0.0784 −0.0785
Table 4.1: Theoretical and numerical results for jump, Euler discretisation.
Similar scatterings on resonances occur for other maps with fast rotating phase.
We demonstrate this for the map that appears in solving system (4.8) by 4th order
Runge-Kutta method. We again take I1(0) = −1, I2(0) = 1, ϕ(0) = 0, ε = 0.001
and the same unrealistically big values of the time step κ: ε, ε/2, ε/5, ε/10. Results
are presented in Fig. 4.2. One can see jumps in I2 at the the same moments of time
as in Fig. 4.1.
1 Value ϕ∗ in Table 4.1 was calculated as follows: ϕ∗ = ϕ1 + ε−1
∫ t∗
t1
ω dt = ϕ1 +
ε−1
(
(t∗ − 1)2 − (t1 − 1)2
)
/2, where t1 is the time moment in the considered discrete grid immedi-
ately preceding to t∗, and ϕ1 is the value of ϕ for the numerical solution at t = t1.
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Figure 4.1: Euler discretisation, I˙2 = cosϕ, ω = t− 1, ε = 0.001.
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Figure 4.2: Runge-Kutta discretisation, I˙2 = cosϕ, ω = t− 1, ε = 0.001.
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Figure 4.3: I˙2 = cosϕ+
1
2 cos 2ϕ+ · · ·+ 1210 cos 11ϕ, ω = t− 1, ε = 0.001, κ = ε/2.
Now let us consider scatterings on resonances for solving the following system by 4th
order Runge-Kutta method:
I˙1 = 1, I˙2 = cosϕ+
1
2
cos 2ϕ+ · · ·+ 1
210
cos 11ϕ, ϕ˙ =
ω(I1)
ε
. (4.11)
We again take I1(0) = −1, I2(0) = 1, ϕ(0) = 0, ε = 0.001. Result for κ = ε/2 is
shown in Fig. 4.3. We use this unrealistically big value of the time step to demon-
strate existence of the phenomenon.
Resonances should appear at n1
ω
ε
+ n2
2pi
κ
= 0, where n1 and n2 are co-prime integer
numbers. Using ω = t− 1, κ = ε/2, we obtain t = −n2
n1
· 4pi + 1 at resonances.
We analyse the right hand side of I˙2 term by term. For the first term, cosϕ, we have
n1 = 1, the resonances occur at the points t = k ·4pi+ 1, k = 1, 2, 3, . . . (marked as A
in Fig. 4.3). For the next term, 1
2
cos 2ϕ, we have n1 = 2. The possible values of n2
are n2 = −1,−3,−5, . . . and the time moments for resonances are t = (2k−1)·2pi+1,
k = 1, 2, . . . (shown in Fig. 4.3 as B, which are 2pi+ 1, 6pi+ 1, . . . ). Similarly, for the
term 1
4
cos 3ϕ, n1 = 3, n2 = −1,−2,−4,−5, . . ., t = 43pi+1, 83pi+1, 163 pi+1, 203 pi+1, . . ..
For the term 1
8
cos 4pi, n1 = 4, n2 = −1,−3,−5,−7, . . ., and resonances are at
t = pi+ 1, 3pi+ 1, 5pi+ 1, 7pi+ 1, . . .. The corresponding points are marked in Fig. 4.3
as C and D, respectively. If we go on with this procedure, we will find every resonance
for 11 terms by increasing n1 from 1 to 11.
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Now let us consider the case
I˙1 = 1, I˙2 = cosϕ+
1
2
cos 2ϕ+
1
4
cos 3ϕ+ · · · , ϕ˙ = ω(I1)
ε
(4.12)
with infinite number of terms in I˙2. Let us represent I˙2 as
I˙2 = Re
(
eiϕ +
1
2
e2iϕ +
1
4
e3iϕ + · · ·
)
= Re
(
eiϕ
1− 1
2
eiϕ
)
=
4 cosϕ− 2
5− 4 cosϕ.
The result of numerical simulation by 4th order Runge-Kutta method for the same
initial data and parameters as for system (4.11) is shown in Fig. 4.4a. It is clearly
seen that the resonances where the jump occurs are the same as for system (4.11)
for the first four terms in I˙2. For later terms
1
2n1−1 cosn1ϕ in I˙2 we can find corre-
sponding resonances, but the jumps become smaller and smaller due to decreasing
of coefficients 1
2n1−1 as n1 increases.
Finally, let us numerically integrate system (4.12) by 4th order Runge-Kutta method
with the same initial conditions and parameters, as in the previous run, but with the
time step κ = ε/10, κ = ε/20, and κ = ε/40. The results are shown in Figs. 4.4b,
4.4c and 4.4d. One can see how amplitudes of jumps decay as κ decays. We present
a zoom of the jump at t = 8pi + 1 for κ = ε/20 in Fig. 4.5 (upper graph). This
jump corresponds to the resonance 5ω
ε
− 2pi
κ
= 0. The curve in Fig. 4.5 looks “fat”.
The reason is that the solution is the sum of a jump curve corresponding to the
term cos 5ϕ in the right hand side of equation (4.12), and high frequency oscillations
corresponding to, mainly, terms cosmϕ, m = 1, 2, 3, 4 , in (4.12). If we magnify
Fig. 4.5 we would see these oscillations inside “fat” curve. In the same Fig. 4.5 we
present a zoom of a very small jump at t = 8pi + 1 for κ = ε/40 (lower graph). This
jump corresponds to the resonance 10ω
ε
− 2pi
κ
= 0.
When behaviour of a system with one fast rotating phase should be studied numer-
ically, it looks as the most appropriate way is to use the averaging method and its
higher approximations, like by Chartier et al. (2010), or methods based on expansion
of solutions on inverse powers of the frequency, like by Condon et al. (2010) (at least
if the considered time interval is not too long). One can also use adaptively varying
time steps to avoid numerical resonances (C. Simo´, private communication). If, how-
ever, the direct numerical integration of the original system with a standard constant
step numerical integrator is used (e.g., to compare results with results obtained by
other methods), then the deviations of the numerical solution from the exact one
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Figure 4.4: I˙2 =
4 cosϕ− 2
5− 4 cosϕ , ω = t− 1, ε = 0.001.
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Figure 4.5: I˙2 =
4 cosϕ− 2
5− 4 cosϕ , ε = 0.001, zoom in for κ = ε/20 and κ = ε/40 at t = 8pi + 1.
include jumps on resonances between the internal frequency of the system and the
frequency of discretisation.
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