The ability to quickly predict the throughput of a TCP transfer between a client and a server, or between peers, has wide application in scientific computing and commercial computing. This paper presents a new approach to fast prediction of overall throughput of a large TCP file transfer The method constructs the time series of windows of segments arriving at the receiver, and predicts future throughput by exploiting knowledge of how TCP manages transfer window size. When the file transfer time series resembles a known TCP pattern, this information is utilized for prediction, otherwise simple heuristics are used. We have compared TCP pattern based prediction against traditional methods like a simple moving average, exponential weighted moving average, and aggregate measured throughput on a large suite of real life TCP traces. Our results show that TCP pattern based prediction generally performs as well or better than the best ofother methods in any given scenario.
Introduction
The performance of any network based application depends on the throughput that can be obtained on network paths. Estimation of throughput is an important component of applications and resource management in network computing. As examples, replica selection in a grid environment [19] , selection of caches in web content delivery services [ 14] , mirror site selection for downloading, and selection of P2P peers, are all primarily driven by the expected throughput on network paths. In a grid environment, network performance is an important part of grid services [9] .
Over half of today's network traffic uses Transmission Control Protocol (TCP) [15] . Bulk transfer utilities like GridFIP [5] and storage access protocols like GASS [4] are based on TCP. The goal of this paper is to predict the throughput of a TCP stream by inspecting the pattern of arrival of segments at the receiver.
Most bandwidth measuring tools focus on available bandwidth or bottleneck bandwidth of a network path or a particular link. However, we focus on the related but different problem of expected bandwidth of one TCP stream. Iperf [2] is designed to measure maximum TCP bandwidth. To get an accurate measurement, sufficient amount of data (set by size or duration) needs to be sent over the measured link which would interfere with existing network traffic. Other prior work by Sang and Li [13] has used ARMA and MMPP statistical models to predict future bandwidth, under the assumption that traffic is stationary and can be modeled statistically.
The most popular tool for estimating available bandwidth for grid computing is Network Weather Services (NWS) [20] . NWS measures available bandwidth by transferring a block of data and measuring the time taken for the transfer. However, the measurement may not be representative of the long term bandwidth. One reason is that a TCP connection may be in slow start for a large part of the sample transfer. Vazhkudai et al. [18] show that NWS predicted bandwidth can be as much as 5 to 34 times lower than measured bandwidth on high speed networks, and propose some improvements. Swany [16] and Vazhkudai [17] use statistical methods to find a correlation between predicted and measured bandwidths. Primet et al. [12] compare the throughput results from NWS and measurements from Iperf, and propose new prediction models by limiting the influence of slow start to improve the accuracy of throughput.
The central contribution of this paper is to use knowledge of TCP patterns to make faster and more accurate bandwidth prediction of a TCP flow. A TCP flow normally starts with slow start, followed by a steady-state governed by TCP congestion control and flow control. In principle, the behavior of a TCP flow is predictable. The throughput of a TCP flow can be formulated in terms of Round-Trip Time (RTT), Maximum Segment Size (MSS), and loss rate [10] . However, RTT is variable and hard to estimate [7] Figure 1 (a) and 1(b), respectively. Clearly if those patterns could be identified and the TCP connection followed that pattern for the duration of the transfer, future bandwidth could be predicted accurately.
One thing to note is that the pattern in 1(a) may be due to TCP flow control, but it could also be a result of traffic shaping at the server. Hence we have used the more general term "rate control" to describe the pattern. Often, a uniform traffic rate is observed in TCP flows, but with frequent delays, as shown in Figure 1(c) . Finally, many flows do not show a clear pattern, such as the example flow in Figure 1 (d).
Our goal in this research is to identify the flow pattern and use that knowledge to make a future bandwidth prediction. However, if no clear predefined pattern is established, we combine the knowledge with heuristics to make a throughput prediction. Throughput) , then there will be large meaningless fluctuations in the throughput time series. This is illustrated in Figure 2 . Instant throughput shows a huge variation (from 220 Bytes/sec to 1 GBytes/sec) and fixed interval throughput over 100 millisecond shows a large variation (from 40 KBytes/sec to 121 KBytes/sec) when the data transfered per RIT, and the corresponding per RTT throughput, are steady around 70 KBytes per second.
Clearly, we need to measure the data transferred per RTT to develop a meaningful time series for throughput prediction. For this we need to determine the RTT, which itself could be changing during the course of a TCP transmission. Many R1T estimation techniques have been proposed in literature [7, 8] . We have chosen to employ the method of Jiang and Dovrolis [7] based on SYN-ACK (SA) RTT estimation. Ideally RIT should be updated continuously but we are currently using a fixed RTT. Our empirical observation is that a fixed SA R1T partitioning is a simple and effective method for our goals.
We partition the sequence of segments in chunks that are received per RTT, and generate a new per-RlT throughput series as follows:
The collected info is a time series, TS, of TCP segment arrival times and payload sizes. TS, = (Ti, Bj), where Ti This description obviously does not cover all possible cases (e.g., special cases when no slow start is detected or slow start consumes the entire window) or full details, but it captures the core of the throughput prediction algorithm. Basically, the initial slow start phase is not used for prediction since it is not representative of normal behavior. Subsequently, if a congestion control pattern is detected, that information is used for prediction, else averaging over the relevant region is used. RTTs. Predictions are made by our method labeled "TCP Pattern" as well as with 3 other methods for which the predicted throughput is: 1) Average (or Aggregate) throughput in the full window, 2) Simple moving average of the last 10 throughput values, and 3) Exponential weighted moving average (EWMA) of the last 10 throughput values.
Illustration of Throughput Prediction
In Figure 3 , the rule for RC-based prediction is used from 15th to 25th RTTs. After a significant drop of throughput at the 27th RTT (due to a lost segment), the Rate Control pattern does not hold, but no other pattern is identified. Hence, the default rule for Window-based prediction is used from the 30th R1IT onwards. For this example, the pattern based prediction has lower errors than others as it excludes the slow start phase for prediction, and averages over a longer period than moving average approaches.
In Figure 4 , Congestion control based rule is used for prediction from the 65th RIT onwards as 3 complete CC cycles (14-29, 29-43, and 43-63) are observed. Note that the throughput pattern is far from textbook congestion control pattern, but the algorithm makes the judgment that the pattern is best identified as congestion control. We then make throughput prediction at every RTT using TCP pattern-based prediction, Moving Average, Exponential Weighted Moving Average (EWMA), and Aggregate Throughput. The parameters for these methods are described in Table 2 .
The average error for evaluating throughput prediction is calculated as: predicted throughput -measured throughput x 100% measured throughput For illustration, in Figure 4 , at the 30th RIT, the predicted throughput is made based on packets collected up to the 30th RITs, and the measured throughput is the average throughput between 3 1th and 130th RITs. If the measured throughput is close to zero, the average error could rise to infinity. As this is an artifact of the computation methodology, all errors larger than 100% are set to 100%. For example, in Figure 4 , at the 55th RTT, the average error for EWMA is over 100% and is set to 100%.
Results and Discussion
We analyzed 461 traces and the average prediction errors over these traces are illustrated in Figures 5 and 6 . Since we make throughput prediction at every RIT, it is more convenient to use RIT as the base unit to compare average errors across traces than a fixed amount of time. In Figure 5 , the window of data available for prediction is varied from 1 to 100 RITs and a prediction is made for the duration of 200 RTTs after the point at which the prediction is made. Figure 5 shows that the average prediction error for TCP Pattern based prediction is the lowest or close to the lowest for all prediction window sizes. The average error for the better prediction algorithms varies from around 12% to 20% depending on the prediction window size. As expected, the error with the best methods is lower for larger prediction window sizes since more data is available for prediction.
However, the prediction by Moving Average and EWMA methods is not affected much since they only look at a fixed window in the past. To examine the relationship between prediction accuracy and different prediction methods, we look at Figure 6 . For each graph in the figure, the window of RITs available to make predictions is fixed, while the length of the future for which predictions are made is varied from 20 to 400 RTTs.
In Figure 6 (a), the prediction window is 15 RTTs. We observe that Moving Average provides the best prediction in this scenario, slightly better than TCP Pattern prediction. A window size of 15 RT1Ts is frequently too short for pattern based algorithms. The Aggregate method is not a particularly good predictor because the average typically includes slow start which leads to an underestimate of future throughput.
The prediction window is increased to 25 RTIts in Figure 6(b) . In this case the TCP Pattern based algorithm is the best predictor, slightly better than Moving Average prediction. The Aggregate method is a better predictor for prediction window size of 25 RITs than the case of prediction window size of 15 RTTs, since the impact of slow start is not as pronounced on average.
We finally look at Figure 6 (c) with a prediction window size of 50 RTTs. In this case again, the TCP Pattern based approach provides the best prediction. The Aggregate method also provides predictions close to the best. The reason is that when a longer window of past historical data is available, historical average tends to become a good predictor. Moving Average method performs worse for a smaller prediction window since it only looks at a fixed window and cannot benefit from the additional information that is available.
We summarize our observations. 
Conclusion
We have presented a simple approach for fast TCP throughput prediction that samples arrival of TCP segments and exploits knowledge of TCP patterns to get good predictions. A fast and accurate predictor of TCP throughput has a role in grid resource management and many network applications. Bandwidth measurement by active probing, like the one used in NWS, can benefit from this research. By analyzing the data pattern generated by the probe, rather than simple averaging, a more accurate throughput prediction can be made. This is an early report on work in progress. There are several ways in which our predictions can be potentially improved. The process primarily consists of identifying more specific patterns and studying the implications of recognizing the patterns for throughput prediction.
Even in situations where another method is likely to provide as good average results, our method offers some advantages. In general, our approach provides a more accurate prediction when a pattern is identified, and a less accurate one when a heuristic is used for prediction. Hence, we can attach a degree of confidence to our predictors to improve their usage. Also, the method is capable of judging if enough data is available to make a reliable prediction, or more of the transfer should be analyzed. These aspects of research are ongoing.
The throughput prediction described in this paper is applied to a single TCP stream. Some transfers in grid environment utilize multiple TCP streams and a tuned TCP window size on the host machines. Both these aspects are being addressed in ongoing experiments. The final goal is an online tool to provide real-time throughput predictions for TCP transfers within a few RTTs. This paper has developed a scientific basis for such a tool.
