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BAB 4 PERANCANGAN  
Bab ini akan membahas proses perancangan optimasi peramalan jumlah 
kasus penyakit menggunakan  metode jaringan syaraf tiruan backpropagation 
dengan algoritma genetika. Tahapan dari perancangan dijelaskan dengan Gambar 
4.1: 
4.1 Desain Algoritma 




















































4.1.2 Persiapan Data 
Sebelum melakukan proses peramalan data akan dipersiapkan dengan 
mengambil data latih jumlah kasus penyakit demam typoid-paratypoid dari bulan 
September tahun 2015 sampai bulan Desember tahun 2015 yang dibagi menjadi 
4 data lalu menyusunnya sedemikian rupa, ditunjukkan dengan Tabel 4.1: 
Tabel 4.1 Data Latih Jumlah Kasus Penyakit Demam Typoid-Paratypoid 
Data x1 x2 x3 x4 x5 x6 t 
1 37 24 16 11 7 7 8 
2 24 16 11 7 7 8 15 
3 16 11 7 7 8 15 33 
4 11 7 7 8 15 33 20 
 
4.1.3 Normalisasi Data 
Normalisasi data digunakan untuk mempermudah proses perhitungan 
dengan cara mengubah data aktual menjadi data dengan interval 0 sampai 1. 








Gambar 4.2 Diagram Alir Perancangan Algoritma 
Backpropagation – Algoritma Genetika 
Pengujian 
Backpropagation 

























Berdasarkan diagram alir pada Gambar 4.3 terlebih dahulu dilakukan 
pencarian nilai maksimum serta minimum dari data yang digunakan untuk 
melakukan proses normalisasi. Berdasarkan Tabel 3.1 nilai maksimum adalah 89 
dan nilai minimum adalah 0. Untuk menghitung normalisasi data digunakan 
persamaan 4.1. Hasil dari normalisasi ditunjukkan pada Tabel 4.2: 









= 0,34831461    4.1 
dimana 
 𝑥𝑚𝑎𝑥   = nilai maksimum data 
 𝑥𝑚𝑖𝑛  = nilai minimum data 
 𝑥 = nilai yang dinormalisasi 
Gambar 4.3 Diagram Alir Normalisasi Data 
for i banyak data 
Menentukan nilai minimum 
dan maksimum 








Tabel 4.2 Data Hasil Normalisasi 
Data x1 x2 x3 x4 x5 x6 t 
1 1 0.56667 0.3 0.13333 0 0 0.03333 
2 0.56667 0.3 0.13333 0 0 0.03333 0.26667 
3 0.3 0.13333 0 0 0.03333 0.26667 0.86667 
4 0.13333 0 0 0.03333 0.26667 0.86667 0.43333 
 
4.1.4 Optimasi Algoritma Genetika 
Sebelum masuk dalam proses peramalan backpropagation, akan dilakukan 



















Berdasarkan Gambar 4.4, langkah-langkah untuk melakukan optimasi bobot 
serta bias v dan w adalah sebagai berikut: 
1. Melakukan inisialisasi populasi awal sebanyak popsize yang ditentukan. 
2. Mengecek apakah kriteria berhenti terpenuhi atau belum. Kriteria yang 
dimaksud adalah jumlah generasi atau iterasi. 
Optimasi Algen 
Gambar 4.4 Diagram Alir Optimasi Algoritma Genetika 
Mulai 












3. Menjalankan proses reproduksi yaitu crossover dan mutasi. Crossover 
menggunakan one-cut point serta mutasi menggunakan random 
mutation. 
4. Melakukan evaluasi dengan menghitung fitness menggunakan 
feedforward. 
5. Melakukan proses seleksi dengan metode elitism selection.  
4.1.5 Pelatihan Backpropagation 
Untuk mendapatkan hasil peramalan jumlah kasus penyakit maka dilakukan 
proses pelatihan backpropagation. Tahapan pelatihan backpropagation 























Terdapat beberapa parameter yang digunakan pada perhitungan manual 
yang ditunjukkan Tabel 4.3: 
Pelatihan Backpropagation 
Gambar 4.5 Diagram Alir Pelatihan Backpropagation 
Kriteria Terpenuhi 
Mulai 
Data Normalisasi Jumlah 
Kasus Penyakit 
Mengambil Bobot dan Bias hasil optimasi 
Melakukan Feedforward  
Melakukan 
Backpropagation Error 







Tabel 4.3 Parameter Backpropagation 
Epoch α n 
2 0.1 4 
 
4.2 Perhitungan Manual 
Pada perhitungan manual digunakan data latih untuk meramalkan data pada 
bulan Juli 2016. Setelah melakukan proses normalisasi data selanjutnya dilakukan 
proses optimasi dengan menggunakan algoritma genetika.  
4.2.1 Inisialiasi Populasi Awal 
Langkah pertama yaitu melakukan inisialisasi populasi awal sebanyak 
popsize yang digunakan yaitu 5. Setiap individu yang di inisialiasikan 
merepresentasikan bobot serta bias v dan w. Panjang chromosome untuk setiap 
individu adalah 49, diamana posisi x1-x7 merupakan bobot serta bias dari w dan 
posisi x8-x49 merupakan bobot serta bias dari v. Nilai dari chromosome ini 
didapatkan dari hasil random antara -0,1 sampai 0,9. Representasi chromose 
ditunjukkan dengan Gambar 4.6: 
 x1 ... x7 x8 ... x14 x15 ... x49 
P1 0.4 ... -0.3 0.9 ... 0.3 -0.7 ... 0.1 
Gambar 4.6 Representasi Chromosome 
Keterangan: 
 Hijau  : Bobot w 
 Biru : Bias w 
 Kuning : Bobot v 
 Merah : Bias v 
Setelah melakukan inisialisasi populasi, kemudian dilakukan proses 
perhitungan nilai fitness menggunakan Persamaan 4.2: 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 =  
1
𝑀𝑆𝐸
        4.2 
Hasil insialisasi populasi awal serta fitness nya ditunjukkan dengan Tabel 4.4: 




x1 x2 x3 x4 x5 xi x49 
P1 0.4 -0.2 0.5 -0.2 -0.6 ... 0.1 0.009796 
P2 0.7 -0.5 0.4 -0.3 0.6 ... -0.5 0.011808 
P3 0.2 -0.8 -0.2 -0.9 -0.9 ... -0.3 0.006726 
P4 0.6 0.7 -0.1 -0.4 0.5 ... -0.3 0.00599 




Setelah mendapatkan populasi selanjutnya dilakukan proses reproduksi 
yaitu crossover serta mutasi. Metode yang digunakan untuk proses crossover 
adalah one-cut point, yaitu dengan cara memotong kemudian menukar gen 
dengan titik potong acak dari 1 hingga panjangnya chromosome. Pada proses 
perhitungan manual ini digunakan 2 titik potong yaitu 4 untuk bobot serta bias w 
dan 12 untuk bobot serta bias v dengan induk 3 (P3) dan induk 5(P5) ditunjukkan 
dengan Gambar 4.7.  
 Cut Point 1    Cut Point 2    
         
P3 0.2 -0.8 -0.2 -0.9 -0.9 -0.8 -0.1 0.4 ... 0.7 0.1 ... -0.3 
P5 0.1 0.5 0.6 -0.8 0.8 -0.6 -0.9 0.7 ... 0.7 0.2 ... 0.1 
 x1-x4 x5-x7 x8-x19 x20-49 
Gambar 4.7 Proses Crossover 
Untuk proses mutasi menggunakan metode random mutation dengan 
menggunakan persamaan 2.25. 
𝑥′𝑖 = 𝑥𝑖 + 𝑟(𝑚𝑎𝑥𝑖 − 𝑚𝑖𝑛𝑖)       
dimana 
 𝑥𝑖   = gen yang terpilih untuk mutasi 
 𝑟   = nilai random -0,1 sampai 0,1 
 𝑚𝑎𝑥𝑖 = nilai maksimum dari individu yang terpilih untuk mutasi 
 𝑚𝑖𝑛𝑖 = nilai minimum dari individu yang terpilih untuk mutasi 
Crossover rate (cr) dan mutation rate (mr) yang digunakan dalam 
perhitungan manual ini berturut-turut yaitu 0.01 dan 0.2. Individu yang terpilih 
untuk crossover adalah P3 dan P5 serta mutasi adalah P4. Berdasarkan cr dan mr 
yang ditetapkan, didapat offspring sebanyak 2 untuk masing-masing crossover dan 
mutasi. Setelah melakukan reproduksi maka didapatkan keturunan atau child 
yaitu C1 dari crossover dan C2 dari mutasi. Berikut adalah hasil crossover dan 
mutasi ditunjukkan dengan Gambar 4.8: 
C1 0.2 -0.8 -0.2 -0.9 0.8 ... 0.1 
C2 0.6 0.7 -0.1 -0.4 0.5 ... -0.3 
Gambar 4.8 Keturunan Hasil Reproduksi 
4.2.3 Evaluasi  
Setelah mendapatkan keturunan dilanjutkan dengan melakukan proses 
evaluasi untuk menghitung nilai fitness dari individu hasil reproduksi 
menggunakan nilai MSE yang didapat dari proses feeforward. 
Langkah pertama dilakukan inisialisasi bobot serta bias dari hasil reproduksi. 
Pada perhitungan manual diambil contoh menghitung nilai fitness dari C1. Pada 
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Tabel 4.5 dan 4.6, v, x1-x6 dan z1-z6 melambangkan bobot serta bias untuk layer 
input ke layer tersembunyi dan w, z1-z6, y melambangkan bobot serta bias untuk 
layer tersembunyi ke layer output. 
Tabel 4.5 Bobot serta bias v 
v x1 x2 x3 x4 x5 x6 1 
z1 0.4 0.2 -0.7 0.4 -0.9 0.5 0.2 
z2 0.6 -0.4 -0.9 -0.9 0.7 0.2 0.8 
z3 -0.6 0.4 -0.3 0.6 -0.7 0.7 0.2 
z4 0.1 0.8 0.8 0.1 0.2 0.3 -0.4 
z5 -0.8 -0.9 -0.8 -0.9 0.8 0.7 -0.5 
z6 -0.6 -0.6 -0.3 -0.4 0.4 -0.1 0.1 
 










Setelah mendapatkan bobot serta bias v dan w maka dilanjutkan ke proses 
feedforward. Digunakan data normalisasi seperti pada Tabel 4.2 sebagai data 
training. Langkah-langkah proses feedforward adalah menghitung nilai z_in untuk 
data pertama. Nilai z_in yang dihitung adalah sebanyak unit bobot v yang ada yaitu 
6. Nilai z_in dihitung menggunakan Persamaan  2.10. Hasil z_in ditunjukkan 
dengan Tabel 4.7. 




z𝑖𝑛1 = 𝑣01 + (𝑥1𝑣11) + (𝑥2𝑣21) + ⋯ + (𝑥6𝑣61) 
z𝑖𝑛1 = 0.2 + (0.4) + (0.113333333) + (−0.21) + (0.053333333) + (0)
+ (0) 
z𝑖𝑛1 = 𝟎. 𝟓𝟓𝟔𝟔𝟔𝟔𝟔𝟔𝟕  









Langkah selanjutnya adalah menghitung nilai z dengan cara memasukkan 
nilai z_in kedalam fungsi aktivasi yaitu binary sigmoid. Nilai z dihitung dengan 
Persamaan 2.11. Hasil z ditunjukkan dengan Tabel 4.8. 




𝑧1 = 𝟎. 𝟔𝟑𝟓𝟔𝟖𝟎𝟗𝟐𝟏  







Selanjutnya menghitung nilai y_in. Karena hanya terdapat satu output  
makah hanya terdapat satu unit y_in. Nilai y_in dihitung dengan persamaan 2.12. 
Nilai y_in yang didapat yaitu: 




y𝑖𝑛 = 𝑤0 + (𝑧1𝑤1) + (𝑧2𝑤2) + ⋯ + (𝑧6𝑤6) 
y𝑖𝑛 = −0.9 + (0.127136184) + (−0.549118463) + (−0.090858922)
+ (−0.540259505) + (0.081981627) + (−0.163338527) 
y𝑖𝑛 = −𝟐. 𝟎𝟑𝟒𝟒𝟓𝟕𝟔𝟎𝟕 
Selanjutnya adalah menghitung nilai y menggunakan fungsi aktifasi pada 
Persamaan 2.13. Nilai y yang didapat yaitu: 




𝑦 = 𝟎. 𝟏𝟏𝟓𝟔𝟑𝟐𝟐𝟗𝟗 
Selanjutnya proses ini diulang sebanyak data latih yang digunakan yaitu 
empat. Kemudian setelah nilai y didapatkan, proses selanjutnya adalah melakukan 
denormalisasi nilai y untuk mengitung nilai MSE menggunakan Persamaan 4.3 
dengan data latih. 
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𝑥 = 𝑥′(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛) + 𝑥𝑚𝑖𝑛      4.3 
𝑦 = 0.115632299 × (37 − 7) + 7  




∑ (𝑡𝑘 − 𝑦𝑘)
2𝑛
𝑖=1   
𝑀𝑆𝐸 =
((8−10.46 )2+(15−10.69 )2+(33−10.95)2+(20−11.17 )2
4
  
𝑀𝑆𝐸 = 𝟏𝟒𝟕. 𝟏𝟎𝟗𝟏𝟐𝟎𝟔  
Selanjutnya menghitung nilai fitness dengan menggunakan Persamaan 4.2. 









𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝟎. 𝟎𝟎𝟔𝟕𝟗𝟕𝟔𝟕𝟓  
Hasil evaluasi ditunjukkan dengan Tabel 4.9: 
 




x1 x2 x3 x4 x5 xi x49 
P1 0.4 -0.2 0.5 -0.2 -0.6 ... 0.1 0.009795541 
P2 0.7 -0.5 0.4 -0.3 0.6 ... -0.5 0.011808249 
P3 0.2 -0.8 -0.2 -0.9 -0.9 ... -0.3 0.006726128 
P4 0.6 0.7 -0.1 -0.4 0.5 ... -0.3 0.005990015 
P5 0.1 0.5 0.6 -0.8 0.8 ... 0.1 0.013480802 
C1 0.2 -0.8 -0.2 -0.9 0.8 ... 0.1 0.006797675 
C2 0.6 0.7 -0.1 -0.4 0.5 ... -0.3 0.006029822 
4.2.4 Seleksi 
Selanjutnya dilakukan proses seleksi individu dengan menggunakan elitism 
selection dengan memilih individu terbaik sebanyak popsize, yaitu 5 individu. 
Setelah proses seleksi maka akan didapatkan populasi atau generasi selanjutnya 
yang ditunjukkan dengan Tabel 4.10. Dari tabel tersebut didapatkan individu 
terbaik yaitu P1 yang memiliki nilai fitness sebesar 834.5254834. Pada perhitungan 
manual ini proses optimasi dilakukan sebanyak 2 generasi. 




x1 x2 x3 x4 x5 xi x49 
P1 P1 0.1 0.5 0.6 -0.8 0.8 ... 0.1 0.013480802 
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P2 P2 0.7 -0.5 0.4 -0.3 0.6 ... -0.5 0.011808249 
P3 C1 0.4 -0.2 0.5 -0.2 -0.6 ... 0.1 0.009795541 
P4 P3 0.2 -0.8 -0.2 -0.9 0.8 ... 0.1 0.006797675 
P5 C2 0.2 -0.8 -0.2 -0.9 -0.9 ... -0.3 0.006726128 
Dari proses optimasi algoritma genetika didapatkan nilai bobot serta bias v 
dan w yang optimal. Bobot dan bias tersebut akan digunakan pada proses 
algoritma backpropagation. 
4.2.5 Proses Feedforward 
Setelah mendapat bobot optimal hasil optimasi, langkah selanjutnya adalah 
proses pelatihan algoritma backpropagation yang dimulai dengan proses 
feedforward. Langkah pertama adalah mendapatkan bobot dan bias optimal dari 
hasil optimasi. Bobot dan bias optimal ditunjukkan dengan Tabel 4.11 dan 4.12. 
Tabel 4.11 Bobot serta Bias v 
v  z1 z2 z3 z4 z5 z6 
x1 0.7 -0.2 0.9 0.4 0.3 -0.5 
x2 0.7 -0.6 -0.5 0.2 0.7 0.2 
x3 -0.6 0.4 -0.3 0.6 -0.7 0.7 
x4 0.1 0.8 0.8 0.1 0.2 0.3 
x5 -0.8 -0.9 -0.8 -0.9 0.8 0.7 
x6 -0.6 -0.6 -0.3 -0.4 0.4 -0.1 
1 0.7 -0.2 0.9 0.4 0.3 -0.5 
 
Tabel 4.12 Bobot serta Bias w 








Digunakan data normalisasi seperti pada Tabel 4.2 sebagai data training. 
Langkah selanjutnya menghitung nilai z_in untuk data pertama. Nilai z_in yang 
dihitung adalah sebanyak unit bobot v yang ada yaitu 6. Nilai z_in dihitung dengan 
Persamaan  2.10. Nilai z_in dilihat dengan Tabel 4.13. 









Selanjutnya adalah menghitung nilai z dengan cara memasukkan nilai z_in 
kedalam fungsi aktivasi yaitu binary sigmoid menggunakan Persamaan 2.11. Nilai 
z ditunjukkan dengan Tabel 4.14. 







Selanjutnya menghitung nilai y_in. Terdapat satu unit y_in  dikarenakan 
hanya terdapat satu output . Nilai y_in dihitung dengan Persamaan 2.12. Hasil y_in 
yang didapat yaitu: 
𝐲𝒊𝒏 = −𝟎. 𝟕𝟒𝟏𝟏𝟓𝟔𝟑𝟐𝟔 
Selanjutnya adalah menghitung nilai y menggunakan fungsi aktifasi dengan 
Persamaan 2.13. Hasil y yang didapat adalah: 
𝑦 = 𝟎. 𝟑𝟐𝟐𝟕𝟓𝟏𝟑𝟑𝟗  
4.2.6 Proses Backpropagation Error 
Tahap awal proses Backpropagation Error adalah menghitung nilai δk 
dengan Persamaan 2.14. Target yang digunakan adalah target dari data pertama 
serta outputnya adalah nilai y. Nilai δk yang didapat yaitu: 
𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘)𝑦𝑘(1 − 𝑦𝑘)  
𝛿𝑘 = (0.03333 − 0.32275)0.32275(1 − 0.32275)  
𝛿𝑘 = −𝟎. 𝟎𝟔𝟑𝟐𝟔𝟏𝟖𝟑  
Langkah selanjutnya adalah menghitung nilai delta perubahan bobot dan 
bias w (Δw) yang dihitung dengan Persamaan 2.15 dan 2.16. Nilai Δw ini nantinya 
digunakan untuk proses pembaruan bobot dan bias w. Learning rate yang 
digunakan adalah 0,1. Hasil perhitungan Δw ditunjukkan pada Tabel 4.15. 
∆𝑊𝑗𝑘 = 𝛼𝛿𝑘𝑧𝑗  
∆𝑊11 = 0,1 × (−0.06326183) × 0.787513156  
∆𝑊11 =  −𝟎. 𝟎𝟎𝟒𝟗𝟖𝟏𝟗𝟓𝟐  
∆𝑊0𝑗 = 𝛼𝛿𝑘  
∆𝑊01 = 0,1 × (−0.06326183)  
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∆𝑊01 =  −𝟎. 𝟎𝟎𝟔𝟑𝟐𝟔𝟏𝟖𝟑  








Langkah selanjutnya adalah menghitung nilai δ_in seperti pada Persamaan 
2.17. Hasil δ_in dapat dilihat pada Tabel 4.16. 




δ𝑖𝑛1 = −0.06326183 × 0.1  
δ𝑖𝑛1 =  −𝟎. 𝟎𝟎𝟔𝟑𝟐𝟔𝟏𝟖𝟑  







Langkah selanjutnya adalah menghitung nilai δ menggunakan Persamaan 
2.18. Hasil perhitungan ditunjukkan dengan Tabel 4.17. 
𝛿𝑗 = 𝛿𝑖𝑛𝑗𝑧𝑗(1 − 𝑧𝑗)  
𝛿1 = (−0.006326183) × 0.787513156(1 − 0.787513156)  
𝛿1 = −𝟎. 𝟎𝟎𝟏𝟎𝟓𝟖𝟓𝟗𝟗  







Setelah mendapatkan nilai δ selanjutnya adalah menghitung nilai perubahan 
bobot dan bias v (Δv) dengan Persamaan 2.19 dan 2.20. Hasil perhitungan 
ditunjukkan dengan Tabel 4.18. 
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∆𝑣𝑗𝑘 = 𝛼𝛿𝑗𝑥𝑗  
∆𝑣11 = 0.1 × (−0.001058599) × 1  
∆𝑣11 = −𝟎. 𝟎𝟎𝟎𝟏𝟎𝟓𝟖𝟔  
∆𝑣0𝑗 = 𝛼𝛿𝑗   
∆𝑣0𝑗 = 0.1 × (−0.001058599)  
∆𝑣0𝑗 = −𝟎. 𝟎𝟎𝟎𝟏𝟎𝟓𝟖𝟔  
Tabel 4.18 Hasil Δv 
Δv z1 z2 z3 z4 z5 z6 
x1 -0.00010586 -0.000611292 -0.000940998 0.001214335 -0.000465483 0.000752011 
x2 -5.99873E-05 -0.000346399 -0.000533232 0.000688123 -0.000263774 0.000426139 
x3 -3.1758E-05 -0.000183388 -0.000282299 0.0003643 -0.000139645 0.000225603 
x4 -1.41147E-05 -8.15056E-05 -0.000125466 0.000161911 -6.20644E-05 0.000100268 
x5 0 0 0 0 0 0 
x6 0 0 0 0 0 0 
1 -0.00010586 -0.000611292 -0.000940998 0.001214335 -0.000465483 0.000752011 
4.2.7 Proses Update Bobot dan Bias 
Langkah pertama dalam tahap pembaruan (update) bobot dan bias adalah 
memperbarui bobot dan bias v menggunakan Persamaan 2.21 dan 2.22. Hasil 
perhitungan ditunjukkan dengan Tabel 4.19. 
𝑣𝑖𝑗(𝑏𝑎𝑟𝑢) = 𝑣𝑖𝑗(𝑙𝑎𝑚𝑎)+∆𝑣𝑖𝑗  
𝑣11(𝑏𝑎𝑟𝑢) = 𝑣11(𝑙𝑎𝑚𝑎)+∆𝑣11  
𝑣11(𝑏𝑎𝑟𝑢) = 0.7 + −0.00010586   
𝑣11(𝑏𝑎𝑟𝑢) = 𝟎. 𝟔𝟗𝟗𝟖𝟗𝟒𝟏𝟒  
𝑣0𝑗(𝑏𝑎𝑟𝑢) = 𝑣0𝑗(𝑙𝑎𝑚𝑎)+∆𝑣0𝑗  
𝑣01(𝑏𝑎𝑟𝑢) = 𝑣01(𝑙𝑎𝑚𝑎)+∆𝑣01  
𝑣01(𝑏𝑎𝑟𝑢) = 0.4 + −0.00010586   
𝑣01(𝑏𝑎𝑟𝑢) = 𝟎. 𝟑𝟗𝟗𝟖𝟗𝟒𝟏𝟒  
Tabel 4.19 Hasil Pembaruan Bobot serta Bias v 
v baru z1 z2 z3 z4 z5 z6 
x1 0.699894 0.699388 -0.60094 0.101214 -0.800465 -0.599247 
x2 -0.200059 -0.600346 0.399466 0.800688 -0.900263 -0.599573 
x3 0.899968 -0.500183 -0.300282 0.800364 -0.800139 -0.29977 
x4 0.399985 0.199918 0.599874 0.100161 -0.900062 -0.399899 
x5 0.3 0.7 -0.7 0.2 0.8 0.4 
x6 -0.5 0.2 0.7 0.3 0.7 -0.1 
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1 0.399894 0.799388 0.199059 -0.398785 -0.500465 0.100752 
Langkah selanjutnya adalah menghitung pembaruan bobot dan bias w 
dengan Persamaan 2.23 dan 2.24. Hasil perhitungan ditunjukkan dengan Tabel 
4.20. 
𝑤𝑗𝑘(𝑏𝑎𝑟𝑢) = 𝑤𝑗𝑘(𝑙𝑎𝑚𝑎)+∆𝑤𝑗𝑘  
𝑤11(𝑏𝑎𝑟𝑢) = 𝑤11(𝑙𝑎𝑚𝑎)+∆𝑤11  
𝑤11(𝑏𝑎𝑟𝑢) = 0.1 + −0.004981952   
𝑤11(𝑏𝑎𝑟𝑢) = 𝟎. 𝟎𝟗𝟓𝟎𝟏𝟖𝟎𝟒𝟖  
𝑤0𝑗(𝑏𝑎𝑟𝑢) = 𝑤0𝑗(𝑙𝑎𝑚𝑎)+∆𝑤0𝑗  
𝑤0𝑗(𝑏𝑎𝑟𝑢) = (−0.9) + (−0.006326183)  
𝑤0𝑗(𝑏𝑎𝑟𝑢) = −𝟎. 𝟗𝟎𝟔𝟑𝟐𝟔𝟏𝟖𝟑  









Proses ini diulang sebanyak data latih yang ditentukan yaitu empat data 
latih. 
4.2.8 Proses Pengujian Backpropagation 
Tahap feedforward, backpropagation error, dan update bobot dilakukan 
sampai dengan 2 iterasi. Nilai bobot dan bias dari v dan w ini kemudian akan 
digunakan untuk prediksi menggunakan data uji yang telah ditentukan yaitu 
memprediksi jumlah kasus penyakit pada bulan Januari 2016. Data uji ditunjukkan 
pada Tabel 4.21. Bobot serta bias v dan w pada hasil akhir pelatihan ditunjukkan 
dengan Tabel 4.22 dan 4.23. 
Tabel 4.21 Data Uji 
Input 
t 
x1 x2 x3 x4 x5 x6 
0 0 0.025641026 0.205128205 0.666666667 0.333333333 ? 
Tabel 4.22 Bobot serta Bias v 






































































Proses pengujian dilakukan dengan menjalankan proses feedforward 
menggunakan bobot dan bias pada Tabel 4.22 dan 4.23. Dari proses feedforward 
maka didapat nilai y: 
𝑦 = 𝟎. 𝟒𝟎𝟖𝟖𝟗𝟒𝟑𝟕𝟖 
Kemudian akan dilakukan proses denormalisasi data untuk mendapatkan 
data aktual dengan Persamaan 4.4: 
𝑥 = 𝑥′(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛) + 𝑥𝑚𝑖𝑛       
𝑥 = 0.408894378 × (33 − 7) + 0  
𝑥 = 𝟏𝟖  
Hasil prediksi menunjukkan jumlah kasus penyakit pada bulan juli tahun 
2016 sebanyak 11, sementara jumlah aktualnya sebesar 16. Setelah mendapat 
hasil prediksi langkah selanjutnya adalah menghitung nilai error menggunakan 




∑ (𝑡𝑘 − 𝑦𝑘)
2𝑛





𝑀𝑆𝐸 = 𝟐𝟑𝟔. 𝟏𝟗𝟖  
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4.3 Perancangan Antarmuka 
Perancangan ini bertujuan untuk memberi gambaran antarmuka yang 
nantinya akan diimplementasikan. Antarmuka merupakan perantara yang 
menjembatani sistem dan pengguna dengan cara menerima masukan dari 
pengguna serta menampilkan keluaran dari sistem. Rancangan antarmuka ini 
terbagi dari halaman utama, halaman data, serta halaman hasil. 
4.3.1 Perancangan Antarmuka Halaman Utama 
Perancangan halaman utama terdiri dari nama sistem, parameter algoritma 
genetika, parameter backpropagation, data latih serta data uji yang digunakan. 
Halaman ini berfungsi untuk menghubungkan pengguna dengan sistem melalui 
masukan dari parameter serta data yang akan digunakan. Rancangan antarmuka 














4.3.2 Perancangan Antarmuka Halaman Data 
Perancangan halaman data terdiri tabel ang berisi data yang akan 
digunakan. Halaman ini bertujuan untuk menampilkan data yang digunakan pada 
peramalan jumlah kasus penyakit kepada pengguna. Rancangan antarmuka 

























4.3.3 Perancangan Antarmuka Halaman Hasil 
Halaman hasil terdiri dari tabel hasil, nilai parameter optimal, nilai MSE, 
tombol ke halaman utama. Halaman ini berfungsi untuk menunjukkan hasil 
peramalan dari data yang dimasukkan oleh pengguna berupa. Hasil peramalan 
merupakan keluaran dari peramalan dengan data uji, nilai parameter optimal 






Hasil Nilai MSE 
Parameter Bobot Optimal 
Tombol ke Halaman Utama 
Gambar 4.10 Rancangan Antarmuka Halaman Data 
Gambar 4.11 Rancangan Antarmuka Halaman Hasil 
