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3Sommario
L’object recogni on è un ramo dell’informa ca che si occupa del rilevamento e della classiﬁ-
cazione degli ogge tramite analisi di immagini o video. E’ molto importantenella proge a-
zione dei robot perché perme e a queste macchine di interpretare il segnale video esterno
edicomprenderel’ambientechelecirconda.Sitra adiunpassofondamentaleperrendere
il robot autonomo e capace di portare avan  compi  complessi senza l’intervento umano.
Lo scopo di questa tesi è l’implementazione di un algoritmo di object recogni on che per-
me a a dei piccoli robot umanoidi di apprendere una serie di ogge , e successivamente di
poterli riconoscere anche se vis  in contes  diversi ed in presenza di altri ogge .
La principale diﬃcoltà risiede nelle limitate capacità computazionali che ques  robot pos-
seggono, le quali, unite alla necessità di eseguire sul robot tu e le fasi della procedura di
riconoscimento, richiedono necessariamente la creazione di un algoritmo veloce e eﬃcien-
te. Ponendo come obie vo principale la velocità di esecuzione del programma, sono state
fa e alcune scelte importan : si sono innanzitu o scelte, come sistema di rilevamento dei
pun  notevoli, le SURF [2], le quali sono state proge ate appositamente per essere velo-
ci. Un programma di segmentazione dell’immagine è stato impiegato per ridurre al minimo
la presenza di descri ori non lega  agli ogge  da memorizzare. Si è poi implementato un
algoritmo di clustering per comprimere il database di ques  descri ori, mantenendo al con-
tempo le informazioni grazie ad un sistema di votazioni euris co.
Questoalgoritmocontribuisceallaricercaimplementandosistemieﬃcien dirilevazionedei
pun  con uno schema di voto euris co, il tu o so o ambiente ROS.
41 Introduzione
L’idea di costruire robot sempre più autonomi ed intelligen  ha dato vita a mol  rami di ri-
cerca, uno dei quali è la computer vision applicata alla robo ca, un ambito a cui si possono
ricollegare tu  quei processi che elaborano in modo automa co l’immagine al ﬁne di ri-
cavarne informazioni. Da un’immagine, che per la macchina non è altro che un insieme di
numeri, si riesce a capire che cosa si sta guardando, come sono dispos  gli ogge  e come si
sviluppa lo spazio di fronte al robot.
Qui entra in gioco l’object recogni on, una categoria di algoritmi che si pongono come sco-
po quello di riconoscere all’interno della scena che si sta visualizzando la presenza o meno
di ogge . Ora, questa abilità in noi esseri umani è del tu o innata, ma per le macchine è
ancora un compito molto diﬃcile: per poter apprendere un ogge o, o una categoria di og-
ge ,alrobotservonocen naiao addiri uramigliaia di immaginiin cui l’ogge osiaritra o.
Inoltre, quando si tra a di riconoscerlo in una scena, una parziale occlusione dell’ogge o, o
il semplice fa o che se ne trovino due o più aﬃanca , può me ere in seria diﬃcoltà la mac-
china. Questo ci fa comprendere quanto la strategia di riconoscimento del robot sia distante
dai sistemi che u lizza l’uomo per comprendere ciò che gli sta a orno.
Laricercaètu ’oraincorso,edinques ul miannimolteinnovazionisonostateimplemen-
tate: Uno dei più popolari sistemi di object recogni on è stato proposto nel 2001 da Viola e
Jones [3], che applicarono un algoritmo di apprendimento Adap ve Boos ng (AdaBoost) ad
un set di pun  estra  da delle immagini con il metodo di Haar: questo approccio si ada a
molto bene alla ricognizione facciale, ed è tu ’ora largamente u lizzato.
Verso il 2003, nel campo della ricognizione e classiﬁcazione degli ogge  vengono introdo 
con successo i metodi bag-of-words (BoW) (ad es: [4]): Sono metodi che hanno come scopo
quello di rappresentare l’immagine con una serie di descri ori clusterizza  (es: SIFT) presi
da un vocabolario generato oﬄine.
Negliannisuccessiviques metodivengonoulteriormentemigliora indicizzandoidescri o-
ri tramite una stru ura ad albero con una quan zzazione gerarchica [5] e u lizzando metodi
di quan zzazione basa  sulle stru ure ad albero casuali [6] aggiungendo una fase di riasse-
gnazione basata sulla veriﬁca spaziale delle regioni di interesse.
5Ques  metodi ([5] e [6] ) hanno il dife o di funzionare solo se si u lizzano vocabolari molto
grandi, che possono richiedere molto sforzo computazionale. Pertanto nel 2005 Winn [8] ha
introdo o il conce o di dizionario compresso, riducendo set di da  molto voluminosi a set
più piccoli ma con un contenuto informa vo molto simile.
Da questa idea si svilupparono nel 2006 i lavori di Marszalek e Schmid [7] e Leibe [9]. Que-
st’ul mo clusterizzò un gran numero di descri ori u lizzando un algoritmo combinato di
par zione ed agglomerazione, riuscendo a velocizzare il processo di matching. Poi nel 2007
Lazebnik e Raginsky [10] par zionarono il loro vocabolario u lizzando come riferimento le
celle di un diagramma di Voronoi.
In tu e queste applicazioni la creazione del dataset e l’esecuzione della fase di apprendi-
mento sono compiute a parte, magari su macchine più poten , trasferendo poi il risultato
all’eventuale robot incaricato della fase di analisi.
Il lavoro qui proposto perme e invece compiere queste operazioni online: Sia la creazione
del dataset, che l’elaborazione dello stesso sono eseguite dal robot. Si è pertanto lavorato
per rendere eﬃciente anche questa fase, in maniera che la sua esecuzione occupi un tempo
ragionevole.Nellaprossimaparteverrannodescri eletecnicheimpiegateperl’elaborazione
delleimmaginieperl’estrazionedeiloropun salien .Verràpoiillustratalastru uradell’al-
goritmo, descrivendone le fasi ed i sistemi u lizza . A seguire di descriveranno le cara eri-
s che di implementazione, spiegando dove si è pensato di implementare questo algoritmo,
e che conseguenze ha avuto ciò sulle scelte di programmazione. Inﬁne si parlerà di risulta ,
di come sono sta  o enu  e dei pun  di forza e debolezze dell’algoritmo. A chiudere ci sarà
la sezione delle conclusioni, dove si scriverà di possibili sviluppi futuri.
62 L’elaborazionedelleimmagini:segmentazioneerilevamen-
to dei pun  salien 
In questa sezione si spiega nel de aglio il funzionamento degli algoritmi u lizza  per elabo-
rare le immagini in ingresso, descrivendone pregi e dife .
2.1 Rilevamento e descrizione dei pun  salien : l’algoritmo SURF
L’algoritmo SURF [2], acronimo di “Speeded Up Robust Features”, nasce dalla necessità di ri-
levareedescrivereipun salien intempirapidi.Essoderivadall’algoritmoSIFT[12],“Scale-
InvariantFeatureTransform”chehalacara eris cadiesseremoltorobusto,maalcontempo
molto lento. Le SIFT infa  impiegano diversi secondi per analizzare una singola immagine,
producendo per ogni punto un descri ore con 128 valori, cosa che rallenta enormemente
anche la fase di matching.
Le SURF nascono con l’obie vo di velocizzare la fase di rilevazione e descrizione, e con-
temporaneamente produrre un  po di descri ori più piccolo, a scapito però di una minore
robustezza in caso di for  cambi di illuminazione e di rotazione del sogge o.
Di seguito si possono notare i risulta  di alcuni confron  esegui  tra Surf e Si :
SURF SIFT
Memoria occupata
SURF: 64 ﬂoats
SURF-128: 128 ﬂoats
128 bytes
Velocità (Tempo di rilevamento e
descrizione di 4000 pun )
2,4 secondi 6 secondi
Pun  localizza  in un immagine di
1024 x 768
~ 1000 > 3000
Tabella 1: Cara eris che di analisi a confronto
Il metodo ado ato per aumentare signiﬁca vamente la velocità di localizzazione si basa sul-
l’analisidell’immagineintegrata,unarappresentazionedell’immagineoriginalechecon ene
la somma del valore di grigio dei pixel dell’immagine in una data regione re angolare.
7Dopodichéaquestaapprossimazionedell’immagineoriginalevienecalcolatoildeterminante
della matrice hessiana. Ciò fa risaltare molto i cambi di intensità luminosa, evidenziando
gli angoli ma non i bordi degli ogge . Per velocizzare il processo si usano dei kernel che
eseguono una media pesata dell’intensità del pixel.
Figura 1: Approssimazione dei kernel
Qui so o sono messe a confronto varie tecniche di rilevamento. Per il programma si è u liz-
zato il metodo Fast-Hessian.
Figura 2: Metodi di rilevazione dei pun  notevoli a confronto in caso di cambio di visuale,
cambio di illuminazione e variazione di scala.
82.2 Segmentazione delle immagini: l’algoritmo GrabCut
GrabCut [1] è un algoritmo di segmentazione che ha come scopo quello di isolare il sogget-
to dell’immagine dallo sfondo. Per fare ciò il programma cataloga i pixel dell’immagine in
qua ro categorie: pixel di background cer  e presun , pixel del sogge o cer  e presun .Il
funzionamento si basa su un processo di minimizzazione di una funzione energia che ha co-
me parametri di ingresso la scala di grigio e la componente colorata del pixel. Il programma
è pensato per essere iterato più volte, ma in fase di sviluppo si è notato che una iterazione
è suﬃciente per isolare il sogge o. L’importante è considerare come pun  di fondo anche
quelli che l’algoritmo classiﬁca come possibili pun  di background.
Nelle ﬁgure so ostan  è possibile notare che con un solo passaggio la maggior parte del-
lo sfondo viene rimossa. Nei primi tre casi il risultato è sicuramente acce abile, mentre nel
quarto caso la zona di interesse viene quasi del tu o perduta. La causa è imputabile princi-
palmente alla scelta di uno sfondo di colore troppo simile al sogge o.
Taglio parziale Taglio preciso
Taglio abbondante Taglio errato
93 L’algoritmo proposto
3.1 Panoramica dell’algoritmo
L’algoritmo si ar cola in tre fasi: una fase di memorizzazione in cui si immagazzinano le im-
magini degli ogge , la fase di apprendimento in cui le informazioni sugli ogge  vengono
estra e ed elaborate, ed inﬁne la fase di ricerca, in cui si analizza la scena e la si confronta
con i da  immagazzina . Le prime due fasi devono necessariamente essere eseguite in se-
quenza per creare un dataset u lizzabile. Se si è già in possesso del dataset allora è possibile
passare dire amente alla fase di ricerca, che è totalmente svincolata dall’esecuzione delle
prime due fasi.
3.2 Fase di memorizzazione
In questa fase le immagini vengono memorizzate tramite webcam e catalogate per ogge o.
Si deve avere l’accortezza di riprendere l’ogge o in primo piano e da più angolature e pun 
di vista possibili, in modo da o enere un buon dataset.
3.3 Fase di apprendimento
3.3.1 Analisi dei pun  notevoli ed estrazione dei descri ori
Innanzitu o il programma controlla che non sia già presente la versione ritagliata dell’im-
magine. Se non esiste, le immagini originali vengono ritagliate in maniera da eliminare lo
sfondo e mantenere solamente l’ogge o che si ha interesse ad analizzare. Per fare ciò si u -
lizza GrabCut, che genera una maschera da applicare all’immagine per o enere solamente
il sogge o in primo piano.
Poil’algoritmoesaminaleimmaginiprocessateiden ﬁcandoneipun diinteresseedestraen-
do i descri ori tramite l’algoritmo SURF di corner detec on.
103.3.2 Clustering dei descri ori
Dato che l’obie vo principale è la velocità, un passaggio obbligato è quello del clustering,
cheèstatoeﬀe uatoconK-means[13].Inquestafasetu idescri oritrova vengonodivisi
in gruppi denomina  cluster ed assegna  ad un punto de o centro del cluster o centroide,
usandocomecriteriolalorodistanzaeuclidearela va.Perfareciòsitra aildescri ore,che
non è altro che un ve ore di n valori, come se fosse un punto n-dimensionale. Nel nostro
caso si tra a di descri ori a 64 valori, pertanto andiamo a raggruppare nuvole di pun  in
uno spazio a 64 dimensioni. Dato che queste nuvole sono molto compa e, e la maggior
parte di questo spazio è vuoto, con un buon clustering si riesce a ridurre di molto il numero
di descri ori, approssimando ogni punto della nuvola al baricentro della stessa.
L’algoritmosegueunaproceduraitera vaﬁnchénessunpuntocambiacluster,oppureﬁnché
la diﬀerenza della distanza media dei pun  dal loro centro assegnato tra due iterazioni non
cala al di so o di una data soglia. Inizialmente l’algoritmo crea K par zioni e assegna ad ogni
par zione i pun  in maniera casuale o usando alcune informazioni euris che. Quindi calcola
il centroide di ogni gruppo. Costruisce quindi una nuova par zione associando ogni punto
al cluster il cui centroide è più vicino ad esso. Quindi vengono ricalcola  i centroidi per i
nuovi cluster. Il tu o viene ripetuto ﬁnché l’algoritmo non converge. A questo punto però si
rende necessario anche un metodo per deﬁnire che  po di descri ori s a approssimando
ogni centroide, e a che ogge  esso si s a riferendo. Qui entra in gioco il calcolo dei pesi di
voto.
3.3.3 Calcolo dei pesi di voto
Il calcolo dei pesi di voto è un’euris ca che si pone come obie vo quello di calcolare un
set di pesi proporzionale alla probabilità che dato un certo punto notevole ci sia in scena
un determinato ogge o. Per fare ciò ci si è appoggia  alle leggi della teoria Bayesiana (vedi
appendice A).
Più precisamente per ogni centroide viene calcolata una serie di pesi, uno per ogni ogge o.
L’ i-esimo numero di questo ve ore rappresenta un peso proporzionale alla probabilità che,
rilevato il centroide nella scena, l’ogge o i-esimo sia presente.
11Per calcolare p(OijFk)1 si sono usate le proprietà della teoria Bayesiana:
p(OijFk) =
p(FkjOi)  p(Oi)
p(Fk)
Le tre componen  dell’equazione hanno i seguen  signiﬁca :
• p(FkjOi) Probabilità condizionata che appaia Fk nota la presenza in scena di Oi;
• p(Oi) Probabilità a priori che appaia Oi;
• p(Fk) Probabilità a priori che appaia Fk;
Le tre componen  dell’equazione si sono calcolate così:
p(FkjOi) =
Pik
Pi
dovePik èparialnumerodipun notevoliappartenen all’ogge oichesitrovanonelcluster
del centroide k e Piè pari al totale dei pun  notevoli rileva  per l’ogge o.
p(Oi) =
1
n
Dove n è il numero di ogge .
p(Fk) =
Pk
P
dove Pk è pari al numero di pun  notevoli che si trovano nel cluster del centroide k e P è
pari al totale dei pun  notevoli rileva  per tu  gli ogge .
Inﬁne si o ene:
1Con p(x) si intende un valore numerico da zero a uno che indica la probabilità che l’evento x accada a
priori.
Conp(xjy) si intende la probabilità condizionata che l’evento x accada, noto y.
12p(OijFk) =
Pik  P
Pi  Pk  n
Il valore p(OijFk) diviene inﬁne il voto che il punto Fk dà all’ogge o Oi.
3.4 Fase di ricerca
3.4.1 Estrazione dei descri ori e matching
Inquestamodalitàilrobotesaminaleimmaginiinentrataeviestraeipun notevolierela vi
descri ori, con metodi analoghi a quelli descri  sopra. Poi si collega ogni descri ore con il
centro di clustering più vicino, u lizzando sempre il criterio di distanza euclidea.
Vengono poi tenu  solamente le coppie con una distanza minore di due volte la distanza
media euclidea dei descri ori dai rela vi centri di cluster. In questo modo si eliminano dal-
l’analisi tu  quei pun  che ragionevolmente non appartengono a nessun ogge o.
3.4.2 Fase di voto
In questa fase si analizzano tu  i centroidi associa  ai pun  notevoli della scena. Per ogni
ogge o tu  i centroidi votano con il valore precedentemente calcolato per quell’ogge o.
Il voto ﬁnale è una media quadra ca dei vo  pesata secondo la quan tà di pun  di scena
associa alsingolocentroide.Seilvotoﬁnalediunogge osuperaunacertasoglias,deﬁnita
sperimentalmente come s =
1;8
n , allora il programma dichiara che quell’ogge o è presente
in scena. La media quadra ca si rende necessaria per o enere un buon rilevamento: infa 
spesso quando si analizza una scena con un ogge o che si è memorizzato, la maggior parte
dei pun  trova  non apparterrà a nessun ogge o in par colare, e darà dei vo  bassi, anche
all’ogge oinques one.sonounaminoranzadipun daràvo al all’ogge o,einunamedia
normale non farebbero la diﬀerenza. U lizzando invece una media quadra ca, i valori al 
vengono ampliﬁca , perme endo una ricognizione dell’ogge o più solida.
134 Implementazione
4.1 Il Robot, simulazione tramite pc porta le
Inizialmente il proge o prevedeva l’implementazione di tu o il sistema su un robot uma-
noide autonomo Robovie-X, che doveva essere pilotato tramite un Limestone PDA Kit, una
scheda di controllo con processore da 806 Mhz.
La scheda è stata ordinata, ma purtroppo l’arrivo in laboratorio è previsto per o obre 2011,
per cui si è deciso di simulare il robot tramite un pc porta le dotato di webcam. Per fare ciò
si è installato sul pc il Robot Opera ve System, che verrà illustrato più avan .
Figura 3: Il robot Robovie - X
Figura 4: Limestone PDA Kit
144.2 Integrazione con il Robot Opera ve System
4.2.1 Cos’è il ROS
Il ROS [11], (Robot Opera ve System) è un framework Open Source che sta diventando lo
standard de facto tra i sistemi di controllo per robot. A ualmente funziona su sistemi ope-
ra vi Unix, e fornisce una serie di funzionalità  piche di un sistema opera vo. Cara eris ca
principalediquestosistemaèquelladiesserestru uratoinnoditraloroautonomi,chepos-
sono scambiarsi da  tramite canali apposi . Ogni nodo lo si può vedere come un processo a
sé, pertanto la messa in a o di strategie mul thread ne risulta agevolata.
Si è deciso di implementare l’algoritmo con questo framework, in maniera da renderlo facil-
mente esportabile anche su altri robot. Come distribuzione ROS si è scelta la Diamondback.
4.2.2 Stru ura del programma
Un nodo, chiamato “uvc_cam”, legge dalla webcam e trasme e sul canale “image_raw” il
segnaleinuscita.Ilnodo“ObjRec”hailcompitodileggereleimmaginidalcanale,elaborarle,
etrasme ereilrisultatosulcanale“ImmagineProc”,chevieneprontamenteinterpretatodal
nodo “image_view”, il quale ha come compito la visualizzazione a schermo delle immagini.
Ma il nodo “ObjRec” si fa anche carico di tu e le fasi dell’algoritmo, dalla memorizzazione
all’analisi, e compie tu o ciò u lizzando un sistema a sta : Il nodo può trovarsi in modalità
apprendimento,modalitàelaborazione,oinmodalitàanalisi.Ciòchepilotailcambiodauno
stato ad un altro è un ulteriore nodo, denominato “nodoDiControllo”, tramite un apposito
canale “canaleControlloObjRec”, sul quale “ObjRec” si trova sempre in ascolto.
Figura 5: Grafo del programma
154.3 Gli strumen  u lizza 
Il cuore del programma è stato scri o in linguaggio C++, usando come sistema opera vo la
distribuzione linux Ubuntu e Kdevelop come IDE di programmazione.
Per la manipolazione delle immagini e l’estrazione dei pun  notevoli con rela vi descri ori
si sono u lizzate principalmente le librerie OpenCV [14]. Queste librerie open source sono
sviluppateappositamenteperlacomputervision,edallorointernosipossonotrovaremolte
funzionie pidida u lipermanipolareimmagini,edinoltrehannoilvantaggiodiesseregià
implementate in ROS. Difa , esiste un pacche o apposito che perme e di u lizzare tu e le
funzionalità di queste librerie all’interno dell’ambiente di lavoro ROS.
Per generare i graﬁci ci si è appoggia  invece alle librerie graﬁche Gnuplot [15].
165 Esperimen 
5.1 Acquisizione del dataset
Per acquisire online il dataset il robot u lizza la webcam per ca urare una serie di immagini
che ritraggono l’ogge o in primo piano, su fondo possibilmente neutro. Le immagini van-
no sca ate da angolature e distanze diﬀeren , in maniera da ritrarre l’ogge o in più pose
possibili. Una volta che se ne sono sono ca urate abbastanza, si può memorizzare un altro
ogge o oppure passare alla fase di apprendimento.
Percreareildatasetsucuicompiereitestsonosta scel 8ogge diusocomune.Ruotandoli
e cambiando angolazione si sono memorizzate 100 immagini per ogni ogge o. Al termine
della procedura è stata lanciata la fase di elaborazione, che ha ritagliato tu e le immagini,
nehaesaminatoipun salien ehacompiutounclusteringﬁnalesullatotalitàdeidescri ori
trova .
Figura 6: Panoramica degli ogge  memorizza 
17Ogge o Numero descri ori
Shower gel 21457
La e 28674
Calcolatrice 13468
Tea 21021
Tazza 28181
Libro 25734
Portafoglio 20488
Gomme 27692
Totale 186715
Tabella 2: Numero di descri ori rileva 
5.2 Risulta 
5.2.1 Descrizione del output
Ilprogrammares tuisceinuscital’immagineesaminataacuivengonoaggiunteinformazioni
aggiun ve sull’analisi fa a: in alto a sinistra viene stampata una frazione il cui numeratore
indicailnumerodipun notevolichesitrovanoso oladistanzaminimadalcentroidealoro
più vicino. Il denominatore indica invece il totale dei pun  rileva  sulla scena.
Vengono inoltre cerchia  i pun  notevoli con un colore che vira dal blu al rosso a seconda
di quanto essi siano vicini al centroide assegnato. Inﬁne vengono stampa  in basso i risulta 
delle votazioni.
Il programma produce inoltre un istogramma con i vo , in maniera da rendere immediata-
mente visibile il risultato della votazione, e se uno o più ogge  superano la soglia di rileva-
zione, il loro nome viene scri o poco sopra i vo .
18Figura 7: Esempio di risultato
195.2.2 Descrizione del test principale di riconoscimento singolo
Per testare il programma sono state sca ate delle immagini di prova e sono state passate al
nodo principale come se fossero dei frame in arrivo dalla webcam, salvando poi i risulta  sul
disco. Per simulare la ricerca da parte di un robot, si è composta una scena, e si è poi mosso
il pc in modo da riprendere la scena da più pun  di vista. A raverso la webcam sono state
ca urate 5 immagini per ogge o e sono state poi processate dall’algoritmo.
Figura 8: Metodo di test
205.2.3 Risulta  del test principale
La tabella so ostante raccoglie alcune delle 40 immagini elaborate, a seguire una tabella
riassume i da  salien  del test.
Tabella 3: Immagini dei risulta 
21Tabella 4: Immagini dei risulta 
22Tabella 5: Immagini dei risulta 
23Tabella 6: Immagini dei risulta 
24Ogge o Rilevazioni
posi ve
Falsi posi vi
Shower gel 5 / 5 0
La e 5 / 5 0
Calcolatrice 5 / 5 1
Tea 5 / 5 0
Tazza 0 / 5 2
Libro 3 / 5 0
Portafoglio 5 / 5 0
Gomme 3 / 5 0
Tabella 7: Riassunto dei risulta 
Si può notare che nella maggioranza dei casi l’ogge o viene riconosciuto, e solo in un caso
il test è fallito. Per scoprire la causa è stato necessario analizzare i valori di voto che ogni
descri orea ribuisceadundeterminatoogge o.Sièricavatalamediaeloscartoquadra co
medio dei valori dalla media per gli ogge  più interessan . Ecco i risulta :
25Ogge o Media Scarto quadra co
medio
Calcolatrice 0.127680 0.207951
Libro 0.125958 0.192911
Portafoglio 0.118897 0.182894
Tazza 0.131364 0.133358
Tabella 8: Risultato delle analisi sui vo 
Alcuniogge ,comeilportafoglioolacalcolatricesidimostranopar colarmenterobus ,per
il fa o che posseggono pun  notevoli molto cara eris ci. Difa  il loro scarto quadra co è
molto alto, segno che ques  ogge  hanno pun  salien  che pochi altri ogge  possiedono,
e che conferiscono all’ogge o un voto alto.
La tazza invece possiede uno scarto quadra co più basso, segno che i descri ori danno tu 
un voto simile alla tazza. Cio signiﬁca che non ci sono pun  cara erizzan  che perme ano
all’ogge o di spiccare sugli altri, gius ﬁcando perciò il risultato del test.
265.2.4 Test secondario di riconoscimento mul plo
Sono state poi eseguite ulteriori acquisizioni per testare la capacità di riconoscimento mul-
 plo dell’algoritmo, inserendo in scena due ogge  appartenen  al database. Il problema
principale del riconoscimento mul plo è che gli ogge  si contendono la scena danneggian-
dol’unoilvotodell’altro.Infa ,unpuntofortementecara erizzanteperunogge oapporta
diconseguenzauncontributomoltopiccoloallevotazionidialtriogge ,adiﬀerenzadipun 
di sfondo neutri che votano in egual misura tu  gli ogge .
Figura 9: Matching mul pli riusci 
27Figura 10: Matching mul pli parzialmente riusci 
285.2.5 Test secondario di riconoscimento con occlusione parziale del sogge o
Sono state poi analizzate scene in cui un ogge o del database era parzialmente nascosto da
altriogge estranei:l’algoritmoincontradiﬃcoltànellaricognizionedell’ogge o,elariuscita
dell’operazione dipende fortemente da che par  sono visibili. Nelle immagini so ostan  si
può notare come una rotazione del punto di vista compor  un calo dei vo .
Figura 11: Matching con occlusione del bersaglio
5.2.6 Risulta  dei test secondari
Nei test secondari l’algoritmo si comporta in maniera più instabile, variazioni di visuale, di
luminosità e di sfondo cominciano a diventare determinan  per la riuscita o meno del rile-
vamento.
296 Conclusioni
6.1 Giudizio sulle funzionalità
Lo scopo principale, quello dell’eﬃcienza, è stato raggiunto, difa  l’algoritmo è par colar-
mente veloce, e può essere eseguibile in real- me. Il programma si dimostra inoltre robusto
nella ricognizione dei singoli ogge  e, anche se in misura minore, risponde bene al ricono-
scimento mul plo. In deﬁni va si pensa che il programma sia ada o ad essere montato sul
robot, e che presen  una buona robustezza nel rilevamento degli ogge  pur rimanendo un
algoritmo veloce e leggero.
6.2 Sviluppi futuri
L’implementazione di un sistema sliding windows rappresenta sicuramente un valido svilup-
po. Aumenterebbe di sicuro la robustezza nel caso di ogge  mul pli in scena, e nel contem-
po, perme erebbe di rilevare la zona dell’immagine dove si trova l’ogge o, un informazione
u le al robot per sapere con precisione in che direzione spostarsi per la ricerca. Un ulteriore
sviluppo dell’algoritmo potrebbe essere l’implementazione di un sistema di controllo sullo
scartoquadra comediodeivo infasediapprendimento,inmododaavver rel’u lizzatore
che l’ogge o non è stato suﬃcientemente cara erizzato.
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32Appendice A - Richiami di Teoria delle Probabilità
Si richiamano di seguito alcune nozioni di teoria della probabilità u lizzate nei preceden 
capitoli.
Probabilità condizionata
Deﬁnizione di probabilità condizionata
Sia dato un evento C possibile e di probabilità stre amente posi va. Per ogni evento A si
deﬁnisce la probabilità condizionata di A rispe o all’evento condizione C come:
p(AjC) =
p(A;C)
p(C)
Proprietà notevole
La probabilità congiunta di due even  A e B condiziona  da C si scrive:
p(A;BjC) = p(AjB;C)  p(BjC)
Regola di Bayes
Regola di Bayes
Da  due even  di probabilità posi va B e C vale:
p(CjB) =
p(BjC)  p(C)
p(B)
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