where Ai may be chosen differently for each subinterval. In this paper, the asymptotic behaviour of the error of this type of compound quadrature rule is determined for smooth functions. It is shown that an improvement of the rate of convergence by a factor H* can be obtained by choosing Ai = Aopt for all i and N. This optimal A can be determined explicitly (if the derivatives of f are available) and approximations to Aopt can be obtained numerically.
Introduction and results
Recently, Ehrenmark [4] and Vanden Berghe et al. [8] considered quadrature formulas of a compound type, which were obtained by interpolation with the null space of the linear differential operator Wf+ AtD'-'f, where Ai may be chosen differently for each subinterval. They gave numerical examples, which showed that a suitable choice of Ai may reduce the quadrature error significantly, up to a factor of H* [8, Example 11. However, an error analysis was made for the local error only, not for the error of the compound rule. In this paper, the asymptotic behaviour of the error of this type of compound quadrature rule is determined for smooth functions, which partly explains the numerical results in [4, 8] . Moreover, it is shown that an improvement of the rate of convergence by a factor H* can be obtained by choosing (where we assume that the parameter A is chosen such that this interpolation problem has a unique solution; for A2 > 0, this is the case if A #j(r -1)~ for j E Z, see [2] ). The (elementary) quadrature formula Qi' for the computation of the integral 
These QN are the quadrature formulas considered in [4] (for r = 3) and [Sl (for r > 2).
(I) We first consider the case that hi = A for i = 1,. . . , N, where A may depend on N, but should be bounded. then A Opt does not exist). If f is given analytically, Aopt can be determined explicitly, but it is also possible to determine approximations to Aopt numerically, without any knowledge of the derivatives (assuming, however, that the derivatives exist>. Table 31 obtains Qt, = 0.459 857 with A = 1500, and with variable A, A = 500(1 + 2x). For comparison, 
I i=l
This again is an improvement for the order of convergence by a factor H2, compared with the classical compound formulas, which is numerically confirmed by [S, Example 11. However, this result is not applicable in general, since the Ai as chosen by (1.3) are unbounded, if f(r+m-2) has zeros (see, e.g., [8, Fig. 11) .
Choosing Ai = g(mi), where g is Riemann-integrable, s,, is a Riemann sum, and therefore, from Corollary 1.6(a),
Ehrenmark [4] partly chooses the hi in this way, with a heuristically chosen function g. Though a good choice of g may make the error smaller, it will normally not improve the order of convergence. In this section, the proofs of the results of the previous section are given, but in a more general setting. The analysis of the error does not depend very much on the differential operator considered, and on the nodes used for interpolation, so that we will now make the (I) We now consider the case where Ai does not depend on i, i.e., Ai = A for i = 1,. . . , N, where A may depend on N, I A I G A for some A > 0, and N sufficiently large. We choose the expansion in Bernoulli polynomials (i.e., the Euler-Maclaurin formula):
Here, Bj is the Bernoulli polynomial of degree j, with main coefficient l/j!, and BT is the Bernoulli monospline, i.e., the l-periodic extension of Bj Choosing the Ai such that Combining this with (3.4) yields
(3 3
Now let functions g, be defined by g*(x) = 2 AP@Jx), for x E [0, 11. We now state what happens in case of symmetry. The proofs are straightforward and will be omitted. Let the nodes be symmetric, i.e., xi = 1 -x,+l_i and Yj= 1 -Ym+i-j, for i=l,..., Y and j=l,..., m, respectively (since the yj can be chosen arbitrary, they can always be chosen symmetrically). Then K is also symmetrtc, i.e., K(1 -x, t) = (-l)r+mK(x, 1 -t).
In addition, let p be symmetric, i.e., p(1 -x> = (-l)"p(x) for some (T E IO, 11. Then and let Y + m be even. Then T,,~ = 0, if ,x or j is odd.
