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Introduction
Un peu d’historique : une nouvelle conception de
l’espace et du temps
Avec la théorie de la relativité une nouvelle conception de l’espace et du temps
a été introduite. Cette conception, ayant besoin d’instruments mathématiques ap-
propriés, a été la motivation pour l’étude des variétés lorentziennes, et même du
concept moderne de variété, dont l’idée avait déjà été implicitement introduite
par Riemann un demi siècle avant.
Dans la théorie Newtonienne l’espace et le temps sont indépendants, l’espace étant
l’espace euclidien R3 et le temps la droite réelle R. La trajectoire d’une particule
dans l’espace est alors une courbe c : I → R3, où I est un intervalle de R. Sa vi-
tesse est donnée par le vecteur dc/dt : chaque particule a donc une vitesse définie
de façon absolue. De plus les vitesses suivent la règle de la somme vectorielle : si
par exemple un observateur voyage à une vitesse ~v et une particule voyage à une
vitesse ~w, la vitesse de la particule dans le système de l’observateur est égale à
~w − ~v.
L’espace-temps est donc dans ce cas simplement la variété produit R3 × R, et
les évènements sont les points de cette variété. La projection T : R3 × R → R
est le temps Newtonien absolu, qui mesure les intervalles de temps entre deux
évènements. La trajectoire d’une particule dans l’espace-temps est alors juste une
sous-variété plongée γ de dimension 1 telle que T |γ est une difféomorphisme sur
un intervalle de R. Dans ce contexte le passé d’un évènement p = (x, t) est donc
l’ensemble des point p′ = (x′, t′) qui ont la coordonnée t′ inférieure à t.
Avec la théorie de la relativité cette vision de l’espace-temps change radicalement,
Minkowski écrivait :
"Dorénavant les concepts d’espace et de temps séparés sont condamnés
à disparaitre comme de simples ombre, seulement une sorte d’union
des deux pourra préserver une réalité indépendante 1."
1. "From henceforth, space by itself, and time by itself, have vanished into the merest shadows
and only a kind of blend of the two exists in its own right." Cité dans J R Newman, The World
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En effet dans la théorie de la relativité il n’y a pas de concept de temps et
d’espace absolus, mais ils dépendent de l’observateur. De même il est impossible
d’établir la vitesse d’une particule de façon absolue, sauf pour la lumière qui dans
le vide a une vitesse constante et indépendante de l’ observateur. Le fait qu’au-
cune particule ne puisse dépasser la vitesse de la lumière implique que seulement
certaines trajectoires dans l’espace-temps sont admissibles.
C’est à cette nouvelle vision de l’espace-temps que l’on doit la naissance de la
théorie de la causalité pour les variétés lorentziennes, en tant qu’instrument ma-
thématique naturel pour les modèles.
L’exemple le plus simple de variété lorentzienne est l’espace de Minkowski, R1,3,
qui est l’espace modèle pour la théorie de la relativité restreinte. Dans une variété
lorentzienne on peut en fait classifier les vecteurs de l’espace tangent selon le signe
de leur "norme" pour la métrique lorentzienne 2 : de type temps si cette quantité
est négative, de type espace si elle est positive, de type lumière si elle est nulle.
Les trajectoires admissibles pour une particule sont alors celles dont le vecteur
tangent est de type temps ou lumière (autrement dit causal ) en tout point de la
courbe. Comme on suppose que la lumière dans le vide suit des trajectoires géo-
désiques de vecteur tangent de type lumière, on obtient naturellement que dans
un espace-temps la vitesse d’une particule, mesurée par tous les observateurs, ne
dépassera pas la vitesse de la lumière.
Dans chaque espace tangent à une variété lorentzienne le cône des vecteurs cau-
saux a deux composantes connexes. Si on peut choisir de façon continue une de
ces deux composantes, on dit que la variété lorentzienne est chronologiquement
orientable et on appelle telle composante la composante des vecteurs causaux fu-
turs. Une variété lorentzienne orientée et chronologiquement orientée est dite un
espace-temps.
Dans un espace-temps on peut donc parler de courbes causales futures ou passées
(celles dont les vecteurs tangents sont dans la composante connexe future ou pas-
sée du cône de vecteur causaux). On définit alors le futur (passé) d’un point p0
comme l’ensemble des points liés à p0 par des courbes causales futures (passées).
Il est clair qu’en général deux points différents ont deux futurs et passés différents.
La structure du passé et du futur des points d’un espace-temps M déterminent
ce qu’on appelle la structure causale de M . Le Chapitre 1 est dédié à l’étude
de cette structure, avec une attention particulière au cas où M est globalement
hyperbolique.
of Mathematics (New York 1956).
2. c’est-à-dire leur produit scalaire avec eux même.
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1 Hyperbolicité globale
L’essentiel de l’étude de la causalité des variétés lorentziennes a été développée
pendant les années ′70 par Carter, Geroch, Hawking, Kronheimer, Penrose, Sachs,
Seifert, Wu et autres et collecté dans les livres fondamentaux de Beem-Ehrlich [35],
Hawking [33] et O’Neil [42], principalement pour élaborer des modèles d’espace-
temps en accord avec la théorie de la relativité général.
Un des buts de ces travaux a été d’établir une hiérarchie des propriétés causales
d’espace-temps. En haut de cette hiérarchie il y a l’hyperbolicité globale. Cette
propriété est tellement forte qu’elle conditionne la topologie de l’espace-temps.
C’est aussi le cadre habituel où se placent les physiciens, souvent même de ma-
nière implicite. En fait, la plupart des modèles cosmologiques sont globalement
hyperboliques.
Dans la théorie de la relativité générale l’espace-temps est modélisé par une va-
riété lorentzienne qui vérifie une certaine équation tensorielle : la fameuse équation
d’Einstein. Cette équation lie les propriétés physiques de l’espace, exprimées par
le tenseur d’impulsion-énergie T , avec ses propriétés géométriques et métriques,
représentées par une certaine expression de la courbure.
Ricg − 1/2C(g)g = 8piT (1)
Ici g est la métrique, Ricg la courbure de Ricci et C(g) la courbure scalaire.
Pour arriver à un problème d’équations aux dérivées partielles bien posé il faut
introduire des hypothèses supplémentaires. En fait l’équation ne donne aucune
information par exemple sur la topologie de la variété solution.
Une des façon de résoudre ce problème est de supposer que l’espace-temps solution
est globalement hyperbolique, avec une topologie donnée à priori, et de résoudre
un problème de Cauchy associé. Ce point de vue est adopté dans le travaux de
Choquet bruhat et Geroch dans [15] et [14].
Dans la théorie Newtonienne, où l’espace est modélisé par l’espace euclidien R3 et
le temps par la droite réelle R, le futur d’un point p0 = (x0, t0) est l’ensemble des
points de l’espace-temps dont la coordonnée temporelle est strictement supérieure
à t0. Il s’agit donc du demi-espace R3×]t0,∞[. Cela veut dire que pour prédire
un évènement futur il faut connaitre la situation de l’univers entier à l’instant
présent.
Dans la théorie de la relativité générale la situation est différente. En fait, comme
on a vu, les seuls évènements du présent qui peuvent influencer un évènement
dans un point p du futur sont ceux qui sont dans les points du présent liés pas
une courbe causale au point p. Cela implique qu’ étant donnée une région S de
l’univers à l’instant présent (ou plus généralement un sous-ensemble achronal de
l’espace-temps, i.e. un sous-ensemble dont les points ne sont pas liés par des courbe
de temps), on peut définir la région de l’espace-temps dont les évènements sont
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complétement déterminés pas les évènements de S : on l’appellera le développe-
ment de Cauchy futur de S ou, suivant la terminologie originaire de Geroch [27],
le domaine de dépendance futur de S, noté D+(S).
De façon rigoureuse D+(S) est défini comme étant l’ensemble des points de
l’espace-temps tel que toute courbe causale passée inextensible issue d’un point
de D+(S) intersecte S. On remarque qu’en particulier S ⊂ D+(S).
De la même façon on peut définir le développement Cauchy passé de S, D−(S),
comme l’ensemble des points tels que toute courbe causale future inextensible
issue d’un de ces points, rencontre S. Encore une fois on a S ⊂ D−(S). On dé-
finit alors le développement de Cauchy de S ou domaine de dépendance, comme
D(S) = D+(S) ∪D−(S).
Définition 1.1. Un espace-temps M est globalement hyperbolique s’il existe un
sous-ensemble achronal S tel que M = D(S)
En d’autres termes un espace-temps est globalement hyperbolique si on peut
trouver un sous-ensemble achronal de points S dont les évènements déterminent
complètement tous les évènements de l’espace-temps. On appelle S hypersurface
de Cauchy de M . La terminologie vient du fait qu’on peut considérer S comme
étant la donnée initiale d’un problème de Cauchy associé à l’équation (1) - on
expliquera ce point plus en détail dans la suite de cette introduction.
On a vu que dans l’espace-temps Newtonien on a la projection T : R3 × R →
R qui permet de mesurer les intervalles de temps entre deux évènements. De
manière plus générale, si M est un espace-temps quelconque, on appelle fonction
temps une application t : M → R continue et strictement croissante le long de
toute courbe causale future. Si de plus t est surjective restreinte à toute courbe
causale inextensible, alors t est dite fonction temps de Cauchy. Il est clair que les
hypersurfaces de niveau d’une fonction temps de Cauchy sont des hypersurfaces
de Cauchy de M .
De plus une fonction temps de Cauchy donne une fibration localement triviale de
M sur R, ce qui implique :
Proposition 1.2. Soit M un espace-temps globalement hyperbolique, alors M est
homéomorphe à S ×R.
Une autre définition de l’hyperbolicité globale est la suivante 3 :
Définition 1.3. Un espace-temps M est globalement hyperbolique si il est forte-
ment causal et si pour tout point x, y de M l’intersection J+(x) ∩ J−(y), si non
vide, est compacte.
3. Nous avons reproduit ici la version la plus classique. D’après un article récent [8] on
peut remplacer l’hypothèse fortement causal (Définition 5.4) par l’hypothèse un peu plus faible
causal : un espace-temps est dit causal s’il n’a pas de courbe causale fermée.
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L’équivalence entre la Définition 1.3 la Définition 1.1 est dû au théorème sui-
vant :
Théorème 1.4 (Geroch [27]). Soit M un espace-temps causal tel que pour tout
points x, y l’intersection J+(x) ∩ J−(y), si non vide, est compacte. Alors il existe
une fonction temps de Cauchy.
L’hyperbolicité globale est l’hypothèse la plus forte qu’on puisse faire sur un
espace-temps M . En fait il est assez remarquable que cette hypothèse implique,
d’après la Proposition 1.2, que la topologie deM est déterminée par celle de toute
hypersurface de Cauchy. La preuve de l’existence d’une fonction temps seulement
continue est relativement élémentaire, mais l’existence d’une fonction temps dif-
férentiable est plus délicate. L’historique de la mise au point de cette preuve est
émaillé de diverses erreurs et n’a abouti de manière totalement correcte qu’assez
récemment ([22], [10], [7], [9] and [47]). Il est aussi remarquable que le Théorème
1.4 reste vrai dans un certain sens même dans le cas où la métrique lorentzienne
est seulement continue, comme montré dans [16].
Le Théorème 1.4 peut être considéré comme étant une généralisation du Théorème
de Hopf-Rinow. En effet : soit (S, ds2) une variété Riemannienne, on considère la
variétéM = S×R munie de la métrique lorentzienne ds2−dt2. La projection sur le
deuxième facteur est une fonction temps. La compacité dansM des J−(y)∩J+(x)
équivaut à la compacité des boules fermées de (S, ds2). Le Théorème de Geroch
assure alors que la projection sur le deuxième facteur restreinte à toute géodé-
sique lumière de M est surjective. Or, les géodésiques lumières sont les courbes
t → (c(t), t) où c est une géodésique de S. Ainsi, si les boules fermées de S sont
compactes, (S, ds2) est géodésiquement complète.
2 Exemples
Rappelons qu’une variété lorentzienne (M, g) est dite conformément plate si
pour tout point p ∈ M il existe un voisinage U et un plongement φ : U → R1,n
tel que, si g1,n est la métrique de R1,n, son tiré en arrière φ∗g1,n est conformément
équivalent à la métrique g|U . Il s’avère que les quelques exemples d’espace-temps,
globalement hyperboliques ou non, fondamentaux pour notre étude, sont tous
conformément plats.
Comme en géométrie riemannienne les variétés lorentziennes à courbure constante
sont conformément plates. Les trois espaces modèles à courbure constant sont :
l’espace de Minkowski pour la courbure nulle, l’espace de Sitter pour la courbure
positive et l’espace Anti de Sitter pour celle négative. Il s’agit des analogues lo-
rentziens de l’espace Euclidien En, la sphère Sn et l’espace hyperbolique Hn.
Il est simple de voir que l’espace de Minkowski est globalement hyperbolique : en
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effet chaque hyperplan de type espace est une hypersurface de Cauchy. De plus, si
x = (x0, x1, . . . , xn) sont des coordonnées telles que le vecteur (1, 0, . . . , 0) a norme
lorentzienne négative, l’application x 7−→ x0 est une fonction temps de Cauchy.
L’espace de Sitter de dimension n + 1, noté dS1,n, est défini comme étant le
lieu des points x de R1,n+1 tels que Q1,n+1(x, x) = 1, muni de la métrique in-
duite gdS. L’espace-temps de Sitter est difféomorphe à Sn × R via l’application
(u, r) ∈ Sn × R 7−→ (sinh(r), cosh(r)u) ∈ dS1,n.
L’application T : (u, r) 7−→ r ∈ R est une fonction temps, car en effet il s’agit
de la restriction à dS1,n de la fonction temps de Cauchy de R1,n+1 qu’on a décrite
auparavant. Comme les hypersurfaces de niveau de T sont compactes on obtient,
d’après la Proposition 6.21, que T est une fonction temps de Cauchy et donc que
dS1,n est globalement hyperbolique.
L’espace-temps anti-de Sitter de dimension n + 1, noté AdS1,n, est le lieu des
points x de R2,n tel que Q2,n(x) = −1, muni de la métrique induite par la forme
quadratique de R2,n. Il est difféomorphe à Dn×S1 où Dn désigne la boule ouverte
de dimension n. Il n’est pas "causal" et donc a fortiori il n’est pas globalement
hyperbolique. Même son revêtement universel A˜dS1,n, qui est causal, n’est pas
globalement hyperbolique, comme on le montrera à la Section 2.7.
Tout espace-temps à courbure constante est localement modelé sur un de ces
trois espaces modèles. Ils ont été très étudiés, notamment parce que ce sont des
solutions exactes de l’ équation d’Einstein pour T = 0. Nous disposons d’une
description très satisfaisante de ces espace-temps dans le cas globalement hyper-
bolique et Cauchy-compact (i.e. les hypersurfaces de Cauchy sont compactes).
Disons simplement ici, pour rester à un niveau assez élémentaire que dans le cas
de la courbure négative ou nulle ce sont tous des quotients d’ouverts de l’espace
modèle R1,n ou AdS1,n par un groupe d’isométrie (comme nous le verrons plus
tard, le cas localement de Sitter est plus subtil).
L’exemple fondamental dans le cas plat est le cône des vecteurs de type temps
futurs de R1,n. Ce cône est difféomorphe à Dn × R+ où Dn est le disque unitaire
de dimension n. La métrique induite par l’espace de Minkowski s’écrit dans cette
décomposition sous la forme g := rghyp−dr2, où ghyp est la métrique hyperbolique
sur Dn. En effet les nappes d’hyperboloïde {x ∈ R1,n/ Q1,n(x, x) = −r} sont des
copies de l’espace hyperbolique où la métrique a été rééchelonnée par un facteur
r.
Si on multiplie la métrique g par r−1 et on reparamétrise par t de façon que
dt2 = r−1dr2 on obtient la métrique ghyp − dt2. On voit ainsi que la métrique
ghyp − dt
2 est conformément équivalente à la métrique plate g.
La décomposition topologique donnée par le Théorème 1.4 n’implique pas de dé-
composition métrique simple. En fait en général la métrique s’écrit dans le produit
S × R sous la forme :
gt(x)− f(x, t)dt2
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où gt est une famille de métriques Riemanniennes sur S et dt2 la métrique stan-
dard sur R, et f une fonction différentiable de S × R à valeur dans R+.
Une classe célèbre d’espace-temps pour lesquels la métrique s’écrit de façon
simple est celle des espace-temps de Robertson-Walker : dans ces exemples, S est
une variété de dimension 3, et les métriques gt sont de la forme f 2(t)dσ2, où dσ2
est une métrique (indépendente de t) à courbure constante k, et f : I → R+ une
fonction continue, où I est un intervalle ouvert de R. Le produit S × I muni de
la métrique g := −dt2 + f 2(t)dσ2 (et lorsque f satisfait une certaine équation
différentielle que nous ne reproduisons pas ici car elle est inutile à notre propos)
est appelé espace-temps de Robertson-Walker, et noté M(k, f) (voir [42]).
Ce sont des solutions exactes de l’équation d’Einstein dans le cas où on suppose
que l’univers se comporte comme un fluide parfait ce qui conditionne la forme du
tenseur d’impulsion énergie T . Les points du fluide représentent les galaxies.
Les espace-temps de Robertson-Walker sont conformément plats. En effet :
g = −dt2 + f 2(t)dσ2 = f 2(t)(−
dt2
f 2(t)
+ dσ2) = f 2(t)(dT 2 − dσ2)
où T est une nouvelle coordonnée temporelle. Comme dσ2 est une métrique à
courbure constante k,M(k, f) est localement conformément isométrique à H3×R,
R3×R ou S3×R. Nous avons déjà observé précédemment que H3×R est confor-
mément plat ; il est encore plus évident que R1,3 = R3 × R est (conformément)
plat, et il en est de même pour S3 × R comme nous le verrons plus tard.
3 Maximalité
Soient M et N deux espace-temps globalement hyperboliques. Un plongement
isométrique f :M → N est dit un Cauchy-plongement s’il existe une hypersurface
de Cauchy S ⊂M telle que f(S) est une hypersurface de Cauchy de N . S’il existe
un Cauchy-plongement f : M → N on dit que N étend M . Dans ce cas donc
non seulement M peut être vue comme un ouvert de N mais N est une véritable
extension de toute la structure causale de M .
On dit qu’un espace-temps globalement hyperbolique M est maximal si tout
Cauchy-plongement de M dans un autre espace-temps est surjectif. On peut
alors se demander si étant donné un espace-temps globalement hyperbolique on
peut toujours trouver un espace-temps globalement hyperbolique maximal qui le
contient, et si cette extension maximale est unique.
La réponse à cette question a été donnée dans les année ′70 par Choquet-Bruhat
et Geroch dans [15] pour les espace-temps solutions du problème de Cauchy as-
socié à l’ équation d’Einstein. En fait une façon de résoudre l’équation (1) est de
supposer que l’espace-temps solution M soit globalement hyperbolique. Dans ce
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cas on peut regarder le problème de Cauchy dont la donnée initiale est une variété
riemannienne (S, h) de dimension n munie d’un (2, 0)-tenseur symétrique II. On
cherche alors une métrique lorentzienne g sur la variété S×R qui vérifie l’équation
(1) pour un certain T donné à priori sur S ×R, de sorte que II soit la deuxième
forme fondamentale de l’hypersurface S × {0}.
Il se trouve que h et II ne peuvent pas être données de façon indépendante. Dans
le cas où T = 0 une condition nécessaire pour l’existence d’une solution est que
h et II vérifient les équations des contraintes de la relativité générale (elles sont
l’analogue des équations Gauss-Codazzi pour le géométrie riemannienne, pour
plus de détails voir par exemple le chapitre 7 de [33]). En fait cette condition
est aussi suffisante : dans [14] Geroch et Choquet-Bruhat montrent un théorème
d’existence locale qui dit que pour toute donnée initiale (S, h, II) suffisamment
régulière, où h et II vérifient les équations des contraintes, le problème de Cauchy
pour T = 0 admet une solution. De plus tout couple de solutions sont isométriques
sur un voisinage de l’hypersurface de Cauchy S. Il reste à comprendre si toute so-
lution locale s’étend de manière unique en une solution maximale du problème de
Cauchy. Dans [15] Choquet-Bruhat et Geroch prouvent :
Théorème 3.1. Étant donnée une solution locale (M, g) du problème de Cauchy,
il existe une solution maximale (M ′, g′) du même problème qui étend (M, g). La
solution (M ′, g′) est unique à isométrie près.
Grâce au concept de Cauchy-plongement il n’est pas difficile d’adapter leurs
méthodes pour montrer que ce résultat reste vrai dans d’autres catégories d’espa
ce-temps que celle des solutions de l’ équation d’Einstein. On appelle catégorie
(Définition 1.9) d’espace-temps une classe C d’espace-temps qui est stable par
isométrie, par restriction et qui a la propriété que si M est recouvert par des ou-
verts U pour lesquels (U, g|U) appartient a C alors (M, g) est dans C .
La propriété clé de la catégorie des espace-temps solutions du problème de Cau-
chy, qui assure l’unicité dans le théorème 3.1, est la suivante : étant donnés deux
espace-temps (M, g) et (N, h) solutions de l’équation d’Einstein, ainsi qu’ une iso-
métrie f : I±(p) → I±(q), où p ∈ M et q ∈ N , alors f s’étend en une isométrie
fˆ : U ∪ I±(p)→ V ∪ I±(q), où U et V sont des voisinages de p et q. Une catégorie
qui vérifie cette propriété est dite rigide. Il s’avère que le théorème 3.1 se généra-
lise à toute catégorie rigide.
Théorème 1.12 :Tout espace-temps globalement hyperbolique appartenant à
une catégorie rigide C admet une unique extension C -maximale.
Ici un espace-temps globalement hyperbolique M appartenant à une catégorie
C est dit C -maximal si tout Cauchy-plongement de M dans un autre espace-
temps appartenant à la catégorie C est surjectif.
Un exemple typique de catégorie rigide d’espace-temps est la classe analytique :
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celle où les espace-temps sont des variétés analytiques munies de métriques lo-
rentziennes analytiques.
Un autre exemple de catégorie rigide est celle des espace-temps qui sont des
(G,X)-variétés, où X est un espace-temps fixé et G le groupe des isométries de
X qui préservent l’orientation et l’orientation chronologique. Nous parlons alors
de (G,X)-catégorie. Ceci inclut les trois catégories d’espace-temps à courbure
constante : les espaces-temps localement modelés sur l’espace de Minkowski, sur
l’espace Anti de Sitter, sur l’espace de Sitter.
Les espace temps CGHM (Cauchy-Compact Globalement Hyperbolique Maxi-
maux) localement modelés sur R1,n, dS1,n, AdS1,n et qui sont maximaux dans
leur catégorie respective sont aujourd’hui assez bien compris. Le début de ces tra-
vaux a été une prépublication de Mess, datant de 1990, qui n’a été publié que
récemment ([41], commenté dans [38]). Dans cet article, parmi d’autres résul-
tats intéressants, il y a une classification complète des espace-temps de dimension
2 + 1 plats Cauchy-compacts en terme de lamination géodésiques mesurées. De
plus Mess a utilisé cette correspondance et l’étude de la dynamique du groupe
d’holonomie pour prouver la Strong Cosmic Censorship Conjecture de R. Penrose
[43] dans le cas particulier des espace-temps plats Cauchy-compacts de dimen-
sion 3 : il prouve que tout espace-temps plat Cauchy-compact de dimension 3
dont le groupe d’holonomie a un point fixe dans R1,2, ou tel que la lamination
géodésique mesurée associée n’a pas de feuille isolée, est R1,2-maximal. Ce résul-
tat s’étend sans beaucoup de changements aux cas des espace-temps localement
dS1,2 et AdS1,2. D’autres preuves du fait que le groupe fondamental d’une surface
hyperbolique compacte ne peut pas agir proprement sur R1,2 tout entier ont été
données récemment par Goldman-Margulis [30] et Labourie [39].
Toujours dans le cas plat on a les travaux de F. Bonsante ([11]) et T. Barbot
([3]) qui complètent la classification de Mess à toute dimension. Pour le cas des
espace-temps CGHM de Sitter on a une classification complète en toute dimen-
sion donnée par Scannell dans [48]. Plus précisément, K. Scannell montre qu’il
y a une correspondance biunivoque entre structures globalement hyperboliques
localement de Sitter sur S × R et structures riemanniennes conformément plates
sur S. Cette théorie est en fait en un certain sens la duale de celle des bouts
hyperboliques. Elle utilise notamment la métrique de Kulkarni-Pinkall introduite
dans [20] pour les variétés riemanniennes conformément plates. Comme nous le
verrons, notre thèse est en bien des points un prolongement naturel de celle de K.
Scannell.
Le cas Anti de Sitter n’est pas encore totalement bien compris. Dans [41] Mess a
prouvé que tout espace CGHM Anti de Sitter est le quotient d’un domaine convexe
de AdS1,n par un sous-groupe discret d’isométries. De plus en dimension 2+ 1 les
représentations d’holonomie ρ : pi1(S) → PO(2, 2) ≈ PSL(2,R)× PSL(2,R) de
ces espace-temps sont précisément les couples (ρL, ρR) de représentations fuch-
siennes, ce qui permet de paramétrer naturellement l’espace de ces espaces-temps
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par le produit Teich(S)× Teich(S) de l’espace de Teichmüller par lui-même. Ce
genre de résultats et leurs généralisations en dimension supérieure ont permis de
répondre à diverses questions de nature géométriques sur ces espaces ([5], [4], [6],
[12].)
4 Espace-temps conformes
La structure causale est un invariant conforme. En effet si on multiplie la
métrique en tout espace tangent pour une constante positive le type causal des
vecteurs ne change pas, et donc la structure causale est la même : une courbe
causale, temps ou espace est encore une courbe causale, temps ou espace, le passé
et futur de tout point reste inchangé, une hypersurface de Cauchy reste encore
une hypersurface de Cauchy, etc...
Il y a alors du sens à étudier la causalité des espace-temps conformes, c’est-à-dire
des espace-temps où on considère une classe conforme de métrique lorentzienne
au lieu d’une métrique particulière.
Dans ce contexte les difféomorphismes conformes jouent le rôle des isométries :
on ne fait pas la distinction, du point de vue causal, entre deux espace-temps qui
sont difféomorphes par un difféomorphisme conforme.
Réciproquement dans [34] il est prouvé que si g et g′ définissent sur M la même
structure d’espace-temps et que cette structure est fortement causale, alors g et
g′ appartiennent à la même classe conforme.
Une chose qui par contre n’est pas préservée par les changements conformes est
la connexion de Levi-Civita : en général les changements conformes ne préservent
pas les géodésiques. Cependant l’image des géodésiques lumières est préservée par
changement conformes. Il s’agit d’un résultat classique prouvé par exemple dans
[35], Lemme 9.17, ou par une autre méthode, basée sur le fait que les géodésiques
lumières sont les solutions dans le niveau 0 d’un système hamiltonien, dans [24]
page 14.
Cette forme de rigidité des géodésiques lumières s’accompagne à un phénomène
bien connu de rigidité des applications conformes entre variétés pseudo-riemanniennes
de dimension supérieure ou égale à 3 (voir par exemple [36], [25] et [46]). Les struc-
tures conformes sur une variété pseudo-riemannienne sont en fait des structures
rigides à l’ordre 2, au sens de Gromov ([31]) et qu’on va rappeler à la Section 1.
Cette rigidité des applications conformes est à la base de la preuve de la version
lorentzienne du théorème de Liouville (Théorème 2.5). Ceci est à l’origine un théo-
rème de géométrie riemannienne conforme, mais une preuve, dans le cas général
des métriques pseudo-riemanniennes conformes, a été donnée par C. Frances dans
[24].
De même qu’en géométrie Riemannienne, le Théorème de Liouville permet de
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voir les espace-temps conformément plats, de dimension supérieure ou égale à 3,
comme des (G,X)-structures. Ici l’espace modèle X = Ein1,n est l’espace d’Ein-
stein et G = SO+(2, n + 1) est son groupe de difféomorphismes conformes qui
préservent l’orientation et l’orientation chronologique.
L’espace Ein1,n est défini comme étant le bord de l’espace AdS1,n+1 avec la struc-
ture conforme naturellement induite. Il est conformément équivalent à l’espace-
temps (Sn × S1, dσ2 − dθ2) où dσ2 et dθ2 sont les métriques canoniques respec-
tivement sur Sn et S1. Comme on le verra à la Section 2.7, l’espace Ein1,n est
conformément plat.
En fait les trois espaces modèles d’espace-temps à courbure constante 0, 1,−1,
respectivement R1,n, dS1,n, AdS1,n, se plongent conformément dans l’espace d’Ein-
stein de dimension n+1. C’est bien grâce à ces plongements et à l’action transitive
du groupe O(2, n+1) qu’on peut montrer, sans calculs, que l’espace d’Einstein et
les espaces dS1,n et AdS1,n sont conformément plats. En géométrie riemannienne
on a la même situation : la sphère conforme possède des ouverts conformément
équivalents à l’espace euclidien et à l’espace hyperbolique.
Vue l’expression particulièrement simple de sa métrique, la causalité de l’espace
d’Ein1,n est simple à étudier. En tant qu’espace compact (Proposition 5.3) il n’est
pas causal et n’est donc pas non plus globalement hyperbolique. Cependant, son
revêtement universel, dit espace d’Einstein universel, conformément équivalent à
l’espace-temps (Sn×R, dσ2− dt2), est globalement hyperbolique. La structure de
ses géodésiques lumières ainsi que ses point conjugués est à la base de la preuve
d’un de résultat principaux de cette thèse le Théorème 2.3.
On peut maintenant considérer la catégorie des espace-temps conformes où les
morphismes ne sont plus les isométries lorentziennes, mais des applications conformes.
Dans ce nouveau contexte, on peut continuer à parler de maximalité, il suffit de
généraliser la notion de Cauchy-plongement : un Cauchy-plongement conforme est
un plongement conforme f :M → N qui envoie toute hypersurface de Cauchy de
M sur une hypersurface de Cauchy de N . On dit alors qu’un espace-temps dont
tous les Cauchy-plongements conformes sont surjectifs est C-maximal.
L’image d’un espace-temps conformément plat par un Cauchy-plongement est
conformément plat. On peut donc parler de la catégorie des espace-temps confor-
mément plats, qu’on appelle C0. On dit alors qu’un espace-temps globalement
hyperbolique conformément plat M est C0-maximal, si tout Cauchy-plongement
conforme deM dans un espace-temps N globalement hyperbolique conformément
plat est surjectif.
Maintenant on peut à nouveau se poser le problème, comme dans le cas isomé-
trique, de comprendre si tout espace-temps globalement hyperbolique conformé-
ment plat admet une C0-extension maximale ou même une C-extension maximale,
et si une telle extension est unique à difféomorphisme conforme près.
En d’autres termes, il s’agit de généraliser le Théorème 3.1 au cas conforme et
au cas conformément plat. Dans la Section 3 avec le Théorème 3.1 on va prou-
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ver l’existence et l’unicité de la C0-extension maximale pour un espace-temps
conformément plat globalement hyperbolique donné de dimension supérieure ou
égale à 3. La preuve reprend les idées de celle Choquet-Bruhat et Geroch, pour
ce qui concerne l’utilisation du lemme de Zorn, mais la rigidité des applications
conformes et le théorème de Liouville seront aussi des outils centraux.
Le problème de l’existence et unicité de la C-extension maximale est plus délicat
(et on ne le fera pas !) car dans ce cas, beaucoup plus général, les espace-temps ne
sont plus localement modelés sur un espace modèle et donc on dispose de beau-
coup moins de structure.
En résumé, nous disposons de plusieurs notions de maximalité pour les espace-
temps globalement hyperboliques, selon qu’on considère des Cauchy-plongement
isométriques ou conformes et suivant la catégorie à laquelle on se restreint. Cer-
taines implications entre ces notions sont évidentes : par exemple si M est un
espace-temps localement modelé sur une paire (G,X), où X est, suivant le cas,
l’espace R1,n, dS1,n ou AdS1,n, on a :
M est C-maximal⇒ M est C0-maximal⇒M est X-maximal
Évidemment, les implications réciproques ne sont pas nécessairement vérifiées :
un espace-temps C0-maximal peut ne pas être C-maximal, un espace-temps plat-
maximal peut ne pas être C0-maximal, etc..
Néanmoins, on prouvera le résultat suivant :
Théorème 4.1. Les espace-temps globalement hyperboliques Cauchy-compacts qui
sont R1,n et AdS1,n-maximaux sont aussi C-maximaux. Tout espace-temps globa-
lement hyperbolique Cauchy-compact dS1,n-maximal admet une extension confor-
mément plate non triviale, et il n’est donc jamais C0-maximal.
Ce résultat correspond au contenu des Propositions 3.12, 3.21 et du Corollaire
3.32 de cete thèse.
5 Ombres
Une des contributions originales de cette thèse est l’introduction de l’idée
d’ombre, développée au Chapitre 4. Cette idée est liée à la notion d’espace-temps
distinguant. Un espace-temps est dit distinguant (Définition 8.7) si les deux ap-
plications p ∈ M 7−→ J+(p) et p ∈ M 7−→ J−(p) sont injectives. Chaque point
est alors caractérisé par son futur et son passé. Tout espace-temps n’est pas dis-
tinguant : par exemple dans Ein1,n le futur et le passé de tout point est l’espace
tout entier. Par contre tout espace-temps globalement hyperbolique est distin-
guant ([35], chapitre 2).
Or dans un espace-temps globalement hyperbolique M d’hypersurface de Cauchy
S toute courbe causale inextensible doit rencontrer S donc J+(p)∩S ou J−(p)∩S
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est non vide. On appelle ces ensembles ombres (future ou passée) du point p sur
S et, d’après le Lemme 40 dans [42], pag. 423, ce sont des compacts de S.
La Proposition 2.7 montre qu’il existe un certain voisinage de l’hypersurface de
Cauchy, l’ouvert ΩS (Définition 2.1), dont les points sont entièrement caractéri-
sés par leur ombre sur S. De plus si S est non compacte ΩS est la variété M
toute entière. Dans ce cas l’espace-temps M s’identifie alors à un sous-ensemble
des compacts de S. Autrement dit, dans un certain sens, toute l’information sur
l’espace-temps est contenue dans S.
Cette idée n’est pas tout à fait nouvelle : déjà Kulkarni et Pinkall dans [20] avaient
remarqué que les ombres des points de l’espace dS1,n sur son bord causal, identifié
à Sn, sont les boules fermées (c’est en fait le seul passage dans leur article où ils
mentionnent le caractère Lorentzien de certains aspects de leur étude). Dans [21]
l’idée est reprise pour décrire de façon assez élégante et intuitive la classification
des espace-temps CGHM de Sitter de K. Scannell ([48]). Dans la Section 5 on ré-
interprète encore une fois cette construction à la lumière des résultats du Chapitre
4.
Les ombres se révèlent très utiles pour mieux comprendre la notion d’extension
maximale d’un espace-temps. En fait elles permettent de donner une autre preuve,
constructive cette fois, de l’existence et unicité de l’extension maximale d’une va-
riété conformément plate (Théorème 3.1). Tel est le contenu du Chapitre 7, et en
particulier du Théorème 1.12 qui associe à toute variété riemannienne S, munie
d’une immersion conforme i : S ↪→ E˜in1,n, un unique espace-temps conformément
plat C0-maximal.
Lorsque S est l’hypersurface de Cauchy d’un espace-temps de Sitter CGHM on
trouve une extension C0-maximale qui contient strictement l’espace du depart.
Cela prouve donc la partie de Sitter du Théorème 4.1.
Pour prouver le reste du Théorème 4.1, c’est-à dire le fait que tout espace-temps
CGHM localement modelé sur R1,n et AdS1,n est C-maximal, on aura besoin
d’étudier la frontière causale ou frontière de Penrose ([33] pag. 217) de leurs revê-
tements universels. En fait, en se basant sur le fait que l’ombre de tout point d’un
espace-temps est toujours compacte, on prouve : un espace-temps conformément
plat M (qui n’est pas un quotient de E˜in1,n) d’hypersurface de Cauchy S est C-
maximal si et seulement si l’ombre de tout TIP ou TIF sur S est non compacte. Or
les résultats dans la littérature sur les espace-temps CGHM à courbure constante
permettent une bonne compréhension de leurs frontière causale. De plus l’étude
de la frontière causale permet de montrer :
Corollaire 2.7 : Le revêtement universel de tout espace-temps globalement
hyperbolique conformément plat C0-maximal est C0-maximal.
Corollaire 2.8 : Tout espace-temps globalement hyperbolique C0-maximal est
C-maximal.
5. OMBRES 13
INTRODUCTION
L’idée d’ombre, surtout sa version pour les sous-ensemble achronaux (Section
3), est aussi un ingrédient de la preuve du résultat principal du Chapitre 6, dont
une formulation est la suivante :
Théorème 2.5 : Soit M un espace-temps conformément plat C0-maximal qui
contient deux géodésiques lumières distinctes, librement homotopes et ayant les
mêmes extrémités. Alors M est un quotient fini de E˜in1,n.
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Espace-temps
Nous allons introduire les notions d’espace-temps, de causalité et d’hyperbo-
licité globale. Pour plus de détails sur ces sujets consulter [44], [35], [42] et [5].
Dans la suite les variétés considérées seront supposées connexes.
1 Généralités sur les espace-temps
Définition 1.1. Soit M une variété différentiable de dimension n + 1 et soit
TM son fibré tangent. Une métrique lorentzienne sur M est une application g :
TM −→ R ( C∞) dont la restriction à chaque fibre TxM est une forme quadratique
gx de signature (1, n).
Une variété lorentzienne est une variété munie d’une métrique lorentzienne.
L’exemple le plus élémentaire de variété lorentzienne est l’espace de Min-
kowski : il joue le rôle de l’espace euclidien en géométrie riemannienne.
Définition 1.2. L’ espace de Minkowski, noté R1,n est l’espace vectoriel Rn+1 muni
de la forme quadratique Q1,n(x) = −x20 + x
2
1 + · · · + x
2
n, où x = (x0, x1, . . . , xn).
La forme bilinéaire qui induit cette forme quadratique est notée 〈·, ·〉.
En adoptant la teminologie physique, issue du contexte de la relativité générale,
on donne la définition suivante :
Définition 1.3. Soit M une variété lorentzienne, et v un vecteur tangent en un
point x de M . On dit que :
– v est de type espace si gx(v, v) > 0
– v est de type causal si v 6= 0 et gx(v, v) ≤ 0
– v est de type temps si gx(v, v) < 0
– v est de type lumière si v 6= 0 et gx(v, v) = 0
On dira que v est un vecteur isotrope si gx(v, v) = 0, y compris le cas v = 0.
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On supposera toujours que les variétés considérées sont orientées, car on peut
se ramener à cette situation par un revêtement double, ce qui ne gêne pas le
travail ici exposé. Ceci dit, il y a sur toute variété lorentzienne une autre notion
d’orientabilité.
Définition 1.4. Une orientation chronologique d’une variété lorentzienne est un
champ de vecteurs partout continu de type temps. Une fois choisi un tel champ de
vecteurs V (si possible), on dira que la variété lorentzienne est chronologiquement
orientée par V .
Un champ de vecteurs continu de type temps n’existe pas toujours.
Exemple 1.5. On considère R1,n quotienté par le groupe engendré par l’isométrie
qui à (x0, x) associe (−x0, x)+en, où x = (x1, . . . , xn) et en = (0, 0, . . . , 1) ∈ Rn+1.
La métrique induite au quotient n’est pas chronologiquement orientable.
Les notion d’orientation et orientation chronologique ne sont pas liées. En fait
l’une ne dépend pas de la métrique et l’autre si.
Exemple 1.6. Considérons à nouveau le quotient de Rn+1 par l’isométrie qui
à (x0, x) associe (−x0, x) + en. Il est bien connu que cette variété (le ruban de
Mb¨ius) n’est pas orientable. Par contre il est possible de la munir d’une métrique
lorentzienne chronologiquement orientable comme on le voit sur la figure suivante
pour n = 1.
Pour montrer que l’orientabilité n’implique pas l’orientabilité chronologique
on quotiente R1,2 par le groupe engendré par l’application qui à (x0, x1, x2) assicie
(−x0,−x1, x2 + 1). La métrique induite au quotient n’est pas chronologiquement
orientable mais la variété quotient est orientable.
Il est possible de montrer que toute variété lorentzienne est chronologiquement
orientable à revêtement fini (même double) près, ce qui n’a pas d’incidence sur
les énoncés des résultats que nous allons démontrer. On se mettra donc toujours
dans cette situation.
Définition 1.7. Un espace-temps est une variété lorentzienne orientée et chro-
nologiquement orientée.
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Soit V le champ de vecteur continu de type temps qui donne l’ orientation
chronologique de M .
Définition 1.8. Un vecteur causal v ∈ TxM est dit futur ( ou orienté vers le
futur ) si gx(v, V (x)) < 0. Si gx(v, V (x)) > 0, v est dit passé (ou orienté vers le
passé).
Exemple 1.9. L’espace de Minkowski R1,n est orienté chronologiquement par le
champ de vecteurs vertical ∂x0 . Avec cette orientation il est donc un espace-temps.
Dans la suite on considère toujours cette orientation sur R1,n.
Remarque 1.10. Remarquons que si V , W sont deux champs de vecteurs de
type temps sur M , le produit scalaire g(V,W ) est partout non-nul. Ce produit
scalaire est partout négatif si et seulement si, pour tout x dans M , V (x) et
W (x) sont dans la même composante connexe du cône des vecteurs temporels
{v / gx(v, v) < 0} ⊂ TxM ' R1,n, V et W définissent alors la même orienta-
tion chronologique. En chaque espace tangent, ce cône n’a que deux composantes
connexes. On obtient qu’ une variété lorentzienne (connexe) admet au plus deux
orientations chronologiques.
2 Espace-temps modèle à courbure constante
De même que dans le cas riemannien, on peut, à partir d’une métrique lo-
rentzienne sur une variété M , définir une connexion de Levi Civita ∇, comme
étant l’unique connexion sans torsion compatible avec la métrique lorentzienne.
On définit alors les géodésiques comme étant les courbes solutions de l’équation
différentielle ∇γ′γ′ = 0. Pour tout point x de la variété et tout vecteur v ∈ TxM ,
il existe une unique géodésique passant par x et tangente à v. Comme le transport
parallèle préserve la métrique, si v est un vecteur de type temps (respectivement
espace ou lumière), les vecteurs tangents à cette géodésique sont tous de type
temps (respectivement espace ou lumière). Comme dans le cas riemannien on peut
définir en chaque point x de M , sur un voisinage U de 0 dans TxM l’application
expx : U → M qui à un vecteur v associe γ(1), où γ est l’unique géodésique telle
que γ(0) = x et γ′(0) = v. Voir [35] ou [42] pour les détails de ces constructions.
Proposition 2.1. Soit M une variété lorentzienne connexe et soit f : M → M
une isométrie qui fixe un point x ∈ M et telle que sa différentielle en x est
l’identité sur TxM . Alors f est l’identité sur M .
Démonstration. Montrons d’abord que si f ∈ Isom(M) est telle que f(x) = x
et dxf = id alors f = id au voisinage de x. Soit U une carte exponentielle
centrée en x, expx : U → M et soit V = expx(U). Alors si y ∈ V il existe
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v ∈ U tel que f(y) = f(expx(v)), mais, comme f est une isométrie et en-
voie géodésiques sur géodésiques, elle commute avec l’application exponentielle :
f(expx(v)) = expx(dxf(v)) = expx(v) = y. On a donc prouvé que l’ensemble des
points fixes de f est ouvert. Comme il est par ailleurs clairement fermé dans M
le résultat découle de la connexité de M .
On va donner trois exemples d’espace-temps à courbure constante, dont les
revêtements universels correspondent à la trichotomie plan euclidien, espace hy-
perbolique et sphère du cas riemannien.
2.1 Espace de Minkowski
Rappelons la Définition 1.2 : l’espace de Minkowski R1,n est l’espace vectoriel
Rn+1 muni de la forme quadratique Q1,n(x) = −x20 + x
2
1 + · · · + x
2
n, où x =
(x0, x1, . . . , xn). L’espace de Minkowski est l’espace modèle simplement connexe
à courbure nulle. Il est chronologiquement orientable (et orientable tout court) et
ses géodésiques sont les droites affines.
Un corollaire de la Proposition 2.1 est que son groupe d’isométrie est le groupe
des transformations affines de partie linéaire préservant Q1,n :
O(1, n)n Rn+1
Le sous-groupe des isométries linéaires de R1,n qui préservent à la fois son orien-
tation et son orientation chronologique est la composante connexe de l’identité de
O(1, n), le sous-groupe O0(1, n). Les isométrie de R1,n en tant qu’espace-temps
sont donc les application affines appartenant au groupe
Isom+(R1,n) := O0(1, n)nRn+1
2.2 Espace de Sitter
Définition 2.2. On appelle espace de Sitter de dimension n + 1, noté dS1,n, le
lieu des points x de R1,n+1 tels que Q1,n+1(x, x) = 1, muni de la métrique induite.
Proposition 2.3. La restriction de la forme quadratique de R1,n+1 aux espaces
tangents de dS1,n est une métrique de signature (1, n). Celà fait de dS1,n une
variété lorentzienne, de dimension n.
Démonstration. L’espace tangent TxdS1,n en un point x de dS1,n s’identifie natu-
rellement à l’orthogonal de x dans R1,n+1. Comme x est de type espace, sur son
orthogonal la forme quadratique Q1,n+1 est de signature (1, n).
On remarque que le lieu {Q1,n+1 = +1} est connexe et difféomorphe à Sn ×R
via l’application :
F : Sn × R −→ dS1,n
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(u, r)→ (sinh(r), cosh(r)u)
Appelons gdS la métrique induite sur dS1,n par la forme quadratique de R1,n+1,
et dσ2 la métrique ronde sur Sn. On a :
F ∗gdS = −dr2 + cosh(r)2dσ2
L’orientation chronologique de R1,n+1 induit une orientation chronologique sur
dS1,n, qui est celle celle définie par le champ de vecteurs ∂r : dS1,n est donc un
espace-temps.
Comme O(1, n+1) agit transitivement sur dS1,n et sur son fibré des repères, la Pro-
position 2.1 implique que les isométries de dS1,n sont les éléments de O(1, n+ 1).
Les isométries de dS1,n qui préservent son orientation et son orientation chronolo-
gique sont les éléments du sous groupe de O(1, n+ 1) qui préservent l’orientation
et l’orientation chronologique de R1,n. Il s’agit de la composante connexe de l’iden-
tité, le groupe O0(1, n). On a donc
Isom+(dS1,n) = O0(1, n).
En dimension n ≥ 2, qui est le cas qui nous intéresse, l’espace dS1,n est simplement
connexe.
2.3 Espace anti-de Sitter
Soit R2,n l’espace vectoriel Rn+2 muni de la forme quadratique Q2,n(x) = −u2−
v2 + x21 + · · · + x
2
n, où x = (u, v, x1, . . . , xn) et (eu, ev, ex1, . . . , exn) est une base
associée à ces coordonnées. Le groupe des isométries de R2,n est O(2, n) = {g ∈
GL(n+ 2)/Q2,n ◦ g = Q2,n}.
Définition 2.4. On appelle espace anti-de Sitter de dimension n+1, noté AdS1,n,
le lieu des points x de R2,n tel que Q2,n(x) = −1, muni de la métrique induite par
la forme quadratique de R2,n.
Proposition 2.5. La restriction de la forme quadratique de R2,n au fibré tangent
de AdS1,n est une métrique de signature (1, n). Celà fait de AdS1,n une variété
lorentzienne.
Démonstration. Comme pour dS1,n, en tout point x de AdS1,n l’espace tangent
TxAdS1,n s’identifie à l’orthogonal de x dans R2,n. Comme x est de type temps la
forme quadratique Q2,n restreinte à l’orthogonal de x est de signature (1, n).
L’ espace AdS1,n est difféomorphe à Rn × S1. Un difféomorphisme explicite
est :
Rn × S1 −→ AdS1,n
(x1, . . . , xn, θ)→ (q cos(θ), q sin(θ), x1, . . . , xn)
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avec q =
√
1 +
∑
x2i .
Le difféomorphisme qu’on vient de décrire montre que l’ orientation du plan Pu,v
engendré par (eu, ev) induit une orientation de AdS1,n par le champ de vecteurs
∂θ ( au lieu de Pu,v on aurait pu prendre n’ importe quel 2-plan où Q2,n est définie
négative). AdS1,n est donc un espace-temps.
L’action de O(2, n) est transitive sur AdS1,n et sur son fibré des repères, donc
toute isométrie de AdS1,n est un élément de O(2, n) :
Isom(AdS1,n) = O(2, n).
La composante connexe de l’identité, O0(2, n), est constituée des isométries qui
préservent à la fois l’orientation de R2,n et l’ orientation du plan Pu,v. Donc les
éléments de O0(2, n) sont les isométries de AdS1,n qui préservent à la fois son
orientation et son orientation chronologique.
L’espace-temps AdS1,n n’est pas simplement connexe, on considèrera donc souvent
son revêtement universel A˜dS1,n qui est naturellement difféomorphe à Rn × R.
L’espace A˜dS1,n est l’espace-temps modèle à courbure constante négative.
3 Courbes causales, futur et passé d’un point
Soit M un espace-temps.
Définition 3.1. Une courbe causale (respectivement temporelle, spatiale, lumière
) C1 par morceaux est une courbe c :]a, b[→ M qui est C1 par morceaux telle
que :
1) tous ses vecteurs tangents, éventuellement définis seulement à gauche ou à
droite, sont de type causal (respectivement temps, espace, lumière). En particu-
lier, vu la définition 1.3, ils sont toujours non nuls.
2) Aux points t ∈]a, b[ où la courbe n’est pas dérivable, on demande que le vec-
teur tangent droit c′D(t) et le vecteur tangent gauche c
′
G(t) soient dans la même
composante connexe du cône des vecteurs causaux en c(t).
On remarque qu’ une courbe causale de classe C1 est une immersion. La condi-
tion 2) implique que, pour les points t ∈ [a, b] où le vecteur tangent n’est pas bien
défini, les deux vecteurs tangents à la courbe en t, à droite et à gauche, soient dans
la même composante connexe du cône des vecteurs causaux de l’ espace tangent
en c(t).
En particulier, tous les vecteurs tangents à une courbe causale ont la même orien-
tation chronologique, future ou passée : on peut parler de courbes causales futures
et passées, définies comme suit :
Définition 3.2. Une courbe causale c :]a, b[→ M est dite future (resp. passée) si
tous ses vecteurs tangents sont orientés vers le futur (resp. vers le passé).
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Définition 3.3. Le futur strict I+(A) d’une partie A d’un espace-temps M est
l’ensemble de M formé des extrémités de courbes temporelles futures issues de A.
Définition 3.4. Le futur causal J+(A) d’une partie A de M est l’ensemble des
extrémités de courbes causales futures issues de A (y compris les courbes triviales
réduites à un seul point).
Comme une courbe temporelle est en particulier une courbe causale on a pour
tout sous-ensemble A de M
I+(A) ⊂ J+(A).
On définit de manière similaire les passés I−(A), J−(A) : ce sont les futurs de A
pour l’orientation chronologique opposée.
Remarque 3.5. Soient x, y, z trois points de M , tels qu’ il existe une courbe
causale future α de x à y et une courbe causale future de y à z. La composition de
α avec β est alors une courbe causale future qui relie x à z. Comme un discours
analogue est vrai pour les courbes causales passées, on obtient que si x ∈ J±(y)
alors J±(x) ⊂ J±(y), et de même si x ∈ I±(y) alors I±(x) ⊂ I±(y).
On peut aussi restreindre les relations de causalité à un ouvert de M .
Définition 3.6. Le futur causal (resp. strict) d’un sous-ensemble A de M relatif
à un ouvert U de M est l’ensemble, noté J+U (A) (resp. I
+
U (A)), des extrémités de
courbes causales (resp. temporelles) futures issues de A et contenues dans U . On
définit de manière analogue le passé causal et le passé strict relatifs à l’ouvert U ,
notés respectivement J−U (p) et I
−
U (p).
3.1 Lemme de Gauss et voisinages convexes
Dans cette section on va parler de la structure locale d’une variété lorentzienne
et des conséquences que ces résultats locaux classiques ont sur la structure causale
locale et globale d’un espace-temps.
En géométrie riemannienne il est souvent utile de considérer un voisinage U d’un
point p géodésiquement convexe, c’est-à-dire, un voisinage tel qu’ entre tout couple
de points q et q′ de U il existe une unique géodésique contenue dans U qui va de
q à q′. En géométrie riemannienne la géodésique en question est de plus minimi-
sante. En fait la construction de voisinages géodésiquement convexes d’un point
donné peut se faire de façon semblable dans toute variété pseudo-riemannienne,
la seule différence étant qu’en général on ne pourra plus parler de géodésiques
minimisant la longueur. En géométrie lorentzienne, comme ce qui nous intéresse
est la causalité, il y a encore une autre notion de convexité qui est intéressante :
Définition 3.7. Un domaine U deM est dit causalement convexe si toute courbe
causale reliant deux points de U est contenue dans U .
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Définition 3.8. On appelle carte exponentielle centrée en un point p d’un espace-
temps M , un ouvert V de TpM où la restriction de l’application exponentielle
est injective. L’image par expp d’une carte exponentielle V est appelée voisinage
normal du point p.
Définition 3.9. Un voisinage géodésiquement convexe d’un point p est un voisi-
nage U de p qui est un voisinage normal de tous ses points.
Si U est un voisinage de p géodésiquement convexe, pour tout couple de points q
et q′ dans U il existe donc une unique géodésique contenue dans U qui les connecte.
Comme en géométrie riemannienne on peut montrer que tout point d’une variété
lorentzienne admet un voisinage géodésiquement convexe (voir par exemple la
Proposition 7 de [42] chapitre 5).
Les notions de convexité causale et de convexité géodésique n’ont aucun lien entre
elles, la première étant une notion globale, la deuxième une notion locale.
Lemme 3.10. Soit p un point d’une variété lorentzienne M , et soit x un élément
de TpM différent de 0. Si v et w sont deux vecteurs de Tx(TpM) ' TpM et si v
est colinéaire à x, alors
gp(v, w) = gexp(x)(dx expp .v, dx expp .w)
La preuve de ce lemme ne diffère pas de celle du Lemme de Gauss dans une
variété riemannienne. En fait elle marche de la même façon dans toute variété
pseudo-riemannienne, elle peut être trouvée par exemple dans [42] chapitre 5,
Lemme 1. Une conséquence du Lemme de Gauss, essentielle pour la suite, est :
Proposition 3.11. Soit U une carte exponentielle centrée en p, U = expp(V ), où
V est un voisinage de 0 dans TpM . Alors, le futur causal (resp. strict) de p relatif
à l’ouvert U est constitué des points qui sont images par expp d’un vecteur causal
(resp. temps) de V . La frontière de I+U (p) est constituée des images par expp des
vecteurs isotropes de V . Elle est donc l’ union des segments géodésiques lumières
issus de p et contenus dans U .
Démonstration. Une preuve peut être trouvée dans [42] pag. 127-128.
Une application de cette Proposition est le résultat suivant (voir [42, Lemme
2, page 403]).
Proposition 3.12. Le passé (et le futur) strict de tout point d’une variété lorent-
zienne M est un ouvert.
Par contre le passé (futur) causal d’un point n’ est a priori ni ouvert ni fermé ;
pensez par exemple à l’espace de Minkowski privé d’un point p, comme montré
dans la figure suivante :
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Lemme 3.13. Pour tout point p d’un espace-temps M on a J+(p) ⊂ I+(p).
Démonstration. Soit q ∈ J+(p). Soit (qn)n∈N une suite de points dans I+(q) qui
converge vers q. Cette suite existe car si α : [0, 1[→ M est une courbe de type
temps future issue de q, par définition α(t) appartient à I+(q) pour tout t dans
[0, 1[ ; donc, comme α est une application continue, si tn est une suite qui converge
vers 0 dans [0, 1[, alors qn := α(tn) converge vers q.
D’après la Proposition 5.9, qu’on montrera plus tard, (qn)n∈N ⊂ I+(p), donc q est
dans l’adhérence de I+(p).
En fait il y a une description très simple du passé et du futur d’un point dans
l’espace de Minkowski. Soit C := {x ∈ R1,n/ Q1,n(x) ≤ 0} le cône des vecteurs
causaux issus de 0 dans R1,n. Soit C+ la composante connexe de C des vecteurs
futurs et C− celle des vecteurs passés.
Lemme 3.14. Le futur (resp. passé) causal d’un point p ∈ R1,n est le lieu des
points q tels que q − p est dans C+ (resp. C−).
Le futur (resp. passé) strict de p est le lieu des points q tels que q − p est dans
l’intérieur de C+ (resp. C−).
Démonstration. L’inclusion {q / q−p ∈ C+} ⊂ J+(p) est évidente, on va montrer
la réciproque. Soit q ∈ J+(p) ; alors il y a une courbe causale future c : [0, 1]→ R1,n
telle que c(0) = p et c(1) = q. On suppose d’abord que c est de classe C1.
Soit v0 un vecteur de type temps futur tel que Q(v0) = −1. On complète v0 en
une base orthonormé (v0, v1, . . . , vn) de R1,n. Dans cette base la courbe c s’écrit
c(t) = (x0(t), x(t)) où x(t) = (x1(t), ..., xn(t)). Comme c est une courbe causale sa
dérivée en tout point t ∈ [0, 1] vérifie
Q1,n(c′(t)) = −|x′0(t)|
2 + ‖x′(t)‖2 ≤ 0.
On doit avoir |x′0(t)| 6= 0 pour tout t ∈ [0, 1] car sinon c
′(t) serait nul, ce qui
contredirait notre définition des courbes causales. Alors l’application
t ∈ [0, 1] 7−→ x0(t) = 〈c(t), v0〉
est décroissante. Celà implique 〈q, v0〉 < 〈p, v0〉 et donc 〈q − p, v0〉 < 0. Comme
le raisonnement ne dépend pas du choix de v0, on obtient 〈q − p, v〉 < 0 pour
tout vecteur v de type temps futur. Comme le cône des vecteurs causaux futur
est autodual on obtient que q − p est causal futur.
Maintenant si c est C1 par morceaux soient ti les points de [0, 1] où c n’admet pas
de vecteur tangent. D’ après ce qu’on vient de montrer on a c(ti)− c(ti−1) ∈ C+
pour tout i, donc
q − p =
∑
i
c(ti)− c(ti−1) ∈ C+.
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En renversant l’orientation chronologique on montre le résultat pour le passé de
p.
On a montré le lemme pour le futur (passé) causal, maintenant pour prouver la
caractérisation du futur (passé) strict il suffit de répéter le même raisonnement
en remplaçant les inégalités larges par des inégalités strictes.
Ainsi, dans l’espace de Minkowski le futur (passé) causal de tout point est
exactement l’adhérence du futur (passé) strict, et est donc en particulier fermé.
On verra que cette propriété est vérifiée dans toute variété lorentzienneM vérifiant
certaines hypothèses sur M , notamment l’ hyperbolicité globale (voir Corollaire
6.4).
3.2 Courbes causales topologiques
On peut élargir la famille des courbes causales sans modifier la notion de
futur et passé d’un point, en acceptant aussi des courbes causales qui sont juste
continues.
Définition 3.15. Une application continue c :]a; b[→ M est une courbe causale
(topologique) future (resp. passée ) si pour tout temps t0 et tout voisinage ouvert
U de c(t0), il existe un voisinage I =]t0 − ε, t0 + ε[ tel que pour tout t dans I on
a :
-si t ≤ t0 : c(t) est dans le passé (resp. futur) causal de c(t0) relatif à U ,
-si t ≥ t0 : c(t) est dans le futur (resp. passé) causal de c(t0) relatif à U .
On définit de manière analogue les courbes temporelles topologiques futures et
passées. Le fait que le futur et le passé d ’un point, tant strict que causal, ne soient
pas modifiés par cette nouvelle notion de courbe causale découle directement de
la définition.
On va voir que le fait qu’une courbe, à priori juste continue, soit une courbe
causale topologique impliqu’une certaine régularité. En fait toute courbe causale
topologique est localement Lipschitz, donc différentiable presque partout.
Proposition 3.16. Toute courbe causale topologique est localement le graphe
d’une application Lipschitz d’un intervalle de R dans Rn.
Démonstration. Considérons d’abord le cas où M est l’espace de Minkowski. Soit
c : I ⊂ R → R1,n une courbe causale topologique future (si elle est passée le
raisonnement est analogue). On considère sur R1,n les coordonnées (x0, x1, ..., xn)
et la forme quadratique −x20 + x
2
1 + ... + x
2
n. La courbe c s’écrit alors sous la
forme c(t) = (c0(t), c1(t)) où c0 est sa projection sur l’axe de coordonnée x0 et c1
celle sur l’hyperplan {x0 = 0}. Comme la courbe est causale future si s < t alors
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c(t) ∈ J+(c(s)), donc d’après le Lemme 3.14 c(t) − c(s) est un vecteur causal,
c’est-à-dire
c0(t)− c0(s) ≥ |c1(t)− c1(s)| ≥ 0.
Donc si c0(t)−c0(s) = 0, alors c1(t)−c1(s) = 0 et la courbe est alors constante sur
l’intervalle [s, t]. Comme c est une courbe causale elle ne peut pas être constante
sur un intervalle. On obtient donc que c0 est une application strictement croissante.
Or si c0 est strictement croissante, il existe un reparamétrage tel que c s’écrit sous
la forme t 7→ (t, y(t)), et comme avant si s < t alors
t− s ≥ |y(t)− y(s)|.
Ceci montre le lemme pour l’espace de Minkowski.
Pour le cas général , Il suffit d’ utiliser le lemme 3.17 suivant, qui permet de
généraliser localement, à une variété lorentzienne quelconque, le résultat obtenu.
En fait, le lemme suivant implique que, localement, la courbe causale ou temporelle
c est aussi une courbe causale ou temporelle pour une métrique de Minkowski de
référence, ce qui permet de conclure.
Lemme 3.17. Soit (M, g) une variété lorentzienne de dimension n. On définit
sur R1,n muni des coordonnées (x0, x1, ..., xn) la quantité ‖x‖2n = x
2
1 + ... + x
2
n.
Soit Cε(x) := {y ∈ R1,n / ‖x − y‖2n ≤ ε(x0 − y0)
2}, et soit Cg(q) := {v ∈
TqM / gq(v, v) ≤ 0} pour tout q dans M .
Alors, pour tout point p de M il existe un difféomorphisme φ : U → U0, où U est
un voisinage de p, tel que :
– U0 est un voisinage de 0 dans R1,n,
– φ(p) = (0, 0, ..., 0),
– pour tout q dans U on :
C1/2(φ(q)) ⊂ int(dqφ(Cg(q))) et dqφ(Cg(q)) ⊂ int(C1(φ(q))).
Démonstration. C’ est une conséquence directe de la continuité de la métrique sur
la variété M .
En d’autres termes, même si la métrique g sur la variété de départM n’est pas
plate, on peut contrôler au voisinage de chaque point la largeur des cônes induits
par g sur les espaces tangents à M par deux métrique plates.
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Remarque 3.18. Dans la suite, sauf avis contraire, on va toujours considérer des
courbes causales topologiques, qui seront appelées simplement courbes causales.
Elles n’ ont donc à priori qu’ une regularité localement Lipschitz.
Remarque 3.19. Dans le cas particulier où (M, g) est l’espace de Minkowski, on
a montré lors de la preuve du Lemme 3.17 que toute courbe causale est le graphe
d’une application 1-Lipschitz. Il est facile de voir que lorsque la courbe est de type
temps les inégalités sont strictes, et donc que l’application est 1-contractante.
Dans l’étude de la causalité d’un espace-temps il est utile de définir une bonne
notion de convergence des suites de courbes causales.
Définition 3.20. γ est une courbe limite pour une suite de courbes {γn} si pour
tout point u de γ et pour tout voisinage Uu de u toutes les γn sauf un nombre fini
intersectent Uu.
En fait, c’est cette notion qui justifie l’introduction de la notion de courbe
causale topologique au lieu de se restreindre à celle de courbe causale C1 par
morceaux. En effet, une courbe limite de courbe causale est toujours une courbe
causale topologique, mais n’a aucune raison d’être C1 par morceaux. Cette notion
prendra sa pleine mesure dans le cadre des espaces-temps globalement hyperbo-
liques (voir Lemme 6.2).
3.3 Courbes causales inextensibles
Définition 3.21. Un point limite futur (resp. passé) d’une courbe causale c :
]a, b[→ M est un point x de M tel que pour tout voisinage U de x il existe un
temps t0 dans ]a, b[ tel que pour tout t > t0 (resp. t < t0) l’image c(t) appartient
à U .
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Définition 3.22. Une courbe causale c est inextensible si elle n’admet ni point
limite futur, ni point limite passé.
Exemple 3.23. Dans R1,n les droites verticales sont des exemples de courbes
causales inextensibles. De plus dans la démonstration de la Proposition 3.16 on a
prouvé que toute courbe causale topologique c de l’espace de Minkowski admet un
paramétrage c(t) = (t, f(t)), où t varie dans un interval I de R et f : I → Rn est
une application 1-Lipschitz. La courbe c admet des points limites si et seulement
si I n’est pas R tout entier.
Si I = R, le graphe de f est un sous-ensemble fermé de R1,n. La courbe c n’admet
alors pas de points limites. Inversement, si I 6= R par exemple I =]a, b[ avec
a 6= −∞, alors, comme f est 1-Lipschitz, elle admet une limite finie la en a, donc
(a, la) est un point limite pour c. Plus précisément, si c est une courbe causale
passée, alors (a, la) est un point limite passé, et si c est une courbe causale future,
(a, la) est un point limite futur. Toute courbe causale de R1,n est contenue dans
une courbe causale inextensible. En effet, en reprenant les notations ci-dessus, on
peut prolonger la courbe causale c en posant f(t) = la si t ≤ a et f(t) = lb si
t ≥ b. Ceci définit une courbe causale inextensible future qui contient c.
En général :
Proposition 3.24. Soit (M, g) un espace-temps. Toute courbe causale est conte-
nue dans une courbe causale inextensible.
Démonstration. Soit c : [a, b]→ M une courbe causale passant par un point p, et
(C,) la collection des courbes causales contenant c, partiellement ordonnée par
l’inclusion. On paramètre les éléments de C par leur longueur d’arc (relative à une
métrique riemannienne auxiliaire), en prenant comme valeur de l’origine le point
p. Montrons que tout sous-ensemble A de C totalement ordonné pour l’inclusion
admet un majorant : chaque élément de A est une courbe α :]aα, bα[→ M , et si
α  β alors β(t) = α(t) pour tout élément de ]aα, bα[∩]aβ , bβ[. Soit I l’union de
tous les intervalles ]aα, bα[ pour α ∈ A, et c˜ : I → M l’application définie par
c˜(t) = α(t) si t ∈]aα, bα[. C’est manifestement un élément de C qui de plus majore
tous les éléments de A. D’après le lemme de Zorn C admet un élément maximal.
On voit facilement qu’ un tel élément maximal ne peut admettre de point limite
futur ou passé.
4 Ensembles achronaux, acausaux, edgeless
Définition 4.1. Une sous-variété plongée dans une variété lorentzienne est dite
de type espace ou spatiale (respectivement temporelle, lumière, causale) si tous ses
vecteurs tangents sont de type espace (respectivement temps, lumière ou causal).
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On remarque qu’il n’y a pas de courbe causale contenue dans une hypersurface
spatiale. De même que la notion de courbe causale s’étend dans le cadre Lipschitz,
on peut généraliser le concept d’hypersurface spatiale :
Définition 4.2. Soit U un ouvert d’ un espace-temps M . Un sous-ensemble A de
U est achronal (resp. acausal) relativement à U si pour tout couple de points p et
q dans A il n’existe pas de courbe de type temps (causale) entre p et q contenue
dans U . Quand U =M on dira simplement que A est achronal (resp. acausal).
Définition 4.3. Un sous-ensemble A de M est localement acausal (resp. loca-
lement achronal) si tout point x de A admet un voisinage U tel que U ∩ A est
acausal (resp. achronal) relativement à U .
Remarque 4.4. On remarque que si A est un sous-ensemble de M
A acausal⇒ A achronal et
A acausal (resp. achronal)⇒ A localement acausal (resp. localement achronal)
Exemple 4.5. Une hypersurface plongée est localement acausale si et seulement
si elle est spatiale ; elle est localement achronale si tous ses vecteurs tangents sont
spatiaux ou lumières.
Lemme 4.6. Les sous-ensembles achronaux (resp. acausaux) de R1,n sont les
graphes d’application 1-Lipschitz (resp. 1-contractante) d’un sous-ensemble de Rn
dans R.
Démonstration. Soit A un sous-ensemble achronal de R1,n. Dans R1,n les droites
verticales sont des courbes de type temps. Elles intersectent donc A une seule fois.
En particulier elles intersectent une seule fois l’hyperplan {t = 0}. On peut donc
projeter A sur un ensemble Ω ⊂ {t = 0} ' Rn. On définit l’application f : Ω→ R
comme celle qui à x ∈ Ω associe l’unique intersection f(x) entre la droite verticale
t 7→ (t, x) et A.
L’achronalité de A implique que f soit 1-Lipschitz. En effet pour tout x0, x1 ∈ Ω
comme A est achronal il résulte de la Remarque 3.14 que (f(x0), x0)− (f(x1), x1)
est un vecteur de type espace, et donc
‖x0 − x1‖
2 ≥| f(x0)− f(x1) |2
c’est-à-dire f est 1-Lipschitz. Si A est acausal l’inégalité dans l’équation précédente
est stricte, i.e. f est 1-contractante.
Définition 4.7. Un sous-ensemble A de M localement achronal est edgeless si
pour tout point x de A il existe un voisinage U de x tel que :
– U ∩A est achronal relativement à U,
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– toute courbe causale contenue dans U reliant un point de I−U (x) à un point
de I+U (x) rencontre U ∩A.
Exemple 4.8. Soit A le sous ensemble de R1,1 donné par A := {(0, x) / x ∈
[0, 1]}. On voit que A n’est pas edgeless, car la deuxième condition de la définition
précédente n’est pas vérifié aux points (0, 0) et (0, 1), comme le montre la figure
suivante
Par contre on voit facilement que l’ensemble A \ {(0, 0), (1, 0)} est edgeless.
Dans l’espace de Minkowski il y a la caractérisation suivante.
Proposition 4.9. Les ensembles achronaux (resp. acausaux) edgeless de R1,n sont
les graphes d’applications 1-Lipschitz (resp. 1-contractante) f : Ω→ R, où Ω est
un ouvert de Rn.
Démonstration. En reprenant la preuve du Lemme 4.6 on voit facilement que A
est edgeless si et seulement si Ω est un ouvert de Rn.
Si l’ensemble achronal (resp. acausal) edgeless A est de plus fermé, on voit que
Ω est fermé aussi. Par connexité de Rn on obtient bien Ω = Rn, d’où le corollaire
suivant :
Corollaire 4.10. Les fermés achronaux (resp. acausaux) edgeless de R1,n sont les
graphes d’applications 1-Lipschitz (resp. 1-contractante) f : Rn → R.
Comme les courbes causales topologiques, les sous-ensembles achronaux d’un
espace-temps quelconque gardent localement la propriété de regiularité Lipschitz
originaire de l’espace de Minkowski.
Proposition 4.11. Soit S un ensemble localement achronal edgeless dans un
espace-temps M . Pour tout point x de S il existe une carte φ : U → R1,n, avec x
dans U , telle que φ(S ∩ U) est le graphe d’une application localement Lipschitz.
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Démonstration. La proposition découle de la Proposition 4.9 et du Lemme 3.17.
Remarque 4.12. Une conséquence de la Proposition 4.11 est que dans tout
espace-temps, tout point d’un ensemble achronal edgeless A admet une carte
(U, φ) telle que φ(A ∩ U) est le graphe d’une application Lipschitz f d’un ou-
vert de Rn dans R. Quitte à diminuer U , on peut de plus supposer que φ(U \ A)
soit l’ union disjointe des ouverts {(x, t) ∈ Rn+1/ t < f(x)} ∩ φ(U) et {(x, t) ∈
Rn+1/ t > f(x)} ∩ φ(U), l’un étant le futur de U ∩ A dans U , l’autre le passé.
Il existe une classe particulière d’ensembles fermés achronaux edgeless :
Définition 4.13. Soit M un espace-temps. Un sous-ensemble passé (futur) de M
est un sous-ensemble U tel que I−(U) ⊂ U (I+(U) ⊂ U).
Remarque 4.14. Soit P un sous-ensemble passé de M , alors M \P est un sous-
ensemble futur. En effet soit p un point dans M \ P et soit q un point de I+(p).
Par l’absurde on suppose que q appartient à P , alors par hypothèse I−(q) ⊂ P :
on obtient alors que p appartient à P , contrairement à ce qu’avait été supposé.
Réciproquement si F est un sous-ensemble futur de M , alors M \ F est un sous-
ensemble passé.
Lemme 4.15. La frontière d’un sous-ensemble passé (futur) P d’un espace-temps
M est un fermé achronal edgeless de M .
Démonstration. Soit p un point de ∂P et soit q un point de I−(p). L’ensemble
I+(q) est un voisinage ouvert de p, donc il contient un point q′ de P . Comme P
est un ensemble passé I−(q′) ⊂ P donc q appartient P . On vient de prouver que
I−(p) ⊂ P .
Par la Remarque 4.14 l’ensemble M \ P est un sous-ensemble futur de M . Par
un raisonnement similaire on prouve alors que I+(p) ⊂ (M \ P ). On vient de
prouver que I+(∂P ) et I−(∂P ) ont intersection vide, donc ∂P est un sous-ensemble
achronal de M .
Pour tout p dans ∂P l’ensemble I−(p) est un ouvert contenu dans P , donc I−(p) ⊂
int(P ) et de même I+(p) ⊂ int(M \ P ). Il s’en suit que ∂P est edgeless.
Corollaire 4.16. Soit p un point d’un espace-temps M . La frontière de I−(p)
est un fermé achronal sans bord. Le seules courbes causales qu’il contient sont les
géodésiques lumière issues de p.
Démonstration. Le fait que ∂I−(p) soit fermé achronal sans bord découle du
lemme précédent, car I−(p) est évidemment un sous-ensemble passé de M .
D’après le Corollaire 5.11 tout point point q de ∂I−(p) est lié à p par une géo-
désique lumière passée. On suppose par l’absurde qu’il existe deux éléments q et
q′ de ∂I−(p), q, q′ 6= p, et liés l’un à l’autre par une courbe causale, par exemple
q′ ≤ q. Alors, d’après la Proposition 5.10 on aurait q′ < p ce qui est impossible
car ∂I−(p) est achronal.
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Lemme 4.17. Soit M un espace-temps. Soit A un sous-ensemble fermé achronal
edgeless de M . Alors M est égal à l’union disjointe I+(A) unionsq A unionsq I−(A).
Démonstration. L’ensemble I+(A) est un ensemble futur (cf. Définition 4.13) donc
d’après le Lemme 4.15 sa frontière ∂I+(A) est un sous-ensemble fermé achronal
edegeless de M . Comme A est achronal et comme d’après les définitions A est
dans l’adhérence de son futur strict, on a A ⊂ ∂I+(A), donc A est un fermé de
∂I+(A). On suppose par l’absurde que A 6= ∂I+(A).
Soit p un point de la frontière de A dans ∂I+(A). Soit U un voisinage qui vérifie
les propriétés exposées dans le Remarque 4.12, alors U est union disjointe de
I−U (∂I
+(A) ∩ U), I+U (∂I
+(A) ∩ U) et ∂I+(A) ∩ U .
Soit p1 un point dans I+U (p) et p2 un point dans I
−
U (p). Alors V := I
+
U (p2)∩ I
−
U (p1)
est un voisinage de p dans M contenu dans U . Comme p appartient à ∂I+(A)
on a V ∩ A 6= ∅ et V ∩ (∂I+(A) \ A) 6= ∅. Soit z un point de V ∩ (∂I+(A) \ A).
Soit c1 une courbe causale passé entre p1 et z contenue dans V et soit c2 une
courbe causale passée entre z et p2 contenue aussi dans V . La courbe c2 ∪ c1 est
une courbe causale passé entre p1 et p2 contenue dans V , et donc dans U , qui ne
rencontre pas A : cela contredit le fait que A est edgeless. On obtient alors que
A = ∂I+(A).
D’une façon similaire on prouve que A = ∂I−(A), ce qui prouve le résultat.
5 Principe de causalité et causalité forte
Une propriété naturelle à demander si on veut qu’ un espace-temps ait un sens
physique est qu’ une particule ou un photon ne puisse revenir dans son passé.
Comme les trajectoires des particules sont des courbes de type temps et celles des
photons sont des géodésiques lumière, cette propriété revient à demander qu’il n’y
a pas de courbe de type temps ou lumière périodique.
Définition 5.1. Un espace-temps M est dit chronologique si il n’y a pas de
courbes de type temps périodiques.
On dit qu’un espace-temps M vérifie le principe de causalité ou qu’il est causal si
il n’y a pas de courbe causale périodique.
On remarque qu’un espace-temps qui vérifie le principe de causalité est forcé-
ment chronologique.
Exemple 5.2. En ce qui concerne les espace-temps introduits jusqu’à mainte-
nant :
- L’espace de Minkowski et dS1,n vérifient le principe de causalité.
-AdS1,n n’est pas chronologique : l’intersection entre AdS1,n et les sous-espaces
de dimension 2 de R2,n, où la forme quadratique est définie négative, produit des
courbes de type temps périodiques.
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Proposition 5.3. Tout espace-temps compact a une courbe périodique de type
temps.
Démonstration. Soit M un espace-temps compact. On va montrer qu’il existe un
point p dansM tel que p ∈ I+(p) : par définition du futur d’un point on aura alors
une courbe périodique de type temps. La famille {I+(q)}q∈M est un recouvrement
ouvert de M , donc par compacité on peut en extraire un sous-recouvrement fini
{I+(qi)}i=1,...,n. Par définition de recouvrement il existe k1 ∈ {1, . . . , n} tel que
q1 ∈ I+(qk1), si k1 = 1 on a fini, sinon il existe k2 tel que qk1 ∈ I
+(qk2). Par la
Remarque 3.5 on a q1 ∈ I+(qk2), donc soit k2 = 1, soit k2 = k1. Dans le premier
cas on a fini, sinon on continue.
Comme le recouvrement est fini on doit a un moment tomber sur un qk déjà
utilisé. Grâce à la Remarque 3.5 on obtient ainsi qk ∈ I+(qk) et donc une courbe
périodique de type temps.
Le principe de causalité à lui seul ne suffit pas à rendre un espace-temps
admissible en physique. Il faut aussi être sûr qu’une particule ne puisse pas revenir
arbitrairement proche de son passé.
Définition 5.4. Un espace-temps M vérifie le principe de causalité forte si tout
voisinage U d’un point x de M contient un voisinage ouvert V de x causalement
convexe.
Autrement dit M vérifie le principe de causalité forte si, pour tout point x de
M et pour tout voisinage U , il existe un voisinage V de x, contenu dans U , tel
que toute courbe causale qui sort de V n’y rentre plus.
Exemple 5.5. Un exemple d’espace-temps vérifiant le principe de causalité mais
pas celui de causalité forte est le quotient R1,1/(x, t) 7→ (x, t) + (4, 0) auquel on
enlève les demi-droites {t = 1, x ≤ 2} et {t = 3, x ≥ 0}. En effet on voit qu’il n’y a
pas de courbes causales périodiques, donc l’espace vérifie le principe de causalité,
mais sur les points du segment entre (1, 2) et (3, 0) le principe de causalité forte
n’est pas vérifié.
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Remarque 5.6. On considère un ouvert A d’un espace-temps. Le fait que A
vérifie le principe de causalité ou causalité forte et le fait que A soit causale-
ment convexe ne sont pas liés entre eux. Par exemple l’ouvert A := {(θ, x) / θ ∈
[0, 2pi[, x ∈]−1, 1[} de l’espace-temps S1×R avec la métrique −dθ2+dx2 est cau-
salement convexe mais il ne vérifie pas le principe de causalité. Par contre l’ouvert
B := {(θ, x) / θ ∈]0, pi[, f(θ) > x > −1 où f(θ) = |θ − pi/2|} vérifie le principe
de causalité (même forte) mais il n’est pas causalement convexe.
Par contre le Lemme de Gauss, Lemme 3.10, implique que toute carte exponen-
tielle d’un espace-temps vérifie localement le principe de causalité forte.
5.1 La causalité en tant que relation d’ordre
Dans un espace-temps on peut toujours définir les relations suivantes :
Définition 5.7. Soit M un espace-temps et x, y deux points de M . Alors :
x ≤ y si y ∈ J+(x)
x < y si y ∈ I+(x)
La proposition suivante est évidente d’après les définitions.
Proposition 5.8. Sur un espace-temps qui vérifie le principe de causalité la re-
lation ≤ est une relation d’ordre. La relation < est transitive et antisymétrique
(mais bien sûr pas réflexive).
Mais en fait on a mieux :
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Proposition 5.9. Soit x, y, z ∈M , alors
x ≤ y et y < z ⇒ x < z
x < y et y ≤ z ⇒ x < z
Pour une démonstration de ce résultat voir [44] ou [42]. En fait dans [42] (page
294) la Proposition 5.9 est démontrée en prouvant un résultat plus fort :
Proposition 5.10. Tout couple de point, reliés par une courbe causale α (diffé-
rentiable par morceaux) qui n’est pas une géodésique lumière ou une géodésique
lumière reparamétrée, peut être relié par une courbe de type temps arbitrairement
proche de α.
Le corollaire suivant nous donne alors une propriété des points qui appar-
tiennent au futur (passé) causal d’un point p mais pas à son futur (passé) strict.
Corollaire 5.11. Pour tout point p de l’espace-temps et pour tout point q de
J−(p) \ I−(p) (resp. de J+(p) \ I+(p)), il existe un rayon géodésique lumière passé
(resp. futur) issu de p qui passe par q.
Remarque 5.12. Soit L+(p) l’union des images des géodésiques lumières passées
issues d’un point p de l’ espace-temps M . D’ après le Corollaire précédent on a
l’inclusion (J+(p) \ I+(p)) ⊂ L+(p) mais l’inclusion réciproque n’est pas toujours
vérifiée. Par exemple si M = S1 × R avec la métrique dθ2 − dt2 on voit que pour
tout point p de M l’ensemble J+(p) \ I+(p) est compact alors que L+(p) ne l’est
pas.
5.2 Espaces causaux et topologie d’Alexandrov
Les relations < et ≤ définis dans la section précédente permettent de généra-
liser à tout ensemble, qui ne soit même pas une variété, le concept de causalité.
Dans [37] Penrose et Kronheimer ont donné une définition axiomatique d’espace
causal :
34 5. PRINCIPE DE CAUSALITÉ ET CAUSALITÉ FORTE
CHAPITRE 1. ESPACE-TEMPS
Définition 5.13. Un ensemble N muni de trois relations ≺, et→ est un espace
causal si les relations vérifient les conditions suivantes :
1. x ≺ x,
2. x ≺ y et y ≺ z implique x ≺ z,
3. x ≺ y et y ≺ x implique x = y,
4. On ne peut pas avoir x x,
5. x ≺ y et y  z implique x z,
6. x y et y ≺ z implique x z,
7. x→ y si et seulement si x ≺ y et on n’a pas x y.
Ces trois relations sont les relations de causalité surN :≺ est la relation causale
, est la relation de chronologie et→ est la relation d’horismos . Dans un espace
causal, deux des relations suffisent pour retrouver la troisième. Évidemment tout
espace-temps qui vérifie le principe de causalité est un espace causal dans le sens
de la définition précédente : en fait les relations ≤ et < définies précédemment
sont des relations de causalités (voir les Propositions 5.8 et 5.9).
Sur tout espace causal il y a une topologie naturellement définie par les relations
de causalité :
Définition 5.14. Soit N un espace causal muni des relations ≺, . La topologie
d’Alexandrov sur N est la topologie dont une base est constituée par les ensembles
W (x, y) := {z ∈ N/ x z  y}
Proposition 5.15. Soit M un espace-temps. La topologie d’Alexandrov définie
par les relations de causalité de M , ≥ et <, coïncide avec la topologie de M si et
seulement si M vérifie le principe de causalité forte.
Cette proposition est un résultat classique dû à Kronheimer et Penrose et une
preuve peut être trouvée dans [35], Proposition 3.11, chapitre 3.
6 Espace-temps globalement hyperboliques
Définition 6.1. Un espace-temps M est globalement hyperbolique s’il vérifie le
principe de causalité forte et que pour tout point x et y de M tels que y ∈ J−(x),
l’intersection J+(y) ∩ J−(x) est compacte.
Ceci est la définition classique de l’hyperbolicité globale, voir par exemple
[33], [35], [42],[44]. Signalons cependant, comme complément d’information, que
dans un article récent, [8], Sanchez a prouvé que si, au lieu de demander que
l’espace-temps M vérifie le principe de causalité forte, on demande juste qu’il
vérifie le principe de causalité, la définition qu’on obtient est équivalente à celle
qu’on vient de donner. Comme dans notre travail cette observation ne joue aucun
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rôle, on se contente de donner la définition classique.
Une propriété fondamentale des espaces-temps globalement hyperboliques, et
qui nous sera utile par la suite, est le résultat suivant 1 :
Lemme 6.2 ( [35] pag. 78 (corollaire 3.32) et [42] pag. 405 (Proposition 8)).
Soit M un espace-temps globalement hyperbolique. Soient {pn}n∈N et {qn}n∈N deux
suites telles que pn → p et qn ≤ pn et soient γn des courbes causales passées de pn
à qn. Alors :
–S’il existe q 6= p tel que qn → q et q ≤ p, il existe une courbe limite causale
passée pour les γn, qui relie p à q.
–Si la suite {qn}n∈N n’admet pas de valeur d’adhérence, il existe alors une
courbe limite pour les γn qui est causale passée inextensible.
Une autre propriété fondamentale des espace-temps globalement hyperboliques
est :
Proposition 6.3 ([42] à pag. 412). Soit M un espace-temps globalement hyper-
bolique. Alors pour tout point p de M , J+(p) et J−(p) sont fermés.
Corollaire 6.4. Soit M un espace-temps globalement hyperbolique. Alors pour
tout point p de M , J+(p) est l’adhérence de I+(p), de même J−(p) est l’adhérence
de I−(p).
Démonstration. D’après le Corollaire 3.13 J−(p) est toujours contenu dans l’adhé-
rence de I−(p), et comme d’après la Proposition précédente, il est fermé on a le
résultat.
Remarque 6.5. D’après le Lemme 3.17 tout point d’un espace-temps admet une
base de voisinages ouverts globalement hyperboliques. Soit en effet φ : U → R1+n
la carte donné par le Lemme 3.17 et soient p+ ∈ I+U (p) et p
− ∈ I−U (p). On a
φ(J∓U (p
±)) est contenu dans J±(φ(p∓)), où J+ et J− sont le futur et passé causale
par rapport à la métrique de R1,n.
L’espace R1,n est un espace-temps globalement hyperbolique donc quitte à prendre
p+ et p− plus proches de p on obtient que J−(φ(p+)) ∩ J+(φ(p−)) est com-
pact et contenu dans φ(U). Alors φ(J−U (p
+) ∩ J+U (p
−)) est un fermé du compact
J−(φ(p+)) ∩ J+(φ(p−)), il est donc compact. Comme pour tout point p′ ≤ q′ de
J−U (p
+) ∩ J+U (p
−) l’ensemble J−U (q
′) ∩ J+U (p
′) est contenu dans J−U (p
+) ∩ J+U (p
−),
on obtient que J−U (p
+) ∩ J+U (p
−) est un voisinage globalement hyperbolique de p
dans M . Les ouverts I−U (p0) ∩ I
+
U (q0) avec p
− < q0 < p < p0 < p
+ sont alors une
base de voisinages ouverts globalement hyperboliques de p.
1. En fait, comme expliqué dans [44], la définition de courbe limite a été conçue de façon à
pouvoir disposer cette propriété pour les espace-temps globalement hyperbolique
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6.1 Développement de Cauchy d’un sous-ensemble achro-
nal
Définition 6.6. Soit A un sous-ensemble achronal de M . Le développement de
Cauchy futur (resp. passé) de A, noté D+(A) (resp. D−(A)), est l’ensemble des
points x de M dans le futur (resp. passé) strict de A tel que toute courbe causale
inextensible issue de x et orientée vers le passé (resp. futur) rencontre A.
L’union de A, de D+(A) et de D−(A), est appelé développement de Cauchy de A,
il est noté D(A).
Proposition 6.7 ([42] (page 421).). Soit A un sous-ensemble achronal de M .
Alors si int(D(A)) est non vide, il est globalement hyperbolique.
Proposition 6.8 ([42], pag. 423). Soit A un sous-ensemble achronal d’un espace-
temps M . Si p ∈ int(D(A) \ I−(A), alors J−(p) ∩D+(A) est compact.
Lemme 6.9. Soit A une sous-ensemble achronale edgeless d’un espace-temps M .
Alors si D+(A) = ∅ (D−(A) = ∅), pour tout point p ∈ A il existe une géodésique
lumière passée (future) c : [0,∞[→ M issue de p inextensible dans M telle que
c ∩ A est une géodésique lumière passé (future) contenue A qui n’a pas de point
limite passé (futur) dans A.
Démonstration. On montre que si D+(A) = ∅ alors pour tout point p ∈ A il existe
un rayon géodésique lumière passé issu de p contenu dans A.
Soit p un point de A et soit {pn}n∈N une suite de points dans I+(p) qui converge
vers p. Comme D+(A) = ∅, pour tout n dans N il existe une courbe causale
passée inextensible cn issue de pn qui ne rencontre pas A. Soit V un voisinage
ouvert globalement hyperbolique de p (cf. Remarque 6.5). Quitte à restreindre V
on peut supposer que V \A est l’union disjointe de deux ouverts V + = I+V (A∩V ) et
V − = I−V (A∩V ) (voir Remarque 4.12). Soit U un voisinage relativement compact
de p contenu dans V .
Comme les courbes cn sont inextensibles elles sortent de U . Pour tout n ∈ N soit
qn un point dans ∂U ∩ cn. Comme ∂U est compact, quitte à remplacer {qn}n∈N
par une sous-suite on peut supposer que {qn}n∈N converge vers un point q de ∂U ,
et, comme p ∈ int(U), on a q 6= p.
Comme U est globalement hyperbolique d’après le Lemme 6.2 il existe une courbe
causale passée entre p et q contenue dans V . Comme les cn sont contenues dans
V +, car elles ne rencontrent pas A, on obtient que q appartient à V +∪(A∩V ). Par
ailleurs, J−V (p) est contenu dans V
− ∪ (A ∩ V ), on obtient donc que q appartient
à A∩ V . D’après la Proposition 5.10, comme A est achronale, la courbe c est une
géodésique lumière contenue dans A.
On prolonge c en une géodésique lumière passé inextensible deM , c : [0,∞[→M .
D’après le Proposition 5.10 et comme A est achronal (et connexe) l’intersection
c∩A est connexe. Soit T = sup{t ∈]0,∞[: c([0, t]) ⊂ A}. On suppose par l’absurde
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qu’il existe un point limite passé q′ pour c ∩ A contenu dans A, alors q′ = c(T ).
Par le même raisonnement qu’avant il existe une géodésique lumière c′, contenue
dans A, entre q′ et un point q′′ de A. D’après la Proposition 5.10 et comme A est
achronal, c′ est contenue dans c. Donc il existe un t > T tel que c([0, t]) ∈ A, cela
contredit la définition de T .
Dans [42] page 420 il est montré le lemme suivant :
Lemme 6.10. Soit A un sous-ensemble achronal et p ∈ intD(A). Alors toute
courbe causale inextensible qui passe par p rencontre les deux ouverts I+(A) et
I−(A).
D’après ce résultat on peut montrer la réciproque du Lemme 6.9 quand A est
fermé :
Lemme 6.11. Soit A un fermé achronal edgeless d’un espace-temps M . On sup-
pose que pour tout point p ∈ A il existe une géodésique lumière passée (future)
c : [0,∞[→ M issue de p inextensible dans M telle que c ∩ A est une géodésique
lumière passé (future) contenue A qui n’a pas de point limite passé (futur) dans
A. Alors D+(A) = ∅ ( D−(A) = ∅).
Démonstration. Soit q un point dans I+(p) et soit γ une courbe causale passée
entre q et p. Comme A est fermé, la courbe causale c est inextensible dans M ,
donc la courbe γ∪c est une courbe causale inextensible issue de q qui ne rencontre
pas I−(A). D’après le Lemme 6.10 le point q ne peut pas appartenir à D+(A).
Comme le raisonnement peut être répété pour tout p dans A et q dans I+(p) on
obtient D+(A) = ∅.
Définition 6.12. Soit A une partie achronale edgeless d’un espace-temps M . On
note
∂+D(A) := ∂int(D(A)) ∩ I+(A)
∂−D(A) := ∂int(D(A)) ∩ I−(A)
Lemme 6.13. Soit A une partie achronale edgeless d’un espace-temps M . L’en-
semble ∂+D(A) (∂−D(A)) est un sous-ensemble achronal edgeless de M tel que
son développement de Cauchy futur (passé) est vide.
Démonstration. Soit p un point de D+(A)∪I−(A)∪A et soit c une courbe causale
passé inextensible issue de p. Comme c doit rencontrer A, on obtient que tout point
de c appartient à D+(A) ∪ I−(A) ∪ A, donc I−(p) ⊂ D+(A) ∪ I−(A) ∪ A pour
tout p, ce qui prouve que D+(A) ∪ I−(A) ∪ A est un ensemble passé.
L’ensemble ∂+D(A) est un ouvert de la frontière ∂(D+(A)∪ I−(A)∪A) car il est
égal à ∂(D+(A) ∪ I−(A) ∪ A) ∩ I+(A). D’après le Lemme 4.15 ∂+D(A) est un
sous-ensemble achronal edgeless de M .
Prouvons que le développement de Cauchy futur de ∂+D(A) est vide.
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Soit par l’absurde un point q du développement de Cauchy futur de ∂+D(A). Alors
tout point p dans I−(q)∩ I+(∂+D(A)) appartient à l’intérieur du développement
de Cauchy futur de ∂+D(A). En particulier toute courbe causale passé inextensible
c issue de p rencontre ∂+D(A).
Si c rentre dans D(A) par définition elle rencontre A. Comme par hypothèse p
n’appartient pas à D(A), car p ∈ I+(∂+D(A)), il existe au moins une courbe
causale inextensible passée γ : [0,∞[→M qui ne rencontre pas D(A).
Si ∂+D(A) ⊂ D(A) on a fini, car γ ne peut pas rencontrer ∂+D(A) ce qui contredit
l’hypothèse du départ. On suppose alors ∂+D(A) * D(A). Alors par hypothèse γ
rencontre ∂+D(A).
Soit T > 0 tel que γ(T ) ∈ ∂+D(A). Soit T1 := sup{t ≥ T : γ([T, t]) ⊂ ∂+D(A)}.
On suppose T1 6= ∞ et qu’il est un maximum, donc γ(T1) appartient à ∂+D(A).
Comme ∂+D(A) est un sous-ensemble achronal edgeless d’après la Remarque 6.5
il existe un voisinage ouvert U de γ(T1) tel que U \ ∂+D(A) est union disjointe
de deux ouvert U+ et U− l’un contenu dans I+(∂+D(A)) et l’autre contenu dans
I−(∂+D(A)). Quitte à prendre un voisinage U plus petit on peut supposer que
U− contenu dans D(A), car ∂+D(A) est un ouvert de ∂D(A). Pour t > T1, t−T1
suffisamment petit, γ(t) appartient à U−, et cela est absurde car on avait supposé
que γ ne rencontre pas D(A).
Donc ou T1 =∞ ou γ(T1) n’appartient pas à ∂+D(A). Comme p ∈ int(∂+D(A)),
dans les deux cas on contredit la Proposition 6.8 car γ([T, T1[) est un fermé non
compact contenu dans J−(p) ∩ ∂+D(A). Donc le lemme est prouvé.
Corollaire 6.14. Si A est fermé dans M le rayon α est une géodésique lumière
passée inextensible issue de p contenue dans ∂+D(A).
Démonstration. Le corollaire est une conséquence directe du Lemme 6.9 et du
Lemme 6.13.
Remarque 6.15. On regarde le cas des fermés achronaux de l’espace de Min-
kowski. D’après le Lemme 6.11 le développement de Cauchy des hyperplans lu-
mières de R1,n est vide. Soit A un fermé achronal edgeless de l’espace de Min-
kowski. D’après le Lemme 6.9 le développement de Cauchy de A est vide il est
feuilleté par des géodésiques lumières. En fait d’après la Proposition 1.5.8 et le
Lemme 1.5.9 de [5], où les fermés achronal edgeless de R1,n sont étudiés en détail,
on obtient que D(A) est vide si et seulement si A est un hyperplan lumière de
R1,n.
6.2 Hypersurfaces de Cauchy et Théorème de Geroch
Définition 6.16. Une hypersurface de Cauchy de M est un fermé achronal edge-
less Σ ⊂M tel que D(Σ) =M .
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Définition 6.17. Une fonction temps sur un espace-temps M est une application
continue t :M → R qui croît strictement le long de toute courbe causale future.
Une fonction-temps de Cauchy est une fonction-temps telle que sa restriction à
toute courbe causale inextensible est surjective.
Théorème 6.18. Les assertions suivantes sont équivalentes :
– 1) M est globalement hyperbolique
– 2) M admet une hypersurface de Cauchy
– 3) M admet une fonction-temps de Cauchy.
Démonstration. (Idée) L’implication 2) ⇒ 1) est conséquence de la Proposition
6.7. Comme l’existence d’une fonction temps de Cauchy implique que l’espace-
temps vérifie le principe de causalité forte et comme on voit facilement que les
hypersurfaces de niveau de la fonction-temps de Cauchy sont des hypersurfaces
de Cauchy, on a 3)⇒ 2).
La partie difficile du théorème est l’implication 1) ⇒ 3). Ce résultat, communé-
ment connu comme théorème de Geroch, est montré en détail dans [26] ou aussi
[19, pag. 1155]. On se limite ici à donner un schéma de la preuve. Sur M on
considère une mesure µ tel que µ(M) = 1, µ charge les ouverts, µ(∂I±(p)) = 0
pour tout point p de M plus une autre hypothèse technique sur la régularité de
µ impliquant que l’image d’un plongement localement Lipschitz est de mesure
nulle. Une telle mesure existe toujours sur une variété lorentzienne : il suffit de
prendre une mesure de probabilité absolument continue par rapport à la mesure
de Lebesgue. On définit alors des applications t+ : M → R et t− : M → R par
t±(p) := ∓µ(I±(p)). Il est intuitivement assez clair que t+ et t− croissent le long
de toute courbe causale future : en effet soient p et q deux points dans M tels que
p ≤ q et p 6= q, alors I−(p) ⊂ I−(q) et, d’après la Proposition 8.9, qu’on verra
dans la section suivante, l’hyperbolicité globale deM implique que cette inclusion
est stricte. Comme µ charge les ouverts, il suffit de montrer que I−(q) \ I−(p)
est d’intérieur non vide pour avoir que t− est croissant le long de toute courbe
causale. On admet ce fait, tout comme le fait que t+ et t− soient continues. Les
fonctions t+ et t− sont alors des fonctions temps. C’est à partir de ces fonctions
temps qu’on pourra construire deux fonctions temps de Cauchy T+ et T− et donc
prouver le théorème.
Remarque 6.19. Les fonctions temps de Cauchy T+ et T−, obtenues dans la
preuve du Théorème 6.18, sont seulement continues. Il s’avère qu’on peut montrer
mieux : tout espace-temps globalement hyperbolique admet une fonction temps de
Cauchy lisse (voir [10])
Soit t : M → R une fonction-temps de Cauchy lisse, alors son gradient ∇t
est un champ de vecteurs partout causaux. Soit φr∇t le flot associé, ses orbites
sont des courbes causales inextensibles. Maintenant si on fixe un niveau de t,
{t = a} =: S ⊂ M , on peut définir l’ application s : M → S qui à un point
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x ∈ M associe l’unique intersection s(x) de la courbe φr∇t(x) avec l’hypersurface
de Cauchy S. Le point x est alors de la forme φt(x)(s(x)), et l’application
M → S × R
x→ (s(x), t(x))
est un difféomorphisme.
Comme d’après le Théorème 6.18 et la Remarque 6.19 tout espace-temps globale-
ment hyperbolique admet une fonction-temps de Cauchy différentiable on obtient :
Corollaire 6.20. Tout espace-temps globalement hyperboliqueM est difféomorphe
a un produit S ×R de sorte que chaque S × {t} est une hypersurface de Cauchy,
et que la projection sur le facteur R est un temps de Cauchy.
Il n’est pas vrai en général qu’ un fermé achronal edgeless d’un espace-temps
globalement hyperbolique est une hypersurface de Cauchy. Par exemple le lieu
{x ∈ R1,n/‖x‖1,n = −1}, est un fermé achronal edgeless qui n’est pas intersecté
par les droites lumières passantes par l’origine de R1,n. Les deux résultats suivants
montrent que celà est vrai quand on rajoute certaines hypothèses.
Proposition 6.21. Soit S un fermé achronal edgeless compact d’un espace-temps
globalement hyperbolique M , alors S est une hypersurface de Cauchy de M .
Démonstration. Par hypothèse S est un fermé achronal edgeless. Pour vérifier
qu’il s’agit d’une hypersurface de Cauchy de M nous devons juste montrer que S
est intersecté par toute courbe causale de M .
On commence par montrer les égalités ∂I−(S) = ∂I+(S) = S. On suppose par
l’absurde qu’il existe un point p ∈ ∂I−(S) qui n’appartient pas à S. Soit {pn}
une suite dans I−(S) qui converge vers p. Par définition pour chaque n il existe
un point zn dans S tel que pn ∈ I−(zn). Comme S est compacte les zn ont une
valeur d’adhérence qu’on appelle z. En passant éventuellement à une sous-suite
on est alors sous les hypothèses du Lemme 6.2 : il existe une courbe causale
passée γ entre z et p. Comme p ∈ ∂I−(S) \ S la courbe γ doit être forçément
un morceau de géodésique lumière (voir Corollaire 5.11). Dans ce cas tout point
p′ 6= p appartenant à γ est dans ∂I−(S) \ S.
Soit maintenant une courbe de type temps c entre un point p′ de γ et un point
z′ ∈ I+(z). Comme S est edgeless, par définition, si p′ et z′ sont suffisamment
proches de z, la courbe c doit rencontrer S en un point q. D’après la Proposition
5.10 on a alors p ∈ I−(q), donc p ∈ I−(S), qui est absurde.
Le même raisonnement permet de montrer que ∂I+(S) = S, donc on obtient
M = I+(S) unionsq S unionsq I−(S).
Maintenant soit Σ une hypersurface de Cauchy entièrement contenue dans I+(S).
Une hypersurface de Cauchy de cette sorte existe car S est compacte : en fait si
τ : M → R est une fonction temps de Cauchy, on a que τ restreinte à S admet
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un maximum A, on pose alors Σ := τ−1(b) avec b > A.
Soit alors p un point dans I−(S) et soit α une courbe causale future inextensible
issue de p. La courbe α doit rencontrer Σ, donc, comme Σ est strictement contenue
dans I+(S), α doit sortir de l’ouvert I−(S) avant de rencontrer Σ et donc α
doit rencontrer la frontière de I+(S). On a montré que la frontière de I+(S) est
exactement S donc α rencontre S.
On vient de prouver que I−(S) est égal au développement de Cauchy passé de
S, l’ouvert D−(S). Un raisonnement analogue (en choisissant cette fois Σ dans
I−(S)) permet de prouver aussi que I+(S) = D+(S), ce qui achève la preuve de
la proposition.
Proposition 6.22. Un fermé acausal edgeless Σ de M est une hypersurface de
Cauchy si et seulement si il rencontre toute géodésique lumière inextensible de M .
Démonstration. Le résultat est prouvée dans [42], Corollaire 54, pag. 431.
6.3 Exemples
Développements de Cauchy de fermés achronaux
D’après la Proposition 6.7 un moyen rapide de produire des espace-temps
globalement hyperboliques est tout simplement de considérer le développement
de Cauchy d’un fermé achronal. Encore faut-il que ce développement ait la bonne
topologie !
Lemme 6.23. Le développement de Cauchy d’un ensemble acausal edgeless est
un ouvert.
Ce lemme est prouvé dans [42] page 425 dans le cas où le fermé acausal ed-
geless est une hypersurface de l’espace-temps, ce qui in fine est le cas général
d’après le Lemme 4.11. D’après [42] page 423 l’hypothèse "acausal" ne peut pas
être remplaçée par l’hypothèse plus faible "achronal".
Le lemme suivante découle directement d’après la Définition 6.1 :
Lemme 6.24. Tout ouvert causalement convexe d’un espace-temps globalement
hyperbolique est globalement hyperbolique.
Espaces de Sitter et de Anti de Sitter
L’intersection de dS1,n avec les hyperplans spatiaux de R1,n sont des hypersur-
faces de Cauchy. L’espace de Sitter est lui aussi globalement hyperbolique.
Par contre l’espace AdS1,n n’est pas causal donc n’a aucun espoir d’être globa-
lement hyperbolique. Même son revêtement universel A˜dS1,n, qui est fortement
causal, n’est pas globalement hyperbolique.
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L’hyperbolicité globale de l’espace de Sitter et la non globale hyperbolicité
de l’espace anti-de Sitter est plus facile à étudier si on considère leurs modèles
conformes, c’est-à-dire si on les plonge dans l’espace d’Einstein comme décrit
dans la section 2.7. On repousse donc cette étude à ce moment la.
Espace de Minkowski
On voit facilement, en utilisant la Définition 6.1 que l’espace de Minkowski
est globalement hyperbolique. Un exemple d’hypersurface de Cauchy pour R1,n
est l’hyperplan {x ∈ R1,n/x0 = 0}, et une fonction-temps de Cauchy est juste
(x0, x1, . . . , xn) 7→ x0.
Lemme 6.25. Toute hypersurface de Cauchy de R1,n est le graphe d’ une appli-
cation 1-Lipschitz de Rn à R.
La réciproque, à savoir que le graphe d’une application 1-Lipschitz de Rn dans
R soit une hypersurface de Cauchy pour R1,n, n’est pas toujours vrai. Par exemple
le développement de Cauchy du fermé achronal edgeless {(x, t) ∈ R1,n / − t2 +
‖x‖2 = −1} est le futur du point (0, 0) et non l’espace de Minkowski tout entier.
D’après le Lemme 6.23 le développement de Cauchy d’un fermé acausal edgeless
est un ouvert globalement hyperbolique de l’espace de Minkowski. Ces ouverts
ont été étudiés et classifiés dans [5] (pages 2-20). On expose ici brièvement ces
résultats de classification.
Définition 6.26. Un domaine de dépendance régulier futur (passé) est un ouvert
de R1,n qui peut être écrit comme l’intérieur de l’ intersection du futur (passé)
strict d’au moins deux hyperplans lumières non parallèles.
On arrive facilement à visualiser certains domaines de dépendance : par exemple,
l’intersection du futur de deux hyperplans lumières ; un autre exemple est l’inter-
section du futur de tous les hyperplans lumières passant par un point donné, i.e.
le futur de ce point. On voit que les domaines de dépendance réguliers sont tou-
jours globalement hyperboliques : en effet il est évident que le futur de tout point
dans un domaine de dépendance est contenu dans le domaine même et donc aussi
l’intersection de ce futur avec le passé de n’importe quel point ; de plus cette in-
tersection est compacte (car elle l’est déjà dans Minkowski) et donc tout domaine
de dépendance régulier est globalement hyperbolique.
Proposition 6.27. Soit M un ouvert globalement hyperbolique de l’espace de
Minkowski, développement de Cauchy d’ un fermé achronal edgeless. On est alors
dans une des situations suivantes :
1) M est un domaine de dépendance régulier
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2) M est le futur d’un hyperplan lumière
3) M est l’intersection entre le futur d’un hyperplan lumière et le passé d’un autre
hyperplan lumière parallèle au premier.
D’après le Corollaire 6.20, tout espace globalement hyperbolique a une hyper-
surface de Cauchy, et donc tout ouvert globalement hyperbolique de Minkowski
est un développement de Cauchy d’un ensemble achronal edgeless. Cependant,
l’ensemble achronal peut ne pas être fermé, et par suite il existe des ouverts glo-
balement hyperboliques de l’espace de Minkowski qui ne rentrent pas dans les cas
traité par la Proposition précédente.
L’exemple le plus simple d’ ouvert globalement hyperbolique de l’espace de Min-
kowski sans hypersurface de Cauchy fermée dans l’espace de Minkowski est l’
intersection I−(p) ∩ I+(q) (quand elle est non vide) entre deux points p et q de
l’espace de Minkowski.
7 Espace-temps statiques
Définition 7.1. On dit qu’un espace-temps globalement hyperbolique (M, g) est
statique lorsqu’il existe un champ de Killing partout de type temps X et une
hypersurface plongée complète Σ partout orthogonale à X.
On note φtX le flot du champ de vecteursX. Chaque orbite de φ
t
X est une courbe
temporelle inextensible est doit donc rencontrer Σ. On peut identifier l’espace des
orbites de φtX à l’hypersurface de Cauchy Σ. L’application (x, t) 7→ φ
t
X(x) est
alors un difféomorphisme entre Σ×R et M . Comme X est un champ de vecteurs
Killing la métrique Lorentzienne se décompose alors sous la forme :
g0(x)− a(x)dt2
où g0 est la métrique induite sur Σ et où l’application x ∈ Σ 7−→ a(x) ∈]0,+∞[
est définie par a(x) = −gx(Xx, Xx).
L’espace de Minkowski est un exemple d’espace-temps statique où Σ est un espace
Euclidien et a la fonction constante égale à 1 partout.
On va voir que les propriétés démontrées pour les ensembles achronaux et acausaux
de l’espace de Minkowski, en particulier la Proposition 4.6 et le Corollaire 4.9, se
généralisent à tout espace-temps statique.
Remarque 7.2. Les métriques g0(x)− a(x)dt2 et g0(x)/a(x)− dt2 sont obtenues
l’une de l’autre en multipliant par une fonction positive. On verra dans le chapitre
2 que celà implique que les deux espace-temps qu’on obtient ont la même structure
causale. En particulier les mêmes sous-ensembles achronaux et causaux, et les
courbes causales sont les mêmes en tant que lieu géométrique. On ne perd donc
aucune généralité en se restreignant au cas particulier où métrique s’écrit sous la
forme g − dt2, où g est une métrique riemannienne sur Σ.
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Proposition 7.3. Soit M un espace-temps statique s’identifiant à Σ×R avec la
métrique g − dt2. Alors toute partie achronale A de M est le graphe d’une appli-
cation f : U ⊂ Σ→ R qui est 1-Lipschitz pour la métrique g sur Σ. L’ensemble U
est un ouvert si et seulement si A est edgeless. De plus A est un fermé achronal
edgeless si et seulement si U = Σ.
Démonstration. Tout d’abord, on observe que pour tout point (x, t) et (x′, t′) de
Σ×R, on a (x, t) ≤ (x′, t′) si et seulement si t′−t majore la distance d0(x, x′) pour
la métrique g (la preuve est similaire à celle faite pour l’espace de Minkowski, cf
Lemma 3.14)
Les courbes t 7−→ (x, t), avec x fixé sur Σ, sont des courbes de type temps de M .
Elles rencontrent donc chacune une seule fois le sous-ensemble A et l’hypersurface
de Cauchy Σ × {0}. Ceci revient à dire que la restriction à A de la projection
s : M → Σ qui à (x, t) associe x est injective. On note U son image dans Σ.
L’application f := (s|A)−1 : U → M est alors bien définie et il est clair que son
graphe est le sous-ensemble A.
Soient x1 et x2 deux points de U . Comme A est achronal (x2, f(x2)) n’appartient ni
à I+(x1, f(x1)) ni à I−(x1, f(x1)) : il découle alors de notre remarque préliminaire
que f est 1-Lipschitz.
Le fait que A est edgeless si et seulement si U est ouvert provient directement
de la définition de f . Comme s est 1-Lipschitz, A est fermé si et seulement si
son image U est fermée elle aussi. Donc, par connexité de Σ, si A est un fermé
achronal edgeless alors U = Σ. Inversement, si U = Σ, comme f est continue, le
graphe de f est fermé, et il est aussi edgeless car U est aussi ouvert. On obtient
alors bien que A est un fermé achronal edgeless si et seulement si U = Σ, et la
proposition est prouvée.
Corollaire 7.4. SoitM un espace-temps statique s’identifiant à Σ×R et tel que S
est compacte. Alors les hypersurfaces de Cauchy deM sont exactement les graphes
d’applications 1-Lipschitz f : S → R.
Démonstration. Toute hypersurface de Cauchy est un fermé achronal edgeless,
la proposition précédente implique alors qu’il est le graphe d’une application 1-
Lipschitz de S dans R. Réciproquement si on se donne une application 1-Lipschitz
f : S → R, toujours d’après la Proposition précédente on a que son graphe G est
un fermé achronal edgeless. De plus G est compact, car f est continue et S est
compact. Donc d’après la Proposition 6.21 on a le résultat.
Une autre propriété intéressante des espace-temps statiques est la suivante :
Lemme 7.5. Soit M un espace-temps statique et A une hypersurface spatiale
complète immergée dansM . Alors A est le graphe d’une application 1-contractante
f : Σ→ R. En particulier A est acausale.
On remarque qu’à priori une hypersurface spatiale complète immergée dans
M est achronale seulement localement et non globalement.
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8 Espace-temps causalement continus
et distinguants
Le concept d’espace-temps causalement continu a été introduit par Hawking
et Sachs dans [32].
Définition 8.1. Soit une F application qui à chaque point p d’un espace-temps
M associe un ouvert F (p).
On dit que F est continue intérieurement en p si pour tout ensemble compact
K ⊂ F (p) il existe un voisinage U de p tel que K ⊂ F (q) pour tout q dans U .
On dit que F est continue extérieurement en p si pour tout ensemble compact
K ⊂ M \ F (p) il existe un voisinage U de p tel que K ⊂ M \ F (q) pour tout q
dans U .
Lemme 8.2. Soit M un espace-temps, alors l’application p ∈ M 7−→ I−(p) est
continue intérieurement.
Démonstration. Soit K ⊂ I−(p). La famille d’ouverts {I−(q) / q ∈ I−(p)} est un
recouvrement ouvert de I−(p) et donc de K. On extrait un sous-recouvrement fini
{I−(qi) / i = 1, . . . , m}, alors l’ensemble U := ∩mi=1I
+(qi) est un ouvert tel que le
passé strict de chacun de ses points contient K.
De la même façon on prouve que dans tout espace-temps M l’application
p ∈M 7−→ I+(p) est aussi continue intérieurement.
Définition 8.3. Un espace-temps est causalement continu si les applications p ∈
M 7−→ I−(p) et p ∈ M 7−→ I+(p) sont continues extérieurement.
Grâce au Lemme 3.14 il est facile de voir que l’espace de Minkowski est cau-
salement continu. La figure qui suit montre que R1,1 \ {(x, 0) / x ≥ 0} n’est pas
causalement continu : en effet x ∈M 7−→ I−(x) n’est pas extérieurement continue
en p.
46 8. ESPACE-TEMPS CAUSALEMENT CONTINUS
ET DISTINGUANTS
CHAPITRE 1. ESPACE-TEMPS
Proposition 8.4 ([32]). Un espace-temps causalement continu vérifie le principe
de causalité forte.
Théorème 8.5 ([32], page 292). Un espace-temps M est causalement continu si
et seulement si les deux applications t+ et t− (définies dans la preuve du théorème
6.18) sont des fonctions temps pour M .
Comme dans la preuve du Théorème 6.18 on montre que si M est globalement
hyperbolique alors t+ et t− sont des fonctions temps de Cauchy, on a le corollaire
suivant :
Corollaire 8.6. Un espace-temps globalement hyperbolique est causalement continu.
La propriété qui jouera un rôle central au chapitre 4 est la suivante :
Définition 8.7. Un espace-temps M est dit distinguant si les deux applications
p ∈M 7−→ J+(p) et p ∈M 7−→ J−(p) sont injectives.
Proposition 8.8. Tout espace-temps causalement continu est distinguant.
La proposition suivante est donc un corollaire immediat du Corollaire 8.6 :
Proposition 8.9. Tout espace-temps globalement hyperbolique est distinguant.
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Chapitre 2
Espace-temps conformément
plats
1 Causalité et applications conformes
Dans le premier chapitre on a défini la structure causale d’un espace-temps
comme étant une structure déterminée par la métrique lorentzienne de l’espace-
temps en question. Maintenant on se pose la question suivante : est-il possible que
deux métriques lorentziennes différentes, définies sur une même variété, définissent
la même structure causale ?
Définition 1.1. Soit g et h deux métriques sur une variété M . On dit que g et
h sont dans la même classe conforme s’il existe une application λ : M → R telle
que pour tout x in M , gx = eλ(x)hx.
Changer la métrique en une autre métrique dans la même classe conforme
revient donc à multiplier, en chaque espace tangent, la métrique d’ origine par
une constante positive. Le type causal des vecteurs n’est alors pas modifié. La
structure causale de l’espace-temps n’est donc pas modifiée si on change de mé-
trique dans la même classe conforme : une courbe causale, temps ou espace est
encore une courbe causale, temps ou espace, le passé et futur de tout point reste
inchangé, une hypersurface de Cauchy reste encore une hypersurface de Cauchy,
etc...
"Appartenir à la même classe conforme" est une relation d’équivalence sur l’espace
des métriques, de même signature, définies sur M . C’est pour cette raison qu’on
utilise la terminologie "classe" conforme.
On appellera espace-temps conforme ou simplement espace-temps, quand il n’y
pas d’ambiguïté, un espace-temps muni d’une classe conforme de métrique lo-
rentziennes. Dans ce contexte les difféomorphismes conformes jouent le rôle des
isométries : on ne fait pas la distinction, du point de vue causal, entre deux espace-
temps qui sont difféomorphes par un difféomorphisme conforme.
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Définition 1.2. Soient M et N variétés muni respectivement des métriques g et
g′. Un difféomorphisme local f :M → N est dit conforme si la métrique f ∗g′ est
dans la même classe conforme de g.
On a vu que deux métriques dans la même classe conforme définissent la même
structure causale. Par contre les géodésiques définies par ces deux métriques n’ont
en général aucune raison d’être les mêmes. celà dérive du fait que la connexion de
Levi-Civita n’est pas préservée par les changements conformes. Donc l’équation
qui définit les géodésiques n’est pas la même. La formule qui donne l’expression
explicite de la modification de la connexion de Levi-Civita lorsqu’ on change de
métrique dans la même classe conforme, peut être trouvé dans [35], chapitre 9.
Dans le même chapitre, Lemme 9.17, est montré le résultat suivant :
Lemme 1.3. Soit (M, g) un espace-temps et f : (M, g)→ (M, g) une application
conforme, alors f envoie géodésiques lumières sur géodésiques lumières (ici on
considère les géodésiques comme non paramétrées)
Ce résultat n’est pas si étonnant qu’il peut paraître au premier abord si on
considère les remarques suivantes : tout d’abord, cette propriété est locale , on
peut donc se ramener au cas où la variété est globalement hyperbolique et f un
difféomorphisme. Supposons pour simplifier que M soit un ouvert de l’espace de
Minkowski. Soit p un point deM , on note q = f(p). Soit α une géodésique lumière
qui passe par p, on veut prouver que f ◦α est une pré-géodésique lumière pour la
métrique g. On sait que les vecteurs tangents à la courbe f ◦ α sont tous de type
lumière. De plus, f préserve la structure causale de M , donc f(∂I±(p)) = ∂I±(q).
Alors f◦α est une courbe C1 de type lumière entièrement contenue dans ∂I±(q). Or
dans l’espace de Minkowski, on voit facilement que toute courbe causale contenue
dans le cône des vecteurs lumières est une pré-géodésique lumière, ce qui est donc
la nature, comme voulu, de f ◦ α.
Ce qui précède n’est bien sûr qu’une esquisse de preuve dans un cas très
particulier, mais elle donne une idée intuitive de la raison pour laquelle le résultat
est vrai. Pour une autre preuve du Lemme 1.3 , basée sur le fait que les géodésiques
lumières sont les solutions dans le niveau 0 d’un système hamiltonien, voir le
chapitre 1, page 14, de [24].
Remarque 1.4. Le fait que la structure causale d’un espace-temps est un inva-
riant conforme implique que toute propriété n’impliquant que la structure causale,
telle l’achronalité, la forte causalité, l’hyperbolicité globale, etc..., reste vraie si on
modifie la métrique en restant dans la même classe conforme.
Remarque 1.5. On a vu que si deux métriques lorentziennes g et g′, définies sur
une variété M , appartiennent à la même classe conforme alors elles définissent
sur M la même structure causale. Dans [34] S.W. Hawking, A.R. King et P.J.W.
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McCarthy montrent que si g et g′ définissent sur M la même structure d’espace-
temps et que cette structure est fortement causal, alors g et g′ appartiennent à la
même classe conforme.
D’après les résultats de la Section 3.1 le cœur de cette preuve est de montrer que,
étant donné un espace-temps M fortement causal, tout homéomorphisme F deM
qui préserve la structure causale est différentiable. Cela est le contenu du Corollaire
au Théorème 5 page 180 de [34]. La preuve du Théorème 6 de [34] en découle alors
facilement. On obtient donc que l’application identité de M , qui est bien sûr un
homéomorphisme de la structure causale, est une application conforme : donc g
et g′ sont conformément équivalentes.
1.1 Rigidité des applications conformes et théorème de
Liouville
Le théorème de Liouville est à l’origine un théorème de géométrie rieman-
nienne conforme, dont une preuve, dans le cas général des métriques pseudo-
riemanniennes conformes, a été donnée par C. Frances dans [24]. Ce théorème est
centrale dans l’étude des espace-temps conformément plats de dimension supé-
rieure ou égal à 3.
À la base du théorème de Liouville il y a un phénomène général : la rigidité des
applications conformes entre variétés pseudo-riemanniennes de dimension supé-
rieure ou égale à 3. Ce phénomène de rigidité est bien connu, voir par exemple
[36], [25] et [46].
Définition 1.6. Soit f : U ⊂ Rn → Rn, U ouvert, on appelle r-jet de f en un
point x ∈ U noté, jrxf , la troncature à l’ordre r de son développement de Taylor.
On veut généraliser la définition de r-jet aux difféomorphismes entre variétés.
Étant donné un difféomorphisme f : M → N entre deux variétés M et N , on
pourrait définir le r-jet de f en un point x ∈ M comme le développement de
Taylor jusqu’à l’ordre r dans une carte, mais cette définition dépendrait pas de la
carte choisie. Par contre on observe que le fait que deux applications f, h :M → N
aient le même r-jet dans une carte en un point x de M ne dépends pas de la carte
où on se place. On peut donc définir une relation sur groupe des difféomorphismes
deM vers N : deux applications f et h sont en relation si et seulement si elles ont
le même r-jet en x. Il est facile de vérifier qu’il s’agit d’une relation d’équivalence.
Définition 1.7. Soient f :M → N un difféomorphisme entre deux variété M et
N . Le r-jet de f en un point x de M est la classe d’équivalence de f par rapport
à la relation "avoir le même r-jet dans une carte". On le note jrxf .
On peut maintenant énoncer le résultat de rigidité locale des applications
conformes. Une preuve de ce résultat peut être trouvée dans [24], chapitre 2.
1. CAUSALITÉ ET APPLICATIONS CONFORMES 51
CHAPITRE 2. ESPACE-TEMPS CONFORMÉMENT PLATS
Théorème 1.8. Soient M et N deux variétés pseudo-riemanniennes connexes de
dimension supérieure ou égal à 3. Soient f et g deux applications conformes de
M dans N . Si f et g ont le même 2-jet en un point x de M alors coïncident sur
M .
Le théorème de Liouville est une application de ce résultat dans les cas confor-
mément plat. Quand la métrique est définie positive, le Théorème de Liouville
s’énonce comme suit
Théorème 1.9. (Liouville) Pour n ≥ 3, toute application conforme entre deux
ouverts de Rn est la restriction d’un unique élément de O+(1, n).
Le groupe O+(1, n) est le groupe des isométries de R1,n qui préservent l’orienta-
tion chronologique, mais les éléments de O+(1, n) sont aussi des difféomorphismes
conformes de Sn. Le Théorème 1.9 implique que O+(1, n) est exactement le groupe
des difféomorphismes conformes de Sn, autrement dit le groupe des transforma-
tions de Möbius.
La preuve du Théorème 1.9 est basée sur le Théorème 1.8 dans le cas où la mé-
trique est définie positive. Il s’en suit que le Théorème de Liouville peut être
reformulé dans le contexte plus général de la signature (k, h) avec K 6= 0. Les
détails et la démonstration du Théorème de Liouville dans le cas général des qua-
driques standards pseudo-riemanniennes peuvent être trouvés dans [24], chapitre
2.
Le cas qui nous intéresse est celui de signature (1, n). On énoncera donc que la ver-
sion lorentzienne du théorème de Liouville, Théorème 2.5, où le rôle de la sphère
riemannienne Sn est pris par son correspondant lorentzien : l’espace d’Einstein.
On va donc d’abord définir l’espace d’Einstein.
2 L’espace d’Einstein
Dans cette section on va étudier la géométrie et la causalité de l’espace-temps
d’Einstein ainsi que celles de sont revêtement universel. L’étude de cet espace-
temps est central pour comprendre les espace-temps conformément plats : il joue
le rôle de la sphère conforme pour le géométrie riemannienne. La version lorent-
zienne du théorème de Liouville implique en fait que tout espace-temps confor-
mément plat de dimension supérieur ou égale à trois est localement modelé sur
l’espace d’Einstein, exactement de la même façon que le fait que toute variété
conformément plate riemannienne de dimension au moins 3 est localement mode-
lée sur la sphère conforme.
Continuons les analogies entre géométrie riemannienne et lorentzienne. Rappelons
que la sphère conforme Sn s’identifie au bord conforme de l’espace hyperbolique
Hn+1, qui est l’espace modèle riemannien à courbure constante −1. De plus toute
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isométrie de Hn+1 se prolonge en un difféomorphisme conforme de Sn et, récipro-
quement, tout difféomorphisme conforme de Sn est le prolongement au bord d’un
unique isométrie de Hn+1. La situation en géométrie lorentzienne est tout à fait
similaire. On verra en fait que l’espace d’Einstein de dimension n+1, Ein1,n, peut
être défini comme étant le bord conforme de l’espace-temps modèle à courbure
constante négative de dimension n + 2, à savoir l’espace-temps AdS1,n+1. Encore
une fois toute isométrie de AdS1,n+1 se prolonge en un unique difféomorphisme
conforme de son bord, Ein1,n, et de même tout difféomorphisme conforme de
Ein1,n provient d’une unique isométrie de AdS1,n+1.
Les projections stéréographiques permettent de voir que l’espace hyperbolique Hn
est conformément équivalent à une hémisphère de la sphère Sn, et que la sphère
Sn privée d’un point est conformément équivalente à l’espace euclidien En. Donc
les trois espaces riemanniens à courbure constante s’identifient conformément à
des ouverts de Sn. Cette situation admet une version lorentzienne : on verra que
les trois espace-temps modèles à courbure constante, R1,n, dS1,n et AdS1,n, s’iden-
tifient conformément à des ouverts de l’espace Ein1,n.
2.1 Le modèle projectif de l’espace dS1,n et la sphère conforme
Sn
Il est bien connue que le bord à l’infini de l’espace hyperbolique Hn+1 s’identifie
à la sphère riemannienne conforme Sn. Une façon du voir est de considerer le
modèle de Klein de l’espace hyperbolique, noté Dn+1, qui est défini en projetant
sur PRn+2 le cône des vecteurs de type temps de R1,n+1. Le bord de l’ouvert
Dn+1 ansi obtenu est la projection du cône des vecteurs lumières. Ce bord est
naturellement muni d’une structure conforme qui permet de l’identifier à la sphère
conforme Sn.
On va décrire ici une construction similaire qui fait rentrer en jeu, à la place
du modèle projectif de l’espace hyperbolique, le modèle projectif de l’espace de
Sitter. Contrairement à ce qu’on fait pour définir Dn+1, dans la définition du
modèle projectif de l’espace de Sitter est plus utile de considérer un revêtement
double de PR1,n, la sphère des directions. La sphère des directions de l’espace
vectoriel Rn+2 est définie comme suit :
S(Rn+2) := (Rn+2 r {0})/x ∼ eλx, λ ∈ R (2.1)
Soit pi : Rn+2 r {0} → S(Rn+2) la projection canonique au quotient. On
rappelle (voir section 2.2) que l’espace dS1,n est défini comme le lieu des des
vecteurs de Rn+2 où la forme quadratique Q1,n+1 vaut 1, muni de la métrique
induite. Il est alors clair que pi rétreinte à dS1,n est injective, et que son image est
un ouvert.
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Définition 2.1. L’image de l’espace dS1,n par pi est le modèle projectif de l’espace
de Sitter de dimension n + 1, on le note DS1,n.
La frontière de l’ouvert DS1,n est composée de deux composantes connexes,
qui sont les images par pi des deux composantes connexes de C, les fermés pi(C+)
et pi(C−). Ces fermés sont aussi les bords dans S(Rn+2) des deux copie du modèle
projectif de l’espace hyperbolique, respectivement Dn+1+ et D
1,n+1
− , qui sont les
images par pi des deux composantes connexes du cône des vecteurs de type temps
de R1,n+1.
Suivant un procédé similaire à celui utilisé pour le bord du modèle projectif de
l’espace hyperbolique, on peut voir que la forme quadratique ambiante de R1,n+1
définit naturellement une structure conforme riemannienne sur les fermés p(C+)
et pi(C−). Avec cette structure pi(C+) et pi(C−) s’identifient naturellement à deux
copies de la sphère conforme : on les note respectivement Sn+ et S
n
−.
L’action du groupe O0(1, n + 1) sur R1,n+1 passe au quotient en une action sur
S(Rn+2). Cette action préserve DS1,n ainsi que sa sa frontière. Sur DS1,n et sur les
deux copies de Dn+1, c’est une action par isométries, et sur les deux sphères Sn+
et Sn− c’est une action conforme. Comme on sait par ailleurs que Conf
+(Sn) =
O0(1, n+1) = Isom(DS1,n), la situation est la suivante : toute isométrie de DS1,n
se prolonge en un difféomorphisme conforme de son bord et réciproquement tout
difféomorphisme conforme du bord provient d’une isométrie de DS1,n. Donc on
obtient
O0(1, n+ 1) = Isom(dS1,n+1) = Isom(Hn+1) = Conf+(Sn).
Pour certains aspects, par exemple pour l’étude des géodésiques, la structure cau-
sale de dS1,n est plus facile à décrire dans le modèle projectif.
Structure causale de DS1,n
L’intérêt de considérer le modèle de Klein est, entre autre, lié au fait qu’on a
une très simple description de ses géodésiques : elles sont les composantes connexes
des intersections de DS1,n avec les droites projectives de S(R1,n+1). Les droites
projectives sont les images par pi des sous espaces de dimension 2 de R1,n+1. Le
type causal d’une géodésique de DS1,n est alors déterminé par la signature de
Q1,n+1 sur le plan dont l’image par pi détermine la géodésique.
Soit r une droite projective de S(R1,n+1), r = pi(P ), où P est un plan par l’origine
de R1,n+1, alors on a les trois cas :
– Q1,n+1 est définie positive sur P si et seulement si la droite r ne rencontre
pas les sphères Sn± : dans ce cas r est de type espace et elle est entièrement
contenue dans DS1,n.
– P est tangent au cône C, donc Q1,n+1 est dégénérée sur P , si et seulement
si la droite r est tangente aux sphère Sn± : dans ce cas r intersecte DS1,n en
deux composantes connexes qui sont deux géodésiques lumières de DS1,n.
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– La signature de Q1,n+1 restreinte à P est lorentzienne si et seulement si la
droite r intersecte transversalement les sphères Sn± : dans ce cas r ∩DS1,n a
deux composantes connexes qui sont deux géodésiques de type temps.
On remarque que dans le troisième cas la partie de r hors de DS1,n est l’union
de deux géodésiques dans les espaces hyperboliques Hn+1− et H
n+1
− .
Le futur causal d’un point p de DS1,n est l’union de tous les segments de droite
projective contenus dans DS1,n qui vont de p à un point de Sn+. Le futur strict
I+(p) est l’intérieur de ce domaine, en d’autres termes il est l’union des morceaux
de droites projectives qui passent pas p et qui intersectent Sn+ transversalement.
Si on regarde l’ensemble B+(p) des points de Sn+ connectés à p par une droite
projective, on se rend compte qu’il s’agit d’une boule fermée de Sn+. Deux points
de dS1,n distincts définissent deux boules B(p) et B(p′) distinctes. De plus si on
se donne une boule B dans Sn+ et considère les droites projectives tangentes à S
n
+
en les points du bord de B, on voit que ces droites s’intersectent toutes en deux
points p et q de DS1,n. Ces deux points sont tels que, si vp et vq sont les points
de dS1,n qui se projettent sur p et q par pi, alors vp = −vq. On alors qu’ un de ces
deux points, par exemple p, est tel que B(p) = B et l’autre est tel que B(q) est
l’adhérence du complémentaire de B dans Sn+.
De tout cet raisonnement on en déduit que l’espace DS1,n est en bijection avec
l’espace des boules de Sn+, et, par un raisonnement analogue (en utilisant J
−(p)
en lieu de J+(p)), avec les boules de Sn−. On verra au chapitre 3.2 l’importance de
cette observation quand on étudiera la maximalité des espace-temps localement
modelée sur dS1,n.
2. L’ESPACE D’EINSTEIN 55
CHAPITRE 2. ESPACE-TEMPS CONFORMÉMENT PLATS
2.2 L’espace Ein1,n comme bord conforme de l’espace AdS1,n
Dans le but de définir l’espace d’Einstein et d’en étudier les propriétés, on va
étudier en détail l’analogue lorentzien de la construction évoquée dans la section
précédente pour la sphère conforme. Cette fois le rôle de Hn+1 est pris par l’espace
AdS1,n.
On considère l’espace R2,n+1 : c’est-à-dire l’espace vectoriel Rn+3 muni de la forme
quadratique Q2,n(x, x) = −v2 − w2 + x21 + · · ·+ x
2
n, où x = (v, w, x1, . . . , xn). On
définit la sphère des directions comme
S(R2,n+1) := (R2,n+1 r {0})/x ∼ eλx, λ ∈ R
avec la projection canonique au quotient pi : R2,n+1r{0} → S(R2,n+1). Rappelons
que AdS1,n est l’espace des vecteurs de R2,n+1 où la forme quadratique vaut −1.
La restriction de pi à AdS1,n est injective. Son image est un ouvert de S(R2,n+1),
noté ADS1,n.
La frontière de ADS1,n dans S(R2,n+1) est l’image par pi du cône C des vecteurs
où la forme quadratique Q2,n s’annule. Le fait que maintenant la signature de la
forme quadratique est (2, n) implique que le cône C est connexe dans R2,n+1 et
son image pi(C) est donc elle aussi connexe. Comme dans le cas riemannien, il
n’y a pas de métrique lorentzienne sur pi(C) = ∂ADS1,n naturellement induite par
la métrique ambiente. Ce qui s’avère être bien défini est une classe conforme de
métriques lorentziennes.
Lemme 2.2. La forme quadratique Q2,n induit naturellement une structure lo-
rentzienne conforme sur ∂ADS1,n.
Démonstration. On introduit la notation [x] = pi(x) pour les points de S(R2,n).
Soit φ une section locale (différentiable) de pi définie sur un voisinage U ⊂ pi(C)
d’un point [x] de pi(C), φ : U → R2,n+1 \ {0}. Pour tout vecteur ζ ∈ T[x]pi(C) on
définit
gφ[x](ζ, ζ) = Q2,n(d[x]φ(ζ), d[x]φ(ζ)).
Comme φ est une section d[x]φ(T[x]pi(C)) est un sous-espace vectoriel de Tφ([x])C
de codimension 1 transverse au sous-espace engendré par le rayon x. La forme
Q2,n+1 restreinte à d[x]φ(T[x]pi(C)) est de signature (1, n). Donc la métrique gφ
qu’on vient de définir sur l’ouvert U est une métrique lorentzienne.
Considérons maintenant une autre section ψ : U → R2,n+1 \ {0}. Il existe une
fonction λ : pi(C) → R+ telle que ψ([x]) = λ([x])φ([x]) pour tout [x] dans pi(C).
Comme d[x]ψ = λ([x])d[x]φ+ (d[x]λ)φ([x]) et que φ([x]) est un vecteur lumière on
obtient : gψ = λ2gφ.
Les métriques gφ ainsi définies dépendent bien du choix de la section φ, mais pas
leur classe conforme : le lemme est démontré.
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Définition 2.3. Le fermé ∂ADS1,n de S(R2,n+1) muni de la structure conforme
lorentzienne induite par la métrique ambiente est l’espace d’Einstein de dimension
1 + n, noté Ein1,n.
Proposition 2.4. L’espace Ein1,n est conformément équivalent à l’espace-temps
(Sn × S1, dσ2 − dθ2) où dσ2 et dθ2 sont les métriques canoniques respectivement
sur Sn et S1.
Démonstration. Soit S = {x ∈ Rn+2/ + v2 + w2 + x21 + · · · + x
2
n = 2} la sphère
de rayon 2 pour la métrique euclidienne. Comme chaque demi-droite de Rn+2
intersecte S en un unique point, la restriction de pi à S est un homéomorphisme
entre S et S(Rn+2). Donc l’application pi, restreinte à C ∩S, où C est le cône des
vecteurs où Q2,n+1 s’annule, est un homéomorphisme sur l’image. Son inverse φ0
est une section globale de pi|C . Un calcul élémentaire montre que C ∩S est le lieu
des points où v2+w2 = 1 = x21+ · · ·+x
2
n, et donc difféomorphe à S
n×S1. De plus,
la métrique induite sur cette intersection par la métrique ambiente correspond à
la métrique dσ2−dθ2. La métrique φ∗0(dσ
2−dt2) est par définition la métrique gφ0
telle que définie dans la preuve du Lemme 2.2. La proposition est démontrée.
Grâce à l’identification donnée D’après la Proposition précédente, il est facile
de voir que Ein1,n est orientable et temporellement orientable, car ces propriétés
sont évidentes sur (Sn×S1, dσ2−dθ2). On choisit l’orientation chronologique don-
née par le champs de vecteurs de type temps ∂θ. L’espace Ein1,n est alors bien un
espace-temps conforme. Il n’est pas simplement connexe : sont revêtement univer-
sel s’identifiant à (Sn × R, [dσ2 − dt2]).
2.3 Groupe conforme de Ein1,n et théorème de Liouville
lorentzien
On va donner une description du groupe Conf(Ein1,n). Pour faire celà la
version lorentzienne du théorème de Liouville est central
Théorème 2.5. (Liouville) Pour n ≥ 2, toute application conforme entre deux
ouverts de Ein1,n est la restriction d’un unique élément de O(2, n+ 1).
Le théorème de Liouville dans sa version lorentzienne implique donc qu’on a
l’inclision Conf(Ein1,n) ⊂ O(2, n + 1). Or à partir de la définition de l’espace
Ein1,n est simple de voir qu’on a aussi l’inclusion réciproque, c’est-à-dire que
les éléments de O(2, n+ 1) induisent des difféomorphismes conformes de l’espace
Ein1,n.
Lemme 2.6. Le groupe O(2, n+ 1) agit conformément sur Ein1,n et cette action
est fidèle.
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Démonstration. Pour tout élément γ ∈ O(2, n + 1) et [x] dans Ein1,n, on peut
définir naturellement son action sur Ein1,n par γ.[x] = [γ.x] . Dans la démonstra-
tion du Lemme 2.2, on a vu que chaque section locale φ : U ⊂ Ein1,n → R2,n+1
induit une métrique lorentzienne gφ appartenant à la classe conforme définie sur
Ein1,n.
Soit φ0 : Ein1,n → R2,n la section globale définie dans la démonstration de la
Proposition 2.4 et soit γ un élément de O(2, n+ 1). Il est clair que γ ◦ φ0 est une
autre section globale de Ein1,n. D’après ce qu’on a vu dans la preuve du Lemme
2.2, ces deux sections vont définir deux métriques conformément équivalentes sur
pi(C). Or le tiré en arrière par l’action de γ de la métrique définie par la section
φ0 coïncide, par définition, avec la métrique définie par la section γ ◦ φ0. Donc on
a prouvé que O(2, n+ 1) agit conformément sur Ein1,n.
Il se trouve que la composante neutre, O0(2, n+1), du groupe d’isométries de
R2,n+1 est formée des isométries qui préservent à la fois l’orientation de R2,n et
celle des plans où Q2,n est définie négative. Si on regarde la caractérisation de Ein
donné d’après la Proposition 2.4 et sa preuve, on voit que l’orientation chronolo-
gique de Ein1,n choisie est celle donnée par l’orientation du plan engendré par les
premiers deux vecteurs de la base canonique de R2,n+1, les vecteurs (1, 0, . . . , 0)
et (0, 1, 0, . . . , 0). Or γ ∈ O(2, n + 1) préserve l’orientation d’un plan de type
temps si et seulement si γ préserve l’orientation de tout plan de type temps de
R2,n+1. On obtient alors que la condition nécessaire et suffisante à que γ préserve
l’orientation et l’orientation chronologique de Ein1,n est son appartenance à la
composante neutre O0(2n, n+ 1).
En résumé on a la proposition suivante :
Proposition 2.7. Conf(Ein1,n) s’identifie au groupe O(2, n + 1). Sa compo-
sante neutre O0(2, n+1) est formée des éléments de Conf(Ein1,n) qui préservent
l’orientation et l’orientation chronologique de Ein1,n.
2.4 Structures causales de Ein1,n et E˜in1,n
Puisque Ein1,n est compact (voir Proposition 5.3), il n’est pas chronologique.
En fait on va voir que le futur et le passé de tout point est l’espace d’Einstein
entier. Par contre son revêtement universel, E˜in1,n, vérifie le principe de causalité
forte et il est même globalement hyperbolique. C’est pour cette raison que, dans
la suite, on utilisera plus souvent le revêtement universel de Ein1,n, appelé aussi
espace d’Einstein universel, que l’espace d’Einstein lui-même.
D’après la Proposition 2.4, l’espace Ein1,n s’identifie à (Sn × S1, [dσ2 − dθ2]), son
revêtement universel E˜in1,n, muni du relevé de la structure conforme de Ein1,n,
s’identifie donc à l’espace-temps (Sn × R, [dσ2 − dt2]), où dt2 est la métrique ca-
nonique sur R. On note pr : E˜in1,n → Ein1,n l’application de revêtement.
Le groupe fondamental de Ein1,n est isomorphe à Z : il s’agit du groupe engendré
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par l’application δ : E˜in1,n → E˜in1,n qui à (x, t) associe (x, t+ 2pi). L’application
δ est une isométrie de la métrique dσ2 − dt2, donc en particulier elle préserve la
structure conforme de E˜in1,n. L’espace Ein1,n est donc le quotient de E˜in1,n par
le sous-groupe de Conf(E˜in1,n) engendré par cette application.
L’application d’antipodie de R2,n+1, x ∈ R2,n+1 7−→ −x, passe au quotient en une
application σ : Ein1,n → Ein1,n, donnée par σ([x]) = [−x]. Dans la décomposi-
tion Sn × S1, σ s’écrit comme le produit des deux applications d’antipodie sur Sn
et S1. Il s’en suit que son relevé au revêtement universel E˜in1,n est l’application
σ : E˜in1,n → E˜in1,n qui envoie (x, t) ∈ Sn × R sur le point (−x, t + pi). On re-
marque que σ2 = δ.
Définition 2.8. Si deux points de E˜in1,n sont l’image l’un de l’autre par l’appli-
cation σ on dit qu’ils sont conjugués.
Les courbes causales de l’espace d’Einstein admettent une description similaire
à celles de l’espace de Minkowski :
Proposition 2.9. Toute courbe causale c de Ein1,n admet un paramétrage de la
forme c(t) = (x(t), eit), où x(t) est une application 1-Lipschitz d’un intervalle de
R dans Sn. L’application x(t) est 1-contractante si et seulement si c est de type
temps.
Démonstration. Soit s ∈ I 7−→ c(s) = (w(s), p(s)) une courbe causale dans
Ein1,n, ou I est un intervalle dans R. La preuve est similaire à celle de la Propo-
sition 3.16. On suppose au départ c est C1 par morceaux. Le fait que c est une
courbe causale implique que le vecteur tangent en chaque point à c n’est jamais
nul (et aussi qu’aux points où le vecteur tangent à gauche et à droite ne coïncident
pas, les deux ne sont jamais nuls) il vérifie :
‖w′(s)‖2 ≤ |p′(s)|2 (2.2)
On obtient que le vecteur p′(s), tangent à S1, ne s’annule jamais, donc s 7−→ p(s)
est une application à valeurs dans S1 du type p(s) = eiφ(s) où s 7−→ φ(s) est une
application monotone de l’intervalle I de R dans R. Sans perte de généralité on la
suppose croissante, ce qui revient à supposer que la courbe est une courbe causale
future. On peut alors modifier le paramètre s en un paramètre t dans lequel la
courbe s’écrit sous la forme c(t) = (x(t), eit), pour t dans un intervalle J de R. On
a donc l’inégalité ‖x′(t)‖2 ≤ 1 , et en intégrant cette inégalité entre deux points t
et t′ de J , on obtient :
d0(x(t), x(t′)) ≤ |t− t′| (2.3)
où d0 est la distance sur Sn pour la métrique canonique. Donc l’application t ∈
I 7−→ x(t) est 1-Lipschitz.
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Maintenant soit s ∈ I 7−→ c(s) = (w(s), p(s)) une courbe causale topologique. La
définition 3.15 implique que pour tout s et s′ assez proches, il existe une courbe
causale C1 par morceaux entre c(s) et c(s′). Vu ce qu’on vient de prouver à
propos des courbes C1 par morceaux, on obtient encore une fois que l’application
s 7−→ p(s) est du du type p(s) = eiφ(s) où s 7−→ φ(s) est une application monotone.
Donc on peut modifier le paramètre de la courbe c de façon que c(t) = (x(t), eit),
pour t dans un intervalle J de R. Comme entre tout point c(t) et c(t′) de c il y
a une courbe causale C1 par morceaux, par ce qu’on a prouvé avant on obtient
que l’application t 7−→ x(t) est 1-Lipschitz : le résultat est alors prouvé pour les
courbes causales topologiques.
Maintenant on remarque que c est de type temps si et seulement si l’inégalité (2.2)
est stricte. De plus l’inégalité (2.2) est stricte si et seulement si l’inégalité (2.3)
est stricte. Donc la proposition est prouvée.
Corollaire 2.10. L’espace Ein1,n est totalement vicieux, c’est-à-dire le passé et
le futur strict de tout point est l’espace tout entier.
Démonstration. Soient p1 = (x1, θ1) et p2 = (x′2, θ2) deux points de Ein1,n. On
choisit t1 et t2 de façon que eit1 = θ1, eit2 = θ2 et |t1 − t2| > d(x1, x2). On définit
la courbe t ∈ [t1, t2] 7−→ (x(At), eit), où t 7−→ x(t) est la géodésique de Sn entre
x1 et x2 paramétrée par sa longueur d’arc et telle que x(t1) = x1 et x(t2) = x2,
et A := d(x1, x2)/|t1 − t2|. Cette courbe est une courbe de type temps entre p1 et
p2.
Ce corollaire montre que la causalité dans Ein1,n n’est pas très intéressante,
mais on peut quand même dire quelque chose sur ses géodésiques lumières. En
fait d’ après le Lemme 1.3 les image des géodésiques lumières sont préservées
par les changements conformes de métrique, donc, au paramétrage près, on peut
parler à juste titre de géodésiques lumières de Ein et de E˜in1,n. Leur étude est
déterminante pour comprendre la causalité dans E˜in1,n.
Corollaire 2.11. Toute géodésique lumière c de l’espace-temps Ein1,n admet un
paramétrage c(t) = (γ(t), e2piit) où γ(t) est une géodésique de Sn paramétrée par
sa longueur d’arc.
Démonstration. Pour fixer les idées on suppose que c est une géodésique future.
Si on regarde la preuve de la Proposition 2.9 on voit que le fait que c est une
courbe lumière implique que l’inégalité (2.2) est en fait une égalité. On obtient
que c admet un paramétrage t ∈ R 7−→ c(t) = (γ(t), eit), où γ(t) est paramétrée
par sa longueur d’arc.
On fixe un point p de c, sans perte de généralité on peut supposer p = c(0). Soit
U une carte exponentielle (pour la métrique dσ2 − dt2 sur Sn × S1) centrée en
p. On choisi U de façon à s’identifier à l’ouvert V×] − ε, ε[, où V est un ouvert
géodésiquement convexe de Sn et ε ≤ pi ; dans ce choix le point p est identifié
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à (γ(0), 0) ∈ V×] − ε, ε[. Ce choix de U est possible car les ouverts de la forme
V×]− ε, ε[ pour ε assez petit, forment une base de voisinages en p.
De plus la Proposition 2.9 implique que le futur strict de p relatif à U est l’ouvert
I+U (p) = {(x, t) ∈ V×]− ε, ε[ / d(x, γ(0)) < t}.
La frontière de I+U (p) est composée des points (x, t) de V×] − ε, ε[ tels que
d(x, γ(0)) = t.
Soit maintenant q un point de c dans le futur causal de p et assez proche de p,
c’est-à-dire q ∈ U . On obtient q = (γ(t), t) pour un certain t dans ]0, ε[. Comme c
est une géodésique lumière, le Lemme de Gauss lorentzien (Lemme 3.10) implique
que q appartient au bord de I+U (p) et donc que d(γ(t), γ(0)) = t.
Le raisonnement qu’on vient d’exposer ne dépend pas du point q de γ ∩U choisi,
de plus on peut répéter le procédé au voisinage de tout point p de γ, donc γ est
une géodésique de Sn et le Corollaire est prouvé.
Le corollaire précédent donne une description des géodésiques lumière de Ein1,n
lorsqu’on l’identifie au produit (Sn × S1, [dσ2 − dt2]). Il y a aussi une façon plus
intrinsèque de voir les géodésiques lumières, en les reliant directement à la défini-
tion de Ein1,n en tant que projection dans la sphère des rayons S(R2,n+1) du cône
des vecteurs isotropes de R2,n+1.
Lemme 2.12. Les géodésiques lumières de Ein1,n sont l’image par pi des plans
isotropes de R2,n.
Démonstration. Soit c une géodésique lumière de Ein. Soit (eu, ev, e1, . . . , en+1)
une base orthonormée de R2,n+1. On considère la décomposition Ein1,n ' Sn×S1,
donnée par l’intersection de la sphère S := {u2 + v2 + x21 + · · · + x
2
n+1 = 2}
avec le cône des vecteurs isotropes C de R2,n+1 (voir preuve de la Proposition
2.4). L’espace Ein1,n est donc identifié au lieu des points de R2,n+1 qui vérifient
u2 + v2 = 1 = x21 + · · ·+ x
2
n+1, muni de la classe conforme de la métrique induite.
Si on décompose l’espace vectoriel R2,n+1 en la somme directe Rn+1⊕R2, suivant
la base {ei}, la sphère Sn s’identifie à la sphère unitaire de Rn+1 et S1 à la sphère
unitaire de R2.
D’ après le Corollaire 2.11 la courbe c s’écrit comme c(t) = (x(t), eit) dans cette
décomposition. La courbe x(t) est une géodésique de la sphère Sn, elle est donc
la paramétrisation par longueur d’arc de l’intersection entre Sn et un plan P0 du
sous-espace vectoriel isomorphe Rn+1 engendré par e1, . . . , en+1. En faisant agir un
élément de O(n+ 1) ⊂ O(2, n+ 1) on peut supposer que P0 est le plan engendré
par e1 et e2. Dans ce cas x(t) = cos(t)e1 + sin(t)e2.
Soit P le plan isotrope engendré par les vecteurs v1 := eu+e1 et v2 := ev+e2. Son
intersection avec la sphère riemannienne S est donnée par une sous variété plongée
de dimension 1 qui peut être paramétrée par la courbe t 7−→ cos(t)eu+ sin(t)ev +
cos(t)e1 + sin(t)e2, avec t ∈ R : il s’agit en fait de la courbe c(t) = (x(t), eit).
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Le groupe O(2, n + 1) agit transitivement sur l’ensemble des plans isotropes de
R2,n+1 et, cette même action, projetée par pi sur le quotient Ein1,n, envoie géodé-
siques lumières sur géodésiques lumières. Celà achève la preuve.
Remarque 2.13. Le Lemme 2.12 implique en particulier que les géodésiques de
Ein1,n sont exactement les courbes qu’on peut paramétrer sous la forme c(t) =
(x(t), eit) où x(t) est une géodésique de Sn paramétrée par sa longueur d’arc.
Deux plans isotropes P1 et P2 de R2,n+1 qui ne sont pas confondus et qui ont
une intersection non vide, se coupent transversalement en une droite isotrope, en-
gendrée par un vecteur isotrope x de R2,n+1. Donc, quand on projette dans Ein1,n,
les deux géodésiques lumières associées à P1 et P2 se recoupent transversalement
en deux points de Ein1,n : [x] et [−x]. Par ailleurs, si P1 ∩P2 est réduit à {0}, les
deux géodésiques associées sont disjointes dans Ein1,n.
Définition 2.14. On appelle cône lumière issu d’un point p de Ein1,n l’union des
géodésiques lumières qui passent par ce point, et on le note C(p).
Si n = 1 le cône C(p) est simplement l’union de deux géodésiques lumières qui
se coupent en p et σ(p). Quand n ≥ 2, C(p)r{p, σ(p)} est l’union disjointe de deux
cylindres, Sn−1×R, feuilletés par des géodésiques lumières. Sur ces hypersurfaces
la classe conforme des métriques est dégénérée.
Le complémentaire de C(p) dans Ein1,n a deux composantes connexes qui sont
difféomorphes l’une à l’autre par l’application σ.
Remarque 2.15. Dans la définition de l’espace d’Einstein on a projeté le cône
des vecteurs isotropes sur la sphère des rayons S(R2,n+1), mais on aurait pu aussi
bien le projeter sur l’espace projectif PR1,n+1. Dans ce cas on obtient ce qu’on
appelle le modèle projectif de l’espace d’Einstein, noté Ein1,n. Il s’agit du quotient
de l’espace Ein1,n par le sous-groupe de O(2, n + 1) engendré pas l’application
d’antipodie σ. La projection canonique au quotient pi0 : Ein1,n → Ein1,n est un
revêtement double. Le groupe des difféomorphismes conformes de Ein1,n est le
groupe PO(2, n+ 1).
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Si on se donne un point p dans Ein1,n et on considère son cône lumière associé
C(p), l’image de celui-ci est le cône lumière associé à pi0(p) dans Ein1,n. Ce cône
lumière privé du point pi0(p) est une hypersurface différentiable difféomorphe au
cylindre Sn−1 ×R et feuilletée par des géodésiques lumières.
Maintenant on va voir comment ces observations sur les courbes causales de
Ein1,n aident à comprendre la causalité dans le revêtement universel E˜in1,n. La
Proposition 2.9 permet de montrer :
Proposition 2.16. Toute courbe causale c de E˜in1,n admet un paramétrage de la
forme c(t) = (x(t), t), où x(t) est une application 1-Lipschitz d’un intervalle de R
dans Sn.
Démonstration. Soit c une courbe causale de E˜in1,n, sa projection pr ◦ c est une
courbe causale de Ein1,n. D’après la Proposition 2.9 elle admet un paramétrage
pr ◦ c(t) = (x(t), ei2pit), donc son relevé au revêtement universel est la courbe
(x(t), t).
Les courbes causales inextensibles de E˜in1,n sont donc celles qui, lorsqu’on les
paramètre de la façon décrite d’après la Proposition précédent, sont définies sur
R tout entier.
Corollaire 2.17. L’espace-temps E˜in1,n est globalement hyperbolique. La projec-
tion t : E˜in1,n → R qui à (x, t) ∈ E˜in1,n est un temps de Cauchy.
Démonstration. Vu le paramétrage des courbes causales donnée par la Proposition
2.16, il est évident que la fonction t croît strictement le long de toute courbe
causale. De plus, comme toute courbe causale inextensible de E˜in1,n s’écrit sous
la forme t 7−→ (x(t), t), avec t variant dans R tout entier, la restriction à une telle
courbe de l’application t : E˜in1,n → R est surjective.
À partir de la Proposition 2.16 on déduit facilement une description du futur
et du passé de tout point de E˜in1,n :
Lemme 2.18. Soit p = (x, t) ∈ E˜in1,n. Alors
I−(p) = {(x′, t′) ∈ E˜in1,n/d0(x, x′) < t′ − t}
I+(p) = {(x′, t′) ∈ E˜in1,n/d0(x, x′) < t− t′}
où d0 est la distance sur Sn.
Démonstration. Si on a une courbe temporelle c entre un point p = (x, t) et un
point q = (x′, t′) de E˜in1,n, d’après la Proposition 2.16, elle s’écrit c(s) = (x(s), s),
où s 7−→ x(s) est une application 1-Lipschitz, s ∈ [t, t′]. Donc on a d(x, x′) =
d(x(t), x(t′)) < |t− t′|.
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Inversement, soit q = (x′, t′) un point qui vérifie l’inégalité d(x, x′) < |t − t′|.
La courbe s ∈ [t, t′] 7−→ (x(As), s), où s 7−→ x(s) est la géodésique de Sn entre
x et x′ paramétrée par sa longueur d’arc, telle que x(t) = x et x(t′) = x′, et
A := d(x, x′)/|t− t′|, est une courbe temporelle entre p et q.
Si on prend les inégalités larges dans le lemme précédent on obtient le futur
et le passé causal du point p.
Par définition de la structure conforme sur E˜in1,n, les géodésiques lumières de
E˜in1,n sont les rélevés des géodésiques lumières de Ein1,n, donc de la Remarque
2.13 on déduit :
Lemme 2.19. Les géodésiques lumières c de Ein sont les courbes qui admettent
un paramétrage de la forme c(t) = (x(t), t), où x(t) est une géodésique de Sn
paramétrée par sa longueur d’arc.
La structure des géodésiques lumières dans E˜in1,n est fondamental pour ce qui
suit, notamment :
Remarque 2.20. Toutes les géodésiques lumières inextensibles issues d’un point
p de E˜in1,n s’intersectent aux points σk(p), pour k ∈ Z, et nul part ailleurs.
Il est clair que l’union des géodésiques lumières futures issues d’un point p de
E˜in1,n contient la frontière de I+(p), mais il ne coïncide pas avec elle. Le Lemme
2.18 implique que la frontière ∂I+(p) (et de même pour la frontière ∂I−(p)) est
l’union des géodésiques lumières qui relient p à σ(p). En particulier ∂I+(p) et
∂I−(σ(p)) coïncident.
L’ensemble des points qui ne sont pas causalement reliés à un point p = (x, t) de
E˜in1,n est l’ensemble
M(p) := {(x′, t′) ∈ E˜in1,n/dnS(x, x
′) > |t− t′|}
Cet ensemble se projette par pr sur une des composantes connexes de Ein1,n r
C(pr(p)). Cette composante peut être caractérisée de la façon suivante :
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Lemme 2.21. L’ouvert pr(M(p)) coïncide avec l’image par pi de l’ensemble
X< := {x ∈ C / Q2,n+1(x, vp) < 0}
où vp est tel que pi(vp) = pr(p).
Démonstration. D’après le Lemme 2.12 le cône lumière issu de pi(vp) est l’image
par pi de v⊥p ∩ C c’est à dire du fermé X0 := {v ∈ C/Q2,n+1(v, vp) = 0}. Le cône
C est l’union disjointe des trois ensembles :
X0, X< et X> := {v ∈ C / Q2,n+1(v, vp) > 0}.
On remarque que ces trois ensembles sont connexes par arcs en C : en effet si
v ∈ X< alors pour tout s > 0 et r ∈ R, sv + rvp ∈ X<, il est donc toujours
possible de construire une courbe entre v et vp qui soit contenue dans X<. Ces
arguments s’appliquent aussi à X< et X0.
Quitte à faire agir un élément de O(2, n + 1), on suppose vp = (1, 0, 1, 0, . . . , 0),
donc dans l’identification de Ein1,n avec Sn × S1 habituelle on a pr(p) = (O, 0).
Quitte à faire agir δ, on peut aussi supposer p = (O, 0).
L’ouvert M(p), dans cette situation s’identifie à l’ouvert
M(p) = {(x, t) ∈ E˜in1,n/d0(x,O) > |t|}.
Un domaine fondamental pour δ est l’ensemble de E˜in1,n, D := Sn×] − pi,+pi].
On voit que M(p) est contenu dans D, donc l’application pr restreinte à M(p)
est injective. De plus la frontière ∂M(p) est l’union de ∂I+(p) et ∂I−(p) qui se
projette surjectivement sur l’ensemble pi(X0), qui, en fait, est le cône lumière issu
de pr(p).
Le fait que l’ensemble M(p) est connexe est évident, et cela, ajouté au fait que pr
surM(p) est injective et que l’image de la frontière ∂M(p) est pi(X0), implique que
l’image deM(p) par pr est une des deux composantes connexes de Ein1,nrpi(X0).
Le point p′ = (O, pi/2) ∈ D est causalement lié à (O, 0) par une courbe temporelle
entièrement contenue dans D : la courbe c(t) = (O, t) pour t ∈ [0, pi/2]. Par
l’identification Ein1,n ' Sn × R choisie, on voit que pr(p′) est l’image du vecteur
vp′ := (0, 1, 1, 0, . . . , 0) ∈ R2,n+1 par pi et que la courbe pr ◦ c coïncide avec la
projection par pi de la courbe c′(t) = (cos(t), sin(t), 1, 0 . . . , 0), t ∈ [0, pi/2]. Il est
clair que Q2,n(vp, vp′) = 1, donc vp′ appartient à X>, et le lemme est prouvé.
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2.5 Sous-ensembles achronaux et acausaux de E˜in1,n
D’après la Proposition 2.4 l’espace E˜in1,n s’identifie à l’espace (Sn×R1, dσ2−
dt2). Or, l’espace Sn × R1 muni de la métrique dσ2 − dt2 est un espace temps
statique (Définition 7.1). Donc E˜in1,n admet dans sa classe conforme un métrique
statique. La Proposition 7.3 et son Corollaire 7.4 s’appliquent donc à E˜in1,n et on
obtient :
Proposition 2.22. Toute partie achronale A de E˜in1,n est le graphe d’une ap-
plication f : U ⊂ Sn → R qui est 1-Lipschitz. L’ensemble U est ouvert si et
seulement si A est edgeless. De plus A est un fermé achronal edgeless si et seule-
ment si U = Sn.
Corollaire 2.23. Les hypersurfaces de Cauchy de E˜in1,n sont les graphes d’ ap-
plications 1-Lipschitz f : Sn → R.
Remarque 2.24. Pour tout point p de E˜in1,n, ∂I+(p) est une hypersurface de
Cauchy de E˜in1,n. En fait par le Corollaire 4.16 ∂I+(p) est un fermé achronal
edgeless, et d’après la Proposition 6.21 il s’agit d’une hypersurface de Cauchy.
2.6 Groupe conforme de E˜in1,n
Par la théorie des revêtements tout difféomorphisme conforme de Ein1,n se
relève en un difféomorphisme conforme de E˜in1,n. La réciproque est vraie elle
aussi si n ≥ 2 (voir [24]) :
Proposition 2.25. Tout difféomorphisme conforme de E˜in1,n, n ≥ 2, passe au
quotient en un difféomorphisme conforme de Ein1,n.
Démonstration. Ce résultat est une conséquence de la rigidité des applications
conformes. Soit h˜ un élément de Conf(E˜in1,n) et soit U un ouvert de E˜in1,n tel
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que pr est un difféomorphisme sur son image. Soit U ′ l’image de U par h˜. On note
V et V ′ les images de U et U ′ par pr. L’application h := pr ◦ h˜◦ (pr|U)−1 est alors
un difféomorphisme conforme entre les ouverts V et V ′ de Ein1,n.
Par le théorème de Liouville, l’application h se prolonge en un unique élément h
de O(2, n+ 1). Les applications h ◦ pr et pr ◦ h˜ sont définies sur E˜in1,n à valeurs
dans Ein1,n et elles coïncident sur l’ouvert U . Par le Théorème 1.8 elles coïncident
partout.
On obtient ainsi un morphisme de groupes surjectif j : Conf(E˜in1,n) →
Conf(Ein1,n). Le noyau de j est le sous-groupe engendré par δ, il est contenu
dans le centre de Conf(E˜in1,n).
2.7 Plongements conformes dans l’espace d’ Einstein
Dans cette section on va voir que les trois espaces modèles d’espace-temps à
courbure constante 0, 1,−1, respectivement R1,n, dS1,n, AdS1,n, se plongent confor-
mément dans l’espace d’Einstein de dimension n + 1. Cette situation est tout à
fait analogue à celle de la sphère conforme riemannienne qui possède des ouverts
conformément équivalents à l’espace euclidien et à l’espace hyperbolique.
C’est bien grâce à ces plongements et à l’action transitive du groupe O(2, n+ 1)
qu’on peut montrer, sans calculs, que l’espace d’Einstein et les espaces dS1,n et
AdS1,n sont conformément plats.
Soit C le cône des vecteur lumières de R2,n et pi : R2,n+1 \ {0} → S(R2,n+1) la
projection sur la sphère des directions.
Définition 2.26. Soit v ∈ R2,n+1. On définit la carte affine associée à v le sous-
ensemble de Ein1,n donné par
U(v) := pi(Pv ∩ C)
où Pv est l’hyperplan affine {x ∈ R2,n+1 / Q2,n+1(x, v) = 1}.
Comme pi(Pv ∩ C) = pi({x ∈ R2,n+1/Q2,n+1(x, v) > 0} ∩ C) et que {x ∈
R2,n+1/Q2,n+1(x, v) > 0} est un ouvert, U(v) est un ouvert de Ein1,n.
L’application pi restreinte à Pv∩C est injective. Soit φv son inverse. Il s’agit d’une
section locale définie sur U(v) et d’image Pv ∩C. Soit gv la métrique lorentzienne
définie sur U(v) par la section φv, c’est-à dire gv est le tiré en arrière de la métrique
de R2,n+1 par φv. Par définition la métrique gv appartient à la classe conforme de
U(v), qui est la restriction de la classe conforme de Ein1,n.
On appelle q la métrique induite par Q2,n sur Pv ∩ C. Naturellement (Pv ∩ C, q)
et (U(v), gv) sont isométriques.
On va voir que suivant le type causal de v, temps, espace ou lumière, que (Pv∩C, q)
est isométrique à un des trois espaces : de Sitter, anti-de Sitter, Minkowski.
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Proposition 2.27. On a les trois cas :
– v est de type temps : U(v) ⊂ Ein1,n est conformément équivalent à dS1,n
– v est de type espace : U(v) ⊂ Ein1,n est conformément équivalent à AdSn
– v est de type lumière : U(v) ⊂ Ein1,n est conformément équivalent à R1,n
Démonstration. Cas où v est de type temps. On va prouver que le fermé de R2,n+1
donné par Pv ∩ C muni par la métrique induite q est isométrique à dS1,n.
On peut considérer, sans perte de généralité ( car il suffit de faire agir un élément
de O(2, n+ 1)) que v = (1, 0, . . . , 0).
Soit x = (u, w, x0, . . . , xn) les coordonnées par rapport à la base canonique de
R2,n+1. Le plan affine Pv est l’ensemble {x ∈ R2,n+1/u = −1} donc Pv ∩C = {x ∈
R2,n+1/− w2 + · · ·+ x2n = 1 = −u}.
Or l’application
f : dS1,n ⊂ R1,n+1 → (Pv ∩ C, q)
(w, x0, . . . , xn) 7→ (−1, w, x0, . . . , xn)
est une isométrie. L’application pi restreinte à Pv ∩ C ∼= dS1,n est donc un plon-
gement conforme dans Ein1,n. Son image est par définition l’ouvert U(v) qui est
donc conformément équivalent à l’espace dS1,n.
Cas où v est de type espace. On va prouver que le fermé Pv ∩ C muni de la
métrique induite est isométrique à AdSn.
Encore une fois on peut considérer, sans perte de généralité que v = (0, . . . , 0, 1).
Dans ce cas l’hyperplan affine Pv est l’ensemble {x ∈ R2,n/xn = 1}. Donc
Pv ∩ C = {x ∈ R2,n/− u2 − w2 + · · ·+ x2n−1 = −1, xn = 1}.
Or l’application
f : AdS1,n ⊂ R2,n−1 → (Pv ∩ C, q)
(u, w, x1, . . . , xn−1) 7→ (u, w, x1, . . . , xn−1, 1)
est une isométrie. L’application pi restreinte à Pv ∩C ∼= AdS1,n est donc un plon-
gement conforme dans Ein1,n d’image l’ouvert U(v).
Cas où v est de type lumière. On va prouver que le fermé Pv ∩ C muni de la
métrique induite est isométrique à R1,n.
Le plus simple dans ce cas est de faire le changement de coordonnées a = u+ x0
et b = u − x0. Dans le système de coordonnées (a, b, w, x1, . . . , xn) de R2,n+1 la
forme quadratique s’écrit Q2,n = ab−w2+ x21 + · · ·+ x
2
n. Sans perte de généralité
on suppose v = (1, 0, . . . , 0), alors
Pv = {x ∈ R2,n+1/b = 1}
Pv ∩ C = {x ∈ R2,n+1/ b = 1 et − w2 + x21 + · · ·+ x
2
n = a}
68 2. L’ESPACE D’EINSTEIN
CHAPITRE 2. ESPACE-TEMPS CONFORMÉMENT PLATS
Par un calcul direct on montre que l’application
f : (Pv ∩ C, q)→ R1,n
(a, 1, w, x1, . . . , xn) 7→ (w, x1, . . . , xn)
est une isométrie. L’application pi restreinte à Pv ∩ C ∼= R1,n est donc un plonge-
ment conforme dans Ein1,n d’image l’ouvert U(v).
Définition 2.28. On note les trois plongements décrits dans la proposition pré-
cédente comme
i0 : R1,n → Ein1,n
i1 : dS1,n → Ein1,n
i−1 : AdS1,n → Ein1,n
On va voir maintenant comment sont faites les images des trois plongements
conformes qu’on vient de définir. Et comment ces plongement conformes se re-
lèvent au revêtement universel de Ein1,n.
On considère l’identification Ein1,n ' S1 × Sn décrite dans Proposition 2.4.
Modèle conforme de l’espace de Sitter
Proposition 2.29. L’espace dS1,n est conformément équivalent à l’ouvert de
Ein1,n définit par (Sn×]−pi/2, pi/2[, dσ2− dt2), où dt2 et dσ2 sont respectivement
les métriques canoniques sur R et sur Sn.
Démonstration. D’après la Proposition 2.7 l’espace dS1,n est conformément équi-
valent à une carte affine U(v) de Ein1,n, où v est un vecteur de R2,n+1 de type
temps. La carte affine U(v) coïncide avec l’image par pi de l’intersection de C ∩
X>(v), oùX>(v) est le demi-espace affine de R2,n+1 où la forme linéaire Q2,n+1(·, v)
est définie positive. Sans perte de généralité on suppose v = (−1, 0, . . . , 0). Les
vecteur de C ∩ X>(v) sont alors les vecteurs isotropes de R2,n+1 qui ont la pre-
mière coordonnée positive. Si on intersecte C avec S pour obtenir la décompo-
sition C ∩ S ' S1 × Sn, on voit que les vecteurs de C ∩ S qui ont la première
coordonnée positive sont ces dont les premières deux coordonnées appartiennent
à l’hémisphère de S1 paramétré par θ 7−→ (cos(θ), sin(θ)), pour θ ∈]− pi/2, pi/2[.
On obtient alors que la carte affine U(v) dans la décomposition Ein1,n ' S1 × Sn
s’identifie à l’ouvert Sn×] − pi/2, pi/2[ avec la restriction de la classe conforme
[dσ2 − dt2]. Le résultat est prouvé.
Il peut souvent être utile de relever les plongements de la Définition 2.28 dans
l’espace d’Einstein universel, celà pour prendre avantage des propriétés causales
de ce dernier, en particulier de l’hyperbolicité globale.
L’espace dS1,n est simplement connexe pour n ≥ 2, il y a donc aucun obstacle à
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relever le plongement i1 en un plongement de dS1,n dans E˜in1,n. Suivant le relevé
qu’on choisit, l’image de ce plongement est un ouvert de la forme Sn×] − pi/2 +
k2pi, pi/2+ k2pi[, pour un certain k ∈ Z. On voit que pour tout k ces ouverts sont
contenus dans un domaine d’injectivité de l’application de revêtement δ. Celà est
en accord avec le fait que les images de dS1,n par i1 et par i˜1 sont conformément
équivalentes. Pour la suite on fixe le relevé i˜1 de i1 d’image Sn×]− pi/2, pi/2[.
Définition 2.30. Le modèle conforme de l’espace dS1,n est l’ouvert Sn×]−pi/2, pi/2[
de E˜in1,n muni de la classe conforme de métriques induite. Il est l’image de dS1,n
par le plongement i˜1 et on le note dS1,n.
On aurait pu définir comme modèle conforme de l’espace dS1,n l’image de i1,
en lieu de celle de i˜1, car les deux images sont conformément équivalentes, mais
on veut mettre l’accent sur le fait qu’on considère le modèle conforme de l’espace
de Sitter comme un ouvert de l’espace E˜in1,n.
Comme i˜1 est un plongement conforme la structure causale qu’il définit sur Sn×]−
pi/2, pi/2[ est simplement la restriction à cet ouvert de la structure causale de l’es-
pace E˜in1,n. En particulier, i˜1 est en fait un Cauchy-plongement.
La frontière de Sn×]−pi/2, pi/2[ dans E˜in1,n est l’union des deux sphères Sn×{pi/2}
et Sn×{−pi/2}, qui sont deux hypersurfaces de Cauchy de E˜in1,n. Il s’en suit que
toute courbe causale inextensible c de Sn×] − pi/2, pi/2[ admet un point limite
futur sur Sn×{pi/2} et un point limite passé sur Sn×{−pi/2}. En particulier si c
est une géodésique lumière, son point limite futur est l’image par σ de son point
limite passé.
Définition 2.31. Les deux hypersurfaces Sn− := S
n×{−pi/2} et Sn+ := S
n×{pi/2}
constituent la frontière conforme de l’espace de Sitter.
Le modèle conforme de l’espace de Sitter et le modèle de Klein sont confor-
mément équivalents. Si on identifie dS1,n à DS1,n on obtient un plongement j˜1 :
DS1,n → E˜in1,n d’image Sn×]− pi/2, pi/2[. Il est possible de prolonger j˜1 de façon
continue à la frontière de DS1,n dans S(Rn+2). Cette frontière, comme expliqué à la
section 2.1, est formée de deux copies de la sphère Sn sur les quelles O0(1, n+1) agit
conformément. Comme le plongement j˜1 est un plongement conforme il permet de
définir une action conforme du groupe O0(1, n+ 1) sur E˜in1,n. Plus précisément,
comme l’espace dS1,n est dS1,n-maximal (voir section 1.2 ), le groupe O0(1, n+ 1)
stabilise l’ouvert Sn×] − pi/2, pi/2[ dans O0(2, n + 1), et il préserve donc les deux
sphères Sn− et S
n
+. Si on munit ces deux sphère de la structure conforme induite
par celle d’E˜in1,n, l’action de O0(1, n + 1) est une action conforme. La frontière
conforme de l’espace de Sitter s’identifie donc à deux copies de la sphère conforme
Sn.
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Cependant le plongement j˜1 ne se prolonge pas de façon différentiable à la fron-
tière : pour le voir il suffit de remarquer que toute géodésique lumière de DS1,n
est tangente aux deux sphère du bord, alors que son image par j˜1 est transverse
aux deux sphère de la frontière conforme.
Remarque 2.32. Comme les relations de causalité de Sn×] − pi/2, pi/2[ sont les
restrictions de celles de E˜in1,n, on obtient des relations de causalité bien définies
entre ses points et les points de sa frontière conforme.
Modèle conforme de l’espace anti-de Sitter
Proposition 2.33. L’espace AdS1,n est conformément équivalent à l’ouvert de
Ein1,n définit par (Hn+ × S
1, dσ2 − dθ2), où dθ2 et dσ2 sont respectivement les
métriques canoniques sur S1 et sur l’hémisphère Hn+.
Démonstration. Soit v un vecteur de R2,n+1 tel que Q2,n+1(v, v) > 0. Alors la
Proposition 2.7 implique que la carte affine U(v) est conformément équivalente
à l’espace AdS1,n. D’ailleurs U(v) coïncide avec l’image par pi de l’intersection
de C ∩ X>(v), où X>(v) est le demi-espace affine de R2,n+1 où la forme linéaire
Q2,n+1(·, v) est positive. Sans perte de généralité on suppose v = (0, . . . , 0, 1). Dans
ce cas les vecteurs de C ∩ X>(v) sont les vecteurs isotropes qui ont la dernière
coordonnée positive. Il est alors clair que l’intersection C ∩X>(v) ∩ S s’identifie
avec l’espace produit S1×Hn+, où H
n
+ est exactement l’hémisphère de S
n telle que
xn+1 > 0. La métrique induite sur C ∩X>(v)∩S est la restriction de la métrique
canonique dσ2 − dθ2. Dans ce cas aussi on a bien l’équivalence conforme entre
AdS1,n et (Hn+ × S
1, [dσ2 − dθ2])
L’espace AdS1,n n’est pas simplement connexe, contrairement à l’espace dS1,n,
et le plongement i−1 induit un isomorphisme des groupes fondamentaux de AdS1,n
et de Ein1,n. Il s’en suit qu’il n’est pas possible de relever i−1 en une application
de AdS1,n en E˜in1,n. Mais il est toujours possible de définir une application i˜−1
de A˜dS1,n dans E˜in1,n telle que i˜−1 ◦ p = pr ◦ i−1, où p : A˜dS1,n → AdS1,n est
la projection de revêtement de AdS1,n. Par construction i˜−1 est un plongement
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conforme, donc la structure causale induite sur son image est la restriction de la
structure causale de E˜in1,n.
La Proposition 2.33 implique que l’image de i˜−1 est l’ouvert Hn+ ×R.
Définition 2.34. L’ouvert Hn+×R est le modèle conforme de A˜dS1,n. Sa frontière
dans E˜in1,n est appelée frontière conforme. Cette frontière s’identifie à l’espace
E˜in1,n−1, et elle est notée ∂AdS1,n.
Le modèle conforme est particulièrement adapté pour étudier la causalité de
A˜dS1,n, car on connait bien la causalité dans E˜in1,n. En particulier :
Lemme 2.35. L’espace-temps A˜dS1,n n’est pas globalement hyperbolique.
Démonstration. Soient p = (tp, xp) et q = (tq, xq) deux points de A˜dS1,n tels
que tp > tq et |tp − tq| > pi. Alors, d’après la Proposition 2.18, l’intersection
J−(p) ∩ J+(q) n’est pas compacte.
Les relations de causalité de AdS1,n se prolongent à sa frontière conforme, car
elles sont la restriction de celles de Ein1,n. Comme la frontière conforme de l’espace
anti-de Sitter s’identifie à l’espace d’Einstein universel d’une dimension inférieure,
on obtient que sur ∂AdS1,n il y a des points causalement et même temporellement
reliés entre eux. Comme on verra à la section 1, Proposition 1.6, cette situation
montre une fois de plus que AdS1,n n’est pas globalement hyperbolique.
Modèle conforme de l’espace de Minkowski
Proposition 2.36. Pour tout point [x] ∈ Ein1,n, chaque composante connexe de
Ein1,n \ C([x]) est conformément équivalent à l’espace de Minkowski.
Plus précisément, la carte affine U(x), image du plongement i0, coïncide avec
l’image par pr de l’ouvert M(σ(x˜)) des points de E˜in1,n qui ne sont pas causale-
ment reliés à σ(x˜), où pr(x˜) = [x].
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Démonstration. L’image du plongement i0 est par définition l’ouvert U(x). Cet
ouvert est l’image par le projection pi de l’ensemble X>(x)∩C, oùX>(x) l’ensemble
des vecteurs v de R2,n+1 où la forme linéaire Q2,n+1(·, v) est définie positive. Or
l’espace R2,n+1 est l’union disjointe des deux ouverts X>(x), X<(x) et du fermé
X0 = x⊥, alors, comme d’ après le Lemme 2.12 pi(X0∩C) = C([x]), on obtient que
U(x) = pi(X>(x)∩C) est une des deux composantes connexes de Ein1,n\C([x]). Le
Lemme 2.21 implique alors que U(x) est l’image par pr de l’ensembleM(σ(x˜)). On
peut passer de l’ouvert X>(x) à l’ouvert X<(x) par l’application de O(2, n+1) qui
envoie chaque vecteurs sur son opposé, on obtient alors que les deux composantes
connexes de Ein1,n \ C([x]) sont conformément équivalentes.
Comme l’espace de Minkowski est simplement connexe on peut relever le plon-
gement i0 en un plongement i˜0. Suivant le relevé qu’on choisit, si i0(R1,n) = U(x)
par conséquence du Lemme 2.36 l’image de i˜0 est un ouvert de E˜in1,n de la forme
M(p), où σ(p) est un relevé de [x].
Définition 2.37. Le modèle conforme de l’espace de Minkowski associé à un
point p de E˜in1,n est l’ouvert R1,n(p) :=M(σ(p)) = I−(p) ∩ I+(δ−1(p)).
Remarque 2.38. Considérons le modèle de l’espace d’Einstein projectif décrit à la
Remarque 2.15, c’est-à-dire l’espace Ein1,n. On note toujours pi0 : Ein1,n → Ein1,n
la projection au quotient. Si on fixe un point p de Ein1,n, on remarque que sur
chaque composante connexe de Ein1,n \ C(p) l’application pi0 est injective et son
image est le complémentaire de pi0(C(p)) dans Ein1,n.
Alors, d’après la Proposition précédente, l’image du plongement pi0 ◦ i0 de l’espace
de Minkowski dans Ein1,n est le complémentaire du cône lumière pi0(C([x])).
La restriction de l’application δ à l’ouvert R1,n(p) est injective, mais la restric-
tion de δ au bord de R1,n(p) ne l’est pas car les points p et δ−1(p) son identifiés
dans Ein1,n.
Définition 2.39. La frontière conforme de l’espace de Minkowski est la frontière
de l’ouvert R1,n(p) dans E˜in1,n. Elle est l’union des deux cônes lumière ∂I−(p) et
∂I+(δ−1(p)).
On va reproduire ici le célèbre diagramme de Penrose pour l’espace de Min-
kowski, dans les trois cas où on plonge Minkowski dans Ein1,n, Ein1,n or E˜in1,n.
La figure ci-de-sous représente la compactification de l’espace de Minkowski dans
Ein1,n. Le cercle horizontale représente un unique point i à l’infini, identifié avec
les deux sommets des deux cônes. Les deux cônes lumière à l’infini, nommés I, en
haut et en bas dans la figure sont identifiés.
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La figure ci-de-sous représente la compactification de l’espace de Minkowski
dans Ein1,n. Le cercle horizontale représente un unique point i0 à l’infini. Les les
deux sommets des deux cônes sont identifiés en un unique point à l’infini i. Les
deux cônes lumière à l’infini, en haut et en bas dans la figure, I+ et I− ne sont
pas identifiés.
La figure ci-de-sous représente la compactification de l’espace de Minkowski
dans E˜in1,n. Le cercle horizontale représente un unique point i0 à l’infini spatial.
Le sommet i+ est le point limite futur de toute géodésique temporelle inextensible
future de R1,n, pendant que le sommet i− est le point limite passé de toute géodé-
sique temporelle inextensible passée de R1,n. Les deux cônes lumière, en haut et
en bas dans la figure, I+ et I−, contiennent tous les limites respectivement futur
et passé des géodésiques lumière inextensibles de R1,n.
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3 Espace-temps conformément plats et
(G,X)-structures
3.1 (G,X)-structures
Dans cette section G est un groupe qui agit fidèlement et transitivement sur
une variété X simplement connexe. On suppose que cette action est analytique au
sens où le seul élément pouvant agir trivialement sur un ouvert de X est l’élément
neutre de X 1.
Définition 3.1. Soit M une variété connexe. Une (G,X)-structure sur M est la
donnée d’un recouvrement ouvert {Ui}i∈I de M et d’homéomorphismes φi : Ui →
Vi tels que :
– les Vi sont des ouverts de X
– pour tout i, j et pour chaque composante connexe U de Ui ∩ Uj il existe un
élément g de G tel que φj(p) = g ◦ φi(p) pour tout p dans U .
On dit que {(Ui, φi)}i∈I est un (G,X)-atlas . Une variété munie d’une (G,X)-
structure est dite (G,X)-variété.
Comme l’action de G sur X est analytique, il est clair que l’élément g dans la
Définition 3.1 est unique.
L’exemple le plus simple de (G,X)-variété est la variété X même. Soit M une va-
riété topologique. Lorsqu’ il existe un difféomorphisme local f : M → X, celui-ci
définit une (G,X)-structure sur M . En fait il suffit de prendre comme recouvre-
ment {Ui}i∈I les ouverts où f est injective et comme applications φi la restriction
de f à Ui. Dans ce cas les applications de transitions φj ◦ (φi)−1 sont toutes égales
à l’identité.
Étant donnée une (G,X)-variété M il n’existe pas toujours un difféomorphisme
1. Un exemple de cette situation est quand X est une variété pseudo-riemannienne et G un
sous-groupe d’isométries agissant transitivement et fidèlement sur X
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local M → X. Cependant, à partir d’une (G,X)-structure sur M on peut lui
associer naturellement un difféomorphisme local D : M˜ → X.
Lemme 3.2. Une (G,X)-structure sur une variété M définit naturellement une
(G,X)-structure sur son revêtement universel M˜ .
Démonstration. Soit pi : M˜ → M la projection de revêtement et soit {Vα}α∈A
un recouvrement ouvert de M˜ tel que pi|Vα est injective pour tout α ∈ A. Alors
{(Vα ∩ pi−1(Ui), φi ◦ pi|Vα∩pi−1(Ui))} est un (G,X)-atlas pour M˜ .
Définition 3.3. Soient (U0, φ0) une carte du (G,X)-atlas de M˜ , un chemin de
cartes issu de (U0, φ0) est une suite {((Ui, φi), gi)}i=1,...,r telle que :
– {(Ui, φi)}i=1,...,r est une suite de cartes du (G,X)-atlas de M˜
– Uk ∩ Uk−1 6= ∅ est connexe, pour tout k = 1, . . . , r
– gk est l’unique élément de G tel que φk−1 = gk ◦φk sur Uk ∩Uk−1, pour tout
k = 1, . . . , r.
Étant donné un chemin de cartes {((Ui, φi), gi)}i=0,...,r il est possible d’étendre
le difféomorphisme φ0 en un difféomorphisme D1 : U0 ∪ U1 → X de la façon
suivante : D1(x) := g1φ1(x) pour x ∈ U1 et D1(x) := φ0(x) pour x ∈ U0. On peut
répéter ce processus pour etendre D1 à U0∪U1∪U2 avec D2(x) := g1g2φ2(x) pour
tout x ∈ U2 et D2(x) := D1(x) pour x ∈ U0 ∪ U1. Ce raisonnement est à la base
de la définition suivante.
Définition 3.4. SoitM une (G,X)-variété, et soit x0 un point dans M˜ et (U0, φ0)
une carte du (G,X)-atlas de M˜ telle que x0 ∈ U0.
– On définit une application D : M˜ → X, dite application développante de
M de la façon suivante : pour tout x dans M˜
D(x) := g1 ◦ g2 ◦ · · · ◦ gr ◦ φr(x)
où {((Ui, φi), gi)}i=1,...,r est un chemin de cartes issu de (U0, φ0) tel que x
appartient à Ur.
– On définit le morphisme ρ : pi1(M) → G, dit morphisme d’holonomie,
comme : pour tout γ ∈ pi1(M)
ρ(γ) := g1 ◦ g2 ◦ · · · ◦ gr
où {((Ui, φi), gi)}i=1,...,r est un chemin de cartes issu de (U0, φ0) tel que γ(x0)
appartient à Ur.
Le fait que cette définition ne dépend pas de la suite {Ui, φi}i=1,...,r choisie
n’est pas difficile à vérifier et est une conséquence du fait que M˜ est simplement
connexe (pour plus de détails on pourra consulter [45] ou [29]).
Le lemme suivant est une conséquence directe de la Définition 3.4.
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Lemme 3.5. L’application D est un difféomorphisme local et ρ est un morphisme.
De plus ils vérifient la propriété suivante :
D(γ(x)) = ρ(γ)(D(x)) ∀x ∈ M˜ (2.4)
Définition 3.6. Soient deux couples (D, ρ) et (D′, ρ′), où D,D′ sont des difféo-
morphismes locaux de M˜ dans X et ρ, ρ′ des morphismes de pi1(M) dans G qui
vérifient la propriété (2.4). Alors on dit que (D, ρ) et (D′, ρ′) sont équivalents s’il
existe g dans G tel que
D′ = gD et ρ′ = gρg−1
Proposition 3.7. Il y a une bijection entre les (G,X)-structures sur une variété
M et les classes d’équivalence des couples (D, ρ) vérifiant la propriété (2.4).
Démonstration. On a montré qu’à toute (G,X)-structure sur M on peut associer
une couple (D, ρ) qui vérifie la propriété (2.4). Cependant le couple (D, ρ) ainsi
obtenu dépend du choix de la carte initiale (U0, φ0) dans la Définition 3.4. Soit
(D′, ρ′) le couple obtenu à partir d’une carte initiale (U ′0, φ
′
0) différente de (U0, φ0).
On considère le chemin de cartes {((Ui, φi), gi)}i=1,...,r tel que (Ur, φr) = (U ′0, φ
′
0).
Soit g = g1g2 . . . gr. Il découle directement de la Définition 3.4 que :
D′ = gD et ρ′ = gρg−1.
On obtient ainsi une application bien définie entre les (G,X)-structures sur M et
les classes d’équivalence de couples (D, ρ). On va montrer que cette application
admet une inverse.
On se donne un difféomorphisme local D : M˜ → X et un morphisme ρ : pi1(M)→
G qui vérifient la propriété (2.4). Soit {Ui} un recouvrement d’ouverts de M˜ tel
que l’application de revêtement pi : M˜ → M restreinte à chaque Ui est injective.
Alors {(φ(Ui), D ◦ (pi|φ(Ui))
−1)} est un (G,X)-atlas pour M et donc une (G,X)-
structure sur M . On remarque que pour obtenir que les changements de cartes
sont effectivement des éléments de G la propriété (2.4) est essentielle. Il n’est
pas difficile de vérifier que le couple associé par la Définition 3.4 à cette nouvelle
(G,X)-structure sur M est exactement le couple (D, ρ) de départ. La proposition
est donc prouvée.
3.2 Espace-temps conformément plats
Définition 3.8. Une variété lorentzienne (M, g) est dite conformément plate si
pour tout point p ∈ M il existe un voisinage U et un plongement φ : U → R1,n
tel que, si g1,n est la métrique de R1,n, son tiré en arrière φ∗g1,n est conformément
équivalent à la métrique g|U .
On commence par observer que comme corollaire de la Proposition 2.27 on
obtient que l’espace Ein1,n est un espace-temps conformément plat.
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Corollaire 3.9. L’espace Ein1,n est conformément plat. De même les espaces
AdS1,n et dS1,n sont conformément plats.
Démonstration. Le fait que que l’espace Ein1,n est conformément plat découle de
la transitivité de l’action de SO0(2, n+1) sur Ein1,n et du plongement conforme de
R1,n dans Ein1,n. Comme AdS1,n et dS1,n se plongent conformément dans Ein1,n
on obtient qu’eux aussi sont conformément plats.
La raison pour laquelle le théorème de Liouville est tellement important pour
l’étude des espace-temps conformément plats est que , quand la dimension est
supérieure ou égale à 3, il permet de voir ces espaces comme des (G,X)-structures,
où G = SO0(2, n) et X = Ein1,n.
Encore une fois la situation dans le cas riemannien est tout à fait similaire (voir
par exemple [40]) : quand le dimension est majeure ou égal à 3, les concepts
de (Sn, SO(n + 1))-variété et variété riemannienne conformément plate sont les
mêmes. En fait on a :
Proposition 3.10. Étant donné une (Ein1,n, SO0(2, n))-structure sur une variété
on peut lui associer une classe d’équivalence de métriques lorentziennes conformé-
ment plates. Cette correspondance est bijective quand n ≥ 2.
Démonstration. Soit M une variété munie d’une (Ein1,n, SO0(2, n))-structure et
soit {Uα, φα} un (Ein1,n, SO0(2, n))-atlas pour M . Si g0 est la métrique dσ2− dt2
sur Ein1,n ' Sn × S1, le tiré en arrière φ∗αg0 est une métrique lorentzienne sur
chaque Uα. Soit fα une partition de l’unité associée à {Uα, φα}, alors
g :=
∑
α
fαφ
∗
αg0
est une métrique lorentzienne sur M . Comme Ein1,n est conformément plat au
sens de la Définition 3.8, la métrique g l’est aussi.
Inversement soit (M, g) variété lorentzienne conformément plate de dimension
n + 1, et on suppose n ≥ 2. Soit {Uα, φα} un atlas pour M tel que pour tout α,
g|Uα est conformément é´quivalent à φ
∗
αg1,n. Donc pour chaque composante connexe
V de Uα ∩ Uβ on a que
φβ ◦ φ
−1
α |fα(V ) : φα(V ) −→ φβ(V )
est une application conforme entre deux ouverts de R1,n. Comme R1,n se plonge
conformément dans Ein1,n, φβ ◦ φ−1α |fα(V ) est en fait une application conforme
entre deux ouverts de Ein1,n. D’après le Théorème de Liouville, Théorème 2.5,
l’application φβ ◦ φ−1α |fα(V ) se prolonge en un unique élément de SO0(2, n). On
obtient ainsi une (Ein1,n, SO0(2, n))-structure sur M .
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Dans la suite quand on parlera d’espace-temps conformément plat on sup-
posera toujours n ≥ 2 : on pourra ainsi voir un tel espace comme une variété
localement modelée sur (Ein1,n, SO0(2, n)). Suivant le cas, il peut être plus avan-
tageux, notamment pour pouvoir utiliser la notion de causalité, de se placer dans
l’espace d’Einstein universel, c’est à dire, de voir l’ espace-temps conformément
plat comme une (E˜in1,n, S˜O0(2, n))-variété.
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Chapitre 3
Extensions maximales
1 Généralités sur les extensions maximales d’un
espace-temps
Le problème d’existence et unicité de l’extension maximale d’un espace-temps
globalement hyperbolique donné doit son origine à la résolution d’un problème
d’équations différentielles issu de la physique : le problème d’existence et unicité
des solutions maximales pour l’équation d’Einstein.
1.1 Problème de Cauchy associé à l’équation d’Einstein
L’équation d’Einstein est une équation qui met en relation une quantité phy-
sique comme le tenseur d’impulsion-énergie avec des quantités purement géomé-
triques comme la courbure de Ricci et la métrique de l’univers. On l’écrit comme
suit :
Ric(g)− 1/2scal(g)g + Λg = 8piT (3.1)
où g est une métrique lorentzienne, Ric(g) est le tenseur de courbure de Ricci,
scal(g) la courbure scalaire de la métrique g, Λ la constante cosmologique et T un
tenseur symétrique de type (2, 0), appelé tenseur d’impulsion-énergie. En absence
de matière, donc si on est dans le vide, le tenseur T est nul et si on suppose Λ = 0
les équations d’Einstein deviennent :
Ric(g) = 0 (3.2)
Une solution de ces équations est un espace-temps M dont la métrique est à
courbure de Ricci nulle. Dans le cas où T n’est pas nul, une possibilité est de partir
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d’une variétéM sur laquelle T est défini, et de chercher une métrique lorentzienne
g surM qui vérifie les équations (3.1). Mais, dans le problème général, T n’est pas
prescrit à l’avance, même si on peut supposer qu’il vérifie certaines hypothèses, et
il faut étudier l’évolution de la métrique et du tenseur T simultanément de façon à
satisfaire (3.1). Dans les modèles cosmologiques standards on suppose que l’univers
évolue comme un fluide parfait, voir par exemple [42] Chapitre 12 ou [33] pag 134-
138. Le tenseur d’impulsion énergie prend alors une forme assez simple mais dont
l’étude reste un sujet d’actualité. Si on impose des conditions supplémentaires de
symétrie, on peut classifier les espaces-temps solutions, obtenant de la sorte les
modèles cosmologiques de Robertson-Walker .
Si on impose à l’espace-temps solution M d’être globalement hyperbolique on
peut considérer le problème de Cauchy associé à l’équation d’Einstein. L’idée est
la suivante : on se donne une variété riemannienne (S, h) de dimension n munie
d’un (2, 0)-tenseur symétrique II, et on cherche une métrique lorentzienne g sur
la variété produit S × R. La métrique g doit vérifier les équations (3.1) pour
un certain T donné à priori sur S × R, de sorte que II soit la deuxième forme
fondamentale de l’hypersurface S × {0}.
Il se trouve que h et II ne peuvent pas être données de façon complètement
indépendante. Dans le cas où T = 0 une condition nécessaire pour que le problème
de Cauchy ait une solution est que h et II vérifient certaines équations, connues
sous le nom d’ équations des contraintes de la relativité générale (voir chapitre 7
de [33]).
Définition 1.1. Une donnée initiale pour le problème de Cauchy associé aux
équations d’Einstein est un triplet (S, h, II), où :
– S est une variété munie de la métrique riemannienne h,
– II est un (2, 0)-tenseur symétrique sur S,
– II et h vérifient les équations des contraintes.
Définition 1.2. Étant donné une donnée initiale (S, h, II), une solution du pro-
blème de Cauchy associé aux équations d’Einstein pour T = 0 est un espace-
temps (M, g) globalement hyperbolique tel que la métrique lorentzianne g vérifie
les équations 3.2 et tel qu’il existe un plongement i : S ↪→ M qui vérifie :
– i∗g = h
– i(S) est une hypersurface de Cauchy de M
– i∗(II) est la seconde forme fondamentale de l’hypersurface i(S).
Le problème de l’existence locale de solution pour le problème de Cauchy
associé aux équations d’Einstein a été résolu par Geroch et Choquet-Bruhat dans
les années ’80 pour une large classe de tenseurs T , voir [14] et [15]. Dans [14] ils
démontrent le résultat suivant, dans le cas où T = 0 :
Théorème 1.3. Pour toute donnée initiale (S, h, II), le problème de Cauchy as-
socié aux équations (3.2) admet une solution. Pour tout couple de solutions (M, g)
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et (M ′, g′), il existe des voisinages des hypersurfaces de Cauchy i(S) et i′(S ′) iso-
métriques l’un à l’autre.
Il est alors naturel de se poser la question suivante : comment deux solutions
(M, g) et (M ′, g′) données, qui, comme le théorème affirme, coïncident au voisinage
de l’hypersurface de Cauchy i(S) ∼= i′(S ′), se comportent-elles loin de la donnée
initiale ? En d’autres termes le problème est de comprendre si toute solution locale
s’étend de manière unique en une solution maximale du problème de Cauchy.
Définition 1.4. Soient (M, g) et (M ′, g′) deux solutions du problème de Cauchy
relatives à une donné initiale (S, h, II). On dit que (M, g) étend (M ′, g′) ou que
(M, g) est une extension de (M ′, g′), s’il existe un plongement isométrique de
(M ′, g′) en (M, g) qui envoie l’hypersurface i′(S ′) sur i(S).
Si (M, g) est une extension de (M ′, g′), on peut voir (M ′, g′) comme un voisi-
nage ouvert de i(S) dans (M, g). On peut maintenant définir ce qu’est une solution
maximale du problème de Cauchy :
Définition 1.5. Une solution maximale du problème de Cauchy associé à l’équa-
tion d’Einstein est une solution (M, g) telle que l’unique extension de (M, g) est
l’extension triviale (M, g) ⊂ (M, g).
On est alors amenés à se demander si on peut toujours étendre une solution
locale donnée en une solution maximale et si une telle extension maximale est
unique. Dans [15] Choquet-Bruhat et Geroch ont prouvé :
Théorème 1.6. Étant donné une solution locale (M, g) du problème de Cauchy,
de données initiales (S, h, II), il existe une solution maximale (M ′, g′) du même
problème qui étend (M, g). La solution (M ′, g′) est unique à isométrie près.
1.2 Extension maximale dans une catégorie rigide
Dans la section précédente on a défini l’extension maximale d’un espace-temps
solution du problème de Cauchy associé aux équations d’Einstein. Le but de cette
section est de montrer comment cette notion peut être généralisée, de façon as-
sez naturelle, à d’autres classes d’ espace-temps globalement hyperboliques qui ne
sont pas solution des équations d’Einstein.
Définition 1.7. Soient M et N deux espace-temps GH. Un plongement isomé-
trique f : M → N est dit un Cauchy-plongement s’il existe une hypersurface de
Cauchy S ⊂ M telle que f(S) est une hypersurface de Cauchy de N . S’il existe
un Cauchy-plongement f :M → N on dit que N étend M .
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On remarque que si M et N sont deux solutions des équations d’Einstein, le
fait que M se plonge dans N par un Cauchy-plongement équivaut à ce que M et
N sont solutions du même problème de Cauchy et que N étend M au sens de la
Définition 1.4. La Définition 1.4 est alors un cas particulier de la Définition 1.7
ci-dessus.
À partir de la définition de Cauchy-plongement on peut parler à nouveau d’ex-
tension maximale d’un espace-temps globalement hyperbolique donné :
Définition 1.8. Un espace-temps globalement hyperboliqueM est maximal si tout
Cauchy-plongement de M dans un autre espace-temps est surjectif.
La notion de maximalité est alors naturellement associée à celle d’hyperbolicité
globale. Étant donné un espace-temps globalement hyperbolique M on peut à
nouveau chercher à savoir s’il admet une extension maximale et si cette extension
est unique.
En adaptant les arguments de la preuve du Théorème 1.6 on montre que tout
espace-temps donné admet une extension maximale, au sens de la définition 1.8,
mais en général on ne peut pas s’attendre à ce que elle soit unique. Cependant, si
on se restreint à certaines catégories d’espace-temps la preuve du Théorème 1.6
peut encore s’appliquer.
Définition 1.9. Une catégorie d’espace-temps est une classe C d’espace-temps
telle que :
– C est stable par isométrie : si (M, g) appartient à C et (N, h) est isomé-
trique à (M, g) alors (N, h) appartient à C .
– C est stable par restriction : si (M, g) appartient à C alors pour tout ouvert
U de M , (U, g|U) appartient à C .
– C est stable par recollement : s’il existe un recouvrement ouvert (Ui)i∈I de
(M, g) tel que pour tout élément i de I la restriction (Ui, g|Ui) appartient a
C alors (M, g) est dans C .
On remarque que dans le premier axiome, on ne demande pas que l’isométrie
préserve l’orientation chronologique. Ainsi, C est stable par inversion du temps :
si (M, g) appartient à C , l’espace-temps obtenu en inversant l’orientation chrono-
logique est lui aussi dans C .
Un exemple typique de catégorie d’espace-temps est la classe des espace-temps
dont la métrique lorentzienne est de classe Cr pour r fixé. En particulier, nous
pouvons définir la catégorie analytique : celle où les espace-temps sont des varié-
tés analytiques munies de métriques lorentziennes analytiques. Un autre exemple
de catégorie est celle des espace-temps qui sont des (G,X)-variétés, où X est un
espace-temps fixé et G le groupe des isométries de X qui préservent l’orienta-
tion et l’orientation chronologique. Nous parlons alors de la (G,X)-catégorie. Cet
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exemple de catégories contient trois catégories dont on a déjà parlé : celle des
espaces-temps plats (i.e. localement modelés sur l’espace de Minkowski), celle des
espaces-temps localement modelés sur l’espace anti-de Sitter, et celle des espaces-
temps localement modelés sur l’espace de Sitter.
Les espace-temps qui sont solutions des équations d’Einstein sont alors seulement
une des catégories possibles où on peut étudier la maximalité.
Définition 1.10. Un espace-temps globalement hyperbolique M appartenant à
une catégorie C est C -maximal si tout Cauchy-plongement de M dans un autre
espace-temps appartenant à la catégorie C est surjectif.
Par exemple, si un espace-temps globalement hyperbolique M est maximal
parmi les espace-temps localement modelés sur l’espace de Minkowski, de Sitter
ou anti-de Sitter, on écrit que M est respectivement R1,n-maximal, dS1,n-maximal
ou AdS1,n-maximal.
Si un espace-temps globalement hyperbolique appartenant à une catégorie C est
maximal au sens de la Définition 1.8 il est alors C -maximal. Par contre un espace-
temps globalement hyperbolique C -maximal peut admettre une extension en de-
hors de la catégorie C , il n’est donc pas forçément maximal.
Définition 1.11. On dit qu’une catégorie C d’espace-temps est rigide si étant
donnés deux espace-temps M et N globalement hyperboliques dans C et une
isométrie f : I±(p)→ I±(q), où p ∈M et q ∈ N , alors f s’étend en une isométrie
fˆ : U ∪ I±(p)→ V ∪ I±(q), où U et V sont des voisinages de p et q.
Il s’agit là de l’hypothèse centrale dans la preuve du théorème de Choquet-
Bruhat et Geroch (Théorème 1.6), qui, mutatis mutandis, se généralise directe-
ment de la manière suivante :
Théorème 1.12. Tout espace-temps globalement hyperbolique appartenant à une
catégorie rigide C admet une unique extension C -maximale.
Les principaux exemples de catégories rigides d’espace-temps sont :
– Les espace-temps solutions du même problème de Cauchy associé à l’équation
d’Einstein. Pour prouver que cette catégorie est une catégorie rigide il faudrait
rentrer dans la théorie des EDP relative à l’équation d’Einstein. Ici on va juste
donner une idée très rapide des arguments utilisés.
Soient M et N deux solutions du problème de Cauchy associé à l’équation d’Ein-
stein de donnée initiale (S, h, II) et soit f : I−(p) → I−(q) une isométrie, où
p ∈M et q ∈ N . Comme la l’EDP sous-jacente est à propagation finie, la solution
en x (plus précisément, le 1-jet de la métrique de M en x) pour tout élément x
au voisinage de p est entièrement déterminée par la valeur de la donnée initiale
(h, II) restreinte à un voisinage de J−(p)∩S dans S. Le même argument est vrai
1. GÉNÉRALITÉS SUR LES EXTENSIONS MAXIMALES D’UN ESPACE-TEMPS85
CHAPITRE 3. EXTENSIONS MAXIMALES
pour les points appartenant à un voisinage de q dans N .
D’après le Théorème 1.3M et N sont isométriques au voisinage de S donc l’isomé-
trie f se prolonge en une isométrie entre un voisinage de J−(p)∩S et un voisinage
de J−(q)∩S. Il s’en suit queM et N sont isométriques aux voisinages de p et de q.
– Les espace-temps analytiques. Étant donné deux espace-temps analytiques
(M, g) et (N, h), tout isométrie analytique f : I−(p)→ I−(q), où p ∈M et q ∈ N ,
se prolonge par analyticité à une application fˆ entre deux voisinages respective-
ment de p et de q. Soient {pn} et {qn} deux suites de points de I−(p) et I−(q)
qui convergent respectivement à p et q. Comme la métrique sur M est aussi ana-
lytique on peut passer en passant à la limite dans hqn(dpn fˆ ·, dpnfˆ ·) = gpn(·, ·) on
obtient hq(dpfˆ ·, dpfˆ ·) = gp(·, ·). Soient U et V deux voisinages normaux de p et
q, on définit l’application expq ◦dpfˆ ◦ (expp)
−1 : U → V . Il s’agit d’une isomé-
trie qui coïncide avec f sur I−(p), et qui est analytique. L’unicité de l’extension
analytique implique alors fˆ = expq ◦dpfˆ ◦(expp)
−1 sur U , donc fˆ est une isométrie.
– Les espace-temps modelés sur un couple (G,X). SoientM et N deux espace-
temps localement modelés sur (G,X) et soit f : I−(p) → I−(q) une isométrie,
où p ∈ M et q ∈ N . Soient φ : U → X et ψ : V → X deux cartes au voi-
sinage de p et de q. Par définition de (G,X)-structure l’isométrie ψ ◦ f ◦ ψ−1 :
ψ(V ∩ I−(q)) → ψ(U ∩ I−(p)) se prolonge en un unique élément g ∈ G. Donc
l’application fˆ := ψ ◦ g ◦ φ est une isométrie entre U et V .
La dernière catégorie contient en particulier celle des espace-temps à courbure
constante. Ces derniers sont aussi solutions de l’équation d’Einstein, et sont donc
déjà implicitement considérés dans la formulation du Théorème 1.6.
Il est évident que si un espace-temps globalement hyperbolique est maximal parmi
tous les espace-temps globalement hyperbolique, au sens de la définition 1.8, il
sera aussi C -maximal pour toutes les catégories C auxquelles il appartient. Par
exemple, si M est un espace-temps globalement hyperbolique localement modelé
sur l’espace de Minkowski, maximal en tant qu’ espace-temps globalement hyper-
bolique, il le sera d’autant plus en tant qu’espace-temps plat. Tel est le cas par
exemple des espace-temps plats CGHM (Cauchy-Compact Globalement Hyper-
bolique Maximal) comme on le verra à la section 3.
1.3 Extension maximale conforme et conformément plate
Dans la section 3 on a donné une formulation du problème de l’extension
d’un espace-temps globalement hyperboliquepar les Cauchy-plongements : cette
formulation se généralise facilement au cas conforme.
On peut en fait parler de Cauchy-plongement conformes :
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Définition 1.13. Soient M et N deux espace-temps globalement hyperbolique.
Un Cauchy-plongement conforme (où simplement Cauchy-plongement si le contexte
le permet) est un plongement conforme f : M → N tel qu’ il existe une hyper-
surface de Cauchy S ⊂ M telle que f(S) est une hypersurface de Cauchy de
N .
Comme dans le contexte isométrique on dira qu’ un espace-temps N globale-
ment hyperbolique étend conformément un autre espace-temps globalement hy-
perbolique M s’il existe un Cauchy-plongement conforme f :M → N . Un espace-
temps qui n’admet pas d’extensions conformes non triviales sera appelé C-maximal
(ne pas confondre C-maximal et C -maximal ! Ici, le C signifie Conforme).
Même si ici on sort du contexte isométrique on peut encore parler de catégorie
d’espace-temps en remplaçant simplement les isométries par des difféomorphismes
conformes dans la Définition 1.9. L’image d’un espace-temps conformément plat
par un Cauchy- plongement est conformément plat. On peut donc parler de la ca-
tégorie des espace-temps conformément plats, qu’on appelle C0. On dit alors qu’un
espace-temps globalement hyperbolique conformément plat M est C0-maximal, si
tout Cauchy-plongement conforme de M dans un espace-temps N globalement
hyperbolique conformément plat est surjectif.
En résumé on a donc plusieurs notions de maximalité pour les espace-temps glo-
balement hyperbolique, suivant qu’on considère des Cauchy-plongement isomé-
triques ou conformes et suivant la catégorie à laquelle on se restreint.
Certaines implications sont évidentes : par exemple si M est un espace-temps
localement modelé sur une paire (G,X), où X est, suivant le cas, l’espace R1,n,
dS1,n ou AdS1,n, on a :
M est C-maximal⇒ M est C0-maximal⇒M est X-maximal (3.3)
Évidemment, les implications réciproques ne sont pas nécessairement vérifiées :
un espace-temps C0-maximal peut ne pas être C-maximal, un espace-temps plat-
maximal peut ne pas être C0-maximal, etc.. Dans la section 3 et surtout à la section
2 on verra des situations dans lesquelles les implications inverses sont néanmoins
vérifiées.
Maintenant que nous avons défini la C-maximalité et la C0-maximalité, on peut
à nouveau se poser le problème, comme dans le cas isométrique, de comprendre
si tout espace-temps globalement hyperbolique conformément plat admet une C0-
extension maximale ou même une C-extension maximale, et si une telle extension
est unique à difféomorphisme conforme près.
En d’autres termes, il s’agit de généraliser le Théorème 1.6 au cas conforme et au
cas conformément plat. Dans la section 3 on va prouver l’existence et l’unicité de
la C0-extension maximale pour un espace-temps conformément plat globalement
hyperbolique donné de dimension supérieure ou égale à 3. Le problème de l’exis-
tence et unicité de la C-extension maximale est plus délicat (et on ne le fera pas !)
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car dans ce cas, beaucoup plus général, les espace-temps ne sont plus localement
modelés sur un espace modèle, comme l’espace d’Einstein pour les espace-temps
conformément plats de dimension supérieure ou égale à 3, et on dispose de beau-
coup moins de structure.
2 Cauchy-plongements
Dans cette section on va étudier certaines propriétés des Cauchy-plongements.
Comme il s’agit bien de propriétés causales elles s’appliquent aussi bien à des
Cauchy-plongements isométriques qu ’à des Cauchy-plongements conformes. On
parlera donc simplement de Cauchy-plongement sans spécifier s’il est isométrique
ou conforme.
Dans la suite M et N seront deux espace-temps globalement hyperboliques et S,
S ′ deux hypersurfaces de Cauchy respectivement de M et N .
Lemme 2.1. L’image d’un Cauchy-plongement f : (M,S) → (N, S ′) est un
ouvert causalement convexe de N .
Démonstration. Soient f(x) et f(y) deux points de f(M) causalement reliés par
une courbe future c : [0, 1] → N , c(0) = f(x) e c(1) = f(y). On prolonge c en
une courbe inextensible c : R → N . Comme N est globalement hyperbolique
c : R → N est un plongement et comme f(M) est un ouvert de N , l’intersection
c−1(f(M) ∩ c(R)) est une union d’ intervalles. Soit I un de ces intervalles. La
courbe (f |f(M))−1 ◦ c : I → M est causale et inextensible dans M et rencontre
donc l’hypersurface de Cauchy S de M en un point z ∈ M . Mais ceci implique
f(z) ∈ f(S) ∩ c(I) 6= ∅. Comme f(S) est une hypersurface de Cauchy elle ne
rencontre pas deux fois une courbe causale : on en déduit que c−1(f(M) ∩ c(R))
a une seule composante connexe qui est donc [0, 1] tout entier.
Corollaire 2.2. Un Cauchy-plongement f : (M,S) → (N, S ′) envoie tout sous-
ensemble achronal A de M en un sous-ensemble achronal de N .
Démonstration. Soit par l’absurde γ une courbe de type temps entre deux points
de f(A). Comme l’image f(M) est causalement convexe dans N , la courbe γ est
entièrement contenue dans f(M). Alors la courbe (f |f(M))−1 ◦ γ est une courbe
de type temps entre deux points de A, cela contredit l’achronalité de A.
Corollaire 2.3. Un Cauchy-plongement f : (M,S) → (N, S ′) envoie toute hy-
persurface de Cauchy de M en une hypersurface de Cauchy de N .
Démonstration. Soit Σ ⊂ M une hypersurface de Cauchy. D’après le Corollaire
2.2 f(Σ) est une hypersurface achronale. Le fait qu’elle est edgeless découle du
fait que f(M) est un voisinage ouvert de f(Σ) et du fait que Σ est edgeless. Il
reste à montrer que f(Σ) rencontre toute courbe causale inextensible. Soit c :
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R→ N une courbe inextensible de N . On sait que c intersecte S ′ ce qui implique
f(M) ∩ c(R) 6= ∅ et par la démonstration précédente (f |f(M))−1 ◦ c : R → M est
une courbe causale inextensible de M . Comme Σ est une hypersurface de Cauchy
elle rencontre cette courbe, donc c rencontre f(Σ), donc f(Σ) est une hypersurface
de Cauchy de M ′.
Une propriété remarquable des Cauchy-plongements est qu’ ils sont déterminés
par leur restriction à une hypersurface de Cauchy donnée dans la variété de départ.
On énonce alors le lemme suivant dont on ne donnera la preuve qu’ au chapitre
4, Proposition 4.1, quand on aura mis en place les outils nécessaires.
Lemme 2.4. Soient f, g :M → N deux Cauchy-plongements tels que f |Σ = g|Σ,
alors f = g.
On va maintenant voir comment est faite la frontière de l’image d’un Cauchy-
plongement.
Lemme 2.5. Soit f : M → N un Cauchy-plongement. La frontière ∂f(M)
est l’union disjointe de deux fermés achronaux edgeless (éventuellement vides)
∂+f(M) et ∂−f(M) de N tels que
I−(∂+f(M)) ∩ I+(∂−f(M)) ⊂ f(M).
Démonstration. Soit S une hypersurface de Cauchy acausale de M . On identifie
M à son image dans N , S est alors aussi une hypersurface de Cauchy acausale
de N . Soit M± := I±(S) ∩M et de manière analogue soit N± := I±(S) ∩ N . Le
bord ∂M est alors l’union disjointe de ∂+M := ∂M ∩N+ et ∂−M := ∂M ∩N−.
1) Pour tout point p ∈ ∂+M on a I−(p) ∩N+ ⊂M+.
Soit q ∈ I−(p) ∩ N+, il existe une courbe causale passée c qui le relie à un point
z ∈ S. Pour tout x proche de p on a q ∈ I−(x), mais comme p est dans la frontière
de M+ il y a des point de M+ qui son arbitrairement proches de p. Soit w un tel
point, il existe une courbe causale passée qui va de w à z et qui passe par q. Or
M est causalement convexe dans N d’après le Lemme 2.1 donc q ∈M+.
En renversant l’orientation on obtient aussi :
1′) Pour tout point p ∈ ∂−M on a I+(p) ∩N− ⊂M−.En particulier,
I−(∂+f(M)) ∩ I+(∂−f(M)) ⊂ f(M).
2) I+(∂+M) ∩M est vide.
Soit par l’absurde x un point de I+(∂+M)∩M , alors il existe une courbe causale
passé c qui connecte x avec un point y ∈ ∂+M . On prolonge cette courbe en une
courbe c′ causale inextensible dans le passé. Alors c′ doit rencontrer S en un point
z. Comme M est causalement convexe dans N on obtient y ∈M , contradiction.
3) ∂+M est achronale.
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Soit c une courbe temporelle future reliant deux point x < y de ∂+M alors I+(x)
est un voisinage ouvert de y, et par le point 2) il est disjoint de M , mais ceci est
absurde car y est dans l’adhérence de M .
4) ∂+M est edgeless.
Ceci découle du point 2) et du fait qu’une courbe causale qui relie un point dans
N+ \M+ à un un point dans M+ doit traverser ∂+M .
En renversant l’orientation chronologique on obtient les mêmes résultats pour
∂−M .
3 Existence et unicité de l’extension C0-maximale
Dans cette section on prouve le résultat suivant :
Théorème 3.1. Soit M un espace-temps globalement hyperbolique conformément
plate, alors il existe une unique extension C0-maximale. Cette extension est unique
à difféomorphiqme conforme près.
3.1 Existence
Dans la suite un espace temps conforme est une variété munie d’une classe
conforme de métriques lorentziennes orientées et temporellement orientées.
Soit M un espace-temps conforme de dimension n + 1 ≥ 3, et soit φ : Σ →
M un plongement conforme d’une variété riemannienne Σ dans M tel que φ(Σ)
est une hypersurface de Cauchy de M . Soit F l’ensemble des triplets (N,ψ, f)
constitué d’un espace-temps conforme N , d’un plongement conforme ψ : Σ → N
tel que ψ(Σ) est une hypersurface de Cauchy de N et d’un Cauchy-plongement
f :M → N tel que f ◦ φ = ψ.
On définit sur F la relation suivante :
(N,ψ, f)  (N ′, ψ′, f ′) ⇐⇒ ∃h : N → N ′
h plongement conforme tel que h ◦ ψ = ψ′.
On remarque que h ◦ ψ = ψ′ implique h ◦ f = f ′. En plus d’après le Lemme 2.4
si (N,ψ, f)  (N ′, ψ′, f ′), le Cauchy-plongement h : N → N ′, tel que h ◦ ψ = ψ′,
est unique.
La relation qu’on vient de définir est clairement réflexive et transitive , mais elle
n’est pas antisymétrique. Cependant, si (N,ψ, f)  (N ′, ψ′, f ′) et (N ′, ψ′, f ′) 
(N,ψ, f) il existe deux Cauchy-plongements h : N → N ′ et h′ : N ′ → N tels
que h ◦ ψ = ψ′ et h′ ◦ ψ′ = ψ. Alors h ◦ h′ restreint à l’hypersurface de Cauchy
ψ(Σ) est l’identité, et d’après le Lemme 2.4, h◦h′ est l’identité sur N . De manière
symétrique, h′ ◦ h est l’application identité sur N ′. Il s’en suit que N et N ′ sont
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conformément difféomorphes.
La relation :
(N,ψ, f) ' (N ′, ψ′, f ′) ⇐⇒ [(N,ψ, f)  (N ′, ψ′, f ′) et (N,ψ′, f ′)  (N,ψ, f)]
est une relation d’ équivalence : elle identifie en quelque sorte les extensions qui ne
diffèrent que par une composition au but par un difféomorphisme conforme. On
note [N,ψ, f ] la classe d’équivalence de (N,ψ, f) et par F l’ensemble des classes
d’équivalence. La relation  induit sur F une relation, qu’on désigne encore par
, et qui est cette fois une relation d’ordre partiel.
On va montrer que tout sous-ensemble totalement ordonné de (F ,) a un ma-
jorant. D’ après le Lemme de Zorn on aura alors l’existence d’un élément maximal.
Cet élément sera l’extension maximale conformément plate de M recherchée.
Soit donc {[Mi, ψi, fi]}i∈I une sous-ensemble totalement ordonné de F , avec
M0 = M , S0 = S et ψ0 = φ. Si i < j, on note fi,j : Mi → Mj l’unique Cauchy-
plongement tel que fi,j ◦ψi = ψj . D’après le Lemme 2.4 fi,k ◦fk,j = fi,j et fi,i = id
pour tout i ≤ j ≤ k.
Soit M :=
⊔
i∈IMi l’ union disjointe des Mi. Sur M on définit la relation
suivante :
(x, i) ∼ (y, j) ⇔

i ≤ j fi,j(x) = y
ou
j < i fj,i(y) = x
Ce qui précède montre que ∼ est une relation d’équivalence. SoitM l’ensemble
quotientM/ ∼ avec la topologie induite. Si on arrive à montrer queM est dans F ,
elle est le candidat naturel à représenter un majorant de la chaîne {[Mi, ψi, fi]}i∈I .
On note pi : Mi → M la composition de l’inclusion Mi ⊂ M avec la projection
au quotient pi :M→M . Pour i < j on a donc pi(Mi) ⊂ pj(Mj).
Lemme 3.2. Chaque pi est un homéomorphisme sur son image.
Démonstration. Par définition de la topologie quotient pi est continue. Il faut
montrer qu’elle est ouverte. Soit U ⊂ Mi un ouvert, on a que pi(U) est un ouvert
si et seulement si pi−1(pi(U)) est un ouvert de M. Or
pi−1(pi(Mi)) =
⊔
j∈I: i<j
fi,j(Mi) unionsq
⊔
j∈I:j≤i
Mj
et chaque fi,j(Mi) est ouvert dans Mj car fi,j est un difféomorphisme sur son
image. Donc pi−1(pi(U)) est un ouvert de M.
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Pour montrer que M est dans F , c’est-à-dire que M un espace-temps confor-
mément plat globalement hyperbolique, il faut avant tout montrer qu’elle est une
variété et en particulier qu’elle est à base dénombrable d’ouverts, ce qui est loin
d’être garanti puisque I n’a aucune raison d’être dénombrable !
Proposition 3.3. M est un espace-temps conformément plat .
Démonstration. D’après le Lemme 3.2 chaque point p de M est contenu dans un
voisinage homéomorphe à un des Mi, donc p admet un voisinage homéomorphe à
Rn. De plus, tout couple de points de M est contenue dans un même pi(Mi) pour
un certain i ∈ I, et donc, toujours d’après le Lemme 3.2, il existe deux voisinages
disjoints de chacun des points. L’espace M est donc séparé au sens de Hausdorff.
Pour conclure la preuve il faut encore montrer queM admet une base dénombrable
d’ouverts et qu’il est naturellement muni d’une classe conforme de métriques lo-
rentziennes conformément plates. Les deux choses sont liées.
Cas M simplement connexe. Pour commencer on suppose que M est simple-
ment connexe. Comme d’après le Théorème 6.18 la topologie d’une variété globa-
lement hyperbolique est déterminée par celle de son hypersurface de Cauchy, tout
élément de F est simplement connexe. Or, en tant qu’ espace-temps conformé-
ment plat simplement connexe, chaque élément Mi de F admet une application
développante di :Mi → Ein1,n qui est un difféomorphisme local.
On va construire une application développante pour M .
Soient i < j, alors l’application dj ◦ fi,j : Mi → E˜in1,n est une autre application
dévélopante pour Mi. Il s’en suit qu’il existe un unique élément gi,j dans O(2, n)
tel que dj ◦ fi,j = gi,j ◦ di. On peut alors définir une application d : M → Ein1,n
par :
d(x) =

d0 ◦ p
−1
0 (x) si x ∈ p0(M)
(g0,i)−1 ◦ di ◦ p−1i (x) si x ∈ pi(Mi)
Montrons que cette application est bien définie : soit x un élément de M qui
soit dans pi(Mi) et soit i < j, donc pi(Mi) ⊂ pj(Mj). Comme f0,j = fi,j ◦ f0,i on
obtient g0,j = gi,j ◦ g0,i. Alors
(g0,j)−1 ◦ dj ◦ p−1j (x) =(gi,j ◦ g0,i)
−1 ◦ dj ◦ p
−1
j (x)
=(g0,i)−1 ◦ (gi,j)−1 ◦ dj ◦ p−1j (x)
=(g0,i)−1 ◦ (gi,j)−1 ◦ dj ◦ fi,j ◦ (pi)−1(x)
=(g0,i)−1 ◦ di ◦ p−1i (x)
où la dernière égalité est vérifiée car pj = (fi,j)−1 ◦ pi et (gi,j)−1 ◦ dj ◦ fi,j = di.
L’application d est donc bien définie, et, par construction elle est un difféomor-
phisme local.
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L’ existence d’un telle application d nous permet de montrer que M est à base
dénombrable d’ouverts. En effet, le tiré en arrière par d d’une métrique rieman-
nienne sur Ein1,n fournit une métrique riemannienne sur M , et il est bien connu
que toute variété riemannienne admet une base dénombrable d’ouverts.
De plus L’application d définit une structure lorentzienne conformément plate sur
M . Comme les fi,j préservent l’orientation et l’orientation chronologique, les gj,i
sont dans O0(2, n). Ceci implique queM est chronologiquement orientée. DoncM
est un espace-temps conformément plat.
Cas M non simplement connexe.
Si M n’est pas simplement connexe on considère son revêtement universel M˜ . On
munit M˜ de la structure causale obtenue en tirant en arrière par l’application de
revêtement pi : M˜ →M la structure causale de M .
Lemme 3.4. Soit M un espace-temps globalement hyperbolique et soit S une
hypersurface de Cauchy de M . Soit M˜ son revêtement universel muni du relevé
de la structure causale de M . Alors le relevé S˜ est une hypersurface de Cauchy de
M˜ .
Démonstration. L’application de revêtement pi : M˜ → M est un difféomorphisme
local qui préserve la structure causale de M˜ et M . Il s’en suit que S˜ est une
hypersurface plongée localement achronale de M˜ . De plus S˜ est edgeless car celle-
ci est une propriété locale. On va montrer que S˜ est achronale et qu’elle rencontre
toute courbe causale inextensible de M˜ .
Soit α : R→ M˜ une courbe causale inextensible de M˜ . L’application pi ◦α est une
immersion telle que l’image de tout vecteurs tangents à α est un vecteur causale de
M . Comme, d’après la Définition 6.1, M est fortement causale la courbe pi ◦ α ne
peut pas se recouper ni s’accumuler sur elle même, donc pi ◦α est un plongement.
Comme on a supposé que α est inextensible, on obtient que pi ◦ α est une courbe
causale inextensible de M . Elle doit donc rencontrer l’hypersurface de Cauchy S
ce qui implique que α rencontre S˜.
Soit c une courbe temporelle de M˜ . D’après ce qu’on viens de dire pi ◦ c est un
plongement dont l’image est une courbe temporelle deM . Comme S est achronale
pi ◦ c rencontre S au plus une seule fois. Comme pi ◦ c est injective on obtient que
c rencontre S˜ au plus une fois.
On peut relever toutes les fi,j en des plongements conformes f˜i,j : M˜i → M˜j
entre les revêtements universels des éléments de F . D’après le Lemme 3.4 le relevé
de toute hypersurface de Cauchy Si est une hypersurface de Cauchy S˜i de M˜i, donc
les plongements fi,j sont en fait des Cauchy-plongements conformes. On peut alors
écrire le diagramme suivant :
Σ˜ −→ψ˜0 M˜0 −→f˜0,i M˜i −→f˜i,j M˜j −→ · · ·
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q0 ↓ qi ↓ qj ↓
Σ −→ψ0 M0 −→f0,i Mi −→fi,j Mj −→ · · ·
où les qk sont les projections de revêtement. On peut appliquer le même procédé
utilisé pour définirM pour obtenir un M˜ . Comme les M˜i sont simplement connexes
d’après le première partie de la preuve on obtient que M˜ est une variété et elle est
naturellement munie d’une structure d’espace-temps conformément plat, donnée
par une application développante d. On note p˜i : M˜i → M˜ les homéomorphismes
sur l’image, donnés par le Lemme 3.2, relatifs à cette construction. On définit
l’application naturelle p : M˜ →M comme
p(x) = pi ◦ qi ◦ p˜−1i (x) pour x ∈ p˜i(M˜i)
Cette définition ne dépend pas du choix de la carte p˜i(M˜i) car, si i < j, pour x
dans p˜i(M˜i) les égalités p˜i = p˜j ◦ f˜i,j et pi ◦ qi = pj ◦ qj ◦ f˜i,j impliquent
pi ◦ qi ◦ p˜
−1
i (x) = pj ◦ qj ◦ p˜
−1
j (x).
L’application p est un difféomorphisme local car elle est la composition des dif-
féomorphismes locaux. On va montrer que p est une application de revêtement.
Soit Γ := pi1(Σ). Le groupe Γ agit sur chaque M˜i de sorte que pour tout γ dans
Γ, qi ◦ γ = qi et pour tout i, j dans I f˜i,j ◦ γ = γ ◦ f˜i,j. On peut alors définir une
action de Γ sur M˜ par :
∀x ∈ p˜i(M˜i), γ(x) := p˜i ◦ γ ◦ p˜−1i (x)
Cette action est bien définie : si i < j alors
p˜i ◦ γ ◦ p˜
−1
i (x) = p˜j ◦ f˜i,j ◦ γ ◦ f˜
−1
i,j ◦ p˜
−1
j (x) = p˜j ◦ γ ◦ p˜
−1
j (x)
Par construction : p ◦ γ = p. Plus précisément, pour tout x, y dans M˜ on a
p(x) = p(y) si et seulement il existe un élément γ de Γ tel que x = γ(y). Cette
action est propre et discontinue car Γ agit proprement et discontinuement sur
chaque p˜i(M˜i). Il s’en suit que M est le quotient de M˜ par Γ et p est la projection
au quotient.
Comme M est le quotient d’une variété à base dénombrable, elle même est à
base dénombrable. En plus l’application développante d, qui donne la structure
conformément plate de M˜ , est équivariant par rapport à l’action de Γ, car les
applications di sont équivariantes par rapport à l’action de Γ sur M˜i. Il s’en suit
qu’on peut définir une structure conformément plate sur M .
Maintenant qu’on sait que M est un espace-temps on peut commencer à en
étudier la causalité. En particulier on voudrait prouver qu’elle est globalement
hyperbolique, d’hypersurface de Cauchy p0(S0).
94 3. EXISTENCE ET UNICITÉ DE L’EXTENSION C0-MAXIMALE
CHAPITRE 3. EXTENSIONS MAXIMALES
Lemme 3.5. Chaque pi(Mi) est causalement convexe dans M .
Démonstration. Soit c : [0, 1] → M une courbe causale reliant deux points de
pi(Mi). L’ensemble c([0, 1]) est un compact deM . CommeM est l’union croissante
des pk(Mk) et que I est totalement ordonné, il existe j ∈ I tel que c([0, 1]) ⊂
pj(Mj). Quitte à remplacer j par i si on a j < i, on peut supposer i ≤ j. Or
pi(Mi) est causalement convexe dans pj(Mj) car fi,j(Mi) est causalement convexe
dans Mj d’après le Lemme 2.1 car pj est une plongement conforme. Donc l’image
de c est bien contenue dans pi(Mi).
On remarque que les pi(Si) quelque soit i définissent la même hypersurface
spatiale de M , on l’appelle donc S.
Lemme 3.6. S est une hypersurface de Cauchy pourM . En particulier, ce dernier
est globalement hyperbolique.
Démonstration. On prouve que S est achronale. Supposons qu’il existe un courbe
causale c connectant deux points de S. Par compacité c est contenue dans un
pi(Mi) ce qui est absurde car S = pi(Si) est une hypersurface de Cauchy de
chaque pi(Mi). L’hypersurface S est edgeless car elle l’est dans chaque pi(Mi) et
être edgeless est une propriété locale. Enfin, tout point de M appartient à un
pi(Mi) et donc au développement de Cauchy de S dans M .
On vient de prouver que M est un élément de F . De plus, pour tout i dans I,
l’application pi induit un Cauchy-plongement de Mi dans M . On en déduit que
[M, ψ¯, f¯ ], où f¯ est le plongement induit par p0 et ψ¯ est la composée entre φ et la
restriction de f¯ à S, majore dans F la chaîne {[Mi, ψi, fi]}i∈I . D’après le lemme
de Zorn, F contient un élément maximal. Cet élément vérifie tous les critères pour
être une extension maximale conformément plate de M .
Remarque 3.7. Dans tout ce qui précède on a toujours supposé que les élé-
ment de F sont conformément plats. Or si on modifie la définition de F comme
étant l’ensemble des triplets (N,ψ, f), où ψ et f sont comme avant, et N est un
espace-temps globalement hyperbolique conforme, sans ne plus demander qu’il soit
conformément plat, une bonne partie du raisonnement reste valable. En essayant
encore d’utiliser le lemme de Zorn on peut considérer une chaîne {(Mi, Si)}i∈I
et définir un espace M , candidat au titre d’extension maximale conforme ou C-
extension de M .
Malheureusement il y a un problème déjà pour prouver que M est une variété.
En effet la preuve ci-dessus de la Proposition 3.3 utilise fortement le fait que les
Mi sont toutes conformément plates. La difficulté principale réside dans la preuve
que M est à base dénombrable.
Même en admettant qu’on arrive à prouver l’existence de cette extension maxi-
male conforme, d’autres problèmes apparaissent lorsqu’il s’agit d’étudier l’unicité.
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La preuve de l’unicité dans le cas conformément plat, qu’on verra dans la pro-
chaine section, repose de manière essentielle sur le théorème de Liouville, qui ne
s’applique qu’à des variétés localement modelées sur Ein. Notons cependant qu’on
ne connaît aucun contre-exemple à l’unicité dans le cas conforme.
Même si nous ne savons pas prouver l’existence et l’unicité de l’extension maximale
conforme dans le contexte non conformément plat, nous verrons dans le chapitre 5
de nombreux exemples (espace de Minkowski, ouverts réguliers de l’espace de Min-
kowski, espace d’Einstein) pour lesquels on sait que l’extension conforme existe et
qu’elle coïncide avec l’extension maximale conformément plate.
3.2 Unicité
Dans la section précédente nous avons montré que pour tout espace-temps M0
conformément plat il est possible de construire des espace-temps conformément
plats globalement hyperboliques dans lesquels M admet des Cauchy-plongements
et qui sont maximales pour cette propriété. Maintenant on va voir que ces exten-
sions maximales sont toutes conformément difféomorphes entre elles.
Soient F1 : M0 → Mmax1 et F2 : M0 → M
max
1 deux Cauchy-plongements de
M0 dans deux extensions maximales. On considère l’ensemble I des quadruplets
(M, f, g1, g2) tels que f : M0 → M , g1 : M → Mmax1 et g2 : M → M
max
2 sont des
Cauchy-plongements tels que Fi = gi◦f pour i = 1, 2. Sur I on peut définir la rela-
tion (M, f, g1, g2)  (M ′, f ′, g′1, g
′
2) signifiant l’existence d’ un Cauchy-plongement
Φ : M → M ′ tel que f ′ = Φ ◦ f et gi = g′i ◦ Φ, induisant une relation d’ordre
sur l’espace quotient I de la relation identifiant deux quadruplets (M, f, g1, g2) et
(M ′, f ′, g′1, g
′
2) lorsque le Cauchy-plongement Φ est surjectif.
Comme dans la section précédente on peut montrer que (I,) est inductif :
étant donné un sous-ensemble {[Mk, fk, gk1 , g
k
2 ]}k∈I totalement ordonné de I, on
considère l’union disjointe de tous les Mk, quotienté par la relation qui identifie
chaque Φk,l(x) à x si k < l. Les gk1 et g
k
2 sont alors compatibles et donc passent
au quotient en des Cauchy-plongements g:iM → M
max
i avec i = 1, 2. On montre
comme à la section précédente que ce quotient est un espace-temps conformément
plat, qui induit un majorant de {[Mk, fk, gk1 , g
k
2 ]}k∈I .
D’après le lemme de Zorn il existe un élément (M, f, g1, g2) maximal de I. SoitM
le quotient de l’union disjointeMmax1
⊔
Mmax2 par la relation qui identifie g1(x) avec
g2(x) pour tout x ∈ M . Les projections pii : M
max
i → M sont des plongements
conformes, et chaque point de M admet un voisinage homéomorphe à Rn. Le
point clé à vérifier est :
Lemme 3.8. M est séparé au sens de Hausdorff.
Démonstration. Soit E l’ensemble des couples x, y ∈ Mmax1 ×M
max
2 tels que tout
voisinage de pi1(x) rencontre toute voisinage de pi2(y). Ceci ne peut se produire
que si x et y appartiennent respectivement à ∂g1(M) et ∂g2(M). De plus, si x ∈
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∂+g1(M) =: S
+
1 (respectivement x ∈ ∂
−g1(M) =: S
−
1 ), alors y ∈ ∂
+g2(M) =: S
+
2
(respectivement y ∈ ∂−g2(M) =: S
−
2 ). Notons E
± le sous ensemble de E formé
des (x, y) avec x ∈ S±1 , y ∈ S
±
2 . On suppose que E
+ est non vide et contient un
élément (x, y) (le raisonnement pour le cas E− 6= ∅ est similaire).
D’après le Lemme 2.5 S+1 et S
+
2 sont deux parties fermées achronales edgeless de
Mmaxi , i = 1, 2. Il existe donc deux voisinages U1 ⊂ M
max
1 et U2 ⊂ M
max
1 de x et
y tels que S+1 ∩ U1 (et resp. S
+
2 ∩ U2) déconnectent U1 (resp. U2) en deux ouverts
disjoints : U1 ∩ I−(S+1 ) et U1 ∩ I
+(S+1 ) ( resp. U2 ∩ I
−(S+2 ) et U2 ∩ I
+(S+2 )). On
remarque aussi que U1∩ I−(S+1 ) ⊂ g1(M) et U2∩ I
−(S+2 ) ⊂ g2(M). Comme pi1(x)
et pi2(y) sont non séparés on peut choisir U1 et U2 de sorte que le difféomorphisme
conforme g2 ◦ g
−1
1 envoie U1 ∩ I−(S
+
1 ) sur U2 ∩ I−(S
+
2 ).
Point-clé : d’après le théorème de Liouville 2.5 il existe une isométrie conforme
f : U1 → U2 qui étend g2 ◦ g
−1
1 .
Comme l’application f envoye S+1 ∩ U1 sur S
+
2 ∩ U2, on peut définir une ap-
plication k qui à chaque point x′ de S+1 ∩ U1 associe un point k(x) := f(x) de
S+2 ∩U2. On remarque qu’alors les deux projections pi1(x
′) et pi2(k(x′)) ne sont pas
séparées. Par construction k est bijective et il s’agit en fait d’un homéomorphisme.
On en déduit que E+ est un ouvert de S+1 ×S
+
2 et plus exactement le graphe d’un
homéomorphisme K d’un ouvert de S+1 vers un ouvert de S
+
2 .
Cas 1) : Il existe un élément (x, y) de E+ tel que le développement de Cauchy
futur de S+1 ∩U1 dans M
max
1 est non vide. Comme les deux ouverts U1 et U2 sont
conformément équivalents par F ils ont la même structure causale. Le développe-
ment de Cauchy futur de D+1 := S
+
1 ∩U1 est donc non vide si et seulement si celui
de D+2 := S
+
2 ∩U2 est non vide. Mais alors g1(M)∪D
+
1 et g2(M)∪D
+
2 sont deux
espace-temps appartenant à l’ensemble I et qui contiennent M strictement : celà
contredit la maximalité de M .
Cas 2). Le développement de Cauchy futur de S+1 ∩ U1 dans M
max
1 est vide.
D’après le Lemme 6.9 il existe donc un rayon géodésique lumière passé (non pa-
ramétré) issu de x qui au voisinage de x est contenu dans S+1 . D’après le Lemme
1.3, les géodésiques lumières, en tant que lieu géométrique, sont préservées par les
transformations conformes .
Considérons l’extension maximale r1 : [0, a[→Mmax1 de ce rayon paramétrée (avec
un paramétrage quelconque). Comme r1 doit rencontrer l’hypersurface de Cauchy
F1(S0) de Mmax1 , qui est contenue dans g1(M), son intersection avec S
+
1 est fer-
mée : il existe un temps T maximal tel que r1(T ) appartient à S+1 . Par ailleurs,
T < a car r1 doit rencontrer F1(S0) en un point r(T0) avec T < T0 < a. En outre,
la portion c(]T, T0]) est contenue dans g1(M). Rappelons que E
+ est ouvert : il
existe un temps T1 maximal tel que r1([0, T1[) est contenu dans E+. Considérons
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maintenant le rayon géodésique lumière r2 : [0, b[→ Mmax2 issu de y qui coïncide
avec f(r1(t)) pour les petits temps t. Mais les isométries fi définies au voisinage
de chaque r1(t), pour t ∈ [0, T0[, sont nécessairement compatibles le long de r1 :
elles se recollent en une application F qui vérifie F (r1(t)) = r2(t). Donc, r1(T1) est
non-séparé de r2(T1), par la maximalité de T1 on en déduit T1 = T . On applique
alors à nouveau le Lemme 6.9, pour trouver un autre rayon géodésique lumière
passé c issu de r1(T ) qui reste dans S+1 au voisinage de r1(T ). D’après la Pro-
position 5.10 si c n’est pas le prolongement de r1 alors tous les points de r1 sont
temporellement reliés à ceux de c, mais celà est impossible car S+1 est achronale.
Par ailleurs, si c est le prolongement de r1 on a r1(T + ε) ∈ S+1 pour ε > 0 assez
petit mais celà contredit la définition de T .
Lemme 3.9. M est globalement hyperbolique, d’hypersurface de Cauchy pi1 ◦ g1 ◦
f(S) = pi2 ◦ g2 ◦ f(S).
Démonstration. Soit c : R → M une courbe causale inextensible. Supposons
qu’elle ne rencontre pas pi1 ◦ g1(M) = pi2 ◦ g2(M). On voit que pi1 ◦ g1(M) (=
pi2 ◦ g2(M)) déconnecte M en deux parties (pas forcément connexes, et peut être
vides !) pi1(Mmax1 ) \ pi1 ◦ g1(M) et pi2(M
max
2 ) \ pi1 ◦ g1(M). Donc, puisque R est
connexe, c est contenue soit dans pi1(Mmax1 )\pi1◦g1(M), soit dans pi2(M
max
2 )\pi1◦
g1(M). Quitte à échanger les indices on peut supposer c contenue dans pi1(M
max
1 )\
pi1 ◦ g1(M). Alors il existe une courbe causale c
′ : R→Mmax1 telle que c = pi1 ◦ c
′.
Comme c est inextensible, il en est de même pour c′, qui doit donc rencontrer
g1(M). Contradiction.
Donc toute courbe causale inextensible c rencontre pi1◦g1(M). Chaque composante
connexe de son intersection avec pi1◦g1(M) 'M est inextensible (dans pi1◦g1(M))
et doit donc rencontrer pi1 ◦g1 ◦f1(S). De plus, comme pi1 ◦g1(M) est causalement
convexe dansMmax1 et donc dansM, c∩pi1◦g1(M) a en fait une seule composante
connexe.
On vient de prouver que les pii sont des Cauchy-plongements. Or,M est confor-
mément plate puisqu’elle est recouverte par deux ouverts conformément plats.
Comme les Mmaxi sont par hypothèse maximaux, les Cauchy-plongements pii sont
surjectifs, ce qui montre queMmax1 etM
max
2 sont conformément isométriques. Ceci
achève la preuve du Théorème 3.1.
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Ombres
Rappelons (Définition 8.7) qu’un espace-temps est dit distinguant si les deux
applications p ∈ M 7−→ J+(p) et p ∈ M 7−→ J−(p) sont injectives. Chaque
point est alors caractérisé par son futur et son passé. Tout espace-temps n’est
pas distinguant : par exemple dans Ein1,n le futur et le passé de tout point est
l’espace tout entier. Par contre tout espace-temps globalement hyperbolique est
distinguant (voir [35], chapitre 2).
Dans un espace-temps globalement hyperbolique M d’hypersurface de Cauchy Σ
toute courbe causale inextensible issue d’un point p deM doit rencontrer Σ. Il s’en
suit que soit J+(p)∩Σ, soit J−(p)∩Σ est non vide. Nous appelons ces intersections
ombres (future ou passée) du point p sur l’hypersurface de Cauchy. On verra que
l’ombre de tout point est un compact de Σ. Il est alors intéressant de voir que,
sous certaines conditions, une fois fixée une hypersurface de Cauchy Σ, chaque
point p de M est caractérisé par son ombre (passée ou future) ; l’espace-temps M
s’identifie alors à un sous-ensemble des compacts de Σ. Autrement dit, dans un
certain sens, toute l’information sur l’espace-temps est contenue dans Σ. Ce point
de vue se revèle utile en particulier pour mieux comprendre la notion d’extension
maximale d’un espace-temps.
Dans la section 3 on généralise la notion on étudie les cas des ombres sur les
sous-ensembles achronaux edgeless de M qui ne sont pas des hypersurfaces de
Cauchy de M . On verra que la majorité des résultats montrés pour les ombres sur
les hypersurfaces de Cauchy restent vrais pour les ombres sur les sous-ensembles
achronaux edgeless.
Dans la section 5 on décrit et réinterprète la construction de Kulkarni et Pinkall
([20]) des espace-temps de Sitter standards à la lumière des résultats obtenus dans
les sections précédentes.
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1 Ombres
Dans cette section M est un espace-temps globalement hyperbolique et Σ est
une des ses hypersurfaces de Cauchy.
Définition 1.1. Soient p ∈ I+(Σ) et q ∈ I−(Σ) les sous-ensembles de Σ définis
par
O−Σ(p) := I
−(p) ∩ Σ
O+Σ(p) := I
+(p) ∩ Σ
sont appelés respectivement ombre ouverte passée de p et ombre ouverte future de
q. Soient p ∈ J+(Σ) et q ∈ J−(Σ) les sous-ensembles de Σ définis par
O
−
Σ(p) := J
−(p) ∩ Σ
O
+
Σ(q) := J
+(q) ∩ Σ
sont appelés respectivement ombre fermée passée de p et ombre fermée future de
q.
D’après la Proposition 3.12 les ombres O+Σ(p) et O
−
Σ(p) sont des ouverts de
Σ comme la terminologie suggère. De plus, comme dans un espace globalement
hyperbolique les ensembles J+(p) et J−(p) sont fermés (Proposition 6.4) les ombres
O
+
Σ(p) et O
−
Σ(p) sont des fermés de Σ. L’adhérence O
±
Σ(p) de O
±
Σ(p) est donc
contenue dans O
±
Σ(p). D’après la Proposition 6.8 découle :
Lemme 1.2. Pour tout point p dans J+(Σ) et p′ dans J−(Σ), les ombres O
−
Σ(p)
et O
+
Σ(p
′) sont compactes.
Si Σ n’est pas acausale l’ inclusion O±Σ(p) ⊂ O
±
Σ(p) peut être stricte, comme le
montre la figure suivante :
p
Σ  
 
 
@
@
@
@
@
@
Lemme 1.3. Si Σ est acausale pour tout p dans M on a O±Σ(p) = O
±
Σ(p).
Démonstration. On a vu que l’inclusion O±Σ(p) ⊂ O
±
Σ(p) est toujours vérifiée,
on doit juste montrer l’inclusion O
±
Σ(p) ⊂ O
±
Σ(p). On le prouve pour les ombres
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passées O−Σ(p), pour les ombres futures la preuve est la même quitte à renverser
l’orientation chronologique de M .
Soit q un point de O
−
Σ(p)\O
−
Σ(p). Par construction cet ensemble est égal à ∂I
−(p)∩
Σ, donc d’après le Corollaire 5.11, il existe une géodésique lumière passée α qui
relie p à q. Soit (pn)n∈N une suite de points de α telle que pn ≥ pn+1 et qui converge
vers q, et soit (qn)n∈N une suite de points de J−(q)∩ I−(p), telle que qn+1 ≥ qn et
qui converge vers q. D’après la Proposition 5.9 on a qk < pk′, pour tout k′, k ∈ N,
donc pour tout n ∈ N il existe une courbe de type temps passée γn entre pn et qn.
Soit maintenant (Un)n∈N une suite décroissante de voisinages ouverts voisinage
géodésiquement convexe (Définition 3.9) de q telle que⋂
n∈N
Un = {q}
On peut par exemple prendre Un := I−(pn) ∩ I+(qn), pour n assez grand, tirant
partie du fait que M , étant globalement hyperbolique, est causalement continue
(Corollaire 8.6). D’après la Proposition 5.10 les courbes γn privées du point pn
sont contenues dans I−(p).
Pour tout entier n, il existe un entier m0(n) assez grand tel que les points pm et
qm appartiennent à Un si m ≥ m0(n). La courbe γm est alors contenue dans Un
puisque cet ouvert est causalement convexe.
Comme Σ est acausale, les points pn appartiennent à I+(Σ) et les points qn ap-
partiennent à I−(Σ). Les courbes γm, pour m ≥ m0(n), intersectent donc Σ en
un unique point xm dans Un ∩ Σ. On obtient ainsi une suite de points (xn)n∈N
dans I−(p) ∩ Σ = O−(p) convergeant vers q, ce qui implique que q appartient à
l’adhérence de O−Σ(p). Le lemme est prouvé.
Remarque 1.4. D’après le Lemme 1.3 on obtient que si Σ est acausale
∂O−Σ (p) = ∂O
−
Σ(p) = ∂I
−(p) ∩ Σ
En général si Σ n’est pas acausale les deux frontières ∂O∓Σ(p) et ∂O
∓
Σ(p) ne
coïncident pas forçément.
2 L’ensemble Ω
Dans cette section M est un espace-temps globalement hyperbolique et Σ est
une des ses hypersurfaces de Cauchy.
Définition 2.1. On définit les ensembles :
Ω+Σ := {p ∈ I
+(Σ)/ O
−
Σ(p) 6= Σ}
Ω−Σ := {p ∈ I
−(Σ)/ O
+
Σ(p) 6= Σ}
Soit alors ΩΣ := Ω+Σ ∪ Σ ∪ Ω
−
Σ.
Quand il n’y a pas d’ambiguïté on notera simplement Ω à la place de ΩΣ.
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On va dans cette section essayer de trouver les caractéristiques géométriques de
l’ensemble ΩΣ. Commençons par une remarque préliminaire, conséquence directe
de la Proposition 6.8, et qui montre que cette étude ne présente des difficultés que
si l’espace-temps admet une hypersurface de Cauchy compacte :
Proposition 2.2. Si l’hypersurface de Cauchy Σ est non compacte l’ouvert ΩΣ
est l’espace-temps M tout entier.
Lemme 2.3. Soit p un point de Ω+Σ alors l’ouvert I
−(p)∩I+(Σ) est contenu dans
Ω+Σ . De même si p
′ un point de Ω−Σ alors l’ouvert I
+(p′)∩ I−(Σ) est contenu dans
Ω−Σ .
Démonstration. On prouve le lemme pour p dans Ω+Σ , l’autre cas on l’obtient en
renversant l’orientation chronologique de M .
Soit q dans I−(p)∩I+(Σ). La Proposition 5.9 implique que J−(q) ⊂ I−(p). Comme
J−(q) est un fermé et I−(p) est un ouvert, cette inclusion est stricte donc O
−
Σ(q)
est contenu strictement dans O−Σ(p). Comme, par hypothèse, p est dans Ω
+
Σ, on
obtient que le point q est aussi dans Ω+Σ .
Remarque 2.4. Le Lemme 2.3 et le Lemme 4.17 impliquent que l’ensemble ΩΣ
est causalement convexe.
Une des raisons principales pour lesquelles on s’intéresse à l’ensemble Ω est
le fait qu’il vérifie la propriété énoncée dans la Proposition 2.6, dont la preuve
utilisera le lemme suivant :
Lemme 2.5. Soit p dans Ω±Σ. Alors les frontières ∂O
∓
Σ(p) et ∂O
∓
Σ(p) vérifient
chacune la propriété suivante : soit elle est vide, soit elle contient au moins deux
points non causalement reliés.
Démonstration. On prouve le lemme pour la frontière ∂O−Σ(p) d’un point p dans
Ω+Σ . La preuve dans les autres cas est tout à fait similaire.
Supposons que ∂O−Σ(p) soit non vide, et supposons par l’absurde que tous les
points de ∂O−Σ(p) soient causalement reliés entre eux. Comme Σ est achronale,
ceci signifie qu’il existe un segment géodésique lumière r contenu dans Σ et qui
contient ∂O−Σ(p). La Proposition 6.8 implique que J
−(p) ∩Σ est compact, donc r
est un segment compact.
Supposons d’abord que la dimension de M soit supérieure ou égale à 3. Dans ce
cas l’ hypersurface Σ est de dimension supérieure ou égal à 2. Il existe alors un
voisinage ouvert connexe U de r dans Σ tel que l’ouvert U∗ := U rr soit connexe.
L’intersection U∗ ∩ O−Σ(p) est bien sûr ouverte, mais comme sa frontière dans U
est contenue dans ∂O−Σ(p), c’ est un ouvert fermé du connexe U
∗. Donc U∗ est
contenu dans O−Σ(p).
Comme r est entièrement contenu dans l’adhérence de U∗, il s’ensuit que U est
contenu dans O−Σ(p). De plus, quitte à restreindre U , on peut supposer que sa
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frontière est contenue dans O−Σ(p). Alors, U ∪ O
−
Σ(p) est un ouvert fermé de Σ,
donc Σ tout entier. On obtient ainsi que Σ est l’adhérence de O−Σ(p), et donc
l’égalité Σ = O
−
Σ(p) = Σ, ce qui est impossible puisque p est supposé être dans
Ω+Σ.
Supposons maintenant que M soit de dimension 2. Dans ce cas ∂I−(p) est conte-
nue dans deux rayons géodésiques lumières passées inextensibles α et β issus de p.
Comme Σ est une hypersurface de Cauchy α et β rencontrent Σ. Soit q un point
de α∩Σ. Si q appartient aussi à β ∩Σ cela veut dire que α rencontre β transver-
salement en q. D’après la Proposition 5.10 ∂I−(p) est alors contenu dans l’union
des segments entre p et q de respectivement α et β, et est donc compact. D’après
la Proposition 6.21 ∂I−(p) est une hypersurface de Cauchy de M et d’après le
Corollaire 5.11 elle est contenue dans J+(Σ). Il s’en suit que Σ est contenue dans
J−(∂I−(p)) = J−(p), donc O
−
(p) = Σ, contrairement aux hypothèses.
Donc α ∩ Σ et β ∩ Σ sont disjoints. Comme par ailleurs ils sont non vides et que
leurs intersections avec les frontières ∂O∓Σ(p) sont non vides, le lemme est prouvé
dans ce cas aussi.
Proposition 2.6. Pour tout p, q ∈ Ω+Σ et pour tout p
′, q′ ∈ Ω−Σ
O−Σ(p) = O
−
Σ(q)⇐⇒ p = q (4.1)
O+Σ(p
′) = O+Σ(q
′)⇐⇒ p′ = q′ (4.2)
Démonstration. Les implications ⇐ sont évidentes. On va montrer l’implication
⇒ lorsque p et q sont deux points de Ω+Σ , l’autre cas étant tout à fait similaire.
Soient donc p et q deux points de Ω+Σ tels que q 6= p et qui ont la même ombre
ouverte O−Σ(p) = O
−
Σ(q). Dans la suite on note l’ombre fermée par O := O
−
Σ(p) =
O
−
Σ(q). Comme p et q appartiennent à ΩΣ, la frontière de O dans Σ est non vide.
On vas procéder au cas par cas, selon la relation de causalité entre p et q.
Cas 1) : si p et q sont causalement reliés.
On suppose d’abord que p et q sont reliés par une courbe temporelle, par exemple
q < p. D’après le Lemme 2.3 on obtient que O−Σ(q) est contenu strictement dans
O−Σ(p) : cela est absurde car on les a supposés égaux. Dans ce cas le lemme est
prouvé.
Maintenant on suppose q ∈ J−(p)r I−(p). Il existe alors une géodésique lumière
α passé inextensible qui passe dans cet ordre par p et q. D’après la Proposition 6.8
l’intersection α ∩ Σ est un segment de géodésique lumière contenu dans l’ombre
fermée O.
Par hypothèse l’ombre fermée O est différente de Σ, donc, d’après le Lemme 2.5,
la frontière ∂O doit contenir au moins deux points non causalement reliés.
Il existe donc un point z dans ∂O qui n’appartient pas à α. Comme z appartient
à ∂O, il doit appartenir à la fois à ∂I−(p) et à ∂I−(q). Le fait que z appartient à
∂I−(q) implique, d’après la Proposition 5.10, qu’il existe une géodésique lumière
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passé β qui va de q = β(0) à z = β(1).
Puisque deux géodésiques distinctes qui passent par un même point ne peuvent
être tangentes, β rencontre α en q transversalement. D’après la Proposition 5.10
les points β([0, 1]) appartiennent alors au passé strict de p. En particulier z < p,
ce qui est absurde car z appartient à ∂O et donc à ∂I−(p).
Cas 2) : si p et q ne sont pas causalement reliés.
Comme toute courbe temporelle passée inextensible issue de p ou q intersecte O,
on obtient
I−(O) = I−(p) ∩ I−(Σ) = I−(q) ∩ I−(Σ)
De même :
J−(O) = J−(p) ∩ J−(Σ) = J−(q) ∩ J−(Σ).
Donc
∂I−(O) ∩ I−(Σ) = ∂I−(p) ∩ I−(Σ) = ∂I−(q) ∩ I−(Σ).
Nous allons montrer que ∂I−(O) ∩ I−(Σ) n’est pas vide, et pour ce faire nous
allons montrer que I−(Σ) \ J−(O) est un ouvert non vide.
Par hypothèse O n’est pas Σ toute entier, il existe donc un point p dans Σ qui
n’appartient pas à O. D’après le Lemme 4.17 J−(Σ) = Σ ∪ I−(Σ). En particulier
J−(O)∩Σ = O, ce qui montre que p n’appartient pas non plus à J−(O). Comme
J−(O) est un fermé de M (Proposition 6.4), il existe un voisinage ouvert U de p
dans M , qui ne rencontre pas J−(O). L’intersection U ∩ I−(Σ) est un ouvert non
vide contenu dans I−(Σ)\J−(O). Donc I−(Σ)rJ−(O) est un ouvert non vide, et,
comme son complémentaire, J−(O), dans I−(Σ) est non vide aussi, sa frontière
dans I−(Σ) est non vide.
Soit maintenant z ∈ ∂I−(O) ∩ I−(Σ). D’après le Corollaire 5.11 et comme z ap-
partient à ∂I−(p), il existe un rayon géodésique lumière passé α : [0, 1] → M
telle que α([0, 1]) ⊂ ∂I−(p), avec α(0) = p et α(1) = z. Soit T ∈ [0, 1] tel que
α(T ) ∈ Σ, alors α([T, 1]) est contenu dans ∂I−(O) ∩ J−(Σ) qui est un sous en-
semble de ∂I−(p) ∩ ∂I−(q). Donc si z1 = α(t1), où t1 ∈ [T, 1[, il existe un rayon
géodésique lumière passé β : [0, 1]→M tel que β(0) = q et α(1) = z1.
Les deux géodésiques lumières passées α et β ont un point d’intersection en z1.
On suppose d’abord que cette intersection est transverse : d’après la Proposition
5.10 le point z doit appartenir au passé strict de q, mais par définition z ∈ ∂I−(q).
L’intersection doit donc être tangente, mais alors α et β sont contenus dans une
même géodésique lumière passé inextensible qui passe par p et par q. Cela constre-
dit l’hypothèse que p et q ne sont pas causalement reliés.
On peut donner une version similaire de la Proposition 2.6 pour les ombres
fermés. La preuve est la même.
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Proposition 2.7. Pour tout p, q ∈ Ω+Σ ∪ Σ et pour tout p
′, q′ ∈ Ω−Σ ∪ Σ
O
−
Σ(p) = O
−
Σ(q)⇐⇒ p = q
O
+
Σ(p
′) = O
+
Σ(q
′)⇐⇒ p′ = q′
On va maintenant étudier la nature de l’ensemble Ω, suivant les caractéristiques
de l’hypersurface de Cauchy Σ.
Lemme 2.8. S’il existe un point p de Σ tel que l’intersection entre I+(p) et Ω+Σ est
vide alors Σ = ∂I−(p). De même s’il existe un point p′ de Σ tel que l’intersection
entre I−(p′) et Ω−Σ est vide alors Σ = ∂I
+(p).
Démonstration. On prouve le résultat dans le cas où il existe un point p de Σ tel
que I+(p) ∩ Ω+Σ est vide, l’autre cas étant similaire.
Soit {pn}n∈N une suite de points dans I+(p) qui converge vers p. Par hypothèse
pour tout n ∈ N le point pn n’appartient pas à Ω+Σ , donc O
−
Σ(pn) = Σ. En parti-
culier on a Σ ⊂ J−(pn).
Comme, d’après le Corollaire 8.6, l’espace-temps M est causalement continu on
obtient :
Σ ⊂ J−(pn) =⇒ Σ ⊂ J−(p).
De plus Σ ⊂ J−(p) \ I−(p) car Σ est achronale. On rappelle que d’après le
Lemme 3.13 on a J−(p) \ I−(p) = ∂I−(p). Prouvons alors l’inclusion J−(p) \
I−(p) ⊂ Σ.
Soit q appartenant à ∂I−(p) \ Σ, et soit c une courbe de type temps inexten-
sible passant par q. Comme ∂I−(p) est achronal, son intersection avec c contient
seulement le point q. Par hypothèse le point q n’est pas dans Σ, donc c ne ren-
contre pas Σ, ce qui est absurde car Σ est une hypersurface de Cauchy. Donc
J−(p) \ I−(p) = Σ.
On distingue donc un cas remarquable : celui où l’hypersurface de Cauchy
Σ est la frontière du passé (ou du futur) strict d’un point de M . On va alors
introduire une terminologie spécifique.
Définition 2.9. On dit que Σ est purement lumière s’il existe p dans M tel que :
soit Σ = ∂I−(p) soit Σ = ∂I+(p).
Proposition 2.10. Les ensembles Ω+Σ et Ω
−
Σ sont des ouverts non vides.
Démonstration. On prouve que Ω+Σ est non vide.
Dans le cas où Σ n’est pas égale à la frontière du passé strict d’un point de M ,
d’après le Lemme 2.8 on obtient que Ω+Σ est non vide. Autrement il existe p dans
M tel que Σ = ∂I−(p). On suppose par l’absurde que Ω+Σ est vide. Alors pour
tout point q de Σ l’intersection I+(q) ∩ Ω+Σ est vide, donc d’après le Lemme 2.8
Σ = ∂I−(q). On obtient alors p ≤ q et q ≤ p, ce qui implique, comme M est une
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espace-temps causal, l’égalité p = q : ceci est absurde car Σ est une hypersurface
donc elle n’est pas réduite un seul point.
Pour montrer que Ω−Σ est non-vide, on a encore une fois deux cas. Si Σ = I
+(q)
pour un certain q dans Σ, alors, comme avant, le Lemme 2.8 et la le fait queM et
un espace-temps causal, impliquent que pour tout q′ dans Σ, q 6= q′, I−(q′) ∩ Ω−Σ
est non vide. Si Σ n’est pas égale à la frontière du futur strict d’un point de M ,
d’après le Lemme 2.8 Ω−Σ est non-vide.
On va prouver que le fait que Ω+Σ et Ω
−
Σ sont ouverts découle le la causale continuité
de M (Corolaire 8.6). Soit p un élément de Ω+Σ. Comme O
−
Σ(p) 6= Σ, il existe un
voisinage ouvert U relativement compact de O
−
Σ(p) dans M tel que U ∩ Σ 6= Σ.
On considère le compact K := ∂U ∩ Σ, il déconnecte Σ. Par construction il est
disjoint de J−(p). Comme M est causalement continu il existe un voisinage V
de p tel que pour tout q ∈ V le passé causal J−(q) ne rencontre pas K. Comme
O
−
(q) est connexe et contient O
−
(p), on obtient que si q ∈ V ∩ I+(Σ), O
−
(q) est
contenue dans U ∩ Σ 6= Σ, donc V ∩ I+(Σ) est un voisinage ouvert de p contenu
dans Ω+Σ . Le résultat est prouvé.
Remarque 2.11. Le cas où Σ est purement lumière comprend aussi le cas où il
existe deux points p et q de M tels que Σ = ∂I−(p) = ∂I+(q). En fait s’il existe
deux points p, q de M qui vérifient ∂I−(p) = ∂I+(q), d’après le Proposition 6.21,
Σ := ∂I−(p) = ∂I+(q) est une hypersurface de Cauchy de M . La Proposition 2.10
s’applique dans ce cas, et on obtient que Ω+Σ et Ω
−
Σ sont non vides.
Un exemple où on a une hypersurface de Cauchy de cette sorte est l’espace-temps
d’Einstein universel. En fait dans la section 2 pour toit point p de E˜in1,n on a
∂I+(p) = ∂I−(σ(q)).
Proposition 2.12. ΩΣ est un voisinage ouvert de Σ si et seulement si Σ n’est
pas purement lumière.
Si Σ est purement lumière, avec Σ = ∂±(p) pour p dans M et Σ 6= ∂I∓(q) pour
tout q dans M , alors ΩΣ r {p} est un voisinage ouvert causalement convexe de
Σr {p}, de plus ΩΣ contient p, mais il n’est pas un voisinage de p.
Si Σ = ∂I−(p) = ∂I+(q) pour p, q dans M , alors ΩΣ r {p, q} est un voisinage
ouvert causalement convexe de Σ r {p, q}, de plus ΩΣ contient p, q, mais il n’est
pas un voisinage de p ni de q.
Démonstration. On suppose d’abord que Σ n’est pas purement lumière. D’après
le Lemme 2.8 pour tout p ∈ Σ il existe p+ ∈ I+(p) ∩ Ω+Σ et p
− ∈ I−(p) ∩ Ω−Σ .
Le Lemme 2.3 implique alors I−(p+) ∩ I+(Σ) et I+(p−) ∩ I−(Σ) sont contenus
respectivement dans Ω+Σ et Ω
−
Σ . On en déduit que l’ensemble
(I−(p+) ∩ I+(p−)) ∪ (O−(p+) ∩O+(p−))
est un voisinage ouvert de p contenu dans ΩΣ. Comme, d’après la Proposition 2.10
Ω+Σ et Ω
−
Σ sont ouverts et ΩΣ = Ω
+
Σ ∪ Σ ∪ Ω
−
Σ, on obtient que ΩΣ est un voisinage
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ouvert de Σ.
On suppose maintenant que Σ soit purement lumière tel que Σ = ∂I−(p) pour
un certain p dans M et que Σ 6= ∂I+(q) pour tout q dans M . Le raisonnement
précédent s’applique alors à tout q dans Σ tel que q 6= p : on obtient que ΩΣr{p}
est un voisinage ouvert causalement convexe de Σr {p}.
D’après le Proposition 5.9, pour tout point p+ dans I+(p), J−(p) ⊂ I−(p+), donc
I+(p) ∩ Ω+Σ est vide. Il s’en suit que p est dans l’adhérence de Ω
+
Σ mais Ω
+
Σ n’est
pas un voisinage de p. Par définition ΩΣ contient p.
Dans le cas où Σ = ∂I+(p) et Σ 6= ∂I−(q) pour tout q dans M un raisonnement
similaire porte aux mêmes conclusions.
Soit maintenant Σ = ∂I−(p) = ∂I+(q), le même raisonnement, s’applique à tout
point q′ de Σ différents de p et de q. Le résultat est prouvé.
Lemme 2.13. Si M admet une hypersurface de Cauchy purement lumière alors
M est Cauchy-compact.
Démonstration. Soit Σ = ∂I−(p) une hypersurface de Cauchy purement lumière
de M . Prouvons que Σ est forçément compacte.
On suppose par l’absurde que Σ n’est pas compacte. Il existe alors une suite
{pn}n∈N de points de Σ qui s’échappe de tout compact deM . D’après le Corollaire
5.11 pour tout n dans N il existe un rayon géodésique passé γn issu de p qui se
termine en pn. Soit ln la direction tangente à γn en p. Comme l’ensemble des
directions lumière issues du point p, avec la topologie naturelle, est compact,
les ln admettent une valeur d’adhérence l. D’après le Lemme 6.2 les courbes γn
admettent une courbe limite c qui est un courbe causale passé issue de p. De plus
comme les γn sont passé inextensibles, on obtient que c est passé inextensible. On
obtient que c est la géodésique lumière passé inextensible tangente à l en p. En
particulier c est un fermé non compact contenu dans Σ. Cela est en contradiction
avec le fait que, d’après la Proposition 6.8, pour tout point q de J+(Σ), J−(q) ∩
J+(Σ) est compact : en fait J−(p) ∩ J+(Σ), par exemple, contient c, et donc est
non compact.
3 Ombres sur les ensembles achronaux edgeless
La construction exposée à la section précédente se généralise à tout sous-
ensemble achronal edgeless A d’un espace-temps M .
Une première façon est de se placer dans le développement de Cauchy D(A).
D’après le Lemme 6.23, D(A) est un ouvert globalement hyperbolique de M et A
est une des ses hypersurfaces de Cauchy. On peut alors définir ΩA par la Définition
2.1 en se restreignant à l’espace-temps D(A). Mais on se rend compte que pour
la plupart des résultats prouvés dans ce chapitre concernant l’ouvert ΩA, on n’a
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pas véritablement besoin que A soit une hypersurface de Cauchy, mais juste qu’il
soit achronal edgeless.
On suppose que l’espace-temps M soit de dimension n+1 ≥ 3. On définit, comme
avant, les ombres ouvertes et fermées (futures et passées) relatives à A : pour p
dans I±(A) et q dans J±(A)
O∓A(p) := I
∓(p) ∩A et O
∓
A(q) := J
∓(q) ∩ A.
Si A n’est pas un fermé deM , par le Lemme 4.17, l’ensembleM \(I+(A)∪I−(A)∪
A) est non vide. Donc les points de cet ensemble ont toutes leurs ombres (ouvertes
et fermées) vides.
Définition 3.1. Pour un sous-ensemble achronal edgeless A d’un espace-temps
M , on définit les ensembles Ω+A et Ω
−
A et ΩA par :
Ω−A := {p ∈ I
+(A)/ O
−
A(p) 6= A}
Ω+A := {p ∈ I
−(A)/ O
+
A(p) 6= A}
ΩA := Ω−A ∪A ∪ Ω
+
A.
On remarque que pour tout point p de I±(A), on a O
±
A(p) 6= ∅, même si p
n’appartient pas à D(A).
La majorité des résultats sur l’ouvert Ω, démontrés précédemment, restent vrais
pour cette nouvelle définition : en fait on n’utilise presque jamais le fait que Σ est
une hypersurface de Cauchy, mais juste le fait qu’elle soit achronale et edgeless.
Cependant il y a des différences :
–Si A n’est pas une hypersurface de Cauchy de M le Lemme 1.2 et la Propo-
sition 2.2 sont faux en général. Supposons par exemple que A soit non compact
et A = ∂I±(p) pour un certain p dans M . Tout point q de l’ouvert I+(p), d’après
la Proposition 5.9 vérifie J−(p) ⊂ I−(p). Donc l’ouvert I+(p) n’est pas contenu
dans ΩA.
–La Remarque 2.4 est vraie pour ΩA si et seulement si A est fermé. Cela dé-
coule du fait qu’un sous-ensemble achronal edgeless A est fermé dans M si et
seulement si M est égal à l’union disjointe I+(A) unionsqA unionsq I−(A) (Lemme 4.17).
–Le Lemme 2.5 est faux si M est de dimension 2 et A n’est pas une hyper-
surface de Cauchy de M . Cela est une conséquence de la Proposition 6.22 et du
fait que en dimension 2 la frontière du passé strict de tout point est composée
seulement par deux géodésiques lumières distinctes.
–Les Propositions 2.6 et 2.7, qui utilisent le Lemme 2.5 dans leur preuve, sont
fausses si M est de dimension 2 et A n’est pas une hypersurface de Cauchy de M .
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En effet soit p un point de Ω+A qui n’appartient pas à D(A). Alors, d’après la Pro-
position 6.22, il existe une géodésique lumière passée inextensible α passant par
p qui ne rencontre pas A. Comme p appartient à Ω+A, l’autre géodésique lumière
passée inextensible, β, qui forme la frontière de I−(p), rencontre A.
Soit q un point de β tel que p ≤ q et q 6= p. Alors, d’après la Proposition 5.10,
α \ {p} est contenue dans I−(q). Puisque M vérifie le principe de causalité forte,
toute courbe causale inextensible est une sous-variété plongée de M de dimension
1, donc, si la dimension deM est 2, elle partageM en deux composantes connexes.
Soit γ la géodésique lumière passée inextensible qui rencontre β transversalement
en q. Comme A est supposé connexe, la courbe γ doit alors rencontrer à nouveau
α avant de rencontrer A. Il s’en suit que γ ne rencontre pas A en un point de
∂I−(q).
Par ailleurs, comme M est causalement continu (Corollaire 8.6) si q est suffisam-
ment proche de p l’intersection β ∩ A est contenue dans ∂I−(q). Donc O
−
(p) =
O
−
(q) ce qui contredit la thèse de la Proposition 2.7 car on a supposé p 6= q.
Remarque 3.2. De la discussion précédente découle que : si M est un espace-
temps de dimension supérieure ou égal à 3 et A est un fermé achronal edgeless
de M alors, mis à part le Lemme 1.2 et la Proposition 2.2, tous les résultats des
sections 1 et 2 restent vrais si on remplace Σ par l’ensemble A.
4 Exemples et premières applications
Ombres dans l’espace de Minkowski
On considère l’hyperplan horizontal {x0 = 0} dans l’espace de Minkowski,
il s’agit d’une hypersurface de Cauchy non compacte. La Proposition 2.2 et la
Proposition 2.6 s’appliquent : tout point de R1,n est caractérisé par son ombre
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ouverte ou fermée sur {x0 = 0}. On remarque qu’il est simple de prouver à partir
du Lemme 3.14 que l’ombre ouverte ou fermée sur {x0 = 0} de tout point de R1,n
est une boule ouverte ou fermée.
L’espace de Minkowski n’est pas Cauchy-compact donc par le Lemme 2.13 il
n’admet pas d’hypersurface de Cauchy purement lumière. D’après la Proposition
2.2 pour toute hypersurface de Cauchy Σ de R1,n, on a ΩΣ = R1,n.
Soit p un point de R1,n. L’ensemble A := ∂I−(p) est un sous-ensemble achronal
edgeless de R1,n. On peut alors définir ΩA, au sens de la Définition 3.1. D’après le
Lemme 3.14 on obtient que dans ce cas ΩA est égal à (R1,n \ J+(p)) ∪ {p}.
Ombres dans l’espace d’Einstein universel
Soit Σ := Sn × {0} une hypersurface de Cauchy de E˜in1,n ' Sn × R. Par la
Proposition 2.18 on obtient que les ombre passées et futures sur Σ sont les boules
de la sphère Sn pour le métrique ronde. Dans ce cas Ω est l’ouvert Sn×]− pi, pi[.
Maintenant on considère l’hypersurface de Cauchy Σ := I−(p), pour un certain
p = (x, t). Dans ce cas l’ensemble Ω est donné par R1,n(p)∪R1,n(σ(p)), où R1,n(p)
est le domaine de Minkowski associé au point p (Définition 2.37).
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Applications aux Cauchy-plongements
Grâce à la théorie des ombres on peut maintenant donner la démonstration
du Lemme 2.4 énoncé dans le chapitre précédent. On va donner une preuve dans
un cas légèrement plus général :
Proposition 4.1. Soient M et N deux espace-temps et soit A un sous-ensemble
achronal edgeless de M . Soient f, g : M → N deux plongements conformes tels
que f |A = g|A et tels que leurs images sont causalement convexes dans N , alors
f = g.
Démonstration. On considère l’ensemble U := {x ∈M/ j2xf = j
2
xg}. Il s’agit d’un
sous-ensemble fermé de M . D’après le héorème 1.8, U est aussi ouvert : montrons
qu’il est non vide, le résultat découlera alors de la connexité de M .
Comme f, g préservent la causalité, l’ensemble S := f(A) = g(A) est un sous-
ensemble achronal edgeless de N . Soient ΩA et ΩS les sous-ensembles de M et de
N introduits dans la section 3. D’après le Corollaire 2.10 ΩA et ΩS sont non vides.
Comme f et g préservent la causalité et comme leurs images sont causalement
convexes dans N , pour tout p ∈ I±(A) on obtient
f(O±A(p)) = O
±
S (f(p)) et g(O
±
A(p)) = O
±
S (g(p)).
Donc f(ΩA) et g(ΩA) sont contenus dans ΩS. D’après la Proposition 2.6 les points
de ΩS sont caractérisés par leur ombre sur S. Comme f |A = g|A, on obtient pour
tout p ∈ ΩA que f(p) = g(p).
D’après la Proposition 2.12 ΩA est d’intérieur non vide. On a donc montré que f
et g coïncident sur un ouvert de M , ce qui implique que U est non vide.
On obtient alors le Lemme 2.4 en corollaire :
Corollaire 4.2. Soient f, g : M → N deux Cauchy-plongements tels que f |Σ =
g|Σ, alors f = g.
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Démonstration. D’après le Lemme 2.1, les images des Cauchy-plongements f et
g sont causalement convexes dans N . On est donc sous les hypothèses de la Pro-
position 4.1.
Le Lemme suivant reviendra très utile dans la preuve des résultat du chapitre 6.
Lemme 4.3. SoientM et N deux espace-temps. Soit A un fermé achronal edgeless
d’un espace-temps M et soit f : M → N un difféomorphisme conforme local tel
que f |A est injective. On suppose que l’image de ΩA est causalement convexe dans
N , alors f restreinte à ΩA est injective.
Démonstration. Comme l’application f préserve la causalité et comme l’image de
l’ensemble ΩA est causalement convexe dans N , pour tout p ∈ ΩA on obtient
f(O±A(p)) = O
±
f(A)(f(p)) (4.3)
Donc f(ΩA) est contenu dans Ωf(A). Soient p, q deux points de ΩA tels que p 6= q.
Pour fixer les idées on suppose p, q dans Ω+(A). Alors, d’après la Proposition 2.6
leurs ombres ouvertes O−Σ(p) et O
−
Σ(q) sur ΩA sont différentes. Comme f |A est
injective les image f(O−Σ(p)) et f(O
−
Σ(q)) sont différentes aussi. D’après (4.3) on
a O−f(A)(f(p)) 6= O
−
f(A)(f(q)), donc f(p) 6= g(p).
5 Espace-temps de Sitter standards
Dans cette section on définit une classe d’espace-temps localement modelés sur
l’espace de Sitter appelés espace-temps standards . La construction qu’on va pré-
senter peut être attribuée à Kulkarni et Pinkall dans [20] bien que ceux-ci n’étaient
pas conscients de l’aspect lorentzien de leur construction. Les résultats obtenus
dans ce chapitre concernant les propriété des ombres permettent une exposition
assez naturelle de cette construction, qui sera donc légèrement réinterprétée. Pour
une autre exposition de cette construction on peut voir aussi [21].
Une autre construction des espace-temps de Sitter standard a été faite par Scan-
nell dans [48], son but étant d’étendre aux espace-temps à courbure constante
positive la classification faite par Mess, voir [41] et [38]. Ces deux constructions
aboutissent au même résultat.
Ils montrent qu’à chaque variété S localement modelée sur la sphère conforme Sn,
où n ≥ 2, il est possible d’associer de façon canonique deux espace-temps locale-
ment modelés sur l’espace de Sitter de dimension n+1, l’un complet dans le futur
et l’autre complet dans le passé. Il s’agit des espace-temps standards associés à
S. Dans l’optique de cette thèse il est plus productif de décrire la construction de
Kulkarni et Pinkall, car c’est elle qui se généralise de manière naturelle dans un
contexte plus général, comme nous le verrons au chapitre 7.
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La notion d’espace-temps de Sitter standard est fortement liée à la notion d’ombre
qu’on vient d’introduire au début de ce chapitre. Le point de départ est le fait que
l’espace-temps de Sitter dS1,n peut être vu comme étant l’espace des boules fer-
mées de la sphère Sn muni d’une topologie et d’une notion de causalité appropriées.
5.1 Dualité entre les points de l’espace dS1,n et les boules
de la sphère Sn.
Soit i˜1 : dS1,n ↪→ E˜in1,n le Cauchy-plongement décrit à la section 2.7, dont
l’image est l’ouvert dS1,n = Sn×] − pi/2, pi/2[ de E˜in1,n ' Sn × R. Comme il
a été vu à la section 2.7 la frontière de dS1,n dans E˜in1,n est composée de deux
hypersurfaces Sn− := S
n×{−pi/2} et Sn+ := S
n×{pi/2}. Ces deux hypersurfaces sont
des hypersurfaces de Cauchy de l’espace E˜in1,n et, munies de la classe conforme
de la métrique induite, elles s’identifient à la sphère conforme Sn. On peut alors
bien définir sur les deux composantes connexes de la frontière conforme Sn+ et S
n
−
une notion de boule ouverte et fermée. En fait les difféomorphismes conformes de
la sphère Sn, préservent les boules (ouvertes et fermées) de la métrique ronde sur
Sn.
Comme Sn+ et S
n
− sont deux hypersurfaces de Cauchy de E˜in1,n, on peut considérer
l’ombre future d’un point de l’ouvert dS1,n sur S+, ainsi que son ombre passée sur
S−.
Définition 5.1. Soient B(Sn+) et B(S
n
−) les espaces des boules ouvertes respecti-
vement sur Sn+ et S
n
− et soient B0(S
n
+) et B0(S
n
−) les espaces des boules ouvertes
propres, c’est-à-dire celles dont l’adhérence n’est pas Sn+ ou S
n
− tout entier.
Les éléments de B(Sn−) \ B0(S
n
−) et ces de B(S
n
+) \ B0(S
n
+) sont les boules ouvertes
maximales respectivement de Sn− et de S
n
+.
Lemme 5.2. L’espace dS1,n est en bijection avec les deux espaces B0(Sn−) et
B0(Sn−).
Démonstration. Soit p = (tp, xp) un point de dS1,n, et soit I−(p) son passé strict
dans E˜in1,n. D’après la Proposition 2.18, l’ombre ouverte passée de p sur Sn−, notée
O−Sn
−
(p), est la boule ouverte de Sn− de centre xp et de rayon pi/2 + tp. Comme la
distance entre tp et −pi/2 est strictement inférieure à pi, O
−
Sn
−
(p) n’est pas Sn− toute
entière. Donc la Proposition 2.6 implique que l’application
B− : dS1,n −→ B0(Sn−)
p 7−→ B−(p) := O−Sn
−
(p)
est injective. La surjectivité découle du fait que le développement de Cauchy future
de chaque boule ouverte propre de Sn− dans E˜in1,n est exactement le passé stricte
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d’un point dans dS1,n. Pour les mêmes raisons l’application qu’à chaque point de
dS1,n associe son ombre ouverte future sur Sn+ est une bijection qu’on note B
+.
Proposition 5.3. La frontière conforme future de l’espace de Sitter, Sn+, est en
bijection avec l’espace de boules maximales B(Sn−) \ B0(S
n
−).
De même la frontière conforme passée de l’espace de Sitter, Sn−, est en bijection
avec l’espace de boules maximales B(Sn+) \ B0(S
n
+).
Démonstration. Soit p un point de la frontière causale de dS1,n, on suppose p ∈ Sn+.
D’après la Proposition 2.18 on obtient que σ−1(p) est dans Sn− et que S
n
−\{σ
−1(p)}
est contenu dans la passé strict de p dans E˜in1,n. Donc O−Sn
−
(p) = Sn− \ {σ
−1(p)}.
Soit maintenant q un point de Sn−. Alors, toujours d’après la Proposition 2.18 on
obtient que Sn− \ {q} est l’ombre ouverte passé du point σ(q). Un raisonnement
analogue peut être fait pour les ombres ouvertes sur Sn+ des points dans S
n
−. On
peut alors prolonger B+ et B− en deux applications bijectives
B
±
: dS1,n ∪ Sn∓ −→ B(S
n
−)
p 7−→ B
±
(p) := O±Sn
±
(p)
Remarque 5.4. Les ouverts Ω−S+ et Ω
+
S− de la Définition 2.1 coïncident avec
l’ouvert dS1,n = Sn×]− pi/2, pi/2[.
Soient B+ et B− les deux bijections décrites dans la preuve du Lemme 5.2. La
relation d’ordre donnée par l’inclusion sur l’espace B(Sn±) permet de définit des
relations de causalité.
Définition 5.5. Pour B1, B2 dans B(Sn+) on définit :
B1 ≺ B2 si B2 ⊂ B1 (4.4)
B1  B2 si B2 ⊂ B1 (4.5)
Pour B1 et B2 dans B(Sn−) on définit :
B1 ≺ B2 si B1 ⊂ B2 (4.6)
B1  B2 si B1 ⊂ B2 (4.7)
Remarque 5.6. Les relations de causalité qu’on vient de définir ne sont rien
d’autre que les relations de causalité sur l’espace de Sitter quand on l’identifie
respectivement à B(Sn+) et à B(S
n
−). En fait soient B1, B2 ∈ B(S
n
±) alors :
B1 ≺ B2 ⇐⇒ (B±)−1(B1) ≤ (B±)−1(B2)
B1  B2 ⇐⇒ (B±)−1(B1) < (B±)−1(B2)
où ≤ et < sont les relation de causalité dans dS1,n.
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Comme dS1,n est un espace causal et B±, B
±
son bijectives on obtient que
B(Sn±) et B0(S
n
±) sont des espace causaux (Définition 5.13).
Ces relations de causalité permettent de définir la topologie de Alexandrov sur
les espace B(Sn±) et B0(S
n
±) (Définition 5.14). Comme, d’après la Proposition 5.15,
la topologie de dS1,n coïncide avec la topologie d’Alexandrov et, comme les ap-
plications B± et B
±
et leurs applications réciproques préservent les relations de
causalité, on obtient :
Proposition 5.7. Les bijections B± : dS1,n → B0(Sn±) et B
±
: dS1,n∪Sn∓ → B(S
n
±)
sont des homéomorphismes.
Espace-temps de Sitter standard associé à un ouvert de Sn
Soit U un ouvert de Sn. Soit B0(U) l’ensemble des boules ouvertes propres de
Sn dont la fermeture est contenue dans U .
On muni l’espace B0(U) des relations de causalité définies par les formules (4.6)
et (4.7), on note B+0 (U) l’espace causal qu’on obtient. On peut alors munir B
+
0 (U)
de la topologie d’Alexandrov.
Si on identifie U avec un ouvert U− de Sn− on voit alors que B
+
0 (U) est un ouvert de
B0(Sn−), donc d’après la Proposition 5.7, B
+
0 (U) s’identifie à un ouvert de l’espace
dS1,n.
Si U = Sn alors l’espace B+0 (U) s’identifie à l’espace dS1,n ' dS1,n tout entier.
Si U 6= Sn l’espace B+0 (U) s’identifie au développement de Cauchy futur de U−
vu comme un sous-ensemble achronal edgeless de E˜in1,n. D’après le Lemme 6.23
D+(U−) (Définition 6.6) est un ouvert globalement hyperbolique de E˜in1,n.
Par définition l’ouvert D+(U−) a la propriété suivante : si x est dans D+(U−),
alors toute courbe causale passée inextensible issue de x rencontre U−.
Si on regarde B+0 (U) comme un ouvert de dS1,n ' dS1,n, on obtient alors que,
pour tout point x dans B+0 (U), toute courbe causale passée issue de x inextensible
(sous-entendu inextensible dans B+0 (U)) n’admet pas de point limite passé dans
dS1,n : elle est donc une courbe causale passé inextensible dans dS1,n. On vient
de prouver que B+0 (U) est un ouvert globalement hyperbolique de dS1,n passé-
complet.
D’une façon similaire si on muni B0(U) des relations de causalité définies pas les
formules (4.4) et (4.5) on obtient un espace causal B−0 (U). On identifie U à un ou-
vert U+ de la sphère Sn+, et on obtient que, si U 6= S
n, alors B−0 (U) s’identifie, via
l’application B+, au développement de Cauchy passé de U+ dans E˜in1,n. L’ouvert
B−0 (U) est alors un ouvert globalement hyperbolique future complet de dS1,n.
On voit que B−0 (U) est futur et passé complet si et seulement si U = Sn, et de
même pour B+0 (U).
Les deux espace-temps B+0 (U) et B
−
0 (U) sont dS1,n-maximaux. La preuve de la
dS1,n-maximalité n’est pas beaucoup plus simple que dans le cas plus général,
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qu’on étudiera dans la section suivante, où U est une variété simplement connexe
localement modelée sur la sphère conforme Sn. On renvoie donc à la Proposition
5.16.
Les espaces B+0 (U) et B
−
0 (U) sont les espace-temps de Sitter standards, respec-
tivement futur et passé complets, associés à l’ouvert U .
Remarque 5.8. Les espaces B+0 (U) et B
−
0 (U) ne sont pas C0-maximaux. On voit
en fait que les développements de Cauchy dans l’espace E˜in1,n des ouverts U− et
U+ sont des C0-extensions pour les espace-temps B+0 (U) et B
−
0 (U).
Le difféomorphisme conforme de E˜in1,n défini par (x, t) ∈ E˜in1,n 7−→ (x, t + pi)
envoie D−(U−) sur D−(U+) ' B−0 (U) et D+(U−) ' B
+
0 (U) sur D+(U+). On
obtient alors que les espaces B+0 (U) et B
−
0 (U) ont la même C0-extension maximale,
qui est donnée par D(U−) ' D(U+).
5.2 Construction des espace-temps de Sitter standards
On va généraliser la construction de deux espace-temps B+0 (U) et B
−
0 (U), pour
un ouvert U de la sphère Sn, à toute variété localement modelé sur la sphère
conforme Sn. Plus précisément on montre que :
Il est possible d’associer à chaque variété S localement modelée sur la sphère
conforme Sn, où n > 2, deux espace-temps localement modelés sur l’espace de
Sitter de dimension n + 1, B+0 (S) et B
−
0 (S). Ces espace-temps sont globalement
hyperboliques et dS1,n-maximaux et ils sont tels que B+0 (S) est complet dans le
passé et B−0 (S) est complet dans le futur.
Les espaces B+0 (S) et B
−
0 (S) sont les espace-temps standards associés à S.
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Dans l’exposition des résultats de cette section on aura besoin des deux lemmes
suivants sur les homéomorphismes locaux, dont une preuve peut être trouvée dans
[2].
Lemme 5.9. Soit f : N → N ′ un homéomorphisme local entre deux variétés N
et N ′ Soit U un ouvert de N où f soit injective tel que l’adhérence de V = f(U)
soit localement connexe. Alors f est injective sur l’adhérence de U dans N .
Lemme 5.10. Soit f : N → N ′ un homéomorphisme local entre deux variétés N
et N ′. Soient U et V deux ouverts connexes de N tels que f |U et f |V est injective
U ∩ V 6= ∅ et f(U) ⊂ f(V ), alors U ⊂ V .
Cas où S est simplement connexe
Soit S une variété simplement connexe de dimension n ≥ 2 localement modelée
sur la sphère conforme, et soit d : S → Sn son application développante. On a une
notion de boule
Définition 5.11. Une boule ouverte de S est un ouvert B de S tel que d|B est
injective et d(B) est une boule ouverte de Sn.
Une boule ouverte B de S est dite maximale si elle est maximale par rapport à
la relation d’inclusion. Une boule ouverte propre est une boule ouverte de S qui
n’est pas maximale.
On appelle B(S) l’espace des boules ouvertes sur S et B0(S) l’espace des boules
ouvertes propres sur S.
Lemme 5.12. Soit S non difféomorphe à Sn. Soit B une boule ouverte maximale
de S, alors son adhérence S est non compacte.
Démonstration. On suppose par l’absurde que B est compact. Montrons qu’alors
d est injective sur un voisinage ouvert de B.
Soit {Ui}i∈N une suite décroissante de voisinages de B tels que
⋃
i∈N Ui = B. On
suppose par l’absurde que pour tout i dans N il existe deux points pi et qi de Ui
tels que pi 6= qi et d−(pi) = d−(qi). Par construction les suites {pi}i∈N et {qi}i∈N
s’accumulent sur B.
Comme B est compact, quitte à remplacer par des sous-suites, on obtient que
les suites {pi}i∈N et {qi}i∈N convergent respectivement vers des points p∞ et q∞
de B. Par continuité de l’application d on obtient p∞ = q∞. Comme d est un
homéomorphisme local, elle est injective sur un voisinage de p∞ = q∞. Il existe
alors un entier i0 dans N tel que pi = qi pour tout i ≥ i0 en contradiction avec ce
qu’on avait supposé.
Comme les boules propres forment une base de voisinages pour S, B est contenue
dans une boule propre de S. Il s’en suit que B n’est pas une boule maximale en
contradiction avec les hypothèses.
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Les formules (4.6) et (4.7) permettent de définir des relations de causalité sur
B0(S) et B(S). Par une vérification directe on voit que les espaces B0(S) et B(S),
munis de ces relations de causalité, sont des espaces causaux (Définition 5.13). On
les note B+0 (S) et B
+(S).
On peut aussi munir B0(S) et B(S) des relations de causalités données par les
formules (4.4) et (4.5), on obtient alors deux autres espaces causaux, qu’on note
B−0 (S) et B
−(S).
On remarque que la topologie d’Alexandrov relative aux deux relations de cau-
salité qu’on a défini sur B(S) et B0(S) est la même. En fait, en accord avec la
Définition 5.14, les ouverts de la base de la topologie d’Alexandrov sur B(S) sont
les ensembles
W (B1, B2) := {B ∈ B±(S)/ B1  B  B2}
où B1 et B2 varient dans B(S).
En identifiant la sphère Sn à la fois avec Sn+ et avec S
n
− on peut définir deux
nouvelles applications développantes pour S :
d+ : S −→ Sn+
d− : S −→ Sn−
D’après le Lemme 5.2, étant donnée une boule ouverte propre B de Sn± (c’est-à-
dire dont l’adhérence n’est pas Sn± toute entière) il existe un unique point p dans
dS1,n tel que B = O±Sn
±
(p). À l’aide des application B+ et B− on peut donc définir
deux applications D+ et D− par :
D± : B0(S) −→ dS1,n
B 7−→ (B±)−1(d±(B))
En d’autres termes les applications D+ et D− associent à une boule ouverte
B de S les uniques points D+(B) = p+ et D−(B) = p− de dS1,n tels que l’ombre
ouverte future de p+ sur Sn+ est la boule d
+(B) et l’ombre ouverte passée de p−
sur Sn− est la boule d
−(B).
Lemme 5.13. Les applications D+ et D− sont des homéomorphismes locaux.
Démonstration. Par définition même des boules sur S, l’application d restreinte à
tout ouvert de la base de la topologie W (B1, B2) est injective. Les deux applica-
tions D+ et D− envoient les ouverts W (B1, B2) de la base de la topologie sur res-
pectivement les ouverts I−(D+(B2))∩ I+(D+(B1)) et I−(D−(B2))∩ I+(D−(B1)),
qui forment la base de la topologie d’Alexandrov de dS1,n. Le lemme est donc
prouvé.
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Lemme 5.14. Pour tout couple d’éléments B1 et B2 de B±0 (S) l’application D
±
est injective sur l’ensemble I±(B1) ∪ I±(B2).
Démonstration. On prouve le résultat pour D−, le cas de D+ est similaire.
Par définition, d− restreinte à chaque boule B1 et B2 est injective ; donc D−,
restreinte aux ouverts I−(B1) et I−(B2), est elle aussi injective. On considère les
ensembles
U := (D−|I−(B1))
−1(D(I−(B1)) ∩D(I−(B2)))
V := (D|I−(B2))
−1(D(I−(B1)) ∩D(I−(B2)))
Les ouverts U et V sont contenus respectivement dans I−(B1) et dans I−(B2),
donc les restrictions de D− à U et à V sont injectives. Leur intersection est non
vide car elle contient I−(B1) ∩ I−(B2), qui, par hypothèse, est non vide. De plus
on a les égalités D−(U) = D−(V ) = D−(I−(B1)) ∩ D−(I−(B2)). Si on applique
le Lemme 5.10 à U et V on obtient U = V ce qui montre que D− restreinte à
I−(B1) ∪ I−(B2) est injective.
Proposition 5.15. L’espace B0(S) muni de la topologie d’Alexandrov est une
variété.
Démonstration. D’après le Lemme 5.13, les ouverts W (B1, B2) sont des cartes
locales pour B0(S). De plus l’espace B0(S) muni de la topologie d’Alexandrov
est à base dénombrable d’ouverts. Si on fixe une boule B et une boule B′ telle
que B ⊂ B′, alors une base de voisinages pour B est donnée par les ouverts
{W (B1, B2)} où B1 ⊂ B et B ⊂ B2 et B2 ⊂ B′. Or, comme d− est injective
restreinte à B′, on obtient que D− est injective restreinte à I−(B′). L’ouvert
D−(I−(B′) est un voisinage de D−(B). Comme l’image de la base de voisinages
{W (B1, B2)} est une base de voisinages de D−(B) dans dS1,n, et comme dS1,n
est à base dénombrable on peut trouver une base dénombrable de voisinages de
D−(B) de la forme {D−(W (Bk1 , B
k
2 ))}k∈N, où W (B
k
1 , B
k
2 ) appartient à la famille
{W (B1, B2)}. Les ouverts {W (Bk1 , B
k
2 )} sont donc une base de voisinages dénom-
brable pour B.
Il reste donc à prouver que l’espace B0(S) est Hausdorff. Soient B1 et B2 deux
éléments de B0(S) qui ne sont pas séparés. Soient B′1 et B
′
2 autres deux éléments
dans B0(S) tels que B1 ⊂ B′1 et B2 ⊂ B
′
2. Les ouverts I
−(B′1) et I
−(B′2) sont des
voisinages respectivement de B1 et B2, ils ont donc une intersection non vide. Soit
B un élément de cette intersection. La boule ouverte B est contenue dans B′1∩B
′
2,
laquelle est donc non vide. Comme d’après le Lemme 5.14 la restriction de D− à
I+(B′1)∪I
+(B′2) est injective et son image est I
+(D−(B′1))∪I
−(D+(B′2)∩J
+(Sn−).
Comme l’espace dS1,n est Hausdorff le lemme est prouvé.
D’après le Lemme 5.15 et le Lemme 5.13 on peut transporter sur B0(S) la
métrique de l’espace de Sitter par les deux applications D+ et D−.
Les relations de causalité définies par les formules (4.4) et (4.5) coïncident avec
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les relations de causalité induites par la métrique lorentzienne définie par D+. On
note B+0 (S) la variété lorentzienne ainsi obtenue.
De même les relations de causalité définies par les formules (4.6) et (4.7) coïncident
avec les relations de causalité induites par la métrique lorentzienne définie par D−.
On B−0 (S) la variété lorentzienne ainsi obtenue.
Le tiré en arrière du champ de vecteurs qui définit l’orientation chronologique sur
dS1,n permet de définir des orientations chronologiques sur B+0 (S) et B
−
0 (S), on
choisira pour chaque espace l’orientation chronologique qui est en accord avec les
relations de causalité déjà définies.
On obtient donc deux espace-temps causaux localement modelés sur dSn1,n. On
remarque qu’on peut passer de B+0 (S) à B
−
0 (S) juste en renversant l’orientation
chronologique.
Proposition 5.16. Les espace-temps B+0 (S) et B
−
0 (S) sont des espace-temps glo-
balement hyperboliques dS1,n-maximaux respectivement passé et futur complets.
Démonstration. On suppose que S n’est pas difféomorphe à Sn car dans ce cas les
espace B+0 (S) et B
−
0 (S) s’identifient à l’espace dS1,n, comme on a vu précédem-
ment.
On prouve le résultat pour B+0 (S).
Étape 1) : B−0 (S) est globalement hyperbolique.
Soient B1 et B2 deux éléments de B+0 (S) tels que B2 ≺ B1 et soit B un élément
de I+(B1). Alors l’ensemble J−(B1) ∩ J+(B2) est contenu dans I−(B). D’après
le Lemme 5.14 l’application D− est injective sur I−(B), donc, d’après le Lemme
5.13, sa restriction à I−(B) est un homéomorphisme. Par construction l’image
de I−(B) par D− est l’ouvert I−(D−(B)). De plus D− préserve les relations de
causalité, donc en particulier
D−(J−(B1) ∩ J+(B2)) = J−(D−(B1)) ∩ J+(D−(B2)).
Or, J−(D−(B1)) ∩ J+(D−(B2)) est compact, car dS1,n est globalement hyperbo-
lique, donc J−(B1)∩J+(B2) est compact aussi. On vient de prouver que l’espace-
temps B+0 (S) est globalement hyperbolique.
Étape 2) : B+0 (S) est passé complet.
Soit B(t) une courbe passé inextensible de B+0 (S) définie sur [0,∞[. Comme pour
tout B dans I−(B(0)) on a B ⊂ B(0) et l’application d− est injective sur B(0), on
obtient que l’application D− est injective sur le passé de strict de B(0). L’image
par D− de I−(B(0)) est l’ouvert I−(D−(B(0))). Il s’en suit que le point limite
passé de D−(B(t)) appartient à la frontière Sn−, donc la courbe D
−(B(t)) est
une courbe inextensible de dS1,n. Comme D− est une isométrie locale et comme
dS1,n ' dS1,n est passé complet, on obtient que B+0 (S) est aussi passé complet.
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Étape 3) : B+0 (S) est dS1,n-maximal.
Soit f : B+0 (S) → M un Cauchy-plongement de B
+
0 (S) dans un espace-temps M
globalement hyperbolique localement modelé sur dS1,n. Soit Σ une hypersurface
de Cauchy de B+0 (S).
Soit dev :M → dS1,n l’application développante (où on a identifié dS1,n ' dS1,n).
Alors dev ◦f : B+0 (S)→ dS1,n est un autre application développante pour B
+
0 (S) :
elle diffère donc de D− par la composition au but par un élément g de O0(1, n).
Quitte à composer dev par g−1 on peut donc considérer que dev ◦ f = D−.
On suppose par l’absurde que ∂f(B+0 (S)) est non vide. Comme B
+
0 (S) est passé
complet la frontière ∂−f(B+0 (S)) est forçément vide.
Soit p un point de ∂+f(B+0 (S)). Il existe une courbe c :]0,∞[→M de type temps
contenue dans f(B+0 (S)) dont l’extrémité future est p. L’ouvert I
−(p) est alors
l’union croissante des ouverts I−(c(t)) :
I−(p) =
⋃
t∈]0,∞[
I−(c(t)).
Comme, d’après le Lemme 5.14, la restriction de l’application dev à chaque I−(c(t))
est injective, on obtient que dev restreinte à I−(p) est injective elle aussi. Comme
pour tout t ∈]0,∞[ l’ouvert I−(c(t)) est contenu dans f(B+0 (S)), l’image réci-
proque par d− de l’ombre ouverte passée du point dev(c(t)) est une boule ouverte
propre B(t) de S. On appelle B l’union des boules B(t), qui, étant une union
croissante de boules ouvertes, est une boule ouverte de S.
Comme p n’appartient pas à f(B+0 (S)), par construction B est une boule maxi-
male de S.
D’après le Lemme 5.9 d− est injective sur B, adhérence de B dans S. Montrons
que B est compact.
D’après le Lemme 5.9 l’application dev restreinte à J−(p) est injective. Le Lemme
1.2 implique que l’ombre fermée passée de p sur l’hypersurface de Cauchy f(Σ) est
compacte. L’ombre O
−
f(Σ)(p) = J
−(p) ∩ f(Σ) est alors un compact contenu dans
f(B+0 (S)) sur lequel la restriction de l’application dev est injective. Donc
dev(J−(O
−
f(Σ)(p))) = J
−(dev(O
−
f(Σ)(p))). (4.8)
L’ensemble J−(dev(O
−
f(Σ)(p)))∩S
n
− est un fermé de S
n
−, il est donc compact et par
construction il est égal à d−(B). Montrons alors que d−(B) est égal à d−(B).
Comme d− est un homéomorphisme local on a l’inclusion d−(B) ⊂ d−(B). Prou-
vons l’inclusion réciproque.
Soit x un point de d−(B). D’après l’égalité (4.8) il existe un point q dans O
−
f(Σ)(p)
tel que x appartient à J−(dev(q)) \ I−(dev(q)). Soit q′ un point de I+(q) ∩ U , où
U est un voisinage de q contenu dans f(B+0 (S)) sur lequel dev est injective.
Comme dev preserve les relations de causalité dev(q′) ∈ I+(dev(q)) et dev(I−(q′)) =
I−(dev(q′)). Il s’en suit que x appartient à O−Sn
−
(dev(q′)).
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Par construction, comme q′ appartient à f(B+0 (S)), l’ouvert O
−
Sn
−
(dev(q′)) est
l’image par d− d’une boule ouverte propre B′ de S. Donc x est l’image par d−
d’un point y de S. Comme d− est un homéomorphisme local on obtient que y
appartient à B. Le fait que d− est un homéomorphisme local implique aussi que
B est compact, car d(B) est compact.
Comme on a supposé que S n’est pas difféomorphe à Sn, d’après le Lemme 5.12
B est non compacte : contradiction.
Cas où S n’est pas simplement connexe
Soit S une variété de dimension n ≥ 2 localement modelée sur la sphère
conforme. Soient d et ρ son application développante et son morphisme d’holono-
mie.
d : S −→ Sn
ρ : pi1(S) −→ O0(1, n)
En utilisant la construction pour le cas simplement connexe on peut construire
deux espace-temps B+0 (S˜) et B
−
0 (S˜), respectivement passés et futur complets. L’ap-
plication d est équivariante par rapport à l’action de pi1(S) sur S˜ et à l’action de
Γ := ρ(pi1(S)) sur Sn, donc elle envoie boules ouvertes sur boules ouvertes et
boules ouvertes maximales sur boules ouvertes maximales.
Il s’en suit qu’on peut définir une action de pi1(S) sur l’espace B(S˜) qui préserve
l’espace B0(S˜). Du fait que l’application d est équivariante par rapport à l’action
de pi1(S) sur S˜ et à l’action de Γ sur Sn, les applications D+ et D− sont équiva-
riantes elles aussi. On obtient que pi1(S) agit par isométries sur les espaces B+0 (S˜)
et B−0 (S˜).
Lemme 5.17. L’action de pi1(S) sur l’espace B0(S˜) est libre et propre.
La preuve de ce résultat est essentiellement la même que dans le cas plus gé-
néral considéré au chapitre 7, on renvoie donc au Lemme 2.5.
Le quotient de B0(S˜) par l’action de pi1(S) est donc une variété.
Comme l’action de pi1(S) sur les espaces B+0 (S˜) et B
−
0 (S˜) est une action isomé-
trique, on peut bien définir une métrique lorentzienne sur le quotient. Les variétés
lorenziennes ainsi obtenues sont notées B+0 (S) et B
−
0 (S).
Comme l’action de pi1(S) sur B+0 (S˜) et B
−
0 (S˜) préserve l’orientation chronologique,
on a bien défini des orientations chronologiques sur B+0 (S) et B
−
0 (S).
Proposition 5.18. Les espace-temps B+0 (S) et B
−
0 (S) sont globalement hyperbo-
liques.
Une preuve peut être trouvée dans [1] Proposition 2.1. Une autre preuve de la
Proposition 5.18 découle des résultats des résultats du Chapitre 7 où on exposera
une généralisation de la construction qu’on vient de voir. D’après le Remarque
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1.3 et la Proposition 1.8, en fait, les espace-temps B+0 (S) et B
−
0 (S) s’identifient à
deux ouverts causalement convexes de l’espace-temps globalement hyperbolique
B(S), défini par (7.1). Il s’en suit qu’ils sont globalement hyperboliques.
Comme leurs revêtements universels sont respectivement futur et passé complets,
les espace-temps B+0 (S) et B
−
0 (S) sont respectivement futur et passé complets.
Ils sont aussi dS1,n-maximaux car leurs revêtements universels B+0 (S˜) et B
−
0 (S˜)
sont dS1,n-maximaux. Supposons en effet par l’absurde qu’il y ait un Cauchy-
plongement f non surjectif de B±0 (S) dans un espace-temps M ; on peut alors
relever f en un Cauchy-plogement non surjectif de B±0 (S˜) dans M˜ , ce qui est
impossible puisqu’on a déjà montré que B±0 (S˜) est dS1,n-maximal.
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Chapitre 5
Frontière causale et C-maximalité
1 Frontière causale
Dans cette section on va décrire la méthode de Penrose, Geroch et Kronheimer
pour attacher une frontière causale à un espace-temps. Pour plus de détails sur ce
sujet on peut consulter [33] section 6.8, ou [28], dans lequel cette construction a
été introduite. Il a y plusieurs façon d’attacher une frontière causale à un espace-
temps, suivant le phénomène à l’infini qu’on veut étudier. La frontière causale
dont on va parler ne dépend que de la structure causale de l’espace-temps ; elle ne
permet pas par exemple d’étudier la complétude ou l’incomplétude des géodésiques
de type temps.
Dans la suite on va supposer que M est un espace-temps qui vérifie le principe de
causalité forte. On a déjà vu qu’un espace-temps qui vérifie le principe de causalité
forte est distinguant (voir Proposition 8.9), c’est-à-dire que chaque point p de M
est uniquement déterminé par son passé strict I−(p) ou par son futur strict I+(p)
(voir Définition 8.9). Par ailleurs I−(p) est un ouvert et un ensemble passé, de
plus I−(p) n’est pas union de deux ouverts non vides strictement contenus dans
I−(p) qui soient aussi des ensembles passés. Celà signifie que I−(p) est un IP au
sens de la définition suivante :
Définition 1.1. Un sous ensemble V de M est un IP (Indecomposable Past set)
s’il vérifie :
1) V est ouvert
2) V est un tel que I−(W) ⊂ W (autrement dit il est un ensemble passé)
3) V n’est pas l’union de deux sous-ensembles propres non vides qui vérifient 1)
et 2).
Si V est le passé strict d’un point de M on dit que V est un PIP (Proper Inde-
composable Past set), dans le cas contraire on dit que V est un TIP (Terminal
Indecomposable Past set).
De façon symétrique on peut définir les IFs, PIFs et TIFs. Un IF (Indecompo-
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sable Future set ) est un ensemble futur qui est ouvert et qui n’est pas union de
deux ensembles futurs ouverts non vides propres. Un PIF (Proper Indecomposable
Future set ) est un IF qui est le futur strict d’un point deM , et un TIF (Terminal
Indecomposable Future set ) est un IF qui n’est le futur strict d’aucun point dans
M .
L’idée est de considérer les TIPs et les TIFs comme points de la frontière causale.
Par exemple si on considère les modèles conformes des espaces de Minkowski, de
Sitter et anti-de Sitter, décrits à la section 2.7, on voit qu’il y a une relation stricte
entre les TIPs et les TIFs de ces espaces et les points de la frontière conforme. En
général à un point p de leur frontière conforme est associé naturellement un TIP
ou un TIF de l’espace : le TIP ou TIF associé est l’intersection de l’espace avec
le passé ou le futur strict, I±(p), du point p dans l’espace d’Einstein universel.
Cependant il y a quelques exceptions : par exemple au point i0 dans la frontière
causale de l’espace de Minkowski n’est associé aucun TIP ou TIF. De plus la fron-
tière conforme de l’espace anti-de Sitter contient des courbes de type temps ce qui
implique qu’ à chacun de ses point est associé un TIP et un TIF de l’espace. Par
contre tout se passe bien pour l’espace de Sitter, où à chaque point de la frontière
conforme est associé un seul TIP ou un seul TIF. Celà n’est pas un hasard, mais
lié au fait que le plongement de l’espace de Sitter dans E˜in1,n est le seul des trois
plongements considérés à être un Cauchy-plongement. Dans la section suivante on
verra plus en détail la relation entre la frontière causale qu’on va définir pour un
espace-temps M et la frontière de l’image d’un Cauchy-plongement de M dans un
autre espace-temps.
Il serait souhaitable de définir, pour tout espace-temps général M , une topo-
logie et des relations de causalité sur sa frontière causale - c’est à dire l’ensemble
de ces TIPs et TIFs - de façon compatible avec les relations de causalité et la
topologie de M .
Ce problème n’a pas de solution élémentaire et a été l’objet de travaux récents
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comme : [23] ou [17]. En fait dans le contexte général la construction de Penrose,
Geroch et Kronheimer présente quelques inconvénients. Dans [13] il est prouvé que,
sous les hypothèses plus restrictives du principe de causalité forte pour l’espace-
temps M , il est possible de définir une frontière causale qui vérifie des bonnes
propriétés. Par exemple si M est causalement continu on peut étendre les rela-
tions de causalité à la frontière causale de façon compatible avec celles sur M , et
étendre à la frontière causale la topologie d’Alexandrov.
Comme on sera toujours sous l’hypothèse très forte de l’hyperbolicité globale, la
construction de Penrose, Geroch et Kronheimer suffit à nos besoins.
On a alors la caractérisation suivante, dûe à Penrose, Geroch et Kronheimer, qui
permet de voir les points de la frontière causale comme les points à l’infini, futur
et passé, des courbes de type temps de M .
Lemme 1.2. Un sous-ensemble W est un TIP (TIF) si et seulement si il existe
une courbe causale inextensible future (passée) γ telle que I−(γ) = W .
Ce lemme, assez élémentaire, est prouvé dans [33], section 6.8.
Soit Mˆ l’ensemble des IPs de M et Mˇ l’ensemble des IFs. On peut penser à Mˆ
comme à un complété partiel de M auquel on a ajouté, comme points idéaux, les
extrémités futures des courbes causales inextensibles. Ce procédé ne dépend que de
la structure causale deM . En fait, si on fixe une métrique dans la classe conforme
définie sur M , de sorte que cette métrique ait des géodésique de type temps
incomplètes dans le futur, alors les ’points idéaux’ qu’on a rajoutés représentent
les singularités et les points à l’infini, sans qu’on puisse distinguer les uns des
autres.
On peut définir des relations de causalité sur les ensembles Mˆ et Mˇ de façon à les
rendre des espaces causaux au sens de [18], voir Définition 5.13. Soit V,W ∈ Mˆ
alors
V ≺ W si V ⊂ W (5.1)
V  W si ∃p ∈ W tel que V ⊂ I−(p) (5.2)
Et des relation similaires peuvent être définies sur Mˇ : pour V,W ∈ Mˇ , on écrit
V ≺ W si W ⊂ V et V  W s’il existe p ∈ V tel que W ⊂ I+(p).
Remarque 1.3. Les relations qu’on vient de définir contiennent les relations de
causalité sur M lorsque V et W sont des PIPs (ou des PIFs). En fait il y a deux
applications injectives naturellement définies
I− :M −→ Mˆ
p 7−→ I−(p)
I+ :M −→ Mˇ
p 7−→ I+(p)
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Pour ce qui concerne les relations de chronologie on a p < q si et seulement si
I−(p)  I−(q). De plus si p ≤ q alors I−(p) ≺ I−(q), mais d’après [17] Figure 2,
la réciproque n’est pas toujours vraie : on peut avoir que I−(p) ≺ I−(q) sans que
p et q soient causalement liés.
Il s’agit là d’un des problèmes qu’on rencontre lorsqu’on cherche la bonne défini-
tion de frontière causale pour des espace-temps assez généraux.
L’idée est de trouver une bonne façon d’identifier les IPs avec les IFs pour
obtenir une variété à bord N , telle que M s’identifie à un ouvert dense de N et N
est munie des relations de causalités qui prolongent celles de M . Le bord N \M
de cette variété sera appelé frontière causale de M .
On considère l’espace
M ] := (Mˆ unionsq Mˇ) /I−(p) ∼ I+(p) ∀p ∈M (5.3)
En d’autres termesM ] est l’union deM avec ses TIPs et TIFs. Cependant, comme
montré par l’exemple de l’espace anti-de Sitter, il n’est pas suffisant d’identifier
les PIPs avec les PIFs mais il faut aussi identifier quelques TIPs et TIFs si on
veut pouvoir définir sur M ] une topologie qui soit Hausdorff et aussi compatible
avec celle sur M . La façon dont Geroch, Kronheimer et Penrose ont procédé est
de définir une topologie sur M ] qui prolonge dans un certain sens la topologie de
M et ensuite d’identifier le nombre minimal de points pour rendre cette topologie
Hausdorff.
On choisit comme pré-base pour la topologie sur M ] la famille d’ensemble de la
forme suivante. Si A est a IF alors on définit
Aint := {V ∈ Mˆ/V ∩ A 6= ∅} (5.4)
Aext := {V ∈ Mˆ/V = I−(W)⇒ I+(W) * A} (5.5)
où W est un sous-ensemble de M . Soit B ∈ Mˆ un IP, alors on peut définir de
façon similaire des ensembles Bint et Bext. Les ouverts de M ] sont alors définis
comme les unions des intersections finies des ensembles de la forme Aint, Aext,
Bint, Bext. Cette définition est en analogie avec le fait que dans M les ensembles
de la forme I+(p), I−(p), M \ I+(p) et M \ I−(p) forment une pré-base de la
topologie d’Alexandrov.
Une fois définie cette topologie sur M ], qui en général n’est pas Hausdorff, le cas
de l’espace anti-de Sitter en est un exemple, Penrose et Kronheimer la rendent
Hausdorff suivant le procédé standard. C’est-à-dire on quotienteM ] par la relation
d’équivalence qui est l’intersection de toutes les relations d’équivalence telles que
la topologie quotient est Hausdorff. On obtient alors un complété qu’on note N . Le
plongement M ↪→ M ] donné par les application I±, définies par la Remarque 1.3,
définit alors un plongement M ↪→ N . La frontière causale est alors définie comme
N \M . Portant dans le cas général cette définition de complété causale de M et
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de frontière causale deM a été beaucoup contesté et revue même récemment, voir
par exemple [17], [23], [50] et [49].
SiM est causalement continu (Définition 8.3) Budic et Sachs ont montré dans [13]
que la topologie définie sur M ] par la pré-base Aint, Aext, Bint, Bext est Hausdorff
sans qu’il soit nécessaire d’identifier aucun point. Donc pour les espace-temps
causalement continus on définit :
Définition 1.4. La frontière causale d’un espace-temps causalement continu M
est l’ensemble des TIPs et des TIFs de M c’est-à-dire H (M) := M ] rM muni
de la topologie définie par la pre-base (5.4).
Les relations de causalité définies dans (5.1) sur Mˆ et Mˇ permettent de définir
des relations de causalité sur M ]. Il reste à voir si ces relations sont compatibles
avec les relations de causalité sur M . D’après la Remarque 1.3 la relation de
chronologie , qui passe au quotient en une relation  sur M ], coïcide avec la
relation < sur M . Le problème est de voir sous quelles condition on a le même
resultat pour la relation ≺.
On dit que M est causalement simple si le passé et le futur causal de tout point
de M est fermé. Dans [13] les auteurs montrent le résultat suivant :
Proposition 1.5. La relation de causalité ≺ sur le complété M ] resteinte à M
coïncide avec celle de M , ≤, si et seulement si M est causalement simple.
En particulier ces relations sont bien définies si M est globalement hyperbo-
lique, car dans ce cas M est causalement simple d’après la Proposition 6.3. Budic
et Sachs donnent une caractérisation des espace-temps globalement hyperboliques
en fonction de leur frontière causale.
Proposition 1.6. Un espace-temps est globalement hyperbolique si et seulement
si tout point de sa frontière causale a le futur strict ou le passé strict vide.
Remarque 1.7. Si M est globalement hyperbolique, d’après la Proposition 1.6
la frontière causale est l’ensemble des TIPs et des TIFs muni de la topologie
d’Alexandrov donnée par les relations de causalité (5.1). Dans ce cas on note
H +(M) l’ensemble des TIPs, la frontière causale future, et H −(M) l’ensemble
des TIFs, la frontière causale passée. La frontière causale H (M) d’un espace-
temps globalement hyperbolique est alors l’union disjointe des deux ensembles
H +(M) et H −(M). Le complété causale M ] de M est l’union disjointe de M ,
H +(M) et H −(M) muni de la topologie d’Alexandrov donnée par les relations
de causalités définies par (5.1).
Exemple 1.8. La frontière causale de l’espace d’Einstein universel est réduite à
deux points. En effet, E˜in1,n est globalement hyperbolique et il découle du Lemme
2.18 que le futur et le passé de toute courbe inextensible est l’espace tout entier.
Donc E˜in1,n a un seul TIP et un seul TIF : l’espace entier.
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2 Frontière causale et maximalité
Lemme 2.1. Soit f :M → N un Cauchy-plongement tel que ∂+f(M) 6= ∅. Alors
pour tout p ∈ ∂+f(M) l’ensemble Wp := f−1(I−(p) ∩ f(M)) est un TIP de M .
De plus, si q ∈ ∂+f(M), q 6= p ssi Wp 6=Wq.
Démonstration. Soit Σ une hypersurface de Cauchy deM et S := f(Σ) son image.
Si p ∈ ∂+f(M), d’après le Lemme 2.5 on a I−(p) ∩ I+(S) ⊂ f(M), donc
I−(f(Wp)) = I−(I−(p) ∩ f(M)) = I−(I−(p) ∩ I+(S)) = I−(p) (5.6)
D’après le Lemme 2.1 f(M) est causalement convexe dans N , alors, par (5.6) on
obtient que Wp est un ensemble passé.
Le fait que Wp est ouvert est évident.
Soient V et U deux ensembles passés dont l’union est Wq. D’après (5.6) il s’en
suit que I−(p) = I−(f(U)) ∪ I−(f(V)) mais, comme I−(p) est un IP de N , on a
I−(f(U)) = I−(p) ou I−(f(V)) = I−(p). Comme f(M) est causalement convexe
dans N on a I−(f(V)) ∩ f(M) = f(V) et I−(f(U)) ∩ f(M) = f(U). On obtient
alors f(V) = I−(p) ∩ f(M) ou f(U) = I−(p) ∩ f(M), ce qui implique qu’on a
Wp = V ou Wp = U . Donc l’ensemble Wp est un IP de M qui n’est le passé
d’aucun point de M , il s’agit d’un TIP.
D’après la Proposition 8.9, si q est un point dans ∂+f(M) tel que q 6= p, on
a I−(p) 6= I−(q). Les égalités (5.6) appliquée à p et q impliquent alors I−(p) ∩
f(M) 6= I−(q)∩ f(M), et donc Wp 6=Wq. Réciproquement si p, q ∈ ∂+f(M) sont
tels que I−(p) ∩ f(M) 6= I−(q) ∩ f(M) on a I−(p) 6= I−(q) et donc q 6= p.
Corollaire 2.2. L’espace-temps E˜in1,n est C-maximal, donc en particulier il est
C0-maximal.
Démonstration. Dans l’Exemple 1.8 on a vu que la frontière causale de E˜in1,n ne
contient que deux points.
Soit f un Cauchy-plongement non surjectif de l’espace E˜in1,n dans un espace-
temps N . On obtient que ∂+f(E˜in1,n) ou ∂−f(E˜in1,n) est non vide. D’après le
Lemme 2.5, ∂+f(E˜in1,n) et ∂−f(E˜in1,n), s’ils sont non vides, sont des ensemble
achronaux edgeless. Ceci est impossible car ils contiennent au plus un point.
Proposition 2.3. SoitM un espace-temps qui admet une hypersurface de Cauchy
S non compacte. Alors, si pour tout TIP et TIF V l’ensemble S ∩ V est non
compact, M est C-maximal.
Démonstration. Soit f : M → N un Cauchy-plongement. On suppose par l’ab-
surde que ∂f(M) 6= ∅ dans N . Pour fixer les idées on suppose ∂+f(M) 6= ∅.
Soit p un point de ∂+f(M). D’après le Lemme 2.1, l’ouvertWp deM , dont l’image
par f est l’ouvert I−(p)∩f(M), est un TIP deM . Par hypothèse l’ensembleWp∩S
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est non compact. Son image par f est l’ensemble J−(p) ∩ f(S), qui est donc non
compact dans N . Or, comme N est un espace-temps globalement hyperbolique d’
hypersurface de Cauchy f(S), la Proposition 6.8 implique que J−(p) ∩ f(S) est
compact : absurde.
Le même raisonnement en utilisant l’hypothèse sur les TIFs montre aussi que
∂−f(M) = ∅, donc M est maximal.
2.1 Frontière causale et maximalité du développement de
Cauchy d’un ensemble achronal edgeless.
Soit A un sous-ensemble achronal edgeless d’un espace-temps M . Ici on ne fait
pas d’hypothèses supplémentaires sur l’espace-temps M , en particulier M n’est
pas forçément globalement hyperbolique.
D’après la Proposition 6.7 l’ouvert int(D(A)) est globalement hyperbolique. Si on
voit int(D(A)) comme un espace-temps on peut parler de sa frontière causale. Il
y a une relation intime entre la frontière causale de int(D(A)) en tant qu’espace-
temps et sa frontière en tant qu’ouvert de M . On reprend la notation introduite
à la Définition 6.12.
Lemme 2.4. On a naturellement défini un plongement
∂±D(A) ↪→ H ±(int(D(A))).
Démonstration. Le preuve est essentiellement la même que pour la Proposition
2.1. En effet d’après le Lemme 6.13 la frontière ∂±D(A) est un fermé achronal
edgeless deM . Pour tout point p de ∂+D(A), I−(p)∩I+(A) ⊂ int(D(A)). Comme
I−(p) est un IP de M et comme int(D(A)) est causalement convexe dans M on
obtient que I−(p) ∩ int(D(A)) est un TIP de int(D(A)).
Un raisonnement symétrique montre que pour tout point q de ∂+D(A), I+(q) ∩
D(A) est un TIF de int(D(A)).
On définit alors de façon naturelle l’application p ∈ ∂±D(A) 7−→ I∓(p)∩int(D(A)).
Cette application est clairement injective car M est distinguant d’après la Pro-
position 8.9. De plus elle et sa réciproque (réciproque de la restriction à l’image)
préservent les relations de causalité définies sur ∂±D(A) et entre les éléments
de H ±(int(D(A))) par (5.1). Donc, comme la topologie des deux espaces coïn-
cide avec la topologie d’Alexandrov (Proposition 1.5), on obtient que l’application
p ∈ ∂±D(A) 7−→ I∓(p) ∩ int(D(A)) est un homéomorphisme sur l’image et que
l’image est un ouvert de H ±(D(A)).
Proposition 2.5. Si les plongements ∂±D(A) ↪→ H ±(int(D(A))) sont surjectifs,
l’espace-temps int(D(A)) est C-maximal.
Démonstration. D’après le Lemme 6.13 et le Lemme 6.9 pour tout point p dans
∂+D(A) il existe un rayon géodésique lumière passé inextensible qui ne rencontre
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pas int(D(A)), en particulier il ne rencontre pas A.
Par ailleurs, comme ∂+D(A) est achronal edgeless (Lemme 6.13) on obtient que
I−(p)∩ I+(A) ⊂ int(D(A)) et donc que toutes les courbes de type temps inexten-
sibles issues de p rencontrent A. Il s’en suit que J−(p) ∩A est non compact pour
tout p dans ∂+D(A).
Un raisonnement symétrique montre que pour tout point q de ∂−D(A), J+(q)∩A
est non compact.
Or pour tout p de ∂+D(A) et q dans ∂−D(A) on a J−(p) ∩ A = I−(p) ∩ A et
J+(q)∩A = I+(q)∩A. De plus I−(p)∩int(D(A)) et I+(q)∩int(D(A)) sont respec-
tivement un TIP et un TIF de int(D(A)). Par hypothèse tous les TIPs et les TIFs
de int(D(A)) son de cette forme, donc, d’après la Proposition 2.3 l’espace-temps
int(D(A)) est C-maximal.
3 C0-Maximalité des espace-temps à courbure
constante
Dans la section 1.2 on a observé qu’il y a différentes notions de maximalité
suivant la catégorie d’espace-temps qu’on considère. Si on se restreint aux espace-
temps à courbure constante, on parle d’espace-temps R1,n-maximaux, dS1,n-maximaux
ou AdS1,n-maximaux.
Ici on se propose de comprendre sous quelles conditions ces espace-temps, maxi-
maux en tant qu’espaces à courbure constante, sont aussi C0-maximaux et même
C-maximaux. Autrement dit, étant donné un espace-temps globalement hyper-
bolique (M, g) à courbure constante, R1,n-maximal, dS1,n-maximal ou AdS1,n-
maximal, on se demande si dans la classe conforme de g il existe une métrique g′
telle que (M, g) se plonge par un Cauchy-plongement non surjectif dans (M, g′).
On se restreindra au cas des espace-temps qui ont une hypersurface de Cauchy
compacte, autrement dit Cauchy-compacts.
Le lemme suivant montre que la C- maximalité d’un espace-temps et celle de son
revêtement universel sont fortement liées.
Lemme 3.1. Un espace-temps M est C-maximal si son revêtement universel est
C-maximal.
Démonstration. On suppose queM n’est pas C-maximal. Il existe alors un Cauchy-
plongement conforme f dans un espace-temps N . Or on peut relever f en un
Cauchy-plongement f˜ : M˜ → N˜ qui est surjectif si et seulement si le plongement
f l’était.
Il y a à ce jour beaucoup de travaux dédiés à la compréhension des espace-
temps à courbure constante maximaux, voir par exemple [41], [48], [11], [3]. Un
cas particulièrement étudié est celui des espace-temps globalement hyperboliques
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maximaux à courbure constante qui ont une hypersurface de Cauchy compacte,
qu’on appelle par abbréviation CGHM (Cauchy-compact Globalement Hyperbo-
lique Maximaux). En s’appuyant sur les résultats de classification déjà connus, on
étudiera dans les sections suivantes la C-maximalité et la C0-maximalité de ces
espace-temps.
3.1 Espace-temps CGHM plats
Les espace-temps CGHM localement modelés sur l’espace de Minkowski ont
été étudiés de façon approfondie dans [3] et [11]. Dans [3] il est prouvé que les
espace-temps CGHM plats ont un revêtement universel isométrique, soit à l’espace
de Minkowski tout entier, soit à un domaine régulier (voir Définition 6.26) de R1,n.
Le résultat principal de [3] est :
Théorème 3.2. Tout espace-temps GHMC plat est finiment revêtu par un espace-
temps de translation, un espace de Misner, ou la suspension plate d’un espace-
temps standard.
Ici on ne va pas expliquer en détail ce qu’est un espace-temps de translation, un
espace de Misner, ou la suspension plate d’un espace-temps standard. Pour notre
objectif il nous suffit de rappeler comment sont faits leurs revêtement universels.
Le revêtement universel d’un espace-temps de translation de dimension n+ 1 est
l’espace R1,n, celui d’un espace de Misner est un domaine régulier de R1,n qui est
l’intersection du futur de deux hyperplans lumières. Le revêtement universel de la
suspension plate d’un espace-temps standard est toujours un domaine régulier de
R1,n, produit par l’espace euclidien Rh d’un domaine régulier de R1,k, où k+h = n.
Frontière causale et C-maximalité de l’espace de Minkowski
On considère le modèle conforme de l’espace de Minkowski, noté R1,n(p) pour
un certain p = (x, t) dans E˜in1,n (Définition 2.37).
L’ouvert R1,n(p) est égal au développement de Cauchy du fermé achronal edgeless
(Sn × {t− pi}) \ {(x, t− pi)}.
Lemme 3.3. On a les identifications
H
+(R1,n) = ∂+R1,n(p)
H
−(R1,n) = ∂−R1,n(p)
Démonstration. D’après le Lemme 2.4 on a l’inclusion ∂+R1,n(p) ⊂ H +(R1,n).
Soit V un TIP de R1,n. D’après le Lemme 1.2 il existe une courbe causale c futur
inextensible dans R1,n telle que I−(c) = V. Si on identifie R1,n avec son modèle
conforme R1,n(p), la courbe c admet un point limite futur q dans E˜in1,n. Le point
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q appartient à la frontière de R1,n(p) dans E˜in1,n et il appartient aussi au futur
strict de l’ensemble (Sn×{t−pi})\{(x, t−pi)}. Donc q est un point de ∂+R1,n(p).
Comme I−(q) ∩R1,n(p) = I−(c) ∩R1,n(p) le lemme est prouvé.
Proposition 3.4. L’espace de Minkowski est C-maximal.
Démonstration. Conséquence directe du Lemme 3.3 et de la Proposition 2.5.
On peut mieux comprendre les TIPs et les TIFs de l’espace de Minkowski.
Lemme 3.5. Les TIPs (TIFs) de l’espace de Minkowski sont les passés (futurs)
des hyperplans lumières avec en plus le TIP (TIF) constitué par l’espace de Min-
kowski tout entier.
Démonstration. D’après le Lemme 3.3 les TIPs de R1,n, identifié au sous-ensemble
R1,n(p) de E˜in1,n, sont les intersections du passé strict des point de la frontière
∂+R1,n(p) avec l’ouvert R1,n(p). Or, d’après le Lemme 1.2 un TIP est le passé
d’une courbe causale future inextensible. Soit donc q un point dans ∂+R1,n(p).
Si p = q, il est clair que I−(p) ∩R1,n(p) = R1,n(p). Si q 6= p soit α : R→ R1,n une
géodésique lumière futur qui a son extrémité future en q. Le passé de α est l’union
de tous les cônes passés tangents à α. Cette union remplit le demi-espace délimité
par l’unique hyperplan lumière P qui contient α. Il s’agit du passé de P .
Remarque 3.6. D’après le Lemme 3.5 et le Lemme 1.2 le passé (futur) d’une
courbe causale inextensible de R1,n est soit l’espace R1,n tout entier, soit le passé
(futur) d’un hyperplan lumière. De plus pour tout point q de ∂+R1,n(p) (resp.
∂+R1,n(p)), p 6= q, on obtient que l’ensemble I−(q)∩R1,n(p) (resp. I+(q)∩R1,n(p))
vu comme ouvert de R1,n est le passé (resp. futur) d’un hyperplan lumière.
Frontière causale et C-maximalité d’un domaine régulier de l’espace de
Minkowski
Lemme 3.7. La frontière d’un domaine régulier G est un fermé achronal edgeless.
Démonstration. Soit G un domaine régulier futur (passé) complet. Il s’agit d’un
sous-ensemble futur (passé) de R1,n. Le Lemme 4.15 implique alors que G est un
fermé achronal edgeless.
D’après le Lemme 4.17 on a :
R1,n = I+(∂G) unionsq ∂G unionsq I−(∂G). (5.7)
En particulier, si G est futur complet, on a G = I+(∂G), et si G est passé complet,
on a G = I−(∂G).
Lemme 3.8. Si G est futur complet G = D+(∂G) et D−(∂G) = ∅. Si G est passé
complet G = D−(∂G) et D+(∂G) = ∅.
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Démonstration. On montre le résultat dans le cas où G est futur complet. Prou-
vons que G = D+(∂G). L’inclusion D+(∂G) ⊂ G découle directement des défini-
tions et du fait que G = I+(∂G).
Soit p un point de G et soit c une courbe causale inextensible dans le passé issue de
p. D’après la définition d’ouvert régulier on peut trouver deux hyperplans lumière
P1 et P2 tels que G est contenu dans l’intersection de leur futur strict. Quitte à
translater l’origine on peut supposer que P1 ∩ P2 contient l’origine. Soit v1 et v2
deux vecteurs de type lumière tel que P1 = v⊥1 et P2 = v
⊥
2 . Alors, pour i = 1, 2 on
a :
I+(Pi) = {v ∈ R1,n/Q1,n(v, vi) < 0}
Soit v0 := v1 + v2, il s’agit d’un vecteur de type temps, donc l’hyperplan P0 = v⊥0
est de type espace. Par un calcul direct on voit que I+(P1)∩I+(P2) ⊂ I+(P0). On
peut donc trouver un hyperplan de type espace P tel que I+(P1) ∩ I+(P2) ⊂ I+(P )
juste en translatant P0. Donc on obtient G ⊂ I+(P )
Comme les hyperplans de type espace sont des hypersurfaces de Cauchy de R1,n,
la courbe c doit rencontre P . D’après le Lemme 3.7 la frontière ∂G est un fermé
achronal edgeless donc, d’après (5.7) c doit rencontrer ∂G.
Prouvons que D−(∂G) est vide.
Soit q ∈ I−(∂G), on suppose par l’absurde que p appartient à D−(∂G). Alors pour
tout point p dans I+(q) ∩ I−(∂G), p appartient à int(D−(∂G)).
Comme p est dans R1,n \ G, par définition il existe un hyperplan lumière P tel
que p n’appartient pas à I+(P ). Soit l la direction lumière contenue dans P . Soit
c la géodésique lumière futur inextensible parallèle à l issue de p : la courbe c ne
rencontre pas l’ouvert G.
En même temps, comme p appartient à D−(∂G) la courbe c doit rencontrer ∂G.
Comme c ne rencontre pas G on obtient qu’ à partir du moment où c rencontre
∂G elle reste piégée dans ∂G.
D’après le Lemme 1.2, comme p appartient à int(D−(∂G)) l’intersection J+(p) ∩
∂G est compacte. Cela est impossible car on a vu que J+(p) ∩ ∂G contient une
géodésique lumière inextensible dans le futur. Le résultat est prouvé.
Corollaire 3.9. Soit G un domaine régulier futur (passé) complet. Alors pour
tout point p de ∂G il existe un rayon géodésique lumière α inextensible dans le
futur (passé) issu de p et contenu entièrement dans ∂G.
Démonstration. Le résultat est une conséquence du Lemme 3.8 et de la Proposi-
tion 6.14.
Lemme 3.10. Si G est futur complet on a l’identification H −(G) = ∂G. Si G
est passé complet on a H +(G) = ∂G.
Démonstration. On suppose par exemple que G soit futur complet, dans ce cas
pour tout point p de ∂G, I+(p) ⊂ G. Alors, comme I+(p) est un IF de R1,n et
comme p n’appartient pas à G, on obtient que I+(p) est un TIF de G.
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Proposition 3.11. Tout domaine régulier de l’espace de Minkowski est C-maximal.
Démonstration. Soit G un domaine régulier futur complet. On identifie R1,n avec
le modèle conforme R1,n(p), comme dans la section précédente.
D’après le Lemme 3.8 et la Proposition 6.7, l’ouvert G est globalement hyperbo-
lique. Soit A une de ses hypersurfaces de Cauchy.
Le fait que G soit futur complet implique que H +(G) ⊂ H +(R1,n) donc, d’après
le Lemme 3.3, H +(G) s’identifie à un ouvert de ∂+R1,n(p).
D’après le Lemme 6.13 et le Lemme 6.9 pour tout point p dans ∂+R1,n(p) il existe
un rayon géodésique lumière passé inextensible qui ne rencontre pas R1,n(p) donc
en particulier il ne rencontre pas G. Comme H +(G) ⊂ H +(R1,n) on obtient alors
que, pour tout TIP V de G, V ∩A est non compact.
De même d’après le Lemme 3.9 et le Lemme 3.10 on obtient que pour tout TIF
V de G, V ∩A est non compact.
Le résultat découle alors de la Proposition 2.5.
D’après le Théorème 3.2, le Lemme 3.1 et la Proposition 3.11 on obtient :
Proposition 3.12. Tout espace-temps plat CGHM est C-maximal.
3.2 Espace-temps CGHM Anti de Sitter
Le théorème suivant a été prouvé par Mess dans [41] en dimension 3 mais sa
preuve se généralise à toute dimension.
Théorème 3.13. Tout espace-temps CGHM localement modelé sur AdS1,n est
isométrique au quotient d’un domain régulier de l’espace anti-de Sitter par un
sous-groupe discret sans torsion de Isom(AdS1,n).
On va donc définir les domaines réguliers de l’espace Anti de Sitter. On ne
va pas donner la définition classique, celle par exemple donnée dans [21], mais on
prouvera que les deux définitions sont équivalentes (voir Remarque 3.18).
On a vu à la Section 2.7 que l’espace AdS1,n est conformément équivalent à l’ou-
vert (Hn+ × S
1, ds2 − dθ2) de Ein1,n, où Hn+ est une hémisphère de la sphère S
n.
Le revêtement universel, A˜dS1,n, est alors conformément équivalent à l’ouvert de
E˜in1,n donné par Hn+ × R muni de la classe conforme de métriques induite.
Soit Λ un fermé achronal edgeless de A˜dS1,n ' Hn+ × R. Comme H
n
+ × R est
un ouvert de E˜in1,n, Λ n’est pas forçément un fermé de E˜in1,n. On note Λ son
adhérence dans E˜in1,n, et Λ0 = Λ r Λ. On rappelle que la frontière conforme
de A˜dS1,n dans E˜in1,n s’identifie à l’espace d’Einstein universel d’une dimension
inférieur, E˜in1,n−1 (voir Définition 2.34).
L’espace-temps (Hn+ ×R, ds
2 − dt2) est un espace-temps statique (Définition 7.1)
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donc d’après la Proposition 7.3 l’ensemble Λ est le graphe d’une application 1-
Lipschitz f : Hn+ → R.
Comme f est 1-Lipschitz elle se prolonge de façon unique à la frontière de Hn+ en
une application 1-Lipschitz f : Hn+ → R et le graphe de f est égal à Λ.
D’après la Proposition 2.22 l’ensemble Λ est un fermé achronal de E˜in1,n.
Comme Hn+ est compact on obtient que Λ et Λ0 sont compacts, en particulier Λ0
est une sphère topologique de dimension n− 1.
Lemme 3.14. Le développement de Cauchy D(Λ) dans E˜in1,n est d’intérieur non
vide si et seulement si Λ0 ne contient pas deux points conjugués dans E˜in1,n.
Démonstration. On suppose que Λ contient deux point conjugués p, q avec p =
σ(q). On identifie E˜in1,n à Sn × R, donc si q = (x, t) on a p = (−x, t + pi). On
obtient alors que p, q appartiennent à Λ0.
Comme Λ est achronal on a Λ∩ I−(p) = ∅ et Λ∩ I+(q) = ∅. Donc Λ est contenue
dans la frontière ∂I+(q) = ∂I−(p). Il s’en suit que pour tout point q′ dans Λ il
existe une géodésique lumière α qui passe par q′ et telle que dans Λ elle n’a ni
point limite futur ni point limite passé. D’après le Lemme 6.9 les développements
de Cauchy D+(A) et D−(A) sont vides.
On suppose maintenant que D(Λ) est d’intérieur vide. Cela implique que les dé-
veloppements D+(A) et D−(A) sont vides : en effet étant donné un point p dans
D±(A) l’ouvert I∓(q′) ∩ I±(Λ) est contenu dans D±(A).
D’après le Lemme 6.9 pour tout point q de Λ il existe une géodésique lumière
passée α et une géodésique lumière future β issues de q telles que α n’a pas de
point limite passé dans Λ et β n’a pas de point limite futur dans Λ. Or, d’après la
Proposition 5.10 et comme Λ est achronal, les géodésiques α et β sont contenues
dans une même géodésique lumière γ inextensible dans A˜dS1,n ' Hn+ × R.
La géodésique γ a ses points limites futur et passé, q+, q−, dans Λ0. D’après la
description des géodésiques lumières de l’espace E˜in1,n (Lemme 2.19 et Remarque
2.20), si les deux points q+ = (x+, t+), et q− = (x−, t−) sont liés pas une géodé-
sique lumière on doit avoir que d(x+, x−) = |t+ − t−|. De plus si d(x+, x−) < pi
l’unique géodésique lumière entre q+ et q− est contenue dans ∂Hn+ × R. Comme
γ est contenue dans Λ on obtient que pi = d(x+, x−) = |t+− t−| et donc que q+ et
q− sont conjugués. Le résultat est prouvé.
Définition 3.15. Un domaine régulier Anti de Sitter est l’intérieur du dévelop-
pement de Cauchy d’un fermé achronal edgeless Λ de A˜dS1,n dont l’adhérence Λ
ne contient pas deux points conjugués de E˜in1,n.
Lemme 3.16. La projection de revêtement pi : E˜in1,n → Ein1,n restreinte à D(Λ)
est injective.
Démonstration. Ce résultat est une conséquence de l’achronalité de Λ. On fixe
un point p = (xp, tp) de Λ, alors pour tout autre point q = (xq, tq) dans Λ on a
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pi > d(xq, xp) ≥ |tp − tq| car Λ est achronal. Il s’en suit que Λ est contenu dans
Sn×]tp − pi, tp + pi[ qui est un domaine d’injectivité de la projection pi.
On définit l’ensemble
E(Λ0) := A˜dS1,n \
⋃
p∈Λ0
(J+(p) ∪ J−(p))
Il s’agit de l’ensemble des points de A˜dS1,n qui ne sont causalement liés à aucun
point de Λ0. On remarque que si Λ0 contient deux points conjugués alors E(Λ0)
est vide.
Lemme 3.17. Soit Λ un fermé achronal edgeless de A˜dS1,n tel que Λ0 ne contient
pas deux points conjugués. Alors D(Λ) = E(Λ0) et cet ensemble est un ouvert.
Démonstration. D’après la définition de développement de Cauchy on a l’inclusion
D(Λ) ⊂ E(Λ0). Prouvons l’inclusion réciproque.
On remarque que
E(Λ0) = {(x, t) ∈ Hn+ × R : d(x, xp) > |t− tp| ∀p ∈ Λ0} (5.8)
Pour tout point p = (xp, tp) dans Λ0 la coordonnée xp appartient à ∂Hn+ qui est un
compact de Sn. Donc, étant donné un point q = (xq, tq) dans E(Λ0), l’application
xp ∈ ∂Hn+ 7−→ d(xp, xq) admet un minimum m. L’ouvert
Uq := {(x, t) ∈ Hn+ × R : m/2 > d(x, xq) > |t− tq|}
est alors un voisinage ouvert de q contenu dans E(Λ0). L’ensemble E(Λ0) est donc
un ouvert de Hn+ × R.
D’après (5.8) si q = (xq, tq) est dans E(Λ0) alors E(Λ0) est un fermé du compact
Sn × [tq − pi, tq + pi], et est donc compact lui aussi.
Soit p un point de E(Λ0) ∩ I+(Λ). Étant donnée une courbe causale passée inex-
tensible c de E˜in1,n issue de p, elle doit sortir de E(Λ0). La courbe c doit donc
rencontrer la frontière de E(Λ0) en un point q′. Comme E(Λ0) est un ouvert sa
frontière est contenue dans
⋃
p∈Λ0(J
+(p) ∪ J−(p)).
Par définition de E(Λ0) le point q′ ne peut pas appartenir à Λ0. Si q′ appartient
à
(⋃
p∈Λ0 J
+(p)
)
\ Λ0, il existe une courbe causale passée entre q′ et un point q′′
de Λ0. D’après la Proposition 5.9 il existe alors une courbe causale entre p et q′′,
mais cela contredit encore une fois le fait que p appartient à E(Λ0).
On obtient que q′ appartient à
⋃
p∈Λ0 J
−(p) \ Λ0.
D’après le Lemme 4.17 l’espace A˜dS1,n est union disjointe de Λ, I+(Λ) et I−(Λ).
Comme Λ est contenu dans E(Λ0) l’ensemble
⋃
p∈Λ0 J
−(p) \ Λ0 est contenu dans
I−(Λ). Donc la courbe c pour rencontrer
⋃
p∈Λ0 J
−(p) \ Λ0 doit avant rencontrer
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Λ. On a prouvé que p appartient à D+(Λ).
D’une façon similaire on prouve que tout point de E(Λ0) ∩ I−(Λ) appartient à
D−(Λ). Comme, d’après le Lemme 4.17 E(Λ0) est l’union disjointe de E(Λ0) ∩
I−(Λ), Λ, E(Λ0) ∩ I+(Λ), le résultat est prouvé.
Remarque 3.18. Souvent on donne une définition de domaine régulier Anti de
Sitter différente de la Définition 3.15. Dans [21] par exemple on définit le domaine
régulier associé au fermé achronal edgeless Λ0 de ∂A˜dS1,n ' E˜in1,n−1, comme
étant l’intérieur de l’ensemble E(Λ0). Dans le Lemme 3.17 on a prouvé l’égalité
D(Λ) = E(Λ0) pour tout sous-ensemble achronal edgeless Λ de A˜dS1,n dont la
frontière dans E˜in1,n est Λ0. De plus dans [5] Proposition 2.4.9 il est montré que
étant donné un fermé achronal egeless Λ0 de E˜in1,n−1 il existe une famille de sous-
ensembles fermés achronaux egeless de A˜dS1,n dont la frontière dans E˜in1,n est
Λ0. Donc les deux définitions sont équivalentes.
Proposition 3.19. On a les identifications
∂−D(Λ) = H −D(Λ) et ∂+D(Λ) = H +D(Λ).
Démonstration. Le Lemme 2.4 donne les inclusions ∂±D(Λ) ⊂ H ±D(Λ).
Soit maintenant c une courbe futur inextensible de D(Λ). Comme montré dans la
preuve du Lemme 3.17, l’adhérence du développement de Cauchy D(Λ) est com-
pacte. Donc la courbe c a forçément un point limite futur q sur la frontière ∂+D(Λ).
L’unique TIP associé à c, d’après le Lemme 1.2, est alors égal à l’intersection du
passé strict du point q avec D(Λ). On a alors l’inclusion H +D(Λ) ⊂ ∂+D(Λ).
Le même raisonnement peut être fait à partir d’une courbe passée inextensible
issue d’un point de D(Λ), on prouve ainsi l’inclusion H −D(Λ) ⊂ ∂−D(Λ). Le
résultat est prouvé.
Proposition 3.20. Tout domain régulier Anti-De Sitter est C-maximal.
Démonstration. C’est une conséquence des Propositions 2.5 et 3.19.
Proposition 3.21. Tout espace-temps CGHM localement modelé sur AdS1,n est
C-maximal.
Démonstration. C’est une conséquence du Théorème 3.13, de la Proposition 3.20
et du Lemme 3.1.
3.3 Espace-temps CGHM localement De Sitter
Théorème 3.22 (Scannell [48]). Tout espace-temps CGHM localement modelé
sur dS1,n est isométrique à un quotient d’un espace De Sitter standard par un
sous-groupe d’isométries discret et sans torsion.
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On a déjà remarqué que l’espace-temps dS1,n n’est pas C0-maximal, car il se
plonge par un Cauchy-plongement dans l’espace E˜in1,n. On va maintenant montrer
que tout espace-temps CGHM localement modelé sur dS1,n, donc dS1,n-maximal,
n’est pas C0-maximal. Pour ce faire on construit une C0-extension maximale pour
les espace-temps de Sitter standards.
On commence par étudier la frontière causale de l’espace dS1,n. Comme notre
discours ne concerne pas la métrique de l’espace dS1,n, mais seulement sa structure
causale, dans la suite on identifie dS1,n toujours à son modèle conforme dS1,n. On
rappelle que dS1,n est l’ouvert de E˜in1,n donné par Sn×]−pi/2, pi/2[ avec la classe
conforme de métriques induite, et que sa frontière est formée par deux copies de
la sphère conforme Sn− := S
n × {−pi/2} et Sn+ := S
n × {pi/2} qui sont aussi deux
hypersurfaces de Cauchy de E˜in1,n.
Remarque 3.23. Comme Sn+ et S
n
− sont deux hypersurfaces de Cauchy de E˜in1,n,
on obtient que toute courbe causale inextensible de dS1,n, si complétée avec ses
deux points limites en E˜in1,n, connecte un point de Sn− à un point de S
n
+. Alors
d’après le Lemme 1.2 la frontière causale de l’espace de Sitter s’identifie à sa
frontière conforme, donc H −(dS1,n) et H +(dS1,n) s’identifient respectivement
avec Sn− et S
n
+.
En faisant agir le difféomorphisme conforme δ : E˜in1,n → E˜in1,n, défini dans
la section 2, on voit que l’espace E˜in1,n est l’ union disjointe d’un nombre infini
de copies de dS1,n recollés les unes sur les autres par leurs frontières causales : les
ouverts δk(dS1,n) pour k ∈ N. Donc O0(1, n), le groupe des isométries de dS1,n,
s’identifie au sous-groupe de O0(2, n+1) qui préserve dS1,n et donc aussi tous ses
itérés δk(dS1,n). Comme on a vu à la section 2.7 l’action de O0(1, n) se prolonge
en une action conforme sur les deux sphères Sn− et S
n
+ qui forment sa frontière
causale. On obtient donc une action de O0(1, n) sur E˜in1,n qui préserve chaque
ouvert δk(dS1,n) pour k ∈ N, et qui préserve la structure conforme riemannienne
sur sa frontière.
Maintenant on fixe une sphère à la frontière entre deux modèles conformes de
l’espace de Sitter, et on l’appelle simplement Sn. On appelle dS+1,n et dS
−
1,n les
deux modèles conformes qu’elle sépare. Comme déjà observé, Remarque 5.4, ce
sont respectivement les ouverts Ω+Sn et Ω
−
Sn défini par 2.1.
On va voir comment la construction des espaces de Sitter standards B±0 (S) peut
être adaptée pour associer à toute hypersurface S localement modelée sur la sphère
conforme Sn un unique espace-temps globalement hyperbolique conformément plat
C-maximal dans lequel les espace-temps standards B±0 (S) se plongent conformé-
ment.
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C-extension maximale d’un espace-temps standard associé à un ouvert
de Sn.
Soit U un ouvert de Sn. On considère Si U = Sn on a vu que B±0 (U) = dS1,n,
on sait dans ce cas que son C-extension maximale est l’espace E˜in1,n.
On suppose donc U 6= Sn. D’après la Remarque 5.8 les espaces B+0 (U) et B
−
0 (U)
se plongent conformément dans le développement de Cauchy D(U) dans E˜in1,n.
Plus précisément B+0 (U) s’identifie à D
+(U) et B−0 (U) s’identifie à D
−(U). En
particulier on obtient que les plongements B±0 (U) ↪→ D±(U) sont des Cauchy-
plongements.
Lemme 3.24. On a les identifications
∂−D(U) = H −D(U) et ∂+D(U) = H +D(U).
Démonstration. La preuve est tout à fait similaire à celle de la Proposition 3.19
une fois remarqué que la condition U 6= Sn implique que D(U) est un compact de
E˜in1,n.
D’après la Proposition 2.5 on obtient alors :
Corollaire 3.25. L’espace-temps D(U) est la C-extension maximale des espace-
temps B+0 (U) et B
−
0 (U).
Remarque 3.26. Comme dans le Lemme 3.17 on peut définir l’ensemble
E(∂U) := E˜in1,n \
⋃
p∈∂U
(J+(p) ∩ J−(p))
et on peut montrer que D(U) est égal à la composante connexe de E(∂U) qui
contient U .
Cas général : C-extension maximale de l’espace-temps standard B±0 (S)
Dans la suite S est une variété localement modelée sur la sphère conforme Sn,
où n ≥ 2. Dans la section 5 on a vu qu’à chaque variété S est possible d’associer
deux espace-temps de Sitter standards de dimension n + 1, B+0 (S) et B
−
0 (S) res-
pectivement futur et passé complets.
On suppose d’abord que S est simplement connexe. Soit d : S → Sn son applica-
tion développante.
Lemme 3.27. Les frontières causales H +(B+0 (S)) et H −(B
−
0 (S)) s’identifient
avec l’espace B(S) \ B0(S) des boules maximales de S.
3. C0-MAXIMALITÉ DES ESPACE-TEMPS À COURBURE CONSTANTE 141
CHAPITRE 5. FRONTIÈRE CAUSALE ET C-MAXIMALITÉ
Démonstration. On prouve le résultat pour B+0 (S), la preuve pour B
−
0 (S) étant
similaire.
D’après le Lemme 1.2 chaque TIP V de l’espace B+0 (S) est égal au passé strict
d’une courbe causale future inextensible c : [0,∞[→ B+0 (S). D’après la définition
des relations de causalité (4.4) les éléments de I−(c) sont les boules propres conte-
nues dans l’union
⋃
t∈[0,∞[ c(t). De plus comme c est une courbe causale future on
obtient que si t < t′ les boules c(t) et c(t′) vérifient c(t) ⊂ c(t′). Or, une union
croissante de boules ouvertes est une boule ouverte, on note B :=
⋃
t∈[0,∞[ c(t).
Comme c est future inextensible dans B+0 (S) on obtient que la boule B est une
boule maximale de S.
Réciproquement étant donnée une boule maximale B de B+0 (S), par définition
B =
⋃
n∈NBn, où Bn sont des boules propres de B
+
0 (S) telles que Bn ⊂ Bn+1.
D’après la définition des relations de causalité (4.4) on a Bn+1 ∈ I+(Bn). Donc
on peut construire une courbe causale future inextensible c telle que I−(c) = B.
Le résultat est prouvé.
Lemme 3.28. S’il existe B ∈ B(S) telle que d(B) = Sn ou d(B) = Snr{p} alors
l’application d : S → Sn est injective d’image Sn ou Sn r {p}.
Comme le cas où d est injective a déjà été traité dans la section précédente
on suppose par la suite que pour toute boule ouverte maximale B ∈ B(S) on a
d(B) 6= Sn ou d(B) 6= Snr{p}. SoientD+ : B+0 (S)→ dS
+
1,n etD
− : B−0 (S)→ dS
−
1,n
les deux applications développements définies à la Section 5.2 où on a identifié Sn
avec la sphère qui forme la frontière entre les ouverts dS+1,n et dS
−
1,n.
On considère l’union disjointe
B(S) := B−0 (S) unionsq S unionsq B
+
0 (S)
On définit l’application
D : B(S) −→ E˜in1,n
x 7−→

D+(x) x ∈ B+0 (S)
d(x) x ∈ S
D−(x) x ∈ B−0 (S)
On a déjà défini des relations de causalité sur B±0 (S). On va étendre ces re-
lations de causalité à tout B(S), en particulier on doit définir ces relations dans
le cas où deux éléments de M n’appartiennent pas au même espace-temps dS1,n-
standard B+0 (S) ou B
−
0 (S).
Définition 3.29. Soient B1 ∈ B−0 (S) et B2 ∈ B
+
0 (S) on dit que :
– B1  B2 si B1 ∩ B2 6= ∅
– B1 ≺ B2 si B1 ∩ B2 6= ∅
Soit p ∈ S et B ∈ B+(S) on dit que :
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– p B2 si p ∈ B
– p ≺ B si p ∈ B
Soit p ∈ S et B ∈ B+(S) on dit que :
– B2  p si p ∈ B
– B ≺ p si p ∈ B
Avec ces relations B(S) est un espace causal, Définition 5.13. On peut donc
définir une topologie d’Alexandrov sur B(S). On a alors les résultats suivants
dont on ne donne pas la preuve maintenant car elle sera donnée dans le chapitre
7 dans un contexte plus général.
Proposition 3.30. L’application D est un homéomorphisme local. L’espace B(S)
muni de la topologie d’Alexandrov est une variété.
L’application D induit alors une structure d’espace-temps conformément plat
sur B(S).
Proposition 3.31. L’espace B(S) est globalement hyperbolique C-maximal et S
est une hypersurface de Cauchy S. Les espaces B±0 se plongent dans B(S) par des
Cauchy-plongements.
Corollaire 3.32. Les espace-temps standards B±(S) ne sont pas C0-maximaux.
Remarquons que comme les espaces de Sitter standards B−0 (S) et B
+
0 (S) sont
dS1,n-maximaux l’espace-temps B(S) n’admet pas de métrique localement dS1,n.
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Chapitre 6
Injectivité de l’application
développante
Dans ce chapitre on va étudier l’application développante des espace-temps
globalement hyperboliques conformément plats maximaux. On va trouver des
conditions sous lesquelles elle est injective et on va en général en étudier l’image.
Comme pour les résultats qu’on va présenter dans ce chapitre on a besoin de la
C0-maximalité de M˜ , on va momentanément perdre en généralité en se restrei-
gnant au cas où M est simplement connexe. On verra au chapitre suivant que si
un espace-temps conforme est C0-maximal, alors son revêtement universel est C0-
maximal lui aussi, ce qui permettra d’étendre les résultats de ce chapitre au cas
de tout espace-temps conformément plat globalement hyperbolique C0-maximal,
pas nécessairement simplement connexe.
On dit que deux points d’un espace-temps sont conjugués s’il sont liés par deux
segments de géodésiques lumière distants. Un des résultats principaux de ce cha-
pitre est le suivant :
Corollaire 6.2.4. SoitM espace-temps globalement hyperbolique simplement connexe
conformément plat C0-maximal de dimension n+ 1 ≥ 3. Si M admet deux points
conjugués alors M est conformément équivalent à E˜in1,n.
Il en découle des informations sur l’image de l’application développante D
même dans le cas où M n’admet pas de points conjugués. En particulier on va
prouver que D restreinte au passé et au futur de tout point de M est injective.
De manière plus précise, on va démontrer 1 :
Théorème 6.3.9. Soit M un espace-temps simplement connexe globalement hy-
perbolique conformément plat C0-maximal. Alors, siM n’est pas élémentaire, pour
1. Un espace-temps conformément plat est dit élémentaire s’il est conformément équivalent
à l’espace E˜in1,n ou à l’espace R1,n, ou au futur (ou passé) d’un hyperplan lumière dans R1,n.,
cf. Définition 3.8.
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tout point V dans H +(M) l’application D restreinte à V est injective et V est
conformément équivalent à un domaine régulier futur complet de R1,n.
1 Espace-temps simplement connexes
maximaux
Dans cette section on va voir une application de l’unicité de l’extension C0-
maximale. On va montrer que l’espace Ein1,n est la seule variété conformément
plate simplement connexe admettant des hypersurfaces de Cauchy compactes.
Lemme 1.1. Soit un difféomorphisme local f : (S, g) → (S ′, g′) entre deux va-
riétés Riemanniennes. On suppose que (S, g) est complète et que f est tel que
g(·, ·) ≤ f ∗g′(·, ·). Alors f est un revêtement.
Démonstration. Soit γ : [0, 1] → S ′ une courbe en S ′. Comme f est un difféo-
morphisme local pour tout x ∈ f−1(γ(0)) il existe un voisinage ouvert U de x en
S où on peut relever γ en γ˜ : [0, a[→ U tel que γ˜(0) = x. Soit [0, T [ intervalle
maximal sur lequel on peut définir le relevé γ˜, on sait qu’il est ouvert car f est un
difféomorphisme local. On va montrer qu’il est aussi fermé , le résultat suivra de
la connexité de [0, 1].
Soit (tn) ⊂ [0, T [ une suite telle que tn → T , alors γ(tn) → γ(T ) en S ′. Par hy-
pothèse g(·, ·) ≤ f ∗g′(·, ·) donc { ˜γ(tn)}n∈N est une suite de Cauchy en S. Comme
(S, g) est complet la suite { ˜γ(tn)}n∈N a un limite l : par continuité de f on a
f(l) = γ(T ). Donc on peut prolonger γ˜ en T en posant γ˜(T ) = l, il s’en suit que
T = 1.
Théorème 1.2. Pour n ≥ 2, E˜in1,n est le seul espace-temps conformément plat
C0-maximal simplement connexe Cauchy-compact.
Démonstration. SoitM une espace-temps conformément plat C0-maximal Cauchy-
compact et soit Σ ⊂ M une de ses hypersurfaces de Cauchy de type espace (par
hypothèse elle est compacte). D’après la Proposition 6.20 M est difféomorphe au
produit Σ× R, donc on obtient que Σ est simplement connexe.
Soit D :M → Ein1,n l’application développante qui définit la structure conformé-
ment plate sur M . On considère la décomposition Ein1,n ' (Sn ×R, [dσ2 − dt2]),
donnée par la Proposition 2.4. Le tiré en arrière de la métrique dσ2 − dt2 par D
est une métrique lorentzienne sur M qui induit une métrique Riemannienne g0
sur Σ. La métrique g0 est complète car Σ est compacte.
Soit pi : Ein1,n ' Sn × R → Sn la projection sur le première facteur : c’est une
fibration dont les fibres sont les orbites du champ de vecteurs de type temps ∂t.
On a que pi∗dσ = dσ ≥ dσ − dt2, donc dpi dilate les longueurs. Comme D|Σ est
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une isométrie locale on a que d(pi ◦D|Σ) dilate les longueurs aussi. De façon plus
explicite, pour tout X dans TxΣ ⊂ TxM on a :
g0(X,X) = g(dxDX, dxDX) = dσ(Y, Y )− |a|2 ≤ dσ(Y, Y )
où Y est la composante orthogonale à l’orbite de ∂t et a celle tangente.
D’après le Lemme 1.1 l’application pi ◦D|Σ : Σ→ Sn est un revêtement. Comme
Sn est simplement connexe, c’est un difféomorphisme. On obtient que D(Σ) est
une hypersurface plongée de type espace complète de E˜in1,n.
D’après le Lemme 7.5, comme (Sn × R, dσ2 − dt2) est un espace-temps statique,
D(Σ) est achronale. L’image D(Σ) est un compact de E˜in1,n, car il est difféo-
morphe au compact Σ. D’après la Proposition 6.21 on obtient alors que D(Σ) est
une hypersurface de Cauchy de Ein1,n.
D’après la Proposition 2.12 et la Remarque 2.4 l’ensemble ΩΣ (Définition 2.1)
est un voisinage ouvert causalement convexe de Σ. Or, tout ouvert causalement
convexe d’un espace-temps globalement hyperbolique est un espace-temps globa-
lement hyperbolique. Soit c une courbe causale inextensible issue d’un point p de
ΩΣ, elle doit rencontrer Σ en un point q. Comme ΩΣ est un voisinage de Σ, q
appartient à ΩΣ. Du fait que ΩΣ est causalement convexe on déduit que le mor-
ceau de c compris entre p et q est contenu dans ΩΣ. On obtient que ΩΣ est un
espace-temps globalement hyperbolique d’hypersurface de Cauchy Σ.
D’après le Lemme 4.3 l’application D est injective sur ΩΣ qui est donc difféo-
morphe à un voisinage Ω de l’hypersurface de Cauchy D(Σ) de E˜in1,n.
La partie unicité du Théorème 3.1 dit que toutes les extensions C0-maximales de
ΩΣ ' Ω sont conformément équivalentes. Comme l’extension C0-maximale de Ω
est E˜in1,n et comme celle de ΩΣ est M on obtient M ' Ein1,n.
2 Injectivité de D
Dans cette section M est un espace-temps conformément plat de dimension
n + 1 ≥ 3. Soient D : M˜ → E˜in1,n son application développante et ρ : pi1(M) →
O0(2, n+ 1) son morphisme d’holonomie.
Remarque 2.1. L’application D est un difféomorphisme local qui définit la struc-
ture causale de M˜ . Il est donc clair que D envoie toute courbe causale de M˜ sur
une courbe causale de E˜in. Comme E˜in vérifie le principe de causalité, il ne
contient pas de courbe causale qui se recoupe : on obtient que l’application D
restreinte à toute courbe causale est injective.
Voyons comment cette remarque est liée à la question de l’injectivité de l’ap-
plication développante D. Si x est un point de E˜in1,n d’après la Remarque 2.20
toutes les geodesiques lumières au départ de ce point se rencontrent en σk(x)
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pour k ∈ Z. Alors si on a deux géodésiques lumières passées inextensibles dis-
tinctes α, β : R → M˜ , α(0) = β(0) = p, telles que les géodesiques lumières D ◦ α
et de D ◦β s’intersectent en un point z différent de D(p), une condition nécessaire
pour que la restriction de D à α ∪ β soit injective est que les courbes α et β
s’intersectent elles aussi en un point q ∈ D−1(z). Inversement, si D(α)∩D(β) = ∅
la restriction de D à α ∪ β est injective.
Définition 2.2. On dit que deux point p, q de M˜ sont conjugués s’il vérifient :
– il existe deux géodésiques lumières distinctes α et β qui s’intersectent en p
et q
– les courbes α et β n’ont pas d’autres points d’intersection entre p et q.
On voit que cette définition de points conjugués coïncide sur E˜in1,n avec la
Définition 2.8.
La Proposition 5.10 implique que la deuxième condition de la Définition 2.2 est
vérifiée si les deux point p et q, liés par les géodésiques α et β, ne sont pas tem-
porellement liés.
La terminologie de points conjugués est inspirée par analogie avec le cas rieman-
nien. On va voir que, contrairement au cas riemannien, l’existence de points conju-
gués est une condition fortement restrictive pour un espace-temps conformément
plat.
Théorème 2.3. Soit M espace-temps globalement hyperbolique conformément
plat C0-maximal de dimension n + 1 ≥ 3, et soit D : M˜ → E˜in1,n son ap-
plication développante. S’il existe une géodésique lumière α dont l’image par D
contient deux points conjugués dans E˜in1,n alors D est un difféomorphisme et
donc M˜ ' E˜in.
Démonstration. Par hypothèse D◦α contient deux points conjugués de E˜in qu’on
note x et y, avec x = σ(y). Comme D restreinte à α est injective il existe seulement
deux points p et q de α tels que D(p) = x et D(q) = y.
étape 1) : Toute géodésique lumière passée inextensible issue de p passe par q.
Soit
N−(p) := {v ∈ TpM˜/ v vecteur lumière passé }
Sur N−(p) on a la relation d’équivalence v ∼ w si et seulement il existe λ dans
R+ tel que v = λw. On considère l’ensemble quotient
S−(p) := N−(p)/ ∼
il s’agit de l’ensemble des rayons lumières passés de l’espace tangent TpM˜ . On note
p1 : N−(p) → S−(p) la projection au quotient et on munit S−(p) de la topologie
quotient.
Soit E l’ensemble des éléments l de S−(p) tels que la géodésique lumière passée
inextensible issue de p tangente à l, qu’on note γl, contient q.
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Par hypothèse E est non vide car il contient la direction tangente à la géodésiques
α. On va montrer que E est ouvert et fermé dans S−(p).
L’ensemble E est ouvert.
Soit l0 un élément de E alors D ◦ γl0 contient y.
Soit V un voisinage ouvert de y et soit W la composante connexe de D−1(V ) qui
contient q. On peut choisir V de façon que D|W soit injective.
Comme D est continue et comme on a supposé γl0 passée inextensible, D◦γl0 doit
rentrer dans J−(y) \ y. Soit z un point de D ◦ γl0 qui appartient à (J
−(y) \ y)∩ V
et soit q0 l’unique point de γl0 tel que D(q0) = z.
Comme J+(y) est un fermé dans V on peut trouver un voisinage ouvert connexe
V ′ de z tel que V ′ ⊂ V et V ′∩J+(y) = ∅. La composante connexe W ′ de D−1(V ′)
contenue dans W est un voisinage ouvert de q0.
On fixe une métrique lorentzienne g dans la classe conforme de M˜ . On peut
considérer alors l’application exponentielle par rapport à la métrique g. L’appli-
cation expp : TpM˜ → M˜ est continue, donc, comme W
′ est un ouvert, l’ensemble
W := exp−1p (W
′) est un ouvert de TpM . On obtient alors que le sous-ensemble de
S−(p) définit par
U := p1(W ∩N−(p)) = {l ∈ S−(p)/ γl ∩W ′ 6= ∅}
est un ouvert non vide qui contient l0.
Soit l un élément de U . La courbe γl rencontreW ′, donc la courbe D◦γl rencontre
V ′. On obtient queD◦γl est une géodésique lumière passée issue de x qui rencontre
des points de J−(y) : d’après la description des géodésiques lumières de E˜in1,n
(Remarque 2.20) la courbe D ◦ γl contient y. Comme D|W est injective on obtient
que γl passe par q. On a montré que U est un voisinage ouvert de l0 contenu dans E .
L’ensemble E est fermé.
Soit {ln} ⊂ E on suppose que ln converge vers une limite l ∈ S−(p). Alors d’après
le Lemme 6.2 la suite {γln} a une courbe limite causale passé c qui va de p à q.
Le fait que x n’est pas temporellement relié à y implique que q n’est pas tempo-
rellement relié à p, car l’image par D d’une courbe de type temps est une courbe
de type temps. D’après la Proposition 5.10 on obtient que c est forcément une
géodésique lumière. Comme ln → l ∈ S−(p) la géodésique c est rien d’autre que
la géodésique γl.
étape 2) ∂I−(p) est une hypersurface de Cauchy compacte de M˜ .
Soit S l’union des géodésiques lumières entre p et q. Par construction D(S) =
∂I−(x). D’après la Proposition 5.10 on a l’inclusion S ⊂ ∂I−(p). De plus l’en-
semble S est achronal dans M . En effet s’il existe une courbe temporelle passé γ
qui relie deux points p′ et q′ de S, alors la courbe D ◦ γ est une courbe tem-
porelle passé de E˜in qui relie les deux points D(p′) et D(q′) dans D(S). Or
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D(S) = ∂J−(x) qui est un ensemble achronal de E˜in1,n. Le fait que S est achronal
implique S ⊂ ∂I−(p), donc I−(p) = S.
Comme l’application D est injective le long de toute courbe causale et comme
entre D(p) et D(q) les géodésiques lumières passées inextensibles issues de D(p)
ne se rencontrent pas, on obtient que la restriction de D à S est injective. Comme
D(S) = ∂I−(D(p)) est compacte on obtient alors que S est aussi compacte.
D’après le Lemme 4.15, comme I−(p) est un ensemble passé, sa frontière ∂I−(p) =
S est un ensemble edgeless. Donc S est un sous-ensemble compact achronal ede-
geless de M˜ : d’après la Proposition 6.21 le sous-ensemble S est une hypersurface
de Cauchy de M˜ .
étape 3) On a prouvé que M˜ possède une hypersurface de Cauchy compacte :
le Théorème 1.2 implique alors que M˜ est conformément équivalent à E˜in. Ceci
achève la preuve du théorème.
Corollaire 2.4. SoitM espace-temps globalement hyperbolique conformément plat
C0-maximal de dimension n + 1 ≥ 3. Si M˜ admet deux points conjugués alors
M˜ ' E˜in1,n.
Démonstration. Soient p, q deux points conjugués de M˜ . Leurs images par D sont
tels que D(q) = σk(D(p)), pour un k ∈ Z. Soit α une géodésique lumière entre p et
q, alors D ◦α est une géodésique lumière entre D(p) et D(q). La géodésique D ◦α
passe alors forcément par le point σ(D(p)) ou le point σ−1(D(p)), suivant que k est
positive ou négative. Le théorème précédent implique alors que M˜ ' E˜in1,n.
Le Thèorème 2.3 implique le résultat suivant :
Théorème 2.5. Soit M un espace-temps conformément plat C0-maximal qui
contient deux géodésiques lumières distinctes, librement homotopes et ayant les
mêmes extrémités. Alors M est un quotient fini de E˜in1,n.
Démonstration. La condition que les deux géodésiques soient homotopes à extré-
mités fixées implique que dans le revêtement universel de M on a deux points
conjugués. D’après le Corollaire 2.4 M˜ est alors conformément équivalent à l’es-
pace E˜in1,n. En particulier le relevé S˜ de toute hypersurfaces de Cauchy S de M
est homéomorphe à la sphère Sn. Le groupe fondamental de M préserve S˜ et il
agit proprement et librement sur S˜ car le quotient est S. Comme S˜ est compacte,
pi1(M) est un groupe fini.
Remarque 2.6. D’après le Théorème 2.3 et la Remarque 2.1 si M˜ n’est pas
conformément équivalent à l’espace E˜in1,n, la restriction de l’application déve-
loppante D à la frontière du passé et du futur causal de tout point de M˜ est
injective.
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Proposition 2.7. Pour tout point p in M˜ l’application développante restreinte à
J+(p) ∪ J−(p) est injective.
Démonstration. On suppose que M˜ n’est pas conformément équivalente à E˜in,
car dans ce cas le résultat est trivialement vérifié.
On va montrer que D restreinte à J−(p) est injective. De la même façon, en
renversant l’orientation chronologique il est possible de montrer que D restreinte
à J+(p) est injective. Une fois cela fait, pour montrer qu’alors D restreinte à
J+(p)∪J−(p) est injective il suffit de remarquer que, comme E˜in1,n est un espace-
temps causal, deux points de M˜ causalement reliés ne peuvent pas avoir la même
image par D.
Prouvons que le développement de Cauchy passée de S := ∂J−(p) est égal à I−(p).
Soit Σ une hypersurface de Cauchy de M˜ dont le passé strict contient p, alors on
a J−(p)∩Σ = ∅. En particulier J−(p) est contenu dans I−(Σ). Donc toute courbe
causale future inextensible α issue d’un point de I−(p) doit rencontrer Σ. On
obtient que α doit sortir de J−(p) donc α rencontre ∂J−(p). Le développement de
Cauchy passé du S, l’ensemble D−(S), est contient I−(p). Comme I−(S) = I−(p)
on obtient que D−(S) = I−(p).
D’après la Remarque 3.2 et la Proposition 2.10 l’ensemble Ω−S est un ouvert non
vide. Comme on a supposé que M˜ n’est pas conformément équivalente à E˜in1,n,
d’après la Proposition 6.21 et le Théorème 1.2 l’hypersurface S est non compacte.
Alors la Proposition 2.2 implique que Ω−S = D
−(S) = I−(p).
D’après la Proposition 2.6 chaque point q de J−(p) est caractérisé par son ombre
future fermée sur S, l’ensemble O
+
S (q) = J
+(q) ∩ S.
Soit maintenant q ∈ I−(p). On sait que toute courbe causale future issue de
q rencontre S. Comme D est un difféomorphisme local qui préserve la causalité,
toute courbe causale inextensible α dans E˜in1,n issue de D(q) contient l’image par
D d’une courbe causale inextensible future issues de q, donc α rencontre D(S).
On obtient que D(q) appartient à l’ensemble D−(D(S)), ce qui implique
D(O
+
S (q)) = O
+
D(S)(D(q)) (6.1)
Soient p1, p2 ∈ J−(p) tels que p1 6= p2. D’après la Proposition 2.6 O
+
S (p1) 6=
O
+
S (p2). D’après la Remarque 2.6 l’application D restreinte à S est injective, donc
D(O
+
S (p1)) 6= D(O
+
S (p2)). D’après (6.1) on obtient O
+
D(S)(D(p1)) 6= O
+
D(S)(D(p2))
et donc D(p1) 6= D(p2).
Corollaire 2.8. Pour tout point p de M˜ l’image de I−(p) par D est un ouvert
causalement convexe globalement hyperbolique de E˜in1,n.
Démonstration. Soient x, y deux points de D(I−(p)) et soit c : [0,∞[→ E˜in1,n
une courbe causale future inextensible telle que c(0) = x et c(1) = y. Une telle
courbe rencontre D(∂I−(p)) ⊂ ∂I−(D(p)) en un unique point z.
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Soit p′ ∈ I+(p), alors J−(p) ⊂ I−(p′) et D|I−(p′) est injective. On suppose que
(D|I−(p′))−1◦c a image non connexe et contient au moins deux courbes causales fu-
tures inextensibles α : [0, a[→ M˜ et β :]b, b′[→ M˜ telles que α(0) = (D|I−(p′))−1(x)
et β(1) = (D|I−(p′))−1(y) avec a < b.
Ces courbes doivent rencontrer ∂I−(p). Il est donc clair que D ◦α : [0, a[→ E˜in1,n
doit rencontrerD(∂I−(p)) en z, mais par hypothèse l’imageD◦α([0, a[) ne contient
pas y, car D|I−(p′) est injective et par hypothèse α ne passe pas par (D|I−(p′))−1(y).
Comme D ◦ α([0, a[) est contenue dans c celà est absurde.
On vient de prouver que D(I−(p) est causalement convexe dans E˜in1,n. Ce fait
plus le fait que I−(p) est un ouvert globalement hyperbolique de M˜ impliquent
que D(I−(p) est globalement hyperbolique.
Proposition 2.9. Soient p, q ∈ M tels que I−(p) ∩ I−(q) 6= ∅ alors D restreinte
à I−(p) ∪ I−(q) est injective.
Démonstration. La preuve de cette proposition est tout à fait similaire à celle du
Lemme 5.14, où le rôle de B1 et B2 est joué cette fois par p et q.
Corollaire 2.10. L’application développante restreinte à tout ouvert de la forme
U(p) :=
⋃
q−∈I−(p) q+∈I+(p)
(I−(q+) ∩ I+(q−))
est injective.
On appelle U(p) domaine d’injectivité canonique de p.
3 Extension de D à la frontière causale de M˜
Soit M un espace-temps conformément plat globalement hyperbolique de di-
mension n+1 ≥ 3. On supposeM simplement connexe et on note D :M → E˜in1,n
son application développante.
Dans le chapitre 5 on a définit la frontière causale d’un espace-temps lorsqu’il est
causalement continu (Définition 1.4). Comme M est globalement hyperbolique,
d’après le Corollaire 8.6, il est causalement continu, on peut définir sa frontière
causale, notée H (M).
CommeM est globalement hyperbolique, d’après la Remarque 1.7 sa frontière cau-
sale est l’union disjointe de l’ensemble des TIPs H +(M) et des TIFs H −(M). Il
s’en suit que le complété causal M ] de M est l’union disjointe de M , H +(M) et
H −(M).
La Proposition 1.5 implique que les relations de causalité définies par la formule
(5.1) induisent des relations de causalité sur M ] qui prolongent celles de M . Donc
152 3. EXTENSION DE D À LA FRONTIÈRE CAUSALE DE M˜
CHAPITRE 6. INJECTIVITÉ DE L’APPLICATION DÉVELOPPANTE
la topologie d’Alexandrov associé de ces relations est une topologie sur M ] qui
prolonge la topologie de M .
Dans cette section on va voir comment prolonger l’application developpante D à
l’espace M ] de façon continue.
D’après le Lemme 1.2 pour chaque TIP V− (pour chaque TIF V+) il existe une
courbe causale future (passée) inextensible c telle que V− = I−(c) (V+ = I+(c)).
On peut donc voir H +(M) (et H −(M)) aussi comme l’ensemble des courbes
causales inextensibles futures (passées) identifiées par la relation "avoir le même
passé (futur)".
Proposition 3.1. L’application D restreinte à tout TIP et TIF deM est injective
et son image est causalement convexe dans E˜in1,n.
Démonstration. On le prouve pour les TIPs, l’autre cas est similaire.
Soit V un TIP de M˜ . D’après le Lemme 1.2 il existe une courbe de type temps
future inextensible α : R→ M˜ telle que I−(α) = V. Alors V est l’union croissante
des ouverts de la forme I−(α(t)), avec t ∈ R. Donc pour tout couple de points
p, q ∈ V il existe un t ∈ R tel que p et q appartiennent à I−(α(t)). D’après la
Proposition 2.7 D restreinte à I−(α(t)) est injective, donc p et q ne peuvent pas
avoir la même image par D.
L’image de D|V est causalement convexe car d’après le Corollaire 2.8 l’image de
I−(α(t)) est causalement convexe pour tout t dans R.
On rappelle qu’on note Mˆ l’ensemble des IPs de M et Mˇ l’ensemble des IFs.
Lemme 3.2. L’application D définit deux applications
Dˆ : Mˆ → { IPs de E˜in1,n}
Dˇ : Mˇ → { IFs de E˜in1,n}
De plus si M n’est pas conformément équivalente à E˜in1,n pour tout IP (IF) V de
M Dˆ(V) est un PIP ( Dˇ(V) est un PIF) de E˜in1,n.
Démonstration. Soit V un IP de M . On définit Dˆ(V) := I−(D(V)).
Si V = I−(p) pour un certain p dans M alors I−(D(V)) = I−(D(p)), il est donc
clair qu’il s’agit d’un IP de l’espace E˜in1,n. On suppose donc que V est un TIP
de M .
Soit γ une courbe future inextensible telle que I−(γ) = V. Si la courbe D ◦ γ est
une courbe causale future inextensible de E˜in1,n alors on I−(D ◦ γ) = E˜in1,n.
Donc étant donné un point p de D ◦ γ il existe un point q de D ◦ γ dans le futur
causal de p tel que σ(p) appartient à I−(q). Soit α la géodésique lumière entre p et
σ(p), et c une courbe causale entre σ(p) et q, la courbe β := α ∪ c est une courbe
causale entre p et q. Comme D(V) est causalement convexe dans E˜in1,n la courbe
causale β est contenue dans D(V) et donc en particulier α est contenue dans D(V).
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D’après le Théorème 2.3 on a M ' E˜in1,n et D est un difféomorphisme, donc le
lemme est trivialement vrai dans ce cas.
On suppose donc que D ◦ γ admet un point limite futur p dans E˜in1,n.
Il faut prouver que I−(D(V)) = I−(p). On a V = I−(γ) =
⋃
t∈R I
−(γ(t)) et
I−(D(V)) = I−(D(I−(γ))) = I−(D(
⋃
t∈R
I−(γ(t)))) =
I−(
⋃
t∈R
D(I−(γ(t)))) =
⋃
t∈R
I−(D ◦ γ(t)) = I−(D ◦ γ)
où l’avant dernière égalité est vraie car D est un difféomorphisme local et pour
tout voisinage U d’un point q d’un espace-temps on a I−(p) = I−(I−U (p)). Par
définition de point limite futur et comme, d’après le Corollaire 8.6, E˜in1,n est
causalement continu, on a I−(D ◦ γ) = I−(p).
Pour définir l’application Dˇ il suffit de faire le même raisonnement après avoir
renversé l’orientation chronologique de M .
On peut maintenant prolonger l’application développante à la frontière causale
de M . En effet les deux applications Dˆ et Dˇ définies au Lemme 3.2 coïncident
sur M lorsqu’on l’identifie à un ouvert respectivement de Mˆ et de Mˇ . De plus
l’ensemble des PIPs et des PIFs de E˜in1,n est en bijection avec l’espace-temps
E˜in1,n par les applications I± définies par la Remarque 1.3. On obtient que les
applications Dˆ et Dˇ passent au quotient en une application D] :M ] → E˜in1,n.
Plus explicitement, comme M ] = M unionsqH +(M) unionsqH −(M), l’application D] est
définie de la façon suivante. Soit p ∈M ] alors
D](p) :=

D(p) si p ∈M
(I+)−1 ◦ Dˆ(p) si p ∈ H +(M)
(I−)−1 ◦ Dˇ(p) si p ∈ H −(M)
On remarque que si M ' E˜in1,n, d’après l’Exemple 1.8, sa frontière causale
est composée de seulement deux points : D] dans ce cas envoie l’unique point de
la frontière causale future (passée) de M sur l’unique point de la frontière causale
future (passée) de E˜in1,n.
D’après la définition des relations de causalité sur M ], données par (5.1), pour
tout couple d’éléments V,W de M ] on a :
V ≺ W ⇐⇒ D](V) ≤ D](W) (6.2)
V  W ⇐⇒ D](V) < D](W). (6.3)
Comme sur les deux variétéM ] et E˜in1,n, la topologie qu’on considère est la topo-
logie d’Alexandrov, il s’en suit que l’application D] :M ] → E˜in1,n est continue.
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TIPs et TIFs maximaux
Soit M un espace-temps globalement hyperbolique.
Sur les frontières causales de M et en général sur les variétés à bord Mˆ et Mˇ on
a défini au chapitre 5 des relations de causalité par les formules (5.1).
Sur les variétés Mˆ et Mˇ on a aussi la relation d’ordre donnée par l’inclusion : elle
coïncide avec la relation de causalité ≺ sur Mˆ et avec l’opposé de ≺ sur Mˇ . Or
la relation d’inclusion naturellement définie entre les IPs et les IFs est inductive.
En effet soit {Vi}i∈N une chaine de IPs par rapport à la relation d’inclusion, on a
Vi ⊂ Vi+1 pour tout i dans N. On va vérifier que l’union croissante W :=
⋃
i∈N Vi
est un IP de M .
Comme W est union croissante d’ouverts il est ouvert. De plus pour tout p ∈
I−(W) il existe un q ∈ Vi pour un certain i ∈ N tel que p ∈ I−(q). Comme
Vi est un ensemble passé on a p ∈ Vi et donc p ∈ W. On suppose que W est
union de deux ouverts passés U et V alors pour tout entier i l’ouvert Vi est union
des ouverts U ∩ Vi et V ∩ Vi. Comme Vi est un IP les ouverts U ∩ Vi et V ∩ Vi
sont contenus l’un dans l’autre. Il s’en suit que les ouverts U =
⋃
i∈N(U ∩ Vi) et
V =
⋃
i∈N(V ∩ Vi) sont contenus l’un dans l’autre.
On a obtenu donc que W est un IP qui majore tous les éléments de la chaine.
D’après le lemme de Zorn il existe au moins un élément maximal U dans Mˆ . Il est
clair que U doit forcément être un TIP de M . Dans le cas contraire, si U = I−(p)
pour un certain p dans M , alors pour tout point q dans I+(p) l’ouvert I−(q) est
un majorant de U .
Un raisonnement analogue prouve que Mˇ possède aussi des éléments maximaux
pour la relation d’inclusion et que ces éléments sont des TIFs. On les appelle TIPs
et les TIFs maximaux de M .
D’après les formules (5.1) on voit qu’un TIP maximal a son futur causal vide au
même titre qu’un TIF maximal a son passé causal vide.
On suppose que M˜ admet un unique TIP V (ou TIF ) maximal alors par définition
M coincide avec ce TIP ou TIF, d’après la Proposition 3.1 D est injective.
Exemple 3.3. Voici des exemples d’espace-temps globalement hyperboliques confor-
mément plats C0-maximaux admettant un unique TIP ou un unique TIF maxi-
mal :
– L’espace de Minkowski : il a un unique TIP maximal et un unique TIF
maximal, qui sont respectivement le passé et le futur de toute droite verti-
cale.
– Les domaines réguliers de l’espace de Minkowski : ceux parmi eux qui sont
futur-complets ont un unique TIP maximal, ceux qui sont passé-complets
ont un unique TIF maximal.
– L’espace d’Einstein a un unique TIP et un unique TIF, qui sont respective-
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ment le passé et le futur de toute courbe causale inextensible.
Remarque 3.4. On remarque qu’à l’opposé des exemples précédents tous les
TIFs et tous les TIPs de l’espace de Sitter sont maximaux. Pour voir cela il suffit
d’identifier la frontière causale de dS1,n avec la frontière conforme (Définition 2.30)
laquelle est une hypersurface de type espace de E˜in1,n : aucun TIP de dS1,n n’est
causalement relié à un autre TIP et il en est de même pour les TIFs.
Remarque 3.5. Soit G un ouvert régulier futur complet de R1,n. On a vu que G
a un unique TIP maximal. On va prouver que, sauf dans le cas où G est le futur
strict d’un point, il a plus d’un TIF maximal, en particulier G n’a pas de TIF
maximal isolé.
En effet soit p un point dans ∂G. D’après le Lemme 6.11 si c est une géodésique
lumière passée inextensible issue de p, l’intersection c ∩ ∂G est un segment com-
pact [p, q]. D’après la Proposition 5.10, comme ∂G est un sous-ensemble achronal
(Lemme 3.7), toute géodésique lumière passée γ issue de q est contenue dans
I−(∂G).
Si tout point q′ de ∂G est causalement relié à q, c’est à dire s’il existe un segment
[q, q′] de géodésique lumière futur entre q et q′ alors G = I+(q). En effet d’après
le Lemme 6.9 il existe une géodésique lumière inextensible future c′ issue de q′
contenue dans ∂G. Or d’après la Proposition 5.10, comme ∂G est achronal, la
géodésique c′ doit être le prolongement du segment [q, q′].
On a prouvé que si G n’est pas le futur d’un point, il existe un point z dans ∂G
qui n’est pas causalement relié à q. En changeant éventuellement le point z, avec
un procédé similaire à celui utilisé pour définir le point q, on peut supposer que
J−(z) \ {z} est contenu dans I−(∂G).
Les deux TIFs de G définis par I+(q) et I+(z) sont alors deux TIF maximaux de
G.
On rappelle la définition de domaine de Minkowski associé à un point x de
E˜in1,n donnée à la section 2.7 : il s’agit de l’ouvert R1,n(x) := I−(x)∩ I+(δ−1(x))
de l’espace E˜in1,n. Dans la section 2.7 on a vu qu’un tel ouvert est l’image d’un
plongement conforme "canonique" de l’espace de Minkowski dans E˜in1,n.
Proposition 3.6. Soit M un espace-temps simplement connexe globalement hy-
perbolique conformément plat C0-maximal non conformément équivalent à E˜in1,n.
Alors pour tout point p dans M la restriction de D à I−(p) (resp. I+(p) ) est in-
jective et son image est un domaine régulier de R1,n(D(p)) (resp. R1,n(δ(D(p))))
futur (resp. passé) complet.
Démonstration. D’après la Proposition 2.7 l’application développante D est injec-
tive sur le passé I−(p). De plus d’après le Théorème 2.3, comme par hypothèse M
n’est pas conformément équivalente à E˜in1,n, l’image de I−(p) par D est contenue
dans le domaine de Minkowski R1,n(D(p)).
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On note S la frontière de D(I−(p)) dans R1,n(D(p)). On va montrer que S est
non vide.
On suppose par l’absurde que la frontière S est vide, donc D(I−(p)) = R1,n(D(p)).
Soit q un point dans I+(p). Alors d’après la Proposition 2.7 l’application D est
injective sur le passé I−(q) et on a I−(p) ⊂ I−(q). Il s’en suit que D(I−(p)) ⊂
D(I−(q)). Étant donné un point x dans I−(D(q)) ∩ I+(D(p)) le point δ−1(x)
est contenu dans R1,n(D(p)) et donc dans D(I−(q)). Comme l’ouvert D(I−(q))
est causalement convexe, toutes les géodésiques lumières qui lient x à δ−1(x) sont
contenues dansD(I−(q)). D’après le Théorème 2.3 on obtientM ' E˜in1,n contrai-
rement aux hypothèses, donc S est non vide.
Le fermé S est l’image par D] de l’ouvert H −(I−(p)) de H −(M) définit comme
étant l’ensemble des TIFs deM non disjoints de I−(p). D’après la Proposition 1.6
la frontière H −(M) est achronal. Il s’en suit que, d’après (6.2), S est un sous-
ensemble achronal de R1,n(D(p)). On obtient que S est un fermé achronal edgeless
de R1,n(D(p)).
On suppose que le développement de Cauchy de S dans R1,n(D(p)) est vide.
D’après le Remarque 6.15 on obtient que S est un hyperplan lumière de R1,n(D(p)).
Or, pour tout point q dans J+(p)\I+(p), la restriction de D au passé I−(q) est in-
jective, et D(I−(p)) ⊂ D(I−(q)). Soit x un point dans I−(D(q))∩I+(∂I−(D(p))) :
le point δ−1(x) est dansD(I−(p)) et est donc contenu dansD(I−(q)). Comme l’ou-
vert D(I−(q)) est causalement convexe, toutes les géodésiques lumières qui lient
x à δ−1(x) sont contenues dans D(I−(q)). D’après le Théorème 2.3 on obtient
M ' E˜in1,n contrairement aux hypothèses, donc le développement de Cauchy de
S est non vide.
On va montrer que le développement de Cauchy passé de S est vide.
On suppose par l’absurde que D−(S) est non vide. On définit la variété
M =M unionsqD(S)/ ∼
où ∼ est la relation d’équivalence qui identifie les points de I−(p) avec leurs image
par D. Soit pi :M unionsqD(S)→M la projection canonique au quotient.
Comme D(I−(p)) ⊂ D(S), tout couple de points deM est contenue dans l’image
de D(S) par pi, doncM est Hausdorff. De plus la structure d’espace-temps confor-
mément plat de D(S) passe au quotient en une structure sur M.
Soit Σ une hypersurface de Cauchy deM , et soit pi(Σ) son image dansM. Comme
toute courbe causale future inextensible dans R1,n(D(p)) issue d’un point x dans
D−(S) rencontre S, toute courbe causale inextensible de M issue du point pi(x)
rentre dans pi(M), donc rencontre pi(Σ). Cela montre que pi(Σ) est une hypersur-
face de Cauchy deM. Il en découle queM est une extension conformément plate
non triviale de M : ceci est absurde puisque par hypothèse M est C0-maximal.
D’après le Théorème 3.2 on obtient que le développement de Cauchy de S est
un ouvert régulier G de R1,n(D(p)). Or un ouvert régulier de R1,n est soit passé
complet, soit futur complet : comme D−(∂G) = D−(S) est vide on obtient que G
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est futur complet. Les ouverts G et D(I−(p)) sont d’intersection non vide et ont
la même frontière S : on obtient que G est égal à D(I−(p)).
Proposition 3.7. Soit M un espace-temps globalement hyperbolique C0-maximal.
On suppose que H +(M) contient plus d’un TIP maximal. Alors pour tout TIP
maximal V et tout voisinage U de V dans H +(M) il existe un TIP maximal W
contenu dans U et différent de V.
Démonstration. Par hypothèse, M n’est pas conformément équivalent à l’espace
d’Einstein ou de Minkowski, car ces deux espaces ont un seul TIP maximal.
On suppose qu’il existe un voisinage U de V dans H +(M) qui ne contient pas
d’autres TIP maximaux. Soit V ′ un autre TIP maximal. On suppose d’abord que
V ′ ∩ V 6= ∅. Soit p un point de cette intersection. D’après la Proposition 3.6
l’image par D de I+(p) est un domaine régulier passé complet G du domaine de
Minkowski R1,n(D(p)). Soit maintenant x ∈ (V\V ′)∩I+(p). D’après la Proposition
3.6 l’image par D de I+(x) est un domaine régulier passé complet G′ du domaine
de Minkowski R1,n(D(x)). Par hypothèse le domaine G contient les deux TIPs
maximaux V et V ′. Il ne peut donc pas être le passé d’un point.
On suppose par l’absurde que G′ est le passé d’un point w dans R1,n(D(x)). Dans
ce cas la frontière de G′ est l’union des géodésiques lumières futures issue de
w inextensibles dans R1,n(D(x)). Soit c une de ces géodésiques, on a l’inclusion
∂G′ ⊂ ∂G, donc c est contenue dans ∂G. Soit r le point limite futur de C dans
R1,n(D(p)). Comme ∂G est un fermé de R1,n(D(p)) on a r ∈ ∂G. D’après le Lemme
6.9 il existe un rayon géodésique lumière futur inextensible α issu de r contenu
dans ∂G. Or, la Proposition 5.10 implique, comme ∂G achronal, que la géodésique
α est le prolongement de la géodésique c. On a donc prouvé que le cône futur de w
dans R1,n(D(p)) est contenu dans ∂G, ce qui implique I+(w) = G, contrairement
aux hypothèses. Donc G′ contient au moins deux TIPs maximaux.
Les ensembles {W ∈ H +(M)/I+(y)∩W 6= ∅} quand y varie dans I+(p) forment
une base de voisinages pour V dans H +(M). Or cela contredit le fait que le
voisinage U de V dans H +(M) ne contient pas d’autres TIPs maximaux. On
obtient donc que l’intersection V ′ ∩ V est vide.
Soit U l’union de tous les TIPs maximaux de M différents de V. Comme M est
l’union de ses TIPs maximaux on obtient que M est l’union disjointe des ouverts
U et V. Par connexité de M on obtient alors que U = ∅, donc V est l’unique TIP
maximal de M .
Définition 3.8. On dit qu’un espace-temps conformément plat est élémentaire
s’il est conformément équivalent à l’espace E˜in1,n ou à l’espace R1,n, ou au futur
(ou passé) d’un hyperplan lumière dans R1,n.
Théorème 3.9. Soit M un espace-temps simplement connexe globalement hyper-
bolique conformément plat C0-maximal. Alors, si M n’est pas élémentaire, pour
158 3. EXTENSION DE D À LA FRONTIÈRE CAUSALE DE M˜
CHAPITRE 6. INJECTIVITÉ DE L’APPLICATION DÉVELOPPANTE
tout point V dans H +(M) l’application D restreinte à V est injective et V est
conformément équivalent à un domaine régulier futur complet de R1,n.
Démonstration. D’après la Proposition 2.7 l’application développante D est injec-
tive sur le TIP V. De plus d’après le Théorème 2.3, comme par hypothèse M n’est
pas conformément équivalent à E˜in1,n, l’image de V par D est contenue dans le
domaine de Minkowski R1,n(D](V)).
On considère l’ouvert de la frontière passée H −(V) formés des TIFs de M non
disjoints de V, autrement dit par les TIPs qui sont dans le passé chronologique de
V. D’après la Proposition 1.6, D](V) est un sous-ensemble achronal edgeless de
E˜in1,n.
On note S la frontière de D(V) dans R1,n(D](V)).
étape 1) : On suppose que S est vide.
Dans ce cas D(V) = R1,n(D](V)). Comme, d’après (6.2), D] est continue et pré-
serve les relations de causalité l’image de H −(V) parD] est la partie de la frontière
de D(V) = R1,n(D](V)) dans E˜in1,n qui est dans le passé strict de D](V). Il s’agit
de l’ensemble ∂I+(δ−1(D](V))) \ {σ−1(D](V))} .
On voit alors que l’ouvert H −(V ) de H −(M) contient un seul TIF maximal : le
TIF W dont l’image est le point δ−1(D](V)).
D’après la Proposition 3.7 D est injective et M = W. Comme d’après les hypo-
thèses l’image de V par D est contenue dans R1,n(D](V)), on obtient D(M) =
D(W) = R1,n(D](V)). Donc M est conformément équivalent à l’espace R1,n.
étape 2) : On suppose que S est non vide. Le fermé S est contenu dans l’image
de H −(V) par D], qui est un sous-ensemble achronal edgeless de E˜in1,n. On ob-
tient que S est un fermé achronal edgeless de R1,n(D](V)).
On suppose d’abord que le développement de Cauchy de S est non vide. Avec la
méthode déjà utilisée dans la preuve de la Proposition 3.6 on prouve que la maxi-
malité de M implique D−(S) = ∅. D’après le Théorème 3.2 le développement de
Cauchy de S est un ouvert régulier G de R1,n(D](V)). Comme D−(S) est vide, G
est futur complet. Les ouverts G et D(V) sont d’intersection non vide et ils ont la
même frontière : il s’en suit que G = D(V). Donc V est conformément équivalent
à un domaine régulier futur complet de R1,n.
étape 3) : On suppose que le développement de Cauchy de S est vide. D’après
le Remarque 6.15 S est un hyperplan lumière de R1,n(D](V)).
D’après le Lemme 3.5 tout hyperplan lumière de R1,n(D](V)) est la frontière du
passé strict d’un point x dans H +(R1,n) ' ∂I−(D](V)) et du futur strict d’un
point y dans H −(R1,n) ' ∂I+(δ−1(D](V))), avec x = σ(y).
On obtient que l’image de H −(V) par D] est l’ensemble ∂I+(y) \ {y}. Il s’en suit
que y est un TIF isolé pour l’ouvert D(V).
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On note W le TIF de M qui est envoyé par D] sur y. On obtient que W est un
TIF isolé de M . D’après la Proposition 3.7, D est injective, et M =W.
L’image de M par D est alors contenue dans R1,n(δ(y)).On peut alors appliquer
le raisonnement utilisé aux étapes 2) et 3) au TIFW pour montrer que D(W) est
soit l’ouvert R1,n(δ(y)) tout entier, soit le passé de l’hyperplan lumière ∂I−(x). En
particulier D(W) ne peut pas être un domaine régulier passé complet de R1,n(δ(y))
car il contient dans son adhérence toutes les géodésiques lumières entre x et y
qui sont des droites lumière dans R1,n(δ(y)). Il ne peut donc pas être égal à
l’intersection du passé strict d’au moins deux hyperplans lumière. On obtient
dans ce cas que M est conformément équivalent au passé d’un hyperplan lumière
dans R1,n ou à l’espace R1,n tout entier.
Proposition 3.10. Soit M un espace-temps simplement connexe globalement hy-
perbolique conformément plat C0-maximal qui n’est pas conformément équivalent
à l’espace E˜in1,n. Si pour tout p, q ∈ M on a que I+(p) ∩ I+(q) 6= ∅ (resp.
I−(p) ∩ I−(q) 6= ∅) alors M est conformément équivalent à un domaine régulier
de Minkowski futur (resp. passé) complet, à R1,n tout entier, ou au futur d’un
hyperplan lumière de R1,n.
Démonstration. On va prouver que M possède un unique TIP maximal. On sup-
pose par l’absurde que M a plus d’un TIP maximal. Soit V un TIP maximal de
M et soit z un point de V. Comme on suppose que M a au moins deux TIPs
maximaux, d’après la Proposition 3.6 on obtient que l’image de I+(z) par D est
un domaine régulier passé complet G du domaine de Minkowski R1,n(δ(D(z)).
On va montrer dans un ouvert régulier passé complet il n’est pas possible qu’on
ait I+(p) ∩ I+(q) 6= ∅ pour tout couple (p, q).
En effet soit S la frontière de Ω dans R1,n(δ(D(z)). D’après le Lemme 3.7 la fron-
tière ∂G dans R1,n(δ(D(z)) est un fermé achronal edgeless. Donc pour tout point
x de ∂G on a I+(x)∩G = ∅. On se donne un autre point y dans ∂G non causale-
ment relié à x. Il existe un voisinage U de x et de y tel que I+(x)∩ I+(y)∩U = ∅.
Comme l’espace de Minkowski est causalement continu (Corollaire 8.6), pour deux
points x′ et y′ de G∩U assez proches respectivement de x et de y on obtient que
I+(x′) ∩ I+(y′) ∩ U = ∅ et donc I+(x′) ∩ I+(y′) ∩G = ∅. Cela contredit les hypo-
thèses sur M , qui a donc un unique TIP maximal.
D’après la Proposition 3.9 M est conformément équivalent à l’espace R1,n ou à
un domaine régulier futur complet de R1,n ou au futur d’un hyperplan lumière de
R1,n.
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Chapitre 7
C0-extension maximale : une
construction abstraite
Dans ce chapitre on présente une autre preuve de l’existence et unicité. Cette
preuve, contrairement à celle donnée au Chapitre 3, est constructive.
L’idée est d’utiliser le théorie des ombres, exposée au Chapitre 4, qui permet
d’identifier un espace-temps M , possédant une hypersurface de Cauchy non com-
pacte S, avec un sous-ensemble des compacts de S bien choisi. Ce sous-ensemble
est ce qu’on va appeler l’espace B(S).
D’après le Théorème 1.2 le seul espace-temps globalement hyperbolique Cauchy-
compact conformément plat C0-maximal est l’espace E˜in1,n. Pour cette raison on
va considérer d’abord le cas où M , et donc S, est simplement connexe et non
Cauchy-compacte. Pour généraliser cette construction au cas où M n’est pas sim-
plement connexe il faudra comprendre l’action du groupe fondamental de M sur
l’espace B(S˜) ainsi construit, où S˜ est un relevé de S.
Pour définir l’espace B(S), à la rigueur, on n’a même pas besoin d’un espace-
temps M . Tout ce dont on a besoin est une variété riemannienne S de dimension
n et une immersion conforme d : S → E˜in1,n. À partir de la on va construire
l’espace-temps B(S) en partant du cas où S est simplement connexe.
On souligne en particulier que, comme l’extension maximale B(S) est déterminée
seulement par la structure induite sur l’hypersurface de Cauchy par la structure
causale de M , l’espace-temps B(S) est naturellement unique à difféomorphismes
conformes près.
Le fait d’avoir une preuve constructive de l’existence et unicité de l’extension
maximal permet d’avoir plus d’informations sur la structure causale de cette der-
nière.
Le résultat plus remarquable qu’on va obtenir dans cette direction est le suivant :
Corollaire 7.2.8. Tout espace-temps globalement hyperbolique C0-maximal est
C-maximal.
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En prouvant ce résultat on va prouver aussi la réciproque du Lemme 3.1 :
Corollaire 7.2.7. Le revêtement universel de tout espace-temps globalement hy-
perbolique C0-maximal est C0-maximal.
1 L’espace B(S)
Dans cette section S est une variété orientable simplement connexe non com-
pacte de dimension n munie d’une métrique riemannienne conformément plate.
On suppose qu’il existe une immersion conforme
d : S → E˜in1,n.
On fixe une décomposition E˜in1,n ∼= Sn × R donnée par la Proposition 2.4 et
on note pi : E˜in1,n → Sn la projection sur le premier facteur. Alors pi ◦ d est un
difféomorphisme local conforme pour la métrique canonique de Sn.
Définition 1.1. Soit K(S) l’ensemble des compacts de S. On définit deux sous-
ensembles B+(S) et B−(S) de K(S) de la façon suivante :
L’ensemble B+(S) est l’ensemble des B ∈ K(S) pour lesquels il existe un point p
de E˜in1,n tel qu’il existe un ouvert U de S qui vérifie :
a) d|U est injective
b) B ⊂ U
c) d(U) est un ensemble acausal de E˜in1,n
d) p ∈ D+(d(U)) et d(B) = O
−
d(U)(p).
De la même façon on définit l’ensemble B−(S) des B ∈ K(S) pour lesquels il existe
un point p de E˜in1,n tel qu’ il existe un ouvert U de S qui vérifie a), b), c) et
d’) p ∈ D−(d(U)) et d(B) = O
+
d(U)(p).
Comme d est une immersion conforme, l’image de S par d est un ensemble
localement acausal, c’est-à-dire que pour tout point x de S il existe un voisinage
ouvert U de x dans S tel que d|U est injective et d(U) est acausal. Donc B+(S) et
B−(S) sont non vide car ils contiennent les compacts de S formés d’un seul point.
On appelle Σ cet ensemble :
Σ := {{x} / x ∈ S} ⊂ B±(S).
On note
φ : S → Σ
l’application qui à chaque point x ∈ S associe le compact {x}, il s’agit d’une
bijection.
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Lemme 1.2. Étant donné un élément B de B+(S) (resp. in B−(S)) il existe un
unique point p dans E˜in1,n qui vérifie les conditions a), b), c), d) de la Définition
1.1
Démonstration. On montre le résultat pour B+(S). Soit B un élément de B+(S)
et soient p1 et p2 deux points de E˜in tels qu’ ils existent deux ouverts U1 et U2 de
S qui vérifient les conditions a),b),c) et d) par rapport à B. Alors B ⊂ (U1 ∩ U2)
et d restreinte à (U1 ∩ U2) est injective. De plus pour i = 1, 2, pi appartient au
développement de Cauchy futur D+(d(Ui)), et d(B) = O
+
d(Ui)
(pi). On obtient que
p1, p2 ∈ D+(d(U1 ∩ U2)) et d(B) = O
−
d(U1∩U2)
(p1) = O
−
d(U1∩U2)
(p2).
D’après la Proposition 2.7 on a alors p1 = p2.
On considère l’ensemble B+(S)unionsqB−(S) et on note i+ : B+(S) ↪→ B+(S)unionsqB−(S)
et i− : B−(S) ↪→ B+(S) unionsq B−(S) les deux inclusions. On définit alors l’ensemble
B(S) := (B+(S) unionsq B−(S))/ ∼ (7.1)
où la relation ∼ consiste à identifier i+(Σ) et i−(Σ).
Soit p : B+(S) unionsq B−(S) → B(S) la projection canonique au quotient. On appelle
j+ et j− les deux applications injectives j+ = p ◦ i+ et j− = p ◦ i−. Dorénavant
on identifiera B+(S), B−(S) et Σ avec leurs images j+(B+(S)), j−(B−(S)) et
j+(Σ) = j−(Σ) dans B(S).
Remarque 1.3. Il peut arriver qu’il existe B ∈ B+(S) et B′ ∈ B−(S) tels que
B = B′ en tant que compacts de S. Cela est par exemple le cas de éléments de
Σ. Mais ça peut arriver même si B et B′ ne sont pas réduits à un seul point.
Un exemple où cela se vérifie est quand S ' Sn et d(S) est le lieu des couples
(p, t) ∈ Sn × R telles que t =cost et la décomposition Sn × R est telle que sur
elle la classe conforme de métriques de E˜in est la classe conforme de la métrique
dσ2 − dt2. Dans ce cas on a B+(S) = B−(S).
Grâce au lemme 1.2 on peut définir une application
D : B(S)→ E˜in1,n (7.2)
qui à un compact B associe l’unique point p de E˜in donné par le lemme 1.2. On
remarque que d = D ◦ φ.
On veut montrer que l’ensemble B(S) est naturellement muni d’une structure
d’espace-temps conformément plat. Pour définir la bonne topologie sur B(S) on
commence par y définir des relations de causalité, ce qui permettra ensuite de
considérer la topologie d’ Alexandrov.
Définition 1.4. Soient B1, B2 ∈ B(S). On dit que B1 ≤ B2 si on est dans un des
trois cas suivants :
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i) B1, B2 ∈ B+(S) et B1 ⊂ B2
ii) B2 ∈ B+(S), B1 ∈ B−(S) et B1 ∩ B2 6= ∅
iii) B1, B2 ∈ B−(S) et B2 ⊂ B1.
On dit que B1 < B2 si on est dans un des trois cas suivants :
I) B1, B2 ∈ B+(S) et B1 ⊂ int(B2)
II) B2 ∈ B+(S), B1 ∈ B−(S) et int(B1) ∩ int(B2) 6= ∅
III) B1, B2 ∈ B−(S) et B2 ⊂ int(B1).
Lemme 1.5. Soient B1, B2 ∈ B(S) alors
B1 < B2 ⇒ D(B1) < D(B2)
B1 ≤ B2 ⇒ D(B1) ≤ D(B2)
Démonstration. Soient B1, B2 ∈ B+(S) tels que B1 < B2, donc par définition
B1 ⊂ int(B2). Soit U2 un ouvert qui vérifie les conditions de la Définition 1.1 pour
le compact B2, comme B1 ⊂ int(B2) l’ouvert U2 vérifie lui aussi ces conditions par
rapport au compact B1. On en déduit O
−
d(U1)
(D(B1)) ⊂ O−d(U1)(D(B2)). D’après la
théorie des ombre celà n’est possible que siD(B1) < D(B2). Le casB1, B2 ∈ B−(S)
est semblable.
Si on est dans le cas B2 ∈ B+(S) et B1 ∈ B(S) alors int(B1) ∩ int(B2) 6= ∅ et
d est injective sur cette intersection. Par définition de D on a que d(int(B1) ∩
int(B2)) ∈ I−(D(B2)) et D(B2) ∈ I−(d(int(B1) ∩ int(B2))) donc on obtient bien
D(B2) ∈ I−(D(B2)).
Il découle du Lemme 1.5 que B(S) muni des relations ≤ et < est un espace
causal au sens de la Définition 5.13.
On va voir quelle sorte de structure causale les relations de la Définition 1.4
vont engendrer sur B(S). Étant donné que le passé strict et le passé causal d’un
élément B ∈ B(S) est défini par :
I−(B) := {B′ ∈ B(S)/ B′ < B} et J−(B) := {B′ ∈ B(S)/ B′ ≤ B}
d’après la Définition 1.4 si B ∈ B+(S) on a
I−(B) = {B′ ∈ B+(S)/ B′ ⊂ int(B)} ∪ {B′ ∈ B−(S)/ int(B′) ∩ int(B) 6= ∅}
J−(B) = {B′ ∈ B+(S)/ B′ ⊂ B} ∪ {B′ ∈ B−(S)/ B′ ∩ B 6= ∅}.
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En particulier on obtient :
J+(Σ) = B+(S) et J−(Σ) = B−(S) (7.3)
I+(Σ) = B+(S) \ Σ et I−(Σ) = B−(S) \ Σ. (7.4)
De plus B+(S) et B−(S) sont causalement convexes dans B(S), c’est-à-dire que si
on a B,B′ ∈ B+(S) et B′′ ∈ B(S) tels que B ≤ B′′ ≤ B′ alors B′′ ∈ B+(S), et
B′′ ∈ B−(S).
Le sous-ensemble Σ est acausal, car, d’après ce qu’on vient de voir, pour tout
B ∈ Σ on a J+(B) ∩ Σ = {B} et J−(B) ∩ Σ = {B}.
En accord avec la Définition 1.1 on peut définir l’ombre passée ouverte et l’ombre
passée fermée d’un élément B de B+(S) par :
O−Σ(B) := I
−(B) ∩ Σ et O
−
Σ(B) := J
−(B) ∩ Σ
et de même on peut définir l’ombre future ouverte et l’ombre future fermée de
tout élément B de B−(S).
Pour tout B ∈ B+(S) on obtient donc
O−Σ(B) = φ(int(B)) et OΣ(B) = φ(B). (7.5)
Pour B ∈ B+(S) on a alors
I−(B) = (I−(B) ∩ B+(S)) unionsq I−(O−Σ(B)) (7.6)
J−(B) = (J−(B) ∩ B+(S)) ∪ J−(O−Σ(B)) (7.7)
et des formules similaires sont vraies pour B ∈ B−(S).
Les relations causales de la Définition 1.4 permettent de munir B(S) de la topo-
logie d’Alexandrov, voir Définition 5.14, dont une base de voisinages est donnée
par les ensembles I(B,B′) := I−(B) ∩ I+(B′) où B,B′ ∈ B(S) et B′ < B. La
démonstration du lemme suivant découle directement des Définitions 1.1 et 1.4.
Lemme 1.6. L’application D : B(S)→ E˜in1,n est un homéomorphisme local.
Démonstration. D’après les Définitions 1.1 et 1.4 on obtient que D est injective
sur l’ouvert J±(B) ∩ B±(S) pour tout B ∈ B±(S). De plus d’après le Lemme
1.5 et la définition de D, pour B ∈ B+(S) \ Σ, l’ensemble D(I−(B)) est égal à
I−(D(B))∩I+(d(B)) qui est un ouvert de E˜in1,n, et de même pour B ∈ B−(S)\Σ.
Tout point B de B±(S) \ Σ est contenu dans un voisinage de la forme I∓(B′) ∩
B±(S) pour un certain B′ ∈ B±(S). Donc on doit juste traiter le cas où B ∈ Σ.
Soient B′ ∈ B+(S) et B′′ ∈ B−(S) tels que B′′ < B < B′ et intB′′ ⊂ B′. Soit
U l’ouvert donné par la Définition 1.1 pour le compact B′. Alors D(B), D(B′)
et D(B′′) appartiennent au développement de Cauchy de d(U) dans E˜in1,n et
D(B) appartient à l’ouvert I−(D(B′)) ∩ I+(D(B′′)) = D(I−(B′) ∩ I+(B′′)), car
intB′′ ⊂ B′. Il existe donc un voisinage ouvert de B où D est injective.
1. L’ESPACE B(S) 165
CHAPITRE 7. C0-EXTENSION MAXIMALE : UNE CONSTRUCTION
ABSTRAITE
Corollaire 1.7. L’application φ : S → Σ ⊂ B(S) est un plongement topologique.
Démonstration. La topologie induite sur Σ par celle de B(S) a comme base d’ou-
verts les intersections I+(B) ∩ I+(B′) ∩ Σ avec B qui varie dans B−(S) et B′ qui
varie dans B+(S). Ces ouvert sont égaux, d’après les définitions, aux intersections
intB ∩ intB′. Or ces ouverts forment une base de la topologie sur S car d est
une immersion et une base d’ouverts sur d(S) est donnée par les intersections
I+(p) ∩ I+(p′) ∩ d(S), où p < p′ varient dans E˜in1,n. D’après le Lemme 1.5 on a
le résultat.
On peut donc munir B(S) de l’unique structure de variété différentiable pour
laquelleD est un difféomorphisme local. L’applicationD définit alors une structure
de variété lorentzienne conformément plate sur B(S). Comme pour tout point dans
B(S) on a déjà défini une notion de futur et de passé qui coïncide localement par
l’application D avec celle de E˜in1,n, on obtient que B(S) est chronologiquement
orientable.
Proposition 1.8. B(S) est globalement hyperbolique d’hypersurface de Cauchy
Σ.
Démonstration. D’après le Corollaire 1.7 Σ est un fermé de B(S). De plus, d’après
(7.3) Σ est aussi acausale. D’après la preuve du Lemme 1.6 tout point de Σ est
contenu dans un voisinage U où D est injective et tel que D(Σ ∩ U) déconnecte
D(U) en deux ouverts. Il s’en suit que Σ est edgeless.
Soit B un point dans B+(S). On va montrer que toute courbe causale passée in-
extensible c : [0,∞[→ B(S) issue de B rencontre Σ.
On suppose par l’absurde que c ne rencontre pas Σ. Comme B(S) est déconnecté
par Σ en les deux ouverts B+(S) \ Σ et B−(S) \ Σ, il s’en suit que c reste empri-
sonnée dans B+(S) \Σ et plus précisément dans J−(B)∩ (B+(S) \Σ). D’après les
Définitions 1.1 et 1.4 l’application D est injective sur l’ensemble J−(B) ∩ B+(S)
et son image est l’ensemble J−(D(B)) ∩ I+(d(U)) où U est un ouvert de S qui
vérifie les condition a), b), c) et d) de la Définition 1.1 par rapport à B.
Le courbe D ◦ c est alors une courbe causale de E˜in1,n contenue dans J−(D(B))∩
I+(d(U)) : elle admet forcement un point limite passé p dans J−(D(B))∩J+(d(U)).
Comme D est un difféomorphisme local, cela implique que la courbe c admet aussi
un point limite passé, contrairement à ce qu’on avait supposé au départ.
De la même façon on obtient que toute courbe causale future inextensible issue
d’un point dans B−(S) rencontre Σ. Le résultat est prouvé.
Remarque 1.9. Le fait que B(S) est globalement hyperbolique implique d’après
le Théorème 6.20 que B(S) est difféomorphe au produit Σ × R. Comme Σ est
homéomorphe à S qui est orientable par hypothèse, on obtient que B(S) est aussi
orientable. De plus on obtient que B(S) est simplement connexe car S est simple-
ment connexe.
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Proposition 1.10. L’espace-temps B(S) est C0-maximal.
Démonstration. Supposons par l’absurde qu’il existe un Cauchy-plongement non
surjectif f : B(S) ↪→ N , où N est un espace-temps globalement hyperbolique
conformément plat. Soit D : N → E˜in1,n une application développante pour N .
Soit p un point de N . On peut supposer sans perte de généralité p ∈ I+(Σ).
D’après le Lemme 1.2 l’ombre fermée passée de p sur Σ est un compact de Σ,
et donc son image réciproque par l’application φ est un compact B de S. On va
vérifier que B appartient à B+(S).
Soit p′ ∈ N tel que p < p′. D’après la Proposition 2.7 l’application D est injective
sur I−(p′) qui est un voisinage ouvert de J−(p) dans N . Comme D ◦ f ◦ φ : S →
E˜in1,n, quitte à composer par un élément de O0(2, n + 1), coïncide avec l’appli-
cation d, on obtient que d restreinte à l’ouvert U := φ−1(O−Σ(p
′)) est injective. Or
l’ouvert U contient le compact B et l’image de B par d est l’ombre fermée passée
du point D(p). Donc B appartient à B+(S), donc l’application f est surjective et
le résultat est prouvé.
Proposition 1.11. B(S) est un espace-temps C-maximal.
Démonstration. D’après la Proposition 2.3 on aura montré le résultat si on prouve
que l’adhérence de l’intersection de tout TIP et de tout TIF de B(S) avec Σ est
non compacte. On va prouver le résultat pour les TIPs, l’autre cas est similaire.
Soit V un TIP de B(S). D’après le Lemme 1.2 V est le passé d’une courbe future
inextensible c : [0,∞[→ B(S). Soit U l’ouvert de S donné par φ−1(V ∩ Σ), on a
U :=
⋃
t∈[0,∞[
int(c(t)) (7.8)
Il s’agit d’une union croissante d’ouverts de S sur chacun des quels d est injective.
Supposons par l’absurde que V ∩ Σ est compact, on obtient alors que U aussi est
compact. On va montrer que cela implique que U appartient à B+(S).
D’après le Lemme 5.9 d est injective sur U , de plus d(U) est compact lui aussi. Soit
{Vn}n∈N une base de voisinages ouverts pour U . On suppose que pour tout n ∈ N
il existe deux points pn, qn ∈ Vn tels que d(pn) = d(qn). On peut choisir les Vn à
adhérence compacte, dans ce cas, quitte à passer à une sous-suite les deux suites
{qn}n∈N et {pn}n∈N ont deux limites q∞ et p∞. Comme
⋂
n∈N Vn = U les points q∞
et p∞ appartiennent à ∂U . Comme d est continue on obtient d(q∞) = d(p∞), donc,
comme d restreinte à U est injective, on a q∞ = p∞. Or d est un difféomorphisme
local donc il existe un voisinage V de q∞ = p∞ où d est injective : cela contredit
la définition des suites {qn}n∈N et {pn}n∈N. Il existe donc un voisinage V ′ de U où
d est injective.
La courbe D ◦ c admet un point limite futur dans E˜in1,n, car autrement, d’après
l’étape 2) de la preuve du Théorème 2.3, on aurait que Σ est compacte, et donc
que S est compacte, contrairement aux hypothèses. Soit p le point limite futur de
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D ◦ c dans E˜in1,n. D’après la définition de D on a d(int(c(t))) = O−d(V )(D(c(t))).
Comme
⋃
t∈[0,∞[ I
−(D(c(t))) = I−(p), d’après (7.8) on a d(U) = O−d(V )(p). Le fait
que d(V ) contient d(U) implique que p appartient à D(d(V )). De plus d(V ) est un
sous-ensemble acausal, donc, d’après le Lemme 1.3, on a d(U) = O
−
d(V )(p), d’où
U ∈ B+(S).
Par construction le compact U est le point limite futur de la courbe c, ce qui
contredit le fait que c est inextensible et aussi le fait que V est un TIP. On obtient
alors que V ∩ Σ est non compact et le résultat est prouvé.
On a alors le théorème :
Théorème 1.12. Soit d : S → E˜in1,n une immersion conforme d’une variété
riemannienne S simplement connexe de dimension n. Alors il existe un espace-
temps N de dimension n+1 globalement hyperbolique conformément plat maximal
tel que S s’identifie via un plongement conforme i à une hypersurface de Cauchy
de N de sorte que d = D ◦ i où D : N → E˜in1,n est l’application développante.
De plus, N est unique à difféomorphisme conforme près.
Démonstration. Il suffit de prendre M = B(S). Ceci est un espace-temps globale-
ment hyperbolique C-maximal d’après la Proposition 1.11. D’après le Théorème
3.1 M est unique à difféomorphisme conforme près.
Remarque 1.13. Comme dans le Remarque 1.3 on considère la décomposition
E˜in1,n ' Sn × R telle que sur Sn × R la classe conforme des métriques s’écrit
[dσ2− dt2]. On considère l’hypersurface de type espace donné par Sn×{0}. Dans
le cas où l’image de l’application d : S → E˜in1,n est contenue dans Sn × {0}, on
retrouve la construction des espace-temps de Sitter standards décrite à la section
5.
2 C0-maximalité et C-maximalité
La construction exposée dans la section précédente permet de répondre aux
deux questions suivantes :
Q1 : Soit M un espace-temps globalement hyperbolique C0-maximal, dans quel
cas M˜ est-il lui aussi C0-maximal ?
Q2 : Un espace-temps globalement hyperbolique conformément plat qui est C0-
maximal est-il aussi C-maximal ?
Dans cette sectionM est un espace-temps globalement hyperbolique conformé-
ment plat C0-maximal et M˜ est son revêtement universel. Soit S une hypersurface
de Cauchy de type espace de M et S˜ un de ses relevés dans M˜ . D’après le Lemme
3.4 S˜ est une hypersurface de Cauchy acausale de M˜ . On suppose de plus que S˜
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est non compacte.
Soit K(S˜) l’ensemble des compacts de S˜. D’après la Proposition 2.7 l’application
qui à chaque point de M˜ associe son ombre fermée
i : M˜ −→ K(S˜)
p 7−→
{
O
−
S˜ (p) si p ∈ J
+(S˜)
O
+
S˜ (p) si p ∈ I
−(S˜)
est injective. Comme S˜ est acausale si p appartient à S˜ son ombre fermée future
et passée est tout simplement le compact {p}.
Lemme 2.1. L’image de M˜ par i est contenue dans B(S˜).
Démonstration. D’après la Proposition 2.7 l’application développante D est in-
jective sur le passé et sur le futur de tout point de M˜ . Il s’en suit qu’étant donné
un point p de I+(S˜) et un point q dans I+(p), alors O−
S˜
(p) est un ouvert de S˜ qui
contient O
−
S˜ (p) et où D est injective. De plus, toujours d’après la Proposition 2.7,
comme D(I−(q)) est causalement convexe en E˜in1,n, on obtient que D(O−S˜ (q)) est
un sous-ensemble acausal de E˜in1,n.
Toute courbe causale passée inextensible issue d’un point de I−(p) est contenue
dans I−(q). Elle rencontre donc S˜ ∩ I−(q) = O−
S˜
(q). On obtient que p appar-
tient à D+(O−
S˜
(q)). Comme D(I−(q)) est causalement convexe dans E˜in1,n on a
D(p) ∈ D+(D(O−
S˜
(q))) et O
−
(D(p))D(S˜) = D(O
−
S˜ (p)).
Le compact O
−
S˜ (p) avec l’ouvert O
−
S˜
(q) vérifie alors les conditions a), b), c) et d)
de la Définition 1.1. Il appartient donc à B(S˜). On a prouvé que l’application i
est à valeurs dans B(S˜).
Par la suite on note Σ l’hypersurface de Cauchy de B(S˜) donnée par {{p} / p ∈
S˜}.
Lemme 2.2. L’application i : M˜ → B(S˜) est un Cauchy-plongement.
Démonstration. D’après la Proposition 2.7 l’application i est injective. De plus
d’après la définition de l’ombre d’un point, Définition 1.1, une vérification directe
montre que i est un isomorphisme des relations causales : pour p, q ∈ M˜
p ≤ q ⇐⇒ i(p) ≤ i(q) et p < q ⇐⇒ i(p) < i(q).
Comme sur les deux variété M˜ et B(S˜) la topologie considérée est celle d’Alexan-
drov (Définition 5.14) on obtient que i est un homéomorphisme sur son image.
Il reste à montrer que i(S˜) est une hypersurface de Cauchy de B(S˜). Or, d’après
la définition de i, i(S˜) est l’hypersurface Σ = {{p} / p ∈ S˜}, qui d’après la
Proposition 1.8 est une hypersurface de Cauchy de B(S˜).
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Soit Γ le groupe fondamental de M . D’après le Théorème 6.20 Γ s’identifie
au groupe fondamental de S. L’action de Γ sur S˜ induit alors naturellement une
action sur K(S˜). Soit ρ : Γ → O0(2, n + 1) l’application d’holonomie de M .
L’application D|S˜ est équivariante par rapport à l’action de Γ sur S˜ et de ρ(Γ)
sur E˜in1,n. Il s’en suit que l’action de Γ sur S˜ preserve le sous-ensemble B(S˜).
Remarque 2.3. Soit D : B(S˜) → E˜in1,n l’application développante définie par
(7.2). Comme D|S˜ est équivariante par rapport à l’action de Γ sur S˜ et de ρ(Γ) sur
E˜in1,n l’application D est aussi équivariante par rapport à l’action de Γ sur B(S˜)
et de ρ(Γ) sur E˜in1,n. Comme l’action de ρ(Γ) préserve les relations de causalité
sur E˜in1,n, d’après le Lemme 1.5 l’action de Γ sur B(S˜) préserve les relations de
causalité sur B(S˜).
Lemme 2.4. Le Cauchy-plongement i est équivariant par rapport à l’action de Γ
sur M˜ et sur B(S˜).
Démonstration. Comme l’action de Γ sur M˜ respecte la causalité, pour tout γ ∈ Γ
on a
γ(O±
S˜
(p)) = O±
S˜
(γ(p)) (7.9)
suivant que p appartient à J−(S˜) ou à J+(S˜). Or, d’après la définition de i, cela
veut dire précisement que i est équivariant par rapport à l’action de Γ.
Lemme 2.5. L’action de Γ sur B(S˜) est libre et propre.
Démonstration. Le fait que l’action de Γ sur K(S˜) est libre découle directement
du fait que l’action de Γ sur S˜ est propre. Soit en effet K ∈ K(S˜) alors l’ensemble
ΓK des éléments γ ∈ Γ tels que γK ∩K 6= ∅ est fini. Comme Γ est sans torsion,
si par l’absurde il existe un γ0 ∈ Γ tel que γ0K = K, on a que {γn0 , n ∈ N} est un
sous-ensemble dénombrable d’éléments de Γ qui fixent K. Cela contredit le fait
que ΓK est un sous-ensemble fini.
Soit C un compact de B(S˜). La famille d’ouverts
{I−(B) ∩ I+(P )}B∈I+(C),P∈I−(C)
est un recouvrement de C. Soit {I−(Bi) ∩ I+(Pi)}i=1,...,m un sous-recouvrement
fini. Quitte à remplacer Bi par un élément de I+(Bi) et Pi par un élément de
I−(Pi), on peut supposer que Bi ∈ I+(Σ) et Pi ∈ I−(Σ) pour tout i = 1, . . . , m.
D’après les égalités (7.5) l’ombre fermée passée de Bi sur Σ et l’ombre fermée
future de Pi sur Σ sont respectivement les images i(Bi) et i(Pi). Il s’en suit que
l’ensemble
K :=
⋃
i=1,...,m
(O
−
Σ(Bi) ∪O
+
Σ(Pi))
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est l’image par i de l’ensemble K :=
⋃
i=1,...,m(Bi ∪ Pi), qui est compact. On note
G :=
⋃
B∈C B. D’après la Définition 1.4 on a l’inclusion G ⊂ K.
Soit γ ∈ Γ, on suppose qu’il existe un B0 ∈ C ∩ γC. D’après la définition de
l’action de Γ sur B(S˜), on obtient que B0 ⊂ G ∩ γG. Cela implique alors que
B0 ⊂ K ∩ γK. Or comme l’action sur S˜ est propre et K est un compact de S˜,
l’ensemble des éléments γ ∈ Γ tels que K ∩ γK 6= ∅ est fini. Il s’en suit que
l’ensemble des éléments γ ∈ Γ tels que C ∩ γC 6= ∅ est fini aussi. Donc l’action de
Γ sur B(S˜) est propre.
Proposition 2.6. Le quotient B(S˜) par l’action de Γ est un espace-temps globale-
ment hyperbolique conformément plat. Le Cauchy-plongement i passe au quotient
en un Cauchy-plongement i :M → B(S˜)/Γ.
Démonstration. D’après le Lemme 2.5 le quotient B(S˜)/Γ admet une structure de
variété différentiable. Comme, d’après le Remarque 2.3, l’application D est équi-
variante par rapport à l’action de Γ sur son revêtement universel B(S˜), on peut
munir B(S˜)/Γ d’une structure d’espace-temps conformément plat.
On note pi∗ : B(S˜) → B(S˜)/Γ la projection au quotient. Alors l’image de Σ par
pi∗ est une hypersurface de Cauchy de B(S˜)/Γ. En effet toute courbe causale c
inextensible de B(S˜)/Γ se relève en une courbe causale inextensible de B(S˜) qui
donc rencontre forcement Σ. On obtient que c rencontre pi∗(Σ).
D’après le Lemme 2.4 le Cauchy-plongement i est équivariant par rapport à l’ac-
tion de Γ. Il passe donc au quotient en un plongement i : M → B(S˜)/Γ. Le
diagramme suivante commute
i :M˜ −→ B(S˜)
↓ pi ↓ pi∗
i :M −→ B(S˜)/Γ
On obtient alors que l’image de S par i est l’hypersurface de Cauchy Σ/Γ de
B(S˜)/Γ.
Corollaire 2.7. Le revêtement universel de tout espace-temps globalement hyper-
bolique conformément plat C0-maximal est C0-maximal.
Démonstration. On suppose d’abord que l’espace-temps globalement hyperbo-
lique conformément plat C0-maximal M˜ n’est pas Cauchy-compact. Dans ce cas
on peut définir l’espace B(S˜). Comme M est C0-maximal le Cauchy plongement
i : M → B(S˜)/Γ défini à la Proposition 2.6 est surjectif. Son relevé aux revête-
ments universels i : M˜ → B(S˜) est donc surjectif lui aussi. Donc M˜ est confor-
mément équivalent à B(S˜). D’après la Proposition 1.11 l’espace-temps B(S˜) est
C-maximal. On obtient alors que M˜ est C-maximal et donc en particulier C0-
maximal.
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On suppose maintenant que M˜ est Cauchy-compacte. D’après la preuve du Théo-
rème 1.2 il existe un Cauchy-plongement M˜ ↪→ E˜in1,n qui permet d’identifier M˜
à un ouvert de E˜in1,n. Le groupe fondamental de M , qui agit sur M˜ de façon
propre et libre, peut donc être identifié à un sous-groupe de ˜O0(2, n+ 1). On va
prouver que l’action de Γ sur E˜in1,n, qui prolonge l’action de Γ sur M˜ , est propre
et libre.
L’hypersurface de Cauchy S˜ est un compact localement acausal edgeless de E˜in1,n,
et donc topologiquement une sphère (cf. ). En particulier, S˜ est compacte. Comme
l’action de Γ préserve l’hypersurface de Cauchy S˜, et comme son action sur S˜ est
propre, on obtient que Γ est un groupe fini. Il en découle que son action sur E˜in1,n
est propre. On va donc montrer qu’elle est aussi libre.
Comme Γ est fini, son intersection avec le centre de ˜O0(2, n+ 1) engendré par
l’application δl’action de Γ, est triviale. Le groupe Γ s’identifie donc aussi à un
sous-groupe fini de O0(2, n + 1). Soit g la métrique riemannienne canonique sur
Rn+3, donnée par la forme quadratique du2 + dv2 + dx20 + · · ·+ dx
2
n. La métrique∑
γ∈Γ γ
∗g est une métrique riemannienne invariante par l’action de Γ sur Rn+3.
Donc à conjugaison près le groupe Γ est contenu dans le sous-groupe de O0(2, n+1)
donné par SO(2) × SO(n). On obtient alors qu’on peut identifier Γ à un sous-
groupe de ˜SO(2)× SO(n) = S˜O(2)× SO(n).
Le produit S˜O(2) × SO(n) correspond à une décomposition R × Sn. Les orbites
du groupe S˜O(2) sont donc les courbes de type temps inextensibles données par
R × {x}, avec x ∈ Sn. Les orbites du groupe SO(n) sont les hypersurfaces de
Cauchy {t} × Sn. Donc si γ0 ∈ Γ, γ0 6= id, fixe un point p = (t, x)dans E˜in1,n, il
fixe aussi point par point la courbe de type temps R× {x}. Comme cette courbe
est de type temps inextensible elle doit rencontrer l’hypersurface de Cauchy S˜,
et donc elle doit rencontrer M˜ . Cela contredit le fait que l’action de Γ sur M˜ est
libre.
Le Cauchy-plongement j : M˜ ↪→ E˜in1,n, équivariant par rapport à l’action de Γ,
passe alors au quotient en un Cauchy-plongement j :M ↪→ E˜in1,2/Γ. Comme M
est C0-maximal j est surjectif. On obtient alors que j est aussi surjectif, ce qui
implique que M˜ est aussi C0-maximal car conformément équivalent à E˜in1,n.
Corollaire 2.8. Tout espace-temps globalement hyperbolique C0-maximal est C-
maximal.
Démonstration. Soit M un espace-temps globalement hyperbolique C0-maximal.
D’après la Proposition 2.7 l’espace-temps M˜ est C0-maximal. Comme, d’après
le Théorème 3.1, l’extension C0-maximal est unique à difféomorphisme conforme
près, la Proposition 1.10 implique que l’espace M˜ est conformément équivalent
à l’espace B(S˜). D’après la Proposition 1.11 M˜ est alors C-maximal. D’après le
Lemme 3.1 on obtient que M est un espace-temps C-maximal.
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Remarque 2.9. Les résultats qu’on a prouvé dans ce chapitre donnent une autre
preuve, constructive cette fois, de l’existence et unicité de l’extension maximale
d’un espace-temps conformément plat. En effet, soit M un espace-temps globa-
lement hyperbolique conformément plat d’hypersurface de Cauchy S. D’après la
Proposition 2.6 si S˜ est non compacte, M se plonge par un Cauchy plongement
dans l’espace-temps B(S˜)/Γ. Ce dernier espace est construit à partir de la struc-
ture induite sur S˜ par la structure conformément plate deM . Il s’en suit que cette
extension maximale est intrinsèquement unique.
Remarque 2.10. Grâce à cette preuve constructive de l’existence de l’extension
C-maximale, on comprend mieux comment est faite l’image par D du passé ou
du futur d’un point dans M˜ . Le Théorème 3.9 tel quel s’applique seulement aux
espaces-temps simplement connexes conformément plats maximaux. Mais mainte-
nant grâce à la Proposition 2.7 on sait que le revêtement universel de tout espace-
temps globalement hyperbolique conformément plat maximal est aussi maximal.
On obtient donc que si M n’est pas un quotient fini de l’espace d’Einstein univer-
sel alors pour tout point p de M˜ , I−(p) (I+(p)) est conformément équivalent à un
domaine régulier futur (passé) complet de l’espace de Minkowski.
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