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ABSTRACT 
We study basisness of root functions of Sturm–Liouville problems with a boundary condition 
depending quadratically on the spectral parameter. We determine the explicit form of the 
biorthogonal system. Using this we prove that the system of root functions, with arbitrary 
two functions removed, form a minimal system in L2, except some cases where this system is 
neither complete nor minimal. For the basisness in L2 we prove that the part of the root space 
is quadratically close to systems of sines and cosines. We also consider these basis properties 
in the context of general Lp.
2000 Mathematics Subject Classification. 34L10, 34B24, 34L20.
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1. INTRODUCTION
 Consider the spectral problem
−y′′ + q(x)y = λy, 0 < x < 1, (0.1)
y′(0) sinβ = y(0) cosβ, 0 ≤ β < π, (0.2)
y′(1) = (aλ2 + bλ + c)y(1), a = 0, (0.3)
where λ is the spectral parameter, q(x) is a real valued and continuous function on the interval [0, 1], and
a, b, c are real.
In a recent paper [1] existence and asymptotics of eigenvalues of (0.1)–(0.3) were studied (see also [2, Sect.
4.1]). It was proved that the eigenvalues of (0.1)–(0.3) form an infinite sequence, accumulating only at +∞,
and only following cases are possible:
(a) All the eigenvalues are real and simple;
(b) All the eigenvalues are simple and all, except a conjugate pair of non-real, are real;
(c) All the eigenvalues are real and all, except one double, are simple;
(d) All the eigenvalues are real and all, except one triple, are simple.
The eigenvalues λn (n ≥ 0) will be considered to be listed according to non-decreasing real part and
repeated according to algebraic multiplicity. Asymptotically the eigenvalues are as follows [3, Theorem 2.2],
[1, Theorem 1]:
λn =
{
(n− 3/2)2 π2 + O(1) if β = 0,
(n− 1)2π2 + O(1) if β = 0. (0.4)
The present article concerns the basis properties in Lp(0, 1) (1 < p < ∞) of the root function system
of the boundary value problem (0.1)–(0.3). Some of the presented results concerning eigenfunctions have
been announced in [4]. Basis properties of boundary value problems with a spectral parameter in boundary
conditions have been studied in papers [5,6,7]. For the problems considered in these papers only the case
(a) is possible. In [8] the problem with cases (a) and (c) was studied. See also [9–15].
2. INNER PRODUCTS AND NORMS OF EIGENFUNCTIONS
We define y(x, λ) to be the non-zero solution of (0.1),(0.2), analytic in λ ∈ C, and we write ω(λ) =
y′(1, λ)− (aλ2 + bλ+ c)y(1, λ). By (0.3), λn is an eigenvalue if and only if ω(λn) = 0, and we say that λn is
a simple eigenvalue, if in addition ω′(λn) = 0. The eigenvalue λk is multiple if ω′(λk) = 0, in particular, we
say that λk is a double eigenvalue if in addition ω′′(λk) = 0, and a triple eigenvalue if ω′′(λk) = 0 = ω′′′(λk).
THE BASIS PROPERTY OF STURM¬LIOUVILLE PROBLEMS WITH BOUNDARY 
CONDITIONS DEPENDING QUADRATICALLY ON THE EIGENPARAMETER 
Let yn be an eigenfunction corresponding to eigenvalue λn. Note that y(x, λ) → y(x, λn) = yn, uniformly
in x ∈ [0, 1], as λ → λn (see [16, Section 10.72]).
We denote by (·, ·) the scalar product in L2(0, 1), and by ‖·‖p the norm in Lp(0, 1).
Lemma 1.1. If yn and ym are eigenfunctions corresponding to eigenvalues λn and λm (λn = λm) then
(yn, ym) = −(aλn + b + aλm)yn(1)ym(1).
Proof. To begin, we note that
d
dx
(
y(x, λ)y′(x, µ)− y′(x, λ)y(x, µ)
)
= (λ− µ)y(x, λ)y(x, µ).
By integrating this identity from 0 to 1, we obtain
(λ− µ)(y(·, λ), y(·, µ)) =
(
y(x, λ)y′(x, µ)− y′(x, λ)y(x, µ)
)∣∣∣1
0
.
From (0.2), we obtain
y(0, λ)y′(0, µ)− y′(0, λ)y(0, µ) = 0.
Noting the definition of ω(λ) it is easy to check that
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y(1, λ)y′(1, µ)− y′(1, λ)y(1, µ) = −(λ− µ)(aλ + b + aµ)y(1, λ)y(1, µ)
+y(1, λ)ω(µ)− y(1, µ)ω(λ).
From the last three equalities it follows that for λ = µ,
(y(·, λ), y(·, µ)) = −(aλ + b + aµ)y(1, λ)y(1, µ)
+y(1, λ)
ω(µ)
λ− µ − y(1, µ)
ω(λ)
λ− µ. (1.1)
Since λn and λm are eigenvalues of (0.1)-(0.3) then ω(λn) = ω(λm) = 0, hence by setting λ = λn and µ = λm
in (1.1) we prove the required equality. 
Lemma 1.2. If λn is a real eigenvalue then
‖yn‖22 = (yn, yn) = −(2aλn + b)yn(1)2 − yn(1)ω′(λn).
Proof. Since ω(λn) = 0 then ω(λ)/(λ− λn) → ω′(λn) as λ → λn. Therefore, by setting µ = λn (λ = λn)
and then tending λ → λn in (1.1) we obtain the required equality (cf. [16, Sect. 10.72]). 
Corollary 1.1. If λk is a multiple eigenvalue then
‖yk‖22 = (yk, yk) = −(2aλk + b)yk(1)2.
Corollary 1.2. If λr is a non-real eigenvalue then
‖yr‖22 = −(2aReλr + b)|yr(1)|2.
Proof. Since λr = λr then this equality follows at once from Lemma 1.1 if we set λn = λm = λr. 
For the eigenfunction yn define
Bn = ‖yn‖22 + (2aReλn + b)|yn(1)|2. (1.2)
Corollary 1.3. Bn = 0 if and only if the corresponding eigenvalue λn is real and simple.
If λk is a multiple (double or triple) eigenvalue (λk = λk+1) then Bk = −yk(1)ω′(λk) = 0 and Bk+1 is not
defined, so we set Bk+1 = −yk(1)ω′′(λk)/2. If λk is a triple eigenvalue (λk = λk+1 = λk+2) then Bk+1 = 0
and Bk+2 is not defined, so we set Bk+2 = −yk(1)ω′′′(λk)/6.
Lemma 1.3. If λr and λs are a conjugate pair of non-real eigenvalues λs = λr then
(yr, ys) = −(2aλr + b)yr(1)2 − yr(1)ω′(λr).
The proof is similar to the proof of Lemma 1.2.
3. INNER PRODUCTS AND NORMS OF ASSOCIATED FUNCTIONS
In this section and in Section 3 we consider the cases (c) and (d), where all the eigenvalues are reals.
If λk is a multiple eigenvalue (λk = λk+1) then for the first order associated function yk+1 the following
relations hold [17, ch. I, §2]:
−y′′k+1 + q(x)yk+1 = λkyk+1 + yk,
y′k+1(0) sinβ = yk+1(0) cosβ,
y′k+1(1) = (aλ
2
k + bλk + c)yk+1(1) + (2aλk + b)yk(1).
Note that yk+1 + cyk, where c is an arbitrary constant, is also an associated function. So the associated
function yk+1 is not unique.
Differentiating (0.1), (0.2), and ω(λ) with respect to the parameter λ, we obtain
−y′′λ(x, λ) + q(x)yλ(x, λ) = λyλ(x, λ) + y(x, λ),
y′λ(0, λ) sinβ = yλ(0, λ) cosβ,
ω′(λ) = y′λ(1, λ)− (aλ2 + bλ + c)yλ(1, λ)− (2aλ + b)y(1, λ).
Since ω(λk) = ω′(λk) = 0 then y(x, λ) → yk, yλ(x, λ) → y˜k+1, uniformly according to x ∈ [0, 1], as λ → λk,
where y˜k+1 is one of the first order associated functions, and it is obvious that y˜k+1 = yk+1 + c˜yk, where
c˜ = (y˜k+1(1)− yk+1(1))/yk(1).
If λk is a triple eigenvalue (λk = λk+1 = λk+2) then together with the first order associated function yk+1
there exists the second order associated function yk+2, for which the following relations hold [17, ch. I, §2]:
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−y′′k+2 + q(x)yk+2 = λkyk+2 + yk+1,
y′k+2(0) sinβ = yk+2(0) cosβ,
y′k+2(1) = (aλ
2
k + bλk + c)yk+2(1) + (2aλk + b)yk+1(1) + ayk(1).
Similar to yk+1 the associated function yk+2 is not unique, because the function yk+2 + dyk, where d is
a constant, is also an associated function of the second order. Note also that the second order associated
function yk+2 + cyk+1 corresponds to the first order associated function yk+1 + cyk.
Differentiating (0.1), (0.2), and ω(λ) twice, we obtain
−y′′λλ(x, λ) + q(x)yλλ(x, λ) = λyλλ(x, λ) + 2yλ(x, λ),
y′λλ(0, λ) sinβ = yλλ(0, λ) cosβ,
ω′′(λ) = y′λλ(1, λ)− (aλ2 + bλ + c)yλλ(1, λ)− 2(2aλ + b)yλ(1, λ)− 2ay(1, λ).
If λk is a triple eigenvalue ω′′(λk) = 0 then yλλ → 2y˜k+2, uniformly in x ∈ [0, 1], as λ → λk, where y˜k+2
is one of the second order associated functions corresponding to the first order associated function y˜k+1, and
it is obvious that y˜k+2 = yk+2 + c˜yk+1 + d˜yk, and d˜ = (y˜k+2(1)− yk+2(1)− c˜yk+1(1))/yk(1).
Lemma 2.1. If λk is a multiple eigenvalue and λn = λk then
(yk+1, yn) = −(aλk + b + aλn)yk+1(1)yn(1)− ayk(1)yn(1),
(yk+1, yk) = −(2aλk + b)yk+1(1)yk(1)− ayk(1)2 − yk(1)ω
′′(λk)
2
, (2.1)
‖yk+1‖22 = (yk+1, yk+1) = −(2aλk + b)yk+1(1)2 − 2ayk+1(1)yk(1)
−ŷk+1(1)ω
′′(λk)
2
− yk(1)ω
′′′(λk)
6
, (2.2)
where ŷk+1 = yk+1 − c˜yk.
Proof. Differentiating (1.1) with respect to λ we obtain for λ = µ,
(yλ(·, λ), y(·, µ)) = −(aλ + b + aµ)yλ(1, λ)y(1, µ)− ay(1, λ)y(1, µ)
+yλ(1, λ)
ω(µ)
λ− µ − y(1, λ)
ω(µ)
(λ− µ)2 − y(1, µ)
ω′(λ)
λ− µ + y(1, µ)
ω(λ)
(λ− µ)2 . (2.3)
Setting µ = λn and λ = λk in (2.3) we obtain
(y˜k+1, yn) = −(aλk + b + aλn)y˜k+1(1)yn(1)− ayk(1)yn(1).
By Lemma 1.1,
(yk, yn) = −(aλk + b + aλn)yk(1)yn(1).
Note that
(yk+1, yn) = (y˜k+1 − c˜yk, yn) = (y˜k+1, yn)− c˜(yk, yn).
The first equality of Lemma 2.1 follows from the last three equalities. The equality (2.1) can be proved in a
similar way. In this case we set µ = λk (λ = λk) in (2.3) and let λ tend to λk.
Differentiating (2.3) with respect to µ we obtain for λ = µ,
(yλ(·, λ), yµ(·, µ)) = −(aλ + b + aµ)yλ(1, λ)yµ(1, µ)
−ayλ(1, λ)y(1, µ)− ay(1, λ)yµ(1, µ) + yλ(1, λ)ω
′(µ)
λ− µ
+yλ(1, λ)
ω(µ)
(λ− µ)2 − y(1, λ)
ω′(µ)
(λ− µ)2 − y(1, λ)
2ω(µ)
(λ− µ)3 − yµ(1, µ)
ω′(λ)
λ− µ
−y(1, µ) ω
′(λ)
(λ− µ)2 + yµ(1, µ)
ω(λ)
(λ− µ)2 + y(1, µ)
2ω(λ)
(λ− µ)3 . (2.4)
Setting µ = λk (λ = λk) and letting λ tend to λk in (2.4) we obtain
(y˜k+1, y˜k+1) = −(2aλk + b)y˜k+1(1)2 − 2ay˜k+1(1)yk(1)
−y˜k+1(1)ω
′′(λk)
2
− yk(1)ω
′′′(λk)
6
.
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2 6
Note that
(yk+1, yk+1) = (y˜k+1, y˜k+1)− 2c˜(yk+1, yk)− c˜2(yk, yk).
Using Corollary 1.1, (2.1), and the last two equalities we obtain, after simplifications, the required equality
(2.2). 
Legitimacy of differentiation and subsequent passages to limit within integrals in the proof of Lemma 2.1
is based on [18, ch. 3, §4].
Lemma 2.2. If λk is a triple eigenvalue and λn = λk then
(yk+2, yn) = −(aλk + b + aλn)yk+2(1)yn(1)− ayk+1(1)yn(1),
(yk+2, yk) = −(2aλk + b)yk+2(1)yk(1)− ayk+1(1)yk(1)− yk(1)ω
′′′(λk)
6
, (2.5)
(yk+2, yk+1) = −(2aλk + b)yk+2(1)yk+1(1)− ayk+2(1)yk(1)− ayk+1(1)2
−ŷk+1(1)ω
′′′(λk)
6
− yk(1)ω
IV (λk)
24
, (2.6)
‖yk+2‖22 = (yk+2, yk+2) = −(2aλk + b)yk+2(1)2 − 2ayk+2(1)yk+1(1)
−ŷk+2(1)ω
′′′(λk)
6
− ŷk+1(1)ω
IV (λk)
24
− yk(1)ω
V (λk)
120
, (2.7)
where ŷk+2 = yk+2 − c˜ŷk+1 − d˜yk.
Proof. The proof in this case is very similar to Lemma 2.1, so we only indicate the main steps. By differ-
entiating (2.3) with respect to λ, after passages to limit, we prove the first equality and (2.5). Differentiating
(2.4) with respect to λ, after passing to the limit, we obtain (2.6). Differentiating (2.4) with respect to λ
and then to µ, after passages to limit, we obtain (2.7). 
4. EXISTENCE OF AUXILIARY ASSOCIATED FUNCTIONS
In this section we shall prove the existence of some associated functions y∗k+1, y
#
k+1, y
#
k+2 with special
properties, which we call auxiliary associated functions, or just (for short) A functions.
Lemma 3.1. If λk is a double eigenvalue then there exists an associated function y∗k+1 = yk+1 + c1yk,
where c1 is a constant, for which
(y∗k+1, yk+1) = −(2aλk + b)y∗k+1(1)yk+1(1)− ay∗k+1(1)yk(1)− ayk+1(1)yk(1).
Proof. By summing (2.2) with (2.1) multiplied by c1, where
c1 = −yk(1)ω
′′′(λk) + 3ŷk+1(1)ω′′(λk)
3yk(1)ω′′(λk)
,
we obtain that
(yk+1 + c1yk, yk+1) = −(2aλk + b)(yk+1(1) + c1yk(1))yk+1(1)
−a(yk+1(1) + c1yk(1))yk(1)− ayk+1(1)yk(1),
which proves the existence of the A function y∗k+1. 
Lemma 3.2. If λk is a triple eigenvalue then there exists an associated function y
#
k+1 = yk+1 + c2yk,
where c2 is a constant, for which
(y#k+1, yk+2) = −(2aλk + b)y#k+1(1)yk+2(1)− ay#k+1(1)yk+1(1)− ayk+2(1)yk(1).
Proof. By summing (2.6) with (2.5) multiplied by c2, where
c2 = −yk(1)ω
IV (λk) + 4ŷk+1(1)ω′′′(λk)
4yk(1)ω′′′(λk)
,
we prove the existence of the A function y#k+1. 
Note that for the A functions y∗k+1 (in the case (c)) and y
#
k+1 (in the case (d)) first two equalities in
Lemma 2.1 are also true, and
(y#k+1, yk+1) = −(2aλk + b)y#k+1(1)yk+1(1)− ayk(1)(y#k+1(1) + yk+1(1)) + Bk+2.
Lemma 3.3. If λk is a triple eigenvalue then there exists an associated function y
#
k+2 = yk+2 + c2yk+1 +
d1yk, where d1 is a constant, for which
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(y#k+2, yk+1) = −(2aλk + b)y#k+2(1)yk+1(1)− ay#k+2(1)yk(1)− ay#k+1(1)yk+1(1),
(y#k+2, yk+2) = −(2aλk + b)y#k+2(1)yk+2(1)− ay#k+2(1)yk+1(1)− ay#k+1(1)yk+2(1).
Proof. Firstly, we find for the function y∗k+2 = yk+2 + c2yk+1 that
(y∗k+2, yk+1) = −(2aλk + b)y∗k+2(1)yk+1(1)− ay∗k+2(1)yk(1)− ay#k+1(1)yk+1(1).
By summing this equality with (2.1) multiplied by d1, and noting ω′′(λk) = 0 we see that the first equality
of Lemma 3.3 is true irrespective of the value of d1. Next we find that
(y∗k+2, yk+2) = −(2aλk + b)y∗k+2(1)yk+2(1)− ay∗k+2(1)yk+1(1)− ay#k+1(1)yk+2(1)
−ŷk+2(1)ω
′′′(λk)
6
− ŷk+1(1)ω
IV (λk)
24
− yk(1)ω
V (λk)
120
−c2
(
ŷk+1(1)
ω′′′(λk)
6
+ yk(1)
ωIV (λk)
24
)
.
By summing this equality with (2.5) multiplied by d1, where
d1 = −yk(1)ω
V (λk) + 5ŷk+1(1)ωIV (λk) + 20ŷk+2(1)ω′′′(λk)
20yk(1)ω′′′(λk)
+ c22,
we obtain the second equality in Lemma 3.3. 
Note that for the A function y#k+2 first two equalities in Lemma 2.2 are also true:
(y#k+2, yn) = −(aλk + b + aλn)y#k+2(1)yn(1)− ay#k+1(1)yn(1),
(y#k+2, yk) = −(2aλk + b)y#k+2(1)yk(1)− ay#k+1(1)yk(1) + Bk+2.
5. ASYMPTOTIC FORMULAS FOR EIGENFUNCTIONS
Lemma 4.1. Following asymptotic formulas are valid:
yn =
{ √
2 cos (n− 3/2)πx + O(1/n) if β = 0,√
2 sin (n− 1)πx + O(1/n) if β = 0, (4.1)
‖yn‖2 = 1 + O(1/n), (4.2)
yn(x) = O(1). (4.3)
Proof. Noting (0.4) the proof of the asymptotic formula (4.1) is similar to [7, Theorem 2.1], [5, Theorem
2.1]. The formulas (4.2) and (4.3) follows directly from (4.1). 
Lemma 4.2. Following asymptotic formulas are valid:
yn(1) = O(1/n3), (4.4)
Bn = 1 + O(1/n). (4.5)
Proof. It is known that (see [9, Theorem 2], the case q = +∞),
max
0≤x≤1
|y′n(x)| ≤ const ·
(
1 + |
√
λn|
)
max
0≤x≤1
|yn(x)| .
Then using (0.3), (0.4), and (4.3), we obtain
|(aλ2n + bλn + c)yn(1)| = |y′n(1)| ≤ const ·
(
1 + |
√
λn|
)
max
0≤x≤1
|yn(x)| = O(n).
Using this and noting aλ2n + bλn + c = aπ4n4(1 + O(1/n)) we obtain the formula (4.4). The formula (4.5)
follows from (0.4), (1.2), (4.2), and (4.4). 
6. BASISNESS OF ROOT FUNCTIONS
Theorem 5.1.
(1) In the cases (a) and (b) the system {yn} (n = 0, 1, . . . ; n = i, j), where i, j are arbitrary, non-
negative and different integers, form a basis in Lp(0, 1) (1 < p < ∞).
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(2) In the case (c) the system {yn} (n = 0, 1, . . . ; n = k, k + 1) form a basis in Lp(0, 1).
(3) In the case (c) the system {yn} (n = 0, 1, . . . ; n = k + 1, j), where j = k, k + 1 is arbitrary non-
negative integer, form a basis in Lp(0, 1).
(4) In the case (c) the system {yn} (n = 0, 1, . . . ; n = k, j), where j = k, k+1 is arbitrary non-negative
integer, form a basis in Lp(0, 1) if and only if y∗k+1(1)(λj − λk) = yk(1).
(5) In the case (c) the system {yn} (n = 0, 1, . . . ; n = i, j), where i, j = k, k + 1 are arbitrary, non-
negative and different integers, form a basis in Lp(0, 1).
(6) In the case (d) the system {yn} (n = 0, 1, . . . ; n = k + 1, k + 2) form a basis in Lp(0, 1).
(7) In the case (d) the system {yn} (n = 0, 1, . . . ; n = k, k + 2) form a basis in Lp(0, 1) if and only if
y#k+1(1) = 0.
(8) In the case (d) the system {yn} (n = 0, 1, . . . ; n = k, k + 1) form a basis in Lp(0, 1) if and only if
y#k+1(1)
2 = yk(1)y#k+2(1).
(9) In the case (d) the system {yn} (n = 0, 1, . . . ; n = k + 2, j), where j = k, k + 1, k + 2 is arbitrary
non-negative integer, form a basis in Lp(0, 1).
(10) In the case (d) the system {yn} (n = 0, 1, . . . ; n = k + 1, j), where j = k, k + 1, k + 2 is arbitrary
non-negative integer, form a basis in Lp(0, 1) if and only if y
#
k+1(1)(λj − λk) = yk(1).
(11) In the case (d) the system {yn} (n = 0, 1, . . . ; n = k, j), where j = k, k + 1, k + 2 is arbitrary
non-negative integer, form a basis in Lp(0, 1) if and only if y
#
k+2(1)(λj − λk) = y#k+1(1).
(12) In the case (d) the system {yn} (n = 0, 1, . . . ; n = i, j), where i, j = k, k + 1, k + 2 are arbitrary,
non-negative and different integers, form a basis in Lp(0, 1).
Moreover, if p = 2 then in all the considered cases the basis is unconditional.
Proof. (1) Firstly we consider the case (a) and prove that in this case the system
{yn} (n = 0, 1, . . . ; n = i, j), (5.1)
is minimal in Lp(0, 1). For this it suffices to show the existence of a system
{un} (n = 0, 1, . . . ; n = i, j), (5.2)
biorthogonal to (5.1). We define the elements of (5.2) by
un(x) =
1
Bn∆ij
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ , (5.3)
where ∆ij = (λj − λi)yi(1)yj(1) is the complementary minor of the upper left element of the above deter-
minant. Let us verify that (un, ym) = δnm (n,m = i, j), where δnm denotes as usually, Kronecker’s symbol:
δnm = 0 if n = m and δnn = 1. We have
(un, ym) =
1
Bn∆ij
∣∣∣∣∣∣
(yn, ym) yn(1) λnyn(1)
(yi, ym) yi(1) λiyi(1)
(yj , ym) yj(1) λjyj(1)
∣∣∣∣∣∣ . (5.4)
It now follows immediate by from Lemma 1.1 that for m = n the first column of the determinant in (5.4) is
a linear combination of the other columns; hence (un, ym) = 0.
Assume now that m = n in (5.4). Adding to the first column of the determinant in (5.4) the 2nd and 3rd
columns multiplied respectively by (aλn + b)yn(1) and ayn(1) we obtain
(un, yn) =
1
Bn∆ij
∣∣∣∣∣∣
Bn yn(1) λnyn(1)
0 yi(1) λiyi(1)
0 yj(1) λjyj(1)
∣∣∣∣∣∣ = 1.
We shall now prove unconditional basisness of the system (5.1) in L2(0, 1). For this we compare this
system with the system
{ϕn}(n = 2, 3, ...), (5.5)
where
ϕn(x) =
{ √
2 cos (n− 3/2)πx if β = 0,√
2 sin (n− 1)πx if β = 0.
The Arabian Journal for Science and Engineering, Volume 33, Number 1A January 2008130
Y. N. Aliyev and N. B. Kerimov 
The system (5.5) is a basis of Lp(0, 1), and in particular, an orthonormal basis of L2(0, 1) (see e.g. [19]). By
(4.1),
‖yn − ϕn‖2 ≤ const/n. (5.6)
for sufficiently large n. Without loss of generality we may suppose that i < j. From (5.6) it follows that the
series
i+1∑
n=2
‖yn−2 − ϕn‖22 +
j∑
n=i+2
‖yn−1 − ϕn‖22 +
∞∑
n=j+1
‖yn − ϕn‖22,
is convergent. Hence the system (5.1) is quadratically close to the system (5.5). Since the system (5.1) is
minimal in L2(0, 1) then our claim is established for p = 2 (see [20], Sect. 9.9.8 of the Russian translation).
The proof of the remaining case p = 2 will be essentially same with [7, Theorem 2.1], so we only indicate
the following asymptotic formula
un(x) = yn(x) + O(1/n),
for sufficiently large n. Indeed, expanding the determinant in (5.3) along the first row and taking into
account that all the elements in 2nd and 3rd rows are either bounded functions or fixed real numbers, we
deduce from (0.4), Lemma 4.2 that this asymptotic formula is valid.
Now we consider the case (b). Let λr and λs are a conjugate pair of non-real eigenvalues λs = λr. The
biorthogonal system of
{yn} (n = 0, 1, . . . ; n = r, s),
is defined by
un(x) =
1
Bn∆rs
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
yr(x) yr(1) λryr(1)
ys(x) ys(1) λsys(1)
∣∣∣∣∣∣ ,
for n = r, s. The equality (un, ym) = δnm for n,m = r, s can be verified using Lemma 1.1. Basisness can be
proved as in case (a).
The biorthogonal system of
{yn} (n = 0, 1, . . . ; n = r, j),
where j = r, s is an arbitrary non-negative integer, is defined by
un(x) =
1
Bn∆rj
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
yr(x) yr(1) λryr(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
for n = r, s, j, and
us(x) = − 1
yr(1)ω′(λr)∆sj
∣∣∣∣∣∣
yr(x) yr(1) λryr(1)
ys(x) ys(1) λsys(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ .
The biorthogonal system of
{yn} (n = 0, 1, . . . ; n = i, j),
where i, j = r, s are arbitrary non-negative different integers, is defined by (5.3) for n = r, s, i, j, and
ur(x) = − 1
ys(1)ω′(λs)∆ij
∣∣∣∣∣∣
ys(x) ys(1) λsys(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
us(x) = − 1
yr(1)ω′(λr)∆ij
∣∣∣∣∣∣
yr(x) yr(1) λryr(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ .
The equality (un, ym) = δnm for n,m = i, j can be verified using Lemma 1.1, Lemma 1.3, and Corollary 1.2.
Thus we have studied all the cases of (b): when both of the removed eigenfunctions correspond to non-real
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eigenvalues, when only one, and when none.
(2) The biorthogonal system is defined by
un(x) =
1
Bnyk(1)2
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
yk(x) yk(1) λkyk(1)
yk+1(x) yk+1(1) λkyk+1(1) + yk(1)
∣∣∣∣∣∣ , (5.7)
for n = k, k + 1. The equality (un, ym) = δnm for n,m = k, k + 1 can be verified using Lemma 1.1, Lemma
2.1.
(3) The biorthogonal system is defined by
un(x) =
1
Bn∆kj
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
yk(x) yk(1) λkyk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ , (5.8)
for n = k, k + 1, j, and
uk(x) =
1
Bk+1∆kj
∣∣∣∣∣∣
yk+1(x) yk+1(1) λkyk+1(1) + yk(1)
yk(x) yk(1) λkyk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
The equality (un, ym) = δnm for n,m = k + 1, j can be verified using Lemma 1.1, Lemma 2.1.
(4) The biorthogonal system is defined by
un(x) =
1
Bn∆∗kj
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
y∗k+1(x) y
∗
k+1(1) λky
∗
k+1(1) + yk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
for n = k, k + 1, j, and
uk+1(x) =
1
Bk+1∆∗kj
∣∣∣∣∣∣
yk(x) yk(1) λkyk(1)
y∗k+1(x) y
∗
k+1(1) λky
∗
k+1(1) + yk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
where ∆∗kj = (λj −λk)y∗k+1(1)yj(1)−yk(1)yj(1). The equality (un, ym) = δnm for n,m = k, j can be verified
using Lemma 1.1, Lemma 2.1, and Lemma 3.1. If ∆∗kj = 0 then the function defined by the last determinant
or, which is the same, the function (cf. [8, Theorem 3])∣∣∣∣∣∣
yk(x) yk(1) λkyk(1)
yk+1(x) yk+1(1) λkyk+1(1) + yk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
is orthogonal to all the elements of the system {yn} (n = k, j) and therefore this system is not complete
in L2(0, 1). The condition ∆∗kj = 0 also implies that this system is not minimal in L2(0, 1). Indeed, on the
contrary, using minimality in L2(0, 1), we can prove, as in case (a), basisness of this system in L2(0, 1),
which contradicts incompleteness of this system in L2(0, 1).
(5) The biorthogonal system is defined by (5.3) for n = k, k + 1, i, j, and
uk(x) =
1
Bk+1∆ij
∣∣∣∣∣∣
y∗k+1(x) y
∗
k+1(1) λky
∗
k+1(1) + yk(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
uk+1(x) =
1
Bk+1∆ij
∣∣∣∣∣∣
yk(x) yk(1) λkyk(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ .
(6) The biorthogonal system is defined by (5.7) for n = k, k + 1, k + 2, and
uk(x) =
1
Bk+2yk(1)2
∣∣∣∣∣∣
yk+2(x) yk+2(1) λkyk+2(1) + yk+1(1)
yk(x) yk(1) λkyk(1)
yk+1(x) yk+1(1) λkyk+1(1) + yk(1)
∣∣∣∣∣∣ .
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The equality (un, ym) = δnm for n,m = k + 1, k + 2 can be verified using Lemma 1.1, Corollary 1.1, Lemma
2.1, and Lemma 2.2.
(7) The biorthogonal system is defined by
un(x) =
1
Bn∆
#
k,k+2
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
yk(x) yk(1) λkyk(1)
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
∣∣∣∣∣∣ ,
for n = k, k + 1, k + 2, and
uk+1(x) =
1
Bk+2∆
#
k,k+2
∣∣∣∣∣∣
yk+1(x) yk+1(1) λkyk+1(1) + yk(1)
yk(x) yk(1) λkyk(1)
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
∣∣∣∣∣∣ ,
where ∆#k,k+2 = y
#
k+1(1)yk(1). The equality (un, ym) = δnm for n,m = k, k + 2 can be verified using the
mentioned results of Sections 1 and 2 and Lemma 3.3. If ∆#k,k+2 = 0 then the function defined by the last
determinant is orthogonal to all the elements of the system {yn} (n = k, k + 2) and therefore this system is
neither complete nor minimal.
(8) The biorthogonal system is defined by
un(x) =
1
Bn∆
#
k+1,k+2
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
y#k+1(x) y
#
k+1(1) λky
#
k+1(1) + yk(1)
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
∣∣∣∣∣∣ ,
for n = k, k + 1, k + 2, and
uk+2(x) =
1
Bk+2∆
#
k+1,k+2
∣∣∣∣∣∣
yk(x) yk(1) λkyk(1)
y#k+1(x) y
#
k+1(1) λky
#
k+1(1) + yk(1)
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
∣∣∣∣∣∣ ,
where ∆#k+1,k+2 = y
#
k+1(1)
2 − yk(1)y#k+2(1). The equality (un, ym) = δnm for n,m = k, k + 1 can be verified
using the Lemma 3.2 and Lemma 3.3. If ∆#k+1,k+2 = 0 then the function defined by the last determinant is
orthogonal to all the elements of the system {yn} (n = k, k+1) and therefore this system is neither complete
nor minimal.
(9) The biorthogonal system is defined by (5.8) for n = k, k + 1, k + 2, j, and
uk(x) =
1
Bk+2∆kj
∣∣∣∣∣∣
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
yk(x) yk(1) λkyk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
uk+1(x) =
1
Bk+2∆kj
∣∣∣∣∣∣
yk+1(x) yk+1(1) λkyk+1(1) + yk(1)
yk(x) yk(1) λkyk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ .
(10) The biorthogonal system is defined by
un(x) =
1
Bn∆
#
k+1,j
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
y#k+1(x) y
#
k+1(1) λky
#
k+1(1) + yk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
for n = k, k + 1, k + 2, j, and
uk(x) =
1
Bk+2∆
#
k+1,j
∣∣∣∣∣∣
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
y#k+1(x) y
#
k+1(1) λky
#
k+1(1) + yk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
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uk+2(x) =
1
Bk+2∆
#
k+1,j
∣∣∣∣∣∣
yk(x) yk(1) λkyk(1)
y#k+1(x) y
#
k+1(1) λky
#
k+1(1) + yk(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
where ∆#k+1,j = (λj − λk)y#k+1(1)yj(1) − yk(1)yj(1). If ∆#k+1,j = 0 then the function defined by the last
determinant is orthogonal to all the elements of the system {yn} (n = k + 1, j) and therefore this system is
neither complete nor minimal.
(11) The biorthogonal system is defined by
un(x) =
1
Bn∆
#
k+2,j
∣∣∣∣∣∣
yn(x) yn(1) λnyn(1)
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
for n = k, k + 1, k + 2, j, and
uk+1(x) =
1
Bk+2∆
#
k+2,j
∣∣∣∣∣∣
y#k+1(x) y
#
k+1(1) λky
#
k+1(1) + yk(1)
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
uk+2(x) =
1
Bk+2∆
#
k+2,j
∣∣∣∣∣∣
yk(x) yk(1) λkyk(1)
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
where ∆#k+2,j = (λj − λk)y#k+2(1)yj(1) − y#k+1(1)yj(1). If ∆#k+2,j = 0 then the function defined by the last
determinant is orthogonal to all the elements of the system {yn} (n = k, j) and therefore this system is
neither complete nor minimal.
(12) The biorthogonal system is defined by (5.3) for n = k, k + 1, k + 2, i, j, and
uk(x) =
1
Bk+2∆ij
∣∣∣∣∣∣
y#k+2(x) y
#
k+2(1) λky
#
k+2(1) + y
#
k+1(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
uk+1(x) =
1
Bk+2∆ij
∣∣∣∣∣∣
y#k+1(x) y
#
k+1(1) λky
#
k+1(1) + yk(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ ,
uk+2(x) =
1
Bk+2∆ij
∣∣∣∣∣∣
yk(x) yk(1) λkyk(1)
yi(x) yi(1) λiyi(1)
yj(x) yj(1) λjyj(1)
∣∣∣∣∣∣ .
7. EXAMPLES
We shall demonstrate our theory in two examples inspired by [2,8].
Example 7.1. Consider the spectral problem
−y′′ = λy, 0 < x < 1,
y′(0) = 0, y′(1) =
(
λ2
π2
− λ
)
y(1).
For this problem
y(x, λ) = cos
√
λx, y′(x, λ) = −
√
λ sin
√
λx,
and
ω(λ) = −
√
λ sin
√
λ−
(
λ2
π2
− λ
)
cos
√
λ.
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It is easy to check that
ω(0) = ω′(0) = 0, ω′′(0) = −2
3
− 2
π2
, ω′′′(0) =
1
5
+
3
π2
, ω(π2) = 0 = ω′(π2).
Thus λ0 = λ1 = 0 is a double eigenvalue, λ2 = π2 is a simple eigenvalue and all other simple eigenvalues
λ3 < λ4 < . . . are the solutions of the equation
tan
√
λ =
√
λ
(
1− λ
π2
)
. (7.1)
Note that y0 = 1, y2 = cosπx, yi = cos
√
λix (i ≥ 3), and
y˜1(x) = lim
λ→0
yλ(x, λ) = lim
λ→0
(
−x sin
√
λx
2
√
λ
)
= −x
2
2
.
We define the first order associated function by y1 = −x22 + c, that is c = −c˜ (c is a constant). Then
ŷ1 = y1 − c˜y0 = −x22 + 2c. For the determination of the A function y∗1 we find
c1 = −y0(1)ω
′′′(0) + 3ŷ1(1)ω′′(0)
3y0(1)ω′′(0)
= −2c + 3
5
· π
2 + 5
π2 + 3
,
and therefore
y∗1 = y1 + c1y0 = −
x2
2
+
3
5
· π
2 + 5
π2 + 3
− c.
It is possible to find the A function y∗1 directly from the equality in Lemma 3.1. Indeed, if we seek the
auxiliary associated function y∗1 in the form y
∗
1 = −x
2
2 + c
′, then by Lemma 3.1,∫ 1
0
(
−1
2
x2 + c′
)(
−1
2
x2 + c
)
dx =
(
−1
2
+ c′
)(
−1
2
+ c
)
− 1
π2
(
−1
2
+ c′
)
− 1
π2
(
−1
2
+ c
)
.
From this equality it follows that
c′ =
3
5
· π
2 + 5
π2 + 3
− c,
which agrees with c′ = c + c1.
We shall now apply part 4 of Theorem 5.1 to our problem. The system{
−x
2
2
+ c, cos
√
λix (i = 3, 4, 5, . . .)
}
, (7.2)
that is the system of root functions without removed functions y0 = 1 and y2 = cosπx, is a basis in Lp(0, 1)
if and only if
y∗1(1)(λ2 − λ0) = y0(1),
or more explicitly, if
c = π
2 + 15
10(π2 + 3)
− 1
π2
.
If
c =
π2 + 15
10(π2 + 3)
− 1
π2
.
then the function ∣∣∣∣∣∣
y0(x) y0(1) λ0y0(1)
y∗1(x) y
∗
1(1) λ0y
∗
1(1) + y0(1)
y2(x) y2(1) λ2y2(1)
∣∣∣∣∣∣ = π2
(
−x
2
2
+
1
2
)
+ cosπx + 1,
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is orthogonal to all the elements of the system (6.2). Indeed,∫ 1
0
(
π2
(
−x
2
2
+
1
2
)
+ cosπx + 1
)(
−x
2
2
+
π2 + 15
10(π2 + 3)
− 1
π2
)
dx = 0,
and for i = 3, 4, . . . by (6.1),∫ 1
0
(
π2
(
−x
2
2
+
1
2
)
+ cosπx + 1
)
cos
√
λix dx =
−
π2
(
π2 sin
√
λi + λ
3/2
i cos
√
λi − π2
√
λi cos
√
λi
)
λ
3/2
i (λi − π2)
= 0.
Therefore the system (7.2) is not complete.
Example 7.2. Consider the problem
−y′′ = λy, 0 < x < 1,
y′(0) = 0, y′(1) =
(
−λ
2
3
− λ
)
y(1).
For this problem
y(x, λ) = cos
√
λx, y′(x, λ) = −
√
λ sin
√
λx,
ω(λ) = −
√
λ sin
√
λ +
(
λ2
3
+ λ
)
cos
√
λ,
ω(0) = ω′(0) = ω′′(0) = 0, ω′′′(0) = −4
5
, ωIV (0) =
32
105
, ωV (0) = − 10
189
.
Thus λ0 = λ1 = λ2 = 0 is a triple eigenvalue, and all other simple eigenvalues λ3 < λ4 < . . . are the solutions
of the equation tan
√
λ =
√
λ
(
1 + λ3
)
.
As for the previous problem
y0 = 1, yi = cos
√
λix (i ≥ 3), y˜1(x) = −x
2
2
, y˜2(x) = lim
λ→0
yλλ(x, λ)
2
=
x4
24
,
so we define the first and second order associated functions by y1 = −x22 + c, y2 = x
4
24 + c
(
−x22 + c
)
+ d,
that is c = −c˜, d = −d˜ (c, d are constants). Further calculations shows that
c2 =
25
42
− 2c, d1 = 13855292 −
25
21
c + c2 − 2d,
and therefore the A functions are
y#1 = −
x2
2
+
25
42
− c, y#2 =
x4
24
−
(
25
42
− c
)
x2
2
+
1385
5292
− 25
42
c− d.
By part 7 of Theorem 5.1, the system{
−x
2
2
+ c, cos
√
λix (i = 3, 4, 5, . . .)
}
, (7.3)
is a basis in Lp(0, 1) if and only if y
#
1 (1) = 0 or more explicitly if c = 221 . If c = 221 then the function
x4
24 − x
2
4 +
5
24 is orthogonal to all the elements of the system (7.3).
By part 8 of Theorem 5.1 the system{
x4
24
+ c
(
−x
2
2
+ c
)
+ d, cos
√
λix (i = 3, 4, 5, . . .)
}
, (7.4)
is a basis in Lp(0, 1) if and only if y
#
1 (1)
2 = y0(1)y#2 (1) or more explicitly if d = − 51512 + 221c − c2. If
d = − 51512 + 221c − c2 then the same function x
4
24 − x
2
4 +
5
24 is orthogonal to all the elements of the system
(6.4).
The Arabian Journal for Science and Engineering, Volume 33, Number 1A January 2008136
Y. N. Aliyev and N. B. Kerimov 
REFERENCES
[1] W. J. Code and P. J. Browne, “Sturm-Liouville Problems with Boundary Conditions Depending Quadratically on the
Eigenparameter”, J. Math. Anal. Appl. 309 (2005), pp. 729–742.
[2] W. J. Code, “Sturm-Liouville Problems with Eigenparameter Dependent Boundary Conditions”, MSc thesis, University
of Saskatchewan, 2003.
[3] P. A. Binding, P. J. Browne, and B. A. Watson, “Equivalence of Inverse Sturm-Liouville Problems with Boundary Condi-
tions Rationally Dependent on the Eigenparameter”, J. Math. Anal. Appl. 291(2004), pp. 246–261.
[4] N. B. Kerimov and Y. N. Aliyev, “The Basis Properties of Sturm-Liouville Boundary Value Problem with a Bound-
ary Condition Depending Quadratically on the Spectral Parameter”, Modern Problems of the Theory of Functions and
Applications: 13th Saratov Winter School, 2006, pp. 85–86 (in Russian).
[5] N. B. Kerimov and V. S. Mirzoev, “On the Basis Properties of One Spectral Problem with a Spectral Parameter in
Boundary Conditions”, Sibirsk. Mat. Zh. 44 (2003), pp. 1041–1045 (in Russian); English transl.: Siberian Math. J. 44
(2003), pp. 813–816.
[6] N. B. Kerimov and R. G. Poladov, “On Basicity in Lp (1 < p < ∞) of the System of Eigenfunctions of one Boundary
Value Problem, I, II”, Proc. of Institute of Math. and Mech. of NAS of Azerbaijan, 22 (2005), pp. 53–64; 23 (2005), pp.
65–76.
[7] N. B. Kerimov and Y. N. Aliyev, “The Basis Property in Lp of the Boundary Value Problem Rationally Dependent on the
Eigenparameter”, Studia Math., 174(2)(2006), pp. 201–212.
[8] E. I. Moiseev and N. Yu. Kapustin, “On the Singularities of the Root Space of one Spectral Problem with a Spectral
Parameter in the Boundary Condition”, Dokl. Akad. Nauk, 385(1) (2002), pp. 20–24 (in Russian); English transl.: Doklady
Mathematics, 66(1) (2002), pp. 14–18.
[9] V. V. Tikhomirov, “Sharp Estimates of Regular Solutions of the One-Dimensional Schro¨dinger Equation with a Spectral
Parameter”, Dokl. Akad. Nauk SSSR, 273(4) (1983), pp. 807–810 (in Russian); English transl.: Soviet Math. Dokl.
28(3)(1983), pp. 722–725.
[10] E. M. Russakovskii, “Operator Treatment of Boundary Problems with Spectral Parameter Entering via Polynomials in the
Boundary Conditions”, Functional Anal. Appl. 9 (1975), pp. 358–359.
[11] E. M. Russakovskii, “Operator Treatment of a Boundary-Value Problem with the Spectral Parameter Appearing Rationally
in the Boundary Conditions”, Theory of Functions, Functional Analysis and its Applications, 30 (1978) pp. 120–128.
[12] A. I. Benedek, R. Panzone, “Null Series”, Nota de Algebra y Analisis, 8 (1979).   and R. Panzone, "Null Series: Two Applications". Universidad Nacional del Sur: Notas de Algebra y
Analisis (collection) vol. 8 (1979) p. 47.
[13] D. Rutowitz, “On the Lp-Convergence of Eigenfunction Expansions”, Quart. J. Math. Oxford, 7 (1956), pp. 24–38.
[14] D. R. Smart, “Eigenfunction Expansions in Lp and C”, Illinois J. Math., 3 (1959), pp. 82–97.
[15] H. E. Benzinger, “The Lp Behaviour of Eigenfunction Expansions”, Transactions of American Mathematical Society, 174
(1972), pp. 333–344.
[16] E. L. Ince, Ordinary Differential Equations. New York: Dover, 1956; Russian transl. of 1st ed., Kharkov: Gonti-Nktp-
Dntvu, 1939.
[17] M. A. Naimark, Linear Differential Operators, 2nd edn. Moscow, 1969 (in Russian); English transl. of 1st ed., Parts I, II,
New York: Ungar, 1967, 1968.
[18] A. P. Kartashev and B. L. Rozhdestvenskij, Ordinary Differential Equations and the Foundations of the Calculus of
Variations, Moscow: Nauka, 1980 (in Russian).
[19] E. I. Moiseev, “On the Basis Property of Systems of Sines and Cosines”, Dokl. Akad. Nauk SSSR, 275(4)(1984), pp.
794–798 (in Russian).
[20] S. Kaczmarz and H. Steinhaus, “Theorie der Orthogonalreihen”, Warszawa-Lwo´w, 1935; Russian transl., Moscow: Fiz-
matgiz, 1958.
O
O e
“
”,
