INTRODUCTION
Ecologists have studied populations of organisms in the field for a nvimber of years. Many of these studies have been concerned with rather small popula tions in which random fluctuations may be expected to be of more importance than in very large populations.
Therefore, it should be helpful to study an arbitrary population which increases and decreases according to certain probability laws. In this paper, two different formulations of the problem will be considered. In the Poisson process, past and future are independent.
In the pure birth process, past and future are not inde pendent, since the probability of a subsequent change, called a birth, depends on the cumulative size of the population through X^, called the birth rate. However, there is no effect of aging; the birth rate is not "agespecific" . F o r a discussion of the pure birth process the reader is referred to Feller [33, pp. 402-407.
The above mentioned processes provide models for systems, such as arrival of telephone calls, which can only undergo one type of change. Neither process can, however, serve as a realistic model for changes in popu lation size where individuals are not only horn, hut can also die. The pure hirth and death process provides a model for such a system. One additional postulate is needed along with a rewording so that the postulates for the pure hirth and death process become;
(i) Suppose that the system is in state n at time tj the prohability that the system changes to state n + 1 during
(ii) Suppose that the system is in state n at time t ;
the probability that the system changes to state n -1
(iii) The probability of any other kind of change is o(h).
The functions and are called the birth and death rates respectively. The word "pure" refers to the fact that neither n o r |i^ is a function of time. Further discussion of the pure birth and death process may be found in Feller [3] , pp, 407-411. In the rest of this paper, the birth and death functions will be allowed to be time dependent; such processes are sometimes called generalized birth and death processes.
A Generalized Birth and Death Process
Population growth can be considered as a birth We seek the distribution of Our development follows closely that of D. G r. Kendall [6] . The following result about the so-called Ricatti differential equation -= Rz + Qz + p turns out to be essential. Proof: Define P^(t) = P(R. = n) for n > 0, t > 0. We n u -have P^(o) = 1 and P^(o) = 0 for n / 1. Consider (for n > l) P^Ct + h) = » the probability is oCh) that is other than n -1, n, o r n + 1. Hence, if n >_ 1,
Thus, P^(t+h) -P^(t) = (n-l)x(t)hP^_^(t)
3Pj^(t) Dividing by h and letting h ->0, we obtain -^----(n-l)x(t)p^_^(t) + (n+l)|i(t)P^_^^(t) -n(x(t) + ji(t))P^(t).
If we define P_^(t) = 0, the above is also true for n = 0.
The above is the right hand derivative of P^( t ) . Replacing t by t -h in (l) gives the same result for the left hand derivative since x(t) and p.(t) were assumed continuous and o(h) is independent of t . We wish to find the probability generating function of ; the reader is referred to Relier [3] , pp. 248-267, for a discussion of generating functions.
Define

CO
(2) y(z, t) = Pj^(t)z which converges for I zI < 1.
The fact that equality holds as h 0 follows from an application of the dominated convergence theorem to the oo -, -, series h^^k^^ + h) -Pj^(t))z . To see that this theorem applies, notice that
. Since x(t) and |i(t) are bounded, the above can be replaced by
for some constant M = max(lx(t)l, In(t) I, I --|) .
Purthermore, the above expression in parentheses is less than or equal to 4k + 1. Therefore, oo 1 . oo , kSo and for Izl < 1 , (4 k + 1 ) -< co , Thus, the hypotheses of the dominated convergence theorem are satisfied and the interchange of limits is justified. where u=u(z, t, y ) = constant is an integral of (5). Hence (6) and (7) gives
But this is exactly the conclusion of the theorem.
Determination of the functions r(t) and s(t) will complete the solution. From (s),
where r'(t) -and s'(t) = Substitution of the expressions for and in (5) gives x(t)(l-r(t))(l-s(t))z^ -(x(t) + ii.(t))(l-r(t))(l-s(t))z + (i(t) (l-r(t) ) (l-s(t) ) . 
Now,
OO p = (1r(t))(l -sCt)) ^g^n^s C t )^-= ( 1 " r(t))(l -s C t ) ) s ( t ) X n 2 s ( t ) " -2 = ( 1 -r(t))(l -s(t))s(t) X n 2 s ( t ) " -2 -
(1 -r(t))(l -sCt))s(t) (l -r(t))(l -sCt))s(t) J , n s ( t ) -2 = (l -r(t))(l -s(t))s(t)
CÔ g^n ( n -l)sCt)= ( 1 -r(t))(l -s(t))s(t) C 1 \ ds(t)2 2s(t)(l-r(t)) , 1 -rCt) (l-s(t))2
Thus,
Var(M_) = + s(t))
■ • ÿ
These foiTQulas hold provided N q = 1. If N q > 1, the usual assumption is that sub-populations of coexisting individuals are independent. The above formulas for the mean and var iance are then multiplied by the number of ancestors to
give the mean and variance of .
It is also of interest to find the probability of extinction of the population. Prom the above, it is also seen that a necessary and sufficient condition for ultimate extinction of the population (in the sense of b e i n g an event of probability l) is that /®e"^^®^ti(s)ds diverge to + oo .
N^ may assume various integer values in [0, t^) .
Suppose that N. = n; call n the state of the procesŝ 1 (N^, t > O) at time t^. We may ask how long it will be until the process first leaves state n. Thus, we wish to find the distribution of the time spent in state n by the process until it first leaves state n. To this end, define T^ to be the time until the process first leaves state n, given that Nj. * n. The next theorem gives thê in the preceding also gives differentiability to the right since ji(t) is assumed to be continuous and o(h) is inde pendent of t . The above differential equation has the -/^M'(s)ds solution P(t) = 1 -e . Hence,
P ( z ( t ) . ]).
Consider the random variables X. and X. " of the t t-s stochastic process ( X^, t > O) where t > 0, s > 0, s<t.
Ve may ask for E(X^|X^_^ = x) which is the expected value of X^ given that X^_^ has assumed a certain value. This type of question involves the idea of conditioning by a random variable which is discussed b y Parzen [9] , pp. The above is a Volterra integral equation which is discussed by Feller [2] . The above functions satisfy the conditions of his Theorem 2} the conclusion is that there exists a unique non-negative solution which is bounded in every finite interval. In some cases, one can find the explicit solution of (l5); one method of solution is by means of the Laplace transform [2] . However, there are many cases in which, an explicit solution of (l5)» and hence of (l4), is difficult to obtain; in these cases, it would be helpful to know if a(x, t) ->a(x) as t -> oo . Theorem 5 adopted from I'eller [2] gives such information. 
V -> 00
In an example to be considered later, we shall use this theorem to help find the limiting value of a(x, t).
In the formulation of the problem in Theorem 2, one is really looking at the population in a broad sense; the birth and death functions are the population birth and death functions. In the prior formulation, a much closer look is taken at the population; the birth and death Since v = t -x and e~^^0(t-x) = a(x, t), then P(x, t) = a(x, t) = )t-Xx x < t .
A constant death rate corresponds to what is usually called a type III survivorship curve in population study.
A type IV survivorship curve, which shows high infant mortality, is considered to be the more usual case. A constant birth rate over all time does not occur in a living population.
Since x(x) is the chance of an individual aged x -/Jp.(s)ds producing another individual and e is the chance that an individual will live to age x, we see that 
