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Abstract
We resolve a conjecture of Hartmanis from 1978 about sparse hard sets for nondeterministic
logspace (NL). We show that there exists a sparse hard set S for NL under logspace many-one
reductions if and only if NL = L (deterministic logspace). c© 2000 Elsevier Science B.V. All
rights reserved.
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1. Introduction
A set is sparse if it has at most a polynomial number of strings of each length n.
Sparse hard sets (and sparse complete sets) have been a fascinating subject of study
in complexity theory for the past two decades. The research on sparse hard sets for
complexity classes has two progenitors: the isomorphism theorems and conjectures, and
the connection with circuit complexity.
The roots of the research reported here can be traced back to the work of logicians
on isomorphism theorems, especially to the isomorphism theorem of the late logician,
our colleague at SUNY Bualo, J. Myhill, to whom we dedicate this work. The Myhill
isomorphism theorem (see [19]) states that all r.e. complete languages are isomorphic
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under recursive 1{1 reductions. The elegance of this theorem is its unifying conceptual
simplicity | up to recursive permutations, there is just one r.e. complete language, the
halting problem of Turing.
In the 1970s Berman and Hartmanis [1] showed that all known NP-complete lan-
guages are isomorphic under polynomial-time computable reductions. Moreover,
Hartmanis [8] also showed that the same is true for P and NL, namely that all known
P-complete sets, and NL-complete sets, respectively, are isomorphic to each other un-
der bijections computable (and invertible) in logspace. Following this evidence, and
the similarity with Myhill’s theorem, Berman and Hartmanis [1], and Hartmanis [8],
respectively, conjectured that all such complete languages within the respective com-
plexity classes are indeed isomorphic to each other. These isomorphism conjectures
appear far from being resolved.
As consequences of the isomorphism conjectures, using a density argument, they
also conjectured that no sparse set can be complete within the respective complexity
classes NP,P, and NL, unless the various complexity classes collapse. The subject of
the present paper is sparse hard sets for the complexity class NL, nondeterministic
logspace.
Conjecture 1 (Hartmanis [8]). NL has a sparse complete set under logspace many-
one reductions i NL=L.
Clearly, if NL=L then sparse complete sets exist for NL. The sparse set conjecture
states that if NL 6= L then there is no NL-complete sparse set.
There is a second link of sparse sets with complexity via circuit complexity the-
ory. A fundamental result of A. Meyer [1] states that a language has a polynomial
size circuit family if and only if it can be reduced via Cook reductions (polynomial
time Turing reductions) to a sparse set. As a consequence, every NP language has a
polynomial size circuit family if and only if some NP-complete language can be re-
duced by Cook reductions to a sparse set. The well-known Karp{Lipton theorem states
that if a sparse hard set exists for NP under Cook reductions, then the polynomial-time
hierarchy collapses to its second level p2 [12]. For the history and survey of interesting
developments concerning sparse sets, see the articles [9, 22, 23, 3].
We note here (see also [4]) that the connection between sparse sets and circuit
complexity extends to low-level circuit complexity as well. It can be shown that a
language has constant-depth, polynomial-size circuits that use AND, OR, NOT, and
MAJORITY gates i it is reducible to a sparse set via reductions computable by a
uniform family of such circuits. In other words, a language A belongs to nonuniform
TC0 i A is reducible to a sparse set S via logspace-uniform TC0 reductions that make
at most polynomial number of queries to the sparse set S. Similarly, a language A
belongs to nonuniform NC1 i A is reducible to a sparse set S via logspace-uniform
NC1 reductions that make at most polynomial number of queries to the sparse set S.
(For exact denitions of TC0; NC1, and of logspace uniformity, see Section 2.) The
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class TC0 is one of the \weakest" complexity classes whose limitations are still far
from being understood. In particular, it is still open if nonuniform TC0 is dierent
from deterministic exponential time; it is also open whether logspace-uniform TC0 is
dierent from any of logspace-uniform NC1, Logspace, NL, or even from P.
The Berman{Hartmanis conjecture concerning NP-complete sparse sets was settled
by Mahaney in 1980 [13]. He showed that NP has sparse hard sets under polynomial-
time many-one reductions i NP=P. The techniques used by Mahaney and sub-
sequently built upon by Ogiwara and Watanabe [16] do not appear to work for the con-
jectures concerning sparse hard sets for P and for NL. Building on signicant progress
by Ogihara [15], the conjecture for P was settled by Cai and Sivakumar [4]. It was
shown in [4] that P has sparse hard sets under logspace many-one reductions i P=L.
In this paper, we nally settle the Hartmanis conjecture for NL. We show that there
is a sparse hard set for NL under logspace many-one reductions i NL=L. Our proof
builds on [15, 4] and uses the algebraic techniques of Cai and Sivakumar [4]. An
additional crucial ingredient in the proof is the famous result of Immerman [11] and
Szelepcsenyi [20], which shows NL= co-NL. Previously, Cai et al. [2] built on the
ideas of Cai and Sivakumar [4] and showed that if there is a sparse set S that is hard
for NL under logspace many-one reductions, then every NL problem can be solved by
a probabilistic logspace machine that is given two-way access to a random tape.
Assuming the existence of a sparse hard set for NL, our proof gives a parallel
algorithm for an NL-complete problem. This parallel algorithm can be implemented by
a family of logspace-uniform circuits of polynomial size and constant depth built using
AND, OR, NOT, and MAJORITY gates, with polynomially many parallel calls to the
reduction from NL to the sparse set S. This implies that if NL has a sparse hard set
under logspace many-one reductions, then NL=L, and if NL has a sparse hard set
under logspace-uniform TC0 many-one reductions, then NL= logspace-uniform TC0.
Based on a preliminary draft of this paper, van Melkebeek [14] has extended the
result to the case of sparse hard sets for NL under bounded truth-table reductions (that
is, reductions that make a constant number of queries).
2. Preliminaries
All our notations and denitions are standard. We denote by P the class of all
languages recognizable in polynomial time by deterministic Turing machines. The class
of all languages recognizable by deterministic Turing machines that use space no more
than O(log n) is denoted Logspace or L; the corresponding nondeterministic class is
denoted by NL.
For circuit and parallel complexity, we adopt the following notion of uniformity:
a circuit family fCng1n=0, where Cn is of size s(n) is said to be logspace uniform if
there is a deterministic space (log s(n))-bounded transducer that, on input 0n, outputs
an encoding of the circuit Cn. (There are much ner notions of uniformity, but we
will not use them in this paper.) The class AC0 consists of languages accepted by
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a logspace-uniform family of constant-depth, polynomial-size circuits that use unary
NOT gates and AND and OR gates of unbounded fanin. The class TC0 consists of
languages accepted by a logspace-uniform family of constant-depth, polynomial-size
circuits that use unary NOT gates and AND, OR, and MAJORITY gates of unbounded
fanin. (A MAJORITY gate with k inputs outputs 1 i >k=2 inputs are 1.) The class
NC1 consists of languages accepted by a logspace-uniform family of logarithmic-
depth, polynomial-size circuits that use unary NOT gates and AND and OR gates
of bounded fanin. The following well-known relations hold among these complexity
classes: AC0TC0NC1LNL.
As a minor abuse of notation, we often write \AC0 circuit" to mean a constant depth
polynomial size circuit that uses NOT gates and unbounded-fanin AND and OR gates;
and we write \TC0 circuit" to mean a constant depth polynomial size circuit that uses
NOT gates and unbounded-fanin AND, OR, and MAJORITY gates.
For any language A, let cA(n)
:= kfx2A j jxj6ngk denote the census function for A.
A is called (polynomially) sparse if cA(n) is bounded by a polynomial in n.
Given a directed graph G=(V; E) and two distinguished vertices s; t 2V , the s{t
connectivity problem asks whether there is a directed path from s to t in G, i.e.,
whether a sequence of directed edges (s; u1); (u1; u2); : : : ; (uk ; t) exists. The s{t connec-
tivity problem is well-known to be complete for NL under logspace many-one reduc-
tions [18]. Immerman [11] has shown that this problem is complete for NL under an
extremely weak form of many-one reductions called rst-order projections (that are, in
fact, quantier-free). We note that the s{t connectivity problem remains NL-complete
even when restricted to directed acyclic graphs. We call this problem DAG-STCON.
Moreover, without loss of generality, we may also assume that all instances of DAG-
STCON are labeled and layered graphs, that is, graphs where all edges go from lower-
numbered vertices to higher-numbered vertices. The completeness of DAG-STCON for
NL implies that if DAG-STCON2TC0, then NL=TC0; if DAG-STCON2NC1, then
NL=NC1; and if DAG-STCON2L, then NL=L.
3. Main result
Theorem 1. If there is a sparse set S that is hard for NL under logspace many-
one reductions; then DAG-STCON can be solved by a logspace-uniform family of
constant-depth; polynomial-size circuits that use unary NOT gates and AND; OR; and
MAJORITY gates of unbounded fan-in; and that make polynomially many parallel
queries to the reduction from NL to S.
That is, modulo the complexity of the reduction, the parallel algorithm for DAG-
STCON works in TC0. It follows that if there is a sparse hard set for NL under
many-one reductions computable in TC0, then NL equals logspace-uniform TC0, and
that if there is a sparse hard set for NL under many-one reductions computable in
logspace, then NL=L.
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The rest of this section is devoted to the proof of Theorem 1. We begin with an
outline of the sequence of arguments employed.
(1) We will rst dene a witness function W for instances of DAG-STCON, prove
its correctness, and point out some of its nice properties.
(2) Using the witness function W , we will dene a language B that will be an exten-
sion of DAG-STCON. Using properties of W and some nite eld computations,
we will present a nondeterministic logspace algorithm for B to establish B2NL.
(3) We will then invoke the hypothesis, and describe the TC0 algorithm for DAG-
STCON, which has the following structure:
(3a) On input hG; s; ti, rst produce polynomially many systems of linear equations
whose unknowns are the bits of the witness function W applied to hG; s; ti, and
whose coecient matrices are Vandermonde matrices. This step makes crucial
use of the reduction from B to the sparse set S, and guarantees that at least one
of the systems of equations is correct with respect to the bits of W (G; s; t).
(3b) Using TC0 computations, solve the systems of linear equations produced. The key
ingredients of this step are the Lagrange interpolation formula and the Discrete
Fourier Transform in nite elds.
(3c) Verify the correctness of the solution of every system of equations to weed out
all incorrect solutions. Using the correct solution (which is guaranteed to exist in
Step (3a)), decide whether hG; s; ti 2DAG-STCON.
3.1. The witness function W
Let hG; s; ti be an instance of DAG-STCON; let V =V (G); E=E(G), and n= jV j.
Let A=A(G) denote the adjacency matrix of G; by our assumptions about the in-
stances of DAG-STCON (see Section 2), A is a strictly upper-triangular matrix. The
witness W =W (G; s; t) for the instance hG; s; ti is an nn strictly upper-triangular 0{1
(Boolean) matrix indexed by pairs of vertices of G, where Wuv=1 i there is a path
from u to t in G whose rst step is the edge (u; v).
We point out the following properties of W :
(1) For all u; v2V; Wuv6Auv.
(2) For any instance hG; s; ti of DAG-STCON, W is uniquely dened.
(3) For any instance hG; s; ti of DAG-STCON, hG; s; ti 2DAG-STCON if and only
if [
W
v2V Wsv] is true.
(4) Every bit of W is an NL predicate. Formally, the language Z that consists of
the tuples hG; s; t; u; v; bi where hG; s; ti is a valid instance of DAG-STCON and
W (u; v)= b, where W =W (G; s; t), belongs to NL. This language is the union of
the languages Z0 = fhG; s; t; u; v; 1i jW (u; v)= 1g and Z1 = fhG; s; t; u; v; 0i jW (u; v)
= 0g, which are easily seen, respectively, to be in NL and co-NL. Since co-NL=
NL [11, 20], both Z0 and Z1 are in NL, and since NL is closed under unions,
Z 2NL.
A consequence of this fact is the following: The nondeterministic logspace machines
for Z0 and Z1 can be used to build a nondeterministic logspace machine MW that, given
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hG; s; ti and u; v2V (G), computes Wuv in the following strong sense: every computation
either outputs the correct value of Wuv or aborts in a \DON’T KNOW" state, and at
least one computation is guaranteed to output the correct value of Wuv.
(5) There is a simple rst-order formula to check the validity of a purported witness
matrix W for any instance hG; s; ti of DAG-STCON:
’(W ) (8u; v2V )

Wuv=1,

Auv=1^
W
w
Wvw

_ v= t

:
In circuit complexity terms, whether a given matrix W is the correct witness matrix
for an instance of DAG-STCON can be checked by a logspace-uniform AC0 circuit.
We now prove the correctness of the formula ’ given above. By the correctness of
the formula ’, we mean the following: ’(W ) is true if and only if W is the correct
witness for the instance hG; s; ti. In other words, ’(W ) is true if and only if for every
u; v2V; Wuv=1 i there is a path from u to t whose rst step is the edge (u; v). It is
clear that if W is the correct witness for hG; s; ti, then ’(W ) is true. In what follows,
we prove the converse.
For convenience, we dene for each v2V , a boolean variable Wv=def
W
w Wvw, that
is, Wv is the disjunction of all the Wvw’s. Assume ’(W ) is true. There are two cases
to consider:
Case 1: Suppose that for some u<v; Wuv=1. We will construct a path P from u
to t whose rst step is the edge (u; v). Since ’(W ) is true and Wuv=1, Auv=1; we
add the edge (u; v) to P. Also since ’(W ) is true, Wuv=1 implies that either v= t or
Wv=1. If v= t, we are done. If Wv=1, then for some w>v; Wvw =1, and we will
add the edge (v; w) to P.
If we continue this process for at least n steps, each step visiting a new vertex, one
of two things must happen: either we reach t or we visit a vertex z that has been
visited before. Since the latter possibility contradicts the assumption that G is acyclic,
it must be the case that we visit t, in which case P constitutes a path from u to t
whose rst step is v.
Case 2: Suppose that for some u; v, there is a path Q from u to t whose rst step
is the edge (u; v). We will show that Wuv=1. Precisely, we will show that for every
edge (x; y)2Q; Wxy =1. For (x; y)= (u; v), this gives Wuv=1. Let (w; t) be the last
edge in the path Q. This implies that Awt =1 and since ’(W ) is true, this implies
that Wwt =1. Assume inductively that the assertion is true for some edge (y; z)2Q,
and let (x; y) be the edge preceding (y; z) in Q. Clearly Axy =1; since Wyz =1 by the
inductive hypothesis, the truth of ’(W ) implies that Wxy =1.
This completes the proof of the correctness of the formula ’ for checking the validity
of a purported witness W .
3.2. The language B
It is known that if m is of the form 2  3‘ for some integer ‘>0, the polynomial
xm + xm=2 + 1 is an irreducible polynomial of degree m over GF(2) [21]. In the
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following, by a nite eld GF(2m), where m=2  3‘, we refer explicitly to the eld
Z2[x]=(xm+ xm=2 + 1). Following [15, 4], we will dene an auxiliary language B2NL.
Unlike the situation in these papers, the denition of B does not immediately imply
that B belongs to NL; nevertheless, by taking advantage of the special properties of
the witness function W and the ability to perform the necessary GF(2m) arithmetic in
logspace, we are able to prove B2NL.
We dene B to be the set of all tuples of the form hG; s; t; 1m; ; 2; : : : ; k−1; i,
where:
(1) G=(V; E) is a directed, layered acyclic graph on n vertices, and has at most
k =
(n
2

edges. Hence the adjacency matrix A=A(G) of G is upper-triangular.
(2) s and t are vertices in G.
(3) m is of the form 2  3‘ for some integer ‘>0.
(4) ; 2GF(2m).
(5) For 1<i<k; i= i (that is, i is the ith power of  in GF(2m)).
(6)
Pk−1
i=0 
iWuivi = , where for 06i<k; 06ui<vi<n, (ui; vi) denotes the ith distinct
vertex pair (edge=nonedge) in G, and W =W (G; s; t).
This denition is somewhat complicated by the necessity of certain uniformity con-
siderations. Intuitively, it appears that we should have been able to use just hG; s; t; 1m;
; i in place of hG; s; t; 1m; ; 2; : : : ; k−1; i, but unfortunately, this is not so simple.
However, for the sake of readability, we will often abbreviate the notation hG; s; t; 1m; ;
2; : : : ; k−1; i by hG; s; t; 1m; ; i throughout this paper.
We claim that the language B belongs to NL. We will build a nondeterministic
logspace machine N that accepts B. It is clear that whether G is a directed lay-
ered acyclic graph can be veried using only O(log n) space. Next we argue that, in
O(log n + logm) space, N may deterministically verify that the values 2; 3; : : : ; k−1
are indeed the correct powers of . To do this, N proceeds sequentially, for i from
1 up to k − 2, verifying the validity of   i= i+1, where, for convenience, assume
1 = . For a xed i, suppose that the correctness of j = j has been veried for j6i.
Now N sequentially computes each bit of the correct value of i+1 from the values
of  and i(= i), and cross-checks it against i+1. The entire process requires two
counters, one that can count up to k− 2 and one that can count up to m. The counters
can be implemented in space O(log n+logm). Now to check the bits: For 2GF(2m),
let ()j denote the jth bit of , and let P 2Z2[x] denote the polynomial of degree <m
whose coecients are given by the bits of . Thus, i+1 = (P Pi)mod(xm+xm=2 +1),
where P and Pi are multiplied in the ring Z2[x]. For 06j62m− 2, the coecient of
xj in (P Pi) is given by
P
+=j()(
i). This is a mod 2 sum of at most m bits.
Denote this sum by S(j). When the product (P Pi) is reduced modulo xm+ xm=2 +1,
the jth bit of i+1, for 06j<m, is given by the sum, in Z2, of the following four
contributions S1(j); S2(j); S3(j); S4(j).
(1) For 06j<m; S1(j)= S(j).This contribution comes from the term xj of the product
(P Pi).
(2) For 06j<m=2; S2(j)= S(j+m). This contribution comes from the term x, where
m6<3m=2, of the product (P Pi).
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(3) For m=26j<m; S3(j)= S(j + m=2). This contribution also comes from the term
x, where m6<3m=2, of the product (P Pi).
(4) For 06j<m=2; S4(j)= S(j + 3m=2). This sum equals the coecient of the term
xm+m=2+j of the product (P Pi), which is equal, mod xm + xm=2 + 1, to xj.
Clearly, each of these sums can be evaluated in space O(logm).
Now, we may assume that the input is legitimate, that is, all the powers of  are
correctly presented. Testing whether hG; s; t; 1m; ; i 2B requires computing polynomi-
ally many predicates Wuv. As noted in Property (4) of the witness function W , there
is a nondeterministic logspace machine MW that computes Wuv in the following strong
sense: every computation either outputs the correct value of Wuv or aborts in a \DON’T
KNOW" state, and at least one computation is guaranteed to output the correct value
of Wuv.
Using this, we will build the nondeterministic O(log n + logm) space-bounded ma-
chine N that accepts B as follows: Since the elements of the eld GF(2m) have m-bit
representations, the machine N cannot write down entries of the eld explicitly in its
workspace during the computation to check
Pk−1
i=0 
iWuivi = . Instead, it maintains a
(logm)-bit counter that checks, bit by bit, if the above equality holds. To check the
equality of the jth bit of
Pk−1
i=0 
iWuivi and , the machine N proceeds as follows: N
rst initializes a bit bj =0. Then, sequentially and nondeterministically N computes
Wuivi for each edge (ui; vi) using the machine MW as a subroutine. If Wuivi =0, it goes
on to compute the next value Wui+1vi+1 . If Wuivi =1, then it nds the jth bit (
i)j of
i (which is present in the input), and updates bj = bj  (i)j. Notice that, by design,
every computation path of N either computes Wuivi correctly (with a \certicate") and
proceeds, or it aborts. Finally, N accepts hG; s; t; 1m; ; i if and only if for all j, the
jth bits of
Pk−1
i=0 
iWuivi and  match.
This completes the proof of B2NL.
3.3. The TC0 algorithm for DAG-STCON
By hypothesis, B6mS. Let f denote the function that reduces B to S. We will
show how to solve DAG-STCON using f as an oracle. Fix G=(V; E), s and t. Let
n= jV j and k = (n2. Clearly, jhG; s; t; 1m; ; ij is bounded polynomially in n and m. If
f is a TC0 (or NC1 or logspace) computable function that reduces B to S, the bound
on the length of queries made by f on inputs of length jhG; s; t; 1m; ; ij is some
polynomial q(n; m). Let p(n; m) be a polynomial that bounds the number of strings
in S of length at most q(n; m). We will choose the smallest m of the form 23‘ such
that 2m=p(n; m)>k =
(n
2

. It is clear that m=O(log n), and the exact value of m can
be easily computed in logspace. Let F denote the nite extension GF(2m) of GF(2).
Facts: We rst collect some facts about implementing the basic operations of F. The
complexity of these operations is important in determining the size, depth, type, and
the uniformity of the circuits that we build.
(1) The sum of two elements ; 2F is just the bitwise exclusive-or of the represen-
tations of  and . The sum of ‘= nO(1)-many elements of F can be computed
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by computing in parallel the m bits of the sum, each of which is the parity of
‘ bits. To compute each bit of the sum, we use the fact that the parity can be
computed by a TC0 circuit [7]. The circuitry to perform these additions is also
logspace-uniform.
(2) Finding a primitive element ! that generates the multiplicative group F of F
can be done in logspace by exhaustive search. An element !2F generates F i
the condition \(82F) (9i<2m) [!i= ]" holds. The latter condition can be tested
using O(m)=O(log n) space by maintaining two counters, one that runs through
all elements  of F, and another for the exponent i, and doing the multiplications
in the straightforward way using O(m) space. Note that in our algorithm for DAG-
STCON, nding a primitive element is part of the precomputation, and does not
have to be implemented in TC0.
(3) Raising the generator ! to any power i<2m, as well as computing the discrete
logarithm of any element with respect to !, can be done by AC0 circuits that
hardwire the conjunctive or disjunctive normal form formulas for each bit of the
output. It is clear that the formulas themselves can be precomputed using O(log n)
space.
(4) Multiplying k = nO(1) elements of F can be done by a TC0 circuit in the following
way. Given (wlog. nonzero) elements 1; 2; : : : ; k , rst the discrete logarithms
‘1; ‘2; : : : ; ‘k of the k elements are computed with respect to the generator !. By
Fact (3), this can be done by an AC0 circuit. The next task is to add the k
O(log n)-bit integers ‘1; ‘2; : : : ; ‘k , and reduce the sum modulo 2m−1. The addition
can be done by a logspace-uniform TC0 circuit (see [5] for details). Since the
sum of the k integers is at most k2m= nO(1), reducing the sum modulo 2m − 1
can be easily accomplished by an AC0 circuit that hardwires the conjunctive or
disjunctive normal form formulas for each bit of the output. It is also clear that
the circuit description can be precomputed in space O(log n). Finally, converting
the discrete logarithm into the corresponding eld element can be done by an AC0
circuit by Fact (3).
We now describe our parallel algorithm for DAG-STCON. Specically, we describe
the structure of the circuit Cn that will solve instances of DAG-STCON on n-vertex
graphs. To establish the uniformity of the circuit family fCng, we rst note that on
input 1n, the appropriate value of m is O(log n), and can be easily computed using
only O(log n) space (as noted earlier). Thus, in the description of the circuit Cn,
m=O(log n) is a xed value, and we will express the complexity of various tasks
only as a function of n (unlike the case of the language B in Section 3.2, where we
needed to show that B can be recognized in space O(log n + logm)). Furthermore,
as we shall see, the circuit Cn will use the results of various pre-computations in the
eld F; we will appeal to the facts listed above to establish the uniformity of all these
operations.
Our parallel algorithm rst computes f(hG; s; t; 1m; ; 2; : : : ; k−1; i) for all ; 2F,
where f is the assumed reduction from B to a sparse set S. (Setting up the re-
quired powers of  is an easily accomplished task, since it can be precomputed o-
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line in logspace; see Facts above.) For every 2F, there is a unique element  2F
such that hG; s; t; 1m; ; i 2B, and therefore f maps precisely one tuple of the form
hG; s; t; 1m; ; i into S. Since 2m=p(n; m)>k, there is at least one string z 2 S such
that the number of  satisfying f(hG; s; t; 1m; ; i)= z is at least k. Strings z that
have >k pre-images  will be called popular. It is not hard to see that the popular
strings can be identied by a TC0 circuit that counts, for each output z produced by
f, the number of (; ) pairs for which f(hG; s; t; 1m; ; i)= z.
For any z, whenever f(hG; s; t; 1m; ; i)= z, under the assumption that z 2 S we have
an equation
1Wu0v0 + Wu1v1 + 
2Wu2v2 +   + k−1Wuk−1vk−1 = 
in the variables Wuv. Thus for every popular z, we will have a system of at least k such
equations; moreover, the system of equations is correct if and only if z 2 S. Of course,
there could be many popular z, and we do not know which ones are in S. To handle
this, the algorithm will assume that every popular z is a string in S, and attempt to
solve for the Wuv’s for all u; v2V; u<v. This scheme produces a polynomial number
of sets of solutions. The crucial point is that as long as there is at least one popular
z 2 S, one of the assumptions must be correct, and at least one solution produced
gives the correct values of the variables Wuv.
Assuming the (polynomial number of) candidate solutions to the variables Wuv are
computed, the formula ’(W ) described in Section 3.1 may be used to check the validity
of each candidate solution. As remarked in Section 3.1, the formula ’(W ) can be
implemented as an AC0 circuit. Using this formula, all the incorrect solutions will
be weeded out, and the correct solution Wuv will be obtained. Finally, by computing
Ws
:=
W
v2V Wsv, it can be determined if hG; s; ti 2DAG − STCON .
For every popular z, when the equations produced are written as a matrix{vector
product of the form Aw=B, the k  k matrix A obtained is a Vandermonde matrix.
Moreover, since the ’s are distinct, the matrix A has full rank over F. It remains,
therefore, to show how to solve such systems of equations by a TC0 circuit, which we
describe in the next lemma. The algorithm to be described for solving Vandermonde
systems of linear equations appeared in [4] in the resolution of Hartmanis’ conjecture
for P. (See also [6, 17].) Here we show that it can, in fact, be accomplished in TC0.
Modulo the proof of the lemma, the proof of Theorem 1 is complete.
Lemma 2. Let F=GF(2m); where m=O(log n); and m is of the form 23‘ for some
integer ‘>0. Solving a system Aw=B of k = nO(1) equations in k unknowns over the
eld F; where A is a k  k Vandermonde matrix of full rank over F; can be done by
an O(log n)-space uniform circuit of constant depth, nO(1) size; that uses unary NOT
gates and unbounded fanin AND; OR; and MAJORITY gates.
Proof. Observe that an equation of the form
Pk−1
j=0 wja
j = b can be viewed as spec-
ifying the value of the polynomial G(a) :=
Pk−1
j=0 wja
j at the point a2F. With this
viewpoint, our task is to infer the polynomial G, that is, to nd the coecients wj
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of G. Clearly, if we can evaluate G(a) at n distinct points a1; : : : ; ak 2F, then we can
recover the coecients wj by Lagrange interpolation as follows:
G(a)=
kP
i=1
G(ai)Qi=
kP
i=1
biQi;
where
Qi=
(a− a1) : : : (a− ai−1)(a− ai+1) : : : (a− ak)
(ai − a1) : : : (ai − ai−1)(ai − ai+1) : : : (ai − ak) =
Q
‘ 6=i
(a− a‘)
(ai − a‘) :
For 06j<k, wj is the coecient of aj in G(a). Collecting the terms corresponding
to aj, we have
wj =
kP
i=1
(−1)i+1 biQ
‘ 6=i(a‘ − ai)
Pk−j−1(a1; : : : ; a^i ; : : : ; ak):
Here a^i denotes that ai is missing from the list a1; : : : ; an, and P‘ denotes the ‘th
elementary symmetric polynomial, dened as follows:
P0(y1; : : : ; yq)= 1; P‘(y1; : : : ; yq)=
P
I[q]
jI j=‘
Q
i2I
yi; ‘>0:
Using the Facts about computation in F, it is easy to see that computing bi=(
Q
‘ 6=i(a‘−
ai)) in TC0 is fairly straightforward. Hence, it suces to show how to compute the
polynomials P‘(a1; : : : ; a^i ; : : : ; ak), in logspace-uniform TC0.
It is easy to see that for y1; : : : ; yq 2F, P‘(y1; : : : ; yq) equals P‘(y1; y2; : : : ; yq; 0; 0; : : : ;
0) for any number of extra zeroes. Let r= jFj, the number of elements in the mul-
tiplicative group of F. We will give an TC0 algorithm to compute the elementary
symmetric polynomial of r elements, not necessarily distinct, from the nite eld F.
By appending r − q zeroes, we can then compute P‘(y1; y2; : : : ; yq).
For 0<‘6r, the value of the elementary symmetric polynomial P‘(y1; y2; : : : ; yr) is
the coecient of X r−‘ in h(X ) :=
Qr
i=1(X + yi). Note that, given any 2F, h() can
be evaluated in TC0, by Facts (1) and (4).
If we write h(X ) as
Pr−1
i=0 uiX
i, the coecient ui=Pr−i(y1; : : : ; yr) for 06i<r. The
idea now is to choose ’s carefully from F, compute h() and compute the coecients
ui by interpolation. If we choose ! to be a primitive element of order r in F, the
powers of !, namely 1=!0; !1; !2; : : : ; !r−1, run through the elements of F. For
06i<r, let vi= h(!i). The relationship between the pointwise values (vi’s) and the
coecients (ui’s) of h(X ) can be written as
0
BBB@
v0
v1
...
vr−1
1
CCCA =
0
BBB@
1 !0 !02 : : : !0(r−1)
1 !1 !12 : : : !1(r−1)
...
...
...
...
1 !r−1 !(r−1)2 : : : !(r−1)(r−1)
1
CCCA
0
BBB@
u0
u1
...
ur−1
1
CCCA :
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The above matrix, which we will denote by 
, is the Discrete Fourier Transform ma-
trix, and is a Vandermonde matrix. Since the powers of ! are all distinct, 
 is invert-
ible, and one can compute the coecients ui by (u0; : : : ; ur−1)T =
−1(v0; : : : ; vr−1)T.
The crucial advantage over the earlier Vandermonde system is that with this partic-
ular choice of 
, the matrix 
−1 has a simple explicit form: the (i; j)th entry of

−1 is just !−(i−1)( j−1). Computing the coecients of h(X ) is now simply a matrix{
vector multiplication, easily accomplished in TC0. This completes the proof of the
lemma.
As a corollary of the proof of Theorem 1, we obtain the following:
Corollary 3 (Conjecture of J. Hartmanis [8]). There is a sparse hard set for NL un-
der logspace many-one reductions if and only if NL=Logspace.
The proofs of the next two theorems combine the above technique with ideas from
Cai et al. [2] and from Cai et al. [2], Van Melkebeek [14], respectively.
Theorem 4. If there is a sparse hard set for NL under logspace-computable random-
ized many-one reductions with two-sided error; then NL=RL; where RL is the class
of languages accepted by logspace Turing machines with two-way access to the ran-
dom tape. If there is a sparse hard set for NL under randomized many-one reductions
with two-sided error that are computable in logspace-uniform NC1; then NLRNC1.
Theorem 5. If there is a sparse hard set for NL under logspace bounded truth-table
reductions; then NL=L. If there is a sparse hard set for NL under bounded truth-table
reductions computable in logspace-uniform NC1; then NL equals logspace-uniform
NC1.
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