Abstract. The vehicle routing problem with pickups, deliveries and time windows (PDPTW) is an important member in the class of vehicle routing problems. In this paper a general heuristic to construct an initial feasible solution is proposed and compared with other construction methods. New route reconstruction heuristics are then shown to improve on this. These reconstruction heuristics look to reorder individual routes and recombine multiple routes to decrease the number of vehicles used in the solution. A tabu search scheme where the attribute to be recorded has been specifically adapted to the PDPTW is proposed. A new method based on branch and bound optimisation attempts to optimise the final ordering of requests in routes to further improve the solutions. Results are analysed for a standard set of benchmark instances and are shown to be competitive with the state of the art.
Introduction
The Vehicle Routing Problem (VRP) plays a central role in distribution management. It can be described as the problem of designing a set of routes that start at a depot and visit a set of geographically scattered customer locations, subject to a variety of side constraints. The VRP is known to be NP -hard due to it being an extension of the well known Travelling Salesman Problem (TSP), which is itself NP -hard. A helpful survey paper on the VRP is that of Laporte & Osman [1] .
The Pickup and Delivery Problem with Time Windows (PDPTW) was first formulated by Savelsbergh and Sol [2] . The constraints are as follows: (1) each vehicle must start at the depot and return to the depot before the end of its operating interval; (2) a request's pickup must be scheduled before its corresponding delivery; (3) loads present within a vehicle at any one time must not exceed the maximum capacity of that vehicle; and (4) requests' pickup and delivery time windows must be adhered to. Note that a vehicle may wait at a location if some waiting time is expected at the vehicle's next destination and the problem is one where all requests are known in advance and no uncertainty exists.
Early research surrounding the PDPTW was concerned with the transportation of people instead of goods and is sometimes known as the dial a ride problem (DARP) [3] [4] [5] . The first metaheuristic proposed to solve the PDPTW was the reactive tabu search approach of Nanry and Barnes [6] . A two phase method proposed by Lau and Liang [7] developed this, where a construction heuristic was followed by tabu search. Another approach is that of Li and Lim [8] who have applied a tabu-embedded simulating annealing algorithm to solve the problem. They also produced benchmark instances for the PDPTW which are generated from Solomon's 56 benchmark instances [9] . These have since been used as the main basis for comparison of algorithms to solve the problem. Alternatively a two-stage hybrid algorithm has been presented by Bent [10] where the first stage uses a simple simulated annealing algorithm to decrease the number of routes, while the second stage uses large neighbourhood search to decrease the total travel cost. An adaptive large neighbourhood search heuristic has also been proposed by Ropke [11] . Another approach to this problem is by Pankratz [12] , who use a grouping genetic algorithm (GGA) and this is extended to a multi-strategy grouping genetic algorithm (MSGGA) by Ding et al. [13] . In addition Dergis and Döhmer [14] show that the approach of indirect local search with greedy decoding gives results which are competitive with both [8] and [12] . Metaheuristics that apply learning mechanisms have been proposed by Lim et al. [15] , specifically a squeaky wheel optimisation and more recently ant colony System was applied by Carabetti et al. [16] .
In the design of our algorithm we first examine methods previously discussed in the literature, such as initial construction heuristics, neighbourhood search operators and tabu search. We will examine reconstruction heuristics previously applied to the TSP and VRP and look to adapt and evolve these to the PDPTW. Finally we augment our algorithm with a branch and bound method in order to improve the results.
The rest of the paper is organised as follows. The problem is formulated in Section 2. Section 3 provides details on the operators used in our algorithm including the construction of initial feasible solutions, route reconstructions and the branch and bound method. Section 4 provides information on the tabu search heuristic and our algorithmic framework. Finally Section 5 gives computational results and Section 6 provides a conclusion and directions for future research.
Problem Formulation
To define the PDPTW, let V = {v 0 , v 1 , . . . v n } be a set of geographically dispersed locations where v 0 denotes the depot and n is even. The set N = V \ {v 0 } defines the set of pickup and delivery requests and is partitioned into two subsets of equal size. The subset N + denotes the set of pickup locations and N − the set of delivery locations. Therefore,
= number of pickup and delivery requests. In this problem each location v i ∈ V has an associated demand q i , (q 0 = 0), a service time s i , (s 0 = 0) and a service time window [e i , l i ], (e 0 = l 0 = 0), where e i , is the earliest time that service at location i can begin and l i , the latest time that service at location i can begin. With regards to the demand, To formulate the PDPTW, two variables are introduced:
y j = load of the vehicle at node j, after service at j and a constant:
, if node i and node j are the corresponding pickup and delivery nodes of a single request 0, otherwise.
The constraints are as follows:
In the above, constraint 1 ensures that each location is visited exactly once, while constraints 2 and 3 ensure that each vehicle departs from and arrives at the depot. Constraint 4 ensures that if a vehicle arrives at a location then it must also depart from that location. Constraint 5 ensures that the pickup and delivery of a request is carried out by exactly one vehicle. Constraints 6 and 7 together form the capacity constraints. Finally, the time window and precedence constraints are ensured by 2 and 9 and the constraint on the maximum operating interval is ensured by 10. The objective function is: (11) 3 Algorithm operators
Construction methods
To construct an initial feasible solution a combination of random and greedy heuristics are applied. The algorithm builds a feasible solution by inserting, at each iteration, a random un-routed request into a current partial route or into a new route using a greedy method. All feasible insertions of both the pickup and delivery request are examined. The insertion which provides the minimal increase in cost to the solution is accepted. This includes the option of inserting the request into a new route. A similar method is also used in [12] and [14] , where it is shown that adding an element of randomness generates varied initial solutions which are beneficial when applying neighbourhood operators as a larger search space is examined.
Preliminary results have shown that this method outperforms the simple greedy heuristic of Nanry and Barnes [6] , which at each iteration inserts the request from all remaining requests that involves the lowest additional cost to the objective function. It also outperforms the method used by Li and Lim [8] , which first initialises a route with a request using criteria based on the maximum increase to the objective function with routes then being completed using a greedy method.
Route Reconstruction heuristics
To attempt to improve on the initial solutions constructed we first examine 2 neighbourhood operators of Li and Lim [8] . The first of these is a shift operator. This denotes a reassignment of a request from one route to another. Secondly an exchange operator swaps a request from one route with a request of another. In both cases infeasible exchanges are forbidden and the operators attempt to insert a request into a route without making any change to the current ordering of that route. Naturally a higher proportion of neighbourhood moves will be seen to retain feasibility if the existing ordering in a route can also be changed, though of course this will also bring additional overheads. To achieve this we suggest three different reconstruction heuristics.
The single move within a route heuristic randomly selects a request and removes its pickup and delivery location from its route. It then attempts to insert the pickup and delivery locations in all other feasible positions within that route. If one exists, the insertion position which amounts to the largest reduction in distance is accepted. An example is shown in Figure 1 . This method is based on that of Or -opt exchanges, see Or [17] but is adapted to the PDPTW.
The single route reconstruction attempts to reorder an entire route by first removing all requests from that route and re-inserting them based on three different methods. These are as follows: (1) by allocating at each iteration the location at which the next service can begin first, (this is the maximum of the time the vehicle can arrive at a location and the opening of the time window at that location); (2) by allocating the first pickup location to the route at random and each of the remaining pickup or delivery locations greedily; and (3) by allocating the first pickup whose location is the maximum distance from the depot first and then each of the remaining pickup or delivery locations greedily. Each location (pickup or delivery) is inserted separately. An example of this is shown in Figure 2 . The single route reconstruction also attempts to reform a route whilst inserting a request from another. It attempts to find a feasible solution that includes the insertion of this request whilst also minimsing the overall total distanced travelled over all routes. Finally the multiple route reconstruction attempts to form multiple routes simultaneously. This is carried out for two routes with the aim of reducing to one or three routes with the aim of reducing to two. All requests are removed from the routes and the first route is initialised with the pickup whose location is the maximum distance from the depot. For the case of the second route, if one is used, the pickup which is maximum distance from the first is chosen. The routes are then reconstructed simultaneously using a greedy heuristic. For the second case this is only applied on a combination of routes, if at least one of the routes is an outlier with regards to the number of requests present. An example of this is shown in Figure 3 .
Branch and bound method
To further improve our algorithm a method based on the large neighbourhood search (LNS) of [10] for the PDPTW is incorporated. The main idea is to take a part of a solution (in this case a single route or subset of that route) and find the optimal solution for this sub-problem via a branch and bound routine.
The process starts with a set of currently adjacent locations. According to the constraints of the problem, partly constructed solutions can be discarded: (a) if the delivery location of a request is inserted before the corresponding pickup; (b) if there remains a location still to be inserted that can no longer be feasibly serviced within its time window; (c) if a location cannot be feasibly serviced within its time window when placed after another location; (d) if the current total distance travelled exceeds the minimum recorded so far; and (e) if the minimum distance still to travel plus the current distance exceeds the minimum found. The limit of the initial bound is the total distance travelled of the route before the locations are removed. Branches are searched in the order of location where service can begin first. The search terminates once a complete exploration has taken place and the best solution is returned.
As this method is an exact approach it can be computationally expensive. Our results suggest it can be applied to routes with up to 14 locations. In cases where there are more than this, our approach is to apply branch and bound to successive overlapping sub-sections. This ensures locations located closely to one another are optimised in the same sub-section. In cases where n > 14 locations, the route is split into 2 ⌈ n 14 ⌉ − 1 sub-sections. For example, if a route consists of 28 locations it is split into 3 sub-sections containing locations 1-14, 7-21 and 14-28 respectively.
Overall Algorithm
To further improve the algorithm a tabu search heuristic is to be added to the shift operator defined in Section 3.2. Within the the shift operator the request to be reassigned is selected at random and all feasible insertion positions of both the pickup and delivery are examined. If one is found, the insertion which provides the largest reduction in total travel distance is accepted. It is found that adding the exchange operator, both increased computational times and did not provide an improvement to the results when used in conjunction with the reconstruction heuristics.
From the literature, a tabu length and cycle length proportional to the number of requests to be serviced generally yields the most positive results, see [6] who present a reactive tabu search approach to solve the PDPTW. Our tabu search heuristic follows the general guidelines provided in [18] and a tabu tenure equal to the number of requests, |N |, and a cycle length equal to the number of locations to be visited, |2N | are found to be most promising. The stopping condition is based on achieving a given number of iterations without improvement to the objective function or there being no more feasible moves. The attribute to be stored within the tabu list follows the approach of [19] where edges removed and inserted within a solution are recorded for the VRP with simultaneous pick-up and delivery. In our case this is adapted to the PDPTW where the edges inserted into a solution are classed as the direct edges. These are the locations either side of the new insertions i.e. the locations before and after the insertion of the pickup location and the delivery location of a request. The edges removed from the solution are the indirect edges, i.e. the the locations before and after the pickup and delivery location that has been removed. The attribute to be recorded in the tabu list consists of both the inserted and removed pickup and delivery edges. If the arrangement of locations in a route after the insertion results in both the pickup and delivery edge being either directly or indirectly tabu then the move is disallowed. An example of the attribute to be stored in this tabu list is shown in Figure 4 .
Preliminary results suggest that applying the branch and bound method as a final phase to the algorithm and not within the improvement phase yields promising results. The branch and bound method optimises both routes and sub-sections of routes therefore it limits the number of successful tabu moves and reconstructions within the improvement phase as routes and sub-sections of routes are at a local minima. Applying the tabu search heuristic and the branch and bound method are computationally expensive. Investigations are performed to determine if each method may be performed on a subset of the most promising solutions and still achieve competitive results. Figure 5 contains a plot of the cost after the initial construction phase compared to the cost after applying the tabu search heuristic, and a plot of the the cost after the tabu search phase compared to the cost after applying the branch and bound method. Both for 100 random trials with the instance lc204. There is no correlation between achieving a lower cost for an initial solution and achieving a lower cost for the final solution after the tabu search heuristic. Therefore it will not be possible to select a proportion of initial solutions with a certain initial cost to apply the tabu search heuristic to achieve the most promising results. However there is a direct correlation between achieving a lower cost after the tabu search heuristic and achieving a lower cost after the branch and bound method. Therefore it seems reasonable to select a small subset of of low cost solutions after application of the tabu search heuristic which can then be improved via our branch and bound method. Our overall algorithm consists of first constructing an initial feasible solution which is passed to the improvement phase consisting of the tabu search and reconstruction heuristics outlined in Section 3.2 and above. These methods are carried out until no further improvement can be made. This process is repeated for a given number of iterations and the best 10% of solutions are passed to the branch and bound procedure outlined in Section 3.3. This method differs from others in the literature as a single run involves multiple restarts and only a portion of the best found solutions are passed to the final improvement phase. Preliminary results suggest that applying 300 iterations of the initial construction and improvement phase before passing 30 of the best found solutions to the branch and bound method yields run times that improve on [12] and are similar to that of [13] . This comparison is made using the average run time provided and multiplying by the 30 trials that were required to achieve their best found solutions. Only computational times for 10 runs of the algorithm of [14] are provided in the literature and are a significant improvement on the others stated, however applying this figure to the case of 30 runs, these would also be comparable to our algorithm. The computational times of [8] will not be compared as their description does not indicate whether these are average values. Caution is needed when making a direct comparison between these computational times due to differences in computer specification.
Experimental results
For our experiments we used instances derived by [8] , which are based on Solomon's 56 VRPTW 100-customer instances [9] . Each has 100-106 nodes, (i.e. 50-53 requests) and they are organised into 6 classes; lc1 and lc2 are clustered instances; lrc1 and lrc2 are those where requests are partially clustered and partially random; and lr1 and lr2 have randomly distributed requests. Instances ending in a 1 have a short scheduling horizon and those with a 2 have a longer scheduling horizon. Table 1 compares the results of our algorithm with those of Li and Lim [8] , Pankratz [12] , Dergis & Döhmer [14] and Ding et al. [13] .
Caution is needed when making a direct comparisons with these results as our objective function is to minimise the total travel distance which is comparable to that of [12] . Li and Lim [8] however use a prioritised objective function with the order being: (1) minimise number of vehicles; (2) minimise total travel distance; (3) minimise total schedule duration; and (4) minimise total waiting time. The objective of Ding et al. [13] is similar to this although it does not include minimising the total schedule duration. The objective of [14] is to minimise the number of vehicles followed by minimising the total travel distance. For the approach of [8] the overall number of independent runs per instance is not reported and the average solution quality is not discussed. The best results of [12] and [13] are reported after 30 runs of their algorithm and for [14] best results are reported after 10 runs. Our algorithms are implemented using C++ and executed on a PC under Windows XP with a 3.10GHz processor.
Considering the results in Table 1 our algorithm achieves the best known solutions for 51 of the problem instances and with a total travel distance of 57662.02 are competitive with the state of the art. For [8] 40 of the best known solutions are achieved with a total travel distance of 58184.91, [14] achieve 42 with a total travel distance of 57678.4 and [13] achieve 51 with a total travel distance of 57652.05. The minimal total travel distance of 57638.48 is achieved by [12] , however with only 42 of the best known solutions found.
The initial improvement phase of our algorithm achieves an average total travel distance for the 56 instances of 61162.92. This is a significant 40% improvement from 101883.30 for the construction phase alone. This is further reduced by the branch and bound method to 58302.08, a further decrease of 4.7%. For the branch and bound method the average decrease in cost for the instances with a longer scheduling horizon is 6.8 % with a 10.0% decrease in the lr2 instances. For the instances with a longer scheduling horizon, the number of vehicles is 1 Total travel distance of best found solution 2 Number of vehicles required for best found solution 3 Average total distance travelled for 300 runs of the initial improvement phase 4 Average total distance travelled for 30 runs of the branch and bound method using the best found solutions from the improvement phase 5 Total computational time in seconds for one run of the algorithm including 300 runs of the initial improvement phase and 30 runs of the branch and bound method on the best found solutions dramatically reduced compared to the instances with a shorter scheduling horizon, resulting in significantly more requests allocated to each vehicle. Therefore the problem now becomes one of finding the best ordering of requests to a route rather than the allocation of requests to routes. In the case of the lr2 instances this becomes increasingly difficult as locations are randomly dispersed, hence the success of a method which specifically focuses on optimising large portions of locations in routes such as our branch and bound method. Due to this our algorithm performs consistently well across the varying instance types whereas [8] and [12] struggle with the instances of a longer scheduling horizon, in particular lr2 and lrc2. The average coefficient of variation across each of the 6 classes of instances ranges from 1% to 7% for the results after the initial improvement phase and is reduced to less than 2% for all results after the branch and bound method.
For the instances lc104 and lrc101, a solution has been found by both [14] and [13] (and by [8] for the case of lrc101), that uses one less vehicle by increasing the total travel distance in the solution. This is the best found solution when the objective is to first minimise the number of vehicles, however these are the only two cases which do not share an identical best found solution. This shows the robustness of our algorithm to changes in the objective function as it also achieved the two solutions stated above but they were disregarded due to the increase in distance. Finally it should be noted that for [8] and [12] Euclidean distances calculated directly from the instances were rounded to 2 decimal places and this could account for some small discrepancies when comparing the total distance travelled.
Conclusions
We have shown that the methods applied in this paper generate results which are competitive with the state of the art results found in the literature. Our results obtain the best known solutions in 51 out of a possible 56 instances with the algorithm appearing to perform consistently well over all types of instance. One of the main advantages of our approach is the speed of individual constructions. In this case it has allowed us to produce large samples of solutions in times that are consistent with other approaches. However reducing the number of runs of the initial improvement phase still achieves promising results. This advantage can be exploited when applying these methods to the dynamic PDPTW (DPDPTW) where our algorithm will be repeatedly restarted over a rolling horizon framework to incorporate the arrival of new requests and decisions will need to be made in real time. The DPDPTW has received much less interest in the literature, hence this will be the area for future research. For a recent survey on dynamic pickup and delivery problems see [20] .
